Abstract. We consider concave minimization problems over nonconvex sets. Optimization problems with this structure arise in sparse principal component analysis. We analyze both a gradient projection algorithm and an approximate Newton algorithm where the Hessian approximation is a multiple of the identity. Convergence results are established. In numerical experiments arising in sparse principal component analysis, it is seen that the performance of the gradient projection algorithm is very similar to that of the truncated power method and the generalized power method. In some cases, the approximate Newton algorithm with a Barzilai-Borwein (BB) Hessian approximation can be substantially faster than the other algorithms, and can converge to a better solution.
1. Introduction. Principal component analysis (PCA) is an extremely popular tool in engineering and statistical analysis. It amounts to computing the singular vectors associated with the largest singular values. In its simplest setting, the rank-one approximation, amounts to solving an optimization problem of the form max{x T Σx : x ∈ R n , x = 1}, (1.1) where Σ = A T A is the covariance matrix associated with the data matrix A ∈ R m×n and · is the Euclidean norm. As pointed out in [22] , there is no loss of generality in assuming that Σ is positive definite since
whenever x is feasible in (1.1). The lack of interpretability has been a major concern in PCA. Sparse PCA partly addresses this problem by constraining the number of nonzero components of the maximizing x in (1.1). Given a positive integer κ, the sparse PCA problem associated with (1.1) is max{x T Σx : x ∈ R n , x = 1, x 0 ≤ κ}, (1.2) where x 0 denotes the number of nonzero components of x. Due to the sparsity constraint in (1.2), the feasible set is no longer convex, which makes the optimization problem more difficult.
In [8] PCA loadings smaller than a certain tolerance are simply set to zero to produce sparse principal components. More recently, optimization-based approaches have been used to introduce sparsity. For example, in [21] sparsity is achieved using an l 1 relaxation. That is, the problem (1.2) is replaced by max{x T Σx : x ∈ R n , x = 1, x 2 1 ≤ κ}, (1.3) where x 1 = |x 1 | + |x 2 | + . . . + |x n |. The solution of the relaxed problem (1.3) yields an upper bound for the solution of (1.2). In [17] the Rayleigh quotient problem subject to an l 1 -constraint is successively maximized using the authors' SCoTLASS algorithm. In [28] , the authors formulate a regression problem and propose numerical algorithms to solve it. Their approach can be applied to large-scale data, but it is computationally expensive. In [10] a new semi-definite relaxation is formulated and a greedy algorithm is developed that computes a full set of good solutions for the target number of non-zero coefficients. With total complexity O(n 3 ), the algorithm is computationally expensive. Other references related to sparse optimization include [9, 13, 14, 16, 20, 25] .
Our work is largely motivated by [18] , [22] , and [27] . In [18] both l 1 -penalized and l 0 -penalized sparse PCA problems are considered and a generalized power method is developed. The numerical experiments show that their approach outperforms earlier algorithms both in solution quality and in computational speed. Recently, [22] and [27] both consider the l 0 -constrained sparse PCA problem and propose an efficient truncated power method. Their algorithms are equivalent and originated from the classic Frank-Wolfe [11] conditional gradient algorithm.
In this paper, we study both the gradient projection algorithm and an approximate Newton algorithm. Convergence results are established and numerical experiments are given for sparse PCA problems of the form (1.2). The algorithms have the same iteration complexity as the fastest current algorithms. The gradient projection algorithm with unit step size has nearly identical performance as that of ConGradU and Tpower. On the other hand, the approximate Newton algorithm can often converge faster to a better objective value than the other algorithms.
The paper is organized as follows. In Section 2 we analyze the gradient projection algorithm when the constraint set is nonconvex. Section 3 introduces and analyzes the approximate Newton scheme. Section 4 examines the performance of the algorithms in some numerical experiments based on classic examples found in the sparse PCA literature.
Notation. If f : R n → R is differentiable, then ∇f (x) denotes the gradient of f , a row vector, while g(x) denotes the gradient of f arranged as a column vector. The subscript k denotes the iteration number. In particular, x k is the k-th iterate in x and g k = g(x k ). The i-th element of the k-th iterate is denoted x ki . · denotes the Euclidean norm and · 0 denotes cardinality (number of non-zero elements). If x ∈ R n , then the support of x is the set of indices of nonzeros components:
If Ω ⊂ R n , then conv(Ω) is the convex hull of Ω. If S ⊂ {1, 2, . . . , n}, then x S is the vector obtained by replacing x i for i ∈ S c by 0. If A is a set, then A c is its complement. If A and B ∈ R n×n are symmetric matrices, then A ≤ B means that A − B is negative semidefinite. The standard signum function is defined by
2. Gradient projection algorithm. Let us consider an optimization problem of the form min{f (x) : x ∈ Ω}, (2.1)
where Ω ⊂ R n is a nonempty, closed set and f : Ω → R is differentiable on Ω. Often, the gradient projection algorithm is presented in the context of an optimization problem where the feasible set Ω is convex [3, 4, 12] . Since the feasible set for the sparse PCA problem (1.2) is nonconvex, we will study the gradient projection algorithm for a potentially nonconvex feasible set Ω.
The projection of x onto Ω is defined by
For the constraint set Ω that arises in sparse PCA, the projection can be expressed as follows: Proposition 2.1. For the set
where κ is a positive integer, we have
where T κ (x) is the vector obtained from x by replacing n − κ elements of x with smallest magnitude by 0.
Proof. If y ∈ Ω, then x − y 2 = x 2 + 1 − 2 x, y . Hence, we have
In [22, Prop. 4.3] , it is shown that the minimum is attained at y = T κ (x)/ T κ (x) . We include the proof since it is short and we need to refer to it later. Given any set S ⊂ {1, 2, . . . , n}, the solution of the problem min{− x, y : y = 1, supp(y) = S} is y = x S / x S by the Schwarz inequality, and the corresponding objective value is − x S , where x S is the vector obtained by replacing x i for i ∈ S c by 0. Clearly, the minimum is attained when S is the set of indices of x associated with the κ absolute largest components.
In general, when Ω is closed, the projection exists, although it may not be unique when Ω is nonconvex. If x k ∈ Ω is the current iterate, then in one of the standard implementations of gradient projection algorithm, x k+1 is obtained by a line search along the line segment connecting x k and P Ω (x k −s k g k ), where g k is the gradient at x k and s k > 0 is the step size. When Ω is nonconvex, this line segment is not always contained in Ω. Hence, we will focus on gradient projection algorithms of the form
Since Ω is closed, x k+1 exists for each k. We first observe that x k+1 −x k always forms an obtuse angle with the gradient, which guarantees descent when f is concave.
In particular, for y = x k+1 this gives
By the Schwarz inequality and (2.7), it follows that
We rearrange this inequality to obtain (2.5). If f is concave over conv(Ω), then
The following result is well known.
where the first infimum is attained only when the second infimum is attained. If f is differentiable at x * ∈ arg min{f (x) : x ∈ Ω}, then ∇f (x * )(y − x * ) ≥ 0 for all y ∈ conv(Ω). Proof. The first result (2.9) is proved in [24, Thm. 32.2] . If x * minimizes f (x) over Ω, then by (2.9),
Since conv(Ω) is a convex set, the first-order optimality condition for x * is (2.10). Remark 1. Note that at a local minimizer x * of f over a nonconvex set Ω, the inequality ∇f (x * )(y − x * ) ≥ 0 may not hold for all y ∈ Ω. For example, suppose that f (x) = a T x where ∇f = a has the direction shown in Figure 2. 
1.
The point A is a local minimizer of f over Ω, but (2.10) does not hold. Hence, Proposition 2.3 is only valid for a global minimizer, as stated.
Next, we consider the special choice y ∈ P Ω (x * −sg(x * )) in Proposition 2.3.
Corollary 2.4. If f : R n → R is concave and
Proof. By Proposition 2.3, we have
for all y ∈ P Ω (x * − sg(x * )). On the other hand, by Lemma 2.2 with
for all y ∈ P Ω (x * − sg(x * )). Therefore, (2.11) holds. The following property for the projection is needed in the main theorem:
If Ω is a nonempty closed set, x k ∈ R n is a sequence converging to x * and y k ∈ P Ω (x k ) is a sequence converging to y * , then y * ∈ P Ω (x * ).
Proof. Since y k ∈ Ω for each k and Ω is closed, y * ∈ Ω. Hence, we have
If this inequality is a equality, then we are done; consequently, let us suppose that
As k tends to ∞, the right side approaches y * − x * , which yields a contradiction. We now give further justification for the convergence of the gradient projection algorithm in the nonconvex setting.
Theorem 2.6. If f : R n → R is concave, Ω is a compact nonempty set, and x k is generated by the gradient projection algorithm (2.4), then we have
If x * is the limit of any convergent subsequence of the x k and the step size s k approaches a limit s * , then
If f is continuously differentiable around x * , then
for some y * ∈ P Ω (x * − s * g(x * )).
Proof. Sum the concavity inequality (2.8) for k = 0, 1, . . . , K − 1 to obtain
Since f is continuous and Ω is compact, f * = min{f (x) : x ∈ Ω} is finite and
Together, (2.15) and (2.16) yield (2.12) since ∇f (x k )(x k+1 − x k ) ≤ 0 for each k by Lemma 2.2.
The relation (2.13) is (2.5) with x k replaced by x * . For convenience, let x k also denote the subsequence of the iterates that converges to x * , and let y k ∈ P Ω (x k − s k g k ) denote the iterate produced by x k . Since y k lies in a compact set, there exists a subsequence converging to a limit y * . Again, for convenience, let x k and y k denote this convergent subsequence. By (2.12) and the fact that f is continuously differentiable around x * , we have
By Lemma 2.5, y * ∈ P Ω (x * − s * g(x * )). . Remark 2. The inequalities (2.6), (2.15), and (2.16) imply that
When Ω is convex, much stronger convergence results can be established for the gradient projection algorithm. In this case, the projection onto Ω is unique. By [12, Prop. 2.1], for any x ∈ Ω and s > 0, x = P Ω (x − sg(x)) if and only if x is a stationary point for (2.1). That is,
Moreover, when Ω is convex,
for any x ∈ Ω and s > 0. Hence, (2.14) implies that the left side of (2.17) vanishes at x = x * , which means that x * = P Ω (x * − sg(x * )). And conversely, if x * = P Ω (x * − sg(x * )), then (2.14) holds.
3. Approximate Newton algorithm. To account for second-order information, Bertsekas [4] analyzes the following version of the gradient projection method:
Strong convergence results can be established when Ω is convex and f is strongly convex. On the other hand, if f is concave, local minimizers are extreme points of the feasible set, so the analysis is quite different. Suppose that ∇ 2 f (x k ) is approximated by a multiple α k of the identity matrix as is done in the BB method [2] . This leads to the approximation
Let us consider the algorithm in which the new iterate x k+1 is obtained by optimizing the quadratic model:
After completing the square, the iteration is equivalent to
If α k > 0, then this reduces to x k+1 ∈ P Ω (x k − g k /α k ); in other words, perform the gradient projection algorithm with step size 1/α k . If α k < 0, then the iteration reduces to
where
If Ω is unbounded, then this iteration may not make sense since the maximum could occur at infinity. But if Ω is bounded, then the iteration is justified in the sense that it is based on a quadratic model of the function, which could be better than a linear model. In the special case where Ω is the constraint set (2.2) appearing in sparse PCA and α k < 0, the maximization in (3.4) can be evaluated as follows:
Proof. As in the proof of Proposition 2.1, x − y 2 = x 2 + 1 − 2 x, y when y lies in the set Ω of (2.2). Hence, we have
Given any set S ⊂ {1, 2, . . . , n}, the solution of the problem max{− x, y : y = 1, supp(y) = S} is y = −x S / x S by the Schwarz inequality, and the corresponding objective value is x S . Clearly, the maximum is attained when S corresponds to a set of indices of x associated with the κ absolute largest components. Let us now study the iterates generated by the quadratic model (3.2). If α k > 0, then the iteration reduces to x k+1 ∈ P Ω (x k − g k /α k ), which was studied in Section 2. Hence, we focus on the case α k < 0 where the iteration reduces to
for all x and y ∈ Ω, (3.7)
We can square and rearrange the left side of (3.8) to obtain (3.5). If (3.7) holds, then we combine this with (3.6) to obtain f (x k+1 ) ≤ f (x k ).
The condition (3.7) is satisfied if f is twice continuously differentiable over conv(Ω) and α k exceeds the largest eigenvalue of the Hessian. We now show that under suitable assumptions, convergent subsequences of the iterates
on Ω, x * is a limit of any convergent subsequence of the iterates generated by the scheme
Proof. The quadratic model (3.1) is concave when α k < 0. Hence, by Proposition 2.3,
for all y ∈ conv(Ω). Let us focus on a subsequence of the x k converging to x * . Since x k+1 − x k tends to 0, those x k+1 associated with the convergent x k subsequence also converge to x * . In the limit, (3.10) yields (3.9).
When f is strongly concave, a line search strategy can be used to ensure that x k+1 − x k tends to 0 and hence, the optimality condition (3.9) holds at all limit points. For illustration, consider the following algorithm:
Monotone Approximate Newton (for strongly concave f ) Given σ ∈ (0, 1), [α min , α max ] ⊂ (−∞, 0), and starting guess x 1 . Set k = 1.
Step
Step 2. Set α k = σ j β k where j ≥ 0 is the smallest integer such that
Step 3. If a stopping criterion is satisfied, terminate.
Step 4. Set k = k + 1 and go to step 1.
The objective values generated by this algorithm are monotone nonincreasing since α k < 0. If Ω is compact, then f is bounded from below and f (x k ) − f (x k+1 ) approaches 0. It follows from Step 2 that
We now show that when f is strongly concave, α k is bounded away from 0, uniformly in k. Hence, x k+1 − x k tends to 0.
Lemma 3.4. If f is differentiable on Ω and for some µ < 0, we have
for all x and y ∈ Ω, (3.11) then Step 2 in the monotone approximate Newton algorithm terminates with a finite j, and α k bounded away from 0, uniformly in k.
Proof. If x k+1 ∈ Q Ω (x k − g k /α k ), then by (3.11) with y = x k+1 and x = x k and by (3.5), we have
Step 2 must terminate whenever α k > µ/2. Since σ ∈ (0, 1), it follows that Step 2 terminates for a finite j. If Step 2 terminates when j > 0, then σ j−1 β ≤ µ/2, which implies that α k = σ j β ≤ σµ/2. If Step 2 terminates when j = 0, then α k ≤ α max < 0. In either case, α k is uniformly bounded away from 0.
One way to choose the Hessian approximation α k in (3.3) or β k in the Monotone Approximate Newton Algorithm is with the BB approximation [2] given by
4. Numerical experiments. We will investigate the performance of the gradient project and approximate Newton algorithm relative to previously developed algorithms in the literature. In our experiments we use the gradient projection algorithm with unit stepsize (GPU):
And in our experiments with the approximate Newton algorithm, we employ the BB approximation (GPBB):
The performance of this nonmonotone scheme will be compared later to that of the Monotone Approximate Newton Algorithm. For the set Ω associated with sparse PCA, we have
by Propositions 2.1 and 3.1 respectively.
We compare the performance of our algorithms to those of both the truncated power method (Tpower) [27] and the generalized power method (Gpower) [18] . The conditional gradient algorithm with unit step-size (ConGradU) proposed in [22] is equivalent to the truncated power method. Both truncated and generalized power method are targeted to the sparse PCA problem (1.2). The truncated power method handles the sparsity constraint by pushing the absolute smallest components of the iterates to 0. The iteration can be expressed
For comparison, an iteration of the gradient projection algorithm with unit step size GPU is given by
while the approximate Newton algorithm is
Since the computation of α BB k requires the gradient at two points, we start GPBB with one iteration of GPU. For the sparse PCA problem (1.2), the time for one iteration of any of these methods is basically the time to multiply a vector by the covariance matrix Σ. Note that the monotone approximate Newton algorithm could be more costly since the evaluation of an acceptable j may require several evaluations of the objective function.
In the generalized power method, the sparsity constraint is handled using a penalty terms. If γ > 0 denotes the penalty, then Gpower l 1 corresponds to the optimization problem
The parameter γ needs to be tuned to achieve the desired cardinality; as γ increases, the cardinality of the Gpower approximation decreases. In contrast, the cardinality is an explicit input parameter for either the truncated power method or for our algorithms; in many applications, cardinality is often specified. All experiments were conducted using MATLAB on a GNU/Linux computer with 8GB of RAM and an Intel Core i7-2600 processor. For the starting guess in our experiments, we follow the practice of the Tpower algorithm [27] and set x = e i , the i-th column of the identity matrix, where i is the index of the largest diagonal element of the covariance matrix Σ. Our numerical experiments are based on the sparse PCA problem (1.2). We measure the quality of the solution to (1.2) computed by any of the methods using the ratio x T Σx/y T Σy where x is the sparse first principal component computed by any of the algorithms for (1.2) and y is the first principal component (a solution of (1.1)). This ratio is often called the proportion of the explained variance.
Pit props dataset. This dataset [15] contains 180 observations with 13 variables, and a covariance matrix Σ ∈ R 13×13 . This is a standard benchmark dataset for Sparse PCA algorithms. We consider κ = 6 or 7, and we adjust the value of γ to achieve the same sparsity in Gpower. The last column of Table 4 .1 gives the proportion of the explained variance. Observe that all the methods achieve essentially the same proportion of the explained variance. 
We also considered multiple sparse principal components for this data set and got the same results as those obtained in Table 2 of [28] for the Tpower and PathSPCA algorithms. Similarly, for the lymphoma data set [1] and the Ramaswamy data set [23] , all methods yielded the same proportion of explained variance, although the value of γ for Gpower needed to be tuned to achieve the specified cardinality.
Randomly generated data. In the next set of experiments, we consider randomly generated data, where Σ = A T A with each entry of A ∈ R m×n generated by a normal distribution with mean 0 and standard deviation 1. For randomly generated matrices, we can study the performance as either m or κ change. Each result that we present is based on an average over 100 randomly generated matrices. In Figure 4 .1 we plot the proportion of the explained variance versus cardinality for m = 250 and n = 500. Observe that GPBB yields a significantly better objective value as the cardinality decreases when compared to either GPU or ConGradU, while GPU and ConGradU have essentially identical performance. Even though all the algorithms seem to yield similar results in Figure 4 .1 as the cardinality approaches 500, the convergence of the algorithms is quite different. To illustrate this, let us consider the case where the cardinality is 500. In this case where κ = n, the sparse PCA problem (1.2) and the original PCA problem (1.1) are identical, and the solution of (1.1) is a normalized eigenvector associated with the largest eigenvalue λ 1 of Σ. Since the optimal objective value is known, we can compute the relative error λ exact
where λ approx 1 is the approximation to the optimal objective value generated by any of the algorithms. In Figure 4 .2 we plot the base 10 logarithm of the relative error versus the iteration number. Observe that GPBB is able to reduce the relative error to the machine precision near 10 −16 in about 175 iterations, while ConGradU and GPU have relative error around 10 −3 after 200 iterations. To achieve a relative error around 10 −16 , ConGradU and GPU require about 4500 iterations, roughly 25 times more than GPBB.
In this example, the condition (3.7) of Lemma 3.2 is not satisfied and the objective values produced by GPBB do not improve monotonically. Nonetheless, the convergence is relatively fast. The results for the explained variance in Figure 4 .1 were obtained by running either ConGradU or GPU for 6000 iterations, while GPBB was run for 200 iterations. Hence, the better objective values obtained by GPBB in Figure 4 .1 were due to the algorithm converging to a better solution, rather than to premature termination of either GPU or ConGradU.
In Figure 4 .3 we plot the proportion of the explained variance versus the iteration number when m = 250, n = 500, and the cardinality κ = 50 in the random data set. When we plot the function value as in Figure 4 .3, it is more difficult to see the nonmonotone nature of the convergence for GPBB. This nonmonotone nature is clearly visible in Figure 4 .2 where we plot the error instead of the function value. In Figure 4 .4 we show how the explained variance depends on m. As m increases, the explained variance associated with GPBB becomes much better than that of either ConGradU or GPU.
As mentioned already, the nonmonotone convergence of GPBB is due to the fact that the BB value for α k may not satisfy condition (3.7). We can achieve monotone convergence by increasing α k until it is large enough that f (x k+1 ) ≤ f (x k ) as in the monotone approximate Newton algorithm. In Figure 4 .5 we compare the relative error for the monotone scheme for the non- monotone GPBB with the monotone scheme corresponding to σ = 0.25. The error in the monotone algorithm converged to the computing precision around 10 −16 in about the same number of iterations as the nonmonotone algorithm, however, the running time for the monotone algorithm was about 4 times larger since we may need to test several choices of α k before generating a monotone iterate.
To compare with Gpower, we need to choose a value for γ. We first consider a simple case m = 20, n = 20 and we use the "default" seed in MATLAB to generate this matrix. The algorithms are used to extract the first principal component with κ = 5, and with γ tuned to achieve κ = 5. The results in Table 4 .2 indicate that Gpower performed similar to Tpower, but not as well as GPBB. 
In the next experiment, we consider 100 randomly generated matrices with m = 250 and n = 500, and with the parameter γ in Gpower chosen to achieve an average cardinality near 100 or 120. As seen in Table 4 .3, Gpower l 0 achieves similar values for the proportion of the explained variance as Tpower, while Gpower l 1 achieves slightly better results and GPBB achieves the best results. Hollywood-2009 dataset, Densest k-subgraph (DkS). Given an undirected graph G = (V, E) with vertices V = {1, 2, . . . , n} and edge set E, and given an integer k ∈ [1, n], the densest k-subgraph (DkS) problem is to find a set of k vertices whose average degree in the subgraph induced by this set is as large as possible. Algorithms for finding DkS are useful tools for analyzing networks. Many techniques have been proposed for solving this problem including [5] , [19] , [26] . Mathematically, DkS is equivalent to a binary quadratic programming problem
where A is the adjacency matrix of the graph; a ij = 1 if (i, j) ∈ E, while a ij = 0 otherwise. We relax the constraints π ∈ {0, 1} n and π 0 = k to π = √ k and π 0 ≤ k, and consider the following relaxed version of (4.4)
After a suitable scaling of π, this problem reduces to the sparse PCA problem (1.2).
Let us consider the Hollywood-2009 dataset [6, 7] , which is associated with a graph whose vertices are actors in movies, and an edge joins two vertices whenever the associated actors appear in a movie together. The dataset can be downloaded from the following web site:
http://law.di.unimi.it/datasets.php The adjacency matrix A is 1139905×1139905. In order to apply Gpower to the relaxed problem, we first factored A+ cI into a product of the form R T R using a Cholesky factorization, where c > 0 is taken large enough to make A + cI positive definite. Here, R plays the role of the data matrix. However, one of the steps in the Gpower code updates the data matrix by a rank one matrix, and the rank one matrix caused the updated data matrix to exceed the 200 GB memory on the largest computer readily available for the experiments. Hence, this problem was only solved using Tpower and GPBB. Since the adjacency matrix requires less than 2 GB memory, it easily fit on our 8 GB computer.
In Table 4 .4, we compare the density values π T Aπ/k obtained by the algorithms. In addition, we also computed the largest eigenvalue λ of the adjacency matrix A, and give the ratio of the density to λ. Observe that in 2 of the 6 cases, GPBB obtained a significantly better value for the density when compared to Tpower, while in the other 4 cases, both algorithms converged to the same maximum. 5. Conclusion. The gradient projection algorithm was studied in the case where the constraint set Ω may be nonconvex, as it is in sparse principal component analysis. Each iteration of the gradient projection algorithm satisfied the condition ∇f (x k )(x k+1 − x k ) ≤ 0. Moreover, if f is concave over conv(Ω), then f (x k+1 ) ≤ f (x k ) for each k. When a subsequence of the iterates converge to x * , we obtain in Theorem 2.6 the equality ∇f (x * )(y * − x * ) = 0 for some y * ∈ P Ω (x * − s * g(x * )) where P Ω projects a point onto Ω and s * is the limiting step size. When Ω is convex, y * is unique and the condition ∇f (x * )(y * − x * ) = 0 is equivalent to the first-order necessary optimality condition at x * for a local minimizer.
The approximate Newton algorithm with a positive Hessian approximation α k , the iteration reduced to the projected gradient algorithm with step size 1/α k . On the other hand, when α k < 0, as it is when the objective function is concave and the Hessian approximation is computed by the Barzilai-Borwein formula (3.13), the iteration amounts to taking a step along the positive gradient, and then moving as far away a possible while staying inside the feasible set. In numerical experiments based on sparse principal component analysis, the gradient projection algorithm with unit step size performed similar to both the truncated power method and the generalized power method. On the other hand, in some cases, the approximate Newton algorithm with a BarzilaiBorwein stepsize could converge much faster to a better objective function value than the other methods.
