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For any multivariate distribution with finite moments we can ask, as in the univariate
case, whether or not the distribution is uniquely determined by its moments. In this
paper, we summarize, unify and extend some results that are widely scattered in the
mathematical and statistical literature. We present some new results showing how
to use univariate criteria together with other arguments to characterize the moment
(in)determinacy of multivariate distributions. Among our examples are some classical
multivariate distributions including the class of elliptically contoured distributions. Kotz-
type distributions receive particular attention. We also describe some Stieltjes classes
comprising distinct multivariate distributions that all possess the same set of moments.
Some challenging open questions in this area are briefly outlined.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper deals with multivariate distributions and characterizations in terms of their moments. The moment problem
has a long and rich history with origins in works by P.L. Chebyshev, A.A. Markov and T.J. Stieltjes in the last quarter of the
19th century followed by fundamental contributions in the 20th centurymade bymany scientists, among them T. Carleman,
H. Hamburger, F. Hausdorff, M.G. Krein, and N.I. Akhiezer; see, for example, the books by Shohat and Tamarkin [42],
Akhiezer [1]. Three more recent sources are the books by Berg et al. [9], Landau [26] and Stoyanov [44].
In the univariate case, the moment problem is reasonably well developed and understood. However, in the multidimen-
sional case, the current knowledge is muchmore fragmentary, at least from a probabilistic or statistical point of view. Many
relevant results on the multidimensional moment problem are widely scattered in highly specialized mathematical jour-
nals, notably in approximation theory, functional analysis, harmonic analysis and related fields. Most recent papers are of an
analytic nature and do not study specific families of distributions from a stochastics point of view. In fact, very few examples
of indeterminate distributions are known in the multivariate case, and even fewer examples of distributions that have the
same moments as these indeterminate objects. Thus, one of our goals is to collect and unify the known results and outline
the common ideas and techniques. We present some new statements and describe multivariate Stieltjes classes, i.e. param-
eterized families of multivariate distributions that are all different, but all have the same set of multi-indexed moments.
The main issue in the multivariate case is, of course, to deal with dependence. We show how to use univariate
techniques to identify a multivariate distribution as being uniquely determined by its moments. One approach involves
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the corresponding copula. Also, the structure of elliptically contoured distributions allows us to use a number of results
on the classical Stieltjes moment problem in the univariate case. These permit complete characterizations of moment
indeterminacy within some popular families such as the Kotz-type distributions.
This paper is organized as follows: In the next two sections, we provide some background and outline classical techniques
in the univariate case. This is followed by sections on the interplay between joint and marginal distributions and on
elliptically contoured distributions. We conclude with some applications of multivariate moment problems and a brief
discussion of open questions.
2. Notation and preliminaries
Suppose that (Ω,F , P) is a probability space on which all random variables and vectors are defined. The expectation
with respect to the probability Pwill be denoted by E.
If X = (X1, . . . , Xn) is a random vector in Rn and F its distribution function (d.f.) we write X ∼ F . Corresponding to
X and F is the distribution PX , or just P , which is a measure on the Borel space (Rn,Bn). We use the standard notations
N = {1, 2, . . .} and N0 = {0, 1, 2, . . .}, and for a fixed dimension n ∈ N we denote by Nn0 the set of all multi-indices
k = (k1, . . . , kn), kj ∈ N0, j = 1, . . . , n. We thus write xk =ni=1 xkii .
In this paper we are interested in random vectors X whose absolute moments of all positive integer orders |k| =
k1 + · · · + kn are finite, i.e.
Rn
|xk11 · · · xknn |dP(x1, . . . , xn) =

Rn
|xk|dF(x) <∞, for all k ∈ Nn0. (1)
Assumption (1) is equivalent to
Rn
∥x∥idF(x) <∞, for all i ∈ N0,
where ∥ · ∥ is the Euclidean norm in Rn.
Under condition (1), a moment of order |k| of the random vector X , and also of F and P , is defined by
mk(F) =

Rn
xkdF(x), k ∈ Nn0.
If necessary, we may also use the notationsmk1,...,kn(F) ormk1,...,kn(X) or simplymk without risk of confusion.
We recall a few definitions which sound almost like their univariate counterparts. So we have a random vector X ∼ F
and the set of all multi-indexed moments {mk(F), k ∈ Nn0}. Sometimes we use the simple name moment sequence, which is
the term in the univariate case.
Our main discussion will be on and around the following question.
Classical Question. Is F the only n-dimensional d.f. whose set of multi-indexed moments is {mk(F), k ∈ Nn0}?
If the answer is positive, we say that F isM-determinate (hereafter: M-det), or that the d.f. F is uniquely determined by
its moments. We also say that the moment problem has a unique solution.
If the answer is negative, F is M-indeterminate (hereafter: M-indet). In any such case there exists at least one d.f. G,
G ≠ F , such thatmk(G) = mk(F) for all k ∈ Nn0.
Determinacy or indeterminacy of the d.f. F is also a property of the distribution P and of the random vector X itself.
In both the univariate and the multivariate case, there are three ‘flavors’ of the moment problem, depending on the
support of the distribution, and respectively three names.
Hausdorff moment problem. The support is [0, 1] for univariate distributions and the n-dimensional unit cube [0, 1]n in the
multivariate case. It is well known that any such distribution is M-det. Moreover, the Weierstrass approximation theorem
allows to extend this property to distributions with arbitrary compact support.
Stieltjes moment problem. The support of the distribution is unbounded, it is either R+ = [0,∞) or a subset thereof. The
multivariate analog is to have as a support the non-negative orthant Rn+ = [0,∞)n or an (unbounded) subset.
Hamburger moment problem. For a univariate distribution the support is unbounded in both ‘directions’, it is either R1 =
(−∞,∞) or an unbounded subset thereof. For multivariate distributions the support is Rn or an unbounded subset.
Since we are specifically interested in cases where indeterminacy is possible, we consider the Hamburger and Stieltjes
moment problems in what follows.
Let us formulate a result well illustrating a multitude of possible properties in the multivariate case.
Proposition 1. Let F be the d.f. of the randomvector X = (X1, . . . , Xn)with allmulti-indexedmoments {mk1,...,kn(F), k1, . . . , kn
∈ N0} finite. Denote by F1, . . . , Fn the marginal d.f.s and let {m(1)k1 (F1), k1 ∈ N0}, . . . , {m(n)kn (Fn), kn ∈ N0} be the corresponding
moment sequences. Then, for any kind of dependence structure of X, there are infinitely many n-dimensional d.f.s with these
marginal moment sequences. Equivalently, the marginal moment sequences do not determine uniquely the n-dimensional d.f. F .
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Intuitively we can expect this to happen if, e.g., at least one of F1, . . . , Fn is M-indet. Our statement, however, is true even
if all F1, . . . , Fn are M-det. There are examples illustrating this phenomenon for random vectors with different dependence
structures. The case of independent components X1, . . . , Xn is of special interest.
Proposition 1 is an analog in terms of the moments of the fact that in general an n-dimensional d.f. F is not determined
uniquely by its marginal d.f.s F1, . . . , Fn.
3. Some criteria and examples
Let us outline criteria that are traditionally used to check whether or not a specific distribution is M-det or M-indet. We
start with criteria in the univariate case and tell what is known or unknown in the multivariate case. The precise forms of
the criteria depend on the support of the distributions.
Wenote that there also exist conditions that are necessary and sufficient for a distribution to beM-det. They are, however,
quite complex and typically unmanageable in practice. We do not discuss these conditions here and refer the interested
reader to the books by Shohat and Tamarkin [42] and Akhiezer [1] for further information.
3.1. Cramér condition
Suppose that ξ is a random variable (r.v.) with values in R1 and such that its moment generating function (m.g.f.) exists,
i.e. the functionM(t) = E[etξ ] is well-defined in a proper interval around 0, i.e. for all t ∈ (−t0, t0), for some t0 > 0. Then,
according to results attributed to Cramér, the following two claims are true: (1) ξ has all moments finite; (2) ξ is M-det.
We have the same properties in the multivariate case. Indeed, suppose that X is a random vector in Rn. For t ∈ Rn
we use ⟨t, X⟩ as a notation of the scalar product. If the n-dimensional m.g.f. M(t) = E[e⟨t,X⟩] is well-defined in a proper
neighborhood of zero in Rn, i.e. for all t ∈ (−t0, t0) ⊂ Rn, for some t0 ∈ Rn with all coordinates strictly positive, then the
set of multi-indexed moments {mk(X), k ∈ Nn0} is well-defined and, moreover, X is M-det.
If them.g.f. of a r.v. or a randomvector exists in a non-empty open set containing the origin,we say that the corresponding
distribution has light tails. This implies that F is M-det. Hence M-indeterminacy may arise only if there is no m.g.f., in which
case we say that the distribution has heavy tails. It is important to mention that there are univariate as well as multivariate
distributions with heavy tails that are M-det. We shall encounter an example in Section 4.3 below. Of course, if the range of
values of X , a r.v. or random vector, is bounded, the m.g.f. exists, hence X is M-det.
The multivariate normal distribution is among the classical distributions with unbounded support to which the Cramér
condition applies. As a less widely known example, consider a random vector X = (X1, . . . , Xn) following a multivariate
skew-normal distribution, see Azzalini and Dalla Valle [2]. The usual notation is X ∼ SNn(α) and the density f of X is
defined by
f (x) = 2ϕn(x;Σ)Φ(⟨α, x⟩), x ∈ Rn. (2)
Here ϕn(·;Σ) is the n-dimensional normal density function with zero mean and covariance matrixΣ ,Φ(·) is the standard
(one-dimensional) normal d.f. and α ∈ Rn is a vector of shape parameters. There are other forms of SNn(α) in the literature,
but this form is sufficient for our purposes. The m.g.f. of the vector X with density (2) is available from Azzalini and Dalla
Valle [2] and has the form
M(t) = 2 exp

1
2
⟨t,Σt⟩

Φ
 ⟨α,Σt⟩
(1+ ⟨α,Σα⟩)1/2

, t ∈ Rn.
This function is well-defined for all t ∈ Rn, hence the skew-normal distribution SNn(α) is M-det by Cramér’s criterion.
We know that if Σ = In, the identity matrix of order n, then the components of an n-dimensional normally distributed
random vector are independent. It is interesting to mention that substituting Σ = In in (2) does not imply that the
components of the random vector X ∼ SNn(α) are independent. This somewhat surprising fact is well explained by Gupta
and Chen [21].
3.2. Carleman condition
We start with a (univariate) r.v. ξ , denote its d.f. by Fξ and assume that the absolute moments are finite, so with
mk = E[ξ k], k = 0, 1, 2, . . . ,we have the well-defined moment sequence {mk, k ∈ N0}. We always havem0 = 1.
In terms of the moments and depending on the support of Fξ , we define an infinite series called a Carleman quantity:
C =
∞
k=1
1
(m2k)1/2k
(Hamburger case),
C =
∞
k=1
1
(mk)1/2k
(Stieltjes case).
In both cases the condition C = ∞ implies that ξ , and hence Fξ , is M-det.
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We also need a result which is converse in the sense that the Carleman condition is not satisfied. Assume additionally
that the r.v. ξ is absolutely continuous and its density fξ is positive and such that the function − ln fξ (ex) is convex. This
condition together with C <∞ implies that ξ is M-indet. For details see Pakes [34].
It is important to mention that the support of the distribution is essential when deciding whether or not this distribution
is determinate or indeterminate. Berg and Valent [11] have given a nontrivial example of a probability measure P which
is M-det on [0,∞) (Stieltjes case); however, P is M-indet on (−∞,∞) (Hamburger case). Hence in this case there are
infinitely many probability measures on the real line with the same moments but only one of these measures is supported
on the positive half-line.
Suppose now that X is a random vector in Rn, FX its d.f. and the set of multi-indexed moments is {mk(X), k ∈ Nn0}.We
need the numbers
M2k = m2k,0,...,0 +m0,2k,0...,0 + · · · +m0,0,...,0,2k (Hamburger case);
Mk = mk,0,...,0 +m0,k,0...,0 + · · · +m0,0,...,0,k (Stieltjes case).
Now, in the Hamburger and Stieltjes cases, the Carleman quantity is defined, respectively, as follows:
C =
∞
k=1
1
(M2k)1/2k
and C =
∞
k=1
1
(Mk)1/2k
.
In both cases, the condition C = ∞ implies that the random vector X , or equivalently its n-dimensional d.f. FX , is M-det.
We call these the multivariate Carleman condition. This is how the classical one-dimensional Carleman result is extended
to distributions on Rn, see e.g. Shohat and Tamarkin [42, p. 21].
Notice that themultivariate Carleman condition implies that the same condition holds for each component. The converse
is not always true, see the comment after Corollary 3.
3.3. Krein condition
Let η be a r.v. that is absolutely continuous with density g(x) > 0 and finite moments of all orders. Depending on the
support of the d.f. Gη , specifically R1 or R+, define the following normalized logarithmic integral, which is called a Krein
quantity:
K[g] ≡
 ∞
−∞
− ln g(y)
1+ y2 dy (Hamburger case),
K[g] ≡
 ∞
x0
− ln g(y2)
1+ y2 dy, x0 ≥ 0 (Stieltjes case).
In both cases, the condition K[g] <∞ implies that η is M-indet. See Stoyanov [45] and the references therein.
We also need a result for distributions with positive densities and infinite Krein quantity. The relevant result is based on
the so-called Lin condition. It requires the density g to be differentiable and the ratio L(x) = −xg ′(x)/g(x) to be monotone
and tending to infinity ultimately, that is, for x ≥ x0 > 0 we have L(x) ↗ ∞. The two conditions, K[g] = ∞ (or its slight
modification) and the Lin condition, together imply that η is M-det. For details see Lin [28].
Further analysis of the Krein condition allows to extend these results to a larger class of distributions, see Pedersen [37]
and Pakes et al. [36].
At this point the natural question to ask is about the n-dimensional analog of these results. As far as we are aware, there
is no Krein condition for n-dimensional distributions. We still can and will use later the above univariate results to derive
conclusions for the moment determinacy of some multivariate distributions.
3.4. Explicit Stieltjes classes
Depending on the specific assumptions, the above univariate criteria can be adapted to multivariate moment problems.
However, there are cases where for different reasons none of these criteria are applicable.
There is another method that sometimes is quite efficient. The idea goes back to Stieltjes [43] who described for the first
time distributions supported on the positive half-line which are M-indet, i.e. not determined uniquely by their moments.
This classical work and papers by other authors, among them Heyde [22] and Berg [5], were the motivations to formalize
these findings and introduce so-called Stieltjes classes as parameterized families of different distributions all having the same
moments as a given d.f. G, see Stoyanov [46]. This is a way to demonstrate the moment non-uniqueness of univariate and
also of multivariate distributions. Suppose G is a d.f. with all moments finite and we do not know whether G is M-det or
M-indet. If the Stieltjes class turns out to be trivial, consisting of only one element, G itself, then G is M-det. Otherwise, if it
consists of more than one element, this means that G is M-indet. More details on all these and related topics can be found
in Stoyanov [46], Stoyanov and Tolmatz [47] and Pakes [35].
We briefly recall the definition in the one-dimensional absolutely continuous case. We work with the r.v. ξ , its d.f. G
and density g assuming that all moments are finite. Suppose that we have found a perturbation function, that is, a function
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h such that |h(x)| ≤ 1 for all x ∈ R1 and the product g(x)h(x), x ∈ R1, has ‘vanishing moments’ in the sense that
xk g(x)h(x) dx = 0, k = 0, 1, 2, . . .. A Stieltjes class based on the density g and the perturbation h is then defined as
follows:
S = S(g, h) = {gε(x) : gε(x) = g(x)[1+ ε h(x)]; x ∈ R1, ε ∈ [−1, 1]}.
By construction, gε is a probability density for any ε ∈ [−1, 1], hence there exists a r.v. ξε with this density gε . While the
distributions are obviously different, all moments of ξε are the same as those of ξ = ξ0 : E[ξ kε ] = E[ξ k] for all k = 0, 1, 2, . . .
and any ε ∈ [−1, 1].
For multivariate distributions the notion of a Stieltjes class is defined in a similar way. We start with a random vector
X and its n-dimensional density g and assume that h is a perturbation function. The ‘‘vanishing moments’’ requirement is
Rn x
k g(x)h(x) dx = 0, k ∈ Nn0. The Stieltjes class S = S(g, h) is written as above and it provides us with infinitely many
random vectors all having different distributions and all sharing the same multi-indexed moments.
As an illustration, consider the bivariate randomvector (X1, X2) and assume that bothX1 andX2 areM-indet.We canwork
with the marginal d.f.s F1 and F2, or, for simplicity, with their densities f1 and f2, respectively. If X1 and X2 are independent,
their joint density is f (x1, x2) = f1(x1)f2(x2), where (x1, x2) ∈ R2. Suppose that we have found explicit Stieltjes classes for
X1 and X2, namely families {fi[1+ εi hi], εi ∈ [−1, 1]}, for i = 1, 2, with ‘proper’ perturbations h1, h2. We combine the two
in order to define the following two-dimensional Stieltjes class:
S = {f1(x1)f2(x2)[1+ ε1h1(x1)+ ε2h2(x2)+ ε1ε2h1(x1)h2(x2)]; (x1, x2) ∈ R2}.
This specific structure of the bivariate perturbation is typical and allows us to cover the mixed case where, e.g., X1 is M-det
and X2 is M-indet. Indeed, in this case the perturbation h1 ≡ 0 identically, i.e. there is no ‘proper’ Stieltjes class for F1, while
there will be a proper perturbation h2. The Stieltjes class is then written as
S = {f1(x1)f2(x2)[1+ εh2(x2)]; ε ∈ [−1, 1], (x1, x2) ∈ R2}.
Finally, if both F1 and F2 are M-det, the bivariate d.f. F of the vector (X1, X2) is M-det with a Stieltjes class S =
{f1(x1)f2(x2), (x1, x2) ∈ R2} obviously consisting of a single element.
3.5. Two examples
For later use and illustrations, here are two classical families of univariate distributions that admit indeterminate
examples. Special cases of these examples are already contained in the pioneering work of Stieltjes [43].
Lognormal distribution LN(µ, σ 2): the density is
f (x) = 1√
2πσ
1
x
exp

− 1
2σ 2
(ln x− µ)2

, x ∈ R+.
This distribution is M-indet (in the Stieltjes sense) for any µ ∈ R1 and σ > 0, see Heyde [22].
Generalized gamma distribution GG(a, b, p): the density is
f (x) = ab
p
Γ (p)
xap−1 exp(−bxa), x ∈ R+,
where the parameters a, b and p are all positive numbers. This distribution is M-indet (in the Stieltjes sense) iff 0 < a < 12 ,
see e.g. Stoyanov [44] and the references therein.
In particular, GG(1, 12 ,
n
2 ) = χ2n , the chi-square distribution with n degrees of freedom, is M-det, for any n = 1, 2, . . . ,
while GG(a, b, 1) = Wei(a, b), theWeibull distribution, is M-indet iff 0 < a < 12 .
4. Multivariate determinacy and marginal distributions
4.1. Petersen’s theorem and some consequences
Let us turn to the paper by Petersen [38], one of the cornerstones in this area. The approach in his paper is quite attractive:
we can make a conclusion, under some assumptions, about the moment determinacy of an n-dimensional distribution via
properties of the one-dimensional marginals. Let us formulate one of the results in Petersen [38] (his Th. 3 and 4).
Theorem 2. Suppose F is the d.f. of the n-dimensional random vector X = (X1, . . . , Xn). Denote by Fj the d.f. of the r.v. Xj,
j = 1, . . . , n.
(a) If all marginal distributions F1, . . . , Fn are M-det, then the n-dimensional d.f. F is M-det.
(b) Suppose the random vector X = (X1, . . . , Xn) consists of independent components, hence F = F1 · · · Fn. Then F is M-det iff
all marginals F1, . . . , Fn are M-det.
Comments. Denote by {m(j)i , i ∈ N0} themoment sequence of the r.v.Xj, or equivalently of themarginal d.f. Fj, for j = 1, . . . , n.
We assumed in part (a) that Fj is the only d.f. with the moment sequence {m(j)i , i ∈ N0} for any j = 1, . . . , n. The conclusion
is that F is the only d.f. inRn with the set ofmulti-indexedmoments {mk, k ∈ Nn0}. It is easy to see how themarginalmoment
sequences are related to the set of multi-indexed moments.
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Thus the following natural question arises: Suppose we know that the d.f. F in Rn is M-det. Does this imply that the
marginals F1, . . . , Fn areM-det? It turns out that the answer, i.e. a ‘statement’ converse to (a), is false in general. Sophisticated
counterexamples have been given by Petersen [38, p. 364], Schmüdgen [41, p. 280] and Berg [6, Example 4.3].
In part (b) there is the additional requirement for the r.v.sX1, . . . , Xn to be independent. Now themulti-indexedmoments
are just products of the marginal moments. Indeed, if k = (k1, . . . , kn) ∈ Nn0 is a multi-index, then mk = m(1)k1 · · ·m(n)kn . And
the M-determinacy of the n-dimensional d.f. F implies that each marginal d.f. Fj is M-det, j = 1, . . . , n.
Note that in Theorem 2 we do not specify how the M-determinacy is established, it is just assumed that this property
holds.When studying themarginals, any criterionmentioned in the preceding section can potentially be useful. Specifically,
the following is true:
Corollary 3. Let F be an n-dimensional d.f. with all multi-indexed moments finite. If F1, . . . , Fn are the marginal d.f.s, then all
marginal moment sequences m(j) = {m(j)ki , ki ∈ N}, where m(j)ki =

xkij dFj(xj), for j = 1, . . . , n, are well-defined.
(a) If the (univariate) Carleman condition C[{m(j)}] = ∞ holds for any j = 1, . . . , n, then F is M-det.
(b) Assume additionally that each Fj has a density fj that is positive and smooth and such that the Krein quantity is K[fj] = ∞
and also that fj satisfies the Lin condition. Then the n-dimensional d.f. F is M-det.
Proof. Regarding part (a), the Carleman condition implies that each marginal d.f. Fj, j = 1, . . . , n, is M-det, hence the claim
follows from Petersen’s theorem. Regarding part (b), Fj, j = 1, . . . , n, are all M-det by the Krein–Lin result, and so the claim
follows again from Petersen’s theorem. 
Part (a) of this Corollary is one of the results in Nussbaum [33]. It is important to further elaborate on this case: In general,
an infinite Carleman quantity for each marginal does not imply that the multivariate Carleman condition is satisfied. Even
if this is the case, there is no contradiction because the Carleman condition is only sufficient for a d.f. to be M-det.
4.2. Multivariate determinacy and copulas
From the point of view of statistical distribution theory, part (a) of Theorem 2 is useful if, for a given multivariate d.f.
F exhibiting dependence, we are able to easily show that its marginals are M-det. Referring to Nelsen [31], we recall that
for a multivariate d.f. F Sklar’s theorem assures the existence of an n-dimensional copula C that is unique if all marginals
F1, . . . , Fn are continuous. Thus, Sklar’s theorem allows us to have the following statement which is analogous to that in part
(a) of Theorem 2:
Proposition 4. Suppose F is a d.f. on Rn with all multi-indexed moments finite and let F(x) = C(F1(x1), . . . , Fn(xn)), x =
(x1, . . . , xn) ∈ Rn, be its copula representation in terms of the marginal d.f.s F1, . . . , Fn. If all F1, . . . , Fn are continuous and
M-det, then F is M-det.
When studyingM-determinacy for a givenmultivariate distribution F , Proposition 4 thus suggests to represent F in terms
of an n-dimensional copula and the marginal d.f.s, and then analyze the latter via univariate techniques. This approach is
particularly attractive in caseswhere F itself is directly defined in terms of the copula and themarginal d.f.s. Hence an obvious
application is to copula modeling, a subfield of multivariate distribution theory experiencing rapid growth over the last ten
years, partly motivated by applications in finance and actuarial science.
As an illustration, we consider a classical example devised long before the current ‘copula craze’, a bivariate distribution
employed by Cook and Johnson [12] for modeling certain geological data. It is given by the following joint d.f.
F(x1, x2) =

Φ

x1 − µ1
σ1
−1/θ
+

Φ

x2 − µ2
σ2
−1/θ
− 1
−θ
. (3)
Here (x1, x2) ∈ R2, Φ is the standard normal d.f., (µi, σi) ∈ R1 × R+, i = 1, 2, and θ > 0. In modern terminology, this is a
Clayton copula,
C(u, v) = (u−1/θ + v−1/θ − 1)−θ , (u, v) ∈ (0, 1)2,
with parameter θ > 0, combinedwith normally distributedmarginals. Since the normal distribution is M-det, Proposition 4
implies that the bivariate distribution (3) is also M-det; in fact, employing a different copula would still yield a bivariate
distribution that isM-det. The readerwill have nodifficulty constructing further examples using the available lists of copulas,
see e.g. Nelsen [31].
Note that the contours of the distribution (3) are non-elliptical. For elliptically contoured distributions a different
approach is possible, see Section 5 below.
As they stand, Theorem 2 and its Corollary apply to distributions with supp(F) = Rn and hence to Hamburger-type
moment problems. Petersen’s result has recently been extended by Dvurečenskij et al. [17, Prop. 3.1], to distributions with
supp(F) = K1× · · · × Kn, where for arbitrary ai, bi ∈ R1, each of the sets Ki is either (−∞, ai), (bi,∞), or a bounded subset
ofR1. Their extension permits application to copula models with marginals supported on genuine subsets ofR1, specifically
to multivariate Stieltjes-type moment problems.
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4.3. A bivariate model with Weibull marginals
All the ideas, techniques and criteria described above can be well illustrated when analyzing a popular bivariate model.
Let (X1, X2) be a bivariate random vector whose distribution is from the following Farlie–Gumbel–Morgenstern (FGM)
family:
F (c)(x1, x2) = [1− exp(−xa11 )][1− exp(−xa22 )]{1+ c exp[−(xa11 + xa22 )]}, (4)
where (x1, x2) ∈ R2+, (a1, a2) ∈ R2+, and c ∈ (−1, 1). It is easy to write Eq. (4) for the bivariate density f (c) in terms of the
marginal densities f1 and f2 and the marginal d.f.s F1 and F2.
We note that this family can be constructed from the FGM copula,
C(u, v) = uv[1+ c(1− u)(1− v)], (u, v) ∈ (0, 1)2,
combined with Weibull marginals. Specifically, the marginal d.f.s are
Fi(xi) = 1− exp(−xaii ), xi ∈ R+, i = 1, 2.
Hence Xi ∼ Wei(ai, 1), i = 1, 2. Note also that X1 and X2 are independent iff c = 0.
The following proposition shows how theM-determinacy of the vector (X1, X2) depends on the shape parameters a1 and
a2 in this Stieltjes-type moment problem.
Proposition 5. Suppose F is the bivariate distribution defined by Eq. (4).
(a) If a1 ≥ 1 and a2 ≥ 1, then the vector (X1, X2) is M-det by Cramér’s criterion.
(b) If 12 ≤ a1 < 1 and 12 ≤ a2 < 1, then the vector (X1, X2) is M-det by the Carleman criterion.
(c) If at least one of a1 and a2 is in (0, 12 ), e.g., 0 < a1 <
1
2 and a2 > 0 is arbitrary, then the vector (X1, X2) is M-indet.
Proof. (a) TheWei(a1, 1) distribution admits anm.g.f. iff a1 ≥ 1, hence Cramér’s criterion implies that F1 isM-det. Similarly,
F2 is also M-det. Hence, Petersen’s theorem gives the statement.
(b) Since X1 ∼ Wei(a1, 1), X2 ∼ Wei(a2, 1), we have E[X i1] = Γ (1 + i/a1) and E[X j2] = Γ (1 + j/a2), for i, j = 1, 2, . . ..
Properties of the gamma function imply that the univariate Carleman condition is satisfied, hence both F1 and F2
are M-det by the Carleman criterion and our statement follows either from Petersen’s theorem or by the results in
Nussbaum [33].
(c) We can exploit the M-indeterminacy of X1 by writing a Stieltjes class f1,ε , ε ∈ [−1, 1], and then use the elements of this
class as substitutes for the marginal density f1 in the formula for f (c). Thus we produce a family of bivariate densities
f (c)ε , ε ∈ [−1, 1], which are all different but have the same set of multi-indexed moments. We do not give the technical
details here. 
Note that Proposition 5 provides a characterization of M-determinacy for the family of bivariate distributions specified
by Eq. (4). In addition, it illustrates how several techniques combined can provide a solution.
Note also that the Carleman criterion applies for the entire range [ 12 ,∞); part (a) just illustrates that in the case where
ai ∈ [1,∞), i = 1, 2, a further line of reasoning is possible. It is also interesting to mention that we can alternatively check
the validity of the two-dimensional Carleman condition, see Section 3, concluding again that the bivariate d.f. F (c) is M-det.
Our final comment, which is related to Proposition 1, is about the case a1 = 12 and a2 = 12 . The two marginal moment
sequences are
m(1)i = E[X i1] = (2i)!, i = 1, 2, . . . and m(2)j = E[X j2] = (2j)!, j = 1, 2, . . . ,
while, for any c ∈ (−1, 1), the multi-indexed moment of the vector (X1, X2), as given by Eq. (4), is
m(c)i,j = E[X i1X j2] = (2i)!(2j)![1+ c(1− 2−2i)(1− 2−2j)], i, j = 1, 2, . . . .
We easily conclude that within the FGM family specified above there are infinitely many bivariate d.f.s F (c), c ∈ (−1, 1),
possessing the same marginal moment sequences {(2i)!, i ∈ N0} and {(2j)!, j ∈ N0}. Clearly, in the family {F (c)}, the
parameter c controls the dependence between the components of the vector (X1, X2). In view of Proposition 5(b) there is
only one bivariate distribution with the above set of multi-indexed moments {m(c)i,j , (i, j) ∈ N20} for any fixed c ∈ (−1, 1).
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5. Elliptically contoured distributions
An important and well-studied class of distributions generalizing the multivariate normal is the class of elliptically
contoured distributions. A basic reference is the book by Fang et al. [18].
Suppose we are given a constant vector µ ∈ Rn and a symmetric, positive semi-definite matrix Σ ∈ Rn×n. We say
that the random vector X in Rn has an elliptically contoured distributionwith parameters µ andΣ if X admits the stochastic
representation
X d= RA⊤U (m) + µ. (5)
Here A ∈ Rm×n, m ≤ n, with A⊤A = Σ and rank(A) = m, U (m) is a random vector in Rm uniformly distributed on the m-
dimensional unit sphere and R is a positive r.v. independent of U (m). The r.v. R is called the generating variate of the random
vector X .
For simplicity, let us assume that Σ has full rank n, P[R = 0] = 0 and that a density exists. The density of the vector X
can then be written as
f (x) = Cn|Σ |−1/2g{⟨x− µ,Σ−1(x− µ)⟩}, x ∈ Rn, (6)
where Cn is the normalizing constant and the non-negative (measurable) function g is the density generator. We use from
here on the notation ECn(µ,Σ, g) for the class of elliptically contoured distributions on Rn.
In the elliptically contoured case, moments do not necessarily exist. It follows from (5) that all multi-indexed moments
of the vector X exist iff all moments of the r.v. R exist. It also follows that the moment (in)determinacy issues do not depend
on the constants Σ and/or µ. Thus we take µ = 0 and Σ = In, the n × n identity matrix, to obtain the subclass Sn(g) of
spherically symmetric or rotation-invariant distributions, Sn(g) = ECn(0, In, g). The density of such a distribution (if it exists)
is a function of ∥x∥.
5.1. A characterization and its application
Important aspects of the multivariate moment problem in the spherically symmetric case were studied by Berg and
Thill [10] some 20 years ago. The results and the whole presentation are purely analytic. We will try here to restate some
of their results in a probabilistic setting hoping to make them more accessible to the stochastics community. One of their
main results is the following characterization:
Theorem 6. Suppose X is a randomvector inRn following a spherically symmetric distribution, X ∼ Sn(g), with density generator
g and all multi-indexed moments finite. Then the random vector X is M-det iff the univariate r.v. ∥X∥2 is M-det in the Stieltjes
sense.
Clearly, this is an immensely useful result allowing us to apply any of the one-dimensional criteria to derive conclusions
about the moment determinacy of a random vector assuming its distribution is spherically symmetric. For example,
Theorem 6 immediately yields M-determinacy in the multivariate normal case: for X ∼ Nn(0, In) we have ∥X∥2 ∼ χ2n ,
and the chi-square distribution is M-det in the Stieltjes sense for any number of degrees of freedom n ∈ N. Hence the Berg
and Thill theorem throws further light on the moment determinacy of these two important distributions. In this particular
example, determinacy follows more directly from the existence of the m.g.f. of X or ∥X∥2, respectively, i.e. via Cramér’s
condition. Just to mention that the same conclusion can be derived by the Carleman criterion. There are, however, cases
where not all of these tools are applicable. Clearly, in order to invoke Theorem 6 it suffices that at least one criterion applies.
In order to analyze more general rotation-invariant distributions, it is helpful to rephrase Theorem 6 using a basic result
on quadratic forms of spherically distributed r.v.s, namely that ∥X∥2 d= R2 in our setting (see, e.g. Fang et al. [18, p. 42]):
Corollary 7. Suppose that X ∼ Sn(g) and let X d= RU (n) be its stochastic representation with the generating variate R. Then the
random vector X is M-det iff the positive univariate r.v. R2 is M-det in the Stieltjes sense.
This corollary provides a unified approach to moment determinacy of spherically symmetric distributions in terms of
their generating variates. Since R2 is supported on R+, we are dealing with a (one-dimensional) Stieltjes moment problem.
Thus several specific multivariate distributions can be characterized as being M-det or M-indet, after such a reduction to
the one-dimensional case.
Consider now an important class of multivariate distributions called the Kotz-type distribution [25]. They are elliptically
contoured distributions with density function of the type Cn⟨x, x⟩p−1 exp[−b⟨x, x⟩a], which we rewrite as
f (x) = Cn∥x∥2p−2 exp{−b∥x∥2a}, x ∈ Rn. (7)
Here b > 0, a > 0, 2p+ n > 2 and Cn is the normalizing constant. This can be written for a non-zero location parameter µ
and a non-scalar dispersion matrixΣ . If X is a random vector with density (7), we write X ∼ Kn(a, b, p).
The Kotz-type distribution is a fairly general multivariate distribution comprising several well-known families as special
cases: a = 1 and p = 1 give the multivariate normal; p = 1 and any a > 0 give a multivariate exponential power
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distribution; p = 1 and a = 1/2 define a multivariate Laplace distribution. The original Kotz distribution proposed in
1975 is the special case where a = 1. The parameter a introduced as an extension of the original Kotz model provides a
considerable range of tail behavior of the distributions.
The following corollary provides a complete characterization of moment (in)determinacy for all these distributions by
solving this problem for the class of Kotz-type distributions:
Corollary 8. Suppose X is a random vector inRn following a Kotz-type distribution, X ∼ Kn(a, b, p). Then X is M-indet iff a < 12 .
Proof. Let R be the generating variate corresponding to the vector X . From the definition of the Kotz-type distribution it
follows, see Fang et al. [18, pp. 76–77], that R has a generalized gamma distribution, specifically R ∼ GG(2a, b, (2p + n −
2)/(2a)). We have seen above that X is M-indet iff the r.v. R2 is M-indet in the Stieltjes sense, so we have to consider the
distribution of R2. However, the generalized gamma distribution is closed under power transformations (see, e.g., Kleiber
and Kotz [23]), giving R2 ∼ GG(a, b, (2p+n−2)/(2a)). From the examplesmentioned in Section 3we see that R2 is M-indet
in the Stieltjes sense iff a < 12 , and Corollary 7 yields the desired result. 
Corollary 8 implies that the multivariate exponential power distribution is M-indet iff a < 12 . Further, the original Kotz
distribution is always M-det, as is the multivariate Laplace distribution. The latter moreover defines the borderline, namely
a = 12 , within the class of exponential power distributions, separating M-det from M-indet examples.
Let us mention that M-indeterminacy of certain exponential power distributions was known from Berg [6], who, in a
non-probabilistic setting, obtained the result by presenting a family of distributions, or what we called a Stieltjes class. Our
approach and the extension to M-(in)determinacy of Kotz-type distributions appear to be new.
Using different distributions for the generating variateR it is possible to provide further examples of elliptically contoured
distributions that are M-indet. To the best of our knowledge, the following objects have not been discussed in the literature
so far:
Corollary 9. Suppose X is a random vector, X ∼ Sn(g), with X d= RU (n).
(a) If the r.v. R follows a lognormal distribution LN(µ, σ 2), then the vector X is M-indet for any (µ, σ ) ∈ R1 × R+.
(b) If the r.v. R follows a Weibull distribution Wei(a, b), then the vector X is M-indet iff a < 1.
Proof. Note that both distributions, lognormal and Weibull, are closed under power transformations. If R ∼ LN , then also
R2 ∼ LN , and if R ∼ Wei(a, b), then R2 ∼ Wei(a/2, b). The results therefore follow from the examples given at the end of
Section 3. 
5.2. A criterion involving the density generator
The Berg and Thill result makes use of the stochastic representation (5) defining ECn. It is helpful to have criteria that use
alternative representations. Here is a result that explicitly involves the density generator g of the distribution F of X:
Proposition 10. Suppose X is a random vector such that X ∼ Sn(g). Denote by R the generating variate of X, so R2 d= ∥X∥2. Then
the density fR2 of the r.v. R
2 and the density generator g of the density f of the vector X share the same type of Krein condition.
Specifically,
K[fR2 ] <∞⇐⇒ K[g] <∞ and K[fR2 ] = ∞ ⇐⇒ K[g] = ∞.
Proof. From Fang et al. [18, Th. 2.9], we have
fR(r) = (2π)
n/2
Γ (n/2)
rn−1g(r2) =: Cn rn−1 g(r2), r > 0. (8)
For checking M-(in)determinacy we need the density fR2 of R
2, which is
fR2(r) = fR(
√
r)
1
2
r−1/2 = Cn
2
rn/2−1 g(r), r > 0.
The range of values of R2 is the positive half-line, so for the Krein quantity we need fR2(r
2) and its logarithm. Since
ln fR2(r
2) = ln(Cn/2)+ (n/2− 1) ln(r2)+ ln g(r2) it follows that only the last term is relevant in the Krein condition. 
Proposition 10 shows that in the spherically symmetric case we may directly work with the density generator g when
studying M-(in)determinacy of X . Specifically, if the Krein integral K[g] is finite, then X is M-indet. Moreover, if the Krein
integral K[g] is infinite and the density generator g satisfies the Lin condition, then X is M-det. All these are checkable
conditions.
As an example consider again the Kotz-type distribution, whose density generator is
g(r) = Cnrp−1 exp[−bra], r > 0.
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The relevant Krein integral, for some x0 > 0, is
K[g] =
 ∞
x0
− ln g(r2)dr
1+ r2 =
 ∞
x0
− ln(Cnr2p−2)dr
1+ r2 + b
 ∞
x0
r2adr
1+ r2 =: J1 + J2.
The first term, J1, is finite, while
J2 =
 ∞
x0
r2adr
1+ r2 <∞⇐⇒ a <
1
2
.
This again shows that theKotz-type distributionswith a < 12 areM-indet, i.e. the same conclusion as in Corollary 8. However,
Corollary 8 in addition shows that the condition a < 12 is also necessary.
6. Related aspects and some applications
Historically, leadingmathematicians were involved in fundamental studies on awide spectrum of problems surrounding
the classical moment problem. Their purely analytic works usually did not mention any relations to stochastic models and
there was no attempt to express problems, results and arguments in the language of probability and statistics. Over the last
three decades we observe a slow but stable ‘process of translating’ existing analytic results, appropriately amended, in order
to make these achievements more accessible to applied probabilists and statisticians.
Besides the classical notions of uniqueness, non-uniqueness, etc., in themultivariate setting there exist further definitions
of determinacy of distributions, notably strong, ultra- and strict determinacy. This is due to the fact that certain concepts that
coincide in the univariate case are distinct in higher dimensions. Just tomention the nontrivial question about the denseness
of the set of polynomials in associated function spaces such as L2(supp(F), f ), or L1(supp(F), f ), where f is aweight function,
namely the density of F . For example, contrary to the univariate case, there exist M-determinate distributions F on Rn,
n ≥ 2, for which the polynomials, being always dense in L1(supp(F), f ), are not dense in L2(supp(F), f ). This issue, known
as the Challifour problem, was settled by Berg and Thill [10]. We do not pursue such questions here. However, we feel that
ideas, techniques and results from some papers would be very useful when trying to deal with the moment problem in a
stochastic setting. Among theworks in this area wewould like tomention the following papers: Fuglede [20], Friedrich [19],
Berg [7,6,8], Schmüdgen [41], Roybal [40], Bakan [3], Nussbaum [33], Mihaila et al. [29], Koloydenko [24]; see also the
references therein. Also, Putinar and Schmüdgen [39] unify and extend several analytical results. For example, they provide
a generalization of Petersen’s main result, see Theorem 2 above, whose probabilistic and statistical implications remain to
be explored.
An important result for both theory and applications was established long ago by Cramér and Wold [13]. They found
conditions, later called ‘Cramér–Wold device’, under which two distributions on Rn coincide. Some of their results involve
the multivariate Carleman condition, see also the more recent papers by Belisle et al. [4], de Jeu [16]. There is also a
remarkable recent development showing how to identify a distribution on Rn by using only one random projection. Several
results including some statistical applications can be found in Cuesta-Albertos et al. [14,15].
The interesting paper by Zessin [48] shows how to use themultivariate Carleman condition to establish the uniqueness of
a randommeasure related to a general point process by the set of all multi-indexedmomentmeasures. A weak convergence
result is also proved and M-determinacy of the limiting measure is essential.
An important practical problem is the following: Suppose F is a one-dimensional d.f. that is unknown, and available to us
are its firstN moments. How to recover F or at least find a ‘good’ approximation FN?While reasonable progresswas achieved
in this case, the problem to recover a multivariate distribution by available multi-indexed moments has received attention
only very recently, seeMnatsakanov [30]. One of the assumptions in his paper is that the distribution F has bounded support,
i.e. we are dealing with a Hausdorff moment problem. It is far from clear how to deal with distributions whose support is
unbounded, even in the univariate case. There are additional complications if we assume that the distribution is M-indet.
Fairly recently, themultidimensional moment problem has also begun to appear in several new fields of applications. Let
us mention just three papers. The first is by Dvurečenskij et al. [17] who treat certain problems in mathematical physics. In
the second one, Nöldeke and Tröger [32] deal with an economic model of market microstructure. They study the existence
of so-called linear equilibria of themodel and one of themain assumptions is that a certain bivariate distribution is uniquely
determined by itsmoments. The third paper, Lasserre [27], shows the importance of themultidimensionalmoment problem
in an optimization scenario.
7. Further discussions and some open questions
Wesummarize here some of themain complications in themultivariate setting compared to themore classical univariate
case and indicate some challenging problems which seem open and deserve further attention.
A fruitful method for establishing multivariate determinacy has been Petersen’s result [38] employing determinacy of
the marginals. It allows to use various results from the univariate case. One of our prime approaches was to use copulas. By
combining several ideas we provided a quite comprehensive discussion of a certain bivariatemodel withWeibull marginals.
Other distributions may require a different approach.
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While moment determinacy of the marginals generally implies determinacy of the joint distribution, it is in some sense
counterintuitive that there exist examples – see, e.g., the previously mentioned works by Petersen [38], Schmüdgen [41],
Berg [6] – describing cases where the joint distribution is M-det while some or all marginals are M-indet. Note that all these
examples involve discrete components. We may conjecture that if the n-dimensional d.f. F is absolutely continuous and
M-det, then any marginal d.f. F1, . . . , Fn is also M-det.
In many cases the M-indeterminacy of a distribution is established by the method of Stieltjes classes, apart from some
particular situations such as the elliptically contoured setting where the structure of the distribution permits a different
approach. No Krein-type result, perhaps the most efficient method in the univariate case, appears to be available for
multivariate distributions. Thus a quite challenging question is to find a multivariate analog of the Krein condition. We
also do not know how to define the Lin condition for densities in Rn.
In applications, randomdata are often transformed bymeans of nonlinear functions. A prominent example is the Box–Cox
transformation. To know the distribution of the transformed data is vital for subsequent statistical inference. Even in the
univariate case, there exist examples of r.v.s whose distributions are M-det but the distributions of certain transformations
are M-indet, and vice versa. Typical examples involve power transformations, exponentials and logarithms. A well-known
example is that the cube of the normal distribution is indeterminate, see Berg [5]. These examples can be restated in a
multivariate setting. As an illustration, suppose X = (X1, X2) is a bivariate normally distributed random vector, specifically
X ∼ N2(0, I2), henceX isM-det. Then the r.v. (X1+X2)3, a specific nonlinear transformation ofX , isM-indet (this is essentially
Berg’s example). Also, the distribution of (X21 + X22 )3 is M-indet in the Stieltjes sense. The latter distribution is, up to scale,
the distribution of the cube of an exponentially distributed r.v., which is known to be M-indet in the Stieltjes sense, see
Stoyanov [44] or Berg [8]. In the preceding examples, a vector-valued r.v. is transformed into a univariate r.v. Clearly, the
multivariate setting admits more complex examples.
We have given above a brief outline of some questions, which perhaps are open. We believe, however, that they are
interesting and challenging as theoretical questions and also relevant for potential applications in statistical inference
problems.
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