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ORDER 1 STRONGLY MINIMAL SETS IN DIFFERENTIALLY CLOSED FIELDS
ERIC ROSEN
Abstract. We give a classification of non-orthogonality classes of trivial order 1 strongly minimal sets in
differentially closed fields. A central idea is the introduction of τ -forms, functions on the prolongation of a
variety which are analogous to 1-forms. Order 1 strongly minimal sets then correspond to smooth projective
curves with τ -forms. We also formulate our results scheme-theoretically, in terms of τ -differentials and
τ -invertible sheaves on curves, thereby obtaining additional information about the strongly minimal sets.
This work partially generalizes and extends results of Hrushovski and Itai.
Introduction
This paper addresses the problem of classifying the strongly minimal sets definable in differentially closed
fields. A nice description of the background to the question and known results can be found in the intro-
duction of [HI03], so we only give a brief introduction here. For more on the model theory of differential
fields, see also [MMP06], [Pil02], [HS94], and [Hru98]. The precise problem is to classify strongly minimal
sets up to non-orthogonality, a natural logical equivalence relation. Associated to each strongly minimal set
is a combinatorial geometry, which is either non-locally modular, locally modular non-trivial, or trivial, thus
dividing strongly minimal sets into three classes. Hrushovski and Sokolovic´ [HS94] classified both the non-
locally modular and the locally modular non-trivial strongly minimal sets. The former are non-orthogonal
to the field of constants, which is strongly minimal, and the latter correspond to (isogeny classes of) simple
abelian varieties that do not descend to the constants. What remains is to classify the trivial ones.
Let K be a universal domain for DCF, the theory of differentially closed fields, and let k denote the
field of constants. A strongly minimal set, or formula, determines a unique strongly minimal type, and
sets/formulas determining the same type are non-orthogonal, so one can equally well consider strongly
minimal types. Recall that if q is a strongly minimal type over a differential field L, then the order of q is
td((a, a′, . . .)/L), for a realizing q, which is always finite. It seems to be unknown whether there are (trivial)
strongly minimal types of arbitrarily large order, though there are examples of order 2. One consequence of
[HI03] is that there are many types of order 1.
Hrushovski [Hru95] proved that every order 1 strongly minimal type that is orthogonal to k is ω-categorical
and thus trivial, since the classification of the non-trivial locally modular strongly minimal types by Manin
kernels implies that they are never ω-categorical. (Alternatively, one can derive the triviality of order 1
locally modular strongly minimal sets as a consequence of the fact that any non-trivial locally modular
strongly minimal set is non-orthogonal to the Manin kernel of a simple abelian variety [HS94] and Buium’s
proof that any such Manin kernel has transcendence degree at least 2). With Itai, Hrushovski then gives a
quite precise description of the trivial strongly minimal types over k, which we summarize below. In this
paper, we consider all order 1 strongly minimal types, partially generalizing and extending some results of
[HI03].
Background. It is well-known, and easy to see, that (complete, stationary) n-types in pure algebraically
closed fields correspond to irreducible Zariski closed subsets of An. Call such a set an embedded affine variety,
as it is an affine variety together with a closed embedding into affine space. We recall a similar geometric
description of complete strongly minimal types in DCF, which also holds more generally for types of finite
rank. (See [HI03] or [Pil02] for more details.)
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Say that two types p and q are interdefinable if, perhaps passing to non-forking extensions over a common
base field, there is a definable bijection between their sets of realizations. Then any strongly minimal type p
in DCF is interdefinable with a type q such that for any realization a of q, δ(a) = s(a), where s(x) is a tuple
of polynomials. Since interdefinable types are non-orthogonal, we may assume that all (strongly minimal)
types are of this form.
Given an affine variety V ⊆ An, the map δ above, acting componentwise, is a section of the first prolonga-
tion τV ⊆ A2n, a (possibly reducible) affine variety defined below, also called the shifted tangent bundle. By
the above reduction, a strongly minimal type p corresponds to a pair (V, s), where V ⊆ An is an embedded
affine variety, and s : V → τV ⊆ A2n is a section of the first prolongation. In this case, one says that p lives
on the variety V . It is easy to check that the order of p equals the dimension of V , so the order 1 types are
exactly those that live on curves.
In general, a pair (V, s) as above determines a Kolchin closed set of finite Morley rank, Ξ(V, s) := {v ∈
V |δ(v) = s(v)}. When V is a curve, this set is necessarily strongly minimal, so there’s actually a bijection
between (Kolchin closed) order 1 strongly minimal sets and pairs (C, s), C an embedded affine curve and s a
section of the prolongation, s : C → τC. (Moreover, this bijection preserves fields of definition.) This gives
a precise, purely geometric characterization of order 1 strongly minimal sets. What remains, though, is to
determine whether or not such a strongly minimal set Ξ(C, s) is trivial, and to understand non-orthogonality.
If X is a strongly minimal set living on a curve C, and C is birational to some C′, then X is interdefinable
with some X ′ living on C′. Since every curve is birational to a unique smooth projective curve, it suffices
to consider such sets living on (embedded) smooth projective curves. Strictly speaking, then, we want to
classify strongly minimal sets of the form Ξ(C, s), C an embedded smooth projective curve, s : C → τC. But
we will consider C as an abstract curve, since the particular embedding in Pn is unimportant, as different
embeddings yield interdefinable strongly minimal sets.
Given a curve C (or any variety) defined over k, the prolongation τC equals the tangent variety TC. In
this case, a section of the prolongation s : C → τC is just a vector field. For curves, there is also a natural
bijection between vector fields and 1-forms. Given a curve C and a vector field s, let ω be the 1-form such
that ω(s) = 1 almost everywhere. Thus, order 1 strongly minimal sets defined over the constants are also
represented by pairs (C, ω), defined over the constants.
Using this representation, Hrushovski and Itai obtain a rather complete description of non-orthogonality
classes of trivial order 1 strongly minimal sets defined over the constants. To any such class they associate
a unique (smooth projective) curve, the main idea being to pick a canonical strictly minimal set in any such
class. Second, they prove that for any curve of genus ≥ 2, there are many classes associated to that curve,
thereby proving that there are indeed ‘very many’ trivial order 1 strongly minimal sets defined over the
constants.
Results. The original motivation for this work was to generalize results from [HI03] to all order 1 strongly
minimal sets. One of the main new ideas is the introduction of τ -forms, which are functions on the pro-
longation of a curve, analogous to 1-forms, which are functions on the tangent variety. This enables one
to develop a ‘geometric approach’ to order one strongly minimal sets as in [HI03], with a pair (C, ωτ ), C a
curve, ωτ a τ -form, representing a strongly minimal set. We can then characterize non-orthogonality classes
of trivial strongly minimal sets in terms of ‘essential τ -forms’, appropriately defined, generalizing a central
result of [HI03].
In a separate paper [Ros07], we introduce and develop the theory of τ -differentials, the algebraic analog of
τ -forms. We use this material here to give an alternative characterization of order one strongly minimal sets
in terms of curves with τ -invertible sheaves. This makes it possible to determine the dimension of the space
of global τ -forms on a curve, in terms of its Kodaira-Spencer class. Further, we show that the set of global
τ -forms on a curve is (uniformly) definable, as is the dimension of this set. It also leads to the introduction
of the prolongation cone of a curve, a vector bundle into which both the tangent variety and prolongation
naturally embed.
Open questions. The main question left open by this work is whether for every curve C of genus > 1 there
are ∼-essential τ -forms. For curves defined over k, a positive answer follows from [HI03]. A positive answer
for all curves would show that there are order 1 trivial strongly minimal sets that are orthogonal to any such
set defined over k.
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Two main problems about trivial strongly minimal sets in DCFs, asked by Hrushovski, remain completely
open. Are they all ω-categorical? And can they be classified? Extending the classification beyond order 1
certainly seems difficult. For example, presumably one would need to be able to determine whether a finite
rank type given as a pair (V, s) is strongly minimal. But perhaps there are particular cases of order 2 types,
thus living on surfaces, that are more accessible. There are also related questions, which might be approached
by existing methods. Hrushovski suggests that one could try to show that the solutions to a generic order
2 equation are strongly minimal, to answer a question of Poizat. Another well-known question is whether
every U-Rank 1 type is strongly minimal. This is related to Hrushovski and Scanlon’s result [HS99] that
U-Rank and Morley rank differ in DCF.
1. Prolongations
We recall the construction of the prolongation of a variety over a differentially closed field. Buium’s
original definition uses the language of schemes, though we give a description in local coordinates used more
often by model-theorists. For a variety V defined over the constants, its prolongation is just the tangent
variety TV . In general, though, it is a TV -torsor. Thus it is also called the shifted tangent bundle. In this
case, the fibers of the canonical projection to V are no longer vector spaces, but affine spaces, defined below.
Affine Spaces. An affine space is essentially a vector space without a distinguished point as origin. Affine
spaces arise in model theory as combinatorial geometries that are locally modular but not modular. Just
as a locally modular geometry becomes modular when one fixes any point, choosing a point in an affine
space naturally gives a vector space. The presentation here differs from than that in, for example, Hodges’
textbook [Hod93], but is basically equivalent. (The word “affine” will also be used in a completely different
sense, in connection with affine varieties.)
Definition 1.1. Let K be a field. A K-affine space is a triple (A, V, α), where A is a set, V is a K-vector
space, and α is a regular action of V on A. The dimension of A, dim(A), is just dim(V ).
We will write α(v, a) as v · a, and often omit the action α when it is understood.
Remark 1.2. (1) For any K-vector space V , (V, V ) is an affine space in a natural way.
(2) Given (A, V ) and a ∈ A, there is a natural bijection ia : V −→ A given by ia(v) = v · a.
Definition 1.3. An affine map between K-affine spaces (A, V, α) and (B,W, β) is a map f : A −→ B such
that there is a linear map λf : V −→W so that for all a ∈ A, v ∈ V , f(v · a) = (λf(v)) · f(a). Let Aff(A,B)
denote the set of all affine maps from A to B. (By putting coordinates on A and B, this set can be endowed
with a vector space structure.)
Remark 1.4. (1) Given an affine map f , the linear map λf is uniquely determined. In fact, λ is a
functor from the category of K-affine spaces to the category of K-vector spaces.
(2) Given affine maps f, g, from (A, V ) to (B,W ), λf = λg if and only if there is a w ∈ W such that
for all a ∈ A, f(a) = w · g(a).
(3) There is a short exact sequence
0 −→ B
µ
−→ Aff(A,B)
λ
−→ Hom(V,W ) −→ 0
where for all b0 ∈ B, µ(b0) is the constant affine map µ(b0) : A −→ B mapping each a ∈ A to b0.
Thus dim(Aff(A,B)) = dim(B) + dim(A)dim(B).
We are particularly interested in the case, W = K, i.e., when B is 1-dimensional. Then Aff(A,B) is
something like a dual space to (A, V ), though dim(Aff(A,B)) = dim(A) + 1.
Remark 1.5. Let (A, V ) be an affine space. Recall that the affine group of V , denoted Aff(V ), is the group
generated by the translation group Tr(V ) and GL(V ). In fact, Aff(V ) = Tr(V )⋊GL(V ). The automorphism
group of (A, V ) is naturally isomorphic to Aff(V ).
Varieties, tangent spaces, and prolongations. A prevariety is a topological space with an open cover, W =
W1 ∪ . . . ∪Wm and compatible coordinate charts, fi : Wi −→ Vi, Vi an affine variety. For all i, j ≤ m, let
Ui,j = fi(Wi∩Wj) ⊆ Vi and fi,j : Ui,j −→ Uj,i be fj ◦f
−1
i . For our purposes, a variety will be an irreducible,
smooth separated prevariety.
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Recall that, given a polynomial p(X), pδ(X) denotes the polynomial obtained by applying δ to each of
the coefficients. For more information, see Marker [Mar00] or Pillay [Pil02]. The following easy observation
will be useful.
Lemma 1.6. For any n, let ǫ : K[x1, . . . , xn] −→ K[x1, . . . , xn] be the map that takes any polynomial
f to f δ, which is obtained from f by taking the derivative of each coefficient. Then ǫ is a derivation on
K[x1, . . . , xn]. Further, ǫ commutes with each derivation
d
dxi
.
Proof. Straightforward. 
Definition 1.7. Let V ⊆ Kn be an irreducible smooth affine variety, I(V ) = 〈p1, . . . , pm〉. The tangent
space of V is
TV = {(a, u) ∈ K2n :
n∑
i=1
∂pj
∂xi
(a) · ui = 0, j = 1, . . . ,m}
The first prolongation of V is
τV = {(a, u) ∈ K2n :
n∑
i=1
∂pj
∂xi
(a) · ui + p
δ
j(a) = 0, j = 1, . . . ,m}
Since everything is functorial, one can also define TV and τV for general varieties, in a coordinate free
manner.
Remark 1.8. There are natural projection maps πT : TV −→ V and πτ : τV −→ V . For smooth V , and
v ∈ V , π−1T (v) = TVa is a dim(V )-dimensional vector space, and π
−1
τ (v) = τ(V )a is a dim(V )-dimensional
affine space naturally acted on by π−1T (v).
Further, let TV ×V τV = {(a, u, w) ∈ K3n : (a, u) ∈ TV, (a, w) ∈ τV }. The map p : TV ×V τV −→ τV
given by p(a, u, w) = p(a, u+ w) makes τV a torsor under TV .
We now introduce a new construction, the prolongation cone of a variety, into which both the tangent
variety and prolongation naturally embed. For more details, see [Ros07].
Definition 1.9. Let V ⊆ Kn be an irreducible smooth affine variety, I(V ) = 〈p1, . . . , pm〉. The prolongation
cone of V is
V˜ = {(a, u, u′) ∈ K2n+1 :
n∑
i=1
∂pj
∂xi
(a) · ui + p
δ
j(a) · u
′ = 0, j = 1, . . . ,m}
As in the case of the tangent variety, there is a natural projection map π˜ : V˜ −→ V , whose fibres are
vector spaces, now of dimension dim(V ) + 1. More generally, the prolongation cone is a dim(V ) + 1 vector
bundle over V . Again, the construction also globalizes to general varieties.
Observe that the intersection of the prolongation cone with the hyperplane u′ = 0 is the tangent variety.
Likewise, the intersection with the hyperplane u′ = 1 is the prolongation.
Remark 1.10. The tangent space TV is a variety with ‘additional linear structure’ on the fibers TVv. We
recall how to make this notion precise and indicate how to make rigorous the notion that the fibers τVv of
the prolongation are affine spaces.
One can define a vector bundle as follows (see [GHL90], p. 15). Let E and V be smooth varieties over
a field K, π : E −→ V a regular map. We say that (π,E, V ) is a vector bundle of rank n if the following
conditions hold.
(1) π is surjective.
(2) There exists a finite open cover (Ui)i∈I of V , and isomorphisms hi : π
−1(Ui) −→ Ui ×Kn such that
for any x ∈ Ui, hi(π−1(x)) = {x} ×Kn.
(3) For any i, j ∈ I, there is a regular map gij : Ui ∩ Uj −→ GLn(K) such that the map
hi ◦ h
−1
j : (Ui ∩ Uj)×K
n −→ (Ui ∩ Uj)×K
n
is of the form hi ◦ h
−1
j (x, v) = (x, gij(x) · v).
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V × Kn is the trivial vector bundle over V , and the definition of a vector bundle says that it is locally
trivial. Likewise, the prolongation τV is a locally trivial affine bundle, in a similar sense. That is, let V be a
variety and (Kn,Kn) n-dimensional affine space. Then (π,E, V ) as above is a trivial affine bundle of rank n
if it is isomorphic to V ×Kn, where we consider Kn as an affine, rather than vector, space. More generally,
(π,E, V ) as above is an affine bundle of rank n if we have the following.
(1) π is surjective.
(2) There exists a finite open cover (Ui)i∈I of V , and isomorphisms hi : π
−1(Ui) −→ Ui ×Kn such that
for any x ∈ Ui, hi(π−1(x)) = {x} ×Kn.
(3) For any i, j ∈ I, there is a map gij : Ui ∩ Uj −→ Aff(Kn) such that the map
hi ◦ h
−1
j : (Ui ∩ Uj)×K
n −→ (Ui ∩ Uj)×K
n
is of the form hi ◦ h
−1
j (x, v) = (x, gij(x) · v).
Remark 1.11. Another way to formalize the notion of an affine bundle is suggested by the notion of a
fiber bundle associated to a principal bundle (See [KN96], p. 50–55. Compare also section III.3 on Affine
Connections, p. 125.) Roughly, given a manifold M and a Lie group G, a principal G-bundle P (G,M) is a
fiber bundle π : E −→ M , with a free G-action on each fiber π−1(x), x ∈ M . If F is some other manifold,
with a G-action, then one can construct a fiber bundle E(G,M,F, P ) which is the fiber bundle overM , with
standard fiber F , and structure group G, associated to the principal fiber bundle P . In our setting, M is
our variety V , G is Aff(Kn), and F is our affine space.
The following lemma is due to Buium [Bui93].
Lemma 1.12. Let V be a smooth variety of dimension n. Then τV is an affine bundle of rank n.
Tangent and lifting maps. We now consider maps between varieties. Let V,W be varieties, and φ : V → W
a regular map. The map φ determines a map from TV to TW , written Tφ, the tangent map of φ, which
restricts, for each a ∈ V , to a linear map on fibers, Tφa : TVa → TWf(a).
An important special case occurs when f is a regular function on V , viewed as a map from V to A1. We
consider the differential, df , which is the composition df = π ◦Tf , where π is the projection from TA1 → A1
onto the tangent vector component. Thus, df is a regular function on TV , and we have a K-linear derivation
d : K[V ]→ K[TV ]. Alternatively, d is a derivation from K[V ] to Ω[V ], the regular differential forms on V ,
which is a K[V ]-module with a natural embedding in K[TV ].
For prolongations, there is also a lifting map from τV to τW , which we write φ(1), which restricts, for
each a ∈ V , to an affine map on fibers, φ
(1)
a : τVa → τWf(a). For affine varieties, V ⊆ K
n,W ⊆ Km, the
map φ(1) is given by φ
(1)
a ((a, u)) = (φ(a), dφa(u) + φ
δ(a)).
When f is a regular function on V , composing f (1) with π, as above, one gets a map τf = π ◦ f (1), which
we call a τ-differential. Below, Lemma 2.7, we will see that τ : K[V ] → K[τV ] is a derivation (in fact, a
τ -derivation, as defined below.
Remarks 1.13. (1) When the derivation δ on K is trivial, then for any variety V , τV = TV . Likewise,
given any regular map between varieties, f : V → W , f (1) = Tf . More generally, this holds true
over an arbitrary differential field if everything is defined over the field of constants.
(2) In [Ros07], Proposition 3.15, it is shown that that the map τ coincides with something introduced
by Buium, in a different context.
The next lemma follows from the description, above, of the lifting map in local coordinates.
Lemma 1.14. Let V be a variety, f a regular function on V . For each a ∈ V , λ(τfa) = dfa.
2. τ-forms
Our main idea is to look at an analog of 1-forms on τV , which will be functions f : τV −→ K such that
on each fiber of πτ : τV −→ V , f is an affine map, as defined above. We recall the definition of 1-forms,
following the presentation of Shafarevich [Sha94]. We then use this formalism to introduce τ -forms. For an
alternative, more general treatment of this material, in the language of commutative algebra and scheme
theory, see [Ros07].
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Let V be a variety, and let Φ[V ] be the set of all functions φ mapping each point v ∈ V to a linear
map φ(v) : TVv −→ K. Note that Φ[V ] naturally forms a (very large) K[V ]-module. Given f ∈ K[V ], the
differential df is a function in Φ[V ]. One could look at the submodule of Φ[V ] generated by {df : f ∈ K[V ]},
but this is somewhat too small. Instead, we say that an element φ ∈ Φ[V ] is a regular differential 1-form on
V if every v ∈ V has a neighborhood U such that the restriction of φ to U belongs to the K[U ]-submodule
of Φ[U ] generated by the elements df, f ∈ K[U ].
The regular differential 1-forms on V form a K[V ]-module, denoted Ω[V ].
Lemma 2.1. The map d : K[V ] −→ Ω[V ] satisfies
(1) dc = 0 for all c ∈ K.
(2) d(f + g) = df + dg
(3) d(fg) = fdg + gdf .
Proposition 2.2. Every v ∈ V has an affine neighborhood U such that Ω[U ] is a free K[U ]-module of rank
dim(V ).
We now introduce τ -forms, imitating this construction. Let Ψ[V ] be the set of all functions ψ mapping
each v ∈ V to an affine map ψ(v) : τVv −→ K. As above, Ψ[V ] forms a K[V ]-module and, given f ∈ K[V ],
the τ -differential τf is in Ψ[V ].
Definition 2.3. We say that ψ ∈ Ψ[V ] is a regular τ-form if every v ∈ V has a neighborhood U such that
the restriction of ψ to U belongs to the K[U ]-submodule of Ψ[U ] generated by the elements τf, f ∈ K[U ].
The regular τ -forms on V form a K[V ]-module, denoted Ωτ [V ].
Note that for any variety V , τ -form ωτ ∈ Ωτ [V ], and v ∈ V , there is an open neighborhood U of v such
that locally, on U ,
ωτ = (
n∑
i=1
giτfi)
for gi, fi ∈ K[U ].
Remark 2.4. Given a variety V , note that a differential form on V is a regular function on TV . Thus
the module Ω[V ] embeds naturally in K[TV ], and the differential map is a K-linear derivation, d : K[V ]→
K[TV ]. Likewise, a τ -form on V is a regular function on τV . By Lemma 2.7, below, τ is actually a derivation.
Remark 2.5. From the definition, there is a map τ : K[V ] −→ Ωτ [V ], much like the derivation map
d : K[V ] −→ Ω[V ] to 1-forms. But for τ -forms there is also a natural embedding of K[V ] into Ωτ [V ],
which we now describe. Because K is differentially closed, there is a c ∈ K such that δ(c) = 1. So
c ∈ K[V ] and τc ∈ Ωτ [V ] is the constant function on τV with value 1. By the definition of Ωτ [V ], for each
f ∈ K[V ], fτc ∈ Ωτ [V ], where fτc is constant on each fiber τVv , with value f(v). One sees immediately
that the map ι : K[V ] −→ Ωτ [V ], given by ι(f) = fτc, is an embedding (and is independent of the choice
of c). Occasionally, given f ∈ K[V ], we will also write f ∈ Ωτ [V ], where to be more precise we mean that
ιf ∈ Ωτ [V ].
Call a τ -form ωτ trivial if it equals ιf , for some f ∈ K[V ]. (Clearly, a τ -form is trivial if and only if it is
trivial on some non-empty open subset.) Further, given e ∈ K ⊆ K[V ], call ιe a constant trivial τ -form.
Proposition 2.6. Every v ∈ V has an (affine) neighborhood U such that Ωτ [U ] is a free K[U ]-module of
rank dim(V ) + 1.
Proof. We know that v ∈ V has a neighborhood U1 such that Ω[U1] is a free K[U1]-module of rank
dim(V ). Clearly, there is a neighborhood U2 of v such that there is a regular section E2 of τU2. In other
words, there is a map φ2 : U2 −→ τU2 that is an isomorphism from U2 to E2, whose inverse is the projection
map πτ |U2 . Let U = U1 ∩ U2, E = E2 ∩ τU , and φ = φ2|U , so that E is a section of U .
τU is a TU -torsor, and the section E gives us an isomorphism φ′ from TU to τU , which maps the 0-section
of TU to E. Given u ∈ TUa,
φ′(u) = u · φ(πT (u))
where u · φ(πT (u)) denotes the action of TUa on τUa. (On each affine fiber, (τVa, TVa), this is the bijection
from TVa to τVa that one gets by fixing the point φ(a) ∈ τV , as in Remark 1.2.2.)
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The isomorphism φ′ determines a bijection Φ′ between Ω[U ] and the set Ψ ⊆ Ωτ [U ] of τ -forms on U that
take the value 0 on all of E. Given ω ∈ Ω[U ], let Φ′(ω) be the τ -form on U such that for u ∈ τU ,
Φ′(ω)(u) = ω(φ′−1(u)).
In fact, this bijection is an isomorphism of K[U ]-modules.
We want to show that Ωτ [U ] = Ψ ⊕ ιK[U ]. Let ωτ ∈ Ωτ [U ], and let g ∈ K[U ] be the function g(a) =
ωτ (φ(a)). Then ωτ0 = ω
τ − ιg is in Ψ, which implies that Ωτ [U ] = Ψ + ιK[U ].
Finally, observe that Ψ + ιK[U ] is a free direct sum Ψ ⊕ ιK[U ], making Ωτ [U ] into a free K[U ]-module
of dimension dim(V ) + 1. For suppose that there is an ωτ ∈ Ψ, ωτ = Φ′(ω), ω ∈ Ω[U ], and a g ∈ K[U ] such
that ωτ = ιg. Then ωτ is constant on each affine τ -fiber, so ω must be the trivial 1-form, and ωτ must be
identically zero. Thus, g is also identically zero, as desired. 
The following lemma is suggestive.
Lemma 2.7. The map τ : K[V ] −→ Ωτ [V ] satisfies
(1) τc = δc for all c ∈ K.
(2) τ(f + g) = τf + τg
(3) τ(fg) = fτg + gτf .
Proof. Conditions 1. and 2. are immediate from the definitions. To prove 3., we show first that
(fg)δ = f δg + gδf . To simplify notation, we assume that f, g are polynomials in one variable. Let f(x) =∑m
i=0 aix
i and g(x) =
∑n
j=0 bjx
j . Then
(fg)δ =
∑m+n
k=0
∑k
i=0(a
δ
i bk−i + aib
δ
k−i)x
k
=
∑m+n
k=0
∑k
i=0 a
δ
i bk−ix
k +
∑m+n
k=0
∑k
i=0 aib
δ
k−ix
k
= f δg + fgδ
as desired.
Then for (a, u) ∈ τ(V ),
τ(fg)(a, u) = d(fg)a · u+ (fg)δ(a)
= f(a)dga · u+ g(a)dfa · u+ f(a)gδ(a) + g(a)f δ(a)
= f(a)τg(a, u) + g(a)τf(a, u)
which completes the proof. 
Remark 2.8. This lemma says that the map τ : K[V ] −→ Ωτ [V ] is a τ-derivation, that is, a derivation such
that for all a, b ∈ K, δ(a)τ(b) = δ(b)τ(a). In fact, this map is the fundamental example of such a derivation.
For more information, see [Ros07].
Corollary 2.9. Let V be a variety. For any polynomial F ∈ K[T1, . . . , Tm], and functions f1, . . . , fm ∈ K[V ],
τ(F (f1, . . . , fm)) =
∑m
i=1
∂F
∂Ti
(f1, . . . , fm)τfi + F
δ(f1, . . . , fm)
Proof. It suffices to consider F (T1, . . . , Tm) = cT
a1
1 · · ·T
am
m a monomial. Then
τ(cfa11 · · · f
am
m ) =
∑m
i=1(aif
ai−1
i τfi(
∏
j 6=i f
aj
j )) + (τc)(f
a1
1 · · · f
am
m )
=
∑m
i=1
∂F
∂Ti
(f1, . . . , fm)τfi + F
δ(f1, . . . , fm)
as desired. 
Remark 2.10. We now define rational 1-forms and τ -forms on V . Notice first that the above definition
actually gives a sheaf of modules of 1-forms and τ -forms. Given any open set U ⊆ V , one can define Ω[U ] and
Ωτ [U ] as above, and for open subsets U ⊆W ⊆ V , there are natural restriction maps ρW,U : Ω[W ] −→ Ω[U ]
and ρτW,U : Ω
τ [W ] −→ Ωτ [U ]. Define an equivalence relation on 1-forms, where ω1 ∈ Ω[U1] and ω2 ∈ Ω[U2],
Ui non-empty, are equivalent if they agree on U1∩U2 (or on any open set). A rational 1-form is an equivalence
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class under this relation, and Ω(V ) denotes the set of rational 1-forms. One can then easily define the domain
of a rational 1-form. Recall that Ω(V ) is a dim(V )-dimensional vector space over K(V ), the field of rational
function on V .
The rational τ -forms Ωτ (V ) are defined in exactly the same way and also form a K(V )-vector space. As
with regular τ -forms, there is a natural embedding ι : K(V ) −→ Ωτ (V ).
The next result follows immediately from Proposition 2.6.
Proposition 2.11. Given an n-dimensional variety V , Ωτ (V ) is an (n+1)-dimensional K(V )-vector space.
From now on, by 1-form or τ -form we will mean rational 1-form or τ -form. Following Hrushovski-
Itai [HI03], regular forms will be referred to as global forms.
Remark 2.12. In the language of schemes, we can express Proposition 2.6 by saying that, given a smooth
variety V , ΩτV is a locally free sheaf of dimension dim(V )+1. In fact, elements of Ω
τ
V are exactly the rational
functions on the prolongation cone V˜ that are linear on each fiber. Equivalently, they are sections of the
dual bundle of V˜ . This situation is analogous to the fact that 1-forms are functions on the tangent bundle
and sections of the cotangent bundle.
The Λ map. We describe a functor Λ from τ -forms to 1-forms, that is a precise analog of the functor λ
from affine spaces to vector spaces, defined above.
Lemma 2.13. Let V be an irreducible smooth variety. There is a natural map ΛV : Ω
τ (V ) −→ Ω(V ), such
that for each ωτ ∈ Ωτ (V ), and v ∈ V ,
ΛV (ω
τ )v = λ(ω
τ
v )
where λ(ωτv ) : TVv −→ K is the linear map associated to the affine map ω
τ
v : τVv −→ K.
Given f ∈ K(V ) and τf ∈ Ωτ (V ), then ΛV (τ) = df ∈ Ω(V ).
Proof. Fix ωτ ∈ Ωτ (V ), and let ω = ΛV (ωτ ). By the definition of ΛV , for each v ∈ V , ωv is a linear
map on TVv, so one must show that these linear maps vary smoothly on V . It suffices to check this locally.
Let v ∈ V , and choose an open neighborhood U ⊆ V of v, such that on U , ωτ is given by
∑n
i=1 gidfi+ ιh,
fi, gi, h ∈ K[U ]. Then ω|U =
∑n
i=1 gidfi, as desired.
The last assertion follows from Lemma 1.14. 
Notice that ΛV : Ω
τ (V ) −→ Ω(V ) is clearly surjective. The map ΛV restricts to a map from global τ -forms
to global 1-forms, but this map is in general not surjective. Below, the remarks preceding Proposition 5.16
provide more information about this restricted map.
Observe also that the composition of ι : K(V ) −→ Ωτ (V ) with ΛV : Ωτ (V ) is trivial, i.e., ΛV ◦ ι is the
zero map. As ι is injective, and dim(Ωτ (V )) = dim(Ω(V )) + dim(K(V )) = n + 1, as K(V )-vector spaces,
one has the following proposition.
Proposition 2.14. For any variety V , there is a short exact sequence
0 −→ K(V ) −→ Ωτ (V ) −→ Ω(V ) −→ 0.
A description of this sequence, reformulated in terms of locally free sheaves on V is given in [Ros07],
where it is shown that, as an extension of Ω(V ) by K(V ), it corresponds to the Kodaira-Spencer class of V .
We now describe how to pullback τ -forms. Recall that, given a rational map φ : V −→ W between
varieties, there is a pullback map φ∗ : Ω(W ) −→ Ω(V ) that can be defined as follows. Let ω ∈ Ω(W ), v ∈ V
and y = φ(v). Then for all a ∈ TVv, φ
∗ωv(a) = ωy(Tφ(a)).
Definition 2.15. Let φ : V −→ W be a rational map between varieties. For each ωτ ∈ Ωτ (W ), we define
the pullback of ωτ by φ, written φτ∗ωτ , to be the τ -form on V , given as follows. For v ∈ V, y = φ(v), and
a ∈ τVv , then φτ∗ωτ (a) = ωτy (φ
(1)(a)).
Lemma 2.16. Let V,W be varieties, φ : V −→W a morphism. The following diagram is commutative.
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Ωτ (V )
ΛV

Ωτ (W )
φτ∗
oo
ΛW

Ω(V ) Ω(W )
φ∗
oo
Proof. It suffices to check this on fibers τVa and TVa, a ∈ V , τWφ(a) and TWφ(a), φ(a) ∈W . We have
φ
(1)
a : τ(V )a −→ τWφ(a) and Tφa : TVa −→ TWφ(a); notice that λ(τφa) = dφ(a). Then (φ
τ∗ωτ )a = ω
τ ◦ φ
(1)
a
and λ(φτ∗ωτ )a) = λ(ω
τ ) ◦ λ(τφa). Going around the square in the other direction, φ∗(λ(ωτφ(a))) = λ(ω
τ ) ◦
λ(τφa), as desired. 
Remark 2.17. By the previous lemma, one can make Λ into a functor from the category of τ -forms to the
category of 1-forms. Given φ : V −→ W , we have Λ(φτ∗) = φ∗. (Alternatively, one can define Λ explicitly
and fiberwise, as in Lemma 2.13.)
3. Algebraic curves
Global τ-forms. In this section, by curve we mean a smooth projective curve, unless noted otherwise.
Recall that Ω[V ] denotes the set of global 1-forms on a variety V .
Definition 3.1. Given a variety V , let Ωτ [V ] denote the set of global τ -forms on V , a K-subspace of Ωτ (V ).
Note that for any variety V , the map ΛV : Ω
τ (V ) −→ Ω(V ) restricts to a map from Ωτ [V ] to Ω[V ]. The
next lemma is immediate.
Lemma 3.2. Let C be a curve. The kernel of ΛC : Ω
τ [C] −→ Ω[C], Ker(ΛC), is the set of ωτ ∈ Ωτ [C] such
that for all c ∈ C, ωτc is a constant affine map on τCc. Thus each ω
τ ∈ Ker(ΛC) determines in a natural
way a regular function on C. Since the only regular functions on C are the constant functions, there is a
natural isomorphism Ker(ΛC) ∼= K.
More generally, the same holds for any smooth projective variety.
We can now describe the fibers of the map ΛC : Ω
τ [C] −→ Ω[C]. For all ωτ1 , ω
τ
2 ∈ Ω
τ [C], ΛC(ω
τ
1 ) = ΛC(ω
τ
2 )
if and only if ΛC(ω
τ
1 − ω
τ
2 ) = 0 ∈ Ω[C] if and only if there is an e ∈ K such that for all a ∈ τC,
ωτ1 (a) = ω
τ
2 (a) + e. In this case, we say that ω
τ
1 is a translate of ω
τ
2 , or that they are parallel. Clearly,
parallelism classes are 1-dimensional K-affine spaces and are the fibers of the map ΛC .
Recall that on a curve C of genus g, Ω[C] is (by definition) a g-dimensional K-vector space. Here, we
note that the computation of dimension of Ωτ [C] is somewhat more complicated, depending on the Kodaira-
Spencer class of C.
Proposition 3.3. Let C be a curve of genus g. Then 1 ≤ dimKΩτ [C] ≤ g+1. Further, dimKΩτ [C] = g+1
if and only if C is isomorphic to a curve defined over the field k of constants.
Proof. The first statement follows immediately from the above remarks as, given the map ΛC :
Ωτ [C] −→ Ω[C], it follows that dimKΩτ [C] ≤ dimKΩ[C] + dimKKer(ΛC) = g + 1. The other inequality
follows from the natural embedding ι of K[C] ∼= K into Ωτ [C]. The proof of the second statement,which is
equivalent to Proposition 5.16, uses scheme-theoretic machinery developed below. 
For curves of genus 1, this yields a complete description of the global τ -forms.
Corollary 3.4. Let C be a curve of genus 1. If C is isomorphic to a curve defined over k, then dimKΩ
τ [C] =
2. Otherwise, dimKΩ
τ [C] = 1. Further, in both cases, we can give an explicit description of the global τ-
forms.
Proof. Suppose first that C is defined over k. Then, τC ∼= TC, the tangent variety. In this case, it is
clear that any τ -form can be written (uniquely) as a sum of a 1-form and of a τ -form of the form ιf, f ∈ K(C)
(as defined in Remark 2.5), and likewise for global forms. Thus dimKΩ
τ [C] = dimKΩ[C] + dimKK[C] =
1 + 1 = 2. Otherwise, if C is not defined over k, then dimKΩ
τ [C] = 1, by the above proposition. Here,
Ωτ [C] = {ιe|e ∈ K, ιe a constant trivial τ -form}. 
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Recall that Hrushovski and Itai call a 1-form on a curve essential if it is not the pullback of any other
1-form, and show that there are many essential global 1-forms on any curve of genus ≥ 2.
Proposition 3.5. (Hrushovski-Itai) Let C be a curve of genus ≥ 2, defined over k. There exists a finite or
countable union E = ∪lSl of proper subspaces of Ω[C], such that any 1-form in Ω[C]\E is essential. There
exists an essential global 1-form, defined over k.
Here, we are unable to determine whether an analgous statement holds for global τ -forms. Another natural
question is whether the global τ -forms on a curve of positive genus are exactly the pullbacks of invariant
global τ -forms on its Jacobian, as is true of 1-forms.
Rational τ-forms. In this section, we introduce an equivalence relation on τ -forms that will be useful for
the study of strongly minimal sets in the next section. Here, there is no need to assume that curves are
projective.
Definition 3.6. Let C be a curve, πτ : τC → C the canonical projection. Let ωτ be a τ -form on a curve
C. For each c ∈ C, ωτc is either (i) everywhere defined on π
−1
τ (c), and a bijective map to K, (ii) everywhere
defined on π−1τ (c), but a constant map to K, (iii) everywhere undefined on the affine fiber π
−1
τ (c). In case
(ii), say that c is a zero of ωτ (where zero here means that given the affine map ωτc : π
−1
τ (c) −→ K, the
corresponding linear map λ(ωτc ) : K −→ K is the zero map). In case (iii), say that c is a pole of ω
τ .
Let Zωτ denote the set of zeros of ω
τ , and Pωτ its set of poles.
Observe that for any ωτ ∈ Ωτ (C), either Zωτ is finite or ωτ is trivial, in which case Zωτ is an open subset
of C.
Definition 3.7. Let C be a curve, ωτ ∈ Ωτ (C) non-trivial. The null set of ωτ is
Nωτ = {a ∈ τC|ω
τ (a) = 0}.
This is a rational section of the algebraic variety τC, and thus birational to C.
Say that ωτ1 , ω
τ
2 ∈ Ω
τ (C) are ∼-equivalent, written ωτ1 ∼ ω
τ
2 , if Nωτ1 and Nωτ2 are almost equal.
Given a τ -form ωτ , let ωτ/ ∼ denote its ∼-class.
Lemma 3.8. Let C be a curve, and ωτ ∈ Ωτ (C) a non-trivial τ-form. For every ωτ1 ∈ Ω
τ (C), there are
unique f, g ∈ K(C) such that ωτ1 = fω
τ + ιg.
Proof. (The idea is similar to the proof of Proposition 2.6.) If ωτ1 is trivial, i.e., there is a g ∈ K(C)
such that ωτ1 = ιg, then ω
τ
1 = 0ω
τ + ιg. So we may suppose that ωτ1 is non-trivial.
Assume first that ωτ and ωτ1 are ∼-equivalent. Choose some small enough quasi-affine neighborhood of
U ⊆ C such that
(1) U is disjoint from all the zeros and poles of ωτ and ωτ1 ;
(2) Nωτ ∩ U = Nωτ
1
∩ U ;
(3) on U , ωτ and ωτ1 are of the form
ωτ =
m∑
i=1
giτfi
ωτ1 =
n∑
j=1
γjτφj
with gi, fi, γj , φj ,∈ K[U ].
In particular, ωτ and ωτ1 are regular functions on the quasi-affine variety τU . Furthermore, on each fiber
τUu, there is a single point x ∈ Nωτ = Nωτ
1
such that ωτ (x) = ωτ1 (x) = 0. Since ω
τ
u and ω
τ
1,u are non-constant
affine maps on τUu with the same zero, one must be a constant multiple of the other. That is, there is an
eu ∈ K, such that euωτu = ω
τ
1,u. From the definition of ω
τ and ωτ1 it is clear that the function e on U ,
e(u) = eu, is a regular function on U . So ω
τ
1 = eω
τ , as desired.
We now consider the general case. There is a finite set A ⊆ Nωτ , such that Nωτ − A is a regular section
of τU , so there is an isomorphism ψ : U −→ Nωτ − A. Let g ∈ K[U ] be the regular function g = ωτ1 ◦ ψ,
and define ωτ2 = ω
τ
1 − ιg. Then ω
τ and ωτ2 are ∼-equivalent, so there is an f ∈ K[U ] such that ω
τ
2 = fω
τ .
Finally, ωτ1 = fω
τ + ιg, as desired. 
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Remark 3.9. Note that this lemma gives another proof that Ωτ (C) is a 2-dimensional K(C)-vector space,
which also follows from Proposition 2.11.
Corollary 3.10. Let C be a curve, ωτ1 , ω
τ
2 ∈ Ω
τ (C), both non-trivial. Then ωτ1 and ω
τ
2 are ∼-equivalent if
and only if there is a rational function f ∈ K(C) such that ωτ1 = fω
τ
2 .
Given a τ-form ωτ , the class ωτ/ ∼ is a 1-dimensional subspace of Ωτ (C).
Proof. One direction of the first claim follows immediately from the above proof. In the other,
suppose that ωτ1 = fω
τ
2 . Then on any open set U ⊆ C disjoint from the zeros and poles of f, ω
τ
1 , and ω
τ
2 ,
Nωτ
1
|U = Nωτ
2
|U .
The second claim follows from the the first and the observation that ωτ/ ∼ is closed under addition. 
Lemma 3.11. Let C be a curve, ωτ1 , ω
τ
2 ∈ Ω
τ (C), both non-trivial. Suppose that Nωτ
1
∩ Nωτ
2
is infinite.
Then ωτ1 and ω
τ
2 are ∼-equivalent. In other words, if Nωτ1 ∩Nωτ2 is infinite, then Nωτ1 and Nωτ2 are almost
equal.
Proof. Nωτ
1
and Nωτ
2
are each rational sections of τC, so each is a curve on the surface τC. If these
curves have infinite intersection, they must be equal, up to a finite set. 
Since we will be concerned with ∼-equivalence classes of τ -forms, the following relativized versions of
global and essential τ -forms are important for the main results about strictly minimal sets below. Equivalent,
perhaps more natural, definitions of these notions, in the language of schemes, are given in Section 5.
Definition 3.12. Let C be a smooth projective curve, ωτ a rational τ -form. Say that ωτ is ∼-global if it
is ∼-equivalent to a global τ -form, in which case we also say that the class ωτ/ ∼ is global. Say that ωτ is
∼-essential if every ∼-equivalent τ -form is essential.
Remark 3.13. Let C,C′ be curves, and f : C −→ C′ a morphism between them. It is easy to see that for
any ∼-equivalent τ -forms ωτ1 and ω
τ
2 on C
′, then f∗ωτ1 and f
∗ωτ2 are ∼-equivalent on C.
Remark 3.14. Let ωτ be a non-trivial global τ -form on a curve C of genus g ≥ 1. Then for any c ∈ K,
ωτc := c + ω
τ is global and not ∼-equivalent to ωτ . In particular, there is a family of global ∼-classes of
τ -forms indexed by K.
Recall that we defined two global τ -forms on a curve C to be parallel if they are both in the same fiber
of the map ΛC . This notion also makes sense for rational τ -forms.
Definition 3.15. Let C be a curve. We say that two τ -forms ωτ1 and ω
τ
2 are parallel, written ω
τ
1 ‖ ω
τ
2 , if
there is a g ∈ K(C) such that ωτ2 = ω
τ
1 + g. Equivalently, ΛC(ω
τ
1 ) = ΛC(ω
τ
2 ).
Parallelism is clearly an equivalence relation.
Lemma 3.16. Fix a curve C.
(1) The trivial τ-forms on C are a parallelism class.
(2) On the non-trivial τ-forms, ∼-equivalence and parallelism are cross-cutting equivalence relations.
More precisely, for any non-trivial ωτ1 , ω
τ
2 , |ω
τ
1/ ∼ ∩ω
τ
2/ ‖ | = 1.
Proof. Immediate. 
The Λ map on curves. Fix a curve C, and a non-trivial τ -form ωτ0 ∈ Ω
τ (C). By Lemma 3.8, every ωτ ∈ Ωτ (C)
is equal to fωτ0 + g, f, g ∈ K(C), and, by Corollary 3.10 the ∼-equivalence class of ω
τ
0 is ω
τ
0/ ∼= {fω
τ
0 : f ∈
K(C)− {0}}.
The following lemma can be easily verified.
Lemma 3.17. Let C be a curve, f ∈ K(C), and ωτ a non-trivial τ-form on C. Then ΛC(fωτ ) = fΛC(ωτ ).
Thus the map ΛC induces a bijection between the equivalence class ω
τ/ ∼ and the non-trivial 1-forms.
4. Order one strongly minimal sets
We aim to classify order one strongly minimal sets, up to non-orthogonality. Hrushovski proved that every
such set is either trivial or non-orthogonal to the constant field k, so we will be investigating trivial sets. We
first briefly recall the analysis from Hrushovski-Itai of order one strongly minimal sets over the constants.
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Say that two strongly minimal sets X and Y are birationally isomorphic, or birational, if there is an almost
everywhere defined bijective map from X to Y . Any order one strongly minimal set Y is birational to one
of the form
X = Ξ(C, s) = {x ∈ C : δx = s(x)}
where s : C −→ τ(C) is a rational section of the prolongation. In this case, one says that X lives on C, and
the differential function field of the Kolchin closed set X equals the function field of C.
Suppose now that C is a curve defined over k, so τC = TC, the tangent space of C. Then the strongly
minimal sets X defined over k and living on C are given as X = Ξ(C, s), s a rational vector field also defined
over k. There is a natural 1-1 correspondence between such vector fields s and 1-forms ω, given by the
relation ω(x)s(x) = 1 for almost all x. So order one strongly minimal sets over the constants also correspond
to sets
X = Ξ(C, ω) = {a ∈ C : ω(a)δa = 1}
where this is taken to include a pole p of ω if δp = 0. (This last condition ensures that Ξ(C, ω) is Kolchin
closed.)
In this setting, Hrushovski and Itai analyze strongly minimal sets in terms of pairs (C, ω), C a smooth
projective curve and ω ∈ Ω(C), both defined over k. We now show how to extend their results to all curves,
using τ -forms.
Definition 4.1. Let C be a smooth projective curve and ωτ ∈ Ωτ (C) a non-zero τ -form. Let P ⊆ C be the
set of poles p of ωτ such that δp = 0, and define
Ξ(C, ωτ ) = {a ∈ C : ωτ (a)δa = 0} ∪ P
As above, one can check that Ξ(C, ωτ ) is always Kolchin closed.
Observe that X = (C, ωτ ) = {a ∈ C : ωτ (a)δa = 0} is a strongly minimal set. Indeed, let s be a section of
τC so that ωτs = 1 almost everywhere. Then Ξ(C, s) = Ξ(C, ωτ ), up to a finite set. On the other hand, this
is no longer a 1-1 correspondence, as many τ -forms correspond to the same section and therefore determine
the same strongly minimal set.
Lemma 4.2. Let C be a curve, ωτ1 , ω
τ
2 ∈ Ω
τ (C), both non-trivial. Then ωτ1 and ω
τ
2 are ∼-equivalent if and
only if Ξ(C, ωτ1 ) and Ξ(C, ω
τ
2 ) are almost equal.
Proof. From the definition, Ξ(C, ωτ ) only depends on Nωτ , so if ω
τ
1 and ω
τ
2 are ∼-equivalent, then
Ξ(C, ωτ1 ) and Ξ(C, ω
τ
2 ) are almost equal.
In the other direction, if Ξ(C, ωτ1 ) and Ξ(C, ω
τ
2 ) are almost equal, then Nωτ1 ∩Nωτ2 is infinite, so ω
τ
1 and
ωτ2 are ∼-equivalent, by Lemma 3.10. 
Corollary 4.3. There is a 1-1 correspondence between ∼-equivalence classes of τ-forms in Ωτ (C) and
strongly minimal sets living on C.
Notice that we do not have to treat the case C(k) ⊆ C, corresponding to s(x) = 0 separately.
The following series of lemmas provides versions of Lemmas 2.4 and 2.6 – 2.9 of [HI03], for τ -forms.
(Lemma 2.5 becomes false.) The proofs are the same.
For the proof of the next lemma, we recall the following easy fact. Given φ : V −→ W , and v ∈ V ,
(τφ)(δv) = δ(φ(v)).
Lemma 4.4. Let g : C1 −→ C2 be a dominant regular map between nonsingular curves, and ωτ2 a τ-form
on C2. Let ω
τ
1 = g
τ∗ωτ2 be the pullback of ω
τ
2 by g to C1. Then g
−1Ξ(C2, ω
τ
2 ) = Ξ(C1, ω
τ
1 ).
Proof. Let c1 ∈ C1, c2 = g(c1). Then
ωτ1 (c1)δc1 = ω
τ
2 (c2)(g
(1))(δc1) = ω
τ
2 (c2)δ(g(c1)) = ω
τ
2 (c2)δc2.
Thus ωτ1 (c1)δc1 = 0 if and only if ω
τ
2 (c2)δc2 = 0. 
Lemma 4.5. If Ξ(C, ωτ1 ) and Ξ(C, ω
τ
2 ) have infinite intersection, ω
τ
1 and ω
τ
2 are ∼-equivalent.
Proof. For infinitely many points c in the intersection Ξ(C, ωτ1 ) ∩ Ξ(C, ω
τ
2 ), ω
τ
1 (c)δc = 0 = ω
τ
2 (c)δc.
Thus, Nωτ
1
and Nωτ
2
have infinite intersection, and are therefore ∼-equivalent, by Lemma 3.11. 
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Lemma 4.6. Let g : C1 −→ C2 be a dominant rational map between non-singular curves. Let ωτi be a
τ-form on Ci, i = 1, 2. Assume gΞ(C1, ω
τ
1 ) ⊆ Ξ(C2, ω
τ
2 ) (perhaps up to a finite set). Then ω
τ
1 and g
τ∗ωτ2
are ∼-equivalent.
Proof. By Lemma 4.4, g−1Ξ(C2, ω
τ
2 ) = Ξ(C1, g
τ∗ωτ2 ) (a.e.). Thus the intersection of Ξ(C1, ω
τ
1 ) with
Ξ(C1, g
τ∗ωτ2 ) is infinite. By the previous lemma, ω
τ
1 and g
τ∗ωτ2 are ∼-equivalent. 
Lemma 4.7. Let C1 be a complete nonsingular curve, ω
τ
1 a global τ-form on C1. Let g : C1 −→ C2 be
a rational function into a complete nonsingular curve, and ωτ2 a τ-form on C2 such that gΞ(C1, ω
τ
1 ) =
Ξ(C2, ω
τ
2 ). Then ω
τ
1 is a ∼-global τ-form on C2.
Proof. As pointed out in [HI03], g : C1 −→ C2 is a surjective morphism. It then follows from
definitions that ωτ2 is a global τ -form on C2 if and only if its pullback, g
τ∗ωτ2 is a global τ -form on C1.
By Lemma 4.4, g−1Ξ(C2, ω
τ
2 ) = Ξ(C1, g
τ∗ωτ1 ), so Ξ(C1, g
τ∗ωτ2 ) ∩ Ξ(C1, ω
τ
1 ) is infinite. By Lemma 4.5,
gτ∗ωτ2 ∼ ω
τ
1 , so by the above remark, ω
τ
1 is a ∼-global form. 
Lemma 4.8. Let ωτ be a ∼-essential τ-form on a curve C. Let E be a definable equivalence relation on
Ξ(C, ωτ ), with finite classes. Then almost every class of E has one element.
Proof. Suppose not. By [HI03], Lemma 1.2, there is a curve C0 and a map g : C → C0 with deg(g) > 1
such that g(Ξ(C, ωτ )) lives on C0. Thus there is a τ -form ω
τ
0 on C0 such that g(Ξ(C, ω
τ )) = Ξ(C0, ω
τ
0 ), up
to a finite set. But by Lemma 4.6, ωτ and gτ∗(ωτ0 ) are ∼-equivalent, contradicting the assumption that ω
τ
is ∼-essential. 
Lemma 4.9. Let C be a curve of genus ≥ 1 and ωτ a τ-form on C. If Ξ(C, ωτ ) is non-orthogonal to the
constants, then there is a regular map g : C → P1 with g(Ξ(C, ωτ )) = k, up to a finite set. In particular,
there is a τ-form ωτ0 on P
1 such that Ξ(P1, ωτ0 ) = k and g
τ∗ωτ0 is ∼-equivalent to ω
τ on C. Thus, ωτ is not
∼-essential.
Proof. Let X = Ξ(C, ωτ ) be non-orthogonal to the constants. Then there is a definable differential
rational function f with f(X) ⊆ k, up to a finite set (e.g., see [HI03], proof of Lemma 2.10). Since for all
x ∈ X, δ(x) = s(x), for some polynomial s, we can assume that f is a rational function. Thus f extends
to a regular, dominant map f : C → P1, proving the first claim. The rest of the lemma follows from
Lemma 4.6. 
We are now able to generalize a central result of [HI03]. Recall that a strongly minimal set X defined over
a set A is strictly minimal over A if X ∩ acl(A) = ∅ and, for all a ∈ X, acl(aA)∩X = {a}. We say that X is
strictly minimal if it is strictly minimal over some set over which it is defined. A strongly minimal set X is
ω-categorical if for any finite set B ⊆ X , aclX(B) is finite. Hrushovski’s theorem that all order one strongly
minimal sets are ω-categorical [Hru95] plays an important role in the proof of the following result of [HI03].
Proposition 4.10. Let C be a complete nonsingular curve over k of genus > 1. Let ω be an essential
1-form on C, defined over k. Then, after perhaps removing a finite set, Ξ(C, ω) is strictly minimal, with
trivial induced structure. Two such sets Ξ(C1, ω1) and Ξ(C2, ω2) are non-orthogonal if and only if there
exists an isomorphism g : C1 → C2 with ω1 = g∗ω2.
(In [HI03], they state this result for global 1-forms, which implies additionally that Ξ(C, ω) has no points
in the algebraic closure of the parameters.)
We now state one of our main results.
Theorem 4.11. Let C be a smooth projective curve of genus g ≥ 1. Let ωτ be a ∼-essential τ-form. Then
there is a finite set A ⊆ Ξ(C, ωτ ) such that Ξ(C, ωτ )−A is trivial strictly minimal. Further, for any definable
equivalence relation with finite classes on Ξ(C, ωτ ), over any set of parameters, almost every class has one
element.
Two such sets, Ξ(C1, ω
τ
1 ) and Ξ(C2, ω
τ
2 ) are not orthogonal if and only if there is an isomorphism f :
C1 → C2 such that f
τ∗ωτ2 is ∼-equivalent to ω
τ
1 .
Proof. By Lemma 4.9, X = Ξ(C, ωτ ) is a trivial strongly minimal set and by Lemma 4.8, for any
definable equivalence relation with finite classes on X , over any set of parameters, almost every class has
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one element. Since X is ω-categorical, the set A of elements of X which are algebraic over the parameters
defining C and ωτ is finite. Thus X −A is strictly minimal.
Suppose Ξ(C1, ω
τ
1 ) and Ξ(C2, ω
τ
2 ) are non-orthogonal. After removing a finite set of points from each, one
is left with two strictly minimal sets with trivial geometry, so there is a definable bijection between them.
Thus there is a birational map g : C1 → C2, with ω
τ
1 ∼ g
τ∗ωτ2 , which is an isomorphism. 
Remark 4.12. In a sense, this completely classifies the trivial strictly minimal sets, in terms of ∼-essential
forms, but it is not very explicit. In particular, it leaves open the question whether there are any such forms.
For curves over k, one gets an affirmative answer from [HI03], but the general case remains open.
A key part of Hrushovski and Itai’s proof that there are many trivial strictly minimal sets living on every
curve defined over k of genus > 1, which are all orthogonal, is the fact that on such curves generic global
1-forms are essential. Proving an analogous statement for τ -forms seems difficult, since the dimension of
global τ -forms does not depend only on the genus. Further, in the more general case, one needs to consider
∼-essential τ -forms, which are essentially equivalence classes. For these reasons, it is not clear how one might
be able to adapt ideas from [HI03] to answer this question.
Let us call an equivalence relation on a set X trivial if it is definable in the language of equality. Equiv-
alently, there is either a cofinite equivalence class or all but finitely many elements are in classes of size
1.
In the statement of Proposition 4.10, there are no non-trivial equivalence relations on Ξ(C, ω) defined
over k. One might ask whether it is possible to define such a relation using parameters from K. If this were
the case, then one would have pairs (C, ω) and (C0, ω
τ
0 ), C 6
∼= C0, C a curve defined over k, ω an essential
1-form defined over k, Ξ(C, ω) trivial strictly minimal over k, and Ξ(C0, ω
τ
0 ) strictly minimal over K, with
a finite-to-one map from Ξ(C, ω) to Ξ(C0, ω
τ
0 ). Below, we argue that this can not in fact happen. The key
point is the following lemma.
Lemma 4.13. Let K be an ω-stable structure, and let X be a trivial strictly minimal set in K defined over
a set A. Then no non-trivial equivalence relation on X is definable with parameters from K.
Proof. As usual, we may assume that the set A over which X is defined is empty. Suppose for con-
tradiction that there is a tuple a and a formula φ(x, y, z) such that φ(a, y, z) defines a non-trivial equivalence
relation E on X . By strong minimality of X , it is clear that there is a finite n such that every class in E
is of size ≤ n and all but finitely many classes are of the same size m > 1. Let θ(x) be a formula true of a
such that for all b, if K |= θ(b), then φ(b, y, z) defines an equivalence relation on X such that all but finitely
many elements of X belong to a class of size m.
Let T be the set of equivalence relations T = {φ(b, y, z)|K |= θ(b)}. Note that, even without elimination
of imaginaries in K, one can treat T as a definable set that can be quantified over in a natural way. Observe
also that T is infinite as follows. For if not, choose an E ∈ T and a pair (p, q) in E. Then q ∈ acl(p),
contradicting the fact that X is trivial strictly minimal.
Let Σ be the set of finite sequences of 0’s and 1’s, partially ordered such that, for ρ, σ ∈ Σ, ρ ≤ σ if and
only if ρ is an initial segment of σ. For each σ ∈ Σ, we define a pair πσ = (pσ, qσ) of elements in X and a
‘definable’ set Tσ ⊆ T with the following properties.
(1) Tσ is infinite and definable over parameters ∪ρ<σ{pρ, qρ}.
(2) Tσ is the disjoint union of Tσ,0 and Tσ,1.
(3) Tσ,0 := {E ∈ Tσ|E(pσ, qσ)} and Tσ,1 := {E ∈ Tσ|¬E(pσ, qσ)} are both non-empty.
Since it is clear that such a set of Tσ’s contradicts ω-stability, this will yield the desired contradiction.
We proceed by induction. Let T∅ = T . Choose a pair π∅ = (p∅, q∅) such that there are E,E
′ ∈ T∅ with
E(p∅, q∅) and ¬E
′(p∅, q∅). (If this were not possible, then T would only contain one element.)
Suppose now that for all ρ ≤ σ, πρ and Tρ have been defined. Let Tσ,0 = {E ∈ Tσ|E(pσ, qσ)} and
Tσ,1 = {E ∈ Tσ|¬E(pσ, qσ)}. By construction, both Tσ,0 and Tσ,1 are non-empty. In fact, we claim that
both sets must be infinite. For if not, it is easy to see that qσ ∈ acl({pρ, qρ|ρ < σ}∪ {pσ}), contradicting the
fact that X is trivial strictly minimal. Now choose πσ,i = (pσ,i, qσ,i), i = 0, 1, disjoint from all πρ, ρ ≤ σ,
such that there are Ei, Fi ∈ Tσ,i such that Ei(pσ,i, qσ,i) and ¬Fi(pσ,i, qσ,i).
It is clear that this construction has the required properties. 
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Corollary 4.14. Let C be a complete nonsingular curve over k of genus > 1. Let ω be an essential 1-form
on C, defined over k, so that after perhaps removing a finite set, Ξ(C, ω) is strictly minimal with trivial
induced structure. Then there is no non-trivial equivalence relation definable on Ξ(C, ω), even with arbitrary
parameters.
Proof. By Proposition 4.10 and Lemma 4.13. 
5. Another description of τ-forms
In this section, we give a new algebraic characterization of the strongly minimal sets living on a curve C,
using the theory of τ -differentials developed in [Ros07]. Of course, it is equivalent to the earlier formulation,
but has the advantage that it does not involve considering equivalence classes, so it is easier to work with.
Below, we use the language of schemes, so a variety is an integral separated scheme of finite type over an
algebraically closed field. We continue to assume that curves are smooth and projective.
Recall that there is a natural bijection between rank n locally free sheaves on a variety and rank n vector
bundles over it. For example, the sheaf of differential forms on a varietyX , ΩX , corresponds to the cotangent
bundle T ∗X , and can be viewed as the sections of this bundle. Given a curve C, the locally free rank 2 sheaf
of τ -differentials on C, as defined in [Ros07], and also denoted ΩτC , corresponds exactly to the set of rational
τ -forms, as defined above, with a τ -form ωτ corresponding to a section s ∈ Ωτ (U), for open U ⊆ C.
Given a rank 2 bundle, one can consider all the rank 1 subbundles. (To be precise, a rank 1 subbundle is
a rank 1 bundle together with a bundle embedding.) Passing to sheaves, rank 1 subbundles correspond to
invertible (i.e., rank 1) subsheaves. Note that it is possible for one rank 1 sheaf to be properly embedded in
another (in which case the quotient will be a torsion sheaf), essentially because this can also happen with
free rank 1 modules. Nevertheless, in our situation, any invertible subsheaf of a rank 2 locally free sheaf
embeds in a unique maximal invertible subsheaf, as described below.
We have seen that τ -forms correspond to sections of a rank 2 locally free sheaf. Since the ∼-equivalence
class of such a form ωτ consists of those forms gωτ , g ∈ K(C), such a class should correspond to a (unique)
maximal subsheaf containing ωτ as a section on an open set. The following easy lemma makes this precise.
Lemma 5.1. Let C be a smooth curve, H a rank 2 locally free sheaf on C, and s ∈ H(U) a section. Then
there is a unique maximal invertible subsheaf F ⊆ H such that s ∈ F(U). Further, the quotient H/F is an
invertible sheaf.
Proof. By possibly passing to a smaller open set, we may assume that U = Spec R is affine,
H(U) ∼= M˜ , M = 〈m,n〉 a free rank 2 R-module, and s = am + bn ∈ M,a, b ∈ R. Since R is a UFD
(e.g. [Mat89], Thm. 20.1), a and b have a greatest common divisor c. Letting a′ = a/c, b′ = b/c, and
s′ = a′m + b′n, the module N = Rs′ ⊆ M is the unique largest rank 1 free submodule of M containing s.
Let d, e ∈ R be such that da′ + eb′ = 1, and let L = R(em− dn). Then it is easy to check that M = N ⊕L,
and hence that there is a short exact sequence 0 −→ N −→M −→ L −→ 0.
We want to define F such that F(U) = N˜ . Since a sheaf is determined by its stalk at each point P , it
suffices to show how, for each P ∈ C − U , F(U) determines a unique maximal stalk FP that will make F
locally free.
For each such P , choose an affine scheme W ⊆ U ∪ {P} containing P , W ∼= Spec S, such that H(W ) is
free on W . Note that W ′ :=W −P = Spec Sf , for some f ∈ S, and P = V (f). Let H(W ′) = J˜ and choose
basis elements 〈i, j〉 ∈ J such that F(W ′) = I˜, where I := Ri ⊆ J . We then define FP to be the submodule
of J˜P generated by 〈i〉. Clearly, this determines an extension of F to U ∪P and thus, continuing in this way
to all of C. (As an aside, note that one could also define FP to be generated by f
mi, for any positive m.
Choosing m > 1 would yield a non-maximal invertible subsheaf.) 
It is easy to see that two sections determine the same invertible subsheaf if and only if, on some non-empty
open set on which they are both defined, each is a multiple of the other. In particular, ∼ equivalence classes
of τ -forms correspond to maximal invertible subsheaves, as desired.
Definition 5.2. Let C be a curve. A τ-invertible sheaf on C, denoted Fτ , is a maximal invertible subsheaf
of ΩτC , i.e, an invertible sheaf F, together with an embedding f : F → Ω
τ
C .
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Remark 5.3. For any curve C, there is a trivial τ -invertible sheaf, corresponding to the natural embedding
of OC into Ω
τ
C . Clearly, this τ -invertible sheaf corresponds to the ∼-equivalence class of trivial τ -forms.
Below, by τ -invertible sheaf we will always mean non-trivial τ -invertible sheaf.
We can reformulate Corollary 4.3 as follows.
Proposition 5.4. Let C be a curve. There is a natural bijection between strongly minimal sets living on C
and τ-invertible sheaves on C.
As before, given a τ -invertible sheaf Fτ on C, let Ξ(C,Fτ ) denote the corresponding strongly minimal set.
We now introduce the analog of a global τ -form. Since we are dealing with equivalence classes of τ -forms,
the correct notion is that of being a τ -form that is ∼-equivalent to a global τ -form. Passing to τ -invertible
sheaves, these are the sheaves Fτ that contain a global section.
Definition 5.5. Let C be a curve, Fτ a τ -invertible sheaf. Say that Fτ is a global τ-invertible sheaf if
H0(C,Fτ ) 6= 0, that is, if Fτ has a global section.
Next, we define the appropriate notion of a τ -invertible sheaf being essential, which is more subtle than
for 1-forms. First, we establish the following results.
Proposition 5.6. Let f : X → Y be a finite morphism of curves. There is an exact sequence of sheaves on
X,
0 −→ f∗ΩτY
α
−→ ΩτX −→ ΩX/Y −→ 0
Proof. To check that α is injective, it suffice to check this at the stalk of the generic point. Here,
injectivity is obvious. 
The following proposition follows immediately.
Proposition 5.7. Let f : X → Y be a finite morphism of curves, and Fτ a (non-trivial) τ-invertible sheaf
on Y . Then there is a unique τ-invertible sheaf Gτ on Y such that α(f∗Fτ ) ⊆ Gτ . Further, there is the
following commutative diagram, with exact rows,
0 // f∗Fτ //

Gτ //

ΩX/Y //

0
0 // f∗ΩτY
α // ΩτX // ΩX/Y // 0,
such that each vertical arrow is an injection, and H is a torsion sheaf.
Proof. The only point that needs to be checked is that the cokernel of the map f∗Fτ −→ Gτ is ΩX/Y . To
verify this, it suffices to compute the map locally around each ramification point of X . 
Remark 5.8. This proposition says that, given a morphism of curves, f : X → Y , the pullback of a τ -
invertible sheaf is not necessarily a τ -invertible sheaf, even though the pullback of a τ -form is a τ -form. By
analogy, the pullback of a 1-form on Y is a 1-form on X though, in general, f∗ΩY 6= ΩX . But there is an
injective homomorphism f∗ΩY → ΩX , just as there is an injective homomorphism f∗Fτ → Gτ .
Note that given a morphism between curves (or more generally varieties), f : C1 −→ C2, the pullback
of the trivial τ -invertible sheaf on C2 is equal to the trivial τ -invertible sheaf on C1, precisely because
f∗OC2 = OC1 .
Definition 5.9. In the notation of the previous proposition, we say that Gτ is the weak pullback of Fτ (along
f). In case the natural map f∗Fτ → Gτ is an isomorphism, we say that Gτ is the strong pullback of Fτ .
The following lemma follows immediately from the definitions.
Lemma 5.10. Let f : X → Y be a morphism of curves, ωτ a τ-form on Y , and Fτ the τ-invertible sheaf
corresponding to ωτ/ ∼. Then Gτ , the weak pullback of Fτ , is the τ-invertible sheaf corresponding to f∗ωτ .
We can now reformulate Lemma 4.4 in terms of τ -invertible sheaves.
Lemma 5.11. Let f : X → Y be a morphism of curves, Fτ a τ-invertible sheaf on Y , and Gτ the weak
pullback of Fτ on X. Then f−1Ξ(Y,Fτ ) = Ξ(X,Gτ ).
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Definition 5.12. Let X be a curve. A τ -invertible sheaf Gτ on X is essential if there does not exist a curve
Y and a morphism f : X → Y such that Gτ is the weak pullback of some τ -invertible sheaf on Y .
Remark 5.13. Let X be a curve, and f : X → Y a regular map to another curve Y . By Proposition 5.7,
there is a natural embedding of OX -sheaves, α : f
∗ΩτY −→ Ω
τ
X . Notice that for any τ -invertible sheaf
Gτ ⊆ ΩτX , there is maximal invertible subsheaf of α(f
∗ΩτY ) that embeds in G
τ , namely Gτ ∩α(f∗ΩτY ). Let us
call this subsheaf H. If Gτ is essential, then H cannot be of the form f∗Fτ , for Fτ a τ -invertible sheaf on Y .
In particular, although every section of f∗ΩτY is naturally a function on τX , not every such function is
the pullback along f of a τ -form on Y . Functions arising in this way naturally correspond instead to sections
of f−1ΩτY , but this is not an OX -sheaf. Recall that by definition, f
∗ΩτY = f
−1ΩτY ⊗f−1OY OX .
As sections of a τ -invertible sheaf Fτ on Y correspond to a ∼-equivalence class of functions on τY ,
sections of f−1Fτ correspond to the pullback of these functions to τX along the lifting map f (1), as defined
in Section 1. As f∗Fτ = f−1Fτ ⊗f−1OY OX , sections of f
∗Fτ correspond to products of functions from
f−1Fτ with rational functions on X .
Remark 5.14. Observe that a τ -form ωτ is ∼-essential, as defined in Section 3, if and only if the τ -invertible
sheaf corresponding to ωτ/ ∼ is essential.
We can now restate Theorem 4.11.
Theorem 5.15. Let C be a smooth projective curve of genus g ≥ 1. Let Fτ be an essential τ-invertible sheaf.
Then there is a finite set A ⊆ Ξ(C,Fτ ) such that Ξ(C,Fτ )−A is strictly minimal. Further, for any definable
equivalence relation with finite classes on Ξ(C,Fτ ), over any set of parameters, almost every class has one
element. Two such sets, Ξ(C1,F
τ
1 ) and Ξ(C2,F
τ
2 ) are non-orthogonal if and only if there is an isomorphism
f : C1 → C2 such that Fτ1 is the weak pullback of f
∗Fτ2 .
We now complete the proof of Proposition 3.3. Given a (locally free) sheaf F on a projective variety V ,
let h0(V,F) = dimKH
0(V,F), the dimension of the space of global sections of F.
Given a curve C, we will call h0(C,ΩτC) the τ-rank ofC, denoted g
τ
C or simply g
τ . The following proposition
shows that gτ can be easily determined by the Kodaira-Spencer rank of C, which we now explain.
By [Ros07], we have the following short exact sequence
ξ : 0 −→ OC −→ Ω
τ
C −→ ΩC/K −→ 0.
Recall that ξ is called an extension of ΩC/K by OC , and that there is a natural bijection between the set
of such extensions and the cohomology class Ext1(ΩC/K ,OC), such that the split extension corresponds to
0 ∈ Ext1(ΩC/K ,OC) (e.g., [Wei94], Theorem 3.4.3). In our case, this mapping is given as follows. Given
f : C −→ SpecK, consider the sequence
η : 0 −→ f∗ΩK −→ ΩC −→ ΩC/K −→ 0
(with ΩC projective). Applying Hom(−,OC) yields the exact sequence
Hom(ΩC ,OC) −→ Hom(f
∗ΩK ,OC)
∂
−→ Ext1(ΩC/K ,OC) −→ 0
Given x ∈ Ext1(ΩC/K ,OC), choose β ∈ Hom(f
∗ΩK ,OC) such that ∂(β) = x. We then let ζ, the pushout of
η along β, be the extension corresponding to x.
η : 0 // f∗ΩK //
β

ΩC //

ΩC/K //

0
ζ : 0 // OC // G // ΩC/K // 0
Thus, by [Ros07], the extension ξ corresponds to the element ∂(δ˜) ∈ Ext1(ΩC/K ,OC), where δ˜ is determined
by the derivation on K.
There are natural isomorphisms Ext1(ΩC/K ,OC) ∼= Ext
1(OC ,ΘC/K) ∼= H
1(C,ΘC/K), with ΘC/K =
Ω∨C/K , the tangent sheaf of C (the dual of ΩC/K) (e.g., [Har77], pages 234-5). Thus, there is a natural map,
which we also denote ∂, ∂ : Hom(f∗ΩK , C) −→ H
1(C,ΘC/K), which Buium ([Bui93], p. 1395) calls the
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Kodaira-Spencer map of C. The element ∂(δ˜) ∈ Ext1(ΩC/K ,OC), or H
1(C,ΘC/K), is the Kodaira-Spencer
class of C.
From the sequence η, corresponding to the Kodaira-Spencer class of C, one obtains a long exact sequence
of cohomology groups.
0 −→ H0(C,OC) −→ H
0(C,ΩτC) −→ H
0(C,ΩC/K)
∂
−→ H1(C,OC) −→ . . .
Let us call dimK∂(H
0(C,ΩC/K)) the Kodaira-Spencer rank of C, denoted KSC . Clearly, if the Kodaira-
Spencer class of C is trivial, that is, if η splits, then KSC = 0, though the converse does not hold in general.
For curves of genus 1, though, η splits if and only if KSC = 0. This follows, for example, from Atiyah’s
classification of rank 2 bundles over elliptic curves [Ati57]. This yields a complete understanding of global
τ -forms on elliptic curves.
The following proposition is equivalent to Proposition 3.3 above.
Proposition 5.16. Let C be a smooth projective curve. Then 1 ≤ h0(C,ΩτC) ≤ g+1. Precisely, h
0(C,ΩτC) =
g + 1−KSC. In particular, if C is defined over k, the field of constants, then h0(C,ΩτC) = g + 1.
Proof. The first two statements follow from remarks above. The third follows from the fact that
a curve defined over k has trivial Kodaira-Spencer class. (Since H1(C,ΘC/K) classifies TC-torsors (e.g.,
see [Mil80]), this is equivalent to the fact that for such curves, τC ∼=C TC.) 
5.1. Definability results. Recall that the degree of an invertible sheaf on a variety is defined to be the
degree of the corresponding divisor. We now observe that there is a (uniform) bound on the degree of a
τ -invertible sheaf on a curve.
Lemma 5.17. Let V be a projective curve, F a coherent sheaf on V . Then for any invertible subsheaf G of
V , deg G ≤ h0(F) + g(C)− 1.
Proof. By the Riemann-Roch theorem, degG = h0(G) − h0(ω ⊗ G−1) + g − 1 ≤ h0(G) + g − 1. Since
h0(G) ≤ h0(F), this yields the desired bound. 
Corollary 5.18. For any curve C, the degree of any τ-invertible sheaf is ≤ 2g.
The next result then follows by standard arguments.
Corollary 5.19. For any curve C, the set of global τ-forms on C is definable, as is the equivalence relation
∼ on these forms. Further, this remains true for families of curves (of fixed genus). Finally, the dimension
of the space of global τ-forms, as a K-vector space, is uniformly definable.
Observe that, by Proposition 5.16, this last claim is equivalent to the known fact that the Kodaira-Spencer
rank of a curve is definable.
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