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ABSTRACT 
 
 
Australia has a large number of aging timber bridges currently in need of new and 
effective management practices. Timber bridges have a high maintenance cost and are 
affected significantly by a number of deterioration mechanisms which require a 
systematic approach for diagnosis and treatment.  
 
Early diagnosis of possible deterioration scenarios can lead to effective management 
strategies. Furthermore, infrastructure managers need predictive models for condition 
assessment to optimise the repair and maintenance management process over the life 
cycle of a given timber bridge. No published research work to date has been 
comprehensively addressing a deterioration diagnosis system and a forecasting model 
specifically validated for timber bridges. The present work addresses this gap in 
knowledge. 
 
The research presented in this thesis is intended to facilitate understanding of the 
deterioration mechanisms affecting timber bridges, the development of an expert system 
capturing the practical expertise and the development of a practical deterioration 
prediction model based on the Markov process for timber bridge elements in Australia. 
The expert system can diagnose the deterioration mechanisms affecting timber bridges 
based on early signs of distress. The aims of the timber bridge diagnostic system are not 
only to help engineers to make appropriate decisions on the repair of existing 
deficiencies, but also to take corrective measures to prevent or reduce future 
deterioration by identifying the distress mechanisms. This required capturing the 
complexity of relating different types of defects, their signs and possible causes into a 
simple algorithm. The deterioration prediction model required understanding of the 
deterioration of major bridge elements with the age of the element so that infrastructure 
managers could make appropriate decisions on repair strategies and program 
maintenance schedules by accurately predicting the future condition of timber bridge 
elements. 
 
The development of the expert system which aids the non-expert to diagnose the cause 
of distress in timber bridges utilised cause and effect diagrams and a fuzzy logic 
                      iv 
approach. The inputs to the system are linguistic variables such as the type of element, 
the visual symptoms, the environmental conditions, method of construction and the 
location of the bridge. The expert system executes fuzzy inference to evaluate the cause 
of the distress using these input data and built-in rules. The rules were initially 
developed based on data available on timber bridges and were then validated with the 
assistance of an expert engineer. 
 
Markov models have been used extensively in modelling the deterioration of 
infrastructure facilities. These models can predict the conditions of bridge elements as a 
probabilistic estimate and the method is often used when the condition data have a high 
scatter and a deterministic estimate of deterioration prediction therefore becomes 
unrealistic. Condition data  obtained from VicRoads and two local councils, Strathbogie 
Shire Council and the Corangamite Shire Council, have been used to develop transition 
probabilities of a Markov model. The percentage prediction method, regression-based 
optimisation method and non-linear optimisation technique have been used to predict 
transition matrices and transient probabilities from condition data. The most suitable 
deterioration model for timber bridge elements has been selected by evaluating the 
model performance using the goodness-of-fit test. The application of the model for 
decision-making is demonstrated using costing information for one bridge element. 
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CHAPTER 1: INTRODUCTION 
 
1.1 Background 
 
Current estimates show that there are about 40,000 bridges in Australia, of which 
27,000 are timber bridges; 85% are owned by local government and the remaining 15% 
are owned by State road and railway authorities (Ariyaratne and Crews, 2003). Most of 
the timber bridges are more than 50 years old and are in a structurally-weakened 
condition (Crews et al., 2004). Timber bridges are valued for their economy of 
maintenance, heritage significance and current and future road transport needs 
especially on local roads. 
 
Managing timber bridges is a major problem for many engineers in local government. 
Relating different types of defects and the possible underlying causes make 
deterioration diagnosis a complex task. Defects observed by bridge inspectors are 
usually reported in the form of natural language that contains intrinsic imprecision and 
uncertainty. 
 
A preliminary literature review has indicated that fuzzy sets theory has been used to 
analyse linguistic data, the values of which are words or sentences in a natural or 
artificial language within a formal mathematical frame-work. Fuzzy expert systems 
have previously been used in the area of deterioration diagnosis including for crack 
formation in reinforced concrete structures (Chao and Cheng, 1998), the impact of 
design factors on bridge deterioration (Zhao and Chen, 2001), the detection of distress 
mechanisms in reinforced structures exposed to aggressive environment (Venkatesan et 
al., 2008a) and the assessment of damage in bridge decks (Furuta et al., 1990).  
 
Timber bridges require high accumulated maintenance costs which can be many times 
greater than their initial cost. Infrastructure managers therefore need effective models 
for condition assessment to optimize the repair and maintenance management process 
over the life cycle of a given timber bridge. The effective repair and maintenance 
management of existing bridge structures require a deterioration model to predict their 
performance over their service life. A variety of non-destructive evaluation techniques 
have been used to determine the condition of an aging timber bridge, including visual 
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inspection, stress wave timing, ultrasonic, drill resistance, radiography, 
microwave/ground penetrating radar and vibration. 
 
The approaches used to develop deterioration models for concrete bridge elements fall 
into two categories: the deterministic approach and the stochastic approach. 
Deterministic deterioration models assume that the relationship between future 
performances of the bridge over time is certain. Deterministic approaches use statistical 
and non-linear regression analysis of data to determine deterioration rates. These models 
fail to consider uncertainty and randomness of the bridge deterioration process. The 
regression function obtained by regression analysis on historical bridge data is 
commonly used in a deterministic model (Veshosky et al., 1994). Deterministic 
approaches have been widely used Yanev (1996; 1997; 1998) and Yanev and Chen 
(1993). Stochastic models capture the uncertainty and randomness of the facility 
deterioration process as one or more random variables. State-based models and time- 
based models are types of discrete-state probabilistic models used for the prediction of  
infrastructure facility deterioration (Mishalani and Madanat, 2002). Often, these models 
offer a prediction method when the industry data have high variability. 
 
1.2 Significance of the work 
 
The work reported in the present thesis extends the existing body of knowledge in three 
areas: 
1. Diagnosis of deterioration in timber bridges, 
2. Deterioration prediction of timber bridge elements, 
3. Use of fuzzy set theory and stochastic Markov models for diagnosis and 
deterioration prediction of timber bridges. 
 
Timber bridge management is a major issue for many engineers in local government 
authorities. The level of expertise available for managing timber bridges is not adequate 
in some councils and such expertise is expensive to buy in. Sometimes experts are not 
readily available when required.  
 
There are a number of benefits of artificial expertise over human expertise by Waterman 
(1986), as explained in Table 1.1. 
                      3 
Table 1.1 Comparisons of human expertise and artificial expertise 
Human Expertise Artificial Expertise 
Perishable Permanent 
Difficult to transfer Easy to transfer 
Difficult to document Easy to document 
Unpredictable Consistent 
Expensive Affordable 
 
Bridges require high maintenance costs and good management practices. Identifying 
distress mechanisms and early signs of deterioration are essential for good management 
practice. This helps to avoid “band-aid” management practices and assists strategic 
planning of bridge maintenance and repairs.  
 
Timber bridges are generally exposed to varying and frequently harsh conditions. Over 
time, this exposure can lead to deterioration resulting from decay, insect attack, 
weathering and mechanical damage. Relating different types of defects and the 
corresponding possible causes makes deterioration diagnosis a complex task. Often 
bridge inspectors only report the signs observed and they are not sufficiently skilled to 
diagnose the underlying causes, which may range from critical to low risk. A 
comprehensive literature review has revealed that to date no diagnostic tools exist to 
relate the observed signs of deterioration to underlying mechanisms in timber structures. 
However, such tools are available for concrete bridges. A diagnostic tool will assist 
engineers in making appropriate decisions on the repair of existing deficiencies and 
taking corrective measures to reduce the rate of deterioration. The work reported here 
addresses this gap in knowledge.  
 
The second element of a good management model for timber structures is a method for 
predicting deterioration as a function of age. A good deterioration model will assist 
infrastructure managers to optimise maintenance activities and reduce unplanned 
maintenance tasks. Such a model will allow calculation of the life cycle cost of timber 
bridges which have been in operation for more than 50 years in most cases. A literature 
review has indicated that there are no such models developed for timber structures. The 
second part of the thesis addresses this gap in knowledge. The work also contributes to 
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the existing body of knowledge by developing a fuzzy logic based approach to the  
development and validation of a stochastic model for deterioration prediction based on 
condition data. This is essential for optimisation of maintenance activities.  
 
1.3 Objectives and Scope 
 
The main aim of this research project is the development of an expert system to 
diagnose the deterioration mechanisms affecting timber bridges and a deterioration 
model for timber bridge elements in Australia. The aims of the timber bridge diagnostic 
tool are not only to help engineers to make appropriate decisions on the repair of 
existing deficiencies, but also enable them to take corrective measures to prevent or 
reduce future deterioration by identifying the distress mechanisms. This approach can 
capture the complexity of relating different types of defects and the corresponding 
possible causes in a simple algorithm.  
 
The aim of the deterioration model is to help infrastructure managers to make 
appropriate decisions on repair strategies and program maintenance schedules by 
predicting the future condition of timber bridge elements with reasonable confidence. 
 
The objectives:  
1. To develop an expert system that helps to diagnose distress mechanisms from 
visual inspections and other environmental parameters. 
2. To develop a deterioration model using industry data. 
3. To validate the expert system using actual cases. 
4. To validate the deterioration model using industry data. 
5. To modify the proposed expert system based on the outcomes of validation. 
 
The scope of the work includes 
• Development of the diagnostic model using a fuzzy logic approach by analysing 
the case study, using information obtained from bridge inspection manuals, a 
literature review, expert consultation and timber engineering knowledge. 
• Development of the deterioration model based on the methods identified in the 
literature review that can be developed using industry data, validation of the 
models and identification of the most suitable model for timber bridge elements. 
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1.4 Research Methodology in brief 
 
1.4.1 Expert system to diagnose the deterioration mechanism affecting timber 
bridges 
 
In developing the expert system, the following approach was utilised. 
 Literature Review & Case studies: 
 Fuzzy set application in the area of deterioration diagnosis of bridges.
 Review of approaches used in dealing with linguistic data, the values of 
which are words or sentences in a natural language to develop an expert 
system.  
 Understanding of fuzzy set theory and fuzzy logic. 
 Understanding of the methodology to develop a fuzzy expert system. 
 Identification of all external signs of distress. 
Identification of visual symptoms of a given defect. 
 Identification of all possible causes of observed signs and the 
deterioration mechanism. 
 Determination of other variables. 
   The elements to be covered. 
 The environmental conditions affecting timber bridges.  
 Methods of construction of elements. 
 The characteristics of deterioration. 
 Data Collection 
 A data extraction template was prepared. 
 Data Analysis 
 A cause and effect diagram was developed. 
 Rule-based matrices were developed. 
 Variable status matrices were developed. 
 Software Development  
 Development of the software using a fuzzy logic approach 
 Software Validation 
 The expert system was tested using actual cases. 
 The proposed expert system was modified based on the 
outcomes of validation. 
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1.4.2  Deterioration model to determine the future deteriorations in 
timber bridge elements 
 
 Literature Review  
 Existing deterioration prediction techniques used for concrete bridges 
and other infrastructure assets were reviewed in detail. The Markov 
process was selected as a possible method of predicting deterioration. 
 Data Collection 
 Industry data were collected from two local councils and VicRoads. 
 Data Analysis 
 Appropriate techniques that can be developed using the industry data 
were selected.  
 Data Preparation 
  The industry data were filtered to remove the data affected by 
rehabilitation actions.  
 The data were separated for calibration  and testing of the models. 
 Development of the practical deterioration models using the industry data 
 Model Validation 
 The methods that can be used to test the models were identified. 
 The most appropriate model was selected. 
 
1.5 Outline of the thesis 
 
The thesis consists of seven chapters. The current chapter presents the background of 
the research project, the significance of the work, the objectives and scope and a brief 
outline of the research methodology.  
 
The second chapter presents a critical review of the literature on the deterioration of 
timber bridge structures, diagnosis of deterioration of bridges and the development of a 
deterioration model for timber bridges relevant to the research project. 
 
The third chapter presents the fuzzy logic model for the prediction of deterioration 
mechanisms   affecting timber bridges. How the relationships between defects and their 
causes were established using cause and effect diagrams, the development of a rule 
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basis and variable status matrices, and the modelling approach are also presented in this 
chapter.  
 
Chapter Four presents a demonstration of the application of the fuzzy logic deterioration 
diagnosis model using a case study. 
 
Chapter Five presents the development of practical deterioration models using the 
percentage prediction, regression-based optimisation, and non-linear optimisation 
technique.  
 
Chapter Six presents how the performance of deterioration models was assessed using 
goodness-of-fit and reliability tests, and the implications of the outcomes of the 
proposed deterioration matrix. 
 
Chapter Seven presents a summary of the research conducted, the conclusions drawn, 
limitations of the research and recommendations for future work. 
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CHAPTER 2: LITERATURE REVIEW 
 
2.1 Introduction 
 
A literature review was carried out to gain the state-of-the-art knowledge required to 
fulfil the research objectives outlined in Chapter 1.This chapter presents a 
comprehensive review of the literature related to two areas covered in this thesis: 
1. Development of a diagnostic tool for early diagnosis of causes of distress in 
timber bridges using a fuzzy logic approach. 
2. Development of a model to predict deterioration of timber bridges based on 
routine condition data. 
 
The objectives of this literature review are to: 
• Understand the causes of deterioration of timber bridges and their early 
symptoms. 
• Understand fuzzy set theory and the fuzzy logic approach. 
• Demonstrate how the fuzzy set theory is used in the area of deterioration 
diagnosis. 
• Review of current practices in relation to deterioration prediction for timber 
bridges.  
• Find a suitable deterioration model to determine the deterioration rate of timber 
bridges. 
 
The literature review is divided into three main sections. The first covers causes of 
deterioration of timber bridges and the early symptoms of deterioration. The second part 
covers a detailed introduction of fuzzy set theory, fuzzy logic and its application in the 
area of deterioration diagnosis, while the third part reviews current practices related to 
the prediction of deterioration of bridges.  
 
2.2 Deterioration of timber bridge structures 
 
Timber bridges are generally exposed to varying and frequently harsh conditions. Over 
time this exposure can lead to deterioration resulting from decay, insect attack, 
weathering and mechanical damage. Decay is a natural process by which the wood 
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becomes soft and loses its strength. Decay reduces the strength of the wood and even 
localised decay can render a structural element useless (Ritter, 1992; Stalnaker and 
Harris, 1989). Insects may attack a wood structure resulting in deterioration and decay. 
Weathering includes repeated wetting and drying and exposure to ultra violet light. 
Moisture can cause splits and checks. Except for shear parallel to grain, splits and 
checks do not affect the structural performance of timber. Untreated wood exposed to 
the agents of decay can deteriorate prematurely. Mechanical damage consisting of 
structural overload, mechanical wear and fatigue are common deterioration 
mechanisms. Structural overload can affect both timber members and steel connectors. 
Mechanical wear can eventually reduce the effective section of bridge deck surfaces and 
railings, and repetitive loading gradually causes fatigue damage to metal connectors and 
wood fibres in the connection regions (Ritter, 1992; Stalnaker and Harris, 1989; FPL, 
1987). 
 
The principal materials used in bridge construction (Austroads, 1991) are: 
• Concrete - reinforced and prestressed 
• Steel - including wrought iron and cast iron 
• Timber 
• Masonry 
 
The types of element observed to have distress are (Structures Division, Road Systems 
& Engineering, 2005): 
1. Superstructure 
The upper supporting members of a bridge comprising 
• Deck/slabs 
• Deck planks 
• Kerb 
• Girder 
2. Substructure 
The lower supporting members of a bridge comprising 
• Corbel 
• Pile 
• Headstocks 
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o Backing Slabs 
Timber slabs placed horizontally at abutment or wings to retain embankment fill. 
o Ballast Board 
Timber planks placed horizontally at the ends of timber girder to retain fill. 
o Bracing 
Diagonal members placed across pier piles to transfer flood loads 
o Corbel 
A short timber member used at piers to help support the ends of timber girders. 
o Decking 
Originally consisted of hardwood planks placed transversely to girders and carried 
traffic loads 
o Distributor 
A member placed generally longitudinally below a deck (midway between girders) 
to improve wheel load distribution. 
o Girders 
Main longitudinal member supporting the deck and spanning between piers 
o Headstock 
Transverse member/s placed across the top of abutment or pier piles to transfer 
superstructure loads to the support piles. 
o Kerbs 
Longitudinal members at the edge of a deck used to support barriers and to provide 
edge restraint to vehicles. 
o Piles 
Driven members used to transfer all bridge loads into the foundations. Also includes 
column members above sill beams. 
o Spiking Plank 
Timber member on top of outer girder on to which timber decking is spiked. 
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2.2.1 Typical diagram of a timber bridge with elements 
(From Timber Bridge Maintenance Manual-Part One, Structures Division, Road 
Systems & Engineering, 2005) 
 
Figure 2.1 Timber bridge superstructure 
 
 
 
 
Figure 2.2 Timber bridge substructure 
 
Figures 2.1 and 2.2 show the main components of a traditional timber bridge. Apart 
from a small number of remaining “all girder” bridges (timber girders touching side by 
side to form a slab), the timber bridge superstructure generally consist of longitudinal 
round log girders with transverse sawn timber decking. Substructure generally consists 
of driven timber piles with timber headstocks and bracing through a number of bridges 
with concrete substructure were built (Structures Division, Road Systems & 
Engineering, 2005). 
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2.2.2 Timber material structure 
 
The microscopic structure of wood shows a bundle of straws glued together, each straw 
representing longitudinally-oriented cellulose cells and a hollow centre (lumen). The 
cell walls are cemented together by lignin, a natural polymer that glues the cells 
together and gives wood its strength (NSW Heritage Office, 2004). The structure of 
hardwoods is more complex than softwoods, their strength and stiffness properties 
being much higher along the grain than across the grain, thereby classifying hardwood 
as an anisotropic material. The structure and chemical composition of wood provide this 
characteristic. Shrinkage of wood due to moisture content changes is greatest in the 
tangential direction and results in the formation of longitudinal checks or oracles in the 
wood due to its weakness in tension across the grain. The structure makes the wood 
vulnerable to deterioration. 
 
• In softwoods the longitudinal cells (as shown in Figure 2.3) provide structural 
strength and are made for transport of fluids. 
 
 
 
Figure 2.3 Scanning electron micrograph of softwood (from Wood preservation, 
NSW Heritage Office, 2004)  
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• In hardwoods, fibres (as shown in Figure 2.4) provide strength and vessels provide 
fluid transport. 
 
 
 
 
Figure 2.4 Scanning electron micrograph of a hardwood (NSW Heritage Office, 
2004) 
 
2.2.3 Timber durability classes 
 
There are two main factors that influence the durability of timber in service. 
1 The natural durability of the particular species (see Table 2.1). 
Natural durability is the inherent resistance of a hardwood to decay, insect and 
marine borer attack.  
2 The different type of species and degree of hazard to which the timber is 
exposed (see Table 2.2). 
 
Table 2.1 The natural durability of hardwood is expressed as four durability 
classes (AS5604:2003 and AS1720.2)  
Class Durability Species 
1 Highly durable 
Ironbark, Tallow-wood, Cypress,  Turpentine, Forest 
red gum 
2 Durable 
Spotted gum, Blackbutt, River red gum, Western Cedar, 
Stringybark (yellow & white) 
3 Moderately durable 
Brush box, Rose/flooded gum, Sydney blue gum, Silver 
topped stringy bark 
4 Non-durable 
Douglas fir, Hoop pine, Radiata pine, Mountain 
ash/Tasmanian oak, Unidentified timbers 
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Table 2.2 The natural durability class with degree of hazard to which the timber is 
exposed (AS5604:2003 and AS1720.2.)   
Heart wood Service Life (years) Natural 
Durability 
Class 
H1  
fully protected 
H3  
above ground exposed 
H5  
in-ground 
Class 1 50 + 50 + 25 + 
Class 2 50 + 30 15 – 25 
Class 3 50 + 15 8 – 15 
Class 4 50 + 5 - 8 < 5 
 
2.2.4 Natural defects of timber 
 
Figure 2.5 shows the natural defects of timber which causes the timber to be 
vulnerable to deterioration. 
 
o Checks 
Checks are small cracks in wood as the wood dries out over time. Checks are 
classified as surface checks, end checks and heart checks. Surface checks are 
shallow and on the surface. End checks occur at the end of sawn timber members. 
Heart checks radiate outward from the pith. 
o Split 
A split is a separation of the wood along the grain, similar to checks except that it 
extends through the piece of wood from one surface to another. 
o Shake 
A shake is a separation of the rings in a piece of wood that occurs as it dries.  
Split 
Surface check 
End check 
verymed 1.0 
Heart check 
Shake 
Pith 
Figure 2.5 Natural defects of timber 
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2.2.5 Major distress mechanisms in timber 
 
The major causes of deterioration in timber bridges are: 
1. Fungal (rotting) 
2. Termites 
3. Marine organisms 
4. Corrosion of Fasteners 
5. Shrinkage and Splitting 
6. Fire damage 
7. Weathering 
(Austroads, 1991 “Bridge Management Practice”) 
 
2.2.5.1 Fungal decay 
 
Fungi types that cause rotting of woods are as follows.  
• Brown rot 
Fungi that preferentially attack cellulose and hemi-cellulose in the wood and 
make the wood dark brown and crumbly. Decayed timbers become brittle and 
crack across the grain. 
• White rot 
Fungi that first attack lignin components of wood and make the wood white and 
stringy. 
• Soft rot 
Fungi that operate at lower oxygen levels and slowly erode the surface of the 
wood. 
 
Decay - Fungi environmental Conditions 
Fungi require environmental conditions similar to most other organisms for 
sustaining life. These are oxygen, favourable temperature, food and moisture. 
• Oxygen 
Oxygen is not normally a limiting factor for fungal growth. However, 
environments severely lacking in atmospheric oxygen are not suitable for 
sustaining fungal life. Most wood decay fungi cannot survive submerged in 
water because the high moisture content excludes the levels of oxygen required 
for their growth. 
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• Moisture 
Water is a critical component for fungal growth and must be present in 
appropriate quantities for fungi to digest the wood substrate. Continuing supply 
of moisture is required in certain quantities to maintain fungal growth. Wood 
with moisture content below 20% is considered safe from decay, while many 
fungi require moisture content above 30%. 
• Temperature 
Fungi have certain temperature ranges in which they will grow. Most wood 
decay fungi prefer temperatures ranging from 25 ο C to 32 ο C. Fungi may 
survive without growth or die at temperatures above and below the growth 
temperature ranges. Wood decay fungi can sustain life through cold periods but 
are susceptible to high temperatures. Decay ceases at temperatures below 2 ο C 
or above 38 ο C. 
• Food 
Fungi require a food source for sustaining life. This food source must contain 
organic carbon compounds, minerals and vitamins. Minerals and vitamins are 
obtained from the wood substrate and are of little importance to wood strength. 
However, organic carbon compounds are primarily responsible for wood 
strength. 
 
Common areas where decay occurs are:  
• Around checks 
• Around splits 
• Around shakes 
• Around cracks 
• Around fasteners 
• Areas in contact with soil 
• Areas where debris and water collect 
(Trial Bridge Inspection, 2009) 
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2.2.5.2 Termite attack 
 
The different species of termites that damage timber bridges in Australia are: 
 
• Dry-wood termites 
Termite infestation is the most common form of insect attack in Queensland 
timber bridge girders. Dry-wood termites are able to live without being in 
contact with the ground. This type of termite is found mostly in damp tropical 
climates like the Queensland coast. The moisture content contained within the 
timber is satisfactory to sustain the termite. The best protection against dry-
wood termites attack is to use a naturally-available termite resistant species or 
preservative-treated timber. 
• Subterranean termites 
Subterranean termites use shelter galleries that connect the timber structure and 
the nest which may be located below ground in the soil or above ground in a tree 
stump, hollowed out bridge member or an earth mound. In a certain times of the 
breeding cycle, subterranean termites may fly significant distances to lay eggs 
and establish new colonies (Stedman et al., 2006). Due to the presence of the 
gallery, this type of termite can easily be detected. These galleries are essential 
for termites as they require an absence of light, a humid atmosphere and a source 
of moisture to survive. Subterranean termite attack is normally high at places 
where the timber member is exposed to weather or in contact with the ground. 
The best protection against infestation is site preparation by ensuring they do not 
have direct access between the nest and food sources. This can be done by 
providing a physical barrier that must be crossed. 
 
2.2.5.3 Marine organisms 
 
The two main groups of borers involved are: 
• Molluscan Borers-Shipworms 
One of the families of shipworms is the family of Teredinidae, which includes 
Teredo spp and Banksia spp. They are commonly known in Australia as teredo 
or “shipworm”. Teredo spp is a wormlike borer with a gray body that produces a 
shell-like material to line its burrow (Chellis, 1961; U.S Army, 1990). Modified 
                      18 
small shells at the anterior end form a pair of abrasive plates that are used to 
burrow into the wood, producing wood particles that are ingested. A pair of 
boring shells on the head grows rapidly in size as the boring progresses, while 
the tail with its two water circulating syphons remains at the original entrance. 
External evidence of attack is hard to see because small siphons are the only 
portions extending to the wood surface. Initially Teredo spp begin excavation 
with a 0.5-3 mm diameter hole. The borer can extend its tunnel along the grain 
(Goodell, 2000).The length of this type of marine borer varies ranging from 150 
mm to 1.8 m length diameter up to 25 mm (Chellis, 1961). The length of the 
tunnels depends on the extent of the attack. When the attack is extensive, the 
tunnels may be crowded and their length and diameter may be limited. The white 
shell-like material lining the tunnels can be found mixed with shavings if the 
wood is bored with a drill during inspection (Highley, 1999). Cellulosic portions 
of the wood are digested with the help of bacterial symbionts. Borer activity will 
turn the wood into a honeycomb-like matrix, which will lead to a severe 
reduction in strength even though the outer portion of the pile appears sound 
(Goodell, 2000). Teredine borers destroy timber at all levels from the mud line 
to high water level, but the greatest intensity of attack seems to occur in the zone 
between 300 mm above and 600 mm below tide level. 
• Crustacean Borers; Gribbles 
Limnoria lignorum is one species of Limnoria spp which are also known by the 
common names “gribbles” and “sea lice”. Gribbles resemble woodlice and have 
a length between 3 and 6 mm. Their width ranges from one third to one half of 
their length. They are often slipper-shaped with horny boring mandibles, two 
sets of antennae and seven major sets of legs. Their legs are equipped with sharp 
hooked claws to grip the wood. Gribbles can roll themselves into a ball, swim, 
crawl and jump (Chellis, 1961). Gribbles can swim throughout their lives and 
they can leave or be dislocated from wood being attacked and return to tunnel at 
another location. They commonly attack in coastal regions, making shallow 
burrows in the surface of the wood (Johnson, 2002). When large numbers of 
gribbles attack, only a thin layer of wood is left between the burrows. The action 
of the waves and tidal currents washes away these thin layers exposing new 
surfaces for the gribbles to attack. This causes a wasted appearance or “hourglass 
effect”. In wood piling, the damage caused by gribbles is typically greater in the 
tidal zone (Chellis, 1961). 
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2.2.5.4 Corrosion of Fasteners 
 
Corrosion of steel fasteners can cause serious strength reduction in timber bridges as the 
steel fastener reduces in size and weakens. Chemical reaction involving iron salts from 
the rusting process can significantly reduce the strength of the surrounding wood and 
may enhance corrosion of the fastener because of water ingress in the softened timber. 
 
2.2.5.5 Shrinkage and Splitting 
 
Bridges are normally constructed from green timber which gradually dries below its 
fibre saturation point until it is in equilibrium with the surrounding atmosphere. 
Shrinkage occurs when the wood dries below its fibre saturation point. The wood does 
not shrink equally in all directions because it is anisotropic. Shrinkage is greatest in the 
tangential direction, about half as much occurs in the radial direction and a small 
amount in the longitudinal direction. Therefore, wood is dimensionally more stable in 
the longitudinal direction than in the transverse directions. 
 
The relatively large cross sections used in timber bridges lose their moisture through 
their exterior surfaces and shrink while the interior of the member is above the fibre 
saturation point. This causes tensile stresses to develop perpendicular to the grain and 
when these exceed the tensile strength of the wood, a check or split develops which 
deepens as the moisture content continues to drop. More serious splitting occurs at the 
ends as timber dries more rapidly through the ends of the member than through the 
sides. Shrinkage also causes splitting where the timber is restrained by a bolted steel 
plate or other type of fastening. This splitting can be avoided by allowing the timber to 
shrink freely by using slotted holes. Shrinkage of timber tends to lose contact with steel 
washers or plates, so the connection is no longer tight. 
 
2.2.5.6 Fire damage 
 
Timber bridges are vulnerable to the effects of fire. Wood does not burn itself and large 
sections of round timbers such as girders have good resistance to fire. However, thinner 
decking and sheeting can be susceptible to the hazards of bushfire under sustained 
conditions. The timber that is exposed to fire forms a self-insulating surface layer of 
char which provides a certain degree of fire protection. Even though the surface is 
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charred, the timber underneath which is not burned retains most of its strength and will 
support loads in accordance with the computed capacity of its uncharred section. There 
is some permanent loss of strength properties upon prolonged exposure to high 
temperatures. 
 
2.2.5.7 Weathering 
 
Weathering is the gradual deterioration of sawn or log timber due to the combined 
effects of wetting, drying and exposure to UV radiation. Weathering is a gradual 
deterioration between 6,mm to 13 mm per 100 years. Weathering can be a serious 
problem especially to the exposed end grain of untreated or unprotected wood. Severe 
rotting can occur around the connections. The exposed ends of transverse deck planks 
are susceptible to this defect. 
 
2.3 Diagnosis of deterioration of bridges 
 
Relating different types of defects and the corresponding possible causes make 
deterioration diagnosis a complex task. Observed defects by bridge inspectors are 
usually reported in the form of natural language that contains intrinsic imprecision and 
uncertainty. Converting this information to enable diagnosis of the underlying problem 
requires a systematic approach. A preliminary literature review has indicated that the 
application of fuzzy sets theory specially defined to analyse linguistic data the values of 
which are words or sentences in a natural or artificial language within a formal 
mathematical frame work may be suitable for this work. 
2.3.1 Fuzzy set application in the area of deterioration diagnosis of bridges 
 
A number of fuzzy expert systems have previously been used in the area of deterioration 
diagnosis.  For example, Chao and Cheng (1998) examined a diagnostic model based on 
the concept of cause and effect diagrams and fuzzy pattern recognition which 
contributes to a new methodology for diagnosing engineering problems. Cause-and-
effect diagrams have been employed to classify the relationships between defects and 
their causes. Theses diagrams and fuzzy pattern recognition are combined to identify 
fuzzy relationships between the cause of cracking and the characteristics cracks 
exhibited. Fuzzy sets are formed using the two levels of parameters representing the 
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causes of cracks in concrete such as the materials used, fabrication of structural 
elements, loading and environmental conditions. An expert system is constructed using 
finite universal sets consisting of membership functions and fuzzy vectors. The fuzzy 
vector that represents the most likely causes of the crack is identified by pattern 
recognition. 
 
Furuta et al. (1990) used fuzzy set theory to link bridge deck damage with its 
appearance and the work was further improved by the introduction of a genetic 
algorithm in the knowledge acquisition. The expert system feature includes a fuzzy set 
manipulation system which can treat fuzzy sets in the process of data handling, rule 
representation and inference procedure. Furuta et al. (1990) introduced the concept of 
neural network for the automatic generation of fuzzy production rules. 
 
Kushida et al. (1997) used fuzzy mapping formalism to estimate the remaining service 
life and assess the soundness of concrete bridges with respect to the need for repair or 
strengthening. The concrete bridge rating prototype expert system facilitates the 
modification of the knowledge base, based on data such as the results of questionnaire 
surveys conducted with domain experts. 
 
Liu et al. (1998) used the fuzzy Petri net approach to model fuzzy rule-based reasoning 
to assess bridge damage levels and their causes. Four types of uncertain transitions such 
as inference, aggregation, duplication, and aggregation-duplication transitions are 
introduced to fulfil the mechanism of fuzzy rule-based reasoning. The fuzzy Petri net-
based expert system (FPNES) feature includes knowledge representation through the 
use of hierarchical fuzzy Petri nets, a reasoning mechanism based on fuzzy Petri nets, 
and transformation of modularised fuzzy rule bases into hierarchical fuzzy Petri nets. 
 
Zhao and Chen (2001) used the fuzzy reasoning process to diagnose bridge damage to 
provide bridge designers with valuable information about the impacts of design factors 
on bridge deterioration. The DIASYN expert system makes use of regular inspection 
records to derive expert rules for deterioration diagnosis of concrete bridges. A 
modified mountain clustering method (MMM) is employed for knowledge acquisition, 
which helps to reduce the number of rules necessary for deriving a meaningful 
conclusion without the loss of accuracy. The generated rule base is further optimised by 
the decent method (DM). 
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Venkatesan et al. (2008a) used fuzzy rule-based reasoning to detect the distress 
mechanism in reinforced structures exposed to aggressive environments based on the 
visual symptoms observed. Mind-map techniques were employed in the identification of 
the key variables that influence the distress mechanisms such as type of construction, 
material type, crack characteristics, and environmental condition. A rule-based matrix 
was developed to compile the knowledge base in the BridgeDIST expert system. 
 
2.3.2 Fuzzy set theory and fuzzy logic 
 
Fuzzy set theory was introduced in 1965 by Lotfi A. Zadeh (Zadeh, 1965), a professor 
in computer science at the University of California, Berkeley. Fuzzy logic was 
developed from fuzzy set theory to handle uncertain and vague information and to 
represent knowledge in an operationally-powerful form. In fuzzy set theory, the term 
“fuzzy sets” is used to distinguish them from the crisp sets of conventional set theory. 
The characteristic function of a crisp set C assigns a discrete value (usually either 0 or 
1) to each element ‘u’ in the universal set U, i.e., it discriminates members and non-
members of the crisp set. The characteristic function can be generalised in fuzzy set 
theory so that the values assigned to the elements u of the universal set U fall within a 
pre-specified range, indicating the membership grade of these elements in the fuzzy set 
F. The generalised function used is called the membership function and the set defined 
with the aid of it is a fuzzy set.   
 
• Membership function 
Each element in the universe of discourse is a member of the fuzzy sets to some degree, 
often denoted by the Greek letter µ. The function that ties a number to each element is 
called the membership function µ(x). A membership function can be represented as a 
continuous or discrete form. In the continuous form the membership function is a 
mathematical function and in the discrete form the membership function and the 
universe are discrete points in a list (vector). A membership function can be bell-shaped 
(also called a π curve), s-shaped (called an s-curve), a reverse s-curve (called a z-curve), 
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Zadeh (1981) defines standard piecewise quadratic functions as:  
ƒ1 (x; α, β, γ) = S(x; α, β, γ) 
 
 ƒ1 (x; β-α, β-α/2, β);   x≤ β     
ƒ2(x; α, β) =        (2.1) 
 1- ƒ1 (x; β, β+α/2, β + α);  x › β     
 
 ƒ3 (x; α, β, γ) = 1- ƒ1 (x; α, β, γ)     
 
where S(x; α, β, γ) is a S-function that is often used in fuzzy sets as a membership 
function. 
 
• Universe 
Elements of a fuzzy set are taken from a universe of discourse, or universe for short. 
The universe contains all elements that can come into consideration. For example, the 
set of old people could have all human beings in the world as its universe. 
 
• Fuzzy Sets 
Fuzzy sets are a further development of the mathematical concept of a set. The 
difference between the fuzzy set concept and the conventional crisp set is mainly the 
degree to which an object belongs to a set. In a crisp set, objects are either in or out of 
the set. A membership value of either 1 or 0 is assigned to each object in the universal 
set to discriminate between members and non-members of the crisp set under 
consideration. A fuzzy set is any set that allow its members to have different grades of 
membership in the interval [0, 1]. The degree of membership is expressed as its 
membership function. Zadeh (1965) proposed a grade of membership in which the 
transition from membership to non-membership is gradual rather than abrupt. The grade 
of membership for all its members thus describes a fuzzy set. The value zero is used to 
represent complete non-membership, the value one is used to represent complete 
membership, and the values in between are used to represent intermediate degrees of 
membership. 
 
For example a crisp set can be expressed as 
A= {a1, a2,…… an} 
Ax € X: mA(x) =1,  if x € A 
                      24 
  mA(x) =0, otherwise 
A fuzzy set can be expressed as 
A={µ(a1)│a1, µ(a2)│a2, µ(a3)│a3,……… µ(an)│an},  
where µ(ai) is the membership value of element ai 
            i=1,2,…,n 
 
• Fuzzy vector 
A fuzzy set defined by a finite universal set X={x1, x2,….., xi,} can be represented by a 
vector A = (a1, a2, ………………………………………., an ), 
 where ai = µ i (xi), i=1,2,…,n 
 
• Linguistic variables 
A linguistic variable takes words or sentences as values in a natural or artificial 
language. The set of values that it can take is called its term set. Each value in the term 
set is a fuzzy variable defined over a base variable. The base variable defines the 
universe of discourse for all the fuzzy variables in the term set. In short, the hierarchy is 
as follows:  
linguistic variable → fuzzy variable → base variable 
For example, if x is a linguistic variable with the label “age” then the fuzzy set for the 
variable age is 
T = {very old, old, middle age, young, very young} 
The base variable for this fuzzy set takes values from 0 to 100. 
 
 
 
Figure 2.6 Hierarchical structure of a linguistic variable - age 
 
A primary term is a term or a set that must be defined a priori, for example young and 
old, whereas the sets very young and very old are modified sets. 
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• Fuzzy relationship 
Fuzzy relationship is an important concept in fuzzy set theory. A relationship is an 
association between elements, which is also called a mapping because it associates 
elements from one domain with those in another domain. Let X, Y ε U be universal sets. 
Then, R  = {((x,y), µR (x,y))│(x,y) ε X × Y } is a fuzzy relation of X × Y. A fuzzy 
relation is a fuzzy subset in the Cartesian product of universe. A convenient way of 
representing a relationship is by means of a matrix. The Cartesian product of two crisp 
sets X and Y, denoted by X × Y, is the crisp set of all ordered pairs such that the first 
element in each pair is a member of X and the second element is a member of Y. Such a 
set can be represented as X × Y ={x, y) │x €X, y €Y}. 
For example- 
X = {xi}, i =1, 2,... 
Y = {yj}, j = 1, 2,. ..  
A fuzzy relation R can be represented in the following way: 
R = {{ xi, yj }, R(xi, yj)}, i = 1, 2, ... ; j = 1, 2, ... 
Let X = {1, 2, 3} and Y = {1, 2, 3, 4}. 
A fuzzy relation R in X x Y has the following definition.  
R = Fuzzy relation 
[{{1,1},1},{{1,2},0.2},{{1,3},0.8},{{1,4},0}, 
{{2,1},0.6},{{2,2},1},{{2,3},0.4},{{2,4},0.8}, 
{{3,1},0},{{3,2},0.7},{{3,3},0.3},{{3,4},0.5}}], Universal Space   {{1,3}, {1,4}}  
This relation can be represented as a membership matrix as follows: 
 
Matrix form = 










5.03.07.00
8.04.016.0
08.02.01
 
 
2.3.3 Fuzzy expert system 
 
A fuzzy expert system uses a collection of fuzzy membership functions and rules 
instead of Boolean logic to reason about data. The set of rules in a fuzzy expert system 
is known as the rule base.  
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Figure 2.7 Structure of a fuzzy logic expert system 
 
 
2.4 Developing a deterioration model for timber bridges 
 
Aging timber bridges require high accumulated maintenance costs which can be many 
times greater than their initial cost. The accurate prediction of the future condition of 
timber bridge elements is essential for optimisation of maintenance activities. 
Infrastructure managers need realistic and effective deterioration models for condition 
assessment to optimise the repair, maintenance management process and for the 
prioritisation of work over the life cycle of a given timber bridge.  
 
2.4.1 Review of current practices in relation to deterioration prediction of 
timber bridges 
 
A variety of non-destructive evaluation (NDE) techniques have been used to determine 
the condition of aging timber bridges. The following are non-destructive evaluation 
techniques used for timber bridges. 
• Visual inspection 
Visual inspection is the simplest NDE technique and may be the first step in 
assessing a timber bridge. An experienced inspector can quickly develop a 
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qualitative assessment of the relative structural integrity of individual elements 
by visual inspection. By visual inspection, obvious deficiencies can be easily 
identified, including external damage, decay, crushed fibres in bearings, creep 
or presence of severe checks and splits. Visual inspections are simple and very 
useful but have definite limitations, including the inability to detect decay in the 
early stages, limited access and increased error in interpretation. The results are 
qualitative rather than quantitative. The method can only detect deterioration 
mechanisms which have direct external signs. It is subjective and highly 
dependent on the expertise of the inspector. 
• Stress wave 
Stress wave timing has been used to determine if decay is present in timber 
elements and to measure early, moderate to severe decay in timber elements. If 
the element dimensions are known, stress wave timing can be used to locate 
decay in timber elements, since stress waves travel more slowly through 
decayed timber than sound timber. Longer stress wave times give the potential 
decay locations by measuring stress wave times at incremental locations along 
the member. 
• Ultrasonic 
Ultrasonic inspection involves analysis of the characteristics of high frequency 
(f > 20 KHz) stress waves propagating through the timber. Ultrasonic inspection 
techniques have been used to detect strength-reducing defects such as knots, 
slope of grain and decay in timber elements by simple measurement of pulse 
travel time. Relative ultrasonic wave velocity measurements are used to identify 
locations of moderate to advanced decay. Ultrasonic detection of decay and 
other defects is primarily effective in relatively small regions of timber elements 
because high frequency stress waves attenuate significantly over relatively short 
distances in timber. This limits the usefulness of ultrasonic field inspection for 
large cross sections in heavy timber structures. 
• Drill resistance 
Drill resistance is a quasi-non-destructive test, because a small diameter (1.5 mm 
- 3 mm) hole remains in the specimen after testing. This hole can be sealed to 
prevent access for agents of decay and has only negligible structural effects. 
Drill resistance is a technique that inflicts minimal damage while giving 
information on the internal condition of timbers. Drill resistance is determined 
by measuring the power required to drill through the material. Plotting drill 
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resistance versus drill tip depth results in a drill-resistance profile that can be 
used to evaluate the internal condition of a tree, buildings and bridges and the 
locations of various stages of decay. A drill bit is advanced at a constant speed 
and the torque required to maintain the speed corresponds to the resistance 
which can be correlated to the wood density. Since the drill resistance is 
recorded with respect to the penetration depth, totally decayed timber offers no 
resistance. Therefore the drilling profile appears as a zero flat line (Tannert et 
al., 2009). 
• Radiography 
Radiographic techniques can be used in both the laboratory and under field 
conditions to estimate wood density and to investigate wood degradation due to 
fungal attack. The density determined radio-graphically corresponds well to 
gravimetrically determined density and decay (Bucur et al., 1996). 
• Microwave/Ground penetrating radar 
Ground penetrating radar (GPR) has been found to be the most reliable method 
for locating internal defects and for detecting decay in aging timber structures. 
GPR helps to locate various defects such as piping, rot and cracking successfully 
(Muller, 2002). 
• Vibration 
Several researchers have examined the use of vibration techniques to physically 
determine the condition of a material or structure. The theory is that all the 
materials have a natural frequency at which they will vibrate and any significant 
deviation from this theoretical frequency is an indication of possible damage in 
the member (Emerson et al., 1998). 
 
2.4.2 Deterioration techniques used for concrete bridges 
 
To date no deterioration model has been reported in the literature for timber bridges for 
prediction of the future condition over the service life. Hence, the deterioration models 
of concrete bridges are examined in this section with the aim of identifying possible 
modelling techniques for timber bridges. 
The approaches used to develop deterioration models for concrete bridge elements are 
categorised into two groups as follows: 
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• Deterministic approaches 
Deterministic deterioration models assume that the relationship between future 
performances of the bridge over time is certain. Deterministic approaches use statistical 
and non-linear regression analysis of data to determine deterioration rates. However, 
these models fail to consider the uncertainty and randomness of the bridge deterioration 
process. The regression function obtained by regression analysis on historical bridge 
data is commonly used in a deterministic model (Veshosky et al., 1994). 
The deterministic methods used to calculate deterioration rates are: 
o Average ∆T for transition of states curves - Average duration (∆t) at each 
condition state is determined statistically. 
o Average of ratings curves - Average condition ratings are determined for 
different ages of an element to obtain the deterioration curve. 
o Minimum of ratings curves - The minimum condition ratings of a 
particular element are plotted as a function of age to obtain the 
deterioration curve. 
o Ordinary least square approach - Condition rating is obtained as a 
function of different factors affecting bridge element deterioration using 
least square minimisation.  
 
Deterministic approaches have been widely used by Yanev (1996, 1997, 1998) and 
Yanev and Chen (1993). 
 
• Stochastic approaches 
Stochastic models capture the uncertainty and randomness of the facility deterioration 
process as one or more random variables. Two types of discrete state probabilistic 
models have been used for infrastructure facility deterioration prediction (Mishalani and 
Madanat, 2002). 
» State based models predict the probability that the facility will undergo a change 
in condition state at a time (ex-Markov and semi-Markov processes). 
» Time based models predict the probability distribution of the time taken by an 
infrastructure facility to change its condition state (ex-Weibull distribution based 
approach). 
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Markov Chains 
Markov Chains are used to predict the deterioration rate of bridge elements by defining 
discrete condition states and accumulating the probability of transition from one 
condition state to another over multiple discrete time intervals.  
 
Discrete time Markov Chain 
Parzen (1962) defined a discrete time Markov process as a stochastic process which 
means the future process only depends on the present and not on the past. A discrete 
time Markov Chain is one in which the defining random variables are observed at 
discrete points in time. A Markov process with a discrete space is called a Markov 
chain. Transition has occurred only when the Markov process goes from state ‘i’ to ‘j’. 
If an element is in state ‘i’, there is a fixed probability ‘Pij’ of it is going into state ‘j’ 
after the next time step. ‘Pij’ is called as a “transition probability”. The probabilities of 
transition from one condition to another are represented in a matrix of order [n × n], that 
is called the transition probability matrix (P), where ‘n’ is the number of condition 
states. Transition probabilities (Pij) should satisfy two conditions. 
1. Pij ≥ 0  for i,j =1,2,….,k     (2.2)  
2. ∑
=
k
ij
Pij  ≤ 1         (2.3)  
The conditional probability statement of Markovian property for a single step transition 
probability ‘Pij’ from state ‘i’ to state ‘j’ is defined as follows: 
Pr { Xt+1 = j  |  X0=k0, X1=k1,….,Xt=i} = Pr { Xt+1 = j | Xt=i } (2.4) 
 
where present state at time ‘t’ is ‘i’, Xt= i and next state at time‘t+1’ is ‘j’; Xt+1=j 
The n-step transition matrix can be derived as follows:  
 P[X(tn)] = P[X(0)]P n       (2.5)  
 
where ‘P[X(tn)]’ is the state probability matrix at time ‘tn’,  
‘P[X(0)]’ is the initial state probability matrix and  
‘P’ is the transition probability matrix.   
 
Proper calibration and testing of the state-based Markov models require at least three 
sets of data for three consecutive periods (Madanat and Ibrahim, 1995). The main task 
in calibrating Markov models is estimating the transition probability matrix from 
condition data. The problems of estimating transition probabilities of state-based 
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deterioration models have been addressed by several researchers. The challenge in 
developing a Markov deterioration model is the limited availability of detailed 
inspection data. Condition data collected using discrete condition rating schemes are 
often inadequate to develop deterministic deterioration models. A literature review was 
therefore carried out to find different methods for the calculation of the transition 
probabilities for all types of infrastructure facilities. Different calibration techniques 
have been used to handle the problem of scarce data. Calibration techniques are 
classified according to the data type, whether they are regular or snapshot (Tran, 2007). 
The calibration techniques used for state-based Markov models with regular data are: 
o Combination of Incremental Model and Ordered probit model (Madanat et al., 
1995) 
o Percentage prediction method 
o Poisson distribution 
o Negative binomial distribution 
 
Combination of Incremental Model and Ordered probit model  
Madanat et al. (1995) used the ordered probit model to construct an incremental discrete 
deterioration model in which the difference in observed condition rating is an indicator 
of the underlying latent deterioration. This model is used to compute the non-stationary 
transition matrix. An incremental deterioration model predicts the deterioration of a 
facility during a period of time. The dependent variable (Zn) in an incremental 
deterioration model is the difference between the condition states of facility n observed 
in two consecutive inspections. A different incremental deterioration model is 
developed for every condition state in realisation of different mechanistic deterioration 
processes. For a given condition state, i, Zm can be any integer value greater than or 
equal to zero and less than or equal to i. The dependent variable, Zm, is an indicator of 
the change in the latent performance of facility n taking place during the same 
inspection period. This change in latent performance, Um is a function of exogenous 
variables, Xn , such as age, cumulative traffic ,wearing surface type and environmental 
factors. Um can be defined as the latent deterioration and is represented by a random 
variable. The relationship between Um and Zm is governed by several thresholds, ijγ  
along the scale of Um. If the random variable Um falls between the two thresholds ijγ  
and )1( +jiγ , then the change in condition rating, Zm is equal to j. Therefore, the transient  
probability from state i to state i-j is equal to the probability of Um  falling between  ijγ  
                      32 
and )1( +jiγ .This probability is given by the area under the probability density function of 
the random variable Um  bounded by ijγ  and )1( +jiγ . 
 Mathematical model 
Um is the latent deterioration for a facility n in state i for a unit time period. Um is 
assumed to be a continuous unobserved variable varying between zero and ∞ . A latent 
incremental deterioration model is specified for each condition states i by a linear 
relationship between the latent deterioration Um and a set of observable exogenous 
variable as follows: 
Log (Um) = mni X εβ +       (2.6)  
where iβ  = a vector of parameters to be estimated; Xn = a vector of exogenous variable 
for facility n and mε = random error term. 
The use of the logarithm of Um as the dependent variable guarantees that latent 
deterioration (Um) is positive. This relationship cannot be directly estimated since Um is 
unobservable. What is observed are the condition ratings. The change in condition 
ratings Zm (the indicator of Um) is used in estimating the deterioration model. The 
parameters 0iγ , 1iγ …………………. )1( +jiγ  represent the thresholds that map the 
continuous values of Um into the discrete values of Zm, where 0iγ = 0 and 
∞=+ )1( jiγ . The change in condition state, Zm between two inspections is j, if the 
latent deterioration in that time period is between thresholds ijγ  and )1( +jiγ . That is 
 Zm = j if  ijγ ≤ Um < )1( +jiγ     for j=0,………i  (2.7) 
This relationship can be rewritten as follows: 
 Zm =j if  log ijγ - nijimni XX βγεβ −≤≤ + )1(log      for j=0,………i 
It is assumed that mε  has a normal cumulative density function given by F( mε ). The 
transition probability from state i to state i-j for a facility during an inspection period is 
the probability that the change in the condition state, Zm  is equal to j. This probability is 
equal to the area under the density curve F( mε ) between thresholds niij Xβγ −log  and  
 is given by 
)(log)(log)( )1( niijnijim XFXFjZp βγβγ −−−== +       for j = 0………..,i 
)()()( )1( niijnijim XFXFjZp βδβδ −−−== +
        (2.8)  
where ijij γδ log=  
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Based on this expression, the maximum likelihood estimation (MLE) procedure is used 
to estimate the value of the parameter vector βi and of the 
thresholds 1iγ , 2iγ …………………. ijγ simultaneously. The likelihood function of the 
ordered probit model for condition state i is the following: 
∐∐
i
nj
N
n
i
j
d
mi jZpL
1
1
0
* )(
=
−
=
==
      (2.9) 
where Ni = total number of facilities that are in state i in the sample and dnj = a dummy 
variable that equals 1 if Zm = j and 0 otherwise. Once the parameters of the (k-1) 
incremental deterioration models are estimated by maximising the sLi
*
, the (k-1) models 
can be used to compute transition probabilities as a function of age, traffic volumes, 
maintenance action and other exogenous variables. Each of the (k-1) models is used to 
compute one row of the transition matrix. (k-1) models are needed since the last row 
consists of a probability of 1 in the kk entry and 0 in all the rest. Transition probabilities 
from each condition state i are computed for any group of facilities by using a sample 
enumeration procedure (Ben-Akiva and Lerman, 1985). Two steps are involved. First 
the transition probabilities for each facility in the sample are computed as follows: 
)(),0( 1 niin XFiXjp
∧∧∧
−== βδ
 
)()(),1( 12 niiniin XFXFiXjp
∧∧∧∧∧
−−−== βδβδ
 
)()(),2( 23 niiniin XFXFiXjp
∧∧∧∧∧
−−−== βδβδ
 
 
)(1),( niiin XFiXijp
∧∧∧
−−== βδ
 
where ),(
^
iXijP n=  = transition probability from state i to state (i-j) for a facility with 
attribute vector Xn.    
                                                             
Percentage prediction method 
The percentage prediction method is quite simplistic and can be obtained directly from 
the condition data. 
The probability ‘Pij ’ of transition in bridge element condition from state ‘i’ to state ‘j’ 
can be estimated using the following equation (Jiang et al., 1988). 
Pij  =nij  / ni        (2.10) 
where ‘nij’  is the number of transitions from state ‘i’  to state ‘j’ within a given time 
period and ‘ni’ is the total number of elements in state ‘i’ before the transition. 
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Poisson Regression Model 
The Poisson regression model can be used to describe events that occur both randomly 
and independently over time (Lerman and Gonzales, 1980). Madant and Ibrahim (1995) 
used the Poisson regression model to construct a discrete incremental deterioration 
model where the dependant variable is the number of drops in condition state in one 
inspection period. They used this model to compute the elements of the transition 
matrix of bridge decks. 
Different incremental deterioration models are estimated for different condition states to 
realise the different mechanistic deterioration process. For example, the extent of 
chloride content is the major indicator of deterioration for new or relatively new bridge 
decks, but the extent of spalls and delamination is the primary indicator of deterioration 
for moderate and extensive deterioration. 
The number of drops in condition state within an inspection period follows a Poisson 
distribution. 
For condition state i, the number of drops in condition state of facility n within an 
inspection period is given by the following Poisson probability mass function: 
!
)( jjzp
j
m
m
m λλℓ
==            j=0, 1, 2,………………i   (2.11) 
   i =1, 2,……k-1 
where 
mλ = the conditional mean of the Poisson distribution for the deterioration rate of  
facility n in condition state i. 
  j = number of drops in condition state in one inspection period. 
 
An explanatory variable Xn is used to express the deterioration rate as a function of age, 
incremental cumulative average daily traffic, wearing surface type and environmental 
factors. 
The relationship between the conditional mean of the Poisson distribution (
mλ ) and the 
explanatory variables (Xn ) follows an exponential function as follows: 
mλ = ni
X
e
β         (2.12) 
where  βi = a vector of parameters to be estimated. 
Xn = a vector of exogeneous variables for facility n. 
Maximum likelihood estimation (MLE) is used to estimate the value of the parameter 
vector βi. 
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The likelihood function of the Poisson regression model for condition state i is as 
follows: 
∏
=
=
N
n m
z
m
i Z
L
mm
1 !
*
λλℓ
*
i
L         (2.13) 
where Zm is a random variable that takes a maximum value equal to i. 
Once the parameters of the incremental deterioration models are estimated by 
maximising all L *i , transition probabilities can be computed as a function of time, traffic 
volumes, maintenance actions and other exogenous variables. 
Since the numbers of condition states are k, (k-1) models are needed since the last row 
consists of a probability of 1 in kk entry and 0 in all the rest. Each of the (k-1) models is 
used to compute the elements of one row of the transition matrix. Transition 
probabilities for each condition state are computed using a sample enumeration 
procedure (Ben-Akiva and Lerman 1985). The transition probabilities for each facility 
in the sample are computed as follows: 
!
)()(
,
^
jXjzp
j
m
inm
m λλℓ
==         j= 0, 1, 2,………………i  (2.14) 
where 
Λ
p (zm =j│ Xn,i) = the transition probability from state i to state i-j for a facility 
with attribute vector Xn. 
Average transition probabilities are used for network-level optimization methods. The 
individual probabilities are aggregated over the desired groups of facilities to obtain 
average transition probabilities. 
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= transition probability from state i to state (i-j) for group g, where a group 
typically consists of facilities of the same class, structural type, geographic area and 
design specifications; Ng = total number of facilities groups. 
 
Negative Binomial Regression Model 
Madanat and Ibrahim (1995) introduced a disturbance term in the parameter of the 
Poisson distribution since the variance of the random variable is equal to the mean, but 
in real world problems the variance of the data is substantially greater than the mean. 
The new parameter of the Poisson distribution is a random variable that can be written 
as a function of an exogeneous variable as follows: 
)( nni x
m
εβλ ℓ=       (2.16) 
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where nε = random error term representing the effect of omitted explanatory variables. 
A negative binomial probability mass function is as follows: 
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where (Γ  ) = gamma function and iα = natural rate of “over dispersion” 
The parameter vectors βi and αi can be estimated simultaneously using the maximum 
likelihood procedure. The likelihood function of the negative binomial model for 
condition state i is as follows: 
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The parameters of the incremental deterioration models are estimated by maximising all 
*
i
L
. 
The transition probabilities from condition state i are computed using a sample 
enumeration procedure. 
 
The calibration techniques used for state-based Markov models with snapshot data are: 
o Regression-based optimisation method 
o Bayesian Markov chain Monte Carlo Simulation 
o Non-linear optimisation technique 
 
The Regression-based optimisation method 
The regression-based optimisation method is the most commonly-used approach in 
estimating transition matrices for different types of facilities, such as pavements and 
bridges (Bulusu and Sinha, 1997). This method uses a non-linear optimisation function 
to minimise the sum of absolute differences between the regression curve that best fits 
the condition data and the conditions predicted using the adopted Markov chain model. 
The objective function and the constraints of this optimisation problem can be 
formulated as follows (Madanat et al., 1995). 
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Minimise ∑
=
N
1n
|Yn (t) – E (tn , P ) |     (2.19) 
subject to       0 ≤ Pij ≤ 1  for i, j =1,2,….,k 
   ∑
=
k
i 1
Pij =1 
where ‘N’  is  total number of facilities. 
 ‘Yn (t)’  is expected value of facility ‘n’ at age ‘t’ using the regression model. 
 ‘P’ is transition probability matrix. 
 ‘Pij ‘ is probability of transition from state ‘i’  to state ‘j’. 
'E (tn , P)’ is expected condition of facility ‘n’ at age ‘t’ using the transition  
probability matrix ‘P’. 
 ‘k’ is maximum value for the bridge condition rating 
 
Bayesian Markov chain Monte Carlo Simulation 
The Markov chain Monte Carlo (MCMC) method has enjoyed an enormous upsurge in 
interest over the last few years as a computer intensive statistical tool. The Bayesian 
theorem has been widely used to estimate random variables via their conditional 
distribution in many engineering problems (Brooks, 1998). It is formulated as follows: 
  
P(θ │D) = 
∫ θθθ
θθ
dPDP
PDP
)()(
)().(
       (2.20) 
 
where  θ     is a random variable whose value is to be  
    estimated 
D  is a random variable whose value or probability 
distribution is known. 
)( DP θ   is posterior distribution of  θ  given D which 
relates to  θ  via a model. 
P(D )θ   is the likelihood to observe D given unknown θ   
or the sampling distribution of D given known  θ  
P(θ )   is prior probability of θ  
∫ θθθ dPDP )()(  always results in a value 
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A Bayesian approach is used to identify the parameters of the Markov model that 
produce outcomes that are consistent with the available data. Micevski et al. (2002) 
used the Bayesian approach for storm water pipe deterioration to calibrate the Markov 
model. The set of observed pipe conditions y = {y1,….yn) is hypothesised to be a 
random realisation from the Markov probability model M, with the probability mass 
function ),( Myf θ , where θ  is the unknown model parameter vector. ),( MYf θ  is the 
likelihood function because the data y is known and inference is sought on parameter θ . 
The parameter vector θ  is estimated by using Bayesian inference. Bayesian inference 
considers the parameter vector θ  to be a random vector whose probability distribution 
describes what is known about the true value of θ . Prior to the analysis of the data y, 
knowledge aboutθ , given the model M, is summarised by the probability density 
function )( MP θ . This is known as the prior density and can incorporate subjective 
belief about θ . Bayes theorem is then used to revise, using the information contained in 
y, what is known about the true value of θ . 
p (θ │y, M)   = 
∫ θθθ
θθ
dMpMyf
pMyf
)(),(
)().,(
 = )(
)().,(
Myp
MpMyf θθ
  (2.21) 
where p(θ │y, M) = posterior density summarising the current knowledge of the true 
value of θ , given the observed data y and the model hypothesis M, and p(y│M) = 
marginal likelihood function. Note that p(y│M) is independent of θ . Thus, the posterior 
density is proportional to likelihood function times prior density. 
 Metropolis –Hasting Algorithm (MHA) 
The Metropolis –Hasting Algorithm has been used to calibrate the Markov model 
(Micevski et al., 2002). The MHA is a member of the Markov chain Monte Carlo 
(MCMC) methods (Gelman et al., 1995). MCMC methods must first be allowed to 
converge to a stationary distribution which is by design the posterior distribution. Once 
the convergence has been achieved, the MCMC samples are sampled from the posterior 
distribution. At each iteration, a trial parameter is sampled from a proposal distribution, 
and although the proposal distribution is arbitrary, good performance requires the 
selection of a distribution that approximates the posterior. This trial parameter is then 
subjected to an acceptance test based on a random draw from a uniform distribution. If 
it is accepted, the Markov chain moves to this trial parameter, otherwise the chain 
remains at its current position. The initial starting value for the MHA is the parameter 
set that maximises the posterior and is obtained using the Shuffled Complex Evolution 
(SCE) method (Duan et al., 1993). 
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A non-informative uniform prior distribution is assigned to the transition probabilities 
Pij. The logarithm of the likelihood function is as follows: 
)log(),(log
1
4
1
t
j
N
t j
t
j pnMyf ∑∑
= =
=θ
     (2.22) 
where t= pipe age in years; N=maximum age reported in the data set and tjn = number 
of pipes in condition j at age t. 
 
Non-Linear optimisation technique 
Tran (2007) used non-linear optimisation technique to calibrate the Markov model for 
storm water pipe. The optimisation technique is based on the Generalised Reduced 
Gradient nonlinear optimisation code developed by Lasdon of the University of Texas 
at Austin and Waren, Cleveland State University. 
 
Semi-Markov process 
A semi-Markov process is a class of stochastic process which moves from one state to 
another with the successive states visited forming a Markov chain and which stays in a 
particular state for a random length of time. The distribution depends on the state and on 
the next state to be visited (Ross, 1970).  
The semi-Markov process is governed by two different and independent random-
generating mechanisms.  
1. The probability of moving from state i to state j in the next transition is 
specified by the transition probability Pij.  
2. The process stays in the current state i for a duration Tij   which is dictated by the 
holding time probability density function hij(t).  
For discrete time models hij(m) will be used in place of hij(t). 
P’={P’ij}         i=1,2,……N;   j-1,2,…….N 
H(t) ={hij(t)}   t ≥0 
P’ij=1 for j=i+1 and p’ij=0 for all other values of j except the final state, N. 
It is assumed that the last state N is an absorbing state and thus P’NN is 1.The transition 
matrix is given below: 
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The holding times hii+1(m),  i = 1,2……N-1 are geometrically distributed. 
A complete formulation of the semi–Markov model has been presented by Howard 
(1971), and his formulae have been adapted to suit the bridge deterioration process by  
Ng and Moses (1998) as follows: 
)(tpi   = pi  (0) × {ψij(t)}      (2.23) 
{ψij(t)} is the interval probability matrix much like the interval probability matrix {Pij}m 
in the Markov model. 
{ψij(t)} is the probability that the process will occupy state j at time t given that it 
entered state i at time zero. The time at which the first real transition occurs is τ , τ <t. 
The process moves to state j in the remaining time (t-τ ). The interval probability is 
given as follows: 
ψij(t) = ττψτ dth ji
t
ii )()( ,1
0
1, −++∫     j ≠ i    (2.24) 
If the process remains in state i throughout the time t then τ >t .The interval probability 
is thus the complementary of the probability that the process will move out of the 
current state within time t. 
ψij(t)=1- )(1 thii+∈    j = i 
Where )(1 thii+∈  is the cumulative distribution function of the holding time. 
 Derivation of holding time distribution 
Time to state i (Ti) 
The current performance and the corresponding age when the performance is observed 
are required for this purpose. The time to reach each state (from state i) can be derived 
by successively defining failure as the performance states i = 2,3,…N. The time to reach 
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a state is taken as the failure time. When at the time of observation, a bridge reaches the 
performance state then the observation is considered as a complete observation and it 
does not reach the exact condition, it is considered as right-censored. Further, if a bridge 
has already surpassed the state at the time of observation it is left-censored. Right- 
censored observation indicates that the failure time of the bridge extends beyond its 
present age. In the left-censored case, the failure time is less than or equal to the age.  
Holding time 
In the case of a difference of two arbitrary random variables z = X-Y, the PDF of Z is 
given by 
Fz(Z) = dxzxxf YX ),(, −∫
∞
−α
   or  dyyzyf yx ),(, +∫
∞
−α
  (2.25) 
The joint distribution of X and Y is given by 
),().(),(
,
yxfyfyxf yxyyx =
      (2.26) 
in which )( yxf yx  is the conditional distribution of X given Y. The PDF of Z is thus 
given by 
∫
∞
−−=
z
yxyz dxzxxfzxfzf ),().()(   x>z   (2.27) 
The random variable z from the PDFs of x and y is derived by treating the counting 
process as a quasi-Weibull process. A Weibull process is defined as a non-
homogeneous Poisson process (NHPP) with an intensity function equal to the Weibull 
hazard function (Engelhardt and Brain, 1978). For a Weibull process the conditional 
occurrence time of the second event, given the occurrence time of the first event, 
follows a truncated Weibull distribution with truncation point at the first occurrence 
(Engelhardt and Brain, 1978). Accordingly, the conditional density function for a 
Weibull process is 
]exp[
]exp[.)(
1
k
kk
yx y
xkxyxf
α
αα
−
−
=
−
 0<y<x< ∞    (2.28)  
where Y is Weibull distributed with parameters ),( 11 kα  and x is Weibull distributed 
with parameters ),( 22 kα . It is assumed that the counting process of the number of 
transitions follows a quasi-Weibull process with the conditional distribution )( yxf yx  is 
given by 
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=
−
 0<y<x< ∞    (2.29) 
Eq (2.29) is modified from Eq (2.28). Using Eq (2.27) the following expression is 
obtained for the PDF of Z. 
=)(zf z ∫
∞ −−
−−
−−−
z
k
kkk
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zxxzxkk
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∞
−− αααα
         (2.30) 
By letting Y = Ti   and X = Ti+1 , the PDFs of the holding time, hi+t(t) for i = 1,2,3,….N 
can be computed using Eq. ( 2.30). 
 
Weibull distribution-based approach 
The Weibull distribution-based approach is modelled by Weibull distribution, assuming 
that the variable Ti, i = 7, 6,……1, which represents the duration in number of years that 
an element stays in a particular condition rating is a random variable. The probability 
P(Ti >t) that exceeds t years is called the survival function of Ti  and is denoted by  
Si (t) = 
i
i
t
e
β
η )(− t.>0, βi >0, ήi > 0, i = 7, 6, 5,   ,1   (2.31) 
The duration in number of years that an element stays in a particular condition rating 
(Ti) is assumed to comprise a random sample from the Weibull distribution for each 
condition rating. βi and ήi can be estimated by analysing each such sample. The 
parameters βi and ήi are called shape and scale parameters respectively. Failure or 
hazard rate can be determined by the shape parameter. For decreasing failure or hazard 
rate (βi < 1), constant (βi = 1), or increasing (βi > 1). The longer an element has been in 
a one condition rating, the more likely it will transfer to the lower condition rating faster 
than that element staying for a shorter period. Distributions of durational phenomena are 
typically skewed and most frequently used distributions for such data are the Weibull 
and lognormal. 
Delisle et al. (2004) have shown that the Weibull distribution generally provides the 
best overall fit for infrastructure deterioration data. They have obtained β6 and ή6 for 
condition rating 6 (CR6) for structural deck elements as 1.2 and 27.3 respectively. 
The probability that a bridge deck in CR6 for more than 10 years can be estimated using 
Equation (2.31) as follow: 
S6 (10) = 2.1)3.27/10(−e = 0.74     
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Hence the probability that a bridge deck will transition to CR5 for less than 10 years is 
1-0.74=0.26. 
Similarly the probability of deck elements in CR6 for more than 10 years remaining in 
CR6 for another 20 years can be estimated as follows: 
)10(
)30(
6
6
S
S
= 2.1
2.1
)3.27/10(
)3.27/30(
−
−
e
e
=0.33/0.74 =0.45 
Hence the probability that bridge deck elements in CR6 for more than 10 years will 
transition to CR5 within another 20 years is 1-0.45=0.55. 
Mean Ti for condition rating i is calculated by 
E (Ti) = ήi
iβ
11( +Γ  )       (2.32) 
Where Γ  is the Gamma function. The mean durations for different condition ratings are 
obtained cumulatively as CR7 to CR6 = E(T7) and CR7 to CR4 = E(T7) + E(T6) E(T5). 
While the bridge element stays in ith condition rating, some percentage of the element 
will transition to (i-1)th  condition rating. The duration in which p% of an element will 
move to lower condition rating can be calculated as follows:  
 tp= [ ] ip βη 1)1ln( −−        (2.33) 
For example, T5 for CR5 to CR4 is  23 years and t25% = 11years. This means 25 % of the 
element will transition to CR4 within 11 years. 
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2.5 Conclusions 
 
The preceding review of published work has indicated that the development of a 
diagnostic tool to diagnose causes of deterioration using external signs of distress can be 
achieved using a fuzzy logic approach. The typical causes of deterioration and signs of 
timber bridge elements can be developed into a rule base, which can then be formally 
structured using the fuzzy logic approach. 
 
The literature review has indicated that the following are needed to develop a fuzzy 
logic based diagnostic tool: 
• Case studies to develop rule bases 
• Rule bases 
• Variable status matrices 
• Membership functions 
• Fuzzy inference 
• Expert consultation 
• Case studies to validate the expert system 
 
Most common methods of condition rating of timber bridge elements utilise a discrete 
condition rating regime. Due to the high variability of condition data, a stochastic 
process based on Markov chains was initially considered for deterioration prediction. 
 
The review of literature has identified various forms of Markov chain models and 
methods of calibration. The specific methods adopted in Chapter 5 were selected based 
on the type of condition data available from the industry. 
 
The literature review has indicated that a diagnostic tool can be developed using the 
fuzzy logic approach and the deterioration prediction model can be developed using the 
Markov chain approach. 
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CHAPTER 3: A FUZZY LOGIC MODEL TO PREDICT 
DETERIORATION MECHANISMS 
AFFECTING TIMBER BRIDGES 
 
3.1 Introduction 
 
A major component of a management system for infrastructure is the method of 
diagnosis of signs of distress. Understanding failure mechanisms of timber bridges and 
the resulting signs of distress is an important part of the development of a management 
model. This chapter describes the application of a fuzzy logic-based method to develop 
a diagnostic tool for timber bridges to interpret external signs of distress. The developed 
model can be used to assist with proper diagnosis of distress in timber bridges. 
Components of the methodology are: 
• Identification of different distress mechanisms and the possible causes. 
• Classification of the relationship between the causes and the distress. 
• Development of rule bases and variable status matrices. 
• Establishment of fuzzy membership functions for the variable status matrices 
and the degree of confirmation of the user about their input. 
• Development of the diagnostic tool. 
 
3.2 Classifying the relationships between the distress and their causes 
 
Causes of different distress mechanisms were identified from the literature review, case 
studies and inspection manuals sourced from industry. Cause and effect diagrams have 
been used to classify the relationships between the distress and their causes.  
 
3.2.1 Cause and effect diagram 
 
The cause and effect diagram is a tool for capturing all the possible causes for a 
particular effect, sometimes called an Ishikawa or “fishbone” diagram. It graphically 
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illustrates the relationship between a given outcome and all the factors that influence 
this outcome. Cause and effect diagrams combined with the fuzzy logic approach have 
been used to identify defects in concrete structures (Chao and Cheng, 1998; Venkatesan 
et al., 2008a). This approach can be used to identify the distress mechanisms in timber 
bridges as follows: 
 
The cause parameters can be divided into “Primary” (p), “Secondary” (s) and “Tertiary" 
(t) levels. Primary level parameters are denoted by V={V1, V2,... Vi …., Vn}, secondary 
level parameters are denoted by Vi={Vi1, Vi2,… Vij….., Vim} and tertiary level 
parameters are denoted by Vij={Vij1, Vij2,… Vijk….., Vijl}.  
 
 
Figure 3.1 Cause and effect diagram of distress mechanisms affecting timber 
bridges 
 
3.2.2 Causes of primary level 
 
Primary level of causes identified from the cause and effect diagram of distress 
mechanisms affecting timber bridges (as shown in Figure 3.1) were: 
• Elements (V1) 
Major elements of timber bridges which are subjected to early distress were 
identified through an extensive literature review. The elements represented in 
deterioration rule bases were selected for inclusion in the expert system. 
 
• Environment (V2) 
Environmental causes of distress in timber bridges which were identified in the 
literature review are: 
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o Temperature 
o Moisture 
o Rainfall 
Relating these causes with each distress mechanism is more difficult than relating 
the causes of observed behaviour with different locations in Australia. Hazard zones 
for termite attack (as shown in Figure 3.2), decay (as shown in Figure 3.3) and 
marine borers (as shown in Figure 3.4) identified in the literature review suggest the 
use of different locations in Australia to include environmental causes on timber 
bridge elements is more practical rather than dividing the causes into rainfall, 
moisture and temperature. Different locations in Australia are further divided into 
mountainous, marine and coastal regions to include the environmental impacts on 
other distress mechanisms. 
 
 
 
(From National Association of Forest Industries, 2003) 
Figure 3.2 Termite hazard map 
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Note - Zone G is the most hazardous zone 
 
 
(From Leicester et al., 2009) 
 
Figure 3.3 Decay hazard map 
 
 
 
 
 
 
                                     
 
 
 
 
 
 
 
 
 
 
 
(From Nguyen et al., 2008) 
Figure 3.4 Marine hazard map 
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• Method of construction (V3) 
A cause identified in the literature under method of construction was “whether 
timber is treated or not”. Preservative-treated timber gives more resistance to attack 
by wood destroying fungi but such treatment does not afford the timber protection 
against weathering. Both untreated timber and treated timber used externally should 
be protected from the effects of weathering by the application of a coating or oil 
(The Australian Timber Database, 2010). There is a variety of treatments available 
and some treatments protect the timber against borers and / or termites; others 
protect against timber borers and decay (The Australian Timber Database, 2010). 
Different preservatives are used for different protection requirements which are 
based on the hazardousness of the exposure. Different Hazard Levels have different 
preservatives, different preservative penetration patterns and different preservative 
retention requirements (The Australian Timber Database, 2010). 
There are six levels of treatment. These are called hazard levels and relate to the 
hazards to which the timber is going to be exposed (see Table 3.1). 
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Table 3.1 Levels of Treatment - hazard levels (From The Australian Timber 
Database, 2010). 
Hazard 
Level Exposure 
Specific Service 
Conditions 
Biological 
Hazard Typical Uses 
H1 
Inside, above 
ground 
Completely protected 
from the weather and 
well ventilated and 
protected from 
termites 
Lyctid 
Borer 
Framing, flooring, 
furniture, interior 
joinery 
H2 
Inside, above 
ground 
Protected from 
wetting, Nil leaching 
Borers and 
termites 
Framing, flooring, 
etc., used in dry 
situations 
H3 
Outside, 
above ground 
Subject to periodic 
moderate wetting and 
leaching 
Moderate 
decay, 
borers and 
termites 
Weatherboard, 
fascia, pergola posts 
(above ground), 
window joinery, 
framing and decking 
H4 
Outside, in-
ground 
contact 
Subject to severe 
wetting and leaching 
Severe 
decay, 
borers and 
termites 
Fence posts, 
greenhouses, 
pergola posts (in-
ground) and 
landscaping timbers 
H5 
Outside, in-
ground 
contact, 
contact with 
or in fresh 
water 
Subject to extreme 
wetting and leaching 
and/or where the 
critical use requires a 
higher degree of 
protection 
Very 
severe 
decay, 
borers and 
termites 
Retaining walls, 
piling, house 
stumps, building 
poles, cooling tower 
fill 
H6 Marine waters 
Subject to prolonged 
immersion in sea 
water 
Marine 
wood 
borers and 
decay 
Boat hulls, marine 
piles, jetty cross 
bracing 
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Notes:  
1. Examples shown in this table are not exhaustive.  
2. Not all preservatives are suitable for all hazard levels.  
Australian Standards relating to treated timber and treated timber products (1604 
series) set out minimum preservative penetration requirements and minimum 
preservative retention requirements (The Australian Timber Database, 2010). 
Therefore, the method of construction cause was divided into only “whether timber 
is treated or not”, since it was assumed that in Australian practice, if the timber 
element is treated, the treatment is based on the hazards of the exposures which 
have different preservatives, different preservative penetration patterns and different 
preservative retention requirements.  
 
• Characteristics of deterioration (V4) 
A cause identified under characteristics of deterioration was the location of the 
deterioration. Locations of the deterioration are where the symptoms appear on the 
element. For example, the symptoms appear “on the top of the member” or “end of 
the member” or “beneath the cross head”. 
 
• Symptoms (V5) 
One of the causes identified in the literature is symptoms of deterioration such as 
discolouration - white and stringy, crushing etc. 
 
• Element position or location (V6) 
Element position or location is the exposure condition of the element at which the 
symptoms of deterioration appear, such as the element is “Under water” or “Above 
ground” or “Below ground”. If it is under water, it is further divided into “Zone 
between bed level and mean low tide level” or “Ground or bed level (at the mouth 
of the river)” etc. 
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Table 3.2 shows the causes of primary level defects identified through case studies and 
literature review. 
 
Table 3.2 Causes of primary level defects. 
 
Cause (p) 
 
Characteristic 
V1 
 
Elements 
 
V2 
 
Environment 
 
V3 
 
Method of construction 
 
V4 
 
Characteristics of deterioration 
 
V5 
 
Symptoms 
 
V6 
 
Element position or location 
 
 
 
Table 3.3 shows the secondary level categorisation of elements. 
 
Table 3.3 Elements (V1) 
 
Cause (s) 
 
 
Characteristic 
 
V11 
 
Deck 
 
V12 
 
Girder 
 
V13 
 
Corbels 
 
V14 
 
Pile 
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Table 3.3.1 shows the tertiary level categorisation of element for deck  
 
Table 3.3.1 Deck (V11) 
 
Cause (s) 
 
Characteristic 
V111 
 
Transverse timber planks 
 
V112 
 
Longitudinal timber distributor planks 
 
 
 
Table 3.4 shows the secondary level categorisation of environment. 
 
Table 3.4 Environment (V2) 
Cause (s) 
 
Characteristic 
 
V21 
 
Locations in Australia 
 
 
 
Table 3.4.1 shows the tertiary level categorisation of environment for locations in 
Australia. 
 
Table 3.4.1 Locations in Australia (V21) 
 
Cause (t) 
 
 
Characteristic 
 
 
V211 
 
New South Wales 
 
 
V212 
 
Queensland 
 
 
V213 
 
South Australia 
 
 
V214 
 
Tasmania 
 
 
V215 
 
Victoria 
 
 
V216 
 
Western Australia 
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Table 3.4.2 shows further categorisation of tertiary level environmental categorisation  
of New South Wales. 
 
Table 3.4.2 New South Wales (V211) 
 
Cause (t) 
 
 
Characteristic 
 
 
V2111 
 
 
Marine 
 
 
V2112 
 
 
Mountainous 
 
 
V2113 
 
 
Coastal 
 
 
 
Table 3.4.3 shows further categorisation of tertiary level environmental categorisation 
of Queensland. 
 
Table 3.4.3 Queensland (V212)  
 
 
Cause (t) 
 
 
Characteristic 
 
 
V2121 
 
 
Marine 
 
 
V2122 
 
 
Mountainous 
 
 
V2123 
 
 
Coastal 
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Table 3.4.4 shows further categorisation of tertiary level environmental categorisation 
of South Australia. 
 
Table 3.4.4 South Australia (V213)  
 
Cause (t) 
 
 
Characteristic 
 
 
V2131 
 
 
Marine 
 
 
V2132 
 
 
Mountainous 
 
 
V2133 
 
 
Coastal 
 
 
 
Table 3.4.5 shows further categorisation of tertiary level environmental categorisation 
of Tasmania. 
 
Table 3.4.5 Tasmania (V214)  
 
Cause (t) 
 
 
Characteristic 
 
 
V2141 
 
 
Marine 
 
 
V2142 
 
 
Mountainous 
 
 
V2143 
 
 
Coastal 
 
 
 
Table 3.4.6 shows further categorisation of tertiary level environmental categorisation 
of Victoria  
 
Table 3.4.6 Victoria (V215)  
 
Cause (t) 
 
 
Characteristic 
 
 
V2151 
 
 
Marine 
 
 
V2152 
 
 
Mountainous 
 
 
V2153 
 
 
Coastal 
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Table 3.4.7 shows further categorisation of tertiary level environmental categorisation 
of Western Australia. 
 
Table 3.4.7 Western Australia (V216)  
 
Cause (t) 
 
 
Characteristic 
 
 
V2161 
 
 
Marine 
 
 
V2162 
 
 
Mountainous 
 
 
V2163 
 
 
Coastal 
 
 
 
Table 3.5 shows the secondary level categorisation of method of construction. 
 
Table 3.5 Method of construction (V3)  
 
Cause(s) 
 
 
Characteristic 
 
 
V31 
 
 
Whether timber is treated or not 
 
 
 
Table 3.5.1 shows tertiary level categorisation of method of construction for whether 
timber is treated or not. 
 
Table 3.5.1 Whether timber is treated or not (V31)  
 
Cause (t) 
 
 
Characteristic 
 
 
V311 
 
Timber is treated 
 
V312 
 
Timber is not treated 
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Table 3.6 shows the secondary level categorisation of characteristics of deterioration. 
 
Table 3.6 Characteristics of deterioration (V4)  
 
Cause (s) 
 
 
Characteristic 
 
 
V41 
 
 
Location of the deterioration 
 
 
Table 3.6.1 shows the tertiary level categorisation of characteristics of deterioration for 
location of the deterioration. 
 
Table 3.6.1 Location of the deterioration (V41)  
 
Cause (t) 
 
 
Characteristic 
 
V411 
 
End of the member 
 
 
V412 
 
 
Top of the member 
 
 
V413 
 
 
Top of the member (particularly in the kerb region) 
 
 
V414 
 
Inside of the memer 
 
V415 
 
 
Mid span of the member 
 
 
V416 
 
Inside and along the member 
 
V417 
 
 
Beneath the cross head 
 
 
V418 
 
 
Along the nail 
 
 
V419 
 
At the exposed ends and interfaces with kerbs 
 
V41-10 
 
At the exposed outer ends of the surface 
 
V41-11 
 
External surface 
 
V41-12 
 
External surface-Above water level 
 
V41-13 
 
 
Ground contact areas 
 
 
V41-14 
 
Bearing area 
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Table 3.7 shows the secondary level categorisation of symptoms of deterioration. 
 
Table 3.7  Symptoms (V5)  
 
Cause(s) 
 
 
Characteristic 
 
V51 
 
Split  
 
 
V52 
 
Fracture of the timber 
 
 
V53 
 
Severe splitting and top rot 
 
 
V54 
 
Loss of timber section material alone 
 
 
V55 
 
Loss of timber section material and appearance of termite and/or mud walled 
tubes called galleries on the outside surface of the member and/or inside the 
 
V56 
 
Narrower and shorter tunnels on the surface and a wasted appearance or 
hourglass effect 
 
V57 
 
Crushing 
 
 
V58 
 
Sagging 
 
 
V59 
 
Delamination of the ply 
 
 
V5-10 
 
Small 5 to 10 mm diameter holes on the surface  
 
 
V5-11 
 
Cylindrical cavities with conical ends appear 
 
 
V5-12 
 
Discoloration-white and stringy 
 
 
V5-13 
 
Discoloration-dark brown and crumbly and/or cube or Alligator Patterns  
  
 
V5-14 
 
The girders were observed to have dropped below the level of the deck in 
some places 
 
V5-15 
 
Narrower and shorter tunnels on the surface and a wasted appearance or 
hourglass effect 
 
V5-16 
 
Pipe rot and a void will be seen around the pile 
 
 
V5-17 
 
Wear away 
 
 
V5-18 
 
Deflection 
 
 
V5-19 
 
Crack 
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Table 3.7.1 shows the tertiary level categorisation of symptoms for splitting. 
 
Table 3.7.1  Splitting (V51)  
 
Cause (s) 
 
 
Characteristic 
 
V511 Along the grain 
 
V512 
 
 
Diagonally across the grain 
 
 
 
Table 3.7.2 shows the tertiary level categorisation of symptoms for crack. 
 
Table 3.7.2  Crack (V519)  
 
Cause (s) 
 
 
Characteristic 
 
 
V5191 
 
Crack across the grain 
 
V5192 
 
Longitudinal cracks(Grade parallel to grains) 
 
 
Table 3.8 shows the secondary level categorisation of element position or location. 
 
Table 3.8 Element position or Location (V6)  
 
Cause (t) 
 
 
Characteristic 
 
 
V61 
 
Under water 
 
 
V62 
 
Above ground 
 
 
V63 
 
Below ground 
 
 
V64 
 
Ground level 
 
 
V65 
 
Submerged 
 
 
V66 
 
Exposed 
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Table 3.8.1 shows the tertiary level categorisation of element position or location for 
under water. 
 
Table 3.8.1 Under water (V61)  
 
Cause (t) 
 
Characteristic 
 
 
V611 
 
Zone between bed level and mean low tide level 
 
 
V612 
 
Ground or bed level (at the mouth of the river) 
 
V613 Well below ground level 
V614 Above normal water level 
 
 
3.2.2 Development of rule bases 
 
Rule bases were developed for each of the distress mechanisms based on the causes 
identified. It was observed that some variables in the rule base for a particular distress 
mechanism are not significant in the rule base defining another distress mechanism. 
Therefore, variables in each of the rule bases were developed by including all the 
variables contributing to a given mechanism. The developed rule bases were modified 
after consultation with Dr. Chi-Hsian Wang of CSIRO, an expert in the area. 
 
How the rule bases were developed using an example 
The figure 3.5 below shows the weathered cracks of transverse deck planks. 
 
 
Figure 3.5 Weathered cracks (Godfried Creek Bridge) (Barney, 2004) 
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• Causes for the distress mechanism of weathering are as follows: 
Element- Transverse deck planks 
Locations of the deterioration - At the exposed ends and interfaces with kerbs 
Visual symptoms - Loss of timber section material alone 
Element position or Location - Exposed 
 
Rule Bases – PILE 
 
Table 3.9.1 shows the rule base for termite attack on pile element. 
 
Table 3.9.1 Rule Base-Termite attack 
 
Causes 
 
 
Description 
 
Element (V1) 
 
Pile 
 
 
 
 
Locations in Australia (V21) 
 
 
 
 
New South Wales - Marine, Mountainous, 
Coastal 
Queensland - Marine, Mountainous, Coastal 
South Australia - Marine, Mountainous, 
Coastal 
Tasmania - Marine, Mountainous, Coastal 
Victoria - Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, 
Coastal 
 
Whether timber is treated (V31) 
 
Timber is not treated 
 
Locations of the deterioration (V41) 
 
External surface 
 
Visual symptoms (V5) 
 
 
 
Loss of timber section material and 
appearance of termite and/or mud walled 
tubes called galleries on the outside surface 
of the member and/or inside the member 
 
 
Element position or Location (V6) 
 
Above ground  or below ground 
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Table 3.9.2 shows the rule base for Scour, filling or siltation has occurred on pile 
element. 
 
Table 3.9.2 Rule Base -Scour, filling or siltation has occurred 
 
Causes 
 
 
Description 
 
Element (V1) 
 
Pile 
 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
New South Wales- Marine 
Queensland- Marine 
South Australia- Marine 
Tasmania- Marine 
Victoria- Marine 
Western Australia- Marine 
 
 
Whether timber is treated  (V31) 
 
Timber is not treated 
 
 
Locations of the deterioration (V41) 
 
Inside and along the member 
 
 
Visual symptoms (V5) 
 
 
Pipe rot and a void will be seen around the 
pile 
 
 
Element position or Location (V6) 
 
 
 
Under water 
Well below the ground level. 
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Table 3.9.3 shows the rule base for crustacean attack on pile element. 
 
Table 3.9.3 Rule Base-Crustacean attack  
 
Causes 
 
 
Description 
 
Element (V1) 
 
Pile 
 
 
 
 
Locations in Australia (V21) 
 
 
 
  
 
New South Wales- Marine 
Queensland- Marine 
South Australia- Marine 
Tasmania- Marine 
Victoria- Marine 
Western Australia- Marine 
 
 
Whether timber is treated  (V31) 
 
Timber is not treated 
 
 
Locations of the deterioration (V41) 
 
External surface 
 
Visual symptoms (V5) 
 
 
 
Narrower and shorter tunnels on the 
surface and a wasted appearance or 
hourglass effect 
 
Element position or Location (V6) 
 
 
Under water  
Zone between bed level and mean low tide 
level 
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Table 3.9.4 shows the rule base for teredo attack on pile element. 
 
Table 3.9.4 Rule Base-Teredo attack  
 
Causes 
 
 
Description 
 
Element (V1) 
 
Pile 
 
 
Locations in Australia (V21) 
 
 
 
 
 
New South Wales- Marine 
Queensland- Marine 
South Australia- Marine 
Tasmania- Marine 
Victoria- Marine 
Western Australia- Marine 
 
 
Whether timber is treated  (V31) 
 
 
Timber is not treated 
 
 
Locations of the deterioration (V41) 
 
External surface 
 
 
 
Visual symptoms (V5) 
 
 
 
Small 5 to 10 mm diameter holes on the 
surface 
 
 
Element position or Location (V6) 
 
 
 
Under water 
Zone between bed level and mean low tide 
level 
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Table 3.9.5 shows the rule base for over loading on pile element. 
 
Table 3.9.5 Rule Base-Over loading 
 
Causes 
 
 
Description 
 
 
Element (V1) 
 
 
 
Pile 
 
 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
 
New South Wales- Marine, Mountainous, 
Coastal 
Queensland- Marine, Mountainous, 
Coastal 
South Australia- Marine, Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous,  
Coastal 
 
 
Whether timber is treated  (V31) 
 
 
Timber is not treated 
 
 
Locations of the deterioration (V41) 
 
 
Beneath the cross head 
 
 
 
Visual symptoms (V5) 
 
 
Split 
Along the member 
 
Element position or Location (V6) 
 
Above ground 
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Table 3.9.6 shows the rule base for the spiking of horizontal timber sheeting to the pile 
groups. 
 
Table 3.9.6 Rule Base-The spiking of horizontal timber sheeting to the pile groups 
 
Causes 
 
 
Description 
 
Element (V1) 
 
Pile 
 
 
 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
 
 
New South Wales- Marine, Mountainous, 
Coastal 
Queensland- Marine, Mountainous, Coastal 
South Australia- Marine, Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, 
Coastal 
 
Whether timber is treated  (V31) 
 
Timber is not treated 
 
Locations of the deterioration(V41) 
 
 
Along the nail 
 
 
Visual symptoms (V5) 
 
 
Crack 
Longitudinal crack 
 
 
Element position or Location (V6) 
 
 
Under water 
Above ground 
 
 
Table 3.9.7 shows the rule base for sand movement with the tides on pile element. 
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Table 3.9.7 Rule Base-Sand movement with the tides 
 
Causes 
 
 
Description 
 
Element (V1) 
 
Pile 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
New South Wales-Mountainous 
Queensland- Mountainous 
South Australia-Mountainous 
Tasmania-Mountainous 
Victoria- Mountainous 
Western Australia- Mountainous 
 
 
Whether timber is treated  (V31) 
 
Timber is not treated 
 
Locations of the deterioration (V41) 
 
 
External surface 
 
 
Visual symptoms (V5) 
 
 
Wear away 
 
 
 
Element position or Location (V6) 
 
 
 
Under water 
Ground or bed level (at the mouth of the 
river) 
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Table 3.9.8 shows the rule base for sand fungi (white rot) on pile element. 
 
Table 3.9.8 Rule Base- Fungi (White rot)  
 
Causes 
 
 
Description 
 
 
Element (V1) 
 
Pile 
 
 
 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
 
New South Wales- Marine, Mountainous, Coastal 
Queensland- Marine, Mountainous, Coastal 
South Australia- Marine, Mountainous, Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, Coastal 
 
Whether timber is treated  (V31) 
 
 
Timber is not treated 
 
 
Locations of the deterioration (V41) 
 
External surface 
 
 
Visual symptoms (V5) 
 
 
Discoloration -white and stringy 
 
 
Element position or Location (V6) 
 
 
under water 
Above normal water level 
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Table 3.9.9 shows the rule base for sand fungi (brown rot) on pile element. 
 
Table 3.9.9 Rule Base-Fungi (Brown rot)  
 
Causes 
 
 
Description 
 
Element (V1) 
 
Pile 
 
 
Locations in Australia (V21) 
 
 
 
 
New South Wales- Marine, Mountainous, 
Coastal 
Queensland- Marine, Mountainous, Coastal 
South Australia- Marine, Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, 
Coastal 
 
 
Whether timber is treated  (V31) 
 
Timber is not treated 
 
 
Locations of the deterioration (V41) 
 
External surface 
 
 
Visual symptoms (V5) 
 
 
 
Discoloration- dark brown and crumbly and 
cube or Alligator Patterns 
 
Element position or Location (V6) 
 
 
 
under water  
Above normal water level 
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Table 3.9.10 shows the rule base for sand fungi (soft rot) on pile element. 
 
Table 3.9.10 Rule Base-Fungi (Soft rot )  
 
Causes 
 
 
Description 
 
Element (V1) 
 
Pile 
 
 
 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
 
New South Wales- Marine, Mountainous, 
Coastal 
Queensland- Marine, Mountainous, Coastal 
South Australia- Marine, Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, 
Coastal 
 
 
Whether timber is treated  (V31) 
 
 
Timber is not treated 
 
 
Locations of the deterioration (V41) 
 
External surface or Ground contact areas 
 
Visual symptoms (V5) 
 
 
Cylindrical cavities with conical ends 
appear 
 
 
Element position or Location (V6) 
 
Ground level 
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Rule Bases-Girder 
 
Table 3.10.1 shows the rule base for termite attack on girder element. 
 
Table 3.10.1 Rule Base-Termite attack 
 
Causes 
 
 
Description 
 
Element (V1) 
 
 
Girder 
 
Locations in Australia (V21) 
 
 
 
 
New South Wales- Marine, Mountainous, 
Coastal 
Queensland- Marine, Mountainous, Coastal 
South Australia- Marine, Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, 
Coastal 
 
 
Whether timber is treated  (V31) 
 
 
Timber is not treated 
 
Locations of the deterioration (V41) 
 
 
Inside of the member or External surface 
 
Visual symptoms (V5) 
 
 
 
 
 
Loss of timber section material and 
appearance of termite and/or mud walled 
tubes called galleries on the outside surface 
of the member and/or inside the member 
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Table 3.10.2 shows the rule base for excessive loss of section has occurred due to pipe 
rot on girder element. 
 
Table 3.10.2 Rule Base-Excessive loss of section has occurred due to pipe rot 
 
Causes 
 
 
Description 
 
Element (V1) 
 
 
Girder 
 
 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
 
New South Wales- Marine, Mountainous, 
Coastal 
Queensland- Marine, Mountainous, Coastal 
South Australia- Marine, Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, 
Coastal 
 
 
Whether timber is treated  (V31) 
 
 
Timber is not treated 
 
Locations of the deterioration (V41) 
 
 
End of  the member 
 
Visual symptoms (V5) 
 
Crushing 
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Table 3.10.3 shows the rule base for spiking of the decking to the timber girders on 
girder element. 
 
Table 3.10.3 Rule Base-Spiking of the decking to the timber girders 
 
Causes 
 
 
Description 
 
 
Element (V1) 
 
 
Girder 
 
 
 
 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
 
New South Wales- Marine, Mountainous, 
Coastal 
Queensland- Marine, Mountainous, 
Coastal 
South Australia- Marine, Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, 
Coastal 
 
Whether timber is treated  (V31) 
 
 
Timber is not treated 
 
Locations of the deterioration (V41) 
 
 
Top of the member 
Visual symptoms (V5) 
 
 
 
Split 
Along the grain  
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Table 3.10.4 shows the rule base for over loading on girder element. 
 
Table 3.10.4 Rule Base-Over loading 
 
Causes 
 
 
Description 
 
Element (V1) 
 
 
Girder 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
 
New South Wales- Marine, Mountainous, 
Coastal 
Queensland- Marine, Mountainous, Coastal 
South Australia- Marine, Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, 
Coastal 
 
 
Whether timber is treated  (V31) 
 
 
Timber is not treated 
 
Locations of the deterioration (V41) 
 
 
Bearing area 
 
 
Visual symptoms (V5) 
 
 
Local crushing of  timber  
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Table 3.10.5 shows the rule base for poor lateral distribution of the decking or the 
member being too small for the span on girder element. 
 
Table 3.10.5 Rule Base-Poor lateral distribution of the decking or the member being 
too small for the span 
 
Causes 
 
 
Description 
 
Element (V1) 
 
 
Girder 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
 
New South Wales- Marine, Mountainous, 
Coastal 
Queensland- Marine, Mountainous, Coastal 
South Australia- Marine, Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, 
Coastal 
 
 
Whether timber is treated  (V31) 
 
 
Timber is not treated 
 
Locations of the deterioration (V41) 
 
 
Mid span of the member 
 
Visual symptoms (V5) 
 
 
Sagging or Deflection 
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Table 3.10.6 shows the rule base for splitting failure of some supporting timber corbels 
on girder element. 
 
Table 3.10.6 Rule Base-Splitting failure of some supporting timber corbels 
 
Causes 
 
 
Description 
 
Element (V1) 
 
 
Girder 
 
Locations in Australia (V21) 
 
 
 
 
 
 
New South Wales- Marine, Mountainous,   
Coastal 
Queensland- Marine, Mountainous, Coastal 
South Australia- Marine, Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, Coastal 
Victoria- Marine, Mountainous, Coastal 
Western Australia- Marine, Mountainous, 
Coastal 
 
 
Whether timber is treated  (V31) 
 
 
Timber is not treated 
 
Locations of the deterioration (V41) 
 
 
End of the member 
Visual symptoms (V5) 
 
 
 
The girders were observed to have dropped 
below the level of the deck in some places 
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Rule Bases-Corbel 
 
Table 3.11.1 shows the rule base for severe piping or splitting with subsequent 
excessive vertical movement of the timber girder at the end on corbel element. 
 
 
Table 3.11.1 Rule Base -Severe piping or splitting with subsequent excessive vertical 
movement of the timber girder at the end 
 
Causes 
 
 
Description 
 
Element (V1) 
 
Corbels 
 
 
Locations of the deterioration (V41) 
 
End of the member 
 
 
Visual symptoms (V5) 
 
Crushing 
 
 
Rule Bases-Deck 
 
Table 3.12.1 shows the rule base for spiking of decking on deck element. 
 
Table 3.12.1 Rule Base-Spiking of decking 
 
Causes 
 
 
Description 
 
Element (V1) 
 
Transverse deck planks 
 
Whether timber is treated  (V31) 
 
 
 
 
Timber is not treated 
 
 
 
Locations of the deterioration (V41) 
 
 
 
Top of the member (Particularly in the kerb 
region) 
 
 
Visual symptoms (V5) 
 
Severe splitting and top rot 
 
 
Element position or Location (V6) 
 
 
Exposed 
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Table 3.12.2 shows the rule base for weathering on deck element. 
 
Table 3.12.2 Rule Base-Weathering  
 
Causes 
 
 
Description 
 
Element (V1) 
 
Transverse deck planks 
 
 
Whether timber is treated  (V31) 
 
Timber is not treated 
 
 
Locations of the deterioration (V41) 
 
 
 
At the exposed ends  and interfaces with 
kerbs 
 
 
Visual symptoms (V5) 
 
Loss of timber section material alone 
 
 
Element position or Location (V6) 
 
 
Exposed  
 
 
Table 3.12.3 shows the rule base for excessive span length on deck element. 
 
Table 3.12.3 Rule Base-Excessive span length 
 
Causes 
 
 
Description 
 
Element (V1) 
 
Transverse deck planks 
 
 
Whether timber is treated  (V31) 
 
Timber is not treated 
 
 
Locations of the deterioration (V41) 
 
Mid span of the member 
 
 
Visual symptoms (V5) 
 
 
Sagging 
 
 
Element position or Location (V6) 
 
 
Submerged or Exposed 
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3.2.3 Developing variable status matrices  
 
In developing rule bases some variables were added in some rule bases to facilitate 
comparison of the rule bases for identifying the distress mechanism causing the distress. 
It was identified that the added variables are not compulsory to define the particular rule 
base, and some variables are more important to define a particular rule base than others. 
For example “whether timber is treated or not” is essential to determine the distress 
mechanism of wood-destroying fungi, but not for the distress mechanism of 
overloading. Therefore, variable status matrices were developed to define the 
importance of each variable in rule bases for different distress mechanisms.  
 
The status of the variables in each rule base and the values taken for matching/not- 
matching user input variables with the variables in rule-bases were defined as follows 
(see Table 3.13). 
 
Table 3.13 Fuzzy membership function values 
Status of the variable Rate the variable (0-1) Matching Value Not-matching Value 
Very low 0-0.2 0.1 -0.05 
low 0.2-0.35 0.25 -0.125 
Medium 0.35-0. 5 0.5 -0.25 
High 0. 5-0.65 0.75 -0.375 
Very high 0.65-0.8 0.9 -0.45 
 
For example, the rule base of spiking of horizontal timber sheeting to the pile groups 
has the following causes and their status in defining the rule base is given below (see 
Table 3.14). 
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Table 3.14 Rule Base-The spiking of horizontal timber sheeting to the pile groups 
 
Causes Status of the variable 
Element (V1) Very high 
Locations in Australia (V21) Very low 
Whether timber is treated  (V31) Very low 
Locations of the deterioration(V41) Very high 
Visual symptoms (V5) Very high 
Element position or Location (V6) Very low 
 
A visual symptom for spiking of horizontal timber sheeting to the pile groups is 
longitudinal cracking. If it is matched with the user input for the visual symptom, then a 
positive value is taken up for assessment, otherwise the negative value is taken up for 
assessment. 
 
Table 3.15 and 3.16 show the variable status matrix of timber piles. 
 
Table 3.15 Variable status matrix-timber piles 
 
Variable 
 
M1 
 
M2 
 
M3 
 
M4 
 
M5 
 Yes No Yes No Yes No Yes No Yes No 
V1 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V21 *** *** 0.9 -0.45 *** *** *** *** 0.1 -0.05 
V31 0.75 -0.375 0.1 -0.05 0.9 -0.45 0.9 -0.45 0.1 -0.05 
V41 0.1 -0.05 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V5 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V6 0.5 -0.25 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 
*** Refer Table 3.17 
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Table 3.16 Variable status matrix- timber piles 
 
Variable 
 
M6 
 
M7 
 
M8 
 
M9 
 
M10 
 Yes No Yes No Yes No Yes No Yes No 
V1 0.9 0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V21 0.1 -0.05 0.9 -0.45 *** *** *** *** *** *** 
V31 0.1 -0.05 0.1 -0.05 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V41 0.9 -0.45 0.9 -0.45 0.1 -0.05 0.1 -0.05 0.1 -0.05 
V5 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V6 0.1 -0.05 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 
 
*** Refer Table 3.17 
 
Table 3.17 shows the variable status matrix for the mechanisms of marine borer, decay 
and termites in different locations in Australia. 
 
Table 3.17 Variable status matrix for the mechanisms of marine borer, decay and 
termites in different locations in Australia 
 
Cause (t) 
 
 
Characteristic 
 
Marine borer Decay Termite 
 
V211 New South Wales 0.75 -0.375 0.75 -0.375 0.5 -0.25 
 
V212 
 
 
Queensland 
 
0.75 -0.375 0.9 -0.45 0.75 -0.375 
 
V213 
 
 
South Australia 
 
0.25 -0.125 0.5 -0.25 0.5 -0.25 
 
V214 
 
 
Tasmania 
 
0.1 -0.05 0.5 -0.25 0.25 -0.125 
 
V215 
 
 
Victoria 
 
0.1 -0.05 0.5 -0.25 0.5 -0.25 
 
V216 
 
 
Western Australia 
 
0.5 -0.25 0.5 -0.25 0.75 -0.375 
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Table 3.18 shows the distress mechanisms found from case studies and literature review 
for timber piles. 
 
Table 3.18 Distress mechanisms for timber piles 
M1 Termite attack  
M2 Scour, filling or siltation has occurred 
M3 Crustacean attack 
M4 Teredo Attack 
M5 Overloading 
M6 The spiking of horizontal timber sheeting to the pile groups 
M7 Sand movement with the tides 
M8 Fungi (White rot)  
M9 Fungi (brown rot ) 
M10 Fungi (soft rot) 
 
 
Table 3.19 shows the causes affecting timber piles found from case studies and 
literature review. 
 
Table 3.19 Causes affecting timber piles 
V1 Element 
V21 Locations in Australia 
V31 Whether timber is treated 
V41 Locations of the deterioration 
V5 Symptoms 
V6 Element position or locations 
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Table 3.20 shows the variable status matrix of timber girders. 
 
Table 3.20 Variable status matrix- timber girders 
M1 M2 M3 M4 M5 M6 
Variable 
Yes No Yes No Yes No Yes No Yes No Yes No 
V1 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V21 *** *** *** *** 0.1 -0.05 0.1 -0.05 0.1 -0.05 0.1 -0.05 
V31 0.9 -0.45 0.9 -0.45 0.1 -0.05 0.1 -0.05 0.1 -0.05 0.1 -0.05 
V41 0.1 -0.05 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V5 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 0.9 -0.45 
*** Refer Table 3.17 
 
Table 3.21 shows the distress mechanisms found from case studies and literature review 
for timber girders. 
 
Table 3.21 Distress mechanisms for timber girders 
M1 Termite attack  
M2 Excessive loss of section has occurred due to pipe rot 
M3 Spiking of the decking to the timber girders 
M4 Over loading 
M5 
Poor lateral distribution of the decking or the member being too small 
for the span 
M6 Splitting failure of some supporting timber corbels 
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Table 3.22 shows the causes affecting timber girders found from case studies and 
literature review. 
 
Table 3.22 Causes affecting timber girders 
 
V1 
 
Element 
 
 
V21 
 
Locations in Australia 
 
 
V31 
 
Whether timber is treated 
 
 
V41 
 
Locations of the deterioration 
 
 
V5 
 
Symptoms 
 
 
 
Table 3.23 shows the variable status matrix of timber corbels. 
 
Table 3.23 Variable status matrix-corbels 
 
Variable 
 
 
M1 
 
 Yes No 
V1 0.9 -0.45 
V41 0.9 -0.45 
V5 0.9 -0.45 
 
 
Table 3.24 shows the distress mechanisms found from case studies and literature review 
for timber corbels. 
 
Table 3.24 Distress mechanisms for timber corbels 
 
M1 
 
 
 
 
Severe piping or splitting with subsequent excessive 
vertical movement of the timber girder at the end. 
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Table 3.25 shows the causes affecting timber corbels found from case studies and 
literature review. 
 
Table 3.25 Causes affecting timber corbels 
 
V1 
 
Element 
 
 
V41 
 
 
 
Locations of the deterioration 
 
 
V5 
 
Symptoms 
 
 
 
Table 3.20 shows the variable status matrix of timber decks. 
 
Table 3.26 Variable status matrix-decks 
M1 M2 M3 
Variable 
Yes No Yes No Yes No 
V1 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V31 0.9 -0.45 0.1 -0.05 0.1 -0.05 
V41 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V5 0.9 -0.45 0.9 -0.45 0.9 -0.45 
V6 0.1 -0.05 0.5 -0.25 0.1 -0.05 
 
 
Table 3.27 shows the distress mechanisms found from case studies and literature review 
for timber decks. 
 
Table 3.27 Distress mechanisms for timber decks 
 
M1 
 
Spiking of decking  
 
 
M2 
 
Weathering 
 
M3 
 
 
Excessive span length 
 
                      86 
Table 3.28 shows the causes affecting timber decks found from case studies and 
literature review. 
 
Table 3.28 Causes affecting timber decks 
 
V1 
 
Element 
 
 
V31 
 
Whether timber is treated 
 
 
V41 
 
Locations of the deterioration 
 
 
V5 
 
Symptoms 
 
V6 Element position or locations 
3.3 Modelling approach 
 
This section describes how the fuzzy logic approach is utilised to determine the distress 
mechanisms affecting timber bridges. 
 
Reasoning engine 
A fuzzy set is any set that allows its members to have different grades of membership 
(membership function) in the interval [0, 1] (Chao and Cheng, 1998). The degree of 
membership is expressed as its membership function. Fuzzy sets and linguistic variables 
are used to quantify the concepts used in natural language which can then be 
manipulated. Linguistic variables must have valid syntax and semantics which can then 
be specified by fuzzy sets or rules. A syntactic rule defines the well-formed expressions 
in T(L), where the term T(L) is a set of linguistic variables and L is the set of values it 
may take. For example, T(Age) = {very_young, young, middle_aged, old, very_old}, 
where each of these values may itself be a linguistic variable that can take on values that 
are fuzzy sets. The membership function could be defined as the S function µold(x) = 
S(x;60, 70, 80) and the membership value for µold(60) = 0, µold(70) = 0.5 and µold(80)=1. 
 
The S function used in this research work is as follows (Chao and Cheng, 1998): 
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 where 0.1;5.0;0 === γβα  
 
The degree of status of the variables in rule bases for different distress mechanisms Mk, 
for matching user input variables with the variables in rule-bases which is defined as a 
set A = {very low, low, medium, high, very high}. Then, the fuzzy set is defined as 
A (x), x = {0, 0.1, 0.2,….1.0}, and the membership function (as shown in Figure 3.6) is 
defined as µA(x) = S(x; 0, 0.5, 1.0), x € X, where X is the Status space. The degree of 
status of the variables in rule bases for different distress mechanisms Mk, for not-
matching user input variables with the variables in rule-bases which is defined as a set B 
= {very low, low, medium, high, very high}. Then, the fuzzy set is defined as B(x), x = 
{0, 0.1, 0.2,….1.0}, and the membership function (as shown in Figure 3.7) is defined as 
µB(x) = S(x;0, 0.5, 1.0), x € X, where X is the Status space. 
 
 
Figure 3.6 Membership functions of linguistic variables set A & set C 
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Figure 3.7 Membership functions of linguistic variables set B 
 
The degree of confirmation of the fuzzy set is defined as C (x), x = {0, 0.1, 0.2, .….1.0}, 
and the membership function (as shown in Figure 3.6) is defined as µC(x) = S(x; 0, 0.5, 
1.0), x € Y, where Y is the confirmation space.  
 
In the present research, the membership functions of the elements sets A, B and C can 
be chosen from among the following equations. 
 
For example Figure (3.6) ↔ x = 0.2, so βχα <<  the equation corresponding is 
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Similar software has been developed for concrete bridges exposed to aggressive 
environments (Venkatesan et al., 2008a). Variable status matrices are introduced in this 
model. In the user interface users are asked to select the element under deterioration. It 
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is compulsory to select an element in order to proceed to the next screen. Once the user 
selects the element and enters the requested information, all rule-bases related to that 
element type are taken up for assessment. Then, a fuzzy vector is generated based on the 
membership function values µA(x) and µB(x). Each of the fuzzy vectors is then 
compared with the subsequent vector such that if F(i) < F(i+1) then the vector F(i+1) is 
selected. The above step is duplicated until all the vectors are matched and the vector 
with the maximum positive rating is selected as the closest possible match. If the 
difference between any two vectors is zero, then three matching solutions are provided 
with a degree of confirmation. The degree of confirmation is determined by the 
following equations. Confirmation γ = Σ [(Fi / Σ Fi) * µC(x)]. In the cases of two or three 
mechanisms with close confirmation limits, the matching mechanisms are listed with 
the advice that further precise information is required or the software should be re-run in 
order to evaluate the dominant distress mechanism. 
 
3.4 Conclusions 
 
This chapter presents the development of an expert system to identify the distress 
mechanisms in timber bridges using cause and effect diagrams and the fuzzy logic 
approach. Timber bridges must be periodically maintained to keep them in a condition 
that will give optimum performance and service life. By identifying the distress 
mechanisms causing the distress, further deterioration can be prevented by providing 
effective repair which can prevent more serious deterioration. For example, cracking of 
asphalt surfaces may result from a number of causes, but if it is due to differential panel 
deflections at panel joints or at bridge ends, it should be thoroughly cleaned with a stiff 
brush and compressed air, then filled with emulsion slurry or liquid asphalt mixed with 
sand (www.fpl.fs.fed.us, 2009). The expected deliverables include earlier diagnosis, 
improved decision-making on repairs, reduced costs of repairs and minimised life cycle 
costs. 
The following conclusions can be drawn from the work: 
• Cause and effect diagrams can be effectively used to identify the main 
variables and sub-variables that are causing the distress mechanisms. 
• Accuracy of the expert system is dependent on the quality of the data and 
availability of the necessary data. 
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• The proposed expert system can be used by both experts and non-experts to 
identify the distress mechanisms in timber bridges.  
• Uncertainty involved in data input such as visual inspection can be handled 
using fuzzy logic. 
• The rule bases can be updated and developed when further inspection data 
become readily available. 
• The variable status matrices were validated by consultation with an expert 
and can be improved by further analysis. 
 
Chapter 4 presents an example of a practical application of the diagnostic expert system. 
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CHAPTER 4: DEMONSTRATION OF APPLICATION OF 
THE FUZZY LOGIC DETERIORATION 
DIAGNOSIS MODEL 
 
4.1 Introduction 
 
The objective of this chapter is to verify the application of the deterioration diagnosis 
model in Chapter 3 of this thesis using a case study. A case study that was not used for 
the development of the rule bases was selected to verify the application of the model.  
 
First, a description of the case study and assumed answers for user input variables are 
presented. Second, the chapter explains how the model works for assumed answers for 
user input variables. 
 
4.2 Case study example: The Custom House Wharf 
 
The following case study is taken from the Journal of Waterway, Port, Coastal and 
Ocean Engineering (Lopez-Anido et al., 2004).  
 
The Custom House Wharf is an earth-filled pier structure with wooden timber and a 
steel crib bulkhead, wood piles, and an asphalt-paved wooden deck. There are several 
marine-related businesses operating on the pier (Maine DOT, 1986). Several piles had 
reduced cross-sections in the tidal zone between low and high tide. Other piles also had 
extensive visible damage at the butt (reduction in cross section). One wood pile was 
measured at two locations: the diameter at the butt was 254 mm, and the diameter at the 
mud line level (1.83 m below the butt) was only 165 mm. This loss of cross section 
represents about a 50% reduction in the cross-sectional area. To assess the condition of 
a wood pile below the mud line, a hole of approximately 130 mm in depth was 
excavated in the surrounding soil. Visual inspection indicated that the wood pile had no 
reduction in cross-section or any apparent damage below the mud line. 
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4.3 How the model works for given user inputs for the above case 
study 
 
Step 1 - In the user interface users are asked to select the element under deterioration. It 
is compulsory to select an element in order to proceed to the next screen. Once 
the user selects the element and enters the requested information (Table 4.1), all 
rule bases related to that element type are taken up for assessment. 
 
Table 4.1 User input 
Description 
Variable(Vi/ Vij)* 
User Input (µC (x))** 
Degree of Confirmation 
(µC (x))** 
Element (V1) Pile (V14) Very high 
Regions (V21) Marine (V211) Very high 
Whether timber is 
treated  (V31) Timber is treated (V311) Medium 
Locations of the 
deterioration (V41) External surface (V4111) Very high 
Visual symptoms (V5) 
Narrower and shorter tunnels on the 
surface and a wasted appearance or 
hour glass effect (V56) 
Very high 
Element position or 
Location (V6) 
Under water Zone between bed level 
and mean low  tide level (V611) Very high 
 
Step 2 - A fuzzy vector is generated based on the sum of membership function values 
µA(x) and µB(x) for each variable in the rule bases. Table 4.2 and Table 4.3 show 
the membership function values obtained for each of the variables in the rule 
bases of pile. Table 4.4 shows the distress mechanisms affecting timber pile. 
Table 4.5 shows the causes affecting timber pile. 
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Table 4.2      Comparison of user input with all the rule bases of pile 
 
Variable 
 
 
M1 
 
M2 
 
M3 
 
M4 
 
M5 
 Yes No Yes No Yes No Yes No Yes No 
V1 0.9 - 0.9 - 0.9 - 0.9 - 0.9 - 
V21 0.1 - 0.9 - 0.9 - 0.9 - 0.1 - 
V31 - -0.25 - -0.375  -0.25 - -0.25 - -0.05 
V41 0.25 - - -0.45 0.9 - 0.9 - - -0.45 
V5 0.9 - - -0.45 0.9 - - -0.45 - -0.45 
V6 - -0.125 - -0.45 0.9 - 0.9 - - -0.45 
  
Table 4.3 Comparison of user input with all the rule bases of pile 
 
 
Variable 
 
 
 
M6 
 
 
M7 
 
 
M8 
 
 
M9 
 
 
M10 
 Yes No Yes No Yes No Yes No Yes No 
V1 0.9 - 0.9 - 0.9 - 0.9 - 0.9 - 
V21 0.1 - - -0.45 0.1 - 0.1 - 0.1 - 
V31 - -0.05 - -0.375 - -0.375 - -0.375 - -0.375 
V41 - -0.45 0.9 - 0.9 - 0.9 - 0.9 - 
V5 - -0.45 - -0.45 - -0.45 - -0.45 - -0.45 
V6 - -0.45 - -0.45 - -0.45 - -0.45 - -0.45 
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Table 4.4 Distress mechanisms of timber piles 
 
M1 
 
Termite attack  
 
 
M2 
 
Scour, filling or siltation has occurred 
 
 
M3 
 
Crustaceans attack 
 
 
M4 
 
Teredo Attack 
 
 
M5 
 
Over loading 
 
M6 The spiking of horizontal timber sheeting to the pile groups 
 
M7 
 
Sand movement with the tides 
 
 
M8 
 
Fungi (white rot)  
 
 
M9 
 
 
Fungi (brown rot ) 
 
 
M10 
 
 
Fungi (soft rot) 
 
Table 4.5  Causes affecting timber piles 
V1 Element 
V21 Regions 
V31 Whether timber is treated 
V41 Locations of the deterioration 
V5 Symptoms 
V6 Element position or locations 
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Step 3 - Each of the fuzzy vectors is compared (see Table 4.6) with the subsequent 
vector such that  
if F(i) < F(i+1) then the vector F(i+1) is selected.    (4.1) 
 
Table 4.6 Comparison of fuzzy vectors 
 
Variable 
 
 
F1 
 
 
F2 
 
F3 
 
F4 
 
F5 
 
F6 
 
F7 
 
F8 
 
F9 
 
F10 
 
V1 
 
0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 
 
V21 
 
0.1 0.9 0.9 0.9 0.1 0.1 -0.45 0.1 0.1 0.1 
 
V31 
 
-0.25 -0.375 -0.25 0.25 -0.05 -0.05 -0.375 -0.375 -0.375 -0.375 
 
V41 
 
0.25 -0.45 0.9 0.9 -0.45 -0.45 0.9 0.9 0.9 0.9 
V5 0.9 -0.45 0.9 -0.45 -0.45 -0.45 -0.45 -0.45 -0.45 -0.45 
 
V6 
 
-0.125 -0.45 0.9 0.9 -0.45 -0.45 -0.45 -0.45 -0.45 -0.45 
 
Sum 
 
 
1.775 
 
0.075 
 
4.25 
 
3.4 
 
-0.4 
 
-0.4 
 
0.075 
 
0.625 
 
0.625 
 
0.625 
 
Σ F1 - Σ F2  = 1.7 > 0 , F1 is selected 
Σ F1 - Σ F3 =  -2.475 < 0 , F3 is selected 
Σ F3 - Σ F4 =  0.85 >0, F3 is selected 
Σ F3 - Σ F5 =  4.65 >0, F3 is selected 
Σ F3 - Σ F6 =  4.65 >0, F3 is selected 
Σ F3 - Σ F7 =  4.175 >0, F3 is selected 
Σ F3 - Σ F8 =  3.625 >0, F3 is selected 
Σ F3 - Σ F9 =  3.625 >0, F3 is selected 
Σ F3 - Σ F10 =  3.625 >0, F3 is selected 
Therefore the rule base - Crustacean attack is selected as the best matching distress 
mechanism. 
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Step 4 - After selecting the best matching distress mechanism, the degree of 
confirmation is calculated based on the users’ confidence limit about their input 
(see Table 4.7).  
 
Table 4.7 µA(x), µB(x) and µC(x) values for the selected best matching distress 
mechanism. 
Variable Degree of confirmation µC(x) µA(x) and µB (x) 
 
Element (V1) 0.9 0.9 
Regions (V21) 0.9 0.9 
Whether timber is treated  (V31) 0.5 -0.25 
Locations of the deterioration (V41) 0.9 0.9 
Visual symptoms (V5) 0.9 0.9 
Element position or Location (V6) 0.9 0.9 
Sum - 4.25 
 
The degree of confirmation is determined by the following equations.  
Confirmation γ = Σ [(Fi / Σ Fi) * µC(x)]     (4.2) 
= (0.9/4.25)*0.9 + (0.9/4.25)*0.9 - 0.25/4.25)*0.9  
 + (0.9/4.25)*0.9 + (0.9/4.25)*0.9 + (0.9/4.25)*0.9 
= 0.9235 
So the distress mechanism is Crustacean attack with a degree of confirmation of 92 %. 
 
4.4 Conclusions 
 
A case study taken from the Journal of Waterway, Port, Coastal and Ocean Engineering 
(Lopez-  Anido et al., 2004) was used to verify the application of the proposed fuzzy 
logic deterioration diagnosis model. The model diagnosed the relevant mechanism 
successfully. The proposed fuzzy logic-based deterioration diagnosis model can be used 
to link the observed visual signs of distress to an underlying distress mechanism.  
 
The example given in this chapter has also demonstrated the application of the expert 
system. 
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CHAPTER 5: DEVELOPMENT OF PRACTICAL 
DETERIORATION MODELS 
 
5.1 Introduction 
 
The second major issue associated with the management of aging timber bridges is the 
prediction of deterioration with time which allows infrastructure managers to plan for 
maintenance rather than continuing with reactive maintenance. Condition monitoring of 
timber bridges is usually conducted according to the bridge inspection manuals. 
VicRoads has developed guidelines which are also used by local councils. The data are 
used to evaluate the condition of the bridge stock at a given point in time to facilitate 
planning for maintenance. Data have not been used to examine the rate of deterioration 
progression so that a future condition can be predicted and maintenance actions can be 
planned. This chapter presents the prediction of the future condition of timber bridge 
elements using a stochastic Markov chain model. Condition data obtained from 
VicRoads have been used to develop transition probabilities. The percentage prediction 
method, the regression-based optimisation method and the non-linear optimisation 
technique have been used to predict transition matrices and transient probabilities from 
condition data. 
 
5.2 Markov model 
5.2.1  Markov Process 
 
A Markov system (or Markov process or Markov chain) is a system that can be in one 
of several (numbered) states, and can pass from one state to another each time step 
according to fixed probabilities. If a Markov system is in state i, there is a fixed 
probability pij, of it going into state j the next time step, and pij is called a transition 
probability. Markov process (as shown in Figure 5.1) is a system that can be in one of 
the states 1, 2, 3 & 4 and that can pass from one state to another according to fixed 
probabilities after each time step. The fixed probability is called transition probability. 
If the system is originally in state 1, as per the transition matrix shown (see Table 5.1), 
the probability of the system staying in state 1 after one time step is 0.4, the probability 
of the system moving to state 2 after one time step is 0.3, the probability of the system 
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moving to state 3 after one time step is 0.2,  and the probability of the system moving to 
state 4 after one time step is 0.1 . 
 
Table 5.1 Example of Markov matrix 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.4 0.3 0.2 0.1 1 
State 2 0 0.5 0.3 0.2 1 
State 3 0 0 0.7 0.3 1 
State 4 0 0 0 1 1 
 
 
Figure 5.1 Markov process 
 
Assumptions of the Markov Model 
 
• A Markov chain is a homogeneous process with constant transition 
probabilities independent of time. For example, if a time step of 2 years is 
used, the deterioration pattern will be described by a probability of transition 
at any given point in time within the two year period. 
• Multi-state transition is possible, that is the structural condition of timber 
bridges can move from condition 1 to condition 3 over a unit time. In most 
cases, however, state 2 to state 3 rather than state 1 to state 3 is assumed.  
• Although a variable transition matrix can be used for deterioration 
modelling, in this study a stationary transition matrix is used due to limited 
availability of data. 
• Timber bridge deterioration is a continuous process and can be captured 
using discrete unit time intervals. 
1 
2 4 
3 
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• The future conditions of timber bridges are only dependent on present 
conditions. 
5.2.3 Data preparation 
 
The Condition data obtained from VicRoads and two local councils: Corangamite Shire 
Council and Strathbogie Shire Council have been used to develop transition 
probabilities for the Markov process. It was considered important to identify data which 
represent un-interrupted deterioration of timber bridge elements.  In order to ensure this, 
all the data points which created doubts about intervention to deterioration were 
removed from the data set. Data filtering was carried out first to remove the data which 
were affected by rehabilitation actions. This was done by eliminating two types of data.  
• If a consecutive data set for the same element indicates improvement of 
condition with time, these data were removed. 
• If the condition of an element is a clear outlier compared to other data points, 
these data were also eliminated.   
» The complete process of deriving the transition matrices and the calibration is 
presented here for one type of element. The matrices and the deterioration curves 
for all the other elements are given in Appendix A. 
5.3 Percentage prediction method 
 
The percentage prediction method is quite simplistic and can be obtained directly from 
the condition data (see Table 5.2) as described below.  
5.3.1 Sample of inspection data for timber elements  
 
Table 5.2 A sample of inspection data 
Elements Inspection period Structural ID 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
SN0157 100 0 0 0 95 5 0 0 
SN4415 100 0 0 0 100 0 0 0 
SN4867 60 40 0 0 20 60 20 0 
SN5501 100 0 0 0 0 100 0 0 
Deck 2 
SN6962 80 0 20 0 0 0 0 100 
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Elements Inspection period Structural ID 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
SN7766 90 10 0 0 60 40 0 0 
SN8923 80 10 10 0 40 30 30 0 
SN8970 100 0 0 0 10 20 60 10 
SN3079 100 0 0 0 100 0 0 0 
SN3084 0 100 0 0 0 100 0 0 
100 0 0 0 100 0 0 0 
SN3715 
100 0 0 0 46 54 0 0 
SN3797 100 0 0 0 95 5 0 0 
100 0 0 0 100 0 0 0 
SN5565 
100 0 0 0 79 5 16 0 
SN6091 100 0 0 0 100 0 0 0 
SN6266 100 0 0 0 60 40 0 0 
SN6997 80 20 0 0 50 50 0 0 
SN7662 100 0 0 0 0 100 0 0 
Pile 3 
SN8970 24 60 8 8 20 60 10 10 
100 0 0 0 99 1 0 0 
SN3079 
99 1 0 0 94 6 0 0 
SN3084 100 0 0 0 0 100 0 0 
SN3087 100 0 0 0 91 0 6 3 
SN3144 90 0 10 0 80 10 10 0 
SN3715 80 0 14 6 75 0 0 25 
SN3930 90 10 0 0 24 76 0 0 
Abutment 4 
SN4673 100 0 0 0 100 0 0 0 
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Elements Inspection period Structural ID 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
SN6091 100 0 0 0 100 0 0 0 
SN6996 90 5 5 0 70 0 30 0 
SN6997 75 20 0 5 70 30 0 0 
SN0157 100 0 0 0 0 100 0 0 
100 0 0 0 100 0 0 0 
SN1636 
100 0 0 0 0 67 28 5 
SN1734 0 50 0 50 0 0 0 100 
SN1740 0 50 50 0 0 0 50 50 
SN3084 50 50 0 0 0 100 0 0 
SN3087 100 0 0 0 100 0 0 0 
75 0 25 0 0 75 25 0 
SN3216 
0 75 25 0 0 50 50 0 
SN3715 93 7 0 0 0 100 0 0 
SN3776 100 0 0 0 75 0 25 0 
SN3797 100 0 0 0 100 0 0 0 
SN4977 0 100 0 0 0 100 0 0 
SN5677 100 0 0 0 100 0 0 0 
SN5767 100 0 0 0 0 100 0 0 
SN5768 75 25 0 0 20 60 20 0 
SN5771 70 30 0 0 0 0 100 0 
SN5772 100 0 0 0 0 100 0 0 
SN5822 100 0 0 0 0 100 0 0 
Kerbs 3 
SN5884 100 0 0 0 100 0 0 0 
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Elements Inspection period Structural ID 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
SN6091 100 0 0 0 100 0 0 0 
SN6171 100 0 0 0 100 0 0 0 
SN6266 100 0 0 0 90 10 0 0 
SN7370 100 0 0 0 100 0 0 0 
100 0 0 0 100 0 0 0 
100 0 0 0 100 0 0 0 SN7662 
100 0 0 0 66 34 0 0 
100 0 0 0 100 0 0 0 
100 0 0 0 100 0 0 0 SN7663 
100 0 0 0 0 100 0 0 
100 0 0 0 100 0 0 0 
SN7695 
100 0 0 0 100 0 0 0 
SN8970 80 10 10 0 80 10 10 0 
SN9001 100 0 0 0 100 0 0 0 
90 10 0 0 80 10 10 0 
SN3085 
80 10 10 0 0 70 30 0 
100 0 0 0 100 0 0 0 
SN3087 
100 0 0 0 70 30 0 0 
SN3930 100 0 0 0 79 21 0 0 
SN3936 100 0 0 0 20 20 20 40 
SN4483 100 0 0 0 25 68 5 2 
SN4603 0 100 0 0 0 100 0 0 
Railing 2 
SN5878 0 0 0 100 0 0 0 100 
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Elements Inspection period Structural ID 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
100 0 0 0 100 0 0 0 
SN6231 
  
100 0 0 0 100 0 0 0 
SN6266 100 0 0 0 0 100 0 0 
SN7199 80 18 2 0 75 20 5 0 
SN7284 100 0 0 0 100 0 0 0 
SN7476 0 0 100 0 0 0 50 50 
SN7532 100 0 0 0 100 0 0 0 
0 0 0 100 0 0 0 100 
SN7971 
  
0 0 0 100 0 0 0 100 
SN8903 100 0 0 0 100 0 0 0 
SN9001 100 0 0 0 99 1 0 0 
100 0 0 0 100 0 0 0 
SN9089 
100 0 0 0 50 0 50 0 
SN9090 100 0 0 0 98 2 0 0 
SN9091 100 0 0 0 99 1 0 0 
90 10 0 0 90 10 0 0 
SN0157 
90 10 0 0 68 32 0 0 
100 0 0 0 100 0 0 0 
SN1636 
100 0 0 0 95 5 0 0 
SN3715 96 4 0 0 95 0 0 5 
SN3732 100 0 0 0 100 0 0 0 
SN3087 100 0 0 0 100 0 0 0 
Cross Beam 3 
SN3776 100 0 0 0 100 0 0 0 
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Elements Inspection period Structural ID 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
SN3797 100 0 0 0 100 0 0 0 
SN3930 95 5 0 0 80 20 0 0 
SN4925 100 0 0 0 100 0 0 0 
SN5772 50 50 0 0 50 50 0 0 
SN5677 100 0 0 0 70 30 0 0 
SN5767 100 0 0 0 60 40 0 0 
SN5771 90 10 0 0 90 0 10 0 
SN5772 100 0 0 0 50 50 0 0 
SN6091 100 0 0 0 100 0 0 0 
SN7370 100 0 0 0 100 0 0 0 
SN7662 100 0 0 0 100 0 0 0 
80 20 0 0 80 0 20 0 
SN7663 
80 0 20 0 70 0 30 0 
SN8039 100 0 0 0 100 0 0 0 
SN9001 100 0 0 0 100 0 0 0 
SN5501 85 15 0 0 30 70 0 0 
SN6962 60 0 0 40 50 0 0 50 
SN7860 70 0 0 30 70 0 0 30 
 
SN8039 
 
100 0 0 0 100 0 0 0 
Girder 2 
SN8970 90 0 10 0 0 0 100 0 
 
The probability ‘Pij ’ of transition in bridge element condition from state ‘i’ to state ‘j’ 
can be estimated using the following equation (Jiang et al., 1988): 
Pij  = nij  / ni     (5.2) 
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where ‘nij’  is the number of transitions from state ‘i’  to state ‘j’ within a given time 
period and  
‘ni’ is the total number of elements in state ‘i’ before the transition. 
5.3.2 Major steps in the development of percentage prediction method 
 
1. First a data sheet (see Table 5.3) was prepared as given below. 
 
Table 5.3 Calculating the transition probability matrix from inspection data for 
timber railing 
Elements Inspection  period 
Structural 
ID 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
90 10 0 0 80 10 10 0 
SN3085 
80 10 10 0 0 70 30 0 
100 0 0 0 100 0 0 0 
SN3087 
100 0 0 0 70 30 0 0 
SN3930 100 0 0 0 79 21 0 0 
SN3936 100 0 0 0 20 20 20 40 
SN4483 100 0 0 0 25 68 5 2 
SN4603 0 100 0 0 0 100 0 0 
100 0 0 0 100 0 0 0 
SN6231 
100 0 0 0 100 0 0 0 
SN6266 100 0 0 0 0 100 0 0 
SN7199 80 18 2 0 75 20 5 0 
SN7284 100 0 0 0 100 0 0 0 
SN7476 0 0 100 0 0 0 50 50 
SN7532 100 0 0 0 100 0 0 0 
0 0 0 100 0 0 0 100 
Railing 4 
SN7971 
0 0 0 100 0 0 0 100 
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Elements Inspection  period 
Structural 
ID 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
% 
C1 
% 
C2 
% 
C3 
% 
C4 
SN8903 100 0 0 0 100 0 0 0 
SN9001 100 0 0 0 99 1 0 0 
100 0 0 0 100 0 0 0 
SN9089 
100 0 0 0 50 0 50 0 
SN9090 100 0 0 0 98 2 0 0 
SN9091 100 0 0 0 99 1 0 0 
Sum 1850 138 112 200 
 
2. Using the data sheet prepared above, the percentages of elements remaining in 
the same state and moving to other states were calculated (see Table 5.4). 
 
Table 5.4 Calculating the percentages of elements transition of timber railing 
Inspection period Structural ID 
 
1-1 
 
1-2 1-3 1-4 2-2 2-3 2-4 3-3 3-4 4-4 Sum 
80 10 0 0 0 10 0 0 0 0 100 
SN3085 
0 70 10 0 0 10 0 10 0 0 100 
100 0 0 0 0 0 0 0 0 0 100 
SN3087 
70 30 0 0 0 0 0 0 0 0 100 
SN3930 79 21 0 0 0 0 0 0 0 0 100 
SN3936 20 20 20 40 0 0 0 0 0 0 100 
SN4483 25 68 5 2 0 0 0 0 0 0 100 
SN4603 0 0 0 0 100 0 0 0 0 0 100 
4 
SN6231 100 0 0 0 0 0 0 0 0 0 100 
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Inspection period Structural ID 
 
1-1 
 
1-2 1-3 1-4 2-2 2-3 2-4 3-3 3-4 4-4 Sum 
100 0 0 0 0 0 0 0 0 0 100 
SN6266 0 100 0 0 0 0 0 0 0 0 100 
SN7199 75 5 0 0 15 3 0 2 0 0 100 
SN7284 100 0 0 0 0 0 0 0 0 0 100 
SN7476 0 0 0 0 0 0 0 50 50 0 100 
SN7532 100 0 0 0 0 0 0 0 0 0 100 
0 0 0 0 0 0 0 0 0 100 100 
SN7971 
0 0 0 0 0 0 0 0 0 100 100 
SN8903 100 0 0 0 0 0 0 0 0 0 100 
SN9001 99 1 0 0 0 0 0 0 0 0 100 
100 0 0 0 0 0 0 0 0 0 100 
SN9089 
50 0 50 0 0 0 0 0 0 0 100 
SN9090 98 2 0 0 0 0 0 0 0 0 100 
SN9091 99 1 0 0 0 0 0 0 0 0 100 
Sum 1395 328 85 42 115 23 0 62 50 200 2300 
 
3. The transition matrix was obtained using the Eq (5.2) as follows: 
P11 = 1395/1850 P11 =0.754;    P12 = 328/1850 P12 = 0.177; 
P13 = 85/1850 P13 = 0.046;  P14 = 42/1850  P14 =0.023; 
P22 = 115/138 P22 =0.833;     P23 = 23/138  P23 =0.167; 
P24 = 0/138  P24 = 0;   P33 =62/112 P33 = 0.554; 
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P34 = 50/112 =0 P34 = 0.446;  P44 = 200/200=1 P44 = 1; 
 
The transition matrix for timber railing thus can be established as given in Table 5.5. 
 
Table 5.5 Transition matrix obtained using the percentage prediction method for 
timber railing 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.754 0.177 0.046 0.023 1 
State 2 0.000 0.833 0.167 0.000 1 
State 3 0.000 0.000 0.554 0.446 1 
State 4 0.000 0.000 0.000 1.000 1 
 
 
Table 5.6 Transient probabilities predicted using the percentage prediction method 
for timber railing 
Year State1 State2 State3 State4 
0 1.000 0.000 0.000 0.000 
4 0.754 0.177 0.046 0.023 
8 0.569 0.281 0.090 0.061 
12 0.429 0.335 0.123 0.114 
16 0.323 0.355 0.144 0.179 
20 0.244 0.353 0.154 0.250 
24 0.184 0.337 0.155 0.324 
28 0.139 0.313 0.151 0.398 
32 0.104 0.285 0.142 0.468 
36 0.079 0.256 0.131 0.534 
40 0.059 0.227 0.119 0.594 
44 0.045 0.200 0.107 0.649 
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Year State1 State2 State3 State4 
48 0.034 0.174 0.095 0.697 
52 0.025 0.151 0.083 0.740 
56 0.019 0.131 0.072 0.778 
60 0.014 0.112 0.063 0.811 
64 0.011 0.096 0.054 0.839 
68 0.008 0.082 0.047 0.863 
72 0.006 0.070 0.040 0.884 
76 0.005 0.059 0.034 0.902 
80 0.004 0.050 0.029 0.917 
 
Figure 5.2 Curves obtained using the percentage prediction method for timber 
railing 
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Figure 5.2 shows that at 70 years of age, the following probabilities are noted 
 0 % of railings in condition 1 
10 % of railings in condition 2 
5 % of railings in condition 3 and 
85 % of railings in condition 4. 
 
 The transition matrices, transient probabilities and the curves for all the other 
elements are shown in Appendix A. 
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5.4 Regression-based optimisation method 
 
The regression-based optimisation method is the most commonly-used approach for the  
estimation of transition matrices for different types of facilities, such as pavements and 
bridges (Bulusu and Sinha, 1997). This method uses a non-linear optimisation function 
to minimise the sum of absolute differences between the regression curve that best fits 
the condition data and the conditions predicted using the adopted Markov chain model. 
The objective function and the constraints of this optimisation problem can be 
formulated as follows (Madanat et al., 1995): 
Minimise ∑
=
N
1n
|Yn (t) – E (tn , P ) |    (5.3) 
subject to       0 ≤ Pij ≤ 1  for i,j =1,2,….,k 
∑
=
k
i 1
Pij =1 
where ‘N’  is  total number of facilities. 
 ‘Yn (t)’  is expected value of facility ‘n’ at age ‘t’ using the regression model. 
 ‘P’ is transition probability matrix. 
 ‘Pij ‘ is probability of transition from state ‘i’  to state ‘j’. 
‘E (tn , P)’ is expected condition of facility ‘n’ at age ‘t’ using the transition 
probability matrix ‘P’. 
 ‘k’ is maximum value for the bridge condition rating. 
 
5.4.1 Major steps in the development of the regression-based optimisation 
method 
 
1. Age vs. condition rate was plotted to obtain the regression curve (as shown in 
Figure 5.3) for timber railing.  
y = e0.0218x
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Figure 5.3  Age vs. Condition rate (timber railing) 
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Yn (t) = e0.0218x has been obtained using the regression analysis. 
 
2. The expected condition rate (see Table 5.7) was calculated using the regression 
curve obtained. 
 
Table 5.7 Expected value obtained using the regression model Yn (t) 
Age Condition 
0 1.000 
4 1.091 
8 1.191 
12 1.299 
16 1.417 
20 1.547 
24 1.687 
28 1.841 
32 2.009 
36 2.192 
40 2.392 
44 2.610 
48 2.847 
52 3.107 
56 3.390 
60 3.699 
64 4.036 
68 4.404 
72 4.805 
76 5.243 
80 5.720 
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Figure 5.4 Regression curve Yn (t) - timber railing 
 
4. The expected value of the condition rate was calculated using the transient 
probabilities obtained using the percentage prediction method. 
 
Table 5.8 Expected value of condition rating using the transient probabilities 
obtained using the percentage prediction method (see Table 5.6) for 
timber railing 
Year S1 S2 S3 S4 Sum Exp. Value 
0 1.000 0.000 0.000 0.000 1.000 1.000 
4 0.754 0.177 0.046 0.023 1.000 1.118 
8 0.569 0.281 0.090 0.061 1.000 1.251 
12 0.429 0.335 0.123 0.114 1.000 1.400 
16 0.323 0.355 0.144 0.179 1.000 1.564 
20 0.244 0.353 0.154 0.250 1.000 1.736 
24 0.184 0.337 0.155 0.324 1.000 1.912 
28 0.139 0.313 0.151 0.398 1.000 2.087 
32 0.104 0.285 0.142 0.468 1.000 2.257 
36 0.079 0.256 0.131 0.534 1.000 2.419 
40 0.059 0.227 0.119 0.594 1.000 2.573 
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Year S1 S2 S3 S4 Sum Exp. Value 
44 0.045 0.200 0.107 0.649 1.000 2.715 
48 0.034 0.174 0.095 0.697 1.000 2.847 
52 0.025 0.151 0.083 0.740 1.000 2.968 
56 0.019 0.131 0.072 0.778 1.000 3.079 
60 0.014 0.112 0.063 0.811 1.000 3.179 
64 0.011 0.096 0.054 0.839 1.000 3.269 
68 0.008 0.082 0.047 0.863 1.000 3.350 
72 0.006 0.070 0.040 0.884 1.000 3.423 
76 0.005 0.059 0.034 0.902 1.000 3.488 
80 0.004 0.050 0.029 0.917 1.000 3.547 
 
4. The sum of the absolute difference between the condition rate calculated using the 
regression curve (see Table 5.7) and the transient probability obtained using the 
percentage prediction method (see Table 5.8) was obtained. 
|Yn (t) – E (tn , P )|  = 14.855 
 
5. Using the Solver Add-in, the objective function |Yn (t) – E (tn , P )| (as shown in 
Figure 5.5 & 5.6) was minimised subject to changing the transition probability 
matrix to obtain the regression-based optimisation solution matrix (see Table 5.9) 
and transient probabilities. 
Minimise |Yn (t) – E (tn , P )|  = 9.857⇔ This was obtained using the Solver Add-in. 
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Figure 5.5 Excel Spreadsheet for regression-based optimisation solution matrix 
using Solver Add-in for timber railing 
 
 
Figure 5.6 Solver parameters in the calculation of regression-based optimisation   
  solution matrix in Solver Add-in for timber railing 
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Table 5.9 Transition matrix obtained using the regression-based optimisation  
method for timber railing 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.882 0.118 0.000 0.000 1 
State 2 0.000 0.762 0.238 0.000 1 
State 3 0.000 0.000 0.600 0.400 1 
State 4 0.000 0.000 0.000 1.000 1 
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Figure 5.7 Curves obtained using the regression-based optimisation method for 
timber railing 
Figure 5.7 shows that at 70 years of age, the following probabilities are noted 
 
10 % of railings in condition 1 
10 % of railings in condition 2 
10 % of railings in condition 3 and 
70 % of railings in condition 4 
 
» The transition matrices, transient probabilities and the curves for all the other 
elements are shown in Appendix A. 
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5.5 Non-linear optimisation technique 
 
Tran (2007) used the non-linear optimisation technique based on the Bayesian Markov 
chain Monte Carlo Simulation method to calibrate the Markov model for stormwater 
pipe. In calibrating the Markov Models (ie. estimating the transition probabilities), the 
Bayesian approach was used to estimate Pij from its posterior distribution as shown in 
the equation below. 
 
( ) ( ) ( ) ( )PMPYLMYP 0,, pipi ×≈       (5.4) 
where ( )YPpi    is the posterior distribution of Pij 
( )MPYL ,  is the likelihood to observe a set Y of pipe conditions 
Y={ }nyyyy ...,........., 3,21 , where n is the number of pipes 
in the sample 
( )P0pi     is the prior distribution of Pij 
 
In Tran’s (2007) study, the prior distribution ( )P0pi  was arbitrarily chosen as a uniform 
distribution in the interval [ ]1,0 , and since there was no available knowledge about the 
proper distribution of Pij, the posterior distribution ( )YPpi  is proportional to the 
likelihood function ( )MPYL , . Using the joint probability theory, the likelihood to 
observe set of pipe conditions (Y) can be expressed in Eq (5.5), which was transformed 
into the logarithmic format for faster computing as in Eq (5.6). 
( ) ( )
t
iNT
t i
t
iCMPYL ∏∏
= =
=
1
3
1
, .       (5.5) 
log ( )[ ] ( )tiT
t i
t
i CNMPYL log,
1
3
1
∑∑
= =
=        (5.6) 
where  t  is the pipe age in years 
 T is the largest age found in the dataset 
 
t
iN  is the number of pipes in condition I at year t 
t
iC  is the probability in condition i at year t and can be computed by 
equation derived from Chapman-Kolmogorov formula (Ross, 1972) . 
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Chapman-Kolmogorov formula (Ross, 1972) 
If the initial condition state at year 0 is expressed by ( )040302010 ,,, CCCCC =  of being in 
one of the four condition states at year t can be computed using the equation below.  
( )tttt CCCC 4321 ,,, = ( )04030201 ,,, CCCC •












1000
00
0
3433
242322
14131211
PP
PPP
PPPP
   (5.7) 
where tiC  is the probability being in the condition state i at year t 
 
0
iC  is the probability being in the condition state i at year 0 
1
4
1
=∑
=i
t
iC  t= 0, 1, 2, 3, 4…… 
 
5.5.1 Major steps in the development of non-linear optimisation technique 
 
1. First, a data sheet (see Table 5.10) which shows the number of elements observed in 
different condition states was prepared from the industry data as follows: 
 
Table 5.10 Data sheet which shows the number of elements observed in different 
condition states from the industry data for timber railing 
Age O1 O2 O3 O4 Sum 
0 1 0 0 0 1 
1 2 0 0 0 2 
2 1 0 0 0 1 
4 1 0 0 0 1 
5 1 0 0 0 1 
8 2 0 0 0 2 
11 1 0 0 0 1 
23 0 1 0 0 1 
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Age O1 O2 O3 O4 Sum 
27 0 1 1 0 2 
28 0 0 1 0 1 
29 0 1 1 1 3 
32 0 0 0 2 2 
33 0 1 0 0 1 
34 0 0 0 1 1 
36 0 2 0 0 2 
37 0 2 0 0 2 
38 0 1 1 1 3 
39 1 1 0 1 3 
40 0 1 0 1 2 
41 1 2 0 0 3 
42 1 1 0 1 3 
43 0 1 0 0 1 
44 0 2 1 0 3 
45 0 1 0 1 2 
47 0 0 1 0 1 
48 0 1 0 0 1 
54 0 0 1 0 1 
57 0 0 1 1 2 
58 0 0 0 1 1 
68 0 0 1 0 1 
 12 19 9 11 51 
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2. Using the Excel spread sheet, transient probabilities were established for arbitrary 
Markov Matrix (as shown in Figure 5.8). 
 
3. Log values of the transient probabilities were calculated up to the maximum year 
found in the data sheet (as shown in Figure 5.8). 
 
4.   Log (transient probability) * number of elements in each state were calculated 
(Figure as shown in 5.8). 
 
5. Sum of Log (transient probability)*number of elements in each state were 
calculated (as shown in Figure 5.8). 
 
6. Total sum of Log (transient probability)*number of elements in each state was 
calculated (as shown in Figure 5.8). 
 
7. Using the Solver Add-in, the optimised solution (see Table 5.11) was obtained by 
maximising the total sum of Log (transient probability)*number of elements in each 
state, by changing the arbitrary matrix chosen (as shown in Figure 5.8 & Figure 
5.9)). 
 
 
Figure 5.8 Excel Spreadsheet for non-linear optimisation technique solution matrix 
using Solver Add-in for timber railing 
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Figure 5.9 Solver parameters in the calculation of non-linear optimisation technique 
solution matrix in Solver Add-in for timber railing 
 
Table 5.11 Transition matrix obtained using the non-linear optimisation technique 
for timber railing 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.941 0.044 0.006 0.009 1 
State 2 0.000 0.984 0.014 0.002 1 
State 3 0.000 0.000 0.978 0.022 1 
State 4 0.000 0.000 0.000 1.000 1 
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Figure 5.10 Curves obtained using the non-linear optimisation technique for timber 
railing 
Figure 5.10 shows that at 70 years of age, the following probabilities are noted 
 
0 % of railings in condition 1 
35 % of railings in condition 2 
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20 % of railings in condition 3 and 
45 % of railings in condition 4 
 
» The transition matrices, transient probabilities and the curves for all the other 
elements are shown in Appendix A. 
    
Table 5.12 Merits and Issues of identified methodologies 
 
Methods 
 
Merits Issues 
Percentage 
prediction method 
 
Quite simplistic and can 
be obtained directly from 
the condition data 
 
Failed to relate age vs condition rate 
when calibrating the model 
Regression-based 
optimisation 
method 
Relating age vs condition 
rate when calibrating the 
model 
Depends on the matrix developed 
using the percentage prediction 
method and accurately fitting the Age 
vs condition state 
 
Non-linear 
optimisation 
technique 
 
 
Relating age vs condition 
rate when calibrating the 
model 
 
 
Requires large amount of historical 
data 
 
 
 
5.6 Conclusions 
 
In developing deterioration models for timber bridges, one of the major drawbacks is 
the limited availability of detailed inspection data. Condition data collected using 
discrete condition rating schemes are often inadequate for the development of 
deterministic deterioration models. 
 
Markov models have been used extensively in modelling the deterioration of 
infrastructure facilities. These models can predict the conditions of bridge elements as a 
probabilistic estimate. This chapter has presented the prediction of future condition of 
timber bridge elements using a stochastic Markov chain model. Condition data obtained 
from VicRoads have been used to develop transition probabilities. The percentage 
prediction method, regression-based optimisation method and non-linear optimisation 
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technique have been used to predict transition matrices and transient probabilities from 
condition data. 
It is noted that the three techniques used to develop the transition matrices for the 
Markov process predict three sets of significantly different transient probabilities.  For 
example, at 70 years of age, the following probabilities are noted: 
Percentage prediction method 
0% of railings in condition 1 
10% of railings in condition 2 
5% of railings in condition 3 and 
85% of railings in condition 4 
 
Regression-based optimisation method 
10% of railings in condition 1 
10% of railings in condition 2 
10% of railings in condition 3 and 
70% of railings in condition 4 
 
Non-Linear optimisation technique 
0% of railings in condition 1 
35% of railings in condition 2 
20% of railings in condition 3 and 
45% of railings in condition 4 
 
In the next chapter, this issue is addressed in detail. 
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CHAPTER 6: ASSESSING THE PERFORMANCE OF 
DETERIORATION MODELS  
 
 
6.1 Introduction 
 
The Markov chain model developed in Chapter 5 to predict the deterioration 
progression of timber bridges using condition data has demonstrated that the model is 
sensitive to the technique used to evaluate the transition matrices. The objective of the 
work presented in this chapter is to determine the most suitable deterioration model for 
timber bridge elements by assessing the models to quantify the model error which 
relates to the differences between the predicted values and the observed values with the 
test data set. In order to effectively test the model, the test dataset should be different 
from the calibration dataset. The objective of the calibration is to produce outcomes 
consistent with the available data; in contrast, the objective of the validation is to test 
the adequacy of the model and its assumptions using the available data. 
 
6.2 Chi -Square Goodness-of-Fit Test 
 
The chi-square Goodness-of-fit test is used in a statistical model to see how well the 
model actually reflects the observed data, or how "close" the observed values are to an 
expected distribution which would be expected under the fitted model. This test is 
commonly used to test the association of variables in two-way tables where the assumed 
model of independence is evaluated against the observed data. In general, the chi-square 
test statistic is of the form: 
∑
−
=Χ
ected
ectedobserved
exp
)exp( 22
 
6.2.1 Validation: Hypothesis Testing 
 
The hypothesis adopted in the present research is that the Markov model developed for 
deterioration prediction of timber bridges is consistent with field observations. A test 
data set was identified from the data collected from two local councils. The hypothesis 
testing method allows us to establish whether the proposed probability model is 
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consistent with a set of observations used to validate the models. The hypothesis to be 
tested is that the observed frequency is matched with the estimated or predicted 
frequency (Micevski et al., 2002). The chi-square ( 2χ ) test can be used to compare the 
observed frequency with the expected or predicted frequency for a particular condition 
rating at a particular observed age. This test can be used for the three deterioration 
models developed in this study. The test statistic 2Mχ  for the deterioration models 
developed in this study can be calculated using the following equation. 
∑
=
−
=
4
1
2
2 )(
c c
cc
M P
POχ       (6.1) 
where cO is the observed number of elements in condition c, and Pc  is the predicted 
number of elements in condition c. 
 
If the test statistic ( 2Mχ ) is larger than the critical 2 3,05.0χ  (95% confidence level and 3 
degrees of freedom), the hypothesis is rejected. To ensure that the 2χ  statistic 
approximates the 2χ distribution accurately, the traditional rule of thumb is that all 
expected frequencies should be at least 1.0, and 80% or more of the expected 
frequencies should be at least 5.0 (Cochran, 1954). Due to lack of data, the traditional 
rule of thumb is enforced by grouping the condition states 1 & 2 and 3 & 4 together. 
After grouping, if the test statistic ( 2Mχ ) is larger than the critical 2 1,05.0χ  (95% 
confidence level and 1 degree of freedom), the hypothesis is rejected. 
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6.2.2 Major steps in calculating the test statistic ( 2Mχ ) 
 
1. The test data set that shows the observed frequency for a particular condition rating at 
a particular observed age was prepared as shown in Table 6.1: 
 
Table 6.1 The test data set that shows the observed number of elements for a 
particular condition rating at a particular observed age (timber railing test 
data set) 
 
Age O1 O2 O3 O4 Sum 
1 2 0 0 0 2 
5 3 0 0 0 3 
9 0 1 0 0 1 
18 0 1 0 0 1 
19 0 1 0 0 1 
22 0 0 0 1 1 
27 0 1 0 0 1 
30 0 0 0 1 1 
31 1 0 0 0 1 
33 0 1 1 0 2 
36 0 0 0 1 1 
39 0 1 0 0 1 
42 0 0 0 2 2 
45 0 1 0 1 2 
47 0 0 1 0 1 
48 0 0 1 1 2 
53 0 0 0 1 1 
58 0 0 1 0 1 
59 0 0 1 1 2 
63 0 0 0 1 1 
Sum 6 7 5 10 28 
 
2. Transient probability values were obtained for each of the above ages. 
 For example, using the percentage prediction method values were as follows: 
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Table 6.2 Transient probabilities obtained using percentage prediction method for 
timber railing test data set 
Age S1 S2 S3 S4 
1 0.939 0.044 0.012 0.006 
5 0.708 0.203 0.057 0.032 
9 0.534 0.294 0.098 0.074 
18 0.283 0.354 0.149 0.214 
19 0.264 0.353 0.151 0.232 
22 0.214 0.345 0.154 0.287 
27 0.150 0.319 0.152 0.379 
30 0.122 0.299 0.146 0.433 
31 0.113 0.292 0.144 0.450 
33 0.098 0.278 0.139 0.484 
36 0.079 0.256 0.131 0.534 
39 0.064 0.235 0.122 0.579 
42 0.052 0.214 0.113 0.621 
45 0.042 0.194 0.104 0.661 
47 0.037 0.181 0.098 0.685 
48 0.034 0.174 0.095 0.697 
53 0.024 0.146 0.080 0.750 
58 0.017 0.121 0.068 0.794 
59 0.016 0.117 0.065 0.802 
63 0.012 0.100 0.056 0.832 
3. The predicted number of elements for a particular condition rating at a particular 
observed age was prepared as follows. 
Predicted number of elements = Total observed number of elements at a particular 
observed age *Transient probabilities obtained  
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Table 6.3 The Predicted number of elements for a particular condition rating at a 
particular observed age (timber railing test data set) 
Age P1 P2 P3 P4 
1 1.877 0.089 0.023 0.012 
5 2.123 0.609 0.171 0.097 
9 0.534 0.294 0.098 0.074 
18 0.283 0.354 0.149 0.214 
19 0.264 0.353 0.151 0.232 
22 0.214 0.345 0.154 0.287 
27 0.150 0.319 0.152 0.379 
30 0.122 0.299 0.146 0.433 
31 0.113 0.292 0.144 0.450 
33 0.196 0.556 0.279 0.969 
36 0.079 0.256 0.131 0.534 
39 0.064 0.235 0.122 0.579 
42 0.104 0.427 0.226 1.243 
45 0.084 0.387 0.207 1.322 
47 0.037 0.181 0.098 0.685 
48 0.068 0.349 0.189 1.395 
53 0.024 0.146 0.080 0.750 
58 0.017 0.121 0.068 0.794 
59 0.031 0.233 0.130 1.605 
63 0.012 0.100 0.056 0.832 
Sum 6.394 5.945 2.775 12.886 
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4. The difference between the observed number of elements and the predicted number 
of elements was calculated, and the chi-squared value of that one was obtained. The 
sum of (Oi-Pi)2/Pi  for all states was calculated as follows. 
 
Table 6.4 Chi-squared value obtained for timber railing test data set 
 i=1 i=2 i=3 i=4 
Oi-Pi -0.394 1.055 2.225 -2.886 
(Oi-Pi)2 0.155 1.112 4.950 8.327 Sum 
(Oi-Pi)2/Pi 0.024 0.187 1.783 0.646 2.641 
 
6.3 Most suitable structural deterioration model for timber railing 
 
It was observed that the predicted number of elements in state 3 is less than 5, but the 
predicted number of elements in any condition must be at least 5 (Montgomery et al., 
2004). This rule of thumb is known to be conservative (Moore, 1986). If the predicted 
frequencies did not meet this rule, two or more groups were combined to form a new 
group (Micevski et al., 2002). Therefore states 1 & 2 and states 3 & 4 were combined to 
form new groups. 
 
Table 6.5 The computed chi-square values for the test data set and calibration data 
set for timber railing (both before and after grouping)  
Calibration data set Test data set 
Before grouping After grouping Before grouping After grouping Calibration 
Techniques 
2
Mχ
81.72 05.0,3 =≤ χ  
2
Mχ
84.32 05.0,1 =≤ χ  
2
Mχ
81.72 05.0,3 =≤ χ  
2
Mχ
84.32 05.0,1 =≤ χ  
Percentage 
prediction 
method 
22.304 9.019 2.641 0.063 
Regression 
based 
optimisation 
method 
13.184 0.079 5.623 1.039 
Non-linear 
optimisation 
technique 
0.167 0.004 3.787 3.17 
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Relating age vs condition rate was not used when calibrating the percentage prediction 
method. However, the regression-based optimisation method and the non-linear 
optimisation technique were calibrated by relating age vs condition rate. The whole set 
of calibration data set which was used to develop the transition matrices for the 
regression-based optimisation method and the non-linear optimisation technique was 
not used to calibrate the percentage prediction method. Therefore it is not advisable to 
compare the three models with the calibration data set. 
 
It was observed that all three models passed the goodness-of-fit test for the test data set. 
Only the non-linear optimisation technique passed the test for the calibration data set, 
before grouping and after grouping. After grouping, the regression-based optimisation 
method also passed the goodness–of-fit test. 
 
Since the calibrated data set gave a larger test statistic ( 2Mχ ) value for the percentage 
prediction method and for the regression-based optimisation method (before grouping), 
it was decided to explore the validity of the models using further mathematical 
techniques. A reliability test was identified as a suitable method to further test the 
models.  
 
6.4 Reliability Test 
 
According to Winter (2000, p.7), “Reliability and validity are tools of an essentially 
positivist epistemology.” Joppe (2000) defines reliability as the extent to which results 
are consistent over time and an accurate representation of the total population under 
study. It is also known that if the results of a study can be reproduced under a similar 
methodology, then the research instrument is considered to be reliable. 
 
Reliability tests can be used to check whether the models can be used to predict the 
deterioration process under similar methodology accurately for different data sets. 
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6.4.1 Reliability test for percentage prediction method 
 
First, the reliability test was done for the percentage prediction method with different 
inspection periods. The following table gives the results obtained for the test data set. 
 
Table 6.6 The computed chi-square values for the test data set (percentage prediction 
method) 
Inspection period Before grouping After grouping 
 
2
Mχ ( 81.72 05.0,3 =≤ χ ) 
 
2
Mχ ( 84.32 05.0,1 =≤ χ ) 
 
2 134 136.72 
4 2.641 0.063 
 
The reliability of the percentage prediction method was tested with other timber bridge 
elements. Due to lack of data, the entire data set was used for other elements to calibrate 
the models. The reliability of the percentage prediction method for other timber bridge 
elements was checked for the entire data set. Few data were taken from the calibration 
data set of the regression-based optimisation method and the non-linear optimisation 
technique to calibrate the percentage prediction method. The following table gives the 
test statistic ( 2Mχ ) obtained for other timber bridge elements using the percentage 
prediction method. 
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Table 6.7 The computed chi-square values for the entire data set (percentage 
prediction method) 
Before grouping After grouping 
Elements 
2
Mχ ( 81.72 05.0,3 =≤ χ ) 
 
2
Mχ ( 84.32 05.0,1 =≤ χ ) 
 
Pile 65.55 33.38 
Kerbs 198.25 181.81 
Girder 63.66 29.73 
Abutment 64.92 37.44 
Deck 293.95 288.20 
Cross beam 28.30 27.48 
 
Even though  the percentage prediction method gave the least test statistic ( 2Mχ ) value 
for the test data set, it failed the reliability test for the calibration data set, with different 
inspection periods and other timber bridge element types. Therefore, it was concluded 
that the percentage prediction method cannot be used to predict the deterioration process 
for timber elements. 
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6.4.2. Reliability test for both regression-based optimisation method and non-
linear optimisation technique 
 
Goodness-of-fit test results for other timber bridge elements (for the calibrated data set) 
are given below. 
 
Table 6.8 The computed chi-square values for the entire data set (regression-based 
optimisation and non-linear optimisation technique) 
Regression-based  
optimisation method 
Non-linear  
optimisation technique 
Before 
 grouping 
After 
grouping 
Before  
grouping 
After 
grouping Elements 
2
Mχ
81.72 05.0,3 =≤ χ  
 
2
Mχ
84.32 05.0,1 =≤ χ
 
2
Mχ
81.72 05.0,3 =≤ χ  
 
2
Mχ
84.32 05.0,1 =≤ χ
 
Pile - 3.317 - 0.005 
Kerbs 670.629 .0003 0.006 0.000 
Girder 176653.8 1.121 0.004 0.001 
Abutment  22.29 0.124 3850.773 1.118 
Deck  1630.167 1.478 0.094 0.016 
Cross beam 37.295 3.576 0.023 0.016 
 
Non linear optimisation technique gave the least test statistic ( 2Mχ ) value (before and 
after grouping) for all other timber bridge elements except the abutment. However, 
since the regression-based optimisation method gave a better test statistic for the test 
data set than the non-linear optimisation technique, it was decided to further check the 
two methods with the entire data set. 
Goodness-of-fit test results for timber railing for the entire data set are given below 
(since the number of expected elements in all states was more than 5, no grouping was 
done). 
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Table 6.9 The computed chi-square values for timber railing for the entire data set 
(regression-based optimisation and non-linear optimisation technique) 
Element 
Regression based 
optimisation method 
2
Mχ ( 81.72 05.0,3 =≤ χ ) 
Non-linear optimisation 
technique 
2
Mχ ( 81.72 05.0,3 =≤ χ ) 
Railing 16.874 1.398 
 
Based on the foregoing analysis it was decided that the non-linear optimisation 
technique offered the best deterioration matrix for the Markov chain model developed 
for the deterioration of timber bridges. 
 
6.5. Proposed deterioration matrix and the implication of the 
outcomes 
 
The deterioration model derived in this chapter will assist infrastructure managers in 
forecasting and optimising the maintenance costs associated with timber bridges. This 
section demonstrates the application of the model in forecasting maintenance 
expenditure. Timber railing is used as an example to demonstrate the application. 
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Figure 6.1 Curves obtained using the non-linear optimisation technique for timber 
railing 
 
Steps in the calculation are given below.  
 Step 1: Condition of timber railing at a given point in time can be calculated as 
follows. 
For example, at the age of 5 years, 0.740*1+0.187*2+0.029*3+0.044*4 = 1.4 
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Table 6.10 presents the expected condition of the elements at different ages. 
 
Table 6.10 Condition of the timber railing at a given point in time 
Age S1 S2 S3 S4 Exp.Con 
0 1.000 0.000 0.000 0.000 1.0 
1 0.942 0.043 0.006 0.010 1.1 
2 0.887 0.084 0.011 0.019 1.2 
3 0.835 0.121 0.017 0.027 1.2 
4 0.786 0.155 0.023 0.036 1.3 
5 0.740 0.187 0.029 0.044 1.4 
6 0.697 0.216 0.035 0.052 1.4 
7 0.656 0.243 0.041 0.060 1.5 
8 0.618 0.268 0.047 0.067 1.6 
9 0.582 0.290 0.054 0.075 1.6 
10 0.548 0.311 0.060 0.082 1.7 
11 0.516 0.330 0.066 0.089 1.7 
12 0.485 0.347 0.072 0.096 1.8 
13 0.457 0.363 0.078 0.102 1.8 
14 0.430 0.377 0.084 0.109 1.9 
15 0.405 0.390 0.090 0.115 1.9 
16 0.382 0.401 0.095 0.122 2.0 
17 0.359 0.412 0.101 0.128 2.0 
18 0.338 0.421 0.107 0.134 2.0 
19 0.319 0.429 0.112 0.141 2.1 
20 0.300 0.436 0.117 0.147 2.1 
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Age S1 S2 S3 S4 Exp.Con 
21 0.282 0.442 0.122 0.153 2.1 
22 0.266 0.448 0.127 0.159 2.2 
23 0.250 0.452 0.132 0.165 2.2 
24 0.236 0.456 0.137 0.171 2.2 
25 0.222 0.459 0.142 0.177 2.3 
26 0.209 0.462 0.146 0.183 2.3 
27 0.197 0.464 0.151 0.189 2.3 
28 0.185 0.465 0.155 0.195 2.4 
29 0.174 0.466 0.159 0.201 2.4 
30 0.164 0.466 0.163 0.207 2.4 
31 0.155 0.466 0.167 0.213 2.4 
32 0.146 0.465 0.170 0.219 2.5 
33 0.137 0.464 0.174 0.225 2.5 
34 0.129 0.463 0.177 0.231 2.5 
35 0.122 0.461 0.180 0.237 2.5 
36 0.114 0.460 0.184 0.242 2.6 
37 0.108 0.457 0.187 0.248 2.6 
38 0.101 0.455 0.189 0.254 2.6 
39 0.096 0.452 0.192 0.260 2.6 
40 0.090 0.449 0.195 0.266 2.6 
41 0.085 0.446 0.197 0.272 2.7 
42 0.080 0.443 0.199 0.278 2.7 
43 0.075 0.440 0.201 0.284 2.7 
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Age S1 S2 S3 S4 Exp.Con 
44 0.071 0.436 0.203 0.290 2.7 
45 0.067 0.432 0.205 0.296 2.7 
46 0.063 0.428 0.207 0.302 2.7 
47 0.059 0.424 0.209 0.308 2.8 
48 0.056 0.420 0.210 0.314 2.8 
49 0.052 0.416 0.212 0.320 2.8 
50 0.049 0.412 0.213 0.326 2.8 
51 0.046 0.408 0.214 0.332 2.8 
52 0.044 0.403 0.215 0.338 2.8 
53 0.041 0.399 0.216 0.343 2.9 
54 0.039 0.395 0.217 0.349 2.9 
55 0.036 0.390 0.218 0.355 2.9 
56 0.034 0.386 0.219 0.361 2.9 
57 0.032 0.381 0.219 0.367 2.9 
58 0.030 0.377 0.220 0.373 2.9 
59 0.029 0.372 0.220 0.379 2.9 
60 0.027 0.368 0.221 0.385 3.0 
 
 
 Step 2: Planning of routine maintenance. 
This requires estimating the cost to create a change in the condition of the bridge 
element. Based on an assumption of some basic cost elements, Table 6.11 
presents the present value of maintenance costs, assuming that maintenance 
actions are taken every 3 years. 
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Table 6.11 Discounted present-value (PV) cost for maintenance period of 3 years 
Cost per unit length 
$100 $750 $1500 Age S2 S3 S4 
2-1 3-1 4-1 
Total PVF@6% PV 
3 0.12 0.02 0.03 $1,208 $  1,280 $   4,119 $    6,607 0.8396 $   5,547 
6 0.22 0.04 0.05 $2,160 $  2,635 $   7,814 $  12,610 0.7050 $   8,890 
9 0.29 0.05 0.07 $2,902 $  4,017 $ 11,192 $  18,112 0.5919 $  10,720 
12 0.35 0.07 0.10 $3,471 $  5,388 $ 14,336 $  23,196 0.4970 $  11,528 
15 0.39 0.09 0.12 $3,898 $  6,718 $ 17,311 $  27,928 0.4173 $  11,654 
18 0.42 0.11 0.13 $4,208 $  7,988 $ 20,167 $  32,363 0.3503 $  11,337 
21 0.44 0.12 0.15 $4,423 $  9,181 $ 22,942 $  36,546 0.2942 $  10,752 
24 0.46 0.14 0.17 $4,561 $10,288 $ 25,664 $  40,513 0.2470 $  10,007 
27 0.46 0.15 0.19 $4,635 $11,302 $ 28,356 $  44,294 0.2074 $   9,186 
30 0.47 0.16 0.21 $4,660 $12,221 $ 31,030 $  47,911 0.1741 $   8,341 
33 0.46 0.17 0.22 $4,644 $13,042 $ 33,698 $  51,385 0.1462 $   7,512 
36 0.46 0.18 0.24 $4,596 $13,768 $ 36,366 $  54,730 0.1227 $   6,715 
39 0.45 0.19 0.26 $4,523 $14,400 $ 39,036 $  57,959 0.1031 $   5,976 
42 0.44 0.20 0.28 $4,430 $14,942 $ 41,710 $  61,082 0.0865 $   5,284 
45 0.43 0.21 0.30 $4,323 $15,398 $ 44,386 $  64,107 0.0727 $   4,661 
48 0.42 0.21 0.31 $4,204 $15,773 $ 47,063 $  67,040 0.061 $   4,089 
51 0.41 0.21 0.33 $4,078 $16,071 $ 49,738 $  69,887 0.0512 $   3,578 
54 0.39 0.22 0.35 $3,946 $16,298 $ 52,407 $  72,651 0.043 $   3,124 
57 0.38 0.22 0.37 $3,812 $16,459 $ 55,066 $  75,337 0.0361 $   2,720 
60 0.37 0.22 0.38 $3,675 $16,559 $ 57,712 $  77,946 0.0303 $   2,362 
       $942,201 - $143,983 
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Table 6.12 presents the present value of the maintenance cost for a maintenance period 
of five years. Table 6.13 presents the present value of the maintenance costs if the 
action is taken every 10 years. 
 
Table 6.12 Discounted present-value (PV) cost for maintenance period of 5 years 
Cost per unit length 
$100 $750 $1500 Age S2 S3 S4 
2-1 3-1 4-1 
Total PVF@6 % PV 
5 0.19 0.03 0.04 $1,868 $2,179 $6,623 $10,669 0.7473 $7,973 
10 0.31 0.06 0.08 $3,110 $4,477 $12,263 $19,849 0.5584 $11,084 
15 0.39 0.09 0.12 $3,898 $6,719 $17,312 $27,928 0.4173 $11,654 
20 0.44 0.12 0.15 $4,361 $8,792 $22,025 $35,177 0.3118 $10,968 
25 0.46 0.14 0.18 $4,592 $10,637 $26,564 $41,792 0.233 $9,737 
30 0.47 0.16 0.21 $4,660 $12,221 $31,031 $47,911 0.1741 $8,341 
35 0.46 0.18 0.24 $4,615 $13,537 $35,477 $53,628 0.1301 $6,977 
40 0.45 0.19 0.27 $4,494 $14,591 $39,927 $59,011 0.0972 $5,736 
45 0.43 0.21 0.30 $4,323 $15,398 $44,387 $64,107 0.0727 $4,661 
50 0.41 0.21 0.33 $4,121 $15,980 $48,846 $68,947 0.0543 $3,744 
55 0.39 0.22 0.36 $3,902 $16,359 $53,295 $73,556 0.0406 $2,986 
60 0.37 0.22 0.38 $3,675 $16,559 $57,713 $77,946 0.0303 $2,362 
      Total $580,522 - $86,224 
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Table 6.13 Discounted present-value (PV) cost for maintenance period of 10 years 
Cost per unit length 
$100 $750 $1500 Age S2 S3 S4 
2-1 3-1 4-1 
Total PVF@6% PV 
10 0.31 0.06 0.08 $3,110 $  4,477 $ 12,263 $  19,849 0.5584 $  11,084 
20 0.44 0.12 0.15 $4,361 $  8,793 $ 22,024 $  35,177 0.3118 $  10,968 
30 0.47 0.16 0.21 $4,660 $12,221 $ 31,030 $  47,911 0.1741 $   8,341 
40 0.45 0.19 0.27 $4,494 $14,591 $ 39,927 $  59,011 0.0972 $   5,736 
50 0.41 0.21 0.33 $4,121 $15,980 $ 48,847 $  68,947 0.0543 $   3,744 
60 0.37 0.22 0.38 $3,675 $16,559 $ 57,712 $  77,946 0.0303 $   2,362 
      Total $308,842 - $  42,235 
 
 
Table 6.14 Discounted present-value (PV) cost for various maintenance periods 
Maintenance period PVC @ 6 % 
3 $143,983 
5 $86,224 
10 $ 42,235 
 
 
 Step 3: The optimum maintenance period can be calculated as summarised in 
Table 6.14. From the above three options, the best maintenance period can be 
calculated as 10 year intervals. However, it should be noted that if this approach 
is taken, 8.2% of railings will be in condition 4 before action is taken. Any 
decision taken should take this into consideration. 
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6.5 Conclusions 
 
In order to find the most suitable deterioration model for railings as well as for other 
timber bridge elements, validity and reliability tests were undertaken. A Goodness-of -
fit test was used to validate the models. First, timber railing was tested for both the 
calibrated data set and also for the test data set. It was observed that the percentage 
prediction method gave the least test statistic ( 2Mχ ) value for the test data set and gave a 
higher value for the calibration data set. The percentage prediction model was then 
tested for different inspection periods. It was observed that the test statistic ( 2Mχ ) value 
was greater than the critical 2 3,05.0χ . Therefore, the percentage prediction method was 
tested for other timber bridge elements and it was observed that the test statistic ( 2Mχ ) 
value was greater than the critical 2 3,05.0χ . 
 
In order to select the best model for timber railing as well as for other timber bridge 
elements, the other two models developed (the regression-based optimisation method 
and non-linear optimisation technique) were compared. It was observed that regression 
based optimisation gave a lower test statistic ( 2Mχ ) value after grouping the condition 
states for the test data set, and the non-linear optimisation technique gave a lower test 
statistic ( 2Mχ ) value for the calibration data set (both before and after grouping). 
Therefore, the chi-squared test was done for other timber bridge elements for the 
calibration data set, and it was observed that other than abutments, all other timber 
bridge elements gave the least test statistic ( 2Mχ ) value for non-linear optimisation 
technique. In order to effectively test the model, the model was tested with the entire 
data set (including both the calibration data set and the test data set). It was observed 
that non-linear optimisation technique gave the least test statistic ( 2Mχ ) value. 
It was concluded that the Markov chain developed for deterioration prediction of timber 
bridges using the non-linear optimisation technique is mathematically acceptable and 
predicts the deterioration progression with reasonable accuracy.  
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CHAPTER 7: SUMMARY, CONCLUSIONS AND 
RECOMMENDATIONS 
 
7.1 Introduction 
 
The work presented in the thesis has attempted to address a gap in knowledge 
associated with the diagnosis of deterioration in timber bridges and the prediction of the 
life expectancy of timber bridge elements. The need for the research was identified by 
two local councils in Victoria: Strathbogie Shire Council and Corangamite Shire 
Council. Bridge deterioration data were provided by the two councils and VicRoads 
(Roads Corporation of Victoria, Australia). This chapter summarises the major findings 
of each section of the thesis. 
 
7.2 Outcomes of the literature review 
 
The literature review identified typical methods adopted for the diagnosis of symptoms 
of deterioration and deterioration prediction models adopted for different types of 
infrastructure. For the types of information and condition data available on timber 
bridges, two specific methods were identified for the diagnosis and deterioration 
prediction of timber bridges. A fuzzy logic-based approach was selected for the 
development of a diagnostic tool for timber bridges. The Markov process was selected 
for deterioration modelling.   
 
7.3 Expert system for deterioration diagnosis of timber bridges 
 
The development of an expert system which aids the non-expert to diagnose the cause 
of the distress in timber bridges using cause and effect diagrams and the fuzzy logic 
approach is a major outcome of the project. The inputs to the system are linguistic 
variables such as type of element, visual symptoms, environmental conditions, method 
of construction, characteristics of deterioration and element position or location. The 
expert system executes fuzzy inference to evaluate the cause of the distress using these 
input data and built-in rules. Major elements of the expert system are: 
 
                      142 
• Fuzzy rule base - The fuzzy rule base is characterised in the form of if-then 
rules in which the antecedents and consequents involve linguistic variables. The 
collection of these fuzzy rules forms the rule base for the fuzzy logic system 
(Abraham, 2005). In a fuzzy logic system, the rule base is usually of the form: 
 
IF  
(a set of conditions are satisfied - antecedents)  
THEN  
(a set of consequences can be inferred - consequents). 
 
For example, the rule base of Crustacean attack is 
IF  
Element is “pile” and Locations in Australia is “New South Wales- 
Marine” and Whether timber is treated is “Timber is not treated” and 
Location of the deterioration is “External surface” and Visual symptoms 
is “Narrower and shorter tunnels on the surface and a wasted appearance 
or hourglass effect” and Element position or Location is “Under water-
zone between bed level and mean low tide level”  
THEN  
Crustacean attack 
 
• Variable status matrices - Variable status matrices are used to define the 
importance of each variable in rule bases. The status of the variables for the rule 
base of spiking of horizontal timber sheeting to the pile groups is as follows. 
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Table 7.1 Example of a variable status matrix: the rule base of spiking of 
horizontal timber sheeting to the pile groups 
 
 
Causes 
 
 
 
Description 
 
Status of the 
variable 
Element (V1) Pile Very high 
 
 
 
 
 
Locations in Australia (V21) 
 
 
 
 
 
 
 
New South Wales- Marine, 
Mountainous, 
Coastal 
Queensland- Marine, Mountainous,  
                     Coastal 
South Australia- Marine, 
Mountainous, 
Coastal 
Tasmania- Marine, Mountainous, 
Coastal 
Victoria- Marine, Mountainous, 
Coastal 
Western Australia- Marine, 
Mountainous, 
Coastal 
Very low 
Whether timber is treated  (V31) Timber is not treated Very low 
Locations of the deterioration(V41) Along the nail Very high 
Visual symptoms (V5) 
Crack 
Longitudinal crack 
Very high 
Element position or Location (V6) Under water Above ground Very low 
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Table 7.2 Fuzzy membership function values 
Status of the variable Rate the variable (0-1) Matching Value Not-matching Value 
Very low 0-0.2 0.1 -0.05 
low 0.2-0.35 0.25 -0.125 
Medium 0.35-0. 5 0.5 -0.25 
High 0. 5-0.65 0.75 -0.375 
Very high 0.65-0.8 0.9 -0.45 
• Fuzzy membership functions - The linguistic concepts can be represented using 
fuzzy set theory by fuzzy membership functions. In this research, fuzzy 
membership functions are used to define the status of the variable to define the 
rule base. For example, the status of visual symptoms of crustacean attack is 
“very high”. Visual symptoms of crustacean attack is “Narrower and shorter 
tunnels on the surface and a wasted appearance or hourglass effect”. If the user 
input for visual symptoms is the same as the above, the  membership function 
takes the matching value. Otherwise, it takes the not-matching value (Table 
7.2). 
• Fuzzy inference engine – Fuzzy inference is the process of formulating 
mapping from a given input to an output using fuzzy logic. The inference 
engine converts fuzzy input to fuzzy output using membership functions, fuzzy 
logic operators and if-then type fuzzy rules. 
 
7.4 Deterioration prediction model for timber bridge elements 
 
The second major contribution to knowledge achieved by the present study is the 
deterioration model developed to predict deterioration of timber bridge elements with 
age. Major elements of the work completed can be summarised as follows: 
• Preliminary analysis of condition data and understanding the best basic 
approach for deterioration prediction as a stochastic method. 
• Data preparation involving filtering the data to remove the data which were 
affected by rehabilitation actions. Splitting the data for calibrating and testing 
the models. Preparing the data sheet which shows the number of elements 
observed in different condition states from the industry data. 
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• Developing a transition matrix using the percentage prediction method, the 
regression-based optimisation method and non-linear optimisation technique. 
• Validating the models using goodness-of-fit and reliability tests. 
 
7.5 Challenges in validating a Markov model and the best method for 
the discrete condition data 
 
Challenges that arose when validating the models are given below: 
 
• Insufficient data for testing the models was one of the major challenges faced in 
the calibration and validation of the models. 
• The traditional rule of thumb that all expected frequencies should be at least 
1.0, and 80% or more of the expected frequencies should be at least 5.0 
(Cochran, 1954) was difficult to satisfy. Some elements have no data with the 
percentage of elements in stage 3 and stage 4 or less than 5 expected 
frequencies. Due to lack of data, the traditional rule of thumb was enforced by 
grouping the condition states 1 & 2 and 3 & 4 together. 
•  Selection of the best method of developing the transition matrices was another 
challenge faced. Timber railing was tested for both the calibrated data set and 
for the test data set. It was observed that the percentage prediction method gave 
the least test statistic ( 2Mχ ) value for the  test data set and gave higher value for 
the calibration data set. Both goodness-of-fit and reliability tests were used to 
find the most suitable deterioration model for railings and other timber bridge 
elements. 
It can be concluded that the Markov chain developed for deterioration prediction of 
timber bridges using non-linear optimisation technique is mathematically acceptable 
and predicts the deterioration progression with reasonable accuracy.  
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7.6 Limitations and Recommendations for future work 
7.6.1 Limitation of the fuzzy logic diagnostic model and recommendations for 
future work 
 
• Developing rule bases 
 The rule bases were developed based on the information provided in inspection 
manuals, case studies and research papers. The limitations of the research data 
include the small number of case studies available and the limited availability of 
information in research papers. The rule bases can be further consolidated by 
identifying case studies to validate them. 
• Variable status matrices were developed based on expert opinions. The 
limitations in developing variable status matrices include the limited number of 
experts available and the lack of laboratory data to confirm the expert opinions. 
Expert opinions combined with laboratory results would have strengthened the 
variable status matrices developed. 
• Developing the membership functions. 
 
This study presents a general method and ideas for setting up membership functions. 
The full value of membership function is taken for the user inputs which match the 
conditions stated in the rule base. Half of this value is taken for user inputs which do not 
match the conditions stated in the rule base. For example, the symptom for Crustacean 
attack on timber piles is “Narrower and shorter tunnels on the surface and a wasted 
appearance or hourglass effect”. If the user input for the symptom of the defect is 
different from the symptom of Crustacean attack, when assessing the rule base of 
Crustacean attack the negative value is taken up according to the users’ confidence. If 
they rate their answer as “high”, - 0.375 is taken up for assessment. That is, half the 
value of the 0.75 assigned for a matching answer for the symptom of Crustacean attack. 
Further research is needed to develop the membership functions.  
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7.6.2 Limitation of the deterioration model and recommendations for future 
work 
 
The percentage prediction method, the regression-based optimisation method and non-
linear optimisation technique were used to develop the deterioration model for timber 
bridge elements. Of the three methods, the most appropriate model for finding the 
deterioration rate of timber bridge elements is the non-linear optimisation technique. 
 
7.6.2.1 Percentage prediction method and recommendations for 
future work  
 
The data available to construct the full set of Markov matrices was frequently 
inadequate. There were no records found in the industry data to identify intervention to 
deterioration by recording the condition before and after the event. Recording this 
information will help in future to test this method. The accuracy of the method depends 
on: 
• The accuracy of the data and number of data points available.  
• The method of calculating the condition rate from the industry data. 
 
7.6.2.2 Regression-based optimisation method and 
recommendations for future work  
 
The regression based optimisation method was developed based on the Markov matrix 
derived using the percentage prediction method. The accuracy of the regression based 
optimisation method depends on: 
• The accuracy of the matrix developed using the percentage prediction method. 
• The accuracy of the data (date of construction and date of repairs of timber 
bridge elements) and availability of more data. 
• The method of calculating the condition rate from the industry data. 
• Accurately fitting the age vs condition state. 
 
The method used to calculate the condition rate from the percentage of elements in each 
state was P1%*1+P2%*2+P3%*3+P4%*4. Further research is needed to estimate the 
condition state, since accurately plotting the graph of age vs condition state gives 
accurate results for the regression-based optimisation method.  
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7.6.2.3 Non-linear optimisation technique  
 
The non-linear optimisation technique was developed by relating the number of 
elements in each state with the age. The accuracy of the non-linear optimisation 
technique depends on: 
• The accuracy and availability of data. 
• The method of calculating the condition rate from the industry data. 
 
7.6.2.4 Influence of other parameters on deterioration  
 
The Markov chain developed for the deterioration of timber bridge elements was 
derived from condition data of timber bridges in Victoria, Australia. All the elements 
were exposed to the outdoor environment and located mainly inland. The influence of 
exposure conditions on deterioration progression, type of timber species, treatment etc. 
has not been specifically considered due to the limitations of data available. Therefore, 
the predictions can be taken as average predictions of the condition of bridge elements. 
However, the process described here can be used to derive deterioration prediction 
models for other exposure conditions, provided that adequate condition data are 
available. 
 
7.7 Summary 
Outcomes of the thesis described above can be summarised as follows: 
• A fuzzy logic based diagnostic tool has been developed to diagnose signs of 
deterioration in timber bridges to underlying causes. The generic approach 
developed is innovative and can be expanded to cover other infrastructure types 
and elements.  
• A Markov Chain based deterioration prediction model has been developed to 
predict time dependent deterioration of timber bridge elements. The model has 
been validated using an independent set of data. This is the first such model 
published for deterioration prediction of timber bridge elements. 
• The generic process of development of the Markov Chain from discrete 
condition data and the process of validation is another contribution to knowledge 
in the work presented here. 
• The process of applying the model for deterioration prediction and financial 
forecasting has been demonstrated with an example. 
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• Recommendations for future work include: 
o Laboratory investigations and sourcing of case studies to further validate 
the developed diagnostic tool. 
o Further collection of data to facilitate understanding of effect of other 
parameters such as exposed environment and type of timber species on 
deterioration of timber bridges. 
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APPENDIX A THE TRANSITION MATRICES, TRANSIENT 
PROBABILITIES AND THE CURVES OBTAINED 
USING THE THREE METHODS FOR DIFFERENT 
ELEMENTS 
A.1 Transition Matrices for timber elements 
 
	 Percentage prediction method 
 
Table A.1 Timber pile-time step of 3 years-percentage prediction method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.747 0.237 0.016 0.000 1 
State 2 0.000 0.978 0.022 0.000 1 
State 3 0.000 0.000 1.000 0.000 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.2 Timber kerbs- time step of 3 years-percentage prediction method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.644 0.311 0.043 0.002 1 
State 2 0 0.597 0.277 0.126 1 
State 3 0 0 0.545 0.455 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.3 Timber girder- time step of 2 years-percentage prediction method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.617 0.136 0.222 0.025 1 
State 2 0.000 1.000 0.000 0.000 1 
State 3 0.000 0.000 1.000 0.000 1 
State 4 0.000 0.000 0.000 1.000 1 
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Table A.4 Timber abutment- time step of 4 years-percentage prediction method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.743 0.227 0.024 0.006 1 
State 2 0.000 0.861 0.139 0.000 1 
State 3 0.000 0.000 0.517 0.483 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.5 Timber deck- time step of 2 years-percentage prediction method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.458 0.317 0.099 0.127 1 
State 2 0.000 0.500 0.500 0.000 1 
State 3 0.000 0.000 0.333 0.667 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.6 Timber railing- time step of 2 years-percentage prediction method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.643 0.213 0.085 0.059 1 
State 2 0 0.070 0.694 0.236 1 
State 3 0 0 0.013 0.987 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.7 Timber cross beam- time step of 3 years-Percentage prediction method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.920 0.075 0.005 0.000 1 
State 2 0 0.688 0.275 0.037 1 
State 3 0.000 0.000 1.000 0.000 1 
State 4 0.000 0.000 0.000 1.000 1 
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	 Regression based optimisation method 
 
Table A.8 Timber pile-time step of 3 years-regression based optimisation method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.978 0.022 0.000 0.000 1 
State 2 0.000 0.894 0.106 0.000 1 
State 3 0.000 0.000 1.000 0.000 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.9 Timber kerbs- time step of 3 years regression based optimisation method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.956 0.044 0.000 0.000 1 
State 2 0.000 0.893 0.107 0.000 1 
State 3 0.000 0.000 0.813 0.187 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.10 Timber girder- time step of 2 years regression based optimisation method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.991 0.000 0.000 0.009 1 
State 2 0.000 1.000 0.000 0.000 1 
State 3 0.000 0.000 1.000 0.000 1 
State 4 0.000 0.000 0.000 1.000 1 
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Table A.11 Timber abutment- time step of 4 years regression based optimisation 
method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.983 0.016 0.000 0.000 1 
State 2 0.000 0.944 0.029 0.027 1 
State 3 0.000 0.000 0.520 0.480 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.12 Timber deck- time step of 2 years regression based optimisation method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.970 0.030 0.000 0.000 1 
State 2 0.000 0.934 0.066 0.000 1 
State 3 0.000 0.000 0.884 0.116 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.13 Timber railing- time step of 2 years regression based optimisation 
method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.957 0.042 0.000 0.000 1 
State 2 0.000 0.833 0.167 0.000 1 
State 3 0.000 0.000 0.120 0.880 1 
State 4 0.000 0.000 0.000 1.000 1 
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Table A.14 Timber cross beam- time step of 3 years regression based optimisation 
method 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.983 0.017 0.000 0.000 1 
State 2 0.000 0.690 0.272 0.038 1 
State 3 0.000 0.000 0.958 0.042 1 
State 4 0.000 0.000 0.000 1.000 1 
 
	 Non-linear optimisation technique 
 
Table A.15 Timber pile-time step of 1 year-non-linear optimisation technique 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.982 0.018 0.000 0.000 1 
State 2 0.000 0.994 0.006 0.000 1 
State 3 0.000 0.000 1.000 0.000 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.16 Timber kerbs- time step of 1 year-non-linear optimisation technique 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.976 0.020 0.000 0.003 1 
State 2 0.000 0.986 0.014 0.000 1 
State 3 0.000 0.000 0.992 0.008 1 
State 4 0.000 0.000 0.000 1.000 1 
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Table A.17 Timber girder- time step of 1 year-non-linear optimisation technique 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.979 0.015 0.006 0.000 1 
State 2 0.000 1.000 0.000 0.000 1 
State 3 0.000 0.000 1.000 0.000 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.18 Timber abutment- time step of 1 year-non-linear optimisation technique 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.987 0.013 0.000 0.000 1 
State 2 0.000 1.000 0.000 0.000 1 
State 3 0.000 0.000 1.000 0.000 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.19 Timber deck- time step of 1 year-non-linear optimisation technique 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.975 0.023 0.000 0.002 1 
State 2 0.000 0.991 0.009 0.000 1 
State 3 0.000 0.000 0.989 0.011 1 
State 4 0.000 0.000 0.000 1.000 1 
 
Table A.20 Timber railing- time step of 1 year-non-linear optimisation technique 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.936 0.064 0.000 0.000 1 
State 2 0.000 0.965 0.014 0.021 1 
State 3 0.000 0.000 1.000 0.000 1 
State 4 0.000 0.000 0.000 1.000 1 
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Table A.21 Timber cross beam- time step of 1 year-non-linear optimisation 
technique 
 State 1 State 2 State 3 State 4 Sum 
State 1 0.991 0.009 0.000 0.000 1 
State 2 0.000 0.993 0.007 0.000 1 
State 3 0.000 0.000 1.000 0.000 1 
State 4 0.000 0.000 0.000 1.000 1 
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A.2 Curves obtained using three methods for timber elements 
 
 Pile 
 
Figure A.1 Curves obtained using the percentage prediction method for pile 
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Figure A.2 Curves obtained using the regression based optimisation method for pile 
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Figure A.3 Curves obtained using the non-linear optimisation technique for pile 
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 Kerbs 
 
Figure A.4 Curves obtained using the percentage prediction method for kerbs 
Transient Probabilities
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
0 20 40 60 80 100 120
Age in Years
Co
n
di
tio
n
al
 
Pr
o
ba
bi
lit
ie
s
State 1
State 2
State 3
State 4
 
 
 
Figure A.5 Curves obtained using the regression based optimisation method for 
kerbs 
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Figure A.6 Curves  obtained using the non-linear optimisation technique for kerbs 
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 Girder 
 
Figure A.7 Curves obtained using the percentage prediction method for girder 
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Figure A.8 Curves obtained using the regression based optimisation method for 
girder 
Transient Probabilities
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
0 10 20 30 40 50 60 70 80
Age in years
Co
n
di
tio
n
al
 
Pr
o
ba
bi
lit
ie
s
State 1
State 2
State 3
State 4
 
 
 
Figure A.9 Curves  obtained using the non-linear optimisation technique for girder 
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 Abutment 
 
Figure A.10 Curves obtained using the percentage prediction method for abutment 
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Figure A.11 Curves obtained using the regression based optimisation method for 
abutment 
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Figure A.12 Curves obtained using the non-linear optimisation technique for abutment 
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 Deck 
 
Figure A.13 Curves obtained using the percentage prediction method for deck 
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Figure A.14 Curves obtained using the regression based optimisation method for deck 
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Figure A.15 Curves obtained using the non-linear optimisation technique for deck 
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 Railing 
 
Figure A.16 Curves obtained using the percentage prediction method for railing 
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Figure A.17 Curves obtained using the regression based optimisation method for 
railing  
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Figure A.18 Curves  obtained using the non-linear optimisation technique for railing 
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 Cross beam 
 
Figure A.19 Curves obtained using the percentage prediction method for cross beam 
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Figure A.20 Curves obtained using the regression based optimisation method for 
cross beam 
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Figure A.21 Curves  obtained using the non-linear optimisation technique for cross 
beam 
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A.3 Transient probabilities obtained using the three methods 
 
	 Percentage prediction method 
 
 
 Pile  
 
Table A.22 Transient probabilities obtained using the percentage prediction method 
for pile 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
3 0.747 0.237 0.016 0.000 
6 0.558 0.409 0.033 0.000 
9 0.417 0.532 0.051 0.000 
12 0.311 0.619 0.069 0.000 
15 0.233 0.679 0.088 0.000 
18 0.174 0.720 0.107 0.000 
21 0.130 0.745 0.125 0.000 
24 0.097 0.759 0.144 0.000 
27 0.072 0.766 0.162 0.000 
30 0.054 0.766 0.180 0.000 
33 0.040 0.762 0.198 0.000 
36 0.030 0.755 0.215 0.000 
39 0.023 0.745 0.232 0.000 
42 0.017 0.734 0.249 0.000 
45 0.013 0.722 0.265 0.000 
48 0.009 0.709 0.282 0.000 
51 0.007 0.696 0.297 0.000 
                      176 
54 0.005 0.682 0.313 0.000 
57 0.004 0.668 0.328 0.000 
60 0.003 0.655 0.343 0.000 
63 0.002 0.641 0.357 0.000 
66 0.002 0.627 0.371 0.000 
69 0.001 0.614 0.385 0.000 
72 0.001 0.601 0.398 0.000 
75 0.001 0.588 0.412 0.000 
78 0.001 0.575 0.425 0.000 
81 0.000 0.562 0.437 0.000 
84 0.000 0.550 0.450 0.000 
87 0.000 0.538 0.462 0.000 
90 0.000 0.526 0.474 0.000 
93 0.000 0.515 0.485 0.000 
96 0.000 0.503 0.497 0.000 
99 0.000 0.492 0.508 0.000 
102 0.000 0.482 0.518 0.000 
105 0.000 0.471 0.529 0.000 
108 0.000 0.461 0.539 0.000 
111 0.000 0.450 0.550 0.000 
114 0.000 0.441 0.559 0.000 
117 0.000 0.431 0.569 0.000 
120 0.000 0.421 0.579 0.000 
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 Kerbs 
 
Table A.23 Transient probabilities obtained using the percentage prediction method 
for kerbs 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
3 0.644 0.311 0.043 0.002 
6 0.415 0.386 0.137 0.062 
9 0.267 0.359 0.200 0.174 
12 0.172 0.298 0.220 0.311 
15 0.111 0.231 0.210 0.448 
18 0.071 0.172 0.183 0.573 
21 0.046 0.125 0.151 0.678 
24 0.030 0.089 0.119 0.763 
27 0.019 0.062 0.091 0.828 
30 0.012 0.043 0.067 0.877 
33 0.008 0.030 0.049 0.913 
36 0.005 0.020 0.035 0.939 
39 0.003 0.014 0.025 0.958 
42 0.002 0.009 0.018 0.971 
45 0.001 0.006 0.012 0.980 
48 0.001 0.004 0.008 0.987 
51 0.001 0.003 0.006 0.991 
54 0.000 0.002 0.004 0.994 
57 0.000 0.001 0.003 0.996 
                      178 
Year S1 S2 S3 S4 
60 0.000 0.001 0.002 0.997 
63 0.000 0.001 0.001 0.998 
66 0.000 0.000 0.001 0.999 
69 0.000 0.000 0.001 0.999 
72 0.000 0.000 0.000 0.999 
75 0.000 0.000 0.000 1.000 
78 0.000 0.000 0.000 1.000 
81 0.000 0.000 0.000 1.000 
84 0.000 0.000 0.000 1.000 
87 0.000 0.000 0.000 1.000 
90 0.000 0.000 0.000 1.000 
93 0.000 0.000 0.000 1.000 
96 0.000 0.000 0.000 1.000 
99 0.000 0.000 0.000 1.000 
102 0.000 0.000 0.000 1.000 
105 0.000 0.000 0.000 1.000 
108 0.000 0.000 0.000 1.000 
111 0.000 0.000 0.000 1.000 
114 0.000 0.000 0.000 1.000 
117 0.000 0.000 0.000 1.000 
120 0.000 0.000 0.000 1.000 
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 Girder 
 
Table A.24 Transient probabilities obtained using the percentage prediction method 
for girder 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
2 0.617 0.136 0.222 0.025 
4 0.381 0.220 0.359 0.040 
6 0.235 0.272 0.443 0.050 
8 0.145 0.304 0.496 0.056 
10 0.089 0.323 0.528 0.059 
12 0.055 0.336 0.548 0.062 
14 0.034 0.343 0.560 0.063 
16 0.021 0.348 0.567 0.064 
18 0.013 0.350 0.572 0.064 
20 0.008 0.352 0.575 0.065 
22 0.005 0.353 0.577 0.065 
24 0.003 0.354 0.578 0.065 
26 0.002 0.354 0.579 0.065 
28 0.001 0.355 0.579 0.065 
30 0.001 0.355 0.579 0.065 
32 0.000 0.355 0.579 0.065 
34 0.000 0.355 0.579 0.065 
36 0.000 0.355 0.580 0.065 
38 0.000 0.355 0.580 0.065 
40 0.000 0.355 0.580 0.065 
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Year S1 S2 S3 S4 
42 0.000 0.355 0.580 0.065 
44 0.000 0.355 0.580 0.065 
46 0.000 0.355 0.580 0.065 
48 0.000 0.355 0.580 0.065 
50 0.000 0.355 0.580 0.065 
52 0.000 0.355 0.580 0.065 
54 0.000 0.355 0.580 0.065 
56 0.000 0.355 0.580 0.065 
58 0.000 0.355 0.580 0.065 
60 0.000 0.355 0.580 0.065 
62 0.000 0.355 0.580 0.065 
64 0.000 0.355 0.580 0.065 
66 0.000 0.355 0.580 0.065 
68 0.000 0.355 0.580 0.065 
70 0.000 0.355 0.580 0.065 
72 0.000 0.355 0.580 0.065 
74 0.000 0.355 0.580 0.065 
76 0.000 0.355 0.580 0.065 
78 0.000 0.355 0.580 0.065 
80 0.000 0.355 0.580 0.065 
82 0.000 0.355 0.580 0.065 
84 0.000 0.355 0.580 0.065 
86 0.000 0.355 0.580 0.065 
                      181 
Year S1 S2 S3 S4 
88 0.000 0.355 0.580 0.065 
90 0.000 0.355 0.580 0.065 
92 0.000 0.355 0.580 0.065 
94 0.000 0.355 0.580 0.065 
96 0.000 0.355 0.580 0.065 
98 0.000 0.355 0.580 0.065 
100 0.000 0.355 0.580 0.065 
102 0.000 0.355 0.580 0.065 
104 0.000 0.355 0.580 0.065 
106 0.000 0.355 0.580 0.065 
108 0.000 0.355 0.580 0.065 
110 0.000 0.355 0.580 0.065 
112 0.000 0.355 0.580 0.065 
114 0.000 0.355 0.580 0.065 
116 0.000 0.355 0.580 0.065 
118 0.000 0.355 0.580 0.065 
120 0.000 0.355 0.580 0.065 
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 Abutment 
 
Table A.25 Transient probabilities obtained using the percentage prediction method 
for abutment 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
4 0.743 0.227 0.024 0.006 
8 0.552 0.364 0.062 0.022 
12 0.410 0.439 0.096 0.055 
16 0.305 0.471 0.120 0.104 
20 0.226 0.475 0.135 0.164 
24 0.168 0.460 0.141 0.230 
28 0.125 0.434 0.141 0.300 
32 0.093 0.402 0.136 0.369 
36 0.069 0.367 0.129 0.435 
40 0.051 0.332 0.119 0.497 
44 0.038 0.298 0.109 0.555 
48 0.028 0.265 0.099 0.608 
52 0.021 0.234 0.088 0.656 
56 0.016 0.207 0.079 0.699 
60 0.012 0.181 0.070 0.737 
64 0.009 0.159 0.062 0.771 
68 0.006 0.139 0.054 0.801 
72 0.005 0.121 0.047 0.827 
76 0.004 0.105 0.041 0.850 
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Year S1 S2 S3 S4 
80 0.003 0.091 0.036 0.870 
84 0.002 0.079 0.031 0.887 
88 0.001 0.069 0.027 0.903 
92 0.001 0.059 0.024 0.916 
96 0.001 0.051 0.021 0.927 
100 0.001 0.044 0.018 0.937 
104 0.000 0.038 0.015 0.946 
108 0.000 0.033 0.013 0.953 
112 0.000 0.029 0.012 0.960 
116 0.000 0.025 0.010 0.965 
120 0.000 0.021 0.009 0.970 
124 0.000 0.018 0.007 0.974 
128 0.000 0.016 0.006 0.978 
  
 Deck 
 
Table A.26 Transient probabilities obtained using the percentage prediction method 
for deck 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
2 0.457 0.317 0.099 0.127 
4 0.209 0.303 0.237 0.251 
6 0.095 0.218 0.251 0.435 
8 0.044 0.139 0.202 0.615 
10 0.020 0.083 0.141 0.755 
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Year S1 S2 S3 S4 
12 0.009 0.048 0.091 0.852 
14 0.004 0.027 0.055 0.914 
16 0.002 0.015 0.032 0.951 
18 0.001 0.008 0.018 0.973 
20 0.000 0.004 0.010 0.985 
22 0.000 0.002 0.006 0.992 
24 0.000 0.001 0.003 0.996 
26 0.000 0.001 0.002 0.998 
28 0.000 0.000 0.001 0.999 
30 0.000 0.000 0.000 0.999 
32 0.000 0.000 0.000 1.000 
34 0.000 0.000 0.000 1.000 
36 0.000 0.000 0.000 1.000 
38 0.000 0.000 0.000 1.000 
40 0.000 0.000 0.000 1.000 
42 0.000 0.000 0.000 1.000 
44 0.000 0.000 0.000 1.000 
46 0.000 0.000 0.000 1.000 
48 0.000 0.000 0.000 1.000 
50 0.000 0.000 0.000 1.000 
52 0.000 0.000 0.000 1.000 
54 0.000 0.000 0.000 1.000 
56 0.000 0.000 0.000 1.000 
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Year S1 S2 S3 S4 
58 0.000 0.000 0.000 1.000 
60 0.000 0.000 0.000 1.000 
62 0.000 0.000 0.000 1.000 
64 0.000 0.000 0.000 1.000 
66 0.000 0.000 0.000 1.000 
68 0.000 0.000 0.000 1.000 
70 0.000 0.000 0.000 1.000 
72 0.000 0.000 0.000 1.000 
74 0.000 0.000 0.000 1.000 
76 0.000 0.000 0.000 1.000 
78 0.000 0.000 0.000 1.000 
80 0.000 0.000 0.000 1.000 
82 0.000 0.000 0.000 1.000 
84 0.000 0.000 0.000 1.000 
86 0.000 0.000 0.000 1.000 
88 0.000 0.000 0.000 1.000 
90 0.000 0.000 0.000 1.000 
92 0.000 0.000 0.000 1.000 
94 0.000 0.000 0.000 1.000 
96 0.000 0.000 0.000 1.000 
98 0.000 0.000 0.000 1.000 
100 0.000 0.000 0.000 1.000 
102 0.000 0.000 0.000 1.000 
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Year S1 S2 S3 S4 
104 0.000 0.000 0.000 1.000 
106 0.000 0.000 0.000 1.000 
108 0.000 0.000 0.000 1.000 
110 0.000 0.000 0.000 1.000 
112 0.000 0.000 0.000 1.000 
114 0.000 0.000 0.000 1.000 
116 0.000 0.000 0.000 1.000 
118 0.000 0.000 0.000 1.000 
120 0.000 0.000 0.000 1.000 
122 0.000 0.000 0.000 1.000 
124 0.000 0.000 0.000 1.000 
126 0.000 0.000 0.000 1.000 
128 0.000 0.000 0.000 1.000 
130 0.000 0.000 0.000 1.000 
132 0.000 0.000 0.000 1.000 
134 0.000 0.000 0.000 1.000 
136 0.000 0.000 0.000 1.000 
138 0.000 0.000 0.000 1.000 
140 0.000 0.000 0.000 1.000 
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 Railing 
 
Table A.27 Transient probabilities obtained using the percentage prediction method 
for railing 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
4 0.754 0.177 0.046 0.023 
8 0.569 0.281 0.090 0.061 
12 0.429 0.335 0.123 0.114 
16 0.323 0.355 0.144 0.179 
20 0.244 0.353 0.154 0.250 
24 0.184 0.337 0.155 0.324 
28 0.139 0.313 0.151 0.398 
32 0.104 0.285 0.142 0.468 
36 0.079 0.256 0.131 0.534 
40 0.059 0.227 0.119 0.594 
44 0.045 0.200 0.107 0.649 
48 0.034 0.174 0.095 0.697 
52 0.025 0.151 0.083 0.740 
56 0.019 0.131 0.072 0.778 
60 0.014 0.112 0.063 0.811 
64 0.011 0.096 0.054 0.839 
68 0.008 0.082 0.047 0.863 
72 0.006 0.070 0.040 0.884 
76 0.005 0.059 0.034 0.902 
80 0.004 0.050 0.029 0.917 
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 Cross beam 
 
Table A.28 Transient probabilities obtained using the percentage prediction method 
for cross beam 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
3 0.920 0.075 0.005 0.000 
6 0.846 0.121 0.030 0.003 
9 0.779 0.146 0.068 0.007 
12 0.716 0.159 0.112 0.013 
15 0.659 0.163 0.159 0.019 
18 0.606 0.162 0.207 0.025 
21 0.558 0.157 0.255 0.031 
24 0.513 0.150 0.301 0.036 
27 0.472 0.141 0.344 0.042 
30 0.434 0.133 0.386 0.047 
33 0.400 0.124 0.424 0.052 
36 0.368 0.115 0.460 0.057 
39 0.338 0.107 0.494 0.061 
42 0.311 0.099 0.525 0.065 
45 0.286 0.091 0.554 0.069 
48 0.263 0.084 0.580 0.072 
51 0.242 0.078 0.605 0.075 
54 0.223 0.072 0.627 0.078 
57 0.205 0.066 0.648 0.081 
60 0.189 0.061 0.668 0.083 
                      189 
Year S1 S2 S3 S4 
63 0.174 0.056 0.685 0.085 
66 0.160 0.052 0.701 0.087 
69 0.147 0.047 0.716 0.089 
72 0.135 0.044 0.730 0.091 
75 0.124 0.040 0.743 0.093 
78 0.114 0.037 0.755 0.094 
81 0.105 0.034 0.765 0.095 
84 0.097 0.031 0.775 0.097 
87 0.089 0.029 0.784 0.098 
90 0.082 0.026 0.793 0.099 
93 0.075 0.024 0.800 0.100 
96 0.069 0.022 0.807 0.101 
99 0.064 0.021 0.814 0.102 
102 0.059 0.019 0.820 0.102 
105 0.054 0.017 0.825 0.103 
108 0.050 0.016 0.830 0.104 
111 0.046 0.015 0.835 0.104 
114 0.042 0.014 0.839 0.105 
117 0.039 0.013 0.843 0.105 
120 0.036 0.012 0.847 0.106 
 
                      190 
 
	 Regression based optimisation method 
 
 Pile 
 
Table A.29 Transient probabilities obtained using the regression based optimisation 
method for pile 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
3 0.978 0.022 0.000 0.000 
6 0.956 0.041 0.002 0.000 
9 0.935 0.058 0.007 0.000 
12 0.914 0.073 0.013 0.000 
15 0.894 0.085 0.021 0.000 
18 0.874 0.096 0.030 0.000 
21 0.855 0.105 0.040 0.000 
24 0.836 0.113 0.051 0.000 
27 0.818 0.119 0.063 0.000 
30 0.800 0.125 0.075 0.000 
33 0.782 0.129 0.089 0.000 
36 0.765 0.133 0.102 0.000 
39 0.748 0.136 0.116 0.000 
42 0.731 0.138 0.131 0.000 
45 0.715 0.139 0.145 0.000 
48 0.699 0.140 0.160 0.000 
51 0.684 0.141 0.175 0.000 
54 0.669 0.141 0.190 0.000 
                      191 
Year S1 S2 S3 S4 
57 0.654 0.141 0.205 0.000 
60 0.640 0.141 0.220 0.000 
63 0.625 0.140 0.235 0.000 
66 0.612 0.139 0.250 0.000 
69 0.598 0.138 0.264 0.000 
72 0.585 0.136 0.279 0.000 
75 0.572 0.135 0.293 0.000 
78 0.559 0.133 0.308 0.000 
81 0.547 0.131 0.322 0.000 
 
 Abutment 
 
Table A.30 Transient probabilities obtained using the regression based optimisation 
method for abutment 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
4 0.983 0.016 0.000 0.000 
8 0.967 0.031 0.000 0.001 
12 0.951 0.046 0.001 0.003 
16 0.935 0.058 0.002 0.005 
20 0.919 0.070 0.003 0.007 
24 0.904 0.082 0.003 0.011 
28 0.889 0.092 0.004 0.015 
32 0.874 0.101 0.005 0.020 
36 0.860 0.110 0.005 0.025 
                      192 
Year S1 S2 S3 S4 
40 0.845 0.118 0.006 0.031 
44 0.831 0.125 0.007 0.037 
48 0.817 0.132 0.007 0.044 
52 0.804 0.138 0.007 0.051 
56 0.790 0.143 0.008 0.059 
60 0.777 0.148 0.008 0.066 
64 0.764 0.153 0.009 0.075 
68 0.752 0.157 0.009 0.083 
72 0.739 0.160 0.009 0.092 
76 0.727 0.163 0.009 0.101 
80 0.715 0.166 0.010 0.110 
84 0.703 0.168 0.010 0.119 
88 0.691 0.171 0.010 0.128 
92 0.680 0.172 0.010 0.138 
96 0.668 0.174 0.010 0.148 
100 0.657 0.175 0.010 0.157 
104 0.646 0.176 0.010 0.167 
108 0.635 0.177 0.011 0.177 
112 0.625 0.177 0.011 0.187 
116 0.614 0.178 0.011 0.197 
120 0.604 0.178 0.011 0.207 
124 0.594 0.178 0.011 0.217 
128 0.584 0.178 0.011 0.227 
 
                      193 
 Girder 
 
Table A.31 Transient probabilities obtained using the regression based optimisation 
method for girder 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
2 0.991 0.000 0.000 0.009 
4 0.983 0.000 0.000 0.017 
6 0.975 0.000 0.000 0.025 
8 0.966 0.000 0.000 0.034 
10 0.958 0.000 0.000 0.042 
12 0.950 0.000 0.000 0.050 
14 0.942 0.000 0.000 0.058 
16 0.934 0.000 0.000 0.066 
18 0.926 0.000 0.000 0.074 
20 0.918 0.000 0.000 0.082 
22 0.910 0.000 0.000 0.090 
24 0.902 0.000 0.000 0.098 
26 0.895 0.000 0.000 0.105 
28 0.887 0.000 0.000 0.113 
30 0.880 0.000 0.000 0.120 
32 0.872 0.000 0.000 0.128 
34 0.865 0.000 0.000 0.135 
36 0.857 0.000 0.000 0.143 
38 0.850 0.000 0.000 0.150 
40 0.843 0.000 0.000 0.157 
                      194 
Year S1 S2 S3 S4 
42 0.836 0.000 0.000 0.164 
44 0.829 0.000 0.000 0.171 
46 0.821 0.000 0.000 0.179 
48 0.814 0.000 0.000 0.186 
50 0.808 0.000 0.000 0.192 
52 0.801 0.000 0.000 0.199 
54 0.794 0.000 0.000 0.206 
56 0.787 0.000 0.000 0.213 
58 0.780 0.000 0.000 0.220 
60 0.774 0.000 0.000 0.226 
62 0.767 0.000 0.000 0.233 
64 0.761 0.000 0.000 0.239 
66 0.754 0.000 0.000 0.246 
68 0.748 0.000 0.000 0.252 
70 0.741 0.000 0.000 0.259 
72 0.735 0.000 0.000 0.265 
74 0.729 0.000 0.000 0.271 
76 0.723 0.000 0.000 0.277 
 
                      195 
 
 Kerbs 
 
Table A.32 Transient probabilities obtained using the regression based optimisation 
method for kerbs 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
3 0.956 0.044 0.000 0.000 
6 0.913 0.082 0.005 0.000 
9 0.873 0.114 0.013 0.001 
12 0.834 0.140 0.022 0.003 
15 0.797 0.162 0.033 0.007 
18 0.761 0.180 0.044 0.014 
21 0.728 0.195 0.055 0.022 
24 0.695 0.206 0.066 0.032 
27 0.664 0.215 0.076 0.045 
30 0.635 0.222 0.085 0.059 
33 0.607 0.226 0.092 0.075 
36 0.580 0.229 0.099 0.092 
39 0.554 0.230 0.105 0.110 
42 0.529 0.230 0.110 0.130 
45 0.506 0.229 0.114 0.151 
48 0.483 0.227 0.117 0.172 
51 0.462 0.224 0.120 0.194 
54 0.441 0.221 0.121 0.216 
57 0.422 0.217 0.122 0.239 
                      196 
Year S1 S2 S3 S4 
60 0.403 0.212 0.123 0.262 
63 0.385 0.208 0.122 0.285 
66 0.368 0.203 0.122 0.308 
69 0.352 0.197 0.121 0.330 
72 0.336 0.192 0.119 0.353 
75 0.321 0.186 0.117 0.375 
78 0.307 0.181 0.115 0.397 
81 0.293 0.175 0.113 0.419 
84 0.280 0.169 0.111 0.440 
87 0.268 0.164 0.108 0.461 
90 0.256 0.158 0.105 0.481 
93 0.245 0.152 0.103 0.500 
96 0.234 0.147 0.100 0.520 
99 0.223 0.142 0.097 0.538 
 
 Railing 
 
Table A.33 Transient probabilities obtained using the regression based optimisation 
method for railing 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
2 0.957 0.042 0.000 0.000 
4 0.915 0.076 0.008 0.001 
6 0.876 0.102 0.014 0.008 
8 0.838 0.122 0.019 0.021 
                      197 
Year S1 S2 S3 S4 
10 0.802 0.137 0.023 0.038 
12 0.767 0.148 0.026 0.059 
14 0.734 0.156 0.028 0.082 
16 0.702 0.161 0.030 0.107 
18 0.672 0.164 0.031 0.134 
20 0.643 0.165 0.031 0.161 
22 0.615 0.164 0.032 0.189 
24 0.588 0.163 0.032 0.217 
26 0.563 0.160 0.031 0.245 
28 0.539 0.157 0.031 0.273 
30 0.515 0.154 0.030 0.300 
32 0.493 0.150 0.030 0.327 
34 0.472 0.146 0.029 0.354 
36 0.451 0.141 0.028 0.379 
38 0.432 0.137 0.027 0.404 
40 0.413 0.132 0.026 0.428 
42 0.395 0.128 0.025 0.452 
44 0.378 0.123 0.025 0.474 
46 0.362 0.118 0.024 0.496 
48 0.346 0.114 0.023 0.517 
50 0.331 0.110 0.022 0.537 
52 0.317 0.105 0.021 0.557 
54 0.303 0.101 0.020 0.575 
                      198 
Year S1 S2 S3 S4 
56 0.290 0.097 0.019 0.593 
58 0.278 0.093 0.019 0.611 
60 0.266 0.089 0.018 0.627 
62 0.254 0.086 0.017 0.643 
64 0.243 0.082 0.016 0.658 
 
 Deck 
 
Table A.34 Transient probabilities obtained using the regression based optimisation 
method for deck 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
2 0.970 0.030 0.000 0.000 
4 0.941 0.057 0.002 0.000 
6 0.913 0.081 0.006 0.000 
8 0.886 0.103 0.010 0.001 
10 0.860 0.122 0.016 0.002 
12 0.834 0.140 0.022 0.004 
14 0.810 0.155 0.029 0.006 
16 0.786 0.169 0.036 0.010 
18 0.762 0.181 0.043 0.014 
20 0.740 0.192 0.050 0.019 
22 0.718 0.201 0.057 0.025 
24 0.696 0.209 0.064 0.031 
26 0.676 0.216 0.070 0.039 
                      199 
Year S1 S2 S3 S4 
28 0.656 0.221 0.076 0.047 
30 0.636 0.226 0.082 0.056 
32 0.617 0.230 0.087 0.065 
34 0.599 0.233 0.093 0.076 
36 0.581 0.235 0.097 0.086 
38 0.564 0.237 0.102 0.098 
40 0.547 0.238 0.106 0.109 
42 0.531 0.238 0.109 0.122 
44 0.515 0.238 0.112 0.134 
46 0.500 0.238 0.115 0.147 
48 0.485 0.237 0.117 0.161 
50 0.470 0.236 0.119 0.175 
52 0.456 0.234 0.121 0.188 
54 0.443 0.232 0.123 0.203 
56 0.430 0.230 0.124 0.217 
58 0.417 0.227 0.125 0.231 
60 0.405 0.224 0.125 0.246 
62 0.393 0.222 0.126 0.260 
64 0.381 0.219 0.126 0.275 
66 0.370 0.215 0.126 0.290 
68 0.359 0.212 0.125 0.304 
70 0.348 0.209 0.125 0.319 
72 0.338 0.205 0.124 0.333 
                      200 
Year S1 S2 S3 S4 
74 0.328 0.201 0.123 0.348 
76 0.318 0.198 0.122 0.362 
78 0.308 0.194 0.121 0.376 
80 0.299 0.190 0.120 0.390 
82 0.290 0.187 0.119 0.404 
84 0.282 0.183 0.117 0.418 
86 0.273 0.179 0.116 0.432 
88 0.265 0.175 0.114 0.445 
90 0.257 0.172 0.113 0.459 
92 0.250 0.168 0.111 0.472 
94 0.242 0.164 0.109 0.485 
96 0.235 0.160 0.107 0.497 
98 0.228 0.157 0.105 0.510 
100 0.221 0.153 0.104 0.522 
102 0.215 0.149 0.102 0.534 
104 0.208 0.146 0.100 0.546 
106 0.202 0.142 0.098 0.558 
108 0.196 0.139 0.096 0.569 
110 0.190 0.136 0.094 0.580 
112 0.185 0.132 0.092 0.591 
114 0.179 0.129 0.090 0.602 
116 0.174 0.126 0.088 0.612 
118 0.169 0.122 0.086 0.623 
                      201 
Year S1 S2 S3 S4 
120 0.164 0.119 0.084 0.633 
122 0.159 0.116 0.082 0.642 
124 0.154 0.113 0.081 0.652 
126 0.150 0.110 0.079 0.661 
128 0.145 0.107 0.077 0.671 
130 0.141 0.105 0.075 0.680 
132 0.137 0.102 0.073 0.688 
134 0.133 0.099 0.072 0.697 
 
 Cross beam 
 
Table A.35 Transient probabilities obtained using the regression based optimisation 
method for cross beam 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
3 0.983 0.017 0.000 0.000 
6 0.966 0.028 0.005 0.001 
9 0.950 0.036 0.012 0.002 
12 0.934 0.041 0.021 0.004 
15 0.918 0.044 0.032 0.006 
18 0.902 0.046 0.042 0.009 
21 0.887 0.047 0.053 0.013 
24 0.872 0.048 0.064 0.017 
27 0.857 0.048 0.074 0.021 
30 0.842 0.048 0.084 0.026 
                      202 
Year S1 S2 S3 S4 
33 0.828 0.047 0.094 0.031 
36 0.814 0.047 0.102 0.037 
39 0.800 0.046 0.111 0.043 
42 0.786 0.045 0.119 0.049 
45 0.773 0.045 0.126 0.056 
48 0.760 0.044 0.133 0.063 
51 0.747 0.043 0.139 0.070 
54 0.734 0.043 0.145 0.078 
57 0.722 0.042 0.151 0.085 
60 0.709 0.041 0.156 0.093 
63 0.697 0.041 0.161 0.101 
66 0.686 0.040 0.165 0.110 
69 0.674 0.039 0.169 0.118 
72 0.662 0.039 0.173 0.126 
75 0.651 0.038 0.176 0.135 
78 0.640 0.037 0.179 0.144 
81 0.629 0.037 0.182 0.153 
84 0.618 0.036 0.184 0.162 
87 0.608 0.035 0.186 0.171 
90 0.598 0.035 0.188 0.180 
93 0.587 0.034 0.190 0.189 
96 0.577 0.034 0.191 0.198 
99 0.568 0.033 0.192 0.207 
                      203 
Year S1 S2 S3 S4 
102 0.558 0.032 0.193 0.217 
105 0.548 0.032 0.194 0.226 
 
 
	 Non-linear optimisation technique 
 
 Pile 
 
Table A.36 Transient probabilities obtained using the non-linear optimisation 
technique for pile 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
1 0.982 0.018 0.000 0.000 
2 0.965 0.035 0.000 0.000 
3 0.948 0.052 0.000 0.000 
4 0.931 0.068 0.001 0.000 
5 0.915 0.085 0.001 0.000 
6 0.898 0.100 0.001 0.000 
7 0.882 0.116 0.002 0.000 
8 0.867 0.131 0.003 0.000 
9 0.851 0.145 0.003 0.000 
10 0.836 0.159 0.004 0.000 
11 0.822 0.173 0.005 0.000 
12 0.807 0.187 0.006 0.000 
13 0.793 0.200 0.007 0.000 
14 0.779 0.213 0.008 0.000 
15 0.765 0.226 0.010 0.000 
                      204 
Year S1 S2 S3 S4 
16 0.751 0.238 0.011 0.000 
17 0.738 0.250 0.012 0.000 
18 0.725 0.261 0.014 0.000 
19 0.712 0.273 0.015 0.000 
20 0.699 0.284 0.017 0.000 
21 0.687 0.295 0.018 0.000 
22 0.675 0.305 0.020 0.000 
23 0.663 0.315 0.022 0.000 
24 0.651 0.325 0.024 0.000 
25 0.640 0.335 0.026 0.000 
26 0.628 0.344 0.027 0.000 
27 0.617 0.353 0.029 0.000 
28 0.606 0.362 0.031 0.000 
29 0.596 0.371 0.034 0.000 
30 0.585 0.379 0.036 0.000 
31 0.575 0.388 0.038 0.000 
32 0.564 0.396 0.040 0.000 
33 0.554 0.403 0.042 0.000 
34 0.545 0.411 0.045 0.000 
35 0.535 0.418 0.047 0.000 
36 0.526 0.425 0.049 0.000 
37 0.516 0.432 0.052 0.000 
38 0.507 0.439 0.054 0.000 
                      205 
Year S1 S2 S3 S4 
39 0.498 0.445 0.057 0.000 
40 0.489 0.451 0.059 0.000 
41 0.481 0.457 0.062 0.000 
42 0.472 0.463 0.065 0.000 
43 0.464 0.469 0.067 0.000 
44 0.456 0.475 0.070 0.000 
45 0.447 0.480 0.073 0.000 
46 0.440 0.485 0.075 0.000 
47 0.432 0.490 0.078 0.000 
48 0.424 0.495 0.081 0.000 
49 0.417 0.500 0.084 0.000 
50 0.409 0.504 0.087 0.000 
51 0.402 0.508 0.090 0.000 
52 0.395 0.513 0.092 0.000 
53 0.388 0.517 0.095 0.000 
54 0.381 0.521 0.098 0.000 
55 0.374 0.524 0.101 0.000 
56 0.368 0.528 0.104 0.000 
57 0.361 0.532 0.107 0.000 
58 0.355 0.535 0.110 0.000 
59 0.348 0.538 0.113 0.000 
60 0.342 0.541 0.117 0.000 
61 0.336 0.544 0.120 0.000 
                      206 
Year S1 S2 S3 S4 
62 0.330 0.547 0.123 0.000 
63 0.324 0.550 0.126 0.000 
64 0.319 0.552 0.129 0.000 
65 0.313 0.555 0.132 0.000 
66 0.308 0.557 0.135 0.000 
67 0.302 0.559 0.139 0.000 
68 0.297 0.561 0.142 0.000 
69 0.292 0.564 0.145 0.000 
70 0.286 0.565 0.148 0.000 
71 0.281 0.567 0.151 0.000 
72 0.276 0.569 0.155 0.000 
73 0.271 0.571 0.158 0.000 
74 0.267 0.572 0.161 0.000 
75 0.262 0.574 0.164 0.000 
76 0.257 0.575 0.168 0.000 
77 0.253 0.576 0.171 0.000 
78 0.248 0.577 0.174 0.000 
79 0.244 0.578 0.178 0.000 
 
                      207 
 
 Abutment 
 
Table A.37 Transient probabilities obtained using the non-linear optimisation 
technique for abutment 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
1 0.987 0.013 0.000 0.000 
2 0.974 0.026 0.000 0.000 
3 0.961 0.039 0.000 0.000 
4 0.949 0.051 0.000 0.000 
5 0.936 0.064 0.000 0.000 
6 0.924 0.076 0.000 0.000 
7 0.912 0.088 0.000 0.000 
8 0.900 0.100 0.000 0.000 
9 0.888 0.112 0.000 0.000 
10 0.876 0.124 0.000 0.000 
11 0.865 0.135 0.000 0.000 
12 0.854 0.146 0.000 0.000 
13 0.842 0.158 0.000 0.000 
14 0.831 0.169 0.000 0.000 
15 0.820 0.180 0.000 0.000 
16 0.810 0.190 0.000 0.000 
17 0.799 0.201 0.000 0.000 
18 0.789 0.211 0.000 0.000 
19 0.778 0.222 0.000 0.000 
                      208 
Year S1 S2 S3 S4 
20 0.768 0.232 0.000 0.000 
21 0.758 0.242 0.000 0.000 
22 0.748 0.252 0.000 0.000 
23 0.738 0.262 0.000 0.000 
24 0.729 0.271 0.000 0.000 
25 0.719 0.281 0.000 0.000 
26 0.710 0.290 0.000 0.000 
27 0.700 0.300 0.000 0.000 
28 0.691 0.309 0.000 0.000 
29 0.682 0.318 0.000 0.000 
30 0.673 0.327 0.000 0.000 
31 0.664 0.336 0.000 0.000 
32 0.656 0.344 0.000 0.000 
33 0.647 0.353 0.000 0.000 
34 0.639 0.361 0.000 0.000 
35 0.630 0.370 0.000 0.000 
36 0.622 0.378 0.000 0.000 
37 0.614 0.386 0.000 0.000 
38 0.606 0.394 0.000 0.000 
39 0.598 0.402 0.000 0.000 
40 0.590 0.410 0.000 0.000 
41 0.582 0.418 0.000 0.000 
42 0.575 0.425 0.000 0.000 
                      209 
Year S1 S2 S3 S4 
43 0.567 0.433 0.000 0.000 
44 0.560 0.440 0.000 0.000 
45 0.552 0.448 0.000 0.000 
46 0.545 0.455 0.000 0.000 
47 0.538 0.462 0.000 0.000 
48 0.531 0.469 0.000 0.000 
49 0.524 0.476 0.000 0.000 
50 0.517 0.483 0.000 0.000 
51 0.510 0.490 0.000 0.000 
52 0.504 0.496 0.000 0.000 
53 0.497 0.503 0.000 0.000 
54 0.491 0.509 0.000 0.000 
55 0.484 0.516 0.000 0.000 
56 0.478 0.522 0.000 0.000 
57 0.472 0.528 0.000 0.000 
58 0.465 0.535 0.000 0.000 
59 0.459 0.541 0.000 0.000 
60 0.453 0.547 0.000 0.000 
61 0.447 0.553 0.000 0.000 
62 0.441 0.559 0.000 0.000 
63 0.436 0.564 0.000 0.000 
64 0.430 0.570 0.000 0.000 
65 0.424 0.576 0.000 0.000 
                      210 
Year S1 S2 S3 S4 
66 0.419 0.581 0.000 0.000 
67 0.413 0.587 0.000 0.000 
68 0.408 0.592 0.000 0.000 
69 0.403 0.597 0.000 0.000 
70 0.397 0.603 0.000 0.000 
71 0.392 0.608 0.000 0.000 
72 0.387 0.613 0.000 0.000 
73 0.382 0.618 0.000 0.000 
74 0.377 0.623 0.000 0.000 
75 0.372 0.628 0.000 0.000 
76 0.367 0.633 0.000 0.000 
77 0.362 0.638 0.000 0.000 
78 0.358 0.642 0.000 0.000 
79 0.353 0.647 0.000 0.000 
80 0.348 0.652 0.000 0.000 
81 0.344 0.656 0.000 0.000 
82 0.339 0.661 0.000 0.000 
83 0.335 0.665 0.000 0.000 
84 0.330 0.670 0.000 0.000 
85 0.326 0.674 0.000 0.000 
86 0.322 0.678 0.000 0.000 
87 0.318 0.682 0.000 0.000 
88 0.313 0.687 0.000 0.000 
                      211 
Year S1 S2 S3 S4 
89 0.309 0.691 0.000 0.000 
90 0.305 0.695 0.000 0.000 
91 0.301 0.699 0.000 0.000 
92 0.297 0.703 0.000 0.000 
93 0.293 0.707 0.000 0.000 
94 0.290 0.710 0.000 0.000 
95 0.286 0.714 0.000 0.000 
96 0.282 0.718 0.000 0.000 
97 0.278 0.722 0.000 0.000 
98 0.275 0.725 0.000 0.000 
99 0.271 0.729 0.000 0.000 
100 0.268 0.732 0.000 0.000 
101 0.264 0.736 0.000 0.000 
102 0.261 0.739 0.000 0.000 
103 0.257 0.743 0.000 0.000 
104 0.254 0.746 0.000 0.000 
105 0.251 0.749 0.000 0.000 
106 0.247 0.753 0.000 0.000 
107 0.244 0.756 0.000 0.000 
108 0.241 0.759 0.000 0.000 
109 0.238 0.762 0.000 0.000 
110 0.235 0.765 0.000 0.000 
111 0.232 0.768 0.000 0.000 
                      212 
Year S1 S2 S3 S4 
112 0.229 0.771 0.000 0.000 
113 0.226 0.774 0.000 0.000 
114 0.223 0.777 0.000 0.000 
115 0.220 0.780 0.000 0.000 
116 0.217 0.783 0.000 0.000 
117 0.214 0.786 0.000 0.000 
118 0.211 0.789 0.000 0.000 
119 0.208 0.792 0.000 0.000 
120 0.206 0.794 0.000 0.000 
121 0.203 0.797 0.000 0.000 
122 0.200 0.800 0.000 0.000 
123 0.198 0.802 0.000 0.000 
124 0.195 0.805 0.000 0.000 
125 0.193 0.807 0.000 0.000 
126 0.190 0.810 0.000 0.000 
127 0.188 0.812 0.000 0.000 
128 0.185 0.815 0.000 0.000 
 
                      213 
 
 Cross beam 
 
Table A.38 Transient probabilities obtained using the non-linear optimisation 
technique for cross beam 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
1 0.991 0.009 0.000 0.000 
2 0.982 0.018 0.000 0.000 
3 0.974 0.026 0.000 0.000 
4 0.965 0.034 0.000 0.000 
5 0.957 0.043 0.001 0.000 
6 0.948 0.051 0.001 0.000 
7 0.940 0.059 0.001 0.000 
8 0.932 0.067 0.002 0.000 
9 0.923 0.075 0.002 0.000 
10 0.915 0.082 0.003 0.000 
11 0.907 0.090 0.003 0.000 
12 0.899 0.097 0.004 0.000 
13 0.891 0.105 0.004 0.000 
14 0.883 0.112 0.005 0.000 
15 0.876 0.119 0.006 0.000 
16 0.868 0.126 0.007 0.000 
17 0.860 0.133 0.007 0.000 
18 0.853 0.139 0.008 0.000 
19 0.845 0.146 0.009 0.000 
                      214 
Year S1 S2 S3 S4 
20 0.838 0.152 0.010 0.000 
21 0.830 0.159 0.011 0.000 
22 0.823 0.165 0.012 0.000 
23 0.816 0.171 0.013 0.000 
24 0.808 0.177 0.014 0.000 
25 0.801 0.183 0.016 0.000 
26 0.794 0.189 0.017 0.000 
27 0.787 0.195 0.018 0.000 
28 0.780 0.200 0.019 0.000 
29 0.773 0.206 0.021 0.000 
30 0.767 0.211 0.022 0.000 
31 0.760 0.217 0.023 0.000 
32 0.753 0.222 0.025 0.000 
33 0.746 0.227 0.026 0.000 
34 0.740 0.232 0.028 0.000 
35 0.733 0.237 0.029 0.000 
36 0.727 0.242 0.031 0.000 
37 0.721 0.247 0.032 0.000 
38 0.714 0.252 0.034 0.000 
39 0.708 0.256 0.036 0.000 
40 0.702 0.261 0.037 0.000 
41 0.695 0.265 0.039 0.000 
42 0.689 0.270 0.041 0.000 
                      215 
Year S1 S2 S3 S4 
43 0.683 0.274 0.043 0.000 
44 0.677 0.278 0.044 0.000 
45 0.671 0.282 0.046 0.000 
46 0.665 0.287 0.048 0.000 
47 0.659 0.291 0.050 0.000 
48 0.654 0.294 0.052 0.000 
49 0.648 0.298 0.054 0.000 
50 0.642 0.302 0.056 0.000 
51 0.636 0.306 0.058 0.000 
52 0.631 0.309 0.060 0.000 
53 0.625 0.313 0.062 0.000 
54 0.620 0.316 0.064 0.000 
55 0.614 0.320 0.066 0.000 
56 0.609 0.323 0.068 0.000 
57 0.604 0.326 0.070 0.000 
58 0.598 0.329 0.072 0.000 
59 0.593 0.332 0.075 0.000 
60 0.588 0.335 0.077 0.000 
61 0.583 0.338 0.079 0.000 
62 0.577 0.341 0.081 0.000 
63 0.572 0.344 0.084 0.000 
64 0.567 0.347 0.086 0.000 
65 0.562 0.350 0.088 0.000 
                      216 
Year S1 S2 S3 S4 
66 0.557 0.352 0.090 0.000 
67 0.552 0.355 0.093 0.000 
68 0.548 0.357 0.095 0.000 
69 0.543 0.360 0.097 0.000 
70 0.538 0.362 0.100 0.000 
71 0.533 0.365 0.102 0.000 
72 0.528 0.367 0.105 0.000 
73 0.524 0.369 0.107 0.000 
74 0.519 0.371 0.109 0.000 
75 0.515 0.374 0.112 0.000 
76 0.510 0.376 0.114 0.000 
77 0.506 0.378 0.117 0.000 
78 0.501 0.380 0.119 0.000 
79 0.497 0.381 0.122 0.000 
80 0.492 0.383 0.124 0.000 
81 0.488 0.385 0.127 0.000 
82 0.484 0.387 0.129 0.000 
83 0.479 0.389 0.132 0.000 
84 0.475 0.390 0.134 0.000 
85 0.471 0.392 0.137 0.000 
86 0.467 0.393 0.140 0.000 
87 0.463 0.395 0.142 0.000 
88 0.459 0.396 0.145 0.000 
                      217 
Year S1 S2 S3 S4 
89 0.455 0.398 0.147 0.000 
90 0.451 0.399 0.150 0.000 
91 0.447 0.401 0.153 0.000 
92 0.443 0.402 0.155 0.000 
93 0.439 0.403 0.158 0.000 
94 0.435 0.404 0.161 0.000 
95 0.431 0.406 0.163 0.000 
96 0.427 0.407 0.166 0.000 
97 0.424 0.408 0.169 0.000 
 
 
 Deck 
 
Table A.39 Transient probabilities obtained using the non-linear optimisation 
technique for deck 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
1 0.975 0.023 0.000 0.002 
2 0.950 0.046 0.000 0.004 
3 0.926 0.068 0.001 0.006 
4 0.902 0.089 0.001 0.008 
5 0.879 0.109 0.002 0.010 
6 0.857 0.128 0.003 0.012 
7 0.835 0.147 0.004 0.014 
8 0.814 0.165 0.005 0.016 
9 0.793 0.183 0.007 0.017 
                      218 
Year S1 S2 S3 S4 
10 0.773 0.200 0.008 0.019 
11 0.753 0.216 0.010 0.021 
12 0.734 0.231 0.012 0.023 
13 0.715 0.247 0.014 0.024 
14 0.697 0.261 0.016 0.026 
15 0.680 0.275 0.018 0.028 
16 0.662 0.288 0.020 0.029 
17 0.645 0.301 0.023 0.031 
18 0.629 0.313 0.025 0.032 
19 0.613 0.325 0.028 0.034 
20 0.597 0.337 0.030 0.036 
21 0.582 0.347 0.033 0.037 
22 0.567 0.358 0.036 0.039 
23 0.553 0.368 0.039 0.041 
24 0.539 0.377 0.041 0.042 
25 0.525 0.387 0.044 0.044 
26 0.512 0.395 0.047 0.045 
27 0.499 0.404 0.050 0.047 
28 0.486 0.412 0.053 0.049 
29 0.474 0.419 0.057 0.050 
30 0.462 0.427 0.060 0.052 
31 0.450 0.434 0.063 0.054 
32 0.439 0.440 0.066 0.055 
                      219 
Year S1 S2 S3 S4 
33 0.427 0.446 0.069 0.057 
34 0.417 0.452 0.073 0.059 
35 0.406 0.458 0.076 0.060 
36 0.396 0.463 0.079 0.062 
37 0.386 0.468 0.082 0.064 
38 0.376 0.473 0.086 0.065 
39 0.366 0.478 0.089 0.067 
40 0.357 0.482 0.092 0.069 
41 0.348 0.486 0.096 0.071 
42 0.339 0.489 0.099 0.073 
43 0.330 0.493 0.102 0.074 
44 0.322 0.496 0.105 0.076 
45 0.314 0.499 0.109 0.078 
46 0.306 0.502 0.112 0.080 
47 0.298 0.505 0.115 0.082 
48 0.291 0.507 0.119 0.084 
49 0.283 0.509 0.122 0.086 
50 0.276 0.511 0.125 0.088 
51 0.269 0.513 0.128 0.090 
52 0.262 0.515 0.131 0.092 
53 0.255 0.516 0.135 0.094 
54 0.249 0.517 0.138 0.096 
55 0.243 0.519 0.141 0.098 
                      220 
Year S1 S2 S3 S4 
56 0.237 0.520 0.144 0.100 
57 0.231 0.520 0.147 0.102 
58 0.225 0.521 0.150 0.104 
59 0.219 0.522 0.153 0.107 
60 0.213 0.522 0.156 0.109 
61 0.208 0.522 0.159 0.111 
62 0.203 0.522 0.162 0.113 
63 0.198 0.522 0.165 0.115 
64 0.193 0.522 0.168 0.118 
65 0.188 0.522 0.170 0.120 
66 0.183 0.522 0.173 0.122 
67 0.178 0.521 0.176 0.125 
68 0.174 0.521 0.179 0.127 
69 0.169 0.520 0.181 0.129 
70 0.165 0.519 0.184 0.132 
71 0.161 0.518 0.187 0.134 
72 0.157 0.517 0.189 0.137 
73 0.153 0.516 0.192 0.139 
74 0.149 0.515 0.194 0.141 
75 0.145 0.514 0.197 0.144 
76 0.141 0.513 0.199 0.146 
77 0.138 0.512 0.202 0.149 
78 0.134 0.510 0.204 0.152 
                      221 
Year S1 S2 S3 S4 
79 0.131 0.509 0.206 0.154 
80 0.128 0.507 0.209 0.157 
81 0.124 0.505 0.211 0.159 
82 0.121 0.504 0.213 0.162 
83 0.118 0.502 0.215 0.165 
84 0.115 0.500 0.217 0.167 
85 0.112 0.498 0.219 0.170 
86 0.109 0.497 0.222 0.173 
87 0.107 0.495 0.224 0.175 
88 0.104 0.493 0.225 0.178 
89 0.101 0.491 0.227 0.181 
90 0.099 0.489 0.229 0.183 
91 0.096 0.486 0.231 0.186 
92 0.094 0.484 0.233 0.189 
93 0.091 0.482 0.235 0.192 
94 0.089 0.480 0.236 0.195 
95 0.087 0.478 0.238 0.197 
96 0.085 0.475 0.240 0.200 
97 0.082 0.473 0.241 0.203 
98 0.080 0.471 0.243 0.206 
99 0.078 0.468 0.245 0.209 
100 0.076 0.466 0.246 0.212 
101 0.074 0.463 0.247 0.215 
                      222 
Year S1 S2 S3 S4 
102 0.073 0.461 0.249 0.218 
103 0.071 0.458 0.250 0.221 
104 0.069 0.456 0.252 0.223 
105 0.067 0.453 0.253 0.226 
106 0.065 0.451 0.254 0.229 
107 0.064 0.448 0.255 0.232 
108 0.062 0.446 0.257 0.235 
109 0.061 0.443 0.258 0.238 
110 0.059 0.441 0.259 0.241 
111 0.058 0.438 0.260 0.244 
112 0.056 0.435 0.261 0.247 
113 0.055 0.433 0.262 0.250 
114 0.053 0.430 0.263 0.253 
115 0.052 0.428 0.264 0.256 
116 0.051 0.425 0.265 0.260 
117 0.049 0.422 0.266 0.263 
118 0.048 0.420 0.267 0.266 
119 0.047 0.417 0.267 0.269 
120 0.046 0.414 0.268 0.272 
121 0.045 0.412 0.269 0.275 
122 0.043 0.409 0.270 0.278 
123 0.042 0.406 0.270 0.281 
124 0.041 0.404 0.271 0.284 
                      223 
Year S1 S2 S3 S4 
125 0.040 0.401 0.272 0.287 
126 0.039 0.398 0.272 0.290 
127 0.038 0.395 0.273 0.293 
128 0.037 0.393 0.273 0.297 
129 0.036 0.390 0.274 0.300 
130 0.035 0.387 0.274 0.303 
131 0.035 0.385 0.275 0.306 
132 0.034 0.382 0.275 0.309 
133 0.033 0.379 0.276 0.312 
 
 
 Girder 
 
Table A.40 Transient probabilities obtained using the non-linear optimisation 
technique for girder 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
1 0.979 0.015 0.006 0.000 
2 0.958 0.030 0.012 0.000 
3 0.938 0.045 0.017 0.000 
4 0.918 0.059 0.023 0.000 
5 0.899 0.073 0.028 0.000 
6 0.880 0.087 0.033 0.000 
7 0.861 0.100 0.039 0.000 
8 0.843 0.113 0.044 0.000 
9 0.825 0.126 0.049 0.000 
                      224 
Year S1 S2 S3 S4 
10 0.808 0.139 0.053 0.000 
11 0.791 0.151 0.058 0.000 
12 0.774 0.163 0.063 0.000 
13 0.758 0.175 0.067 0.000 
14 0.742 0.187 0.072 0.000 
15 0.726 0.198 0.076 0.000 
16 0.711 0.209 0.080 0.000 
17 0.696 0.220 0.085 0.000 
18 0.681 0.230 0.089 0.000 
19 0.667 0.241 0.093 0.000 
20 0.653 0.251 0.097 0.000 
21 0.639 0.261 0.100 0.000 
22 0.625 0.271 0.104 0.000 
23 0.612 0.280 0.108 0.000 
24 0.599 0.289 0.111 0.000 
25 0.587 0.299 0.115 0.000 
26 0.574 0.308 0.118 0.000 
27 0.562 0.316 0.122 0.000 
28 0.550 0.325 0.125 0.000 
29 0.539 0.333 0.128 0.000 
30 0.527 0.341 0.131 0.000 
31 0.516 0.350 0.134 0.000 
32 0.505 0.357 0.137 0.000 
                      225 
Year S1 S2 S3 S4 
33 0.494 0.365 0.140 0.000 
34 0.484 0.373 0.143 0.000 
35 0.474 0.380 0.146 0.000 
36 0.464 0.387 0.149 0.000 
37 0.454 0.394 0.152 0.000 
38 0.444 0.401 0.154 0.000 
39 0.435 0.408 0.157 0.000 
40 0.426 0.415 0.159 0.000 
41 0.417 0.421 0.162 0.000 
42 0.408 0.427 0.164 0.000 
43 0.400 0.434 0.167 0.000 
44 0.391 0.440 0.169 0.000 
45 0.383 0.446 0.171 0.000 
46 0.375 0.452 0.174 0.000 
47 0.367 0.457 0.176 0.000 
48 0.359 0.463 0.178 0.000 
49 0.352 0.468 0.180 0.000 
50 0.344 0.474 0.182 0.000 
51 0.337 0.479 0.184 0.000 
52 0.330 0.484 0.186 0.000 
53 0.323 0.489 0.188 0.000 
54 0.316 0.494 0.190 0.000 
55 0.309 0.499 0.192 0.000 
                      226 
Year S1 S2 S3 S4 
56 0.303 0.504 0.194 0.000 
57 0.296 0.508 0.195 0.000 
58 0.290 0.513 0.197 0.000 
59 0.284 0.517 0.199 0.000 
60 0.278 0.521 0.201 0.000 
61 0.272 0.526 0.202 0.000 
62 0.266 0.530 0.204 0.000 
63 0.261 0.534 0.205 0.000 
64 0.255 0.538 0.207 0.000 
65 0.250 0.542 0.208 0.000 
66 0.245 0.546 0.210 0.000 
67 0.239 0.549 0.211 0.000 
68 0.234 0.553 0.213 0.000 
69 0.229 0.557 0.214 0.000 
70 0.225 0.560 0.215 0.000 
71 0.220 0.563 0.217 0.000 
72 0.215 0.567 0.218 0.000 
73 0.211 0.570 0.219 0.000 
74 0.206 0.573 0.220 0.000 
75 0.202 0.576 0.222 0.000 
76 0.198 0.580 0.223 0.000 
 
                      227 
 
 Kerbs 
 
Table A.41 Transient probabilities obtained using the non-linear optimisation 
technique for kerbs 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
1 0.976 0.020 0.000 0.003 
2 0.953 0.040 0.000 0.006 
3 0.931 0.059 0.001 0.009 
4 0.909 0.077 0.002 0.012 
5 0.887 0.095 0.003 0.015 
6 0.866 0.112 0.004 0.018 
7 0.846 0.128 0.006 0.021 
8 0.826 0.143 0.007 0.023 
9 0.807 0.158 0.009 0.026 
10 0.788 0.172 0.012 0.028 
11 0.769 0.186 0.014 0.031 
12 0.751 0.199 0.016 0.034 
13 0.733 0.212 0.019 0.036 
14 0.716 0.224 0.022 0.038 
15 0.699 0.235 0.025 0.041 
16 0.682 0.246 0.028 0.043 
17 0.666 0.257 0.031 0.046 
18 0.651 0.267 0.035 0.048 
19 0.635 0.276 0.038 0.050 
                      228 
Year S1 S2 S3 S4 
20 0.620 0.285 0.042 0.053 
21 0.606 0.294 0.046 0.055 
22 0.591 0.302 0.050 0.057 
23 0.577 0.310 0.053 0.059 
24 0.564 0.317 0.057 0.062 
25 0.550 0.324 0.061 0.064 
26 0.537 0.331 0.066 0.066 
27 0.525 0.337 0.070 0.068 
28 0.512 0.343 0.074 0.070 
29 0.500 0.349 0.078 0.073 
30 0.488 0.354 0.083 0.075 
31 0.477 0.359 0.087 0.077 
32 0.466 0.364 0.092 0.079 
33 0.455 0.368 0.096 0.081 
34 0.444 0.372 0.100 0.083 
35 0.433 0.376 0.105 0.086 
36 0.423 0.380 0.109 0.088 
37 0.413 0.383 0.114 0.090 
38 0.403 0.386 0.119 0.092 
39 0.394 0.389 0.123 0.094 
40 0.385 0.391 0.128 0.096 
41 0.376 0.394 0.132 0.099 
42 0.367 0.396 0.137 0.101 
                      229 
Year S1 S2 S3 S4 
43 0.358 0.398 0.141 0.103 
44 0.350 0.399 0.146 0.105 
45 0.341 0.401 0.150 0.107 
46 0.333 0.402 0.155 0.110 
47 0.325 0.403 0.159 0.112 
48 0.318 0.404 0.164 0.114 
49 0.310 0.405 0.168 0.116 
50 0.303 0.405 0.173 0.119 
51 0.296 0.406 0.177 0.121 
52 0.289 0.406 0.182 0.123 
53 0.282 0.406 0.186 0.126 
54 0.275 0.406 0.190 0.128 
55 0.269 0.406 0.195 0.130 
56 0.263 0.406 0.199 0.133 
57 0.256 0.406 0.203 0.135 
58 0.250 0.405 0.207 0.137 
59 0.244 0.404 0.211 0.140 
60 0.239 0.404 0.216 0.142 
61 0.233 0.403 0.220 0.145 
62 0.228 0.402 0.224 0.147 
63 0.222 0.401 0.228 0.149 
64 0.217 0.400 0.231 0.152 
65 0.212 0.398 0.235 0.154 
                      230 
Year S1 S2 S3 S4 
66 0.207 0.397 0.239 0.157 
67 0.202 0.396 0.243 0.159 
68 0.197 0.394 0.247 0.162 
69 0.193 0.393 0.250 0.164 
70 0.188 0.391 0.254 0.167 
71 0.184 0.389 0.258 0.169 
72 0.179 0.388 0.261 0.172 
73 0.175 0.386 0.265 0.175 
74 0.171 0.384 0.268 0.177 
75 0.167 0.382 0.271 0.180 
76 0.163 0.380 0.275 0.182 
77 0.159 0.378 0.278 0.185 
78 0.155 0.376 0.281 0.188 
79 0.152 0.374 0.284 0.190 
80 0.148 0.371 0.287 0.193 
81 0.145 0.369 0.290 0.196 
82 0.141 0.367 0.293 0.198 
83 0.138 0.365 0.296 0.201 
84 0.135 0.362 0.299 0.204 
85 0.132 0.360 0.302 0.207 
86 0.128 0.357 0.305 0.209 
87 0.125 0.355 0.308 0.212 
88 0.122 0.353 0.310 0.215 
                      231 
Year S1 S2 S3 S4 
89 0.120 0.350 0.313 0.218 
90 0.117 0.348 0.315 0.220 
91 0.114 0.345 0.318 0.223 
92 0.111 0.342 0.320 0.226 
93 0.109 0.340 0.323 0.229 
94 0.106 0.337 0.325 0.232 
95 0.104 0.335 0.327 0.235 
96 0.101 0.332 0.329 0.237 
97 0.099 0.329 0.332 0.240 
98 0.096 0.327 0.334 0.243 
 
 
 Railing 
 
Table A.42 Transient probabilities obtained using the non-linear optimisation 
technique for railing 
Year S1 S2 S3 S4 
0 1.000 0.000 0.000 0.000 
1 0.936 0.064 0.000 0.000 
2 0.876 0.122 0.001 0.001 
3 0.819 0.174 0.003 0.004 
4 0.767 0.221 0.005 0.008 
5 0.717 0.262 0.008 0.012 
6 0.671 0.299 0.012 0.018 
7 0.628 0.332 0.016 0.024 
8 0.588 0.361 0.021 0.031 
                      232 
Year S1 S2 S3 S4 
9 0.550 0.386 0.026 0.038 
10 0.515 0.408 0.031 0.047 
11 0.482 0.427 0.037 0.055 
12 0.451 0.443 0.043 0.064 
13 0.422 0.456 0.049 0.073 
14 0.395 0.467 0.055 0.083 
15 0.369 0.476 0.062 0.093 
16 0.345 0.484 0.068 0.103 
17 0.323 0.489 0.075 0.113 
18 0.302 0.493 0.082 0.123 
19 0.283 0.495 0.089 0.133 
20 0.265 0.496 0.096 0.144 
21 0.248 0.496 0.103 0.154 
22 0.232 0.494 0.110 0.164 
23 0.217 0.492 0.117 0.175 
24 0.203 0.489 0.123 0.185 
25 0.190 0.485 0.130 0.195 
26 0.178 0.480 0.137 0.205 
27 0.166 0.475 0.144 0.215 
28 0.156 0.469 0.150 0.225 
29 0.146 0.462 0.157 0.235 
30 0.136 0.456 0.163 0.245 
31 0.128 0.448 0.170 0.254 
                      233 
Year S1 S2 S3 S4 
32 0.119 0.441 0.176 0.264 
33 0.112 0.433 0.182 0.273 
34 0.105 0.425 0.188 0.282 
35 0.098 0.417 0.194 0.291 
36 0.092 0.409 0.200 0.300 
37 0.086 0.401 0.206 0.308 
38 0.080 0.392 0.211 0.317 
39 0.075 0.384 0.217 0.325 
40 0.070 0.375 0.222 0.333 
41 0.066 0.366 0.227 0.341 
42 0.062 0.358 0.232 0.348 
43 0.058 0.349 0.237 0.356 
44 0.054 0.341 0.242 0.363 
45 0.050 0.332 0.247 0.370 
46 0.047 0.324 0.252 0.377 
47 0.044 0.316 0.256 0.384 
48 0.041 0.308 0.261 0.391 
49 0.039 0.300 0.265 0.397 
50 0.036 0.292 0.269 0.403 
51 0.034 0.284 0.273 0.409 
52 0.032 0.276 0.277 0.415 
53 0.030 0.268 0.281 0.421 
54 0.028 0.261 0.285 0.427 
                      234 
Year S1 S2 S3 S4 
55 0.026 0.254 0.288 0.432 
56 0.024 0.246 0.292 0.437 
57 0.023 0.239 0.295 0.443 
58 0.021 0.233 0.299 0.448 
59 0.020 0.226 0.302 0.452 
60 0.019 0.219 0.305 0.457 
61 0.018 0.213 0.308 0.462 
62 0.016 0.206 0.311 0.466 
63 0.015 0.200 0.314 0.470 
64 0.014 0.194 0.317 0.475 
65 0.013 0.188 0.319 0.479 
66 0.013 0.183 0.322 0.483 
67 0.012 0.177 0.325 0.486 
68 0.011 0.172 0.327 0.490 
 
 
 
