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Introduction
In [Cas72], P. Cassidy initiated a theory of differential algebraic groups which is
a natural generalization of the theory of algebraic groups. In that paper, differ-
ential algebraic groups are defined as differential varieties which are equipped
with a group structure. Because of this approach some restrictions arise on
the field over which the differential algebraic groups are defined (as differential
varieties). More explicitly, the differential algebraic groups of P. Cassidy are
defined over a universal differential field of characteristic zero.
A parameterized Picard-Vessiot theory is a Galois theory of parameterized dif-
ferential equations. In [CS07], P. Cassidy and M. Singer develop a Galois theory
of parameterized differential equations in characteristic zero and they show that
the Galois groups of this theory are differential algebraic groups of P. Cassidy
[Cas72]. In particular, in [CS07] the authors work over a universal differential
field of characteristic zero.
Later H. Gillet, S. Gorchinskiy and A. Ovchinnikov [GGO13], dropped this as-
sumption and showed that such a Galois theory holds over an arbitrary field of
characteristic zero; this was done using a Tannakian approach and differential
group schemes.
In this thesis we develop a theory of differential algebraic groups without any
assumptions on the base field and its characteristic. Further we develop a pa-
rameterized Picard-Vessiot theory (also without any assumptions on the base
field and its characteristic) by using a Hopf algebraic approach. In particular,
we obtain a Galois correspondence and the arising Galois groups are this differ-
ential algebraic groups. Also we give some first examples to the inverse problem
and explain the connection between parameterized differential equations and
this parameterized Picard-Vessiot theory.
In differential algebraic geometry there are three main approaches to defining
differential algebro-geometric objects: differential varieties, differential schemes
or representable functors.
1. In the first approach, an affine differential variety is defined to be a set of
common zeros of a family of differential polynomials. With this approach, some
problems arise; to obtain results analogous to usual algebraic geometry one has
to define the affine differential varieties over a universal differential field (see
[Kol73, Chapter IV]). Further affine differential varieties are always reduced,
which is a strong restriction, especially in positive characteristic.
2. In the second approach, an affine differential scheme is defined to be the
set of differential prime ideals of a (commutative) differential ring. Unlike in
usual algebraic geometry, the category of affine differential schemes is not dually
equivalent to the category of differential rings.
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3. The third approach defines an affine differential scheme as a representable
functor from the category of differential algebras to the category of sets. The
category of affine differential schemes defined this way is indeed dually equivalent
to the category of differential algebras.
Because of this observation we use the third approach in this thesis, that means
our differential algebro-geometric objects are representable functors.
The two most common theories in differential algebra are the theory of dif-
ferential algebras of characteristic zero with usual derivations [Kol73] and the
theory of differential algebras in positive characteristic with iterative derivations
(higher derivations) [Oku87]. In this thesis we use the concept of C-ferential
algebras from [Tak89], which is a natural generalization of the above two theo-
ries.
Let (C,∆, ) be a cocommutative coalgebra over a field k with specified group-
like element 1C . A C-ferential algebra is a k-algebra A together with a k-linear
map ψ : C ⊗k A→ A, such that
1. ψ(c⊗ aa˜) = ∑
(c)
ψ(c(1) ⊗ a)ψ(c(2) ⊗ a˜),
2. ψ(c⊗ 1) = (c) · 1,
3. ψ(1C ⊗ a) = a,
for all a, a˜ ∈ A, c ∈ C and ∆(c) = ∑
(c)
c(1) ⊗ c(2). Analogously, we define a
C-ferential field.
In this thesis we advance the theory of C-ferential algebras from [Tak89]. In
particular, we introduce the concept of finitely C-generated C-ferential algebras,
which is a natural generalization of finitely differential-generated differential
algebras. We call a C-ferential algebra A finitely C-generated, if the exists a
finitely many elements a1, . . . , an such that A is the smallest C-ferential algebra
which contains a1, . . . , an. Further we introduce the concept of C-ferential Hopf-
algebras. In particular, by using the fundamental theorem of coalgebras we show
that a C-ferential Hopf algebra which is generated by finitely many elements is
finitely C-generated as C-ferential algebra.
The above considerations lead use to defining an affine C-ferential scheme as a
representable functor from the category of C-ferential algebras to the category
of sets. Using the Yoneda Lemma we show that the category of affine C-ferential
schemes is dually equivalent to the category of C-ferential algebras. That allows
us to transfer results from the category of C-ferential algebras to the category
of affine C-ferential schemes.
Further, we define an affine C-ferential group scheme as a C-ferential scheme
which is equipped with a group structure, i.e., a group object in the category of
affine C-ferential schemes. Then we show that the category of affine C-ferential
group schemes is dually equivalent to the category of C-ferential Hopf algebras.
Hence we can transfer results between these two categories.
In [Cas75] P. Cassidy showed that the differential coordinate ring of an affine dif-
ferential algebraic group whose group laws are differential polynomial maps are
differential Hopf algebras. This means these affine differential algebraic group
can be considered as a special case of our affine C-ferential group schemes.
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The structure theory for affine C-ferential group schemes we develop in this the-
sis is analogous to the structure theory for affine group schemes (as in [Wat79]).
In particular, we show that every affine C-ferential group scheme G has a linear
C-ferential representation. The latter is a homomorphism G → GLCF (V ); where
GLCF (V ) is the natural generalization of the group GLF (V ), for some F -vector
space V and F is a C-ferential field.
We call an affine C-ferential group scheme G finitely C-generated, if the cor-
responding C-ferential Hopf algebra H is finitely C-generated (as C-ferential
algebra). The finitely C-generated affine C-ferential group schemes form a very
important class of affine C-ferential group schemes. In particular, we show that
if C is pointed irreducible, every finitely C-generated affine C-ferential group
scheme G has a finite dimensional linear C-ferential representation, i.e., a ho-
momorphism of affine C-ferential group schemes G → GLCn ; here as above GLCn
is the natural generalization of the general linear group scheme GLn, for some
n ∈ N. Because of this, the finitely C-generated affine C-ferential group schemes
can be considered as matrix groups.
We use a categorical definition of a quotient of an affine C-ferential group scheme
by a closed normal C-ferential subgroup scheme and show that such a quotient
always exists and is uniquely determined.
With the results on the quotients we show that the commutative affine C-
ferential group schemes form an abelian category.
In [Cas05] P. Cassidy shows that over a universal differential field of charac-
teristic zero each quotient of a finitely differential-generated affine differential
algebraic group is also finitely differential-generated. In our context that result
is not true. We generalize the result of P. Cassidy and show that a quotient
is a finitely C-generated affine C-ferential group scheme if and only if the cor-
responding normal C-ferential Hopf ideal is finitely C-generated. (In [Cas05]
every differential Hopf ideal which arises is finitely differential-generated by the
Ritt-Raudenbush Basis Theorem).
For the cases of characteristic zero with usual derivation and positive charac-
teristic with iterative derivations we consider the structure of two important
affine C-ferential group schemes G∂a and G∂m (the additive ∂-group scheme and
the multiplicative ∂-group scheme). For G∂a we give a complete classification of
all closed affine ∂-subgroup schemes and this gives us a classification of all quo-
tients. ForG∂m we consider many closed affine ∂-subgroup schemes and quotients
by using the logarithmic derivative. More explicitly, the logarithmic derivative
induces a homomorphism of affine C-ferential group schemes G∂m → G∂a . Thus
we consider the preimages of the closed affine ∂-subgroup schemes of G∂a which
are closed affine ∂-subgroup schemes of G∂m.
In the later chapters of this thesis we mimic the Hopf algebraic approach to
Picard-Vessiot theory suggested by M. Takeuchi [Tak89], to develop a parame-
terized Picard-Vessiot theory in arbitrary characteristic in the C-ferential con-
text. In particular, our affine C-ferential group schemes occur as Galois groups
in this parameterized Picard-Vessiot theory.
To develop a parameterized Galois theory in the C-ferential context we need
an additional C˜-action on our algebras, where C˜ is a cocommutative coalgebra
over a field k with specified group-like element 1C˜ . Then we call an algebra A
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a (C, C˜)-ferential algebra, if A is a C-ferential algebra and A is a C˜-ferential
algebra and the C-action commutes with the C˜-action. Analogously, we define
a (C, C˜)-ferential field.
We make the following intrinsic definition which depends on the definition of
a Picard-Vessiot extension of [Tak89]. We call an extension of (C, C˜)-ferential
fields E/F a parameterized Picard-Vessiot extension (PPV-extension), if
1. There exists a (C, C˜)-ferential F -algebra A, such that F ⊆ A ⊆ E and
E = Quot(A).
2. H := (A⊗F A)C˜ generates A⊗F A as a left A-module, i.e., (A⊗F F ) ·H =
A⊗F A.
3. There exist no new C˜-constants, i.e., EC˜ = F C˜ =: K.
We show that for a PPV-extension there exists a natural (C, C˜)-ferential K-
algebra isomorphism
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h.
This isomorphism plays a fundamental role in our parameterized Picard-Vessiot
theory. For example, by using this isomorphism we show that H is a C-ferential
Hopf algebra over K. Thus H corresponds to an affine C-ferential group scheme
which we call the (parameterized) Galois group scheme for the PPV-extension
E/F . We show that the Galois group scheme can be interpreted as an auto-
morphism group scheme. Using this we prove an analog of the so-called Torsor
Theorem which describes the action of the Galois group scheme on the PPV-
ring A.
With the isomorphism µ we show that there is a 1-1 correspondence of the in-
termediate (C, C˜)-ferential fields of a PPV-extension E/F and the C-ferential
Hopf ideals of H. This gives us directly a 1-1 correspondence of the interme-
diate (C, C˜)-ferential fields of a PPV-extension E/F and the closed C-ferential
subgroup schemes of the Galois group scheme of E/F ; this can be understood
as a Galois correspondence. Moreover, using a functorial definition of invariants
we can show that each intermediate (C, C˜)-ferential field of a PPV-extension
E/F is the set of invariants of E under the corresponding closed C-ferential
subgroup scheme.
Now we assume the coalgebras C, C˜ are pointed irreducible. Then we can
uniquely extend the C-action (resp. C˜-action) of a (C, C˜)-ferential algebra to a
localization. With this assumption we prove the following: Let E/F be a PPV-
extension with Galois group scheme G and let L be an intermediate (C, C˜)-
ferential field of E/F with corresponding closed C-ferential subgroup scheme
U ≤ G. Then L/F is a PPV-extension if and only if U E G is a normal closed
C-ferential subgroup scheme.
All together, our results are very similar to the fundamental theorem of usual
Galois theory.
We call a PPV-extension E/F finitely C-generated, if the PPV-ring A is finitely
C-generated as (C, C˜)-ferential algebra over F . In this case the corresponding
Galois group scheme is finitely C-generated and thus if C is pointed irreducible
the Galois group scheme is a closed C-ferential subgroup scheme of GLCn , for
some n ∈ N.
10
It is an interesting question which affine C-ferential group schemes occur as
Galois group schemes of a PPV-extension; this is the so-called inverse problem.
For the cases of characteristic zero with usual derivation and positive character-
istic with iterative derivations we give examples of PPV-extensions with Galois
group scheme isomorphic to G∂a . Thus by the classification of the closed C-
ferential subgroup schemes of G∂a , we get by using our Galois correspondence a
classification of the intermediate (C, C˜)-ferential fields. Further we show that if
we use the naive approach to construct a PPV-extension with Galois group iso-
morphic to the multiplicative ∂-group schemeG∂m, such a (naive) PPV-extension
does not exist.
Further we consider parameterized differential equations. In characteristic zero
a PPV-extension in the sense of P. Cassidy and M. Singer [CS07] depends on a
linear parameterized differential equation. We show that such a PPV-extension
is also a PPV-extension in our sense. In particular, we can use our Galois theory
to consider linear parameterized differential equations.
In positive characteristic B.H. Matzat and M. van der Put developed in
[MvdP03a],[MvdP03b] a differential Galois theory for iterative differential equa-
tions. We extend this approach and consider iterative parameterized differential
equations. We show that we can apply our Galois theory to these iterative pa-
rameterized differential equations.
This thesis is organized as follows. In Part I we define our algebras by commu-
tative diagrams and give a short overview about some concepts from category
theory. We introduce the concept of C-ferential algebras in Part II. Further we
show that many results which hold in usual differential algebra hold also in the
C-ferential context. In Part III we define affine C-ferential group schemes and
develop a structure theory for them. By mimicking the Hopf algebraic approach
of [Tak89] we show in Part IV that there is a parameterized Galois theory, in
which our affine C-ferential group schemes occur as Galois groups. In Part
V we explain the connection between parameterized differential equations and
PPV-extensions.
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Part I
Basics
13

Chapter 1
Algebras and Coalgebras
In this chapter we give a short introduction into coalgebra theory, since coal-
gebras play a very important role in this thesis. We start with an unusual
definition of an algebra and show that with this definition a coalgebra can be
regarded as a ”dual object” of an algebra. Further we give two important exam-
ples of coalgebras and finally we quote the fundamental theorem on coalgebras.
Throughout the whole chapter let k be a field.
1.1 Algebras
We begin with an unusual definition of an algebra (see [Swe69, Chapter I]).
Definition 1.1. Let A be a k-vector space with k-vector space homomorphisms
• m : A⊗k A→ A multiplication,
• u : k → A unit,
such that the following diagrams commute:
A⊗k A⊗k A idA⊗m//
m⊗idA

A⊗k A
m

A⊗k A m // A,
(1)
A⊗k k
∼= //
idA⊗u

A
idA

k ⊗k A
∼= //
u⊗idA

A
idA

A⊗k A m // A, A⊗k A m // A.
(2)
Then (A,m, u) is called a k-algebra.
We say A is commutative, if m = m ◦ τ , where τ is the twist map:
τ : A⊗k A→ A⊗k A, a1 ⊗ a2 7→ a2 ⊗ a1.
Let (A,mA, uA), (B,mB , uB) be two k-algebras. Then we call a map ϕ : A→ B
a k-algebra homomorphism, if ϕ is a k-vector space homomorphism and
additionally satisfies
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• mB ◦ (ϕ⊗ ϕ) = ϕ ◦mA,
• uB = ϕ ◦ uA.
The commutative k-algebras together with the k-algebra homomorphisms form
a category, which we denote by Algk.
Convention 1.2. In this thesis all k-algebras are commutative unless otherwise
stated.
Remark 1.3. (i) It is easy to check that our definition of an algebra coincides
with the elementary definition of a unitary algebra. Also coincides our
definition of an algebra homomorphism with the elementary definition of
an algebra homomorphism. Thus we can use all results from usual algebra
theory.
(ii) By the above definition we have that u(1) corresponds to the identity
element of a k-algebra (A,m, u).
(iii) The advantage of the above definition is shown in the next section; a
coalgebra can be defined by dualizing the algebra axioms.
1.2 Coalgebras
In this section we give a short overview about coalgebras.
Definition 1.4. Let C be a k-vector space with k-vector space homomorphisms
• ∆ : C → C ⊗k C comultiplication,
•  : C → k counit,
such that the following diagrams commute:
C
∆ //
∆

C ⊗k C
idC⊗∆

C ⊗k C
∆⊗idC
// C ⊗k C ⊗k C,
(1)
C
∆ //
idC

C ⊗k C
idC⊗

C
∆ //
idC

C ⊗k C
⊗idC

C ∼=
// C ⊗k k, C ∼= // k ⊗k C.
(2)
Then (C,∆, ) is called a k-coalgebra.
We say C is cocommutative, if ∆ = τ ◦∆, where τ is the twist map:
τ : C ⊗k C → C ⊗k C, c⊗ d 7→ d⊗ c.
Let (C,∆C , C), (B,∆B , B) be k-coalgebras. Then we call a map ϕ : C → B
k-coalgebra homomorphism, if ϕ is a k-vector space homomorphism and
additionally satisfies
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• (ϕ⊗ ϕ) ◦∆C = ∆B ◦ ϕ,
• C = B ◦ ϕ.
The k-coalgebras together with the k-coalgebra homomorphisms form a cate-
gory, which we denote by CoAlgk.
Remark 1.5. (i) The definition of a k-coalgebra is very similar to the defini-
tion of a (not necessarily commutative) k-algebra, the only difference is the
that all arrows were turning around and the compositions were reversed.
In categorical language this is called dualizing.
(ii) In this way a cocommutative k-coalgebra is dual to a (commutative) k-
algebra.
(iii) Observe that in this thesis, a k-algebra is (by convention) commutative,
whereas a k-coalgebra needs not to be cocommutative.
We use very often the following notation.
Notation 1.6 (Sweedler notation). Let (C,∆, ) be a k-coalgebra and let c ∈ C.
Then we use the following notation for the image of c under the comultiplication:
∆(c) =
∑
(c)
c(1) ⊗ c(2).
This is called the Sweedler notation.
Next we give two examples of a k-coalgebra.
Example 1.7. Let C := k · 1C ⊕ k · d, where 1C is a grouplike and d is a
primitive, i.e.,
• ∆(1C) = 1C ⊗ 1C , (1C) = 1,
• ∆(d) = d⊗ 1C + 1C ⊗ d, (d) = 0.
Obviously, C is a k-coalgebra.
Example 1.8. Let C :=
∞⊕
i=0
k · di, where d0 = 1C , d1, d2, . . . form a divided
power sequence, i.e.,
• ∆(dn) =
n∑
i=0
di ⊗ dn−i, for n = 0, 1, 2, . . .
• (dn) =
{
0 if n = 1, 2, . . .
1 if n = 0.
By an easy calculation we obtain that C is a k-coalgebra.
Now we make some further definitions.
Definition 1.9. Let C be a k-coalgebra.
(i) We call C finitely generated, if C is a finite dimensional k-vector space.
17
(ii) A k-vector subspace B of C is called a k-subcoalgebra, if ∆(B) ⊆ B⊗kB,
i.e., B is a k-coalgebra.
(iii) Let S ⊆ C be a subset. We say a k-subcoalgebra B of C is generated by
S, if B is the smallest k-subcoalgebra of C which contains S.
Definition 1.10. Let C be a k-coalgebra. Then
(i) C is called irreducible, if any two non-trivial subcoalgebras have non-zero
intersection.
(ii) C is called simple, if C has no non-trivial proper subcoalgebras.
(iii) C is called pointed, if all simple subcoalgebras of C have dimension 1.
(iv) The coradical of C is the sum of all simple subcoalgebras of C.
Remark 1.11. Let C be a cocommutative k-coalgebra with specified group-like
element 1C , that means ∆(1C) = 1C ⊗ 1C and (1C) = 1. Then the following
are equivalent:
(i) C is pointed irreducible.
(ii) The coradical of C equals k · 1C .
Example 1.12. The k-coalgebras from Example 1.7 and Example 1.8 are co-
commutative and pointed irreducible.
Finally, we quote the fundamental theorem on coalgebras.
Theorem 1.13 (Fundamental Theorem on Coalgebras). Let A be a k-coalgebra
and let a1, · · · , an ∈ A. Then the k-subcoalgebra generated by a1, · · · , an is finite
dimensional as k-vector space.
Proof. [Swe69, Corollary 2.2.2].
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Chapter 2
Categories and Functors
In the later chapter we use often results from category theory. Hence we give
here a short overview about category theory.
2.1 Categories
We begin with the definition of a category.
Definition 2.1. A category C consists of
(1) a collection of objects Ob(C),
(2) to each pair X,Y ∈ Ob(C), a collection Mor(X,Y ) of morphisms from X
to Y ,
(3) for each triple X,Y, Z ∈ Ob(C), a function ◦ : Mor(Y,Z)×Mor(X,Y )→
Mor(X,Z), which assigns, to any appropriate pair of morphisms f, g, their
composite morphism g ◦ f ,
(4) for each X ∈ Ob(C), an element idX ∈ Mor(X,X), the identity morphism
on X,
such that the following properties are satisfied:
• composition is associative: for each quadruple of objects W,X, Y, Z ∈
Ob(C), if f ∈ Mor(W,X), g ∈ Mor(X,Y ) and h ∈ Mor(Y,Z), then
(h ◦ g) ◦ f = h ◦ (g ◦ f),
• composition satisfies the left and right unit laws: for each pair of
objects X,Y ∈ Ob(C), if f ∈ Mor(X,Y ), then idY ◦ f = f = f ◦ idX .
For simplicity we write often X ∈ C instead of X ∈ Ob(C).
Definition 2.2. Let C be a category.
(i) We call C a locally small, if Mor(X,Y ) is a set for each pair X,Y ∈
Ob(C).
(ii) We call C a small, if C is locally small and Ob(C) is a set.
We give some well-known examples of categories.
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Example 2.3. (i) The sets and maps between them form a category, which
we denote by Sets.
(ii) The k-vector spaces and k-vector space homomorphisms form a category,
which we denote by Veck.
(iii) The rings and ring homomorphisms form a category, which we denote by
Rings.
(iv) The groups and group homomorphisms from a category, which we denote
by Groups.
(v) The categories and functors form a category (see below for the definition
of a functor).
In this thesis we often use the principle of dualizing, as seen in the previous
chapter. Hence the following definition is very useful for us.
Definition 2.4. Let C be a category. The opposite category Cop has the same
objects as C, but a morphism f : X → Y is the same a morphism f : Y → X in
C and the composite of morphisms g ◦ f is defined to be the composite f ◦ g in
C.
2.2 Functors
Functors are something like “maps” between categories.
Definition 2.5. Let C,D be two categories. A (covariant) functor F from C
to D is a mapping that
(1) associates to each object X ∈ C an object F (X) ∈ D,
(2) associates to each morphism f : X → Y in C a morphism F (f) : F (X)→
F (Y ) in D such that the following two conditions hold:
• F (idX) = idF (X), for every object X ∈ C,
• F (g ◦ f) = F (g) ◦ F (f) for all morphisms f : X → Y and g : Y → Z
in C.
By dualizing we have the following definition.
Definition 2.6. Let C,D be two categories. A contravariant functor F from
C to D is a covariant functor from Cop to D.
Now we consider “maps” between two functors.
Definition 2.7. Let F,G be two functors from a category C to a category D.
(i) A natural transformation t from F to G, associates for any object
X ∈ C a morphism tX : F (X) → G(X), such that for every morphism
f : X → Y in C the following diagram commutes
F (X)
tX //
F (f)

G(X)
G(f)

F (Y )
tY
// G(Y ).
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(ii) If in addition, tX is an isomorphism for each object X ∈ C, we call t a
natural equivalence. In this situation we write F ' G.
Next we consider the equivalence of categories.
Definition 2.8. We say two categories C and D are equivalent, if there exist
two functors F : C → D and G : D → C such that there are natural equivalences:
• F ◦G ' idD,
• G ◦ F ' idC .
Definition 2.9. Let C,D be two categories.
(i) We say F is essentially surjective, if for each object Y ∈ D, there exist
an object X ∈ C and an isomorphism F (X) ∼= Y in D.
(ii) We call F full, if for each pair of objects X,Y ∈ C, the function F :
Mor(X,Y )→ Mor(F (X), F (Y )) is surjective.
(iii) We call F faithful, if for each pair of objects X,Y ∈ C, the function
F : Mor(X,Y )→ Mor(F (X), F (Y )) is injective.
To show that two categories are equivalent the following proposition is useful.
Proposition 2.10. Let C and D be two categories. Further let F : C → D be
a functor which is essentially surjective, full and faithful. Then C and D are
equivalent.
Proof. This is a well-known statement in category theory.
We can also dualize the concept of equivalent categories.
Definition 2.11. We say two categories C and D are dually equivalent, if
Cop and D are equivalent.
Hence we get the following proposition.
Proposition 2.12. Let C and D be two categories. Further let F : C → D be
a contravariant functor which is essentially surjective, full and faithful. Then C
and D are dually equivalent.
Proof. Proposition 2.10.
2.3 Subcategories and Subfunctors
In this short section we take a look at subcategories and subfunctors. We begin
with subcategories.
Definition 2.13. Let C be a category. A subcategory D consists of
(1) a subcollection of the collection of objects of C,
(2) a subcollection of the collection of morphisms of C,
such that:
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• If the morphism f : X → Y is in D, then X and Y are also in D.
• If f : X → Y and g : Y → Z are in D, then the composite g ◦ f : X → Z
is also in D.
• If X is in D, then the identity morphism idX is also in D.
We have the following remark.
Remark 2.14. Let D be a subcategory of a category C. Then obviously
(i) D is itself a category.
(ii) The inclusion D → C is a faithful functor.
Now we give the definition of a subfunctor.
Definition 2.15. Let F be a functor from a category C to a category D. We
call a functor G from C to D a subfunctor of F , if
(1) G(X) ⊆ F (X), for each object X ∈ C,
(2) G(f) = F (f)|G(Y ), for each morphism f : X → Y in C.
2.4 Functor Categories
The functors between two categories can itself form a category. Thus we make
the following definition.
Definition 2.16. Let C, D be categories. The functor category [C,D] is the
category whose
(1) objects are functors C → D,
(2) morphisms are natural transformations between these functors.
Remark 2.17. (i) It is easy to see that [C,D] is a category.
(ii) Let F ∈ [C,D] be a functor and let G be a subfunctor of F . Then G is
also an object of [C,D]. Moreover, G is a “subobject” of F .
2.5 Products and Coproducts
In this section we consider products and coproducts in categories and show the
connection between them. We begin with products in a category.
Definition 2.18. Let C be a category.
(i) Let {Xj}j∈J be a family of objects of C, where J is an index set. A prod-
uct (P, pj) of the objects Xj is an object P of C together with morphisms
pj : P → Xj , which satisfies the following universal property:
For any object Z of C and any morphisms fj : Z → Xj , there exists a
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unique morphism f : Z → P such that for all j ∈ J the following diagram
commutes
Z
fj //
f   
Xj
P.
pj
OO
(ii) An terminal object of C is an object T in C such that for every object
X in C, there exists a single morphism X → T .
In general a product of some objects must not always exists, but we have the
following theorem
Theorem 2.19. Let C be a category.
(i) If a product exits it is unique up to a unique canonical isomorphism, so
we often say “the product”.
(ii) A product indexed by the empty set is a terminal object in C.
Proof. (i) This is a well-known statement in category theory.
(ii) This is clear by definition.
Thus we make the following notation.
Notation 2.20. We denote the product of the objects Xj by
∏
j∈J Xj . Impor-
tant is the case were J consists of two elements, then we denote the product of
two objects X1, X2 by X1 ×X2.
Further we have the following proposition.
Proposition 2.21. If for any two objects of a category a product exists, then
a product exists for any finite collection of objects.
Proof. This is a well-known statement in category theory.
This explains the following definition.
Definition 2.22. Let C be a category. We say C is a category with finite
products if C has a terminal object T and for any two object of C there exists
a product.
Now we consider coproducts.
Definition 2.23. Let C be a category.
(i) Let {Xj}j∈J be a family of objects of C, where J is an index set. A
coproduct (C, ij) of the objects Xj is an object C of C together with
morphisms ij : Xj → C, which satisfies the following universal property:
For any object Z of C and any morphisms fj : Xj → Y , there exists a
unique morphism i : C → Z such that for all j ∈ J the following diagram
commute
Z Xj
fjoo
ij

C.
i
``
23
(ii) An initial object of C is an object I in C such that for every object X
in C, there exists precisely one morphism I → X.
We have the following useful connection between coproducts and products.
Proposition 2.24. Let C be a category. A coproduct in C is the same as a
product in the opposite category Cop.
Proof. This is clear by definition.
That means a coproduct is the dualization of a product.
In general a coproduct of some objects must not always exists, but we have the
following theorem
Theorem 2.25. Let C be a category.
(i) If a coproduct exits it is unique up to a unique canonical isomorphism, so
we often say “the coproduct”.
(ii) A coproduct indexed by the empty set is an initial object in C.
Proof. This follows by Theorem 2.19 together with Proposition 2.24.
Thus we make the following notation.
Notation 2.26. We denote the coproduct of the objects Xj by
∐
j∈J Xj . Im-
portant is the case were J consists of two elements, then we denote the coproduct
of two objects X1, X2 by X1 unionsqX2.
Further we have the following proposition.
Proposition 2.27. If for any two objects of a category the coproduct exists,
then a coproduct exists for any finite collection of objects.
Proof. This follows by Proposition 2.21 together with Proposition 2.24.
This explains the following definition.
Definition 2.28. Let C be a category. We say C is a category with finite
coproducts if C has an initial object I and for any two object of C there exists
a product.
2.6 Group Objects
Group objects are objects which were equipped with a group structure.
Definition 2.29. Let C be a category with finite products (we denote the
terminal object by 1). Let G be an object of C together with morphisms
• mult: G×G→ G,
• unit: 1→ G,
• inv: G→ G,
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such that the following diagrams commute
G×G×G id×mult //
mult×id

G×G
mult

G×G
mult
// G,
(1)
1×G unit×id//
∼=

G×G
mult

G× 1 id×unit//
∼=

G×G
mult

G =
// G, G =
// G,
(2)
G
(inv, id)//

G×G
mult

G
(id, inv)//

G×G
mult

1
unit
// G, 1
unit
// G.
(3)
Then we call (G, mult, unit, inv) a group object in C.
We give a simple example.
Example 2.30. Let Sets be the category of sets. Then the group objects of
Sets are the objects of the category Groups. In this situation the diagram
(1) is equivalent to the associativity law, the diagrams (2) are equivalent to
the existence of the left/right unit and the diagrams (3) are equivalent to the
existence of the left/right inverse.
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Part II
C-ferential Algebra
27

Chapter 3
C-ferential Algebras over k
In this chapter we introduce C-ferential algebras and give some basic facts about
them. Throughout the whole chapter let k be a field and let (C,∆C , C) be a
cocommutative k-coalgebra with specified element 1C , such that ∆C(1C) =
1C ⊗ 1C and C(1C) = 1.
3.1 C-ferential k-Modules
First we take a look at the concept of C-ferential k-modules from M. Takeuchi
[Tak89].
Definition 3.1. Let M be a k-vector space together with a unital C-action
ψM : C ⊗kM →M , i.e.,
• ψM is k-linear,
• ψM (1C ⊗m) = m,
for all m ∈M . Then we call M a C-ferential k-module.
For simplicity we write c(m) instead of ψM (c⊗m).
Let M,N be two C-ferential k-modules, and let ϕ : M → N be a k-vector space
homomorphism. Then ϕ is called a C-ferential k-module homomorphism,
if
ϕ(c(m))) = c(ϕ(m))
for all c ∈ C,m ∈ M . We denote by HomCk (M,N) the set of all C-ferential
k-module homomorphisms from M to N .
The C-ferential k-modules with the C-ferential k-module homomorphisms form
a category, which we denote by ModCk .
The following two examples show that the concept of C-ferential k-modules is
a generalization of usual differential modules and iterative differential modules
which were defined over a field of constants. In the next chapter we extend
the concept of C-ferential k-modules to consider usual differential modules and
iterative differential modules which were defined over an arbitrary (iterative)
differential field.
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Example 3.2. As in Example 1.7 we consider the k-coalgebra C := k ·1C⊕k ·d,
where 1C is a grouplike and d is a primitive, i.e.,
• ∆(1C) = 1C ⊗ 1C , (1C) = 1,
• ∆(d) = d⊗ 1C + 1C ⊗ d, (d) = 0.
Then a C-ferential k-module M can be regarded as a usual differential module:
(1) d(t) = d(t · 1) = t · d(1) = t · (d) · 1 = 0,
(2) d(t ·m) = d(t) ·m+ t · d(m) = t · d(m),
for all m ∈M, t ∈ k.
Example 3.3. As in Example 1.8 we consider the k-coalgebra C :=
∞⊕
i=0
k · di,
where d0 = 1C , d1, d2, . . . form a divided power sequence, i.e.,
• ∆(dn) =
n∑
i=0
di ⊗ dn−i, for n = 0, 1, 2, . . .
• (dn) =
{
0 if n = 1, 2, . . .
1 if n = 0.
Then a C-ferential k-module M can be regarded as a module with higher deriva-
tion:
(1) dn(t) = dn(t · 1) = t · dn(1) = t · (dn) · 1 =
{
0 if n = 1, 2, . . .
1 if n = 0,
(2) dn(t ·m) =
n∑
i=0
di(t) · dn−i(m) = t · dn(m),
for all m ∈M, t ∈ k.
If we additionally equip C with the iteration rule di ◦ dj =
(
i+j
j
)
di+j (in this
way C becomes a bialgebra), then M can be regarded as an iterative differential
module.
Definition 3.4. Let M be a C-ferential k-module. We denote by
MC := {m ∈M | c(m) = (c) ·m for all c ∈ C}
the C-constants of M .
Remark 3.5. Obviously MC is a k-submodule of M .
Definition 3.6. Let M be a C-ferential k-module. A k-vector subspace N of
M is called C-ferential k-submodule of M , if c(N) ⊆ N for all c ∈ C, i.e., N
is itself a C-ferential k-module with the restricted action.
Example 3.7. Let M be a C-ferential k-module. Then obviously MC is a
C-ferential k-submodule of M .
The next proposition shows how the C-structure of two C-ferential k-modules
give rise to a C-structure on the tensor product of them.
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Proposition 3.8. Let M,N be C-ferential modules. There is a C-structure on
M ⊗k N given by
c(m⊗ n) =
∑
(c)
c(1)(m)⊗ c(2)(n)
for c ∈ C,m ∈M,n ∈ N and ∆C(c) =
∑
(c)
c(1) ⊗ c(2).
We always equip M ⊗k N with this C-structure.
Proof. The proof is a straightforward calculation.
Remark 3.9. One can show that the category ModCk is a symmetric abelian
tensor category (see [AMT09, Chapter 6]).
3.2 C-ferential k-Algebras
In this section we consider C-ferential k-algebras. We start with the definition
of a C-ferential k-algebra.
Definition 3.10. A k-algebra (A,m, u) together with a k-linear map ψA :
C ⊗k A→ A is called a C-ferential k-algebra, if
• ψA(c⊗ aa˜) =
∑
(c)
ψA(c(1) ⊗ a)ψA(c(2) ⊗ a˜),
• ψA(c⊗ 1) = (c) · 1,
• ψA(1C ⊗ a) = a,
for all a, a˜ ∈ A, c ∈ C and ∆C(c) =
∑
(c)
c(1) ⊗ c(2).
For simplicity we write c(a) instead of ψA(c⊗ a).
Let A and B be two C-ferential k-algebras, and let ϕ ∈ Homk(A,B). Then ϕ
is called a C-ferential k-algebra homomorphism, if
ϕ(c(a)) = c(ϕ(a))
for all c ∈ C, a ∈ A. We denote by HomCk (A,B) the set of all C-ferential k-
algebra homomorphisms from A to B.
The C-ferential k-algebras with the C-ferential k-algebra homomorphisms form
a category, which we denote by AlgCk .
Remark 3.11. Obviously we have AlgCk ⊆ModCk .
The next two examples show that usual differential algebras (Definition 15.1)
and iterative differential algebras (Definition 16.2) are special cases of C-ferential
algebras.
Example 3.12. As in Example 1.7 we consider the k-coalgebra C := k·1C⊕k·d,
where 1C is a grouplike and d is a primitive, i.e.,
• ∆(1C) = 1C ⊗ 1C , (1C) = 1,
• ∆(d) = d⊗ 1C + 1C ⊗ d, (d) = 0.
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Then a C-ferential k-algebra A can be regarded as a usual differential algebra:
(1) d(a · b) = d(a) · 1C(b) + 1C(a) · d(b) = d(a) · b+ a · d(b),
(2) d(t) = d(t · 1) = t · d(1) = t · (d) · 1 = 0,
(3) d(t · a) = d(t) · a+ t · d(a) = t · d(a),
for all a, b ∈ A, t ∈ k. In particular we have k ⊆ AC .
Example 3.13. As in Example 1.8 we consider the k-coalgebra C :=
∞⊕
i=0
k · di,
where d0 = 1C , d1, d2, . . . are a divided power sequence, i.e.,
• ∆(dn) =
n∑
i=0
di ⊗ dn−i, for n = 0, 1, 2, . . .
• (dn) =
{
0 if n = 1, 2, . . .
1 if n = 0.
Then a C-ferential k-algebra A can be regarded as an algebra with higher deriva-
tion:
(1) dn(a · b) =
n∑
i=0
di(a) · dn−i(b),
(2) dn(t) = dn(t · 1) = t · dn(1) = t · (dn) · 1 =
{
0 if n = 1, 2, . . .
1 if n = 0,
(3) dn(t · a) =
n∑
i=0
di(t) · dn−i(a) = t · dn(a),
for all a, b ∈ A, t ∈ k. In particular we have k ⊆ AC .
If we additionally equip C with the iteration rule di ◦ dj =
(
i+j
j
)
di+j (in this
way C becomes a bialgebra), then A can be regarded as an iterative differential
algebra.
In the obvious way we define a C-ferential k-subalgebra of a C-ferential k-
algebra.
Definition 3.14. Let A be a C-ferential k-algebra.
(i) Let B be a k-subalgebra of A. We call B a C-ferential k-subalgebra of
A, if c(B) ⊆ B for all c ∈ C, i.e., B is itself a C-ferential k-algebra with
the restricted action.
(ii) Let S be a subset of A. Then we denote by k{S} the smallest C-ferential
k-subalgebra of A which contains S. We call k{S} the C-ferential k-
algebra generated by S.
(iii) LetB be a C-ferential k-subalgebra ofA. We callB finitely C-generated
over k, if there exists a finite subset S ⊆ A such that B = k{S}.
Remark 3.15. In the situation as above we have
k{S} =
{ finite∑
t∈k
t ·
( finite∏
s∈S,ci∈C,e∈N
c1(c2(· · · cn(s) · · · ))e
)}
.
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Analogously to a C-ferential k-subalgebra we define a C-ferential ideal of a
C-ferential k-algebra.
Definition 3.16. Let A be a C-ferential k-algebra.
(i) An ideal I E A is called a C-ferential ideal, if c(I) ⊆ I for all c ∈ C.
(ii) Let S be a subset of A, we denote by {S} the smallest C-ferential ideal of
A which contains S. We call {S} the C-ferential ideal generated by S.
(iii) Let I be a C-ferential ideal of A. We call I finitely C-generated, if
there exists a finite subset S ⊆ A such that I = {S}.
Remark 3.17. In the situation above we have
{S} = {
finite∑
a∈A,ci∈C,s∈S
a · c1(c2(· · · cn(s) · · · ))}.
Now we show that the quotient of a C-ferential k-algebra by a C-ferential ideal
is also a C-ferential k-algebra.
Proposition 3.18. Let A be a C-ferential k-algebra and let I E A be a C-
ferential ideal. Then there exists a C-structure on A/I such that the natural
k-algebra epimorphism pi : A → A/I, a 7→ a is a C-ferential k-algebra homo-
morphism.
This is the natural C-structure on A/I.
Proof. It is obvious that A/I is a k-algebra. We define a C-structure on A/I
by
c(a) := c(a), for each c ∈ C, a ∈ A.
First we show that this C-structure is well-defined. For this let a, a′ ∈ A with
a = a′, that means there exists an element b ∈ I such that a = a′+ b. It follows
that c(a) = c(a′) + c(b) and since c(b) ∈ I we have c(a) = c(a′).
Now we show that A/I is a C-ferential k-algebra. Let a, a′ ∈ A/I, c ∈ C be
arbitrary and let a ∈ A (resp. a′ ∈ A) be a preimage of a (resp. a′) under pi.
Then we compute
c(aa′) = c(pi(aa′)) = pi(c(aa′)) = pi
(∑
(c)
c(1)(a)c(2)(a
′)
)
=
∑
(c)
c(1)(pi(a))c(2)(pi(a
′)) =
∑
(c)
c(1)(a)c(2)(a′),
c(1) = c(pi(1)) = pi(c(1)) = pi((c)1) = (c)pi(1) = (c)1,
1C(a) = 1C(pi(a)) = pi(1C(a)) = pi(a) = a.
All together A/I is a C-ferential k-algebra and pi is a C-ferential k-algebra
homomorphism by definition.
Also we have a fundamental theorem on homomorphisms.
Theorem 3.19. Let ϕ : A → B be a C-ferential k-algebra homomorphism.
Then
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(i) ker(ϕ) is a C-ferential ideal of A,
(ii) im(ϕ) is a C-ferential k-subalgebra of B,
(iii) A/ker(ϕ) is isomorphic to im(ϕ) (as C-ferential k-algebras).
Proof. (i) It is obvious that ker(ϕ) is a ideal of A. Let a ∈ ker(ϕ), then ϕ(c(a)) =
c(ϕ(a)) = c(0) = 0 for all c ∈ C. That means ker(ϕ) is a C-ferential ideal.
(ii) It is obvious that im(ϕ) is a k-subalgebra of B. Since ϕ commutes with
the C-structure, we have that im(ϕ) is C-stable, i.e., im(ϕ) is a C-ferential k-
subalgebra of B.
(iii) By Proposition 3.18, A/ker(ϕ) is a C-ferential k-algebra. There exists a
k-algebra isomorphism ϕ¯ : A/ker(ϕ)→ im(ϕ), which satisfies ϕ = ϕ¯ ◦ pi, where
pi : A→ A/ker(ϕ) is the natural C-ferential k-algebra homomorphism. We have
to show that ϕ¯ commutes with the C-structure. For this let c ∈ C, a ∈ A and
we compute
c(ϕ¯(pi(a))) = c(ϕ(a)) = ϕ(c(a)) = ϕ¯(pi(c(a))) = ϕ¯(c(pi(a))).
Since pi is surjective, it follows that c(ϕ¯(a)) = ϕ¯(c(a)), for all a ∈ A/ker(ϕ).
Hence ϕ¯ is a C-ferential k-algebra isomorphism.
Proposition 3.20. Let A be a C-ferential k-algebra and let S ⊆ A be a C-stable
subset, i.e., c(S) ⊆ S for all c ∈ C. Then the ideal I of A which is generated by
S is a C-ferential ideal.
Proof. Let x ∈ I be arbitrary, then there exist some s1, . . . , sn ∈ S, a1, . . . , an ∈
A such that
x =
n∑
i=1
aisi.
Then for all c ∈ C we have
c(x) =
n∑
i=1
c(aisi) =
n∑
i=1
∑
(c)
c(1)(ai)c(2)(si) ∈ I,
since A and S are C-stable.
The next proposition shows how the C-structure of two C-ferential k-algebras
give rise to a C-structure on the tensor product of them.
Proposition 3.21. Let A,B be two C-ferential k-algebras. Then A ⊗k B is a
C-ferential k-algebra with C-structure given by
c(a⊗ b) =
∑
(c)
c(1)(a)⊗ c(2)(b),
for a ∈ A, b ∈ B, c ∈ C.
Moreover, the following universal property holds:
For any C-ferential k-algebra T and any C-ferential k-algebra homomorphisms
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ηA : A→ T , ηB : B → T , there exists a unique C-ferential k-algebra homomor-
phism φ : A⊗k B → T such that the following diagram commutes
T A
idA⊗1

ηAoo
B
ηB
OO
1⊗idB
// A⊗k B.
φ
cc
Proof. An easy calculation shows that A⊗k B is a C-ferential k-algebra.
We show the universal property. For this let T be a C-ferential k-algebra and
let ηA : A → T , ηB : B → T be C-ferential k-algebra homomorphisms. By the
universal property of the tensor product (of k-algebras), there exists a unique
k-algebra homomorphism φ : A ⊗k B → T such that the following diagram
commutes
T A
idA⊗1

ηAoo
B
ηB
OO
1⊗idB
// A⊗k B.
φ
cc
We have to show that φ commutes with the C-structure. Let a ∈ A, b ∈ B, c ∈
C, then
φ(c(a⊗ b)) = φ(∑
(c)
c(1)(a)⊗ c(2)(b)
)
= φ
(∑
(c)
(c(1)(a)⊗ 1)(1⊗ c(2)(b))
)
= φ
(∑
(c)
(idA ⊗ 1(c(1)(a)))(1⊗ idB(c(2)(b)))
)
=
∑
(c)
φ
(
idA ⊗ 1(c(1)(a))
)
φ
(
(1⊗ idB(c(2)(b)))
)
=
∑
(c)
ηA(c(1)(a))ηB(c(2)(b))
=
∑
(c)
c(1)(ηA(a))c(2)(ηB(b))
= c(ηA(a)ηB(b))
= c
(
φ(idA ⊗ 1(a))φ(1⊗ idB(b))
)
= c
(
φ(a⊗ 1)φ(1⊗ b))
= c
(
φ(a⊗ b)),
i.e., φ is a C-ferential k-algebra homomorphism.
The last proposition directly implies the following corollary.
Corollary 3.22. The category AlgCk is a category with finite coproducts.
Proof. Obviously k is the initial object in the category AlgCk . The rest follows
from Proposition 3.21.
The last proposition also implies the following remark.
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Remark 3.23. Let (A,m, u) be a C-ferential k-algebra. The C-structure on
A ⊗k A, which is given by Proposition 3.21, makes the multiplication map
m : A⊗k A→ A to a C-ferential k-algebra homomorphism.
It is also clear that the unit map u : k → A is a C-ferential k-algebra homomor-
phism.
Finally, we make the following obvious definition of a C-ferential field.
Definition 3.24. Let F be a field which is in addition a C-ferential k-algebra.
Then we call F a C-ferential field over k.
For simplicity we usually drop the suffix “over k”.
Remark 3.25. Let F be a C-ferential field, then by definition F is an extension
field of u(k), where u is the unit map u : k → F .
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Chapter 4
C-ferential Algebras over a
C-ferential Field
In the last chapter each C-ferential algebra was an algebra over the field k, the
same field over which the coalgebra C was defined. Now we want to consider
C-ferential algebras over an arbitrary C-ferential field F . That means we have
to claim that the C-structure of the algebra is compatible with the C-structure
of the field F .
Throughout the whole chapter let k be a field, let F be a C-ferential field and
let C be a cocommutative k-coalgebra with specified element 1C , such that
∆C(1C) = 1C ⊗ 1C and C(1C) = 1.
4.1 C-ferential A-Modules
First we consider C-ferential modules over a C-ferential k-algebra A.
Definition 4.1. Let (A,m, u) be a C-ferential k-algebra. Let M be an A-
module with a map ψM : C ⊗kM →M , such that:
• ψM is k-linear,
• ψM (c⊗ am) =
∑
(c) ψA(c(1) ⊗ a)ψM (c(2) ⊗m),
• ψM (1C ⊗m) = m,
for all a ∈ A, c ∈ C,m ∈M . For simplicity we write c(m) instead of ψM (c⊗m).
Let M,N be two C-ferential A-modules, and let ϕ : M → N be a A-module
homomorphism. Then ϕ is called a C-ferential A-module homomorphism,
if
ϕ(c(m))) = c(ϕ(m))
for all c ∈ C,m ∈ M . We denote by HomCA(M,N) the set of all C-ferential
A-module homomorphisms from M to N .
The C-ferential A-modules with the C-ferential A-module homomorphisms form
a category, which we denote by ModCA.
Remark 4.2. Obviously we have ModCA ⊆ModCk .
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In the obvious way we define a C-ferential A-submodule of a C-ferential A-
module.
Definition 4.3. Let M be a C-ferential A-module.
(i) An A-submodule N of M is called C-ferential A-submodule of M , if
c(N) ⊆ N for all c ∈ C, i.e., N is itself a C-ferential A-module with the
restricted action.
(ii) Let S be a subset of M . We call a C-ferential A-submodule N of M gen-
erated by S, if N is the smallest C-ferential A-submodule which contains
S.
(iii) Let N be a C-ferential A-submodule of M . We call N finitely C-
generated, if there exists a finite subset S ⊆M such that N is generated
by S.
Now we define finitely C-generated C-ferential A-modules; observe that in the
last definition “finitely C-generated” is only defined for C-ferentialA-submodules.
Definition 4.4. Let M be a C-ferential A-module. We call M finitely C-
generated, if there exist finitely many elements a1, . . . , an ∈ M , such that M
is generated as A-module by {c1(c2(· · · cm(ai))) | cj ∈ C,m ∈ N, i = 1, . . . , n}.
Remark 4.5. If N is a C-ferential A-submodule of a C-ferential A-module M .
Then by definition N is also a C-ferential A-module. In this situation it is easy
to see that N is finitely C-generated as C-ferential A-submodule if and only if
N is finitely C-generated as C-ferential A-module. That means that the two
definitions of finitely C-generated given in Definition 4.3 and Definition 4.4 are
compatible.
The next proposition shows how the C-structure of two C-ferential A-modules
give rise to a C-structure on the tensor product of them.
Proposition 4.6. Let M,N be two C-ferential A-modules. There is a C-
structure on M ⊗A N given by
c(m⊗ n) =
∑
(c)
c(1)(m)⊗ c(2)(n)
for c ∈ C,m ∈M,n ∈ N .
We always equip M ⊗A N with this C-structure.
Proof. The proof is a straightforward calculation.
4.2 C-ferential F -Algebras
In this section we consider C-ferential algebras over a C-ferential field F and
show some facts about them.
Definition 4.7. Let (A,m, u′) be a C-ferential k-algebra and let u : F → A be
a C-ferential k-algebra homomorphism. Then we call (A,m, u) a C-ferential
F -algebra.
Let A,B be two C-ferential F -algebras, and let ϕ : A → B be an F -algebra
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homomorphism. Then ϕ is called a C-ferential F -algebra homomorphism,
if
ϕ(c(r))) = c(ϕ(r))
for all c ∈ C, r ∈ A. We denote by HomCF (A,B) the set of all C-ferential F -
algebra homomorphisms from A to B.
The C-ferential F -algebras with the C-ferential F -algebra homomorphisms form
a category, which we denote by AlgCF .
Remark 4.8. (i) Obviously we have AlgCF ⊆ModCF .
(ii) Let (A,m, u) be a C-ferential F -algebra. Then by definition A is a k-
algebra with structure map u′ : k → A and F is also a k-algebra with
structure map uF : k → F . Since u is a k-algebra homomorphism, the
following diagram commutes
A
F
u
``
k,
u′
OO
uF
??
that means the algebra structure maps are compatible.
Analogously to the previous chapter we define a C-ferential F -subalgebra of a
C-ferential F -algebra.
Definition 4.9. Let A be a C-ferential F -algebra.
(i) Let B be an F -subalgebra of A. We call B a C-ferential F -subalgebra
of A, if c(B) ⊆ B for all c ∈ C, i.e., B is itself a C-ferential F -algebra with
the restricted action. In this situation we call A a C-ferential F -algebra
extension of B.
(ii) Let S be a subset of A. Then we denote by F{S} the smallest C-ferential
F -subalgebra of A which contains S. We call F{S} the C-ferential F -
algebra generated by S.
(iii) LetB be a C-ferential F -subalgebra ofA. We callB finitely C-generated
over F , if there exists a finite subset S ⊆ A such that B = F{S}.
Remark 4.10. In the situation as above we have
F{S} =
{ finite∑
t∈F
t ·
( finite∏
s∈S,ci∈C,e∈N
c1(c2(· · · cn(s) · · · ))e
)}
.
Now we define finitely C-generated C-ferential F -algebras; observe that in
the last definition ”finitely C-generated” is only defined for C-ferential F -
subalgebra.
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Definition 4.11. Let A be a C-ferential F -algebra. We call A finitely C-
generated, if there exist finitely many elements a1, . . . , an ∈ A, such that A is
generated as F -algebra by {c1(c2(· · · cm(ai))) | cj ∈ C,m ∈ N, i = 1, . . . , n}.
Remark 4.12. If B is a C-ferential F -subalgebra of a C-ferential F -algebra A.
Then by definition B is also a C-ferential F -algebra. In this situation it is easy
to see that B is finitely C-generated as C-ferential F -subalgebra if and only if
B is finitely C-generated as C-ferential F -algebra. That means that the two
definitions of finitely C-generated given in Definition 4.9 and Definition 4.11 are
compatible.
Now we show that the quotient of a C-ferential F -algebra by a C-ferential ideal
is also a C-ferential F -algebra.
Proposition 4.13. Let A be a C-ferential F -algebra and let I E A be a C-
ferential ideal. Then there exists a C-structure on A/I such that the natural
F -algebra homomorphism pi : A → A/I, a → a is a C-ferential F -algebra
homomorphism.
This is the natural C-structure on A/I.
Proof. It is obvious that A/I is an F -algebra. We define a C-action on A/I by
c(a) := c(a), for all c ∈ C, a ∈ A.
First we show that this C-structure is well-defined. For this let a, a′ ∈ A with
a = a′, that means there exists an element b ∈ I such that a = a′+ b. It follows
that c(a) = c(a′) + c(b) and since c(b) ∈ I we have c(a) = c(a′).
Next we show that A/I is a C-ferential k-algebra. Let a, a′ ∈ A/I, c ∈ C be
arbitrary and let a ∈ A (resp. a′ ∈ A) be a preimage of a (resp. a′) under pi.
Then we compute
c(aa′) = c(pi(aa′)) = pi(c(aa′)) = pi
(∑
(c)
c(1)(a)c(2)(a
′)
)
=
∑
(c)
c(1)(pi(a))c(2)(pi(a
′)) =
∑
(c)
c(1)(a)c(2)(a′),
c(1) = c(pi(1)) = pi(c(1)) = pi((c)1) = (c)pi(1) = (c)1,
1C(a) = 1C(pi(a)) = pi(1C(a)) = pi(a) = a.
At last observe that A/I is a F -algebra by the C-ferential k-algebra homomor-
phism F → A pi→ A/I.
All together A/I is a C-ferential F -algebra and pi is a C-ferential F -algebra
homomorphism by definition.
We also have a fundamental theorem on homomorphisms for C-ferential F -
algebras.
Theorem 4.14. Let ϕ : A → B be a C-ferential F -algebra homomorphism.
Then
(i) ker(ϕ) is a C-ferential ideal of A,
(ii) im(ϕ) is a C-ferential F -subalgebra of B,
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(iii) A/ker(ϕ) is isomorphic to im(ϕ) (as C-ferential F -algebras).
Proof. (i) It is obvious that ker(ϕ) is a ideal of A. Let a ∈ ker(ϕ), then ϕ(c(a)) =
c(ϕ(a)) = c(0) = 0 for all c ∈ C. That means ker(ϕ) is a C-ferential ideal.
(ii) It is obvious that im(ϕ) is a F -subalgebra of B. Since ϕ commutes with
the C-structure, we have that im(ϕ) is C-stable, i.e., im(ϕ) is a C-ferential F -
subalgebra of B.
(iii) By Proposition 4.13, A/ker(ϕ) is a C-ferential F -algebra. There exists a
F -algebra isomorphism ϕ¯ : A/ker(ϕ)→ im(ϕ), which satisfies ϕ = ϕ¯ ◦ pi, where
pi : A → A/ker(ϕ) is the natural C-ferential F -algebra homomorphism. We
have to show that ϕ¯ commutes with the C-structure. For this let c ∈ C, a ∈ A
and we compute
c(ϕ¯(pi(a))) = c(ϕ(a)) = ϕ(c(a)) = ϕ¯(pi(c(a))) = ϕ¯(c(pi(a))).
Since pi is surjective, it follows that c(ϕ¯(a)) = ϕ¯(c(a)), for all a ∈ A/ker(ϕ).
Hence ϕ¯ is a C-ferential F -algebra isomorphism.
Proposition 4.15. Let A be a C-ferential F -algebra and let S ⊆ A be a C-
stable subset. Then the ideal I of A which is generated by S is a C-ferential
ideal.
Proof. Let x ∈ I be arbitrary, then there exist some s1, . . . , sn ∈ S, a1, . . . , an ∈
A such that
x =
n∑
i=1
aisi.
Then for all c ∈ C we have
c(x) =
n∑
i=1
c(aisi) =
n∑
i=1
∑
(c)
c(1)(ai)c(2)(si) ∈ I,
since A and S are C-stable.
The next proposition shows how the C-structure of two C-ferential F -algebras
give rise to a C-structure on the tensor product of them.
Proposition 4.16. Let A,B be two C-ferential F -algebras. Then A⊗F B is a
C-ferential F -algebra with C-structure given by
c(a⊗ b) =
∑
(c)
c(1)(a)⊗ c(2)(b),
for a ∈ A, b ∈ B, c ∈ C.
Moreover, the following universal property holds:
For any C-ferential F -algebra T and any C-ferential F -algebra homomorphisms
ηA : A→ T , ηB : B → T , there exists a unique C-ferential F -algebra homomor-
phism φ : A⊗F B → T such that the following diagram commutes
T A
idA⊗1

ηAoo
B
ηB
OO
1⊗idB
// A⊗F B.
φ
dd
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Proof. An easy calculation shows that A ⊗F B is a C-ferential k-algebra and
A⊗F B is clearly a F -algebra by
κ : F → A⊗F B, r 7→ r ⊗ 1 = 1⊗ r.
We compute for r ∈ F, c ∈ C:
c(κ(r)) = c(r ⊗ 1) =
∑
(c)
c(1)(r)⊗ c(2)(1) =
∑
(c)
c(1)(r)⊗ (c(2))
=
∑
(c)
c(1)(r)(c(2))⊗ 1 = c(r)⊗ 1 = κ(c(r)).
Thus κ is a C-ferential k-algebra homomorphism and hence A ⊗F B is a C-
ferential F -algebra.
Now we show the universal property. For this let T be a C-ferential F -algebra
and let ηA : A → T , ηB : B → T be C-ferential F -algebra homomorphisms.
By the universal property of the tensor product (of F -algebras), there exists
a unique F -algebra homomorphism φ : A ⊗F B → T such that the following
diagram commutes
T A
idA⊗1

ηAoo
B
ηB
OO
1⊗idB
// A⊗F B.
φ
dd
We must show that φ commutes with the C-structure. Let a ∈ A, b ∈ B, c ∈ C,
then
φ(c(a⊗ b)) = φ(∑
(c)
c(1)(a)⊗ c(2)(b)
)
= φ
(∑
(c)
(c(1)(a)⊗ 1)(1⊗ c(2)(b))
)
= φ
(∑
(c)
(idA ⊗ 1(c(1)(a)))(1⊗ idB(c(2)(b)))
)
=
∑
(c)
φ
(
idA ⊗ 1(c(1)(a))
)
φ
(
(1⊗ idB(c(2)(b)))
)
=
∑
(c)
ηA(c(1)(a))ηB(c(2)(b))
=
∑
(c)
c(1)(ηA(a))c(2)(ηB(b))
= c(ηA(a)ηB(b))
= c
(
φ(idA ⊗ 1(a))φ(1⊗ idB(b))
)
= c
(
φ(a⊗ 1)φ(1⊗ b))
= c
(
φ(a⊗ b)),
i.e., φ is a C-ferential F -algebra homomorphism.
The last proposition implies directly the following corollary.
Corollary 4.17. The category AlgCF is a category with finite coproducts.
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Proof. Obviously F is the initial object in the category AlgCF . The rest follows
by Proposition 4.16.
The last proposition implies also the following remark.
Remark 4.18. Let (A,m, u) be a C-ferential F -algebra. The C-structure on
A ⊗F A, which is given by Proposition 4.16, makes the multiplication map
m : A⊗F A→ A to a C-ferential F -algebra homomorphism.
The unit map u : F → A is by definition a C-ferential F -algebra homomorphism.
At last we give a very important example of a C-ferential F -algebra.
Example 4.19. Let B be a k-vector space basis of C; w.l.o.g. let 1C ∈ B.
We denote by B<N the set of finite sequences of elements from B. Further we
denote by B<N∗ the set of finite sequences of elements from B, which do not
contain 1C . Let { Xi,̂b | Xi,̂b | i = 1, . . . , n, b̂ ∈ B<N∗ ∪ {1C}} be algebraically
independent over F . We define Xi := Xi,1C and define
F{X1, . . . , Xn} := F [ Xi,̂b | i = 1, . . . , n, b̂ ∈ B<N∗ ∪ {1C}],
that means F{X1, . . . , Xn} is isomorphic to the polynomial algebra with in-
finitely many variables over F .
Thus by definition F{X1, . . . , Xn} is a k-algebra and we extend the C-structure
of F to F{X1, . . . , Xn} by
1C(Xi,̂b) := Xi,̂b
b(Xi,̂b) := Xi,(b,̂b)
where b ∈ B\{1C}, b̂ = (b1, . . . , bm) ∈ B<N∗ and (b, b̂) = (b, b1, . . . , bm) ∈
B<N∗ . Since B is a k-vector space basis of C, this defines a C-structure on
F{X1, . . . , Xn}. It is easy to check that by this definition F{X1, . . . , Xn} is
C-ferential F -algebra. We call F{X1, . . . , Xn} the C-ferential polynomial
F -algebra in n C-variables.
4.3 Localization of C-ferential F -Algebras
In this small section we quote that if C is pointed irreducible, we can extend
the C-structure of a C-ferential F -algebra A to a localization of A.
Proposition 4.20. Let C be pointed irreducible and let A be a C-ferential
F -algebra. Further let T ⊂ A be a multiplicative closed subset. Then the C-
structure on A extends uniquely to the localization T−1A via the canonical map
A→ T−1A.
Proof. [Tak89, Proposition 1.9].
Corollary 4.21. Let C be pointed irreducible and let E/F be a C-ferential field
extension. Further let A ⊆ E be a C-ferential F -algebra. Then Quot(A) is
C-stable, i.e., it is an intermediate C-ferential field of E/F .
Proof. Proposition 4.20.
43
Remark 4.22. The coalgebras from Example 1.7 and Example 1.8 are pointed
irreducible. That means usual derivations and iterative derivations can be ex-
tended to localizations (which are well-know results in (iterative) differential
algebra).
4.4 C-ferential F -Coalgebras
In this section we consider C-ferential coalgebras over a C-ferential field F and
show some facts about them.
Definition 4.23. Let D be a C-ferential F -module with C-ferential F -module
homomorphisms
• ∆ : D → D ⊗F D comultiplication,
•  : D → F counit,
such that the following diagrams commute:
D
∆ //
∆

D ⊗F D
idD⊗∆

D ⊗F D
∆⊗idD
// D ⊗F D ⊗F D,
(1)
D
∆ //
idD

D ⊗F D
idD⊗

D
∆ //
idD

D ⊗F D
⊗idD

D ∼=
// D ⊗F F, D ∼= // F ⊗F D.
(2)
Then (D,∆, ) is called a C-ferential F -coalgebra.
Let (D,∆D, D), (B,∆B , B) be two C-ferential F -coalgebras. Then we call
a map ϕ : D → B a C-ferential F -coalgebra homomorphism, if ϕ is a
C-ferential F -module homomorphism and additionally
• (ϕ⊗ ϕ) ◦∆D = ∆B ◦ ϕ,
• D = B ◦ ϕ.
The C-ferential F -coalgebras with the C-ferential F -coalgebra homomorphisms
form a category, which we denote by CoAlgCF .
Remark 4.24. Obviously we have CoAlgCF ⊆ModCF .
In the obvious way we define a C-ferential F -subcoalgebra of a C-ferential F -
coalgebra.
Definition 4.25. Let D be a C-ferential F -coalgebra.
(i) A C-ferential F -submoduleB ofD is called C-ferential F -subcoalgebra,
if ∆(B) ⊆ B ⊗F B, i.e., B is itself a C-ferential F -coalgebra with the re-
stricted action.
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(ii) Let S be a subset of D. We call a C-ferential F -subcoalgebra B of D
generated by S, if B is the smallest C-ferential F -subcoalgebra which
contains S.
(iii) We say a C-ferential F -subcoalgebra B of D is finitely C-generated, if
B is finitely C-generated as C-ferential F -module.
(iv) More general, we call a C-ferential F -coalgebra finitely C-generated, if
it is finitely C-generated as C-ferential F -module.
Let B be a C-ferential F -subcoalgebra which is generated by a finite set. Then
it is not obvious that B is finitely C-generated. The next theorem, which is
a generalization of the fundamental theorem on coalgebras, shows that this is
always true.
Theorem 4.26. Let D be a C-ferential F -coalgebra and let a1, . . . , an ∈ D.
Then the C-ferential F -subcoalgebra generated by a1, . . . , an is finitely C-
generated.
Proof. Let B be the F -subcoalgebra of D generated by a1, . . . , an. By Theorem
1.13, B is as F -vector space generated by elements b1, . . . , bm ∈ D.
Let M be the C-ferential F -module C-generated by b1, . . . , bm. First we show
that M is a C-ferential F -subcoalgebra of D. For this we compute ∆(bi) ∈
∆(B) ⊆ B⊗FB ⊆M⊗FM . Observe thatM⊗FM is a C-ferential F -submodule
of D ⊗F D and the comultiplication ∆|M is a C-ferential F -module homomor-
phism. Hence ∆(M) ⊆M ⊗F M , i.e., M is a C-ferential F -subcoalgebra of D.
Let L be a C-ferential F -subcoalgebra of D containing a1, . . . , an. Thus L must
contain b1, . . . , bm and hence M ⊆ L. Therefore M is the smallest C-ferential
F -subcoalgebra of D containing a1, . . . , an and M is finitely C-generated.
4.5 C-ferential Hopf F -Algebras
In this section we consider C-ferential Hopf algebras over a C-ferential field F
and show some facts about them.
Definition 4.27. Let (H,m, u) be a C-ferential F -algebra with C-ferential F -
algebra homomorphisms
• ∆ : H → H ⊗F H comultiplication,
•  : H → F counit,
• S : H → H coinverse,
such that the following diagrams commute:
H
∆ //
∆

H ⊗F H
idH⊗∆

H ⊗F H
∆⊗idH
// H ⊗F H ⊗F H,
(1)
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H
∆ //
idH

H ⊗F H
idH⊗

H
∆ //
idH

H ⊗F H
⊗idH

H ∼=
// H ⊗F F, H ∼= // F ⊗F H,
(2)
H
∆ //


H ⊗F H
m◦(S⊗idH)

H
∆ //


H ⊗F H
m◦(idH⊗S)

F
u
// H, F
u
// H.
(3)
Then (H,m, u,∆, , S) is called a C-ferential Hopf F -algebra.
Let (H,mH , uH ,∆H , H , SH), (L,mL, uL,∆L, L, SL) be two C-ferential Hopf
F -algebras. Then we call a map ϕ : H → L a C-ferential Hopf F -algebra
homomorphism, if ϕ is a C-ferential F -algebra homomorphism and addition-
ally
• (ϕ⊗ ϕ) ◦∆H = ∆L ◦ ϕ,
• H = L ◦ ϕ,
• ϕ ◦ SH = SL ◦ ϕ.
The C-ferential Hopf F -algebras with the C-ferential Hopf F -algebra homomor-
phisms form a category, which we denote by HopfCF .
Remark 4.28. Obviously we have:
(i) HopfCF ⊆ AlgCF ⊆ModCF .
(ii) HopfCF ⊆ CoAlgCF ⊆ModCF .
(iii) If C is the trivial coalgebra, the definition above coincides with the defi-
nition of a usual Hopf-algebra.
Directly by the above definition we get the following characterization of C-
ferential Hopf F -algebras.
Remark 4.29. The following are equivalent.
(i) (H,m, u,∆, , S) is a C-ferential Hopf F -algebra.
(ii) (H,m, u) is a C-ferential F -algebra and (H,∆, ) is a C-ferential F -
coalgebra and ∆,  are C-ferential F -algebra homomorphisms and there is
a C-ferential F -algebra homomorphism S which satisfies the diagram (3)
from Definition 4.27.
(iii) (H,m, u) is a C-ferential F -algebra and (H,∆, ) is a C-ferential F -
coalgebra and m,u are C-ferential F -coalgebra homomorphisms and there
is a C-ferential F -algebra homomorphism S which satisfies the diagram
(3) from Definition 4.27.
We have also a nice characterization of C-ferential Hopf F -algebra homomor-
phisms.
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Proposition 4.30. Let (H,mH , uH ,∆H , H , SH) and (L,mL, uL,∆L, L, SL)
be two C-ferential Hopf F -algebras and let ϕ : H → L be a map. Then the
following are equivalent:
(i) The map ϕ is a C-ferential F -algebra homomorphism and a C-ferential
F -coalgebra homomorphism.
(ii) The map ϕ is a C-ferential Hopf F -algebra homomorphism.
Proof. (i)⇒ (ii): By definition we only have to show that ϕ◦SH = SL◦ϕ holds.
But this follows from [Swe69, Lemma 4.0.4], by forgetting the C-structure.
(ii) ⇒ (i): This is clear by definition.
The following proposition shows that the coinverse map is self-inverse.
Proposition 4.31. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra. Then
we have that S ◦ S = idH .
Proof. By forgetting the C-structure (H,m, u,∆, , S) is a usual Hopf F -algebra
and commutative by convention. Thus by [Swe69, Proposition 4.0.1] we have
that S ◦ S = idH .
For later we need some statement about the commuting of the comultiplication
map and the coinverse map.
Definition 4.32. For a C-ferential F -algebra H we define the C-ferential F -
algebra homomorphism τ : H ⊗F H → H ⊗F H, a⊗ b 7→ b⊗ a. We call τ the
twist map.
Proposition 4.33. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra. Then
we have
τ ◦ (S ⊗ S) ◦∆ = ∆ ◦ S.
Proof. Since H is also a usual Hopf F -algebra, it suffices to show that the
equation holds for Hopf F -algebras. This was done in [Abe80, Theorem 2.1.4].
In the obvious way we define a C-ferential Hopf F -subalgebra of a C-ferential
Hopf F -algebra.
Definition 4.34. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra.
(i) A C-ferential F -subalgebra L is called C-ferential Hopf F -subalgebra
of H if
• ∆(L) ⊆ L⊗F L,
• S(L) ⊆ L,
i.e., L is itself a C-ferential Hopf F -algebra with the restricted action.
In this situation we call H a C-ferential Hopf F -algebra extension of
L.
(ii) Let S be a subset of H. We call a C-ferential Hopf F -subalgebra L of H
generated by S, if L is the smallest C-ferential Hopf F -subalgebra which
contains S.
47
(iii) We say H is finitely C-generated, if H is finitely C-generated as C-
ferential F -algebra.
Analogously to Remark 4.29, we have in the first part of the following remark
a characterization of C-ferential Hopf F -subalgebras.
Remark 4.35. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra.
(i) It is obvious that L ⊆ H is a C-ferential Hopf F -subalgebra if and only if
L ⊆ H is C-ferential F -subalgebra and a C-ferential F -subcoalgebra and
S(L) ⊆ L.
(ii) Let S ⊆ H be a finite subset. Then it is not obvious that the C-ferential
Hopf F -subalgebra generated by S is finitely C-generated; see Lemma
13.2.
Next we define C-ferential Hopf ideals and consider quotients by them.
Definition 4.36. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra.
(i) We call a C-ferential ideal I of H a C-ferential Hopf ideal if
• ∆(I) ⊆ H ⊗F I + I ⊗F H,
• (I) = 0,
• S(I) ⊆ I.
(ii) We call a C-ferential Hopf ideal I E H a normal C-ferential Hopf ideal
of H, if ∑
(x)
x(1)S(x(3))⊗ x(2) ∈ H ⊗F I
for all x ∈ I, where we have used the Sweedler notation:
(∆⊗ 1) ◦∆(x) = ∑
(x)
x(1) ⊗ x(2) ⊗ x(3).
Remark 4.37. We will need the normal C-ferential Hopf ideals in Section 10.4.
Now we show that the quotient of a C-ferential Hopf F -algebra by a C-ferential
Hopf ideal is also a C-ferential Hopf F -algebra.
Proposition 4.38. Let H be a C-ferential Hopf F -algebra and let I E H be a
C-ferential Hopf ideal. Then there exists a C-structure on H/I, such that H/I
is a C-ferential Hopf F -algebra and the canonical projection pi : H → H/I is a
C-ferential Hopf F -algebra homomorphism.
This is the natural C-structure on H/I.
Proof. By Proposition 4.13, H/I has a (unique) C-structure which makes pi a
C-ferential F -algebra homomorphism. Moreover, by [Abe80, Theorem 4.2.1],
H/I has a unique Hopf F -algebra structure which makes pi a Hopf F -algebra
homomorphism. We have to show that the Hopf-structure of H/I is compatible
with the C-structure of H/I. We have
• (pi ⊗ pi) ◦∆H = ∆H/I ◦ pi,
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• H = H/I ◦ pi,
• pi ◦ SH = SH/I ◦ pi.
Since pi,∆H , H , SH commutes with all c ∈ C and pi is surjective, we get that
∆H/I , H/I , SH/I commutes with all c ∈ C, too. Thus ∆H/I , H/I , SH/I are
C-ferential F -algebra homomorphisms and it follows that H/I is a C-ferential
Hopf F -algebra and pi is a C-ferential Hopf F -algebra homomorphism.
We have also a fundamental theorem on homomorphisms for C-ferential Hopf
F -algebras.
Theorem 4.39. Let (H,mH , uH ,∆H , H , SH) and (L,mL, uL,∆L, L, SL) be
two C-ferential Hopf F -algebras and let ϕ : H → L be a C-ferential Hopf F -
algebra homomorphism. Then
(i) ker(ϕ) is a C-ferential Hopf ideal of H,
(ii) im(ϕ) is a C-ferential Hopf F -subalgebra of L,
(iii) H/ker(ϕ) is isomorphic to im(ϕ) (as C-ferential Hopf F -algebras).
Proof. (i) By Theorem 4.14, ker(ϕ) is a C-ferential ideal of H. Let a ∈ ker(ϕ),
then
H(a) = L(ϕ(a)) = L(0) = 0,
ϕ(SH(a)) = SL(ϕ(a)) = SL(0) = 0,
(ϕ⊗ ϕ)(∆H(a)) = ∆L(ϕ(a)) = ∆L(0) = 0.
The first equation shows that H(ker(ϕ)) = 0; the second equation shows that
SH(ker(ϕ)) ⊆ ker(ϕ); and the third equation shows that ∆H(ker(ϕ)) ⊆ H ⊗F
ker(ϕ) + ker(ϕ)⊗F H. Thus ker(ϕ) is a C-ferential Hopf ideal of H.
(ii) By Theorem 4.14 im(ϕ) is a C-ferential F -subalgebra of L. Let a ∈ im(ϕ),
then there exists an element a˜ ∈ H such that ϕ(a˜) = a. Then we can compute
L(a) = L(ϕ(a˜)) = H(a˜) ∈ F,
SL(a) = SL(ϕ(a˜)) = ϕ(SH(a˜)) ∈ im(ϕ),
∆L(a) = ∆L(ϕ(a˜)) = (ϕ⊗ ϕ)(∆H(a˜)) ∈ im(ϕ)⊗F im(ϕ).
(iii) By Proposition 4.13, H/ker(ϕ) is a C-ferential Hopf F -algebra. Further
by Theorem 4.14 there exists a (unique) C-ferential F -algebra isomorphism
ϕ¯ : H/ker(ϕ) → im(ϕ), which satisfies ϕ = ϕ¯ ◦ pi, where pi : H → H/ker(ϕ) is
the canonical projection.
Moreover, ϕ¯ is also a F -Hopf algebra isomorphism (see [Abe80, Theorem 4.2.1]).
Hence ϕ¯ is a C-ferential Hopf F -algebra isomorphism.
The next proposition shows that the tensor product of two C-ferential Hopf
F -algebras is also a C-ferential Hopf F -algebra.
Proposition 4.40. Let (A,mA, uA,∆A, A, SA) and (B,mB , uB ,∆B , B , SB)
be two C-ferential Hopf F -algebras. Then A ⊗F B is a C-ferential Hopf F -
algebra by
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• c(a⊗ b) := ∑
(c)
c(1)(a)⊗ c(2)(b) for all a ∈ A, b ∈ B, c ∈ C,
• ∆A⊗FB := (id⊗ τ ⊗ id) ◦ (∆A ⊗∆B),
• A⊗FB := m ◦ (A ⊗ B),
• SA⊗FB := SA ⊗ SB.
Further, the following universal property holds:
For any C-ferential Hopf F -algebra T and any C-ferential Hopf F -algebra ho-
momorphisms ψA : A→ T , ψB : B → T , there exists a unique C-ferential Hopf
F -algebra homomorphism φ : A ⊗F B → T such that the following diagram
commutes
T A
idA⊗1

ψAoo
B
ψB
OO
1⊗idB
// A⊗F B.
φ
dd
Proof. It follows by Proposition 4.16, that A⊗F B is a C-ferential F -algebra.
The maps ∆A⊗FB , A⊗FB , SA⊗FB are C-ferential F -algebra homomorphisms by
definition. And by [Abe80, Section 2.1.1], we have that (A⊗FB,∆A⊗FB , A⊗FB)
is a F -coalgebra, i.e., they satisfy the conditions of Definition 4.27. Moreover,
by an easy calculation SA⊗FB satisfies also the conditions of Definition 4.27.
Therefore A⊗F B is a C-ferential Hopf F -algebra.
Finally we show that the universal property holds. By Proposition 4.16, the
universal property holds for C-ferential F -algebras. Hence under the above
assumptions there exists a unique C-ferential F -algebra homomorphism φ :
A ⊗F B → T such that the above diagram commutes. We only have to show
that φ is a C-ferential Hopf F -algebra homomorphism. Let a ∈ A, b ∈ B be
arbitrary, then we have
ψA(a) · ψB(b) = φ
(
(idA ⊗ 1)(a)
)
· φ
(
(1⊗ idB)(b)
)
= φ
(
(idA ⊗ 1)(a) · (1⊗ idB)(b)
)
= φ
(
(a⊗ 1) · (1⊗ b)
)
= φ(a⊗ b).
For the comultiplications we compute
∆T (φ(a⊗ b)) = ∆T
(
ψA(a) · ψB(b)
)
= ∆T (ψA(a)) ·∆T (ψB(b))
= (ψA ⊗ ψA)(∆A(a)) · (ψB ⊗ ψB)(∆B(b))
= (ψA ⊗ ψA)(
∑
i
a1,i ⊗ a2,i) · (ψB ⊗ ψB)(
∑
j
b1,j ⊗ b2,j))
=
∑
i
(ψA(a1,i)⊗ ψA(a2,i)) ·
∑
j
(ψB(b1,j)⊗ ψB(b2,j))
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=
∑
j,i
ψA(a1,i) · ψB(b1,j)⊗ ψA(a2,i) · ψB(b2,j)
=
∑
i,j
φ(a1,i ⊗ b1,j)⊗ φ(a2,i ⊗ b2,j)
=
∑
i,j
(φ⊗ φ)(a1,i ⊗ b1,j ⊗ a2,i ⊗ b2,j)
= (φ⊗ φ)(
∑
i,j
a1,i ⊗ b1,j ⊗ a2,i ⊗ b2,j)
= (φ⊗ φ)(∆A⊗FB(a⊗ b)),
for the counits we calculate
T (φ(a⊗ b)) = T
(
ψA(a) · ψB(b)
)
= T (ψA(a)) · T (ψB(b))
= A(a) · B(b)
= m ◦ (A(a)⊗ B(b))
= m ◦ (A ⊗ B)(a⊗ b)
= A⊗FB(a⊗ b),
and for the coinverses we have
ST (φ(a⊗ b)) = ST
(
ψA(a) · ψB(b)
)
= ST (ψA(a)) · ST (ψB(b))
= ψA(SA(a)) · ψB(SB(b))
= φ(SA(a)⊗ SB(b))
= φ
(
(SA ⊗ SB)(a⊗ b)
)
= φ(SA⊗FB(a⊗ b)).
Hence φ is a C-ferential Hopf F -algebra homomorphism.
This last proposition directly implies the following corollary.
Corollary 4.41. The category HopfCF is a category with finite coproducts.
Proof. Obviously F is the initial object in the category HopfCF . The rest follows
by Proposition 4.40.
The last proposition implies also the following remark.
Remark 4.42. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra. The
Hopf algebra structure on H ⊗F H, which is given by Proposition 4.40, makes
the multiplication map m : H ⊗F H → H to a C-ferential Hopf F -algebra
homomorphism.
Also the unit map u : F → H and the counit map  : H → F are C-ferential
Hopf F -algebra homomorphisms (where F is the trivial C-ferential Hopf F -
algebra).
But the comultiplication map ∆ : H → H ⊗F H is in general not a C-ferential
Hopf F -algebra homomorphism, since
(∆⊗∆) ◦∆ 6= ∆H⊗FH ◦∆ = (id⊗ τ ⊗ id) ◦ (∆⊗∆) ◦∆.
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Also the coinverse map S : H → H is in general not a C-ferential Hopf F -algebra
homomorphism, since by Proposition 4.33 we have
(S ⊗ S) ◦∆ 6= ∆ ◦ S = τ ◦ (S ⊗ S) ◦∆.
At last we give a very important example of a C-ferential Hopf F -algebra.
Example 4.43. For this example we assume that C is pointed irreducible. Let
F{X11, . . . , Xnn} be the C-ferential polynomial F -algebra in n2 C-variables
(see Example 4.19). Let det(Xij) be the determinant of the matrix (Xij)
n
,ij=1.
Now let F{X11, . . . , Xnn,det(Xij)−1} be the localization of F{X11, . . . , Xnn}
by the multiplicatively closed subset {det(Xij)l | l ∈ N}. Since C is pointed
irreducible the C-structure can be uniquely extended from F{X11, . . . , Xnn} to
F{X11, . . . , Xnn,det(Xij)−1}, i.e., F{X11, . . . , Xnn,det(Xij)−1} is a C-ferential
F -algebra.
Moreover, it is easy to check that F{X11, . . . , Xnn,det(Xij)−1} is a C-ferential
Hopf F -algebra with the following structure maps
∆(Xij) =
n∑
l=1
Xil ⊗Xlj ,
(Xij) = δij ,
S(Xij) = (−1)i+j · det(X̂ij) · det(Xij)−1,
where X := (Xrs)
n
r,s=1, X̂ij := (Xrs)r 6=i,s6=j and δij is the Kronecker delta.
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Chapter 5
C-ferential Corings
In this chapter we introduce C-ferential Corings and quote the so-called Sweedler
Correspondence, which plays an important role in our Galois correspondence in
the fourth part of this thesis.
Throughout the whole chapter let k be a field, let F be a C-ferential field and
let C be a cocommutative k-coalgebra with specified element 1C , such that
∆C(1C) = 1C ⊗ 1C and C(1C) = 1.
5.1 C-ferential Bimodules
The underlying object of a C-ferential coring is a C-ferential bimodule, so we
consider these objects first.
Definition 5.1. Let A be a C-ferential F -algebra. Let M be an A-bimodule
with a map ψM : C ⊗kM →M , such that the following hold:
• ψM is k-linear,
• ψM (c⊗ ax) =
∑
(c)
ψA(c(1) ⊗ a)ψM (c(2) ⊗ x),
ψM (c⊗ xa) =
∑
(c)
ψM (c(1) ⊗ x)ψA(c(2) ⊗ a),
• ψM (1C ⊗ x) = x,
for all a ∈ A, c ∈ C, x ∈M . Then we call M a C-ferential A-bimodule.
For simplicity we write c(x) for ψM (c⊗ x).
Let M,N be two C-ferential A-bimodules, and let ϕ : M → N be an A-
bimodule homomorphism. Then ϕ is called a C-ferential A-bimodule ho-
momorphism, if
ϕ(c(x))) = c(ϕ(x))
for all c ∈ C, x ∈ M . We denote by HomCA(M,N) the set of all C-ferential
A-bimodule homomorphisms from M to N .
The C-ferential A-bimodules with the C-ferential A-bimodule homomorphisms
form a category, which we denote by BiModCA.
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Definition 5.2. LetM be a C-ferentialA-bimodule. We call anA-sub-bimodule
N ≤ M a C-ferential A-sub-bimodule, if c(N) ⊆ N for all c ∈ C, i.e., N is
itself a C-ferential A-bimodule with the restricted action.
At last we show that the quotient of a C-ferential A-bimodule by a C-ferential
A-sub-bimodule is also a C-ferential A-bimodule.
Proposition 5.3. Let M be a C-ferential A-bimodule and let N ≤ M be a
C-ferential A-sub-bimodule. Then there exists a C-structure on M/N such that
the natural A-bimodule homomorphism pi : M →M/N, x→ x is a C-ferential
A-bimodule homomorphism.
This is the natural C-structure on M/N .
Proof. Obviously M/N is a A-bimodule. We define a C-structure on M/N by
c(x) := c(x), for all c ∈ C, x ∈M.
First we show that this C-structure is well-defined. For this let x, x′ ∈M with
x = x′, that means there exists an element n ∈ N such that x = x′ + n. It
follows that c(x) = c(x′) + c(n) and since c(n) ∈ N we have c(x) = c(x′).
Next we show that M/N is a C-ferential A-bimodule. Let x ∈M/N, a ∈ A, c ∈
C be arbitrary and let x ∈M be a preimage of x under pi. Then we compute
c(ax) = c(api(x)) = c(pi(ax)) = pi(c(ax)) = pi
(∑
(c)
c(1)(a)c(2)(x)
)
=
∑
(c)
c(1)(a)c(2)(pi(x)) =
∑
(c)
c(1)(a)c(2)(x),
c(xa) = c(pi(x)a) = c(pi(xa)) = pi(c(xa)) = pi
(∑
(c)
c(1)(x)c(2)(a)
)
=
∑
(c)
c(1)(pi(x))c(2)(a) =
∑
(c)
c(1)(x)c(2)(a),
1C(x) = 1C(pi(x)) = pi(1C(x)) = pi(x) = x.
At last observe that pi is a C-ferential A-bimodule homomorphism by definition
of the C-structure on M/N .
All together M/N is a C-ferential A-bimodule and pi is a C-ferential A-bimodule
homomorphism.
5.2 Corings
Before we consider C-ferential corings we take a look at corings without a C-
structure.
Definition 5.4. Let R be a ring and let M be an R-bimodule together with
R-bimodule maps ∆M : M → M ⊗RM , M : M → R, such that the following
diagrams commute:
M
∆M //
∆M

M ⊗RM
idM⊗∆M

M ⊗RM
∆M⊗idM
// M ⊗RM ⊗RM,
(1)
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M
∆M //
idM

M ⊗RM
idM⊗M

M
∆M //
idM

M ⊗RM
M⊗idM

M ∼=
// M ⊗R R, M ∼= // R⊗RM.
(2)
Then we call (M,∆M , M ) an R-coring.
Let (M,∆M , M ) and (N,∆N , N ) be two R-corings. Then we call a map ϕ :
M → N an R-coring homomorphism, if ϕ is an R-bimodule homomorphism
and additionally
• (ϕ⊗ ϕ) ◦∆M = ∆N ◦ ϕ,
• M = N ◦ ϕ.
Definition 5.5. Let (M,∆M , M ) be an R-coring. An R-sub-bimodule I of M
is called coideal of M , if
• M (I) = 0,
• ∆M (I) ⊆ ker(pi ⊗ pi) = I ⊗RM +M ⊗R I,
where pi : M →M/I is the canonical projection.
Remark 5.6. Let M be an R-coring and let I be a coideal of M . Then by an
easy calculation one can check that M/I has a unique R-coring structure.
Now we give the standard example of a coring (see [Swe75, Example 1.3]).
Example 5.7. Let E/F be a field extension. Then M := E ⊗F E is an F -
module in the natural way and M is also an E-bimodule via
a · (b⊗ c) · d = (ab)⊗ (cd).
Thus we have M ⊗EM = (E⊗F E)⊗E (E⊗F E) ∼= E⊗F E⊗F E and we define
the following E-bimodule maps
∆M : E ⊗F E → E ⊗F E ⊗F E, e1 ⊗ e2 7→ e1 ⊗ 1⊗ e2,
M : E ⊗F E → E, e1 ⊗ e2 7→ e1e2.
Then (M,∆M , M ) is a E-coring.
Finally, we quote the so-called Sweedler Correspondence.
Theorem 5.8 (Sweedler Correspondence). Let E/F be a field extension. There
is a bijection between the set of all intermediate fields of E/F and the set of all
coideals of E ⊗F E. This bijection is given by
{F ≤ L ≤ E | L is a field} 1:1←→ {I ⊆ E ⊗F E | I is a codideal}
L 7−→ ker(E ⊗F E → E ⊗L E)
{r ∈ E | 1⊗ r − r ⊗ 1 ∈ I} ←− [ I.
Proof. [Swe75, Theorem 2.1].
55
5.3 C-ferential Corings
In this section we equip the corings from the last section with a C-structure and
show that we have analogous results as in the last section.
Definition 5.9. Let A be a C-ferential F -algebra and let M be a C-ferential
A-bimodule together with C-ferential A-bimodule homomorphisms ∆M : M →
M ⊗AM , M : M → A, such that the following diagrams commute:
M
∆M //
∆M

M ⊗AM
idM⊗∆M

M ⊗AM
∆M⊗idM
// M ⊗AM ⊗AM,
(1)
M
∆M //
idM

M ⊗AM
idM⊗M

M
∆M //
idM

M ⊗AM
M⊗idM

M ∼=
// M ⊗A A, M ∼= // A⊗AM.
(2)
Then we call (M,∆M , M ) a C-ferential A-coring.
Let (M,∆M , M ), (N,∆N , N ) be C-ferential A-corings. Then we call a map
ϕ : M → N a C-ferential A-coring homomorphism, if ϕ is a C-ferential
A-bimodule homomorphism and if additionally
• (ϕ⊗ ϕ) ◦∆M = ∆N ◦ ϕ,
• M = N ◦ ϕ.
Definition 5.10. Let (M,∆M , M ) be a C-ferential A-coring. A C-ferential
A-sub-bimodule I of M is called C-ferential coideal of M , if
• M (I) = 0,
• ∆M (I) ⊆ ker(pi ⊗ pi) = I ⊗RM +M ⊗R I,
where pi : M →M/I is the canonical projection.
Remark 5.11. Let M be a C-ferential A-coring and let I be a C-ferential
coideal of M . Then by an easy calculation one can check that M/I has a unique
C-ferential A-coring structure, such that the canonical projection pi : M →M/I
is a C-ferential A-coring homomorphism.
We have the following standard example of C-ferential corings (which is analo-
gous to the example from the last section).
Example 5.12. Let E/F be a C-ferential field extension. Then M := E ⊗F E
is a C-ferential F -module in the natural way and M is also a C-ferential E-
bimodule via
a · (b⊗ c) · d = (ab)⊗ (cd).
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Thus we have M ⊗EM = (E⊗F E)⊗E (E⊗F E) ∼= E⊗F E⊗F E and we define
the following E-bimodule maps
∆M : E ⊗F E → E ⊗F E ⊗F E, e1 ⊗ e2 7→ e1 ⊗ 1⊗ e2,
M : E ⊗F E → E, e1 ⊗ e2 7→ e1e2.
Then (M,∆M , M ) is a E-coring. Moreover, ∆M , M commutes with all c ∈ C.
Hence ∆M , M are C-ferential E-bimodule homomorphisms and thus
(M,∆M , M ) is a C-ferential E-coring.
The next theorem is the C-ferential analogue of the Sweedler correspondence
from the last section.
Theorem 5.13 (C-ferential Sweedler Correspondence). Let E/F be a C-
ferential field extension. There is a bijection between the set of all interme-
diate C-ferential fields of E/F and the set of all C-ferential coideals of E⊗F E.
This bijection is given by
{F ≤ L ≤ E | L C-ferential field} 1:1←→ {I ⊆ E ⊗F E | I C-ferential codideal}
L 7−→ ker(E ⊗F E → E ⊗L E)
{r ∈ E | 1⊗ r − r ⊗ 1 ∈ I} ←− [ I.
Proof. By Theorem 5.8 this correspondence holds for intermediate fields and
coideals. We have to show that the maps are compatible with the C-structure.
For this let L be an intermediate C-ferential field. Then E ⊗F E and E ⊗L E
have a C-structure in the natural way and the canonical epimorphism E⊗FE →
E⊗LE commutes with all c ∈ C. Hence the kernel of the canonical epimorphism
is C-stable, i.e., the kernel is a C-ferential coideal.
On the other hand, let I be a C-ferential coideal. Let r ∈ E be an element with
1⊗ r − r ⊗ 1 ∈ I. Then we get
c(1⊗ r − r ⊗ 1) = c(1⊗ r)− c(r ⊗ 1) = 1⊗ c(r)− c(r)⊗ 1 ∈ I,
for all c ∈ C and it follows that {r ∈ E|1 ⊗ r − r ⊗ 1 ∈ I} is a C-ferential
field.
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Chapter 6
C-ferential Comodules
In this chapter we introduce C-ferential Comodules and show some basic facts
about them.
Throughout the whole chapter let k be a field, let F be a C-ferential field and
let C be a cocommutative k-coalgebra with specified element 1C , such that
∆C(1C) = 1C ⊗ 1C and C(1C) = 1.
6.1 Comodules
First we take a look at comodules without a C-structure.
Definition 6.1. Let (D,∆, ) be an F -coalgebra and let M be an F -module.
Further let ρ : M → M ⊗F D be an F -module homomorphism, such that the
following diagrams commute:
M
ρ //
ρ

M ⊗F D
idM⊗∆

M ⊗F D
ρ⊗idD
// M ⊗F D ⊗F D,
(1)
M
∼= //
ρ

M ⊗F F
M ⊗F D.
idM⊗
88 (2)
Then we call (M,ρ) a (right) D-comodule.
Obviously we have the following examples.
Example 6.2. (i) Let (D,∆, ) be an F -coalgebra. Then (D,∆) is a D-
comodule.
(ii) Let (H,m, u,∆, , S) be a Hopf F -algebra. Then (H,∆) is an H-comodule.
Further we give the obvious definitions of subcomodules and comodule homo-
morphisms.
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Definition 6.3. Let (M,ρ) be a (right) D-comodule. Let N ⊆ M be an F -
submodule, such that
ρ(N) ⊆ N ⊗F C,
i.e., (N, ρ) is itself a (right) D-comodule. Then we call N a D-subcomodule
of M .
Definition 6.4. Let (M,ρM ), (N, ρN ) be two (right) D-comodules and let φ :
M → N be an F -module homomorphism, such that the following diagram
commutes
M
φ //
ρM

N
ρN

M ⊗F D
φ⊗id
// N ⊗F D.
Then we call φ a D-comodule homomorphism.
After this basic definitions we give a fundamental theorem of homomorphisms
for comodules.
Theorem 6.5. Let φ : M → N be a D-comodule homomorphism and let L ⊆M
be a D-subcomodule. Then:
(i) ker(φ) is a D-subcomodule of M ,
(ii) im(φ) is a D-subcomodule of N ,
(iii) M/L has a unique A-comodule structure making pi : M → M/L an A-
comodule homomorphism,
(iv) if L ⊆ ker(φ) then there is a unique D-comodule homomorphism φ¯ :
M/L→ N making
M
φ //
pi ""
N
M/L
φ¯
<<
commute.
Proof. [Swe69, Proposition 2.0.1].
6.2 C-ferential Comodules
In this section we equip the comodules from the last section with a C-structure.
Definition 6.6. Let (D,∆, ) be a C-ferential F -coalgebra and let M be a C-
ferential F -module. Further let ρ : M → M ⊗F D be a C-ferential F -module
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homomorphism, such that the following diagrams commute:
M
ρ //
ρ

M ⊗F D
idM⊗∆

M ⊗F D
ρ⊗idD
// M ⊗F D ⊗F D,
(1)
M
∼= //
ρ

M ⊗F F
M ⊗F D.
idM⊗
88 (2)
Then we call (M,ρ) a C-ferential (right) D-comodule.
Analogously to the last section we have the following examples. In particular,
the second example is very important for us (in the later chapters).
Example 6.7. (i) Let (D,∆, ) be a C-ferential F -coalgebra. Then (D,∆)
is a C-ferential D-comodule.
(ii) Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra. Then (H,∆) is a
C-ferential H-comodule.
Analogously to the last section we give the following obvious definitions of sub-
comodules and comodule homomorphisms.
Definition 6.8. Let (M,ρ) be a C-ferential (right) D-comodule. Let N ⊆ M
be a C-ferential F -submodule, such that
ρ(N) ⊆ N ⊗F D,
i.e., (N, ρ) is itself a C-ferential (right) D-comodule with the restricted action.
Then we call N a C-ferential D-subcomodule of M .
Definition 6.9. Let (M,ρM ), (N, ρN ) be C-ferential (right) D-comodules and
let φ : M → N be a C-ferential F -module homomorphism, such that the fol-
lowing diagram commutes:
M
φ //
ρM

N
ρN

M ⊗F D
φ⊗id
// N ⊗F D.
Then we call φ a C-ferential D-comodule homomorphism.
Also we have a fundamental theorem of homomorphisms for C-ferential comod-
ules.
Theorem 6.10. Let φ : M → N be a C-ferential D-comodule homomorphism
and let L ⊆M be a C-ferential D-subcomodule. Then:
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(i) ker(φ) is a C-ferential D-subcomodule of M ,
(ii) im(φ) is a C-ferential D-subcomodule of N ,
(iii) M/L has a unique C-ferential D-comodule structure making pi : M →
M/L a C-ferential D-comodule homomorphism,
(iv) if L ⊆ ker(φ) then there is a unique C-ferential D-comodule homomor-
phism φ¯ : M/L→ N making
M
φ //
pi ""
N
M/L
φ¯
<<
commute.
Proof. (i) By Theorem 6.5, ker(φ) is a D-subcomodule of M . We only have
to show that ker(φ) is C-stable, but this is obvious since φ is a C-ferential F -
module homomorphism.
(ii) By Theorem 6.5, im(φ) is a D-subcomodule of N . We only have to show
that im(φ) is C-stable, but this is obvious since φ is a C-ferential F -module
homomorphism.
(iii) By Theorem 6.5, M/L has a unique D-comodule structure making pi : M →
M/L a D-comodule morphism. By
c(m) := c(pi−1(m)), m ∈M/L,
we get a C-structure on M/L. This is the only C-structure on M/L making pi
a C-ferential map.
(iv) By Theorem 6.5, there exists a unique D-comodule morphism φ¯ : M/L→ N
making the diagram commute. Since φ and pi are C-ferential F -module homo-
morphisms, it follows that φ¯ is also a C-ferential F -module homomorphism.
Later we will need the following.
Definition 6.11. Let (A,∆, , S) be a C-ferential Hopf F -algebra and let (M,ρ)
be a C-ferential A-comodule. Further let I E A be a normal C-ferential Hopf
ideal. Then we define
M(I) := {m ∈M | ρ(m)−m⊗ 1 ∈M ⊗F I}.
The following is easy to see.
Proposition 6.12. Let (A,∆, , S) be a C-ferential Hopf F -algebra and let
(M,ρ) be a C-ferential A-comodule. Further let I E A be a normal C-ferential
Hopf ideal. Then we have:
(i) M(I) is C-ferential A(I)-comodule. In particular, we have that ρ(M(I)) ⊆
M(I)⊗F A(I).
(ii) M(I) is the largest C-ferential A(I)-comodule in M , that means M(I) =
ρ−1(M ⊗F A(I)).
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Chapter 7
(C, C˜)-ferential Algebras
In the later chapters we develop a parameterized Picard-Vessiot theory, that is
a Galois theory of parameterized differential equations. Observe that param-
eterized differential equations are differential equations where the coefficients
dependent on parameters. Hence we need two “classes” of derivations; one for
the differential equations and one for the parameters.
Motivated by this observation we equip in this chapter the C-ferential algebras
with a second action of a coalgebra C˜. We show that under this conditions there
exist analogous results as for C-ferential algebras.
Throughout the whole chapter let k be a field, let C be a cocommutative
k-coalgebra with specified element 1C , such that ∆C(1C) = 1C ⊗ 1C and
C(1C) = 1 and let C˜ be a cocommutative k-coalgebra with specified element
1C˜ , such that ∆C˜(1C˜) = 1C˜ ⊗ 1C˜ and C˜(1C˜) = 1.
Definition 7.1. Let M be a k-module. We say M is a (C, C˜)-ferential k-
module, if
• M is a C-ferential k-module,
• M is a C˜-ferential k-module,
• c(d(m)) = d(c(m)), for all c ∈ C, d ∈ C˜,m ∈M .
Let M,N be two (C, C˜)-ferential k-modules. Then we call ϕ : M → N a
(C, C˜)-ferential k-module homomorphism, if
• ϕ is a C-ferential k-module homomorphism,
• ϕ is a C˜-ferential k-module homomorphism.
We denote by Hom
(C,C˜)
k (M,N) the set of all (C, C˜)-ferential k-module homo-
morphisms from M to N .
The (C, C˜)-ferential k-modules with the (C, C˜)-ferential k-module homomor-
phisms form a category, which we denote by Mod
(C,C˜)
k .
Remark 7.2. Observe that C ⊗k C˜ is a cocommutative k-coalgebra with spec-
ified element 1C ⊗ 1C˜ , such that ∆C⊗kC˜(1C ⊗ 1C˜) = 1C ⊗ 1C˜ ⊗ 1C ⊗ 1C˜ and
C⊗kC˜(1C ⊗ 1C˜) = 1. It is easy to see that the following are equivalent:
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(i) M is a (C, C˜)-ferential k-module.
(ii) M is a C ⊗k C˜-ferential k-module where the C ⊗k 1C˜-action commutes
with the 1C ⊗k C˜-action.
We can also apply this concept to other structures.
Definition 7.3. Completely analogous to Definition 7.1 we define the following:
• (C, C˜)-ferential k-algebras and (C, C˜)-ferential k-algebra homo-
morphisms,
• (C, C˜)-ferential ideals,
• (C, C˜)-ferential fields,
• (C, C˜)-ferential F -module and (C, C˜)-ferential F -module homo-
morphisms,
• (C, C˜)-ferential F -algebras and (C, C˜)-ferential F -algebra homo-
morphisms,
where F is a (C, C˜)-ferential field.
With this definition we get the following remark.
Remark 7.4. It is easy to see that the results from Section 4.2 that we have
for C-ferential algebras hold also for (C, C˜)-ferential algebras.
We give here some examples.
Proposition 7.5. Let F be a (C, C˜)-ferential field and let A,B be two (C, C˜)-
ferential F -algebras. Then A⊗F B is a (C, C˜)-ferential F -algebra with (C, C˜)-
structure given by
c(a⊗ b) =
∑
(c)
c(1)(a)⊗ c(2)(b),
d(a⊗ b) =
∑
(d)
d(1)(a)⊗ d(2)(b),
for a ∈ A, b ∈ B, c ∈ C, d ∈ C˜.
Moreover, the following universal property holds:
For any (C, C˜)-ferential F -algebra T and any (C, C˜)-ferential F -algebra homo-
morphisms ηA : A → T , ηB : B → T , there exists a unique (C, C˜)-ferential
F -algebra homomorphism φ : A ⊗F B → T such that the following diagram
commutes
T A
idA⊗1

ηAoo
B
ηB
OO
1⊗idB
// A⊗F B.
φ
dd
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Proof. By Proposition 4.16, A ⊗F B is a C-ferential F -algebra with algebra
structure maps
mA⊗FB : (A⊗F B)⊗F (A⊗F B)→ A⊗F B,
a1 ⊗ b1 ⊗ a2 ⊗ b2 7→ a1a2 ⊗ b1b2,
uA⊗FB : F → A⊗F B,
r 7→ r ⊗ 1 = 1⊗ r.
Also by Proposition 4.16, A ⊗F B is a C˜-ferential F -algebra with the same
algebra structure maps. Further we compute for a⊗b ∈ A⊗FB and c ∈ C, d ∈ C˜
c(d(a⊗ b) = c(
∑
(d)
d(1)(a)⊗ d(2)(b)
)
=
∑
(c)
∑
(d)
c(1)
(
d(1)(a)
)
⊗ c(2)
(
d(2)(b)
)
=
∑
(c)
∑
(d)
d(1)
(
c(1)(a)
)
⊗ d(2)
(
c(2)(b)
)
= d(
∑
(c)
c(1)(a)⊗ c(2)(b)
)
= d(c(a⊗ b).
All together, A⊗F B is a (C, C˜)-ferential F -algebra.
Now we show the universal property. For this let T be a (C, C˜)-ferential F -
algebra and let ηA : A → T , ηB : B → T be (C, C˜)-ferential F -algebra homo-
morphisms. By Proposition 4.16, there exists a unique C-ferential F -algebra
homomorphism φC : A⊗F B → T such that the following diagram commutes
T A
idA⊗1

ηAoo
B
ηB
OO
1⊗idB
// A⊗F B.
φC
dd
Again by Proposition 4.16, there exists a unique C˜-ferential F -algebra homo-
morphism φC˜ : A⊗F B → T such that the following diagram commutes
T A
idA⊗1

ηAoo
B
ηB
OO
1⊗idB
// A⊗F B.
φC˜
dd
By the uniqueness we have that φ := φC = φC˜ is the required unique (C, C˜)-
ferential F -algebra homomorphism.
In a similar way we can prove the following.
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Proposition 7.6. Let F be a (C, C˜)-ferential field and let A be a (C, C˜)-ferential
F -algebra. Further let I E A be a (C, C˜)-ferential ideal. Then there exists a
(C, C˜)-structure on A/I such that the natural F -algebra homomorphism pi : A→
A/I, a 7→ a is a (C, C˜)-ferential F -algebra homomorphism.
This is the natural (C, C˜)-structure on A/I.
Further we have a fundamental theorem on homomorphisms.
Theorem 7.7. Let F be a (C, C˜)-ferential field and let ϕ : A→ B be a (C, C˜)-
ferential F -algebra homomorphism. Then
(i) ker(ϕ) is a (C, C˜)-ferential ideal of A,
(ii) im(ϕ) is a (C, C˜)-ferential F -subalgebra of B,
(iii) A/ker(ϕ) is isomorphic to im(ϕ) (as (C, C˜)-ferential F -algebras).
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Chapter 8
C˜-Constants of
(C, C˜)-ferential F -Algebras
In this chapter we take a look at the C˜-constants of a (C, C˜)-ferential F -algebra
and introduce the trivial C˜-structure.
Throughout the whole chapter let k be a field, let C be a cocommutative k-
coalgebra with specified element 1C , such that ∆C(1C) = 1C⊗1C and C(1C) =
1 and let C˜ be a cocommutative k-coalgebra with specified element 1C˜ , such
that ∆C˜(1C˜) = 1C˜ ⊗ 1C˜ and C˜(1C˜) = 1. Further let F be a (C, C˜)-ferential
field.
8.1 Some Basic Results About C˜-Constants
In this section we prove some useful results about C˜-constants. We begin with
the definition of C˜-constant elements.
Definition 8.1. Let M be a (C, C˜)-ferential F -module.
1. (i) We call an element x ∈ M a C˜-constant, if d(x) = C˜(d)x for all
d ∈ C˜.
(ii) We denote by M C˜ := {x ∈ M |d(x) = C˜(d)x for all d ∈ C˜} the set of
C˜-constants of M .
Remark 8.2. (i) Analogously we define the C-constants of a (C, C˜)-ferential
F -module. Obviously the following results also hold for C-constants in-
stead of C˜-constants.
(ii) Observe that this definition is a generalization of Definition 3.4.
Next we show that a (C, C˜)-ferential F -algebra homomorphism maps C˜-constants
to C˜-constants.
Proposition 8.3. Let φ : A → B be a (C, C˜)-ferential F -algebra homomor-
phism. Then φ(AC˜) ⊆ BC˜ .
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Proof. Let a ∈ AC˜ be an arbitrary element, i.e., c(a) = C˜(c) · a for all c ∈ C˜.
We compute for all c ∈ C˜
c(φ(a)) = φ(c(a)) = φ(C˜(c) · a) = C˜(c) · φ(a),
that means φ(a) ∈ BC˜ .
Now we show that the base field k consists of C˜-constants.
Proposition 8.4. Let (A,m, u) be a (C, C˜)-ferential k-algebra. Then u(k) ⊆
AC˜ .
Proof. Let x ∈ k. Since the C˜-action on A is k-linear we have for all d ∈ C˜
d(u(x)) = u(x)d(1) = u(x)C˜(d)1 = u(x)C˜(d).
That means u(x) is a C˜-constant.
Further we prove some useful results about C˜-constants of (C, C˜)-ferential F -
algebras and (C, C˜)-ferential fields.
Proposition 8.5. Let A be a (C, C˜)-ferential F -algebra and let a ∈ AC˜ ∩ A×.
Then a−1 ∈ AC˜ .
Proof. We have for all d ∈ C˜:
C˜(d)1 = d(1) = d(aa
−1) =
∑
(d)
d(1)(a)d(2)(a
−1) =
∑
(d)
C˜(d(1))ad(2)(a
−1)
= a
(∑
(d)
C˜(d(1))d(2)(a
−1)
)
= ad(a−1).
That means d(a−1) = C˜(d)a
−1 and hence a−1 ∈ AC˜ .
Proposition 8.6. Let F be a (C, C˜)-ferential field. Then F C˜ is a C-ferential
field.
Proof. Clearly we have that 0 and 1 are in F C˜ . Now let a, b ∈ F C˜ , i.e., d(a) =
C˜(d)a and d(b) = C˜(d)b for all d ∈ C˜. Hence
d(a− b) = d(a)− d(b) = C˜(d)a− C˜(d)b = C˜(d)(a− b),
and if we additionally assume that b 6= 0 we get
d(ab−1) =
∑
(d)
d(1)(a)d(2)(b
−1) =
(∑
(d)
d(1)(a)C˜(d(2))
)
b−1 = d(a)b−1
= C˜(d)ab
−1.
That means a− b ∈ F C˜ and ab−1 ∈ F C˜ . Therefore F C˜ is a field.
Moreover, for c ∈ C we can compute
d(c(a)) = c(d(a)) = c(C˜(d)a) = C˜(d)c(a),
i.e., c(a) ∈ F C˜ . Thus F C˜ is a C-ferential field.
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Proposition 8.7. Let (A,m, u) be a (C, C˜)-ferential F -algebra. Then AC˜ is a
C-ferential F C˜-algebra.
Proof. We have that u is a (C, C˜)-ferential k-algebra homomorphism. This
induces a C-ferential k-algebra homomorphism
uC˜ := u|F C˜ : F C˜ → AC˜ .
Analogously as above we get that AC˜ is a C-ferential F C˜-algebra with algebra
structure map uC˜ .
Definition 8.8. Let A be a C˜-ferential F -algebra. We say A is C˜-simple, if
A contains no nontrivial C˜-ferential ideals.
Proposition 8.9. Let A be a C˜-simple (C, C˜)-ferential F -algebra. Then AC˜ is
a C-ferential field.
Proof. Let a ∈ AC˜\{0} and let (a) E A be the ideal which is generated by a.
That means
(a) = {b ∈ A| there exists a t ∈ A : ta = b}.
For all b ∈ (a) and all d ∈ C˜ we can compute
d(b) = d(ta) =
∑
(d)
d(1)(t)d(2)(a) =
(∑
(d)
d(1)(t)C˜(d(2))
)
a = d(t)a ∈ (a),
and it follows that (a) is a C˜-ferential ideal of A. Since A is C˜-simple, we have
(a) = A and therefore a is invertible.
8.2 The Trivial C˜-structure
Now we show that each F -algebra can be equip with a C˜-structure such that
every element is a C˜-constant.
Proposition 8.10. (i) Let (A,m, u) be an F -algebra. Then (A,m, u|F C˜ ) be-
comes a C˜-ferential F C˜-algebra by d(a) := C˜(d)a for all d ∈ C˜, a ∈ A.
(ii) Let A be a C-ferential F -algebra. Then A becomes a (C, C˜)-ferential F C˜-
algebra by d(a) := C˜(d)a for all d ∈ C˜, a ∈ A.
Proof. (i) This is an easy calculation.
(ii) By the first part of this proposition we have that (A,m, u|F C˜ ) is a C˜-ferential
F C˜-algebra and by assumption (A,m, u|F C˜ ) is also a C-ferential F C˜-algebra.
We only have to show that the C-structure and the C˜-structure commutes:
c
(
d(a)
)
= c
(
C˜(d)a
)
= C˜(d)c(a) = d
(
c(a)
)
.
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Remark 8.11. Observe that in the proposition above A is a C˜-ferential algebra
over F C˜ and not over F . The reason for this is that the algebra structure map
u must be a C˜-ferential k-algebra homomorphism, that means u must map C˜-
constants to C˜-constants. And since all elements of A are C˜-constants, we must
restrict u to u|F C˜ .
The proposition from above leads us to the following definition.
Definition 8.12. (i) Let A be an F -algebra. We equip A with the trivial
C˜-structure, by d(a) := C˜(d)a for all d ∈ C˜, a ∈ A. In this way A is a
C˜-ferential F C˜-algebra.
(ii) Let A be a C-ferential F -algebra. We equip A with the trivial C˜-
structure, by d(a) := C˜(d)a for all d ∈ C˜, a ∈ A. In this way A is
a (C, C˜)-ferential F C˜-algebra.
Next we show that the multiplication is ”compatible” with constants.
Proposition 8.13. Let A be a C˜-ferential F -algebra. Then we have for all
d ∈ C˜, a ∈ A, a˜ ∈ AC˜ :
d(a · a˜) = d(a) · a˜.
Proof. By the definition of a coalgebra, we have ms ◦ (C˜ ⊗ id)◦∆C˜ = id, where
ms : k ⊗k C˜ → C˜ is the scalar multiplication. Then
d(a · a˜) =
∑
(d)
d(1)(a) · d(2)(a˜) =
∑
(d)
d(1)(a) · C˜(d(2))a˜
=
(∑
(d)
C˜(d(2)) · d(1)
)
(a) · a˜
=
(∑
(d)
C˜(d(2)) · id(d(1))
)
(a) · a˜
=
(
ms ◦ (C˜ ⊗ id) ◦∆C˜(d)
)
(a) · a˜
= d(a) · a˜.
Analogously we show that the tensor product is ”compatible” with constants.
Proposition 8.14. Let A be a C˜-ferential F C˜-algebra and let B be a F C˜-algebra
with trivial C˜-structure. Then we have for all d ∈ C˜, a⊗ b ∈ A⊗F C˜ B:
d(a⊗ b) = d(a)⊗ b.
Proof. By the definition of a coalgebra, we have ms ◦ (C˜ ⊗ id)◦∆C˜ = id, where
ms : k ⊗k C˜ → C˜ is the scalar multiplication. Then
d(a⊗ b) =
∑
(d)
d(1)(a)⊗ d(2)(b) =
∑
(d)
d(1)(a)⊗ C˜(d(2))b
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=
∑
(d)
C˜(d(2)) · d(1)(a)⊗ b =
(∑
(d)
C˜(d(2)) · d(1)
)
(a)⊗ b
=
(∑
(d)
ms
(
C˜(d(2))⊗ id(d(1))
))
(a)⊗ b
=
(
ms ◦ (C˜ ⊗ id) ◦∆C˜(d)
)
(a)⊗ b
= d(a)⊗ b.
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C-ferential Group Schemes
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Chapter 9
C-ferential Schemes
We introduce affine C-ferential F -schemes as representable functors from the
category of C-ferential F -algebras into the category of sets. We show that the
category of affine C-ferential F -schemes is dually equivalent to the category of
C-ferential F -algebras. So we can use the “algebraic” theory of the C-ferential
F -algebras to study the affine C-ferential F -schemes. For example, the product
of two affine C-ferential F -schemes exists and is unique since the corresponding
coproduct (in the category of C-ferential F -algebras) exists and is unique.
In this chapter we consider also C-ferential F -subschemes and show that closed
C-ferential F -subschemes are again affine C-ferential F -schemes.
Throughout the whole chapter let k be a field, let F be a C-ferential field and
let C be a cocommutative k-coalgebra with specified element 1C , such that
∆C(1C) = 1C ⊗ 1C and C(1C) = 1.
9.1 C-ferential F -Functors
Before we start to work with schemes, we take a look at arbitrary functors from
the category of C-ferential F -algebras to the category of sets.
Definition 9.1. A C-ferential F -functor is a functor from the category of
C-ferential F -algebras to the category of sets.
Remark 9.2. By Section 2.4, the C-ferential F -functors with the natural trans-
formations form a category.
The following example is very important for us.
Example 9.3. Let A be a C-ferential F -algebra. We define the so-called hom-
functor HomCF (A,−) by:
HomCF (A,−) :AlgCF → Sets, B 7→ HomCF (A,B),
HomCF (A,−)(φ) :HomCF (A,B1)→ HomCK(A,B2), η 7→ φ ◦ η,
for each C-ferential F -algebra homomorphism φ : B1 → B2.
Next we consider subfunctors of a given C-ferential F -functor.
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Definition 9.4. Let X be a C-ferential F -functor. A subfunctor Y of X is
again a C-ferential F -functor. Hence we call Y a C-ferential F -subfunctor
of X.
Now we give two important examples of C-ferential F -subfunctors of the hom-
functor.
Example 9.5. Let A be a C-ferential F -algebra, let I ⊆ A be a subset and we
consider the C-ferential F -functor HomCF (A,−) from Example 9.3. For simplic-
ity let X := HomCF (A,−).
(i) We define a C-ferential F -functor VX(I) by
VX(I) :Alg
C
F → Sets, B 7→ VX(I)(B) := {α ∈ HomCF (A,B) | α(I) = 0},
VX(I)(φ) :VX(I)(B1)→ VX(I)(B2), η 7→ φ ◦ η,
for each C-ferential F -algebra homomorphism φ : B1 → B2.
It is immediately clear that
• VX(I)(B) ⊆ X(B), for each C-ferential F -algebra B,
• X(φ)(VX(I)(B1)) ⊆ VX(I)(B2), for each C-ferential F -algebra ho-
momorphism φ : B1 → B2,
i.e., VX(I) is a C-ferential F -subfunctor of X.
(ii) We define a C-ferential F -functor DX(I) by
DX(I) :Alg
C
F → Sets, B 7→ DX(I)(B) := {α ∈ HomCF (A,B)|Bα(I) = B},
DX(I)(φ) :DX(I)(B1)→ DX(I)(B2), η 7→ φ ◦ η,
for each C-ferential F -algebra homomorphism φ : B1 → B2.
One can easy check that
• DX(I)(B) ⊆ X(B), for each C-ferential F -algebra B,
• X(φ)(DX(I)(B1)) ⊆ DX(I)(B2), for each C-ferential F -algebra ho-
momorphism φ : B1 → B2,
i.e., DX(I) is a C-ferential F -subfunctor of X.
Remark 9.6. In Example 9.5, VX(I) and DX(I) can be regarded as closed and
open sets of a topology on X.
9.2 Affine C-ferential F -Schemes
In [Wat79] an affine scheme was defined as a representable functor from the
category of F -algebras to the category of sets. We define our schemes in a
similar way.
Definition 9.7. An affine C-ferential F -scheme is a C-ferential F -functor
X , which is representable, i.e., there exists a C-ferential F -algebra A such that
X ' HomCF (A,−). In this case we say X is represented by A.
Let X ,Y be two affine C-ferential F -schemes. We call a natural transformation
t : X → Y an affine C-ferential F -scheme morphism. We denote the set
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of all C-ferential F -scheme morphisms from X to Y by MorCF (X ,Y). Further
we call a natural equivalence t : X → Y an affine C-ferential F -scheme
isomorphism.
Remark 9.8. The affine C-ferential F -schemes with the affine C-ferential F -
scheme morphisms form a category, which we denote by AffCF .
The next theorem is a special case of the Yoneda Lemma. It is very important,
since it describes the set of morphisms between two affine C-ferential F -schemes.
Theorem 9.9. Let X ,Y be affine C-ferential F -schemes, which were repre-
sented by A, resp. B. Then the affine C-ferential F -scheme morphisms X → Y
correspond bijectively to the C-ferential F -algebra homomorphisms B → A.
This correspondence is given by
HomCF (B,A)→ MorCF (X ,Y)
φ 7→ φ∗ := [ψ 7→ ψ ◦ φ],
for each C-ferential F -algebra homomorphism ψ : A→ A′.
Proof. (Following [Wat79, Theorem 1.3] with C-ferential modifications) Let φ :
B → A be a C-ferential F -algebra homomorphism and let A′ be a C-ferential
F -algebra. By definition we have X (A′) ∼= HomCF (A,A′), i.e., every element of
X (A′) corresponds to a C-ferential F -algebra homomorphism ψ : A→ A′. The
composition ψ ◦ φ : B → A → A′ corresponds to an element of Y(A′). This
yields an affine C-ferential F -scheme morphism from X to Y.
On the other hand let φ∗ : X → Y be an affine C-ferential F -scheme morphism.
There exists an element in X (A) which corresponds to idA : A → A. By
applying φ∗ to this element we get an element in Y(A) which corresponds to a
C-ferential F -algebra homomorphism φ : B → A. Since every element of X (A′)
comes from a C-ferential F -algebra homomorphism A→ A′, and
X (A) //

X (A′)

Y(A) // Y(A′)
commutes, we see that φ∗ is exactly the map which is defined by φ (in the first
step of the proof).
From this theorem we obtain the following corollary.
Corollary 9.10. The affine C-ferential F -scheme morphism φ∗ : X → Y is
an affine C-ferential F -scheme isomorphism, if and only if the corresponding
C-ferential F -algebra homomorphism φ : B → A is a C-ferential F -algebra
isomorphism.
Proof. Let φ∗ : X → Y be an affine C-ferential F -scheme isomorphism. Then
φ∗−1 : Y → X is a well-defined map which corresponds by Theorem 9.9 to a C-
ferential F -algebra homomorphism ψ : A → B. Again by Theorem 9.9, we see
that composites corresponds to composites, i.e., φ◦ψ : A→ B → A corresponds
to id = φ∗−1 ◦ φ∗ : X → Y → X . Therefore we have φ ◦ ψ = idA. Analogously
we get ψ ◦ φ = idB . Hence we get ψ = φ−1, i.e., φ is a C-ferential F -algebra
isomorphism. The converse is shown analogously.
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This shows that the C-ferential F -algebra which represents an affine C-ferential
F -scheme is unique.
Corollary 9.11. Let X be an affine C-ferential F -scheme which is represented
by the C-ferential F -algebra A. Then A is uniquely determined up to a unique
C-ferential F -algebra isomorphism.
Proof. Corollary 9.10.
The following theorem is very important for us, it shows that the category of
C-ferential F -schemes is the category opposite of the category of C-ferential
F -algebras.
Theorem 9.12. The category AffCF is dually equivalent to the category Alg
C
F .
Proof. We define a functor T by
• T maps an affine C-ferential F -scheme X to the C-ferential F -algebra A,
which represents X ,
• T maps an affine C-ferential F -scheme morphism X → Y to the cor-
responding C-ferential F -algebra homomorphism B → A (see Theorem
9.9).
By definition T is a contravariant functor.
Let X ,Y be affine C-ferential F -schemes, which are represented by A, resp.
B. Then the map MorCF (X ,Y) → HomCF (B,A) induced by T is injective and
surjective (by Theorem 9.9), i.e., T is full and faithful.
Finally, we have to show that T is essentially surjective, i.e., for every C-ferential
F -algebra A′ there exists an affine C-ferential F -scheme Z such that T (Z) ∼= A′.
For this let A′ be a C-ferential F -algebra. Then Z(−) := HomCF (A′,−) is
a functor from the category of C-ferential F -algebras to the category of sets
which is represented by A′. Thus Z is an affine C-ferential F -scheme with
T (Z) ∼= A′.
The last theorem leads us to the following notation.
Notation 9.13. Let X be an affine C-ferential F -scheme. We denote by F{X}
the C-ferential F -algebra which corresponds to X .
Further, for any C-ferential F -algebra homomorphism φ : F{Y} → F{X} we
denote by φ∗ : X → Y the corresponding affine C-ferential F -scheme morphism.
Remark 9.14. Observe that some authors use a different notation; they denote
the algebra homomorphism by φ∗ and the corresponding affine scheme morphism
by φ. But in our context the category AffCF is as functor category induced by
the category AlgCF .
Next we show that the category of affine C-ferential F -schemes has a terminal
object.
Proposition 9.15. The category AffCF has a terminal object 1AffCF .
Proof. The C-ferential F -algebra F is the initial object in the category AlgCF .
Thus by Theorem 9.12, the C-ferential F -scheme 1AffCF := Hom
C
F (F,−) is the
terminal object in the category AffCF .
78
We give a very important example of an affine C-ferential F -scheme.
Example 9.16. Let F{X1, . . . , Xn} be the C-ferential polynomial F -algebra
in n C-variables from Example 4.19. We denote by An,C the affine C-ferential
F -scheme which corresponds to F{X1, . . . , Xn}. We call An,C the C-ferential
affine n-space.
The next remark shows the connection between the C-ferential affine n-space
from the example above and the affine n-space from usual algebraic geometry.
Remark 9.17. Let F [X1, . . . , Xn] be the polynomial F -algebra in n variables.
Further let An be the affine F -scheme which corresponds to F [X1, . . . , Xn], i.e.,
An ' HomF (F [X1, . . . , Xn],−) (as functors from the category of F -algebras to
the category of sets).
Now let A be a C-ferential F -algebra. Since C-ferential F -algebra homomor-
phisms are uniquely determined by their images of the C-generators, we have
that
An(A) ∼= HomF (F [X1, . . . , Xn], A) ∼= HomCF (F{X1, . . . , Xn}, A) ∼= An,C(A),
But be careful, this isomorphism is only an isomorphism of sets. In particular,
An and An,C are different types of functors which we can not directly compare
with each other; but we have the following:
• If we equip F [X1, . . . , Xn] with the trivial C-structure we can consider An
as C-ferential F -scheme, and we have An 6' An,C . In particular, An,C is
much “larger” than An. More explicitly, An can be considered as proper
closed affine C-ferential F -subscheme of An,C .
• If we forget the C-structure of F{X1, . . . , Xn} we can consider An,C as
affine group scheme and we have again An 6' An,C . In particular, An,C
can be considered as the affine “∞-space”, i.e., An,C is much “larger”
than An. More explicitly, An can be considered as proper closed affine
F -subscheme of An,C .
Observe that this are two different ways to consider An as subscheme of An,C .
9.3 Closed C-ferential F -Subschemes
First we recall the C-ferential F -subfunctor from Example 9.5.
Definition 9.18. Let X = HomCF (F{X},−) be an affine C-ferential F -scheme
and let I ⊆ F{X} be a subset. We define a C-ferential F -subfunctor by
VX (I) :AlgCF → Sets, B 7→ VX (I)(B) := {α ∈ HomCF (F{X , B) | α(I) = 0},
VX (I)(φ) :VX (I)(B1)→ VX (I)(B2), η 7→ φ ◦ η,
for each C-ferential F -algebra homomorphism φ : B1 → B2.
Next we show some basic facts about the C-ferential F -subfunctor VX (I).
Proposition 9.19. Let X = HomCF (F{X},−) be an affine C-ferential F -
scheme and let I, I ′ E F{X} be C-ferential ideals. Then we have
VX (I) ⊆ VX (I ′)⇔ I ⊇ I ′.
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Proof. ”⇒ ” : This is clear by definition.
” ⇐ ” : For this we consider the canonical map κ : F{X} → F{X}/I as
element of X (F{X}/I) ' HomCF (F{X}, F{X}/I). Moreover, we have κ ∈
VX (I)(F{X}/I). Since V (I)X ⊆ VX (I ′), we get κ ∈ VX (I ′)(F{X}/I), i.e.,
I ′ ⊆ I.
Proposition 9.20. Let X = HomCF (F{X},−) be an affine C-ferential F -
scheme and let I ⊆ F{X} be a subset. Then VX (I) depends only on the C-
ferential ideal generated by I in F{X}.
Proof. Let J E F{X} be the C-ferential ideal generated by I. Hence by Propo-
sition 9.19 we have VX (I) ⊇ VX (J). Further we know that
J = {
finite∑
a∈F{X},ci∈C,b∈I
a · c1(c2(· · · cn(b) · · · ))}.
Thus for φ ∈ VX (I) we get
φ
(∑
a · c1(c2(· · · cn(b) · · · ))
)
=
∑
φ(a) · φ
(
c1(c2(· · · cn(b) · · · ))
)
=
∑
φ(a) · c1(c2(· · · cn(φ(b)) · · · ))
= 0.
Hence VX (I) ⊆ VX (J) and thus VX (I) = VX (J).
By the last two propositions we get immediately the following remark.
Remark 9.21. Let X = HomCF (F{X},−) be an affine C-ferential F -scheme.
Then we have:
(i) The map
{C-ferential ideals in F{X}} → {C-ferential F -subfunctors of X},
I 7→ VX (I)
is injective.
(ii) Let I E F{X} be a C-ferential ideal. Then
VX (I)(−) ' {α ∈ HomCF (F{X},−)|α(I) = 0} ' HomCF (F{X}/I,−).
With other words, VX (I) is an affine C-ferential F -scheme.
That inspires us to the following definition.
Definition 9.22. Let X be an affine C-ferential F -scheme. We call a C-ferential
F -subfunctor Y of X a closed C-ferential F -subscheme, if Y ' VX (I) for
some C-ferential ideal I E F{X}. In this case we call I the defining C-
ferential ideal of Y and denote it by I(Y).
From this definition we get the following correspondence.
Remark 9.23. The C-ferential ideals of F{X} correspond to the closed C-
ferential F -subschemes of X .
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Now we show that for a closed C-ferential F -subscheme Y ≤ X we can consider
the elements of Y(A) also as elements of X (A), for each C-ferential F -algebra
A.
Remark 9.24. Let X be an affine C-ferential F -scheme with corresponding
C-ferential F -algebra F{X}. Further let I E F{X} be a C-ferential ideal with
corresponding closed C-ferential F -subscheme Y ≤ X .
Then we have X ' HomCF (F{X},−) and Y ' HomCK(F{X}/I,−). Further let
A be a C-ferential F -algebra and let y ∈ Y(A), that is y : F{X}/I → A is a
C-ferential F -algebra homomorphism.
Let ι : F{X} → F{X}/I be the canonical projection, then we obtain the
following C-ferential F -algebra homomorphism
y˜ : F{X} ι→ F{X}/I y→ A.
Observe that y˜ ∈ X (A). Moreover, since ι is the only C-ferential F -algebra
homomorphism from F{X} to F{X}/I, we can regard y˜ as the unique extension
of y. This gives an embedding
ι∗A : Y(A) ↪→ X (A), y 7→ y˜ := y ◦ ι,
for each C-ferential F -algebra A.
In this way we can consider the elements of Y(A) as elements of X (A).
The next lemma shows that the preimage of a closed C-ferential F -subscheme
under a morphism is also a C-ferential F -subscheme.
Lemma 9.25. Let φ∗ : X → Y be an affine C-ferential F -scheme morphism
and let Z ≤ Y be a closed C-ferential F -subscheme. We can naturally define
a closed C-ferential F -subscheme (φ∗)−1(Z) of X by setting (φ∗)−1(Z)(A) :=
(φ∗A)
−1(Z(A)) for each C-ferential F -algebra A. Moreover, (φ∗)−1(Z) is defined
by the ideal of F{X} generated by φ(I(Z)).
Proof. Let I E F{X} be the ideal generated by φ(I(Z)). The ideal I(Z) E F{Y}
is a C-ferential ideal, hence φ(I(Z)) ⊆ F{X} is a C-stable subset. Thus I is a
C-ferential ideal (see Proposition 4.15).
Let ψ ∈ X(A) ∼= HomCF (F{X}, A), then we get
φ∗A(ψ) ∈ Z(A)⇔ I(Z) ⊆ ker(φ∗A(ψ)) = ker(ψ ◦ φ)⇔ φ(I(Z)) ⊆ ker(ψ),
i.e., ψ ∈ (φ∗)−1(Z)(A) if and only if I ⊆ ker(ψ). Thus (φ∗)−1(Z) is the closed
C-ferential F -subscheme of X defined by I.
9.4 Open C-ferential F -Subschemes
For us the closed C-ferential F -subschemes are much more interesting than open
C-ferential F -subschemes. Thus we give here only a short introduction.
First we consider a special class of C-ferential F -subfunctors of the hom-functor
(see Example 9.5).
Definition 9.26. Let X ' HomCF (F{X},−) be an affine C-ferential F -scheme
and let I ⊆ F{X} be a subset. Then we define a C-ferential F -functor DX (I)
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by
DX (I) : AlgCF → Sets, B 7→ DX (I)(B) := {α ∈ HomCF (F{X}, B) | Bα(I) = B},
DX (I)(φ) : DX (I)(B1)→ DX (I)(B2), η 7→ φ ◦ η,
for each C-ferential F -algebra homomorphism φ : B1 → B2.
Thus we make the following definition of an open C-ferential F -subscheme.
Definition 9.27. Let X ' HomCF (F{X},−) be an affine C-ferential F -scheme.
We call a C-ferential F -subfunctor Y of X an open C-ferential F -subscheme,
if there exists a subset I ⊆ F{X} such that Y ' DX (I) holds.
We give the following important remark about open C-ferential F -subschemes.
Remark 9.28. Let X ' HomCF (F{X},−) be an affine C-ferential F -scheme.
(i) Let Y be an open C-ferential F -subscheme of X . Then in general Y is not
an affine C-ferential F -scheme, i.e., in general there exists no C-ferential
F -algebra which represents Y.
(ii) Now we assume that C is pointed irreducible and let g ∈ F{X}. Then we
have that for each C-ferential F -algebra B:
DX ({g})(B) = {α ∈ HomCF (F{X}, B) | α(g) ∈ B×} ∼= HomCF (F{X}g, B),
where F{X}g is the localization of F{X} by {gl | l ∈ N}. Observe that
F{X}g is a C-ferential F -algebra, since C is pointed irreducible.
Further it is easy to check that
DX ({g}) ' HomCF (F{X}g,−).
That means DX ({g}) is an affine C-ferential F -scheme.
We denote an open C-ferential F -subscheme of X which is natural equiv-
alent to DX ({g}) by Xg.
Last we give a example of an open C-ferential F -subscheme.
Example 9.29. For this example we assume that C is pointed irreducible. Let
F{X11, . . . , Xnn} be the C-ferential polynomial F -algebra in n2 C-variables
(see Example 4.19). Let det(Xij) be the determinant of the matrix (Xij)
n
,ij=1.
Now let F{X11, . . . , Xnn,det(Xij)−1} be the localization of F{X11, . . . , Xnn}
by the multiplicatively closed subset { det(Xij)l | l ∈ N}. Since C is pointed
irreducible the C-structure can be uniquely extended from F{X11, . . . , Xnn} to
a localization, i.e., F{X11, . . . , Xnn,det(Xij)−1} is a C-ferential F -algebra.
Let An,C and GLCn be the affine C-ferential F -schemes which correspond to
F{X11, . . . , Xnn} and F{X11, . . . , Xnn,det(Xij)−1}. It is easy to check that
GLCn is an open C-ferential F -subscheme of An,C (compare with Remark 9.28
(ii)).
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9.5 Products of Affine C-ferential F -Schemes
In this section we show that the category of affine C-ferential F -schemes is a
category with finite products.
Lemma 9.30. Let X ,Y be affine C-ferential F -schemes, which were represented
by F{X} resp. F{Y}. Then the product X×Y is represented by F{X}⊗F F{Y}.
In particular, the product X×Y exists and is unique up to a unique isomorphism.
Proof. By Proposition 4.16, F{X}⊗F F{Y} is a C-ferential F -algebra and sat-
isfies the following universal property:
For any C-ferential F -algebra T and any C-ferential F -algebra homomorphisms
ηX : F{X} → T , ηY : F{Y} → T , there exists a unique C-ferential F -algebra
homomorphism φ : F{X} ⊗F F{Y} → T such that the following diagram com-
mutes
T F{X}
idF{X}⊗1

ηXoo
F{Y}
ηY
OO
1⊗idF{Y}
// F{X} ⊗F F{Y}.
φ
gg
This universal property is dually equivalent to the universal property of the di-
rect product (Definition 2.18). Hence the assertion follows by the dually equiv-
alence of the category AlgCF and the category Aff
C
F .
More explicitly, the coproduct
(
F{X}⊗F F{Y}, idF{X}⊗1, 1⊗ idF{Y}
)
in AlgCF
corresponds to the product
(X × Y, (idF{X} ⊗ 1)∗, (1⊗ idF{Y})∗) in AffCF .
The last lemma implies directly the following corollary.
Corollary 9.31. The category AffCF is a category with finite products.
Proof. This follows from Proposition 9.15 and Lemma 9.30
Also directly from Lemma 9.30 we get the following remark about the structure
of the direct product.
Remark 9.32. Let X and Y be affine C-ferential F -schemes with corresponding
C-ferential F -algebras F{X} and F{Y}. Further let (A,m, u) be a C-ferential
F -algebra. Then by the universal property of the tensor product of C-ferential
F -algebras we have the following isomorphism of sets
HomCF (F{X}, A)×HomCF (F{Y}, A) ∼= HomCF (F{X} ⊗F F{Y}, A),
(g, h) 7→ m ◦ (g ⊗ h).
That means
X (A)× Y(A) ∼= (X × Y)(A).
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9.6 Base Change
In this section we show in which way we can change the base field F of a C-
ferential F -functor (or of an affine C-ferential F -scheme).
Let E be a C-ferential field with C-ferential k-algebra homomorphism φ : F →
E.
Remark 9.33. Let X be a C-ferential F -functor. Then X induces a C-ferential
E-functor XE by the following:
Each C-ferential E-algebra (B,m, u) becomes a C-ferential F -algebra by F
φ→
E
u→ B. In this way each C-ferential E-algebra homomorphism becomes a
C-ferential F -algebra homomorphism. It is easy to check that this defines a
C-ferential E-functor.
Now we consider the base change of affine C-ferential F -schemes.
Proposition 9.34. Let X be an affine C-ferential F -scheme with correspond-
ing C-ferential F -algebra A. Then XE is an affine C-ferential E-scheme with
corresponding C-ferential E-algebra A⊗F E.
Proof. It is well-known that HomE(A ⊗F E,B) ∼= HomF (A,B), for each E-
algebra B. By this it is easy to see that
HomCE(A⊗F E,B) ∼= HomCF (A,B),
for each C-ferential E-algebra B.
Moreover, by an easy calculation we get XE ' HomCE(A⊗F E,−).
9.7 Reduced Affine C-ferential Schemes
In this section we show that each affine C-ferential F -scheme have a unique
maximal reduced closed C-ferential F -subscheme.
Definition 9.35. We call an affine C-ferential F -scheme X reduced, if the
corresponding C-ferential F -algebra F{X} is reduced.
Theorem 9.36. Let X be an affine C-ferential F -scheme. Then there exists a
unique maximal reduced closed C-ferential F -subscheme Xred ≤ X .
Proof. Let F{X} be the C-ferential F -algebra corresponding to X . Let √(0) E
F{X} be the nilradical. By [Tak89, Lemma 4.1], √(0) is a C-ferential ideal
and thus F{X}/√(0) is a reduced C-ferential F -algebra. Let Xred ≤ X be the
closed C-ferential F -subscheme corresponding to F{X}/√(0). By definition
Xred is reduced.
Let Y ≤ X be an arbitrary reduced closed C-ferential F -subscheme with corre-
sponding C-ferential F -algebra F{X}/I(Y). Then F{X}/I(Y) is reduced and
hence
√
(0) ⊆ I(Y). Therefore we have that Y ≤ Xred. This implies that Xred
is the unique maximal reduced closed C-ferential F -subscheme of X .
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Chapter 10
C-ferential Group Schemes
We define affine C-ferential group F -schemes as representable functors from the
category of C-ferential F -algebras into the category of groups. By this definition
we have that the affine C-ferential group F -schemes are the group objects of
the category of affine C-ferential F -schemes. We show that the category of
affine C-ferential group F -schemes is dually equivalent to the category of C-
ferential Hopf F -algebras. Thus analogously to the last chapter we can use the
“algebraic” theory of the C-ferential Hopf F -algebras to study the affine C-
ferential group F -schemes. Further we consider in this chapter closed (normal)
C-ferential subgroup F -schemes.
Throughout the whole chapter let k be a field, let F be a C-ferential field and
let C be a cocommutative k-coalgebra with specified element 1C , such that
∆C(1C) = 1C ⊗ 1C and C(1C) = 1.
10.1 C-ferential Group F -Functors
Before we start to work with group schemes, we take a look at arbitrary functors
from the category AlgCF to the category Goups.
Definition 10.1. A C-ferential group F -functor is a functor from the cat-
egory of C-ferential F -algebras to the category of groups.
Remark 10.2. (i) By Section 2.4, the C-ferential group F -functors with the
natural transformations form a category.
(ii) Let X, Y be two C-ferential group F -functors. Then by definition X and
Y are also C-ferential F -functors. Further let t : X → Y be a natural
transformation of C-ferential F -functors. Then the following are equiva-
lent:
(a) t is a natural transformation of C-ferential group F -functors.
(b) tA : X(A) → Y (A) is a group homomorphism for each C-ferential
F -algebra A.
The hom-functor is again our main example.
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Example 10.3. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra. Then by
Example 9.3, HomCF (H,−) is a C-ferential F -functor. Further let (A,mA, uA)
be a C-ferential F -algebra. Then HomCF (H,A) is a group via
multA : Hom
C
F (H,A)×HomCF (H,A)→ HomCF (H,A), (f, g) 7→ mA ◦ (f ⊗ g) ◦∆,
unitA : Hom
C
F (F,A)→ HomCK(A,R), uA 7→ uA ◦ ,
invA : Hom
C
K(A,R)→ HomCK(A,R), f 7→ f ◦ S.
Thus HomCF (H,−) maps C-ferential F -algebras to groups and HomCF (H,−)
maps C-ferential F -algebra homomorphisms to group homomorphisms. That
means HomCF (H,−) is a C-ferential group F -functor.
Moreover, by an easy calculation we see that mult, unit and inv are natural
transformations of C-ferential group F -functors.
Further we give another relevant example of a C-ferential group F -functor.
Definition 10.4. Let M be a C-ferential F -module. We call a bijective ϕ ∈
HomCF (M,M) a C-ferential F -module automorphism. Further we denote
by AutC(M/F ), the set of all C-ferential F -module automorphisms of M .
Remark 10.5. AutC(A/F ) is a group, with composition as group operation.
Definition 10.6. Let A,B1, B2 be C-ferential F -algebras with B1 ≤ B2. Fur-
ther let φ : A⊗F B1 → A⊗F B1 be a C-ferential F -algebra homomorphism with
φ|B1 = idB1 . Then we define the right B2-linearization of φ by
[φ]B2 : A⊗F B2
φ|A⊗id−→ A⊗F B1 ⊗F B2 id⊗m−→ A⊗F B2.
Analogously we define the left linearization.
Example 10.7. Let V be an F -vector space and we equip V with the trivial
C-structure. We define a C-ferential group F -functor AutCF (V ) by
AutCF (V ) : Alg
C
F → Groups,
A 7→ AutC(V ⊗F A/F ⊗F A),
AutCF (V )(φ) : Aut
C(V ⊗F B1/F ⊗F B1)→ AutC(V ⊗F B2/F ⊗F B2),
η 7→ [(id⊗ φ) ◦ η|V ]B2 ,
for each C-ferential F -algebra homomorphism φ : B1 → B2 and [...]B2 is the
right B2-linearization. It is easy to see that Aut
C
F (V ) is a C-ferential group
F -functor.
Further we often use the notation GLCF (V ) := Aut
C
F (V ).
10.2 Affine C-ferential Group F -Schemes
We define affine C-ferential group F -schemes in a similar way as we have defined
affine C-ferential F -schemes in the previous chapter.
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Definition 10.8. An affine C-ferential group F -scheme is a C-ferential
group F -functor G, which is representable, i.e., there exists a C-ferential F -
algebra A such that G(−) ' HomCF (A,−).
Let G,H be affine C-ferential group F -schemes. We call a natural transforma-
tion t : G → H an affine C-ferential group F -scheme homomorphism.
We denote the set of all C-ferential group F -scheme homomorphisms from G to
H by HomCF (G,H). Further we call a natural equivalence t : G → H an affine
C-ferential F -scheme isomorphism.
The affine C-ferential group F -schemes with the affine C-ferential group F -
scheme homomorphisms form a category, which we denote by AffGrCF .
Remark 10.9. Obviously we have AffGrCF ⊆ AffCF .
The next proposition shows in which way affine C-ferential group F -schemes
are related to groups and affine C-ferential group F -scheme homomorphisms
are related to group homomorphisms.
Proposition 10.10. Let G,H be two affine C-ferential group F -scheme and let
φ∗ : G → H be an affine C-ferential group F -scheme homomorphism. Then we
have for each C-ferential F -algebra A:
(i) The set G(A) is a group.
(ii) The map φ∗A : G(A)→ H(A) is a group homomorphism.
Proof. This follows directly by the definition of a C-ferential group F -functor
and the definition of a natural transformation.
Further we show that the affine C-ferential group F -schemes are the group
objects in the category of affine C-ferential F -schemes.
Theorem 10.11. The affine C-ferential group F -schemes are exactly the group
objects of AffCF .
Proof. (i) Let G be a group object of AffCF , that means there exist natural
transformations (of C-ferential F -functors)
mult : G × G → G,
unit : 1AffGrCF → G,
inv : G → G,
such that (G,mult,unit, inv) satisfies the conditions of a group object.
In particular for each C-ferential F -algebra A the quadruple (G(A),multA,
unitA, invA) is a group and the functor G maps C-ferential F -algebra homo-
morphisms to group homomorphisms. It follows that G is an affine C-ferential
group F -scheme.
(ii) On the other hand let G be an affine C-ferential group F -scheme. Obvi-
ously G is an affine C-ferential F -scheme and by definition for each C-ferential
F -algebra A there exist maps
multA : G(A)× G(A)→ G(A),
unitA : 1AffGrCF (A)→ G(A),
invA : G(A)→ G(A),
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such that (G(A),multA,unitA, invA) is a group. Further let B be a C-ferential
F -algebra and let φ : A → B be a C-ferential F -algebra homomorphism with
relating map φ∗ : G(A) → G(B), f 7→ φ ◦ f . Since G is a C-ferential group
F -functor the map φ∗ is a group homomorphism and the following diagram
commutes
G(A)× G(A) multA //
φ∗×φ∗

G(A)
φ∗

G(B)× G(B)
multB
// G(B).
That means multA induces an affine C-ferential F -schemes morphism (a natural
transformation of C-ferential F -functors) mult : G × G → G. Analogously we
get affine C-ferential F -schemes morphisms unit and inv. It is easy to check
that (G,mult,unit, inv) is a group object of AffCF .
Theorem 10.12. The category AffGrCF is dually equivalent to the category
HopfCF .
Proof. By Theorem 9.12, we have a correspondence between the category of
affine C-ferential F -schemes and C-ferential F -algebras. We want to restrict
this correspondence, i.e., we have to show that the Hopf structure corresponds
to the group structure.
Let G be an affine C-ferential group F -scheme. Then by Theorem 10.11, G
is a group object of AffCF , i.e., there exists affine C-ferential group F -scheme
homomorphisms
mult : G × G → G,
unit : 1AffGrCF → G,
inv : G → G,
which satisfies the definition of a group object.
Therefore mult corresponds to a C-ferential F -algebra homomorphism ∆ :
F{G} → F{G}⊗F F{G}; recall that the product of affine C-ferential F -schemes
corresponds to the tensor product of C-ferential F -algebras (Lemma 9.30).
Analogously unit, inv correspond to C-ferential F -algebra homomorphisms  :
F{G} → F , S : F{G} → F{G}. Moreover, the diagrams in the definition of a
group object correspond to the diagrams in the definition of a C-ferential Hopf
F -algebra (Definition 2.29 and Definition 4.27). That means (F{G},m, u,∆,
, S) is a C-ferential Hopf F -algebra. Moreover, the maps mult, unit, inv are
given by (compare with Example 10.3)
multA : G(A)× G(A)→ G(A), (f, g) 7→ mA ◦ (f ⊗ g) ◦∆, (*)
unitA : 1AffGrCF (A)→ G(A), uA 7→ uA ◦ ,
invA : G(A)→ G(A), f 7→ f ◦ S,
for each C-ferential F -algebra (A,mA, uA).
On the other hand let (H,m, u,∆, ) be a C-ferential Hopf F -algebra with cor-
responding affine C-ferential group F -scheme G. Then by (*) we can define
88
affine C-ferential group F -scheme homomorphisms mult, unit, inv and it is easy
to check that (G,mult,unit, inv) is a group object in AffCF . That means G is an
affine C-ferential group F -scheme. Hence by construction we have the required
correspondence for the objects.
Now we consider the morphisms. For this let G(−) ' HomCF (L,−),H(−) '
HomCF (H,−) be affine C-ferential group F -schemes and let φ∗ : G → H be an
affine C-ferential F -scheme morphism, with corresponding C-ferential F -algebra
homomorphism φ : H → L. From above we know that (L,mL, uL,∆L, L, SL)
and (H,mH , uH ,∆H , H , SH) are C-ferential Hopf F -algebras. We have to show
that φ∗ is an affine C-ferential group F -scheme homomorphism if and only if φ
is a C-ferential Hopf F -algebra homomorphism.
Let φ be a C-ferential Hopf F -algebra homomorphism, i.e.,
(φ⊗ φ) ◦∆H = ∆L ◦ φ,
L ◦ φ = H ,
SL ◦ φ = φ ◦ SH .
We know that φ∗ : G(A) → H(A), f 7→ f ◦ φ, for each C-ferential F -algebra
(A,mA, uA). Hence for any f, g ∈ G(A) ∼= HomCF (L,A) we can compute
φ∗(mult(f, g)) = φ∗
(
mA ◦ (f ⊗ g) ◦∆H
)
= mA ◦ (f ⊗ g) ◦∆H ◦ φ
= mA ◦ (f ⊗ g) ◦ (φ⊗ φ) ◦∆L = mA ◦ (f ◦ φ⊗ g ◦ φ) ◦∆L
= mult
(
(f ◦ φ), (g ◦ φ)) = mult(φ∗(f), φ∗(g)),
φ∗(1G(A)) = φ∗(uA ◦ L) = uA ◦ L ◦ φ = uA ◦ H = 1H(A),
φ∗(f−1) = φ∗(f ◦ SH) = f ◦ SH ◦ φ = f ◦ φ ◦ SL = φ∗(f) ◦ SL = φ∗(f)−1.
That means φ∗ is a C-ferential group F -scheme homomorphism.
On the other hand let φ∗ be an affine C-ferential group F -scheme homomor-
phism. For id⊗ 1, 1⊗ id ∈ G(L⊗F L) ∼= HomCF (L,L⊗F L) we have
(φ⊗ φ) ◦∆H = idL⊗FL ◦ (φ⊗ φ) ◦∆H
= mL⊗FL ◦ (id⊗ 1⊗ 1⊗ id) ◦ (φ⊗ φ) ◦∆H
= mL⊗FL ◦
(
[(id⊗ 1) ◦ φ]⊗ [(1⊗ id) ◦ φ]) ◦∆H
= mL⊗FL ◦
(
φ∗(id⊗ 1)⊗ φ∗(1⊗ id)) ◦∆H
= mult
(
φ∗(id⊗ 1), φ∗(1⊗ id))
= φ∗
(
mult
(
id⊗ 1, 1⊗ id))
= φ∗
(
mL⊗FL ◦ (id⊗ 1⊗ 1⊗ id) ◦∆L
)
= mL⊗FL ◦ (id⊗ 1⊗ 1⊗ id) ◦∆L ◦ φ
= idL⊗FL ◦∆L ◦ φ
= ∆L ◦ φ.
Further for 1G(F ) ∈ G(F ) ∼= HomCF (L,F ) and 1H(F ) ∈ H(F ) ∼= HomCF (H,F ) we
have
uF ◦ L ◦ φ = 1G(F ) ◦ φ = φ∗
(
1G(F )
)
= 1H(F ) = uF ◦ H .
where uF = idF is the F -algebra structure map from F . Thus we have L ◦φ =
H .
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Finally, φ is also compatible with the coinverses, i.e., SL◦φ = φ◦SH (see Propo-
sition 4.30). All together, φ is a C-ferential Hopf F -algebra homomorphism.
By the proof of the last theorem we get the following remark, which describes
the group structure of the affine C-ferential group F -schemes.
Remark 10.13. Let G be an affine C-ferential group F -scheme with corre-
sponding C-ferential Hopf F -algebra (F{G},m, u,∆, , S), that means G(−) '
HomCF (F{G},−). Then for each C-ferential F -algebra (A,mA, uA) the group
structure maps of G are given by
multA : G(A)× G(A)→ G(A), (f, g) 7→ mA ◦ (f ⊗ g) ◦∆,
unitA : 1AffGrCF (A)→ G(A), uA 7→ uA ◦ ,
invA : G(A)→ G(A), f 7→ f ◦ S,
For simplicity we often use the following notation.
Notation 10.14. With notation from Remark 10.13, we define
f ∗ g := multA(f, g),
f−1 := invA(f).
Next we show that the product of two affine C-ferential group F -schemes is
again an affine C-ferential group F -scheme.
Proposition 10.15. Let G and H be two affine C-ferential group F -schemes
with corresponding C-ferential Hopf F -algebras (G,mG, uG,∆G, G, SG) and
(H,mH , uH ,∆H , H , SH). Then G×H is an affine C-ferential group F -scheme,
where the group structure is given by
multA : (G ×H)(A)× (G ×H)(A)→ (G ×H)(A),
(f1, f2) 7→ mA ◦ (f1 ⊗ f2) ◦ (id⊗ τ ⊗ id) ◦ (∆G ⊗∆H),
unitA : 1AffGrCF (A)→ (G ×H)(A),
uA 7→ uA ◦m ◦ (G ⊗ H),
invA : (G ×H)(A)→ (G ×H)(A),
f 7→ f ◦ (SG ⊗ SH),
for each C-ferential F -algebra (A,mA, uA). Observe that each element f ∈
(G ×H)(A) is given by f = mA ◦ (g⊗ h) for some g ∈ G(A) and h ∈ H(A) (see
Remark 9.32).
Proof. By Lemma 9.30, G ⊗F H is the C-ferential F -algebra corresponding to
G × H and by Proposition 4.40 we have that G ⊗F H is a C-ferential Hopf
F -algebra. Thus G ×H is an affine C-ferential group F -scheme.
The Hopf structure of G⊗F H is given by
∆G⊗FH = (id⊗ τ ⊗ id) ◦ (∆G ⊗∆H),
G⊗FH = m ◦ (G ⊗ H),
SG⊗FH = SG ⊗ SH .
Thus the assertion follows by Remark 10.13.
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We give a very important example of an affine C-ferential group F -scheme.
Example 10.16. For this example we assume that C is pointed irreducible. Let
F{GLCn } := F{X11, . . . , Xnn,det(Xij)−1} be the C-ferential Hopf F -algebra
from Example 4.43 with structure maps
∆(Xij) =
n∑
l=1
Xil ⊗Xlj ,
(Xij) = δij ,
S(Xij) = (−1)i+j det(X̂ij)
det(X)
,
where X := (Xrs)
n
r,s=1, X̂ij := (Xrs)r 6=i,s6=j and δij is the Kronecker delta.
We denote by GLCn the affine C-ferential group F -scheme which corresponds to
F{GLCn }.
Analogously to the remark about the C-ferential affine n-space (Remark 9.17),
we have the following connection between the C-ferential affine group F -scheme
GLCn and the affine group F -scheme GLn from usual algebraic geometry.
Remark 10.17. Let C be pointed irreducible. Let F [X11, . . . , Xnn,det(Xij)
−1]
be the polynomial F -algebra in n2 variables localized by det(Xij). Further let
GLn be the affine F -scheme which corresponds to F [X11, . . . , Xnn,det(Xij)
−1],
i.e., GLn ' HomF (F [X11, . . . , Xnn,det(Xij)−1],−) (as functors from the cate-
gory of F -algebras to the category of sets).
Now let A be a C-ferential F -algebra. Since C-ferential F -algebra homomor-
phisms are uniquely determinated by their images of the C-generators, we have
that
GLn(A) ∼= HomF (F [X11, . . . , Xnn,det(Xij)−1], A)
∼= HomCF (F{X11, . . . , Xnn,det(Xij)−1}, A) ∼= GLCn (A).
But be careful, this isomorphism is only an isomorphism of sets. In particular,
GLn and GL
C
n are different types of functors which we can not directly compare
with each other; but we have the following:
• If we equip F [X11, . . . , Xnn,det(Xij)−1] with the trivial C-structure we
can consider GLn as C-ferential F -functor and we have GLn 6' GLCn .
• If we forget the C-structure of F{X11, . . . , Xnn,det(Xij)−1} we can con-
sider GLCn as functors from the category of F -algebras to the category of
sets and we have again GLn 6' GLCn .
Further we have the following useful observation.
Remark 10.18. Let C be pointed irreducible and let V be an F -vector space
of dimension n. Then it is easy to check that GLCn ' GLCF (V ) (see Example
10.7). That means in this case GLCF (V ) is an affine C-ferential group F -scheme.
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10.3 Closed C-ferential Subgroup F -Schemes
Definition 10.19. Let G be an affine C-ferential group F -scheme. We call a
closed C-ferential F -subscheme H of G a closed C-ferential subgroup F -
scheme, if H(A) ≤ G(A) is a subgroup for all C-ferential F -algebras A.
Lemma 10.20. Let G be an affine C-ferential group F -scheme with corre-
sponding C-ferential Hopf F -algebra F{G} and let H be a closed C-ferential
F -subscheme of G with defining C-ferential ideal I E F{G}. Then H is a closed
C-ferential subgroup F -scheme of G, if and only if I is a C-ferential Hopf ideal
of F{G}.
Proof. Let H be a closed C-ferential subgroup F -scheme of G. Then H is ob-
viously a C-ferential group F -scheme with corresponding C-ferential Hopf F -
algebra F{G}/I. Further let pi : F{G} → F{G}/I be the natural C-ferential
Hopf F -algebra homomorphism.
(a) Since (pi⊗pi)◦∆F{G} = ∆F{G}/I ◦pi, we get ∆F{G}(I) ⊆ F{G}⊗I+I⊗F{G}.
(b) Since F{G} = F{G}/I ◦ pi, we get F{G}(I) = 0.
(c) Since pi ◦ SF{G} = SF{G}/I ◦ pi, we get SF{G}(I) ⊆ I.
It follows that I is a C-ferential Hopf ideal.
For the converse let I be a C-ferential Hopf ideal and let pi : F{G} → F{G}/I
be the natural map. By Proposition 4.13, F{G}/I has a (unique) C-structure
which makes pi a C-ferential F -algebra homomorphism. Moreover, by [Abe80],
Theorem 4.2.1, F{G}/I has a unique Hopf F -algebra structure which makes pi
a Hopf F -algebra homomorphism. We have to show that the Hopf-structure of
F{G}/I is compatible with the C-structure of F{G}/I. We have
• (pi ⊗ pi) ◦∆F{G} = ∆F{G}/I ◦ pi,
• F{G} = F{G}/I ◦ pi,
• pi ◦ SF{G} = SF{G}/I ◦ pi.
Since pi is surjective and pi,∆F{G}, F{G}, SF{G} commutes with all c ∈ C we get
that ∆F{G}/I , F{G}/I , SF{G}/I also commutes with all c ∈ C.
Thus ∆F{G}/I , F{G}/I , SF{G}/I are C-ferential F -algebra homomorphisms and
it follows that F{G}/I is a C-ferential Hopf F -algebra and pi is a C-ferential
Hopf F -algebra homomorphism.
This lemma directly implies the following remark.
Remark 10.21. The closed C-ferential subgroup F -schemes of G correspond
to the C-ferential Hopf ideals of F{G}.
Definition 10.22. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra. Then
H+ := ker() E H is called the augmentation ideal of H.
Remark 10.23. Let G be an affine C-ferential group F -scheme with corre-
sponding C-ferential Hopf F -algebra (H,m, u,∆, , S). Then the ideal H+ is a
C-ferential Hopf ideal, since it is the kernel of the C-ferential Hopf F -algebra
homomorphism  : H → F .
Moreover, H+ corresponds to the trivial C-ferential subgroup F -scheme 1G of
G, since every C-ferential Hopf ideal of H is contained in H+.
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Lemma 10.24. Let φ∗ : G → H be an affine C-ferential group F -scheme
homomorphism and let U ≤ H be a closed C-ferential subgroup F -scheme. We
can naturally define a closed C-ferential subgroup F -scheme (φ∗)−1(U) of G
by setting (φ∗)−1(U)(A) := (φ∗A)−1(U(A)) for each C-ferential F -algebra A.
Moreover, (φ∗)−1(U) is defined by the ideal of F{G} generated by φ(I(U)).
Proof. Let I E F{G} be the ideal generated by φ(I(U)). By definition we have
that I = φ(I(U)) · F{G}. The ideal I(U) E F{H} is a C-ferential ideal, hence
φ(I(U)) ⊆ F{G} is C-stable. Thus I is a C-ferential ideal (by Proposition 4.15).
By assumption, I(U) is a C-ferential Hopf ideal. Using the fact that φ is a
C-ferential Hopf F -algebra homomorphism, we can compute
∆F{G}(I) = ∆F{G}
(
φ(I(U)) · F{G}
)
= ∆F{G}(φ(I(U))) ·∆F{G}(F{G})
=
(
(φ⊗ φ) ◦∆F{H}(I(U))
)
·∆F{G}(F{G})
⊆
(
(φ⊗ φ)
(
I(U)⊗F F{H}+ F{H} ⊗F I(U)
))
·∆F{G}(F{G})
⊆
(
φ(I(U))⊗F φ(F{H}) + φ(F{H})⊗F φ(I(U))
)
· (F{G} ⊗F F{G})
=
(
φ(I(U)) · F{G}
)
⊗F
(
φ(F{H}) · F{G}
)
+
(
φ(F{H}) · F{G}
)
⊗F
(
φ(I(U)) · F{G}
)
=
(
φ(I(U)) · F{G}
)
⊗F F{G}+ F{G} ⊗F
(
φ(I(U)) · F{G}
)
= I ⊗F F{G}+ F{G} ⊗F I,
F{G}(I) = F{G}(φ(I(U)) · F{G})
= F{G}(φ(I(U))) · F{G}(F{G})
= F{H}(I(U)) · F{G}(F{G})
= 0 · F{G}(F{G}) = 0,
SF{G}(I) = SF{G}
(
φ(I(U)) · F{G}
)
= SF{G}
(
φ(I(U))
)
· SF{G}
(
F{G}
)
= φ(SF{H}(I(U))) · SF{G}
(
F{G}
)
⊆ φ(I(U)) · F{G}
= I.
It follows that I is a C-ferential Hopf ideal. Hence I defines a closed C-ferential
subgroup F -scheme of G.
With Lemma 9.25 we get that (φ∗)−1(U) is the closed C-ferential F -subscheme
of G defined by I. Thus (φ∗)−1(U) is the closed C-ferential subgroup F -scheme
of G defined by I.
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10.4 Closed Normal C-ferential Subgroup F -
Schemes
To consider quotients of affine C-ferential group F -schemes we need somewhat
analogous to normal subgroups. We recall the definition of a normal C-ferential
Hopf ideal.
Remark 10.25. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra and let
I E H be a C-ferential Hopf ideal. We call I a normal C-ferential Hopf
ideal of H, if ∑
(x)
x(1)S(x(3))⊗ x(2) ∈ H ⊗F I
for all x ∈ I, where we have used the Sweedler notation:
(∆⊗ 1) ◦∆(x) = ∑(x) x(1) ⊗ x(2) ⊗ x(3).
Since the C-ferential Hopf ideals correspond to the closed C-ferential subgroup
F -schemes, we make the following definition.
Definition 10.26. Let G be an affine C-ferential group F -scheme and letN be a
closed C-ferential subgroup F -scheme. We callN a closed normal C-ferential
subgroup F -scheme, if the defining ideal of N is a normal C-ferential Hopf
ideal. We denote it by N E G.
The following proposition legitimates our definition of a closed normal C-ferential
subgroup F -scheme.
Proposition 10.27. Let G be an affine C-ferential group F -scheme and let N
be a closed C-ferential subgroup F -scheme of G. Then N is a closed normal C-
ferential subgroup F -scheme if and only if N (A) E G(A) is a normal subgroup,
for each C-ferential F -algebra A.
Proof. Let (H,m, u,∆, , S) be the C-ferential Hopf F -algebra corresponding to
G and let I E H be the defining ideal of N . We have to show that I is a normal
C-ferential Hopf ideal if and only if N (A) E G(A) is a normal subgroup, for
each C-ferential F -algebra A.
For this let φ : H → H⊗FH be the C-ferential F -algebra homomorphism which
were defined by
φ := (m⊗ id) ◦ (id⊗ τ) ◦ (id⊗ id⊗ S) ◦ (∆⊗ id) ◦∆.
Further let φ∗ : G × G → G be the corresponding affine C-ferential F -scheme
morphism. Thus for each C-ferential F -algebra A we have
φ∗A : (G × G)(A)→ G(A),m ◦ (g ⊗ h) 7→ m ◦ (g ⊗ h) ◦ φ.
We compute
m ◦ (g ⊗ h) ◦ φ
= m ◦ (g ⊗ h) ◦ (m⊗ id) ◦ (id⊗ τ) ◦ (id⊗ id⊗ S) ◦ (∆⊗ id) ◦∆
= m ◦ (m⊗ id) ◦ (g ⊗ g ⊗ h) ◦ (id⊗ τ) ◦ (id⊗ id⊗ S) ◦ (∆⊗ id) ◦∆
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= m ◦ (m⊗ id) ◦ (g ⊗ h⊗ g) ◦ (id⊗ id⊗ S) ◦ (∆⊗ id) ◦∆
= m ◦ (m⊗ id) ◦ (g ⊗ h⊗ (g ◦ S)) ◦ (∆⊗ id) ◦∆
= g ∗ h ∗ g−1,
that means φ∗A is the conjugation.
Hence φ(I) ⊆ H ⊗F I is equivalent to φ∗A(G(A) × N (A)) ⊆ N (A) for each
C-ferential F -algebra. Thus I is a normal C-ferential Hopf ideal if and only if
N (A) E G(A) is a normal subgroup, for each C-ferential F -algebra A.
10.5 Commutative Affine C-ferential Group F -
Schemes I
In this short section we give an algebraic definition of a commutative affine C-
ferential group F -scheme and show that with this definition the group structure
is commutative.
Definition 10.28. Let G be an affine C-ferential group F -scheme with corre-
sponding C-ferential Hopf F -algebra (H,m, u,∆, , S). We call G commuta-
tive, if H is cocommutative, i.e., τ ◦∆ = ∆.
Proposition 10.29. Let G be a commutative affine C-ferential group F -scheme
with corresponding C-ferential Hopf F -algebra (H,m, u,∆, , S). Further let
(A,mA, uA) be a C-ferential F -algebra. Then
(i) g ∗ f = f ∗ g for all g, f ∈ G(A).
(ii) Each C-ferential Hopf ideal of H is a normal C-ferential Hopf ideal. In
particular, each closed C-ferential subgroup F -scheme of G is a normal
closed C-ferential subgroup F -scheme.
Proof. (i) We compute
g ∗ f = mA ◦ (g ⊗ f) ◦∆ = mA ◦ (f ⊗ h) ◦ τ ◦∆ = mA ◦ (f ⊗ g) ◦∆ = f ∗ g.
(ii) Let I E H be a C-ferential Hopf ideal and let x ∈ I be arbitrary. We
compute
(m⊗ id) ◦ (id⊗ τ) ◦ (id⊗ id⊗ S) ◦ (∆⊗ id) ◦∆(I)
= (m⊗ id) ◦ (id⊗ S ⊗ id) ◦ (id⊗ τ) ◦ (id⊗∆) ◦∆(I)
= (m⊗ id) ◦ (id⊗ S ⊗ id) ◦ (id⊗∆) ◦∆(I)
= (m⊗ id) ◦ (id⊗ S ⊗ id) ◦ (∆⊗ id) ◦∆(I)
⊆ ((u ◦ )⊗ id)(H ⊗F I + I ⊗F H)
⊆ H ⊗F I,
that means I is a normal C-ferential Hopf ideal.
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Chapter 11
Faithful Flatness and
Closed Embeddings
In this chapter we explain faithful flatness, which is a useful algebraic tool. Fur-
ther we consider closed embeddings, which have similar properties as injective
group homomorphisms.
Throughout the whole chapter let k be a field, let F be a C-ferential field and
let C be a cocommutative k-coalgebra with specified element 1C , such that
∆C(1C) = 1C ⊗ 1C and C(1C) = 1.
11.1 Faithful Flatness
In this technical section we give a short overview about faithful flatness. All
results of this section were taken from [Wat79, Chapter 13].
We begin with some definitions.
Definition 11.1. Let R be a ring and let M be an R-module. We call M flat
(over R), if the tensor product functor
−⊗RM : ModR →ModR, A 7→ A⊗RM
is exact.
Remark 11.2. Obviously, M is flat over R, if and only if for each injective
R-module homomorphism φ : N → N ′, the induced homomorphism (φ⊗ idM ) :
N ⊗RM → N ′ ⊗RM is injective.
Definition 11.3. Let R be a ring and let M be an R-module. We call M
faithfully flat (over R), if each R-module homomorphism φ : N → N ′ is
injective if and only if (φ⊗ idM ) : N ⊗RM → N ′ ⊗RM is injective.
Remark 11.4. Each faithfully flat R-module is also a flat R-module.
Definition 11.5. We call a ring homomorphism R→ T (faithfully) flat, if T
is (faithfully) flat over R.
The following theorem gives a characterization of faithful flatness.
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Theorem 11.6. Let R→ T be a flat ring homomorphism. Then the following
are equivalent:
(i) M →M ⊗R T, m 7→ m⊗ 1 is injective for each R-module M .
(ii) M ⊗R T = 0 implies M = 0, for each R-module M .
(iii) T is faithfully flat over R.
Proof. [Wat79, Theorem 13.1].
The theorem above implies directly the following corollary.
Corollary 11.7. Let φ : R→ T be a faithfully flat ring homomorphism. Then
φ is injective and R can be viewed as subring of T .
Proof. Theorem 11.6.
For C-ferential Hopf F -algebras we have the following useful theorem.
Theorem 11.8. Let H be a C-ferential Hopf F -algebra and let L ⊆ H be a
C-ferential Hopf F -subalgebra. Then H is faithfully flat over L.
Proof. By forgetting the C-structure, H is also a usual Hopf F -algebra and L is
also a usual Hopf F -subalgebra. Thus the assertion follows by [Wat79, Theorem
14.1].
11.2 Closed Embeddings
In this section we consider closed embeddings and show some useful results
about them. First we give the definition of a closed embedding.
Definition 11.9. An affine C-ferential group F -scheme homomorphism ι∗ :
G → H is called closed embedding, if the corresponding C-ferential Hopf
F -algebra homomorphism ι : F{H} → F{G} is surjective.
Remark 11.10. One can also define closed embeddings for affine C-ferential
F -scheme morphisms.
We give a simple example of a closed embedding.
Example 11.11. Let G be an affine C-ferential group F -scheme with corre-
sponding C-ferential F -algebra F{G}. Further let U ≤ G be a closed C-ferential
subgroup F -scheme with corresponding C-ferential Hopf ideal I E F{G}. Let
ι : F{G} → F{G}/I be the natural C-ferential F -algebra homomorphism. Of
course ι is surjective and ι∗ : U → G is a closed embedding.
More explicitly, for each C-ferential F -algebra B the map
ι∗B : U(B)→ G(B), u 7→ u ◦ ι,
is injective.
The next proposition justifies the name “closed embedding”.
Proposition 11.12. Let ι∗ : G → H be a closed embedding. Then G is isomor-
phic to a closed C-ferential subgroup F -scheme of H.
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Proof. Let ι : F{H} → F{G} be the corresponding C-ferential Hopf F -algebra
homomorphism. By Theorem 4.39 we have that the kernel of ι is a C-ferential
Hopf ideal of F{H} and ι induces the following isomorphism of C-ferential Hopf
F -algebras
ι : F{H}/ker(ι) ∼=−→ F{G}.
Thus G is isomorphic to the closed C-ferential subgroup F -scheme of H, which
corresponds to the C-ferential Hopf ideal ker(ι) E F{H}.
Next we show that affine C-ferential group F -scheme homomorphisms with
trivial kernel are closed embeddings.
Definition 11.13. Let φ∗ : G → H be an affine C-ferential group F -scheme
homomorphism. We call the kernel of φ∗ trivial, if ker(φ∗A) is trivial for each
C-ferential F -algebra A, i.e., ker(φ∗A) = {1G(A)}.
Theorem 11.14. Let φ∗ : G → H be an affine C-ferential group F -scheme
homomorphism. If ker(φ∗) is trivial, then φ∗ is a closed embedding.
Proof. (Following [Wat79, Theorem 15.3] with C-ferential modifications) Let
φ : F{H} → F{G} be the C-ferential Hopf F -algebra homomorphism corre-
sponding to φ∗. The kernel of φ is a C-ferential Hopf ideal and thus let U be
the closed C-ferential subgroup F -scheme of H, which corresponds to ker(φ),
i.e., F{U} = F{H}/ker(φ). Further let pi : F{H} → F{U} be the the natural
C-ferential Hopf F -algebra homomorphism. By Theorem 4.39, there exists an
injective C-ferential Hopf F -algebra homomorphism φ : F{U} → F{G}, such
that φ ◦ pi = φ.
Since φ : F{U} → F{G} is an injective C-ferential Hopf F -algebra homomor-
phism we can assume by Theorem 11.8, that F{G} is faithfully flat over F{U}.
Let φ
∗
: G → U be the affine C-ferential group F -scheme homomorphism corre-
sponding to φ. For each C-ferential F -algebra (A,mA, uA) we have the following
maps
φ∗A : G(A)→ H(A), [ϕ : F{G} → A] 7→ [ϕ ◦ φ : F{H} → A],
φ
∗
A : G(A)→ U(A), [ϕ : F{G} → A] 7→ [ϕ ◦ φ : F{U} → A].
Next we show that the kernel of φ
∗
is trivial. For this let ϕ ∈ ker(φ∗A) be
arbitrary, that means ϕ ◦ φ = 1U(A) = uA ◦ F{U}. Now we compute
ϕ ◦ φ = ϕ ◦ φ ◦ pi = uA ◦ F{U} ◦ pi = uA ◦ F{H} = 1H(A).
That means ϕ ∈ ker(φ∗A) and since ker(φ∗A) is trivial, we obtain ϕ = 1G(A).
Hence the kernel of φ
∗
is also trivial.
Now we consider the two natural maps
ψ1 : F{G} → F{G} ⊗F{U} F{G}, x 7→ x⊗ 1,
ψ2 : F{G} → F{G} ⊗F{U} F{G}, x 7→ 1⊗ x.
Obviously, we have
ψi ∈ HomCF (F{G}, F{G} ⊗F{U} F{G}) ∼= G
(
F{G} ⊗F{U} F{G}
)
,
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and hence
ψi ◦ φ ∈ HomCF (F{U}, F{G} ⊗F{U} F{G}) ∼= U
(
F{G} ⊗F{U} F{G}
)
,
for i = 1, 2.
Further by definition we have that ψ1 ◦ φ = ψ2 ◦ φ and since the kernel of
φ
∗
F{G}⊗F{UF{G} is trivial, we obtain that ψ1 = ψ2.
Since φ : F{U} → F{G} is faithfully flat, we have that F{U} is the largest
set on which ψ1 = ψ2 holds. This implies that φ(F{U}) = F{G} and hence
im(φ) = im(φ) = F{G}, i.e., φ is surjective.
100
Chapter 12
Linear C-ferential
Representations
In the usual group theory a linear representation of a group G is a group ho-
momorphism G → GLF (V ), where V is an F -vector space. We define our
representations in a similar way and show that this representations correspond
to comodule structures.
Throughout the whole chapter let k be a field, let F be a C-ferential field and
let C be a cocommutative k-coalgebra with specified element 1C , such that
∆C(1C) = 1C ⊗ 1C and C(1C) = 1.
12.1 Group Actions
First we define a group action of a C-ferential group F -functor on a C-ferential
F -functor.
Definition 12.1. Let G be a C-ferential group F -functor and let X be a C-
ferential F -functor. A (left) group action of G on X is a natural transforma-
tion of C-ferential F -functors
α : G×X → X,
such that for each C-ferential F -algebra A the map αA : G(A)×X(A)→ X(A)
is a (left) action of the group G(A) on the set X(A).
Analogously we define a right group action.
Obviously we have the following examples.
Example 12.2. Let G be an affine C-ferential group F -scheme.
(i) G acts on G by left (or right) multiplication.
(ii) G acts on G by conjugation.
12.2 Linear C-ferential Representations
In this section we define linear C-ferential representations, but we have to be
careful since GLCF (V ) is in general only a C-ferential group F -functor and not
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an affine C-ferential group F -scheme. Only if C is pointed irreducible and the
F -vector space V is finite dimensional, we know that GLCF (V ) ' GLn(F ) is an
affine C-ferential group F -scheme.
Further we show that our representations correspond to comodule structures.
Remark 12.3. Let V be a F -vector space. We consider the C-ferential F -
functor X, which is defined by
X : AlgCF → Sets, A 7→ V ⊗F A,
X(φ) : X(B1)→ X(B2), v ⊗ b1 7→ v ⊗ φ(b1),
for each C-ferential F -algebra homomorphism φ : B1 → B2.
Let G be an affine C-ferential group F -scheme and let
α : G ×X → X
be a group action of G on X. Further we assume that for each C-ferential
F -algebra A and each g ∈ G(A) the induced map αg : X(A)→ X(A) is F ⊗F A-
linear.
Such a group action α corresponds to a natural transformation of C-ferential
group F -functors
Φ : G → GLCF (V ),
where GLCF (V ) = Aut
C
F (V ) is the C-ferential group F -functor from Example
10.7.
Motivated by the remark above we make the following definition.
Definition 12.4. Let G be an affine C-ferential group F -scheme. We call a
tuple (Φ, V ) a linear C-ferential representation of G, if V is an F -vector
space and Φ : G → GLCF (V ) is a natural transformation of C-ferential group
F -functors.
If in addition V is finite dimensional, we call (Φ, V ) a finite dimensional
linear C-ferential representation.
For finite dimensional linear C-ferential representations we have the following
remark.
Remark 12.5. Let C be pointed irreducible. Assume that in Definition 12.4
the F -vector space V has dimension n. Then we have that GLCF (V ) ' GLCn
is an affine C-ferential group F -scheme and Φ is an affine C-ferential group
F -scheme homomorphism.
The next theorem shows that linear C-ferential representations correspond to
comodule structures.
Theorem 12.6. Let G be an affine C-ferential group F -scheme with correspond-
ing C-ferential Hopf F -algebra (H,m, u,∆, , S). Further let V be an F -vector
space. Then the linear C-ferential representations G → GLCF (V ) correspond to
the C-ferential H-comodule structure maps V → V ⊗F H.
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Proof. (Following [Wat79, Theorem 3.2] with C-ferential modifications) Let Φ :
G → GLF (V ) be a linear C-ferential representation. We consider the element
idH ∈ G(H). If we apply Φ to idH we get an F ⊗F H-linear map Φ(idH) :
V ⊗F H → V ⊗F H, which is uniquely determined by the C-ferential F -module
homomorphism ρ := Φ(idH)|V : V → V ⊗F H. Further since Φ is a natural
transformation the following diagram commutes for each C-ferential F -algebra
A and each g ∈ G(A):
V ⊗F H
Φ(idH)//
id⊗g

V ⊗F H
id⊗g

V ⊗F A
Φ(g)
// V ⊗F A,
Thus we have
Φ(g)|V = (idV ⊗ g) ◦ ρ. (1)
Hence Φ(g) is uniquely determined by ρ.
On the other hand, each C-ferential F -module homomorphism ρ : V → V ⊗F A
defines via the formula (1) an affine C-ferential group F -scheme homomorphism
Φ : G → GLCF (V ).
We have to show that under this correspondence ρ defines a C-ferential H-
comodule structure if and only if Φ is a natural transformation of C-ferential
group F -functors.
(i) Let A be a C-ferential F -algebra and let g, h ∈ G(A) be arbitrary. Then
Φ(g) ◦ Φ(h)
=
(
(id⊗m) ◦ (id⊗ g ⊗ id) ◦ (ρ⊗ id)
)
◦
(
(id⊗m) ◦ (id⊗ h⊗ id) ◦ (ρ⊗ id)
)
= (id⊗m) ◦ (id⊗m⊗ id) ◦ (id⊗ g ⊗ h⊗ id) ◦ (ρ⊗ id⊗ id) ◦ (ρ⊗ id)
and
Φ(g ∗ h) = (id⊗m) ◦ (id⊗ g ∗ h⊗ id) ◦ (ρ⊗ id)
= (id⊗m) ◦ (id⊗
(
m ◦ (g ⊗ h) ◦∆
)
⊗ id) ◦ (ρ⊗ id)
= (id⊗m) ◦ (id⊗m⊗ id) ◦ (id⊗ g ⊗ h⊗ id) ◦ (id⊗∆⊗ id) ◦ (ρ⊗ id).
Thus we have Φ(g) ◦ Φ(h) = Φ(g ∗ h), if and only if (id⊗∆) ◦ ρ = (ρ⊗ id) ◦ ρ.
(ii) Let (A,mA, uA) be a C-ferential F -algebra and let e ∈ G(A) be the unit.
Then
Φ(e) = Φ(uA ◦ ) = (id⊗m) ◦ (id⊗
(
uA ◦ 
)⊗ id) ◦ (ρ⊗ id)
= (id⊗m) ◦ (id⊗ uA ⊗ id) ◦ (id⊗ ⊗ id) ◦ (ρ⊗ id)
Thus Φ(e) = id if and only if m ◦ (id⊗ uA) ◦ (id⊗ ) ◦ ρ is an isomorphism.
By (i) and (ii) we have that Φ is a linear C-ferential representation if and only
if ρ defines a C-ferential H-comodule structure.
The next example shows that for each affine C-ferential group F -scheme there
exists a linear C-ferential representation.
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Example 12.7. Let G be an affine C-ferential group F -scheme with correspond-
ing C-ferential Hopf F -algebra (H,m, u,∆, , S). Then (H,∆) is a C-ferential
H-comodule. Thus by Theorem 12.6, there exists a linear C-ferential represen-
tation G → GLCF (H). We call this the regular C-ferential representation
of G.
In general this representation is not finite dimensional. Thus it is an inter-
esting question under which conditions there exists a finite dimensional linear
C-ferential representation. In the next chapter we give a sufficient condition for
which a finite dimensional linear C-ferential representation exists.
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Chapter 13
Finitely C-Generated Affine
C-ferential Group
F -Schemes
In this chapter we consider a very important class of affine C-ferential group F -
schemes, the so-called finitely C-generated affine C-ferential group F -scheme.
We show that each affine C-ferential group F -schemes can be “covered” by
finitely C-generated affine C-ferential group F -schemes and further we show
that if C is pointed irreducible every finitely C-generated affine C-ferential group
F -scheme can be embedded into the GLCn , for a suitable n ∈ N.
Throughout the whole chapter let k be a field, let F be a C-ferential field and
let C be a cocommutative k-coalgebra with specified element 1C , such that
∆C(1C) = 1C ⊗ 1C and C(1C) = 1.
13.1 Covering by Finitely C-Generated Affine
C-ferential Group F -Schemes
In this section we show that each affine C-ferential group F -scheme is the inverse
limit of finitely C-generated affine C-ferential group F -schemes. We first give
the definition of a finitely C-generated affine C-ferential group F -scheme.
Definition 13.1. Let G be an affine C-ferential group F -scheme. We call
G finitely C-generated, if F{G} is finitely C-generated (as C-ferential F -
algebra).
Now we show that each C-ferential Hopf F -algebra is a direct limit of finitely
C-generated C-ferential Hopf F -algebras.
Lemma 13.2. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra and let
further a1, . . . , an ∈ H. Then the C-ferential Hopf F -subalgebra generated by
a1, . . . , an is finitely C-generated (as C-ferential F -algebra).
Proof. Let (D,∆, ) be the C-ferential F -subcoalgebra of H which is C-
generated by a1, . . . , an. Then by Theorem 4.26, D is finitely C-generated (as
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C-ferential F -module). Since D is in general not stable under S we consider
W := S(D) ⊆ H. The map S is a C-ferential F -algebra homomorphism, thus
W is a finitely C-generated C-ferential F -submodule of H. We compute
∆(W ) = ∆(S(D)) = τ((S ⊗ S)(∆(D)))
and thus
∆(W ) ⊆ τ((S ⊗ S)(D ⊗F D)) = τ(S(D)⊗F S(D)) = τ(W ⊗F W ) = W ⊗F W.
Hence
∆(D +W ) ⊆ ∆(D) + ∆(W ) ⊆ (D +W )⊗F (D +W ),
so D+W is a finitely C-generated C-ferential F -subcoalgebra of H. Moreover,
D +W is stable under S, since
S(D +W ) = S(D) + S(W ) ⊆W + S(S(D)) ⊆W +D.
Now let b1, . . . , bm be C-generators of V := D+W (as C-ferential a F -module)
and let A := F{b1, . . . , bm} be the C-ferential F -subalgebra of H which is C-
generated by b1, . . . , bm.
First we show that (A,m,∆, , S) is a C-ferential Hopf F -subalgebra of H.
By definition V ⊆ A and hence ∆(bi) ∈ ∆(V ) ⊆ V ⊗F V ⊆ A ⊗F A for
i = 1, . . . ,m. Further A ⊗F A is a C-ferential F -subalgebra of H ⊗F H.
Thus ∆|A is a C-ferential F -algebra homomorphism. Therefore we get ∆(A) =
F{∆(b1), . . . ,∆(bm)} ⊆ A⊗F A.
Analogously, since S(bi) ∈ S(V ) ⊆ V ⊆ A and S|A is a C-ferential F -algebra
homomorphism, we have that S(A) ⊆ A.
It follows that A is a C-ferential Hopf F -subalgebra of H and A is finitely C-
generated (as C-ferential F -algebra).
Finally we show that A is the smallest C-ferential Hopf F -subalgebra of H con-
taining a1, . . . , an. For this let L be an arbitrary C-ferential Hopf F -subalgebra
of H containing a1, . . . , an. By definition D is the smallest C-ferential F -
subcoalgebra of H containing a1, . . . , an, hence D ⊆ L. Further L is sta-
ble under S, thus W = S(D) ⊆ L. It follows that V = D + W ⊆ L and
hence b1, . . . bm ∈ L. Therefore, A ⊆ L, since A is the smallest C-ferential
F -subalgebra of H which contains b1, . . . bm.
Theorem 13.3. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra. Then
H is a direct limit of finitely C-generated C-ferential Hopf F -subalgebras of H.
Proof. It suffice to show that every finite subset of H is contained in a finitely
C-generated C-ferential Hopf F -subalgebra of H. This was done in Lemma
13.2.
This theorem implies that each affine C-ferential group F -schemes is the inverse
limit of finitely C-generated affine C-ferential group F -schemes.
Corollary 13.4. Let G be an affine C-ferential group F -scheme. Then G is an
inverse limit of finitely C-generated affine C-ferential group F -schemes.
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Proof. Let H be the C-ferential Hopf F -algebra corresponding to G. By The-
orem 13.3, H is the direct union of finitely C-generated C-ferential Hopf F -
subalgebras Hα. Let Gα be the affine C-ferential group F -schemes which corre-
spond to Hα. By definition Gα are finitely C-generated affine C-ferential group
F -schemes. Let A be a C-ferential F -algebra and let g ∈ G(A), that means
g : H → A is a C-ferential F -algebra homomorphism. It is easy to check
that g induces a compatible family of C-ferential F -algebra homomorphisms
gα : Hα → A.
On the other hand each compatible family of C-ferential F -algebra homomor-
phisms gα : Hα → A induces a C-ferential F -algebra homomorphism g : H → A,
since H is the direct union of the Hα.
13.2 Representations of Finitely C-Generated
Affine C-ferential Group F -Schemes
In this section we show that if C is pointed irreducible every finitely C-generated
affine C-ferential group F -scheme is isomorphic to a closed C-ferential subgroup
F -scheme of GLCn , for a suitable n ∈ N. The proofs of this section follow [Wat79,
Section 3.3 and 3.4] with C-ferential modifications.
First we show that each C-ferential H-comodule M is a direct limit of finitely
C-generated C-ferential H-subcomodules.
Lemma 13.5. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra and let
(M,ρ) be a C-ferential H-comodule. Further let W ⊆ M be a finitely C-
generated F -module. Then there exists a C-ferential H-subcomodule V of M ,
which is finitely C-generated as F -module and W ⊆ V ⊆M .
Proof. Let x ∈ M be arbitrary and let B be a basis of H as F -vector space.
Then there exist some ai ∈M, bi ∈ B, such that
ρ(x) =
n∑
i=1
ai ⊗ bi.
Further, there exist some cij ∈ H, bj ∈ B, such that
∆(bi) =
mi∑
j=1
cij ⊗ bj ,
observe that w.l.o.g. mi ≥ n.
By the definition of a C-ferential H-comodule we have (id⊗∆)◦ρ = (ρ⊗ id)◦ρ.
Now we compute
(id⊗∆) ◦ ρ(x) = (id⊗∆)( n∑
i=1
ai ⊗ bi
)
=
n∑
i=1
ai ⊗
( mi∑
j=1
cij ⊗ bj
)
,
(ρ⊗ id) ◦ ρ(x) = (ρ⊗ id)( n∑
i=1
ai ⊗ bi
)
=
n∑
i=1
ρ(ai)⊗ bi.
Therefore we get
n∑
i=1
mi∑
j=1
ai ⊗ cij ⊗ bj =
n∑
j=1
ρ(aj)⊗ bj .
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By comparing the coefficients of bj and by using that mi ≥ n, we have
ρ(aj) =
n∑
i
ai ⊗ cij .
Let Vx be the C-ferential F -module, which is C-generated by x, a1, . . . , an. Since
ρ(x) ∈ Vx ⊗F H and ρ(ai) ∈ Vx ⊗F H, it follows that ρ(Vx) ⊆ Vx ⊗F H.
Altogether, for each x ∈M there exists there exists a C-ferentialH-subcomodule
Vx of M , which is finitely C-generated as F -module and x ∈ Vx ⊆M .
Now let w1, . . . , wr ∈W be C-generators of W . Then for each wi there exists a
C-ferential H-subcomodule Vi of M , which is finitely C-generated as F -module
and wi ∈ Vi ⊆ M . Hence V :=
∑r
i=1 Vi is a finitely C-generated C-ferential
F -module, such that W ⊆ V ⊆M . Moreover,
ρ(V ) = ρ(
n∑
i=1
Vi) =
n∑
i=1
ρ(Vi) ⊆
n∑
i=1
(Vi ⊗F H) ⊆
( n∑
i=1
Vi
)⊗F H = V ⊗F H,
i.e., V is a C-ferential H-subcomodule of M .
This gives us directly the following desired statement.
Theorem 13.6. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra and let
(M,ρ) be a C-ferential H-comodule. Then M is a direct union of finitely C-
generated C-ferential H-subcomodules of M .
Proof. It suffice to show that every finite subset of M is contained in a finitely
C-generated C-ferential H-subcomodule of H. This is done by Lemma 13.5.
We need a very similar result as in Lemma 13.5.
Lemma 13.7. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra and let
(M,ρ) be an H-comodule. Further let W ⊆M be a finite dimensional F -vector
space. Then there exists an H-subcomodule V of M , which is finite dimensional
and contains W .
Proof. Let x ∈ M be arbitrary and let B be a basis of H as F -vector space.
Then there exist some ai ∈M, bi ∈ B, such that
ρ(x) =
n∑
i=1
ai ⊗ bi.
Further, there exist some cij ∈ H, bj ∈ B, such that
∆(bi) =
mi∑
j=1
cij ⊗ bj ,
observe that w.l.o.g. mi ≥ n.
By the definition of an H-comodule we have (id⊗∆) ◦ ρ = (ρ⊗ id) ◦ ρ. Now we
compute
(id⊗∆) ◦ ρ(x) = (id⊗∆)( n∑
i=1
ai ⊗ bi
)
=
n∑
i=1
ai ⊗
( mi∑
j=1
cij ⊗ bj
)
,
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(ρ⊗ id) ◦ ρ(x) = (ρ⊗ id)( n∑
i=1
ai ⊗ bi
)
=
n∑
i=1
ρ(ai)⊗ bi.
Therefore we get
n∑
i=1
mi∑
j=1
ai ⊗ cij ⊗ bj =
n∑
j=1
ρ(aj)⊗ bj .
By comparing the coefficients of bj and by using that mi ≥ n, we have
ρ(aj) =
n∑
i
ai ⊗ cij .
Let Vx be the F -vector space, which is generated by x, a1, . . . , an. Since ρ(x) ∈
Vx ⊗F H and ρ(ai) ∈ Vx ⊗F H, it follows that ρ(Vx) ⊆ Vx ⊗F H.
Altogether, for each x ∈ M there exists there exists an H-subcomodule Vx of
M , which is finite dimensional and x ∈ Vx ⊆M holds.
Now let w1, . . . , wr ∈ W be C-generators of W . Then for each wi there exists
an H-subcomodule Vi of M , which is finite dimensional and wi ∈ Vi ⊆ M
holds. Hence V :=
∑r
i=1 Vi is a finite dimensional F -vector space, such that
W ⊆ V ⊆M . Moreover,
ρ(V ) = ρ(
n∑
i=1
Vi) =
n∑
i=1
ρ(Vi) ⊆
n∑
i=1
(Vi ⊗F H) ⊆
( n∑
i=1
Vi
)⊗F H = V ⊗F H,
i.e., V is an H-subcomodule of M .
Now we can show that if C is pointed irreducible every finitely C-generated
affine C-ferential group F -scheme can be embedded into some GLCn .
Theorem 13.8. Let C be pointed irreducible and let G be a finitely C-generated
affine C-ferential group F -scheme. Then there exists a closed embedding G →
GLCn , for some n ∈ N.
That means G is isomorphic to a closed C-ferential subgroup F -scheme of GLCn .
Proof. Since G is finitely C-generated, the corresponding C-ferential Hopf F -
algebra (F{G},m, u,∆, , S) is finitely C-generated as C-ferential F -algebra by
some elements b1, . . . , bm ∈ F{G}. If we consider (F{G},∆) as F{G}-comodule,
we get by Lemma 13.7 that there exists an H-subcomodule V of F{G}, which
is finite dimensional and {b1, . . . , bm} ⊆ V ⊆ F{G} holds. Let v1, . . . , vn be a
basis of V . Then we have
∆(vi) =
n∑
j=1
vj ⊗ aji,
for some aji ∈ F{G} and we define a C-ferential F -algebra homomorphism
φ : F{X11, . . . , Xnn,det(Xij)−1} → F{G}, Xji 7→ aji.
Like in Example 10.16, we consider F{GLCn } := F{X11, . . . , Xnn,det(Xij)−1} as
C-ferential Hopf F -algebra with structure mapsmGLCn , uGLCn ,∆GLCn , GLCn , SGLCn .
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Next we show that φ is a C-ferential Hopf F -algebra homomorphism. It is clear
that φ is a C-ferential F -algebra homomorphism. Further by the definition of
a C-ferential Hopf F -algebra we have (id⊗∆) ◦∆ = (∆⊗ id) ◦∆. We compute
(id⊗∆) ◦∆(vi) = (id⊗∆)
( n∑
j=1
vj ⊗ aji
)
=
n∑
j=1
vj ⊗∆(aji),
(∆⊗ id) ◦∆(vi) = (∆⊗ id)
( n∑
j=1
vj ⊗ aji
)
=
n∑
j=1
n∑
l=1
vl ⊗ alj ⊗ aji.
Therefore we get
n∑
j=1
vj ⊗∆(aji) =
n∑
j=1
n∑
l=1
vj ⊗ ajl ⊗ ali.
By comparing the coefficients of vj we have
∆(aji) =
n∑
l=1
ajl ⊗ ali.
Hence
(φ⊗ φ)(∆GLCn (Xji)) = (φ⊗ φ)( n∑
l=1
Xjl ⊗Xli
)
=
n∑
l=1
ajl ⊗ ali
= ∆(aji) = ∆(φ(Xji)),
i.e., φ is compatible with the comultiplications.
Further, by the definition of a C-ferential Hopf F -algebra we have id = m◦(id⊗
) ◦∆. We compute
vi = id(vi) = m ◦ (id⊗ ) ◦∆(vi) = m ◦ (id⊗ )
( n∑
j=1
vj ⊗ aji
)
=
n∑
j=1
vj · (aji).
Therefore we get
vi =
n∑
j=1
vj · (aji).
By comparing the coefficients of vj we have
(aji) = δji.
Hence
GLCn (Xji) = δji = (aji) =  ◦ φ(Xji),
i.e., φ is compatible with the counits.
Thus φ is a C-ferential F -coalgebra homomorphism and a C-ferential F -algebra
homomorphism. It follows that φ is also a C-ferential Hopf F -algebra homo-
morphism (i.e., φ ◦ SGLCn = S ◦ φ, see Proposition 4.30).
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Next we show that φ is surjective. By the definition of a C-ferential Hopf F -
algebra we have for i = 1, . . . , n
vi = id(vi) = (m ◦ (⊗ id) ◦∆)(vi) =
n∑
j=1
(vj) · aji ∈ im(φ).
Thus V ⊆ im(φ) and since V contains b1, . . . , bm, we get that im(φ) = F{G}.
In other words φ is surjective and the corresponding affine C-ferential group
F -scheme homomorphism φ∗ : G → GLCn is a closed embedding.
The following corollary shows that the closed embedding from the theorem above
can be restricted to closed C-ferential subgroup F -schemes.
Corollary 13.9. Let C be pointed irreducible. Let G be a finitely C-generated
affine C-ferential group F -scheme and let U be a closed C-ferential subgroup
F -scheme of G. Then there exists a closed embedding U → GLCn , for some
n ∈ N.
Proof. By Theorem 13.8 there exists a closed embedding G → GLCn and a cor-
responding surjective C-ferential Hopf F -algebra homomorphism F{GLCn } 
F{G}.
Let I(U) E F{G} be the defining ideal of U , that means that F{G}/I(U) is
the C-ferential Hopf F -algebra corresponding to U . This induces the following
surjective C-ferential Hopf F -algebra homomorphism
F{GLCn } F{G} F{G}/I(U).
Thus the corresponding affine C-ferential group F -scheme homomorphism U →
GLCn is a closed embedding.
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Chapter 14
Quotients of Affine
C-ferential Group
F -Schemes
Like quotients in the category of groups, we define our quotients by a universal
property. With this definition we show that a quotient of an affine C-ferential
group F -scheme by a closed normal C-ferential subgroup F -scheme always ex-
ists and is uniquely determined. Further we show under which conditions the
quotient is finitely C-generated.
Throughout the whole chapter let k be a field, let F be a C-ferential field and
let C be a cocommutative k-coalgebra with specified element 1C , such that
∆C(1C) = 1C ⊗ 1C and C(1C) = 1.
14.1 Normal C-ferential Hopf Ideals and C-
ferential Hopf F -Subalgebras
By [Tak72] there is a correspondence between the normal Hopf ideals of a Hopf
F -algebra H and the Hopf F -subalgebras of H. In this section we show that
such a correspondence holds also in the C-ferential setting.
Definition 14.1. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra and let
I E H be a normal C-ferential Hopf ideal. Then we define
H(I) := {a ∈ H | ∆(a)− (a⊗ 1) ∈ H ⊗F I}.
Observe that this definition is a special case of Definition 6.11.
Next we show some properties of H(I).
Proposition 14.2. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra and
let I E H be a normal C-ferential Hopf ideal. Then
(i) H(I) = {a ∈ H | ∆(a)− (a⊗ 1) ∈ H ⊗F I} = {a ∈ H | ∆(a)− (1⊗ a) ∈
I ⊗F H},
(ii) H(I) is a C-ferential Hopf F -subalgebra of H,
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(iii) H(I) is the largest C-ferential Hopf F -subalgebra of H such that H(I)+ ⊆
I, where H(I)+ := ker(|H(I)),
(iv) H(I)+H = I. Moreover, H(I) is the only C-ferential Hopf F -subalgebra
of H with this property,
(v) the inclusion map i : H(I)→ H satisfies the following universal property:
For every C-ferential Hopf F -algebra homomorphism ψ : H ′ → H such
that ψ(H ′+) ⊆ I, exists a unique C-ferential Hopf F -algebra homomor-
phism φ : H ′ → H(I) such that i ◦ φ = ψ.
Proof. (i) By forgetting the C-structure H is also a Hopf F -algebra and I is
also a normal Hopf ideal, the assertion follows by [Tak72, Lemma 4.4].
(ii) Also by [Tak72, Lemma 4.4], it follows that H(I) is a Hopf F -subalgebra of
H. Hence we only need to show that H(I) is C-stable. For this let a ∈ H(I)
and c ∈ C be arbitrary. Then we compute
∆(c(a))− c(a)⊗ 1 = c(∆(a))− c(a⊗ 1)
= c(∆(a)− a⊗ 1) ∈ H ⊗F I,
since H ⊗F I is a C-stable subset of the C-ferential F -algebra H ⊗F H. This
implies that c(a) ∈ H(I).
(iii) From [Tak72, Lemma 4.7], we have that H(I) is the largest Hopf F -
subalgebra of H such that H(I)+ ⊆ I. Since H(I) is also a C-ferential Hopf
F -subalgebra of H, the assertion follows.
(iv) Also by [Tak72, Section 4], we have that H(I)+H = I and by [Tak72,
Theorem 4.3], we get that H(I) is the only Hopf F -subalgebra of H with this
property. Hence H(I) is the only C-ferential Hopf F -subalgebra of H with this
property.
(v) For the universal property let ψ : H ′ → H be a C-ferential Hopf F -algebra
homomorphism such that ψ(H ′+) ⊆ I. Then ψ(H ′) is a C-ferential Hopf F -
subalgebra of H (Theorem 4.39) and ψ(H ′)+ = ψ(H ′+) ⊆ I. Since H(I) is the
largest C-ferential Hopf F -subalgebra of H such that H(I)+ ⊆ I, we have that
ψ(H ′) ⊆ H(I), i.e., ψ factors uniquely through i.
Now we show that there is a correspondence between the normal C-ferential
Hopf ideals and the C-ferential Hopf F -subalgebras.
Theorem 14.3. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra. The
correspondence L 7→ L+H is a bijection from the set of all C-ferential Hopf
F -subalgebras of H onto the set of all normal C-ferential Hopf ideals of H.
(Here L+ is the kernel of |L : L→ F .)
Proof. By [Tak72], Theorem 4.3, L 7→ L+H is a bijection from the set of all
Hopf F -subalgebras of H onto the set of all normal Hopf ideals of H.
We have to show that this correspondence is compatible with the C-structure.
For this let L be a C-ferential Hopf F -subalgebra of H. The map |L : L → F
is a C-ferential F -algebra homomorphism, hence L+ = ker(|L) is a C-ferential
ideal of L. Therefore L+H is a C-ferential ideal of H by Proposition 3.20.
On the other hand let L+H be a normal C-ferential Hopf ideal of H. Then
L = {a ∈ H | ∆(a)− (a⊗ 1) ∈ H ⊗F L+H} is a C-ferential Hopf F -subalgebra
of H (see Proposition 14.2).
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Motivated by this theorem we make the following definition.
Definition 14.4. Let (H,m, u,∆, , S) be a C-ferential Hopf F -algebra and let
I E H be a normal C-ferential Hopf ideal. Then we call H(I) the C-ferential
Hopf F -subalgebra corresponding to I.
14.2 Existence and Uniqueness of Quotients
In the category of groups a quotient is defined by a universal property. We define
our quotients in a similar way and show that such a quotient always exists and
is unique up to isomorphism.
Definition 14.5. Let G be an affine C-ferential group F -scheme and let N be
a closed normal C-ferential subgroup F -scheme. We call the tuple (Q, pi∗) a
quotient of G modulo N , if
• Q is an affine C-ferential group F -scheme,
• pi∗ : G → Q is an affine C-ferential group F -scheme homomorphism,
• N ⊆ ker(pi∗),
• the following universal property holds:
For any affine C-ferential group F -scheme homomorphism ψ∗ : G → H
with N ⊆ ker(ψ∗), there exists a unique affine C-ferential group F -scheme
homomorphism φ∗ : Q → H, such that the following diagram commutes
G ψ
∗
//
pi∗ 
H
Q.
φ∗
>>
In this situation we call pi∗ a quotient map.
Now we show that for each closed normal C-ferential subgroup F -scheme a
unique quotient exists.
Theorem 14.6. Let G be an affine C-ferential group F -scheme and let N be
a closed normal C-ferential subgroup F -scheme. Then a quotient (Q, pi∗) of G
modulo N exists, is unique up to an isomorphism and satisfies N = ker(pi∗).
Proof. Let F{G} be the C-ferential Hopf F -algebra corresponding to G and let
I(N ) E F{G} be the defining C-ferential ideal of N . Note that by definition
I(N ) E F{G} is a normal C-ferential Hopf ideal. Then F{G}(I(N )) = {r ∈
F{G} | ∆(r)−r⊗1 ∈ F{G}⊗F I(N ) ·F{G}} is a C-ferential Hopf F -subalgebra
of F{G}, by Proposition 14.2 (ii).
Let Q be the affine C-ferential group F -scheme corresponding to F{G}(I(N )),
i.e., F{Q} = F{G}(I(N )) and let pi : F{Q} ↪→ F{G} be the natural embed-
ding. The map pi is a C-ferential Hopf F -algebra homomorphism, hence there
exists an affine C-ferential group F -scheme homomorphism pi∗ : G → Q, which
corresponds to pi. We show that (Q, pi∗) is a quotient of G modulo N .
First we show that the universal property holds. For this let ψ∗ : G → H
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be an affine C-ferential group F -scheme homomorphism with N ⊆ ker(ψ∗).
By Lemma 10.24, ker(ψ∗) = (ψ∗)−1(1H) is a closed C-ferential subgroup F -
scheme of G which is defined by the C-ferential Hopf ideal of F{G} generated by
ψ(I(1H)) = ψ(F{H}+). HenceN ⊆ ker(ψ∗) is equivalent to I(N ) ⊇ ψ(F{H}+).
Consider the C-ferential Hopf F -algebra homomorphism ψ : F{H} → F{G}
which corresponds to ψ∗, by Proposition 14.2 (v), it follows that there exists
a unique C-ferential Hopf F -algebra homomorphism φ : F{H} → F{Q} such
that φ ◦ pi = ψ. Hence there exists a unique affine C-ferential group F -scheme
homomorphism φ∗ : Q → H which corresponds to φ and the following diagram
commutes
G ψ
∗
//
pi∗ 
H
Q.
φ∗
>>
By Proposition 14.2, we have that I(N ) = pi(F{H}+) and this is equivalent to
N = ker(pi∗).
Thus (Q, pi∗) is a quotient of G modulo N .
For the uniqueness let (Q, pi∗), (Q˜, pi∗) be two quotients. By the universal
property there exists a unique homomorphism ψ∗ : Q → Q˜, such that pi∗ ◦
ψ∗ = pi∗. Again by the universal property there exists a unique homomorphism
ψ˜∗ : Q˜ → Q, such that pi∗ ◦ ψ˜∗ = pi∗. Therefore we get pi∗ ◦ ψ˜∗ ◦ ψ∗ = pi∗ and
pi∗ ◦ ψ∗ ◦ ψ˜∗ = pi∗. Hence ψ˜∗ ◦ ψ∗ = idQ and ψ∗ ◦ ψ˜∗ = idQ˜, by the uniqueness
of ψ∗ and ψ˜∗. Thus ψ∗ is an isomorphism of affin C-ferential group F -schemes
with (ψ∗)−1 = ψ˜∗ and Q ∼= Q˜.
Remark 14.7. If C is the trivial coalgebra, then the above construction of the
quotient coincides with the construction of the quotient of affine group schemes
(see [Wat79, Chapter 16]).
The above theorem legitimates the following notation.
Notation 14.8. Let G be an affine C-ferential group F -scheme and let N be a
closed normal C-ferential subgroup F -scheme. Then we denote the quotient of
G modulo N by G/N .
The following corollary follows directly from the construction of the quotient
(see proof of Theorem 14.6).
Corollary 14.9. Let G be an affine C-ferential group F -scheme with cor-
responding C-ferential Hopf F -algebra F{G} and let N be a closed normal
C-ferential subgroup F -scheme with corresponding normal Hopf ideal I(N ) E
F{G}. Then the quotient G/N has F{G}(I(N )) as corresponding C-ferential
Hopf F -algebra.
In summary we have the following remark.
Remark 14.10. Let G be an affine C-ferential group F -scheme with corre-
sponding C-ferential Hopf F -algebra F{G}. By Definition 10.26, Theorem 14.3,
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Theorem 14.6 and Corollary 14.9 we have the following bijections:{ closed normal subgroup
F -schemes of G
}
oo 1:1 //
OO
1:1

{ normal C-ferential Hopf
ideals of F{G}
}
OO
1:1

{C-ferential quotients of G} oo
1:1
//
{
C-ferential Hopf
F -subalgebras of F{G}
}
.
14.3 Quotient Maps
In this section we show that each affine C-ferential group F -scheme homo-
morphism φ∗ : G → H factors through G/ker(φ∗). But first we give a nice
characterization of quotient maps.
Theorem 14.11. Let pi∗ : G → Q be an affine C-ferential group F -scheme
homomorphism with corresponding C-ferential Hopf F -algebra homomorphism
pi : F{Q} → F{G}. Then the following are equivalent:
(i) pi∗ is a quotient map.
(ii) pi is injective.
Proof. (i)⇒ (ii): Let (Q, pi) be a quotient. By the construction of the quotient
(see proof of Theorem 14.6) we seen that the corresponding C-ferential Hopf
F -algebra homomorphism pi is injective.
(ii)⇒ (i) : (Following [Wat79, Theorem 15.4] with C-ferential modifications)
Let N be the kernel of pi∗. Obviously N E G is a normal closed C-ferential
subgroup F -scheme. We have to show the universal property of a quotient. For
this let ψ∗ : G → H be an affine C-ferential group F -scheme homomorphism
with ker(pi∗) ⊆ ker(ψ∗) and let A be a C-ferential F -algebra. For two elements
gA, hA ∈ G(A) with pi∗(gA) = pi∗(hA), we have that multA(gA, h−1A ) ∈ ker(pi∗)
and thus ψ∗(gA) = ψ∗(hA). That means the two projections
G ×Q G → G → H, (g1, g2) 7→ g1 7→ ψ∗(g1),
G ×Q G → G → H, (g1, g2) 7→ g2 7→ ψ∗(g2),
are equal. Hence the two corresponding maps
F{H} → F{G} → F{G} ⊗F{Q} F{G}, h 7→ ψ(h) 7→ ψ(h)⊗ 1,
F{H} → F{G} → F{G} ⊗F{Q} F{G}, h 7→ ψ(h) 7→ 1⊗ ψ(h),
are equal. Since ψ : F{H} → F{G} is faithfully flat, the largest set on which
the two maps are equal is F{Q}. Thus the image of ψ is F{Q}. Since pi
is injective there exists a unique C-ferential Hopf F -algebra homomorphism
φ : F{H} → F{Q}, such that the following diagram commutes
F{G} F{H}φoo
φzz
F{Q}.
pi
dd
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With this characterization we can show that each affine C-ferential group F -
scheme homomorphism is the composite of a quotient map and a closed embed-
ding.
Theorem 14.12. Let φ∗ : G → H be an affine C-ferential group F -scheme ho-
momorphism. Then there exist an affine C-ferential group F -scheme Q together
with a quotient map pi∗ : G → Q and a closed embedding ι∗ : Q → H, such that
the following diagram commutes
G φ
∗
//
pi∗ 
H
Q.
ι∗
>>
Proof. We consider the corresponding C-ferential Hopf F -algebra homomor-
phism φ : F{H} → F{G}. By Theorem 4.39, we have that im(φ) is a C-ferential
Hopf F -subalgebra of F{G}. Then φ induces a surjective map ι : F{H} → im(φ)
and let pi : im(φ) → F{G} be the natural inclusion. Obviously pi and ι are
C-ferential Hopf F -algebra homomorphisms and we have the following commu-
tative diagram.
F{G} F{H}φoo
ι
zz
im(φ).
pi
dd
Let Q be the affine C-ferential group F -scheme corresponding to im(φ) and let
pi∗ : G → Q and ι∗ : Q → H be the corresponding affine C-ferential group F -
scheme homomorphisms. By definition pi∗ is a quotient map and ι∗ is a closed
embedding and we have the required commutative diagram
G φ
∗
//
pi∗ 
H
Q.
ι∗
>>
14.4 Finitely C-Generated Quotients
In this section we give a characterization of the finitely C-generated quotients
of a given affine C-ferential group F -scheme.
Notation 14.13. Let A be a C-ferential F -algebra. We denote by ĉ ∈ C<N, a
finite sequence of elements in C, i.e., ĉ = (c1, . . . , cn) for some n ∈ N.
In particular, we define ĉ(a) := c1(c2(· · · cn(a) · · · )), for a ∈ A.
First we need some results about the extending of a C-ferential ideal of a C-
ferential F -algebra to a C-ferential F -algebra extension.
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Proposition 14.14. Let A be a C-ferential F -algebra and let B be a C-ferential
F -algebra extension of A. Let I E A be a C-ferential ideal. Then we have:
(i) IB is a C-ferential ideal of B.
(ii) If IB is finitely C-generated, then there exist finitely many elements of I
which are C-generators of IB.
Proof. (i) Clearly, IB is an ideal of B and it is also a C-ferential ideal since
c(IB) =
∑
(c)
c(1)(I)c(2)(B) ⊆ IB,
for all c ∈ C.
(ii) Let b1, . . . , bn be C-generators of IB. Hence there exist finitely many dij ∈
B, aij ∈ I such that
bi =
finite∑
j
aijdij .
Let r be an arbitrary element of IB. Then there exist some ĉl ∈ C<N, eil ∈ B
such that
r =
finite∑
i,l
ĉl(bi)eil =
finite∑
i,l
ĉl(
finite∑
j
aijdij)eil
=
finite∑
i,j,l
ĉl(aijdij)eil =
finite∑
i,j,l
∑
(ĉl)
ĉl(1)(aij)ĉl(2)(dij)eil.
Thus IB is C-generated by aij ∈ I. Observe that {aij} is a finite set.
Lemma 14.15. Let A be a C-ferential F -algebra and let B be a C-ferential F -
algebra extension of A. Further let I E A be a finitely C-generated C-ferential
ideal. Then the associated C-ferential ideal of IB E B is finitely C-generated.
Proof. Let I be finitely C-generated by b1, . . . , bn. Let r ∈ IB be an arbitrary
element, then r =
m∑
i=1
aidi, for some ai ∈ I, di ∈ B and m ∈ N. Further
ai =
finite∑
j,l
ĉl(bj)dijl, for some ĉl ∈ C<N, dijl ∈ A. We compute
r =
m∑
i=1
aidi =
m∑
i=1
finite∑
j,l
ĉl(bj)dijldi =
finite∑
i,j,l
ĉl(bj)d˜ijl,
with d˜ijl := dijldi ∈ B. Hence IB is finitely C-generated by b1, . . . , bn.
We need the following technical result.
Lemma 14.16. Let (H,m, u,∆, , S) be a finitely C-generated C-ferential Hopf
F -algebra. Then H+ := ker() is a finitely C-generated C-ferential ideal.
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Proof. Let b1, . . . , bn be C-generators of H and let kj := (bj) for j = 1, . . . , n.
We show that H+ is C-generated by b1−k1, . . . , bn−kn. For this let x ∈ H+ ⊆
H. Then we have
x =
∑
i∈I
ai
∏
(j,l)∈Ji
ĉl(bj),
where ai ∈ F, ĉl ∈ C<N and I, Ji are finite (here the same tuple (j, l) can appear
more than once in Ji; in this way we need no exponents for ĉl(bj)). Since  is a
C-ferential F -algebra homomorphism, we can compute
(x) =
∑
i∈I
ai
∏
(j,l)∈Ji
ĉl(kj).
For each i ∈ I take an element (j, l)i,1 ∈ Ji and define J1i := {(j, l)i,1}, J−1i :=
Ji\{(j, l)i,1}. Then take an element (j, l)i,2 ∈ J−1i and define J2i := J1i ∪
{(j, l)i,2}, J−2i := J−1i \{(j, l)i,2} (if J−1i = ∅, then J2i := J1i , J−2i := J−1i ). In
this way we can construct sequences
∅ ⊆ J1i ⊆ J2i ⊆ . . .
Ji ⊇ J−1i ⊇ J−2i ⊇ . . .
for each i ∈ I. We have Jri ∪ J−ri = Ji for each i ∈ I and each r ∈ N, by
construction. Let m := max{|Ji| | i ∈ I}, then Jri = Ji, J−ri = ∅ for all r ≥ m,
i ∈ I. So these sequences get stationary
∅ ⊆ J1i ⊆ J2i ⊆ . . . ⊆ Jmi = Ji
Ji ⊇ J−1i ⊇ J−2i ⊇ . . . ⊇ J−mi = ∅.
Now let
xr :=
∑
i∈I
ai
∏
(j,l)∈Jri ,
ĉl(bj)
∏
(j∗,l∗)∈J−ri ,
ĉl∗(kj∗),
for r = 1, . . . ,m. Therefore
x− x1 =
(∑
i∈I
ai
∏
(j,l)∈Ji
ĉl(bj)
)
−
(∑
i∈I
ai
∏
(j,l)∈J−1i
ĉl(bj)
∏
(j∗,l∗)∈J1i ,
ĉl∗(kj∗)
)
=
∑
i∈I
ai
∏
(j,l)∈J−1i
ĉl(bj)
(
ĉl∗(bj∗)− ĉl∗(kj∗)
)
=
∑
i∈I
ai
∏
(j,l)∈J−1i
ĉl(bj)
(
ĉl∗(bj∗ − kj∗)
)
,
where (j∗, l∗) ∈ J1i . Hence x− x1 is C-generated by bj∗− kj∗. In the same way
we have for all r ∈ {1, . . . ,m− 1},
xr − xr+1 =
(∑
i∈I
ai
∏
(j,l)∈Jri ,
ĉl(bj)
∏
(j∗,l∗)∈J−ri ,
ĉl∗(kj∗)
)
−
(∑
i∈I
ai
∏
(j,l)∈Jr+1i ,
ĉl(bj)
∏
(j∗,l∗)∈J−(r+1)i ,
ĉl∗(kj∗)
)
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=
∑
i∈I
ai
∏
(j,l)∈Jri ,
ĉl(bj)
∏
(j∗,l∗)∈J−(r+1)i ,
ĉl∗(kj∗)
(
ĉl′(bj′)− ĉl′(kj′)
)
=
∑
i∈I
ai
∏
(j,l)∈Jri ,
ĉl(bj)
∏
(j∗,l∗)∈J−(r+1)i ,
ĉl∗(kj∗)
(
ĉl′(bj′ − kj′)
)
,
where (l′, j′) ∈ Jr+1i \Jri . Hence xr − xr+1 is C-generated by bj′ − kj′ .
And for r = m we get
xm =
∑
i∈I
ai
∏
(j,l)∈Ji
ĉl(kj) = (x) = 0,
since x ∈ H+ = ker(). Therefore
x = x− x1 + x1 − x2 + x2 − . . .− xm + xm
= (x− x1) + (x1 − x2) + (x2 − x3) + . . .+ (xm−1 − xm)
is C-generated by b1 − k1, . . . , bn − kn.
After this technical work we get the following characterization of the finitely
C-generated quotients.
Theorem 14.17. Let G be an affine C-ferential group F -scheme and let N be
a closed normal C-ferential subgroup F -scheme. The following are equivalent:
(i) The quotient G/N is a finitely C-generated affine C-ferential group F -
scheme.
(ii) The defining ideal I(N ) of N is finitely C-generated.
Proof. (ii) ⇒ (i) : By Theorem 14.6, the quotient G/N exists and F{G/N} =
F{G}(I(N )) = {r ∈ F{G} | ∆(r)−r⊗1 ∈ F{G}⊗F I(N )·F{G}} is a C-ferential
Hopf F -subalgebra of F{G}.
Let I(N ) be finitely C-generated by b1, . . . , bn. Then we have by Proposition
14.2 (iv), that F{G/N}+F{G} = I(N ) and using Proposition 14.14 (ii) we can
assume that b1, . . . , bn ∈ F{G/N}+ ⊆ F{G/N}. Now let H be the C-ferential
Hopf F -subalgebra which is C-generated by b1, . . . , bn. Hence H is finitely C-
generated as C-ferential F -algebra (see Lemma 13.2). Since H is the smallest
C-ferential Hopf F -algebra which contains b1, . . . , bn, we get
H ⊆ F{G/N}
and hence H+ ⊆ F{/N}+. Therefore H+F{G} ⊆ F{G/N}+F{G}. Since
b1, . . . , bn ∈ F{G/N}+, they are in the kernel of  and we have b1, . . . , bn ∈
H+ = ker(|H) ⊆ H+F{G}. Thus F{G/N}+F{G} ⊆ H+F{G}, by using
that b1, . . . , bn are C-generators of I(N ) = F{G/N}+F{G}. Therefore we have
H+F{G} = F{G/N}+F{G} and by the correspondence from Theorem 14.3 we
obtain H = F{G/N}, i.e., F{G/N} is finitely C-generated as C-ferential F -
algebra.
(ii) ⇒ (i) : To show the converse let G/N be a finitely C-generated affine C-
ferential group F -scheme, i.e., F{G/N} is finitely C-generated as C-ferential F -
algebra. Hence F{G/N}+ is finitely C-generated as C-ferential ideal by Lemma
14.16. Thus from Lemma 14.15 we have that F{G/N}+F{G} = I(N ) is finitely
C-generated as C-ferential ideal.
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Remark 14.18. In [Cas05], P. Cassidy shows that each differential Hopf sub-
algebra of a finitely differential-generated differential Hopf algebra is finitely
differential-generated (in characteristic zero with usual derivation). The theo-
rem (and proof) above is a generalization of this result (to see this use Theorem
15.6 below).
The above theorem readily implies the following corollary.
Corollary 14.19. Let G be an affine C-ferential group F -scheme. Then the
finitely C-generated normal C-ferential Hopf ideals of F{G} correspond to the
finitely C-generated quotients of G.
14.5 C-ferential Representations and Closed
Normal C-ferential Subgroup F -Schemes
In this section we show that for each C-ferential representation, there exists a
subspace on which a given closed normal C-ferential subgroup F -scheme acts
trivial. Further we show the relation between these subspaces and quotients.
Lemma 14.20. Let G be an affine C-ferential group F -scheme and let N E G be
a closed normal C-ferential subgroup F -scheme. Further let Φ : G → GL(V ) be a
C-ferential linear representation with corresponding C-ferential F{G}-comodule
(V, ρ). Then
(i) W := {v ∈ V | ρ(v)− v ⊗ 1 ∈ V ⊗F I(N )} is an F -vector subspace of V .
(ii) The action of N on W is trivial.
(iii) W is G-stable.
Proof. (Following [Wat79, Lemma 16.3] with C-ferential modifications)
(i) Let w1, w2 ∈ W , that means ρ(wi)− wi ⊗ 1 ∈ V ⊗F I(N ) for i = 1, 2. Thus
we have
ρ(w1 − w2)− (w1 − w2)⊗ 1 = ρ(w1)− w1 ⊗ 1− (ρ(w2)− w2 ⊗ 1) ∈ V ⊗F I(N ).
Hence W is an F -vector subspace of V .
(ii) The C-ferential linear representation Φ : G → GL(V ) is given by
ΦA : G(A)→ AutCF⊗FA(V ⊗F A),
g → [V ρ→ V ⊗F A id⊗g→ V ⊗F A]A,
for each C-ferential F -algebra A and [...]A means the right A-linearization.
Now let w ∈W , i.e., there exist some v ∈ V, s ∈ I(N ) such that
ρ(w) = w ⊗ 1 + v ⊗ s.
Thus for g ∈ N (A) we have g.w = (id ⊗ g) ◦ ρ(w) = w ⊗ 1, since g(I(N )) = 0.
That means the action of N on W is trivial.
(iii) Let A be a C-ferential F -algebra and we consider the following two C-
ferential F -algebra homomorphisms
g : F{G} → F{G}/I(N )⊗F F{G}, a 7→ 1⊗ a,
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n : F{G} → F{G}/I(N )⊗F F{G}, a 7→ a⊗ 1.
Observe that g, n ∈ G(F{G}/I(N ) ⊗F F{G}); moreover, we can assume that
n ∈ N (F{G}/I(N )⊗F F{G})
Let w ∈ W , then there exist some linearly independent elements ai ∈ F{G}
such that ρ(w) =
∑n
i=1 vi ⊗ ai. Thus we have g.w =
∑n
i=1 vi ⊗ 1⊗ ai. Further
we compute
(n ∗ g).w =
(
id⊗ (m ◦ (n⊗ g) ◦∆)
)
◦ ρ(w)
= (id⊗m) ◦ (id⊗ n⊗ g) ◦ (id⊗∆) ◦ ρ(w)
= (id⊗m) ◦ (id⊗ n⊗ g) ◦ (ρ⊗ id) ◦ ρ(w)
= (id⊗m) ◦ (id⊗ n⊗ g)
( n∑
i=1
ρ(vi)⊗ ai
)
=
(
id⊗ (m ◦ (n⊗ g)
)( n∑
i=1
ρ(vi)⊗ ai
)
.
Further we have g.w = g ∗ g−1 ∗ n ∗ g.w = n ∗ g.w, where we have used that
g−1 ∗ n ∗ g ∈ N (A) and N acts trivially on W . Hence we have
n∑
i=1
vi ⊗ 1⊗ ai =
(
id⊗ (m ◦ (n⊗ g)
)( n∑
i=1
ρ(vi)⊗ ai
)
.
If we use that (m ◦ (n ⊗ g)) : F{G} ⊗F F{G} → F{G}/I(N ) ⊗F F{G} is the
projection, we obtain that ρ(vi) ≡ vi ⊗ 1 in F{G}/I(N )⊗F F{G}. This implies
that vi ∈W , that means W is G-stable.
The following remark gives a subsequent motivation for the construction of the
quotient (proof of Theorem 14.6).
Remark 14.21. Let G be an affine C-ferential group F -scheme with corre-
sponding C-ferential Hopf F -algebra F{G} and let N E G be a closed normal
C-ferential subgroup F -scheme. We consider the regular C-ferential represen-
tation G → GLF (F{G}).
By Theorem 14.6, the C-ferential Hopf F -algebra which corresponds to G/N is
F{G/N} = {r ∈ F{G} | ∆(r)− r ⊗ 1 ∈ F{G} ⊗F I(N ) · F{G}}.
Hence by Proposition 14.20, we see that F{G/N} is a subspace of F{G}, which
is G-stable and N acts trivial on it.
14.6 Commutative Affine C-ferential Group F -
Schemes II
The commutative affine C-ferential group F -schemes form a category which we
denote by AbAffGrCF . In this section we schow that AbAffGr
C
F is an abelian
category.
Proposition 14.22. The category AbAffGrCF is an additive category.
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Proof. (i) Let G1, G2 be commutative affine C-ferential group F -schemes. Fur-
ther let φ∗, ψ∗ ∈ HomC(G1,G2) be affine C-ferential group F -scheme homo-
morphisms. That means there exist corresponding C-ferential Hopf F -algebra
homomorphisms φ : F{G2} → F{G1}, ψ : F{G2} → F{G1} such that
φ∗A : G1(A)→ G2(A), ϕ 7→ ϕ ◦ φ,
ψ∗A : G1(A)→ G2(A), ϕ 7→ ϕ ◦ ψ,
for each C-ferential F -algebra A. We define φ∗ + ψ∗ ∈ HomC(G1,G2) by
(φ∗ + ψ∗)A : G1(A)→ G2(A), ϕ 7→ ϕ ◦ (φ+ ψ),
for each C-ferential F -algebra A. By this definition HomC(G1,G2) becomes an
abelian group.
(ii) Let G1,G2,G3 be commutative affine C-ferential group F -schemes. The
composition map is given by
◦˜ : HomC(G1,G2)×HomC(G2,G3)→ HomC(G1,G3), (φ∗, ψ∗) 7→ (ψ ◦ φ)∗.
For φ∗1, φ
∗
2 ∈ HomC(G1,G2) and ψ∗1 , ψ∗2 ∈ HomC(G2,G3) we compute
(φ∗1 + φ
∗
2)◦˜(ψ∗1 + ψ∗2) =
(
(ψ1 + ψ2) ◦ (φ1 + φ2)
)∗
= (ψ1 ◦ φ1 + ψ1 ◦ φ2 + ψ2 ◦ φ1 + ψ2 ◦ φ2)∗
= (ψ1 ◦ φ1)∗ + (ψ1 ◦ φ2)∗ + (ψ2 ◦ φ1)∗ + (ψ2 ◦ φ2)∗
= φ∗1◦˜ψ∗1 + φ∗2◦˜ψ∗1 + φ∗1◦˜ψ∗2 + φ∗2◦˜ψ∗2 .
That means ◦˜ is a bilinear map.
(iii) Let G1,G2 be commutative affine C-ferential group F -schemes. By Proposi-
tion 10.15 the product G1×G2 is an affine C-ferential group F -scheme. Since the
C-ferential Hopf F -algberas F{G1}, F{G2} are cocommutative the C-ferential
Hopf F -algebra F{G1} ⊗F F{G2} is also cocommutative (see Proposition 4.40
to check that). This implies that G1 × G2 is a commutative affine C-ferential
group F -scheme. Thus AbAffGrCF is a category with finite products.
By (i) and (ii) any finite product is also a finite coproduct and any finite co-
product is also a finite product (this is a well-know result from category theory).
Thus AbAffGrCF is a category with finite coproducts.
All together, AbAffGrCF is an additive category.
Theorem 14.23. The category AbAffGrCF is an abelian category.
Proof. (i) By Proposition 14.22 we know that AbAffGrCF is an additive cate-
gory.
(ii) Let φ∗ : G → H be a homomorphism of commutative affine C-ferential group
F -schemes with corresponding C-ferential Hopf F -algebra homomorphism φ :
F{H} → F{G}. Observe that ker(φ) E F{H} is a C-ferential Hopf ideal and
thus by Proposition 10.29, we obtain that ker(φ) E F{H} is a normal C-ferential
Hopf ideal. Thus by Theorem 14.3, there exists a C-ferential Hopf F -subalgebra
Q ≤ F{H} such that ker(φ) = Q+F{H}. In particular, Q is the C-ferential
Hopf F -algebra which corresponds to the cokernel of φ∗. Since F{H} is co-
commutative, we obtain that Q is also cocommutative. This implies that the
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cokernel of φ∗ is in AbAffGrCF .
(iii) Let φ∗ : G → H be a homomorphism of commutative affine C-ferential group
F -schemes with corresponding C-ferential Hopf F -algebra homomorphism φ :
F{H} → F{G}. Then F{G}/φ(F{H})+F{G} is the cokernel of φ. In particu-
lar, F{G}/φ(F{H})+F{G} is the C-ferential Hopf F -algebra which corresponds
to the kernel of φ∗. Observe that the quotient of a cocommutative C-ferential
Hopf F -algebra by a C-ferential Hopf ideal is again cocommutative. This im-
plies that the kernel of φ∗ is in AbAffGrCF .
(iv) Let φ∗ : G → H be a monomorphism with corresponding C-ferential F -
algebra homomorphism φ : F{H} → F{G}. That means for each pair of homo-
morphisms of commutative affine C-ferential group F -schemes g∗1 , g
∗
2 : U → G we
have that φ∗ ◦g∗1 = φ∗ ◦g∗2 implies that g∗1 = g∗2 . Observe that φ∗ ◦g∗i = (gi ◦φ)∗
for i = 1, 2. Thus (g1 ◦ φ)∗ = (g2 ◦ φ)∗ implies that g∗1 = g∗2 . Therefore for
each C-ferential F -algebra A and each C-ferential F -algebra homomorphism
α : F{W} → A we have that α◦g1 ◦φ = α◦g2 ◦φ implies that α◦g1 = α◦g2. In
particular, for A = F{W} and α = id, we obtain that g1◦φ = g2◦φ implies that
g1 = g2. That means φ is surjective and hence φ
∗ is a closed embedding. This
implies that φ∗(G) can be regarded as closed C-ferential subgroup F -scheme of
H. Moreover, by Proposition 10.29, φ∗(G) E H is a normal closed C-ferential
subgroup F -scheme. That means φ∗ is a kernel.
(v) Let φ∗ : G → H be a epimorphism with corresponding C-ferential F -algebra
homomorphism φ : F{H} → F{G}. That means for each pair of homomor-
phisms of commutative affine C-ferential group F -schemes g∗1 , g
∗
2 : H → W we
have that g∗1 ◦φ∗ = g∗2 ◦φ∗ implies that g∗1 = g∗2 . Observe that g∗i ◦φ∗ = (φ◦gi)∗
for i = 1, 2. Thus (φ ◦ g1)∗ = (φ ◦ g2)∗ implies that g∗1 = g∗2 . Therefore for
each C-ferential F -algebra A and each C-ferential F -algebra homomorphism
α : F{G} → A we have that α ◦ φ ◦ g1 = α ◦ φ ◦ g2 implies that α ◦ g1 = α ◦ g2.
In particular, for A = F{G} and α = id, we obtain that φ ◦ g1 = φ ◦ g2 implies
that g1 = g2. That means φ is injective and hence φ
∗ is a quotient map. This
implies that φ∗ is a cokernel.
(vi) All together, AbAffGrCF is an abelian category.
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Chapter 15
Affine ∂-Group Schemes in
Characteristic Zero
In this chapter we quote some facts about differential algebra in characteristic
zero. Further we consider some examples of affine ∂-group schemes by using our
theory of affine C-ferential group schemes.
Throughout the whole chapter all rings, fields,... are of characteristic zero.
Further let F be a ∂-field of characteristic zero.
15.1 Differential Algebra in Characteristic Zero
First we quote some results about differential algebra in characteristic zero. We
restrict to the case of a single derivation. For more details of differential algebra
in characteristic zero the reader is referred to [Kol73].
We recall the definition of a ∂-ring.
Definition 15.1. Let R be a ring. A map ∂ : R→ R is called derivation, if
∂(a+ b) = ∂(a) + ∂(b),
∂(a · b) = ∂(a) · b+ a · ∂(b),
for all a, b ∈ R. The tuple (R, ∂) is called a ∂-ring.
Analogously we define ∂-fields, ∂-algebras, ...
Remark 15.2. We consider the k-coalgebra C := k · 1C ⊕ k · d, where 1C is a
grouplike and d is a primitive, i.e.,
• ∆(1C) = 1C ⊗ 1C , (1C) = 1,
• ∆(d) = d⊗ 1C + 1C ⊗ d, (d) = 0.
Further let A be a C-ferential k-algebra. By Example 3.12, we have that d is
a derivation on A. Thus we can use the our C-ferential concept to consider
∂-algebras.
Now we quote two very important results about differential algebra in charac-
teristic zero.
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Theorem 15.3. Every ∂-Hopf F -algebra is reduced.
Proof. Let H be a ∂-Hopf F -algebra. By forgetting the ∂-structure H is a
commutative Hopf F -algebra and thus H is reduced by [Oor66].
Remark 15.4. We call I a radical ∂-ideal, if I is a radical ideal and a ∂-ideal.
Theorem 15.5 (Ritt-Raudenbush Basis Theorem). Let A be a ∂-F -algebra
which is finitely ∂-generated and let I E A be a radical ∂-ideal. Then I is
finitely ∂-generated.
Proof. [Kol73, Section III.4].
These two theorems immediately imply the following well-known results.
Theorem 15.6. Let G be a finitely ∂-generated affine ∂-group F -scheme and let
U E G be a closed ∂-subgroup F -scheme. Then the defining ∂-ideal I(U) E F{G}
is finitely ∂-generated.
Proof. By Theorem 15.3, F{G} is reduced and thus I(U) is a radical ∂-ideal. So
by Theorem 15.5 we have that I(U) is finitely ∂-generated.
Corollary 15.7. Let G be a finitely ∂-generated affine ∂-group F -scheme and
let N E G be a closed normal ∂-subgroup F -scheme. Then G/N is also finitely
∂-generated.
Proof. By Theorem 15.6, we have that I(N ) E F{G} is finitely ∂-generated.
Thus the quotient G/N is finitely C-generated by Theorem 14.17.
15.2 The Additive ∂-Group Scheme
In this section we consider the additive ∂-group scheme, which is a very impor-
tant example of an affine ∂-group F -scheme. We begin with the definition of
the additive ∂-group scheme.
Definition 15.8. Let (F{X},m, u) be the ∂-polynomial F -algebra in one ∂-
variable, i.e.,
F{X} = F [X, ∂(X), ∂2(X), . . .],
that means F{X} is isomorphic to the polynomial F -algebra in infinitely many
variables. The ∂-structure on F{X} is given by
∂(∂j(X)) = ∂j+1(X).
Further we define the following ∂-F -algebra homomorphisms
∆ : F{X} → F{X} ⊗F F{X}, X 7→ X ⊗ 1 + 1⊗X,
 : F{X} → F, X 7→ 0,
S : F{X} → F{X}, X 7→ −X.
By an easy calculation we see that (F{X},m, u,∆, , S) is a ∂-Hopf F -algebra.
We call the corresponding affine ∂-group F -scheme the additive ∂-group F -
scheme and denote it by G∂a .
Remark 15.9. Observe that τ ◦∆ = ∆. That means F{X} is cocommutative,
i.e., G∂a is commutative. In particular, each closed ∂-subgroup F -scheme of G∂a
is a normal closed ∂-subgroup F -scheme.
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15.2.1 Closed ∂-Subgroup Schemes of G∂a
In this subsection we give a classification of the ∂-Hopf ideals of F{X} and thus
we get a classification of the closed ∂-subgroup F -schemes of G∂a .
For this classification additive ∂-polynomials plays an important role.
Definition 15.10. Let q ∈ F{X} be a ∂-polynomial. We say q is an additive
∂-polynomial, if q(x+ y) = q(x) + q(y) for all x, y in each ∂-F -algebra.
Remark 15.11. It is easy to see that every additive ∂-polynomial are of type∑n
l=1 al∂
l(X) ∈ F{X}, i.e. each monomial consist of exactly one variable (with
exponent one).
The derivation applied to an additive ∂-polynomial yields again an additive
∂-polynomial.
Proposition 15.12. Let q ∈ F [X]∂ be an additive ∂-polynomial. Then ∂j(q)
is also an additive ∂-polynomial, for all j ∈ N.
Proof. We compute
∂j(q)(x+ y) = ∂j(q(x+ y)) = ∂j(q(x) + q(y)) = ∂j(q(x)) + ∂j(q(y)),
where we have used that the substitution map is a ∂-homomorphism.
The following lemma shows that a ∂-ideal is a ∂-Hopf ideal if and only if the
∂-generators satisfy the conditions for a ∂-Hopf ideal (Definition 4.36).
Lemma 15.13. Let (H,m, u,∆, , S) be a ∂-Hopf F -algebra and let (bi)i∈J ⊆
H. Further let I E H be the ideal which is ∂-generated by (bi)i∈J . Then the
following are equivalent:
(i) I is a ∂-Hopf ideal.
(ii) For all i ∈ J we have
• ∆(bi) ∈ I ⊗F H +H ⊗F I,
• (bi) = 0,
• S(bi) ∈ I.
Proof. First observe that I is a ∂-ideal and recall that I is a ∂-Hopf ideal if and
only if
∆(I) ⊆ I ⊗F H +H ⊗F I,
(I) = 0,
S(I) ⊆ I.
(i) ⇒ (ii): This is clear.
(ii) ⇒ (i): First we compute
∆(∂l(bi)) = ∂
l(∆(bi)) ∈ ∂l
(
I ⊗F H +H ⊗F I
)
= ∂l
(
I ⊗F H
)
+ ∂l
(
H ⊗F I
)
=
∑
l1+l2=l
(
l
l1
)
∂l1(I)⊗F ∂l2(H) +
∑
l1+l2=l
(
l
l1
)
∂l1(I)⊗F ∂l2(H)
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⊆ I ⊗F H +H ⊗F I,
(∂l(bi)) = ∂
l((bi)) = ∂
l(0) = 0,
S(∂l(bi)) = ∂
l(S(bi)) ∈ ∂l(I) ⊆ I.
Now let g ∈ I be an arbitrary element, i.e. there exist some ail ∈ H such that
g =
finite∑
i∈J,l∈N
ail∂
l(bi).
Then we get
∆(ail∂
l(bi)) = ∆(ail)∆(∂
l(bi)) ∈ (H ⊗F H) · (I ⊗F H +H ⊗F I),
(ail∂
l(bi)) = (ail)(∂
l(bi)) = 0,
S(ail∂
l(bi)) = S(ail)S(∂
l(bi)) ∈ H · I = I.
Since ∆, , S are additive maps we get
∆(g) ∈ (H ⊗F H) · (I ⊗F H +H ⊗F I) = I ⊗F H +H ⊗F I,
(g) = 0,
S(g) ∈ I.
Thus I is a ∂-Hopf ideal.
Next we show that a ∂-ideal, which is generated by additive ∂-polynomials, is
a ∂-Hopf ideal.
Proposition 15.14. Let I E F{X} be a ∂-ideal which is generated by additive
∂-polynomials. Then I is a ∂-Hopf ideal.
Proof. First let g ∈ I be an additive ∂-polynomial, i.e., g = ∑l al∂l(X).
We compute
∆(g) = ∆(
∑
l
al∂
l(X))
=
∑
l
al∆
(
∂l(X)
)
=
∑
l
al
(
∂l(X)⊗ 1 + 1⊗ ∂l(X))
= g ⊗ 1 + 1⊗ g ∈ I ⊗F H +H ⊗F I,
(g) =
∑
l
al
(
∂l(X)
)
= 0,
S(g) =
∑
l
alS
(
∂l(X)
)
=
∑
l
(−1)al∂l(X)
= −g ∈ I
Hence I is a ∂-Hopf ideal by Lemma 15.13.
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Now we give a classification of the additive ∂-polynomials of F{X}.
Lemma 15.15. Let g ∈ F{X} be a ∂-polynomial. Then g is additive if and
only if ∆(g) = g ⊗ 1 + 1⊗ g.
Proof. Let g ∈ F{X} be an additive ∂-polynomial, i.e., g(X) = ∑l al∂l(X).
Then we can compute
∆(g(X)) = ∆(
∑
l
al∂
l(X))
=
∑
l
al∆
(
∂l(X)
)
=
∑
l
al∂
l(∆(X))
=
∑
l
al∂
l(X ⊗ 1 + 1⊗X)
= g(X)⊗ 1 + 1⊗ g(X).
On the other hand, let g =
∑
i ai
∏
(l,j)∈Ji ∂
l(X)j be an arbitrary element of
F{X}, such that ∆(g) = g ⊗ 1 + 1⊗ g.
Moreover, we can consider g as an element of a polynomial ring in finitely many
variables and we can use the lexicographic order to order the monomials of g.
Each monomial of g is uniquely determined by its degree. In particular, g has
only one monomial with maximal degree.
Further the lexicographic order of F [Y1, . . . , Yn] induces a “semi-lexicographic”
preorder on F [Y1, . . . , Yn]⊗F F [Yn+1, . . . , Y2n] ∼= F [Y1, . . . , Y2n], given by |Y1| =
|Yn+1| < |Y2| = |Yn+2| < · · · < |Yn| = |Y2n|.
Let mi the monomial of g with maximal degree. We calculate
∆(mi) = ∆(
∏
(l,j)∈Ji
∂l(X)j)
=
∏
(l,j)∈Ji
∂l(∆(X))j
=
∏
(l,j)∈Ji
(
∂l(X)⊗ 1 + 1⊗ ∂l(X))j
=
∏
(l,j)∈Ji
( j∑
k=0
(
j
k
)
∂l(X)k ⊗ ∂l(X)j−k).
Then each monomial of ∆(mi) has the same degree than mi. Further each
monomial of ∆(mi) has a higher degree than any monomial of ∆(g − aimi).
Hence from ∆(g) = g ⊗ 1 + 1 ⊗ g we conclude that ∆(mi) = mi ⊗ 1 + 1 ⊗mi.
That means that∏
(l,j)∈Ji
(
∂l(X)⊗ 1 + 1⊗ ∂l(X))j = ∏
(l,j)∈Ji
(
∂l(X)j ⊗ 1 + 1⊗ ∂l(X)j).
Observe that this equation holds if and only if |Ji| = 1 and j = 1. Thus
mi = ∂
l(X), for some (l, 1) ∈ Ji.
Induction on the lexicographic order yields the result.
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Definition 15.16. Let g ∈ F{X} be a ∂-polynomial. Let m1, . . . ,mn be the
nonadditive monomials of g. We define the nonadditive degree of g by
degnaddlex (g) :=
n∑
i=1
deglex(mi) ∈ Nr.
Further we define
degnaddlex (g1) < deg
nadd
lex (g2) := deg
nadd
lex (g1) <lex deg
nadd
lex (g2).
Next we show that each ∂-Hopf ideal of F{X} is generated by additive ∂-
polynomials.
Lemma 15.17. Let I E F{X} be a ∂-Hopf ideal. Then I is generated by
additive ∂-polynomials.
Proof. Let g ∈ I be an arbitrary element, i.e.
g =
∑
i
ai
∏
(l,j)∈Ji
∂l(X)j ,
where the sum and products are finite. So we can consider g as an element of
a polynomial ring in finitely many variables and we can use the lexicographic
order to order the monomials of g. Each monomial of g is uniquely determined
by his degree.
We compute
∆(g) = ∆(
∑
i
ai
∏
(l,j)∈Ji
∂l(X)j)
=
∑
i
ai
∏
(l,j)∈Ji
∆
(
∂l(X)
)j
=
∑
i
ai
∏
(l,j)∈Ji
(
∂l(X)⊗ 1 + 1⊗ ∂l(X))j
=
∑
i
ai
∏
(l,j)∈Ji
( j∑
k=0
(
j
k
)
∂l(X)j−k ⊗ ∂l(X)k)
By Lemma 15.15, we see that ∆(g) = g⊗1 + 1⊗ g if and only if g is an additive
∂-polynomial.
If g is not an additive ∂-polynomial and there exists some monomial m1, . . . ,mn
of g which are not additive. Thus we get
∆(g) = g ⊗ 1 + 1⊗ g +
∑
i
fi ⊗ hi,
where fi, hi are monomials which have a proper smaller lexicographic order than
max{deglex(mj)}. More explicitly, each of the fi, hi is a divisors some mj .
Since ∆(g) ∈ I⊗FH+H⊗F I, there exists a ∂-polynomial g˜ ∈ I with deglex(g˜) =
deglex(fk) for some k. That means fk is the highest degree monomial of g˜.
Further let mjk be a nonadditive monomial of g which has fk as a divisor. Then
there exists a h ∈ F{X} such that fkh = mjk .
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Thus ĝ := g−g˜h ∈ I is a ∂-polynomial with degnaddlex (ĝ) < degnaddlex (g). Hence g is
generated by the ∂-polynomials ĝ and g˜ which have a proper smaller nonadditive
degree than g.
Iterating this process yields the claim.
Now we can give a different classification of the ∂-Hopf ideal of F{X}.
Theorem 15.18. Let I E F{X} be a ∂-ideal. Then I is a ∂-Hopf ideal if and
only if I is finitely ∂-generated by additive ∂-polynomials.
Proof. Let I be a ∂-ideal of F{X} which is generated by additive ∂-polynomials.
Then I is a ∂-Hopf ideal by Proposition 15.14.
On the other hand let I be a ∂-Hopf ideal of F{X}. By Theorem 15.5, we
have that I is finitely ∂-generated. Further by Lemma 15.17, it follows that the
∂-generators of I are additive ∂-polynomials.
Corollary 15.19. The defining ideal of each closed ∂-subgroup F -scheme of
G∂a is finitely ∂-generated by additive ∂-polynomials.
Proof. Theorem 15.18.
Remark 15.20. The same result was shown by P.Cassidy in [Cas72, Lemma
11], but in this paper the groups were ∂-algebraic varieties which are defined
over a ∂-closed field. In particular, our Hopf-algebraic approach does not need
any assumption on the basis field. Moreover, our approach can also be used in
positive characteristic, as we will see in the next chapter.
15.2.2 Quotients of G∂a
In this subsection we show that each ∂-Hopf F -subalgebra of F{X} is finitely
∂-generated by additive ∂-polynomials. Thus the quotiens of G∂a correspond to
∂-Hopf F -subalgebras which are finitely ∂-generated by additive ∂-polynomials.
Theorem 15.21. Let (H,m, u,∆, , S) be the ∂-Hopf F -algebra corresponding
to G∂a. Further let I E H be a ∂-Hopf ideal. Then H(I) is finitely ∂-generated
by additive ∂-polynomials.
Proof. By Theorem 15.18, I is finitely ∂-generated by additive ∂-polynomials.
Let q1, . . . , qn be additive ∂-polynomials which are ∂-generators of I. Further
let V ⊆ H be the F -vector subspace which is ∂-generated by q1, . . . , qn. Observe
that
∆∂j(qi) = ∂
j(qi)⊗ 1 + 1⊗ ∂j(qi),
(∂j(qi)) = 0,
that means V is a ∂-F -subcoalgebra of H. Further we have
S(∂j(qi)) = −∂j(qi),
i.e., S(V ) ⊆ V . Now let Ĥ be the ∂-F -algebra which is ∂-generated by q1, . . . , qn.
It is easy to check that Ĥ ⊆ H is a ∂-Hopf F -algebra (as in the proof of Lemma
13.2). Since
∆(∂j(qi))− ∂j(qi)⊗ 1 = 1⊗ ∂j(qi) ∈ H ⊗F I,
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we have that ∂j(qi) ∈ H(I) and thus Ĥ ⊆ H(I). Therefore Ĥ+ ⊆ H(I)+ and
this implies Ĥ+H ⊆ H(I)+H.
Since H(I)+H = I we can assume by Lemma 14.14 that q1, . . . , qn ∈ H(I)+.
That means q1, . . . , qn are in the kernel of  and thus q1, . . . , qn ∈ Ĥ+ ⊆
Ĥ+H. Hence H(I)+H ⊆ Ĥ+H, by using that q1, . . . , qn are ∂-generators of
I = H(I)+H.
Therefore we have Ĥ+H ⊆ H(I)+H and by Theorem 14.3 we have that Ĥ =
H(I). This implies H(I) is ∂-generated by q1, . . . , qn.
Corollary 15.22. For each quotient G∂a/N the corresponding ∂-Hopf F -subalgebra
is finitely ∂-generated by additive ∂-polynomials q1, . . . , qn, where q1, . . . , qn are
∂-generators of I(N ).
Proof. Let N E G∂a be a normal closed ∂-subgroup F -scheme with correspond-
ing normal ∂-Hopf ideal I E F{X}. Then G∂a/N is represented by F{X}(I)
and thus the claim follows by Theorem 15.21.
15.3 The Multiplicative ∂-Group Scheme
In this section we consider the multiplicative ∂-group scheme, which is a very
important example of an affine ∂-group F -scheme. We begin with the definition
of the multiplicative ∂-group scheme.
Definition 15.23. Let (F{X},m, u) be the ∂-polynomial F -algebra in one
∂-variable, i.e.,
F{X} = F [X, ∂(X), ∂2(X), . . .],
that means F{X} is isomorphic to the polynomial F -algbera in infinitely many
variables. The ∂-structure on F{X} is given by
∂(∂j(X)) = ∂j+1(X).
Further let F{X,X−1} be the localization of F{X} by X. Observe that
F{X,X−1} is also a ∂-F -algebra. We define the following ∂-F -algebra ho-
momorphisms
∆ : F{X,X−1} → F{X,X−1} ⊗F F{X,X−1}, X 7→ X ⊗X,
 : F{X,X−1} → F, X 7→ 1,
S : F{X,X−1} → F{X,X−1}, X 7→ X−1.
By an easy calculation we see that (F{X,X−1},m, u,∆, , S) is a ∂-Hopf F -
algebra. We call the corresponding affine ∂-group F -scheme the multiplicative
∂-group F -scheme and denote it by G∂m.
Remark 15.24. Observe that τ ◦∆ = ∆. That means F{X,X−1} is cocommu-
tative, i.e., G∂m is commutative. In particular, each closed ∂-subgroup F -scheme
of G∂m is a normal closed ∂-subgroup F -scheme.
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15.3.1 Closed ∂-Subgroup Schemes of G∂m
In this subsection we consider some ∂-Hopf ideals of F{X,X−1} and thus we
get some closed ∂-subgroup F -schemes of G∂m. For this we use the so-called
logarithmic derivative and the classification of the closed ∂-subgroup F -schemes
of G∂a .
Definition 15.25. Let (F{X},m, u) be the ∂-polynomial F -algebra in one ∂-
variable and let F{X,X−1} be the localization of F{X} by X. Then the map
λ : F{X} → F{X,X−1}, X 7→ ∂(X)
X
is called logarithmic derivative.
Theorem 15.26. Let (F{X,X−1},mm, um,∆m, m, Sm) be the ∂-Hopf F -
algebra corresponding to G∂m. Further I E F{X,X−1} be a ∂-ideal which
is ∂-generated by g1(
∂(X)
X ), . . . , gn(
∂(X)
X ), where gi ∈ F{Y } are additive ∂-
polynomials. Then I is a ∂-Hopf ideal.
Proof. Let G∂a be the additive ∂-group F -scheme with corresponding ∂-Hopf
F -algebra (F{X},ma, ua,∆a, a, Sa). We consider the logarithmic derivative
λ : F{X} → F{X,X−1}, X 7→ ∂(X)
X
,
which is obviously a ∂-F -algebra homomorphism. We show that λ is a ∂-Hopf
F -algebra homomorphism. For this we compute
∆m ◦ λ(X) = ∆m(∂(X)
X
)
= ∂(∆m(X)) ·∆m(X)−1
= ∂(X ⊗X) · (X ⊗X)−1
=
(
∂(X)⊗X +X ⊗ ∂(X)
)
· (X−1 ⊗X−1)
=
∂(X)
X
⊗ 1 + 1⊗ ∂(X)
X
= (λ⊗ λ)(X ⊗ 1 + 1⊗X)
= (λ⊗ λ) ◦∆a(X),
m ◦ λ(X) = m(∂(X)
X
)
= ∂(m(X)) · m(X)−1
= ∂(1) · 1
= 0
= a(X),
Sm ◦ λ(X) = Sm(∂(X)
X
)
= ∂(Sm(X)) · Sm(X)−1
= ∂(X−1) ·X
= −∂(X)
X
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= λ(−X)
= λ ◦ Sa(X).
Since X is the ∂-generator of F{X}, it follows that λ is a ∂-Hopf F -algebra
homomorphism. Hence λ induces an affine ∂-group F -scheme homomorphism
λ∗ : G∂m → G∂a .
Let J E F{X} be the ∂-ideal which is generated by g1, . . . , gn. Then J is a
∂-Hopf ideal and by Lemma 10.24, I := λ(J) E F{X,X−1} is a ∂-Hopf ideal
which is generated by g1(
∂(X)
X ), . . . , gn(
∂(X)
X ).
Observe that there are more ∂-Hopf ideals of F{X,X−1}.
Example 15.27. One can easy show that for each n ∈ N the ∂-ideal {Xn−1} E
F{X,X−1} is a ∂-Hopf ideal.
Remark 15.28. In [Cas72, Chapter IV], P. Cassidy shows that in the context
there all ∂-algebraic subgroups of G∂m are given by the above theorem and
example.
If we are in the context of [Cas72], i.e., characteristic zero with ususal derivations
and the groups where defined over a universal differential field, then our closed
∂-subgroup F -schemes coincide with the ∂-algebraic subgroups from [Cas72].
In particular, in this case all closed ∂-subgroup F -schemes of G∂m are given by
the above theorem and example.
15.3.2 Quotients of G∂m
In this subsection we consider some ∂-Hopf F -subalgebras of F{X,X−1} and
thus we get some quotients of G∂m. For this we use the results from the last
subsection.
We begin with a technical result.
Proposition 15.29. Let (F{X,X−1},m, u,∆, , S) be the ∂-Hopf F -algebra
corresponding to G∂m. Further let g ∈ F{Y } be an additive ∂-polynomial. Then
∆(g(
∂(X)
X
)) = g(
∂(X)
X
)⊗ 1 + 1⊗ g(∂(X)
X
),
(g(
∂(X)
X
)) = 0,
S(g(
∂(X)
X
)) = g(
∂(X)
X
).
Proof. Let g =
∑n
l=1 al∂
l(Y ) ∈ F{Y } be an additive ∂-polynomial. Then
g(
∂(X)
X
) =
n∑
l=1
al∂
l(
∂(X)
X
) ∈ F{X,X−1}
We compute
∆(
∂(X)
X
) = . . . =
∂(X)
X
⊗ 1 + 1⊗ ∂(X)
X
,
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(
∂(X)
X
) = . . . = 0,
S(
∂(X)
X
) = . . . =
∂(X)
X
.
Hence we obtain for all l = 1, 2, . . .
∆(∂l(
∂(X)
X
)) = ∂l(
∂(X)
X
)⊗ 1 + 1⊗ ∂l(∂(X)
X
),
(∂l(
∂(X)
X
)) = 0,
S(∂l(
∂(X)
X
)) = ∂l(
∂(X)
X
).
This yields the claim, since ∆, , S are ∂-F -algebra homomorphisms.
Theorem 15.30. Let (H,m, u,∆, , S) be the ∂-Hopf F -algebra corresponding
to G∂m. Let I E H be a ∂-ideal which is ∂-generated by g1(∂(X)X ), . . . , gn(
∂(X)
X ),
where gi ∈ F{Y } are additive ∂-polynomials. Then H(I) is ∂-generated by
g1(
∂(X)
X ), . . . , gn(
∂(X)
X ).
Proof. By Theorem 15.26, we obtain that I is a ∂-Hopf ideal. For simplicity
let q1 := g1(
∂(X)
X ), . . . , qn := gn(
∂(X)
X ). Further let V ⊆ H be the F -vector
subspace which is ∂-generated by q1, . . . , qn. By Proposition 15.29, we obtain
that
∆(∂j(qi)) = ∂
j(qi)⊗ 1 + 1⊗ ∂j(qi),
(∂j(qi)) = 0,
that means V is a ∂-F -subcoalgebra of H. Again by Proposition 15.29 we have
S(∂j(qi)) = −∂j(qi),
i.e., S(V ) ⊆ V . Now let Ĥ be the ∂-F -algebra which is ∂-generated by q1, . . . , qn.
It is easy to check that Ĥ ⊆ H is a ∂-Hopf F -algebra (as in the proof of Lemma
13.2). Since
∆(∂j(qi))− ∂j(qi)⊗ 1 = 1⊗ ∂j(qi) ∈ H ⊗F I,
we have that ∂j(qi) ∈ H(I) and thus Ĥ ⊆ H(I). Therefore Ĥ+ ⊆ H(I)+ and
this implies Ĥ+H ⊆ H(I)+H.
Since q1, . . . , qn are in the kernel of  we have that q1, . . . , qn ∈ Ĥ+ ⊆ Ĥ+H.
Hence H(I)+H ⊆ Ĥ+H, by using that q1, . . . , qn are ∂-generators of I =
H(I)+H.
Therefore we have Ĥ+H ⊆ H(I)+H and by Theorem 14.3 we have that Ĥ =
H(I). This implies H(I) is ∂-generated by q1, . . . , qn.
Corollary 15.31. Let N E G∂m be a normal closed ∂-subgroup F -scheme with
I := I(N ) is ∂-generated by g1(∂(X)X ), . . . , gn(∂(X)X ), where gi ∈ F{Y } are addi-
tive ∂-polynomials.
Then the ∂-Hopf F -subalgebra which corresponds to G∂m/N is finitely ∂-generated
by g1(
∂(X)
X ), . . . , gn(
∂(X)
X ).
Proof. Since G∂m/N is represented by H(I), the claim follows by Theorem 15.30.
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Chapter 16
Affine ∂∗-Group Schemes in
Positive Characteristic
In this chapter we quote some facts about differential algebra in positive char-
acteristic. Further we consider some examples of affine ∂∗-group schemes by
using our theory of affine C-ferential group schemes.
Throughout the whole chapter all rings, fields,... are of characteristic p > 0.
Further let F be a ∂∗-field (see definition below).
16.1 Differential Algebra in Positive Character-
istic
First we quote some results about differential algebra in positive characteristic.
We restrict to the case of a single iterative derivation. For more details of
differential algebra in positive characteristic the reader is referred to [Oku87].
The following example shows one of the problems which arise in differential
algebra in positive characteristic.
Example 16.1. Let ∂ be a usual derivation. Further let K be a ∂-field. We
consider the rational function field K(t) with derivation ∂(t) = 1. Observe that
K(t) is a ∂-field. We compute ∂(tp) = p·tp−1 = 0, that means tp is a ∂-constant.
Thus we obtain that K(t) contains more ∂-constants than K.
The above example shows that by transzendential extensions new constants
arise. In particular, this is a problem for our parameterized Galois theory (see
Definition 17.4 3.). This problem can be attacked by the following definition.
Definition 16.2. Let R be a commutative ring. A family ∂∗ = (∂(l))l∈N of
maps ∂(l) : R→ R is called an iterative derivation of R if
∂(0) = idR, ∂
(l)(a+ b) = ∂(l)(a) + ∂(l)(b),
∂(l)(a · b) = ∑
i+j=l
∂(i)(a)∂(j)(b), ∂(j) ◦ ∂(i) = (i+ji )∂(i+j)
for all a, b ∈ R and all i, j, l ∈ N. The tuple (R, ∂∗) is called a ∂∗-ring. An
element c ∈ R is a (differential) constant, if all its iterative derivatives vanish,
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i.e., ∂(l)(c) = 0 for all l ≥ 1. The set of all constants of R is denoted by R∂∗ .
We observe that (∂(l))p = 0 for l > 0 (this phenomenon is called the trivial
p-curvature). Moreover, the iterative derivation ∂∗ is already determined by
all ∂(l), where l is a p-power.
Analogously we define ∂∗-fields, ∂∗-algebras, ...
We give an important example of an ∂∗-field.
Example 16.3. The most important example of a ∂∗-field is the field of rational
functions K(t) together with the iterative derivation ∂(l)(tn) =
(
n
l
)
tn−l, which
will be denoted by ∂∗t . Thus the field of constants is K. Contrary to ordinary
differentiation in positive characteristic we do not obtain new constants here.
More explicitly, we obtain ∂(n)(tn) = 1 and thus tn is not a ∂∗-constant for all
n ≥ 1.
Remark 16.4. We consider the k-coalgebra C :=
∞⊕
i=0
k · di, where d0 = 1C , d1,
d2, . . . form a divided power sequence, i.e.,
• ∆(dn) =
n∑
i=0
di ⊗ dn−i, for n = 0, 1, 2, . . .
• (dn) =
{
0 if n = 1, 2, . . .
1 if n = 0.
Further we equip C with the iteration rule di ◦ dj =
(
i+j
j
)
di+j (in this way C
becomes a bialgebra).
Let A be a C-ferential k-algebra. By Example 3.13, we have that (dl)l∈N is
an iterative derivation on A. Thus we can use the our C-ferential concept to
consider ∂∗-algebras.
Some nice results which hold in characteristic zero are wrong in positive char-
acteristic. The following shows that the Ritt-Raudenbush Basis Theorem is not
true in positive characteristic.
Example 16.5. Let (F{X},m, u) be the ∂∗-polynomial F -algebra in one ∂∗-
variable, i.e.,
F{X} = F [X, ∂(1)(X), ∂(2)(X), . . .],
that means F{X} is isomorphic to the polynomial F -algebra in infinitely many
variables. The ∂∗-structure on F{X} is given by
∂(i)(∂(j)(X)) =
(
j + i
j
)
∂(j+i)(X).
Further let Ij := {∂(pj)(X), ∂pj+1(X), ∂(j+2)(X), . . .} E F{X} for j ∈ N. It is
easy to see that Ij is a prime ∂
∗-ideal which is not finitely ∂-generated.
Moreover, each prime ∂∗-ideal is a radical ∂∗-ideal. This gives us a counterex-
ample to the Ritt-Raudenbush Basis Theorem.
Remark 16.6. It is also easy to see that there exists ∂∗-Hopf F -algebras which
where not reduced. That means Theorem 15.3 is also not true in positive char-
acteristic.
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16.2 The Additive ∂∗-Group Scheme
In this section we consider the additive ∂∗-group scheme, which is a very im-
portant example of an affine ∂∗-group F -scheme. We begin with the definition
of the additive ∂∗-group scheme.
Definition 16.7. Let (F{X},m, u) be the ∂∗-polynomial F -algebra in one ∂∗-
variable, i.e.,
F{X} = F [X, ∂(1)(X), ∂(2)(X), . . .],
that means F{X} is isomorphic to the polynomial F -algebra in infinitely many
variables. The ∂∗-structure on F{X} is given by
∂(i)(∂(j)(X)) =
(
j + i
j
)
∂(j+i)(X).
Further we define the following ∂∗-F -algebra homomorphisms
∆ : F{X} → F{X} ⊗F F{X}, X 7→ X ⊗ 1 + 1⊗X,
 : F{X} → F, X 7→ 0,
S : F{X} → F{X}, X 7→ −X.
By an easy calculation we see that (F{X},m, u,∆, , S) is a ∂∗-Hopf F -algebra.
We call the corresponding affine ∂∗-group F -scheme the additive ∂∗-group
F -scheme and denote it by G∂∗a .
Remark 16.8. Observe that τ ◦∆ = ∆. That means F{X} is cocommutative,
i.e., G∂∗a is commutative. In particular, each closed ∂∗-subgroup F -scheme of
G∂∗a is a normal closed ∂∗-subgroup F -scheme.
16.2.1 Closed ∂∗-Subgroup Schemes of G∂∗a
In this subsection we give a classification of the ∂∗-Hopf ideals of F{X} and
thus we get a classification of the closed ∂∗-subgroup F -schemes of G∂∗a .
For this classification additive ∂∗-polynomials play an important role.
Definition 16.9. Let q ∈ F{X} be a ∂∗-polynomial.
(i) We call q a p-∂∗-polynomial, if in all monomials all ∂∗-variables appear
in a power of p.
(ii) We say q is an additive ∂∗-polynomial, if q(x+ y) = q(x) + q(y) for all
x, y in each ∂∗-F -algebra.
Remark 16.10. Additive ∂∗-polynomials are p-∂∗-polynomials. It is easy to
see that additive ∂∗-polynomials are exactly the ∂∗-polynomials which are of
type
∑
l,i ali∂
(l)(X)p
i
, i.e., each monomial consist of a p-power of exactly one
∂∗-variable.
Next we show that the iterative derivation of a p-∂∗-polynomial is again a p-∂∗-
polynomial and the iterative derivation of an additive ∂∗-polynomial is again
an additive ∂∗-polynomial. For this we need the following technical result.
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Proposition 16.11. In F{X} we have
∂(j)
(
∂(l)(X)p
i
)
=
{(
n+l
l
)
∂(n+l)(X)p
i
if j = npi
0 else,
for all i, j, l ∈ N.
Proof. We compute
∂(j)
(
∂(l)(X)p
i
)
=
∑
j1+...+jpi=j
∂(j1)
(
∂(l)(X)
) · · · ∂(jpi )(∂(l)(X)).
First assume that j is not a multiple of pi. In this case each summand in the
upper sum occurs pi! times, by symmetry. Hence the sum is zero.
On the other hand let j = npi for some n ∈ N. As above each summand with
jk 6= jm for some 1 ≤ k,m ≤ pi occurs pi! times. Thus we get
∂(j)
(
∂(l)(X)p
i
)
= ∂(n)
(
∂(l)(X)
)pi
=
((n+ l
l
)
∂(n+l)(X)
)pi
=
(
n+ l
l
)
∂(n+l)(X)p
i
.
Proposition 16.12. Let q ∈ F{X} be a ∂∗-polynomial.
(i) If q is a p-∂∗-polynomial, then ∂(j)(q) is also a p-∂∗-polynomial, for all
j ∈ N.
(ii) If q is an additive ∂∗-polynomial, then ∂(j)(q) is also an additive ∂∗-
polynomial, for all j ∈ N.
Proof. (i) Let q =
n∑
i=1
ai
( ∏
l∈Ii
∂(l)(X)p
jl
)
be a p-∂∗-polynomial. Then
∂(j)(q) =
∑
i
ai
( ∑
j1+...+jIi=j
∏
l∈Ii
∂(j)
(
∂(l)(X)p
jl
))
and it follows by Proposition 16.11 that ∂(j)(q) is a p-∂∗-polynomial.
(ii) Now let q be an additive ∂∗-polynomial. We get
∂(j)(q)(x+ y) = ∂(j)(q(x+ y)) = ∂(j)(q(x) + q(y)) = ∂(j)(q(x)) + ∂(j)(q(y)),
where we have used that the substitution map is a ∂∗-homomorphism.
The following lemma shows that a ∂∗-ideal is a ∂∗-Hopf ideal if and only if the
∂∗-generators satisfy the conditions for a ∂∗-Hopf ideal (Definition 4.36).
Lemma 16.13. Let (H,m, u,∆, , S) be a ∂∗-Hopf F -algebra and let (bi)i∈J ⊆
H. Further let I E H be the ideal which is ∂∗-generated by (bi)i∈J . Then the
following are equivalent:
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(i) I is a ∂∗-Hopf ideal.
(ii) For all i ∈ J we have
• ∆(bi) ∈ I ⊗F H +H ⊗F I,
• (bi) = 0,
• S(bi) ∈ I.
Proof. First observe that I is a ∂∗-ideal and recall that I is a ∂∗-Hopf ideal if
and only if
∆(I) ⊆ I ⊗F H +H ⊗F I,
(I) = 0,
S(I) ⊆ I.
(i) ⇒ (ii): This is clear.
(ii) ⇒ (i): First we compute
∆(∂(l)(bi)) = ∂
(l)(∆(bi)) ∈ ∂(l)
(
I ⊗F H +H ⊗F I
)
= ∂(l)
(
I ⊗F H
)
+ ∂(l)
(
H ⊗F I
)
=
∑
l1+l2=l
∂(l1)(I)⊗F ∂(l2)(H) +
∑
l1+l2=l
∂(l1)(I)⊗F ∂(l2)(H)
⊆ I ⊗F H +H ⊗F I,
(∂(l)(bi)) = ∂
(l)((bi)) = ∂
(l)(0) = 0,
S(∂(l)(bi)) = ∂
(l)(S(bi)) ∈ ∂(l)(I) ⊆ I.
Now let g ∈ I be an arbitrary element, i.e. there exist some ail ∈ H such that
g =
finite∑
i∈J,l∈N
ail∂
(l)(bi).
Then we get
∆(ail∂
(l)(bi)) = ∆(ail)∆(∂
(l)(bi)) ∈ (H ⊗F H) · (I ⊗F H +H ⊗F I),
(ail∂
(l)(bi)) = (ail)(∂
(l)(bi)) = 0,
S(ail∂
(l)(bi)) = S(ail)S(∂
(l)(bi)) ∈ H · I = I.
Since ∆, , S are additive maps we get
∆(g) ∈ (H ⊗F H) · (I ⊗F H +H ⊗F I) = I ⊗F H +H ⊗F I,
(g) = 0,
S(g) ∈ I.
Thus I is a ∂∗-Hopf ideal.
Further we show that a ∂∗-ideal, which is generated by additive ∂∗-polynomials,
is a ∂∗-Hopf ideal.
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Proposition 16.14. Let I E F{X} be a ∂∗-ideal which is generated by additive
∂∗-polynomials. Then I is a ∂∗-Hopf ideal.
Proof. First let g ∈ I be an additive ∂∗-polynomial, i.e., g = ∑l,i ali∂(l)(X)pi .
We compute
∆(g) = ∆(
∑
l,i
ali∂
(l)(X)p
i
)
=
∑
l,i
ali∆
(
∂(l)(X)
)pi
=
∑
l,i
ali
(
∂(l)(X)⊗ 1 + 1⊗ ∂(l)(X))pi
=
∑
l,i
ali
(
∂(l)(X)p
i ⊗ 1 + 1⊗ ∂(l)(X)pi)
= g ⊗ 1 + 1⊗ g ∈ I ⊗F A+A⊗F I,
(g) =
∑
l,i
ali
(
∂(l)(X)
)pi
= 0,
S(g) =
∑
l,i
aliS
(
∂(l)(X)
)pi
=
∑
l,i
(−1)piali∂(l)(X)pi
=
{∑
l,i ali∂
(l)(X)p
i ∈ I if p = 2
−∑l,i ali∂(l)(X)pi ∈ I if p 6= 2.
Hence I is a ∂∗-Hopf ideal by Lemma 16.13.
Next we give a classification of the additive ∂∗-polynomials of F{X}.
Lemma 16.15. Let g ∈ F{X} be a ∂∗-polynomial. Then g is additive if and
only if ∆(g) = g ⊗ 1 + 1⊗ g.
Proof. Let g ∈ F{X} be an additive ∂∗-polynomial, i.e. g(X) = ∑l,i ali∂(l)(X)pi
Then we can compute
∆(g(X)) = ∆(
∑
li
al,i∂
(l)(X)p
i
)
=
∑
l,i
ali∆
(
∂(l)(X)
)pi
=
∑
l,i
ali∂
(l)(∆(X))p
i
=
∑
l,i
ali∂
(l)(X ⊗ 1 + 1⊗X)pi
= g(X)⊗ 1 + 1⊗ g(X).
On the other hand, let g =
∑
i ai
∏
(l,j)∈Ii ∂
(l)(X)j be an arbitrary element of
F{X}, such that ∆(g) = g ⊗ 1 + 1⊗ g.
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Moreover, we can consider g as an element of a polynomial ring in finitely many
variables and we can use the lexicographic order to order the monomials of g.
Each monomial of g is uniquely determined by his degree. In particular, g has
only one monomial with maximal degree.
Further the lexicographic order on F [Y1, . . . , Yn] induces a “semi-lexicographic”
order on F [Y1, . . . , Yn] ⊗F F [Yn+1, . . . , Y2n] ∼= F [Y1, . . . , Y2n], given by |Y1| =
|Yn+1| < |Y2| = |Yn+2| < · · · < |Yn| = |Y2n|.
Let mi the monomial of g with maximal degree. We calculate
∆(mi) = ∆(
∏
(l,j)∈Ii
∂(l)(X)j)
=
∏
(l,j)∈Ii
∂(l)(∆(X))j
=
∏
(l,j)∈Ii
(
∂(l)(X)⊗ 1 + 1⊗ ∂(l)(X))j
=
∏
(l,j)∈Ii
j∑
k=0
(
j
k
)
∂(l)(X)k ⊗ ∂(l)(X)j−k.
Then each monomial of ∆(mi) has the same degree as mi. Further each mono-
mial of ∆(mi) has a higher degree than any monomial of ∆(g − aimi). Hence
by ∆(g) = g⊗ 1 + 1⊗ g we get that ∆(mi) = mi⊗ 1 + 1⊗mi. That means that∏
(l,j)∈Ii
(
∂(l)(X)⊗ 1 + 1⊗ ∂(l)(X))j = ∏
(l,j)∈Ii
(
∂(l)(X)j ⊗ 1 + 1⊗ ∂(l)(X)j).
Observe that this equation holds if and only if |Ii| = 1 and j is a power of p.
Thus mi = ∂
(l)(X)p
k
, for some l, k ∈ N.
Induction on the lexicographic order yields the result.
Definition 16.16. Let g ∈ F{X} be a ∂∗-polynomial. Let m1, . . . ,mn be the
nonadditive monomials of g. We define the nonadditive degree of g by
degnaddlex (g) :=
n∑
i=1
deglex(mi) ∈ Nr.
Further we define
degnaddlex (g1) < deg
nadd
lex (g2) := deg
nadd
lex (g1) <lex deg
nadd
lex (g2).
Further we show that each ∂∗-Hopf ideal of F{X} is generated by additive
∂∗-polynomials.
Lemma 16.17. Let I E F{X} be a ∂∗-Hopf ideal. Then I is generated by
additive ∂∗-polynomials.
Proof. Let g ∈ I be an arbitrary element, i.e.,
g =
∑
i
ai
∏
(l,j)∈Ii
∂(l)(X)j ,
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where the sum and products are finite. So we can consider g as an element of
a polynomial ring in finitely many variables and we can use the lexicographic
order to order the monomials of g. Each monomial of g is uniquely determined
by his lexicographic order.
We compute
∆(g) = ∆(
∑
i
ai
∏
(l,j)∈Ii
∂(l)(X)j)
=
∑
i
ai
∏
(l,j)∈Ii
∆
(
∂(l)(X)
)j
=
∑
i
ai
∏
(l,j)∈Ii
(
∂(l)(X)⊗ 1 + 1⊗ ∂(l)(X))j
=
∑
i
ai
∏
(l,j)∈Ii
( j∑
k=0
(
j
k
)
∂(l)(X)j−k ⊗ ∂(l)(X)k)
By Lemma 15.15, we see that ∆(g) = g⊗1 + 1⊗ g if and only if g is an additive
∂∗-polynomial.
If g is not an additive ∂∗-polynomial and there exists some monomialm1, . . . ,mn
of g is which are not additive. Thus we get
∆(g) = g ⊗ 1 + 1⊗ g +
∑
i
fi ⊗ hi,
where fi, hi are monomials which have a proper smaller lexicographic order than
max{deglex(mj)}. More explicitly, each of the fi, hi is a divisor of some mj .
Since ∆(g) ∈ I ⊗F H + H ⊗F I, there exists a ∂∗-polynomial g˜ ∈ I with
deglex(g˜) = deglex(fk) for some k. That means fk is the highest degree monomial
of g˜. Further let mjk be a nonadditive monomial of g which has fk as divisor.
Then there exists a h ∈ F{X} such that fkh = mjk .
Thus ĝ := g − g˜h ∈ I is a ∂∗-polynomial with degnaddlex (ĝ) < degnaddlex (g). Hence
g is generated by the ∂∗-polynomials ĝ and g˜ which have a strictly smaller
nonadditive degree than g.
Iterating this process yields the claim.
Now we can give a classification of the ∂∗-Hopf ideal of F{X}.
Theorem 16.18. Let I be a ∂∗-ideal of F{X}. Then I is a ∂∗-Hopf ideal if
and only if I is ∂∗-generated by additive ∂∗-polynomials.
Proof. (i) Let I E F{X} be a ∂∗-ideal which is generated by additive ∂∗-
polynomials. Then I is a ∂∗-Hopf ideal by Proposition 16.14.
(ii) On the other hand let I be a ∂∗-Hopf ideal of F{X}. By Lemma 16.17, it
follows that the ∂∗-generators of I are additive ∂∗-polynomials.
Corollary 16.19. The defining ideal of each closed ∂∗-subgroup F -scheme of
G∂∗a is ∂∗-generated by additive ∂∗-polynomials.
Proof. Theorem 16.18.
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16.2.2 Quotients of G∂∗a
In this subsection we show that each ∂∗-Hopf F -subalgebra of F{X} is ∂∗-
generated by additive ∂∗-polynomials. Thus the quotiens of G∂∗a correspond to
∂∗-Hopf F -subalgebras which are ∂∗-generated by additive ∂∗-polynomials.
Theorem 16.20. Let (H,m, u,∆, , S) be the ∂∗-Hopf F -algebra corresponding
to G∂∗a . Further let I E H be a ∂∗-Hopf ideal. Then H(I) is ∂∗-generated by
additive ∂∗-polynomials.
Proof. By Theorem 16.18, we obtain that I is ∂∗-generated by additive ∂∗-
polynomials. Let {qj}j∈J be additive ∂∗-polynomials which are ∂∗-generators
of I. Further let V ⊆ H be the F -vector subspace which is ∂∗-generated by
{qj}j∈J . Observe that
∆∂(l)(qj) = ∂
(l)(qj)⊗ 1 + 1⊗ ∂(l)(qj),
(∂(l)(qj)) = 0,
that means V is a ∂∗-F -subcoalgebra of H. Further we have
S(∂(l)(qj)) = −∂(l)(qj),
i.e., S(V ) ⊆ V . Now let Ĥ be the ∂∗-F -algebra which is ∂∗-generated by
{qj}j∈J . It is easy to check that Ĥ ⊆ H is a ∂∗-Hopf F -algebra (as in the proof
of Lemma 13.2). Since
∆(∂(l)(qj))− ∂(l)(qj)⊗ 1 = 1⊗ ∂(l)(qj) ∈ H ⊗F I,
we have that ∂(l)(qj) ∈ H(I) and thus Ĥ ⊆ H(I). Therefore Ĥ+ ⊆ H(I)+ and
this implies Ĥ+H ⊆ H(I)+H.
Since {qj}j∈J are in the kernel of  we have that qj ∈ Ĥ+ ⊆ Ĥ+H. Hence
H(I)+H ⊆ Ĥ+H, by using that {qj}j∈J are ∂∗-generators of I = H(I)+H.
Therefore we have Ĥ+H ⊆ H(I)+H and by Theorem 14.3 we have that Ĥ =
H(I). This implies H(I) is ∂∗-generated by {qj}j∈J .
Corollary 16.21. For each quotient G∂∗a /N the corresponding ∂∗-Hopf F -
subalgebra is ∂∗-generated by additive ∂∗-polynomials {qj}j∈J , where {qj}j∈J
are ∂∗-generators of I(N ).
Proof. Let N E G∂∗a be a normal closed ∂∗-subgroup F -scheme with corre-
sponding normal ∂∗-Hopf ideal I E F{X}. Then G∂∗a /N is represented by
F{X}(I) and thus the claim follows by Theorem 16.20.
16.3 The Multiplicative ∂∗-Group Scheme
In this section we consider the multiplicative ∂∗-group scheme, which is a very
important example of an affine ∂∗-group F -scheme. We begin with the definition
of the multiplicative ∂∗-group scheme.
Definition 16.22. Let (F{X},m, u) be the ∂∗-polynomial F -algebra in one
∂∗-variable, i.e.,
F{X} = F [X, ∂(1)(X), ∂(2)(X), . . .],
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that means F{X} is isomorphic to the polynomial F -algbera in infinitely many
variables. The ∂∗-structure on F{X} is given by
∂(i)(∂(j)(X)) =
(
i+ j
j
)
∂(i+j)(X).
Further let F{X,X−1} be the localization of F{X} by X. Observe that
F{X,X−1} is also a ∂∗-F -algebra. We define the following ∂∗-F -algebra homo-
morphisms
∆ : F{X,X−1} → F{X,X−1} ⊗F F{X,X−1}, X 7→ X ⊗X,
 : F{X,X−1} → F, X 7→ 1,
S : F{X,X−1} → F{X,X−1}, X 7→ X−1.
By an easy calculation we see that (F{X,X−1},m, u,∆, , S) is a ∂∗-Hopf F -
algebra. We call the corresponding affine ∂∗-group F -scheme the multiplica-
tive ∂∗-group F -scheme and denote it by G∂∗m .
Remark 16.23. Observe that τ ◦ ∆ = ∆. That menas F{X,X−1} is co-
commutative, i.e., G∂∗m is commutative. In particular, each closed ∂∗-subgroup
F -scheme of G∂∗m is a normal closed ∂∗-subgroup F -scheme.
16.3.1 Closed ∂∗-Subgroup Schemes of G∂∗m
In this subsection we consider some ∂∗-Hopf ideals of F{X,X−1} and thus we
get some closed ∂∗-subgroup F -schemes of G∂∗m . For this we use the classification
of the closed ∂∗-subgroup F -schemes of G∂∗a .
Theorem 16.24. Let (F{X,X−1},mm, um,∆m, m, Sm) be the ∂∗-Hopf F -
algebra corresponding to G∂∗m . Further I E F{X,X−1} be a ∂∗-ideal which is
∂∗-generated by {gj(∂(X)X )}j∈J , where gj ∈ F{Y } are additive ∂∗-polynomials.
Then I is a ∂∗-Hopf ideal.
Proof. Let G∂∗a be the additive ∂∗-group F -scheme with corresponding ∂∗-Hopf
F -algebra (F{X},ma, ua,∆a, a, Sa). We consider the following ∂∗-F -algebra
homomorphism
λ1 : F{X} → F{X,X−1}, X 7→ ∂
(1)(X)
X
.
We show that λ1 is a ∂
∗-Hopf F -algebra homomorphism. For this we compute
∆m ◦ λ1(X) = ∆m(∂
(1)(X)
X
)
= ∂(1)(∆m(X)) ·∆m(X)−1
= ∂(1)(X ⊗X) · (X ⊗X)−1
=
(
∂(1)(X)⊗X +X ⊗ ∂(1)(X)
)
· (X−1 ⊗X−1)
=
∂(1)(X)
X
⊗ 1 + 1⊗ ∂
(1)(X)
X
= (λ1 ⊗ λ1)(X ⊗ 1 + 1⊗X)
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= (λ1 ⊗ λ1) ◦∆a(X),
m ◦ λ1(X) = m(∂
(1)(X)
X
)
= ∂(1)(m(X)) · m(X)−1
= ∂(1)(1) · 1
= 0
= a(X),
Sm ◦ λ1(X) = Sm(∂
(1)(X)
X
)
= ∂(1)(Sm(X)) · Sm(X)−1
= ∂(1)(X−1) ·X
= −∂
(1)(X)
X
= λ1(−X)
= λ1 ◦ Sa(X).
Since X is the ∂∗-generator of F{X}, it follows that λ1 is a ∂∗-Hopf F -algebra
homomorphism. Hence λ1 induces an affine ∂
∗-group F -scheme homomorphism
λ∗1 : G∂
∗
m → G∂
∗
a .
Let J E F{X} be the ∂∗-ideal which is generated by {gj}j∈J . Then J is a
∂∗-Hopf ideal and by Lemma 10.24, I := λ1(J) E F{X,X−1} is a ∂∗-Hopf ideal
which is generated by {gj(∂(X)X )}j∈J .
16.3.2 Quotients of G∂∗m
In this subsection we consider some ∂∗-Hopf F -subalgebras of F{X,X−1} and
thus we get some quotients of G∂∗m . For this we use the results from the last
subsection.
We begin with a technical result.
Proposition 16.25. Let (F{X,X−1},m, u,∆, , S) be the ∂∗-Hopf F -algebra
corresponding to G∂∗m . Further let g ∈ F{Y } be an additive ∂∗-polynomial. Then
∆(g(
∂(1)(X)
X
)) = g(
∂(1)(X)
X
)⊗ 1 + 1⊗ g(∂
(1)(X)
X
),
(g(
∂(1)(X)
X
)) = 0,
S(g(
∂(1)(X)
X
)) = g(
∂(1)(X)
X
).
Proof. Let g =
∑
l,i ali∂
(l)(Y )p
i ∈ F{Y } be an additive ∂∗-polynomial. Then
g(
∂(1)(X)
X
) =
n∑
l,i
ali∂
(l)(
∂(1)(X)
X
)p
i ∈ F{X,X−1}
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We compute
∆(
∂(1)(X)
X
) = . . . =
∂(1)(X)
X
⊗ 1 + 1⊗ ∂
(1)(X)
X
,
(
∂(1)(X)
X
) = . . . = 0,
S(
∂(1)(X)
X
) = . . . =
∂(1)(X)
X
.
Hence we obtain for all l = 1, 2, . . .
∆(∂(l)(
∂(1)(X)
X
)) = ∂(l)(
∂(1)(X)
X
)⊗ 1 + 1⊗ ∂(l)(∂
(1)(X)
X
),
(∂(l)(
∂(1)(X)
X
)) = 0,
S(∂(l)(
∂(1)(X)
X
)) = ∂(l)(
∂(1)(X)
X
).
This yields the claim, since ∆, , S are ∂∗-F -algebra homomorphisms.
Theorem 16.26. Let (H,m, u,∆, , S) be the ∂∗-Hopf F -algebra corresponding
to G∂∗m . Further let I E H be a ∂∗-ideal which is ∂∗-generated by {gj(∂(X)X )}j∈J ,
where gj ∈ F{Y } are additive ∂∗-polynomials. Then H(I) is ∂∗-generated by
{gj(∂(X)X )}j∈J .
Proof. By Theorem 16.24, we obtain that I is a ∂∗-Hopf ideal. For simplicity
let qj := gj(
∂(X)
X ) for j ∈ J . Further let V ⊆ H be the F -vector subspace which
is ∂∗-generated by {qj}j∈J . By Proposition 16.25, we obtain that
∆(∂(l)(qj)) = ∂
(l)(qj)⊗ 1 + 1⊗ ∂(l)(qj), (∂(l)(qj)) = 0,
that means V is a ∂∗-F -subcoalgebra of H. Again by Proposition 16.25 we have
S(∂(l)(qj)) = −∂(l)(qj),
i.e., S(V ) ⊆ V . Now let Ĥ be the ∂∗-F -algebra which is ∂∗-generated by
{qj}j∈J . It is easy to check that Ĥ ⊆ H is a ∂∗-Hopf F -algebra (as in the proof
of Lemma 13.2). Since
∆(∂(l)(qj))− ∂(l)(qj)⊗ 1 = 1⊗ ∂(l)(qj) ∈ H ⊗F I,
we have that ∂(l)(qj) ∈ H(I) and thus Ĥ ⊆ H(I). Therefore Ĥ+ ⊆ H(I)+ and
this implies Ĥ+H ⊆ H(I)+H.
Since qj are in the kernel of  we have that qj ∈ Ĥ+ ⊆ Ĥ+H. Hence H(I)+H ⊆
Ĥ+H, by using that {qj}j∈J are ∂∗-generators of I = H(I)+H.
Therefore we have Ĥ+H ⊆ H(I)+H and by Theorem 14.3 we have that Ĥ =
H(I). This implies H(I) is ∂∗-generated by {qj}j∈J .
Corollary 16.27. Let N E G∂∗m be a normal closed ∂∗-subgroup F -scheme
with I := I(N ) is ∂∗-generated by {qj}j∈J , where gj ∈ F{Y } are additive ∂∗-
polynomials.
Then the ∂∗-Hopf F -subalgebra which corresponds to G∂∗m /N is ∂∗-generated by
{qj}j∈J .
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Proof. SinceG∂∗m /N is represented byH(I), the claim follows by Theorem 16.26.
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Part IV
Parameterized Galois
Theory
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Chapter 17
Parameterized
Picard-Vessiot Extensions
In this chapter we introduce parameterized Picard-Vessiot extensions, which are
our “Galois extensions”.
Throughout the whole chapter let k be a field, let C be a cocommutative k-
coalgebra with specified element 1C , such that ∆C(1C) = 1C⊗1C and C(1C) =
1 and let C˜ be a cocommutative k-coalgebra with specified element 1C˜ , such
that ∆C˜(1C˜) = 1C˜ ⊗ 1C˜ and C˜(1C˜) = 1. Further let F be a (C, C˜)-ferential
field.
17.1 An Example
We begin with an example which is taken from [CS07].
Example 17.1. Let F be a (∂, δ)-field of characteristic zero, where ∂, δ are
ususal derivations which commutes with each other. Further let the field of δ-
constants K := F δ be ∂-differentially closed and let F = K(x, log(x), xt−1e−x),
where δ(x) = 1, δ(log(x)) = 1x , δ(x
t−1e−x) = t−x−1x x
t−1e−x, ∂(x) = ∂(log(x)) =
0, ∂(xt−1e−x) = log(x)xt−1e−x. We consider the following parameterized dif-
ferential equation:
δ(y) = xt−1e−x. (#)
One can show that for (#) exists a solution y = γ, where γ is known as the
incomplete gamma function. Moreover, in this case γ, ∂(γ), ∂2(γ), . . . are alge-
braically independent over F (see [JRR95]). Thus E := F (γ, ∂(γ), ∂2(γ), . . .)
are the smallest (δ, ∂)-field which contains the solution of (#).
In Section 17.3 we give an intrinsic definition of a parameterized Picard-Vessiot
extension which depends not on parameterized differential equations. If we use
the assumption that K is ∂-differentially closed, we show in Chapter 23 that
E/F is a parameterized Picard-Vessiot extension in our sense.
We remark that one can show that in this case the parameterized Galois group
is isomorphic to the additive ∂-group K-scheme G∂a .
155
17.2 Picard-Vessiot Extensions
First we take a look at Picard-Vessiot extensions without parameters. In [Tak89],
M. Takeuchi developed a Picard-Vessiot theory, by using the following definition
of a Picard-Vessiot extension.
Definition 17.2. Let E/F be a C˜-ferential field extension which satisfies the
following conditions:
1. There exists a C˜-ferential F -algebra A, such that F ⊆ A ⊆ E and E =
Quot(R).
2. H := (A⊗F A)C˜ generates A⊗F A as a left A-module, i.e., (A⊗F F ) ·H =
A⊗F A.
3. EC˜ = F C˜ =: K.
Then we call the quadruple (E/F,A,K,H) a Picard-Vessiot extension (or
short PV-extension).
This definition is equivalent to the usual definition of a Picard-Vessiot extension
as ”solution field” of a linear differential equation (see [Mau10], Proposition
10.12).
Remark 17.3. Condition 2. from the above definition is equivalent to the
statement that H generates A⊗F A as a right A-module (by applying the twist
map τ ; see Definition 4.32).
17.3 Parameterized Picard-Vessiot Extensions
We extend the definition of M. Takeuchi by adopting an additional C-structure.
Definition 17.4. Let E/F be a (C, C˜)-ferential field extension which satisfies
the following conditions:
1. There exists a (C, C˜)-ferential F -algebra A, such that F ⊆ A ⊆ E and
E = Quot(A).
2. H := (A⊗F A)C˜ generates A⊗F A as a left A-module, i.e., (A⊗F F ) ·H =
A⊗F A.
3. EC˜ = F C˜ =: K.
Then we call the quadruple (E/F,A,K,H) a parameterized Picard-Vessiot
extension (or short PPV-extension).
Further we call A a PPV-ring for the PPV-extension E/F .
Now we quote some useful results about PPV-extensions.
Proposition 17.5. Let (E/F,A,K,H) be a PPV-extension. Then we have that
(E/F,A,K,H) is also a PV-extension.
Proof. This is clear by forgetting the C-structure.
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Lemma 17.6. Let (E/F,A,K,H) be a PPV-extension. Then A and H are
uniquely determined by E.
Proof. By Proposition 17.5, (E/F,A,K,H) is a PV-extension. Hence by [Tak89,
Lemma 2.5], A is uniquely determined as C˜-ferential F -algebra. Since A ⊆ E,
the C-structure on A is also uniquely determined. It follows that A is unique
as (C, C˜)-ferential F -algebra. Therefore H := (A ⊗F A)C˜ is also uniquely de-
termined.
Next we schow that a PPV-extension is C˜-simple.
Definition 17.7. Let A be a C˜-ferential K-algebra. We say A is C˜-simple, if
A contains no nontrivial C˜-ferential ideals.
Proposition 17.8. Let (E/F,A,K,H) be a PPV-extension. Then A is C˜-
simple.
Proof. Since (E/F,A,K,H) is also a PV-extension, we get that A is C˜-simple
by [Tak89, Theorem 2.11].
17.4 The Natural Isomorphism µ
The following lemma is a generalization of [Tak89, Proposition 1.3]. The proof
is more complicated, but later some proofs are easier with this lemma.
Lemma 17.9. Let A be a C˜-simple (C, C˜)-ferential algebra (over k) and let L
be a (C, C˜)-ferential A-algebra. If l1, . . . , ln ∈ LC˜ are AC˜-linearly independent,
then they are also A-linearly independent.
Proof. We prove this by induction on n:
For n = 1 let l ∈ LC˜\{0} and let a ∈ A such that al = 0. Then we get
0 = d(0) = d(al) = d(a)l
for all d ∈ C˜. We define the following C˜-ferential ideal
I := {a ∈ A | al = 0} E A.
Since A is C˜-simple we get I = (0) (otherwise we have 1 ∈ I). Thus l is A-
linearly independent.
Now let l1, . . . , ln ∈ LC˜\{0} are AC˜-linearly independent elements. We assume
that l1, . . . , ln ∈ LC˜ are A-linearly dependent, i.e., there exist a1, . . . , an ∈ A
which are not all zero, such that
n∑
i=1
aili = 0. (#)
By the case above we can assume that aili 6= 0, for some 1 ≤ i ≤ n; without
lose of generality let i = 1. Thus l1A ∼= A is C˜-simple and we obtain by (#)
that
l1A ∩ (l2A+ . . .+ lnA) 6= {0}.
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Thus we can consider l1A ∩ (l2A + . . . + lnA) as nontrivial C˜-ferential ideal of
l1A and thus it is isomorphic to l1A. Therefore we get that
l1A ⊆ l2A+ . . .+ lnA
and it follows that l1 =
∑n
i=2 a˜ili, for some a˜i ∈ A (observe that not all a˜i can
be zero). Now we can compute for d ∈ C˜:
0 = d(l1)− (d)l1 = d
( n∑
i=2
a˜ili
)
− (d)
n∑
i=2
a˜ili =
n∑
i=2
d(a˜i)li −
n∑
i=2
(d)a˜ili
=
n∑
i=2
(d(a˜i)− (d)a˜i)li.
By the induction hypothesis we get that d(a˜i)−(d)a˜i = 0 for i = 2, . . . , n. That
means that a˜2, . . . , a˜n ∈ AC˜ and therefore l2, . . . , ln are AC˜-linearly dependent
elements, which is a contradiction.
From the above lemma we directly obtain the following corollary.
Corollary 17.10. Let A be a C˜-simple (C, C˜)-ferential algebra (over k) and
let L be a (C, C˜)-ferential A-algebra. Then LC˜ and A are linearly disjoint over
AC˜ , i.e.,
A⊗AC˜ LC˜ → L, a⊗ l 7→ al,
is injective.
Proof. Lemma 17.9.
Now we prove an algebraic version of the so-called torsor theorem. Later we
will explain the torsor theorem and the connection of the following lemma with
it.
Lemma 17.11. Let (E/F,A,K,H) be a PPV-extension. Then there exists a
natural (C, C˜)-ferential K-algebra isomorphism
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h.
Proof. Clearly, µ is a K-algebra homomorphism. For c ∈ C we compute
µ
(
c(a⊗ h)) = µ(∑
(c)
c(1)(a)⊗ c(2)(h)
)
=
∑
(c)
(
c(1)(a)⊗ 1
) · c(2)(h)
=
∑
(c)
(
c(1)(a⊗ 1)
) · c(2)(h) = c((a⊗ 1) · h)
= c
(
µ(a⊗ h)),
and for d ∈ C˜ we compute
µ
(
d(a⊗ h)) = µ(d(a)⊗ h) = (d(a)⊗ 1) · h = d(a⊗ 1) · h = d((a⊗ 1) · h)
= d
(
µ(a⊗ h)).
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Thus µ is a (C, C˜)-ferential K-algebra homomorphism.
Consider A⊗FA as (C, C˜)-ferential left A-algebra. Then Corollary 17.10 implies
that
µ : A⊗K (A⊗F A)C˜ → A⊗F A, a⊗ h 7→ (a⊗ 1) · h
is injective.
Finally, µ is surjective by Definition 17.4, 2.
All together, µ is a (C, C˜)-ferential K-algebra isomorphism.
The following corollary is a direct consequence of the lemma obove.
Corollary 17.12. Let (E/F,A,K,H) be a PPV-extension. Then there exists
a natural (C, C˜)-ferential K-algebra isomorphism
[E]µ : E ⊗K H → E ⊗F A, e⊗ h 7→ (e⊗ 1) · h.
Proof. By Lemma 17.11, µ : A ⊗K H → A ⊗F A, a ⊗ h 7→ (a ⊗ 1) · h, is a
left A-linear (C, C˜)-ferential K-algebra isomorphism. Let [E]µ be the left E-
linear extension of µ. It is obvious that that [E]µ is a (C, C˜)-ferential K-algebra
isomorphism.
17.5 Applications of the Natural Isomorphism µ
In this section we show that the natural isomorphism µ from Lemma 17.11,
induces some other useful natural isomorphisms.
Proposition 17.13. Let A be a C˜-simple (C, C˜)-ferential algebra (over k) with
K := AC˜ and let T be a C-ferential K-algebra. We equip T with the trivial
C˜-structure, i.e., T = T C˜ . Then (A⊗K T )C˜ = K ⊗K T ∼= T .
Proof. It is clear that T ∼= K ⊗K T ⊆ (A⊗K T )C˜ .
Let s :=
∑n
i=1 ai ⊗ ti ∈ (A ⊗K T )C˜ be a C˜-constant and assume w.l.o.g. that
the elements ti are K-linearly independent. Then we get
0 = d(s)− (d)s = d(
n∑
i=1
ai ⊗ ti)− (d)
n∑
i=1
ai ⊗ ti
=
n∑
i=1
d(ai)⊗ ti −
n∑
i=1
(d)ai ⊗ ti =
n∑
i=1
(d(ai)− (d)ai)⊗ ti,
for all d ∈ C˜. By Lemma 17.9 we see that the elements ti are also A-linearly
independent. Hence d(ai) − (d)ai = 0 for all d ∈ C˜, i = 1, . . . , n, i.e., ai ∈ K
for i = 1, . . . , n. Thus we have (A⊗K T )C˜ ⊆ K ⊗K T .
We have the following natural isomorphisms.
Lemma 17.14. Let (E/F,A,K,H) be a PPV-extension. Then we have the
following natural C-ferential K-algebra isomorphisms
(i) K
∼=−→ AC˜ ,
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(ii) H
∼=−→ (A⊗F A)C˜ ,
(iii) H ⊗K H
∼=−→ (A⊗F A⊗F A)C˜ ,
(iv) H ⊗K H ⊗K H
∼=−→ (A⊗F A⊗F A⊗F A)C˜ .
Proof. (i) By definition we have K = AC˜ .
(ii) Also by definition we have H = (A⊗F A)C˜ .
(iii) We consider the (C, C˜)-ferential K-algebra isomorphism
A⊗K H ⊗K H µ⊗id→ A⊗F A⊗K H id⊗µ→ A⊗F A⊗F A.
By taking C˜-constants this induces a C-ferential K-algebra isomorphism
(A⊗K H ⊗K H)C˜
∼=−→ (A⊗F A⊗F A)C˜ .
Further by Proposition 17.13, we have (A⊗K H ⊗K H)C˜ ∼= H ⊗K H.
(iv) This is done analogously as in (iii).
More generally, one can show the following remark.
Remark 17.15. Let (E/F,A,K,H) be a PPV-extension. Then we have for all
i ∈ N the following natural C-ferential K-algebra isomorphisms
H⊗Ki ∼=
(
A⊗F (i+1)
)C˜
.
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Chapter 18
Galois Groups
Let (E/F,A,K,H) be a PPV-extension. In this chapter we show that H is a C-
ferential Hopf K-algebra and thus H corresponds to an affine C-ferential group
K-scheme, which we call the Galois group scheme of (E/F,A,K,H). Further
we show that the Galois group scheme can be interpreted as an automorphism
group scheme.
Throughout the whole chapter let k be a field, let C be a cocommutative k-
coalgebra with specified element 1C , such that ∆C(1C) = 1C⊗1C and C(1C) =
1 and let C˜ be a cocommutative k-coalgebra with specified element 1C˜ , such
that ∆C˜(1C˜) = 1C˜ ⊗ 1C˜ and C˜(1C˜) = 1. Further let F be a (C, C˜)-ferential
field.
18.1 The Galois Group Scheme
In this section we show that for a given PPV-extension (E/F,A,K,H) the C-
ferential K-algebra H is a C-ferential Hopf K-algebra. Further we show that A
is a C-ferential H-comodule.
Lemma 18.1. Let (E/F,A,K,H) be a PPV-extension. Then H = (A⊗F A)C˜
is a C-ferential Hopf K-algebra.
Proof. (Following [Tak89, Proposition 2.2 and Lemma 2.4 (b)] with modifica-
tions needed for the parameterized setting). By Proposition 8.7 we have that
(H,m, u) is a C-ferential K-algebra, where m is the multiplication map and
u is the unit map. We need to show that H has a Hopf-structure, which is
compatible with the C-structure.
We see by Example 5.12 that (A⊗F A,∆A⊗FA, A⊗FA) is a C-ferential A-coring,
i.e., we have the following commutative diagrams
A⊗F A
∆A⊗FA //
∆A⊗FA

A⊗F A⊗A A⊗F A
idA⊗FA⊗∆A⊗FA

A⊗F A⊗A A⊗F A
∆A⊗FA⊗idA⊗FA
// A⊗F A⊗A A⊗F A⊗A A⊗F A,
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A⊗F A
∆A⊗FA //
idA⊗FA

A⊗F A⊗A A⊗F A
idA⊗FA⊗A⊗FA

A⊗F A ∼= // A⊗F A⊗A A,
A⊗F A
∆A⊗FA //
idA⊗FA

A⊗F A⊗A A⊗F A
A⊗FA⊗idA⊗FA

A⊗F A ∼= // A⊗A A⊗F A.
By Lemma 17.14 we have the following C-ferential K-algebra isomorphisms
AC˜ = K,
(A⊗F A)C˜ = H,
(A⊗F A⊗A A⊗F A)C˜ ∼= (A⊗F A⊗F A)C˜ ∼= H ⊗K H,
(A⊗F A⊗A A⊗F A⊗A A⊗F A)C˜ ∼= (A⊗F A⊗F A⊗F A)C˜ ∼= H ⊗K H ⊗K H.
By taking C˜-constants and using these fundamental identities, the maps ∆A⊗FA,
A⊗FA induce C-ferential K-algebra homomorphisms ∆H , H such that the
following diagrams commute
H
∆H //
∆H

H ⊗K H
idH⊗∆H

H ⊗K H
∆H⊗idH
// H ⊗K H ⊗K H,
H
∆H //
idH

H ⊗K H
idH⊗H

H
∆H //
idH

H ⊗K H
H⊗idH

H ∼=
// H ⊗K K, H ∼= // K ⊗K H.
That means (H,∆H , H) is a C-ferential K-coalgebra.
Now we consider the twist map
τ : H ⊗F H → H ⊗F H, a⊗ b 7→ b⊗ a.
By taking C˜-constants this map induces a C-ferential K-algebra homomorphism
SH : H → H. We calculate for a⊗ b ∈ H,
m ◦ (SH ⊗ idH) ◦∆H(a⊗ b) = m ◦ (SH ⊗ idH)(a⊗ 1⊗ 1⊗ b)
= m(1⊗ a⊗ 1⊗ b)
= 1⊗ ab
= u(ab)
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= u ◦ H(a⊗ b),
and
m ◦ (idH ⊗ SH) ◦∆H(a⊗ b) = m ◦ (idH ⊗ SH)(a⊗ 1⊗ 1⊗ b)
= m(a⊗ 1⊗ b⊗ 1)
= ab⊗ 1
= u(ab)
= u ◦ H(a⊗ b),
i.e., the following diagrams commute
H
∆H //
H

H ⊗K H
m◦(SH⊗idH)

H
∆H //
H

H ⊗K H
m◦(idH⊗SH)

K
u
// H, K
u
// H.
(3)
It follows that (H,m, u,∆H , H , SH) is a C-ferential Hopf K-algebra.
Since the category of C-ferential Hopf K-algebras is (dually) equivalent to the
category of affine C-ferential group K-schemes, we make the following definition.
Definition 18.2. Let (E/F,A,K,H) be a PPV-extension. We call H the
C-ferential Hopf K-algebra associated to E/F . Further we call the affine C-
ferential group K-scheme which corresponds to H the parameterized Galois
group scheme for E/F and denote it by Gal(E/F).
By using the isomorphism µ we can equip the PPV-ring with a comodule struc-
ture.
Lemma 18.3. Let (E/F,A,K,H) be a PPV-extension. Then A is a C-ferential
H-comodule with structure map
ρ : A→ A⊗K H, a 7→ µ−1(1⊗ a).
Proof. (Following [Tak89, Lemma 2.4 (c)] with modifications needed for the pa-
rameterized setting) By Example 5.12 we have that (A ⊗F A,∆A⊗FA, A⊗FA)
is a C-ferential A-coring. Moreover, this coring structure induces the comulti-
plication map ∆H and counit map H of the C-ferential Hopf K-algebra H (see
Lemma 18.1).
With the C-ferential F -algebra homomorphism
ρ̂ : A→ A⊗A A⊗F A, a 7→ 1⊗ 1⊗ a,
we obtain the following commutative diagrams:
A
ρ̂ //
ρ̂

A⊗A A⊗F A
ρ̂⊗id

A⊗A A⊗F A
id⊗∆A⊗FA
// A⊗A A⊗F A⊗A A⊗F A,
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A
ρ̂ //
id

A⊗A A⊗F A
id⊗A⊗FA

A ∼=
// A⊗A A.
Now we want to transfer these diagrams by using the C-ferential K-algebra
isomorphism µ−1 : A⊗F A→ A⊗K H. If we take the composite of ρ̂ and µ−1
we get the following C-ferential K-algebra homomorphism
ρ : A→ A⊗K H, a 7→ µ−1(1⊗ a).
Further, if we apply µ−1 to the commutative diagrams from above, we obtain
the following commutative diagrams
A
ρ //
ρ

A⊗K H
ρ⊗id

A⊗K H
id⊗∆H
// A⊗K H ⊗K H,
A
ρ //
id

A⊗K H
id⊗H

A ∼=
// A⊗K K,
That means (A, ρ) is a C-ferential H-comodule.
Remark 18.4. The map ρ is also a (C, C˜)-ferential K-algebra homomorphism.
18.2 The Galois Group as Autmorphism Group
Scheme
In this section we show that the Galois group scheme is isomorphic to an au-
tomorphism group scheme (see below for the definition of automorphism group
scheme). We following [Tak89, Appendix], with modifications needed for the
parameterized setting. Moreover, we give here an elaboration of [Tak89, Ap-
pendix], because this Appendix is rather short.
Definition 18.5. Let F be a (C, C˜)-ferential K-algebra and let A/F be a
(C, C˜)-ferential F -algebra. We call a bijective ϕ ∈ Hom(C,C˜)F (A,A) a (C, C˜)-
ferential F -algebra automorphism. Further we denote by Aut(C,C˜)(A/F ),
the set of all (C, C˜)-ferential F -algebra automorphisms of A.
Remark 18.6. Aut(C,C˜)(A/F ) is a group, with composition as group operation.
The following definition is very similar to Example 10.7.
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Definition 18.7. Let (E/F,A,K,H) be a PPV-extension. We define a functor
from the category of C-ferential K-algebras to the category of groups by
Aut(C,C˜)(A/F ) : AlgCK → Groups,
T 7→ Aut(C,C˜)(A⊗K T/F ⊗K T ),
Aut(C,C˜)(A/F )(φ) : Aut(C,C˜)(A⊗K B1/F ⊗K B1)→ Aut(C,C˜)(A⊗K B2/F ⊗K B2),
η 7→ [(id⊗ φ) ◦ η|A][B2],
for each C-ferential F -algebra homomorphism φ : B1 → B2 and [...][B2] is the
right B2-linearization and we equip T , B1, B2 with the trivial C˜-structure.
Proposition 18.8. Let (E/F,A,K,H) be a PPV-extension and let T be a C-
ferential K-algebra. Then we obtain a map
Φ̂T : Hom
C
K(H,T )→ Hom(C,C˜)F (A,A⊗K T ), g 7→ ϕg := (id⊗ g) ◦ ρ,
where ρ is the H-comodule structure map of A (see Lemma 18.3).
Proof. Let g : H → T be a C-ferential K-algebra homomorphism. If we equip
T with the trivial C˜-structure, then g is also a (C, C˜)-ferential K-algebra ho-
momorphism.
We extend g to the (C, C˜)-ferential K-algebra homomorphism
id⊗ g : A⊗K H → A⊗K T.
By Lemma 18.3, (A, ρ) is a C-ferential H-comodule, i.e., ρ : A → A⊗K H is a
(C, C˜)-ferential K-algebra homomorphism. Now we take the composite
ϕg : A
ρ→ A⊗K H id⊗g→ A⊗K T, (*)
which is also a (C, C˜)-ferential K-algebra homomorphism.
Finally, we have to show that ϕg is F -linear. For this recall that ρ = µ
−1◦(1⊗id),
i.e.,
ϕg : A
1⊗id→ A⊗F A µ
−1
→ A⊗K H id⊗g→ A⊗K T,
and here we see that ϕg is (left) F -linear.
Proposition 18.9. The map Φ̂T defined in Proposition 18.8 is bijective.
Proof. Let ϕ : A → A ⊗K T be a (C, C˜)-ferential F -algebra homomorphism.
Further let [A]ϕ be the left A-linear extension of ϕ and we consider the map
η : A⊗K H µ→ A⊗F A [A]
ϕ→ A⊗K T,
which is obviously a (C, C˜)-ferential K-algebra homomorphism. Moreover, we
have that ϕ = η ◦ ρ (recall that ρ = µ−1 ◦ (1⊗ id)).
Since η maps C˜-constants to C˜-constants and (A⊗K T )C˜ ∼= T (see Proposition
17.13), we have that η maps H into T . Further η is left A-linear and it follows
that η = id⊗g, with uniquely determined C-ferential K-algebra homomorphism
g : H → T .
All together we have ϕ = η ◦ ρ = (id ⊗ g) ◦ ρ, i.e., g is a uniquely determined
preimage from ϕ under Φ̂T .
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Proposition 18.10. The map Φ̂T defined in Proposition 18.8 induces a bijective
map
ΦT : Hom
C
K(H,T )→ Hom(C,C˜)F⊗KT (A⊗K T,A⊗K T ),
g 7→ ϕg,[T ],
where ϕg,[T ] is the right T -linear extension of ϕg, i.e.,
ϕg,[T ] : A⊗K T ρ⊗id→ A⊗K H ⊗K T id⊗g⊗id→ A⊗K T ⊗K T id⊗m→ A⊗K T.
Proof. The assertion follows from the fact that
HomCK(H,T )
∼= Hom(C,C˜)F (A,A⊗K T ) = Hom(C,C˜)F⊗KT (A⊗K T,A⊗K T ).
Remark 18.11. (1) Since Φ̂T is a bijective map, it follows that ΦT is also a
bijective map.
(2) The set Hom
(C,C˜)
F⊗KT (A ⊗K T,A ⊗K T ) is a monoid with composition as
monoid operation.
Proposition 18.12. The map
ΦT : Hom
C
K(H,T )→ Hom(C,C˜)F⊗KT (A⊗K T,A⊗K T ), g 7→ ϕg,[T ]
is a monoid homomorphism.
Proof. (i) Let g, h ∈ HomCK(H,T ), then the group operation is given by
(g, h) 7→ g ∗ h := m ◦ (g ⊗ h) ◦∆,
where m : T ⊗K T → T is the multiplication map of T and ∆ : H → H ⊗K H
the comultiplication map of H. Obviously we have g ∗ h ∈ HomCK(H,T ).
(ii) Let ϕg,[T ], ϕh,[T ] ∈ Hom(C,C˜)F⊗KT (A⊗K T,A⊗K T ), i.e.,
ϕg,[T ] : A⊗K T ρ⊗id→ A⊗K H ⊗K T id⊗g⊗id→ A⊗K T ⊗K T id⊗m→ A⊗K T,
ϕh,[T ] : A⊗K T ρ⊗id→ A⊗K H ⊗K T id⊗h⊗id→ A⊗K T ⊗K T id⊗m→ A⊗K T,
where m : T ⊗K T → T is the multiplication map of T .
Now we consider the composite
ϕg,[T ] ◦ ϕh,[T ] :A⊗K T ρ⊗id→ A⊗K H ⊗K T id⊗h⊗id→ A⊗K T ⊗K T id⊗m→ A⊗K T
ρ⊗id→ A⊗K H ⊗K T id⊗g⊗id→ A⊗K T ⊗K T id⊗m→ A⊗K T,
which we can also write as
A⊗K T ρ⊗id→ A⊗K H ⊗K T id⊗h⊗id→ A⊗K T ⊗K T ρ⊗id⊗id→ A⊗K H ⊗K T ⊗K T
id⊗g⊗id⊗id→ A⊗K T ⊗K T ⊗K T id⊗m⊗id→ A⊗K T ⊗K T id⊗m→ A⊗K T.
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But this is the same as
A⊗K T ρ⊗id→ A⊗K H ⊗K T ρ⊗id⊗id→ A⊗K H ⊗K H ⊗K T id⊗g⊗h⊗id→
A⊗K T ⊗K T ⊗K T id⊗m⊗id→ A⊗K T ⊗K T id⊗m→ A⊗K T.
By the definition of a comodule we have that (id⊗∆) ◦ ρ = (ρ⊗ id) ◦ ρ. Hence
we get
ϕg,[T ] ◦ ϕh,[T ] :A⊗K T ρ⊗id→ A⊗K H ⊗K T id⊗∆⊗id→ A⊗K H ⊗K H ⊗K T
id⊗g⊗h⊗id→ A⊗K T ⊗K T ⊗K T id⊗m⊗id→ A⊗K T ⊗K T
id⊗m→ A⊗K T.
Or equivalently
ϕg,[T ] ◦ ϕh,[T ] :A⊗K T ρ⊗id→ A⊗K H ⊗K T
id⊗
(
m◦(g⊗h)◦∆
)
⊗id→ A⊗K T ⊗K T
(#)
id⊗m→ A⊗K T.
Since ϕg,[T ] ◦ ϕh,[T ] ∈ Hom(C,C˜)F⊗KT (A ⊗K T,A ⊗K T ) and ΦT is bijective, there
exists a unique f ∈ HomCK(H,T ) such that ϕg,[T ] ◦ ϕh,[T ] = ϕf,[T ]. By (#) we
see that f = m ◦ (g ⊗ h) ◦∆, i.e.,
ϕg,[T ] ◦ ϕh,[T ] = ϕm◦(g⊗h)◦∆,[T ].
(iii) It follows from the above that
ΦT (g ∗ h) = ΦT
(
m ◦ (g ⊗ h) ◦∆) = ϕm◦(g⊗h)◦∆,[T ] = ϕg,[T ] ◦ ϕh,[T ]
= ΦT (g) ◦ ΦT (h),
i.e., ΦT is compatible with the operations.
(iv) Let e ∈ HomCK(H,T ) be the neutral element. Then we have for all g ∈
HomCK(H,T ):
g ∗ e = m ◦ (g ⊗ e) ◦∆ = g,
e ∗ g = m ◦ (e⊗ g) ◦∆ = g.
Now choose h ∈ HomCK(H,T ) such that ΦT (h) = idA⊗KT (this is possible since
ΦT is bijective). Therefore we get
idA⊗KT = ΦT (h) = ΦT (h ∗ e) = ΦT (h) ◦ ΦT (e) = ΦT (e).
In other words, ΦT maps the neutral element of Hom
C
K(H,T ) to the neutral
element of Hom
(C,C˜)
F⊗KT (A⊗K T,A⊗K T ).
All together, ΦT is a monoid homomorphism.
Proposition 18.13. We have that
Hom
(C,C˜)
F⊗KT (A⊗K T,A⊗K T ) = Aut(C,C˜)(A⊗K T/F ⊗K T ).
In particular, ΦT is a group homomorphism.
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Proof. Let ϕ ∈ Hom(C,C˜)F⊗KT (A⊗K T,A⊗K T ) be arbitrary. Since ΦT is bijective
there exists an element g ∈ HomCK(H,T ), such that ΦT (g) = ϕ. Moreover, since
HomCK(H,T ) is a group there exists an element g
−1 ∈ HomCK(H,T ), such that
g ∗ g−1 = g−1 ∗ g = e,
where e is the neutral element of HomCK(H,T ).
With ϕ˜ := ΦT (g
−1) we get
ϕ ◦ ϕ˜ = ΦT (g) ◦ ΦT (g−1) = ΦT (g ∗ g−1) = ΦT (e) = idA⊗KT ,
ϕ˜ ◦ ϕ = ΦT (g−1) ◦ ΦT (g) = ΦT (g−1 ∗ g) = ΦT (e) = idA⊗KT .
That means ϕ˜ = ϕ−1, i.e., ϕ is bijective.
Proposition 18.14. The group homomorphism ΦT induces a natural transfor-
mation
Φ : HomCK(H,−)→ Aut(C,C˜)(A/F ) := Aut(C,C˜)(A⊗K −/F ⊗K −).
Proof. Let γ : T1 → T2 be a C-ferential K-algebra homomorphism. Observe
that
HomCK(H,−)(γ) : HomCK(H,T1)→ HomCK(H,T2), g 7→ γ ◦ g.
On the other hand we have
Aut(C,C˜)(A/F )(γ) : Aut(C,C˜)(A⊗K T1/F ⊗K T1)→ Aut(C,C˜)(A⊗K T2/F ⊗K T2),
ϕg,[T1] 7→ ϕγ◦g,[T2].
It follows that the following diagram commutes
HomCK(H,T1) //
ΦT1

HomCK(H,T2)
ΦT2

Aut
(C,C˜)
F⊗KT1(A⊗K T1) // Aut
(C,C˜)
F⊗KT2(A⊗K T2).
That means that Φ is a natural transformation.
Theorem 18.15. Let (E/F,A,K,H) be a PPV-extension. Then there is a
natural equivalence of C-ferential group K-functors
Gal(E/F ) = HomCK(H,−) ' Aut(C,C˜)(A/F ),
i.e., the Galois group is isomorphic to an automorphism group scheme.
Proof. By Propositions 18.14 we have that Φ is a natural transformation and
by Proposition 18.10 we have that ΦT is bijective for each C-ferential K-algebra
T , that means Φ is a natural equivalence.
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18.3 The Torsor Theorem
In this section we prove the so-called Torsor Theorem, which describes the
action of the Galois group on the PPV-ring. We begin with the definition of a
C-ferential torsor.
Definition 18.16. Let F ≥ K be a C-ferential field extension and let G be
an affine C-ferential group K-scheme. Let X be an affine C-ferential F -scheme
such that:
(1) There exists a right group action X ×F GF → X , i.e.,
X (B)×F GF (B)→ X (B), (x, g) 7→ x.g,
is a group action for each C-ferential F -algebra B.
(2) The affine C-ferential F -scheme morphism X ×F GF → X ×F X which is
defined by
X (B)×F GF (B)→ X (B)×F X (B), (x, g) 7→ (x, x.g),
is an affine C-ferential F -scheme isomorphism.
Then we call X a C-ferential GF -torsor.
Remark 18.17. (i) The condition (2) in the definition above can be restated
as: For any x, y ∈ X (B) there exists a unique g ∈ GF (B) such that x = y.g.
That means the action is sharply transitive.
(ii) A C-ferential GF -torsor is often referred as a principal homogeneous
space of GF .
Further we need some results about basis extensions.
Lemma 18.18. Let (E/F,A,K,H) be a PPV-extension. Then
(i) HF := H⊗K F is a C-ferential Hopf F -algebra with structure maps which
where induced fom H in the natural way.
(ii) A is a C-ferential HF -comodule.
Proof. (i) We consider the C-ferential HopfK-algebra (H,mH , uH ,∆H , H , SH).
Then HF = H ⊗K F is a C-ferential Hopf F -algebra by the following structure
maps
mHF : (H ⊗K F )⊗F (H ⊗K F ) ∼= H ⊗K H ⊗K F mH⊗id→ H ⊗K F,
uHF : F
∼= K ⊗K F uH⊗id→ H ⊗K F,
∆HF : H ⊗K F ∆H⊗id→ H ⊗K H ⊗K F ∼= (H ⊗K F )⊗F (H ⊗K F ),
HF : H ⊗K F H⊗id→ K ⊗K F ∼= F,
SHF : H ⊗K F SH⊗id→ H ⊗K F.
(ii) By Lemma 17.11, we have the following C-ferential K-algebra isomorphism
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h.
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From the above we have that A⊗K H ∼= A⊗F HF and
µ : A⊗F HF → A⊗F A, a⊗ h 7→ (a⊗ 1) · h
is a C-ferential F -algebra isomorphism.
Now we follow the proof of Lemma 18.3. By Example 5.12 we have that (A⊗F
A,∆A⊗FA, A⊗FA) is a C-ferential A-coring. Moreover, this coring structure
induces the comultiplication map ∆H and counit map H of the C-ferential
Hopf K-algebra H (see Lemma 18.1).
With the C-ferential F -algebra homomorphism
ρ̂ : A→ A⊗A A⊗F A, a 7→ 1⊗ 1⊗ a,
we obtain the following commutative diagrams:
A
ρ̂ //
ρ̂

A⊗A A⊗F A
ρ̂⊗id

A⊗A A⊗F A
id⊗∆A⊗FA
// A⊗A A⊗F A⊗A A⊗F A,
A
ρ̂ //
id

A⊗A A⊗F A
id⊗A⊗FA

A ∼=
// A⊗A A.
Now we want to transfer these diagrams by using the C-ferential F -algebra
isomorphism µ−1 : A⊗F A→ A⊗F HF . If we take the composite of ρ̂ and µ−1
we get the following C-ferential F -algebra homomorphism
ρ : A→ A⊗F HF , a 7→ µ−1(1⊗ a).
Further, if we apply µ−1 to the commutative diagrams from above, we obtain
the following commutative diagrams
A
ρ //
ρ

A⊗F HF
ρ⊗id

A⊗F HF
id⊗∆HF
// A⊗F HF ⊗F HF ,
A
ρ //
id

A⊗F HF
id⊗HF

A ∼=
// A⊗F F,
That means (A, ρ) is a C-ferential HF -comodule.
Now we can prove the Torsor Theorem.
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Theorem 18.19 (Torsor Theorem). Let (E/F,A,K,H) be a PPV-extension
with Galois group G. Further let X be the affine C-ferential F -scheme which
corresponds to A. Then X is a C-ferential GF -torsor.
Proof. By Lemma 17.11, we have the following C-ferential K-algebra isomor-
phism
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h.
Further H is a C-ferential Hopf K-algebra and HF := H ⊗K F is a C-ferential
Hopf F -algebra by Lemma 18.18. Therefore we have A⊗K H ∼= A⊗F HF and
µ : A⊗F HF → A⊗F A, a⊗ h 7→ (a⊗ 1) · h
is a C-ferential F -algebra isomorphism.
We consider the inverse map
µ−1 : A⊗F A→ A⊗F HF ,
which is also a C-ferential F -algebra isomorphism. Thus the corresponding
affine C-ferential F -scheme morphism
µ−1∗ : X ×F GF → X ×F X
is an isomorphism. That means for each C-ferential F -algebra (B,mB , uB) the
induced map
µ−1∗B : X (B)×F GF (B)→ X (B)×F X (B), (f, g) 7→ mB ◦ (f ⊗ g) ◦ µ−1
is an isomorphism.
We show that µ−1∗ is the required map which satisfies the conditions of the
definition of a C-ferential GF -torsor.
(i) First we show that there is a GF -action on X . For this let φ∗ be composite
of µ−1∗ and the projection onto the second component, i.e.,
φ∗B : X (B)×F GF (B)→ X (B), (f, g) 7→ mB ◦ (f ⊗ g) ◦ µ−1 ◦ (1⊗ id),
for each C-ferential F -algebra (B,mB , uB).
Now let f ∈ X (B) and 1GF (B) ∈ GF (B), then
φ∗B(f, 1GF (B)) = mB ◦ (f ⊗ 1GF (B)) ◦ µ−1 ◦ (1⊗ id)
= mB ◦
(
f ⊗ (uB ◦ HF )
)
◦ µ−1 ◦ (1⊗ id)
= mB ◦ (f ⊗ uB) ◦ (id⊗ HF ) ◦ µ−1 ◦ (1⊗ id)
= mB ◦ (f ⊗ uB) ◦ (id⊗ HF ) ◦ ρ
= mB ◦ (f ⊗ uB) ◦ (id⊗ 1)
= f,
where ρ is the C-ferential HF -comodule structure map of A (see Lemma 18.18).
Further let g1, g2 ∈ GF (B), then we compute
φ∗B(φ
∗
B(f, g1), g2) = φ
∗
B(mB ◦ (f ⊗ g1) ◦ µ−1 ◦ (1⊗ id), g2)
171
= mB ◦ ([mB ◦ (f ⊗ g1) ◦ µ−1 ◦ (1⊗ id)]⊗ g2) ◦ µ−1 ◦ (1⊗ id)
= mB ◦ ([mB ◦ (f ⊗ g1) ◦ ρ]⊗ g2) ◦ ρ
= mB ◦ (mB ⊗ id) ◦ (f ⊗ g1 ⊗ g2) ◦ (ρ⊗ id) ◦ ρ
= mB ◦ (mB ⊗ id) ◦ (f ⊗ g1 ⊗ g2) ◦ (id⊗∆HF ) ◦ ρ
= mB ◦ (id⊗mB) ◦ (f ⊗ [(g1 ⊗ g2) ◦∆HF ]) ◦ ρ
= mB ◦ (f ⊗ [g1 ∗ g2]) ◦ ρ
= mB ◦ (f ⊗ [g1 ∗ g2]) ◦ µ−1 ◦ (1⊗ id)
= φ∗B(f, g1 ∗ g2).
That means φ∗ is a right group action of GF on X .
(ii) Let ψ∗ be composite of µ−1∗ and the projection onto the first component,
i.e.,
ψ∗B : X (B)×F GF (B)→ X (B), (f, g) 7→ mB ◦ (f ⊗ g) ◦ µ−1 ◦ (id⊗ 1),
for each C-ferential F -algebra (B,mB , uB).
Now let f ∈ X (B) and g ∈ GF (B), then
ψ∗B(f, g) = mB ◦ (f ⊗ g) ◦ µ−1 ◦ (id⊗ 1) = f,
where we have used that µ−1 is the identity map in the first component.
All together we have that µ−1∗ is an affine C-ferential F -algebra isomorphism
which is defined by
µ−1∗B : X (B)×F GF (B)→ X (B)×F X (B), (f, g) 7→ (f, f.g),
for each C-ferential F -algebra B.
That means X is a GF -torsor.
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Chapter 19
Galois Correspondence
In this chapter we prove an analog to the fundamental theorem of Galois theory.
Throughout the whole chapter let k be a field, let C be a cocommutative k-
coalgebra with specified element 1C , such that ∆C(1C) = 1C⊗1C and C(1C) =
1 and let C˜ be a cocommutative k-coalgebra with specified element 1C˜ , such
that ∆C˜(1C˜) = 1C˜ ⊗ 1C˜ and C˜(1C˜) = 1. Further let F be a (C, C˜)-ferential
field.
19.1 Galois Correspondence I
The following lemma is similar to [Mau10], Lemma 10.7. But the proof in
[Mau10] does not work in our context (the C-ferential context). Though with
a different argument in the induction (part (ii) of the proof), the statement is
also true in our context.
Lemma 19.1. Let A be a C˜-simple (C, C˜)-ferential K-algebra with K := AC˜
and let T be a C-ferential K-algebra. Then A ⊗K T is a (C, C˜)-ferential K-
algebra by extending C˜ trivially to T and we have a correspondence between the
C-ferential ideals of T and the (C, C˜)-ferential ideals of A⊗K T :
IC(T ) 1:1←→ I(C,C˜)(A⊗K T )
I 7−→ (A⊗K T )(1⊗K I) = A⊗K I
J ∩ (1⊗K T )←− [ J.
Proof. (i) Let I E T be a C-ferential ideal, then A⊗K I E A⊗K T and we can
compute for all c ∈ C, d ∈ C˜
c(A⊗K I) =
∑
(c)
c(1)(A)⊗K c(2)(I) ⊆ A⊗K I,
d(A⊗K I) =
∑
(d)
d(1)(A)⊗K d(2)(I) ⊆ d(A)⊗K I ⊆ A⊗K I,
where we have used that I is C˜-constant.
On the other hand, let J E A⊗KT be a (C, C˜)-ferential ideal, then J∩(1⊗KT ) E
T . Further we have c(J) ⊆ J and c(1⊗K T ) ⊆ 1⊗K T , for all c ∈ C and hence
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J ∩ (1⊗K T ) is a C-ferential ideal.
It follows that the maps are well-defined. We have to show that they are inverse
to each other.
(ii) Let J ∈ I(C,C˜)(A⊗K T ), we show that (A⊗K T )(J ∩ (1⊗K T )) = J .
The inclusion ” ⊆ ” is clear, so we have to show ” ⊇ ”. For this let {bi | i ∈ N}
be a basis of T as K-vector space (N is an index set). Then A ⊗K T is a free
A-module with basis {1⊗ bi | i ∈ N}. Let g ∈ J be an arbitrary element. Then
there exist some ai ∈ A\{0} such that g =
∑
i∈N ai⊗ bi (where the sum is finite
and unique). We denote by l(g) the number of the summands of g and show by
induction on l(g) that g ∈ (A⊗K T )(J ∩ (1⊗K T )) =: J˜ .
If l(g) = 0, then we have g = 0 and clearly g ∈ J˜ .
Now assume that l(g) = n. By renumbering the basis elements we can assume
that g =
∑n
i=1 ri ⊗ bi. Then we define for j ∈ {1, . . . , n}
Qj := {a ∈ A | ∃ r˜i ∈ A such that
n∑
i=1
a˜i ⊗ bi ∈ J and a˜j = a}
Clearly, the ideals Qj are C˜-ferential ideals of A and since A is C˜-simple we have
Qj = A (because g ∈ J). Hence there exists an element f =
∑n
i=1 âi ⊗ bi ∈ J ,
with âi ∈ AC˜ and âl = 1 for some l ∈ {1, . . . , n}. We compute for d ∈ C˜
d(f) =
n∑
i=1
d(âi)⊗ bi =
n∑
i=1
D(d)âi ⊗ bi = D(d)
( n∑
i=1
âi ⊗ bi
)
= D(d)f.
That means f is a C˜-constant and hence f ∈ J˜ .
It follows that l(g − alf) < l(g) and therefore g − alf ∈ J˜ by the induction
hypothesis. Thus we get that
g = g − alf + alf ∈ J˜ ,
which proves the ” ⊇ ”-inclusion.
(iii) Let I ∈ IC(T ); we show that (A⊗K I) ∩ (1⊗K T ) = I.
The inclusion ” ⊇ ” is clear, so we have to show ” ⊆ ”. For this let {bi | i ∈ N}
be a basis of I as K-vector space. Then A ⊗K I is a free A-module with basis
{1⊗ bi | i ∈ N}. Now let f =
∑
i∈N ai ⊗ bi ∈ A⊗K I be an arbitrary element,
then we have
f is a C˜-constant⇔ ai are C˜-constants for all i ∈ N
⇔ f ∈ I.
The next proposition is one of the key parts of our Galois correspondence.
Proposition 19.2. Let (E/F,A,K,H) be a PPV-extension.
(i) There is a bijection between the set of all C-ferential ideals of H and the
set of all (C, C˜)-ferential ideals of E ⊗F E. This bijection is given by
IC(H) 1:1←→ I(C,C˜)(E ⊗F E)
I 7−→ I · (E ⊗F E)
J ∩H ←− [ J.
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(ii) Under this correspondence, the C-ferential Hopf ideals of H corresponds
to the (C, C˜)-ferential coideals of E ⊗F E.
Proof. (Following [Tak89, Proposition 2.6] with modifications needed for the
parameterized setting)
(i) By Lemma 19.1 we have the following correspondence
IC(H) 1:1←→ I(C,C˜)(E ⊗K H)
I 7−→ (E ⊗K H)(1⊗K I) = E ⊗K I
J ∩ (1⊗K H)←− [ J.
Using the natural isomorphism E ⊗K H = E ⊗F A (Corollary 17.12) we get
IC(H) 1:1←→ I(C,C˜)(E ⊗K H) 1:1←→ I(C,C˜)(E ⊗F A)
I 7−→ E ⊗K I 7−→ (E ⊗F F )I = (E ⊗F A)I
J ∩H ←− [ E ⊗ (J ∩H)←− [ J.
Since E ⊗F E is a localization of E ⊗F A, it follows that I(C,C˜)(E ⊗F A) is
contained in I(C,C˜)(A⊗F A). Thus the correspondence above gives an injection
IC(H) ↪→ I(C,C˜)(E⊗F E) with image I(C,C˜)(E⊗F A). This image is also equal
to I(C,C˜)(A ⊗F E), by symmetry. It follows that IC(H) = I(C,C˜)(E ⊗F A) ∩
I(C,C˜)(A⊗F E) = I(C,C˜)(A⊗F A).
(ii) Since H⊗KH is a C-ferential K-algebra we can use Lemma 19.1 and further
we have the natural isomorphism E ⊗K H ⊗K H ∼= E ⊗F A⊗F A. Thus we get
IC(H ⊗K H) ∼= I(C,C˜)(E ⊗F E ⊗F E) in the same way as above. Let I E H
corresponds to J E E ⊗F E under the correspondence form (i), i.e.,
I = J ∩H J = I · (E ⊗F E).
Then I˜ := H⊗K I+I⊗KH is a C-ferential ideal of H⊗KH and J˜ := E⊗FE⊗E
J + J ⊗E E⊗F E is a (C, C˜)-ferential ideal of E⊗F E⊗E E⊗F E. Moreover, I˜
corresponds to J˜ under the correspondence IC(H ⊗K H) ∼= I(C,C˜)(E ⊗F E ⊗E
E ⊗F E).
Recall that E ⊗F E is a (C, C˜)-ferential coring by
∆E⊗FE : E ⊗F E → E ⊗F E ⊗E E ⊗F E, e1 ⊗ e2 7→ e1 ⊗ 1⊗ 1⊗ e2,
E⊗FE : E ⊗F E → E, e1 ⊗ e2 7→ e1e2.
By Lemma 18.1, H is a Hopf algebra and the structure maps ∆H , H are induced
by the maps ∆E⊗FE , E⊗FE .
Thus it follows that
∆H(I) ⊆ I˜ ⇔ ∆E⊗FE(J) ⊆ J˜ , (#)
H(I) = 0 ⇔ E⊗FE(J) = 0.
Further SH(I) ⊆ I, since H is commutative (every biideal of a commutative
Hopf algebra is stable under the antipode).
Hence by (#) we have that I is a C-ferential Hopf ideal if and only if J is a
(C, C˜)-ferential coideal.
175
Now our Galois correspondence is a direct consequence of the above proposition
and the Sweedler correspondence.
Theorem 19.3. Let (E/F,A,K,H) be a PPV-extension. There is a correspon-
dence between the C-ferential Hopf ideals I of H and the intermediate (C, C˜)-
ferential fields L of E/F :
I 7→ {r ∈ E | 1⊗ r − r ⊗ 1 ∈ I · (E ⊗F E)}
L 7→ H ∩ ker(E ⊗F E
pi E ⊗L E).
Moreover, under this correspondence E/L is a PPV-extension with PPV-ring
AL and associated C-ferential Hopf K-algebra H/I.
Proof. (Following [Tak89, Theorem 2.7] with modifications needed for the pa-
rameterized setting).
(i) The correspondence follows from Theorem 5.13 and Proposition 19.2.
(ii) For the second assertion let L be an intermediate (C, C˜)-ferential field
of E/F , then AL is a (C, C˜)-ferential k-algebra with F ≤ AL ≤ E and
E = Quot(AL).
By the correspondence from above, L corresponds to the C-ferential ideal I =
H ∩ ker(E ⊗F E
pi E ⊗L E) E H, i.e., I = ker(H pi→ E ⊗L E).
Observe that AL⊗L AL = im(A⊗F A
pi E ⊗L E) and by taking C˜-constants
we get (AL⊗L AL)C˜ = im(H → E ⊗L E).
Hence by the homomorphism theorem it follows that
(AL⊗L AL)C˜ = im(H pi→ E ⊗L E) ∼= H/ker(H pi→ E ⊗L E) = H/I.
Now, we extend the natural (C, C˜)-ferential K-algebra isomorphism
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
to a (C, C˜)-ferential K-algebra isomorphism
AL⊗K H → AL⊗F A, a⊗ h 7→ (a⊗ 1) · h.
This induces a (C, C˜)-ferential K-algebra epimorphism
µ˜ : AL⊗K H → AL⊗L AL, a⊗ h 7→ (a⊗ 1) · h.
Observe that AL⊗K I ⊆ ker(µ˜) and it follows that
µ˜ : AL⊗K H/I → AL⊗L AL, a⊗ h 7→ (a⊗ 1) · h
is a surjective (C, C˜)-ferential K-algebra homomorphism, i.e.,
(AL⊗L L) ·H/I = AL⊗L AL.
That means (E/L,AL,K,H/I) is a PPV-extension.
The above theorem is similar to the first part of the fundamental theorem of
Galois theory. In the next section we prove a theorem which is similar to the
second part of the fundamental theorem of Galois theory.
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19.2 Galois Correspondence II
In this section we assume that C and C˜ are pointed irreducible. Observe that
in characteristic zero with unsual derivation and in positive characteristic with
iterative derivation this assumption is satisfied (see Example 3.12 and Example
3.13).
Proposition 19.4. Let A/F and B/F be PPV-rings with B ≤ A. Then (B⊗F
B)C˜ is a C-ferential Hopf K-subalgebra of (A⊗F A)C˜ .
Proof. The assertion follows by a careful look at the proof of Lemma 18.1.
As in Example 5.12, we consider (B ⊗F B) as (C, C˜)-ferential B-coring and
(A⊗F A) as (C, C˜)-ferential A-coring. It is obvious that (B ⊗F B) ⊆ (A⊗F A)
as sets and for the (C, C˜)-ferential coring structure maps we have
∆(B⊗FB) = ∆(A⊗FA)|(B⊗FB), (#)
(B⊗FB) = (A⊗FA)|(B⊗FB),
τ(B⊗FB) = τ(A⊗FA)|(B⊗FB),
where τ is the twist map.
Further, (B ⊗F B)C˜ and (A ⊗F A)C˜ are C-ferential Hopf K-algebras (as in
Lemma 18.1). Clearly, (B ⊗F B)C˜ is a C-ferential K-subalgebra of (A⊗F A)C˜ .
As seen in the proof of Lemma 18.1, the C-ferential Hopf K-algebra structure
maps are induced from the (C, C˜)-ferential coring structure maps and the twist
map. Thus by (#) we get that the C-ferential Hopf K-algebra structure maps
of (B⊗F B)C˜ are restrictions of the C-ferential Hopf K-algebra structure maps
of (A⊗F A)C˜ . Hence (B ⊗F B)C˜ is a C-ferential Hopf K-subalgebra of (A⊗F
A)C˜ .
Theorem 19.5. Let (E/F,A,K,H) be a PPV-extension. Let L be an inter-
mediate (C, C˜)-ferential field with corresponding C-ferential Hopf ideal I (as in
Theorem 19.3). Then L/F is a PPV-extension if and only if I is a normal
C-ferential Hopf ideal of H.
Proof. (Following [Tak89, Theorem 2.9] with modifications needed for the pa-
rameterized setting).
(i) Let L/F be a PPV-extension, i.e., there exists a PPV-ring B, with L =
Quot(B) and T := (B ⊗F B)C˜ is the C-ferential Hopf K-algebra associated to
L/F .
Let A · B be the ring compositum inside E. Obviously, A · B is a (C, C˜)-
ferential F -algebra and E = Quot(A · B). Further, U := (A · B ⊗F A · B)C˜ ⊇
(A⊗F A)C˜ · (B ⊗F B)C˜ = H · T and we can compute
(A ·B ⊗F A ·B) = (A⊗F A) · (B ⊗F B) = (A⊗F F ) ·H · (B ⊗F F ) · T
= (A ·B ⊗F F ) ·H · T ⊆ (A ·B ⊗F F ) · U
⊆ (A ·B ⊗F F ) · (A ·B ⊗F A ·B) = (A ·B ⊗F A ·B),
where we have used Definition 17.4. That means (A·B⊗FA·B) = (A·B⊗FF )·U
and it follows that A ·B is a PPV-ring for E/F . Hence by the uniqueness of a
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PPV-ring we have A ·B = A and this implies B ⊆ A.
Therefore T is C-ferential Hopf K-subalgebra of H, by Proposition 19.4. Thus
by Theorem 14.3, T corresponds to the normal C-ferential Hopf ideal H · T+ E
H.
Since L/F is a PPV-extension, we have the following (C, C˜)-ferential K-algebra
isomorphism
µ˜ : B ⊗K T → B ⊗F B, b⊗ t 7→ (b⊗ 1) · t.
Hence the C-ferential ideal (B ⊗K K) · T+ E B ⊗F B is equal to the ideal
generated by 1⊗F b− b⊗F 1 with b ∈ B. Thus in E ⊗F E we have
I · (E ⊗F E) = ker(E ⊗F E → E ⊗L E) = T+ · (E ⊗F E)
and therefore
I = H ∩ ker(E ⊗F E → E ⊗L E) = H ∩ T+ · (E ⊗F E) = H · T+.
That means I E H is a normal C-ferential Hopf ideal.
(ii) On the other hand, let I be a normal C-ferential Hopf ideal of H. Then by
Proposition 14.2, H(I) := {h ∈ H | ∆(h) − h ⊗ 1 ∈ H ⊗K I} is a C-ferential
Hopf K-subalgebra of H.
Since A/F is a PPV-ring, we have a (C, C˜)-ferential K-algebra isomorphism µ :
A⊗KH → A⊗F A. Further, A is a (C, C˜)-ferential H-comodule with structure
map ρ : A → A⊗K H and the left A-linearization [A]ρ : A⊗F A → A⊗K H is
a (C, C˜)-ferential K-algebra isomorphism with inverse map µ.
By Proposition 6.12, A(I) := {a ∈ A | ρ(a) − a ⊗ 1 ∈ A ⊗K I} is the largest
C-ferential H(I)-comodule in A, i.e., A(I) = ρ−1(A(I) ⊗K A(I)). Thus we
have that [A(I)]ρ(A(I)⊗F A(I)) ⊆ A(I)⊗K H(I), where [A(I)]ρ is the left A(I)-
linearization of ρ.
Now consider A ⊗F A as C-ferential H-comodule with structure map id ⊗ ρ :
A⊗F A→ A⊗F A⊗K H. Therefore we get the following commutative diagram
A⊗F A id⊗ρ // A⊗F A⊗K H
H
∆
//
α
OO
H ⊗K H,
α⊗id
OO
where α = µ|H is the inclusion via A⊗F A = (A⊗F A) ·H. (The commutative
diagram above means that α is a C-ferential H-comodule morphism.)
Since H(I) is a C-ferential Hopf K-subalgebra from H, the commutative dia-
gram above induces the following commutative diagram
A⊗F A id⊗ρ // A⊗F A⊗K H(I)
H(I)
∆
//
α
OO
H(I)⊗K H(I).
α⊗id
OO
Given that A(I) = ρ−1(A⊗KH(I)), we have that α maps H(I) into A⊗F A(I).
With other words µ maps H(I) into A⊗F A(I). By applying the twist/coinverse
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S we get µ maps H(I) into A(I)⊗F A and thus µ maps H(I) into A(I)⊗F A(I).
It follows that µ induces a (C, C˜)-ferential K-algebra isomorphism µ˜ : A(I)⊗F
H(I)→ A(I)⊗F A(I), i.e., H(I) generates A(I)⊗F A(I) as left (C, C˜)-ferential
A(I)-module. That means A(I)/F is a PPV-ring with associated C-ferential
Hopf K-algebra H(I). Further by Corollary 4.21 L := Quot(A(I)) is an in-
termediate (C, C˜)-ferential field from E/F . Hence (L/F,A(I),K,H(I)) is a
PPV-extension.
Finally we have to show that L is the intermediate (C, C˜)-ferential field which
corresponds to I, i.e., we have to show that
I = ker(E ⊗F E → E ⊗L E) ∩H.
For this consider H(I)+ := ker( : H(I) → K), which is a C-ferential ideal of
H(I) and H(I)+ · H = I. Further H(I)+ corresponds to the (C, C˜)-ferential
ideal A(I) ⊗K H(I)+ E A(I) ⊗K H(I) (see Proposition 19.1). By using the
isomorphism µ˜, this ideal corresponds to the (C, C˜)-ferential ideal (A(I)⊗F F ) ·
H(I)+ E A(I)⊗F A(I). Now observe that (A(I)⊗F F ) ·H(I)+ is equal to the
ideal which is generated by 1 ⊗F a − a ⊗F 1, with a ∈ A(I). Thus in E ⊗F E
we have
(E ⊗F E) · I = (E ⊗F E) ·H(I)+ = ker(E ⊗F E → E ⊗L E).
Therefore I = ker(E ⊗F E → E ⊗L E) ∩H.
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Chapter 20
Invariants and Finitely
C-Generated Parameterized
Picard-Vessiot Extensions
Let (E/F,A,K,H) be a PPV-extension and let G := Gal(E/F ) be the parame-
terized Galois group scheme. In the last chapter we give a Galois correspondence
between intermediate (C, C˜)-ferential fields of E/F and C-ferential Hopf ideals
of H. By Lemma 10.20, the C-ferential Hopf ideals of H correspond to the
closed C-ferential subgroup F -schemes of G. In the first section we show that
each intermediate (C, C˜)-ferential fields of E/F is a subset of E, which is “in-
variant” under the corresponding closed C-ferential subgroup F -scheme.
Further we consider finitely C-generated PPV-extensions and prove some re-
sults about them.
Throughout the whole chapter let k be a field, let C be a cocommutative
k-coalgebra with specified element 1C , such that ∆C(1C) = 1C ⊗ 1C and
C(1C) = 1 and let C˜ be a cocommutative k-coalgebra with specified element
1C˜ , such that ∆C˜(1C˜) = 1C˜ ⊗ 1C˜ and C˜(1C˜) = 1. Further let F be a (C, C˜)-
ferential field.
20.1 Intermediate (C, C˜)-ferential Fields as In-
variant Sets
Since our Galois groups are C-ferential group F -functors, we require a functional
definition of invariants (following [Mau10]). In the following two remarks we
recall some results from the previous chapters.
Remark 20.1. Let (E/F,A,K,H) be a PPV-extension with Galois group G.
By Theorem 18.15 we have G ' Aut(C,C˜)(A/F ). More explicitely, for each
C-ferential K-algebra (B,mB , uB) we have the following bijection
G(B) ∼=→ Aut(C,C˜)(A⊗K B|F ⊗K B)
g 7→ ϕg,[B],
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where ϕg,[B] : A⊗K B ρ⊗id→ A⊗K H ⊗K B id⊗g⊗id→ A⊗K B⊗K B id⊗mB→ A⊗K B.
In this way we can consider the elements of G(B) as automorphisms.
Remark 20.2. Let (E/F,A,K,H) be a PPV-extension with Galois group G.
Further let I E H be a C-ferential Hopf ideal with corresponding closed C-
ferential subgroup K-scheme H ≤ G.
Then we have G ' HomCK(H,−) and H ' HomCK(H/I,−). Further let B be a
C-ferential K-algebra and let g ∈ H(B), that is g : H/I → B is a C-ferential
K-algebra homomorphism.
Let pi : H → H/I be the canonical projection, then we obtain the following
C-ferential K-algebra homomorphism
g˜ : H
pi→ H/I g→ B.
Observe that g˜ ∈ G(B). Moreover, since pi is the only C-ferential K-algebra
homomorphism from H to H/I, we can regard g˜ as the unique extension of g.
This gives an embedding
H(B) ↪→ G(B), g 7→ g˜ := g ◦ pi,
for each C-ferential K-algebra B.
In this way we can consider the elements of H(B) as elements of G(B).
Now we give a functorial definition of invariants (compare with [Jan03, Section
I.2.10])
Definition 20.3. Let (E/F,A,K,H) be a PPV-extension with Galois group
G. Further let e ∈ E with e = ab and a, b ∈ A.
(i) Let B be a C-ferential K-algebra and let g ∈ G(B) ∼= HomCK(H,B).
We call e g-invariant if ϕg,[B](a ⊗ 1) · (b ⊗ 1) = (a ⊗ 1) · ϕg[B](b ⊗ 1) in
A⊗K B.
(ii) Let H ≤ G be a closed C-ferential subgroup K-scheme.
Then we say e ∈ E is H-invariant if e is g˜-invariant for all g ∈ H(B) and
for each C-ferential K-algebra B.
(iii) We denote by EH the set of all H-invariant elements of E.
The next theorem gives us a presentation of the invariants of a PPV-extension.
Theorem 20.4. Let (E/F,A,K,H) be a PPV-extension with Galois group G.
Further let I E H be a C-ferential Hopf ideal with corresponding closed C-
ferential subgroup K-scheme H ≤ G. Then
EH = {e ∈ E | 1⊗ e− e⊗ 1 ∈ (E ⊗F E) · I}.
Proof. (i) We consider the C-ferential K-algebra homomorphism id : H/I →
H/I. Obviously we have id ∈ H(A/I). Further let i˜d ∈ G(H/I) be the extension
of id:
i˜d : H
pi→ H/I id→ H/I.
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With other words i˜d = pi. Now we consider the (C, C˜)-ferential K-algebra
homomorphism (see Proposition 18.8)
ϕi˜d : A
1⊗id→ A⊗F A µ
−1
→ A⊗K H id⊗i˜d→ A⊗K H/I.
With the C-ferential K-algebra homomorphism
βi˜d : A⊗F A
µ−1→ A⊗K H id⊗i˜d→ A⊗K H/I,
we obtain ϕi˜d = βi˜d ◦ (1⊗ id).
Let ϕi˜d,[H/I] be the right H/I-linearization of ϕi˜d:
ϕi˜d,[H/I] :A⊗K H/I
ρ⊗id→ A⊗K H ⊗K H/I id⊗i˜d⊗id→ A⊗K H/I ⊗K H/I
id⊗m→ A⊗K H/I,
where ρ : A
1⊗id→ A⊗F A µ
−1
→ A⊗K H.
Observe that ϕi˜d,[H/I] is the automorphism which corresponds to i˜d (see Remark
20.1).
(ii) Further we have the following correspondence of ideals
IC(H) 1:1←→ I(C,C˜)(A⊗K H) 1:1←→ I(C,C˜)(A⊗F A)
J 7−→ A⊗K J 7−→ (A⊗F A) · J.
Hence we obtain
ker(βi˜d) = ker
(
A⊗F A µ
−1
→ A⊗K H id⊗pi→ A⊗K H/I
)
= (A⊗F A) · I,
(iii) Now let e ∈ EH with e = ab and a, b ∈ A. In particular, e is invariant under
i˜d. Thus we have
ϕi˜d,[H/I](a⊗ 1) · (b⊗ 1) = (a⊗ 1) · ϕi˜d,[H/I](b⊗ 1)
⇔ ϕi˜d(a) · (b⊗ 1) = (a⊗ 1) · ϕi˜d(b)
⇔ βi˜d(1⊗ a) · (b⊗ 1) = (a⊗ 1) · βi˜d(1⊗ b)
⇔ βi˜d(b⊗ a) = βi˜d(a⊗ b)
⇔ βi˜d(b⊗ a)− βi˜d(a⊗ b) = 0
⇔ βi˜d(b⊗ a− a⊗ b) = 0.
That means b⊗ a− a⊗ b ∈ ker(βi˜d) = (A⊗F A) · I.
If we consider (A⊗F A) · I as ideal in E ⊗F E we have
1⊗ e− e⊗ 1 = (b⊗ a− a⊗ b) · (1
b
⊗ 1
b
) ∈ (E ⊗F E) · I.
Thus we have EH ⊆ {e ∈ E | 1⊗ e− e⊗ 1 ∈ (E ⊗F E) · I}.
(iv) Now we consider the following inclusion of C-ferential K-algebras
H ⊆ A⊗F A ⊆ E ⊗F E.
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We have the following correspondence of ideals
IC(H) 1:1←→ I(C,C˜)(A⊗F A)
J 7−→ (A⊗F A) · J
J˜ ∩H ←− [ J˜ ,
and
IC(H) 1:1←→ I(C,C˜)(E ⊗F E)
J 7−→ (E ⊗F E) · J
J˜ ∩H ←− [ J˜ .
Thus we have the following correspondence of ideals
I(C,C˜)(A⊗F A) 1:1←→ I(C,C˜)(E ⊗F E)
J 7−→ (E ⊗F E) · J
J˜ ∩ (A⊗F A)←− [ J˜ .
With J := (A⊗F A) · I E A⊗F A, it follows that(
(E ⊗F E) · J
) ∩ (A⊗F A) = J.
That means (
(E ⊗F E) · I
) ∩ (A⊗F A) = (A⊗F A) · I.
(v) Now let e = ab ∈ E with a, b ∈ A such that 1 ⊗ e − e ⊗ 1 ∈ (E ⊗F E) · I.
Then
b⊗ a− a⊗ b = (1⊗ e− e⊗ 1) · (b⊗ b) ∈ (E ⊗F E) · I,
and thus by (iv) and (ii) we have b⊗ a− a⊗ b ∈ (A⊗F A) · I = ker(βi˜d).
Observe that βi˜d is a (C, C˜)-ferential K-algebra homomorphism which is A-
linear in the first component.
Let B be a C-ferential K-algebra and let g ∈ H(B). As in Remark 20.2 let
g˜ ∈ G(B) be the extension of g, i.e.,
g˜ : H
pi→ H/I g→ B.
We show that e = ab is g˜ invariant. For this we consider the map βg˜ := (id⊗g)◦βpi
βg˜ : A⊗F A µ
−1
→ A⊗K H id⊗pi→ A⊗K H/I id⊗g→ A⊗K B.
Observe that βg˜ is a (C, C˜)-ferential K-algebra homomorphism which is A-linear
in the first component.
We consider ϕg˜ := βg˜ ◦ (1⊗ id)
ϕg˜ : A
1⊗id→ A⊗F A µ
−1
→ A⊗K H id⊗g˜→ A⊗K B.
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Further let ϕg˜,[B] be the right B-linearization of ϕg˜:
ϕg˜,[B] : A⊗K B ρ⊗id→ A⊗K H ⊗K B id⊗g˜⊗id→ A⊗K B ⊗K B id⊗m→ A⊗K B,
where ρ : A
1⊗id→ A⊗F A µ
−1
→ A⊗K H. Observe that ϕg˜,[B] is the automorphism
which corresponds to g˜ (see Remark 20.1).
Thus we have
βpi(b⊗ a− a⊗ b) = 0
⇒ βg˜(b⊗ a− a⊗ b) = 0
⇒ βg˜(b⊗ a)− βg˜(a⊗ b) = 0
⇒ βg˜(b⊗ a) = βg˜(a⊗ b)
⇒ βg˜(1⊗ a) · (b⊗ 1) = (a⊗ 1) · βg˜(1⊗ b)
⇒ ϕg˜(a) · (b⊗ 1) = (a⊗ 1) · ϕg˜(b)
⇒ ϕg˜,[B](a⊗ 1) · (b⊗ 1) = (a⊗ 1) · ϕg˜,[B](b⊗ 1).
That means e = ab is g˜-invariant. Thus we have E
H ⊇ {e ∈ E | 1⊗ e− e⊗ 1 ∈
(E ⊗F E) · I}.
Corollary 20.5. Let (E/F,A,K,H) be a PPV-extension with Galois group
G. Further let I E H be a C-ferential Hopf ideal with corresponding closed
C-ferential subgroup K-scheme H ≤ G. Then EH is a (C, C˜)-ferential field.
Proof. By Theorem 20.4, we have that
EH = {e ∈ E | 1⊗ e− e⊗ 1 ∈ (E ⊗F E) · I}.
Hence EH is a (C, C˜)-ferential field by our Galois correspondence (Theorem
19.3).
20.2 Galois Correspondence with Invariants and
Group Schemes
By the results from the last section we get the following Galois correspondence.
Theorem 20.6. Let (E/F,A,K,H) be a PPV-extension with Galois group G,
i.e., G(−) ' HomCK(H,−).
(i) There is a correspondence between the intermediate (C, C˜)-ferential fields
of E/F and the closed C-ferential subgroup schemes of G:{
intermediate (C, C˜)-ferential
fields of E/F
}
1:1←→
{
closed C-ferential
subgroup schemes of G
}
L 7−→ HomCK(H/I,−)
EU ←− [ U ,
where I := H ∩ ker(E ⊗F E
pi E ⊗L E).
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(ii) Under this correspondence E/EU is a PPV-extension with PPV-ring AEU
and associated C-ferential Hopf K-algebra H/I.
(iii) Moreover, EU/F is a PPV-extension if and only if U is a normal closed C-
ferential subgroup scheme of G. In this case we have Gal(EU/F ) ∼= G/U .
Proof. (i) This follows from Theorem 19.3, Remark 9.23 and Proposition 20.4.
(ii) This following from Theorem 19.3 and Proposition 20.4.
(iii) This follows from Theorem 19.5, Theorem 14.6 and Proposition 20.4.
20.3 Finitely C-Generated PPV-Extensions
In this Section we consider finitely C-generated PPV-extensions and prove some
results about them.
Definition 20.7. Let (E/F,A,K,H) be a PPV-extension. Then we call
(E/F,A,K,H) finitely C-generated, if A is finitely C-generated.
Proposition 20.8. Let (E/F,A,K,H) be a PPV-extension. If A is finitely
C-generated as F -algebra, then H is finitely C-generated as K-algebra.
Proof. (Following [Tak89, Corollary 3.4] with modifications needed for the pa-
rameterized setting). Let a1, . . . , an be C-generators of A. Then by Lemma 13.7,
there exists a finite dimensional H-subcomodule V ≤ A, with a1, . . . , an ∈ V .
That means ρ(V ) ⊆ V ⊗K H. Moreover, there exists a finite dimensional K-
vector space W ≤ H, such that ρ(V ) ⊆ V ⊗K W . Further let Ĥ ≤ H be the
C-ferential Hopf K-subalgebra which is C-generated by W . Then by Lemma
13.2, Ĥ is finitely C-generated. Since V contains the C-generator of A we ob-
tain ρ(A) ⊆ A⊗K Ĥ.
Observe that µ−1 : A ⊗F A
∼=→ A ⊗K H and µ−1 = id ⊗ ρ. This implies that
H = Ĥ is finitely C-generated.
Proposition 20.9. Let (E/F,A,K,H) be a PPV-extension. Let F ≤ L ≤ E be
an intermediate (C, C˜)-ferential field with corresponding C-ferential Hopf ideal
I E H. Further let L/F be a finitely C-generated PPV-extension. Then I is
finitely C-generated.
Proof. By Theorem 19.5, H(I) is the C-ferential Hopf K-algebra associated to
L/F . Further by Proposition 20.8, we have that H(I) is finitely C-generated.
Thus by Theorem 14.17, we obtain that I is finitely C-generated.
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Chapter 21
Some Examples
The greatest difficulty in constructing a PPV-extension is the condition that
there exist no new constants (condition 3. of Definition 17.4). In this chapter
we give some very general examples by dropping this difficulty, i.e., we assume
that there exists no new constants. In the next chapter we give examples without
this assumption. In the current chapter we extend the examples from [Tak89,
Example 2.5a and 2.5c] with modifications needed for the parameterized setting.
Throughout the whole chapter let k be a field, let C be a pointed irreducible
cocommutative k-coalgebra with specified element 1C , such that ∆C(1C) =
1C ⊗ 1C and C(1C) = 1 and let C˜ be a pointed irreducible cocommutative k-
coalgebra with specified element 1C˜ , such that ∆C˜(1C˜) = 1C˜⊗1C˜ and C˜(1C˜) =
1. Further let F be a (C, C˜)-ferential field.
21.1 C˜-Primitives
Definition 21.1. Let E/F be a (C, C˜)-ferential field extension. We say an
element x ∈ E is C˜-primitive over F , if
d(x) ∈ F for all d ∈ C˜+ = ker(C˜),
d(x) = D(d)x for all d ∈ C˜\C˜+.
We give an example.
Example 21.2. Let F = Q(x) with the usual derivation ∂(x) = 1. Then
log(x) ∈ Q[[x]] is a ∂-primitive over F .
Remark 21.3. See [Oku87, Section 4.6, Example 1] for an example of a ∂∗-
primitive in positive characteristic with iterative derivation.
Proposition 21.4. Let E/F be a (C, C˜)-ferential field extension with EC˜ =
F C˜ =: K and let x ∈ E be a C˜-primitive over F . Further let
• L be the C-ferential field which is generated by x,
• A be the C-ferential F -algebra which is generated by x,
• H be the C-ferential K-algebra which is generated by 1⊗ x− x⊗ 1.
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Then (L/F,A,K,H) is a PPV-extension.
Proof. Let A be the C-ferential F -algebra which is generated by x, i.e.,
A := F{x}C .
By the definition of a C˜-primitive we have d(x) ∈ A for all d ∈ C˜. That is A is
C˜-stable (here we use that the elements of C and C˜ are commuting). It follows
that A is a (C, C˜)-ferential F -algebra.
Since C and C˜ are pointed irreducible, L := Quot(A) is a (C, C˜)-ferential field.
Moreover, L is the C-ferential field which is generated by x over F .
Further let H := (A⊗F A)C˜ .
Let y := 1⊗ x− x⊗ 1 ∈ A⊗F A. Now we calculate for all d ∈ C˜+ = ker(C˜)
d(y) = d
(
1⊗ x− x⊗ 1)
= 1⊗ d(x)− d(x)⊗ 1
= 0
= C˜(d)y.
Further we calculate for all d ∈ C˜\C˜+
d(y) = d
(
1⊗ x− x⊗ 1)
= 1⊗ d(x)− d(x)⊗ 1
= 1⊗ C˜(d)x− C˜(d)x⊗ 1
= C˜(d)
(
1⊗ x− x⊗ 1)
= C˜(d)y.
That means y is a C˜-constant and thus y ∈ H.
Now let T be the C-ferential K-algebra which is generated by y, i.e.,
T := K{y}C .
Further we equip T with the trivial C˜-structure, i.e., T = T C˜ . Thus T ≤ H is
a (C, C˜)-ferential K-subalgebra.
Since
1⊗ x = x⊗ 1 + y,
the map
µ : A⊗K T → A⊗F A, a⊗ t 7→ (a⊗ 1) · t,
is surjective and hence µ is a (C, C˜)-ferential K-algebra isomorphism. By taking
C˜-constants we get T ∼= (A ⊗F A)C˜ = H and therefore T = H. Thus we get
the following (C, C˜)-ferential K-algebra isomorphism
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
and this yields Condition 2. of Definition 17.4.
All together, (L/F,A,K,H) is a PPV-extension.
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21.2 C˜-Exponentials
Definition 21.5. Let E/F be a (C, C˜)-ferential field extension. We say an
element x ∈ E\{0} is C˜-exponential over F , if d(x)x−1 ∈ F for all d ∈ C˜.
We give an example.
Example 21.6. Let F = Q(x) with the usual derivation ∂(x) = 1. Then
exp(x) ∈ Q[[x]] is a ∂-exponential over F .
Remark 21.7. See [Oku87, Section 4.7, Example 1] for an example of a ∂∗-
exponential in positive characteristic with iterative derivation.
Proposition 21.8. Let E/F be a (C, C˜)-ferential field extension with EC˜ =
F C˜ =: K and let x ∈ E be a C˜-exponential over F . Further let
• L be the C-ferential field which is generated by x,
• A be the C-ferential F -algebra which is generated by x and x−1,
• H be the C-ferential K-algebra which is generated by y and y−1,
where y := (x−1 ⊗F x).
Then (L/F,A,K,H) is a PPV-extension.
Proof. By definition there exists for all d ∈ C˜ an element ad := d(x)x−1 ∈ F .
Observe that a1C˜ = 1. This defines a linear map
Φ : C˜ → F, d 7→ aC˜ .
Since C˜ is pointed irreducible, there exists an inverse map for Φ, which we
denote by Ψ (see [Tak89], 1.7):
Ψ : C˜ → F, d 7→ bC˜ .
Observe that the maps d 7→ d(x) · x−1 and d 7→ x · d(x−1) are inverse of each
other. And since ad = d(x) · x−1, it follows that bd = x · d(x−1).
Now let A be the C-ferential F -algebra which is generated by x and x−1, i.e.,
A := F{x, x−1}C .
By the calculation above, d(x) = ad · x ∈ A and d(x−1) = x−1 · bd ∈ A, for
all d ∈ C˜. That means A is C˜-stable and it follows that A is a (C, C˜)-ferential
F -algebra.
Since C and C˜ are pointed irreducible, L := Quot(A) is a (C, C˜)-ferential field.
Moreover, L is the C-ferential field which is generated by x over F ; then by the
same argument as above L is also C˜-stable.
Further let H := (A⊗F A)C˜ .
Let y := (x−1 ⊗F x) ∈ A ⊗F A and observe that y−1 = (x ⊗F x−1). Now we
calculate for all d ∈ C˜
d(y) = d
(
x−1 ⊗F x
)
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=
∑
(d)
(
d(1)(x
−1)⊗F d(2)(x)
)
=
∑
(d)
(
x−1 · bd(1) ⊗F ad(2) · x
)
= C˜(d)(x
−1 ⊗F x)
= C˜(d)y.
That means y is a C˜-constant. It follows that y ∈ H, and analogously we get
y−1 ∈ H.
Now let T be the C-ferential K-algebra which is generated by y and y−1, i.e.,
T := K{y, y−1}C .
Further we equip T with the trivial C˜-structure, i.e., T = T C˜ . Thus T ≤ H is
a (C, C˜)-ferential K-subalgebra.
Since
1⊗F x = (x⊗F 1) · y,
1⊗F x−1 = y−1 · (x−1 ⊗F 1),
the map
µ : A⊗K T → A⊗F A, a⊗ t 7→ (a⊗ 1) · t,
is surjective and hence µ is a (C, C˜)-ferential K-algebra isomorphism. By taking
C˜-constants we get T ∼= (A ⊗F A)C˜ = H and therefore T = H. Thus we get
the following (C, C˜)-ferential K-algebra isomorphism
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
and this yields Condition 2. of Definition 17.4.
All together, (L/F,A,K,H) is a PPV-extension.
21.3 A Universal Example
Definition 21.9. Let E/F be a (C, C˜)-ferential field extension. We say a
matrix X ∈ GLn(E) is C˜-GLn-primitive over F , if d(X) ·X−1 ∈ Mn(F ) for
all d ∈ C˜, where d(X) = (d(Xij)) and Mn(F ) is the set of all n × n-matrices
with entries in F .
Proposition 21.10. Let E/F be a (C, C˜)-ferential field extension with EC˜ =
F C˜ =: K and let X ∈ GLn(E) be a C˜-GLn-primitive over F . Further let
• L be the C-ferential field which is generated by the entries of X,
• A be the C-ferential F -algebra which is generated by the entries of X and
X−1,
• H be the C-ferential K-algebra which is generated by the entries of Y ,
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where Y := (X−1 ⊗F 1)(1⊗F X−1) ∈ GLn(A⊗F A).
Then (L/F,A,K,H) is a PPV-extension.
Proof. By definition there exists for all d ∈ C˜ a matrix Ad := d(X)X−1 ∈
Mn(F ). Observe that A1C˜ = 1n. This defines a linear map
Φ : C˜ → Mn(F ), d 7→ Ad.
Since C˜ is pointed irreducible, there exists an inverse map for Φ, which we
denote by Ψ (see [Tak89], 1.7):
Ψ : C˜ → Mn(F ), d 7→ Bd.
Observe that the maps d 7→ d(X) ·X−1 and d 7→ X · d(X−1) are inverse of each
other. And since Ad = d(X) ·X−1, it follows that Bd = X · d(X−1).
Now let A be the C-ferential F -algebra which is generated by the entries of X
and X−1, i.e.,
A := F{X,X−1}C .
By the calculation above, d(X) = Ad ·X ∈ A and d(X−1) = X−1 ·Bd ∈ A, for
all d ∈ C˜. That means A is C˜-stable and it follows that A is a (C, C˜)-ferential
F -algebra.
Since C and C˜ are pointed irreducible, L := Quot(A) is a (C, C˜)-ferential field.
Moreover, L is the C-ferential field which is generated by the entries of X over
F ; then by the same argument as above L is also C˜-stable.
Further let H := (A⊗F A)C˜ .
Let Y := (X−1 ⊗F 1)(1 ⊗F X) ∈ GLn(A ⊗F A) and observe that Y −1 =
(1⊗F X−1)(X ⊗F 1). Now we calculate for all d ∈ C˜
d(Y ) = d
(
(X−1 ⊗F 1)(1⊗F X)
)
=
∑
(d)
(
d(1)(X
−1)⊗F 1
)(
1⊗F d(2)(X)
)
=
∑
(d)
(
X−1 ·Bd(1) ⊗F 1
)(
1⊗F Ad(2) ·X
)
= C˜(d)(X
−1 ⊗F 1)(1⊗F X)
= C˜(d)Y,
since Bd(1) ,Ad(2) have entries in F . That means the entries of Y are C˜-constants.
It follows that Y ∈ GLn(H), and analogously we have Y −1 ∈ GLn(H).
Now let T be the C-ferential K-algebra which is generated by the entries of Y
and Y −1, i.e.,
T := K{Y, Y −1}C .
Further we equip T with the trivial C˜-structure, i.e., T = T C˜ . Thus T ≤ H is
a (C, C˜)-ferential K-subalgebra.
Since
1⊗F X = (X ⊗F 1) · Y,
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1⊗F X−1 = Y −1 · (X−1 ⊗F 1),
the map
µ : A⊗K T → A⊗F A, a⊗ t 7→ (a⊗ 1) · t,
is surjective and hence µ is a (C, C˜)-ferential K-algebra isomorphism. By taking
C˜-constants we get T ∼= (A ⊗F A)C˜ = H and therefore T = H. Thus we get
the following (C, C˜)-ferential K-algebra isomorphism
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
and this yields Condition 2. of Definition 17.4.
All together, (L/F,A,K,H) is a PPV-extension.
Now we show that the Galois group scheme of a PPV-extension which is gener-
ated by a C˜-GLn-primitive can be embedded into GL
C
n .
Proposition 21.11. Let (L/F,A,K,H) be the PPV-extension from Proposition
21.10. Further let G be the affine C-ferential group scheme corresponding to H.
Then there exists a closed embedding G → GLCn .
Proof. With notation as in the proof of Proposition 21.10, we have H = T =
K{Y, Y −1}C . That means H is C-generated as C-ferential K-algebra by the
entries of Y and Y −1. Thus H is finitely C-generated as C-ferential K-algebra.
Then by Theorem 13.8, there exists a closed embedding G → GLCn .
Next we show that PPV-extensions which are generated by C˜-primitives or
C˜-exponentials are special cases of PPV-extensions which are generated by C˜-
GLn-primitives.
Proposition 21.12. Let E/F be a (C, C˜)-ferential field extension with EC˜ =
F C˜ . Then we have:
(i) Proposition 21.4 is a special case of Proposition 21.10.
(ii) Proposition 21.8 is a special case of Proposition 21.10.
Proof. (i) Let x ∈ E be a C˜-primitive element. We define
X :=
(
1 x
0 1
)
∈ M2(E).
First observe that
d(X) =
(
C˜(d) d(x)
0 C˜(d)
)
and X−1 =
(
1 −x
0 1
)
.
Thus we have
d(X)X−1 =
(
C˜(d) d(x)
0 C˜(d)
)
·
(
1 −x
0 1
)
=
(
C˜(d) d(x)− C˜(d)x
0 C˜(d)
)
.
Since x is C˜-primitive we get d(X)X−1 ∈ Mn(F ), i.e., X is C˜-GLn-primitive.
Now let
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• L be the C-ferential field which is generated by the entries of X,
• A be the C-ferential F -algebra which is generated by the entries of X and
X−1,
• H be the C-ferential K-algebra which is generated by the entries of Y and
Y −1,
where Y = (X−1 ⊗ 1) · (1⊗X).
Then by Proposition 21.10, we have that (L/F,A,K,H) is a PPV-extension
and observe that H = (A⊗F A)C˜ .
We compute
Y = (X−1 ⊗ 1) · (1⊗X) = (
(
1 −x
0 1
)
⊗ 1) · (1⊗
(
1 x
0 1
)
)
=
(
1⊗ 1 1⊗ x− x⊗ 1
0 1⊗ 1
)
,
Y −1 =
(
1⊗ 1 −(1⊗ x− x⊗ 1)
0 1⊗ 1
)
.
Therefore by definition,
• L is the C-ferential field which is generated by x,
• A is the C-ferential F -algebra which is generated x,
• H is the C-ferential K-algebra which is generated by 1⊗ x− x⊗ 1.
That is we have the same results as in Proposition 21.4.
(ii) Proposition 21.8 is the same as Proposition 21.10 in the case n = 1.
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Chapter 22
Inverse Problem
In this chapter we give examples of PPV-extensions in characteristic zero and
positive characteristic with Galois group isomorphic to the additive ∂-group
scheme. Further we show that if we use the naive approach, there exists no PPV-
extension with Galois group isomorphic to the multiplicative ∂-group scheme.
22.1 Characteristic zero
In this section all rings, fields,... are of characteristic zero. Further let δ and ∂
be usual derivations which commute with each other.
22.1.1 PPV-Extension with Galois Group G∂a
In this subsection we give an example of a PPV-extension with Galois group
isomphic to the additive ∂-group scheme G∂a . We recall the definition of the
affine ∂-group scheme G∂a .
Remark 22.1. Let K be a ∂-field and let H := K{Y } be the ∂-polynomial
K-algebra in one ∂-variable (see Example 4.19). We define the following ∂-K-
algebra homomorphisms
∆H : H → H ⊗F H, Y 7→ 1⊗ Y + Y ⊗ 1,
H : H → K, Y 7→ 0,
SH : H → H, Y 7→ −Y.
By an easy calculation we see that (H,∆H , H , SH) is a ∂-Hopf K-algebra.
We call the affine ∂-group K-scheme which is represented by H the additive
∂-group K-scheme and denote it by G∂a .
Now we construct a PPV-extension (E/F,A,K,H) with Galois group isomor-
phic to G∂a . We make the following approach.
Remark 22.2. Let F be a δ∂-field and let A be the polynomial ring in infinitely
many variables X1, X2, . . . over F , i.e., A = F [X1, X2, . . .]. Let a˜ ∈ F be a fixed
element. The derivations of F extend uniquely to A via
δ(Xi) = ∂
i(a˜),
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∂(Xi) = Xi+1.
Then A is a δ∂-F -algebra. Moreover, A is a ∂-polynomial F -algebra in one
∂-variable over F .
Remark 22.3. Let f ∈ A\F and denote by degX(f) the total degree of the
variables Xi of f .
Then we have degX(f) = degX(δ(f)) + 1.
Now we show that there exists a δ∂-field F such that A/F contains no new
δ-constants.
Lemma 22.4. If A contains a δ-constant that is not in F , then some element of
δ(F ) is a non-trivial linear combination of a˜, ∂(a˜), ∂2(a˜), . . . over the δ-constants
of F .
Proof. [JRR95, Lemma 4]
Theorem 22.5. Let λ, a˜ be indeterminates over the δ∂-field C(x, y), where
∂ = ∂∂x and δ =
∂
∂y . We extend the derivations to F = C(x, y, λ, a˜) via δ(λ) =
1
y ,
∂(λ) = 0, δ(a˜) = (xy − 1)a˜, ∂(a˜) = λa˜.
Then F has the property that no elements of δ(F ) is a non-trivial linear combi-
nation of a˜, ∂(a˜), ∂2(a˜), . . . over the δ-constants of F .
Proof. [JRR95, Theorem 5]
Remark 22.6. We have that F from the theorem above is isomorphic to a field
of meromorphic functions by replacing λ by ln(y) and replacing a˜ by yxe−y.
Corollary 22.7. There exists a δ∂-field F such that Aδ = F δ.
Proof. Use Theorem 22.5 together with Lemma 22.4.
From now we assume that F is a δ∂-field such that Aδ = F δ is true.
Proposition 22.8. Let E := Quot(A). Then Eδ = F δ.
Proof. Let fg ∈ Quot(A) be a δ-constant with g, f ∈ A. We assume that g - f ,
i.e., that means fg /∈ A.
We have δ( fg ) = 0 and by the quotient rule this implies that δ(f)g− fδ(g) = 0.
Thus g | δ(g) which is a contradiction, since degX(g) = degX(δ(g)) + 1.
It follows that Eδ ⊆ Aδ and hence Eδ = Aδ.
Now we show that H := (A⊗F A)δ is isomorphic to the ∂-polynomial K-algebra
in one ∂-variable over K. For this let Yi := 1⊗Xi −Xi ⊗ 1 ∈ A⊗F A.
Proposition 22.9. The elements Yi are algebraically independent over K = F
δ.
Proof. By definition we have Yi = 1 ⊗ Xi − Xi ⊗ 1 ∈ A ⊗F A and recall that
A = F [X1, X2, . . .]. In particular, the Xi are algebraically independent over F .
Assume that there is an algebraic relation of the Yi over K. Obviously this
is also an algebraic relation over F . By the definition of Yi this gives us an
algebraic relation of the Xi over F , which is a contradiction.
Proposition 22.10. We have that Yi ∈ H for all i = 1, 2, . . ..
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Proof. Observe that ∂(Yi) = Yi+1 ∈ A⊗F A. Now we calculate
δ(∂(Yi)) = δ
(
∂(1⊗Xi −Xi ⊗ 1)
)
= ∂
(
δ(1⊗Xi −Xi ⊗ 1)
)
= ∂
(
1⊗ δ(Xi)− δ(Xi)⊗ 1
)
= ∂
(
1⊗ ∂i(a˜)− ∂i(a˜)⊗ 1)
= ∂
(
0
)
= 0.
Hence we obtain ∂(Yi) ∈ (A⊗F A)δ = H.
Now let Ĥ be the ∂-polynomial K-algebra in the ∂-variable Y1 over K, i.e.,
Â = K[Y1, Y2, Y3, . . .],
with ∂(Yi) = Yi+1.
By Proposition 22.10 we have that Ĥ ⊆ H. Next we show that Ĥ = H.
Proposition 22.11. The map
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h
is a δ∂-K-algebra isomorphism.
Proof. Clearly µ is a K-algebra homomorphism and a ∂-homomorphism by
∂
(
µ(a⊗ h)) = ∂((a⊗ 1)h)
= ∂(a⊗ 1)h+ (a⊗ 1)∂(h)
= (∂(a)⊗ 1)h+ (a⊗ 1)∂(h)
= µ
(
∂(a)⊗ h)+ µ(a⊗ ∂(h))
= µ
(
∂(a)⊗ h+ a⊗ ∂(h))
= µ
(
∂(a⊗ h)).
We have that A ⊗F A has a δ-structure in the natural way and A ⊗K H has
also a δ-structure in the natural way; observe that H has the trivial δ-structure.
Hence we can compute
δ(µ(a⊗ h)) = δ((a⊗ 1)h) = (δ(a)⊗ 1)h = µ(δ(a)⊗ h) = µ(δ(a⊗ h)).
Thus µ is a δ∂-K-algebra homomorphism and µ is A-linear in the first compo-
nent.
Injective: By Corollary 17.10,
E ⊗K (A⊗F A)δ → E ⊗F A, a⊗ h 7→ (a⊗ 1) · h
is injective and therefore µ as a restriction of this map is also injective.
Surjective: We consider the following map which is a restriction of µ:
µ|A⊗KĤ : A⊗K Ĥ → A⊗F A, a⊗ h 7→ (a⊗ 1) · h.
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By the A-linearity and using that µ is a δ∂-K-algebra homomorphism, we only
have to show that 1⊗Xi have a preimage. We compute
µ(Xi ⊗ 1 + 1⊗ Yi) = Xi ⊗ 1 + Yi = 1⊗Xi,
i.e., Xi⊗1 + 1⊗Yi ∈ A⊗KH is a preimage of 1⊗Xi ∈ A⊗F A under µ. Hence
µ|A⊗KĤ is surjective and thus µ is surjective (since Ĥ ⊆ H).
In summary µ is a δ∂-K-algebra isomorphism.
Proposition 22.12. We have that H = Ĥ.
Proof. By the proof of the previous proposition we have that
µ :A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
µ|A⊗KĤ :A⊗K Ĥ → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
are δ∂-K-algebra isomorphisms ( µ|A⊗KĤ is injective as restriction of µ). Thus
A⊗K H ∼= A⊗K Ĥ as δ∂-K-algebras. This implies that E⊗K H ∼= E⊗K Ĥ by
left E-linearization.
By Proposition 17.13 we have that
H ∼= (E ⊗K H)δ ∼= (E ⊗K Ĥ)δ ∼= Ĥ.
It follows that H = Ĥ.
All together have the following:
1. E = Quot(A),
2. H generates A⊗F A as a left A-module (by Proposition 22.11),
3. Eδ = F δ (by the assumption on the δ∂-field F ).
This means that (E/F,A,K,H) is a PPV-extension. Finally we show that the
Galois group is isomorphic to G∂a .
Proposition 22.13. The ∂-Hopf K-algebra H represents the affine ∂-group
K-scheme G∂a.
Proof. First recall that H = K[Y1, Y2, Y3, . . .], where Y1 is a ∂-variable over K,
i.e., ∂j(Yi) = Yi+j (see Proposition 22.12). Now we follow the proof of Lemma
18.1.
We have that (A⊗F A,∆A⊗FA, A⊗FA) is a δ∂-A-coring, with
∆A⊗FA(Yi) =∆A⊗FA(1⊗F Xi −Xi ⊗F 1)
=1⊗F 1⊗A 1⊗F Xi −Xi ⊗F 1⊗A 1⊗F 1
=1⊗F 1⊗A 1⊗F Xi − 1⊗F 1⊗A Xi ⊗F 1 + 1⊗F Xi ⊗A 1⊗F 1
−Xi ⊗F 1⊗A 1⊗F 1
=1⊗F 1⊗A Yi + Yi ⊗A 1⊗F 1
=1⊗A Yi + Yi ⊗A 1,
A⊗FA(Yi) =A⊗FA(1⊗F Xi −Xi ⊗F 1) = Xi −Xi = 0,
τ(Yi) =τ(1⊗F Xi −Xi ⊗F 1) = Xi ⊗F 1− 1⊗F Xi = −Yi,
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where τ is the twist map. By taking δ-constants the maps ∆A⊗FA, A⊗FA and
τ induce ∂-K-algebra homomorphisms ∆H , H and SH .
As seen in the proof of Lemma 18.1, (H,∆H , H , SH) is a ∂-Hopf-K-algebra.
The calculation from above shows that
∆H(Yi) = 1⊗K Yi + Yi ⊗ 1,
H(Yi) = 0,
SH(Yi) = −Yi.
That means H represents the affine ∂-group K-scheme G∂a .
22.1.2 No Naive PPV-Extension with Galois Group G∂m
In the last subsection we show that we can construct a PPV-extension with
Galois group isomorphic to the additive ∂-group scheme G∂a by using the naive
approach. In this subsection we use the naive approach to construct a PPV-
extension with Galois group isomorphic to the multiplicative ∂-group scheme
G∂m and show that such a naive PPV-extension does not exist.
First we recall the definition of the affine ∂-group scheme G∂m.
Remark 22.14. Let (F{X},m, u) be the ∂-polynomial F -algebra in one ∂-
variable, i.e.,
F{X} = F [X, ∂(X), ∂2(X), . . .],
that means F{X} is isomorphic to the polynomial F -algbera in infinitely many
variables. The ∂-structure on F{X} is given by
∂(∂j(X)) = ∂j+1(X).
Further let F{X,X−1} be the localization of F{X} by X, ∂(X), ∂2(X), . . ..
Observe that F{X,X−1} is also a ∂-F -algebra. We define the following ∂-F -
algebra homomorphisms
∆ : F{X,X−1} → F{X,X−1} ⊗F F{X,X−1}, X 7→ X ⊗X,
 : F{X,X−1} → F, X 7→ 1,
S : F{X,X−1} → F{X,X−1}, X 7→ X−1.
By an easy calculation we see that (F{X,X−1},m, u,∆, , S) is a ∂-Hopf F -
algebra. We call the corresponding affine ∂-group F -scheme the multiplicative
∂-group F -scheme and denote it by G∂m.
Now we construct a PPV-extension (E/F,A,K,H) with Galois group isomor-
phic to G∂m. We make the following naive approach.
Remark 22.15. Let F be a δ∂-field and let F [X1, X2, . . .] be the polynomial
ring in infinitely many variablesX1, X2, . . . over F . Let a˜i ∈ F be fixed elements.
The derivations of F can uniquely extended to F [X1, X2, . . .] by
δ(Xi) = a˜iXi,
∂(Xi) = Xi+1.
199
We want that the derivations commute with each other, thus we compute
a˜i+1Xi+1 = δ(Xi+1) = δ(∂(Xi)) = ∂(δ(Xi)) = ∂(a˜iXi)
= ∂(a˜i)Xi + a˜i∂(Xi) = ∂(a˜i)Xi + a˜iXi+1.
Since the Xi are algebraically independent over F , we obtain that a˜ := a˜i for
all i and a˜ ∈ F ∂ .
Then F [X1, X2, . . .] is a δ∂-F -algebra. Moreover, F [X1, X2, . . .] is a ∂-polynomial
F -algebra in one ∂-variable over F .
Further let A := F{X,X−1} be the localization of F [X1, X2, . . .] by X1, X2, . . ..
Observe that A is also a δ∂-F -algebra and let E := Quot(A).
Assumption 22.16. We assume that F is a δ∂-field such that Eδ = F δ.
We make this assumption in the following considerations.
We show that (E/F,A,K,H) is a PPV-extension, where K := F δ and H :=
(A ⊗F A)δ is the ∂-Hopf K-algebra which corresponds to G∂m. For this let
Yi := X
−1
i ⊗Xi ∈ A⊗F A.
Proposition 22.17. The elements Yi are algebraically independent over K.
Proof. By definition we have Yi = X
−1
i ⊗ Xi ∈ A ⊗F A and recall that A =
F [X1, X2, . . . , X
−1
1 , X
−1
2 , . . .]. In particular, the Xi are algebraically indepen-
dent over F .
Assume that there is an algebraic relation of the Yi over K. Obviously this
is also an algebraic relation over F . By the definition of Yi this gives us an
algebraic relation of the Xi over F , which is a contradiction.
Proposition 22.18. We have that Yi ∈ H and Y −1i ∈ H for all i = 1, 2, . . ..
Proof. We compute
δ(Yi) = δ(X
−1
i ⊗Xi)
= δ(X−1i )⊗Xi +X−1i ⊗ δ(Xi)
= −a˜X−1i ⊗Xi +X−1i ⊗ a˜Xi
= 0.
Hence we obtain Yi ∈ (A⊗F A)δ = H.
Since Y −1i = Xi ⊗ X−1i , we obtain by an analogous calculation that Y −1i ∈
H.
Now let Ĥ be the ∂-polynomial K-algebra in the ∂-variable Y1 over K which is
localized by Y1, Y2, . . ., i.e.,
Ĥ = K[Y1, Y2, Y3, . . . , Y
−1
1 , Y
−1
2 , Y
−1
3 , . . .],
with ∂(Yi) = Yi+1.
By Proposition 22.18 we have that Ĥ ⊆ H. Next we show that Ĥ = H.
Proposition 22.19. The map
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h
is a δ∂-K-algebra isomorphism.
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Proof. Clearly µ is a K-algebra homomorphism and a ∂-homomorphism by
∂
(
µ(a⊗ h)) = ∂((a⊗ 1)h)
= ∂(a⊗ 1)h+ (a⊗ 1)∂(h)
= (∂(a)⊗ 1)h+ (a⊗ 1)∂(h)
= µ
(
∂(a)⊗ h)+ µ(a⊗ ∂(h))
= µ
(
∂(a)⊗ h+ a⊗ ∂(h))
= µ
(
∂(a⊗ h)).
We have that A ⊗F A has a δ-structure in the natural way and A ⊗K H has
also a δ-structure in the natural way; observe that H has the trivial δ-structure.
Hence we can compute
δ(µ(a⊗ h)) = δ((a⊗ 1)h) = (δ(a)⊗ 1)h = µ(δ(a)⊗ h) = µ(δ(a⊗ h)).
Thus µ is a δ∂-K-algebra homomorphism and µ is A-linear in the first compo-
nent.
Injective: By Corollary 17.10,
E ⊗K (A⊗F A)δ → E ⊗F A, a⊗ h 7→ (a⊗ 1) · h
is injective and therefore µ as a restriction of this map is also injective.
Surjective: We consider the following map which is a restriction of µ:
µ|A⊗KĤ : A⊗K Ĥ → A⊗F A, a⊗ h 7→ (a⊗ 1) · h.
By the A-linearity and using that µ is a δ∂-K-algebra homomorphism, we only
have to show that 1⊗Xi have a preimage. We compute
µ(Xi ⊗ Yi) = (Xi ⊗ 1) · Yi = 1⊗Xi,
i.e., Xi ⊗ Yi ∈ A ⊗K H is a preimage of 1 ⊗ Xi ∈ A ⊗F A under µ. Hence
µ|A⊗KĤ is surjective and thus µ is surjective (since Ĥ ⊆ H).
In summary µ is a δ∂-K-algebra isomorphism.
Proposition 22.20. We have that H = Ĥ.
Proof. By the proof of the previous proposition we have that
µ :A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
µ|A⊗KĤ :A⊗K Ĥ → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
are δ∂-K-algebra isomorphisms ( µ|A⊗KĤ is injective as restriction of µ). Thus
A⊗K H ∼= A⊗K Ĥ as δ∂-K-algebras. This implies that E⊗K H ∼= E⊗K Ĥ by
left E-linearization. By Proposition 17.13 we have that
H ∼= (E ⊗K H)δ ∼= (E ⊗K Ĥ)δ ∼= Ĥ,
and it follows that H = Ĥ.
All together have the following:
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1. E = Quot(A),
2. H generates A⊗F A as a left A-module (by Proposition 22.19),
3. Eδ = F δ (by Assumption 22.16).
This means that (E/F,A,K,H) is a PPV-extension. Further we show that the
Galois group is isomorphic to G∂m.
Proposition 22.21. The ∂-Hopf K-algebra H represents the affine ∂-group
K-scheme G∂m.
Proof. First recall that H = K[Y1, Y2, . . . , Y
−1
1 , Y
−1
2 , . . .], where Y1 is a ∂-
variable over K, i.e., ∂(Yi) = Yi+1 (see Proposition 22.20). Now we follow
the proof of Lemma 18.1.
We have that (A⊗F A,∆A⊗FA, A⊗FA) is a δ∂-A-coring, with
∆A⊗FA(Yi) = ∆A⊗FA(X
−1
i ⊗F Xi)
= X−1i ⊗F 1⊗A 1⊗F Xi
= X−1i ⊗F XiX−1i ⊗A 1⊗F Xi
= X−1i ⊗F Xi ⊗A X−1i ⊗F Xi
= Yi ⊗A Yi,
A⊗FA(Yi) = A⊗FA(X
−1
i ⊗F Xi) = X−1i ·Xi = 1,
τ(Yi) = τ(X
−1
i ⊗F Xi) = Xi ⊗F X−1i = Y −1i ,
where τ is the twist map. By taking δ-constants the maps ∆A⊗FA, A⊗FA and
τ induce ∂-K-algebra homomorphisms ∆H , H and SH .
As seen in the proof of Lemma 18.1, (H,∆H , H , SH) is a ∂-Hopf-K-algebra.
The calculation from above shows that
∆H(Yi) = Yi ⊗ Yi,
H(Yi) = 1,
SH(Yi) = Y
−1
i .
That means H represents the affine ∂-group K-scheme G∂m.
Now we show that Assumption 22.16 can never be satisfied.
Proposition 22.22. There exists no δ∂-field F such that Eδ = F δ.
Proof. Let F be an arbitrary δ∂-field. Further we have that A = F{X,X−1} is
a δ∂-F -algebra by
δ(Xi) = a˜Xi,
∂(Xi) = Xi+1,
for some fixed element a˜ ∈ F ∂\{0}.
We consider f := XiXj ∈ A for i 6= j. We compute
δ(f) = δ(
Xi
Xj
) =
δ(Xi)Xj −Xiδ(Xj)
X2j
=
a˜XiXj − a˜XiXj
X2j
= 0.
That means f ∈ Aδ\F , i.e., Aδ 6= F δ.
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22.2 Positive Characteristic
In this section all rings, fields,... are of characteristic p > 0. Further let δ∗ and
∂∗ be iterative derivations which commute with each other.
22.2.1 PPV-Extension with Galois Group G∂∗a
In this subsection we give an example of a PPV-extension with Galois group
isomorphic to the additive ∂∗-group scheme G∂∗a .
First we recall the definition of the affine ∂∗-group scheme G∂∗a .
Remark 22.23. Let (F{X},m, u) be the ∂∗-polynomial F -algebra in one ∂∗-
variable, i.e.,
F{X} = F [X, ∂(1)(X), ∂(2)(X), . . .],
that means F{X} is isomorphic to the polynomial F -algebra in infinitely many
variables. The ∂∗-structure on F{X} is given by
∂(i)(∂(j)(X)) =
(
j + i
j
)
∂(j+i)(X).
Further we define the following ∂∗-F -algebra homomorphisms
∆ : F{X} → F{X} ⊗F F{X}, X 7→ X ⊗ 1 + 1⊗X,
 : F{X} → F, X 7→ 0,
S : F{X} → F{X}, X 7→ −X.
By an easy calculation we see that (F{X},m, u,∆, , S) is a ∂∗-Hopf F -algebra.
We call the corresponding affine ∂∗-group F -scheme the additive ∂∗-group
F -scheme and denote it by G∂∗a .
Now we construct a PPV-extension (E/F,A,K,H) with Galois group isomor-
phic to G∂∗a . We make the following approach.
Remark 22.24. Let F be a δ∗∂∗-field with F δ
∗
= F and let A be the polyno-
mial ring in infinitely many variables X1, X2, . . . over F , i.e., A = F [X1, X2, . . .].
Further let a˜li ∈ F\{0} be fixed elements such that
∂(j)(a˜li) =
(
j + i
i
)
a˜l,i+j , (#)
for all j ∈ N; for example, a˜l∗ are ∂∗-variables. The iterative derivations of F
can uniquely extended to A by
δ(p
l)(Xi) = a˜li,
δ(j)(Xi) = 0 if j 6= pl for some l ∈ N\{0},
∂(l)(Xi) =
(
l + i
i
)
Xl+i.
By (#) we have that ∂∗ and δ∗ commute with each other. In particular, A is
a δ∗∂∗-F -algebra. Moreover, A is a ∂∗-polynomial F -algebra in one ∂∗-variable
over F .
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Now we show that there exsit no new δ∗-constants.
Proposition 22.25. We have Aδ
∗
= F δ
∗
= F .
Proof. Let f =
∑n
i=0 bi
∏
j∈Ii X
eij
j ∈ Aδ. Then we compute
0 = δ(l)(f)
= δ(l)
( n∑
i=0
bi
∏
j∈Ii
X
eij
j
)
=
n∑
i=0
biδ
(l)
( ∏
j∈Ii
X
eij
j
)
,
for all l ∈ N. Let l = 1 and let mk be the maximal monomial (relating to
lexicographic order). From the above calculation we obtain by degree reasons
that bk = 0. Iterating this we obtain that f ∈ F .
Proposition 22.26. Let E := Quot(A). Then Eδ
∗
= F δ
∗
.
Proof. Let fg ∈ Quot(A) be a δ∗-constant with g, f ∈ A. We assume that g - f ,
i.e., that means fg /∈ A.
We have δ(l)( fg ) = 0 and by the quotient rule this implies that δ
(1)(f)g −
fδ(1)(g) = 0. Thus g | δ(1)(g) which is a contradiction, by degree reasons.
It follows that Eδ
∗ ⊆ Aδ∗ and hence Eδ∗ = Aδ∗ .
Now we show that H := (A ⊗F A)δ∗ is isomorphic to the ∂∗-polynomial K-
algebra in one ∂∗-variable over K. For this let Yi := 1⊗Xi−Xi⊗ 1 ∈ A⊗F A.
Proposition 22.27. The elements Yi are algebraically independent over K =
F δ
∗
.
Proof. By definition we have Yi = 1 ⊗ Xi − Xi ⊗ 1 ∈ A ⊗F A and recall that
A = F [X1, X2, . . .]. In particular, the Xi are algebraically independent over F .
Assume that there is an algebraic relation of the Yi over K. Obviously this
is also an algebraic relation over F . By the definition of Yi this gives us an
algebraic relation of the Xi over F , which is a contradiction.
Proposition 22.28. We have that Yi ∈ H for all i = 1, 2, . . ..
Proof. Observe that ∂(j)(Yi) =
(
j+i
j
)
Yi+j ∈ A ⊗F A for all j ∈ N. Now we
calculate
δ(l)(∂(j)(Yi)) = δ
(l)
(
∂(j)(1⊗Xi −Xi ⊗ 1)
)
= ∂(j)
(
δ(l)(1⊗Xi −Xi ⊗ 1)
)
= ∂(j)
(
1⊗ δ(l)(Xi)− δ(l)(Xi)⊗ 1
)
= ∂(j)
(
0
)
= 0.
Hence we obtain ∂(j)(Yi) ∈ (A⊗F A)δ∗ = H.
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Now let Ĥ be the ∂∗-polynomial K-algebra in the ∂∗-variable Y1 over K, i.e.,
Ĥ = K[Y1, Y2, Y3, . . .],
with ∂(j)(Yi) =
(
j+i
j
)
Yi+j .
By Proposition 22.28 we have that Ĥ ⊆ H. Next we show that Ĥ = H.
Proposition 22.29. The map
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h
is a δ∗∂∗-K-algebra isomorphism.
Proof. Clearly µ is a K-algebra homomorphism and a ∂∗-homomorphism by
∂(l)
(
µ(a⊗ h)) = ∂(l)((a⊗ 1)h)
=
∑
l1+l2=l
∂(l1)(a⊗ 1)∂(l2)(h)
=
∑
l1+l2=l
(∂(l1)(a)⊗ 1)∂(l2)(h)
=
∑
l1+l2=l
µ
(
∂(l1)(a)⊗ ∂(l2)(h)
)
= µ
( ∑
l1+l2=l
∂(l1)(a)⊗ ∂(l2)(h)
)
= µ
(
∂(l)(a⊗ h)).
We have that A⊗F A has a δ∗-structure in the natural way and A⊗KH has also
a δ∗-structure in the natural way; observe that H has the trivial δ∗-structure.
Hence we can compute
δ(l)(µ(a⊗ h)) = δ(l)((a⊗ 1)h) = (δ(l)(a)⊗ 1)h = µ(δ(l)(a)⊗ h)
= µ(δ(l)(a⊗ h)).
Thus µ is a δ∗∂∗-K-algebra homomorphism and µ is A-linear in the first com-
ponent.
Injective: By Corollary 17.10,
E ⊗K (A⊗F A)δ∗ → E ⊗F A, a⊗ h 7→ (a⊗ 1) · h
is injective and therefore µ as a restriction of this map is also injective.
Surjective: We consider the following map which is a restriction of µ:
µ|A⊗KĤ : A⊗K Ĥ → A⊗F A, a⊗ h 7→ (a⊗ 1) · h.
By the A-linearity and using that µ is a δ∗∂∗-K-algebra homomorphism, we
only have to show that 1⊗Xi have a preimage. We compute
µ(Xi ⊗ 1 + 1⊗ Yi) = Xi ⊗ 1 + Yi = 1⊗Xi,
i.e., Xi⊗1 + 1⊗Yi ∈ A⊗KH is a preimage of 1⊗Xi ∈ A⊗F A under µ. Hence
µ|A⊗KĤ is surjective and thus µ is surjective (since Ĥ ⊆ H).
In summary µ is a δ∗∂∗-K-algebra isomorphism.
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Proposition 22.30. We have that H = Ĥ.
Proof. By the proof of the previous proposition we have that
µ :A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
µ|A⊗KĤ :A⊗K Ĥ → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
are δ∗∂∗-K-algebra isomorphisms (µ|A⊗KĤ is injective as restriction of µ). Thus
A⊗K H ∼= A⊗K Ĥ as δ∗∂∗-K-algebras. This implies that E ⊗K H ∼= E ⊗K Ĥ
by left E-linearization. By Proposition 17.13 we have that
H ∼= (A⊗K H)δ∗ ∼= (A⊗K Ĥ)δ∗ ∼= Ĥ.
It follows that H = Ĥ.
All together have the following:
1. E = Quot(A),
2. H generates A⊗F A as a left A-module (by Proposition 22.29),
3. Eδ
∗
= F δ
∗
.
This means that (E/F,A,K,H) is a PPV-extension. Finally we show that the
Galois group is isomorphic to G∂∗a .
Proposition 22.31. The ∂∗-Hopf K-algebra H represents the affine ∂∗-group
K-scheme G∂∗a .
Proof. First recall that H = K[Y1, Y2, Y3, . . .], where Y1 is a ∂
∗-variable over K,
i.e., ∂(j)(Yi) =
(
i+j
j
)
Yi+j (see Proposition 22.30). Now we follow the proof of
Lemma 18.1.
We have that (A⊗F A,∆A⊗FA, A⊗FA) is a δ∗∂∗-A-coring, with
∆A⊗FA(Yi) = ∆A⊗FA(1⊗F Xi −Xi ⊗F 1)
=1⊗F 1⊗A 1⊗F Xi −Xi ⊗F 1⊗A 1⊗F 1
=1⊗F 1⊗A 1⊗F Xi − 1⊗F 1⊗A Xi ⊗F 1 + 1⊗F Xi ⊗A 1⊗F 1
−Xi ⊗F 1⊗A 1⊗F 1
=1⊗F 1⊗A Yi + Yi ⊗A 1⊗F 1
=1⊗A Yi + Yi ⊗A 1,
A⊗FA(Yi) =A⊗FA(1⊗F Xi −Xi ⊗F 1) = Xi −Xi = 0,
τ(Yi) =τ(1⊗F Xi −Xi ⊗F 1) = Xi ⊗F 1− 1⊗F Xi = −Yi,
where τ is the twist map. By taking δ∗-constants the maps ∆A⊗FA, A⊗FA and
τ induce ∂∗-K-algebra homomorphisms ∆H , H and SH .
As seen in the proof of Lemma 18.1, (H,∆H , H , SH) is a ∂
∗-Hopf-K-algebra.
The calculation from above shows that
∆H(Yi) = 1⊗ Yi + Yi ⊗ 1,
H(Yi) = 0,
SH(Yi) = −Yi.
That means H represents the affine ∂∗-group K-scheme G∂∗a .
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22.2.2 No Naive PPV-Extension with Galois Group G∂∗m
In the last subsection we show that we can construct a PPV-extension with
Galois group isomorphic to the additive ∂∗-group scheme G∂∗a by using the naive
approach. In this subsection we use the naive approach to construct a PPV-
extension with Galois group isomphic to the multiplicative ∂∗-group scheme
G∂∗m and show that such a naive PPV-extension does not exist.
First we recall the definition of the affine ∂∗-group scheme G∂∗m .
Remark 22.32. Let (F{X},m, u) be the ∂∗-polynomial F -algebra in one ∂∗-
variable, i.e.,
F{X} = F [X, ∂(1)(X), ∂(2)(X), . . .],
that means F{X} is isomorphic to the polynomial F -algbera in infinitely many
variables. The ∂∗-structure on F{X} is given by
∂(i)(∂(j)(X)) =
(
i+ j
j
)
∂(i+j)(X).
Further let F{X,X−1} be the localization of F{X} by X, ∂(1)(X), ∂(2)(X), . . ..
Observe that F{X,X−1} is also a ∂∗-F -algebra. We define the following ∂∗-F -
algebra homomorphisms
∆ : F{X,X−1} → F{X,X−1} ⊗F F{X,X−1}, X 7→ X ⊗X,
 : F{X,X−1} → F, X 7→ 1,
S : F{X,X−1} → F{X,X−1}, X 7→ X−1.
By an easy calculation we see that (F{X,X−1},m, u,∆, , S) is a ∂∗-Hopf F -
algebra. We call the corresponding affine ∂∗-group F -scheme the multiplica-
tive ∂∗-group F -scheme and denote it by G∂∗m .
Now we construct a PPV-extension (E/F,A,K,H) with Galois group isomor-
phic to G∂∗m . We make the following naive approach.
Remark 22.33. Let F be a δ∗∂∗-field and let (al)l∈N ⊆ F δ∗ be a sequence with(
l + j
l
)
al+j =
∑
l1+l2=l
δ(l1)(aj)al2 , (#)
for all l, j ∈ N.
Now let F [X1, X2, . . .] be the polynomial F -algebra in infinitely many vari-
ables X1, X2, . . .. The iterative derivations of F can uniquely extended to
F [X1, X2, . . .] by
δ(l)(Xi) = alXi,
∂(l)(Xi) =
(
l + i
i
)
Xl+i.
By (#) we obtain that F [X1, X2, . . .] is a δ
∗∂∗-F -algebra. Moreover, F [X1, X2, . . .]
is a ∂∗-polynomial F -algebra in one ∂∗-variable over F .
Further let A := F{X,X−1} be the localization of F [X1, X2, . . .] by X1, X2, . . ..
Observe that A is also a δ∗∂∗-F -algebra and let E := Quot(A).
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Assumption 22.34. We assume that F is a δ∗∂∗-field such that Eδ
∗
= F δ
∗
.
We make this assumption in the following considerations.
We show that (E/F,A,K,H) is a PPV-extension, where K := F δ
∗
and H :=
(A ⊗F A)δ∗ is the ∂∗-Hopf K-algebra which corresponds to G∂∗m . For this let
Yi := X
−1
i ⊗Xi ∈ A⊗F A.
Proposition 22.35. The elements Yi are algebraically independent over K =
F δ
∗
.
Proof. By definition we have Yi = Yi := X
−1
i ⊗ Xi ∈ A ⊗F A and recall that
A = F [X1, X2, . . . , X
−1
1 , X
−1
2 , . . .]. In particular, the Xi are algebraically inde-
pendent over F .
Assume that there is an algebraic relation of the Yi over K. Obviously this
is also an algebraic relation over F . By the definition of Yi this gives us an
algebraic relation of the Xi over F , which is a contradiction.
Proposition 22.36. We have that Yi ∈ H for all i = 1, 2, . . ..
Proof. Observe that ∂(j)(Yi) =
(
j+i
j
)
Yi+j ∈ A ⊗F A for all j ∈ N. Now we
calculate
δ(l)(∂(j)(Yi)) = δ
(l)
(
∂(j)(1⊗Xi −Xi ⊗ 1)
)
= ∂(j)
(
δ(l)(1⊗Xi −Xi ⊗ 1)
)
= ∂(j)
(
1⊗ δ(l)(Xi)− δ(l)(Xi)⊗ 1
)
= ∂(j)
(
1⊗ ali − ali ⊗ 1
)
= ∂(j)
(
0
)
= 0.
Hence we obtain ∂(j)(Yi) ∈ (A⊗F A)δ∗ = H.
Now let Ĥ be the ∂∗-polynomial K-algebra in the ∂∗-variable Y1 over K, i.e.,
Ĥ = K[Y1, Y2, Y3, . . .],
with ∂(j)(Yi) =
(
j+i
j
)
Yi+j .
By Proposition 22.36 we have that Ĥ ⊆ H. Next we show that Ĥ = H.
Proposition 22.37. The map
µ : A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h
is a δ∗∂∗-K-algebra isomorphism.
Proof. Clearly µ is a K-algebra homomorphism and a ∂∗-homomorphism by
∂(l)
(
µ(a⊗ h)) = ∂(l)((a⊗ 1)h)
=
∑
l1+l2=l
∂(l1)(a⊗ 1)∂(l2)(h)
=
∑
l1+l2=l
(∂(l1)(a)⊗ 1)∂(l2)(h)
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=
∑
l1+l2=l
µ
(
∂(l1)(a)⊗ ∂(l2)(h)
)
= µ
( ∑
l1+l2=l
∂(l1)(a)⊗ ∂(l2)(h)
)
= µ
(
∂(l)(a⊗ h)).
We have that A⊗F A has a δ∗-structure in the natural way and A⊗KH has also
a δ∗-structure in the natural way; observe that H has the trivial δ∗-structure
Hence we can compute
δ(l)(µ(a⊗ h)) = δ(l)((a⊗ 1)h) = (δ(l)(a)⊗ 1)h = µ(δ(l)(a)⊗ h)
= µ(δ(l)(a⊗ h)).
Thus µ is a δ∗∂∗-K-algebra homomorphism and µ is A-linear in the first com-
ponent.
Injective: By Corollary 17.10,
E ⊗K (A⊗F A)δ∗ → E ⊗F A, a⊗ h 7→ (a⊗ 1) · h
is injective and therefore µ as a restriction of this map is also injective.
Surjective: We consider the following map which is a restriction of µ:
µ|A⊗KĤ : A⊗K Ĥ → A⊗F A, a⊗ h 7→ (a⊗ 1) · h.
By the A-linearity and using that µ is a δ∗∂∗-K-algebra homomorphism, we
only have to show that 1⊗Xi have a preimage. We compute
µ(Xi ⊗ Yi) = (Xi ⊗ 1) · Yi = 1⊗Xi,
i.e., Xi ⊗ Yi ∈ A ⊗K H is a preimage of 1 ⊗ Xi ∈ A ⊗F A under µ. Hence
µ|A⊗KĤ is surjective and thus µ is surjective (since Ĥ ⊆ H).
In summary µ is a δ∗∂∗-K-algebra isomorphism.
Proposition 22.38. We have that H = Ĥ.
Proof. By the proof of the previous proposition we have that
µ :A⊗K H → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
µ|A⊗KĤ :A⊗K Ĥ → A⊗F A, a⊗ h 7→ (a⊗ 1) · h,
are δ∗∂∗-K-algebra isomorphisms (µ|A⊗KĤ is injective as restriction of µ). Thus
A⊗K H ∼= A⊗K Ĥ as δ∗∂∗-K-algebras. This implies that E ⊗K H ∼= E ⊗K Ĥ
by left E-linearization. By Proposition 17.13 we have that
H ∼= (A⊗K H)δ∗ ∼= (A⊗K Ĥ)δ∗ ∼= Ĥ.
It follows that H = Ĥ.
All together have the following:
1. E = Quot(A),
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2. H generates A⊗F A as a left A-module (by Proposition 22.37),
3. Eδ
∗
= F δ
∗
(by Assumption 22.34).
This means that (E/F,A,K,H) is a PPV-extension. Finally we show that
Galois group is isomorphic to G∂∗m .
Proposition 22.39. The ∂∗-Hopf K-algebra H represents the affine ∂∗-group
K-scheme G∂∗m .
Proof. First recall that H = K[Y1, Y2, . . . , Y
−1
1 , Y
−1
2 , . . .], where Y1 is a ∂
∗-
variable over K, i.e., ∂(j)(Yi) =
(
j+i
i
)
Yi+j (see Proposition 22.38). Now we
follow the proof of Lemma 18.1.
We have that (A⊗F A,∆A⊗FA, A⊗FA) is a δ∗∂∗-A-coring, with
∆A⊗FA(Yi) = ∆A⊗FA(X
−1
i ⊗F Xi)
= X−1i ⊗F 1⊗A 1⊗F Xi
= X−1i ⊗F XiX−1i ⊗A 1⊗F Xi
= X−1i ⊗F Xi ⊗A X−1i ⊗F Xi
= Yi ⊗A Yi,
A⊗FA(Yi) = A⊗FA(X
−1
i ⊗F Xi) = X−1i ·Xi = 1,
τ(Yi) = τ(X
−1
i ⊗F Xi) = Xi ⊗F X−1i = Y −1i ,
where τ is the twist map. By taking δ∗-constants the maps ∆A⊗FA, A⊗FA and
τ induce ∂∗-K-algebra homomorphisms ∆H , H and SH .
As seen in the proof of Lemma 18.1, (H,∆H , H , SH) is a ∂
∗-Hopf-K-algebra.
The calculation from above shows that
∆H(Yi) = Yi ⊗ Yi,
H(Yi) = 1,
SH(Yi) = Y
−1
i .
That means H represents the affine ∂∗-group K-scheme G∂∗m .
Now we show that Assumption 22.34 can never be satisfied.
Proposition 22.40. There exists no δ∗∂∗-field F such that Eδ
∗
= F δ
∗
.
Proof. Let F be an arbitrary δ∗∂∗-field. Further we have that A = F{X,X−1}
is a δ∗∂∗-F -algebra by
δ(l)(Xi) = a˜lXi,
∂(l)(Xi) =
(
l + i
i
)
Xi+l,
for some fixed elements a˜l ∈ F δ\{0}.
We consider f := XiXj ∈ A for i 6= j. We compute
δ(1)(f) = δ(1)(
Xi
Xj
) =
δ(1)(Xi)Xj −Xiδ(1)(Xj)
X2j
=
a˜1XiXj − a˜1XiXj
X2j
= 0,
and one can show that δ(l)(f) = 0 for all l > 1. That means f ∈ Aδ∗\F , i.e.,
Aδ
∗ 6= F δ∗ .
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Part V
Parameterized Differential
Equations
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Chapter 23
Parameterized Differential
Equations in Characteristic
Zero
In this chapter we show the connection between parameterized differential equa-
tions and our parameterized Galois theory. In particular, we show that a PPV-
extension in the sense of P. Cassidy and M. Singer [CS07] is a PPV-extension
in our sense.
Throughout the whole chapter all rings, fields,... are of characteristic zero.
Further let δ and ∂ are commuting derivations and let F be a δ∂-field.
First we give a definition of a PPV-extension which depends on parameterized
differential equations.
Definition 23.1. (i) Let A ∈ GLn(F ). Then we consider the linear pa-
rameterized differential equation
δ(y) = Ay. (#)
(ii) Let A ≥ F be a δ∂-F -algebra. Then we call Y ∈ GLn(A) a fundamental
solution matrix for the equation (#), if δ(Y ) = AY .
(iii) Let A be a δ∂-F -algebra, such that:
(a) A is a δ-simple δ∂-F -algebra,
(b) there exists a fundamental solution matrix Y ∈ GLn(A), i.e., δ(Y ) =
AY ,
(c) A is generated, as δ∂-F -algebra, by the entries of Y and 1/det(Y ),
i.e., A = F{Y , 1/det(Y )}.
Then we call A/F a parameterized Picard-Vessiot* ring (or short
PPV*-ring) for the equation (#).
Remark 23.2. In [CS07] P. Cassidy and M. Singer use a slightly different
definition of a PPV-extension. In [CS07] the condition (a) is replaced by
(a)’ A is a δ∂-simple δ∂-ring.
213
But if we are in the setting of [CS07] (that means K := F δ is a ∂-differentially
closed field), then one can show that (a)’ implies (a).
Next we show that a PPV*-ring is an integral domain.
Proposition 23.3. Let A be a δ∂-F -algebra and let I E A be a maximal δ∂-
ideal. Then I is a prime δ∂-ideal.
Proof. It is easy to check that I =
√
I is a radical δ∂-ideal. Further by [Kov03,
Proposition 2.7] we have that a radical δ∂-ideal of A is the intersection of some
prime δ∂-ideals of A, i.e., I is a prime δ∂-ideal.
Proposition 23.4. Let A/F be a PPV*-ring with fundamental solution matrix
Y = (Y ij) ∈ GLn(A). Let U := F{X11, . . . ,Xnn,det(Xij)−1} be the ∂-
polynomial F -algebra in n2 ∂-variables which is localized by det(Xij). Further
we equip U with a δ-structure by δ(X) = AX (X = (Xij)) and let P :=
{q ∈ U | q(Y ij) = 0}. Then P E U is a maximal δ∂-ideal and we have that
A ∼= U/P .
Proof. We consider the δ∂-homomorphism
ϕ : U → A,Xij 7→ Y ij .
Then P = Ker(ϕ) E U is a δ∂-ideal and the fundamental theorem of δ∂-
homomorphisms implies that A ∼= U/P .
Since P is a δ-ideal and A is δ-simple we obtain that P is a maximal δ-ideal.
Hence P E U is a maximal δ∂-ideal.
Proposition 23.5. Let A/F be a PPV*-ring. Then A is an integral domain.
Proof. By Proposition 23.4, we have that A ∼= U/P with maximal δ∂-ideal P .
Since by Proposition 23.3 a maximal δ∂-ideal is a prim ideal, we obtain that A
is an integral domain.
Thus we can make the following definition.
Definition 23.6. Let A/F be a PPV*-ring and let E := Quot(A). Then we
call E/F a parameterized Picard-Vessiot* extension (or short PPV*-
extension).
Now we show that for a PPV*-ring we have a natural isomorphism µ (compare
with Lemma 17.11).
Lemma 23.7. Let A/F be a PPV*-ring with K := F δ. Then
µ : A⊗K (A⊗F A)δ −→ A⊗F A, a⊗ b 7→ (a⊗ 1) · b
is a δ∂-K-algebra isomorphism.
Proof. By definition there exists a fundamental solution matrix Y ∈ GLn(A),
such that A = F{Y ,det(Y )−1}. We compute
δ(1⊗ Y ) = 1⊗ δ(Y ) = 1⊗AY ,
δ(Y −1 ⊗ 1) = δ(Y −1)⊗ 1 = −Y −1A⊗ 1.
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Let Z := (Y −1 ⊗ 1)(1⊗ Y ) ∈ GLn(A⊗F A), then we have
δ(Z) = δ((Y −1 ⊗ 1)(1⊗ Y )) = δ(Y −1 ⊗ 1)(1⊗ Y ) + (Y −1 ⊗ 1)δ(1⊗ Y )
= (−Y −1A⊗ 1)(1⊗ Y ) + (Y −1 ⊗ 1)(1⊗AY ) = 0,
since A ∈ Mn×n(F ).
Further let T := K{Z,det(Z)−1}. By the above calculation we obtain that
T ⊆ (A⊗F A)δ. We consider the K-algebra homomorphism
µ : A⊗K T → A⊗F A, a⊗Zij 7→ (a⊗ 1)Zij ,
a⊗ ∂l(Zij) 7→ (a⊗ 1)∂l(Zij).
Clearly µ is A-linear (in the first component) and a ∂-homomorphism by
∂(µ(a⊗ ∂l(Zij))) = ∂((a⊗ 1)∂l(Zij))
= ∂
(
a⊗ 1)∂l(Zij) + (a⊗ 1)∂(∂l(Zij))
=
(
∂(a)⊗ 1)∂l(Zij) + (a⊗ 1)∂l+1(Zij)
= µ
(
∂(a)⊗ ∂l(Zij)
)
+ µ
(
a⊗ ∂l+1(Zij)
)
= µ
(
∂(a)⊗ ∂l(Zij) + a⊗ ∂(∂l(Zij))
)
= µ
(
∂
(
a⊗ ∂l(Zij)
))
.
We have that A⊗K T has a ∂-structure in the natural way and the δ-structure
on T is trivial. Hence we can compute
δ
(
µ
(
a⊗ ∂l(Zij)
))
= δ
(
(a⊗ 1)∂l(Zij)
)
= (δ(a)⊗ 1)∂l(Zij)
= µ
(
δ(a)⊗ ∂l(Zij)
)
= µ
(
δ
(
a⊗ ∂l(Zij)
))
.
All together µ is a A⊗K-linear δ∂-K-algebra homomorphism.
Now we consider another K-algebra homomorphism
φ : A⊗F A→ A⊗K T,
a⊗ Y ij 7→
n∑
k=1
(a⊗ 1)(Y ik ⊗Zkj),
a⊗ ∂l(Y ij) 7→
n∑
k=1
∑
l1+l2=l
(
l
l1
)
(a⊗ 1)(∂l1(Y ik)⊗ ∂l2(Zkj)),
a⊗ δs(Y ij) 7→
n∑
k=1
(a⊗ 1)(δs(Y ik)⊗Zkj),
a⊗ ∂l(δs(Y ij)) 7→
n∑
k=1
∑
l1+l2=l
(
l
l1
)
(a⊗ 1)(∂l1(δs(Y ik))⊗ ∂l2(Zkj)).
As above φ is A-linear (in the first component) and a δ∂-homomorphism by
∂(φ(a⊗ ∂l(δsY ij))) = ∂
( n∑
k=1
∑
l1+l2=l
(
l
l1
)
(a⊗ 1)(∂l1(δs(Y ik))⊗ ∂l2(Zkj)))
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=n∑
k=1
∑
l1+l2=l
(
l
l1
)
∂(a⊗ 1)(∂l1(δs(Y ik))⊗ ∂l2(Zkj))
+
n∑
k=1
∑
l1+l2=l
(
l
l1
)
(a⊗ 1)(∂(∂l1(δs(Y ik)))⊗ ∂l2(Zkj))
+
n∑
k=1
∑
l1+l2=l
(
l
l1
)
(a⊗ 1)(∂l1(δs(Y ik))⊗ ∂(∂l2(Zkj)))
=
n∑
k=1
∑
l1+l2=l
(
l
l1
)
(∂(a)⊗ 1)(∂l1(δs(Y ik))⊗ ∂l2(Zkj))
+
n∑
k=1
∑
l1+l2=l
(
l
l1
)
(a⊗ 1)(∂l1+1(δs(Y ik))⊗ ∂l2(Zkj))
+
n∑
k=1
∑
l1+l2=l
(
l
l1
)
(a⊗ 1)(∂l1(δs(Y ik))⊗ ∂l2+1(Zkj))
=
n∑
k=1
∑
l1+l2=l
(
l
l1
)
(∂(a)⊗ 1)(∂l1(δs(Y ik))⊗ ∂l2(Zkj))
+
n∑
k=1
∑
l1+l2=l+1
(
l + 1
l1
)
(a⊗ 1)(∂l1(δs(Y ik))⊗ ∂l2(Zkj))
= φ
(
∂(a)⊗ ∂l(δs(Y ij))
)
+ φ
(
a⊗ ∂l+1(δs(Y ij))
)
= φ
(
∂(a)⊗ ∂l(δs(Y ij)) + a⊗ ∂
(
∂l(δs(Y ij)
))
= φ
(
∂
(
a⊗ ∂l(δs(Y ij))
))
and
δ
(
φ
(
a⊗ ∂l(δs(Y ij))
))
= δ
( n∑
k=1
∑
l1+l2=l
(a⊗ 1)(∂l1(δs(Y ik))⊗ ∂l2(Zkj)))
=
n∑
k=1
∑
l1+l2=l
δ(a⊗ 1)(∂l1(δs(Y ik))⊗ ∂l2(Zkj))
+
n∑
k=1
∑
l1+l2=l
(a⊗ 1)δ(∂l1(δs(Y ik))⊗ ∂l2(Zkj))
=
n∑
k=1
∑
l1+l2=l
(δ(a)⊗ 1)(∂l1(δs(Y ik))⊗ ∂l2(Zkj))
+
n∑
k=1
∑
l1+l2=l
(a⊗ 1)(∂l1(δs+1(Y ik))⊗ ∂l2(Zkj))
= φ
(
δ(a)⊗ ∂l(δs(Y ij))
)
+ φ
(
a⊗ ∂l(δs+1(Y ij))
)
= φ
(
δ(a)⊗ ∂l(δs(Y ij)) + a⊗ δ(∂l(δs(Y ij)))
)
= φ
(
δ
(
a⊗ ∂l(δs(Y ij))
))
.
Thus φ is also a A⊗K-linear δ∂-K-algebra homomorphism.
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Next we show that µ and φ are inverse to each other:
µ(φ(a⊗ Y ij)) = µ((a⊗ 1)
n∑
k=1
(Y ik ⊗Zkj)) = (a⊗ 1)
n∑
k=1
(Y ⊗ 1)ikZkj
= (a⊗ 1)
n∑
k=1
(Y ⊗ 1)ik
(
(Y −1 ⊗ 1)(1⊗ Y ))
kj
= (a⊗ 1)((Y ⊗ 1)(Y −1 ⊗ 1)(1⊗ Y ))
ij
= (a⊗ 1)(1⊗ Y )ij
= (a⊗ Y ij)
φ(µ(a⊗Zij)) = φ((a⊗ 1)Zij) = φ
(
(a⊗ 1)((Y −1 ⊗ 1)(1⊗ Y ))
ij
)
= φ
(
(a⊗ 1)( n∑
k=1
(Y −1 ⊗ 1)ik(1⊗ Y )kj
))
= (a⊗ 1)
( n∑
k=1
(Y −1 ⊗ 1)ik
( n∑
l=1
Y kl ⊗Zlj
))
= (a⊗ 1)
( n∑
k=1
(Y −1 ⊗ 1)ik
(
(Y ⊗ 1)(1⊗Z))
kj
)
= (a⊗ 1)
(
(Y −1 ⊗ 1)(Y ⊗ 1)(1⊗Z)
)
ij
= (a⊗ 1)(1⊗Z)ij
= (a⊗Zij).
Hence φ = µ−1 and µ is a δ∂-K-algebra isomorphism. Moreover, T is a finitely
∂-generated ∂-K-algebra and since the δ-structure on T is trivial, we have (A⊗F
A)δ ∼= (A⊗K T )δ = T (see Proposition 17.13). That means T = (A⊗F A)δ.
With this lemma we can show that if we make some assumptions on the field of
δ-constants, each PPV*-extension is a PPV-extension in our sense.
Theorem 23.8. Let A/F be a PPV*-extension with K := F δ. Then we have:
(i) If K is a ∂-differentially closed field, then A/F defines a PPV-extension.
(ii) If K is an algebraically closed field, then A/F defines a PPV-extension.
Proof. (i) Let E := Quot(A) and let H := (A⊗F A)δ. Since K is ∂-differentially
closed we have by [CS07, Proposition 9.6] that Eδ = F δ = K. Further by
Lemma 23.7, we have that H generates A⊗F A as left A-module. This implies
that (E/F,A,K,H) is a PPV-extension in our sense.
(ii) With notation from above we have by [Wib12] that Eδ = F δ = K. Further
by Lemma 23.7, we have that H generates A ⊗F A as left A-module. This
implies that (E/F,A,K,H) is a PPV-extension in our sense.
Remark 23.9. (i) Observe that each ∂-differentially closed field is also an
algebraically closed field. Thus part (i) from the above theorem can be
interpreted as a special case of part (ii) from the above theorem.
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(ii) If we are in the context of [CS07], i.e., characteristic zero with ususal
derivations and differentially closed field of constants, we conjecture that
each finitely ∂-generated PPV-extension in our sense is a PPV*-extension.
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Chapter 24
Parameterized Differential
Equations in Positive
Characteristic
Since iterative derivations are derivations of infinite length (by the trivial p-
curvature), we need in positive characteristic a different approach as in charac-
teristic zero. For this we need to consider iterative parameterized differential
equations.
Throughout the whole chapter all rings, fields,... are of characteristic p > 0.
Further let δ∗ and ∂∗ are commuting iterative derivations and let F be a δ∗∂∗-
field.
Definition 24.1. (i) Let Al ∈ GLn(F ) for all l ∈ N. Then we consider the
iterative parameterized differential equation
δ(l)(y) = Aly. (#)
(ii) Let A ≥ F be a δ∗∂∗-F -algebra. Then we call Y ∈ GLn(A) a funda-
mental solution matrix for the equation (#), if δ(l)(Y ) = AlY for all
l ∈ N.
(iii) Let A be a δ∗∂∗-F -algebra, such that:
(a) A is a δ∗-simple δ∗∂∗-F -algebra,
(b) there exists a fundamental solution matrix Y ∈ GLn(A), that means
δ(l)(Y ) = AlY for all l ∈ N,
(c) A is generated, as δ∗∂∗-F -algebra, by the entries of Y and det(Y )−1,
i.e., A = F{Y ,det(Y )−1}.
Then we call A/F an iterative parameterized Picard-Vessiot ring
(or short IPPV-ring) for the equation (#).
First we show a necessary and sufficient condition for the existence of a funda-
mental solution matrix.
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Theorem 24.2. We consider the iterative parameterized differential equation
δ(l)(y) = Aly, (#)
with Al ∈ GLn(F ) for all l ∈ N\{0} and A0 = 1n. Then the following are
equivalent:
(i) There exists a fundamental solution matrix for (#) with entries in some
δ∗∂∗-field extension E/F .
(ii) We have (
l + j
l
)
Al+j =
∑
l1+l2=l
δ(l1)(Aj)Al2 ,
for all l, j ∈ N.
Proof. (i) ⇒ (ii) : Let Y ∈ GLn(E) be a fundamental solution matrix for (#).
Then we compute:(
2
1
)
A2Y =
(
2
1
)
δ(2)(Y )
= δ(1)(δ(1)(Y ))
= δ(1)(A1Y )
= δ(1)(A1)Y +A1δ
(1)(Y )
= δ(1)(A1)Y +A1A1Y
= δ(1)(A1)A0Y + δ
(0)(A1)A1Y .
By using that Y is invertible we obtain
(
2
1
)
A2 = δ
(1)(A1)A0 + δ
(0)(A1)A1.
Further we compute(
3
1
)
A3Y =
(
3
1
)
δ(3)(Y )
= δ(2)(δ(1)(Y ))
= δ(2)(A1Y )
= δ(2)(A1)Y + δ
(1)(A1)δ
(1)(Y ) +A1δ
(2)(Y )
= δ(2)(A1)A0Y + δ
(1)(A1)A1Y +A1A2Y
= δ(2)(A1)A0Y + δ
(1)(A1)A1Y + δ
(0)(A1)A2Y .
This implies
(
3
1
)
A3 = δ
(2)(A1)A0 + δ
(1)(A1)A1 + δ
(0)(A1)A2.
Iterating this process yields the result.
(ii) ⇒ (i) : Let F{X11, . . . , Xnn} be the ∂∗-polynomial F -algebra in n2 ∂∗-
variables. Further let det(Xij) be the determinant of the matrix (Xij)
n
ij=1. Now
let A := F{X11, . . . , Xnn,det(Xij)−1} be the localization of F{X11, . . . , Xnn}
by the multiplicatively closed subset {det(Xij)l | l ∈ N}. Then the ∂∗-structure
uniquely extends from F{X11, . . . , Xnn} to A, i.e., A is a ∂∗-F -algebra.
We define a δ∗-structure on A by δ(l)((Xij)) = Al(Xij). By using condition (ii)
we can compute
δ(j)
(
δ(l)((Xij))
)
=
(
j + l
l
)
δ(j+l)((Xij))
220
=(
j + l
l
)
Aj+l(Xij)
=
∑
j1+j2=j
δ(j1)(Al)Aj2(Xij)
=
∑
j1+j2=j
δ(j1)(Al)δ
(j2)((Xij))
= δ(j)(Al(Xij)).
Thus A is a δ∗∂∗-F -algebra. Let P E A be a maximal δ∗∂∗-ideal. We consider
the quotient A/P which is also a δ∗∂∗-F -algebra. In particular, (Yij) := (Xij) ∈
GLn(A/P ) is a fundamental solution matrix for (#).
Since P is a maximal δ∗∂∗-ideal it is also a prime δ∗∂∗-ideal and hence A/P
is an integral domain. Thus let E be the fraction field of A/P and we have
(Yij) ∈ GLn(E).
Next we show that an IPPV-ring is an integral domain.
Proposition 24.3. Let R be a δ∗∂∗-ring and let I E R be a maximal δ∗∂∗-ideal.
Then I is a prime δ∗∂∗-ideal.
Proof. By [Oku87, Section 2.4, Theorem 2] we obtain that I =
√
I is a radical
δ∗∂∗-ideal. Thus by [Oku87, Section 3.1, Corollary 1 (b)], we have that I is
the intersection of some family of prime δ∗∂∗-ideals of R, i.e., I is a prime
δ∗∂∗-ideal.
Proposition 24.4. Let A/F be an IPPV-ring with fundamental solution matrix
Y = (Y ij) ∈ GLn(A). Let U := F{X11, . . . ,Xnn,det(Xij)−1} be the ∂∗-
polynomial F -algebra in n2 ∂∗-variables which is localized by det(Xij). Further
we equip U with a δ∗-structure by δ(l)(X) = AlX (X = (Xij)) and let P :=
{q ∈ U | q(Y ij) = 0}. Then P E U is a maximal δ∗∂∗-ideal and we have that
A ∼= U/P .
Proof. We consider the δ∗∂∗-homomorphism
ϕ : U → A,Xij 7→ Y ij .
Then P = Ker(ϕ) E U is a δ∗∂∗-ideal and the fundamental theorem of δ∗∂∗-
homomorphisms implies that A ∼= U/P .
Since P is a δ∗-ideal and A is δ∗-simple we obtain that P is a maximal δ∗-ideal.
Hence P E U is a maximal δ∗∂∗-ideal.
Proposition 24.5. Let A/F be an IPPV-ring. Then A is an integral domain.
Proof. By Proposition 24.4, we have that A ∼= U/P with maximal δ∗∂∗-ideal
P . Since by Proposition 24.3 a maximal δ∗∂∗-ideal is a prime ideal, we obtain
that A is an integral domain.
Thus we can make the following definition. Observe that iterative derivations
extend uniquely to localizations.
Definition 24.6. Let A/F be an IPPV-ring and let E := Quot(A). Then we
call E/F an iterative parameterized Picard-Vessiot extension (or short
IPPV-extension).
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Now we show that for an IPPV-ring we have a natural isomorphism µ (compare
with Lemma 17.11).
Lemma 24.7. Let A/F be an IPPV-ring with K := F ∂
∗
. Then
µ : A⊗K (A⊗F A)δ∗ −→ A⊗F A, a⊗ b 7→ (a⊗ 1) · b
is a δ∗∂∗-K-algebra isomorphism.
Proof. Let C˜ be the pointed irreducible cocommutative coalgebra which cor-
responds to the iterative derivation ∂∗ (see Example 1.8). By definition there
exists for all l ∈ N a matrix Al := ∂(l)(X)X−1 ∈ Mn(F ). Observe that A0 = 1n.
This defines a linear map
Φ : C˜ → Mn(F ), ∂(l) 7→ Al.
Since C˜ is pointed irreducible, there exists an inverse map for Φ, which we
denote by Ψ (see [Tak89], 1.7):
Ψ : C˜ → Mn(F ), ∂(l) 7→ Bl.
Observe that the maps ∂(l) 7→ ∂(l)(X) ·X−1 and ∂(l) 7→ X ·∂(l)(X−1) are inverse
of each other. And since Al = ∂
(l)(X) ·X−1, it follows that Bl = X ·∂(l)(X−1).
Thus we have ∂(l)(X) = Al ·X and ∂(l)(X−1) = X−1 ·Bl, for all l ∈ N.
By definition there exists a fundamental solution matrix Y ∈ GLn(A), such
that A = F{Y ,det(Y )−1}. Let Z := (Y −1 ⊗ 1)(1⊗ Y ) ∈ GLn(A⊗F A), then
we have
δ(l)(Z) = δ(l)((Y −1 ⊗ 1)(1⊗ Y ))
=
∑
l1+l2=l
δ(l1)(Y −1 ⊗ 1)δ(l2)(1⊗ Y )
=
∑
l1+l2=l
(Y −1 ·Bl1 ⊗ 1)(1⊗Al2 · Y )
= 0,
since Al,Bl ∈ Mn×n(F ).
Further let T := K{Z,det(Z)−1}. By the above calculation we obtain that
T ⊆ (A⊗F A)δ∗ . We consider the K-algebra homomorphism
µ : A⊗K T → A⊗F A, a⊗Zij 7→ (a⊗ 1)Zij ,
a⊗ ∂(l)(Zij) 7→ (a⊗ 1)∂(l)(Zij).
Clearly µ is A-linear (in the first component) and a ∂∗-homomorphism by
∂(s)(µ(a⊗ ∂(l)(Zij))) = ∂(s)((a⊗ 1)∂(l)(Zij))
=
∑
s1+s2=s
∂(s1)
(
a⊗ 1)∂(l)(Zij) + (a⊗ 1)∂(s2)(∂(l)(Zij))
=
∑
s1+s2=s
(
∂(s1)(a)⊗ 1)∂(l)(Zij) + (a⊗ 1)(s2 + l
l
)
∂(l+s2)(Zij)
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=
∑
s1+s2=s
µ
(
∂(s1)(a)⊗ ∂(l)(Zij)
)
+ µ
(
a⊗
(
s2 + l
l
)
∂l+s2(Zij)
)
= µ
( ∑
s1+s2=s
∂(s1)(a)⊗ ∂(l)(Zij) + a⊗ ∂(s2)(∂(l)(Zij))
)
= µ
(
∂(s)
(
a⊗ ∂(l)(Zij)
))
.
We have that A⊗K T has a ∂∗-structure in the natural way and the δ∗-structure
on T is trivial. Hence we can compute
δ(s)
(
µ
(
a⊗ ∂(l)(Zij)
))
= δ(s)
(
(a⊗ 1)∂(l)(Zij)
)
= (δ(s)(a)⊗ 1)∂(l)(Zij)
= µ
(
δ(s)(a)⊗ ∂(l)(Zij)
)
= µ
(
δ(s)
(
a⊗ ∂(l)(Zij)
))
.
All together µ is a A⊗K-linear δ∗∂∗-K-algebra homomorphism.
Now we consider another K-algebra homomorphism
φ : A⊗F A→ A⊗K T,
a⊗ Y ij 7→
n∑
k=1
(a⊗ 1)(Y ik ⊗Zkj),
a⊗ ∂(l)(Y ij) 7→
n∑
k=1
∑
l1+l2=l
(a⊗ 1)(∂(l1)(Y ik)⊗ ∂(l2)(Zkj)),
a⊗ δ(s)(Y ij) 7→
n∑
k=1
(a⊗ 1)(δ(s)(Y ik)⊗Zkj),
a⊗ ∂(l)(δ(s)(Y ij)) 7→
n∑
k=1
∑
l1+l2=l
(a⊗ 1)(∂(l1)(δ(s)(Y ik))⊗ ∂(l2)(Zkj)).
We show that µ and φ are inverse to each other:
µ
(
φ(a⊗ ∂(l)(δ(s)(Y ij))
)
= µ
( n∑
k=1
∑
l1+l2=l
(a⊗ 1)(∂(l1)(δ(s)(Y ik))⊗ ∂(l2)(Zkj)))
= (a⊗ 1)
n∑
k=1
∑
l1+l2=l
(∂(l1)(δ(s)(Y )⊗ 1)ik∂(l2)(Z)kj
= (a⊗ 1)
n∑
k=1
∂(l)
(
(δ(s)(Y )⊗ 1)ikZkj
)
= (a⊗ 1)
n∑
k=1
∂(l)
(
δ(s)
(
(Y ⊗ 1)ikZkj
))
= (a⊗ 1)
n∑
k=1
∂(l)
(
δ(s)
(
(Y ⊗ 1)ik
(
(Y −1 ⊗ 1)(1⊗ Y ))
kj
))
= (a⊗ 1)∂(l)(δ(s)(((Y ⊗ 1)(Y −1 ⊗ 1)(1⊗ Y ))
ij
))
= (a⊗ 1)∂(l)(δ(s)((1⊗ Y )ij))
= (a⊗ 1)(1⊗ ∂(l)(δ(s)(Y ij)))
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=
(
a⊗ ∂(l)(δ(s)(Y ij))
)
φ(µ(a⊗ ∂(l)(Zij))) = φ((a⊗ 1)∂(l)(Zij))
= φ
(
(a⊗ 1)∂(l)(((Y −1 ⊗ 1)(1⊗ Y ))
ij
))
= φ
(
(a⊗ 1)∂(l)( n∑
k=1
(Y −1 ⊗ 1)ik(1⊗ Y )kj
))
= φ
(
(a⊗ 1)
∑
l1+l2=l
( n∑
k=1
(∂(l1)(Y −1)⊗ 1)ik(1⊗ ∂(l2)(Y ))kj
))
= (a⊗ 1)
∑
l1+l2=l
n∑
k=1
(
(∂(l1)(Y −1)⊗ 1)ik
( ∑
l3+l4=l2
n∑
m=1
∂(l3)(Y km)⊗ ∂(l4)(Zmj)
))
= (a⊗ 1)∂(l)
( n∑
k=1
(
Y −1 ⊗ 1)ik
( n∑
m=1
Y km ⊗Zmj
)))
= (a⊗ 1)∂(l)
( n∑
k=1
(Y −1 ⊗ 1)ik
(
(Y ⊗ 1)(1⊗Z))
kj
)
= (a⊗ 1)∂(l)
(
(Y −1 ⊗ 1)(Y ⊗ 1)(1⊗Z)
)
ij
= (a⊗ 1)∂(l)(1⊗Z)ij
= (a⊗ ∂(l)(Zij)).
Hence φ = µ−1 and µ is a δ∗∂∗-K-algebra isomorphism. Moreover, T is a
finitely ∂∗-generated ∂∗-K-algebra and since the δ∗-structure on T is trivial,
we have (A ⊗F A)δ∗ ∼= (A ⊗K T )δ∗ = T (see Proposition 17.13). That means
T = (A⊗F A)δ∗ .
With this lemma we can show that if there exists no new δ∗-constants, each
IPPV-extension is a PPV-extension in our sense.
Theorem 24.8. Let A/F be an IPPV-extension with K := F δ
∗
= Eδ
∗
, where
E := Quot(A). Then A/F defines a PPV-extension.
Proof. Let H := (A⊗F A)δ∗ . By Lemma 24.7, we have that H generates A⊗F A
as left A-module. This implies that (E/F,A,K,H) is a PPV-extension in our
sense.
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