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1. INTRODUCTION 
Consider a function u = u1 - u2, where u1 and u2 are subharmonic in BY’ 
(m 2 3), and harmonic in a neighborhood of the origin. Let v, and v2 be 
the Riesz-masses of U, and u2, respectively. We assume that vi and v2 are 
mutually singular and that they are equal respectively to the positive and 
negative parts of the Riesz-measure [ 11, p. 3531 of U. We use the notation 
L-11, P. 3531, 
N(r,u)=(m-2) j;n(r,u)r’-“‘dr (u = -24, u), 
(1.1) 
N(r) = N(r, 24) + N(r, -u), 
z-(r)=o,' j u+(d) do,(t) + Nr, ~1, 
s 
where 
S(O,R)={xE~m:IX!=R}, S(0, 1) = s (1.2) 
and da, is (m - 1)-dimensional surface area on S and (T, = js da,(t). 
We shall also assume that u(0) = 0 and that T(r, u) -+ 03 as r -+ co. For 
convenience, we write 9, for the class of functions satisfying all of the 
conditions above. 
If u E 9,,, then the order and lower order of u are defined by 
II = lim sup log T(r)/log r, p = lim inf log T( r )/log r, 
r-m ,‘oO 
respectively. 
(1.3) 
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The exponent of convergence of the mass v (= v1 or v2) is the smallest 
non-negative real number a such that integral JBrn 1x1 -B-m+z dv(x) 
converges for each /3 > a but for no /I < CL 
Several authors [3, 7, 111 and most recently [3], have studied the 
growth and distribution of the Riesz-masses of a function u~9~ from the 
point of view of classical value distribution theory. This paper is in the 
same spirit and we have as one of our objectives the formulation and proof 
of a space analogue of the following Tauberian theorem of Edrei and 
Fuchs [S-J: 
THEOREM A. Let f be a meromorphic function of finite lower order p, 
order 1 and satisfying f (0) = 1. Let log f (z) = C,“= 1 cq,z” for z near 0 and let 
{a,} and {b,} be th e zeros and poles of J Assume that 
6(0)=6(00)= 1, (1.4) 
where 6(a) is the Nevanlinna deficiency of the value a for f: Then 
(a) A = ,a = a positive integer p; 
(b) W,f)-rP I~(~)II~=(~PI~)I~p+p~‘{Clanl~ra~P-Clbnl~Ib~P}I 
and Ic(ar)l/lc(r)l --+ 1 as r + co for each fixed a > 1; 
(c) If in addition f is real entire, then there exists p sectors in the plane 
such that along each ray in these sectors, f(z) tends to zero as z -+ 00. 
In this paper we show that parts (a) and (b) of Theorem A extend, when 
properly formulated, to functions u in the class 9,,,. We also show that the 
analogue of part (c) holds true if we restrict ourselves to a class S, of 
subharmonic functions belonging to 9,,,, whose Riesz-mass is concentrated 
on a ray through the origin and having integral order. 
In order to outline our proof of the space analogue of Theorem A 
(Theorem 5) and for later use, we need two results on the growth of T. The 
first is due to Drasin and Shea [2] and the second is due to Miles and 
Shea [S]. 
LEMMA A. Let T be the Nevanlinna characteristic of UE~,. Define the 
two indices of growth ,u* and 2, as follows: 
(1.5) 
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Then 0 < pL* < p < /1< i, < 00 and T(r) possesses Polya peaks of order p for 
each finite p E [pL*, A,]. 
LEMMA B. Suppose that N(r) is a positive increasing function of r and 
that there exists an integer q ( > 0) such that for each r E [Zs, R/2] c (0, co), 
T(r)<K,rY+’ 
s ,: tqyf:L :r, + B{ (r/s)yT(2s) + (r/R)Y+ ’ T(2R)) (1.6) 
with suitable constants K, and B independent of r, s, R. If 
P*<P<L., p # 1, 2, 3, . . . . (1.7) 
then there exist sequences s,, r,, R, tending to 00 such that 
s, = o(r,), r, = 4RJ (n+a); 
N(t) d N(r,) f 0 
P 
(s, < t Q &I; 
n 
(1.8) 
T(2s,)<t,N(r,) 
The proof of Edrei and Fuchs of Theorem A requires, at one point [5, 
p. 2651, the introduction of a suitable sequence t,, increasing to’cc, where 
the growth of T is suitably controlled. Here, we circumvent his by showing 
first that p* = I, and then using properties of regularly varying functions., 
The proof that pL* = ;i, is obtained by way of an extension (Theorem 4) of 
a result of Rao and Shea [ 11, p. 3631. The extension requires an 
approximation lemma (Lemma 1 below) for functions u~9, analogous to 
a lemma obtained by Edrei and Fuchs in [4] for the approximation of 
meromorphic functions. This lemma is useful when one wants to replace 
the order 1 of u by its lower order p in an inequality of the type considered 
in [3, 7, 111. Our interest in this lemma here stems from the additional fact 
that we may use it (see Theorem 2 below) to compare the order, lower 
order, and exponent of convergence of a subharmonic function u E 9,,, ; in 
particular we supply a proof of a result (Theorem 3 below) used in the 
recent work of Chan [3, p. 1001. 
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2. PRELIMINARIES 
This section, in which we retain all the notations introduced in Section 1, 
is devoted to some preliminaries about subharmonic functions in W” and 
spherical harmonics. These preliminaries will be needed in the statements of 
our results, as well as throughout this paper. 
Let U, be a subharmonic function in .%?‘“, then AU, exists as a distribution 
and v1 = ((m - 2) a,) ~ ’ Au, is a positive Bore1 measure, finite for compact 
sets. On any compact subset F, uI may be decomposed into a potential of 
v1 and a harmonic function by Riesz’s theorem: 
Let 
K(x) = 1xi2-m (m>3), (2.1) 
then 
4w=j KC-y)LZV,(y)+O), (2.2) 
F 
where h is harmonic in the interior of F. 
We now collect some facts about spherical harmonics that will be needed 
in this paper [9]: 
Let H, denote the space of all homogeneous harmonic polynomials of 
degree k in dimension m. The restrictions of these to S form a finite-dimen- 
sional subspace Yk of L’(S, da,). Let {1+5~,,};(kl) be an orthonormal basis 
for 58,. For a function fE L’(da,) we define the kth harmonic off by 
(2.3) 
IffE L2(dcr,), then fk is independent of the basis chosen for Yj. Further- 
more, f = C fk if f is a harmonic function. For example, the function 
K(x - y) above is, for each fixed y # 0, a harmonic function of x near the 
origin. For 1x1 < ) yl, its spherical harmonic expansion takes the form 
G-Y)= - f Pk(X v y) ,,.,FJ:e2 
k=O 
= -kzo?ktm) Lk(x v .d ,,,1:‘:e2y (2.4) 
where x v y =x . y//xl (~1, Pk is the Gegenbauer polynomial [ 12, pp. 302, 
3291, L, is the Legendre polynomial of degree k and [9, pp. 4,331 
yktrn) = 
r(k+m-2) m-2 
r(m-2)r(k+ 1)=2k+m-2 NW, m) (ka 11, 
= 1 = N(k, m) (k = 0). (2.5) 
314 FARUK F. ABI-KHUZAM 
The integer N(k, m) appearing in (2.5) is the dimension of the space Yk; 
i.e., N(k, m) = n(k) + 1, and it is easy to see from (2.5) that both sequences 
{yk+ r(m)/y,(m)} and {N(k + 1, m)/N(k, m)} are non-increasing in k. 
For an integer q ( >O), the “truncated” kernel K, : W” x B’” + 5t is 
defined by 
IXlk 
Kqb, y)=K(x-Y)+ i P/Ax v Y) ,y,k+,,-2. 
k=O 
By (2.4), this can be written as 
Kq(x, Y) = - f pkb ” Y) 
IYI 
/:cp22 (I.4 < IYI). (2.7) 
k=y+l 
We can obtain some useful estimates of K, as follows: since [9, p. 151 
iLk( G 1 for -l<t<l, (2.8) 
Ipkb ” y)l d yk(m). (2.9) 
Now suppose that M (> 1) is a constant and suppose 1x1 < M-‘j yl, then 
(2.9) and (2.7) give 
I4 q+l 
IKK,txy Y)I G 1 y)q+m- 1 k=q+, 
f ,k(m,(;)k-q-’ 
IX/ 4+1 <Mq+l 
1 
IYI 
q+m-1’ (1 - l/M)“-*‘ 
(2.10) 
Thus, if M = 2, this reduces to 
IKqb, ~11 <zmtq--l ld;?:;:,, (2.11) 
which is Hayman’s estimate [7, p. 1391, but with a smaller constant. 
(Hayman obtains 2*“‘+qe3.) Of course, there is no intrinsic interest in this 
constant, but we have derived (2.11) for the sake of completeness. 
Two formulas that will be used constantly, deserve mention; the first we 
have used in (2.10), 
k~o~k(~)~k=~&~ (O<xc1,ma3). (2.12) 
This follows from the definition of K(x - y) and the fact that Lk( 1) = 1 for 
all k. 
The second formula [9, p. 43 is 
(2.13) 
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Partial sums of the series in (2.12) and (2.13) with x> 1 may be 
estimated using the fact that each of y,(m) and N(k, m) increases with k. 
Thus if q (>O) is an integer, 
(2.14) 
and 
,c, w, m) Xk GNq, ml x”/(l - l/x). (2.15) 
3. STATEMENT OF RESULTS 
Our first result is the analogue for functions u E 9,,, of an approximation 
lemma of Edrei and Fuchs [4]. 
LEMMA 1. Let u E 9, with u = u, - u2 and let T(r) be the characteristic 
function of u. Denote by v, and v2 the Riesz-mass distributions of u, and u2, 
respectively. Put 
ug=o, uk(Pw) = nE’ {I 4P5) +k,j(t) do,(t)} +k, j(o) (k2 l), 
j=O S 
where p( >O) is so small that u, and u2 are harmonic in the ball 1x1 < p. 
Then, if q is a non-negative integer and if 
O<r= 1x1 Q R/2, 
we have 
u(x) = i 
k=O 
(r/p)kUk(po) + jD &,(x, a) dv,(a) -jD &(x, a) h(a) 
where 
+ S,(x, RI (D = (a: Jai CR}), (3.1) 
IS,(x, WI < Zq +m+4(r/R)q+1T(2R). (3.2) 
More generally, if p is > 0 and x satisfies 
(3.3) 
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then, writing dv = dv, - dv,, we have 
0) = j K,(x, a) Wa) + S, 
P < 1~11 <R 
where 
(3.4) 
ISI GA{(rlp)YT(2p)+ (rIW+lT(W) 
and A = A(q, m) is a constant. 
(3.5) 
The proof of the space analogue of Theorem A requires, at one point, a 
lower bound for the lower order of the function u in question; such a lower 
bound is obtained by using the following lemma which is the extension to 
higher dimensions of a theorem of Edrei and Fuchs [4, p. 2951: 
LEMMA 2. Let u E 9,,, . If (I > 2, then 
T(r) < s T(ar) + max(N(or, -a), N(crr, u)}. (3.6) 
Zf u E 9,,, is subharmonic then, in addition to (3.6) we have 
B(r) = sup u(x) < 
1.x = r 
s T(or) + N(ar, -u). 
An immediate consequence of Lemma 1 is the following extension of the 
well-known Hadamard decomposition theorem. 
THEOREM 1. Let u E 9, and suppose that it satisfies one of the conditions 
(a) hmsup,,, R~-YP’T(R)=O, 
(b) liminf,,, RPYP’T(R)=O, 
where q is a non-negative integer. Then 
u(x) = h(x) + lim K,(x, a) dv,(a) - j (3.8) 
R-t= lal < R lul < R 
where the limit is taken as R + CD through all values in case (a) and through 
a suitable sequence in case (b). In each case the convergence is untform on 
bounded subsets of 9”’ and h(x) is a harmonic polynomial of degree at 
most q. 
We remark that a result similar to (3.8) may be obtained from results of 
Hayman and Kennedy [7, 1461. To use their results, the integrals in 
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(3.8)-with R = cc-must be separately convergent. Theorem 1 above is 
slightly deeper; for meromorphic functions in the plane it was obtained by 
Nevanlinna [ lo]. 
Assumption (a) of Theorem 1 is not sufficient o assure the convergence, 
as R + 00, of the separate integrals that appear in (3.8). If we assume that 
the integral j: r -y-2T(r) dr is convergent, then the convergence of each of 
the integrals in (3.8) can be established using (2.11) as in the classical case. 
Thus if u is of non-integral order EL, we can take q = [A], and then each of 
the integrals in (3.8) will be convergent. Of course, in the case of integral 
order, a value of q smaller than [A] may do. It follows that if 2 is finite, 
then at the expense of increasing the degree of h, the Hadamard decom- 
position (3.8) of a subharmonic function u E 9,,, may be put in the form 
u(x) = h(x)+ [*m f+, a) dv(a), (3.9) 
where p is chosen as the smallest non-negative integer such that 
JWmlal-p-m+l dv(a) < co, and h is a harmonic polynomial of degree 
d< max(q, p) < max([Al, p). 
Our next result gives an exact relationship between three indices of 
growth of a subharmonic function. 
THEOREM 2. Let u E 9$, be subharmonic of order 1 and lower order p and 
let p be the exponent of convergence tf its Riesz-mass. Then 
A= max(p, p). (3.10) 
COROLLARY 1. Let u be us in Theorem 2. Zf the Riesz-muss of u is 
deficient in the sense of Bore1 then u is of regular growth. 
Theorem 2 and Corollary 1 are generalizations of results of Whittaker 
[ 131 for entire functions in the plane. 
As another application of Lemma 1 we have: 
THEOREM 3. Let u be us in Theorem 2 and assume that its Riesz-mass is 
concentrated on a ray through the origin. Zf p is finite, then i is finite and 
n<cp1+1. (3.11) 
Theorem 3 was announced in [ 11, but no proof of it has appeared in 
print, Since it was used in [S], it is perhaps of interest that this gap has 
now been filled. 
Our next result is an extension of a result of Rao and Shea [ 11, p. 3631. 
409/165/2-2 
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THEOREM 4. Let u E a,,, and assume that uL, is finite, then 
k(u) = lim sup ~ N(r) ~ sup A,,, 
lsin 7cp 1
T(r) (p + l)(m+ u/2 
(3.12) 
r-xc pc,Cp<i, 
where A,,, is a positive constant. 
In order to sate the analogue of Theorem A of the introduction we need 
to introduce the following notation: 
Let u E CS,,,. The deficiency of u (or of the mass v l ) is defined by 
6(u) = 1 - lim sup W, -u) 
r + cc T(r, u) ’ 
(3.13) 
and we write 
K(u)=2-6(u)-6(-u). (3.14) 
THEOREM 5. Let u E 9, and let p ( >O) be so small that u is harmonic in 
c(r0) = c(ro; q) = pyu,(pw) + J P,(ro v a)/lalY+‘“-’ dv(a), 
lul <r 
where q is a positive integer. 
ZfK(u)-defined in (3.14)-satisfies 
K(u) = 0; 
then 
and 
p* = i* = a positive integer p; 
T(r, u) N rpo;’ s 
c+(ru; p) da,(o) = rps(r) 
S 
and s(ar)/s(r) + 1 as r -+ CC uniformly in 1 < CI d co. 
Furthermore, if u E ~9~ has the form u(x) = fXm K,(x, te) dv( t), then 
(3.15) 
(3.16 
(3.18) 
c(ro; p) = c(re; p) P,(w v e), (3.19) 
where e = (1, 0, 0, . . . . 0), and there exists p spherical sections, in each of 
which u(x) -+ --co as x --* 00 along any ray in the sector. 
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4. PROOFS OF LEMMAS 1 AND 2 
Let UE~&, then by the Poisson-Jensen formula [7, p. 1211, we have 
u(x) - u(0) = a, L j u(z) 
R*-lxl* 1 
-- do,(z) 
SO, R) Rlx-zlm R”-’ 1 
- o (gRtx, a) - gR(O, a)) dv(a)~ (4.1) 
where dv=dv,-dv,, gR(x,u)=~x-u~2-m-{~u~~x-u*~/R}2~”, and a* 
is the point inverse of a with respect o S(0, R). 
If Ial = R, then a* = a and g,(x, a) = 0 for all (x, a) ~9~ x S(0, R). 
Then in (4.1) we can, and do, replace D by 6. 
From (4.1) and the definition of g,(x, a) we obtain 
u(x,=j (la12-“- Ix-u~*-~} dv(u)+A(x; R), (4.2) D 
where 
A(x; R) = 0,’ 1 u(z) 
R*-~x~* 1 
-- do,(z) 
WO,R) Rlx-~1”’ R”-’ 1 
- I d [R2-” - { Ial Ix-u*(/R}*~~] dv(u) 
= H(x; R) - G(x; R). (4.3) 
The function A(x; R) is harmonic in D: Indeed, by (2.2) each of the 
functions 
u,(x)+jD Ix-u12-mdvj(u) (j= 1, 2; D= {a: Ial <R}) (4.4) 
is harmonic in D. Our assumptions on the class CS,,, imply that vr and v2 
are supported away from a neighborhood of the origin. It is therefore 
possible to replace 6, in (4.4), by D’= {a: r. 6 Ial d R} for some 
sufficiently small r,, >O. Once this is done we can add the constant 
SDS Ial 2--m dvj, where j = 1 or 2, to (4.4) and we conclude that each of the 
functions U,(X)--SD {l~~*~~-- IX-ul*-“‘} dvj(a) is harmonic in D. By 
(4.2), the difference of these two functions is ,4(x; R). Hence, A(x; R) is 
harmonic in D. 
If we write x=ro, where r = 1x1 and jo( = 1, then A(rw; R) has a 
spherical harmonic expansion A(ro; R) = C,“= o A,(ro; R). 
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We now show that for 0 <p < r, 
A&m; R) = ; 
0 
k A,(rw; R). 
Applying the Poisson formula to ,4(.x; R) in (x: 1x1 <Y < R), we obtain 
Writing x = pw with p = 1x1, multiplying by J/k,j(~) and integrating over 
S( = S(0, 1 )), we obtain using Fubini’s theorem 
Using Ix -zI = Ipo-r[l = 1~5 -rrol in this last integral we see that it 
equals 
The inner integral is, by Poisson’s formula applied to the harmonic 
function $k,j, equal to tik,i(p</r); this last reduces to (~/r)~@~,~(<) since 
lc/k,j is homogeneous of degree k. Putting this in (4.8) and returning to the 
definition (2.3) of A,(pw; R) we conclude that 
A,(pw; R) = nf j W)ktik,i(S) r ‘-“A(& R) do,,,(tf). 
,=o S(0.R) 
Since do,,({) = r’-“’ do,(re), this Iast equality implies (4.5). 
We now use (4.5) to bring in the behavior of u in a sufficiently small 
neighborhood of the origin: From (4.2) and (4.5) we have 
u(x) = u(r0) = s, K,( rw, a) h(a) I- f A,(ro; R) 
k=l 
= s Li &b-~,a)dv(al+ i ( /dk k=, r ju,(pm)-j~(K,),(po,o)dv(u)} 
+ f A,(ro; R) (D = (a: }a( < r}), (4.9) 
k=q+l 
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where, for each a, (K,),(pw, a) denotes the kth spherical harmonic of 
I&(x, a) as a function of x. 
Let p ( >O) be so small that u is harmonic in 1x1 < p, let q ( >O) be an 
integer. We need to compute the harmonics (KO)k of K,,( ., a) appearing in 
(4.9). Since these harmonics are independent of the basis chosen for .J$, we 
choose a basis ($k,j} of y-‘k dependent on a by taking $&o)= 
tx,P,(o v a), where c(~ is a positive constant so chosen that lllc/k,0J2 = 1. 
We need only consider the case [al > p since v1 and v2 are assumed to 
be supported outside Ial 6~. Using (2.6) we obtain (Z&,)&JO, a)= 
( -pk/)ajk+m-2 ) P&w v a) and so 
K,(rw, a) - i (r/~)~(&)~b4 a) = f$(ro, a) if p<JaJ. 
k=l 
From this and (4.9) we obtain 
(r/p)kuk(po) + jD K&w, a) Wa) + S,(x, R), (4.10) 
k=l 
where S&x, R) = Cr= 4 + , A,(& R). This is (3.1) and it remains to estimate 
S&x, RI. 
From (4.3) we have A,(rw; R) = H,(ro; R) - G,(ro; R). We estimate Hk 
and Gk separately. 
Estimation of Gk: Since /a*[ = Ial -‘R*, we can write 
R2-“- (\a\ )x--~*l/Rj~~” 
= la*la(/RI*-“- I(xla(/R-a*lal/R)12-” 
=&(xlal/R, a* lal/R) = - f Pk(x v a*) R!$Lt2. 
k=l 
Note that lxlal I < (xl R < R* so that the expansion (2.7) of I&, used 
above is valid. 
Taking (with suitable ak) $&w) = akPk(W v a*) in a basis for yk, we 
compute Gk and obtain 
G,(KO; R) = -fD ,;;yi,12 Pk(rm V a*) d’(a). (4.11) 
Using (2.9) and (1.1) in (4.11) we obtain 
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lGkG(rw R)l
rk’a’k ‘ydrn) dR2k+m s 2 
(h,(a) + h,(a)) 
d y,(m) & @CR, -u) + n(R, ~1) = y,(m) &n(R). (4.12) 
Since n(t) is non-decreasing, one easily concludes from (1.1) that 
n(R) d (I - 22-~m)-1R”p2N(2R) so that 
IG,(rQI; R)I < (1 - 2’. “)p’yk(m)(r/R)kT(2R) < yk(m)(r/R)k2T(2R). (4.13) 
Estimation of H,: In computing H, we again use the fact that $k,j is 
harmonic, in a manner similar to our computation of A,. We conclude that 
H,(KO; R) = (r/R)k~,’ 
J Mk ml Lk(5 .o) u(R) do,(t). (4.14) s 
Using 0; ’ Jslu(Rt)/ do,(e) = 2T( R) - N(R) and (2.8) we obtain 
IH,(ro; R)I < (N(k, m))(r/R)k2T(2R). 
From (4.13) and (4.15) we have 
(4.15) 
IS&-; R)l 6 f IGk(rw RN + lH,(rw; R)l 
k=q+l 
< (r/R)Y+‘2T(2r) f (y,(m) + N(k, m))(r/R)kp4m ’ 
k=q+l 
d (r/R)q”2q’27’(2R) f 2(N(k, m))(1/2)k 
k=l 
<24+3 (’ ’ “*) 
(1 -l/2)“-.’ 
(r/R)Y+‘T(2R) < 24+m+4(r/R)Y+*T(2R). 
(4.16) 
We have assumed that the integer q is > 0. If q = 0, then (4.2) gives 
u(x)= jD &( x, a) dv(a) + &4x; R), 
where 
S,(x; R)= f Ak(x; R). 
k=l 
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Since the estimates (4.13) and (4.15) continue to hold we see that (4.16) 
remains valid for q = 0. This completes the proof of (3.1) and (3.2) of 
Lemma 1. 
To continue, suppose first that the integer q is positive. Since we are no 
longer assuming u to be harmonic in la1 <pp, there will be, in (4.9) a 
contribution to s (K,,), from Ial <p. The steps leading from (4.9) to (4.10) 
now give 
4x)=j K,(x, a) dv(a) + j KAX, a) dv(a) 
P < lul <R Ial s P 
+ f A,(ro; R). 
k=q+l 
This is (3.4) with the appropriate S, and it remains to estimate S. 
Estimation of J (&)&o, a) &(a): We have 
= P,(po ” a) dv(u) dy,(m) -$. 
This, together with (2.14) and 2p < r, gives 
I?, (r@)“j;o,Bp (KO)k(Pw, u) dvtu) 
Estimation of j K,(ro, a) h(u): We have: 
G y,(m) 
n(p) 
~.2(rlpY. (4.18) 
P 
using the definition (2.3) 
< 
s 
1 t’-“dn(t) +n(p) f yktrn)& 
k=O 
n(p) 
=n(p)F*+Wp)+~. 
1 
r (1 -P/r)“-’ 
<N(p)+2 
<N(p)+ n(p) .j (r/P)q. 
P 
(4.19) 
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Finally, we have directly from the definition Ju&o)I <N(k,m)(2T(p)-N(p)) 
so that, by (2.15) 
,cl wdkuk(po) i G (4T(d-2N(d) wh m)(r/d”. 
Combining (4.18), (4.19), (4.20) and recalling (4.16) we obtain 
(4.20) 
ISI <2y +m+4(?7R)4+‘7(2R) + Z,,(rn,$~ (r/p)” 
+ (47-(P) - 2Np)) Nq, m)(r/P)Y + N(P) + pmp* n(p) .i (r/p)“. (4.21) 
Since (n(p)//-*) 6 2T(2p), we obtain (3.5) 
We have assumed q> 1. If q =0 then (3.4) will hold with 
S=SlalCo &(x, a) &(a) +CE=, A,(x; R), and so (3.5) will still hold but 
with a smaller constant A. 
Proof of Lemma 2. We start from the Poisson-Jensen formula 
u(x) = 0,’ u(z) R2 - lr’* do,(z) - ?‘, g,(x, a) h(a), RIX-ZIrn (4.22) 
where 
and 
Let 
1x1 = f.2 R = or, D= {a: Ial <R}, CJ > 2, 
gR(x,a)=(x-aaJ2-“-{~a~Jx-u*~/R}*-’? 
R*-r* 1 
=7+Q. 
Rlx-zl” R”- 
Then [9, p. 301 
Q =& f Wk m)WOkUx v z). 
k=l 
Using (2.8) and N(k, m)/N(k - 1, m) < N( 1, m)/N(O, m), we obtain 
IQ1 <f f mN(k- 1, m)(r/R)kp’= R~rl(~~,~~p, 
k=l 
m2 m-1 1 
Ga-l.R”-’ (a > 2). 
(4.23) 
(4.24) 
(4.25) 
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From this point on, the proof becomes identical to the proof by Edrei and 
Fuchs [4, p. 31 l] and we omit the details. Thus (3.6) and (3.7) are 
established. 
5. PROOFS (CONTINUED) 
The proof of the Hadamard decomposition theorem follows immediately 
from (3.1) and (3.2). Note that Lemma 1 describes completely the polyno- 
mial h. 
Proof of Theorem 2. Let u E g,,, be subharmonic of order 1, lower order 
p, and exponent of convergence p. If p and p are finite then it is immediate 
from (3.1) and (3.2) that2 is finite and, by (3.9) we may write u = h + g, 
where g is the integral occurring in (3.9), p is the smallest non-negative 
integer such that jam Ial Pp~mf’ &(a) < cc and h is a harmonic polynomial 
of degree d d max( [A], p). 
Suppose 6 = max(p, p) is finite and let E > 0 be fixed. Since [ 11, p. 3561 
the order of g is p, the lower order of u is p and T(r, h) 6 T(r, u) + T(r, g) 
then there exists a sequence R, increasing to cc and a constant K such that 
T(R,, h) < KR;-. (5.1) 
Since h is harmonic function, Lemma 1 applied to h(x) -h(O) shows that 
h= (a harmonic polynomial of degree dq) +O(r/R)q+1T(2R). But this 
together with (5.1) implies that h is a harmonic polynomial of degree less 
than or equal to 6 = max(p, p). Now since T(r, u) < T(r, h) + T(r, g) it 
follows that ;1< max(b, p) Q max(p, p). The opposite inequality being 
obvious, it follows that A = max(p, p) and the proof of Theorem 2 is 
complete. 
The corollary follows immediately from Theorem 2 if we remember that 
Bore1 deficiency of the Riesz-mass of u means p < A, and regular growth 
means A = p. 
Proof of Theorem 3. Let u E 9” be subharmonic of finite lower order p 
and order A. Without loss of generality we may assume that its Riesz-mass 
is concentrated on the positive x,-axis. Let e= (1, 0, . . . . 0) ~9”‘. 
By Lemma 1, we have 
u(x) = h(x) + 1” K,(x, te) dn(t) + S,(x, R), (5.2) 
0 
where S,(x, R) satisfies (3.2). 
In (5.2) take q = [p] and R = R,, where R, is a sequence increasing to 
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cc such that T(R,)/R;+’ -+O as R,-+co. If we put x=re, where r>O 
and let R,, -+ co, we conclude that - jp KY( re, te) dn( t), and so 
-s? K,(re, te) &r(r), tends to a finite limit as R, + cr;. On the other hand, 
since 
-K,(re, te)= i: yk(m)&>O 
k=y+ I 
for r < t, it follows that --SF K,(re, te) &r(t) is an increasing function of R 
and so its limit exists as R -+ cc unrestricted. This shows that 
jsjpm Ial -q-m+ ’ &(a) < CC for q = [p] and so the exponent of convergence 
p of the Riesz-mass of u satisfies p < [p] + 1. Since, by Theorem 2, 
L = max(p, p) it follows that ,J 6 [cl] + 1 and the proof of Theorem 3 is 
completed. 
Proof of Theorem 4. If pL* = i* then p = A and (3.12) is contained in the 
result of Rao and Shea. Suppose then that pL* < A* and let p E [CL*, A,) be 
non-integer. If q is a non-negative integer, define J(r) =.J,(r; q) by 
J(r) = rq+ ‘/(r + 1). Then Rao and Shea [ 11, p. 3631 have shown that 
rJ’(r) 6 (4 + 1) J(r) (5.3) 
and 
B,(r) = a, ’ 
I l&(rw e)l da,(o) d Ch 4) J(r) (5.4) s 
for all 0 < r < co. 
Starting from (3.4) with 0 < 2s < r < $R we obtain 
2T(r, u)-N(r, u)<JK B&r/t) t2pm dn(t)+ ISI, (5.5) s 
where JSI satisfies (3.5). 
If we now use (5.4) in (5.5), integrate by parts and then use (5.3), and 
then make another integration by parts followed by simple estimates, we 
arrive at 
2T(r, u) - N(r) < 
C(m,q)(m+q-1) R 
I 
N(t) 
(m-2) I J(rlr)~~f+lSL (5.6) 
where 
ISI GA { (r/s)4T(2s) + (r/R)Y+‘T(2R)}. (5.7) 
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It is easy to show that the condition 2s < r < +R implies that the integral 
appearing in (5.6) is greater than a (positive) constant multiple of N(r); 
thus (5.6) implies that T(r, U) satisfies (1.6). It follows that there exist 
sequences ,, rn, and R, satisfying (1.8). If these sequences are used in 
(5.6), the resulting inequality is divided by N(r,), and we let rn -+ CO, we 
obtain (3.12). This completes the proof of Theorem 4. 
Proof of Theorem 5. We first show that the lower order p of u is 
positive. For this we do not need the assumption K(u)=O. Indeed it 
suffices to assume that 
y=max(l-6(u), l-6(-24))< 1. (5.8) 
Assume (5.8) and let y < y’ < 1. Then there exists r,, ( >O) such that 
W, u) < y’T(r), N(r, -u) < y’T(r) (r 2 ro). 
In (3.6) take ~7 = 1 + m2”‘/y’( 1 - y’), then 
T(r) 6 T(ar)(y’(2 - y’)) (r > ro). 
As in the proof by Edrei and Fuchs [4, p. 3171, this gives 
“log{(l +m2”/y(l -y)} (0 < Y < 11, 
(5.9) 
(5.10) 
P3 1, y =o. 
In particular, the lower order p of u is positive. Now the definitions in 
(3.12), (3.13), and (3.14) imply that K(u)>k(u). Since K(u)=0 we have 
k(u) = 0 and Theorem 4 implies that ,u.+ = L.+ = an integer p which has to be 
positive since p is positive. This finishes the proof of (3.17). To continue, 
take q=p in (3.1) and let R -+ CO. In view of the definition (3.15) of 
c(rw; p) we obtain 
u(ro) - rPc(ro; p) =“c’ (r/p)%,(po) + j,., <r K,- ,(ro, a) 4~) 
k=O 
+ K,(ro, a) &(a). (5.11) 
lul> r
Taking absolute values, integrating over S, and using (5.4) we obtain 
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+ C(m, p) j” J,(r/t) t2Pm dn(t). 
r 
We now integrate by parts, use (5.3), and then integrate again by parts to 
obtain 
CT,’ s lu(ro) - rPc(rw; p)I da,(o) s 
+ A, jm J,,(r/t) y dt, 
r 
(5.13) 
where A,, A,, and A, are constants depending only on m and p. Since 
pL* = & = p, then by the definition of p* and II,, there exist K, > 1 and 
r, > 0 such that 
T(t) < Kl(t/r)P- 1’2T(r) (r, < t < r), 
T(t) < K,(t/r)P+‘i2T(r) (r,<r<t<a). 
(5.14) 
It follows from (5.14) that, if CT,,> 1, then T(2a,r) < K2T(r) for some 
positive constant K2; also since the lower order of T is p we have 
rP-’ = o(T(r)) as r + co. 
Fix E > 0 and choose r2 > 0 so that N(r) <ET(r) for all r > r2. Using this 
in (5.13) we conclude that for some constant A, and all large r we have, 
with A, = max(A,, A3), 
CT;’ 
s 
s lu(ro) - rPc(ro; p)I da,(o) 
<(A,+A,)ET(r)+A5 j’J,-,(r/~)~dr+j:J,(r/r)~dt E, 
r3 > 
(5.15) 
where r3 is chosen greater than r, , rz and such that the term O(rP ~ ’ ) in 
(5.14) is less than A,T(r) for r > r3. 
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We now use (5.14) in (5.15) and the evaluation j; (s-I!‘/(1 +s))ds=n 
to conclude that, for all large r, 
fs;l s lu(ro) - rPc(rw; p)I da,(w) < {A, + A, + K,A5n} &T(r). (5.16) s 
It follows from (5.16) and Minkowski’s inequality that 
2T(r)-N(r)-o;‘rP 
s Ic(rw P)I do,(u) <&ET(r), 
(5.17) 
s 
and also that 
T(r) - N(r, 24) - a;‘rp 
s 
c+(ro; p) da,(o) <Ah&T(r) (5.18) 
S 
for all large r. 
Since N(r) = o( T(r)) we conclude from (5.17) and (5.18) that 
1 p -1 T(r)-ir 0 m I Ic(rw PM da,(o) - rp4r) 
as r-+ co, (5.19) 
s 
and it remains to prove the assertion about s(r). 
Fix co > 1 and suppose 1< c < Go. Then we have directly from the 
definition (3.15) of c(ro; p) and (2.9) 
Ic(aro; p) - c(rw; p)I d soor y,(n~)/t~+“~~ dn(t) 
r 
n(aor) 
< 2y,(m) f$-‘rep l T(2a,r) 
d (2K,y,(m) a~p2rpPT(r))E for r>r,. (5.20) 
Now (5.20) and (5.19) imply that Is(w) -s(r)1 = o(s(r)) as r -+ 00 and the 
proof of (3.18) is complete. 
We now come to the proof of the last part of Theorem 5. Let 
U(X) = fin,,, K,(x, te) dv,(t) be a subharmonic function in gm having its mass 
concentrated on the positive xi-axis and of integer order p > 0. Then it is 
straightforward to verify that condition (3.19) is satisfied. To continue, we 
shall need pointwise estimates for the integrals in (5.11). We have [7, 
p. 1391 
&Ax* 0) d WC P) lxlP I.4 
I4 
p+mp2inf 1’~ , 
{ I 
where K(m, p) is a constant. 
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Using (5.21) with integration by parts and some trivial estimates we 
obtain (if p > 1) 
(5.22) 
for all large r and some fixed K4 > 0. (If p = 1, there will be no integral.) 
Similarly, we have 
s K,(x, a) dv(a)< KS&r”+’ 101 >r c 
Ix, zdt 
r t 
(5.23) 
for all large r and appropriate constant K,. 
Since T(r) is, by (3.18), regularly varying with order p, it follows [6, 
p. 2731 that 
I m 
rP-l 
i tp”T(t) dt w T(r) and 
rP+l 
r, s r t- 
“--*T(t) dt m T(r) (r + co). 
(5.24) 
Combining (5.22), (5.23), (5.24), (5.11), and adjusting the E, we obtain 
u(m) - rPc(rw; p) <ET(r) (for all large r). (5.25) 
Since we have c(ro) = c(re) P,(w v e), (5.19) and (2.9) imply 
T(r) < (1 + El T Ic(re)l y,(m) (E > 0, r 4 00). (5.26) 
In (5.20) put o = e, use (5.26) and adjust E to conclude that 
Ic(ore) - c(re)l < &lc(re)l (r sufficiently large). (5.27) 
It follows from (5.27) that c(re) does not vanish and keeps a constant sign 
for all large r. 
Let 6 be the largest zero of P,(t) in (-1,l). Then 0<6<1. Let 
6<q< 1, then 
P,(t) 2 P,(v) > 0 forall q<tdl. (5.28) 
Consider now the sector S,,, defined by 
Sd,q= {x=ro:o v e>q}. (5.29) 
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IfXES&q, and if c(re) is negative for some large (and so all large) T, then 
u(r0) < rpc(re) P,(w v e) + ET(r) < rPc(re) P,(q) -t E 
1+.s ( ) --y rWre)l 
&(I +E) 
=(-P,(rl)+y 
> 
rPlc(re)l, (5.30) 
where we have adjusted the E to absorb the constant y,(m). Choose 
E = min( 1, P(q)/2) then E( 1 + a)/2 < P(q)/2. With these choices it follows 
that 
u(w)< --yrplc(re)i < --y T(r) (r sufficiently large). (5.31) 
Clearly this implies that U(X) + --03 as x -+ a in the spherical sector S,,,. 
Since to each zero of P, we can find an q such that P,(l) 3 P,(q) > 0 for 
all t in an appropriate interval on one side of that zero, we will have that 
(5.31) holds in sectors equal in number to the number of zeros of P,(r). 
If c(re) > 0 for all large r, we determine il so that 
P,(t) G P,(v) < 0 for all q 6 t 6 6. 
Taking a= II’,(q)//2 we see that (5.31) remains valid in Sk, = 
{x=ro:v ,<a v r66). 
It follows that, in all cases, there exists p spherical sectors in which (5.31) 
holds true. This completes the proof of Theorem 5. 
Remark. An inspection of the above proof will reveal that any subhar- 
monic function in 9, satisfying (3.16) and (3.19) will tend to - co in p 
sperical sectors. Thus the class Ym mentioned in the introduction may be 
enlarged to include all subharmonic functions satisfying (3.19). 
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