Abstract. This paper deals with the unit groups of the endomorphism rings of projective modules over polynomial rings and further over formal power series rings. A normal subgroup of the unit group is defined and discussed. The local splitting properties of elements of endomorphism rings of projective modules over polynomial rings are given.
Introduction
Throughout this paper every ring will be a commutative ring with identity, unless otherwise indicated, and every module will be a finitely generated unitary module.
Many algebraists, such as Quillen [5] , Suslin, Mandal [4] , Bhatwadekar, Sridharan [1] , Ischebeck, and Ravi Rao [3] , have worked on finitely generated projective modules over commutative Noetherian rings.
Let R be a (not necessarily commutative) ring and let x be an indeterminate. Consider the polynomial ring R [x] . In section 2, (1 + xR [x] ) * is defined. So, if P is a projective module over a ring A, then (id + xEnd A [x] (P [x])) * is constructed. This is a normal subgroup of the unit group of endomorphism rings of a projective module over a polynomial ring. If (A, m) is a local ring with dim(A) ≥ µ(m), then we show that (id + xEnd A [x] (P [x])) * is a normal subgroup of SL A [x] (P [x] ). Also, we will show that under these conditions the similar conclusion can be drawn for the ring of formal power series.
In section 3, let P be a projective A-module. Let s 1 , s 2 ∈ A be such that As 1 + As 2 = A. Then we use the splitting lemma of Quillen to show that every element of (id Ps 1 s 2 + xEnd As 1 s 2 [x] (P s 1 s 2 [x])) * has two decompositions. Finally, we generalize the result to Theorem 3.4.
A Normal Subgroup of the Unit Group
Let R be a (not necessarily commutative) ring with identity. An element of R is called a unit if it has a multiplicative inverse. Let U (R) be the set of all units of R. Then (U (R), · ) forms a group, which is called the unit group of the ring R.
We now consider the polynomial ring R[x] over a ring R with an indeterminate x. Then U (R) ⊆ U (R[x]). However, the converse does not hold, in general. For example, (1 + 2x
For a ring R, define a map φ :
. Then φ is a group epimorphism with
Then the following inclusion does not hold in general: 
. Let P be a projective A-module. Since the identity of the endomorphism ring End A (P ) is the identity map id P : P → P , we can get a normal subgroup (id P + xEnd A (P ) [x] 
We can restrict the isomorphism φ to the unit group U (End A (P ) [x] ) to get a group isomorphism
and
Lemma 2.1. Let A be a ring. Let P be a projective A-module with finite rank. Then for every element α(x) ∈ (id + xEnd
Proof. Let P be a projective A-module of rank n < ∞.
From these equations, we can get f (x) 2 = 0.
We adopt the notation µ(M ) in [4, Notations 4.1.1] in the following.
Theorem 2.2. Let P be a projective A-module with finite rank. If (A, m) is a local ring with
Proof. By our assumption and [6, Lemma 4.12], (
Proof. It is easy to see that (1) and (2) 
The following result is a local version of the Quillen splitting lemma above. We can see its proof in [5 
with α 1 (0) = id Ps 1 and α 2 (0) = id Ps 2 , respectively, such that
with β 1 (0) = id Ps 1 and β 2 (0) = id Ps 2 , respectively, such that
Moreover, if σ(x) ̸ = σ(ax) 2 for any non-zero element a ∈ A, then the two decompositions are distinct.
* .
Notice that
Then by the Quillen splitting lemma, there exists an integer k 1 ≥ 0 such that for any
For our simplicity, we write this equation by
it follows from the Quillen splitting lemma again that there exists an integer k 2 ≥ 0 such that for any g 1 , g 2 ∈ A with g 1 −g 2 ∈ As
(2) Consider the equation
.
Moreover, assume that the two decompositions are identical. Then
So, by (1) and (2), 
Proof.
(1) Let τ (x) be a left inverse of σ(x). Consider the following diagram:
(Further τ (x) = id Ps 1 s 2 − xσ 0 (x) and σ(x) = id Ps 1 s 2 − xτ 0 (x).) Now if we take σ 1 (x) = τ 21 (x) and σ 2 (x) = σ 12 (x), then we can get the result (1).
(2) If we change the roles of σ(x) and τ (x) in the proof of (1), then we can get (
) .
If we take σ 1 (x) = τ 21 (x) and σ 2 (x) = σ 12 (x), then we can get the result (2).
Finally, we prove that Theorem 3.4 is a generalization of Theorem 3.2. In fact, under the same assumption as in Theorem 3.4, let
such that σ(0) = id Ps 1 s 2 . Then σ(x) has an inverse τ (x), so that τ (x)σ(x) = id Ps 1 s 2 and σ(x)τ (x) = id Ps 1 s 2 . From these two equations, we can get the last two equations, of the proof of Theorem 3.4, which are in the matrix forms. Now, take σ 1 (x) = τ 21 (x) and σ 2 (x) = σ 12 (x). Then it follows from the two matrices that σ 1 (x) has an inverse σ 21 (x) and σ 2 (x) has an inverse τ 12 (x). So, σ 1 (x) ∈ Aut This shows that Theorem 3.4 (1) holds. The remainder of the proof is similar.
Let's summarize the results. Let s 1 , s 2 ∈ A be such that As 1 + As 2 = A and let P be a projective A-module. Then we used the splitting lemma of Quillen to show that every element of (id Ps 1 s 2 + xEnd As 1 s 2 [x] (P s 1 s 2 [x])) * has two decompositions. And then we generalized the result to Theorem 3.4. Consequently, we sharpened a local version of the Quillen splitting lemma to generalize it.
