Performance of an advanced, derivativeless, sigma-point Kalman filter (SPKF) data assimilation scheme in a strongly nonlinear dynamical model is investigated. The SPKF data assimilation scheme is compared against standard Kalman filters such as the extended Kalman filter (EKF) and ensemble Kalman filter (EnKF) schemes. Three particular cases-namely, the state, parameter, and joint estimation of states and parameters from a set of discontinuous noisy observations-are studied. The problems associated with the use of tangent linear model (TLM) or Jacobian when using standard Kalman filters are eliminated when using SPKF data assimilation algorithms. Further, the constraints and issues of SPKF data assimilation in real ocean or atmospheric models are emphasized. A reduced sigma-point subspace model is proposed and investigated for higher-dimensional systems.
Introduction
Among sequential data assimilation methods, Kalman filters have been widely used in meteorology and oceanography. The standard Kalman Filter (KF) is a simplification of Bayesian estimation that provides sequential, unbiased, minimum error variance estimates based on a linear combination of all past measurements and dynamics (Welch and Bishop 1995) . Since the introduction of the extended Kalman filter (EKF), the nonlinear extension to the standard KF, there have been many attempts to use the EKF in weather or climate prediction models. It has been shown that the EKF can be used in sequential data assimilation in strongly nonlinear systems (Miller et al. 1994) . Unfortunately, the requirement of the Jacobian or tangent linear model (TLM) for the linearization of nonlinear functions limits the use of EKF for many real world problems. Another major drawback of EKF is that it only uses the first-order terms of the Taylor expansion of the nonlinear function. It is evident that this approximation often introduces large errors in the estimation of covariance matrices in highly nonlinear models (Miller et al. 1994) . In other words, the inaccuracy of propagated means and covariances resulting from the linearization of the nonlinear model is one of the major drawbacks of the EKF data assimilation algorithm.
Another alternative to the standard KF is the ensemble Kalman filter (EnKF), introduced by Evensen (Evensen 1992; Houtekamer and Mitchell 1998) , in which the error covariances are estimated approximately using an ensemble of model forecasts. The main concept behind the formulation of the EnKF is that if the dynamical model is expressed as a stochastic differential equation, the prediction error statistics, which are described by the Fokker-Plank equation, can be estimated using ensemble integrations (Evensen 1994 (Evensen , 1997 ; thus, the error covariance matrices can be calculated by integrating the ensemble of model states. The EnKF can overcome the EKF drawback that neglects the contributions from higher-order statistical moments in calculating the error covariance. The major strengths of the EnKF include the following: (i) there is no need to calculate the tangent linear model or Jacobian of nonlinear models, which is extremely difficult for ocean (or atmosphere) general circulation models (GCMs); (ii) the covariance matrix is propagated in time via fully nonlinear model equations (no linear approximation as in the EKF); and (iii) it is well suited to modern parallel computers (cluster computing) (Keppenne 2000) .
The finite ensemble size has major effects on the performance of the EnKF. A small ensemble size increases the residual errors and gives inaccurate statistical moments, and a large ensemble size is not computationally feasible in the case of atmospheric or ocean GCMs. Another disadvantage of the EnKF is that it assumes a linear measurement operator: if the measurement function is nonlinear, it has to be linearized in the EnKF. The nonlinear measurement functions appear in many situations: for example, the parameter estimation of nonlinear dynamical models, in which the measurement relationships between observations and parameters are nonlinear. Another example is satellite altimetry data assimilation, in which the observation (sea level height) is often nonlinearly related to the variable required for assimilation (e.g., temperature). Thus, the condition of linear measurement limits the use of the EnKF in some real world problems.
The sigma-point Kalman filters (SPKFs; van der Merwe et al. 2004 ) have recently been proposed in an attempt to address these drawbacks of EKF and EnKF. The SPKF is a derivativeless sequential optimal estimation method, using a novel deterministic sampling approach that eliminates the need for the calculation of TLM or the Jacobian of the model equations as needed by the standard KF (Julier et al. 1995; Nørgaard et al. 2000b; Ito and Xiong 2000; Lefebvre et al. 2002; Wan and van der Merwe 2000; Haykin 2001; van der Merwe 2004) . It has been found that the expected error due to linearization is smaller than that of a truncated Taylor series linearization (Schei 1997; Lefebvre et al. 2002; van der Merwe and Wan 2001a) . The SPKF algorithm has been successfully implemented in many areas such as robotics, artificial intelligence, natural language processing, and global positioning systems navigation (van der Merwe and Wan 2001a,b; Haykin 2001; van der Merwe 2004; van der Merwe et al. 2004; Wan and van der Merwe 2000) . In this paper, we will show that SPKF, as an ensemble Kalman filter with a specific ensemble, has a great potential in the assimilation of nonlinear systems. This paper is meant as a major effort in exploring the possibility of applying SPKF in atmospheric and oceanic data assimilation. This paper is structured as follows: Section 2 introduces the sigma-point methodology and section 3 describes SPKF implementation in the highly nonlinear Lorenz model. Section 4 describes the experimental details and gives a detailed comparison of SPKF with EKF and EnKF. Section 5 describes the SPKF implementation in higher-dimensional systems. Section 6 summarizes the conclusions.
Methodology: Sigma-point Kalman filters
In this section we will interpret the sigma-point concept and SPKF algorithms in detail. The so-called sigma-point approach is based on deterministic sampling of state distribution to calculate the approximate covariance matrices for the standard Kalman filter equations. The family of SPKF algorithms includes the unscented Kalman filter (UKF; Julier et al. 1995; Wan and van der Merwe 2000) , the central difference Kalman filter (CDKF; Nørgaard et al. 2000b; Ito and Xiong 2000) , and their square root versions (Haykin 2001; van der Merwe and Wan 2001a,b) . Another interpretation of the sigma-point approach is that it implicitly performs a statistical linearization (Gelb 1974; Lefebvre et al. 2002 ) of the nonlinear model through a weighted statistical linear regression (WSLR) to calculate the covariance matrices (van der Merwe and Wan 2001a,b; van der Merwe et al. 2004) . In SPKF, the model linearization is done through a linear regression between n number of points (called sigma points) drawn from a prior distribution of a random variable rather than through a truncated Taylor series expansion at a single point (van der Merwe et al. 2004) . It has been found that this linearization is much more accurate than a truncated Taylor series linearization (Schei 1997; Lefebvre et al. 2002; van der Merwe and Wan 2001a) .
Consider an L-dimensional dynamical system represented by a set of discretized state space equations,
where u k represents the system state vector at time k, f(Á) is the nonlinear function of the state, q k is the random (white) model errors, c k is the measured state, h(Á) is the measurement function, and r k is the zeromean random measurement noise.
To understand how the sigma-point algorithm works, it is convenient to rewrite the standard Kalman filter optimal state update equation:
ance matrix P À u k (Gelb 1974) . The standard expression for the Kalman gain and the error covariance matrix is given by
where H is the linearized measurement operator, R is the observation error covariance matrix, and E[Á] represents the mathematical expectation or the expected value. The error covariance update or the analysis covariance matrix, which represents the change in forecast error covariance when a measurement is employed, is given by
where I is the identity matrix. For EKF, the formulation of the forecast error covariance is given by
where A k21 is the TLM of the nonlinear model (1) and (2) and Q k21 is the model error covariance matrix. The TLM often introduces errors in highly nonlinear models and is extremely difficult to obtain for GCMs. Another major drawback of EKF is that it uses the linearized measurement operator H to calculate the Kalman gain and update error covariance. The linearization of nonlinear measurement is computationally difficult and may result in large estimation errors. On the other hand, the forecast error covariance for EnKF can be calculated by integrating the ensemble of model states, and is given by
where the overbar denotes the ensemble average. Limited ensemble size often introduces errors in approximating the error covariance matrix. The EnKF also uses the linearized measurement operator H to calculate the Kalman gain. If the model involves nonlinear measurement functions, linearizing the nonlinear measurement functions might result in large errors. The SPKF family addresses the above issues of EKF and EnKF. It uses a different approach in calculating the Kalman gain and the error covariance matrices. The technique employed in SPKF is to reinterpret the standard Kalman gain and covariance update equation in such a way that it does not need the TLM and the linearized measurement operator. This interpretation is explained below.
The first term P À u k H T in Kalman gain Eq. (4) can be interpreted as the cross-covariance P u kck between the state and observation errors, and the remaining expression can be interpreted as the error covariance Pc k of the difference between model and observation (Gelb 1974 ). Proof of this interpretation can be found in appendix A.
1 Therefore, the optimal gain or Kalman gain K k can be rewritten as
Here,c k is defined as the error between the noisy observation c k and its predictionĉ À k given byc k 5 c k À c À k : By using relation (9), the covariance update Eq. (6) can be rewritten as (see appendix B for details)
Unlike the standard KF, the SPKF algorithm makes use of this new interpretation [Eqs. (9) and (10)], which avoids the use of the Jacobian while retaining consistency and accuracy. In the standard KF the state error covariance is calculated during the time update process and is updated during the measurement update process. Updating the error covariance matrix is important because it represents the change in forecast error covariance when a measurement is performed. The EnKF implementation does not require the covariance update equation because it can directly calculate the updated error covariance matrix from a set of ensembles. Evensen (2003) has derived the analysis covariance equation, which is consistent with the standard KF error covariance update Eq. (6). But the true representation of the updated error covariance requires a large ensemble size, which is often computationally infeasible. The SPKF makes use of the reformulated error covariance to update Eq. (10) and chooses the ensembles deterministically in such a way that they can capture the statistical moments of the nonlinear model accurately; in other words, the forecast error covariance Eq. (5) is computed using deterministically chosen samples, called sigma points. In a broad sense, the SPKF algorithm implicitly uses the prior covariance update equation (or the analysis error covariance matrix) to calculate the forecast error covariance. Thus, SPKF is fully consistent with the time update and measurement update formulation of the Kalman filter algorithm. In the next subsection we will discuss each SPKF algorithm in detail.
a. Sigma-point unscented Kalman filter (SP-UKF)
The sigma-point unscented Kalman filter (SP-UKF) (Julier et al. 1995; Julier 1998; Wan and van der Merwe 2000) is an SPKF that can capture the statistical properties of the model state through a method known as scaled unscented transformation (SUT; Julier 2002).
Unlike the EKF, the SP-UKF uses the true nonlinear model and approximates the state distribution using a set of deterministically chosen states, known as sigma points, using SUT. In SP-UKF the state error covariance matrix is calculated from a set of particular ensembles that are generated by sigma points. Julier et al. (1995) have shown that for the nonlinear model given by (1), the number of sigma points needed to compute precisely the mean and covariance of the model state at time k, is 2L 1 1: thus, the sigma-point state vector is given by (Julier et al. 1995; Julier 2002 ; Wan and van der Merwe 2000)
where x k;0 ; x 1 k;i ; and x À k;i are the sigma-point vectors. The selection scheme for choosing the sigma points is based on the scaled unscented transformation that transforms the model state vector according to the following equations: 
where ½ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ðL 1 lÞ P u k p i is the ith row (or column) of the weighted matrix square root of the covariance matrix, P u k : w ðmÞ i is the weighting term corresponding to the mean, w ðcÞ i corresponds to the covariance, and l 5 a 2 (L 1 k)-L is a scaling parameter. The parameter a is set to a small positive value (0 # a # 1) and determines the spread of the sigma points around the mean state u k . Another control parameter is k, which guarantees the positive semidefiniteness of the covariance matrix and is usually set to a positive value (k $ 0); b is a nonnegative weighting term that can be used to incorporate any prior knowledge of the nature of the state distribution.
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The sigma-point vector is then propagated through the nonlinear model (1) and (2) given by
where x u k is the forecast sigma-point state vector, x q kÀ1
is the sigma-point vector corresponding to the model error, and x r kÀ1 corresponds to the observation error. The approximated mean, covariance, and cross-covariance for the calculation of Kalman gain are computed as follows (Julier et al. 1995; Julier 2002; van der Merwe 2000, 2001) :
The Kalman gain K can be calculated using Eq. (9) and the state covariance is updated using Eq. (10). A detailed description and derivation of the UKF algorithm and sigma-point formulation can be found in the above referenced literature.
b. Sigma-point central difference Kalman filter (SP-CDKF)
Unlike the SP-UKF, the SP-CDKF is based on Stirling's interpolation formulas (Ito and Xiong 2000; Nør-gaard et al. 2000b; Press et al. 1992) . In SP-CDKF the analytical derivatives in EKF are replaced by numerically evaluated central divided differences. The linearization in SP-CDKF is based on weighted statistical linear regression (Lefebvre et al. 2002) . It has been shown that the SP-CDKF has superior performance to SP-UKF and EKF (Ito and Xiong 2000; Nørgaard et al. 2000b) .
3 Using Sterling's polynomial interpolation, the nonlinear model given by Eq. (1) can be approximated as
k are the central divided difference operators, which we will explain in the latter part in this section. Here the linearization of the nonlinear model is achieved by using a linear transformation that statistically decouples 4 the state vector u k (Schei 1997) . It has been shown that this approximation is always better than using the Jacobian matrix (Schei 1997) . The linear transformation is based on the square root factorization of the model covariance matrix and is given by
Here u k is the mean state and S u k is the Cholesky factor of the updated error covariance matrix (10) that satisfies the following condition:
The termsD k andD 2 k are the first-and second-order central divided difference operators and can be written as ( 
where m i , d i , and d 2 i are the mean, partial first-order, and partial second-order central divided difference operators respectively, defined as
where d is the central difference step size and s ui is the ith column of the Cholesky factor of the covariance updated error covariance matrix (10)
For implementing the SP-CDKF, augmented state vectors are constructed by concatenating the original model state, model, and observation error vectors. The augmented sigma-point state vectors are calculated using the following selection scheme:
The augmented sigma-point vectors are then propagated through the approximated nonlinear model (22), and the approximated mean model state vector can be computed as follows: ; where i 5 1; . . . ; 2L; 
4 The linear transformation from the stochastic vector f k to u k : u k 5 S uk f k ; decouples the fully coupled state vector u k where the covariance of f k is equal to the identity matrix. For computational reasons the square root matrix S uk often remains triangular (Cholesky decomposition). More details on decoupling and its advantages in Kalman filters can be found in Ohmuro (1984) , Baheti et al. (1990) , and Daum and Fitzgerald (1983) '
Similarly, the measurement state, the forecast covariance, and the cross-covariance for the calculation of the Kalman gain are given bŷ
' ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi w
One main advantage of SP-CDKF over SP-UKF is that it uses only one ''control parameter'' (d) compared to three (l, a, and k) in UKF. For exact derivation and algorithmic details see Ito and Xiong (2000) , Nørgaard et al. (2000a) , van der Merwe and Wan (2001a) , and Wan and van der Merwe (2001).
SPKF applied to the Lorenz model
In the field of data assimilation, the celebrated Lorenz (1963) model has served as a test bed for examining the properties of various data assimilation methods (Gauthier 1992; Miller et al. 1994; Evensen 1997 ) because the Lorenz model shares many common features with the atmospheric circulation and climate system in terms of variability and predictability (Palmer 1993) . By adjusting the model parameters that control the nonlinearity of the system, the model can be used to simulate nearly regular oscillations or highly nonlinear fluctuations.
a. Lorenz 1963 model
The Lorenz (1963) 
where variables x, y, and z are related to the intensity of convective motion and to the temperature gradients in the horizontal and vertical directions, respectively, and the parameters s, r, and b will be referred to as dynamical parameters; q x , q y , and q z represent the unknown model errors, assumed to be uncorrelated in time (white noise). Also, we assume that all the measurements or observations are linear functions of the nonlinear model states. The true data are created by integrating the model over 4000 time steps using the fourth-order Runge-Kutta scheme (Press et al. 1992 ), with parameters s, r, and b set to 10.0, 28.0, and 8/3, respectively, and initial conditions set to 1.508870, 21.531271, and 25.46091 (Miller et al. 1994; Evensen 1997) . The integration step is set to 0.01. The observation datasets are simulated by adding normal distributed noise to the true data. The assimilation process is completely subject to the model Eqs. (41)-(43) after the initial guesses are given; at each step of the integration, the initial conditions are the estimated model state from the previous step.
b. State estimation
To apply KF, we discretize the nonlinear Lorenz model (41)-(43) using the fourth-order Runge-Kutta method and write it in the form of state space equations given by (1) and (2), where u k represents the system state vector (a column vector composed of x, y, and z), f(Á) is the nonlinear function of the state, and q k is the random (white) process noise vector (column vector composed of q x , q y , and q z ). The measured model state c k required for the application of the KF is a function of the states according to Eq. (2), where h(Á) is the measurement function and r k is the random measurement noise vector.
To implement the SP-UKF, the state vector is redefined as the concatenation of the model states, model errors, and measurement errors. The augmented state vector Q k and the corresponding covariance matrix are given by the following equations:
Therefore, the augmented state dimension is the sum of the original state dimension, model error dimension, and measurement error dimension given by
where L u is the dimension of the state, L q is the dimension of the model error vector, and L r is that of measurement errors. The augmented sigma points are found using the transformation Eqs. (12)- (14). The dimension of the augmented sigma-point vector is 2L Q 1 1. For the Lorenz model discussed here, the augmented sigma-point vector dimension is 19. In other words the number of sigma points required to approximate the error statistics accurately is 19. The augmented sigmapoint vector is then propagated through (15) and (16) and the optimal terms for the calculation of Kalman gain are computed according to Eqs. (17)-(21). On the other hand, for implementing SP-CDKF, we split the augmentation process between the time update and measurement update sections. For time update, the augmented state vector, covariance matrix, and sigmapoint vector are given bŷ
and for measurement update they are given bŷ
The optimal terms for the calculation of Kalman gain are computed using (35)- (40).
c. Parameter estimation from noisy measurements
The model parameter estimation can be regarded as a special case of general state estimation in which the parameters are treated as specific states. Parameter estimation involves determining a nonlinear mapping
where the nonlinear map N (Á) may be the dynamical model f (Á) or an empirical model parameterized by the vector L. The state space representation of the parameter estimation problem for the Lorenz model can be written as
where f (Á) is the nonlinear measurement model given by the Lorenz Eqs. (1)- (3); L is the parameter vector that constitutes the dynamical parameters s, r, and b; and q 
d. Joint estimation of parameters and states
The joint estimation approach is required when the ''clean'' state and parameters are not available. In general there are two approaches to estimating the model state and parameters simultaneously, namely the dual estimation and joint estimation approaches (Haykin 2001; Nelson 2000; van der Merwe 2004) . In the dual estimation approach, two Kalman filters are running simultaneously for state and parameter estimation. On the other hand, in the joint estimation approach, the system state and parameters are concatenated into a single higher-dimensional joint state vector and only one Kalman filter is used to estimate the joint vector. For example, the joint state vector J k for the SPKF data assimilation can be written as
In the joint estimation process, the SPKF schemes estimate the states using parameters that are estimated at every time step using the prior states. In this study, we will only present the joint estimation of parameters and states because it incorporates complete model states and parameters during assimilation cycles.
Experiments and results
In this section we demonstrate the feasibility of the SPKF algorithms as an effective data assimilation method for highly nonlinear models. The SPKF algorithms discussed in the previous sections will now be examined and compared with standard EKF and EnKF methods. To compare the SPKF algorithms with standard EKF and EnKF, all experiments were designed almost identically to those of Miller et al. (1994) and Evensen (1997) .
a. State estimation
The first set of experiments were carried out with initial conditions, parameters, and observation noise levels identical to those in Miller et al. (1994) and 
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Evensen (1997): the observations and initial conditions are simulated by adding normally distributed noise N(0, ffiffi ffi 2 p Þ: Also the interval of observation is set to 25; that is, the observed states are assimilated to the nonlinear model at every 25 time steps.
For all the cases to be discussed, we assume that the model and observation errors are uncorrelated in both space and time. Because there is no general way to set the model error, usually the amount of model error to use in the KF is often determined experimentally by trial or by statistical methods such as Monte Carlo, which is computationally expensive (Miller et al. 1994 ). In our experiments, the model errors were intentionally designed in such a way that the model would not drift from the true state too much.
5 In detail, we set the model errors by calculating the expected errors in the state scaled by a decreasing exponential factor that is a function of the assimilation time; initially, the model covariance matrix is set to an arbitrary diagonal value and then anneals toward zero exponentially as the assimilation proceeds. For simulating model errors in the ensemble Kalman filter, we follow the method suggested by Evensen (2003) . An ensemble of 1000 members was used in the EnKF as in Evensen's experiment (Evensen 1997) .
Figures 1a-d show the state estimate using the EKF, EnKF, SP-UKF, and SP-CDKF, respectively. As can be seen, all four methods can generate the model states similar to true values, indicating good capability of these methods in estimating model states if the size of initial perturbation and observed noise are appropriate as given here. Figures 1a and 1b were also obtained by Miller et al. (1994) and Evensen (1997) . It should be noted that the EKF and the EnKF can have good state estimates, but the former needs to construct TLM and the latter requires a large ensemble size of 1000. In contrast, the SP-UKF and the SP-CDKF only use 19 ''particular'' ensemble members (sigma points) here, showing their advantages over EKF and EnKF.
A comparison among the four methods is shown in Fig. 2 : the variation of the error square (ES) with time step. The ES is defined here as the square of the difference between estimated state and true model state scaled by N, where N is a scalar quantity:
From Fig. 2 , we can see that the SP-UKF and SP-CDKF assimilations have a smaller ES than EnKF at most times, although some assimilation steps have an opposite situation. These ''peak'' values of ES correspond to either overestimation or underestimation of model states, which are most probably related to random noise in the ''observations'' and to the chaotic nature of the Lorenz system. The state estimate is probably poor when a large noise is assimilated and when the state is a transition from one chaotic regime to the other (also see the discussions below).
The overall performance of each assimilation is measured by the root-mean-square error (RMSE) over all time steps, as shown in Table 1 . As shown, SP-UKF and SP-CDKF have slightly smaller RMSE than others. The most impressive point in the table is that SPKF methods use only 19 sigma points (or in general 19 conditional ensembles) to estimate the statistical moments of the nonlinear model accurately. This turns out to be an advantage for the data assimilation problems in lowdimensional systems, but in the case of atmospheric or ocean GCMs the 2L 1 1 integration is not computationally feasible. More details on SPKF implementation, its limitations, and methods to overcome the limitations are described in detail in section 5.
For the sake of completeness, we performed an EnKF assimilation experiment with 19 ensembles compared to 1000 ensembles. The result of this experiment is shown in Fig. 3a and the corresponding ES and RMSE are shown in Fig. 3b and Table 1 . These results show that errors of state estimate from the EnKF with 19 ensemble members are around 5-10 times as much as from SPKF. Thus, EnKF with only 19 members could not capture the mean and covariance of a highly nonlinear Lorenz model appropriately. On the other hand, with just 19 conditional ensembles (or sigma points), SPKF is able to capture the statistical moments of the highly nonlinear Lorenz model.
The assimilation experiments took place on a symmetric multiprocessor (SMP) machine with two AMD Optron 248 CPUs (Advanced Micro Devices 2007) with a clock speed of 2.2 GHz, running on Linux. MATLAB 7.3.0.298 (R2006) software (available online from Mathworks, Inc., at http://www.mathworks.com/ products/matlab/index.html) was used to implement the model and data assimilation algorithm. Table 1 also compares the computation time required by each assimilation algorithm discussed above. To compare the computational efficiency, we use the same programming framework for implementing all the data assimilation methods discussed above. The computational cost is the least for EKF, followed by two SPKF methods. The EnKF that requires 1000 members for a good 5 The model is considered to have a relatively large error at the initial time so the assimilation weighs more observation information. As such, the model prediction would not drift from the true value too much. 6 We choose N to be 4000, which is the total time step.
estimate (see Fig. 1b ) is the most expensive, around 50-80 times as much as SPKF. The second set of experiments was carried out with a more realistic situation by increasing the observations' noise level tenfold: the observations and initial conditions are generated by adding normally distributed noise N(0, ffiffiffiffiffi 20 p Þ: The assimilation results are shown in 
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the SPKF assimilation schemes can give better estimation results even if the system is subjected to higher noise. Also, our numerical experiments showed that an EnKF assimilation with 1000 ensembles can give results (not shown here) as accurate as SPKF assimilation.
In the third set of experiments, we increased the observation noise level as well as the interval between consecutive observations; the interval between observations was increased from 25 to 40 and the observations and initial conditions were generated by adding normally distributed noise N(0, ffiffiffiffiffi 20 p Þ: The assimilation results and corresponding ES are shown in Figs. 6 and 7 respectively. Figure 7 shows some divergence in some time steps of the assimilation track among the four methods. For example, the errors (ES) vary almost steadily in SP-UKF whereas SP-CDKF has a relatively significant variation of ES with time steps. Compared with SPKF, the variation of ES is more striking in EKF and EnKF. The significant variation of ES might be related to the chaotic nature of the Lorenz system and the capability of individual algorithm in capturing the observation information. The chaotic Lorenz attractor is known to have a butterfly shape with two wings. For a good estimate of the transition state from one wing to the other, the assimilation should be able to characterize the information of both wings of the Lorenz attractor. Obviously this depends on two issues: the observation itself and the assimilation algorithm. If the observation is more frequently assimilated (i.e., the interval between observations is small), sufficient data allow the coverage of more information of both chaotic regimes in assimilation. This is the reason why there are many more abnormal'' values of ES in Fig. 7 than in Fig. 2 , in which the observations are more frequent. On the other hand, if one assimilation algorithm has a better capacity to mix observation and model information to characterize transitions, it would have better estimates for transition states. In many cases, it highly depends on the model and observation error covariances. When the observation error covariance is usually predescribed, the model error covariance is updated at each assimilation step in the family of Kalman filters, depending on the algorithm. Thus, Fig. 7 suggests that SPKF is probably better than EKF and EnKF in the assimilation of some transition states using noisy observations. Again, we repeated the EnKF assimilation (for case 3) with 1000 ensembles and the result is shown in Fig. 8 . The result is not as good as SPKF assimilation and seems noisier. This is probably because the observation 
b. Parameter estimation
Estimating uncertain dynamical model parameters is one of the important tasks in data assimilation, where the measurement function is usually nonlinear. The requirement of the tangent linear measurement operator H in the optimal gain term given by Eq. (10) makes the EKF and EnKF assimilation schemes inaccurate and inappropriate for the parameter estimation in nonlinear dynamical systems. It has been shown that the EnKF data assimilation gave poor results in estimating the dynamical parameter of the Lorenz model (Kivman 2003) . The SPKF methods should be better alternatives 
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for parameter estimation because they do not need to linearize the nonlinear measurement function. The experimental setup is identical to that of the first case of the state estimation problem discussed in the above subsection. To simulate a more realistic situation, the initial guesses of the parameters are generated by adding normal distributed noise of covariance 100 to the true parameters. In the first case, we assume that only one parameter (say b) is uncertain. Thus, our task is to estimate the correct value of b from infrequent observations contaminated by noise. Figure 9 shows the SPKF parameter estimation results. Figures 9a and 9b show the parameter estimation using SP-UKF and SP-CDKF, respectively. From these figures it is clear that SPKF assimilation methods can retrieve dynamical parameters well from noisy observations. In the above experiment, even though the initial parameter was far from the true value (the standard deviation is 10), the SPKF method is still able to estimate the parameter accurately. In general, our experiments suggest a faster convergence for SP-CDKF algorithm. This might be due to the algorithm tuning problem, because SP-CDKF uses only one control parameter (d) compared to three (l, a, and k, ) in SP-UKF.
In the second case we assume that two dynamical parameters (say r and b) are uncertain. This situation is more difficult than the first case because inaccuracy in FIG. 6 . Case 3-Assimilation solutions for the Lorenz model with fewer observations and a tenfold increase in the observation noise levels (symbols as in Fig. 1 ). Here the EnKF simulation is performed with 19 ensembles. 274 the estimation of one parameter can result in inaccurate estimation of the other. Initial parameters were generated using the same method as in the previous case: adding normal distributed noise of covariance 100 to the true parameters. Figures 10a and 10b show the results of the simultaneous estimation of r and b using SP-UKF and SP-CDKF, respectively. In the case of single parameter estimation, SPKF assimilation is able to approximate the true parameter much faster compared to the two-parameter case. This suggests that more frequent observations might be needed to accurately estimate both parameters. In this situation our task is to estimate the model states and parameters simultaneously from a set of noisy observations. In this experiment we used SPKF data assimilation schemes for the joint estimation of parameters and states simultaneously. The experimental setup is identical to that of the state estimation discussed in the above section where the interval between noisy observations is set to 25 and the noise covariance is 2. In the joint estimation approach the model states and parameters evolve in time simultaneously; model states are estimated at each assimilation step using the estimated parameters, which are estimated from the prior states. In this simulation we estimated the model state x and dynamical parameter s simultaneously. Figures 11 and  12 show the joint estimation results and the corresponding error square for SP-UKF assimilation, respectively; Figs. 13 and 14 do the same for SP-CDKF data assimilation. Simultaneously estimating both state and parameter values increases the nonlinearity of the assimilation problem, thereby increasing the assimilation time needed to retrieve them. From Figs. 12 and 14, we can see that the ES of the parameter estimate decreases with time. One interesting feature in Figs. 11-14 is that when the estimated parameters are far away the true values, the model states still have good estimation. This is because the initial model errors for the states are much higher than those for the parameter; thus, the analysis weights the observations much more than the model simulation associated with inaccurate parameters. When the estimated parameter gradually approaches the true value, the ES of model state estimate seems not to decrease significantly. This is because as the model error decreases with assimilation time (i.e., as the model becomes more and more accurate), the model state becomes more sensitive to slight changes in the estimated parameter.
In summary, all the above experiments-including state, parameter, and joint estimation with different observation frequencies and noise levels-show that sigma-point Kalman filters are efficient and good assimilation algorithms for a highly nonlinear Lorenz system. If the observation density is high and noise level is small, all the data assimilation methods discussed above would estimate the model state accurately, but at the cost of additional computational expense and the requirement of TLM for EnKF and EKF. But even if the noise level is high and the observations are less frequent, SPKF can estimate the model states and parameters with good accuracy, without the requirements of TLM and costly computation.
SPKF data assimilation in higher-dimensional systems
In the preceding sections, we have demonstrated the power and merits of SPKF, as well as its advantages over EKF and EnKF, by the low-dimensional Lorenz model. One of the crucial issues in evaluating a data assimilation algorithm is its computational expense when applied to realistic models that have a large dimensionality. In this section we will further explore the SPKF using higher-dimensional Lorenz models.
For an L-dimensional system, the number of sigma points required to estimate the true mean and covariance is 2L 1 1. As described in the previous sections, this procedure works well for low-dimensional models like the Lorenz 1963 model, but 2L 1 1 sigma-point integration is computationally unfeasible if the dimension system is of the order of tens of millions, as in global GCMs. Julier (Julier and Uhlmann 2002; Julier 2003; Julier and Uhlmann 2004) has shown that by us- 
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sigma points from the original sigma-point space, which can approximate the error statistics of the model. In the following subsections we will examine this possibility.
a. A subspace approach with sigma points: Design and implementation
It has been shown that the number of degrees of freedom necessary to describe most large-scale geophysical systems is finite, and their dominant variability can be described by a limited number of modes or functions (Teman 1991; Lermusiaux and Robinson 1999; Lermusiaux 1997) . These functions evolve in time and space in accordance with the system. The techniques commonly used for deriving such functions include dynamical normal modes, dynamical singular vectors and values, empirical orthogonal functions (EOFs ; Lorenz 1965; Davis 1977; Weare and Nasstrom 1982; Wallace et al. 1992; von Storch and Frankignoul 1997) , principal interaction and oscillation patterns (PIPs and POPs, respectively; Hasselmann 1988; von Storch et al. 1995; Penland 1989; Schnur et al. 1993) , and radial functions and wavelets (Meyers et al. 1993; Gamage and Blumen 1993) . Lermusiaux (Lermusiaux and Robinson 1999; Lermusiaux 1997) proposed a method to reduce error space, called error subspace statistical estimation (ESSE). In the ESSE approach, a reduced rank approximation P p k to the error covariance P k should be defined by minimizing the norm of the difference between P k and P p k ; i.e.,
According to the minimum criterion (58), the error subspace is characterized by the singular vectors and values of P k . We follow an idea similar to ESSE to form a sigmapoint subspace that approximates the mean and error covariance of system. In our approach, it is assumed that when the estimate of a system's full errors requires all sigma points, its dominant errors can be estimated using the most important sigma points. Theoretically these most important sigma points should be chosen based on (58). However, this will introduce huge complexity and be difficult to implement. For simplicity, as a good start toward a complete solution to the problem, we have used principal component analysis (PCA) to identify the most important sigma points that influence the evolution of error covariance. The main idea behind using PCA is to represent the multidimensional sigma-point space by a fewer number of sigma points while still retaining the main features of the original sigma-point space; that is, sigma points in the principal component space are used to calculate the error propagation. The selection of sigma points is based on the proportion of variances. Specifically, instead of using the full sigma-point space, we use some leading principal components, thereby reducing the number of sigma points required to approximate forecast error covariance. In the following subsections, we will see the po- 
b. Experiments with the Lorenz 1995 model
The Lorenz 1995 (Lorenz 2006 ) model is a onedimensional atmospheric model introduced by E. Lorenz in 1995 to explain the dynamics of weather at a fixed latitude. It has error growth characteristics similar to those of full NWP models. The model contains K variables X 1 , . . . , X k , which may be thought of as atmospheric variables in K sectors of a latitude circle, governed by
where the constant F, called the forcing term, is independent of k. By using the cyclic boundary conditions, the definition of X k is extended to all values of k; that is, X k2K and X k1K equal X k . It is assumed that a unit time Dt 5 1 is associated with 5 days. The experimental setup is similar to that of Lorenz (Lorenz 2006) , where K 5 36 and the magnitude of the forcing is set to 8, for which the system is chaotic. The system is integrated using the fourth-order RungeKutta method, with a time step of Dt 5 0.05 (i.e., 6 h). The experiments were carried out with random initial conditions, and the observations were generated by adding normally distributed noise N 0; ffiffi ffi 2 p À Á to the true states. Also, the interval of observation is set to 10; i.e., the observed states are assimilated to the nonlinear model at every 10 time steps. A more detailed discussion of the model and its characteristics can be found in Lorenz (2006 Lorenz ( , 2005 and Lorenz and Emmanuel (1998) .
c. Performance and evaluation
For all the cases to be discussed, we assume that the model and observation errors are uncorrelated in both space and time. In the first case we use ''full'' sigmapoint space for the calculation of error covariance. Thus we have a total of 217 sigma points, hence 217 ensemble members. Figure 15a shows the state estimate using the SP-UKF. As can be seen, SP-UKF can estimate the model states similar to true values, indicating good capability of the original SPKF methods in estimating model states.
In the second case we use the reduced sigma-point subspace to calculate the error covariance. In this case we select 40 sigma points, which account for more than 90% of the total variance. The result of this experiment is shown in Fig. 15b . As can be seen, the model states can be fairly well estimated by the reduced SPKF, although its estimate accuracy is not as good as the original SPKF. This suggests a possible solution to applying SPKF for high-dimensional systems. For the sake of completeness, we performed an EnKF assimilation experiment with 40 ensembles. The ensemble is generated using the same approach as the previous experiment with the Lorenz 1963 model, in which we used 19 ensembles (Fig. 3a) . The result of this experiment is shown in Fig. 15c. Comparing Figs. 15b and 15c reveals that the reduced SPKF is better than the EnKF for the state estimate, especially for the magnitude estimate. It is apparent that the EnKF underestimates the magnitude of model states during the transition phase period.
We also performed the SPKF assimilation experiment for the 960-variable Lorenz '95 model. The experimental setup is identical to that in the previous cases except that K 5 960. Two cases are studied with the model. In the first case we use all sigma points (a total of 5761 sigma points), and in the second case we use 200 important sigma points for the calculation of error covariances. The results of these experiments are shown in Fig. 16 . For comparison, we also performed an EnKF assimilation experiment with 200 ensembles, and the result of this experiment is shown in Fig. 16c . Apparently the reduced SPKF leads to a better estimate than the EnKF in both phase and magnitude simulation. As can be seen in the EnKF, the estimated state is often out of the phase of ''true'' trajectory, which is absent in the reduced SPKF. The correlation between the estimated trajectory and true trajectory is 0.59 for the reduced SPKF and 0.10 for the EnKF.
A great deal of additional research is needed for better design and implementation of these techniques applied to atmosphere or ocean GCMs for state, parameter, and joint estimation problems. However, the above experimental results are promising, and a variety of possible extensions to these techniques could be developed to deal with more complicated situations.
Discussion and conclusions
The EKF and EnKF, two important Kalman-type filters, have been widely applied for atmospheric and oceanic data assimilation because of their efficient and simple algorithms. The major weaknesses of the EKF and EnKF are that the former needs to calculate the tangent linear model or Jacobian for linearization of nonlinear forecast models and that the EnKF performance is greatly dependent on ensemble size, which is often an intractable burden for computation. The EKF and EnKF cannot deal with the systems directly if observed data are a nonlinear transformation of states.
In this study we introduced and presented two recently proposed derivativeless sigma-point Kalman filters. The SPKF is a technique for implementing a de-rivativeless optimal estimation using a novel deterministic sampling approach that ensures a small size of samples to accurately estimate forecast error statistics. It is unlike EnKF, in which a random sampling strategy is used. The technique employed in SPKF is that it reinterprets the standard Kalman gain and covariance update equation in such a way that it does not need linearization of the nonlinear prediction model and nonlinear measurement operator, and it can capture the statistical moments of the nonlinear model accurately using deterministic sampling technique. Thus, in SPKF the forecast error covariance equation is computed using deterministically chosen samples, called sigma points. In a broad sense, the SPKF algorithm can be considered as a particular case of the ensemble Kalman filter with a specific sample selection scheme. In other words, the forecast sigma points in SPKF algorithms are actually specific ensembles conditioned on the specific selection schemes, which can represent the error statistics accurately. Also, the ensemble forecast step in SPKF can be parallelized by running each ensemble member on a separate processor of a parallel computer (or cluster), resulting in huge computational savings. Using the highly nonlinear low-dimensional Lorenz 1963 model and a higher-dimensional Lorenz '1995 model, we investigated the capability and performance of SPKF over standard KF-based data assimilation methods for three different classes of problems, namely state estimation, parameter estimation, and joint estimation. The results demonstrated that the SPKF has better estimate accuracy than EKF and EnKF for all experiments. SPKF experiments with a higher-dimensional model suggest that it is possible to reduce the number of sigma points, thereby reducing the computation time, by using a reduced sigma-point space approach. The results in this study are encouraging and suggest that the SPKF could become an effective method to assimilate observations into realistic models such as atmospheric or oceanic GCMs. The SPKF also has the advantage that it does not need tangent linear or Jacobian operators of the original models.
The SP-UKF and SP-CDKF data assimilation involves the calculation of the matrix square root of the state covariance matrix, which is a computationally intensive process. It has been shown that square root formulation of SP-UKF and SP-CDKF is numerically efficient and stable and has equal estimation accuracy 282 when compared to original SP-UKF and SP-CDKF (van der Merwe and Wan 2001a,b) . Because the state space dimension of the model that we used in this study is relatively small, it is practically irrelevant to compare the numerical stability of the square root formulation with original SP-UKF and SP-CDKF implementation. Therefore, this issue is left for future study in GCMs.
In this study, we explored the SPKF using highly simplified nonlinear models. One might be concerned by the performance and efficiency of SPKF when a realistic GCM is used. Additional research is needed for better implementation of these techniques applied to data assimilation problems in atmospheric or ocean GCMs. Nonetheless, the present study represents a step in pursuing advanced data assimilation algorithms by using a simple nonlinear model, which shares some common features with complicated atmospheric and oceanic models. Future work will also study the parallelization of SPKF data assimilation in GCMs similar to EnKF parallelization because the propagation of each sigma point through the nonlinear model is independent. We are currently working on an implementation of the SPKF for a realistic ocean GCM that will investigate the estimation accuracy, numerical stability, and consistency, as well as the computational difficulties. These studies will be described in future work.
