Abstract: Hydrologic modeling is usually applied to two scenarios: continuous and event-based modeling, between which hydrologists often neglect the significant differences in model application. In this study, a comparison-based procedure concerning parameter estimation and uncertainty analysis is presented based on the Hydrological Simulation Program-Fortran (HSPF) model. Calibrated parameters related to base flow and moisture distribution showed marked differences between the continuous and event-based modeling. Results of the regionalized sensitivity analysis identified event-dependent parameters and showed that gravity drainage and storage outflow were the primary runoff generation processes for both scenarios. The overall performance of the event-based simulation was better than that of the daily simulation for streamflow based on the generalized likelihood uncertainty estimation (GLUE). The GLUE analysis also indicated that the performance of the continuous model was limited by several extreme events and low flows. In the event-based scenario, the HSPF model performances decreased as the precipitation became intense in the event-based modeling. The structure error of the HSFP model was recognized at the initial phase of the rainfall-event period. This study presents a valuable opportunity to understand dominant controls in different hydrologic scenario and guide the application of the HSPF model.
Introduction
Hydrologic models have become a vital tool in dealing with many practical and challenging issues that arise in watershed management. Hydrologists usually apply hydrologic models to two scenarios: continuous modeling and event-based modeling [1] [2] [3] [4] [5] [6] [7] . Generally, event-based modeling considers an individual rainfall-runoff event in isolation, as opposed to continuous modeling, which simulates streamflow over a longer period [5] . Limited by data availability, precipitation and streamflow data are rarely collected at hourly or even finer scales for a long period. Therefore, and predictive uncertainty related to the HSPF model vary between different scenarios and different event types has not been fully achieved. To this end, this study consists of: (1) applying the HPSF model for parameter estimation in both continuous modeling and event-based modeling; (2) comparing parameter sensitivity between the two scenarios; and (3) comparing the quantified predictive uncertainty in the aggregated full time period and different rainfall-runoff events.
Materials and Methods

Study Site and Data Collection
The case study focuses on the Zhangjiachong catchment. It is in the upstream of the Three Gorges Reservoir (TGR) area, China. Figure 1 shows its location and spatial features. The total catchment area is approximately 162 ha. It is a typical small catchment in the TGR area because of its location, topography, climate, land use, and agricultural management. It is a sub-catchment of the Moping River catchment, which is a tributary to the Yangtze River. This catchment has hilly areas in the middle and upper part. The soil in the Zhangjiachong catchment is named as the yellow-brown type based on the China Soil Scientific Database. It is derived from granite or sandstone and is categorized as Alfisol in the soil taxonomy system of China. The yellow-brown soils are moderately leached, with a large soil bulk density and low porosity and permeability [37] . The land use is agriculture-dominated with local crops such as rape, corn, chestnut, and tea. Forest land occupies 42.9% of the total area. Only 2.1% is used as urban land. The mean annual air temperature and the annual precipitation are 18 • C and 1439 mm, respectively. The Zhangjiachong catchment is susceptible to severe soil erosion. As reported by the local water and soil conservation bureau, the soil erosion area caused by storm events had reached to 60% of the total area in 2001. The fertilizer amount is relatively high, especially on the tea lands, which accelerates plenty of nutrient losses into receiving waters. and predictive uncertainty related to the HSPF model vary between different scenarios and different event types has not been fully achieved. To this end, this study consists of: (1) applying the HPSF model for parameter estimation in both continuous modeling and event-based modeling; (2) comparing parameter sensitivity between the two scenarios; and (3) comparing the quantified predictive uncertainty in the aggregated full time period and different rainfall-runoff events.
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Study Site and Data Collection
The case study focuses on the Zhangjiachong catchment. It is in the upstream of the Three Gorges Reservoir (TGR) area, China. Figure 1 shows its location and spatial features. The total catchment area is approximately 162 ha. It is a typical small catchment in the TGR area because of its location, topography, climate, land use, and agricultural management. It is a sub-catchment of the Moping River catchment, which is a tributary to the Yangtze River. This catchment has hilly areas in the middle and upper part. The soil in the Zhangjiachong catchment is named as the yellow-brown type based on the China Soil Scientific Database. It is derived from granite or sandstone and is categorized as Alfisol in the soil taxonomy system of China. The yellow-brown soils are moderately leached, with a large soil bulk density and low porosity and permeability [37] . The land use is agriculturedominated with local crops such as rape, corn, chestnut, and tea. Forest land occupies 42.9% of the total area. Only 2.1% is used as urban land. The mean annual air temperature and the annual precipitation are 18 °C and 1439 mm, respectively. The Zhangjiachong catchment is susceptible to severe soil erosion. As reported by the local water and soil conservation bureau, the soil erosion area caused by storm events had reached to 60% of the total area in 2001. The fertilizer amount is relatively high, especially on the tea lands, which accelerates plenty of nutrient losses into receiving waters. Climate and underlying surface data are used to drive a HSPF running. Observed streamflows is required for calibration and validation. Data collection was conducted during January 1, 2010- Climate and underlying surface data are used to drive a HSPF running. Observed streamflows is required for calibration and validation. Data collection was conducted during 1 January 2010-31 December 2014. The contour map, soil map, and land use map were obtained from the local water and soil conservation bureau. Technical staff in the bureau developed the contour map at the scale of 1:10,000 on the basis of on-the-spot surveying and mapping. The land use map and soil map were plotted based on the contour map and field investigation. The digital elevation model (DEM) map with a grid size of 3 m × 3 m was generated from a conversion of the contour map. There is a rectangle shape-crested weir at the catchment outlet. A water level sensor continuously measured the water level at the outlet, and a data logger automatically recorded measurements every 15 min. A continuous time series of the climate data to drive the HSPF model was recorded by a weather station (MinMet auto weather station produced by Skye Instruments Ltd., Llandrindod Wells, UK) located at the gauging station near the catchment outlet.
The event separation method used in this study is based on previous research [38] [39] [40] . Two rainfall-runoff events were separated into two independent events if there was a continuous dry period of at least six hours. In this study, precipitation amount was used to classify rainfall-runoff events to be different types in previous research. This solution is computationally simple and straightforward but intended to facilitate streamflow forecasting and risk management [38, [41] [42] [43] [44] . The specific criterion is presented in Table 1 . It should be mentioned that based on the monitoring experiences, the increased water level at the catchment outlet by light events was rarely more than 2 cm, which suggests that runoff generation was quite limited. Therefore, rainfall-runoff events of a light type (i.e., the accumulated rainfall amount was between 0.1 mm to 9.9 mm in 24 h or between 0.1 mm to 4.9 mm in 12 h) were excluded in this study. Torrential events did not occur so this type was also not considered. The other four event types, including medium, heavy, very heavy, and extremely heavy, were analyzed in this catchment. Their occurrence among different months are shown in Figure 2 . Rainfall-runoff events in the Zhangjiachong catchment mainly occurred during April to October. The largest number of events were during July. The medium, heavy, and very heavy events happen most frequently in April, July, and June, respectively. Compared to other types of events, the number of extremely heavy events were rather small and they only took place in August and September. According to the analysis of the event characteristics, 12 rainfall events (Table 2) were selected for the subsequent event-based modeling. The rainfall amount varied between 18.2 mm and 104.7 mm, covering event types from medium to extremely heavy. The event duration ranged from 2 h to 20 h. Short intense events were represented by 3-h duration with a maximum intensity of 40.5 mm/h, and long-lasting but very light events were represented by 20 h duration with a maximum intensity of only 4.4 mm/h. Among the 12 selected events, numbers 1 to 6 were chosen for calibration, and the rest was used for validation. 
Description of the HSPF Model
The HSPF model is flexible enough to operate at time steps from 1 min to 1 h and to present output results daily and hourly. Importantly, both long-term (daily) hydrographs and event-based (hourly) hydrographs can be obtained. It divides a watershed into three modules: pervious land segment (PERLND), impervious land segment (IMPERLND), and reach segment (RCHRES). Fluxes and storages represent the movement and state of moistures. An outflow from a storage is typically calculated based on the current storage amount and the conceptual coefficients. Soil storages control the soil moisture rate and gravity drainage by infiltration and percolation. Evapotranspiration (ET) withdraws moistures from different storages. Part of the infiltration was directly drained into deep aquifers. Surface flow, interflow, and base flow contribute to the receiving water. A flow chart of water movement and storages represented in the PERLND module is presented in Figure 3 . Key parameters for hydrologic modelling in the PERLND module were listed in Table 3 . CEPSC controls the canopy interception; LZSN is the lower zone nominal storage; INFILT is the soil infiltration rate, while INTFW is the interflow coefficient. LZSN, INFILT, and INTFW are critical to determine gravity drainage of the moisture. UZSN is the upper zone nominal storage that controls the inflow to the upper zone and percolation amount. IRC is the recession coefficient of interflow, AGWRC and KVARY are two groundwater parameters used to calculate the amount of base flow, and DEEPFR is the fraction of the groundwater that enters the deep acquirer. BASETP, AGWETP, and LZETP are the three key parameters determining evapotranspiration. The RCHRES module assumes a water body as a single reach of an open or closed channel, or a completely mixed lake. The hydraulic processes of unidirectional flow will be simulated using this module. The geometric and hydraulic properties of a specific reach are summarized in a function table that facilitates in calculating flow routing [24] . Two essential files are required to run the HSPF model, that is the user control input (UCI) file and the watershed data management (WDM) file. The UCI file configures the parameter settings and module setup. The WDM file stores the time series of climate forcing and simulation results. 
The HSPF model is flexible enough to operate at time steps from 1 min to 1 h and to present output results daily and hourly. Importantly, both long-term (daily) hydrographs and event-based (hourly) hydrographs can be obtained. It divides a watershed into three modules: pervious land segment (PERLND), impervious land segment (IMPERLND), and reach segment (RCHRES). Fluxes and storages represent the movement and state of moistures. An outflow from a storage is typically calculated based on the current storage amount and the conceptual coefficients. Soil storages control the soil moisture rate and gravity drainage by infiltration and percolation. Evapotranspiration (ET) withdraws moistures from different storages. Part of the infiltration was directly drained into deep aquifers. Surface flow, interflow, and base flow contribute to the receiving water. A flow chart of water movement and storages represented in the PERLND module is presented in Figure 3 . Key parameters for hydrologic modelling in the PERLND module were listed in Table 3 . CEPSC controls the canopy interception; LZSN is the lower zone nominal storage; INFILT is the soil infiltration rate, while INTFW is the interflow coefficient. LZSN, INFILT, and INTFW are critical to determine gravity drainage of the moisture. UZSN is the upper zone nominal storage that controls the inflow to the upper zone and percolation amount. IRC is the recession coefficient of interflow, AGWRC and KVARY are two groundwater parameters used to calculate the amount of base flow, and DEEPFR is the fraction of the groundwater that enters the deep acquirer. BASETP, AGWETP, and LZETP are the three key parameters determining evapotranspiration. The RCHRES module assumes a water body as a single reach of an open or closed channel, or a completely mixed lake. The hydraulic processes of Water 2019, 11, 171 6 of 21 unidirectional flow will be simulated using this module. The geometric and hydraulic properties of a specific reach are summarized in a function table that facilitates in calculating flow routing [24] . Two essential files are required to run the HSPF model, that is the user control input (UCI) file and the watershed data management (WDM) file. The UCI file configures the parameter settings and module setup. The WDM file stores the time series of climate forcing and simulation results. 
Multi-Objective Calibration
The non-dominated sorting genetic algorithm II (NSGA-II) was employed for the multi-objective calibration. The calibrated hydrologic parameters are showed in Table 3 with their descriptions. The NSGA-II is an efficient genetic algorithm (GA) that has been widely used in many disciplines with 
The non-dominated sorting genetic algorithm II (NSGA-II) was employed for the multi-objective calibration. The calibrated hydrologic parameters are showed in Table 3 with their descriptions. The NSGA-II is an efficient genetic algorithm (GA) that has been widely used in many disciplines with high performance [45] . It incorporates the non-dominated sorting and ranking selection with the crowded comparison operator into traditional GA. The Pareto front presents a trade-off surface consisting of a set of optimal solutions. This characteristic complies to the nature of multi-objective calibration. Figure 4 illustrates the procedure of the HSPF/NSGA-II calibration. TSPROC.exe processed the output time series of binary format into model.out file in text format, which facilitated the calculation of objective functions. The maximum generation number and initial population number were set as 2200 and 600, respectively, for the continuous modeling, and as 1200 and 600, respectively, for the event-based modeling. consisting of a set of optimal solutions. This characteristic complies to the nature of multi-objective calibration. Figure 4 illustrates the procedure of the HSPF/NSGA-II calibration. TSPROC.exe processed the output time series of binary format into model.out file in text format, which facilitated the calculation of objective functions. The maximum generation number and initial population number were set as 2200 and 600, respectively, for the continuous modeling, and as 1200 and 600, respectively, for the event-based modeling. The calibration period used for the continuous modeling was between January 1, 2011, and December 31, 2012, while validation was performed between January 1, 2013 and December 31, 2014. The spin up period for the continuous modeling was one-year (January 1, 2010-December 31, 2010) to stabilize the model from initial states to equilibrium. Three objective functions: squared error of daily flow (SEDF), squared error of different exceedance flow (SEEF), and squared error of volume in selected events (SEV), were calculated according to Equations (1)- (3) . The selection of flow exceedances is an important part to calibrate the flow duration curves [1, 46] . This study chose 10%, 50%, and 90% as the evaluation points, which referred to the methods used in Kim et al. [47] and Lumb and Kittle [48] . (1)- (3) . The selection of flow exceedances is an important part to calibrate the flow duration curves [1, 46] . This study chose 10%, 50%, and 90% as the evaluation points, which referred to the methods used in Kim et al. [47] and Lumb and Kittle [48] .
where Q is the daily flow; V is the volume of selected rainfall-runoff events; N is the number of daily time steps; sim represents simulated; obs represents observed; i is the time step index; N_event represents the number of selected events; and N 10% , N 50% , and N 90% represent the fractions of time that streamflow equals or exceeds specific flow rates.
As for the event-based modeling, multiple events were calibrated concurrently. The spin up period for each rainfall-runoff event was one month before the calibration. The three objective functions for multi-event calibration were averaged squared error of hourly flow rate (ASEHF), averaged squared error of volume (ASEV), and averaged squared error of peak flow (ASEPF), which were calculated as follows:
where Q s i is the hourly flow in the ith event, T n is the number of hourly time steps in event n, i is the time step index, n is the total number of calibrated events, V is the flow volume of an event, and P is the peak flow rate of an event. For each equation, the performance of a model simulation was assumed to be better when the objective function was closer to zero. The statistical criteria for evaluating model performances in this study are HSPEXP method [48] , Nash-Sutcliffe efficiency (NSE) [49] , root mean squared error (RMSE), and coefficient of determination (R 2 ), which are detailed in the Appendix A. For a better comparison of the parameter estimation between the two scenarios, the best overall performance (BOP) solution and optimized parameter range were both used. The BOP solution was selected by calculating and comparing the Euclidean distances between coordinate origin and Pareto solutions [50] . The optimized range for each parameter was determined as an NSE value more than 0.5.
Sensitivity and Uncertainty Analysis
All the hydrologic parameters in the calibration were investigated in terms of their sensitivity and uncertainty. Uniform distribution was selected for each parameter because there was no prior information regarding parameter distribution in this area. The prior parameter ranges are listed in Table 3 . The sensitivity and uncertainty analysis were both based on 50,000 rounds of Monte Carlo (MC) simulations using the Latin hypercube sampling method.
Regional Sensitivity Analysis
The objectives for this section are to identify the dominant hydrologic parameters in the HSPF model and compare the controlling factors that lead to streamflow variability under the two different scenarios. Global sensitivity analysis (GSA) is usually recommended for non-linear and complex models because it considers the simultaneous variation of each parameter through the whole ranges [51] . Regionalized sensitivity analysis (RSA) was employed here to discern the controlling parameters and associated sub-processes that contribute most to the variability in streamflow. RSA was originally proposed by Spear and Hornberger [52] . Its implementation is based on Monte Carlo sampling on a whole distribution of parameter sets and is thus categorized as a GSA method. Typical steps needed to apply the RSA to hydrologic modeling can be summarized as follows: (1) define the distribution form of each selected parameter, (2) run models based on parameter groups derived from the MC samplings and evaluate each simulation using a goodness criterion, (3) classify the results into behavioral and non-behavioral groups according to a given threshold of the criterion, and (4) plot the relative cumulative probability distribution of the parameter in each group. An improved RSA was also proposed in which all parameter sets were ranked in terms of model performances and divided into 10 groups of equal size [53] . This method increases the information gained by the analysis. A sensitive parameter produces curves of different forms and separations, whereas the opposite indicates an insensitive parameter. This improved RSA method is used for the sensitivity analysis of the continuous and event-based scenarios. A MATLAB (version R2016a) toolbox called SAFE [54] was used to perform the RSA method in this study.
Generalized Likelihood Uncertainty Estimation
The generalized likelihood uncertainty estimation (GLUE) method was proposed by Beven and Binley [55] . Optimal value calibration is the classical calibration method. On the contrary, GLUE focuses on equifinality, that is, multiple parameter sets can produce the same or very similar model results. Because GLUE is conceptually simple and easy to implement, it is commonly used in the field of streamflow modeling. The typical steps for implementing GLUE can be summarized as follows: (1) define the priori probability distribution and value range for each parameter, and define the likelihood measure that indicates the model performance of a particular parameter set; (2) perform MC simulations and calculate the likelihood measure for each parameter set; (3) classify the parameter groups as behavioral and non-behavioral groups based on a pre-defined threshold and assign a likelihood weight to each behavioral parameter set; and (4) develop the cumulative distribution function (CDF) using the behavioral models, and then construct confidence intervals. NSE was selected as the likelihood measure and the threshold was selected to be 0.5. Two indicators were used to evaluate the predictive uncertainty: (1) the p-factor, the percentage of observations bracketed by the 95% prediction uncertainty (95 PPU) bounds, and (2) the r-factor, the average thickness of the 95 PPU bounds divided by the standard deviation of the observations. A reliable prediction is indicated by a p-factor close to 100% and a r-factor close to 1 [56] .
Results and Discussion
Comparison of Parameter Calibration
Generally, both the continuous and event-based models performed well in calibration and validation in terms of goodness-of-fit metrics and the hydrographs comparison. Figure 5 shows the 600 parameter sets in the multi-objective Pareto front for the continuous modeling and event modeling. Events 1 to 6 were concurrently calibrated to search for the optimized solutions that minimize the three objectives for all types of rainfall-runoff events. Simulated daily flows with the BOP parameters in the Pareto sets are plotted against the observations in Figure 6 . Generally, the simulated daily flows agreed very well with the observed flows over the whole time period. Simulated hourly flows calculated using the BOP parameter values in the Pareto sets are plotted against the observations in Figure 7 for the 12 rainfall-runoff events. The calibration results of the continuous and event-based modeling were further compared using the HSPEXP method and the three commonly-used goodness-of-fit statistics (R 2 , NSE, and RMSE) in Tables 4 and 5 . The HSPF model showed good performances compared to literature regarding hydrological modelling using the HSPF model [57] [58] [59] .
The comparison of parameter estimation in the different scenarios is an important way to build reliable models. The optimized ranges for each parameter were normalized for comparison and are plotted in Figure 8 . The BOP values of the two conditions are also listed in Table 3 . The water balance for each component in the two scenarios are presented in Table 6 to support the data analysis.
The similarity between the two scenarios in terms of optimized ranges and BOP values was high for DEEPFR and IRC. DEEPFR is highly dependent on the watershed topography, thus its value may be constant during changes in the two scenarios. The BOP values of DEEPFR (0.056 and 0.057) were both very small, which can be corroborated by the percentage of deep aquifer in the water balance. The BOP values of IRC in the two scenarios were both calibrated to the pre-defined minimum bound, indicating very steep slopes of recession limbs of hydrographs. The precipitation in the Zhangjiachong catchment is characterized by large peaks and sudden decreases. Thus, the low value of IRC was possibly due to the sensitive and fast response to rainfall in this small catchment. The BOP values of LZSN, UZSN, and INFILT in the continuous modeling were higher than those in the event-based modeling. The continuous scenario consisted primarily of dry seasons when the base flow represented a large portion of the streamflow. Rainfall-runoff events were much more likely to result in overland flow and interflow, which can be seen in Table 6 . Thus, higher values of LZSN and UZSN in the continuous modeling led to more water being retained in the soil zones and being available for base flow. Lower values of INFILT in the event-based modeling led to more moistures in the upper zone and in interflow storage, therefore resulting in more overland flow and interflow. values of LZSN, UZSN, and INFILT in the continuous modeling were higher than those in the eventbased modeling. The continuous scenario consisted primarily of dry seasons when the base flow represented a large portion of the streamflow. Rainfall-runoff events were much more likely to result in overland flow and interflow, which can be seen in Table 6 . Thus, higher values of LZSN and UZSN in the continuous modeling led to more water being retained in the soil zones and being available for base flow. Lower values of INFILT in the event-based modeling led to more moistures in the upper zone and in interflow storage, therefore resulting in more overland flow and interflow. values of LZSN, UZSN, and INFILT in the continuous modeling were higher than those in the eventbased modeling. The continuous scenario consisted primarily of dry seasons when the base flow represented a large portion of the streamflow. Rainfall-runoff events were much more likely to result in overland flow and interflow, which can be seen in Table 6 . Thus, higher values of LZSN and UZSN in the continuous modeling led to more water being retained in the soil zones and being available for base flow. Lower values of INFILT in the event-based modeling led to more moistures in the upper zone and in interflow storage, therefore resulting in more overland flow and interflow. The INTFW value under the continuous scenario was calibrated to the lower boundary, which shared the same or similar value as in previous studies [10, [60] [61] [62] . However, in the event-based scenario, the BOP value of INTFW approached the upper boundary and the optimized ranges were beyond 40% of the normalized range. This was because even during the largest rainfall-runoff events, overland flow was small compared to interflow [63] . As an example, Table 6 shows that the interflow was more than twice the surface flow in forest lands during rainfall-runoff events, increasing INTFW results in the increase of interflow and decreasing direct overland flow. Two primary base flow- Comparison of the optimized parameter ranges between the continuous and event-based modeling. The INTFW value under the continuous scenario was calibrated to the lower boundary, which shared the same or similar value as in previous studies [10, [60] [61] [62] . However, in the event-based scenario, the BOP value of INTFW approached the upper boundary and the optimized ranges were beyond 40% of the normalized range. This was because even during the largest rainfall-runoff events, overland flow was small compared to interflow [63] . As an example, Table 6 shows that the interflow was more than twice the surface flow in forest lands during rainfall-runoff events, increasing INTFW results in the increase of interflow and decreasing direct overland flow. Two primary base flow-related parameters, AGWRC and KVARY, also showed obvious differences in the comparison. The calibrated values (either the BOP values or values in optimized ranges) of AGWRC and KVARY were both higher in the continuous scenario than in the event-based modeling. Importantly, base flow feeds streamflow during low-rainfall seasons, thus representing a major part in the continuous scenario [64, 65] . On the basis of the water balance calculation, base flow was much higher than the combination of surface flow and interflow in tea, agriculture, and urban lands of the pervious areas. Therefore, the values of AGWRC and KVARY were increased to supply more base flow in the continuous scenario. The above results of the parameter estimation show that calibrated parameter values apparently vary among the two scenarios. The study by Chu et al. [11] directly used the calibrated values of the event-based model for the continuous model, which caused the loss of simulation accuracy. In contrast, this study considered the parameter variation, which improved the model performances in the both scenarios. scenario [64, 65] . On the basis of the water balance calculation, base flow was much higher than the combination of surface flow and interflow in tea, agriculture, and urban lands of the pervious areas. Therefore, the values of AGWRC and KVARY were increased to supply more base flow in the continuous scenario. The above results of the parameter estimation show that calibrated parameter values apparently vary among the two scenarios. The study by Chu et al. [11] directly used the calibrated values of the event-based model for the continuous model, which caused the loss of simulation accuracy. In contrast, this study considered the parameter variation, which improved the model performances in the both scenarios. Figure 9 for the continuous modeling clearly indicates high sensitivity in eight parameters (i.e., INFILT, KVARY, AGWRC, DEEPFR, UZSN, INTFW, IRC, and LZETP) because the cumulative NSE values were apparently set apart from each other. The high sensitivity of INFILT, INTFW, and UZSN is in accordance with reported literature on the use of HSPF in continuous modeling [58, 66, 67] . Each of the three parameters had a critical influence on the gravity drainage in the upper zone areas, and therefore indirectly affects overland flow, interflow, and base flow. During dry periods, the dominant mechanism of runoff generation is outflow from storage zones, which is influenced by the discharge rate constants, i.e., IRC, KVARY, and AGWRC. IRC is a critical outflow coefficient that controls interflow, while KVARY and AGWRC The high sensitivity of INFILT, INTFW, and UZSN is in accordance with reported literature on the use of HSPF in continuous modeling [58, 66, 67] . Each of the three parameters had a critical influence on the gravity drainage in the upper zone areas, and therefore indirectly affects overland flow, interflow, and base flow. During dry periods, the dominant mechanism of runoff generation is outflow from storage zones, which is influenced by the discharge rate constants, i.e., IRC, KVARY, and AGWRC. IRC is a critical outflow coefficient that controls interflow, while KVARY and AGWRC are parameter indexes that are directly related to the outflow amount of base flow. Therefore, these factors largely control the response of the hydrological modeling in the continuous scenario. The water balance calculation results indicated that water losses should be kept as much as possible to sustain enough streamflow for the continuous scenario. ET from low zone storages (controlled by LZETP) and infiltration to deep aquifers (controlled by DEEPFR) are sensitive processes.
Comparison of Parameter Sensitivity
For the event-based modeling, Figure 9 shows that five specific parameters (i.e., LZSN, INFILT, AGWRC, UZSN, and INTFW) were more sensitive than the other parameters. Parameters associated with quick hydrologic responses include INFILT, UZSN, and INTFW, which influenced direct runoff via surface runoff and interflow. The three parameters controlled the water amount in the upper zone and interflow zone. LZSN was very sensitive during event periods because gravity drainage became active for moisture re-distribution, which depended on LZS/LZSN in every vertical process. The sensitivity of the two outflow index parameters (i.e., IRC and AGWRC) was lower than that in the continuous modeling. Since the influence of outflow exceeding the storage maximum became weaker during rainfall-runoff events, they both showed a medium level of sensitivity.
The comparison of parameter sensitivity demonstrated that gravity drainage and overflow from soil storage were two of the main runoff generation processes in the HSPF model. The most notable difference between the two scenarios was the sensitivity of LZSN. The lower zone inflow is the sum of infiltration, percolation, lower zone lateral inflow, and irrigation application. It flows into the lower zone storage (LZS) that is based on the lower zone storage ratio of LZS/LZSN. It is likely that the LZS was primarily affected by current storage alone rather than by the inflow in the continuous modeling. However, during rainfall-runoff events, LZSN became sensitive since the LZS was influenced by both the current storage amount and gravity drainage. Based on the comparison results, the lower zone parameters (LZSN) were unlikely to be highly sensitive at any time. The other obvious difference was the sensitivity of LZETP. The lower zone was the most important storage where ET was very likely to occur. ET from the lower zone was higher than that from the other storages, but its influence was represented by the LZETP parameter. In the continuous scenario, water was possibly kept in the lower zone. The variation of LZETP values will lead to obvious variation in the lower zone storage, and then remarkably affect streamflow. However, during rainfall-runoff events, the available moisture from precipitation becomes sufficient to match the observed streamflow. The amount of water loss via ET becomes trivial compared to gravity drainage and overflow exceeding the storage maximum. Thus, LZETP is inactive in the event-based modeling. This comparison results of parameter sensitivity indicated that the parameters LZSN and LZETP were identified as event-dependent parameters, which is a significant consequence of interest to hydrologists using the HSPF model. It must be kept in mind that parameters that are inherently event-dependent should be updated in model applications between the two scenarios.
Comparison of Uncertainty Quantification
This section highlights the comparison of predictive uncertainty stemming from parameters in the two scenarios. The 95 PPU bounds were calculated using the 2.5% and 97.5% quantiles of the cumulative density distribution of acceptable results. The 95 PPU bounds (seen in Figures 10 and 11 ) were used to determine the extent to which parameter uncertainty affects the model performance. The calculated p-factors and r-factors are presented in Table 7 . More observed data falling inside the 95 PPU bounds indicates higher p-factor values and better performances of the GLUE method. In the continuous modeling of daily flows, more than half of the observations fell outside the corresponding 95 PPU bounds. A similar result was obtained for the events characterized by heavy, very heavy, and extremely heavy conditions. The relatively low p-factors imply that the input or structure uncertainties may have dominated. Simulated data that falls outside bounds is a reflection of model structural error and possible inconsistencies in the data that is not being properly reflected in parameter sampling. However, the 95 PPU bounds of the monthly flow bracketed 70.83% of the observations, indicating a relatively high p-factor and that the parameter uncertainty contributed the most. The r-factor also showed a better simulation performance for the monthly flow with the HSPF model, which is in accordance with other studies [47, 48] . This difference between the daily and monthly simulation is attributed to the fact that the monthly flow is a lumped data series that is very likely to mask the unexpected daily results caused by the input and structural uncertainties. In Figure 10 for the daily simulation, some extremely high flows corresponding to large precipitation inputs were significantly underestimated (i.e., the observed daily flows were much higher than the 97.5% upper bound). This temporal variation presented an evidently clear relationship between precipitation input and predictive uncertainty. This could be explained by the fact that uncertainty is inherent in the rainfall input due to its spatial and temporal variability [68] . The Zhangjiachong catchment had only one weather station, which may not be sufficient to represent the precipitation spatial variability. Thus, the input uncertainty may very likely be propagated to the prediction results. While considering the catchment area is rather small, the input uncertainty from precipitation would be minor. During low-flow periods, many observed data were also underestimated, which can be seen in the monthly trends of the uncertainty bounds, especially in January, February, and March. Low flows most likely come from soil, channel storage release, or groundwater contributions, which are influenced by the soil, topography, and land use characteristics [69] . The HSPF model uses the exponential decay function to calculate base flow discharge. The research by Schultz et al. [70] used a power law storage-discharge function to replace the original equation. Improvements of model performances were achieved, which reflect the structural uncertainty rooted in the HSPF model. Figure 11 illustrates the simulated hourly flows at the 95% quantile against observations for each of the six calibrated events. The overall performance of the event-based simulation was better than that of the daily simulation according to p-factors and r-factors. The observed peak flows were all bracketed by the uncertainty bands, implying the robust ability of the HSPF model in simulating peak flows in rainfall-runoff events. The event-based model showed the best performance for the medium events (event 2) with p-factor and r-factor values of 68.75% and 0.52, respectively. Generally, the performance of GLUE estimation decreased as the precipitation became intense. It is worth noting that at the beginning of rainfall-runoff events, the uncertainty bounds were often too narrow to cover the observed values. Similar outcomes were found in Sun et al. [71] in a context of GLUE application on streamflow forecasting in an urbanized catchment. Vezzaro and Mikkelsen [72] conducted uncertainty assessment for simulating micropollutants in stormwater runoff. These deficiencies of the results revealed the structure error of the models on the event basis. In rising limbs of rainfall-runoff events, the precipitation amount is rather small. Parameters related to moisture distribution and runoff generation are supposed to be dominant but cannot be fully activated at the initial event stage. Besides that, the characteristics of the analyzed dataset may also contribute to the deficiencies. The initial flows are rather small in magnitude and proportion compared to the others, which may be treated as outliers in constraining uncertainty bounds by the GLUE method.
Conclusions
A comparison-based procedure highlights the importance of comparing event-based and continuous modeling of streamflow in terms of parameter estimation and uncertainty analysis. This was achieved by using the HSPF model on a small catchment to explore the changes of parameter values, parameter sensitivity, and predictive uncertainty across different hydrologic scenarios. In the continuous and event-based modeling, the complexity of the climatic forcing caused differences in the parameter estimation and predictive uncertainty. Calibrated parameters related to base flow (i.e., AGWRC and KVARY) and moisture distribution (e.g., INTFW) showed marked differences between the continuous and event-based scenarios. Gravity drainage and storage outflow were the primary runoff generation mechanisms for both scenarios. LZSN and LZETP were identified as event-dependent parameters. The overall performance of the event-based simulation was better than that of the daily simulation for streamflow based on the generalized likelihood uncertainty estimation (GLUE). The GLUE analysis also indicated that the performance of the continuous model was limited by several extreme events and low flows. In the event-based scenario, HSPF model performances decreased as the precipitation became intense in the event-based modeling. The structure error of the HSFP model was recognized at the initial phrase of the rainfall-event period. These findings enable an improved understanding of parameter behavior in the HSPF model application and the identification of dominant processes under different hydrological scenarios. Appendix A Table A1 . Performance variables and criteria of the HSPEXP method [48] .
Measure
Criteria (% Error)
Total runoff ±10% Highest 10% flows ±10% Lowest 50% flows ±15% Seasonal volume ±10% Storm peak ±15% Summer storm volume ±15%
