Abstract-Data association and registration is an important and actively researched topic in robotics. This paper deals with registration of two sets of line segments, which is especially useful in mapping applications. Our method is non-iterative, finding an optimal transformation in a single step, in a time proportional only to a number of the corresponding line segments. The procedure also provides diagnostic measures of reliability of the computation and of similarity of the data sets being registered. At this point, the method presumes known correspondences, which is limiting, but the discussion in the end reveals some possibilities to overcome this issue, which we are examining. Practical properties are demonstrated on a typical task of localization of a robot with a known map.
I. INTRODUCTION
In robotics, a perception system of a robot is essential for its operation in the environment. Basic behaviour, such as collision avoidance, can work without any higher interpretations of the sensed data, because the geometrical information needed is either directly measured (laser scanning) [1] or derived exclusively from the incoming data (stereo-vision) [2] . Complex behaviour of the robot, possibly leading to an artificial intelligence (AI), requires much more. One of the key operations is association of the recent measurements with previous knowledge of the robot, which should open a way for learning (accumulation of knowledge) and reasoning (usage of the learned facts) [3] .
Data association problem is tightly coupled with the concept of similarity. Geometrical similarity is not sufficient in this case, because of its binary nature -objects in traditional geometry can be similar or not, but nothing in between. In our everyday human experience, a similarity of objects is a smooth metric, describing intuitively evident, but hardly evaluable "distance" between two objects. Modern robotics in search of AI aims at complex object recognition, which also leads to extremely complex similarity evaluation. This is the reason, why data association problem is so hard and why it is still an open research topic.
Similarity can be examined in various ways for a pair of objects, because there are usually many distinct features possible to identify on them. Overall similarity is then a function of similarities between corresponding features. Of course, if a feature is too complex, it can be deconstructed again and again, possibly until its mathematical and physical foundations are revealed. Human introspection is not able to dive into the unconscious mind deep enough, but according to some scientists [4] , this is how our sense of similarity works as well.
A frequently examined feature is correlation of two data sets. In case of robotics, this task appears every time a new measurement of the robot's surroundings is acquired and needs to be aggregated with its internal representation of the world. The process of data fitting is usually referred to as registration and an optimum is reached, when the correlation (aka similarity in this case) is maximal. Our method registers two sets of line segments (vector maps) in a single step and provides diagnostic information on reliability and actual similarity of both sets. A downside is the necessity of data association before computation, but in the final discussion about further research we will show, that the method is usable for correspondence search as well.
II. STATE OF THE ART
As can be seen in a wide range of literature, robotic mapping was based on point-like features for a long time [5] , [6] , [7] . On the other hand, this method seems to face its limits and the recent research changes its direction towards more complex objects [3] .
A. Iterative closest point method
Iterative closest point (ICP) [8] is by far the most popular method for registration of geometrical data today [9] . It is able to work both in 2D and 3D space and can be applied on point sets as well as many other geometrical primitives as well. Authors also provide a proof of convergence to the local minimum. If used with a fast space partitioning data structure, the method is computationally efficient and easily parallelizable.
Generalized ICP [10] extends the original method with a probabilistic approach and promises better convergence and accuracy. Many other variants exist [11] , [12] , especially those, that address the problem of convergence to the local minimum. Various pre-optimization techniques are used for this reason, for example geometric features [13] , or genetic algorithms [14] .
B. Alternatives to ICP
Many alternatives to the ICP method exist, but their usage is much less frequent, because there is usually some significant drawback reducing their applicability.
Correlation already mentioned in the introduction is a good example. Although it is theoretically capable to find a globally optimal registration transformation, the exhaustive search algorithm cannot do it with reasonable computational costs, which disqualifies it from most of the practical applications.
Random sample consensus method [15] is based on random sampling of possible correspondences. Although it is a stochastic method, which does not guarantee convergence, it is frequently used as a part of more complex registration systems.
Principal component analysis stems from statistical properties of the processed point cloud. It is useful for point clouds with a simple shape [12] , but more complex geometrical primitives or dissected shapes of the data sets are out of its possibilities.
Computer vision provides methods based on feature extraction, which are easier to associate and much sparser, reducing computational costs. Scale-invariant feature transform (SIFT) [16] and Speeded up robust features (SURF) [17] are well known examples, but their applicability in geometrical measurements is limited.
C. Geometrical primitives in the registration process
Methods specifically designed to work with line segments, curves etc. are very rare. More possible reasons for this situation might be found, but most probably it was the generality and simplicity of the ICP method, which prevented researchers from further investigation. In addition, paper [18] , published shortly after the original ICP proposal, came with criticism of the primitive based approach and suggested points as a more robust alternative.
On the other hand, the problem of registration and association is not yet satisfyingly solved and isolated attempts to achieve this goal using geometrical primitives can be found. Iterative closest line algorithm [19] directly generalizes ICP to line segments, while the other approaches [20] and [21] present completely novel approaches. Some modifications to the original ICP method make use of geometrical primitives as well [10] , [22] .
All of these examples prove, that geometrical primitives have their benefits. In [23] we have shown, that proper approximation using a more complex geometric primitive can reliably reduce the noise inherently present in the point cloud, which disproves the criticism in [18] . In combination with the general tendency towards object oriented mapping in robotics [3] , the complex object registration seems to be a viable research direction.
III. ONE-STEP REGISTRATION METHOD
As stated in the Introduction, the method is derived for corresponding pairs of line segments in two dimensional space, where one line segment in the pair belongs to the static set (in robotics usually a map) and the second comes from the dynamic one (new measurement). The output of the method is a transformation applicable on the dynamic set, which leads to optimal registration with the static line segments. Figure 1 depicts one corresponding pair with labelling, as used in the following computations.
We can find an infinite number of transformations of the dynamic line segment l D in each pair, which will move it on the same line with its static counterpart l S . To allow registration of incomplete data, all of them are treated as equally suitable. An object in a 2D space has three degrees of freedom, therefore each transformation is described by three independent variables and corresponds to a single point in a three dimensional space of all possible transformations T . The set of all ideal transformations bringing l S and l D in line can be described as a one dimensional subspace of T . Using notation from Figure 1 , we get an equation:
where t i is a line in the transformation space T , P i and v i are denominations for further computation and coefficient τ i ∈ R, all for an i-th corresponding pair from the input set. An example of those transformation lines is shown in Figure 2 . The optimal transformation for the whole data set is then found as the closest point point to all of the transformation lines t 1 . . . t N , where N is the number of corresponding pairs. Using standard vector formula for point-to-line distance, we get:
where x is the optimal transformation and P i and v i come from equation (1). x is found using the total least squares method and for additional flexibility, an arbitrary weight w i for each pair was added. The problem formulated by the equality:
leads to an equation:
which in matrix notation looks as follows:
For convenience, let us define a simplified notation for terms of the matrices:
Equation (5) clearly shows, that translational and rotational parts of the optimal transformation can be found independently, which is a consequence of single optimal rotation for each corresponding pair. Solutions for the translational part is straightforward:
where (using the simplified notation):
Situation of the rotational part of the transformation is more complicated, because an angle is a circular quantity, so the classical average computation:
might lead to an unexpected result. When averaging two angles, there are always two possible outcomes due to circularity, and there is no guarantee, that the right one (expected one) will be obtained. To get the correct results, the Mitsuta's averaging method [24] has been used. An algorithmic description of the method is available from [25] . The core of the method is finished at this point, because we are able to compute the optimal transformation of the dynamic line segment set in a single step. On the other hand, there are several further topics worth discussion, which will be addressed in the following sections.
A. Metric for the transformation space and an isomorphism with a spring net equilibrium
A more careful examination of the equation (2) reveals, that the computation requires existence of a metric on the transformation space T , but we have not defined it. Derivation of the optimal transformation silently presumes usual Euclidean metric on E 3 and at the point, where this expectation would fail , the computation naturally splits into two independent parts for the translational and the rotational components of the transformation (see the zeros in the left matrix in the equation (5)) and the correct results are obtained separately. This dirty trick means, that we have used distance between transformations in the computation, but we are not able to actually evaluate it. Such discrepancy definitely needs clarification.
Of course, the problem lies in the fact, that linear and angular quantities would be carelessly summed up during Euclidean metric evaluation, which is physically inadmissible. Fortunately, inspiration from a completely unrelated physical problem offers an elegant solution. The optimal transformation was found using the total least squares method, which essentially minimizes sum of the squared distances from the transformation (point in T ) to the transformation lines (1). Similar situation arises in case of a net of springs connected together, for which we want to find an equilibrium with the smallest sum of potential energies E i . Since the potential energy of a spring is proportional to a square of its displacement from the quiescent state, multiplied by a stiffness coefficient according to a formula E l = 1 2 k l d 2 , the computation results in minimization of squared distances as well, making both tasks mathematically isomorphic. Potential energy for torsion springs is defined in a similar way (E a = 1 2 k a α 2 ) and potential energies of both kinds of springs can be obviously summed up. Introduction of linear and angular coefficients k xy and k α allows physically sound summation of the translational and rotational portions of the total squared distance between two transformations. It is also important to point out, that introduction of the coefficients does not affect position of the optimal transformation, because linear scaling of a function does not move its minima.
Mitsuta's averaging coul bed also incorporated into the metric of T and derivation of the method could be rebuilt on those foundations, but we do not thing it is necessary. Considerations above fully legitimise formulas for the optimal transformation and will be further used in the following section.
B. The method in context of general similarity
The computation above provides an optimal transformation for any given set of line segment pairs (except situation, when discriminant D from (8) is zero), but there is no measure describing, how compromise the solution actually is. In principle, this means exposure of the internal criterion function, but with proper scaling using the linear and angular coefficients described previously. Sum of the squared distances between transformation lines and the optimal transformation x, derived from equation (2), is:
where x x , x y and x α are parameters of the optimal transformation and the rest of the variables comes from the definition (1). Total contribution of rotational part of the distance between transformations can be expressed as:
where k α is a coefficient for the rotational movement and
αi is a new sum, which needs to be precomputed. Methodology for averaging circular quantities in [25] covers this matter as well. Total contribution of the translational part of the distance is somewhat more complicated to derive, but can be simplified down to the form:
where k xy is a coefficient for the translational portion of the distance. Similar to the equation (11), there is only one additional sum to be precomputed. Ambiguity A of the solution is then expressed by a simple sum of the angular and linear components:
Ambiguity evaluation provides a control mechanism expressing ambivalence of the data sets. If the fitting is perfect, the lines of optimal transformations intersect at one point and the ambiguity is zero. Noised measurements from practical experiments exhibit some ambiguity, but it stays limited. If the limit is exceeded, a strong suspicion of badly set correspondences is in place. Equations (11), (12) and (13) work for any transformation in place of x. For example, if an ambiguity before registration is needed, than x x , x y and x α would be zero.
The notion of similarity appears regularly in literature, but there is no widely accepted definition. The only common property corresponds to intuitive expectation, that the more similar the objects are, the higher is the number representing it. Reciprocal of the ambiguity as defined above seems to be good candidate for similarity evaluation of the sets of line segments.
C. Reliability evaluation of the optimal transformation
Every computation that may fail needs some way to detect hazardous results and report mistakes, if it is meant to be used in practice. Our registration method for line segment sets fails, when all line segments are collinear, which is correct behaviour and can be easily detected, because in such case the determinant D from equations (8) is zero. In real-world situations, an exact collinearity rarely appears, but nearly collinear lines can cause wrong results as well and this can happen more frequently.
To evaluate the reliability, we have decided to examine direction vectors of the registered line segments, because if most of them point in the same direction, the result will be less reliable, than in a case, when there are many orthogonal pairs. The main idea of the computation is shown in Figure 3 . For each direction vector, its opposite counterpart is added as well, which ensures, that a mean of their coordinates becomes zero and collinear line segments with opposite direction vectors will appear the same for the reliability evaluation purpose. For this purpose, the precomputed sums change as follows:
Principal component analysis is used to inspect dispersion of the direction vectors. The vectors demarcate points on a unit circle and for those points a correlation matrix can be found:
Eigenvalues are computed using the standard formula Det(E − λI) = 0, which leads to a quadratic equation: Since:
and
the equation (16) can be simplified in the following manner:
The relationship of the eigenvalues λ 1 and λ 2 is:
Usage of the formulas sin 2 + cos 2 = 1 and sin(2 ) = 2 sin cos leads to the criterion value:
The definition of the reliability directly shows its properties. Because the positive result of the square root is taken, the value of R can change in the interval [0; 1], where zero demarcates an unsolvable situation and one means the perfect reliability. There is a smooth transition between these two states, so the unreliable results caused by nearly collinear line segments can be easily detected.
IV. EXAMPLE OF USAGE
This section presents a typical example of localization with an a priori known map. We have chosen a simple scenario, where correspondences can be resolved unambiguously and the registration of individual laser scans is used to reconstruct original trajectory of the robot. Figure 4 shows a few first point clouds obtained by the robot on its path. The scans are taken as they were obtained in the robot's local coordinates and plotted in the global coordinate system without any transformation. Figure 5 shows the same picture after vectorization using the method [23] . Extraction of the edges greatly reduces amount of information to work with, suppresses noise and allows data association with the map in a vector format. Finally, registration of the individual scans with the map directly provides a transformation, which is used for the trajectory reconstruction as depicted in Figure   Fig 6. Deviations from the true trajectory are minimal and do not grow over time, which means, that this form of localization is suitable for long term operation.
V. CONCLUSION
This paper deals with registration of two sets of line segments with known correspondences. It is computationally efficient, because its time complexity is only proportional to the number of corresponding pairs being involved. The criterion for optimal registration is transparent and can be used to define a metric of similarity of given data sets. The method also provides a mechanism for evaluation of a reliability of the results, which allows to identify degenerate data sets, which cannot be registered with certainty.
Significant drawback is the initial necessity of data association. We are well aware of this issue and our research effort is now focused on a procedure using the described registration method to examine possible correspondences and isolate a set of those, which exhibit similarity after the registration. Because of computational efficiency and the direct measure of similarity, this approach seems to be a perspective way to deal with the data association problem.
