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We model long term variations detected in the period residuals of pulsar PSR
B1828–11 in terms of precession of an asymmetric rigid body. We consider two
contributions: the geometric eﬀect, due to variation of the pulsar beam orientation
with respect to the observer with precession phase; and the spindown contribution,
due to dependence of the spindown torque on the angle between the rotation
and magnetic axes. We use the data to probe various properties of the star,
most notably its shape. We ﬁnd that a wide range of models are able to explain
the variations in terms of precession. We oﬀer an explanation for the observed
variations in the pulse shape in terms of a compound beam structure.
Neutron stars will be deformed by their magnetic ﬁelds, which can explain long
term variations in their period residuals. Magnetic stresses in normal conductors
are insuﬃcient (by a factor of about a thousand) to account for the deformation
inferred for PSR B1828–11. However, magnetic stresses in type II superconductors
(which form in neutron stars) can produce the necessary deformation.
We determine the form of axisymmetric toroidal magnetic ﬁelds in completely
ﬂuid, non-rotating, type II superconducting neutron stars, consistent with magne-
tohydrostatic equilibrium and boundary conditions. Using Lagrangian perturba-
tion theory we determine stellar deformations for various models of neutron stars
with type II superconducting and normal regions. We ﬁnd that the star becomesprolate and can be suﬃciently distorted to display precession with a period of the
order of a few years.
We also study the stability of toroidal ﬁelds using an energy principle and
a local analysis. We extend the stability criteria established by Tayler for nor-
mal conductors to include type II superconductors with magnetic free energy that
depends on density and magnetic induction. We also derive the conditions and
growth rate for a speciﬁc instability of type II superconductors, ﬁrst discussed by
Muzikar, Pethick and Roberts.
Finally, we consider the harder problem of poloidal ﬁelds in type II supercon-
ductors. In this case, the magnetic ﬁeld direction, as well as strength, is unknown,
and needs to be calculated numerically.BIOGRAPHICAL SKETCH
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Introduction
Pulse arrival time residuals from pulsar PSR B1828–11 vary periodically on a
timescale of ∼ 500 days (Stairs, Lyne & Shemar 2000). This behavior can be ac-
counted for by precession of the pulsar, an interpretation that is further reinforced
by the detection of variations in its average pulse proﬁle on the same timescale.
The aim of this thesis is to analyze the evidence for precession of PSR B1828–11,
in an attempt to extract details about the properties of the neutron star, and sub-
sequently, to explain the observed variations in terms of stellar deformations due
to magnetic ﬁelds, which are constructed in accordance with the requirements of
hydrostatic balance.
In Chapter 2, we model the period residuals of PSR B1828–11 in terms of
precession of an asymmetric (triaxial) rigid body, with constant moments of inertia.
We include two contributions to the residuals — geometric and spindown (Cordes
1993). The geometric eﬀect arises due to the non-spherical shape of the body. In
this case, the angular momentum L precesses with a period that depends both on
the orientation of the angular momentum in the body frame, and on the diﬀerences
between the moments of inertia. Thus, the orientation of the body with respect
to the observer is constantly changing, and consequently, the times at which the
pulsar emission beam points towards the observer vary with precession phase. On
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the other hand, the spindown contribution arises as a result of the electromagnetic
spindown torque acting on the pulsar, which depends on the angle between the spin
(ˆ Ω) and magnetic (ˆ b) axes. In particular, for a rotating magnetic dipole in vacuum,
this torque is of the form N ∝ ˆ Ω−(ˆ Ω ˆ b)ˆ b (Davis & Goldstein 1970). We use the
data to probe numerous properties of the pulsar, most notably its shape, and the
dependence of its spindown torque on ˆ Ω ˆ b. We assume a torque of the form N ∝
ˆ Ω−a(ˆ Ω ˆ b)ˆ b, where a is a free parameter, rather than a vacuum dipole torque (a =
1). We ﬁnd that a variety of shapes are consistent with the residuals, with a slight
statistical preference for a prolate star. Moreover, a range of torque possibilities ﬁt
the data equally well, with no strong preference for the vacuum model. In the case
of a prolate star we ﬁnd evidence for an angle-dependent spindown torque. Our
results show that the combination of geometric and spindown eﬀects associated
with precession can account for the principal features of PSR B1828–11’s timing
behavior, without ﬁne tuning of the parameters. We also consider the variations
in the observed pulse shape, and oﬀer an explanation based on a compound beam
structure, with a central core surrounded by conal blobs.
Neutron stars will be deformed by their magnetic ﬁelds, which can explain
long term variations in their time of arrival residuals. Chapter 3 is a review of
basic concepts in stellar structure, magnetohydrodynamic equilibrium, theory of
elasticity, and perturbation theory, which are repeatedly employed in the ensuing
chapters. In Chapter 4, we investigate the eﬀects of magnetic ﬁelds in various
neutron star models with and without rotation and crust. We determine the form
of the magnetic ﬁelds and the stellar deformations that arise as a result of these
ﬁelds. Magnetic stresses in a normal conductor are insuﬃcient (by a factor of
about a thousand) to account for the deformation inferred from the period of long3
term variations in the arrival time residuals of PSR B1828–11. However, magnetic
stresses in a type II superconductor (which is expected to form in the neutron
star interior) can be a thousand times stronger than in a normal conductor, and
therefore can produce the necessary distortions.
In Chapter 5, we determine the form of the axisymmetric toroidal magnetic
ﬁelds in a completely ﬂuid, non-rotating, type II superconducting neutron star,
consistent with the equilibrium equations and boundary conditions. Using La-
grangian perturbation theory we ﬁnd the new equilibrium conﬁguration of the star
in the presence of such ﬁelds and determine the moments of inertia for various
models of neutron stars with type II superconducting and normal regions. We
ﬁnd that the star becomes prolate and can be suﬃciently distorted to display pre-
cession with a period of the order of a few years. We also study the stability of
such ﬁelds using an energy principle and a local analysis. We extend the stabil-
ity criteria established by Tayler (1973) for normal conductors to include type II
superconductors with magnetic free energy that depends on density and magnetic
induction. We also derive the growth rate and instability conditions for a speciﬁc
instability of type II superconductors, ﬁrst discussed by Muzikar & Pethick (1981)
and Roberts (1981).
Finally, in Chapter 6, we consider the harder problem of poloidal ﬁelds in a type
II superconductor. In this case, the magnetic ﬁeld direction, as well as strength, is
unknown, and needs to be calculated numerically. Assessing the stability of such
ﬁelds is also considerably harder than in the toroidal case, and is left for future
work.Chapter 2
Time of Arrival Residuals for Pulsar
PSR B1828–11 ∗
2.1 Introduction
Pulse arrival times of neutron stars can be found very accurately, which allows for
the determination of the spin period and period derivative to very high precision.
Normally, the time of arrival residuals which are calculated by subtracting the
period and the period derivative (and in some cases the period second derivative)
are mostly white noise (Manchester & Taylor 1977). However, residuals from a
small number of rotating neutron stars are found to exhibit long term cyclical, but
non-oscillatory, variations with characteristic timescales of order months to years
(Cordes 1993). The variability may be temporary, as for the Vela pulsar during its
Christmas glitch (McCulloch et al. 1990), or persistent, as for the accreting neutron
star Her X–1 (Tannanbaum et al. 1972), the Crab pulsar (Lyne, Pritchard & Smith
1988), and pulsars PSR 1642–03 (Blaskiewicz 1992), PSR B0959–54 (D’Alessandro
& McCulloch 1997) and PSR B1828–11 (Stairs, Lyne & Shemar 2000). The long
timescales that characterize the observed variations would arise naturally from
∗Published as: Akg¨ un T., Link B. & Wasserman I. 2006, “Precession of the
Isolated Neutron Star PSR B1828–11”, MNRAS, 365, 653.
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precession1, when the principal axes of a body (deﬁned through the moments of
inertia, which we will take as I1 ≤ I2 ≤ I3) revolve periodically around the angular
momentum, as viewed in an inertial frame. An ellipticity ǫ = (I3 − I1)/I1 ≪ 1
would be expected to produce variations in the timing residuals of an axisymmetric
body with a period Pp = P⋆/ǫ ≈ 3.2P⋆(sec)(108ǫ)−1 years, where P⋆ is the rotation
period in seconds. The arrival time variations characteristic of precession would
be strictly periodic, but not sinusoidal for a triaxial rotator.
There are two physical causes for time of arrival residuals (∆t) in a precessing
neutron star (Cordes 1993). One is directly geometrical: as the rotating star
precesses, the symmetry axis of its radiation beam crosses the plane deﬁned by
the angular momentum of the star and the direction to the observer at times that
vary periodically over the precession cycle. The magnitude of the variability is set
by the amplitude of the precession, which is roughly the wobble angle, θ (deﬁned
as the angle between the angular momentum and the principal axis corresponding
to the largest moment of inertia, ﬁg.2–1). Typically θ ≪ 1, and the amplitude
of the time of arrival residuals is ∆tge ∼ θP⋆. In addition, the dependence of the
spindown torque acting on the pulsar on the angle between its spin and magnetic
axes produces a timing residual that can be comparable to and even exceed ∆tge.
If we assume that the spindown torque is proportional to ˆ Ω − a(ˆ Ω  ˆ b)ˆ b, where ˆ Ω
is the angular velocity unit vector, ˆ b is the magnetic axis, and the dimensionless
parameter a is a measure of the angular dependence (a = 1 for a spinning magnetic
dipole radiating into vacuum), then the spindown rate varies over the precession
cycle as well, producing a timing residual ∆tsd ∼ aθP 2
p/tsd ∼ (aP 2
p/P⋆tsd)∆tge,
where tsd is the spindown timescale for the pulsar. The dimensionless parameter
1Throughout this work, we call this phenomenon precession, as has become
common in the literature, although some might prefer the term nutation.6
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Figure 2–1: Deﬁnition of various angles: the wobble angle (θ) is the angle between
the angular momentum (ˆ L) and the body z axis (which is chosen as the principal
axis corresponding to the largest moment of inertia, I3); the beam swing angle (ϑ)
is the angle between the angular momentum and the magnetic axis (ˆ b); χ is the
polar angle of the magnetic axis in the body frame. Note that the angles may not
be coplanar. For an axisymmetric body the wobble angle remains constant; for a
triaxial body it varies with time.
Γsd = P 2
p/P⋆tsd ≈ 3.2P 2
p(years)/P⋆(sec)(tsd/107 years) may be large. Associated
with these two kinds of arrival time residuals are period residuals (∆P/P⋆)ge ∼
θP⋆/Pp ≈ 3.2 × 10−8θP⋆(sec)/Pp(years) and (∆P/P⋆)sd ∼ aΓsd(∆P/P⋆)ge.
The best candidate to date for truly periodic long term variations in arrival
times is PSR B1828–11 (Stairs et. al. 2000, 2003). Fourier analysis of these
variations reveals harmonically related periodicities at approximately 1000, 500
and 250 days (Stairs et al. 2000; ﬁg.2–2), with the latter two somewhat more7
pronounced than the ﬁrst. The length of the timescale of these variations implies
that they are probably not of magnetospheric origin, since the natural timescale in
the magnetosphere is of the order of the spin period, which in this case is P⋆ = 0.405
s. Even the E × B drift of subpulses (e.g. Ruderman & Sutherland 1975) does
not exceed ∼ 10P⋆. (However, Ruderman (2001) has suggested the possibility of
drifts with periods of the order of a year.) As of the time of writing, there are no
quantitative models for the data based solely on magnetospheric eﬀects, but there
are successful models based on precession (e.g. Jones & Andersson 2001; Link
& Epstein 2001; Wasserman 2003). Link & Epstein (2001) previously modelled
the timing residuals from this pulsar in terms of precession of an axisymmetric,
oblate rotating rigid body slowing down according to the vacuum magnetic dipole
radiation formula. They found that the observations could be accounted for in
this model provided that the underlying pulsar is nearly an orthogonal rotator
(magnetic obliquity χ ≈ 89◦ to the body’s symmetry axis, ﬁg.2–1) and has a
nearly aligned angular momentum (wobble angle θ ≈ 3◦ between angular velocity
and symmetry axis). These are in accordance with the conclusions reached by
Jones & Andersson (2001).
Although the precession amplitude is small, it may suﬃce to unpin superﬂuid
vortex lines (Link & Cutler 2002), thus avoiding a potential impediment to pre-
cession: pinning was shown to shorten the precession period to about 102 spin
periods, and precession itself is dissipated over a timescale of 102 − 104 precession
periods (Shaham 1977, 1986; Sedrakian, Wasserman & Cordes 1999). Wasserman
(2003) argued that the data could also be accounted for if the underlying neutron
star has either a type II superconductor or a strong toroidal magnetic ﬁeld in its
core. In these models, the angle between the angular velocity and symmetry axis8
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Figure 2–2: Time of arrival residuals, period residuals, and shape parameter for
pulsar PSR B1828–11 (courtesy of I. H. Stairs, A. G. Lyne and S. L. Shemar). The
shape parameter is deﬁned in terms of the weight of the narrow (AN) and wide
(AW) standard pulse proﬁles that are present at every epoch, S = AN/(AN +AW),
so that S ≃ 1 for narrow pulses, and S ≃ 0 for wide ones (Stairs, Lyne & Shemar
2000; Stairs et. al. 2003). The solid line uses a cubic spline to connect the points
for ∆P.9
of the star could be larger than found by Link & Epstein (2001), and the star
does not have to be a nearly orthogonal rotator; spindown variations were found
to dominate the timing residuals in this case as well. Link (2003) showed that the
standard picture of the core of type II superconducting protons coexisting with
superﬂuid neutrons is inconsistent with long-period precession; pinning of the neu-
tron vortices to the proton ﬂux tubes makes the precession frequency comparable
to the rotation frequency of the star, a factor of 108 too fast. Possible implications
include a normal core (both neutrons and protons), superﬂuid neutrons and normal
protons, normal neutrons and superﬂuid protons (type I or type II), or superﬂuid
neutrons and type I protons. Sedrakian (2005) studied the last possibility. He
calculated the drag on neutron vortices moving in a type I superconducting core,
and found that the drag is suﬃciently small (that is, the vortices are suﬃciently
mobile with respect to the protons) that long-period precession is indeed possible
in this scenario. Irrespective of the details, magnetic stresses in excess of the rela-
tively weak ones that would arise from the pulsar’s apparent dipole ﬁeld strength,
together with crustal stresses, would render the neutron star eﬀectively triaxial in
shape (Cutler 2002; Wasserman 2003; Cutler, Ushomirsky & Link 2003).
Link & Epstein (2001) and Wasserman (2003) gave two alternative models that
interpret the timing of PSR B1828–11 as precession. These models ﬁt the data
well, thus providing strong evidence that the observed timing variations do indeed
represent precession. These two models, however, are special cases. The purpose
of this work is to do a thorough search of the parameter space to see what we can
learn about the properties of the spindown torque and the stellar ﬁgure. To this
end, we analyze the period residuals from this pulsar in terms of a simple model in
which the rotating neutron star is assumed to be a triaxial rigid body. Obviously,10
precise axisymmetry is a special case, and we do not expect it to hold generally,
particularly if the crust of the star is not in a relaxed state (e.g. Cutler et al.
2003), or has substantial internal magnetic stresses that may not be axisymmetric
to begin with. Thus, one of our goals is to see what the data from PSR B1828–11
reveal about the shape of the neutron star crust.
We model a precessing neutron star as a single (rigid) body, rotating uniformly.
Realistic neutron star modelling should take account of at least two diﬀerent com-
ponents – its solid crust, and (super)ﬂuid core. Bondi & Gold (1955) considered
the precession of a body consisting of a solid crust coupled frictionally to a ﬂuid
core. Their work showed that the long-term precession of the composite system
depends on the timescale tcc on which the crust and core couple to one another.
If Ωtcc ≪ 1 then the crust and core are very tightly coupled to one another on
timescales smaller than a rotation period, and the moment of inertia tensor relevant
to precession is that of the entire system, crust plus core. In this case, precession
damps out slowly, on a timescale ∼ (Ωtcc)−1 precession periods. If Ωtcc ≫ 1 the
crust and core only couple on timescales long compared to a rotation period, and
the moment of inertia tensor relevant to precession is that of the crust alone. In this
case, precession also damps slowly, with a characteristic decay timescale ∼ Ωtcc
precession periods. Estimates of the crust-core coupling timescale vary but the
consensus is that the coupling is weak, with Ωtcc ∼ 102 − 104 ≫ 1 (e.g. Alpar,
Langer & Sauls 1984; Alpar & Sauls 1988; Sedrakian & Sedrakian 1995), so the
precession dynamics are governed by the moment of inertia tensor of the crust
alone. However, it also turns out that as long as the crust and core couple on
a timescale short compared with a precession period, but still long compared to
the spin period, the relevant moment of inertia for all spindown eﬀects, including11
those that vary periodically over a precession period, is the total stellar moment
of inertia. This is the appropriate regime as long as Ωtcc ≪ 108, which appears to
be the case. Thus, our one component model for precession is justiﬁed, apart from
slow decay of the precession, which we neglect.
Another issue is that the neutron star crust is not perfectly rigid, but has
a ﬁnite shear modulus. For an axisymmetric precessing star, the crust must be
strained in order for the star to precess with a period of order a year (Cutler et
al. 2003). In addition, the strain ﬁeld will vary with time as the star precesses,
making the star’s moment of inertia tensor time-dependent in the body frame. For
simplicity, we neglect these eﬀects, and assume that the rotation of an imperfectly
rigid, triaxial star is well-described by the Euler equations for a rigid body, but
with a moment of inertia tensor that is rescaled to account for the ﬁnite shear
modulus.
Since P⋆ = 0.405 seconds and tsd ≈ 105 years for PSR B1828–11, Γsd ∼ 103, and
the spindown contribution to the precession-induced timing residuals is particularly
important. As a result, we may also hope to use these data to probe the value
of a, that is, to probe the angular dependence of the spindown torque. While it
is common to assume that a = 1 for rough analysis, on theoretical grounds we
should not expect this to be true, for even an aligned rotator surrounded by a
magnetosphere radiates energy, a process whose source is ultimately the rotational
energy of the star, resulting in spindown at a rate presumably not much diﬀerent
from its luminosity divided by its rotational frequency. One of our chief ﬁndings
is evidence that the external torque that spins down a pulsar does indeed possess
at least some angular dependence.12
Our analysis uses the same segment of the data2 that was the basis of Link &
Epstein (2001); this facilitates direct comparisons between the results of the two
studies. We focus on the period residuals because we can derive an analytic for-
mula for them in terms of elliptic functions. (An analogous formula for an oblate
axisymmetric rotator has been derived previously by Bisnovatyi–Kogan, Mersov
& Sheﬀer (1990), and Bisnovatyi–Kogan & Kahabka (1993), and has been applied
to the 35-day cycle of Her X–1.) Because the underlying triaxial model involves
numerous parameters, using an analytic formula speeds up the computation con-
siderably, which is a distinct advantage. By contrast, direct analysis of the timing
residuals would require numerical integration of the model equations, a distinct
disadvantage. Thus, for computational convenience, we analyze the period resid-
uals rather than the arrival time residuals. However, a straightforward analysis of
the period residuals using their tabulated uncertainties yielded very large values
of χ2 (∼ a few × 103) under the assumption that the residuals are due solely to
precession. This indicated to us that there is extra noise in the period residuals,
either because their estimated uncertainties are too small (which we regard as un-
likely to account for all the noise) or because there is a physical source of period
noise that smears out the smooth contribution from precession systematically. In
order to account for this extra noise simply, we multiplied the tabulated uncer-
tainties by a (single) factor F, and then marginalized over F to obtain posterior
distributions of the (more interesting) parameters of the precession model. This
method (Student’s t-test) represents a computational realization of “chi-by-eye”
for data whose uncertainties may only be known incompletely. Details are given
in §2.6.
2We thank I. H. Stairs, A. G. Lyne and S. L. Shemar for generously sharing
their timing residual data with us.13
§2.2 contains basic features of our model; further details may be found in §2.3
and §2.4. §2.5 is a short digression on the pulse shape of PSR B1828–11, which is
seen to vary systematically with precession phase (Stairs et al. 2000). Although we
do not use this information in our statistical analysis, precession samples diﬀerent
regions in a pulsar’s radio-emitting region, and oﬀers the possibility of mapping
out its shape (as has been done by Weisberg, Romani & Taylor (1989) for PSR
1913+16, which exhibits geodetic precession, and previously by Link & Epstein
(2001) for PSR B1828–11). Statistical details, including the “chi-by-eye” method
mentioned above, are found in §2.6. §2.7 contains results and implications of our
analysis.
2.2 Models
Here we review the models that we use brieﬂy, highlighting some of the more
important parameters. The derivations for the period residuals are lengthy and
are left for later sections; we present the geometric model in §2.3, and the spindown
model is derived in §2.4. In what is next, we will follow the notation used in these
sections. The parameters of our models are deﬁned in table 2.1.
2.2.1 Geometric Model
What we refer to as the geometric model is the eﬀect of triaxiality alone (i.e.
torque-free precession). In this case, Euler’s equation for the angular momentum
can be solved analytically in terms of Jacobian elliptic functions (Landau & Lifshitz
1976). As we show in §2.3, the period residuals are then found to be of the
form ∆Pge/P⋆ ≈ ̟pfn, where P⋆ is the rotation period at a ﬁducial epoch, ̟p
is a dimensionless quantity of the order of P⋆/Pp ∼ ǫ, and fn is a complicated14
Table 2.1: Deﬁnitions of important parameters.
parameter deﬁned in physical meaning
χ, φ ﬁg.2–5 (page 25) polar and azimuthal angles of the magnetic
axis in the body frame
e2 eq.2–8 (page 20) measures the degree of triaxiality
λ eq.2–7 (page 20) determines the orientation of the angular
momentum in the body frame
a eq.2–50 (page 31) determines the strength of the angular part
of the spindown torque
combination of the elliptic functions. Because of the inherent form of fn, the
amplitude of the residuals is not trivial to predict in general, and they can exhibit
very rich behavior.
We denote the principal moments of inertia by Ii; the associated axes serve as
the basis for the rotating (body) frame. We then deﬁne the following parameters:
ǫ = (I3 − I1)/I1 which measures the deviation from sphericity; e2 = [I3(I2 −
I1)]/[I1(I3−I2)] which measures the degree of triaxiality; k2, which is the parameter
of the Jacobian elliptic functions, and depends on the angular momentum and
the moments of inertia; and λ which determines the components of the angular
momentum (and would be simply λ = L1/L3 for an axisymmetric star, but is
slightly diﬀerent in the more general case, see eq.2–7). The last three are not
independent: k = eλ. Note that k2 does not depend on ǫ, but only on e2 and λ.
Note that for e2 = 0 the body is oblate and axisymmetric, and λ = 0 when
there is no precession. In both cases k = 0, and the Jacobian elliptic functions
reduce to the regular trigonometric functions. At k = 1 they become hyperbolic15
functions, and the angular momentum exponentially aligns with the principal axis
corresponding to the intermediate moment of inertia, I2. Between these two ex-
tremes, the precession of the angular momentum takes place along the intersection
of the sphere deﬁned by the conservation of angular momentum (L2 = LiLi), and
the ellipsoid deﬁned by the conservation of energy (E = L2
i/2Ii). The resulting
shape of the trajectories is the Binet ellipsoid (see ﬁg.2–3). In the limit e2 → ∞
the body becomes prolate axisymmetric.
2.2.2 Spindown Model
The rotation of an isolated neutron star is not torque-free, but slows down, resulting
in a gradual increase in the rotation period. It is thought that because of the
rotating magnetic ﬁeld, angular momentum is lost to radiation. In the simple
model of a rotating dipole in a vacuum, the pulses are emitted at the poles of the
magnetic ﬁeld and the torque has the form Nsd ≈ −No[ˆ Ω − (ˆ Ω  ˆ b)ˆ b], where ˆ Ω is
the instantaneous rotation axis, and ˆ b is the pulse (and magnetic) axis.
This is a very crude model. The magnetic ﬁeld may have non-dipolar compo-
nents of considerable amplitude, which we will not consider here. The pulsar is
also not in a perfect vacuum, but is surrounded by a plasma-ﬁlled magnetosphere
(Goldreich & Julian 1969). The vacuum torque vanishes when the angular velocity
and the magnetic axis are aligned, while the presence of a magnetosphere would
require a loss of angular momentum, no matter what the orientation is. Therefore,
the vacuum dipole torque should give only an incomplete description at best. We
adopt a general spindown torque of the form Nsd = −No[ˆ Ω−a(ˆ Ω ˆ b)ˆ b], where we
introduce an additional parameter a. Loss of angular momentum mandates that
a 6 1. It should also be positive, or we would have an angle dependent torque16
that is opposite in sign to the dipole contribution. The vacuum case is retrieved
by setting a = 1. The case of a = 0 corresponds to an external torque with no
angular dependence, which would not produce periodic time of arrival residuals.
The torque-modiﬁed Euler’s equation can be solved approximately for small
ǫ, and a second contribution to the period residuals arises due to the torque,
∆Psd/P⋆ ≈ ˜ Γsd∆˜ ℓ. We will refer to this as the spindown model, and the sum of both
geometric and spindown contributions will be referred to as the full model. Here,
˜ Γsd = I3No/̟pL2 ∼ Pp/tsd ∼ 10−5 and is determined by the spindown properties
of the neutron star (in particular, the period derivative, ˙ P⋆ or the characteristic
age, tsd). ∆˜ ℓ is another complicated function of Jacobian elliptic functions and
Legendre integrals. For an axisymmetric star, ∆˜ ℓ = a1 sinωpt + a2 sin2ωpt, where
ωp is now the precession frequency, and ai are some coeﬃcients. The axisymmetric
model thus has two harmonically related components. We take the two peaks in
the spectrum of the period residuals of PSR B1828–11 with periods of ∼ 500 and
∼ 250 days to be the most signiﬁcant. From the form of the axisymmetric model,
we thus conclude that the precession period must be ∼ 500 days. It can also
be shown that, for an axisymmetric star, in the region of interest, the geometric
contribution is quite negligible compared to the spindown contribution for a ∼ 1
(see §2.4).
If the 1000–day period represented the precession period, we would expect to see
variations of the pulsar beam width at the same period. While such changes were
reported by Stairs et al. (2000), subsequent more detailed analysis has not shown
a 1000–day period in the beam width data (Parry et al. 2005). We thus assume
that the precession period is ∼ 500 days, and attribute the 1000–day component
in the timing data to something unrelated to precession, such as timing noise. We17
note that our model cannot provide satisfactory ﬁts to the data if the precession
period is ∼ 1000 days.
2.2.3 Constraints and Statistical Analysis
The orientation of the angular momentum, ˆ L is ﬁxed in the inertial frame. This
is still true even in the presence of the spindown torque, if ǫ is suﬃciently small
(see §2.4). Then, the requirement that the pulse beam, which we assume to be
centered along the magnetic axis, ˆ b never precesses entirely out of our line of sight
means that the angle between ˆ L and ˆ b should not vary by more than the angular
width of the pulse itself. We will refer to the angle between ˆ L and ˆ b as the beam
swing angle and denote it by ϑ. If the angular radius of the pulse is ρ, then the
above constraint can be expressed as ∆ϑ = ϑmax − ϑmin 6 2ρ. In general, we will
require the beam swing variation to be less than some value ∆ϑmax. We also will
deﬁne the wobble angle, θ as the angle between the angular momentum and the
body z axis (see ﬁg.2–1 and §2.5).
The duty cycle allows us to estimate the angular extent of the pulse, and for
PSR B1828–11 this varies between 5◦ and 7◦. For a circular pulse, this implies
that the beam swing angle cannot be varying by more than a few degrees. Larger
variations would require a more elongated pulse shape. Yet, at this time, there is
not enough evidence to elaborate more on this. In particular, polarization data
might be quite useful to determine the extent of the pulse. Stairs et al. (2000)
also report periodic variations in the average pulse shape. We oﬀer a possible
explanation in §2.5.
Another restriction may be that PSR B1828–11 does not have an interpulse.
That can further restrict the relative orientation of the angular momentum and18
the magnetic axis. However, due to uncertainties in the structure of the magnetic
ﬁeld, it is not clear that an interpulse will necessarily appear. Therefore, we do
not impose this restriction. The observer’s location is an additional parameter,
and can be independently ﬁxed.
We apply the two models – geometric (a = 0) and full (a  = 0) – under the
given constraints to PSR B1828–11, using a Bayesian approach to obtain proba-
bility distribution functions (PDFs) for individual parameters. We assume speciﬁc
priors in the full multi-dimensional parameter space (to be discussed next), but
the eﬀective priors exhibited in the projected (marginalized) one-dimensional pos-
terior PDFs shown in the ﬁgures in §2.7 are integrals over the constraints. Because
there appears to be systematic noise in the period residuals larger than their tabu-
lated uncertainties, we scale the latter and then marginalize over the scaling factor
as detailed in §2.6. Once the likelihood is determined, the individual PDFs are
obtained through integration over the remaining parameters and normalization.
Let {pk} denote the set of the n parameters. Then the likelihood, L({pk}) and
the volume of integration, V({pk}) are functions of this set. The latter also depends
on the beam swing angle constraint, which itself is a function of a subset of the
parameters. The priors, gi(pi) are functions only of the single parameter they refer
to. Then the projected one-dimensional posterior PDF for the i-th parameter can
be expressed as an integral of the likelihood over the remaining parameters, over
the volume deﬁned by the constraints,
fi({pk}) =
 
V({pk})
gi(pi)L({pk})
n  
j =i
gj(pj)dpj . (2–1)
Similarly, the projected one-dimensional prior can be expressed as,
hi({pk}) =
 
V({pk})
gi(pi)
n  
j =i
gj(pj)dpj . (2–2)19
It is these two quantities (fi and hi) that are plotted in ﬁgs.2–14 through 2–19.
Note that, if the volume of integration had not depended on the constraints, then
we would simply have hi = gi.
Within the context of our precession model, we can use the PDF to compare
how well diﬀerent sets of model parameters ﬁt the data. However, we cannot
assess the extent to which the data demand explanation in terms of precession, as
opposed to some other, completely diﬀerent physical model. Any model for the
data will lead to a PDF with local maxima at certain values of the parameters of
the model, and we can assess the relative signiﬁcance of these peaks to quantify
the extent to which the model parameters are determined by the data. Whether or
not another model that is just as well-motivated physically as our precession model
can ﬁt the data better is outside the scope of our analysis. Given a competitor
model – of which we are unaware – Bayesian methods could be used for making
model comparisons.
2.3 Period Residuals in the Absence of External Torques
In this section we will derive the form of the period residuals for a triaxial rigid
star in the absence of external torques. We will refer to the resulting contribution
to the residuals as the geometric contribution, emphasizing the fact that these
residuals arise entirely as a result of the moments of inertia of the body and do
not depend on any external forces.
The angular momentum of a freely rotating rigid body remains constant in
the inertial frame of the observer. On the other hand, the time evolution of the20
angular momentum in the rotating frame is governed by Euler’s equation,
dL
dt
+ Ω × L = 0 , (2–3)
and can be solved analytically in terms of Jacobian elliptic functions (Landau &
Lifshitz 1976; see also Appendix D). Using the principal axes (I1 6 I2 6 I3) as the
basis for the body (rotating) frame, we can express the components of the angular
momentum unit vector ˆ L as,
L1 = −Λ1 cn(τ,k
2)
L2 = −Λ2 sn(τ,k
2)
L3 = Λ3dn(τ,k
2)
(2–4)
where the coeﬃcients are given through,
Λ1 =
 
I1(2EI3 − L2)
L2(I3 − I1)
Λ2 =
 
I2(2EI3 − L2)
L2(I3 − I2)
= Λ1
√
1 + e2
Λ3 =
 
I3(L2 − 2EI1)
L2(I3 − I1)
=
 
1 − Λ2
1
(2–5)
The argument of the elliptic functions is,
τ = tωp where ωp =
 
(I3 − I2)(L2 − 2EI1)
I1I2I3
=
ǫLΛ3
I3
√
1 + e2 , (2–6)
and, the parameter of the elliptic functions is,
k
2 =
(I2 − I1)(2EI3 − L2)
(I3 − I2)(L2 − 2EI1)
=
e2Λ2
1
Λ2
3
= e
2λ
2 , (2–7)
where, we make use of the following auxiliary deﬁnitions,
ǫ =
I3 − I1
I1
and e
2 =
I3(I2 − I1)
I1(I3 − I2)
. (2–8)21
The minus signs that we have explicitly included in our deﬁnitions are due to our
choice of the initial orientation of axes.
Note that ωp is not the precession frequency, since the elliptic functions do not
have a period of 2π, or more precisely, ωp is not the time derivative of the angular
displacement. Instead, the precession frequency is given through,
Ωp =
2π
Pp
=
πωp
˜ π
(2–9)
where 2˜ π is the period of the elliptic functions and can be calculated using the
Legendre elliptic integral of the ﬁrst kind, τ = F(φ,k), where sinφ = snτ (see
Appendix E),
˜ π/2 = F(π/2,k) . (2–10)
The values of the parameter k2 are unrestricted, though diﬀerent regimes re-
quire careful handling. k2 < 1 corresponds to precession around the body z axis;
k2 = 1 corresponds to the unstable trajectories of the angular momentum, which
decay exponentially towards the intermediate axis, y; and k2 > 1 represents pre-
cession around the x axis (see the Binet ellipsoid, ﬁg.2–3). For now we will conﬁne
ourselves to the ﬁrst case, and the other two will be left for a later section.
We are interested in an isolated neutron star, and we want to determine the
time of arrival of pulses (produced along the magnetic axis) for an inertial observer.
Let the inertial z axis be along the angular momentum vector, which remains
constant; and let the inertial x axis be deﬁned by the orientation of the observer,
whom we choose to locate in the ﬁrst quadrant of the inertial xz plane. Let a
unit vector ˆ b denote the orientation of the magnetic axis, and bi be the rotating
frame components. Then, whenever the inertial y component (which we choose to
denote by by) vanishes, while the inertial x component (bx) is positive, we get a22
z
y x
Figure 2–3: Binet ellipsoid, showing the possible trajectories of the angular mo-
mentum which precesses along the intersection of the sphere deﬁned by the con-
servation of angular momentum (L2 = LiLi), and the ellipsoid deﬁned by the
conservation of energy (E = L2
i/2Ii).
pulse. The two frames are related through a rotation matrix constructed from the
Euler angles θ,ψ and φ (see ﬁg.2–4; Goldstein 1980), whence the two conditions
can be expressed as,
by = b1(cosψsinφ + cosθcosφsinψ)+
+b2(−sinψ sinφ + cosθcosφcosψ) − b3 sinθcosφ = 0
(2–11)
and,
bx = b1(cosψcosφ − cosθsinφsinψ)−
−b2(sinψ cosφ + cosθsinφcosψ) + b3 sinθsinφ > 0
(2–12)
Using the solution for the angular momentum from eq.2–4, the Euler angles are23
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Figure 2–4: Deﬁnition of the Euler angles θ, ψ and φ. These angles deﬁne the
rotations that are performed in order to get from a coordinate system (x,y,z) to
(x∗,y∗,z∗). First, there is a rotation through an angle φ around the z axis. Then,
there is a rotation through an angle θ around the new x axis, which is labeled as
the line of nodes. The line of nodes is the intersection of the xy and x∗y∗ planes.
Finally, there is a rotation through an angle ψ around the z∗ axis.
given through,
cosθ = Λ3 dnτ cosψ = −
√
1 + e2 snτ
√
1 + e2 sn2τ
sinθ = Λ1
√
1 + e2 sn2τ sinψ = −
cnτ
√
1 + e2 sn2τ
dφ
dt
=
L
I3
 
1 +
ǫ
1 + e2 sn2τ
 
(2–13)
The last equation can be written as,
φ(t) = φo +
L
I3
t +
√
1 + e2
Λ3
  τ
0
dτ
1 + e2 sn2τ
. (2–14)24
eq.2–11 also implies that,
tanφ =
N
D
N = b3Λ1
 
1 + e
2 sn
2τ
 
+ b2Λ3 snτ dnτ
√
1 + e2 + b1Λ3 cnτ dnτ
D = b2 cnτ − b1 snτ
√
1 + e2
(2–15)
Pulses are seen when eqs.2–14 and 2–15 are both satisﬁed. In the absence of
precession (Λ1 = 0 and k2 = 0) the solution of eq.2–15 for φ is simply given
through,
φ = 2πn + η + tan
−1(
√
1 + e2 tanτ) , (2–16)
where η = π/2−ϕ (ﬁg.2–5); and we can further restrict it to lie anywhere between
0 and 2π. Note that we have implicitly included the second requirement, eq.2–12,
by skipping every other possible solution for φ. This is a non-trivial assumption,
and would break down if the magnetic axis ˆ b happens to lie between ˆ Ω and ˆ L.
However, for a pulsar these two vectors are very nearly aligned since ǫ is extremely
small. Therefore, we do not need to worry about such a case.
We express the general solution for φ as,
φ = 2πn + η + ζ , (2–17)
where ζ is conﬁned to lie within a period of tangent (i.e. π). Using tanη = b1/b2
one can show that,
tanζ =
Nb2 − Db1
Nb1 + Db2
. (2–18)
We now have two equations for φ (eqs.2–14 and 2–17), which we can combine to
get the times of arrival of pulses,
L
I3
tn = 2πn + ζn − ζo −
√
1 + e2
Λ3
  τn
0
dτ
1 + e2 sn2τ
. (2–19)25
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Figure 2–5: Orientation of the magnetic axis ˆ b in the body frame. As usual, the
body frame is deﬁned by the principal axes of the star. In addition, we assume
that the pulses are emitted along the same axis, which also passes through the
center of the star. Note that, by deﬁnition, ϕ + η = π/2.
ζo (for τ = 0) appears as a consequence of the fact that φo = η + ζo. We have,
tanζo =
b2b3Λ1 − b1b2(1 − Λ3)
b1b3Λ1 + b2
2 + b2
1Λ3
. (2–20)
Note that in the absence of precession (i.e. when Λ1 = 0) the times of arrival reduce
to the form,
tn =
2πI3n
L
, (2–21)
which is the solution for pure rotation.
The period (between two consecutive pulses) is given as,
Pn = tn − tn−1 , (2–22)
whence,
L
I3
Pn − 2π =
L
I3
∆Pn = ζn − ζn−1 −
√
1 + e2
Λ3
  τn
τn−1
dτ
1 + e2 sn2τ
. (2–23)26
If the precession period is much longer than the pulse period (as is the case for a
neutron star), we can approximate the diﬀerences by derivatives,
L
I3
∆Pn =
dζn
dn
−
√
1 + e2/Λ3
1 + e2 sn2τn
dτn
dn
=
 
dζn
dτn
−
√
1 + e2/Λ3
1 + e2 sn2τn
 
dτn
dn
. (2–24)
We will ﬁnd it convenient to deﬁne the expression inside the parentheses as a new
function,
fn =
dζn
dτn
−
√
1 + e2/Λ3
1 + e2 sn2τn
. (2–25)
The derivative dζ/dτ is given through (from eq.2–18),
dζ
dτ
=
DN′ − ND′
N2 + D2 , (2–26)
where, from eq.2–15,
dN
dτ
= 2b3Λ1e
2 snτ cnτ dnτ + b2Λ3 cnτ(dn
2τ − k
2 sn
2τ)
√
1 + e2 −
−b1Λ3 snτ(dn
2τ + k
2 cn
2τ) (2–27)
dD
dτ
= −b2 snτ dnτ − b1 cnτ dnτ
√
1 + e2
To evaluate dτn/dn, we will make use of the time of arrival equation, eq.2–19.
Taking the derivative of both sides with respect to n, we get,
L
I3
dtn
dn
=
L
I3ωp
dτn
dn
= 2π + fn
dτn
dn
so that
dτn
dn
=
2π̟p
1 − ̟pfn
(2–28)
where we have deﬁned a new dimensionless quantity,
̟p =
I3ωp
L
=
ǫΛ3 √
1 + e2 . (2–29)
The pulse period will be given through,
Pn = tn − tn−1 ∼
dtn
dn
=
1
ωp
dτn
dn
=
P⋆
1 − ̟pfn
, (2–30)27
whence the period residuals can be found to be,
∆Pn
P⋆
≡
Pn
P⋆
− 1 =
̟pfn
1 − ̟pfn
≈ ̟pfn , (2–31)
where P⋆ = 2πI3/L is the rotation period of the star, and the last approximation
results from our anticipation that ǫ will be suﬃciently small. Indeed, from the
above deﬁnitions we get, for small k2,
ǫ
√
1 + e2 ∼
P⋆
Pp
∼ 3.2 × 10
−8P⋆ (sec)
Pp (yrs)
. (2–32)
From eq.2–31 we can estimate the amplitude of the period residuals. Writing
∆Pn = Bfn, we have,
B = P⋆̟p where ̟p =
I3ωp
L
=
2˜ πI3
LPp
=
˜ πP⋆
πPp
, (2–33)
so that,
B =
˜ πP⋆
πPp
2
=
˜ πBo
π
. (2–34)
For PSR B1828–11 the rotation period is 405.04 ms, and the precession period is
about 511 days, so that Bo ≃ 3.8 ns.
2.3.1 The Axisymmetric Body
For an axisymmetric body we have e2 = k2 = 0 (eqs.2–7 and 2–8). We can also set
b2 = 0 which is equivalent to introducing some initial phase shift in the deﬁnition
of τ. We thus get, after some rearrangement,
fn =
dζ
dτ
−
1
Λ3
= −
Λ1
Λ3
b1b3Λ3 cosτ + b2
1Λ1sin
2 τ + b2
3Λ1
(b3Λ1 + b1Λ3 cosτ)2 + b2
1 sin
2 τ
. (2–35)
Let us now assume that the angle θ between the symmetry axis and the angular
momentum is small, i.e. Λ1 ∼ θ and 1 − Λ3 ∼ θ2/2, and working to second order28
compute the period residuals,
fn ≈ −θ
 
b3
b1
 
cosτ −
θ
2
2
+ θ
2
 
1
2
+
 
b3
b1
 2 
cos2τ . (2–36)
Also let b3 = cosχ. Then,
∆Pn/P⋆ ≈ ̟pfn ≈ −θǫcotχcosτ −
θ2ǫ
2
+ θ
2ǫ
 
1
2
+ cot
2 χ
 
cos2τ . (2–37)
Here P⋆ = 2πI3/L and ̟p = I3ωp/L = ǫΛ3. Note that a harmonic arises from
geometrical eﬀects.
2.3.2 Precession Around the Principal Axis Corresponding
to the Smallest Moment of Inertia (k2 > 1)
We will now look at the case k2 > 1 in more detail. This corresponds to precession
around the principal axis with the smallest moment of inertia. The solution given
through eq.2–4 is still valid. However, it will be mathematically and computation-
ally convenient to carry out a transformation of the Jacobian elliptic functions with
k2 > 1 into functions with parameter 1/k2 < 1. (That, in the limit Λ1 = 1 and
Λ3 = 0, we get ωp = 0 whence τ = 0 and k2 = ∞, provides further motivation.)
Then, we can write the general solution as,
L1 = −Λ1 dnˆ τ
L2 = −Λ3
√
1 + ˆ e2 snˆ τ
L3 = Λ3 cnˆ τ
(2–38)
where, ˆ τ = τk, ˆ e2 = 1/e2 and the parameter of the elliptic functions is now
ˆ k2 = 1/k2. We can also deﬁne a new frequency from eq.2–6,
ˆ ωp = ωpk =
 
(I2 − I1)(2EI3 − L2)
I1I2I3
. (2–39)29
Through an appropriate redeﬁnition of axes, the solution can be expressed in a
form identical to the k2 < 1 case, except that now ˆ I1 > ˆ I2 > ˆ I3. Deﬁne a new
right-handed coordinate basis for the rotating frame,
ˆ e1 = −e3
ˆ e2 = −e2
ˆ e3 = −e1
(2–40)
Let ˆ Λ1 = Λ3 and ˆ Λ3 = Λ1. Then the components of the angular momentum can
be expressed as,
ˆ L1 = −L3 = −ˆ Λ1 cnˆ τ
ˆ L2 = −L2 = ˆ Λ1
√
1 + ˆ e2 snˆ τ
ˆ L3 = −L1 = ˆ Λ3 dnˆ τ
(2–41)
The precession is now clockwise, as can also be veriﬁed from Euler’s equation
(eq.2–3). ˆ Λi have exactly the same form as before, in terms of the new moments
of inertia,
ˆ Λ1 =
 
ˆ I1(L2 − 2Eˆ I3)
L2(ˆ I1 − ˆ I3)
ˆ Λ2 =
 
ˆ I2(L2 − 2Eˆ I3)
L2(ˆ I2 − ˆ I3)
ˆ Λ3 =
 
ˆ I3(2Eˆ I1 − L2)
L2(ˆ I1 − ˆ I3)
(2–42)
So do ˆ ωp, ˆ e2 and ˆ k2, as can be veriﬁed from the equations above. We have thus
transformed the problem from a “k2 > 1 case for an I3 > I1 body” into a “ˆ k2 < 1
case for an ˆ I1 > ˆ I3 body”, which should not be surprising.
The equations for the Euler angles (eqs.2–13) remain of the same form, with30
the exception of cos ˆ ψ. This is eﬀectively a sign change, τ → −ˆ τ, in the argument,
ˆ ζ(ˆ τ) = ζ(−ˆ τ) whence
dˆ ζ
dˆ τ
= −
dζ(−ˆ τ)
dˆ τ
. (2–43)
One must be careful with eq.2–14 as well, where there is also a sign change due
to the fact that now ˆ I1 > ˆ I3,
L(ˆ I3 − ˆ I1)
ˆ ωpˆ I1ˆ I3
= −
√
1 + ˆ e2
ˆ Λ3
= −
ˆ Λ2
ˆ Λ1ˆ Λ3
. (2–44)
These two eﬀects add up to modify the function fn deﬁned through eq.2–25,
ˆ fn(ˆ τ) = −fn(−ˆ τ) . (2–45)
2.4 Period Residuals for the Spindown Torque
When external torques are present Euler’s equation (eq.2–3) becomes,
dL
dt
+ Ω × L = N . (2–46)
Taking the dot product with the angular momentum, we get the equation governing
the evolution of its magnitude,
dL
dt
= ˆ L   N . (2–47)
If we now substitute L = Lˆ L and Ω = I
−1L in Euler’s equation, we get, after
some rearrangement,
L
dˆ L
dt
+ L
2(I
−1ˆ L) × ˆ L = N − (ˆ L   N)ˆ L , (2–48)
which governs the evolution of the orientation of the angular momentum. These
two are the basic equations that need to be solved. Of course, only three (of the
total of four) components are independent equations.31
In the classical rotating magnetic dipole model of pulsars, the angular momen-
tum is lost to radiation. The electromagnetic torque for a spherical rigid star in
vacuum is (Davis & Goldstein 1970),
Nvac = −
2 2Ω3
3c3
ˆ b × (ˆ Ω ×ˆ b) = −
2 2Ω3
3c3
 
ˆ Ω − (ˆ Ω   ˆ b)ˆ b
 
. (2–49)
Note that the torque vanishes when ˆ Ω and ˆ b are aligned. However, the pulsar is
not in a perfect vacuum, and is surrounded by a magnetosphere. Therefore, there
should be loss of angular momentum even when these two vectors are aligned. We
will therefore adopt a general spindown torque of the form,
Nsd = −No
 
ˆ Ω − a(ˆ Ω   ˆ b)ˆ b
 
, (2–50)
where a is a dimensionless parameter that measures the relative importance of the
two terms. The amplitude of the spindown torque can be estimated from observed
values of the spindown time, and is small. We will be interested in a particular
example (PSR B1828–11) where the spindown time is,
tsd ∼
L
No
∼ 10
5 yr. (2–51)
Compare this with the observed precession period for the same pulsar,
Pp =
2π
Ωp
∼
I3
ǫL
∼ 1yr. (2–52)
The ratio of the two gives,
tsd
Pp
∼
ǫL2
I3No
∼ 10
5 . (2–53)
The second term in eq.2–48 has a magnitude of ǫL2/I, therefore the right-hand
side (RHS) of that equation is quite negligible for the case of interest (as will be
discussed below).32
The above form of the torque is true for spherical stars. This is nevertheless
a good approximation, given how small No and ǫ are. In fact, we will neglect all
combinations of No with ǫ. This is equivalent to taking ˆ Ω ≃ ˆ L within all torque
terms, since the angle between these two vectors is of the order of ǫ. We therefore
have, from eqs.2–47, 2–48 and 2–50,
N = −No
 
ˆ L − a(ˆ L  ˆ b)ˆ b
 
dL
dt
= ˆ L   N = −No
 
1 − a(ˆ L  ˆ b)
2
 
L
dˆ L
dt
+ L
2(I
−1ˆ L) × ˆ L = N − (ˆ L   N)ˆ L = aNo(ˆ L   ˆ b)
 
ˆ b − (ˆ L  ˆ b)ˆ L
 
(2–54)
Loss of energy (or angular momentum, given through the second equation) now
clearly requires that a 6 1. Finally, we will also neglect any time dependence
within No itself.
The third equation demands careful thought. In component form, we have,
L
d
dt






L1
L2
L3






+
ǫL2
I1






L2L3(1 − s)
−L1L3
L1L2s






= aNo cosϑ






b1 − L1 cosϑ
b2 − L2 cosϑ
b3 − L3 cosϑ






(2–55)
where Li are the components of ˆ L, s = (I2 − I1)/(I3 − I1), ϑ is the beam swing
angle deﬁned by cosϑ = ˆ L   ˆ b, and we have already neglected second order terms
in ǫ. As long as the star is suﬃciently non-spherical and the angular momentum is
suﬃciently misaligned with the body z axis, we can neglect the RHS, as it causes
changes in the orientation of the angular momentum smaller (by many orders of
magnitude) than the second term. In other words, ǫ and Λ1 are small but not zero.
(Keep in mind that there is no precession if either one is zero.) Also, s cannot be
too close to unity, i.e. e2 cannot be exceptionally large.
The same cannot be done for the RHS of the equation for the magnitude of the33
angular momentum (eq.2–54), as it is the only term we have. Incidentally, setting
No = 0 would take us back to the torque-free precession case.
In order to write the equations in a dimensionless form, let us divide all sides
by a frequency ωp, deﬁned in accordance with eq.2–6,
ωp(t) =
ǫL(t)Λ3
I3
√
1 + e2 , (2–56)
but where the magnitude of the angular momentum is no longer constant. Also
deﬁne,
dτ = ωp(t)dt , (2–57)
which, for a constant ωp, reduces to the familiar form of the torque-free case. Now,
the diﬀerential equations (eq.2–54) become, after some rearrangement,
dL
dτ
= ˆ L   N/ωp = −(No/ωp)
 
1 − a(ˆ L  ˆ b)
2
 
dˆ L
dτ
+ (L/ωp)(I
−1ˆ L) × ˆ L = 0
(2–58)
Since L/ωp is time-independent, the second equation has exactly the same solution
as before, except that τ is now diﬀerent, and given through a diﬀerential equation
on its own. In other words, the Li remain of the same form. Thus, we only need
to solve the ﬁrst equation and eq.2–57.
We deﬁne a new dimensionless constant,
̟p = I3ωp/L = ǫΛ3/
√
1 + e2 . ǫ , (2–59)
and write,
L = Lo[1 − ℓ(τ)]
N = −Non(τ)
t = [τ + δ(τ)]/ωpo
(2–60)34
where ωpo = ̟pLo/I3. The diﬀerential equations (eq.2–58) now become,
dℓ
dτ
=
 
I3No
̟pL2
o
  ˆ L   n
1 − ℓ
and
dδ
dτ
=
ℓ
1 − ℓ
. (2–61)
It’s worth noting that we make no assumptions in these substitutions.
If we ﬁnally deﬁne one more dimensionless constant,
˜ Γsd =
I3No
̟pL2
o
, (2–62)
and let ℓ = ˜ Γsd˜ ℓ and δ = ˜ Γsd˜ δ, then the two equations can be written as,
d˜ ℓ
dτ
=
ˆ L   n
1 − ˜ Γsd˜ ℓ
and
d˜ δ
dτ
=
˜ ℓ
1 − ˜ Γsd˜ ℓ
. (2–63)
For the pulsar that we discuss here, we have,
˜ Γsd ∼
I3No
ǫL2
o
∼
Pp
tsd
∼ 10
−5 . (2–64)
This means that one may safely ignore the denominators of the two equations,
thus further simplifying the results,
d˜ ℓ
dτ
= ˆ L   n and
d˜ δ
dτ
= ˜ ℓ . (2–65)
Note that ˆ L n = 1−a(ˆ L ˆ b)2 > 0, thus assuring that L is monotonically decreasing
(as required by loss of angular momentum).
2.4.1 Time of Arrival Residuals
Since Li remain of the same form, with the only diﬀerence being that τ is now
determined through a diﬀerential equation (eq.2–57), the Euler angles remain the
same (eqs.2–13). However, due to the time dependence of L, it is more convenient
to express φ as a function of τ, and we need to replace eq.2–14 by,
φ(τ) = φo +
  τ
0
dτ
̟p
 
1 +
ǫ
1 + e2 sn2τ
 
= φo +
τ
̟p
+
ǫ
̟p
  τ
0
dτ
1 + e2 sn2τ
(2–66)35
Thus, all we have to do is to replace Ltn/I3 by τn/̟p on the LHS of eq.2–19. The
period (given through eq.2–30) remains the same as well, as does the calculation
of dτn/dn. In fact, we run into trouble only with the period residuals, since the
magnitude of the angular momentum is now changing. Deﬁne,
∆Pres = Pn −
2πI3
Lo
and ∆Pn = Pn −
2πI3
L
. (2–67)
∆Pn is formally the same as the torque-free case (eq.2–31). However, observations
give us only information about ∆Pres. In practice, one ﬁrst determines the period
(P⋆) at some epoch (to), and then ﬁnds the period derivative ( ˙ P⋆), which is the
secular term attributed to spindown, and subtracts both contributions, so that the
residuals are then given through,
∆Pres = P(t) − P⋆ − (t − to) ˙ P⋆ . (2–68)
Consider the diﬀerence between the two deﬁnitions above,
∆Pres − ∆Pn = 2πI3
 
1
L
−
1
Lo
 
=
2πI3˜ Γsd
Lo
d˜ δ
dτ
, (2–69)
where we make use of eqs.2–61 and 2–63. We thus get,
∆Pres
P⋆
=
̟pfn
1 − ̟pfn
+
˜ Γsd˜ ℓ
1 − ˜ Γsd˜ ℓ
≈ ̟pfn + ˜ Γsd˜ ℓ , (2–70)
where P⋆ = 2π/Ω⋆ = 2πI3/Lo. The ﬁrst term is the geometric eﬀect (∆Pge/P⋆ ≈
̟pfn) and the second term is the spindown term (∆Psd/P⋆ ≈ ˜ Γsd˜ ℓ). There are
still secular terms present in the spindown term that need to be subtracted. This
will be taken care of below. The relative amplitude of these two terms cannot be
simply determined, and it is possible that either one is dominant, or that they are
comparable.
We now turn our attention to the calculation of ˜ ℓ. From eq.2–65 we have,
˜ ℓ =
  τ
0
ˆ L   n dτ where ˆ L   n = 1 − a(ˆ L  ˆ b)
2 , (2–71)36
and,
ˆ L   ˆ b = −b1Λ1cnτ − b2Λ2 snτ + b3Λ3 dnτ = cosϑ . (2–72)
Carrying out the integrals of the Jacobian elliptic functions, and substituting the
values of k2 and Λ2, we get, after some rearrangement,
  τ
0
(ˆ L   ˆ b)
2 dτ =
Λ2
3
e2
 
b
2
2(1 + e
2) − b
2
1k
2
1
 
τ+
+
Λ2
3
e2
 
b
2
1 − b
2
2(1 + e
2) + b
2
3e
2
 
E(amτ,k)+
+
2b1b2Λ2
3
√
1 + e2
e2 (1 − dnτ)−
−2Λ1Λ3
 
b2b3
√
1 + e2(1 − cnτ) + b1b3 snτ
 
(2–73)
where we have introduced the complementary parameter k2
1 = 1−k2. E(amτ,k) is
the Legendre elliptic integral of the second kind, and amτ is the Jacobi amplitude,
amτ = sin
−1 snτ (see Appendix E). Note that we have implicitly assumed that,
at the zero of time, the angular momentum is in the xz plane of the body frame.
This is a non-trivial assumption, and in general one does not have the freedom
of randomly setting the initial orientation of the angular momentum. Therefore,
in general we would have ˆ L = ˆ L(τ − τo), where τo is the phase oﬀset and is an
additional parameter, and the overall result would be to replace ˜ ℓ(τ) above by
˜ ℓ(τ −τo)− ˜ ℓ(−τo), where ˜ ℓ(−τo) is just a constant. For simplicity, we will continue
to assume τo = 0 in the rest of our derivations, but the general case should be kept
in mind.
The oscillatory part of ˜ ℓ, after secular terms have been removed, is given
through,
∆˜ ℓ = ˜ ℓ −  ˆ L   n τ . (2–74)37
The average is carried out over a period, 2˜ π = 4F(π/2,k),
 ˆ L   n  = 1 − a (ˆ L  ˆ b)
2  , (2–75)
where, using eq.2–73 we get,
 (ˆ L  ˆ b)
2  =
1
2˜ π
  2˜ π
0
(ˆ L   ˆ b)
2 dτ
=
Λ2
3
e2
 
b
2
2(1 + e
2) − b
2
1k
2
1
 
+
+
Λ2
3
e2
 
b
2
1 − b
2
2(1 + e
2) + b
2
3e
2
  E(π/2,k)
F(π/2,k)
(2–76)
and we have made use of the relations am(2˜ π) = 2π and E(2π,k) = 4E(π/2,k).
We thus get,
∆˜ ℓ = a (ˆ L   ˆ b)
2 τ − a
  τ
0
(ˆ L   ˆ b)
2 dτ , (2–77)
which can now be used in eq.2–70 to calculate the time of arrival residuals,
∆Psd
P⋆
≈ ˜ Γsd∆˜ ℓ . (2–78)
We will ﬁnd it convenient to express this equation in the following form,
∆˜ ℓ/a = c1(1 − cnτ) + c2 snτ +
c3
k2(1 − dnτ)+
+
c4
k2
 
E(π/2,k)
F(π/2,k)
τ − E(am τ,k)
  (2–79)
where,
c1 = 2Λ2Λ3b2b3 , c2 = 2Λ1Λ3b1b3 , c3 = −2Λ1Λ2b1b2
and c4 = Λ
2
1
 
b
2
1 − b
2
2(1 + e
2) + b
2
3e
2
 
.
(2–80)
These coeﬃcients are related to each other through,
c4 = −
c2c3
2c1
+
c1c3
2c2
−
c1c2
2c3
k
2 . (2–81)38
It is also interesting to note that ∆˜ ℓ has a non-zero average over a precession
period. The residuals may have non-zero average depending on when and how
the period and its derivatives are calculated. This becomes particularly important
when calculating the time of arrival residuals, which can be obtained by integrating
the period residuals. If the period residuals have a constant term, then the time
of arrival residuals will have a linear term. Therefore, in calculating the time of
arrival residuals one will have to subtract any constant terms from the period
residuals.
2.4.2 Amplitude of the Residuals
Consider the period derivative, which is given through the secular terms in ˜ ℓ,
˙ P⋆ = ηP⋆˜ Γsdωp , (2–82)
where η =  ˆ L   n  = 1 − aco and co =  cos2 ϑ . The amplitude of the period
residuals thus becomes, from eq.2–78,
A = aP⋆˜ Γsd =
a ˙ P⋆
ωp(1 − aco)
=
aAo
1 − aco
where Ao =
P⋆
2ωptsd
, (2–83)
and tsd = P⋆/2 ˙ P⋆ is the spindown time. Recall that a measures the strength of the
oscillating part of the spindown torque, and must be 6 1.
For PSR B1828–11 the period is 405.04 ms, the precession period is about 511
days, and the spindown time is 0.11 Myr, so that we get Ao ≃ 409.95 ns.
2.4.3 The Axisymmetric Body
For an axisymmetric star e2 = k2 = 0, but λ = k/e  = 0. Due to the symmetry, we
can set b2 = 0 by shifting the zero of time through some phase τo. (Note that the39
same cannot be done in a triaxial body, where we chose to ﬁx the axes according
to the principal moments of inertia.) In this case eq.2–79 reduces to the form,
∆˜ ℓ/a =
λ
1 + λ2
 
sin2χsin(τ − τo) −
λ
4
sin
2 χsin2(τ − τo)
 
. (2–84)
Note that the non-linearity of the dipole contribution of the torque naturally brings
in a harmonic. The period residuals are then,
∆Psd
Po
= ˜ Γsd∆˜ ℓ where ˜ Γsd =
No
ωpLo
=
1
2ωpτc
. (2–85)
Here τc is the characteristic time,
τc =
3c3I3
4 2Ω2
o
. (2–86)
It turns out that, for the axisymmetric case, the geometric term is quite negligible
compared to the spindown term, for the range of physical parameters of interest
(Jones & Andersson 2001; Link & Epstein 2001).
To convert our result for period residuals (∆P/Po) into residuals of the deriv-
ative of the angular velocity (∆ ˙ Ω/Ωo) given by Link & Epstein (2001), we make
use of,
∆ ˙ P =
d∆P
dt
= ωp
d∆P
dτ
and
∆ ˙ Ω
Ωo
= −
∆ ˙ P
Po
, (2–87)
which indeed gives the correct results, together with the initial phase diﬀerence of
π between the two deﬁnitions,
∆ ˙ Ω
Ωo
=
aλ
2τc(1 + λ2)
 
−sin2χcos(τ − τo) +
λ
2
sin
2 χcos2(τ − τo)
 
. (2–88)
There is one diﬀerence between the two derivations and that is the presence of
the coeﬃcient a, which measures the strength of the spindown torque. With the
addition of this new element, the number of unknowns increases to three (a, λ and40
χ), while a ﬁt to data will yield only two coeﬃcients (a1 and a2; τo does not contain
any further information). This implies that there is a certain level of freedom in
the choice of the physical coeﬃcients. Let us denote the ﬁtting function by f,
f = a1 sin(τ − τo) − a2 sin2(τ − τo) . (2–89)
Then, the relations between the coeﬃcients of this function and the physical pa-
rameters that we actually seek would be,
a1 =
aλsin2χ
1 + λ2 and a2 =
aλ2 sin2 χ
4(1 + λ2)
. (2–90)
Deﬁne λ = tanθ, and the ratio of the two coeﬃcients gives,
tanχtanθ =
8a2
a1
. (2–91)
It is also possible to express χ and θ as functions of a. However, as it turns out,
the range of the physical parameters is severely restricted by the beam swing angle
constraint, which in the axisymmetric case is given through,
∆ϑ = 2min(χ,θ) < ∆ϑmax . (2–92)
This forces one of the two angles to be small (which will have tan1 < 0.09 even if
we let ∆ϑmax = 10◦); while eq.2–91 ensures that the other remains very close to
90◦. The ratio of the coeﬃcients is found to be a2/a1 ∼ 0.4 for the data used by
Link & Epstein (2001). This yields the condition tan2 > 36, i.e. the second angle
has to be larger than 88◦, in accordance with previous ﬁndings.
2.5 The Pulse Beam
In this section, we will consider the constraint on the variations in the orientation
of the pulse beam with respect to the observer as the star precesses. We will then41
discuss the implications of solid and patchy pulse proﬁles on the observed pulse
shapes.
We will deﬁne the wobble (θ) and beam swing (ϑ) angles according to (ﬁg.2–1),
cosθ = ˆ L   ˆ z = Λ3 dnτ
cosϑ = ˆ L   ˆ b = −b1Λ1 cnτ − b2Λ2 snτ + b3Λ3dnτ
(2–93)
By deﬁnition, the wobble angle is equivalent to the Euler angle θ (ﬁg.2–4) and
is constant for an axisymmetric star. The beam swing angle is related to the
angle between the beam and the observer. It could exceed 90◦, but since the pulse
will have a limited angular size, there is a restriction on how much it can vary
throughout a precession period. Otherwise, the beam will leave the observer’s line
of sight. Therefore, the span of the beam swing angle serves as a constraint. The
angle can be further restricted by imposing the conditions for an interpulse.
The widest span of the beam angle is ∆ϑ = ϑmax − ϑmin. Then, the constraint
is that this be smaller than some value ∆ϑmax, which is estimated based on infor-
mation about the pulse width and shape. Note that the beam angle depends on
four parameters: the two angles determining the orientation of the beam in the
rotating frame (χ and φ), and any two of k2, e2 and λ = Λ1/Λ3.
To ﬁnd the extrema of the beam angle, take the derivative of the equation
above with respect to the phase τ, and set it equal to zero,
−sinϑ
dϑ
dτ
= b1Λ1snτ dnτ − b2Λ2cnτ dnτ − b3Λ3k
2 snτ cnτ = 0 . (2–94)
It is possible to solve for the roots using numerical methods. Alternatively, by
taking squares and replacing cnτ and dnτ by the equivalent expressions in terms
of snτ, the equation can be transformed into a quartic equation in x = sn2τ,
a4x
4 + a3x
3 + a2x
2 + a1x + a0 = 0 , (2–95)42
where the coeﬃcients are given through,
a4 = A2 + D2k4
a3 = 2AB − D2k2(k2 + 2)
a2 = 2AC + B2 + D2(2k2 + 1)
a1 = 2BC − D2
a0 = C2
A = (−b2
1Λ2
1 + b2
2Λ2
2 + b2
3Λ2
3k2)k2
B = b2
1Λ2
1 − b2
2Λ2
2(1 + k2) − b2
3Λ2
3k4
C = b2
2Λ2
2
D = 2b1b2Λ1Λ2
(2–96)
∆ϑ is a monotonically increasing function of k2. To illustrate this, consider the
case when ˆ b is outside the curve traced by the angular momentum in the rotating
reference frame (ﬁg.2–3). Then, increasing k2 necessarily increases ∆ϑ (as can be
veriﬁed by considering the evolution of a sequence of curves as a function of k2).
If, on the other hand, ˆ b is enclosed within the curve, then there are no points on
the curve that get closer to ˆ b as k2 increases, i.e. both ϑmin and ϑmax increase, but
at diﬀerent rates. ϑmin will move towards smallest rate of change, while ϑmax will
move towards largest. Therefore, increasing k2 will make ∆ϑ larger. This results
in considerable simpliﬁcation in numerical calculations.
As a result, ∆ϑ is also a monotonically increasing function of λ. We can verify
this statement in the limit when λ is small. Using the expansions for the Jacobian
elliptic functions and Λi, and keeping only lowest order terms (whence Λ1 ∼ λ and
Λ3 ∼ 1), we have (from eq.2–93),
cosϑ ≈ −b1λcosτ − b2λ
√
1 + e2 sinτ + b3
≈ −λ
 
b2
1 + b2
2(1 + e2)cos(τ − ϕ) + b3 + higher order, (2–97)
where the value of ϕ is immaterial. Solving for the extremum values of the beam
swing angle, we arrive at,
ϑmax,min ≈ arccos(b3) ± λ
 
b2
1 + b2
2(1 + e2)
1 − b2
3
, (2–98)43
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Figure 2–6: Pulse duration (ω) and impact angle (β). L is the angular momentum,
b is the beam axis, and O is the direction to the observer. γ is the angle between L
and O, and ϑ is the angle between L and b. L, b and O are shown coplanar. The
beam is depicted as circular with angular radius ρ. Note that γ remains constant,
while ϑ changes with precession phase.
so that the span is found to be linear in λ,
∆ϑ ≈ 2λ
 
b2
1 + b2
2(1 + e2)
1 − b2
3
. (2–99)
2.5.1 Solid Pulse Proﬁle
As the neutron star precesses the observer will cross the beam at diﬀerent points.
As a result, the observed pulse duration and shape will change with precession
phase. The observer’s position will trace out a curve on the beam that is perpen-
dicular to the rotation direction (see ﬁg.2–6). Let us deﬁne the pulse duration,
ω as the angular width of this curve. If we know the shape of the beam, we can
calculate ω as a function of the impact angle, which we deﬁne as the smallest
angle between the center of the beam and the observer within a rotation period,44
β = γ − ϑ. The problem is equivalent to that of determining the angle between
two points on a sphere, given through their latitudes and longitudes.
Let us examine the case of a circular beam ﬁrst. If the angular radius of the
beam is ρ, then the pulse duration can be calculated from,
cosρ = cosϑcosγ + sinϑsinγ cos(ω/2) . (2–100)
For a pulsar with a magnetic axis nearly orthogonal to the rotation axis, ϑ ≈ γ ≈
90◦, this gives,
cos(ω/2) ≈ 1 + cosρ − cosβ or (ω/2)
2 ≈ ρ
2 − β
2 , (2–101)
where the latter is true for small angles. Now, we deﬁne a shape parameter, S
according to,
ω = ωmax(1 − S) + ωminS whence S =
ωmax − ω
ωmax − ωmin
, (2–102)
where ωmin and ωmax can be measured through observations. Thus, S = 1 for the
narrowest pulses, and S = 0 for the widest.
There are two cases of interest, depending whether the observer crosses the
center of the beam or not. Sample cases for the shape parameter are shown in
ﬁg.2–7. The plots can be understood qualitatively: when there is no crossing,
there is only one maximum and one minimum per precession cycle, corresponding
to the widest and narrowest passages. If there is crossing, then there are two
minima and two maxima. The maxima of ω and the minima of S will always have
the same value, while the remaining extrema will have diﬀerent values depending
on how symmetrically the observer sweeps across the beam.
If the beam has an hour-glass shape, and we assume it is nearly parabolic near
the neck, then the duration will be given as,
ω = ω1 + ω2β
2 , (2–103)45
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Figure 2–7: Shape parameter as a function of precession phase for a circular beam.
The plot is shown for an axisymmetric star (e2 = 0) with a nearly orthogonal beam
axis (χ = 89◦), and λ = 0.02. The solid line is for an observer that crosses the
center of the beam (γ = 89.1◦), and the dashed line is for an observer who does not
cross the center (γ = 92◦). The angular radius of the beam is taken to be ρ = 5◦.
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Figure 2–8: Shape parameter as a function of precession phase for a parabolic
beam. The plot is shown for the same set of parameters as in ﬁg.2–7.46
where ω1 and ω2 are determined by the maximum and minimum durations as well
as the observer’s position and the beam swing angle. The shape parameter for this
case is shown in ﬁg.2–8. Note that this is markedly diﬀerent than ﬁg.2–7 and is
more similar to the shape variations of PSR B1828–11 (ﬁg.2–2), as concluded by
Link & Epstein (2001). However, this model predicts that the shape parameter will
change continuously during a precession period, and does not address the observed
changes in the shape parameter on much shorter timescales (Stairs et al. 2000,
2003).
2.5.2 Patchy Pulse Proﬁle
The pulse proﬁle of PSR B1828–11 alternates between two diﬀerent modes, one
narrow and the other broad, and has Fourier power at both 250 and 500 days
(Stairs et al. 2000, 2003). Stairs et al. (2003) describe how the pulse proﬁle
is determined. During a particular observing session, 16 pulse averages may be
either broad or narrow, with a shape parameter S deﬁned to be the fraction of the
mean pulse shape for that session attributed to the narrow component. The shape
parameter S varies systematically between ≈ 0 (all wide) and ≈ 1 (all narrow)
over the precession cycle, with a strong Fourier component at the “ﬁrst harmonic”
1/250days of the “fundamental” precession frequency 1/500days (Stairs et al.
2000, 2003). Link & Epstein (2001) suggested that the emission beam of the pulsar
must have an hourglass shape in order for S to exhibit substantial variability on
the 250 day timescale. (A similar elongated shape was inferred from studies of the
geodetic precession of PSR B1913+16 by Weisberg & Taylor 2002.) However, they
did not address the issue of mode switching during individual observing sessions
at all. Here we present an alternative viewpoint centered around modeling proﬁle47
Figure 2–9: Schematic of a pulse consisting of a bright core, and surrounded by
smaller fainter conal blobs. Core emission is assured to be stationary, whereas
conal emission could vary as the emitting blobs circulate about the beam axis.
mode switching within individual observing sessions, and argue that it may be able
to produce some aspects of the required harmonic structure shown in ﬁg.2–2.
The basic geometrical picture is shown in ﬁg.2–9. We attribute the narrow
component of the pulse to core emission centered around the beam axis. The
broader proﬁle is a superposition of core and conal emission. Thus, in the par-
lance of Rankin (1990, 1993), the pulsar alternates between presenting a core
single (St) and triple (T) pulse proﬁle. The relatively young spindown age of PSR
B1828–11 (about 0.11 Myr) and its large value of B12/P 2
⋆ are consistent with this
categorization. (Here, the magnetic ﬁeld is measured in units of 1012G and the
period is measured in seconds.) However, the apparent pulse width in the narrow
state appears to be anomalous: Rankin (1990) ﬁnds a full width at half maximum
(FWHM) pulse width Wcore = 2.45◦P⋆
−1/2/sinχ, where χ is the angle between a
pulsar’s spin and magnetic axes. For PSR B1828–11, the FWHM of the narrow
state is about 2.3◦, as opposed to Wcore ≈ 3.85◦/sinχ from Rankin’s formula. We48
note that the bounding relationship Wcore > 2.45◦P⋆
−1/2 was derived from a set
of “interpulsars” thought to be nearly orthogonal rotators, so we would have ex-
pected Rankin’s formula to work especially well if χ is near 90◦, as was suggested
by Link & Epstein (2001). On the other hand, the discrepancy is also smallest for
χ ≈ 90◦, which may be circumstantial evidence that PSR B1828–11 really is nearly
an orthogonal rotator. (Moreover, the frequency dependence of the core width is
relatively weak at high frequencies, so that the fact that Rankin’s formula is for 1
GHz emission, whereas the Stairs et al. (2003) observations were at 1.6 or 1.7 GHz,
is not responsible for the discrepancy.) We note that there are other exceptions to
Rankin’s bound, but not many (see, for example, ﬁg.23b in Graham–Smith 2003,
adapted from Gould 1994). Given uncertainties in χ, there may be other pulsars
with Wcore > 2.45◦P⋆
−1/2, but also Wcore < 2.45◦P⋆
−1/2/sinχ.
If pulsar core emission intensity were Gaussian, we would expect an observed
intensity of the form,
Icore = Icore(0)exp
 
−
β2
2ρ2
1
−
(φsinα)2
2ρ2
2
 
, (2–104)
where β is the impact parameter of the observer’s line of sight relative to the beam
axis, φ is the pulse phase (centered on epoch of closest passage relative to the
axis), and α = χ + β is the angle between the line of sight to the observer and
the stellar spin axis. Here ρ1 and ρ2 deﬁne the extent and the shape of the beam,
which would be elliptical when they are not equal. This formula assumes that
β ≪ χ, and that emission is strongly beamed along magnetic ﬁeld lines, but does
not presume that the emission pattern is circularly symmetric with respect to the
beam axis. The two directions 1 and 2 are relative to a coordinate system in which
ˆ e3 = ˆ b coincides with the magnetic moment of the star, which is assumed to be
the beam axis; ˆ e2 = ˆ L×ˆ b/|ˆ L×ˆ b| and ˆ e1 = [(ˆ b  ˆ L)ˆ b− ˆ L]/|ˆ L×ˆ b|. For a Gaussian49
beam, eq.2–104 shows that the core component width is independent of the impact
angle β, although the peak intensity is not (e.g. Rankin 1990). However, this is a
unique property of a Gaussian proﬁle. We can well imagine that the emission cuts
oﬀ sharply (even discontinuously) for suﬃciently large β, in which case the core
width could be narrower than normal. Because the peak core intensity would also
be lower in such cases, it would be harder to detect, which may account for the
rarity of exceptions to Rankin’s bound.
A sharper cutoﬀ to the core emission beam would not only allow narrower core
pulse proﬁles, but would also introduce β dependence into the width. As a simple
example, suppose that the beam proﬁle is,
Icore = Icore(0)exp
 
−
u
2
−
κu2
4
 
where u =
β2
ρ2
1
+
(φsinα)2
ρ2
2
, (2–105)
i.e. still a self-similar function but with a sharper cutoﬀ than a Gaussian proﬁle.
The peak intensity is at φ = 0, where u = umin = β2/ρ2
1. The FWHM is at phases
±φ1/2, where,
φ1/2 sinα
ρ2
=


  
umin +
1
κ
 2
+
4ln2
κ
−
 
umin +
1
κ
 


1/2
≈
 
2ln2
1 + κumin
=
 
2ln2
1 + κβ2/ρ2
1
(2–106)
where the approximation is valid for small values of κ, irrespective of κumin. The
cutoﬀ becomes important once κumin ∼ 1, i.e. for β & ρ1/
√
κ. The core width
decreases with increasing β, as does the peak intensity observed from the core.
As we mentioned above, we ascribe the broader pulse proﬁle state to a super-
position of core and conal components. In keeping with the schematic ﬁg.2–9, we
assume that the conal emitting pattern is patchy and, as we discuss further below,
probably only stationary in the mean. Consider an individual conal emitting region50
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Figure 2–10: Geometry of conal blobs in a pulse. The blobs are elliptic with axes
δr and δt, and are centered on a circle of radius ρ. In order to see the blob (shown
in solid lines), the observer’s line of sight must pass within the shaded region,
corresponding to the inequality given by eq.2–108.
(hereafter “blob”) i. We assume that it is centered at (x1
i,x2
i) = ρi(cosσi, sinσi).
The emission pattern of blob i may be anisotropic in a complicated fashion, with
possible preferred directions not only along the ˆ e1,2 axes, but also along and per-
pendicular to ˆ xi = (cosσi, sinσi). The observer sees an intensity that is a function
of the two variables β − ρi cosσi and −(φ + φd)sinα − ρi sinσi, where the phase
delay is φd = hi/cP⋆ ≈ 1◦(hi/340km), and hi is the height of blob i above the
core emitting region. The peak value of the intensity of radiation seen from any
given blob is only a function of |β − ρi cosσi|, though, and we assume that blob i51
is detectable provided that,
|β − ρi cosσi| 6 δi , (2–107)
where δi may depend on σi. Thus, the detectability of an individual blob varies
through the precession cycle, and the probability of seeing any blobs at all also
varies, thus aﬀecting the observed beam width.
The problem of modeling the detectability of a given blob can be quite complex.
To illustrate, suppose that each blob is at ρi = ρ, and has the same anisotropic
shape. Simplify even more by assuming that the emission proﬁles of the blobs
have a characteristic length δr along the (radial) direction from the beam axis
to its center, and a diﬀerent length δt in the direction tangential to it (ﬁg.2–10).
Then, we can detect the blob if,
(β − ρcosσi)
2 6 δ
2
t sin
2 σi + δ
2
r cos
2 σi . (2–108)
For convenience, we deﬁne δ2 = (δ2
t +δ2
r)/2 and qδ2 = (δ2
t −δ2
r)/2. Note that q may
be positive or negative, and |q| 6 1. For a circular blob q = 0. Since we expect
that in general δ ≪ ρ, and except for special values, δ ≪ β, we only expect blobs
within a small range ∆σ(β) to be visible.
Fig.2–11 shows the result of solving eq.2–108 for the range of observable ∆σ/2π
as a function of the impact parameter β. (The solutions were not extended beyond
β/ρ = 1+δ
√
1 − q, where ∆σ ≡ 0.) The results exhibit complicated behavior even
in this simple model. Given N conal blobs, the probability of seeing the broader
pulse proﬁle is large when 2 ×N∆σ/2π & 1, and is small when 2× N∆σ/2π . 1.
(The factor of two is because the observer’s line of sight crosses the cone twice.)
Thus, we may expect the shape parameter S to be small for impact parameters
where ∆σ/2π is large, and vice-versa; during a precession cycle, both regimes may52
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Figure 2–11: ∆σ/2π vs. β for various q and δ/ρ = 0.1.
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Figure 2–12: Shape parameter vs. precession phase for a model with δ/ρ = 0.1,
q = −0.8, N = 6, and impact parameter β/ρ = 0.95 + 0.15sinφp.53
be sampled.
Fig.2–12 shows an example of how the probability of seeing only the narrow
pulse would vary with precession phase in this model; this example captures the
main features of the observed beam width variations shown in ﬁg.2–2. For con-
structing the ﬁgure we adopted q = −0.8, δ = 0.1ρ, and assumed a sinusoidal
variation of the impact parameter with precession phase,
β(φp) = β0 + β1 sinφp , (2–109)
with β0 = 0.95ρ and β1 = 0.15ρ assumed for graphical purposes. The shape
parameter is taken to be S = (1 − ∆σ/π)N, i.e. the probability that no blobs
are detected; ﬁg.2–12 assumes N = 6. Clearly, S varies periodically but not
sinusoidally in this model, and also varies substantially in half a precession cycle.
This distinctive “doubly periodic” variation is only seen if the observer’s line of
sight crosses near β = ρ. This is consistent with our earlier discussion of core
widths, if the core emission is still visible but starting to cut oﬀ at such impact
angles. Presumably, the peak intensity of the core emission must also far exceed
that of any conal blob for this model to be viable; there are some indications
that conal emission becomes more prominent as pulsars age (e.g. Rankin 1990).
Although the range of variation of S in this example is smaller than in PSR B1828–
11, extensions of the model, such as diﬀerent assumptions about the conal emission
(e.g. an hourglass-shaped cone as in Link & Epstein 2001, or a more complicated
version of blob anisotropy) may possibly yield a better account of the data.
If the conal blobs were stationary in the rotating frame, then the observer would
see pulse proﬁle variations as a function of precession phase, but would not see any
variations at a given precession phase. However, it is likely that the conal blobs are
not at ﬁxed positions but rather circulate around the cone in a rotating carousel54
(Deshpande & Rankin 1999, 2001; see Rankin & Wright 2003 for a review). In
this picture, which has empirical support (Deshpande & Rankin 1999, 2001), conal
emission is from beams that circulate with a frequency Ωd = fdΩ⋆ relative to a
reference frame rotating with the star. The circulation is probably the consequence
of E×B drift (e.g. Ruderman & Sutherland 1975; Gil, Melikidze & Geppert 2003;
Wright 2003), and fd . 0.1 is a reasonable value. By contrast, the core emission
is stationary, and from a much lower altitude than the conal emission (possibly
from near the polar cap). In this picture, during a given observing session the core
component is always visible, but the conal component ﬂuctuates as emitting blobs
pop in and out of the observer’s line of sight periodically. The probability that
the observer sees conal emission at all varies systematically during the precession
cycle, and is ﬁxed during any observing session lasting a day or so (i.e. far less
than the precession period).
If this model is correct at least in a broad outline, then the total beam swing
during a precession cycle is 6 1 − 3◦, given expected core radii (Rankin 1993).
Larger beam swings could be accommodated by a more complex model for the
pulse shape (eg. the hourglass shape of Link & Epstein 2001).
2.6 Statistical Inference
In this section we will review the statistical method used to calculate probability
distribution functions (PDFs) for the various parameters in our models. Denote
the set of parameters by x. Then, the PDF for the parameters can be calculated
as, from Bayes’s theorem,
P(x|D,M) =
P(x|M)P(D|x,M)
P(D|M)
, (2–110)55
where D stands for data, M stands for the model and also takes into account any
other information that is available on the problem apart from data (in this case,
the beam swing angle, which we impose as a restriction on the parameter space).
P(x|M) is the prior probability for the parameters, P(D|x,M) is the likelihood,
and P(D|M) is eﬀectively a normalization constant.
To ﬁnd the PDF for a certain parameter, or a subset of parameters, we integrate
eq.2–110 over the remaining parameters. For that, we need to know the likelihood.
For each data point yi at time ti, we have a theoretical prediction fi = f(ti|x,M).
For well-known uncertainties with Gaussian distribution, we would then have,
P(D|x,M) =
 
i
(σi
√
2π)
−1 exp
 
−
(yi − fi)2
2σ2
i
 
. (2–111)
If we assume that the error bars are not well-determined and rescale them through
some number F, the above equation becomes,
P(D|x,M) =
 
i
(Fσi
√
2π)
−1 exp
 
−
(yi − fi)2
2F 2σ2
i
 
, (2–112)
and we regard F as an additional parameter. We have to introduce a prior for F.
Since we do not want it to depend much on the endpoints, we take it to be ﬂat
over dlnF, i.e. proportional to dF/F, and integrate over all values of F. Deﬁne,
 
i
(yi − fi)2
2σ2
i
≡ χ
2
o(x) , (2–113)
whence we get, for d data points,
  ∞
0
dF P(D|x,M)
F
=
 
 
i
1
σi
√
2π
   ∞
0
e−χ2
o/F 2
dF
F d+1 ∝
 
χ
2
o(x)
 −d/2
, (2–114)
where we have dropped anything that does not depend on the remaining para-
meters x, including integrals that give constants, products of the original σi, and
factors of
√
2π. Thus, our ﬁnal result is,
P(x|D,M) ∝ P(x|M)
 
χ
2
o(x)
 −d/2
, (2–115)56
where the ﬁrst term is the prior probability, and the constant of proportionality
can be computed from the condition that the ﬁnal PDF is normalized to unity.
2.7 Results and Discussion
The physical parameters that determine the form of the residuals are the two
angles that specify the orientation of the magnetic axis in the body frame (the
polar angle χ and the azimuthal angle ϕ; see ﬁg.2–5); any two of e2, λ and k2; and
a. There is also a τo (measured in precession cycles) that determines the initial
phase. Thus, the total number of parameters is six. χ varies between 0 and π/2,
and its prior is taken to be ﬂat over cosχ; and φ varies between 0 and 2π, and
has a ﬂat prior. In other words, we assume that orientations of the magnetic axis
are equally likely over all solid angles. Priors for τo and a are ﬂat between 0 and
1. On the other hand, e2 and λ can have any positive values, as long as the beam
swing angle is constrained and k2 < 1; therefore, we have to introduce cutoﬀs in
their priors. The parameter λ is related to the wobble angle, and due to the beam
swing angle constraint it cannot be too large; we take λ 6 0.2 with a ﬂat prior.
The situation is slightly more complicated for e2. The crust of a neutron star
(which in our model is the only component since we do not consider the liquid
interior) can relax only through shearing motions as it spins down and so must be
triaxial (Link, Franco & Epstein 1998; Franco, Link & Epstein 2000). Adding the
magnetic stresses, which result from the multipolar ﬁeld near the surface, would
produce a very complicated ﬁgure. It is, therefore, quite unlikely that the star
is oblate axisymmetric (e2 = 0) or prolate axisymmetric (e2 → ∞) to a very
high precision. On theoretical grounds one might expect e2 to be close to unity.
Thus, we ﬁrst take e2 6 2 with a ﬂat prior (ﬁgs.2–14 through 2–16). However,57
Table 2.2: List of parameters for the models shown in ﬁg.2–13.
parameter geometric axisymmetric full
χ 74.0◦ 88.6◦ 71.8◦
φ 12.0◦ 0◦ 0◦
e2 3912 0 2135
λ 0.012 0.0437 0.00325
a 0 1 0.983
∆ϑ 18.5◦ 5◦ 0.44◦
we ﬁnd that within this range the PDF for e2 is not conﬁned. Because of that,
we also consider a second case where we allow for larger values of e2 (ﬁgs.2–17
through 2–19). The spindown model we use is derived under the assumption that
e2 is not exceedingly large (see §2.4). Therefore, we take e2 6 4000, which seems
to encompass the regions of interest, without violating our assumptions. Since
the volume of integration is considerably larger at large values of e2 than at small
values, taking a ﬂat PDF over e2 in this case would greatly suppress the importance
of small e2. Therefore, we need to incorporate a prior that is fair for both regimes:
we take a ﬂat prior over ln(1+e2), i.e. the prior for e2 is 1/(1+e2). For both e2 6 2
and e2 6 4000, we calculate PDFs for three diﬀerent values of the maximum beam
swing angle constraint: ∆ϑmax = 1◦, 3◦ and 5◦.
In ﬁg.2–13 we show the data that we use, together with some sample models.
The parameters for these models are listed in table 2.2. The best ﬁt that we ﬁnd
is a purely geometrical model, which has a very large beam swing angle that is, in
fact, outside our prior range (which was relaxed for determining an unconstrained,
global “favorite” model). The axisymmetric model given here is similar to that58
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Figure 2–13: Sample models for the period residuals. The data points are shown for
comparison. The solid line is for the full model (both eﬀects included), the dashed
line is for the geometric model alone, and the dotted line is for the axisymmetric
model. The parameters for all models shown here are quoted in table 2.2.
of Link & Epstein (2001), except that the beam swing angle is constrained to be
below 5◦. In fact, as we show in §2.4, any axisymmetric model is assured to yield
quite similar results even when we introduce the additional torque parameter a.
Because of the large number of parameters, numerical integration for the PDFs
is quite time consuming. The ﬁgures presented here typically have a resolution
of about 100 points per parameter or less. This means that ﬁne structure in the
PDFs may have been missed. Nevertheless, the most notable structures in the
PDFs are expected to remain.
In ﬁgs.2–14 through 2–19 we show the projected one-dimensional PDFs for
each parameter, computed by integrating the multidimensional PDF over all other
parameters. The prior is also a function of the entire set of parameters and is
not separable for all except a. We deﬁne the one-dimensional prior for a given59
parameter by integrating over the rest. A comparison with the full one-dimensional
PDF illustrates the importance of the period residuals in determining the PDF.
Keep in mind that both the prior and the posterior PDFs also include the beam
swing angle constraint. In these ﬁgures, the dotted lines are for the prior PDFs,
the dashed lines are for the geometric model alone (eq.2–31), and the solid lines
are for the geometric model and the spindown model (eq.2–78) both combined.
We now discuss some of the main characteristics and implications of our analy-
sis.
The torque parameter a: For e2 6 2 ﬁgs.2–14 through 2–16 show considerable
probability over the whole range of acceptable values, with a peak at low a that
becomes more prominent as ∆ϑ increases. Another lower and wider peak appears
for ∆ϑmax = 5◦ at larger values of a (ﬁg.2–16). Nevertheless, neither of the peaks is
highly signiﬁcant, because they do not contain most of the probability. Therefore,
we conclude that the data do not constrain a strongly, and it can be quite diﬀerent
from the vacuum spindown value a = 1. As larger values of e2 are permitted,
ﬁgs.2–17 through 2–19 show a peak at a → 1, but with a large tail extending over
most of the parameter space. With increasing values of ∆ϑ, lower a values become
likelier, but most of the probability (> 90%) still lies at a > 0.25. Thus, the value
of a is not well-determined, but there is evidence for an angle-dependent torque.
The parameter a is truly a measure of the angular dependence of the spindown
torque; it does not depend on the geometric eﬀect at all.
The magnetic inclination χ: The axisymmetric model discussed by Link &
Epstein (2001) requires χ to be extremely close to 90◦. As discussed in §2.4, this is
true even when we allow a  = 1. For a triaxial model, we ﬁnd the range of acceptable
χ values to be much larger. The geometric model has a peak at small χ, which60
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Figure 2–15: PDFs for beam swing angle variation less than 3◦, for the same set
of priors as in ﬁg.2–14.
moves on to higher values of χ and broadens with increasing beam swing angle.
This trend is still seen at e2 6 2 when a  = 0 is turned on. The spindown produces
a narrow but strong peak in the vicinity of 90◦, which becomes more pronounced
as ∆ϑ is allowed to be bigger. This peak corresponds to the axisymmetric case,
and implies that it requires larger ∆ϑ values; in fact, the model discussed by Link
& Epstein (2001) has ∆ϑ ≃ 6.4◦. For e2 6 4000 (ﬁgs.2–17 through 2–19), the peak
at large χ remains apparent, though now it is quite broad. The inclusion of points
beyond e2 ≈ 2 seems to favor a more important spindown contribution, and the
geometric eﬀect is further suppressed. There is also a small cusp that appears in62
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Figure 2–16: PDFs for beam swing angle variation less than 5◦, for the same set
of priors as in ﬁg.2–14.
the PDF for ∆ϑ < 5◦, at χ very near 90◦, corresponding to the axisymmetric case.
Yet, this peak is quite narrow, and the vast majority of the probability lies outside
of it.
The triaxiality parameter e2: For e2 6 2, the PDF looks quite similar to the
prior, implying that the data do not diﬀerentiate among values of e2 (ﬁgs.2–14
through 2–16). There is a narrow sharp peak at e2 = 0 for the full model, cor-
responding to the oblate axisymmetric case, but the probability enclosed within
the peak is very small. Note that, at the same time, the PDF for the geometric
eﬀect alone almost vanishes, i.e. for the axisymmetric case, spindown is essential.63
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Figure 2–18: PDFs for beam swing angle variation less than 3◦, for the same set
of priors as in ﬁg.2–17.
When we allow e2 > 2, another peak appears in the PDF (ﬁgs.2–17 through 2–19).
At these values of e2 the star is once again almost axisymmetric, except that now
I1 < I2 ≃ I3, i.e. the star is prolate. Qualitatively e2 = 1 separates oblate and pro-
late shapes. Then, comparing the probabilities enclosed in the two regions, e2 < 1
and e2 > 1 , we ﬁnd that the prolate case contains, by far, most of the probability,
even though we have adopted a prior which somewhat disfavors large e2 values.
Note that, as the beam swing angle constraint is relaxed, the probability becomes
quite evenly distributed over a wide region in e2. This leads to the conclusion that
there are many triaxial models with a wide range of e2 that can ﬁt the data. In65
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Figure 2–19: PDFs for beam swing angle variation less than 5◦, for the same set
of priors as in ﬁg.2–17.
other words, the data do not discriminate among values of e2, especially when ∆ϑ
is relatively large.
The wobble parameter λ: For both e2 6 2 and e2 6 4000, the PDF is contained
in a region which seems to be mostly conﬁned by the beam swing angle. The
constraint results in a dramatic cutoﬀ at the high end of λ. Beyond that point,
we cannot ﬁnd a value of e2 for which ∆ϑ will be smaller than the constraint.
Within that region, there is considerable probability distributed over the whole
range of λ; both models follow the same trend. We can conclude that the oblate
case favors somewhat larger values of λ, which produces a peak that is partially66
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visible for ∆ϑmax = 5◦ (ﬁg.2–16). The prolate case, on the other hand, favors
smaller values of λ, resulting in a second peak, which appears when we allow e2 to
be large (ﬁg.2–19), but is absent when e2 is conﬁned to low values (ﬁg.2–16).
Fig.2–20 shows multivariate PDFs for the full model, plotted as surfaces at
constant e2, as functions of a and χ. The remaining parameters (φ, λ and τo) are
integrated out, and the PDFs are normalized over all surfaces. (The special case
e2 = 0 can be done with considerably higher resolution, because of the freedom
of choice of φ.) The ripples that are present are artifacts of the integration and
subside as the resolution is improved. The amplitude of the ripples serves as an
implicit way of evaluating the signiﬁcance of the peaks in the PDF. Relatively
large amplitude implies that there are no signiﬁcant peaks in the PDF, meaning
that no points or regions in the allowed parameter space are favored strongly.
As ∆ϑmax is increased, two regions acquire prominence: a very narrow ridge at
large χ, which extends over a wide region in a and includes the axisymmetric case,
and a smaller peak at small χ and small a. Keep in mind that this second peak is
further discriminated against by the prior, which is ﬂat over cosχ, i.e. there is a
factor of sinχ that also enters the PDF. Consequently, when the one-dimensional
PDFs are calculated, the second peak is considerably suppressed.
2.8 Conclusion
We ﬁnd a wide range of triaxial models that may explain the period residuals of
PSR B1828–11 in terms of precession, even under the stringent constraints we have
imposed. We ﬁnd many ﬁts that are as good as, or better than the axisymmetric
model considered before (Link & Epstein 2001). In general, ﬁts improve with larger
beam swing angle variations (∆ϑ), but if we assume that the pulse is conﬁned to68
a region a few degrees in size, we have to rule them out. Prolate and oblate
axisymmetric models seem to be favored, especially for small ∆ϑ, but that is not
suﬃcient to rule out other triaxial models. Both the geometric and spindown eﬀects
contribute to the ﬁts. Oddly, if we relax our beam swing constraint completely, the
data prefer a best ﬁt that has a = 0 (no spindown contribution), but ∆ϑ for that
model is unreasonably large (ﬁg.2–13 and table 2.2), so it is merely an unphysical
curiosity.
In the oblate axisymmetric model, spindown is the dominant eﬀect, but it
requires parameters (in particular, a large χ value) that could be expected to
produce an interpulse, which is not seen in PSR B1828–11. If we were to impose
the absence of an interpulse as a constraint, some of the models we have permitted
in our analysis would be excluded, particularly those at large χ. Conceivably, the
magnetic ﬁeld and core beam structure of PSR B1828–11 are suﬃciently complex
that an interpulse would be absent even at χ → 90◦. We note that our model
for shape variations suggests that we are only viewing the outskirts of the core
emission in the component we detect, which may enhance the probability that
emission from the opposite pole is undetectable. Thus, we do not impose the
absence of an interpulse as a constraint on our analysis.
Our models do not require a = 1, so substantial deviations from the vacuum
spindown formula are allowed. In fact, rather small values of a are permitted for an
oblate star (e2 < 1). However, for a prolate star (e2 > 1) we ﬁnd that larger values
are favored (a > 0.25), thus providing evidence for an angle-dependent torque.
To our knowledge, our analysis provides the ﬁrst evidence that pulsars are spun
down by a torque that depends on the angle between the magnetic moment and
the instantaneous angular velocity.69
The magnetic obliquity, χ is no longer required to be extremely close to 90◦,
and we ﬁnd λ (which is related to the wobble angle) to be restricted mainly by the
beam swing angle. Two peaks in e2 are prominent, corresponding to the oblate
axisymmetric (e2 = 0) and prolate nearly axisymmetric (large e2) cases. These are
especially evident for small beam swing angle variations. For larger beam swing
variations, the data do not discriminate among values of e2 very much.
In summary, our precession model ﬁts the data equally well for a broad range of
parameters. We cannot constrain the shape of the star, but we do ﬁnd evidence for
angle-dependent spindown torque. Overall, the ability of our physically-motivated
model to account for the principal features of the timing data of PSR B1828–11,
without special choices of the parameters, reinforces the idea that the pulsar is
precessing. In particular, we have shown that the data can be ﬁtted without re-
sorting to a nearly orthogonal rotator with a vacuum-like dipole torque as Link
& Epstein (2001) did in their preliminary work. Though we cannot strongly con-
strain the angular dependence of the spindown torque with the present data, the
potential remains for learning more about this important aspect of the neutron
star magnetosphere from future observations. The parameters of our model are
not very tightly constrained. Two possible reasons are that we have only three
cycles of data, and that the data have a large degree of intrinsic scatter that our
simple model cannot account for, creating wide PDFs. It will be interesting to see
if the parameters can be more tightly constrained as more data become available
over the next decade.
Our analysis does not employ the data on the shape parameter variations,
because constructing a comprehensive mathematical description would require a
reliable model for the pulsar beam. Although we do not possess such an accurate70
model, we oﬀer an explanation using a compound pulse structure, with core and
cone components.
Precession has interesting implications for pulsar observations, which so far
have not been widely discussed. One immediate, and very obvious eﬀect would be
disappearing pulsars, i.e. pulsars that due to precession, would at some point leave
the line of sight of the observer, but excluding other eﬀects, would eventually come
back. The timescale of such changes could be months to years.Chapter 3
Review
3.1 Introduction to Magnetohydrodynamics
In this section, we will review some of the basic equations of magnetohydrodynam-
ics, and discuss some deﬁnitions which will be vital in the following chapters. A
good introduction to the subject can be found in Shapiro & Teukolsky (1983).
3.1.1 Euler’s Equation and Navier-Stokes Equation
Newton’s law for perfect ﬂuids is known as Euler’s equation, and can be written
as,
dv
dt
= −
1
̺
∇p − ∇φ , (3–1)
where v is velocity ﬁeld, ̺ is density, p is pressure, and φ is the gravitational
potential determined by Poisson’s equation,
∇
2φ = 4πG̺ . (3–2)
The relation between the time derivatives is,
d
dt
=
∂
∂t
+ v   ∇ , (3–3)
where d/dt is the total time derivative following a ﬂuid element (also called the
Lagrangian or convective time derivative), and ∂/∂t is the Eulerian time derivative
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(at a ﬁxed location). Hydrostatic equilibrium is achieved when the forces are
exactly balanced, so that the ﬂuid particles experience no net acceleration, dv/dt =
0. Euler’s equation has a class of solutions called steady or stationary ﬂows which
do not explicitly depend on time. In this case the total derivative of the velocity
is simply dv/dt = (v ∇)v. There are also irrotational ﬂows for which ∇×v = 0.
In the presence of dissipative forces we get the Navier-Stokes equation,
̺
dv
dt
= −∇p − ̺∇φ + ∇   t , (3–4)
where t is the viscous stress tensor, which is symmetric and traceless,
tij = tji = η
 
∂ivj + ∂jvi −
2
3
∂kvkδij
 
+  b∂kvkδij . (3–5)
Here η > 0 is the dynamic or shear viscosity coeﬃcient; the bulk viscosity,  b can
be neglected for incompressible ﬂuids. One can also deﬁne a kinematic viscosity
as ν = η/̺.
In the presence of elastic solids, the pressure and viscosity terms are replaced
by a single stress tensor term,
̺
dv
dt
= ∇   σ − ̺∇φ . (3–6)
Discussion of this stress tensor will be deferred to a later section on the theory of
elasticity.
3.1.2 Continuity Equation and Equation of State
The conservation of mass is given through the continuity equation,
∂̺
∂t
+ ∇   (̺v) = 0 or, equivalently
d̺
dt
+ ̺∇   v = 0 . (3–7)
In an incompressible ﬂuid the density is uniform throughout the ﬂuid and constant
in time. The continuity equation then implies that ∇ v = 0, i.e. the velocity ﬁeld73
must be divergenceless (or solenoidal), and therefore, can be written as the curl of
another vector ﬁeld. Note that an incompressible ﬂow, deﬁned by the condition
∇   v = 0, does not require an incompressible ﬂuid.
For adiabatic processes (in which heat remains constant) the relation between
pressure and density is given through a polytropic equation of state,
p = κ̺
γ , (3–8)
where the adiabatic index γ = 1 + 1/n is the ratio of speciﬁc heats, n is the
polytropic index, and κ is a constant. Whenever pressure is a function of density
we can write,
1
̺
∇p =
γ
γ − 1
∇
 
p
̺
 
= ∇h . (3–9)
When all quantities are functions of radius alone, the equation of hydrostatic
equilibrium takes the form (eq.3–1),
dp
dr
= −̺g . (3–10)
A particular class of solutions are polytropes of index n. This equation can be put
into a dimensionless form by deﬁning,
̺ = ̺cθ and r = ax , where a =
 
(n + 1)κ̺
1/n−1
c
4πG
 1/2
. (3–11)
Thus, one obtains the Lane–Emden equation,
1
x2
d
dx
 
x
2dθ
dx
 
+ θ
n = 0 , (3–12)
with the boundary conditions θ(0) = 1 and θ′(0) = 0. The surface is located at xs
where the density and pressure vanish, θ(xs) = 0.74
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Figure 3–1: Density, mass and gravitational acceleration proﬁles for an n = 1
(γ = 2) polytrope.
We will be particularly interested in cases where the equation of state is de-
scribed by an n = 1 (γ = 2) polytrope. In this case, we have p = κ̺2, and the
Lane–Emden equation can be solved analytically,
̺(x)/̺c =
sinx
x
a =
  κ
2πG
 1/2
M(x)/Mo = sinx − xcosx Mo = 4π̺ca
3
g(x)/go =
sinx − xcosx
x2 go =
GMo
a2
(3–13)
These functions are plotted in ﬁg.3–1.
When no surface stresses are present in the unperturbed hydrostatic equilib-
rium, the pressure vanishes at the stellar surface, and we ﬁnd that the radius
should be R⋆ = πa. Consequently, the stellar mass is M⋆ = πMo and the central
density is ̺c = πM⋆/4R⋆
3.75
3.1.3 Magnetohydrodynamic Equations
In the presence of magnetic ﬁelds Euler’s equation becomes (eq.3–1),
̺
dv
dt
= −∇p − ̺∇φ + J × B/c , (3–14)
where we neglect the electric ﬁeld term ̺eE, which would be present for charged
ﬂuids with charge density ̺e. J is the current density. When J and B are parallel
the magnetic force term vanishes, and we have the so-called force-free case (L¨ ust &
Schl¨ uter 1954). In this case, the magnetic ﬁeld is a solution of the vector Helmholtz
equation.
We can neglect the displacement current term in the Biot-Savart law as long
as the ﬂuid velocity v is much smaller than c,
∇ × B =
1
c
∂E
∂t
+ 4πJ/c ≈ 4πJ/c . (3–15)
Note that in a magnetized medium this equation takes the form ∇×H = 4πJ/c,
where H = B−4πM, and M is the magnetization. The magnetic force in Euler’s
equation becomes,
J × B/c = (∇ × B) × B/4π . (3–16)
Using the vector identity,
(v   ∇)v =
1
2
∇v
2 + (∇ × v) × v , (3–17)
we can rewrite eq.3–14 as,
∂v
∂t
=
1
4π̺
(∇ × B) × B − (∇ × v) × v −
1
̺
∇p − ∇
 
φ +
v2
2
 
. (3–18)
The evolution of the magnetic ﬁeld is governed by Faraday’s law of induction,
1
c
∂B
∂t
= −∇ × E . (3–19)76
The general form of Ohm’s law to lowest order in v/c is,
J = σ(E + v × B/c) = σf/̺e , (3–20)
where f is the Lorentz force per unit volume. Note that f will be zero when the
ﬂuid is neutral, but J may still be present. Using Ohm’s law, Biot-Savart law, and
∇   B = 0 we get,
∂B
∂t
= ∇ × (v × B) +
c2
4πσ
∇
2B . (3–21)
Here we assume the conductivity σ to be constant; if it is set to be inﬁnite, then
the last term will disappear. This equation is also known as the hydromagnetic
(or dynamo) equation. From here it follows that ﬂuid motions cannot generate a
magnetic ﬁeld with a rotational symmetry — a result known as Cowling’s theorem.
Eqs. 3–18 and 3–21, together with Poisson’s equation (eq.3–2) and the con-
tinuity equation (eq.3–7), are the basic equations that need to be solved for the
velocity and magnetic ﬁeld. If the ﬂuid is at rest, then Faraday’s law becomes a
diﬀusion equation,
∂B
∂t
= νB∇
2B , (3–22)
where νB = c2/4πσ is the magnetic diﬀusivity. The implication is that the ﬂuid
“leaks” through the material, and decays as antiparallel ﬁelds neutralize. The time
scale of this decay is of the order of L2
o/νB, where Lo is the typical dimension of
the ﬂuid. On the other hand, when the resistance is negligible, we have,
∂B
∂t
= ∇ × (v × B) , (3–23)
which is identical in form to the equation for vorticity in the absence of magnetic
ﬁelds and viscosity. Then, one can infer that the magnetic ﬁeld lines move with77
the ﬂuid (in the transverse direction), just like the vortex lines. In other words,
the magnetic ﬁeld lines are frozen in the material.
When both terms are present in the equation of motion, the magnetic ﬁeld
behaves as a combination of the two limiting cases. The transport eﬀect dominates
when typical velocities in the ﬂuid are large, Vo ≫ νB/Lo. As a particular example
consider the Sun, where νB ranges from 103 m2/s in the photosphere to 10−2 m2/s
in the center. Lo could be as large as 106 m, though if convection is present this
value can be greatly reduced. Vo is typically 103 m/s. Therefore, in the usual case
for astronomical objects, the magnetic ﬁeld lines can be regarded as very nearly
frozen in the material. In other words, the conductivity is practically inﬁnite.
3.1.4 Toroidal and Poloidal Fields
Any divergenceless (solenoidal) ﬁeld F can be written in the form,
F = ∇ × (Ψ ˆ r) + ∇ × [∇ × (Φ ˆ r)] = T + S , (3–24)
where T is a toroidal and S is a poloidal ﬁeld. Ψ and Φ are called the deﬁning
scalars of the respective ﬁelds. In spherical coordinates we have,
T = −r × ∇
Ψ
r
=
1
rsinθ
∂Ψ
∂φ
ˆ eθ −
1
r
∂Ψ
∂θ
ˆ eφ
S = −∇ ×
 
r × ∇
Φ
r
 
=
1
r2L
2Φˆ er +
1
r
∂2Φ
∂r∂θ
ˆ eθ +
1
rsinθ
∂2Φ
∂r∂φ
ˆ eφ
(3–25)
L2 is the angular momentum operator (eq.C–2). The toroidal ﬁeld is in the shape
of a torus, and follows lines of latitude; on the other hand, the poloidal ﬁeld follows
lines of longitude.78
3.1.5 Various Deﬁnitions
Moment of Inertia
The angular momentum of a rotating mass distribution is given through,
L =
 
V
r × (ω × r)dm or Li =
 
V
ωj(r
2δij − rirj)dm , (3–26)
where dm = ρ(r)d3r. For uniform rotation the moment of inertia tensor is deﬁned
as,
Iij =
 
V
(r
2δij − rirj)dm . (3–27)
The moment of inertia about an axis ˆ n is a scalar deﬁned through I = ˆ n   I   ˆ n.
Taking ˆ n = ˆ xi cosγi, where ˆ xi are the principal axes corresponding to the principal
moments of inertia Ii, and cosγi are the direction cosines with respect to the axes,
we have,
I = ˆ n   I   ˆ n = ˆ xj   I   ˆ xi cosγi cosγj = Ii δij cosγi cosγj = Ii cos
2γi . (3–28)
Multipole Expansion of the Gravitational Potential
The gravitational potential of a distribution of mass with density ρ is given through,
φ(r) = −G
 
V
ρ(r′)
|r − r′|
d
3r
′ . (3–29)
The multipole expansion is obtained by expanding the denominator,
1
|r − r′|
= (r
2 + r
′2 − 2r   r
′)
−1/2 =
1
r>
 
1 +
r   r′
r2
>
+ ...
 
=
∞  
l=0
rl
<
r
l+1
>
Pl(cosγ)
(3–30)
where r< is the smaller and r> is the larger of r and r′, and γ is the angle between
the two vectors (ﬁg.3–2). By the addition theorem for spherical harmonics we79
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Figure 3–2: Deﬁnition of angles and vectors in the multipole expansion. r′ is the
position of the body element, and r is the position of the observer.
have,
Pl(cosγ) =
4π
2l + 1
l  
m=−l
Y
∗
lm(θ
′,φ
′)Ylm(θ,φ) , (3–31)
whence we get,
1
|r − r′|
=
∞  
l=0
l  
m=−l
4π
2l + 1
rl
<
r
l+1
>
Y
∗
lm(θ
′,φ
′)Ylm(θ,φ) . (3–32)
Consider, in particular, the multipole expansion of the gravitational potential
at a point r outside the body, i.e. r< = r′ and r> = r,
φ(r) = −
G
rl+1
 
V
ρ(r
′)r
′lPl(cosγ) d
3r
′ . (3–33)
The monopole term, φo = −GM/r, is the only one remaining in a spherically
symmetric mass distribution. The dipole term is absent when the coordinate frame
is chosen to be at the center of mass. The ﬁrst non-trivial term which arises due80
to non-spherical mass distribution is thus the quadrupole term,
φ2(r) = −
G
r3
 
V
ρ(r
′)r
′2P2(cosγ) d
3r
′ . (3–34)
Noting that cosγ = ˆ r   ˆ r
′, we can write,
r
′2P2(cosγ) =
r′2(3cos2 γ − 1)
2
= r
′2 −
3(r′2δij − ri
′rj
′)rirj
2r2 , (3–35)
so that the quadrupole term becomes, deﬁning ˆ ri = ri/r,
φ2(r) =
3Grirj
2r5
 
V
ρ(r
′)(r
′2δij − ri
′rj
′) d
3r
′ −
G
r3
 
V
ρ(r
′)r
′2 d
3r
′
=
G
2r3(3ˆ riIij ˆ rj − Ikk) .
(3–36)
Here Ikk denotes the trace of the moment of inertia tensor. This equation is known
as MacCullagh’s formula.
Quadrupole Moment for an Axisymmetric Body
Assume that the body is axisymmetric (I1 = I2 < I3) and express the radial vector
r in terms of the principal axes ˆ xi through ˆ r = ˆ xi cosγi, where cosγi are the
direction cosines, cosγi cosγi = 1. Then,
3ˆ riIij ˆ rj − Ikk = Ii(3cos
2γi − 1) = (I3 − I1)(3cos
2γ3 − 1)
= 2(I3 − I1)P2(cosθ)
(3–37)
where, we have made use of the fact that γ3 = θ in spherical coordinates. The
gravitational quadrupole term (eq.3–36) thus becomes,
φ2(r,θ) =
G(I3 − I1)P2(cosθ)
r3 = Φ2(r)Y2(θ) , (3–38)
where,
Φ2(r) =
 
4π
5
G(I3 − I1)
r3 . (3–39)81
We will deﬁne the gravitational quadrupole moment as,
Q20 =
 
V
r
2ρ(r,θ)Y2(θ)d
3r =
 
5π
4
 
r
4ρ(r,θ)(3 
2 − 1)drd  , (3–40)
where   = cosθ. On the other hand, the principal moments of inertia for an
axisymmetric body are given as, in spherical coordinates,
I1 = π
 
ρr
4(1 +  
2)drd  and I3 = 2π
 
ρr
4(1 −  
2)drd  . (3–41)
It therefore follows that,
Q20 = −
 
5
4π
(I3 − I1) = −
5R3Φ2(R)
4πG
. (3–42)
Here R is the radius of the star, assuming that it has a spherical surface to lowest
order, although that is not a necessary assumption. However, in any case, R
must enclose all points within the star, as that was an explicit assumption in the
multipole expansion (eq.3–33).
We will deﬁne the object to be oblate whenever I3 > I1, and prolate when
I3 < I1. Note that this deﬁnition does not refer to the shape of the surface of the
star, but rather to the mass distribution inside the body. Therefore, the sign of
Φ2(R) (or equivalently, Q20) immediately reveals whether the object is prolate or
oblate.
3.2 Theory of Elasticity
In this section we will review some of the basic concepts in the theory of elasticity.
A more detailed discussion can be found in Landau & Lifshitz (1986).82
3.2.1 The Strain Tensor
Let xi be the initial position of a point, which is then displaced to x′
i due to some
deformation. The displacement vector is deﬁned as ui = x′
i − xi. Consider the
inﬁnitesimal distances between two points before and after the deformation,
dl
2 = dx
2
i and dl
′2 = dx
′2
i = (dxi + dui)
2 . (3–43)
Substituting dui = (∂ui/∂xk)dxk we get,
dl
′2 = dl
2 + 2
∂ui
∂xk
dxidxk +
∂ui
∂xk
∂ui
∂xl
dxkdxl . (3–44)
The second term can be written in an explicitly symmetrical form as,
 
∂ui
∂xk
+
∂uk
∂xi
 
dxidxk . (3–45)
We can also interchange the subscripts i and l in the third term, so that,
dl
′2 = dl
2 + 2uikdxidxk , (3–46)
where we introduce the strain tensor,
uik =
1
2
 
∂ui
∂xk
+
∂uk
∂xi
+
∂ul
∂xi
∂ul
∂xk
 
≈
1
2
 
∂ui
∂xk
+
∂uk
∂xi
 
. (3–47)
The last approximation is valid for small deformations. Also note that the strain
tensor is symmetrical. Deformations for which the strain tensor remains constant
throughout the body are called homogeneous deformations.
The trace of the strain tensor gives the so-called expansion or dilation,
ull = Tr(uik) = ∇   u , (3–48)
which is simply the change in a volume element, dV ′ = dV (1+ull). A deformation
that leaves the volume unchanged is called a pure shear. If, on the other hand, the83
volume changes, but the shape remains the same, then the strain tensor is of the
form uik = constant×δik. Such a deformation is called a hydrostatic compression.
Any deformation can be written as the sum of pure shear (which is traceless) and
hydrostatic compression,
uik =
 
uik −
1
3
δikull
 
+
1
3
δikull . (3–49)
In general orthogonal curvilinear coordinates αi, the strain tensor is given
through (Sokolnikoﬀ 1956),
uij =
1
2√giigjj
 
gii
∂
∂αj
 
ui √
gii
 
+ gjj
∂
∂αi
 
uj
√gjj
  
. (3–50)
The metric is diagonal and is given through the scale factors, gii = h2
i. In spherical
coordinates hr = 1, hθ = r and hφ = rsinθ, so that we get,
urr = ∂rur
uθθ =
1
r
 
∂θuθ + ur
 
uφφ =
1
r
 
1
sinθ
∂φuφ + uθ cotθ + ur
 
2uθφ =
1
r
 
∂θuφ +
1
sinθ
∂φuθ − uφ cotθ
 
2urθ = ∂ruθ +
1
r
 
∂θur − uθ
 
2urφ = ∂ruφ +
1
r
 
1
sinθ
∂φur − uφ
 
(3–51)
3.2.2 The Stress Tensor
Deformation gives rise to restoring forces inside the body which try to re-establish
equilibrium. The total of these forces acting on some portion of the body can be
written in terms of surface stresses,
 
FidV =
 
∂σik
∂xk
dV =
 
σiknkda . (3–52)84
The tensor σik is the stress tensor; σiknkda is the ith component of the force acting
on the surface element da; and ˆ n is the surface normal vector. The stress tensor
is symmetrical.
In hydrostatic compression a uniform pressure p acts on all sides, and the stress
tensor becomes,
σik = −pδik . (3–53)
In the more general case, there are also non-diagonal components which give rise
to tangential (shearing) stresses.
In equilibrium the internal stresses in each volume element must be balanced,
∂σik/∂xk + fi = 0 , (3–54)
where fi are the internal (body) forces that may be present, for example gravi-
tational forces of the form fi = ρgi = −ρ∇iφ. Note that this equation is simply
the static version of the Navier-Stokes equation (eq.3–4) where the stress tensor
replaces the pressure and viscosity terms.
All external forces applied on the surfaces appear as boundary conditions. Let
P be the external force per unit area. Then,
σiknk = Pi , (3–55)
must be satisﬁed at every point on the surface.
3.2.3 Hooke’s Law
The stress tensor can be obtained by diﬀerentiating the free energy with respect
to the elements of the strain tensor, at constant temperature,
σik =
 
∂F
∂uik
 
T
. (3–56)85
In the absence of deformation (uik = 0) the internal stresses are also zero (σik = 0).
Therefore, in the expansion of the free energy, linear terms are absent, and we have,
to lowest order,
F =
1
2
λu
2
ll +  u
2
ik =
1
2
Ku
2
ll +  
 
uik −
1
3
δikull
 2
, (3–57)
λ and   are Lam´ e’s coeﬃcients;   is also called the shear modulus or modulus of
rigidity, and K = λ + 2 /3 is called the bulk modulus or modulus of hydrostatic
compression. In thermodynamic equilibrium, the free energy is a minimum. From
the equations above, it follows that the stress tensor is related to the strain tensor
through,
σik = Kδikull + 2 
 
uik −
1
3
δikull
 
= λδikull + 2 uik . (3–58)
Noting that σll = 3Kull, one can easily invert this equation to obtain,
uik =
1
9K
δikσll +
1
2 
 
σik −
1
3
δikσll
 
. (3–59)
We thus see that the strain tensor is a linear function of the stress tensor. In other
words, the deformation is proportional to the applied forces — a result known as
Hooke’s law. It can also be veriﬁed that,
F = σikuik/2 . (3–60)
It is also convenient to deﬁne Young’s modulus and Poisson’s ratio, given
through,
E =
9K 
3K +  
and σ =
3K − 2 
2(3K +  )
, (3–61)
respectively. We can rewrite eqs.3–58 and 3–59 as,
σik =
E
1 + σ
 
uik +
σ
1 − 2σ
ullδik
 
uik =
1
E
 
(1 + σ)σik − σσllδik
  (3–62)86
Note that these equations are valid in all orthogonal curvilinear coordinate systems.
Using eqs.3–47 and 3–62 in the equation for equilibrium (eq.3–54), we get, after
some rearrangement,
∇
2u +
1
(1 − 2σ)
∇∇   u = −ρg
2(1 + σ)
E
, (3–63)
for the displacement ﬁeld in the presence of gravitational forces, g = −∇φ. Note
that ∇2 is the vector Laplacian operator, and is given through the vector identity
∇2u = ∇(∇ u)−∇×(∇×u), which we can use to rewrite the above equation
in the form,
2(1 − σ)
(1 − 2σ)
∇∇   u − ∇ × (∇ × u) = −ρg
2(1 + σ)
E
. (3–64)
In the absence of body forces, the equation of equilibrium reduces to,
∇∇   u + (1 − 2σ)∇
2u = 0 , (3–65)
or, equivalently,
2(1 − σ)∇∇   u − (1 − 2σ)∇ × (∇ × u) = 0 . (3–66)
3.3 Lagrangian and Eulerian Perturbations
In the macroscopic point of view one considers changes in the ﬂuid variables at a
ﬁxed location in space. These are the Eulerian changes, and are denoted by δ,
δQ = Q(x,t) − Qo(x,t) . (3–67)
Microscopically, one follows the ﬂuid element, which is displaced in space through a
Lagrangian displacement ξ(x,t), and the observed changes are then the Lagrangian
changes, ∆,
∆Q = Q[x + ξ(x,t),t] − Qo(x,t) . (3–68)87
Expanding into Taylor series, and keeping only up to the ﬁrst order terms, we get,
∆ = δ + ξ   ∇ . (3–69)
The general form of the relation between the two operators involves Lie derivatives.
Note that for the velocity we have,
∆v =
d(x + ξ)
dt
−
dx
dt
=
dξ
dt
. (3–70)
∆ commutes with the total time derivative; δ commutes with partial derivatives.
The following commutation rules also hold,
∆
∂
∂τ
=
∂
∂τ
∆ −
∂ξ
∂τ
  ∇ and δ
d
dt
=
d
dt
δ − (ξ   ∇)
d
dt
. (3–71)
Here τ denotes t or xi. Next consider an integral quantity deﬁned by,
I =
 
V
Qo(x,t)d
3x . (3–72)
The ﬁrst variation of this quantity is then given by, (Shapiro & Teukolsky 1983)
δI =
 
V +∆V
Q(x,t)d
3x −
 
V
Qo(x,t)d
3x =
 
V
(∆Q + Q∇   ξ)d
3x . (3–73)
Note that δI is not the same as the Eulerian perturbation. From the conservation
of mass one therefore gets,
δ
 
V
ρd
3x = 0 whence

  
  
∆ρ = −ρ∇   ξ
δρ = −∇   (ρξ)
(3–74)
It also follows that,
δ
 
V
ρQd
3x =
 
V
ρ∆Qd
3x . (3–75)88
3.3.1 Perturbations About Equilibrium
The equation of hydrostatic equilibrium follows by setting v = 0 in eq.3–1,
1
ρ
∇p + ∇φ = 0 . (3–76)
Here, the gravitational potential is given by Poisson’s equation (eq.3–2). We will
assume that in the unperturbed state density and pressure vanish at the surface,
as is the case, for instance, for a polytropic equation of state. Note that this
also implies that ∇p = 0. For adiabatic perturbations entropy remains constant
(∆s = 0), so that the equation of state is of the form p = p(ρ) and,
∆p
p
= Γ1
∆ρ
ρ
= −Γ1∇   ξ where Γ1 =
∂ lnp
∂ lnρ
   
 
 
s
. (3–77)
Γ1 is the adiabatic index for the perturbations and, in general, does not need to
be the same as the adiabatic index of the equilibrium conﬁguration.
Consider the Lagrangian perturbation of Euler’s equation,
∆
 
dv
dt
+
1
ρ
∇p + ∇φ
 
= 0 , (3–78)
which yields, after some algebra (Shapiro & Teukolsky 1983),
ρ
∂2ξi
∂t2 = Lijξj , (3–79)
where,
Lijξj = ∇i (Γ1p∇jξj) − (∇jξj)∇ip + (∇iξj)∇jp − ρξj∇i∇jφ − ρ∇iδφ . (3–80)
Here we have replaced total time derivatives of the Lagrangian displacement, ξ by
partial time derivatives, since the initial unperturbed conﬁguration is static. This
equation deﬁnes the eigenvalue problem for the normal modes of oscillation; taking
a time dependence eiωt for ξi we get,
−ω
2ρξi = Lijξj . (3–81)89
Note that the left hand side of eq.3–79 is of the form of mass density times accel-
eration, so that the right hand side must be some force density.
The perturbation of Poisson’s equation yields,
∇
2δφ = 4πGδρ , (3–82)
which can be integrated to give,
δφ = −G
 
δρ′
|x − x′|
d
3x
′ = G
 
∇
′   (ρ′ξ
′)
|x − x′|
d
3x
′
= −G
 
ρ
′ξ
′   ∇
′ 1
|x − x′|
d
3x
′
(3–83)
where the last equation follows from integration by parts and setting the surface
term to zero since ρ = 0 at the surface. If that is not the case, then this is only
true for non-radial perturbations (i.e. tangent to the surface).
3.3.2 Variations of the Moment of Inertia
The moment of inertia tensor is deﬁned as (eq.3–27),
Iij =
 
V
ρ(r
2δij − rirj)d
3r . (3–84)
Upon the application of perturbations the total volume is changed to V + ∆V ,
and the density at a given point is changed to ρ + δρ. Therefore, the moment of
inertia of the perturbed conﬁguration becomes,
I
′
ij =
 
V +∆V
(ρ + δρ)(r
2δij − rirj)d
3r . (3–85)
This can be decomposed into various contributions,
I
′
ij =
 
V
ρ(r
2δij − rirj)d
3r +
 
V
δρ(r
2δij − rirj)d
3r+
+
 
∆V
ρ(r
2δij − rirj)d
3r + O(δ
2)
(3–86)90
The ﬁrst term is simply the unperturbed moment of inertia, Iij. The second term
is due to the change in the density and the third term is due to the change in the
volume. All other terms, denoted by O(δ2), are second order in the perturbations
or higher and will be neglected in our treatment. We will be interested in situations
where the background density vanishes at the surface (as is the case for polytropic
equations of state). Since the change in the volume ∆V is small, and ρ → 0, it
follows that the third term can be neglected to lowest order. Therefore, we can
write I′
ij = Iij + δIij, where,
δIij =
 
V
δρ(r
2δij − rirj)d
3r . (3–87)
We will next verify this statement in a mathematically more concrete fashion.
Rigorous Derivation of the Variation of the Moment of Inertia
Chandrasekhar (1969) deﬁnes the moment of inertia tensor as,
Jij =
 
V
ρrirjd
3r . (3–88)
The tensors Jij and Iij are related through,
Iij = Jkkδij − Jij so that δIij = δJkkδij − δJij . (3–89)
The variation of the tensor Jij gives, using eq.3–75,
δJij = δ
 
V
ρrirjd
3r =
 
V
ρ∆(rirj)d
3r =
 
V
ρ(riξj + rjξi)d
3r . (3–90)
This result is somewhat puzzling. Our previous result, eq.3–87, determines the
variation in the moment of inertia completely once the density perturbation is
known, while Chandrasekhar’s result seems to require explicit knowledge of the
Lagrangian perturbation, ξi. However, the Lagrangian perturbation is not uniquely91
determined for a ﬂuid due to an inherent gauge freedom. We next show that the
two results are equivalent. Consider the diﬀerence,
δJij −
 
V
δρrirj d
3r =
 
V
ρ(riξj + rjξi)d
3r −
 
V
δρrirj d
3r
=
 
V
 
ρξk∇k(rirj) + rirj∇k(ρξk)
 
d
3r
=
 
V
∇k(ρrirjξk)d
3r
=
 
∂V
ρrirjξknkdS .
(3–91)
The surface integral vanishes because ρ = 0 at the surface. Therefore, eqs.3–87
and 3–90 are equivalent.Chapter 4
Magnetohydrostatic Equilibrium in
Normal Stars
4.1 Basic Equations
The basic equations of hydrodynamics are the continuity equation, Euler’s equation
and Poisson’s equation, respectively,
dρ
dt
+ ρ∇   v = 0
ρ
dv
dt
= ∇   σ − ρ∇φ + f
∇2φ = 4πGρ
(4–1)
Here f stands for any internal force other than the gravitational force that may
be present. One example that we will be interested in is the Lorentz force given by
f = J ×B/c = (∇ ×B) ×B/4π. The magnetic ﬁeld that gives rise to this force
also obeys Faraday’s law (eq.3–21); but for time-independent and static ﬁelds in
highly-conductive media this can be neglected, leaving an extra degree of freedom.
If the body is rotating, then one has to include the centrifugal force as well, fc =
−ρω ×(ω ×r). If the angular velocity ω is constant and is taken to be along the
z axis, this force can be described through the potential ϕ = −(ω2r2/2)sin2 θ, so
that fc = −ρ∇ϕ. In a way, the centrifugal force can be thought of as eﬀectively
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altering the gravitational potential in Euler’s equation.
In the case of hydrostatic equilibrium (v = 0), Euler’s equation is identical
with the equation of equilibrium in standard elasticity theory (eq.3–54),
∇jσij − ρ∇iφ + fi = 0 . (4–2)
Normally, the equilibrium state is deﬁned so that the strain and stress are both
zero. However, the stresses typically encountered in astrophysical objects are very
large, and would require general non-linear treatment. It is therefore usual to
redeﬁne the initial strain as zero in some reference state (in this case hydrostatic
equilibrium) and take the initial stress as,
σij = −pδij . (4–3)
We then apply Lagrangian perturbations about this equilibrium, and retain only
lowest order terms. The deformation is then given through the Lagrangian dis-
placement ξ. We will denote Eulerian perturbations by δ and Lagrangian pertur-
bations by ∆, after Shapiro & Teukolsky (1983). We will treat the Lorentz force
f as a perturbation, so that it will be absent in hydrostatic equilibrium and will
only enter in the perturbed equilibrium. We will neglect all time dependencies and
velocity ﬁelds.
In an isotropic elastic solid, the perturbation in the stress is related to the
strain uij through,
∆σij = −∆pδij + 2 
 
uij −
1
3
ullδij
 
, (4–4)
for adiabatic processes (McDermott, Van Horn & Hansen 1988). The Lagrangian
perturbation of the pressure is ∆p = −K∇   ξ (eq.3–77). K = Γ1p is the bulk
modulus, and   is the shear modulus. In the neutron star crust K/  & 10. ull =
∇   ξ is the dilation. For a ﬂuid we have   = 0, so that ∆σij = −∆pδij.94
The Lagrangian perturbation of Euler’s equation yields, in coordinate-free vec-
tor notation,
(∇   ξ)∇p − ρ∇(ρ
−1ξ   ∇p) − ∇   ∆σ + ρ∇δφ = f , (4–5)
where we have made use of eqs.3–71 and 3–74. Using the deﬁnitions of ∆σij and
the strain tensor in the third term, we get,
∇   ∆σ = ∇(λ∇   ξ) + ∇ξ   ∇  + ∇    ∇ξ +  (∇∇   ξ + ∇
2ξ) , (4–6)
where λ ≡ Γ1p − 2 /3 is Lam´ e’s coeﬃcient. It can be shown that this result is
equivalent to that of McDermott et al. (1988). The perturbation to the gravita-
tional potential is given through,
∇
2δφ = 4πGδρ = −4πG∇   (ρξ) . (4–7)
Eqs.4–5 and 4–7 are the basic equations that describe the elastostatic equilibrium
of a solid. The corresponding equations for ﬂuids, in the absence of viscosity, can be
retrieved by setting   → 0. In general, these equations require numerical solution,
even in the Cowling approximation (when the perturbations in the gravitational
potential are neglected).
Note that for constant ρ, p and   we retrieve the equation of equilibrium in the
standard theory of elasticity (eq.3–63),
(λ +  )∇∇   ξ +  ∇
2ξ − ρ∇δφ + f = 0 . (4–8)
In what follows, we will assume that the density, pressure and shear modulus are
functions of radius only. In other words, we are assuming that the unperturbed
star is spherical. In terms of the components of the Lagrangian displacement95
ξ = ξrˆ r + ξθˆ θ + ξφ ˆ φ, eqs.4–5 and 4–7 can be written in spherical coordinates as,
following the notation of Hansen & Van Horn (1979),
ρ∂rχ − Γ1pAα +
2∂r( α)
3
− 2 
′(∂rξr)
− 
 
∂rα + ∇
2ξr −
2ξr
r2 −
2(∂θ sinθξθ + ∂φξφ)
r2sinθ
 
= fr
ρ∂θχ
r
+
2∂θ( α)
3r
−  
′
 
∂θξr
r
+ ∂rξθ −
ξθ
r
 
− 
 
∂θα
r
+ ∇
2ξθ +
2∂θξr
r2 −
ξθ + 2cosθ∂φξφ
r2 sin2 θ
 
= fθ
ρ∂φχ
rsinθ
+
2∂φ( α)
3rsinθ
−  
′
 
∂φξr
r sinθ
+ ∂rξφ −
ξφ
r
 
− 
 
∂φα
rsinθ
+ ∇
2ξφ +
2sinθ∂φξr + 2cosθ∂φξθ − ξφ
r2 sin
2 θ
 
= fφ
∇
2δφ = −4πG(ρ
′ξr + ρα)
(4–9)
Here primes denote total radial derivatives, and we deﬁne,
χ = −
Γ1pα
ρ
−
p ′ξr
ρ
+ δφ
α = ∇   ξ
A =
ρ ′
ρ
−
p ′
Γ1p
(4–10)
The quantity χ is the combination of density, pressure and gravitational poten-
tial perturbations, and A is a measure of convective stability which is zero for
polytropes of index Γ1.
We will be interested in axisymmetric conﬁgurations, and therefore we employ
the spheroidal (or poloidal) separation of variables,
ξ = ˆ rUℓm(r)Yℓm(θ,φ) + rVℓm(r)∇Yℓm(θ,φ)
f = ˆ rPℓm(r)Yℓm(θ,φ) + rQℓm(r)∇Yℓm(θ,φ)
δφ = Φℓm(r)Ylm(θ,φ)
(4–11)96
We will drop the subscripts ℓm from the radial parts for notational convenience.
Moreover, we will suppress the subscript m in the spherical harmonics when it is
zero. Upon substitution of these expansions into eq.4–9, the ˆ θ and ˆ φ components
of the equation of equilibrium yield identical results, and thus we get a total of
three equations for three unknowns,1
ρˆ χ
′ − Γ1pAˆ α +
2( ˆ α)′
3
− 2 
′U
′
− 
 
ˆ α
′ + U
′′ +
2U′
r
−
ℓ(ℓ + 1)U
r2 −
2U
r2 +
2ℓ(ℓ + 1)V
r2
 
= P
ρˆ χ
r
−
 ˆ α
3r
−  
′
 
V
′ −
V
r
+
U
r
 
− 
 
V
′′ +
2V ′
r
−
ℓ(ℓ + 1)V
r2 +
2U
r2
 
= Q
Φ
′′ +
2Φ′
r
−
ℓ(ℓ + 1)Φ
r2 = −4πG(ρ
′U + ρˆ α)
(4–12)
where we deﬁne, after eq.4–10,
χ = ˆ χYlm i.e. ˆ χ = −
Γ1pˆ α
ρ
−
p ′U
ρ
+ Φ
α = ˆ αYlm i.e. ˆ α =
(r2U)′
r2 −
ℓ(ℓ + 1)V
r
(4–13)
We thus have three second order diﬀerential equations. The magnetic ﬁeld has to
be divergenceless, therefore the functions P and Q are not actually independent,
but even in this case we already have four unknown functions: U, V , Φ and P.
These three second order diﬀerential equations can be written as six ﬁrst order
equations by a suitable choice of variables. In particular, we will be interested in
1We also make use of the following commutation rules involving the angular
momentum operator L2 (eq.C–2),
[L
2,∂θ]Ylm = L
2∂θYlm − ∂θL
2Ylm =
∂θYlm + 2cotθYlm
sin
2 θ
,
[L
2,sin
−1 θ]Ylm =
2sinθcosθ∂θYlm − Ylm
sin
3 θ
and [L
2,∂φ]Ylm = 0 .97
a polytropic equation of state, p = κργ, so that a number of quantities (including
density, pressure and shear modulus) will all vanish at the surface of the star.
Furthermore, we will take γ = Γ1. We therefore ﬁnd it convenient to deﬁne the
following six dimensionless variables,
y1 =
U
r
y2 =
∆ˆ σrr
pc
=
λˆ α + 2 U′
pc
y3 =
V
r
y4 =
∆ˆ σrθ
pc
=
 
pc
 
V
′ −
V
r
+
U
r
 
y5 =
ΦR2
r2c2 y6 =
dy5
dlnr
(4–14)
These represent a combination of the variables used by Alterman, Jarosch & Pekeris
(1959) and those used by McDermott et al. (1988), Ushomirsky, Cutler & Bildsten
(2000) and Cutler, Ushomirsky & Link (2003). Here ∆ˆ σik refer to the radial parts
of the components of the stress tensor, which have also been expanded in spherical
harmonics, ∆σik = ∆ˆ σikYℓm. As before, there is an implicit sum over the indices ℓ
and m, and the corresponding subscripts have been suppressed in the radial parts
for convenience. R and pc are constants which we can deﬁne later. Substituting
these variables into the three diﬀerential equations, and adding the three relations
that exist between these variables by deﬁnition, we get a set of six ﬁrst order98
diﬀerential equations,
dy1
dlnr
= −
 
1 +
2α2
α3
 
y1 +
pc
pα3
y2 +
ℓ(ℓ + 1)α2
α3
y3
dy2
dlnr
=
p
pc
 
˜ U ˜ V − 4˜ V +
12γα1
α3
 
y1 −
4α1
α3
y2+
+
ℓ(ℓ + 1)p
pc
 
˜ V −
6γα1
α3
 
y3+
+ℓ(ℓ + 1)y4 +
p˜ V
pc ˜ Z
(2y5 + y6) −
rP
pc
dy3
dlnr
= −y1 +
pc
pα1
y4
dy4
dlnr
=
p
pc
 
˜ V −
6γα1
α3
 
y1 −
α2
α3
y2 +
2pα1
pcα3
  
2ℓ(ℓ + 1) − 1
 
α2 +
+2
 
ℓ(ℓ + 1) − 1
 
α1
 
y3 − 3y4 +
p˜ V
pc ˜ Z
y5 −
rQ
pc
dy5
dlnr
= y6
dy6
dlnr
= ˜ U ˜ Z
  
˜ V
γ
−
4α1
α3
 
y1 −
pc
pα3
y2 +
2ℓ(ℓ + 1)α1
α3
y3
 
+
+
 
ℓ(ℓ + 1) − 6
 
y5 − 5y6
(4–15)
where,
α1 =
 
p
˜ U =
dlnMr
dlnr
=
dlng
dlnr
+ 2
α2 =
λ
p
= γ −
2 
3p
˜ V = −
dlnp
dlnr
=
ρgr
p
α3 =
λ + 2 
p
= γ +
4 
3p
˜ Z =
GMrR2
r3c2 =
gR2
rc2
(4–16)
Note that we are also making use of the equation of hydrostatic equilibrium
p ′ = −ρg. These equations are well-behaved from the crust-core boundary to a
neighborhood of the surface, where the pressure vanishes and some terms diverge.
Therefore, the boundary conditions at the surface require more attention.
For reference, we also quote the dimensionless variables used by McDermott et99
al. (1988), Ushomirsky et al. (2000) and Cutler et al. (2003),
z1 =
U
r
z2 =
∆ˆ σrr
p
=
λˆ α + 2 U′
p
z3 =
V
r
z4 =
∆ˆ σrθ
p
=
 
p
 
V
′ −
V
r
+
U
r
 
z5 =
ΦR2
r2c2 z6 =
dz5
dlnr
(4–17)
Note, however, that these cannot be used when p vanishes at the surface. We can
write the set of equations as,
dz1
dlnr
= −
 
1 +
2α2
α3
 
z1 +
1
α3
z2 +
ℓ(ℓ + 1)α2
α3
z3
dz2
dlnr
=
 
˜ U ˜ V − 4˜ V +
12γα1
α3
 
z1 +
 
˜ V −
4α1
α3
 
z2+
+ℓ(ℓ + 1)
 
˜ V −
6γα1
α3
 
z3 + ℓ(ℓ + 1)z4 +
˜ V
˜ Z
(2z5 + z6) −
rP
p
dz3
dlnr
= −z1 +
1
α1
z4
dz4
dlnr
=
 
˜ V −
6γα1
α3
 
z1 −
α2
α3
z2 +
2α1
α3
  
2ℓ(ℓ + 1) − 1
 
α2 +
+ 2
 
ℓ(ℓ + 1) − 1
 
α1
 
z3 + (˜ V − 3)z4 +
˜ V
˜ Z
z5 −
rQ
p
dz5
dlnr
= z6
dz6
dlnr
= ˜ U ˜ Z
  
˜ V
γ
−
4α1
α3
 
z1 −
1
α3
z2 +
2ℓ(ℓ + 1)α1
α3
z3
 
+
+
 
ℓ(ℓ + 1) − 6
 
z5 − 5z6
(4–18)
Alternatively, one may ﬁnd it useful to deﬁne another set of variables,
wi = pzi so that
dzi
dlnr
=
1
p
 
dwi
dlnr
+ ˜ V wi
 
, (4–19)
which gets rid of the factors of p that are present in the equations for yi and zi.
But these too, should be used with caution when p vanishes at the surface, since
in that case one of the boundary conditions (to be discussed next) becomes trivial.100
4.2 Boundary and Regularity Conditions
We will consider a two component star, consisting of a ﬂuid core and a solid crust.
We will assume that the magnetic ﬁeld is axisymmetric and is already known.
For the ℓ  = 0 case the crust is determined as the solution of three simultaneous
second order linear diﬀerential equations. Therefore, there are six unknown con-
stants in the crust. On the other hand, the ﬂuid is completely described by either
the density perturbation or equivalently, the gravitational potential perturbation,
which are found as solutions of a second order diﬀerential equation; the Lagrangian
displacements in the ﬂuid are undetermined up to a gauge transformation. As a
result, there are only two unknowns in the ﬂuid. Therefore, the total number of
unknowns is eight and the same number of boundary or regularity conditions is
required to uniquely solve the problem.
Balance of force requires the stress to be continuous throughout the star and
at each of the boundaries, where the requirement can be expressed as in eq.3–55,
σiknk = Pi , (4–20)
where Pi is the external force per unit area. For a nearly spherical boundary we
can take ˆ n = ˆ r to lowest order. In the absence of surface currents induced by a
discontinuity in the magnetic ﬁeld, or other sources of external stress, we must have
∆ˆ σrr = ∆ˆ σrθ = 0 at the stellar surface. However, if the density, pressure and shear
modulus all vanish at the surface (as is the case for our polytropic model), then
these conditions are met trivially, and carry no additional information. Therefore,
the continuity of stress yields, in eﬀect, only two boundary conditions at the crust-
core boundary. In particular, since a ﬂuid cannot support shear stresses we must
have ∆ˆ σrθ = 0 at the crust-core boundary.101
The radial Lagrangian displacement ξr must be continuous at the crust-core
boundary, in order to make sure that there are no gaps between the ﬂuid and
the crust. On the other hand, the tangential component ξθ can have an arbitrary
discontinuity. However, in reality, this requirement is not a constraint, since the
displacements in the ﬂuid are actually undetermined up to a gauge transformation,
and instead, only the density perturbation is known. However, there are two non-
trivial regularity conditions on the components of the Lagrangian displacement at
the surface, which reduce the number of unknowns by two.
Since there can be no gravitational forces in the center, the gradient of the
gravitational potential must vanish there. In addition, the gravitational potential
perturbation and its derivative must be continuous across the crust-core boundary.
Furthermore, it follows from the multipole expansion of the gravitational potential
(§3.1.5) that δφℓm ∝ 1/rℓ+1 outside the star. This, in turn, implies that at the
surface we have,
r
dδφℓm
dr
+ (ℓ + 1)δφℓm = 0 . (4–21)
We thus have eight boundary and regularity conditions which uniquely determine
the eight unknowns.
When ℓ = 0 the crust is given through two second order diﬀerential equations,
so the number of unknowns is only four. However, in the ﬂuid there is an additional
unknown additive constant (Bernoulli’s constant) for this case. Thus, the total
number of unknowns, including the ﬂuid, is actually seven. A regularity condition
on ξθ at the surface and balance of shear stress at the crust-core boundary are
no longer present, however conservation of mass yields the additional constraint
that δφo = 0 at the surface, so that the problem remains exactly determined (Cox
1980).102
4.3 Completely Fluid Star
The corresponding equilibrium equations for a ﬂuid can be obtained by setting
  = 0 in eq.4–12. However, we do not actually need to know the displacement
ﬁeld inside the ﬂuid; in fact, it is undetermined up to a gauge transformation. We
will therefore ﬁnd it more convenient to start with Euler’s and Poisson’s equations,
∇p + ρ∇φ = f and ∇
2φ = 4πGρ . (4–22)
We introduce the Lorentz force f = J×B/c = (∇×B)×B/4π as a perturbation.
The centrifugal force fc = −ρω ×(ω ×r) can also be included as a perturbation,
provided that the angular velocity is suﬃciently small. This force can be described
through a potential ϕ = −(ω2r2/2)sin
2 θ, when ω is along the z axis, which,
incidentally, we will take to be the symmetry axis of the magnetic ﬁeld as well.
In other words, we conﬁne ourselves to axisymmetric conﬁgurations. We assume
a barotropic equation of state (for which pressure is a function of density), and
we can deﬁne enthalpy per unit mass through dh = dp/ρ. In this case, Euler’s
equation becomes a full gradient, which implies that the Lorentz force per unit
mass must be a gradient of some potential, f = −ρ∇ψ. Applying perturbations
to Euler’s and Poisson’s equations (eqs.4–22), we obtain,
∇(δh + δφ) = f/ρ + fc/ρ = −∇ψ − ∇ϕ and ∇
2δφ = 4πGδρ . (4–23)
Noting that the various potentials deﬁned so far are related through,
δh = (dh/dρ)δρ = c − ψ − ϕ − δφ , (4–24)
where c is some constant, we get a second order diﬀerential equation for the per-
turbation in the gravitational potential, where the magnetic and centrifugal poten-
tials act as sources. Expanding the perturbations in spherical harmonics through103
δh = hℓmYℓm, etc. and letting c = coδℓo, since the constant is present only for ℓ = 0,
the equation for the gravitational potential perturbation becomes,
1
r2
d
dr
 
r
2dφℓm
dr
 
+
 
4πG
 
dh
dρ
 −1
−
ℓ(ℓ + 1)
r2
 
φℓm =
= 4πG
 
dh
dρ
 −1
(coδℓo − ψℓm − ϕℓm)
(4–25)
For an n = 1 polytrope, we have p = κρ2, so that dh/dρ = 2κ. In this case we
can deﬁne a new dimensionless variable x = r/ro where ro =
 
κ/2πG, in terms of
which the background density is given as ρ = ρc sinx/x (see eq.3–13). The above
equation reduces to,
1
x2
d
dx
 
x
2dφℓm
dx
 
+
 
1 −
ℓ(ℓ + 1)
x2
 
φℓm = coδℓo − ψℓm − ϕℓm . (4–26)
This equation can be solved analytically in the absence of magnetic ﬁelds and
rotation in terms of the spherical Bessel functions, φℓm(x) = coδℓo+dℓmjℓ(x). Once
δφ is determined then δρ and δp can be found easily (from eq.4–24). However,
the displacement ﬁeld in a ﬂuid is only given through δρ = −∇   (ρξ), and is
undetermined up to a gauge transformation obeying ∇   (ρξ) = 0.
We expand the Lorentz force in vector spherical harmonics, making use of the
fact that it must be a gradient of a potential,
f/ρ = −∇ψℓmYℓm = −ψℓm
′ Yℓmˆ r − ψℓm∇Yℓm . (4–27)
In terms of the dimensionless variable x, Euler’s equation gives, for ℓ  = 0,
d
dx
(hℓm + φℓm + ϕlm + ψℓm) = 0 and hℓm + φℓm + ϕℓm + ψℓm = 0 . (4–28)
Thus, in general, there are three unknown functions (hℓm, φℓm and ψℓm) and three
equations (including Poisson’s equation). For ℓ = 0 the second equation vanishes104
identically, but as will become clear shortly, there are only two unknown functions
in this case, so the solution can always be determined uniquely.
We will assume a dipolar magnetic ﬁeld of the form,
B = ˆ rB(x)cosθ −
ˆ θ
2x
d(x2B)
dx
sinθ , (4–29)
which is chosen so that it is already divergenceless, and require that it matches
onto a vacuum dipole ﬁeld at the surface. We then want to determine the shape of
the magnetic ﬁeld inside the ﬂuid. The macroscopic magnetic ﬁeld is given through
H = B − 4πM, where M is the magnetization. For a normal ﬂuid we can take
H = B, however for a type II superconductor H can be substantially larger, and
requires a separate treatment. For now, we will consider a normal medium and
will leave the type II superconductor case to a later chapter. The current and force
densities thus become,
J/c =
∇ × H
4π
= −
ˆ φ
8πrox
 
d
dx
 
B
d(x2B)
dx
 
− 2B
2
 
sinθ ≡ ˆ φJ(x)sinθ
f = J × B/c =
ˆ rJ
2x
d(x2B)
dx
sin
2 θ + ˆ θJB cosθsinθ
(4–30)
Noting that,
sin
2 θ =
4
3
√
π Y00 −
4
3
 
π
5
Y20 and cosθsinθ = −
2
3
 
π
5
dY20
dθ
, (4–31)
it turns out that the only non-vanishing terms in the expansion of the force are
the ℓ = 0 and ℓ = 2, m = 0 terms, so that the magnetic potential is given through,
dψ00
dx
= −
 
4π
9
roJ
ρx
d(x2B)
dx
,
dψ20
dx
=
 
4π
45
roJ
ρx
d(x2B)
dx
and ψ20 =
 
4π
45
roJBx
ρ
.
(4–32)
These are also the only terms present in the expansion of the centrifugal potential
when the rotation axis is aligned with the magnetic axis. It follows from these105
equations that the ℓ = 0 term of the magnetic potential involves an arbitrary
constant,
ψ00 = bo −
 
4π
9
roJBx
ρ
. (4–33)
This constant has no physical signiﬁcance and can be completely ignored. We can
therefore take the potentials to be proportional, ψ00 = −
√
5ψ20.
⋄ The ℓ = 2, m = 0 Components of the Fluid Perturbations: For ℓ  = 0 we have
three equations, which allow us to uniquely determine all three unknown functions
ρℓm, φℓm and ψℓm. From Euler’s equation (eq.4–28) and eq.4–32 we get,
d
dx
ln(hℓm + φℓm + ϕℓm) =
d
dx
lnψℓm =
d
dx
ln(x
2B)
whence hℓm + φℓm + ϕℓm = −ψℓm = −αℓmx
2B
(4–34)
where αℓm is some constant that depends on ℓ and m. It is interesting to note
that the inclusion of rotation as a perturbation does not aﬀect the magnetic ﬁeld
conﬁguration, since the centrifugal force can be written as a gradient even when
the rotation axis and magnetic axis are not aligned (as will be discussed in a later
section). More generally, any force expressible as a gradient will not aﬀect the
form of the magnetic ﬁeld. Using the value of the magnetic potential for ℓ = 2,
m = 0 from eq.4–32 and rescaling αℓm through some constant, we get an equation
that involves solely the magnetic ﬁeld,
BB
′′ + B
′2 +
6BB′
x
= −12
√
5πα2ρ . (4–35)
This equation can be integrated to determine the shape of the magnetic ﬁeld inside
the ﬂuid. For an n = 1 polytrope the density is given through ρ/ρc = sinx/x.
Deﬁning a new constant γB, which is independent of ℓ, we get,
B
′′ +
4B′
x
= −
γB sinx
x
where γB/α2 = 12
√
5πρc . (4–36)106
The complete solution of this equation can be constructed from the homogeneous
solution found by setting the RHS equal to zero, and a particular solution of
the complete inhomogeneous equation. The homogeneous part has a solution
Bh = Co − Dox−3, where Co and Do are some constants. A particular solu-
tion can then be found by the method of variation of parameters in the form
Bp = C(x) − D(x)x−3, where C(x) and D(x) are two functions that satisfy the
diﬀerential equation, and any other constraint that is deemed appropriate. We
require that C′(x) − D′(x)x−3 = 0 and the general solution is then found as,2
B(x) = Co − Dox
−3 + γB
 
sinx
x
+
2cosx
x2 −
2sinx
x3
 
. (4–37)
From regularity at the origin it immediately follows that Do = 0. The remaining
coeﬃcients are to be determined from the boundary conditions at the surface,
which is located at xs = π for an n = 1 polytrope. We assume that the magnetic
ﬁeld outside the surface is a curl-free dipole ﬁeld,
Bd =
 d
r3
 
2ˆ rcosθ + ˆ θ sinθ
 
. (4–38)
The boundary conditions on the magnetic ﬁeld imposed by Maxwell’s equations
are,
ˆ n   (Bin − Bout) = 0
ˆ n × (Hin − Hout) = 4πK/c
(4–39)
We assume that there are no surface currents, and take the unit normal to be ˆ r to
2We also make use of the following integration rule,
 
x
n sinxdx = −
n  
k=0
n!
(n − k)!
x
n−k cos
 
x +
kπ
2
 
.
(Gradshteyn & Ryzhik 1994, equation 2.633)107
lowest order. The two equations can then be combined as,
πB
′(π) + 3B(π) = 0 . (4–40)
We thus determine that the remaining constants are given through,
γB = 3Co =
 d
πro
3(π2/6 − 1)
. (4–41)
The function B(x) for the completely ﬂuid star becomes (Monaghan 1965),
B(x) = γB
 
1
3
+
sinx
x
+
2cosx
x2 −
2sinx
x3
 
=
γB
3
 
1 + j0(x) − 2j2(x)
 
,(4–42)
which can now be plugged back into eq.4–29 to determine the magnetic ﬁeld.
We can now proceed to calculate the gravitational potential perturbation in
the presence of magnetic ﬁelds. For simplicity we will neglect rotation. For an
n = 1 polytrope eq.4–26 becomes,
1
x2
d
dx
 
x
2dφ2
dx
 
+
 
1 −
6
x2
 
φ2 = −ψ2 = −α2x
2B . (4–43)
The homogeneous part of the equation, obtained by setting the RHS equal to zero,
has a solution in terms of the spherical Bessel functions, φh = C2j2(x)+D2y2(x). A
particular solution can once again be constructed through the method of variation
of parameters, φp = C(x)j2(x) + D(x)y2(x). Imposing the additional condition
that C′(x)j2(x) + D′(x)y2(x) = 0, we thus get the following set of equations,
C
′(x)j2
′(x) + D
′(x)y2
′(x) = −α2x
2B(x)
C
′(x)j2(x) + D
′(x)y2(x) = 0
(4–44)
Solving for the coeﬃcients we get,
C(x) = α2
 
x
4B(x)y2(x)dx and D(x) = −α2
 
x
4B(x)j2(x)dx . (4–45)108
The general solution involves two unknown coeﬃcients that are to be determined
from two boundary conditions. Since there can be no gravitational forces at the
center, the gradient of the gravitational potential must vanish for x = 0. For
ℓ  = 0 this implies that as x → 0 both dφ2/dx → 0 and φ2/x → 0; these two
conditions can be combined as φ2(x) → O(x2). Note that this condition is more
restrictive than requiring the potential to be regular at the origin. As x → 0, we
have j2(x) → O(x2), y2(x) → −3x−3+O(x−1), C(x) → O(x0) and D(x) → O(x5).
Therefore, we must have D2 = 0. Thus, the solution is,
φ2(x) = [C2 + C(x)]j2(x) + D(x)y2(x)
= C2j2(x) −
α2γB
12x3
 
4x
5 + (189x − 2x
5)cosx +
+ (−189 + 63x
2 + 6x
4)sinx
 
(4–46)
The coeﬃcient C2 is determined from the boundary condition at the surface,3
xsφℓ
′(xs) + (ℓ + 1)φℓ(xs) = 0 , (4–47)
where xs = π for an n = 1 polytrope. We thus obtain,
C2 =
(8π2 − 21)α2γB
4
, (4–48)
and the general solution for the gravitational perturbation now becomes,
φ2(x) =
α2γB
6x3
 
− 2x
5 + x(x
4 − 36π
2)cosx − 3(x
4 + 4π
2x
2 − 12π
2)sinx
 
(4–49)
The density perturbation can be found as,
2κρ2 = −ψ2 − φ2
=
α2γB
6x3
 
− x(x
4 + 12x
2 − 36π
2)cosx −
− 3(x
4 − 4(π
2 + 1)x
2 + 12π
2)sinx
 
(4–50)
3For a discussion of the boundary conditions on the gravitational potential refer
to §4.2 (page 100).109
⋄ The ℓ = 0 Components of the Fluid Perturbations: For ℓ = 0 we have only
two equations (the second equation in eq.4–28 becomes trivial), but also only
two unknowns, ρo and φo; we have already determined the form of ψo, which is
proportional to ψ2 up to an arbitrary constant bo. In this case, eq.4–26 becomes,
1
x2
d
dx
 
x
2dφo
dx
 
+ φo = co − ψo = Bo − αox
2B . (4–51)
Thus, we see that an undetermined constant Bo = co − bo enters the deﬁnition
of φo. Note that these arbitrary constants have no eﬀect on the gravitational and
magnetic forces; moreover, they do not appear in the density perturbation either,
(dh/dρ)ρo = co − ψo − φo. Therefore, without loss of generality, they can be
dropped.
Thus, the solution for the gravitational potential is similar to the ℓ = 2 case,
φo(x) = Bo + [Co + C(x)]jo(x) + [Do + D(x)]yo(x) , (4–52)
where the coeﬃcients are now given through,
C(x) = αo
 
x
4B(x)yo(x)dx and D(x) = −αo
 
x
4B(x)jo(x)dx . (4–53)
Note, however, that the constant αo is diﬀerent from α2 (eq.4–36),
αo = −
√
5α2 = −
γB
12
√
πρc
. (4–54)
Once again, we require that the gradient of the potential vanish at the center, in
other words φo
′ → 0 as x → 0, which implies φo → constant + O(x2). Making use
of jo(x) → 1, yo(x) → −1/x, C(x) → 5αoγB/8 and D(x) → O(x3), we ﬁnd that
Do = 0. Thus, the solution becomes,
φo(x) = Bo + Cojo(x) −
αoγB
24x
 
8x(−6 + x
2) +
+ 2x(21 − 2x
2)cosx + 9(−1 + 2x
2)sinx
  (4–55)110
The coeﬃcient Co is determined from the boundary condition at the surface, which
for ℓ = 0 reduces to φo
′(π) = 0. Conservation of mass further requires φo(π) = 0,
which sets the value of the unknown constant Bo. It then follows that,
Bo =
(2π2 − 15)αoγB
4
and Co = −
(2π2 + 3)αoγB
8
. (4–56)
The general solution thus becomes,
φo(x) = Bo −
αoγB
12x
 
4x
3 − 24x − x(2x
2 − 21)cosx + 3(3x
2 + π
2)sinx
 
.(4–57)
Note that as x → 0, we have φo → (π2 − 14)αoγB/4.
4.4 Rotating Magnetic Fluid Star
We will now consider the case when the star is slowly rotating so that the centrifugal
force is of the same order as the Lorentz force and can be treated as a perturbation.
We already argued that including the centrifugal term does not alter the magnetic
ﬁeld conﬁguration (eq.4–34). In fact, this will be true for any force that can be
expressed as a gradient. Such forces only aﬀect the density perturbation and the
gravitational potential.
The centrifugal force per unit volume is deﬁned as,
fc = −ρω × (ω × r) . (4–58)
We will assume that the magnetic ﬁeld is along the ˆ z direction. Without loss of
generality we can then choose the ˆ x axis so that the rotation axis (ˆ ω) is in the xz
plane, at an angle χ from the ˆ z axis. In other words, we take,
ˆ ω = ˆ xsinχ + ˆ z cosχ . (4–59)111
Using ˆ r = ˆ xcosφsinθ+ ˆ y sinφsinθ+ ˆ z cosθ, and carrying out the cross products,
and rewriting the result in terms of a centrifugal potential ϕ we get,
fc = −ρ∇ϕ = −ρ∇
ω2r2Λ(θ,φ)
2
, (4–60)
where,
Λ(θ,φ) = sinχcosχsin2θcosφ + sin
2 χsin
2 θcos
2 φ + cos
2 χcos
2 θ − 1 . (4–61)
Note that Λ reduces to −sin2 θ for χ = 0. We need to rewrite the function Λ in
terms of spherical harmonics. For the purpose of the current treatment we will
ﬁnd it convenient to deﬁne rescaled spherical harmonics through (see Appendix
C),
ˆ Y00 = 1 , ˆ Y20 = 3cos
2 θ − 1 , ˆ Y21 = sinθcosθe
iφ ,
and ˆ Y22 = sin
2 θe
2iφ .
(4–62)
We also have ˆ Y2,−1 = −ˆ Y ∗
21 and ˆ Y2,−2 = ˆ Y ∗
22. In terms of these deﬁnitions we get,
Λ(θ,φ) = −
2ˆ Y00
3
+
P2(cosχ)ˆ Y20
3
+
 
ˆ Y21 + ˆ Y
∗
21
 
sinχcosχ+
+
 
ˆ Y22 + ˆ Y
∗
22
  sin
2 χ
4
(4–63)
Upon expanding in spherical harmonics, Poisson’s equation for an n = 1 poly-
trope (eq.4–43) remains of the same form, but it now includes the centrifugal
potential as well,
1
x2
d
dx
 
x
2dφℓm
dx
 
+
 
1 −
ℓ(ℓ + 1)
x2
 
φℓm = −ψℓm − ϕℓm . (4–64)
The magnetic potential is given through,
ψℓm = βℓmx
2f(x) where f(x) =
1
3
+
sinx
x
+
2cosx
x2 −
2sinx
x3 , (4–65)112
and is non-zero only for ℓ = 0 and ℓ = 2, m = 0, for which we have,
βo = −
Bo
2
12
√
πρc
and β2 =
Bo
2
12
√
5πρc
where Bo =
 d
πro
3(π2/6 − 1)
(4–66)
Note that we can separate the gravitational potential into two parts,
φℓm = φ
(m)
ℓm + φ
(c)
ℓm , (4–67)
where φ
(m)
ℓm is the solution of Poisson’s equation in the presence of the magnetic po-
tential alone (eq.4–43), which we have already determined, and φ
(c)
ℓm is the solution
in the presence of the centrifugal potential alone. We can rewrite the centrifugal
potential in the form,
ϕℓm = ̟x
2Λℓm where ̟ =
ω2ro
2
2
and Λ(θ,φ) = ΛℓmYℓm . (4–68)
Poisson’s equation can be solved by the method of variation of parameters. The
homogeneous part of the solution, which is common to both φ
(m)
ℓm and φ
(c)
ℓm, is
φh = Aℓmjℓ(x) + Bℓmyℓ(x), and particular solutions can be constructed as φ
(m)
p =
Cℓm(x)jℓ(x)+Dℓm(x)yℓ(x), which is already determined, and φ
(c)
p = Eℓm(x)jℓ(x)+
Fℓm(x)yℓ(x). The general solution is then the sum of all these parts. Substituting
the particular solution for the centrifugal term into the diﬀerential equation and
imposing an arbitrary additional condition we get the following set of equations,
E
′
ℓm(x)jℓ
′(x) + F
′
ℓm(x)yℓ
′(x) = −̟x
2Λℓm
E
′
ℓm(x)jℓ(x) + F
′
ℓm(x)yℓ(x) = 0
(4–69)
whence,
Eℓm(x) = ̟Λℓm
 
x
4yℓ(x)dx
Fℓm(x) = −̟Λℓm
 
x
4jℓ(x)dx
(4–70)113
which is simpler than eq.4–44 for the coeﬃcients Cℓm and Dℓm. Since only ℓ = 0
and ℓ = 2 terms are present we ﬁnd,
Eo(x) = −̟Λo
 
x(x
2 − 6)sinx + 3(x
2 − 2)cosx
 
Fo(x) = −̟Λo
 
3(x
2 − 2)sinx − x(x
2 − 6)cosx
 
E2m(x) = ̟Λ2m
 
x(x
2 − 15)sinx + 3(2x
2 − 5)cosx
 
F2m(x) = ̟Λ2m
 
3(2x
2 − 5)sinx − x(x
2 − 15)cosx
 
(4–71)
The general solution involves two unknown coeﬃcients, Aℓm and Bℓm, that are
to be determined from two boundary conditions. Regularity at the center of the
star immediately requires that Bℓm = 0. Thus, the solution is,
φℓm(x) = [Aℓm + Cℓm(x) + Eℓm(x)]jℓ(x) + [Dℓm(x) + Fℓm(x)]yℓ(x) . (4–72)
The constant Cℓm is determined from the second boundary condition which follows
from the multipole expansion of the gravitational potential outside the star, whence
it follows that φℓm ∝ 1/rℓ+1 for ℓ  = 0, or equivalently, at the surface we must have,
x
dφℓm
dx
+ (ℓ + 1)φℓm = 0 . (4–73)
On the other hand, for ℓ = 0 we must have φo = 0 outside the star since we assume
that the total mass of the star remains constant after the perturbation. Therefore,
the boundary conditions at the surface are,
dφo
dx
= 0 and φo = 0 . (4–74)
Thus, there are three conditions in the ℓ = 0 case, but also three unknowns (in-
cluding the arbitrary constant that can be added to the potential).114
4.5 Magnetic Star with a Solid Crust
Consider the equilibrium of a ﬂuid interior surrounded by a crust, in the presence
of an internal magnetic ﬁeld. If this magnetic ﬁeld is strong and exerts large
internal forces then the initial equilibrium has to be modiﬁed to account for these
magnetic ﬁelds, possibly requiring time-independent internal motions. However,
we will assume that the magnetic ﬁeld is suﬃciently small that it can be introduced
as a perturbation. Euler’s equation now takes the form,
∇   σ − ρ∇φ + f = 0 . (4–75)
The gravitational potential is determined by Poisson’s equation and the Lorentz
force density is given through,
f = J × B/c = (∇ × B) × B/4π . (4–76)
We will ﬁnd it convenient to express the stress tensor in the following form,
σik = −pδik + Sik where Sik = 2 
 
uik −
1
3
ullδik
 
. (4–77)
For the neutron star crust the shear modulus   is an order of magnitude less than
the bulk modulus. This allows us to write the equation of equilibrium in a manner
similar to that of a ﬂuid, where the perturbation is now eﬀectively given through,
δ
 
1
ρ
∇p + ∇φ
 
=
∇   S + f
ρ
. (4–78)
Assuming that p is a function of ρ, we can deﬁne a new function h through dh =
dp/ρ. We then have δ(ρ−1∇p) = δ∇h = ∇δh. In particular, we will assume that
the equation of state is a polytrope p = κργ, so that,
δh =
dh
dρ
δρ =
1
ρ
dp
dρ
δρ = −
γp
ρ
∇   ξ −
p ′ξr
ρ
= −c
2
s
 
∇   ξ +
ρ ′ξr
ρ
 
, (4–79)115
where c2
s = γp/ρ is the sound velocity. We expand scalars in spherical harmonics,

    
    
δh
δφ
δρ

    
    
=

    
    
hℓm
φℓm
ρℓm

    
    
Yℓm , (4–80)
and vectors in vector spherical harmonics,

    
    
(∇   S)/ρ
f/ρ
ξ

    
    
=

    
    
Sℓm
fℓm
Uℓm

    
    
Yℓmˆ r +

    
    
Tℓm
gℓm
Vℓm

    
    
r∇Yℓm . (4–81)
The equations of equilibrium thus become,
d(hℓm + φℓm)
dr
= Sℓm + fℓm
hℓm + φℓm
r
= Tℓm + gℓm
1
r2
d
dr
r
2dφℓm
dr
−
ℓ(ℓ + 1)
r2 φℓm = 4πGρℓm
(4–82)
(The second equation vanishes for ℓ = 0.) It then follows that the term (∇ S+f)/ρ
must be a gradient,
Sℓm + fℓm =
d
dr
[r (Tℓm + gℓm)] . (4–83)
Note that hℓm and ρℓm are related and determined from the components of the
Lagrangian displacement Uℓm and Vℓm, though not uniquely. Therefore, we have
three equations and a total of four unknown functions: Uℓm, Vℓm, B and φℓm. It
appears that, in particular, Uℓm, Vℓm and B are not uniquely determined, and
that there is some intrinsic degeneracy that can only be broken down through an
additional contraint (for instance a mimimum energy argument). An important
question thus arises: is it possible to ﬁnd a suitable combination of these functions,
so that the equations of equilibrium can be expressed only in terms of three such116
functions? An interesting situation arises when one considers the case when the
magnetic ﬁeld throughout the star is the same as that in a completely ﬂuid star.
The general solution of such a problem is then the sum of two independent parts:
a ﬂuid with a magnetic ﬁeld, and a ﬂuid and a crust without a magnetic ﬁeld.
The terms Sℓm and Tℓm follow from eq.4–12,
ρSℓm =
4( ˆ α)′
3
+ 2 
′(U
′ − ˆ α) +
 ℓ(ℓ + 1)(V ′r + V − U)
r2
ρTℓm =
4 ˆ α
3r
+
 ′ (V ′r − V + U)
r
+
 (V ′r + V − U)′
r
(4–84)
where primes denote derivatives with respect to r, and ˆ α is deﬁned through,
∇   ξ = ˆ αYℓm i.e. ˆ α = U
′ +
2U
r
−
ℓ(ℓ + 1)V
r
. (4–85)
We will consider an n = 1 polytrope, for which the density proﬁle is given
through ρ(x)/ρc = sin(x)/x in terms of the radial coordinate x = r/ro where
ro = (κ/2πG)1/2. We now deﬁne the following new dimensionless variables,
y1 =
U
ro
, y2 =
V
ro
and y3 =
φ
κρc
. (4–86)
We have c2
s = γp/ρ = 2κρ, so that eqs.4–79 and 4–85 become,
hℓm = 2κρℓm = −2κρ
 
ˆ α +
ρ′y1
ρ
 
and ˆ α = y1
′ +
2y1
x
−
ℓ(ℓ + 1)y2
x
. (4–87)
From here on primes denote diﬀerentiation with respect to x. We will also assume
that the shear modulus and pressure are proportional,   = α1p. This allows us to
rewrite eq.4–84 in the form,
Sℓm =
α1κ
ro
 
4(ρˆ α)′
3
+ 4ρ
′
 
y1
′ −
2ˆ α
3
 
+
ρℓ(ℓ + 1)(xy2
′ + y2 − y1)
x2
 
Tℓm =
α1κ
rox
 
4ρˆ α
3
+ 2ρ
′ (xy2
′ − y2 + y1) + ρ(xy2
′ + y2 − y1)
′
  (4–88)
Rewriting eq.4–82 in terms of the dimensionless variable x and substituting
the above relations, we get the following set of second order diﬀerential equations,117
which are valid for ℓ  = 0,
2ρ
ρc
 
1 +
2α1
3
 
y1
′′ +
4ρ
ρcx
 
1 +
2α1
3
  
1 +
ρ′x
ρ
 
y1
′−
−
ℓ(ℓ + 1)ρ
ρcx
 
2 +
α1
3
 
y2
′ − y3
′−
−
4ρ
ρcx2
 
1 −
ρ′x
ρ
−
ρ′′x2
2ρ
+
2α1
3
 
1 +
ρ′x
ρ
+
3ℓ(ℓ + 1)
8
  
y1+
+
2ℓ(ℓ + 1)ρ
ρcx2
 
1 −
ρ′x
ρ
+
2α1
3
 
7
4
+
ρ′x
ρ
  
y2 = −
rofℓm
κρc
α1ρ
ρc
y2
′′ +
ρ
ρcx
 
2 +
α1
3
 
y1
′ +
2α1ρ
ρcx
 
1 +
ρ′x
ρ
 
y2
′+
+
2ρ
ρcx2
 
2 +
ρ′x
ρ
+ α1
 
4
3
+
ρ′x
ρ
  
y1−
−
2ρ
ρcx2
 
ℓ(ℓ + 1) + α1
 
2ℓ(ℓ + 1)
3
+
ρ′x
ρ
  
y2 −
y3
x
= −
rogℓm
κρc
y3
′′ +
2ρ
ρc
y1
′ +
2
x
y3
′ +
2ρ
ρcx
 
2 +
ρ′x
ρ
 
y1 −
2ℓ(ℓ + 1)ρ
ρcx
y2 −
ℓ(ℓ + 1)y3
x2 = 0
(4–89)
The second equation vanishes when ℓ = 0 and we have y2 = 0 in this case as well,
so that we get,
2ρ
ρc
 
1 +
2α1
3
 
y1
′′ +
4ρ
ρcx
 
1 +
2α1
3
  
1 +
ρ′x
ρ
 
y1
′ − y3
′−
−
4ρ
ρcx2
 
1 −
ρ′x
ρ
−
ρ′′x2
2ρ
+
2α1
3
 
1 +
ρ′x
ρ
  
y1 = −
rofℓm
κρc
y3
′′ +
2ρ
ρc
y1
′ +
2
x
y3
′ +
2ρ
ρcx
 
2 +
ρ′x
ρ
 
y1 = 0
(4–90)
Assume that the magnetic ﬁeld is dipolar (eq.4–29),
B = ˆ rB(x)cosθ −
ˆ θ
2x
d(x2B)
dx
sinθ . (4–91)
For now, we will not need to specify the function B(x) explicitly, but we will
assume that it is of the same form as in a completely ﬂuid star (eq.4–37). In
this case, the Lorentz force is a gradient of a potential, f = −ρ∇ψℓmYℓm where118
ψℓm(x) = αℓmx2B(x), so that,
fℓm = −
dψℓm
dr
and gℓm = −
ψℓm
r
. (4–92)
For a dipolar ﬁeld, the only non-vanishing terms are the ℓ = 0 and ℓ = 2, m = 0
terms, for which we have αo = −
√
5α2 and α2 = γB/12
√
5πρc (see eq.4–54),
f00 = −f20
√
5 , f20 = −
fo(x2B)′
γBρc
, g20 = −
foBx
γBρc
,
where fo =
γ2
B
12
√
5πro
.
(4–93)
From these equations it follows that the variables yi scale as rofo/κρc
2 ∝ γ2
B/pc
where pc = κρc
2 is the central pressure in the background and γ2
B is proportional
to the magnetic pressure.
4.6 Thin Crust Approximation
Consider the case when the crust is suﬃciently thin that we can expand everything
in the small dimensionless quantity χ = 1 − x/π. In particular, we expand the
variables yi in the form,
yi ≃ y
(0)
i + χy
(1)
i + χ
2y
(2)
i + χ
3y
(3)
i + ... (4–94)
Thus, there are n + 1 unknown coeﬃcients in an nth order expansion. The ex-
pansion of the background density gives ρ ≃ χ + O(χ2). Referring back to the
set of equations (eq.4–89 and eq.4–90), this immediately implies that the variable
y3 needs to be expanded to one higher order than y1 and y2. Since the equations
are second order, expanding the equations to nth order requires expanding the
variables y1 and y2 to (n+1)th order, and the variable y3 to (n+2)th order. Thus,
for the l = 2 case there would be 3n + 7 unknown coeﬃcients in the expansions119
and one unknown in the ﬂuid core. The perturbation equations would produce 3n
relations and a further eight constraints are provided by the boundary and regu-
larity conditions at the crust-core boundary and stellar surface. In this way, the
problem is reduced to inverting a square matrix of rank 3n+8. On the other hand,
the l = 0 case has 2n+5 unknown coeﬃcients in the variables yi and two unknown
constants in the ﬂuid core. The equations give 2n relations between the unknowns,
and eight more are once again provided by the boundary and regularity conditions.
In the ℓ = 0 case the order of the problem can be reduced by one to 2n + 6, since
one of the unknowns in the ﬂuid core is Bernoulli’s constant, which only appears
in the gravitational potential perturbation as an overall additive constant, and
therefore can be determined at the very end by applying the corresponding bound-
ary condition, y3(π) = 0. (Refer to §4.2, page 100 for a discussion of boundary
conditions.)
4.7 Two Component Star with a Discontinuous Magnetic
Field
Consider the general case of a two component star, where the magnetic ﬁeld is of
the same form as in a completely ﬂuid case, except that the tangential component
of the magnetic ﬁeld is allowed to have an arbitrary discontinuity at the crust-core
boundary. This means that there could be surface currents, which would give rise
to extra terms in the balance of stress across the boundary. Denote the magnetic
ﬁeld inside the ﬂuid core by Bf and that inside the crust by Bc. A dipolar ﬁeld
has the form (as in eq.4–91),
B(x,θ) = ˆ rB(x)cosθ −
ˆ θ
2x
d(x2B)
dx
sinθ . (4–95)120
The function B(x) is determined from a third order diﬀerential equation that
is obtained from Euler’s equations (eq.4–36). For the ﬂuid and the crust it is
respectively given through,
Bf(x) = A − Bx
−3 + ηf(x)
Bc(x) = C − Dx
−3 + ζf(x)
(4–96)
where, we deﬁne,
f(x) =
sinx
x
+
2cosx
x2 −
2sinx
x3 . (4–97)
Regularity at the origin immediately requires that B = 0. The constants η and ζ
need not be the same, unless we require the magnetic potential to be continuous
(in addition to requiring the continuity of the radial component of the magnetic
ﬁeld) across the crust-core boundary. The unknown constants are to be determined
from the boundary conditions on the magnetic ﬁeld at the crust-core boundary and
stellar surface, which are given through,
ˆ r   (Bin − Bout) = 0
ˆ r × (Hin − Hout) = 4πK/c
(4–98)
In the present case, we will take the magnetic ﬁeld H and magnetic induction B
to be equal. We will further require that there be no surface currents at the stellar
surface. Therefore, we get Bc(π) = Bd(π), where we assume that the ﬁeld outside
the neutron star is a magnetic dipole ﬁeld given through,
Bd =
Bd
x3
 
2ˆ r cosθ + ˆ θ sinθ
 
where Bd =
 d
r3
o
. (4–99)
It then follows that,
C = ζ/3 and D = ζπ(π
2 − 6)/3 − 2Bd . (4–100)121
At the crust-core boundary located at xo we only require the continuity of the
radial component of the magnetic ﬁeld, while the tangential component can have an
arbitrary discontinuity. Therefore, we eﬀectively have three boundary conditions
and ﬁve unknown coeﬃcients, so that we can choose two of them at will. We will
ﬁnd it convenient to express the crust coeﬃcients in terms of the ﬂuid coeﬃcients A
and η. Also deﬁne a new constant K through 4πK/c = ˆ φK sinθ. The boundary
conditions at the crust-core boundary (located at xo) then become,
Bf(xo) = Bc(xo) and B
′
c(xo) − B
′
f(xo) = 2K/xo . (4–101)
These give the following relations,
ζ =
6Bd − 3x3
o(A + ηf(xo))
π(π2 − 6) − x3
o(1 + 3f(xo))
D = x
3
o
 
ζ(1 + 3f(xo))/3 − A − ηf(xo)
 
K = (ζ(1 + ν) − ην − 3A)/2
(4–102)
where ν = 3f(xo) + xof′(xo). Note that it is possible to choose η and A so that
the surface current vanishes. In particular, when ζ = η = 3A we have K = D = 0,
and the magnetic ﬁeld is the same throughout the star, Bf(x) = Bc(x). On the
other hand, if we set A = η = 0 there is no magnetic ﬁeld inside the core (ﬁg.4–1).
4.7.1 Perturbations in the Fluid Core
Using Euler’s equation and Poisson’s equation we can now proceed with the cal-
culation of the gravitational potential perturbation inside the ﬂuid core, which is
given through eq.4–26,
1
x2
d
dx
 
x
2dφℓm
dx
 
+
 
1 −
ℓ(ℓ + 1)
x2
 
φℓm = Boδℓo − ψℓm . (4–103)122
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Figure 4–1: Magnetic ﬁeld conﬁguration for a crustal ﬁeld. We have set A = η = 0
so that there is no magnetic ﬁeld inside the ﬂuid core. The radial coordinate x is
scaled by π so that the surface is at 1 and the crust-core boundary is at xo/π = 0.7.
The thickness of the crust has been exaggerated in order to reveal detail. The ﬁeld
outside is exactly dipolar.
The density perturbation can then be found as in eq.4–24,
hℓm = 2κρℓm = Boδℓo − φℓm − ψℓm . (4–104)
Here Bo is Bernoulli’s constant, and it follows from Poisson’s equation that it
appears in the gravitational potential perturbation φo as an additive constant, so
that it exactly cancels out in the density perturbation. Thus, it can be calculated
independently at the end by using the appropriate boundary condition, but we will
keep track of it for exactness.123
The magnetic potentials inside the core and the crust are given through ψf =
αℓx2Bf and ψc = βℓx2Bc, respectively. The coeﬃcients αℓ and βℓ are related to η
and ζ, and also depend on the spherical harmonic number ℓ. Note that, for the
ℓ = 0 case the potential has an additive constant, but that can be incorporated
into the deﬁnition of Bernoulli’s constant without further complications.
The only non-vanishing terms in the perturbations are the ℓ = 0 and ℓ = 2,
m = 0 terms of the spherical harmonic expansion. The complete solution to
Poisson’s equation is given through,
φℓ = Boδℓo + Aℓjℓ(x) + Bℓyℓ(x) + αℓΦℓ(x) . (4–105)
Φℓ(x) is a particular solution of the equation, and can be found by the method of
variation of parameters. Let Φℓ(x) = Aℓ(x)jℓ(x) + Bℓ(x)yℓ(x) and substitute into
Poisson’s equation. This will give us one equation for the two unknown functions
Aℓ(x) and Bℓ(x). Therefore, we are free to impose an additional condition which
for simplicity we choose as Aℓ
′(x)jℓ(x)+Bℓ
′(x)yℓ(x) = 0. We thus get the following
set of equations,
Aℓ
′(x)jℓ
′(x) + Bℓ
′(x)yℓ
′(x) = −x
2Bf(x)
Aℓ
′(x)jℓ(x) + Bℓ
′(x)yℓ(x) = 0
(4–106)
Solving for the coeﬃcients (and employing the relations between spherical Bessel
functions given in Appendix A) we get,
Aℓ(x) =
 
x
4Bf(x)yℓ(x)dx and Bℓ(x) = −
 
x
4Bf(x)jℓ(x)dx . (4–107)
The solutions for ℓ = 0 and ℓ = 2 are, respectively,
Φo(x) = A(6 − x
2) +
η
24x
 
2x(−21 + 2x
2)cosx + 9(1 − 2x
2)sinx
 
Φ2(x) = −Ax
2 +
η
12x3
 
x(−189 + 2x
4)cosx + 3(63 − 21x
2 − 2x
4)sinx
  (4–108)124
Both functions are well-behaved near the origin. As x → 0 we have Φo → 6A −
11η/8 and Φ2 → −15A + η/4. Since there cannot be forces at the center of the
star, the gradient of the gravitational potential must vanish, therefore implying
that Bℓ = 0 in the general solution eq.4–105. The remaining coeﬃcients Cℓ and
Bo are to be determined from the boundary conditions. The gravitational potential
perturbation and its derivative must be continuous across the crust-core boundary.
In addition, it must satisfy the multipole expansion at the surface of the star which
gives φℓ ∝ 1/rℓ+1, or in other words,
πφ
′
ℓ(π) + (ℓ + 1)φℓ(π) = 0 . (4–109)
The conservation of mass further requires that φo(π) = 0, which uniquely deter-
mines Bernoulli’s constant.
4.8 Stress Tensor and Boundary Conditions
In this section we will discuss the boundary conditions on the stress tensor. Al-
though we will be primarily concerned with a ﬂuid core-solid crust interface, our
treatment allows for consideration of more general cases as well.
The total stress tensor is given through the sum of elastic and magnetic stress
tensors, which we will denote by Tij and Mij respectively,
σij = Tij + Mij . (4–110)
The elastic part includes contributions from pressure and shear (eq.4–4),
Tij = −∆pδij + 2 
 
uij −
1
3
ullδij
 
, (4–111)
where the Lagrangian perturbation of pressure is related to the strain tensor125
through,
∆p
p
= Γ1
∆ρ
ρ
= −Γ1∇lξl = −Γ1ull . (4–112)
The elastic stress tensor for a ﬂuid is obtained by setting   equal to zero, and is
diagonal. On the other hand, the magnetic stress tensor of a normal conductor is
given by,
Mij = −
B2
8π
δij +
BiBj
4π
. (4–113)
The boundary conditions on the stress tensor are (eq.3–55),
σijnj = Pi , (4–114)
where nj is the unit normal of the surface and Pi is the external force per unit
area. We will be interested in cases where nj is radial to lowest order, so that σrr,
σrθ and σrφ should be continuous across the boundary. The remaining components
of the stress tensor are irrelevant for the boundary conditions. Moreover, due
to azimuthal symmetry Trφ vanishes, while Mrφ could still be present for ﬁelds
with toroidal components. Then, the boundary conditions at an interface between
media A and B can be expressed as,
T
A
rr + M
A
rr = T
B
rr + M
B
rr , T
A
rθ + M
A
rθ = T
B
rθ + M
B
rθ ,
and M
A
rφ = M
B
rφ .
(4–115)
Note that when the magnetic ﬁeld is continuous across the boundary, the magnetic
stress cancels out in these equations. Trθ vanishes for a ﬂuid. Therefore, the
magnetic ﬁeld in a completely ﬂuid star is required to be continuous, unless the
ﬁeld at the boundary is tangential to the surface.
The boundary conditions on the magnetic ﬁeld obtained from Maxwell’s equa-
tions are given by eq.4–98. Thus, the radial component of the magnetic ﬁeld is126
required to be continuous, however, in general, there is no such requirement for
the tangential components, as there can be surface currents. In the present case,
the surface pressure due to surface currents is simply,
K × (Bin + Bout)
2c
=
 
M
in
rr − M
out
rr
 
ˆ r +
 
M
in
rθ − M
out
rθ
  ˆ θ . (4–116)
We next proceed with explicit calculations of the elastic and magnetic stress
tensors. Let’s denote the ﬂuid quantities by a superscript F and the crust quantities
by C. Using eqs.3–51 we can calculate the elements of the elastic stress tensor inside
the crust in terms of the Lagrangian displacement ξ, which we expand in vector
spherical harmonics as usual through eq.4–81. Making use of the dimensionless
variables yi deﬁned in eq.4–86 and noting the deﬁnition of Lam´ e’s coeﬃcient, λ =
Γ1p − 2 /3, we obtain,
T
C
rr = λ∇lξl + 2 urr = ˆ T
C
rrYℓm
T
C
rθ = 2 urθ = ˆ T
C
rθ
dYℓm
dθ

  
  
where

  
  
ˆ T
C
rr = λˆ α + 2 y1
′
ˆ T
C
rθ =  
 
y2
′ +
y1
x
−
y2
x
  (4–117)
Here, subscripts ℓm are implicit for ˆ Tij and yi. On the other hand, the ﬂuid has
only diagonal terms in its elastic stress tensor,
ˆ T
F
rr = Γ1p ˆ α = −
Γ1p
ρ
 
ρℓm + ρ
′y1
 
and ˆ T
F
rθ = 0 . (4–118)
where we have made use of eq.4–87.
For the dipolar magnetic ﬁeld, the only non-vanishing terms in the magnetic
stress tensor are the Mrr, Mrθ and Mθθ components, of which the ﬁrst two are
the ones that actually matter for the boundary conditions. Deﬁning new functions
Br(x) and Bθ(x) through, (see eq.4–95)
B(r,θ) = ˆ rBr(x)cosθ − ˆ θBθ(x)sinθ , (4–119)127
we have, from eq.4–113,
Mrr =
B2
8π
=
B2
r
8π
cos
2 θ +
B2
θ
8π
sin
2 θ and Mrθ = −
BrBθ
4π
cosθsinθ .(4–120)
The angular parts can be written in terms of spherical harmonics as in eq.4–31
(see Appendix C for the deﬁnition of rescaled spherical harmonics employed here),
Mrr =
1
24π
 
B
2
r + 2B
2
θ
 
ˆ Y0 +
1
24π
 
B
2
r − B
2
θ
 
ˆ Y2
Mrθ =
BrBθ
24π
dˆ Y2
dθ
(4–121)
4.9 Energy of Perturbations
The total energy of the unperturbed hydrostatic equilibrium can be written as
E = U + W, where U is the internal energy and W is the gravitational energy
given by, respectively,
U =
 
ρudV and W =
1
2
 
ρφdV . (4–122)
u = u(ρ) is the internal energy density per unit mass. By the ﬁrst law of thermo-
dynamics we have,
du = −pd
 
1
ρ
 
=
pdρ
ρ2 . (4–123)
The ﬁrst order variation in the total energy can be shown to be (Friedman &
Schutz 1978; Shapiro & Teukolsky 1983),
δE =
 
(∇p + ρ∇φ)   ξdV , (4–124)
which is zero by the equation of hydrostatic equilibrium. Therefore, the non-trivial
energy of the perturbations is only second order. We will write the energy as the
sum of pressure, gravity, magnetic and shear terms,
δE = Ep + Eφ + EB + E  . (4–125)128
We will discuss the various terms separately below. It can be shown that Euler’s
equation follows from the variation of the energy with respect to the Lagrangian
displacement ξi, and Poisson’s equation follows from the variation with respect to
the gravitational potential perturbation δφ.
4.9.1 Pressure and Gravity Terms
The pressure and gravity terms are given as, (Friedman & Schutz 1978; Schenk et
al. 2002)
Ep =
1
2
 
d
3x
 
(Γ1 − 1)p(∇   ξ)
2 + p∇iξ
j∇jξ
i
 
Eφ =
1
2
 
d
3x
 
ρξ
iξ
j∇i∇jφ + 2ρξ   ∇δφ +
|∇δφ|2
4πG
  (4–126)
Integrating by parts and making use of Poisson’s equation (eq.3–2), we can rewrite
the gravity term as,
Eφ =
1
2
 
d
3x
 
ρξ
iξ
j∇i∇jφ + δρδφ
 
=
1
2
 
d
3x
 
δρ(ξ   ∇φ) − ρ(ξ   ∇ξi)∇iφ + δρδφ
  (4–127)
All surface integrals vanish since ρ is zero at the surface. On the other hand, the
Lagrangian pressure change is given by ∆p = (Γ1p/ρ)∆ρ = −Γ1p∇   ξ, and by
deﬁnition we have ∆p = δp + ξ   ∇p. Therefore, we can write (Γ1 − 1)p(∇   ξ)2 =
−∆p(∇   ξ) − p(∇   ξ)2 = −∇   ξ[δp + ∇   (pξ)]. Integrating by parts twice, we
get,
Ep = −
1
2
 
d
3x
 
δp∇   ξ + (ξ   ∇ξi)∇ip
 
=
1
2
 
d
3x
 
δp(δρ + ξ   ∇ρ)
ρ
− (ξ   ∇ξi)∇ip
  (4–128)129
Combining the two parts and using the equation of hydrostatic equilibrium, ∇ip+
ρ∇iφ = 0, we ﬁnally get,
Ep + Eφ =
1
2
 
d
3xδρ(δh + δφ) , (4–129)
where δh = δp/ρ = 2κδρ. Furthermore, from Euler’s equation for a ﬂuid it follows
that δh + δφ = −ψ. However, for a solid that is no longer true and there is a
contribution from shear that needs to be included (see the second line in eq.4–82).
4.9.2 Magnetic Term
We do not solve for Faraday’s law. Consequently, the magnetic ﬁeld is not one of
the quantities that can be varied in the action principle, since there is no equation
associated with it. In other words, the magnetic ﬁeld is a constant quantity under
the action principle. Therefore, we have to write the magnetic energy explicitly in
the form,
EB =
1
8π
 
d
3x
 
B
2 + 2B   ∇ × (ξ × B)
 
, (4–130)
which correctly reproduces the magnetic force in Euler’s equation, and where the
integration is carried out over all space. Note the following vector relations,
B   ∇ × (ξ × B) = B   (B   ∇)ξ − B2(∇   ξ) − B   (ξ   ∇)B
ξ   (∇ × B) × B = ξ   (B   ∇)B − B   (ξ   ∇)B
(4–131)
After some rearrangement and using ∇   B = 0, it follows that,
B   ∇ × (ξ × B) + ξ   (∇ × B) × B = ∇   [B(B   ξ)] − ∇   (B
2ξ) (4–132)130
Since the ﬁelds must go to zero at inﬁnity, the right hand side vanishes upon
integration over all space. We thus conclude that,
1
4π
 
d
3xB   ∇ × (ξ × B) = −
1
4π
 
d
3xξ   (∇ × B) × B
=
 
ρξ   ∇ψd
3x
(4–133)
where the magnetic potential is deﬁned through f = (∇ × B) × B/4π = −ρ∇ψ.
Note that the integration here is carried over the volume of the star, since the mass
density vanishes outside. Integrating by parts we get,
 
d
3xρξ   ∇ψ =
 
ψρξ   dS −
 
d
3xψ∇   (ρξ) =
 
d
3xψδρ , (4–134)
where the surface term vanishes. Thus, we ﬁnally obtain,
EB =
1
8π
 
d
3xB
2 +
 
d
3xψδρ . (4–135)
The ﬁrst term is the energy stored in the magnetic ﬁeld over the entire space, and
it will remain the same as long as the magnetic ﬁeld remains unchanged. The
second term depends on the stellar properties through the density perturbation.
4.9.3 Shear Term
The energy associated with shear is given through (see Landau & Lifshitz 1986,
reproduced in this text as eq.3–57),
E  =
 
d
3x 
 
uik −
δikuℓℓ
3
 2
=
 
d
3x 
 
uikuik −
u2
ℓℓ
3
 
. (4–136)
Expanding the Lagrangian displacement in spherical harmonics by ξ = ξrˆ r+ξθˆ θ =
(UoYo + U2Y2)ˆ r +(V2dY2/dθ)ˆ θ, where the functions Uℓ and Vℓ depend only on the131
radial coordinate r, we have (from eqs.3–51),
urr = ∂rξr = Uo
′ Yo + U2
′ Y2
uθθ =
1
r
 
∂θξθ + ξr
 
=
1
r
 
(Uo + V2
√
5)Yo + (U2 − 4V2)Y2
 
uφφ =
1
r
 
1
sinθ
∂φξφ + ξθ cotθ + ξr
 
=
1
r
 
(Uo − V2
√
5)Yo + (U2 − 2V2)Y2
 
uθφ =
1
2r
 
∂θξφ +
1
sinθ
∂φξθ − ξφ cotθ
 
= 0
urθ =
1
2
∂rξθ +
1
2r
 
∂θξr − ξθ
 
=
1
2
 
V2
′ +
U2 − V2
r
 
dY2
dθ
urφ =
1
2
∂rξφ +
1
2r
 
1
sinθ
∂φξr − ξφ
 
= 0
(4–137)
We have also made use of the following relations,
d2Y2
dθ2 =
√
5Yo − 4Y2 and cotθ
dY2
dθ
= −
√
5Yo − 2Y2 . (4–138)
Finally, the dilation is given as,
uℓℓ = ∇   ξ =
 
Uo
′ +
2Uo
r
 
Yo +
 
U2
′ +
2U2
r
−
6V2
r
 
Y2 . (4–139)
In general, when more ℓ are present, it is makes much more sense to expand the
strain tensor into tensor spherical harmonics.
4.9.4 Tensor Spherical Harmonics
The calculation of the shear energy term becomes tedious when ℓ is not restricted
to just a few values. In that case it is much more convenient to expand the strain
tensor in tensor spherical harmonics. There are six such components, which are132
given in an orthonormal coordinate frame as (see Zerilli 1970 and Thorne 1980),
aℓm =


 


Yℓm 0 0
0 0 0
0 0 0


 


bℓm =
1
 
2ℓ(ℓ + 1)



 

0 ∂θYℓm cscθ∂φYℓm
∂θYℓm 0 0
cscθ∂φYℓm 0 0



 

cℓm =
1
 
2ℓ(ℓ + 1)






0 cscθ∂φYℓm −∂θYℓm
cscθ∂φYℓm 0 0
−∂θYℓm 0 0






dℓm =
−1
 
2ℓ(ℓ − 1)(ℓ + 1)(ℓ + 2)

 



0 0 0
0 −Xℓm Wℓm
0 Wℓm Xℓm

 



fℓm =
1
 
2ℓ(ℓ − 1)(ℓ + 1)(ℓ + 2)


 


0 0 0
0 Wℓm Xℓm
0 Xℓm −Wℓm


 


gℓm =
1
√
2



 

0 0 0
0 Yℓm 0
0 0 Yℓm



 

(4–140)
where we deﬁne two auxiliary functions,
Xℓm = 2cscθ∂φ(∂θ − cotθ)Yℓm
Wℓm = (∂
2
θ − cotθ∂θ − csc
2 θ∂
2
φ)Yℓm
(4–141)133
The tensor spherical harmonics are orthonormal with respect to the inner product.
Letting α and β ∈ {a,b,c,d,f,g} we have,
 
αℓm,ikβℓ′m′,ikdΩ = δℓℓ′δmm′δαβ . (4–142)
Here we assume summation over the tensor indices i and k.
4.10 Concluding Remarks
In this section, we present results for magnetic distortions of two component stars
with ﬂuid cores and solid crusts. Fig.4–2 shows sample cases for the energy of
the perturbations due to a magnetic ﬁeld which is assumed to be of the same
form as in the completely ﬂuid case (eq.4–42). The energy is shown in units of
α2γB = γ2
B/12
√
5πρc (eq.4–36) as a function of the shear constant α1 =  /p. The
perturbations in the crust are calculated using the thin crust approximation of
tenth order (§4.6). Three cases are shown for diﬀerent values of the core radius xo,
and a corresponding crustal thickness δ ≡ 1−xo/π. Note that the ﬂuid star has a
lower energy at all points (i.e. ∆E is always positive). Also note that as α1 → 0,
the star becomes completely ﬂuid, and the energy diﬀerence approaches the limit
∆E ∝ α1δ3 → 0.
Fig.4–3 shows the quadrupole moment Q (eq.3–42) as a function of α1 for the
same values of δ. Q is shown in units of α2γBr3
o/2πG, where ro = R⋆/π and R⋆ is
the stellar radius. Once again, as α1 → 0, we have ∆Q ∝ α1δ3 → 0.
Figs.4–4 and 4–5 show ∆E and Q as functions of δ. Note that both ∆E and Q
are linearly related to δ on a log–log scale. The slope implies that for small values
of δ, both ∆E and Q are approximately proportional to α1δ3, in accordance with
the previous ﬁgures.134
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Figure 4–2: The energy E of a two component star with respect to a completely
ﬂuid star (Eﬂuid) as a function of the shear constant α1 =  /p. Here δ ≡ 1 − xo/π
is the fractional thickness of the crust, and xo is the dimensionless radius of the
ﬂuid core. The energy is shown in units of α2γB (deﬁned in eq.4–36).
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Figure 4–3: Quadrupole moment Q as a function of α1, in units of α2γBr3
o/2πG.135
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Figure 4–4: The energy E of a two component star with respect to a completely
ﬂuid star (Eﬂuid) as a function of the crustal thickness δ.
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Figure 4–5: Quadrupole moment Q as a function of crustal thickness δ.136
As implied by eq.3–42, the quadrupole moment is related to the moments of
inertia, Q ∝ I1−I3. Therefore, the sign of Q determines whether the star is oblate
(I3 > I1) or prolate (I1 > I3). For the dipolar magnetic ﬁelds considered here, we
ﬁnd that Q < 0, so that the stars are oblate in all cases. Moreover, the quadrupole
moment is related to the stellar deformation,
ǫ =
I3 − I1
I1
∝
Q
ρcR5
⋆
∝
γ2
B
pc
, (4–143)
where γ2
B is proportional to the magnetic stress, and pc is the central pressure. For
an n = 1 polytrope, the central density is ρc = πM⋆/4R3
⋆ and κ = 2GR2
⋆/π, so that
pc = κρ2
c = πGM2
⋆/8R4
⋆ ≈ 2 × 1035M2
1.4R
−4
6 erg/cm3, where M1.4 = M⋆/1.4M⊙ is
the stellar mass and R6 = R⋆/106cm is the radius. Therefore, the value of ǫ for
typical magnetic ﬁelds γB ∼ 1012 G is too small than the required value ∼ 10−8
inferred from the long term variations observed in the time of arrival residuals of
PSR B1828–11.Chapter 5
Type II Superconducting Neutron Stars
with Toroidal Fields ∗
5.1 Introduction
Timing residuals varying on timescales of order months to years have been detected
in several pulsars, most spectacularly in PSR B1828–11, where several cycles of
nearly periodic variation have been reported (Stairs, Lyne & Shemar 2000; Stairs et
al. 2003). For PSR B1828–11, the precession period is Pp ≈ 500d ≈ 4.3×107 s and
the spin period is P⋆ ≈ 0.405s; interpreting the long term timing residuals as rigid
body precession then implies a stellar distortion ǫ ≈ P⋆/Pp ≈ 9.4×10−9. Precession
aﬀects arrival times in two ways (Cordes 1993; Akg¨ un, Link & Wasserman 2006):
(i) Geometrical residuals arise because the pulsar beam crosses the plane formed
by the angular momentum of the star and the line of sight to the observer at times
that vary periodically over the precession cycle. (ii) Variations in the angle between
the spin and magnetic axes result in a periodic variation of the pulsar spindown
torque, causing pulse arrival times to vary periodically as well. Precession models
that combine these two eﬀects describe the data from PSR B1828–11 adequately
∗To be published as: Akg¨ un T. & Wasserman I. 2007, “Type II Superconducting
Neutron Stars with Toroidal Fields”, arXiv:0705.2195v2 [astro-ph].
137138
(Link & Epstein 2001; Jones & Andersson 2001; Akg¨ un et al. 2006).
Problems with these models remain, however. One is the observation by Sha-
ham (1977, 1986) that vortex line pinning can prevent long period precession, sub-
stituting instead precession with very short periods (of order 10–100 spin periods,
rather than 108) that damps out after perhaps 104 cycles, contrary to observa-
tions. Although Link & Cutler (2002) showed that the precession amplitude in
PSR B1828–11 may be large enough to unpin all vortex lines in the crystalline
stellar crust, Link (2003) argued that the interaction of (magnetized) core super-
ﬂuid vortex lines with the ﬂux tubes in type II superconducting regions would
also prevent long period precession. One way out is that the core neutrons are
not superﬂuid, an idea that gets some support from comparing theoretical models
for cooling neutron stars with observations (e.g. Yakovlev & Pethick 2004, and
references therein).
Even if vortex line pinning is not an issue, the required stellar distortion is
problematic. Although the rotational distortion of a ﬂuid star is substantial, ǫrot ≈
Erot/Egrav ≈ 7 × 10−8R3
6/M1.4P 2
⋆ (for uniform density), where R⋆ = 106R6 cm and
M⋆ = 1.4M1.4M⊙ are the radius and mass, and P⋆ is the spin period in seconds, the
bulge in a slowly rotating, self-gravitating ﬂuid is always axisymmetric about the
angular momentum axis, and cannot result in precession. Only the solid crust of a
neutron star can support distortions that are ﬁxed in the rotating frame of the star,
as are needed for precession. However, the crust of a neutron star is not very rigid:
its shear modulus is only about 0.01 times the crustal pressure. Consequently,
ǫ ≪ ǫrot if the crustal distortion is “relaxed” at the current rotational frequency
of the star (Baym & Pines 1971; Cutler, Ushomirsky & Link 2003). For PSR
B1828–11, agreement between the observed and calculated precession frequencies139
would require that the crustal deformation be relaxed at a rotation frequency of
about 40 Hz, compared with the present frequency of about 2.5 Hz (Cutler et al.
2003).
An alternative explanation for the precession frequency is that it is due to stellar
distortions resulting from magnetic stresses. The idea that a rotating, magnetic
star must precess goes back about ﬁfty years (e.g. Spitzer 1958). If the magnetic
ﬁeld and rotational axes are not lined up, then the moment of inertia of the star
is the sum of two axisymmetric contributions that are misaligned: the rotational
distortion, estimated above, and a magnetic distortion of order ǫmag = Emag/Egrav.
In such a case, the star will precess about the magnetic axis with a frequency
proportional to the magnetic distortion (Mestel & Takhar 1972; Mestel et al. 1981;
Nittmann & Wood 1981).
For the typical inferred dipole magnetic ﬁelds of neutron stars, the magnetic
deformation is far too small, and the resulting precession periods far too long:
ǫmag ∼ 10−12B2
12R4
6M
−2
1.4 for a dipole magnetic ﬁeld strength B = 1012B12 G. How-
ever, substantial internal toroidal ﬁelds (e.g. B12 ∼ 100) could lead to large enough
magnetic distortions to account for the precession frequency of PSR B1828–11 (e.g.
Cutler 2002).
Larger magnetic deformations could also result from type II superconductivity
in the neutron star’s core for a given magnetic induction strength in the supercon-
ductor (e.g. Jones 1975; Easson & Pethick 1977; Cutler 2002; Wasserman 2003).
In this chapter, we shall examine the distortions of a ﬂuid neutron star induced by
the enhanced magnetic stresses associated with type II superconductivity. Here we
focus on primarily toroidal ﬁelds, partly because they are easier to treat, but also
because they lead to prolate stellar distortions, which the data on PSR B1828–11140
seem to favor at least weakly (Wasserman 2003; Akg¨ un et al. 2006). We will
include a weaker poloidal component that can leak into the stellar magnetosphere,
as is required for the pulsar to be active. Diﬀerential rotation within a newborn
neutron star most likely ampliﬁes the toroidal component of the ﬁeld (Thompson &
Duncan 2001), but stable conﬁgurations will require some poloidal ﬁeld as well (e.g.
Braithwaite & Nordlund 2006). We will present the (more complicated) formalism
needed to treat purely poloidal ﬁelds in a compressible type II superconductor in
a subsequent chapter.
As a result of 1S0 pairing via strong interactions, the protons in the interior of
a neutron star are expected to form a type II superconductor at baryon number
densities between ∼ 0.1 − 0.6fm−3 (e.g. Baym, Pethick & Pines 1969; Baym &
Pethick 1975; Easson & Pethick 1977; Elgarøy et al. 1996; Jones 2006; Baldo &
Schulze 2007). Magnetic ﬂux penetrates the superconducting region in the neutron
star in the form of quantized magnetic ﬂux tubes. Typically, in a neutron star the
critical ﬁeld is Hc1 ∼ 1015G, and the magnetic induction is B ∼ 1012 G ≪ Hc1, so
the magnetic ﬁeld is H ≈ Hc1 and is approximately a function of baryon density
(e.g. Easson & Pethick 1977).
In the neutron star crust, which exists at densities below ∼ 2 × 1014 g/cm3
(Baym, Bethe & Pethick 1971; Lorenz, Ravenhall & Pethick 1993), protons are
bound in nuclei, and as a result, superconductivity is suppressed. Magnetic stresses
in a type II superconductor are ∼ HB/4π ≈ Hc1B/4π, and consequently will be
about Hc1/B ∼ 103 times larger than those in a normal conductor with the same
B, which scale as B2/8π (Jones 1975; Easson & Pethick 1977). Stresses of this
magnitude are capable of distorting the neutron star suﬃciently to cause precession
of the star with a period of the order of a year (Cutler 2002; Wasserman 2003).141
However, we note that hydrostatic equilibrium requires approximate continuity
of HB throughout the star, so the induction Bn in the normal region is much
larger than the induction Bs in the superconducting region: Bn ∝ (HBs)1/2 ≫ Bs.
Conﬁgurations with large discontinuities in stress are unstable, so it is unrealistic
to embed a superconducting region with an anomalously large stress inside a star
with otherwise much smaller stress.
The magnetic force in a type II superconductor is inherently diﬀerent than in
a normal conductor. The diﬀerence results from the fact that the magnetic free
energy in a type II superconductor depends both on the magnetic induction, B (or
equivalently, umag = B2/8π) and on the proton number density, np. The proton
number density is a function of the baryon number density, and consequently can
be expressed as a function of total mass density, ρ. A good approximation is to
take np ∝ ρ (Easson & Pethick 1977). On the other hand, in a normal conductor
the magnetic free energy is a function of magnetic induction alone.
The purpose of this chapter is to determine magnetic ﬁeld conﬁgurations in neu-
tron stars with type II superconductors consistent with hydrostatic balance, and
assess their stability. We assume that the magnetic deformations are small, which
enables a perturbative treatment. We neglect rotational deformations, slow ﬂuid
motions and associated viscous eﬀects, which can be included at a later stage (ex-
tending methods laid out by Mestel & Takhar 1972; Mestel et al. 1981; Nittmann
& Wood 1981). With these solutions we can determine the magnetic distortion
explicitly (cf. Cutler 2002, who expressed the distortions in terms of averages over
unspeciﬁed ﬁeld conﬁgurations).
Assuming (cold nuclear) matter with a barotropic equation of state p(ρ) im-
poses signiﬁcant constraints on the possible variation of the magnetic induction142
B(r,θ) in the star. This is because Euler’s equation of magnetohydrostatic bal-
ance requires that the magnetic force per unit mass be a total gradient (a result
well known for normal magnetic equilibria; see e.g. Prendergast 1956; Monaghan
1965). The fact that H ≈ Hc1(ρ) is a function of r alone to lowest order further
restricts the range of possible B(r,θ). With these constraints, we can evaluate the
quadrupolar deformation of the star in hydrostatic balance (as well as other multi-
poles, which are uninteresting for precession). In practice, we only calculate these
for the γ = 2 polytropic equation of state p = κρ2, where κ is a constant, but the
formalism can be applied to any p(ρ). Moreover, although we only present exam-
ples for which H = Hc1(ρ), our formalism applies to the general case of magnetic
free energy F(ρ,B), hence H = 4π∂F/∂B = H(ρ,B).
Even with the restrictions imposed by hydrostatic balance in a barotropic ﬂuid,
and the density dependence of H, many possible B(r,θ) are permitted, even when
we trim the set of solutions by obvious requirements such as regularity. Stabil-
ity ought to weed out even more possibilities. To examine this question, we use
the energy principle that has proved fruitful for normal magnetic substances (e.g.
Bernstein et al. 1958; Tayler 1973), extended to superconductors in which the
magnetic free energy (and consequently H) has arbitrary dependencies on ρ and
B. (Roberts 1981 examined this problem for H ∝ ρ.) From this stability crite-
rion, we show that the most pernicious axisymmetric instability is the interchange
instability (just as in normal conductors), and we show how the list of candidate
ﬁeld conﬁgurations can be winnowed further by requiring immunity against it.
For non-axisymmetric perturbations, the character of the energy principle is
markedly diﬀerent in the superconducting case. From it we ﬁnd a speciﬁc stability
criterion for what we will refer to as the Muzikar–Pethick–Roberts (MPR) insta-143
bility ﬁrst discussed by Muzikar & Pethick (1981) and Roberts (1981), who showed
that for suﬃciently weak magnetic induction B . 1013 G, the density dependence
of H promotes the formation of domains with and without magnetic ﬂux. From a
local stability analysis, we show that this instability only acts for m > 0 and only
on very small scales perpendicular to the ﬁeld, corresponding to wave numbers
∼ 104/R⋆. We estimate the growth time of the instability on these scales to be
of order 103s for typical parameters, i.e. longer than typical Alfv´ en wave crossing
times. Although this is a distinctive mode associated with type II superconductors,
the fact that it only acts on small length scales may cause it to be suppressed by
small viscous eﬀects.
The outline of this chapter is as follows: in §5.2, we discuss the magnetic stress
tensor and force in a type II superconductor. In §5.3, we determine the form of
the toroidal magnetic ﬁelds in the normal and superconducting regions, consistent
with the boundary conditions at the stellar surface and internal boundaries. We
then proceed with the calculation of the hydrostatic equilibrium in the presence
of such magnetic ﬁelds in various neutron star models with type II and normal
regions. We calculate the density and gravitational potential perturbations and
determine the moments of inertia of the perturbed star. In §5.4, we discuss the
stability of toroidal ﬁelds in the normal and superconducting cases. We show
that the interchange instability is the worst axisymmetric instability, and derive
the MPR instability conditions and relevant time and length scales from a local
analysis. In §5.5, we discuss the possibility of adding a small poloidal component
to help stabilize the toroidal ﬁelds. We derive the form of this poloidal ﬁeld that
is consistent with the requirements that the magnetic force be a gradient and that
the magnetic induction be divergenceless.144
5.2 Magnetic Force in a Type II Superconductor
The magnetic stress tensor in a type II superconductor is given as (Easson &
Pethick 1977),
σij =
 
F − ρ
∂F
∂ρ
− B
∂F
∂B
 
δij +
HiBj
4π
. (5–1)
The magnetic free energy F(ρ,B) is a function of mass density, ρ and magnetic
induction, B. These two variables are to be treated as independent in diﬀerenti-
ation. In isotropic media the magnetic ﬁeld Hi and induction Bi are parallel, so
that σij = σji. In general, the relation between the magnetic ﬁeld and induction
is given through (Josephson 1966),
H = 4π
∂F
∂B
. (5–2)
In a normal conducting medium we have H = B, i.e. the magnetic ﬁeld is indepen-
dent of density, and the free energy is equal to the magnetic energy F = B2/8π.
Thus, the stress tensor in this case reduces to,
σij = −
B2
8π
δij +
BiBj
4π
. (5–3)
On the other hand, the magnetic ﬁeld in a strongly type II superconducting
medium, such as the proton superconductor in a neutron star, is H ≈ Hc1 ≫ B,
and depends most sensitively on the proton number density np and the super-
conducting energy gap ∆ (Tinkham 1975; Easson & Pethick 1977), which are
functions of baryon density ρ (Elgarøy et al. 1996; Baldo & Schulze 2007); there-
fore, H ≈ H(ρ) and F ≈ HB/4π. In this case, the magnetic stress tensor reduces
to,
σij = −ρ
∂F
∂ρ
δij +
HiBj
4π
. (5–4)145
The stress tensor used by Roberts (1981) is of this form, with H ∝ ρ.
In general, the gradient of the free energy is given as,
∇iF =
∂F
∂ρ
∇iρ +
∂F
∂B
∇iB . (5–5)
From eq.5–2 it follows that,
B∇i
∂F
∂B
=
Bk∇iHk
4π
. (5–6)
Making use of these relations as well as the fact that ∇ B = 0, the magnetic force
density can be calculated from eq.5–1 as,
fi = ∇jσij = −ρ∇i
∂F
∂ρ
− B∇i
∂F
∂B
+
Bj∇jHi
4π
=
[(∇ × H) × B]i
4π
− ρ∇i
∂F
∂ρ
(5–7)
This is the most general form of the force in a type II superconductor. (In fact,
it is true in any magnetic medium where the free energy is a function of density
and magnetic induction.) This is inherently diﬀerent from the force in a normal
conducting medium, which can be retrieved by setting H = B and F = B2/8π.
In hydrostatic balance,
∇p + ρ∇φ = fmag , (5–8)
where p is pressure, ρ is mass density, φ is gravitational potential, and fmag is
the magnetic force density (eq.5–7). In barotropic equations of state, pressure is a
function of density and we can deﬁne dh(ρ) = ρ−1dp(ρ); then,
ρ∇(h + φ) = fmag . (5–9)
This equation requires the magnetic force per unit mass to be a gradient of a
potential, i.e. fmag = −ρ∇ψ. In general, we will express the magnetic potential146
as the sum of two terms,
ψ = ψI + ψII , (5–10)
where, we deﬁne,
(∇ × H) × B
4π
=
J × B
c
= −ρ∇ψI and ψII =
∂F
∂ρ
. (5–11)
J is the current density, ψI is the magnetic potential for a normal conductor, and
ψII is present only for a type II superconductor. The second term in the magnetic
force (eq.5–7) is already a gradient. On the other hand, note that the requirement
for the ﬁrst term to be a gradient can be expressed alternatively as,
∇ ×
 
J × B
ρc
 
= 0 . (5–12)
This equation needs to be satisﬁed for both the normal and type II superconducting
cases, and in general puts a severe restriction on the form of the magnetic ﬁelds,
which are also required to satisfy ∇   B = 0. The normal conducting case is
discussed, for example, in Prendergast (1956) and Monaghan (1965).
5.3 Toroidal Fields
Using the general results of the previous section, we will now determine the form
of the toroidal magnetic ﬁelds for which the force per unit mass is a gradient, in
type II superconducting and normal media, assuming axisymmetry. We will then
discuss the boundary conditions which the ﬁelds must also satisfy. In this case,
the ﬁeld H and the induction B are parallel and along the ˆ φ direction, and the
condition ∇   B = 0 is automatically satisﬁed.147
5.3.1 Fields Inside the Type II Superconductor
The current density for a general toroidal ﬁeld H = H(r,θ)ˆ φ is given through,
4πJ
c
= ∇ × H = ∇(Hrsinθ) ×
ˆ φ
rsinθ
. (5–13)
Taking the induction to be B = B(r,θ)ˆ φ, we get,
J × B
ρc
=
(∇ × H) × B
4πρ
= −
B∇(Hrsinθ)
4πρrsinθ
. (5–14)
This is clearly a total gradient, as required by eq.5–12, for magnetic inductions of
the form,
B(r,θ) = 4πρr sinθf(Hrsinθ) , (5–15)
where f is an arbitrary function of ζ = Hrsinθ. The factor of 4π is included so
that deﬁning a new function through f(ζ) = g′(ζ) gives, using the deﬁnitions in
eq.5–11,
J × B
ρc
= −∇g(ζ) i.e. ψI(r,θ) = g(ζ) . (5–16)
Up to this point our treatment has been valid for any general H(r,θ). However,
for a strongly type II superconductor H ≈ H(r). In this case, we have (eq.5–11),
ψII =
B
4π
dH
dρ
=
dlnH
dlnρ
ζg
′(ζ) . (5–17)
5.3.2 Fields Inside the Normal Region
The current and force densities in a normal conductor for a toroidal ﬁeld B =
B(r,θ)ˆ φ are given through, respectively,
4πJ
c
= ∇ × B = ∇(Brsinθ) ×
ˆ φ
rsinθ
4πfmag = (∇ × B) × B = −
B∇(Brsinθ)
r sinθ
= −
∇(Brsinθ)2
2(rsinθ)2
(5–18)148
Requiring that the force per unit mass be the gradient of a potential (eq.5–12), we
get,
∇ ×
 
J × B
ρc
 
=
∇(ρr2 sin
2 θ) × ∇(Br sinθ)2
8π(ρr2sin
2 θ)2 = 0 . (5–19)
This equation is satisﬁed if the magnetic ﬁeld is given through the form,
B(r,θ) =
h(ρr2 sin
2 θ)
rsinθ
, (5–20)
where h is an arbitrary function of the argument ξ = ρr2 sin
2 θ. It then follows
that,
J × B
ρc
= −∇ψ = −
∇h2(ξ)
8πξ
so that, ψ
′(ξ) =
h(ξ)h′(ξ)
4πξ
. (5–21)
Note that, for a uniform density, the magnetic ﬁeld is a function of the cylindrical
radius, ̟ = rsinθ. Also note that eq.5–20 for the form of the magnetic ﬁeld in
the normal region is reproduced from the more general eq.5–15 by setting H = B.
5.3.3 Star with a Superconducting Shell
Consider the case of a strongly type II superconducting region conﬁned to a spher-
ical shell between radii r1 and r2 (where r2 > r1). Let the magnetic ﬁeld be Bc
inside the normal core, H inside the superconducting shell (with a correspond-
ing magnetic induction Bs), and Bn inside the normal outer layer (as depicted in
ﬁg.5–1). Since the ﬁelds have no radial components in this case, they need not be
continuous across the boundaries, and in general there will be surface currents.
In fact, it turns out that in the toroidal case it is not possible to have a con-
tinuous magnetic ﬁeld across the boundaries, if H = H(ρ) in the superconducting
region. Consider one of the boundaries of the superconducting shell, located at
r = rb. For the present discussion, it is immaterial whether the normal region lies149
Figure 5–1: A star with a normal core, superconducting shell, and a surrounding
normal layer. The radius of the core is r1 and the outer radius of the supercon-
ducting shell is r2.
on the inside or the outside of the boundary. In the absence of surface currents, the
boundary condition that follows from Maxwell’s equations requires the continuity
of the tangential magnetic ﬁeld,
ˆ r × H = ˆ r × Bn . (5–22)
Since H is a function of radius in a strongly type II superconductor, for this
equation to be satisﬁed everywhere on the surface of a spherical boundary, the
magnetic ﬁeld Bn inside the normal region (given by eq.5–20) would have to be a
function of only radius at the boundary as well. This implies that we must choose
a function h(ξ) ∝ ξ1/2, so that Bn(r,θ) ∝ ρ1/2(r). This result is valid over the
entire boundary, which corresponds to the interval 0 6 ξ 6 ρ(rb)r2
b, implying that
it is valid throughout most of the normal region.150
However, when we calculate the magnetic potential (eq.5–21) we get,
ψ
′
n(ξ) ∝
1
ξ
or ψn(ξ) ∝ lnξ . (5–23)
This potential diverges whenever ξ = ρr2 sin
2 θ becomes zero. In other words,
it diverges at the center of the star (r → 0), at the surface (ρ → 0), and along
the symmetry axis (θ → 0). We also note that when the magnetic induction Bs
inside the superconducting region (given by eq.5–15) is chosen so that it is angle
independent (i.e. f(ζ) ∝ 1/ζ), the corresponding potential is also logarithmic,
ψI(ζ) ∝ lnζ.
We therefore conclude that continuous toroidal ﬁelds, or more generally, angle-
independent magnetic inductions, are inconsistent under the assumption that H =
H(ρ) holds up to the boundaries of the superconducting region. In a more realistic
treatment, H(ρ,B) should be allowed to decrease smoothly to about Bs near the
boundaries, which would remove the need for surface currents.
Boundary Conditions
Hydrostatic equilibrium for a ﬂuid with a barotropic equation of state, in the
absence of magnetic ﬁelds, is spherically symmetric and is given by (from eq.5–9),
∇(h + φ) = 0 . (5–24)
When a magnetic force that is small in comparison to pressure and gravity is
applied, the equilibrium quantities are changed by small amounts δp, δρ, δh and
δφ, where δ denotes Eulerian changes. Writing the magnetic force in terms of the
magnetic potential, fmag = −ρ∇ψ, the equation for the perturbations around the
background equilibrium can be written as,
∇(δh + δφ + ψ) = 0 . (5–25)151
From here it follows that,
δh =
dh
dρ
δρ = Bo − δφ − ψ . (5–26)
Bo is Bernoulli’s constant and is the same for the entire star. This can be under-
stood by treating the entire star as a single ﬂuid region, with a magnetic potential
that varies continuously throughout the interior, but that has steep changes in
some small intervals corresponding to the boundaries.
While the background quantities p, ρ and φ are continuous throughout the star,
in general, their perturbations are not. Only δφ and its gradient are required to be
continuous, since there cannot be delta functions in mass. This implies that there
will be a density perturbation jump at a boundary, given by (from eq.5–26),
dh
dρ
(δρs − δρn) = −ψs + ψn . (5–27)
Here the subscripts s and n refer to the superconducting and normal regions,
respectively.
There must be substantial surface currents at the boundaries of the super-
conducting shell, and therefore, the magnetic ﬁeld is discontinuous across them.
Otherwise, as discussed before, the magnetic potentials become singular. From the
continuity of stress, it follows that,
njΣij,s = njΣij,n . (5–28)
Σij is the total stress tensor and nj is the normal unit vector of the boundary,
which in this case is simply the radial unit vector ˆ r. Thus, we require the rr,
rθ and rφ components of the stress tensor to be continuous. The last two vanish
identically for ﬂuids with toroidal ﬁelds.
The total stress is,
Σij = −δpδij + σij , (5–29)152
and from eq.5–28, we have,
−δps + σrr,s = −δpn + σrr,n . (5–30)
Using the fact that for a polytrope p = κργ, we have dh/dρ = γp/ρ2 and δp =
(γp/ρ)δρ, we can combine this result with eq.5–27 to get,
γp
ρ
(δρs − δρn) = −ρ(ψs − ψn) = σrr,s − σrr,n . (5–31)
The components of the stress tensor inside the normal and superconducting regions
are given by (eqs.5–3 and 5–4),
σrr,n = −
B2
n
8π
and σrr,s = −ρ
∂F
∂ρ
= −ρψII . (5–32)
Using ψs = ψI + ψII (eq.5–10), we thus obtain,
−ψI = −ψn +
B2
n
8πρ
. (5–33)
This equation needs to be satisﬁed by the magnetic ﬁelds at the boundary. Note
that since ψI ∝ HBs/ρ and ψn ∝ B2
n/ρ, this equation implies that Bn ∝ (HBs)1/2.
If we take H ≫ Bs to hold at the boundaries of the superconductor as well as
its interior, then the boundary condition clearly requires Bn ≫ Bs. Taking a
more general H(ρ,B), varying continuously from Hc1(ρ) to Bs through a thin
boundary layer, would result in a smooth but similar growth in the magnetic
induction between the strongly type II and normal regions. (Surface currents
would be smoothed out over this boundary layer.) For entirely normal conductors,
the corresponding boundary condition simply implies the continuity of magnetic
ﬁelds.
In a more sophisticated treatment of the transitions from superconducting to
normal and/or ﬂuid to crust, two dimensionless ratios characterize the supercon-153
ducting state. One is,
κ =
λ
ξ
≈
8.2∆(MeV)
(np,37)5/6 , (5–34)
where λ is the London penetration depth, ξ is the coherence length in the proton
superconductor, np = 1037np,37cm−3 is the proton number density, and ∆ is the
proton superconducting gap. The other is,
a
λ
≈ 68B
−1/2
12 (np,37)
1/2 , (5–35)
where a is the spacing between ﬂux tubes (Tinkham 1975). In a type II supercon-
ductor, κ > 1/
√
2.
At the crust-core boundary, np falls dramatically, and a/λ drops, which means
that interactions between ﬂux tubes become important. As a result, our approxi-
mation that H ≈ Hc1(ρ) must fail, and must be replaced by a more general (and
complicated) function of both ρ and B.
At the inner boundary of the superconducting layer, ∆ ultimately disappears,
and κ falls below 1/
√
2. In this regime, we expect a boundary layer of a type I
superconductor to form. In fact, it is also possible for such a layer to form at the
crust-core boundary, since the gap depends exponentially on the density of states
near the proton Fermi surface, which falls with proton density. Thus, at both
boundaries, we expect the magnetic ﬁeld to decrease rapidly from H ∼ 1015 G to
Bn ∼ (HBs)1/2.
Derivation of the Magnetic Fields
We will assume a simple power law relation between the magnetic ﬁeld in the
superconducting region and mass density,
H = Hc
 
ρ
ρc
 σ
, (5–36)154
where Hc and ρc stand for the central values of the corresponding quantities. When
the superconducting region is conﬁned to a shell, we can take Hc to be the extrap-
olated ﬁeld strength at the center. In reality, in a strongly type II superconductor,
H depends on the superconducting energy gap ∆, in addition to the proton number
density np (Tinkham 1975; Easson & Pethick 1977). Both np and ∆ are functions
of baryon density ρ (Elgarøy et al. 1996; Baldo & Schulze 2007). ∆ vanishes at
suﬃciently high densities, and protons become normal. At low densities, supercon-
ductivity is suppressed since protons are bound in the nuclei in the neutron star
crust. In both cases, the transition from superconducting to normal state may be
sharp and we take the form given by eq.5–36 in superconducting regions.
In this case, eqs.5–16 and 5–17 imply ψI = g(ζ) and ψII = σζg′(ζ), where
ζ = Hrsinθ. Consider a power law function of the form g(ζ) = Nζn, where N is
a constant; then ψI = Nζn and ψII = nσNζn, so that the total magnetic potential
becomes,
ψs = ψI + ψII = (nσ + 1)Nζ
n . (5–37)
We exclude n = 0 since that corresponds to zero magnetic induction and force.
On the other hand, for n < 0 the magnetic potential diverges when either r → 0
or θ → 0. Moreover, the magnetic force diverges in the same limits in the interval
0 < n < 1 . Therefore, the only nonsingular choices are n > 1. The magnetic
induction inside the superconductor is (eq.5–15),
Bs(r,θ) = Bo
 
ρ
ρc
 σ(n−1)+1  
r
ro
 n
sin
n θ , (5–38)
where,
Bo = 4πnNρcHc
n−1ro
n . (5–39)155
The constant ro will be deﬁned later. The corresponding magnetic potential can
be written as,
ψs(r,θ) = Ψo
 
ρ
ρc
 nσ  
r
ro
 n
sin
n θ where Ψo =
(nσ + 1)HcBo
4πnρc
. (5–40)
The magnetic induction inside the normal region is, from eqs.5–20 and 5–21,
deﬁning ξ = ρr2 sin
2 θ,
Bn(r,θ) =
h(ξ)
rsinθ
and ψ
′
n(ξ) =
h(ξ)h′(ξ)
4πξ
. (5–41)
We will assume a power law for the arbitrary function, h(ξ) = Mξm, where M is
a constant. Then,
B2
n
8πρ
=
M2ξ2m−1
8π
and ψn =
mM2ξ2m−1
4π(2m − 1)
. (5–42)
The boundary condition (eq.5–33) gives, after some rearrangement,
Nζ
n =
M2ξ2m−1
8π(2m − 1)
. (5–43)
In order to satisfy this equation for all values of θ at the boundary (which we will
assume to be located at some radius r = rb) we must have,
n = 4m − 2 whence M =
 
4πnNHn(rb)
ρn/2(rb)
 1/2
. (5–44)
Then the magnetic ﬁeld in the normal region is,
Bn(r,θ) = ˆ Bo
 
ρ
ρc
 (n+2)/4  
r
ro
 n/2
sin
n/2 θ , (5–45)
where,
ˆ Bo = Mρ
(n+2)/4
c r
n/2
o . (5–46)
Note that Bs and Bn must have diﬀerent angular dependencies in order for the
potentials ψs and ψn to be consistent. Moreover,
ˆ Bo = (HcBo)
1/2
 
ρ(rb)
ρc
 n(2σ−1)/4
, (5–47)156
so that the magnetic ﬁelds in the normal regions are moderately strong. The
magnetic potential in the normal region is,
ψn(r,θ) = ˆ Ψo
 
ρ
ρc
 n/2  
r
ro
 n
sin
n θ where ˆ Ψo =
(n + 2) ˆ B2
o
8πnρc
. (5–48)
Thus, it follows that ˆ Ψo ∝ Ψo,
ˆ Ψo
Ψo
=
n + 2
2(nσ + 1)
ˆ B2
o
HcBo
=
n + 2
2(nσ + 1)
 
ρ(rb)
ρc
 n(2σ−1)/2
. (5–49)
As in the superconducting case, we need to have n > 1 in order to avoid any
divergences in the potentials or forces.
The n = 1 Case
In a later section, we will show that toroidal ﬁelds by themselves are unstable, and
that the n = 1 case is the closest to being stable. We will be concerned particularly
with cases where H ∝ ρ, i.e. σ = 1. This corresponds to taking the proton number
density to be proportional to the baryon density, np ∝ ρ, and neglecting logarithmic
dependencies in H, which is a good ﬁrst order approximation (Easson & Pethick
1977; Muzikar & Pethick 1981). The magnetic potentials in the superconducting
and normal regions become, from eqs.5–40 and 5–48,
ψs = Ψo
 
ρ
ρc
  
r
ro
 
sinθ and ψn = ˆ Ψo
 
ρ
ρc
 1/2  
r
ro
 
sinθ , (5–50)
where, from eq.5–49, we have,
Ψo =
HcBo
2πρc
and
ˆ Ψo
Ψo
=
3
4
 
ρ(rb)
ρc
 1/2
. (5–51)
The angular part of the potentials can be expanded in Legendre polynomials,
sinθ =
∞  
ℓ=0
ΘℓPℓ(cosθ) . (5–52)157
Only even ℓ remain in the series and the coeﬃcients are given through,
Θℓ =
2ℓ + 1
2
  1
−1
sinθPℓ(cosθ)d(cosθ)
=
(2ℓ + 1)π2
2(ℓ + 2)(1 − ℓ)Γ2(ℓ/2 + 1)Γ2(1/2 − ℓ/2)
(5–53)
In particular, Θ0 = π/4. Subsequent terms in the expansion have the ratio,
Θℓ+2
Θℓ
=
(2ℓ + 5)(ℓ + 1)(ℓ − 1)
(2ℓ + 1)(ℓ + 4)(ℓ + 2)
. (5–54)
Clearly, Θℓ+2/Θℓ → 1 as ℓ → ∞. The result can also be expressed in terms of the
spherical harmonics which are related to the Legendre polynomials through,
Yℓ(θ) =
 
2ℓ + 1
4π
Pℓ(cosθ) . (5–55)
Then, for even ℓ,
sinθ =
∞  
ℓ=0
˜ ΘℓYℓ(θ) where ˜ Θℓ =
 
4π
2ℓ + 1
Θℓ . (5–56)
We will consider a γ = 2 polytrope for which the equation of state is p = κρ2,
where κ is a constant. In this case, the background density is of the form ρ =
ρc sinx/x, in terms of the dimensionless variable x = r/ro, where ro =
 
κ/2πG.
The stellar radius is R⋆ = πro, and the stellar mass is M⋆ = πMo, where Mo =
4πρcr3
o. The central density is given by ρc = πM⋆/4R3
⋆. For a neutron star with
M⋆ ≈ 1.4M⊙ and R⋆ ≈ 106 cm, we have ρc ≈ 2.2 × 1015 g/cm3.
As noted before, superconductivity exists only within a certain range of den-
sities, or equivalently, a range of radii, which we will denote by x1 < x < x2. In
particular, it is suppressed in the crust where the protons become bound in nuclei.
The crust exists at densities below ρ ≈ 2 × 1014 g/cm3 (Baym et al. 1971; Lorenz
et al. 1993), corresponding to an outer radius of x2 ≈ 0.9π. On the other hand,
the proton pairing gap vanishes at higher densities. This cutoﬀ for superconduc-
tivity is not as well-established and estimates range from ρ ≈ 5 × 1014 g/cm3 to158
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Figure 5–2: Magnetic potential proﬁle for a three component star with a normal
core, type II superconducting shell, and surrounding normal layer. The potential
is shown for the n = σ = 1 case for the magnetic ﬁeld (eq.5–50), and a γ = 2
polytropic equation of state. The superconducting shell lies between x1 = 0.6π and
x2 = 0.9π, and is shown shaded. The potential is shown along the equator of the
star, i.e. sinθ = 1, in units of Ψo deﬁned in eq.5–51. The proﬁles for the potentials
within each region are shown extended over the whole star for comparison.
1015 g/cm3 (Elgarøy et al. 1996; Baldo & Schulze 2007). Thus, the inner boundary
of the superconducting shell ranges from x1 ≈ 0.8π to 0.6π, respectively.
The magnetic potential for the n = 1 case in a three component star consisting
of a type II superconducting shell surrounded by normal regions (as depicted in
ﬁg.5–1) is shown in ﬁg.5–2. In the ﬁgure, the shell is taken to be in the interval
0.6 < x/π < 0.9.159
The n = 2 Case
A particularly simple case is when n = 2. In this case the magnetic potentials
inside the superconducting and normal regions have the forms, taking σ = 1,
ψs = Ψo
 
ρ
ρc
 2  
r
ro
 2
sin
2 θ and ψn = ˆ Ψo
 
ρ
ρc
  
r
ro
 2
sin
2 θ , (5–57)
where,
Ψo =
3HcBo
8πρc
and
ˆ Ψo
Ψo
=
2ρ(rb)
3ρc
. (5–58)
The angular part can be expressed in terms of spherical harmonics,
sin
2 θ =
4
√
π
3
 
Y0 −
Y2 √
5
 
. (5–59)
Thus, in this case there are only the ℓ = 0 and ℓ = 2 terms in the spherical
harmonic expansion.
5.3.4 Gravitational Potential Perturbation
The gravitational potential perturbations are given by the perturbed Poisson’s
equation,
∇
2δφ = 4πGδρ . (5–60)
For a γ = 2 polytrope, we have dh/dρ = p′(ρ)/ρ = 2κ, and eq.5–26 becomes
2κδρ = Bo − δφ − ψ. Expanding the perturbations in spherical harmonics as
δφ(x,θ) = φℓ(x)Yℓ(θ) and so on, Poisson’s equation gives,
1
x2
d
dx
 
x
2dφℓ
dx
 
+
 
1 −
ℓ(ℓ + 1)
x2
 
φℓ = Boδℓ0 − ψℓ . (5–61)
The complete solution of this equation is the sum of a homogeneous solution
and a particular solution. The homogeneous solution is given in terms of the160
spherical Bessel functions, φh(x) = Aℓjℓ(x) + Bℓyℓ(x), and the particular solution
can be found by the method of variation of parameters, φp(x) = ˜ Aℓ(x)jℓ(x) +
˜ Bℓ(x)yℓ(x). Thus, the gravitational potential perturbations in the three regions
(core, superconducting shell and outer normal layer, as depicted in ﬁg.5–1) are
given through,
φc,ℓ(x) =
 
Aℓ + ˜ Aℓ(x)
 
jℓ(x) +
 
Bℓ + ˜ Bℓ(x)
 
yℓ(x) + Boδℓ0
φs,ℓ(x) =
 
Cℓ + ˜ Cℓ(x)
 
jℓ(x) +
 
Dℓ + ˜ Dℓ(x)
 
yℓ(x) + Boδℓ0
φn,ℓ(x) =
 
Eℓ + ˜ Eℓ(x)
 
jℓ(x) +
 
Fℓ + ˜ Fℓ(x)
 
yℓ(x) + Boδℓ0
(5–62)
where Aℓ through Fℓ are constants, and we deﬁne,
˜ Aℓ(x) = −
  π
x
t
2ψc,ℓ(t)yℓ(t)dt and ˜ Bℓ(x) = −
  x
0
t
2ψc,ℓ(t)jℓ(t)dt . (5–63)
Here ψc,ℓ refers to the ℓ-th component of the spherical harmonic expansion of the
potential ψc. The remaining coeﬃcients are deﬁned in an analogous fashion. Note
that the integration boundaries can be arbitrarily adjusted, which amounts to a
redeﬁnition of the constants Aℓ through Fℓ above. The particular choice made here
makes sure there are no singularities, but is otherwise immaterial.
Since there can be no gravitational forces in the center, the gradient of the
gravitational potential must vanish there. This implies that as x → 0 we must
have φℓ → constant for ℓ = 0, and φℓ → 0 and φ′
ℓ → 0 for ℓ  = 0. As x → 0,
the limiting values of the spherical Bessel functions are jℓ ∝ xℓ and yℓ ∝ x−ℓ−1.
It therefore follows that Bℓ = 0 for all values of ℓ. The remaining ﬁve coeﬃcients
Aℓ, Cℓ, Dℓ, Eℓ and Fℓ, and Bernoulli’s constant Bo are to be determined from the
continuity of the potentials and their derivatives across the shell boundaries, which161
we will take to be located at x1 and x2, such that x1 < x2,
φc,ℓ(x1) = φs,ℓ(x1) and φ
′
c,ℓ(x1) = φ
′
s,ℓ(x1)
φs,ℓ(x2) = φn,ℓ(x2) and φ
′
s,ℓ(x2) = φ
′
n,ℓ(x2)
(5–64)
and from the boundary conditions at the stellar surface, which is located at x = π,
πφ
′
n,ℓ(π) + (ℓ + 1)φn,ℓ(π) = 0 for ℓ  = 0
φ
′
n,ℓ(π) = φn,ℓ(π) = 0 for ℓ = 0
(5–65)
The surface boundary conditions follow from the multipole expansion of the grav-
itational potential, which implies that φℓ ∝ x−ℓ−1, and the conservation of mass,
which additionally implies φℓ = 0 for ℓ = 0.
Making use of various relations between spherical Bessel functions,1 the conti-
nuity conditions at the shell boundaries (eq.5–64) yield,
Aℓ + ˜ Aℓ(x1) = Cℓ + ˜ Cℓ(x1) and ˜ Bℓ(x1) = Dℓ + ˜ Dℓ(x1)
Cℓ + ˜ Cℓ(x2) = Eℓ + ˜ Eℓ(x2) and Dℓ + ˜ Dℓ(x2) = Fℓ + ˜ Fℓ(x2)
(5–66)
and the surface boundary conditions (eq.5–65) give, since ˜ Eℓ(π) = 0,
Eℓjℓ−1(π) +
 
Fℓ + ˜ Fℓ(π)
 
yℓ−1(π) = 0 for ℓ  = 0
Bo =
Eℓ
π2y1(π)
= −
Fℓ + ˜ Fℓ(π)
π2j1(π)
for ℓ = 0
(5–67)
Special cases can be considered. For instance, for x1 = 0 and x2 = π we retrieve
the completely superconducting star. In this case ˜ Bℓ(x1) = ˜ Dℓ(x1) = 0 so that
1In particular, letting fℓ denote either jℓ or yℓ, we have,
jℓ(x)yℓ
′(x) − jℓ
′(x)yℓ(x) = x−2 , xfℓ
′(x) = xfℓ−1(x) − (ℓ + 1)fℓ(x)
and (2ℓ + 1)fℓ
′(x) = ℓfℓ−1(x) − (ℓ + 1)fℓ+1(x) .162
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Figure 5–3: Gravitational potential perturbation for a ﬂuid star with toroidal ﬁelds,
expanded in spherical harmonics for the n = 1 case (eq.5–50). The potentials are
shown for four sample models: type II superconducting shell between x1 = 0.8π
and x2 = 0.9π (case A) and between x1 = 0.6π and x2 = 0.9π (case B), completely
superconducting star (x1 = 0 and x2 = π), and completely normal star (x1 =
x2 = 0.9π). The ﬁgure on the left shows the ﬁrst two harmonics φℓ (for ℓ = 0
and ℓ = 2) scaled by the maximum value of the potential, φmax. The ﬁgure on the
right shows φmax for the ﬁrst few ℓ, in units of Ψo deﬁned in eq.5–51. The points
for diﬀerent values of ℓ (shown with circles) are connected by a cubic spline curve.
The amplitude of φℓ decreases sharply with ℓ.163
0 0.2 0.4 0.6 0.8 1
 10
 20
 30
 40
-1
-0.5
 0
φl/φmax
x/π
l
φl/φmax
Figure 5–4: Gravitational potential perturbation for a ﬂuid star as a function of
ℓ. The potential is shown for the n = 1 case of a three component star with a
superconducting shell between x1 = 0.6π and x2 = 0.9π. The same scaling is used
as in ﬁg.5–3, and only ℓ > 0 are shown.
Dℓ = 0. Since ˜ Cℓ(x2) = 0 as well, the surface boundary conditions reduce to,
Cℓjℓ−1(π) + ˜ Dℓ(π)yℓ−1(π) = 0 for ℓ  = 0
Bo =
Cℓ
π2y1(π)
= −
˜ Dℓ(π)
π2j1(π)
for ℓ = 0
(5–68)
On the other hand, letting x1 → 0 while keeping x2 < π we retrieve the case of
a superconducting core surrounded by a normal region. When x1 = x2 the star
is completely normal conducting. All such cases are equivalent, up to a scaling
determined by the magnitude of the magnetic potential (which is given through
eq.5–49). Sample models are shown in ﬁgs.5–3 and 5–4 for the n = 1 case discussed
before (eq.5–50).164
5.3.5 Density Perturbation
The density perturbation within each region can be calculated through eq.5–26,
which for a γ = 2 polytrope becomes,
2κδρ = Bo − δφ − ψ . (5–69)
Sample plots of density perturbations for the n = 1 case are shown in ﬁg.5–5. The
density jump at a boundary is then given through,
2κ∆ρ = 2κ(δρin − δρout) = ψout − ψin . (5–70)
In particular, consider the density jump when going from a normal region into a
superconducting region at a boundary r = rb. Using eqs.5–40 and 5–48, we get,
2κ∆ρ = 2κ(δρn − δρs) = ψs − ψn =
n(2σ − 1)
2(nσ + 1)
ψs(rb,θ) , (5–71)
where n > 1. Note that ∆ρ > 0 for σ > 1/2. In other words, the density
perturbation decreases when going from a normal region into a superconducting
region, and vice versa. Also note that the jump goes to zero at the poles, i.e.
∆ρ → 0 as θ → 0, since the magnetic potentials vanish there.
The relation between the Eulerian density perturbation and the Lagrangian
displacement is given through,
δρ = −∇   (ρξ) = −ρ∇   ξ − ρ
′ξr . (5–72)
Normally, the term ∇ ξ inside the ﬂuid is undetermined. However, at the surface
ρ = 0, so that we can calculate the radial displacement, which determines the
shape of the perturbed stellar surface,
ξr = −δρ/ρ
′ . (5–73)165
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Figure 5–5: Density perturbations for a ﬂuid star with toroidal ﬁelds, expanded
in spherical harmonics. Plots are shown for the same four sample cases considered
in ﬁg.5–3. The ﬁgure on the left shows the ﬁrst two harmonics ρℓ (for ℓ = 0 and
ℓ = 2) scaled by the surface value of the density perturbation ρℓ(π). The shaded
regions indicate the position of the superconducting shell. The ﬁgure on the right
shows 2κρℓ(π) for the ﬁrst few ℓ, in units of Ψo deﬁned in eq.5–51.
For a γ = 2 polytrope we have ρ = ρc sinx/x, so that at the surface ρ′(π) = −ρc/π
and ξr = πδρ/ρc. The ℓ = 0 term in the spherical harmonic expansion of ξr deﬁnes
a spherically symmetric expansion (or compression) of the star, while higher order
ℓ determine the deformation of the surface as a function of the polar angle, θ.
5.3.6 Quadrupolar Distortion
The moment of inertia of the unperturbed star is given by,
Iij =
 
V
ρ(r
2δij − rirj)d
3r . (5–74)
Since the star is initially spherically symmetric we have Ixx = Iyy = Izz. For a
γ = 2 polytrope the density proﬁle is given through ρ = ρc sinx/x, so that the166
Case φ2(R⋆)/Ψo
type II shell (A) −1.67
type II shell (B) −2.18
superconducting −2.33
normal −1.18
Table 5.1: Values of φ2(R⋆) for the cases considered in ﬁg.5–3. The negative signs
signify the fact that the models considered here are prolate, i.e. δI1 > δI3.
moment of inertia becomes,
Io ≡ Ixx =
 
V
ρr
2  
1 − sin
2 θcos
2 ϕ
 
d
3r =
8(π2 − 6)ρcR5
⋆
3π3 . (5–75)
Here R⋆ is the stellar radius, which corresponds to x = R⋆/ro = π.
The application of the magnetic perturbation renders the star axisymmetric
(I1 = I2  = I3). In this case the moments of inertia become I1 = Io + δI1 around
an axis that lies in the equatorial plane, and I3 = Io + δI3 around the axis of
symmetry which passes through the poles. We will deﬁne the star to be oblate
when δI3 > δI1 and prolate when δI3 < δI1. In other words, when more of the
mass is distributed towards the equator the star is oblate, and when more of the
mass is closer to the poles the star is prolate. The diﬀerence between the moments
of inertia is related to the gravitational quadrupole moment, which in turn is related
to the ℓ = 2 harmonic of the gravitational potential at the stellar surface,
Q20 =
 
V
ρr
2Y2(θ)d
3r = −
 
5
4π
(δI3 − δI1) = −
5R3
⋆φ2(R⋆)
4πG
. (5–76)
Thus,
φ2(R⋆) =
 
4π
5
G(δI3 − δI1)
R3
⋆
. (5–77)167
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Figure 5–6: φ2(R⋆) as a function of the width w = (x2 − x1)/x2 of the super-
conducting shell in a three component star. The outer radius of the shell is ﬁxed
at x2 = 0.9π. The type II shell models (cases A and B) listed in table 5.1 are
retrieved by setting x1 = 0.8π (w = 1/9) and x1 = 0.6π (w = 1/3), respectively.
When x1 = x2 (w = 0) the star becomes normal.
Therefore, the sign of φ2 at the surface determines whether the star is prolate
or oblate. Note that for all the cases shown in ﬁg.5–3, φ2(R⋆) is negative and
consequently the star is prolate. The precession frequency of an axisymmetric star
is ∼ ǫΩ⋆, where Ω⋆ is the angular velocity and ǫ is a dimensionless constant deﬁned
through,
ǫ =
I3 − I1
I1
≈
δI3 − δI1
Io
=
3π2√
5πφ2(R⋆)
16(π2 − 6)GρcR2
⋆
. (5–78)
For the n = 1 case, the gravitational potential perturbations are measured in
units of Ψo = HcBo/2πρc (eq.5–51). The central density for a γ = 2 polytrope is168
ρc = πM⋆/4R3
⋆. Thus, we can rewrite the above equation as,
ǫ = 0.945 × 10
−9
 
φ2(R⋆)
Ψo
  
Hc
1015 G
  
Bo
1012 G
  
R⋆
10km
 4  
M⋆
1.4M⊙
 −2
(5–79)
Sample values of φ2(R⋆) are listed in table 5.1, and φ2(R⋆) as a function of su-
perconducting shell width in a three component star is plotted in ﬁg.5–6. Note
that the values of ǫ for the various models are very similar. This should not be
surprising, as the magnetic ﬁelds in all cases are of similar magnitude.
In particular, the normal case considered here (in ﬁgs.5–3 and 5–5, and in table
5.1) is for a magnetic ﬁeld of strength ˆ Bo = (HcBo)1/2 [ρ(x2)/ρc]
1/4 ≈ 1.8 × 1013G
(eq.5–47). This is simply the limiting value of the normal ﬁeld as the supercon-
ducting shell vanishes, x1 → x2. In the normal case, the magnetic potential is
given in units of ˆ Ψo = 3 ˆ B2
o/8πρc (eq.5–48), which can be evaluated for diﬀerent
choices of ˆ Bo.
5.4 Stability of Magnetic Fields
In this section, we will discuss the stability of toroidal ﬁelds in neutron stars. We
will follow the energy principle considerations outlined in Bernstein et al. (1958)
and Tayler (1973). An extensive review is also given in Freidberg (1982). The
formalism that is developed in this section is quite general and is applicable to
both normal and superconducting neutron stars. For the purpose of this section,
we will treat the entire star as either normal or superconducting, and therefore
will not worry about internal boundaries here.
Assuming small oscillatory perturbations about equilibrium (eq.5–8), we have,
−ρ
d2ξ
dt2 = ρω
2ξ = δ
 
∇p + ρ∇φ − fmag
 
= −F(ξ) . (5–80)169
The force operator F is self-adjoint, which implies that the eigenvalues ω2 are
real. One condition for stability is that all frequencies ω be real, so that there
are no growing modes. Alternatively, the variation in the total energy due to the
perturbations should always be positive,
δW = −
1
2
 
ξ   F(ξ)dV > 0 . (5–81)
To lowest order, the integration is carried over the equilibrium volume. Using the
relation,
δp =
γp
ρ
δρ = −
γp
ρ
∇   (ρξ) = −γp∇   ξ − ξ   ∇p , (5–82)
and integrating by parts, we get,
δW = δWp + δWmag
δWp =
1
2
   
γp(∇   ξ)
2 + (ξ   ∇p)(∇   ξ) − (ξ   ∇φ)(∇   ρξ) +
+ ρξ   ∇δφ
 
dV −
1
2
 
dS   ξ
 
γp∇   ξ + ξ   ∇p
 
δWmag = −
1
2
 
ξ   δfmag dV
(5–83)
We will refer to the two parts in the energy as the hydrostatic part δWp, which in-
cludes the contributions from pressure and gravity, and the magnetic part δWmag.
In the new equilibrium, the pressure and density are still related through a poly-
tropic equation of state and consequently they both go to zero at the surface.
Therefore, the surface integral vanishes.
The gravitational perturbation term can be written as, using the perturbed
form of Poisson’s equation (eq.5–60),
 
ρξ   ∇δφdV =
 
δρδφdV
=
1
4πG
 
δφ∇δφ   dS −
1
4πG
 
|∇δφ|
2dV
(5–84)170
Thus, when the surface term vanishes, the energy corresponding to the gravita-
tional perturbation is always negative. However, in general, neither δφ nor its
gradient needs to vanish at the surface.
We now turn our attention to the calculation of the magnetic energy variation.
Faraday’s law gives the variation in the magnetic ﬁeld as a result of perturbations
as,
δB = ∇ × (ξ × B) . (5–85)
Note that ∇   δB = 0, i.e. the perturbed ﬁeld is still divergenceless. We next
discuss the normal and superconducting cases separately.
5.4.1 Normal Conducting Star
In a normal conducting medium, the force is given as,
fmag =
J × B
c
=
(∇ × B) × B
4π
. (5–86)
The perturbed force becomes,
δfmag =
δJ × B
c
+
J × δB
c
where
δJ
c
=
∇ × δB
4π
. (5–87)
Integrating the ﬁrst term in δWmag by parts and rearranging, we thus have,
1
c
 
ξ   δJ × B dV =
1
4π
 
(ξ × B)   (δB × dS) −
1
4π
 
|δB|
2dV
=
1
4π
 
dS  
 
B(ξ   δB) − ξ(B   δB)
 
−
−
1
4π
 
|δB|
2dV
(5–88)
The ﬁrst surface integral vanishes when dS  B = 0, i.e. when the magnetic ﬁeld is
perpendicular to the surface, as is the case for a toroidal ﬁeld. On the other hand,
the second surface integral vanishes when the ﬁeld vanishes at the surface.171
Thus, in general, the energy term corresponding to the magnetic perturbations
is (eq.5–83),
δWmag = −
1
2
 
ξ   δfmag dV
=
1
2
   
|δB|2
4π
−
J   δB × ξ
c
 
dV +
+
1
8π
 
dS  
 
ξ(B   δB) − B(ξ   δB)
 
(5–89)
This form of the energy variation is the same as that given by Bernstein et al.
(1958) for dS   B = 0. The surface integrals may be relevant, for instance, in the
case of poloidal ﬁelds. However, we will not need to worry about these as we will
be considering toroidal ﬁelds that vanish at the surface.
5.4.2 Type II Superconducting Star
The magnetic force for a type II superconductor is (eq.5–7),
fmag =
J × B
c
− ρ∇ψII . (5–90)
Here, the potential ψII is deﬁned as usual (eq.5–11),
ψII =
∂F
∂ρ
. (5–91)
The current density is now given through 4πJ/c = ∇ × H. In general, the
magnetic free energy F is a function of ρ and B and is related to the magnetic ﬁeld
through a partial diﬀerential equation, H = 4π∂F/∂B (eq.5–2). The perturbation
of the force gives,
δfmag =
δJ × B
c
+
J × δB
c
− δρ∇ψII − ρ∇δψII . (5–92)172
Consider the energy due to the ﬁrst term of the magnetic force. Following the
same procedure as in the derivation of eq.5–88, we get,
1
c
 
ξ   δJ × B dV = −
1
4π
 
ξ × B   (∇ × δH)dV
=
1
4π
 
dS  
 
B(ξ   δH) − ξ(B   δH)
 
−
−
1
4π
 
δH   δB dV
(5–93)
When B vanishes on the surface we can drop the surface integral. On the other
hand, note that we can rewrite the last two terms in the magnetic energy variation
as,
 
(δρξ   ∇ψII + ρξ   ∇δψII)dV =
 
(δρξ   ∇ψII + δρδψII)dV
=
 
δρ∆ψII dV
(5–94)
Here, we have made use of the relation ∆ = δ + ξ   ∇, between Lagrangian and
Eulerian perturbations. Thus, the magnetic energy variation for a type II super-
conductor becomes (eq.5–83),
δWmag = −
1
2
 
ξ   δfmag dV
=
1
2
   
δH   δB
4π
−
J   δB × ξ
c
+ δρ∆ψII
 
dV +
+
1
8π
 
dS  
 
ξ(B   δH) − B(ξ   δH)
 
(5–95)
This is to be contrasted with the magnetic energy for the normal case given by
eq.5–89. In particular, the ﬁrst two terms in the volume integrals are of the same
form, with a B in the normal case replaced by an H in the superconducting case.
The same is true for the surface integral terms. However, in the superconducting
case there is also an additional term that arises from the potential ψII, that has no
analogue in the normal case.173
In the strongly type II superconducting case the magnetic ﬁeld is a function of
density only, H = H(ρ). On the other hand, in the normal case we have H = B.
In general, H, ψII and F will all be functions of ρ and B. Using the deﬁnition of
the potential ψII (eq.5–91), we get,
∆ψII =
∂2F
∂ρ2 ∆ρ +
∂2F
∂ρ∂B
∆B . (5–96)
We will assume that the form of δB given through eq.5–85 is still valid for the
superconducting case. Also note the following relations which will be of use,
δ ˆ B =
δB
B
−
δB ˆ B
B
δB = ˆ B   δB
δH = δH ˆ B + Hδ ˆ B
δH =
∂H
∂ρ
δρ +
∂H
∂B
δB
(5–97)
Note that ˆ B ⊥ δ ˆ B, which also follows from δ( ˆ B  ˆ B) = 0. Using the above relations
we have,
δH   δB = δHδB +
H
B
 
δB   δB − (δB)
2
 
. (5–98)
Using eq.5–2 which relates H and F, the perturbation in the magnetic ﬁeld can
be written as,
δH = 4π
 
∂2F
∂ρ∂B
δρ +
∂2F
∂B2δB
 
. (5–99)
This allows us to express the energy in terms of derivatives of F.
5.4.3 Alternative Derivation of the Magnetic Energy Vari-
ation for H ∝ ρ
An alternative derivation of the magnetic energy variation in a superconducting
star (eq.5–95) follows directly from using the magnetic stress tensor to calculate174
the magnetic force,
fmag = ∇   σmag . (5–100)
As in Roberts (1981), we will consider the special case of a strongly type II super-
conductor, H ∝ ρ. Then, F = HB/4π and the stress tensor is given as (eq.5–4),
σij = −
HkBk
4π
δij +
HiBj
4π
. (5–101)
Thus, the energy variation associated with the magnetic ﬁeld is,
δWmag = −
1
2
 
ξ   δfmag dV = −
1
2
 
ξi∇jδσij dV
=
1
8π
 
ξi
 
∇i(δHjBj + HjδBj) − ∇j(δHiBj + HiδBj)
 
dV
=
1
8π
 
ξi
 
δHj∇iBj + Bj∇iδHj + ∇i(HjδBj) −
− Bj∇jδHi − δBj∇jHi
 
dV
=
1
8π
   
ξiδHj∇iBj − δHj∇i(ξiBj) − HjδBj∇iξi +
+δHj∇i(ξjBi)
      
i↔j
− ξiδBj∇jHi
 
dV +
+
1
8π
 
dSi
 
ξiBjδHj + ξiHjδBj − ξjBiδHj
 
=
1
8π
   
δH   δB − δB   ξ × (∇ × H) − (H   δB)(∇   ξ) +
+ δH   (ξ   ∇B) − δB   (ξ   ∇H)
 
dV +
+
1
8π
 
dS  
 
ξ(δH   B + H   δB) − B(ξ   δH)
 
(5–102)
This is the result obtained by Roberts (1981). The equivalence of this equation to
the more general result given in eq.5–95 can be established by noting that in this
case we have, using eq.5–96,
δρ∆ψII =
δH∆B
4π
. (5–103)175
Consequently, the third term in eq.5–95 becomes,
 
δH∆B dV =
   
δHδB + δH(ξ   ∇B)
 
dV
=
   
H(ξ   ∇δB) + δH(ξ   ∇B)
 
dV
(5–104)
The last equality follows from noting that we now have δH = −∇   (Hξ), and
integrating by parts and dropping the surface term. We can then rewrite the
integrand as,
H(ξ   ∇δB) + δH(ξ   ∇B) = H   (ξ   ∇δB) + δH   (ξ   ∇B) , (5–105)
which follows from eqs.5–97 and ˆ B   (ξ   ∇ ˆ B) = 0. After a further integration by
parts of the term H  (ξ   ∇δB), this correctly reproduces eq.5–102, including the
surface terms.
5.4.4 Stability Criteria
Tayler (1973) derives stability conditions for toroidal ﬁelds in a normal star in
cylindrical coordinates using the energy principle (eq.5–89). The equivalent con-
ditions in spherical coordinates are given by Goossens & Veugelen (1978). We will
now proceed to derive stability criteria for toroidal ﬁelds in a type II supercon-
ducting star, along the same lines. We will take the magnetic ﬁeld to be given
quite generally as a function of density and magnetic induction, H = H(ρ,B).
This will allow us to consider both the strongly type II superconducting case and
the normal case simultaneously. We will closely follow the notation of Goossens &
Veugelen (1978) in order to facilitate comparisons.
It is clearly suﬃcient for stability to show that the integrand of the energy of
the perturbations is positive throughout the region of integration (eq.5–83),
δW =
1
2
 
EdV > 0 if E > 0 . (5–106)176
Even if E becomes negative in a small region the system is unstable. Deﬁne Ep and
Emag as the integrands of δWp and δWmag, i.e. E = Ep+Emag. As in previous works
(Bernstein et al. 1958; Tayler 1973; Goossens & Veugelen 1978; and Roberts 1981)
we will drop the gravitational potential perturbation term in Ep. The hydrosta-
tic and magnetic parts of the energy are then given through eqs.5–83 and 5–95,
respectively,
Ep = γp(∇   ξ)
2 + (ξ   ∇p)(∇   ξ) − (ξ   ∇φ)(∇   ρξ)
Emag =
1
4π
 
δH   δB − δB   ξ × (∇ × H)
 
+ δρ∆ψII
(5–107)
The azimuthal angle ϕ does not explicitly appear in any of the coeﬃcients
in these equations, so that we can expand the components of the Lagrangian
displacement as,
ξr = R(r,θ)e
imϕ , ξθ = S(r,θ)e
imϕ and ξφ = iT(r,θ)e
imϕ . (5–108)
Here m is an integer. Since only the real parts are signiﬁcant, the scalar multipli-
cations and vector dot products are to be treated as Z   Z∗ where Z∗ stands for
complex conjugate. It will be of great notational convenience to deﬁne an operator
Λ of a scalar argument u = u(r,θ),
Λ(u) ≡ R∂ru +
S∂θu
r
. (5–109)
This is simply the directional derivative along the Lagrangian displacement, ξ  
∇u = Λ(u)eimϕ. We will ﬁnd it convenient to redeﬁne the ϕ component of the
Lagrangian displacement as,
ˆ T =
mT
r sinθ
. (5–110)
Also deﬁne,
D =
∂r(r2R)
r2 +
∂θ(S sinθ)
rsinθ
− ˆ T = D0 − ˆ T , (5–111)177
which is simply the divergence of the Lagrangian displacement, ∇   ξ = Deimϕ.
Note that D0 is independent of ˆ T. Using these deﬁnitions, we can express the
hydrostatic part as (eq.5–107),
Ep = γpD
2 +
 
Λ(p) − ρΛ(φ)
 
D − Λ(ρ)Λ(φ) . (5–112)
The equations of equilibrium for the unperturbed background state are, in
general (eq.5–8),
∂rp + ρ∂rφ = −
B
r
∂r
 
r
∂F
∂B
 
− ρ∂r
 
∂F
∂ρ
 
∂θp + ρ∂θφ = −
B
sinθ
∂θ
 
sinθ
∂F
∂B
 
− ρ∂θ
 
∂F
∂ρ
  (5–113)
Note the notational convention for partial derivatives that we will employ for the
remainder of this section: derivatives with respect to coordinates x will be short-
ened as ∂x, while derivatives of the magnetic free energy F with respect to ρ and
B will be explicitly written. Using these equations we can eliminate the pressure
gradient in Ep and rewrite it in terms of the gravitational and magnetic forces.
Using the deﬁnition of the operator Λ from eq.5–109, we have,
Λ(p) = −ρΛ(φ) − ρΛ
 
∂F
∂ρ
 
− BΛ
 
∂F
∂B
 
− B
∂F
∂B
 
R + S cotθ
r
 
. (5–114)
Next, consider the magnetic part of the integrand (eq.5–107). Using eq.5–98
for δH   δB, we have,
Emag =
1
4π
 
δHδB +
H
B
 
|δB|
2 − (δB)
2
 
−
− δB   ξ × (∇ × H)
 
+ δρ∆ψII
(5–115)
∆ψII and δH are given through eqs.5–96 and 5–99, respectively. We can also
express the magnetic ﬁeld in terms of the free energy, H = 4π∂F/∂B (eq.5–2).178
The various terms in Emag can be evaluated using the relations given in eqs.5–97,
in particular,
|δB|2 − (δB)2
B2 =
m2(R2 + S2)
r2 sin
2 θ
δB   ξ × (∇ × H)
HB
= ˆ X ˆ Y + ˆ T ˆ Y
(5–116)
where we deﬁne the following auxiliary quantities,2
ˆ X = D0 +
Λ(B)
B
−
R + S cotθ
r
ˆ Y =
Λ(H)
H
+
R + S cotθ
r
(5–117)
The magnetic part can then be written as,
Emag = B
∂F
∂B
 
m2(R2 + S2)
r2 sin2 θ
− ˆ X ˆ Y − ˆ T ˆ Y
 
+
+
∂2F
∂ρ∂B
δρδB +
∂2F
∂B2(δB)
2 +
∂2F
∂ρ∂B
δρ∆B +
∂2F
∂ρ2 δρ∆ρ
(5–118)
where,
δB
B
= − ˆ Xe
imϕ
∆B
B
= −
 
D0 −
R + S cotθ
r
 
e
imϕ
δρ
ρ
= −
 
D +
Λ(ρ)
ρ
 
e
imϕ
∆ρ
ρ
= −De
imϕ
(5–119)
We will next consider the m = 0 and m  = 0 cases separately.
2Note that ˆ X and ˆ Y are diﬀerent from the quantities X and Y deﬁned in
Goossens & Veugelen (1978),
ˆ X = X/rB and ˆ Y = Y/rH .179
The m = 0 Case
In this case ˆ T = 0 (eq.5–110) and the total energy can be written as, using eqs.5–
112 and 5–118 for Ep and Emag, respectively,
E = Ep + Emag = K0D0
2 + K1D0 + K2 , (5–120)
where D0 is deﬁned in eq.5–111. We have, in terms of the operator Λ (eq.5–109),
K0 = γp + B
2∂2F
∂B2 + 2ρB
∂2F
∂ρ∂B
+ ρ
2∂2F
∂ρ2
K1 = −2ρΛ(φ) − 2
 
B
∂F
∂B
+ B
2∂2F
∂B2 + ρB
∂2F
∂ρ∂B
 
R + S cotθ
r
K2 = −
 
Λ(B)
∂F
∂B
+ BΛ(B)
∂2F
∂B2 + BΛ(ρ)
∂2F
∂ρ∂B
 
R + S cotθ
r
+
+
 
B
∂F
∂B
+ B
2∂2F
∂B2
  
R + S cotθ
r
 2
− Λ(ρ)Λ(φ)
(5–121)
All derivatives of R and S are included in D0. By completing the square we get,
E = K0
 
D0 +
K1
2K0
 2
+ K2 −
K2
1
4K0
. (5–122)
The ﬁrst term is non-negative and the remaining terms form a quadratic in R and
S, which is also the minimum value of E with respect to D0,
K2 −
K2
1
4K0
= a0R
2 + b0RS + c0S
2 . (5–123)
The subscripts in the coeﬃcients stand for m = 0. Deﬁne the following auxiliary
quantities,
U0 =
1
r
 
B
∂F
∂B
+ B
2∂2F
∂B2 + ρB
∂2F
∂ρ∂B
 
U1 =
1
r
 
∂rB
∂F
∂B
+ B∂rB
∂2F
∂B2 + B∂rρ
∂2F
∂ρ∂B
 
U2 =
1
r2
 
∂θB
∂F
∂B
+ B∂θB
∂2F
∂B2 + B∂θρ
∂2F
∂ρ∂B
 
U3 =
1
r2
 
B
∂F
∂B
+ B
2∂2F
∂B2
 
(5–124)180
We then ﬁnd that the coeﬃcients in the quadratic are given by,
a0 = −∂rρ∂rφ − U1 + U3 −
1
K0
 
ρ∂rφ + U0
 2
b0 = −
∂rρ∂θφ
r
−
∂θρ∂rφ
r
− U1 cotθ − U2 + 2U3 cotθ−
−
2
K0
 
ρ∂rφ + U0
  
ρ∂θφ
r
+ U0 cotθ
 
c0 = −
∂θρ∂θφ
r2 − U2 cotθ + U3 cot
2 θ −
1
K0
 
ρ∂θφ
r
+ U0 cotθ
 2
(5–125)
A suﬃcient condition for stability is if the quadratic form is positive throughout
the integration region. This corresponds to the following conditions, which are not
all independent,
a > 0 , c > 0 and b
2 < 4ac . (5–126)
When these conditions are satisﬁed the star is stable, therefore these are suﬃcient
conditions for stability. If we can show that the star is unstable as soon as one of
these conditions is violated, then we will have shown that the conditions are also
necessary for stability. For the m = 0 case it can be shown that the interchange
instability sets in when these conditions fail, as will be proven in a later section.
Therefore, these conditions are necessary and suﬃcient conditions for the m = 0
case. However, the same will not be true in general for the m  = 0 case, as will be
discussed later.
One way of deriving these conditions is to consider the minimum value of the
quadratic form Q = aR2+bRS +cS2 with respect to S (or equivalently, R). For a
minimum we need dQ/dS = 0 and d2Q/dS2 > 0. Substituting the value of S that
minimizes Q and requiring that Q > 0 we get the condition b2 < 4ac, while the
second requirement gives c > 0. These two conditions then imply the third, a > 0.
We can now consider special cases. In the strongly type II superconducting
case the magnetic ﬁeld is a function of density, H = H(ρ) and the magnetic free181
energy is F = HB/4π (eq.5–2). In particular, consider a power law of the form
H ∝ ρσ. From eqs.5–121 and 5–124 we have,
K0 = γp +
σ(σ + 1)HB
4π
, U0 =
(σ + 1)HB
4πr
,
U1 =
∂r(HB)
4πr
, U2 =
∂θ(HB)
4πr2 and U3 =
HB
4πr2 ,
(5–127)
so that the coeﬃcients become,
a0 = −∂rρ∂rφ −
∂r(HB)
4πr
+
HB
4πr2 −
1
K0
 
ρ∂rφ +
(σ + 1)HB
4πr
 2
b0 = −
∂rρ∂θφ
r
−
∂θρ∂rφ
r
−
∂r(HB)
4πr
cotθ −
∂θ(HB)
4πr2 +
HB
2πr2 cotθ−
−
2
rK0
 
ρ∂rφ +
(σ + 1)HB
4πr
  
ρ∂θφ +
(σ + 1)HB
4π
cotθ
 
c0 = −
∂θρ∂θφ
r2 −
∂θ(HB)
4πr2 cotθ +
HB
4πr2 cot
2 θ−
−
1
r2K0
 
ρ∂θφ +
(σ + 1)HB
4π
cotθ
 2
(5–128)
On the other hand, in the normal conducting case the magnetic ﬁeld and induc-
tion are equal H = B, and the free energy is F = B2/8π, so that from eqs.5–121
and 5–124 we have,
K0 = γp +
B2
4π
, U0 =
B2
2πr
,
U1 =
B∂rB
2πr
, U2 =
B∂θB
2πr2 and U3 =
B2
2πr2 ,
(5–129)
and the coeﬃcients are given by,
a0 = −∂rρ∂rφ −
B∂rB
2πr
+
B2
2πr2 −
1
K0
 
ρ∂rφ +
B2
2πr
 2
b0 = −
∂rρ∂θφ
r
−
∂θρ∂rφ
r
−
B∂rB
2πr
cotθ −
B∂θB
2πr2 +
B2
πr2 cotθ−
−
2
rK0
 
ρ∂rφ +
B2
2πr
  
ρ∂θφ +
B2
2π
cotθ
 
c0 = −
∂θρ∂θφ
r2 −
B∂θB
2πr2 cotθ +
B2
2πr2 cot
2 θ −
1
r2K0
 
ρ∂θφ +
B2
2π
cotθ
 2
(5–130)
These are the same as the results given by Goossens & Veugelen (1978).3
3Note that there is a typo in eq.(13) of Goossens & Veugelen (1978).182
The m  = 0 Case
In general, when m  = 0 the hydrostatic and magnetic parts of the energy are given
by eqs.5–112 and 5–118, respectively. In this case, the integrand E = Ep + Emag is
quadratic in the rescaled ϕ component of the Lagrangian displacement ˆ T (deﬁned
by eq.5–110) and does not contain any derivatives of it. We can write the energy
as,
E = Eo + α ˆ T
2 + β ˆ T + B
∂F
∂B
 
m2(R2 + S2)
r2 sin
2 θ
 
, (5–131)
where Eo is the energy for the m = 0 case (eq.5–120), and we deﬁne,
α = γp + ρ
2∂2F
∂ρ2
β = −2
 
γp + ρB
∂2F
∂ρ∂B
+ ρ
2∂2F
∂ρ2
 
D0+
+2ρB
∂2F
∂ρ∂B
 
R + S cotθ
r
 
+ 2ρΛ(φ)
(5–132)
Eo is independent of ˆ T. We therefore have d2E/dˆ T 2 = 2α. The γp term in α will
be the dominant term for the cases of interest to us, so that d2E/dˆ T 2 > 0, and
consequently E can be minimized with respect to ˆ T. Setting dE/dˆ T = 0 we get
the value that minimizes the energy, ˆ T = −β/2α. Substituting this back into the
energy we ﬁnd the minimum as,
E = Eo −
β2
4α
+ B
∂F
∂B
 
m2(R2 + S2)
r2 sin
2 θ
 
. (5–133)
As was done in the m = 0 case (eq.5–120), we can once again group terms of
diﬀerent order in D0 (deﬁned in eq.5–111) together,
E = L0D0
2 + L1D0 + L2 . (5–134)183
For notational convenience, deﬁne a set of auxiliary quantities,
V0 = α
−1/2
 
γp + ρB
∂2F
∂ρ∂B
+ ρ
2∂2F
∂ρ2
 
V1 = α
−1/2
 
ρ∂rφ +
ρB
r
∂2F
∂ρ∂B
 
V2 = α
−1/2
 
ρ∂θφ
r
+
ρB cotθ
r
∂2F
∂ρ∂B
 
(5–135)
and,
W1 = −ρ∂rφ − U0 + V0V1
W2 = −
ρ∂θφ
r
− U0 cotθ + V0V2
(5–136)
where α is deﬁned in eq.5–132, and U0 is deﬁned in eq.5–124. Also invoking the
deﬁnitions of Ki from eq.5–121, we have,
L0 = K0 − V0
2 = B
2∂2F
∂B2 −
1
α
 
ρB
∂2F
∂ρ∂B
 2
L1 = K1 + 2V0(V1R + V2S) = 2(W1R + W2S)
L2 = K2 − (V1R + V2S)
2 + B
∂F
∂B
 
m2(R2 + S2)
r2 sin
2 θ
 
(5–137)
Rearranging the terms we get,
E = L0
 
D0 +
L1
2L0
 2
+ L2 −
L2
1
4L0
. (5–138)
Note that L0 is not necessarily positive, so unlike in the m = 0 case, it is not
obvious that the ﬁrst term is positive deﬁnite. In fact, for the strongly type II case
where the free energy is of the form F = H(ρ)B/4π, we have L0 < 0. On the other
hand, for the normal case F = B2/8π, so that L0 > 0. For negative L0 the system
is unstable since we can ﬁnd displacement ﬁelds with suﬃciently large derivatives
which will make the D0 term dominant in the energy. Therefore, for stability we
must require L0 > 0, or using the deﬁnitions of eq.5–137,
B
2∂2F
∂B2 >
 
ρB
∂2F
∂ρ∂B
 2  
γp + ρ
2∂2F
∂ρ2
 −1
. (5–139)184
This is a necessary but not suﬃcient condition for stability. This is related to
what we will refer to as the Muzikar–Pethick–Roberts (MPR) instability (Muzikar
& Pethick 1981; Roberts 1981), which we will discuss in more detail in a later
section.
Another way of looking at eq.5–138 is to say that when L0 > 0 the energy can
be minimized with respect to D0. The minimum is a quadratic in R and S just
like in the m = 0 case (eq.5–123),
L2 −
L2
1
4L0
= amR
2 + bmRS + cmS
2 . (5–140)
The coeﬃcients are given as, using the deﬁnitions of Ui, Vi and Wi made in eqs.5–
124, 5–135 and 5–136,
am = −∂rρ∂rφ − U1 + U3 − V1
2 +
m2B
r2 sin2 θ
∂F
∂B
−
W 2
1
L0
bm = −
∂rρ∂θφ
r
−
∂θρ∂rφ
r
− U1 cotθ − U2 + 2U3 cotθ − 2V1V2−
−
2W1W2
L0
cm = −
∂θρ∂θφ
r2 − U2 cotθ + U3 cot
2 θ − V2
2 +
m2B
r2 sin2 θ
∂F
∂B
−
W 2
2
L0
(5–141)
This quadratic is positive if the coeﬃcients satisfy the conditions listed in eq.5–
126. However, the system will be deﬁnitely stable only when L0 > 0. On the
other hand, if these conditions are violated, i.e. if the quadratic is negative, then
the system is unstable regardless of the sign of L0. Also note that, clearly, the
|m| = 1 case is the worst instability, as noted previously for the normal case by
Tayler (1973) and Goossens & Veugelen (1978). On the other hand, when L0 < 0
the energy is maximized with respect to D0, and it is always possible to ﬁnd a
Lagrangian displacement ﬁeld with suﬃciently large derivatives that will make the
system unstable.185
The coeﬃcients for the strongly type II case can be obtained by setting F =
HB/4π. On the other hand, for the normal case we have F = B2/8π, and the
coeﬃcients reduce to,
am = −∂rρ∂rφ −
(ρ∂rφ)2
γp
−
B∂rB
2πr
−
B2
2πr2 +
m2B2
4πr2sin2 θ
bm = −
∂rρ∂θφ
r
−
∂θρ∂rφ
r
−
2ρ2∂rφ∂θφ
γpr
−
B∂rB
2πr
cotθ−
−
B∂θB
2πr2 −
B2
πr2 cotθ
cm = −
∂θρ∂θφ
r2 −
(ρ∂θφ)2
γpr2 −
B∂θB
2πr2 cotθ −
B2
2πr2 cot
2 θ +
m2B2
4πr2 sin
2 θ
(5–142)
These are the same as the results given by Goossens & Veugelen (1978).
5.4.5 Stability Criteria for a Normal Star
We will now examine the stability of a particular magnetic ﬁeld conﬁguration in a
normal star. The equilibrium equations (eq.5–113) in this case are explicitly,
∂rp + ρ∂rφ = −
B∂r(Br)
4πr
∂θp + ρ∂θφ = −
B∂θ(B sinθ)
4πsinθ
(5–143)
Let po, ρo and φo refer to the hydrostatic equilibrium in the absence of magnetic
ﬁelds. This equilibrium is spherically symmetric and is simply given through,
∂rpo + ρo∂rφo = 0 . (5–144)
The diﬀerence between po, ρo and φo and the corresponding quantities p, ρ and φ
in the presence of magnetic ﬁelds is of the order of the magnetic pressure ∼ B2,
which we assume to be small compared to the hydrostatic pressure. Therefore,
using the equations of equilibrium we can expand eq.5–130 for m = 0 to lowest186
order in B2,
a0 ≈
B2
4πr2
 
dlnρo
dlnr
 2
+
 
3B2
4πr2 −
B∂rB
4πr
 
dlnρo
dlnr
−
B∂rB
2πr
+
B2
2πr2
b0 ≈
 
3B2
4πr2 cotθ −
B∂θB
4πr2
 
dlnρo
dlnr
−
B∂rB
2πr
cotθ −
B∂θB
2πr2 +
B2
πr2 cotθ
c0 ≈ −
B∂θB
2πr2 cotθ +
B2
2πr2 cot
2 θ
(5–145)
On the other hand, for m = 1, we have, from eq.5–142,
am ≈ −
 
2 +
dlnρo
dlnr
  
B2
4πr2 +
B∂rB
4πr
 
+
B2
4πr2 sin
2 θ
bm ≈ −
 
2 +
dlnρo
dlnr
  
B2
4πr2 cotθ +
B∂θB
4πr2
 
−
B∂rB
2πr
cotθ−
−
B2
2πr2 cotθ
cm ≈ −
B∂θB
2πr2 cotθ −
B2
2πr2 cot
2 θ +
B2
4πr2 sin
2 θ
(5–146)
We will now consider a speciﬁc example. Let the equation of state be given by
a γ = 2 polytrope, where the background density proﬁle is ρ = ρc sinx/x, in terms
of the dimensionless radial coordinate x = r/ro. Assume a magnetic ﬁeld of the
form given by eq.5–45,
B(r,θ) = ˆ Bo
 
ρ
ρc
 (n+2)/4  
r
ro
 n/2
sin
n/2 θ
= ˆ Box
(n−2)/4 sin
(n+2)/4 xsin
n/2 θ
(5–147)
where n > 1. Then, for m = 0, the coeﬃcients become (eq.5–145),
a0 ≈
ˆ B2
o
16πr2
o
(2 − n)(1 + xcotx)
2x
(n−6)/2 sin
(n+2)/2 xsin
n θ
b0 ≈
ˆ B2
o
4πr2
o
(2 − n)(1 + xcotx)x
(n−6)/2 sin
(n+2)/2 xsin
n−1 θcosθ
c0 ≈
ˆ B2
o
4πr2
o
(2 − n)x
(n−6)/2 sin
(n+2)/2 xsin
n−2 θcos
2 θ
(5–148)
Note that b0
2 = 4a0c0, so that the quadratic forms a complete square, i.e. a0R2 +
b0RS + c0S2 = a0(R + b0S/2a0)2. However, for n > 2, we have a0 < 0 and c0 < 0,187
and the conditions for stability are violated (eq.5–126). Thus, only ﬁelds with
1 6 n 6 2 are stable for m = 0.
On the other hand, for m = 1, we have (eq.5–146),
am ≈
ˆ B2
o
16πr2
o
 
4 − (n + 2)(1 + xcotx)
2 sin
2 θ
 
x
(n−6)/2 sin
(n+2)/2 xsin
n−2θ
bm ≈ −
ˆ B2
o
4πr2
o
(n + 2)(1 + xcotx)x
(n−6)/2 sin
(n+2)/2 xsin
n−1 θcosθ
cm ≈
ˆ B2
o
4πr2
o
 
1 − (n + 2)cos
2 θ
 
x
(n−6)/2 sin
(n+2)/2 xsin
n−2 θ
(5–149)
Since am and cm become negative in some regions, they violate the stability con-
ditions (eq.5–126). Consequently, the normal magnetic ﬁeld is unstable for m = 1.
Thus, we might expect n = 1 models with both normal and superconducting re-
gions to be unstable. Poloidal ﬁelds may stabilize the star, as in normal conductors
(Tayler 1973; Wright 1973; Braithwaite & Nordlund 2006), and we consider adding
them in a following section.
5.4.6 Stability Criteria for a Superconducting Star with
H ∝ ρ
We will now consider the strongly type II superconducting case with H ∝ ρ (i.e.
σ = 1) in more detail. In this case F = HB/4π, and the equations of equilibrium
(eq.5–113) explicitly give,
∂rp + ρ∂rφ = −
B∂r(Hr)
4πr
−
H∂rB
4π
∂θp + ρ∂θφ = −
HB
4π
cotθ −
H∂θB
4π
(5–150)
Using these equations as well as the equation of equilibrium in the absence of
magnetic ﬁelds (eq.5–144), we can expand the coeﬃcients for m = 0 (eq.5–128) to188
lowest order in HB,
a0 ≈
HB
2πr2
 
dlnρo
dlnr
 2
+
 
3HB
4πr2 −
∂r(HB)
4πr
 
dlnρo
dlnr
−
∂r(HB)
4πr
+
HB
4πr2
b0 ≈
 
3HB
4πr2 cotθ −
∂θ(HB)
4πr2
 
dlnρo
dlnr
−
∂r(HB)
4πr
cotθ −
∂θ(HB)
4πr2 +
+
HB
2πr2 cotθ
c0 ≈ −
∂θ(HB)
4πr2 cotθ +
HB
4πr2 cot
2 θ
(5–151)
For a γ = 2 polytrope we have ρ = ρc sinx/x. Consider a magnetic ﬁeld of the
form given by eq.5–38, for σ = 1,
B(r,θ) = Bo
 
ρ
ρc
 n  
r
ro
 n
sin
n θ = Bo sin
n xsin
n θ , (5–152)
where n > 1. In particular, we get (from eq.5–151),
c0 ≈
HcBo
4πr2
o
(1 − n)x
−3 sin
n+1 xsin
n−2θcos
2 θ . (5–153)
For all n > 1 this is negative, thus immediately violating one of the conditions for
stability (eq.5–126). For n = 1 all three coeﬃcients vanish to lowest order in HB,
implying that the magnetic ﬁeld is marginally stable.
For m  = 0, we have (eq.5–137),
L0 = −
1
γp
 
HB
4π
 2
< 0 , (5–154)
which implies that even if the conditions given in eq.5–126 are met the system will
still be unstable. This is the MPR instability and will be discussed in a following
section in more detail.
5.4.7 Interchange Instability
In this section we will show that the m = 0 stability conditions correspond to the
stability criteria for the interchange of two magnetic ﬂux tubes, as demonstrated189
for the normal case by Tayler (1973). Consider two axisymmetric ﬂux tubes located
at coordinates P1 = (r,θ) and at P2 = (r + δr,θ + δθ), and having volumes V and
V + δV and corresponding cross-sections A and A + δA, respectively. We will
assume that the interchange is adiabatic so that the mass ρV , magnetic ﬂux BA
and pV γ are all conserved.
Let the pressure, density and magnetic induction of the two tubes initially be,
at P1: p ρ B
at P2: p + δp ρ + δρ B + δB
(5–155)
After the interchange the corresponding quantities are, deﬁning a cylindrical radius
by ̟ = rsinθ,
at P1:
(p + δp)(V + δV )γ
V γ
(ρ + δρ)(V + δV )
V
(B + δB)(V + δV )̟
V (̟ + δ̟)
at P2:
pV γ
(V + δV )γ
ρV
V + δV
BV (̟ + δ̟)
(V + δV )̟
(5–156)
The total energy is the sum of internal, magnetic and gravitational energies. With-
out loss of generality, we can take the zero of the gravitational potential to be at
point P1. Prior to the interchange we have,
Ei =
pV
γ − 1
+
(p + δp)(V + δV )
γ − 1
+
+F(ρ,B)V + F(ρ + δρ,B + δB)(V + δV ) + (ρ + δρ)(V + δV )δφ
(5–157)
Here F is the magnetic free energy. After the interchange, we have,
Ef =
(p + δp)(V + δV )γ
(γ − 1)V γ−1 +
pV γ
(γ − 1)(V + δV )γ−1+
+F(ρ1,B1)V + F(ρ2,B2)(V + δV ) + ρV δφ
(5–158)
Here ρ1 and B1 are the new density and induction at P1, and ρ2 and B2 are
the corresponding quantities at P2 (eq.5–156). We need to calculate the energy190
diﬀerence resulting from the interchange to second order,
∆E = Ef − Ei = ∆Ep + ∆Em . (5–159)
Here for notational convenience we denote by ∆Ep the change in the internal and
gravitational energies, and ∆Em is the change in the magnetic energy. To second
order we have,
∆Ep ≈ γp
(δV )2
V
+ (δp − ρδφ)δV − V δρδφ . (5–160)
Using the equations of equilibrium (eq.5–113) we have,
δp = −ρδφ − B
∂F
∂B
δ̟
̟
− B
∂2F
∂ρ∂B
δρ − ρ
∂2F
∂ρ∂B
δB−
−B
∂2F
∂B2δB − ρ
∂2F
∂ρ2 δρ
(5–161)
The magnetic term in the energy change is lengthy. First, note that,
F(ρ + δρ,B + δB) ≈ F(ρ,B) +
∂F
∂ρ
δρ +
∂F
∂B
δB +
1
2
∂2F
∂ρ2 (δρ)
2+
+
∂2F
∂ρ∂B
δρδB +
1
2
∂2F
∂B2(δB)
2
(5–162)
We can write the magnetic terms in Ef as F(ρi,Bi) = F(ρ+δρi,B+δBi), so they
can be expanded in a similar fashion. Here we have, to second order,
δρ1 = ρ1 − ρ =
(ρ + δρ)(V + δV )
V
− ρ = ρ
 
δρ
ρ
+
δV
V
+
δρ
ρ
δV
V
 
δρ2 = ρ2 − ρ =
ρV
V + δV
− ρ ≈ ρ
 
−
δV
V
+
 
δV
V
 2 
δB1 = B1 − B =
(B + δB)(V + δV )̟
V (̟ + δ̟)
− B
≈ B
 
δB
B
+
δV
V
−
δ̟
̟
+
δB
B
δV
V
−
δ̟
̟
δB
B
−
δ̟
̟
δV
V
+
 
δ̟
̟
 2 
δB2 = B2 − B =
BV (̟ + δ̟)
(V + δV )̟
− B ≈ B
 
δ̟
̟
−
δV
V
−
δ̟
̟
δV
V
+
 
δV
V
 2 
(5–163)191
Using these and eqs.5–160 and 5–161 we can write the energy change as,
∆E
V
≈ M0
 
δV
V
 2
+ M1
δV
V
+ M2 , (5–164)
where,
M0 ≈ γp + B
2∂2F
∂B2 + 2ρB
∂2F
∂ρ∂B
+ ρ
2∂2F
∂ρ2
M1 ≈ −2ρδφ − 2
 
B
∂F
∂B
+ B
2∂2F
∂B2 + ρB
∂2F
∂ρ∂B
 
δ̟
̟
M2 ≈ −δρδφ −
 
∂F
∂B
δB − B
∂2F
∂B2δB − B
∂2F
∂ρ∂B
δρ
 
δ̟
̟
+
+
 
B
∂F
∂B
+ B
2∂2F
∂B2
  
δ̟
̟
 2
(5–165)
Since M0 > 0 for the cases of interest, the change in energy can be minimized
with respect to δV/V . The minimum of the energy becomes,
∆E
V
≈ M2 −
M2
1
4M0
. (5–166)
The small quantities need to be expanded only to ﬁrst order,
δ̟ = δ(r sinθ) = δr sinθ + rδθcosθ
δρ = δr∂rρ + δθ∂θρ
(5–167)
and similarly for B and φ. The the energy can then be written as,
∆E
V
≈ a0(δr)
2 + b0rδrδθ + c0r
2(δθ)
2 . (5–168)
a0, b0 and c0 are the same as in eq.5–125 and the conditions for stability are
the same as in eq.5–126. In fact, the same conclusion could have been drawn by
comparing eq.5–165 to 5–121. Thus, we have shown that the m = 0 stability
conditions are the same as the conditions for stability under the interchange of
magnetic ﬂux tubes. In other words, the interchange is the worst instability for
m = 0.192
5.4.8 The Muzikar–Pethick–Roberts (MPR) Instability
In this section we will derive the criteria for the instability discussed in Muzikar
& Pethick (1981) and in Roberts (1981). Using eq.5–2 we can write the magnetic
stress tensor as (eq.5–1),
σij = (F − ρF,ρ − BF,B)δij + BF,B ˆ Bi ˆ Bj . (5–169)
Consider perturbations around a state of uniform density ρo and magnetic ﬁeld
B = Boˆ z. The Lagrangian displacement associated with these perturbations is,
ξ(r,t) = ξexp(ik   r − iωt) . (5–170)
We have,
δB = ∇ × (ξ × B) = iBo(kzξ − k   ξˆ z)
δB = ˆ B   δB = −iBok⊥   ξ⊥
δ ˆ B = B
−1
o (δB − δB ˆ B) = ikzξ⊥
δρ = −∇   (ρoξ) = −iρok   ξ
(5–171)
Here ⊥ means perpendicular to ˆ z.
The magnetic force density is, from eq.5–169,
fm = ∇   σ
= −(ρF,ρρ + BF,ρB)∇ρ − (ρF,ρB + BF,BB)∇B+
+B   ∇(F,B ˆ B)
(5–172)
Since the background quantities are constant the perturbation in the magnetic
force becomes,
δfm = −
 
ρ
2F,ρρ + ρBF,ρB
 
k(k   ξ)−
−
 
ρBF,ρB + B
2F,BB
 
k(k⊥   ξ⊥)+
+ˆ zkz
 
ρBF,ρB(k   ξ) + B
2F,BB(k⊥   ξ⊥)
 
− BF,Bk
2
zξ⊥
(5–173)193
Since the background state is symmetric with respect to ˆ z we can choose k =
ˆ zkz + ˆ xkx. With this choice eq.5–171 becomes,
δB = iBo(kzξxˆ x + kzξyˆ y − kxξxˆ z)
δB = −iBokxξx
δ ˆ B = ikz(ξxˆ x + ξyˆ y)
δρ = −iρo(kxξx + kzξz)
(5–174)
The components of the magnetic force become,
(δfm)x = −ξx
 
k
2
x
 
ρ
2F,ρρ + 2ρBF,ρB + B
2F,BB
 
+ k
2
zBF,B
 
−
−ξzkxkz
 
ρ
2F,ρρ + ρBF,ρB
 
(δfm)y = −ξyk
2
zBF,B
(δfm)z = −ξxkxkz
 
ρ
2F,ρρ + ρBF,ρB
 
− ξzk
2
zρ
2F,ρρ
(5–175)
In addition, there is a pressure restoring force, δfp = −∇δp = −γpk(k   ξ), or in
components,
(δfp)x = −γp(k
2
xξx + kxkzξz)
(δfp)y = 0
(δfp)z = −γp(kxkzξx + k
2
zξz)
(5–176)
We will neglect gravitational forces, so that the equations for the perturbations
become,
−ρω
2ξ = δfp + δfm . (5–177)
From eqs.5–175 and 5–176 it follows that the equation for ξy completely decouples
from the equations for ξx and ξz,
ρω
2ξy = k
2
zBF,Bξy . (5–178)194
This implies that one pair of modes has ξx = ξz = 0 and ξy  = 0 with ω2 =
k2
zBF,B/ρ. These modes are the generalization of the Alfv´ en modes. The remaining
modes are given through,
ρω2ξx = ξx
 
k
2
x
 
γp + ρ
2F,ρρ + 2ρBF,ρB + B
2F,BB
 
+ k
2
zBF,B
 
+
+ξzkxkz
 
γp + ρ
2F,ρρ + ρBF,ρB
 
ρω2ξz = ξxkxkz
 
γp + ρ
2F,ρρ + ρBF,ρB
 
+ ξzk
2
z
 
γp + ρ
2F,ρρ
 
(5–179)
From these two equations we get the characteristic equation for the modes, after
some rearrangement,
ρ
2ω
4 − ρω
2E0 + E1 = 0 , (5–180)
where, deﬁning k2 = k2
x + k2
z,
E0 = k
2γp + k
2
x
 
ρ
2F,ρρ + 2ρBF,ρB + B
2F,BB
 
+ k
2
z
 
BF,B + ρ
2F,ρρ
 
E1 = k
2
xk
2
z
 
γpB
2F,BB + ρ
2B
2F,ρρF,BB − ρ
2B
2F
2
,ρB
 
+ k
4
zBF,B
 
γp + ρ
2F,ρρ
 
(5–181)
In the absence of magnetic ﬁelds, we have, deﬁning γp = ρc2
s,
ρ
2ω
4 − ρ
2ω
2k
2c
2
s = 0 , (5–182)
which has two roots: ω2 = 0 and ω2 = k2c2
s. The latter corresponds to sound waves.
In the cases of interest, the magnetic terms will be much smaller in comparison to
the pressure terms, so that one of the roots will have ω2 ≈ k2c2
s and therefore will
be deﬁnitely positive. Since E1 is the product of the two roots, the condition for
stability is E1 > 0, which for kz  = 0 becomes,
k
2
x
 
γpB
2F,BB + ρ
2B
2F,ρρF,BB − ρ
2B
2F
2
,ρB
 
+
+k
2
zBF,B
 
γp + ρ
2F,ρρ
 
> 0
(5–183)195
For suﬃciently large kx, or more precisely when k2
xBF,BB ≫ k2
zF,B, this reduces
to,
F,BB >
ρ2F 2
,ρB
γp + ρ2F,ρρ
≈
ρ2F 2
,ρB
γp
. (5–184)
This is exactly the same condition for stability as in eq.5–139. When pressure
dominates, it is also of the same form as the condition given by Roberts (1981).
From eq.5–180 it follows that the potentially unstable modes are given through,
ρω
2 ≈
E1
k2γp
≈
k2
xk2
z
k2
 
B
2F,BB −
ρ2B2F 2
,ρB
γp
 
+
k4
z
k2BF,B . (5–185)
The magnetic free energy in the strongly type II case (H ≫ B) can be written
as (Tinkham 1975; Muzikar & Pethick 1981),
F =
H(ρ)B
4π
+
 
3
32π3
Φ2
o
λ4
 
λ
a
 5/2
exp
 
−
a
λ
 
. (5–186)
Here Φo = hc/2e is the ﬂux quantum (nΦ = B/Φo is the ﬂux line density per unit
area), λ = (mpc2/4πnpe2)1/2 is the London penetration depth, np is the number
density of protons, and a is the distance between ﬂux lines in a triangular lattice,
a =
 
4
3
 1/4  
Φo
B
 1/2
. (5–187)
The magnetic ﬁeld strength in this case is (Tinkham 1975; Easson & Pethick 1977),
H ≃ Hc1 =
Φo ln(λ/ξ)
4πλ2 , (5–188)
where ξ =  2kF/πmp∆ is the coherence length, ξ ≪ λ; kF = (3π2np)1/3 is the
Fermi wave number of protons, and ∆ is the superconducting energy gap. The
ﬁrst term in eq.5–186 is the energy of an isolated ﬂux line, and the second term
arises due to the interaction between ﬂux lines. Note that only a depends on B and
only the interaction term contributes to F,BB. Also note that λ2 ∝ 1/ρ when the196
proton number density is proportional to the baryon number density, as suggested
by Baym et al. (1971). Deﬁning a new variable by u = a/λ we have (eq.5–186),
F =
H(ρ)B
4π
+ E(ρ)u
−5/2e
−u where E(ρ) =
 
3
32π3
Φ2
o
λ4 . (5–189)
Then, introducing an auxiliary function f(u),
B
2F,BB =
E(ρ)
4
 
u
−1/2 + 2u
−3/2 +
5
4
u
−5/2
 
e
−u = E(ρ)f(u) . (5–190)
Only the ﬁrst term needs to be retained when u ≫ 1, i.e. when the spacing between
ﬂux lines is large compared to the penetration depth. In the same limit, we can
also approximate,
ρBF,ρB ≈
ρB
4π
dH
dρ
=
σHB
4π
where σ =
dlnH
dlnρ
. (5–191)
Using these equations, we can write the condition for instability as (from eq.5–184),
u
4f(u) <
 
2
27π
σ2H2
γp
. (5–192)
Note than when σ = 0, i.e. when H is independent of ρ, there is no instability.
Thus, it does not arise in a normal medium. Moreover, σ > 0 is not required
in order to have an instability, contrary to the conclusions of Muzikar & Pethick
(1981).
We take the magnetic ﬁeld strength to be H ∼ 1015 G, and the typical density
in the superconducting region to be ρ ∼ 3 × 1014 g/cm3, which corresponds to a
pressure p ∼ 4×1033 erg/cm3, for a γ = 2 polytrope and a radius R⋆ ≈ 10km. We
also take σ = 1. From eq.5–192 it follows that instabilities arise for u > uo where
uo ≃ 20. Using eq.5–187 and the deﬁnitions of λ and Φo, we can ﬁnd the largest
magnetic induction which is unstable,
B <
4πhenp √
3mpcu2
o
= 1.15 × 10
13
 
np
0.01fm−3
  
uo
20
 −2
G , (5–193)197
In general, the proton number density np is a function of the baryon number
density, and for nb ∼ 0.2fm−3, we have np ∼ 0.01fm−3 (Elgarøy et al. 1996; Zuo
et al. 2004).
For toroidal ﬁelds ˆ z is along the ˆ φ direction, so that for modes we have
exp(ikzz) = exp(imφ). We can take kz ∼ m/R⋆ for a star of radius R⋆. The
condition given in eq.5–184 can lead to instabilities when the perpendicular wave
vector kx is suﬃciently larger than kz. Using eqs.5–189 and 5–190, we get,
k2
z
k2
x
≪
BF,BB
F,B
≈
4πE(ρ)f(u)
H(ρ)B
=
3
√
2πu2f(u)
ln(λ/ξ)
.
σ2HB
4πγp
, (5–194)
where the last inequality follows from the condition for instability (eq.5–192). The
length scale of the instabilities is small compared to the size of the star; for a γ = 2
polytrope,
Lx = k
−1
x ≪
R⋆
m
 
σ2HB
4πγp
≈ 3.1 × 10
2
 
σ2H15B12
mρ14
cm. (5–195)
Here H15 = H/1015 G, B12 = B/1012G, and ρ14 = ρ/1014 g/cm3. From eq.5–185
we can estimate the growth rate of the instability, using γp = ρc2
s,
˜ ω =
√
−ω2 ∼
 
 
 
 
kzBF,ρB
cs
 
 
 
  ∼
m|σ|HB
4πρcsR⋆
. (5–196)
The corresponding growth timescale is,
1
˜ ω
≈ 3.7 × 10
3 ρ
3/2
14 R2
6
m|σ|H15B12
s. (5–197)
Here R6 = R⋆/106cm. Note that m = 0 is stable. The unstable modes will be
dissipated if the kinematic viscosity of the ﬂuid is,
η >
˜ ω
k2
x
≈ 26
H2
15B2
12
mρ
7/2
14 R2
6
cm
2/s. (5–198)
This value is well below the estimated values of the viscosity in a neutron star,
which are typically in the range η ∼ 104−5 cm2/s (for a review see Andersson,
Comer & Glampedakis 2005).198
5.5 Nearly Toroidal Fields
In normal conducting stars, the presence of poloidal components in addition to
toroidal components may help stabilize the magnetic ﬁelds (Tayler 1973; Wright
1973), which has also been conﬁrmed by recent numerical simulations (Braithwaite
& Nordlund 2006). Moreover, pulsar observations reveal the presence of a dipole-
like ﬁeld in the neutron star magnetosphere, implying that a poloidal component of
the magnetic ﬁeld must exist. The treatment of fully poloidal ﬁelds is considerably
more complicated and will be discussed in a subsequent chapter. The complication
arises as a result of the fact that in the poloidal case the direction of the magnetic
ﬁeld is not known, and must be computed numerically (Roberts 1981).
In this section, we will consider the case when there is a small poloidal compo-
nent in addition to the much larger toroidal ﬁeld. We will evaluate the constraints
on the shape of the poloidal component that result from the restrictions that the
magnetic force per unit mass be expressible as a gradient of a potential and that
∇   B = 0. We will then consider the boundary conditions that must also be
satisﬁed. Let us assume that the direction of the ﬁeld is given by,
ˆ n = ˆ φ + ε , (5–199)
where ε is a poloidal vector and |ε| ≪ 1. In what follows, we will retain only the
ﬁrst order terms in |ε|.
5.5.1 Fields Inside the Type II Superconductor
The magnetic ﬁeld inside the superconductor is H = H(r,θ)(ˆ φ+ε) and the current
density can be written as the sum of toroidal and poloidal components, so instead199
of eq.5–13, we now have,
J = Jtor + Jpol
4πJtor
c
= ∇ × H ˆ φ =
∇(Hrsinθ) × ˆ φ
rsinθ
4πJpol
c
= ∇ × Hε
(5–200)
Note that Jtor (due to the toroidal magnetic ﬁeld) is a poloidal ﬁeld and Jpol (due
to the poloidal magnetic ﬁeld) is a toroidal ﬁeld, i.e. Jtor ⊥ ˆ φ and Jpol   ˆ φ. Taking
the induction to be B = B(r,θ)(ˆ φ + ε), the ﬁrst term in the force density (given
in general by eq.5–7) becomes,
J × B
c
=
Jtor × B ˆ φ
c
+
Jpol × B ˆ φ
c
+
Jtor × Bε
c
. (5–201)
The ﬁrst term is due to the toroidal ﬁeld, and the second and third term are due
to the presence of the small poloidal component. Since Jpol is a toroidal ﬁeld
the second term vanishes. On the other hand, the third term is a cross-product
of two poloidal ﬁelds, and therefore is a toroidal ﬁeld. However, we require the
toroidal force density to be zero, so it must vanish. This means that ε   Jtor, or
equivalently, in terms of an arbitrary function λ,
B(r,θ)ε = λ(r,θ)Jtor . (5–202)
Thus, the force is of the same form as in the purely toroidal case, and in order for
it to be a gradient, the induction B must still be of the form given by eq.5–15. We
get a condition on the unknown function λ from ∇   B = Jtor   ∇λ = 0,
4πJtor   ∇λ
c
=
ˆ φ   ∇λ × ∇(Hrsinθ)
rsinθ
= 0 . (5–203)
This equation is satisﬁed by functions of the form,
λ(r,θ) = λ(Hrsinθ) . (5–204)200
Thus, using eq.5–15 for B(r,θ) and eq.5–200 for Jtor, the poloidal vector ε is given
by (eq.5–202),
ε =
λ(Hrsinθ)Jtor
4πρrsinθf(Hrsinθ)
=
H2
ρ
∇˜ λ(Hrsinθ) × ˆ φ . (5–205)
5.5.2 Fields Inside the Normal Region
The magnetic ﬁeld inside the normal region is B = B(r,θ)(ˆ φ + ε). The current
density in this case becomes,
J = Jtor + Jpol
4πJtor
c
= ∇ × B ˆ φ =
∇(Br sinθ) × ˆ φ
r sinθ
4πJpol
c
= ∇ × Bε
(5–206)
As in the type II case, Jtor is poloidal and Jpol is toroidal. The magnetic force
density in the normal case is completely given by eq.5–201. As before, the second
term in the force vanishes, and we require that the third term be zero, i.e. Jtor ×
Bε = 0, which once again implies B(r,θ)ε =  (r,θ)Jtor (as in eq.5–202). The
magnetic ﬁeld strength B is still of the form given by eq.5–20. From the condition
∇   B = Jtor   ∇  = 0, we now get,
 (r,θ) =  (Brsinθ) . (5–207)
Thus, the poloidal vector in the normal region is given by the form,
ε =
 (Brsinθ)Jtor
B
= ∇˜  (Br sinθ) × ˆ φ . (5–208)
Note that this equation follows from the more general result given through eq.5–205
by setting H = B and using eq.5–15 for B.201
5.5.3 Boundary Conditions
Neglecting second order terms in the small quantity |ε| in the magnetic stress ten-
sors for the normal and superconducting regions (eqs.5–3 and 5–4), the boundary
conditions for the continuity of stress (given by eq.5–28) become,
−δps + σrr,s = −δpn + σrr,n
σrφ,s = σrφ,n
(5–209)
The rr components of the magnetic stress tensors are the same as in the purely
toroidal case (eq.5–32), so the ﬁrst equation is the same as before (eq.5–30). How-
ever, we now have the second equation, which explicitly gives, using eqs.5–3 and
5–4 for the stress tensors,
(ˆ φ   H)(ˆ r   Bs) = (ˆ φ   Bn)(ˆ r   Bn) . (5–210)
We also have the additional boundary condition on the continuity of the normal
component of the poloidal magnetic induction, which follows from Maxwell’s equa-
tions,
ˆ r   Bs = ˆ r   Bn . (5–211)
The last two equations imply that we must have,
ˆ φ   H = ˆ φ   Bn i.e. H = Bn . (5–212)
This is equivalent to the requirement for the continuity of the ˆ φ component of the
magnetic ﬁeld in the absence of surface currents (eq.5–22). However, as was pre-
viously discussed, this is inconsistent with our assumption that H is a function of
radius up to the boundaries of the superconductor. This assumption now requires
the presence of a discontinuity in the ˆ φ component of the magnetic force, although202
the forces within the superconducting and normal regions have no such compo-
nents. This is an artifact of the incomplete description of the transition boundary,
which we have treated as discontinuous. A more realistic treatment should impose
zero toroidal force everywhere.
Incidentally, note that we cannot simply assume that the radial components of
the poloidal vectors vanish at the boundary, which would also satisfy the above
equations (eqs.5–210 and 5–211). This would imply that the functions ˜ λ and ˜   in
eqs.5–205 and 5–208 are constants, which in turn would cause the poloidal vectors
to vanish everywhere within the normal and superconducting regions.
5.6 Conclusion
Our main goal in this chapter has been to compute the distortion of a neutron
star due to a toroidal magnetic ﬁeld in its interior, assuming that the star is either
partly or entirely a type II superconductor. Previous authors have estimated the
order of magnitude of this distortion (Jones 1975; Easson & Pethick 1977; Cutler
2002), ﬁnding that it is enhanced by a factor H/B for given magnetic induction
B and magnetic ﬁeld H compared with the normal case (where H = B). In the
strongly type II regime, H ∼ 1015 G, so that H/B ∼ 103/B12 (Jones 1975; Easson
& Pethick 1977). Such large enhancements could result in magnetic distortions
ǫ ∼ 10−9−10−8, which are large enough to be important for neutron star precession
(Wasserman 2003) and possibly for gravitational radiation emission (Cutler 2002).
These earlier works did not compute the structure of the magnetic ﬁeld in detail.
Here, we have paid closer attention to the requirements of hydrostatic balance
and stability. The assumption of a barotropic equation of state, p = p(ρ), which
ought to apply to a cold neutron star, severely constrains the structure of the203
toroidal ﬁeld. Similar restrictions have been known for a long time for normal
conductors (e.g. Prendergast 1956; Monaghan 1965). The restrictions arise be-
cause the magnetic acceleration must be a total gradient in hydrostatic balance.
Under the assumption that the magnetic free energy F is a function of (matter or
baryon) density ρ and magnetic induction B, we ﬁnd that, for toroidal ﬁelds, we
must require (eq.5–15),
B(r,θ) ∝ ρr sinθf(Hrsinθ) , (5–213)
where f is an arbitrary function. Given this function, and F(ρ,B), we can compute
H(ρ,B) = 4π∂F/∂B (eq.5–2). Eq.5–213 is then an implicit equation that can be
used to ﬁnd B(r,θ) (assuming axisymmetry). Similar constraints can be derived
for poloidal magnetic ﬁelds, but are more complicated since the ﬁeld direction must
be solved for (e.g. Roberts 1981 for superconducting, uniform density stars; we
will consider superconducting, barotropic stars in a subsequent chapter).
Our calculations have concentrated on neutron stars with a strongly type II
regime where H is independent of B; our models allow for as many as two nor-
mal regimes interior or exterior to the superconductor. The main result of these
calculations is eq.5–79 for the magnetic distortion,
ǫ = 0.945 × 10
−9
 
φ2(R⋆)
Ψo
  
Hc
1015 G
  
Bo
1012 G
  
R⋆
10km
 4  
M⋆
1.4M⊙
 −2
(5–214)
with φ2(R⋆)/Ψo ≈ −2 in all cases, as is summarized in table 5.1. These results
were computed for an equation of state p = κρ2 and H ∝ ρ (e.g. Easson & Pethick
1977). Calculations can be done in a similar way for other p(ρ) and H(ρ,B).
Although we have separated the star into strongly type II and normal sectors
for computing the deformations due to a toroidal ﬁeld, we have noted that this as-
sumption, while mathematically well deﬁned, leads to sudden jumps in density and204
magnetic induction at the boundaries of the superconductor. In eﬀect, we have as-
sumed that the magnetic free energy changes discontinuously from F = H(ρ)B/4π
in the type II superconductor to F = B2/8π in the normal conductor. However,
our formalism can be applied more generally to F(ρ,B) that varies smoothly from
type II to normal, probably with intermediate domains of type I superconductivity.
Such models ought to be free of discontinuities in ρ and B, but will still have rapid
variations in radially thin domains. In particular, we expect magnetic stresses
to be approximately continuous across boundaries, so the magnetic induction Bn
in the normal regions will be larger than the induction Bs in the superconduc-
tor, Bn ∼ (HBs)1/2 ≫ Bs. Strong toroidal ﬁelds Bn ∼ 1013.5 G (corresponding
to H ∼ 1015G and Bs ∼ 1012 G) are needed for large distortions; toroidal ﬁelds
Bn ∼ 1012 G imply Bs ∼ 109 G and therefore will lead to ǫ ∼ 10−12. We have post-
poned considering models with realistic F(ρ,B), which would be more intricate
mathematically, to later work.
A toroidal ﬁeld can be produced as a result of the winding up of the magnetic
ﬁeld early in the history of a neutron star (Thompson & Duncan 2001). The
resulting ﬁeld could be stronger than 1012 G. When the star has cooled down
suﬃciently, the superconducting shell forms. This would produce a large stress
within the superconductor and the star would become dynamically unstable. This,
in turn, would lead to a lowering of the induction inside the superconductor until
stability can be restored. In equilibrium, the stresses within the superconductor
and the normal regions will be comparable. In other words, the amplitude of the
magnetic stress may be ﬁxed by the original ampliﬁcation of the toroidal ﬁeld. The
superconductor adjusts to the requirement of approximately continuous stress by
lowering Bs. In this sense, the superconductor doesn’t really amplify the stress.205
Magnetic ﬁelds not only need to be in magnetohydrostatic equilibrium, but
they must also be stable with respect to perturbations. We have derived stability
criteria from an energy principle for generic F(ρ,B). This is more general than the
treatment of Roberts (1981), who assumed H ∝ ρ, and it also includes the normal
case treated previously by Tayler (1973) as the special case H = B. In a completely
type II superconducting star with H ∝ ρ and B ∝ sin
n θ (eq.5–38), we ﬁnd that
only n = 1 is stable to m = 0 (axisymmetric) perturbations. For m  = 0 all ﬁeld
conﬁgurations in a type II star are prone to the Muzikar–Pethick–Roberts (MPR)
instability, found by Muzikar & Pethick (1981) and Roberts (1981), when B .
1013 G. There is also a minimum wave number for instability, and it is very large:
the MPR instability is a small scale instability. From a linear perturbation analysis
around a uniform background, we ﬁnd that the instability has a length scale ∼
10−4R⋆, where R⋆ is the stellar radius, and a timescale ∼ 103 s. This timescale
is relatively long compared to an Alfv´ en crossing time tA = R⋆(4πρ/HB)1/2 ≈
3.5R6(ρ15/H15B12)1/2 s, but short compared to a typical precession period of the
order of a year. We have also argued that the MPR instability cannot occur for
m = 0 in toroidal ﬁelds: our linear analysis implies zero growth rate for modes
with wave vectors entirely orthogonal to the unperturbed magnetic ﬁeld. Because
of the large wave numbers required for the instability, viscous eﬀects, which cannot
be studied via stability analyses from energy principles, could prevent it from
occurring altogether. Our estimate is that a kinematic viscosity of ∼ 10−100cm2/s
would be enough to shut oﬀ the instability; this value is smaller than most estimates
of the kinematic viscosity in neutron star matter (Andersson et al. 2005).
We ﬁnd that normal toroidal ﬁelds with B ∝ sin
n/2 θ (eq.5–45) are unstable
for m = 1. Poloidal ﬁelds may help stabilize the stellar magnetic ﬁeld, as has206
been found for normal conductors (e.g. Tayler 1973; Wright 1973; Braithwaite &
Nordlund 2006). Moreover, the emission from radio pulsars additionally requires
exterior, poloidal ﬁelds. Consequently, we have also considered nearly toroidal
ﬁelds in which the ﬁeld direction is ˆ φ + ε, where ε ⊥ ˆ φ and |ε| ≪ 1. Here, too,
the form of ε is not completely arbitrary: to maintain hydrostatic balance and
eliminate toroidal forces, we ﬁnd the requirement (eq.5–205),
ε =
H2
ρ
∇˜ λ(Hrsinθ) × ˆ φ , (5–215)
where ˜ λ is an arbitrary function. We derived eq.5–215 for type II regimes, but it
holds elsewhere (in particular, in normal regions). We have seen, though, that when
we assume discontinuous transitions in the magnetic free energy between type II
and normal regions, there are discontinuities in the rφ component of the magnetic
stress tensor, implying a surface toroidal force. A more complete treatment with
continuously varying F(ρ,B) would not have such surface forces since eq.5–215
would then guarantee vanishing toroidal forces everywhere.
The results found here can be applied directly to precession of neutron stars.
For ﬂuid stars, Spitzer (1958) argued that precession is inevitable if the magnetic
and rotational axes are misaligned; Mestel & Takhar (1972) showed that the star
precesses about its magnetic symmetry axis with a period Pp = P⋆/3ǫmag cosχ
where χ is the misalignment angle. For a radio pulsar, there would be no eﬀect
on the arrival times of pulses if the pulsar beam is along the magnetic axis of
the star. Wasserman (2003) showed that crustal distortions with a symmetry
axis that is also misaligned with the magnetic axis would lead to periodically
varying timing residuals. For PSR B1828–11, spindown can enhance the eﬀect
considerably, and the data can be accounted for with B ∼ 1012−13 G, χ ∼ 1rad,
and a modest permanent crustal distortion ∼ 0.01 times the magnetic distortion.207
(Perhaps fortuitously, this is close to the crustal distortion found by Cutler et
al. 2003 for relaxation near the actual rotation frequency of PSR B1828–11.) The
model favors prolate ﬁgures (see also Akg¨ un et al. 2006), as would be expected from
(predominantly) toroidal ﬁelds. Why the magnetic and spin axes are misaligned
remains unexplained. Moreover, the eﬀects of the slow, time variable ﬂuid motions
that would be required in such a model (e.g. Mestel & Takhar 1972; Mestel et al.
1981; Nittmann & Wood 1981) have yet to be computed.Chapter 6
Poloidal Fields
6.1 Introduction
In this chapter, we will consider poloidal ﬁelds in a type II superconducting
medium. Let the magnetic ﬁeld be along a direction ˆ T(r,θ) which is simply the
tangent of the ﬁeld lines. The magnitude of the magnetic ﬁeld is a known function
of radius H(r), determined by the microphysics of the system, while the mag-
netic induction B(r,θ) is unknown. In other words, we have H = H(r) ˆ T and
B = B(r,θ) ˆ T. The requirement that the magnetic force be a total gradient of a
potential can be expressed as (eq.5–12),
∇ ×
 
J × B
cρ
 
= 0 . (6–1)
The current for an axisymmetric, poloidal ﬁeld is along the ˆ φ direction, and is
given through,
4πJ
c
= ∇ × H = ˆ φJ(r,θ) , (6–2)
where, we deﬁne,
J(r,θ) =
 
H
′ +
H
r
 
Tθ + H∂rTθ −
H
r
∂θTr . (6–3)
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Carrying out the cross-products, and using the fact that ∇   B = 0, it is readily
veriﬁed that eq.6–1 reduces to the equation,
ˆ T   ∇
 
J
ρrsinθ
 
= 0 . (6–4)
In general, we want to determine the components of the unit vector ˆ T. Symmetry
considerations require that Tθ(r,0) = 0, i.e. at the poles the ﬁeld lines must be
purely radial, ˆ T(r,0) = ˆ r. In the absence of equatorial current sheets we must
also have Tr(r,π/2) = 0, i.e. the ﬁeld lines must be perpendicular to the equator,
ˆ T(r,π/2) = −ˆ θ; the minus sign follows from our convention of up and down.
In passing, we note that any radial ﬁeld, i.e. one for which Tr = 1 and Tθ = 0,
is a trivial solution of the above equations, since J = 0. Obviously, the ﬁeld cannot
be radial everywhere, in particular, near the equator.
In the following sections we will derive the equations for magnetic ﬁeld lines,
that can then be computed numerically. Our treatment is more general than that
outlined by Roberts (1981).
6.2 Vectors Associated with a Curve
Here we will review some general geometrical concepts related to a curve in three
dimensions, which will be useful later when we consider the magnetic ﬁeld lines.
Let the curve be given through its position vector r. The tangent to the curve is
found by diﬀerentiation of the position vector with respect to the arc length,
ˆ T =
dr
ds
= ˆ T   ∇r . (6–5)
If the curve is conﬁned to a plane, which will be true for the ﬁeld lines due to
azimuthal symmetry, and taking this plane to be the xz plane, the tangent vector210
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Figure 6–1: Tangent and normal vectors for a curve in the xz plane. The binormal
vector ˆ B = ˆ T × ˆ N is constant and is in the ˆ φ direction (into the page) for this
case.
becomes, in terms of polar coordinates deﬁned by x = r sinθ and z = rcosθ (see
ﬁg.6–1),
ˆ T =
ˆ r + (rdθ/dr)ˆ θ
 
1 + (rdθ/dr)2 . (6–6)
We have explicitly assumed that the curve can be expressed as a relation of the
form θ = θ(r). We could have just as well taken r = r(θ). More importantly, we
have assumed that the radial part of the tangent vector is always non-negative.
This is true as along as dr is non-negative along a curve, which is likely to hold for
magnetic ﬁeld lines in the ﬁrst quadrant, but not in general. The normal vector to
the curve is deﬁned through,
κ ˆ N =
d ˆ T
ds
= ˆ T   ∇ ˆ T , (6–7)
where κ is the curvature (and 1/κ is the radius of curvature) and is always non-
negative, κ > 0. Note that, in general, the derivatives of the base vectors need to be211
taken into account as well. With that in mind, we ﬁnd, for the polar coordinates,1
ˆ N =
−(rdθ/dr)ˆ r + ˆ θ
 
1 + (rdθ/dr)2 and κ =
d(rdθ/dr)/dr
[1 + (rdθ/dr)2]3/2 +
dθ/dr
 
1 + (rdθ/dr)2 .(6–8)
The binormal vector ˆ B = ˆ T × ˆ N is deﬁned so that the three vectors form an or-
thogonal triad. For the special case considered above we have ˆ B = ˆ φ. The general
relations between the three vectors are known as the Serret-Frenet formulas, and
can be summarized as,
d
ds


 


ˆ T
ˆ N
ˆ B


 


=


 


0 κ 0
−κ 0 τ
0 −τ 0


 




 


ˆ T
ˆ N
ˆ B


 


(6–9)
τ is the so-called torsion. A curve with non-zero curvature is planar if and only if
τ = 0.
6.3 Magnetic Field Lines
In terms of the vectors deﬁned in the previous section, the magnetic induction and
magnetic ﬁeld in a type II superconductor are given through B = B(r,θ) ˆ T and
H = H(r) ˆ T, respectively. The current is given by eq.6–2,
J(r,θ) = ˆ φ   ∇ × H = ˆ φ   ∇H × ˆ T + H ˆ φ   ∇ × ˆ T . (6–10)
Using the fact that ˆ φ is the binormal vector, the ﬁrst term can be rewritten as,
ˆ φ   ∇H × ˆ T = − ˆ N   ∇H = −NrH
′ . (6–11)
On the other hand, the second term becomes, using κNk = Tj∇jTk (eq.6–7) and
TkTk = 1,
ˆ φ   ∇ × ˆ T = ǫijkǫilmTlNm∇jTk = TjNk∇jTk − TkNj∇jTk = κ . (6–12)
1It’s easy to verify that the curvature gives the correct results for a straight
line, r sinθ = b, and an oﬀ-center circle, r2 + a2 − 2ar cosθ = R2.212
As was previously discussed, the requirement that the magnetic force be a total
gradient reduces to (eq.6–4),
ˆ T   ∇
 
J
ρrsinθ
 
= 0 . (6–13)
From this it follows that along a ﬁeld line we must have,
J
ρrsinθ
= Q , constant. (6–14)
Using eq.6–10 we thus obtain an equation for the ﬁeld lines,
J = κH − NrH
′ = Qρr sinθ . (6–15)
We will regard Q as a free parameter for each line, and solve for the ﬁeld lines
from this equation.
Let’s deﬁne a new dimensionless variable through dy = −dr/r, so that y =
−ln(r/R) or r = Re−y, where we choose R to be the stellar radius. By this deﬁni-
tion, the variable y remains always positive throughout the star and monotonically
decreases from ∞ at the center to 0 at the surface. In terms of the dimensionless
variable x = r/ro = πr/R we have, x = πe−y. Using the deﬁnitions of κ and Nr
from eq.6–8, we can rewrite the equation for the ﬁeld lines as,
d2θ/dy2
[1 + (dθ/dy)2]3/2 +
(h − 1)dθ/dy
 
1 + (dθ/dy)2 =
QR2ρe−2y sinθ
H
, (6–16)
where,
h =
dlnH
dy
. (6–17)
This equation determines the function θ(r) for the ﬁeld lines inside the supercon-
ductor. Note that it only works because H(r) is a known function, and in general,
for a normal ﬂuid where the magnitude of the ﬁeld is unknown, we cannot repeat213
this procedure. The equation can be reduced to a set of ﬁrst order non-linear
equations by deﬁning,
ζ =
e−yHdθ/dy
 
1 + (dθ/dy)2 , (6–18)
in terms of which we get,
dζ
dy
= QR
2ρe
−3y sinθ and
dθ
dy
=
ζey/H
 
1 − (ζey/H)2 . (6–19)
When Q is zero ζ is constant and we get a ﬁrst order diﬀerential equation. The
value of Q is restricted by the requirement that |ζ| 6 e−yH, which needs to be sat-
isﬁed everywhere inside the superconducting shell. When ζ is zero, dθ/dy vanishes
and the ﬁeld becomes entirely radial.
The equations can be expressed equivalently in terms of the inverse function
r = r(θ). In deriving the above equations we implicitly assumed that dr is non-
negative (see the discussion following eq.6–6), therefore dy = −dr/r is non-positive.
Thus, we get from eq.6–16,
d2y/dθ2
[1 + (dy/dθ)2]3/2 +
1 − h
 
1 + (dy/dθ)2 =
QR2ρe−2y sinθ
H
. (6–20)
6.4 Field Lines Crossing the Equator Within the Super-
conductor
Let’s assume that the type II superconducting shell extends between radii rcore
and rcrust, corresponding to ycore and ycrust. Consider a particular line that crosses
the equator at some point yo within the superconducting shell, ycore > yo > ycrust.
Rescale ζ,
˜ ζ =
ζeyo
H(yo)
, (6–21)214
so that eq.6–19 can be rewritten in a dimensionless form as,
d˜ ζ
dy
= ˜ Q
ρ(y)
ρ(yo)
e
3(yo−y) sinθ and
dθ
dy
=
˜ ζ
 
[eyo−yH(y)/H(yo)]2 − ˜ ζ2
, (6–22)
where each ﬁeld line is deﬁned by the unique constant,
˜ Q =
QR2e−2yoρ(yo)
H(yo)
. (6–23)
At yo we have θ = π/2, and the ﬁeld lines must be perpendicular to the equator,
i.e. dθ/dy → ∞ and ˜ ζ = 1. In order to have real solutions for the ﬁeld lines within
the superconductor, the following condition must be satisﬁed everywhere,
|˜ ζ| 6
eyo−yH(y)
H(yo)
=
xH(x)
xoH(xo)
. (6–24)
In the ﬁrst quadrant, the polar angle θ is restricted to lie in the interval [0,π/2],
so that the sign of d˜ ζ/dy is completely determined by ˜ Q. Since this sign does
not change within the shell, ˜ ζ is a monotonic function of x. In particular, it is
increasing (i.e. d˜ ζ/dx > 0) when ˜ Q < 0, and vice versa. The function xH(x)
vanishes at the center and at the surface, and has a peak at some intermediate
point xmax (see ﬁg.6–2). Consider the ﬁeld line that crosses the equator at a point
xo = πe−yo. There are two possibilities depending on the position of this point with
respect to the maximum of the function xH(x). If xo < xmax then the function
xH(x) is initially increasing with x, therefore it is possible to ﬁnd constant or
increasing functions ˜ ζ that satisfy the above inequality, corresponding to ˜ Q 6 0,
as long as the function xH(x) does not fall below its value at xo within the rest of
the shell, i.e. as long as xoH(xo) 6 bH(b). Otherwise, only decreasing functions ˜ ζ
can satisfy the inequality, implying that ˜ Q > 0. On the other hand, if xo > xmax
then only decreasing functions work.215
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Figure 6–2: Left: Proﬁle of the function x ˜ H. The superconducting shell lies
between x = a and x = b, and the surface is at x = π. The function vanishes
both at the center and at the surface. Right: Illustration of the condition that
must be satisﬁed by ˜ ζ in order to have real solutions for the ﬁeld lines within
the superconductor (eq.6–24). The function ˜ ζ is monotonic and can only have
values within the region enveloped by the two dashed lines. The dashed lines
correspond to certain choices for the constant ˜ Q. More precisely, the upper dashed
line corresponds to the smallest value of the constant, ˜ Qmin, and the lower dashed
line corresponds to the largest value, ˜ Qmax, both of which are positive for the case
shown when ˜ ζ is monotonically decreasing.
There is a unique function ˜ ζ corresponding to a unique value of the constant ˜ Q,
when the condition in eq.6–24 is satisﬁed. We next prove that these functions never
cross, and more importantly, the function corresponding to the smaller constant
will be always larger than the one corresponding to the larger constant. In other
words, if ˜ ζA is the function for ˜ QA, and similarly ˜ ζB is for ˜ QB, then,
˜ QA > ˜ QB ⇐⇒ ˜ ζA < ˜ ζB . (6–25)
To verify this statement, ﬁrst consider two ﬁeld lines A and B for which the216
function ˜ ζ is always non-negative, and assume without loss of generality that ˜ QA >
˜ QB. Both lines are otherwise identical, and start with ˜ ζ = 1 and θ = π/2. It follows
from eq.6–22 that ˜ ζ for line A drops faster with x, and therefore θ for the same line
decreases slower, which simply reinforces the ﬁrst statement that ˜ ζ drops faster.
Thus, at any point along line A, ˜ ζ is smaller than for line B, and the functions ˜ ζ
for the two lines never cross.
Next, consider two ﬁeld lines labeled A and B, that cross the ˜ ζ = 0 axis and
correspond to constants ˜ QA > ˜ QB. The two lines both start from ˜ ζ = 1 and
θ = π/2, but because line A has a steeper ˜ ζ it also has a ﬂatter θ. This means
that line B sweeps through a larger angle, and takes a longer path to get to the
point where ˜ ζ = 0. Up to that point the lines cannot cross. Once both lines have
negative ˜ ζ, line A has a more steeply increasing θ. It thus follows that line A will
always have a larger θ at any given point along the line, and therefore a smaller ˜ ζ.
In other words, these lines will never cross. Q.E.D.
The implication is that the real solutions of ˜ ζ lie within an envelope outlined
by the smallest and largest values of the constant ˜ Q (see ﬁg.6–2), and this constant
can have any value in this interval.
To avoid the divergence of dθ/dy, we expand near the equator in the small217
quantities ∆ = yo − y and δ = π/2 − θ,
ρ(y) = ρ(yo) + ρ
′(yo)(y − yo) +
1
2
ρ
′′(yo)(y − yo)
2 + ...
= ρ(yo)
 
1 − ρ1∆ +
1
2
ρ2∆
2 + ...
 
H(y) = H(yo) + H
′(yo)(y − yo) +
1
2
H
′′(yo)(y − yo)
2 + ...
= H(yo)
 
1 − H1∆ +
1
2
H2∆
2 + ...
 
en∆ = 1 + n∆ +
1
2
n
2∆
2 + ...
sinθ = 1 −
1
2
δ
2 + ...
(6–26)
Substituting these expansions into eqs.6–22 we ﬁnd that,
˜ ζ = 1 + k1∆ + k2∆
2 + ...
δ = d1∆
1/2 + d2∆
3/2 + ...
(6–27)
where,
k1 = − ˜ Q
d1 =
 
2
1 − H1 + ˜ Q
k2 = −
˜ Q
2
 
3 − ρ1 −
1
1 − H1 + ˜ Q
 
d2 =
−3 ˜ Q2 − ˜ Q(7 − ρ1 − 4H1) − 2 − H2 + 4H1 − H2
1
3[2(1 − H1 + ˜ Q)]3/2 +
2 ˜ Q
3[2(1 − H1 + ˜ Q)]5/2
These expansions allow us to move slightly away from the equator, and can be used
as a good approximation for a thin shell and when the ﬁeld lines remain fairly close
to the equator. From these equations it immediately follows that we must have
˜ Q > H1 − 1. Denoting xo = πe−yo, we have,
ρ1 =
ρ′(yo)
ρ(yo)
= 1 − xo cotxo and H1 =
H′(yo)
H(yo)
= σρ1 . (6–28)218
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Figure 6–3: Poloidal magnetic ﬁeld lines in a type II superconductor. The core
has a radius of x/π = 0.9, and the surface is at x/π = 1. The magnetic ﬁeld
inside the superconducting core is taken to be proportional to density, H ∝ ρ.
The lines shown here have been chosen so that they are precisely radial (i.e. ˜ ζ = 0)
at the core boundary. This ensures that the magnetic ﬁeld outside the core can
be signiﬁcantly weaker than the ﬁeld inside. The quantity Q deﬁned in eq.6–14 is
constant for each line, and is plotted as a function of the equatorial foot points of
the ﬁeld lines, xo (in units of Hc/ro
2ρc).
1/2
3/8
1/4
1/8
0
 0  0.3  0.6  0.9
θ
/
π
x/π
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.3  0.6  0.9
ζ
˜
x/π
Figure 6–4: Functions θ and ˜ ζ for the ﬁeld lines shown in ﬁg.6–3.219
ρ1 is a monotonically increasing function of xo in the interval [0,π], with a lowest
value of zero at the center.
We solve the equations numerically for a completely superconducting ﬂuid core
of radius xc = 0.9π. The magnetic ﬁeld is assumed to be proportional to density,
H = Hcρ/ρc, where Hc and ρc refer to the central ﬁeld strength and density, re-
spectively. The constant Q is chosen such that the ﬁeld becomes precisely radial at
the core boundary. This ensures that the magnetic ﬁeld inside the superconducting
core can be much larger than the magnetic ﬁeld outside. Otherwise, the bound-
ary conditions on the magnetic ﬁeld would require the presence of a substantial
tangential component just outside the core. The resulting ﬁeld pattern is shown
in ﬁg.6–3 and the functions θ and ˜ ζ are plotted in ﬁg.6–4. We next address the
problem of determining the magnitude of the magnetic induction.
6.5 Magnetic Induction and Potential
The magnetic ﬁeld is a divergenceless ﬁeld and is completely analogous to an
incompressible ﬂuid. Therefore, in complete analogy, one can deﬁne a stream
function Ψ(r,θ), in terms of which the magnetic ﬁeld can be expressed as,
B =
∂θΨ
r2 sinθ
ˆ r −
∂rΨ
r sinθ
ˆ θ . (6–29)
It is easy to verify that the equation ∇   B = 0 is automatically satisﬁed. Since
the magnetic ﬁeld is tangent to the ﬁeld lines (which are analogous to the stream
lines in a ﬂuid), we have,
Bθ
Br
=
rdθ
dr
whence it follows that, ∂rΨdr + ∂θΨdθ = dΨ = 0 , (6–30)
i.e. the stream function is constant along a ﬁeld line. Thus, each ﬁeld line is given
through a function of the form Ψ(r,θ) = constant, which can also be expressed220
as θ = θ(r). For a dipolar magnetic ﬁeld (eq.4–29) the stream function is given
through,
Ψ(r,θ) =
1
2
f(r)r
2sin
2 θ . (6–31)
When f(r) = Bo is constant the magnetic ﬁeld is uniform along the z direction,
B = Boˆ z. In this case it is obvious that the stream function is related to the total
magnetic ﬂux, Ψ ∝ ABo = NΦo, where A is the area, N is the number of ﬁeld
lines and Φo is the magnetic ﬂux of a ﬁeld line.
Assume that we already have determined the ﬁeld lines through the proce-
dure outlined in the previous section. Then, if we deﬁne the function Ψ(r,θ) at
some surface, for instance the equator or the crust-core boundary, then the stream
function will have been determined everywhere inside the superconductor. More
precisely, if we have solved for a number of ﬁeld lines numerically, we can construct
a grid of values for Ψ(r,θ) by deﬁning the constant value of Ψ for each line. We
can then proceed to calculate the magnetic induction. We can rewrite eq.6–29 as,
B = B(r,θ) ˆ T =
∇Ψ × ˆ φ
rsinθ
. (6–32)
Making use of the axial symmetry, ∇Ψ can be decomposed into its components
along the tangential vector ˆ T and the normal vector ˆ N. However, since Ψ(r,θ) is
constant along the ﬁeld lines the tangential component vanishes,
ˆ T   ∇Ψ = 0 so that, ∇Ψ = ( ˆ N   ∇Ψ) ˆ N . (6–33)
Therefore, the magnitude of the magnetic induction is simply found as, using
ˆ N × ˆ φ = ˆ T,
B(r,θ) =
ˆ N   ∇Ψ
rsinθ
. (6–34)221
Along the equator ˆ N = ˆ r, so that we have,
B(r,π/2) =
1
r
dΨ
dr
. (6–35)
Obviously, Ψ should be chosen so that B remains ﬁnite at the center of the star.
Another potentially problematic point is where the core boundary intersects the
equator. There is a ﬁeld line that originates at this point and is also tangent to the
boundary. If at this point B is large, it will also be large in a small region around
the equator outside the core. This can be avoided by choosing the stream function
such that B will decrease smoothly to zero along the equator as we approach the
core boundary. A simple function that achieves this is,
Ψ(x,π/2) = Boro
2(xc
2x
2/2 − x
4/4) , (6–36)
where xc is the core radius.
Next, we want to ﬁnd the magnetic potential ψmag = ψI + ψII (eq.5–10). To
do that, we ﬁrst need to compute the potential ψI deﬁned through eq.5–11. Using
eqs.6–2, 6–14 and 6–34, we get,
4πJ × B
cρ
=
J ˆ φ × B
ρ
= (Q ˆ N   ∇Ψ) ˆ N = −4π∇ψI . (6–37)
Note that ψI is also constant along the ﬁeld lines since ˆ T   ∇ψI = 0. In other
words, the ﬁeld lines are contours of constant ψI (see ﬁg.6–5). The potential can
be found as,
4π ˆ N   ∇ψI = −Q ˆ N   ∇Ψ or, equivalently 4πdψI = −QdΨ . (6–38)
We thus get,
ψI = −
1
4π
 
Q(Ψ)dΨ = −
1
4π
  xo
0
Q(xo)
dΨ(xo)
dxo
dxo . (6–39)222
The second term in the magnetic potential (eq.5–11) can be written as,
ψII =
 
∂Fmag
∂ρ
 
B
=
B
4π
dH
dρ
. (6–40)
We can then expand the total magnetic potential ψmag = ψI + ψII in spherical
harmonics Yℓ(θ) (or Legendre polynomials Pℓ(cosθ), since the two are proportional
when m = 0),
ψmag(r,θ) =
 
ℓ=0
ψℓ(r)Yℓ(θ) , (6–41)
where,
ψℓ(r) = 2π
  1
−1
ψmag(r,θ)Yℓ(θ)d(cosθ) . (6–42)
Since the magnetic ﬁeld is symmetric with respect to the equator only even ℓ
terms remain in the expansion (see ﬁg.6–6). Note that we can add an arbitrary
constant to the magnetic potential, which will only appear in the ℓ = 0 term of
the expansion. This constant has no physical signiﬁcance and can be incorporated
into Bernoulli’s constant which appears in the gravitational potential perturbation.
Therefore, it can be dropped without loss of generality.
6.6 Density and Gravitational Potential Perturbations
The gravitational potential perturbation is given through the perturbed Poisson’s
equation (eq.4–26). Expanding all quantities in spherical harmonics, we get, in
terms of the dimensionless radial coordinate x,
1
x2
d
dx
 
x
2dφℓ
dx
 
+
 
1 −
ℓ(ℓ + 1)
x2
 
φℓ = Boδℓ0 − ψℓ , (6–43)
where Bo is Bernoulli’s constant and is present only for ℓ = 0. The solution is
given as the sum of the homogeneous solution φh and a particular solution φp. The223
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Figure 6–5: Constants for ﬁeld lines. The quantity Q from eq.6–14 (in units of
Hc/ro
2ρc), the potential ψI deﬁned in eq.6–39 (in units of HcBo/ρc), and the stream
function Ψ (in units of Boro
2) are constant for each line, and are plotted as functions
of the equatorial foot points of the ﬁeld lines, xo. In other words, the ﬁeld lines
(shown in ﬁg.6–3) are contours of these three quantities. Here, we take the form
given in eq.6–36 for Ψ.
-1
-0.5
 0
 0.5
 1
 0  0.3  0.6  0.9
R
e
s
c
a
l
e
d
 
x
2
ψ
l
(
x
)
x/π
l = 0
l = 2
l = 4
l = 6
l = 8
 0.01
 0.1
 1
 10
 0  10  20  30

ψ
l
(
x
c
)

l
Figure 6–6: Expansion of the magnetic potential into spherical harmonics. On the
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homogeneous solution, obtained by setting the RHS equal to zero, is given in terms
of the Bessel functions of the ﬁrst and second kind, while the particular solution
can be found, for instance, by the method of variation of parameters,
φℓ = φh + φp where

  
  
φh = Cℓjℓ(x) + Dℓyℓ(x)
φp = Eℓ(x)jℓ(x) + Fℓ(x)yℓ(x) + Boδℓ0
(6–44)
The coeﬃcients in the particular solution are given as,
Eℓ(x) =
  x
0
t
2ψℓ(t)yℓ(t)dt and Fℓ(x) = −
  x
0
t
2ψℓ(t)jℓ(t)dt , (6–45)
as was shown previously in §4.3. Note that we can add or subtract any constant
from Eℓ and Fℓ, or equivalently, we can adjust the integration boundaries, which
amounts to redeﬁning the constants Cℓ and Dℓ in the homogeneous solution. In the
present case, this becomes necessary in order to avoid divergences, as we discuss
next.
The gravitational force (i.e. the gradient of the gravitational potential) must
vanish at the center of the star, which implies that,
φℓ → (constant)δℓ0 + O(x
2) as x → 0 . (6–46)
In the same limit, we have yℓ → O(x−ℓ−1) and jℓ → O(xℓ). Depending on how
ψℓ behaves near the center, it can be shown that Fℓ → O(xℓ+3) at least, so that
yℓFℓ → O(x2) as required. Since yℓ diverges, it cannot have a constant coeﬃcient,
and it follows that Dℓ = 0 for all ℓ. On the other hand, the integral of yℓ diverges
near the origin so that we need to redeﬁne Eℓ. We do that by rewriting the integral
  x
0 as the sum
  xc
0 −
  xc
x and absorbing the ﬁrst term into the deﬁnition of Cℓ. Here
we choose xc to be the radius of the core. It can easily be shown that the second
term has the correct limiting behavior near the origin, jℓEℓ → O(x2). Thus, the225
solution is given as,
φℓ(x) = [Cℓ + Eℓ(x)]jℓ(x) + Fℓ(x)yℓ(x) + Boδℓ0 , (6–47)
where we now have,
Eℓ(x) = −
  xc
x
t
2ψℓ(t)yℓ(t)dt and Fℓ(x) = −
  x
0
t
2ψℓ(t)jℓ(t)dt . (6–48)
The gravitational potential and its derivative must be continuous at the core
boundary, xc. Since Eℓ(xc) = 0, we simply have,
φp(xc) = yℓ(xc)Fℓ(xc) and φ
′
p(xc) = y
′
ℓ(xc)Fℓ(xc) , (6–49)
which is all we need to know in order to determine the perturbations outside the
core. As usual, the constants Cℓ and Bo are to be determined from the boundary
conditions on the gravitational potential at the surface of the star (see §4.2 for
a discussion; §4.3 examines the case of the completely ﬂuid star). The density
perturbation ρℓ is then given as (see eq.4–24),
2κρℓ = Boδℓ0 − φℓ − ψℓ . (6–50)
Note once again that Bernoulli’s constant cancels out exactly in the density per-
turbation.
The magnetic ﬁeld in the crust is much smaller in magnitude than the magnetic
ﬁeld inside the superconducting core since H/B ≫ 1. In particular, the magnetic
force in the crust is proportional to B2, and therefore it is negligible compared to
the force inside the superconductor which is proportional to HB. In other words,
we can now treat the crust as force-free, and the perturbations inside the crust are
determined entirely by the boundary conditions.226
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Figure 6–7: Gravitational potential perturbation for the completely ﬂuid star with
a type II core, for the ﬁrst ﬁve ℓ. The functions are rescaled by the largest mag-
nitude of the potential within the star, φmax, which is plotted on the right as a
function of ℓ (in units of HcBo/ρc). Note that the potential for ℓ = 0 vanishes at
the surface of the star as required by the boundary conditions. Also note that the
amplitude of the potential decreases rapidly with large ℓ. The magnetic potential
used to calculate the gravitational potential perturbations is the same as in ﬁg.6–6.
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Figure 6–8: Density perturbation for the completely ﬂuid star with a type II core.227
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Figure 6–9: Density jump at the core boundary for the completely ﬂuid star with
a type II core as a function of the polar angle. δρsc is the density perturbation
of the superconductor at the core boundary, and δρn is that of the normal ﬂuid.
The plot is a sum over ℓ up to N. The density perturbation is plotted in units of
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6.7 Completely Fluid Star with a Superconducting Core
The gravitational potential perturbation inside a ﬂuid is given through the per-
turbed Poisson’s equation (eq.6–43). We will label the gravitational potential
perturbation inside the normal region by φn and inside the superconducting core
by φs, where subscripts of ℓ are implicit. Since we neglect the magnetic potential
inside the normal region, φn is just the homogeneous solution of Poisson’s equation,
while φs is given through eq.6–47,
φn(x) = Aℓjℓ(x) + Bℓyℓ(x) + Boδℓ0
φs(x) = [Cℓ + Eℓ(x)]jℓ(x) + Fℓ(x)yℓ(x) + Boδℓ0
(6–51)228
Note that Bernoulli’s constant is the same in both regions. This can be justiﬁed
by considering the whole star as a single region in which the magnetic potential is
turned oﬀ (gradually or abruptly) at some radius. Then, there is only one equation
for the whole system, and therefore only one such constant.
The four unknown constants Aℓ, Bℓ, Cℓ and Bo are to be determined from
the boundary conditions at the core radius xc and at the surface of the star. As
discussed in §4.2, at the core radius the gravitational potential perturbation and
its derivative must be continuous, φn(xc) = φs(xc) and φ′
n(xc) = φ′
s(xc), implying
that,
Aℓ = Cℓ and Bℓ = Fℓ(xc) . (6–52)
On the other hand, at the surface of the star (which is located at x = π) we have
the following boundary conditions,
πφ
′
n(π) + (ℓ + 1)φn(π) = 0 for ℓ  = 0
φ
′
n(π) = φn(π) = 0 for ℓ = 0
(6–53)
We thus get,
Aℓ = −Bℓ
πy′
ℓ(π) + (ℓ + 1)yℓ(π)
πj′
ℓ(π) + (ℓ + 1)jℓ(π)
= −Bℓ
yℓ−1(π)
jℓ−1(π)
for ℓ  = 0
A0 = −B0
y′
0(π)
j′
0(π)
and Bo =
B0
π2j′
0(π)
for ℓ = 0
(6–54)
which completely determines the problem. Note that the ratio Aℓ/Bℓ becomes
extremely large for large ℓ (for ℓ = 30 this ratio is of the order ∼ 1050).APPENDIX
A Bessel Functions
Bessel functions of the ﬁrst kind Jν(x) are deﬁned as the solutions of the Bessel
diﬀerential equation,
x
2y
′′ + xy
′ + (x
2 − ν
2)y = 0 . (A–1)
Bessel functions can be expressed as a sum,
Jν(x) =
∞  
k=0
(−1)
k (x/2)2k+ν
k !Γ(ν + k + 1)
, (A–2)
or as an integral,
Jν(x) =
1
π
  π
0
cos(θν − xsinθ)dθ . (A–3)
Some important relations involving Bessel functions are,
J−ν(x) = (−1)νJν(x)
2νJν(x) = xJν−1(x) + xJν+1(x)
2J′
ν(x) = Jν−1(x) − Jν+1(x)
(A–4)
Some integrals involving Bessel functions are,
  ∞
0
Jν(x)dx = 1
 
x
ν+1Jν(x)dx = x
ν+1Jν+1(x)
(A–5)
Modiﬁed Bessel functions are deﬁned as,
Iν(x) = i
−νJν(ix) . (A–6)
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Figure A: Bessel functions and spherical Bessel functions for n = 0, 1, 2, and 3.
Bessel functions of the second kind (also called Neumann functions) are deﬁned
as,
Yν(x) =
Jν(x)cos(νπ) − J−ν(x)
sin(νπ)
. (A–7)
Jν(x) and J−ν(x) are linearly independent when ν is not an integer. On the other
hand, Jν(x) and Yν(x) are always independent, so the general solution of the Bessel
equation can be expressed as a linear combination of the two functions,
y(x) = AJν(x) + BYν(x) . (A–8)
Bessel functions of the second kind diverge at the origin (see ﬁg.A).
A related set of functions are the spherical Bessel functions jν(x), which are
solutions of the spherical Bessel diﬀerential equation,
x
2y
′′ + 2xy
′ + [k
2x
2 − ℓ(ℓ + 1)]y = 0 , (A–9)
and are encountered in the solution of the Helmholtz equation in spherical coor-
dinates. The solution of this diﬀerential equation is of the form Jℓ+1/2(kx)x−1/2.231
Consequently, the spherical Bessel functions of the ﬁrst and second kind are deﬁned
through,
jℓ(x) =
 
π
2x
Jℓ+1/2(x) = (−x)
ℓ
 
1
x
d
dx
 ℓ sinx
x
yℓ(x) =
 
π
2x
Yℓ+1/2(x) = −(−x)
ℓ
 
1
x
d
dx
 ℓ cosx
x
= (−1)
ℓ+1j−ℓ−1(x)
(A–10)
The ﬁrst few spherical Bessel functions are,
j0(x) =
sinx
x
y0(x) = −
cosx
x
j1(x) = −
cosx
x
+
sinx
x2 y1(x) = −
sinx
x
−
cosx
x2
j2(x) = −
sinx
x
−
3cosx
x2 +
3sinx
x3 y2(x) =
cosx
x
−
3sinx
x2 −
3cosx
x3
(A–11)
Some useful relations are,
xfℓ−1(x) + xfℓ+1(x) = (2ℓ + 1)fℓ(x)
jℓ(x)yℓ−1(x) − jℓ−1(x)yℓ(x) = x
−2
jℓ+1(x)yℓ−1(x) − jℓ−1(x)yℓ+1(x) = (2ℓ + 1)x
−3
jℓ(x)yℓ
′(x) − jℓ
′(x)yℓ(x) = x
−2
(2ℓ + 1)fℓ
′(x) = ℓfℓ−1(x) − (ℓ + 1)fℓ+1(x)
xfℓ
′(x) = xfℓ−1(x) − (ℓ + 1)fℓ(x)
(A–12)
where the notation fℓ stands for either jℓ or yℓ.
In reality, the deﬁnition of spherical Bessel functions is numerically inconve-
nient. The amplitude of jn becomes exceedingly small for large n, while yn becomes
extremely large. That can pose signiﬁcant diﬃculties for precision for n & 10 or
so. The limiting values as x → 0 are (Abramowitz & Stegun 1972),1
jn(x) →
xn
(2n + 1)!!
and yn(x) → −
(2n − 1)!!
xn+1 . (A–13)
1Note that, by deﬁnition (−1)!! = 0!! = 1.232
It may therefore be convenient to deﬁne the following rescaled spherical Bessel
functions,
˜ jn(x) = jn(x)(2n + 1)!! and ˜ yn(x) = yn(x)/(2n − 1)!! (A–14)
B Legendre Polynomials
Legendre polynomials, Pn(x) are solutions of the Legendre diﬀerential equation,
(1 − x
2)y
′′ − 2xy
′ + n(n + 1)y = 0 , (B–1)
or, equivalently, letting x = cosθ,
1
sinθ
d
dθ
 
sinθ
dy
dθ
 
+ n(n + 1)y = 0 . (B–2)
They are orthogonal over the interval [−1,1] with a weighing function 1,
  1
−1
Pm(x)Pn(x)dx =
2
2n + 1
δmn . (B–3)
The Rodrigues representation for the polynomials is,
Pn(x) =
1
2nn!
dn
dxn(x
2 − 1)
n . (B–4)
A generating function for the Legendre polynomials is,
g(t,x) = (1 − 2xt + t
2)
−1/2 =
∞  
n=0
Pn(x)t
n , (B–5)
which allows for the multipole expansion of |r − r′|−1 (see §3.1.5, page 78). The
ﬁrst few Legendre polynomials are,
P0(x) = 1
P1(x) = x
P2(x) = (3x2 − 1)/2
P3(x) = (5x3 − 3x)/2
P4(x) = (35x4 − 30x2 + 3)/8
P5(x) = (63x5 − 70x3 + 15x)/8
(B–6)233
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
P1 (x)
P2 (x)
P3 (x)
P4 (x)
Figure B: Legendre polynomials of the ﬁrst kind.
Note that Pn(1) = 1.
The second independent solution of the Legendre diﬀerential equation is the
so-called Legendre function of the second kind, Qn(x), which is singular at ±1.
Associated Legendre polynomials, Plm(x) are solutions of the associated Legen-
dre diﬀerential equation,
(1 − x
2)y
′′ − 2xy
′ +
 
l(l + 1) −
m2
1 − x2
 
y = 0 , (B–7)
or, for x = cosθ,
1
sinθ
d
dθ
 
sinθ
dy
dθ
 
+
 
l(l + 1) −
m2
sin
2 θ
 
y = 0 . (B–8)
For positive m, they are given in terms of the unassociated polynomials by,
Plm(x) = (−1)
m(1 − x
2)
m/2 dm
dxmPl(x) . (B–9)
Note that the factor (−1)m may be omitted in some conventions. For negative m,234
we have,
Pl,−m(x) = (−1)
m(l − m)!
(l + m)!
Plm(x) . (B–10)
The orthogonality of the polynomials is given through,
  1
−1
Plm(x)Pl′m(x)dx =
2
2l + 1
(l + m)!
(l − m)!
δll′
  1
−1
Plm(x)Plm′(x)
dx
1 − x2 =
(l + m)!
m(l − m)!
δmm′
(B–11)
Legendre polynomials satisfy the following recurrence relation,
(l − m)Plm = (2l − 1)xPl−1,m − (l + m − 1)Pl−2,m . (B–12)
It also follows that,
(x
2 − 1)
dPlm
dx
= lxPlm − (l + m)Pl−1,m , (B–13)
or, equivalently,
dPlm(cosθ)
dθ
=
lcosθPlm − (l + m)Pl−1,m
sinθ
. (B–14)
C Spherical Harmonics
Spherical harmonics are solutions of the spherical harmonic diﬀerential equation,
L
2Ylm(θ,φ) = l(l + 1)Ylm(θ,φ) , (C–1)
where L2 is the angular part of the Laplacian operator ∇2,
L
2 = −
1
sinθ
∂θ(sinθ∂θ) −
1
sin
2 θ
∂
2
φ i.e. ∇
2 =
1
r2 ∂r(r
2 ∂r) −
L2
r2 . (C–2)
The deﬁning diﬀerential equation can be solved by separation of variables,
Ylm(θ,φ) =
 
2l + 1
4π
(l − m)!
(l + m)!
Plm(cosθ)e
imφ . (C–3)235
Here Plm(cosθ) are the associated Legendre polynomials. The normalization con-
stant is chosen so that,
 
Ylm(θ,φ)Y
∗
l′m′(θ,φ)dΩ = δll′δmm′ , (C–4)
where ∗ denotes complex conjugate. Note that,
Yl,−m = (−1)
mY
∗
lm . (C–5)
An arbitrary function g(θ,φ) can be expanded in spherical harmonics,
g(θ,φ) =
∞  
l=0
l  
m=−l
AlmYlm(θ,φ) , (C–6)
where the coeﬃcients are given through,
Alm =
 
dΩY
∗
lm(θ,φ)g(θ,φ) . (C–7)
A vector A can be expanded in vector spherical harmonics through,
A(r,θ,φ) = ˆ rf(r)Yℓm(θ,φ) + g(r)∇Yℓm(θ,φ) + h(r)ˆ r × ∇Yℓm(θ,φ) . (C–8)
Similarly, a tensor is expanded in tensor spherical harmonics (see §4.9.4, page 131).236
The ﬁrst few spherical harmonics for m > 0 are,
l = 0 Y00 =
 
1
4π
l = 1

   
   
Y10 =
 
3
4π
cosθ
Y11 = −
 
3
8π
sinθeiφ
l = 2

        
        
Y20 =
 
5
16π
(3cos2 θ − 1)
Y21 = −
 
15
8π
sinθcosθeiφ
Y22 =
 
15
32π
sin
2 θe2iφ
l = 3

            
            
Y30 =
 
7
16π
(5cos3 θ − 3cosθ)
Y31 = −
 
21
64π
sinθ(5cos2 θ − 1) eiφ
Y32 =
 
105
32π
sin
2 θcosθe2iφ
Y33 = −
 
35
64π
sin
3 θe3iφ
(C–9)
Keeping track of the coeﬃcients in the spherical harmonics is often tedious.
Therefore, we ﬁnd it convenient to work with rescaled spherical harmonics instead,
which we deﬁne through,
ˆ Y00 = 1 , ˆ Y20 = 3cos
2 θ − 1 , ˆ Y21 = sinθcosθe
iφ , ˆ Y22 = sin
2 θe
2iφ ,(C–10)
and so on. The usual spherical harmonics are retrieved as Ylm = βlmˆ Ylm. We will
also often employ the convention of dropping the subscript m when it is zero. Note
the following useful relations,
cos
2 θ =
ˆ Y0 + ˆ Y2
3
, sin
2 θ =
2ˆ Y0 − ˆ Y2
3
, sinθcosθ = −
1
6
dˆ Y2
dθ
. (C–11)237
D Jacobian Elliptic Functions
We will consider some properties of the three elliptic functions snu, cnu and dnu.
In general, there are a total of twelve such functions (corresponding to all possible
combinations of the letters s, n, c and d).
Let m be the parameter of the elliptic functions. There is no restriction on the
value of the parameter, except that it must be real. However, all elliptic functions
with arbitrary m can be expressed in terms of elliptic functions with 0 6 m 6 1.
This is a result of the following two sets of identities,
for m > 0,
sn(u| − m) =  
1/2
1 sd(v| )
cn(u| − m) = cd(v| )
dn(u| − m) = nd(v| )
where,   =
m
1 + m
,  1 =
1
1 + m
, v = u/ 
1/2
1 ,
(D–1)
for m > 1,
sn(u|m) =  1/2 sn(v| )
cn(u|m) = dn(v| )
dn(u|m) = cn(v| )
where,   = 1/m, v = um1/2 .
(D–2)
Fig.D is a plot of the three functions for various values of the parameter. The
function snu is deﬁned through,
u =
  snu
0
dy
 
(1 − y2)(1 − k2y2)
=
  φ
0
 
1 − k
2 sin
2 ϕ
 −1/2 dϕ = F(φ,k) (D–3)
where F(φ,k) is the Legendre elliptic integral of the ﬁrst kind. φ is called the238
amplitude,
φ = am u and we have, sinφ = snu . (D–4)
Eﬀectively, the function F(φ,k) is the inverse of snu.
Important Identities Involving Jacobian Elliptic Functions
(i) Relations between the squares,
cn2u = 1 − sn2u
dn
2u = 1 − msn2u
(D–5)
(ii) Derivatives,
dsnu
du
= cnudnu
dcnu
du
= −snudnu
ddnu
du
= −msnucnu
(D–6)
(iii) Addition formulas,
sn(u + v) =
snucnvdnv + snvcnudnu
1 − msn2usn2v
cn(u + v) =
cnucnv − snusnv dnudnv
1 − msn2usn2v
dn(u + v) =
dnudnv − msnusnv cnucnv
1 − msn2usn2v
(D–7)
(iv) Expansions up to ﬁrst order for small m,
snu ≈ sinu −
1
4
m(u − sinucosu)cosu
cnu ≈ cosu +
1
4
m(u − sinucosu)sinu
dnu ≈ 1 −
1
2
msin
2 u
(D–8)239
(v) Forms for special values of the parameter,
for m = 0 for m = 1
snu = sinu snu = tanhu
cnu = cosu cnu = sechu
dnu = 1 dnu = sechu
(D–9)
Integrals of Jacobian Elliptic Functions
Let k2 be the parameter. Then,
 
snu du =
1
k
ln(dnu − k cnu)
 
cnu du =
1
k
arccos(dnu) (D–10)
 
dnu du = arcsin(snu) = am u
Squares,
 
sn
2u du =
1
k2
 
u − E(am u,k)
 
 
cn
2u du =
1
k2
 
E(am u,k) − (1 − k
2)u
 
(D–11)
 
dn
2u du = E(am u,k)
Products,
 
snucnu du = −
1
k2 dnu
 
snudnu du = −cnu (D–12)
 
cnudnu du = snu240
Figure D: The three Jacobian elliptic functions snu, cnu and dnu plotted for
various values of the parameter m (as indicated below each plot). It is obvious
from the deﬁnitions of the functions which line belongs to which function.241
E Legendre Elliptic Integrals
The Legendre elliptic integrals of the 1st, 2nd and 3rd kind are, respectively,
F(φ,k) =
  φ
0
 
1 − k
2 sin
2 ϕ
 −1/2 dϕ
E(φ,k) =
  φ
0
 
1 − k
2 sin
2 ϕ
 1/2 dϕ (E–1)
Π(φ,n,k) =
  φ
0
 
1 − nsin
2 ϕ
 −1  
1 − k
2 sin
2 ϕ
 −1/2 dϕ
0 0.5 1 1.5 2
0
5
10
15
Figure E: The Legendre elliptic integrals E (solid) and F (dashed), as functions of
φ/2π, for various values of k2 (0.2, 0.4, 0.6, and 0.8). The central line corresponds
to k2 = 0 where E = F = φ.242
The numerical calculation of the elliptic integrals is complicated by the fact
that “Numerical Recipes” (Press et al. 1992) routines allow arguments in the
range −π/2 6 φ 6 π/2, and values outside this range are folded back (as is the
case with inverse trigonometric functions). We provide a compact formula for the
correction, which makes use of the sign and integer part functions. Let’s denote
the folded function by ˜ E(φ,k), and deﬁne πf = 2F(π/2,k) and πe = 2E(π/2,k).
Then,
E(φ,k) = sgn(cnτ) ˜ E(φ,k) + 2πe
 
int
 
N +
τ
2πf
 
− N +
σ
4
 
, (E–2)
where,
σ = 2 − sgn(snτ) − sgn(snτ cnτ) , (E–3)
and N is an integer larger in magnitude than the smallest negative argument.
Also note that,
F(φ,1) =
  φ
0
1
cosϕ
dϕ = ln(secφ + tanφ)
E(φ,1) =
  φ
0
cosϕ dϕ = sinφ
(E–4)
F Expansions of Elliptic Functions and Integrals
Here we will outline the calculation of higher order terms in the expansion of
Jacobian elliptic functions for small k2. We start with the deﬁning integral equation
and expand to second order,
τ =
  φ
0
dα
 
1 − k2 sin
2 α
≈
  φ
0
 
1 +
k
2
2
sin
2 α +
3k
8
4
sin
4 α
 
dα
≈
 
1 +
k2
4
+
9k4
64
 
φ −
 
k2
8
+
3k4
32
 
sin2φ +
3k4
256
sin4φ
(F–1)243
Let’s expand the amplitude φ as,
φ ≈ φo + k
2φ1 + k
4φ2 , (F–2)
and substitute in the above equation. Grouping equal powers of k2, we get the
correction terms recursively,
φo = τ
φ1 =
−φo + sinφo cosφo
4
(F–3)
φ2 = −
9φo
64
−
φ1
4
(1 − cos2φo) +
3
32
sin2φo −
3
256
sin4φo
The Jacobian elliptic functions can then be found as,
snτ = sinφ ≈ sinτ + k
2φ1 cosτ + k
4
 
φ2cosτ −
φ1
2
2
sinτ
 
cnτ = cosφ ≈ cosτ − k
2φ1sinτ − k
4
 
φ2sinτ +
φ1
2
2
cosτ
 
dnτ =
√
1 − k2 sn2τ ≈ 1 −
k
2
2
sin
2 τ − k
4
 
1
8
sin
4 τ + φ1sinτ cosτ
 
(F–4)
The expansion of the Legendre elliptic integral of the second kind can be found
similarly,
E(φ,k) =
  φ
0
 
1 − k
2 sin
2 α
 1/2 dα
≈
  φ
0
 
1 −
k
2
2
sin
2 α −
k
8
4
sin
4 α
 
dα
≈
 
1 −
k2
4
−
3k4
64
 
φ +
 
k2
8
+
k4
32
 
sin2φ −
k4
256
sin4φ
(F–5)
Secular terms can be removed by subtracting (πe/πf) τ, where,
πe
2
= E(π/2,k) ≈
π
2
 
1 −
k2
4
−
3k4
64
 
πf
2
= F(π/2,k) ≈
π
2
 
1 +
k2
4
+
9k4
64
  (F–6)
Substituting the expansion for the amplitude and rearranging, we get,
E(φ,k) −
πe
πf
τ ≈
k2
4
 
1 +
k2
4
 
sin2τ −
k4τ
8
cos2τ +
k4
64
sin4τ . (F–7)244
G Gradient, Divergence, Curl and Laplacian
In cylindrical polar coordinates, we have,
x = ̟cosφ, y = ̟sinφ, z = z . (G–1)
The relations between the cylindrical and Cartesian unit vectors are given through,
ˆ x = ˆ ̟cosφ − ˆ φsinφ
ˆ y = ˆ ̟sinφ + ˆ φcosφ
ˆ z = ˆ z
(G–2)
The gradient, divergence, curl and Laplacian are given through, respectively,
∇f = ∂̟f ˆ ̟ +
∂φf
̟
ˆ φ + ∂zf ˆ z
∇   F =
∂̟(̟F̟)
̟
+
∂φFφ
̟
+ ∂zFz
∇ × F =
1
̟
 
 
   
 
 
   
 
 
ˆ ̟ ̟ˆ φ ˆ z
∂̟ ∂φ ∂z
F̟ ̟Fφ Fz
 
 
   
 
 
   
 
 
∇2 =
∂̟(̟∂̟)
̟
+
∂2
φ
̟2 + ∂
2
z
(G–3)
We deﬁne spherical coordinates through,
x = r cosφsinθ, y = r sinφsinθ, z = rcosθ, (G–4)
so that the unit vectors are given as,
ˆ x = ˆ rsinθcosφ + ˆ θcosθcosφ − ˆ φsinφ
ˆ y = ˆ rsinθsinφ + ˆ θcosθsinφ + ˆ φcosφ
ˆ z = ˆ rcosθ − ˆ θ sinθ
(G–5)245
We have,
∇f = ∂rf ˆ r +
∂θf
r
ˆ θ +
∂φf
rsinθ
ˆ φ
∇   F =
∂r(r2Fr)
r2 +
∂θ(sinθFθ)
rsinθ
+
∂φFφ
rsinθ
∇ × F =
1
r2 sinθ
 
 
   
 
 
 
   
 
ˆ r rˆ θ r sinθ ˆ φ
∂r ∂θ ∂φ
Fr rFθ r sinθFφ
 
 
   
 
 
 
   
 
∇2 =
∂r(r2∂r)
r2 +
∂θ(sinθ∂θ)
r2 sinθ
+
∂2
φ
r2 sin
2 θ
(G–6)
The vector Laplacian operator can be deﬁned through,
∇
2F = ∇(∇   F) − ∇ × (∇ × F) , (G–7)
and in general is not the same as the scalar Laplacian operator. Note the following
properties,
∇ × (∇
2F) = ∇
2(∇ × F) and ∇   (∇
2F) = ∇
2(∇   F) . (G–8)
In spherical coordinates we get,
∇
2F =


 




∇
2Fr −
2Fr
r2 −
2∂θ sinθFθ
r2 sinθ
−
2∂φFφ
r2 sinθ
∇
2Fθ +
2∂θFr
r2 −
2cosθ∂φFφ
r2 sin
2 θ
−
Fθ
r2 sin
2 θ
∇
2Fφ +
2∂φFr
r2 sinθ
+
2cosθ∂φFθ
r2 sin2 θ
−
Fφ
r2sin2 θ


 




. (G–9)246
H Various Mathematical Formulae
Important Vector Identities
Relations involving vector triple products,
a × (b × c) = b(a   c) − c(a   b)
∇ × (b × c) = b(∇   c) + (c   ∇)b − c(∇   b) − (b   ∇)c
∇ × (∇ × c) = ∇(∇   c) − ∇2c
a × (∇ × c) = ai∇ci − (a   ∇)c
(H–1)
If s is a scalar,
∇ × (sa) = ∇s × a + s∇ × a . (H–2)
Scalar triple product,
a × b   c = a   b × c =
 
   
 
 
   
 
 
 
a1 a2 a3
b1 b2 b3
c1 c2 c3
 
   
 
 
   
 
 
 
. (H–3)
Theorems of vector calculus,
 
V
∇   A d
3x =
 
S
A   da (Divergence theorem)
 
S
(∇ × A)   n da =
 
C
A   dℓ (Stokes’s theorem)
(H–4)
Taylor’s Theorem
The expansion of a function f around a point x in the small quantity h is given
through,
f(x + h) = f(x) + hf
′(x) + h
2f′′(x)
2!
+ h
3f′′′(x)
3!
+ O(h
4) . (H–5)247
The error (or remainder) Rn after the ﬁrst n terms are included can be estimated
using the Lagrange or Cauchy remainder formulas.
For a vector the expansion takes the form,
B(r + s) = B(r) + (s   ∇)B(r) + O(s
2) . (H–6)
The following power series expansions follow from Taylor’s theorem,
cos(x) = 1 −
x2
2!
+
x4
4!
− ... =
∞  
n=0
(−1)
n x2n
(2n)!
sin(x) = x −
x3
3!
+
x5
5!
− ... =
∞  
n=1
(−1)
n−1 x2n−1
(2n − 1)!
(H–7)
Binomial Theorem
In general, for all complex numbers c and z such that |z| < 1, we have,
(1 + z)
c =
∞  
k=0
 
c
k
 
z
k = 1 + cz +
c(c − 1)
2
z
2 +
c(c − 1)(c − 2)
6
z
3 + ... (H–8)
For positive integer powers (c ∈ N), the series terminates at k = c.
Leibniz Identity
The general form of the product rule is,
dn
dxn(fg) =
n  
k=0
 
n
k
 
dk
dxkf
dn−k
dxn−kg . (H–9)
The Leibniz rule for diﬀerentiation of integrals is,
d
dx
  B
A
f(x,t)dt = f(x,B)
dB
dx
− f(x,A)
dA
dx
+
  B
A
∂f(x,t)
∂x
dt . (H–10)
The Gamma Function
The gamma function Γ(n) is an extension of the factorial to real and complex
arguments. For integer n,
Γ(n) = (n − 1)! (H–11)248
The gamma function can be deﬁned as an integral,
Γ(z) =
  ∞
0
t
z−1e
−tdt . (H–12)
Note the following property,
Γ(z + 1) = zΓ(z) . (H–13)BIBLIOGRAPHY
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