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Abstract. Biomedical named entity recognition (Bio-NER) is a fundamental task in handling biomed-
ical text terms, such as RNA, protein, cell type, cell line, and DNA. Bio-NER is one of the most elementary 
and core tasks in biomedical knowledge discovery from texts. The system described here is developed by 
using the BioNLP/NLPBA 2004 shared task. 
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“Изучив множество публикаций и исследований в области применения методов ма-
шинного обучения на основе нейронных сетей, мы выделили несколько наиболее перспек-
тивных, на наш взгляд, направлений в создании и развитии систем искусственного интеллек-
та для здравоохранения”:  
1. “Автоматизированные системы диагностики, например, системы для автоматиче-
ского анализа рентгенологических или МРТ-снимков на предмет выявления патоло-
гии, микроскопический анализ биологического материала, автоматическая расшиф-
ровка ЭКГ, электроэнцефалограмм и т.д.  
2. Системы распознавания неструктурированных медицинских записей и понима-
ния естественного языка могут оказать существенную помощь, как врачу, так и па-
циенту. Начиная от уже обычной расшифровки речи и превращении ее в текст в каче-
стве более продвинутого интерфейса общения с медицинскими информационными 
системами (МИС), обращения в Call-центр или голосового помощника. 
3. Системы анализа и предсказания событий также являются вполне решаемыми уже 
сейчас задачами для ИИ, которые могут дать существенный эффект. Например, опе-
ративный анализ изменений заболеваемости позволяет быстро предсказать изменение 
обращаемости пациентов в медицинские организации или потребность в лекарствен-
ных препаратах.  
4. Системы автоматической классификации и сверки информации помогают свя-
зать информацию о пациенте, находящейся в различных формах в различных инфор-
мационных системах. Например, построить интегральную электронную медицинскую 
карту из отдельных эпизодов, описанных с разной детальностью и без четкого или 
противоречивого структурирования информации. 
5. Автоматические чат-боты для поддержки пациентов могут оказать существенную 
помощь в повышении приверженности пациентов здоровому образу жизни и назна-
ченному лечению” [1]. 
“Исследования в области разработки программного обеспечения для задач обработки 
естественного языка (Natural Language Processing –NLP, Language Engineering – LE) активно 
развиваются в различных исследовательских парадигмах. Устойчивые тенденции последнего 
десятилетия в области LE связаны с широкомасштабными исследованиями в области разра-
ботки и применения статистических методов и методов машинного обучения (Machine Learn-
ing – ML). Характерными чертами таких исследований являются: 
 Использование эмпирических методов с точными критериями оценок 
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 Расширение сферы применения статистических методов 
 Использование больших ресурсов данных (текстовые базы данных, онтологии, теза-
урсы, корпуса текстов) 
 Применение NLP-технологий в реальных областях” 
Можно выделять ряд ключевых проблем данного подхода. Эффективность разработки 
напрямую связана с наличием больших и сверхбольших ресурсов – размеченных корпусов 
текстов, онтологий и тезаурусов. Весьма важным является аспект стандартизации разработ-
ки, и в настоящее время де-факто сложился ряд стандартов, например стандарт WordNet[2] 
для лексических онтологий или стандарт PennTreeBank[3][4]  для синтаксически размечен-
ных корпусов текстов и др. 
Другой проблемой является оценка эффективности используемых эмпирических кри-
териев. Метрики числовых оценок в LE подобны хорошо известным в системах извлечения 
информации понятиям «точность» (precision) и «полнота» (recall). В основе получения оце-
нок лежит сравнение результатов работы человека-аналитика и компьютерной программы 
при решении определённой задачи. Следует отметить, что области применения сравнитель-
ных оценок в LE постоянно расширяются. 
Возрастающее использование статистических методов в задачах LE порождает неко-
торый отход от методов исследования и моделирования глубинных механизмов, лежащих в 
основе мышления и языка человека. Статистические методы в NLP позволяют достигнуть 
определённых результатов в решение ряда задач (распознавание речи, разрешение много-
значности, аннотирование текстов и др.), однако представляются перспективным использо-
вание гибридных моделей, в которых используется различная техника, в том числе интро-
спективные методы. 
Одним из перспективных направлений исследований в области извлечения информа-
ции (Information Extraction – IE) является направление «машинного обучения». Компьютер-
ные системы, реализующие методы ML, ориентированы на получение новых знаний в ре-
зультате автоматизации процесса обучения. Методы автоматического получения новых 
знаний на основе эмпирических данных можно успешно применять для формирования баз 
знаний. Это обстоятельство делается актуальными исследования в области обучения языку 
(Language Learning), результаты которых применимы в практических приложениях NLP-
систем. Можно указать несколько причин, по которым исследования по ML становятся по-
лезными в разработках NLP. 
1. Сложность задач. Язык является сложноорганизованным объектом. Полная модель 
языка представляет сложное взаимодействие регулярностей, нерегулярностей, зон ис-
ключений и других явлений. Разработка такой модели может быть начата с разработ-
ки моделей отдельных подъязыков, описывающих относительно простые семантиче-
ские области (например, медицинская диагностика и т.п.) 
2. Реальные приложения. В настоящее время существует огромный рынок NLP – при-
ложений (машинный перевод, реферирование и др.) Методы ML несомненно могут 
быть полезны в решение ряда важных проблем NLP-систем. 
3. Доступность больших ресурсов данных. Стандартизация и открытость многих важ-
ных ресурсов обеспечивает необходимую ресурсную составляющую методов ML. 
Распознавание именованных объектов (NER) назначает тег именованной сущности 
указанному слову, используя правила и эвристику. Именованный объект, представляющий 
человека, местоположение и организацию, должен быть распознан. Распознавание имено-
ванных объектов - это задача, которая извлекает номинальную и числовую информацию из 
документа и классифицирует слово на человека, организацию или категорию даты. NER 
классифицирует все слова в документе на существующие категории и «ни один из вышепе-
речисленных» [5]. 
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Распознавание биомедицинских названных сущностей очень важно при языковой об-
работке биомедицинских текстов, особенно при извлечении из документов информации о 
белках и генах, таких как РНК или ДНК. Поиск названных объектов генов из текстов являет-
ся очень важной и сложной задачей . Поиск имени гена в текстах соответствует поиску 
названия компании или имени человека в газетах. Распознавание биомедицинских имено-
ванных сущностей представляется более сложным, чем распознавание нормальных имено-
ванных сущностей. Многочисленные исследования позволили выявить названные объекты с 
помощью алгоритмов обучения под наблюдением, основанных на многих правилах [6]. 
Подходы к обучению с использованием контролируемых методов используют модели 
Маркова, деревья решений, метод опорных векторов (SVM) и  условные случайный поля 
(CRF). Методы обучения с учителем обычно обучаются с использованием многих функций, 
основанных на различных лингвистических правилах, и оценивают эффективность с помо-
щью тестовых данных[7]. 
Распознавание именованных объектов (NER) классифицирует все незарегистрирован-
ные слова, встречающиеся в текстах, и является подзадачей для извлечения информации. 
Обычно NER использует восемь категорий: местоположение, человек, организация, дата, 
время, процент, денежная стоимость и «ничего из вышеперечисленного». NER сначала нахо-
дит именованные сущности в предложениях и объявляет категорию сущностей[8]. 
Распознавание именованных объектов имеет три подхода - на основе словаря, на ос-
нове правил и на основе машинного обучения. Подход на основе словаря хранит как можно 
больше именованных сущностей в списке, называемом справочником. Этот подход кажется 
очень простым, но в то же время имеет ограничения. NER сложен, потому что целевые слова 
в основном являются собственными существительными или незарегистрированными слова-
ми. Кроме того, новые слова могут генерироваться часто, и даже один и тот же поток слов 
может распознаваться как разнообразные именованные объекты с точки зрения их текущего 
контекста. Второй подход NER - подход, основанный на правилах [9]. Этот подход обычно 
зависит от правил и шаблонов именованных объектов, появляющихся в реальных предложе-
ниях. Хотя подходы, основанные на правилах, могут использовать контекст для решения 
проблемы нескольких именованных объектов, каждое правило должно быть написано до его 
фактического использования. Третий подход, основанный на машинном обучении, присваи-
вает именованные объекты словам, даже если слова не перечислены в словаре, а контекст не 
описан в наборе правил. Для этих подходов в основном используются метод опорных векто-
ров (SVM), скрытые Марковские модели, максимальные энтропийные Марковские модели и 
условные случайные поля (CRF) [9]. 
Исследователи по обработке естественного языка были заинтересованы в извлечении 
информации из генов, рака и белка из биомедицинской литературы [10]. Распознавание био-
медицинских названных объектов, которое необходимо для извлечения биомедицинской 
информации, рассматривается как первый этап интеллектуального анализа текста в биоме-
дицинских текстах. В течение многих лет признание технических терминов в области биоме-
дицины было одной из самых сложных задач в обработке естественного языка, связанной с 
биомедицинскими исследованиями [11]. 
Биомедицинская NER сталкивается с трудностями по пяти причинам. Во-первых, из-
за текущих исследований количество новых технических терминов быстро увеличивается. 
Очень сложно создать справочник, который включает все новые термины. Во-вторых, одни и 
те же слова или выражения могут быть классифицированы как объекты с разными именами с 
точки зрения их контекста. В-третьих, длина объекта довольно велика, и объект может 
включать контрольные символы, такие как дефисы (например, «12-о-тетрадеканоилфорбол 
13-ацетат»). В-четвертых, выражения аббревиатуры часто используются в биомедицинской 
области, и они испытывают двусмысленность смысла. Например, «TCF» может относиться к 
«Т-клеточному фактору» или «Тканевая культуральная жидкость» [12]. Наконец, в биомеди-
цинских терминах нормальные термины или функциональные термины объединяются, по-
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этому биомедицинский термин может стать слишком длинным. Например, «HTLV-I-
инфицированный» и «HTLV-I-трансформированный» включают нормальные термины «I», 
«инфицированный» и «трансформированный». Биомедицинскому NER трудно сегментиро-
вать предложение с именованными объектами. Изменения правописания также создают про-
блему. Кроме того, именованный объект одной категории может включать в себя другой 
именованный объект другой категории [13]. 
Методы машинного обучения, хотя и находят всё большее применение для различных 
задач обработки текстов, пока ещё остаются чрезвычайно сложными и трудоёмкими для ре-
ального применения. Это объясняется не столько сложностью алгоритмов обучения, сколько, 
возможно, неудачными методологическими подходами к обучению. Задачи обучения приме-
няются фрагментарно, к какому-либо отдельному этапу последовательного процесса обра-
ботки текста. Именно поэтому приходится заниматься ручного разметкой, а не использовать 
результаты предыдущего обучения системы на предшествующих и взаимосвязанных этапах 
обработки. 
Машинные методы обучения концептуальным знаниям представляют собой модель 
правдоподобных индуктивных и дедуктивных рассуждений, в которых вывод знаний н их 
использование не отделимы друг от друга. Реализация обучения в режиме правдоподобных 
рассуждений позволит организовать взаимодействие не только данных и знаний в процессах 
обработки текстов, но и моделировать процесс взаимодействий учителя и ученика в процессе 
приобретения знаний в схемах многоагентных взаимодействий. 
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 APPLICATION OF THE CONTROL DESIGN METHOD ON MANIFOLDS TO THE IMMUNOLOGY 
PROBLEM ON THE EXAMPLE OF THE PREDATOR-VICTIM MODEL 
S.I. Kolesnikova, M.D. Polyak, V.A. Avramyonok 
(St. Petersburg, St.Petersburg State University of Aerospaсe Instrumentation) 
 
Abstract. The problem of applying a control algorithm on a manifold to a stochastic nonlinear object 
represented as a system of nonlinear stochastic differential equations is considered. The applied interpreta-
tion of this description is a classical object from the field of knowledge immunology ("predator-prey"). The 
control variable characterizes the scheme of administration (daily) of donor antibodies / immunoglobulins 
into the body. A control synthesis algorithm based on the mathematical apparatus of the method of analytical 
design of aggregated controllers is proposed. The results of numerical modeling are presented, from which 
the operability of the obtained control system follows. The results obtained can be used for similar objects of 
higher dimension. 
Keywords: Nonlinear stochastic object, robust regulator, target manifold, immunology problem, im-
mune response control. 
 
Введение в проблему Проблемы иммунологии всегда были актуальны, особенно в 
настоящее время, когда производительность вычислительных машин позволяет работать с 
достаточно сложными нелинейными моделями, трудоемкими с точки зрения вычислений. 
Существует большое количество математических моделей (например, [1, 2]), описы-
вающих процессы в иммунологии. Для иллюстрации применения принципов синергетиче-
ской теории управления (СТУ) к исследованию объектов данной прикладной направленно-
сти будет рассмотрена модель типа «хищник-жертва», базовое описание которой 
представлено системой нелинейных дифференциальных [2-6] или разностных уравнений 
(полученных на основе дискретизации, в том числе). 
Выбор модели обусловлен её фундаментальностью, поскольку модель «хищник-
жертва» либо непосредственно применяется для описания объекта иммунологии, либо явля-
ется составной частью большого числа математических моделей [5, 6], характеризуется хо-
рошей изученностью и относительной простотой.  
Суть СТУ [7] заключается в создании управляемой динамической декомпозиции не-
линейных многомерных систем и направленной самоорганизации динамических системна 
основе искусственного конструирования притягивающих многообразий (разновидности 
множеств состояний с аттрактивным свойством) в фазовом пространстве в виде описания 
( ( )) 0,x t t   , где  1,..., nx x x  - вектор состояния объекта управления. 
Цель данной работы - демонстрация указанной техники конструирования управления 
с интерпретацией в терминах иммунологии на простом примере объекта типа «хищник-
жертва», являющимся составной частью многих систем (см. напр. [1-6]). 
