Abstract: A novel technique is proposed for joint multi-impairment optical performance monitoring (OPM) with bit-rate and modulation format identification (BR-MFI) in next-generation heterogeneous optic communication networks by convolution neural network (CNN)-based deep multi-task learning (MTL) on asynchronous delay-tap sampling phase portraits. Instead of treating the monitoring and identification tasks as separate problems, a novel MTL technique is used to joint optimization of them utilizing the ability of feature extraction and feature sharing. Compared with principal component analysis-based pattern recognition algorithm, CNN-based MTL achieves the better accuracies and has a shorter processing time (∼56 ms). The combination signals of three modulation formats and two bit rates under various impairments are used in numerical simulation. For OPM, the results show monitoring of optical signal-to-noise ratio, chromatic dispersion, and differential group delay with rootmean-square error of 0.73 dB, 1.34 ps/nm, and 0.47 ps, respectively. Similarly, for BR-MFI, even in the case of limited training data, 100% accuracies can be achieved. Additionally, the effects of training data size, task weights, and model structure on CNN-based MTL performance are comprehensively studied. The proposed technique can intelligently analyze the signals of future heterogeneous optic communication networks, and the analysis results are helpful for better management of optical networks.
Introduction
Future optical networks are designed to be dynamic and heterogeneous. In order to meet the various demands of end-users, The optical networks need the ability of transmitting various signals with different modulation formats and bit rates. Due to the complexity of the heterogeneous optic networks, optical signals may traverse different paths and accumulate a variety of transmission impairments [1] . Hence, it is necessary to deploy enough OPM devices at the intermediate nodes of dynamic optical fiber communication network for real-time monitoring of channel impairments.
Similarly, BR-MFI can provide additional information to select an appropriate carrier recovery module or improve OPM precision. In recent years, the combination of OPM and BR-MFI has become a trend of development. Various machine learning algorithms (MLAs) have been applied for optical communications, including back-propagation artificial neural network (BP-ANN) [2] , [3] , k-nearest neighbors (KNN) [4] , as well as support vector machine (SVM) [5] . For joint OPM and BR-MFI, a PCA-based pattern recognition on asynchronous delay-tap plot (ADTP) method was proposed [6] . Likewise, the same method is proposed for joint OSNR monitoring and MFI [7] . The first step of PCA-based pattern recognition algorithm is to extract fixed size feature vectors of the given image and all images in the reference dataset. Then, a feature vector is selected from the reference dataset, which has the minimum Euclidean distance with the feature vector of the given image. Finally, we estimate the result of the given image using the labels (impairment values, bit-rate and modulation format) corresponding to the selected feature vectors from the reference dataset.
Unfortunately, The MLAs were lack of the ability of feature extraction and sharing. Specifically, the raw form of the data cannot be processed by a MLA model, meanwhile the design of a feature extractor needs rich domain experience. Furthermore, the problem of joint OPM and BR-MFI is comprised of impairments monitoring task (which is a regression task), bit rate identification task and format identification task (which are classification tasks). We believe that the performance of the impairments monitoring task can be affected by some related factors. For instance, low bitrate signals are less affected than high bit-rate signals under the same impairments. Effectively discovering and utilizing the information provided by the related factor such as bit-rate would help in monitoring signal impairments more accurately. Also, different modulation formats have different responses to the same impairments. The information provided by the modulation format can be used to improve the precision of impairments monitoring. However, MLAs cannot share useful feature information among different tasks. In order to avoid the drawbacks of MLAs, the more advanced algorithms are needed to not only automatically extract features but also share features among different tasks.
In recent years, more and more attention has been paid to deep learning, among which the MTL is popular in many applications [8] - [12] . Our work introduces the concept of MTL to jointly optimize impairments monitoring with BR-MFI. The aim of the MTL is to improve the performance of related tasks by extracting and sharing useful information among them [13] . As far as we know, this is the first attempt to use MTL for joint optimization of OPM and BR-MFI tasks, though MTL is not new in the field of computer vision. Few works combine optical communication systems with deep learning. One closest work to us is Ref. [14] , which doing MFI and OSNR monitoring by CNN. However, their work suffers from the following drawbacks. (i) They only provide OSNR information as the quality evaluation of the signal, regardless of other important factors such as CD and DGD. (ii) Their work is limited to format identification and without bit-rate identification. (iii) They treat OSNR monitoring as a classification problem, but the impairment values should be continuous variables. And the CNN model is limited in the ability of feature sharing.
In this paper, a novel technique is proposed for joint OPM and BR-MFI in heterogeneous optical networks by employing CNN-based MTL on phase portraits generated using ADTS. Recently, due to the potential to be applied to impairments monitoring and BR-MFI, ADTS has attracted wide attention. The phase portraits can be processed by the CNN-based MTL, which has the ability of feature extraction and feature sharing, for the purpose of joint optimization of OPM and BR-MFI without knowing other prior information. In order to verify the effectiveness of the proposed technique, numerical simulations are performed for 10/20 Gbps non-return-to-zero on-off keying (NRZ-OOK), 10/20 Gbps return-to-zero on-off keying (RZ-OOK), 10/20 Gbps non-returnto-zero differential phase shift keying (NRZ-DPSK) signals. The joint OPM and BR-MFI show good performance under the help of CNN-based MTL's ability of feature extraction and feature sharing. 
Operating Principle

Asynchronous Delay-Tap Sampling
The operating principle of ADTS is shown in Fig. 1 . The amplitude information of the signal waveform after direct detection is sampled asynchronously in pairs (p i , q i ). A fixed time delay τ interior of the sampling pair is called tap-delay. There is no relationship between the sampling period T sampling and the symbol period T symbol . The acquired sample pairs can be used to generate two kinds of images, one is the two-dimensional (2D) histogram, which is called ADTP, and the other is the phase portrait. Different from the conventional synchronous eye-diagrams, the generation of the ADTS-image does not require time/clock information [15] , [16] . The ADTPs are often used to provide statistical features for MLAs which are limited in the ability of feature extraction. However, with the help of CNN, we can automatically discover the features from raw phase portraits. Therefore, phase portraits are used in our work. Moreover, the phase portraits of six signals (three formats with two bit rates) under various kinds of transmission impairments are shown in Fig. 2 . Obviously, the patterns reflected in phase portraits are sensitive to optical impairments and signal types. Therefore, the phase portraits can provide effective features for joint OPM and BR-MFI tasks.
CNN-Based MTL Model
Convolutional network called as CNN, is used to process image data that has a known gridlike topology [17] . In CNN, two basic components are convolutional layer and pooling layer. The convolutional layer is composed of a set of kernels, which are usually a multidimensional array of parameters that are adapted by the learning algorithm. The kernel has a receptive field that embed phase portraits with pixel size of 100 × 100. First layer with a sixteen 3 × 3 convolution kernels and a 2 × 2 sub sampling produce sixteen 49 × 49 feature maps. Second layer with a forty-eight 3 × 3 convolution kernels and a 2 × 2 sub sampling produce forty-eight 23 × 23 feature maps. Third layer with same kernel size produce sixty-four 10 × 10 feature maps. Fourth layer with only a sixty-four 2 × 2 convolution kernels produce sixty-four 9 × 9 feature maps. The fifth layer with 100 nodes fully connected with fourth layer. Finally, the output layer fully connected with all 100 nodes of fifth layer and consisting of 3 nodes (linear regression task for impairments monitoring), 3 nodes (logistic regression task for modulation format identification), and 2 nodes (logistic regression task for bit-rate identification), respectively. The activation function used in the whole CNN is absolute tangent function.
to the whole depth of the input image. Fig. 3(a) shows an instance of 2D convolution. After the convolution operation of the 2 × 2 kernel and the 3 × 4 input image, a 2 × 3 feature map is obtained. Kernel plays a role of feature detector, detecting the same pattern everywhere of the input image then producing the feature map of 2D structure. In order to establish an effective model, multiple kernels are needed to detect multiple features in the convolution layer to generate multiple feature maps. Each feature map in the convolution layer represents the feature extracted from the input image. The pooling layer merges semantically similar features extracted from the convolution layer into one. For example, the max pooling operation reports the maximum output within a rectangular neighborhood. As shown in Fig. 3(b) , the adjacent 2 × 2 unit region in the convolved feature map will be calculated by the pooling unit to select the maximum value as the pooled feature map. With the help of CNN, features are extracted from raw phase portraits. Moreover, a CNN-Based MTL model is used to extract and share features among different tasks. The principle of the CNN-based MTL model structure for joint OPM and BR-MFI is illustrated in Fig. 4 . The input of the model is an 100 × 100 gray-scale phase portrait. The feature extraction stage consists of four convolutional layers, three pooling layers and a fully connected layer. The fully connected layer called shared feature layer in the feature extraction stage produces 100 nodes which are shared by OPM and BR-MFI tasks in the estimation stage. Finally, the shared feature is fully connected with three tasks, which are comprised of one linear regression task (output 3 nodes for CD, OSNR, DGD estimation) and two logistic regression tasks (output 3 nodes for format identification and 2 nodes for bit-rate identification). Suppose we have a set of training data denoted as {X i } The least square and cross-entropy are used as loss functions for OPM and BR-MFI tasks respectively. Therefore, the overall loss function can be written as:
is the OPM prediction, N is the number of training samples, and λ 1 , λ 2 are the weights to balance the importance of bit-rate identification and format identification tasks. W im , W bit , W mf represent model parameters of impairments monitoring, bit-rate identification and format identification, respectively. The overall loss function can be minimized by gradient descent method to improve the performance of the MTL model. Several phase portraits and their features (shape changed from 100 × 1 to 10 × 10) of the shared feature layer can be visualized in Fig. 5 , which shows that learned features have similar patterns under same attribute.
System Configuration and Results
Based on VPI Transmission Maker 9.0 and Tensorflow library [18] , [19] , we set up a simulation system for the purpose of abstaining phase portraits as well as verifying the performance of CNNbased MTL technique. Fig. 6 shows the system configuration used in our simulation. Six different transmitters are used to generate six different signals (10/20 Gbps RZ-OOK, 10/20 Gbps NRZ-OOK 
Impairments Monitoring
Firstly, the influence of related tasks is examined to see whether the information of bit-rate and format is useful for impairments monitoring task. We evaluate four different models. Specifically, the first model is trained only on OPM task. Another two models are trained on OPM task along with the related tasks of bit-rate (br) identification and format identification, respectively. Finally, the whole model is trained using all the three related tasks. To do this simply, each variants are named by impairments monitoring (IM) and the related task, such as "IM" (λ 1 = λ 2 = 0), "IM+br" (λ 1 = 1, λ 2 = 0), "IM+format" (λ 1 = 0, λ 2 = 0.4), "IM+all" (λ 1 = 0.8, λ 2 = 0.6). Fig. 7(a) plots the impairments monitoring losses of the four MTL models, and the RMS error over different impairments is showed in Fig. 7(b) . In particular, IM+all model outperforms IM model by a large margin. When single related task is present, IM+br model outperforms IM+format model in a very close way. This means under our configuration, bit-rate and format information may have similar effect on impairments monitoring task. The RMS errors of IM+all model for CD, OSNR and DGD are 1.34 ps/nm, 0.73 dB, and 0.47 ps, respectively. All four MTL models outperform the PCA algorithm significantly since PCA lacks of feature extraction and feature sharing. The results indicate that optimizing impairments monitoring with bit-rate and format identification are beneficial. Note that the accuracies of identification tasks of IM+br, IM+format, and IM+all are all 100%.
The IM+all model predicted OSNR, CD, and DGD values against the true impairment values are shown in Fig. 8 . It is clearly seen that a good linear relationship is satisfied between the predict values and true values. However, when at small (CD: 0∼150 ps/nm, OSNR: 10 ∼ 16 dB, DGD: 0 ∼ 3 ps) and large (CD: 350∼450 ps/nm, OSNR: 24∼28 dB, DGD: 7∼10 ps) value region, the scatter points are more loose than at middle (CD: 200∼300 ps/nm, OSNR: 18∼22 dB, DGD: 4∼6 ps) value region. The explanation of the above result is that when CD, OSNR and DGD start to increase at a small value, every step of growth will bring obvious distinguish on phase portraits, which is helpful for CNN-based MTL monitoring. However, when these values continue to increase and surpass a certain threshold, the effect on phase portrait is getting weaker and weaker. In this case, the adjacent values of small and large region present similar features, which is difficult for CNN-based MTL monitoring and increase the prediction errors. Table 1 tabulates the monitoring results of each signal. As shown in the table, the proposed technology has a wide monitoring range and acceptable monitoring precision for impairments in various combination of different bit rates and formats. In addition, the computation time for PCA-based algorithm and CNN-based MTL algorithm based on an ordinary computer (Intel Core i7 CPU) are calculated respectively. We found that as long as the feature extraction process by PCA is finished, the PCA-based pattern recognition algorithm does not need the process of training, but it takes a lot of time to process a test image (∼1.3 s). The CNN-based MTL model spends 9 s on each epoch during training process, and the test time of each image is ∼56 ms, which is much shorter. This means that CNN-based MTL model can be used for real-time processing as long as the training process is completed.
Bit-Rate and Modulation Format Identification
Next, we investigate model performance for BR-MFI in detail. Fig. 9(a) shows the performance of BR-MFI. The br_only model is trained only on bit-rate identification task. Similarly, the format_only model is trained only on format identification task. The accuracies of bit-rate and format from IM+all model are named as br_IM+all and format_IM+all, respectively. When the accuracies for four models of br-only, br_IM+all, format_only, format_IM+all attain 100%, the minimum epochs are 27, 34, 12, 17, respectively. It is found that when identification task and monitoring task are trained together (IM+all model), the epochs are increased compared with individual training results when accuracy equals 100%. The reason is that joint optimization of different tasks make the model extract and share useful features for all tasks simultaneously, which is more difficult and time-consuming than single identification task. Moreover, whether the identification task is trained individually or together with monitoring task, the bit-rate identification task requires more training epochs than the format identification task when the accuracy equals 100%, which illustrate formats are much easier to be recognized than bit rate. It is because different format present notable different patterns in phase portraits than bit-rate. Fig. 9(b) shows the identification performance of the PCA-based algorithm and IM+all model on all the six signals. In particular, the CNN-based MTL achieves 100% accuracy outperform the PCA-based algorithm performance, for all six signal types, as expected, demonstrating the excellent performance of CNN-based MTL on BR-MFI.
As shown in Fig. 10 , the accuracies of BR-MFI in the thirty-fifth epoch are measured when the number of training data is 77.8% (4620 images) and 100% (5940 images) of the original training set respectively. Fig. 10(a) shows the confusion matrix of the reduced training data result, which has lower accuracy since the number of training samples is limited. One 20 Gbps NRZ-OOK phase portrait is misclassified as 10 Gbps NRZ-OOK and Two 10 Gbps NRZ-OOK are misclassified as 20 Gbps NRZ-OOK. As a result, the overall accuracy drop to 99.4%. Fig. 10(b) shows that when the number of training data is restored to the original size, the accuracy is restored to 100%. Further more, we continue to reduce the size of the training set and measure the accuracies of each Fig. 11 . The BR-MFI accuracies at different epochs for different sizes of training set. The proportion of the training set to the original one is 100%, 77.8%, 55.6%, 33.3%, and 11.1%.
epoch for the purpose of exploring the limit of CNN-based MTL identification for BR-MFI, as shown in Fig. 11 .
The proportion of the training set to the original one is 100% (5940 images), 77.8% (4620 images), 55.6% (3300 images), 33.3% (1980 images), and 11.1% (660 images). Obviously, at the same epoch, the smaller the training set, the worse the performance. As the epoch increased, the accuracies eventually increased to 100% for all sizes of the data. Even the smallest size of the training set can achieve the error-free results by increasing several epochs, which shows the prominent effect of the CNN-based MTL on BR-MFI.
Task Weights and Model Structure
Then we study the influence of task weights and model structure on the performance of CNN-based MTL. Here, we focus mainly on the OPM task rather than BR-MFI task. At the very beginning, the task weights λ 1 and λ 2 are adjusted when the model structure and other parameters remain unchanged. λ 1 , λ 2 are changed from 0 to 1.2 with step of 0.2. The impairments monitoring losses under the combination of λ 1 and λ 2 are recorded in Fig. 12 . It is obvious that at the middle and low range (0.0∼0.7) of λ 1 , the impairments monitoring losses are pretty high for almost full range (0.0∼1.2) of λ 2 . Similarly, at the top range (0.9∼1.2) of λ 2 , the impairments monitoring losses are pretty high for almost full range (0.0∼1.2) of λ 1 . The lower loss value can be achieved when λ 1 at the range of 0.8∼1.0 and λ 2 at the range of 0.6∼0.8. This demonstrates that task weights do have a significant impact on model performance. When λ 1 at top range and λ 2 at medium range, the information provided by BR-MFI tasks can help OPM task to get optimal results.
Next, the influence of the model structure on the performance of the CNN-based MTL is further studied. The structure of the model is mainly composed of the number of feature map in each convolution layer (Conv1, Conv2, Conv3, Conv4). The original model structure are (16, 48, 64, 64) , and now we change the number of feature maps to construct different structures: (4, 12, 16, 16) , (8, 24, 32, 32) , (32, 96, 128, 128) , (64, 192, 256, 256) . The impairments monitoring losses at different epochs are measured based on different model structures, as shown in Fig. 13 . It is seen that when the scale of the model increased gradually from (4, 12, 16, 16) to (32, 96, 128, 128) , the loss is getting smaller and smaller. However, when the network structure continues to grow to (64, 192, 256, 256) , the loss increased suddenly. The large-scale structures like (64, 192, 256, 256) makes (4, 12, 16, 16) , (8, 24, 32, 32) , (16, 48, 64, 64) , (32, 96, 128, 128), (64, 192, 256, 256) . the number of model parameters increase sharply, resulting in deterioration of model performance and cannot detect more useful features.
As analyzed above, we can conclude that it is crucial to select suitable task weights and design reasonable model structure for specific situation. For phase portrait analysis, the task weights of λ 1 , λ 2 set to 0.8, 0.6 respectively and structure of (16, 48, 64, 64 ) is a reasonable and practical option.
Conclusion
In summary, a CNN-based MTL algorithm was proposed to joint optimization of OPM and BR-MFI. With the ability of feature extraction and feature sharing, the performance of OPM has been improved without the reduction of BR-MFI performance. Without any prior information, the proposed CNN-based MTL technique can joint detect channel impairments, bit rates and modulation formats.
Compared with PCA-based pattern recognition algorithm, CNN-based MTL performed the better results. Numerical simulation results demonstrate that the monitoring of OSNR, CD, and DGD with RMS error of 0.73 dB, 1.34 ps/nm, and 0.47 ps, respectively. Similarly, the accuracy of BR-MFI achieve 100% even with limited size of training data. Moreover, the effects of training data size, task weights and model structure on CNN-based MTL performance were separately studied. Our algorithm is efficient because it allows real-time performance (∼56 ms) on Intel Core i7 CPU without the usage of Graphics Processing Unit (GPU) and other acceleration devices. This technique has the potential to perform intelligent signal analysis for future heterogeneous optic communication networks.
