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Abstract
This paper is concerned with the initial–boundary value problem of the generalized Benjamin–Bona–
Mahony–Burgers equation in the half-space R+
⎧⎨
⎩
ut − utxx − uxx + f (u)x = 0, t > 0, x ∈ R+,
u(0, x) = u0(x) → u+, as x → +∞,
u(t,0) = ub.
(I)
Here u(t, x) is an unknown function of t > 0 and x ∈ R+, u+ = ub are two given constant states and the
nonlinear function f (u) ∈ C2(R) is assumed to be a strictly convex function of u. We first show that the
corresponding boundary layer solution φ(x) of the above initial–boundary value problem is global nonlinear
stable and then, by employing the space–time weighted energy method which was initiated by Kawashima
and Matsumura [S. Kawashima, A. Matsumura, Asymptotic stability of travelling wave solutions of systems
for one-dimensional gas motion, Comm. Math. Phys. 101 (1985) 97–127], the convergence rates (both
algebraic and exponential) of the global solution u(t, x) to the above initial–boundary value problem toward
the boundary layer solution φ(x) are also obtained for both the non-degenerate case f ′(u+) < 0 and the
degenerate case f ′(u+) = 0.
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1. Introduction
When attempting to describe the propagation of small-amplitude long waves in a nonlinear
dispersive media, it is frequently necessary to take account of dissipative mechanisms to accu-
rately reflect real situations. Oftentimes the mechanisms leading to the degradation of the wave
are quite complex and not well understood. In such cases one may be forced to rely upon ad hoc
models of dissipation, cf. [3]. One of the equations that have gained some currency when the
need to append dissipation to nonlinearity and dispersion arises in modeling unidirectional prop-
agation of planar waves is
ut − γ utxx − νuxx + βux + uux = 0. (1.1)
Here γ > 0, ν > 0 and β ∈ R are fixed constants, and u = u(t, x) is a real-valued function of the
two real variables t and x, which, in applications, are typically proportional to distance in the
direction of propagation and to elapsed time, respectively.
When ν = 0, γ = 1, (1.1) is the so-called regularized long-wave (RLW) equation proposed by
Peregrine [25] and Benjamin et al. [2], and is called the Benjamin–Bona–Mahony (BBM) equa-
tion. This equation features a balance between the nonlinear dispersive effect but takes no account
of dissipation. If ν > 0, since the dispersive effect of (1.1) is the same as the BBM equation
ut − γ utxx + βux + uux = 0,
while the dissipative effect is the same as the Burgers equation
ut − νuxx + βux + uux = 0,
(1.1) is called the Benjamin–Bona–Mahony–Burgers (BBM–Burgers) equation.
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tions (a complete literature in this direction is beyond the scope of this paper; however, we want
to mention [1–3,5,20,26,29,31–34,36] and the references cited therein. For the corresponding
results on some related models such as the scalar viscous conservation laws, the compressible
Navier–Stokes equations, the Korteweg–de Vries–Burgers equation, the damped wave equation,
the Camassa–Holm equation, etc., see [7–17,21–24,30,37,38] and the references cited therein).
To the best of our knowledge, most of them are concentrated on studying the properties of so-
lutions uγ,ν(t, x) to the Cauchy problem of the BBM–Burgers equation (1.1) with prescribed
initial data
u(0, x) = u0(x) → u±, as x → ±∞. (1.2)
Here u− and u+ are two constants.
Generally speaking, there are mainly two analytical ways to study the above problem. One is
to deduce certain uniform a priori estimates on the solution uγ,ν(t, x) to the BBM–Burgers equa-
tion which are independent of the dispersion coefficient γ and dissipative coefficient ν, and then
use the weak convergence method such as the method of compensated compactness to discuss the
strong convergence of the solution sequence {uγ,ν(t, x)} as ν, γ → 0, cf. [4,7,14,26,27,35,36].
The other is to study the large time behavior of solutions uγ,ν(t, x) to the BBM–Burgers equation
as t → +∞. That is, the nonlinear stability of some elementary waves such as diffusion waves,
rarefaction waves and traveling waves. The main purpose of our present manuscript is devoted
to the later.
It is well known that the large time behavior of solutions to the nonlinear hyperbolic con-
servation laws with dissipative and dispersive terms is closely related to the structure of solu-
tion ur(t, x) to the corresponding Riemann problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut + βux +
(
1
2
u2
)
x
= 0,
u(t, x)|t=0 = ur0(x) =
{
u−, x < 0,
u+, x > 0.
According to the relations between u− and u+, solutions to the above Riemann problem have
the following structure:
• If u− = u+, the unique entropy solution to the above Riemann problem is a constant, i.e.
ur(t, x) = u− = u+.
• If u− > u+, the unique entropy solution to the above Riemann problem is a shock wave, i.e.
ur(t, x) =
{u−, x < st,
u+, x > st.
Here s = β + u−+u+ .2
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i.e.
ur(t, x) =
{u−, x < u−t,
x
t
− β, u−t  x  u+t,
u+, x > u+t.
Based on the structure of solutions to the above Riemann problem, some excellent results have
been obtained concerning the large time behavior of solutions to the Cauchy problem (1.1), (1.2).
When u− = u+ (in this case, without loss of generality, we can assume that u− = u+ = 0, γ = 1),
some excellent results concerning the existence of global smooth solutions to the Cauchy prob-
lem (1.1), (1.2) and the large time behavior of the global smooth solution obtained above have
been established. Among them, by using energy estimates, a maximum principle, and a transfor-
mation of Cole–Hopf type, it is shown in [1] that the unique global smooth solution u(t, x) of
the Cauchy problem (1.1), (1.2) satisfies the following decay estimate
lim
t→∞ t
1
2
+∞∫
−∞
u2(t, x) dx = 4ν
2(v+ − 1)2
2π
√
ν
+∞∫
−∞
exp(−2u2)
(1 + v+−1√
π
∫ +∞
u
exp(−s2))2 du, (1.3)
where
v+ = exp
(
− 1
2ν
+∞∫
−∞
u0(x) dx
)
.
The estimate (1.3) implies that, if ∫R u0(x) dx = 0, the L2(R)-norm decay estimate (1.3) is opti-
mal, i.e. there exists a positive constant C > 0 such that
∥∥u(t, x)∥∥
L2(R)  C(1 + t)−
1
4 . (1.4)
On the other hand, Mei [18] considered the Lq -norm decay rates of solutions for the general-
ized Benjamin–Bona–Mahony–Burgers equations
ut − utxx − νuxx + βux + f (u)x = 0, t > 0, x ∈ R, (1.5)
with initial data (1.2). For f (u) = up+1
p+1 , u− = u+ = 0, and
∫
R u0(x) dx = 0, it is shown in [18]
that the L2-norm decay estimate (1.3) can be improved to
∥∥u(t, x)∥∥
L2(R)  C(1 + t)−
3
4 . (1.6)
Here p  1 is an integer and C is some positive constant.
When u− = u+, some results have also been obtained. The existence and asymptotic stabil-
ity of monotonic traveling waves to the Cauchy problem (1.5), (1.2) is obtained in [31] and
an algebraic time decay rate of solutions of the Cauchy problem (1.5), (1.2) toward such a
traveling wave solution was also given in [31] by employing the weighted energy method de-
veloped by Kawashima and Matsumura in [10] to discuss the asymptotic behavior of traveling
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that v0(x) =
∫ x
−∞(u0(y) − φ(y + x0)) dy, the anti-derivative of the initial perturbation, satisfies
(1 + x2) α2 ∂iv0(x)
∂xi
∈ L2(R) (i = 0,1,2) for each α > 0, then the following algebraic convergence
rate holds ∥∥u(t, x)− φ(x − st + x0)∥∥L2(R)  C(1 + t)− α2 . (1.7)
Here φ(x−st) is the strictly monotonic traveling wave solution of (1.5) satisfying φ(±∞) = u±,
s is the propagation speed of waves, x0 denotes the initial shift, i.e.
s = β + f (u+)− f (u−)
u+ − u− , x0 =
1
u+ − u−
∞∫
−∞
(
u0(x)− φ(x)
)
dx. (1.8)
All the above results are concerned with the Cauchy problem and to the best of our knowl-
edge, very fewer results have been obtained for the initial–boundary value problem of the
generalized BBM–Burgers equation. And the main purpose of our present paper is devoted to
studying the large time behavior of solutions to the initial–boundary value problem of general-
ized BBM–Burgers equation in the half-space R+
ut − utxx − uxx + f (u)x = 0, t > 0, x ∈ R+, (1.9)
with the following initial data and boundary data
u(0, x) = u0(x) → u+, as x → +∞,
u(t,0) = ub. (1.10)
Here u(t, x) is an unknown function of t > 0 and x ∈ R+, and u+ = ub are two given con-
stant states and the nonlinear function f (u) ∈ C2(R) is assumed to be a strictly convex smooth
function of u, namely,
f ′′(u) > 0
for any u under consideration.
For such an initial–boundary value problem, to describe its large time behavior, in addition to
the three elementary waves mentioned above, a new type nonlinear waves, the so-called boundary
layer solutions, should be taken into consideration which is due to the occurrence of the boundary.
The main purpose of our present manuscript is devoted to studying the existence and nonlinear
stability of such a boundary layer solution to the initial–boundary value problem (1.9), (1.10).
Recalled that for the initial–boundary value problem (1.9), (1.10), the boundary layer solu-
tion φ(x) satisfies
φxx = f (φ)x (1.11)
together with the boundary and the spatial asymptotic conditions:
φ(0) = ub, lim φ(x) = u+. (1.12)
x→+∞
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the existence of solutions to the problem (1.11), (1.12) and the cases f ′(u+) < 0 and f ′(u+) = 0
are corresponding to the non-degenerate case and the degenerate case, respectively. In this paper,
we will first study the global stability of such a boundary layer solution and then deduce the
convergence rates of the solutions to the initial–boundary value problem (1.9), (1.10) toward the
boundary layer solutions for both cases.
In fact, by employing the basic energy method and continuation argument, we can show that
the problem (1.9), (1.10) admits a unique global solution u(t, x) and such a u(t, x) converges in
L∞(R+) to the corresponding boundary layer solution φ(x) as t → +∞ provided that the initial
perturbation u0(x) − φ(x) and δ = |u+ − bb|, the strength of the boundary layer solution φ(x),
satisfy certain conditions. More precisely, when the boundary layer solution φ(x) is monotone
increasing, we can obtain the above result for any initial perturbation u0(x) − φ(x) ∈ H 2(R+)
and any u+ > ub . That is we do not ask the initial perturbation u0(x) − φ(x) and δ to satisfy
any smallness condition and this yields the global nonlinear stability of strong boundary layer
solution for the Cauchy problem (1.9) and (1.10) when φ(x) is monotone increasing. But when
the boundary layer solution φ(x) is monotone decreasing, to deduce the above result, we need to
ask δ to be suitably small while the initial perturbation u0(x)−φ(x) can still be chosen arbitrarily
large and this yields the global nonlinear stability of weak boundary layer solution for the Cauchy
problem (1.9) and (1.10) when φ(x) is monotone decreasing.
Our second purpose is devoted to deducing certain decay rates for the solution u(t, x) of
the initial–boundary value problem (1.9), (1.10) toward the boundary layer solution φ(x). To
this end, we divided our analysis into two main parts: The first part is concerned with the non-
degenerate case, i.e., the case when f ′(u+) < 0. For such a case, based on the global stability
result established above and by employing the space–time weighted energy method [10,23], we
can show that if, in addition to the conditions we imposed to deduce the global stability result, we
assume further that (1 + x) α2 ∂i
∂xi
(u0(x) − φ(x)) ∈ L2(R+) (i = 0,1) for each positive constant
α > 0, then we have ∥∥u(t, x)− φ(x)∥∥
H 1(R+)  C(1 + t)−
α
2 . (1.13)
To use the basic energy method to deduce such a decay estimate, the key point is to get
a suitable estimate on B1 = 2v(f (v + φ) − f (φ)) − 2
∫ v
0 (f (φ + η) − f (φ)) dη, v(t, x) =
u(t, x) − φ(x). Notice from the global stability results obtained above, we can always assume
that |v(t, x)| is sufficiently small for large t , thus to have a nice bound on B1 such as B1 −Cv2
for some positive constant C > 0, it is sufficient to show that f ′(φ(x)) < 0. Once this is ob-
tained, we can deduce the desired decay estimate by performing the space–time weighted energy
estimate for sufficiently large time t .
For the non-degenerate case f ′(u+) < 0, to deduce a nice estimate on B1, we need to consider
the following three cases:
(i) φx(x) > 0, thus f ′(φ(x)) f ′(u+) < 0,
(ii) φx(x) < 0, f ′(ub) < 0, consequently f ′(φ(x)) f ′(ub) < 0,
(iii) φx(x) < 0, f ′(ub) = 0,
respectively.
For the first two cases, one can easily deduce that B1  −Cv2 for some positive constant
C > 0 provided t is chosen sufficiently large. For the third case, we note, however, that one
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two intervals [0,1] and (1,+∞) and use the strictly convexity of f (u) and the properties of the
boundary layer solution to deduce a delicate estimate on B1 which is sufficient to deduce the
desired decay estimate.
As to the exponential decay rates, if we assume that e α2 x ∂i
∂xi
(u0(x) − φ(x)) ∈ L2(R+)
(i = 0,1) for some α > 0, then there exists a positive constant b which depends only on α
such that ∥∥u(t, x)− φ(x)∥∥
H 1(R+)  Ce
− b2 t . (1.14)
Here b is a positive constant depending on α.
It is worth to pointing out that in the above results, when we deal with the case of φx(x) < 0,
we need to ask that the strength of the boundary layer solution φ(x) is suitably small.
In the second part of our analysis, we are concerned with the degenerate case, i.e., the
case when f ′(u+) = 0. For such a case, to simplify the presentation, we only consider the
same initial–boundary value problem for the BBM–Burgers equation, i.e., (1.9), (1.10) with
f (u) = 12u2 and u+ = 0. By some delicate estimates, we also obtain the following algebraic
decay estimate
∥∥u(t, x)− φ(x)∥∥
H 1(R+)  C(1 + t)−
α
4 (1.15)
provided that the amplitude δ and the H 1(R+)-norm of the weighted initial perturbation are
suitably small. It is worth to pointing out that (1.15) holds only for 0 < α < 2. Obviously, (1.15)
is weaker than (1.13).
It is worth to pointing out that the nonlinear stability of boundary layer solutions for the
one-dimensional viscous conservation laws was studied in [15] by employing the standard L2
energy method. Recently, the asymptotic stability results obtained in [15] have been improved
by Kawashima, Nishibata, and Nishikawa [11,12] by using a new type of time weighted Lp
energy method. In fact, they showed the asymptotic stability of boundary layer solutions not
only in one space dimension but also in higher space dimensions. For the related results for the
damped wave equation and for the compressible Navier–Stokes equation, the interested reader is
referred to [9,19,28,38].
Before concluding this section, we list some problems to which the arguments developed in
this manuscript cannot be applied directly.
• Throughout this paper, the smooth nonlinear flux function f (u) is assumed to be strictly
convex. Do similar results hold for general smooth flux function f (u)?
• Notice that for the non-degenerate case, when the boundary layer solution φ(x) is mono-
tone decreasing, we can only deduce the global nonlinear stability of weak boundary layer
solution. Moreover when we deduce the convergence rate of solution u(t, x) to the initial–
boundary value problem (1.9), (1.10) toward the boundary layer solution φ(x), we must
assume that f ′(ub)  0. How to deduce the global stability of strong boundary layer solu-
tion φ(x) when φ(x) is monotone decreasing and does similar convergence rate of solutions
toward the boundary layer solution hold for the case f ′(ub) > 0?
• For the degenerate case, to deduce certain convergence rate of solution u(t, x) of the initial–
boundary value problem (1.9), (1.10) toward the boundary layer solution φ(x), unlike the
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result hold for large initial perturbation?
The study for these problems is left for the future.
This paper is organized as follows. Some properties of the boundary layer solutions will be
stated in Section 2. Section 3 is mainly concerned with the construction of local solutions to
the initial–boundary value problem (1.9), (1.10). The results on the global existence of solutions
and the global nonlinear stability of boundary layer solutions will be given in Section 4. The
algebraic convergence rate for both the non-degenerate and degenerate case will be given in
Sections 5 and 6, respectively, and the exponential decay rate for the non-degenerate case will be
given in Section 5.
Notations. Throughout this paper, without any ambiguity, we denote a generic positive constant
by C or O(1) which may vary from line to line. If the dependence needs to be explicitly pointed
out, then the notations Ci (i ∈ Z+) or C(·,·), etc. are used. For function space, Lp = Lp(R+)
(1 p ∞) denotes the usual Lebesgue space on R+ = (0,+∞) with its norm
‖f ‖Lp =
( ∫
R+
∣∣f (x)∣∣p dx) 1p (1 p < ∞), ‖f ‖L∞ = sup
x∈R+
∣∣f (x)∣∣,
and when p = 2, we write ‖ · ‖L2(R+) = ‖ · ‖. Hl(R+) denotes the usual lth order Sobolev space
with its norm
‖f ‖Hl(R+) = ‖f ‖l =
(
l∑
i=0
∥∥∂ixf ∥∥2
) 1
2
.
For simplicity, ‖f (t, ·)‖Lp and ‖f (t, ·)‖l are denoted by ‖f (t)‖Lp and ‖f (t)‖l , respectively.
For α ∈ R, L2α = L2α(R+) denotes the algebraically weighted L2 space with the norm
‖f ‖L2α 
( +∞∫
0
(
1 + |x|)α∣∣f (x)∣∣2 dx
) 1
2
,
while L2α,exp = L2α,exp(R+) denotes the exponentially weighted L2 space with the norm
‖f ‖L2α,exp 
( +∞∫
0
eαx
∣∣f (x)∣∣2 dx
) 1
2
.
The corresponding weighted Sobolev spaces H 2α = H 2α (R+) and H 2α,exp = H 2α,exp(R+) are de-
fined similarly.
Let T be a positive constant and let B be a Banach space. Here, for any natural number k  0,
Ck([0, T ];B) denotes the space of B-valued k-times continuously differentiable functions on
[0, T ] and L2([0, T ];B) denotes the space of B-valued L2-functions on [0, T ]. The correspond-
ing spaces of B-valued functions on [0,∞) are defined similarly.
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In this section, we collect some properties of the boundary layer solutions φ(x) corresponding
to the initial–boundary value problem (1.5), (1.2) for our later use.
It is easy to check that the boundary layer solution φ(x) satisfies the equation
φxx = f (φ)x, x ∈ R+, (2.1)
together with the boundary and the spatial asymptotic conditions
φ(0) = ub, (2.2)
lim
x→+∞φ(x) = u+. (2.3)
Integrating (2.1) with respect to x over [x,+∞) and using the condition (2.3), Eq. (2.1) is re-
duced to
φx = f (φ)− f (u+) h(φ). (2.4)
It is well known (cf. [28]) that (2.4), (2.2), (2.3) admits a unique smooth solution φ(x) if and
only if f ′(u+) 0. Moreover if f ′(u+) < 0, φ(x) satisfies the following estimates
φx(x) = h
(
φ(x)
){< 0, u+ < φ  ub, if u+ < ub,
> 0, ub  φ < u+, if ub < u+, (2.5)
and ∣∣∂kx (φ(x)− u+)∣∣ C1δe−|f ′(u+)|x = C1δe−c1x, x ∈ R+. (2.6)
Here δ = |ub − u+| denotes the strength of the boundary layer solution, c1 and C1 are positive
constants and c1 = |f ′(u+)|, k  0 is an integer.
While if h′(u+) = f ′(u+) = 0, one must have u+ > ub . Consequently φ(x) is monotone
increasing in x ∈ R+, i.e. φx(x) = h(φ) > 0 which follows from f ′′(u) > 0 and we have
∣∣φ(x)− u+∣∣ Cδ1 + δx , (2.7)
then from (2.1), (2.4), we can obtain the following estimate
∣∣∂kx (φ(x)− u+)∣∣ C2δk+1(1 + δx)k+1 , x ∈ R+. (2.8)
Here δ = |ub − u+| = u+ − ub , C2 is a positive constant, k  0 is an integer.
From the above analysis, we have the following conclusion.
Theorem 2.1. f ′(u+)  0 is a necessary and sufficient condition to guarantee that the prob-
lem (2.1)–(2.3) admits a unique smooth solution φ(x). Moreover, it is known that under this
condition, the solution φ(x) is monotone in x ∈ R+, i.e.
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φx(x) < 0 ⇐⇒ u+ < ub. (2.10)
Furthermore, for the non-degenerate case f ′(u+) < 0, we have the decay estimate (2.6), while
for the degenerate case f ′(u+) = 0, we have the estimate (2.8).
3. Construction of local solutions
This section is devoted to the local solvability of the initial–boundary value problem (1.9),
(1.10).
To this end, setting the perturbation v(t, x) by
v(t, x) = u(t, x)− φ(x), t  0, x ∈ R+, (3.1)
the original problem (1.9), (1.10) can be rewritten as
⎧⎪⎨
⎪⎩
vt − vtxx − vxx +
(
f (φ + v)− f (φ))
x
= 0, t > 0, x ∈ R+,
v|t=0 = v0(x) := u0(x)− φ(x) → 0, x → +∞,
v|x=0 = u(t,0)− φ(0) = 0, t  0.
(3.2)
The main purpose of this section is to show that the problem on the local solvability of the
reformulated problem (3.2) can be transferred into the problem on the local solvability of an
integral-differential equation.
To this end, let G(t, x) and H(t, x) solve the following Cauchy problem
{
Gt −Gtxx −Gxx = 0, t > 0, x ∈ R,
G|t=0 = δ(x),
⎧⎨
⎩
Ht −Htxx −Hxx = 0, t > 0, x ∈ R,
H |t=0 = 1√
2π
F−1
(
1
1 + ξ2
)
= 1
2
e−|x|.
(3.3)
Here δ(x) is the Dirac delta function and F denotes the Fourier transformation with respect
to x ∈ R, while F−1 denotes the inverse Fourier transformation with respect to ξ ∈ R. Since
F [δ(x)] = 1√
2π
and from (3.3), we have
G(t, x) = 1√
2π
F−1(e− ξ21+ξ2 t), H(t, x) = 1√
2π
F−1
(
1
1 + ξ2 e
− ξ2
1+ξ2 t
)
. (3.4)
It is easy to see that G(t, x) and H(t, x) are even functions of x ∈ R, i.e. G(t,−x) = G(t, x),
H(t,−x) = H(t, x).
We now show that to construct local solution to the initial–boundary value problem (3.2) can
be reduced to solve the following integral-differential equation
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+∞∫
0
(
G(t, x − y)−G(t, x + y))v0(y) dy
−
t∫
0
+∞∫
0
(
H(t − s, x − y)−H(t − s, x + y))(f (φ + v)− f (φ))
y
(s, y) ds dy.
(3.5)
In fact, we have
Lemma 3.1. If v(t, x) is a smooth solution to the integral-differential equation (3.5), then v(t, x)
is a smooth solution to the initial–boundary value problem (3.2).
Proof. Firstly, due to G(t,−x) = G(t, x) and from (3.5), we can easily deduce that
v|x=0 = 0. (3.6)
On the other hand, since v0(x) ∈ C(R+) and v0(0) = 0, we can define v¯0(x) ∈ C(R) as follows
v¯0(x) =
{
v0(x), x  0,
0, x < 0,
then for x  0, we have
lim
t→0+
v(t, x) =
∞∫
−∞
(
δ(x − y)− δ(x + y))v¯0(y) dy = v¯0(x)− v¯0(−x)
= v0(x). (3.7)
Hence, v(t, x) satisfies the initial condition (3.2)2 and the boundary condition (3.2)3.
Next, for x > 0, t > 0, we will prove that v(t, x) satisfies (3.2)1. For this purpose, to simplify
the presentation, we set
h(t, x)
(
f (φ + v)− f (φ))
x
(t, x), I (t, x) 1
2
+∞∫
0
(
e−|x−y| − e−|x+y|)h(t, y) dy,
then we have from (3.3) that
vt − vtxx − vxx
=
+∞∫
0
(∂x − ∂txx − ∂xx)
(
G(t, x − y)−G(t, x + y))v0(y) dy
−
t∫ +∞∫
(∂x − ∂txx − ∂xx)
(
H(t − s, x − y)−H(t − s, x + y))h(s, y) ds dy0 0
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2
+∞∫
0
(
e−|x−y| − e−|x+y|)h(t, y) dy + 1
2
( +∞∫
0
(
e−|x−y| − e−|x+y|)h(t, y) dy
)
xx
= −1
2
+∞∫
0
(
e−|x−y| − e−|x+y|)h(t, y) dy + 1
2
( +∞∫
0
(
e−|x−y| − e−|x+y|)h(t, y) dy
)
xx
= −I (t, x)+ Ixx(t, x). (3.8)
Now we compute I (t, x), Ix(t, x) and Ixx(t, x), respectively, as follows:
I (t, x) = 1
2
{ x∫
0
(
e−x+y − e−x−y)h(t, y) dy + +∞∫
x
(
ex−y − e−x−y)h(t, y) dy
}
,
Ix(t, x) = 12
((
e0 − e−2x)h(t, x)− (e0 − e−2x)h(t, x))
− 1
2
{ x∫
0
(
e−x+y − e−x−y)h(t, y) dy − +∞∫
x
(
ex−y + e−x−y)h(t, y) dy
}
= −1
2
{ x∫
0
(
e−x+y − e−x−y)h(t, y) dy − +∞∫
x
(
ex−y + e−x−y)h(t, y) dy
}
, (3.9)
and
Ixx(t, x) = −12
((
e0 − e−2x)h(t, x)− (e0 + e−2x)h(t, x))
+ 1
2
{ x∫
0
(
e−x+y − e−x−y)h(t, y) dy + +∞∫
x
(
ex−y − e−x−y)h(t, y) dy
}
= −h(t, x)+ I (t, x). (3.10)
Substituting (3.9)–(3.10) into (3.8), we can get that
vt − vtxx − vxx + h(t, x) = vt − vtxx − vxx +
(
f (φ + v)− f (φ))
x
= 0 (3.11)
holds for x > 0, t > 0 which means that such a v(t, x) is indeed a smooth solution to the initial–
boundary value problem (3.2). This completes the proof of Lemma 3.1. 
Although Lemma 3.1 is concerned with smooth solutions to the integral-differential equa-
tion (3.5), by employing the standard approximate method, one can easily see that if v(t, x) ∈
C([0, t1];H 1(R+))∩C1([0, t1];L2(R+)) is a solution to the integral-differential equation (3.5)
on the strip Πt1 = {(t, x): 0 t  t1, x ∈ R+}, then such a v(t, x) is also a generalized solution
to the problem (3.2) on the same strip Πt .1
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tion space XM(0, t1) as follows
XM(0, t1) =
{
v(t, x)
∣∣∣ v ∈ C([0, t1];H 1(R+))∩C1([0, t1];L2(R+)), sup
[0,t1]
∥∥v(t)∥∥
H 1 M
}
for some positive constant M and the norm on XM(0, t1) is given by
‖v‖X  sup
t∈[0,t1]
∥∥v(t)∥∥
H 1 .
And we have
Theorem 3.1. If v0(x) ∈ H 1(R+), with ‖v0‖H 1(R+) M/2, then there exists t1 = t1(M) > 0
sufficiently small, which depends only on M , such that the initial–boundary value problem (3.2)
admits a unique solution v(t, x) ∈ X2M(0, t1).
Proof. To prove that the problem (3.2) admits a unique solution v(t, x) ∈ X2M(0, t1), it is suf-
ficient to show that the integral-differential equation (3.5) admits a unique solution v(t, x) ∈
C([0, t1];H 1(R+)).
Now we consider the local solvability of the integral-differential equation (3.5). For this pur-
pose, we define the following function space XM(0, t1)
XM(0, t1) =
{
v(t, x)
∣∣∣ v ∈ C([0, t1];H 1(R+)), sup
[0,t1]
∥∥v(t)∥∥
H 1(R+) M
}
with its norm given by
‖v‖X  sup
t∈[0,t1]
∥∥v(t)∥∥
H 1 .
It is easy to see that XM(0, t1) is a Banach space.
For each v˜(t, x) ∈ X2M(0, t1), we solve the above integral equation (3.5) by iteration as fol-
lows: For t > 0, x > 0,
v(t, x) =
+∞∫
0
(
G(t, x − y)−G(t, x + y))v0(y) dy
−
t∫
0
+∞∫
0
(
H(t − s, x − y)−H(t − s, x + y))(f (φ + v˜)− f (φ))
y
(s, y) ds dy.
(3.12)
For each v˜(t, x) ∈ X2M(0, t1), we can define the following map
A : v˜(t, x)| → Av˜(t, x) = v(t, x).
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X2M(0, t1) onto itself and is contractive.
Before doing so, we define
h1(t, x)
(
f (φ + v˜)− f (φ))
x
(t, x), t > 0, x > 0,
and set
h¯1(t, x) =
{
h1(t, x), t > 0, x > 0,
0, t > 0, x  0, v¯0(x) =
{
v0(x), x > 0,
0, x  0. (3.13)
Then (3.12) is rewritten as
v(t, x) =
+∞∫
−∞
G(t, x − y)v¯0(y) dy −
+∞∫
−∞
G(t, x + y)v¯0(y) dy
−
t∫
0
+∞∫
−∞
H(t − s, x − y)h¯1(s, y) ds dy +
t∫
0
+∞∫
−∞
H(t − s, x + y)h¯1(s, y) ds dy.
(3.14)
To estimate ‖v(t)‖L2(R+), we first compute ‖h1(t)‖L2(R+) as follows
∥∥h1(t)∥∥L2(R+) = ∥∥(f (φ + v˜)− f (φ))x(t)∥∥L2(R+)
= ∥∥(f ′′(η1)φxv˜ + f ′(φ + v˜)v˜x)(t)∥∥L2(R+)
 C1(M)
∥∥v˜(t)∥∥
H 1(R+). (3.15)
Here η1 is between φ and φ + v˜ and C1(M) is a positive constant depending only on M .
On the other hand, from (3.4) it is easy to see that F [G(t, x)] 1, F [H(t, x)] 1. Thus we
have by using the Parseval identity and (3.15) that
∥∥v(t)∥∥
L2(R+)

∥∥∥∥∥
+∞∫
−∞
G(t, x − y)v¯0(y) dy
∥∥∥∥∥
L2(R+)
+
∥∥∥∥∥
+∞∫
−∞
G(t, x − y)v¯0(−y)dy
∥∥∥∥∥
L2(R+)
+
t∫
0
∥∥∥∥∥
+∞∫
−∞
H(t − s, x − y)h¯1(s, y) dy
∥∥∥∥∥
L2(R+)
ds
+
t∫ ∥∥∥∥∥
+∞∫
H(t − s, x − y)h¯1(s,−y)dy
∥∥∥∥∥
L2(R )
ds0 −∞ +
3158 H. Yin et al. / J. Differential Equations 245 (2008) 3144–3216
∥∥G(t, x) ∗ v¯0(x)∥∥L2(R) + ∥∥G(t, x) ∗ v¯0(−x)∥∥L2(R)
+
t∫
0
∥∥H(t − s, x) ∗ h¯1(s, x)∥∥L2(R) ds +
t∫
0
∥∥H(t − s, x) ∗ h¯1(s,−x)∥∥L2(R) ds
= ∥∥F[G(t, x)]F[v¯0(x)]∥∥L2(R) + ∥∥F[G(t, x)]F[v¯0(−x)]∥∥L2(R)
+
t∫
0
∥∥F[H(t − s, x)]F[h¯1(s, x)]∥∥L2(R) ds +
t∫
0
∥∥F[H(t − s, x)]F[h¯1(s,−x)]∥∥L2(R) ds

∥∥v¯0(x)∥∥L2(R) + ∥∥v¯0(−x)∥∥L2(R) +
t∫
0
∥∥h¯1(s, x)∥∥L2(R) ds +
t∫
0
∥∥h¯1(s,−x)∥∥L2(R) ds
= 2∥∥v0(x)∥∥L2(R+) + 2
t∫
0
∥∥h1(s)∥∥L2(R+) ds
 2
∥∥v0(x)∥∥L2(R+) + 2C1(M)t1 sup0stt1
∥∥v˜(s)∥∥
H 1(R+). (3.16)
Similarly, noticing that F [Hx(t, x)] 1, we can get
∥∥vx(t)∥∥L2(R+)  2∥∥v0x(x)∥∥L2(R+) + 2
t∫
0
∥∥h1(s)∥∥L2(R+) ds
 2
∥∥v0x(x)∥∥L2(R+) + 2C1(M)t1 sup0stt1
∥∥v˜(s)∥∥
H 1(R+). (3.17)
Putting (3.16) and (3.17) together, and noticing that ‖v0‖H 1(R+) = M/2, v˜(t, x) ∈ X2M(0, t1),
we have
∥∥v(t)∥∥
H 1(R+)  2‖v0‖H 1(R+) + 4C1(M)t1 sup0stt1
∥∥v˜(s)∥∥
H 1(R+)
M + 8C1(M)t1M. (3.18)
If we choose t1 sufficiently small such that
0 < t1 
1
8C1(M)
,
we can immediately get ‖v(t)‖X  2M from (3.18).
Hence A maps X2M(0, t1) onto itself.
Next we prove that A is contractive in X2M(0, t1). To this end, for each v˜1(t, x), v˜2(t, x) ∈
X2M(0, t1), we define
hj (t, x)
(
f (φ + v˜j )− f (φ)
)
(t, x), t > 0, x > 0, j = 1,2,x
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h¯j (t, x) =
{
hj (t, x), t > 0, x > 0,
0, t > 0, x  0.
Similar to that of (3.18), we can deduce that
∥∥Av˜1(t, x)− Av˜2(t, x)∥∥H 1(R+)
 4
t∫
0
∥∥h¯1(s, x)− h¯2(s, x)∥∥L2(R) ds = 4
t∫
0
∥∥h1(s, x)− h2(s, x)∥∥L2(R+) ds
= 4
t∫
0
∥∥(f (φ + v˜1)− f (φ + v˜2))x(s, x)∥∥L2(R+) ds
= 4
t∫
0
∥∥(f ′(φ + v˜1)(φx + v˜1x)− f ′(φ + v˜2)(φx + v˜2x))(s)∥∥L2(R+) ds
= 4
t∫
0
∥∥f ′(φ + v˜1)(φx + v˜1x)− f ′(φ + v˜1)(φx + v˜2x)
+ f ′(φ + v˜1)(φx + v˜2x)− f ′(φ + v˜2)(φx + v˜2x)
∥∥
L2(R+) ds
= 4
t∫
0
∥∥f ′(φ + v˜1)(v˜1x − v˜2x)+ f ′′(η2)(v˜1 − v˜2)(φx + v˜2x)∥∥L2(R+) ds
 C2(M)t1 sup
0stt1
∥∥(v˜1 − v˜2)(s)∥∥H 1(R+). (3.19)
Here η2 is between φ + v˜1 and φ + v˜2.
Consequently, from (3.19), we know that if we choose t1 sufficiently small such that
0 < t1 
1
C2(M)
,
A is contractive.
In summary, if we choose t1 sufficiently small such that
0 < t1 < min
{
1
8C1(M)
,
1
C2(M)
}
, (3.20)
A maps X2M(0, t1) onto itself and is contractive. Consequently from the contraction-mapping
principle, we can deduce immediately that the integral-differential equation (3.12) has a fixed
point v(t, x) ∈ X2M(0, t1) which satisfies the integral-differential equation (3.5).
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to verify that vt (t, x) ∈ C([0, t1];L2(R+)).
Thus we have that for any v0(x) ∈ H 1(R+), with ‖v0‖H 1(R+) = M/2, the initial–boundary
value problem (3.2) admits a unique solution v(t, x) ∈ X2M(0, t1). This completes the proof of
Theorem 3.1. 
Remark 3.1. It is worth to pointing out that if v0(x) ∈ Hσ (R+) (σ  1), then from the proof
of Theorem 3.1, we can get that the solution v(t, x) constructed in Theorem 3.1 belongs to
C([0, t1];Hσ (R+)) ∩ C1([0, t1];Hσ−1(R+)). Thus by choosing σ sufficiently large, we can
indeed show that such a v(t, x) is indeed a smooth solution to the problem (3.2).
Remark 3.2. Suppose that the local solution v(t, x) constructed in Theorem 3.1 has been ex-
tended to the time interval [0, T ] and satisfies v(t, x) ∈ X
M˜
(0, T ) for some M˜ > 0, T > 0, since
the time interval on which the solution v(t, x) is constructed in Theorem 3.1 depends only on
‖v0‖1, to show that such a solution can be extended step by step to all t > 0 by employing the
standard continuation argument, we only need to deduce the H 1(R+)-norm a priori estimates on
v(t, x) on the time interval [0, T ].
Remark 3.3. In [6], the authors developed systematically a general framework to construct so-
lution to the initial–boundary value problems for nonlinear evolution equations
ut + N (u)+ Ku = f, t > 0, x ∈ R+,
with pseudo-differential operators Ku on the half-line R+. Here the nonlinear term N (u) de-
pends on the unknown function u(t, x) and its derivatives. But it seems difficult to apply this
theory to the initial–boundary value problem (1.9), (1.10). Moreover, it is easy to see that the
argument we developed to construct local solution to the initial–boundary value problem (1.9),
(1.10) can be used to deal with a class of nonlinear evolution equations provided that the func-
tions G(t, x) and H(t, x) in the integral-differential equation (3.5) are even functions of x.
4. Global stability of boundary layer solutions
In this section, we will show that the initial–boundary value problem (1.9), (1.10) admits a
unique global solution v(t, x) which converges to the boundary layer solution φ(x) uniformly as
time tends to infinity.
To simplify the presentation, in the rest of this paper, we let
A max
u∈I [ub,u+]
∣∣f ′′(u)∣∣, B  min
u∈I [ub,u+]
∣∣f ′′(u)∣∣, d  max
u∈I [ub,u+]
∣∣f ′(u)∣∣.
Here I [ub,u+] = [min{ub,u+},max{ub,u+}].
Our main result in this section is
Theorem 4.1. Assume that v0(x) ∈ H 2(R+), f ′′(u) > 0 and let φ(x) be the solution to the
problem (2.1)–(2.3) which is monotone increasing in x ∈ R+. Then the initial–boundary
value problem (3.2) admits a unique global solution v(t, x) ∈ C0([0,+∞);H 2(R+)) ∩
C1([0,+∞);H 1(R+)) and v(t, x) satisfies the following uniform energy estimate
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H 2 +
+∞∫
0
φxv
2 dx +
t∫
0
(∥∥vx(τ )∥∥2H 1 + ∥∥vt (τ )∥∥2H 1)dτ +
t∫
0
+∞∫
0
φxv
2 dx dτ
 C3‖v0‖2H 2 (4.1)
for all t  0. Here C3 is a positive constant independent of t . Without loss of generality, we can
assume that C3  1. Furthermore, we have the following stability result
lim
t→+∞
∥∥∥∥∂iv(t, x)∂xi
∥∥∥∥
L∞(R+)
= 0, i = 0,1. (4.2)
Remark 4.1. When φ(x) is monotone decreasing, a similar result can be obtained provided that
δ = |ub − u+|, the strength of the boundary layer solutions, is assumed to be sufficiently small.
More precisely, we can get the following uniform energy estimate
∥∥v(t)∥∥2
H 2 +
t∫
0
(∥∥vx(τ )∥∥2H 1 + ∥∥vt (τ )∥∥2H 1)dτ  C4‖v0‖2H 2, t  0. (4.3)
Here C4  1 is a positive constant independent of t . The key point to the proof of (4.3) is to use
the following estimate:
+∞∫
0
|φx |v2 dx 
+∞∫
0
|φx |
( x∫
0
∣∣vx(t, y)∣∣dy
)2
dx 
+∞∫
0
|φx |x
∥∥vx(t)∥∥2L2 dx
 Cδ
∥∥vx(t)∥∥2L2 , (4.4)
which is based on (3.2)3 and (2.6). Having obtained (4.4) and noticing that δ can be chosen
sufficiently small, we can get (4.3) immediately by repeating the argument used to prove The-
orem 4.1. It is worth to pointing out that no matter φ(x) is monotone increasing or monotone
decreasing, (4.2) is always true. In other words, even if φx(x) < 0 we also can obtain the global
nonlinear stability of weak boundary layer solution.
Now we turn to prove Theorem 4.1. To do so, we have from the local existence result Theo-
rem 3.1 that we need to obtain the following a priori estimates.
Theorem 4.2. Let f ′′(u) > 0 and φ(x) be the solution to the problem (2.1)–(2.3) which is mono-
tone increasing in x ∈ R+. Assume that v(t, x) is a solution to the problem (3.2) such that
v(t, x) ∈ C0([0, T );H 2(R+))∩C1([0, T );H 1(R+))
for some positive constant T > 0. If v0(x) ∈ H 2(R+), then such a v(t, x) satisfies the following
uniform energy estimate:
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H 2 +
+∞∫
0
φxv
2 dx +
t∫
0
(∥∥vx(τ )∥∥2H 1 + ∥∥vt (τ )∥∥2H 1)dτ +
t∫
0
+∞∫
0
φxv
2 dx dτ
 C5‖v0‖2H 2 (4.5)
for t ∈ [0, T ]. Here C5 is a positive constant independent of t .
Proof. We prove the estimate (4.5) by using the standard energy method. First, multiplying the
first equation of (3.2) by 2v we get
{
v2 + v2x
}
t
+ 2v2x
+
{
−2vvtx − 2vvx + 2v
(
f (φ + v)− f (φ))− 2 v∫
0
(
f (φ + η)− f (φ))dη
}
x
+ f ′′(θ1)φxv2 = 0. (4.6)
Here θ1 is between φ and φ + v.
Integrating (4.6) with respect to t , x over [0, t] × R+ and noticing v|x=0 = v|x=+∞ = 0, we
have
+∞∫
0
(
v2 + v2x
)
(t, x) dx + 2
t∫
0
+∞∫
0
v2x(τ, x) dx dτ +
t∫
0
+∞∫
0
f ′′(θ1)φxv2(τ, x) dx dτ
=
+∞∫
0
(
v2 + v2x
)
(0, x) dx. (4.7)
Since f ′′(u) > 0, φx(x) > 0, we have from (4.7) that
+∞∫
0
(
v2 + v2x
)
(t, x) dx 
+∞∫
0
(
v2 + v2x
)
(0, x) dx.
Then from the above inequality and the Sobolev inequality we know that
∥∥v(t)∥∥
L∞ 
√
2
2
∥∥v(t)∥∥
H 1 
√
2
2
‖v0‖H 1 . (4.8)
Noticing that f ′′(u) > 0, φx(x) > 0, we get from (4.7) and (4.8) that
∥∥v(t)∥∥2
H 1 +
t∫
0
∥∥vx(τ )∥∥2L2 dτ +
t∫
0
+∞∫
0
φxv
2(τ, x) dx dτ  C6‖v0‖2H 1 . (4.9)
Here C6 is a positive constant independent of T .
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{
v2x
2
+ f
′′(θ2)
2
φxv
2
}
t
+ v2t + v2tx + {−vtvtx − vtvx}x + f ′(φ + v)vtvx = 0. (4.10)
Here θ2 is between φ and φ + v.
Integrating (4.10) with respect to t , x over [0, t]×R+ and noticing f ′′(u) > 0, φx(x) > 0, we
obtain that
+∞∫
0
(
v2x
2
+ f
′′(θ2)
2
φxv
2
)
(t, x) dx +
t∫
0
+∞∫
0
(
v2t + v2tx
)
(τ, x) dx dτ

+∞∫
0
(
v2x
2
+ f
′′(θ2)
2
φxv
2
)
(0, x) dx +
t∫
0
+∞∫
0
∣∣f ′(φ + v)vtvx∣∣(τ, x) dx dτ

+∞∫
0
(
v20x
2
+ A
2
φxv
2
0
)
(x) dx + 1
2
t∫
0
+∞∫
0
v2t (τ, x) dx dτ +
d2
2
t∫
0
+∞∫
0
v2x(τ, x) dx dτ. (4.11)
Then from (4.9) and (4.11) we can immediately get the first order energy estimate
∥∥vx(t)∥∥2L2 +
+∞∫
0
φxv
2(t, x) dx +
t∫
0
∥∥vt (τ )∥∥2H 1 dτ  C7‖v0‖2H 1 . (4.12)
Here C7 is a positive constant independent of T .
Finally, differentiating the first equation of (3.2) with respect to x once and multiplying the
result by 2vx , we have
{
v2x + v2xx
}
t
+ 2v2xx +
{−2vx(vtxx + vxx − (f (φ + v)− f (φ))x)}x
= 2f ′(φ + v)vxvxx + 2f ′′(θ3)φxvvxx. (4.13)
Here θ3 is between φ and φ + v.
On the other hand, from the first equation of (3.2) we can easily see that
{
vtxx + vxx −
(
f (φ + v)− f (φ))
x
}∣∣
x=0 = vt |x=0 = 0.
Integrating (4.13) with respect to t , x over [0, t] × R+ and using the above identity, we get
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0
(
v2x + v2xx
)
(t, x) dx + 2
t∫
0
+∞∫
0
v2xx(τ, x) dx dτ

+∞∫
0
(
v2x + v2xx
)
(0, x) dx + 2
t∫
0
+∞∫
0
∣∣f ′(φ + v)vxvxx∣∣(τ, x) dx dτ
+ 2
t∫
0
+∞∫
0
∣∣f ′′(θ3)φxvvxx∣∣(τ, x) dx dτ. (4.14)
Now we estimate the last two terms in the right-hand side of (4.14) respectively as follows
2
t∫
0
+∞∫
0
∣∣f ′(φ + v)vxvxx∣∣(τ, x) dx dτ
 1
2
t∫
0
+∞∫
0
v2xx(τ, x) dx dτ + 2d2
t∫
0
+∞∫
0
v2x(τ, x) dx dτ (4.15)
and
2
t∫
0
+∞∫
0
∣∣f ′′(θ3)φxvvxx∣∣(τ, x) dx dτ
 1
2
t∫
0
+∞∫
0
v2xx(τ, x) dx dτ + 2C2δA2
t∫
0
+∞∫
0
φxv
2(τ, x) dx dτ. (4.16)
Substituting (4.15), (4.16) into (4.14), from (4.9) we can obtain
∥∥vx(t)∥∥2H 1 +
t∫
0
∥∥vxx(τ )∥∥2L2 dτ  C8‖v0‖2H 2 . (4.17)
Here C8 is a positive constant independent of T .
Now putting the estimates (4.9), (4.12) and (4.17) together, we can immediately get (4.5).
This completes the proof of Theorem 4.2. 
Before giving the proof of Theorem 4.1, we quote the useful result.
Lemma 4.1. (See [37].) Suppose that g(t) 0, g(t) ∈ L1(0,+∞), and g′(t) ∈ L1(0,+∞), then
limt→+∞ g(t) = 0.
H. Yin et al. / J. Differential Equations 245 (2008) 3144–3216 3165Proof of Theorem 4.1. Based on the local existence result obtained in Section 3 together with
the corresponding a priori estimates (4.5), we can deduce by employing the continuation argu-
ment that the initial–boundary value problem (3.2) admits a unique global solution v(t, x). Thus
to prove Theorem 4.1, we only need to prove (4.2).
In fact, putting g(t) = ‖vx(t)‖2L2  0, we have from (4.1) that
+∞∫
0
+∞∫
0
v2x(τ, x) dx dτ < +∞
and
+∞∫
0
∣∣g′(t)∣∣dt = +∞∫
0
∣∣∣∣∣ ddt
+∞∫
0
v2x(τ, x) dx
∣∣∣∣∣dτ 
+∞∫
0
+∞∫
0
(
v2x + v2tx
)
(τ, x) dx dτ < +∞.
Then we can obtain from Lemma 4.1 that
lim
t→+∞
∥∥vx(t)∥∥2L2 = 0. (4.18)
On the other hand, by the uniform energy estimate (4.1), we see that ‖v(t)‖L2 and ‖vxx(t)‖L2 are
uniformly bounded. Therefore, by applying the Sobolev inequality and from (4.18), we conclude
that
v2(t, x) = −2
+∞∫
x
vvx dx  2
∥∥v(t)∥∥
L2
∥∥vx(t)∥∥L2 → 0, t → +∞,
v2x(t, x) = −2
+∞∫
x
vxvxx dx  2
∥∥vx(t)∥∥L2∥∥vxx(t)∥∥L2 → 0, t → +∞.
This is (4.2) and the proof of Theorem 4.1 is completed. 
5. Decay rates for the non-degenerate case f ′(u+)<0
In this section, we are concerned with the decay rates of the global solution u(t, x) to the
initial–boundary value problem (1.9), (1.10) toward the boundary layer solution φ(x) for the
non-degenerate case f ′(u+) < 0.
For the case of f ′(u+) < 0, we know from Section 2 that
φx(x) < 0, u+ < φ(x) ub, if u+ < ub,
φx(x) > 0, ub  φ(x) < u+, if ub < u+.
Let
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(
f (φ + v)− f (φ))− 2 v∫
0
(
f (φ + η)− f (φ))dη
= 2v
(
f ′(φ)v + f
′′(ξ1)
2
v2
)
− 2
v∫
0
(
f ′(φ)η + f
′′(ξ1)
2
η2
)
dη
 2v2
(
f ′(φ)+ A
2
|v|
)
− 2
|v|∫
0
(
f ′(φ)η − B
2
η2
)
dη
= (f ′(φ)+m0|v|)v2. (5.1)
Here ξ1 is between φ and φ + v, m0  3A+B3 .
To use the basic energy method to deduce a decay rate for v(t, x), the key point is to deduce
a suitable estimate on B1. Notice from the global stability results obtained in Theorem 4.1, we
can always assume that |v(t, x)| is sufficiently small for large t , thus to have a nice bound on B1
such as B1 −Cv2 for some positive constant C > 0, it is sufficient to show that f ′(φ(x)) < 0.
Once this is obtained, we can deduce the desired decay estimate by performing the space–time
weighted energy estimate for sufficiently large time t .
For the non-degenerate case f ′(u+) < 0, to deduce a nice estimate on B1, we need to consider
the following three cases:
(i) φx(x) > 0,
(ii) φx(x) < 0, f ′(ub) < 0,
(iii) φx(x) < 0, f ′(ub) = 0,
respectively.
For the first case, we have from f ′′(u) > 0 that f ′(φ(x)) < f ′(u+) < 0, while if φx(x) < 0,
we have f ′(φ(x)) f ′(ub). Thus if f ′(ub) < 0, one can deduce immediately that f ′(φ(x)) < 0.
Consequently for the cases (i) and (ii), one can deduce that B1 −C|v|2 holds for some positive
constant C > 0. But for the case (iii), since f ′(ub) = 0, we can only deduce that f ′(φ(x))  0
for x ∈ R+ and in this case, we cannot hope that the estimate B1  −C|v|2 holds for some
positive constant C > 0. To overcome this difficulty, we divide the half-line R+ into two intervals
[0,1] and (1,∞) and use the strictly convexity of f (u) and the properties of the boundary layer
solutions to deduce a delicate estimate on B1 which is sufficient to deduce the same decay rate
on v(t, x). For details see Section 5.3.
This section is organized as follows. The first three subsections are concerned with the al-
gebraic decay rates which are corresponding to the above three cases, respectively, while the
corresponding exponential decay rates will be presented in the fourth subsection.
5.1. The case of φx(x) > 0
In this subsection, we will prove the following main result:
Theorem 5.1. Consider the non-degenerate case f ′(u+) < 0. Let φ(x) be the solution of
the problem (2.1)–(2.3) which is monotone increasing in x ∈ R+. Suppose that v(t, x) is
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(1 + x) α2 ∂i
∂xi
v0(x) ∈ L2(R+) (i = 0,1) for α  0, then there exists a positive constant T1 > 0
sufficiently large, such that we have for all t  0 that
∥∥v(t)∥∥
H 1  C(T1,M)Eα(1 + t)−
α
2 . (5.2)
Here Eα  (
∫ +∞
0 (1 + x)α(v20 + v20x) dx)
1
2 , C(T1,M) > 0 denotes some positive constant de-
pending only on T1 and M = 2‖v0‖H 1 .
Theorem 5.1 will be proved by the following a series of lemmas. The first one is an interpola-
tion inequality whose proof is straightforward and thus we omit the details for brevity.
Lemma 5.1. Let l  0 be a constant, then for each function g(x) satisfying (1 + x) l2 g(x) ∈
L2(R+), we have
l
+∞∫
0
(1 + x)l−1g(x)2 dx  ε
+∞∫
0
(1 + x)lg(x)2 dx + ε1−l l
+∞∫
0
g(x)2 dx. (5.3)
Here ε > 0 can be chosen as small as we wanted.
Remark 5.1. It is worth to pointing out that although we need to use the smallness of ε > 0 to
control some terms in the following but the choice of ε is independent of ‖v0‖H 2 . In fact from
the proofs of Lemmas 5.3, 5.4, it suffices to choose ε as
0 < ε min
{
C0
4
,
1
2
}
, (5.4)
where
C0 
|f ′(u+)|
2
> 0.
The following lemma shows that for each β > 0, if (1 + x)β(v20 + v20x)
1
2 ∈ L2(R+), then
for each fixed T > 0, the global solution v(t, x) obtained in Theorem 4.1 belongs also to
L2(R+, (1 + x) β2 dx).
Lemma 5.2. Suppose that f (u) is a strictly convex smooth function, let φ(x) be the solution of
the problem (2.1)–(2.3) which is monotone in x ∈ R+ (when φ(x) is monotone decreasing, we
need to ask further that δ > 0 is sufficiently small), and assume that v(t, x) is the global solution
to the problem (3.2) constructed in Theorem 4.1, then for any given 0 τ1  t  T , there exists
a positive constant C10(T − τ1,M) 1, depending only on T − τ1 and M = 2‖v0‖H 1 , such that
we have the following estimate
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0
(1 + x)β(v2 + v2x)(t, x) dx
 C10(T − τ1,M)
( +∞∫
0
(1 + x)β(v2 + v2x)(τ1, x) dx + ‖v0‖2H 1
)
. (5.5)
In particular, if (1 + x) β2 ∂i
∂xi
v0(x) ∈ L2(R+) (i = 0,1), for each fixed T > 0 we have
+∞∫
0
(1 + x)β(v2 + v2x)(T , x) dx  2C10(T ,M)
+∞∫
0
(1 + x)β(v20 + v20x)(x) dx. (5.6)
Remark 5.2. We only prove Lemma 5.2 for the case of φx(x) > 0 in the following. Based on
the estimates (4.7), (4.4) and from the proof of Lemma 5.2, it is easy to see that similar result
holds for the case of φx(x) < 0 provided that δ > 0, the strength of the boundary layer solution,
is sufficiently small.
Proof of Lemma 5.2. Since (5.6) is a direct consequence of (5.5) by taking τ1 = 0 and t = T
in (5.5), we only need to prove (5.5). To this end, if φx(x) > 0, multiplying (4.6) by (1 + x)β we
have
{
(1 + x)β(v2 + v2x)}t + 2(1 + x)βv2x + (1 + x)βf ′′(θ1)φxv2
+ {(1 + x)β(−2vvtx − 2vvx +B1)}x
= β(1 + x)β−1(−2vvtx − 2vvx +B1).
Here B1 is defined by (5.1).
Integrating the above identity with respect to t , x over [τ1, t] × R+ (τ1  t  T ), we can
obtain
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx + 2
t∫
τ1
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ
+
t∫
τ1
+∞∫
0
(1 + x)β(f ′′(θ1)φxv2)(τ, x) dx dτ
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+∞∫
0
(1 + x)β(v2 + v2x)(τ1, x) dx + β
t∫
τ1
+∞∫
0
(1 + x)β−1|B1|(τ, x) dx dτ
︸ ︷︷ ︸
K1
+ 2β
t∫
τ1
+∞∫
0
(1 + x)β−1(|vvx | + |vvtx |)(τ, x) dx dτ
︸ ︷︷ ︸
K2
. (5.7)
Now we estimate Ki (i = 1,2) on the right-hand side of (5.7) term by term. First from (4.7) we
see
sup
t∈[0,∞)
{∥∥v(t)∥∥
H 1
}
 ‖v0‖H 1 =
M
2
,
which yields
sup
t∈[0,∞)
{∥∥v(t)∥∥
L∞
}
 sup
t∈[0,∞)
{∥∥v(t)∥∥
H 1
}
 ‖v0‖H 1 =
M
2
.
Thus for t ∈ [τ1, T ], we get from (5.1) and the above inequality that
|B1| =
∣∣∣∣∣2v(f (φ + v)− f (φ))− 2
v∫
0
(
f (φ + η)− f (φ))dη
∣∣∣∣∣
=
∣∣∣∣∣2v
(
f ′(φ)v + f
′′(ξ1)
2
v2
)
− 2
v∫
0
(
f ′(φ)η + f
′′(ξ1)
2
η2
)
dη
∣∣∣∣∣
 C(M)v2 (5.8)
and consequently we have
K1  C(M)β
t∫
τ1
+∞∫
0
(1 + x)βv2(τ, x) dx dτ. (5.9)
On the other hand, by using the Cauchy–Schwarz inequality we have that
K2 
t∫
τ1
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ + β2
t∫
τ1
+∞∫
0
(1 + x)β−2v2(τ, x) dx dτ
+ λ
t∫
τ1
+∞∫
0
(1 + x)βv2tx(τ, x) dx dτ +
β2
λ
t∫
τ1
+∞∫
0
(1 + x)β−2v2(τ, x) dx dτ. (5.10)
Here λ > 0 can be chosen as small as we wanted.
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that
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx +
t∫
τ1
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ

+∞∫
0
(1 + x)β(v2 + v2x)(τ1, x) dx + λ
t∫
τ1
+∞∫
0
(1 + x)βv2tx(τ, x) dx dτ
+
(
C(M)β + β2 + β
2
λ
) t∫
τ1
+∞∫
0
(1 + x)βv2(τ, x) dx dτ. (5.11)
Next, we need to estimate the term
∫ t
τ1
∫ +∞
0 (1 + x)βv2tx(τ, x) dx dτ in (5.11). To this end, mul-
tiplying (4.10) by (1 + x)β we have
{
(1 + x)β
(
v2x
2
+ f
′′(θ2)
2
φxv
2
)}
t
+ (1 + x)β(v2t + v2tx)+ {(1 + x)β(−vtvx − vtvx)}x
= β(1 + x)β−1(−vtvx − vtvx)− (1 + x)βf ′(φ + v)vtvx. (5.12)
Integrating (5.12) with respect to t , x over [τ1, t] × R+, we have
+∞∫
0
(1 + x)β
(
v2x
2
+ f
′′(θ2)
2
φxv
2
)
(t, x) dx +
t∫
τ1
+∞∫
0
(1 + x)β(v2t + v2tx)(τ, x) dx dτ

+∞∫
0
(1 + x)β
(
v2x
2
+ f
′′(θ2)
2
|φx |v2
)
(τ1, x) dx
+
t∫
τ1
+∞∫
0
(1 + x)β ∣∣f ′(φ + v)vtvx∣∣(τ, x) dx dτ
︸ ︷︷ ︸
K3
+ β
t∫
τ1
+∞∫
0
(1 + x)β−1(|vtvx | + |vtvtx |)(τ, x) dx dτ
︸ ︷︷ ︸
. (5.13)K4
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K3 can be estimated as follows
K3 
1
4
t∫
τ1
+∞∫
0
(1 + x)βv2t (τ, x) dx dτ +C(M)
t∫
τ1
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ. (5.14)
On the other hand, from (5.3) we have
K4 
1
4
t∫
τ1
+∞∫
0
(1 + x)βv2t (τ, x) dx dτ + β2
t∫
τ1
+∞∫
0
(1 + x)β−2v2x(τ, x) dx dτ
+ 1
2
ε
t∫
τ1
+∞∫
0
(1 + x)β(v2t + v2tx)(τ, x) dx dτ
+ β
2
ε1−β
t∫
τ1
+∞∫
0
(
v2t + v2tx
)
(τ, x) dx dτ. (5.15)
Substituting (5.14) and (5.15) into (5.13) and taking ε = 12 in (5.15), we have by noticing
f ′′(u) > 0, φx(x) > 0 that
t∫
τ1
+∞∫
0
(1 + x)β(v2t + v2tx)(t, x) dx dτ  2
+∞∫
0
(1 + x)β(v2x + f ′′(θ2)φxv2)(τ1, x) dx
+ 4(C(M)+ β2) t∫
τ1
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ
+ β2β
t∫
τ1
+∞∫
0
(
v2t + v2tx
)
(τ, x) dx dτ. (5.16)
Moreover (4.12) tells us that
t∫
τ1
+∞∫
0
(
v2t + v2tx
)
(τ, x) dx dτ 
t∫
0
+∞∫
0
(
v2t + v2tx
)
(τ, x) dx dτ  C7‖v0‖2H 1 . (5.17)
Inserting (5.17) into (5.16), we can immediately obtain the following estimate
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τ1
+∞∫
0
(1 + x)βv2tx(τ, x) dx dτ
 C11(M)
{ +∞∫
0
(1 + x)β(v2 + v2x)(τ1, x) dx + ‖v0‖2H 1 +
t∫
τ1
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ
}
.
(5.18)
Now by taking λ = 11+C11(M) in (5.10) and performing C11(M)× (5.11)+ (5.18), we can get the
following inequality
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx dτ  C12(M)
{ +∞∫
0
(1 + x)β(v2 + v2x)(τ 1, x) dx + ‖v0‖2H 1
+
t∫
τ1
+∞∫
0
(1 + x)β(v2 + v2x)(τ, x) dx dτ
}
. (5.19)
And the above inequality together with the Gronwall inequality imply
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx dτ
 C12(M)eC12(M)(t−τ1)
( +∞∫
0
(1 + x)β(v2 + v2x)(τ1, x) dx + ‖v0‖2H 1
)
. (5.20)
Let C10 = C12(M)eC12(M)(T−τ1), we can immediately get (5.5) from (5.20). This completes the
proof of Lemma 5.2. 
The next lemma is concerned with some weighted energy estimates on the time inter-
val [T1, t).
Lemma 5.3. Let v(t, x) be the solution to the initial–boundary value problem (3.2) obtained
in Theorem 4.1 and φx(x) > 0, then for each γ  0, 0  β  α, if 0 < ε  C04 , there exists a
sufficiently large positive constant T1 > 0 such that
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx +
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ
+ β
t∫
(1 + τ)γ
+∞∫
(1 + x)β−1v2(τ, x) dx dτT1 0
H. Yin et al. / J. Differential Equations 245 (2008) 3144–3216 3173 C13(T1,M)
{ +∞∫
0
(1 + x)β(v20 + v20x)(x) dx
+ γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)(τ, x) dx dτ
+ βε1−β
t∫
T1
(1 + τ)γ (∥∥vx(τ )∥∥2L2 + ∥∥vtx(τ )∥∥2L2)dτ
+ ε
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2tx(τ, x) dx dτ
}
(5.21)
holds for all t  T1. Here C13(T1,M) is a positive constant depending only on T1 and M .
Proof. First, the global stability result (4.2) obtained in Theorem 4.1 tells us have
lim
t→+∞
∥∥v(t)∥∥
L∞ = 0.
Thus, for any ε1 > 0, there exists a sufficiently large positive constant T1 > 0, such that
sup[T1,+∞) ‖v(t)‖L∞  ε1 for all t  T1. Since ε1 > 0 is arbitrary, by choosing ε1  |f
′(u+)|
2m0 ,
we have
sup
[T1,+∞)
∥∥v(t)∥∥
L∞  ε1 
|f ′(u+)|
2m0
. (5.22)
Now multiplying the first equation of (3.2) by 2(1 + t)γ (1 + x)βv, we have
{
(1 + t)γ (1 + x)β(v2 + v2x)}t − γ (1 + t)γ−1(1 + x)β(v2 + v2x)+ 2(1 + t)γ (1 + x)βv2x
+ (1 + t)γ (1 + x)βf ′′(θ1)φxv2 +
{
(1 + t)γ (1 + x)β
(
−2vvtx − 2vvx
+ 2v(f (φ + v)− f (φ))− 2 v∫
0
(
f (φ + η)− f (φ))dη
)}
x
= β(1 + t)γ (1 + x)β−1
{
2v
(
f (φ + v)− f (φ))
− 2
v∫
0
(
f (φ + η)− f (φ))dη − 2vvtx − 2vvx
}
.
Here θ1 is between φ and φ + v.
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(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx + 2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ
+
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(f ′′(θ1)φxv2)(τ, x) dx dτ

+∞∫
0
(1 + x)β(v2 + v2x)(T1, x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)(τ, x) dx dτ
+ β
T1∫
0
(1 + τ)γ
+∞∫
0
(1 + x)β−1
(
2v
(
f (φ + v)− f (φ))− 2 v∫
0
(
f (φ + η)− f (φ))dη
)
(τ, x) dx dτ
︸ ︷︷ ︸
I1
+ 2β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1|v|(|vx | + |vtx |)(τ, x) dx dτ
︸ ︷︷ ︸
I2
. (5.23)
We now estimate Ii (i = 1,2) on the right-hand side of (5.23) term by term. At first, noticing
that φx(x) > 0, ub  φ(x) < u+, and f ′′(u) > 0, we have f ′(φ) < f ′(u+) < 0. Thus we can get
from (5.22) and (5.1) that
B1 <
(
−∣∣f ′(u+)∣∣+ |f ′(u+)|2
)
v2 = −|f
′(u+)|
2
v2 −C0v2. (5.24)
Consequently
I1 = β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1B1(τ, x) dx dτ
−C0β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2(τ, x) dx dτ. (5.25)
On the other hand, by using the Cauchy–Schwarz inequality and Lemma 5.1, we obtain
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C0β
2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ + 4β
C0
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1(v2x + v2tx)dx dτ
 C0β
2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ + 4
C0
ε
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2x + v2tx)dx dτ
+ 4β
C0
ε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2tx
)
dx dτ. (5.26)
Substituting (5.25), (5.26) into (5.23) and noticing that f ′′(u) > 0, φx(x) > 0, we get
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx +
(
2 − 4
C0
ε
) t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ
+ C0β
2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2(τ, x) dx dτ

+∞∫
0
(1 + x)β(v2 + v2x)(T1, x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)(τ, x) dx dτ
+ 4β
C0
ε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2tx
)
(τ, x) dx dτ
+ 4
C0
ε
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2tx(τ, x) dx dτ. (5.27)
Moreover, since (5.6) holds for any T > 0, taking T = T1 in (5.6), we have
+∞∫
0
(1 + x)β(v2 + v2x)(T1, x) dx  2C10(T1,M)
+∞∫
0
(1 + x)β(v20 + v20x)(x) dx. (5.28)
If 0 < ε  C04 , we can immediately get (5.21) from (5.27) and (5.28). Thus Lemma 5.3 is
proved. 
Our next lemma is to control the last term
∫ t
T1
(1 + τ)γ ∫ +∞0 (1 + x)βv2tx dx dτ appeared on
the right-hand side of (5.21).
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in Theorem 4.1 and φx(x) > 0, then for each γ  0, 0  β  α, t  T1, we have by taking
0 < ε  12 that
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2t + v2tx)(τ, x) dx dτ
 C14(T1,M)
{ +∞∫
0
(1 + x)β(v20 + v20x)(x) dx
+ γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)(τ, x) dx dτ
+ βε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2t + v2tx
)
(τ, x) dx dτ
+
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ
}
. (5.29)
Here C14(T1,M) is a positive constant depending only on T1 and M .
Proof. Multiplying the first equation of (3.2) by (1 + t)γ (1 + x)βvt , we have
{
(1 + t)γ (1 + x)β
(
v2x
2
+ f
′′(θ2)
2
φxv
2
)}
t
− γ (1 + t)γ−1(1 + x)β
(
v2x
2
+ f
′′(θ2)
2
φxv
2
)
+ (1 + t)γ (1 + x)β(v2t + v2tx)+ {(1 + t)γ (1 + x)β(−vtvtx − vtvx)}x
= β(1 + t)γ (1 + x)β(−vtvtx − vtvx)− (1 + t)γ (1 + x)βf ′(φ + v)vtvx. (5.30)
Here θ2 is between φ and φ + v.
Integrating (5.30) with respect to t , x over [T1, t] × R+ (t  T1), we can get
(1 + t)γ
+∞∫
0
(1 + x)β
(
v2x
2
+ f
′′(θ2)
2
φxv
2
)
(t, x) dx +
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2t + v2tx)dx dτ

+∞∫
(1 + x)β
(
v2x
2
+ f
′′(θ2)
2
|φx |v2
)
(T1, x) dx0
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t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β ∣∣f ′(φ + v)vtvx∣∣dx dτ
︸ ︷︷ ︸
I3
+ γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β
(
v2x
2
+ f
′′(θ2)
2
φxv
2
)
dx dτ
︸ ︷︷ ︸
I4
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1(|vtvx | + |vtvtx |)dx dτ
︸ ︷︷ ︸
I5
. (5.31)
Now we estimate Ii (i = 3,4,5) term by term. First, by using the Cauchy–Schwarz inequality,
we have
I3 
1
4
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2t (τ, x) dx dτ + d2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ.
(5.32)
Second, since φx(x) is bounded which follows from (2.6), I4 can be estimated as follows
I4  Cγ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)(τ, x) dx dτ. (5.33)
Similarly, by using the Cauchy–Schwarz inequality and Lemma 5.1 we obtain
I5 
1
4
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2t dx dτ + β2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ
+ ε
2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2t + v2tx)dx dτ + βε1−β2
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2t + v2tx
)
dx dτ.
(5.34)
Substituting (5.32)–(5.34) into (5.31), we can get
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+∞∫
0
(1 + x)β
(
v2x
2
+ B
2
φxv
2
)
dx + 1 − ε
2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2t + v2tx)dx dτ
 C
+∞∫
0
(1 + x)β(v2 + v2x)(T1, x) dx +Cγ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ (d2 + β2) t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ +
βε1−β
2
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2t + v2tx
)
dx dτ.
(5.35)
Thus if 0 < ε  12 and noticing that φx(x) > 0, we can get (5.29) immediately from (5.28)
and (5.35). Lemma 5.4 is proved. 
Having obtained Lemmas 5.3, 5.4, we have by performing (5.21) + (5.29) × 12C14(T1,M)
that
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)dx + 12
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ
+
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β
(
1
2C14(T1,M)
v2t +
(
1
2C14(T1,M)
−C13(T1,M)ε
)
v2tx
)
dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ

(
C13(T1,M)+ 12
){ +∞∫
0
(1 + x)β(v20 + v20x)dx
+ γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ βε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2t + v2tx
)
dx dτ
}
. (5.36)
Since C13(T1,M), C14(T1,M) are independent of ε, we can choose ε > 0 sufficiently small such
that
0 < ε min
{
C0
4
,
1
2
,
1
4C13(T1,M)C14(T1,M)
}
, C0 
|f ′(u+)|
2
, (5.37)
we have from (5.36) and (5.37) that
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Theorem 4.1 and φx(x) > 0, then for each γ  0, 0 β  α, we have for t  T1 that
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx +
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2x + v2t + v2tx)dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ
 C(T1,M)
{ +∞∫
0
(1 + x)β(v20 + v20x)(x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2t + v2tx
)
dx dτ
}
. (5.38)
Here C(T1,M) is a positive constant depending on T1 and M .
Having obtained (5.38), we now turn to deduce the desired algebraic decay rate.
Lemma 5.6. Let v(t, x) be the solution to the initial–boundary value problem (3.2) obtained in
Theorem 4.1, φx(x) > 0, and α  0 (not necessarily an integer). Then for any integer l with
0 l  [α], we have for t  T1 that
(1 + t)l
+∞∫
0
(1 + x)α−l(v2 + v2x)(t, x) dx +
t∫
T1
(1 + τ)l
+∞∫
0
(1 + x)α−l(v2x + v2t + v2tx)dx dτ
+ (α − l)
t∫
T1
(1 + τ)l
+∞∫
0
(1 + x)α−l−1v2 dx dτ
 C(T1,M)
+∞∫
0
(1 + x)α(v20 + v20x)(x) dx  C(T1,M)E2α. (5.39)
Here C(T1,M) is a positive constant depending on T1 and M , [α] denotes the largest integer
less than α.
Proof. We prove (5.39) by the induction argument with respect to the integers l with 0 l  [α].
First, letting γ = 0, β = α in (5.38), from (4.1) we have
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0
(1 + x)α(v2 + v2x)dx +
t∫
T1
+∞∫
0
(1 + x)α(v2x + v2t + v2tx)dx dτ
+ α
t∫
T1
+∞∫
0
(1 + x)α−1v2 dx dτ
 C(T1,M)
{ +∞∫
0
(1 + x)α(v20 + v20x)dx + α
t∫
T1
+∞∫
0
(
v2x + v2t + v2tx
)
dx dτ
}
 C(T1,M)
+∞∫
0
(1 + x)α(v20 + v20x)dx. (5.40)
Obviously, (5.40) shows that (5.39) holds true for l = 0. Moreover, from (5.40) we also know
that for any α > 0,
t∫
T1
+∞∫
0
(1 + x)α−1v2 dx dτ  C(T1,M)
+∞∫
0
(1 + x)α(v20 + v20x)dx. (5.41)
Next, letting 1 k  [α] (for α  1), we suppose that (5.39) holds true for l = k − 1, i.e.
(1 + t)k−1
+∞∫
0
(1 + x)α−k+1(v2 + v2x)dx + (α − k + 1)
t∫
T1
(1 + τ)k−1
+∞∫
0
(1 + x)α−kv2 dx dτ
+
t∫
T1
(1 + τ)k−1
+∞∫
0
(1 + x)α−k+1(v2x + v2t + v2tx)dx dτ
 C(T1,M)
+∞∫
0
(1 + x)α(v20 + v20x)dx, (5.42)
we will show that (5.39) holds true for l = k. To this end, we put γ = k, β = α − k in (5.38) to
obtain
(1 + t)k
+∞∫
0
(1 + x)α−k(v2 + v2x)dx +
t∫
T1
(1 + τ)k
+∞∫
0
(1 + x)α−k(v2x + v2t + v2tx)dx dτ
+ (α − k)
t∫
(1 + τ)k
+∞∫
(1 + x)α−k−1v2 dx dτT1 0
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{ +∞∫
0
(1 + x)α−k(v20 + v20x)dx + k
t∫
T1
(1 + τ)k−1
+∞∫
0
(1 + x)α−k(v2 + v2x)dx dτ
+ (α − k)
t∫
T1
(1 + τ)k
+∞∫
0
(
v2x + v2t + v2tx
)
dx dτ
}
. (5.43)
Now we estimate the last two terms on the right-hand side of (5.43). First, from (5.42), the second
term on the right-hand side of (5.43) can be estimated as follows
t∫
T1
(1 + τ)k−1
+∞∫
0
(1 + x)α−k(v2 + v2x)dx dτ  C(T1,M)E2α. (5.44)
To estimate the last one, we put γ = k, β = 0 in (5.38) and use (5.42) to obtain
t∫
T1
(1 + τ)k
+∞∫
0
(
v2x + v2t + v2tx
)
dx dτ
 C(T1,M)
{ +∞∫
0
(
v20 + v20x
)
dx + k
t∫
T1
(1 + τ)k−1
+∞∫
0
(
v2 + v2x
)
dx dτ
}
 C(T1,M)E2α. (5.45)
Substituting (5.44)–(5.45) into (5.43), we can get
(1 + t)k
+∞∫
0
(1 + x)α−k(v2 + v2x)dx +
t∫
T1
(1 + τ)k
+∞∫
0
(1 + x)α−k(v2x + v2t + v2tx)dx dτ
+ (α − k)
t∫
T1
(1 + τ)k
+∞∫
0
(1 + x)α−k−1v2 dx dτ
 C(T1,M)E2α. (5.46)
Obviously, (5.46) shows that (5.39) holds true for l = k. Thus, we conclude by induction that the
desired estimate (5.39) holds true for any integer l with 0 l  [α]. This completes the proof of
Lemma 5.6. 
Next we give the proof of the algebraic decay estimate (5.2) in Theorem 5.1.
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(1 + t)γ
+∞∫
0
(
v2 + v2x
)
dx +
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2t + v2tx
)
dx dτ
 C(T1,M)
{ +∞∫
0
(
v20 + v20x
)
dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(
v2 + v2x
)
dx dτ
}
. (5.47)
Now we estimate the last term on the right-hand side of (5.47) by applying the technique due to
Nishikawa [23]. For this purpose, we have from (5.39) with l = [α] that
(1 + t)[α]
+∞∫
0
(1 + x)α−[α](v2 + v2x)(t, x) dx  C(T1,M)E2α,
t∫
T1
(1 + τ)[α]
+∞∫
0
(1 + x)α−[α]−1(v2 + v2x)(τ, x) dx dτ  C(T1,M)E2α. (5.48)
By making use of (5.48) and the Hölder inequality, we estimate the last term on the right-hand
side of (5.47) as follows:
t∫
T1
(1 + τ)γ−1
+∞∫
0
(
v2 + v2x
)
dx dτ
=
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)(α−[α])([α]+1−α)−(α−[α])([α]+1−α)(v2 + v2x)([α]+1−α)+(α−[α]) dx dτ

t∫
T1
(1 + τ)γ−1
( +∞∫
0
(1 + x)α−[α](v2 + v2x)dx
)[α]+1−α
×
( +∞∫
0
(1 + x)α−[α]−1(v2 + v2x)dx
)α−[α]
dτ
=
t∫
T1
(1 + τ)γ−1−[α]([α]+1−α)
(
(1 + τ)[α]
+∞∫
0
(1 + x)α−[α](v2 + v2x)dx
)[α]+1−α
×
( +∞∫
(1 + x)α−[α]−1(v2 + v2x)dx
)α−[α]
dτ0
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t∫
T1
(1 + τ)γ−1−[α]([α]+1−α)
( +∞∫
0
(1 + x)α−[α]−1(v2 + v2x)dx
)α−[α]
dτ
= C(T1,M)E2([α]+1−α)α
t∫
T1
(1 + τ)γ−1−[α]
{
(1 + τ)[α]
+∞∫
0
(1 + x)α−[α]−1(v2 + v2x)dx
}α−[α]
dτ
 C(T1,M)E2([α]+1−α)α
( t∫
T1
(1 + τ) γ−1−[α][α]+1−α dτ
)[α]+1−α
×
( t∫
T1
(1 + τ)[α]
+∞∫
0
(1 + x)α−[α]−1(v2 + v2x)dx dτ
)α−[α]
 C(T1,M)E2([α]+1−α)α E2(α−[α])α
( t∫
T1
(1 + τ) γ−1−[α][α]+1−α dτ
)[α]+1−α
= C(T1,M)E2α
( t∫
T1
(1 + τ) γ−1−[α][α]+1−α dτ
)[α]+1−α
. (5.49)
Setting γ = α + ε′ (∀ε′ > 0), then direct calculations yield
( t∫
T1
(1 + τ)− [α]+1−r[α]+1−α dτ
)[α]+1−α
=
( [α] + 1 − α
ε′
(
(1 + t) ε
′
[α]+1−α − (1 + T1)
ε′
[α]+1−α
))[α]+1−α

( [α] + 1 − α
ε′
)[α]+1−α
(1 + t)ε′ . (5.50)
Substituting (5.49), (5.50) into (5.47) and taking γ = α + ε′, we have
(1 + t)α+ε′
+∞∫
0
(
v2 + v2x
)
(t, x) dx  C(T1,M)(1 + t)ε′E2α. (5.51)
Thus we can get immediately that
(1 + t)α
+∞∫
0
(
v2 + v2x
)
(t, x) dx  C(T1,M)E2α. (5.52)
This implies that if (1 + x) α2 ∂i
∂xi
v0(x) ∈ L2(R+) for α  0, (5.2) is true. Thus the proof of Theo-
rem 5.1 is completed. 
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This subsection is devoted to deducing a decay estimate on v(t, x) for the case of φx(x) < 0
and f ′(ub) < 0. For this case, Remark 4.1 tells us that a similar global stability result holds
provided that δ = |u+ − u−|, the strength of the boundary layer solution φ(x), is sufficiently
small. Based on this result, our main result in this subsection can be stated as follows
Theorem 5.2. Consider the non-degenerate case f ′(u+) < 0 and φx(x) < 0, f ′(ub) < 0. Sup-
pose that v(t, x) is the global solution to the problem (3.2) constructed in Theorem 4.1, and
v0(x) ∈ H 2(R+). Assume that δ is sufficiently small such that
0 < δ  1
2C17A
, (5.53)
then if (1 + x) α2 ∂i
∂xi
v0(x) ∈ L2(R+) (i = 0,1) for α  0, we have for t  0 that
∥∥v(t)∥∥
H 1  C(T1,M)Eα(1 + t)−
α
2 . (5.54)
Here Eα , T1 and M are defined as in Theorem 5.1, C(T1,M) > 0 denotes some positive constant
depending only on T1 and M = 2‖v0‖H 1 , and C17 > 0 is a positive constant defined in (5.60).
Similar to that of Theorem 5.1, Theorem 5.2 will be proved by the following a series of
lemmas. The first one is concerned with a weighted energy estimate on v(t, x) on the time inter-
val [T1, t].
Lemma 5.7. Let v(t, x) be the solution to the initial–boundary value problem (3.2) obtained in
Theorem 4.1, then for each γ  0, 0  β  α, if 0 < ε  b04 , 0 < δ  12C17A , we have for each
t  T1 that
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx +
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ
 C16(T1,M)
{ +∞∫
0
(1 + x)β(v20 + v20x)(x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ βε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2tx
)
dx dτ + ε
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2tx dx dτ
}
. (5.55)
Here b0  |f
′(ub)| > 0 and C16(T1,M) > 0 is a positive constant depending only on T1 and M .2
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rem 4.1, we know that for any ε1 > 0, there exists a sufficiently large positive constant T1 > 0,
such that sup[T1,+∞) ‖v(t)‖L∞  ε1 for all t  T1. Since ε1 > 0 is arbitrary, by choosing
ε1  |f
′(ub)|
2m0 , we have
sup
[T1,+∞)
∥∥v(t)∥∥
L∞  ε1 
|f ′(ub)|
2m0
. (5.56)
Multiplying the first equation of (3.2) by 2(1 + t)γ (1 + x)βv, and integrating the result with
respect to t , x over [T1, t] × R+, we get by some integrations by parts that (noticing φx(x) < 0)
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx + 2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ

+∞∫
0
(1 + x)β(v2 + v2x)(T1, x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1B1 dx dτ
︸ ︷︷ ︸
I6
+ 2β
t∫
T1
(1 + τ)γ
∫
+∞
0 (1 + x)β−1|v|
(|vx | + |vtx |)dx dτ
︸ ︷︷ ︸
I7
+ 2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βf ′′(θ1)|φx |v2 dx dτ
︸ ︷︷ ︸
I8
. (5.57)
Here θ1 is between φ and φ + v, B1 is defined by (5.1).
Now we estimate Ii (i = 6,7,8) on the right-hand side of (5.57) respectively. First, due to
f ′(φ) f ′(ub) < 0, we have from (5.1) and (5.56) that
B1 
(
f ′(φ)+m0v
)
v2 
(
−∣∣f ′(ub)∣∣+ |f ′(ub)|2
)
v2 = −b0v2.
Thus
I6 −b0β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ. (5.58)
On the other hand, we have from (5.26) that
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b0β
2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ + 4ε
b0
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2x + v2tx)dx dτ
+ 4β
b0
ε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2tx
)
dx dτ. (5.59)
Moreover, from (2.6) and (4.1), I8 can be estimated as follows
I8  2A
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β |φx |x
∥∥vx(τ )∥∥2L2 dx dτ
 C17Aδ
t∫
T1
(1 + τ)γ ∥∥vx(τ )∥∥2L2 dx dτ
 C17Aδ
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ. (5.60)
Substituting (5.58)–(5.60) into (5.57), we obtain that
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)dx +
(
2 − 4ε
b0
−C17Aδ
) t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ
+ b0β
2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ

+∞∫
0
(1 + x)β(v2 + v2x)(T1, x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ 4β
b0
ε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2tx
)
dx dτ + 4
b0
ε
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2tx dx dτ.
(5.61)
If 0 < ε  b04 , 0 < δ 
1
2C17A , then we can immediately get (5.55) from (5.28) and (5.61). This
completes the proof of Lemma 5.7. 
Our next lemma is to control the last term
∫ t
T1
(1 + τ)γ ∫ +∞0 (1 + x)βv2tx dx dτ appeared on
the right-hand side of (5.55).
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Theorem 4.1, then for each γ  0, 0  β  α, if 0 < ε  12 , 0 < δ < 1C17A , we have for t  T1
that
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2t + v2tx)dx dτ
 C18(T1,M)
{ +∞∫
0
(1 + x)β(v20 + v20x)dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ βε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2t + v2tx
)
dx dτ +
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ
}
. (5.62)
Here C18(T1,M) is a positive constant depending only on T1 and M .
Proof. Multiplying the first equation of (3.2) by (1 + t)γ (1 + x)βvt , and integrating the result
with respect to t , x over [T1, t]×R+ (t  T1), we get by some integrations by parts that (noticing
φx(x) < 0)
1
2
(1 + t)γ
+∞∫
0
(1 + x)βv2x(t, x) dx +
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2t + v2tx)dx dτ
 1
2
+∞∫
0
(1 + x)βv2x(T1, x) dx +
1
2
γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)βv2x dx dτ
+
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β ∣∣f ′(φ + v)vtvx∣∣dx dτ
︸ ︷︷ ︸
I3
+ (1 + t)γ
+∞∫
0
(1 + x)βf ′′(θ2)|φx |v2 dx
︸ ︷︷ ︸
I9
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1(|vtvx | + |vtvtx |)dx dτ
︸ ︷︷ ︸
I5
. (5.63)
Here θ2 is between φ and φ + v.
Since I3 and I5 are estimated in (5.31), here we only estimate I9. To this end, similar to that
of I8, we have
I9 
C17
2
Aδ(1 + t)γ
+∞∫
(1 + x)βv2x(t, x) dx. (5.64)0
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(1 −C17Aδ)(1 + t)γ
+∞∫
0
(1 + x)βv2x dx + (1 − ε)
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2t + v2tx)dx dτ

+∞∫
0
(1 + x)βv2x(T1, x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)βv2x dx dτ
+ 2(d2 + β2) t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ + βε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2t + v2tx
)
dx dτ.
(5.65)
If 0 < ε  12 , 0 < δ <
1
C17A
, then we can immediately get (5.62) from (5.28) and (5.65). This
completes the proof of Lemma 5.8. 
Having obtained Lemmas 5.7, 5.8, we have by performing (5.55)+ (5.62)× 12C18(T1,M) that
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)dx + 12
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ
+
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β
(
1
2C18(T1,M)
v2t +
(
1
2C18(T1,M)
−C16(T1,M)ε
)
v2tx
)
dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ

(
C16(T1,M)+ 12
){ +∞∫
0
(1 + x)β(v20 + v20x)dx
+ γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ βε1−β
t∫
(1 + τ)γ
+∞∫ (
v2x + v2t + v2tx
)
dx dτ
}
. (5.66)T1 0
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small such that
0 < ε min
{
b0
4
,
1
2
,
1
4C16(T1,M)C18(T1,M)
}
,
we have from (5.66) that
Lemma 5.9. Assume that the conditions listed in Theorem 5.2 are satisfied, then for each γ  0,
0 β  α, we have for t  T1 that
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx +
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2x + v2t + v2tx)dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ
 C(T1,M)
{ +∞∫
0
(1 + x)β(v20 + v20x)(x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2t + v2tx
)
dx dτ
}
. (5.67)
Here C(T1,M) is a positive constant depending on T1 and M .
Having (5.67), Theorem 5.2 can be proved by repeating the argument used to prove Theo-
rem 5.1 and we omit the details for brevity.
5.3. The case of φx(x) < 0 and f ′(ub) = 0
This subsection is devoted to discussing the case of φx(x) < 0, f ′(ub) = 0. In this case, as
stated before, we cannot hope to bound B1 from the above by −C|v|2 for some positive constant
C > 0 and consequently the argument used in the above two subsections cannot used any longer.
Even so, through some delicate estimates which utilize the properties of the boundary layer
solution φ(x) carefully, we can still deduce the same algebraic decay estimate on v(t, x) as in
the above two cases. That is
Theorem 5.3. Consider the non-degenerate case f ′(u+) < 0 and φx(x) < 0, f ′(ub) = 0. Sup-
pose that v(t, x) is the global solution to the problem (3.2) constructed in Theorem 4.1, and
v0(x) ∈ H 2(R+). Assume that δ is sufficiently small such that
0 < δ  1 , (5.68)
2C17A
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∂xi
v0(x) ∈ L2(R+) (i = 0,1) for α  0, we have for t  0 that
∥∥v(t)∥∥
H 1  C(T1,M)Eα(1 + t)−
α
2 . (5.69)
Here Eα , T1 and M are defined as in Theorem 5.1, C(T1,M) > 0 denotes some positive constant
depending only on T1 and M = 2‖v0‖H 1 , and C17 > 0 is a positive constant introduced in (5.60).
From the proofs of Theorems 5.1, 5.2, one can see that once we get an estimate similar to
(5.38) or (5.67), then the algebraic decay rate (5.69) can be obtained by repeating the argument
used above. The main purpose of the following lemma is devoted to deducing such an estimate.
Lemma 5.10. Under the assumptions listed in Theorem 5.3, for each γ  0, 0 β  α, we have
for t  T1 that
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)dx +
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2x + v2t + v2tx)dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ
 C(T1,M)
{ +∞∫
0
(1 + x)β(v20 + v20x)dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2t + v2tx
)
dx dτ
}
. (5.70)
Here C(T1,M) is a positive constant depending only on T1 and M .
Before proving Lemma 5.10, we have from the global stability result (4.2) obtained in The-
orem 4.1 that for any ε1 > 0, there exists a sufficiently large positive constant T1 > 0, such that
sup[T1,+∞) ‖v(t)‖L∞  ε1 for all t  T1. Since ε1 > 0 is arbitrary, we can choose ε1 > 0 satisfy-
ing
sup
[T1,+∞)
∥∥(v, vx)(t)∥∥L∞  ε1 min
{ |f ′(φ(1))|
2m0
,
A|f (φ(1))− f (u+)|
2m0
}
. (5.71)
Based on the above estimate, we can deduce the following estimates on B1.
Lemma 5.11. Let B1 be defined by (5.1), then B1 satisfies the following estimates:
(i) If x > 1, B1 −a0v2, where a0  |f ′(φ(1))|2 > 0.
(ii) If 0 x  1, B1 −a1xv2, where a1  A|f (φ(1))−f (u+)|2 > 0.
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ub and consequently, f ′(φ(x)) f ′(φ(1)) < f ′(ub) = 0.
On the other hand, from (5.71) we easily obtain that
sup
[T1,+∞)
∥∥v(t)∥∥
L∞ 
|f ′(φ(1))|
2m0
= a0
m0
.
Hence, we have
B1 
(
f ′(φ)+m0|v|
)
v2 
(
−∣∣f ′(φ(1))∣∣+ |f ′(φ(1))|
2
)
v2 = −a0v2.
(i) is proved.
As to the case of 0 x  1, we have by the mean value theorem that
f ′
(
φ(x)
)+m0∣∣v(t, x)∣∣= f ′(ub)+ f ′′(ub + θφ(x))(φ(x)− φ(0))
+m0
(∣∣v(t,0)+ vx(t, θx)x∣∣)
= f ′′(ub + θφ)φx(ξx)x +m0
∣∣vx(t, θx)∣∣x. (5.72)
Here θ , ξ are between 0 and 1. Since φx(x) < 0, then φxx = f ′(φ)φx  f ′(ub)φx = 0. That is,
φx(x) is monotone increasing in x ∈ R+. Thus
φx(ξx) φx(1) = f
(
φ(1)
)− f (u+) < 0. (5.73)
Substituting (5.73) into (5.72), we obtain
f ′
(
φ(x)
)+m0∣∣v(t, x)∣∣ (−A∣∣f (φ(1))− f (u+)∣∣+m0‖vx‖L∞)x.
On the other hand, from (5.71) we have
sup
[T1,+∞)
∥∥vx(t)∥∥L∞  A|f (φ(1))− f (u+)|2m0 = a1m0 .
Hence,
B1 
(
f ′(φ)+m0|v|
)
v2 −a1xv2.
(ii) is proved. This completes the proof of Lemma 5.11. 
Having obtained Lemma 5.11, we now turn to prove Lemma 5.10. For this purpose, multiply-
ing the first equation of (3.2) by 2(1 + t)γ (1 + x)βv and integrating the result with respect to t ,
x over [T1, t] × R+, we have by using Lemma 5.11 that
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+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx + 2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x(τ, x) dx dτ
+ a1β
t∫
T1
(1 + τ)γ
1∫
0
(1 + x)β−1xv2(τ, x) dx dτ
+ a0β
t∫
T1
(1 + τ)γ
+∞∫
1
(1 + x)β−1v2(τ, x) dx dτ

+∞∫
0
(1 + x)β(v2 + v2x)(T1, x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)(τ, x) dx dτ
+ 2
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(f ′′(θ1)|φx |v2)(τ, x) dx dτ
︸ ︷︷ ︸
I10
+ 2β
t∫
T1
(1 + τ)γ
1∫
0
(1 + x)β−1|v|(|vx | + |vtx |)(τ, x) dx dτ
︸ ︷︷ ︸
I11
+ 2β
t∫
T1
(1 + τ)γ
+∞∫
1
(1 + x)β−1|v|(|vx | + |vtx |)(τ, x) dx dτ
︸ ︷︷ ︸
I12
. (5.74)
Now we estimate Ii (i = 10,11,12) term by term. First, it is easy to see that I10 can be controlled
as in (5.60). Next, by applying the Hölder inequality, we have
I11  β2β
t∫
T1
(1 + τ)γ
1∫
0
|v|(|vx | + |vtx |)dx dτ
 β2β
t∫
T1
(1 + τ)γ
( 1∫
0
|v|2 dx
) 1
2
( 1∫
0
(|vx | + |vtx |)2 dx
) 1
2
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t∫
T1
(1 + τ)γ ∥∥vx(τ )∥∥L2(∥∥vx(τ )∥∥L2 + ∥∥vtx(τ )∥∥L2)dτ
 β2β+1
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2tx
)
dx dτ. (5.75)
Here we used the following inequality
1∫
0
|v|2 dx 
1∫
0
( x∫
0
∣∣vx(t, y)∣∣dy
)2
dx 
1∫
0
x
∥∥vx(t)∥∥2L2 dx = ∥∥vx(t)∥∥2L2 . (5.76)
As to I12, similar to that of I7 we can get that
I12 
a0β
2
t∫
T1
(1 + τ)γ
+∞∫
1
(1 + x)β−1v2 dx dτ + 4
a0
ε
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2x + v2tx)dx dτ
+ 4β
a0
ε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2tx
)
dx dτ. (5.77)
Inserting (5.60), (5.75) and (5.77) into (5.74), we obtain that
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx +
(
2 − 4
a0
ε −C17Aδ
) t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ
+ a0β
2
t∫
T1
(1 + τ)γ
+∞∫
1
(1 + x)β−1v2 dx dτ

+∞∫
0
(1 + x)β(v2 + v2x)(T1, x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+
(
21+β + 4
a0
ε1−β
)
β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2tx
)
dx dτ
+ 4β
a0
ε
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2tx dx dτ. (5.78)
On the other hand, we also get by using (5.76) that
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t∫
T1
(1 + τ)γ
1∫
0
(1 + x)β−1v2 dx dτ  21−ββ
t∫
T1
(1 + τ)γ
1∫
0
v2 dx dτ
 21−ββ
t∫
T1
(1 + τ)γ ‖vx‖2L2 dτ  21−ββ
t∫
T1
(1 + τ)γ
+∞∫
0
v2x dx dτ. (5.79)
If 0 < ε  a04 , 0 < δ 
1
2C17A , combining (5.78) with (5.79) together, we can get from (5.28) that
(1 + t)γ
+∞∫
0
(1 + x)β(v2 + v2x)(t, x) dx +
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β−1v2 dx dτ
 C20(T1,M)
{ +∞∫
0
(1 + x)β(v20 + v20x)(x) dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2x + v2tx
)
dx dτ + ε
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2tx dx dτ
}
. (5.80)
Having obtained (5.80), to get (5.70), we only need to estimate the last term on the right-hand
side of (5.80). To do so, from the proof of Lemma 5.8, we know that no matter f ′(ub) = 0 or
f ′(ub) = 0, the estimate (5.62) holds provided that 0 < ε  12 , 0 < δ < 1C17A . Thus similar to that
of (5.62), we have for t  T1 that
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)β(v2t + v2tx)dx dτ
 C21(T1,M)
{ +∞∫
0
(1 + x)β(v20 + v20x)dx + γ
t∫
T1
(1 + τ)γ−1
+∞∫
0
(1 + x)β(v2 + v2x)dx dτ
+ βε1−β
t∫
T1
(1 + τ)γ
+∞∫
0
(
v2t + v2tx
)
dx dτ +
t∫
T1
(1 + τ)γ
+∞∫
0
(1 + x)βv2x dx dτ
}
. (5.81)
By computing (5.80) + (5.81) × 12C21(T1,M) , we can easily get (5.70) holds if ε > 0 is chosen
sufficiently small such that
0 < ε min
{
a0
,
1
,
1
}
. (5.82)4 2 4C20(T1,M)C21(T1,M)
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Having obtained Lemma 5.10, Theorem 5.3 can be proved by repeating the argument used to
deduce Theorems 5.1 and 5.2, we thus omit the details for brevity.
5.4. Exponential decay rates
In the previous three subsections, for the non-degenerate case f ′(u+) < 0, we get the alge-
braic decay rates of solution v(t, x) to the initial–boundary value problem (3.2) which corre-
sponds to the following three cases:
(i) φx(x) > 0,
(ii) φx(x) < 0, f ′(ub) < 0,
(iii) φx(x) < 0, f ′(ub) = 0,
respectively. The main purpose of this subsection is devoted to deducing the corresponding ex-
ponential decay estimates on v(t, x).
Before stating the main results in this subsection, we first give the following lemma which
corresponds to Lemma 5.2.
Lemma 5.12. Suppose that f (u) is a strictly convex smooth function and let α > 0 and φ(x) be
the solution of the problem (2.1)–(2.3) which is monotone in x ∈ R+ which satisfy⎧⎪⎨
⎪⎩
0 < α  1
2
, if φx(x) > 0,
0 < δ  1
2C23A
, 0 < α min
{
C0,
1
2
}
, if φx(x) < 0.
Then for any given 0 τ1  t  T , there exists a positive constant C22(T − τ1,M) 1 depend-
ing only on T − τ1 and M = 2‖v0‖H 1 such that we have the following estimate
+∞∫
0
eαx
(
v2 + v2x
)
(t, x) dx  C22(T − τ1,M)
+∞∫
0
eαx
(
v2 + v2x
)
(τ1, x) dx. (5.83)
In particular, if e α2 x ∂i
∂xi
v0(x) ∈ L2(R+) (i = 0,1), for T > 0 we have
+∞∫
0
eαx
(
v2 + v2x
)
(T , x) dx  C22(T ,M)
+∞∫
0
eαx
(
v20 + v20x
)
(x) dx. (5.84)
Here C0 = |f ′(u+)|2 > 0 and C23 is a positive constant independent of T and M which will be
defined in (5.91).
Proof. Since (5.84) is a direct consequence of (5.83) by taking τ1 = 0 and t = T in (5.83), we
only need to prove (5.83). We only give the proof for the case φx(x) < 0 in the following.
For the case φx(x) < 0, multiplying (4.6) by eαx , and integrating the result with respect to t ,
x over [τ1, t] × R+ (τ1  t  T ), we have
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0
eαx
(
v2 + v2x
)
(t, x) dx + 2
t∫
τ1
+∞∫
0
eαxv2x(τ, x) dx dτ

+∞∫
0
eαx
(
v2 + v2x
)
(τ1, x) dx +
t∫
τ1
+∞∫
0
eαx
(
f ′′(θ1)|φx |v2
)
(τ, x) dx dτ
︸ ︷︷ ︸
I13
+ α
t∫
τ1
+∞∫
0
eαx |B1|(τ, x) dx dτ
︸ ︷︷ ︸
I14
+2α
t∫
τ1
+∞∫
0
eαx
(|vvx | + |vvtx |)(τ, x) dx dτ
︸ ︷︷ ︸
I15
. (5.85)
Now we estimate Ii (i = 13,14,15) respectively. First, since |φx | is bounded, we have from (5.8)
that
I13  C
t∫
τ1
+∞∫
0
eαxv2(τ, x) dx dτ (5.86)
and
I14  C(M)α
t∫
τ1
+∞∫
0
eαxv2(τ, x) dx dτ. (5.87)
On the other hand, by using the Cauchy–Schwarz inequality we can get
I15 
t∫
τ1
+∞∫
0
eαxv2x(τ, x) dx dτ + α2
t∫
τ1
+∞∫
0
eαxv2(τ, x) dx dτ
+ λ1
t∫
τ1
+∞∫
0
eαxv2tx(τ, x) dx dτ +
α2
λ1
t∫
τ1
+∞∫
0
eαxv2(τ, x) dx dτ. (5.88)
Here λ1 > 0 can be chosen as small as we wanted.
Substituting (5.87), (5.88) into (5.86) to obtain
+∞∫
0
eαx
(
v2 + v2x
)
(t, x) dx +
t∫
τ1
+∞∫
0
eαxv2x(τ, x) dx dτ

+∞∫
0
eαx
(
v2 + v2x
)
(τ1, x) dx + λ1
t∫
τ1
+∞∫
0
eαxv2tx(τ, x) dx dτ
+
(
C +C(M)α + α2 + α
2
λ1
) t∫ +∞∫
eαxv2(τ, x) dx dτ. (5.89)τ1 0
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∫ t
τ1
∫ +∞
0 e
αxv2tx(τ, x) dx dτ . To this end, multiplying (4.10)
by eαx , and integrating the result with respect to t , x over [τ1, t] × R+, we can get (noticing
φ′(x) < 0)
+∞∫
0
eαxv2x(t, x) dx + 2
t∫
τ1
+∞∫
0
eαx
(
v2t + v2tx
)
(τ, x) dx dτ

+∞∫
0
eαxv2x(τ1, x) dx +
+∞∫
0
eαx
(
f ′′(θ2)|φx |v2
)
(t, x) dx
︸ ︷︷ ︸
I16
+ 2
t∫
τ1
+∞∫
0
eαx
∣∣f ′(φ + v)vtvx∣∣(τ, x) dx dτ
︸ ︷︷ ︸
I17
+ 2α
t∫
τ1
+∞∫
0
eαx
(|vtvx | + |vtvtx |)(τ, x) dx dτ
︸ ︷︷ ︸
I18
. (5.90)
Now we estimate Ii (i = 16,17,18) term by term. If 0 < α  |f ′(u+)|2 = C0, then from (2.6) we
deduce
I16 
+∞∫
0
eαxf ′′(θ2)|φx |x
∥∥vx(t)∥∥2L2 dx  C1Aδ
+∞∫
0
eαxe−|f ′(u+)|xx
∥∥vx(t)∥∥2L2 dx
 C1Aδ
∥∥vx(t)∥∥2L2
+∞∫
0
e−
|f ′(u+)|
2 xx dx  C23Aδ
+∞∫
0
eαxv2x(t, x) dx. (5.91)
By using the Cauchy–Schwarz inequality, we have
I17 
t∫
τ1
+∞∫
0
eαxv2t (τ, x) dx dτ +C(M)
t∫
τ1
+∞∫
0
eαxv2x(τ, x) dx dτ (5.92)
and
I18  2α
t∫
τ1
+∞∫
0
eαx
(
v2t + v2x + v2tx
)
(τ, x) dx dτ. (5.93)
Substituting (5.91)–(5.93) into (5.90), we obtain that
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+∞∫
0
eαxv2x dx + (1 − 2α)
t∫
T1
+∞∫
0
eαxv2t dx dτ + (2 − 2α)
t∫
T1
+∞∫
0
eαxv2tx dx dτ

+∞∫
0
eαxv2x(τ1, x) dx +
(
2α +C(M)) t∫
T1
+∞∫
0
eαxv2x dx dτ. (5.94)
If 0 < δ  12C23A , 0 < α 
1
2 , then we can immediately get from (5.94) that
t∫
τ1
+∞∫
0
eαxv2tx(τ, x) dx dτ
 C24(M)
{ +∞∫
0
eαx
(
v2 + v2x
)
(τ1, x) dx +
t∫
τ1
+∞∫
0
eαxv2x(τ, x) dx dτ
}
. (5.95)
By taking λ1 = 11+C24(M) and computing C24(M)× (5.89)+ (5.95), we obtain
+∞∫
0
eαx
(
v2 + v2x
)
(t, x) dx dτ
 C25(M)
{ +∞∫
0
eαx
(
v2 + v2x
)
(τ1, x) dx +
t∫
τ1
+∞∫
0
eαx
(
v2 + v2x
)
(τ, x) dx dτ
}
, (5.96)
and the Gronwall inequality implies
+∞∫
0
eαx
(
v2 + v2x
)
(t, x) dx dτ  C25(M)eC25(M)(t−τ1)
+∞∫
0
eαx
(
v2 + v2x
)
(τ1, x) dx. (5.97)
Let C22 = C25(M)eC25(M)(T−τ1) and (5.83) can be proved at once from (5.97). This completes
the proof of Lemma 5.12. 
Now, we state the exponential decay rates of solution v(t, x) to the initial–boundary value
problem (3.2).
For the case of φx(x) > 0, we have
Theorem 5.4. Consider the non-degenerate case f ′(u+) < 0 and φx(x) > 0. Suppose that v(t, x)
is the global solution to the problem (3.2) constructed in Theorem 4.1. If v0(x) ∈ H 2(R+) and
e
α
2 x ∂
i
∂xi
v0(x) ∈ L2(R+) (i = 0,1), then we have for t  0 that
∥∥v(t)∥∥ 1  C(T1,M)Eα,expe− β2 t . (5.98)H
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∫ +∞
0 e
αx(v20 + v20x) dx)
1
2 , α > 0 is a
positive constant, β > 0 is a positive constant depending on α, and α and β satisfy
0 < α min
{
1
2
,
C0
4
,
1
2C26(T1,M)C27(T1,M)
}
, 0 < β  2α
2C26(T1,M)+ 1 . (5.99)
Here C0 = |f ′(u+)|2 > 0, C(T1,M) and Ci(T1,M)(i = 26,27) > 0 are positive constants inde-
pendent of α, β but depending on T1 and M .
For the case of φx(x) < 0, f ′(ub) < 0, we have
Theorem 5.5. Consider the non-degenerate case f ′(u+) < 0 and φx(x) < 0, f ′(ub) < 0. Sup-
pose that v(t, x) is the global solution to the problem (3.2) constructed in Theorem 4.1 and
v0(x) ∈ H 2(R+). If δ > 0 is chosen sufficiently small such that
0 < δ  1
2C23A
,
then if e α2 x ∂i
∂xi
v0(x) ∈ L2(R+) (i = 0,1), we have for t  0 that
∥∥v(t)∥∥
H 1  C(T1,M)Eα,expe
− β2 t . (5.100)
Here T1, M and Eα,exp are defined as before, α > 0 is a positive constant, β > 0 is a positive
constant depending on α, and α and β satisfy
0 < α min
{
C0,
1
2
,
b0
4
,
1
2C28(T1,M)C29(T1,M)
}
, 0 < β  2α
2C28(T1,M)+ 1 . (5.101)
Here b0 = |f ′(ub)|2 > 0, C(T1,M) and Ci(T1,M)(i = 28,29) > 0 are positive constants indepen-
dent of α, β but depending on T1 and M .
For the case φx(x) < 0, f ′(ub) = 0, we have
Theorem 5.6. Consider the non-degenerate case f ′(u+) < 0 and φx(x) < 0, f ′(ub) = 0. Sup-
pose that v(t, x) is the global solution to the problem (3.2) constructed in Theorem 4.1 and
v0(x) ∈ H 2(R+). If δ > 0 is assumed to be sufficiently small such that
0 < δ  1
2C23A
,
then if e α2 x ∂i
∂xi
v0(x) ∈ L2(R+) (i = 0,1), we have for t  0 that
∥∥v(t)∥∥ 1  C(T1,M)Eα,expe− β2 t . (5.102)H
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⎪⎪⎩
0 < α min
{
C0,
1
2
,
1
2C30(T1,M)C31(T1,M)
}
,(
4 + a0
2
)
αeα + 4
a0
α  1, 0 < β  2α
2C30(T1,M)+ 1 .
(5.103)
Here a0 = |f ′(φ(1))|2 > 0, C0 = |f
′(u+)|
2 > 0, C(T1,M) and Ci(T1,M)(i = 30,31) > 0 are posi-
tive constants independent of α, β but depending on T1 and M .
We will not prove the above three results one by one in details since their proofs are similar.
In fact, from the discussions on the algebraic decay rates of v(t, x), one can see that the third
case is the most complicated. Thus we will only give the proof of Theorem 5.6 in the following.
Proof of Theorem 5.6. For α > 0, β > 0, multiplying (4.6) by eβt eαx and integrating the result
with respect to t , x over [T1, t] × R+, we have from (5.1) that
eβt
+∞∫
0
eαx
(
v2 + v2x
)
(t, x) dx + 2
t∫
T1
eβτ
+∞∫
0
eαxv2x dx dτ

+∞∫
0
eαx
(
v2 + v2x
)
(T1, x) dx + β
t∫
T1
eβτ
+∞∫
0
eαx
(
v2 + v2x
)
dx dτ
+
t∫
T1
eβτ
+∞∫
0
eαxf ′′(θ1)|φx |v2 dx dτ
︸ ︷︷ ︸
J1
+α
t∫
T1
eβτ
+∞∫
0
eαx |B1|dx dτ
︸ ︷︷ ︸
J2
+ 2α
t∫
T1
eβτ
1∫
0
eαx |v|(|vx | + |vtx |)dx dτ
︸ ︷︷ ︸
J3
+2α
t∫
T1
eβτ
+∞∫
1
eαx |v|(|vx | + |vtx |)dx dτ
︸ ︷︷ ︸
J4
.
(5.104)
Here θ1 is between φ and φ + v.
Now we estimate Ji (i = 1,2,3,4) respectively. First, if 0 < α  |f ′(u+)|2 = C0, we have from
(2.6) that
J1  C1Aδ
t∫
eβτ
+∞∫
eαxe−|f ′(u+)|xx
∥∥vx(τ )∥∥2L2 dx dτ
T1 0
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t∫
T1
eβτ
∥∥vx(τ )∥∥2L2
+∞∫
0
e−
|f ′(u+)|
2 xx dx dτ
 C23Aδ
t∫
T1
eβτ
+∞∫
0
eαxv2x dx dτ. (5.105)
By using the estimates obtained in Lemma 5.11, J2 can be estimated as follows
J2 = α
t∫
T1
eβτ
1∫
0
eαx |B1|dx dτ + α
t∫
T1
eβτ
+∞∫
1
eαx |B1|dx dτ
−a0α
t∫
T1
eβτ
+∞∫
1
eαxv2 dx dτ − a1α
t∫
T1
eβτ
1∫
0
eαxxv2 dx dτ
−a0α
t∫
T1
eβτ
+∞∫
1
eαxv2 dx dτ. (5.106)
Moreover, from (5.76) and by applying the Hölder inequality we have
J3  2αeα
t∫
T1
eβτ
1∫
0
|v|(|vx | + |vtx |)dx dτ
 2αeα
t∫
T1
eβτ
( 1∫
0
v2 dx
) 1
2
( 1∫
0
(|vx | + |vtx |)2 dx
) 1
2
dτ
 2αeα
t∫
T1
eβτ
∥∥vx(τ )∥∥L2(∥∥vx(τ )∥∥L2 + ∥∥vtx(τ )∥∥L2)dτ
 4αeα
t∫
T1
eβτ
+∞∫
0
eαx
(
v2x + v2tx
)
dx dτ. (5.107)
Similarly, we have by the Cauchy–Schwarz inequality that
J4 
a0α
2
t∫
T1
eβτ
+∞∫
1
eαxv2 dx dτ + 4α
a0
t∫
T1
eβτ
+∞∫
1
eαx
(
v2x + v2tx
)
dx dτ
 a0α
2
t∫
eβτ
+∞∫
eαxv2 dx dτ + 4α
a0
t∫
eβτ
+∞∫
eαx
(
v2x + v2tx
)
dx dτ. (5.108)T1 1 T1 0
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a0
2
α
t∫
T1
eβτ
1∫
0
eαxv2 dx dτ  a0
2
αeα
t∫
T1
eβτ
∥∥vx(τ )∥∥2L2 dτ  a02 αeα
t∫
T1
eβτ
+∞∫
0
eαxv2x dx dτ.
(5.109)
Substituting (5.105)–(5.109) into (5.104), we obtain
eβt
+∞∫
0
eαx
(
v2 + v2x
)
(t, x) dx + a0
2
α
t∫
T1
eβτ
+∞∫
0
eαxv2 dx dτ
+
(
2 −C23Aδ −
(
4 + a0
2
)
αeα − 4
a0
α
) t∫
T1
eβτ
+∞∫
0
eαxv2x dx dτ

+∞∫
0
eαx
(
v2 + v2x
)
(T1, x) dx + β
t∫
T1
eβτ
+∞∫
0
eαx
(
v2 + v2x
)
dx dτ
+ 4
(
eα + 1
C0
)
α
t∫
T1
eβτ
+∞∫
0
eαxv2tx dx dτ. (5.110)
Since (5.84) implies that
+∞∫
0
eαx
(
v2 + v2x
)
(T1, x) dx  C22(T ,M)
+∞∫
0
eαx
(
v20 + v20x
)
(x) dx, (5.111)
from (5.110) and (5.111), we have by choosing δ > 0, α > 0 sufficiently small such that 0 < δ 
1
2C23A , (4 +
a0
2 )αe
α + 4
a0
α  1 that
eβt
+∞∫
0
eαx
(
v2 + v2x
)
dx +
t∫
T1
eβτ
+∞∫
0
eαxv2x dx dτ + α
t∫
T1
eβτ
+∞∫
0
eαxv2 dx dτ
 C30(T1,M)
{ +∞∫
0
eαx
(
v20 + v20x
)
dx + β
t∫
T1
eβτ
+∞∫
0
eαx
(
v2 + v2x
)
dx dτ
+ α
t∫
T1
eβτ
+∞∫
0
eαxv2tx dx dτ
}
. (5.112)
Next, we estimate the last term
∫ t
T1
eβτ
∫ +∞
0 e
αxv2tx dx dτ on the right-hand side of (5.112).
To this end, multiplying (4.10) by eβt eαx and integrating the result with respect to t , x over
[T1, t] × R+, and noticing that f ′′(u) > 0, φx(x) < 0, we obtain
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+∞∫
0
eαxv2x(t, x) dx + 2
t∫
T1
eβτ
+∞∫
0
eαx
(
v2t + v2tx
)
dx dτ

+∞∫
0
eαxv2x(T1, x) dx + β
t∫
T1
eβτ
+∞∫
0
eαx
(
v2 + v2x
)
dx dτ + eβt
+∞∫
0
eαxf ′′(θ2)|φx |v2 dx
︸ ︷︷ ︸
J5
+ 2α
t∫
T1
eβτ
+∞∫
0
eαx
(|vtvtx | + |vtvx |)dx dτ
︸ ︷︷ ︸
J6
+2
t∫
T1
eβτ
+∞∫
0
eαx
∣∣f ′(φ + v)vtvx∣∣dx dτ
︸ ︷︷ ︸
J7
.
(5.113)
Here θ2 is between φ and φ + v.
Now we estimate Ji (i = 5,6,7) term by term. First, similar to that of J1, we can get imme-
diately from (2.6) that
J5  C23Aδeβt
+∞∫
0
eαxv2x dx dτ. (5.114)
Moreover, J6, J7 can be estimated by applying the Cauchy–Schwarz inequality as follows,
J6  2α
t∫
0
eβτ
+∞∫
0
eαx
(
v2t + v2x + v2tx
)
dx dτ (5.115)
and
J7 
t∫
T1
eβτ
+∞∫
0
eαxv2t dx dτ + d2
t∫
T1
eβτ
+∞∫
0
eαxv2x dx dτ. (5.116)
Substituting (5.114)–(5.116) into (5.113), we obtain
(1 −C23Aδ)eβt
+∞∫
0
eαxv2x dx + (1 − 2α)
t∫
T1
eβτ
+∞∫
0
eαxv2t dx dτ
+ (2 − 2α)
t∫
eβτ
+∞∫
eαxv2tx dx dτT1 0
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+∞∫
0
eαxv2x(T1, x) dx + β
t∫
T1
eβτ
+∞∫
0
eαx
(
v2 + v2x
)
dx dτ
+ (2α + d2) t∫
T1
eβτ
+∞∫
0
eαxv2x dx dτ. (5.117)
If 0 < δ  12C23A , 0 < α 
1
2 , from (5.117) and (5.111) we get that
t∫
T1
eβτ
+∞∫
0
eαxv2tx dx dτ  C31(T1,M)
{ +∞∫
0
eαxv20x dx + β
t∫
T1
eβτ
+∞∫
0
eαx
(
v2 + v2x
)
dx dτ
+
t∫
T1
eβτ
+∞∫
0
eαxv2x dx dτ
}
. (5.118)
Now, we compute (5.112)+ (5.118)× 12C31(T1,M) to obtain
eβt
+∞∫
0
eαx
(
v2 + v2x
)
dx +
(
1
2
−
(
C30(T1,M)+ 12
)
β
) t∫
0
eβτ
+∞∫
0
eαxv2x dx dτ
+
(
α −
(
C30(T1,M)+ 12
)
β
) t∫
0
eβτ
+∞∫
0
eαxv2 dx dτ
+
(
1
2C31(T1,M)
−C30(T1,M)α
) t∫
0
eβτ
+∞∫
0
eαxv2tx dx dτ

(
C30(T1,M)+ 12
) +∞∫
0
eαx
(
v20 + v20x
)
dx. (5.119)
If we choose δ, α, β > 0 satisfying⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 < δ  1
2C23A
, 0 < α min
{
C0,
1
2
,
1
2C30(T1,M)C31(T1,M)
}
,(
4 + a0
2
)
αeα + 4
a0
α  1, 0 < β  2α
2C30(T1,M)+ 1 ,
(5.120)
we can immediately get from (5.119) that
eβt
+∞∫
0
eαx
(
v2 + v2x
)
dx  C(T1,M)
+∞∫
0
eαx
(
v20 + v20x
)
dx. (5.121)
Obviously, (5.121) implies that (5.102) holds true. This completes the proof of Theorem 5.6. 
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This section is concerned with the algebraic decay rate of the global solution v(t, x) to the
initial–boundary value problem (3.2) for the degenerate case f ′(u+) = 0.
In this case, the boundary layer solution φ(x) is monotone increasing and we have ub < u+
and the uniform energy estimate (4.1). To simplify the presentation, we will concentrated on the
special case f (u) = u22 . Thus ub < u+ = 0, δ = −ub = |ub|.
In such a case, φ(x) satisfies⎧⎨
⎩φ
′(x) = f (φ(x))− f (u+) = φ(x)22 ,
φ(0) = ub, lim
x→+∞φ(x) = u+ = 0.
(6.1)
Hence
φ(x) = 2ub
2 − ubx = −
2δ
2 + δx , φx(x) =
2u2b
(2 − ubx)2 =
2δ2
(2 + δx)2 . (6.2)
Set
E1 
( +∞∫
0
(2 + δx)2(v20 + v20x)(x) dx
) 1
2
,
our main result in this section can be stated as follows.
Theorem 6.1. Let f (u) = 12u2, u+ = 0, ub < 0 and δ = |ub| = −ub . Suppose that v(t, x) is the
solution to the initial–boundary value problem (3.2) constructed in Theorem 4.1 and φ(x) is the
solution to the problem (6.1) which is monotone increasing. If we assume that v0(x) satisfies
( ∞∫
0
(2 + δx)2(v20 + v20x)(x) dx
) 1
2
<
1
2
√
2(1 + δ2)C33C32(t1(M),M)
min
{
3(3 − β)δ
4
,
1
4
}
,
(6.3)
then for any 0 < α < 2 and δ satisfying
0 < δ = |ub|min
{
1
4
,
1
2β
}
, 0 < β < 3, (6.4)
if (2 + δx) α2 ∂i
∂xi
v0(x) ∈ L2(R+) (i = 0,1), we have the following estimate
∥∥v(t)∥∥
H 1 O(1)E1(1 + t)−
α
4 , 0 < α < 2. (6.5)
Here C33  1 and C32(t1(M),M) are positive constants depending on t1(M) which will be given
in the following, and t1(M) is given in Theorem 3.1.
3206 H. Yin et al. / J. Differential Equations 245 (2008) 3144–3216Theorem 6.1 will be proved by the following two lemmas. The first one is to get the weighted
energy estimate of the global solution v(t, x) to the initial–boundary value problem (3.2) con-
structed in Theorem 4.1.
Lemma 6.1. Suppose that f (u) is a strictly convex smooth function. Let β > 0 and φ(x) be
the solution of the problem (2.1)–(2.3) which is monotone increasing in x ∈ R+. Assume that
v(t, x) is the global solution to the problem (3.2) constructed in Theorem 4.1. Then for any given
0 τ1  t  T , there exists a positive constant C32(T − τ1,M) 1 depending only on T − τ1
and M = 2‖v0‖H 1 such that we have the following estimate
+∞∫
0
(2 + δx)β(v2 + v2x)(t, x) dx  C32(T − τ1,M)
( +∞∫
0
(2 + δx)β(v2 + v2x)(τ1, x) dx +E21
)
.
(6.6)
Remark 6.1. The proof of Lemma 6.1 is similar to that of Lemma 5.2. Here we omit the details
for brevity. It is worth to pointing out that similar result holds for general smooth convex function
f (u) and the corresponding boundary layer solution φ(x). Note that when φx(x) < 0, we still
need the smallness condition on δ.
Lemma 6.1 shows that for any given β > 0, if (2 + δx) β2 ∂iv0(x)
∂xi
∈ L2(R+) (i = 0,1), then for
any given T > 0, v(t, x) satisfies (2 + δx) β2 ∂iv(T ,x)
∂xi
∈ L2(R+) (i = 0,1). It is worth to pointing
out that the fact that the constant C32 in (6.6) depending only on T − τ1 and M = 2‖v0‖H 1 plays
an important role in the proof of Lemma 6.2.
The next lemma is to obtain the L∞([0,∞),H 1(R+, (1 + δx) β2 dx))-norm estimate on the
global solution v(t, x) to the problem (3.2) constructed in Theorem 4.1. To do so, we need to ask
the initial data v0(x) to satisfy certain smallness condition.
Lemma 6.2. Let f (u) = 12u2, u+ = 0. Suppose that v(t, x) is the global solution to the
problem (3.2) obtained in Theorem 4.1. Then for any given positive constant β ∈ (0,3), if
(2 + δx) β2 ∂i
∂xi
v0(x) ∈ L2(R+) (i = 0,1) and
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
( ∞∫
0
(2 + δx)2(v20 + v20x)(x) dx
) 1
2
<
1
2
√
2(1 + δ2)C33C32(t1(M),M)
min
{
3(3 − β)δ
4
,
1
4
}
,
0 < δ < min
{
1
4
,
1
2β
}
,
(6.7)
we have the following estimate
H. Yin et al. / J. Differential Equations 245 (2008) 3144–3216 3207+∞∫
0
(2 + δx)β(v2 + v2x)dx +
t∫
0
+∞∫
0
(2 + δx)βv2x dx dτ + δ2
t∫
0
+∞∫
0
(2 + δx)β−2v2 dx dτ
 C33
{ +∞∫
0
(2 + δx)β(v20 + v20x)dx +E21
}
, t  0. (6.8)
In particular, for 0 < α < 3 we have
t∫
0
+∞∫
0
(2 + δx)α−2v2(t, x) dx dτ  C34
{ +∞∫
0
(2 + δx)α(v20 + v20x)dx +E21
}
. (6.9)
Here C33  1, C34 > 0 are constants.
Since (6.9) is a direct consequence of (6.8), we only give the proof of (6.8) by employing the
continuation argument. To this end, we first prove the following proposition:
Proposition 6.2. Suppose that v(t, x) is the global solution to the initial–boundary value prob-
lem (3.2) constructed in Theorem 4.1. Then for any given T > 0, if v(t, x) satisfies the following
a priori estimate
sup
t∈[0,T ]
{∥∥(2 + δx)v(t, x)∥∥
H 1
}
< min
{
3(3 − β)δ
4
,
1
4
}
, (6.10)
we have that (6.8) holds true for 0 t  T .
Before proving the above proposition, we have from the Sobolev inequality
sup
t∈[0,T ]
{∥∥(2 + δx)v(t, x)∥∥
L∞
}
 sup
t∈[0,T ]
{∥∥(2 + δx)v(t, x)∥∥
H 1
}
and the a priori estimate (6.10) that
sup
t∈[0,T ]
{∥∥(2 + δx)v(t, x)∥∥
L∞
}
< min
{
3(3 − β)δ
4
,
1
4
}
. (6.11)
Proof of Proposition 6.1. Now we prove that (6.8) holds true for 0  t  T under the a pri-
ori estimate (6.10). For this purpose, first noticing f (u) = u22 , δ = |ub|, we multiply (4.6)
by (2 + δx)β and use (6.2) to obtain
{
(2 + δx)β(v2 + v2x)+ 2βδ(2 + δx)β−1vvx}t + 2(2 + δx)βv2x + 2δ2(2 + δx)β−2v2
+
{
(2 + δx)β
((
− 2δ
2 + δx +
2
3
v
)
v2 − 2vvtx − 2vvx
)
+ βδ(2 + δx)β−1v2
}
x
= βδ(2 + δx)β−1
(
− 2δ + 2v + (β − 1)δ
)
v2 + 2βδ(2 + δx)β−1vtvx. (6.12)2 + δx 3 2 + δx
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{−2βδ(2 + δx)β−1vvtx = −{2βδ(2 + δx)β−1vvx}t + 2βδ(2 + δx)β−1vtvx,
−2βδ(2 + δx)β−1vvx = −
{
βδ(2 + δx)β−1v2}
x
+ β(β − 1)δ2(2 + δx)β−2v2.
(6.13)
Integrating (6.12) with respect to t , x over [0, t] × R+, we have
+∞∫
0
(2 + δx)β(v2 + v2x)dx + 2
t∫
0
+∞∫
0
(2 + δx)βv2x dx dτ + 2δ2
t∫
0
+∞∫
0
(2 + δx)β−2v2 dx dτ

+∞∫
0
(2 + δx)β(v20 + v20x)dx + 2βδ
+∞∫
0
(2 + δx)β−1|vvx |(t, x) dx
︸ ︷︷ ︸
K5
+ 2βδ
+∞∫
0
(2 + δx)β−1|vvx |(0, x) dx
︸ ︷︷ ︸
K6
+βδ
t∫
0
+∞∫
0
(2 + δx)β−1
(
− (3 − β)δ
2 + δx +
2
3
v
)
v2 dx dτ
︸ ︷︷ ︸
K7
+ 2βδ
t∫
0
+∞∫
0
(2 + δx)β−1|vtvx |dx dτ
︸ ︷︷ ︸
K8
. (6.14)
Next we estimate Ki (i = 5,6,7,8) respectively. First, by applying the Cauchy–Schwarz in-
equality we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
K5  βδ
+∞∫
0
(2 + δx)β(v2 + v2x)dx,
K6  βδ
+∞∫
0
(2 + δx)β(v20 + v20x)dx,
K8  βδ
t∫
0
+∞∫
0
(2 + δx)βv2x dx dτ + βδ
t∫
0
+∞∫
0
(2 + δx)β−2v2t dx dτ.
(6.15)
Moreover, from (6.11) K7 can be estimated as follows
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t∫
0
+∞∫
0
(2 + δx)β−1
(
− (3 − β)δ
2 + δx + −
(3 − β)δ
2(2 + δx)
)
v2 dx dτ
−β(3 − β)
2
δ2
t∫
0
+∞∫
0
(2 + δx)β−2v2 dx dτ. (6.16)
Substituting (6.15), (6.16) into (6.14), we obtain that
(1 − βδ)
+∞∫
0
(2 + δx)β(v2 + v2x)dx + (2 − βδ)
t∫
0
+∞∫
0
(2 + δx)βv2x dx dτ
+
(
2 + β(3 − β)
2
δ2
) t∫
0
+∞∫
0
(2 + δx)β−2v2 dx dτ
 (1 + βδ)
+∞∫
0
(2 + δx)β(v20 + v20x)dx + βδ
t∫
0
+∞∫
0
(2 + δx)β−2v2t dx dτ. (6.17)
Due to 0 < δ  12β , we have from (6.17) that
+∞∫
0
(2 + δx)β(v2 + v2x)dx +
t∫
0
+∞∫
0
(2 + δx)βv2x dx dτ + δ2
t∫
0
+∞∫
0
(2 + δx)β−2v2 dx dτ
 4
+∞∫
0
(2 + δx)β(v20 + v20x)dx + 2βδ
t∫
0
+∞∫
0
(2 + δx)β−2v2t dx dτ
 4
+∞∫
0
(2 + δx)β(v20 + v20x)dx +
t∫
0
+∞∫
0
(2 + δx)β−2v2t dx dτ. (6.18)
To deduce (6.8) from (6.18), we only need to control the last term on the right-hand side of
(6.18). To this end, multiplying the first equation of (3.2) by (2 + δx)β−2vt , we have (noticing
f (u) = u22 )
(2 + δx)β−2(v2t + v2tx)+ 12{(2 + δx)β−2v2x}t + {(2 + δx)β−2(−vtvx − vtvtx)}x
= δ(β − 2)(2 + δx)β−3(−vtvx − vtvtx)− (2 + δx)β−2vt (φxv + φvx + vvx). (6.19)
Integrating (6.19) with respect to t , x over [0, t] × R+, we can get
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0
+∞∫
0
(2 + δx)β−2(v2t + v2tx)dx dτ + 12
+∞∫
0
(2 + δx)β−2v2x dx
 1
2
+∞∫
0
(2 + δx)β−2v20x dx + |β − 2|δ
t∫
0
+∞∫
0
(2 + δx)β−3|vt |
(|vx | + |vtx |)dx dτ
︸ ︷︷ ︸
K9
+
t∫
0
+∞∫
0
(2 + δx)β−2|vt |
(|φxv| + ∣∣(φ + v)vx∣∣)dx dτ
︸ ︷︷ ︸
K10
. (6.20)
Now we estimate Ki (i = 9,10) term by term. First, by using the Cauchy–Schwarz inequality
and the estimates (4.9) and (4.12), noticing 0 < β < 3 we obtain
K9  |β − 2|δ
t∫
0
+∞∫
0
|vt |
(|vx | + |vtx |)dx dτ  |β − 2|δ
t∫
0
+∞∫
0
(
v2t + v2x + v2tx
)
dx dτ
 C‖v0‖2H 1  CE21 . (6.21)
Moreover, from (4.9) and (6.2), we have
t∫
0
+∞∫
0
v2x dx dτ + 2δ2
t∫
0
+∞∫
0
(2 + δx)−2v2 dx dτ  C7‖v0‖2H 1  C7E21 . (6.22)
Thus from (6.22) and (6.2) and noticing that (6.11), we have
K10  2δ2
t∫
0
+∞∫
0
(2 + δx)β−4|vvt |dx dτ +
(
2δ + 1
4
) t∫
0
+∞∫
0
(2 + δx)β−2|vxvt |dx dτ
 δ2
t∫
0
+∞∫
0
(2 + δx)β−2v2t dx dτ + δ2
t∫
0
+∞∫
0
(2 + δx)β−6v2 dx dτ
+
(
δ + 1
8
) t∫
0
+∞∫
0
(2 + δx)β−2v2t dx dτ +
(
δ + 1
8
) t∫
0
+∞∫
0
(2 + δx)β−2v2x dx dτ

(
δ2 + δ + 1
8
) t∫
0
+∞∫
0
(2 + δx)β−2v2t dx dτ +CE21 . (6.23)
Substituting (6.21), (6.23) into (6.20), and noticing that 0 < δ < 1 , we have for 0 < β < 3 that4
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0
+∞∫
0
(2 + δx)β−2v2t dx dτ  C
{ +∞∫
0
(2 + δx)β(v20 + v20x)dx +E21
}
. (6.24)
Combining (6.18) with (6.24) together and choosing suitably small δ such that
0 < δ < min
{
1
4
,
1
2β
}
,
and noticing the a priori estimate (6.10), we can easily get that (6.8) holds true for 0  t  T .
Thus Proposition 6.1 is proved. 
Proof of Lemma 6.2. Now we use the continuation argument to prove that (6.8) holds true for
all t  0 provided that δ and the initial data v0(x) is assumed to satisfy (6.7). To do so, under the
assumption (2+δx) ∂iv0(x)
∂xi
∈ L2(R+) (i = 0,1), we take T = t1(M), τ1 = 0, β = 2 in Lemma 6.1
to get that
∞∫
0
(2 + δx)2(v2 + v2x)(t, x) dx  2C32(t1(M),M)
∞∫
0
(2 + δx)2(v20 + v20x)(x) dx (6.25)
holds for 0 t  t1(M). Here t1(M) is the positive constant given in Theorem 3.1. Thus if we
choose
∫∞
0 (2 + δx)2(v20 + v20x)(x) dx sufficiently small such that
( ∞∫
0
(2 + δx)2(v20 + v20x)(x) dx
) 1
2
<
1
2
√
(1 + δ2)C32(t1(M),M)
min
{
3(3 − β)δ
4
,
1
4
}
,
(6.26)
we have from
∥∥(2 + δx)v(t)∥∥
H 1 
√
2
(
1 + δ2)
( ∞∫
0
(2 + δx)2(v2 + v2x)(t, x) dx
) 1
2
and (6.25), (6.26) that
∥∥(2 + δx)v(t)∥∥
H 1 
√
2
(
1 + δ2) ·√2C32(t1(M),M)
( ∞∫
0
(2 + δx)2(v20 + v20x)(x) dx
) 1
2
< min
{
3(3 − β)δ
,
1
}
, 0 t  t1(M). (6.27)4 4
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direct consequence of (6.8), we have
∞∫
0
(2 + δx)2(v2 + v2x)(t1(M), x)dx  2C33
∞∫
0
(2 + δx)2(v20 + v20x)(x) dx. (6.28)
Here C33 > 0 is a constant independent of t1(M).
Next, taking T = 2τ1 = 2t1(M) in Theorem 6.1 and from (6.28) we have
∞∫
0
(2 + δx)2(v2 + v2x)(t, x) dx  2C32(t1(M),M)
∞∫
0
(2 + δx)2(v2 + v2x)(t1(M), x)dx
 4C33C32
(
t1(M),M
) ∞∫
0
(2 + δx)2(v20 + v20x)(x) dx (6.29)
for all t1(M) t  2t1(M).
Thus if we choose
∫∞
0 (2 + δx)2(v20 + v20x)(x) dx sufficiently small such that
( ∞∫
0
(2 + δx)2(v20 + v20x)(x) dx
) 1
2
<
1
2
√
2(1 + δ2)C33C32(t1(M),M)
min
{
3(3 − β)δ
4
,
1
4
}
,
(6.30)
then we can get
∥∥(2 + δx)v(t)∥∥
H 1 
√
2
(
1 + δ2)
( ∞∫
0
(2 + δx)2(v2 + v2x)(t, x) dx
) 1
2
 2
√
2
(
1 + δ2)C33C32(t1(M),M)
( ∞∫
0
(2 + δx)2(v20 + v20x)(x) dx
) 1
2
< min
{
3(3 − β)δ
4
,
1
4
}
(6.31)
for t1(M) t  2t1(M).
From (6.27), (6.31) and the fact that C33  1, we know that (6.31) holds true for
0  t  2t1(M) by choosing
∫∞
0 (2 + δx)2(v20 + v20x)(x) dx sufficiently small such that (6.30)
holds true. Furthermore, by Proposition 6.1 we see that (6.8) holds true for any 0 t  2t1(M).
In particular, we have
∞∫
(2 + δx)2(v2 + v2x)(2t1(M), x)dx  2C33
∞∫
(2 + δx)2(v20 + v20x)(x) dx. (6.32)0 0
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Lemma 6.1, (6.32), Proposition 6.1 and the fact that C32 is a positive constant depending only on
T − τ1 and C33 is a positive constant independent of T that (6.31) holds true for 0 t  3t1(M)
by choosing
∫∞
0 (2 + δx)2(v20 + v20x)(x) dx sufficiently small such that (6.30) holds true. Thus
Proposition 6.1 tells us that (6.8) holds true for any 0 t  3t1(M).
Repeating the above process, it is easy to see that (6.8) holds true for any t  0 by choosing∫∞
0 (2 + δx)2(v20 + v20x)(x) dx sufficiently small such that (6.30) holds true. This completes the
proof of Lemma 6.2. 
Now we turn to deduce the algebraic decay rate of v(t, x). It is worth to pointing out that (6.5)
holds only for 0 < α < 2.
Proof of Theorem 6.1. For each γ > 0, multiplying (4.6) by (1 + t)γ and noticing f (u) = u22 ,
we get
{
(1 + t)γ (v2 + v2x)}t + 2(1 + t)γ v2x + (1 + t)γ φxv2
+ (1 + t)γ
{
−2vvtx − 2vvx +
(
φ + 2
3
v
)
v2
}
x
= γ (1 + t)γ−1(v2 + v2x). (6.33)
Integrating (6.33) with respect to t , x over [0, t] × R+, we obtain that
(1 + t)γ
+∞∫
0
(
v2 + v2x
)
dx + 2
t∫
0
(1 + τ)γ
+∞∫
0
v2x dx dτ +
t∫
0
(1 + τ)γ
+∞∫
0
φxv
2 dx dτ

+∞∫
0
(
v20 + v20x
)
dx + γ
t∫
0
(1 + τ)γ−1
+∞∫
0
(
v2 + v2x
)
dx dτ. (6.34)
Let γ = α2 + ε (∀ε > 0) in (6.34). Note that if 0 < α < 2 and choosing ε > 0 sufficiently small,
we have 0 < γ < 1. Thus from (4.9) we have
t∫
0
(1 + τ)γ−1
+∞∫
0
v2x dx dτ 
t∫
0
+∞∫
0
v2x dx dτ  C6‖v0‖2H 1  C6E21 . (6.35)
Next we turn to deal with the term
∫ t
0 (1+τ)
α
2 +ε−1 ∫ +∞0 v2 dx dτ . To this end, for any 0 < α < 2,
setting p = 22−α > 1, q = 2α > 1, γ1 = αp = α(1− 1q ), we have 1p + 1q = 1. By applying the Hölder
inequality and from (6.8), we can deduce that
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0
v2 dx 
+∞∫
0
(2 + δx)γ1v 2p (2 + δx)−γ1v 2q dx

( +∞∫
0
(2 + δx)γ1pv2 dx
) 1
p
( +∞∫
0
(2 + δx)−γ1qv2 dx
) 1
q

( +∞∫
0
(2 + δx)αv2 dx
) 2−α
2
( +∞∫
0
(2 + δx)α−2v2 dx
) α
2
 CE2−α1
( +∞∫
0
(2 + δx)α−2v2 dx
) α
2
. (6.36)
Thus by using the Hölder inequality again, we get from (6.9), (6.36) and noticing 0 < α < 2 that
t∫
0
(1 + τ) α2 +ε−1
+∞∫
0
v2 dx dτ
 CE2−α1
t∫
0
(1 + τ) α2 +ε−1
( +∞∫
0
(2 + δx)α−2v2 dx
) α
2
dτ
 CE2−α1
( t∫
0
(1 + τ)( α−22 +ε)· 22−α dτ
) 2−α
2
( t∫
0
+∞∫
0
(2 + δx)α−2v2 dx dτ
) α
2
 CE2−α1 E
α
1
( t∫
0
(1 + τ)−1+ 2ε2−α dτ
) 2−α
2
 CE21
(
2 − α
2ε
(1 + τ) 2ε2−α ∣∣τ=t
τ=0
) 2−α
2
 CE21(1 + t)ε. (6.37)
Substituting (6.35), (6.37) into (6.34), for any 0 < α < 2 we obtain that
(1 + t) α2 +ε
+∞∫
0
(
v2 + v2x
)
dx  CE21(1 + t)ε. (6.38)
Then we can immediately get from (6.38)
+∞∫
0
(
v2 + v2x
)
dx  CE21(1 + t)−
α
2 . (6.39)
This implies that (6.5) holds true. Theorem 6.1 is proved. 
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