We present binary labelings for the angles of quadrangulations and plane Laman graphs, which are in analogy with Schnyder labelings for triangulations [W. Schnyder, Proc. 1st ACM-SIAM Symposium on Discrete Algorithms, 1990] and imply a special tree decomposition for quadrangulations. In particular, we show how to embed quadrangulations on a 2-book, so that each page contains a non-crossing alternating tree.
Introduction
Schnyder labelings are by now a classical tool to deal with planar graphs. A Schnyder labeling is a special labeling of the angles of a plane graph with three colors. Schnyder [23] introduced this concept for triangulations, or maximal (in the number of edges) planar graphs: The angle labeling corresponds directly to a decomposition of the edge set into three spanning trees, or a Schnyder wood. Felsner adapted this idea for 3-connected planar graphs [6] .
Other classes of planar graphs, such as quadrangulations, i.e., maximal bipartite planar graphs, and planar Laman graphs, admit a decomposition of the edge set into two trees. Our motivation for this work was to obtain a binary labeling for these classes of graphs analogous to Schnyder's.
A main application of the Schnyder labeling is a straight-line embedding of a triangulation (on n vertices) on an n − 2 by n − 2 grid. In this paper we show that one application of the binary labeling is to obtain a one-dimensional embedding for quadrangulations. A book embedding of a graph, also known as stack layout [4] , consists of an embedding of its nodes along a line (the spine of the book) and a number of halfplanes supported by that line (the pages) that contain the edges of the graph, so that no two edges intersect in the interior of a page. The minimum number of pages needed for a book embedding of a graph G is called its page number. De Fraysseix, Ossona de Mendez and Pach [9] proved that every quadrangulation can be embedded on a 2-book, i.e. a book embedding with two pages: Theorem 1. [9] The page number of any quadrangulation Q is at most two. Moreover, the edges of Q can always be drawn on two pages so that each page contains a tree.
We obtain a different proof of this result, which is analogous to Schnyder's embedding algorithm for triangulations. Furthermore, apart from proving that both trees of the book embedding are non-crossing, i.e. given the vertex order v 1 , . . . , v n on the spine there are no edges v i v k , v j v l with i < j < k < l, we prove that they are alternating, meaning that no tree contains two edges v i v j and v j v k for i < j < k. Non-crossing alternating trees are counted by the Catalan numbers and the "flip graph" defined on them turns out to be the 1-skeleton of the associahedron and can be seen as the one-dimensional analogue to pseudo-triangulations [22] .
Tree decompositions and 2-orientations for maximal bipartite planar graphs have received a lot of attention; see [21, 20, 9, 1, 16, 17] for related work on this topic. The tree decomposition which is implied by the binary labeling has the further property that at each vertex the two trees are "separated", meaning that from each vertex we can draw two rays which separate the edge sets of the two trees incident to that vertex. Regarding tree decompositions for triangulations, we refer to a work of De Fraysseix and Ossona de Mendez [8] , where the authors relate Schnyder labelings for triangulations to 3-orientations and shelling orders. They also consider "separating decompositions" for maximal bipartite planar graphs which are closely related to binary labelings.
We further deal with quadrangulations, in the sense of partitions into quadrangles, having more than four vertices on the outer face and we obtain that every quadrangulation can be decomposed into two spanning trees by duplicating edges of the outer face.
We show a binary labeling for plane Laman graphs. Laman graphs [15] are well known in the context of rigidity theory. A Laman graph on n vertices contains 2n − 3 edges and every subgraph which is induced by k vertices contains at most 2k − 3 edges.
Every planar Laman graph can be embedded as a pointed pseudo-triangulation [12] . A vertex v of a plane straight-line graph is called pointed if it has an incident angle greater than π. A pointed pseudo-triangulation is a maximal pointed plane straight-line graph; this means that every vertex is pointed and adding any (non-crossing) edge yields a non-pointed vertex. In particular, the binary labeling holds for pointed pseudo-triangulations.
Other labelings for planar graphs have been investigated. Haas et al. [12] , also see [19] , defined "combinatorial pseudo-triangulations". Souvaine and Tóth [24] defined a vertex-face assignment for plane graphs.
Quadrangulations and plane Laman graphs are structurally different, because quadrangulations are bipartite graphs, whereas every pointed pseudo-triangulation contains a triangle. However, adding a (non-crossing) edge to a maximal bipartite plane graph yields a plane Laman graph, which in turn can be embedded as a pointed pseudo-triangulation. Thus, we believe that many concepts for pseudo-triangulations apply to quadrangulations and vice versa. The binary labeling only represents one aspect of this interesting fact. Another example is that every maximal bipartite planar graph can be obtained via a "Henneberg construction" [26] and also via "vertex splitting" [5] . As a last step of the construction one edge has to be deleted. Also, due to a result of Crapo, see [11] , Laman graphs admit a so called 3T 2-decomposition, that is a decomposition of the edge set into three trees such that each vertex is incident to exactly two trees. Consequently, this holds for maximal bipartite plane graphs as well.
The binary labeling
Let a plane graph G be given. A binary labeling for G is a mapping from the angles of G to the set {0, 1} which satisfies the following conditions:
1. Special vertices: There are two special vertices s 0 and s 1 on the outer face of G, such that all angles incident to s i are labeled i.
Vertex rule:
For each vertex v / ∈ {s 0 , s 1 }, the incident labels form a non-empty interval of 1s and a non-empty interval of 0s.
3. Face rule: For each face (including the outer face), its labels form a non-empty interval of 1s and a non-empty interval of 0s.
Edge rule:
For each edge, the incident labels coincide at one endpoint and differ at the other. Observation 2. The above labeling induces a 2-coloring and orientation of the edges: Every edge is colored according to its endpoint with the two coincident labels and oriented towards that endpoint. Moreover, the vertex rule implies that every vertex except s 0 , s 1 has outdegree two. See Figures 1 and 3 .
In the sequel, color 0 will be denoted as gray, and color 1 will be denoted as black. The above conditions will be the ones required for Laman graphs, while for quadrangulations we show further conditions in the next section.
The binary labeling for quadrangulations
For a binary labeling of a quadrangulation Q we can require even stronger conditions. Since a quadrangulation Q is bipartite, its vertices can be split into two classes; we call black the one containing the special vertex s 0 and white the other:
5. Strong face rule: Each face has two adjacent 0-labels and two adjacent 1-labels. (Note that this condition implies the previous face rule). In addition, the angles of the outer face are labeled 0, 0, 1, 1 in clockwise order starting at s 0 .
6. Strong edge rule: For each edge, the incident labels coincide at one endpoint and differ at the other. Furthermore, when the edge is oriented towards the endpoint with the two coincident labels, the label appearing only once is to the right (respectively left) of the edge when incident to a black (respectively white) vertex. See Figure 2 . (Note that this condition implies the previous edge rule). Proof. We use induction on the number of vertices |V | of a quadrangulation Q. If |V | = 4 then a binary labeling exists, as shown in Figure 4 (left). For the induction step we distinguish two cases.
For the first case, assume that Q contains an interior vertex v of degree two. Removal of v and its two incident edges yields a quadrangulation Q ′ . By induction, Q ′ admits a binary labeling. Reinserting v and its incident edges into Q ′ maintains the binary labeling, as shown in Figure 4 (right).
For the second case, assume that Q contains no interior vertex of degree two. Then, there exists a face incident to the special vertex s 0 which can be contracted towards s 0 : A face q incident to s 0 is contractible if it does not contain the other special vertex s 1 . The contraction of q = {e ′ , e, f, f ′ }, where {e ′ , e, f, f ′ } are the edges of q in clockwise order starting at s 0 and p is the vertex opposite to s 0 , identifies e with e ′ , f with f ′ and p with s 0 . This can be interpreted as a continuous movement of p and its incident edges to s 0 , see Figure 5 . The contraction of q yields a quadrangulation which by induction admits a binary labeling. Now, reversing the contraction maintains the binary labeling outside of the face q and it only remains to label the angles inside q. First, the rule for the special vertex s 0 requires that the angle at this vertex is labeled 0. Then, the rest of labels just have to be chosen according to the walking rule (observe that the new vertex p is black). This makes Conditions 5 and 6 hold by Lemma 3, so only the vertex rule remains to be checked at vertices of q different from s 0 . Vertex p fulfills the rule, since all its labels outside q are 0 and the one inside q is 1. For the other two vertices, Condition 7 in the contracted quadrangulation implies that the labels at the edge connecting them to s 0 were 0 to the left and 1 to the right when looking from s 0 .
Hence, the assigned labels inside q when reversing the contraction respect the vertex rule. See Figure 5 .
Properties of the binary labeling for quadrangulations
We now consider the coloring and orientation of the edges induced, as in Observation 2, by a binary labeling of a quadrangulation. For this coloring and orientation we show the results corresponding to those obtained by Schnyder [23] for triangulations and Felsner [6] for 3-connected planar graphs. In the sequel we denote by T i the set of oriented edges colored i and with T Proof. For the sake of a contradiction, let us assume that there exists a vertex v for which the two outgoing edges (recall Observation 2) have the same color i ∈ {0, 1} and study the union F of faces incident to v. First, for every face the sum of the label at v and the label at its opposite vertex has to be 1, because of the strong face rule. Second, for each edge uv oriented towards v, the sum of the two labels at u has to be 1 as well, because of the edge rule. See Figure 6 , where only some labels are shown andī denotes 1 − i. Then the sum of labels in F is 2|F | ± 2 respectively for i = 0, 1, which contradicts the sum of 2|F | implied by the strong face rule.
Lemma 6. There is no directed cycle in
Proof. Let us start with the case of T 0 ∪ T −1
1 . We first show that there can not be such a cycle using only the boundary of a single face F : Let a, b, c, d be the vertices of this face in clockwise order with corresponding labels 0, 0, 1, 1. Hence, the edges ab and cd have to be colored gray and black respectively. For the sake of a contradiction, suppose that the boundary edges are a directed cycle in T 0 ∪ T −1
1 . Then the heads of ab, cd are either a and d, or b and c; without loss of generality consider the latter case. It turns out that there is no possible color for the edge bc; if it were black its head would have to be b contradicting the label 0 of this vertex in F , if it were gray its head would have to be c contradicting the label 1 of this vertex in F ; see Figure 7 .
We now show that there can not be a larger directed cycle either. If there were any, choose one that encloses the smallest number of faces and call it C. Only two cases are possible: • The interior of C contains a vertex v: By Lemma 5, there is a path G v of gray edges starting at v, which has to reach C because of the minimality of C. Analogously, there is a path B v of black edges connecting v to C. Furthermore these two paths are simple and do not cross, again by minimality of C. But then B −1 v ∪ G v splits C into two parts, forming a smaller cycle with one of them. Contradiction.
• The interior of C does not contain a vertex: Then there is an edge crossing the interior of C. This edge again splits C into two parts and forms a smaller cycle in T 0 ∪ T Proof. Let us consider T 0 . Lemma 6 in particular implies that T 0 is a forest. Together with Lemma 5, this implies that from every vertex except s 1 there is an acyclic directed path to s 0 . Then the statement follows for T 0 . The case of T 1 is analogous.
For each non-special vertex v / ∈ {s 0 , s 1 }, we define the i-path P i (v), i ∈ {0, 1}, as the directed path in T i from v to the sink s i . Because of Lemma 6, P 0 (v) and P 1 (v) have v as only common vertex and therefore split the quadrangulation into two regions R 0 (v) and R 1 (v), where R i is the region to the right of P i (v) and including both paths.
Proof. Two paths of the same color can not cross, because every vertex has outdegree 1 in this color. Two paths of different colors can not cross, because this would violate the vertex rule. Therefore, both paths P 0 (u), P 1 (u) and the region they enclose are contained in R i (v).
Embedding quadrangulations on a 2-book
For each non-special vertex v, we define f i (v) as the number of faces contained in R i (v). For the two special vertices s 0 , s 1 , we set f 0 (s 0 ) = f 1 (s 1 ) = −1 and f 1 (s 0 ) = f 0 (s 1 ) = n − 2, where n is the number of vertices. As shown in the proof of Lemma 8, the paths for two different vertices can not cross and therefore the following holds: 
the total number of bounded faces (which equals n − 3 by Euler's formula). For the sake of convenience, we can choose a reference system in which this line is the horizontal axis and f 1 -values increase from left to right. Given this as spine, we draw the edges of each tree T i on one side. As a convention, we will draw T 0 gray and above the line, and T 1 black and below. In Section 4.1 we prove that the trees are non-crossing (and hence we get a 2-book embedding for the quadrangulation Q). In Section 4.3 we prove that, additionally, each T i is alternating. See Figure 8 Proof. We will prove that the gray tree T 0 can not have crossings, and the case of the black tree T 1 can be handled analogously. Let us suppose that there is a crossing in T 0 , i.e. four points a, b, c, d with
and edges ac, bd. We focus on the edge ac. The two possible configurations are shown in Figure 9 . Any other situation would violate either the relations in (1), the vertex condition of the binary labeling which implies that paths of different colors do not cross, or the property that every vertex except s 0 , s 1 has outdegree one for each color. Furthermore, from f 0 (c) > f 0 (d) and Lemma 8, we know that d ∈ int(R 1 (c)) and analogously that b ∈ int(R 0 (c)). This gives us the feasible zones for points b and d, denoted as band d-zones in Figure 9 . Moreover, the existence of a gray edge bd implies that either b ∈ P 1 (c) or d ∈ P 1 (c). Let us focus on the left case in Figure 9 :
• If b ∈ P 1 (c): Taking into account that the gray and black paths do not cross, the gray edge leaving b can not be to the left of P 1 (c), because otherwise f 0 (c) > f 0 (b), a contradiction. Then all the gray edges incident to b are to the right of P 1 (c), including bd. This forces d ∈ P 1 (c) and all the gray edges incident to d to be to the right of P 1 (c) as well, in particular the outgoing one. But this implies f 0 (d) > f 0 (c), a contradiction. • If b ∈ P 1 (c), d ∈ P 1 (c): In this case the edge bd is to the right of P 1 (c) and hence the same holds for all the gray edges incident to d. This leads to a contradiction as in the previous case.
The same arguments work for the right case of Figure 9 .
A bijection between binary labelings and separating decompositions
Before proving that the trees in our 2-book are alternating, we need to show another property of the binary labeling, that of inducing a separating decomposition. This notion was originally introduced by de Fraysseix and Ossona de Mendez in [8] , with orientations reversed from those in the following definition and the additional difference that there two boundary edges are excluded from the trees. Let us label i the angles incident to s i and the remaining angles as in Figure 2 . Thus, by construction the special vertices are correctly labeled, the vertex rule holds and so does the strong edge rule. By Lemma 3, this implies:
Proposition 12. Every separating decomposition of a quadrangulation induces a binary labeling.
We now check that, reciprocally, the binary labeling for quadrangulations defined in Section 3 fulfills the conditions of a separating decomposition:
Proposition 13. Every binary labeling of a quadrangulation induces a separating decomposition. Proof. By the vertex rule, we know that the incident edges at each vertex different from s 0 and s 1 are gathered in a way such that the incoming black edges (if any) and the incoming gray edges (if any) are separated by the two outgoing edges. Then, in order to be a separating decomposition it is enough to check that for every black (respectively white) vertex the turn from incoming edges in T i to the outgoing edge in T i is always a left (respectively right) turn. This is implied by the walking rule, see Figure 11 . 
The alternating property
Recall that we draw the quadrangulation Q on a 2-book with gray edges above the horizontal line and black edges below the line. Furthermore, our binary labeling of Q induces a separating decomposition by Proposition 13 and each edge connects a white and a black vertex. Thus, for white vertices w the angle to the left in horizontal order is labeled 1 and that to the right is labeled 0. Analogously, for black vertices b the angle to the left is labeled 0 and that to the right is labeled 1. See Figure 10 again. Proof. We focus on the black tree T 1 and the case for the gray tree T 0 is analogous. Exterior vertices are alternating by construction, so let us consider an interior black vertex v j and edges v i v j , v j v k for i < j < k. See Figure 12 .
For simplicity, let us name edges by the indices of their endpoints in the rest of this proof, which has the following steps: 1) Since v j is not exterior there is an edge e below ij, jk; w.l.o.g. we suppose e = iα for α > k. An edge kα, which is gray because of edge and face 0 1
Figure 12: Every interior black vertex fulfills the alternating property.
rules and v α being black, closes the quadrangle ijkα. 2) All labels below the line are 1s, since T 1 is drawn below. This implies that the edge jk is oriented towards v j and that the outgoing edge from v j either is ij or lies above it. 3) Therefore, the path from v j to the black sink s 1 passes through v i . However, the separating decomposition rule at v i implies that its outgoing edge goes to the right. Hence, there is no crossing-free path from v j to the sink s 1 . Contradiction. The case of v j white is similar but the contradiction is found earlier since at the second step the labels below being 1s and v k being black imply that the quadrangle ijkα does not fulfill the face rule. 
Other partitions into quadrangles
We now consider quadrangulations, in the sense of partitions into quadrangles, containing more than four vertices on its outer face. The following result has also been proved with a different method in [1] .
Lemma 15. Every quadrangulation can be decomposed into two edge-disjoint spanning trees by duplicating edges of the outer face.
Proof. If the convex hull of a quadrangulation Q contains four points then this result has already been shown. Otherwise, we add four additional points outside of Q to construct a new quadrangulation Q ′ which contains Q as a sub-graph and which has four vertices on the convex hull; see Figure 13 .
Q ′ can be decomposed into two trees. Edges connecting s 0 , respectively s 1 , to Q are gray, respectively black. When removing these edges, the two trees break up into several components which can be connected by duplicating edges of the convex hull of Q. Stated more precisely: For each quadrangle q = {s 0 , o, p, s} incident to the added point s 0 , where {s 0 , o, p, s} are the vertices of q in cyclic order, we duplicate (with gray color) the edges op and ps if they are not already gray. This closes (gray) cycles. Now we remove s 0 and its incident edges. Clearly, the gray graph stays connected. Now we remove duplicated gray edges until we obtain a tree. We proceed in the same way for the other special vertex s 1 .
A binary labeling for plane Laman graphs
We consider an analogous binary labeling for plane Laman graphs. Now, the special vertices s 0 and s 1 are adjacent convex hull vertices. Thus there is one edge which does not satisfy the edge rule. Figure 14 shows a binary labeling for a planar Laman graph, embedded as a pointed pseudo-triangulation. 
Theorem 16. Every plane Laman graph with triangular outer face admits a binary labeling.
We will use the Henneberg construction [26, 12, 25, 19] for Laman graphs to prove Theorem 16; that is, each Laman gaph can be constructed, starting from a triangle, by a sequence of vertex insertions of the following types (see Figure 18) • Add a degree-two vertex (Henneberg I step)
• Place a vertex on an existing edge and connect it to a third vertex (Henneberg II step).
For planar Laman graphs, there even is a sequence of vertex insertions such that all intermediate graphs are plane and at each step, the topology is changed only on edges and faces involved in the Henneberg step: either a new vertex is added inside a face of the previous graph (Henneberg I), or inside a face obtained by removing an edge between two faces of the previous graph (Henneberg II). Furthermore, if the outer face is triangular, then the Henneberg steps will never insert vertices into the outer face [12] .
Proof. We will construct a plane embedding together with a binary labeling for the Laman graph using the Henneberg construction, and thereby maintaining the binary labeling at each step.
For a triangle a binary labeling exists as shown in Figure 15 . We now show that a Henneberg I step maintains the binary labeling. We only modify the labeling inside the face f where a vertex p will be inserted. Let u and v denote the two vertices which are adjacent to p after insertion of p. For each of u and v, we duplicate the label inside f, when inserting the new edge. This maintains the vertex rule for u and v. We distinguish two cases:
1. u and v have the same labels inside f , say i.
u and v have different labels inside f.
Case 1: Insertion of p splits f into two faces f ′ and f ′′ , one of them, say f ′ , has only labels i. We label the angle at p inside f ′ withī = 1 − i to guarantee the face rule for f ′ . The face f ′′ has labels i andī, and u and v both have label i in f ′′ . Thus, we label the angle at p in f ′′ with i to guarantee the face rule for f ′′ . We observe that these labels for the affected angles of u, v and p also guarantee the edge rule for up and vp as well as the vertex rule for p. Case 2: Insertion of p splits f into two faces, for each of them the angles at u and v have different labels, because we duplicated the label at u, respectively v. Now, labeling the two angles at p with i andī guarantees the face rule for both new faces, the edge rule for up and vp as well as the vertex rule for p. Figure 16 illustrates the assignment of labels to the three involved vertices u, v and p for a Henneberg I step. It remains to show that a Henneberg II step maintains the binary labeling. Here, a new vertex p is placed on an edge uv and then p is connected to another vertex w, which belongs to one of the two faces f and f ′ incident to the edge uv. We can assume that u has label i and v has labelī in f , and that u and v both have label i in f ′ . We distinguish two cases.:
1. The edge pw lies inside of f .
2. The edge pw lies inside of f ′ .
In the following the angle at a vertex b (of degree at least three) formed by two edges ab and bc is denoted by abc. Case 1.: We duplicate the label at w inside f when adding the edge pw. We do not modify the labels at u and v. Now we label the angle upw withī, and the angles vpw and upv with i. A straight-forward verification shows that this assignment of labels to the angles incident to p fulfills all rules of the binary labeling. Case 2.: We duplicate the label at w inside f ′ when adding the edge pw. We do not modify the labels at u and v. Now we can either label the angle upw withī, and the angles vpw and upv with i, or we can label the angle upw with i, and the angles vpw and upv withī, in order to fulfill the edge rule for the edges up, pv and pw and the vertex rule at p. Each of the two possible labelings satisfies the face rule for the face containing u, p and v. It is possible that either the face containing u, p and w or the face containing v, p and w does not fulfill the face rule; i.e., all its labels are i. But this can happen for at most one of the two faces. We can choose adequately between one of the two possible labelings for the angles at p to guarantee the face rule for both faces. Figure 17 shows the assignment of labels for a Henneberg II step.
It is well known that a Laman graph can be decomposed into two trees [26] . These trees can be obtained via the Henneberg construction, as indicated in Figure 18 . The new vertex either is a leaf in both trees (Henneberg I step) or in one tree (Henneberg II step). Although the binary labeling is based on the Henneberg construction too, it does not always give a decomposition of the graph into two trees; see Figure 19 for a simple example: The angles around the special vertex s 0 , respectively s 1 , have label 0, respectively 1. All edges incident to s 0 are gray, all edges incident to s 1 are black. Thus, if there is a decomposition of the edge set into two trees, then the edge f has to be black and oriented towards s 1 , and the edge e has to be gray and oriented towards s 0 . But then, the angle formed by e and f has to labeled with 1 and with 0, contradicting the definition of the binary labeling. 
Variants of the binary labeling for plane Laman graphs
In the binary labeling for plane Laman graphs there are two special vertices s 0 and s 1 and there is one edge which does not fulfill the edge rule. We present two variants which allow a binary labeling even if the outer face has more than three vertices.
• Variant 1:
There is only one special vertex s 0 all whose angles have label 0 and there is one special edge whose incident labels are 0, 1 − 1, 0.
• Variant 2: There are two adjacent special vertices s 0 and s 1 all whose incident angles have label 0; thus the special edge connecting these two vertices has incident labels 0, 0 − 0, 0. And all angles of the outer face have label 0. from the triangle a, b, c we use the Henneberg construction to obtain a binary labeling for L ′ as in the proof of Theorem 16; but now we label the initial triangle in a different way. We first label the angles inside the triangle a, b, c with 0, 1, 0 where b gets the label 1. We label the angles at a and b in the outer face with 0. The angle at c in the outer face gets label 1 for Variant 1 and label 0 for Variant 2. Now we perform Henneberg steps and update the binary labeling in each step so that we obtain a binary labeling of L ′ , which respects Variant 1, respectively Variant 2. Since we duplicated a label at a, respectively c, when inserting a new edge incident to a or c, all labels at a and c which do not belong to the outer face have label 0. We refer to Figure 20 (left) . Thus, we know that the angle adc at d has label 1 to guarantee the face rule. Also, in the face containing b and d all labels but the label at b are 0, due to the face rule. By the edge rule of the edge dc we know that the angle cde has label 0, which in turn implies that the angle dec is 1 to guarantee the face rule. By the vertex rule of d, we now know that all angles at d in the interior of L have label 0. Thus, three of the four labels incident to the edge de are 0. Hence, by the vertex rule of e, all labels at e inside L are 0. Finally, this implies that the label incident to the edge ef at f inside L is 1. Figure 20 (right) shows these labels. Now, we simply remove the three additional points a, b and c with all its incident edges and labels. We label the angle at d of the outer face of L with 0. For Variant 1 we label the angle at e on the outer face of L with 1, and for Variant 2 with 0. For Variant 1, vertex d is the new special vertex s 0 and ef is the special edge. For Variant 2, the verices d and e are the two special vertices.
2-orientations and flips
Recall that, for a planar graph G, a 2-orientation is an orientation of the edges such that every vertex has outdegree 2. De Fraysseix and Ossona de Mendez [8] , showed that the separating decompositions are in bijection with the 2-orientations of a plane quadrangulations. From our results, it follows that 2-orientations are also in bijection with binary labelings.
Given a 2-orientation, we can reverse any directed cycle and obtain another 2-orientation. Such a local modification of an object in more general terms is often called "flip". For the binary labeling, such a flip means that we invert all labels inside the cycle and then obtain another binary labeling of the same graph. This holds both for binary labelings of quadrangulations and Laman graphs, but in Figure 21 we only show a flip for the case of a quadrangulation. Proof. It is obvious that the walking rule (for quadrangulations) and face rule are maintained for all faces. For the vertices and edges inside or outside the cycle, it is also clear that the vertex and edge rule are maintained. Let us consider a vertex on the boundary of the directed cycle. Since one edge of the cycle is incoming and the other is outgoing, all labels that are reversed are of the same type and the vertex rule is maintained.
For an edge on the boundary of the cycle, the two labels that are reversed are either different, in which case they remain different, or the same, in which case they remain the same after the flip. Therefore, the edge rule is satisfied.
A similar flip for 3-orientations on triangulations has been investigated by Brehm [3] , the author showed that the set of 3-orientations forms a distributive lattice. Independently, Ossona de Mendez [18] obtained the same result for the more general class of α-orientations of planar graphs.
For our special case, this yields the following observation:
Corollary 19. The flip graph of binary labelings is connected.
Felsner [7] also investigated the lattice structure of α-orientations and developed some interesting applications for special cases. We also mention a work of Nakamoto and Watanabe [17] , where the authors investigate flips for 2-orientations of maximal bipartite plane graphs.
Open problems
A main application of the Schnyder labeling for triangulations is a straight-line embedding of a triangulation on an n − 2 by n − 2 grid. Straight-line embeddings for quadrangulations on a small grid have recently been obtained by Biedl and Brandenburg [2] and by Fusy [10] . What is the corresponding grid size for planar Laman graphs? We did not succeed in applying the binary labeling. Another related question, posed by Haas et al. [12] , is the following: Can every planar Laman graph be embedded as a pseudo-triangulation on a grid of small size?
