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Abst ract - - In  this paper, we study the existence of solutions of periodic boundary value problem 
for second-order nonlinear dynamic equations on time scales. For this purpose, we use two methods 
here. First, sign properties of the Green's function are investigated and existence results of bounded 
solutions of nonlinear boundary value problems are established as a result of Schauder fixed-point 
theorem. Second, the monotone method is discussed to assure the existence and uniqueness of 
solutions of such periodic boundary value problems on time scales. (~) 2004 Elsevier Ltd. All rights 
reserved. 
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1. INTRODUCTION 
We are concerned with the periodic boundary value problem (PBVP),  
-yaV( t )  + q(t)y(t) = f(t ,  y(t)), t e [a, b], 
y(p(a)) = y(b), y~(p(a)) = yA(b), 
(I.I) 
(1.2) 
where [a, b] is subset of t ime scale T. Throughout his paper, we assume that  
(H1) q(t) > 0, q(t) ~ 0. 
In Section 2, so that the paper is self-contained, we will provide prel iminary material  with 
respect o the calculus on time scales especially the definitions and properties related to A, 
derivatives and integrals. 
In Section 3, the Green's function of the associated linear dynamic equation 
--yAV(t) + q(t)y(t) = h(t), t e [a, b], (1.3) 
with periodic boundary conditions is constructed and it 's sign properties are investigated. Green's 
flmctions for second-order dynamic equations with separated boundary conditions were investi- 
gated by Erbe and Peterson in [1] and by Atici and Guseinov in [2]. 
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In Section 4, we prove the existence of bounded solutions to the PBVP (1.1),(1.2). The proof 
of this result is based on an application of Schauder fixed-point heorem. 
In Section 5, we prove the existence and uniqueness theorems for solutions of the PBVP 
(1.1),(1.2) which lie between the lower and upper solutions when they are given in the well order, 
i.e., the lower solution is under the upper solution. The works [3] by Leela and Sivasundaram, 
[4] by Kaymakcalan and [5] by Akin are good references to understand the notion of monotone 
method on time scale. We then use these existence results to show that if for each t, f ( t ,  y) is 
strictly decreasing in y, then PBVP (1.1),(1.2) has a unique solution. Similar problems for the 
differential equations and difference equations are comprehensively discussed in [6-13]. Other 
related papers on time scale are [14-17]. And the books [18,19] are good references for calculus 
and further topics on time scales. 
2. SOME PROPERT IES  OF DERIVAT IVES AND INTEGRALS 
Let T be a nonempty closed subset (time scale or measure chain) of the real numbers R. The 
forward and backward jump operators cr, p : T --* T are well defined by 
or(t) = inf{s e V:  s > t} 
and 
p(t) = sup{, e V:  s < t}. 
A point t 6 T is called le f t -dense if t > inf T and p(t)  = t, left -scattered if p(t) < t, r ight- 
dense if t < supT and a(t) = t, r ight-scattered if a(t) > t. We define the sets T k, Tk, and T* 
which are derived from the time scale T as follows. If T has a left-scattered maximum tt, then 
T k = T - {tl}, otherwise T k = T. If T has a right-scattered minimum t2, then Tk = T - {t2}, 
otherwise Tk = T. Finally, T* = T k n Tk. The forwards graininess # : T k -~ ]~0 + is defined by 
= o( t )  - t ,  
and the backwards graininess ~ : Tk --* R0 + is defined by 
, ( t )  = t - p ( t ) .  
If f : T .~ R is a function and t E T k, then the delta derivative of f at the point t is defined 
to be the number fA(t)  (provided it exists) with the property that for each e > 0 there is a 
neighborhood U of t such that 
If(or(t)) - f ( s )  - f~( t ) In ( t )  - s]l < ~[cr(t) - sl, for all s e U. 
If t E Tk, then the nabla derivative of f at the point t is defined to be the number fv ( t )  
(provided it exists) with the property that for each ~ > 0 there is a neighborhood U of t such 
that 
[ f (p ( t ) )  - f ( s )  - fv ( t ) [p ( t )  - s]l < tip(t) - sl, for all s ~ U. 
A function F : T ~ R is called a A-antiderivative of f : T ---+ R provided F f ( t )  = f ( t )  
holds for all t e T k. Then, the Cauchy A-integral from a to t of f is defined by 
f '  f(s)ZXs = F(t)  - F(a),  for all t T. 
A function ~ : T , R we call a V-antiderivative of f : T ----+ R provided ~q(t )  = f(t), for 
all t E Tk. We then define the Cauchy V-integral from a to t of f by 
f t f(s)Vs = ¢(~) - ¢ (a ) ,  for all t T. 
The following theorems either are in the references [2,11,18,20,21] or are not difficult to verify. 
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THEOREM 2.1. For f : T " > R and t E T k the following hold. 
(i) I f  f is A-differentiable at t, then f is continuous at t. 
(ii) I f  f is continuous at t and t is right-scattered, then f is A-differentiable at t and 
fA( t )  = f(~ff()t)) - - t f(t) 
(iii) I f  t is right-dense, then f is A-differentiable at t if and only if the limit 
l im f(t) - f (s)  
s--*t t - -  S 
exists as a finite number. In this case, fh  (t) is equal to this limit. 
(iv) If f is A-differentiable at t, then 
f(a(t))  = f(t)  + [a(t) - t]fh(t). 
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THEOREM 2.2. For f : T - -~  R and t C Tk the following hold. 
(i) If f is V-differentiable at t, then f is continuous at t. 
(ii) If f is continuous at t and t is left-scattered, then f is V-differentiable at t and 
fv ( t  ) _ f(p(t)) - f(t) 
p( t )  - t 
(iii) If t is left-dense, then f is V-differentiable at t if and only if the limit 
l im f(t) - f (s)  
s--*t t - -  S 
exists as a finite number. In this case, fv  (t) is equal to this limit. 
(,iv) I f  f is V-differentiable at t, then 
f(p(t)) = f(t) + [p(t) - t ] fv ( t ) .  
THEOREM 2.3. By fA (t, S) in the following formulas we mean for each fixed s the delta derivative 
of f ( t ,s)  with respect to t. Similarly is understood fv( t ,s ) .  I f  f ,  fa ,  and fv  are continuous, 
then the following formulas hold: 
(i) (f :  f(t,  s)As) h = f (a ( t ) ,  t) + f :  fzx(t, s)As, 
(ii) (f{ f(t, s)As)  v = f(p(t), p(t)) + f :  fv ( t ,  s)As, 
(iii) (f2 f(t,  s)Vs) A = f (a ( t ) ,  a(t)) + f2 fA(  t, s)Vs, 
(iv) ( f :  f(t ,  s)Vs)  v = f(p(t),t)  + f :  fV(t,  s)Vs 
THEOREM 2.4. The foflowing inequalities hold: 
Iff f(t)g(t)At 
bf(t)g(t)vt 
/b : )/b < If(t)g(t)lAt <_ _ max If(t)l Ig(t)lAt, 
\~<_~<_p(b) 
<_ [f(t)g(t)lVt ~_ _ max If(t)[ [g(t)lVt. 
\a(a)~_t~_b 
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3. GREEN'S  FUNCTION 
Let T be a time scale. Consider the second-order homogeneous linear dynamic equation on 
T* = T k A Tk given by 
-yAV(t) + q(t)y(t) = O, (3.1) 
where q : T > R is continuous function. 
A function y : T ~ R is said to be a solution of equation (3.1) provided y is A-differentiable, 
yA : T k > R is V-differentiable on T* and (yA)V : T* , R is continuous, and (3.1) holds for 
all t E T*. 
The following theorem can be found in [2]. 
THEOREM 3.1. Let to be a fixed point in T k and co, Cl be given constants. Then, equation (3.1) 
has a unique solution y such that 
y(to) = co, y[~l (to) = ct. (3.2) 
Now let us denote O(t) and ~o(t) the solutions of the corresponding homogeneous equation (3.1) 
satisfying the initial eonditions 
O(p(~)) = 1, o~(p(a)) = o, 
~(p(a)) = 0, ~oA(p(a))  = 1. 
Let us set 
D := 0(b) + ~(b)  - 2. 
LEMMA 3.2. The inequality D > 0 holds. 
PROOF. Before proving the lemma, in [21] we see that the following inequalities hold 
(3.3) 
o(t) > l,  te[p(a),b], o~(t) > o, te[e(~),b], 
~(t )>o,  te[p(a),b] ,  ~A(t)>_l, te[p(a),b] ,O 
by using the induction method on time scale. 
Since ~(t) is the solution of homogeneous equation, we get A (t) > 1. 
Thus, the inequality D > 0 holds. 
THEOREM 3.3. For the solution y(t) of the PBVP (1.3),(1.2) the formula 
f y(t) = a( t ,  s )h(s)Vs ,  t c [a, b], (~) 
holds, where 
{ ~A(b)-- 1 O(b)- 1 
D O(s)~o(t) D 
+ ~(b)  - 1 O(b) - 1 
D O(t)~o(s) D 
the number D is defined by (3.3). 
- -O( t )~(s ) ,  
- -O(s )~( t ) ,  
p(a) <_t<_s<a(b) t ,  
J p(~) <,  < t < ~(b) 
(3.4) 
(3.5) 
PROOF. It is easy to see that the general solution of equation (1.3) has the form y(t) -- clO(t) -]- 
e2~(t) + f~(~) (O(s)~(t) - O(t)~(s))h(s)Vs, where cl and c2 are arbitrary constants. Substituting 
this expression for y(t) in the boundary conditions (1.2) we can evaluate cl and c2. After not 
very complicated calculations we can get (3.4) and (3.5). 
The function G(t, s) is called the Green's function of the PBVP (1.3) and (1.2). | 
Second-Order Periodic Boundary Value Problems 641 
THEOREM 3.4. Under Condition (H1) the Green's function G(t, s) of PBVP (1.1),(1.2) possesses 
the following property, 
G(t, s) > O, for t, s E [p(a), b]. (3.6) 
PROOF. Because G(t, s) = G(s, t), it is enough to prove that G(t, s) > 0, for t E [p(a), b] and 
p(a) < s < t. Setting 
E(t, s) = O(s)qo(t) - O(t)~o(s), 
f ( t ,  s) = [qo(b)O(t) - O(b)~o(t)lO(s ) + [~oZ~(b)O(t) -OA(b)~(t)]~o(s), 
we have, for s ~ t, 
Let us show that 
G(t, s) = DIE(t, s) + F(t, s)]. 
E(t , t )=O, fortE[p(a),cr(b)]; F(b,p(a))=O. 
E(t ,s)>O, fortE[a,a(b)]; 0<s<t .  
f ( t ,s )  > 0, for t E [p(a),b]; 0 < s < t and (t,s) ¢ (b,p(a)). 
Evidently, (3.8) holds. 





To prove (3.9), we set E(s)  = E( t , s )  for fixed t E [a,a(b)] and all 
O<Ej(t,s)<_MoM~, j = 1 ,2 ,3 , . . . .  
Indeed, (3.16) evidently holds for j = 0. Also, let it hold for j = n. Then, from (3.15), 
< max En(t, s) q(r/)Vr/ A(  
~(8)_<,<_p(t,) 
< MoM~ +1. 
(3.16) 
Then, we estimate 
E:'V(t, ~) = q(t)E(t, ~), t e [~, b] (3.1.1) 
E(~,s) = 0, E:'(~, ~) = i, (3.12) 
Hence, it follows that, for all s E [p(a), t], 
E(t ,  s) = t - s + q(,7)E(v, s)Vv A~. (3.33) 
Our aim is to show that for tl sufficiently close to s, equation (3.13) has a unique solution E(t, s) 
satisfying the inequality, 
E(t, s) >_ t - s. (3.14) 
We solve equation (3.13) by method of successive approximations, etting 
E0(t, s) = t - s, 
Ej(t,s) = q(~l)E(~7, s)Vy A~, j --= 1 ,2 ,3 , . . . .  (3.15) 
OO If series ~-~-j=o yj(t) converges uniformly with respect o t E Is, tl], then its sum will be a contin- 
uous solution of equation (3.13). To prove the uniform convergence of this series we let 
M0 = tl - s, M1 = (~])V~? A~. 
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Therefore, by the usual mathematical induction principle, (3.16) holds for j = 0, 1, 2, 3, . . . .  
Now choosing tl, appropriately we obtain M1 < 1. Then, equation (3.13) will have a solution, 
OO 
E(t,s)  = E Ej(t, s), for t e Is, t1]. 
j=0 
Since Ej(t, s) > O, it follows that E(t, s) >_ E0(t, s), thereby proving the validity of inequality, 
E(t, s) > O. 
To prove (3.10), we set F(s) = F(t, s) for fixed t C [a, a(b)] and all s E [p(a), t]. Then, 
FAv (t, s) = q(t)F(t, s), t E Is, b], (3.17) 
F(b, s) = ~(s), FA(b, s) = -0(s). (3.18) 
Hence, it follows that, for all s E [p(a), t], 
;{; } F(t, s) = ~(s) + O(s)(b - t) + q(77)F(r1, s)Vr/ A~. (3.19) 
Similarly, we show that F(t, s) satisfying the inequality 
F(t, s) >_ ~(s) + O(s)(b - t). 
Since O(s) _> 1 and ~(s) > O, it follows that the inequality 
F(t, s) >_ O 
holds. | 
4. EXISTENCE PRINCIPLE 
Consider the nonlinear PBVP (1.1),(1.2), where q(t) satisfy Condition (H1). We will assume 
that the function f(t ,  ~) satisfies the following condition. 
(H2) f : [p(a), b] × R ~ R is continuous with respect o ~ e R. 
Consider Banach space of a set of continuous functions on [p(a), b], 
with the norm 
Define 
B = C[p(a), hi, 
IIYll = max ly(t)l. t~[p(~),b] 
pb 
max G(t, s)Vs. L := te[p(a),b] (a) 
THEOREM 4.1. Assume that Conditions (ttl) and (H2) are satisfied. I f  M > O satisfies LQ < M, 
where Q > 0 satisfies 
@ >_ maxllult<MIf(t,y)[ , for t E [p(a),b], 
then the PBVP (1.1),(1.2) has a solution y(t). 
PROOF. Let K :-- {y 6 B : IlYtl -< M}. 
Note that ]K is the closed, bounded and convex subset of B to which the Schauder fixed-point 
theorem is applicable. 
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Define A : K ~ ]~ by 
b t *  
Ay(t) := ] G(t,s)f(s,y(s))Vs, for t E [p(a), b], 
ap (a) 
obviously, the solutions of problems (1.1),(1.2) are the fixed points of operator A. 
]it can be shown that A : K ~ ]B is continuous. 
CLAIM. A : K ---* K. 
Let y E K. Consider 
// // lAy(t)[= G(t,s)f(s,y(s))Vs <_ IG(t,s)l[f(s,y(s))lVs 
(~) (~) 
I "  b 
<_ Q [ G(t,s)Vs <_ QL <_ M, 
Jp (~) 
for every t e [p(a), b]. 
This implies that HAy[[< M. 
It can be shown that A : K - -+ K is a compact operator by the Arzela-Ascoli theorem. Hence, 
A has a fixed point in K by Schauder fixed-point heorem [18]. I 
5. LOWER AND UPPER SOLUTIONS 
In this section, we present different existence results for the PBVP with assuming that a-p(a) >_ 
a(b) - b. We define, the set 
D := {y:  yZXVis continuous on [p(a),b]}, 
where y/X(t) and y/'V(t) exist for all t E T*. 
DEFINITION 5.1. A real valued function a(t) E D on [p(a),a(b)] is a "lower solution" for 
(1.1),(1.2) if 
+ <_/(t, 
for t in [a, b], a(p(a)) = a(b), and aA(p(a)) >_ a~(b). Similarly, a real valued function [3(t) E D 
on [p(a), a(b)] is an "upper solution" for (1.1),(1.2) if 
-t3zxv(t) + q(t)~(t) >_ f(t, fl(t) ), 
for t in [a, b], t3(p(a)) = [3(b), and flA(p(a)) < flA(b). 
LEMMA 5.1. Let f(t) E D. [f f has an extreme (max) at c, then fA(c) <_ 0 and fAY(c) _< 0. 
PI~tOOF. Here we have four cases to consider. 
CASE 1. Let p(c) = c < a(c). This case is impossible by the same reason as in [2]. 
CASE 2. Let p(c) < c < a(c). It is easy to see that f/'(c) < 0 and f~V(c)  < 0, by the definition 
of A -  and V -  derivatives. 
CASE 3. Let p(c) < c = a(c). Assume fZX(c) > 0, then 
lim fzx (t) = fa  (c) > 0. 
t--+c + 
This implies that there exist a 5 > 0 such that f / '  (c) > 0 on [c, c + 5). Hence, f is strictly 
increasing on [c, c + 5). But this contradicts the way c was chosen. Therefore, f / '  (c) <_ 0. Since c 
is left-scattered, we have that 
fAy(c)  = fA(p(c)) -- f ' ( c )  < O. 
p(c )  - - 
Since the numerator part of the fraction is positive, the result follows. 
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CASE 4. Let p(c) = e = ~r(c). We show that f~(c) = 0 and fzXV(c) < 0. From the previous 
case, we saw that fZX(c) <_ O. Now assume to the contrary that fA(C) < 0, then we have 
Iim f~(t)  = f~(c) < O. 
t - , c -  
This implies that there exist a 6 > 0 such that f~(e) < 0 on (c - 6, c]. Hence, f is strictly 
decreasing on (c - 5, c]. But this contradicts the way e was chosen. Therefore, fZX(c) = O. 
Assume f~V(c)  > 0, then 
lira fAY(t) = fAV(C) > 0. 
t--*c 
This implies that there exist a 6 > 0 such that fay  (t) > 0 on (c - 6, c + 6). But this contradicts 
the way c was chosen. Therefore, fAV(C) <_ 0. | 
A comparison theorem and an existence theorem for upper and lower solutions are as follows, 
the proof of which are elementary. 
LEMMA 5.2. Assume that f l(t,u) <_ f(t,u) < f2(t,u) for t e [a,b]. Then, an upper solution of 
-yAV(t )  + q(t)y(t) = f2(t, y(t)), t • [a, b], 
y(p(a) = y(b), yA(p(a) = yA(b) 
is also an upper solution of (1.1),(1.2), a lower solution of 
- zaV( t )  + q(t)z(t) = fl (t, z(t)), t e [a, b], 
z(p(a)) = z(b), z~(p(a)) = ~(b)  
is also a lower solution of (1.1),(1.2). 
THEOREM 5.3. I f  f(t,y) >_ M (or f(t ,y) <_ M) fort e [a,b], then (1.1),(1.2) has a lower solution 
(respectively, an upper solution). 
When the lower and the upper solutions are given in the well order, i.e., a < /3 problem 
(1.1),(1.2) admits a solution lying between both functions. 
THEOREM 5.4. Assume that Conditions (H1),(H2) are satisfied and ~ and t3 are lower and upper 
solutions, respectively, for (i.1),(1.2), and a < ~ on [p(a),g(b)]. Then, .problem (1.1),(1.2) has a 
so1.tion y(t) with ~(t) < y(t) < fl(t) for t in [p(a), o(b)]. 
PROOF. Consider the PBVP, 
-yAV(t) + q(t)y(t)  = F ( t ,y ( t ) ) ,  t • [a,b], (5.1) 
v(p(a)) = v(b), vA(p(~)) = S ' (b) ,  (5.2) 
where 
f(t,/3(t)) ~ -/3(t) ~ >/3(t),  
1 + I~1 ' - 
F(t, ~) = f(t, (), a(t) <_ ~ < fl(t), 
f(t, a(t)) + ~ - a(t) 1 + I~----~' ~ < a(t), 
for t E [a, b]. Clearly, the function F is bounded for t e [a, b] and ~ E R, and is continuous 
in ~. Thus, by Theorem 4.1, there exists a solution y(t) of the PBVP (5.1),(5.2). We claim that 
y(t) < /3(t) for t in [p(a), b]. If not, from the boundary conditions we know that y(t) -/3(t) 
has a positive maximum at some c in [a,b]. Consequently, we must have (y - f l )~(e) <_ 0 and 
(y - fl)~V(c) < 0. On the other hand, 
_v~v(e)  + q(c)v(c) = F(c, y(c)) = f(~, #(c)) v(~) - ~(~) < y(c, #(e)) < _#~V(e)  + #(c). 
i + [y[ 
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Hence, we have 
_y~V(c) < _~v(c ) ,  
which is a contradiction. It follows that y(t) < ~(t) on [a, hi. 
Since y(p(a)) -B (p(a ) )  = y(b) - /~(b),  we have that y(p(a)) < ~(p(a)). The assumption 
a -- p(a) > a(b) - b and ~A(p(a)) < flA(b) imply that y(a(b)) < ~(a(b)). 
',Similarly, s < y on [p(a), a(b)]. Thus, y(t) is a solution of (1.1),(1.2) and lies between s
and/~. | 
'The final existence theorem in this section involves the case where f ( t ,  y) satisfies a one-sided 
Lipschitz condition with respect o y. 
TttEOREM 5.5. Assume that Conditions (H1),(H2) are satisfied and that there exists a lower 
solution s(t) ,  an upper solution fl(t) and a positive function p(t), such that s(t)  < ~(t), t in 
[p(a), a(b)] and for each t • [a, b] the following one-sided Lipschitz condition 
f ( t ,  5) - f ( t ,  y) >_ -p ( t ) (~ - y), 
holds whenever s(t)  <__ y(t) < x(t) < fl(t). Then, problems (1.1),(1.2) has extremal solutions s* 
and ~* in the sector [s, ~] such that s* < 8*. 
PROOF. For any function z(t) which satisfies a(t) < z(t)) < fl(t) for t • [p(a), b], consider the 
following PBVP 
-yAV(t)  + q(t )y( t )  = f ( t ,  z ( t ) )  - p ( t ) (y ( t )  - z ( t ) ) ,  
y(p(a)) = y(b), 
y~(p(a)) = y~(b). 
t • [a, hi, (~.3) 
(5.4) 
Clearly, this problem is type (1.3),(1.2) with q(t) - q(t) + p(t) > 0 and h(t, z(t)) = f(t ,  z(t)) + 
p(t)z(t). Obviously, it has a unique solution given by the expression 
fp 
b 
y(t) = G(t, s)h(s, z (s ) )Vs  -- Az(t) ,  t • [p(a), a(b)]. 
(~) 
CLAIM. S ~ As  and Aft < ~ in [p(a), ~r(b)]. 
Let As( t )  = ~(t). We assume that a > As on [a, b]. So the inequality, (s(t) - ~(t)) Lxv < 0 is 
true for t E [a, hi. But then, we have that 
o _> (s -~)av( t )  = d 'v ( t )  - ( ' v ( t )  
- f ( t ,  s ( t ) )  + q(t )s( t )  + f ( t ,  ~(t))  - p(t)~(t) - q(t)~(t) + p( t ) s ( t )  
= p( t ) ( s ( t )  - ~(t)) + q( t ) (s ( t )  - ~(t)) > o. 
This is a contradiction. So s < As on [a, b]. To complete the proof of the claim, we need see 
that the inequality holds for t = p(a) and t = a(b). Since 
s(p(a) ) = s(b) <_ As(b) = As(p(a)  ), 
tile inequality is valid at t = p(a). In the case that b is right scattered, then the point a must be 
also right scattered by the assumption that a - p(a) > a(b) - b. So we have 
a(o'(b)) = (o-(b) - b)a(a)  + (a - p(a) - (a(b) - b) )a (p (a )  ) 
< (a(b) - b )Aa(a)  + (a - p(a) - (a(b) - b ) )Aa(p(a) )  
= As(~(b)). 
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Similarly, we may show that Aft <_ fl on [p(a), a(b)]. 
CLAIM. 4, ¢ 6 [OL, ~] and ~ <_ ¢ we have A~ < A¢. 
Let A( = r and A¢ = #. Suppose to the contrary that 
Then, 
(-r - ~)~,v <_ O. 
0 > (~- - , )Av( t )  = ~-Av(t) - / ' v ( t )  
= - f ( t ,  4) + p(t)(T -- 4) + f ( t ,  ¢) -- p(t ) (# - ¢) -- q(t)# + q(t)7 
= f ( t ,  ¢)  - f ( t ,  4) - p ( t ) (# - "r + ~ - ¢)  + (~- - #) 
_> -p ( t ) (¢  - 4) - p( t ) (# - 4) - p ( t ) (¢  - r )  + q(t)(~- - #)  > 0, 
which is a contradiction. 
If we define 
and 
O~ 0 ~ O~, OZn+l = Aan, for n > 0, 
/3o = #, /3n+1 = Al3m for n > 0, 
then we have 
a =ao <_al <_... <-#i <_#o =#, 
a*= lim a,~, and f l*= lira fin. 
a* and fl* are extremal solutions of (1.1),(1.2). | 
We obtain existence and uniqueness results for problem (1.1),(1.2) assuming some monotonicity 
properties in function f. 
THEOREM 5.6. Assume that Conditions (H1),(H2) are satisfied and f ( t ,  y) is nonincreasing in 
y 6 N. Then, PBVP (1.1),(1.2) has a solution. Furthermore, i f f ( t ,y )  is strictly decreasing in y, 
then the solution is unique. 
PROOF. Choose M > max{If(t , O)l: t e [a, b]}. Let u(t) be a solution of 
-uAV(t) + q(t)u(t) = M, t 6 [a, b], 
u(p(a)) = u(b), uA(p(a)) = uA(b). 
Note that, this problem has a unique solution/3(t) = u(t) >_ 0 on [p(a), b]. If b is right scattered, 
then we have 
~(a(b)) = (a(b) - b)t3(a) + (a - p(a) - (a(b) - b))p(b) > 0. 
Since f ( t ,  y) is nonincreasing in y, we have 
-~v( t )  + q(t)fl(t) = M >_ f(t ,  O) >_ f(t ,  ~(t)). 
From the boundary conditions, we have that/7 is an upper solution for (1.1),(1.2). To find lower 
solution, we consider the following PBVP, 
-v  ~'v (t) + q(t)v(t) = -M,  t C [a, b], 
v(p(a)) = v(b), vA(p(a)) = v~(b). 
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This problem has a unique solution v(t) <_ 0 on [p(a), b]. Define a(t)  := v(t). Since f(t,  y) is 
nonincreasing in y, we have 
-az~v(t )  + q(t)a(t) = -M <_ f(t,O) <_ f(t ,a(t)) ,  
and then,  f rom the  boundary  condi t ions,  a is a lower so lut ion for (1.1),(1.2). Hence,  a(t) < 0 < 
f l(t) for t in [p(a), a(b)] and,  by  Theorem 5.2, we deduce the  ex is tence of at  least  one so lut ion in 
[a,~]. 
Suppose that f(t,  y) is strictly decreasing in y. Let x(t) be a second solution for (1.1),(1.2). 
Define z(t) := x(t) -y ( t ) .  If x(t) is larger than y(t) for some t, then z(t) has a positive maximum 
at some c so that 
z ~v(c)  _< 0. 
On the other hand, 
_~v(~)  + ~(~) = _~v(~)  + ~(c) + yAv(~) _ y(c) = f(c, z(~)) - f(~, y(~)). 
Hence, - z  Av (c) < 0, which is a contradiction. 
Similarly, y(t) is nowhere larger than z(t). Hence, x(t) =_ y(t). II 
EXAMPLE 5.7. Consider the following PBVP 
-yAv( t )  + y(t) = cosy(t), t e [a, hi, 
y(p(a)) = y(b), yA(p(a)) = yA(b). 
(5.5) 
(~.6) 
It is easy to check that a(t) = 0 is a lower solution and 13(t) = ~/2 is an upper solution 
of (5.5),(5.6). Thus, by the Theorem 4.2, problem (5.5),(5.6) has a solution y(t) e [0, 7r/2] on 
t e [p(a), (r(b)]. 
EXAMPLE 5.8. Consider the following PBVP 
-yAv( t )  + y(t) = e -y(~, t e [a, b], 
y(p(a)) = y(b), y~(p(a)) = y"(b)  
(5.7) 
(5.8) 
It is easy to check that a(t) = 0 is a lower solution and ~(t) -- 1 is an upper solution of 
(4.7),(4.8). Thus, by the Theorem 5.4, problem (5.7),(5.8) has a unique solution y(t) E [0,1] on 
t e [p(a), b] 
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