Here we demonstrate, based on quantitative analysis, that it is appropriate to model the 19 GEV shape parameter as being spatially constant. We begin by showing the shape 20 parameter values at each tide gauge station as estimated by individual GEV fits (SI 21 Appendix, Fig. S5A ). While the map suggests some small regions of coherence, the 22 spatial structure is much weaker than in the case of the location and scale parameters 23 and there are significant differences, even in sign, between nearby stations. As a means 24 of establishing whether the differences in the shape parameter across tide gauges reflect 25 true differences or sampling error, we have conducted the following analysis. First, we 26 simulate data from a GEV with the location and scale parameters set to the actual 27 observed values (estimated using individual GEV fits) at each tide gauge site but with a 28 constant shape parameter for all sites. The sample size of the simulated data at each site 29 is the same as that in the tide gauge record. Then we estimate the value of the shape 30 parameter from the simulated data at each site using the single-site GEV model and 31 compare those with the values derived (also using individual GEV fits) from the 32 observed data. Histograms of the two sets of shape parameters are very similar (SI 33 Appendix, Fig. S5B ), suggesting that the differences in the shape parameter are likely 34 due to sampling error (i.e., small sample sizes). Indeed, a two-sample Kolmogorov-
− The length scale of the kernel functions, , is assigned a half-normal 48 distribution: ~half-N(0,0.5). A standard deviation of 0.5 corresponds to half 49 the synoptic scale (~1000/2 km), which is a measure of the spatial extent of 50 extratropical cyclones. 51 − For the standard deviations of the Gaussian processes we assume a half-normal 52 distribution: , 0 , 00 ,ĩ nd half-N(0,1). A half-normal distribution is one of 53 the recommended priors for scale parameters in hierarchical models (2, 54 https://github.com/stan-dev/stan/wiki/Prior-Choice-Recommendations) as it 55 enables us to constrain the value of a parameter from above while allowing it to 56 be arbitrarily close to zero. 57 − In assigning priors to the length scale parameters of the Gaussian processes, we 58 should note that there is no information in the observed data to characterize 59 scales above the maximum distance between stations. The priors should encode 60 this information, and hence we impose a half-normal distribution: 61 , 0 , 00 ,ĩ nd half-N(0,0.7). A standard deviation of 0.7 corresponds to 62 about one third of the maximum distance between stations. 63 − For the regression coefficients, and , we assume a normal distribution: 64 ,ĩ nd N(0,1.5). 65 The prior distributions are shown in SI Appendix, Fig. S2 .To assess the sensitivity of 66 our results to prior choices, we have compared estimates for the cases where the scale 67 parameters of the Gaussian processes are assigned the following priors: half-N(0,1), 68 half-N(0,2), half-N(0,10). The results are shown in the SI Appendix, results are found for other realizations. 95 We first note that the hierarchical model captures the true value of all model parameters 96 (SI Appendix, Fig. S6 ), including the length scales ( , 0 ) and standard deviations 97 ( , 0 ) of the Gaussian processes, which are in general weakly identified and difficult 98 to estimate (3). We note that the value of the parameters used in the simulations has 99 been chosen to be similar to that found in the real tide gauge data, and so, assuming the 100 adequacy of the model, we can expect an equivalent performance when analyzing the 101 actual observations. 
112
Differences in performance between the two models become even more apparent when 113 looking at the scale parameter (SI Appendix, Fig. S8 ), for which the hierarchical errors are more than three times larger than those from the hierarchical model.
120
Furthermore, there are two stations where the single-site model is unable to provide an 121 estimate due to convergence failure, highlighting the difficulty of this model to 122 constrain the GEV parameters at sites with few data.
123
The hierarchical model has also a good predictive skill in capturing both and at 124 ungauged sites (SI Appendix, Fig. S9 ), with median FDs of 0.09 and 0.10 and median 125 standard errors of 14.9 cm and 2.3 cm, respectively. As expected, FDs and standard 126 errors tend to be larger at locations distant from any tide gauge station, but even at such 127 locations the differences between the true and estimated values tend to be much smaller 128 than the value of the parameter, providing confidence in the skill of the model at 129 ungauged sites. In particular, FDs < 0.5 are found at more than 92% of all interpolation 130 sites, for both and . Note also that FDs and standard errors for at ungauged 131 locations are slightly smaller than those for the single-site model at gauged sites.
132
To estimate the skill of the model in interpolating the annual maxima we use the Fig. S11C and D) . This correlation is significantly higher than the 167 one found in the validation with real data (0.62). The reason is that residual dependence 168 in the reanalysis is much stronger than in the observations, as indicated by the smaller 169 value of the parameter in the reanalysis (0.25 vs 0.54).
170
Extraction of annual maxima from the tide gauge records 171 Our analysis of extremes is based on surge annual maxima, which are extracted from 172 each tide gauge record as follows. First, it is important to recognize that tide gauge records often contain datum shifts that, if went unnoticed, could result in anomalous 174 extreme values. To identify and correct jumps in the sea-level records, we use a 175 parametric global method (4) that aims to detect abrupt changes in the mean of a signal.
176
This algorithm is applied to the low-pass filtered (cutoff 36 hours) records subject to the 177 condition that there should be a minimum of 15 days between changepoints. This 178 condition is necessary to avoid falsely identifying changes associated with surges as 179 datum shifts. The identified jumps are then adjusted in the original records by correcting 180 the mean difference at changepoints.
181
At this point, we note that waves are typically filtered out from tide gauge records, Appendix, Fig. S1A ). Note that the number of tide gauge sites with available data 208 decreases rapidly as we go backwards in time (SI Appendix, Fig. S1B ). providing a good approximation to the posterior distribution.
209

MCMC diagnostics for the
224
In addition to the issue of convergence, another difficulty posed by MCMC methods is 225 that they tend to produce highly correlated samples. The higher the autocorrelation the 226 larger the MCMC standard error, and thus the further the posterior mean will be from 227 the true value of the parameters. As a measure of autocorrelation, we use an estimate of 228 the effective sample size, neff, for each parameter (7). In general, a neff per iteration < 229 0.001 is indicative of poorly mixing chains and suggestive of possible biased estimates.
230
In our hierarchical model, we find > 0.3 for most parameters, with the parameter 231 showing the lowest among all parameters with a value of 0.02. These results 232 indicate low autocorrelation and good mixing.
233
Finally, there are several additional diagnostics specific to Hamiltonian Monte Carlo, 234 such as divergent transitions and maximum tree depth, which can help diagnose 235 problems with the sampler. In particular, the presence of divergences and/or tree-depth 236 saturation indicates that the sampler is not able to fully explore the posterior distribution 237 and the estimates are likely to be biased. Our analysis of these diagnostics shows that 238 there were no divergences in our fit and none of the iterations saturated the maximum 239 tree depth. 321  322  323  324  325  326  327  328  329  330  331  332  333  334  335  336  337  338  339  340  341  342  343  344  345  346  347  348  349  350 Table S1 . Estimates (mean ± 1-sigma) of the scale parameters of the Gaussian 375 processes ( , 0 , 00 , ) under the following prior distributions: half-N(0,1), 376 half-N(0,2), half-N(0,10). The mean difference (over the 79 tide gauge stations) in 377 estimates of the GEV location (dμ) and scale (dσ) parameters respect to the case with 378 a half-N(0,1) prior is also shown for all three cases. 
