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Abstract
Protecting children from diseases that can be prevented by vaccination is a primary goal of health ad-
ministrators. Since vaccination is considered to be the most e/ective strategy against childhood diseases,
the development of a framework that would predict the optimal vaccine coverage level needed to prevent
the spread of these diseases is crucial. This paper provides this framework via qualitative and quantitative
analysis of a deterministic mathematical model for the transmission dynamics of a childhood disease in the
presence of a preventive vaccine that may wane over time. Using global stability analysis of the model, based
on constructing a Lyapunov function, it is shown that the disease can be eradicated from the population if
the vaccination coverage level exceeds a certain threshold value. It is also shown that the disease will persist
within the population if the coverage level is below this threshold. These results are veri7ed numerically by
constructing, and then simulating, a robust semi-explicit second-order 7nite-di/erence method.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Although the use of preventive vaccines has dramatically reduced the incidence of infectious
diseases among children, childhood diseases remain an important public health problem. Decreased
immunization coverage among children together with irregular supply of preventive vaccines are con-
sidered to be the major factors associated with the resurgence of numerous childhood diseases [4].
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For some childhood diseases, such as Measles, Rubella and Chicken pox, preventive vaccines (ad-
ministered to children who have not yet been infected) may induce a permanent immunity against
the diseases. Earn et al. [3] considered the classical susceptible-exposed-infectious-removed (SEIR)
model for the transmission dynamics of one of such diseases (Measles) aimed at providing better
understanding of its complex dynamical transitions. It should be mentioned, however, that some
recent clinical studies have shown that the “permanent” immunity induced by the preventive vac-
cines for some of the aforementioned diseases may wane over time. For instance, Mossong et al.
[10] estimated the mean duration of vaccine-induced protection against Measles, in the absence of
re-exposure, to be 25 years. Similar clinical results have shown additional cases of waning immunity
in vaccines that o/er “permanent” immunity (see, for instance, [4,13,15]).
Vaccine-induced immunity also wanes in preventive vaccines against infectious diseases such
as Hepatitis B, Polio and Mumps. These vaccines can only o/er a temporary immunity to the
diseases. Thus, once a vaccine wanes from the body of the vaccinated person, the person becomes
susceptible to the disease again. Hence, it is necessary to develop a framework that could predict
the optimal level of vaccine coverage needed to prevent the spread of an epidemic. However, since
it is practically impossible to vaccinate all susceptible individuals in a given community, especially
in countries where such vaccines are not easily available or a/ordable, the theoretical determination
of optimal vaccine coverage needed to eradicate a disease is of signi7cant public health interest.
Mathematical models, of deterministic type, have often been used to provide deeper insights into the
aforementioned transmission dynamics of childhood diseases and to evaluate control strategies (see,
for instance, [3,5,6,8,11]).
In this paper, a modi7ed SEIR model for childhood diseases, which incorporates a preventive
vaccine that may wane over time, will be studied qualitatively and quantitatively. The aim is to
use this model to predict the optimal vaccination coverage needed to ensure that the disease does
not spread. The four-dimensional model monitors the dynamics of the susceptible individuals (S);
vaccinated-treated individuals (V ); exposed individuals but not yet infectious (E), and infectious
individuals (I). The model consists of the following equations:
dS
dt
= (1− p) − SI − 	S + !V;
dV
dt
= p − 	V − !V + I;
dE
dt
= SI − 	E − E;
dI
dt
= E − 	I − I; (1)
where  is the recruitment rate of children (either by birth or by immigration) into the population
(assumed susceptible); p is the fraction of recruited individuals who are vaccinated;  is the rate at
which susceptible individuals become infected by those who are infectious; 	 is the natural death
rate;  is the rate at which exposed individuals become infectious;  is the rate at which infected
individuals are treated; and ! is the rate at which vaccine wanes (that is 1=! is the duration of
the loss of immunity acquired by preventive vaccine or by infection). Grenfell et al. [5] considered
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a vaccination model for controlling pertussis infection in England and Wales that incorporates a
separate subpopulation of individuals who acquired natural immunity via infection. The model (1)
also assumes that infected individuals who are e/ectively treated move into the vaccinated-treated
class by achieving temporary immunity against the disease. It should be noted that since the model
monitors human populations, all the model parameters and variables are assumed to be non-negative.
This paper is organized as follows. The model (1) will be analyzed for the existence and stability
of its equilibria in Section 2. By constructing a Lyapunov function, it will be shown that the
disease-free equilibrium is globally asymptotically stable if the vaccination coverage level exceeds
a certain threshold value. A novel semi-explicit second-order 7nite-di/erence numerical method is
constructed, based on taking an appropriate linear combinations of 7rst-order methods, for solving
the model in Section 3 and analyzed in Section 4. Numerical simulations are reported in Section 5.
2. Analysis of the model
In this section, the model (1) will be qualitatively analyzed to investigate the existence and stability
of its associated equilibria. This analysis allows us to determine the optimal vaccine coverage level
needed for disease eradication.
2.1. Disease-free equilibrium
In the absence of infection (that is, E = I = 0), the model has a disease-free equilibrium E0 =
([	(1−p)+!]=	(	+!); p=(	+!); 0; 0) which is obtained by setting the right-hand sides of (1)
to zero. To establish the stability of this equilibrium, the Jacobian of (1) is computed and evaluated
at E0. The local stability of E0 is then determined based on the signs of the eigenvalues of this
Jacobian. The equilibrium E0 is locally asymptotically stable if the real parts of these eigenvalues
are all negative. The Jacobian of (1) at E0 is
J0 =


−	 ! 0 −[	(1− p) + !]
	(	 + !)
0 −(	 + !) 0 
0 0 −(	 + ) [	(1− p) + !]
	(	 + !)
0 0  −(	 + )


with eigenvalues 1 =−	; 2 =−(	 + !) and the roots of the quadratic
f() = 2 + (2	 +  + )+ (	 + )(	 + )− [	(1− p) + !]
	(	 + !)
:
Since all the model parameter values are assumed positive, it follows that 1¡0 and 2¡0. De7ning
R0 =
[	(1− p) + !]
	(	 + )(	 + )(	 + !)
; (2)
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it is easy to see that if R0¡1, then the roots of f() have negative real parts. Thus, we have
established the following lemma.
Lemma 1. The disease-free equilibrium E0 is locally asymptotically stable if R0¡1 and unstable
if R0¿1.
The threshold quantity R0 in (2) is called the basic reproductive number of infection [1]. In
the context of epidemiological modelling (see [1]), it is generally known that if R0¡1, then the
disease-free equilibrium is locally asymptotically stable (and the disease will be eradicated from
the community if the initial sizes of the four state variables are within the vicinity of E0). If
the equilibrium E0 is globally asymptotically stable, then the disease will be eradicated from the
population irrespective of the initial sizes of the four state variables. Therefore, in the event of an
epidemic, the theoretical determination of conditions that can make R0 less than unity is of great
public health interest.
2.2. Endemic equilibrium
In the presence of infection (E = 0 and I = 0), model (1) has a unique endemic equilibrium
given by E∗ = (S∗; V ∗; E∗; I∗) where
S∗=
(	 + )(	 + )

;
V ∗=
[(p	 + ) + p	(	 + )] − 	(	 + )(	 + )
	[(	 + )(	 + ) + !(	 + + )]
;
E∗=
(	 + )2(	 + )(	 + !)(R0 − 1)
[(	 + )(	 + ) + !(	 + + )]
;
I∗=
(	 + )(	 + )(	 + !)(R0 − 1)
[(	 + )(	 + ) + !(	 + + )]
:
Clearly, it is evident from the above four equations that if R0¡1, then the model has no positive
endemic equilibrium (since E∗ and I∗ will assume negative values which are biologically unrealistic).
Therefore, to ensure the existence of a positive endemic equilibrium, we require R0¿1. Since
S∗; E∗; I∗¿0 (when R0¿1), the equilibrium E∗ is positive if and only if V ∗¿0. It should be
noted that if R0¿1, then
p	 − 	(	 + )(	 + )¿p
	 + !
;
which implies that V ∗¿0.
In order to establish the local stability of E∗, we note (by adding the equations in (1)) that the
equation for the total population is dN=dt = − 	N and thus, N (t) → =	 as t → ∞. Assuming
that the size of population has reached its limiting value (that is, N ≡ =	 = S + V + E + I), and
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then using V = =	 − S − E − I to eliminate V from the equations in (1) leads to the following
reduced three-dimensional model:
dS
dt
= (1− p) − SI − 	S + !
(

	
− S − E − I
)
;
dE
dt
= SI − 	E − E;
dI
dt
= E − 	I − I: (3)
Evaluating the Jacobian of (3) at (S∗; E∗; I∗) gives the characteristic polynomial:
F() = 3 + (3	 + +  + !+ I∗)2
+ [(	 + !+ I∗)(2	 + + ) + !I∗]
+[!(	 + ) + (!+ S∗)]I∗:
Since R0¿1, it can be seen, using the Routh–Hurwitz criterion [14], that the roots of F() have
negative real parts. Thus, we have obtained the following result.
Lemma 2. If R0¿1, then the unique endemic equilibrium E∗ is locally asymptotically stable.
2.3. Global stability of E0
In order to investigate the global stability of E0, we note, 7rst of all, that the region
 =
{
(S; V; E; I)∈R4+: S + V + E + I6

	
}
;
is a positively invariant region for the model. It can also be seen that if S¿[	(1−p)+!]=	(	+!),
then dS=dt¡0. Furthermore, if V¿p=(	+!), then dV=dt¡0. Therefore, we consider the following
feasible region for the model:
1 =
{
(S; V; E; I)∈: S6 [	(1− p) + !]
	(	 + !)
; V 6
p
	 + !
}
;
which is also positively invariant.
Theorem 1. The disease-free equilibrium (E0) is globally asymptotically stable if R0¡1.
Proof. If R0¡1, then from Lemma 2, the model has no positive endemic equilibrium and E0 is the
only equilibrium of (1) which is located in 1. Consider the following Lyapunov function:
F= E + (	 + )I:
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Thus,
F′ = (SI − 	E − E) + (	 + )(E − 	I − I)
= SI − (	 + )(	 + )I
= [S − (	 + )(	 + )]I
6
[

[	(1− p) + !]
	(	 + !)
− (	 + )(	 + )
]
I
= (	 + )(	 + )(R0 − 1)I6 0
and F′ = 0 if and only if I = 0. The largest compact invariant set in {(S; V; E; I)∈1: F′ = 0}
is the singleton {E0}. Therefore, by Lasalle–Lyapunov theorem [7], every solution that starts in 1
approaches E0 as t →∞.
The epidemiological implication of this theorem is that if the model parameters can be selected
(either via vaccination or other control measures) such that R0¡1, then the disease will be eradicated
from the community. Furthermore, since R0 is a decreasing function of the vaccination parameter
p (see (2)), it is clear that vaccination is critically important in making R0 less than unity.
Returning to the main goal of this study, we shall determine the optimal vaccine coverage level
needed for disease eradication. From the de7nition of R0 in (2), it can be seen that if
pc = (	 + !)
[
 − 	(	 + )(	 + )
	
]
;
then R0 = 1. Since R0 is a decreasing function of p, it follows that if p¿pc, then R0¡1. Thus,
the condition for disease eradication is satis7ed if p¿pc.
Remark. A proof of the global stability of the endemic equilibrium E∗ is given in the appendix.
3. Construction of a second-order numerical scheme
Having qualitatively analyzed model (1), we now need to construct a robust numerical scheme for
the solution of the model. In addition to being second-order accurate, this novel scheme should give
numerical results that are qualitatively equivalent with the model (that is, it should give results that
are consistent with the theoretical analysis of Section 2). To construct such a scheme, we consider,
7rst of all, the initial-value problem for S in (1) given by
S ′ ≡ dS
dt
= (1− p) − SI − 	S + !V t¿0; S(0) = S0: (4)
It follows from (4) that
S ′′ + (S ′I + I ′S) + 	S ′ − !V ′ = 0: (5)
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The development of numerical methods for (4) may be based on approximating its derivative by
its forward-di/erence approximant given by
dS
dt
=
S(t + ‘)− S(t)
‘
+O(‘); (6)
where ‘¿0 is the time-step. The interval t¿ 0 at the points tn = n‘ (n = 0; 1; 2; : : :) is discretized
in the standard way and the solution of (4) at the grid point tn is denoted by S(tn).
Two implicit 7nite-di/erence methods for solving (4), based on using (6) in (4) and making
appropriate approximations for the functions in (4), are given below:
M (1)S : Sn+1 = Sn + ‘[(1− p) − Sn+1In − 	Sn+1 + !Vn+1];
M (2)S : Sn+1 = Sn + ‘[(1− p) − SnIn+1 − 	Sn + !Vn]:
The local truncation errors of M (1)S and M
(2)
S , denoted respectively by L
(1)
S and L
(2)
S , are:
L(1)S = (
1
2S
′′ + S ′I + 	S ′ − !V ′)‘2 + O(‘3)
and
L(2)S = (
1
2S
′′ + SI ′)‘2 + O(‘3):
It can be seen that the linear combination LcS , de7ned by L
c
S = L
(1)
S + L
(2)
S , gives:
LcS = [S
′′ + (S ′I + I ′S) + 	S ′ − !V ′]‘2 + O(‘3): (7)
Clearly, it follows, using (5), that the coeMcient of ‘2 in (7) vanishes. Thus, LcS=O(‘
3). This means
that a second-order method for solving (4) can be constructed by taking the linear combination
M (1)S +M
(2)
S . This implicit (second-order) method is given by
Sn+1 =
2Sn + ‘[2(1− p) − SnIn+1 − 	Sn + !(Vn + Vn+1)]
2 + ‘(	 + In)
: (8)
This method involves In+1 and Vn+1 which have not yet been determined. Thus, Sn+1 cannot be
calculated explicitly, using (8), at this stage.
Using a similar strategy (for constructing Sn+1), the following are, respectively, second-order
methods for solving the di/erential equations for V , E and I in (1):
Vn+1 =
2Vn + ‘[2p − 	Vn − !Vn + (In + In+1)]
2 + ‘(	 + !)
; (9)
En+1 =
2En + ‘(Sn+1In + SnIn+1 − 	En − En)
2 + ‘(	 + )
; (10)
In+1 =
2In + ‘[(En + En+1)− 	In − (In + In+1)]
2 + 	‘
: (11)
Like the second-order method for S in (8), these three methods (for V; E and I) cannot, at
the moment, be implemented explicitly. Since the n + 1 terms occurring on the right-hand sides
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of Eqs. (8)–(11) are linear, the four methods are solved simultaneously to give the semi-explicit
second-order method:
Sn+1 = a+
‘
2 + ‘(	 + In)
[
!b+
‘!(2 + 	‘)c
[2 + ‘(	 + !)][2 + ‘(	 + )]
− (2 + 	‘)cSn
2 + ‘(	 + )
]
+
[2 + ‘(	 + )]d+ ‘P
2 + ‘(	 +  − Q)
[
‘3!
[2 + ‘(	 + In)][2 + ‘(	 + !)][2 + ‘(	 + )]
− ‘
2Sn
[2 + ‘(	 + )][2 + ‘(	 + In)]
]
; (12)
Vn+1 = b+
‘(2 + 	‘)c
[2 + ‘(	 + !)][2 + ‘(	 + )]
+
[
[2 + ‘(	 + )]d+ ‘P
2 + ‘(	 +  − Q)
]
× ‘
2
[2 + ‘(	 + !)][2 + ‘(	 + )]
; (13)
En+1 =
[2 + ‘(	 + )]d+ ‘P
2 + ‘(	 +  − Q) ; (14)
In+1 =
(2 + ‘	)c
2 + ‘(	 + )
+
‘
2 + ‘(	 + )
[
[2 + ‘(	 + )]d+ ‘P
2 + ‘(	 +  − Q)
]
; (15)
where
P= aIn +
(2 + ‘	)cSn
2 + ‘(	 + )
+
‘In
2 + ‘(	 + In)
[
!b+
‘!(2 + 	‘)c
[2 + ‘(	 + !)][2 + ‘(	 + )]
− (2 + 	‘)cSn
2 + ‘(	 + )
]
;
Q=
‘Sn
2 + ‘(	 + )
+
‘3!In
[2 + ‘(	 + In)][2 + ‘(	 + !)][2 + ‘(	 + )]
− ‘
2SnIn
[2 + ‘(	 + )][2 + ‘(	 + In)]
and
a=
2Sn + ‘[2(1− p) − 	Sn + !Vn]
2 + ‘(	 + In)
; b=
2Vn + ‘[2p − (	 + !)Vn + In]
2 + ‘(	 + !)
;
c =
2In + ‘[En − (	 + )In]
2 + ‘	
; d=
[2− ‘(	 + )]En
2 + ‘(	 + )
:
4. Fixed-point analysis of the numerical method
The aim here is to check whether the second-order numerical method, consisting of Eqs. (12)–
(15), has the same stability property as the original model (1). To do this, we will take advantage
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of the Fixed-Point Theorem [12]. This theorem states that a 7xed point of a numerical scheme is
stable if the associated eigenvalues of the Jacobian evaluated at the 7xed point are less than unity
in magnitude.
It is easy to verify that the 7xed points of the numerical scheme {(12)–(15)} are the equilibria of
the model (1), namely E0 and E∗. For computational convenience, we shall restrict our attention to
the analysis of the disease-free 7xed point (E0) of the numerical method. It can be seen, after some
tedious manipulations, that the characteristic polynomial of the Jacobian of {(12)–(15)} at E0 is
F(x) =
(
x − 2− 	‘
2 + 	‘
)(
x − 2− ‘(	 + !)
2 + ‘(	 + !)
)
f(x);
where f(x) = Ax2 + Bx + C with
A= ‘2	(	 + )(	 + )(	 + !)(1−R0) + 2	(	 + !)[2 + ‘(2	 + + )];
B= 2‘2	(	 + )(	 + )(	 + !)(1−R0)− 8	(	 + !);
C = ‘2	(	 + )(	 + )(	 + !)(1−R0) + 2	(	 + !)[2− ‘(2	 + + )]:
The roots of F(x) are 1 = (2− 	‘)=(2 + 	‘), 2 = (2− ‘(	+!))=(2 + ‘(	+!)) and the roots of
the quadratic f(x). Clearly, |1|¡1 and |2|¡1 for ‘¿0. Thus, the stability of the 7xed point E0
depends on the absolute values of the roots of f(x).
In order to show that the roots of f(x) are less than unity in magnitude, we note that since
B2 − 4AC = 16{(4	2 + !)[	(1− p) + !] + 	2(	 + !)2(− )2}¿0;
then the roots of f(x) are real. Suppose R0¡1 (the necessary condition for global stability of E0).
Thus, A¿0. Hence, limx→±∞ f(x) = +∞. It is also easy to see that
f(1) = A+ B+ C = 4‘2	(	 + )(	 + )(	 + !)(1−R0)¿0;
f(−1) = A− B+ C = 16	(	 + !)¿0;
f′(1) = 2A+ B= 4‘2	(	 + )(	 + )(	 + !)(1−R0)
+ 4‘	(	 + !)(2	 + + )¿0;
f′(−1) =−2A+ B=−4	(	 + !)[4 + ‘(2	 + + )]¡0:
Therefore, since f(x) has a quadratic form, the roots of f(x) (which are real) must be in the interval
(−1; 1). Hence, the absolute values of these roots are less than unity. This implies that the stability
of the 7xed point E0 does not depend on the step-size, ‘ (that is, the novel second-order scheme is
unconditionally convergent to E0 for all ‘¿0 provided R0¡1). Therefore, we have established the
following theorem.
Theorem 2. If R0¡1, then the numerical scheme {(12)–(15)} will converge to the 8xed point E0
for every ‘¿0.
Remark. For the case R0¿1 (which results whenever p¡pc), numerical simulations in Section 5
show that the convergence of the second-order numerical scheme (to the stable equilibrium E∗) will
be a/ected by the size of the step-size.
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Table 1
E/ect of vaccination coverage (p)
p R0 S∗ V ∗ E∗ I∗
0.2 1.29 36526013 13447570 16262 10115
0.4 1.21 36526013 13454679 11885 7422
0.8 1.56 36526013 13468897 3133 1956
0.92 1.01 36526013 13473163 507 317
0.96 0.99 36285714 13714286 0 0
Fig. 1. Vaccine coverage level (pc) as a function of immunity (!).
5. Numerical simulations
In order to test the convergence properties of the novel second-order numerical scheme
{(12)–(15)}, the method is used to solve model (1) using the following set of biologically feasible
parameter values (see [8]): =1; 000; 000 susceptibles year−1, =2×10−6 year−1, 	=0:02 year−1,
 = 73 year−1,  = 45:6 year−1 and ! = 0:05 year−1. These values of 	, ,  and ! correspond,
respectively, to a life expectancy of 50 years, an incubation period of 8 days (approximately), an
infectious period of 5 days and a period of 20 years of loss of immunity induced by vaccine. Fur-
thermore, the following initial subpopulation sizes were chosen for simulation purposes: S(0) = 8,
V (0) = 2, E(0) = 8 and I(0) = 8.
The e/ect of vaccination coverage (p) is monitored by simulating the second-order method using
‘=0:2 and various values of p. The simulation results are tabulated in Table 1. With these parameter
values, the threshold vaccination coverage is pc = 0:943. Clearly, from Table 1, it can be seen that
the endemic equilibrium E∗ is stable if the vaccination coverage level (p) is below the threshold
pc. The pro7les of the exposed and infected populations for p=0:92, depicted in Fig. 2, show the
characteristic damped oscillations (associated with SEIR models) during the early transient before
convergence to the endemic equilibrium E∗. This shows that for p=0:92¡pc, the disease will persist
in the population. However, when p was increased to values greater than pc, Table 1 con7rms that
the disease-free equilibrium is stable (since R0 is less than unity in this case) and the infected
population (the sum of the exposed and infected individuals) vanishes in time. This leads to the
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Fig. 2. Pro7le of exposed (dashed-line) and infected (solid-line) populations using p= 0:92 with ‘ = 0:2.
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Fig. 3. Pro7le of (A) exposed and (B) infected populations using p= 0:96 with ‘ = 1.
eradication of the disease from the community. These simulation results are in line with the theoretical
analysis of Section 2.
For the case p¿pc (so that R0¡1), further simulations of the second-order method with larger
values of ‘, such as ‘ = 1; 100; 106, gave solution pro7les that converge to the disease-free equi-
librium. The pro7les of exposed and infected populations for ‘ = 1; 100; 106, depicted in Figs.
3–5(A–B), respectively, con7rm that the second-order method is unconditionally stable (irrespec-
tive of the value of the step-size used to simulate it) whenever R0¡1. These simulation results
are consistent with Theorem 2. The e/ect of step-size (‘) for the case where R0¿1 (e.g. using
p = 0:92¡pc so that R0 = 1:009¿1) was also investigated using the same parameter values and
various step-sizes. Since R0¿1 in this case, Lemma 2 suggests that the non-trivial equilibrium,
E∗ = (36526013; 13473163; 507; 317), is locally asymptotically stable. The results generated using
the second-order method for various step-sizes are given in Table 2. This table shows that the
scheme converges to the stable endemic equilibrium (E∗) provided the step-size (‘) is chosen in
the interval 0¡‘6 0:285. For ‘¿0:285, the method overNowed (diverged). In other words, unlike
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Fig. 4. Pro7le of (A) exposed and (B) infected populations using p= 0:96 with ‘ = 100.
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Fig. 5. Pro7le of (A) exposed and (B) infected populations using p= 0:96 with ‘ = 106.
Table 2
E/ect of step-size (‘) for p=0:92¡pc (R0=1:01¿1) on the second-order
scheme
Step-size Comments
0¡‘60:285 Scheme converges to stable equilibrium solution E∗
‘¿0:285 OverNow (method fails)
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Table 3
E/ect of step-size (‘) for p = 0:96¿pc (R0 = 0:99¡1) on the RK2
method
Step-size Comments
0¡‘60:0183 RK2 converges to stable equilibrium solution E0
‘¿0:0183 RK2 fails
Table 4
E/ect of initial population sizes on the second-order scheme
(S(0); V (0); E(0); I(0)) Stable equilibrium
(8; 2; 8; 8) E0
(20000; 8000; 1000; 800) E0
(10 000 000; 1 000 000; 20 000; 5000) E0
in the case where R0¡1, the stability of the second-order semi-explicit method is a/ected by the
size of the step-size used in the simulations for the case R0¿1.
For comparison purposes, the model was also simulated using the standard explicit second-order
Runge–Kutta method (RK2) with 7xed step-size using the parameter values and initial sub-population
sizes used in the above simulations. The results for the case p= 0:92¡pc show that the RK2 fails
by converging to the wrong steady-state where E∗ = I∗ = 0 even for very small step-sizes such
as ‘ = 10−6; 10−5; 10−4. It should be noted that the second-order method converges to the correct
steady-state E∗ for ‘∈ (0; 0:285] (see Table 2). Thus, unlike the RK2 method which fails to converge
to E∗ for R0¿1 even with small step-sizes, the second-order method gave results that are consistent
with the theoretical analysis of the model (see Theorem A2 in the appendix) when R0¿1 for
‘∈ (0; 0:285]. Additional simulations for the case p = 0:96¿pc were also carried out using the
RK2 method. The results, tabulated in Table 3, show that the method converges to the disease-free
equilibrium E0 for values of step-size in the narrow range ‘∈ (0; 0:0183]; and it fails to converge to
E0 for ‘¿0:0183. The second-order method, on the other hand, converges to E0 whenever R0¡1
for all values of ‘. These simulations clearly show the robustness of the second-order method over
the standard RK2 method.
In order to monitor the e/ect of initial population sizes on the convergence of the novel second-order
scheme, additional numerical simulations were carried out using the above parameter values with
p = 0:96 (so that R0 = 0:993¡1) and various initial conditions. The results, tabulated in Table 4,
show that the second-order method gave pro7les that converged to the equilibrium E0 even for very
large initial conditions. Thus, in line with Theorem 1, the numerical method con7rms the global
stability of E0 whenever R0¡1.
Overall, the novel second-order method gave results that are qualitatively equivalent to the original
model whenever R0¡1. For the case R0¿1, the novel scheme is competitive provided 0¡‘6 0:285.
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6. Discussion and conclusions
A four-dimensional deterministic mathematical model for the transmission dynamics of a childhood
disease in the presence of a waning preventive vaccine was qualitatively and quantitatively studied.
Detailed local and global stability analysis of the model reveal that the disease-free equilibrium is
stable provided the vaccination coverage level exceeds a certain threshold (pc) given by
pc = (	 + !)
[
 − 	(	 + )(	 + )
	
]
:
This analysis also shows that if the vaccination coverage (p) exceeds the threshold pc, then R0¡1
given in (2), so that the disease can be eradicated from the community. It should be noted that the
threshold quantity R0 can be re-written as
R0 =
(
1− 	p
	 + !
)
r0;
where r0==(	(	+)(	+)) is the basic reproductive number of infection for the vaccination-free
model (p = 0). This expression for R0 is for vaccination coverage p with a vaccine that induces
immunity that wanes with average duration of protection 1=! in a population with average life
expectancy of 1=	. Thus, the optimal vaccine coverage can be re-written as
pc =
	 + !
	
(
1− 1
r0
)
: (16)
This expression clearly shows that the threshold vaccination coverage (pc) is an increasing function
of ! (the rate of loss of immunity). Thus, increasing the duration of the loss of immunity induced
by vaccination (1=!) reduces the threshold vaccination coverage (pc) which is critically important
for the success of public health strategies for controlling an epidemic. For example, the expression
(16) shows that the optimal vaccine coverage for a vaccine that induces immunity that wanes at
the same rate with the average life expectancy (	 = !) is twice greater than the optimal vaccine
coverage for a vaccine that induces life-long protection (!= 0) (see Fig. 1). Consequently, the use
of vaccines that o/er life-long protection is a crucial public health objective for disease control or
eradication. This is especially critical in countries where 7nances play a critical role in the number
of people who receive vaccines.
Our study provides a framework for determining the optimal vaccine coverage level needed for
disease control in a general population which is exposed to disease. However, the model’s ability to
predict optimal ways for disease control depends greatly on the assumptions used to construct the
model. For instance, in the model presented in [5], Grenfell et al. assumed that the incubating class
is a sub-class of infectives. Their study incorporated the fact that anti-pertussis vaccine does not
o/er permanent immunity, by including a separate population of individuals who are susceptible to
infection but protected from overt clinical disease. In other words, vaccinated individuals in whom
vaccine is not 100% e/ective are assumed not to fall back into the fully susceptible class, and
such individuals usually experience a milder form of the infection (with lower associated value of
the basic reproductive number of infection). In this study, we considered the exposed class as a
separate population. The model also assumes that the population contains a susceptible class that
allows for immigration (including birth) and that a fraction of these individuals will be vaccinated.
There have been many models published in the literature which assume that there is a general term
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for the increase in the susceptible class, a recovery term for infected class and a term representing
the infectivity (or transfer) between compartments. To our knowledge, there is no published results
that provide the global analysis of these models of the form we considered.
A robust 7nite-di/erence scheme was constructed and used to determine the solution of the model
to second-order of accuracy. Based on the parameter values used in our simulations, this numerical
scheme proves to be unconditionally convergent to the disease-free equilibrium (E0) whenever R0¡1
and converges to the endemic equilibrium (E∗) if R0¿1 for 0¡‘¡0:285. In other words, for the
case R0¡1, the scheme gave results that are qualitatively consistent with the model for all step-sizes.
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Appendix A
To prove the global stability of E∗, we note, 7rst of all, that reduced model (3) has two equilibria
e0 = ([	(1 − p) + !]=	(	 + !); 0; 0) and e∗ = (S∗; E∗; I∗), which correspond to the disease-free
equilibrium and endemic equilibrium of original model (1), respectively.
Let N1 = S + E + I . Thus, the equation for the total population of the reduced model is
dN1
dt
=
[	(1− p) + !]
	
− (	 + !)N1 − I:
It can be seen from this equation that, in the absence of the disease (I = 0); N1 → [	(1− p) +
!]=	(	 + !). Since the spread of the disease in the population will reduce N1, it follows that
N1 ∈ [0; [	(1 − p) + !]=	(	 + !)]. Noting that 1 is a positively invariant region for original
model (1), it can be seen that
D=
{
(S; E; I): S¿ 0; E¿ 0; I¿ 0; S + E + I6
[	(1− p) + !]
	(	 + !)
}
;
is a positively invariant region for reduced model (3). Using equations in (3), it can be shown that
D∗ =
{
(S; E; I)∈D: S + E +
(
1 +

	 + !
)
I =
[	(1− p) + !]
	(	 + !)
}
⊆ D;
is also a positively invariant region for the reduced model (3). Thus, the !-limit set of each solution
of (3) is contained in D∗.
Theorem A1. The reduced model (3) has no periodic orbits, homoclinic orbits or polygons in D∗.
Proof. The proof is based on using the relation S+E+(1+=(	+!))I=[	(1−p)+!]=	(	+!)
in D∗ to obtain fj(E; I); fk(S; I) and fl(S; E); j=2; 3; k =1; 3; l=1; 2 in (3), where f1, f2 and f3
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are the right-hand sides of the equations in (3), respectively. Let g= g1 + g2 + g3 with
g1(E; I) =
[
0;
−f3(E; I)
EI
;
f2(E; I)
EI
]
;
g2(S; I) =
[
f3(S; I)
SI
; 0;
−f1(S; I)
SI
]
;
g3(S; E) =
[−f2(S; E)
SE
;
f1(S; E)
SE
; 0
]
:
Clearly, g · f = 0 in the interior of D∗, where f = (f1; f2; f3). Using the normal vector n= (	(	+
!)=[	(1− p) + !]; 	(	 + !)=[	(1− p) + !]; 	(	 + !+ )=[	(1− p) + !]) to D∗, it can be
shown (after some tedious manipulations) that
(Curl g) · n =− 
E2
− 
SI
− (1− p)[	(	 + !+ )I + 	(	 + !)E + !(	 + )I ]
[	(1− p) + !]S2EI ¡0;
where
Curl g := det


i˜ j˜ k˜
9
9S
9
9E
9
9I
g1 g2 g3

 :
Thus, by Lemma 3.1 in [2], model (3) has no periodic orbits, homoclinic orbits or polygons in
D∗.
Theorem A2. If R0¿1, then the endemic equilibrium E∗ is globally asymptotically stable.
Proof. Noting that D∗ is positively invariant, it follows from Theorem A1 that the !-limit set of
each solution of (3) must be a single point in D∗. This implies that if e0 is unstable (which occurs
when R0¿1), then e∗ exists in D∗ and it is globally asymptotically stable. Thus, in the original
model (1), E∗ is globally asymptotically stable if R0¿1 (see also [9]).
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