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NOETHERIANITY UP TO CONJUGATION OF LOCALLY DIAGONAL
INVERSE LIMITS
ARTHUR BIK
Abstract. Weprove that the inverse limit of the sequence dual to a sequence of Lie algebras
is Noetherian up to the action of the direct limit of the corresponding sequence of classical
algebraic groups when the sequence of groups consists of diagonal embeddings. We also
classify all conjugation-stable closed subsets of the space ofN×N matrices.
Throughout this paper, we work over an infinite field K. Consider a sequence
of groups
G1 G2 G3 . . .
together with a sequence of finite-dimensional vector spaces over K
V1 V2 V3 . . .
such that Vi is a representation of Gi and the map Vi+1 → Vi is Gi-equivariant for
all i ∈ N. Then the direct limit G of the sequence of groups naturally acts on the
inverse limit V of the sequence of vector spaces. A subset X of V is Zariski-closed
if it is the inverse limit of a sequence of Zariski-closed subsets Xi ⊆ Vi. Now one
can ask the following question. Given a descending sequence
V ⊇ X(1) ⊇ X(2) ⊇ X(3) ⊇ . . .
of Zariski-closed G-stable subsets of V, is there always a j ∈N such that X(i) = X( j)
for all i ≥ j?
If the answers is yes, then the space V is called G-Noetherian. See [HS, DE,
Eg] for examples of such spaces. The easiest example of a space V that is not
G-Noetherian is given by an infinite-dimenional vector space acted on by the
trivial group. Recently it was proven [Dr] that polynomial functors of finite degree
are Noetherian. Such functors give rise to G-Noetherian spaces V where Gi = GLi,
the map Gi → Gi+1 is given by
A 7→
(
A
1
)
and where Vi is a polynomial representation of GLi. This was then generalised
[ES] to algebraic polynomial functors of finite degree. Such functors give sequences
(Gi)i≥1 of classical algebraic groups together with algebraic representations (Vi)i≥1.
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In this paper, we consider sequence of classical algebraic groups that do not
arise this way, such as the sequence
SL1 SL2 SL4 . . . SL2i . . .
with maps given by
SL2i ֒→ SL2i+1
A 7→
(
A
A
)
,
where the image of an element A ∈ Gi in Gi+1 can contain multiple copies of A.
To such a sequence of groups, there is a corresponding sequence of Lie algebras,
which we then dualize to get a sequence going in the opposite direction. We prove
that the inverse limit of this sequence is Noetherian up to the action of the direct
limit of the sequence of groups.
Notation and conventions. LetN be the set of positive integers. Denote the dual
of a vector space V by V∗. Let i, j, k, ℓ,m, n ∈N be integers. Define δi j to be 1 if i = j
and 0 if i , j. Denote the set of n×nmatrices by gln. Whenm ≤ n, we write prm for
the projection map gln ։ glm of n × nmatrices onto their topleft m ×m submatrix.
Denote the inverse limit of the sequence
gl1 gl2 gl3 . . .
by gl∞, let I∞ ∈ gl∞ be the infinite identity matrix and write prn for the projection
map gl∞ ։ gln. Denote the set {1, . . . , n} by [n]. Let P,Q ∈ gln be matrices. For
subsetsK,L ⊆ [n], wewritePK,L for the submatrix of Pwith rowsK and columns
L. We say that P and Q are similar (and write P ∼ Q) if there is a matrix A ∈ GLn
such that P = AQA−1. We say that P and Q are congruent if there is a matrix
B ∈ GLn such that P = BQB
T. For matrices P1, . . . ,Pk not necessarily of the same
size, denote the block-diagonal matrix with blocks P1, . . . ,Pk by Diag(P1, . . . ,Pk).
Acknowledgements. I thank Jan Draisma and Michał Lason´ for the helpful dis-
cussions I had with them. I also thank Jan Draisma for finding and proving
Proposition 16 and for proofreading this paper. Finally, I thank the anonymous
referee for carefully reading this paper and for their useful comments.
1. The main results
We consider sequences of embeddings
G1 G2 G3 . . .
ι1 ι2 ι3
built up out of homomorphisms between the following classical algebraic groups
An−1 : SLn = {A ∈ GLn | det(A) = 1} for n ∈N
Bn : O2n+1 =
A ∈ GL2n+1
∣∣∣∣∣∣∣∣ A

In
1
In
AT =

In
1
In

 for n ∈N
Cn : Sp2n =
{
A ∈ GL2n
∣∣∣∣∣∣ A
(
In
−In
)
AT =
(
In
−In
)}
for n ∈N
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Dn : O2n =
{
A ∈ GL2n
∣∣∣∣∣∣ A
(
In
In
)
AT =
(
In
In
)}
for n ∈N
which we view as embedded subgroups of GLn, for appropriate n ∈ N. Let G,H
be such groups, let V,W be their standard representations and consider K as the
trivial representation of G. In [BZ], an embedding G ֒→ H is called diagonal if
W  V⊕l ⊕ (V∗)⊕r ⊕ K⊕z
as representations of G for some l, r, z ∈ Z≥0 with l + r ≥ 1. The triple (l, r, z) is
called the signature of the embedding. If G is of type A, then the signature of a
diagonal embedding G ֒→ H is unique. However, if G is of type B, C or D, then
the representation V is isomorphic to V∗. In this case, we will always assume that
r = 0, which makes the pair (l, z) unique, and we also denote the signature by (l, z).
Examples 1. Let G ⊆ GLn,H, L be classical groups of type A, B, C or D.
(a) For each B ∈ GLn with BG = GB, the automorphism
G → G
A 7→ BAB−1
is diagonal with signature (1, 0, 0).
(b) For all matrices A ∈ G, we have A−T ∈ G. The automorphism
G → G
A 7→ A−T
is diagonal with signature (0, 1, 0).
(c) The composition of any two diagional embeddings G ֒→ H and H ֒→ L is
a diagonal embedding G ֒→ L.
We will assume the sequence
G1 G2 G3 . . .
ι1 ι2 ι3
consists of diagonal embeddings. Let G be its direct limit and consider the associ-
ated sequence
g1 g2 g3 . . .
where gi is the Lie algebra of Gi. Now, we letV be the inverse limit of the sequence
g∗
1
g∗
2
g∗
3
. . .
obtained by dualizing the previous sequence. Then V has a natural action of G. If
we modify our sequence by replacing
Gi Gi+1 Gi+2
ιi ιi+1
by
Gi Gi+2
ιi+1◦ιi
then both the direct limit G and the inverse limit V do not change. So we may
replace our sequence of groups by any of its infinite subsequences. Conversely,
we can also replace our sequence by any supersequence. Note that there always
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exists an infinite subsquence such that every group in the subsequence is of the
same type.
Main Theorem. Assume that one of the following conditions hold:
(a) The group Gi has type A for infinitely many i ∈N.
(b) The characteristic of K does not equal 2.
Then the space V is G-Noetherian, i.e. for every descending sequence
V ⊇ X1 ⊇ X2 ⊇ X3 ⊇ . . .
of G-stable closed subsets of V there is an i ∈N such that Xi = X j for all j ≥ i.
Remark 2. When we prove the Main Theorem, we may assume that all Gi have
the same type. When this type is B, C or D, we assume that char(K) , 2. This
way we know that the set of (skew-)symmetric n × n matrices congruent to some
given (skew-)symmetric matrix A equals the set of all (skew-)symmetric matrices
whose rank is equal to the rank of A. See the proofs of Lemmas 41 and 46 and
Proposition 51.
When all Gi are of type A and (l, r) = (1, 0) for all but finitely many embeddings,
the group G equals SL∞ and the space V can be identified with a quotient of the
set gl∞ ofN×Nmatrices. We prove this case of the Main Theorem by classifying
all SL∞-stable closed subsets of gl∞.
Definition 3. Define the rank of a matrix P ∈ gl∞ as
rk(P) = sup{rk(prn(P)) | n ∈N} ∈ Z≥0 ∪{∞}.
We use the following definition from [DE].
Definition 4. Let n ∈N∪{∞} and let Q1, . . . ,Qk be elements of gln. Define
rk(Q1, . . . ,Qk) = inf
{
rk(µ1Q1 + · · · + µkQk)
∣∣∣ (µ1 : · · · : µk) ∈ Pk−1} ∈ Z≥0 ∪{∞}
to be the rank of the tuple (Q1, . . . ,Qk).
Theorem 5. The space gl∞ is SL∞-Noetherian. Any SL∞-stable closed subset of gl∞ is a
finite union of irreducible SL∞-stable closed subsets and the irreducible SL∞-stable closed
subsets of gl∞ are gl∞ itself together with the subsets
{P ∈ gl∞ | rk(P, I∞) ≤ k} , {P ∈ gl∞ | rk(P − λI∞) ≤ k}
for λ ∈ K and k ∈ Z≥0.
Remark 6. We would like to point out that the SL∞-Noetherianity of gl∞ also
follows from [ES, Theorem 1.2].
Remark 7. Let P ∈ gl∞ be anN×Nmatrix such that rk(P, I∞) < ∞. Then we have
rk(P − λI∞) < ∞ for some λ ∈ K. If this holds for distinct λ, λ
′ ∈ K, then
∞ = rk((λ − λ′)I∞) = rk ((P − λ
′I∞) − (P − λI∞)) ≤ rk(P − λ
′I∞) + rk(P − λI∞) < ∞
and hence the λ ∈ K such that rk(P − λI∞) < ∞must be unique. This is the infinite
analogue of the statement that an n × n matrix can have at most one eigenvalue
with geometric multiplicity more than n/2.
Remark 8. When we call each of the closed subsets X ⊆ gl∞ listed in the theorem
irreducible, we mean this in the following sense: if we have
X = Y ∪ Z
for (not necessarily SL∞-stable) closed subsets Y,Z ⊆ X, then X = Y or X = Z.
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2. Structure of the proof
In this section, we reduce theMain Theorem to a number of cases andwe outline
the structure that the proofs of each of those cases share.
2.1. Reduction to standard diagonal embeddings. When the vector space V is
finite-dimesional over K, the Main Theorem becomes trivial. So we will only
consider the cases where V is infinite-dimensional. For all i ∈N, let (li, ri, zi) be the
signature of the embedding ιi : Gi ֒→ Gi+1. When Gi is of type B, C or D, we will
assume that ri = 0. The following lemma tells us that we can assume that li ≥ ri for
all i ∈N.
Lemma 9. For all i ∈ N, let σi : Gi → Gi be the automorphism sending A 7→ A
−T and
take ki ∈ Z /2Z. Then the bottom row of the commutative diagram
G1 G2 G3 . . .
G1 G2 G3 . . .
ι1
σ
k1
1
ι2
σ
k2
2
ι3
σ
k3
3
is a sequence of diagonal embeddings with signatures σki+ki+1(li, ri, zi) where σ acts by
permuting the first two entries.
The lemma follows from the fact that the automorphism Gi → Gi,A 7→ A
−T is
diagonal and its own inverse. We can choose the ki recursively so that li ≥ ri for all
i ∈ N in the bottom sequence. Since the vertical maps are isomorphisms and the
diagram commutes, the bottom sequence gives rise to isomorphic G and V. This
allows us to indeed assume that li ≥ ri.
Let G be a classical group of type A, B, C or D. Let l, r, z ∈ Z≥0 be integers with
r = 0 if G is not of type A. Let β1, β2 be non-degenerate G-invariant bilinear forms
on V⊕l ⊕ (V∗)⊕r ⊕ K⊕z.
Lemma 10. Assume that K = K and that one of the following conditions hold:
(a) β1 and β2 are both skew-symmetric.
(b) β1 and β2 are both symmetric and char(K) , 2.
Then there exists a G-equivariant automorphism ϕ of V⊕l ⊕ (V∗)⊕r ⊕ K⊕z such that
β2(ϕ(v), ϕ(w)) = β1(v,w)
for all v,w ∈ V⊕l ⊕ (V∗)⊕r ⊕ K⊕z.
Proof. First suppose that l = r = 0. In this case, the lemma reduces to the well-
known statement that the matrices corresponding to β1 and β2 are congruent. In
genenal, Schur’s Lemma splits the lemma into the cases r = z = 0, l = z = 0 and
l = r = 0 and reduces the first two cases to the third. 
Let f , g : G→ H ⊆ GLn be two diagonal embeddings with signature (l, r, z).
Lemma 11. If the type of H is B, C or D, assume that K = K. If the type of H is B or D,
assume in addition that char(K) , 2. Then there is a P ∈ H such that the isomorphism
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π : H → H,A 7→ PAP−1 makes the diagram
G H
G H
f
id π
g
commute.
Proof. The maps f and g both induce an isomorphism
Kn  V⊕l ⊕ (V∗)⊕r ⊕ K⊕z
of representations of G. This means that there are matrices Q,R such that
Qf (A)Q−1 = Rg(A)R−1 = Diag(A, . . . ,A,A−T, . . . ,A−T, Iz)
for all A ∈ G where the block-diagonal matrix has l blocks A and r blocks A−T. If
H is of type A, then we take P = λR−1Q for some λ ∈ K such that P ∈ SLn and see
that the isomorphism π : H → H,A 7→ PAP−1 makes the diagram commute.
Assume thatH is not of type A. ThenH = {g ∈ GLn | g
TBg = B} for some matrix
B ∈ GLn. Let β1 and β2 be the G-invariant bilinear forms on K
n defined byQ−TBQ−1
and R−TBR−1. By the previous lemma, there exists a G-equivariant automorphism
ϕ of Kn such that
β2(ϕ(v), ϕ(w)) = β1(v,w)
for all v,w ∈ Kn. Let S be the matrix corresponding to ϕ. Then
STQ−TBQ−1S = R−TBR−1
and
SDiag(A, . . . ,A,A−T, . . . ,A−T, Iz) = Diag(A, . . . ,A,A
−T, . . . ,A−T, Iz)S
for all A ∈ G. Take P = R−1S−1Q. Then P−1 ∈ H and therefore P ∈ H. The
isomorphism π : H → H,A 7→ PAP−1 makes the diagram commute. 
Proposition 12. For every i ∈ N, let ι′
i
: Gi ֒→ Gi+1 be a diagonal embedding with the
same signature (li, ri, zi) as ιi. If the type of Gi is B, C or D for any i ∈ N, assume that
K = K. If the type of Gi is B or D for any i ∈ N, assume in addition that char(K) , 2.
Then there exist isomorphisms ϕi : Gi → Gi making the diagram
G1 G2 G3 . . .
G1 G2 G3 . . .
ι1
id
ι2
ϕ2
ι3
ϕ3
ι′
1
ι′
2
ι′
3
commute.
Proof. We construct the isomorphisms ϕi recursively in such a way that the ϕi are
also diagonal embeddings with signature (1, 0, 0). Write ϕ1 = id, let i ≥ 2 and
assume that ϕi−1 has has already been constructed. Then ι
′
i−1
◦ ϕi−1 has the same
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signature as ιi−1. So by the previous lemma, there exists an isomorphism ϕi making
the diagram
Gi−1 Gi
Gi−1 Gi
ιi−1
id ϕi
ι′
i−1
◦ϕi−1
commute that also has signature (1, 0, 0) as a diagonal embedding. 
Recall that, when we replace
G1 G2 G3 . . .
ι1 ι2 ι3
by supersequences or infinite subsequences, we do not change G or V. Therefore
we may assume that each group Gi has the same type and we will prove the Main
Theorem for sequences of groups of type A, B, C andD separately. The proposition
tells us that, if we replaceK by its algebraic closure, the limitsG andV only depend
on the signatures of the diagonal embeddings. Since G-Noetherianity of V over K
implies G-Noetherianity of V over the original field K, we only have to consider
one diagonal embedding per possible signature.
2.2. Identifying V with the inverse limit of a sequence of quotients/subspaces
of matrix spaces. We encounter the following Lie algebras:
An−1 : sln = {P ∈ gln | tr(P) = 0} for n ∈N
Bn : o2n+1 =
P ∈ gl2n+1
∣∣∣∣∣∣∣∣ P

In
1
In
 +

In
1
In
PT = 0
 for n ∈N
Cn : sp2n =
{
P ∈ gl2n
∣∣∣∣∣∣ P
(
In
−In
)
+
(
In
−In
)
PT = 0
}
for n ∈N
Dn : o2n =
{
P ∈ gl2n
∣∣∣∣∣∣ P
(
In
In
)
+
(
In
In
)
PT = 0
}
for n ∈N
These are all subspaces of glm for some m ∈ N. Consider the symmetric bilinear
form glm × glm → K, (P,Q) 7→ tr(PQ). This map is non-degenerate and therefore the
map glm → gl
∗
m,P 7→ (Q 7→ tr(PQ)) is an isomorphism. By composing this map
with the restriction map gl∗m → sl
∗
m and factoring out the kernel, we find that
glm / span(Im) → sl
∗
m
P mod Im 7→ (Q 7→ tr(PQ))
is an isomorphism. When char(K) , 2 and g ⊆ glm is a Lie algebra of type B, C or
D, the restriction of the bilinear map to g× g is non-degenerate. So the map
g → g∗
P 7→ (Q 7→ tr(PQ))
is an isomorphism. Since the map gln → gl
∗
n is in fact GLn-equivariant, the maps
glm / span(Im) → sl
∗
m and g → g
∗ are all isomorphisms of representations of the
groups acting on them. Using these isomorphisms, we identify the duals g∗
i
of the
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Lie algebras of the groups Gi with quotients/subspaces of spaces of matrices. This
in particular allows us to define the coordinate rings of the g∗
i
in terms of entries of
matrices. For type A, we get
K[gln / span(In)] = { f ∈ K[gln] | ∀P ∈ gln ∀λ ∈ K : f (P + λIn) = f (P)}
which is the graded subring
K[pkℓ | k , ℓ] ⊗K K[p11 − pkk | k , 1]
of K[gln] = K[pkℓ | 1 ≤ k, ℓ ≤ n]. For type B, assuming that char(K) , 2, we have
o2n+1 =


P v Q
−wT 0 −vT
R w −PT
 ∈ gl2n+1
∣∣∣∣∣∣∣∣
Q +QT = 0
R + RT = 0

and therefore we get
K[o2n+1] = K[pkℓ, qkℓ, rkℓ, vk,wk | 1 ≤ k, ℓ ≤ n]/(qkℓ + qℓk, rkℓ + rℓk).
For type C, we have
sp2n =
{(
P Q
R −PT
)
∈ gl2n
∣∣∣∣∣∣ Q = Q
T
R = RT
}
and we get
K[sp2n] = K[pkℓ, qkℓ, rkℓ | 1 ≤ k, ℓ ≤ n]/(qkℓ − qℓk, rkℓ − rℓk).
For type D, assuming that char(K) , 2, we have
o2n =
{(
P Q
R −PT
)
∈ gl2n
∣∣∣∣∣∣ Q +Q
T = 0
R + RT = 0
}
and get
K[o2n] = K[pkℓ, qkℓ, rkℓ | 1 ≤ k, ℓ ≤ n]/(qkℓ + qℓk, rkℓ + rℓk).
For Lie algebras g ⊆ glm of type B, C or D, we will denote elements of K[g] by their
representatives in K[glm]. Define a grading on each of these coordinate rings by
grad(rkℓ) = grad(wk) = 0, grad(pkℓ) = grad(vk) = 1 and grad(qkℓ) = 2 for all k, ℓ ∈ [n].
2.3. Moving equations around. Let X ( V be a G-stable closed subset. For each
i ∈ N, let Vi be the vector space (we identified with) g
∗
i
which is acted on by Gi by
conjugation and let Xi be the closure of the projection from X to Vi. Then Xi is a
Gi-stable closed subset ofVi for all i ∈N and there exists an i ∈N such thatXi , Vi.
This means that the ideal I(Xi) ⊆ K[Vi] is non-zero. Let f be a non-zero element of
I(Xi) and let d be its degree. The first step of the proof of the Main theorem is to use
this polynomial f to get elements f j of I(X j) such that f j , 0, such that deg( f j) ≤ d
and such that f j is “off-diagonal” for all j ≫ i. When the groups Gi are of type
B, C or D, this last condition means that f j is a polynomial in only the variables
rkℓ and wk. When the groups Gi are of type A, we similarly require that the f j are
polynomials in the variables pkℓ with k ∈ K and ℓ ∈ L for some disjoint sets K,L.
The projection maps pri : Vi+1 → Vi induce maps pr
∗
i
: K[Vi] → K[Vi+1] which
are injective and degree-preserving. We will see that, for many of the maps pri we
will encounter, the map pr∗
i
is also grad-preserving. Since Xi+1 projects into Xi, we
have pr∗
i
(I(Xi)) ⊆ I(Xi+1). So f induces non-zero elements g j ∈ I(X j) of degree d for
all j > i.
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Let A : Kk → G j be a polynomial map such that the map
Kk → G j
Λ 7→ A(Λ)−1
is polynomial as well. Then A(Λ) · g j ∈ I(X j) for all Λ ∈ K
k and therefore linear
combinations of such elements also lie in I(X j). Note that we can view A(Λ) · g j as
a polynomial in the entries of Λ whose coefficients are elements of K[V j]. Let R be
a K-algebra and h ∈ R[x] a polynomial. Then, since the field K is infinite, one sees
using a Vandermonde matrix that the coefficients of h are contained in the K-span
of {h(λ) | λ ∈ K}. Applying this fact k times, we see that all the coeffiecients of
A(Λ) · g j lie in span(A(Λ) · g j | Λ ∈ K
k) ⊆ I(X j).
We will let f j be a certain one of these coefficients. We have deg( f j) ≤ d by
construction and we will choose A in such a way that f j is “off-diagonal”. We
will see that f j is obtained from g j by substituting variables into the top-graded
part of g j with respect to the right grading (in most cases deg or grad). Since the
polynomial g j is non-zero, so is its top-graded part with respect to any grading. So
it then suffices to check that this top-graded part does not become zero after the
substitution. In the cases where is this not obvious, it will follow from a lemma
stating that a certain morphism is dominant.
2.4. Using knowledge about stable closed subsets of the “off-diagonal” part.
The space V j consists of matrices. When we have an “off-diagonal” polynomial
which is contained in I(X j), we know that the projection Y of X j onto some off-
diagonal submatrix cannot form a dense subset of the projectionW of the whole of
V j. We then give W the structure of a representation such that Y is stable and use
the fact the we know that the ideal of Y contains a non-zero polynomial of degree
at most d to find conditions that hold for all elements of Y. These in turn give
conditions that must hold for all elements of X j, which will be enough to prove
that X is G-Noetherian.
3. Limits of classical groups of type A
In this section, we let G be the direct limit of a sequence
SLn1 SLn2 SLn3 . . .
ι1 ι2 ι3
of diagonal embeddings given by
ιi : SLni ֒→ SLni+1
A 7→ Diag(A, . . . ,A,A−T, . . . ,A−T, Izi)
with li blocks A and ri blocks A
−T for some li ∈ N and ri, zi ∈ Z≥0 with li ≥ ri. We
let V be the inverse limit of the sequence
gln1 / span(In1) gln2 / span(In2) gln3 / span(In3) . . .
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where the maps are given by
glni+1 / span(Ini+1) ։ glni / span(Ini)
P11 . . . P1li • . . . • •
...
...
...
...
...
Pli1 . . . Plili • . . . • •
• . . . • Q11 . . . Q1ri •
...
...
...
...
...
• . . . • Qri1 . . . Qriri •
• . . . • • . . . • •

mod Ini+1 7→
li∑
k=1
Pkk −
ri∑
ℓ=1
QTℓℓ mod Ini .
Here each • represents some matrix of the appropriate size. Our goal is to prove
that the inverse limit V of this sequence is G-Noetherian.
Take α = #{i | li > 1}, β = #{i | ri > 0}, γ = #{i | zi > 0} ∈ Z≥0 ∪{∞}. Then we have
α + β + γ = ∞, since G is assumed to be infinite-dimensional. Based on α, β, γ we
distinguish the following cases:
(1) α + β < ∞;
(2) α + β = γ = ∞;
(3a) β = ∞, γ < ∞ and char(K) , 2 or 2 ∤ ni for all i≫ 0;
(3b) β = ∞, γ < ∞, char(K) = 2 and 2 | ni for all i≫ 0;
(4a) β + γ < ∞ and char(K) ∤ ni for all i≫ 0; and
(4b) β + γ < ∞ and char(K) | ni for all i≫ 0.
Note here that if γ < ∞, then ni|ni+1 for all i ≫ 0. Denote the element of V
representated by the sequence of zero matrices by 0.
Theorem 13. The space V is G-Noetherian. Any G-stable closed subset of V is a finite
union of irreducible G-stable closed subsets. The irreducible G-stable closed subsets of V
are {0} and V together with{
(Pi mod Ini )i ∈ V
∣∣∣ ∀i≫ 0 : rk(Pi, Ini ) ≤ k}
for k ∈N in case (1) and together with{
(Pi mod Ini )i ∈ V
∣∣∣ ∀i≫ 0 : tr(Pi) = µ}
for µ ∈ K in cases (3b) and (4b).
Here we call a closed subset X ⊆ V irreducible when the following condition
holds: if X = Y ∪ Z for (not necessarily G-stable) closed subsets Y,Z ⊆ X, then
X = Y or X = Z. The following proposition expresses the irreduciblility of a closed
subset of V in terms of the closures of its projections.
Proposition 14. Let
W1 W2 W3 . . .
be a sequence of finite-dimensional vector spaces with inverse limit W. Let X ⊆ W be a
closed subset and let Xi be the closure of the projection of X to Wi. Then the following are
equivalent:
(1) X is irreducible.
(2) Xi is irreducible for all i ≥ 1.
(3) Xi is irreducible for all i≫ 0.
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Proof. Suppose thatXi is reducible for some i ∈N. ThenXi = Y∪Z for some closed
subsets Y,Z ( Xi. In this case, we see that
X = (pr−1i (Y) ∩X) ∪ (pr
−1
i (Z) ∩ X), pr
−1
i (Y) ∩X,pr
−1
i (Z) ∩ X ( X
and so X is reducible. This establishes (1) ⇒ (2). The implication (2) ⇒ (3) is
trivial. So next, if X = Y ∪ Z for some closed subsets Y,Z ( X with closures Yi,Zi
inWi, then Xi = Yi ∪Zi for all i ∈N and Yi,Zi ( Xi for all i≫ 0. So in this case, we
see that Xi is reducible for i≫ 0. 
3.1. The case α + β < ∞. By replacing
SLn1 SLn2 SLn3 . . .
ι1 ι2 ι3
with some infinite subsequence, wemay assume that (li, ri) = (1, 0) and zi > 0 for all
i ∈ N. Then, by replacing the sequence by a supersequence, we may assume that
ni = i and zi = 1 for all i ∈ N. So we consider the inverse limit V = gl∞ / span(I∞)
of the sequence
gl1 / span(I1) gl2 / span(I2) gl3 / span(I3) . . .
acted on by the group G = SL∞. The SL∞-stable closed subsets of gl∞ / span(I∞)
correspond one-to-one to the SL∞-stable closed subsets X of gl∞ such that
X + span(I∞) = X.
Theorem 5 therefore tells us exactly what the G-stable closed subsets of V are. The
next proposition shows that Theorem 5 implies case (1) of Theorem 13 .
Proposition 15. Let P1, . . . ,Pk be elements of gl∞. Then we have
rk(P1, . . . ,Pk) = sup{rk(prn(P1), . . . ,prn(Pk)) | n ∈N}.
Proof. We have rk(prn(P1), . . . ,prn(Pk)) ≤ rk(µ1P1 + · · · + µkPk) for all n ∈ N and
(µ1 : · · · : µk) ∈ P
k−1. So
r := sup{rk(prn(P1), . . . ,prn(Pk)) | n ∈N} ≤ rk(P1, . . . ,Pk)
with equality when r = ∞. Suppose that r < ∞ and consider the descending chain
Y1 ⊇ Y2 ⊇ Y3 ⊇ Y4 ⊇ . . .
of closed subsets of Pk−1 defined by
Yn =
{
(µ1 : · · · : µk) ∈ P
k−1
∣∣∣ rk(µ1 prn(P1) + · · · + µk prn(Pk)) ≤ r
}
.
By construction, eachYn is non-empty. And by theNoetherianity ofP
k−1, the chain
stabilizes. Let (µ1 : · · · : µk) ∈ P
k−1 be an element contained in Yn for all n ∈ N.
Then we see that rk(P1, . . . ,Pk) ≤ rk(µ1P1 + · · · + µkPk) ≤ r. 
So we proceed to prove Theorem 5. The following proposition, which is due to
Jan Draisma, connects the tuple rank of a matrix P with the identity matrix to the
rank of off-diagonal submatrices of matrices similar to P.
Proposition 16. Let k,m, n ∈ Z≥0 be such that n ≥ 2m ≥ 2(k + 1), let K,L be disjoint
subsets of [n] of size m and let P be an n × n matrix. Then rk(P, In) ≤ k if and only if the
submatrix QK,L of Q has rank at most k for every Q ∼ P.
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Proof. Suppose that rk(P, In) ≤ k. Let Q ∼ P be a similar matrix. Then rk(Q, In) ≤ k.
So since K ∩ L = ∅ and the off-diagonal entries of Q and Q − λIn are equal for all
λ ∈ K, we see that rk(QK,L) ≤ k.
Suppose that the submatrix QK,L has rank at most k for everyQ ∼ P. Then this
statement still holds when we replace K and L by subsets of themselves of size
k + 1. This reduces the proposition to the case m = k + 1. Now the statement we
want to prove is implied by the following coordinate-free version:
(*) Let V be a vector space of dimension n and let ϕ : V → V be an endo-
morphism. If the induced map ϕ : W → V/W has a non-trivial kernel
for all (k + 1)-dimensional subspaces W of V, then ϕ has an eigenvalue of
geometric multiplicity at least n − k.
Indeed, taking ϕ : Kn → Kn the endomorphism corresponding to P and W ⊆ Kn
a (k + 1)-dimensional subspace, we can first replace P be a matrix Q ∼ P to get
W = Kk+1 × {0}. SinceQ is similar to all its conjugates by permutation matrices, we
know that det(QK,L) = 0 for all disjoint subsets of K,L ⊆ [n] of size m. Hence
Q[n]\[k+1],[k+1] has rank at most k. So the induced map W → V/W has a non-trivial
kernel. We conclude from (*) that
rk(P − λIn) = rk(Q − λIn) ≤ n − (n − k) = k
for some λ ∈ K. So rk(P, In) ≤ k.
To prove (*), consider the incidence variety
Z =
{
(W, [v]) ∈ Grk+1(V) × P(V) | v, ϕ(v) ∈W
}
and let π1, π2 be the projections from Z to the Grassmannian Grk(V) and to P(V).
By assumption π1 is surjective. So we have
dimZ ≥ dim(Grk+1(V)) = (k + 1)(n − k − 1).
On the other hand, let v ∈ V \ {0} be a non-eigenvector of ϕ. Then π1(π
−1
2
([v])) con-
sists of allW ∈ Grk+1(V) containing span(v, ϕ(v)) and these form the Grassmannian
Grk−1(V/ span(v, ϕ(v))) of dimension (k − 1)(n − k − 1). Thus the union of the fibres
π−1
2
([v]) for v not an eigenvector of ϕ has dimension at most
(k − 1)(n − k − 1) + dim(P(V)) = (k + 1)(n − k − 1) + 2k + 1 − n.
This dimension is strictly smaller than dim(Z). Let v be an eigenvector of ϕ.
Then π1(π
−1
2 ([v])) consists of all W ∈ Grk+1(V) with v ∈ W and these form the
Grassmannian Grk(V/ span(v)) of dimension k(n − k − 1). So we see that the union
of the eigenspaces ofϕmust have dimension at least dim(Z)−k(n−k−1)+1 ≥ n−k.
Hence some eigenspace of ϕmust have dimension al least n − k. 
Definition 17. For n ∈N, we call a polynomial f ∈ K[gln] off-diagonal if
f ∈ K[pkℓ | k ∈ K, ℓ ∈ L]
for some disjoint subsets K,L ⊂ [n] of size m ≤ (n − 1)/2.
Lemma 18. Let n ∈ N be an integer, let Y be an SLn-stable closed subset of gln and
suppose that I(Y) contains a non-zero off-diagonal polynomial f . Then rk(P, In) < deg( f )
for all P ∈ Y.
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Proof. Let K,L ⊂ [n] be disjoint subsets of size m ≤ n/2 and let
f ∈ K[pkℓ | k ∈ K, ℓ ∈ L] ∩ I(Y)
be a non-zero element. If m = 0, then f is constant and Y = ∅. So in particular,
rk(P, In) < deg( f ) for all P ∈ Y. For m > 0, let Z be the closure of the set
{(ykℓ)k∈K,ℓ∈L | (ykℓ)k,ℓ ∈ Y}
in glm. Then f ∈ I(Z). By conjugating with with ±1 times a permutation matrix, we
may assume that K = [m] and L = [2m] \ [m]. Now consider the map
GLm ×GLm → SLn
(A,B) 7→ Diag(A,B, In−2m−1,det(AB)
−1).
SinceY is GLm ×GLm-stable, we see thatZ is closed under GLm ×GLm acting by left
and rightmultiplication. SoZmust consist of allmatrices of rank atmost ℓ for some
ℓ ≤ m. Since f ∈ I(Z), we see that ℓ < min(m,deg( f )). So by Proposition 16, we see
that Y consists of matrices P such that rk(P, In) < min(m,deg( f )) ≤ deg( f ). 
Remark 19. Let Y be a SLn-stable closed subset of gln / span(In). Then we can
apply Lemma 18 to Y by considering its inverse image in gln. So if I(Y) contains a
non-zero off-diagonal polynomial f , then rk(P, In) < deg( f ) for all (P mod In) ∈ Y.
Let X be a proper SL∞-stable closed subset of gl∞. Denote the closure of the
projection of X to gln by Xn and let I(Xn) ⊆ K[gln] be its corresponding ideal.
Lemma 20. Let m be a positive integer and suppose that I(Xm) contains a non-zero
polynomial f . Then rk(P, I∞) < deg( f ) for all P ∈ X.
Proof. Note that themorphismXn → Xm is dominant for all positive integersm ≤ n.
So it suffices to prove that rk(prn(P), In) < deg( f ) for n ≫ 0. Let n ≥ 2m + 1 be an
integer. Then f induces the element
g =


P Q •
R S •
• • •
 7→ f (P)

of I(Xn) where P,Q,R, S ∈ glm. This allows us to assume that deg( f ) < m without
loss of generality. For λ ∈ K, consider the matrix
A(λ) =

Im λIm
Im
In−2m
 ∈ SLn .
We have
A(λ)

P Q •
R S •
• • •
A(λ)−1 =

P + λR Q + λ(S − P) − λ2R •
R S − λR •
• • •

for all λ ∈ K. So we see that if we let A(λ) act on g, we obtain the element
hλ =


P Q •
R S •
• • •
 7→ f (P + λR)

of I(Xn). Let k + 1 be the degree of f and let fk+1 be the homogeneous part of f
of degree k + 1. Then the homogeneous part of hλ of degree k + 1 in λ equals the
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polynomial λk+1 fk+1(R). Since the field K is infinite, the polynomial fk+1(R) is a
linear combination of the hλ. Hence fk+1(R) ∈ I(Xn). So rk(P, In) < deg( f ) for all
P ∈ Xn by Lemma 18 and therefore rk(P, I∞) < deg( f ) for all P ∈ X. 
Lemma 21. Let k < n be non-negative integers and let P ∈ gl2n and Q ∈ gln be matrices
with rk(P) = k and rk(Q) ≤ k. Then P is similar to(
Q Q12
Q21 Q22
)
for some Q12,Q21,Q22 ∈ gln.
Proof. First note that rk(P, I2n) = 2n − dimker(P) = k, since 0 has the highest
geometric multiplicity among all eigenvalues of P. Since 2(k + 1) ≤ 2n, it follows
by Proposition 16 that
P ∼
(
• •
R •
)
for some matrix R ∈ gln with rk(R) = k. By conjugating the latter matrix with
Diag(g, In) for some g ∈ GLn such that g ker(R) ⊆ ker(Q), we see that(
• •
R •
)
∼
(
• •
R′ •
)
for some matrix R′ ∈ gln with rk(R
′) = k and ker(R′) ⊆ ker(Q). This means that
Q = SR′ for some S ∈ gln. Since both R
′ and any matrix similar to P have rank k,
we see that the matrix on the right must be of the form(
TR′ •
R′ •
)
for some T ∈ gln. Now note that the matrix(
In S − T
0 In
) (
TR′ •
R′ •
) (
In T − S
0 In
)
=
(
SR′ •
R′ •
)
=
(
Q •
R′ •
)
is similar to P and of the form we want. 
Proposition 22. Let P ∈ gl∞ be an element. Then either the orbit of P is dense in gl∞ or
k = rk(P− λI∞) < ∞ for some unique λ ∈ K. In the second case, the closure of the orbit of
P equals the irreducible closed subset {Q ∈ gl∞ | rk(Q − λI∞) ≤ k} of gl∞.
Proof. Let X be the closure of the orbit of P. Then either X = gl∞ or rk(P, I∞) = k for
some k ∈ Z≥0 by Lemma 20. In the second case, we see that rk(P−λI∞) = k for some
uniqueλ ∈ K byRemark 7. Our goal is to prove thatX = {Q ∈ gl∞ | rk(Q−λI∞) ≤ k}.
Using the SL∞-equivariant affine isomorphism
gl∞ → gl∞
Q 7→ Q − λI∞
we may assume that λ = 0 and hence that k = rk(P) is finite. It suffices to prove
that
prn({Q ∈ gl∞ | rk(Q) ≤ k}) = {Q ∈ gln | rk(Q) ≤ k} = prn(SL∞ ·P)
for all n≫ 0 since the middle set is irreducible. See Proposition 14. The inclusions
prn(SL∞ ·P) ⊆ prn({Q ∈ gl∞ | rk(Q) ≤ k}) ⊆ {Q ∈ gln | rk(Q) ≤ k}
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are clear for all n ∈N. Let n > k be an integer such that the rank of pr2n(P) equals k.
Then
{Q ∈ gln | rk(Q) ≤ k} ⊆ prn(SL2n ·pr2n(P)) ⊆ prn(SL∞ ·P)
by Lemma 21. So indeed prn({Q ∈ gl∞ | rk(Q) ≤ k}) = prn(SL∞ ·P) for all n≫ 0. 
Lemma 23. Let m be a positive integer and suppose that I(Xm) contains a non-zero
polynomial f with deg( f ) < m. Let g(t) = f (tIm) ∈ K[t] be the restriction of f to
span(Im). Then X is contained in⋃
λ
{
Q ∈ gl∞
∣∣∣ rk(Q − λI∞) < deg( f )}
where λ ∈ K ranges over the zeros of g.
Proof. Let P be an element of X. Since f is non-zero, we know that X is a proper
SL∞-stable closed subset of gl∞. Hence the orbit of P cannot be dense in gl∞. So
k = rk(P − λI∞) < deg( f ) for some λ ∈ K by Lemma 20. This λ is unique and
the closure of the orbit of P equals {Q ∈ gl∞ | rk(Q − λI∞) ≤ k} by Proposition 22.
So we see that λI∞ is an element of X. So λIm is an element of Xm and hence
g(λ) = f (λIm) = 0. We see that for all P ∈ X there is a λ ∈ K with g(y) = 0 such that
P ∈
{
Q ∈ gl∞
∣∣∣ rk(Q − λI∞) < deg( f )} . 
Proposition 24. Either the SL∞-stable closed subset span(I∞) of gl∞ is contained in X or
there exist λ1, . . . , λℓ ∈ K and k1, . . . , kℓ ∈ Z≥0 such that
X =
ℓ⋃
i=1
{Q ∈ gl∞ | rk(Q − λiI∞) ≤ ki}.
Proof. Assume that span(I∞) is not contained in X. Then, for some m ∈ N, Xm is a
proper subset of glm that does not contain span(Im). The ideal I(Xm) must contain
a non-zero polynomial f such that the polynomial g(t) = f (tIm) ∈ K[t] is non-zero.
By Lemma 23, we see that X is contained in⋃
λ
{
Q ∈ gl∞
∣∣∣ rk(Q − λI∞) < deg( f )}
where λ ∈ K ranges over the finitely many zeros of g. Take
Λ =
{
λ ∈ K
∣∣∣ g(λ) = 0,∃P ∈ X : rk(P − λI∞) < deg( f )}
and take
kλ = max{rk(P − λI∞) | P ∈ X, rk(P − λI∞) < ∞}
for all λ ∈ Λ. Then we see that
X =
⋃
λ∈Λ
{Q ∈ gl∞ | rk(Q − λI∞) ≤ kλ}
using Proposition 22. 
The proposition implies in particular that any descending chain of SL∞-stable
closed subsets of gl∞ stablizes as long as one of these subsets does not contain
span(I∞). Next we will classify the subsets that do contain span(I∞).
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Proposition 25. Let k be a non-negative integer. Then the SL∞-stable subset
{P ∈ gl∞ | rk(P, I∞) ≤ k}
of gl∞ is closed and irreducible.
Proof. Using Proposition 15, we see that
{P ∈ gl∞ | rk(P, I∞) ≤ k}
its the inverse limit of its projections {P ∈ gln | rk(P, In) ≤ k} onto gln. So it suffices to
show that this is a closed irreducible subset of gln for all n ∈N. See Proposition 14.
The subset {P ∈ gln | rk(P, In) ≤ k} is the inverse image of the subset
Y =
{
(P,Q) ∈ gl2n
∣∣∣ rk(P,Q) ≤ k}
under the map gln → gl
2
n,P 7→ (P, In). The subset Y is closed in gl
2
n since it is the
image of the closed subset{
((µ1 : µ2),P,Q) ∈ P
1 × gl2n
∣∣∣ rk(µ1P + µ2Q) ≤ k}
under the projection map along the complete variety P1. So {P ∈ gln | rk(P, In) ≤ k}
is a closed subset of gln. This subset is also the image of the map
{Q ∈ gln | rk(Q) ≤ k} × K → gln
(Q, λ) 7→ Q + λIn
and hence irreducible. 
Proposition 26. Suppose that X contains span(I∞). Then
X = {P ∈ gl∞ | rk(P, I∞) ≤ k} ∪ Y
for some non-negative integer k and some SL∞-stable closed subset Y of gl∞ that does not
contain span(I∞).
Proof. Since X is a proper subset of gl∞, we know that
X ⊆ {P ∈ gl∞ | rk(P, I∞) ≤ ℓ}
for some ℓ ∈ Z≥0 by Lemma 20. Let k be the maximal non-negative integer such
that
{P ∈ gl∞ | rk(P, I∞) ≤ k} ⊆ X.
We will prove the statement by induction on the difference between ℓ and k.
Suppose that ℓ = k. Then X = {P ∈ gl∞ | rk(P, I∞) ≤ k} and the statement holds.
Now suppose that ℓ > k and let Y′ be an SL∞-stable closed subset of gl∞ that does
not contain span(I∞) such that
X ∩ {P ∈ gl∞ | rk(P, I∞) ≤ ℓ − 1} = {P ∈ gl∞ | rk(P, I∞) ≤ k} ∪ Y
′.
Consider the set Z = {λ ∈ K | ∃P ∈ X : rk(P − λI∞) = ℓ} and fix an element Q ∈ gl∞
with rk(Q) = ℓ. By Proposition 22, we know for λ ∈ K thatQ+ λI∞ ∈ X if and only
if λ ∈ Z. This shows that Z is a closed subset of K. So either Z = K or Z is finite. If
Z = K, then we see that X contains all P ∈ gl∞ with rk(P, I∞) ≤ ℓ by Proposition 22.
Since ℓ > k, this is not true and hence Z is finite. Take
Y = Y′ ∪
⋃
λ∈Z
{P ∈ gl∞ | rk(P − λI∞) ≤ ℓ}.
Then we see that X = {P ∈ gl∞ | rk(P, I∞) ≤ k} ∪ Y. 
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Proof of Theorem 5. Let S be the set pairs (k, f ) where k ∈ Z≥−1 and where f : K →
Z≥k is a function such that f
−1(Z>k) is finite. Define a partial ordering on S by
(k, f ) ≤ (ℓ, g) when k ≤ ℓ and f (λ) ≤ g(λ) for all λ ∈ K. Then for all (k, f ) ∈ S, the
set {(k, g) ∈ S | (k, g) ≤ (k, f )} is finite. So any descending chain in S stabilizes. For
a proper SL∞-stable closed subset X of gl∞, let kX be the maximal integer such that
{P ∈ gl∞ | rk(P, I∞) ≤ kX} ⊆ X and let fX : K → Z≥k be the function sending λ ∈ K to
the maximal k such that {P ∈ gl∞ | rk(P − λI∞) ≤ k} ⊆ X. Then, by Propositions 24
and 26, we see that
X = {P ∈ gl∞ | rk(P, I∞) ≤ kX} ∪
⋃
λ∈ f−1
X
(Z>kX )
{
P ∈ gl∞
∣∣∣ rk(P − λI∞) ≤ fX(λ)}
and that the map X 7→ (kX, fX) is an order preserving bijection between the set of
proper SL∞-stable closed subsets of gl∞ and S. Now consider a descending chain
X1 ⊇ X2 ⊇ X3 ⊇ X4 ⊇ . . .
of SL∞-stable closed subsets of gl∞. We get a descending chain
(kX1 , fX1) ≥ (kX2 , fX2) ≥ (kX3 , fX3) ≥ (kX4 , fX4) ≥ . . .
in Swhich must stabilize. Therefore the original chain also stabilizes. Hence gl∞ is
SL∞-Noetherian. The irreducible SL∞-stable closed subsets of gl∞ are as described
in the theorem by Propositions 22, 24, 25 and 26. 
Remark 27. The techniques used in the section can also be used to generalize
Theorem 1.5 from [DE] to G-Noetherianity where G = {(g, g) | g ∈ GL∞}. This
generalization also follows from Theorem 1.2 of [ES].
3.2. The proof of the other cases. Now, we turn our attention to cases (2)-(4b) of
Theorem 13. We start by proving some statements that are useful inmultiple cases.
Lemma 28. Let k, n be positive integers with k ≤ n and let P ∈ gln be a matrix. Then
rk(P) < k if and only if det(Q[k],[k]) = 0 for all Q ∼ P.
Proof. If rk(P) < k, then det(Q[k],[k]) = 0 for all Q ∼ P. Suppose that det(Q[k],[k]) = 0
for all Q ∼ P. Note that rk(P) < k if and only if det(PK,L) = 0 for all subsets
K,L ⊂ [n] of size k. One can prove this using reverse induction of the size of
K ∩L. If K = L, then PK,L = Q[k],[k] for some matrix Q ∼ P obtained from P by
conjugating with a permutationmatrix. So det(PK,L) = 0. For |K∩L| < k, we take
i ∈ K \L, j ∈ L \K and K′ = { j} ∪K \ {i} and note that, since |K′ ∩L| > |K ∩L|,
det(PK,L) = ±det(PK′,L) ± det(QK′,L) = 0
whereQ ∼ P is thematrix obtained fromPbyadding row i to row j and substracting
column j from column i. 
Lemma 29. Let k, ℓ, n ∈N be integers with n ≥ 6k and ℓ ≥ 2 and let P1, . . . ,Pℓ ∈ gln be
matrices of rank k. Then there exist Q1 ∼ P1, . . . ,Qℓ ∼ Pℓ such that
k < rk(Q1 + · · · +Qℓ, In) = rk(Q1 + · · · +Qℓ) ≤ 3k.
Proof. Let P,P′ ∈ gln be matrices such that rk(P), rk(P
′) ≤ n/2 − 1. We start with
three claims.
(0) For all Q ∼ P and Q′ ∼ P′, we have rk(Q +Q′) ≥ | rk(P) − rk(P′)|.
(1) There exist Q ∼ P and Q′ ∼ P′ with rk(Q +Q′) = rk(P) + rk(P′).
(2) There exist Q ∼ P and Q′ ∼ P′ with rk(Q +Q′) ≤ max(rk(P), rk(P′)).
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Claim (0) is obvious. For (1) and (2), take m = max(rk(P), rk(P′)) and note that
P ∼
(
TR TRS
R RS
)
∼
(
Im −S
In−m
)−1 (
TR TRS
R RS
) (
Im −S
In−m
)
=
(
(S + T)R 0
R 0
)
for somematricesR, S,TwithR an (n−m)×mmatrix of rank rk(P) by Proposition 16,
because otherwise rk(P, In) < rk(P) would hold. Similarly, we have
P′ ∼
(
• 0
R′ 0
)
∼
(
• R′′
0 0
)
for some (n−m)×mmatrix R′ andm× (n−m) matrix R′′ that both have rank rk(P′).
Now (1) follows from the fact that(
• 0
R 0
)
+
(
• R′′
0 0
)
has rank rk(P) + rk(P′) and (2) follows from the fact that(
• 0
R 0
)
+
(
• 0
R′ 0
)
has rank at most m.
Note that, since 6k ≤ n, if Q ∈ gln is a matrix with rk(Q) ≤ 3k, then rk(Q, In)
equals rk(Q) as the eigenvalue 0 must have the highest geometric multiplicity. So
to prove the lemma it suffices to prove that
k < rk(Q1 + · · · +Qℓ) ≤ 3k
for some Q1 ∼ P1, . . . ,Qℓ ∼ Pℓ using induction on ℓ. For ℓ = 2 this follows from (1).
Now suppose that ℓ > 2 and
k < rk(Q1 + · · · +Qℓ−1) ≤ 3k
for some Q1 ∼ P1, . . . ,Qℓ−1 ∼ Pℓ−1. Using (1) if rk(Q1 + · · · + Qℓ−1) ≤ 2k and using
(0) and (2) otherwise, we see that
k < rk
(
g(Q1 + · · · +Qℓ−1)g
−1 +Qℓ
)
) ≤ 3k
for some g ∈ GLn andQℓ ∼ Pℓ. Since gQ1g
−1 ∼ P1, . . . , gQℓ−1g
−1 ∼ Pℓ−1 andQℓ ∼ Pℓ
this proves the lemma. 
Let X be a G-stable closed subset of V and let Xi be the closure of the projection
of X to glni / span(Ini).
Lemma 30. Suppose that li + ri ≥ 2 for all i ∈ N. If there exists a k ∈ Z≥0 such that Xi
only contains elements P mod Ini with rk(P, Ini) ≤ k for all i≫ 0, then X ⊆ {0}.
Proof. The lemma follows by induction on k from the following statement.
(*) Let k, i ∈ N be integers such that ni ≥ 6k. If Xi+1 contains an element
P mod Ini+1 with rk(P, Ini+1) = k, then Xi contains an element Q mod Ini
with rk(Q, Ini) > k.
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Let k, i ∈ N be integers such that ni ≥ 6k and let P mod Ini+1 be an element of Xi+1
with rk(P, Ini+1) = k. By replacing the representative of the element P mod Ini+1 , we
may assume that rk(P) = k. By Lemma 28, we have
gPg−1 =

P11 . . . P1li • . . . • •
...
...
...
...
...
Pli1 . . . Plili • . . . • •
• . . . • Q11 . . . Q1ri •
...
...
...
...
...
• . . . • Qri1 . . . Qriri •
• . . . • • . . . • •

for P11, . . . ,Pli,li ,Q11, . . . ,Qriri ∈ glni with rk(P11) = k for some matrix g ∈ GLni+1 .
Since this is an open condition on g, the matrix gPg−1 is in fact of this form for
sufficiently general g ∈ GLni+1 . This allows us to assume that rk(P j j) = k for all
j ∈ [li] and rk(−Q
T
ℓℓ
) = rk(Qℓℓ) = k for all ℓ ∈ [ri]. Lemma 29 now tell us that by
replacing g by Diag(g1, . . . , gli+ri , Izi)g for some g1, . . . , gli+ri ∈ GLni , we may also
assume that
Q =
li∑
j=1
P j j −
ri∑
ℓ=1
QTℓℓ
satisfies k < rk
(
Q, Ini
)
and this proves (*). 
Let n ∈N be a multiple of char(K). Then the trace function on gln is an element
of K[gln / span(In)]
SLn . Note that if char(K) | ni and zi = 0, then char(K) | ni+1. So if
in addition char(K) = 2 or ri = 0, then the map
glni+1 / span(Ini+1) ։ glni / span(Ini)
P11 . . . P1li • . . . •
...
...
...
...
Pli1 . . . Plili • . . . •
• . . . • Q11 . . . Q1ri
...
...
...
...
• . . . • Qri1 . . . Qriri

mod Ini+1 7→
li∑
k=1
Pkk −
ri∑
ℓ=1
QTℓℓ mod Ini .
commutes with taking the trace.
Definition 31. When char(K) | ni and zi = 0 for all i ≫ 0 and in addition char(K) = 2
or ri = 0 for all i ≫ 0, define the trace of an element (Pi mod Ini )i ∈ V to be the
µ ∈ K such that tr(Pi) = µ for all i ≫ 0. Otherwise, define the trace of any element
of V to be zero.
Note that in all cases the trace of an element of V is G-invariant. For µ ∈ K,
denote the G-stable closed subset {P ∈ V | tr(P) = µ} of V by Yµ. Denote the closure
of the projection of Yµ to glni / span(Ini) by Yµ,i.
Theorem 32. Assume that li + ri ≥ 2 for all i ∈ N and that X ( Yµ for some µ ∈ K.
Suppose that for all i ∈ N such that I(Yµ,i) ( I(Xi) and for all non-zero polynomials
f ∈ I(Xi) \ I(Yµ,i) of minimal degree, the span of the SLni+1-orbit of the polynomial
f (P11 + · · · + Plili −Q
T
11 − · · · −Q
T
riri) ∈ I(Xi+1)
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contains a non-zero off-diagonal polynomial. Then either X = ∅ or X = {0}.
Proof. Since X is strictly contained in Yµ, there exists an integer j ≥ 2 such that
I(Yµ, j) ( I(X j). Note that I(Yµ,i) ( I(Xi) for all integers i ≥ j. For all i ≥ j, let
fi ∈ I(Xi) \ I(Yµ,i) be an element of minimal degree di. Then di ≤ d j for all i ≥ j and
by choosing j large enough we may assume that d j ≤ n j.
For i ≥ j, let gi ∈ I(Xi+1) be a non-zero off-diagonal polynomial contained in the
span of the SLni+1-orbit of fi(P11 + · · · + Plili − Q
T
11
− · · · − QTriri ). Then deg(g) ≤ di ≤
d j ≤ n j ≤ ni+1/2 since ni+1 = (li + ri)ni + zi ≥ 2ni. So by Remark 19 and Lemma 30,
we see that X ⊆ {0}. 
Corollary 33. Assume that li + ri ≥ 2 for all i ∈ N. Suppose that for all µ ∈ K, for
all G-stable closed subsets X ( Yµ, for all i ∈ N such that I(Yµ,i) ( I(Xi) and for all
non-zero polynomials f ∈ I(Xi) \ I(Yµ,i) of minimal degree, the span of the SLni+1-orbit of
the polynomial
f (P11 + · · · + Plili −Q
T
11 − · · · −Q
T
riri
) ∈ I(Xi+1)
contains a non-zero off-diagonal polynomial. Then the irreducible G-stable closed subsets
of V are the non-empty subsets among {0}, V and {v ∈ V | tr(v) = µ} for µ ∈ K and every
G-stable closed subset of V is a finite union of irreducible G-stable closed subsets.
Proof. Using Proposition 14, it is easy to check that thementioned subsets are either
irreducible or empty. If the trace map on V is zero, this is just Theorem 32 applied
to µ = 0. Assume the trace map is non-zero. Then the linear map
ϕ : K → V
µ 7→ ((µ + 1)E11 − E22 mod Ini)i.
has the property that tr(ϕ(µ)) = µ for all µ ∈ K. Let X be a G-stable closed subset
of V. Then
ϕ−1(X) =
{
µ ∈ K
∣∣∣ Yµ ⊆ X}
is a closed subset of K. So either ϕ−1(X) is finite or ϕ−1(X) = K. By Theorem 32, the
intersection of X with Y0 is either ∅, {0} or Y0 and the intersection of X with Yµ for
µ ∈ K \ {0} is either ∅ or Yµ. So either
X = {0} ∪
⋃
µ∈ϕ−1(X)\{0}
Yµ
or
X =
⋃
µ∈ϕ−1(X)
Yµ
when ϕ−1(X) is finite and X = V when ϕ−1(X) = K. 
What remains is reduce the cases (2)-(4b) of Theorem 13 to sequences
SLn1 SLn2 SLn3 . . .
ι1 ι2 ι3
where the conditions of the corollary are satisfied.
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Case (2): α + β = γ = ∞. Since γ = ∞, we do not have zi = 0 for all i ≫ 0. So we
get Y0 = V and Yµ = ∅ for all µ ∈ K \ {0}. By restricting to an infinite subsequence
we may assume that li + ri ≥ 2 and zi ≥ ni for all i ∈ N. Let i ∈ N be such that
I(Xi) , 0 and let f ∈ I(Xi) be a non-zero polynomial of minimal degree. Take l = li,
r = ri, z = zi, m = ni and n = ni+1 = (l + r)m + z. To prove that the conditions of
Corollary 33 are satisfied, we need to check the following condition:
(*) The span of the SLn-orbit of the polynomial
g := f (P11 + · · · + Pll −Q
T
11 − · · · −Q
T
rr)
contains a non-zero off-diagonal polynomial.
Consider the matrix
H =

P11 . . . P1l • . . . • •
...
...
...
...
...
Pl1 . . . Pll • . . . • •
• . . . • Q11 . . . Q1r •
...
...
...
...
...
• . . . • Qr1 . . . Qrr •
R1 . . . Rl • . . . • •
• . . . • • . . . • •

where Pk,ℓ,Qk,ℓ,Rk ∈ glm. For λ ∈ K, consider the matrix
A(λ) =

Im λIm
. . .
Im
Im
. . .
Im
Im
Iz−m

.
For all λ ∈ K, we have
A(λ)HA(λ)−1 =

P′
11
. . . P′
1l
• . . . • •
...
...
...
...
...
P′
l1
. . . P′
ll
• . . . • •
• . . . • Q11 . . . Q1r •
...
...
...
...
...
• . . . • Qr1 . . . Qrr •
• . . . • • . . . • •

where P′
11
= P11 + λR1 and P
′
j j
= P j j for all j ∈ {2, . . . , l}. This means that if we let
A(λ) act on g, we obtain the polynomial h(λ) = f (P11+ · · ·+Pll−Q
T
11
−· · ·−QTrr+λR1).
Let d be the degree of f and let fd = fd(P) be the homogeneous part of f of degree d.
Then fd(R1) is a non-zero off-diagonal polynomial on gln since m ≤ (n− 1)/2. Since
fd(R1) is the coefficient of h(λ) at λ
d, it is contained in this span of the h(λ). So (*)
holds. So we can apply Corollary 33 and this proves Theorem 13 in case (2).
22 ARTHUR BIK
Case (3a): β = ∞, γ < ∞ and char(K) , 2 or 2 ∤ ni for all i≫ 0. We do not have ri = 0
for all i ≫ 0. Furthermore, if char(K) = 2, then char(K) | ni for all i ≫ 0 does not
hold. So we again get Y0 = V and Yµ = ∅ for all µ ∈ K \ {0}. By restricting to an
infinite subsequence we may assume that ri > 0, li + ri > 2 and zi = 0 for all i ∈ N.
To assume that li + ri > 2, we use [BZ, Proposition 2.4]. If char(K) = 2, we may
furthermore assume that 2 ∤ ni for all i ∈ N. Let i ∈ N be such that I(Xi) , 0 and
let f ∈ I(Xi) be a non-zero polynomial of minimal degree. Take l = li, r = ri, m = ni
and n = ni+1 = (l + r)m. To prove that the conditions of Corollary 33 are satisfied,
we need to check the following condition:
(*) The span of the SLn-orbit of the polynomial
g := f (P11 + · · · + Pll −Q
T
11 − · · · −Q
T
rr)
contains a non-zero off-diagonal polynomial.
Consider the matrix
H =

P11 . . . P1l • . . . •
...
...
...
...
Pl1 . . . Pll • . . . •
R11 . . . R1l Q11 . . . Q1r
...
...
...
...
Rr1 . . . Rrl Qr1 . . . Qrr

where Pk,ℓ,Qk,ℓ,Rk ∈ glm. Also consider the matrix
A(Λ) =

Im Λ
. . .
Im
Im
. . .
Im

for Λ ∈ glm. For all Λ ∈ glm, we have
A(Λ)HA(Λ)−1 =

P′
11
. . . P′
1l
• . . . •
...
...
...
...
P′
l1
. . . P′
ll
• . . . •
• . . . • Q′
11
. . . Q′
1r
...
...
...
...
• . . . • Q′
r1
. . . Q′rr

where
P′11 = P11 + ΛR11
P′j j = P j j for j ∈ {2, . . . , l}
Q′11 = Q11 − R11Λ
Q′j j = Qℓℓ for ℓ ∈ {2, . . . , r}.
This means that if we let A(Λ) act on the polynomial g, we obtain the polynomial
h(Λ) = f (P11 + · · · + Pll − Q
T
11
− · · · − QTrr + ΛR11 + Λ
TRT
11
). Let d be the degree
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of f and let fd = fd(P) be the homogeneous part of f of degree d. Then we see
that the homogeneous part of h(Λ) of degree d in the coordinates of Λ equals
fd(ΛR11 + Λ
TRT
11
).
To prove that fd(ΛR11+Λ
TRT
11
) is non-zero as a polynomial inΛ and R11, we will
use reduction rules for graphs. See for example [BA] for more on this. Let Γ be an
undirected multigraph. Denote its vertex and edge sets by V(Γ) and E(Γ).
Definition 34. We consider the following three reduction rules:
(1) Remove an edge from Γ.
(2) Remove a vertex of Γ that has at least one loop.
(3) Pick a vertex v of Γ that has a least one loop. Replace an edge of Γ with
endpoints v , w by a loop at w.
We say that Γ reduces to a multigraph Γ′ if Γ′ can be obtained from Γ by applying
a series of reductions.
Lemma 35. If Γ reduces to the empty graph, then the linear map
ℓΓ : K
E(Γ) → KV(Γ)
(xe)e 7→

∑
e∋v
xe

v
is surjective. Here entries corresponding to loops are only added once.
Proof. If Γ is the empty graph, then ℓΓ is surjective. So it suffices to check that ℓΓ
is surjective whenever we have a reduction Γ′ of Γ such that the similarly defined
map ℓΓ′ is surjective. When Γ
′ is obtained from Γ by applying reduction rule (1),
this is easy. The other cases follow from the fact that xe only appears in coordinate
vwhen e is a loop with endpoint v. 
Lemma 36.
(a) If char(K) , 2, then {PQ + PTQT | P,Q ∈ gln} = gln for all n ∈N.
(b) If char(K) = 2, then {PQ + PTQT | P,Q ∈ gln} is dense in sln for all n ∈N.
Proof. In part (a) we can even take P and Q to be symmetric, because by [Ta, (ii)]
every matrix is a product of two symmetric matrices. For part (b), suppose that
char(K) = 2 and let n ∈ N be an integer. Then PQ + PTQT ∈ sln for all P,Q ∈ gln.
Note that {PQ + PTQT | P,Q ∈ gln} is dense in sln if and only if the morphism
ϕ : gln × gln → gln / span(En,n)
(P,Q) 7→ PQ + PTQT mod En,n
is dominant. To show that ϕ is dominant, it suffices to show that its derivative
d(R,S)ϕ : gln ⊕ gln → gln / span(En,n)
(P,Q) 7→ PS + PTST + RQ + RTQT mod En,n
at the point
(R, S) =


0 1
. . .
. . .
. . . 1
0

,

1
. .
.
. .
.
. .
.
1


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is surjective. Note that
(d(R,S)ϕ)(Ei, j, 0) = Ei,n+1− j + E j,n+1−i
(d(R,S)ϕ)(0,Ek,ℓ) = (1 − δk1)Ek−1,ℓ + (1 − δℓn)Eℓ+1,k
and hence (d(R,S)ϕ)(0,E1,n) = 0 and (d(R,S)ϕ)(Ei,i, 0) = 0 for all i ∈ [n], because
char(K) = 2. The other basis elements of gln ⊕ gln all get sent to a sum of one or two
basis elements of gln / span(En,n). To prove that d(R,S)ϕ is surjective, it suffices by
the previous lemma to prove that the restriction of d(R,S)ϕ to the span of these other
basis vectors equals ℓΓ for some multigraph Γ that reduces to the empty graph.
Define the multigraph Γ as follows: We let V(Γ) be the basis {Ei, j | (i, j) , (n, n)}
of gln / span(En,n) and we let E(Γ) be the set
{(Ei, j, 0) | i , j} ∪ {(0,Ek,ℓ) | k, ℓ ∈ [n]} \ {(0,E1,n)}
of basis element of gln ⊕ gln that are not mapped to 0. This allows to define the set
of endpoints of an edge in such a way that (d(R,S)ϕ)|span(E(Γ)) = ℓΓ. Next we check
that Γ reduces to the empty graph. One can check that Γ has two loops at E1,1, a
loop at Ek,1 for all k > 1 and a loop at Eℓ,n for all ℓ < n. We also have:
(x) edges with endpoints Ei, j and E j+1,i+1 for all i, j ∈ [n − 1];
(y) edges with endpoints Ek,1 and En,n+1−k for all 1 < k < n; and
(z) edges with endpoints Eℓ,n and E1,n+1−ℓ for 1 < ℓ < n.
First, we remove all other edges from Γ using reduction rule (1). Next, we replace
the edges (y) and (z) by loops at En,k for 1 < k < n and E1,ℓ for 1 < ℓ < n using
reduction rule (3). The graph Γ′ obtained this way has has the edges (x) together
with loops at E1,1 and E1,i,En,i,Ei,1,Ei,n for 1 < i < n. Now consider the connected
components of Γ′. One connected component consists of a path from E1,1 to En,n
with a loop at E1,1. All other components are path with loops at both ends starting
at a vertex of the form E1,i or Ei,1 and ending at a vertex of the form En,i or Ei,n. Each
of these components reduces to the empty graph by repeatedly using reduction
rules (2) and (3). Therefore Γ′ and Γ also reduce to the empty graph. Hence d(R,S)ϕ
is surjective and ϕ is dominant. 
Since the polynomial f is non-zero, so is fd. By combining the lemma with the
fact that fd(P + λIm) = fd(P) for all P ∈ glm and λ ∈ K, we see that the polynomial
fd(ΛR11 + Λ
TRT
11
) is non-zero. Now view fd(ΛR11 + Λ
TRT
11
) as a polynomial in Λ
whose coefficients are polynomials in the entries of R11. Any of its non-zero
coefficients is a non-zero off-diagonal polynomial on gln which is contained in the
span of the orbit of g. Here we use that m ≤ (n − 1)/2 since l + r > 2. So (*) holds.
So we can apply Corollary 33 and this proves Theorem 13 in case (3a).
Case (3b): β = ∞, γ < ∞, char(K) = 2 and 2 | ni for all i ≫ 0. Note that in this case
the trace map on V is non-zero. By restricting to an infinite subsequence we may
assume that ri > 0, li + ri > 2, zi = 0 and 2 | ni for all i ∈ N. Let µ ∈ K, suppose
that X ( Yµ and let i ∈ N be such that I(Yµ,i) ( I(Xi). Let f ∈ I(Xi) \ I(Yµ,i) be a
polynomial of minimal degree. Take l = li, r = ri, m = ni and n = ni+1 = (l + r)n.
To prove that the conditions of Corollary 33 are satisfied, we need to check the
following condition:
(*) The span of the SLn-orbit of the polynomial
g := f (P11 + · · · + Pll −Q
T
11 − · · · −Q
T
rr)
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contains a non-zero off-diagonal polynomial.
As in case (3a), we find that all coefficients of fd(ΛR11 + Λ
TRT
11
) are off-diagonal
polynomials on gln which are contained in the span of the orbit of g. So it suffices
to prove that fd(ΛR11 + Λ
TRT
11
) is not the zero polynomial.
Suppose that the polynomial fd(ΛR11 + Λ
TRT
11
) is the zero polynomial. Then
fd(P) = 0 for all P ∈ slm by Lemma 36(b). So fd is a multiple of the trace function
on glm and we can write fd = tr ·h for some h. But then f − (tr−µ)h ∈ I(Xi) \ I(Yµ,i).
This contradicts the minimality of the degree of f . So fd(ΛR11 + Λ
TRT
11
) can not be
the zero polynomial. So (*) again holds. So we can apply Corollary 33 and this
proves Theorem 13 in case (3b).
Case (4a): β + γ < ∞ and char(K) ∤ ni for all i ≫ 0. We do not have char(K) ∤ ni for
all i ≫ 0. So we get Y0 = V and Yµ = ∅ for all µ ∈ K \ {0}. By restricting to an
infinite subsequence we may assume that li > 2, ri = zi = 0 and char(K) ∤ ni for all
i ∈N. Let i ∈N be such that I(Xi) , 0 and let f ∈ I(Xi) be a non-zero polynomial of
minimal degree. Take l = li,m = ni and n = ni+1 = lm. Thenm ≤ (n− 1)/2. To prove
that the conditions of Corollary 33 are satisfied, we need to check the following
condition:
(*) The span of the SLn-orbit of the polynomial
g := f (P11 + · · · + Pll)
contains a non-zero off-diagonal polynomial.
Consider the matrix
H =

P11 . . . P1l
...
...
Pl1 . . . Pll

where Pk,ℓ ∈ glm. Also consider the matrix
A(Λ) =

Im Λ
Im
Im
. . .
Im

for Λ ∈ glm. For all Λ ∈ glm, we have
A(Λ)HA(Λ)−1 =

P′
11
. . . P′
1l
...
...
P′
l1
. . . P′
ll

where P′
11
= P11 +ΛP21, P
′
22 = P22 − P21Λ and P
′
j j
= P j j for j ∈ {3, . . . , l}. This means
that ifwe letA(Λ) act on g,we obtain the polynomial h(Λ) = f (P11+· · ·+Pll+[Λ,P21])
where [−,−] is the commutator bracket. Let d be the degree of f and let fd = fd(P)
be the homogeneous part of f of degree d. Then we see that the homogeneous part
of h(Λ) of degree d in the coordinates of Λ equals fd([Λ,P21]). Since f is non-zero,
so is fd. By [St, Theorem 6.3], we know that every element of glm is of the form
[X,Y] + λIm for some X,Y ∈ glm and λ ∈ K. So since fd(P + λIm) = fd(P) for all
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P ∈ glm and λ ∈ K, we see that fd([Λ,P21]) is not the zero polynomial. Any non-
zero coefficient of fd([Λ,P21]) as a polynomial in Λ satisfies (*). So we can apply
Corollary 33 and this proves Theorem 13 in case (4a).
Case (4b): β + γ < ∞ and char(K) | ni for all i ≫ 0. Note that in this case the trace
map on V is non-zero. By restricting to an infinite subsequence we may assume
that li > 2, ri = zi = 0 and char(K) | ni for all i ∈ N. We now proceed as in the case
(4a) with the same modifications that were established in case (3b).
4. Limits of classical groups of type C
From now on, we assume that char(K) , 2. In this section, we let G be the direct
limit of a sequence
Sp2n1 Sp2n2 Sp2n3 . . .
ι1 ι2 ι3
of diagonal embeddings given by
ιi : Sp2ni ֒→ Sp2ni+1(
A B
C D
)
7→
(
Diag(A, . . . ,A, Izi) Diag(B, . . . ,B, 0)
Diag(C, . . . ,C, 0) Diag(D, . . . ,D, Izi)
)
with li blocks A,B,C,D ∈ glni for some li ∈N and zi ∈ Z≥0. We let V be the inverse
limit of the sequence
sp2n1 sp2n2 sp2n3 . . .
where the maps are given by
sp2ni+1 ։ sp2ni
P11 . . . P1li • Q11 . . . Q1li •
...
...
...
...
...
...
Pli1 . . . Plili
... Qli1 . . . Qlili
...
• . . . . . . • • . . . . . . •
R11 . . . R1li • S11 . . . S1li •
...
...
...
...
...
...
Rli1 . . . Rlili
... Sli1 . . . Slili
...
• . . . . . . • • . . . . . . •

7→
(∑li
k=1
Pkk
∑li
k=1
Qkk∑li
k=1
Rkk
∑li
k=1
Skk
)
with Pkℓ = −S
T
ℓk
,Qkℓ,Rkℓ ∈ glni such that Qkℓ = Q
T
ℓk
and Rkℓ = R
T
ℓk
.
Theorem 37. The space V is G-Noetherian.
Let X ( V be a G-stable closed subset. Let Xi be the closure of the projection of
X to sp2ni and let I(Xi) ⊆ K[sp2ni ] be the ideal ofXi. If #{i | li > 1} < ∞, then Theorem
37 follows from [ES, Theorem 1.2].
Remark 38. LetX ( V be aG-stable closed subset in the casewhere #{i | li > 1} < ∞.
Then V can be identified with a subspace of the space of N×N matrices and we
can prove (using technique similar to the ones used in this paper) that X consists
of matrices of bounded rank. The G-Noetherianity of V then follows from the
Sym(N)-Noetherianity of KN×k for k ∈N. Important to note here is that, for every
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n ∈N, the group Sp2n contains all matrices corresponding to permutations π ∈ S2n
such that π(i + n) = π(i) + n for all i ∈ [n]. This allows us to define an action of
Sym(N) on V, up to which the closed subset X is Noetherian. Similar statements
hold for sequences of types B and D.
We assume that #{i | li > 1} = ∞. By restricting to an infinite subsequence, we
may assume that li ≥ 3 for all i ∈N.
Lemma 39. Let n ∈N, let Y ( sp2n be an Sp2n-stable closed subset and let Z be the closed
subset
{(
P Q
R −PT
)
∈ sp2n
∣∣∣∣∣∣ P = PT
}
of sp2n. Then there is a non-zero polynomial f ∈ I(Y) whose top-graded part is not
contained in the ideal of Z.
Proof. Since Y ( sp2n, there is a non-zero polynomial f ∈ I(Y). Since f is non-
zero, so is its top-graded part g. Let the group GLn act on sp2n via the diagonal
embedding GLn ֒→ Sp2n,A 7→ Diag(A,A
−T). Then we get a action of GLn on
K[sp2n]. Note that this action respects the grading on K[sp2n] and that the ideal
I(Y) is GLn-stable. So for all A ∈ GLn we have A · f ∈ I(Y) and the top-graded part
of this polynomial is A · g. Hence it suffices to prove that A · g < I(Z) for some
A ∈ GLn. Note that
GLn ·Z =
{
A ·
(
P Q
R −PT
) ∣∣∣∣∣∣ P = P
T,A ∈ GLn
Q = QT,R = RT
}
=
{(
APA−1 AQAT
A−TRA−1 −A−TPTAT
) ∣∣∣∣∣∣ P = P
T,A ∈ GLn
Q = QT,R = RT
}
=
{(
APA−1 Q
R −(APA−1)T
) ∣∣∣∣∣∣ P = P
T,A ∈ GLn
Q = QT,R = RT
}
and that {APA−1 | P = PT,A ∈ GLn} is dense in gln since K is infinite and diagonal
matrices are symmetric. So GLn ·Z is dense in sp2n. So since the polynomial g is
non-zero, there must be an A ∈ GLn such that A · g < I(Z). 
Lemma 40. Let i ∈ N and let f = f (P,Q,R) ∈ I(Xi) be a non-zero polynomial whose
top-graded part g is not contained in the ideal of
{(
P Q
R −PT
)
∈ sp2ni
∣∣∣∣∣∣ P = PT
}
.
Then I(Xi+1)∩K[rkℓ|1 ≤ k, ℓ ≤ ni+1]/(rkℓ−rℓk) contains a non-zero polynomial with degree
at most deg( f ).
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Proof. Take m = ni, l = li, z = zi and n = ni+1 = lm + z. Consider the matrix
H =

P11 . . . P1l • Q11 . . . Q1l •
...
...
...
...
...
...
Pl1 . . . Pll
... Ql1 . . . Qll
...
• . . . . . . • • . . . . . . •
R11 . . . R1l • S11 . . . S1l •
...
...
...
...
...
...
Rl1 . . . Rll
... Sl1 . . . Sll
...
• . . . . . . • • . . . . . . •

∈ sp2n
and consider the matrix
A(λ) =

Im λIm
Im λIm
In−2m
Im
Im
In−2m

∈ Sp2n
for λ ∈ K. The polynomial f = f (P,Q,R) ∈ I(Xi) pulls back to the element
f

l∑
k=1
Pkk,
l∑
k=1
Qkk,
l∑
k=1
Rkk

of I(Xi+1). For λ ∈ K, we have
A(λ)HA(λ)−1 =

P′
11
. . . P′
1l
• Q′
11
. . . Q′
1l
•
...
...
...
...
...
...
P′
l1
. . . P′
ll
... Q′
l1
. . . Q′
ll
...
• . . . . . . • • . . . . . . •
R11 . . . R1l • S
′
11
. . . S′
1l
•
...
...
...
...
...
...
Rl1 . . . Rll
... S′
l1
. . . S′
ll
...
• . . . . . . • • . . . . . . •

where
P′11 = P11 + λR21
P′22 = P22 + λR12
P′kk = Pkk for k = 3, . . . , l
Q′11 = Q11 + λ(S21 − P12) − λ
2R22
Q′22 = Q22 + λ(S12 − P21) − λ
2R11
Q′kk = Qkk for k = 3, . . . , l
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Let g be the top-gradedpart of f . Thenwe see that g(R21+R12,−(R11+R22),
∑l
k=1 Rkk)
is contained in the span of
A(λ) · f

l∑
k=1
Pkk,
l∑
k=1
Qkk,
l∑
k=1
Rkk

over all λ ∈ K. We have g(P,Q,R) , 0 for some symmetric matrices P,Q,R ∈ glm.
Since char(K) , 2, there are matrices R12,R21 such that R12 = R
T
21
and R21 +R12 = P.
And, since l > 2, there are symmetric matricesR11, . . . ,Rll such that−(R11+R22) = Q
and
∑l
k=1 Rkk = R. So we see that the polynomial
g
R21 + R12,−(R11 + R22),
l∑
k=1
Rkk
 ∈ I(Xi+1)
is non-zero. 
Since X ( V, we know that X j ( sp2n j for some j ∈ N. Using the previous
lemma, we see that there is a d ∈ Z≥0 such that I(Xi) ∩ K[rkℓ |1 ≤ k, ℓ ≤ ni]/(rkℓ − rℓk)
contains a non-zero polynomial of degree at most d for all i > j.
Lemma 41. Let n ∈N, let Y ( sp2n be an Sp2n-stable closed subset, let
M =
(
M11 M12
M21 M22
)
∈ Y
be an element and suppose that
I(Y) ∩ K[rkℓ |1 ≤ k, ℓ ≤ n]/(rkℓ − rℓk)
contains a non-zero polynomial of degreem+1. Then rk(M12), rk(M21) ≤ m. Furthermore,
if n > 6m, then rk(M11) = rk(M22) ≤ 3m/2 and rk(M) ≤ 5m.
Proof. Let GLn act on sp2n via the diagonal embedding
GLn ֒→ Sp2n
g 7→ Diag(g, g−T)
and on {R ∈ gln | R = R
T} by g · R = g−TRg−1. Then the projection map
π : sp2n → gln(
P Q
R S
)
7→ R
is GLn-equivairant. Let Z be the closure of π(Y) in {R ∈ gln | R = R
T}. Since Y is
GLn-stable, so areπ(Y) andZ. Since char(K) , 2, theGLn-orbits of {R ∈ gln | R = R
T}
consist of all symmetric matrices of equal rank. So Zmust consist of all symmetric
matrices of rank atmost h for some h ≤ n. Since I(Z) contains a non-zero polynomial
of degree m + 1, we see that h ≤ m. See, for example, [SS, §4]. So
Y ⊆
{(
P Q
R S
)
∈ sp2n
∣∣∣∣∣∣ rk(R) ≤ m
}
.
Let A ∈ gln be a symmetric matrix. Then we have(
0 In
−In A
)
∈ Sp2n
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with inverse (
A −In
In 0
)
.
Let (
P Q
R S
)
be an element of Y. Then(
0 In
−In A
) (
P Q
R S
) (
0 In
−In A
)−1
=
(
• •
ARA + AS − PA −Q •
)
∈ Y.
Sowe get rk(ARA+AS−PA−Q) ≤ m for all symmetric matricesA ∈ gln. For A = 0,
this gives us rk(Q) ≤ m and so rk(M12) ≤ m in particular. For all A, we can write
PA + (PA)T = (ARA + AS − PA −Q) − ARA +Q
since S = −PT. We get
rk(PA + (PA)T) ≤ rk(ARA + AS − PA −Q) + rk(ARA) + rk(Q) ≤ 3m.
Since we had no conditions on the element(
P Q
R S
)
∈ Y,
we also get rk(P′A + (P′A)T) ≤ 3m for all(
P′ •
• •
)
∈ GLn ·
(
P Q
R S
)
⊆ Y
and hence rk(P′A + (P′A)T) ≤ 3m for all P′ ∼ P. Now assume that n > 6m. Choose
A = Diag(I2m+1, 0) and write
P′ =
(
P′
11
P′
12
P′
21
P′22
)
∼ P
with P′
21
∈ gl2m+1. Then
P′A + (P′A)T =

• • P′T
21
•
P′
21

and hence rk(P′
21
) ≤ 3m/2. By Proposition 16, we see that rk(P, In) ≤ 3m/2 and
hence rk(P + λIn) ≤ 3m/2 for some λ ∈ K. Next, choose A = In. Then we see that
rk(P + PT) ≤ 3m. So
rk(2λIn) ≤ rk(P + P
T) + rk(P + λIn) + rk(P
T + λIn) ≤ 6m < n
and hence λ = 0. So we in fact have rk(P) ≤ 3m/2. In particular, we see that
rk(M11) = rk(M22) ≤ 3m/2. Combining this with rk(M12), rk(M21) ≤ m, we get
rk(M) ≤ 5m. 
Using Lemma 41, we see that there is an m ∈ Z≥0 such that
Xi ⊆
{(
P Q
R S
)
∈ sp2n
∣∣∣∣∣∣ rk(P) ≤ m
}
for all i≫ 0. As in the proof of Lemma 30, we see using Lemma 29 that this in fact
holds for m = 0.
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Lemma 42. Let n ∈N and let Y ( sp2n be an Sp2n-stable closed subset of{(
0 Q
R 0
) ∣∣∣∣∣∣ Q ∈ gln,Q = Q
T
R ∈ gln,R = R
T
}
.
Then Y ⊆ {0}.
Proof. Let (
0 Q
R 0
)
be an element of Y. Then(
0 In
−In In
) (
0 Q
R 0
) (
0 In
−In In
)−1
=
(
R •
• •
)
∈ Y
since Y is Sp2n-stable and therefore R = 0. By Lemma 41, we see that Q = 0. 
The lemma shows thatX ⊆ {0}. Sowhen #{i | li > 1} = ∞, the onlyG-stable closed
subsets of V are V, {0} and ∅. This proves in particular that V is G-Noetherian.
5. Limits of classical groups of type D
Recall that we assume that char(K) , 2. In this section, we let G be the direct
limit of a sequence
O2n1 O2n2 O2n3 . . .
ι1 ι2 ι3
of diagonal embeddings given by
ιi : O2ni ֒→ O2ni+1(
A B
C D
)
7→
(
Diag(A, . . . ,A, Izi) Diag(B, . . . ,B, 0)
Diag(C, . . . ,C, 0) Diag(D, . . . ,D, Izi)
)
with li blocks A,B,C,D ∈ glni for some li ∈N and zi ∈ Z≥0. We let V be the inverse
limit of the sequence
o2n1 o2n2 o2n3 . . .
where the maps are given by
o2ni+1 ։ o2ni
P11 . . . P1li • Q11 . . . Q1li •
...
...
...
...
...
...
Pli1 . . . Plili
... Qli1 . . . Qlili
...
• . . . . . . • • . . . . . . •
R11 . . . R1li • S11 . . . S1li •
...
...
...
...
...
...
Rli1 . . . Rlili
... Sli1 . . . Slili
...
• . . . . . . • • . . . . . . •

7→
(∑li
k=1
Pkk
∑li
k=1
Qkk∑li
k=1
Rkk
∑li
k=1
Skk
)
with Pkℓ = −S
T
ℓk
,Qkℓ,Rkℓ ∈ glni such that Qkℓ +Q
T
ℓk
= Rkℓ + R
T
ℓk
= 0.
Theorem 43. The space V is G-Noetherian.
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This proof of this theoremwill have the same structure as the proof of Theorem
37. Let X ( V be a G-stable closed subset. Let Xi be the closure of the projection of
X to o2ni and let I(Xi) ⊆ K[o2ni ] be the ideal ofXi. If #{i | li > 1} < ∞, then Theorem 43
follows from [ES, Theorem 1.2]. So we assume that #{i | li > 1} = ∞. By restricting
to an infinite subsequence, we may assume that li ≥ 3 for all i ∈N.
Lemma 44. Let n ∈ N, let Y ( o2n be an O2n-stable closed subset and let Z be the closed
subset {(
P Q
R −PT
)
∈ sp2n
∣∣∣∣∣∣ P = PT
}
of o2n. Then there is a non-zero polynomial f ∈ I(Y)whose top-graded part is not contained
in the ideal of Z.
Proof. The proof is analogous to the proof of Lemma 39. 
Lemma 45. Let i ∈ N and let f = f (P,Q,R) ∈ I(Xi) be a non-zero polynomial whose
top-graded part g is not contained in the ideal of{(
P Q
R −PT
)
∈ o2ni
∣∣∣∣∣∣ P = PT
}
.
Then I(Xi+1)∩K[rkℓ|1 ≤ k, ℓ ≤ ni+1]/(rkℓ+rℓk) contains a non-zero polynomial with degree
at most deg( f ).
Proof. The proof is analogous to the proof of Lemma 40, replacing A(λ) by the
matrix 
Im λIm
Im −λIm
In−2m
Im
Im
In−2m

∈ O2n .

Since X ( V, we know thatX j ( o2n j for some j ∈N. Using the previous lemma,
we see that there is a d ∈ Z≥0 such that I(Xi)∩K[rkℓ | 1 ≤ k, ℓ ≤ ni]/(rkℓ+rℓk) contains
a non-zero polynomial of degree at most d for all i > j.
Lemma 46. Let n ∈N, let Y ( o2n be an O2n-stable closed subset and suppose that
I(Y) ∩ K[rkℓ |1 ≤ k, ℓ ≤ n]/(rkℓ + rℓk)
contains a non-zero polynomial of degree m + 1. Then
Y ⊆
{(
P Q
R S
)
∈ o2n
∣∣∣∣∣∣ rk(Q), rk(R) ≤ 2m
}
.
Furthermore, if n ≥ 20m + 2, then rk(M) ≤ 10m for all M ∈ Y.
Proof. Let Z be the closure of the subset{
R
∣∣∣∣∣∣
(
P Q
R S
)
∈ Y
}
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of {R ∈ gln | R + R
T = 0}. Let GLn act on o2n via the diagonal embedding
GLn ֒→ O2n
g 7→ Diag(g, g−T)
and on {R ∈ gln | R+R
T = 0} by g ·R = gRgT. Then we see that Y is GLn-stable and
thereforeZ is also GLn-stable. So Zmust consist of all skew-symmetric matrices of
rank at most h for some even h ≤ n. Since I(Z) contains a non-zero polynomial of
degreem + 1, we see that h ≤ 2m. See [ADF, §3]. So
Y ⊆
{(
P Q
R S
)
∈ o2n
∣∣∣∣∣∣ rk(R) ≤ 2m
}
.
Let A ∈ gln be a skew-symmetric matrix and let(
P Q
R S
)
be an element of Y. Then we have(
0 In
In A
)
∈ O2n
and hence (
0 In
In A
) (
P Q
R S
) (
0 In
In A
)−1
=
(
• •
Q + AS − PA − ARA •
)
∈ Y.
So we get rk(Q + AS − PA − ARA) ≤ 2m. Choosing A = 0, we see that
Y ⊆
{(
P Q
R S
)
∈ o2n
∣∣∣∣∣∣ rk(Q) ≤ 2m
}
.
Assume that n ≥ 2(3m + 1). Since S = −PT and A = −AT, we get
rk(PA − (PA)T) ≤ rk(Q + AS − PA − ARA) + rk(ARA) + rk(Q) ≤ 6m.
Since Y is GLn-stable, we have rk(P
′A − (P′A)T) ≤ 6m for all P′ ∼ P. Choose
A =

I3m+1
0
−I3m+1

and write
P′ =

P′
11
P′
12
P′
13
P′
21
P′22 P
′
23
P′
31
P′
32
P′
33

with P′
11
,P′
13
,P′
31
,P′
33
∈ gl3m+1. Then
P′A − (P′A)T =

• P′T
23
•
−P′23 0 P
′
21
• −P′T
21
•

has rank at most 6m. Therefore the submatrix(
0 P′
21
−P′T
21
•
)
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also has rank at most 6m and hence and hence rk(P′
21
) ≤ 3m. By Proposition 16, we
see that rk(P, In) ≤ 3m. Hence
Y ⊆ {M ∈ o2n | rk(M,Diag(In,−In)) ≤ 2 · 2m + 2 · 3m = 10m}.
Assume thatn ≥ 20m+2, letM+λDiag(In,−In) be an element ofYwith rk(M) ≤ 10m
and λ ∈ K and let B ∈ gln be a skew-symmetric matrix of rank at least n − 1. Then(
In B
In
)
∈ O2n
and therefore (
In B
In
) (
M + λDiag(In,−In)
) (In B
In
)−1
∈ Y.
So this element must be of the form M′ − µDiag(In,−In) with rk(M) ≤ 10m and
µ ∈ K. Now note that
rk
λ
(
In B
In
)
Diag(In,−In)
(
In B
In
)−1
+ µDiag(In,−In)
 ≤ rk(M) + rk(M′) ≤ 20m.
So since
λ
(
In B
In
)
Diag(In,−In)
(
In B
In
)−1
+ µDiag(In,−In) =
(
• −2λB
• •
)
and rk(2B) ≥ n − 1 > 20m, we see that λ = 0. Hence Y consists of matrices of rank
at most 10m. 
Using Lemma 46, we see that there is an m ∈ Z≥0 such that
Xi ⊆
{(
P Q
R S
)
∈ o2n
∣∣∣∣∣∣ rk(P) ≤ m
}
for all i≫ 0. As in the proof of Lemma 30, we see using Lemma 29 that this in fact
holds for m = 0.
Lemma 47. Let n ∈N and let Y ( o2n be an O2n-stable closed subset of{(
0 Q
R 0
) ∣∣∣∣∣∣ Q ∈ gln,Q +Q
T = 0
R ∈ gln,R + R
T = 0
}
.
Then Y ⊆ {0}.
Proof. Let (
0 Q
R 0
)
be an element of Y. Then(
In A
In
) (
0 Q
R 0
) (
In A
In
)−1
=
(
AR •
• •
)
∈ Y
for all A ∈ gln with A + A
T = 0 since Y is O2n-stable and therefore R = 0. By
Lemma 46, we see that Q = 0. 
As in the previous section, the lemma shows that X ⊆ {0}. So again, when
#{i | li > 1} = ∞, the only G-stable closed subsets of V areV, {0} and ∅ and the space
V is G-Noetherian.
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6. Limits of classical groups of type B
In this last section of the proof of the Main Theorem, we still assume that
char(K) , 2. Now, we let G be the direct limit of a sequence
O2n1+1 O2n2+1 O2n3+1 . . .
ι1 ι2 ι3
of diagonal embeddings. To prove that the corresponding inverse limit V is G-
Noetherian, it suffices to consider the case where K is algebraically closed. The
following proposition shows that, if K = K and ιi has signature (li, zi) with li even,
then we can insert a group of type D into the sequence defining G.
Proposition 48. Suppose that K is algebraically closed. Let m, n ∈ Z≥0 be integers and
let ι : O2m+1 ֒→ O2n+1 be a diagonal embedding with signature (l, z). If l is even, then ι is
the composition of diagonal embeddings O2m+1 ֒→ Ol(2m+1) and Ol(2m+1) ֒→ O2n+1.
Proof. By Lemma 11, it suffices to find one diagonal embedding ι : O2m+1 ֒→ O2n+1
with signature (l, z) for which the proposition holds. For k ∈N, note that the group
Hk =
A ∈ GLk
∣∣∣∣∣∣∣∣ A

1
. .
.
1
AT =

1
. .
.
1


is conjugate to Ok in GLk. The map
H2m+1 ֒→ Hl(2m+1)
A 7→ Diag(A, . . . ,A)
induces a diagonal embedding O2m+1 ֒→ Ol(2m+1) with signature (l, 0). Note that
2n + 1 = l(2m + 1) + z and so z is odd. Write z = 2k + 1. Then the map
Ol(2m+1) ֒→ O2n+1
(
A B
C D
)
7→

A B
Ik
1
C D
Ik

is a diagonal embedding with signature (1, z). Now, let ι be the composition of
these two diagonal embeddings. Then ι is itself a diagonal embedding and has
signature (l, z). 
Suppose that K is algebraically closed and that the diagonal embeddings ιi have
signatures (li, zi) with li even for infinitely many i ∈N. Then the proposition shows
that we can replace our sequence by a supersequence in which groups of type D
appear infinitely many times. In this case V is G-Noetherian by the previous
section. So, even if K is not algebraically closed, we only have to consider the
case where this does not happen. And, by replacing our sequence by an infinite
subsequence, we may assume that li ∈ N odd for every i ∈ N. As both ni and
ni+1 = lini + zi are odd, this forces zi ∈ Z≥0 to be even for all i ∈N. Our next task is
to find diagonal embeddings with such signatures.
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First, note that for n ∈N and z ∈ Z≥0 the map
ι1,2z : O2n+1 ֒→ O2(n+z)+1

A α B
β µ γ
C δ D
 7→

A α B
Iz
β µ γ
C δ D
Iz

is a diagonal embeddingwith signature (1, 2z). HereA,B,C,D ∈ gln,α, β
T, γT, δ ∈ Kn
and µ ∈ K. The associated map of Lie algebras is
pr1,2z : o2(n+z)+1 ։ o2n+1
P • v Q •
• • • • •
φ • 0 ψ •
R • w S •
• • • • •

7→

P v Q
φ 0 ψ
R w S

with P = −ST,Q,R ∈ gln and v = −ψ
T,w = −φT ∈ Kn such thatQ+QT = R+RT = 0.
Next, we construct a diagonal embedding O2n+1 ֒→ Ol(2n+1) with signature (l, 0)
for all n ∈N and l ∈N odd. Write
Jk =

1
. .
.
1
 ∈ GLk
for k ∈N and take
H2n+1,l =
A ∈ GLl(2n+1)
∣∣∣∣∣∣∣∣ A

Iln
Jl
Iln
AT =

Iln
Jl
Iln


for all n ∈N and l ∈N odd. Then we have
P

Iln
Jl
Iln
PT =

Iln+k
1
Iln+k

where
P =

Iln
Ik
1
Iln
Jk

is a permutation matrix. So the map
H2n+1,l → Ol(2n+1)
A 7→ PAPT
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is an isomorphism. Consider the map
O2n+1 ֒→ H2n+1,l

A α B
β µ γ
C δ D
 7→

A α B
. . .
. . . . .
.
A α B
β µ γ
. . .
. . . . .
.
β µ γ
C δ D
. .
.
. .
. . . .
C δ D

where A,B,C,D ∈ gln, α, β
T, γT, δ ∈ Kn and µ ∈ K all occur l times on the right hand
side. Write l = 2k + 1. By taking the composition of these two maps, we get a
diagonal embedding O2n+1 ֒→ Ol(2n+1) with signature (l, 0).
Write J = Jl and consider the Lie algebra
h2n+1,l =
P ∈ gll(2n+1)
∣∣∣∣∣∣∣∣ P

Iln
Jl
Iln
 +

Iln
Jl
Iln
PT = 0

=


P V Q
Φ U Ψ
R W S
 ∈ gll(2n+1)
∣∣∣∣∣∣∣∣
P + ST = Q +QT = R + RT = 0
VJ +ΨT =WJ + ΦT = 0
UJ + JUT = 0

ofH2n+1,l. The mapO2n+1 ֒→ H2n+1,l corresponds to the map h2n+1,l ։ o2n+1 sending
P11 . . . P1l V11 . . . V1l Q11 . . . Q1l
...
...
...
...
...
...
Pl1 . . . Pll Vl1 . . . Vll Ql1 . . . Qll
Φ11 . . . Φ1l U11 . . . U1l Ψ11 . . . Ψ1l
...
...
...
...
...
...
Φl1 . . . Φll Ul1 . . . Ull Ψl1 . . . Ψll
R11 . . . R1l W11 . . . W1l S11 . . . S1l
...
...
...
...
...
...
Rl1 . . . Rll Wl1 . . . Wll Sl1 . . . Sll

to 
P11 + · · · + Pll V11 + · · · + Vll Q1l + · · · +Ql1
Φ11 + · · · + Φll U11 + · · · +Ull Ψ1l + · · · +Ψl1
R1l + · · · + Rl1 W1l + · · · +Wl1 S11 + · · · + Sll
 .
Here, for each entry, we either sum along the diagonal or along the anti-diagonal
in a manner consistent with the definition of the map O2n+1 ֒→ H2n+1,l. The map
H2n+1,l → Ol(2n+1) corresponds to the map ol(2n+1) → h2n+1,l sending Q to P
TQP−T.
We let the diagonal embeddings in the sequence
O2n1+1 O2n2+1 O2n3+1 . . .
ι1 ι2 ι3
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be (compositions of) the forms above. As in the previous sections, if only finitely
many embeddings have signature (li, 2zi) with li > 1, then Theorem 37 follows
from [ES, Theorem 1.2]. So we assume that #{li | li > 1} = ∞. Now, by replacing
our sequence by an infinite subsequence, we may assume that li ∈N is odd and at
least 3 for every i ∈N.
Lemma 49. Let Y ( h2n+1,l be an H2n+1,l-stable closed subset and let Z be the closed subset

P V Q
Φ U Ψ
R W S
 ∈ h2n+1,l
∣∣∣∣∣∣∣∣ P = P
T

of h2n+1,l. Then there is a non-zero polynomial f ∈ I(Y) whose top-graded part is not
contained in the ideal of Z.
Proof. The proof is analogous to the proof of Lemma 39. 
Lemma 50. Let X be an H2n+1,l-stable closed subset of h2n+1,l and let Y be the closure of its
image in o2n+1. Let f ∈ I(Y) ⊆ K[o2n+1] be a non-zero polynomial whose top-graded part
g is not contained in the ideal of

P V Q
Φ U Ψ
R W S
 ∈ h2n+1,l
∣∣∣∣∣∣∣∣ P = P
T
 .
Then I(X) contains a non-zero polynomial with degree at most deg( f ) that only depends
on R and two columns of W.
Proof. Consider the matrix
P11 . . . P1l V11 . . . V1l Q11 . . . Q1l
...
...
...
...
...
...
Pl1 . . . Pll Vl1 . . . Vll Ql1 . . . Qll
Φ11 . . . Φ1l U11 . . . U1l Ψ11 . . . Ψ1l
...
...
...
...
...
...
Φl1 . . . Φll Ul1 . . . Ull Ψl1 . . . Ψll
R11 . . . R1l W11 . . . W1l S11 . . . S1l
...
...
...
...
...
...
Rl1 . . . Rll Wl1 . . . Wll Sl1 . . . Sll

∈ h2n+1,l
and note that the polynomial f = f (P,Q,R, v,w) ∈ I(Y) induces the element
f (P11 + · · · + Pll,Q1l + · · · +Ql1,R1l + · · · + Rl1,V11 + · · · + Vll,W1l + · · · +Wl1)
of I(X). Consider the matrix
A(λ) =

In −λIn
. . .
In λIn
Il
In
. . .
In

∈ H2n+1,l
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for λ ∈ K. One can check that
g(R1l − Rl1,−(R1l + Rl1),R1l + · · · + Rl1,W1l −Wl1,W1l + · · · +Wl1)
is contained in the span of
A(λ) · f (P11 + · · · + Pll,Q1l + · · · +Ql1,R1l + · · · + Rl1,V11 + · · · + Vll,W1l + · · · +Wl1)
over all λ ∈ K. So it is an element of I(X) and its degree is at most deg( f ).
Next, consider the matrix
B(µ) =

Iln
1
µ
. . .
. . .
−µ 1
Iln

∈ H2n+1,l
for µ ∈ K. Let h(P,Q,R, v,w) be the top-graded part of gwith respect to the grading
where P,Q,R get grading 0 and v,w get grading 1. Then one can check that
h(R1l − Rl1,−(R1l + Rl1),R1l + · · · + Rl1,−Wl−1,2,W1l +Wl−1,2)
is contained in the span of
B(µ) · g(R1l − Rl1,−(R1l + Rl1),R1l + · · · + Rl1,W1l −Wl1,W1l + · · · +Wl1)
over all µ ∈ K. This polynomial is contained in I(X) and has degree at most
deg( f ). 
The following proposition tells us how to use the equation we gain from
Lemma 49. Let GLn act on {Q ∈ gln | Q = −Q
T} by g · Q = gQgT. Let k ≤ n
be an integer and let GLn act on K
n×k by left-multiplication.
Proposition 51. Let R ∈ gln be a skew-symmetric matrix and let W ∈ K
n×k be a matrix
of rank k. Then the closure of the GLn-orbit of (R,W) inside {Q ∈ gln | Q = −Q
T} ⊕ Kn×k
contains all tuples (Q,V) with rk(Q) ≤ rk(R) − 2k.
Proof. We will prove the proposition using induction on k. The case k = 0 is well-
known. So assume that 0 < 2k ≤ rk(R). Let X be the closure of the GLn-orbit of
(R,W). Note that we may replace (R,W) with any element in its GLn-orbit. Since
rk(W) = k, we may therefore assume that the last column of W equals en. Now, if
we act with a matrix of the form
1
. . .
. . .
a1 . . . an−1 1

,
then the last column ofW stays equal to en. And, the last column of R becomes(
a1r1 + · · · + an−1rn−1 + rn
0
)
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if we write
R =
(
r1 . . . rn−1 rn
• . . . • 0
)
with r1, . . . , rn ∈ K
n−1. As rk(R) > k = rk(W) and en is contained in the image ofW,
we see that (
a1r1 + · · · + an−1rn−1 + rn
0
)
is not contained in the image of W for some a1, . . . , an−1. So we may also assume
that the last column of R is not contained in the image of W. Next, note that the
last column ofW stays en and the last column of R stays outside the image ofW if
we act with a matrix of the form Diag(g, 1) with g ∈ GLn−1. Since the last column
of R is non-zero, we may therefore assume in addition that
R =

R′ w 0
−wT 0 1
0 −1 0

for some R′ ∈ gln−2 and w ∈ K
n−2. So the vector en−1 is not contained in the image
ofW. Note that rk(R′) ≥ rk(R) − 2. Write
W =

W′ 0
vT 0
uT 1

withW′ ∈ K(n−2)×(k−1) and u, v ∈ Kk−1. Since en−1 is not contained in the image ofW,
the matrix (W en−1) has rank k + 1 and hence rk(W
′) = k − 1. The limit
lim
λ→0
Diag(In−2, λ, 1) · (R,W) =


R′ 0 0
0 0 0
0 0 0
 ,

W′ 0
0 0
uT 1


is an element of X. Using the induction hypothesis, we see that X contains

Q 0 0
0 0 0
0 0 0
 ,

V 0
0 0
uT 1


for all skew-symmetric matrices Q ∈ gln−2 of rank at most rk(R) − 2k and all
V ∈ K(n−2)×(k−1) . By acting with a permutation matrix, we see in particular that

Q 0 0
0 0 0
0 0 0
 ,

0 0
Ik−1 0
uT 1

 ∈ X
for all skew-symmetrix matrices Q ∈ gln−k of rank at most rk(R) − 2k. Therefore
(
Diag(Q, 0),V
)
= lim
λ→0
(
Diag(In−k, λIk) +
(
0 V
(
Ik−1 0
−uT 1
)))
·


Q 0 0
0 0 0
0 0 0
 ,

0 0
Ik−1 0
uT 1

 ∈ X
for all skew-symmetrixmatricesQ ∈ gln−k of rank atmost rk(R)−2k and allmatrices
V ∈ Kn×k. So since X is GLn-stable, we see that (Q,V) ∈ X for all skew-symmetric
matrices Q ∈ gln of rank at most rk(R) − 2k and all matrices V ∈ K
n×k. 
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Lemma 52. There are integers c0, c1, c2 ∈ N such that the following holds: let m ∈ Z≥0
be an integer with c2m ≤ n and let M ∈ h2n+1,l be an element such that for all matrices
P V Q
Φ U Ψ
R W S
 ∈ H2n+1,l ·M
it holds that rk(R) ≤ m or the first and last column of W are linearly dependent. Then we
have rk(M) ≤ c1m + c0.
Proof. Let 
P V Q
Φ U Ψ
R W S

be an element of the orbit ofM. We assume that c2m ≤ n with c2 high enough and
we will prove a series of claims, which together imply that rk(M) ≤ c1m + c0 for
suitable c0, c1 ∈N.
(x) We have rk(R) ≤ m + 4.
Suppose that rk(R) > m. Note that Diag(Iln, g, Iln) ∈ H2n+1,l for all g ∈ GLl with
gJgT = J. We have

Iln
g
Iln


P V Q
Φ U Ψ
R W S


Iln
g
Iln

−1
=

P Vg−1 Q
gΦ gUg−1 gΨ
R Wg−1 S

for all g ∈ GLl. So we see that the first and last column of Wg
−1 are linearly
dependent for all g ∈ GLl with gJg
T = J. Using the fact that
g =

1
. . .
λ
. . .
. . .
−λ 1

satisfies gJgT = J as long as λ is not in the middle row together with JJJT = J, it is
now easy to check that rk(W) ≤ 2. Next, note that

Iln A −
1
2AJA
T
Il −JA
T
Iln
 ∈ H2n+1,l
for all A ∈ Kln×l. For all A ∈ Kln×l, we have

Iln A −
1
2AJA
T
Il −JA
T
Iln

−1 
P V Q
Φ U Ψ
R W S


Iln A −
1
2AJA
T
Il −JA
T
Iln
 =

• • •
• • •
R W + RA •

and hence rk(W + RA) ≤ 2. So rk(RA) ≤ 4 and hence rk(R) ≤ 4.
(y) We have rk(Q) ≤ m + 4 and rk(P) = rk(S) ≤ 3(m + 4)/2.
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Repeat the proof of Lemma 46 and act with matrices
Iln
Il
Iln A
 ,

Iln B
Il
Iln

with A = −AT and B = −BT.
(z) We have rk(W) = rk(Φ), rk(V) = rk(Ψ) ≤ 4(m + 4) and rk(U) ≤ 22(m+ 4).
We have
Iln A −
1
2AJA
T
Il −JA
T
Iln

−1 
P V Q
Φ U Ψ
R W S


Iln A −
1
2AJA
T
Il −JA
T
Iln
 =

• • •
• • •
• • T

with T = − 12RAJA
T −WJAT + S for all A ∈ Kln×l. So rk(WJAT) ≤ 4(m + 4) for all
A ∈ Kln×l. So rk(W) = rk(Φ) ≤ 4(m + 4). By conjugating with
Iln
Il
Iln

we also see that rk(V) = rk(Ψ) ≤ 4(m + 4). We have

Iln A −
1
2AJA
T
Il −JA
T
Iln

−1 
P V Q
Φ U Ψ
R W S


Iln A −
1
2AJA
T
Il −JA
T
Iln
 =

• • T
• • •
• • •

with
T =
(
Iln −A −
1
2AJA
T
) 
P V Q
Φ U Ψ
R W S


− 12AJA
T
−JAT
Iln
 .
Now, we know that rk(T) ≤ m+ 4. Also, the matrix T is a sum of nine matrices: the
matrix AUJAT and eight other matrices for which we have found bounds on the
rank. Adding all these bounds together, we find that
rk(AUJAT) ≤ (1 + 1 + 1 + 3/2 + 3/2 + 4 + 4 + 4 + 4)(m + 4) = 22(m + 4)
for all A ∈ Kln×l. Hence rk(U) ≤ 22(m + 4).
Together (x), (y) and (z) show that
rk

P V Q
Φ U Ψ
R W S
 ≤ c1m + c0
for some c0, c1 ∈N. So this holds in particular if we let this matrix beM itself. 
We combine these results as in the previous section. Lemmas 49 and 50 play the
roles of Lemmas 44and 45and give us off-diagonal polynomials. Then, Proposition
51 with k = 2 shows us the structure of the off-diagonal part of the matrix as a
GLn-representation with the Zariski topology. From this and the degree of the
off-diagonal polynomial, we get bounds on ranks of some submatrices. Lemma 52
turns these bounds into a rank bound on thematrix itself. Finally, we find similarly
to Lemma 30 that X ⊆ {0} and this implies that V is G-Noetherian.
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7. Further questions
Representation-inducingfunctors. As stated in the introduction, many examples
of infinite-dimensional spaces that are Noetherian up to the action of some group
arise from taking limits of sequences after applying certain functors. So one could
hope that our spacesV and groupsG can be contructed from functors in such away
that these functors are suitably Noetherian and that this Noetherianity implies the
results of this paper. Concretely, is there a class of topologicallyNoetherian functors
fromwhich the representations in this paper arise and do any new representations
arise from such functors?
Classifications for types B, C and D. Theorem 13 classifies all G-stable closed
subsets of V when G is the direct limit of diagonal embeddings between classical
groups of type A. One wonders whether such a classification exists for the other
types. The key part of the proof of Theorem 13 seems to be Proposition 22,
which gives a complete descriptions of the closures of orbits. So it would be very
interesting to see whether such descriptions can be found for the other types.
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