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Abstract: We study the transport properties of defective single-walled armchair carbon nanotubes (CNTs) on a
mesoscopic length scale. Monovacancies and divancancies are positioned randomly along the CNT. The calculations
are based on a fast, linearly scaling recursive Green’s function formalism that allows us to treat large systems quantum-
mechanically. The electronic structure of the CNT is described by a density-functional-based tight-binding model. We
determine the influence of the defects on the transmission function for a given defect density by statistical analysis. We
show that the system is in the regime of strong localization (e.g. Anderson localization). In the limit of large disorder
the conductance scales exponentially with the number of defects. This allows us to extract the localization length.
Furthermore, we study in a systematic and comprehensive way, how the conductance, the conductance distribution,
and the localization length depend on defect probability, CNT diameter, and temperature.
Keywords: carbon nanotube (CNT); defect; density-functional-based tight binding (DFTB); electronic transport;
recursive Green’s function formalism (RGF); strong localization
1 Introduction
Carbon nanotubes (CNTs) [Iij91] offer remarkable electronic properties [Cha07,Cre08] and thus, they are of great
interest for different applications in nanotechnology. Semiconducting CNTs are applied for example as a channel in
field effect transistors [Tan98] and metallic ones are used as interconnects [Kre02,Whi98]. Like in any other technology,
several challenges have to be overcome.
One challenge is the unavoidable presence of defects even in CNTs of the highest quality. Mono- and divacancies
are the most common intrinsic defects. They can be created during irradiation [Kra01, Rod09] and plasma
processes [Kim10], which are necessary for nanoelectronic applications. Furthermore, one can find vacancy clusters,
crystallographic defects, substitutional defects, impurities, and functionalizations. CNTs which are shorter than
the mean free path of the electrons show ballistic conduction. That means the absence of scattering processes,
leading to the highest possible conductance. The introduction of defects has a strong influence on the conductivity
[Dai96, Ebb96]. The ballistic transport in clean CNTs is driven into the regime of strong localization [Jia01]. This
has been studied selectively for vacancies [Bie08,Flo08,Bie05], vacancy clusters [Lee12], substitutional atoms [Kho09],
and functionalizations [Bla10, Lop10, Lop09]. Experimental studies confirm the theoretically predicted localization
regime [Gom05]. The results are qualitatively similar to CNTs with disorder described by the Anderson model of
localization [Ana98].
Due to the lack of devices based on high quality CNTs with well defined defect properties a systematic experimental
study of the influence of defects on the electron transport properties is still out of reach. Thus, numerical calculations
with efficient algorithms are the method of choice to derive general dependencies.
To calculate properties of quantum mechanical systems, density functional theory (DFT) is a sufficiently exact
and common tool to deal with systems of up to thousand atoms. However, the typical O(N3) scaling (where N
is the number of atoms) of the computational effort, excludes DFT from applications in the mesoscopic range with
several hundred thousand atoms. Although the search for linear scaling DFT approaches is a very active field of
research [Bow12], standard DFT codes can not be applied to the large systems we want to describe.
We avoid these limitations by using the recursive (equilibrium and non-self-consistent) Green’s function formalism
(RGF) for our transport calculations [Tho81], described in section 2.2. The RGF is a very efficient and fast algorithm
for one-dimensional systems with short-range interactions. Its computational effort scales linearly with the number of
atoms in the system.
To describe the underlying electronic structure, we use the density-functional-based tight-binding (DFTB) approach
[Por95,Sei96], which is a hybrid of DFT and TB. It combines the accuracy of DFT with the computational simplicity
of TB and therefore, it is a perfect model to be used as basis for the RGF.
The present paper describes a comprehensive and systematic study of transport properties of defective armchair
CNTs. We focus on mono- and divacancies, which are the most common defects occurring in CNTs. We calculate
the transmission function and the conductivity of random defect configurations for various defect probabilities and
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(a)
HL HC HR
τLC τCR
τLR
(b)
HL H1 H2 HM−1 HM HR
τL1 τ12 τ(M−1)M τMR
τL2 τ(M−1)R
Figure 1: Scheme of the whole system used in the transport formalism. The Hamilton matrices of the subsystems are denoted
by H and the coupling matrices between the subsystems by τ . (a) The two electrodes (L and R) consist of ideal, semi-infinite
CNTs. The central region (C) includes the defective CNT. (b) The central region is divided into N subsystems to which the
RGF is applied.
tube lengths, and quantify the scaling behaviour of the mean conductance by extracting the localization length.
Furthermore, the influence of the temperature on the statistical variation of the conductance of individual CNTs
as well as on the mean conductance and the localization length is discussed. We determine the dependence of the
localization length on the tube diameter for different defect types and temperatures for the first time in a systematic
way with a consistent theory.
2 Theoretical framework
To describe the electronic transport of defective CNTs we use a fast, linearly scaling RGF, which is embedded in
the common equilibrium Green’s function transport formalism [Dat05].
2.1 Transport formalism
We consider an infinite CNT with a finite number of defects. To handle this, the whole system is treated as a
device configuration, which is sketched in figure 1a. The device consists of two semi-infinite electrodes and a finite
central region, which contains the defects. Such a partition is due to the requirement of numerical simplicity, because
the treatment of the whole infinite and non-periodic system is computationally impracticable. By separating the
electrodes from the defective central region, they can be handled like a bulk system, using the very efficient iterative
renormalization decimation algorithm (RDA) [Lop84, Lop85]. Thus, the Schrödinger equation of the infinite system
can be reduced to an effective Schrödinger equation for the finite central region.
The Schrödinger equation of the whole device within an orthonormal basis reads
HL τLC 0
τCL HC τCR
0 τRC HR
Ψ = EΨ (1)
with Hamilton matrices H and coupling matrices τ , corresponding to the parts L, R, and C. There is no coupling
between the two electrodes, because this can be neglected by choosing the central region always larger than the
interaction range of its atoms. For a non-orthogonal basis with an additional overlap matrix the system can be
transformed into a form like (1). The subsequent equations can easily be obtained in this case by substituting the
corresponding Hamilton matrices and coupling matrices.
We define the advanced Green’s function matrix of the central region
GC(E) = lim
η→0+
[(E + iη)I −HC −ΣL −ΣR]−1 . (2)
The selfenergy matrices ΣL = τCLGLτLC and ΣR = τCRGRτRC describe the coupling to the electrodes and lead to an
energy shift of the related states. The advanced surface Green’s functions of the electrodes GL/R are calculated by
the RDA. I is an identity matrix of required dimension. The mathematical limit η → 0+ is not feasible. In fact, η
will be used as a numerical parameter, which is set to a sufficiently small, fixed value to get well conditioned matrices
and small errors for the inversion (2) near eigenvalues and a good convergence of the RDA. We choose η = 10−4 for
calculating the Fermi energy with RDA.
The transmission spectrum T (E) of the device configuration, which is given by the sum over all transmission
probabilities of accessible transmission channels, is calculated using
T (E) = Tr
[
ΓRGCΓLG†C
]
. (3)
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The matrices ΓL/R = i(ΣL/R − Σ†L/R) describe the broadening of the energy levels of the central region due to the
coupling to the electrodes.
The conductance G in the limit of vanishing applied voltage is calculated within the Landauer-Büttiker
formalism [But85]. Thus, it is determined as
G = −G0
∞ˆ
−∞
T (E)f ′(E)dE , (4)
where f(E) is the Fermi distribution function and G0 = 2e2/h ≈ (12.9 kΩ)−1 is the conductance quantum. The
temperature dependence of G is contained in f(E). At zero temperature it follows
G = G0T (EF) , (5)
where EF is the Fermi energy.
Note that only elastic scattering at static defects is described by the present theory. Phonons are neglected. Thus,
the results are limited to the coherent regime. The coherent regime is either achieved by small tube lengths (smaller
than the phase coherence length) or attained by large defect densities (which causes elastic scattering to dominate).
Otherwise, decoherence effects must be taken into account.
The neglection of decoherence effects in our work is justified by the fact that the defective regions are up to 2460 nm
long. Acoustic phonons have a coherence length of 2400 nm [Par04], whereas optical phonons have a coherence length
in the range of ten to hundred nm [Par04,Jav04]. But in contrast to acoustic phonons, optical phonons have energies
above thermal fluctuations and can be neglected in the low bias regime. Consequently, the tube lengths used here are
small enough to assume coherent transport. In [Ish10] it is shown that a (5,5)-CNT with Anderson-type disorder of
certain strength has a characteristic temperature Tc = 250K, above which phonon scattering dominates. The authors
get an elastic scattering length of about 690 nm. The defect probabilities that we use (see section 3), lead to a lower
elastic scattering length, i.e. higher Tc. For example, the temperature Tc is above T = 500K for defect probabilities
pD > 0.001
‡.
2.2 Recursive Green’s function formalism
The calculation time of the formalism shown so far scales as t ∼ O([dimHC]3), because the inversion (2) is the most
time-consuming process. Calculating very large systems with several hundred thousand atoms would not be feasible
with respect to calculation times and memory requirements. However, the RGF [Tho81] provides an algorithm which
avoids these problems and is especially well suited for quasi one-dimensional systems with short-range interaction.
We consider a device configuration with a central region, whose length is much larger than the interaction range of
an atom. Thus, it can be divided into N subsystems in such a way, that every cell interacts only with its nearest-
neighbour cells, as shown in figure 1b. Thus, we neglect the coupling between non-nearest-neighbour cells in the same
way as we neglect the coupling between the two electrodes in figure 1a. It follows, that HC is a block-tridiagonal
matrix with N×N blocks. In this case, the transmission spectrum reads
T (E) = Tr
[
Γ ′RGN1Γ ′LG†N1
]
, (6)
where GN1 is the lower left block of the full Green’s function matrix GC = {Gij}Ni,j=1 and Γ ′L/R is the upper left
respectively lower right block of the full broadening matrix ΓL/R.
Applying (6) we gain a factor N in calculation time and required memory compared to (3), because calculating all
Gij is more efficient than calculation GC with direct inversion. We gain another factor N , because only the matrix
block GN1 is needed. This is possible since GN1 can be calculated directly without knowledge of all other matrix blocks.
In order to get further insight into the sequence of RGF steps when regarding a scattering problem the equations can
be written as
Gi = lim
η→0+
[(E + iη)I −Hi]−1 ,
S1 = I ,
Si =
(I − Giτi(i−1)Si−1Gi−1τ(i−1)i)−1 ,
Pi(i−1) = SiGiτi(i−1) ,
GN1 = PN(N−1)P(N−1)(N−2) · · · P32P21G1 .
(7)
‡ For this comparison, we made the simple assumption that the elastic scattering length is equal to the mean distance of the center of
neighbouring defects. Then, we get the condition 1
2
· 690 nm > 0.246 nm/pD, where the factor 12 denotes the reduction of the elastic
scattering length at T = 500K in comparison to T = 300K (see inset of figure 3 in [Ish10]).
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Therein, Gi are the Green’s functions of the isolated subsystems (see figure 1). Si are multiple scattering factors
for scattering from the first to the ith cell. Pi(i−1) are forward propagation factors for the propagation of a particle
from the (i − 1)-th to the ith cell. The calculation of the transmission with RGF is done with a smaller value of
the numerical parameter η = 10−7 due to the larger number of matrix multiplications compared to the Fermi-energy
computation with RDA.
In summary, this formalism shows a scaling behaviour as O(N [dimHi]3). For fixed cells Hi of similar size we get a
calculation time which scales linear with N , where N is a measure of the CNT length. This is a gigantic improvement
of the original formalism and thus makes transport properties of larger mesoscopic systems accessible.
2.3 Electronic structure
We describe the electronic structure of each cell by using a DFTB model [Por95, Sei96], taking advantage of both
methods: the high speed of the TB approach for creating the Hamilton matrices and overlap matrices, and the
accuracy and transferability of DFT calculations. The DFTB model allows us to create the required matrices during
the algorithm instantaneously without storing them, what reduces the required memory. Furthermore, coupling
between different ideal and arbitrary defective cells can be included, which would be quite difficult using plain DFT.
We also looked at a more simple orthogonal TB approach with nearest-neighbour hopping but this can not reproduce
the transmission spectra of defective CNTs sufficiently well, compared to DFT calculations.
For our calculations we use the existing DFTB parameter set 3ob [Gau13], which is available at www.dftb.org. It
utilizes a non-orthogonal sp3 basis and provides the TB parameters for carbon, hydrogen, oxygen, and nitrogen. It
is an extension and improvement of the former parameter set mio [Els98]. The TB parameters were extracted from
DFT Hamiltonians and reproduce bond lengths, bond angles, binding energies, and vibrational frequencies of selected
molecules like water, ammonia, and in particular benzene. Besides the sets 3ob and mio, we checked three other
parameter sets, developed by Hancock [Han08], Vogl [Vog83], and Jancu [Jan98]. The CNT bandstructure obtained
with 3ob was found to show the best agreement with the DFT results in an energy range of ±1 eV around the Fermi
energy.
The carbon hopping and overlap parameters of the 3ob set vanish rapidly with increasing atom distances. For
choosing a cutoff radius, two things have to be considered: Firstly, a larger cutoff radius leads to smaller errors within
the DFBT model. Secondly, a large cutoff radius requires larger cells due to the restriction of the RGF that cells must
not interact beyond nearest neighbours. As a good compromise we fix the cutoff radius at twice the carbon distance in
the nanotube. Beyond that distance the parameters are sufficiently small. Considering the ideal CNT, this leads to a
third-nearest-neighbour description. Thus, the resulting ideal unit cell of the algorithm consists of only one primitive
CNT cell, which is as small as possible (length aUC ≈ 2.46Å).
The DFTB Hamiltonians are obtained non-self-consistently and the present RGF formalism is only suitable for
transport at equilibrium. However, as we focus on the limit of small bias voltages in absence of electromagnetic fields,
these approximations are reasonable.
2.4 Strong localization
Mesoscopic transport is governed by different microscopic mechanisms, which compete with each other and influence
the electronic properties. Thus, several transport regimes exist within certain characteristic lengths. In the previously
described formalism, only elastic scattering is considered, which leads to ballistic transport for CNTs shorter than
the elastic scattering length and diffusive transport for longer CNTs. Furthermore, the electronic states of a
quantum mechanical system can become localized, e.g. due to interference effects. Often, their wave functions
decay exponentially in real space. These states are called exponentially localized states and the corresponding decay
length is labeled localization length. Systems larger than the localization length are driven from the diffusive transport
regime into the strong localization regime, where the conductance decreases exponentially with the system size.
For the Anderson model of localization it can be shown that with increasing disorder an increasing number of states is
localized, yielding a metal-insulator transition in disordered bulk systems [And58,Mel04]. Especially in one-dimensional
systems, like the ones considered here, arbitrarily small disorder already leads to the localized regime [Mac81,Abr79].
It is reasonable to expect that this will also be valid for randomly distributed realistic defects instead of the commonly
investigated energetic disorder in terms of random diagonal matrix elements of H.
3 Modeling details of the defective system
The aim of the present work is to describe the influence of realistic defects on the electronic transport properties of
long metallic CNTs. In general, the geometry of a (m,n)-CNT is characterized by two integers m and n, which are
called chiral indices. m and n define a rectangular segment in the graphene sheet, which is rolled up to build the CNT.
The diameter of the corresponding tube is given by d =
√
m2 + n2 +mn ·0.0785 nm. We study armchair (m,m)-CNTs
4
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UC MV MV3H DVperp DVdiag DVdiag
Figure 2: Geometry of the used cells, exemplarily shown for the (4,4)-CNT: unit cell of the ideal CNT (UC), unsaturated
monovacancy (MV), saturated monovacancy (MV3H), divacancy with perpendicular orientation (DVperp), and the two types of
the divacancy with diagonal orientation (DVdiag). Each subsystem for the RGF (figure 1b) is chosen as one of these cells. For
larger tubes see supplementary data.
with chiral indices m = 4 up to m = 10, which are equivalent to diameters d = 0.54 nm up to d = 1.4 nm. We apply
the algorithm described in section 2 to calculate transmission spectra of defective CNTs. Therefore, we subdivide the
CNT into pieces such that the subsystems in figure 1b consist of either an ideal CNT unit cell or a defect cell.
We consider three different defect types, which are shown exemplarily for the (4,4)-CNT in figure 2 in comparison
with the defect-free unit cell. The first defect is a monovacancy (MV), where simply one atom was removed. No
geometry optimization was performed. The cell of this defect consists of one unit cell. This structure is rather academic,
because it has three dangling bonds, which would hardly persist in reality. The second defect is a monovacancy, where
the dangling bonds of the adjacent atoms are saturated with hydrogen (MV3H). The positions of the hydrogen atoms
are optimized. This defect consists of three unit cells because of the larger extension which is necessary due to the
hydrogen atoms. The third defect type considered is a divacancy (DV), where two adjacent atoms are removed, and
the geometry of the whole cell is optimized. The cell of this defect consists of three or four unit cells depending on the
lateral position of the removed atoms. Two different orientations are possible: perpendicular (DVperp) and diagonal
(DVdiag). Furthermore, there are 4m different positions for the MV, the MV3H, and the DVdiag, and 2m positions for
the DVperp, where m is the chiral index of the tube.
The geometry optimization was performed using DFT, as implemented in Atomistix ToolKit [ATK, Bra02]. We
used the generalized gradient approximation of Perdew and Zunger [Per81], norm-conserving Troullier-Martins
pseudopotentials [Tro91], and a double zeta plus double polarization (DZDP) basis set of the SIESTA type [Sol02].
The central region of the CNTs consists of N cells, where we choose N = 1000 for the MV and the DV and
N = 10 000 for the MV3H. To describe CNTs with defects, we choose a constant defect probability p′D (per cell), which
determines for each of the N cells whether it is a defect cell or not. If it is a defect cell, one of the 4m (MV and MV3H)
respectively 6m (DV) positions is chosen randomly. We vary the defect probability between p′D = 10
−1 and p′D = 10
−4.
The absolute number of defects in the device is ND and the length of the central region is L = NDLX +(N −ND)LUC,
where LUC is the length of the ideal unit cell and LX is the length of the defect cell of type X ∈ {MV,MV3H,DV}.
As a consequence of the fact that the defect cells can be longer than one unit cell, the length of the central region
depends on p′D. While using p
′
D within the algorithm, a natural definition of the defect probability is based on the
total length of the respective central region, i.e. number of defects per equivalent number of ideal unit cells. Thus, we
use pD = NDL/LUC for the evaluation of our results.
For the statistical description we consider an ensemble of configurations. For the limit T = 0K we choose
10 000 configurations. For temperatures above T = 100K, 1000 configurations are sufficient. By averaging over
all configurations with the same pD we have an average number of defects‡ 〈ND〉 = p′DN = pDL/LUC. Consequently,
the absolute number of defects in the central region is distributed binomially and the defect distance is distributed
nearly exponentially. Average transmissions and the average conductances are calculated by means of arithmetic
averages. As we do not mix defects, our CNTs contain only one defect type and the obtained results are characteristic
for the corresponding type.
4 Results and discussion
Firstly, we will discuss the influence of a single defect within an otherwise perfect CNT. Secondly, the average
transport properties of randomly distributed defects will be studied and localization lengths will be derived from the
length dependence of the conductance. Thirdly, we will present the dependence of the localization length on the CNT
diameter and the temperature.
‡ Note that in the results section where we discuss the length and probability dependence, we average results over configurations with
same pD and plot them as a function of 〈ND〉. In the diagrams where we discuss the dependence on the number of defects, we average
results over configurations with same ND and plot them as a function of ND. However, in both cases the CNTs are created in the same
way, i.e. by choosing a constant defect probability. For the determination of the localization length we use ND.
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(b)
Figure 3: Transmission spectrum of a (4,4)-CNT with a single MV and a single MV3H (a) and a single DV in perpendicular
and diagonal orientation (b). For each defect several curves of the ensemble are plotted (16 for MV, MV3H and DVdiag, 8 for
DVperp). The spectra are nearly identical due to symmetry.
4.1 Single defects
The defect geometry itself has a non-negligible influence on the electronic properties of CNTs, even in the case of
small atomic displacements. So we first compare our results of a single defect with previous work [Bie08]. Here, the
central region of the RGF consists of only one defect cell.
The transmission spectra of (4,4)-CNTs with a single MV, MV3H, and DV are shown in figure 3 for all possible
positions. The transmission of an ideal CNT without defects represents the ballistic limit Gbal = 2G0 (i.e. the
transmission at the Fermi level is Tbal(EF) = 2). Due to rotation and mirror symmetry of the system, the curves for
the different defect positions are nearly identical, as expected. Whereas the MV at T = 0K has a conductance of
GMV ≈ 1.6G0, the conductance of the MV3H has a larger value of GMV3H ≈ 1.8G0. The DV has a smaller conductance
than the MV and the MV3H due to the larger extension of the DV. Both DV types show different behaviour depending
on their orientation. GDVdiag ≈ 1.0G0 is smaller than GDVperp ≈ 1.5G0 due to the larger extension of the DVdiag
along the circumference of the tube.
The results of the DVdiag and the DVperp split into a family of curves corresponding to the different orientations of
single defects. This can be explained by the fact that after the geometry optimization the whole cell slightly deviates
from perfect symmetry. This leads to non-perfect connections to the neighbour cells. Numerical inaccuracies also play
a role. Overall, these deviations are sufficiently small.
The qualitative trend as well as the quantitative values of MV, MV3H and DV are in accordance with [Bie08]. It
is particularly noteworthy for the MV3H, given the fact that the treatment of the dangling bonds is different (no
passivation but optimization in [Bie08], no optimization but passivation here).
It can be summarized, that a single mono- or divacancy defect reduces the conductance of a (4,4)-CNT by about
10% to 50%.
4.2 Randomly distributed defects
Figure 4 shows the transmission spectra of a (4,4)-CNT with 25 and 50 randomly distributed MV defects within
1000 cells. The curves can be explained as follows: If the CNT contains more than one defect, the transmission is not
just lowered, it is also characterized by multiple sharp peaks which occur due to resonances caused by constructive
interference of scattered electrons. This effect gets stronger with increasing number of defects. If we consider a fixed
CNT length with a fixed number of defects the effect gets also stronger with larger distances between the defects. This
can be easily understood in the simple one-dimensional picture of an electron wave, scattered by multiple potential
barriers. In the case of two barriers [Xia12] it can be compared to a Fabry-Pérot interferometer. Since the resonances
depend strongly on the actual configuration – that means on the type and structure of the defects and their distances
and relative orientations – the resonances are randomly distributed [Azb83].
By looking at a series of such pictures with increasing numbers of defects (figures 4a and 4b) we see that the
maximum height of the peaks is only slightly reduced. Large peaks remain at G ≈ 1G0 (besides numerical artifacts
due to the finite energy resolution), but the resonances are getting sharper, which leads to a smaller number of peaks
in the calculated transmission spectrum due to the finite energy resolution. For small temperatures the spiky structure
of the transmission spectrum leads to a spreading of the conductance values over many orders of magnitude depending
on the individual configurations. The conductance of an individual configuration is unexpectedly high in case of a peak
at the Fermi level. For example the configuration of figure 4a (25 defects) has T = 0.013 whereas the configuration of
figure 4b (50 defects) has a higher value of T = 0.37 although it contains more defects. To describe this behaviour we
look at an ensemble of different defect realizations.
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Figure 4: Transmission spectrum of an individual (4,4)-CNT with 25 (a) and 50 (b) randomly distributed MV defects within
1000 cells. See supplementary data for ND = 10 and ND = 100.
Figure 5 shows the ensemble average (1000 defect configurations) of the transmission spectra for the three different
defect types. The individual resonances vanish and, irrespective of the defect probability, the transmission spectra
show a similar behaviour and they are strongly decreasing with increasing defect probability. Their features are
surprisingly similar to the case of one defect.
Figure 6a shows the conductance histogram for an ensemble of 10 000 configurations of (10,10)-CNTs with different
numbers of DV defects at T = 0K. The conductance values are log-normally distributed in the limit of large disorder
(for a detailed description of such distributions, their moments and cumulants, see [Ren05]). The small disorder case
differs from that because of the ballistic limit Gbal = 2G0. Furthermore, the spread of the conductance values increases
strongly with increasing number of defects due to the previously mentioned fact that the transmission peaks become
sharper. In that case, a large ensemble is necessary to get a reliable average.
Figure 6b shows the same conductance histogram for different temperatures and ND = 100. It follows from (4)
that the conductance of an individual configuration will grow strongly with increasing temperature as long as the
(a) MV (b) MV3H
−2 −1 0 10
0.5
1
1.5
2
2.5
E − EF [eV]
〈T
〉
−2 −1 0 10
0.5
1
1.5
2
2.5
E − EF [eV]
〈T
〉
(c) DV
−2 −1 0 10
0.5
1
1.5
2
2.5
E − EF [eV]
〈T
〉
1
10−3
10−2
10−1
pD
Figure 5: Average transmission spectra of randomly distributed MV (a), MV3H (b), and DV defects (c) in a (4,4)-CNT with
different defect probabilities pD. The length of the CNT is 1000 cells. The average was performed over 1000 configurations.
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Figure 6: Conductance histogram for an ensemble of 10 000 configurations of (10,10)-CNTs with different numbers of DV
defects at T = 0K (a) and different temperatures at ND = 100 (b). The defect probability is pD ≈ 0.075.
transmission spectrum has no peak at the Fermi level, which is so in most cases. Consequently, the distribution tail of
small conductances and the average conductance are shifted to higher conductances and the width of the distribution
decreases with increasing temperature.
4.3 Localization exponent
To determine the scaling behaviour of the previously mentioned reduction of the transmission for increasing defect
probabilities, we calculate the conductance (5) at T = 0K in dependence on the length and defect probability of the
defective region of the CNT. We average over 10 000 configurations with up to 10 000 cells in the central region. The
result is shown in figure 7a for a (4,4)-CNT with MV defects. Here, the length is given in terms of the number of cells
N in the central region. For long CNTs an exponential decrease of the conductance is observed. This finding also
holds for the other CNTs and defect types.
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Figure 7: Conductance of MV defects in a (4,4)-CNT. Dependence on the CNT length for different defect probabilities (a),
dependence on the defect probability for 10 000 cells (b), and dependence on the number of defects (c, solid red curve). The
dashed black curve is an exponential regression for the interval 〈ND〉 = 20 . . . 100.
8
New Journal of Physics 16 (2014), 123026
DOI: 10.1088/1367-2630/16/12/123026 arXiv: 1705.01757 [cond-mat.mes-hall]
−1 0 10
0.5
1
1.5
2
2.5
E − EF [eV]
〈T
〉
(a)
0 200 400 600 800 1000
10−3
10−2
10−1
100
2.5
ND
G
/
G
0
=
〈T
(E
F
)〉 (4,4)
(5,5)
(6,6)
(7,7)
(8,8)
(9,9)
(10,10)
(b)
Figure 8: Average transmission spectra (1000 configurations, 1000 cells, pD ≈ 0.005) of randomly distributed MV3H defects
(a) and conductance as a function of the number of MV3H defects (b) for different CNTs. See supplementary data for MV and
DV defects.
The decrease of the conductance can be interpreted using the Anderson model of localization [And58,Mel04,Mac81,
Abr79], which states that the conductance for fixed disorder strength scales exponentially with the tube length L,
which is proportional to the number of cells N ,
G ' e−L/`loc , (8)
where the localization length `loc is a characteristic parameter of the system.
Plotting the dependence of the conductance on the defect probability as shown in figure 7b, a similar behaviour is
observed. Hence, it is an obvious assumption that all curves of figure 7a could fall together on an universal curve by
scaling them with pD. This assumption is clearly confirmed by figure 7c, which concentrates all the data of figures 7a
and 7b into one single curve. Thus, the number of defects is the relevant scaling parameter of the conductance.
Corresponding to the Anderson model, we have
G ' e−ND/N locD (9)
in the limit of a large number of defects and a characteristic localization exponent N locD can be extracted from the data
(black line in figure 7c). It follows from (8) and (9) that N locD ∝ `locpD, which means that the localization length is
inversely proportional to the defect probability. For the depicted example (MV defects) we get N locD = 17. The MV3H
has N locD = 23 and the DV has N
loc
D = 6.0. If we consider a moderate defect probability of pD = 0.01 (i.e. one defect
every 25 nm), we get localization lengths `loc = 420 nm for the MV, `loc = 570 nm for the MV3H, and `loc = 150 nm
for the DV. This agrees with typical localization lengths of a few hundred nanometres [Gom05].
4.4 Diameter dependence and temperature dependence of the localization exponent
So far, most of the data were shown for the (4,4)-CNT, which has a diameter d = 0.54 nm. To get a more
comprehensive view we have performed the calculations systematically for bigger armchair-CNTs up to the (10,10)-
CNT, which has a diameter d = 1.4 nm. Figure 8a depicts average transmission spectra of armchair CNTs with
increasing diameter containing MV3H defects. It shows a strong increase of the transmission due to the fact that the
number of atoms per unit cell increases linearly with the CNT diameter so that the relative size of a defect is lowered.
For the (9,9)- and the (10,10)-CNT the transmission around the Fermi energy approaches the theoretical maximum
of Tbal = 2.
As in figure 7c, figure 8b shows an exponential decrease of the conductance with the number of defects (in the limit
of many defects) for all CNTs. We observe the same behaviour also for the DV, but there the conductance is much
smaller compared to the case of MV3H defects, because the DV has a much bigger influence.
So far, the conductance at T = 0K has been studied. According (4), the influence of finite temperature is
included by convolving the transmission spectrum with the Fermi distribution. The result is shown in figure 9a,
where the conductance of a (10,10)-CNT with DV defects is drawn as a function of the number of defects for different
temperatures. Hence, the influence of the temperature on the localization exponent can directly be seen in this picture.
The different curves show that the conductance increases with temperature. This happens in such a way that the
localization length increases, too. This can be explained by the fact that, in general, the scaling behaviour of the
transmission spectrum is energy dependent. So the localization exponent defined via (9) is temperature dependent.
We proceed by studying the temperature dependence of the localization exponent for different armchair CNTs with
DV defects explicitly (see figure 9b). The localization exponent increases for all CNTs with temperature, but the
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Figure 9: Conductance (average over 1000 configurations, pD ≈ 0.081) of a (10,10)-CNT in dependence on the number of DV
defects at different temperatures (a) and localization exponent in dependence on the temperature for different CNTs with DV
defects (b). See supplementary data for MV and MV3H defects.
dependence is rather weak. The influence of the tube diameter, denoted by different curves, is much larger than the
effect of temperature.
The same behaviour as in figures 9a and 9b can be seen for the MV defect. In contrast, all the G(ND) curves for
different temperatures fall together for the MV3H defect (see figure 4b in supplementary data). This is due to the fact
that the corresponding transmission spectrum is nearly constant in a wide range around the Fermi energy (see also
figures 3a and 8a). It follows that there is no N locD (T ) dependence for the MV3H defect.
Analyzing the data shown in figure 9b at fixed temperature, we can conclude that CNTs with different diameters
have different localization exponents. The figure already indicates a rather linear scaling of N locD with the chiral index
of the tube. This dependence is discussed in detail in the following.
Figure 10 shows the localization exponent as a function of the chiral index m, which is proportional to the tube
diameter d. The three defect types and two different temperatures are considered for comparison. At T = 0K a
linear dependence can be seen for the two defect types MV3H and DV, which was also found in [Flo08]. Not only the
conductance itself is much smaller for the DV than for the MV3H, but also the localization parameter is smaller by
a factor of about 20. This means that one additional DV defect has the same effect as 20 additional MV3H defects,
which is quite surprising. The localization exponents of the MV defect show no clear trend because of the deep valley
in the transmission spectrum which shifts through the Fermi energy with increasing CNT diameter (see figure 3a in
supplementary data).
The localization exponents calculated for T = 300K are also displayed in figure 10. Again we see the linear
dependence for the DV but with a larger slope, leading to the previously mentioned higher localization exponent.
The MV3H shows nearly the same results as for T = 0K because of the fact that the transmission spectrum is nearly
constant around EF (see figure 8a) and thus, the temperature dependence is rather small. Furthermore, a linear
behaviour can now be seen for the MV, too. This is due to the fact that the broader convolution kernel (see (4)) at
higher temperature reduces the influence of the very narrow but deep valley in the transmission spectrum at the Fermi
energy.
Though we get the linear dependence N locD (d) for large diameters, the (4,4)-CNT differs from that finding due
to the fact, that it has a rather small diameter and thus curvature effects dominate the electronic structure. The
different shapes of the transmission spectra in figure 8a already confirm this. Consequently, m = 4 will be omitted
in the quantification of N locD (d). Furthermore, all detailed features in the transmission spectrum cause changes in the
localization exponent. The MV (figure 10a) demonstrates this.
A regression of the previously discussed linear dependence at T = 0K yields
`loc = (−36 nm + 95d)/pD for the MV3H and
`loc = (0.11 nm + 2.3d)/pD for the DV.
The diameter dependence at T = 300K is characterized by
`loc = (0.1 nm + 4.8d)/pD for the MV,
`loc = (−24 nm + 80d)/pD for the MV3H, and
`loc = (−0.4 nm + 3.4d)/pD for the DV.
In conclusion we derived an expression which allows us to predict the localization lengths and thus the scaling
behaviour of the conductance of armchair-CNTs with arbitrary diameter.
At the same time we have to keep in mind that, while keeping pD constant, an increase of the diameter leads to an
increasing number of atoms per unit cell. So the limit d → ∞ leads to `loc → ∞ and consequently G → 2G0. This
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Figure 10: Diameter dependence of the localization length for CNTs with MV (a), MV3H (b), and DV defects (c). The results
are shown at T = 0K (blue, +) and at T = 300K (red, ×). The solid lines are linear regressions in the range m = 5 . . . 10 (see
text for details).
is clear because the structure tends to a CNT with infinite diameter, where a single defect has no influence. On the
other hand, a constant defect density implies a constant defect probability per atom patD = pD/4m. To address this,
figure 11 shows `locpatD as a function of the tube diameter. It can be seen that the data points approach a constant
value. For tubes with large diameter this leads to a universal and diameter independent localization length, which
is simply the slope of the linear regression in figure 10. In such a scenario, the conductance is independent of the
diameter of the CNT, and we approach the case of defective graphene.
As discussed before, the localization exponents of the three studied defect types differ widely. Especially the one
of the MV3H defect is higher by a factor of 20 than the one of the DV defect. The reason for this is explained
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Figure 11: Diameter dependence of the localization length for constant defect probability per atom patD and CNTs with MV3H
defects. The data points (+ and ×) and the regressions (solid lines) are the same as in figure 10b. See supplementary data for
MV and DV defects.
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Figure 12: Inverse localization exponent (data points of figure 10) plotted against the conductivity of one single defect
(section 4.1) at T = 0K. Different symbols correspond to the different defect types MV, MV3H and DV. For each defect type,
the data points of the (4,4)-CNT up to the (10,10)-CNT are shown.
in the following. An obvious assumption is that the localization exponent depends systematically on a parameter
describing the specific influence of the defect. Concerning Anderson disorder with an uniform disorder distribution,
the localization length is related to the disorder strengthW as 1/W 2 [Tho79]‡. In contrast, the investigation of realistic
defects is based on a statistical distribution of the defect positions instead of a disorder strength. Consequently, another
measure has to be found. The defect probability is a bad one, because it neglects the defect type. A better measure
would be the conductivity of a single defect because it reflects the specific perturbation of the otherwise ballistic
electron transport.
To verify this, figure 12 shows the inverse localization exponent plotted against the conductivity of one single defect
at zero temperature for all the previously shown defect types and CNT diameters. A clear linear dependence can be
seen. Thus, we can conclude that the localization exponent scales inversely with the conductance of the CNT with
one defect. The case of finite temperatures shows the same behaviour. Furthermore, this relation not only holds
for one defect type but is consistent for all three defect types. This strongly indicates that conductances of single
defects can be used to characterize localization exponents, independent of the defect structures themselves. Thus, the
explanation of the big difference between localization exponents of different defect types is reduced to the explanation
of the difference of the conductance of single defects. As discussed in section 4.1, one DV defect drastically reduces
the conductance whereas the conductance reduction of one MV3H defect is much smaller, especially for larger tubes
like the (10,10)-CNT (also compare figure 8a and figure 3b of supplementary data).
5 Summary and conclusions
In summary, we investigated the influence of static disorder on the transport properties of armchair carbon
nanotubes. This was done in a systematical way for different tube diameters, defect types, and temperatures with a
consistent theory and provides more comprehensive information than former studies [Gom05,Bie05,Bie08,Flo08].
The disorder was implemented by random distributions of realistic defects. We focused on mono- and divacancies,
which are the most common defects arising in technological processes. For the underlying electronic structure we
chose a DFTB model, which combines the accuracy of DFT with the simplicity of TB. Within the standard Landauer
transport formalism we used the RGF to treat very large systems in an efficient recursive way, which offers linear scaling
of the calculation time with the system size. We calculated the average conductance of ensembles of CNTs with fixed
defect probabilities and studied the dependence on the number of defects, the tube diameter and the temperature.
We showed explicitly that the relevant scaling parameter is the absolute number of defects ND, that means the
conductance – in the limit of large disorder – scales exponentially with ND and consequently also exponentially with
the tube length and the defect probability. This behaviour confirms that the system is in the regime of strong
localization. Localization exponents N locD were calculated for different defect types and for different CNTs at T = 0K
as well as at finite temperatures. As a main result our data show a universal linear dependence N locD (d) for high
temperatures. This leads to a defect-dependent universal parameter describing the localization in arbitrary armchair-
CNTs. Furthermore, we showed that the localization exponent is related to the conductance of the single defect in a
consistent way for all three studied defect types.
This work helps to understand electronic transport of mesoscopic systems. On the basis of this systematical study,
the localization exponent and thus the scaling behaviour of the conductance of even larger CNTs than the ones explicitly
‡ This is the relevant part of the Thouless relation. It is valid in the limit of large systems, weak disorder, and away from the band center
and the band edges.
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considered here, can be predicted. The present theory could be used to gain more (at least qualitative) information
about types and distributions of defects in CNTs from experimentally measurable electron transport characteristics.
In future, further dependencies are of interest. The effect of mixed defect types is not considered yet. It has
to be tested, if there exists a simple relation, e.g. an average, between the localization length of CNTs with a
mixture of defects and the localization lengths of CNTs with a single defect type. The influence of the chirality,
different functionalization types or bent CNTs can also be investigated. The verification of the correlation between
the localization exponent and the conductance of a single defect for other systems would be of great interest because
it gives the opportunity of estimating or even predicting localization exponents only by doing very cheap calculations
of the conductance of single defects.
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Figure 13: Geometry of the used cells for the (5,5)-CNT up to the (10,10)-CNT: unit cell of the unsaturated monovacancy
(MV), saturated monovacancy (MV3H), divacancy with perpendicular orientation (DVperp), and the two types of the divacancy
with diagonal orientation (DVdiag). A geometry optimization was performed for the hydrogen atoms of the MV3H defect and
the whole cell of the DV defect.
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Figure 14: Transmission spectrum of an individual (4,4)-CNT with 10 (a) and 100 (b) randomly distributed MV defects within
1000 cells.
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Figure 15: Average transmission spectra (1000 configurations, 1000 cells, pD ≈ 0.005) of randomly distributed MV defects (a)
and DV defects (b) for different CNTs and conductance as a function of the number MV defects (c) and DV defects (d) for
different CNTs.
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Figure 16: Conductance (average over 1000 configurations) of a (10,10)-CNT in dependence on the number of MV defects
(pD ≈ 0.1, a) and MV3H defects (pD ≈ 0.083, b) at different temperatures and localization exponent in dependence on the
temperature for different CNTs with MV defects (c) and MV3H defects (d).
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Figure 17: Diameter dependence of the localization length for constant defect probability per atom patD and CNTs with MV
(a) and DV defects (b). The results are shown at T = 0K (blue, +) and at T = 300K (red, ×). The solid lines are regressions
in the range m = 5 . . . 10 (see text for details).
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