Known results on single Fourier series
Let f = f (x) be a complex-valued function, periodic with period 2π , and integrable in Lebesgue's sense, in symbols: f ∈ L 1 (T). We consider its Fourier series f (x) ∈ k∈Z c k e ikx , x ∈ T := [−π , π), (1) , (1.4) where ln is the natural logarithm. 
New results on double Fourier series
Our goal is to extend Theorem 1 and Corollary 1 from single to double Fourier series.
Let f = f (x, y) be a complex-valued function, periodic with period 2π in each variable, and integrable in Lebesgue's sense, in symbols: f ∈ L 1 (T 2 ). We consider its double Fourier series
As usual, the L
The extensions of Theorem 1 and Corollary 1 from single to double Fourier series read as follows. 
It is obvious that (2.4) is equivalent to the following statement:
Observe that the left-hand side is the moving average over rectangles. It is easy to see that (2.5) is satisfied if and let f be the sum of the double series in (2.1) with these coefficients c k . Clearly, f ∈ L 1 (T 2 ) and for each n 0,
while condition (2.3) is trivially satisfied.
Consequently, for large enough M depending on f , we have
In connection with this, we raise the following
We note that in the case of double series c k of complex numbers boundedness of the rectangular partial sums does not follow from their convergence. For example, let It would be also natural to sum a double Fourier series using circular regions instead of rectangular ones. We recall that the circular partial sums of the Fourier series in (2.1) are defined by
Accordingly, one may consider the circular L 1 -convergence of the double Fourier series in (2.1) as r → ∞. As is well known, the circular and rectangular partial sums of a double Fourier series behave quite differently in many respects. Thus, we will not deal with the square or circular L 1 -convergence in this paper.
Auxiliary results
One of our main tools in proving Theorem 2 is Hardy's inequality, according to which if a power series belongs to the Hardy space H 1 on the open unit disk: 
The inequalities for c k e ix are proved.
The inequalities for c k e −ikx can be proved analogously, since 
,
.
Proof. Applying Lemma 1 twice together with Fubini's theorem on successive integration yields, for example, the following inequality: 
=0
c k e i y e ikx dx dy
c k e i y dy
c k e i y dy 
In an analogous way, we obtain
and finally, we obtain
Next, we apply Lemma 3 four times. For example, we find that
The other three inequalities in Lemma 4 are similarly obtained. 2
Lemma 5. For 0 m < μ and 0 n < ν, we have
, and three other analogous inequalities involving |c −k, |, |c k,− | and |c −k,− |, respectively, in place of |c k |.
Proof. We may equally write that 
Proofs of the main results
Proof of Theorem 2. For the sake of brevity in writing, set
Let m, n 2. We apply Lemmas 4 and 5 with μ := 2m and ν := 2n to obtain
Next, we repeat the above estimates [m/2] − 1 in place of m in the lower limit of the summation, and with m in place of 2m in the upper limit of the summation with respect to k. As a result, we obtain
The symmetric counterpart of this inequality reads as follows:
Finally, in a similar manner as above, we obtain , (4.3) where C k is defined in (4.1). By assumption (2.3), S( j 1 , j 2 ) → 0 as j 1 , j 2 → ∞.
Consequently, we also have
A(m, n) → 0 as m, n → ∞. 
