Abstract. The number of mobile Internet users is growing rapidly, as well as the capability of mobile Internet devices. As a result, the enormous amount of traffic generated everyday on mobile Internet is pushing cellular services to their limits. We see great potential in the idea of scheduling the transmission of delay tolerant data towards times when the network condition is better. However, such scheduling requires good network condition prediction, which has not been effectively tackled in previous research. In this paper, we propose a Dynamic Hidden Markov Model (DHMM) to model the time dependent and location dependent network conditions observed by individual users. The model is dynamic since transition matrix and states are updated when new observations are available. On the other hand, it has all the properties of a Hidden Markov Model. DHMM can predict precisely the next state given the current state, hence can provide a good prediction of network condition. DHMM has two layers, the top layer is Received Signal Strength (RSS) and the bottom layer consists of states, defined as a mixture of location, time and the signal strength itself. Since the state is defined as a mixture, it is hidden and the number of states is also not known a priori. Thus, the Nonparametric Bayesian Classification is applied to determine the hidden states. We show through simulations that when combined with a Markov decision process, the opportunistic scheduling can reduce transmission costs up to 50.34% compared with a naive approach.
Introduction
Based on Cisco's estimate, mobile Internet traffic will grow to 6.3 exabyte (10 6 terabytes) in 2015 [1] . All wireless service providers are facing paramount challenges in serving the increasing traffic on cellular networks. However, not all traffic is created equally. While many applications, such as voice call and on-line gaming, demand real-time service, there exists an increasingly large number of applications that are delay tolerant times-scale, called delay-tolerant data. In addition, data from a large cellular network shows that there exists a significant lag between content generation and user-initiated upload time, more that 55% uploaded content on mobile network is at least 1 day old [2] . In addition to existing delay-tolerant data, service providers are also considering dynamic pricing to incentize certain applications and users to be more flexible in transmissions time. Such flexibility can be leveraged to improve network resource utilization through opportunistically schedules when network resource is abundant.
The delay tolerance of such jobs varies from subseconds to hours. For example, web browser and Multimedia Messaging Service (MMS) messages can tolerate subseconds to seconds of delay. Emails can tolerate seconds to tens of seconds of delay. Content update, such as Facebook, Twitter, and Rich Site Summary feeds, can tolerate hundreds of seconds of delay. Content precaching and uploading can tolerate minutes to hours of delay. OS/application updates can endure even longer delay. However, current cellular networks more or less treat all traffic as equal, which results in performance degradation during peak load period.
The idea of opportunistic transmission schedule for delay-tolerant application is first explored in [3] , where a simple histogram-based predictor is employed. The performance of the opportunistic transmission scheme clearly depends on how well the future network can be predicted. In this paper, we develop a more elaborate model that better captures inherent user profile and provides more accurate estimation of future network condition. The proposed model is motivated by the predicability of human mobility patterns [4, 5] . Since network conditions location and time dependent, user experienced quality of service is predictable as well. However, building a user profile is inherently hard. Though the observations of network condition can be collected, we do not know how many states there are and which state (or cluster) the observations reside in. Even for a given location, network condition is dynamic due to small scale fading and network dynamics (e.g., load). Furthermore, there are distinctive modes in human mobility, e.g., human behaves totally different during weekdays and during weekends.
To address these challenges, we propose a dynamic hidden Markov model to model the user experienced network condition as the result of user mobility, available access networks, and time-varying nature of the wireless channel. A Nonparametric Bayesian Classification (NBC) method is used to determine the state space. Observations in the Dynamic Hidden Markov Model (DHMM) consist of three features: time, location and signal strength. Since users normally follows a stable schedule, their locations are closely correlated with time and duration they are at the locations. Moreover, even within the same coarse grained location such as in a building, their mobilities or the background noises have a strong correlation over time. As a result, signal strength also has a strong correlation with location and time. NBC can be applied efficiently in this scenario to locate closely related observations and group them into corresponding clusters. Each cluster is associated with a state in our DHMM. Among many variations of NBC, the Infinite Gaussian Mixture Model (IGMM) is the most widely applicable model due to its robustness to many types of distribution as well as its high performance in classifying the observations. IGMM is a generative model describing the way the observations are created. With the DHMM, opportunistic scheduling decision can be made based on the predicted network condition and requirements of the application.
Our contributions are summarized as follows. with an unbounded number of mixtures to determine the state space of user profile. Specifically, we define a prior over the likelihood of devices using the Dirichlet distribution [6] . Based on the properties of the Dirichlet distribution, we derive a Gibbs sampling algorithm that can be used to sample from the posterior distribution, and determine the number of clusters. 3. Based on the developed DHMM model, we apply the Markov Decision Process (MDP) to decide the optimal schedule of user transmission subject to a delay requirement.
It is worth mentioning that DHMM model is general and not limited to the opportunistic scheduling. Other potential applications include location-based advertisements where the payoff not only depends on location but also on other contextual information (such as preferences and past behavior). The effectiveness of the proposed method is validated using synthetic data and the results show great improvement over a naive method. This paper is organized as follows. In Section 2, we discuss related work. Opportunistic data transmission mechanism is described in Section 3. Section 4 introduces the DHMM system model. Next, in Section 5, we investigate the NBC approach to cluster the feature space. To evaluate the proposed framework, simulation results are presented in Section 6. And finally, conclusions are drawn in Section 7.
Literature Review
User profile, the history one's network condition can be used to predict his own future network condition. In [4, 5] , the authors point out that individual human travel patterns are highly predictable. Since network condition experienced by a user, such as available networks and signal strength, is location dependent, it also has predictability. While network condition is predictable for individual users, it may differ across different users. Hence individual user profile is crucial to obtain a good estimation of future network condition.
The idea of leveraging delay tolerant data in resource management has been studied in the literature. In [7] , the authors exploit delay tolerant data for energy saving on mobile phones by choosing from different network interfaces (cellular, WiFi) if available. An online link selection algorithm based on the Lyapunov framework is proposed. In [8] , the authors propose to use WiFi network whenever possible to offload data from 3G connections. They propose to use recent WiFi availability to predict the future availability. In both papers, simple first-order predictors that utilize past observations to predict future network connectivity or link transmission rate in near future.
The Markov (or hidden Markov) model is a powerful tool for prediction, and many recent works have employed it for the mobility prediction. In [9] , the vehicular position location prediction is performed by the hidden Markov models (HMMs) trained with prediction data to model the strength of the received signals for particular areas. In [10] , location context is used in the creation of a predictive model of users future movements based on the Markov models. In [11] , by investigating the mobility problem in a cellular environment, a Markov model is constructed to predict future cells of a user.
Recently, there has been some works using nonparametric Bayesian classification. For example, in [12] , the authors proposed a Nonparametric Bayesian Hidden Markov Model to build a static HMM for speech recognition, . In contrast, our work considers a dynamic HMM, and users' profiles are utilized to schedule effectively users' access. Several recent works apply the Bayesian nonparametric schemes in different applications. In [13] , spectrum access in cognitive radio networks is modeled as a repeated auction game subject to monitoring and entry costs. A Bayesian nonparametric belief update scheme is devised based on the Dirichlet process. In [14] , an approach is proposed that enables a number of cognitive radio devices which are observing the availability pattern of a number of primary users. The cognitive radios then cooperate and use the Bayesian nonparametric techniques to estimate the distributions of the primary users activity pattern, assumed to be completely unknown.
In this paper, the proposed DHMM is different from other works in the following aspects. In DHMM, the states are not solely determined by the location. They are combinations of time, location, and signal strength. By collecting experiment data from wireless users, we observe that even within the same location, signal strength may still vary significantly. Thus, additional information other than the location information is necessary to achieve better signal prediction. Another important contribution lies in the dynamic nature of the model, the states and transition matrix are incrementally updated to reflect the recent trend of users. Finally, different from the previous schemes, in this paper, we employ the nonparametric Bayesian approach to determine the states of the DHMM for scheduling transmission in wireless network.
Opportunistic Scheduling
In this section, we briefly discuss the mechanism to make scheduling decisions for an instance of data transmission given its deadline. We assume time is slotted. When delay tolerant data becomes available, the protocol is started at time slot 1. A deadline is specified by the application layer. The data has to be transmitted before the deadline, otherwise user experience will be harmed. In our framework, we call this deadline horizon M . The goal of the opportunistic scheduling is to minimize the network resource usage, while bounding the delay of data transmission. In each time slot, we make a decision whether to transmit right away or further delay the transmission based on the current network condition (e.g., RSS i ), time until deadline, and user network profile. If the deadline is imminent M , the data needs to be transmitted regardless of the network condition. Transmission at any time slot incurs an instantaneous network resource cost, which is a function of the network condition at that time, notated as L i . The expected cost when using the optimal policy is C. The cost at a time slot i is defined as 1/RSS where RSS is the signal strength. The reward function is defined as the signal strength. Hence, the more the signal strength we gain by rescheduling, the more the reward we receive and the less the cost we have to pay. The notations are summarized as follows:
-M : Horizon, deadline for data transmission. -L i : Network resource consumption (cost) for transmitting the job at time slot i, calculated based on RSS i . -C i (S i ): Expected network resource cost from time slot i on using an optimal policy given current state is S i .
If a Markov model for RSS i is given, we can use the standard MDP technique to decide the optimal transmission time. Because MDP is a mature and well-known technique, we only sketch the main steps here due to space limitation. At each step, the action at time slot i can be decided by
The decision process is illustrated on Figure 1 . To find C i (S i ) for each time slot, we use the backward induction. Starting from the last time slot, if we are at the time slot M , due to the deadline, we have to transmit regardless, the expected cost is the expectation of resource cost at that time slot is E(RSS M |RSS i ). In this process, it is critical to estimate future network conditions. To address this challenging issue, we propose the DHMM model and NBC approach in the subsequent sections.
Dynamic Hidden Markov Model
HMM is widely used in the literature for signal strength prediction. The states are normally defined as locations that are inherently limited as mentioned in Section 2. In our work, we base on the predictability of signal strength and its strong correlation with location and time to build our model, the DHMM. Figure 2 illustrates the model. The bottom layer consists of the hidden states of the model, notated by S i . Each state is defined as a multivariate joint distribution of time, location and signal strength. Although each state consists of a set of observations, it is still hidden because from the observations, we cannot differentiate which state generates the observations. The signal strength, location and time associated with a state are strongly correlated. Hence, they tend to be grouped together in a small cluster. User movement, including time of arrival and departure as well as visited locations, is predictable. As a result, the state, which comprises the two features, is predictable. In the model, states are associated with a cluster of observations, hence, the two concepts can be used exchangeably depending on the context. The top layer is the RSS value, notated by RSS i . Since each state generates its own distribution of RSS, prediction of the next state leads to the prediction of RSS following the respective distribution. In the context of scheduling user access, a distribution of the next possible states is input to a standard MDP to calculate the expected value of reward until the deadline. From the MDP result, if it is more beneficial to wait then the transmission will be delayed until we receive higher rewards. Otherwise, it will be transmitted immediately. In the next Section, we describe a procedure to determine the states of DHMM as well as the current state of an observation. We note that historical network conditions are readily available locally on mobile devices, and thus collecting this information incurs little extra cost.
Fig. 2. Dynamic hidden markov model
At this point, the states are defined, however there are two questions left. The first question is how to determine the states and the number of the states given the observations. It is important to emphasize that the number of states or clusters are not known, hence, traditional clustering algorithms are not appropriate. And the second question is how to determine the current state of a user. Only by inferring about the current state can we calculate the transition probability and expected reward. The NBC is the best solution the questions since it does not require prior knowledge about the number of clusters to be known as a priori.
Nonparametric Bayesian Classification
In an HMM, it is required that the number of states is known a priori. However, this assumption does not always hold in practice. For example, when a user comes to a new place, he creates a new state in the model and this new state is not known by training. Such a situation makes HMM not appropriate for modeling a user behavior. We, instead, apply a variation of NBC, called IGMM, to dynamically determine the states. Next, we briefly introduce IGMM highlighting its connection to the proposed DHMM.
Infinite Gaussian Mixture Model
IGMM is a generating model following which we believe the observations are created. Intuitively, we assume that there are an unbounded number of joint distributions, each distribution generates a cluster of observations. One observation here in our application includes three parameters, time, location and signal strength. In IGMM, it is assumed that the number of clusters is infinite, but only a limited number of clusters are observed. The number of clusters can grow as large as needed when more data is obtained. Figure 3 shows a graphical representation of the IGMM, and a formal definition of IGMM is given below:
where θ j ∼ H stands for:
and w|α ∼ Stick(α) is a shorthand of: Fig. 3 . Infinite gaussian mixture model Figure 3 and the above definition fully describe the IGMM. The Stick(α) is a stick breaking process [6] used to generate an infinite number of weights, w, that sum up to 1. w is the mixing weight vector, which defines the contributions of each distribution in the observations set. z i = k indicates that x i belongs to cluster k with probability p(
is the data set of N observations. The observations are assumed to follow k joint Gaussian distributions which can be represented by θ k , a parameter set of a cluster. Specifically, θ k includes a set of mean vector and covariance matrix for each cluster. The mean vector and the covariance matrix in turn are assumed to follow a Gaussian distribution and Inverse Wishart distribution, H, respectively. Specifically, the generative model can be explained in our scenario as follow. A user can travel to many locations and each location has a different signal strength profile at different time of the day. As a result, a combination of location, signal strength, and time forms a cluster, which follows a distribution represented by θ k , where k is the index of the cluster. The arrival time and departure time of the user at a specific location and the signal strength at that location can be reasonably assumed to follow Gaussian distributions. The parameter vector includes two components, μ k and Σ k . μ k can be understood as an aggregate of the means of the four dimensions. The same interpretation applies to Σ k as the variance. The mean vector, α represents our confidence on the model. The larger the α, the stronger our confidence about choosing the base distribution, H, and the more concentrated the distributions of θ k 's around that base distribution.
Determining the States
Given the model and the observations, infer the model parameters using the inference algorithm in [15] [16] . A Gibbs sampling algorithm [15] is implemented to sample the indicators from their posterior distributions. The indicators here in our application are the labels of the states. To this end, we are now in the position to outline the opportunistic scheduling based on DHMM as illustrated in Figure 4 . First, the training data are processed, and states are determined by the Gibbs sampler. When a new observation is available, we run the Gibb sampler again to determine the observations' states. After identifying the states, the transition matrix will be updated. Given the current state and the updated transition matrix, the future reward will be calculated until the deadline. If the cost of transfer in the current state is greater than the expected cost in the future and the deadline has not been reached, we defer the transmission. Otherwise, data will be transmitted immediately.
Fig. 4. Opportunistic scheduling framework
As we can see, the states in DHMM are dynamically updated as more observations becomes available. This property is a significant improvement since we are able to determine the current state associated with the observation and incorporate the new observation into the model when the user moves to a location that has never been recorded. Given the current states, one can easily update the transition matrix in the DHMM model to reflect the recent dynamics.
Simulation Results
To evaluate the proposed method, we generate synthetic data as follows. A random number of locations were selected, each location is specified by a two-tuple of longitude and latitude. Every day, the user follows a schedule and stays in each location for a Normal distributed random length of time. Totally, there are 14 locations. The longitude and latitude means for the locations are chosen randomly in the range of [0, 14] with variance in each location set to 1. Signal strength mean in each location is selected randomly in the range of [0, 30] and has a standard deviation of 1.55dBm. Deadline is chosen to be 20. After generating the synthetic data, we divide it into two parts, a training part and an online part. Transmission cost is defined as the inverse of the signal strength. Figure 5 shows the output of the Gibbs sampler. Since we can only show a 3D picture, latitude, time and RSS were chosen. Observations within a rectangle are from the same location while those within an eclipse are classified as one cluster or state by the Gibbs sampler. Although there are only 10 locations, Gibbs sampler outputs 14 states since at the same location, there can be more than one signal strength profiles over the time. 
Fig. 5. Clustering result
The Gibbs sampler has high clustering accuracy and agility when new observations are present. As shown in Figure 5 , although there are only three observations marked by "x", they are grouped together to form a new state. Thus, whenever a user enters a new new location, the DHMM will be immediately updated with the new state.
Each scenario is run 800 times using traces from the online part of the synthetic profile to make the results statistically meaningful. Performance of the DHMM is compared with that of two other methods. The first method is a naive approach, which simply transmits data immediately regardless of future rewards. The second method is the UPDATE algorithm in [3] . Every time, all three algorithms are used to schedule the transmission on the same synthetic trace, and the total transmission cost of each test is collected. In Figure 6 , we show the Cumulative Distribution Function (CDF) of the transmission costs in all the tests run. CDF is used to show the distribution of transmission cost among all the tests. An average reduction of 50.34% of network cost is achieved when applying the DHMM and MDP compared to the naive one. Our proposed framework also outperforms the UPDATE algorithm by 27.5%. As shown in the figure, over 93% of the transmissions scheduled by DHMM have cost less than 0.04, while that rate of the UPDATE algorithm is 71% and the naive method is even worse with 52% of the transmissions have cost less than 0.04.
Conclusions
When the number of wireless smart devices increases rapidly, network load also increases exponentially since data transfers are bigger in both size and quantity. However, not all traffic are created equally. In this paper, we propose to exploit the delay-tolerance of certain data transfers to opportunistically schedule such jobs to times when the network condition is more favorable. To achieve this goal, we proposed an DHMM model and the NBC approach to build an adaptive model of user profiles based on observations. Through simulations, we showed that the proposed scheme improves over the naive method by 50.34%. The results presented in this paper demonstrated the promises of exploiting user and application characteristics in better resource management in cellular data networks. As future work, we plan to collect real-world measurement data from mobile users to test the proposed framework.
