Hardie (2001) used general Markov chains to study the linear "recursive projects" in which some activities may be revisited after a later activity is completed. In this paper, we propose that it is better to treat the project as an absorbing chain. This allows us to calculate the expected value and the variance of the project duration.
2 Linear recursive projects cannot start until all activities listed before it have been completed. It is more realistic to assume that the project is recursive, in that there is a non-zero probability that the project is sent back to design (2) after test and integration (3) . In this paper, we restrict ourselves only to linear projects; that is, those having no branches. We will present a method to obtain the expected value and the variance of the duration of a linear recursive project.
A linear recursive project can be a "super-activity" inside a larger PERT project. In this case, our method allows us to calculate accurately the mean and the variance of this super-activity, rather than approximating them by the Beta assumption or any other approximating formulas.
Methodology
Consider a project with N activities, labeled 1,2,...,N. Let the time be divided into discrete steps, starting at step 0. Hardie [3] assumes that, if activity i is being carried out at step n, there is a probability p i j ( j < i) that an early activity j is revisited at step n + 1, a probability p ii that activity i is performed again, and a probability p i,i+1 that the project advances to the next activity i + 1. ( i+1 j=1 p i j = 1). The total duration of activity i thus has a geometric distribution with mean 1/(1 − p ii ). Similar to Hardie [3] , we analyze the system as a Markov chain. The transition matrix representing the chain is of the form 
where E denotes the end of the project.
Hardie [3] notes that raising the transition matrix P to the power of n will give the probability that activity i is performed at time n. Especially, the probability that the project is finished by the time n is the (1,E) element of the matrix P n . In this paper we recognize this project as an "absorbing chain." This allows many important results related to this kind of chain be adapted to the current model (see Minh [4] ).
First we write the transition matrix (2.1) in the following form:
D. L. Minh and R. Bhaskar 3 where 
Standard results in the study of absorbing chains would immediately yield the following results.
(1) The expected total duration the project spends in activity i is the (1,i) element of the following "fundamental matrix":
is the sum of the expected durations the project spends in each activity; that is, the sum of the first row of the fundamental matrix U. (3) The second moment of the project duration E[D 2 ] is the first element of column (2U − I)Ue, where I is an identity matrix, and e a column in which all elements are 1.
Examples
We now present two examples-the first can be calculated numerically and the second analytically.
In the first example, consider a project A having 4 activities X, Y , Z, T and the following transition matrix (in days):
Hardie [3] shows that the probability that project A reaches the end E after day 5 is .28728, which is the (1, E) element of (P A ) 5 . Now treating project A as an absorbing chain, we write
2)
The fundamental matrix for this chain is D. L. Minh and R. Bhaskar 5 In the second example, we assume that the project can only revert to the beginning of the project (Back to the drawing board). We write the transition matrix in the form
where
It can be proved by induction that the closed-form for E[D] is
where γ = (1 − r)/s. This confirms that the expected project duration is longer when the reversion probability q is larger, and/or the probability s of advancing to the next activity is smaller.
Conclusion
In this paper, we show that by considering a linear recursive project as an absorbing chain, we can calculate the expected value and the variance of its total duration. These results can give a project manager better insight into planning the overall project management.
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