A form-finding problem for tensegrity structures is studied; given an abstract graph, we show an algorithm to decide whether it can be the underlying graph of a tensegrity in R d (typically d = 2, 3) with vertices in general position. Furthermore, our algorithm allows to obtain necessary and sufficient conditions on the relative position of the vertices, for what we propose both a geometric and a symbolic approach.
• In case such a tensegrity with underlying graph G is possible, to characterize the relative position of its vertices.
In order to solve these problems, we first look for decompositions of tensegrities into basic instances, called atoms. The same method allows to decompose a graph G into the smallest graphs that can underlie a tensegrity. In order to build up a tensegrity with graph G, we propose to reverse its decomposition, for what we present two different approaches: The first one looks at the geometric structure of the tensegrity; it is quite visual and provides intuition of the intrinsical properties of tensegrity structures. However, it becomes difficult to use for complicated structures. The second approach condenses in a matrix the information about the tensegrity; this allows to use tools from Symbolic Computation, despite being less intuitive.
The paper is organized as follows: The basic notions and results are introduced in Section 2. Then, Section 3 introduces a method to decompose a tensegrity into atoms, which is applied to G and then reversed by geometric means. Finally, in Section 4 a rigidity matrix is used for a symbolic resolution.
Preliminaries
In this section we introduce the basic notions and results used in the paper. Despite it aims to be self-contained, an interested reader can look at [16] for further examples and a more detailed overview of the mathematical concepts. Let us introduce first the rigorous definition of "self-tensional equilibrium": Definition 2.1. Let G = (V, E) be an abstract graph:
• A framework G(P ) in R d is an embedding of G on a finite point configuration P := {p 1 , . . . , p n } in R d , with straight edges. In the sequel we will focus on general position point configurations (no d + 1 points lie on the same hyperplane).
• A stress w on a framework is an assignment of scalars w ij (called tensions) to its edges. Observe that w ij = w ji , since they refer to the same edge.
• Such a w is called a self-stress if, in addition, the following equilibrium condition is fulfilled at every vertex:
∀i, ij edge
That is, for each vertex p i the scaled sum of incident vectors −→ p i p j is zero.
Observe that the null stress is always a self-stress, of no interest for us. Note also that all scalar multiples of a self-stress (in particular its opposite) are self-stresses as well.
Lemma 2.2. Let p ∈ P be a vertex of a d-dimensional framework G(P ) such that P is in general position. Given a non-null self-stress on G(P ), either at least d + 1 of the edges incident to p receive non-null tension, or all of them have null tension.
Proof. The result is true for any d, but the reader may consider d = 2, 3 here. Let k be the number of edges incident to p that have non-null tension. The equilibrium condition on p implies having k vectors in R d , with common tail, which add up to the zero vector. For k < d + 1, this is only possible if their k + 1 endpoints do not span a k-space. But either k = 0 or this contradicts the general position assumption.
As a consequence, the next property makes particularly interesting the study of a certain family of general position frameworks, the so-called (d + 1)-regular ones, for which a null tension on a single edge propagates to the rest of them: The following definition introduces our final object of study, which is a physical model of the mathematical objects defined above: Definition 2.4. We define a tensegrity structure T (P ) to be a self-stressed framework in which:
• Edges ij such that w ij > 0 have been replaced by inextensible cables (its endpoints constrained not to get further apart),
• Edges with w ij < 0 have been replaced by unshrinkable struts (endpoints constrained not to get closer together), and
• Edges with w ij = 0 have been removed.
If no confusion is possible, a tensegrity structure T (P ) will be denoted by just T . For another physical interpretation, one can think of cables and struts as springs endowed with a certain tension, respectively inwards and outwards. That is; cables and struts incident to point p i have respectively tensions in the direction of + −→ p i p j (inwards) and - Observe that, given a tensegrity structure, it might be possible to replace the struts by bars which react to the surrounding tensions. For example, if we replace the strut in Figure 1 by a bar, this will receive an outwards tension at p i , as a reaction to the sum of cable tensions. Such a replacement is usual when constructing tensegrity sculptures, like those in [13] .
The most emblematic tensegrity structure is shown in Figure 2 . Named oblique triangular prism with rotational symmetry, it is composed of nine cables, six of which form two copies of an equilateral triangle, the top one rotated 30 degrees, joined by three struts alternating the rest of cables. Thick edges denote the struts, which could be replaced by bars as before. The last definition in this section introduces the smallest tensegrities possible, which we will show in Section 3 to be the fundamental bricks for building up any tensegrity: Definition 2.5. We define a self-stressed atom in R d (d = 2, 3) to be a general position realization of the complete graph K d+2 , together with its unique (up to constant multiplication) non-null self-stress. The tensegrity atoms are then obtained replacing edges by cables and struts. When no confussion is possible, we will just refer to atoms. Figure 3 shows half of the possible tensegrity atoms in R d for d = 2, 3, where thick edges denote struts. The other half is obtained by interchanging cables and struts or, equivalently, by considering the opposite tensions. It is not difficult to check, using Lemma 2.2, that configurations with fewer points or edges do not admit self-stresses apart from the null one. The non-trivial fact that the above frameworks do admit a unique (up to constants) non-null self-stress appears in [10] , where existence is proved by the following result and uniqueness by rigidity arguments.
be an affine dependence on a point set P = {p 1 , . . . , p n }. Then, w ij := λ i λ j defines a self-stress on the complete graph K(P ). Proof. For any p i ∈ P , we have:
which equals zero.
Geometric approach
In this section we present a geometric algorithm to decompose a tensegrity into atoms. The same algorithm, understood in a purely combinatorial manner, opens the way towards the resolution of the two problems posed in Section 1. The second part of the section shows that the geometric reversal of the algorithm allows to solve both problems.
Decomposing into atoms
Let G(P ) and G ′ (P ′ ) be two self-stressed frameworks such that P ∪P ′ is a point configuration in general position. Let w and w ′ be their self-stresses. For the framework G(P ) ∪ G ′ (P ′ ) obtained by union of vertices and edges, one can define the sum of self-stresses w + w ′ in the natural way: Assign tension w ij + w ′ ij to common edges ij and maintain the initial tension at the others.
It is easy to observe that equations (1) are fulfilled and hence w+w ′ is indeed a self-stress. Abusing of notation, we denote by G + G ′ the self-stressed framework obtained. Observe that, after this addition is performed, one can appropriately replace edges by cables and struts in order to obtain a tensegrity structure T + T ′ . Hence, the sum of tensegrities yields another tensegrity.
Observation 3.1. This kind of addition is of interest mostly when P and P ′ have at least d points in common; otherwise we obtain either two separate tensegrity structures or one of them hanging from the other.
The main result in this section states that, reciprocally, under our conditions every tensegrity can be decomposed into a sum of tensegrity atoms: Theorem 3.2. (Atomic decomposition of tensegrities) Every non-null tensegrity structure T (P ), P in general position, is a finite sum of tensegrity atoms. This decomposition is not unique in general.
Proof. Let G(P ) and w be the framework and non-null self-stress associated to T (P ). We show how to obtain, by addition of atoms, a chain of non-null self-stresses w ′ on G(P ) in which the number of vertices with only null incident tensions (null vertices) is increased by one at each step. At the end we come up with a self-stressed framework with only d + 2 non-null vertices, i.e. an atom (note that Lemma 2.2 implies that every framework with a non-null self-stress has at least d + 2 vertices). Hence, the original tensegrity T will be the sum of this tensegrity atom and the opposites of those that have appeared in the process.
Let us focus on the two-dimensional case, since the d-dimensional one is carried out analogously: At each step, an arbitrary non-null vertex a ∈ P is to be converted in a null one. By Lemma 2.2, only the following two cases are possible (see Figures 4 and 5):
• Type 1: If exactly three incident edges ab, ac, ad have non-null tension, we consider the atom K of vertices a, b, c, d. Since this atom has a non-null self-stress w K which is unique up to constants, we can choose w K ab to be the opposite of the tension assigned to edge ab at the current stress w ′ , i.e. w K ab := −w ′ ab . Because of the equilibrium at a, it turns out that also w K ac = −w ′ ac and w K ad = −w ′ ad . Therefore, adding w K to the current self-stress makes vertex a have only null tensions at incident edges (i.e. makes it disappear from the induced tensegrity). See Figure 4 , where dashed interior edges in the second picture are opposite to those in the first one. Note that at b, c, d other incident edges with non-null tension may have appeared; these extra edges do not affect a and hence neither affect the present process. However, they will be concerned later. • Type 2: If p ∈ P has incidence degree greater than 3, let m, n, q be neighbors of p.
Consider the atomK of vertices p, m, n, q (and all the possible edges between them) and choose it to have tension wK pm := −w ′ pm at edge pm. Hence, obviously w ′ +wK has null tension at edge pm. Again, other edges with non-null tension may appear, but not incident to p. Hence, repeating this process if needed, we obtain a self-stress on G in which p has only three incident edges with non-null tension (i.e. in the induced tensegrity, p has only three incident edges). Now we are in the previous case. See Figure 5 , where now only dashed edge pm is guaranteed to be opposite to its filled counterpart. Note that different choices of vertices may lead to different decompositions. However, for all of them, after a finite number of steps all but four vertices become null. Since a sum of self-stresses is another self-stress, these four non-null vertices form a self-stressed framework. By Lemma 2.2, this has to be a self-stressed atom. Then, the process has finished.
Let us point up here some observations about this process:
• The algorithm in Theorem 3.2 is applied to a tensegrity structure T (P ) and hence it is a geometric algorithm.
• Furthermore, the steps in Figures 4 and 5 can also be seen as purely combinatorial operations of addition and removal of edges in an abstract graph G. This gives a purely combinatorial algorithm.
The last fact suggests a first result towards the resolution of the problems posed in Section 1:
Given an abstract graph G, in order for it to underlie a tensegrity T (P ) in R d , it is a necessary condition that the combinatorial analog of the process in Theorem 3.2 decomposes G into a sum of complete graphs K d+2 .
Proof. If such a tensegrity T (P ) exists, then its geometric decomposition induces a combinatorial decomposition of G as required.
Hence, when asked about the existence of a tensegrity in R d with underlying graph G, we first propose to look for its combinatorial decomposition into K d+2 's. If this fails, then the answer is negative. Otherwise, the next subsection shows that the question can be answered by a geometric reversal of the decomposition.
Geometrically solving form-finding problems
The following result states that our decomposition process provides a solution to the two problems posed in Section 1. Note the request of a self-stress non-null on every edge, in order for G to underlie the tensegrity: Theorem 3.4. Given an abstract graph G, the process in the proof of Theorem 3.2 allows to characterize which point sets P in general position make G(P ) admit a self-stress non-null on every edge (and hence admit a tensegrity T (P ) as wanted) .
Proof. Given G, we apply the combinatorial analog of the decomposition in Theorem 3.2: If it fails, then G cannot underlie a tensegrity. Otherwise, suppose that G admits a decomposition into K d+2 's as above. Then, in order to realize G as a tensegrity this decomposition has to admit being reversed: At each step, choosing coordinates p i for the vertices and tensions w ij for the edges, in such a way that the intermediate structures are indeed tensegrities, i.e., maintain equilibrium. Let us analyze this process:
• At the first step of the reversal, the last K d+2 appeared in the decomposition has to be embedded into R d . Since d+2 vertices are affinely dependent in R d , by Proposition 2.6 any choice of d + 2 coordinates for the vertices provides a tensegrity structure, which is unique up to constants. Hence, it just remains to choose a tension for one of the edges.
• The rest of the process consists on reversing Type 1 and Type 2 steps from the original decomposition:
-The reversal of a Type 1 step adds an atom a, b, c, d inserting the point a, see Figure 4 from right to left (i.e., to the rightmost graph we add the middle one and get the leftmost one). We can choose both the coordinates of this new point a and the tension of one edge in the atom.
-When reversing a step of Type 2, we add an atom p, m, n, q to a tensegrity structure in which those vertices already have coordinates, see Figure 5 from right to left. Therefore, we can only choose the tension of one edge in the atom.
Recall from the proof of Theorem 3.2 that steps of Type 1 and 2 may have introduced extra edges. These "undesired" edges have to be removed when reversing that step. Hence, in order to maintain the equilibrium, the new tensions have to compensate the removed ones. This restricts the feasible positions of the vertices, providing a collection of necessary conditions for the embedding of the vertices of G in order to underlie a tensegrity. Furthermore, those conditions are sufficient by construction.
In order to prove that two decompositions of G do lead to the same collection of conditions, it is enough to observe that the tensegrities constructed using one decomposition can always be decomposed and reconstructed using the other. Hence, they have to fulfill both sets of necessary and sufficient conditions, and therefore these have to be equivalent.
Let us finish the section illustrating the decomposition and reversal process with the following example:
Example 3.5. The graph G = ({1, . . . , 6}, {12, 14, 16, 23, 26, 34, 35 We start with the combinatorial decomposition of G. It is easy to remove vertices 1 and then 3 by two consecutive Type 1 steps. In Figure 6 we show the reversal of this decomposition, where dashed edges are the "undesired" ones that have to be removed and their tensions compensated. This fact can be observed taking to the limit the following argument: Point p 1 has to be placed on the line spanned by the resultant of the "undesired" tensions w 24 and w 46 so that the tension on edge p 1 p 4 replaces them. Moving p 1 along the feasible line towards the intersection of p 2 p 3 and p 1 p 4 forces tension w 26 at point p 2 to be very small. But this equals tension w 62 at point p 6 ; therefore, p 1 has to be close to the intersection of p 1 p 4 and p 5 p 6 as well.
Symbolic approach
This section is devoted to show that the form-finding problems considered can be reformulated in a matricial form, and how this can be used to solve the reversal steps of our algorithm using symbolic computations. In particular, this provides an alternative to the geometric ad hoc reasonings like the one in Example 3.5, and allows to deal with more complicated and less visual examples.
The rigidity matrix
Before starting this subsection, let us point up that in this paper we are not dealing with the rigidity of tensegrity structures; we are just concerned by their self-equilibrium. An interested reader can see [16] for more information on rigidity of frameworks. However, the following notion from rigidity analysis turns out to be useful for our purposes: Definition 4.1. Let G(P ) be a framework with n vertices and e edges in R d . Its rigidity matrix has e rows and nd columns, defined as follows:
• There is a row per edge ij of the framework, with i < j and in lexicographic order.
• Each block of d columns is associated to a vertex p i and contains either the d coordinates p i − p j , at those rows corresponding to edges ij incident to p i , or zeros at the rest of rows.
For a complete framework on n vertices (with all the possible edges), the rigidity matrix has the following condensed form:
The key observation is that the equilibrium equations (1) can be restated in matricial form as
where w is a 1 × e vector of entries w ij , i < j (recall that w ij = w ji ) and the right-hand side is the 1 × nd zero vector. That is to say, self-stresses w are row dependencies for the rigidity matrix, what leads to the following observation:
Observation 4.2. For an abstract graph G, being the underlying graph of a tensegrity T (P ) in general position is equivalent to the existence of a w with no null component in the left kernel of R(P ).
Unfortunately, this observation is not useful for practical purposes. Hence, in the next Subsection we propose to use the matricial expression of equilibrium together with the decomposition-reversal algorithm presented above.
Symbolically solving form-finding problems
The critical part in the algorithm of Section 3 was to maintain equilibrium at each reversal step, since this is what restricts the choice of coordinates for the vertices and provides conditions on them. Our proposal in this subsection is to translate those restrictions into algebraic equations, by means of symbolic computations.
At each step we have to choose coordinates (x 1 , . . . , x d ) for at most one new vertex, in such a way that the resulting framework maintains equilibrium. In other words, we have to choose positions in the projection of the solutions of (2) over the space of the variables x i .
It is well-known (see Lemma 1 in page 120 of [4] ) that the polynomial elimination of variables w ij from the system of equations (2) contains the above projection. Therefore, polynomial elimination provides necessary conditions for the position of the vertices, which can be later tested for sufficiency.
In order to perform polynomial elimination, we have chosen to compute the intersection of R[x 1 , . . . , x d ] with a Groebner basis of the equations, for an elimination order in which variables x i are smaller than the w ij 's; see Theorem 2 in page 113 of [4] . Although there are more efficient elimination techniques, the reason for this choice is to present the operations performed with the software Maple [7] which, apart from being broadly known, has a specific package for linear algebra. For more efficient elimination software, the reader can consider CoCoA [2] .
Let us finally point up that, in order to look for non-null tensions on every edge, we will have to consider the inequations w ij = 0 for every i, j. Equivalently, we will consider extra variables t ij and equations w ij t ij = 1, as usual. In order to finish this subsection, we illustrate our second method with the following example: Again, we start with the combinatorial decomposition of G. It is enough to remove vertex 6 by a Type 1 step, obtaining the atom 1, 2, 3, 4, 5, see Figure 2 . Hence, only one step has to be reversed. We detail how to proceed using Maple V, release 5.1, and we omit some outputs of no interest.
• The first step is to introduce coordinates for the initial points p 1 , . . . , Remark 4.4. It is crucial to observe that the result will not depend on the coordinates chosen, since tensegrities are projectively invariant, see [11] .
• Then, we define the dimension and the numbers of points and edges, together with a zero block: d:=3: n:=6: e:=12: zeros:=[0,0,0]:
• Now we can load the linalg package and introduce the rigidity matrix: with(linalg): R:=matrix(e,n*d,[ op(p1-p2),op(p2-p1),op(zeros),op(zeros),op(zeros),op(zeros), op(p1-p3),op(zeros),op(p3-p1),op(zeros),op(zeros),op(zeros), op(p1-p4),op(zeros),op(zeros),op(p4-p1),op(zeros),op(zeros), op(p1-p5),op(zeros),op(zeros),op(zeros),op(p5-p1),op(zeros), op(zeros),op(p2-p3),op(p3-p2),op(zeros),op(zeros),op(zeros), op(zeros),op(p2-p5),op(zeros),op(zeros),op(p5-p2),op(zeros), op(zeros),op(p2-p6),op(zeros),op(zeros),op(zeros),op(p6-p2), op(zeros),op(zeros),op(p3-p4),op(p4-p3),op(zeros),op(zeros), op(zeros),op(zeros),op(p3-p6),op(zeros),op(zeros),op(p6-p3), op(zeros),op(zeros),op(zeros),op(p4-p5),op(p5-p4),op(zeros), op(zeros),op(zeros),op(zeros),op(p4-p6),op(zeros),op(p6-p4), op(zeros),op(zeros),op(zeros),op(zeros),op(p5-p6),op(p6-p5) ]); 
• Observe that solving equation (2) is equivalent to solve its transpose R t · w t = 0. This is the form needed by the command geneqns of the linalg package to generate the system of equations. We have chosen the names w ij for the unknown tensions: Rt:=transpose(R): eqs:=geneqns(Rt, [w12,w13,w14,w15,w23,w25,w26,w34,w36,w45,w46,w56], vector(n*d,0)); eqs := {−w12 − w14 = 0, −w12 − w13 = 0, − w12 − w15 = 0, w12 + w23 + w25 − w26 x + w26 = 0, w12 + w25 − w26 y + w26 = 0, w12 + w23 − w26 z + w26 = 0, − w23 − w34 − x w36 = 0, w13 + w34 − w36 y + w36 = 0, −w23 − z w36 = 0, w14 + w34 + w45 − w46 x + w46 = 0, − w34 − y w46 = 0, −w45 − z w46 = 0, − w25 − w45 − x w56 = 0, −w25 − y w56 = 0, w15 + w45 − w56 z + w56 = 0, − w26 + w26 x + x w36 − w46 + w46 x + x w56 = 0, − w26 + w26 y − w36 + w36 y + y w46 + y w56 = 0, − w26 + w26 z + z w36 + z w46 − w56 + w56 z = 0}
• In order to look for non-null tension on every edge, Corollary 2.3 turns out to be crucial; if there is a non-null self-stress, then all its tensions are null. Hence, it is enough to add any of the inequations w ij = 0 to our system, for which an auxiliary polynomial and variable have to be considered when computing the Groebner basis, as advanced above.
Here we have chosen the inequation w 56 = 0, adding the auxiliary variable t 56 and the polynomial w 56 t 56 − 1. Then, to obtain the polynomial elimination, we compute a Groebner basis of the polynomials in eqs plus the extra one, for an elimination order in which variables x, y, z are smaller than the w ij 's. The command gbasis of the Groebner package is used: polys:={w56*t56-1, -w12-w14, -w12-w13, -w12-w15, ... with(Groebner): G:=gbasis (polys,lexdeg([t56,w12,w13,w14,  w15,w23,w25,w26,w34,w36,w45,w46,w56] ,[x,y,z])); G := [x 2 − z 2 − x + y + z − y 2 , . . . and 47 polynomials more, involving w ij 's.
We conclude that the hyperboloid x 2 − z 2 − x + y + z − y 2 = 0 contains the set of points p 6 := (x, y, z) such that the framework admits a self stress non-null on every edge. Therefore this is a necessary condition. In order to test its sufficiency, we have considered an extra edge in the framework and forced its tension to be null, obtaining the following stress from the left-kernel of the corresponding rigidity matrix: We omit the (easy) computations checking that:
• Under the condition x 2 − z 2 − x + y + z − y 2 = 0 of the hyperboloid, this is indeed a self-stress.
• The denominator is not null: We observe that points p 3 , p 4 and p 5 already lie on the plane y + z + x − 1 = 0. Therefore, if point p 6 lied on that plane, the configuration would not be in general position.
• Similar arguments prove that all the components of w are non-null.
