ABSTRACT Entity resolution (ER) is to find database records that refer to the same real-world entity. A key component for ER is to choose a proper distance (similarity) function for each database field to quantify the similarity of records. Most existing ER approaches focus on how to define a proper matching rule based on generic or hand-crafted distance metrics. In this paper, we explore two learnable string distance metrics for two kinds of ER problems by employing the principle component analysis and the largest margin nearest neighbor algorithm for training. Experimental results on real data sets show that our approaches can improve entity resolution accuracy over traditional techniques.
I. INTRODUCTION
In many applications, a real-world entity may appear in multiple data sources so that the entity may have entirely different descriptions. For example, a product or reference may have several descriptions. Thus, it is necessary to identify the database records referring to the same real-world entity, which is called Entity Resolution (ER). ER is one of the most critical problems in data cleaning and arises in many applications such as information integration and information retrieval. Because of its importance, it has attracted much attention of many researchers all the time.
One of the most common mismatches in records is caused by the variations of string data. A large number of distance (similarity) metrics have been proposed to quantify the similarity of string values. They can be broadly classified into two main types: 1) character-based distance functions and 2) token-based distance functions. The first evaluates the similarity by transforming an object to another based on character transformations. The second tokenize each string as a set and utilizes the set similarity to quantify the similarity. Most of these metrics are domain-independent and only work well for some specific tasks. Bilenko and Mooney [1] states that no single metric is suitable for all data sets. Most research work and frameworks have their limitations that one metric illustrate robustness and effectiveness for some data sets may perform poorly on others. Moreover, traditional distance metrics can only be valid when records referring to the same entity are more similar to each other (compact set property [2] ). However, such property may not hold, so traditional distance metrics cannot identify records correctly in some cases. We use the following example for illustration.
Example 1: Table 1 shows a set of record pairs describing e-commerce products. The record pairs are selected from the benchmark data sets for entity resolution: Abt-Buy and Amazon-GoogleProducts. 1 In this example, (a 1 , b 1 ) and (a 2 , b 2 ) are matchings, denoted as m 1 and m 2 , while (a 3 , b 3 ), (a 4 , b 4 ), (a 5 , b 5 ), (a 6 , b 6 ) are non-matchings, denoted as n i (i = 1, 2, 3, 4). We choose six most common distance metrics for entity resolution, including three character-based metrics, which are Q-Gram, Jaro and Levenshtein and three tokenbased metrics, which are Overlap Coefficient, Cosine and Jaccard. The similarity results are shown in Figure 1 .
The result shows that no matter what metrics we choose, there does not exist a threshold θ which can identify the matches accurately. In another word, we cannot find a threshold θ such that the similarities of matches are greater than θ while the similarities of non-matches are less than θ . As traditional distance metrics cannot be applied in this case, we attempt to develop an adaptive metric based on metric learning. To achieve this goal, we have the following observations.
Observation 1: Some words in an entity description are correlated.
Let us consider a product, and it is natural that its brand and product type are related. For instance, iPhone 8 is a product of Apple company. Therefore, ''iPhone'' and ''apple'' are related. Also, the type of a product can sometimes be deduced by its description. Consider record b 2 in Table 1 , since b 2 is ''QuickBooks'', it is obviously a kind of software. Thus, ''QuickBooks'' and ''software'' are relevant. Consequently, a correlation between words can help us identify the redundant information which should be taken into account during distance computation.
Observation 2: The importance of words in the same entity description is different.
Consider record a 1 in Table 1 whose name is ''Sony Home Entertainment Server In Black -HESV1000'', which includes its product number ''HESV1000'', its brand ''Sony and its color ''Black''. Obviously, ''HESV1000'' is the most informative word as it can be used to identify this entity uniquely. ''Sony'' and ''Black'' are also informative because they can be used to distinguish entities of different brands and different colors respectively. On the contrary, some common words are ignorant, such as ''in'' and ''for'', because they do not contain any useful information about products. For instance, for (a 1 , b 1 ), their names include the same product number, which is sufficient to determine that they are matches, no matter how dissimilar the rest of the two strings are. For record pairs (a 3 , b 3 ) and (a 4 , b 4 ), their product numbers are different, so it can be judged that they are not matched. For (a 5 , b 5 ) and (a 6 , b 6 ), their years and languages are different, so it is also possible to determine that they are not matched.
Based on the above observations, we assign different weights to the words. Explicitly, we assign the highest weight 1 to the words which describe the product number, a smaller weight 0.3 to the words which describe the brand, language, year and version number, the smallest weight 0 to the common words, such as ''software'', ''in'' and ''for'', and 0.05 to other words. We use the Overlap Coefficient [3] to compute the similarity of record pairs, and the similarity result is as follows: the similarities of matching pairs m 1 and m 2 are 0.9 and 1 respectively, and the similarities of nonmatching pairs n 1 -n 4 are 0.35, 0.33, 0.54 and 0.54, respectively. As a result, using these similarities, we can adequately distinguish between matching pairs and non-matching pairs, since the lowest similarity of matching pairs is 0.9 which is much higher than the highest similarity of non-matching pairs, which is 0.54.
From this example, we can see that understanding the correlation between words and the importance of different words (domain-specific) in entity resolution can help us define distance metrics better. Motivated by these observations, this paper proposes two token-based distance measures in entity resolution. This poses the following challenges:
Firstly, the semantics of some words are too complicated to discover effective correlation. Homonyms and synonyms make correlation discovery more difficult. Thus, the first challenge is to discover meaningful correlations from complex descriptions.
Secondly, the importance of words varies based on the domains of entities, i.e., books, restaurants, e-products, etc. Thus, the second challenge is to determine the importance of words according to the specific domains.
The last but not least, due to the variety of descriptions, a one-to-all distance function can hardly fit all cases. Thus, the third challenge is to design an adaptive distance measure for descriptions combining the correlations and importance of words.
This paper aims at the aforementioned challenges. We employ the PCA and the LMNN techniques (Sect. III) for feature selection and parameter estimation respectively. We present two token-based distance metrics for two kinds of ER problems: pairwise-ER and groupwise-ER (Sect. IV). We also propose two ER algorithms for pairwise-ER and groupwise-ER based on our learned metrics (Sect. V). To avoid setting similarity thresholds, we utilize the KNN method to determine which records are duplicated. Experimental results on real datasets show that our approaches can improve entity resolution accuracy over traditional techniques (Sect. VI).
II. RELATED WORK
Entity resolution problems were first proposed in [4] and the good overview of traditional approaches can be found in [5] and [6] . A few more studies with a connection to entity resolution have achieved significant progress in recent years. Li et al. [7] presents an attribute value conversion model called MAROON for temporal record linkage problem to improve the accuracy. Li [8] presents a hybrid humanmachine entity resolution framework based on crowdsourcing [9] - [11] to increase the exactness. [12] introduces a scalable MapReduce-based similarity join algorithm named FS-Join and the results prove that FS-join has excellent extensibility. VOLUME 6, 2018 Similarity metric algorithm is the core basic component in entity resolution. Traditional entity resolution method always employ string-based similarity functions (Jaccard's similarity algorithm [13] , based on n-gram algorithm [14] , Levenshtein distance algorithm [15] , Jaro and Jaro-Winkle distance algorithms [16] , [17] , Monge-Elkan algorithm [13] )) to compute the similarities of attribute-values records while often does not obtain ideal effectiveness. Therefore, various distance metrics are proposed for different practical applications. Recently, distance metric learning has attracted widely researches in machine learning and related fields. Reference [18] elaborates an overview of distance metric learning methods. Moutafits et al. defined the problem of metric learning and conducted an empirical evaluation to analyze the performance. Reference [19] focus on finding a linear transformation method by maximizing the Jeffrey divergence for distance metric learning and achieved accuracies superior to the state-of-the-art methods. Wang and Li [20] presents a HDML method which can amend the handicaps of learning single-space distance metric that like Boostmetric method [21] .
Machine learning algorithms has been applied to various fields and it is very important to choose an appropriate model. For example, [22] addressed CNN to prediction disease and the conclusion was that the accuracy reaches 94.8%. Reference [23] proposed a specific parameter Bayesian model which enables efficient reasoning and accurate error rate calculations solved the problem of record linking. In [24] , support-vector models are used to classify pairs of records. For the entity resolution tasks, the matching degree of two entities on each attribute and the similarity calculated under different similarity functions can be expressed in a vector form, and vectors are classified according to the surface of the hyperplane in which they are located. Reference [25] proposed an active learning system in large-scale scenarios obtained higher classification performance. Moreover, other algorithms in latest researches can be acknowledged in [26] (LMNN) [27] (CNN), [28] (KNN), [29] (DT), [30] (K-MEANS), [31] (EM), [32] (DBSCAN).
III. BACKGROUND
In this section, we will introduce two classical learning algorithms employed in our work: principal component analysis for deleting duplicate information and large margin nearest neighbor learning algorithm for importance determination.
A. PRINCIPAL COMPONENT ANALYSIS
Principal component analysis (PCA) is a multivariate statistical analysis method which selects a few significant variables from various variables through a linear transformation. The method thereof is mainly to decompose the covariance matrix to obtain the principal component of the data and their weighted values. PCA preserves the most important aspects of data by preserving low-order principal components and neglecting higher order principal components.
Given m observations of n variables to form an n × m data matrix, the goal of PCA is to find r (r < n) new variables to reflect the main features of objects and compress the size of the original data matrix, and these new variables are irrelevant and orthogonal. The formal description of PCA is as follows.
Given a set of n samples composed of { x 1 , · · · , x n }, the output of PCA is a n × m orthogonal linear transformation matrix L such that,
n i x i represents the mean value of samples. As discussed in the introduction, there is often a correlation between different words in a description of entity. This correlation between words can be interpreted as duplicate information of entity that can be neglected. Thus we apply PCA to establish minimal new variables that are unrelated to each other and keep the original information as much as possible. Experiments on real data have verified the effectiveness of this method.
B. LARGE MARGIN NEAREST NEIGHBOR ALGORITHM
The goal of the Large Margin Nearest Neighbor algorithm (LMNN) is to learn a coefficient matrix L that transforms the original sample space so that for each sample x i , it has the same category with its k nearest neighbors, while keeps large distances from the samples with different categories. The main idea of LMNN is: for each sample x i in the training set, the samples which are neighbors of x i but have different categories are penalized (''push'' these samples); simultaneously, the samples which are neighbors of x i and have the same category are penalized (''pull'' the samples). The formal description is as below.
Given a set of n training samples { x 1 , · · · , x n }, the output of LMNN is a linear transformation matrix L, such that,
, S is the set of sample pairs which are neighbors to each other in the same category, R is the set of triples that each triple ( x i , x j , x k ) meets the following constraints: ( x i , x j ) ∈ S, x i and x k have different categories. In summary, LMNN can learn an adaptive weight matrix by ''pulling'' the samples with the same category together and ''pushing'' the samples with different categories away.
IV. METRIC LEARNING FOR ER
In this section, we will first introduce two types of ER problems: pairwise-ER and groupwise-ER, and then present our two metric learning algorithms for both ER problems. Table 2 is a list of notations used throughout this paper. 
A. ENTITY RESOLUTION PROBLEMS
Generally speaking, ER problems can be classified into two types according to their output format. One is called pairwise-ER, which aims at recognizing if two entities belong to the same entity (e.g. ''quickbooks pro 2007 for mac'' and ''intuit quickbooks pro 2007 software for mac''). The other is groupwise-ER, whose target is to cluster entities which are essentially the same when given a group of entities. The formal definitions are as below.
Definition 1 (Pairwise-ER): Given two sets of records
is in R, they are considered to be match (referring to the same entity), otherwise they are considered to be non-match (referring to different entities).
Definition 2 (Groupwise-ER): Given a set of records U , the output of groupwise-ER is a partition U = {U 1 , · · · , U m } of U where records in the same group are determined to refer to the same entity, while records in different groups are determined to refer to different entities.
According to different types of ER problems, we propose different distance metric functions and learning algorithms for pairwise-ER (Sect. IV-B) and groupwise-ER (Sect. IV-C).
B. METRIC LEARNING FOR PAIRWISE-ER
In this subsection, some symbols and concepts are given before we take further discussions.
Let us denote the set of records in the dataset by D = {r 1 , r 2 , · · · , r n }, r i refers to a record consists of several words. 
As such vectors of record pairs are established, we can define the ''distance'' of two record pairs. The general distance metric applyed to measure the distance between two instances is the Euclidean distance. However, using this distance metric may not be appropriate for every application domain, because it does not take the correlation between attributes into account and it ignores the presence of irrelevant attributes. Since we perform binary classification (match or non-match) based on the distance, therefore, unlike classical Euclidean distances, we introduce an additional ''distance metric'' matrix to obtain each record pair's distance.
Definition 5 (Distance Metric of Record Pairs): Given two m × 1 word feature vectors x 1 , x 2 of record pairs, and denote the distance of x 1 and x 2 as dis( x 1 , x 2 ), its definition is as follows:
where L is the above-mentioned ''measurement matrix'', it is a square matrix with dimension m × m. To illustrate, consider the following example:
Example 2 Assuming that
Then we can compute the distance through the following steps.
Consequently, we can get the distance of each record pairs.
Training Set: A heuristic method is to traverse all the entity pairs in entity set and generates corresponding feature vector set as the training set. While such method has many shortcomings including: VOLUME 6, 2018
• High complexity of comparisons. Given two data sets A = {a 1 , · · · , a n 1 } and B = {b 1 , · · · , b n 2 }, there exists m × n record pairs, thus need n 1 × n 2 times of comparisons. The complexity is O(n 1 × n 2 ).
• High complexity of matrix operations. Suppose the elements in word set U D is m, then the word sequence T D will have m elements. According to Definition 5, the feature matrix X S is m × n1 × n2, which will result in rather long running time when implementing matrix operations.
• Labels bias. Usually, the amount of matched record pairs are far less than unmatched pairs. Traverse all record pairs will lead to label bias, which will do harm to training models.
To overcome the drawbacks, we propose a new framework, which extracts a subset to form a training set, as described in Algorithm 1.
Based on the concepts illustrated above, we can then form a general framework for pairwise-ER.
1) FRAMEWORK FOR PAIRWISE-ER
Step 1: Given two record sets A, B and their matched record set R, generate a training set S (S ⊆ A × B) and its word feature matrix X S .
Step 2: Based on R, generate labels of record pairs (i.e. 0/1 labels represent if a record pair is a matched pair) in S.
Step 3: According to the X S and the binary classification result of S to learn a distance metric matrix L, aiming at optimizing classification result on the linear transformation of L × X S .
In our problem, we set learning algorithm in Step 3 to be KNN classifier and set classification metric to be F1, then our main discussion is on choosing a proper training set in Step 1.
Detailed illustrations of this algorithm are given below: Line 2: An index H for data set B is established by using B locking , and similar records are divided into one block (i.e. with the same key value). Blocking technology can effectively filter record pairs with low matching probability, thereby reducing the cost of matching data records in entity resolution.
Lines 3-5: For each record r in A, to find all the records in B that are similar to r by its hash value, and denoted as B .
Lines 6-10: Then we calculate the similarity of r with r by using a defined similarity measure for each record r in B , and select the top-K records as candidate B, which can possibly match r.
Lines 11-17: For all the records in B , to generate the word feature vector x i and the corresponding tag y i by comparing with r, after that, we put them into the training set. Now we use an example to illustrate the process of GenFeature.
Example 3: r 1 −r 5 are considered to be records in the dataset B'' and w 1 −w 5 are the words that appeared in U. Then we can form the record pairs from table 3, which is (r 1 , r 2 ), (r 1 , r 3 ), (r 1 , r 4 ), (r 2 , r 4 ), (r 3 , r 4 ), (r 3 , r 5 ), (r 4 , r 5 ). According to 4: let k r be the key value of r;
5:
B = H (k r ); 6: for each record r in B do 7: if (r, r ) is in R then 8: sim(r, r ) = 1; 9: sim(r, r ) = C ompute S im (r, r ); for each record r in B do 12: x = G en F eature (r, r , U ) 13: if (r, r ) is in R then 14: y = 1;
15:
else 16 :
Add( x, y) into result R; 18: L=MetricLearning(R); the definitions we illustrate before, we can generate the word feature vector and label as shown in Table 3 (b).
Line 18: The generated training set is used to generate feature matrix and implement learning algorithm, and finally get measurement matrix L.
It is noted here that the establishment of index H (line 2) and metric learning algorithms (line 18) are pre-defined by users.
Let us analyze the execution time of Algorithm 2 as follows. Let n be the number of records involved in A and B, and m be the dimension of each record, k be the number of feature vector.
Step 9 takes O(m) time for computing for each record w k in U do 4: if w k is in r then 5: x[k] = 1;
6:
x[k] = 0; 8: Add( x, e(r)) into result R;
9:
L=MetricLearning(R); the similarity since both r and r are m dimensions. Thus, step 6-9 are done in O(mn).
Step 12 take O(m) time to generating the word feature vector. There are k records in B'', so step 11-17 take O(km) time. Since these steps are repeated n times, the execution cost of the algorithm is O(n 2 m + kmn).
C. METRIC LEARNING FOR GROUPWISE-ER
An intuitive solution for groupwise-ER is to transform a groupwise-ER instance into a pairwise-ER instance, and then use the techniques mentioned above to learn metrics. Specifically, given a record set U , let A = U and B = U , we can obtain the duplicated record pairs in U × U by applying pairwise-ER algorithm, then we merge the duplicated record pairs into groups to get the final partition. However, such method is not suitable for entity resolution applications on certain record sets. Let's take the author's identification problem of the literature as an example. Generally, there is an author who does not have any common co-author, a similar title, and the same conference name in his two published papers. So it is difficult to determine whether one of the author names refers to the same person through comparison of the papers. In this sense, we present a new metric learning framework for groupwise-ER. This framework is suitable for identifying data objects that refer to known entities.
Here we still use words as feature of the training sample, but the definition of the word feature vector is different. In addition, we will no longer use record pairs but individual record as training samples. The formal definition is as follows.
Definition 6 (Word Feature Vector and Label of Record):
Given records r i of D, assuming that the entity which r i refers to is e(r i ), then the label of r i is e(r i ), and x i = (a 1 , a 2 , . . . , a m ) is the word feature vector of r i , meeting the following condition:
for each 1 ≤ k ≤ m,
According to the definition of the word feature vector of records, we define the word feature matrix.
Definition 7 (Word Feature Matrix of Record Sets):
Given record set D = (r 1 , r 2 , . . . , r n ), x i is the corresponding word feature vector of r i in D, and then
The definition of the distance metric of record is different from record pairs. Here, we use the traditional Euclidean distance as the distance metric of record and it is defined as follows:
Definition 8 (Distance Metric of Records): Given two word feature vector x 1 and x 2 of m × 1 records, the distance of x 1 and x 2 is defined as dis( x 1 , x 2 ) , which is defined as follows:
We use the following example to illustrate.
Example 4: We still take the above mentioned x 1 , x 2 and L as example. So we can get the distance according to the following method.
Training Set: Data set D and its entity classification result R = {R 1 , R 2 , · · · , R S } are given and each category R i is a collection of records of all the referred entity e i in D. Constructing training set for D is rather straightforward, to generated word feature vector x j and label y j for each r j , where y j is the entity corresponding to the class of the record.
Based on the above definition, the metric learning algorithm framework of groupwise-ER is shown in Algorithm 2.
1) FRAMEWORK FOR GROUPWISE-ER
Given data set D and its entity classification result R = {R 1 , R 2 , · · · , R S }, the metric learning based on groupwise-ER is used to obtain a distance metric matrix L according to the word feature matrix X D of D and each record's label of D, so that we can get an optimal entity classification result on the linear transformed word feature matrix LX D .
Lines 1-8: Firstly, it generates a feature vector x i and corresponding label e(r) for each record in the input dataset according to the word sequence, after that we put them into the training set.
Example 5: Assuming that r 1 − r 5 are records in A and w 1 −w 5 are the words in U. The process of generating feature vector and label is described in Tabel 4.
Line 9: Then we generate the distance measure matrix L by metric learning algorithms.
Compared with Algorithm 1, the main differences are the generation of training set, as well as the distance measurement. Other aspects are identical, including their cost functions, training algorithms and measurement matrices L. 
V. ENTITY RESOLUTION BASED ON DISTANCE METRIC
This section discusses the entity resolution algorithm based on distance metric. And we proposed the pairwise-ER and the groupwise-ER based on distance metric respectively.
A. PAIRWISE-ER BASED ON DISTANCE METRIC
The description of pairwise-ER based on distance metric is shown in Algorithm 3. for each record r in B do 7: if (r, r ) is in R then 8: sim(r, r ) = 1; 9: sim(r, r ) = C ompute S im (r, r ); 10: B = F ind T op K ({r, r , sim(r, r )}); 11: for each word r in B do 12: x i = G en F eature (r, r , U ); 13 :
First, screening and encoding the input data set of candidate records is performed, its process and metric learning algorithms are substantially the same (lines 1 to 13); then the classifier is used to classify the word feature matrix X (line 14) , where the distance function of the sample is the distance measure of the record pair given in definition 5.
In our experiments, we use the classical KNN classifier to classify record pairs and set k = 1.
B. GROUPWISE-ER BASED ON DISTANCE METRIC
The detail description of groupwise-ER based on distance metric is shown in Algorithm 4.
Algorithm 4 Groupwise-ER Based on Distance Metric
Input: record set A and distance metric matrix L Output: the result of the entity classification 1: Initialize: establish the feature sequence U = ∪ r i ⊂A r i ; X =(); 2: for each record r i in A do 3: for each word w k in U do 4: if w k is in r then 5: According to the word sequence, the algorithm generates the feature vector x i for each record of input dataset (line 18); then use the classifier to classify the transformed word feature matrix X . Note that the distance function of samples is the distance metric of the record pairs given in definition 8.
VI. EXPERIMENTAL EVALUATION
To validate the effectiveness of algorithms, we performed an extendibility experiment.
A. EXPERIMENTAL SETTING 1) DATA SETS
The proposed algorithm is validated on five real data sets.
To validate the metric learning algorithm based on pairwise-ER, four benchmark data sets of VLDB2010 [33] which cover both the literature and the business domain are adopted. The specific description is shown in Table 5 .
In addition, for groupwise-ER, the data is a selection from DBLP Bibliography containing 1,812 paper-authors, which is divided into groups according to the authors' identities in DBLP. The names in this data set (shown in Table 6 ) are quite representative since each name is shared by a large number of different authors. Hence, these records might be extremely challenging to identify in DBLP.
2) ALGORITHMS
We use two kinds of metric learning methods, one of which is to use PCA only, the other is to use PCA first and then LMNN. The first method aims at removing the relevance of words while the second method designs to removing the relevance of words and learning the different importance of words at the same time. Now, we denote the algorithms for pairwise-ER and groupwise-ER based on PCA as PER-P, GER-P, the algorithms based on PCA and LMNN as PER-L, GER-L.
Our algorithms were implemented in C++ and compiled using Microsoft Visual Studio 2010. The experiments are conducted on a core i7, 2.00 GHz PC with 8GB RAM, running Microsoft Windows 7.
B. COMPARISON
We conduct comprehensive experiments in the proposed method and the currently known advanced entity resolution methods. For the pairwise-ER, we compare our method with six kinds of entity resolution algorithms in VLDB2010. COSY, FEBRL FellegiSunter and PPJoin+ are non-learning entity resolution algorithms, while FEBRL SVM comb, MARLIN ADTree comb and MARLIN SVM comb are learning-based entity resolution algorithms. For the groupwise-ER, we compare our method with the R-ER algorithm in TKDE2014 [34] . Table 7 shows the comparison results of pairwise-ER. It can be observed that the method in this paper was inferior to the traditional methods in literature data while superior in commodity data. The results demonstrate that the traditional similarity measure is suitable for computing the record-matching of literature data; and the similarity measure based on word-feature is more suitable to describe the recordmatching of commodity data. Table 7 shows the comparison results of groupwise-ER. In general, the result of R-ER algorithm outdoes the algorithm we proposed. However, our algorithm still has high accuracy and strong robustness, and the minimum accuracy is 75%. In addition, R-ER algorithm has some limitations, it is only applicable to the data set of unknown entity, but our algorithm is applicable to the data sets of both known and unknown entity.
C. ACCURACY AND EFFICIENCY
This paper compared the influence of two different learning algorithms on the accuracy and efficiency of entity resolution. Table 9 and Table 10 show the accuracy. For the data sets of abt-buy and amazon-googleproduct, using two different learning algorithms almost achieved the same accuracy of entity resolution, which indicates that for the entity resolution of commodity data, the primary factor influencing the similarity calculation of records is the repeated calculation of the relevant information.
Note that, for the PER-L algorithm, we only get the accuracy results on the data sets of abt-buy and amazon-googleproduct since it takes prohibitive amount of time(>8000 seconds) on the other two sets. As for the author resolution on dblp, the entity resolution based on the LMNN is more accurate than PCA. This indicates that the main factor influencing the similarity calculation of records in the data sets is that some words to distinguish entity is more important than other words. Table 11 and Table 12 show the efficiency. On all data sets, the running time of algorithm PER-P (GER-P) is much shorter than that of algorithm PER-L (GER-L), which indicates that the time required to distinguish the importance of distinguished entity was far longer than the time required to filter relevant information. Therefore, to select the appropriate entity resolution algorithm for data, it is necessary to analyze the main factors which affect the performance of the entity resolution, and omitting the unnecessary calculation can greatly improve the efficiency of the algorithm without reducing the accuracy of entity resolution. 
VII. CONCLUSION
In this paper, we proposed an adaptive distance metric learning method for entity resolution, in which the importance of words are captured. Two distance functions for pairwise-ER and groupwise-ER are defined. We experimentally evaluated our algorithms on both real and synthetic data sets. The experimental results show that our algorithm outperforms all the existing algorithms on the unstructured data sets: abt-buy and amazon-google and its competitive with the state-of-theart algorithm, R-ER, on the structured paper-authors data sets.
In the future, we plan to extend our entity resolution algorithms on massive data sets(i.e. distributes entity resolution). 
