In this document some efficiency measures of the operation of a serial line manufacturing are discussed from a stochastic approach. In this work we use the concept of operations decoupling in manufacturing systems to place buffers between each operation in order to reduce sequential interdependence between downstream and upstream operations. This will also maintain the output of the production line. Some formulas are developed to compute steady-state performance measures and expected production, including the reliability of the system.
Introduction.
Adoption of any technology or innovation is typically a strategic decision that will affect more than one organizational function. Advanced manufacturing technologies, especially Flexible Manufacturing Systems (FMS), clearly fall into this category.
An effective justification process for most strategic technologies requires the consideration of traditional (e.g. cost) and nontraditional investment measures (e.g. flexibility, and other performance measures). To help address this issue of effective evaluation and justification of complex strategic technologies, numerous researchers and practitioners have developed and applied several models.
The FMS can be defined as the integration of manufacturing or assembly processes, material flow and computer communications and control. The objective is to let the production floor respond rapidly and economically to changes in system operations. The importance of FMS has been increasing because of their competitive advantages. The concept of flexibility in FMS has attained significant transcendence in meeting the challenges for a variety of products at shorter leadtimes, together with higher productivity and quality.
Evaluation of FMS and other strategic manufacturing technologies has included a spectrum of mathematical and systems modeling approaches. Some of the most important methodologies that have been used for justification of advanced technologies include decision theory [1] , dynamic programming [2] , [3] , game theory [4] , [5] , linear/goal programming [6] , [7] , [8] , multi-attribute utility theory [9] , [10] , [11] , outranking approaches [12] , and risk and simulation analysis [13] .
For production control in a FMS system, the introduction of buffers between the manufacturing operations is a classic strategy for management of interdependence.
Two types of interdependence, sequential and reciprocal, are relevant to the production floor (See [14] and [15] ). In sequential interdependence each operation's output is dependent on input from one (or more) preceding operations; i.e., operation 2 is dependent on material flowing from operation 1, and operation 3 is dependent on operation 2 and so on. Shutting down operation 1 affects all downstream operations. However, if the last operation is shut down, none of the upstream operations will be affected; they will continue processing the material, creating in-process inventory until the buffers are full. In reciprocal interdependence, mutual adjustment between operations is required for their coordination. Hence, a shutdown of an upstream operation can affect downstream operations and vice versa [14] .
In this project we are interested in the sequential interdependence approach. It was initially inspired by the machine interference problem developed by Nahor [16] , and widely discussed in [17] . An example is when several repairmen have charge of a set of machines and an explicit probability distribution function describes the various states of this system.
In this paper, we also considered a serial production system with n machines, where a job is divided into individual tasks which are interdependent and separated by buffers. The effect of buffers is to allow machines to operate nearly independently of each other. Buffers can avoid loss of throughput, wasted capacity, long cycle times, larger inventory levels, long lead times and poor customer service, shielding a production system against variability. This reduces idle time due to starving (no input available) and blocking (no space to dispose Figure 1 : A single system with two machines of output) [18] . Buffers also regulate operations and eliminate the interdependence until they are emptied when a shutdown occurs upstream. Hence, if a failure occurs in operation j, operation i, i < j is insensitive to that and will keep processing and increasing inventory in the buffer following it [14] . Our aim is to obtain some measures of efficiency of the FMS with a probabilistic approach. The model first follows the basic assumptions mentioned in Nahor [16] and later we extend that method. The assumptions invoked are 1. All machines are similar in the average number of breakdowns which each experiences in its unit working time.
Material flow
2. All repairmen have similar skill and aptitude in servicing the machines; all machines need similar skill to restore them into working condition.
3. Uninterrupted working time of a machine is an exponentially distributed random variable.
4. All random variables are independently distributed.
5. The system of machines and repairmen is in a state of statistical equilibrium.
The single case with two machines
For the development of this analysis we first study the buffered flows of matter for only two machines. Two failure prone machines M 1 and M 2 are partially decoupled by the introduction of a buffer B 12 which may contain a maximum of q pieces, where q is an integer ( Figure 1 ). The mean time to failure and the mean time to repair are denoted, respectively, by λ −1 , and µ −1 . The production rate of M j is ϑ j [parts/time-unit], j = 1, 2, and the time-dependent content of the buffer B ij , Q(t) t ≥ 0, is viewed as a Markov chain with a space stateΩ 2 , given by [See [19] ]
where Q(t) is represented in this proposal by the stochastic process
Also, for j = 1, 2 we define
The waiting time intervals between transitions from states {0} to {1} and vice versa are characterized by the exponential probability distributions. From (2.2) we state and prove the following theorems and corollaries.
Theorem 2.1. Let P [π(t) = 1] and P [π(t) = 0] be the probabilities that the machine jth state is operating or malfunctioning respectively at time t ≥ 0, then
Proof. It is sufficient to prove (2.3). By the definition of π(t) we have
Assuming that P [π(0) = 1] = 1 and P [π(0) = 0] = 0, the change in P [π(t) = 1] during the interval [t, t + ∆t] has two contributions: First λ(t)∆t represents the loss of availability during∆ t, i.e., λ(t)∆t P [π(t) = 1], and the gain of availability during the same interval is given by µ(t)∆t P [π(t) = 0]. If µ(t) and λ(t) are defined by the constants µ and λ respectively, it follows that
For a small∆ t, and rearranging terms, (2.6) can be written as
whose solution (using the initial condition
Theorem 2.2. Let the stochastic process defined in (2.2), then for any s, t ≥ 0, the transition probability functions, p jk (t) = P{π(t + s) = k | π(s) = j} are given by
Proof. Let the intensities of passage from 0 to 1 be given respectively by q 0 = µ and q 1 = λ. If the transition intensities are given by q 01 = µ and q 10 = λ, the proof follows from the general solution of a first order linear inhomogeneus differential equation of the twostate Markov Chain [See [20] , [21] ].
Corollary 2.1. The expected value of the process π(t) is given by
where p 0 = P[π(0) = 0], and E is the expectation operator.
Proof. The proof follows from (2.7).
Corollary 2.2. The expected value of the process (2.2) is given by
Proof. The proof is trivial.
Another variable of interest in this analysis is the fraction of time κ(t) during the interval 0 to t with t ≥ 0, on which the stochastic process π j (t) takes the value 1. We define
and from (2.8) it is possible to demonstrate [See [20] ] that, as t → ∞
which agrees with (2.8) when t → ∞ (see next section). 
Consideration of n machines
From the results obtained in the previous section, note that, as t → ∞, (2.7) and (2.8) are simplified as follows
and
In order to generalize the above results for more complex systems we assume now that the two original machines form a single system that connects with the buffer 23 located between machines 2 and 3. Thus, we have again a system formed by two elements (Figure  2 ), the block 1 and machine 3 whose parameters can be generalized as follows.
The total amount of production, W n−1 , generated from the system with n machines (or equivalently, the production of block (n − 1)) is, for n = 2
The mathematical expectation of W 1 can be obtained by (3.15) and the expectation of the random variable Q is
The output produced in block 1 constitutes the input of the buffer 23, and then, the product enters the machine 3, which produces at a rate ϑ 3 . Now, the space state for a system consisting of 3 machines is
Let ϑ B1 be the production generated from the block 1, then, the production generated from the block 2 is given by
and its mathematical expectation is now
.
The average number of pieces inside the buffer of machine 3 is
From the previous results it is evident that, if γ(n − 1) = min{ϑ 1 , . . . , ϑ n−1 }, then Ω n = {γ(n − 1) − ϑ n , −ϑ n , γ(n − 1), 0} , (3.16)
Note that, in any case, the efficiency η n−1 of the production of block (n − 1), can be measured as a function of E(π) as follows
where we have approximated the real production by their mathematical expectation. Obviously, the greatest efficiency (and the best precision of the estimators) is reached when λ << µ, and n is small (not greater than 5, for example).
Analogously, the rate of time in which the system formed by n machines remains in the state 1 does not depend on ϑ j , j = 1, . . . , n. This is easily seen because (2.11) is the relevant equation and it has no explicit When the µ's and λ's are not equal, the quotient µ/(µ + λ) must be replaced by n j=1 µ j n j=1 µ j + n j=1 λ j . Thus, the same result is obtained replacing µ and λ with their corresponding sums in (2.11). Therefore
The expected time to l failures
It is actually important to evaluate the elapsed time from starting the system until the first failure appears, or to enter the number of failures that appear in a certain interval of time. In this section we are interested in determining the waiting time for the occurrence of l failures of the system, where l is integer-valued. Consider again a system formed by n machines connected in series with identical rates λ and µ. We assume that these failures are independent and they occur in each machine composing the system. The reliability of each machine is defined as the probability that it operates without failure for a length of time t, and this may be expressed in terms of the random variable T , the time to machine failure as , for t ≥ 0. Thus, for a system with n machines connected in series we have (4.21) hence,λ = nλ represents the total rate of failure (hazard function) of the system, i.e.,λ −1 is the expected value of the system failure time.
Since failures of the total system occur in the interval 0 to ∞, we define the successive inter-arrival times τ 1 , τ 2 , . . . , as follows [20] : τ 1 is the time from 0 to the first failure, and for j > 1, τ j is the time from the (j − 1)st to the jth failure (Figure 3 ). Let A l be the random variable called the waiting time to the l-th failure, which represents the time it takes to register l cycles of failures. Then 
In order to simplify our proposal we assume that the random variable A l is defined for t ≥ 0 in accordance with a Poisson process at mean rateλ. Then, A l is given by the density gamma probability with parameters l and λ, and therefore
For t > 0, the cumulative density function (cdf) of A l , is
From (4.24) we consider the reliability function, which represents the probability that l failures occur after t;
i.e., the possible amount of allowed cycles of failure in the system before pausing itself.
whereλ is defined as before, if all the machines have identical rates λ and µ. In another case,λ = n i=1 λ i .
Numerical example
To illustrate our results we developed a simulation model using a spreadsheet. We considered a time horizon of 2242 hours, the corresponding values of the production rates were: ϑ 1 = 14, ϑ 2 = 14, ϑ 3 = 16 and ϑ 4 = 15. The the intensities evaluated were λ = 0.001 and µ = 0.1; with l = 1 cycle. The simulation results, which are shown in Table 1 , suggested that our mathematical model gives a good approximation of the performance estimators of the activity of a FMS under the assumptions made here.
Conclusions
The study of the buffered flows is an important topic not only in production lines, but also in data transmission, telephone traffic, dam problems, etc. The dynamics of the population level of a buffer can be described by stochastic differential equations in which the noise is continuous Markov chains.
In this paper we assume that the system is nearly balanced. This concept means that every isolated machine works with an identical mean throughput [19] . We restricted our analysis to the Markov dynamics in which the time between failure and the time to repair are exponentially distributed, and it is only required to evaluate the λ and µ intensities. Our models demonstrate that the throughput of a FMS is not easy to predict without using models that recognize the stochastic effects owing to the mix of jobs and their random processing times.
