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Local inhibitory microcircuits in the medial entorhinal
cortex (MEC) and their role in network activity are lit-
tle investigated. Using a combination of electrophys-
iological, optical, and morphological circuit analysis
tools, we find that layer II stellate cells are embedded
in a dense local inhibitory microcircuit. Specifically,
we report a gradient of inhibitory inputs along the
dorsoventral axis of the MEC, with the majority of
this local inhibition arising from parvalbumin positive
(PV+) interneurons. Finally, the gradient of PV+ fibers
is accompanied by a gradient in the power of extra-
cellular network oscillations in the gamma range,
measured both in vitro and in vivo. The reported dif-
ferences in the inhibitory microcircuitry in layer II of
the MEC may therefore have a profound functional
impact on the computational working principles at
different locations of the entorhinal network and in-
fluence the input pathways to the hippocampus.
INTRODUCTION
The medial entorhinal cortex (MEC) in the temporal lobe of the
brain is a key structure that relays memory-related information
between the neocortex and the hippocampus. Recent studies
show that the medial entorhinal cortex performs several inde-
pendent neuronal computations for spatial learning andmemory.
Furthermore, in many neurodegenerative diseases, the medial
entorhinal cortex is severely affected, resulting in aberrant
network activity. However, since only little is known about the
intrinsic microcircuitry of the neurons in the medial entorhinal
cortex, so far it has been difficult to find cellular correlates of
its network functions and pathologies.
In the hippocampus, prominent network oscillations in the
theta (5–12 Hz) and gamma range (30–80 Hz) can be observed.
In this context, both in vivo and in vitro recordings show that
intact inhibition (Bartos et al., 2002; Sohal et al., 2009) and a
balanced inhibitory to excitatory microcircuitry is needed to co-
ordinate groups of neurons to oscillate in particular frequencyNeuranges. In hippocampal areas CA1 (Patel et al., 2012) and CA3
(Royer et al., 2010) there is a pronounced dorsoventral gradient
in the power of theta oscillations.
In comparison, in the medial entorhinal cortex, nested gamma
oscillations have been observed during theta epochs. Recently, it
was also shown that stellate cells in the MEC are embedded in a
dense inhibitory network (Couey et al., 2013; Pastoll et al., 2013).
Even though synaptic inhibition is known to play a key role in syn-
chronizingneuronal networks (Traubet al., 2004), especially in the
gamma frequency range (30–100 Hz), and in coordinating the
timing of spike output at the single-cell level (Klausberger andSo-
mogyi, 2008), the functional role of inhibition in themedial entorhi-
nal network has not been fully evaluated (Quilichini et al., 2010).
Here, we used a combination of electrophysiological, mor-
phological, and pharmacological approaches to understand
how the local inhibitory microcircuits onto layer II stellate cells
(L2S) along the dorsoventral axis (DVA) in the MEC are organized
and how they might regulate the network output of the MEC
along this axis.
RESULTS
Strong Inhibitory Drive onto MEC Stellate Cells
We recorded the excitatory and inhibitory postsynaptic poten-
tials and currents of L2S in the MEC, while stimulating the
afferent fibers at the border of layers I and II (LI/II; Figures 1A
and 1B, upper panel). Around the resting membrane potential
of L2S, the ratio of peak inhibitory current to excitatory current
is 2.49 ± 0.81 (n = 6). Interestingly, the inhibitory component of
L2S in the MEC is significantly larger as compared to L2S in
the lateral entorhinal cortex (LEC; Figure 1C), in which space
selectivity of in vivo activity is negligible (Hargreaves et al.,
2005; ratio between inhibition to excitation for L2S in LEC is
0.41 ± 0.26, n = 7; p < 0.05, Mann-Whitney test). These results
indicate that L2S in the MEC are controlled by comparatively
strong inhibition. Hereafter, we focus our study on L2S in the
MEC (Alonso and Klink, 1993; Figure S1 available online).
Differences in Basal Inhibitory Synaptic Transmission
along Dorsoventral Axis
In vivo and in vitro studies show that grid spacing and intrinsic
properties of L2S, respectively, change along the dorsoventralron 79, 1197–1207, September 18, 2013 ª2013 Elsevier Inc. 1197
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Figure 1. Strong Inhibition onto L2 Stellate
Cells of the MEC
(A) Recording configuration for synaptic re-
cordings from L2S. Lower panel shows an
example trace in current clamp mode of a com-
bined EPSP/IPSP showing the large inhibitory
potential in comparison to excitation. Inset shows
the same but in voltage clamp while holding the
cell at 80 mV.
(B) Voltage clamp recordings show clear differ-
ence in the balance of inhibition to excitation at
different holding potentials in L2S.
(C) The ratio of inhibition to excitation (at 80 mV
holding potential) for L2S inMEC is 2.49 ± 0.81, n =
6, whereas in LEC it is 0.41 ± 0.26, n = 7 (p < 0.05,
Mann-Whitney test).
Neuron
MEC Inhibition Tunes Local Network Functionsaxis (Garden et al., 2008; Giocomo et al., 2007, Hafting et al.,
2005). Because inhibitory microcircuits are crucial for sculpting
the firing profiles of excitatory cells (Klausberger and Somogyi,
2008; Pouille and Scanziani, 2001), we evaluated whether differ-
ences exist in inhibitory inputs in L2 of the MEC (Varga et al.,
2010; Wouterlood et al., 1995) and whether this might underlie
the changes in spatial firing profile along the DVA. First, we
measured basal synaptic transmission upon L2S from the dorsal
and ventral levels. The frequency, but not the amplitude, of spon-
taneous inhibitory postsynaptic currents (sIPSCs) showed a sig-
nificant decrease from dorsal to ventral L2S (sIPSC frequency:
dorsal: 16.79 ± 1.09 Hz, n = 15; ventral: 4.54 ± 0.61 Hz, n = 13;
p < 0.05, Mann-Whitney test; Figure 2A, left panel; sIPSC ampli-
tude: dorsal: 40.70 ± 1.67 pA, n = 15; ventral: 38.97 ± 1.97 pA, n =
13; p = 0.22, Mann-Whitney test; Figure 2A, right panel). A similar
gradient was reflected in the frequency of miniature IPSCs
(mIPSCs; frequency: dorsal: 11.22 ± 1.39 Hz, n = 13; ventral:
2.45 ± 0.30 Hz, n = 13; p < 0.05, Mann-Whitney test; Figure 2B,
left panel; mIPSC amplitude: dorsal: 34.85 ± 2.78 pA, n = 13;
ventral: 37.74 ± 1.72 pA, n = 13; p = 0.18, Mann-Whitney test;
Figure 2B, right panel). These results indicate that there are
more inhibitory inputs onto dorsal L2S than onto ventral L2S.
As the frequency, and not the amplitude, of the sIPSCs and
mIPSCs differ, this result points to a presynaptic effect. The
underlyingmechanism could be a difference in either the presyn-
aptic release probability or the number of synapses made onto
the cells. To test whether the difference in inhibition was due to
an altered presynaptic release probability of synapses, IPSCs
were elicited by minimal stimulation of inhibitory axons using
an extracellular stimulation electrode placed at the L1/2 border
above the recorded cells. We could evoke inhibitory currents
upon minimal stimulation protocol in both dorsal and ventral
L2S. Figure 2C depicts one such example with overlayed exem-
plary IPSC traces and the corresponding histogram of minimally
evoked inhibitory currents. There were no significant differences
between the dorsal and ventral L2S in amplitude or in the failure
rate of IPSCs (failure rate probability upon minimal stimulation:
dorsal: 0.36 ± 0.04, n = 7; ventral: 0.37 ± 0.10, n = 7; p = 0.90,
Mann-Whitney test; Figure 2D). These results demonstrate that
the inhibitory synapses have similar release probability along
the DVA and point to a gradient in the number of inhibitory input
synapses onto L2S in MEC microcircuits.1198 Neuron 79, 1197–1207, September 18, 2013 ª2013 Elsevier IncDorsoventral Gradient of Local Inhibitory Microcircuits
To understand in more detail the organization of the inhibitory
microcircuits that operate in the MEC, wemapped the functional
connectivity of inhibitory networks within the MEC. To this end,
we uncaged glutamate over the superficial layers (LI–LIII) of the
MEC (Figures 3A1 and 3A2) and recorded the resulting photoe-
voked inhibitory postsynaptic currents (pIPSCs) in L2S (Fino
and Yuste, 2011; Luna and Pettit, 2010; Oviedo et al., 2010; Brill
and Huguenard, 2009; Dantzker and Callaway, 2000). Figure 3A3
exemplarily shows such a map of inhibitory inputs received by a
single L2S. Example traces in Figure 3A4 exhibit clear pIPSCs in
seven out of the nine neighboring stimulation points. In what fol-
lows, we use the number and spatial distribution of stimulation
points (Beed et al., 2010; Bendels et al., 2010) that evoked a
pIPSC to quantify the detailed organization of the local inhibitory
microcircuits onto L2S.We recorded distinct pIPSCs in both dor-
sal (Figures 3B1 and 3B2) and ventral (Figures 3C1 and 3C2) stel-
late cells. At both sites, the inhibitory microcircuits exhibit a local
organization, and most of the intralaminar inhibitory points when
superimposed onto the DIC images of the acute slices were
found to be in layer II. The regions over which these input sites
were distributed showed a larger spatial spread for the dorsal
cells as compared to ventral cells (Dorsalfwhm: 204.45 mm, n =
10; Ventralfwhm: 117.31 mm; n = 7; p < 0.05, Mann-Whitney
test; Figures 4A and 4B). The cumulative distribution of the inputs
and distances of the input points (Figures 4C and 4F) clearly
showed that the ventral L2S receive inputs fromamuch narrower
spatial distance than the dorsal cells. This suggests that dorsal
stellate cells are contacted by proximal aswell as distal inhibitory
interneurons, while ventral cells mainly receive inhibitory inputs
from proximal interneurons. Furthermore, the total number of
stimulation points that elicited pIPSCs was significantly larger
in dorsal cells than in ventral cells (dorsal: 71.00 ± 11.95 points,
n = 10; ventral: 33.29 ± 8.96, n = 7; p < 0.05, Mann-Whitney test;
Figure 4D). More specifically, for a distance of up to 100 mm from
the soma, there was no significant difference in input points
between dorsal and ventral cells (dorsal: 25.60 ± 4.18, n = 10;
ventral: 17.86 ± 7.08, n = 7; p = 0.06, Mann-Whitney test; Fig-
ure 4F). However, for distances between 100 and 200 mm from
the soma, there were significantly more input points onto dorsal
cells than onto ventral cells (dorsal: 19.50 ± 2.49, n = 10; ventral:
8.57 ± 2.77, n = 7; p < 0.05, Mann-Whitney test; Figure 4F)..
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Figure 2. Properties of Basal Inhibitory Synaptic Transmission
(A) Spontaneous IPSC (sIPSC) frequency (left panel), but not amplitude (right panel), was significantly different. Traces shown above are from dorsal (orange) and
ventral (green) L2S.
(B) Miniature IPSC (mIPSC) frequency (left panel), but not amplitude (right panel), was significantly different. Traces shown above are from dorsal (green) and
ventral (orange) L2S.
(C) Top panel shows the traces from a single experiment in which minimal stimulation was performed to estimate the release probability of the inhibitory synapses
onto the L2S. The panel below is the amplitude histogram of the inputs with the fraction at zero, corresponding to the failure rate of the synapse.
(D) Summary plot of dorsal (orange) and ventral (green) L2S shows no significant differences in the failure rate at this synapse along the DVA.
See also Figure S1.
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MEC Inhibition Tunes Local Network FunctionsConsistent with the result obtained by minimal stimulation, the
mean charge transfer per input site did not differ significantly
along the dorsoventral axis (dorsal: 43.12 ± 5.95 pC, n = 10;
ventral: 34.59 ± 3.32 pC, n = 7; p = 0.274, Mann-Whitney test;
Figure 4E). Further, when we analyzed the distribution of only
the intralaminar inhibitory input points, both dorsal and ventral
cells showed a center-off surround-on organization of local
inhibitory circuits, with the highest density of inhibitory inputs
arising from a distance of about 100 mm from the cells soma (Fig-Neuure 4G). In summary, we found that dorsal stellate cells on
average received a more widespread and greater number of
inhibitory inputs than ventral cells.
PV+ Terminals Provide the Majority of Inhibition
The density of parvalbumin positive (PV+) GABAergic axons is
particularly high in L2 of the MEC and would provide strong peri-
somatic inhibition to stellate cells. These cells could therefore be
the main source of the described inhibitory gradient along theron 79, 1197–1207, September 18, 2013 ª2013 Elsevier Inc. 1199
Figure 3. Mapping Inhibitory Microcircuits onto L2 Stellate Cells in the MEC
(A) Schematic of laser-scanning photostimulation: glutamate uncaged over presynaptic interneurons evokes spikes that give rise to photoinduced IPSC (pIPSC)
in the postsynaptic cell we recorded from (A1). Scanning raster (yellow points) superimposed on the DIC image of theMEC. The superficial layers were stimulated
at points separated by 30 mm (A2). White dots highlight the input points from which an IPSC was detected to a L2S (black star) from a single representative map
(A3). Most of the inhibitory inputs were local andmostly intralaminar. Nine example traces from neighboring stimulation points (black polygon in A3) are shown; the
traces were recorded from the same L2S input map as in A3. White circles and corresponding traces are stimulation points from which we recorded pIPSCs,
whereas black dots were points with no inputs (A4).
(B andC) Two representativemaps each from the dorsal (B1 andB2) and ventral (C1 andC2)MEC showing the inhibitory inputs aswhite dots, four traces of pIPSCs
(bottom), and the corresponding histograms of the distances between inputs and cell soma (black star; the pipette tip was used to calibrate the two objectives for
parfocality, but the recorded cell is denoted by the black star). Distances are measured parallel to the pial surface.
Neuron
MEC Inhibition Tunes Local Network Functionsdorsoventral axis of the MEC. To test this hypothesis, we inves-
tigated the modulation of GABA release by mu-opioid receptors
(mOR), which are known to negatively regulate release from axon
terminals of PV+ interneurons (Krook-Magnuson et al., 2011;
Glickfeld et al., 2008). Bath application of [D-Ala2, NMe-Phe4,
Gly-ol5]-enkephalin (DAMGO), a canonical agonist of mORs (Fig-
ure 5A), significantly depressed evoked synaptic inhibitory cur-
rents (eIPSCs) at L2S in the MEC (Baseline: 165.1 ± 25.17 pA;
in DAMGO: 46.66 ± 10.49 pA, n = 20; p < 0.01, Mann-Whitney
test; Figure 5B; % IPSC blocked in DAMGO: 75.01% ± 0.04%,
n = 20). Furthermore, the failure rate of IPSCs elicited by minimal
stimulation significantly increased along the entire DVA after the
application of DAMGO (failure rate probability in DAMGO: 0.95 ±
0.04, n = 4; p < 0.01 when compared to baseline failure rate in the
absence of DAMGO, Mann-Whitney test; Figure 5D), indicating1200 Neuron 79, 1197–1207, September 18, 2013 ª2013 Elsevier Incthat most of the GABAergic terminals on L2S in the MEC are
made by mOR-expressing axons.
Next, we performed immunofluorescent labeling against PV
in sagittal sections of the MEC (Figure 6). Consistent with previ-
ous reports (Wouterlood et al., 1995), the immunofluorescence
labeling clearly delineated L2 and L3 of the MEC and was partic-
ularly high in L2. However, the labeling intensity for PV was not
constant but showed a decreasing gradient along the DVA (Fig-
ures 6A–6C). High-power confocal images suggested that the
labeling was dominated by a dense meshwork of PV+ axon
collaterals and boutons, especially at the dorsal end of L2
(Figure 6C). In double immunofluorescence labeling, PV+ axons
varicosities showed consistent colocalization with vesicular
GABA transporter (V-GAT), a marker of GABAergic terminals.
In contrast to PV labeling, however, V-GAT showed no gradient.
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Figure 4. Dorsoventral Gradient of MEC
Inhibitory Microcircuitry
(A and B) Average distance histograms of the
spatial distribution of inhibitory input points to
dorsal (orange bars) and ventral (green bars) L2S.
(C) Grouped cumulative probability plot of inhibi-
tory input points for the dorsal and ventral L2S.
(D) Average number of inhibitory input points for
dorsal versus ventral cells.
(E) The IPSC charge does not change significantly
along the DVA.
(F) Summary plot of the distance-dependent dis-
tribution of inputs onto dorsal and ventral L2S
shows no significant difference up to 100 mmbut is
significantly different between 100 and 200 mm.
(G) Analysis of only LII inhibitory inputs shows a
center-off surround-on organization for both dor-
sal and ventral levels.
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MEC Inhibition Tunes Local Network Functionsbut remained constant over the DVA of the MEC. Quantification
of the labeling intensities over the neuropil confirmed a strong
gradient with a high degree of correlation for PV labeling (Pear-
son correlation coefficient, r =0.86 for L2 and0.87 for L3; Fig-
ure 6D) but a flat distribution and low correlation for V-GAT over
the DVA (r = 0.012 for L2 and 0.08 for L3; Figure 6E). Consis-Neuron 79, 1197–1207, Septent with this differential labeling pattern,
the proportion of PV+ putative axon ter-
minals was high at the dorsal part of the
MEC (70.0% ± 3.4% of V-GAT particle
in L2 and 42.6% ± 4.4% in L3, 0–
1,000 mm of the DVA) and low toward
the ventral end (18.0% ± 3.7% L2 and
5.3% ± 2.2% in L3, 3,000–4,000 mm of
the DVA). Next, we estimated the density
of PV+ somata along the DVA in confocal
image stacks using the dissector method.
In contrast to axon terminals, regression
analysis showed a very moderate
gradient with low correlation for both
layers (r = 0.09 for LII and 0.18 for
LIII; Figure S2). Thus, our immunocyto-
chemical analysis indicates that while
the density of PV+ cells is almost con-
stant along the DVA, the density of PV+
boutons shows a marked decrease from
the dorsal to ventral levels of the MEC
and may explain the gradient of inhibitory
innervations.
Gamma Oscillations in the MEC
As PV+ interneurons are reported to orga-
nize networks of neurons to synchro-
nously fire at gamma frequency range
(Sohal et al., 2009; Cunningham et al.,
2006; Bartos et al., 2002), we tested
whether gamma oscillations show differ-
ences along the dorsoventral axis.
In vitro gamma oscillations in the MEChave been studied using bath application of kainate (Beed
et al., 2009; Cunningham et al., 2003). In both horizontal and
sagittal preparations of the MEC (Figure 7A), we could reliably
evoke gamma oscillations in all slices from MEC layer II, using
300 nM of kainate (Figure 7B). In both slice orientations, we
observed a strong and significant difference in gamma powertember 18, 2013 ª2013 Elsevier Inc. 1201
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Figure 5. Modulation of mORs Affects Inhib-
itory Transmission onto L2S in MEC
(A) Schematic of mOR positive inhibitory presyn-
aptic terminals. The activation of mORs by DAMGO
negatively regulates transmitter release at these
synapses.
(B and C) In the presence of DAMGO evoked
synaptic IPSCs are blocked significantly. (B) All
L2S show a depression of the IPSC amplitude in
the presence of DAMGO. (C) The peak IPSC
current is blocked up to 75.01% ± 0.04% for L2S
in MEC.
(D) The failure rate for L2S significantly increases in
the presence of DAMGO.
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MEC Inhibition Tunes Local Network Functions(as determined by the power spectral density (PSD) integral in
between 30 Hz and 100 Hz) between dorsal and ventral MEC
(dorsal: 0.76 ± 0.34 3104 mV2, n = 7; ventral: 0.11 ±
0.033104 mV2, n = 6; p < 0.05, Mann-Whitney test; Figure 7C).
Further, to test whether intact inhibition is necessary to organize
this network oscillation, in a subset of dorsal recordings, 0.5 mM
gabazine was added to block the GABAA receptor-mediated
inhibitory inputs. Gamma oscillations were severely reduced in
the presence of gabazine (72.87% ± 4.97%, n = 7; Figure 7D).
Finally, to test if the decrease in power of in vitro gamma oscil-
lations along the dorsoventral axis of the MEC is also observed
in vivo, we recorded extracellular LFPs at different locations in
urethane-anesthetized rats (see Experimental Procedures).
Eight double recording experiments were performed, in which
we recorded simultaneously from a dorsal and a more ventrally
located site along the MEC axis (average distance between
recording locations = 1.44 ± 0.14 mm). Recordings were tar-
geted to L1, where gamma power is known to be highest
(Quilichini et al., 2010; Figures 7E and 7F; see Experimental Pro-
cedures). Dorsal and ventral recording sites were located at a
similar distance from the pial surface (dorsal recordings:
124.3 ± 10.97 mm; ventral recordings: 96.38 ± 20.84; p = 0.13;
paired t test, see also Figure S3B).
During periods of theta oscillatory activity (4–12Hz, see Exper-
imental Procedures), the PSD integral of gamma oscillations (30–
100 Hz) was indeed significantly smaller in ventral recording
locations compared to dorsal recording locations (dorsal:
0.669 ± 0.096 3103 mV2, n = 8; ventral: 0.293 ± 0.048 3103
mV2, n = 8; p < 0.01, paired t test; Figure 7G). We also observed
a linear correlation between size of the PSD integral and distance
from the dorsal MEC border (r2 = 0.403; p < 0.01; Figure 7H), sug-
gesting that gamma power might progressively decrease along
the dorsoventral MEC axis.
In summary, we could show that gamma oscillations, which
depend on the inhibitory microcircuitry, are altered along
the dorsoventral axis of the medial entorhinal cortex, both in
in vitro and in vivo conditions. This difference in the power of
gamma oscillations may have a functional impact on the com-
putational working principles at different locations of the entorhi-
nal network.
DISCUSSION
In this study, we describe a strong inhibitory network that im-
pinges on layer II stellate cells in the medial entorhinal cortex,1202 Neuron 79, 1197–1207, September 18, 2013 ª2013 Elsevier Incwhich is reported to contain spatially modulated cells (Hafting
et al., 2005). This strong inhibition is characteristically different
from a similar cell type in the lateral part of the entorhinal cortex
that contains no spatially modulated cells. Here, we investigate
the role of this inhibitory microcircuit onto the L2S. Using a
combination of different electrophysiological and optical ap-
proaches, we found a finer structure to this microcircuitry,
namely, that there is a strongly decreasing gradient of inhibition
along the dorsoventral axis in the MEC. Additionally, we
describe that this dense inhibitory circuitry onto the L2S in the
entorhinal cortex is mostly mediated by parvalbumin positive
(PV+) interneurons. It is not the number of PV+ interneurons
that decrease along the dorsoventral axis but rather the number
of synaptic contacts made onto a postsynaptic L2S in the MEC.
However, a colabeling with V-GAT showed that GABAergic
terminals remained unchanged along this axis. This suggests
a complementary increase in other subpopulations of interneu-
rons as reported earlier by Fujimaru and Kosaka (1996). Dhillon
and Jones (2000) have looked at the intrinsic connectivity in
layer II of the MEC and have found no excitatory connectivity
between stellate cells. In fact, they go on to propose that such
cell types could be connected via an interneuron as the intrala-
minar recurrent axonal collaterals of stellate cells could make
exclusive contacts with interneurons. Further, in another con-
nectivity paper, Kumar et al. (2007) have shown that in epileptic
tissue, the inhibitory inputs, and not the excitatory inputs, are
preferentially downregulated. Taken together, it shows the
importance of understanding the inhibitory microcircuitry onto
L2S in the MEC.
Consistent with previous publications, our results also demon-
strate that the MEC has its own rhythm generators (Quilichini
et al., 2010; Chrobak et al., 2000; Alonso and Garcı´a-Austt,
1987). Also, recently it has been shown that cells in the layer II
of the MEC exhibit cell-type-specific perisomatic inhibitory con-
trol (Varga et al., 2010). Wouterlood et al. (1995) showed a dense
distribution of PV+ interneurons in the superficial layers of the
MEC. However, a functional hypothesis for this circuitry was
lacking, except that it was shown to be responsible for gamma
oscillations (Middleton et al., 2008), with reduced oscillatory
power when PV+ neurons were ablated in a disease model (Cun-
ningham et al., 2006). As a reliable readout of the gradient in the
density of PV+ boutons and the inhibitory input onto L2S along
the dorsoventral axis, we recorded in parallel gamma oscillations
(in vitro and in vivo) from dorsal and ventral locations in the MEC.
The gamma power was significantly stronger in the dorsal.
Figure 6. Decreasing Gradient of PV-Immunoreactive Axon Terminals along the DVA of the Medial Entorhinal Cortex
(A) Low-power confocal image of the medial entorhinal cortex (MEC) labeled for parvalbumin in a sagittal section of the rat brain.
(B)Montage of confocal image stacks of theMEC labeled for PV obtained at320magnification. The image is a projection of the upper 4 optical planes obtained at
2 mm steps from the 50 mm histological section. Layer II (LII) and layer III (LIII) of the MEC are delineated by superimposed lines.
(C) High-power (360) confocal images of PV (top, green pseudocolor) and V-GAT immunoreactivity (in red) in L2 from the dorsal (C1) and ventral parts of the
MEC (C2) corresponding to the frames in (B). Note the differences in the colocalized PV+ and V-GAT+ bouton density (white dots) between the dorsal and the
ventral parts.
(D) PV immunolabeling intensity in the neuropil plotted against distance along the DVA of the MEC. Individual points represent mean intensity values measured in
individual sampling windows positioned over L2 (open red circles) and L3 (open blue circles). Group mean and SEM values for L2 (filled red circles), L3 (filled blue
circles), and the pooled data (L2+3, filled blacked circles) are superimposed.
(E) Corresponding plot for V-GAT immunoreactivity in the MEC.
(F) Proportion of PV+ boutons within V-GAT+ population plotted along the DVA of the MEC. Open circles represent values calculated for individual sampling
windows in L2 (red circles) and L3 (blue circles). Groupmean and SEM values are superimposed L2 (filled red circles), L3 (filled blue circles), and pooled data (filled
black circles).
See also Figure S2.
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MEC Inhibition Tunes Local Network Functionslocations as compared to the ventral locations in both of the
models studied. This further confirmed the regulatory role that
PV+ interneurons exert on network functions in the MEC.
In addition to the gradient in inhibition and oscillatory activity
along the dorsoventral axis reported here, there are other gradi-
ents like the h current that regulate cellular activity along this axis
(Giocomo et al., 2011; Giocomo and Hasselmo 2009). As grid-
field spacing increases progressively along the dorsoventral
axis, local inhibitory microcircuits might play a role in mutually
coordinating these multiple representations of space along
with intrinsic and other synaptic properties of grid cells.
To summarize, we report of a PV+ inhibitory microcircuitry
onto L2S in the MEC that exerts a strong regulatory role on theNeuoutput functions of the medial entorhinal network. The dorsal
MEC L2S are under tight inhibitory control from the PV+ interneu-
rons. Interestingly, most of the head-direction regions like the
pre- and parasubiculum (Boccara et al., 2010) and the distinct
dorsomedial patches of the MEC (Burgalossi et al., 2011) are
situated also dorsally in and around the MEC. This may indicate
that the inhibitory control mediated by PV+ interneurons is
necessary in areas underlying spatial navigation and memory.
However, the source of excitation onto this subset of inter-
neurons and the role of other types of interneurons and other
excitatory cells in the region need further attention to gain an
overall understanding about the various emerging and indepen-
dent roles of the MEC.ron 79, 1197–1207, September 18, 2013 ª2013 Elsevier Inc. 1203
Figure 7. Gamma Oscillation Power Shows a Decrease along the DVA of the MEC
(A) Slice orientation for recording in vitro gamma oscillations. Horizontal dorsal and ventral slices were measured simultaneously. In the sagittal orientation, two
electrodes were placed in the same slice to record dorsal and ventral gamma in parallel.
(B) LFP example of dorsal (orange) and ventral (green) recording locations in L2 MEC using 300 nM of kainate to induce gamma oscillations.
(C) Dorsal gamma had significantly stronger power than ventral gamma as plotted here in the integral of the gamma power in the frequency range of 30–100 Hz.
(D) In another set of dorsal recordings, gabazine was added, subsequently reducing the power of ongoing gamma oscillations.
(E) In vivo LFP recordings show a theta-nested gamma sequence in simultaneous recordings in MEC at both dorsal (orange) and ventral (green) locations. The
lower traces are band-pass filtered for 30–100 Hz.
(F) Recording sites (dorsal: orange dot; ventral: green dot) were assigned relative to anatomically verified lesion sites of the experiment shown in (E).
(G) In vivo dorsal gamma had significantly stronger power than ventral gamma as plotted here in the integral of the gamma power in the frequency range of
30–100 Hz.
(H) The gamma integral is negatively correlated with the depth along the MEC dorsoventral axis.
See also Figure S3.
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Animal husbandry and experimental interventions were performed in accor-
dance with the German Animal Welfare Act and European Council Directive
86/609/EEC regarding the protection of animals used for experimental and
other scientific purposes. All animal maintenance for in vitro experiments
was performed in accordance with guidelines from local authorities (Berlin
[T 0100/03]).
In vivo experiments were performed in accordance with German and Inter-
national laws on animal welfare with the approval of a local ethics committee
(permit number registration 0259/09 – Neuronale Grundlagen der Kognition).
Slice Preparation
Acute horizontal slices of the medial entorhinal cortex (MEC) from Wistar rats
(age: postnatal day 15–25) were prepared with hippocampus attached. Ani-
mals were anesthetized and decapitated. The brains were quickly removed
and placed in ice-cold artificial cerebrospinal fluid (ACSF) (pH 7.4) containing
(in mM) 87 NaCl, 26 NaHCO3, 25 glucose, 2.4 KCl, 7 MgCl2, 1.25 NaH2PO4, 0.5
CaCl2, and 75 sucrose. Tissue blocks containing the brain region of interest
were mounted on a vibratome (Leica VT 1200, Leica Microsystems), cut at
300 mm thickness, and incubated at 35C for 30 min. The slices were then
transferred to ACSF containing (in mM) 119 NaCl, 26 NaHCO3, 10 glucose,1204 Neuron 79, 1197–1207, September 18, 2013 ª2013 Elsevier Inc2.5 KCl, 2.5 CaCl2, 1.3 MgSO4, and 1.25 NaH2PO4. The slices were stored
at room temperature in a submerged chamber for 1–5 hr before being trans-
ferred to the recording chamber.
Dorsal Ventral Axis
To control for the duration of slicing for different brain tissue depths, the brain
was sliced in different directions for different experiments with the brain
mounted on either its dorsal surface or its ventral surface. Dorsal slices were
collected in the range of 4.2 to 4.9 mm from the dorsal surface of the brain,
and ventral slices were collected in the range of 7.0 to 7.7 mm from the dorsal
surface. These definitions are based on the coordinates provided by Paxinos
and Watson (1998). The slicing procedure was adapted from Giocomo et al.
(2007). From each of the dorsal and ventral levels, two 300 mm slices were
collected for each hemisphere.
After slicing, dorsal and ventral slices were randomly chosen for experi-
ments on the day of the experiment and across experimental days to avoid
any bias based on tissue quality.
Electrophysiology
Whole-cell voltage and current-clamp recordingswere performed using layer II
stellate cells (L2S) from the dorsal, intermediate, and ventral MEC. Cells were
identified by their localization in layer II of the entorhinal cortex and their.
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MEC Inhibition Tunes Local Network Functionscharacteristic electrophysiology (Alonso and Klink, 1993). A subset of cells
was stained with biocytin for post hoc morphological reconstruction. Data
were acquired by an Axopatch 700B Amplifier (Molecular Devices), digitized
(National Instruments BNC-2090) at 5 kHz, and low-pass filtered at 2 kHz. In
case of mapping experiments, data were recorded in a stimulation point-
specific manner using custom-made software.
For synaptic currents, layer II stellate cells were patched in the medial and
lateral entorhinal cortex, and layer I fibers close to the cell were stimulated in
the respective cortices. A combined IPSC/EPSC was recorded at different
holding voltages, and the IPSP/excitatory postsynaptic potential (EPSP)
was also recorded for a subset of cells. The intracellular solution consisted
of (in mM) 150 K-gluconate, 0.5 MgCl2, 1.1 EGTA, and 10 phosphocreatine
(final solution pH 7.2). Initial access resistance was below 25 MU after break-
through and not allowed to vary more than 30% during the course of the
experiment in voltage-clamp mode. No access resistance compensation
was used.
For spontaneous IPSCs, the intracellular solution consisted of (in mM) 145
KCl, 2 Na2ATP, 10 HEPES, 0.1 EGTA, and 2 MgCl2 (final solution pH 7.3).
sIPSCs were isolated using glutamate receptor blocker, NBQX (25 mM), and
NMDA receptor blocker, APV (50 mM). Miniature IPSCs were recorded in the
same configuration as above plus 1 mM TTX was added.
For minimal stimulation, the same intracellular solution was used as for
suprathreshold synaptic currents, but IPSCswere isolated using the glutamate
receptor blocker NBQX (25 mM) and the NMDA receptor blocker APV (50 mM).
Glutamate Uncaging
The setup and experimental procedures for photolysis of caged glutamate
were described previously (Bendels et al., 2008, 2010). For photostimulation
and data acquisition, we used the Morgentau M1 microscope software (Mor-
gentau Solutions). Briefly, 20 ml of 200 mM MNI-caged-l-glutamate (Tocris)
was recirculated at 3–5 ml/min. The maximum duration of recirculation was
3 hr. The duration of the laser flash was 2 ms, and the laser power under the
objective, corresponding to the stimulus intensity used, was calibrated and
constantly monitored using a photodiode array-based photodetector (PDA-
K-60, Rapp Optoelectronics). The optical system was adapted to achieve an
effective light spot diameter of 15 mm in the focal plane. Generally, stimulation
points were defined in a hexagonal grid with a raster size of 30 mm. For all
experiments, the focal depth of the uncaging spot was set at 50 mm below
the slice surface.
At the working concentration of MNI-caged-l-glutamate we used, we were
able to detect clear photoevoked IPSCs. To test the hypothesis that caged
glutamate acts as an antagonist of GABA receptors, we recorded IPSCs
from various cells and washed in the same concentration of MNI-caged-l-
glutamate as used in the mapping studies. We saw a reduction of IPSC to
approximately 40%–50% (data not shown), but a significant portion remained
detectable. Furthermore, the excitability of cells (excitatory and inhibitory),
namely, the action potential firing pattern (please see Figure 1 in Beed et al.,
2010), was also calibrated using the photolysis of glutamate along the dorso-
ventral axis. No significant differences in their mapping-laser-intensity depen-
dent firing pattern or firing frequency were found (data not shown).
Analysis of Inputs
To detect synaptic events, we used the automatic detectionmethod described
by Bendels et al. (2008). Briefly, specific photoactivation-induced inputs (syn-
aptic points) were distinguished from randomly occurring background noise
based on spatial correlations in spatially oversampled recordings. This proce-
dure is validated by the observation that photostimulation results in the spatial
clustering of hot spots in presynaptic cells (Beed et al., 2010).
To compute the spatial organization of inputs around the vertical axis
(perpendicular to the pial surface), automated detection of the point on the
pial surface that forms a perpendicular with the recording spot/cell soma
was implemented. This point is assumed to be the one closest to the recording
point. Therefore, the differential interference contrast (DIC) image (low magni-
fication 34) was divided into pixels belonging to two classes: tissue or not tis-
sue. The classification was performed at a certain gray value, and the cutoff
level was detected by taking the histograms of all the gray values (1–256)
and searching for the maximum in the upper half of all values. This value isNeuassumed to resemble all pixels that are not part of the tissue. By default, the
cutoff was four values below this maximum, but it could be changed individu-
ally for specific images. Wewere also able to set aminimal distance around the
origin, where the point on the surface could be located. Furthermore, we were
able to discard specific pixels with x- and y values below or above, or left or
right of a specific value (e.g., the origin). Using this procedure, we achieved
good results for all of the images. The medial and lateral distance of each de-
tected point was calculated as the distance of the detected input point from
the perpendicular axis. Inhibitory inputs if not aligned to the cell soma were
either medial or lateral to the cell.
Histological Procedures
From the electrophysiological recordings, a subset of cells were dye filled
(Alexa 594) for direct visualization using an Olympus BX61WI (Olympus) objec-
tive attached to a computer system (Neurolucida; Microbrightfield Europe).
Immunohistochemistry
After rapid removal of the brain, blocks containing the MEC were transferred
into a fixative solution containing 4% paraformaldehyde and 0.2% saturated
picric acid in 0.1 M phosphate buffer. For immunocytochemical processing,
50 mm thick sagittal sections were cut on a vibratome or cryostate. Immunore-
activity for PV was tested using either a rabbit polyclonal (Swant, PV-28,
diluted 1:1,000 in Tris-buffered saline solution; single immunolabeling) or a
mouse monoclonal antibody (Swant, PV-235, diluted at 1:5,000) in combina-
tion with a rabbit polyclonal V-GAT antibody (Synaptic Systems, Cat.Nr.:
131002, diluted at 1:1,000 in PBS; single immunolabeling). The reactions
were visualized with goat anti-rabbit and anti-mouse IgGs conjugated to Alexa
Fluor-488 or -594, respectively (diluted at 1:500 in TBSS; Invitrogen). The sec-
tions were then mounted in Vectashield (Vector Laboratories). For quantitative
analysis, confocal image stacks from the MEC were obtained on a laser-scan-
ning confocal microscope from four animals (5–10 histological sections each).
Images were taken using a320 objective (NA 0.75) at 2 mmaxial resolution and
collected to cover the full extent of L2 and L3 of theMEC in the histological sec-
tion. Image stacks obtained were registered and combined in Fiji (http://fiji.sc/
wiki/index.php/Fiji) to form a montage of the sections. Additional higher reso-
lution images were taken using a 360 objective (NA 1.3) at 0.5 mm axial reso-
lution from selected areas. Immunostaining intensity for PV and VGAT over the
neuropil of L2 and L3 was measured in 503 50 mm or 503 100 mm ‘‘regions of
interests’’ positioned quasirandomly within 500 or 200 mm vertical wide strips
of MEC in image planes from the top of the sections. Measured intensity values
were normalized using the maximal intensity measured in each section. Puta-
tive GABAergic terminals and PV+ neuronal profiles were identified, and their
numbers were determined in high-resolution image stacks of the immunolab-
eling for V-GAT by threshold-based segmentation using the ‘‘3D Objects
Counter’’ plugin in Fiji. Colocalization of PV in V-GAT+ terminals was deter-
mined as the overlap in the segmented stacks. Cell densities were calculated
using the optical dissector approach (West and Gundersen, 1990) from the full
50 mm thickness of the histological sections in 200 mm vertical strips of MEC
from L2 and L3 separately. Regression analysis was performed on the two
data sets plotted against the distance of the stripes along the DVA (measured
from the dorsal end of the MEC to the midline of the stripes) using R software
(http://www.r-project.org/). For graphical presentation, the datawere rebinned
at 1,000 mm, and mean ± SEM were plotted against the midposition of the
pooled bins along the DVA.
Network Oscillations
In Vitro LFP Recordings, Namely, Gamma Oscillations
For studying gamma oscillations, slices were stored and recorded from in an
interface-type recording chamber. The extracellular recording electrode was
placed in the superficial layers ofMEC (LII), and baseline activity was recorded.
Gamma oscillations were then induced by bath applying 300 nM kainate for up
to 40 min. Both horizontal and sagittal slice orientations that contained the
MEC along with the rest of hippocampal formation were used. In sagittal prep-
arations, two recording electrodes were used to record the gamma simulta-
neously from the dorsal and ventral MEC. In horizontal preparations, a dorsal
and a ventral slice were recorded in parallel. In a subset of experiments, the
GABAA receptor blocker gabazine (0.5 mM) was washed in to block inhibitory
inputs.ron 79, 1197–1207, September 18, 2013 ª2013 Elsevier Inc. 1205
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MEC Inhibition Tunes Local Network FunctionsIn Vivo LFP Recordings (Theta with Nested Gamma Oscillations)
Male Wistar rats weighing 150–350 g were anesthetized with a combination
of urethane and ketamine (Quilichini et al., 2010). The local field potential
was recorded simultaneously using two tungsten electrodes (0.5 MOhm,
World Precision Instruments) with two extracellular amplifiers (EXT-10 2F,
NPI Electronics). Voltage signals were band-pass filtered (0.3 Hz – 1 kHz)
and digitized at 50 kHz before storage. Electrodes were independently low-
ered with the help of manual stereotaxic manipulators (Narishige). The elec-
trode to target the dorsal MEC was lowered vertically (0.2–0.5 mm anterior
to the transverse sinus, 4.3–4.5 mm lateral to the midline), while the electrode
to target a more ventral location was lowered at a 5–10 angle caudally (1.5–
2 mm anterior to the transverse sinus, 4.3–4.5 mm lateral to the midline). Re-
cordings were targeted to L1, where gamma power is known to be highest
(Quilichini et al., 2010). L1 was physiologically identified by the drop in spiking
activity observed upon transition from L2 and by the prominent LFP gamma
oscillations during theta epochs (as in Figure 7). We could assign 14 out of
16 recording locations relative to anatomically verified electrolytic lesions, per-
formed either at the recording site or at a defined distance from the site (as in
Figure 7F); the remaining two recording locations were assigned at the end of
the electrode tracks. All experimental procedures were performed in accor-
dance with German guidelines on animal welfare under the supervision of local
ethics committees.
For the analysis, epochs of prominent theta oscillations (4–12 Hz) with
nested gamma oscillations were included, which were visually identified
from the raw traces and assisted by power spectral analysis of the theta
band. Theta oscillations either occurred spontaneously or were evoked by
tail-pinch.
In both the in vitro and in vivo gamma recordings, the gamma PSD integral
for the ventral MEC locations was so strongly reduced that identifying a pro-
nounced peak of gamma frequency at these locations consistently was often
difficult. Therefore, we do not present any comparison data for the peak fre-
quency. However, in both the in vitro and in vivo recordings, we observed
the dorsal MEC gamma peak frequency in the expected range of 35–60 Hz.
Statistical Analysis
Statistical analysis was performed using the nonparametric Mann-Whitney
test and paired t test. Numerical values are given as mean ± SEM.
SUPPLEMENTAL INFORMATION
Supplemental Information includes three figures and can be found with this
article online at http://dx.doi.org/10.1016/j.neuron.2013.06.038.
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