Model error sensitivity is an issue common to all high resolution direction of arrival estimators. Much attention has been directed to the design of algorithms for minimum variance estimation taking only nite sample errors into account. Approaches to reduce the sensitivity due to array calibration errors have also appeared in the literature. Herein, one such approach is adopted which assumes that the errors due to nite samples and model errors are of comparable size. Minimum variance estimators have previously been proposed for this case. These estimators typically lead to non-linear optimization problems and are not in general consistent if the source signals are fully correlated. For special error models, subspace tting methods have previously been devised. In this paper, a weighted subspace tting method for general array perturbation models is derived. This method provides minimum variance estimates under the assumption that the prior distribution of the perturbation model is known. Interestingly, the method reduces to the WSF (MODE) estimator if no model errors are present. Vice versa, assuming that model errors dominate, the method specializes to the corresponding \model-errors-only subspace tting method". Unlike previous techniques for model errors, the estimator can be implemented using a two-step procedure if the nominal array is uniform and linear, and it is also consistent even if the signals are fully correlated.
Introduction
All signal parameter estimation methods in array signal processing rely on information about the array response, and assume that the signal wavefronts impinging on the array have perfect spatial coherence (e.g., perfect plane waves). The array response may be determined by either empirical measurements, a process referred to as array calibration, or by making certain assumptions about the sensors in the array and their geometry (e.g., identical sensors in known locations).
Unfortunately, an array cannot be perfectly calibrated, and analytically derived array responses relying on the array geometry and wave propagation are at best good approximations. Due to changes in antenna location, temperature, and the surrounding environment, the response of the array may be signi cantly di erent than when it was last calibrated. Furthermore, the calibration measurements themselves are subject to gain and phase errors, and they can only be obtained for discrete angles, thus necessitating interpolation techniques for uncalibrated directions. For the case of analytically calibrated arrays of nominally identical, identically oriented elements, errors result since the elements are not really identical and their locations are not precisely known.
Because of the many sources of error listed above, the limiting factor in the performance of array signal processing algorithms is most often not measurement noise, but rather perturbations in the array response model. Depending on the size of such errors, estimates of the directions of arrival (DOAs) and the source signals may be signi cantly degraded. A number of studies have been conducted to quantify the performance degradation due to model errors for both DOA 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] and signal estimation 13, 14, 15, 16, 17] . These analyses have assumed either a deterministic model for the errors, using bias as the performance metric, or a stochastic model, where variance is typically calculated. A number of techniques have also been considered for improving the robustness of array processing algorithms. In one such approach, the array response is parameterized not only by the DOAs of the signals, but also by perturbation or \nuisance" parameters that describe deviations of the response from its nominal value. These parameters can include, for example, displacements of the antenna elements from their nominal positions, uncalibrated receiver gain and phase o sets, etc.. With such a model, a natural approach is to attempt to estimate the unknown nuisance parameters simultaneously with the signal parameters. Such methods are referred to as auto-calibration techniques, and have been proposed by a number of authors, including 18, 19, 20, 21, 22, 23, 24, 25, 26] .
When auto-calibration techniques are employed, it is critical to determine whether both the signal and nuisance parameters are identi able. In certain cases they are not; for example, one cannot uniquely estimate both DOAs and sensor phase characteristics unless of course additional information is available, such as sources in known locations 27, 21, 28, 29] , cyclostationary signals with two or more known cycle frequencies 30], or partial information about the phase response of the array 31]. The identi ability problem can be alleviated if the perturbation parameters are assumed to be drawn from some known a priori distribution. While this itself represents a form of additional information, it has the advantage of allowing an optimal maximum a posteriori (MAP) solution to the problem to be formulated 24]. In 24] it is shown that, by using an asymptotically equivalent approximation to the resulting MAP criterion, the estimation of the signal and nuisance parameters can be decoupled, leading to a signi cant simpli cation of the problem.
Another technique for reducing the sensitivity of array processing algorithms to model errors is through the use of statistically optimal weightings based on probabilistic models for the errors. Optimal weightings that ignore the nite sample e ects of noise have been developed for MUSIC 6] and the general subspace tting technique 7] . A more general analysis in 9] included the e ects of noise, and presented a weighted subspace tting (WSF) method whose DOA estimates asymptotically achieve the Cram er-Rao bound (CRB), but only for a very special type of array error model. On the other hand, the MAP approach in 24] is asymptotically statistically e cient for very general error models. However, since it is implemented by means of noise subspace tting 32], if the sources are highly correlated or closely spaced in angle, its nite sample performance may be poor. In fact, the method of 24] is not a consistent estimator of the DOAs if the signals are perfectly coherent.
In this paper, we develop a statistically e cient weighted signal subspace tting (SSF) algorithm that holds for very general array perturbation models, that has much better nite sample performance than 24] when the signals are highly correlated or closely spaced, and that yields consistent estimates when coherent sources are present. An additional advantage of our SSF formulation is that if the array is nominally uniform and linear, a two-step procedure similar to that for MODE 33] can be used to eliminate the search for the DOAs. Furthermore, as part of our analysis we show that the so-called MAPprox technique described in 22] also asymptotically achieves the CRB, and we draw some connections between it and the new SSF algorithm presented herein.
The weighted SSF method presented here di ers from other WSF techniques like 34, 7, 9] in that all of the elements of the vectors spanning the signal subspace have their own individual weighting 35]. In these earlier algorithms, the form of the weighting forced certain subsets of the elements to share a particular weight. It is the generalization to individual weights that is the key to the algorithm's optimality for very general array response perturbation models. For this reason, we will refer to the algorithm as Generalized Weighted Subspace Fitting (GWSF).
The paper is organized as follows: In the next section, the data model is brie y introduced. In Section 3, more insight into the studied problem is given by presenting previous approaches. In Section 4, the proposed GWSF estimator is introduced and the statistical properties of GWSF are analyzed in Section 5. Details about the implementation are given in Section 6. In Section 7, we show that the MAPprox estimator has very close similarities to GWSF and inherits the same asymptotic properties as GWSF. Finally, the theoretical observations are illustrated by numerical examples in Section 8.
Problem Formulation
Assume that the output of an array of m sensors is given by the model x(t) = A( ; )s(t) + n(t); where s(t) is a complex d-vector containing the emitted signal waveforms and n(t) is an additive noise vector. The array steering matrix is de ned as A( ; ) = a( 1 ; ) : : : a( d ; ) ; where a( i ; ) denotes the array response to a unit waveform associated with the signal parameter i (possibly vector valued, although we will specialize to the scalar case). The parameters in the real n-vector are used to model the uncertainty in the array steering matrix. It is assumed that A( ; ) is known for a nominal value = 0 and that the columns in A( ; 0 ) are linearly independent as long as i 6 = j ; i 6 = j. The model for A( ; 0 ) can be obtained for example by physical insight or it could be the result of a calibration experiment. One may then have knowledge about the sensitivity of the nominal response to certain variations. This can for example be modeled by considering as a random vector. The a priori information is then in the form of a probability distribution which can be used in the design of an estimation algorithm to make it robust with regard to the model errors.
In this paper we will use a stochastic model for the signals; more precisely, s(t) is considered to be a zero-mean Gaussian random vector with second moments Efs(t)s (s)g = P t;s ;
where ( ) denotes complex conjugate transpose, ( ) T denotes transpose and t;s is the Kronecker delta. Let d 0 denote the rank of the signal covariance matrix P. Special attention will be given to cases where d 0 < d, i.e., cases in which the signals may be fully correlated (coherent). In particular, we show that the proposed method is consistent even under such severe conditions. The noise is modeled as a zero-mean spatially and temporally white complex Gaussian vector with second order moments Efn(t)n (s)g = 2 I t;s ; Efn(t)n T (s)g = 0:
The perturbation parameter vector is modeled as a Gaussian random variable with mean Ef g = 0 and covariance
It is assumed that both 0 and are known. Similar to 9, 24], we consider small perturbations in and more speci cally assume that the e ect of the array errors on the estimates of is of comparable size to the nite sample e ects of the noise. To model this, we assume that = =N; where N is the number of samples and is independent of N. This In other words, for each of the above cases, the proposed technique converges to an algorithm that has previously been shown to be statistically e cient for that case. We can thus conclude that the algorithm is globally optimal, not just under the assumption ? 0 = O p (1= p N).
Robust Estimation
This section introduces some of the previous approaches taken to solve the problem considered in this paper. The Cram er Rao lower bound is also restated from 24].
MAP
As the problem has been formulated, it is natural to use a maximum a posteriori (MAP) estimator. 
MAP-NSF
Another approach to approximate the MAP estimator is the MAP-NSF method of 24]. In MAP-NSF, one uses the fact that the noise subspace tting (NSF) method is also asymptotically equivalent to ML 32] . Thus, in lieu of using the WSF criterion in (2), the NSF cost function V NSF = TrfA Ê nÊ n AÛg (6) is employed. Here,Û is a consistent estimate of the matrix U = A y E s e 2 ?1 s E s A y :
The NSF cost function can be rewritten using the following general identities:
Here, vec( ) is the vectorization operation and denotes the Kronecker matrix product 38, 39 ]. An equivalent form of (6) 
Since the derivatives of a and the approximation in (10) with respect to any parameter in or are identical when evaluated at 0 , it can be shown that this approximation will not a ect the asymptotic properties of the estimates. Inserting (10) in (6) (14) The function in (13) 
The above expressions are evaluated at 0 and 0 .
Proof. See 22, 24] .
It is important to notice that the CRB for the unperturbed case is 2 C ?1 =2N and clearly is a lower bound for the MAP-CRB. . However, this will not introduce any problems since, as we show in Section 6, the nal criterion can be written as an explicit function of .
For general array error models, we have to consider the real and imaginary parts of " separately to get optimal (minimum variance) performance. Equivalently, we may study " and its complex conjugate, which we denote by " c . We believe that the analysis of the method is clearer if " and " c are used instead of the real and imaginary parts. However, from an implementational point of view, it may be more suitable to use real arithmetic. Before presenting the estimation criterion, we de ne: V GWSF ( ) = " ( )W "( ); (20) where W is a positive de nite weighting matrix. The method will in the sequel be referred to as the generalized weighted subspace tting (GWSF) method. To derive the weighting that leads to minimum variance estimates of , we need to compute the residual covariance matrix. As shown in Appendix A, the (asymptotic) second order moment of the residual vector " at 0 C " = lim N!1 N Ef " " g (21) can be written as C " = L + G G ; 
Here, 1=2 is a (symmetric) square root of and T = A y 0 E s . It is easy to see that C " is positive de nite since L is. It is then well known that (in the class of estimators based on ") the optimal choice of the weighting in terms of minimizing the parameter estimation error variance is
(see e.g. 40] ). In the next section it is proven that this weighting in fact also gives asymptotically (in N) minimum variance estimates (in the class of unbiased estimators) for the estimation problem under consideration. The implementation of GWSF is discussed in Section 6. We conclude this section with two remarks regarding the GWSF formulation. 
Performance Analysis
The asymptotic properties of the GWSF estimates are analyzed in this section. It is shown that the estimates are consistent and have a limiting Gaussian distribution. It is also shown that the asymptotic covariance matrix of the estimation error is equal to the CRB.
Consistency
The cost function (20) converges uniformly in with probability one (w.p.1) to the limit
vec c (B ( )E s ) : (26) This implies that^ converges to the minimizing argument of (26 
Asymptotic Distribution
In this section we derive the asymptotic distribution of the GWSF estimates (19) . As already mentioned, there exists a certain weighting matrix (25) that minimizes the estimation error variance. This matrix depends on the true parameters and, in practice, has to be replaced with a consistent estimate. However, this will not change the second order asymptotic properties considered herein.
In fact it is easy to see below that the derivative of the cost function with respect to W only leads to higher order terms. Thus, whether W is considered as a xed matrix or a consistent estimate thereof, does not matter for the analysis in this section. 
It is straightforward to verify that " i W " is real for any weighting matrix having the form 
In particular, the matrix W GWSF in (25) 
where ' represents an equality up to rst order; that is, terms of order o p (1= p N) are omitted.
Recall the relation (53) and that p N(R ? R) is asymptotically Gaussian by the central limit theorem. By (27) and (31) 
Implementation
We will in this section discuss in some detail the implementation of the GWSF estimator. Recall that the GWSF criterion is written in terms of the matrix B( ) and that the parameterization of B in general is not known. In this section we rst rewrite the GWSF criterion so that it becomes explicitly parameterized by . This function can then be minimized numerically to give the GWSF estimate of . Next, in Section 6.2, we present the implementation for the common special case when the nominal array is uniform and linear. In that case, it is possible to implement GWSF without the need for gradient search methods. Thus, GWSF is an interesting direction of arrival estimator which combines statistical e ciency with computational simplicity (relative to other e cient estimators).
Implementation for General Arrays
The GWSF cost function in (20) reads V GWSF ( ) = " ( )W "( ) =ê s B( )W B ( )ê s : (33) What complicates matters is that the functional form of B( ) is not known for general array geometries. However, if the optimal weighting in (25) is used in (33) , then it is possible to rewrite (33) so that it depends explicitly on . To see how this can be done, we will use the following two lemmas. 
In (34), we used the fact that B = ?
A . In what follows we considerW as a new weighting matrix. Let W be chosen according to (25) Combining (36), (35) and (34), we see that the criterion is now explicitly parameterized by . The GWSF algorithm can be summarized as follows (in the case of a nominal uniform linear array, see the next section): whereŴ is given by (35) and (36) with the sample estimates from the rst step inserted in place of the true quantities. This results in a non-linear optimization problem where enters in a complicated way. From the analysis in Section 5 it follows that the asymptotic second order properties of^ are not a ected if the weighting matrixW is replaced by a consistent estimate. Hence, if a consistent estimate of 0 is used to computeW, then the criterion in the second step only depends on via ?
A . This may lead to some computational savings, but it still results in a non-linear optimization problem. In the next section, we turn to the common special case of a uniform linear array, for which it is possible to avoid gradient search methods.
Implementation for ULAs
In this section, we present a way to signi cantly simplify the implementation of GWSF if the nominal array is linear and uniform. The form of the estimator is in the spirit of The idea is to re-parameterize the minimization problem in terms of the polynomial coe cients instead of . As will be seen below, this leads to a considerable computational simpli cation. Observe that the roots of (37) lie on the unit circle. A common way to impose this constraint on the coe cients in the estimation procedure is to enforce the conjugate symmetry property: b k = b c d?k ; k = 0; : : : ; d: (38) This only approximately ensures that the roots are on the unit circle. However, notice that if z i is a root of (37) with conjugate symmetric coe cients, then so is z ?c i . Assume now that we have a set of perturbed polynomial coe cients satisfying (38) . As long as the perturbation is small enough, the d roots of (37) will be on the unit circle since the true DOAs are distinct. That is, for large enough N, the conjugate symmetry property in fact guarantees that the roots are on the unit circle and the asymptotic properties of the estimates will not be a ected. 
It is readily veri ed that B A( ) = 0, and since the rank of B is m?d (by construction (b 0 6 = 0)), it follows that the columns of B span the null-space of A . This implies that we can use B in (39) in the GWSF criterion, minimize with respect to the polynomial coe cients, and then compute from the roots of the polynomial (37) . In the following we give the details on how this can be performed.
It is useful to rewrite the GWSF criterion as follows (cf. (20) and (25) 
To obtain a proper parameterization we should also include a non-triviality constraint to avoid the solution b = 0 ( = 0). The GWSF estimate^ is then constructed from^ as described before. In nite samples and di cult scenarios it can be useful to reiterate the third step several times; however, this does not improve the asymptotic statistical properties of the estimate.
In this section, we have shown that GWSF can be implemented in a very attractive manner if the nominal array is uniform and linear. In particular, the solution can be obtained in a \closed form" by solving a set of linear systems of equations and rooting the polynomial (37) . Thus, there is no need for a iterative optimization procedure that is necessary in, for example, MAP-NSF.
Performance Analysis of MAPprox
The MAPprox cost function (5) was derived by a second order approximation of the MAP-WSF cost function (2) around 0 . The MAPprox estimates are thus expected to have a performance similar to ML. This has also been observed in simulations 22, 24] . However, a formal analysis of the asymptotic properties of MAPprox has not been conducted. In this section we show that, using asymptotic approximations, the MAPprox cost function in fact can be rewritten to coincide with the GWSF cost function. This establishes the observed asymptotic e ciency of the MAPprox method.
Consider the normalized MAPprox cost function (cf. (5) 
The gradient and the Hessian in (44) 
The MAPprox2 cost function can thus be written in the same way as the GWSF function (see (20) ). The weighting matrix in (51) depends on and on sample data quantities. However, in Section 5 it was shown that any two weighting matrices related as W 1 = W 2 + o p (1) give the same asymptotic performance. This implies that in the following we can consider the \limit" of (51) in lieu ofŴ M2 . In what follows, let W M2 denoteŴ M2 evaluated in 0 and for in nite data.
Thus, if we can show that W M2 / W GWSF then we have proven that MAPprox2 has the same asymptotic performance as GWSF, and hence that MAPprox2 is asymptotically e cient. (The symbol`/' denotes an equality up to a multiplicative scalar constant.) Combining (25), (67) and (69), it is immediate that W M2 = W GWSF .
In this section, the MAPprox cost function was approximated so as to retain the local properties that a ect the estimation error variance. The approximation (MAPprox2) was then shown to coincide with the GWSF cost function (with a \consistent" estimate of the weighting matrix) and hence it can be concluded that MAPprox(2) provides minimum variance estimates of the DOAs. However, the MAPprox cost function depends on in quite a complicated manner. In Section 8 we compare MAPprox2 and GWSF by means of simulations and the strong similarities between these two approaches are clearly visible. Since the implementation of GWSF is much easier, the recommendation is to use GWSF.
Simulation Examples
In this section, we illustrate the ndings of this paper by means of simulation examples. The MAP-NSF, MAPprox2 and GWSF methods are compared with one another. It is also interesting to compare these methods with, for example, WSF (MODE) that do not take the array perturbations into account. In 24], the asymptotic performance of WSF was analyzed for the case under study. Unfortunately, the result given in that paper contains a printing error and, therefore, we provide the following result. 
Proof. Since WSF is a special case of GWSF, the result follows from the analysis in Section 5. The nominal gain (which is equal to one for all sensors) of the sensors are perturbed by additive Gaussian random variables with variance 0:01. This corresponds to an uncertainty in the gain with a standard deviation of 10%. Figure 1 depicts the root-mean-square (RMS) error versus the sample size for di erent methods. (Only the RMS values for 1 are displayed; the results corresponding to 2 are similar.) In Figure 1 and in the graphs that follow, we show simulation results using di erent symbols while theoretical results are displayed by lines. The empirical RMS values are computed from 1000 independent trials in all simulations. The MAP-NSF and MAPprox2 cost functions are minimized with Newton-type methods initialized by the WSF estimate. WSF (or, equivalently, MODE 33] ) is implemented in the \rooting form" as described in 43] . The GWSF method is implemented as described in Section 6.2. In the examples presented here, we reiterated the second step of the algorithm three times. The poor performance of MAP-NSF in Figure 1 is due to two main reasons. Firstly, MAP-NSF fails to resolve the two signals in many cases. Secondly, the numerical search is sometimes trapped in a local minima. The performance of GWSF and MAPprox2 is excellent and close to the accuracy predicted by the asymptotic analysis. The numerical minimization of the MAProx2 cost function is however complicated. In this example, MAPprox2 produced \outliers" in about ve percent of the 1000 trials. These outliers were removed before the RMS value for MAPprox2 was calculated. One can also observe that GWSF and MAPprox2 are signi cantly better than the standard WSF method.
Example 2
Here, we have the same set-up as in the previous example, but the sample size is xed to N = 200 and the variance of the gain uncertainty is varied. In Figure 2 , the RMS errors for 1 are plotted versus the variance of the sensor gains. The curve denoted by CRB in Figure 2 to the nominal phase, which is zero for all sensors. RMS errors for 1 are shown in Figure 3 . It appears that MAP-NSF has a higher small sample threshold than GWSF and MAPprox2. For large samples, the performance of the methods is similar. Again, it is clearly useful to take the array uncertainty into account when designing the estimator.
Conclusions
This paper has studied the problem of developing robust weighted signal subspace tting algorithms for arrays with calibration errors. It was shown that if the second-order statistics of the calibration errors are known, then asymptotically statistically e cient weightings can be derived for very general perturbation models. Earlier research had resulted in optimal weightings that were applicable only for very special cases. The GWSF technique derived herein uni es earlier work and also enjoys several advantages over the MAP-NSF approach, another statistically e cient technique developed for calibration errors. In particular, since GWSF is based on the signal rather than noise subspace, it is a consistent estimator even when the signals are perfectly coherent, and has better nite sample performance than MAP-NSF when the signals are highly correlated or closely spaced. In addition, unlike MAP-NSF, when the array is nominally uniform and linear, the GWSF criterion can be re-parameterized in such a way that the directions of arrival may be solved for by rooting a polynomial rather than via a gradient search. As a byproduct of our analysis, we also demonstrated the asymptotic statistical e ciency of the MAPprox algorithm, another robust DOA estimator for perturbed arrays. The MAPprox and GWSF estimators have a very similar performance, however, GWSF depends on the parameters in a simpler way than MAPprox and this facilitates the implementation. Our simulations indicate that, in the presence of calibration errors with known statistics, both algorithms can yield a signi cant performance improvement over techniques that ignore such errors.
A Asymptotic Covariance of the Residual
In order to compute the asymptotic covariance in (21), the rst order perturbations in the residuals are related to the error in the sample covariance matrix. A 0 s(t) + n(t) A 0 s(t) + n(t) ;
The subscripts`FS' and`ME' stand for`Finite Sample' and`Model Error', respectively. The in-probability orders of the quantities in (56)-(57) arẽ
The rst follows from the assumptions on , the second is a standard result from ergodicity theory, and the last follows from the central limit theorem (it is a sum of zero-mean independent random variables). A rst order approximation of B R is then
It is interesting to note that the residuals are, to rst order, due to two independent terms. The rst is the nite sample errors from the nominal array and the second is the model error contribution. Since the terms are independent, they can be considered one at a time. In view of (55), we denote the error in the principal eigenvectors due to nite samples and model errors bỹ E sFS andẼ sME , respectively; that is,Ê s = E s +Ẽ sFS +Ẽ sME .
Let us start by deriving the part of the residual covariance matrix due to nite samples. 
The last two equalities follow from property 3 and property 2 of the block-transpose operation derived in Appendix C.
Remark 4. The fact that C " FS = 0 may be more easily realized using the asymptotic distribution of the eigenvectors (e.g. 46]). It is then easy to verify that EfB ê kê T l B c g = 0, whereê k is column k ofÊ s .
Next, we proceed and study the model error contribution to the residual covariance matrix. Recall 
The asymptotic covariance matrix of the residuals in (21) is hence given by C " = C " C " C c " C c "
; with C " = C "FS + C "ME ; C " = C " ME ; where C "FS , C "ME and C "ME are given by (61), (62) and (63), respectively.
B Proof of Theorem 2
Recall the expression (31) V i ' 2k i W ":
Di erentiating with respect to j and letting N tend to in nity leads to H ij = 2k i Wk j : Next, study the ij:th element of Q in (32) Q ij = lim 
These expressions are valid for any W satisfying (29 
In view of this, the product K C ?1 " K contains two terms. In the sequel we consider these two separately and show that they correspond to the two terms in the expression for CRB ? (15)).
C Some Properties of Block Transpose
This section contains a couple of useful properties related to the block transpose operation. Let which is readily seen to equal block ij of the right hand side.
