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We present a new explicit preconditioner for a class of structured
matrices Γ (a) defined by a function a. These matrices may arise
from elliptic problems by a standard discretization scheme admit-
ting jumps in the diffusion coefficient. When the grid is fixed, the
matrix is determined by the diffusion coefficient a. Our precondi-
tioner P is of the form P = Γ −1(1)Γ (1/a)Γ −1(1) and can be
considered as an approximation to the inverse matrix to Γ (a). We
prove that P and Γ −1(a) are spectrally equivalent. However, the
most interesting observation is that Γ (a)P has a cluster at unity.
In the one-dimensional case this matrix is found to be equal to the
identity plus a matrix of rank one. In more dimensions, a rigorous
proof is given in the two-dimensional stratified case. Moreover, in
a stratified case with M constant values for the coefficient a, a hy-
pothesis is proposed that awider set ofM+1 points including unity
is a proper cluster. In such cases the number of iterations does not
depend dramatically on jumps of the diffusion coefficient. In more
general cases, fast convergence is still demonstrated by many nu-
merical experiments.
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1. Introduction
Consider a positive generating function (symbol) a(x, y) and its values
ai±1/2,j±1/2 = a ((i ± 1/2)h, (j ± 1/2)h) (1)
at semi-integer nodes of a uniform grid with the step h. Then, we consider matrices Γ (a) of the
following symmetric form:
Γ (a) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1 B 3
2
B 3
2
A2 B 5
2
. . . . . . . . .
Bn− 3
2
An−1 Bn− 1
2
Bn− 1
2
An
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rn2×n2 , (2)
where Aj and Bj are of the following structure:
Aj =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
4a1,j −a 3
2
,j
−a 3
2
,j 4a2,j −a 5
2
,j
. . . . . . . . .
−an− 3
2
,j 4an−1,j −an− 1
2
,j
−an− 1
2
,j 4an,j
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rn×n, (3)
Bj−1/2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−a1,j−1/2
−a2,j−1/2
. . .
−an−1,j−1/2
−an,j−1/2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rn×n. (4)
By definition, ai,j are the averaged values of a in both directions:
ai,j = 1/4(ai−1/2,j−1/2 + ai+1/2,j−1/2 + ai−1/2,j+1/2 + ai+1/2,j+1/2). (5)
Matrices of sucha formappear as standarddiscretizationsof theelliptic operatorswith theDirichlet
boundary conditions, for the reader’s convenience we explain this in Appendix. In this context we
suppose that a uniform rectangular grid in the cube [0, 1]2 is given with the nodes (ih, jh), where
h = 1/(n + 1) and 0  i, j  n + 1. Then, a is a positive function on [0, 1]2. Note that the function a
must be defined at semi-integer nodes and may be discontinuous at other points in [0, 1]2.
In this paper we introduce a new explicit preconditioner for Γ (a). It is defined by the formula
P = Γ −1(1)Γ (1/a)Γ −1(1). (6)
Since P is determined through 1/a, we call it a reciprocal preconditioner. We call it explicit, because it
can be considered as an approximation to Γ −1(a).
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In the general casewe prove that thematrices P andΓ −1(a) are spectrally equivalent. All the same,
the constants in the bounds depend on the minimal and maximal values of a. Hence, the number of
iterations is independent of n but may be still very large in the case of big jumps of a. Despite that,
a very rapid convergence was observed in many practical cases with jumps. It is not due to the spec-
tral equivalence and is explained by another important property of our preconditioner. This property
consists in a special structure of the preconditioned spectra described in the terms of clusters [6]
depending on the structure of jumps in a.
The matrix Γ (a) is a two-level matrix by the terminology of [7,5]. A simpler related case concerns
similar constructions for a one-level matrix coming from a one-dimensional diffusion problem. This
case is instructive and leads to quite elegant results that were not observed before, to our knowledge.
Thus, we begin with the investigation of matrices of the form
L(a) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1/2 + a3/2 −a3/2
−a3/2 a3/2 + a5/2 −a5/2
. . . . . . . . .
−an−3/2 an−3/2 + an−1/2 −an−1/2
−an−1/2 an−1/2 + an+1/2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (7)
Here a is a function defined at semi-integer nodes i±1/2. In this casewe suggest an explicit reciprocal
preconditioner in the same form
Π = L−1(1)L(1/a)L−1(1) (8)
and prove that
L(a)Π = I + R, rank (R) = 1. (9)
Our main theoretical result in this paper concerns the case of a stratified piecewise constant coef-
ficient a:
a(x, y) = ap if y ∈ (yp−1, yp], p = 1, . . .,M,
whereM is the number of domains where a is a constant. The value ofM is fixed, and we analyze the
behavior of preconditioned spectra when n → ∞. We prove that the preconditioned matrix Γ (a)P
has a cluster [6] at unity and formulate a hypothesis, that a finite set of points including unity seems
to be a proper cluster (this means that the number of eigenvalues outside an ε-distance from this set
is bounded by a number that does not depend on n).
As a consequence, the PCG method provides an approximate solution in few iterations. In general
the exact solution is not delivered in just few iterations, but practical convergence is frequently very
fast. We confirm this by numerical experiments.
2. One-level case
Consider the matrix L(a) defined by (7). In line with this definition,
L(1) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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We want to prove that
L(1/a)L−1(1)L(a)L−1(1) = I + R, rank R = 1,
which is equivalent to (9). The main auxiliary fact for this purpose is the following (well-known and
easily verified) lemma.
Lemma 2.1. The elements of the matrix L−1(1) = [bij] are given by the formulas
bij = (n + 1) ·
⎧⎨
⎩xi yj, i  j,yi xj, i < j,
where
xi = 1 − i
n + 1 , yj =
j
n + 1 .
Note that the elements xi and yj form the first and last columns of the inverse to L(1).
It is also interesting tomention thewell-known continuous analogue of Lemma2.1 for the inversion
of a linear operator
Lu = −u′′, u(0) = u(1) = 0.
Lemma 2.2. If Lu(x) = −u′′(x) = f (x) for 0 < x < 1 and u(0) = u(1) = 0, then
u(x) =
∫ 1
0
G(x, y)f (y)dy,
where
G(x, y) =
⎧⎨
⎩(1 − x) y, y  x,x (1 − y), y > x.
Equivalently,
u(x) = (1 − x)
∫ x
0
yf (y)dy + x
∫ 1
x
(1 − y)f (y)dy.
Let z = L−1(1)f , Then, according to Lemma 2.1,
zi = (n + 1)
⎛
⎝xi i∑
j=1
yjfj + yi
n∑
j=i+1
xjfj
⎞
⎠ .
Let us find the coordinates of the vector
g = L(a)L−1(1)f = L(a)z.
Lemma 2.3. It holds that
gi = ai−1/2fi − (ai+1/2 − ai−1/2)
n∑
j=i+1
fj + (ai+1/2 − ai−1/2)c(f ),
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where
c(f ) =
n∑
j=1
yjfj.
Proof. Let us agree that a−1/2 = a1/2. Then
gi = (n + 1) (ai−1/2 + ai+1/2)
⎛
⎝xi i∑
j=1
yjfj + yi
n∑
j=i+1
xjfj
⎞
⎠
−(n + 1) ai−1/2
⎛
⎝xi−1 i−1∑
j=1
yjfj + yi−1
n∑
j=i
xjfj
⎞
⎠
−(n + 1) ai+1/2
⎛
⎝xi+1 i+1∑
j=1
yjfj + yi+1
n∑
j=i+2
xjfj
⎞
⎠ .
Hence,
gi = P + Q ,
where
P = (n + 1) ai−1/2
⎛
⎝xi i∑
j=1
yjfj + yi
n∑
j=i+1
xjfj − yi−1
n∑
j=i
xjfj − xi−1
i−1∑
j=1
yjfj
⎞
⎠ ,
Q = (n + 1) ai+1/2
⎛
⎝yi n∑
j=i+1
xjfj + xi
i∑
j=1
yjfj − xi+1
i+1∑
j=1
yjfj − yi+1
n∑
j=i+2
xjfj
⎞
⎠ .
Taking into account the expressions for xi and yj , we obtain
P = ai−1/2
⎛
⎝ n∑
j=i
fj −
n∑
j=1
yjfj
⎞
⎠ ,
Q = ai+1/2
⎛
⎝− n∑
j=i+1
fj +
n∑
j=1
yjfj
⎞
⎠ .
The equality under proof follows from this straightforwardly. 
Consider the vector
v = L(1/a)g = L(1/a)L−1(1)L(a)L−1(1)f
and express its coordinates through the coordinates of f .
Theorem 2.1. It holds that
vi = fi + ai+1/2 − ai−1/2
ai−1/2ai+1/2
(
an+1/2c(f ) − c(g(f ))) ,
where
c(f ) =
n∑
j=1
yjfj, c(g(f )) =
n∑
j=1
yjgj(f ).
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Proof. By the application of Lemma 2.3 to f = g with the replacement of awith 1/awe find
vi = 1
ai−1/2
gi −
(
1
ai+1/2
− 1
ai−1/2
)
n∑
j=i+1
gj +
(
1
ai+1/2
− 1
ai−1/2
)
c(g).
From the expressions for gj via the coordinates of f ,
vi = Φ + Ψ + Ω +
(
1
ai+1/2
− 1
ai−1/2
)
c(g),
where
Φ = 1
ai−1/2
⎛
⎝ai−1/2fi − (ai+1/2 − ai−1/2) n∑
l=i+1
fl
⎞
⎠ ,
Ψ = ai+1/2 − ai−1/2
ai−1/2 ai+1/2
n∑
j=i+1
⎛
⎝aj−1/2fj + (aj−1/2 − aj+1/2) n∑
l=j+1
fl
⎞
⎠ ,
Ω = 1
ai−1/2
(ai+1/2 − ai−1/2)c(f ) + ai+1/2 − ai−1/2
ai−1/2 ai+1/2
n∑
j=i+1
(aj+1/2 − aj−1/2)c(f ).
In order to simplify the expression for Ψ , let us write
n∑
j=i+1
aj−1/2fj +
n∑
j=i+1
(aj−1/2 − aj+1/2)
n∑
l=j+1
fl
= ai+1/2fi+1 + ai+3/2fi+2 + · · · + an−1/2fn
+(ai+1/2 − ai+3/2)(fi+2 + fi+3 + · · · + fn)
+(ai+3/2 − ai+5/2)(fi+3 + fi+4 + · · · + fn)
+ · · · + (an−3/2 − an−1/2)fn
= ai+1/2(fn + fn−1 + · · · + fi+1).
Consequently,
Ψ = ai+1/2 − ai−1/2
ai−1/2 ai+1/2
ai+1/2
n∑
l=i+1
fl = ai+1/2 − ai−1/2
ai−1/2
n∑
l=i+1
fl.
It follows that
Φ + Ψ = fi.
The last sum in Ω reads
n∑
j=i+1
(aj+1/2 − aj−1/2)c(f ) = (an+1/2 − ai+1/2)c(f ).
Then, assembling all the terms in vi, we obtain the statement of the theorem. 
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Theorem 2.2. The matrix equation
L(1/a)L−1(1)L(a)L−1 = I + R
holds true with
rank R = 1.
Corollary 2.1. The matrix L(1/a)L−1(1)L(a)L−1 of order n has two eigenvalues, one of them is unity of
multiplicity n − 1.
From these results it emanates that the iterative solvers like PCG or GMRES converge in two itera-
tions. Remark also that this is truewhen the explicit reciprocal preconditioner is used as the right-side,
either the left-side preconditioner. In our numerical experiments we work with the former case.
3. Spectral equivalence
First, prove the spectral equivalence of Γ (a) and Γ (1).
Lemma 3.1
min a Γ (1)  Γ (a)  max a Γ (1), 1
max a
Γ (1)  Γ (1/a)  1
min a
Γ (1), (10)
where minimum and maximum are taken over all index pairs (ij) from the array ai−1/2,j−1/2.
Proof. Apply Γ to a vector u and calculate the scalar product with u:
(Γ (a)u, u) =
n∑
i,j=1
(−ai−1/2,jui−1,jui,j − ai,j−1/2ui,j−1ui,j
+(ai−1/2,j + ai,j−1/2 + ai+1/2,j + ai,j+1/2)ui,jui,j
−ai+1/2,jui+1,jui,jai,j+1/2ui,j+1ui,j).
By shifting the indices of ai−1/2,j , ai,j−1/2 to i+ 1/2, j+ 1/2 with the corresponding shift of the index
of u in the sum, we obtain
(Γ (a)u, u) =
n−1∑
i,j=1
(
ai+1/2,jui,jui,j + ai+1/2,jui+1,jui+1,j − 2ai+1/2,jui,jui+1,j
+ai,j+1/2ui,jui,j + ai,j+1/2ui,j+1ui,j+1 − 2ai,j+1/2ui,jui,j+1
=
n−1∑
i,j=1
(ai+1/2,j(ui+1,j − ui,j)2 + ai,j+1/2(ui,j+1 − ui,j)2).
The summation indices vary in the range from 1 to n− 1, since the terms with indices 0 and n+ 1 are
equal to zero due to the Dirichlet boundary conditions. By choosing a = 1 we obtain
(Γ (1)u, u) =
n−1∑
i,j=1
((ui+1,j − ui,j)2 + (ui,j+1 − ui,j)2),
and so the claim (10) becomes evident. 
S. Dolgov et al. / Linear Algebra and its Applications 436 (2012) 2980–3007 2987
Remark 3.1. Spectral equivalence estimate (10) is valid for a wide class of Galerkin discretizations of
elliptic problems in Rd. In the standard weak formulation, the diffusion operator is associated with
the bilinear form (a∇φ,∇ψ), where φ,ψ ∈ H10(Ω). It immediately follows that
min a(∇φ,∇φ)  (a∇φ,∇φ)  max a(∇φ,∇φ) ∀φ ∈ H10(Ω).
Theorem 3.1
min a
max a
Γ −1(a)  Γ −1(1) Γ (1/a) Γ −1(1)  max a
min a
Γ −1(a).
Proof. We exploit the following property: if A  B then CAC∗  CBC∗. Then, from the second
inequality of (10) we deduce
1
max a
Γ −1(1)  Γ −1(1) Γ (1/a) Γ −1(1)  1
min a
Γ −1(1).
If A and B are nonsingular, then A  B implies B−1  A−1. Consequently, from the first inequality of
(10) we obtain
1
max a
Γ −1(1)  Γ −1(a)  1
min a
Γ −1(1),
and the proof is completed by the combination of these two inequalities. 
Corollary 3.1
cond(Γ −1(1) Γ (1/a) Γ −1(1) Γ (a)) = O
((
max a
min a
)2)
.
Remark 3.2. Numerical examples show that the lower spectral bound is essentially better:
λmin(Γ
−1(1) Γ (1/a) Γ −1(1) Γ (a))  1,
hence, we conjecture that the condition number is in fact bounded by O
(
max a
min a
)
. Although we have
no proof of this statement in the general case, in some special cases, e.g. one-level or one-interface
cases, it can be proved.
4. Clustering of the spectrum in the 2D stratified case
4.1. The main theorem
Let us consider a stratified coefficient in the 2D problem:
a(x, y) = ap if y ∈ (yp−1, yp], p = 1, . . .,M + 1,
whereM is the number of boundaries between domains with constant value of a, stacked along the y
direction. On the discrete level we require that the minimal width of a layer with the constant value
of a should be not less than 2 grid points:
ai,j+2 = ai,j+1 if ai,j+1 	= ai,j.
In the following it will be convenient to represent all the features related to the boundaries between
the layers, so called interfaces, using the following matrices:
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Djp =
⎡
⎢⎢⎢⎢⎢⎢⎣
. . . . . . . . .
0 0 0
0 D0jp D
1
jp
. . . . . . . . .
⎤
⎥⎥⎥⎥⎥⎥⎦
∈ Rn2×n2 ,
where
D0jp =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 −1/2
−1/2 2 −1/2
. . . . . . . . .
−1/2 2 −1/2
−1/2 2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rn×n,
D1jp =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1
−1
. . .
−1
−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rn×n,
and the block D0jp is located at the position (jp, jp) in matrix D. First, we give a useful representation of
the matrix Γ (a).
Lemma 4.1. Suppose a stratified coefficient a is given such that the points (i, jp), p = 1, . . .,M, are the
interface points. Then for the matrix Γ (a) the following holds:
Γ (a) = diag[a]Γ (1) + (aj1+1/2 − aj1−1/2)Dj1 + · · · + (ajM+1/2 − ajM−1/2)DjM ,
where diag[a] is a diagonal matrix with the values ai−1/2,j−1/2 on the diagonal, and ajp+1/2 is the value
of the coefficient corresponding to the cell [0, 1] × [y(jp), y(jp + 1)].
Proof. Consider nonzero elements in (ij)th row of matrix Γ (a). There are five nonzero entries, we
write them in a vector as follows:
Γ (a)ij =
(
[Γ (a)]ij,ij−1 [Γ (a)]ij,i−1j [Γ (a)]ij,ij [Γ (a)]ij,i+1j [Γ (a)]ij,ij+1
)
,
and all of them depend on ai−1/2,j−1/2, ai+1/2,j−1/2, ai−1/2,j+1/2, ai+1/2,j+1/2 coefficient points. Thus
in the stratified casewe have two possible types of a row: first, if (ij) is the point on a cell with constant
coefficient, then (as the size of a cell is at least 2 grid points, all neighboring coefficients are equal)
Γ (a)ij = ai−1/2,j−1/2
(
−1 −1 4 −1 −1
)
= ai−1/2,j−1/2Γ (1)ij.
Second, if (ij) = (ijp) is the interface point, then
Γ (a)ij =
(
−ajp−1/2 − ajp−1/2+ajp+1/22 4
ajp−1/2+ajp+1/2
2
− ajp−1/2+ajp+1/2
2
−ajp+1/2
)
.
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After subtraction of the scaled row ai−1/2,j−1/2
(
−1 −1 4 −1 −1
)
(since ajp−1/2 is the same value
as ai−1/2,j−1/2) we get
Γ (a)ij = ai−1/2,j−1/2Γ (1)ij + (ajp+1/2 − ajp−1/2)
(
0 − 1
2
2 − 1
2
−1
)
,
which is equal to
[diag[a]]ij,ijΓ (1)ij + (ajp+1/2 − ajp−1/2)[Djp ]ij.
As the interfaces are separated at least by 2 grid points from each other, we can consider all the rows
in Γ (a) independently. So we obtain the claim of the lemma immediately. 
Corollary 4.1. Under the conditions of this section,
Γ (a)Γ (1)−1
= diag[a] + (aj1+1/2 − aj1−1/2)(Dj1Γ (1)−1) + · · · + (ajM+1/2 − ajM−1/2)(DjMΓ (1)−1).
Now let us consider the preconditioned matrix
Γ (a)P = Γ (a)Γ −1(1)Γ (1/a)Γ −1(1).
Lemma 4.2. In the stratified case
Γ (a)P = I +
M∑
p=1
(
ajp+1/2
ajp−1/2
+ ajp−1/2
ajp+1/2
− 2
)
(DjpΓ
−1(1))
+
M∑
p=1
M∑
q=1
(ajp+1/2 − ajp−1/2)
(
1
ajq+1/2
− 1
ajq−1/2
)
(DjpΓ
−1(1))(DjqΓ −1(1)).
Proof. Using Corollary 4.1 we write the preconditioned matrix in the following way:
Γ (a)P =
⎛
⎝diag [a] + M∑
p=1
(ajp+1/2 − ajp−1/2)(DjpΓ −1(1))
⎞
⎠
⎛
⎝diag [1
a
]
+
M∑
q=1
(
1
ajq+1/2
− 1
ajq−1/2
)
(DjqΓ
−1(1))
⎞
⎠ .
First, it is clear that diag [a] diag
[
1
a
]
= I. For the terms
(ajp+1/2 − ajp−1/2)(DjpΓ −1(1)) diag
[
1
a
]
+ diag [a]
(
1
ajp+1/2
− 1
ajp−1/2
)
(DjpΓ
−1(1))
we observe that the diagonal matrix diag [a] multiplies rows or columns of DjpΓ
−1(1), depending on
its respective position in thematrixmultiplication, by the corresponding values of a. However, nonzero
elements in DjpΓ
−1(1) stay only in the positions that correspond to (ijp), where a = ajp−1/2; by the
definition of diag [a], its element in the position (ijp), (ijp) is ai−1/2,jp−1/2. Hence, matrices diag [a]
and diag
[
1
a
]
being multiplied with DjpΓ
−1(1) produce just multiplication by ajp−1/2 and 1/ajp−1/2
respectively. So the term with one sum over p reads
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ajp+1/2 − ajp−1/2
ajp−1/2
+ ajp−1/2
(
1
ajp+1/2
− 1
ajp−1/2
))
(DjpΓ
−1(1)).
In the last term here we just leave the double sum. This completes the proof. 
We see that the properties of the preconditioned spectrum are linked with those of the matrices
DjpΓ
−1(1). So we proceed to the study of the eigenvalue problem for the latter matrices.
Theorem 4.1. The eigenvalues and eigenvectors of the problem DjpΓ
−1(1)x = λx possess the following
properties:
(1) There is the eigenvalue λ = 0 with multiplicity n2 − n, and the corresponding eigenvectors are
Γ (1)eij, j 	= jp, where eij is a vector with zeros everywhere but with unity at the position (ij).
(2) The other n eigenvectors have the form [xk]ij = sin(πhki)δj,jp , where h = 1/(n+1), the eigenvalues
are λk = 12 − ηk with
ηk =
n∑
m=1
h
4
sin(2πhmjp)
sin(πhm)
sin2
(
πhk
2
)
+ sin2
(
πhm
2
) .
Proof. The first statement is trivial. Indeed, due to the structure of Djp , Djpeij = 0 for all vectors eij if
j 	= jp. Thus, Γ (1)eij belongs to the kernel of DjpΓ −1(1).
To prove the rest of the theorem, consider themultiplication ofΓ (1)−1 by a vector x. It can be done
in the terms of trigonometric transforms:
[Γ (1)−1x]ij =
n∑
k,m=1
sin(πhik) sin(πhjm)μ−1km
n∑
i′,j′=1
sin(πhki′) sin(πhmj′)
S4 xi
′j′ ,
where
μkm = 4 sin2
(
πhk
2
)
+ 4 sin2
(
πhm
2
)
is an eigenvalue of Γ (1), and
S =
⎛
⎝ n∑
i=1
sin(πhik)2
⎞
⎠1/2 = ( 1
2h
)1/2
is the norm of the sine transform.
Let us obtain the result of multiplication of Djp by the vector y
km with
[ykm]ij = sin(πhki) sin(πhmj).
It reads
[Djpykm]ij =
⎧⎨
⎩−
1
2
[ykm]i−1,jp + 2[ykm]i,jp − 12 [ykm]i+1,jp − [ykm]i,jp+1, j = jp
0, otherwise.
For the nonzero entries we obtain
[Djpykm]ijp = −1/2 sin(πhk(i − 1)) sin(πhmjp) + 2 sin(πhki) sin(πhmjp)
−1/2 sin(πhk(i + 1)) sin(πhmjp) − sin(πhki) sin(πhm(jp + 1))
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= − sin(πhki) sin(πhmjp) cos(πhk) + 2 sin(πhki) sin(πhmjp)
− sin(πhki) sin(πhmjp) cos(πhm) − sin(πhki) cos(πhmjp) sin(πhm).
Recalling the eigenvalues μkm of Γ (1), we get
[Djpykm]ijp = 1/2μkm[ykm]ijp − sin(πhki) cos(πhmjp) sin(πhm).
Now the nonzero elements of DjpΓ
−1(1)x read
[DjpΓ −1(1)x]ijp =
n∑
k,m=1
sin(πhik) sin(πhjpm)
1
2
n∑
i′,j′=1
sin(πhki′) sin(πhmj′)
S4 xi
′j′
−
n∑
k,m=1
sin(πhki) cos(πhmjp) sin(πhm)μ
−1
km
n∑
i′,j′=1
sin(πhki′) sin(πhmj′)
S4 xi
′j′ .
In the first term, by summation over k and m we get just 1
2
xijp . For the second term, let us consider
the eigenvalue problem formulated in the statement of the theorem. We already obtained n2 − n
eigenvectors Γ (1)eij with the condition j 	= jp. Now the only case to consider is when nonzeros are
located at positions with j = jp. So we can consider vectors x with all zeros except j = jp. Then the
forward sine transform simplifies as follows:
n∑
i′,j′=1
sin(πhki′) sin(πhmj′)
S4 xi
′j′ = sin(πhmjp)
n∑
i′=1
sin(πhki′)
S4 xi
′jp .
As for the variable i, let us take the vector [sin(πhk˜i)]; note that
[x]ij = sin(πhk˜i)δj,jp
and
n∑
i′=1
sin(πhki′)
S4 xi
′jp =
δ
k,k˜
S2 .
Recall that we have the same vector [sin(πhki)] in the backward transform, and the outer sum over k
is canceled due to δ
k,k˜ . So we can just omit k˜ and write
[DjpΓ −1(1)x]ijp =
1
2
xijp − sin(πhki)δj,jp
n∑
m=1
cos(πhmjp) sin(πhm)μ
−1
km
sin(πhmjp)
S2 .
Nowweconsider theeigenvectorxk ≡ x = [sin(πhki)δj,jp ]. It corresponds to the followingeigenvalue:
λk = 1
2
−
n∑
m=1
cos(πhmjp) sin(πhm)μ
−1
km
sin(πhmjp)
S2 .
Using well-known trigonometric identities and taking into account the form of μkm and S , we get
λk = 1
2
−
n∑
m=1
h
4
sin(2πhmjp)
sin(πhm)
sin2
(
πhk
2
)
+ sin2
(
πhm
2
) ,
which is the second statement of the theorem. 
From Theorem 4.1 we can conclude that in the eigenvalue problem Γ (a)Px = λx the double sum
in Lemma 4.2 is actually a single sum. Namely, we can prove the following “orthogonality” conditions:
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Lemma 4.3. Suppose x is any eigenvector of DjqΓ
−1(1). Then
(DjpΓ
−1(1))(DjqΓ −1(1))x = 0 if p 	= q.
Proof. If x corresponds to λ = 0, then (DjqΓ −1(1))x = 0 and the result is obvious. So let us consider
the case when [x]ij = sin(πhki)δj,jq . Since (DjqΓ −1(1))x = λkx, only the vector (DjpΓ −1(1))x has to
be studied. The only nonzero elements in x are at the positions (ij), where i = 1, . . ., n and j = jq. As
each cell with the constant coefficient covers at least two grid nodes, under the condition p 	= q there
are zeros in x if j = jp − 1, jp, jp + 1.
Now, consider the eigenvectors of (DjpΓ
−1(1)) corresponding to the zero eigenvalue. Due to the
statement (1) in Theorem 4.1, these eigenvectors have the form Γ (1)eij , j 	= jp. The columns of
Γ (1) are linearly independent, and their nonzero entries occupy positions (i, j − 1), (i − 1, j), (i, j),
(i + 1, j), (i, j + 1). So we can use them as a basis for vectors with zero entries at the positions with
j = jp − 1, jp, jp + 1, for example, for the vector x. So, (DjqΓ −1(1))x can be represented as a linear
combination of the eigenvectors of the matrix DjpΓ
−1(1) corresponding to its zero eigenvalue. Thus
(DjpΓ
−1(1))(DjqΓ −1(1))x = 0. 
Nowtheeigenvalues of thepreconditionedmatrixΓ (a)P canbewritten.Wewill need the following
definitions, which can be found, for example, in [6].
Definition 1. Consider a sequence of finite sets of complex numbers
z11; z12, z22; z13, z23, z33; . . .
and some set L on the complex plane. Let us denote by γn(ε) the number of elements in nth set that
are located at the distance to L greater than ε. The set L is called a general cluster, if
lim
n→∞
γn(ε)
n
= 0, ∀ε > 0.
The set L is called a proper cluster, if
γn(ε)  c(ε), ∀n, ∀ε > 0
(that is, γn is bounded by a function which does not depend on n).
Thus, if a sequenceofmatricesAn is given, onecanconsider a (general, proper) clusterof eigenvalues.
We will call it just “cluster” (general or proper). For discussion of some topics concerning clusters for
preconditioned (multilevel) Toeplitz matrices see [3,4]. Nowwe prove that 1 is a general cluster of the
preconditionedmatrix. Nevertheless, in the following subsection we present experimental analysis of
the correction function ηk(jp) and formulate a hypothesis, that a wider set ofM + 1 points including
unity is actually a proper cluster.
Theorem 4.2. Suppose a stratified matrix Γ (a) ∈ Rn2×n2 with M interfaces is given. Then the spectrum
of the preconditioned matrix Γ (a)P is structured as follows:
• λ = 1 is an eigenvalue of multiplicity n2 − Mn,
• other Mn eigenvalues are of the form
λ
jp
k = 1 +
(
ajp+1/2
ajp−1/2
+ ajp−1/2
ajp+1/2
− 2
)(
1
4
− η2k(jp)
)
 1,
k = 1, . . ., n, jp = 1, . . .,M,
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where ηk(jp) is the function from Theorem 4.1:
ηk(jp) =
n∑
m=1
h
4
sin(2πhmjp)
sin(πhm)
sin2
(
πhk
2
)
+ sin2
(
πhm
2
) .
• If M is fixed independently of n, the set L = {1} is a general cluster of the matrix Γ (a)P.
Proof. We use Lemma 4.2 for the eigenvalue problem Γ (a)Px = λx:
Γ (a)Px = x +
M∑
p=1
(
ajp+1/2
ajp−1/2
+ ajp−1/2
ajp+1/2
− 2
)
(DjpΓ
−1(1))x
+
M∑
p=1
M∑
q=1
(ajp+1/2 − ajp−1/2)
(
1
ajq+1/2
− 1
ajq−1/2
)
(DjpΓ
−1(1))(DjqΓ −1(1))x.
Let us take the eigenvectors of DjpΓ
−1(1) as x. Due to Lemma 4.3, the terms in the last double sum
over p and q are equal to 0 if p 	= q. Therefore,
Γ (a)Px = x +
M∑
p=1
(
ajp+1/2
ajp−1/2
+ ajp−1/2
ajp+1/2
− 2
)
(DjpΓ
−1(1))x
+
M∑
p=1
(ajp+1/2 − ajp−1/2)
(
1
ajp+1/2
− 1
ajp−1/2
)
(DjpΓ
−1(1))2x
= x +
M∑
p=1
(
ajp+1/2
ajp−1/2
+ ajp−1/2
ajp+1/2
− 2
)
((DjpΓ
−1(1)) − (DjpΓ −1(1))2)x.
If we take x = Γ (1)eij with j 	= jp, p = 1, . . .,M, all the terms (DjpΓ −1(1))x are equal to zero, so we
have Γ (a)Px = x, and there are n2 − Mn such vectors. This is the first statement of the theorem.
If we take x ≡ xk , then DjsΓ −1(1)xk = νkx, where νk is an eigenvalue of DjsΓ −1(1) corresponding
to the interface, the only nonzero entries in xk will be at positions with j = js. Hence, as we show in
Lemma 4.3, all the vectors DjpΓ
−1(1)xk with p 	= s are zeros. So,
Γ (a)Pxk =
(
1 +
(
ajs+1/2
ajs−1/2
+ ajs−1/2
ajs+1/2
− 2
)
(νk − ν2k )
)
xk.
Recalling from Theorem 4.1 that νk = 12 − ηk(js) we have
νk − ν2k =
(
1
2
− ηk(js)
)
−
(
1
2
− ηk(js)
)2
= 1
4
− ηk(js)2.
In the same way we consider allM domains thus obtainingMn eigenvalues and eigenvectors.
In the next subsection we will prove that supk,jp,h |ηk(jp)| = 0.5 (Theorem 4.3), we thus conclude
that
1
4
−ηk(js)2 > 0. As ajs+1/2
ajs−1/2
+ ajs−1/2
ajs+1/2
−2  0 for any coefficients, the corresponding eigenvalues
of Γ (a)P are not less than 1, so the second claim of the theorem is proved.
The last claim follows directly from the first two: indeed, there are
γn = Mn
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eigenvalues, which are not equal to 1. On the other hand, the size of a problem is n2. Hence
lim
n→∞
Mn
n2
= lim
n→∞
M
n
= 0,
ifM is fixed. 
4.2. Theoretical and experimental analysis of the correction function ηk(j)
Now we consider the function ηk(jp) in more detail. First we present a theorem on the properties
of this function that we succeeded to prove. Then we formulate some important observations as
hypotheses and show a typical behavior of this function graphically.
Theorem 4.3. The function ηk(jp) possesses the following properties:
• ηk(jp) decays faster, than any polynomial of 1/jp, if jp = 1, . . ., (n + 1)/2.• supk,jp,h |ηk(jp)| = 0.5. More precisely, limh→0 η1(1) = 0.5.• ηk((n + 1)/2) = 0 for any k.• ηk(n + 1 − jp) = −ηk(jp), jp = 1, . . ., (n + 1)/2.
Proof. The function ηk(jp) can be represented as the imaginary part of the discrete Fourier transform
(DFT) of the function
sin(πhm)
sin2
(
πhk
2
)
+ sin2
(
πhm
2
) in the variablem:
ηk(jp) = h
4
ImDFTm→jp
⎛
⎝ sin(πhm)
sin2
(
πhk
2
)
+ sin2
(
πhm
2
)
⎞
⎠ .
Recollect some well-known properties of the imaginary part of DFT image of a positive vector:
• ηk(jp) decays with jp = 1, . . ., (n + 1)/2 as the Fourier coefficient of a smooth function. In fact,
since the function
sin(πx)
sin2
(
πhk
2
)
+ sin2
(
πx
2
)
is infinitely differentiable when hk 	= 0, the Fourier coefficients decay faster than any power of
1/jp.
• ηk((n + 1)/2) = ∑nm=1 h
4
sin(πm)
sin(πhm)
sin2
(
πhk
2
)
+ sin2
(
πhm
2
) = 0 as sin(πm) = 0 for anym.
• ηk(n + 1 − jp) = ∑nm=1 h
4
sin(2πm − 2πhmjp) sin(πhm)
sin2
(
πhk
2
)
+ sin2
(
πhm
2
) = −ηk(jp) if jp =
1, . . ., (n + 1)/2 as sin(2πm − α) = − sin(α) for any α.
Besides that, it is clear just from the formula for ηk(jp) that it decays when k increases and takes its
maximal value when k = 1. So, the maximal value is achieved with the parameters k = 1 and jp = 1.
Now let us find the limit with respect to the grid refinement. We put k = 1, jp = 1 in the formula,
and approximate the sum overm via the integral (provided that h → 0):
lim
h→0(η1(1)) = limh→0
1
4
∫ 1
0
sin(2πx) sin(πx)
sin2
(
πhk
2
)
+ sin2
(
πx
2
)dx.
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To checkwhether canweput h = 0 in the denominator, consider the following splitting of the integral:∫ 1
0
sin(2πx) sin(πx)
a + sin2
(
πx
2
) dx = ∫ ε
0
sin(2πx) sin(πx)
a + sin2
(
πx
2
) dx + ∫ 1
ε
sin(2πx) sin(πx)
a + sin2
(
πx
2
) dx,
where a = sin2
(
πhk
2
)
. The limit as h → 0 corresponds to the case a → 0. In the first term, approxi-
mate trigonometric functions via the Taylor formula:∣∣∣∣∣∣
∫ ε
0
sin(2πx) sin(πx)
a + sin2
(
πx
2
) dx
∣∣∣∣∣∣ 
∫ ε
0
∣∣∣∣∣∣
sin2
(
πx
2
)
cos2
(
πx
2
)
cos(πx)
a + sin2
(
πx
2
)
∣∣∣∣∣∣ 
∫ ε
0
sin2
(
πx
2
)
a + sin2
(
πx
2
)dx  4ε,
if a > 0. In the second integral we can safely put h = 0 in the denominator (hence, a = 0) and use
the trigonometric identities as follows:
1
4
∫ 1
ε
sin(2πx) sin(πx)
a + sin2
(
πx
2
) dx = 2 ∫ 1
ε
sin(πx/2) cos(πx/2) cos(πx) sin(πx/2) cos(πx/2)
sin2
(
πx
2
) dx
Now, on canceling sin2
(
πx
2
)
we get
∫ 1
ε
(1 + cos(πx)) cos(πx)dx =
∫ 1
ε
cos2(πx)dx = 1
2
(1 − ε) + sin(2πε)
4π
= 1
2
+ O(ε2).
In the limit with ε → 0 we obtain the value of the integral
lim
h→0(η1(1)) = limh→0
1
4
∫ 1
0
sin(2πx) sin(πx)
sin2
(
πhk
2
)
+ sin2
(
πx
2
)dx = 1
2
.
Thus, we can present this result as follows:
sup
k,jp,h
(ηk(jp)) = 0.5, inf
k,jp,h
(ηk(jp)) = −0.5,
and these boundaries are never achievable when h > 0. 
The decay of the function ηk(jp)with jp means that its value is smaller when the interface is located
far from boundaries. But the more important property is the decay rate in k, for it accounts for the
clustering properties. At the moment we are able to formulate an experimental hypothesis:
Hypothesis 4.1. The function ηk(jp) exhibits an exponential decay with respect to k and jp:
|ηk(jp)|  C exp(−α jph k),
and both C and α do not depend on n.
First, present the graphs of the function ηk(j) in the case of n = 63 grid points and h = 1/64
(Figs. 1 and 2). We can observe all the properties stated in Theorem 4.3. To check the decay rate
formulated in Hypothesis 4.1, we also present the logarithmic scale of the correction function (Figs. 3
and 4). Moreover, instead of j, we will use the quantity jh = j/(n+ 1)which corresponds to a physical
position x of the interface in the domain. But for k we use the integer scale, because it corresponds to
the number of eigenvalues lying outside of some ε-neighborhood in the definition of cluster 1. Here
we see the straight lines in the range k = 1, . . ., n/2, and the same for jh (as the function ηk(j) is odd
with respect to themiddle point (n+1)/2, we plot its values only in j = 1, . . ., (n+1)/2−1 points).
It confirms the exponential decay rate. Some kind of noise arising in the cases of large j and k is due to
the machine rounding (i.e. the exact values of the function is below the machine precision).
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Fig. 1. The correction function ηk(j) versus k, n = 63.
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Fig. 2. The correction function ηk(j) versus j, n = 63.
One more important thing is a dependence on the grid size n for constant α. We examine this
dependence in the following twofigures. First, we fix j corresponding to the interface position jh = 0.2
and plot the values for k = 1, . . ., 40 for different grid sizes from 63 to 1023 (Fig. 5). Second, we fix
k = 5 and plot the values for the positions jh from 0.05 to 0.45 (Fig. 6). A very good news is that the
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Fig. 3. Logarithm of the correction function log(|ηk(j)|) versus k, n = 63.
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Fig. 4. Logarithm of the correction function log(|ηk(j)|) versus jh, n = 63.
decay rate in k does not depend on the full number of eigenvalues n; it even becomes slightly faster
for larger n. From the second figure we can conclude that ηk(j) also decays exponentially with respect
to the distance from the boundary independently on the grid size.
These observations lead to the following hypothesis on the clustering properties of the spectrum:
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Fig. 5. Logarithm of the correction function log(|ηk(j)|) versus k and n, jh = 0.2.
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Fig. 6. Logarithm of the correction function log(|ηk(j)|) versus jh and n, k = 5.
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Hypothesis 4.2. Given a matrix Γ (a) ∈ Rn2×n2 in the stratified case with M + 1 domains with constant
values of the coefficient a, introduce a set
L =
{
1, 1 + 1
4
(
aj1+1/2
aj1−1/2
+ aj1−1/2
aj1+1/2
− 2
)
, . . . , 1 + 1
4
(
ajM+1/2
ajM−1/2
+ ajM−1/2
ajM+1/2
− 2
)}
.
This set is a proper cluster of the preconditioned matrix Γ (a)P.
Indeed, consider the condition dist(λk(Γ (a)P),L) > ε. From Theorem 4.2 we conclude, that this
condition is equivalent to
η2k(jp)  ε˜ =
(
ajp+1/2
ajp−1/2
+ ajp−1/2
ajp+1/2
− 2
)−1
ε
for some interface p. From Hypothesis 4.1 follows, that
k = O
(
1
jph
log(1/ε˜)
)
.
This is nothing else but the function c(ε) in the cluster definition 1, it does not depend on a grid size
n, if the physically relevant interface position jph is fixed.
From the properties of Krylov iterativemethods (PCG, GMRES) applied to normalmatrices it is well
known that under these conditions they reduce the residual in 1/ε times after O(1 + M + c(ε)M)
iterations.
Remark 4.1. If the interface is located close to the middle of the domain, the corresponding neigh-
borhood containing interface-related eigenvalues is very narrow (and has the size exactly 0 if jp =
(n + 1)/2), which results in 2–4 iterations of PCG or GMRES to achieve the residual of the order of
machine precision. But, if jp ≈ 1 or jp ≈ n then the decay rate of ηk is much slower. This deteriorates
convergence, and, moreover, if jp is fixed with respect to the grid size n , the convergence rate may
depend on n. Such a situation arises in the case of degenerate coefficients that tend to zero near the
boundary.
5. Numerical tests
Example 1. First of all, we demonstrate the spectral properties of the reciprocal preconditioner in the
one-interface case in 2D. If we set
a(x, y) =
⎧⎨
⎩ α, if y  0.5,1, if y > 0.5,
then PCG and GMRES solvers converge in two iterations to the accuracy of the order of machine
precision for any α and random right-hand side. A picture of preconditioned spectrum is shown in Fig.
7.
In this case, there are exactly two different eigenvalues: unity with multiplicity n2 − n and some
valuewithmultiplicity n. There are no other eigenvalues, because the interface is located exactly in the
middleof thedomain.However, in the further experimentswecan see the scatteringof theeigenvalues,
which confirms Theorems 4.2 and 4.3.
In the next exampleswe check the convergence of PCG iterations for preconditioned problemswith
various coefficients. In each case, we make several runs of the solver with random right-hand sides,
but observe the same number in each run. The matrix and vectors are dealt with as full arrays, so the
timings scale as nd. All computations are done using MATLAB 7.9 (R2009b) and Intel C Compiler (icc)
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Fig. 7. Left: distribution of eigenvalues along the real axis. Right: an eigenvalue versus its number. One-interface case,α = 10, n = 32.
Table 1
Number of iterations to achieve ‖Au − f‖/‖f‖ < 10−8 and CPU time versus the 1D grid size (n), α = 10, Example 2.
n2 322 642 1282 2562 5122 10242 20482
Iterations 11 11 12 12 12 12 12
CPU time, s 0.015 0.036 0.116 0.433 1.935 7.754 29.53
Table 2
Number of iterations to achieve ‖Au − f‖/‖f‖ < 10−8 versus jumps in the coefficient α, n = 256, Example 2.
α 0.01 0.1 2 10 100 1000 104 105
Iterations 21 13 6 12 21 27 31 64
Fig. 8. Diffusion coefficient a(x, y) (left) and 1/a(x, y) (right) in Example 2.
(for MATLAB MEX-functions) on a Linux Dual Core AMD Opteron machine with clock-speed 2.6 GHz,
and cache size 1 Mb.
Example 2 (Tables 1 and 2). 2D Dirichlet problem, 1/a(x, y) = chk(x) + chk(y), where
chk(x) =
⎧⎨
⎩ 1, if [x · 16] is odd,α, if [x · 16] is even
(see Fig. 8).
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Fig. 9. Convergence history in Example 2: log10 ‖Au − f‖ vs iteration, α = 103, n = 256.
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Fig. 10. The eigenvalues of PΓ (a) in Example 2, α = 100, n = 32.
We also show the spectrum of PΓ (a), see Fig. 10. In comparison with Example 1, the eigenvalues
are now scattered. Nevertheless, the bulk of them forms only a few clusters, hence, we get a fast
convergence of Krylov iterative solvers. Another interesting feature is that all eigenvalues are greater
than or equal to unity, so we are free from extreme growth of some harmonics during the solution
process. That would occur if the corresponding eigenvalues were close to zero.
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Table 3
Number of iterations to achieve ‖Au − f‖/‖f‖ < 10−8 and CPU time versus 1D grid size (n), α = 103, Example 3.
n3 Iterations CPU time, s
643 15 2.877
1283 16 32.6
2563 16 325
Table 4
Number of iterations to achieve ‖Au − f‖/‖f‖ < 10−8 versus jumps in the coefficient α, n = 128, Example 3.
α 0.01 0.1 10 100 1000 104 105
Iterations 15 10 10 15 16 18 24
Fig. 11. Projections of a(x, y, z) on each of planes xy,yz,zx in Example 3.
Example 3 (Tables 3 and 4). 3D Neumann problem, the projections of a on each of planes xy, yz,
xz are shown in Fig. 11, the dark regions correspond to a(x, y, z) = α, the others to a = 1, f =
cos(πx) cos(πy) cos(πz).
The preconditioned spectrum is shown in Fig. 12. Again, most if eigenvalues are clustered at unity.
Despite the Neumann boundary conditions, we can employ CG with the FFT-based solution of the
Poisson equation hw = f . To this end, we use the spectral decomposition h = F∗F and direct
orthogonalization to the kernel. As a consequence, after application of the preconditioner, the output
vector has zero component in the kernel of matrix Γ (a).
Example 4 (Table 5). The coefficient in this example was taken from [2]: 2D Dirichlet problem,
a(x, y) =
⎧⎨
⎩ 1, 0.125 
√
(x − 0.5)2 + (y − 0.5)2  0.25,
10, otherwise.
We show here also the convergence results of AMG from the work [2].
We may conclude that our technique successfully competes with AMG. The spectrum of the pre-
conditioned matrix is shown in Fig. 13.
Example 5 (Table 6). Now we test our preconditioner in the case when a tends to zero closer to the
boundary (degenerate coefficients):
a(x, y) = x(1 − x)y(1 − y).
The right-hand side is random. Since the condition number of the preconditioned matrix is bounded
by max a/min a, our preconditioner performs significantly worse than in the previous examples.
Wesee that thenumberof iterations is rather large anddependson thegrid size. Thepreconditioned
eigenvalues are shown in Fig. 14. Nevertheless, this preconditioner can be used formoderate grid sizes.
Anotherway to enjoy good convergence is via adaptive grids that increase the grid-points density near
the boundaries.
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Fig. 12. The eigenvalues of PΓ (a) in Example 3, α = 1000, n = 16.
Table 5
Number of iterations to achieve ‖Au − f‖/‖f‖ < 10−8 and CPU time versus the 1D grid size, Example 4.
n2 iters(AMG) iters(
−1
h Γ (1/a)
−1
h ) CPU time(
−1
h Γ (1/a)
−1
h ), s
1282 10 6 0.089
2562 11 6 0.337
0 100 200 300 400 500 600 700 800 900 1000
0.5
1
1.5
2
2.5
3
3.5
Fig. 13. The eigenvalues of PΓ (a) in Example 4, n = 32.
6. Conclusion
In thisworkweproposeanewexplicit preconditioner for a classof structuredmatricesΓ (a)defined
by a function a and, in particular, by its values on regular grids. The proposed preconditioner is called a
3004 S. Dolgov et al. / Linear Algebra and its Applications 436 (2012) 2980–3007
Table 6
Number of iterations to achieve ‖Au − f‖/‖f‖ < 10−8 and CPU time versus the 1D grid size (n), Example 5.
n2 322 642 1282 2562 5122 10242
Iterations 16 24 35 51 73 105
CPU time, s 0.04 0.126 0.597 6.87 23.96 282.12
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Fig. 14. The eigenvalues of PΓ (a) in example 5, n = 32
reciprocal precondioner, because it uses the same structuredmatrices asΓ (a) butwith 1/a instead of a.
The very class of matrices naturally comes from elliptic problems by standard discretization schemes.
Moreover, our preconditioner has an operator form, and can be considered and applied regardless any
particular discretization scheme. Its properties in this case are a topic for future research.
The most interesting observation is that the preconditioned eigenvalues have a cluster at unity. In
the one-level (1D) casewe discover that the preconditionedmatrix is exactly the identity plus amatrix
of rank one. The proof is based on semiseparability of the inverse matrices, and the result seems to
reveal some properties of classical structured matrices related to the discrete Laplacian that were not
noticed earlier.
The multi-level case needs a different machinery. A rigorous proof is given in the two-dimensional
stratified case. We also present some hypotheses and conjecture that in a stratified case withM inter-
faces (boundaries between layers with constant values for a), a wider set of M + 1 points including
unity is a proper cluster.
We have tested the proposed preconditioner on 2D and 3D problems with Dirichlet and Neumann
boundary conditions. In the case of non-degenerate coefficient the reciprocal preconditioner provides
the convergence of PCG or GMRESmethods in atmost several tens iterations independently of the grid
size. In many cases, the proposed method can be applied as a black-box solver, and more than that, it
can manifest better convergence and timings than multigrid methods [2]. Note that our approach is
suitable for a wide class of diffusion coefficients, in collation with more special preconditioners [1].
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Appendix
Asabasic application, considerelliptic equationswith jumpingdiffusioncoefficient.Amodel elliptic
boundary value problem in two dimensions reads
−∇(a∇u) = f in Ω = [0, 1]2,
u|∂Ω = 0, (11)
where the diffusion coefficient a(x, y) is a piecewise constant function on subdomains determined by
a tensor tiling ofΩ . In the case of anM×M tensor tiling, all values of a on these subdomains comprise
a matrix of the form
A =
⎡
⎢⎢⎢⎢⎣
a11 · · · a1M
...
. . .
...
aM1 · · · aMM
⎤
⎥⎥⎥⎥⎦ . (12)
In this work we mean by interface a set of points separating one subdomain with constant coefficient
from another, i.e. the points of discontinuity of the coefficient. We show below that Γ (a) from (2) is
the stiffness matrix of a finite difference scheme.
For brevity, denote the matrix of discretized operator ∇Ta∇ as Γ (a). We are going to present it in
a similar form as a matrix product of discretized operators
Γ (a) = ∇Th Ah∇h, (13)
where ∇h and Ah are matrices of discretized operator ∇ and the diffusion coefficient a; see further
(15).
Consider a finite-difference discretization scheme on a uniform grid[
∂huh
∂hx
]
i,j
= ui+1,j − ui,j
h
,
where ui,j is the value of uh at the grid point (i, j) with coordinates
(xi, xj) = (ih, jh), h = 1/(n + 1), i, j = 1, . . ., n.
We also require that interface points (points of jumps in the diffusion coefficient) belong to the set
of nodes of the grid. Since a is not defined on interfaces, we choose a shifted grid for the discretized
coefficient:
a(i, j) = ai−1/2,j−1/2 = a(xi − h/2, yj − h/2) = a((i − 1/2)h, (j − 1/2)h),
i.e. we consider a at the grid points (i − 1/2, j − 1/2) which are the centers of rectangular cells with
the nodes (i − 1, j − 1), (i − 1, j), (i, j − 1), (i, j) of the initial (unshifted) grid; see Fig. 15. Then
[
∂h
∂hx
ah
∂huh
∂hx
]
i,j
=
ai+1/2,j
ui+1,j − ui,j
h
− ai−1/2,j ui,j − ui−1,j
h
h
,
where as ai−1/2,j we take the averaged value in the direction j:
ai−1/2,j = ai−1/2,j−1/2 + ai−1/2,j+1/2
2
. (14)
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Fig. 15. Discretization grids for a and u.
In the same way we formulate discrete derivatives for another variable j and for the whole gradient:
[∇huh]i,j =
⎡
⎢⎣
ui+1,j − ui,j
h
ui,j+1 − ui,j
h
⎤
⎥⎦ ,
∇h = 1
h
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∇1h
∇1h
. . .
. . .
∇1h
−I I
−I I
. . .
. . .
−I I
−I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R2n2×n2, ∇1h =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 1
−1 1
. . .
. . .
−1 1
−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rn×n (15)
is a 1D gradient (derivative), I ∈ Rn×n is the identity matrix. Introduce also the averaged value in the
direction i:
ai,j−1/2 = ai−1/2,j−1/2 + ai+1/2,j−1/2
2
. (16)
Define the matrix Ah in the following way:
Ah =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1
A2
. . .
An
B1/2
B3/2
. . .
Bn−1/2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R2n2×2n2 ,
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where
Aj =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
a1/2,j
a3/2,j
. . .
an−1/2,j
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, and Bj−1/2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
a1,j−1/2
a2,j−1/2
. . .
an,j−1/2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rn×n
are diagonal matrices with averaged values (14) and (16) on the diagonal. Then we obtain (13), i.e.
Γ (a) = ∇Th Ah∇h, for the case of Dirichlet–Neumann boundary conditions. In the case of Dirichlet–
Dirichlet conditions we put an additional term:
Γ (a) = ∇Th Ah∇h + LTe AhLe, (17)
where
Le = 1
h2
⎡
⎣L1e ⊗ I
I ⊗ L1e
⎤
⎦ ∈ R2n2×n2, L1e =
⎡
⎢⎢⎣
0 . . .
0
1
⎤
⎥⎥⎦ ∈ Rn×n. (18)
Finally,
[Γ (a)uh](ij) = −ai−1/2,jui−1,j + (ai−1/2,j + ai+1/2,j)ui,j − ai+1/2,jui+1,j
h2
+−ai,j−1/2ui,j−1 + (ai,j−1/2 + ai,j+1/2)ui,j − ai,j+1/2ui,j+1
h2
, (19)
where (ij) = i + (j − 1)n, and the matrix Γ (a) has the following elements:
Γ (a)(ij)(km) = 1
h2
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−ai,j−1/2, k = i, m = j − 1,
−ai−1/2,j, k = i − 1, m = j,
ai−1/2,j−1/2 + ai+1/2,j−1/2+
ai−1/2,j+1/2 + ai+1/2,j+1/2, k = i, m = j,
−ai+1/2,j, k = i + 1, m = j,
−ai,j+1/2, k = i, m = j + 1,
0, otherwise.
Here i, j, k,m = 1, . . ., n. Note that this matrix is same as (2).
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