Abstract. In this paper, we are interested in the collective friction of a cloud of particles on the viscous incompressible fluid in which they are moving. The particles velocities are assumed to be given and the fluid is assumed to be driven by the stationary Stokes equations. We consider the limit where the number N of particles goes to infinity with their diameters of order 1/N and their mutual distances of order 1/N 1 3 . The rigorous convergence of the fluid velocity to a limit which is solution to a stationary Stokes equation set in the full space but with an extra term, referred to as the Brinkman force, was proven in [4] when the particles are identical spheres in prescribed translations. Our result here is an extension to particles of arbitrary shapes in prescribed translations and rotations. The limit Stokes-Brinkman system involves the particle distribution in position, velocity and shape, through the so-called Stokes' resistance matrices.
Introduction
In this paper, we consider a cloud of rigid particles moving in a viscous steady incompressible fluid with no-slip boundary conditions at the interface. We are interested in the collective friction of the particles on the surrounding fluid. Namely, we aim to justify in the limit of an infinite number of particles the appearance of a force in the fluid equation resulting from the collective reaction of particles to the drag forces exerted by the viscous fluid on them. This force is identified at first by H.C. Brinkman in [2] . It is then recovered analytically in different frameworks (static/quasi-static, deterministic/random) [1, 16, 4] . We refer the reader to [4] for a more comprehensive review of known results on that topic. In the deterministic and quasistatic framework of [4, 10] , we extend herein the computation of the Brinkman force to a more general setting where the particles do not have necessarily the same shape, including for instance the polydisperse clouds where the particles are spheres with varying radii, and where the particles rotations are taken into account. Our method is directly inspired from the one introduced in [10] , the main difference being the appearance of the so-called Stokes' resistance matrix that we introduce below. These matrices are related to the 'Stokes' capacity" used in [7] where the case of fixed particles is considered. Finally let us also mention the recent paper [9] which relies on the method of reflections, the proceeding paper [15] in which the case of different shapes is explored but only for scalar equations with constant boundary conditions and a rather formal presentation, the paper [11] for the identification of a dilute regime of sedimentation and the recent papers [5, 6, 13] dealing with the case of a dilute cloud of fixed particles for which the limit system is the Stokes equations in the full space without any Brinkman force. Since V (F) ⊆ H 1 loc (F), if F is sufficiently smooth (which will always be the case) and u ∈ V (F), the value of u on ∂F is understood through a well-defined trace operator γ. The kernel of γ is denoted V 0 (F).
Note that, when F is bounded, V (F) (resp. V 0 (F)) is simply the subspace of H 1 (F) (resp. H 1 0 (F)) containing vector fields having a vanishing divergence. We introduce also the following notations:
• for any measurable set O of positive measure (that we denote |O|) and any integrable function f on O :
• for any x ∈ R 3 , and 0 < r int < r ext , we denote A(x, r int , r ext ) the annulus having center x, interior radius r int and exterior radius r ext .
1.2. The system. Let N ∈ N, Ω a smooth open bounded cavity of R 3 and (B N i ) N i=1 a set of N smooth (disjoints) simply connected domains such that B N i ⋐ Ω for i ∈ {1, . . . , N }. This collection of domains represents the cloud of rigid particles. We assume the existence of a constant R 0 (independent of N, i) and matrices Q N i ∈ SO 3 (R) such that describe the rotations of the particles w.r.t. these reference configurations. Below, we denote
for simplicity. Denoting
we are interested in the following system:
completed with the (rigid) boundary conditions
The well-posedness of this system in V (F N ) is standard (for more details, see Section 2). We are here interested in the asymptotic of such system when N → +∞ for which a relevant notion is the (individual) Stokes' resistance matrix that we introduce in next paragraph.
1.3.
Stokes' resistance matrix. Fix B a simply connected domain centered at 0 (typically one of the previous B N i ). For ℓ and ω in R 3 , consider the resolution of the Stokes problem in the exterior of B, completed with the boundary condition u = ℓ + ω × x on ∂B (see also Section 2 for more details). The solid exerts some force F(ℓ, ω) in R 3 and torque T(ℓ, ω) in R 3 onto the fluid at the boundary ∂B
where n is the normal to ∂B (oriented to the interior of B) and
where 2D(u) := ∇u + (∇u) T . Because of the linearity of the Stokes problem and of the stress tensor, the mapping
is linear. In order to give a more explicit formulation let us introduce the vector fields:
where e i denotes the ith unit vector of the canonical basis of R 3 . Let be, for i = 1, . . . , 6, (V i , P i ) : R 3 → R 3 × R the "unique" solution to the Stokes system in R 3 \ B (we recall that the pressure is determined up to an additive constant) with
The linear map (6) is represented by a matrix M :
, by integration by parts we get to see that
, where D(V ) stands for the symmetric part of the jacobian matrix of V . This last expression allows to see that M is symmetric positive definite, as a consequence of energy and uniqueness properties of the exterior Stokes system. This matrix is usually called the "Stokes' resistance" matrix in the literature. For later purposes, we decompose the 9 × 9 matrix M into four 3 × 3 parts:
We note that M I and M ⊤ II (resp. M II and M III ) represent the respective contributions of the translations and rotations to the forces (resp. torque) applied by B on the fluid.
It will appear from the analysis below that some part of the constraints exerted by the fluid on the solid do have a counterpart on the opposite sense, and some not. As a matter of fact, the influence of the family of solids on the fluid will be described through the following list :
• the position of the centers of mass (
• the rotation velocity of the particles (
II of the Stokes resistance matrix associated with the solid B N i . All these informations are stored in the empirical measure (12) 
where
and we encode the asymptotic behavior of the data by prescribing some convergence properties on the sequence (S N ) N .
1.4. Assumptions. We consider the following set of assumptions Assumption 1. Dilution: there exists a positive constant C 0 independent of N, i, j such that
In the sequel we will systematically use this notation
Assumption 2. Uniform bound: (15) sup
Because we assume the shape of the solids are uniformly bounded (namely included in B(0, R 0 )) we prove below (see Corollary 7) that we have also the following uniform bound: (16) sup
Combining assumption (15) with (16), one checks easily the existence of a subsequence (S N k ) k such that:
as (matrix-)measures on Ω . (18) 1.5. Statement. We also introduce the following extension operator for any v ∈ V (F N ) satisfying rigid boundary conditions (4)
Due to the boundary conditions (4), one checks easily that E Ω [v] ∈ V 0 (Ω). We are now in position to state our main result. 
Then, the subsequence of extensions (E Ω (u N k )) k converges weakly in V 0 (Ω) toū satisfying, for all w in V 0 :
Remark 1. A standard computations shows that the l.h.s. of (20) equals the usual bilinear form on V 0 that is ∇ū, ∇w L 2 (Ω) .
It is classical that ifū in V 0 (Ω) satisfies (20) then one may reconstruct a pressurē p ∈ H −1 (Ω) so that the following equalities holds at least in the sense of distributions on Ω
completed with the boundary conditions (to be understood in H 1/2 (∂Ω))
Remark 2. In the particular case when (B N i ) N i=1 are spheres of the same radius r N , then there holds (M N i ) I = 6πr N I and (M N i ) II = 0 (see for instance [12] , Section 20). This case is in fact the one studied in [10] . The main difference with our analysis is that we have to take into account the rotation of the particles, leading to an extra contribution in the source termF and a non-diagonal matrix. As a by-product, we also recover the polydispersed case in which all the particles are spherical, but need not share the same radius (in this case the matrix is diagonal, see [14] ).
1.6. Comments and organization of the paper. Our proof of Theorem 1 is quite similar in the structure to the proof of [4] . First, we obtain that, under assumption (2)-(18), the solutions to the Stokes problem (3)-(4) define a bounded sequence in H 1 0 (Ω). We may then extract a weak cluster pointū in this very space. To prove that the weak-limit is a solution to the Stokes-Brinkman system, we apply the weak formulation of the Stokes problem so that our aim is to pass to the limit in quantities of the form:
To this end, we want to apply that u N is a solution to the Stokes problem in F N so that we need to modify a bit the test-function to make it admissible for the Stokes problem (3)-(4). This is done by introducing suitable correctors solution to Stokes problem. New terms appear that will converge to the extra terms involved in the Stokes Brinkman problem. This is where our proof differs of [4] . In this previous reference, the authors apply explicit formulas for correctors which help to compute the extra terms in the StokesBrinkman problem. We apply herein variational properties of the solutions to the Stokes problem to estimate these new terms. This makes possible to give a relevant mechanical interpretations of the new terms involved by correctors and to adapt the method to arbitary shapes of the particles. We do not directly invoke in our approach the abstract results of D. Cioranescu and F. Murat (related to the appearance of a "termeétrange" [3] ) because we reproduce locally the ideas of the proof in this reference to obtain explicit remainder terms.
The outline of the paper is as follows. As our proof is based on fine properties of the Stokes problem, we recall in next section basic and advanced material on the resolution of this problem in bounded and in exterior domains. The heart of the paper is Section 3 where a more rigorous statement of our main result is given and the proof is developed. In an appendix, we collect technical useful properties related to the Bogovskii operators and Poincaré-Wirtinger type inequalities.
Reminders on the Stokes problem
In this section we recall basic facts on the Stokes problem in compact and exterior domains (see [8] for more details). Let N ∈ N, and B 1 , . . . , B N a family of N bounded smooth (disjoint) closed simply connected domains of boundaries Γ 1 , . . . , Γ N and denote
We consider an open set Ω containing all the sets B i and define
In what follows Ω is either R 3 or bounded.
2.1. Standard statements. Let u * ∈ H 1/2 (Γ). We recall that the Stokes problem:
(24) u = u * on Γ, and u = 0 on ∂Ω, is associated with the generalized formulation:
there holds:
• the boundary conditions (24) are satisfied in the sense of the trace operator γ introduced in paragrah 1.1.
Remark 3.
Notice that (25) is here completely equivalent tô
because div u = 0 and ϕ ∈ V 0 (F). However, when dealing with rigid boundary conditions, it will be clear from the forthcoming computations (see Proposition 3) that the previous formulation is more convenient.
Standard arguments yield the following result.
we have:
• there exists a unique generalized solution u to (23) -(24);
• this generalized solution is characterized by the equalitŷ
• this generalized solution is also characterized by the equalitŷ
Let us mention that the last variational characterization is based on the remark that, the divergence operator for matrices operating on lines, we have ∆u
Since we assume that the (B i ) N i=1 have C 1,1 disjoint boundaries, the fluid boundary ∂F is itself at least C 1,1 . Standard elliptic estimates for the Stokes operator imply then that the previous unique solution satisfies u ∈ H 2 (F) and p ∈ H 1 (F), so that the trace of the stress tensor Σ(u, p) on the boundary is well-defined. For arbitrary i ∈ {1, . . . , N }, this allows to define the force and torque (with respect to any center h i ∈ R 3 ) exerted on the fluid by the i − th solid:
2.2. Remarks on the exterior problem, with different shapes. In this second part, we assume N = 1, that is we have one fixed simply connected shape B ⊂ B(0, R 0 ). We consider two cases Ω = R 3 and Ω = B(0, R) (with R > 2R 0 ). Our aim is to prove that the Stokes' solutions (with appropriate boundary conditions) on F ∞ := R 3 \ B and F R := B(0, R) \ B are somehow close, as R increases, and that this merger does not depend on the shape B that we have fixed.
From the previous standard statements (with N = 1 and Ω = R 3 or Ω = B(0, R)), for any fixed values (ℓ, ω) in R 3 × R 3 , we have existence and uniqueness of u ∞ [ℓ, ω] and u R [ℓ, ω] generalized solutions of the Stokes problem respectively on F ∞ and F R completed with the boundary conditions:
We denote by Σ ∞ [ℓ, ω] and Σ R [ℓ, ω] the corresponding stress tensors and introduce also the force and torque
(the torques are computed with respect to the center h 1 = 0, see (27) -(28) for definitions).
Finally, we extend any v ∈ V (F R ) vanishing on ∂B(0, R), by 0 outside B(0, R) and still denote by E R [v] the corresponding element of V (F ∞ ) that this extension defines.
∂B and vanishing on ∂B(0, R), the following identity holds
Proof. A standard density argument allows us to assume that both u and v are smooth. In that case, the identity −∆u + ∇p = div Σ(u, p) = 0 is satisfied pointwisely, and we get using successively the symmetry of D(u), the vanishing divergence of v and an integration by parts Corollary 4. Let U, V, ℓ, ω ∈ R 3 and assume that u is the solution of the Stokes problem on F R with rigid boundary condition on ∂B (defined by ℓ, ω) and constant boundary condition (equal to U ) on ∂B(0, R). Then, for v ∈ V (F) such that v(x) = V on ∂B and vanishing on ∂Ω, the following identity holds
Proof. This follows directly from Proposition 3 once noticed by linearity that we have
We have then the following sequence of lemmas:
Lemma 5. There exists a constant K(R 0 ), depending only on R 0 , for which we have, independently of B ⊂ B(0, R 0 ) and (ℓ, ω) ∈ R 3 × R 3 :
• the estimates:
• the following decay estimates for |x| > R 0
Lemma 6. There exists a constant K(R 0 ), depending only on R 0 , for which we have, independently of B ⊂ B(0, R 0 ), (ℓ, ω) ∈ R 3 × R 3 and R > 2R 0 , the following (uniform) estimates
Proof. We give a joint proof of both lemmas. In this proof, we denote with the symbol an inequality where we possibly dropped for legibility a multiplicative constant in the right-hand side that may depend on R 0 only.
Proof of (32) and (35). Since ℓ, ω are fixed throughout this proof we drop for the sake of clarity the notation [ℓ, ω] and simply write u R , u ∞ and (F R , T R ), (F ∞ , T ∞ ). We start by noticing that
Thus, if 2Θ(x) := ℓ × x − ω|x| 2 and χ is a cut-off equal to 1 on B(0, R 0 ) and vanishing outside B(0, 2R 0 ), we have
and w(x) = ℓ + ω × x on B(0, R 0 ). Thus, w matches the boundary condition on ∂B and ∂B(0, R) (since R > 2R 0 ). Standard arguments relying on the variational characterization of u R and u ∞ , as stated in Theorem 2, imply directly that
from which we infer (by definition of E R (u R ))
This proves the first part of (32) and (35), because w has its support included in B(0, 2R 0 ) and satisfies |∇w| |ℓ| + |ω|.
Proof of (33) and (34). Estimate (32) implies via standard Sobolev embeddings that
Applying then [8, Theorem IV.4.1] with sufficienly large m and q = 2, we obtain that
Consequently, we may introduce a radial truncation function χ 0 ∈ C ∞ (R 3 ) satisfying χ 0 = 1 outside B(0, 3/2R 0 ) and χ 0 = 0 in B(0, R 0 ). The truncated fields u 0 ∞ = χ 0 u ∞ and p 0 ∞ = χ 0 p ∞ satisfy a non-homogeneous Stokes equation on R 3 with regular source terms (f, g) (in the momentum and divergence equations respectively) supported in A(0, R 0 , 3R 0 /2) and such that: Proof of (36) and (37). Replacing (ℓ, ω) by arbitrary (L, W ) ∈ R 3 in the definition (38) of w and using Proposition 3 we can write for R > 2R 0
The same identity holds replacing R by ∞, thus we have
As before we have ∇w 2 |L| + |W | so that (37) is in fact a consequence of the last estimate estimate (36), that we yet have to prove.
We notice that u ∞ − u R solves the Stokes system in F R , with homogeneous boundary conditions on ∂B and equals u ∞ on ∂B(0, R). We have thus from the variationnal characterization
for any element v ∈ V (F R ) such that v = u ∞ on ∂B(0, R) and v = 0 on ∂B. Since the extension E R 3 [u ∞ ] belongs to V (R 3 ), we have in particular that u ∞ has zero flux over ∂B(0, R/2). We thus infer from Corollary 14 of the Appendix on the annulus A R := A(0, R/2, R) the existence of u ∞ ∈ V (A R ) such that u ∞ = u ∞ on ∂B(0, R) and u ∞ = 0 on ∂B(0, R/2), satisfying furthermore (independently of R)
If we extend u ∞ by zero on B(0, R/2) \ B, it defines an element of V (F R ) admissible for the above estimate (39) and thus
Since A R ⊂ {|x| R/2} and satisfies |A R | R 3 , estimate (36) follows using Lemma 5.
Let apply (10) to define the Stokes resistance matrix M in the case of our obstacle B. We note that we may apply the previous lemma to V i and V j for arbitrary j ∈ {1, . . . , 6}. With a straightforward Cauchy-Schwarz inequality, we obtain then that the coefficients of M inherits the bounds on ∇u ∞ computed in (32). This yields:
Corollary 7. There exists a constant K(R 0 ), depending only on R 0 , for which, independently of B ⊂ B(0, R 0 ), the Stokes resistance matrix M associated with B satisfies |M| K(R 0 ).
Using Lemma 6 and Corollary 4 we get also the following useful corollary
Corollary 8. There exists a constant K(R 0 ), depending only on R 0 , such that, independently of B ⊂ B(0, R 0 ) and under the assumptions of Corollary 4, the following holds:
3. Proof of Theorem 1
. . , N satisfy (2) together with Assumptions 1 and 2. The vector field u N is then the unique solution of (3) - (4) in
, in the following variationnal sense: for arbitrary ϕ ∈ V 0 (F N ), there holds:
together with the following boundary conditions, for i = 1, . . . , N :
For the sake of clarity we omit in the proof below the extraction N k used in the statement of Theorem 1. In the whole proof, we use the notation to denote that we have an inequality up to a non-significant multiplicative constant. Non-significant means that the constant is independent of N but may depend on other geometric parameters (such as R 0 as introduced in (2)). Ω (u N ) ) N . First we are going to prove the following result.
Uniform bound for (E
Proof. We prove this result by applying the variational characterization of the u N given by Theorem 2. We construct a sequence v N ∈ V (F N ) that satisfies:
is bounded independently of N . Then by Theorem 2 we will get
the Korn inequality in V 0 (Ω) will yield the uniform bound for E Ω (u N ) in this space.
Recall the constant R 0 introduced in (2) . Fix a truncation function χ ∈ C ∞ (R) satisfying χ(t) = 1 for t < 3R 0 /2 and χ(t) = 0 for t > 2R 0 and define for x in R 3 , χ N (x) := χ(N |x|). Consider then
It is important to notice that (for N large enough) the (compact) supports of the v N i (x − h N i ) are disjoint, so that the previous equality allows to recover the expected boundary conditions. Indeed, N ) is negligible w.r.t. the distance between h N i and h N j and to the distance of h N i to the boundary (thanks to Assumption 1). For arbitrary i ∈ {1, . . . , N }, there holds :
Using ∇χ N (z) = N ∇χ(N z) and the corresponding change of variable we get
As noticed before, the v N i have disjoint supports so that we infer
Using Assumption 2 we obtain the expected boundedness of D(v N ) L 2 (F N ) , which allows to conclude the proof of Lemma 9.
As a consequence the sequence (E Ω (u N )) N admits a weak cluster-point in V 0 (Ω), that we denoteū. Moreover, for w ∈ V 0 (Ω), up to a subsequence,
We also have by standard compactness argument that (up to the extraction of a subsequence) (E Ω (u N )) N converges strongly in L 2 (Ω) toū.
3.2.
Road map of the rest of the proof of Theorem 1. Before exploring the rest of the proof in detail let us expose a bit our strategy. We start by naive reduction steps and optimize somehow our approach. Of course, one cannot take w as a test-function in (41) because the restriction of w to F N is in general not an admissible test-function because it may take nonzero values on the ∂B N i . The first reduction is hence to notice that since (41) holds for any ϕ ∈ V 0 (F N ), we have obviously for any
, that is for any V (F N ) lift of the values of w on ∂F N . There is of course plenty of natural ways to produce such a lift, but our goal is to rely on the Stokes' problem for only one solid with 0 boundary condition away from it (see Subsection 2.2). Thanks to Assumption (1) we know that with respect to their size (≃ 1/N ), the solids move away to infinity from one another. This suggests to introduce for each solid i the (disjoints) open set
i . Thanks to Assumption 1, for any N , the sets (Ω N i ) N i=1 are disjoint and included in F N . Without going deeper in details, we will consider a lift w N which focuses on these sets, that is: w N = w on ∂B N i for all i and also w N = 0 on F \ ∪ i Ω N i . In particular we are now looking at the following quantitŷ
After an appropriate change of variable, the integrals that appear in the r.h.s. can be replaced by integrals over a set of the form B(0, R N ) \ B N i with R N → +∞ (because δ N ≫ 1/N ). Since u N solves the Stokes' system (in particular) on Ω N i , we thus could use the formula given in Corollary 8 to compute these integrals if w N is constant on ∂B N i and u N is constant on ∂B(h N i , δ N /2). This would lead to an explicit formula for the r.h.s. involving the Stokes' resistance matrix.
This suggests to replace both w N and u N by appropriate approximations (in a sense that we yet have to define)w N andū N which are respectively constant on ∂B N i and ∂B(h N i , δ N /2) (withū N solving the Stokes system in Ω N i ). Taking for granted the existence of such approximations, this would led us to
The first term in the r.h.s. is the leading term of our expansion, it is now tailored to be computed with the help of Corollary 8 and will call into existence the empirical measure.
What we meant above by "approximation" is precisely that the sum of the two last terms (denoted by R N ) go to 0 with N . At this stage, if we have fixed the expected constant values on the boundary forw N andū N , we still have a lot of possible choices for w N and w N . Since the sets Ω N i are disjoints, after using the Cauchy-Schwarz inequality for each of the integrals, minimizing R N amounts to minimize
under the corresponding boundary constraints on ∂F. Recalling Theorem 2, this motivates to search w N andw N as solution of the corresponding Stokes problem with the desired boundary conditions.
We end this road map of our proof by precising a little bit the choice of constant values that we will fix for the approximationsw N andū N . For the former, since w is smooth it is reasonnable to expect that its value on ∂B N i is almost constant, equal to w(h N i ) (the size of all the solids is going to 0) : this is the constant value that we consider forw N on ∂B N i . As for u N replacing its values on the boundary ∂B(h i , δ N /2) by a ponctual one seems a bit clumsy since the H 1 (Ω) weak cluster point of (E Ω (u N )) is only defined up to a negligible set a priori. A more tractable option is to approach u N on ∂B(h N i , δ N /2) by its mean value on Ω N i , because the latter defines a continuous linear form on H 1 (F N ) (on the contrary to the evaluation at one point).
3.3. The (local) Stokes' systems. Following the previous discussion we first define for each i ∈ {1, . . . , N }, w N i andw N i the solutions of the Stokes system in Ω N i with the boundary conditions
and define
In the same way, we chooseū N i to be the solution of the Stokes system in Ω N i with the following boundary conditions
Let us recall here that the notation ffl is defined in (1). Since w N (extended by 0 on
is a lift of the values of w, we have the decomposition (44) that we rewrite aŝ
and the rest of the proof is twofold: identify the limit of the leading term, prove that
3.4. The leading term. We have that
whereW i andŪ i are solutions of the stokes system on B(0, N δ N /2) \ B N i with the boundary conditionsW
By a change of variable, we have that
Since N δ N → +∞, we directly infer from Corollary 4
where (the symbol is independent of N, i, it depends actually on R 0 ) the remainder
Recalling the definition of δ N in (14), we have |Ω N i | 1/N and
We thus have, using the Cauchy-Schwarz inequality and the fact that the sets Ω N i are disjoints,
Using Assumption (15) and the boundedness of (
Going back to (53) and summing over i we thus have
, using Assumption (17), this term converges tô
For the remaining terms of (54), we use the following Lemma.
Lemma 10. There holds
Proof. We introduce the following operator
For each N it is a well-defined continuous linear form. As we noticed before we have |Ω N i | 1/N so that, using (16) (as a consequence to Corollary 7):
where we used also that the Ω N i are disjoint. In particular, thanks to the Cauchy-Schwarz inequality, the sequence (T N ) N is bounded. Since the diameter of Ω N i is δ N , if ψ ∈ D(Ω), one has
Using estimate (16) we are led to
In particular, applying (18) we get since w ⊗ ψ ∈ C(Ω; M 3 (R)):
using the symmetry of the matricesM I (x). At the end of the day the sequence of linear
which is another element of L 2 (Ω) ′ . The whole sequence converges thus weakly in L 2 (Ω) ′ to T and since (E Ω (u N )) N converges strongly toū in L 2 (Ω), the conclusion follows.
We have thus obtained the following convergence for the leading term
3.5. The first remainder. For the sake of clarity, we recall the definition (48) of R N 1 : 
The extension by 0 of z N to Ω N i \ A N i defines an element of V (Ω N i ) which takes the same values as z N on ∂Ω N i , so that owing to our previous remark
because z N i is supported on A N i . But going back to (56) and using the (rescaled) Poincaré-Wirtinger inequality stated in Lemma 11 we infer
so that using the (discrete and continuous) Cauchy-Scharz inequality and the fact that the Ω N i are disjoints we infer
At this point, we recall the scalingW N i that we used in the previous step, defined in (50). A straightforward change of variables leads to 
whereW N i,∞ is the solution of the Stokes system in the exterior domain R 3 \ B N i , with w(h N i ) as Dirichlet boundary condition on ∂B N i . In turn, thanks to Lemma 5, we have,
so that all in all using the triangular inequality
Using the previous estimate together with (60) and (59) we are led to
which indeed converges to 0 because N δ N → +∞ and we already know that (E Ω (u N )) N is bounded in H 1 (Ω) 3.6. The second remainder. We recall the definition (49) of R N 2 :
As we did for R N 1 we notice that u N is a solution of the Stokes system in Ω N i and we can thus replace w But since the diameter of A N i is 2R 0 /N and its measure is bounded by 3R 3 0 /N 3 , we infer using (61) the following estimate
. from which, we eventually get
which indeed goes to 0 because, again, the sequence E Ω (u N ) is bounded in H 1 (Ω).
Appendix
We recall here several standard lemmas.
First, we recall that by the Poincaré-Wirtinger inequality for arbitrary connected domain O, there holds for any test function u ∈ H 1 (O):
By a standard homogeneity argument, we have the following behavior of the Poincaré-Wirtinger constant under translation/homothety Lemma 11. Given (x 0 , λ) ∈ R 3 × (0, ∞) there holds for any test function u u − u
where O λ,x 0 := {λ(x − x 0 ) ; x ∈ O}.
Second, we focus on solving the divergence problem:
whose data is f and unknown is v. We recall that, using the Bogovoskii operator (see [8] ), we have the following result Lemma 12. Let F be a smooth bounded domain of R 3 . Given f ∈ L 2 (F) such that with a constant C depending only on F.
In the case of annuli, the above result yields by a homogeneity argument that Lemma 13. Consider an annulus A := A(x, r, 2r) and f ∈ L 2 (A) such that A f = 0.
There exists v ∈ H 1 0 (A) such that div v = f . Furtermore there exists a constant C independent of f , x ,r such that
Corollary 14. Consider an annulus A := A(x, r, 2r). For any divergence-free vector field u ∈ V (A) having zero flux on ∂B(x, 2r), there exists u ∈ V (A) such that u = u on ∂B(x, 2r) and u = 0 on ∂B(x, r). Furthermore we have the following estimate
where the symbol is independent of u, x, r.
Proof. Consider a smooth truncation function 0 χ 1 vanishing on B(0, 1) and equalling 1 in a neighboorhood of ∂B(0, 2) and define χ r (·) := χ((· − x)/r). The vector field χ r u has the expected boundary conditions but is not divergence free. However the integral of A of div(χ r u) equals zero because, after integration by partŝ A div(χ r u) =ˆ∂ B(x,2r) u · n = 0, where we use the zero flux assumption for u. We thus infer from Lemma 13 for f = div(χ r u) the existence of v ∈ H 1 0 (A) such that div v = div(χ r u),
where the constant C is independent of f , x and r. In particular u := χ r u − v ∈ V (A), and we still have u = u on ∂B(x, 2r) and u = 0 on ∂B(x, r). Lastly
from which the conclusion follows easily using (63).
