). 
Generation of the points for ANN modeling
In order to avoid modeling artifacts derived from uneven data collection during long-lasting experiments, the experimental product concentrations were fitted with the equation C(t)=C0+A1e^( -t/k 1 ) and new concentration vs. time points were generated depending on the total time of the conversion experiment (160 and 80 points for reaction with 300 and 50 mM substrate initial concentration, respectively). For all 7 batch reactions with app. 300 mM initial substrate concentrations, a uniform duration of the reaction (30240 min., 504 h) was generated with mono-exponential equations that were fitted to experimental data. This selected time corresponded to the duration of the longestlasting reaction recorded in the lab. For each progress curve 160 data points were generated. The initial 120 of these points were placed in even distribution from the start of the reaction curve until the reaction reached the saturation plateau, whereas another 40 data points were used to indicate the saturated part of the progress curve up to the time limit at 504 h . An analogous procedure was used for modeling of 15 progress curves of reactions with initial concentrations of 50 mM where the uniform time of reaction was set to 885 min. The initial part of these curves was indicated by 60 evenly distributed points, while the saturation plateau was indicated by 20 more data points.
The applied procedure yielded 2320 individual model runs (1120 for reactions with C0 = 300 mM and 1200 with C0 = 50 mM). These were randomly divided into training, validation and test subsets in which a 2:1:1 ratio was performed.
Parameters of neural models
Each of neural models utilized the same architecture, i.e. 3 input neurons, 5 neurons in a hidden layer and one output neuron (Fig. S7) . Each of the input neurons (1.1-1.3) introduced the input variable into the model and performed a minmax normalization of its value to the 0-1 range. Each of the input neurons transmits its normalized value to every hidden neuron (2.1-2.5). In turn each of the hidden neurons conducts signal aggregation by means of linear combination of inputs = ∑ + =0 .
The applied constants (weights and threshold ) of the aggregation functions  are collected in Table   S8 for model 1 and S9 for model 2. The result of signal aggregation was used as an argument of a hyperbolic activation function = − − + − yielding results in the range of (-1,+1). Results (activation level) of each neuron of the hidden layer were subsequently transmitted to the output neuron (3.1) and subjected to another linear aggregation function  (consents Table S7 for model 1 and S8 form model 2) and logistic activation function = 1 1− − .. Table S9 Results of calculation of binding energies. BE -binding energy calculated as a difference of the energy of the protein-ligand complex versus the sum of energies of ligand and protein alone. TBE -total binding energy is BE corrected for ligand conformational energy fractions. TBE + S -total binding energy corrected for entropic energy fractions (entropy of binding calculated as a difference of entropy of the protein-ligand complex versus the sum of entropies of free protein and ligand). 
