In the context of testing for a unit root in a univariate time series, the convention is to ignore information in related time series. This paper shows that this convention is quite costly, as large power gains can be achieved by including correlated stationary covariates in the regression equation.
INTRODUCTION
A refrain often heard in applied macroeconometric circles is that "unit root tests have low power." I believe that this view may be partly a result of the convention of testing for unit roots in univariate time series. This convention ignores relevant information in multivariate data sets.
Consider the AR(1) model AY, = 6Yt-i + u,, where u, is i.i.d. (0,U2). The hypothesis of a unit root Ho: 6 = 0 is typically tested by the ordinary leastsquares (OLS) t-statistic for 6, as it is widely believed to be the best classical procedure in this context. It is rare, however, that we observe the time series Yt in isolation. More typically, we observe at least one related time series, say x,. Suppose that x, is I(1), so that Axt is I(0). For simplicity, assume that (Ax,,u,) is an i.i.d. and zero mean. Set oru = E(,Ax,u,), r2 = power envelope for the test of 6 = 0 is derived and compared with the power envelope of the AR(1) model. The asymptotic distributions of the OLS estimates of (1) are also found under local alternatives to a unit root. Section 3 investigates the t-statistic for 6 = 0. Its asymptotic distribution is derived under the null hypothesis and local alternatives. This permits an analysis of asymptotic local power. The sensitivity of the results to misspecification of the order of integration of xt is also discussed. Section 4 reports a simulationbased study of the finite sample distribution of the test statistics. Section 5 applies the tests to some long time series. We find that real per capita GNP and the unemployment rate are I(0) but highly persistent and that industrial production is I(1). The Appendix contains the mathematical proofs. A GAUSS procedure that calculates the test statistics and critical values is available from the author upon request.
REGRESSION FRAMEWORK

Model and Assumptions
The univariate series yt consists of a deterministic and stochastic component:
where the deterministic component is one Assumptions 1.1 and 1.2 are conventional weak dependence and moment restrictions. Assumption 1.3 states that the regressors in (5) are orthogonal to the regression error. This can be achieved simply by appropriate definition for the lag polynomial b(L) (by linear projection). Assumption 1.4 implies that the lag polynomial a (L) is sufficiently large to whiten the errors. It should be possible to extend the analysis to allow for an infinite order polynomial, which is approximated in finite samples by a p that grows with sample size, following the technique of Berk (1974) and Said and Dickey (1984) . The assumption that U2 > 0 ensures that yt is I(1) when 6 = 0, which is necessary for our interpretation of tests of 6 = 0 as tests for a unit root in y,. where WI and W2 are independent standard Brownian motions and X denotes weak convergence with respect to the uniform metric.
Our asymptotic theory will be based on "local-to-unity asymptotics," following the technique of Phillips (1987) and Chan and Wei (1987) . Models (3)-(5) contain a unit root under the null hypothesis Ho: 6 = 0. We allow for local departures from the null hypothesis by setting 6 = -ca(l)/T.
The null holds when c = 0 and holds "locally" as T-+ oo for c *0. In a fixed sample, however, (8) is simply a reparameterization. The asymptotic theory for near-integrated processes utilizes diffusion representations. We will use the following notation. For any continuous stochastic process Z(r) and any constant c, we define the stochastic process ZC(r) as the solution to the stochastic differential equation 
TESTING FOR A UNIT ROOT
Test Statistics
The natural test statistic for the hypothesis of a unit root Ho: 6 = 0 in models (10)-(12) is the t-statistic t(6) -6/s(6), where s(6) is the OLS standard error for 6. For models (11) and (12), we denote the statistics by t(6") and t(67), respectively. We will refer to t(8) as the CADF(p,q1,q2) statistic, where CADF stands for "covariate augmented Dickey-Fuller" and (p, ql, q2) stands for the orders of the polynomials a (L) and b (L), as specified in (4) and ( 
The asymptotic distributions for t (6") and t ( 6k) are similar, except that Wfc is replaced by Wc" and WcT, respectively.
While the local asymptotic distribution of (14) depends on the two nuisance parameters p2 and R2, the null distribution of (15) only depends on p2. The latter distribution is a convex mixture of the standard normal and the Dickey-Fuller distribution, with the weights determined by p2. As p2 -* 1 we find the Dickey-Fuller, and as p2 -o 0 we obtain the normal distribution. Estimated3 asymptotic 1, 5, and 100/0 critical values for the CADF statistic are given in Table 1 (1990) show that this asymptotic distribution is more biased away from the normal distribution than is the standard Dickey-Fuller distribution. Thus, inferences based on the distribution theory of Section 3.1 when Ax, is I(1) and not cointegrated with Yt will be considerably biased.
Alternatively, if we allow Yt and Axt to be cointegrated, then Yt will be I(1) even when 6 * 0, rending a test of the restriction 6 = 0 meaningless.
It appears that the assumption that Ax, is stationary is not innocuous. Violations of this condition will invalidate the theory derived in the previous sections. A sensible conclusion is that applications should use firstdifferenced regressors, hence the notation Axt. A caveat should be noted that some variables, such as the price level, may be 1(2), in which case first differences will not be sufficient to induce stationarity.
Over-Differenced Regressors
To avoid the problems mentioned in the previous section, we recommended taking first differences before including a highly serially correlated variable as a regression covariate. This of course raises the possibility that Ax, could be "over-differenced," or I(-1). When Axt is I(-1), p2 = 1, so the asymptotic critical values and power of the CADF test is equivalent to that of the ADF test. This conclusion appears more pessimistic than warranted. The reason why x, is differenced is because it is highly serially correlated. To develop a better finite sample approximation, let us assume that x, is near-integrated. Specifically, assume that xt satisfies Axt =-X,_, + ut, (19) with u, satisfying the assumptions we previously made about Axt. When g = 0, xt is I(1) and our model is not misspecified. As we allow g to depart from zero, we induce a continuous distortion away from the model's assumptions and can examine the impact of misspecification. When g = oo, xt is 1(0) and the asymptotic critical values and power function for the CADF test should equal that of the ADF test.
The model is essentially the same as before, except that there is one more parameter, g. The asymptotic distribution for the regression test will therefore depend on p2, R2, and g. A nonzero g will induce bias in both the asymptotic size and power of the tests. Asymptotic size was calculated6 for a variety of values of g and p2, setting R2 = p2. Results for nominal 5%Vo size tests with a fitted intercept are reported in Table 2 . (The size distortion for the case without a fitted intercept was minimal, and that in the case of a fitted intercept and time trend was similar to the case reported in Table 2 Our major concern is with the over-differenced case (g > 0). Table 2 indicates only mild size distortion, with the t-test rejecting slightly too frequently relative to the asymptotic distribution. The distortion increases as p2 falls. In the empirically less relevant case of a locally explosive root (g < 0), we find substantial underrejection.7
We are also interested in the effect of over-differencing on power. titative finding that the magnitude of the power loss is fairly mild. Even setting g = 16 does not lead to a major loss of power. In summary, over-differencing is in principle a cause for concern because the asymptotic null distribution depends on the unknown (and nonestimable) parameter g (and is, thus, nonsimilar). One response is that the CADF test exploits known prior information concerning the order of integration of the regressors Ax. Another response is that neither the size distortion nor the power loss is severe, so no major inferential error is likely. A final argument is that the hypothesis is really a joint null hypothesis that both Yt and x1 are I(1), and a "rejection" of the joint hypothesis should be interpreted with caution.
SMALL SAMPLE DISTRIBUTIONS
VAR Design
To demonstrate the performance of the CADF test in small samples, I performed two simulation experiments. For the first, data were generated from the VAR model The test statistics considered are ADF(2), CADF(2,0,0), CADF(2,1,0), CADF(2,0, 1), and CADF(2, 1,1). All regressions included a fitted intercept. To implement the CADF tests, asymptotic critical values were taken from Table 1 for each sample using a sample estimate of p2, calculated using a Parzen kernel and Andrews' (1991) automatic bandwidth estimator.
The asymptotic theory suggests that (to a first approximation) the power of the tests will depend on p2 and R2, which are complicated functions of the model parameters and the choice of regressors. To calculate these parameters, I used a simulation technique. Ten samples of length 10,000 were generated from each parameterization, and the average estimated "3 and R2 are reported8 in Table 3 . The results are quite interesting. We can see that it is possible for R 2 to exceed 1 and for the addition of extra covariates to increase p 2, which may run counter to intuition. For the parameterizations where a12 < 0 or a21 < 0, there is no major decrease in p2 or R 2by inclusion of Ax,s, and there may even be an increase. This points out that simply the presence of correlation between two variables does not meant that the P2 and R 2measures will be low. It will depend on the nature of the correlation.
Finite sample size for tests of nominal size 5%V is reported' in Table 4 . We find a substantial range of size behavior, with some parameter designs producing over-rejection, and others producing under-rejection. In general, the CADF tests have more size distortion than the ADF test.
Power against the alternatives c = 4, 8, and 15 was examined. To eliminate size distortion, the power calculations were done with finite sample critical values, obtained from the simulated data generated under the null hypothesis. Table 5 19  19  19  18  19  2  19  14  18  17  22  3  20  20  20  20  20  4  20  28  23  28  25  5  21  35  22  40  34  6  20  20  20  20  19  7  19  28  27  28  27  8  20  38  37  45  43  9  20  52  48  65  63  10  19  23  26  20  26  11  20  37  44  34  42  12  17  51  68  67  72  13  19  69  86  88  88  14  21  26  38  18  35  15  20  39  64  35  63  16  19  59  88  82  88  17  18  81  99  99  99 ilar and excluded to conserve space. The ADF tests have power that is roughly independent of the design, ranging from 17 to 22Gb. The power of the covariate tests is much higher than the ADF tests and is well predicted by p2 and R2. Indeed, the power gains from inclusion of covariates is quite substantial, reaching to 99% power. Note that it is important to get the "correct" covariates, for major losses in power can be obtained by inclusion or exclusion of covariates.
Moving Average Design
Most Monte Carlo investigations of unit root tests have used moving average specifications. We report here a simple multivariate extension. The data generating process is In our implementation of the tests, the sample size was set at 100, and five AR lags'0 were included in each regression, as well as an intercept. For the CADF tests, the current value of Axt was also included, and rejection was based on estimated critical values calculated from Table 1 and an estimate p2. Note that the finite sample distribution of the ADF test is independent of b. Table 6 reports null rejection frequencies based on the asymptotic 5Gbo critical values. As is well known, the ADF test over-rejects for large negative values of 0. Similarly, the CADF test over-rejects for large negative 0, but the size distortion is much more severe and is accentuated for small p2. The size distortion largely disappears for 0 ? -.5. Table 7 for the unemployment rate the growth rate of industrial production was used as Axt. The OLS estimate of 6, its standard error, and t(6) are presented for all cases and the estimated p2 for the covariate regressions.
First examine GNP (Table 8 ). The ADF t-test is not significant. The point estimate for the coefficient on lagged GNP is about -.20, with large standard errors, suggesting that the univariate series is uninformative. The CADF tests are more revealing. For each lag specification, three statistics are significant at the asymptotic 5Wo level and one at the asymptotic 1%o level. The estimated p2 are extremely low, ranging from .06 to .08. This indicates that the estimates should be quite precisely estimated and the power considerably higher than for the ADF tests. Interestingly, whereas the t-statistics show that 6 is statistically significantly different from 0, the point estimates (about -.08) are much closer to 0 than the ADF estimates. Hence, although real per capita GNP appears to be I(0), it is highly persistent.
Second, examine the industrial production series ( Table 9 ). The ADF t-test statistic lies quite close to the asymptotic 50/o critical value, and the point estimate and standard error of 6 indicate considerable uncertainty. The CADF tests, however, strongly support the unit root hypothesis. The point estimates of 6 are about -.06, with insignificant t-statistics. We conclude that the industrial production series is I(1).
Third, turn to the unemployment rate (Table 10 ). The ADF test suggests that the series is I(0), but the CADF tests suggest that the series is I(1). For the specification with the lowest p 2, we find 6 =-.11, suggesting considerable persistence, even if the data are I(0). The conflict between the tests makes a definitive conclusion difficult.
One might question the wisdom of this final test, because it flips the definition of y, and xt from the previous test. The procedure is justified if we think of the joint hypothesis that all both series are I(1). Under this joint null, the stated asymptotic distributions are appropriate. It is true that the power of the tests will be a function of the order of integration of the included covariate, but it is not (asymptotically) less than the power of the ADF test.
CONCLUSION
This paper has analyzed the distribution theory for tests of unit roots in regression models with covariates. We have found that the asymptotic distribution of the t-statistic for a unit root is a convex combination of the standard normal and the Dickey-Fuller distribution. We have also found that this 
