ABSTRACT Matching an appropriate response with its multi-turn context is a crucial challenge in retrievalbased chatbots. Current studies construct multiple representations of context and response to facilitate response selection, but they use these representations in isolation and ignore the relationships among representations. To address these problems, we propose a hierarchical aggregation network of multirepresentation (HAMR) to leverage abundant representations sufficiently and enhance valuable information. First, we employ bidirectional recurrent neural networks (BiRNN) to extract syntactic and semantic representations of sentences and use a self-aggregation mechanism to combine these representations. Second, we design a matching aggregation mechanism for fusing different matching information between each utterance in context and response, which is generated by an attention mechanism. By considering the candidate response as the real part of the context, we try to integrate all of them in chronological order and then accumulate the vectors to calculate the final matching degree. An extensive empirical study on two multi-turn response selection data sets indicates that our proposed model achieves a new state-of-the-art result.
I. INTRODUCTION
Building a more intelligent and effective dialogue system has attracted increasing research attention in recent years. Depending on application scopes, these systems can be divided into task-oriented dialogue systems and non-taskoriented chatbots. Task-oriented dialogue systems focus on helping people deal with specific tasks in vertical domains [1] , [2] . Different from being applied in the single domain, non-task-oriented chatbots are able to converse with people on open domain topics [3] . Existing studies on building nontask-oriented chatbots include generation-based methods and retrieval-based methods. Generation-based chatbots [4] - [6] tend to employ encoder-decoder framework to generate the The associate editor coordinating the review of this article and approving it for publication was anandakumar Haldorai.
response. However, in some cases, the generated response is meaningless due to incorrect grammar or commonplace phrases. For alleviating the impacts, recent studies try to incorporate large-scale commonsense knowledge into the process of conversation generation [7] . Retrieval-based chatbots [8] - [11] can return an appropriate and informative response to users, because they select a proper response for its context from a set of handpicked candidates.
In multi-turn response selection, it is of great significance to calculate the matching degree between the context and the candidate responses, which allows the chatbot to retrieve the best-matched response and return it to the user. Therefore, how to choose a suitable response is crucial for the task. Table 1 is an example of multi-turn conversations. The chatbot needs to choose a suitable response based on the context. There are two candidate responses in this conversation and candidate response 1 is the proper one. The example illustrates three challenges of the task. Firstly, different from the single-turn response selection, which contains enough information on question for selecting a suitable response, multi-turn response selection needs to consider not only the last utterance but also previous utterances in the conversation. In the example, the words ''USB'' and ''gamepad'' appear in previous utterances rather than the last utterance. The chatbot fails to obtain enough information and is difficult to choose an appropriate response if it only focuses on the last utterance. Secondly, the relationships among sentences are constructed based on multiple granularities, such as words, phrases, and sub-sentences. Different granularities help extract surface and latent relevance among sentences. For example, the phrase ''calibration tools'' in the fourth utterance and the word ''calibrator'' in the fifth utterance show the surface relevance between two utterances. The word ''it'' in the second and the third utterance means ''gamepad'', and the word ''ones'' in the first candidate response also has the same meaning, which shows the latent relevance among utterances. Finally, whether chatbots distinguish important information has impacts on multi-turn response selection. The first response is more suitable than the second one for the reason that the speaker A requests a solution to use his gamepad, rather than asks for a game. The phrase like ''unable to open joystick'' provides effective information for matching the response with the context.
In order to solve above challenges and leverage abundant information of sentences, we propose a hierarchical aggregation network of multi-representation (HAMR) for multi-turn response selection in retrieval-based chatbots. In practice, HAMR hierarchically enriches the representations of utterances in context and responses via bidirectional recurrent neural networks with gated recurrent units (GRU) [12] . Specially, two layers of bidirectional GRU are employed to get syntactic and semantic representations of sentences. HAMR aggregates different representations of each sentence by a self-aggregation mechanism, which accumulates these representations with adaptive weights, rather than concatenating them together simply. To further enhance the relevance of context and response, HAMR employs an attention mechanism to generate more informative representations for context and response. In this way, we can take each utterance in context into consideration for yielding the corresponding response, and consider candidate response as the true part of context by making candidate response attend to the whole context, instead of interacting with each utterance in context respectively. A matching aggregation mechanism is then designed to extract more significant information from each sentence and form the aggregated vectors, which are fed into another GRU so as to keep each utterance in context and response in chronological order and model their dependencies. All hidden states of the GRU are finally processed via a multi-layer perceptron (MLP) for calculating the matching degree between the context and the response.
We test our proposed HAMR on two public multi-turn response selection datasets: the Ubuntu Dialogue Corpus [8] and the Douban Conversation Corpus [9] . Experimental results indicate that HAMR outperforms the current state-ofthe-art models. We compare HAMR with the Deep Attention Matching Network (DAM), which is the best baseline model and achieves better performance on two datasets. HAMR outperforms DAM on Ubuntu corpus with respect to R 10 @1 by 1.69% and on Douban corpus with respect to P@1 and R 10 @1 by 1.41% and 1.97% respectively. Our main contributions are summarized as follows:
1) We propose a new context-response matching model for multi-turn response selection in retrieval-based chatbots. 2) We design two novel aggregation mechanisms for fusing multiple levels of representations hierarchically and improve model framework by considering the candidate response as the real part of the context. 3) Experimental results show that our proposed model achieves the new state-of-the-art performance on two public datasets. The rest of the paper is organized as follows: Section II introduces related works. Section III describes the hierarchical aggregation network of multi-representation in detail. Experimental results are presented in Section IV. We conduct detailed discussions about our model in Section V. Section VI gives the conclusions and points our further research directions.
II. RELATED WORKS
Building dialogue systems have been a long-term research hotspot in the field of human-computer interaction. Recently, with a great number of conversational data available on the Internet and correlational researches of constructing dialogue datasets, how to build data-driven chatbots become the focus of this field. Existing works include generation-based methods and retrieval-based methods. The generation-based methods usually employ encoder-decoder framework [13] to generate the proper response, which is flexible and dynamic with respect to different conversational context. However, some meaningless and uninformative responses might also exist. As a result, it will easily cause a bad user experience VOLUME 7, 2019 in human-computer interaction. Recent researches try to leverage external knowledge [7] or add attention architecture [14] to traditional framework for minimizing the impacts.
The retrieval-based methods measure the matching degree between the context and the candidate responses, and then return a suitable response. Since the responses are handpicked on existing data, the retrieved responses have the advantage of information and fluency. Early studies [15] , [16] mainly focus on single-turn response selection, which only considers matching the response with the last utterance in the context. In recent years, more works pay attention to previous utterances and try to better leverage them on contextresponse matching. Lowe et al. [8] concatenate utterances in the context into a long sequence and compute the matching degree between the sequence and response. Zhou et al. [17] considers the representations of context and response from word sequence and utterance sequence view and integrate information to compute the matching score. Utilizing the response to match with the long context, which is the concatenation of utterances, is fail to capture enough information for response selection. So Wu et al. [9] matches the candidate response with each utterance in the context and employ an RNN to maintain the chronological order of sentences. The new framework improves the performance and indicates that the interaction of response and each utterance is effectual. Zhou et al. [11] also makes the response interact with each utterance, but they use the encoder layer of transformer [18] rather than RNN to build representations of sentences at different granularities. They stack attentive modules to extract more dependency information between response and utterances and accumulate all of information to calculate the matching degree.
Besides the importance of previous utterances in the context, these innovative studies also notice matching a response with utterances at different granularities contributes to multiturn response selection. The multi-view matching model [17] considers context-response matching on a word view and an utterance view. The sequential matching network (SMN) [9] designs the matching matrixes between each utterance and response on the word level and the segment level. The deep attention matching network (DAM) [11] employs attentive module and designs self-attention and cross-attention mechanisms to get multiple granularities of each sentence. Various representations of sentences help the chatbot choose a proper response from different angles and increase the accuracy and rationality of selection. Figure 1 gives the architecture of hierarchical aggregation network of multi-representation (HAMR). HAMR consists of three layers. On the first layer, each utterance in the context and a candidate response are represented by corresponding word embedding. Two layers of bidirectional GRU are employed to construct syntactic and semantic representations of each sentence. A self-aggregation mechanism combines representations at different granularities with dynamic weights, which can enhance significant information and reduce the noise. The self-aggregated representation of each utterance interacts with the candidate response by an attention mechanism on the second layer. At the same time, utterances are concatenated into a whole context, and the candidate response interacts with the context using the same attention mechanism. The interaction representation and the self-aggregated representation of each sentence are then transformed into the highly informative vectors by a matching aggregation mechanism. These highly informative vectors are fed into a GRU to extract the expression of each sentence. The expressions are fed into another GRU following the chronological order and form corresponding hidden states on the last layer. Finally, the matching degree between response and context is calculated by a multi layer perceptron using the hidden states.
C. SELF-AGGREGATION
Given the k-th utterance in a context and a candidate response, HAMR first looks up a shared word embedding table and represents the k-th utterance and response as
respectively, where u 0 k and r 0 ∈ R d denote d-dimension word embedding, n k and m stand for the number of words of the k-th utterance and response respectively. Two layers of bidirectional GRU then are employed to construct syntactic and semantic representations for utterances and response. Practically, the first layer bidirectional GRU takes U 0 k or R 0 as its input, and the second layer takes the output of the first layer as its input. Suppose that
are the hidden states of utterance on the l th layer,
where
is the hidden state of the forward GRU, ← − h l k,i denotes the hidden state of the backward GRU, and ⊕ is the concatenation operator. Bidirectional GRU concatenates
to form the whole hidden state u l k,i .
FIGURE 1. The architecture of hierarchical aggregation network for multi-representation (HAMR).
Similarly, we suppose that
are the hidden states of response on the l th layer, ∀j ∈ [1, . . . , m], r l j is defined as:
where r l j stands for the whole hidden state of bidirectional GRU by concatenating the forward hidden state − → h l j and the backward hidden state ← − h l j . Bidirectional GRU constructs the relationship among words and encodes the dependency on segments to hidden vectors. Multi-layer bidirectional GRU can extract more latent information contained in the sentence. In this way, we can yield multiple representations
for the k-th utterance in a context and a candidate response. Inspired by the method in embeddings from language models [19] , we use a self-aggregation mechanism to transform the representations of utterances and response
respectively. The selfaggregation mechanism is formulated as:
. α self is the scalar parameter for scaling the vector [19] to applicable for the task. w 0 , w 1 and w 2 denote the softmax-normalized weights, which are equivalent at the beginning, and then change with the data. The dynamic weights indicate the significance of the representations at different granularities. Previous works use the representations of sentences in isolation and fuse them at the utterance-response matching stage. Unlike this approach, we consider the self-aggregation mechanism to coalesce the representations, which strengthens effective information and weaken the noise. The self-aggregated representations U k and R enter utteranceresponse matching stage with terse information.
D. MATCHING AGGREGATION
Given U k and R, we employ an attention mechanism to make each utterance interact with the response and obtain more latent dependencies between them, which is formulated as:
where e k,i,j is the attention weight between the i-th word in the k-th utterance and the j-th word in the response. Furthermore, we use the attention weights to obtain the interaction representation for each utterance, which is defined by
where u k,i denotes a weighted summation of [r j ] m j=1 . By making each utterance attend to response, the interaction repre-
indicate the relevant semantics in the response.
Besides interaction representation for utterances, we consider the response as a part of the context, and then encode the response with utterances. We first concatenate all utterances VOLUME 7, 2019 as the context [20] , i.e. C = [U 1 , . . . , U K ], where K is the number of utterances. Then the response further interact with the context with the help of the same attention mechanism and suppose that the interaction representation of response R = [ r j ] m j=1 , r j is defined as:
where e j,i is the attention weight between the j-th word in the response and the i-th word in the context. N = K k=1 n k is the number of words in the context.
After generating the interaction representations U k and R, we further enhance the matching information by calculating the difference, subtraction [21] , [22] and multiplication [20] , [23] , [24] with self-aggregated representations U k and R. The various matching information of utterances and response are fused into the final aggregated representation using the matching aggregation mechanism, which is formulated as:
where denotes element-wise multiplication. W * and b * are parameters. Matching aggregation mechanism distills highlevel information for utterances and response, then the final aggregated representations
are feed into GRU to model sentence vectors for utterances and response, which are formulated as: 
where g(c, r))+(1−y)log(1−g(c, r) )] ( 
19)

IV. EXPERIMENTS A. DATASET
We test HAMR on two public large-scale dialogue corpus. The first one is Ubuntu Dialogue Corpus [8] , which collects English multi-turn dialogue logs from Ubuntu-related chat rooms. The training set contains 0.5 million different contexts. Each context has a positive response and a negative response so that the training set contains 1 million context-response pairs. The validation set and the test set have 50 thousand different contexts. Each context in both of them has one positive candidate response and nine negative candidate responses. Therefore, they have 500 thousand context-response pairs. The positive responses are real human responses from the conversation and the negative responses are randomly sampled from the data.
The second one is Douban Conversation Corpus [9] , which crawls dialogue data from the Chinese social networking service. The training set has 1 million context-response pairs and the validation set has 50 thousand pairs. Each context in both of them has one positive response and one negative response. The test set contains 1 thousand different contexts, each of which has ten candidates. Different from Ubuntu Dialogue Corpus, some contexts in the test set could have more than one positive response. After removing the contexts with all positive or negative responses, the test set has 6,670 context-response pairs. Table 2 presents the number of context-response pairs, the number of candidates per context and the number of positive responses per context in two dialogue corpora. Besides these, statistics of the average number of turns per context and the average number of words per utterance are also showed in Table 2 .
B. EVALUATION METRICS
In this research, we employ R n @k as the main evaluation metric, which also serves as a significant metric in previous studies. R n @k denotes the recall of the positive response among top k selected candidates and means that whether the positive response is ranked in top k given n candidate responses. We measure the performances of models using R 10 @1, R 10 @2, R 10 @5 and R 2 @1 in Ubuntu Dialogue Corpus.
Apart from R n @k, we also employ Mean Average Precision (MAP) [25] , Mean Reciprocal Rank (MRR) [26] and precision at position 1 (P@1) as evaluation metrics. They are the metric in rank problem and apply equally to multi-turn response selection task. These evaluation metrics are used in Douban Conversation Corpus, following the previous studies.
C. IMPLEMENTATION DETAILS
We implement our models in Pytorch 1 with a single Nvidia 2 1080Ti GPU. Word embeddings are generated using the training sets via word2vec algorithm [27] . The dimension of word embeddings is 200, which as the same as the previous studies for comparing. We set the dimension of the hidden states of two-layer bidirectional GRU as 100. The dimension of the hidden states of GRU in the matching aggregation layer is 200. Utterances share two-layer bidirectional GRU and the GRU in matching aggregation layer with its candidate response. We set the dimension of the hidden states of GRU in the accumulation layer as 200. We limit the number of utterances in each context to 10 in Ubuntu Dialogue Corpus and 7 in Douban Conversation Corpus. If the number of utterances is larger than the number we set, we keep the last 10 or 7 utterances, otherwise, we pad them with zeros. The length of each utterance in two datasets is 50. We train our models with a batch size of 100 in the Ubuntu dataset and 250 in the Douban dataset. We choose Adam optimizer to minimize the loss and the initial learning rate is 0.001. Our model's code is available at: https://github.com/MaoGWLeon/HierarchicalAggregation-Network-of-Multi-Representation.
D. COMPARISON MODELS
We compare HAMR with the following models:
• Basic matching models: we select some representative models for comparison, including MV-LSTM [28] , Match-LSTM [29] , Attentive-LSTM [30] and MultiChannels [9] . These models are based on recurrent neural networks. They concatenate the utterances as a long sequence and then match the sequence with a candidate response to calculate the matching score.
• DL2R [31] : the model reformulates the query by adding the utterances before it, and then matches the reformulated query with a candidate reply, antecedent post, and original query respectively. Query-Reply, Query-Posting and Query-Context vectors are used to calculate the final score by a sum-product process.
• Multi-View [17] : the model matches the context with a candidate response in word sequence view and utterance sequence view. The integration of two views makes the model outperforms single-view models.
• SMN [9] : the model matches a response with each utterance in the context on a word level and a segment level to construct utterance-response matrixes, and employ convolutional neural networks (CNN) to distill valuable information from matrixes as matching vectors. Matching vectors are accumulated in chronological order by an RNN as a matching score.
• DAM [11] : the model extends the attention mechanism proposed in Transformer [18] and match a candidate response with its context based entirely on attention. It stacks the self-attention module to extract the representations of each sentence at different granularities and then uses cross-attention to capture more dependencies. DAM achieves the best performances and is the best baseline among all comparison models. Table 3 shows the experiment results of HAMR and other comparable models on two data sets. HAMR outperforms all other models in terms of all metrics on Ubuntu Dialogue Corpus and Douban Conversation Corpus. Compares with DAM, which is the state-of-the-art baseline, our model enhances the performance by 1.69% on R 10 @1 for Ubuntu corpus. On Douban corpus, our model enhances the performance by 2.91% on MAP, 1.50% on MRR, 1.41% on P@1 and 1.97% on R 10 @1. The improvement in crucial metrics indicates that our model contributes to the development of multi-turn response selection. Furthermore, DAM extracts the representations of each sentence at different granularities and only aggregates these representations on the last stage. HAMR designs two aggregation strategy to gradually construct high-level representations at different stages. The results demonstrate that hierarchical aggregation strategy is of benefit to improve the model performance. We conclude that hierarchical aggregation can distill available information and drop out redundancies step by step. Information-rich representations constructed by hierarchical aggregation are more favorable for selecting a proper response. For examining what information is focused on, we take the example in Table 1 to conduct further study. Figure 2 gives the visualization result about the context and its proper response. Practically, we connect utterances as context and apply a softmax operation. As demonstrated, important words ''USB'' and ''ones'' in the response are identified by HAMR, and they achieve high matching degrees with the words ''gamepad'', ''USB'', ''joystick'', ''calibration'' and ''modprobe'' in the context. Our model can capture similar words like ''gamepad'' and ''USB'' and recognizes relevant words like ''joystick'', ''calibration'' and ''modprobe''. Besides words, the context also pays attention to the noun phrases in the response, which shows that our model has a broader view of seeking useful information.
E. EXPERIMENT RESULT
B. ABLATION ANALYSIS
In our research, we propose (1) the self-aggregation strategy and (2) the matching aggregation strategy. We also (3) consider the candidate response as a part of the context by encoding it into the corresponding context. For demonstrating the effects of these approaches, we conduct detailed ablation analysis and discussion in this subsection. Table 4 shows the ablation results on two data sets, and the results are divided into three parts.
1) SELF-AGGREGATION ABLATION
On the self-aggregation stage, we obtain three levels of representations via word2vec algorithm and bidirectional GRU. To verify the effects of the self-aggregation mechanism, we employ these representations individually instead of self-aggregated representation. We set up HAMR first , HAMR second and HAMR last , which use word embedding, the hidden states of the first and the second bidirectional GRU instead. The performances of HAMR first , HAMR second and HAMR last drop compared with HAMR, which mean the self-aggregated representation has the advantage over other representations.
In addition, we compare HAMR first , HAMR second and HAMR last in the term of R 10 @1, we find that the importance of three kinds of representations is different on two data sets. High-level representations have better performances on Ubuntu corpus but the performances show a different trend on Douban corpus. According to the characteristics of data sets, the self-aggregation mechanism adjusts the weights of representations dynamically and adaptively.
2) MATCHING AGGREGATION ABLATION
On matching aggregation stage, we employ an attention mechanism to generate interaction representation, and then construct the difference, subtraction, and multiplication between self-aggregated representation and interaction representation. We remove these representations individually from HAMR and denote the ablation models as HAMR−β, where β ∈ {Self, Interact, Difference, Subtraction, Multiplication}. With the elimination of each representation, the model performance increase in different degrees, which demonstrates that each representation offers useful information for response selection. Five kinds of presentation describe sentences from different views and are not the same significance on two data sets. The matching aggregation mechanism also shows the adaption to fuse various representations into a more informative representation depending on different data sets.
3) RESPONSE MODULE ABLATION
We remove the response module shown in Figure 1 and denote the ablation model as HAMR−Response. The model performance decreases a lot compared with HAMR on two data sets. The result shows that it is effective to take the response as a part of the context. Because the additional module lets model consider the rationalization and fluency when a candidate response becomes the next sentence of its context. Previous studies only make a candidate response attend to each utterance and compare it with each utterance individually, which focuses its attention on local information and causes the lack of global information. In the response module, a candidate response captures global information by attending to the whole context, and then brings information into subsequent stages.
Moreover, previous studies represent the interaction between utterances and response by utterance-response matrices. If they construct the interaction between context and response using the same method, context-response matric cannot remain the same shape with utterance-response matric, which impacts for subsequent processing. The response module deals with this problem and provides a method on how to integrate the response into its context for future studies.
C. QUANTITY ANALYSIS
We further study how the number of turns in context influence the performance of HAMR and employ R 10 @1 as the metric to measure the impact. Figure 3(a) shows the change VOLUME 7, 2019 of performance on Ubuntu Dialogue Corpus with different number of turns. With the increasing of the number of turns, we find that model performance improves continuously and remain stable after the number of utterances reaches 10. As Figure 3 (b) demonstrated, the model performance on Douban Conversation Corpus constantly increases until the number of utterances reaches 7, and then fluctuates with the increasing of the number of utterances.
According to the statistics in Table 2 , we discover that our model has better performance when the number of turns is close to the average value. HAMR can capture more information and focus on relevant segments with the increasing of the number of utterances. When the number exceeds a threshold, interferes and irrelevant information in context would influence the selection, but the model performance also stays at a higher level.
VI. CONCLUSION
In this paper, we propose a hierarchical aggregation network of multi-presentation for multi-turn response selection in retrieval-based chatbots. We design the self-aggregation mechanism and the matching aggregation mechanism for hierarchical aggregation. Two mechanisms fuse multigrained representations stage by stage, which can distill highlevel information and reduce redundancies. We consider the candidate response as the true part of the context and improve model framework by integrating it into context. Experiment results on two large-scale response selection data sets demonstrate that our model outperforms the state-of-the-art models. We show a visualization result to testify that our model has the ability to capture important information for response selection. Then we conduct ablation analyses to investigate the effect of each module, and the corresponding results verify their usefulness and efficiency. We also investigate how the number of turns in the context impacts the model performance. In the future, we would like to explore how to improve the hierarchical aggregation mechanism and design efficient methods of information extraction. Then we consider various attention mechanisms and employ a more appropriate mechanism in the context-response matching stage. DA LUO is currently pursuing the master's degree with the South China University of Technology, Guangzhou, China. His current research interests include knowledge graph and natural language processing. VOLUME 7, 2019 
