Abstract. Some common properties of violation of object function unimodality in optimal control problems are considered. Phase constraints and control object models for special symmetric systems are considered. It is shown that for a control problem of a group of objects, given in the form of a symmetric system of equations, for certain initial and terminal conditions the functional is not unimodal. It is claimed that for optimal control problems with non-unimodal functionals it is efficient to use evolutionary algorithms. An example of an optimal control problem for a group of symmetric objects with phase constraints resolved by evolutionary and gradient algorithms is provided.
Introduction and Related Work
The most common method to solve the optimal control problem is the transition from the optimal control problem to the nonlinear programming problem and its resolution by classical or modern numerical methods [1] . Previous researches showed that the transition from the optimal control problem to nonlinear programming problem is not difficult, but as the result, we obtain the problem of nonlinear programming of high dimension, and more importantly, in most cases with a non-unimodal objective function. A high dimension of optimization task with a non-unimodal target function does not allow to apply precise methods of global optimization for its resolution [1, 2] .
For example, to use a method of non-uniform coverages [3, 4] it is necessary to calculate the estimates of the objective function for each of the areas into which the search space is divided. The number of areas for functional assessment exceeds 2 r , where r is the dimension of the search space. Note, that in case of transformation from the optimal control problem to the nonlinear programming problem a situation when r ≥ 100, is typical. If an object includes m controls and we split the control time into k intervals then we obtain r = mk , and the more the k the more accurate the solution is. This problem could be easily solved by modern methods such as stochastic gradient search, which is successfully applied today for the training of artificial neural networks (ANNs), but in this case, we have to make sure that target function is unimodal. Unfortunately, the majority of applied optimal control problems have non-unimodal functionals, such as problems with phase constraints, which one often 1 2 * encounters in robotics [5] - [6] .
This circumstance causes a high popularity of evolutionary algorithms (EAs) in recent years that can be attributed to the methods of adaptive random search. These methods are not sensitive to the dimension of the problem and the form of the functional. But it is worth noting that it is almost always difficult to measure how far a solution lies from the optimal one.
In this paper, we consider some conditions under which the functional in the optimal control problem loses the property of unimodality. We introduce a time-independent measure in the space of solutions of differential equations and prove a theorem that under certain conditions, the presence of phase constraints leads to non-unimodality of the functional. We further consider the control problem for a group of objects and show that with a time-dependent measure, each object is a phase constraint for other objects, and for special symmetric systems under certain initial and terminal conditions the functional is always non-unimodal.
Theoretic Results

Solution of the System of Differential Equations in Optimal Control Problem
Consider a system of n ordinary differential equations in Cauchy form with free control vector u in the right partẋ = f (x, u),
where
Let the values of a control vector be defined as time functions
T . Consider a set of these functions
with the solution x(t) of the system of differential equations (1),
if it starts at the moment t 0 = 0 from the point
and finish at the moment t i at the point
Let the following condition be satisfied
We add the terminal stability conditions to all of the solutions of the system
be a set of solutions of the system (1) with additional terminal stability conditions (8) .
Then we introduce the distance between two solutions from X
where x is any convex norm of vector in R n , e.g.,
for which following conditions are met:
where ε is a small value. Definition 2. The solution set X is continuous, if for any two solutions from the set x i , x j ⊆ X and some small positive value we can get a fundamental sequence
Definition 3. ε -neighborhood of solutions in continuous solution set is a set of all solutions, with the following conditions fulfilled ∆( x, x j ) ≤ ε.
Let the nonnegative functional be given on the continuous solution set
Let the functional have the following property: for any solution x i ∈ X and given positive value δ there exist a solution x j ∈ X and the value ε > 0 such that the following conditions are satisfied
It means that the functional has continuous values of estimates on the set of solutions X. Theorem 1. If on a continuous set of solutions X a functional has a unimodal minimum for a solution x − ∈ X, then for any solution x i ∈ X, x i = x − we can always get a fundamental sequence
under the following conditions
Proof. Consider a solution x i ∈ X. In its ε-neighborhood we find a solution x i 1 with minimal estimation of functional J(
). If such solution does not exist, then the solution x i ∈ X is a local minimum. According to the conditions the solution does not coincide with a minimum x − ∈ X which means that the functional is not unimodal. Therefore, that solution exists. Now consider ε -neighborhood of a solution x i 1 and we find in its neighborhood a solution x i 2 , for which the functional has a smaller value, J( x i 2 (t)) ≤ J( x i 1 (t)). Repeat this process until we find the minimum of the functional x − ∈ X in this neighborhood. All solutions found in ε -neighborhood taken in the reverse order will be the fundamental sequence (14). The theorem is proved.
Theorem 2. Let in continuous solution set X exist two solutions
Then the functional is not unimodal for the minimum problem
Proof. Consider ε-neighborhood of each solution x i , x j ∈ X. We find solutions in these neighborhoods with smaller values of functional estimates J(
). Now consider ε-neighborhoods of the found solutions x i 1 , x j 1 ∈ X. We find again solutions with smaller values of functional estimates in their ε-neighborhoods. Repeat this process until we find solutions x i L and x i K with ε-neighborhoods where no solutions exist with smaller values of functional estimates. If these minimums coincide, x i L = x i K , than it means that for solutions x i , x j ∈ X we can build a fundamental sequence for which the conditions(15) of the theorem are not satisfied. Hence these solutions don't coincide x i L = x j K . It means that functional for a solution set is not unimodal. The theorem is proved.
Consider projections of solutions in R 2 . We consider only two components from all of the components of solutions
T . Let it be components x 1 , x 2 . So we consider subspace
Let the closed area be defined in D ⊆ R 2 . We determine a size of the area from its diameter.
Definition 4. The constructive diameter of a closed area is called the diameter of the maximum sphere inscribed in this area. Let S be a sphere of maximal size included in D
where x * 1 , x * 2 are the coordinates of the center of the circle. Then the diameter of the area D is equal 2R and ∀x 1 , x 2 , with S(
Consider a set of solutions in R 2 from the point y 0 = Cx 0 to the point y f = Cx f . A solution set in R 2 starting from y 0 and finishing in y f , and complemented by terminal stability conditions (8) we denote as Y.
Theorem 3. If in a solution set Y exist two solutions y i and y j with the distance ∆( y i , y j ), then it is impossible to place the area with the diameter 2R > ∆( y i , y j ) between these solutions in such way that the solutions y i and y j did not cross this area.
Let's set an area D ⊆ R 2 with diameter 2R. Let's take a point (x 
We transform all solutions y
T from Y to polar coordinates {ρ, ϕ} and obtain solutions in the form p 
where ϕ i (t), ϕ j (t) are angular components in the representation of solutions
T by equations (17), (18). These is enough that distance between solutions y i , y j was not less than 2R
Proof. Consider the Fig. 1  Fig.1 shows the case, where angles ϕ i (t f ) and ϕ j (t f ) differ in value 2π. The solutions in polar coordinates
T start at the momentt = 0 with an angle ϕ 0 and finish with an angle ϕ f , here a solution p i (t) moves in clockwise order, and a solution p j (t) moves contra clockwise. Because ϕ 0 > ϕ f , and the solution p j (t) moves toward increasing of an angle, then ϕ j (0) = ϕ 0 − 2π. Hence,
132 Figure 1 . Solutions in polar coordinates.
From these equations we obtain | ϕ
According to the theorem 3 if the distance between solutions is less than 2R, than these solutions will cross the area D and will not meet the conditions of the theorem. The theorem is proved.
Let us introduce a functional (12) on the set of solutions. Assume an area D ⊆ R 2 defined in R 2 such that if a solution y k (t) crosses the area D, then the value of the functional increases significantly: ∀ y(t) ∈ Y a following condition fulfilled J( y(t)) < J(
Let us assume that in a solution set Y there exist two solutions y i (t) and y j (t), which do not cross the area D and fulfill (16). It means that any fundamental sequence between these solutions will contain a solution y k (t) which crosses the area D, therefore J( y k (t)) < J( y i (t)) and J( y k (t)) > J( y j (t)). According to the theorem 2 the functional will not be unimodal on a set of solutions Y.
Symmetrical Systems
Definition 5. If the system of differential equationsẋ = f (x, u(t)) has a partial solution x(t), with fulfilled boundary conditions: x(0) = x 0 , x(t f ) = x f , and the partial solution of the system of differential equationsẋ = f (x, − u(t f − t)) with initial conditions x(0) = x f is x(t f − t), then such system of differential conditions is called symmetrical system. Assertion 1. A system of differential equationsẋ = u(t) is symmetrical.
Proof. After integration of the system, we get
At t = 0, c = x 0 − v(0), therefore the partial solution of the system is
From the solution, we obtain at the moment t = t f
Now we consider an equationẋ = − u(t f − t).
To solve the equation denote z = t f − t, that why
By definition at t = 0 x(0) = x f , therefore we obtain
and
Q.E.D.
From the statement 1 follows that the system of differential equationṡ
where B(x) is a functionality matrix with dimension n × m which is symmetric. Lemma 1.
Proof.
Q.E.D. Really x(t f − t)) is the same trajectory as x(t)) in R n but with movement in the opposite direction.
Theorem 5. If u(t) is a solution of the optimal control probleṁ x = f (x, u),
is a symmetric system of differential equations. Then − u(t f − t)) is a solution of the optimal control problemẋ = f (x, u),
Proof. From the statement 1 it follows that if x(t) is a solution of the system with boundary conditions (20), than x(t f − t) is a solution of system with boundary conditions (21) and vice versa. Since the lemma 1 it follows that values of functional for both problems is equal. If there were a control u(t) for the boundary condition problem (21) which would provide the solution x(t) with smaller value of a functional, then there would also exist a solution x(t f − t) with smaller value of a functional for the problem with boundary conditions (20). In this case u(t) is not a solution for the optimal control problem. Hence, there is no such solution, which means that − u(t f − t) is the solution of the optimal control problem with boundary conditions (21). Q.E.D.
The theorem 5 shows why these systems are called symmetrical. For these systems, the optimal trajectory from the a A to a point B coincides with the optimal trajectory from the point B to the point A.
Theorem 6. In the problem of optimal control of two objectṡ
where i = 1, 2,
with boundary conditions
and symmetric identical models of objects (22) there are at least two optimal controls that are solutions of the problem.
Proof. Let u(t) be a solution of the optimal control problem. Then, according to theorem 4, − u(t f − t) it is also the optimal control for the problem with boundary conditions x 0,1 = x f,1 and x 0,2 = x f,2 . Since (23) we obtain
Since the objects are the same, we get the same optimal control problem. Therefore − u(t f − t) is also a solution to the same optimal control problem. Q.E.D.
One can add to the problem conditions of absence of rapprochement among objects.
Computational Experiment
Let us consider the problem of optimal control of a group of N objects with phase constraints. Given a mathematical model of a mobile roboṫ
where n is a dimension of model for one robot, in our case, n = 3, m is a dimension of control vector of one robot, here m = 2,
T , is a vector of state space of the group of robots,
T is a vector of control of the group of robots,j = 1, . . . , N, N is a number of robots in the group.
For the group of four robots, N = 4, we have 12 equations in the system (24) or 12 components of the state space and 8 components of the control vector
The controls values are limited
Initial states of robots are given
There is a static phase constraint
where r is some given positive value, x * 1 , x * 2 are the coordinates of static phase constraint center. To avoid collisions between the robots, we provide the following dynamic phase constraints
r 0 is a given positive value, j = 1, . . . , N − 1, i = j + 1, . . . , N .
From (29) we obtain the maximum number of checks of dynamic phase restrictions at j = N −1 and i = N :
As result, we obtain the number of combinations from N on 2.
Terminal states of robots are
Quality criterion is
where t f time of the end of simulation process t f = t, if t < t + and max ||∆x (i+j−1)n (t)|| 2 : j = 1, . . . , N < ε t + , otherwise (32)
+ is a maximum possible control time, ε is a small positive value. We provide phase constraints in quality criterion using Heaviside function
where β(x(t)) and δ k (x(t) are determined by formulas (27) and (28) On each interval, we approximate control of the object by functions depending on finite number parameters.
We set obtained control to zero by approximation functions if it satisfies the following restrictions
where u i (t) is an approximating function. For approximation of control, we use the fourth order Hermit polynomial, Bezier curve functions, cubic polynomials, piecewise linear function, and piecewise constant function.
We solved the nonlinear programming problem by five well known algorithms: algorithm of fast gradient descent (FGDA) [7, 8] , particle swarm optimization (PSO) [9, 10] , genetic algorithm (GA) [11, 12] , random search (RS) and adaptive algorithm of stochastic gradient (ADAM) [13] . The quality of search of evolutionary algorithms depends on the quantity of possible solutions in the initial set and the number of evolutionary transformations, therefore we estimate the effectiveness of algorithms by the number of calculations of target function and by the best-found solution. Note, that for the calculation of one value of a gradient the number of calculations of target function is equal to the dimension of search space. The results of computations are presented in Table 1 .
In the Table 1 column one shows the methods of transformation to the nonlinear programming problem: Cube is a cubic polynomial, Hermit is a Hermit polynomial, Bezier is a Bezier polynomial, Linear is an approximation by linear functions. Constant is an approximation by piecewise constant functions. Note, that values marked with * are given in series of 10 experiments. As it can be seen from Fig. 2 shows obtained trajectories of four mobile robots on the plane. In the state vector for all robots these are coordinates (x 1 , x 2 ), (x 4 , x 5 ), (x 7 , x 8 ), (x 10 , x 11 ). All control objects have reached terminal points and have not broken static constraints. The forms of obtained trajectories are evidently not optimal and can be improved.
Conclusion
The study considers conditions under which functionals in optimal control problems with phase constraints and control of a group of objects are not unimodal. As an example, an optimal control problem with phase constraints for 4 mobile robots is solved. Gradient methods in such problems showed unstable results. The values of functional in different series of experiments differ in more than two times. It is experimentally shown that evolutionary algorithms are more suitable for the solution of optimal control problems.
