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We investigate a temporal evolution of an impurity atom in a one-dimensional trapped Bose
gas following a sudden change of the boson-impurity interaction strength. Our focus is on the
effects of inhomogeneity due to the harmonic confinement. These effects can be described by an
effective one-body model where both the mass and the spring constant are renormalized. This is
in contrast to the classic renormalization, which addresses only the mass. We propose an effective
single-particle Hamiltonian and apply the multi-layer multi-configuration time-dependent Hartree
method for bosons to explore its validity. Numerical results suggest that the effective mass is
smaller than the impurity mass, which means that it cannot straightforwardly be extracted from
translationally-invariant models.
I. INTRODUCTION
Low-energy quantum states of an impurity in a homo-
geneous infinite environment can often be characterized
by only the momentum P of the impurity, such that the
energies are
E(P ) ' + P
2
2meff
, (1)
where  and meff are parameters. E(P ) is the energy of a
free particle with the mass meff , which enables the notion
of a polaron: A quasiparticle that describes low-energy
properties of an impurity in a medium [1, 2]. The idea of
a polaron was put forward in solid state physics to under-
stand the motion of an electron in a polarizable solid [3].
Nowadays, the polaron concept is used to describe other
impurities such as a 3He particle in superfluid 4He [4], a
proton or a Λ-baryon in nuclear matter [5, 6], or a pro-
ton in proton conductors [7]. Concerning applications,
the polaron concept is vital to computing properties of
various strongly correlated electronic materials [8, 9], and
organic semiconductors of technological significance [10].
To employ the picture of the polaron, the values of
meff and , and the limits of applicability of Eq. (1) must
be specified. To this end, one can use experimental data
or (in the absence of such data) ab initio calculations.
The latter are arguably the simplest that give insight
into the interplay between one- and many-body physics.
Still, only approximate solutions are available. Mixtures
of cold atoms that put these solutions to the test [11–22]
inspire the discussion between the polaron theories and
experiments, which sheds new light onto the underlying
physics not only in cold atoms, but also in more practi-
cally relevant materials.
Our paper contributes to this dialogue by studying ef-
fective descriptions of an impurity in a one-dimensional
environment. The main focus is on an impurity in a
harmonically-trapped Bose gas (see Refs. [23–26] for an
impurity in a trapped Fermi gas), which is a theoretical
model used to analyze certain cold-atom experiments,
see e.g. Ref. [27]. Recent studies have already addressed
the corresponding trap effects on static [28, 29] and dy-
namic properties [30–35] of an impurity. The latter, how-
ever, employed various assumptions, e.g., the local den-
sity or mean-field approximations, whose validity is hard
to test. Here we perform a variational beyond-mean-field
analysis of the quench dynamics initiated by a sudden
change of the impurity-environment interaction. Our nu-
merical tool to explore the dynamics is the Multi-Layer
Multi-Configuration Time-Dependent Hartree method
for Bosons (ML-MCTDHB) [36–41]. The ML-MCTDHB
results allow us to identify parameters for which an effec-
tive one-body description is appropriate. They demon-
strate the necessity to renormalize both the mass and
the spring constant in the corresponding effective Hamil-
tonian, and reveal that the mass of the dressed impurity
can be smaller than its bare mass.
This work is structured as follows. Section II presents
the Hamiltonian of interest. Section III introduces the
effective Hamiltonian for an impurity in a homogeneous
Bose gas. In Sec. IV we extend the effective Hamilto-
nian of Sec. III to the inhomogeneous case. The effective
model is explored here by using the ML-MCTDHB re-
sults for the quench dynamics. In Sec. V we summarize
our findings and provide an outlook for future research.
In Appendix A we derive a non-linear Schro¨dinger equa-
tion, which is used to formulate the effective description
of an impurity in a homogeneous Bose gas. Appendix B
addresses the impurity’s wavefunction within our effec-
tive Hamiltonian model. In Appendix C we describe the
ML-MCTDHB approach. Appendix D provides details of
our numerical simulations and analyses the accuracy of
the ML-MCTDHB results. Finally, Appendix E presents
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2the dynamics of the probability density of the impurity
and compares the ML-MCTDHB results with those of
the effective model.
II. HAMILTONIAN
We consider an impurity atom in a weakly-interacting
trapped one-dimensional Bose gas. The Hamiltonian is
motivated by the cold-atom experiments [27, 42–44]
H =
N∑
i=1
h(xi) + h(y) + g
∑
i>j
δ(xi − xj) + c
N∑
i=1
δ(xi − y),
(2)
where xi (y) is the coordinate of the ith boson (impurity),
N is the number of bosons. The short-range interatomic
potentials are parametrized by g > 0 (boson-boson) and
c > 0 (boson-impurity). The one-body Hamiltonian
reads h(x) = − ~22m ∂
2
∂x2 +
mΩ2x2
2 , where m is the mass
and Ω is the trap frequency. The corresponding spring
constant is k ≡ mΩ2. For the sake of argument, the im-
purity and a boson are described by the same one-body
Hamiltonian h.
To find the low-energy eigenstates of H, one has to
address an (N + 1)-body problem. In the homogeneous
case qualitative features of these states are well under-
stood [34, 45–53]. The trapped case requires, however,
further exploration. In particular, the quench dynam-
ics is of immediate interest because it potentially can be
used to study meff [27, 34]. The analysis of the time
evolution upon the change: c = 0 at t < 0 to c > 0
at t ≥ 0, which can be realized, e.g., by using Feshbach
resonances [54, 55], is the main objective of our work.
However, to set the stage we first consider the homoge-
neous case, i.e., Ω = 0.
III. HOMOGENEOUS CASE
In the homogeneous case (for N → ∞ and finite den-
sity of bosons ρ) the eigenstates of H related to a ‘slow’
motion of the impurity are approximately parametrized
by the momentum of the impurity, see Appendix A. The
corresponding energies are given by Eq. (1), which moti-
vates the effective Hamiltonian
Heff = − ~
2
2meff
∂2
∂y2
, (3)
where (g/ρ, c/ρ) and meff(g/ρ, c/ρ) are referred to as the
self-energy and the effective mass, respectively. These
quantities can be measured in cold Bose gases. For ex-
ample,  can be related to the frequency shift of the
spectroscopic signal (cf. [18]), whereas meff can be ex-
tracted from the dynamics (cf. [27]). The values of  and
meff can also be computed [34, 45, 46]. We summarize
the theoretical expectations on  and meff in Fig. 1. To
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FIG. 1. The effective mass, meff/m, as a function of the
boson-impurity interaction strength, mc/(~2ρ). The curves
are calculated using a non-linear Schro¨dinger equation de-
rived for the ground state in Ref. [46] and extended here to
low-lying excited states, see Appendix A. The boson-boson
interaction strengths are mg/(~2ρ) = 0.05, 0.2, 1 (top to bot-
tom). The dots are the results of perturbation theory [45], see
Eq. (4). The short vertical lines denote c = g for the corre-
sponding curves. The inset shows the self-energy, m/(~2ρ2),
for mg/(~2ρ) = 0.02 and 0.2 (bottom and top) (cf. Ref. [46]).
obtain the data shown in this figure, we derive a non-
linear Schro¨dinger equation that describes the deforma-
tion of the Bose gas in the vicinity of the impurity (see
Appendix A) for P 6= 0, thus, extending the theory de-
veloped in [46] for the ground state. The derived equa-
tion assumes that there is no depletion of the Bose gas
and no boson-boson correlations, allowing us to solve it
analytically [33, 56–58]. The corresponding low-energy
spectrum has the form of Eq. (1), providing us with 
and meff . Both the self-energy and the effective mass in
Fig. 1 are increasing functions of the boson-impurity in-
teraction c: The impurity gains ‘weight’ when embedded
in the medium (meff > m). This gain can be large even
in the weakly-interacting regime (c→ 0, g → 0) provided
that c  g; the energy correction in this regime is not
important – it scales as
√
g [46]. Finally, we note that
in the weakly-interacting regime the effective mass was
derived from perturbative calculations within the Bogoli-
ubov approximation [45]
meff
m
= 1 +
2c2
3g3/2pi
√
m
~2ρ
. (4)
For the considered cases (see Fig. 1) this relation is ac-
curate for c . g.
IV. HARMONIC TRAP IMPACT
Cold-atom experiments are often performed in har-
monic traps, hence, the Hamiltonian (3) must be mod-
3ified to take this into account. If the trap does not
vary appreciably on the length scale given by the healing
length, then a natural extension of Eq. (3) to the trapped
case is
Htrapeff = (y)−
~2
2meff(y)
∂2
∂y2
+
ky2
2
, (5)
where (y) ≡ (g/ρ(y), c/ρ(y)) and meff(y) ≡
meff(g/ρ(y), c/ρ(y)) with  and meff from Eq. (3).The
functions (y) and meff(y) are defined only if the im-
purity is inside the cloud, i.e., it does not probe the
region with ρ(y) = 0 where g/ρ(y) and c/ρ(y) cannot
be specified. To gain some insight into the properties
of the Hamiltonian (5), let us consider g, c → 0 with
g  c. In this limit the leading order correction to
the energy can be assessed using first order perturba-
tion theory:  ' cρ (cf. [46] and Fig. 1). The correction
to meff is given by Eq. (4), thus, meff/m − 1 ∼ c2 and
can be neglected in the leading order. The density pro-
file ρ(y) can be estimated from the Thomas-Fermi ap-
proximation [59]: ρTF(|y| < R) = kR22g
(
1− y2R2
)
, and
ρTF(|y| > R) = 0, where R = (3gN/(2k))1/3. Therefore,
the effective Hamiltonian reads
Htrapeff ' −
~2
2m
∂2
∂y2
+
(
1− c
g
)
mΩ2y2
2
. (6)
This equation is expected to describe qualitatively the
c < g regime for weak and moderate interactions, where
the approximations used to derive Eq. (6) are accu-
rate. Three further comments are in order here: i) the
spring constant has to be always renormalized (cf. [30]
for highly-imbalanced Bose-Bose mixtures); ii) for c < g
and small g the dynamics is determined mainly by the
renormalization of the spring constant; iii) for c > g
the harmonic oscillator in Eq. (6) acquires a negative
spring constant, hence there is no reasonable ground
state of the Hamiltonian (6). Due to iii) below we con-
sider the cases with c < g and c > g separately. Note
that the value c = g is not exceptional for the homoge-
neous case (see Fig. 1), hence, the value c = g is special
only due to the external trap. The two regimes (c < g
and c > g) should not be confused with the miscible-
immiscible phase separation of two harmonically trapped
gases [60, 61], which requires a finite number of interact-
ing impurity atoms (cf. Ref. [30]).
To renormalize the mass and spring constant be-
yond Eq. (6), maintaining a simple form, we propose the
following Hamiltonian for c < g
H
trap
eff ' −
~2
2meff
∂2
∂y2
+
keffy
2
2
, (7)
where meff and keff are independent from each another.
The advantage of H
trap
eff is that it requires no knowledge
of the density of bosons ρ(y) – the effective parameters
, meff and keff do not depend on position. The disad-
vantage is that the effective parameters are not simply
connected to the homogeneous model (see below). Note
also that even though the Hamiltonian (7) seems more
complicated than the model in Eq. (3), the correspond-
ing propagator is well-known [62, 63], which grants an
easy access to various observables, see Appendix B for
an example.
A. Case with c < g
To test the proposed effective Hamiltonian (7), we in-
vestigate the time evolution of the impurity after a sud-
den change of c. We assume that at t < 0 the impu-
rity is non-interacting, i.e., c = 0, and the system is
in the ground state of H. At t = 0 there is a change
to c > 0, which for t > 0 leads to a breathing-type
oscillation of the density profile of the impurity. We
study these oscillations, assuming the values N = 100,
Ω = 2pi × 20Hz, g = 10−37Jm and m = m(87Rb), which
are typical for Rb atoms in quasi-one-dimensional geome-
tries [27, 64]. The corresponding parameters that define
the Bose density are R ' 19µm and ρ(0) ' 4/(µm).
The dimensionless interaction strength gm/(ρ(0)~2) is
approximately 0.33. We expect the local density approx-
imation, and hence Hamiltonian (5), to be accurate for
these parameters. Indeed, the size of the hole created by
an impurity in a homogeneous Bose gas is of the order
of the healing length [45, 46]
√
~2/(gmρ(0)) ' 0.4µm,
which is much smaller than the relevant length scales
of the problem, such as the harmonic oscillator length√
~/(mΩ) ' 2.5µm. Note also that for these parame-
ters and c = g, the effective mass at the center of the
trap is meff(0)/m ' 1.1. The renormalization is larger at
the edges of the Bose gas where the density of bosons is
smaller (see Eq. (4)). Therefore, a noticeable renormal-
ization of meff can be anticipated.
We determine the size (variance) of the impurity cloud
〈y2〉 first using the ML-MCTDHB. In this method the
many-body wavefunction is variationally optimized in a
time-dependent basis. The size of the basis is determined
by looking at the convergence of the observable of inter-
est. For a more detailed description of this method and
estimates of its accuracy we refer to Appendices C and D,
correspondingly Then we calculate 〈y2〉 within our one-
body effective model (7). The latter model has the pa-
rameters meff and keff , which are found by fitting to the
numerical results; see Fig. 2. The parameter  defines
an overall energy shift, which cannot be obtained from
the dynamics. We compare 〈y2〉 for c = 0.1g (weakly
interacting impurity) and c = 0.9g (interactions are of
the same order), see Fig. 2. The Hamiltonian (7) de-
scribes both cases well. For c = 0.1g the agreement is
excellent; for c = 0.9g the model (7) is less accurate: For
long evolution times we observe an attenuation of the os-
cillation amplitude. This attenuation occurs because the
impurity probes the free space outside the bosonic ensem-
ble, which is beyond the description provided by Eq. (7).
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FIG. 2. The size of the impurity cloud 〈y2〉(t)/〈y2〉(0) as
a function of time (in ms). The (red) solid curves show the
ML-MCTDHB results. The blue dots illustrate the fits with
the effective Hamiltonian (7). The yellow triangles are the re-
sults of the Hamiltonian (6) (no fit parameters). The (black)
dashed curve (in (a)) shows the result obtained using the two
coupled Gross-Pitaevskii equations (GPE), the green squares
are the fits with (7). Panel (a) is for c = 0.1g, the parame-
ters fitted to the ML-MCTDHB results are meff/m = 0.983,
keff/k = 0.87; to the mean-field results they are meff/m =
1.006, keff/k = 0.9054. Panel (b) is for c = 0.9g, the fit
parameters are meff/m = 0.937, keff/k = 0.104.
Furthermore, by analogy to systems with heavy impuri-
ties [50, 58, 65, 66], there is an energy exchange between
the Bose gas and the impurity which is not included in
Eq. (7) (cf. [67]). The energy exchange is expected to
increase when the impurity interacts with the tail of the
Bose cloud where the parameter c/ρ(y) is large, see also
Ref. [68] for a more detailed analysis of the energy ex-
change.
The renormalization of the mass and spring constant
has to be performed even for tiny interactions to accu-
rately describe the ML-MCTDHB data (see also Fig. 3).
To fit the data, we must have meff/m < 1, which is
at odds with our intuition from the homogeneous model
(see Fig. 1). The beyond-mean-field corrections captured
by our method (cf. [69, 70]) are crucial for this effect. Fig-
ure 2(a) presents the corresponding calculations using
the two coupled Gross-Pitaevskii equations [59, 71, 72]
(see also Appendix C), which disagree with the ML-
MCTDHB results and suggest meff/m > 1. The renor-
malization of the frequency agrees with the results of
Ref. [30] derived for an imbalanced Bose-Bose mixture.
However, since we work with a single impurity, there are
no collective excitations, which sets our findings apart
from those in [30] even at the mean-field level.
To calculate the optimal values of meff/m and keff/k
for c/g ∈ [0.1, 1], we minimize the sum
χ2 =
M∑
i=1
(〈y2〉H(ti)− 〈y2〉H
trap
eff (ti))
2
M〈y2〉(0) , (8)
where M is the number of used data points. Note that
meff and keff depend on the choice of the time interval
[t1 = 0, tM ]. We use two values of tM to illustrate this
statement: tM1 = 120ms, which is the timespan of our
numerical simulations (see Fig. 2), and tM2 , which is the
time when 〈y2〉 reaches its maximum for the first time
(e.g., tM2 ' 13ms in Fig. 2 (a)). The corresponding
values for meff and keff are presented in Fig. 3. The
two sets agree, their difference being less than 1.5% does
not affect our main findings. Note that the values of
meff and keff that minimize Eq. (8) describe accurately
also other quantities, such as overlaps and densities, see
Appendix E. Therefore, the effective Hamiltonian H
trap
eff
is universal, in the sense that it does not depend on the
low-energy observable of interest.
B. Case with c > g
The one-body description (7) is valid for c/g . 1
for all considered time intervals, which is quantified by
small values of χ2. For larger values of c/g the impu-
rity probes the edges of the cloud which is not captured
by H
trap
eff . Still, the effective Hamiltonian describes well
also the dynamics for c > g at short time scales. To il-
lustrate this, we minimize Eq. (8) using the time interval
[0, 32ms] (see Fig. 3), for which the impurity is always in-
side the bosonic ensemble. For larger times, the impurity
is pushed to the edge of the Bose gas, and the effective
description (5) becomes invalid: The part of the space
that is not occupied by the Bose gas must be included
into the effective description [73]. One can extend Eq. (5)
to y > |R| by using a free oscillator or some alternative
effective Hamiltonian, e.g., from Ref. [28]. However, such
an investigation goes beyond the polaron description of
Eq. (5) since the density of the Bose gas vanishes for
y > |R|.
C. Beyond-mean-field corrections
The results presented in Fig. 3 differ considerably from
the mean-field predictions even for c → 0. This devia-
tion is due to the correction to the Thomas-Fermi den-
sity of bosons resulting from beyond-mean-field correla-
tions, which are included in the ML-MCTDHB results.
To show this, we determine the density of bosons via
ML-MCTDHB, ρMB(y), at t = 0. The correspinding
5χ2
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FIG. 3. (a): The effective mass meff/m: The squares (dots)
show the effective masses that minimize χ2 for the time in-
terval [0, tM1 ] ([0, tM2 ]). The rhombi in the c > g region are
obtained using the time interval [0, 32ms]. (b): χ2 as a func-
tion of c/g. The plot markers are as in (a). The inset is a
semi-log plot of these data. (c): The effective spring constant
keff/k as a function of c/g. The (green) dashed line presents
the mean-field result, i.e., keff/k = 1 − c/g, see Eq. (6). The
solid curve shows the renormalization of the spring constant
from Eq. (13), and the (red) dotted line shows the correspond-
ing leading order in c. Note that the results of the two fitting
procedures (with tM1 and tM2) are indistinguishable on this
scale.
self-energy for c→ 0 is MB(y) ' cρMB(y). In this limit
one has to use the Hamiltonian
Htrapeff ' cρMB(y)−
~2
2m
∂2
∂y2
+
ky2
2
, (9)
instead of Eq. (6). We use the Hamiltonian (9) to cal-
culate 〈y2〉(t)/〈y2〉(0) for the parameters of Fig. 2(a),
see Fig. 4. The corresponding density ρMB is shown in
the inset of Fig. 4. The figure demonstrates that the
Hamiltonian (9) describes well the ML-MCTDHB re-
sults. Therefore, the corrections to the Thomas-Fermi
profile can indeed renormalize keff as well as meff . To
illustrate how ρMB renormalizes the effective mass and
the spring constant we express it as ρMB(y) = α
(2)y2 +
(ρMB − α(2)y2), where α(2) defines the renormaliza-
tion of the spring constant. For simplicity, we assume
that α(2) = −k/2g, i.e., as in the Thomas-Fermi pro-
file. The effective mass parameter mimics the action of
(ρMB(y)−α(2)y2). For the sake of discussion, we assume
that the effective mass is used to account for the transi-
tion from the ground to the second excited state of the
harmonic oscillator (which is the major transition for the
dynamics we observe), i.e.,
〈0| ~
2
2meff
∂2
∂y2
|2〉 = 〈0| ~
2
2m
∂2
∂y2
− c(ρMB(y)− α(2)y2)|2〉.
(10)
In the limit c→ 0 the effective mass reads
meff
m
= 1 + c
〈0|(ρMB(y)− α(2)y2)|2〉
〈0| ~22m ∂
2
∂y2 |2〉
. (11)
For the system under consideration, this expression leads
to meffm ' 1− 0.594c/g. It predicts that meffm < 1 for the
ML-MCTDHB density profiles, in agreement with the
results presented in Fig. 3(a).
To provide further analytical insight we derive the fol-
lowing beyond-mean-field self-energy
BMF (y) ' cρTF + c
√
gmρTF (y)
~2pi2
− c2
√
mρTF (y)
8g~2
. (12)
The first term here is the already discussed mean-field
result. The second term is due to the beyond-Gross-
Pitaevskii correction to the Thomas-Fermi density. To
calculate it, we combined the local density approximation
with the fact that the chemical potential must be con-
stant in the external field [74, 75]: kx2/2 + ∂ε(x)/∂N =
const (cf. [76]), where ε(x) is the energy of the ground
state of H for c = 0, k = 0 and a fixed density of
bosons ρ(x). The correction to ρTF is obtained utilizing
ε ' Ngρ/2 − 2g3/2N√ρ/(3pi)√m/~2 [79]. This proce-
dure for calculating the density was successfully tested
with the density-matrix renormalization group [80]. The
last term in Eq. (12) is the c2-term in the expansion of
(y) in powers of c (assuming ρ = ρTF) [81]. The energy
BMF (y) allows us to calculate keff/k for c→ 0
keff
k
' 1− c
g
− c√
2~ΩRpi
+
c2
4~ΩRg
. (13)
This equation agrees qualitatively with the results based
on ML-MCTDHB, see Fig. 3(c). It is worthwhile not-
ing, that the beyond-mean-field correction: i) vanishes
in the limit R,N → ∞ for a fixed value of Ω, and ii)
grows in the limit Ω → 0 with fixed N . The density
of bosons goes to zero in the latter case, which, indeed,
implies strong beyond-mean-field correlations, in partic-
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FIG. 4. The size of the impurity cloud 〈y2〉(t)/〈y2〉(0) for
c/g = 0.1 as a function of time (in ms), the parameters are as
in Fig. 2(a). The solid (red) curve shows the ML-MCTDHB
results. The blue dots are generated using Eq. (9), the orange
rectangles are obtained using BMF (y) instead of cρMB in
Eq. (9). The inset shows the ML-MCTDHB density of bosons.
ular, fermionization [77]. We also verified ii) numerically
using Ω = 2pi × 4Hz for c/g = 0.1 (all other parameters
as before). We observed that the corresponding effec-
tive parameters (meff/m = 0.967, keff/k = 0.826) devi-
ate stronger from the mean-field prediction than those in
Fig. 3 for c/g = 0.1.
Note that the beyond-mean-field density profile of
bosons ρTF +
√
gmρTF /(~pi), which produces the two
first terms of BMF in Eq. (12), is somewhat different
from ρMB and leads to different values of 〈y2〉(t)/〈y2〉(0),
see Fig. 4. This difference is not surprising, since it is
clear that Eq. (12) does not include all possible correc-
tions to the Thomas-Fermi profile. For example, Eq. (12)
has been derived using the local density approxima-
tion, and hence boundary effects are not fully captured
(cf. [82]). The impurity dynamics is sensitive to these
corrections to ρTF (see Fig. 4), hence, it can potentially
be employed as a witness of beyond-mean-field physics
to test theoretical methods that describe it.
V. SUMMARY
We explore properties of a single impurity atom in a
weakly-interacting one-dimensional Bose gas. First, we
consider the homogeneous case where the low-lying en-
ergy states can be described using the effective mass,
which is larger than the bare mass of the impurity. Then
we use the concepts derived in the homogeneous case to
describe the time dynamics of an impurity in a Bose gas
in trapped cold-atom systems. We propose a correspond-
ing effective Hamiltonian to analyze this dynamics. The
effective mass and the spring constant are obtained from
the time evolution of the size of the impurity cloud, which
is calculated using the ML-MCTDHB method. The ef-
fective mass is found to be smaller than the bare mass of
the impurity, which we explain using the ML-MCTDHB
density profile for bosons.
Our work sets the stage for several interesting future
investigations. An intriguing prospect is to consider a
quench dynamics of a Bose gas with two impurities. Such
an investigation should allow one to understand the im-
portance of impurity-impurity correlations induced by
the Bose gas. Another interesting direction would be
to study the emergent correlation effects in Bose-Fermi
or Fermi-Fermi mixtures.
Note added: The limits of applicability of the model
employed to describe an impurity in a homogeneous Bose
gas were briefly discussed in Refs. [83, 84].
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7Appendix A: A non-linear Schro¨dinger equation for an impurity in a Bose gas
Here we consider the Hamiltonian (2) from the main text without external traps, i.e., with Ω = 0
H = −
∑
i
~2
2m
∂2
∂x2i
− ~
2
2m
∂2
∂y2
+ g
∑
i>j
δ(xi − xj) + c
∑
i
δ(xi − y). (A1)
For the sake of argument, we assume that the particles move in the interval [0, 2piR] with periodic boundary conditions,
i.e., in a ring of radius R. The basis set for this problem can be written as {ein1x1+...+nNxN+myR }, where nj and m
are integers. L ≡ 1R (n1 + ... + nN + m) is an integral of motion, therefore, an eigenfunction of H can be written as
Ψ = eiyLψ(z1, ..., zN ) with zi = 2piRθ(y − xi) + xi − y, where θ(x) is the Heaviside step function, i.e., θ(x > 0) = 1
and zero otherwise. The variables zi are defined such that 0 ≤ zi ≤ 2piR. Upon inserting this function into the
Schro¨dinger equation, HΨ = EΨ, we obtain the following equation for ψ(0 < zi < 2piR) [89]
− ~
2
2m
∑
i
∂2ψ
∂z2i
− ~
2
2m
(∑
i
∂
∂zi
)2
ψ + iL
~2
m
∑
i
∂ψ
∂zi
+ g
∑
i>j
δ(zi − zj)ψ =
(
E − ~
2L2
2m
)
ψ, (A2)
which should be supplemented with the boundary conditions at zi = {0, 2piR}:
ψ(zi = 0) = ψ(zi = 2piR);
∂ψ
∂zi
∣∣∣∣zi=0+
zi=2piR−
=
cm
~2
ψ(zi = 0). (A3)
Note that this equation for L = 0 has been obtained and discussed in [46]. Now we assume that all of the bosons are
in one state, i.e., we look for the wave function of the form ψ =
∏
i Φ(zi). To minimize the energy, the function Φ(z)
satisfies the following non-linear Schro¨dinger equation
− ~
2
m
∂2Φ
∂z2
+ i
~2L
m
∂Φ
∂z
− i~
2(N − 1)A
m
∂Φ
∂z
+ g(N − 1)|Φ|2Φ + cδ(z)Φ = µΦ, (A4)
where A = −i ∫ Φ(x)∗ ∂∂xΦ(x)dx defines the momentum of a boson, and µ is the chemical potential. We rewrite this
equation as
− ∂
2Φ
∂z2
+ il
∂Φ
∂z
+ g˜(N − 1)|Φ|2Φ + c˜δ(z)Φ = µ˜Φ, (A5)
where µ˜ = mµ~2 , g˜ =
gm
~2 , c˜ =
cm
~2 and the momentum of the impurity is P ≡ ~l = ~(L−A(N −1)) [90]. This non-linear
equation has an analytic solution for the soliton-like behavior [33, 56–58], which determines the properties of the
polaron in our problem. Due to the symmetry of the problem it is enough to consider only 0 < z < piR, where
Φ =
√
µ˜
g˜(N − 1)
(
1− βsech2
[√
µ˜β
2
(z + z0)
]) 1
2
eiφ(z), (A6)
with
φ(z) = arctan

√
2l2
µ˜ β
exp
[√
2µ˜β(z + z0)
]− 2β + 1
 . (A7)
Here β = 1 − l2/(2µ˜). The corresponding chemical potential in the thermodynamic limit is found from the normal-
ization condition
∫
Φ2 = 1,
µ˜ = γρ2
N − 1
N
(
1− 2
√
2β
(tanh(d)− 1)√
γN
)
, (A8)
8where ρ = N/(2piR), γ = g˜/ρ, and d =
√
(2γρ2−l2)
4 z0. The condition on z0 is found by matching the boundary
conditions at z = {0, 2piR}
c˜
ρ
√
2γ
=
β
3
2 tanh(d)
−β + cosh2(d) , (A9)
where β is taken in the limit N → ∞. The equation is cubic (in tanh(d)), hence, the solutions can be found in a
closed form; there are two relevant solutions, which we refer to as the polaron and the soliton-polaron pair, the latter
is unstable (cf. Ref. [58]) and we do not discuss it here. Now we can calculate the energy of the polaron, which we
define as
E = lim
N→∞, N2piR→ρ
[E(c, P )− E(c = 0, P = 0)] , (A10)
where
E(c, P ) = µN − ~
2A2N(N − 1)
2m
− gN(N − 1)
∫ piR
0
|Φ|4dz + ~
2L2
2m
. (A11)
Using these expressions we derive
E =
P 2
2m
+
√
2γβρ2~2
3m
[
4b+ (−4b+ βsech2(d)) tanh(d)]+ lim
N→∞
l~2A(N − 1)
m
, (A12)
where b = 1 + l
2
4g˜ρ , and β is taken in the limit N →∞. This energy for l→ 0 can be written as
E ' P
2
2m
+ + αP 2, (A13)
where  was derived in Ref. [46] (but not the effective mass). This equation allows us to introduce the effective mass
as 1/meff = 1/m+ 2α; see Fig. 1 of the main text.
Appendix B: Quench dynamics from the effective Hamiltonian
Here we discuss the dynamics of the impurity, which at t = 0 is in the ground state of the initial Hamiltonian, i.e.,
φ(y, t = 0) =
(
mΩ
pi~
) 1
4
e−
mΩy2
2~ , (B1)
and at t > 0 its evolution is determined by the Hamiltonian
H
k
eff = −
~2
2meff
∂2
∂y2
+
meffΩ
2
effy
2
2
. (B2)
For simplicity in this section we set  = 0 and ~ = m = 1. The wave function is written as
φ(y, t) =
∫
dy′K(y, y′, t)φ(y′, 0), (B3)
where K(y, y′, t) is the propagator (see, e.g., Refs. [62, 63])
K(y, y′, t) =
(
Ωeffmeff
2piI sin(Ωefft)
) 1
2
e
iΩeffmeff
2 sin(Ωeff t)
[(y2+y′2) cos(Ωeff t)−2yy′]. (B4)
9The integrand is a Gaussian function, therefore, the integral can be easily computed. The wave function φ(y, t) is
φ(y, t) =
(√
Ω
Ωeffmeff
i
√
pi sin(Ωefft)
) 1
2 e
meffy
2Ωeff (−imeffΩeff−Ω cot(Ωeff t))
2iΩ+2meffΩeff cot(Ωeff t)√
Ω− imeffΩeff cot(Ωefft)
. (B5)
This function can be used to calculate observables, e.g., the density.
Appendix C: Many-Body Numerical Approach
Let us briefly discuss the main features of our computational methodology: The Multi-Layer Multi-Configuration
Time-Dependent Hartree Method for Atomic Mixtures (ML-MCTDHX) [36, 37]. The ML-MCTDHX is a variational
method for investigating stationary properties and nonequilibrium quantum dynamics of time-dependent many-body
Schro¨dinger equations that describe Bose-Bose [38, 39], Fermi-Fermi [40] and Bose-Fermi mixtures [41]. A key feature
of this method is the expansion of the total many-body wavefunction in a time-dependent and variationally optimized
basis, which enables one to efficiently track the system’s important intra- and interspecies correlations with a com-
putationally feasible basis size. In other words, it allows us to span the relevant (for the system under consideration)
subspace of the Hilbert space at each time instant using a reduced number of basis states when compared to the
expansions that rely on time-independent bases. Below, we elaborate on the many-body wavefunction ansatz used to
simulate the nonequilibrium dynamics in the main text.
To account for interspecies correlations, we introduce M distinct species functions for each component, i.e. ΨAk (~x; t)
and ΨBk (y; t) where ~x = (x1, . . . , xN ) and y refer to the spatial coordinates of the bosons (below denoted as A) and
impurity (below denoted as B), respectively. Note that {Ψσk} forms an orthonormal Nσ-body wavefunction set in a
subspace of the σ = A,B species Hilbert space Hσ. The many-body wavefunction is then expressed according to the
truncated Schmidt decomposition [85] of rank M
ΨMB(~x, y; t) =
M∑
k=1
√
λk(t) Ψ
A
k (~x; t)Ψ
B
k (y; t), (C1)
where the Schmidt coefficients λk(t) in decreasing order are referred to as the natural species populations of the
k-th species function. To infer about the presence of interspecies correlations or entanglement we employ the
eigenvalues λk of the species reduced density matrix which e.g. for the N boson species reads ρ
N (~x, ~x′; t) =∫
dyΨ∗MB(~x, y; t)ΨMB(~x
′, y; t). The system is said to be entangled [86] or interspecies correlated when at least two
distinct λk(t) are macroscopically populated otherwise it is termed non-entangled. In the presence of entanglement
the many-body state cannot be expressed as a direct product of two states and a certain configuration of A species,
ΨAk (~x; t), is accompanied by a particular configuration of B species, Ψ
B
k (y; t), and vice versa.
Furthermore in order to incorporate intraspecies correlations each species function is expanded with respect to the
permanents of mA, mB different time-dependent single-particle functions (ϕ1, . . . , ϕmA), (ϕ1, . . . , ϕmB ) respectively.
Then, for the majority component consisting of N bosons the expansion reads
ΨAk (~x; t) =
∑
n1,...,nmA∑
ni=N
CAk,(n1,...,nmA )
(t)
N !∑
i=1
Pi
 n1∏
j=1
ϕ1(xj ; t) · · ·
nmA∏
j=1
ϕmA(xj ; t)
 , (C2)
while for the impurity it becomes
ΨBk (y; t) =
mB∑
l=1
CBk,(n1=0,...,nl=1,...,nmB=0)
(t)ϕl(y; t). (C3)
In Eq. (C2), P denotes the permutation operator that exchanges the particle configuration within the single-particle
functions. Moreover, in both expressions ni, i = 1, . . . ,m
σ is the occupation number of the single-particle function
ϕi(~x; t) for the σ = A and ϕi(y; t) for the σ = B species, while C
A
k,(n1,...,nmA )
(t) and CBk,(n1,...,nmB )
(t) correspond to the
time-dependent expansion coefficients of a particular permanent of the A and B component respectively. Utilizing a
variational principle, e.g., the Dirac-Frenkel [87, 88], for the above-mentioned ansatz (see Eqs. (C1), (C2), and (C3))
we obtain the corresponding ML-MCTDHX equations of motion [36, 37]. The latter consist of a set of M2 ordinary
linear differential equations of motion for the coefficients λk(t), coupled to a set of M [
(
N+mA−1
mA−1
)
+
(
mB
mB−1
)
] non-linear
10
integro-differential equations for the species functions, and mA +mB non-linear integro-differential equations for the
single-particle functions.
Note that the ML-MCTDHX provides us with the opportunity to operate within different approximation schemes.
For instance, the commonly used mean-field scenario can be easily studied with the choice M = mA = mB = 1.
Indeed, for this choice the many-body wavefunction ansatz reduces to the mean-field product state
ΨMF (~x, y; t) = Ψ
B
MF (y; t)
∏
i
ΨAMF (xi; t). (C4)
Here, ΨAMF (x; t) and Ψ
B
MF (y; t) are time-dependent functions. Following the Dirac-Frenkel variational principle [87,
88], the mean-field ansatz (C4) leads to the celebrated set of the coupled Gross-Pitaevskii equations [59, 71, 72]
i~
∂ΨAMF (x, t)
∂t
=
[
− ~
2
2m
∂2
∂x2
+
kx2
2
+ g
∣∣ΨAMF (x, t)∣∣2 + c ∣∣ΨBMF (y, t)2∣∣]ΨAMF (x, t),
i~
∂ΨBMF (y, t)
∂t
=
[
− ~
2
2m
∂2
∂y2
+
ky2
2
+ c
∣∣ΨAMF (x, t)2∣∣]ΨBMF (y, t). (C5)
Calculations based on this set of equations are presented in Fig. 2 of the main text. They disagree with the results
of the ML-MCTDHB, which means that the beyond-mean-field correlations are important to describe accurately the
dynamics of an impurity in a Bose gas.
Another commonly used approach is called the species mean-field approximation [36–39], in which M = 1, i.e., the
boson-impurity entanglement is neglected, but the boson-boson correlations are taken into account. The corresponding
ansatz for the wave function is written as
ΨSMF = Ψ
A
SMF (~x; t)Ψ
B
SMF (y; t), (C6)
where ΨASMF (~x; t) is of the form given in Eq. (C2). Using the Dirac-Frenkel variational principle [87, 88] we derive
time-dependent equations for ΨASMF and Ψ
B
SMF (y; t)∫
d~x
(
ΨASMF (~x; t)
)∗ [
H − i~ ∂
∂t
]
ΨASMF (~x; t)Ψ
B
SMF (y; t) = 0, (C7)∫
dy
(
ΨBSMF (y; t)
)∗ [
H − i~ ∂
∂t
]
ΨASMF (~x; t)Ψ
B
SMF (y; t) = 0. (C8)
These equations are beyond the Gross-Pitaevskii model, but less complicated than the ML-MCTDHB equations. For
the impurity dynamics the species mean-field approach is more accurate that the Gross-Pitaevskii model, since it
allows for a better description of the density of the Bose gas. This is seen from Eq. (C7) that describes the dynamics
of the impurity
i~
∂ΨBSMF (y, t)
∂t
− f(t)ΨBSMF =
[
− ~
2
2m
∂2
∂y2
+
ky2
2
+ cρSMF (y)
]
ΨBSMF (y, t), (C9)
where ρSMF is the density of bosons within the species mean-field approach. The function f(t) reads
f(t) =
∫
d~x
(
ΨASMF
)∗ ∑
i
(
− ~
2
2m
∂2
∂x2i
+
kx2i
2
)
+ g
∑
i>j
δ(xi − xj)− i~ ∂
∂t
ΨASMF , (C10)
it is real, hence, it affects only the phase of the wave function. Since ρSMF is exact for c = 0 and m
A → ∞, the
species mean-field approach includes, in principle, all correlations for c→ 0,∀g for the considered time intervals, but
must be corrected for larger values of c.
We use the species mean-field approximation to appreciate the importance of the entanglement between the impurity
and the environment. To this end, we study the size of the impurity cloud 〈y2〉(t)/〈y2〉(0), see Fig. 5. The species
mean-field results are close to those of the ML-MCTDHB for c/g = 0.1 (see Fig. 5 (a)), which implies that for this
interaction strength it is sufficient to allow for beyond-mean-field correlations only between the bosons. In sharp
contrast, the boson-impurity entanglement is crucial for the time dynamics at c/g = 0.8, see Fig. 5 (b).
11
● ● ● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ● ●
● ● ● ● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ● ● ● ● ● ● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ● ● ● ● ● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ● ● ● ● ● ● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ● ● ● ● ● ● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ● ● ● ● ● ● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ● ● ● ● ● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ● ● ● ● ● ● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ● ●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
0 20 40 60 80 100 120
1.00
1.05
1.10
1.15
y 
  (
t)/
   
   
(0
) 
2
2 y
● ● ● ● ● ● ●
● ● ●
● ●
● ●
● ●
● ●
● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ●
● ●
● ●
● ●
● ●
● ● ●
● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ●
● ● ●
● ●
● ●
● ●
● ●
● ●
● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
● ●
● ●
● ●
● ●
● ● ●
● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ●
● ● ●
● ●
● ●
● ●
● ●
● ●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●●●
●●●
●●●●●
●●●●●●●●●●●●●●●●●●●●●
●●●
●●●●
●●●●●●●●●●●●●●●●●●●●●●●●
0 20 40 60 80 100 120
0
1
2
3
4
5
6
t (ms) t (ms)
(a) (b)
FIG. 5. The size of the impurity cloud 〈y2〉(t)/〈y2〉(0) as a function of time (in ms). The (black) solid curves show the ML-
MCTDHB results. The (blue) dots present the corresponding species-mean-field approximation. Panel (a) shows the results
for c/g = 0.1, and (b) for c/g = 0.8. All other parameters are as in the main text.
Appendix D: Ingredients and convergence of the Many-Body Simulations
For our simulations, we employ a primitive basis consisting of a sine discrete variable representation that contains 450
grid points. To restrict the infinitely extended spatial region to a finite one, we impose hard-wall boundary conditions
at the positions x = ±42µm. This choice is justified by the fact that the Thomas-Fermi radius of the bosonic bath
is of the order of 19µm and we never observe significant density population beyond x = ±27µm. Consequently,
the location of the boundary conditions does not affect our results. Moreover, the truncation of the total system’s
Hilbert space, i.e. the order of the considered approximation, is denoted by the used orbital configuration space
C = (M ;mA;mB), where M is the number of species functions and mA, mB are the corresponding numbers of
single-particle functions used for each of the species. Regarding the numerical calculations presented in the main text
we have used the configuration C = (6; 3; 6), thus taking into acount 35028 coefficients of the available Hilbert space.
Next, let us briefly elaborate on the convergence of our many-body calculations, and test the accuracy of the
employed many-body truncation scheme. To this end, we vary the number of species functions and single-particle
functions within the orbital configurations. This shows the degree of sensitivity of the considered observables to the
employed approximation. For the sake of brevity here we present the convergence of our main observable, namely
the variance of each species, resorting to the relative difference of 〈X2(t)〉, 〈Y 2(t)〉 between the different numerical
configurations C = (M ;mA;mB) ≡ (6; 3; 6) and C ′ = (M ′;mA′;mB ′)
∆ 〈X2(t)〉CC′ =
∣∣〈X2(t)〉C − 〈X2(t)〉C′ ∣∣
〈X2(t)〉C
and ∆ 〈Y 2(t)〉CC′ =
∣∣〈Y 2(t)〉C − 〈Y 2(t)〉C′ ∣∣
〈Y 2(t)〉C
. (D1)
In Eq. (D1), 〈X2(t)〉 = 〈ΨMB(t)| xˆ2 |ΨMB(t)〉 − 〈ΨMB(t)| xˆ |ΨMB(t)〉2 and 〈Y 2(t)〉 = 〈ΨMB(t)| yˆ2 |ΨMB(t)〉 −
〈ΨMB(t)| yˆ |ΨMB(t)〉2. Here, xˆ =
∫
D
dx x Ψˆ†A(x)ΨˆA(x), yˆ =
∫
D
dy y Ψˆ†B(x)ΨˆB(x) and xˆ
2 =
∫
D
dx x2 Ψˆ†A(x)ΨˆA(x),
yˆ2 =
∫
D
dy y2 Ψˆ†B(x)ΨˆB(x) are one-body operators, while ΨˆA(x) and ΨˆB(x) refer to the A and B species field operator
respectively, and D is the spatial extent of integration. The case of ∆ 〈X2(t)〉CC′ → 0, ∆ 〈Y 2(t)〉CC′ → 0 indicates
negligible deviations in 〈X2(t)〉, 〈Y 2(t)〉 calculated within the C and C ′ approximations. Figure 6 shows ∆ 〈X2(t)〉CC′
and ∆ 〈Y 2(t)〉CC′ for N = 100 and the impurity atom with g = 1 following an interspecies interaction quench from
c = 0 to c = 0.8g (c < g) and c = 1.05g (c > g). Note that we fix C = (6; 3; 6) and examine the convergence
upon varying either M ′ or mA
′
, mB
′
. We argue that our results at small times are accurate since both ∆ 〈X2(t)〉CC′
and ∆ 〈Y 2(t)〉CC′ acquire relatively small values during the evolution. For the change to c = 0.8g [Figs. 6 (a), (b)]
we observe that ∆ 〈x2(t)〉CC′ (bath component) exhibits negligible deviations being smaller than 1% throughout the
dynamics, while ∆ 〈y2(t)〉CC′ (impurity component) reaches a maximum value of the order of 9% at large propagation
times. The same observations hold also for ∆ 〈X2(t)〉CC′ and ∆ 〈Y 2(t)〉CC′ for the change to c = 1.05g; see Figs.
6 (c), (d). Here, we observe that ∆ 〈X2(t)〉CC′ [∆ 〈Y 2(t)〉CC′ ] testifies relatively small deviations which become at
most 1% [11%] at long evolution times. We should also note that similar results can be obtained upon testing other
observables considered in the present effort e.g. the fidelity of the impurity (findings not shown here for brevity).
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FIG. 6. Evolution of the relative difference of the variance ∆ 〈X2(t)〉CC′ and ∆ 〈Y 2(t)〉CC′ for different orbital configurations
C = (6; 3; 6) and C′ (see legend) for the (a), (c) A (bosons) and (b), (d) B (impurity) species. In all cases the A-species consists
of N = 100 bosons. The boson-boson interaction strength is g = 10−37Jm. The figures describe the quench dynamics upon the
interaction change from c = 0 to (a), (b) c = 0.8g and (c), (d) c = 1.05g.
Appendix E: Time evolution of the probability density of the impurity atom
Here we discuss another observable, which can be easily determined using the proposed effective Hamiltonian: the
probability density for an impurity particle, ρI(y). First, we determine the ground state densities of the Hamiltonian
H for c/g = 0.1 and c/g = 0.3 using ML-MCTDHB to show that those agree well with the predictions of the effective
Hamiltonian, see Fig. 7. Second, we investigate the densities during the quench dynamics discussed in the main text.
We focus on the changes c/g = 0→ c/g = 0.1 and c/g = 0→ c/g = 0.9. For the former case, the densities obtained
by ML-MCTDHB and the effective Hamiltonian agree well for all values of t within the time interval [0, 120 ms].
The most noticeable deviation occurs around y = 0, but even there the relative difference is smaller than 1% for
all times. The case c/g = 0.9 is more interesting, and we discuss it in more detail, see Fig. 8. At small values of t
the ML-MCTDHB results agree with the predictions of the effective Hamiltonian. At t = 40ms there is an overall
agreement on the relevant scales (e.g., the size of the cloud), but the shapes of the densities are different. This is not
surprising, since at t = 40ms the impurity can probe the edges of the cloud, which is beyond the effective Hamiltonian.
At t = 80ms the impurity is closer to the center of the trap, and the densities agree better than at t = 40ms.
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