This paper proposes a regularized pairwise difference approach for estimating the linear component coefficient in a partially linear model, with consistency and exact rates of convergence obtained in high dimensions under mild scaling requirements. Our analysis reveals interesting features such as (i) the bandwidth parameter automatically adapts to the model and is actually tuning-insensitive; and (ii) the procedure could even maintain fast rate of convergence for α-Hölder class of α ≤ 1/2. Simulation studies show the advantage of the proposed method, and application of our approach to a brain imaging data reveals some biological patterns which fail to be recovered using competing methods.
Introduction
Partially linear model (PLM) is an important regression model, and has proven its usefulness in studying many complicated regression problems in numerous applications including those in neuroscience, genomics, economics, and finance. In those applications, an important goal is to estimate the linear component coefficient β * = (β * 1 , . . . , β * p ) T ∈ R p , which quantifies the effects of many covariates on response, from independent and identically distributed (i.i.d.) observations {(Y i , X i , W i ), i = 1, . . . , n} satisfying Y i = X T i β * + g(W i ) + u i , for i = 1, . . . , n.
(1.1)
(1) The ordinary linear regression models, when g(·) is constant-valued.
(2) Partially linear Lipschitz models, when g(·) satisfies a Lipschitz-type condition (see, for example, Condition 7.1 in Li and Racine (2007) for detailed descriptions).
(3) Partially smoothing spline models (Engle et al., 1986; Wahba, 1990) , when g(·) can be well approximated by splines.
(4) Partially linear jump discontinuous regression, when g(·) can contain numerous jumps.
In literature, Bunea (2004) , Bunea and Wegkamp (2004) , Fan and Li (2004) , Liang and Li (2009) , Müller and van de Geer (2015) , Sherwood and Wang (2016) , Yu et al. (2016) , Zhu (2017) , among many others, have studied the high dimensional partially linear model, largely following least squares approaches (Chen, 1988; Robinson, 1988; Speckman, 1988; Donald and Newey, 1994; Carroll et al., 1997; Fan and Huang, 2005; Cattaneo et al., 2017) . For example, Zhu (Zhu, 2017) proposed to estimate β * through a two-stage projection strategy:
, {F j , 0 ≤ j ≤ p} are a series of pre-specified function classes, · F j is the associated norm, · q is the vector q -norm, and [p] denotes the set of integers between 1 and p. In a related study, Müller and van de Geer (Müller and van de Geer, 2015) proposed a regularized least squares approach:
Here G is a pre-specified function class allowed to be of infinite dimension. Two tuning parameters λ n , µ n are employed to induce sparsity and smoothness separately. In this paper, we advocate using an alternative approach, Honoré and Powell's pairwise difference method (Honoré and Powell, 2005) with an extra lasso-type penalty, for estimating the sparse regression coefficient β * in high dimensions. Our contributions to the literature are summarized as follows:
(1) Methodologically, first, we show that the proposed regularized pairwise difference approach can automatically adapt to the unknown function g(·) without having to tailor the procedure. This is in contrast to the previously mentioned competitors, which often require a knowledge of some function classes, either G for regularized least squares estimators or {F j , 0 ≤ j ≤ p} for the projection approach. Second, we show that the bandwidth parameter in the algorithm enjoys the tuning insensitive property (Sun and Zhang, 2012) in the sense that it does not depend on the g(·)'s smoothness, leaving only one parameter to be tuned and is computationally efficient in implementation.
(2) Theoretically, we establish the estimation errors of the proposed estimator under explicitly stated conditions, reveal a sequence of approximation rates characterized by the smoothness of g (·) , and demonstrate that the proposed method often has mild scaling requirement compared favorably to its competitors, and is insensitive to heavy-tailed noises.
(3) Practically, we apply the proposed method to a real brain imaging data. Compared to its competitors, the regularized pairwise difference approach is shown to be capable of capturing biological patterns that fail to be revealed by others. This indicates that the proposed method is an appealing alternative to studying high dimensional complex data.
The rest of this paper is organized as follows. We introduce the regularized pairwise difference method in Section 2 with some pilot theoretical analyses. A more comprehensive theoretical analysis under a general smoothness condition is provided in Section 3. Synthetic data analysis is carried out in Section 4, and Section 5 studies a real brain imaging data. Discussions are put in Section 6, with additional results, technical challenges related to controlling U-processes and all the proofs relegated to a supplement. All notation is deferred to Section A1 of the supplement.
The regularized pairwise difference approach
Following the model (1.1), let's denote
as the pairwise differences of each variable. To motivate our procedure, we consider the naive condition W ij = 0, that is, the variables W i and W j in the nonparametric component are identical from two observations. Under such a condition, the nonparametric component g(·) has no effect in the difference of two observations. Therefore, we readily obtain the following fact
which immediately implies that
where f W ij (0) is the density value of W ij at 0. The above naive while critical observation naturally calls for a pairwise difference approach with an appropriately chosen kernel and bandwidth. In addition, it is almost necessary to add a certain regularization term in high dimensional scenarios with a sparse true coefficient β * . Therefore, we propose the following regularized pairwise difference estimator to estimate β * ,
Here h n is a specified bandwidth, λ n is a tuning parameter to control the sparsity level,
is an empirical approximation to L 0 (β), and K(·) is a nonnegative kernel function satisfying some common requirements (e.g., the box kernel suffices). When λ n = 0, we recover the original Honoré and Powell's estimator (Honoré and Powell, 2005) . When λ n > 0, we obtain a sparse solution that is more suitable for tackling high dimensional data. Two remarks are in-line.
Remark 2.1. The optimization problem (2.1) is smooth and convex when K(·) is a nonnegative kernel, and hence is computationally efficient. We also note that (2.1) could be rewritten as a weighted regularized least squares. In terms of computation, one notices that (2.1) is a U-statistic of degree 2. Hence, the computational complexity is at worst O(n 2 ). However, in contrast to many U-statistics, at various cases the computational complexity for solving (2.1) could be much lower than O(n 2 ) by, for example, choosing a kernel of bounded support.
Remark 2.2. There are two tuning parameters, h n and λ n , in the proposed procedure. However, as will be shown in Sections 2.2 and 3.2, compared to λ n , the bandwidth h n bears a tuning-insensitive property and much less effort is required for selecting it. In particular, if W is one-dimensional, we can assign h n to be 2(log p/n) 1/2 , which will automatically adapt to the g(·) function and achieve the best convergence rates we can derive. Interestingly, this bandwidth level (in terms of rate) is intrinsic and cannot be altered. For more details, see Remark 2.4 and Remark 3.5.
The regularized pairwise difference estimator is formulated as a natural M-estimator of
which is the population minimizer of L n (β, h n ) with the choice of bandwidth h n . Note that in general β * hn is neither equal to β * nor sparse, although it is expected that β * hn converges to β * as h n → 0. In order to assess the performance of β hn in terms of β hn − β * 2 , typically one would compute two terms β hn − β * hn 2 and β * hn − β * 2 separately with an extra sparsity assumption on β * hn (cf. Fan et al. (2017) and Han et al. (2017) ). In contrast, in our case it is unnatural to assume β * hn to be sparse, and raises concerns on the rationality of the method in high dimensions. For handling this challenge, a general framework for analyzing such M-estimators is proposed. This general method does not always rely on a decomposition of β hn − β * hn 2 and β * hn − β * 2 and thus facilitates the analysis of our proposed estimator to achieve desired rates of convergence. It is also of independent interest. For this reason, in the next two sections, we introduce this general method and then focus on its application to the proposed pairwise difference approach when g(·) belongs to some specific function classes such as general α-Hölder classes and certain discontinuous ones. We leave more general theoretical results to Section 3. In the sequel, it is always assumed that W is of dimension one for presentation simplicity, with extension to multivariate W discussed in Section 6.4.
A general framework
Let θ * ∈ R p be a p-dimensional parameter of interest. Suppose that Z 1 , . . . , Z n with n < p follow a distribution indexed by parameters (θ * , η * ), where η * is possibly infinite-dimensional and stands for a nuisance parameter. Suppose further that θ * minimizes a loss function Γ 0 (θ) defined on R p , which is independent of choice of the nuisance parameter and difficult to approximate. Instead, we observe a {Z 1 , . . . , Z n }-measurable loss function,
and for a chosen bandwidth h n > 0 and a tuning parameter λ n ≥ 0 that scale with n,
To motivate this setting, recall that the regularized pairwise difference estimator defined at the beginning of Section 2 can be formulated into this framework, with
In this section, we present a general method for establishing consistency of θ hn to θ * with explicit rate of convergence provided. This method clearly has its origins in Negahban et al. (2012) , and is recast into the current form for the purpose of our setting.
Before introducing the main result, some more assumptions and notation are in order. For establishing consistency in high dimensions, we need a notion of intrinsic dimension (Amelunxen et al., 2014 ) that has to be of order smaller than n. This paper is focused on sparsity, an assumption that has been well-accepted in literature (Bühlmann and van de Geer, 2011) .
Assumption 1 (Sparsity condition). Assume that there exists a positive integer s = s n < n such that θ * 0 ≤ s.
Of note, θ * h is usually no longer a sparse vector. Thus, the framework in Negahban et al. (2012) cannot be directly applied to obtain the error bound between θ hn and the population minimizer θ * hn . In addition, our ultimate goal is to provide the rate of convergence of θ hn to θ * rather than θ * hn . These two facts motivate us to characterize the behavior of θ hn by carefully constructing a surrogate sparse vector θ * hn ∈ R p , which possibly depends on h n . Then the estimation accuracy of θ hn can be well controlled via bounding θ hn − θ * hn and θ * hn − θ * separately. Specifically, for the latter term we assume that there exist a positive number ρ n and an integer s n > 0 such that
Possible choices of θ * hn include θ * and a hard thresholding version of θ * hn . Note that we do not pose any sparsity assumption on θ * h . We then proceed to characterize the first term θ hn − θ * hn above by studying the relation between h n and λ n through the surrogate sparse vector θ * hn . This characterization is made via the following perturbation level condition that corresponds to Equation (23) in Negahban et al. (2012) .
Assumption 2 (Perturbation level condition). Assume a sequence { 1,n , n ∈ Z + } such that 1,n → 0 as n → ∞, and for each n ∈ Z + ,
Remark 2.3. Assumption 2 demands more words. While often we have E∇ k Γ n (θ * hn , h n ) = 0, the same conclusion does not always apply to the value E∇ k Γ n ( θ * hn , h n ). Hence, the mean value of ∇ k Γ n ( θ * hn , h n ) is intrinsically a measure of the bias level of our estimator θ hn away from the surrogate θ * hn , which also characterizes the perturbation of Γ h to Γ 0 especially for the choice of θ * hn = θ * . Due to this reason, we call it the perturbation level condition.
Remark 2.4. Concerning the studied pairwise difference estimator, we will see in Sections 2.2 and 3 that (2.4) usually reduces to a requirement λ n h n + (log p/n) 1/2 and h n (log p/n) 1/2 , which has sharply regulated the scales of the pair (h n , λ n ). Compared to the typical requirement λ n (log p/n) 1/2 , the extra term h n quantifies the bias level. In addition, the requirement h n (log p/n) 1/2 is intrinsic to our pairwise difference approach. In order to have a sharp choice of λ (log p/n) 1/2 , h n has to be chosen at the order of (log p/n) 1/2 (see Remarks 3.2-3.3 for further details).
We then move on to define an analogue of the restricted eigenvalue (RE) condition for lasso, introduced in Bickel et al. (2009) (see also, compatibility condition in van de Geer and Bühlmann (2009) , among other similar conditions.). Denote the first-order Taylor series error, evaluated at
. We now state the empirical RE assumption.
Assumption 3 (Empirical restricted eigenvalue condition). Assume, for any h > 0, Γ n (θ, h) is convex in θ. In addition, assume that there exist positive absolute constant κ 1 and radius r such that there exists a sequence { 2,n , n ∈ Z + } with 2,n → 0 as n → ∞, and for each n ∈ Z + ,
With s n = | S n | and ρ n defined in (2.3), we are now able to present the general method for determining the convergence rate of θ hn .
Theorem 2.1. Provided λ n ≤ κ 1 r/3 s 1/2 n and Assumptions 1-3 stand, the inequality θ hn − θ * 2 2 ≤ 18 s n λ 2 n /κ 2 1 + 2ρ 2 n holds with probability at least 1 − 1,n − 2,n .
Of note, in the sequel, r can always be set as infinity. For these cases, the first condition in Theorem 2.1 vanishes, resulting in a theorem (slightly) extending Theorem 1 in Negahban et al. (2012) .
Case studies
In this section, we follow the general method introduced above to investigate the rates of convergence of the proposed regularized estimator with g(·) being in some commonly seen real-valued function classes. The commonly assumed regularity conditions such as certain population restricted eigenvalue (RE) conditions, "conditional non-degeneracy" properties of the pair (X, W ), subgaussianity of noises and those on kernel functions K(·) will be formally introduced in Section 3.
Lipschitz classes
We first provide a rate-optimality result for Lipschitz function g(·) with a relatively weak RE condition, Assumption 9 by directly applying Theorem 2.1.
Assumption 4 (Lipschitz condition).
There exists an absolute constant M g > 0, such that |g(w 1 ) − g(w 2 )| ≤ M g |w 1 − w 2 |, for any w 1 , w 2 in the range of W .
Theorem 2.2. Assume that there exist some absolute constants K 1 , C 0 > 0 such that K 1 (log p/n) 1/2 < C 0 . In addition, we assume Assumptions 4, 6-12 hold and that
where the constant C only depends on
Picking h n , λ n (log p/n) 1/2 , Theorem 2.2 implies that for many cases under the sample size requirement n ≥ Cs 4/3 (log p) 1/3 , we recover the desired rate of convergence s log p/n, which is minimax rate-optimal (Raskutti et al., 2011) as if there is no nonparametric component. This result has been established using other procedures in literature under certain smoothness conditions of g(·). In contrast, our result shows that the regularized pairwise difference approach can attain estimation rate-optimality in the "smooth" regime, while in various settings improving the best to date scaling requirement. See Remark 3.4 and Section 6.1 for further detailed comparison.
It is also worth mentioning that Assumption 4 allows the ranges of W and g(·) unbounded, and hence covers some nontrivial function classes whose metric entropy numbers, to our knowledge, are still unknown. See Section 6.1 for more details.
General piecewise α-Hölder classes
This section is devoted to general α-Hölder function classes and certain discontinuous ones under a lower eigenvalue condition Assumption 9 , which is slightly stronger than Assumption 9 considered in Section 2.2.1. Compared to that for Lipschitz classes, our analysis in this section directly follows from the general results in Section 3 which requires an extra smooth condition on f W |X (w, x), Assumption 13. In the following, we formally define the α-Hölder function class.
Definition 2.1. Let = α denote the greatest integer strictly less than α. Given a metric space (T, | · |), a function g : T → R is said to belong to (L, α)-Hölder function class if
Here g ( ) represents the -th derivative of g(·). We say that g(·) is α-Hölder if g(·) belongs to a (L, α)-Hölder function class for absolute constant L > 0.
Since the results for α-Hölder classes with α ≥ 1 can be mostly covered by Theorem 2.2. We pay more attention to the "non-smooth" regime, including certain discontinuous and α-Hölder function classes with α < 1. For this, we make the following assumption about g(·).
Assumption 5. There exist absolute constants M g > 0, M d ≥ 0, M a ≥ 0, and 0 < α ≤ 1, and set A ∈ R 2 , such that
for any w 1 , w 2 in the range of W , and that
We also assume that the set A is symmetric in the sense that (w 1 , w 2 ) ∈ A implies (w 2 , w 1 ) ∈ A.
Assumption 5 is satisfied by a variety of (piecewise continuous) Hölder functions. Some examples are provided in the supplement Section A2.1. Theorem 2.3. Assume there exist absolute constants K 1 , C 0 > 0 such that K 1 (log p/n) 1/2 < C 0 , and that
where the quantity q and the dependence of constant C are specified in three cases below. In addition, we assume Assumptions 6-8, 9 , 10-12, and 13 hold.
(1) Assume that g(·) is α-Hölder for α ≥ 1, and g(·) has compact support when α > 1. Set q = s.
and Hölder parameters of g(·). Then we have
where C , c, c are three positive constants only depending on M, M K , C 0 , κ x , κ , M , C.
(2) Assume Assumption 5 holds with α
where C , c, c are three positive constants only depending on
While the result (1) on the "smooth" regime has a similar interpretation as that for Lipschitz classes in Theorem 3.2, there are two results (2)-(3) on the "non-smooth" regime. Therefore, the rates of convergence of the proposed regularized pairwise difference estimator can be bounded by the smaller between the upper bounds in (2) and (3). At a high level, this is due to our general framework in Section 2.1 with two choices of the surrogate vector θ * hn , namely, θ * and a hard thresholding version of θ * hn . Picking h n (log p/n) 1/2 and λ n (log p/n) γ/2 in result (2), we obtain an upper bound with rate s(log p/n) γ as γ ∈ (0, 1] for many cases under the sample size requirement n ≥ Cs 4/3 (log p) 1/3 . While the rate derived here is not always s log p/n, to the best of our knowledge there is little analogous theoretical results in literature considering α-Hölder classes with γ ≤ 1/2. Moreover, result (3) further implies that one can still recover the rate s log p/n under a certain regime of (n, p, s). Indeed, picking h n (log p/n) 1/2 , λ n η n (log p/n) 1/2 , under extra assumptions η n 1 and s(log p) 1−γ n 1−γ , we can still recover the optimal rate s log p/n even if α < 1. This result still applies to the largely unknown α-Hölder classes with γ ≤ 1/2. Please refer to Remark 3.6 for further details.
Before closing this section, it is worthwhile mentioning that both Theorem 2.2 and Theorem 2.3 unveil a tuning-insensitive phenomenon on the choice of bandwidth h n . In particular, via examining the theorems, one may pick h n = 2(log p/n) 1/2 without any impact on rates of convergence. See also Remark 3.5 for a discussion.
General theoretical results

Regularity assumptions
In what follows, we write (Y, X, W, u) to be a copy of (Y 1 , X 1 , W 1 , u 1 ), and ( Y , X, W , u) to be a copy of ( Y 12 , X 12 , W 12 , u 12 ). Recall that without loss of generality, we assume W to be absolutely continuous with regard to the Lebesgue measure, since discrete type W would render a much simpler situation for analyzing β hn in (2.1). We start with some common assumptions.
and p > n. Assume β * ∈ R p to be s-sparse with s := β * 0 < n.
For simplicity, we pick M K ≥ 1.
Assumption 8. Assume that the conditional density of W is smooth enough, or more specifically, assume there exists a positive absolute constant M such that
Assumption 9. Define S ⊂ [p] to be the support of β * . Assume there exists some positive absolute constant κ , such that for any
Assumption 9 is sufficient when g(·) is "smooth" (e.g., globally α-Hölder with α ≥ 1. See Section 2.2.1). However, if g(·) is "non-smooth" (e.g., discontinuous or globally α-Hölder with α < 1. See Section 2.2.2), we need to pose a stronger lower eigenvalue condition summarized in the following assumption.
Assumption 9 . There exists an absolute constant κ > 0, such that λ min E X X T W = 0 ≥ κ l .
Assumption 10. There exists some positive absolute constant M , such that f W (0) ≥ M .
We formally define the subgaussian distribution. We say that a random variable X is subgaussian with parameter σ 2 , if E exp{t(X − E[X])} ≤ exp(t 2 σ 2 /2) holds for any t ∈ R.
Assumption 11. There exists some positive absolute constant κ x , such that, conditional on W = w for any w in the range of W and unconditionally, X, v is subgaussian with parameter at most κ 2 x v 2 2 for any v ∈ R p . Assumption 12. There exists some positive absolute constant κ u , such that u is subgaussian with parameter at most κ 2 u . Remark 3.1. There is no need to assume zero mean for X or u in Assumptions 11-12 thanks to our regularized pairwise difference approach. Assumption 11 is arguably difficult to relax (Lecué and Mendelson, 2017b) . Section 3.3 will give a much milder moment condition for u when Assumption 11 holds.
While the above assumptions are sufficient for our general results, the following extra assumption is needed for those specific discontinuous or globally α-Hölder g(·) considered in Section 2.2.2.
Assumption 13. Assume that the conditional density of W is smooth enough, or more specifically, assume that there exists some positive absolute constant M , such that
Main results under a general smoothness condition
This section provides the main results in evaluating the approximation error rates of β hn under a general smoothness condition via the general framework introduced in Section 2.1. Results in Section 2.2.2 can be seen as consequences of these main results. To this end, we first define the following two general requirements.
Assumption 14 (General smoothness condition). Assume there exist absolute constants ζ > 0, γ ∈ (0, 1], and C 0 > 0, such that for any h ∈ (0, C 0 ) we have
We further require one more assumption involving function g(·). Denote
to be a U-statistic involving g(·). We make the following assumption on U k .
Assumption 15. Assume there exist positive absolute constant A and a sequence of numbers { n , n ∈ Z + } going to zero, such that for any n ∈ Z + , we have
Remark 3.2. Assumptions 14-15 and a requirement h n (log p/n) 1/2 together characterize the choice of λ h γ n + (log p/n) 1/2 in the perturbation level condition, Condition 2. Although Assumption 15 involves the function g(·), it barely relies on the smoothness of g(·) and thus a relatively mild assumption could be posed as long as h n (log p/n) 1/2 . Remark 3.3. There is one interesting phenomenon on Assumption 15 that sheds some light on the advantage of the regularized pairwise difference approach. Instead of using U-statistic in the objective function L n (β, h n ) in (2.2), one may also consider the objective function L sp n (β, h n ) by naively splitting the data into two halves, where
By doing so, Assumption 15 also becomes a data-splitting based statistic U sp k . However, if U sp k is used, Assumption 15 is no longer valid as h n → 0. To see this, as h n → 0, the effective sample size becomes nh n , and thus the concentration rate is nh n (log p/n) 1/2 . Thanks to our pairwise difference approach, the sharp concentration can still hold as long as h n (log p/n) 1/2 . Similar observations have been known in literature (cf. Section 6 in Ramdas et al. (2015) ). Also see Lemma A4.22 in the supplement for further details on verifying Assumption 15.
Our first result concerns the situation γ = 1. This corresponds to the "smooth" case, on which a vast literature of partially linear models has been focused (Li and Racine, 2007) .
Theorem 3.1 (Smooth case). Assume Assumption 14 holds with γ = 1 and that there exists some absolute constant K 1 > 0 such that K 1 (log p/n) 1/2 < C 0 . In addition, assume Assumptions 6-12, 14-15 hold and that
where the constant C only depends on M , M K , C 0 , κ x , κ u , κ , M , ζ, and K 1 . Then we have
C , c, c are three positive constants only depending on M , M K , C 0 , κ x , M , κ , and C.
Picking h n , λ n (log p/n) 1/2 , Theorem 3.1 implies that for many cases under the sample size requirement n ≥ Cs 4/3 (log p) 1/3 , we recover the desired rate of convergence s log p/n as if there is no nonparametric component.
Remark 3.4. Theorem 3.1 shows, in many settings, the sample size requirement n ≥ Cs 4/3 (log p) 1/3 suffices for β hn to be consistent and of the convergence rate s log p/n. It compares favorably to the best existing scaling requirement (see Section 6.1 for detailed comparisons with existing results).
The term s 4/3 (log p) 1/3 shows up in verifying the empirical restricted eigenvalue condition, Condition 3. In particular, the major effort is put on separately controlling a sample-mean-type random matrix and a degenerate U-matrix. See Theorem A3.1 for details. The sharpness of this sample size requirement is further discussed in Section 6.2.
Remark 3.5. The requirement h n ∈ [K 1 (log p/n) 1/2 , C 0 ) in Theorem 3.1 is due to the pairwise difference approach in order to verify the perturbation level condition, Condition 2. With regard to this bandwidth selection, Theorem 3.1 unveils a tuning-insensitive phenomenon, which also applies to all the following results. Particularly, via examining the theorem, it is immediate that one might choose, say, h n = 2(log p/n) 1/2 without any impact on estimation accuracy asymptotically. The constant K 1 that achieves the best upper bound constant can be theoretically calculated. However, we do not feel necessary to provide it.
Our next result concerns the "non-smooth" case γ < 1. Its proof is a slight modification to that of Theorem 3.1.
Theorem 3.2 (Non-smooth, case I). Assume Assumption 14 holds with a general γ ∈ (0, 1] and that there exists some absolute constant K 1 > 0 such that K 1 (log p/n) 1/2 < C 0 . In addition, we assume Assumptions 6-12, 14-15 hold and
where constant C only depends on M , M K , C 0 , κ x , κ u , κ , M , ζ, γ, and K 1 . Then we have
Picking h n (log p/n) 1/2 and λ n (log p/n) γ/2 , we obtain a series of upper bounds s(log p/n) γ as γ changes from 1 to 0. While the rate derived here is not always s log p/n, to the best of our knowledge there is little analogous theoretical results in literature focusing on functions g(·) leading to this setting, especially as γ ≤ 1/2. The only exceptions turn out to be Honoré and Powell (2005) and Aradillas-Lopez et al. (2007) , where the authors proved consistency with little assumption on g(·). However, the rate of convergence was not calculated, and the analysis was focused on fixed dimensional settings.
By inspecting Theorem 3.2, one might attempt to conjecture that, in certain cases, the minimax optimal rate for β hn is no longer the same as that in the smooth case. However, surprisingly to us, this is not always the case. As a matter of fact, one can still recover the rate s log p/n under a certain regime of (n, p, s). For this, we first define an RE condition slightly stronger than Assumption 9.
Assumption 16. Assume there exists some positive absolute constant κ such that for any
Theorem 3.3 (Non-smooth, case II). Assume Assumption 14 holds with a general γ ∈ [1/4, 1] and that there exists some absolute constant
. In addition, further assume Assumptions 6-8, 10-12, 14-16 hold and
and n ≥ C (log p) 3 ∨ q 4/3 (log p) 1/3 ∨ q(log p) 2 , where q = s + nh 2γ n / log p, and the constant C > 0 only depends on M , M K , C 0 , κ x , κ u , κ , M , ζ, γ and K 1 . Then we have
where C , c, c are three positive constants only depending on M , M K , C 0 , κ x , M , κ , and C.
Remark 3.6. Picking h n (log p/n) 1/2 , λ n η n (log p/n) 1/2 , Theorem 3.3 proves, under the sample size requirement n ≥ C (log p) 3∨(1+γ −1 ) ∨ s 4/3 (log p) 1/3 ∨ s(log p) 2 , the inequality
holds with high probability. On one hand, as η n 1 and γ = 1, the above bound reduces to the inequality presented in Theorem 3.1. On the other hand, as η n 1, γ < 1, and s(log p) 1−γ n 1−γ , we can still recover the optimal rate s log p/n. In addition, although λ is set to be of possibly different order in Theorems 3.1-3.3, h n is constantly chosen to be of the same order (log p/n) 1/2 . We refer to the previous Remark 3.5 for discussions.
Before closing this section, we verify the general smoothness condition with corresponding γ for those special cases considered in Section 2.2.2. We first consider any α-Hölder function g(·) with α ≥ 1 and show it yields Assumption 14 with γ = 1. Theorem 3.4. Assume h ≤ C 0 for some positive constant C 0 , and that h 2 ≤ κ M · (4M M K κ 2 x ) −1 . In addition, assume g(·) to be 1-Hölder (or higher-order Hölder on some compact support [a, b] ). Under Assumptions 6-8, 9 , 10-11, and 13, we have
where ζ is a constant only depending on M, M k , C 0 , E u 2 , κ x , κ , M , the Hölder constant (and a, b).
We then move on to those non-smooth cases in Assumption 5.
Theorem 3.5. Assume h ≤ C 0 for some positive constant C 0 , and that h 2 ≤ κ M · (4M M K κ 2 x ) −1 . Under Assumptions 5, 6-8, 9 , 10-11, and 13, we have
where ζ > 0 is a constant only depending on
Theorems 3.4-3.5 verify the general smoothness condition, Assumption 14. Consequently, Theorem 2.3 in Section 2.2.2 readily follows from main results Theorems 3.1 -3.5.
An Extension to heavy-tailed noise
This section investigates the robustness of the regularized pairwise difference estimator to heavytailed noises in this section. Concerning the lasso regression, van de Geer (2010) (see, e.g., Lemma 5.1 therein) commented that, for characterizing the impact of the noise u on the lasso estimation accuracy, it is sufficient to consider the quantity max j∈ [p] n −1 n i=1 u i X ij . Indeed, for fixed design, one often assumes subgaussianity of u in order to ensure that the quantity max j∈[p] n −1 n i=1 u i X ij scales in the rate of (log p/n) 1/2 . In contrast, Lecué and Mendelson (2017a) , among many others, pointed out that, when X is multivariate subgaussian, u can adopt a much milder tail condition. We verify that the same observation applies to partially linear model coupled with the regularized pairwise difference approach. This track of study could also be compared to the parallel investigation on high dimensional robust regression (Fan et al., 2016 (Fan et al., , 2017 Loh, 2017, among others) .
The following moment assumption is posed.
Assumption 17. For some ≥ 0, an absolute constant
In Assumption 17, we allow = 0 so that a finite second moment of u suffices. Similar to the lasso analysis, the following quantity is the key in measuring the impact of u. For k ∈ [p], define
The next lemma shows, while replacing Assumption 12 with Assumption 17, the asymptotic behavior of max k∈[p] {|U 1k − EU 1k |} remains the same. Compared to Lemma A4.20, a slightly stronger scaling requirement is needed when < 2/7. However, this difference is rather mild and often ignorable.
Lemma 3.1. Assume that there exist some absolute constants K 1 , C 0 > 0 and 1/(2+ ) < ξ < 3/4, such that
where K 1 (log p/n) 1/2 < C 0 , and constant C only depends on C 0 , M u , κ x , ξ. Then under additional Assumptions 7, 8, and 11, we have
where C , c, c are three positive constants only depending on 
Synthetic data analysis
This section presents simulation studies to illustrate the finite sample performance. We first illustrate the dependence of estimation accuracy on the triplet (s, n, p). We generate W i from uniform distribution over [−0.5, 0.5], X i from N (0, I p ) independent of W i , and u i from N (0, 1) independent of (X i , W i ). We take g(w) = 2{exp(2w)+sin(10w)−3} for w ≤ 0, and g(w) = 2{exp(2w)+sin(10w)} for w > 0, and β * such that its first s elements form an arithmetic sequence going from 5 to 0.1 with the rest of elements being zeros. The sparsity parameter s is taken to be 10 and 20, the dimension p varies from 576 to 1, 600, and the sample size n ranges from 20 to 200. Figure 1 plots averaged 2 norm of difference between estimate and true value of parameter over 1, 000 replications. For both Figures 1(A) and (B), plotted curves for different p largely overlap with each other, confirming results of Theorem 2.3(2) and (3) on convergence rate of the regularized pairwise difference estimator when g has a discontinuity point. We then move on to study the finite sample behavior of the regularized pairwise difference approach in comparison with two existing approaches. Three procedures are considered:
(1) regularized pairwise difference approach outlined in (2.1), denoted as "PRD";
(2) regularized least squares approach using B-splines, as in Müller and van de Geer (2015) , denoted as "B-spline"; (3) projection approach, as in Zhu (2017) and Robinson (1988) , denoted as "Projection".
For each method, the tuning parameter of the related lasso solution is selected by 10-fold cross validation as implemented in R package glmnet (Friedman et al., 2009) . For the regularized pairwise difference approach, the kernel bandwidth h n is set to be (log p/n) 1/2 and the kernel is set to be the box kernel in Example A2.2. An R program implementing all considered methods has been put in the authors' website. We move on to describe the data generating scheme. In Scenarios 1-5, we generate n independent observations from (1.1). In all five scenarios, we generate W i from uniform distribution over [−0.5, 0.5], X i from N (0, Σ), independent of W i , and u i independent of (X i , W i ).
Scenario 2: g(w) = 2{exp(2w) + sin(10w) − 3} for w ≤ 0, and g(w) = 2{exp(2w) + sin(10w)} for w > 0, Σ = I p , u i ∼ N (0, 1);
Scenario 4: g(w) = 2{exp(2w) + sin(10w) − 3} for w ≤ 0, and g(w) = 2{exp(2w) + sin(10w)} for w > 0, Σ = (a ij ) such that a ij = 0.3 |i−j| , u i ∼ N (0, 1);
We take β * such that its first s elements form an arithmetic sequence going from 5 to 0.1, and that the rest of elements are zeros. We let n = 200, p = 1, 024, and take s = 10, 20, 50. Estimation accuracy is measured by averaging 2 norm of the difference between estimate and true value of parameter, over 1,000 independent replications. We summarize the simulation results in Table 1 . It is observed that the regularized pairwise difference approach constantly outperforms the other two approaches, and the advantage becomes more significant as s increases. We also plot averaged distances against number of selected features in Figures 2 and 3 for three approaches considered, when s is relatively small taking value 10 or 20. The averaged distances were calculated over 1,000 independent replications with varying tuning parameters. We observe that the pairwise difference approach is nearly uniformly advantageous under varied levels of regularization, and has more advantages when g is non-smooth.
Brain imaging data analysis
The study of brain structure and function in relation to intelligence quotient (IQ) has long been of interest to the field of cognitive neuroscience (Jerison, 2012) . While the relationship between fMRI blood oxygen-level dependent (BOLD) signals and brain activity has been hypothesized in light of cognitive development (Paus, 2005) , little study was done connecting fMRI signals to IQ. Meanwhile, intelligence has been shown to be associated with the cortical development trajectory, and nonlinear trajectories with peaks at around 7, 9, and 11 years old, respectively for average, high and superior intelligence groups, were observed (Shaw et al., 2006) . This suggests a possibly nonlinear dependency of IQ on age, which can be handled using the partially linear model. In this section, we applied the proposed pairwise difference approach to the ADHD-200 dataset (Biswal et al., 2010) to study the dependency of IQ on age and brain fMRI BOLD signals in adolescents. The idea of employing kernel function to encourage "smoothness" across ages has been successfully applied in Qiu et al. (2016) to study the brain functional connectivity using the same data. In detail, the ADHD-200 dataset consists of rs-fMRI images of 973 subjects, among which 491 are healthy, 197 have been diagnosed with attention deficit hyperactivity disorder (ADHD) type 1, 2, or 3, and the rest have their diagnosis withheld for a prediction competition. 242 subjects without any first or secondary diagnosis of ADHD were used in the analyses. Available variables include verbal and performance IQ and age. Subjects used in the analysis were aged between 7 and 18 years old, had verbal IQ ranging from 84 to 158, and performance IQ ranging from 71 to 139.
We model verbal and performance IQ on the log transformed scale, using fMRI image signal magnitude at 264 seed regions of interest from the first scan of each individual as linear predictors (Power et al., 2011) , while allowing IQ to depend on age through some nonlinear function. We applied the pairwise difference approach using box kernel and bandwidth 0.29 years (chosen by taking h n = 2(log p/n) 1/2 ), and applied the B-spline and Projection approaches for comparison. All tuning parameters of the related lasso solution is selected by 10-fold cross validation as implemented in the R package glmnet (Friedman et al., 2009) While all three approaches were able to identify the association of frontal lobe with IQ, as has been well acknowledged in the literature (Halstead, 1947; Duncan et al., 1996) , the pairwise difference approach was able to reveal some interesting associations that the other two approaches did not show. Specially, the pairwise difference approach suggests strong association between verbal IQ and superior temporal gyrus (Wernicke's Area), an area known for its role in written and spoken language comprehension (Kane and Engle, 2002) . There is also a right-left asymmetry that PRD shows (Galaburda et al., 1978) , especially in temporal lobe for verbal IQ. This result is also supported by the anatomical asymmetries between tile upper surfaces of the human right and left temporal lobes (Geschwind and Levitsky, 1968) .
We then move on to investigate the dependency pattern of IQ on age. Smoothed standardized linear residuals of log transformed IQs, estimated using the three approaches, were plotted against age ranging from 8 to 16 years old (since there are very few subjects aged below 8 and over 16, curves for that range were less reliable and not shown) in Figure 6 based on the standard cubic smoothing spline procedure. We can observe a nonlinear relationship between log IQ residuals and age based on the analysis using the PRD approach. Specifically, the rate of change in log IQ residual varies before and after around 9 years old for verbal IQ, and around 11 years old for performance IQ. These two ages have also been identified in scientific literature as key time points for adolescent intellectual development (Shaw et al., 2006) . Linear residuals estimated using the Projection approach did not show any nonlinear dependency pattern on age, and those estimated using the B-spline approach showed nonlinear pattern in verbal IQ, but not in performance IQ.
Discussions
This section comprises of several discussions, including comparison with existing results, minimal sample size requirement, tuning parameter selection, extension to multidimensional W , and extension of the general method to studying other problems.
Comparison with existing results
Specific to the high dimensional partially linear Lipschitz models, for achieving the s log p/n rate of convergence, the following scaling requirements are needed. (i) Müller and van de Geer (2015) and Yu et al. (2016) required s 2 log p/n to be sufficiently small. This requirement is implied by Theorem 1 in Müller and van de Geer (2015) (specifically, by combining Equation (5) and the requirement R 2 < λ therein) and Lemma 2.2 in Yu et al. (2016) (by noticing µ 2 + λ 2 s 2 0 ≤ λ).
(ii) Zhu (2017) required (log p) −3 β * 10 1 /n to be sufficiently small 3 . Assuming β * 1 is of order s, the above requirement reduces to demanding s 10 /(n(log p) 3 ) small enough. This requirement is implied via combining Theorem 4.1 (19) and Lemma 5.1 therein. Even if β * 1 = O(1) holds in a restricted and ideal setting, Zhu (2017) still required (s 3/2 + s log p)/n to be sufficiently small as implied by Theorem 4.1 (18) and Lemma 5.1 together. In comparison, referring to Theorem 2.2, our scaling requirement is n ≥ C{(log p) 4 ∨ s 4/3 (log p) 1/3 ∨ s(log p) 2 }. In many cases, it is s 4/3 (log p) 1/3 /n < C for some absolute constant C > 0, and compares favorably to the existing ones.
We list three more assumptions that are required in literature while in some cases we do not need. First, both Müller and van de Geer (2015) and Yu et al. (2016) required X to be entrywise bounded (see, e.g., Condition 2.2 in Müller and van de Geer (2015) and Assumption A.4 in Yu et al. (2016) ), an assumption that is arguably strong. When this requirement fails, a straightforward truncation argument will render an extra log p multiplicity term in the upper bound of β −β * 2 2 . In comparison, we do not need this condition (cf. Assumption 11). Secondly, Müller and van de Geer (2015) , Yu et al. (2016), and Zhu (2017) all required W to be of a compact support if some Lipschitz function class is studied. This is due to the calculation of the metric entropy of the Lipschitz class, while we do not need (cf. Theorem 2.2). Lastly, referring to Theorem 2.3, the pairwise difference approach could handle α-Hölder classes with α ≤ 1/2, which are settings technically difficult to manage using the least squares estimators. However, we note that these gains come at a price: for α-Hölder classes with 1/2 < α < 1, the pairwise difference approach with s(log p) 1−α n 1−α or increasing η n = E[ X X T | W = 0] ∞ cannot be shown by Theorem 2.3 to attain the same s log p/n rate as using least squares approaches in Müller and van de Geer (2015) , Yu et al. (2016) , and Zhu (2017).
6.2 Further discussion on the minimum sample size requirement One advantage of our regularized pairwise difference approach is a mild scaling requirement, n ≥ C{(log p) 4 ∨s 4/3 (log p) 1/3 ∨s(log p) 2 }. In many cases, it is better than the existing results. One may ask if this requirement can be further relaxed to the optimal one in the linear model, s log p/n < C, to obtain minimax optimal rates for estimating coefficients under the 2 norm. As was discussed in Section A3, s 4/3 (log p) 1/3 /n < C is needed to provide a bound for T n − E T n 2,q in verifying the empirical RE condition. Specifically, to bound the U-process max ∆ 2 =1, ∆ 0 ≤q |∆ T ( T n − E T n )∆|, we apply the routine Hoeffding's decomposition. While the first order term of the decomposition is just like a well-behaved (i.e., bounded variance) empirical process yielding to consistency under a weaker requirement s log p/n < C, its second order term is delicate, due to the growing variance of the degenerate U-process incurred by the shrinking sequence h n . The four-term Bernstein inequality in Giné et al. (2000) and Houdré and Reynaud-Bouret (2003) provides a sharp tail probability for this degenerate U-process evaluated at each fixed ∆ (see Lemma A3.4). One may want to apply routine metric entropy or chaining argument to bound its union bound over all q-sparse unit vectors. However, although the first order term of its tail regular, the tail of U-process is substantially different from that of an empirical process as reflected in higher order terms in Lemma A3.4. Indeed, the increment of U-process is more like exponential distribution (Nolan and Pollard, 1987) . As a result, the growing variance, together with higher order terms in the tail of this degenerate Uprocess, demands a stronger sample size requirement, s 2 log p/n < C, following the routine chaining argument. For such a degenerate U-matrix M n , to prove a bound for M n 2,q , we chose to use the trick max ∆ 2 =1, ∆ 0 ≤q |∆ T M n ∆| ≤ q M n max (for a given matrix M , M max := max j,k |M jk |). By doing this, we do not need to take union bound which alleviates the influence of higher order terms of the tail probability in Lemma A3.4, but still require s 4/3 (log p) 1/3 /n < C due to the growing variance and this simple trick. It would be an interesting problem to further relax our already weak scaling requirement s 4/3 (log p) 1/3 /n < C via a refined analysis or a different approach.
Tuning parameter selection
In the paper, we have demonstrated that the choice of bandwidth h n is tuning-insensitive in the sense that one can simply choose h n = 2(log p/n) 1/2 without any impact on estimation accuracy asymptotically. However, there is another parameter λ n in the optimization (2.1) which needs to be tuned. One may ask if this λ n can be made tuning-insensitive as well. Indeed, this important issue has been investigated by Belloni et al. (2011) and Sun and Zhang (2012) for lasso regression and Bunea et al. (2014) and Mitra and Zhang (2016) for group lasso models without the nonparametric component g(·). In those models, the optimal choice of λ n only depends on the variance of the noise variable u besides n, p. Thus one can have a tuning-insensitive λ by formulating this unknown variance as an extra variable in the objective function to be estimated. However, the choice of λ n in our settings, as reflected in the Remark 2.3 following the perturbation level condition, is determined by both a variance part and a bias part. While the variance part is due to the variance of u which can be controlled in a similar manner as that for lasso regression, the bias part is due to general smoothness condition (3.1). In particular, the value ζ depends on the constant L in specific (L, α)-Hölder function class and is unknown in practice. It would be interesting to extend the methods developed in our paper to a complete tuning-insensitive method.
Extension to multidimensional W
Although one-dimensional W is the main object of interest in this paper, the pairwise difference approach can be readily extended to study multi-dimensional W via employing a higher-order kernel function K(·) (Li and Racine, 2007) . In detail, in conducting the pairwise difference approach, we only require a first-order kernel K(·) (Assumption 7), rendering a bandwidth h n to be of exactly the order (log p/n) 1/2 for achieving bias variance tradeoff. Indeed, a first-order kernel is sufficient when W is one-dimensional, since the bias and variance in estimation match in this case. However, for a multi-dimensional W ∈ R d , to control the variance, h n is recommended to be chosen at the order of (log p/n) 1/(2d) , leading to an explosion of the bias if the kernel is only of first order. In contrast, a higher order kernel can effectively reduce the bias, and hold promise for recovering the regular s log p/n estimation rate. However, this gain comes at a price: the studied problem is no longer convex, which raises some nontrivial computational challenges. It would be interesting to examine if the established nonconvex regularized M-estimation theory (e.g., Fan et al. (2014) , Loh and Wainwright (2015) , and Wang et al. (2014) , to just name a few) can apply to our problem.
Extending the general method to studying other problems
In our studied problem, we do not need to assume any sparsity for β * h . This is due to the developed general method introduced in Section 2.1, which alleviates the stringent sparsity requirement in Negahban et al. (2012) and allows for highly non-sparse β * h . In a related study, Lambert-Lacroix and Zwald (2011) and Fan et al. (2017) investigated robust linear regression approaches using the Huber loss. There, a perturbed loss function Γ Huber α (θ) is similarly posited, while a sparsity condition is enforced on θ * α := argmin θ Γ Huber α (θ) instead of θ * := argmin θ Γ Huber α=0 (θ), where α controls the blending of quadratic and linear penalizations. The potential bias occurred for θ * α is due to an asymmetric noise. In comparison, the bias of β * h in our paper is due to the lack of consideration of the nonparametric component in the model. In addition, instead of analyzing the bias and variance of β * h separately as Fan et al. (2017) did, the general method developed in Section 2.1 allows an intermediate surrogate in the analysis as demonstrated in Theorem 3.3. In the future, it would be interesting to inspect if the developed general method could apply to studying the robust regression problems of perturbed loss functions, and if the sparsity condition there could be similarly relaxed.
