Introduction
In the rst section of this paper we introduce some basic notation about tournament matrices, and prove a theorem that is crucial in the second section. In the second section we prove that the entries of the inverse t-Kostka matrix can be interpreted combinatorially as a weighted sum over a subset of tournament matrices, which we call Special Tournament Matrices. We refer the reader to ( Mac] ) for an introduction to Symmetric functions and their q-analogs. Then in the third section we relate Special Rim Hook Tabloids, which were introduced by Egecioglu and Remmel to interpret the inverse Kostka matrix (see E-R1]), and Special Tournament Matrices. In the fourth section we exploit the combinatorial de nition just developed to obtain more direct ways to obtain some entries of the inverse t-Kostka matrix. Appendix A surveys the connection among bubble diagrams (developed by Chen-Garsia-Remmel to describe the plethysm S n S m ]) (see C-G-R]), Special Rim Hook Tabloids, and Special Tournament Matrices. Appendix B lists some conjectures and tables of values for the inverse t-Kostka matrix.
Tournament Matrices
In this section we shall state some preliminary results about tournament matrices. The reader is referred to ( Moon] ) for a more complete introduction to Tournament Matrices.
De nition 1 A Tournament Matrix is a n n matrix (m ij ) with entries from the set f0,1g such that the entries in the main diagonal are all 0 m ij + m ji = 1 for i 6 = j; 1 i; j n. Tournament Matrices of size n (we'll denote this set ? n ) will be used to describe the transition matrix between the set of Hall-Littlewood polynomials fP : `ng and the set of Schur functions fs : `ng, two ordered bases for (t) (see Mac] ). This point of view gives rise to some exiting 
Note that in expanding the product, x i and x j are \competing" to be selected, and the one that is selected is said to have won the game. A particular summand in the expansion of (1) is the equivalent of a tournament, i.e. a set of games where each player plays each other player exactly once. Given a summand x i1 1 x i2 2 x is s from (1), the sequence of powers (i 1 ; i 2 ; :::; i s ) can be viewed as a vector, which we call the score vector since the power of a variable x i shows the number of times x i was selected. The score vector corresponds to the sequence of row sums in the incidence matrix m, and we denote it by s(m).
Example 2 Let s=3. Then Lemma 1 Let m 2 ? n . The score vector of m is a permutation of (0,1,...,n-1) i m ij =1 and m jk =1 imply that m ik =1 for 1 i; j; k n.
In this case we say that m is a transitive tournament matrix. The set of transitive tournament matrices will be denoted t ? n .
Proof: Suppose the score vector of m is a permutation of (0,1,...,n-1). Select the row that has row sum (n-1) |say it is row k 1 | it must be lled with 1's except on the diagonal. This means that m k1x =1 i x 6 = k 1 . Select now the row that has row sum n ? 2, say it is row k 2 , and observe that it must be lled with 1's except on the diagonal and on column k 1 , because m k1;k2 = 1 implies that m k2;k1 = 0. This means that m k2;x =1 for all rows x that have row sum smaller that the row sum of row k 2 . By using an easy induction argument, we see that m kr;ks = 1 i the row sum of row k r > the row sum of row k s . Therefore we obtain the transitive condition m ij = 1&m jk = 1 ) m ik = 1.
If we now assume the transitive condition and assume m ij = 1, then for each case where m jx = 1 we must conclude that also m ix = 1 (1 x n). Since we assume m ij = 1, the row sum of row i is stricly greater than the row sum of row j. Since for tournament matrices either m ij = 1 or m ji = 1, all rows will have di erent row sum. Let the row k be maximal, i.e. m kx = 1 for k 6 = x. Then the row sum of row k is n ? 1, and by induction we easily conclude that the score vector of m is a permutation of (0,1,2,3,...,n-1).
Corollary 1 1) There is a bijection between m 2 t ? n and the Symmetric group S n , where m in t ? n corresponds to the permutation ( m 1 ; m 2 ; :::; m n ), with m n?i+1 = f(i th row sum of m)+1g. One way to prove this is by de ning a sign reversing involution as follows. Let (r; t) be the least pair (in lexicographic order) of repeated entries in the score vector of m in ? n . Then m cancels with the Tournament Matrixm = (m (i) (j) ), where is the permutation (rt), in cycle notation. This proves the rst identity in 2). The Vandermonde determinant formula follows by using the generating function (1) and part 1) of this corollary.
Lemma 2 The map de ned above is a sign-preserving bijection between t ? n and S n , the symmetric group, where for any 2 S n , sign( ) = ( ?1) we obtain the desired result.
QED
De nition 3 Let be a partition with l( ) n, and 1 2 . Let m 2 ? n . Then the augmented score vector of m with respect to , denoted by (m), is the vector + s(m) where we add enough zeros to to make it have length n. We de ne ? ;n to be set of matrices in ? n with added as an extra column at the left end.
Example 3 Let =333221110. Then the following is a member of ? ;n . 5, 5, 4, 9, 9, 6, 6, 7, 1) .
De nition 4 Let and be integer partitions, and n be the largest among l( ) and l( ). Let^ be + (n-1,n-2,...,1,0). Then we de ne ? ; = fm 2 ? ;n j (m) = (^ ) for some permutation g. Also we de ne ? ; = fm 2 ? ; j (i < j & i = j ) ) m ij = 1g.
? ; is the set of Special Tournament Matrices of type and shape .
For m 2 ? ; , we de ne sign(m) = sign( ), where ?1 is the permutation that rearranges (m).
As before, the weight of m is de ned as !(m) = (?t) q where q = P i>j m ij .
Example 4 Let =11 11 11 5 5 3 2 0 0 and =6 6 6 6 6 6 5 5 2. Then the following is a member of ? ; . The boxed numbers correspond to the rows and columns determined by the repeated entries of .
Note how they satisfy the condition i < j & i = j ) m ij = 1. We call -blocks the entries in m determined by the repeated parts of .
De nition 5 Let be an integer partition with a xed number of parts, some of which could be zero. Say = 0 m0 1 m1 2 m2 :::, that is m i denotes the number of times the integer i appears in .
Then we denote by t( ) the frequency vector of , t( ) = fm i j m i > 0; i 0g. Proof: First note that for any matrix (m ij ) 2 ? n , and any permutation of length n, (s(m ij )) = s((m (i) (j) )). We want to concentrate on the principal square submatrices of (m ij ) determined by the rows corresponding to the positions of the repeated entries in . We call them -blocks. (See example above). First we describe a bijection that cancels the matrices in ? ; that have at least one -block with score vector having repeated entries:
Find the rst -block (top to bottom) with score vector having repeated entries (i.e. a nontransitive block), and call it B. Suppose that the rst two rows of B having the same sum are part of rows r and t in m. The augmented score vector is (3+1,3+3,3+2,0+1,0+3). Then there are 2 -blocks in m, with score vectors (1,1,1) and (0,1), and the rst block with repeated score vector is the 3 3 block. In this case the two rows in question are rows 1 and 2. So we let =(1,2) and apply the involution to obtain where (4,6,5,1,3) and (6,4,5,1,3) are the augmented score vectors.
This involution changes the sign of sign(m) !(m; t) since sign(m) changes, but !(m; t) stays the same. More precisely, sign(m) changes since we are swapping two entries in (m). The reason !(m; t) stays the same is because we are only changing entries outside the principal minor containing rows r and t, so no 1 crosses the main diagonal of the matrix m.
We are left now with matrices in ? ; whose -blocks are transitive (i.e. their score vector has no repeated entries). Call this set of matrices C. We can obtain all the matrices in C by applying permutations to the matrices m such that m 2 ? ; . More precisely, let t( ) = (l 1 ; :::; l k ). Then the permutations we need are in the subgroup S n = S l1 S l2 S lk of S n , the subgroup that permutes the rst l 1 entries among themselves, the following l 2 entries among themselves and so on.
Let 2 S n and n = (m (i) (j) ). Then if m has transitive -blocks, we have that !(m; 1) sign(m) = !(n; 1) sign(n). ? ; gives a system of orbit representatives for the action of S n on C, and since Lemma 2 shows that the sum over the elements of each equivalence class is precisely We obtain this by the following sign reversing involution from summands to summands.
Find the rst pair of entries in (m) that are equal. Say they are in positions r and t.
Then the summand that goes with will cancel with with the summand that goes with (rt)
Next, for a given Tournament Matrix m, let m be the permutation that rearranges (m) in decreasing order (there is a unique such permutation since after the cancellation we only have vectors with distinct entries). Note that since the sum of the entries in s(m) for any Tournament Matrix m of size n is ? n 2 , the rearrangement of (m) equals + where = (n ? 1; n ? 2; :::; 2; 1;0) and is partition of j j. Recall that in De nition 4 we de ned sign(m) to be sign( m ). Then By comparing with the de nition of P we obtain that De nition 6 A directed integer sequence (disq) is a nite sequence of integers together with a \<" or a \>" symbol at the left end. For two disq's p = (xp 1 ; :::p n ; :::) and q = (xq 1 ; :::; q n ; :::), p + q = (xp 1 + q 1 ; :::; p n ; q n ; :::), where x=< or >. A directed integer sequence is special (disq*) if it satis es the following condition.
Condition: Suppose the sequence is (< s 1 ; s 2 ; :::; s k ). Then (< s 1 ; s 2 ; :::; s k ) + (< 0; 1; :::;k ? 1) has no repeated entries. If the sequence is (> s k ; :::; s 2 ; s 1 ) then (> s k ; :::; s 2 ; s 1 ) + (> k ? 1; :::; 2;1;0; :::) has no repeated entries. Example 6 The following are disq*'s: (< 2; 3; 1; ?2; 3;4;0); (> 4; 3; 2; 2; 2; 1)
The following are not disq*'s, but they are disq's: (< 2; 1; 3; 4); (> 2; 3; 2; 0):
We regard as equal two disq's that are obtained from each other by reversing the order of the entries and the direction of the inequality. For example (<2,3,4) = (>4,3,2).
De nition 7 Let (< a 1 ; :::; a i ; a i+1 ; :::; a n ) be a disq, and let i be an integer less than n. Then we de ne i to be an operator acting on disq's as follows. i (< :::; a i ; a i+1 ; :::; a n ) = (< :::; a i+1 + 1; a i ? 1; :::; a n ) i (> :::; a i ; a i+1 ; :::; a n ) = (> :::; a i+1 ? 1; a i + 1; :::; a n ) Let i1i2 ik = i1 i2 ik . We call this operator an s-operator. It swaps adjacent entries and increases or decreases them in the opposite direction with respect to the inequality at the beginning of the sequence.
Lemma 3 Let u and v be disq*'s. Say u v i v can be obtained from u by applying an s-operator. Then (i) \ " is an equivalence relation.
(ii) Each equivalence class can be indexed by a decreasing (increasing) sequence of integers if the direction of the sequences is > (<).
(iii) Let s be a disq* with n entries. If the direction of s is < (>) we can nd the equivalence class where it belongs by adding < n =(<0,1,...,n-1) (or > n =(>n-1,n-2,...,0)) to s, rearranging in increasing order (or decreasing order), and then subtracting < n (or > n ).
Proof: (i) Re exive since i1:::ik ik:::i1 u=u, symmetric since i1:::ik u=v implies that ik:::i1 v=u, and transitive since i1:::ik u=v and j1;:::jk v=w implies that j1:::jki1;:::ik u=w.
(ii) and (iii) Note that u v i u + < is a rearrangement of v + < . This follows since (< :::; a i ; a i+1 ; :::)+(< :::; i?1; i; :::) = (< :::; a i+1 +1; a i ?1; :::)+(< :::; i?1; i; :::) up to rearrangement.
In particular, there will be a unique element = (< 1 ; 2 ; :::) in the equivalence class such that 1 2 ; :::, namely the one obtained by rearranging s+ < and then subtracting < again, for any disq s in the equivalence class. This can be done since s+ < has no repeated entries. QED Let T be a SRHT . Then T can be associated to the sequence (< h 1 ; h 2 ; :::; h k ), where l( )=k and for 1 i k, h i =flength of the hook that starts on the i th row ( top to bottom if drawn in Given a sequence of integers that came from a SRHT, we can recover the shape. It easily follows from the theory of SRHT's (see E-R1]), that the SRHT's of the same shape are in the same equivalence class, under the equivalence relation de ned above. In particular, we can ll the Ferrers shape with only horizontal hooks, so there is an element in the equivalence class whose type and shape are equal. To nd that element of the equivalence class use Lemma 3(iii), that is, add , rearrange the entries and then subtract again.
The argument above also provide us with a test for checking whether a sequence of integers represents a SRHT or not. When we add to the sequence that comes from horizontal llings the vector we get must have di erent entries. Therefore we get the following Lemma.
Lemma 4 Let s=(< s 1 ; s 2 ; :::; s k ) be a sequence on non negative integers with an inequality at the beginning. Then the following are equivalent. (ii) s is a disq*.
As a consequence of the arguments above, if we draw a line with h k vertices, and on top of it a line with h k?1 vertices, and so on up to a line with h 1 vertices, and we let the lines \fall" (see the following example) then we get a legal Ferrers shape, where vertices represent boxes, i (h 1 ; :::; h k ) is a disq*.
Example 7 Let s=(<4,0,1,3). Then s+ = (<4,1,3,6 ). After rearranging we get (<1,3,4,6) and so s belongs to the class (<1,2,2,3), i.e s2 SRHT 0134;1223 . If we draw the segments as in (iii) above we get
Now we state and prove the result that relates SRHT's and Tournament Matrices. We will also study in some detail the extra objects we get when we go from the t=1 case to the t-analog case. is an injection between the set SRHT and ? ; .
(ii) Let (s) = m. Then sign(s)=sign(m)!(m; 1).
Proof: (i) Recall that a tournament matrix m is transitive i s(m) is a permutation of (k?1; :::; 1; 0), and if m is transitive then it is characterized by its score vector. Therefore number of elements the element s is mapped to by is one, i.e. the map is well de ned. It is trivial to see that is 1-1. If we act on the elements, rather than the indeces, we see that # ?1 s = . The augmented score vector of m, (m), then equals + s(m) which in turn equals + # ?1 > . And so #( (m)) = #( + s(m)) = #( + # ?1 > ) = #( ) + > ) = s + > Therefore s + > is a rearrangement of (m) via #. So, by Lemma 3(iii) and the subsequent discussion, the augmented score vector of m by is also a rearrangement of + , so ((s 1 ; :::; s k )) 2 ? ; . We only need to prove now that m has type , i.e. that the principal submatrices determined by the multiplicities of have all the 1's above the diagonal. Suppose i = i+1 = = j , i.e. s #(i) = = s #(j) . Then we must have that #(i) < #(i+1) < > #(j), and k?#(i) > > k?#(j). Because of lemma 1, m xy = 1 for i x < y j. Therefore m has type ( ).
(ii) The sign of s is sign( ), where is the unique permutation that rearranges s+ in decreasing order. To see this, let s* be the SRHT with the same shape than s and only with horizontal rim hooks, which has positive sign. We know that we can produce s* from s by applying the s-operator a number of times. The tabloid produced at each application of the s-operator has a di erent sign than the previous one. So the sign of s is sign( ) as we claimed. On the other hand, sign(m) = sign(#) and !(m; 1) = sign( ), where rearranges (m). Since = # the result follows. Recall that in the combinatorial proof of the Vandermonde determinant, the nontransitive tournaments canceled. Next we show that the nontransitive tournaments in ? ; cancel if we let t=1. Lemma 5 together with Theorem 2 and Proposition 1 give an alternative proof to the fact that SRHT can be used to nd the entries of the inverse Kostka matrix. (ii) The row sums of B (not of the entire matrix, but just B) at the two rows is the same. We rst apply 1 . Because s(m)=(1,1,1), we act with the permutation (1 2) on m to obtain m*. Combinatorially, the jump from K ?1 to K ?1 (t) amounts to enlarging the set of combinatorial objects with the nontransitive tournaments. It is possible to characterize the compositions that appear as score vectors of some tournament matrix. The following is a restatement of a theorem rst proved by Landau in 1953 (see Moon])
Lemma 6 Let s=(< s 1 ; :::; s n ) be a composition of ? n 2 . Then it is the score vector of a n n tournament matrix i s (dominance order), where =(0,1,2,...,n -1). 2. Let q(n) be the number of placements of n non attacking queens on a n n chess board. De ne an up-down special rim hook tabloid to be a sequence of non negative numbers s=(s1; :::; sn) such that both (< s1; :::; sn) and (> s1; :::; sn) are SRHT's. Then q(n) = jfup ? downSRHT12 n; jl( ) = ngj: (9) It is known that if n 4 then q(n)>0. It is a hard problem to nd q(n) for arbitrary n. To see why equation (9) holds, note that the sequence associated to any such up-down tableau U can be viewed as a permutation in Sn written in one line notation. The fact that two queens can not occupy squares on the same diagonal is equivalent to the condition on a permutation that for 1 i < j n, j j ? ij 6 = (j ? i), but this is equivalent to saying that + < and + > have no repeated entries. In this section we develop some techniques to compute K ?1 (t) in special cases.
Proposition 2 Let and be partitions of n such that l( )=k and = a t b k?t for a and b 0. which we claim is a permutation of (n ? 1; n ? 2; :::; 1;0). We can see this by drawing inside a (n ? t) t and then numbering the edges of the shape of starting at the bottom right and ending at the top left with the numbers 0; 1; :::; n ? 1. Then the rst t entries of s(m) correspond to the vertical segments, while the last n ? t entries in s(m) correspond to the horizontal ones (ref Mac
I.1]).
Example 11 Then (k-t-1 )+t-1=4-1+1=4 and (k-t-t )+0=4-4+0=0. These are the vertical edges in the labeled partition and also the rst two row sums of the matrix above.
Next, 0 k?t +k{t{1=2+6{2{1=5, 0 k?t?1 + k{t{2=1+6-2{2=3, 0 k?t?2 + k{t-3=1+6{2-3=2 and We show this by showing a sign reversing involution on fnon transitive ? ; g. Let m be a matrix in that set. In order to nd the matrix that will cancel with m, (m), we proceed as follows.
The involution:
Scan the upper right block of m, two entries at a time as described below, looking for the patterns 1 0 or 0 1 .
Fill the upper right block of m with lines as in the following gure and de ne a stairway to be the set of entries in m that share the same line. Stairways are not disjoint, and all pair of entries x x or x x belong to exactly one starway.
Scan one starway at a time, starting from the upper left corner and then going down. Suppose the rst stairway that has at least one of the patterns 1 0 or 0 1 is the i th stairway.
Case 1
If this starway has the pattern 0 1 in particular, then scan it starting from the lower end, and locate the rst instance of 0 1 . Suppose the pattern 0 1 is in column j and rows r and r+1. Then the (r,j-1) entry in m must be 0, for otherways the pattern 1 0 would have been detected in a previous scan, contrary to our assumptions. Similarly, the (r+1,j-1) entry must also be 0, for otherwise the pattern 0 1 would exist on column j-1, rows r and r+1, which is contrary to our assumptions. In the same way we can show that all entries in the upper right block of m to the left of the entries (r,j-1) and (r+1,j-1) must also be 0. So in the this case m must look like the following matrix (the boxed entries belong to the i th stairway). In this case, the matrix that cancells with m is easy to nd by switching the entries (r,y) and (r+1,y) for j<y. This switch produces a matrix with the same weight and opposite sign. After scanning the new matrix, it will point to the original one since the only changes occur at a place that have not been scanned yet. Also, the new matrix will contain the pattern 0 1 in the i th row. So in this case we have an involution.
If on the other hand, on the rst starway that contains at least one of the patterns we are looking for, the pattern 0 1 does not appear, then scan such stairway starting on the top. Suppose the rst instance of 1 0 occurs on row r and columns j and j+1. Then by a similar reasoning as in the previous case, the entries (x,j) and (x,j+1) for x<r must be all 1's. In this case m must look like the matrix below. where inv(s) and inv(ŝ) are de ned as follows. If s=(< s 1 ; s 2 ; :::; s n ) is a SRHT then inv(s) is the sign of the permutation that rearranges s in increasing order. Ifŝ = s + and is the permutation that rearrangesŝ, then inv(ŝ)=inv( ).
In fact, in this case the sum above has only one term, i.e. K ?1 (t) = (?1) x t y for some integers x and y.
Proof: The rst identity follows from the bijection between SRHT's and ? ; 's at the beginning of this section.
The fact that there is only one term in K ?1 (t) follows from the fact that there is only one element in SRHT when has only two di erent parts. To see why this fact is true we proceed as follows. Let = a t b n?t , where a < b. Let s = (< s 1 ; :::; s n ) and h = (< h 1 ; :::; h n ) 2 SRHT . Note that for all i, h i and s i 2 fa; bg. Suppose j is the rst position such that s j 6 = h j . Say s j = a and h j = b.
Remove the rst j?1 hooks (from the top of the picture if drawn in the French way) in s and h. Let s = (< s j ; :::; s n ) and h = (< h j ; :::; h n ). Since s h (i.e. they have the same shape), there must be a sequence of slinky operators such that i1 ik s = h. But this is clearly impossible since s j (= a) cannot stay where it is, and will only become smaller as it moves to the right, but a is already the smallest number among a and b. QED Next, we show how to obtain K ?1 ;1 n (t). When t=1, the geometry of SRHT's give us a simple and immediate answer K ?1 ;1 n = (?1) n?l( ) l( ) m 1 ( ) m n ( ) : This follows because if the shape is just a column, the tabloid is obtained by placing the types in all possible ways straight down the column shape. The number of such objects is just the binomial coe cient above. The sign is the number of vertical crosses of the hooks. The total number of possible crosses is n?1 (because the shape is n squares high) and the type will miss ( )-1 of those possible crosses. So the sign is the parity of n ? l( ) (see E-R1]).
To our surprise, data seemed to imply that K ?1 ;1 n(t) = (?1) n?l( ) (t) d( ) l( ) m 1 ( ) m n ( ) t for some integer d( ) that was di cult to predict. After a while, we found a reasonable combinatorial interpretation for d( ), which lead us to conjecture an expression for K ?1 ;1 n(t).
The integer d( ), that was di cult to predict, we conjectured it to be j j+n( )?(l( )+ ? l( ) 2 ). This result was then rst proved by I. G. Macdonald (personal communication).
Proposition 3 Let `n with l( )=k. Then 
Hence from (11) The sign and weight of these objects:
Given a sequence of integers s = (a 1 ; :::; a n ) we de ne the inversion of s, inv(s), to be
where (a i > a j )=1 if a i > a j and 0 otherwise. Each object in BD ;k implicitly determines a partition, call it the shape of . To obtain it, read the labels of the circles as parts of an augmented partition. In the example above, the augmented partition is 0 2 4 6 7 11, which is the partition 012336. De ne next the inversions of I to be the inversions of the permutation of the labels of the circles when read from top to bottom and then from left to right. In the example above, the inversions of I are the inversions of 0 6 4 7 2 11. The sign of a Bubble Diagram with m circles in each column is the parity of ( ? m 2 ? k 2 +number of inversions of I).
After we de ne an injection from Bubbles to Tabloids, Bubbles will inherit the weight for Special Tournament Matrices, via the injection from SRHT to STM de ned on Proposition 1. The sign of corresponding objects is the same.
Where the objects t in the theory: Conjecture 2:
The following facts and their proofs motivate the conjectures we list afterwards:
(Note that hP ; P s i = P `j j K ?1 ; (t):) 1. It follows directly from Theorem 4 or its special case in Mac, p110] Proof: by Theorem 7, we need to nd all the SRHT's of type 2 k and add the product of their sign and weight. We'll prove this identity by induction on k. Unlike some inductive proofs, this proof is quite revealing and shows how we came about this formula. First note that for each SRHT of type 2 k , if we add one more hook of length 2 at on the bottom, we obtain all the SRHT of type 2 k+1 that have at least one hook horizontal. Also note that the sign and weight of a SRHT of shape 2 k does not change if we add one more hook at at the bottom. The only new SRHT of type 2 k+1 is the one with all the hooks vertical. By theorems 8 and 9, the product of the weight and sign of this new SRHT with all the parts vertical is (?t) 2(k+1)?(k+1) t 2(0+1+:::+k)?(1+2+:::+k) 1; which simpli es to (?1) k+1 t ( k+2 2 ) :
The result now follows by induction.
3. The terms in the polynomial hP n k(x; t); P `k n s (x)i are also terms in the polynomial hP n k+1(x; t); P `k n+n s (x)i. Proof: This follows easily by the injection from SRHT of type n k to SRHT of type n k+1 de ned by ( ) = , where is a SRHT like except that is has one more hook lying at at the bottom. It is simple to check that the weight and sign stay the same. The conjectures:
1. The polynomial hP n k+1(x; t); P `k n+n s (x)i contains ? n+1 2 + J(n; k) more terms than the polynomial hP n k(x; t); P `k n s (x)i. In fact J(3; k) = k ? 2.
2. When t=1 and k > 1, hP n k(x; t); P `k n s (x)i equals one of the numbers 0,1,2,...,n-1. 
