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ABSTRACT
Confîdence Intervals for 
Exposure Risk Assessment
by
Mark S Kirkham
Dr. Malwane Ananda, Examination Committee Chair 
Professor o f Mathematics 
University o f  Nevada, Las Vegas
The problem o f estimating exposure to a pollutant involves estimation o f chemical intake 
Q .  Typically, Q  has the form Q = ̂ u ^ i 2 ' " ^ \ r j ^ 2x1^22 where all 6 ^'s are
unknown means of certain random variables. In assessing the risk to human health from 
exposure to the pollutant o f concern, a confidence interval estimate of Q is needed. In 
the case o f independent normal random variables, point estimates and certain types of 
interval estimates o f a product o f several parameters exist in the literature, but not for a 
ratio o f  products. In many situations, lot o f prior knowledge is available regarding the 
random variables corresponding to these parameters. In the case o f independent normal 
random variables, we look at this problem from a Bayesian approach, and show how to 
incorporate prior knowledge to calculate confidence interval for g .  In situations with no 
prior knowledge, generalized Bayes approach with noninformative priors can be used. 
Several real and simulated examples are provided to demonstrate the proposed 
procedures.
Ill
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CHAPTER 1 
INTRODUCTION
Suppose X i j , i  = 1,2 ; j  = 1,2,...,^ are independent normally distributed random variables
with means Q y,i  = 1,2 ; j  = 1,2,...,/;.and variances q y i = 1,2 ; j  =  1,2,...,/;. We are 
interested in constructing confidence intervals for the statistic
These types o f estimation problems arise in many environmental applications, such as 
exposure assessment and risk modeling, where measurements are assumed to have 
different independent normal populations with unknown means and variances (cf. United 
States Environmental Protection Agency document 540189-002, Vol. 1 Chap 6 , page 21 - 
54).
Suppose a random sample o f size tty is available from each
population and let (xy,Sy); / = 1,2  ; y = 1,2 ,...,/; be their sample mean and sample 
standard deviation. Then {{Xy,Sy)',i = 1,2 ; y = 1,2,...,/;} makes a complete sufficient 
statistic for {Q y,i = 1,2', y = 1,2,...,/;}. Furthermore, they are all independent with 
probability distributions
Xy  ~  N { e y , a l l n y )  and (ny- l ) s f j / cy l
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Then the maximum likelihood estimate and the method o f moment estimate o f  g  is given 
by
Q _  ^ 11-*'12
■̂21-̂ 22 ■ ■ ■
This is not an unbiased estimate of g .  In the case o f the product o f three normal 
means, i.e. Ô = 0 , 1̂ 12^ 13, the estimate 3c,,3c,2X,3 is an unbiased estimate o f 0 ,,^ ,2^i3 ' 
Confidence interval estimates for the product o f  several normal means exist in the 
literature, but not for a ratio o f products. Yfantis and Flatman (1991) and Ananda, Singh, 
and Flatman (1993) looked at the problem of the product o f  three normal means and 
provided confidence intervals. This paper is an extension o f the work done in Ananda, 
Singh, and Flatman (1993) and shows that their procedures czm be extended for the 
proposed problem.
In this paper, it will be shown how to incorporate prior knowledge and present 
data to construct confidence interval for Q . We consider several types o f prior families 
and give their Bayesian estimators and Bayesian credible regions (Bayesian version of 
confidence intervals). The Bayesian tools are efficient whenever the prior knowledge 
about these unknown parameters are available, as is the case in many practical situations. 
Also, we consider generalized Baysian estimators and confidence intervals for Q based 
on the noninformative prior (assuming no prior knowledge about the unknown 
parameters). Simulated examples are given to demonstrate the procedures and lastly a 
real example is given.
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CHAPTER 2
NO PRIOR INFORMATION 
First, let us consider the case with no prior information. As in Ananda, Singh, 
and Flatman (1993), let us consider independent improper noninformative prior
■ K { 9 y , G y )  = —  , Q « 5 y <  0 0 ,-0 0  < d y  < CO (2)
on each set o f  parameters ( Q y , c X y )  J  = 1,2 ; j  = 1,2,...,/;.. Then the joint noninformative 
prior would be their product. The marginal posterior distribution o f  8  ̂ given ( x y , S y )  is 
a t-distribution and is given by (Ananda, Singh, and Flatman (1993))
^  ij ~ ~ /#%) • (3)
Here P ~  T(a,ju,cr^) denotes that the variable P  has a t-distribution with degrees of 
freedom a  , location parameter p and scale parameter a  , i.e. ( P -  p)/<r has a student t- 
distribution with degrees o f  freedom a  .
The posterior distribution of g  = (8 , 6̂^2 ••■0^)1 (^ 21^22 ' ' '  ^ 2/j) given the data is 
the products and ratio o f the above t-distributions. The posterior distribution o f  
Ô = (811^12 ■ ■ ■ ̂ ir, ) / ( ^ 21^22 ■ ■ ■ ̂ 2rj ) given the data can be numerically tabulated by
generating a large number (say N) o f data points from this distribution. This can be done 
by randomly generating# data points from each o f the t-distributions given in (3) and by
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
calculating g  = (8 , ,^ ,2  - - - ) / (^ 2,^2z - T h e se #  values, say Q ,0 2 ,...,0 ^are
coming from the posterior distribution of G = (8 ,,P ,2 I iP 2x̂ 22 " ' ^ 2r,)- Then the
Bayes estimate o f  Q is  the mean o f this posterior distribution and it can be estimated by
The 100(1 -  a  )% confidence interval (credible region) for Q is (0^j2u Inhere  
Pr(g^ < Q < Q u )  = 1 —0 . .  The lower and upper confidence limits can be estimated using 
simulation. Then the lOOa/2 percentile o f the above simulated sample is an estimate for 
the lower confidence limit and 1 0 0 (1 - a / 2 )percentile is an estimate for the upper 
confidence limit. Notice here that #  must be very large in order to get an accurate 
estimate by simulation. Furthermore notice that even though the posterior density o f Qy
given (xy,Sy) is a symmetric density, the posterior distribution o f Q is no longer a
symmetric density and therefore the credible region calculated this way may not produce 
the shortest possible credible region.
In order to create a credible set, an S-plus program will generate 20,000 
observations from a t(a )  distribution for each Qy. The 20,000 t{a)  observations will
then be converted to t(a,ju,cr^) .
To test this, a program was written in S-Plus (See Appendix) which randomly 
generates 6  t (ny- l ,X y ,Sy lr iy )  distributions o f 20,000 observations. In this paper all
Q ff 0  0
examples will be o f the form Q =  "  . The methods however can easily be
^ 2,^22
extended to many different forms of Q .
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The following three examples are given. In each case a histograms of Q and 0,, 
for the 20,000 simulated observations are given with lines showing the 5* and 95*'’ 
percentiles, the median, and the Actual Value. Note the histograms show that the 
distribution o f Q is  not a symmetric distribution while the distributions o f the 8 ,, are 
symmetric t-distributions.
Example 1: In this first example we have the following parameters:
Sample Sizes; = « ,2  = ...=  «22 = 40
Actual Population values: 0 ,, = 10.0, ^ ,2  = 0.4,^ ,3  = 6.5,^,^ = 8.0,^21  = 25,^22 = 3.2 
Standard Deviations: cj,, = 10.0,cr,2 = 5.0,<t,3 = 3.0,cr,  ̂= 3.0,0 -2, = 2 .0 , 0-22 = 2.0 
Generated Means: x,, = 8.194,x,, = -0.562,x,3 = 5.627,x,^ = 7.459,X;, = 1.996,X;; = 3.347 
Generated Standard Deviations:
5 ,, = 9.006,5,2 = 4.595,5,3 = 3.233,5,4 -  3.029,52, = 1.562,522 = 2.075
Distribution of the Posterior Density of Thetal
% of Distribution
1% -
0 5 10 15
Thetal 
T( 39 , 8.194 . 2.028 )
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Distribution of Posterior Density
% of Distribution 
5%, 50%, 95% 
Actual Value5%-
IQ.
1% -
o%-
-200 -100 0 100 200
Thetal *...*Theta4/Theta5*Theta6
The Actual Value o f  Q = 26.0
A 90% Credible Set for Q is given by (-101.568, 33.977) with the median being -27.707. 
The first graph above shows the generated distribution for 0,, which is a Student's T 
distribution with 39 degrees o f freedom, a location parameter o f 8.194, and scale
9 006^
parameter o f 2.028. The variance of the T distribution is - ^  = —-------= 2.028. The
«11 40
second graph shows the distribution o f  Q. To create the graph a histogram with 100 
buckets is calculated. Then by drawing a simple spline through the midpoints o f the 
histogram buckets the distribution above is created. The actual value o f 26 is shown as 
the solid vertical line the 90% credible set and the median are shown as the dashed lines.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Exam ple 2: In the second example we have the following parameters:
Sample Sizes: =  20, «,2 = 20 , « ,3  =  3 0 , =  30,«2i = 40 , «32 = 40
Actual Population values: 0 ,, = 5.0, ^ ,2  =  1.0,0,3 = 4.0,0 ,4 = 3 .2 , 0 2 , = 5 .0 , 0 2 % = 7.0 
Standard Deviations: a „  = 4 .0 ,cr,2 =  4.0,(7,3 = 3.0,cr,  ̂= 3.0,(T2, = 2.0,0-22 = 2.0 
Generated Means: x„ = 6.407,x,2 = -0.175,3c,3 =  4.658, jc,̂  =  2.965,^2, = 5.033,X22 =  6.239 
Generated Standard Deviations:
s,, = 3.249,5,2 =  3 .8 8 6 , 5,3 = 3.069,5,4 = 3 .2 7 7 ,52, = 1.7 5 9 ,5 2 2  = 2.162 
The Actual Value o f g  = 1.829
A 90% Credible Set is given by (-4.949, 3.866) with the median being -0.449. 
Distribution of the Posterior Density of Thetal
% of Distribution
1 3%-<D
Ol
0 2 4 6 8 10 12
Thetal 
T(19 , 6.407 , 0.528)
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8
Again the graph of the generated distribution for 0 ,, is shown above. It is a  T 
distribution with 19 degrees o f  freedom, location parameter o f  3.957 and scale parameter
3 249^
o f 0.528. The variance of this T distribution is —  = —------- = 0528. The following«„ 20
graph shows the distribution o f  Q  for this example. This time the actual value is 1.829 is 
shown as the solid vertical line the 90% credible set and the median are again shown as 
the dashed lines.
Distribution of Posterior Density
% of Distribution 
5%. 50%, 95% 
Actual Value
1% -
0%-
-20 -10 0 10 20
Thetal *...*Theta4/Theta5*Theta6
Example 3: In this example smaller sample sizes will be used the parameters are as 
follows:
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Sample Sizes: m,, = 1 0 ,« ,2  = 10, « ,3  = 15,»,^ = 15,«2, = 20, «22 = 20 
Actual Population values: 0 „  = 2.0,0 ,2  = 2.0,0 ,3  =  3.0,0 ,4  = 3 .0 , 0 2 , = 4 .0 ,0 2 2  = 4.0 
Standard Deviations: a „  = 15,or,2 = 2.0,<7 ,3  =  2 .0 ,cr,4 = 3.0,0-21 = 2 6 , 0-22 = 36 
Generated Means: 3c„ =2.444,3c,2 = 1.359,3c,3 =  3641,3c,4 =2.017, J 21 =4.227,3c22 =4.469 
Generated Standard Deviations:
5 ,, = 1.881,5,2 -1-64,5,3 = 2.127,5,4 = 2.958,52, = 3.474,522 = 3.143 
The Actual Value o f  Q = 225
A  90% Credible Set is given by (0.141,3.375) with the median being 1.095.
As in the previous examples the graph of 0 ,, is shown below. It is a  T distribution this 
time with 9 degrees o f  freedom, location parameter o f  2.444 and scale parameter o f 
0.354. The scale parameter o f this T distribution calculated as in the previous examples
Distribution of the Posterior Density of Thetal
% of Distribution
5
2
2 0 2 4 6 8
Thetal 
T( 9 , 2.444 . 0.354 )
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as 1̂1 _ 1.88 r  
10
10
= 0.321. Next the graph o f the Q distribution is shown. For this example
the actual value o f 2.25 is shown as the solid vertical line as before the 90% credible set 
and the median are shown as the dashed lines.
Distribution of Posterior Density
26% % of Distribution 
5%, 50%. 95% 
Actual Value
24%
22%
20%
18%
16%
1
0-
14%
12%
10%
8%
6%
4%
2%
0%
-20 -10 100 20
Thetal *...*Theta4/Theta5*Theta6
This example shows the extreme skewness that sometimes arises in these problems. 
Many examples were run in preparing this thesis and often Q had extreme outliers. This 
occurs when Gj, or G^^, the parameters in the denominator o f Q  are close to zero. When 
the generated values are selected some o f them are going to be very close to zero. Since 
G 21 and G 2% are devisors they cause the value of Q to be very large in absolute value.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
I l
Many o f the examples run were much more skewed than this example. However the 
credible sets still captured the actual value as expected.
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CHAPTER 3
PRIOR INFORMATION 
Now we will assume we have prior information about 0^ and . A joint prior
density for 8  ̂ and a  I from a conjugate family will be chosen. If  a]j) is a
normal density and 7t,y(cr^) is an inverted gamma 7G(a,y,/?,y) density,
then % .j{6 ij,cr]j) = 7ty{6 ij I o ’]^ny{(j]j) is a joint prior density is from a conjugate family 
o f  the distribution o f X y .  We will assume the values o f \x.y,Vy,ay, and P,y are known.
Berger (1985) gives the result that under the above assumptions the marginal 
posterior distribution for 0 ,y given (Xy,5,y) is given by:
Tt{0i^Xy,Sy) ~  7’(2a,y +  ny - l,M (x ) ,y ,[ ( r :‘ +n,y)(ay +(/jy - l ) /2 ) ^ ,^ . ] - ‘) (5)
where
and
( 2  + 2 » ,r , ) ’
12
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The product o f  four o f the above t-distributions divided by the product of two o f the 
above t-distributions will give the joint distribution. The Bayes estimate o f
Q  -  ^11̂ 12̂ 13.̂ 14 jg given by 
tV  (M-iy
y  K ^ iy  + 1)
(7^27 ~̂ ”2y^2y^2y)
/=T («2y^2y + 1 )
As in method 1 the posterior distribution o f g  will be simulated. 20,000 
observations from a /(2 a  y 4- My -1 )  will be generated for each 8  y . Then, as in method 1,
these will be multiplied times the variance and added to the mean to give a t-distribution 
as in equation (5). Program 2 in the appendix o f this thesis shows the program.
Example 4 The following parameters are used.
Sample Sizes: = 8 ,n ,2 = 10, «,3 = 1 2 ,n ,4 = 14,M2, = 8 ,/J22 = fO
a  j| “  1.5, 2 — 1.2, a  13 — 2.0, — 1.7,6%2i ~ 2.0, ̂ 2 2  — 2.2
Pii = 0-'7,/?,2 = O.8,y0,3 = 1.0,/? ,4  = 0.6,/?2| = 0.5,y922 = 0.9
The a  y and Py were used as parameters for the Inverse Gamma distribution to generate 
the following sigma values:
or,, = 0.7715,(7,2 = 1.0241,(7,3 = 0.9007,(7,4 = 1 6 2 9 9 ,(72, = 2 .0 7 2 4 ,(7 2 2  = 1.205 
The sigma are squared and multiplied times the knownxy values to use as the variances 
and these along with the known means py are used as the normal parameters to generate 
8 ,)
T,, = 0.25,7,2 -0.15,7,3 = 0.25,7,4 = 0.75,72, = 1.00,732 = 1.50
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Pu ~ =20,//22 = 30
0 ,,  =3.8336,^,2 =10-1342,^,3 =  4.7435,^,4 =  13.3002,^2, =21.4444,^22 =  30.0226 
Generated Means;
3c,, = 4.7259, %,2 = 10J563,3c,3 = 4i581, J ,4 = 14.025 l ,3c2, = 21.0643,3c22 = 30.0433 
Generated Standard Deviations:
5„ =  0.799,f,2 =  1.3304,5,3 =  0.7707,5,4 =  1-7577,52, =  13889,522 =  0.926
Using the above generated values along with the parameter values a distribution 
o f 20,000 observations from the t-distribution show in equation 5 was obtained. We get 
the following results.
The Actual Value o f Q is 5.038.
The Bayesian Estimator is 5.2107.
A 90% Credible Set is given by (4.9859, 5.4487) with the median being 5.2113. 
For comparison purposes the 90% Credible Set generated by method 1 is given by (4.843, 
7.162) with a median of 5.933. Notice the range o f the 90 % Credible Set from method 2 
is shorter than the set given by method 1 and the median is closer to the actual value in 
method 2 than in method 1. The graph below is o f Q,  the posterior distribution 
generated by method 2 in example 4. The method 2 graphs show the bayesian estimator 
as a solid line and the 90% credible region and median as dashed lines. Usually the 
bayesian estimator o f Q  is so close to the median that the dashed line showing the 
median is covered by the solid line for the actual value.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Distribution of Posterior Density
IQ.
% of Distribution 
5%, 50%. 95% 
Bayes Estimator
1% -
T
5
Thetal *...*Theta4/Theta5*Theta6
Example 5 In this example all the parameters are the same as in example 4 with the 
exception o f Uy.
Sample Sizes: = n ,2 = . . .= ,« 2 2  =40
Known a  y and values:
ctji —1.5,o:|2 “  1.2 , ~ 2 .0 , 0 :̂ .̂  —1.7,0^21 = 2 .0 ,0:22 = 2 .2  
P ,1 = 0.7, ^ , 2  = 0.8, ^ , 3  = 1.0, ^ , 4  = 0.6,^21 = 0.5,^22 ~ 9 
Generated sigma values:
CT„ =2.2807,0 -,2 =5.7185,0 -,3 =1.3594,0 -,4 =0.4869,0-2, = 1.7887,0-22 =0.4886 
The known i y  and values are:
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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TI, = 0.25, r ,2 = 0.15, r ,3 = 0.25, = 0.75, = 1.00, = 1.50
Pli = 5 ,//,, = 10,/y,3 = 5, / / , 4  = 15,//j, = 20, //22 = 30 
Generated Thêta values:
e „  =5.1004,0,2 =10.2802,^,3 =5.388,0,4 =14.7992,^21 =22.7142,022 =29.4074
Generated Means:
J„  =5.3876,^,2 =11.1318, jë,3 =5.8749,^,4 =14.8504,^2, =22.122,^22 =29.5309 
Generated Standard Deviations:
5,, = 1.8644,5,2 = 5.8536,5,3 ~  1.5137,5,4 = 0.4407,52, =  1.9172,522 = 0.4494 
From the above parameters and generated values 20,000 observations from the t- 
distribution shown in equation 5 were generated.
The Actual Value o i  Q = 8.009 
The Bayesian Estimator is 7.7538
A 90% Credible Set is given by (6.9103, 8.6121) with the median being 7.7567. 
For comparison purposes the 90% Credible Set generated by method 1 is given by (7.157, 
10.178) with a median o f 8.611. Again the range o f the 90 % Credible Set from method 
2  is shorter than the set given by method 1 and the median is closer to the actual value in 
method 2 than in method 1. The graph below is o f Q ,  the posterior distribution 
generated by method 2 in example 5. In this graph we can see with the larger riy the
smaller the variance o f the posterior distribution.
In the previous two examples we see that when prior information is available, 
which is often the case, we get much better estimates o f the actual value and the range of 
the credible set o f  the posterior distribution is smaller.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Distribution of Posterior Density
4%- %  o f  Distribution 
5%, 50%. 95% 
Bayes Estimator
C
S
53 2%-Q.
2 4 6 108 12
Thetal *...*Theta4/Theta5*Theta6
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CHAPTER 4
SIGMA KNOWN OR LARGE SAMPLE SIZES 
In this method we will look at the case when the population variances 
^re either known or the sample sizes are large enough that the sample 
standard deviations are good approximations for cr,y. In addition we will assume a
normal prior distribution for each of the 0^. For this example we will assume
the values o f and are known.
Under these assumptions it can be shown that the marginal posterior distribution 
ofGÿ given is
I
(6 )
Using this information the Bayes estimate o f Q is given by
A ^  tV  4  iJ / T& ^2j ̂ 2j ! +  ̂ 2] /  A j
U  «„•/4 y  + V A j  /  i t  «2y /4y  + V A j
Equation 6  is given by Berger (1985), equation 7 follows by the independence o f the
and from the independence o f  the different priors.
A program that simulates 20,000 observations is used to demonstrate method 3. 
The program is shown in the appendix to this thesis. The program creates, just like the
18
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programs for method 1 and method 2, a 90% credible set along with the median of the 
posterior distribution. Three more examples are shown.
Exam ple 6 In this example we will use small but assume Gy is known. The example
is run at the same time using Sy so the results can be compared. The following are the
parameters used in this example.
n„ = 14, « ,2  = 16,n,3 = 18,«,4 = 2 0 ,«2, = 12, «22 = 14
Pj, = 10.0, / / , 2  = 20.0, / / , 3  =  5.0,//,4 =  15.0,//2, = 5.0, //22 = 10.0
T,, = 1.0,7,2 — 2.0, z",3 = 1.5, z’,4 — 3.0, T2, = 1.0, T22 —1.5
From the above known parameter values the theta values below are generated.
0 „  =8.9766,0,2 =20.3466,0,3 =6.8982,0,4 =15.2506,021 =4.7625,022 = 13.7896 
The known sigma values are:
a , ,  = 3 .0 , 0",2 = 5 .0 ,0 ", 3 = 2.0,0^,4 = 3.0, o"2, = 2 .0 ,o "22 = 3.0 
The generated values are:
x„ =  8.3187,x,2 =  18.0886,%,3 =  6.7883, x , 4  =  16.0471,%2, =  5.4392, X2 2  =  12.9106 
.s,, = 1.6528,5,2 = 4 .3 7 7 7 ,5,3 = 2.095,5,4 “  3 .6 7 7 5 ,52, = 1.6 8 8 6 ,5 2 2  “  3.5552 
Using method 3 the 90% credible set for Q  using the known values for sigma is 
(227.4018, 321.9837) with a median value o f 271.2864. Using this method the Bayes 
Estimator is 271.2141. Using the generated Sy the 90% credible set for Q  is (221.0221,
305.7398) with a median value o f 259.7052. Using the generated Sy the Bayes Estimator
is 260.0945. The credible set using the generated Sy is smaller than the one created using
the known sigma values, however, when we compare the two Bayes Estimators to the 
actual value o f 292.576 we see that the estimator using the known value is much closer.
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For comparison purposes the same example was run using in method 1 (no prior 
information). Method 1 generated a 90% credible set o f (172.112, 415.803) with a 
median o f 260.618. Notice that the range of the credible set for method 3 is smaller than 
the credible set of method 1. This is the expected result since we knew more information 
about the parameters in method 3. Below is the graph o f this example using the known 
values for the standard deviations.
Distribution of Posterior Density
% of Distribution 
5%. 50%. 95% 
Bayes Estimator
2% -
I
Q .
150 200 250 350300 400
Thetal *...*Theta4/Theta5*Theta6 
Example 7: We will again assume a  y are known. The only change from example 6 is
the Hy.
In this example we will use larger sample sizes:
«„ =  30,«12 = 25,/i,3 = 35,n,4 = 40,^2, = 45, «22 = 30 
The generated values are:
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x„ =10.5115,3c,2 =17.4488, X, 3 = 8.1794,3c„ = 14.6028, jĉ , =6.0552,3c22 = 123033 
e „  = 10.6335,^,2 = 16.2606,^,3 = 83624,^,, = 14.3554,^21 = 6.2248,^22 = 10.9837 
Using method 3 the 90% credible set for Q  is (275.8139.8787,335.142) with a median 
value o f 304.3312. The Bayes Estimator is 304.7853 and the actual value is 310.85. 
Using in method 1 (no prior information) generated a 90% credible set o f (271.187, 
417.394) with a median o f 337.028. As expected the range of the credible set for method 
3 is smaller than the credible set o f  method 1. The first graph that follows shows the 
results o f method 1 the second is the distribution o f  Q after running method 3.
Distribution of Posterior Density
% of Distribution 
5%, 50%, 95% 
Actual Value
1
1% -
0% -
200 300 500400
Thetal *...*Theta4/Theta5*Theta6
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Distribution of Posterior Density
% of Distribution 
5%. 50%. 95% 
Bayes Estimator
3%-
I 2% -
1%r
350300250
Thetal *...*Theta4/Theta5*Theta6
Example 8: Here we assume cr  ̂are unknown. The generated Sy will be used instead of 
<5 y . Otherwise example 8 will use all the same parameters as example 7.
The generated values are:
3c„ = 10.9517,3c,2 = 16.4027,J ,3 =  4.3852, = 1 2 . 8 0 0 7 , =  4.5354, = 12.515
= 3.7288,5,2 =5.1602,5,3 =2.2102,5,4 =2.9437,52, =2.0519,522 = 3.2594 
0„  = 11.198,0,2 = 16.4875,0,3 = 4.3948,0,^ = 12.6949,02, = 4.5907,022 = 12.2483
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Using method 3 the 90% credible set for Q  is (164.7927, 210.1946) with a median value 
o f 186.1213. The Bayes Estimator is 186.4547 with an actual value o f 183.193. Using in 
method 1 (no prior information) generated a 90% credible set o f (98.155, 174.399) with a 
median o f 132.077. As expected the range o f the credible set for method 3 is smaller 
than the credible set o f method 1 and the median value from method 3 is closer to the
Distribution of Posterior Density
% of Distribution 
5%. 50%, 95% 
Actual Value
c  2%-
0_
1 % -
50 100 150 200 250
Thetal *...*Theta4/Theta5‘Theta6 
actual value than the median from method 1. Again first is shown the graph from from 
method 1 then the graph using method 3.
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CHAPTER 5
EPA EXAMPLE AND CONCLUSION
In the EPA Exposure Assessment document [1] describes many ways to assess
exposure to harmful chemicals. One o f these is the ingestion o f chemicals in surface
water while swimming. The equation for assessing the chemical intake is given by
, , ,  ̂ , C W x C R x E T x E F x E D
Intake(nig / kg -  day) = ---------- ---------
BWx AT
Where:
CW = Chemical Concentration in Water (mg/liter)
CR = Contact Rate (liters/hour)
ET = Exposure Time (hours/event)
EF = Exposure Frequency (events/year)
ED = Exposure Duration (years)
BW = Body Weight (kg)
AT = Average Time (period over which exposure is averaged -  days)
Means for some o f these values are given in the EPA document. However the 
mean for chemical concentration and body weight variables are arbitrary values. The 
standard deviations are also arbitrary since they were not provided in the EPA 
documentation. The following table shows the values for this example.
24
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Variable Mean Standard
CW 3 0.2
CR 50 5
ET 1.5 5
EF 7 1.5
ED 70 5
BW 70 10
AT ED*365 ED*365
First lets look at Method 1 with sample sizes equal to 40 as in example 1. For this 
example there are five variables in the numerator o f  Q and two in the denominator. The 
programs where easily adapted to this problem.
Generated Means:
= 2.924, = 50.106, J ,3 = 1.507,x„ = 7.028,x,; = 70.823, = 70.162,x,3 = 25,606.915
Generated Standard Deviations:
5i, = 0.211,5,2 - 4.134,5,3 = 0.439,5,4 = 1.393,,5,5 = 4.526,52, = 4.744,522 ~ 1762.222 
A 9 0%  Credible Set is given by (0.055, 0.067) with the median being 0.061. The actual 
value is 0.062
Using Method 3 where we assume 8^ have normal priors and the a,y are either
known or the sample sizes are large enough to use the sample standard deviations. In this 
case we assume the a  y are known. The and a ,y are from the table above in addition
the parameters below were used.
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/j]j = 15, W|2 =  1 6 ,m,3 = 17,W|4 = 13,n,j =  16,M2, = 14,/i22 = 12 
X,, = 1.0, r ,2 = 3.0, r ,3 = 0.2, t ,4 = 0.5, = 3.0, T2, = 5.0, Xjj = 1095.0
Generating 20,000 sample observations gave generated values o f
= 3.4545, X ,2 = 54.0174, X,3 = 1.567 l,x ,4 = 7.0434, x,5 =  67.4677, Xj, = 68.3389, X22 = 26089.2348 
5,1 — 0.2,5,2 — 5.0,5,3 = 0.5,5,4 —1.5,5,3 = 5 .0 ,53, ~ 5 .0,532 ~ 1825
0 „  = 3.3944,^,2 = 52.7117,^,3 = 1.4766,0,4 = 7386,0,; = 67.5756,02, = 68.7514,022 = 26012.822 
Which results in a 90% confidence interval o f (0.0738, 0.0786).
CONCLUSION
This thesis discussed three methods o f deriving confidence intervals for exposure 
risk assessment. The situation where these methods will be useful would be any one o f
6 ,,0 ,2 ... 0 ,̂
the form 0  = -------------- - .  The types o f situations where these methods would arise
would be in risk analysis and in environmental exposure analysis. Specifically, the EPA
[1] documents many situations where these methods may be used yet in the EPA 
document no good way o f  finding Q  is put forth. The Bayesian methods shown in this 
thesis will give better results especially when prior knowledge o f the parameters is 
available.
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APPENDIX 
Splus program for Method 1
f u n c t io n ( t h e t a ,  sigma, num, i t e r ,  q)
{
##################################################
# #
# t h e t a  i s  the v e c to r  of  l o c a t i o n  parameters #
# sigma i s  the v e c t o r  of  shape parameters #
# num i s  the  v e c to r  o f  sample s i z e s  #
# X i s  the v e c to r  o f  sample means #
# s i s  the  v e c to r  o f  sample standard d ev ia t ions  #
# rg i s  the  v e c to r  o f  i t e r  randomly generated #
# data  p o in t s  #
# i t e r  i s  the number o f  i t e r a t i o n s  #
# q i s  a v e c to r  of  q u a n t i l e s  #
# p o s t  i s  the p o s t e r io r  d i s t r i b u t i o n  #
# # 
##################################################
# i n i t i a l i z e  v a r i a b l e s
rg <- a r r a y ( c ( r e p (0, i t e r  * 6 ) ) ,  dim = c ( i t e r ,  6)) 
s <- c (r e p (0, 6))
X <- c ( r e p (0, 6) )
v <- c ( r e p (0, 6) )
a c tu a l  <- ( theta  [1] * th e ta  [2] * th e ta  [3] * t h e t a [ 4 ] ) / ( t h e t a [5] * 
th e ta  [6] )
f o r ( i  in  1:6) {
norm < rnorm(num[i] , t h e t a [ i ] ,  s igm a[ i ] )
x [ i ]  <- mean(norm)
s [ i ]  <- stdev(norm)
v [ i ]  <- sqrt(var(norm)/num[i]  )
rg [ ,  i ]  < r t ( i t e r ,  num[i] - 1) * v [ i ]  + x [ i ]
}
# end for  #
post  <- (rg[,  1] * rg [ ,  2] * rg [ ,  3] * r g [ ,  4 ] ) / ( ( r g [ ,  5] * rg[ ,
6] ) )
c i  <- round( q u a n t i l e ( s o r t ( p o s t ) , q ) , 3)
cat("The lower l i m i t ,  median, upper l i m i t  are:  ", "\n")
c a t ( c i ,  "\n")
cat("The ac tu a l  value  i s  :", round(actual ,  3 ) ,  "\n") 
f o r ( i  in  1:6) {
cat  ( "X", i ,  " i s :  ", round ( x [ i ] ,  3) )
c a t (" s",  i ,  " i s :  ", r o u n d ( s [ i ] ,  3 ) ,  "\n")
}
# end for  #
##########################################
# Graph the Pr ior  D is t r ib u t io n  # 
##########################################
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p r i o r .v e c  <- a s . v e c t o r ( r g [ ,  1])
num.prior <- l e n g th (p r io r .v ec )
range <- max(prior.vec) - min (pr ior .vec)
p r i o r . h i s t  <- h i s t ( p r i o r . v e c ,  n c la s s  = 100, p lo t  = F)
p r i o r . p e t  <- p r io r .h is t$ co u n ts /n u m .pr io r
pr ior .breaks  <- a s .v e c to r (p r io r . h i s t $ b r e a k s [ p r i o r .h i s t $ b r e a k s  >
min(
p r i o r . v e c ) ]) 
prior .m in  <- min(prior .vec)
p r i o r . s p l i n e  <- s p l i n e ( p r i o r .b r e a k s , p r i o r . p e t ,  p e r io d ic  = F, 
boundary = 0,
xmin = min(pr ior .b reaks) ,  xmax = max(prior .breaks)) 
p r i o r . s p l i n e . p l o t  <- c b in d ( p r io r . s p l i n e $ x [ p r i o r . s p l in e $ x  >= 
p r i o r .m i n ] ,
p r i o r . s p l i n e $ y [ p r i o r . s p l in e$x  >= prior .m in])  
x l l  <- ( a s . i n t e g e r ( m in ( p r io r .v e c ) / 2 )  - 1) * 2 
i f ( p r i o r .m i n  < 2 && prior .m in  > 0) { 
x l l  <- 0
}
xu l  <- (a s . in t e g e r (m a x (p r io r .v e c ) /2 )  + 1) * 2 
i f (m ax(p r ior .vec )  < 0 && max(prior .vec) > -2) { 
xul <- 0
}
graphsheet ()
p l o t ( p r i o r . s p l i n e . p l o t , type = "1", xlab = " Thetal ", ylab = 
"Percent",
yaxt = "n", xlim = c ( x l l ,  x u l ,  I t y  = 1, co l  = 1))  
ymax <- max(prior.pet)  
l o c  <- rou n d(x [ l ] ,  3) 
shp <- round(v[1]*2,  3)
s u b t i t l e  <- paste("T(",  num[l] - 1, " , ", l o c ,  " , ", shp, ")") 
t i t l e ( m a i n  = "Distr ibution  of  the Prior Densi ty o f  Thetal",  sub = 
s u b t i t l e )
y l a b e l s  <- seq(0 ,  a s . in teger(ym ax  * 100) /100 ,  by = 0.01)  
a x i s (2, at  = y la b e l s ,  l a b e l s  = p as te ( fo rm a t (y la b e ls  * 100),  
r e p ("%", l e n g t h (
y l a b e l s ) ) ,  sep = "")) 
l i n e s ( p r i o r . s p l i n e . p l o t ,  c o l  = 3, I t y  = 1) 
l e g e n d ( x l l ,  ymax, "% o f  D is tr ib u t io n " ,  co l  = 3, I t y  = 1) 
##########################################
# Graph the P oster ior  D i s t r ib u t io n  #
##########################################  
p o s t . v e c  <- a s .v e c to r (p o s t )  
num.post <- l e n g th (p o s t .v ec )  
range <- max(post.vec)  - min(post.vec)  
p o s t . h i s t  <- h i s t  ( p o s t . v e c , n c la s s  = 100, p lo t  = F) 
p o s t . p e t  <- p o s t .h i s t$cou nts /nu m .pos t
pos t .breaks  <- a s .v e c t o r ( p o s t . h i s t$ b r e a k s [ p o s t .h i s t $ b r e a k s  > 
m in ( p o s t .v e c ) ])
post .min  <- min(post.vec)
p o s t . s p l i n e  <- s p l i n e ( p o s t . b r e a k s , p o s t . p e t ,  p er iod ic  = F, 
boundary = 0,
xmin = m in (p o s t .b rea k s ) , xmax = max(post .breaks)) 
p o s t . s p l i n e . p l o t  <- c b in d ( p o s t . sp l in e $ x  [p o s t . sp l in e$x  >= 
p o s t . m i n ] ,
p o s t . s p l i n e $ y [ p o s t . s p l in e $ x  >= post.min])  
x l l  <- ( ( a s . in te g e r (m in (p o s t .v e c ) / lO )  - 1) * 10)
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i f ( p o s t . m i n  < 10 && post .m in  > 0) { 
x l l  <- 0
}
xu l  <- ( (a s . in te g e r (m a x (p o s t .v e c ) / lO )  + 1) * 10) 
i f (m a x (p o s t .v ec )  < 0 && max(post.vec)  > -10) { 
xul <- 0
}
grap h sh eet ()
p l o t ( p o s t . s p l i n e . p l o t ,  type = "1", x lab =
" Thetal  * . . . *Theta4/Theta5*Theta6", y lab = "Percent", yaxt
= "n",
xlim = c ( x l l ,  x u l ,  I t y  = 1, c o l  = 1))  
ymax <- max(post .pet)
t i t l e ( m a i n  = "D is tr ibut ion  of  P o s te r io r  Density")  
y l a b e l s  <- s eq (0 ,  as . in teger(ym ax * 100) /lOO, by = 0.01)  
a x i s (2, a t  = y l a b e l s ,  l a b e l s  = p a s te ( fo r m a t (y la b e l s  * 100),  
r e p ("%", l e n g t h (
y l a b e l s ) ) ,  sep = "")) 
l i n e s ( p o s t . s p l i n e . p l o t ,  c o l  = 3, I t y  = 1) 
f o r ( i  in  1 :l e n g t h ( c i ) ) {
l i n e s ( c ( c i [ i ] , c i  [ i ] ) ,  c ( 0 ,  ymax), c o l  = 6, I t y  = 4)
}
l i n e s ( c ( a c t u a l ,  a c t u a l ) ,  c (0 ,  ymax), c o l  = 4, I t y  = 1) 
bottom <- c i  [1] - post .min  
top <- max(post.vec)  - c i [3] 
i f (b o t tom  >= top) { 
l e g p l o t  <- x l l
}
e l s e  i f (b o t to m  < top) {
l e g p l o t  <- c i [3] + 5
}
l e g e n d ( l e g p lo t ,  ymax, c("% of D is tr ib u t io n " ,  "5%, 50%, 95%", 
"Actual Value") ,
c o l  = c (3 ,  6, 4 ) ,  I t y  = c ( l ,  4, 1))
}
Splus program for Method 2
fu n ct ion(a lpha ,  be ta ,  mu, tao ,  num, i t e r ,  q)
{
################################################## 
# #
# alpha and beta  are the parameters o f  the #
# p r io r  in v er se  gamma funct ion  #
# mu and ta o  are the parameters of  th e  p r io r  #
# normal fu n ct ion  #
# th e ta  i s  the v e c to r  o f  l o c a t i o n  parameters #
# sigma i s  the v e c to r  o f  shape parameters #
# num i s  the  v e c to r  o f  sample s i z e s  #
# X i s  the v e c to r  o f  sample means #
# s i s  the v e c to r  o f  sample standard d e v ia t io n s  #
# rg i s  the v e c to r  o f  i t e r  randomly generated #
# data p o in t s  #
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# q i s  a v e c to r  o f  d es ired  q u a n t i l e s  u s u a l ly  #
# 5% 50% and 95% #
##################################################
# i n i t i a l i z e  v a r i a b l e s
rg <- a r r a y ( c ( r e p (0, i t e r  * 6 ) ) ,  dim = c ( i t e r ,  6))  
s <- c (r e p (0 ,  6))
X <- c (rep (0, 6) ) 
u <- c (rep  (0, 6) ) 
sd .p os t  <- c ( r e p (0 ,  6))  
df <- c (rep (0, 6) ) 
sigma < c (r e p (0 ,  6))
theta  <- c (r e p (0 ,  6)) # s t a r t  program
f o r ( i  in  1:6) {
sigma[i]  <- l/rgamma(l,  a l p h a [ i ] ,  1 / b e t a [ i ] )  
t h e t a [ i ]  <- rnorm( 1, mu[i] ,  t a o [ i ]  * sigma [ i ] )  
norm <- rnorm(num[i], t h e t a [ i ] ,  s igma[ i ] )  
x [ i ]  <- mean(norm) 
s [ i ]  <- stdev(norm)
beta.prime <- ( l / ( b e t a [ i ] )  + ( ( (num[i] - 1) * s [ i ] ^ 2 ) / 2 )  +
((num[i] * (
x [ i ]  - m u [ i ] ) * 2 ) / ( 2  + 2 * num[i] * tao  [i] ) ) )  ̂(-1) 
d f [ i ]  <- 2 * alpha [ i]  + num[i] - 1
u [ i ]  <- (mu [i]  + num[i] * t a o [ i ]  * x [ i ]  ) /  (num[i] * t a o [ i ]  +
1)
s d . p o s t [ i ]  <- 1 / ( ( t a o [ i ] ^ (-1) + num[i]) * (a lpha[ i]  + 
(num[i] - l ) / 2
) * beta.prime)  
rg[ ,  i ]  <- r t ( i t e r ,  d f [ i ] )  * sd .p os t  [i] + u [ i ]
}
# end for #
b a y e s . es t im ator  <- (u[l]  * u[2] * u[3] * u [ 4 ] ) / ( u [ 5 ]  * u[6])
post  <- (rg[ ,  1] * rg [ ,  2] * rg [ ,  3] * rg[,  4 ] ) / ( r g [ ,  5] * rg [ ,
6 ] )
c i  <- roun d (qu ant i le (pos t ,  q ) , 4)
cat("The Bayes Estimator i s :  ", round(bayes. e s t im a t o r , 4 ) ,  "\n") 
cat("The lower l i m i t ,  median, upper l i m i t  are; ", "\n") 
c a t ( c i ,  "\n") 
f o r ( i  in  1:6) {
c a t ( " X " , i ,  " i s :  ", rou n d (x [ i ] ,  4))
c a t (" s",  i ,  " i s :  ", r o u n d ( s [ i ] ,  4))
c a t (" theta" ,  i ,  " i s :  ", r o u n d ( t h e t a [ i ] , 4))
c a t (" sigma", i ,  " i s :  ", rou n d(s igm a[ i ] , 4 ) ,  "\n")
}
# end for #
# Comparison with Method 1 #
methodKx, s ,  num, i t e r ,  q) 
##########################################
# Graph the Prior  D i s t r ib u t io n  #
##########################################  
p r io r .v e c  <- a s . v e c t o r ( r g [, 1]) 
num.prior <- l e n g th (p r io r .v e c )  
range <- max(prior.vec) - min(prior .vec)  
p r i o r . h i s t  <- h i s t ( p r i o r . v e c ,  n c la s s  = 100, p l o t  = F) 
p r io r .p e t  <- p r io r .h is t$ co u n ts /n u m .p r io r
prior .b reaks  <- a s .v e c to r ( p r io r . h i s t $ b r e a k s [ p r i o r .h i s t $ b r e a k s  >
min (
p r i o r . v e c ) ])
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prior .m in  <- min(prior .vec)  
prior.max <- max(prior.vec)
p r i o r . s p l i n e  <- s p l in e (p r io r .b r e a k s ,  p r i o r . p e t ,  p er io d ic  = F, 
boundary = 0,
xmin = m in (p r ior .b reak s ) , xmax = max(prior .breaks)) 
p r i o r . s p l i n e . p l o t  <- c b in d (p r io r . s p l in e $ x [ p r io r . s p l in e $ x  >= 
p r i o r . m i n ] ,
p r i o r . s p l i n e $ y [ p r i o r . sp l in e$ x  >= p r io r .m in ] ) 
d <- 10
i f (p r io r .m a x  - pr ior .m in  <= 20) { 
d <- 2
}
x l l  <- ( a s . in t e g e r (m in (p r io r .v e c ) /d )  - 1) * d 
i f ( p r i o r .m i n  < d && prior .m in  > 0) { 
x l l  <- 0
}
xul <- (a s . in teg e r (m a x (p r io r .v ec ) /d )  + 1) * d 
i f (m ax(p r ior .vec )  < 0 && max(prior.vec) > - d) {
xul  <- 0
}
graphsheet ()
p l o t ( p r i o r . s p l i n e . p l o t ,  type = "1", xlab = " Thetal ", ylab = 
"Percent",
yaxt = "n", x l im = c ( x l l ,  x u l ,  I t y  = 1, co l  = 1)) 
ymax <- max(prior .pet)  
lo c  <- rou n d (u[ l ] ,  3) 
shp <- r o u n d (sd .p o s t [1]^2, 3)
s u b t i t l e  < paste("T(",  d f [1] ,  " , ", lo c ,  " , ", shp, ")") 
t i t l e ( m a i n  = "Distr ibut ion  o f  the Prior Densi ty  of  Thetal",  sub = 
s u b t i t l e )
y la b e l s  <- seq(0 ,  a s . integer(ymax * 100)/lOO, by = 0.01)  
a x i s (2, a t  = y l a b e l s ,  l a b e l s  = p as te ( form at(y lab e ls  * 100),  
r e p ("%", l e n g t h (
y l a b e l s ) ) ,  sep = "")) 
l i n e s ( p r i o r . s p l i n e . p l o t ,  co l  = 3, I ty  = 1) 
l e g e n d ( x l l ,  ymax, "% of  D is tr ibut ion" ,  co l  = 3, I t y  = 1) 
##########################################
# Graph the P o s te r io r  D is t r ib u t io n  #
##########################################  
p o s t .v e c  <- a s .v e c to r (p o s t )  
num.post <- l e n g th (p os t .vec )  
range <- max(post.vec)  - min(post.vec)  
p o s t . h i s t  <- h i s t ( p o s t . v e c ,  n c la s s  = 100, p lo t  = F) 
p o s t . p e t  <- pos t .h is t$cou nts /num .post
p ost .breaks  <- a s .v e c to r (p o s t .h i s t$ b r e a k s [p o s t .h i s t$ b r e a k s  > 
m in ( p o s t . v e c ) ])
pos t .min <- min(post.vec)  
post.max <- max(post.vec)
p o s t . s p l i n e  <- s p l in e (p o s t .b r e a k s ,  p o s t . p e t ,  p er iod ic  = F, 
boundary = 0,
xmin = m in (p os t .b reak s ) , xmax = max(post.breaks)) 
p o s t . s p l i n e . p l o t  <- c b in d (p o s t . s p l i n e $ x [ p o s t . sp l ine$x  >= 
p o s t . m i n ] ,
p o s t . s p l i n e $ y [ p o s t . s p l i n e $ x  >= post.min])  
denora <- 10
i f (p o s t .m a x  - pos t .min <= 20) { 
denom <- 2
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}
x l l  <- { ( a s . in teger(min(post .vec) /denom) - 1) * denom) 
i f ( p o s t . m i n  < denom && post.min  > 0) { 
x l l  <- 0
}
x u l  <- ( (as . integer(max(post .vec) /denom) + 1) * denom) 
i f (m a x (p o s t .v e c )  < 0 && max(post.vec)  > - denom) {
xul <- 0
}
graphsheet ( )
p l o t ( p o s t . s p l i n e . p l o t ,  type = "1", x lab  =
" Thetal  * . . . *Theta4/Theta5*Theta6", y lab = "Percent", yaxt
= "n",
xlim = c ( x l l ,  x u l ,  I t y  = 1, c o l  = 1)) 
ymax <- max(post.pet )
t i t l e ( m a i n  = " D istr ib ut ion  o f  P o s ter io r  Density")  
y l a b e l s  <- seq(0 ,  a s . integer(ymax * 100) /lOO, by = 0.01)  
a x i s (2, a t  = y l a b e l s ,  l a b e l s  = p a s te ( fo rm a t (y la b e ls  * 100),  
r e p ("%", l e n g t h (
y l a b e l s ) ) ,  sep = "")) 
l i n e s ( p o s t . s p l i n e . p l o t ,  c o l  = 3, I t y  = 1) 
f o r ( i  in  1 : l e n g t h ( c i ) ) {
l i n e s ( c ( c i [ i ] , c i  [ i ] ) ,  c (0 ,  ymax), co l  = 6, I t y  = 4)
}
l i n e s ( c (bayes . e s t im a t o r , b a y e s . e s t im ator ) ,  c (0 ,  ymax), c o l  = 4, 
I t y  = 1)
bottom <- c i  [1] - x l l  
top <- max(post.vec)  - c i  [3] 
i f (b o t tom  >= top) { 
l e g p l o t  <- x l l
}
e l s e  i f (b o t tom  < top) {
l e g p l o t  <- c i  [3] + 5
}
l e g e n d ( l e g p l o t , ymax, c("% o f  D is tr ibu t ion" ,  "5%, 50%, 95%", 
"Bayes Est imator"),  c o l  = c (3 ,  6, 4 ) ,  I t y  = c ( l ,  4, 1))
}
Splus program for Method 3
function(mu, tao ,  sigma, num, i t e r ,  q, f lag)
{
##################################################  
# #
# th e ta  i s  the v e c t o r  o f  l o c a t i o n  parameters #
# sigma i s  the v e c to r  of  shape parameters #
# num i s  the v e c t o r  of  sample s i z e s  #
# X i s  th e  v ec to r  o f  sample means #
# s i s  the v ec to r  o f  sample standard d ev ia t ions  #
# rg i s  the v e c to r  o f  i t e r  randomly generated #
# data  p o in t s  #
# q i s  a vec tor  o f  d es ired  q u a n t i l e s  u s u a l ly  #
# 5% 50% 95% #
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##################################################
# i n i t i a l i z e  v a r i a b l e s
rg <- a r r a y ( c ( r e p (0, i t e r  * 6 ) ) ,  dim = c ( i t e r ,  6))  
s <- c (rep (0, 6) )
X <- c (rep (0, 6) ) 
u <- c ( r e p (0, 6))  
s . p o s t  <- c ( r e p (0 ,  6))  
th e ta  <- c ( r e p (0 ,  6)) 
f o r ( i  in  1:6) {
t h e t a  [i] <- rnorm (1, mu[i] , t a o [ i ]^ 2 )  
norm <- rnorm(num[i] , t h e t a [ i ] ,  s igma[ i] )  
x [ i ]  <- mean(norm) 
############################################
# I f  f l a g  i s  T assume sigma known #
# I f  f l a g  i s  F use standard d e v ia t i o n  #
# o f  the generated d i s t r i b u t i o n  #
############################################
i f ( f l a g )
s [ i ]  <- sigma [i]  
e l s e  s [ i ]  <- stdev(norm)
u [ i ]  <- (((num[i] * x [ i ]  ) / s  [ i ]  ^2) + (m u[ i ] / tao  [i] *2) ) /  ( ( 
n u m [ i ] / s [ i ] *2) + ( l / t a o [ i ] * 2 ) )  
s . p o s t  [ i ]  <- l / ( ( n u m [ i ] / s [ i ] ^ 2 )  + ( l / t a o [ i ] ^ 2 ) )  
r g [ ,  i ]  <- rn o rm d ter ,  u [ i ] ,  s . p o s t [ i ] )
}
# end fo r  #
b a y e s . e s t im a to r  < (u [ l ]  * u[2] * u[3] * u [ 4 ] ) / ( u [ 5 ]  * u[6] )
post  <- (rg[ ,  1] * r g [ ,  2] * r g [ ,  3] * rg [ ,  4 ] ) / ( r g [ ,  5] * rg [ ,  
6 ] )
c i  <- r o u n d (q u a n t i l e (p o s t , q) , 4)
cat("The Bayes Estimator i s :  ", round(bayes .es t im ator ,  4 ) ,  "\n" 
)
cat("The lower l i m i t ,  median, upper l i m i t  are:  ", "\n") 
c a t ( c i ,  "\n") 
f o r ( i  in  1:6) {
c a t ( "x", i ,  " i s :  ", r o u n d (x [ i ] ,  4))
c a t (" s " , i ,  " i s :  ", r o u n d ( s [ i ] ,  4))
c a t (" theta",  i ,  " i s :  ", round(th eta [ i ]  , 4 ) ,  "\n")
}
# end for  #
##########################################
# Graph the  Prior  D i s t r i b u t i o n  #
##########################################
p r i o r .v e c  <- a s . v e c t o r ( r g [, 1])
num.prior <- l e n g th (p r io r .v e c )
range <- max(prior.vec) - min(prior .vec)
p r i o r . h i s t  <- h i s t ( p r i o r . v e c ,  n c l a s s  = 100, p lo t  = F)
p r i o r . p e t  <- p r io r .h i s t$ c o u n ts /n u m .p r io r
p r io r .b rea k s  <- a s . v e c t o r ( p r i o r . h i s t $ b r e a k s [ p r i o r .h i s t $ b r e a k s  > 
m in ( p r i o r .v e c ) ]) 
pr ior .m in  <- m in (p r ior .vec )  
prior .max <- max(prior .vec)
p r i o r . s p l i n e  <- s p l i n e ( p r i o r .b r e a k s ,  p r i o r .p e t ,  p e r io d ic  = F, 
boundary = 0, xmin = m in(pr ior .breaks) ,  xmax = max( 
p r i o r . b r e a k s ) )
p r i o r . s p l i n e . p l o t  <- c b i n d ( p r i o r . s p l i n e $ x [ p r io r . s p l in e $ x  >= 
p r i o r .m i n ] , p r i o r . s p l i n e $ y [ p r i o r . s p l i n e $ x  >= prior.min]
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)
d <- 10
i f (p r io r .m a x  - pr ior .m in  <= 20) { 
d <- 2
}
x l l  <- ( a s . in te g e r (m in (p r io r .v e c ) /d )  
i f ( p r i o r .m i n  < d && p r ior .m in  > 0) { 
x l l  <- 0
}
xul <- ( a s . in teg er (m a x (p r io r .v ec ) /d )
-  1)
+ 1)
0 && max(prior.vec) >
' d 
- d)
" Thetal  ", ylab = 
x u l ,  I t y  = 1, co l
i f (m a x (p r io r .v ec )  < 
xul <- 0
}
grap h sh e e t ()
p l o t ( p r i o r . s p l i n e . p l o t ,  type = "1", x lab  =
"Percent", yaxt = "n", x l im  = c ( x l l ,
=  1) )
ymax <- max(prior .pet)  
lo c  <- r o u n d (u [ l ] ,  3) 
shp <- r o u n d ( s . p o s t [1] ,  3)
s u b t i t l e  <- paste ("N(",  l o c ,  " , ", shp, ")")
t i t l e ( m a i n  = "D istr ib ut ion  o f  the  f i r s t  Pr ior  Density",  sub = 
s u b t i t l e )
y la b e l s  <- s eq (0 ,  a s . integer(ymax * 100) /lOO, by = 0.01)  
a x i s (2, a t  = y l a b e l s ,  l a b e l s  = p a s te ( fo r m a t (y la b e l s  * 100),  rep( 
"%", l e n g t h ( y l a b e l s ) ) ,  sep = "")) 
l i n e s ( p r i o r . s p l i n e . p l o t ,  c o l  = 3, I t y  = 1) 
l e g e n d ( x l l ,  ymax, "% o f  D is tr ib u t ion " ,  c o l  = 3, I t y  = 1) 
##########################################
# Graph the P o s te r io r  D i s t r ib u t io n  #
##########################################  
p o s t .v e c  <- a s . v e c t o r ( p o s t )  
num.post <- l e n g th (p o s t .v e c )  
range <- max(post .vec)  - min(post.vec)  
p o s t . h i s t  <- h i s t ( p o s t . v e c ,  n c la s s  = 100, p l o t  = F) 
p o s t . p e t  <- p os t .h i s t$ co u n ts /n u m .p o s t
pos t .b reaks  <- a s . v e c t o r ( p o s t . h i s t $ b r e a k s [ p o s t . hist$breaks > 
m in ( p o s t . v e c ) ]) 
post.min <- min(post.vec)  
post.max <- max(post.vec)
p o s t . s p l i n e  <- s p l in e ( p o s t .b r e a k s ,  p o s t . p e t ,  p e r io d ic  = F, 
boundary = 0, xmin = m in(post .breaks) ,  xmax = max( 
p o s t . b r e a k s ) )
p o s t . s p l i n e . p l o t  <- c b in d ( p o s t . s p l i n e $ x [ p o s t . sp l in e$x  >= 
p o s t .m in ] ,  p o s t . s p l i n e $ y [ p o s t . s p l in e $ x  >= post.min])  
denom <- 10
i f (p o s t .m a x  - post .min  <= 20) { 
denom <- 2
}
x l l  <- ( ( a s . integer(min(post .vec) /denom)  
i f ( p o s t .m i n  < denom && post.min  > 0 )  { 
x l l  <- 0
}
xul <- ( ( a s . integer(max(post.vec) /denom)  
i f (m a x (p o s t .v ec )  < 0 && max(post.vec)  > 
xul <- 0
}
- 1) * denom)
+ 1) * denom) 
- denom) {
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grap h sh eet ()
p l o t ( p o s t . s p l i n e . p l o t ,  type = "1", x lab  =
" Thetal  * . . . *Theta4/Theta5*Theta6", y lab  = "Percent",  
yaxt  = "n", x l im = c ( x l l ,  x u l ,  I t y  = 1, co l  = 1))  
ymax <- max(post.pet)
t i t l e ( m a i n  = "Distr ibut ion  of  P o s t e r i o r  Density")  
y l a b e l s  <- s eq (0 ,  a s . integer(ymax * 100) /100 ,  by = 0.01)  
a x i s (2, at  = y l a b e l s ,  l a b e l s  = p a s te ( fo r m a t (y la b e l s  * 100),  rep ( 
"%", l e n g t h ( y l a b e l s ) ) ,  sep = "")) 
l i n e s ( p o s t . s p l i n e . p l o t ,  c o l  = 3, I t y  = 1) 
f o r ( i  in  1: l e n g t h ( c i ) ) {
l i n e s ( c ( c i  [ i ] , c i  [ i ] ) ,  c ( 0 ,  ymax), c o l  = 6, I t y  = 4)
}
l i n e s ( c (bayes . es t im ator ,  b ayes . e s t im a t o r ) , c ( 0 ,  ymax), c o l  = 4,  
I t y  = 1) 
bottom <- c i [1] - x l l  
top <- max(post.vec)  - c i [3] 
i f (b o t tom  >= top) { 
l e g p l o t  <- x l l
}
e l s e  i f (b o t to m  < top) {
l e g p l o t  <- c i [3] + 5
}
l e g e n d ( l e g p l o t ,  ymax, c("% of  D is t r ib u t io n " ,  "5%, 50%, 95%", 
"Bayes Estimator"),  co l  = c ( 3 ,  6, 4 ) ,  I t y  = c ( l ,  4,  1))
# Comparison with Method 1 # 
methodl( theta ,  s ,  num, i t e r ,  q)
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