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LARGE DEVIATION EXPANSIONS FOR THE
COEFFICIENTS OF RANDOM WALKS ON
THE GENERAL LINEAR GROUP
HUI XIAO, ION GRAMA, AND QUANSHENG LIU
Abstract. Let (gn)n>1 be a sequence of independent and identically
distributed elements of the general linear group GL(d,R). Consider the
random walk Gn := gn . . . g1. Under suitable conditions, we establish
Bahadur-Rao-Petrov type large deviation expansion for the coefficients
〈f, Gnv〉, where f ∈ (Rd)∗ and v ∈ Rd. In particular, our result im-
plies the large deviation principle with an explicit rate function, thus
improving significantly the large deviation bounds established earlier.
Moreover, we establish Bahadur-Rao-Petrov type large deviation expan-
sion for the coefficients 〈f, Gnv〉 under the changed measure. Toward
this end we prove the Hölder regularity of the stationary measure corre-
sponding to the Markov chain Gnv/|Gnv| under the changed measure,
which is of independent interest. In addition, we also prove local limit
theorems with large deviations for the coefficients of Gn.
1. Introduction
1.1. Background and objectives. Let d > 2 be an integer. Assume that
on the probability space (Ω,F ,P) we are given a sequence of real random
d × d matrices (gn)n>1 which are independent and identically distributed
(i.i.d.) with common law µ. A great deal of research has been devoted to
studying the random matrix product Gn := gn . . . g1. Many fundamental
results related to Gn, such as the strong law of large numbers, the central
limit theorem, the law of iterated logarithm and large deviations have been
established by Furstenberg and Kesten [27], Kingman [48], Le Page [49],
Guivarc’h and Raugi [42], Bougerol and Lacroix [8], Gol’dsheid and Margulis
[29], Hennion [44], Furman [25], Guivarc’h and Le Page [41], Benoist and
Quint [5, 6], to name only a few. These limit theorems turn out to be very
useful in various areas, such as the spectral theory of random Schrödinger
operators [8, 16], disordered systems and chaotic dynamics coming from
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statistical physics [20], the multidimensional stochastic recursion [47, 41],
the dynamics of group actions [9, 4], and the survival probabilities and
conditioned limit theorems of branching processes in random environment
[35, 50, 34].
Denote by 〈f,Gnv〉 the coefficients of the matrix Gn, where f ∈ (Rd)∗
and v ∈ Rd, and 〈·, ·〉 is the corresponding dual bracket. There has been of
growing interest in the study of the asymptotic behavior of 〈f,Gnv〉, since
the seminal work of Furstenberg and Kesten [27], where the following strong
law of large numbers has been established for positive matrices:
lim
n→∞
1
n
log |〈f,Gnv〉| = λ, a.s.,
with λ a constant called the first Lyapunov exponent of the sequence (gn)n>1.
In [27] the central limit theorem has also been proved, thus giving an affirma-
tive answer to Bellman’s conjecture in [3]. In the case of invertible matrices,
Guivarc’h and Raugi [42] have established the strong law of large numbers
and the central limit theorem for the coefficients 〈f,Gnv〉, where the proof
turns out to be more involved than that in [27], and is based on the regular-
ity of the stationary measure of the Markov chain Gnx := Gnv/|Gnv| with
x = Rv a starting point on the projective space Pd−1. Recently, Benoist and
Quint [6] have proved the following large deviation bound: for any q > λ,
there exists a constant c > 0 such that
P
(
log |〈f,Gnv〉| > nq
)
6 e−cn. (1.1)
But the precise decay rate on the large deviation probability in (1.1) is
not known. The goal of this paper is to establish an exact large deviation
asymptotic for the coefficients 〈f,Gnv〉, called Bahadur-Rao-Petrov type
large deviations following the groundwork by Bahadur-Rao [2] and Petrov
[52] for sums of i.i.d. real-valued random variables. Our result will imply
the large deviation principle with an explicit rate function, which improves
(1.1). Moreover, we shall also establish Bahadur-Rao-Petrov type upper tail
large deviation asymptotics for the couple (Gnx, log |〈f,Gnv〉|) with target
functions, which is of independent interest; in particular it implies a new re-
sult on the local limit theorem with large deviations for coefficients 〈f,Gnv〉.
Similar results for lower tail large deviations are also obtained, whose proof
turns out to be more delicate.
1.2. Brief overview of the main results. Let Iµ = {s > 0 : E(‖g1‖s) <
∞}, where ‖g‖ is the operator norm of a matrix g. For any s ∈ Iµ, define
κ(s) = limn→∞ (E‖Gn‖s)
1
n . Set Λ = log κ and consider its Fenchel-Legendre
transform Λ∗, which satisfies Λ∗(q) = sq−Λ(s) > 0 for q = Λ′(s) and s ∈ I◦µ
(the interior of the interval Iµ). In the sequel 〈·, ·〉 and |·| denote respectively
the dual bracket and the Euclidean norm. Denote by Pd−1 := {x = Rv : v ∈
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Rd \{0}} the projective space in Rd; the projective space (Pd−1)∗ in (Rd)∗ is
defined similarly. For any x = Rv ∈ Pd−1 and y = Rf ∈ (Pd−1)∗ we define
δ(y, x) = |〈f,v〉||f ||v| . For any g ∈ GL(d,R) and x = Rv ∈ Pd−1, let gx = Rgv ∈
Pd−1, and denote by gv ∈ Rd the image of the automorphism v 7→ gv on Rd.
Consider the transfer operator Ps defined by Psϕ(x) = E[e
sσ(g1,x)ϕ(g1x)],
x = Rv ∈ Pd−1, where σ(g, x) = log |gv||v| , and ϕ is a continuous function on
Pd−1; the conjugate transfer operator P ∗s is defined similarly: see (2.4). The
operators Ps and P
∗
s have continuous strictly positive eigenfunctions rs and
r∗s on Pd−1 which are unique up to a scaling constant, and unique probability
eigenmeasures νs and ν
∗
s , satisfying Psrs = κ(s)rs, Psνs = κ(s)νs, P
∗
s r
∗
s =
κ(s)r∗s and P ∗s ν∗s = κ(s)ν∗s . Denote σs :=
√
Λ′′(s) > 0. For details see
Section 3.1.
Our first objective is to establish a Bahadur-Rao type large deviation
asymptotic for the coefficients 〈f,Gnv〉; we refer to Bahadur and Rao [2]
for the case of i.i.d. real-valued random variables. More precisely, we prove
that, for any s ∈ I◦µ, v ∈ Rd and f ∈ (Rd)∗ with |v| = |f | = 1, q = Λ′(s),
x = Rv and y = Rf , as n→∞,
P
(
log |〈f,Gnv〉| > nq
)
=
rs(x)r
∗
s(y)
̺s
exp
(− nΛ∗(q))
sσs
√
2πn
[
1 + o(1)
]
, (1.2)
where ̺s = νs(rs) = ν
∗
s (r
∗
s) > 0. The asymptotic (1.2) clearly implies
the large deviation principle for 〈f,Gnv〉 with the rate function Λ∗, which
obviously improves the large deviation bound (1.1).
In fact, we shall extend (1.2) to the couple (Gnx, log |〈f,Gnv〉|) with target
functions. Precisely, for any s ∈ I◦µ, any Hölder continuous function ϕ on
Pd−1 and any measurable function ψ on R such that u 7→ e−s1uψ(u) is
directly Riemann integrable for some s1 ∈ (0, s), we prove that as n→∞,
E
[
ϕ(Gnx)ψ
(
log |〈f,Gnv〉| − nq
)]
(1.3)
=
rs(x)
̺s
exp(−nΛ∗(q))
σs
√
2πn
[∫
Pd−1
ϕ(x)δ(y, x)sνs(dx)
∫
R
e−suψ(u)du + o(1)
]
.
Our second objective is to establish a Bahadur-Rao type result for the
lower large deviation probabilities P
(
log |〈f,Gnv〉| 6 nq
)
, where q = Λ′(s) <
λ with s < 0 sufficiently close to 0. Specifically, for s < 0 small enough, we
prove that, as n→∞,
P (log |〈f,Gnv〉| 6 nq) = rs(x)r
∗
s(y)
̺s
exp (−nΛ∗(q))
−sσs
√
2πn
[
1 + o(1)
]
, (1.4)
where rs, r
∗
s , ̺s, Λ
∗ and σs are defined in Section 3.1, which are strictly
positive, similarly to the case s > 0. The asymptotic (1.4) is of course
much sharper than the corresponding lower tail large deviation principle for
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〈f,Gnv〉. More generally, we extend the lower tail large deviation expansion
(1.4) to the couple (Gnx, log |〈f,Gnv〉|) with target functions, in the same
line as (1.3).
For a brief description of the main ideas of the approach see Section 2.5.
The assertions (1.2), (1.3) and (1.4) stated above concern Bahadur-Rao
type large deviation asymptotics. Actually we shall establish an extended
version of these results with an additional vanishing perturbation on q,
which in the literature is known as Bahadur-Rao-Petrov type large devi-
ation expansion. Such type of extensions has important and interesting
implications, for instance, to local limit theorems with large deviations for
the coefficients 〈f,Gnv〉: see Theorem 2.5. Recently, Buraczewski, Collam-
ore, Damek and Zienkiewicz [15] have established a law of large numbers, a
central limit theorem and large deviation results for perpetuities using the
Bahadur-Rao-Petrov large deviation asymptotic for sums of i.i.d. real valued
random variables. With the help of our large deviation results for products
of random matrices it is possible to extend these results to multivariate
perpetuity sequences arising in financial mathematics. Another potential
application of our results is in the study of multitype branching processes
and branching random walks governed by products of random matrices; we
refer to Mentemeier [51], Bui, Grama and Liu [11, 12] for details.
It is worth mentioning that using the approach developed in this paper,
it is possible to establish new limit theorems for the Gromov product of ran-
dom walks on hyperbolic groups; we refer to Gouëzel [30, 31] on this topic.
We also mention that our approach opens a way to study invariance princi-
ples for the coefficients 〈f,Gnv〉; recent progress in the study of invariance
principles can be found in Cuny, Dedecker and Jan [18] and Cuny, Dedecker
and Merlevède [19], where the vector norm |Gnv| and the operator norm
‖Gn‖ have been studied via the martingale approximation approach.
2. Main results
In this section we present our main results and the strategy of the proofs.
2.1. Notation and conditions. Denote by c, C absolute constants whose
values may change from line to line. By cα, Cα we mean constants depending
only on the parameter α. For any integrable function ρ : R→ C, denote its
Fourier transform by ρ̂(t) =
∫
R e
−ityρ(y)dy, t ∈ R. For a measure ν and
a function ϕ we write ν(ϕ) =
∫
ϕdν. Let N = {1, 2, . . .}. By convention
log 0 = −∞.
The space Rd is equipped with the standard scalar product 〈·, ·〉 and the
associated norm | · |. For any integer d > 2, denote by G := GL(d,R) the
general linear group of invertible d× d matrices with coefficients in R. The
projective space Pd−1 of Rd is the set of elements x = Rv, where v ∈ Rd\{0}.
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The projective space of (Rd)∗ is denoted by (Pd−1)∗. We equip Pd−1 with
the angular distance d (see [41]), i.e., for any x, x′ ∈ Pd−1 with x ∈ Rv and
x′ ∈ Rv′, d(x, y) = (1− |〈v,v′〉||v||v′| )1/2.
Let C(Pd−1) be the space of complex-valued continuous functions on Pd−1.
We write 1 for the identity function 1(x), x ∈ Pd−1. Throughout this paper,
γ > 0 is a fixed sufficiently small constant. For any ϕ ∈ C(Pd−1), set
‖ϕ‖∞ := sup
x∈Pd−1
|ϕ(x)| and ‖ϕ‖γ := ‖ϕ‖∞ + sup
x 6=y
|ϕ(x) − ϕ(y)|
d(x, y)γ
,
and consider the Banach space Bγ := {ϕ ∈ C(Pd−1) : ‖ϕ‖γ < +∞}.
All over the paper (gn)n>1 is a sequence of i.i.d. elements of the same
probability law µ on G. Denote by Γµ the smallest closed semigroup gen-
erated by the support of µ. For any g ∈ G, denote ‖g‖ = supv∈Rd\{0} |gv||v| .
Let
Iµ =
{
s > 0 : E(‖g1‖s) < +∞
}
,
and I◦µ be its interior. In the sequel we always assume that there exists s > 0
such that E(‖g1‖s) < +∞, so that I◦µ is non-empty open interval of R.
For any g ∈ G, set ι(g) = infv∈Rd\{0} |gv||v| , and it holds that ι(g) =
‖g−1‖−1. We will need the following exponential moment condition:
A1. There exist s ∈ I◦µ and β ∈ (0, 1) such that∫
G
‖g‖s+βι(g)−βµ(dg) < +∞.
Moreover, we shall use the following two-sided moment condition. Denote
N(g) = max{‖g‖, ‖g−1‖} for any g ∈ G.
A2. There exists a constant η > 0 such that E
(
N(g1)
η
)
< +∞.
A matrix g ∈ G is called proximal if it has an algebraic simple dominant
eigenvalue, namely, g has an eigenvalue λg satisfying |λg| > |λ′g| for all other
eigenvalues λ′g of g. It is easy to verify that λg ∈ R. The eigenvector vg
with unit norm |vg| = 1, corresponding to the eigenvalue λg, is called the
dominant eigenvector. We will need the following strong irreducibility and
proximality conditions:
A3. (i)(Strong irreducibility) No finite union of proper subspaces of Rd is
Γµ-invariant.
(ii)(Proximality) Γµ contains at least one proximal matrix.
For any g ∈ G and x = Rv ∈ Pd−1, let gx = Rgv ∈ Pd−1 and
G0x := x, Gnx := RGnv, n > 1. (2.1)
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Then (Gnx)n>0 forms a Markov chain on the projective space P
d−1. More-
over, under condition A3, (Gnx)n>0 has a unique stationary probability
measure ν on Pd−1 such that for any ϕ ∈ C(Pd−1),∫
Pd−1
∫
G
ϕ(gx)µ(dg)ν(dx) =
∫
Pd−1
ϕ(x)ν(dx). (2.2)
Furthermore, the support of ν is given by
suppν = {vg ∈ Pd−1 : g ∈ Γµ, g is proximal}. (2.3)
For any s ∈ (−s0, 0) ∪ Iµ with small enough s0 > 0, define the transfer
operator Ps and the conjugate transfer operator P
∗
s as follows: for any
ϕ ∈ C(Pd−1),
Psϕ(x) =
∫
G
esσ(g,x)ϕ(gx)µ(dg), x ∈ Pd−1, (2.4)
where σ(g, x) = log |gv||v| , and for any ϕ ∈ C((Pd−1)∗),
P ∗s ϕ(y) =
∫
G
esσ(g
∗,y)ϕ(g∗y)µ(dg), y ∈ (Pd−1)∗. (2.5)
where g∗ denotes the adjoint automorphism of the matrix g. Under suitable
conditions, the transfer operator Ps has a unique probability eigenmeasure
νs on P
d−1 corresponding to the eigenvalue κ(s): Psνs = κ(s)νs. Similarly,
the conjugate transfer operator P ∗s has a unique probability eigenmeasure
ν∗s corresponding to the eigenvalue κ(s): P ∗s ν∗s = κ(s)ν∗s . For any x = Rv ∈
Pd−1 and y = Rf ∈ (Pd−1)∗ with v ∈ Rd \ {0} and f ∈ (Rd)∗ \ {0}, denote
δ(y, x) = |〈f,v〉||f ||v| and set
rs(x) =
∫
(Pd−1)∗
δ(y, x)sν∗s (dy), r
∗
s(y) =
∫
Pd−1
δ(y, x)sνs(dx).
Then, rs is the unique, up to a scaling constant, strictly positive eigenfunc-
tion of Ps: Psrs = κ(s)rs; similarly r
∗
s is the unique, up to a scaling constant,
strictly positive eigenfunction of P ∗s : P ∗s r∗s = κ(s)r∗s . It is easy to see that
νs(rs) = ν
∗
s (r
∗
s) =: ̺s.
The stationary measure πs is defined by πs(ϕ) =
νs(ϕrs)
̺s
, for any ϕ ∈
C(Pd−1). We refer to Section 3.1 for details.
Define Λ = log κ : (−s0, 0) ∪ Iµ → R, then the function Λ is convex and
analytic. Condition A3 implies that σs = Λ
′′(s) is strictly positive for any
s ∈ (−s0, 0) ∪ Iµ. Denote by Λ∗ the Fenchel-Legendre transform of Λ, then
it holds that Λ∗(q) = sq − Λ(s) > 0 if q = Λ′(s) for s ∈ (−s0, 0) ∪ I◦µ.
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2.2. Precise large deviations for coefficients. The goal of this section
is to state exact large deviation asymptotics for the coefficients 〈f,Gnv〉,
where f ∈ (Rd)∗ and v ∈ Rd. To the best of our knowledge, the precise
large deviations and even the large deviation principle for 〈f,Gnv〉 have not
been studied by now in the literature. Our first result is a large deviation
asymptotic of the Bahadur-Rao type (see [2]) for the upper tails of 〈f,Gnv〉.
Recall the notation x = Rv and y = Rf for any v ∈ Rd \ {0} and f ∈
(Rd)∗ \ {0}.
Theorem 2.1. Assume conditions A1 and A3. Let s ∈ I◦µ and q = Λ′(s).
Then, as n→∞, uniformly in f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
P
(
log |〈f,Gnv〉| > nq
)
=
rs(x)r
∗
s(y)
̺s
exp (−nΛ∗(q))
sσs
√
2πn
[
1 + o(1)
]
. (2.6)
In particular, if we fix a basis (e∗i )16i6d in (R
d)∗ and a basis (ej)16j6d
in Rd, then taking f = e∗i and v = ej in (2.6), we get the Bahadur-Rao
type large deviation asymptotic for the (i, j)-th entry Gi,jn of the matrix
product Gn. It is easy to verify that the large deviation asymptotic (2.6)
implies a large deviation principle, as stated below: under the assumptions of
Theorem 2.1, we have, uniformly in f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
lim
n→∞
1
n
logP
(
log |〈f,Gnv〉| > nq
)
= −Λ∗(q). (2.7)
In its turn, the asymptotic (2.7) improves significantly the bound (1.1).
An important field of applications of large deviation asymptotics for the
coefficients of type (2.6) is the study of asymptotic behaviors of multi-type
branching processes in random environment. For results in the case of single-
type branching processes we refer to [36, 37] and for the relation between
the coefficients of products of random matrices and the multi-type branching
processes we refer to [17].
Our next result is an improvement of Theorem 2.1 by allowing a vanishing
perturbation l on q = Λ′(s), in the spirit of the Petrov result [52], called
the Bahadur-Rao-Petrov type large deviation. Large deviations with a per-
turbation l have been used for example in Buraczewski, Collamore, Damek
and Zienkiewicz [15] for a recent application to the asymptotic of the ruin
time in some models of financial mathematics. These results are also useful
to deduce local limit theorems with large deviations, see subsection 2.3.
Theorem 2.2. Assume conditions A1 and A3. Let s ∈ I◦µ and q = Λ′(s).
Let (ln)n>1 be any positive sequence satisfying limn→∞ ln = 0. Then, we
have, as n → ∞, uniformly in |l| 6 ln, f ∈ (Rd)∗ and v ∈ Rd with |f | =
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|v| = 1,
P
(
log |〈f,Gnv〉| > n(q + l)
)
=
rs(x)r
∗
s(y)
̺s
exp (−nΛ∗(q + l))
sσs
√
2πn
[
1 + o(1)
]
.
More generally, for any measurable function ψ on R such that u 7→ e−s′uψ(u)
is directly Riemann integrable for some s′ ∈ (0, s), we have, as n → ∞,
uniformly in |l| 6 ln, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1, and ϕ ∈ Bγ,
E
[
ϕ(Gnx)ψ
(
log |〈f,Gnv〉| − n(q + l)
)]
(2.8)
=
rs(x)
̺s
exp(−nΛ∗(q + l))
σs
√
2πn
[∫
Pd−1
ϕ(x)δ(y, x)sνs(dx)
∫
R
e−suψ(u)du + o(1)
]
.
A more general version of Theorem 2.2 is given in Theorem 5.7, where
it is shown that the above large deviation asymptotics hold uniformly in
s ∈ Kµ with any compact set Kµ ⊂ I◦µ.
Consider the reversed random walk Mn defined by Mn = g1 . . . gn. Since
the two probabilities P
(
log |〈f,Gnv〉| > n(q + l)
)
and P
(
log |〈f,Mnv〉| >
n(q + l)
)
are equal (as Gn and Mn have the same law), for Mn we have the
same large deviation expansions as for Gn.
Now we are going to give exact asymptotics of the lower tail large devi-
ation probabilities P(log |〈f,Gnv〉| 6 nq), where q = Λ′(s) < λ = Λ′(0) for
s < 0. These asymptotics cannot be deduced from Theorems 2.1 and 2.2;
the proofs turn out to be more delicate and require to develop the corre-
sponding spectral gap theory for the transfer operator Ps and to establish
the Hölder regularity for the stationary measure πs with s < 0.
Theorem 2.3. Assume conditions A2 and A3. Then, there exists a con-
stant s0 > 0 such that for any s ∈ (−s0, 0) and q = Λ′(s), as n → ∞,
uniformly in f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
P
(
log |〈f,Gnv〉| 6 nq
)
=
rs(x)r
∗
s(y)
̺s
exp (−nΛ∗(q))
−sσs
√
2πn
[
1 + o(1)
]
. (2.9)
In particular, fixing a basis (e∗i )16i6d in (R
d)∗ and a basis (ej)16j6d in
Rd, with f = e∗i and v = ej in (2.9), we obtain the Bahadur-Rao type lower
tail large deviation asymptotic for the entries Gi,jn . From (2.9) we get a
lower tail large deviation principle under the assumptions of Theorem 2.3:
uniformly in f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
lim
n→∞
1
n
logP
(
log |〈f,Gnv〉| 6 nq
)
= −Λ∗(q). (2.10)
The result (2.10) sharpens the following lower tail large deviation bound
established by Benoist and Quint [6, Theorem 14.21]: for q < λ, there exists
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a constant c > 0 such that for all f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
P
(
log |〈f,Gnv〉| < nq
)
6 e−cn.
Now we give a Bahadur-Rao-Petrov version of the above theorem.
Theorem 2.4. Assume conditions A2 and A3. Let (ln)n>1 be any positive
sequence satisfying limn→∞ ln = 0. Then, there exists a constant s0 > 0
such that for any s ∈ (−s0, 0) and q = Λ′(s), we have, as n→∞, uniformly
in |l| 6 ln, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
P
(
log |〈f,Gnv〉| 6 n(q + l)
)
=
rs(x)r
∗
s(y)
̺s
exp (−nΛ∗(q + l))
−sσs
√
2πn
[
1 + o(1)
]
.
More generally, for any ϕ ∈ Bγ and any measurable function ψ on R such
that u 7→ e−s′uψ(u) is directly Riemann integrable for some s′ ∈ (−s0, s),
we have, as n → ∞, uniformly in |l| 6 ln, f ∈ (Rd)∗ and v ∈ Rd with
|f | = |v| = 1,
E
[
ϕ(Gnx)ψ
(
log |〈f,Gnv〉| − n(q + l)
)]
=
rs(x)
̺s
exp(−nΛ∗(q + l))
σs
√
2πn
×
[∫
Pd−1
ϕ(x)δ(y, x)sνs(dx)
∫
R
e−suψ(u)du + o(1)
]
.
2.3. Local limit theorems with large deviations for coefficients. In
this subsection we formulate the precise local limit theorems with large de-
viations for the coefficients 〈f,Gnv〉. For sums of independent real-valued
random variables, local limit theorems with large and moderate deviations
can be found for instance in Gnedenko [28], Sheep [54], Stone [55], Borovkov
and Borovkov [7], Breuillard [10], Varju [56]. For products of random matri-
ces, such types of local limit theorems for the vector norm |Gnv| have been
recently established in [6, 57, 58]. Our following theorem extends the results
in [57, 58] for the vector norm |Gnv| to the case of the coefficients 〈f,Gnv〉.
Theorem 2.5. Let (ln)n>1 be any positive sequence satisfying limn→∞ ln =
0. Let −∞ < a1 < a2 <∞ be real numbers.
(1) Assume conditions A1 and A3. Let s ∈ I◦µ and q = Λ′(s). Then,
as n → ∞, uniformly in |l| 6 ln, f ∈ (Rd)∗ and v ∈ Rd with
|f | = |v| = 1,
P
(
log |〈f,Gnv〉| ∈ [a1, a2] + n(q + l)
)
=
(
e−sa1 − e−sa2)rs(x)r∗s(y)
̺s
exp (−nΛ∗(q + l))
sσs
√
2πn
[
1 + o(1)
]
. (2.11)
(2) Assume conditions A2 and A3. Then, there exists a constant s0 > 0
such that for any s ∈ (−s0, 0) and q = Λ′(s), as n → ∞, uniformly
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in |l| 6 ln, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
P
(
log |〈f,Gnv〉| ∈ [a1, a2] + n(q + l)
)
=
(
e−sa2 − e−sa1)rs(x)r∗s(y)
̺s
exp (−nΛ∗(q + l))
−sσs
√
2πn
[
1 + o(1)
]
. (2.12)
Taking ϕ = 1 and ψ = 1[a1,a2] with real numbers a1 < a2, it is easy to
see that Theorem 2.2 and Theorem 2.4 respectively recovers the local limit
theorem with large deviations (2.11) and (2.12).
2.4. Precise large deviations for coefficients under the changed
measure. We now give Bahadur-Rao-Petrov type large deviations for the
coefficients 〈f,Gnv〉 under the changed measure Qxs , which are useful for
example in the study of branching processes and branching random walks.
We first deal with the upper tail case. The following result is a more
general version of Theorems 2.1 and 2.2. Denote qs = Λ
′(s) and qt = Λ′(t)
for any s, t ∈ (−s0, 0] ∪ I◦µ with s < t.
Theorem 2.6. Assume conditions A1, A2 and A3. Let s∞ = sup{s :
s ∈ Iµ}. Then, there exists a constant s0 > 0 such that for any fixed
s ∈ (−s0, s∞) and any compact set Kµ ⊂ (s, s∞), we have, as n → ∞,
uniformly in t ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
Qxs
(
log |〈f,Gnv〉| > nqt
)
=
rt(x)
rs(x)
exp{−n(Λ∗(qt)− Λ∗(qs)− s(qt − qs))}
(t− s)σt
√
2πn
×
∫
Pd−1
δ(y, x)t
rs(x)
rt(x)
πt(dx)[1 + o(1)]. (2.13)
More generally, there exists a constant s0 > 0 such that for any fixed s ∈
(−s0, s∞) and any compact set Kµ ⊂ (s, s∞), for any measurable function
ψ on R such that u 7→ e−s′uψ(u) is directly Riemann integrable for any
s′ ∈ Kǫµ := {s′ ∈ R : |s′ − s| < ǫ, s ∈ Kµ} with ǫ > 0 small enough, we have,
as n→∞, uniformly in t ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
EQxs
[
ϕ(Gnx)ψ
(
log |〈f,Gnv〉| − nqt
)]
=
rt(x)
rs(x)
exp{−n(Λ∗(qt)− Λ∗(qs)− s(qt − qs))}
σt
√
2πn
×
[∫
Pd−1
ϕ(x)δ(y, x)t
rs(x)
rt(x)
πt(dx)
∫
R
e−(t−s)uψ(u)du + o(1)
]
. (2.14)
We next consider the lower tail case. The following result is an extension
of Theorems 2.3 and 2.4. Denote qs = Λ
′(s) and qt = Λ′(t) for any s, t ∈
(−s0, 0] ∪ I◦µ with s > t.
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Theorem 2.7. Assume conditions A1, A2 and A3. Then, there exists a
constant s0 > 0 such that for any fixed s ∈ (−s0, 0] ∪ I◦µ and any compact
set Kµ ⊂ (−s0, s), we have, as n→∞, uniformly in t ∈ Kµ, f ∈ (Rd)∗ and
v ∈ Rd with |f | = |v| = 1,
Qxs
(
log |〈f,Gnv〉| 6 nqt
)
=
∫
Pd−1
δ(y, x)t
rs(x)
rt(x)
πt(dx)
× rt(x)
rs(x)
exp{−n(Λ∗(qt)− Λ∗(qs)− s(qt − qs))}
(s− t)σt
√
2πn
[1 + o(1)].
More generally, there exists a constant s0 > 0 such that for any fixed s ∈
(−s0, 0]∪I◦µ and any compact set Kµ ⊂ (−s0, s), for any measurable function
ψ on R such that u 7→ e−s′uψ(u) is directly Riemann integrable for any
s′ ∈ Kǫµ := {s′ ∈ R : |s′ − s| < ǫ, s ∈ Kµ} with ǫ > 0 small enough, we have,
as n→∞, uniformly in t ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
EQxs
[
ϕ(Gnx)ψ
(
log |〈f,Gnv〉| − nqt
)]
=
rt(x)
rs(x)
exp{−n(Λ∗(qt)− Λ∗(qs)− s(qt − qs))}
σt
√
2πn
×
[∫
Pd−1
ϕ(x)δ(y, x)t
rs(x)
rt(x)
πt(dx)
∫
R
e−(t−s)uψ(u)du + o(1)
]
. (2.15)
The proof of Theorem 2.7 relies essentially on the Hölder regularity of the
stationary measure πs, which will be presented in Section 3.
2.5. Proof strategy. The standard approach to obtain precise large devia-
tions for i.i.d. real-valued random variables consists in performing a change
of measure and proving an Edgeworth expansion under the changed measure
(see e.g. [2, 52, 21]). Applying this strategy to the coefficients 〈f,Gnv〉 of
products of random matrices turns out to be way more difficult. We have to
overcome three main difficulties: state an Edgeworth expansion for the cou-
ple (Gnx, log |〈f,Gnv〉|) with a target function ϕ on the Markov chain Gnx
under the changed measure; give a precise control of the difference between
log |〈f,Gnv〉| and log |Gnv|; establish the regularity of the eigenmeasure νs.
For the first point, it turns out that the techniques which work for the
quantity log |〈f,Gnv〉| alone cannot be applied for the couple. Dealing with a
couple (Gnx, log |〈f,Gnv〉|) with a target function on Gnx needs considering
a new kind of smoothing inequality on a complex contour, instead of the
usual Esseen one on the real line. We make use of the saddle point method
to obtain precise asymptotics for the integrals of the corresponding Laplace
transforms on the complex plane. For this method we refer to a recent work
of the authors [58] where the Edgeworth expansion with a target function
on Gnx for the norm cocycle log |Gnv| has been established.
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Secondly, from the previous work on limit theorems such as the strong
law of large numbers, the central limit theorem and the law of iterated
logarithm for the coefficients 〈f,Gnv〉, see e.g. [42, 8, 44, 6], we know that
the difference | log |〈f,Gnv〉| − log |Gnv|| generally diverges to infinity as
n→∞. It is controlled by the corresponding norming factors in these limit
theorems. However, such a control is not enough to obtain precise large
deviation expansions for 〈f,Gnv〉, nor even for a large deviation principle
with explicit rate function. A precise account of the contribution of the error
term is given by the following decomposition: for any x = Rv and y = Rf
with |f | = |v| = 1,
log |〈f,Gnv〉| = log |Gnv|+ log δ(y,Gnx), n > 1, (2.16)
where δ(y, x) = |〈f,v〉||f ||v| . The exact decomposition (2.16) allows us to de-
duce the precise large deviation asymptotic from the results for the couple
(Gnx, log |Gnv|) with a target function on Gnx established in [57]. The idea
is as follows: with Qxs the changed measure defined in Section 3.1, we have
enΛ
∗(q)
rs(x)
P (log |〈f,Gnv〉| > nq) = EQxs
[
e−s(log |Gnv|−nq)
rs(Gnx)
1{log |〈f,Gnv〉|−nq>0}
]
.
(2.17)
We only sketch how to cope with the upper bound of the right-hand side of
(2.17). Consider a partition Ik := (−ηk,−η(k − 1)], k > 1, of the interval
(−∞, 0], where η > 0 is a sufficiently small constant. Using (2.16) we get
the upper bound
1{log |〈f,Gnv〉|−nq>0} 6
∞∑
k=1
1
{
log |Gnv|−nq−η(k−1)>0
}
1
{
log δ(y,Gnx)∈Ik
},
which we substitute into (2.17). Thus we are led to the estimation of the
sum
∞∑
k=1
e−sη(k−1)EQxs
[
ψs(log |Gnv| − nq − η(k − 1))
rs(Gnx)
1{log δ(y,Gnx)∈Ik}
]
, (2.18)
where ψs(u) = e
−su
1{u>0}, u ∈ R. LetRs,it(ϕ)(x) = EQxs [eit(σ(g1 ,x)−q)ϕ(g1x)]
be the perturbed transfer operator defined for any Hölder continuous func-
tion ϕ on Pd−1, and Rns,it be its n-th iteration. Then, by the Fourier inversion
formula, the sum in (2.18) is bounded from above by
1
2π
∞∑
k=1
e−sη(k−1)
∫
R
e−itη(k−1)Rns,it(r
−1
s Φs,k,ε2)(x)Ψ̂s,ε1(t)dt, (2.19)
where we choose some appropriate smooth functions Φs,k,ε2 and Ψs,ε1, for
ε1, ε2 > 0, which dominate 1{log δ(y,·)∈Ik} and ψs, respectively. Using spec-
tral gap properties of Rs,it, it has been established recently in [57] (see
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Propostion 4.3) that, for any k > 1, the term under the sign of the infi-
nite sum in (2.19), say In(k), converges as n → ∞ to a limit, say I(k) =√
2π
sσsνs(rs)
e−sη(k−1)νs(Φs,k,ε2). The interchangeability of the limit as n → ∞
and of the summation over k in (2.19) is justified by specifying the rate in
the convergence of In(k) to I(k), as argued in [57]. This implies that as
n → ∞ and ε1 → 0, (2.19) converges to
∑∞
k=1 Ik. It remains to show that
the last sum converges to r∗s(y), as η → 0 and ε2 → 0. For this we have to
make use of the zero-one law of the eigenmeasure νs established recently in
[38]: for any y ∈ (Pd−1)∗ and any t ∈ (−∞, 0),
νs
({
x ∈ Pd−1 : log δ(y, x) = t
})
= 0 or 1. (2.20)
With s = 0 it was used in [38] to prove a local limit theorem for the coeffi-
cients 〈f,Gnv〉.
The proof of the lower large deviation asymptotic (1.4) can be carried
out in a similar way as that of upper large deviation asymptotic (1.2). The
novelty here consists in the use of the change of measure formula for Qxs
when s < 0 and of the spectral gap theory under the changed measure as
stated in [58] for s < 0. In addition we need the Hölder regularity of the
eigenmeasure νs for s < 0 sufficiently close to 0.
In some applications it is very useful to extend the large deviation results
(1.2), (1.3) and (1.4) to the setting under the changed measure Qxs ; see The-
orems 2.6 and 2.7. To obtain these results, an important step is to establish
the Hölder regularity of the eigenmeasure νs when s > 0; see Proposition
3.4. For this we adapt the arguments from [42] and [8] where (2.20) was
established for s = 0. For s > 0 the arguments are much more delicate.
One of the difficulties is that the sequence (gn)n>1 becomes dependent un-
der the changed measure Qxs . We need to extend the results in [8] to this
case. Of crucial importance are the simplicity of the dominant Lyapunov
exponent for Gn under the changed measure recently established in [41] (see
Lemma 7.6), and the key proximality property which states thatMnm (here
Mn = g1 . . . gn) converges weakly to the Dirac measure δZs , where Zs is a
random variable whose law is the stationary measure πs of Gnx, for s > 0
(see Lemma 7.2), and m is the unique rotation invariant measure on Pd−1.
3. Spectral gap properties and Hölder regularity of the
stationary measure
In this section we present some preliminaries on the spectral gap proper-
ties and state some new results on the regularity of the stationary measure
πs. The spectral gap and regularity properties will be used in the proofs of
the main theorems. In particular, the regularity properties of the station-
ary measure πs, will play an important role in the proof of Theorem 2.7.
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As other applications of the regularity properties, we will obtain a law of
large numbers and a central limit theorem for coefficients under the changed
measure.
3.1. Spectral gap properties and a change of measure. Recall that
the transfer operator Ps and the conjugate transfer operator P
∗
s are de-
fined by (2.4). Below Psνs stands for the measure on P
d−1 such that
Psνs(ϕ) = νs(Psϕ), for any continuous functions ϕ on P
d−1, and P ∗s ν∗s is
defined similarly. The spectral gap properties of Ps and P
∗
s are summarized
in the following proposition which was proved in [41].
Proposition 3.1. Assume condition A3. Then, for any s ∈ I◦µ, the follow-
ing assertions hold:
(1) the spectral radii of the operators Ps and P
∗
s are both equal to κ(s)
and there exist a unique, up to a scaling constant, strictly positive
Hölder continuous function rs and a unique probability measure νs
on Pd−1 such that
Psrs = κ(s)rs, Psνs = κ(s)νs;
(2) there exist a unique strictly positive Hölder continuous function r∗s
and a unique probability measure ν∗s on Pd−1 such that
P ∗s r
∗
s = κ(s)r
∗
s , P
∗
s ν
∗
s = κ(s)ν
∗
s ;
moreover, the function κ : I◦µ 7→ R is analytic.
The case of s < 0 is not covered by Proposition 3.1. We state below the
corresponding result, which was proved in [38, 57].
Proposition 3.2. Assume conditions A2 and A3. Then there exists a
constant s0 > 0 such that for any s ∈ (−s0, 0), the assertions (1) and (2)
of Proposition 3.1 remain valid. Moreover, the function κ : (−s0, 0) 7→ R is
analytic.
Now we give explicit formulae for the eigenfunctions rs and r
∗
s .
Lemma 3.3. (1) Assume condition A3. Then, for s ∈ I◦µ, the eigen-
functions rs and r
∗
s are given as follows: for any x ∈ Pd−1 and
y ∈ (Pd−1)∗,
rs(x) =
∫
(Pd−1)∗
δ(x, y)sν∗s (dy), r
∗
s(y) =
∫
Pd−1
δ(x, y)sνs(dx). (3.1)
(2) Assume conditions A2 and A3. Then there exists a constant s0 > 0
such that for any s ∈ (−s0, 0), the expressions in (3.1) remain valid.
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The first assertion of Lemma 3.3 for s > 0 was proved in [41]. The proof
of the second one for s < 0 is quite different from that in the case s > 0 and
was proved in [38]. It is based on the Hölder regularity of the eigenmeasures
νs and ν
∗
s which is the subject of the next section.
By Propositions 3.1 and 3.2, the eigenvalue κ(s) and the eigenfunction rs
are both strictly positive. This allows to perform a change of measure, as
shown below. Under the corresponding assumptions of Propositions 3.1 and
3.2, for any s ∈ (−s0, 0) ∪ Iµ, the family of probability kernels qsn(x, g) =
esσ(g,x)
κn(s)
rs(gx)
rs(x)
, n > 1, satisfies the cocycle property: for any x ∈ Pd−1 and
g1, g2 ∈ Γµ,
qsn(x, g1)q
s
m(g1x, g2) = q
s
n+m(x, g2g1). (3.2)
Thus the probability measures qsn(x, gn. . .g1)µ(dg1)...µ(dgn) form a projec-
tive system on GN
∗
. By the Kolmogorov extension theorem, there exists
a unique probability measure Qxs on G
N∗ . The corresponding expectation
is denoted by EQxs . Then the change of measure formula follows: for any
measurable function h on (Pd−1 × R)n,
1
κn(s)rs(x)
E
[
rs(Gnx)e
sσ(Gn,x)h
(
G1x, σ(G1, x), . . ., Gnx, σ(Gn, x)
)]
= EQxs
[
h
(
G1x, σ(G1, x), . . ., Gnx, σ(Gn, x)
)]
. (3.3)
Under the changed measure Qxs , the process (Gnx)n>0 defined by (2.1) still
constitutes a Markov chain on Pd−1 with the transition operator given by
Qsϕ(x) =
1
κ(s)rs(x)
Ps(ϕrs)(x), x ∈ Pd−1. (3.4)
The Markov operator Qs has a unique stationary probability measure πs
satisfying that there exists constants c, C > 0 such that for any ϕ ∈ Bγ ,
‖Qnsϕ− πs(ϕ)‖γ 6 Ce−cn‖ϕ‖γ , where πs(ϕ) =
νs(ϕrs)
νs(rs)
. (3.5)
For any s ∈ (−s0, 0) ∪ Iµ and t ∈ R, define a family of perturbed operators
Rs,it as follows: for any ϕ ∈ Bγ ,
Rs,itϕ(x) = EQxs
[
eit(σ(g1 ,x)−q)ϕ(g1x)
]
, x ∈ Pd−1. (3.6)
It follows from the cocycle property (3.2) that
Rns,itϕ(x) = EQxs
[
eit(σ(Gn ,x)−nq)ϕ(Gnx)
]
, x ∈ Pd−1.
Under various restrictions on s, it was shown in [14, 57, 58] that the operator
Rs,it acts onto the Banach space Bγ and has a spectral gap.
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3.2. Hölder regularity of the stationary measure. In this section we
present our results on the Hölder regularity of the stationary measure πs and
of the eigenmeasure νs. The regularity of πs and νs is central to establishing
the precise large deviation asymptotics for the coefficients 〈f,Gnv〉 under the
changed measure Qxs and is also of independent interest. Below we denote
B(y, r) = {x ∈ Pd−1 : δ(y, x) 6 r} for y ∈ (Pd−1)∗ and r > 0.
Proposition 3.4. Assume conditions A1 and A3. Then, for any s ∈ I◦µ,
there exists a constant α > 0 such that
sup
y∈(Pd−1)∗
∫
Pd−1
1
δ(y, x)α
πs(dx) < +∞. (3.7)
In particular, for any s ∈ I◦µ, there exist constants α,C > 0 such that for
any r > 0,
sup
y∈(Pd−1)∗
πs
(
B(y, r)
)
6 Crα. (3.8)
Moreover, the assertions (3.7) and (3.8) remain valid when the stationary
measure πs is replaced by the eigenmeasure νs.
The proof of Proposition 3.4 is technically involved and is postponed to
Section 7.
By (3.8) and the Frostman lemma, it follows that the Hausdorff dimension
of the stationary measure πs is at least α.
For s = 0 the Hölder regularity of the stationary measure ν (ν = π0 = ν0)
is due to Guivarc’h [39]. We also refer to [8] for a detailed description of the
method used in [39] and to [9, 6] for a different approach. Such regularity is of
great importance in the study of products of random matrices. For example,
it turns out to be crucial for establishing limit theorems for the coefficients
〈f,Gnv〉 and for the spectral radius ρ(Gn) of Gn. However, similar result
has not been established in the literature for the stationary measure πs
when s ∈ I◦µ. The proof of the assertion (3.7) is based on the asymptotic
properties of the components in the Cartan and Iwasawa decompositions of
the reversed random matrix product Mn = g1 . . . gn and on the simplicity
of the dominant Lyapunov exponent of Gn under the changed measure Q
x
s :
see Section 7.
When s is non-positive and sufficiently close to 0, we also give the Hölder
regularity of the stationary measure πs.
Proposition 3.5. Assume conditions A2 and A3. Then, there exist con-
stants α, s0, C > 0 such that the statements (3.7) and (3.8) hold for any
s ∈ (−s0, 0].
Proposition 3.5 has been recently established in [38] using the Hölder reg-
ularity of the stationary measure ν and the analyticity of the eigenfunction
κ.
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We will establish the following assertion, which is a stronger version of
Proposition 3.4.
Proposition 3.6. Assume conditions A1 and A3. Let s ∈ I◦µ. Then, for
any ε > 0, there exist constants c := c(s) > 0 and n0 := n0(s) > 1 such that
for all n > k > n0, x ∈ Pd−1 and y ∈ (Pd−1)∗,
Qxs
(
δ(y,Gnx) 6 e
−εk)
6 e−ck.
Similarly, the following result is a stronger version of Proposition 3.5.
Proposition 3.7. Assume conditions A2 and A3. Let s ∈ (−s0, s0), where
s0 > 0 is small enough. Then, for any ε > 0, there exist constants c :=
c(s) > 0 and n0 := n0(s) > 1 such that for all n > k > n0, x ∈ Pd−1 and
y ∈ (Pd−1)∗,
Qxs
(
δ(y,Gnx) 6 e
−εk)
6 e−ck.
It turns out that Propositions 3.6 and 3.7 play an important role for
establishing the Bahadur-Rao-Petrov type lower tail large deviations for
the coefficients 〈f,Gnv〉 under the changed measure Qxs , see Theorem 2.7.
Moreover, they are very useful to obtain the strong law of large numbers
(SLLN) and the central limit theorem (CLT) for the coefficients 〈f,Gnv〉
under the changed measure Qxs , see the next section.
3.3. Applications to SLLN and CLT for the coefficients. In this sec-
tion we formulate the SLLN and the CLT for the coefficients 〈f,Gnv〉 under
the changed measure Qxs . These assertions are not used in the proofs of our
large deviation results, but are of independent interest. They are deduced
from the SLLN and the CLT for the norm cocycle log |Gnv| using the Hölder
regularity of stationary measure πs stated in Propositions 3.4 and 3.5.
When s ∈ Iµ, the SLLN for log |Gnv| was established in [41]: under
conditions A2 and A3, for any x = Rv ∈ Pd−1,
lim
n→∞
1
n
log |Gnv| = Λ′(s), Qxs -a.s., (3.9)
where Λ′(s) = κ
′(s)
κ(s) with the function κ defined in Proposition 3.1. The
CLT for log |Gnv| under the changed measure Qxs was proved in [14]: for
any s ∈ Iµ and t ∈ R, it holds uniformly in x = Rv ∈ Pd−1 with |v| = 1 that
lim
n→∞Q
x
s
(
log |Gnv| − nΛ′(s)
σs
√
n
6 t
)
= Φ(t), (3.10)
where Φ is the standard normal distribution function on R.
When s ∈ (−s0, 0) with small enough s0 > 0, the SLLN and the CLT for
log |Gnv| under the measure Qxs have been recently established in [58].
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We now give the SLLN and the CLT for the coefficients 〈f,Gnv〉 under
the measure Qxs .
Proposition 3.8. (1) Assume conditions A1 and A3. Then, for any
s ∈ Iµ, uniformly in f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
lim
n→∞
1
n
log |〈f,Gnv〉| = Λ′(s), Qxs -a.s.. (3.11)
Moreover, for any s ∈ Iµ and t ∈ R, we have, uniformly in f ∈ (Rd)∗
and v ∈ Rd with |f | = |v| = 1,
lim
n→∞Q
x
s
(
log |〈f,Gnv〉| − nΛ′(s)
σs
√
n
6 t
)
= Φ(t). (3.12)
(2) Assume conditions A2 and A3. Then, there exists s0 > 0 such that
for any s ∈ (−s0, 0), the assertions (3.11) and (3.12) hold.
The proof of Proposition 3.8 relies on Propositions 3.4 and 3.5 and is
postponed to Section 7.
4. Auxiliary results
In this section we state some preliminary results about the Taylor’s expan-
sion of Λ∗, a smoothing inequality, and some asymptotics of the perturbed
operator Rs,it, which will be used to establish Bahadur-Rao-Petrov type
large deviations.
The following lemma is proved in [57] and gives Taylor’s expansion of
Λ∗(q + l) with respect to the perturbation l. Recall that under conditions
A1,A2 andA3, the moment generating function Λ = log κ is strictly convex
and analytic on (−s0, 0)∪ Iµ; see e.g. [41, 14, 57]. Set γs,k = Λ(k)(s), k > 1.
In particular, γs,2 = Λ
′′(s) = σ2s . Under the changed measure Qxs , define the
Cramér series ζs (see Petrov [53]) by
ζs(t) =
γs,3
6γ
3/2
s,2
+
γs,4γs,2 − 3γ2s,3
24γ3s,2
t+
γs,5γ
2
s,2 − 10γs,4γs,3γs,2 + 15γ3s,3
120γ
9/2
s,2
t2 + . . . ,
which converges for small enough |t|.
Lemma 4.1. Assume either conditions A1 and A3 when s ∈ I◦µ, or condi-
tions A2 and A3 when s ∈ (−s0, 0) with small enough s0 > 0. Let q = Λ′(s).
Then, there exists a constant η > 0 such that for any |l| 6 η,
Λ∗(q + l) = Λ∗(q) + sl + hs(l),
where hs is linked to the Cramér series ζs by the identity
hs(l) =
l2
2σ2s
− l
3
σ3s
ζs(
l
σs
).
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In the sequel let us fix a non-negative density function ρ on R with∫
R ρ(u)du = 1, whose Fourier transform ρ̂ is supported on [−1, 1]. Moreover,
there exists a constant C > 0 such that ρ(u) 6 C1+u4 for all u ∈ R. For any
ε > 0, define the scaled density function ρε by ρε(u) =
1
ερ(
u
ε ), u ∈ R, whose
Fourier transform ρ̂ε is supported on [−ε−1, ε−1]. For any non-negative in-
tegrable function ψ on R, we introduce two modified functions related to ψ
as follows: for any u ∈ R, set Bε(u) = {u′ ∈ R : |u′ − u| 6 ε} and
ψ+ε (u) = sup
u′∈Bε(u)
ψ(u′) and ψ−ε (u) = inf
u′∈Bε(u)
ψ(u′). (4.1)
The following smoothing inequality gives two-sided bounds of ψ.
Lemma 4.2. Suppose that ψ is a non-negative integrable function on R and
that ψ+ε and ψ
−
ε are measurable for any ε > 0. Then, for 0 < ε < 1, there
exists a positive constant Cρ(ε) with Cρ(ε)→ 0 as ε→ 0, such that for any
u ∈ R,
ψ−ε ∗ρε2(u)−
∫
|w|>ε
ψ−ε (u− w)ρε2(w)dw 6 ψ(u) 6 (1 + Cρ(ε))ψ+ε ∗ρε2(u).
The proof of the above lemma is similar to that of Lemma 5.2 in [33], and
will not be detailed here.
The next proposition gives precise asymptotics of the perturbed operator
Rs,it, which will be used to establish Bahadur-Rao-Petrov type large devi-
ations for the coefficients 〈f,Gnv〉. Its proof is based on the spectral gap
properties of the perturbed operator Rs,it.
Proposition 4.3. Suppose that ψ : R 7→ C is bounded measurable function
with compact support, and that ψ is differentiable in a small neighborhood
of 0 in R.
(1) Assume conditions A1 and A3. Then, for any compact set Kµ ⊂ I◦µ,
there exist constants δ = δ(K) > 0, c = c(K) > 0, C = C(K) > 0 such that
for all x ∈ Pd−1, s ∈ Kµ, |l| = O( 1√n), ϕ ∈ Bγ and n > 1,∣∣∣∣∣σs√n e nl
2
2σ2s
∫
R
e−itlnRns,it(ϕ)(x)ψ(t)dt −
√
2πψ(0)πs(ϕ)
∣∣∣∣∣
6
C√
n
‖ϕ‖γ + C
n
‖ϕ‖γ sup
|t|6δ
(|ψ(t)|+ |ψ′(t)|)+ Ce−cn‖ϕ‖γ ∫
R
|ψ(t)|dt. (4.2)
(2) Assume conditions A2 and A3. Then, there exist constants s0 > 0,
δ = δ(s0) > 0, c = c(s0) > 0, C = C(s0) > 0 such that for any compact set
Kµ ⊂ (−s0, 0), the inequality (4.2) holds uniformly in x ∈ Pd−1, s ∈ Kµ,
|l| = O( 1√
n
), ϕ ∈ Bγ and n > 1.
The assertions (1) and (2) of Proposition 4.3 were respectively established
in [57] and [58]. The perturbation l as well as the explicit rate of convergence
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in Proposition 4.3 are important in the sequel. They play a crucial role to
establish the Bahadur-Rao type large deviations for the coefficients 〈f,Gnv〉
in Theorems 2.1, 2.2, 2.3 and 2.4.
5. Proof of upper tail large deviations for coefficients
The aim of this section is to establish Theorems 2.1 and 2.2. Since The-
orems 2.1 is a direct consequence of Theorem 2.2, it suffices to establish
Theorem 2.2. We also establish a large deviation result under the changed
measure.
5.1. Zero-one laws for the stationary measure. We first present some
zero-one laws for the stationary measure which will be used in the proof of
Theorem 2.2.
Lemma 5.1. Assume condition A3. Then, for any s ∈ I◦µ and any proper
projective subspace Y ( Pd−1, it holds that πs(Y ) = 0.
Lemma 5.2. Assume conditions A2 and A3. Then, there exists a constant
s0 > 0 such that for any s ∈ (−s0, 0) and any proper projective subspace
Y ( Pd−1, it holds that πs(Y ) = 0.
Lemma 5.1 was established by Guivarc’h and Le Page [41] using the strat-
egy of Furstenberg [26]. Lemma 5.2 was proved in [38] based on the Hölder
regularity of the stationary measure ν. Note that the results in [41] and
[38] are stated for the eigenmeasure νs, but they also hold for the stationary
measure πs since the measures πs and νs are equivalent.
We shall also need the following zero-one law of the stationary measure
πs recently established in [38].
Lemma 5.3. Assume condition A3. Then, for any s ∈ I◦µ and any algebraic
subset Y of Pd−1, it holds that either πs(Y ) = 0 or πs(Y ) = 1. In particular,
for any y ∈ (Pd−1)∗ and any t ∈ (−∞, 0),
πs
({
x ∈ Pd−1 : log δ(y, x) = t
})
= 0 or 1. (5.1)
Lemma 5.4. Assume conditions A2 and A3. Then, there exists a constant
s0 > 0 such that for any s ∈ (−s0, 0) and any algebraic subset Y of Pd−1, it
holds that either πs(Y ) = 0 or πs(Y ) = 1. In particular, for any y ∈ (Pd−1)∗
and any t ∈ (−∞, 0),
πs
({
x ∈ Pd−1 : log δ(y, x) = t
})
= 0 or 1. (5.2)
The assertions (5.1) and (5.2) are sufficient for us to establish the Bahadur-
Rao type large deviation asymptotics for the coefficient 〈f,Gnv〉 (cf. Theo-
rems 2.1 and 2.3). However, in order to obtain the Petrov type extensions
(cf. Theorems 2.2 and 2.4), we need the following slightly stronger state-
ments than (5.1) and (5.2).
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Lemma 5.5. Assume condition A3. Then, for any y ∈ (Pd−1)∗ and any
t ∈ (−∞, 0), if
πs
({
x ∈ Pd−1 : log δ(y, x) = t
})
= 0 (5.3)
holds for some s ∈ I◦µ, then (5.3) holds for all s ∈ I◦µ.
Lemma 5.6. Assume conditions A2 and A3. Then, for any y ∈ (Pd−1)∗
and any t ∈ (−∞, 0), if
πs
({
x ∈ Pd−1 : log δ(y, x) = t
})
= 0 (5.4)
holds for some s ∈ (−s0, 0) with s0 > 0 small enough, then (5.4) holds for
all s ∈ (−s0, 0].
Proof of Lemmas 5.5 and 5.6. We first prove Lemma 5.5. For any y ∈
(Pd−1)∗ and any t ∈ (−∞, 0), denote Yy,t = {x ∈ Pd−1 : log δ(y, x) = t}.
Suppose that there exist s1, s2 ∈ I◦µ with s1 6= s2 such that πs1(Yy,t) = 0
and πs2(Yy,t) 6= 0. Then by Lemma 5.3 we have πs2(Yy,t) = 1. Since Yy,t
is a closed set in Pd−1, by the definition of the support of the measure we
get that suppπs2 ⊂ Yy,t. Since it is proved in [41] that suppπs1 = suppπs2
(both coincide with supp ν defined by (2.3)), it follows that suppπs1 ⊂ Yy,t
and hence πs1(Yy,t) = 1. This contradicts to the assumption πs1(Yy,t) = 0.
Therefore, if (5.3) holds for some s ∈ I◦µ, then it holds for all s ∈ I◦µ.
The proof of Lemma 5.6 is similar by using the fact that suppπs = suppν
for any s ∈ (−s0, 0), which is proved in [38]. 
5.2. Proof of Theorem 2.2. Now we are equipped to establish Theorem
2.2. This theorem is a direct consequence of the following more general
result. Recall that s and q are related by q = Λ′(s).
Theorem 5.7. Assume conditions A1 and A3. Let Kµ ⊂ I◦µ be any compact
set in R. Then, we have, as n → ∞, uniformly in s ∈ Kµ, f ∈ (Rd)∗ and
v ∈ Rd with |f | = |v| = 1,
P
(
log |〈f,Gnv〉| > nq
)
=
rs(x)r
∗
s(y)
̺s
exp (−nΛ∗(q))
sσs
√
2πn
[
1 + o(1)
]
. (5.5)
More generally, for any measurable function ψ on R such that u 7→ e−s′uψ(u)
is directly Riemann integrable for any s′ ∈ Kǫµ := {s′ ∈ R : |s′ − s| < ǫ, s ∈
Kµ} with ǫ > 0 small enough, we have, as n → ∞, uniformly in s ∈ Kµ,
f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
E
[
ϕ(Gnx)ψ
(
log |〈f,Gnv〉| − nq
)]
(5.6)
=
rs(x)
̺s
exp(−nΛ∗(q))
σs
√
2πn
[∫
Pd−1
ϕ(x)δ(y, x)sνs(dx)
∫
R
e−suψ(u)du + o(1)
]
.
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Proof. It suffices to prove assertion (5.6), since (5.5) follows from (5.6) by
choosing ϕ = 1 and ψ(u) = 1{u>0}, u ∈ R. With no loss of generality, we
assume that the target functions ϕ and ψ are non-negative. For brevity,
denote ψs(u) = e
−suψ(u) for s ∈ I◦µ, and
ψ+s,ε(u) = sup
u′∈Bε(u)
ψs(u
′), ψ−s,ε(u) = inf
u′∈Bε(u)
ψs(u
′).
Introduce the following condition: for any ε > 0, the functions u 7→ ψ+s,ε(u)
and u 7→ ψ−s,ε(u) are measurable and
lim
ε→0+
∫
R
ψ+s,ε(u)du = lim
ε→0+
∫
R
ψ−s,ε(u)du =
∫
R
e−suψ(u)du < +∞. (5.7)
To prove (5.6), we can assume additionally that the function ψ satisfies the
condition (5.7), In fact, using the approximation techniques similar to that
in [57], we can prove that if (5.6) holds under (5.7), then it also holds under
the directly Riemann integrability condition introduced in the theorem. So
in the following we assume (5.7).
Note that we have f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1, and y = Rf ∈
(Pd−1)∗ and x = Rv ∈ Pd−1. Hence log |〈f,Gnv〉| = log |Gnv|+log δ(y,Gnx),
and that log |〈f,Gnv〉| = −∞ if and only if log δ(y,Gnx) = −∞. Taking
into account that ψ(−∞) = 0, we can replace the logarithm of the coefficient
log |〈f,Gnv〉| by the sum log |Gnv|+ log δ(y,Gnx) as follows:
A : = σs
√
2πn
enΛ
∗(q)
rs(x)
E
[
ϕ(Gnx)ψ(log |〈f,Gnv〉| − nq)
]
= σs
√
2πn
enΛ
∗(q)
rs(x)
E
[
ϕ(Gnx)ψ(log |Gnx|+ log δ(y,Gnx)− nq)
]
.
For short, we denote for any y = Rf ∈ (Pd−1)∗ and x ∈ Rv ∈ Pd−1,
T vn := log |Gnv| − nq, Y x,yn := log δ(y,Gnx).
Recall that q = Λ′(s). Taking into account that enΛ∗(q) = ensqκ−n(s) and
using the change of measure formula (3.3), we get
A = σs
√
2πnEQxs
[
(ϕr−1s )(Gnx)e
−sT vnψ
(
T vn + Y
x,y
n
)]
. (5.8)
For any fixed small constant 0 < η < 1, denote Ik := (−ηk,−η(k − 1)],
k > 1. Let Mn := ⌊C1 log n⌋, where C1 > 0 is a sufficiently large constant
and ⌊a⌋ denotes the integer part of a ∈ R. Then from (5.8) we have the
following decomposition:
A = A1 +A2, (5.9)
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where
A1 := σs
√
2πnEQxs
[
(ϕr−1s )(Gnx)e
−sT vnψ
(
T vn + Y
x,y
n
)
1{Y x,yn 6−ηMn}
]
,
A2 := σs
√
2πn
Mn∑
k=1
EQxs
[
(ϕr−1s )(Gnx)e
−sT vnψ
(
T vn + Y
x,y
n
)
1{Y x,yn ∈Ik}
]
.
We now give a bound for the first term A1. Since the function u 7→ e−s′uψ(u)
is directly Riemann integrable on R for any s′ ∈ Kǫ := {s′ ∈ R : |s′ − s| <
ǫ, s ∈ K} with ǫ > 0 small enough, one can verify that the function u 7→
e−suψ(u) is bounded on R, uniformly in s ∈ Kµ, and hence there exists a
constant C > 0 such that for all s ∈ Kµ,
e−sT
v
nψ(T vn + Y
x,y
n )1{Y x,yn 6−ηMn} 6 Ce
sY x,yn
1{Y x,yn 6−ηMn} 6 Ce
−sηMn .
Since the function ϕr−1s is uniformly bounded on Pd−1, uniformly in s ∈ Kµ,
we get the following upper bound for A1: as n → ∞, uniformly in s ∈ Kµ,
f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
A1 6 C
√
n e−sηMn 6 Cn−(sηC1−
1
2
) → 0. (5.10)
The remaining part of the proof is devoted to establishing upper and lower
bounds for the second term A2 defined by (5.9).
Upper bound for A2. On the event {Y x,yn ∈ Ik}, we have Y x,yn +η(k−1) ∈
(0, η]. With the notation ψ+η (u) = supu′∈Bη(u) ψ(u
′), we get
ψ
(
T vn − nl+ Y x,yn
)
6 ψ+η
(
T vn − nl− η(k − 1)
)
.
It follows that
A2 6 σs
√
2πn
Mn∑
k=1
EQxs
[
(ϕr−1s )(Gnx)e
−sT vnψ+η (T
v
n − η(k − 1))1{Y x,yn ∈Ik}
]
.
We choose a small constant ε > η and set
Ψs,η(u) = e
−suψ+η (u), Ψ
+
s,η,ε(u) = sup
u′∈Bε(u)
Ψs,η(u
′), u ∈ R. (5.11)
Since the function Ψ+s,η,ε is non-negative and integrable on the real line, using
Lemma 4.2, we get
A2 6 (1 + Cρ(ε))σs
√
2πn
∞∑
k=1
1{k6Mn}e
−sη(k−1)
× EQxs
[
(ϕr−1s )(Gnx)1{Y x,yn ∈Ik}(Ψ
+
s,η,ε∗ρε2)(T vn − η(k − 1))
]
, (5.12)
where Cρ(ε) > 0 is a constant converging to 0 as ε → 0. For fixed small
constant ε1 > 0, introduce the density function ρ¯ε1 defined as follows:
ρ¯ε1(u) =
1
ε1
(1 − |u|ε1 ) for u ∈ [−ε1, ε1], and ρ¯ε1(u) = 0 otherwise. For any
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k > 1, setting χk(u) := 1{u∈Ik} and χ
+
k,ε1
(u) = supu′∈Bε1 (u) χk(u
′), one can
verify that the following smoothing inequality holds:
χk(u) 6 (χ
+
k,ε1
∗ ρ¯ε1)(u) 6 χ+k,2ε1(u), u ∈ R. (5.13)
For short, we denote χ˜k(u) := (χ
+
k,ε1
∗ ρ¯ε1)(u), u ∈ R, and
ϕys,k,ε1(x) = (ϕr
−1
s )(x)χ˜k(log δ(y, x)), x ∈ Pd−1. (5.14)
In view of (5.12), using the smoothing inequality (5.13) leads to
A2 6 (1 + Cρ(ε))σs
√
2πn
∞∑
k=1
1{k6Mn}e
−sη(k−1)
× EQxs
[
ϕys,k,ε1(Gnx)(Ψ
+
s,η,ε∗ρε2)(T vn − η(k − 1))
]
=: A+2 . (5.15)
Let Ψ̂+s,η,ε be the Fourier transform of Ψ
+
s,η,ε. By the Fourier inversion for-
mula,
Ψ+s,η,ε∗ρε2(u) =
1
2π
∫
R
eituΨ̂+s,η,ε(t)ρ̂ε2(t)dt, u ∈ R.
Substituting y = T vn −nl−η(k−1), taking expectation with respect to EQxs ,
and using Fubini’s theorem, we obtain
EQxs
[
ϕys,k,ε1(Gnx)(Ψ
+
s,η,ε∗ρε2)(T vn − η(k − 1))
]
=
1
2π
∫
R
e−itη(k−1)Rns,it
(
ϕys,k,ε1
)
(x)Ψ̂+s,η,ε(t)ρ̂ε2(t)dt, (5.16)
where
Rns,it
(
ϕys,k,ε1
)
(x) = EQxs
[
eitT
v
nϕys,k,ε1(Gnx)
]
.
Substituting (5.16) into (5.15), we get
A+2 = (1 + Cρ(ε))σs
√
n
2π
∞∑
k=1
1{k6Mn}e
−sη(k−1)
×
∫
R
e−itη(k−1)Rns,it
(
ϕys,k,ε1
)
(x)Ψ̂+s,η,ε(t)ρ̂ε2(t)dt. (5.17)
We shall use Proposition 4.3 to handle the integral in (5.17) for each fixed
k > 1. Let us first check the conditions stated in Proposition 4.3. Since
the function χ˜k is Hölder continuous on the real line, one can check that
ϕys,k,ε1 defined by (5.14) is also Hölder continuous on the projective space
Pd−1. Using the fact that the function u 7→ e−s′uψ(u) is directly Riemann
integrable on R for any s′ ∈ Kǫ := {s′ ∈ R : |s′ − s| < ǫ, s ∈ K} with ǫ > 0
small enough, one can also verify that the function Ψ̂+s,η,ερ̂ε2 is compactly
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supported in R. Moreover, for any s ∈ Kµ, the function Ψ̂+s,η,ερ̂ε2 is dif-
ferentiable in a small neighborhood of 0 on the real line. Hence, applying
Proposition 4.3 with ϕ = ϕys,k,ε1, ψ = Ψ̂
+
s,η,ερ̂ε2 and with l = ln,k :=
η(k−1)
n ,
we obtain that for sufficiently large n, uniformly in 1 6 k 6 Mn, s ∈ Kµ,
f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
I+k : =
∣∣∣σs√nenhs(ln,k) ∫
R
e−itnln,kRns,it
(
ϕys,k,ε1
)
(x)Ψ̂+s,η,ε(t)ρ̂ε2(t)dt −B+(k)
∣∣∣
6
C√
n
‖ϕys,k,ε1‖γ , (5.18)
where
B+(k) :=
√
2πΨ̂+s,η,ε(0)ρ̂ε2(0)πs
(
ϕys,k,ε1
)
.
Taking into account that 1 6 k 6 Mn = ⌊C1 log n⌋, by Lemma 4.1, we get
that |e−nhs(ln,k) − 1| 6 C logn√
n
, uniformly in 1 6 k 6Mn and s ∈ Kµ. Using
(5.18) and the fact that B+(k) is dominated by ‖ϕys,k,ε1‖γ , we can replace
enhs(ln,k) by 1, yielding that uniformly in s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd
with |f | = |v| = 1,∣∣∣σs√n ∫
R
e−itnln,kRns,it
(
ϕys,k,ε1
)
(x)Ψ̂+s,η,ε(t)ρ̂ε2(t)dt −B+(k)
∣∣∣
6 I+k e
−nhs(ln,k) + |e−nhs(ln,k) − 1|B+(k)
6
C√
n
‖ϕys,k,ε1‖γ +
C log n√
n
‖ϕys,k,ε1‖γ
6
C log n√
n
‖ϕys,k,ε1‖γ . (5.19)
By calculations, one can get that γ-Hölder norm ‖ϕys,k,ε1‖γ is bounded
by e
ηγk
(1−e−2ε1 )γ . Taking sufficiently small γ > 0, we obtain that the series
logn√
n
∑∞
k=1 e
−sη(k−1)‖ϕys,k,ε1‖γ is convergent, and moreover, its limit is 0 as
n → ∞. Consequently, we are allowed to interchange the limit as n → ∞
and the infinite summation over k in (5.17). Therefore, from (5.17), (5.18)
and (5.19) we deduce that, uniformly in s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with
|f | = |v| = 1,
lim sup
n→∞
A+2 6 (1 + Cρ(ε))Ψ̂
+
s,η,ε(0)ρ̂ε2(0)
∞∑
k=1
e−sη(k−1)πs
(
ϕys,k,ε1
)
. (5.20)
In order to calculate the sum in (5.20), we shall make use of the zero-one
law of the stationary measure πs. Note that ρ̂ε2(0) = 1. Using (5.13), we
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have χ˜k 6 χ
+
k,2ε1
. Therefore, we obtain
lim sup
n→∞
A+2 6 (1 + Cρ(ε))Ψ̂
+
s,η,ε(0)
∞∑
k=1
e−sη(k−1)πs
(
ϕ˜ys,k,ε1
)
, (5.21)
where
ϕ˜ys,k,ε1(x) = (ϕr
−1
s )(x)1{log δ(y,·)∈Ik}(x) + (ϕr
−1
s )(x)1{log δ(y,·)∈Ik,ε1}(x),
(5.22)
and Ik,ε1 =
(− ηk − 2ε1,−ηk] ∪ (− η(k − 1),−η(k − 1) + 2ε1]. For the first
term on the right hand-side of (5.22), we claim that uniformly in s ∈ Kµ,
lim
η→0
∞∑
k=1
e−sη(k−1)πs
(
(ϕr−1s )1{log δ(y,·)∈Ik}
)
=
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx). (5.23)
Indeed, recalling that Ik = (−ηk,−η(k − 1)], we have
∞∑
k=1
e−sη(k−1)πs
(
(ϕr−1s )1{log δ(y,·)∈Ik}
)
>
∞∑
k=1
πs
(
(ϕr−1s )δ(y, ·)s1{log δ(y,·)∈Ik}
)
=
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx).
On the other hand, we have, as η → 0, uniformly in s ∈ Kµ,
∞∑
k=1
e−sη(k−1)πs
(
(ϕr−1s )1{log δ(y,·)∈Ik}
)
6 esη
∞∑
k=1
πs
(
(ϕr−1s )δ(y, ·)s1{log δ(y,·)∈Ik}
)
→
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx).
Hence (5.23) holds.
To deal with the second term on the right-hand side of (5.22), we need
to apply Lemma 5.1 and the zero-one law of the stationary measure πs
stated in Lemma 5.3. Specifically, taking into account that the function
ϕr−1s is uniformly bounded on the projective space Pd−1, using the Lebesgue
dominated convergence theorem we get that there exists a constant C1 > 0
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such that for all y ∈ (Pd−1)∗,
lim
ε1→0
∞∑
k=1
e−sη(k−1)πs
(
(ϕr−1s )1{log δ(y,·)∈Ik,ε1}
)
6 C1 lim
ε1→0
∞∑
k=1
e−sη(k−1)πs
(
x ∈ Pd−1 : log δ(y, x) ∈ Ik,ε1
)
= C1
∞∑
k=1
e−sη(k−1)πs
(
x ∈ Pd−1 : log δ(y, x) = −ηk
)
+ C1
∞∑
k=1
e−sη(k−1)πs
(
x ∈ Pd−1 : log δ(y, x) = −η(k − 1)
)
= 2C1
∞∑
k=1
e−sη(k−1)πs
(
x ∈ Pd−1 : log δ(y, x) = −ηk
)
, (5.24)
where the last equality holds due to Lemma 5.1. Now we are going to apply
Lemma 5.5 to prove that there exists a constant 0 < η < 1 such that
∞∑
k=1
e−sη(k−1)πs
(
x ∈ Pd−1 : log δ(y, x) = −ηk
)
= 0. (5.25)
Indeed, by Lemma 5.5, we get that, for any y ∈ (Pd−1)∗ and any set Yy,t =
{x ∈ Pd−1 : log δ(y, x) = t} with t ∈ (−∞, 0), it holds that either πs(Yy,t) =
0 or πs(Yy,t) = 1 for all s ∈ Kµ. If πs(Yy,t) = 0 for all y ∈ (Pd−1)∗ and
t ∈ (−∞, 0), then clearly (5.25) holds. If πs(Yy0,t0) = 1 for some y0 ∈ (Pd−1)∗
and t0 ∈ (−∞, 0), then we can always choose 0 < η < 1 in such a way that
−ηk 6= t0 for all k > 1, so that we also obtain that (5.25) holds for all
s ∈ Kµ. Hence, in view of (5.21), combining (5.23) and (5.25) we obtain
that uniformly in s ∈ Kµ,
lim
η→0
lim
ε1→0
∞∑
k=1
e−sη(k−1)πs
(
ϕ˜ys,k,ε1
)
=
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx). (5.26)
Since the target function ψ satisfies the condition (5.7), from (5.11) we get
lim
ε→0 limη→0 Ψ̂
+
s,η,ε(0) =
∫
R
e−suψ(u)du. (5.27)
Consequently, recalling that A2 6 A
+
2 and Cρ(ε) → 0 as ε → 0, we obtain
the desired upper bound for A2: uniformly in s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd
with |f | = |v| = 1,
lim
ε→0 limη→0 limε1→0
lim sup
n→∞
A2 6
∫
R
e−suψ(u)du
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx).
(5.28)
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Lower bound for A2. We are going to establish the lower bound for A2
given by (5.9). Recall that Y x,yn = log δ(y,Gnx). On the event {Y x,yn ∈ Ik}
we have Y x,yn +η(k−1) ∈ (0, η]. With the notation ψ−η (u) = infu′∈Bη(u) ψ(u),
we get
ψ(T vn + Y
x,y
n ) > ψ
−
η (T
v
n − ηk).
In view of (5.9), using Fatou’s lemma, it follows that
lim inf
n→∞ A2 >
∞∑
k=1
lim inf
n→∞ σs
√
2πn1{k6Mn} (5.29)
× EQxs
[
(ϕr−1s )(Gnx)e
−sT vnψ−η (T
v
n − ηk)1{Y x,yn ∈Ik}
]
.
We choose a small constant ε > η and set
Ψs,η(u) = e
−suψ−η (u), Ψ
−
s,η,ε(u) = inf
u′∈Bε(u)
Ψs,η(u
′), u ∈ R. (5.30)
Noting that the function Ψ−s,η,ε is non-negative and integrable on the real
line, by Lemma 4.2, from (5.29) we get the following lower bound:
lim inf
n→∞ A2 >
∞∑
k=1
lim inf
n→∞ A3 −
∞∑
k=1
lim sup
n→∞
A4, (5.31)
where, with the notation an,k = σs
√
2πn e−sηk1{k6Mn},
A3 = an,kEQxs
[
(ϕr−1s )(Gnx)1{Y x,yn ∈Ik}(Ψ
−
s,η,ε∗ρε2)(T vn − ηk)
]
,
A4 = an,k
∫
|u|>ε
EQxs
[
(ϕr−1s )(Gnx)1{Y x,yn ∈Ik}Ψ
−
s,η,ε(T
v
n − ηk − u)
]
ρε2(u)du.
We are going to give a lower bound for A3. For brevity, we denote χk(u) =
1{u∈Ik} and χ
−
k,ε1
(u) = infu′∈Bε1 (u) χk(u
′), u ∈ R, where ε1 > 0 is a fixed
small constant. Similarly to (5.13), one can get the following smoothing
inequality:
χ−k,2ε1(u) 6 (χ
−
k,ε1
∗ ρ¯ε1)(u) 6 χk(u), u ∈ R, (5.32)
where the density function ρ¯ is the same as that in (5.13). In a similar way
as in (5.14), we denote χ˜−k (u) := (χ
−
k,ε1
∗ ρ¯ε1)(u), u ∈ R, and
φys,k,ε1(x) = (ϕr
−1
s )(x)χ˜
−
k (log δ(y, x)), x ∈ Pd−1. (5.33)
For the first term A3 in (5.31), using the inequality (5.32) leads to
A3 > an,kEQxs
[
φys,k,ε1(Gnx)(Ψ
−
s,δ,ε∗ρε2)(T vn − ηk)
]
. (5.34)
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Denote by Ψ̂−s,η,ε the Fourier transform of Ψ−s,η,ε. Applying the Fourier in-
version formula to Ψ−s,η,ε∗ρε2, and using Fubini’s theorem, we get
EQxs
[
φys,k,ε1(Gnx)(Ψ
−
s,η,ε∗ρε2)(T vn − ηk)
]
=
1
2π
∫
R
e−itηkRns,it
(
φys,k,ε1
)
(x)Ψ̂−s,η,ε(t)ρ̂ε2(t)dt, (5.35)
where
Rns,it
(
φys,k,ε1
)
(x) = EQxs
[
eitT
v
nφys,k,ε1(Gnx)
]
, x ∈ Pd−1.
Substituting (5.35) into (5.34), we obtain
A3 >
an,k
2π
∫
R
e−itηkRns,it
(
φys,k,ε1
)
(x)Ψ̂−s,δ,ε(t)ρ̂ε2(t)dt. (5.36)
We shall use Proposition 4.3 to give a precise asymptotic for the above
integral. Let us first verify the conditions of Proposition 4.3. Since the
function χ˜−k is Hölder continuous for any fixed k > 1, one can check that
φys,k,ε1 is Hölder continuous on the projective space P
d−1. Since the function
u 7→ e−s′uψ(u) is directly Riemann integrable on R for any s′ ∈ Kǫ :=
{s′ ∈ R : |s′ − s| < ǫ, s ∈ K} with ǫ > 0 small enough, one can also verify
that the function Ψ̂−s,η,ερ̂ε2 has compact support in R, and that Ψ̂−s,η,ερ̂ε2 is
differentiable in a small neighborhood of 0 on the real line, for all s ∈ Kµ.
Thus, using Proposition 4.3 with ϕ = φys,k,ε1, ψ = Ψ̂
−
s,η,ερ̂ε2 and l = l
′
n,k :=
ηk
n , we obtain that for sufficiently large n, there exists a constant C > 0
such that for all 1 6 k 6 Mn = ⌊C1 log n⌋, s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd
with |f | = |v| = 1,
I−k : =
∣∣∣σs√nenhs(l′n,k) ∫
R
e−itnl
′
n,kRns,it
(
φys,k,ε1
)
(x)Ψ̂−s,η,ε(t)ρ̂ε2(t)dt −B−(k)
∣∣∣
6
C√
n
‖φys,k,ε1‖γ , (5.37)
where
B−(k) :=
√
2πΨ̂−s,η,ε(0)ρ̂ε2(0)πs
(
φys,k,ε1
)
.
Since 1 6 k 6 Mn = ⌊C1 log n⌋, using Lemma 4.1 there exists a constant
C > 0 such that for all 1 6 k 6 Mn, s ∈ Kµ and n > 1, it holds that
|e−nhs(l′n,k) − 1| 6 C logn√
n
. In a similar way as in the proof of (5.19), we can
replace enhs(l
′
n,k
) by 1 to obtain that, uniformly in s ∈ Kµ, f ∈ (Rd)∗ and
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v ∈ Rd with |f | = |v| = 1,∣∣∣σs√n ∫
R
e−itnl
′
n,kRns,it
(
φys,k,ε1
)
(x)Ψ̂−s,η,ε(t)ρ̂ε2(t)dt −B−(k)
∣∣∣
6 I−k e
−nhs(l′n,k) + |e−nhs(l′n,k) − 1|B−(k)
6
C√
n
‖φys,k,ε1‖γ +
C log n√
n
‖φys,k,ε1‖γ
6
C log n√
n
‖φys,k,ε1‖γ .
Since the γ-Hölder norm ‖φys,k,ε1‖γ is bounded by e
ηγk
(e2ε1−1)γ , taking suffi-
ciently small γ > 0, we obtain that the series logn√
n
∑∞
k=1 e
−sη(k−1)‖φys,k,ε1‖γ
converges to 0 as n → ∞. As a result, by virtue of (5.37), we obtain that,
uniformly in s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
∞∑
k=1
lim inf
n→∞ A3 > Ψ̂
−
s,η,ε(0)ρ̂ε2(0)
∞∑
k=1
e−sηkπs
(
φys,k,ε1
)
.
Note that ρ̂ε2(0) = 1. Using (5.32), we have that χ˜k > χ
−
k,2ε1
. Consequently,
we obtain the lower bound for the first term on the right hand side of (5.31):
uniformly in s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
∞∑
k=1
lim inf
n→∞ A3 > Ψ̂
−
s,η,ε(0)
∞∑
k=1
e−sηkπs
(
φ˜ys,k,ε1
)
. (5.38)
where
φ˜ys,k,ε1(x) = (ϕr
−1
s )(x)1{log δ(y,·)∈Ik}(x)− (ϕr−1s )(x)1{log δ(y,·)∈I˜k,ε1}(x),
(5.39)
and I˜k,ε1 =
( − ηk,−ηk + 2ε1] ∪ ( − η(k − 1) + 2ε1,−η(k − 1)]. For the
first term on the right hand-side of (5.39), since Ik = (−ηk,−η(k− 1)], in a
similar way as in the proof of (5.23), it holds uniformly in s ∈ Kµ that
lim
η→0
∞∑
k=1
e−sηkπs
(
(ϕr−1s )1{log δ(y,·)∈Ik}
)
=
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx). (5.40)
To handle the second term on the right-hand side of (5.39), we make use
of Lemma 5.1 and the zero-one law of the stationary measure πs shown in
Lemma 5.5. Specifically, similarly to the proof of (5.24), since the function
ϕr−1s is bounded on Pd−1, uniformly in s ∈ Kµ, using the Lebesgue domi-
nated convergence theorem we get that there exists a constant C1 > 0 such
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that for all y ∈ (Pd−1)∗ and s ∈ Kµ,
lim
ε1→0
∞∑
k=1
e−sηkπs
(
(ϕr−1s )1{log δ(y,·)∈I˜k,ε1}
)
6 C1 lim
ε1→0
∞∑
k=1
e−sηkπs
(
x ∈ Pd−1 : log δ(y, x) ∈ I˜k,ε1
)
= C1
∞∑
k=1
e−sηkπs
(
x ∈ Pd−1 : log δ(y, x) = −ηk
)
+ C1
∞∑
k=1
e−sηkπs
(
x ∈ Pd−1 : log δ(y, x) = −η(k − 1)
)
= 2C1
∞∑
k=1
e−sηkπs
(
x ∈ Pd−1 : log δ(y, x) = −ηk
)
, (5.41)
where in the last equality we used Lemma 5.1. In the same way as in
the proof of (5.25), applying Lemma 5.5 we can obtain that there exists a
constant 0 < η < 1 such that for all s ∈ Kµ,
∞∑
k=1
e−sηkπs
(
x ∈ Pd−1 : log δ(y, x) = −ηk
)
= 0. (5.42)
Since the target function ψ satisfies the condition (5.7), from (5.11) we get
that uniformly in s ∈ Kµ,
lim
ε→0
lim
η→0
Ψ̂−s,η,ε(0) =
∫
R
e−suψ(u)du. (5.43)
Consequently, in view of (5.38), combining (5.40), (5.41), (5.42) and (5.43),
we get the desired lower bound for A3: uniformly in s ∈ Kµ,
lim
ε→0 limη→0 limε1→0
∞∑
k=1
lim inf
n→∞ A3 >
∫
R
e−suψ(u)du
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx).
(5.44)
Now we proceed to establish an upper bound for the term A4 in (5.31).
Note that Ψ−s,η,ε 6 Ψs,η, where Ψs,η(u) = e−syψ+η (u), u ∈ R. Then it
follows from Lemma 4.2 that Ψ−s,η,ε 6 (1+Cρ(ε))Ψ̂+s,η,ερ̂ε2, where Ψ+s,η,ε(u) =
supu′∈Bε(u)Ψs,η(u
′), u ∈ R. Moreover, using (5.13), we get 1{Y x,yn ∈Ik} 6
χ˜k(u) = (χ
+
k,ε1
∗ ρ¯ε1)(u). Consequently, similarly to the proof of (5.17), we
can get the upper bound for A4: uniformly in s ∈ Kµ,
A4 6 (1 + Cρ(ε))
an,k
2π
×
∫
|u|>ε
[∫
R
e−it(ηk+u)Rns,it
(
ϕys,k,ε1
)
(x)Ψ̂+s,η,ε(t)ρ̂ε2(t)dt
]
ρε2(u)du. (5.45)
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In order to handle the above integral, we first use the Lebesgue dominated
convergence theorem to interchange the limit n→∞ and the integral ∫|u|>ε,
and then we apply Proposition 4.3. An important issue is to find a domi-
nating function, which can be done as follows. We split the integral
∫
|u|>ε
on the right hand side of (5.45) into two parts:
∫
ε6|u|6√n and
∫
|u|>√n. For
the first part, by elementary calculations it holds that e−nhs(η
k
n
+ u
n
) → 1,
uniformly in s ∈ Kµ, 1 6 k 6 Mn and |u| 6
√
n as n → ∞. Hence, us-
ing Proposition 4.3, the function on the right hand side of (5.45) under the
integral
∫
ε6|u|6√n is dominated by Cρε2, which is integrable on R. For the
second part
∫
|u|>√n, since the density function ρ has polynomial decay, i.e.
ρε2(u) 6
C
1+u4 , |u| >
√
n, we get that
√
nρε2(u) 6
C
1+|u|3 , which is clearly
integrable on R. Therefore, we can pass the limit as n→∞ under the inte-
gration
∫
|u|>ε and then we use Proposition 4.3 to obtain the desired upper
bound for A4: uniformly in s ∈ Kµ,
∞∑
k=1
lim sup
n→∞
A4 6 (1 + Cρ(ε))
∞∑
k=1
e−sηkπs
(
ϕys,k,ε1
)
× Ψ̂+s,η,ε(0)ρ̂ε2(0)
∫
|u|>ε
ρε2(u)du.
In the same way as in the proof of (5.26), by Lemmas 5.1 and 5.5, we can
get that uniformly in s ∈ Kµ,
lim
η→0
lim
ε1→0
∞∑
k=1
e−sηkπs
(
ϕ˜ys,k,ε1
)
=
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx).
Using (5.27) and noting that ρ̂ε2(0) = 1, it follows that uniformly in s ∈ Kµ,
lim
η→0
lim
ε1→0
∞∑
k=1
lim sup
n→∞
A4 6 (1 + Cρ(ε))
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx)
×
∫
R
e−suψ(u)du
∫
|u|>ε
ρε2(u)du.
Since Cρ(ε)→ 0 and
∫
|u|>ε ρε2(u)du→ 0 as ε→ 0, this implies
lim
ε→0
lim
η→0
lim
ε1→0
∞∑
k=1
lim sup
n→∞
A4 = 0.
Combining this with (5.31) and (5.44), we get the desired lower bound for
A2: uniformly in s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
lim
ε→0 limη→0 limε1→0
lim inf
n→∞ A2 >
∫
R
e−suψ(u)du
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx).
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This, together with (5.9), (5.10) and (5.28), proves the desired asymptotic
(5.6). This concludes the proof of Theorem 5.7 as well as Theorem 2.2. 
5.3. Proof of Theorem 2.6.
Proof of Theorem 2.6. It suffices to prove (2.14) since (2.13) follows from
(2.14) by taking ϕ = 1 and ψ(u) = 1{u>0}. Using the change of measure
formula (3.3) twice, we get
EQxs
[
ϕ(Gnx)ψ
(
log |〈f,Gnv〉| − nqt
)]
=
1
κn(s)rs(x)
E
[
(ϕrs)(Gnx)e
sσ(Gn,x)ψ
(
log |〈f,Gnv〉| − nqt
)]
=
κn(t)rt(x)
κn(s)rs(x)
EQxt
[
(ϕrsr
−1
t )(Gnx)e
−(t−s)σ(Gn ,x)ψ
(
log |〈f,Gnv〉| − nqt
)]
=
κn(t)rt(x)
κn(s)rs(x)
e−(t−s)nqt×
EQxt
[
(ϕrsr
−1
t )(Gnx)e
−(t−s)(σ(Gn ,x)−nqt)ψ
(
log |〈f,Gnv〉| − nqt
)]
, (5.46)
where Qxt is the changed measure defined in the same way as Q
x
s with s
replaced by t. Following the proof of Theorem 2.2, one can verify that, as
n→∞, uniformly in t ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
EQxt
[
(ϕrsr
−1
t )(Gnx)e
−(t−s)(σ(Gn ,x)−nqt)ψ
(
log |〈f,Gnv〉| − nqt
)]
=
1
σt
√
2πn
[∫
Pd−1
ϕ(x)δ(y, x)t
rs(x)
rt(x)
πt(dx)
∫
R
e−(t−s)uψ(u)du+ o(1)
]
.
The result follows by taking into account that Λ∗(qs) = sqs−Λ(s), Λ∗(qt) =
tqt − Λ(t), Λ(s) = log κ(s) and Λ(t) = log κ(t). 
6. Proof of lower tail large deviations for coefficients
The goal of this section is to establish Theorems 2.3 and 2.4 on Bahadur-
Rao-Petrov type lower tail large deviations. In contrast to the proof of
Theorems 2.1 and 2.2, it turns out that the proof of Theorems 2.3 and 2.4
is more delicate.
It suffices to prove Theorem 2.4 since Theorem 2.3 is a direct consequence
of Theorem 2.4 by taking l = 0, ϕ = 1 and ψ(u) = 1{u60}, u ∈ R.
6.1. Proof of Theorem 2.4. We shall need the Hölder regularity of the
stationary measure πs (for sufficiently small s) recently established in [38].
Lemma 6.1. Assume conditions A2 and A3. Then, for any ε > 0, there
exist constants s0 > 0, k0 ∈ N and c, C > 0 such that for all s ∈ (−s0, s0),
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n > k > k0, y ∈ (Pd−1)∗ and x ∈ Pd−1,
Qxs
(
log δ(y,Gnx) 6 −εk
)
6 Ce−ck. (6.1)
Note that (6.1) is stronger than the following assertion of the Hölder
regularity of the stationary measure πs: there exist constants s0, α > 0 such
that
sup
s∈(−s0,s0)
sup
y∈(Pd−1)∗
∫
Pd−1
1
δ(y, x)α
πs(dx) < +∞.
As an application of Lemma 6.1, we show the following result about the
high-order negative moment of the δ(y,Gnx) under the changed measure
Qxs , which will play important role in the proof of Theorem 2.4.
Lemma 6.2. Assume conditions A2 and A3. Let p > 0 be any fixed con-
stant. Then, there exists a constant s0 > 0 such that
sup
n>1
sup
s∈(−s0,s0)
sup
y∈(Pd−1)∗
sup
x∈Pd−1
EQxs
(
1
δ(y,Gnx)p|s|
)
< +∞.
Proof. By Lemma 6.1, for any ε > 0, there exist constants s0 > 0, k0 ∈ N
and c, C > 0 such that for all s ∈ (−s0, s0), n > k > k0 and y ∈ (Pd−1)∗,
x ∈ Pd−1,
Qxs
(
δ(y,Gnx) 6 e
−εk
)
6 Ce−ck. (6.2)
For any y ∈ (Pd−1)∗ and k > k0, we denote
Bn,k =
{
x ∈ Pd−1 : e−ε(k+1) 6 δ(y,Gnx) 6 e−εk
}
.
By (6.2), it follows that there exist constants c, C > 0 such that for all
s ∈ (−s0, s0),
EQxs
(
1
δ(y,Gnx)p|s|
)
= EQxs
(
1
δ(y,Gnx)p|s|
1{δ(y,Gnx)>e−εk0}
)
+
∞∑
k=k0
EQxs
(
1
δ(y,Gnx)p|s|
1Bn,k
)
6 eεk0p|s| + C
∞∑
k=k0
eε(k+1)p|s|e−ck,
which is finite by taking s0 > 0 small enough. This proves Lemma 6.2. 
Now we are in a position to establish Theorem 2.4. In the same spirit as
in Theorem 5.7, we are able to prove the following result which is stronger
than Theorem 2.4.
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Theorem 6.3. Assume conditions A2 and A3. Then, there exists a con-
stant s0 > 0 such that for any compact set Kµ ⊂ (−s0, 0), we have, as
n→∞, uniformly in s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
P
(
log |〈f,Gnv〉| 6 nq
)
=
rs(x)r
∗
s(y)
̺s
exp (−nΛ∗(q))
−sσs
√
2πn
[
1 + o(1)
]
.
More generally, for any ϕ ∈ Bγ and any measurable function ψ on R such
that u 7→ e−s′uψ(u) is directly Riemann integrable for all s′ ∈ Kǫµ := {s′ ∈
R : |s′ − s| < ǫ, s ∈ Kµ} with ǫ > 0 small enough, we have, as n → ∞,
uniformly in s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
E
[
ϕ(Gnx)ψ
(
log |〈f,Gnv〉| − nq
)]
=
rs(x)
̺s
exp(−nΛ∗(q))
σs
√
2πn
[∫
Pd−1
ϕ(x)δ(y, x)sνs(dx)
∫
R
e−suψ(u)du + o(1)
]
.
Proof of Theorems 2.4 and 6.3. We only need to prove Theorem 6.3 since
Theorem 2.4 is a direct consequence of Theorem 6.3.
It suffices to prove the second assertion of Theorem 6.3, since the first one
follows from the second by choosing ϕ = 1 and ψ(u) = 1{u60}, u ∈ R. As in
the proof of Theorem 2.2, we assume that the target functions ϕ and ψ are
non-negative, and that the function ψ satisfies the condition (5.7).
Since f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1, and y = Rf and x ∈ Rv,
we have log |〈f,Gnv〉| = log |Gnv|+ log δ(y,Gnx). Hence we can replace the
logarithm of the coefficient log |〈f,Gnv〉| by the sum log |Gnv|+log δ(y,Gnx)
as follows:
J : = σs
√
2πn
enΛ
∗(q)
rs(x)
E
[
ϕ(Gnx)ψ(log |〈f,Gnv〉| − nq)
]
= σs
√
2πn
enΛ
∗(q)
rs(x)
E
[
ϕ(Gnx)ψ(log |Gnx|+ log δ(y,Gnx)− nq)
]
.
As in the proof of Theorem 2.2, we denote for any y = Rf ∈ (Pd−1)∗ and
x ∈ Rv ∈ Pd−1,
T vn := log |Gnv| − nq, Y x,yn := log δ(y,Gnx).
Taking into account that q = Λ′(s) and enΛ∗(q) = ensqκ−n(s), and using the
change of measure formula (3.3), we get
J = σs
√
2πnEQxs
[
(ϕr−1s )(Gnx)e
−sT vnψ
(
T vn + Y
x,y
n
)]
. (6.3)
For any fixed small constant 0 < η < 1, denote Ik := (−ηk,−η(k − 1)],
k > 1. Let Mn := ⌊C1 log n⌋, where C1 > 0 is a sufficiently large constant
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and ⌊a⌋ denotes the integer part of a ∈ R. Then from (6.3) we have the
following decomposition:
J = J1 + J2, (6.4)
where
J1 := σs
√
2πnEQxs
[
(ϕr−1s )(Gnx)e
−sT vnψ
(
T vn + Y
x,y
n
)
1{Y x,yn 6−ηMn}
]
,
J2 := σs
√
2πn
Mn∑
k=1
EQxs
[
(ϕr−1s )(Gnx)e
−sT vnψ
(
T vn + Y
x,y
n
)
1{Y x,yn ∈Ik}
]
.
Upper bound of J1. Since the function u 7→ e−s′uψ(u) is directly Riemann
integrable on R for some s′ ∈ (0, s), one can verify that the function u 7→
e−suψ(u) is bounded on R and hence there exists a constant C > 0 such
that for all s ∈ (−s0, 0],
e−sT
v
nψ(T vn + Y
x,y
n ) 6 Ce
sY x,yn .
Hence, by the Hölder inequality, Lemma 6.1 and Lemma 6.2, we obtain that
as n→∞, uniformly in s ∈ (−s0, 0],
J1 6 C
√
n
{
EQxs
(
1
δ(y,Gnx)−2s
)
Qxs
(
log δ(y,Gnx) 6 −η⌊C1 log n⌋
)}1/2
6 C
√
n e−cη⌊C1 logn⌋ → 0.
Upper bound of J2. Following the proof of (5.17), one has
J2 6 (1 + Cρ(ε))σs
√
n
2π
∞∑
k=1
1{k6Mn}e
−sη(k−1)
×
∫
R
e−itη(k−1)Rns,it
(
ϕys,k,ε1
)
(x)Ψ̂+s,η,ε(t)ρ̂ε2(t)dt,
where ϕys,k,ε1 and Ψ
+
s,η,ε are respectively defined by (5.14) and (5.11). Since
|s| and γ > 0 are sufficiently small, by elementary calculations we get that
we obtain that the series logn√
n
∑Mn
k=1 e
−sη(k−1)‖ϕys,k,ε1‖γ converges to 0 as
n→∞. Hence, we can apply Proposition 4.3 (2) instead of Proposition 4.3
(1), and follow the proof of (5.18), (5.19) and (5.20) to obtain that uniformly
in s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
lim sup
n→∞
J2 6 (1 + Cρ(ε))Ψ̂
+
s,η,ε(0)ρ̂ε2(0)
∞∑
k=1
e−sη(k−1)πs
(
ϕys,k,ε1
)
. (6.5)
Then, we can proceed in a similar way as in the proof of (5.21), (5.23),
(5.24) and (5.25). One of the main differences is that in (5.24) we need
to use the Hölder regularity of the stationary measure πs stated in Lemma
6.1 to justify the applicability of the Lebesgue dominated convergence the-
orem, when we interchange the limit ε1 → 0 and the sum over k in (5.24).
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Another difference is that in (5.25) it is necessary to use the zero-one law
for the stationary measure πs shown in Lemma 5.6 instead of Lemma 5.5.
Consequently, one can obtain the desired upper bound of J2 which is similar
to (5.28): uniformly in s ∈ Kµ, f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
lim
ε→0
lim
η→0
lim
ε1→0
lim sup
n→∞
J2 6
∫
R
e−suψ(u)du
∫
Pd−1
δ(y, x)sϕ(x)r−1s (x)πs(dx).
The lower bound of J2 can be carried out in a similar way and hence we
omit the details. 
By Theorem 2.2 and 2.4, we now give a proof of Theorem 2.5 on the local
limit theorem with large deviations for coefficients 〈f,Gnv〉.
Proof of Theorem 2.5. The asymptotic (2.11) follows from Theorem 2.2 by
taking ϕ = 1 and ψ(u) = 1{u∈[a1,a2]}(u), u ∈ R. In the same way, the
asymptotic (2.12) is a direct consequence of Theorem 2.4. 
7. Proof of the Hölder regularity of the stationary measure
In this section we prove Proposition 3.4 on the Hölder regularity of the
stationary measure πs for any s ∈ I◦µ. This result is of independent in-
terest and plays a crucial role for establishing the precise large deviation
asymptotics for the coefficients 〈f,Gnv〉 under the changed measure Qxs , see
Theorem 2.2.
The study of the regularity of the stationary measure ν defined by (2.2),
attracted a great deal of attention, see e.g. [1, 4, 5, 6, 8, 9, 20, 22, 39, 42].
As far as we know, there are three different approaches to establish the
regularity of ν. The first one is originally due to Guivarc’h [39], see also [8].
The approach in [39] consists in investigating the asymptotic behaviors of
the components in the Cartan and Iwasawa decompositions of the random
matrix product Mn = g1 . . . gn. The second one is developed in [9] for the
study of the regularity of the stationary measure on the torus Td = Rd/Zd,
and has been applied to the setting of products of random matrices in [5, 6],
where the large deviation bounds for the Iwasawa cocycle and for the Cartan
projection play a crucial role. The third one, which is recently developed in
[22] for the special linear group SL(2,C) consisting of complex 2×2 matrices
with determinant one, is based on the theory of super-potentials introduced
in [23]. All of the results mentioned above are concerned with the regularity
of the stationary measure ν. However, the regularity of the eigenmeasure νs
or of the stationary measure πs for s different from 0 was not known before
in the literature.
In order to prove Proposition 3.4, we first extend some convergence results
concerning the Cartan and Iwasawa decompositions of the matrix product
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Mn established earlier in [8] under the measure P, to the framework of the
changed measure Qs.
Similarly to (3.4), for any s ∈ Iµ, we define the conjugate Markov operator
Q∗s as follows: for any ϕ ∈ C((Pd−1)∗),
Q∗sϕ(y) =
1
κ(s)r∗s(y)
P ∗s (ϕr
∗
s)(y), y ∈ (Pd−1)∗.
Then Q∗s has a unique stationary measure π∗s given by π∗s(ϕ) =
ν∗s (ϕr
∗
s )
ν∗s (r
∗
s )
for
any ϕ ∈ C((Pd−1)∗).
7.1. Asymptotics for the Cartan decomposition. Recall that Gn =
gn . . . g1. We are going to investigate asymptotic behaviors of the compo-
nents of the Cartan decomposition of the transposed matrix product
G∗n = g
∗
1g
∗
2 . . . g
∗
n, n > 1,
where g∗ is the adjoint automorphism of the matrix g. Let K = SO(d,R)
be the orthogonal group, and A+ be the set of diagonal matrices whose
diagonal entries starting from the upper left corner are strictly positive and
decreasing. With these notation, the well known Cartan decomposition
states that GL(d,R) = KA+K. The Cartan decomposition of G∗n is written
as G∗n = knank′n, where kn, k′n ∈ K and an ∈ A+ with its diagonal elements
(singular values) satisfying a1,1n > a
2,2
n > . . . > a
d,d
n > 0. Note that the
diagonal matrix an is uniquely determined, but the orthogonal matrices kn
and k′n are not unique. We choose one such decomposition of G∗n. Denote
by e∗1, . . . , e∗d the dual basis of (R
d)∗. The vector kne∗1 ∈ (Pd−1)∗ is called
the density point of G∗n. It plays an important role in the study of products
of random matrices: see [9, 6]. The following result shows that the density
point converges almost surely to the random variable Z∗s of the law π∗s under
the changed measure Qs :=
∫
Pd−1 Q
x
sπs(dx). Note that by definition the
measure Qs is shift-invariant and ergodic since πs is the unique stationary
measure of the Markov operator Qs. Recall that δ(y, x) =
|〈f,v〉|
|f ||v| for any
y = Rf ∈ (Pd−1)∗ and x = Rv ∈ Pd−1.
Lemma 7.1. Let s ∈ I◦µ. Under condition A3, with the above notation, we
have
lim
n→∞
a2,2n
a1,1n
= 0, Qs-a.s. and lim
n→∞ kne1 = Z
∗
s , Qs-a.s., (7.1)
and for any x = Rv ∈ Pd−1 with v ∈ Rd \ {0},
lim
n→∞
|Gnv|
‖Gn‖|v| = δ(Z
∗
s , x), Qs-a.s., (7.2)
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where the law of the random variable Z∗s (on (Pd−1)∗) is the stationary
measure π∗s . Moreover, the assertions (7.1) and (7.2) also hold true with
the measure Qs replaced by Q
x
s , for any starting point x ∈ Pd−1.
Before proceeding to proving Lemma 7.1, let us first recall the follow-
ing two results which were established in [41]. In the sequel, let m∗ be
the unique rotation invariant probability measure on the projective space
(Pd−1)∗. For any matrix g ∈ GL(d,R), denote by g∗m∗ the probability
measure on (Pd−1)∗ such that for any measurable function ϕ on (Pd−1)∗,∫
(Pd−1)∗
ϕ(y)(g∗m∗)(dy) =
∫
(Pd−1)∗
ϕ(g∗y)m∗(dy).
Lemma 7.2. Assume condition A3. Let s ∈ I◦µ. Then, the probability
measure G∗nm∗ converges weakly to the Dirac measure δZ∗s , Qs-a.s., where
the law of the random variable Z∗s under the measure Qs is given by π∗s .
Proof. This result has been recently established in [41, Theorem 3.2]. 
The following result is proved in [41, Lemma 3.5].
Lemma 7.3. Assume condition A3. Let s ∈ I◦µ. Then, there exists a
constant cs > 0 such that for any x ∈ Pd−1, it holds that Qxs 6 csQs.
The assertion of Lemma 7.3 implies that the measure Qxs is absolutely
continuous with respect to Qs. Using Lemmas 7.2 and 7.3, we are now in a
position to prove Lemma 7.1.
Proof of Lemma 7.1. By the Cartan decomposition of G∗n, we have G∗n =
knank
′
n, where kn, k
′
n ∈ K and an ∈ A+. By Lemma 7.2, the probability
measure G∗nm∗ converges weakly to the Dirac measure δZ∗s , Qs-a.s.. Since
m∗ is a rotation invariant measure on (Pd−1)∗, it follows that (knan)m∗
converges weakly to the random variable Z∗s , Qs-a.s.. Taking into account
that an is a diagonal random matrix with decreasing diagonal entries, we
deduce that, as n→∞, we have anm∗ → δe∗1 , a2,2n /a1,1n → 0 and kne∗1 → Z∗s ,
Qs-a.s.. This concludes the proof of the assertion (7.1). To show (7.2),
using again the decomposition G∗n = knank′n, it follows that for any x =
Rv ∈ Pd−1,
|Gnv|2
|v|2 =
〈ank∗nv, ank∗nv〉
|v|2 =
d∑
j=1
(aj,jn )
2 |〈k∗nv, e∗j 〉|2
|v|2 =
d∑
j=1
(aj,jn )
2δ(kne
∗
j , x)
2.
This, together with the fact that ‖Gn‖ = a1,1n , implies (7.2). Taking into
account Lemma 7.3, we see that the assertions (7.1) and (7.2) remain valid
with the measure Qs replaced by Q
x
s . 
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7.2. Asymptotics for the Iwasawa decomposition. In this subsection
we study the asymptotics of the components in the Iwasawa decomposition
of G∗n under the changed measure Qxs . Denote by L the group of lower trian-
gular matrices with 1 in the diagonal elements, by A the group of diagonal
matrices with strictly positive entries in the diagonal elements, and as before
by K the group of orthogonal matrices. The Iwasawa decomposition states
that GL(d,R) = LAK and such decomposition is unique. Hence, for the
productG∗n, there exist unique L(G∗n) ∈ L, A(G∗n) ∈ A andK(G∗n) ∈ K such
that G∗n = L(G∗n)A(G∗n)K(G∗n). The following result shows that L(G∗n)e∗1
converges almost surely under the measures Qs and Q
x
s .
Lemma 7.4. Let s ∈ I◦µ. Under condition A3, for any x ∈ Pd−1,
lim
n→∞L(G
∗
n)e
∗
1 =
Z∗s
〈Z∗s , e1〉
, Qs-a.s. and Q
x
s -a.s..
where Z∗s is a random variable given by Lemma 7.1.
Proof. In view of Lemma 7.3, it suffices to prove the assertion under the
measure Qs. Using the Iwasawa decomposition G
∗
n = L(G
∗
n)A(G
∗
n)K(G
∗
n)
and noticing that K(G∗n) is an orthogonal matrix, it follows that
G∗nGne∗1
|Gne∗1|2
=
L(G∗n)A(G∗n)2L(G∗n)∗e∗1
|A(G∗n)L(G∗n)∗e∗1|2
= L(G∗n)e
∗
1, (7.3)
where the second equality holds due to the fact that A(G∗n)2L(G∗n)∗e∗1 =
|A(G∗n)L(G∗n)e∗1|2e∗1. By the Cartan decomposition of G∗n we have G∗n =
knank
′
n, where kn, k
′
n are two orthogonal matrices. Hence, for any v ∈ (Rd)∗,
〈G∗nGne∗1, v〉 = 〈(an)2k∗ne∗1, k∗nv〉
= (a1,1n )
2〈k∗ne∗1, e1〉〈e∗1, k∗nv〉+O(a1,1n a2,2n )
= (a1,1n )
2〈k∗ne∗1, e1〉〈kne∗1, v〉+O(a1,1n a2,2n ). (7.4)
Consequently, by (7.3) and (7.4) we obtain that Qs-a.s.,
lim
n→∞〈L(G
∗
n)e
∗
1, v〉 = limn→∞
〈G∗nGne∗1, v〉
〈G∗nGne∗1, e∗1〉
= lim
n→∞
〈kne∗1, v〉
〈kne∗1, e∗1〉
=
〈Z∗s , v〉
〈Z∗s , e∗1〉
,
where in the first equality we used (7.3), in the second one we used (7.4)
and Lemma 7.1, and in the last one we applied again Lemma 7.1. Since
v ∈ (Rd)∗ is arbitrary, the proof of Lemma 7.4 is complete. 
For any 1 6 k 6 d, we briefly recall the notion of exterior algebra ∧k(Rd)
of the vector space Rd. The space ∧k(Rd) is endowed with the dual bracket
〈·, ·〉 and the norm | · |; we use the same notation as in Rd and the distinction
LARGE DEVIATIONS FOR THE COEFFICIENTS 41
should be clear from the context. The scalar product in ∧k(Rd) satisfies the
following property: for any ui, vj ∈ Rd, 1 6 i, j 6 d,
〈u1 ∧ · · · ∧ uk, v1 ∧ · · · ∧ vk〉 = det(〈ui, vj〉)16i,j6d,
where det(〈ui, vj〉)16i,j6d denotes the determinant of the associated matrix.
It is well known that {ei1 ∧ ei2 ∧ · · · ∧ eik , 1 6 i1 < i2 < · · · < ik 6 d}
forms a basis of ∧k(Rd), 1 6 k 6 d, and that v1 ∧ · · · ∧ vk is nonzero if and
only if v1, . . . , vk are linearly independent in R
d. For any g ∈ GL(d,R) and
1 6 k 6 d, the exterior product ∧kg of the matrix g is defined as follows:
for any v1, . . . , vk ∈ Rd,
∧kg(v1 ∧ · · · ∧ vk) = gv1 ∧ · · · ∧ gvk.
Set ‖ ∧k g‖ = sup{|(∧kg)v| : v ∈ ∧k(Rd), |v| = 1}. Since ∧k(gg′) =
(∧kg)(∧kg′), it holds that ‖∧k(gg′)‖ 6 ‖∧kg‖‖∧kg′‖ for any g, g′ ∈ GL(d,R).
Besides, if we denote by a11, . . . , add the singular values of the matrix g, then
‖ ∧k g‖ = a11 . . . akk. In particular, we have ‖ ∧k g‖ 6 ‖g‖k.
The following lemma was proved in [8]. For any g ∈ GL(d,R), by the
Iwasawa decomposition we have g = L(g)A(g)K(g), where L(g) ∈ L, A(g) ∈
A and K(g) ∈ K. In the sequel, we denote N(g) = max{‖g‖, ‖g−1‖}.
Lemma 7.5. For any integers n,m > 0, we have∣∣L(G∗n+m)e∗1 − L(G∗n)e∗1∣∣ 6 n+m−1∑
j=n
‖ ∧2 Gj‖
|Gje1|2 e
2 logN(g∗
j+1),
where we use the convention that L(G0) = 0 and
‖∧2G0‖
|G0e1|2 = 0.
The following result shows the simplicity of the dominant Lyapunov ex-
ponent for Gn under the changed measure Q
x
s .
Lemma 7.6. Assume condition A3. Let s ∈ I◦µ. Then, uniformly in x =
Rv ∈ Pd−1,
lim
n→∞
1
n
EQxs (σ(Gn, x)) = λ1(s), (7.5)
and
lim
n→∞
1
n
EQxs (log ‖ ∧2 Gn‖) = λ1(s) + λ2(s), (7.6)
where λ1(s) > λ2(s) are called the first two Lyapunov exponents of Gn under
the measure Qxs .
The assertion (7.5) is proved in [41, Theorem 3.10]. The assertion (7.6)
follows by combining Theorems 3.10 and 3.17 in [41]. The fact that λ1(s) >
λ2(s) will play an essential role in the proof of the Hölder regularity of the
stationary measure πs, see Proposition 3.4.
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Using the simplicity of the Lyapunov exponent (see Lemma 7.6) we can
complement the convergence result in Lemma 7.4 by giving the rate of con-
vergence. This result is not used in the proofs, but is of independent interest.
Proposition 7.7. Assume condition A3. Let s ∈ I◦µ. Then, there exist
constants α,C > 0 such that uniformly in x ∈ Pd−1 and n > 1,
EQxs
∣∣∣∣L(G∗n)e∗1 − Z∗s〈Z∗s , e∗1〉
∣∣∣∣α 6 e−Cn. (7.7)
Moreover, the assertion (7.7) remains valid when the measure Qxs is replaced
by Qs.
The proof of Proposition 7.7 is postponed to subsection 7.3.
By Jensen’s inequality, the bound (7.7) implies that there exists a constant
C > 0 such that uniformly in x ∈ Pd−1,
lim sup
n→∞
1
n
EQxs log
∣∣∣∣L(G∗n)e∗1 − Z∗s〈Z∗s , e∗1〉
∣∣∣∣ 6 −C.
When s = 0, it was proved in [8] that C = λ1(0) − λ2(0). We conjecture
that C = λ1(s)− λ2(s) also for s > 0, but the proof eluded us.
7.3. Proof of Propositions 3.4 and 7.7. With the results established in
subsections 7.1 and 7.2, we are well equipped to prove Propositions 3.4 and
7.7.
Proof of Proposition 3.4. Since rs is bounded away from infinity and 0 uni-
formly on Pd−1, it suffices to establish (3.7) and (3.8) for the stationary
measure πs.
Define the function ρ : GL(d,R)×Pd−1 → R as follows: for g ∈ GL(d,R)
and x ∈ Pd−1,
ρ(g, x) = log ‖ ∧2 g‖ − 2 log |gx|.
It is clear that
EQxsρ(Gn, x) = EQxs
(
log ‖ ∧2 Gn‖
)− 2EQxs ( log |Gnx|).
By Lemma 7.6, we see that
lim
n→∞
1
n
sup
x∈Pd−1
EQxsρ(Gn, x) < 0,
which clearly implies that, for large enough n,
sup
x∈Pd−1
EQxsρ(Gn, x) < 0. (7.8)
We claim that there exists a constant α > 0 such that
lim sup
n→∞
1
n
log sup
x∈Pd−1
EQxs
‖ ∧2 Gn‖α
|Gnx|2α < 0. (7.9)
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To prove (7.9), we denote an = log
(
supx∈Pd−1 EQxs
(
eαρ(Gn,x)
))
, for suffi-
ciently small constant α > 0. Using the cocycle property (3.2) and the fact
that ρ is subadditive, we get that for any n,m > 1,
EQxs
(
eαρ(Gn+m,x)
)
6 E
(
qsm(x,Gm)e
αρ(Gm,x)
)
E
(
qsn(x, gm+1 . . . gm+n)e
αρ(gm+n...gm+1,x)
)
= EQxs
(
eαρ(Gm,x)
)
EQxs
(
eαρ(Gn,x)
)
.
Taking supremum on both sides of the above inequality, we see that the
sequence (an)n>1 satisfies the subadditive property: an+m 6 am+an. Hence
we get a = limn→∞ ann = infn>1
an
n . To show that a < 0, it suffices to check
that there exists some integer p > 1 such that
sup
x∈Pd−1
EQxs
(
eαρ(Gp,x)
)
< 1. (7.10)
We proceed to verify (7.10). Using the fact that supx |ρ(g, x)| 6 4 logN(g)
and the basic inequality ey 6 1 + y + y
2
2 e
|y|, y ∈ R, we obtain
EQxs
(
eαρ(Gp ,x)
)
6 1 + αEQxs
(
ρ(Gp, x)
)
+
α2
2
EQxs
(
16 log2N(Gp)e
4α logN(Gp)
)
.
(7.11)
The second term on the right-hand side of (7.11) is strictly negative by using
the bound (7.8) and taking large enough p. The third term is finite due to
the moment condition A2. Consequently, taking α > 0 small enough, we
obtain the inequality (7.10) and thus the desired assertion (7.9) follows.
Since the bound (7.9) holds uniformly in x ∈ Pd−1, taking into account
that Qs =
∫
Pd−1 Q
x
sπs(dx), it follows that there exist constants C > 0 and
0 < r < 1 such that
EQs
‖ ∧2 Gn‖α
|Gnx|2α 6 Cr
n. (7.12)
Using Lemma 7.4, Fatou’s lemma and the fact that |Z∗s | = 1, we obtain that
for sufficiently small constant α > 0,
EQs
1
|〈Z∗s , e∗1〉|α
6 lim inf
n→∞ EQs
(|L(G∗n)e∗1|α). (7.13)
From Lemma 7.5 with n = 0, it follows that
|L(G∗n)e∗1|α 6
∞∑
j=1
‖ ∧2 Gj‖c
|Gje1|2α e
2α logN(g∗j+1).
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Notice that Gj and g
∗
j+1 are not independent under the measure Qs. Using
Fubini’s theorem, Hölder’s inequality and the bound (7.12), we get
EQs
(|L(G∗n)e∗1|α) 6 ∞∑
j=1
[
EQs
‖ ∧2 Gj‖2α
|Gje1|4α
]1/2 [
EQse
4α logN(g∗j+1)
]1/2
6 CEQs(e
4α logN(g∗1))
∞∑
j=1
rj < +∞.
Combining this with (7.13) leads to EQs
1
|〈Z∗s ,e∗1〉|α < +∞. Note that for any
y ∈ (Pd−1)∗, we can choose an orthogonal matrix k such that ke∗1 = y. If we
replace g∗i by k
−1g∗i k, then it is easy to see that G
∗
n is replaced by k
−1G∗nk.
Moreover, in view of Lemma 7.2, the random variable Z∗s is replaced by
k−1Z∗s . Since the bound (7.12) holds uniformly in x ∈ Pd−1, it follows that
EQs
1
|〈k−1Z∗s , e∗1〉|α
6 CEQs
(
e4α logN(k
−1g∗1k)
) ∞∑
j=1
rj < +∞.
Observe that N(k−1g∗1k) = N(g∗1) and 〈k−1Z∗s , e1〉 = 〈Z∗s , y〉. Therefore, for
any s ∈ I◦µ, there exists a constant α > 0 such that
sup
x∈Pd−1
∫
(Pd−1)∗
1
δ(y, x)α
π∗s(dy) = sup
y∈(Pd−1)∗
EQs
1
|〈Z∗s , y〉|α
< +∞.
This implies that there exists a constant C > 0 such that for any 0 < t < 1,
uniformly in x ∈ Pd−1,
π∗s
({
y ∈ (Pd−1)∗ : δ(y, x) 6 t
})
6 tα
∫
(Pd−1)∗
1
δ(y, x)α
π∗s(dy) 6 Ct
α.
The proof of Proposition 3.4 is complete. 
Proof of Proposition 7.7. In view of Lemma 7.3, it suffices to prove the as-
sertion of the proposition with Qs instead of Q
x
s , i.e. we show that there
exist constants α,C > 0 such that for all n > 1,
EQs
∣∣∣∣L(G∗n)e1 − Z∗s〈Z∗s , e1〉
∣∣∣∣α < e−Cn. (7.14)
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Using Lemma 7.5 and Hölder’s inequality, for sufficiently small constant
α > 0 and for any n,m > 1, we get
EQs
∣∣L(G∗n+m)e∗1 − L(G∗n)e∗1∣∣α
6
n+m−1∑
j=n
[
EQs
‖ ∧2 Gj‖2α
|Gje1|4α
]1/2 [
EQse
4α logN(g∗
j+1)
]1/2
6 C
n+m−1∑
j=n
[
EQs
‖ ∧2 Gj‖2α
|Gje1|4α
]1/2
,
where the last inequality holds due to the moment condition A2. By the
Fatou lemma, taking the limit as m→∞, we see that
EQs
∣∣∣∣L(G∗n)e∗1 − Z∗s〈Z∗s , e∗1〉
∣∣∣∣α 6 C ∞∑
j=n
[
EQs
‖ ∧2 Gj‖2α
|Gje1|4α
]1/2
6 Ce−Cn,
where the last inequality holds due to the bound (7.12). 
7.4. Proofs of Propositions 3.6, 3.7, 3.8 and Theorem 2.7. We first
establish Propositions 3.6 and 3.7 based on Propositions 3.4 and 3.5, re-
spectively, together with the fact that, under the changed measure Qxs , the
Markov chain (Xxn)n>0 converges exponentially fast to the stationary mea-
sure πs.
Proof of Propositions 3.6 and 3.7. For any 1 6 k 6 n and ε > 0, denote
χk(u) := 1{u∈(−∞,−εk]} and χ
+
k,ε1
(u) = supu′∈Bε1 (u) χk(u
′) for ε1 > 0. In the
same way as in (5.13), we have the following smoothing inequality:
χk(u) 6 (χ
+
k,ε1
∗ ρ¯ε1)(u) =: χ˜k(u), u ∈ R, (7.15)
where ρ¯ε1 is the density function given in (5.13). For brevity, we denote
ϕyk,ε1(x) = χ˜k(log δ(y, x)), x ∈ Pd−1. (7.16)
By (7.15) and (7.16), it follows that
Qxs
(
δ(y,Gnx) 6 e
−εk)
6 EQxs
[
ϕyk,ε1(Gnx)
]
6
∣∣∣EQxs [ϕyk,ε1(Gnx)]− πs(ϕyk,ε1)∣∣∣+ πs(ϕyk,ε1).
For the first term, note first that ‖ϕyk,ε1‖γ 6 e
εγk
(1−e−2ε1 )γ . Using (3.5) and
taking γ > 0 sufficiently small, we get that for any 1 6 k 6 n,∣∣∣EQxs [ϕyk,ε1(Gnx)]− πs(ϕyk,ε1)∣∣∣ 6 Ce−cn‖ϕyk,ε1‖γ 6 Ce−cn/2. (7.17)
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For the second term, using the fact that χ˜k(u) 6 χ
+
k,2ε1
(u) = 1{u∈(−∞,−εk+2ε1]},
and applying Propositions 3.4 and 3.5 (respectively for s ∈ I◦µ and s ∈
(−s0, 0)), we obtain that there exist constants c, C > 0 such that
πs(ϕ
y
k,ε1
) 6 πs
(
x ∈ Pd−1 : δ(y, x) ∈ [0, e−εk+2ε1 ]
)
6 Ce−ck. (7.18)
Putting together (7.17) and (7.18), we conclude the proof of Propositions
3.6 and 3.7. 
Using Propositions 3.6 and 3.7, we are now in a position to establish
Proposition 3.8 on the SLLN and the CLT for the coefficients 〈f,Gnv〉 under
the measure Qxs .
Proof of Proposition 3.8. (1) We first prove (3.11). By Proposition 3.6 and
Borel-Cantelli’s lemma, we get that for any ε > 0 and s ∈ I◦µ, uniformly in
f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
lim inf
n→∞
1
n
log
|〈f,Gnv〉|
|Gnv| > −ε, Q
x
s -a.s..
Since ε > 0 can be arbitrary small, this together with (3.9) implies the
desired lower bound: uniformly in f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
lim inf
n→∞
1
n
log |〈f,Gnv〉| > Λ′(s), Qxs -a.s..
The upper bound follows easily from (3.9) and the fact that log |〈f,Gnv〉| 6
log |Gnv|. Hence (3.11) holds.
We next prove (3.12). Using Proposition 3.6 with k =
√
n, we get the
following convergence in probability: for any ε > 0, uniformly in f ∈ (Rd)∗
and v ∈ Rd with |f | = |v| = 1,
lim
n→∞Q
x
s
(
log |Gnv| − log |〈f,Gnv〉|
σs
√
n
> ε
)
= 0.
This yields (3.12) using (3.10) together with Slutsky’s lemma.
(2) The proof of part (2) can be carried out in an analogous way using
Proposition 3.7, the SLLN and the CLT for the norm cocycle log |Gnv| under
the changed measure Qxs when s < 0 established in [58]. 
Using Propositions 3.6 and 3.7, we are able to prove Theorem 2.7.
Proof of Theorem 2.7. In a similar way as in the proof of (5.46), one can
verify that for any s < t with s ∈ (−s0, 0] ∪ I◦µ and t ∈ Kµ ⊂ (−s0, s),
EQxs
[
ϕ(Gnx)ψ
(
log |〈f,Gnv〉| − nqt
)]
=
κn(t)rt(x)
κn(s)rs(x)
e(s−t)nqt×
EQxt
[
(ϕrsr
−1
t )(Gnx)e
(s−t)(log |Gnv|−nqt)ψ
(
log |〈f,Gnv〉| − nqt
)]
.
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Recalling that Λ∗(qs) = sqs −Λ(s), Λ∗(qt) = tqt −Λ(t), Λ(s) = log κ(s) and
Λ(t) = log κ(t), we have
κn(t)
κn(s)
e(s−t)nqt = exp{−n(Λ∗(qt)− Λ∗(qs)− s(qt − qs))}.
Hence, to prove Theorem 2.7, we are led to handle
J := σt
√
2πnEQxt
[
(ϕrsr
−1
t )(Gnx)e
(s−t)(log |Gnv|−nqt)ψ
(
log |〈f,Gnv〉| − nqt
)]
.
For simplicity, denote
T vn := log |Gnv| − nqt, Y x,yn := log δ(y,Gnx).
For any fixed small constant 0 < η < 1, set Ik := (−ηk,−η(k − 1)], k > 1.
Take a sufficiently large constant C1 > 0 and let Mn := ⌊C1 log n⌋. Then,
J = J1 + J2, (7.19)
where
J1 := σt
√
2πnEQxt
[
(ϕrsr
−1
t )(Gnx)e
(s−t)T vnψ
(
T vn + Y
x,y
n
)
1{Y x,yn 6−ηMn}
]
,
J2 := σt
√
2πn
Mn∑
k=1
EQxt
[
(ϕrsr
−1
t )(Gnx)e
(s−t)T vnψ
(
T vn + Y
x,y
n
)
1{Y x,yn ∈Ik}
]
.
For J1, since the function u 7→ e−s′uψ(u) is directly Riemann integrable on
R for any s′ ∈ Kǫµ, we see that the function u 7→ e(s−t)uψ(u) is bounded on
R and so there exists a constant C > 0 such that for all s ∈ (−s0, 0] ∪ I◦µ,
e(s−t)T
v
nψ(T vn + Y
x,y
n ) 6 Ce
(t−s)Y x,yn .
Hence, using Propositions 3.6 and 3.7, we get that as n→∞,
J1 6 C
√
nQxt
(
log δ(y,Gnx) 6 −η⌊C1 log n⌋
)
6 C
√
n e−cη⌊C1 logn⌋ → 0.
For J2, one can follow the proof of Theorem 2.4 to obtain that as n → ∞,
uniformly in f ∈ (Rd)∗ and v ∈ Rd with |f | = |v| = 1,
J2 =
∫
Pd−1
ϕ(x)δ(y, x)t
rs(x)
rt(x)
πt(dx)
∫
R
e−(t−s)uψ(u)du + o(1).
This ends the proof of Theorem 2.7. 
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