In this two-paper series the equilibration of a baroclinic jet is described, emphasizing the redistribution of momentum and the effects that this redistribution has on the steering level and the potential vorticity (PV) structure of the basic state. In Part I of this series the equilibration of the 2D problem is discussed, using as a model the barotropic point jet. In that problem, the zonal mean momentum is redistributed along the single direction: there is a westerly acceleration at the jet vertex and compensating easterly acceleration in the interior.
Introduction
An important question in the context of baroclinic adjustment is, what prevents the eddies from homogenizing surface temperature in the extratropics? Idealized models, such as the 2D runs of Schoeberl and Lindzen (1984) or the primitive equation simulations of Simmons and Hoskins (1978) , suggest that this should be the case in the absence of dissipation. Yet the extratropical surface temperature gradient remains well defined throughout the seasons. A possible explanation is that baroclinic adjustment should not be expected to apply, simply because the diabatic forcing is not negligible (Barry et al. 2000) . However, it is not clear that the diabatic time scale is all that matters. The equilibration of a baroclinic wave is a very complex process that involves changes both in momentum and temperature, both horizontally and vertically. Hence, to understand what determines the equilibrium state, the whole system with its internal transports should be considered.
The first part of this two-paper series (Zurita-Gotor and Lindzen 2004a, hereafter Part I) was concerned with the two-dimensional limit. The model used was the barotropic point jet, which is homomorphic with the Charney-Boussinesq problem in the linear regime (the real Charney problem is three-dimensional in the nonlinear regime). We found that in the 2D problem the zonal momentum is simply redistributed along the column: there is a westerly acceleration at the jet vertex and a compensating easterly acceleration in the interior, with the net momentum being conserved. This redistribution does not always lead to the elimination of the negative potential vorticity (PV) gradient. The reason is that the column-integrated PV gradient across the mixing depth of the mode remains unchanged in this problem. Hence, when the mixing depth is externally constrained, this integrated PV gradient may be negative, which implies that the elimination of the vertex delta function PV gradient can only occur at the expense of negative PV gradients in the interior. We called this constraint the mixing depth constraint.
When extrapolated to the 3D problem, this constraint implies that short waves lack the scale to eliminate the surface temperature gradient. If we assume that the meridional confinement by the jet constrains the scale of the midlatitude eddies (Lindzen 1993) , this simple, inviscid idea could explain why we do not observe thermal homogenization at the surface. This suggests a self-consistent equilibration scenario in which the eddy momentum fluxes concentrate the jet and limit the ability of the eddies to eliminate the surface temperature gradient.
However, this is not what Zurita and Lindzen (2001, hereafter ZL) found in a numerical study of the 3D Charney problem. These authors theorized that short VOLUME 
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Charney waves could equilibrate by mixing PV at the steering level alone, but found that this was only the case with strong friction. The reason is that the westerly acceleration of the column by the eddy momentum flux makes the steering level drop, and with it the region with small PV gradients. Without friction the drop of the steering level proceeds all the way to the ground, and the surface temperature gradient is eliminated in violation of the mixing depth constraint.
The important role of the momentum fluxes on the baroclinic equilibration has been well documented in the literature. As the waves equilibrate, there is a westerly acceleration over the baroclinic zone, which tends to drive/concentrate a jet in the midlatitudes. James (1987) was the first author to point out that this barotropic acceleration may also limit the linear stability, which he referred to as the barotropic governor. James (1987) argued that the efficient thermal homogenization at the surface in the adiabatic runs of Simmons and Hoskins (1978) does not proceed as efficiently when friction is included, which prevents the barotropic governor. This is the same result obtained by Gutowski et al. (1989) , who studied the effect of the surface fluxes on an idealized life cycle. These authors found that without friction, the flow equilibrates by developing a strong barotropic jet and eliminating the surface temperature gradient. However, when friction is included, the barotropic acceleration is not as prominent and the surface shear is not fully eliminated. These results are also consistent with the idealized runs of ZL described above.
Hence, previous studies have consistently shown that there is a relation between the strength of friction and the ability of the eddies to eliminate the surface temperature gradient. However, no satisfactory mechanism has been proposed as to why this should be the case. As discussed above, ZL attribute the localization of the region with small PV gradients in the presence of friction to the robustness of the steering level. However, it is not clear that we can assign causality in this context. More properly, changes in the PV structure and the steering level are both associated to the two-dimensional redistribution of momentum by the eddies. We emphasize the word two-dimensional because this redistribution is understood in a generalized sense, including mean flow adjustments resulting from the eddy heat flux.
As is well known, the zonal mean momentum and temperature do not evolve independently in quasigeostrophic (QG) theory, but must satisfy the thermal wind balance at all times. Hence, it suffices in this framework to describe the evolution of either one of these variables, the other one being related. The variable chosen is usually temperature, which makes sense because temperature is quasi conserved in a Lagrangian-mean sense, while momentum is not. One can then understand, say, the role played by friction by noting that the damping of the surface westerlies enhances the vertical shear in the midlatitudes. Thermal wind balance then requires that the surface temperature gradient is also strengthened. This occurs in practice through an indirect mean meridional circulation, which produces adiabatic heating at low latitudes and adiabatic cooling at high latitudes (Holton 1992) .
Hence, this simple argument already points out as to how surface friction may prevent thermal homogenization. We have chosen, however, the alternative approach of discussing the baroclinic equilibration in terms of the generalized redistribution of momentum. In a momentum-based framework the eddy heat flux must be interpreted as a vertical flux of zonal momentum. The link is again provided by the mean meridional circulation: when the temperature gradient is reduced, a thermally indirect circulation must be driven to keep the thermal wind balance. The Coriolis force then imparts a westerly (easterly) acceleration over the lower (upper) branch of that circulation, which produces an upward flux of easterly momentum. This results in a reduction of the vertical shear, as required by thermal wind balance.
A momentum-based framework has several advantages. First of all, the comparison with Part I is more transparent when the baroclinic equilibration is described in terms of the vertical redistribution of momentum (as opposed to the horizontal redistribution of temperature). It also seems more appropriate for diagnosing the evolution of the steering level and for understanding the role played by friction. Finally, it provides a natural connection with the transformed Eulerian mean formalism. This formalism allows us to relate the forcing of the mean flow and the dissipation of eddy enstrophy, an idea that will be exploited in section 4.
In the presence of the heat flux alone, momentum would simply be redistributed vertically through the eddy-induced ageostrophic circulation. The net momentum of the column would still be conserved, and the mixing depth constraint would still apply (though probably with different dynamics from the barotropic point jet). However, what makes this problem essentially three-dimensional is the fact that there is an additional horizontal redistribution of momentum by the eddy momentum flux. This momentum flux concentrates the jet as in the equilibration scenario proposed above, but may also affect the equilibration in other ways. In particular, it is not clear that the mixing depth constraint is still valid in the 3D case.
In this paper we study the equilibration of the 3D problem with the goal of understanding how the results presented in Part I change in the presence of the eddy momentum flux. In section 2 we present an overview of the equilibration, emphasizing the evolution of the steering level and its relation to PV homogenization. It will be shown in this section that the eddy momentum flux makes this evolution very different from the 2D runs of Part I: in particular, the mixing depth constraint is violated. The reasons for this violation are analyzed in more detail in section 3. In section 4 we discuss the maintenance of the momentum balance in the presence
of friction, and we conclude with a summary of the results in section 5.
The two-dimensional redistribution of momentum
In this section we discuss the equilibration of the full 3D problem. The setup of the runs is the same as in ZL, and similar results have already been presented there. We recall that in these runs the geometry of the problem limits the maximum Rossby depth of the modes, so that the equilibration of the basic state can be attributed to short Charney waves of predetermined scale. This scale selection is a result of the meridional confinement by the jet, as well as of the truncated channel length. For the set of runs discussed here, we have chosen a channel length L ϭ 4000 km and a radiative equilibrium jet of the same width. With this choice of scales we get a half Rossby depth H ഠ 17.9 km. This scale is kept fixed in all the runs, but the ratio H/h is still changed due to the varying interior PV gradient (the scaling and physical meaning of H, h are defined in Part I; for reference, the most unstable mode has H/h ϭ 3.9). A rigid lid is used as the top boundary condition, but at enough distance (30 km) to prevent the interaction between both edge waves. The radiative equilibrium jet has constant vertical shear, such that it yields a velocity of 33 m s Ϫ1 at a height of 10 km (or 100 m s Ϫ1 at the top). The fluid is Boussinesq and the inertial ratio is constant ⑀ ϭ 10 Ϫ4 . The flow is relaxed to its radiative equilibrium profile with a time scale of 15 days and sixth-order hyperdiffusion is used to get rid of the small-scale eddies. More details about the model are given in Zurita-Gotor (2002) . Figure 1 shows some results for a run with ␤ ϭ 1.6 ϫ 10 Ϫ11 m Ϫ1 s Ϫ1 , which gives a ratio of H/h ϭ 0.86 (not including the curvature contributions to the PV gradient), and no surface friction. The top panels show the absolute value of y and of | Ϫ c | for the equilq U ibrated state (averaged between days 500 and 800 of the simulation), where c is the phase speed of the primary wave, estimated empirically. Regions with values of the variable smaller than the shading unit are nonshaded. The two middle panels show the time series of the same two fields at the central column of the channel, following similar conventions.
a. PV homogenization and steering level
We can see that the negative surface PV gradient is nearly eliminated at the center of the channel in this case. As discussed more extensively in ZL, the elimination of the negative PV gradient at the surface can be linked to the drop of the steering level down to the ground. This is most apparent in the middle panels of Fig. 1 , which show good agreement between the region with small PV gradients and the critical layer at all times. However, while both effects occur simultaneously and are dynamically consistent, it can be misleading to assign causality in this context. More properly, both the changes in the PV structure and the drop of the steering level are a result of the two-dimensional redistribution of the zonal mean momentum by the eddies. This evolution is very different from the 2D cases described in Part I: the steering level drops much more in the 3D case than in the equivalent 2D run with the same value of L/l. At the same time the surface shear is eliminated at the center of the channel, in violation of the onedimensional mixing depth constraint.
We saw in Part I that whether the steering level drops or rises in the 2D case depends essentially on the sign of the acceleration at that level because the phase speed changes little. For short waves this acceleration is easterly and the steering level moves away from the vertex; the flow also keeps its negative PV gradient. On the other hand, for long waves there is a westerly acceleration at the steering level, which then moves inward and disappears.
The same is true in the 3D case, and changes in the steering level are for the most part due to changes in the zonal flow rather than to changes in the phase speed. However, this redistribution is very different from the 2D problem. While in that case the mean momentum of the column is conserved, now there is a net westerly acceleration at all levels as a result of the eddy momentum flux (not shown). This explains why the steering level always drops in the 3D case, and why this drop is much more pronounced than in the barotropic problem with the same value of L/l. The key role of the momentum flux in the observed drop of the steering level is apparent in the lower panel of Fig. 1 , which shows the time series of phase speed and surface wind, the separation between both curves being indicative of the height of the steering level. As can be seen, the main reason why the curves approach each other and the steering level drops is the enhancement of the surface wind, which can be related to the barotropic acceleration of the column. This was also noted by ZL.
Nevertheless, the phase speed does appear to be less robust than in the 2D case, at least for weak surface friction. This can be seen in the bottom panel of Fig.  1 , which shows that both the surface wind and the phase speed are still increasing by the last day shown. To understand this, it is useful to look at the following integral constraint, which is an extension of the semicircle theorem (Pedlosky 1987) :
١| dy dz |١| dy dz
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Here is a scaled gradient operator and ϭ ␤ Ϫ [(1 Ϫ ١ ␤ ␦)/2] yy also incorporates the effect of the meridional cur-U vature (␦ is the ratio between the mechanical and thermal time scales). For additional details refer to appendix A, where a full derivation of this expression is given. As in the 2D case, the first term can be interpreted as the mode-weighted momentum, whereas the second one gives the net Rossby wave propagation associated to the PV gradient. When the mechanical and thermal damping time scales are equal (␦ ϭ 1), reduces to ␤, ␤ implying that the phase speed is insensitive to the re-
distribution of the curvature PV gradients (both horizontal and vertical). More generally, however, the phase speed is also sensitive to changes in the mode-weighted horizontal curvature, rather than just a function of the weighted momentum as in the 2D problem. This might explain why the phase speed is less robust in the 3D case, as we will show in the next section that changes in the horizontal curvature are important. Nevertheless, the phase speed corrections are still much smaller than the changes in the zonal wind, so that the evolution of the steering level can still be interpreted in terms of the (now two-dimensional) redistribution of zonal momentum.
What causes the stabilization in our run? Because the surface temperature gradient is nearly eliminated at the center of the channel, when this section alone is considered the basic state violates the Charney-Stern condition for instability. From that point of view, we might say that the flow equilibrates by mixing the surface temperature and rendering the PV gradient one signed. However, note that negative PV gradients still exist on the sides of the jet: we will argue in the next section that they are unavoidable for the given configuration. Yet this structure does not support secondary baroclinic modes or mixed barotropic-baroclinic instability of the sort described by Nakamura (1993) . When the full 3D structure is considered, the flow does not eliminate the negative PV gradients, but simply rearranges them in such a way as to prevent the emergence of coherent growing modes. This is the essence of the barotropic governor (James 1987) . However, note that what seems more important in our case is not so much the horizontal shear of the wind, as argued by James (1987) , but the localized strong westerly acceleration over the central part of the channel. It is this westerly acceleration that makes the steering level drop and eventually disappear (together with the negative PV gradient) over the initial baroclinic zone. The predominantly vertical evolution of the critical surface observed here is likely related to the symmetry of the problem, and we suspect that a more asymmetric evolution would be observed in a general configuration. Nevertheless, to the extent that a westerly barotropic acceleration is a robust characteristic of equilibrating baroclinic waves (Held 1975) , the drop of the steering level appears to be a basic ingredient in the stabilizing mechanism proposed by James (1987) . Similar types of evolution have indeed been observed in more realistic models in the absence of friction (Gutowski et al. 1989) .
b. The role of surface friction
In the run described above the model predicts too strong surface winds compared to observations, and even fails to equilibrate by the last day shown. This is due to the unbalanced momentum flux. As the wave develops finite amplitude, there is an eddy convergence of momentum at the center of the channel; without friction, this convergence is ultimately balanced (on longer time scales than shown) by hyperdiffusion acting on the meridional curvature of the zonal mean wind. Because hyperdiffusion is weak, this balance is only achieved after the jet has undergone a strong barotropic acceleration and developed a large curvature. This acceleration is in fact strong enough that the steering level disappears and the surface temperature gradient is eliminated. The situation is of course very different in the tropospheric case, in which the westerly acceleration of the jet is limited by surface friction. We next examine how our results are affected by the inclusion of surface friction in the model. Figure 2 shows the equilibrated state for a run with the same value of H/h, but now also including Rayleigh friction with a time scale of 3 days at the lowest resolved level. In the presence of surface friction, the eddy momentum fluxes can be balanced and the model reaches an equilibrium on much shorter time scales. Because of the reduced westerly acceleration of the column, the phase speed now remains nearly constant during the equilibration. But most importantly, the steering level drops much less, and the region with small PV gradients is more localized than in the inviscid case. The key role of surface friction in containing the steering level was found to be a robust result, even for longer waves (see also ZL).
These results are also consistent with previous studies. For instance, Simmons and Hoskins (1978) already note that in the presence of friction, the baroclinic waves are not so efficient in eliminating the surface temperature gradient as in the inviscid case. The effect of the surface fluxes on the mean flow adjustment by an equilibrating baroclinic wave has been studied in detail by Gutowski et al. (1989) , using a primitive equation model. These authors found that without surface friction, the mean flow adjustment is characterized by the development of a strong barotropic jet and the elimination of the surface temperature gradient, consistent with the results of Simmons and Hoskins (1978) . However, in the presence of friction the barotropic acceleration of the jet is much more limited, and there is a remnant vertical shear at the surface at equilibration, in agreement with our results.
All these examples point to the important role of surface friction in limiting the homogenization of the surface temperature gradient. However, while it is obvious that friction should prevent the development of a strong barotropic jet, it is not so clear a priori why this has such an impact on the mixing of surface temperature. Unlike with thermal damping (Swanson and Pierrehumbert 1997) , there is no obvious physical mechanism linking surface friction and temperature mixing. Given that the impact of surface friction on the linear growth rate is moderate, this stabilization must be nonlinear in nature.
One possible explanation is in terms of the confinement of the critical region. To the extent that friction VOLUME 61 Fig. 1 but with a surface damping time scale of 3 days.
limits the westerly acceleration of the column, it also limits the drop of the steering level. Since the wellmixed region follows the steering level at all times (Figs. 1 and 2), it is tempting to attribute the limited thermal homogenization in the presence of friction to the confinement of the steering level. However, we believe that it is ambiguous to assign causality regarding the collocation between the well-mixed region and the steering level. To be sure, it is also true that the steering level is a function of the basic state, and the reason why it moves in the first place is because the basic state changes. What really matters is how the eddies modify the basic state: it is this 2D redistribution of the zonal momentum that results both in a reduction in the mean vertical shear and in a drop of the steering level.
The results presented above show that in the 3D case the vertical redistribution of momentum is enhanced from the 2D limit. To see why this is the case, and to understand how the eddy heat and momentum fluxes are related, it is illuminating to refer to the transformed Eulerian mean framework (Edmon et al. 1980) . In this framework the surface heat flux represents a source of easterly momentum that must be balanced by EP convergence in the interior or an interior PV flux. From that point of view, the elimination of the surface temperature gradient can alternatively be interpreted in
terms of the export of easterly momentum out of the baroclinic zone.
1 In a hypothetical 2D baroclinic equilibration all the EP convergence would occur along the column; in reality, however, there is also convergence on the sides.
For a short Charney wave the along-column EP convergence is limited by the scale of the mode in the 2D problem, and therefore so is the export of easterly momentum out of the surface. However, because in the actual 3D case there is additional propagation to the sides, the export of easterly momentum out of the surface is no longer constrained by the depth of the modes. This explains why the eddies are more efficient in reducing the surface temperature gradient in the presence of the eddy momentum flux than the 2D framework of Part I would predict. To the extent that friction limits this export of momentum out of the column, it also affects the degree to which surface temperature can be homogenized.
The 3D mixing depth constraint
It was argued in Part I that when the depth of the mixing domain is limited, there is a geometric constraint that prevents the elimination of the negative PV gradients. The argument goes as follows (refer to Part I for details). In order to eliminate the surface shear while still meeting an unperturbed shear ⌳ at some mixing depth, the zonal mean flow must develop some curvature. However, there is a limit to how much curvature the flow can develop, which depends on ␤, without developing negative PV gradients in the interior. This constraint on the curvature translates in turn to a constraint on how much reduction in shear can be achieved over a given depth. In simple words, when the mixing domain is not deep enough, the wave ''lacks the room'' to eliminate the surface shear. An alternative way to express this constraint is to notice that the column-integrated PV gradient (and hence its sign) remains unchanged across the mixing depth.
The 2D simulations of Part I showed the mixing depth constraint to be satisfied for the barotropic point jet. However, the results of the previous section suggest that this constraint does not work in the 3D case, as short waves were found to eliminate the surface shear in our model. The problem with the mixing depth argument is that it is one-dimensional. The elimination of the westerly shear at the ground requires the export of easterly momentum out of the surface/vertex. In the barotropic problem this momentum is deposited along the column, but in the 3D case most of the easterly acceleration occurs outside the column on the margins of the jet.
Hence, it is not sufficient to consider just the vertical structure. This is illustrated in Fig. 3 . This figure shows the contributions to the zonal mean PV gradient resulting from the vertical curvature of the zonal wind (top panel), the horizontal curvature (middle panel), and the total PV gradient, also including ␤ (bottom panel), for the run with H/h ϭ 0.86 and a damping time scale of 3 days. For the simple basic state considered, the radiative equilibrium PV gradient resulting from the vertical curvature term (shown dashed) is zero in the interior and a negative delta function at the surface. This negative delta function reflects the transition from the constant interior vertical shear of the Charney problem to zero shear right underneath the surface (Bretherton 1966) . As the wave equilibrates and redistributes momentum vertically, the negative PV jump across the surface delta function is reduced, and part of the adjustment in shear occurs across a finite layer with a negative verticalcurvature PV gradient. In order to prevent negative interior PV gradients, the one-dimensional mixing depth constraint would demand that this negative contribution be smaller than ␤. However, larger values, order O(2␤), are observed. This is possible because the horizontal curvature term, which is positive, increases, thus allowing larger vertical curvatures and further adjustments in shear while still keeping a nonnegative interior PV gradient. Both the acceleration of the mean flow and the U reduction in the meridional scale of the jet L contribute to this increase in the horizontal curvature term yy (not U shown). The pronounced enhancement of the horizontal curvature PV gradient found here has also been noted in other modeling studies (e.g., Gutowski et al. 1989 ).
This effect is even more prominent when surface friction is reduced or eliminated. For instance, Fig. 4 shows the same results but now with a slower damping time scale of ϭ 10 days. This weaker damping allows a more intense barotropic development, and a significant enhancement in the horizontal curvature of the jet. For the particular case shown here, this horizontal curvature allows the development of a vertical curvature to be large enough to yield the required adjustment in shear over the prescribed mixing depth. This is emphasized by Fig. 5 , which compares the zonal mean flow at equilibrium for the initial profile and the weak and strong damping cases.
2 The vertical curvature is larger for the low friction case, consistent with the more efficient reduction in vertical shear at the surface.
Because momentum is now redistributed both horizontally and vertically, the vertically integrated PV gradient is no longer conserved. We can generalize the mixing depth constraint by also integrating in y. Performing the double integral, one can easily show that 1 JULY 2004 Fig. 3 but with a surface damping time scale of 10 days. the area-integrated PV gradient is constant in the 3D problem (see Zurita-Gotor 2002 for details), and must therefore remain negative if that is initially the case. However, this is not particularly useful, as it is evident that the horizontally integrated y (and particularly the q surface temperature gradient) is also conserved at every level.
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Comparison of the zonal mean flow for the initial profile (dashed), and the equilibrated states for the runs with H/h ϭ 0.86 and the surface damping time scales indicated. Zurita and Lindzen (2001) argued that the meridional confinement by the jet makes tropospheric waves short Charney modes. They also proposed an equilibration mechanism in which the waves first reduce H/h by narrowing the jet, and then mix down PV at the steering level. The results presented above do show that one of the main effects of the eddy momentum flux is the selffocusing of the jet, in agreement with previous studies (Ioannou and Lindzen 1986 ). However, a more careful analysis reveals that the dimensionless scale of the waves H/h increases rather than decreases during the equilibration. The reason is that when the jet narrows, the Held scale h also decreases because the positive PV gradient in the interior is reinforced by the enhanced curvature. This is in fact what ultimately allows modes that were initially short to get rid of the surface shear in our model, by concentrating the positive PV gradient from the sides, as Figs. 3-5 strikingly demonstrate.
The proposed mechanism requires that the horizontal and vertical curvature of the zonal wind are of the same order, as is evident from the inspection of Figs. 3 and 4. It is not clear however whether this is also the case in the extratropical troposphere, as this term is usually neglected in the literature (Fullmer 1982; Stone and Nemet 1996) . The simple scaling analysis of Part I suggests that they should be comparable when the width of the jet constrains the depth of the modes, as this would imply that the jet width scales as the Rossby radius. However, the relation between the jet width and the scale of the eddies is not well understood, and we should not read too much from our simple model. A more careful comparison between both terms is given in appendix B, using reanalysis data.
On the maintenance of the momentum balance
In Part I of this series we studied the maintenance of the momentum balance for the forced-dissipative 2D problem. It was shown that the time-mean PV gradient always changes sign in that problem, regardless of the scale of the wave and the efficiency of dissipation. The reason is that the eddies must on average grow at the expense of the mean flow, as eddy enstrophy dissipation is negative definite. A more powerful result is obtained when the eddy PV fluxes are locally downgradient. In that case, it is easy to show that the PV gradient must be negative (positive) over regions of westerly (easterly) acceleration, so that the eddy momentum drag (the downgradient PV flux) locally balances the mean flow imbalance.
To the extent that eddy enstrophy dissipation is negative definite, 4 the PV gradient must also change sign in the 3D problem. However, because this sign change may now occur anywhere across the domain, this argument does not preclude the PV gradient from becoming everywhere positive at some latitudes. This is what we found in the inviscid runs, in which the (thermally) forced flow smoothed out the temperature gradient at the central latitudes. Figure 6 shows the time-mean eddy enstrophy balance for the run with H/h ϭ 0.86 and a damping time scale of 3 days. As in the 2D case, the assumption of downgradient PV fluxes still works reasonably well, but upgradient fluxes are nonetheless observed over some regions. Note that this tends to occur over the homogenized regions (cf. Fig. 2) , where the distinction between eddy and mean is problematic because the time-mean PV gradient is not well defined. It is also noteworthy that eddy enstrophy advection plays a more important role here than in the 2D runs, and is in fact the main term balancing the wave-mean flow interaction. The dissipative tendency is somewhat smaller, but still important.
Even when the PV fluxes are downgradient, it is not possible as in the 2D case to infer the sign of the PV gradient from the acceleration of the mean flow. The reason is that there is no longer a local balance between the forcing of the mean flow and the dissipation of eddy enstrophy. In the 3D problem, is not the only dyЈqЈ namical forcing of momentum, but there is an additional tendency resulting from the Coriolis acceleration of the Lagrangian mean circulation. This is what prevents us from associating locally a negative PV gradient and a westerly acceleration. Nevertheless, that such a relation between a negative PV gradient and a westerly mean flow acceleration exists for the vertically integrated problem has long been known, dating back to Held (1975) . We can use these ideas to show that in the presence of friction the flow can no longer eliminate the surface temperature gradient over the main baroclinic zone, consistent with the results of section 2. To see this, consider the transformed Eulerian mean momentum equation (Edmon et al. 1980) :
0 M ‫ץ‬t In this equation, the term f 0 * gives the Coriolis acceleration associated to the residual circulation and the eddy forcing of zonal momentum. The last term ЈqЈ gives the nonconservative forcing, which we modeled as Rayleigh friction. For the sake of argument, we will assume that ␣ M is zero except at the surface. In the discussion to follow, and f 0 * are generalized to ЈqЈ
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include delta function contributions at the surface (Bretherton 1966) .
To get a local momentum balance, we need to eliminate the forcing by the residual circulation through vertical integration. In the traditional mean meridional circulation (MMC), a is zero at the surface. Hence, a w integrates vertically to zero at all latitudes, which implies that the MMC only redistributes momentum vertically but applies no net force on the column. At first sight, the situation is different for the residual circulation because there is a nonzero * at the surface, asw sociated with the nonzero surface heat flux. Nevertheless, it is still possible to define a closed circulation by modeling the heat flux at the surface as a delta function PV flux in the interior, in the usual manner (Bretherton 1966) . For the residual circulation, this would be equivalent to a delta function return flow at the surface. In that framework the Coriolis forcing on the residual circulation disappears when integrating vertically, so that the residual circulation only redistributes momentum vertically.
In statistical equilibrium, the vertically integrated version of Eq. (2) then becomes
M S
where is defined as the ratio between the PV fluxes and the PV gradient, S is the surface wind, and ␦ the U depth of the mixed layer. Note that the vertical integral includes the surface delta function PV flux, which is why the heat flux contribution to the PV flux vanishes and the net contribution comes from the momentum flux alone. While * vertically integrates to zero at every latitude, does not. Rather, there is a net positive ЈqЈ (negative) eddy PV flux over those latitudes with westerly (easterly) surface wind. This cross-latitude eddy PV flux is entirely due to the eddy momentum flux and must be balanced by surface friction.
As in the 2D case, the eddy PV flux is the only dynamical forcing of momentum in Eq. (3). Thus, for the vertically integrated problem, there is still a local balance in equilibrium between the forcing of the mean flow and the dissipation of eddy enstrophy. This implies that there must be a wave activity source (i.e., Ͼ 0) ЈqЈ somewhere along any column with surface westerlies, where the net frictional forcing of momentum is easterly. When the PV fluxes are also locally downgradient [i.e., is positive definite in Eq. (3)], this further implies that y must become negative somewhere along that column, q typically at the surface. This is consistent with the results of section 2. Without friction, the eddies were found to eliminate the surface temperature gradient at the central latitudes. However, when friction is included the wave activity source can no longer be depleted because a net westerly eddy drag along the column is required to support the frictional forcing at the surface.
The connection between a negative PV gradient and a westerly acceleration has long been known (Held 1975) . We simply emphasized above what implications this has for an equilibrated system, in which the forcing of the mean flow and the dissipation of eddy enstrophy must balance. Our arguments have important implications for baroclinic adjustment. While Barry et al. (2000) and Swanson and Pierrehumbert (1997) may be right in that the diabatic forcing is not really negligible, we believe there is a more fundamental problem with baroclinic adjustment. It is implicitly based on the idea of a local equilibrium between the dynamical and diabatic heating, which does not tell the whole story. Because the adjustment of the mean flow is nonlocal in nature, the equilibration also involves remote sources of heat and momentum. Even when the diabatic time scale is slow, friction should still prevent thermal homogenization at the surface.
Discussion
In this series we have discussed the equilibration of the Charney problem, emphasizing the eddy redistribution of momentum. This focus highlights the role played by the eddy momentum flux in the equilibration of a baroclinic jet, which makes the problem essentially three-dimensional. Our results suggest that baroclinic adjustment formulations that only take into account the vertical structure lack some essential dynamics.
In Part I we introduced the basic formalism and discussed the equilibration of the barotropic point jet, which is homomorphic with the Charney problem in the linear regime. We found that the efficient homogenization of the PV gradient reported for this problem in previous studies is not a general result, but depends on the scale of the waves. The mixing depth constraint implies that the integrated PV gradient across the mixing depth remains unchanged and, hence, negative for modes with shallow mixing depth. Such modes equilibrate by eliminating the PV gradient at the steering level alone. On the other hand, for longer waves the PV gradient becomes one signed and the steering level disappears. Both the evolution of the steering level and the PV structure can be related to the eddy redistribution of momentum, which involves a transfer of easterly momentum from the jet vertex to the interior.
In Part II we have turned our attention to the full 3D problem. The along-column redistribution of momentum for that problem is very similar to that described above. In particular, there is at the center of the channel a westerly acceleration at lower levels and an easterly acceleration aloft, though the upward transfer of easterly momentum is now associated to an indirect mean meridional circulation that enforces thermal wind balance with the modified temperature field. This redistribution of momentum also induces changes in the steering level and PV structure as described above.
The main difference from the 2D results is that in the
problem the net momentum of the column is no longer conserved, but there is an additional horizontal redistribution of momentum due to the eddy momentum flux. This supports a westerly acceleration over the main baroclinic zone, with compensating easterly acceleration on the margins of the jet. The westerly acceleration has two important and related effects. On the one hand, it makes the steering level drop and eventually disappear (in the absence of friction), as was also the case in the barotropic point jet when the acceleration was westerly.
On the other hand, the momentum convergence favors a narrower jet with enhanced horizontal curvature. In our runs, the horizontal and vertical curvature PV gradients are comparable. Because the horizontal curvature contribution to the PV gradient is significant, the one-dimensional mixing depth constraint no longer applies. As a result, a larger vertical curvature and an enhanced adjustment in the vertical shear than would be expected based on the 2D framework are observed. This result can be understood from a transformed Eulerian mean perspective. In this framework, the reduction of the surface temperature gradient can be interpreted as the export of easterly momentum out of the surface. In the 2D problem this easterly momentum can only be deposited along the column, but in the 3D case there is additional deposition on the sides. For short Charney waves the along-column momentum deposition is limited geometrically, whence the export of momentum out of the surface is enhanced by allowing eddy meridional propagation. To the extent that friction limits the export of momentum out of the column, it also limits thermal homogenization at the surface. The maintenance of the equilibrated state in the forced-dissipative problem is best understood by again using a momentum-based framework. The eddy PV flux gives the rate of eddy growth at the expense of the mean flow, but also represents a momentum forcing for the mean. In the 2D case this is the only dynamical forcing, so that there is in equilibrium a local forced-dissipative balance between the forcing of the mean flow momentum and the dissipation of eddy enstrophy. Assuming downgradient PV fluxes, this implies that the PV gradient must be negative (positive) over regions of westerly (easterly) mean flow acceleration, so that the associated eddy drag can maintain the mean flow imbalance against friction.
However, in the 3D case it is not possible to associate locally a westerly acceleration with a wave activity source. The reason is that there is in that case an additional redistribution of momentum by the residual circulation. A local balance between the forcing of the mean and eddy dissipation can still be written, but only for the vertically integrated momentum (Held 1975) . The implication of this balance is that surface westerlies can only be maintained against friction in the presence of a wave activity source somewhere along the column. As the baroclinic equilibration produces a westerly acceleration over the source region, friction may limit how much this source can be depleted.
To conclude, we should point out that though our simple model has provided some physical insights into key aspects of the 3D equilibration, it also lacks some basic ingredients that are presumed essential to the extratropical dynamics. The most important fault in this regard is perhaps the lack of a forced tropopause (see Zurita-Gotor 2002 for more details). Another limitation of our study is the use of the quasigeostrophic framework. This is not unreasonable, as most of the previous results on baroclinic instability and baroclinic adjustment are also quasigeostrophic. However, the use of the isentropic formalism is becoming increasingly popular, even at the theoretical level (Hoskins 1991) . The transformed Eulerian mean formalism has an exact isentropic equivalent (Andrews et al. 1987) , and there has also been recent important progress by Held and Schneider (1999) and Schneider et al. (2003) in extending classical quasigeostrophic results to the isentropic framework. It would be interesting to see how our conclusions would translate in that framework.
Another important simplification of the present study is the fact that in our simulations the channel length was truncated, so that the modification of the mean flow was due to a single mode. Even if wave-wave interactions are negligible, the adjustment of the basic state might be different in the presence of a broader spectrum, particularly longer modes. However, because the modes considered in Part II are not really ''short'' when the meridional structure is also taken into account, we suspect that the 2D redistribution of momentum for a longer wave should still be qualitatively similar, though the extent to which the waves refract horizontally or vertically is probably sensitive to the details. Another complication in the presence of several modes is that the equilibration of a mode would be sensitive to changes in the basic state due to other modes. Indeed, the results of section 2 suggest that how a mode equilibrates (and how its steering level changes) essentially depends on how the zonal momentum is redistributed, which is a function of the combined eddy fluxes. Note that because the results of section 4 are general, even in the fully nonlinear case friction should still prevent the depletion of the wave activity source or thermal homogenization at the surface. We thus expect the PV gradient to still change sign along the column and to vanish across a localized but broader region, characteristic of the baroclinic spectrum.
There is another way in which lifting the short channel restriction and allowing a broader spectrum might make things different. The work of Cehelsky and Tung (1991) and Welch and Tung (1998) suggests that short modes that equilibrate quasi linearly in a short channel become supercritical in a longer channel. This can be understood from a momentum viewpoint as follows. In the presence of several modes, the eddy energy becomes longitudinally localized in the form of wave packets VOLUME 61 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S (Lee and Held 1993) . This implies that the zonal flux of energy is no longer irrelevant, and axial propagation may also play a role in wave-mean flow interaction. In particular, because the net eddy forcing of momentum is westerly, the eddies tend to enhance the zonal group speed along the packet and, hence, to move the packet away downstream. It is plausible that this mechanism, which is not present in the quasi-linear problem, could prevent the eddies from equilibrating locally. This would be consistent with the results of Welch and Tung (1998) . We are currently working along these lines, with the goal of interpreting the multimodal equilibration in terms of the full 3D redistribution of momentum, including zonal dispersion. It was argued in section 5 of Part I, using a simple scaling analysis, that when the width of the jet constrains the penetration of the modes the horizontal curvature PV gradient should be comparable to the stretching PV gradient. This was also found to be the case in the equilibrium states of the idealized 3D model and has important dynamical implications (i.e., the one-dimensional mixing depth constraint does not apply).
However, this result is at odds with previous studies in the literature (e.g., Fullmer 1982) , which typically neglect this term. It is possible that the local curvature of the jet is larger than indicated by the time and/or zonal estimates because of the smoothing involved in averaging across a meandering jet (Morgan 1994) . In the tropospheric case, this smoothing is quite severe because the meridional excursions of the jet are of the order of the jet width itself. This might be one reason why previous estimates of the jet curvature produce smaller values than would be expected based on dynamical grounds alone.
To investigate this issue, we have estimated the horizontal curvature contribution to the PV gradient from observations. We use data from the National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis project (Kalnay et al. 1996) , and choose for the purpose of discussion the observed winds during 15 January 2001, as well as the monthly mean for the same month. The results are shown in Fig. B1 . The left panels of Fig. B1 display the observed zonal wind, and the right panels the associated curvature PV gradient. Note that the latter is mass weighted (with a correction P/P S ) and normalized by the latitude-dependent value of ␤ (i.e., 2⍀ cos/a, where is latitude and a is the radius of the earth). We show three different types of results: the time and zonal mean in the top panels, the instantaneous zonal mean on the second set of panels from the top, and the instantaneous ''meandering mean'' in the third set of panels. The latter is calculated as the longitudinal average following the local maximum of . Finally, we compare U in the bottom panels the vertically averaged values for the three cases.
Consider first the top panels. For the time and zonal mean the horizontal curvature PV gradient is smaller than ␤ but not fully negligible, as values O(1/2␤) are observed over some regions. Nevertheless, the regions with the largest values are in the subtropics, and the curvature PV gradient does appear to be small over the main baroclinic region. The values are about a 50% larger when only the zonal average is taken (second row). Most importantly, a remarkable difference from the previous plots is evident in that now the regions with large curvature are collocated with the baroclinic zone, as is also apparent in the vertical integral (bottom panels). This suggests that when a climatological average is taken, the curvature PV gradient can be crudely underestimated in the midlatitudes, much more so than in the subtropics, due to the wobbling and meandering of the jet. The severity of this smoothing is striking when we compare the meridional shear on both sides of the jet in the zonal velocity profiles.
Finally, when the meandering mean is considered, we observe a pattern similar to that for the zonal mean, but the values are almost 3 times as large at upper levels. It is not clear that this meandering mean is more dynamically meaningful than the pure Eulerian mean shown in the second row of panels. If we assume that the meandering is dominated by the planetary scale and that enough scale separation exists, the meandering mean would be a more fair estimate of the basic state that synoptic-scale waves see, but this is debatable. Regardless, the fact that the horizontal curvature PV gradient is also nonnegligible in the standard Eulerian zonal mean supports to some extent the results of the simple model.
