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On Hamiltonian Graphs with Maximal Index 
PETER ROWLINSON 
Among the Hamiltonian graphs with a prescribed number of edges, the unique graph with 
maximal index is determined. 
1. INTRODUCTION 
We consider only finite undirected graphs without loops or multiple edges. The 
spectrum of a graph G is the spectrum of a real (0, I)-adjacency matrix of G, and the 
largest eigenvalue of such a matrix is called the index of G, here denoted by f.l(G). A 
central part of algebraic graph theory is concerned with relations between the structure 
of a graph and its spectrum: for applications in the sciences, see [4, Clio 8] and [5, Ch. 
5]. Given a class ri of graphs with a prescribed number of edges, one problem is to find 
the graphs in ri with maximal index. This problem has been solved when (for example) 
ri consists of (i) connected graphs [10], (ii) bicyclic Hamiltonian graphs [11], or (iii) 
tricyclic Hamiltonian graphs [1]. Here we use the results of [10] to solve the problem in 
the case that ri consists of all Hamiltonian graphs on a prescribed number of edges, say 
q edges, where q ~ 3. 
Let q = (~) + t, where 0 ~ t < d. If t = 0 then the unique connected graph with q 
edges and maximal index is the complete graph Kd [2]. If 0 < t < d then the unique 
connected graph with q edges and maximal index is Gd,t> the graph obtained from Kd 
by adding one new vertex of degree t [10]. For d ~ 3 the graphs Kd and Gd,t (1 < t < d) 
are Hamiltonian, and so in seeking the Hamiltonian graphs with q edges and maximal 
index it suffices to consider the case q = (~) + 1; moreover, since a 4-cycle is the only 
Hamiltonian graph with four edges we may suppose that d ~ 4. 
For d ~ 4, let Kd - A be the graph obtained from Kd by deleting one edge, and let Hd 
be the graph obtained from Kd - A by adding one new vertex adjacent to precisely two 
vertices of degree d - 1 in Kd - A. We show that (for d ~ 4) Hd has the second largest 
index of any connected graph with (~) + 1 edges, and that Hd is unique in this respect. 
Since Hd is Hamiltonian for d > 4, the picture can be completed by inspection of the 
connected graphs on seven edges: the results are stated in Theorem 3.3. In the course 
of our proof we show that for d > 4, the only graphs on (~) + 1 edges with index 
greater than f.l(Hd) are, to within isolated vertices, the graphs Gd,l and Kd U K2. (Here 
Kd U K2 denotes a graph with two components, one isomorphic to Kd and the other 
isomorphic to K 2.) 
2. SOME PRELIMINARY RESULTS 
We suppose throughout this section that q = (n + 1 and d > 4. The first two results 
are used to show that we may restrict attention to graphs which have a stepwise 
adjacency matrix, that is an adjacency matrix (aiJ satisfying the following condition: if 
i <j and aij = 1 then ahk = 1 whenever h < k ~j and h ~ i. 
LEMMA 2.1. Let H be the graph consisting of Gd,l and one isolated vertex, and let 
i, j, k be vertices of H such that k is adjacent to i and k is not adjacent to j. If G is 
obtained from H by deleting the edge ki and adding the edge kj then one of the following 
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holds: 
(a) G is isomorphic to Kd U K2 ; 
(b) G is isomorphic to H; 
(c) Il(G) < Il(Hd). 
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PROOF. We denote the vertices of H by 1,2, ... , d, d + 1, d + 2, of degrees 
d, d - 1, ... , d - 1, 1,0 respectively. Without loss of generality there are eight 
possibilities: 
(1) k = d + 1, i = 1, j = d + 2; 
(2) k = d + 1, i = 1, j = 2; 
(3) k = 1, i = d + 1, j = d + 2; 
(4) k = 1, i = d, j = d + 2; 
(5) k = 2, i = 1, j = d + 2; 
(6) k = 2, i = 1, j = d + 1; 
(7) k = d - 1, i = d, j = d + 2; 
(8) k = d - 1, i = d, j = d + 1. 
In case (1), G = Kd U K2 , and in cases (2) and (3), G = H. We show that in each of the 
remaining cases we have Il < Il', where Il = Il(G) and Il' = Il(Hd). Let A be the 
adjacency matrix of G, and let B be the adjacency matrix of Hd U KlI where vertices 1, 
2, 3, ... , d - 2, d - 1, d, d + 1, d + 2 of Hd U KI have degrees d, d, d - 1, ... , d - 1, 
d - 2, d - 2, 2, 0 respectively. In each of the cases (4)-(8), G has a unique non-trivial 
component, and it follows from the theory of irreducible non-negative matrices [8, Ch. 
XIII] that there exists a unique non-negative unit vector x such that Ax = IlX; 
moreover, if x = (Xli' .. , Xd+2)T then Xi = 0 iff vertex i is isolated. Similar remarks 
apply to the matrix B: we have Bx' = Il'X', where IIx'll = 1 and x' = (x~, ... , X~+2)T 
with X~+2 = 0 and x; > 0 (i = 1, ... , d + 1). Since B is a stepwise matrix we have 
x~~x~~· "~X~+l [to, Lemma 1]. From the equation (1l'+I)x'=(B+I)x' we 
deduce that x~ = x~, x~ = ... = X~-2 and X~-l = x~. It follows that 
(Il' + l)x~ = 2x~ + (d - 4)x~ + 2x~ + X~+lI } 
(Il' + l)x~ = 2x~ + (d - 4)x~ + 2x~, 
(Il' + l)x~= 2x~ + (d - 4)x~ +x~, (2.1) 
(1l'+I)x~+I=2x~ +x~+1-
In case (4), we obtain similarly the relations X2 = ... =:.Xd-ll Xd+l = Xd+2 and the 
equations 
(p + l)x, ~ x, + (d - 2)x, + 2x .... } 
(Il + l)x2 = Xl + (d - 2)X2 + Xd, 
(Il + l)xd = (d - 2)X2 + Xd, 
(Il + I)Xd+1 = Xl + Xd+l' 
(2.2) 
The only non-zero entries of B - A are +1 in positions (2, d + 1), (d + 1, 2), (1, d), 
(d, 1) and -1 in positions (1, d + 2), (d + 2, 1), (d - 1, d), (d, d - 1). Hence 
(Il' -1l)XTX' = xT(B - A)x' 
= X2X~+1 + X;Xd+1 + XIX~ + X~Xd - XIX~+2 - X~Xd+2 - Xd-IX~ - X~-IXd 
= X2X~+1 + (x~ - X~)Xd - (X2 - XI)X~, 
It follows from equations (2.1) and (2.2) that 
( ' ') ( ) , '{ 1 (X~+l) 1 ( 2xd + I )} XI-XdXd- X2- XI Xd=XdXd (1l'+I) 1+ x~ -(Il+l) 1-~ . 
If Il' ~ Il then we obtain (Il' -1l)XTX' > 0: this is a contradiction because xTx' > 0, and 
so Il' > Il as required. 
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We may use similar arguments in case (5): here Xl = X2, X3 = ... = Xd, Xd+l = Xd+2 
and 
(Il + I)XI = Xl + (d - 2)Xd + Xd+l,} 
(Il + l)xd = 2xt + (d - 2)Xd, 
(ll+l)Xd+l= Xl +Xd+l· 
(2.3) 
We find that (Il' -1l)xTx' = XIX~+1 + 2(XIX~ - XdX~), and it follows from equations 
(2.1) and (2.3) that 
As before we deduce that Il' > Il. 
In case (6) we have Xl = X2, X3 = ... = Xd, Xd+2 = 0 and 
Here 
whence Il' > Il· 
(Il + l)xI = Xl + (d - 2)Xd + Xd+l> } 
(Il + l)xd = 2x1 + (d - 2)Xd, 
(Il + I)Xd+1 =2x1 +Xd+l· 
In case (7) we have 1l(1l + 1)(Xd+1 -Xd+2) = (Il + 1)(XI -X2) =Xd+l> whence Xd+l > 
de ' )T,_ , +' , >0 Xd+2 an Il - Il x x - X2Xd+1 X lXd+l - Xd-IXd+2 . 
In case (8), it is convenient to relabel the vertices 1,2, d - 1 of G with the integers 2, 
d -1, 1 respectively. Then the non-zero entries of B - A are just +1 in positions 
(1, d), (d, 1) and -1 in positions (d -1, d), (d, d -1). Here we have X3 = ... =Xd-l, 
Xd+2 =0 and 
Now 
(Il + l)xI = Xl + X2 + (d - 3)Xd-1 + + Xd+l, 
(Il + l)x2 = Xl + X2 + (d - 3)Xd-1 + Xd + Xd+l> 
(Il + I)Xd-l = Xl + X2 + (d - 3)Xd-l + Xd. 
(Il + l)xd = X2 + (d - 3)Xd-1 + Xd, 
(Il' -1l)xTx' = (x~ -X~-I)Xd + (XI -Xd-I)X~ 
'{ 1 ( X~+l) 1 ( Xd+l)} =XdXd -- 1 +-,- ---- 1---
1l'+1 Xd Il+l Xd 
and it follows as before that Il' > Il. This completes the proof of Lemma 2.1. 0 
LEMMA 2.2. Let H be the graph consisting of Kd U K2 and one isolated vertex, and 
let i, j, k be vertices of H such that k is adjacent to i and k is not adjacent to j. If G is 
obtained from H by deleting the edge ki and adding the edge kj then one of the following 
holds: 
(a) G consists of Gd,l and two isolated vertices; 
(b) G is isomorphic to H; 
(c) Il(G) < Il(Hd). 
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PROOF. It is straightforward to check that if neither (a) nor (b) holds then there are 
just two possibilities for G up to isomorphism: (1) Hd,l U K z; (2) Hd,z U K I ; where Hd,t 
is obtained from Kd - A by adjoining a path of length t at a vertex of degree d - 2 (the 
path adjoined by an end-vertex). Now Hd,l is a subgraph of F, where F denotes the 
graph considered in case (6) of Lemma 2.1. Accordingly (using [4, Theorem 0.6]) we 
have Il(G) = Il(Hd,l) 0;;:; Il(F) < Il(Hd) in case (1) here. We show that in case (2) here, 
we have Il(G) < Il(F), so that again conclusion (c) will follow. 
As adjacency matrices of F and Hd,z respectively we may take the (d + 2) x (d + 2) 
matrices A' and A, where 
A'= 
A= 
001 1 
o 0 1 1 
1 101 
1 1 1 1 
1 1 1 1 
1 1 0 0 
o 0 0 0 
o 0 1 1 
o 0 1 1 
1 1 0 1 
1 1 1 1 
1 1 1 1 
1 000 
o 0 0 0 
1 1 1 0 
1 110 
1 1 0 0 
o 100 
100 0 
o 0 0 0 
000 0 
1 1 1 0 
1 1 0 0 
1 1 0 0 
o 100 
100 0 
000 1 
001 0 
Let Il' = Il(F), Il = Il(G) and let x be the positive unit vector (Xl> ... ,Xd+Z)T such that 
Ax = Ilx. Now Il';;. xTA'x and so Il' -Il;;' xT(A' - A)x = 2xd+I (XZ - Xd+Z)' We deduce 
from the equation Ax = IlX that X3 = ... = Xd and 
IlXI = (d - 2)Xd + Xd+l 
IlXz = (d - 2)Xd 
IlXd = Xl + Xz + (d - 3)Xd 
It follows that Xl = Xz + Xd+Z, while IlZXd+Z = Xl + Xd+Z' Hence Xz = (IlZ - 2)Xd+Z' and 
we have Il' > Il as required, since Il > '13 by [4, Theorem 3.8]. This completes the 
proof of Lemma 2.2. 0 
Let Y be the collection of all graphs on q edges other than those graphs with a 
component isomorphic to Gd,l or Kd. We can now modify the arguments of [2, 
Theorem 2.1] to prove the following: 
LEMMA 2.3. If G is a graph in Y with maximal index then G has a stepwise adjacency 
matrix. 
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PROOF. Let f.l = f.l(G), let A be an adjacency matrix of G and let x be a 
non-negative unit vector (Xl>"" xn)T such that Ax = f.lX. We suppose that the 
vertices of G are labelled so that Xt ;;::. X2;;::' ... ;;::. Xn> and show in this case that A is a 
stepwise matrix. 
If the adjacency matrix (aij) is not a stepwise matrix then there exist i, k such that 
either (a) i + 1 < k, aik = 0, ai+t,k = 1 or (b) k < i, aki = 0, ak,i+t = 1. Accordingly, it 
suffices to show that G does not have vertices i, j, k such that k is adjacent to j, k is not 
adjacent to i and Xi ;;::'Xj. If G does have such vertices i, j, k then let G* be the graph 
obtained from G by replacing the edge jk by an edge ik. If G* f Y then the graph 
obtained from G* by deleting all isolated vertices is isomorphic to Gd,t or Kd U K 2. 
Since G is obtained from G* by replacing ik with jk, it follows from Lemmas 2.1 and 
2.2 that f.l(G) < f.l(Hd). This contradicts the maximality of f.l(G) because Hd E ff. 
Hence G* E ff. Now if A * is the adjacency matrix of G* then f.l(G*);;::' xTA *x = 
xTAx + 2xk(Xi - xJ = f.l + 2xk(Xi - Xj);;::' f.l. By the maximality of f.l(G), we have 
f.l(G*) = f.l; moreover, A *x = f.lX because xTA *x = f.l(G*). On comparing the ith entries 
of A *x and Ax we find that (A *X)i = (AX)i + XkI and so Xk = O. If the index s is the 
largest for which Xs =1= 0 then Xt ;;::. ••• ;;::. Xs > 0 and k ;;::. s + 1. It follows that 
A = (At 0) 
o A 2 ' 
where At has size s x s and both At and A2 are non-zero. 
Now we know that A is reducible we may suppose without loss of generality that At 
is irreducible with spectral radius p(At) = f.l. If At has a zero non-diagonal entry then 
we may move two ones from A2 to Al to obtain the adjacency matrix of a new graph 
G** such that f.l(G**) > f.l (cf. [4, Theorem 0.7J). By the maximality of f.l(G), 
G** f ff, and so At is the adjacency matrix of a connected graph obtained from Gd,l or 
Kd by removing an edge. Hence H can be obtained by removing an edge from K d, Hd 
or the graph described in case (6) of Lemma 2.1. In all cases, p(A 1) < f.l(Hd) """ f.l, a 
contradiction. Thus Al is the adjacency matrix of a complete graph Km (m """ d). Now 
m =1= d because G E ff and so P(AI) """ d - 2. This yields the final contradiction because 
d - 2 < f.l(Hd): this follows from [4, Theorem 3.8] as the mean degree of Hd exceeds 
d-2. 0 
3. THE MAIN RESULTS 
Again, let q = (n + 1, d > 4. We can now show that Kd U K2 alone has the second 
largest index, and Hd alone the third largest index, of any graph with q edges. It 
follows immediately that: (i) among connected graphs with q edges, Hd alone has the 
second largest index, (ii) Hd is the unique 2-connected graph with q edges and maximal 
index. 
THEOREM 3.1. Let q = (~) + 1, where d > 4. If G is a graph with q edges and index 
;;::'f.l(Hd) then the graph obtained from G by deleting all isolated vertices is isomorphic to 
one of Gd, l> Kd U K 2 , Hd· Moreover f.l(Gd,l) > f.l(Kd U K 2 ) > f.l(Hd)' 
PROOF. In order to prove the first statement it suffices, in view of Lemma 2.3, to 
show that p(A') > p(A), where A' is a stepwise adjacency matrix of Hd and A is a 
stepwise adjacency matrix of any connected graph on q edges other than Hd or Gd,l' By 
adding isolated vertices as necessary we may assume that A' and A have the same size" 
say n X n. Let f.l' = p(A'), f.l = p(A) and let x', x be the unique non-negative unit 
vectors (x~, ... ,X~)T, (Xl> ... ,xn)T such that A'x' = f.l'X' and Ax = f.lx. Let A' = (a;j), 
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A = (aiJ and note that a~-l,d = ad-l,d = 0, a~,d+l = al,d+l = 1. Let 2r be the number of 
entries equal to 1 in the matrix A' - A, and suppose first that a3,d+l = 0. In this case we 
have (Jl' - Jl)XTX' = xT(A ' - A)X' = a - f3, where a is the sum of r terms X;Xj + XiX; for 
which 2:s;; i:s;; d - 2 and j:S;; d + 1, and f3 is the sum of r terms X;Xj + XiX; for which i:s;; 2 
and j;:.: d + 2. Then a;:.: r(x~_2 + X~+1)Xd+1 and so, using equations (2.1), we have 
a > rx~xd+l' On the other hand, x; = ° for j;:.: d + 2 and so f3:S;; rx~xd+2' Hence a> f3 
and Jl' > Jl. 
Suppose next that a3,d+1 *0. If r> 1 let A" be the matrix obtained from A' by 
making the (d + l)th row a zero row and the (d + l)th column a zero column. (Thus 
p(A") = Jl(Kd - ).).) If Jl" = p(A") and x" is the unique non-negative unit vector 
(xr, ... ,X~)T such that A"x" = Jl"X" then (Jl" - Jl)xTx" = a - f3, where a is a sum of r 
terms XiX,! + x7xj for which i :s;; d - 2 and j :s;; d, and f3 is a sum of r + 2 terms XiX,! + x7xj 
f h· h' d 1 S' " "d" ° h ( " " ) d or w IC J;:': + . IDce Xd-2 = Xl an Xd+l = ,we ave a;:': r XlXd + XdXd-2 an 
f3:S;; (r + 2)XrXd+1' If a;:': f3 then Jl' > Jl";:.: Jl and so we suppose that a < f3, whence 
Now (Jl" + 2)xr = (d - l)x'l + 2xd and (Jl" + 2)xd = (d - 2)x~ + 2xd, whence 
Consequently, 
Xd d-2 
->--x~ d -1' 
Since Xd-2 ;:':Xd+1> it follows that r:S;; 2. If r = 1 then there is just one possibility for A: 
aij = ° for all j;3 d + 2, ai,d+l = ° for all i;3 4, aid = 1 for 1:s;; i :s;; d - 3, aid = 0 for 
i ;3 d - 2 and aij = 1 for 1:s;; i < j :s;; d - 1. Necessarily, d;:.: 6 because A is a stepwise 
matrix. 
For d;:.: 7 we deduce from the equation Ax = JlX that Xl = X2 = X3, X4 = ... = Xd-3, 
Xd-2 = Xd-l and 
JlXI = 2xl + (d - 6)X4 + 2xd- 1 + Xd + Xd+l 
JlX4 = 3Xl + (d - 7)X4 + 2xd- 1 + Xd 
JlXd-l = 3XI + (d - 6)X4 + Xd-l 
JlXd = 3Xl + (d - 6)X4 
JlXd+l = 3Xl 
Now Jl' - Jl;:': xT(A ,_ A)x = 2(Xd-2Xd - X3Xd+l), while equations (3.1) yield: 
(3.1) 
Jl2(Xd_2Xd - X3Xd+l) = 2x1[Xl + (d - 6)X4 - Xd-l - Xd - xd+d + xl[(d - 6)X4 - Xd - xd+d 
+ (d - 6)X4[(d - 6)X4 + xd-d + Xl(Xl - Xd-l)' 
If d;3 8 then the right-hand side of the above expression is clearly positive and so 
Jl I > Jl in this case. Lastly, if d = 7 then peA ') ;::: 5.8503 and p(A);::: 5.7687, while if 
d = 6 then p(A ' );::: 4.8595 and p(A);::: 4.8173. 
If r = 2 then 
d-2 
-d-Xd-2 <Xd-l 
-1 
and there are just four possibilities for A, determined respectively by the following 
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additional conditions: 
(1) ad-2.d- 1 = ad-2.d = 0, al.d+2 = 1, d;;:o 6; 
(2) ad-2.d-1 = ad-2.d = 0, a4.d+1 = 1, d;;:o 7; 
(3) ad-3.d = ad-2.d = 0, al.d+2 = 1, d;;:o 7; 
(4) ad-3.d = ad-2.d = 0, a4.d+l = 1, d;;:o 8. 
In case (1), we may suppose that d > 6 because p(A) ~ 4.6527 when d = 6. Then we 
have X4 = ... = Xd-3 and /lXd-2 = Xl + X2 + X3 + (d - 6)X4 = /lXd+l + (d - 6)X4' whence 
Xd-2 1 (d - 6)X4 (d - 6)X4 
--= + ;;:01+ . 
Xd+1 Xl +X2 +X3 3XI 
XI= 1 + Xd+l +Xd+2~ 1 +_2_~ 1 +_2_ . 
X4 (Il + 1)XI 1l+1 d-2 
Hence (X4/x1);;:O (d - 2)/d and 
Xd-2 (d - 6)(d - 2) 
--;;:01+ . 
Xd+l 3d 
Since 
Xd-2 1 1 
--< +--
Xd+l d-2 
we have a contradiction. 
In case (2), we may suppose that d > 7 because p(A) ~ 5.7720 when d = 7. Then we 
have Xl = X2 = X3 = X4, Xs = ... = Xd-3, Xd-2 = Xd-l = Xd and /lXd-2 = 4Xl + (d - 7)xs = 
/lXd+1 + (d -7)xs, whence 
Since 
we again have a contradiction. 
and 
Xd-2 1 1 
--< +--
Xd+l d-2 
Xd-2 1 (d-2) 
--> + . 
Xd+l 4(d -1) 
In case (3), we have /lXd-2 = Xl + ... + Xd-3 + Xd-l = /lXd+1 + X4 + ... + Xd-3 + Xd-l, 
whence 
But (Il + 1)XI = (Il + 1)Xd-1 + Xd + Xd+l + Xd+2, whence 
and 
yielding the contradiction d ~ 6. 
Xl 3 
-<1+--<2 
Xd-l Il + 1 
Xd-2 1 d - 5 
--;;:0 +--, 
Xd+l 6 
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In case (4), we have, by similar arguments, 
Xd-2 (d - 6)Xd-1 
--;;;.1+ and 
Xd+l 4XI 
Xl 2 9 
--<1+--<-. 
Xd-l IJ. + 1 7 
Then we obtain d ~ 7, a final contradiction. 
To prove the second statement of the theorem, it remains to show that IJ.(Hd) < 
d-l. Here let A',A be stepwise adjacency matrices of KdUKI and Hd, and let 
IJ. = IJ.(Hd)' With the usual notation we have (d -1-IJ.)xTx' = xT(A' - A)x' = 
, ", " '( + 2x) Xd-IXd + Xd-IXd - XIXd+1 - XIXd+1 - X2Xd+1 - XzXd+1 = Xl Xd Xd-l - d+l = 
2x~(Xd - Xd+l) = 2x~IJ.-I(X3 + ... + Xd-2) > O. This completes the proof of Theorem 
3.1. D 
The situation when d = 4 cannot be quite the same because IJ.(K4 U K 2) = 3 = IJ.(H4); 
moreover, H4 is not Hamiltonian. The following remarks complete the picture. 
REMARKS. 3.2 Let G be a graph with seven edges, and let T be the unique maximal 
outerplanar graph with five vertices. If IJ.(G) ;;;'IJ.(T) then the graph obtained from G 
by deleting all isolated vertices is isomorphic to one of G4,1, H4, K4 U K2 , T. 
Moreover, IJ.(G4•1) ;;;'IJ.(H4) = 3 = IJ.(K4 U K 2) > IJ.(T). In particular, T is the unique 
Hamiltonian graph with seven edges and maximal index. 
PROOF. Let G be a graph with seven edges and let G* be a component of G with 
IJ.(G*) = IJ.(G). Then G* has p vertices and q edges, where p ~ q + 1 ~ 8. If p = 8 then 
G* is a tree and IJ.(G*) ~ V7 [3]. If p = 7 then IJ.(G*) < 2.682 [5, pp. 176-178], while if 
p = 6 then IJ.(G*) < 2.814 [6]. If p ~ 5 and IJ.(G*) ;;;'IJ.(T) then the only candidates for 
G* are G4,1, H4 , K4 and T, with indices 3.0861, 3, 3 and 2.9354 respectively [4, p. 272]. 
The remarks follow. D 
If we combine Theorem 3.1 and Remarks 3.2 with the main result of [10] as 
described in Section 1, then we obtain the following classification of Hamiltonian 
graphs with a prescribed number of edges and maximal index. 
THEOREM 3.3. Let G be a Hamiltonian graph with q edges, q ~ 3. If the index of G 
is maximal then one of the following holds: 
(a) q = 4 and G is a 4-cycle; 
(b) q = 7 and G is the unique maximal outer planar graph on five vertices; 
(c) q = (~), d;;;. 3, and G = K d; 
(d) q = (~) + 1, d;;;. 5, and G = Hd; 
(e) q=(~)+t, l<t<d, d;;;.3, andG=Gd,t. 
4. REMARKS 
Here we review the state of knowledge concerning the related problem of finding 
the Hamiltonian graphs of maximal index when both the number of vertices and the 
number of edges are prescribed. We suppose that vertices are labelled so that 
123 ... nl is a Hamiltonian cycle Z. 
A Hamiltonian graph with n vertices and n + 1 edges (n;;;. 4) has maximal index if it 
is isomorphic to the graph obtained from Z by adding the chord joining vertex 1 to 
vertex 3 [9,11]. A Hamiltonian graph with n vertices and n + 2 edges (n;;;. 5) has 
maximal index if it is isomorphic to the graph obtained from Z by adding the chords 
joining vertex 1 to vertices 3 and 4 [1]. However, it would be rash to conjecture that in 
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a Hamiltonian graph G with n vertices and n + k edges the maximal index is always 
attained when the k edges additional to Z are distributed so that their end-vertices 
induce in G a subgraph isomorphic to some Kd or Gd,t (0 < t < d). Although this would 
be analogous to the situation for arbitrary graphs with a prescribed number of edges 
[10], it would be in contrast to the situation for connected graphs with n vertices and 
n + kedges [7]: here for fixed k > 2 and large enough n, a graph with maximal index 
has a spanning star S (accounting for n -1 edges) and the additional k + 1 edges 
determine a star (edge-disjoint from S) on k + 2 vertices. 
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