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Abstract
We establish the existence and uniqueness of local strong solutions to the Navier-Stokes
equations with arbitrary initial data and external forces in the homogeneous Besov-Morrey
space. The local solutions can be extended globally in time provided the initial data and
external forces are small. We adapt the method introduced in [23], where the Besov space
is considered, to the setting of the homogeneous Besov-Morrey space.
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1 Introduction
In this paper, we consider the following incompressible Navier-Stokes equations in Rn(n ≥ 2) :

ut −∆u+ u · ∇u+∇p = f, x ∈ Rn, t ∈ (0, T ),
divu = 0, x ∈ Rn, t ∈ (0, T ),
u|t=0 = a, x ∈ Rn,
(1.1)
where u = u(x, t) = (u1(x, t), ..., un(x, t)) and p = p(x, t) denote the unknown velocity vector and
the unknown pressure at the point x = (x1, x2, ..., xn) ∈ Rn and the time t ∈ (0, T ), respectively,
while a = a(x) = (a1(x), ..., an(x)) and f = f(x, t) = (f1(x, t), ..., fn(x, t)) are the given initial
velocity vector and the external force, respectively.
As we all know, equation (1.1) is invariant under the following change of scaling:
uλ(x, t) = λu(λx, λ
2t) and pλ(x, t) = λ
2p(λx, λ2t) for all λ > 0.
If a Banach space Y satisfies ‖uλ‖Y = ‖u‖Y for all λ > 0, then it is called scaling invariant to
(1.1). For instance, in the setting of Lebesgue spaces Lp(Rn), we see that the scaling invariant
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space Y to (1.1) is the so-called Serrin class Lα(0,∞;Lp(Rn)) for 2/α+n/p = 1 with n ≤ p ≤ ∞.
For the initial data a and the external force f , the corresponding scaling laws are like aλ(x) =
λa(λx) and fλ(x, t) = λ
3f(λx, λ2t), respectively. Therefore, it is suitable to solve (1.1) in Banach
spaces X for a and Y for f with the properties that ‖aλ‖X = ‖a‖X and ‖fλ‖Y = ‖f‖Y for all
λ > 0, respectively.
Let’s first recall some results with respect to the space X. Since the pioneer work of Fujita-
Kato [13], many efforts have been made to find such a space X as large as possible. For instance,
Kato [17] and Giga-Miyakawa [14] succeed to find the space X = Ln(Rn). Kozono-Yamazaki [26]
and Cannone-Planchon [9] extended X = Ln(Rn) to X = Ln,∞(Rn) and X = B˙−1+n/pp,∞ (Rn) with
n < p <∞, where Ln,∞(Rn) is the weak Lebesgue spaces and B˙sp,q(R
n) denotes the homogeneous
Besov space. The largest space of X was obtained by Koch-Tataru [19] who proved local well-
posedness of (1.1) for a ∈ X = BMO−1 = F˙−1∞,2(R
n), where F˙ sq,r(R
n) denotes the homogeneous
Triebel-Lizorkin space. The result in [19] seems to be optimal in the sense that continuous
dependence of solutions with respect to the initial data breaks down in X = B˙−1∞,r(R
n) for
2 < r ≤ ∞, which was proved by Bourgain-Pavlovic´ [5], Yoneda [35] and Wang [34]. Amann [4]
has established a systematic treatment of strong solutions in various function spaces such as
Lebesgue space Lp(Ω), Bessel potential space Hs,p(Ω), Besov space Bsp,q(Ω) and Nikol’skii space
Ns,p(Ω) in general domains Ω. In this direction, based on the Littlewood-Paley decomposition,
Cannone-Meyer [7] showed how to choose the Banach spaces X for a and Y for u. Besides these
results, in terms of the Stokes operator, Farwig-Sohr [11] and Farwig-Sohr-Varnhorn [12] proved
a necessary and sufficient condition on a such that weak solutions u belong to the Serrin class.
On the other hand, in comparison with a number of papers on well-posedness with respect to
the initial data, there is a little literature for investigating the suitable space Y of external forces
f satisfying ‖fλ‖Y = ‖f‖Y for all λ > 0. For instance, Giga-Miyakawa [14] proved existence of
strong solutions for
Y =
{
f ∈ C (0,∞;Ln (Rn)) ‖f‖Y = sup
0<t<∞
t1−δ
∥∥(−∆)−δPf(t)∥∥
Ln
<∞
}
(1.2)
for some δ > 0, where P denotes the Helmholtz projection. Cannone-Planchon [10] treated the
case n = 3 and showed that
Y =
{
f = divF ;F ∈ Lα(0,∞;Lp(R3))
}
(1.3)
for 2/α + 3/p = 2 with 2/3 < p < ∞ is a suitable space. See also Planchon [30]. After
introducing the space of pseudo measures PMk =
{
a ∈ S ′; supξ∈Rn |ξ|
k|aˆ(ξ)| <∞
}
, Cannone-
Karch [8] showed that the pair of X = PM2 and Y = Cw
(
(0,∞);PM0
)
is suitable for n =
3. Recently, Kozono-Shimizu [21] constructed mild solutions for X = Ln,∞ (Rn) and Y =
Lα,∞ (0,∞;Lp,∞ (Rn)), where 2/α + n/p = 3 and max{1, n/3} < p < ∞. Another choice of X
and Y was obtained by Kozono-Shimizu [22] which proved the existence of mild solutions in the
case when
X = B˙
−1+np
p,∞ (Rn)
and
Y =
{
f ∈ Cw(0,∞; B˙
s0
p0,∞(R
n)); ‖f‖Y ≡ sup
0<t<∞
t
n
2 (
3
n−
1
p0
)+
s0
2 ‖f(t)‖B˙s0p0,∞
<∞
}
for n < p < ∞, n/3 < p0 ≤ p and s0 < min{0, n/p0 − 1}. A similar investigation in the
time-weighted Besov spaces were given by Kashiwagi [16] and Nakamura [29].
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Although these spaces X and Y are scaling invariant spaces, the solutions u are just mild
solutions in most cases. To gain enough regularity for the validity of (1.1), the Ho¨lder continuity
of f(t) ∈ Ln(Rn) is assumed on 0 < t < T . Namely, although u belongs to the scaling invariant
class Y, whether −∆u and ∂tu are well-defined in some Lp-space is not exactly sure. In this
direction, the result given by [22] may be regarded as an almost optimal theorem on gain of
regularity of the mild solution u since it holds that u(t) ∈ Hs(Rn) for all s < 2 and for almost
everywhere t ∈ (0,∞).
Very recently, based on the maximal Lorentz regularity theorem on the Stokes equations
in B˙sp,q(R
n), Kozono-Shimizu [23] proved the existence of a strong solution u with −∆u and
∂tu in some Besov space such that (1.1) is fulfilled almost everywhere in Rn × (0, T ) for a
suitable choice of spaces X and Y . Their obtained solution also belongs to the usual Serrin class
Lα0(0, T ;Lp0(Rn)) for 2/α0+ n/p0 = 1 with n < p0 <∞. Also, they make it clear how to relate
X and Y to Y. Their result covers almost all previous results like [17], [25], [6] and [9].
Following the spirit of [23] and [21], we try to find new suitable spaces for X and Y. And the
purpose of this paper is to prove the existence and uniqueness of local strong solutions to equation
(1.1) for arbitrary initial data a ∈ N˙
−1+(n−µ)/p
p,µ,r and external forces f ∈ Lα,r(0, T ; N˙ sq,µ,∞), where
2/α + (n − µ)/q − s = 3, 1 < p ≤ q, 0 ≤ µ < n, s > −1 and 0 < T ≤ ∞. Here N˙ sp,µ,r denotes
the homogeneous Besov-Morrey space. We also show the existence and uniqueness of global
solutions for small a ∈ N˙
−1+n−µp
p,µ,q (Rn) and small f ∈ Lα,r((0,∞); N˙ sq,µ,∞(R
n)). The method
is essentially adapted from [23] and we prove the maximal Lorentz regularity theorem for the
Stokes equation in the setting of homogeneous Besov-Morrey space. When µ = 0, one can obtain
N˙
−1+(n−µ)/p
p,µ,r = B˙
−1+n/p
p,r and we thus generalize the existence result in [23].
To state our results, let us first denote by P the Helmholtz projection from the Lebesgue space
Lp(1 < p < ∞) onto the subspace of solenoidal vector fields PLp = Lpσ = {f ∈ L
p; divf = 0} as
a bounded operator. It is well known that P is expressed as
P = (Pij)1≤i,j≤n, Pij = δij +RiRj , i, j = 1, 2, ..., n,
where {δij}1≤i,j≤n is the Kronecker symbol and Ri = ∂i(−∆)−1/2(i = 1, 2, ..., n) are the Riesz
transforms. From the Caldero´n-Zygmund operator theory, for 1 < p < ∞, 0 ≤ µ < n, the
boundedness of Riesz transform Rj on the Morrey space Mp,µ(see Section 2 for the definition)
is established in [ [33], Proposition 3.3] and hence P is bounded on Mp,µ.
The original equations (1.1) can be rewritten as the following abstract equation:{
∂tu+Au+ P(u · ∇u) = Pf on (0, T ),
u(0) = a,
(1.4)
where A = −P∆ is the Stokes operator. The solution u of (1.4) is called a strong solution of
(1.1).
Our first result is the maximal Lorentz regularity theorem of the Stokes equations in the
homogenous Besov-Morrey space N˙ sq,µ,β(see Section 2 for the definition).
Theorem 1.1. Let 1 < p ≤ q < ∞, 1 < α < ∞, 1 ≤ β ≤ ∞, 1 ≤ r ≤ ∞, 0 ≤ µ < n and s ∈ R.
Assume that
n− µ
q
≤
n− µ
p
<
2
α
+
n− µ
q
. (1.5)
For every a ∈ N˙ kp,µ,r with k = s+2+[(n−µ)/p−(n−µ)/q]−2/α and every f ∈ L
α,r(0, T ; N˙ sq,µ,β)
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with 0 < T ≤ ∞, there exists a unique solution u of{
du
dt +Au = Pf a.e. t ∈ (0, T ) in N˙
s
q,µ,β
u(0) = a in N˙ kp,µ,r
(1.6)
in the class
ut, Au ∈ L
α,r(0, T ; N˙ sq,µ,β).
Moreover, such a solution u is subject to the estimate
‖ut‖Lα,r(0,T ;N˙ sq,µ,β)
+ ‖Au‖Lα,r(0,T ;N˙ sq,µ,β)
≤ C
(
‖a‖N˙kp,µ,r + ‖f‖Lα,r(0,T ;N˙ sq,µ,β )
)
, (1.7)
where C = C(n, µ, q, α, r, β, s, p) is a constant independent of 0 < T ≤ ∞.
Using Theorem 1.1, we establish the existence and uniqueness of local strong solutions to
(1.1) for arbitrary large initial data a and large external force f in the setting of homogenous
Besov-Morrey space. Our second results now reads:
Theorem 1.2. Let 1 < q <∞, 1 < α <∞, 0 ≤ µ < n and s > −1 satisfy 2/α+(n−µ)/q−s = 3.
Let 1 ≤ r ≤ ∞. Assume that 1 ≤ p ≤ q satisfies (1.5).
(i) In case 1 ≤ r <∞. For every a ∈ N˙
−1+(n−µ)/p
p,µ,r and f ∈ Lα,r(0, T ; N˙ sq,µ,∞) with 0 < T ≤ ∞,
there exists 0 < T∗ ≤ T and a unique solution u on (0, T∗) of{
du
dt +Au + P(u · ∇u) = Pf a.e. t ∈ (0, T∗) in N˙
s
q,µ,∞
u(0) = a in N˙
−1+(n−µ)/p
p,,µ,r
(1.8)
in the class
ut, Au ∈ L
α,r(0, T∗; N˙
s
q,µ,∞). (1.9)
Moreover, such a solution u satisfies that
u ∈ Lα0,r(0, T∗; N˙
s0
q0,µ,1
) for 2/α0 + (n− µ)/q0 − s0 = 1 (1.10)
with q ≤ q0, α < α0 and max{s, (n− µ)/p− 1} < s0.
(ii) In case r = ∞. In addition to (1.5), assume that n − µ < p ≤ q < ∞. There is a constant
η = η(n, µ, q, α, s, p) such that if a ∈ N˙
−1+(n−µ)/p
p,µ,∞ and f ∈ Lα,∞(0, T ; N˙ sq,µ,∞) satisfy
sup
N≤j<∞
2(−1+
n−µ
p
)j ‖ϕj ∗ a‖Mp,µ + lim sup
t→∞
t
∣∣∣{τ ∈ (0, T ); ‖f(τ)‖N˙ sq,µ,∞ > t}
∣∣∣1/α ≤ η (1.11)
for some N ∈ Z, then there exist 0 < T∗ ≤ T and a solution u of (1.8) on (0, T∗) in the class
ut, Au ∈ L
α,∞(0, T∗; N˙
s
q,µ,∞). (1.12)
Moreover, such a solution u satisfies that
u ∈ Lα0,∞(0, T∗; N˙
s0
q0,µ,1
) for 2/α0 + (n− µ)/q0 − s0 = 1 (1.13)
with q ≤ q0, α < α0 and max{s, (n− µ)/p− 1} < s0.
Concerning the uniqueness, there is a constant κ = κ(n, µ, q, α, s, p) > 0 such that if the initial
data a and the solution u of (1.8) on (0, T∗) in the class (1.12) satisfy
sup
N≤j<∞
2(−1+
n−µ
p )j‖ϕj ∗ a‖Mp,µ
+ lim sup
t→∞
t
∣∣∣∣{τ ∈ (0, T∗); ‖uτ(τ)‖N˙ sq,µ,∞ + ‖Au(τ)‖N˙ sq,µ,∞ > t}
∣∣∣∣
1
α
≤ κ (1.14)
for some N ∈ N, then u is unique.
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Our third result is the global existence and uniqueness of strong solutions to (1.1) for small
a and f.
Theorem 1.3. Let 1 < q < ∞, 1 < α < ∞, 0 ≤ µ < n and s > −1 satisfy 2/α + (n −
µ)/q − s = 3. Let 1 ≤ r ≤ ∞. Assume that 1 ≤ p ≤ q satisfies (1.5). There exists a constant
ε∗ = ε∗(n, µ, q, α, s, p, r) > 0 such that if a ∈ N˙
−1+(n−µ)/p
p,µ,r and f ∈ Lα,r(0,∞; N˙ sq,µ,∞) satisfy
‖a‖
N˙
−1+(n−µ)/p
p,µ,r
+ ‖f‖Lα,r(0,∞;N˙ sq,µ,∞) ≤ ε∗, (1.15)
then there is a solution u of (1.8) on (0,∞) in the class
ut, Au ∈ L
α,r(0,∞; N˙ sq,µ,∞). (1.16)
Moreover, such a solution u satisfies that
u ∈ Lα0,r(0,∞; N˙ s0q0,µ,1) for 2/α0 + (n− µ)/q0 − s0 = 1 (1.17)
with q ≤ q0, α < α0 and max{s, (n− µ)/p− 1} < s0.
In the case 1 ≤ r < ∞, the solution u of (1.8) on (0,∞) in the class (1.16) is unique. In
the case r =∞, the uniqueness holds under the same condition as (1.14) with T∗ replaced by ∞
provided n− µ < p ≤ q.
For the global strong solution u of (1.1) obtained in Theorem 1.3, if the initial data a and the
external force f has certain additional regularity, then the strong solution u has the corresponding
regularity to that of a and f . This can be stated in the following Theorem:
Theorem 1.4. Let 1 ≤ p ≤ q < ∞, 1 < α < ∞, 0 ≤ µ < n and −1 < s be as in Theorem
1.3 and let 1 ≤ r ≤ ∞. Let 1 < α∗ ≤ α, 0 ≤ µ∗ ≤ µ < n and 1 < p∗ ≤ q∗ < ∞ satisfy
(n − µ∗)/p∗ < 2/α∗ + (n − µ∗)/q∗, and let −1 < s∗ ≤ s and 1 ≤ r∗ ≤ ∞. There is a positive
constant ε′∗ = ε
′
∗(n, µ, µ
∗, q, α, s, p, r, q∗, α∗, s∗, p∗, r∗) ≤ ε∗ with the same ε∗ as in Theorem 1.3
such that if a ∈ N˙
−1+(n−µ)/p
p,µ,r ∩ N˙ k
∗
p∗,µ∗,r∗ with k
∗ = 2+ (n− µ∗)/p∗ − (2/α∗ + (n− µ∗)/q∗ − s∗)
and f ∈ Lα,r(0,∞; N˙ sq,µ,∞) ∩ L
α∗,r∗(0,∞; N˙ s
∗
q∗,µ∗,∞) satisfy
‖a‖
N˙
−1+(n−µ)/p
p,µ,r
+ ‖f‖Lα,r(0,∞;N˙ sq,µ,∞) ≤ ε
′
∗, (1.18)
then the solution u of (1.8) given by Theorem 1.3 has the additional property that
ut, Au ∈ L
α∗,r∗(0,∞; N˙ s
∗
q∗,µ∗,∞). (1.19)
This paper is organized as follows. In section 2, we collect some useful lemmas and prove the
maximal Lorentz regularity theorem for the Stokes equations in the setting of the homogeneous
Besov-Morrey space. In Section 3, we present various estimates for the nonlinear term in the
homogeneous Besov-Morrey space. Section 4 is devoted to the proof of the existence and unique-
ness theorem of local strong solutions to (1.1) for arbitrary large data a and f . The global strong
solutions for small a and f are also discussed.
2 Preliminaries
In this section, we first collect some well-known properties about Sobolev-Morrey and Besov-
Morrey spaces, then we prove Theorem 1.1.
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2.1 Besov-Morrey space
The basic properties of Morrey and Besov-Morrey space is reviewed in the present subsection
for the reader’s convenience, more details can be found in [3, 18, 27, 31, 33].
Let Qr(x0) be the open ball in Rn centered at x0 and with radius r > 0. Given two parameters
1 ≤ p < ∞ and 0 ≤ µ < n, the Morrey spaces Mp,µ = Mp,µ(Rn) is defined to be the set of
functions f ∈ Lp(Qr(x0)) such that
‖f‖p,µ , sup
x0∈Rn
sup
r>0
r−µ/p‖f‖Lp(Qr(x0)) <∞ (2.1)
which is a Banach space endowed with norm (2.1). For s ∈ R and 1 ≤ p <∞, the homogenous
Sobolev-Morrey space Msp,µ = (−∆)
−s/2Mp,µ is the Banach space with norm
‖f‖Msp,µ = ‖(−∆)
s/2f‖p,µ.
Taking p = 1, we have ‖f‖L1(Qr(x0)) denotes the total variation of f on open ball Qr (x0)
and M1,µ stands for space of signed measures. In particular, M1,0 = M is the space of finite
measures. For p > 1, we have Mp,0 = L
p and Msp,0 = H˙
s
p is the well known Sobolev space.
The space L∞ corresponds to M∞,µ. Morrey and Sobolev-Morrey spaces present the following
scaling
‖f(λ·)‖p,µ = λ
−n−µp ‖f‖p,µ
and
‖f(λ·)‖Msp,µ = λ
s−n−µp ‖f‖Msp,µ,
where the exponent s− n−µp is called scaling index and s is called regularity index. We have that
(−∆)l/2Msp,µ =M
s−l
p,µ .
Morrey spaces contain Lebesgue and weak-Lp, with the same scaling index. Precisely, we have
the continuous proper inclusions
Lp (Rn) * weak−Lp (Rn) *Mr,µ (R
n) ,
where r < p and µ = n(1− r/p)(see e.g. [28]).
Let S(Rn) and S
′
(Rn) be the Schwartz space and the tempered distributions, respectively.
Let ϕ ∈ S(Rn) be nonnegative radial function such that
supp(ϕ) ⊂
{
ξ ∈ Rn;
1
2
< |ξ| < 2
}
and
∞∑
j=−∞
ϕj(ξ) = 1, for all ξ 6= 0,
where ϕj(ξ) = ϕ(2
−jξ). Let φ(x) = F−1(ϕ)(x) and φj(x) = F−1 (ϕj) (x) = 2jnφ
(
2jx
)
where
F−1 stands for inverse Fourier transform. For 1 ≤ q <∞, 0 ≤ µ < n and s ∈ R, the homogeneous
Besov-Morrey space N˙ sq,µ,r (R
n) (N˙ sq,µ,r for short) is defined to be the set of u ∈ S
′
(Rn), modulo
polynomials P , such that F−1ϕj(ξ)Fu ∈Mq,µ for all j ∈ Z and
‖u‖N˙ sq,µ,r =


(∑
j∈Z
(
2js ‖φj ∗ u‖q,µ
)r) 1r
<∞, 1 ≤ r <∞
supj∈Z 2
js ‖φj ∗ u‖q,µ <∞, r =∞
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The space N˙ sq,µ,r (R
n) is a Banach space and, in particular, N˙ sq,0,r = B˙
s
q,r (case µ = 0 ) corre-
sponds to the homogeneous Besov space. We have the real-interpolation properties
N˙ sq,µ,r =
(
Ms1q,µ,M
s2
q,µ
)
θ,r
(2.2)
and
N˙ sq,µ,r =
(
N˙ s1q,µ,r1 , N˙
s2
q,µ,r2
)
θ,r
(2.3)
for all s1 6= s2, 0 < θ < 1 and s = (1− θ)s1+ θs2. Here (X,Y )θ,r stands for the real interpolation
space between X and Y constructed via the Kθ,q−method. Recall that (·, ·)θ,r is an exact
interpolation functor of exponent θ on the category of normed spaces.
In the next lemmas, we collect basic facts about Morrey spaces and Besov-Morrey spaces
(see [3, 18, 33]).
Lemma 2.1. Suppose that s1, s2 ∈ R, 1 ≤ p1, p2, p3 <∞ and 0 ≤ µi < n, i = 1, 2, 3.
(i)(Inclusion) If n−µ1p1 =
n−µ2
p2
and p2 ≤ p1, then
Mp1,µ1 →֒ Mp2,µ2 and N˙
0
p1,µ1,1 →֒ Mp1,µ1 →֒ N˙
0
p1,µ1,∞.
(ii)(Sobolev-type embedding) Let j = 1, 2 and pj, sj be p2 ≤ p1, s1 ≤ s2 such that s2 −
n−µ2
p2
=
s1 −
n−µ1
p1
, then we have
Ms2p2,µ →֒ M
s1
p1,µ, (µ = µ1 = µ2)
and for every 1 ≤ r2 ≤ r1 ≤ ∞, we have
N˙ s2p2,µ2,r2 →֒ N˙
s1
p1,µ1,r1 and N˙
s2
p2,µ2,r2 →֒ B˙
s2−
n−µ2
p2
∞,r2 .
(iii)(Ho¨lder inequality) Let 1p3 =
1
p2
+ 1p1 and
µ3
p3
= µ2p2 +
µ1
p1
. If fj ∈ Mpj ,µj with j = 1, 2, then
f1f2 ∈Mp3,µ3 and
‖f1f2‖p3,µ3 ≤ ‖f1‖p1,µ1 ‖f2‖p2,µ2 .
Set α = 1 in [ [3], Lemma 3.1], we have the following decay estimates about the heat semi-
group in the Sobolev-Morrey or Besov-Morrey space.
Lemma 2.2. Let s, β ∈ R, 1 < p ≤ q <∞, 0 ≤ µ < n, and (β−s)+ n−µp −
n−µ
q < 2 where β ≥ s.
(i) There exists C > 0 such that
∥∥et∆f∥∥
Mβq,µ
≤ Ct−
1
2 (β−s)−
1
2 (
n−µ
p −
n−µ
q )‖f‖Msp,µ
for every t > 0 and f ∈Msp,µ.
(ii) Let r ∈ [1,∞], there exists C > 0 such that
∥∥et∆f∥∥
N˙βq,µ,r
≤ Ct−
1
2 (β−s)−
1
2 (
n−µ
p −
n−µ
q )‖f‖N˙ sp,µ,r
for every f ∈ S ′/P and t > 0.
(iii) Let r ∈ [1,∞] and β > s, there exists C > 0 such that
∥∥et∆f∥∥
N˙βq,µ,1
≤ Ct−
1
2 (β−s)−
1
2 (
n−µ
p −
n−µ
q )‖f‖N˙ sp,µ,r
for every f ∈ S ′/P.
Remark 2.1. Lemma 2.2 also holds when et∆ is replaced by etA.
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2.2 Proof of Theorem 1.1
Before prove Theorem 1.1, we need to prove the following proposition.
Proposition 2.1. Let 1 < p ≤ q <∞, 1 < α <∞, 0 ≤ µ < n and s ∈ R. Assume that
n− µ
p
<
2
α
+
n− µ
q
.
For a ∈ N˙ kp,µ,r with k = s+ 2 + [(n− µ)/p− (n− µ)/q]− 2/α, it holds that
Ae−tAa ∈ Lα,r(0,∞; N˙ sq,µ,1)
with the same estimate ∥∥∥‖Ae−tAa‖N˙ sq,µ,1
∥∥∥
Lα,r(0,∞)
≤ C‖a‖N˙kp,µ,r
where C = C(n, µ, q, α, s, r).
Proof. Since n−µp <
2
α +
n−µ
q , we have that k < s + 2. Hence taking θ ∈ (0, 1) and k0 < k <
k1 < s+ 2 so that k = (1− θ)k0 + θk1. Using Lemma 2.2(iii), we have∥∥Ae−tAa∥∥
N˙ sq,µ,1
=
∥∥e−tAa∥∥
N˙ s+2q,µ,1
≤ Ct−
1
2 (
n−µ
p −
n−µ
q )−
1
2 (s+2−ki)‖a‖
N˙
ki
p,µ,∞
for i = 0, 1, and hence we see that the mapping
a ∈ N˙ kip,µ,∞ 7→
∥∥Ae−tAa∥∥
N˙ sq,µ,1
∈ Lαi,∞(0,∞)
is a bounded sub-additive operator for
1
αi
=
1
2
(
n− µ
p
−
n− µ
q
)
+
1
2
(s+ 2− ki) , i = 0, 1.
Then it follows from the real interpolation theorem that
a ∈
(
N˙ k0p,µ,∞, N˙
k1
p,µ,∞
)
θ,r
→
∥∥Ae−tAa∥∥
N˙ sq,µ,1
∈ (Lα0,∞(0,∞), Lα1,∞(0,∞))θ,r .
Since
(
N˙ k0p,µ,∞, N˙
k1
p,µ,∞
)
θ,r
= N˙ kp,µ,r (by (2.2)) and since (L
α0,∞(0,∞), Lα1,∞(0,∞))θ,r =
Lα,r(0,∞), implied by
1
α
=
1− θ
α0
+
θ
α1
= (1− θ)
(
1
2
(
n− µ
p
−
n− µ
q
)
+
1
2
(s+ 2− k0)
)
+ θ
(
1
2
(
n− µ
p
−
n− µ
q
)
+
1
2
(s+ 2− k1)
)
=
1
2
(
n− µ
p
−
n− µ
q
)
+
1
2
(s+ 2− (1− θ)k0 − θk1)
=
1
2
(
n− µ
p
−
n− µ
q
)
+
1
2
(s+ 2− k),
we conclude that the mapping
a ∈ N˙ kp,µ,r →
∥∥Ae−tAa∥∥
N˙ sq,µ,1
∈ Lα,r(0,∞)
is a bounded sub-additive operator, which yields the desired result. This proves Proposition
2.1.
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Proof of Theorem 1.1.
Step 1. Let us first prove in case a = 0. By the maximal regularity theorem in the homogeneous
Sobolev-Morrey space(for the details, we can refer to [ [1], Chapter 4] and [ [2], Chapter 8])Msq,µ
for s0 < s < s1 ≤ k + 2, for every f ∈ Lα(0, T ;Msq,µ) (i = 0, 1) with 0 < T ≤ ∞ there exists a
unique solution u of equation (1.6) in the class
ut, Au ∈ L
α(0, T ;Msiq,µ)
with the estimate
‖ut‖Lα(0,T ;Msiq,µ) + ‖Au‖Lα(0,T ;M
si
q,µ)
≤ C‖f‖Lα(0,T ;Msiq,µ), i = 0, 1,
where C = C(n, µ, q, p, α, s0, s1) is independent of T . This implies that the mapping
S : f ∈ Lα(0, T ;Msiq,µ)→ (ut, Au) ∈ L
α(0, T ;Msiq,µ)
2, i = 0, 1
is a bounded linear operator with its operator norm independent of T . Hence by the real interpola-
tion, S extends a bounded operator from Lα(0, T ; (Ms0q,µ,M
s1
q,µ)θ,β) to L
α(0, T ; (Ms0q,µ,M
s1
q,µ)θ,β)
2
for all 1 ≤ β ≤ ∞. Since (Ms0q,µ,M
s1
q,µ)θ,β = N˙
s
q,µ,β (by (2.3)) with s = (1 − θ)s0 + θs1, we see
that
S : f ∈ Lα(0, T ; N˙ sq,µ,β)→ (ut, Au) ∈ L
α(0, T ; N˙ sq,µ,β)
2
is a bounded operator with its operator norm independent of T . Taking α0 < α < α1 and
0 < θ < 1 so that 1/α = (1 − θ)/α0 + θ/α1, we see that
S : f ∈
(
Lα0(0, T ; N˙ sq,µ,β), L
α1(0, T ; N˙ sq,µ,β)
)
θ,r
→ (ut, Au) ∈
(
Lα0(0, T ; N˙ sq,µ,β), L
α1(0, T ; N˙ sq,µ,β)
)2
θ,r
is a bounded operator with its operator norm independent of T . Since(
Lα0(0, T ; N˙ sq,µ,β), L
α1(0, T ; N˙ sq,µ,β)
)
θ,r
= Lα,r(0, T ; N˙ sq,µ,β)
we obtain the desired result with the estimate (1.7) for a = 0.
Step 2. For a ∈ N˙ kp,µ,r and f ∈ L
α,r(0, T ; N˙ sq,µ,β), we see that
u(t) = e−tAa+ Sf(t), 0 < t < T
solves equation (1.6). Since N˙ sq,µ,1 ⊂ N˙
s
q,µ,β , the desired result with the estimate (1.7) is a
consequence of Proposition 2.1 and the argument of the above Step 1. This completes the proof
of Theorem 1.1.
3 Some estimates for the nonlinear term
In this section, we establish several bilinear estimates associated with the nonlinear term
u · ∇u in terms with the norms of ut and Au in L
α,r(0, T ; N˙ sq,µ,∞).
We first recall the following variant of the Hardy-Littlewood-Sobolev inequality. (see [32],
Chapter IX.4 and [23]).
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Proposition 3.1. For 0 < σ < 1, we define Iσg by
Iσg(t) =
∫ ∞
0
|t− τ |σ−1g(τ)dτ, 0 < t <∞.
For g ∈ Lα,q(0,∞) with 1 < α < 1/σ, 1 ≤ q ≤ ∞, it holds that Iσg ∈ Lα∗,q(0,∞) for α < α∗ <∞
satisfying 1/α∗ = 1/α− σ with the estimate
‖Iσg‖Lα∗,q(0,∞) ≤ C‖g‖Lα,q(0,∞)
where C = C(α, σ).
Next, we present the Leibniz rule of the fractional derivatives in the homogeneous Besov-
Morrey spaces.
Proposition 3.2. Let 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, and let s > 0, σ1 > 0, σ2 > 0. We take
1 ≤ p1, p2 ≤ ∞ and 1 ≤ r1, r2 ≤ ∞ so that 1/p = 1/p1 + 1/p2 = 1/r1 + 1/r2 and µ/p =
µ1/p1 + µ2/p2 = ν1/r1 + ν2/r2. For every f ∈ N˙ s+σ1p1,µ1,q ∩ N˙
−σ2
r1,ν1,∞ and g ∈ N˙
−σ1
p2,µ2,∞ ∩ N˙
s+σ2
r2,ν2,q, it
holds that f · g ∈ N˙ sp,µ,q with the estimate
‖f · g‖N˙ sp,µ,q ≤ C
(
‖f‖
N˙
s+σ1
p1,µ1,q
‖g‖
N˙
−σ1
p2,µ2,∞
+ ‖f‖
N˙
−σ2
r1,ν1,∞
‖g‖
N˙
s+σ2
r2,ν2,q
)
.
where C = C (n, p, p1, p2, r1, r2, s, σ1, σ2, µ1, µ2, ν1, ν2) .
Proof. The proof of Proposition 3.2 is essentially adapted from [ [20], Lemma 2.1], for complete-
ness, we present the proof here.
Using Bony’s paraproduct formula, we have
fg =
+∞∑
k=−∞
∆kfSkg +
+∞∑
k=−∞
∆kgSkf +
+∞∑
k=−∞
∑
|l−k|≤2
∆kf∆lg = h1 + h2 + h3,
where ∆kf = ϕk ∗ f and Skf = Σ
k−3
l=−∞∆lf.
Using the support properties of ϕk(ξ), the Minkowski inequality and Lemma 2.1(iii), one
obtains
‖h1‖N˙ sp,µ,q = ‖{2
js‖∆j(
+∞∑
k=−∞
∆kfSkg)‖p,µ}j‖lq
= ‖{2js‖∆j(
j+3∑
k=j−3
∆kfSkg)‖p,µ}j‖lq
= ‖{2js‖∆j(
3∑
l=−3
∆j+lfSj+lg)‖p,µ}j‖lq
≤
3∑
l=−3
‖{2js‖∆j(∆j+lfSj+lg)‖p,µ}j‖lq
≤
3∑
l=−3
‖{2js‖M(∆j+lfSj+lg)‖p,µ}j‖lq
≤
3∑
l=−3
‖{2js‖∆j+lfSj+lg‖p,µ}j‖lq
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=3∑
l=−3
‖{2(i−l)s‖∆ifSig‖p,µ}i‖lq
≤ C‖{2is‖∆if
i−3∑
j=−∞
∆jg‖p,µ}i‖lq
= C‖{2i(s+α)‖∆if
i−3∑
j=−∞
2−αj∆jg‖p,µ2
α(j−i)}i‖lq
≤ C‖{2i(s+α)‖∆if‖p1,µ1
i−3∑
j=−∞
2−αj‖∆jg‖p2,µ22
α(j−i)}i‖lq
≤ C‖{2i(s+α)‖∆if‖p1,µ1(sup
j
2−αj‖∆jg‖p2,µ2)
∑
j≤i−3
2α(j−i)}i‖lq
≤ C‖f‖
N˙
s+σ1
p1,µ1,q
‖g‖
N˙
−σ1
p2,µ2,∞
,
whereM in the second inequality denotes the Hardy-Littlewood maximal operator and is bounded
in the Morrey space when 1 < p < ∞ and 0 ≤ µ < n, we can refer to [ [2], Chapter 6] for the
details.
From these estimates, we obtain
‖h1‖N˙p,µ,qs ≤ C‖f‖N˙ s+αp1,µ1,q
‖g‖N˙−αp2,µ2,∞
,
where 1 < p < ∞, 1 < q < ∞ 1 < p1 < ∞, 1 < p2 ≤ ∞ with 1/p = 1/p1 + 1/p2 and
µ/p = µ1/p1 + µ2/p2.
If we replace the role of f and g in h1 with that of f and g in h2 , respectively, we obtain the
following similar estimate as above:
‖h2‖N˙p,µ,qs ≤ C‖f‖N˙−βr1,ν1,q
‖g‖N˙ s+βr2,ν2,∞
,
where 1 < p < ∞, 1 < q < ∞ 1 < r1 < ∞, 1 < r2 ≤ ∞ with 1/p = 1/r1 + 1/r2 and
µ/p = ν1/r1 + ν2/r2.
Since
suppF((ϕk ∗ f)(ϕj ∗ g))) ⊂ {ξ ∈ R
n; |ξ| ≤ 2max(k,l)+2},
there holds ϕj ∗ (ϕk ∗ f)(ϕj ∗ g) = 0 for max(k, l) + 2 ≤ j − 1. Thus, we can deal with h3 as
‖h3‖N˙p,µ,qs ≤ ‖{2
sj‖
∑
max(k,l)+2≥j
∑
|k−l|≤2
∆j (∆kf) (∆lg) ‖p,µ}j‖lq
= ‖{2sj‖
∑
r≥−4
∑
|t|≤2
∆j (∆j+rf) (∆j+r+tg) ‖p,µ}j‖lq
≤
∑
r≥−4
∑
|t|≤2
‖{2sj‖∆j (∆j+rf) (∆j+r+tg) ‖p,µ}j‖lq
≤
∑
r≥−4
∑
|t|≤2
‖{2sj‖M (∆j+rf) (∆j+r+tg) ‖p,µ}j‖lq
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≤
∑
r≥−4
∑
|t|≤2
‖{2sj‖ (∆j+rf) (∆j+r+tg) ‖p,µ}j‖lq
≤
∑
r≥−4
∑
|t|≤2
2−sr2αt‖{‖2(s+α)(j+r) (∆j+rf) 2
−α(j+r+t) (∆j+r+tg) ‖p,µ}j‖lq
≤ ‖{‖2(s+α)(i) (∆if) ‖p1,µ1}i‖lq‖{2
−αi‖ (∆if) ‖p2,µ2}i‖l∞
∑
r≥−4
2−sr
≤ C‖f‖N˙ s+αp1,µ1,q
‖g‖F˙−αp2,µ2,∞
.
This proves Proposition 3.2.
The following lemma may be regarded as an embedding theorem in terms of the graph norm
associated with the maximal Lorentz regularity in Besov-Morrey spaces. Corresponding estimate
to that of usual Lebesgue spaces was proved by Giga-Sohr [15] and [24] and to that of Besov
space was proved by [23].
Lemma 3.1. Let 1 < q ≤ q0 <∞, 0 ≤ µ < n, 1 < α < α0 <∞,−∞ < s < s0 <∞ be as
2
α0
+
n− µ
q0
− s0 =
2
α
+
n− µ
q
− s− 2.
Let 1 < p <∞ satisfy
n− µ
q
≤
n− µ
p
<
2
α0
+
n− µ
q0
(
=
2
α
+
n− µ
q
− s− 2 + s0
)
.
Suppose that a measurable function u on Rn × (0, T ) satisfies that
ut, Au ∈ L
α,r(0, T ; N˙ sq,µ,∞)
with u(0) = a ∈ N˙ kp,µ,r for k = 2 + (n− µ)/p− (2/α+ (n− µ)/q − s). Then it holds that
u ∈ Lα0,r(0, T ; N˙ s0q0,µ,1)
with the estimate
‖u‖Lα0,r(0,T ;N˙ s0q0,µ,1)
≤
∥∥e−tAa∥∥
Lα0,r(0,T ;N˙
s0
q0,µ,1
)
+ C
(
‖ut‖Lα,r(0,T ;N˙ sq,µ,∞) + ‖Au‖Lα,r(0,T ;N˙ sq,µ,∞)
)
, (3.1)∥∥e−tAa∥∥
Lα0,r(0,∞;N˙
s0
q0,µ,1
)
≤ C‖a‖N˙kp,µ,r , (3.2)
where C = C(n, µ, q, α, s, p, r) is independent of u, a and T .
Proof. Let f(t) = ut + Au. Then it holds that u(t) = U(t)a + Ff(t), where U(t)a = e
−tAa
and Ff(t) =
∫ t
0
e−(t−τ)Af(τ)dτ . By the assumption, we have f ∈ Lα,r(0, T ; N˙ sq,µ,∞) with the
estimate
‖f‖Lα,r(0,T ;N˙ sq,µ,∞) ≤ ‖ut‖Lα,r(0,T ;N˙ sq,µ,∞) + ‖Au‖Lα,r(0,T ;N˙ sq,µ,∞). (3.3)
Since q ≤ q0 and s < s0, we have by Lemma 2.2(iii) that
‖Ff(t)‖N˙ s0q0,µ,1
≤
∫ t
0
∥∥∥e−(t−τ)Af(τ)∥∥∥
N˙
s0
q0,µ,1
dτ
≤ C
∫ t
0
(t− τ)−
1
2 (
n−µ
q −
n−µ
q0
)− 12 (s0−s)‖f(τ)‖N˙ sq,µ,∞dτ
≤ C
∫ t
0
(t− τ)σ−1‖f(τ)‖N˙ sq,µ,∞dτ,
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where σ ≡ 1− 12 (
n−µ
q −
n−µ
q0
)− 12 (s0− s). Since 2/α0+(n−µ)/q0− s0 = 2/α+(n−µ)/q− s− 2
and since 1 < α < α0, we have
0 <
1
2
(
n− µ
q
−
n− µ
q0
)
+
1
2
(s0 − s) =
1
2
{(
n− µ
q
− s
)
−
(
n− µ
q0
− s0
)}
=
1
2
(
2
α0
−
2
α
+ 2
)
= 1 +
(
1
α0
−
1
α
)
< 1,
σ = 1−
1
2
(
n− µ
q
−
n− µ
q0
)
−
1
2
(s0 − s) =
1
α
−
1
α0
<
1
α
,
which yields 0 < σ < 1 and 1 < α < 1/σ. Since 1/α0 = 1/α − σ, we may apply Proposition
3.1 with α∗ = α0 and with g(τ) = ‖f(τ)‖N˙ sq,µ,∞ for 0 < τ ≤ T, g(τ) = 0 for T ≤ τ so that
g ∈ Lα,r(0,∞) and obtain that ‖Ff(·)‖N˙ s0q0,µ,1
∈ Lα0,r(0, T ) with the estimate
∥∥∥‖Ff(·)‖N˙ s0q0,µ,1
∥∥∥
Lα0,r(0,T )
≤ C
∥∥∥‖f(·)‖N˙ sq,µ,∞
∥∥∥
Lα,r(0,T )
which yields with the aid of (3.3) that
‖Ff‖Lα0,r(0,T ;N˙ s0q0,µ,1)
≤ C
(
‖ut‖Lα,r(0,T ;N˙ sq,µ,∞) + ‖Au‖Lα,r(0,T ;N˙ sq,µ,∞)
)
, (3.4)
where C = C (n, q, α, s, q0, α0, s0, r) is independent of T . We next show that U(·)a ∈
Lα0,r
(
0,∞; N˙ s0q0,µ,1
)
for a ∈ N˙ kp,µ,r. By the assumption, we have that
p ≤ q ≤ q0, k = (n− µ)/p− (2/α+ (n− µ)/q − s− 2) < s0,
and hence we may take k1, k2 and 0 < θ < 1 so that k1 < k < k2 < s0 and so that k =
(1− θ)k1 + θk2. For a ∈ N˙ kip,µ,∞, i = 1, 2, it holds by Lemma 2.2(iii) that
∥∥e−tAa∥∥
N˙
s0
q0,µ,1
≤ Ct−
1
2 (
n−µ
p −
n−µ
q0
)− 12 (s0−ki)‖a‖
N˙
ki
p,µ,∞
, i = 1, 2
for all t > 0. Hence the map St
St : a ∈ N˙
ki
p,µ,∞ →
∥∥e−tAa∥∥
N˙
s0
q0 ,µ,1
∈ Lαi,∞(0,∞)
is a bounded sub-additive operator for 1/αi =
1
2 ((n− µ)/p− (n− µ)/q0) +
1
2 (s0 − ki) , i = 1, 2.
By the real interpolation, St extends to the map
St : a ∈
(
N˙ k1p,µ,∞, N˙
k2
p,µ,∞
)
θ,r
→
∥∥e−tAa∥∥
N˙
s0
q0 ,µ,1
∈ (Lα1,∞(0,∞), Lα2,∞(0,∞))θ,r .
Since
(
N˙ k1p,µ,∞, N˙
k2
p,µ,∞
)
θ,r
= N˙ kp,µ,r, and since (L
α1,∞(0,∞), Lα2,∞(0,∞))θ,r = L
α0,r(0,∞) im-
plied by (1 − θ)/α1 + θ/α2 =
1
2 ((n− µ)/p− (n− µ)/q0) +
1
2 (s0 − k) = 1/α0, we obtain the
estimate ∥∥∥∥∥∥e−tAa∥∥N˙ s0q0,µ,1
∥∥∥∥
Lα0,r(0,∞)
≤ C‖a‖N˙kp,µ,r (3.5)
where C = C (n, q, α, s, q0, α0, s0, r). Now the desired estimates (3.1) and (3.2) are consequences
of (3.4) and (3.5). This proves Lemma 3.1.
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The following lemma is a bilinear estimate for the nonlinear term u · ∇v in (1.1) in terms of
the graph norm associated with the maximal Lorentz regularity theorem of the Stokes operator
A. The space Lα,r(0,∞; N˙ sq,µ,∞) for 2/α + (n − µ)/q − s = 3 is closely related to the scaling
invariance with respect to equation (1.1).
Lemma 3.2. Let 1 < q <∞, 1 < α <∞, 0 ≤ µ < n and −1 < s <∞ satisfy 2/α+(n−µ)/q−s =
3. Let 1 < p ≤ q and 1 ≤ r ≤ ∞. For measurable functions u and v in Rn × (0, T ), 0 < T ≤ ∞
with the properties that
ut, Au, vt, Av ∈ L
α,r(0, T ; N˙ sq,µ,∞), (3.6)
u(0) = a, v(0) = b ∈ N˙−1+(n−µ)/pp,µ,r (3.7)
it holds that P(u · ∇v) ∈ Lα,r(0, T ; N˙ sq,µ,∞) with the estimate
‖P(u · ∇v)‖Lα,r(0,T ;N˙ sq,µ,∞)
≤ C
(∥∥e−tAa∥∥
Lα0,r(0,T ;N˙
s0
q0,µ,1
)
+ ‖ut‖Lα,r(0,T ;N˙ sq,µ,∞) + ‖Au‖Lα,r(0,T ;N˙ sq,µ,∞)
)
×
(∥∥e−tAb∥∥
Lα0,r(0,T ;N˙
s0
q0,µ,1
)
+ ‖vt‖Lα,r(0,T ;N˙ sq,µ,∞) + ‖Av‖Lα,r(0,T ;N˙ sq,µ,∞)
)
(3.8)
for some α < α0 <∞, q ≤ q0 <∞ and s < s0 <∞ such that 2/α0 + (n− µ)/q0 − s0 = 1 where
C = C (n, µ, q, α, q0, α0, p, r) is a constant independent of 0 < T ≤ ∞.
Proof. Let us take α0 > α, q0 ≥ q and s0 ∈ R so that
α0 = 2α, max{(n−µ)/p−1/α, s+2−1/α}< (n−µ)/q0, max{s+1, (n−µ)/p−1}< s0 (3.9)
satisfying
2/α0 + (n− µ)/q0 − s0 = 1. (3.10)
Since −1 < s, we have by (3.9) that 0 < s+ 1 < s0, and hence there exists σ ∈ R such that
0 < σ < s0 − (s+ 1). (3.11)
Let us define q1 and q2 by
s0 −
n− µ
q0
= s+ 1 + σ −
n− µ
q1
, (3.12)
s0 −
n− µ
q0
= −σ −
n− µ
q2
. (3.13)
By (3.11) we have that q0 < q1 and q0 < q2. Hence it follows that from Lemma 2.2(iii) that
N˙ s0q0,µ,∞ →֒ N˙
s+1+σ
q1,µ,∞ , N˙
s0
q0,µ,∞ →֒ N˙
−σ
q2,µ,∞. (3.14)
Furthermore, since 2/α0 + (n− µ)/q0 − s0 = 1 and α0 = 2α, we have that
1/q1 + 1/q2 = 1/q. (3.15)
Then it follows from (3.14), (3.15) and Proposition 3.2 that
‖P(u · ∇v)‖N˙ sq,µ,∞ = ‖∇ · P(u⊗ v)‖N˙ sq,µ,∞ = ‖P(u⊗ v)‖N˙ s+1q,µ,∞ ≤ C‖(u⊗ v)‖N˙ s+1q,µ,∞
≤ C(‖u‖N˙ s+1+σq1,µ,∞
‖v‖N˙−σq2,µ,∞
+ ‖u‖N˙−σq2,µ,∞
‖v‖N˙ s+1+σq1,µ,∞
)
≤ C‖u‖N˙ s0q0,µ,∞
‖v‖N˙ s0q0,µ,∞
.
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Since α0 = 2α and since L
α,r(0, T ) →֒ Lα,2r(0, T ), we have by the Ho¨lder inequality in the
Lorentz space on (0, T ) that∥∥∥‖P(u, ·∇v)‖N˙ sq,µ,∞
∥∥∥
Lα,r(0,T )
≤ C
∥∥∥‖u‖N˙ s0q0,µ,∞
∥∥∥
Lα0,2r(0,T )
∥∥∥‖v‖N˙ s0q0,µ,∞
∥∥∥
Lα0,2r(0,T )
≤ C
∥∥∥‖u‖N˙ s0q0,µ,∞
∥∥∥
Lα0,r(0,T )
∥∥∥‖v‖N˙ s0q0,µ,∞
∥∥∥
Lα0,r(0,T )
,
namely
‖P(u · ∇v)‖Lα,r(0,T ;N˙ sq,µ,∞) ≤ C‖u‖Lα0,r(0,T ;N˙
s0
q0,µ,∞
)‖v‖Lα0,r(0,T ;N˙ s0q0,µ,∞)
, (3.16)
where C = C (n, µ, q, α, q0, α0, r) is a constant independent of 0 < T ≤ ∞. Since p ≤ q, (n −
µ)/p− 1 < s0, and since 2/α0 + (n− µ)/q0 − s0 = 1, we have
(n− µ)/q ≤ (n− µ)/p < s0 + 1 = 2/α0 + (n− µ)/q0,
k = 2 + (n− µ)/p− (2/α+ (n− µ)/q − s) = −1 + (n− µ)/p.
Hence it follows from Lemma 3.1 with k = −1 + (n− µ)/p that
‖u‖Lα0,r(0,T ;N˙ s0q0,µ,∞)
≤ C
(∥∥e−tAa∥∥
Lα0,r(0,T ;N˙
s0
q0,µ,1
)
+ ‖ut‖Lα,r(0,T ;N˙ sq,µ,∞) + ‖Au‖Lα,r(0,T ;N˙ sq,µ,∞)), (3.17)
‖v‖Lα0,r(0,T ;B˙s0q0,µ,∞)
≤ C
(∥∥e−tAb∥∥
Lα0,r(0,T ;N˙
s0
q0,µ,1
)
+ ‖vt‖Lα,r(0,T ;N˙ sp,µ,∞) + ‖Av‖Lα,r(0,T ;N˙ sp,µ,∞)) (3.18)
with C = C (n, µ, q, α, q0, α0, r) independent of 0 < T ≤ ∞. Now from (3.16), (3.17) and (3.18),
we obtain the desired estimate (3.8). This proves Lemma 3.2.
The following lemma is useful to prove the additional regularity of u. It states that if u itself
belongs to certain scaling invariant class, then we gain the regularity of the nonlinear term u ·∇v
in accordance with that of v.
Lemma 3.3. Let u ∈ Lα0,r(0, T ; N˙ s0q0,µ0,∞), 0 < T ≤ ∞ for 2/α0 + (n − µ0)/q0 − s0 = 1 with
s0 > 0. Suppose that q
∗, α∗, s∗, µ∗ and p∗ satisfy
(n− µ∗)/q∗ ≤ (n− µ∗)/p∗ < 2/α∗ + (n− µ∗)/q∗,
1 < α∗ < α0, −1 < s
∗ < s0 − 1, 0 ≤ µ
∗ ≤ µ0 < n. (3.19)
Then for every function v with vt, Av ∈ Lα
∗,r∗(0, T ; N˙ s
∗
q∗,µ∗,∞), 0 < T ≤ ∞ for 1 ≤ r
∗ ≤ ∞, and
v(0) ∈ N˙ k
∗
p∗,µ∗,r∗ for k
∗ = 2 + (n− µ∗)/p∗ − (2/α∗ + (n− µ∗)/q∗ − s∗), it holds that
P(u · ∇v) ∈ Lα
∗,r∗(0, T ; N˙ s
∗
q∗,µ∗∞)
with the estimate
‖P(u · ∇v)‖Lα∗,r∗ (0,T ;N˙ s∗
q∗,µ∗,∞
)
≤ C‖u‖Lα0,r(0,T ;N˙ s0q0,µ0,∞)
(‖v(0)‖N˙k∗
p∗,µ∗,r∗
+ ‖vt‖Lα∗,r∗ (0,T ;N˙ s∗
q∗,µ∗,∞
)
+‖Av‖Lα∗,r∗ (0,T ;N˙ s∗
q∗,µ∗,∞
)) (3.20)
where C = C (n, µ0, µ
∗, q0, α0, q
∗, α∗, s∗, p∗, r∗) is a constant independent of 0 < T ≤ ∞.
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Proof. Let us take α∗0 > α
∗, q∗0 ≥ q
∗ and s∗0 > s
∗ + 1 so that
2/α∗0 + (n− µ
∗)/q∗0 − s
∗
0 = 2/α
∗ + (n− µ∗)/q∗ − s∗ − 2, (3.21)
1/α∗0 = 1/α
∗ − 1/α0, (3.22)
(n− µ∗)/p∗ − (2/α∗ + (n− µ∗)/q∗) + s∗ + 2 < s∗0. (3.23)
Since s∗ + 1 < s∗0, it holds that 0 < s
∗
0 − (s
∗ + 1). Since s0 > 0, there exists σ1 > 0 such that
− s0 < σ1 < s
∗
0 − (s
∗ + 1) . (3.24)
Since s∗ < s0 − 1 and since s∗ + 1− s0 < s∗ + 1 < s∗0 implied by s0 > 0, it holds that
0 < s0 − (s
∗ + 1) , −s∗0 < s0 − (s
∗ + 1) . (3.25)
Hence there exists σ2 > 0 such that
− s∗0 < σ2 < s0 − (s
∗ + 1) . (3.26)
Let us define q∗1 , q
∗
2 , q˜
∗
1 and q˜
∗
2 by
n− µ∗
q∗1
− (s∗ + 1 + σ1) =
n− µ∗
q∗0
− s∗0,
n− µ∗
q∗2
+ σ1 =
n− µ0
q0
− s0,
n− µ∗
q˜∗1
+ σ2 =
n− µ∗
q∗0
− s∗0,
n− µ∗
q˜∗2
− (s∗ + 1 + σ2) =
n− µ0
q0
− s0.
By (3.24) and (3.26), we have
q∗0 < q
∗
1 ; q0 < q
∗
2 ; q
∗
0 < q˜
∗
1 ; q0 < q˜
∗
2 .
Hence it follows from Lemma 2.1(ii) that
N˙
s∗0
q∗0 ,µ
∗,∞ →֒ N˙
s∗+1+σ1
q∗1 ,µ
∗,∞ ,
N˙ s0q0,µ0,∞ →֒ N˙
−σ1
q∗2 ,µ
∗,∞,
N˙
s∗0
q∗0 ,µ
∗,∞ →֒ N˙
−σ2
q˜∗1 ,µ
∗,∞,
N˙ s0q0,µ0,∞ →֒ N˙
s∗+1+σ2
q˜∗2 ,µ
∗,∞ . (3.27)
Furthermore by (3.21) and (3.22), we have that
1
q∗1
+
1
q∗2
=
1
q∗
,
1
q˜∗1
+
1
q˜∗2
=
1
q˜∗
. (3.28)
Hence it follows from (3.27), (3.28) and Proposition 3.2 that
‖P(u · ∇v)‖N˙ s∗
q∗,µ∗,∞
= ‖∇ · P(u⊗ v)‖N˙ s∗
q∗,µ∗,∞
≤ C‖u⊗ v‖
N˙ s
∗+1
q∗,µ∗,∞
(3.29)
≤ C(‖v‖
N˙
s∗+1+σ1
q∗1 ,µ
∗,∞
‖u‖
N˙
−σ1
q∗
2
,µ∗,∞
+ ‖v‖
N˙
−σ2
q˜∗
1
,µ∗,∞
‖u‖
N˙
s∗+1+σ2
q˜∗2 ,µ
∗,∞
) (3.30)
≤ C‖v‖
N˙
s∗
0
q∗
0
,µ∗,∞
‖u‖N˙ s0q0,µ0,∞
(3.31)
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where C = C (n, µ0, µ
∗, q0, α0, s0, q
∗, α∗, s∗). Since 1/α∗ = 1/α∗0 + 1/α0, implied by (3.22), we
have by the Ho¨lder inequality that∥∥∥‖P(u · ∇v)‖N˙ s∗
q∗,µ∗,∞
∥∥∥
Lα∗,r∗ (0,T )
≤
∥∥∥∥∥‖v‖N˙ s∗0q∗0 ,µ∗,∞
∥∥∥∥∥
Lα
∗
0 ,r
∗
(0,T )
∥∥∥‖u‖N˙ s0q0,µ0,∞
∥∥∥
Lα0,∞(0,T )
≤ ‖‖v‖
N˙
s∗
0
q∗0 ,µ
∗,∞
‖
Lα
∗
0
,r∗ (0,T )
‖‖u‖N˙ s0p0,µ0,∞
‖Lα0,r(0,T ) (3.32)
where C = C (n, µ0, µ
∗, q0, α0, q
∗, α∗, s∗, p∗, r∗) is a constant independent of 0 < T ≤ ∞. By
(3.21) and (3.23), we have that (n − µ∗)/q∗ ≤ (n − µ∗)/p∗ < 2/α∗0 + (n − µ
∗)/q∗0 and hence it
follows from Lemma 3.1 that
‖v‖
Lα
∗
0
,r∗ (0,T ;N˙
s∗
0
q∗0 ,µ
∗,∞
)
(3.33)
≤ C(‖v(0)‖N˙k∗
p∗,µ∗,r∗
+ ‖vt‖Lα∗,r∗ (0,T ;N˙ s∗
q∗,µ∗,∞
) + ‖Av‖Lα∗,r∗ (0,T ;N˙ s∗
q∗,µ∗,∞
)). (3.34)
with a constant C independent of 0 < T ≤ ∞. Now from (3.32) and (3.33), we obtain the desired
estimate (3.20). This proves Lemma 3.3.
4 Proof of Theorems 1.2, 1.3, 1.4
4.1 Proof of Theorem 1.2
(i) In case 1 ≤ q <∞: We first prove existence of the solution u of (1.8) on (0, T ∗) for some
0 < T∗ ≤ T . Let a ∈ N˙
−1+n−µp
p,µ,r and f ∈ Lα,r(0, T ; N˙ sq,µ,∞) for 2/α + (n − µ)/q − s = 3 with
1 < q <∞, 1 < α <∞, 0 ≤ µ < n and −1 < s satisfying (1.5). We define u0 by
u0(t) = e
−tAa+
∫ t
0
e−(t−τ)APf(τ)dτ ≡ u(1)0 (t) + u
(2)
0 (t), 0 < t < T. (4.1)
We shall solve (1.8) in the form u = u0 + v. Then the solvability of (1.8) can be reduced to
construct the solution v of the following equation{
dv
dt +Av = −P (u0 · ∇v + v · ∇u0 + v · ∇v + u0 · ∇u0) a.e. t ∈ (0, T∗) in N˙
s
q,µ,∞
v(0) = 0.
(4.2)
By assumption (1.5) we have that
(n− µ)/q ≤ (n− µ)/p < 2/α+ (n− µ)/q. (4.3)
Hence it follows from Proposition 2.1 and Theorem 1.1 that∥∥∥∥∥du
(1)
0
dt
∥∥∥∥∥
Lα,r(0,∞;N˙ sq,µ,1)
+
∥∥∥Au(1)0 ∥∥∥
Lα,r(0,∞;N˙ sq,µ,1)
≤ C‖a‖
N˙
−1+(n−µ)/p
p,µ,r
, (4.4)
∥∥∥∥∥du
(2)
0
dt
∥∥∥∥∥
Lα,r(0,T ;N˙ sq,µ,∞)
+
∥∥∥Au(2)0 ∥∥∥
Lα,r(0,T ;N˙ sq,µ,∞)
≤ C‖f‖Lα,r(0,T ;N˙ sq,µ,∞), (4.5)
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where C = C(n, µ, p, α, r, q) is a constant independent of 0 < T ≤ ∞. We solve (4.2) by the
following successive approximation{ dv0
dt +Av0 = −P (u0 · ∇u0) a.e. t ∈ (0, T ) in N˙
s
q,µ,∞
v0(0) = 0.
(4.6)


dvj+1
dt +Avj+1
= −P (u0 · ∇vj + vj · ∇u0 + vj · ∇vj + u0 · ∇u0) a.e. t ∈ (0, T ) in N˙ sq,µ,∞
vj+1(0) = 0, j = 0, 1, · · · .
(4.7)
Set
XT =
{
v : Rn × (0, T )→ Rn; vt, Av ∈ L
α,r(0, T ; N˙ sq,µ,∞), v(0) = 0
}
equipped with the norm
‖v‖XT := ‖vt‖Lα,r(0,T ;N˙ sq,µ,∞) + ‖Av‖Lα,r(0,T ;N˙ sq,µ,∞).
XT is a Banach space. By (4.4) and (4.5), it holds that ‖u0‖XT < ∞. Since a ∈ N˙
−1+ n−µp
p,µ,r , we
have by Lemma 3.2 that
−P (u0 · ∇u0) ∈ L
α,r(0, T ; N˙ sq,µ,∞)
with the estimate
‖P (u0 · ∇u0)‖Lα,r(0,T ;N˙ sq,µ,∞) ≤ C
(∥∥e−tAa∥∥
Lα0,r(0,T ;N˙
s0
q0,µ,1
)
+ ‖u0‖XT
)2
,
where C = C(n, µ, q, α, α0, q0, p, r) is a constant independent of 0 < T ≤ ∞. Hence it follows
from Theorem 1.1 that there is a unique solution v0 of (4.6) in the class XT .
Assume that vj ∈ XT . Again by Lemma 3.2, we have that
−P (u0 · ∇vj + vj · ∇u0 + vj · ∇vj + u0 · ∇u0) ∈ L
α,r(0, T ; N˙ sq,µ,∞)
with the estimate
‖P (u0 · ∇vj + vj · ∇u0 + vj · ∇vj + u0 · ∇u0)‖Lα,r(0,T ;N˙ sq,µ,∞)
≤ C
(
2(‖e−tAa‖Lα0,r(0,T ;N˙ s0q0,µ,1)
+ ‖u0‖XT )‖vj‖XT
+‖vj‖
2
XT + (‖e
−tAa‖Lα0,r(0,T ;N˙ s0q0,µ,1)
+ ‖u0‖XT )
2
)
(4.8)
for some α0 > α, q0 ≥ q and s0 > s such that 2/α0 + (n − µ)/q0 − s0 = 1, where C =
C (n, µ, q, α, q0, α0, p, r) is a constant independent of 0 < T ≤ ∞. Then it follows from Theorem
1.1 that there exists a unique solution vj+1 of (4.7) in XT with the estimate
‖vj+1‖XT ≤ C
(
2(‖e−tAa‖Lα0,r(0,T ;N˙ s0q0,µ,1)
+ ‖u0‖XT )‖vj‖XT
+ ‖vj‖
2
XT + (‖e
−tAa‖Lα0,r(0,T ;N˙ s0q0,µ,1)
+ ‖u0‖XT )
2
)
(4.9)
where C = C (n, µ, q, α, q0, α0, p, r) is a constant independent of 0 < T ≤ ∞.
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By induction, we have that vj ∈ XT for all j = 1, 2, · · · . Hence, if there is 0 < T∗ ≤ T such
that ∥∥e−tAa∥∥
Lα0,r(0,T∗;N˙
s0
q0,µ,1
)
+ ‖u0‖XT∗ <
1
4C
, (4.10)
then we obtain from (4.9) that
‖vj‖XT∗
≤
1
2C
(
1− 2C(‖e−tAa‖Lα0,r(0,T∗;N˙ s0q0,µ,1)
+ ‖u0‖XT∗ )
−
√
1− 4C(‖e−tAa‖Lα0,r(0,T∗;N˙ s0q0,µ,1)
+ ‖u0‖XT∗ )
)
≡ K, for all j = 1, 2, · · · .(4.11)
It should be noted that all constants C appearing in (4.9), (4.10) and (4.11) are the same and
independent of 0 < T ≤ ∞.
Defining wj ≡ vj − vj−1 (v−1 = 0), we obtain from (4.7) that{
dwj+1
dt +Awj+1 = −P (u0 · ∇wj + wj · ∇u0 + vj · ∇wj + wj · ∇vj−1) ,
wj+1(0) = 0, j = 0, 1, · · · .
Similarly to (4.9), we have by (4.11) that
‖wj+1‖XT∗
≤ C
(
2(‖e−tAa‖Lα0,r(0,T∗;N˙ s0q0,µ,1)
+ ‖u0‖XT∗ )‖wj‖XT∗
+‖vj‖XT∗‖wj‖XT∗ + ‖vj−1‖XT∗‖wj‖XT∗
)
≤ C
(
2(‖e−tAa‖Lα0,r(0,T∗;N˙ s0q0,µ,1)
+ ‖u0‖XT∗ ) + 2K
)
‖wj‖XT∗ , j = 1, 2, · · · , (4.12)
which yields that
‖wj‖XT∗
≤
{
2C(
∥∥e−tAa∥∥
Lα0,r(0,T∗;N˙ s0q0,µ,1)
+ ‖u0‖XT∗ +K)
}j
‖v0‖XT∗ , j = 1, 2, · · · .
By (4.11), it holds that
2C
(∥∥e−tAa∥∥
Lα0,r(0,T∗;N˙
s0
q0,µ,1
)
+ ‖u0‖XT∗ +K
)
= 1−
√
1− 4C(‖e−tAa‖Lα0,r(0,T∗;N˙ s0q0,µ,1)
+ ‖u0‖XT∗ ) < 1,
from which it follows that
∞∑
j=1
‖wj‖XT∗
<∞.
This implies that there exists a limit v ∈ XT∗ of {vj}
∞
j=1 in XT∗ . Now letting j → ∞ in both
sides of (4.7), we see easily from Lemma 3.2 that v is a solution of (4.2) on (0, T∗), provided the
hypothesis (4.10) is fulfilled. Concerning the validity of the condition (4.10), since 1 ≤ r < ∞,
we see from (3.2), (4.4) and (4.5) that there exists 0 < T∗ ≤ T such that the estimate (4.10)
holds. Hence we have proved the existence of the solution u of (1.8) on (0, T∗).
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Next, we shall show (1.10). Indeed, for α < α0, q ≤ q0 and max{s, (n − µ)/p − 1} < s0
satisfying 2/α0 + (n− µ)/q0 − s0 = 1, it holds that
(n− µ)/q ≤ (n− µ)/p < s0 + 1 = 2/α0 + (n− µ)/q0,
k = 2 + (n− µ)/p− (2/α+ (n− µ)/q − s) = −1 + (n− µ)/p.
Hence, from Lemma 3.1 we obtain (1.10).
Now, it remains to prove the uniqueness. Let u1 and u2 be two solutions of (1.8) on (0, T∗)
in the class (1.12). Defining w = u1 − u2, we have{
dw
dt +Aw = −P (u1 · ∇w + w · ∇u2) a.e. t ∈ (0, T∗) in N˙
s
q,µ,∞
w(0) = 0.
(4.13)
It holds by Lemma 3.2 that
‖P (u1 · ∇w + w · ∇u2)‖Lα,r(0,T∗;N˙ sq,µ,∞)
≤ C(‖e−tAa‖Lα0,r(0,T∗;N˙ s0q0,µ0,1)
+ ‖u1‖XT∗ + ‖u2‖XT∗ )‖w‖XT∗ . (4.14)
Then it follows from (4.13), (4.14) and Theorem 1.1 that
‖w‖XT∗ ≤ C
(∥∥e−tAa∥∥
Lα0,r(0,T∗;N˙
s0
q0,µ,1
)
+ ‖u1‖XT∗ + ‖u2‖XT∗
)
‖w‖XT∗ , (4.15)
where C = C(n, µ, q, α, q0, α0, p, r) is a constant independent of T∗. Since 1 ≤ r < ∞, there is
some σ > 0 such that ∥∥e−tAa∥∥
Lα0,r(τ,τ+σ;N˙
s0
q0,µ,1
)
<
1
4C
, (4.16)∥∥∥∥duidt
∥∥∥∥
Lα,r(τ,τ+σ;N˙ sq,µ,∞)
+ ‖Aui‖Lα,r(τ,τ+σ;N˙ sq,µ,∞) <
1
4C
, i = 1, 2 (4.17)
hold for all τ ∈ (0, T∗), where C is the same constant as in (4.15). Then we have by (4.15), (4.16)
that w(t) = 0 for t ∈ [0, σ]. Since σ depends only on the constant C in (4.15), we may repeat the
same argument on the interval [σ, 2σ] to conclude that w(t) = 0 for t ∈ [0, 2σ]. Proceeding further
for t ≥ 2σ successively, within finitely many steps, we deduce that w(t) = 0 for all t ∈ [0, T∗),
which implies the desired uniqueness.
(ii) In case q =∞. Let a ∈ N˙
−1+
(n−µ)
p
p,µ,∞ and f ∈ Lα,∞(0, T ; N˙ sq,µ,∞) for 2/α+(n−µ)/q−s = 3
with n− µ < p ≤ q <∞, 1 < α <∞ and −1 < s satisfying (1.5). Although the estimates (3.2),
(4.4) and (4.5) hold even for q =∞, we need such an additional assumption as (1.11) to deduce
(4.10). Indeed, by (1.11) it holds that
a = a0 + a1, for a0 ∈Mp,µ and a1 ∈ N˙
−1+ (n−µ)p
p,µ,∞ with ‖a1‖
N˙
−1+
(n−µ)
p
p,µ,∞
< Cη, (4.18)
‖f(t)‖N˙ sq,µ,∞ = g0(t) + g1(t), 0 < t < T
for g0 ∈ L
∞(0, T ) and g1 ∈ L
α,∞(0, T ) with ‖g1‖Lα,∞(0,T ) < Cη, (4.19)
where C = C(n, µ, q, α) is independent of T . For a moment, let us assume (4.18) and (4.19).
First, by (3.9), notice that we may take s0 > 0 in (4.10) because s > −1. since n−µ < p ≤ q ≤ q0
and since 2/α0 + (n− µ)/q0 − s0 = 1, we have
‖e−tAa0‖N˙ s0q0,µ,1
≤ Ct−
1
2 (
(n−µ)
p −
(n−µ)
q0
)−
s0
2 ‖a0‖N˙ 0p,µ,∞ ≤ Ct
− 1α0
+ 12 (1−
(n−µ)
p )‖a0‖Mp,µ ,
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which yields that
∥∥e−tAa0∥∥Lα0,∞(0,T ;N˙ s0q0,µ,1) ≤ C
(∫ T
0
∥∥e−tAa0∥∥α0N˙ s0q0,µ,1 dt
) 1
α0
≤ C ‖a0‖Mp,µ T
1
2 (1−
(n−µ)
p ) (4.20)
with C = C (n, µ, q0, α0, p) independent of T. Similarly, since 2/α+ (n− µ)/q − s = 3, we have
∥∥Ae−tAa0∥∥N˙ sq,µ,1 ≤ ∥∥e−tAa0∥∥N˙ s+2q,µ,1 ≤ Ct− 12 ( (n−µ)p − (n−µ)q )− s+22 ‖a0‖N˙ 0p,µ,∞
≤ Ct−
1
α+
1
2 (1−
(n−µ)
p ) ‖a0‖Mp,µ ,
which yields that
∥∥Ae−tAa0∥∥Lα,∞(0,T ;N˙ sq,µ,1) ≤ C
(∫ T
0
∥∥Ae−tAa0∥∥αN˙ sq,µ,1 dt
) 1
α
≤ C ‖a0‖Mp,µ T
1
2 (1−
(n−µ)
p ) (4.21)
with C = C(n, µ, q, α, p) independent of T. By (4.18), (3.2) and Proposition 2.1, it holds that∥∥e−tAa1∥∥Lα0,∞(0,T ;N˙ s0q0,µ,1) +
∥∥Ae−tAa1∥∥Lα,∞(0,T ;N˙ sq,µ,1) ≤ Cη (4.22)
with C = C(n, µ, q, α, q0, α0) independent of T . Similarly to (4.5), we obtain from (4.19) that∥∥∥u(2)0 ∥∥∥
XT
≤ C ‖g0 + g1‖Lα,∞(0,T ) ≤ C
(
‖g0‖L∞(0,T ) T
1
α + η
)
(4.23)
with C = C(n, µ, q, α) independent of T , where u
(2)
0 (t) =
∫ t
0 e
−(t−τ)APf(τ)dτ. It follows from
(4.20)-(4.23) that
∥∥e−tAa∥∥
Lα0,∞(0,T ;N˙
s0
q0,µ,1
)
+‖u0‖XT ≤ C
(
‖a0‖Mp,µ T
1
2 (1−
(n−µ)
p ) + ‖g0‖L∞(0,T ) T
1
α + η
)
, (4.24)
where C = C(n, µ, q, α, q0, α0, p) is independent of T . Hence, taking η and T∗ sufficiently small,
we obtain from the above estimate that
∥∥e−tAa∥∥
Lα0,∞(0,T∗;N˙
s0
q0,µ,1
)
+ ‖u0‖XT∗ <
1
4C
, (4.25)
which implies that the condition (4.10) is fulfilled.
Now, we are in a position to show the decompositions (4.18) and (4.19). We define a0 and a1
by
a0 ≡
N∑
j=−∞
ϕj ∗ a and a1 ≡
∞∑
j=N+1
ϕj ∗ a (4.26)
respectively. Indeed, since 1− (n− µ)/p > 0, implied by (n− µ) < p, it holds that
‖a0‖Mp,µ ≤
N∑
j=−∞
‖ϕj ∗ a‖Mp,µ
≤
(
sup
−∞<j≤N
2(−1+
(n−µ)
p )j ‖ϕj ∗ a‖Mp,µ
) N∑
j=−∞
2(1−
(n−µ)
p )j
≤ C‖a‖
N˙
−1+
(n−µ)
p
p,µ,∞
. (4.27)
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By (1.11) we have that
‖a1‖
N˙
−1+
(n−µ)
p
p,µ,∞
= sup
j∈Z
2(−1+
n−µ
p )j‖ϕj ∗ a1‖Mp,µ
= sup
j≥N
2(−1+
(n−µ)
p )j‖ϕj ∗
∞∑
l=N+1
ϕl ∗ a‖Mp,µ
= sup
j≥N
2(−1+
(n−µ)
p )j‖ϕj ∗ (ϕj−1 + ϕj + ϕj+1) ∗ a‖Mp,µ
≤ C sup
j≥N
2(−1+
(n−µ)
p )j‖ϕj ∗ a‖Mp,µ ≤ Cη. (4.28)
Hence from (4.27) and (4.28) we obtain (4.18).
We next show (4.19). By (1.11), there is R > 0 such that
sup
t≥R
t
∣∣∣{τ ∈ (0, T ); ‖f(τ)‖N˙ sq,µ,∞ > t
}∣∣∣ 1α < 2η. (4.29)
Then we may define g0 and g1 by
g0(t) =
{
‖f(t)‖N˙ sq,µ,∞ for t ∈ (0, T ) such that ‖f(t)‖N˙ sq,µ,∞ ≤ R
0 for t ∈ (0, T ) such that ‖f(t)‖N˙ sq,µ,∞ > R
(4.30)
and g1(t) = ‖f(t)‖N˙ qq,µ,∞ − g0(t), respectively. Obviously, we see that g0 ∈ L
∞(0, T ). Since
g1(t) = 0 for all t ∈ (0, T ) such that ‖f(t)‖N˙ sq,µ,∞ ≤ R, it follows from (4.29) that
‖g1‖Lα,∞(0,T ) = sup
t>0
t |{τ ∈ (0, T ); g1(τ) > t}|
1
α
= max
{
sup
0<t≤R
t |{τ ∈ (0, T ); g1(τ) > t}|
1
α , sup
R<t<∞
t |{τ ∈ (0, T ); g1(τ) > t}|
1
α
}
= max
{
R |{τ ∈ (0, T ); g1(τ) > R}|
1
α , sup
R<t<∞
t |{τ ∈ (0, T ); g1(τ) > t}|
1
α
}
= sup
R≤t<∞
t |{τ ∈ (0, T ); g1(τ) > t}|
1
α ≤ 2η
which yields (4.19). Concerning validity of (1.13), the proof is parallel to that of (1.10) as in the
above case (i). So, we may omit it.
Now it remains to prove uniqueness of solutions in the class (1.12) under the condition (1.14).
Suppose that u1 and u2 are two solutions of (1.8) on (0, T∗) in the class (1.12) satisfying
sup
N≤j<∞
2(−1+(n−µ)/p)j ‖ϕj ∗ a‖Mp,µ
+ lim sup
t→∞
t
∣∣∣{τ ∈ (0, T∗) ;Fi(t) ≡ ‖ui,t(t)‖N˙ sq,µ,∞ + ‖Aui(t)‖N˙ sq,µ,∞ > t
}∣∣∣ 1α ≤ κ
for i = 1, 2. In the same way as in (4.24), we see that
‖e−tAa‖Lα0,∞(0,τ ;N˙ s0q0,µ0,∞)
+ ‖ui‖Xτ
≤ C
(
‖a0‖Mp,µτ
1
2 (1−
(n−µ)
p ) + ‖g
(i)
0 ‖L∞(0,T∗)τ
1
α + κ
)
, i = 1, 2 (4.31)
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for all τ ∈ (0, T∗) with C = C(n, µ, q, α) independent of τ, where a0 ∈ Mp,µ is the same as in
(4.18) and where g
(i)
0 ∈ L
∞(0, T∗) is defined as in (4.19) with ‖f(t)‖N˙ sq,µ,∞ replaced by Fi(t) for
i = 1, 2. Now we take
κ =
1
4C
, τ =
1(
4C
(
‖a0‖Mp,µ +
∑2
i=1
∥∥∥g(i)0 ∥∥∥
L∞(0,T∗)
)) 1
γ
(4.32)
with γ = min
{
1
2
(
1− (n−µ)p
)
, 1α
}
. Then it follows from (4.15) and (4.31) that
‖w‖Xτ ≤
1
2
‖w‖Xτ (4.33)
which yields that w(t) ≡ u1(t)− u2(t) = 0 for t ∈ [0, τ ]. Repeating this argument on the interval
[τ, 2τ ], we have that w(t) = 0 on [0, 2τ ]. Proceeding similarly beyond t ≥ 2τ within finitely many
steps, we conclude that w(t) = 0 on [0, T∗) , which yields the desired uniqueness. This proves
Theorem 1.2.
4.2 Proof of Theorem 1.3
Let a ∈ N˙
−1+ (n−µ)p
p,µ,r and f ∈ Lα,r(0,∞; N˙ sq,µ,∞) for 2/α + (n − µ)/q − s = 3 with 1 < q <
∞, 1 < α <∞, 0 ≤ µ < n and −1 < s satisfying (1.5). For such data a and f with the smallness
condition as in (1.15), we may construct the solution v of (1.1) on (0,∞). More precisely, in the
same way as in Subsection 4.1, let us define the Banach space X∞ by
X∞ ≡
{
v : Rn × (0,∞)→ Rn; vt, Av ∈ L
α,r(0,∞; N˙ sq,µ,∞), v(0) = 0
}
with the norm
‖v‖X∞ = ‖vt‖Lα,r(0,∞;N˙ sq,µ,∞) + ‖Av‖Lα,r(0,∞;N˙ sq,µ,∞).
We need to find a solution v of (4.2) with T∗ = ∞ in the class X∞ provided a and f sat-
isfy the condition (1.15). Since Theorem 1.1 and Lemmas 3.1 and 3.2 hold even in the spaces
Lα,r(0,∞; N˙ sq,µ,∞) and L
α0,r(0,∞; N˙ s0q0,µ,∞) and since all constants C appearing in the estimates
(1.7), (3.1), (3.2) and (3.8) can be chosen independently of T, we see from (4.10) that the solution
v of (4.2) on (0,∞) can be obtained provided the condition
‖e−tAa‖Ls0,q(0,∞;N˙ s0q0,µ,1)
+ ‖u0‖X∞ <
1
4C
(4.34)
is fulfilled with the same constant C as in (4.10). Since the estimates (4.4) and (4.5) hold even
for T = ∞ with the constant C = C(n, µ, q, α, p, r) independently of T, by taking ε∗ in (1.15)
sufficiently small, we have that
‖u0‖X∞ <
1
8C
. (4.35)
Obviously by (3.2) with k = −1+(n−µ)/p, choice of small ε∗ in (1.15) enables us to ensure that∥∥e−tAa∥∥
Ls0,r(0,∞;N˙
s0
q0,µ,1
)
<
1
8C
. (4.36)
Now, from (4.35) and (4.36), we see that the condition (4.34) can be achieved under the hypothesis
of (1.15), which yields the solution u of (1.1) on (0,∞) in the class (1.16). The additional property
of u as in (1.17) and uniqueness assertion are both immediate consequences of Theorem 1.2, and
so we may omit their proofs. This proves Theorem 1.3.
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4.3 Proof of Theorem 1.4
Since a ∈ N˙ k
∗
p∗,µ∗,r∗ for k
∗ = 2+ (n− µ∗)/p∗ − (2/α∗ + (n− µ∗)/q∗ − s∗) with (n− µ∗)/q∗ ≤
(n − µ∗)/p∗ < 2/α∗ + (n − µ∗)/q∗ and f ∈ Lα
∗,r∗(0,∞; N˙ s
∗
q∗,µ∗,∞), it follows from Theorem 1.1
that
du0
dt
, Au0 ∈ L
α∗,r∗(0,∞; N˙ s
∗
q∗,µ∗,∞). (4.37)
Hence it suffices to show that the solution v of (4.2) satisfies that
dv
dt
, Av ∈ Lα
∗,r∗(0,∞; N˙ s
∗
q∗,µ∗,∞). (4.38)
For that purpose, we need to return to the approximating solutions {vj}
∞
j=0 of (4.7). Let us take
α0, q0, µ and s0 so that α < α0, q ≤ q0, 0 ≤ µ∗ ≤ µ < n, max{s + 1, (n − µ)/p − 1} < s0 and
2/α0 + (n− µ)/q0 − s0 = 1. Since vj ∈ X∞, in the same way as in (1.17) we obtain from (4.11)
and Lemma 3.1 that vj ∈ L
α0,r(0,∞; N˙ s0q0,µ,∞) with the estimate
‖vj‖Lα0,r(0,∞;N˙ s0q0,µ,∞)
≤ C ‖vj‖X∞ ≤ CK (4.39)
for all j = 1, 2, · · · , where C = C (n, µ, q, α, q0, α0, p, r) . Set
Y ≡
{
v : Rn × (0,∞)→ Rn; vt, Av ∈ L
α∗,r∗(0,∞; N˙ s
∗
q∗,µ∗,∞), v(0) = 0
}
with the norm ‖ · ‖Y defined by
‖v‖Y ≡ ‖vt‖Lα∗,r∗ (0,∞;N˙ s∗
q∗,µ∗,∞
) + ‖Av‖Lα∗,r∗ (0,∞;N˙ s∗
q∗,µ∗,∞
)
Since a ∈ N˙ k
∗
p∗,µ∗,r∗ , we have by (4.37) and Lemma 3.3 that −P (u0 · ∇u0) ∈
Lα
∗,r∗(0,∞; N˙ s
∗
q∗,µ∗,∞) with the estimate
‖P(u0 · ∇u0)‖Lα∗,r∗ (0,∞;N˙ s∗
q∗,µ∗,∞
)
≤ C‖u0‖Lα0,r(0,∞;N˙ s0q0,µ,∞)
(‖a‖N˙k∗
p∗,µ∗,r∗
+ ‖u0‖Y )
≤ C(‖e−tAa‖Lα0,r(0,∞;N˙ s0q0,µ,1)
+ ‖u0‖X∞)(‖a‖N˙k∗
p∗,µ∗,r∗
+ ‖u0‖Y ) (4.40)
Hence it follows from Theorem 1.1 that the solution v0 of (4.6) has an additional regularity such
as v0 ∈ Y. Assume that vj ∈ Y . Since α∗ ≤ α < α0 and −1 < s∗ ≤ s < s0 − 1, it follows from
Lemma 3.3, (4.39) and (4.40) that
P(u0 · ∇vj + vj · ∇u0 + vj · ∇vj + u0 · ∇u0) ∈ L
α∗,r∗(0,∞; N˙ s
∗
q∗,µ∗,∞) (4.41)
with the estimate
‖P(u0 · ∇vj + vj · ∇u0 + vj · ∇vj + u0 · ∇u0)‖Lα∗,r∗ (0,∞;N˙ s∗
q∗,µ∗,∞
)
≤ C(2‖u0‖Lα0,r(0,∞;N˙ s0q0,µ,∞)
+ ‖vj‖Lα0,r(0,∞;N˙ s0q0,µ,∞)
)‖vj‖Y
+ C(‖e−tAa‖Lα0,r(0,∞;N˙ s0q0,µ,1)
+ ‖u0‖X∞)(‖a‖N˙k∗
p∗,µ∗,r∗
+ ‖u0‖Y )
≤ C∗(2(‖e
−tAa‖Lα0,r(0,∞;N˙ s0q0,µ,1)
+ ‖u0‖X∞) +K)‖vj‖Y
+ C∗(‖e
−tAa‖Lα0,r(0,∞;N˙ s0q0,µ,1)
+ ‖u0‖X∞)(‖a‖N˙k∗
p∗,µ∗,r∗
+ ‖u0‖Y ). (4.42)
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where C∗ is the constant independent of j = 1, 2, · · · . Hence it follows from Theorem 1.1 that
the solution vj+1 of (4.2) satisfies vj+1 ∈ Y. By induction, it holds vj ∈ Y for all j = 1, 2, · · · and
again from (1.7) and (4.42) we obtain
‖vj+1‖Y
≤ C∗
(
2(‖e−tAa‖Lα0,r(0,∞;N˙ s0q0,µ,1)
+ ‖u0‖X∞) +K
)
‖vj‖Y
+C∗(‖e
−tAa‖Lα0,r(0,∞;N˙ s0q0,µ,1)
+ ‖u0‖X∞)(‖a‖N˙k∗
p∗,µ∗,r∗
+ ‖u0‖Y ),
where C∗ = C∗(n, µ, µ
∗, q, α, s, r, q∗, α∗, s∗, r∗). Therefore, similarly to (4.12), we have
‖wj+1‖Y ≤ C∗
(
2(‖e−tAa‖Lα0,r(0,∞;N˙ s0q0,µ,1)
+ ‖u0‖X∞) + 2K
)
‖wj‖Y , j = 0, 1, · · · .
If
‖e−tAa‖Lα0,r(0,∞;N˙ s0q0,µ,1)
+ ‖u0‖X∞ +K <
1
2C∗
, (4.43)
then it holds that
∞∑
j=1
‖wj‖Y <∞,
which implies that the limit v of {vj}
∞
j=1 belongs to Y .
Now it remains to show (4.43). Since K can be taken arbitrarily small in accordance with
the size of ‖e−tAa‖Lα0,r(0,∞;N˙ s0q0,µ,1)
+ ‖u0‖X∞ , it follows from (3.2) and Theorem 1.1 that there
is a constant δ′ = δ′(n, µ, µ∗, q, α, s, r, q∗, α∗, s∗, r∗) ≤ δ such that if
‖a‖
N˙
−1+(n−µ)/p
p,µ,r
+ ‖f‖Lα,r(0,∞;N˙ sq,µ,∞) ≤ δ
′
then the condition (4.43) is fulfilled. This completes the proof of Theorem 1.4.
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