Bayes factor is a major Bayesian tool for model comparison especially when the model priors are the same. In this paper, the Savage-Dickey Density Ratio (SDDR) is used to derive the Bayes factor to select a model from two competing models under consideration in a normal linear regression with an independent normal-gamma prior. The Gibbs sampling technique for the joint posterior distribution with equal prior precision for both the unrestricted and restricted models is used to obtain the model estimates. The result shows that the Bayes factor gave more support to the unrestricted model against the restricted and was consistent irrespective of changes in sample size.
Introduction
Model comparison is the process by which models are compared to one another and the best model is selected using a particular model criterion. This is an effective Bayesian inference which normally requires choosing of the best model for the specific situation under investigation [1] . Usually in Bayesian paradigm, models are compared using Bayes factor, [2, 3, 4] . Bayes factors are notoriously difficult to compute, and the Bayes factor is only defined when the marginal density of y (dependent variable) under each model is proper. However, Bayes factors are easy to approximate with the Laplace-Metropolis Estimator, [5] . Although, initially the p-value of 0.05 was used for model comparison in Bayesian model selection but later showed that it cannot give much evidence against the null hypothesis [6, 7] . Just of recent, [8] and [9] proposed computationally convenient default priors with desirable theoretical properties for the Bayes factor. Also, [10] pointed out the important of priors in Bayes factor when additional information is available for a model selection process. The Bayes factor uses the ratio of marginal likelihoods of the reduced model to the unreduced model. The SDDR is another way of writing Bayes factor for comparing nested models, using non-informative prior (part of the limitations of the SDDR. A simple method for approximating the Bayes factor that generalizes a method which in turn is attributed to the idea to Savage but did not compute for the likelihood, see [11, 12, 13, 14, 15] . The use of posterior simulation to compute Bayes factor which is applicable whenever the null hypothesis is a nested hypothesis was considered in the work of several authors [16, 17] . The generalized version of the SDDR for representation of the Bayes factor of nested statistical models, the new version taking the form of a random Nikodym derivative and thus showed its applicability to a wider family of probability spaces than the original is shown in [18] .
In this paper, the likelihood function is a multivariate normal distribution, with an independent normalgamma prior, giving rise to the posterior conditional density of the parameters given the data and the precision belonging to the multivariate normal and the precision given the data and the parameters for the Gamma distribution. The normal linear regression model with independent normal-gamma prior is a very complex and complicated Bayesian econometrics model since it does not give a familiar posterior distributional form. Unlike the normal linear regression model with a conjugate normal-gamma prior which can be solved analytically. Independent normal-gamma prior can only be solved through a posterior simulation technique such as the Gibbs sampler technique. Thus, the posterior distribution does not take a familiar distributional form given rise to a situation whereby the marginal likelihood and the predictive densities do not exist, which makes it difficult for model comparison except through the use of Bayes factor which incorporates a Bayesian tool called the Savage-Dickey Density Ratio technique for the model comparison, which is the main focus for this study.
Methodology
The normal linear regression model used comprised of k independent explanatory variables, with additive error component which is normally distributed.
The model:
Where, Y is (n x 1) vector of the response variable, X is (k x k) matrix of the explanatory variables. β is the ((k+1) x 1) vector of the regression parameters. ε is the error component which is normally independently and identically distributed.
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A Generalization of the SDDR to derive the Bayes
Bayes factor is a summary of the evidence provided by the data in favor of one scientific theory represented by a statistical model, [5] . Thus, the Bayes likelihood: Akanbi et al.; AJPAS, 6(3): 25-46, 2020; Article no. the new parameters are substituted into the (7) above:
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Posterior odds ratio:
In this study, it is difficult to calculate the marginal likelihood using SDDR to compare nested models only conditions are satisfied (Appendix).
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Hence; Table 1 shows the generalized standard for accepting or rejecting a model in Bayes factor model comparison. It depicts the Bayes factor values for the evidence hypothesis against the null hypothesis which spans from 1 to 100. 
Application of Bayes factor for
The data used for this study were artificially generated explanatory variables are drawn independently from a uniform [0,1] distribution regression coefficients; β 0 = 0.0, β 1 = 10 a standard normal distribution, incorporated into the linear model to obtain the response variable using three different sample sizes, comparison of nested model (model 1 (unrestricted) . Akanbi et al.; AJPAS, 6(3): 25-46, 2020; Article no. The denominator is easily calculated, since the marginal for β is Normal, then the denominator is
The Numerator is quite difficult to obtain but the Gibbs sampler will provide output, β (s) Table 2 shows that the true value is not far from the posterior estimates, most parameters show support for model 2 (unrestricted model), GCD values are less than 1.96, which shows support for convergence, minimal NSE. HPDI also showed support for model 2 except for the intercept's credible interval. Table 3 shows that the true value is not far from the posterior estimates, most parameters show support for model 2 (unrestricted model), GCD values are less than 1.96, which shows support for convergence, while the NSE decreased. Table 4 shows that the true value is not far from the posterior estimates, most parameters show support for model 2 (unrestricted model), GCD values are less than 1.96, which shows support for convergence, while the NSE decreased. Fig. 1(b) presents the fluntuation graph after the burn-ins. Fig. 2 shows the draws before and after burn-ins, histogram & normal Q-Q plot of β 1 when the sample size is 15. Fig. 2(b) presents the fluntuation graph after the burn-ins. Fig. 3 shows the draws before and after burn-ins, histogram & normal Q-Q plot of β 2 when the sample size is 15. Fig. 3(b) presents the fluntuation graph after the burn-ins. Fig. 4 shows the draws before and after burn-ins, histogram & normal Q-Q plot of β 3 when the sample size is 15. Fig. 4(b) presents the fluntuation graph after the burn-ins. Fig. 7(b) presents the fluntuation graph after the burn-ins. Fig. 7 . Convergence diagnosis for β 1 at N = 500 Fig. 8 shows the draws before and after burn-ins, histogram & normal Q-Q plot of β 2 when the sample size is 500. Fig. 8(b) presents the fluntuation graph after the burn-ins. Fig. 8 . Convergence diagnosis for β 2 at N = 500 Fig. 9 shows the draws before and after burn-ins, histogram & normal Q-Q plot of β 3 when the sample size is 500. Fig. 9(b) presents the fluntuation graph after the burn-ins. Fig. 9 . Convergence diagnosis for β 3 at N = 500 Fig. 10 shows the draws before and after burn-ins, histogram & normal Q-Q plot of β 4 when the sample size is 500. Fig. 10(b) presents the fluntuation graph after the burn-ins. Fig. 10. Convergence diagnosis for β 4 at N = 500 
Convergence investigations for the Gibbs sampler

Fig. 1. Convergence diagnosis for β 0 at N=15
Fig. 2. Convergence diagnosis for β 1 at N=15
Fig. 3. Convergence diagnosis for β 2 at N=15
Summary and Conclusion
This paper gave the possible cases of model restrictions that can occur in a Bayesian model comparison, particularly using the SDDR to compute the Bayes factors under various sample sizes of 15, 200 & 500 . It obtained the posterior estimates of the normal linear regression model with an independent normal -gamma prior and the SDDR tool as the Bayes factor for model comparison in a situation where the form of the posterior densities are not of closed form or analytical. The tables above showed that the Bayes factor gave more support for the unrestricted model, M 2 because log of the BF 21 values of all parameters except β 0 falls under the evidence against model 1 (restricted model). The Geweke's Convergence Diagnostics for all the parameters are less than 1.96 under the various sample sizes, which showed that the Gibbs sampler converged at all levels of parameters. Also, the least Numerical Standard Error is recorded at the stage of using the highest sample size, 500. Furthermore, when the 95% Highest Posterior Density Interval (HPDI) does not include zero, then it shows evidence against Model 1 (the restricted model) or otherwise. Therefore, HPDI only showed support for the restricted model, M 1 at β 0 , while the other regression parameters showed support to the unrestricted model, M 2 . Therefore, the Bayes factor derived for nested models remained consistent irrespective of changes in samples sizes, the NSE decreased as sample sizes increased and the Gibbs sampler converged accordingly.
The Algorithm below gives the set of data simulated using sample size of 15, the data analysis for the other Nine sample sizes can be obtained by just changing the sample sizes to the desired one using the R commands. The other part of it was used to obtain the Savage-Dickey density ratio (Bayes factor) for model comparison. # Y=XB SSE=t((y-Y))%*%(y-Y) # e'e=(y-XB)'*(y-XB) ssqr=SSE/v # ssqr=(y-XB)*(y-XB)/v ssqr h = ssqrinv=(ssqr)^-1 h varE=matrix(c(h^-1,0,0,0,0,0,h^-1,0,0,0,0,0,h^-1,0,0,0,0,0,h^-1,0,0,0,0,0,h^-1), nrow=5, ncol=5, byrow=T) varE ### sure;checking the ols estimates of Beta ols=lm ( (Bpri, nrow=5,ncol=1 ) Bpri Vpri=matrix(c(29.30^2,0,0,0,0,0,50.4^2,0,0,0,0,0,900.60^2,0,0,0,0,0,600.0^2,0,0,0,0,0,50.0^2),nrow=5,ncol =5,byrow=T) Vpri Vinvpri=solve(Vpri) Vinvpri # h ~ G(ssqrinvpri,vpri), where, ssqrinvpri=s^-2 #let sigma=1000, # ssqrinvpri=h=1/sigma^2=1/1000000^2 ssqrinvpri=1/(5000)^2 ssqrinvpri ssqrpri=1/(ssqrinvpri) ssqrpri vpri=5.46 # 1% of N # noninformative prior ## deduced that prior means & var-covs are: (0,27,13.5,1.4,10.0) # B of prior (5 x 1)vector Bpri=as.matrix(Bpri, nrow=5,ncol=1) Bpri Vpri=matrix(c(29.30^2,0,0,0,0,0,50.4^2,0,0,0,0,0,900.60^2,0,0,0,0,0,600.0^2,0,0,0,0,0,50.0^2),nrow=5,ncol =5,byrow=T) Vpri Vinvpri=solve(Vpri) Vinvpri # h ~ G(ssqrinvpri,vpri), where, ssqrinvpri=s^-2 #let sigma=1000, # ssqrinvpri=h=1/sigma^2=1/1000000^2 ssqrinvpri=1/(5000)^2 ssqrinvpri ssqrpri=1/(ssqrinvpri) ssqrpri vpri=5.46 # 1% of N # noninformative prior # Initialize and run the loop current.beta = rbind (4, 15, 40, 50, 60) current.beta = as.matrix(current.beta) current.h = 1 sampled.beta0 [1] = current.beta [1,] sampled.beta1 [1] = current.beta [2,] sampled.beta2 [1] = current.beta [3,] sampled.beta3 [1] = current.beta [4,] sampled.beta4 [1] = current.beta [5,] (final.beta0, prob=TRUE, 4) , main="normal curve over histogram") hist(final.beta0) abline(lsfit(1:10000, sampled.beta0, intercept=FALSE), col=3) abline (a=NULL, b=NULL, h=NULL, v=NULL, reg=NULL, coef=NULL, untf=FALSE, col = 'red', lwd = 3) coda library ## Install.packages("coda") library("coda") ## codamenu() help(package="coda") ## to obtain the summary of gibbs sampled,trace plots and density curve ## for final.beta0 b0.mcmc=mcmc(final.beta0) summary(b0.mcmc) plot(b0.mcmc, col="blue") title('b0', xlab = 'mcmc', ylab = 'b0.mcmc') autocorr.plot(b0.mcmc, col="blue") effectiveSize(b0.mcmc) # watchout for capital "S" ## for final.beta1 b1.mcmc=mcmc(final.beta1) summary(b1.mcmc) plot(b1.mcmc, col="pink") title('b1', xlab = 'mcmc', ylab = 'b1.mcmc') autocorr.plot(b1.mcmc, col="pink") effectiveSize(b1.mcmc) # watchout for capital "S" ## for final.beta2 b2.mcmc=mcmc(final.beta2) summary(b2.mcmc) plot(b2.mcmc, col="purple") title('b2', xlab = 'mcmc', ylab = 'b2.mcmc') autocorr.plot(b2.mcmc, col="purple") effectiveSize(b2.mcmc) # watchout for capital "S" ## for final.beta3 b3.mcmc=mcmc(final.beta3) summary(b3.mcmc) plot(b3.mcmc, col="blue") title('b3', xlab = 'mcmc', ylab = 'b3.mcmc') autocorr.plot(b3.mcmc, col="blue") effectiveSize(b3.mcmc) # watchout for capital "S" ## for final.beta4 b4.mcmc=mcmc(final.beta4) summary(b4.mcmc) plot(b4.mcmc, col="green") title('b4', xlab = 'mcmc', ylab = 'b4.mcmc') autocorr.plot(b4.mcmc, col="green") effectiveSize(b4.mcmc) # watchout for capital "S" ## for final.h # Define the number of runs for the sampler and create storage vectors for the samples mcmc = 10000 #sampled.beta0 = numeric(mcmc) sampled.beta1 = numeric(mcmc) sampled.beta2 = numeric(mcmc) sampled.beta3 = numeric(mcmc) sampled.beta4 = numeric(mcmc) sampled.h = numeric(mcmc) # Set the prior parameters. We'll use an uninformative prior centered at 2 and an uninformative prior for phi. Bpri=rbind(27, 13.5, 1.4, 10.0) # B of prior (4 x 1)vector Bpri=as.matrix(Bpri, nrow=4,ncol=1) Bpri Vpri=matrix(c(50.4^2,0,0,0,0,900.6^2,0,0,0,0,600.0^2,0,0,0,0,50.0^2),nrow=4,ncol=4,byrow=T) Vpri Vinvpri=solve(Vpri) Vinvpri # h ~ G(ssqrinvpri,vpri), where, ssqrinvpri=s^-2 #let sigma=1000, # ssqrinvpri=h=1/sigma^2=1/1000000^2 ssqrinvpri=1/(5000)^2 ssqrinvpri ssqrpri=1/(ssqrinvpri) ssqrpri vpri=5.46 # 1% of N # noninformative prior # Initialize and run the loop current.beta = rbind (15, 40, 50, 60) current.beta = as.matrix(current.beta) current.h = 1 #sampled.beta0 [1] = current.beta [1,] sampled.beta1 [1] = current.beta [1,] sampled.beta2 [1] = current.beta [2,] sampled.beta3 [1] = current.beta [3,] sampled.beta4 [1] = current.beta [4,] sampled.h [1] = current.h for(i in 2:mcmc){ # Sample from the full conditional of B/h library(MASS) current.h = 1 Bposj = Vpos%*%((Vinvpri%*%Bpri)+(drop(current.h)*xpy0)) #Bpos=Vpos(Vpri^-1+h(xpy)) Vposj=solve(Vinvpri+(drop(current.h)*xpx)) # Vpos=(Vpri^-1+h(xpx)) current.beta = mvrnorm(1, Bposj, Vposj) current.beta current.beta=as.matrix(current.beta) current.beta # Sample from the full conditional of h vpos=N+vpri vpos SSe = t(y0-(X%*%(current.beta)))%*%(y0-(X%*%(current.beta))) ssqrpos = (SSe+(vpri*ssqrpri))/(vpos) ssqrpos ssqrinvpos = ssqrpos^-1 ssqrinvpos current.h = rgamma (1, ssqrinvpos, vpos) # Store the results #sampled.beta0[i] = current.beta [1,] 
