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ON PERTURBATIONS OF AN ODE WITH NON-LIPSCHITZ COEFFICIENTS BY A
SMALL SELF-SIMILAR NOISE
ANDREY PILIPENKO AND FRANK NORBERT PROSKE
ABSTRACT. We study the limit behavior of differential equations with non-Lipschitz coefficients
that are perturbed by a small self-similar noise. It is proved that the limiting process is equal to the
maximal solution or minimal solution with certain probabilities p+ and p− = 1 − p+, respectively.
We propose a space-time transformation that reduces the investigation of the original problem to the
study of the exact growth rate of a solution to a certain SDE with self-similar noise. This problem
is interesting in itself. Moreover, the probabilities p+ and p− coincide with probabilities that the
solution of the transformed equation converges to +∞ or −∞ as t→∞, respectively.
INTRODUCTION
We study the limit behavior of the sequence of small-noise stochastic equations
Xε(t) =
∫ t
0
(c+1IXε(s)≥0 − c−1IXε(s)<0)|Xε(s)|
αds+ εBβ(t), (1)
where c± > 0, α ∈ (−1, 1), Bβ(t), t ≥ 0 is a self-similar process with index β > 0.
Note that the drift a(x) = (c+1Ix≥0− c−1Ix<0)|x|
α sign x does not satisfy the Lipschitz property
at 0, and the limit equation
X0(t) =
∫ t
0
a(X0(s))ds, t ≥ 0, (2)
has two families of solutions
X+,τ0 (t) =
{
0, t ∈ [0, τ ],
(c+(1− α)t)
1
1−α , t ≥ τ ;
X−,τ0 (t) =
{
0, t ∈ [0, τ ],
−(c−(1− α)t)
1
1−α , t ≥ τ,
where τ ∈ [0,∞] is a parameter.
Note that if the self-similar process is a Lévy stable process or a fractional Brownian motion
(fBm), then there is a unique solution to the equation (1) under a suitable relation between α and
β, see [1, 2, 3, 9] and Remark 1.2 below. That’s why a limit of {Xε} as ε → 0 can be considered
as a natural selection for a solution to (2).
The seminal result on a selection problem was a paper of Bafico and Baldi [4] who considered
the case where Bβ is a Wiener process. They proved (even for more general form of the drift)
that the sequence of distributions of Xε weakly converges as ε → 0 to p−δX− + p+δX+ , where
p− + p+ = 1 and X
± are the maximal and the minimal solutions to the limit equation. In our case
X±(t) = ±(c±(1− α)t)
1
1−α .
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The small-noise problem for non-Lipschitz equations was studied from the different points of
view, see [5], [6] and references therein. As for the study of the small-noise problem for SDE’s
with discontinuous multidimensional drift vector fields we also refer to [7], [8] and [10].
We propose a new approach. We make the following transformation of space and time
X˜(t) := X˜ε(t) := ε
1
(1−α)β−1Xε(ε
α−1
(1−α)β−1 t), t ≥ 0,
then we use the self similarity property of the process Bβ, and show that X˜ satisfies SDE
X˜(t) =
∫ t
0
(c+1IX˜(s)≥0 − c−1IX˜(s)<0)|X˜(s)|
αds+ B˜β(t), t ≥ 0, (3)
where B˜β
d
= Bβ. Observe that if (3) has a unique solution, then its distribution is independent of ε.
Hence, the limit behavior ofXε as ε→ 0 is closely related with the behavior of X˜(t) as t→∞.
Under general conditions a self-similar process with parameter β a.s. has a growth that does
not exceed tβ+δ as t → ∞ for any δ > 0 (see [11, 12, 13]). This holds, for example, if B˜ is a
Lévy β−1-stable process or an fBm. So, if α + β−1 > 1, then B˜β(t) = o(|X
±(t)|), t→∞, where
X± = ±(c±(1− α)t)
1
1−α . Therefore it is natural to expect that if X˜(t) converges to +∞ (or −∞)
as t → ∞ and α + β−1 > 1, then X˜(t) ∼ X+(t), t → ∞ (or ∼ X−(t) respectively). We prove
such result on asymptotic behavior of (small deterministic) perturbation of an integral equation in
§3. It should be noted that assumption α + β−1 > 1 ensures existence of a unique solution if Bβ
is a symmetric β−1-stable Lévy process or fBm, see Remark 1.2. Moreover uniqueness fails if
α+β−1 < 1, see [2, Theorem 3.2] for a Lévy stable process (the proof of non-uniqueness for fBm
is the same).
The application of deterministic results of §3 to the study of exact growth rate of solutions to
the SDE (3) is given in §4. This question is interesting by itself. It also may have an application in
the construction of consistent estimators for parameters α or c± of a solution of equation (3). The
first results on exact growth rates of solutions to stochastic differential equations were obtained
by Gikhman and Skorokhod [15] who considered SDEs with Wiener noise, see also [16, 17]. We
cover some of their results, and our method does not use the Itô formula. Note that cases α > 0
and α < 0 are considered separately (here and also in [15]). This is related with monotonicity
properties of the function xα and hence with the properties of the limit ODE.
The problem whether |X˜(t)| → ∞ as t → ∞ a.s. is significant, it also appeared in [15]. We
prove almost sure convergence to infinity in the case when Bβ is a Lévy stable process and an fBm
in §5, see Examples 1 and 2.
The small-noise problem for Lévy β-stable process was solved by Flandoli and Hoegele [18]
who even find limit probabilities p±. Their method was based on very careful study of jumps of
the Lévy process and exits from the neighborhood of 0.
Our approach allows us to study the small-noise problem even in the case when Xε(0) = xε →
0, ε → 0. Under suitable normalization of xε, the corresponding limit probabilities p± may be
different from [18]. Our approach may be useful in the study of the small-noise problem where
a drift behaves at 0 “similarly” to (c+1Ix≥0 − c−1Ix<0)|x|
α, or in the case when the noise a Lévy
process whose Lévy measure in a neighborhood of zero is “close” to Lévy measure of Lévy β-
stable process. We also plan to study the multiplicative noise.
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1. MAIN RESULT
Let Bβ(t), t ≥ 0, be a self-similar process with index β > 0, i.e., for any a > 0 the distribution
of processes {Bβ(at), t ≥ 0} and {a
βBβ(t), t ≥ 0} are equal. We will always assume that all
considered processes have cádlág trajectories.
Consider stochastic equation
Xε(t) =
∫ t
0
(c+1IXε(s)≥0 − c−1IXε(s)<0)|Xε(s)|
αds+ εBβ(t), t ≥ 0, (4)
where c± > 0.
By a weak solution to (4) we call a pair of adapted processes (X˜, B˜β) defined on a filtered
probability space (Ω,F , P, {Ft, t ≥ 0}) such that
1) (X˜, B˜ε) satisfy (4) a.s.,
2) B˜β
d
= Bβ.
Further we will omit tilde in the notation and assume that all processes are defined on the corre-
sponding probability space.
If Bβ is a Lévy process, then we naturally assume that B˜β is Ft-Lévy process. If Bβ is an fBm,
we make the same assumption on Ft as in [3].
The weak uniqueness means that all weak solutions have the same distribution.
Theorem 1.1. Let α+ β−1 > 1. Assume that
(1) there exists a unique weak solution to the equation
X(t) =
∫ t
0
(c+1IX(s)≥0 − c−1IX(s)<0)|X(s)|
αds+Bβ(t), t ≥ 0; (5)
(2) P (limt→∞ |X(t)| =∞) = 1;
(3) α ∈ (0, 1) and there exists a function h(t) = o(t
1
1−α ), t → ∞, and a random sequence
{tn}, limn→∞ tn =∞, such that |Bβ(t)− Bβ(tn)| ≤ h(t− tn), t ≥ tn, a.s.
or
α ∈ (−1, 0] and Bβ(t) = o(t
1
1−α ), t→∞ a.s.
Then the sequence of distributions of processes {Xε} converges inD([0,∞)) to the distribution of
the process
((1− α)t)
1
1−α
(
c
1
1−α
+ 1I{limt→∞X(t)=+∞} − c
1
1−α
− 1I{limt→∞X(t)=−∞}
)
.
Remark 1.1. The limit process equals X+(t) = (c+(1 − α)t)
1
1−α or X−(t) = −(c−(1 − α)t)
1
1−α
with probabilities
p± = P( lim
t→∞
X(t) = ±∞),
respectively. FunctionsX±(t), t ≥ 0, are the maximal positive solution to the ODE
y′(t) = c+y
α(t), t ≥ 0, y(0) = 0,
and the minimal negative solution to the ODE
y′(t) = −c−|y|
α(t), t ≥ 0, y(0) = 0,
respectively.
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Remark 1.2. Assume that Bβ is a symmetric β
−1 Lévy stable process and α + β−1 > 1. Then
equation (5) has a unique (strong) solution. The case α > 0 was proved in [2]. The existence of a
weak solution for α ≤ 0 follows from [9], uniqueness was proved in [14].
If Bβ is a Brownian motion, then β = 1/2, and, see for example [1], equation (5) has a unique
solution if α > −1, i.e., α + (1/2)−1 > 1.
If Bβ is a fractional Brownian motion with Hurst parameter H = β, then (strong) existence and
uniqueness holds forH ∈ (0, 1) and α ≥ 0, see [3]. IfH ∈ (1, 2), it was proved in [3] that (strong)
existence uniqueness holds for α + 0.5H−1 > 1. However their method works for α +H−1 > 1.
Indeed, it follows from their estimates that (see [3, page 110] with their notations)
∀ε > 0 ∃K1, K2 > 0
∫ T
0
β2(s)ds ≤ · · · ≤ K1
∫ T
0
s1−2H+2α(H−ε)dsG2α =
K2G
2α <∞
if 1 − 2H + 2α(H − ε) > −1, that is, α + (H − ε)−1 > H
H−ε
. The bound
∫ T
0
β2(s)ds ≤ K2G
2α
was sufficient for existence and uniqueness. Since ε > 0 was arbitrary, we have existence and
uniqueness if α +H−1 > 1.
Remark 1.3. Condition 3 of the Theorem is satisfied for a Lévy stable process or a fractional
Brownian motion. Indeed, it follows from [11, 12] that for any ε > 0
lim
t→∞
Bβ(t)
tβ+ε
= 0 a.s.
LetM > 0 and ε ∈ (0, 1
1−α
− β). Set
hM,ε(t) := M + t
β+ε = o(t
1
1−α ), t→∞,
AM,ε = {∀t ≥ 0 : |Bβ(t)| ≤ hM,ε(t)}.
It follows from the Poincare´ recurrence theorem that
P (AM,ε ∩ {∃N ∀n ≥ N ∃t ≥ 0 : |Bβ(t + n)− Bβ(n)| ≥ hM,ε(t)}) = 0. (6)
Since limM→+∞P(AM,ε) = 1, (6) implies condition 3 of the Theorem.
Verification of condition 2 for these noises is given in §4.
2. TRANSFORMATIONS OF THE MAIN EQUATION
Let Bβ(t), t ≥ 0 be a self-similar process with index β > 0.
By Xx,c,α,ε(t) denote a (weak) solution of
X(t) = x+
∫ t
0
(c+1IX(s)≥0 − c−1IX(s)<0)|X(s)|
αds+ εBβ(t). (7)
Lemma 2.1. Let Xbe a solution of (7). Then the process X˜(t) := εδX(ε−γt) is a solution of
X˜(t) = xεδ + εδ(1−α)−γ
∫ t
0
(c+1IX˜(s)≥0 − c−1IX˜(s)<0)|X˜(s)|
αds+
ε1+δ−γβB˜β(t), t ≥ 0, (8)
where B˜β
d
= Bβ.
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That is, the distributions of
εδXx,c,α,ε(ε
−γt), t ≥ 0, and Xxεδ,cεδ(1−α)−γ ,α,ε1+δ−γβ(t), t ≥ 0,
are equal if at least one of equations (7) or (8) has a unique weak solution.
In particular, if x = 0, δ = 1
(1−α)β−1
, γ = 1−α
(1−α)β−1
, then X˜(t) satisfies the equation (3).
Proof.
X˜(t) = εδX(ε−γt) = xεδ + εδ
∫ ε−γt
0
(c+1IX(s)≥0 − c−1IX(s)<0)|X(s)|
αds+
εδεBβ(ε
−γt) =
xεδ + εδ
∫ t
0
(c+1IX(zε−γ)≥0 − c−1IX(zε−γ)<0)|X(zε
−γ)|αdzε−γ+
+εδε ε−γβεγβBβ(ε
−γt) =
xεδ + εδε−γε−δα
∫ t
0
(c+1IX˜(z)≥0 − c−1IX˜(z)<0)|X˜(z)|
αdz+
+ε1+δ−γβB˜β(t),
where B˜β(t) = ε
γβBβ(ε
−γt). 
Corollary 2.1. Let X be a solution of (5), Xε be a solution of (4). Then
{Xε(t), t ≥ 0}
d
= {ε
−1
(1−α)β−1X(ε
1−α
(1−α)β−1 t), t ≥ 0}
if at least one of equations (5) or (4) has a unique weak solution.
3. ASYMPTOTIC BEHAVIOR OF PERTURBED INTEGRAL EQUATION
Let c > 0, x > 0. In this section we find sufficient conditions ensuring that a solution to the
integral equation
y(t) = x+ c
∫ t
0
|y(s)|αds+ g(t) (9)
is equivalent as t→∞ to the solution of
z(t) = x+ c
∫ t
0
|z(s)|αds
if the function g has comparatively small growth on infinity. I.e., we will find conditions on growth
of g that suffices
y(t) ∼ (c(1− α)t)
1
1−α , t→∞. (10)
Let X be a solution of (5). Under natural integrability assumptions [11, 12, 13], self-similar
process Bβ satisfies the following growth condition
∀δ > 0 lim
t→∞
Bβ(t)
tβ+δ
= 0 a.s.
So, it is natural to expect that if ω ∈ Ω is such that X(t) = X(t, ω) → +∞, t → ∞, then
X(t, ω) ∼ (c+(1 − α)t)
1
1−α , t → ∞ (or X(t) ∼ −(c−(1 − α)t)
1
1−α if limt→∞X(t) = −∞,
respectively). We apply deterministic result on equivalence (10) to the stochastic equation (4) in
the next section.
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We consider the cases α ∈ (0, 1) and α ∈ (−1, 0] separately. In these cases the function xα
is increasing or decreasing, respectively. This has an effect on properties of the solution and the
course of the proof.
We will always assume that all functions below are measurable and locally bounded.
3.1. Case α ∈ (0, 1). In order to study the asymptotic behavior of y(t) we need few simple
auxiliary lemmas.
Lemma 3.1. Let a : R → R be a non-decreasing, locally Lipschitz function of linear growth,
g1, g2 : [0, T ]→ R be bounded measurable functions,
yi(t) = xi +
∫ t
0
a(yi(s))ds+ gi(t), t ∈ [0, T ], i = 1, 2.
Assume that x1 ≤ x2, g1(t) ≤ g2(t), t ∈ [0, T ]. Then y1(t) ≤ y2(t), t ∈ [0, T ].
Assumptions of the lemma yield that the solutions are unique and can be obtained by iterations.
The corresponding inequality obviously is satisfied for iterations, so it is satisfied for their limits
too.
Remark 3.1. The assumption on monotonicity of a cannot be omitted.
As a corollary of Lemma 3.1 we get the following result.
Lemma 3.2. Let y1(t) ≥ ε > 0, t ∈ [0, T ]. Assume that y1(t), y2(t), t ∈ [0, T ] are such that
y1(t) ≤ x1 + c
∫ t
0
yα1 (s)ds+ g1(t), t ∈ [0, T ],
and
y2(t) ≥ x2 + c
∫ t
0
yα2 (s)ds+ g2(t), t ∈ [0, T ], i = 1, 2,
where α ∈ (0, 1), g1, g2 : [0, T ]→ R are bounded measurable functions.
If x1 ≤ x2, g1(t) ≤ g2(t), t ∈ [0, T ], then y1(t) ≤ y2(t), t ∈ [0, T ].
Theorem 3.1. Assume that y(t) satisfies the equation
y(t) = x+ c
∫ t
0
|y(s)|αds+ g(t), t ≥ 0,
where c > 0, α ∈ (0, 1), g : [0,∞) → R is a measurable locally bounded function. Assume that
limt→∞ y(t) = +∞ and there exists a sequence {tn}, limn→∞ tn = ∞ and a function h(t) =
o(t
1
1−α ), t→∞, such that
|g(t)− g(tn)| ≤ h(t− tn), t ≥ tn. (11)
Then
y(t) ∼ (c(1− α)t)
1
1−α , t→∞.
Remark 3.2. Assumption limt→∞ y(t) = +∞ cannot be omitted. Indeed, y(t) = 0, t ≥ 0, satisfies
the equation with x = 0, g ≡ 0. The condition |g(t)− g(tn)| ≤ h(t − tn), t ≥ tn also cannot be
replaced by g(t) = o(t
1
1−α ), t→∞. Indeed, let γ ∈ (0, 1
1−α
), y(t) = tγ , t0 = 0, x = 0. Then
y(t) =
∫ t
0
(sγ)αds−
∫ t
0
(sγ)αds+ tγ =
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=
∫ t
0
|y(s)|αds−
tαγ+1
αγ + 1
+ tγ =
∫ t
0
|y(s)|αds+ g(t),
where g(t) = − t
αγ+1
αγ+1
+ tγ .
Since αγ + 1 < α
1−α
+ 1 = 1
1−α
, we have g(t) = o(t
1
1−α ) and f(t) = o(t
1
1−α ) as t→∞.
Proof of Theorem 3.1. We have
y(t) = y(tn) + c
∫ t
tn
|y(s)|αds+ g(t)− g(tn) ≥ y(tn) + c
∫ t
tn
|y(s)|αds+ h(t− tn), t ≥ tn.
Set zn(t) = y(t+ tn), xn = y(tn). Then
zn(t) ≥ xn + c
∫ t
0
|zn(s)|
αds− h(t), t ≥ 0. (12)
For a > 0, t ≥ 0 denote z˜(a)(t) = (1 + a(1− α)t)
1
1−α . The function z˜(a) satisfies the equation
z˜(a)(t) = 1 + a
∫ t
0
z˜(a)(s)αds.
Let c− < c. Then
z˜(c−)(t) = 1 + c−
∫ t
0
z˜(c−)(s)αds =
1 + c
∫ t
0
z˜(c−)(s)αds+ (c− − c)
∫ t
0
z˜(c−)(s)αds =
= 1 + c
∫ t
0
z˜(c−)(s)αds+ (c− − c)
(
(1 + c−(1− α)t)
1
1−α − 1
)
≤
≤ K(c−) + c
∫ t
0
z˜(c−)(s)αds− h(t), t ≥ 0, (13)
whereK(c−) is a constant.
It follows from (12), (13), and Lemma 3.2 that if n is sufficiently large, then y(tn+ t) = zn(t) ≥
z˜(c−)(t), t ≥ 0. So
lim
t→∞
yn(t)
(1 + c−(1− α)t)
1
1−α
≥ 1.
Therefore
∀c− < c lim
t→∞
y(t)
(c(1− α)t)
1
1−α
≥
c
1
1−α
−
c
1
1−α
.
Similarly we get the inequality
∀c+ > c limt→∞
y(t)
(c(1− α)t)
1
1−α
≤
c
1
1−α
+
c
1
1−α
.
Since c− < c and c+ > c were arbitrary, this proves the theorem.

ON PERTURBATIONS OF AN ODE WITH NON-LIPSCHITZ COEFFICIENTS BY A SMALL SELF-SIMILAR NOISE 8
3.2. Case α ∈ (−1, 0]. In this subsection we assume that solution of (9) is positive for all t ≥ 0.
Lemma 3.3. Let ε ∈ (0, 1), a > 1,∆ ∈ (0, 1+α
−α
) ∩ (0, 1
ε
− 1) be arbitrary. There exists δ =
δ(ε, a,∆) > 0 depending only on ε, a,∆ such that if
|g(t)| ≤ δt
1
1−α , t ∈ [an, an+1],
for some n ≥ 1 and y is a solution of (9) such that
(1− ε)(c(1− α)an)
1
1−α < y(an) < (1 + ε)(c(1− α)an)
1
1−α , (14)
then for all t ∈ [an, an+1] we have
(1− ε(1 + ∆))(c(1− α)an)
1
1−α < y(t) < (1 + ε)(c(1− α)an+1)
1
1−α , (15)
and
(1− ε)(c(1− α)an+1)
1
1−α < y(an+1). (16)
Proof. The function xα, x > 0 is decreasing. So, if
0 < y−(t) < y(t) < y+(t), t ∈ [a
n, an+1],
then for all t ∈ [an, an+1]
y(t) = y(an) +
∫ t
an
cyα(s)ds+ g(t)− g(an) <
y+(a
n) +
∫ t
an
cyα−(s)ds+ |g(t)|+ |g(a
n)| ≤
y+(a
n) + c max
s∈[an,t]
yα−(s)(t− a
n) + 2δt
1
1−α ≤
y+(a
n) + can(a− 1) max
s∈[an,an+1]
yα−(s) + 2δa
n+1
1−α . (17)
Similarly
y(t) > y−(a
n) + can(a− 1) min
s∈[an,an+1]
yα+(s)− 2δa
n+1
1−α . (18)
By y− and y+ denote the left hand side and the right hand side of (15), correspondingly. To prove
the lemma it suffices to show that there exists δ > 0 such that the upper (and the lower) bound of
y from inequalities (17) (respectively (18)) is less than the right hand side of (15) (is greater than
the left hand side of (15) and (16)).
Let us check the upper bound only. The lower bound can be proved similarly.
Let t ∈ [an, an+1].We have to verify
(1 + ε) (c(1− α)an)
1
1−α + can(a− 1)
(
(1− ε(1 + ∆))(c(1− α)an)
1
1−α
)α
+ 2δa
n+1
1−α <
(1 + ε)
(
c(1− α)an+1
) 1
1−α
or the following equivalent inequality
(1− ε(1 + ∆))α(a− 1)
1− α
+
2δa
1
1−α
(c(1− α))
1
1−α
< (1 + ε)(a
1
1−α − 1) (19)
for some fixed δ = δ(ε, a,∆) > 0.
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Since α ∈ (−1, 0], the mean value theorem yields inequalities
∀x ∈ (0, 1) (1− x)α ≤ 1− αx; ∀x > 0 x
1
1−α − 1 ≥
x− 1
1− α
. (20)
It follows from (20) that to prove (19) it is sufficient to check inequality
(1− ε(1 + ∆)α)(a− 1)
1− α
+
2δa
1
1−α
(c(1− α))
1
1−α
<
(1 + ε)(a− 1)
1− α
(21)
for some δ > 0.
Since |(1 + ∆)α| < 1 by the assumptions of the lemma, inequality (21) is true for sufficiently
small δ. Lemma 3.3 is proved. 
The following statement is a simple corollary of Lemma 3.3.
Lemma 3.4. Let ε ∈ (0, 1), a > 1,∆ ∈ (0, 1+α
−α
) ∩ (0, 1
ε
− 1) be arbitrary. Assume that
(i) δ = δ(ε, a,∆) > 0 is selected from Lemma 3.3,
(ii) inequality (14) is true for some n0,
(iii) |g(t)| ≤ δt
1
1−α , t ≥ an0.
Then
(1− ε(1 + ∆)) ≤ lim inf
t→∞
y(t)
(c(1− α)t)
1
1−α
≤ (22)
lim sup
t→∞
y(t)
(c(1− α)t)
1
1−α
≤ (1 + ε)a
1
1−α .
Indeed, it follows from Lemma 3.3 that for all n ≥ n0 we have (15). So,
lim sup
t→∞
y(t)
(c(1− α)t)
1
1−α
≤ lim sup
n→∞
supt∈[an,an+1] y(t)
(c(1− α)an)
1
1−α
≤
lim sup
n→∞
(1 + ε)(c(1− α)an+1)
1
1−α
(c(1− α)an)
1
1−α
= (1 + ε)a
1
1−α .
The inequality for lim inf is proved similarly.
Theorem 3.2. Assume that limt→∞
g(t)
t
1
1−α
= 0 and the solution of (9) is such that
lim inf
t→∞
y(t) > 0.
Then
lim
t→∞
y(t)
(c(1− α)t)
1
1−α
= 1.
Proof. Let ε > 0,∆ ∈ (0, 1+α
−α
)∩ (0, 1
ε
−1), a > 1 be arbitrary, and δ = δ(ε, a,∆) be from Lemma
3.3. Select n such that
inf
t≥an
y(t) > 0, sup
t≥an
|g(t)|
t
1
1−α
≤
δ
2
.
Let
x(t) = (c(1− α)an)
1
1−α + c
∫ t
an
xα(s)ds+ g(t)− g(an).
Note that x(t) > 0, t ≥ an by Lemma 3.3.
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It follows from Lemma 3.4 that
(1− ε(1 + ∆)) ≤ lim inf
t→∞
x(t)
(c(1− α)t)
1
1−α
≤ lim sup
t→∞
x(t)
(c(1− α)t)
1
1−α
≤ (1 + ε)a
1
1−α .
Assume that y(an) ≥ x(an). Then by the comparison theorem y(t) ≥ x(t) > 0, t ≥ an. Since
α < 0, we have
x(t)− y(t) ≤ x(an)− y(an) +
∫ t
an
(xα(s)− yα(s))ds ≤ x(an)− y(an), t ≥ an.
Similarly, if y(an) ≤ x(an), then x(t)− y(t) ≥ x(an)− y(an), t ≥ an. Hence, in any case
|x(t)− y(t)| ≤ |x(an)− y(an)|, t ≥ an.
Therefore
(1− ε(1 + ∆)) ≤ lim inf
t→∞
y(t)
(c(1− α)t)
1
1−α
≤ lim sup
t→∞
y(t)
(c(1− α)t)
1
1−α
≤ (1 + ε)a
1
1−α .
Since ε > 0,∆ ∈ (0, 1+α
−α
) ∩ (0, 1
ε
− 1), and a > 1 were arbitrary, the theorem is proved. 
The following result follows from the course of Theorems’ 3.1 and 3.2 proof.
Lemma 3.5. Let h(t) = o(t
1
1−α ), t → ∞ be a non-negative function, and y be a solution of (9),
where α ∈ (−1, 1). There isR = R(α, g, h) > 0 such that if y(t0) ≥ R and |g(t− t0)| ≤ h(t), t ≥
0, then limt→∞ y(t) = +∞.
4. PROOF OF THE MAIN RESULTS
Theorem 4.1. Let X˜(t), t ≥ 0, be a solution to SDE
X˜(t) =
∫ t
0
(c+1IX˜(s)≥0 − c−1IX˜(s)<0)|X˜(s)|
αds+B(t), t ≥ 0,
where c± > 0, B is a cádlág stochastic process.
Suppose that
1) α ∈ (0, 1) and there exists a function h(t) = o(t
1
1−α ), t→∞, and a (random) sequence {tn},
limn→∞ tn =∞, such that
|B(t)− B(tn)| ≤ h(t− tn), t ≥ tn a.s.
or
2) α ∈ (−1, 0] and B(t) = o(t
1
1−α ), t→∞ a.s.
Then
X˜(t) ∼ (c+(1− α)t)
1
1−α for a.a. ω ∈ { lim
t→∞
X˜(t) = +∞},
X˜(t) ∼ −(c−(1− α)t)
1
1−α for a.a. ω ∈ { lim
t→∞
X˜(t) = −∞}.
The result follows from Theorems 3.1 and 3.2 and their natural modifications to the case c < 0.
Note that X˜ has cádlág trajectories, so sets {limt→∞ X˜(t) = +∞} and {limt→∞ X˜(t) = −∞} are
measurable. To solve the selection problem for a process Xε defined in (4) we need the following
result.
ON PERTURBATIONS OF AN ODE WITH NON-LIPSCHITZ COEFFICIENTS BY A SMALL SELF-SIMILAR NOISE11
Lemma 4.1. Assume that a locally bounded function f : [0,∞)→ R is such that f(t) ∼ KtA, t→
∞, where A > 0.
Set gn(t) = n
−1f(n1/At). Then for any T > 0 we have
lim
n→∞
sup
s∈[0,T ]
|gn(s)−Ks
A| = 0.
Proof. Let ε > 0, δ > 0 be arbitrary. Select R > 0 such that |f(s)| ≤ R(1 + sA), s ≥ 0. Then
sup
s∈[0,δ]
|gn(s)| = sup
s∈[0,δ]
|
f(n1/As)
n
| ≤ sup
s∈[0,δ]
R(1 + (n1/As)A)
n
=
R
n
+RδA.
Select t0 such that
|
f(t)
KtA
− 1| < ε, t ≥ t0.
Then for sufficiently large n :
sup
s∈[δ,T ]
|gn(s)−Ks
A| = sup
s∈[δ,T ]
(
KsA
∣∣∣∣gn(s)KsA − 1
∣∣∣∣) ≤ KTA sup
s∈[δ,T ]
|
gn(s)
KsA
− 1| =
KTA sup
s∈[δ,T ]
|
f(n1/As)
K(n1/As)A
− 1| ≤ KTA sup
n1/As≥n1/Aδ
|
f(n1/As)
K(n1/As)A
− 1| =
KTA sup
z≥n1/Aδ
|
f(z)
KzA
− 1| < KT 1/Aε.
Thus
lim sup
n→∞
sup
s∈[0,T ]
|gn(s)−Ks
A| ≤ RδA +KT 1/Aε.
Since ε > 0 and δ > 0 are arbitrary, the lemma is proved. 
Proof of Theorem 1.1. LetX be a solution to (5). Theorem 4.1 yields that for a.a. ω ∈ {limt→∞X(t) =
+∞} we have X(t) ∼ (c+(1− α)t)
1
1−α , t→∞.
Set f = X, n = ε
1
(1−α)β−1 , A = 1
1−α
, K = (c+(1−α))
1
1−α in Lemma 4.1. Assumptionα+β−1 >
1 yields (1− α)β − 1 < 0.
Denote X˜ε(t) := ε
−1
(1−α)β−1X(ε
1−α
(1−α)β−1 t), t ≥ 0. So, it follows from Lemma 4.1 that for any
T > 0 and a.a. ω ∈ {limt→∞X(t) = +∞} we have the uniform convergence
lim
ε→0+
sup
s∈[0,T ]
|X˜ε(t)− (c+(1− α)t)
1
1−α | = 0.
Similarly, we have
lim
ε→0+
sup
s∈[0,T ]
|X˜ε(t) + (c−(1− α)t)
1
1−α | = 0
for a.a. ω such that limt→∞X(t) = −∞.
Therefore, for a.a. ω ∈ {limt→∞X(t) = +∞ or limt→∞X(t) = −∞} we have the uniform
convergence
lim
ε→0+
sup
s∈[0,T ]
∣∣∣∣X˜ε(t)− ((1− α)t) 11−α (c 11−α+ 1Ilimt→∞X(t)=+∞−
c
1
1−α
− 1Ilimt→∞X(t)=−∞
)∣∣∣∣ = 0. (23)
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It follows from Lemma 3.5 that under assumptions of the Theorem
P
(
{ lim
t→∞
|X(t)| =∞}△
(
{ lim
t→∞
X(t) = +∞} ∪ { lim
t→∞
X(t) = −∞}
))
= 0.
It follows from uniqueness of the solution and Corollary 2.1 that the distribution ofXε(t), t ≥ 0,
equals the distribution of X˜ε(t), t ≥ 0.
This and the convergence (23) yields the proof.

5. EXAMPLES
Lévy stable processes and a fractional Brownian motion satisfy assumptions 1) and 3) of The-
orem 1.1, see Remarks 1.2 and 1.3. In this section we show that these processes also satisfy
assumption 2) of the Theorem.
Example 1 (Symmetric Lévy stable noise). Let Bβ(t), t ≥ 0 be a symmetric 1/β-stable process.
Then Bβ is self-similar process with parameter β.
It was mentioned in Remark 1.2 that there exists a unique solution to (3) if α + 1/β > 1. This
solution is a strong Markov process [2, 9]. Condition 3) of Theorem 1.1 is also satisfied, see
Remark 1.3.
Let us verify that condition 2) of Theorem 1.1 is satisfied.
Remark 5.1. We give proofs only for α ∈ (0, 1). The case α ∈ (−1, 0] is simpler.
Let ε > 0 be such that α+ (β + ε)−1 > 1. Set h(t) = 1 + tβ+ε.
It follows from [11] that limt→∞Bβ(t)/h(t) = 0 a.s.
It is easy to see that
γ := P(|Bβ(t)| > h(t), t ≥ 0) > 0.
To prove
lim
t→∞
|X˜(t)| =∞ a.s., (24)
it suffices to show that
∀K > 0 P
(
∃t0 ∀t ≥ t0 |X˜(t)| ≥ K
)
= 1. (25)
Let K be fixed. It follows from Lemma 3.5 that there existsM = M(K) such that
if ω and t0 are such that |X˜(t0)| ≥M and |Bβ(s+ t0)− Bβ(t0)| < h(s), s ≥ 0, then |X˜(t)| ≥
K, t ≥ t0.
Set
τ1 := inf{t ≥ 0 : |X˜(t)| ≤ K}, σn := inf{t ∈ N ∩ [τn,∞) : |X˜(t)| ≥ M}, τn+1 := inf{t ≥ σn :
|X˜(t)| ≤ K}, n ≥ 1.
Then by the strong Markov property,
Xn :=
{
X˜(τn), τn <∞,
∞, τn =∞.
is a homogeneous Markov chain.
It is obvious that P(σn <∞|τn <∞) = 1. Hence
sup
|x|≤K
Px(X1 =∞|X0 = x) ≥ P(|Bβ(s+ σ1)−Bβ(σ1)| > h(s), s ≥ 0) = γ > 0.
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Therefore P(Xn <∞) ≤ (1− γ)
n.
So
P(∃n0 : Xn0 =∞) = 1.
This yields (25) and hence (24).
Thus, we have proved that all conditions of Theorems 4.1 and 1.1 are satisfied for 1/β-stable
Lévy processes if α + 1/β > 1. So for a.a. ω we have either X˜(t) ∼ (c+(1 − α)t)
1
1−α or X˜(t) ∼
−(c−(1− α)t)
1
1−α as t→∞.MoreoverXε converges in distribution as ε→ 0 to
((1− α)t)
1
1−α
(
c
1
1−α
+ 1I{limt→∞ X˜(t)=+∞} − c
1
1−α
− 1I{limt→∞ X˜(t)=−∞}
)
.
Example 2 (Fractional Brownian motion). Let {BH(t)} be a fractional Brownian motion with
Hurst parameterH ∈ (0, 2). ThenBH is the self-similar process with indexH. Assume that α > 0
and α + H−1 > 1. Then, see Remarks 1.2 and 1.3 , assumptions 1) and 3) of Theorem 1.1 are
satisfied.
Let us verify that condition 2) of Theorem 1.1.
The solution of the equation is not a Markov process, so we cannot use method of the previous
example.
Denote by Xx(t), t ≥ 0, the solution of the SDE
Xx(t) = x+
∫ t
0
(c+1IXx(s)≥0 − c−1IXx(s)<0)|Xx(s)|
αds+BH(t), t ≥ 0.
Let x < y. Since the function x → (c+1Ix≥0 − c−1Ix(s)<0)|x|
α is increasing, the derivative
d(Xy(t)−Xx(t))
dt
is positive and the function t→ Xy(t)−Xx(t) is increasing too.
The processXx(t), t ≥ 0, is defined up to a set of null measure. Set X˜x(t) := lim sup y ↓ xXy(t).
It is easy to see that X˜x(t) is a modification of Xx(t) which is measurable in (t, x, ω). Further we
consider only this modification and omit tilde in the notations.
Lemma 5.1. For a.e. ω there exists a unique x∗ = x∗(ω) such that
∀x > x∗ lim
t→∞
Xx(t, ω) = +∞,
∀x < x∗ lim
t→∞
Xx(t, ω) = −∞.
Proof. Let h and {tn} satisfy the assumptions of the theorem, the existence see in Remark 1.3.
Select R > 0 from Lemma 3.5 such that if
yx(t) = x+
∫ t
0
(c+1Iyx(s)≥0 − c−1Iyx(s)<0)|yx(s)|
αds+ g(t), t ≥ 0,
with |x| > R and |g(t)| ≤ h(t), t ≥ 0, then yx(t), t ≥ 0, never changes the sign and limt→∞ |yx(t)| =
∞.
It follows from the monotonicity of Xx(t) in x that to prove the Lemma it is sufficient to show
that for every pair x1 < x2
P( lim
t→∞
Xx1(t) = −∞ or lim
t→∞
Xx2(t) = +∞) = 1.
Assume the converse. Then there exists ω such that
∀n ≥ 1 |Bβ(t)− Bβ(tn)| ≤ h(t− tn), t ≥ tn,
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and
∀n ≥ 1 |Xx1(tn)| ≤ R, |Xx2(tn)| ≤ R,
where R is as before.
Hence for this ω
∃ε0 > 0 ∀n ≥ 1 ∀t ∈ [0, 1]
d(Xx2(tn + t)−Xx1(tn + t))
dt
≥ ε0.
So
∀n ≥ 1 Xx2(tn + 1)−Xx1(tn + 1) ≥ Xx2(tn)−Xx1(tn) + ε0.
Without loss of generality we may assume that tn+1 − tn ≥ 1, n ≥ 1.
Therefore
Xx2(tn)−Xx1(tn) ≥ x2 − x1 + nε0 →∞, n→∞.
This contradiction proves the Lemma. 
It follows from Lemma 5.1 that there is a at most countable set A ⊂ R such that
∀x ∈ A P( lim
t→∞
|Xx(t)| 6=∞) > 0.
Fractional Brownian motion has stationary increments. So, if for some x0 ∈ R, t > 0
P(Xx0(t) /∈ A) = 1,
then
P( lim
t→∞
|Xx0(t)| =∞) = 1. (26)
By Girsanov’s theorem [3], the distribution ofXx0(t) is absolute continuous for any x0 ∈ R, t > 0.
Hence (26) is satisfied for any x0 ∈ R. So, Theorem 1.1 is applicable in the case when α > 0 and
a self-similar process Bβ is an fBm.
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