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Abstract
In this paper, we investigate the existence and multiplicity results of positive solutions
for a boundary value problem of nonlinear fractional diﬀerential equations. The
diﬀerential operator is taken in the Riemann-Liouville sense and the nonlinear term
depends on the fractional derivative of an unknown function. We derive ﬁrst the
associated Green’s function and prove its properties. Consequently, the considered
problem is deduced to an equivalent integral equation. Next, by means of the
Leggett-Williams ﬁxed point theory, we obtain the existence and multiplicity results
of positive solutions.
Keywords: boundary value problem; fractional diﬀerential equation; ﬁxed point
theorem
1 Introduction
Fractional derivatives are generalizations for derivative of integral order. There are several
kinds of fractional derivatives, such as Riemann-Liouville fractional derivative, Marchaud
fractional derivative, Caputo’s derivative, Griinwald-Letnikov fractional derivative, etc. In
the last few decades, fractional-order models have been found to be more adequate than
integer-order models for some real world problems. Fractional derivatives provide an ex-
cellent tool for the description of memory and hereditary properties of various materials
and processes. This is the main advantage of fractional diﬀerential equations in compari-
son with classical integer-ordermodels. Fractional diﬀerential equations arise inmany en-
gineering and scientiﬁc disciplines as themathematicalmodeling of systems and processes
in the ﬁelds of physics, chemistry, aerodynamics, electrodynamics of complex medium,
polymer rheology, and so forth, involves derivatives of fractional order. Fractional diﬀer-
ential equations also serve as an excellent tool for the description of hereditary properties
of various materials and processes. In consequence, the subject of fractional diﬀerential
equations is gaining much importance and attention. For details, see [–] and the ref-
erences therein. In [–], the authors discussed the existence of solutions for boundary
value problems (BVPs) of nonlinear fractional diﬀerential equations. There is a large num-
ber of papers dealing with the solvability of nonlinear fractional diﬀerential equations.
However, the theory of BVPs for nonlinear fractional diﬀerential equations is still in the
initial stages and many aspects of this theory need to be explored.
© 2015 Ji et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly credited.
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In [], Bai and Lü used some ﬁxed point theorems on cone to show the existence and
multiplicity of positive solutions for a Dirichlet-type problem of the nonlinear fractional
diﬀerential equation
{
Dα+u(t) + f (t,u(t)) = ,  < t < ,
u() = u() = ,
where  < α ≤  is a real number, Dα+ is a fractional derivative in the sense of Riemann-
Liouville, and f : [, ]× [, +∞)→ [, +∞) is continuous.
In [], Li et al. considered the following three point BVPs of fractional order diﬀerential
equations
{
Dα+u(t) + f (t,u(t)) = ,  < t < ,
u() = , Dβ+u() = aD
β
+u(ξ ),
where Dα+ is the Riemann-Liouville fractional derivative of order  < α ≤ ,  ≤ β ≤ ,
 ≤ a ≤ , ξ ∈ (, ), aξα–β– ≤  – β ,  ≤ α – β –  and f : [, ] × [, +∞) → [, +∞)
satisﬁes Carathéodory type conditions.
Motivated by the result of [, ], we are concernedwith the nonlinear diﬀerential equa-
tion of fractional order{
Dα+u(t) + f (t,u(t),D
μ
+u(t)) = ,  < t < ,




where Dα+ is the Riemann-Liouville fractional derivative of order  < α ≤ ,  ≤ β ≤ ,
ξ ,η ∈ (, ),  ≤ μ < ,  ≤ α – β ,  ≤ α – μ,  – kξα– ≥ ,  – lηα–β– ≥ , and f : [, ]×
[, +∞)× (–∞, +∞)→ [, +∞) is continuous.
To obtain positive solutions of BVP (.), the following ﬁxed point theorem in cones,
which can be found in [], is fundamental.
Theorem . (Leggett-Williams ﬁxed point theorem) Let P be a cone in a real Banach
space E, Pc = {x ∈ P | ‖x‖ ≤ c}, θ be a nonnegative continuous concave functional on P
such that θ (x)≤ ‖x‖ for all x ∈ Pc, and P(θ ,b,d) = {x ∈ P | b≤ θ (x),‖x‖ ≤ d}. Suppose that
T : Pc → Pc is completely continuous and there exist constants  < a < b < d ≤ c such that
(C) {x ∈ P(θ ,b,d) | θ (x) > b} = ∅, and θ (Tx) > b for x ∈ P(θ ,b,d);
(C) ‖Tx‖ < a for ‖x‖ ≤ a;
(C) θ (Tx) > b for x ∈ P(θ ,b, c), with ‖Tx‖ > d.
Then T has at least three ﬁxed points x, x and x, which satisfy
‖x‖ < a, b < θ (x) and a < ‖x‖ with θ (x) < b.
Remark . If there holds d = c, then condition (C) implies condition (C) of Theo-
rem ..
The rest of this paper is organized as follows. In Section , we introduce some basic
deﬁnitions, the associated Green’s function and its properties are derived. In Section ,
we obtain the existence and multiplicity results of positive solutions for BVP (.).
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The following assumptions will stand throughout this paper:
(H)  < α ≤ ,  ≤ β ≤ , ξ ,η ∈ (, ),  ≤ μ < ,  ≤ α – β ,  ≤ α – μ,  – kξα– ≥ ,
 – lηα–β– ≥ ;
(H) f : [, ]× [, +∞)× (–∞, +∞)→ [, +∞) is continuous.
2 Basic deﬁnition and preliminary results
In this section, we introduce preliminary facts and some basic results, which are used
throughout this paper [, ].
Deﬁnition . The Riemann-Liouville fractional integral of order α >  for a function







(t – s)–α ds, α > 
provided the right-hand side is pointwise deﬁned on (,∞).
Deﬁnition . The Riemann-Liouville fractional derivative of order α >  for a function









(t – s)α–n+ ds, n = [α] + 
provided the right-hand side is pointwise deﬁned on (,∞).
Lemma . Let α > . If we assume u ∈ C(, ) ∩ L(, ), then the fractional diﬀerential
equation Dα+u(t) =  has the unique solution
u(t) = ctα– + ctα– + · · · + cntα–n,
where ci ∈ R, i = , , . . . ,n (n = [α] + ).
Lemma . Assume that u ∈ C(, ) ∩ L(, ) with a fractional derivative of order α > 
that belongs to u ∈ C(, )∩ L(, ). Then
Iα+Dα+u(t) = u(t) + ctα– + ctα– + · · · + cntα–n,
for some ci ∈ R, i = , , . . . ,n.





+ y(t), Dα+ Iα+y(t) = y(t), α > , β > , y(t) ∈ L(, );
(ii) Iα+Dα+y(t) = y(t),  < α < , y(t) ∈ C[, ] and Dα+y(t) ∈ C(, )∩ L(, );
(iii) Iα+ : C[, ]→ C[, ], α > .
Lemma . [] Assume that y(t) ∈ L[, ] and α, β are two constants such that α >  ≥








(t – s)α–β–y(s) ds.
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In the following, we present Green’s function of the fractional diﬀerential equation BVP.
Lemma . Given y ∈ C[, ] and  < α ≤ , the problem
{
Dα+u(t) + y(t) = ,  < t < ,






G(α, ; t, s)y(s) ds,
where




tα–( – s)α– – (t – s)α–, ≤ s≤ t ≤ ,
tα–( – s)α–, ≤ t ≤ s≤ . (.)
Proof In view of Lemma ., the equation Dα+u(t) + y(t) =  is equivalent to the integral
equation




(t – s)α–y(s) ds + ctα– + ctα–.
The boundary condition u() =  implies that c = . Thus




(t – s)α–y(s) ds + ctα–.






( – s)α–y(s) ds.
Therefore, the unique solution of problem (.) is









( – s)α–y(s) ds.






tα–( – s)α– – (t – s)α–
]








G(α, ; t, s)y(s) ds.
The proof is complete. 
Lemma . If α –μ ≥ , then the function G(α, ; t, s) deﬁned by (.) satisﬁes the follow-
ing conditions:
(i) G(α, ; t, s)≥ , G(α, ; t, s)≤ J(α, ; s) for all t, s ∈ [, ], where
J(α, ; s) = (α) ( – s)α–;
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(ii) there exists a positive function ρ(s) ∈ C(, ) such that
mint∈[γ,δ]G(α, ; t, s)≥ ρ(s)J(α, ; s), s ∈ (, ), where  < γ < δ < ;
(iii)




tα–μ–( – s)α– – (t – s)α–μ–, ≤ s≤ t ≤ ,
tα–μ–( – s)α–, ≤ t ≤ s≤ 
and
Dμ+G(α, ; t, s)≤

(α –μ) ( – s)
α– = (α)
(α –μ) J(α, ; s).
Proof On the one hand, by the deﬁnition of G(α, ; t, s), we have
tα–( – s)α– – (t – s)α– = tα–
[




≥ tα–[( – s)α– – ( – s)α–] ≥ ,
which implies that G(α, ; t, s) ≥ ,  ≤ t, s ≤ . Obviously, G(α, ; t, s) ≤ J(α, ; s) for all
t, s ∈ [, ]. On the other hand, let g(α, ; t, s) = tα–( – s)α– – (t – s)α–, ≤ s≤ t ≤  and
g(α, ; t, s) = tα–( – s)α–, ≤ t ≤ s≤ . Then
dg(α, ; t, s)
dt = (α – )
[
tα–( – s)α– – (t – s)α–
]
= (α – )tα–
[




≤ (α – )tα–[( – s)α– – ( – s)α–] ≤ ,
which implies that g(α, ; ·, s) is nonincreasing for all s ∈ (, ]. Since g(α, ; ·, s) is nonde-
creasing for all s ∈ (, ), then we have
min
t∈[γ,δ]








(α) }, s ∈ [γ, δ],
g(α,;γ,s)
(α) , s ∈ [δ, )
=
{ g(α,;δ,s)
(α) , s ∈ (, r],
g(α,;γ,s)





(α) , s ∈ (, r],
γ α– (–s)α–
(α) , s ∈ [r, ),
where γ < r < δ is the solution of the equation
δα– ( – s)α– – (δ – s)α– = γ α– ( – s)α–.





(–s)α– , s ∈ (, r],
γ α– , s ∈ [r, ),
the proof is complete. 
Lemma . Given y ∈ C[, ] and  < α ≤ , ≤ β ≤ , α – β – ≥ , the problem
{
Dα+u(t) + y(t) = ,  < t < ,






G(α,β ; t, s)y(s) ds,
where




tα–( – s)α–β– – (t – s)α–, ≤ s≤ t ≤ ,
tα–( – s)α–β–, ≤ t ≤ s≤ . (.)
Proof In view of Lemma ., the equation Dα+u(t) + y(t) =  is equivalent to the integral
equation




(t – s)α–y(s) ds + ctα– + ctα–.
The boundary condition u() =  implies that c = . Thus




(t – s)α–y(s) ds + ctα–.






(t – s)α–β–y(s) ds + c
(α)
(α – β) t
α–β–.






( – s)α–β–y(s) ds.
Therefore, the unique solution of problem (.) is









( – s)α–β–y(s) ds.
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tα–( – s)α–β– – (t – s)α–
]








G(α,β ; t, s)y(s) ds.
The proof is complete. 
Lemma . If α–μ ≥ , α–β ≥ , then the function G(α,β ; t, s) deﬁned by (.) satisﬁes
the following conditions:
(i) G(α,β ; t, s)≥ , G(α,β ; t, s)≤ J(α,β ; s) for all t, s ∈ [, ], where
J(α,β ; s) = (α) ( – s)α–β–;
(ii) there exists a positive function ρ(s) ∈ C(, ) such that
mint∈[γ,δ]G(α,β ; t, s)≥ ρ(s)J(α,β ; s), s ∈ (, ), where  < γ < δ < ;
(iii)




tα–μ–( – s)α–β– – (t – s)α–μ–, ≤ s≤ t ≤ ,
tα–μ–( – s)α–β–, ≤ t ≤ s≤ 
and
Dμ+G(α,β ; t, s)≤

(α –μ) ( – s)
α–β– = (α)
(α –μ) J(α,β ; s).
Proof On the one hand, by the deﬁnition of G(α,β ; t, s), we have
tα–( – s)α–β– – (t – s)α– = tα–
[




≥ tα–[( – s)α–β– – ( – s)α–] ≥ ,
which implies that G(α,β ; t, s)≥ , ≤ t, s≤ . Obviously, G(α,β ; t, s)≤ J(α,β ; s) for all
t, s ∈ [, ]. On the other hand, let g(α,β ; t, s) = tα–( – s)α–β– – (t – s)α–,  ≤ s ≤ t ≤ 
and g(α,β ; t, s) = tα–( – s)α–β–, ≤ t ≤ s≤ . Then
dg(α,β ; t, s)
dt = (α – )
[
tα–( – s)α–β– – (t – s)α–
]
= (α – )tα–
[




≤ (α – )tα–[( – s)α–β– – ( – s)α–] ≤ ,
which implies that g(α,β ; ·, s) is nonincreasing for all s ∈ (, ]. Since g(α,β ; ·, s) is non-
decreasing for all s ∈ (, ), then we have
min
t∈[γ,δ]








(α) }, s ∈ [γ, δ],
g(α,β ;γ,s)
(α) , s ∈ [δ, )
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=
{ g(α,β ;δ,s)
(α) , s ∈ (, r],
g(α,β ;γ,s)





(α) , s ∈ (, r],
γ α– (–s)α–β–
(α) , s ∈ [r, ),
where γ < r < δ is the solution of equation





(–s)α–β– , s ∈ (, r],
γ α– , s ∈ [r, ),
the proof is complete. 
Lemma . Given y ∈ C[, ] and  < α ≤ ,  ≤ β ≤ , if  =  – kξα– + (α)
(α–β) ( –
lηα–β–) = , the problem
{
Dα+u(t) + y(t) = ,  < t < ,















G(α, ; t, s) + ktα–G(α, ; ξ , s)
+ (α)( – lη
α–β–)
(α – β) G(α,β ; t, s) + lt
α–G(α – β , ;η, s)
]
. (.)
Proof In view of Lemma ., the equation Dα+u(t) + y(t) =  is equivalent to the integral
equation




(t – s)α–y(s) ds + ctα– + ctα–.
The boundary condition u() =  implies that c = . Thus




(t – s)α–y(s) ds + ctα–.






(t – s)α–β–y(s) ds + c
(α)
(α – β) t
α–β–.
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In view of the boundary condition u() +Dβ+u() = ku(ξ ) + lD
β





















(η – s)α–β–y(s) ds
]
.
Therefore, the unique solution of problem (.) is

























(η – s)α–β–y(s) ds
]
.


























ξα–( – s)α–y(s) ds
)


































G(α, ; t, s)y(s) ds + ktα–
∫ 

G(α, ; ξ , s)y(s) ds









G(α – β , ;η, s)y(s) ds
]
.
The proof is complete. 
Lemma . If condition (H) holds, then the function G(t, s) deﬁned by (.) satisﬁes the
following conditions:






J(α, ; s) + kG(α, ; ξ , s)
+ (α)( – lη
α–β–)
(α – β) J(α,β ; s) + lG(α – β , ;η, s)
]
;
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(ii) there exists a positive function ρ(s) ∈ C(, ) such that mint∈[γ ,δ]G(t, s)≥ ρ(s)J(s),
s ∈ (, ), where  < γ < δ < .
Proof (i) From Lemma . and Lemma ., we get G(t, s)≥  and





J(α, ; s) + kG(α, ; ξ , s)
+ (α)( – lη
α–β–)
(α – β) J(α,β ; s) + lG(α – β , ;η, s)
]
= J(s).
(ii) From Lemma . and Lemma ., for t ∈ [γ , δ], we have





G(α, ; t, s) + ktα–G(α, ; ξ , s)
+ (α)( – lη
α–β–)
(α – β) G(α,β ; t, s) + lt







ρ(s)J(α, ; s) + kγ α–G(α, ; ξ , s)
+ (α)( – lη
α–β–)
(α – β) ρ(s)J(α,β ; s) + lγ







J(α, ; s) + kG(α, ; ξ , s)
+ (α)( – lη
α–β–)
(α – β) J(α,β ; s) + lG(α – β , ;η, s)
]
= ρ(s)J(s),
where ρ(s) = min{ρ(s),ρ(s),γ α–}, γ = max{γ,γ}, δ = min{δ, δ}. The proof is com-
plete. 
3 Main results
We deﬁne the space E = {u(t) | u(t) ∈ C[, ] and Dμ+u(t) ∈ C[, ]} is endowed with
the ordering u ≤ v if u(t) ≤ v(t) for all t ∈ [, ], and endowed with the norm ‖u‖ =
max{‖u‖,‖Dμ+u‖}, where ‖u‖ = maxt∈[,] |u(t)|.
Lemma . (E,‖ · ‖) is a Banach space.
Proof Let {un}∞n= be a Cauchy sequence in the space (E,‖ · ‖). Then clearly {un}∞n= and
{Dμ+un}∞n= are Cauchy sequences in the space C[, ]. Therefore, {un}∞n= and {Dμ+un}∞n=
converge to some v and w on [, ] uniformly and v,w ∈ C[, ]. We need to prove that
w =Dμ+v.
Note that






(μ + ) maxt∈[,]
∣∣Dμ+un(t) –w(t)∣∣.
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By the convergence of {Dμ+un}∞n=, we have limn→∞ Iμ+Dμ+un(t) = Iμ+w(t) uniformly for
t ∈ [, ]. On the other hand, by Remark . one has Iμ+Dμ+un(t) = un(t). Hence, v(t) =




Deﬁne the cone P ⊂ E by
P =
{
u ∈ E | u(t)≥ }.
Let the nonnegative continuous concave functional θ on the cone P be deﬁned by
θ (u) = min
γ≤t≤δ
∣∣u(t)∣∣.








ds, ≤ t ≤ ,
then T : P → P is completely continuous.
Proof The operator T : P → P is continuous in view of the non-negativeness and conti-
nuity of G(t, s) and f (t,u(t),Dμ+u(t)).
Let  ⊂ P be bounded, i.e., there exists a positive constant M >  such that ‖u‖ ≤ M
for all u ∈ . Let L = max≤t≤,≤u≤M,–M≤Dμ+u≤M |f (t,u(t),D
μ
+u(t))|+ , then, for u ∈ , we
have






























































G(α, ; ξ , s) ds



















Hence, T() is bounded.
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G(α, ; ξ , s) ds +
 – lηα–β–
(α – β) + l
∫ 

G(α – β , ;η, s) ds,
then, for each u ∈ , t, t ∈ [, ], t < t, and t – t < δ, one has |Tu(t) –Tu(t)| < ε. That



























































































































































G(α, ; ξ , s) ds




































G(α, ; ξ , s) ds +
 – lηα–β–
(α – β)














In the following, we divide the proof into two cases.
Case . δ ≤ t < t < ,








(t – t)≤ LQ

(α – )δα– ≤ ε.
Case . ≤ t < δ, t < δ,










By means of the Arzela-Ascoli theorem, we have T : P → P is completely continuous. The
proof is complete. 












Theorem . Assume that conditions (H), (H) hold. In addition assume that there exist
nonnegative numbers  < a < b < b
γ
< c
max{,(μ+)} such that max{,(μ + )} · b < cγ , and
f (t,u, v) satisﬁes the following growth conditions:
(H) f (t,u, v)≤Mc for (t,u, v) ∈ [, ]× [, c]× [–c, c];
(H) f (t,u, v) <Ma for (t,u, v) ∈ [, ]× [,a]× [–a,a];
(H) f (t,u, v)≥Nb for (t,u, v) ∈ [γ , δ]× [b, c]× [–c, c].
Then BVP (.) has at least three positive solutions u, u and u, which satisfy
∥∥u(t)∥∥ < a, b < θ(u(t)) < ∥∥u(t)∥∥ ≤ c and
a <
∥∥u(t)∥∥ ≤ c with θ(u(t)) < b.
Proof We show that all the conditions of Theorem . are satisﬁed.
If u ∈ Pc, then ‖u‖ ≤ c. So  ≤ u(t) ≤ c, –c ≤ Dμ+u(t) ≤ c, t ∈ [, ]. Condition (H)
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G(α, ; ξ , s)Mcds



















Therefore, T : Pc → Pc. Standard applications of the Arzela-Ascoli theorem imply that
T is a completely continuous operator.
In a completely analogous argument, condition (H) implies that condition (C) of The-
orem . is satisﬁed.




























Consequently, {u ∈ P(θ ,b, c) | θ (u) > b} = ∅. Hence, if u ∈ P(θ ,b, c), then b≤ u(t)≤ c, –c≤
Dμ+u(t) ≤ c for γ ≤ t ≤ δ. From condition (H), we have f (t,u(t),Dμ+u(t)) ≥ Nb for γ ≤



















i.e., θ (Tu) > b for all u ∈ P(θ ,b, c). This shows that condition (C) of Theorem . is also
satisﬁed.
By Theorem . and Remark ., BVP (.) has at least three positive solutions u, u and
u, which satisfy
∥∥u(t)∥∥ < a, b < θ(u(t)) < ∥∥u(t)∥∥ ≤ c and
a <
∥∥u(t)∥∥ ≤ c with θ(u(t)) < b.
The proof is complete. 
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