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Abstract
Sufficient conditions are given for the existence of solutions of the following nonlinear boundary value
problem with nonhomogeneous multi-point boundary condition
u′′ + f (t, u,u′) = 0, t ∈ (0,1),
u(0) −
m∑
i=1
aiu(ti ) = λ1, u(1) −
m∑
i=1
biu(ti ) = λ2.
We prove that the whole plane R2 is divided by a “continuous decreasing curve” Γ into two disjoint con-
nected regions ΛE and ΛN such that the above problem has at least one solution for (λ1, λ2) ∈ Γ , has at
least two solutions for (λ1, λ2) ∈ ΛE \Γ , and has no solution for (λ1, λ2) ∈ ΛN . We also find explicit sub-
regions of ΛE where the above problem has at least two solutions and two positive solutions, respectively.
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Consider the nonlinear boundary value problem (BVP) consisting of the equation
u′′ + f (t, u,u′) = 0, t ∈ (0,1), (1.1)
and the nonhomogeneous boundary condition (BC)
u(0) −
m∑
i=1
aiu(ti) = λ1, u(1) −
m∑
i=1
biu(ti) = λ2, (1.2)
where m 1 is an integer, 0 < t1 < t2 < · · · < tm < 1, λ1, λ2 ∈ R := (−∞,∞), ai, bi ∈ R+ :=
[0,∞) for i = 1, . . . ,m, and f : (0,1) × R2 → R satisfies that for any (x, y) ∈ R2, f (·, x, y) is
measurable on (0,1), and for t ∈ (0,1) a.e., f (t, ·, ·) is continuous on R2. By a solution of BVP
(1.1), (1.2), we mean a function u ∈ C1([0,1],R) such that u′ is absolutely continuous on (0,1),
u satisfies Eq. (1.1) a.e. on (0,1), and satisfies the BC (1.2). Moreover, if u(t) > 0 for t ∈ (0,1),
then u(t) is said to be a positive solution of BVP (1.1), (1.2). Note that the BC (1.2) includes the
special case where ai = bi = 0 for i = 1, . . . ,m, i.e.,
u(0) = λ1, u(1) = λ2.
Many criteria have been established for the existence of solutions of multi-point BVPs in
the literature, see, for example, [1,2,4,6,9,10,12,13,15,16] and references therein. Most existing
results are about the existence of solutions for special homogeneous BCs. For instance, second-
order BVPs were studied with BC
u(0) = 0, u(1) −
m∑
i=1
biu(ti) = 0
in [5,6], with the BC
u′(0) = 0, u(1) −
m∑
i=1
biu(ti) = 0
in [8], and higher-order BVPs with homogeneous multi-point BCs were considered in [1].
Second-order BVPs with one-parameter nonhomogeneous BCs were also studied in [4,5,11,
13,16]. For instance, the two-point BVP consisting of the equation
u′′ + p(t)u′ + g(u) = 0, t ∈ (0,1), (1.3)
and the BC
u(0) = 0, u(1) = λ (1.4)
was studied in [11], and the multi-point BVP consisting of the equation
u′′ + a(t)h(u) = 0, t ∈ (0,1), (1.5)
and the BC
u(0) = 0, u(1) −
m∑
i=1
biu(ti) = λ (1.6)
was considered in [4], and its special form with m = 1 was investigated in [16]. In [4,5,11,16],
it was shown that under some assumptions there exists λ∗ > 0 such that BVPs (1.3), (1.4) and
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over, sufficient conditions were also given in [5,11,16] to guarantee the existence of at least two
positive solutions of the above BVPs for 0 < λ < λ∗.
BVPs with two-parameter nonhomogeneous multi-point BCs have recently been studied by
Zhang and Wang in [15] and by the authors in [9,10]. In particular, in [10], we studied BVP
(1.1), (1.2), and under some assumptions, we proved that the whole plane R2 for λ1 and λ2 can
be divided by a “continuous decreasing curve” Γ into two disjoint connected regions ΛE and
ΛN such that BVP (1.1), (1.2) has a solution for each (λ1, λ2) ∈ ΛE and has no solution for
any (λ1, λ2) ∈ ΛN . However, no conclusion was made there for the existence of solutions when
(λ1, λ2) ∈ Γ . This paper is a continuation of the work in [10]. Under certain assumptions, we
show that BVP (1.1), (1.2) has at least one solution for each (λ1, λ2) ∈ Γ , and has at least two so-
lutions for each (λ1, λ2) ∈ ΛE \Γ . We also find explicit subregions of ΛE where BVP (1.1), (1.2)
has at least two solutions and two positive solutions, respectively. See Theorems 2.1, 2.2, and
Corollary 2.1 for details. Our results are extensions and improvements of the work in [4,5,11,16].
We would like to take this opportunity to make the following comment: Although Lemma 3.2
in both [9] and [10] is correct, there is a flaw in the proofs. This has been corrected in [7]. The
idea for the corrections is reflected in the proof of Lemma 3.5 of this paper.
The main tools used in this paper are the lower and upper solution method and the Leray–
Schauder degree theory.
This paper is organized as follows. After this introduction, in Section 2 we state the main
results of this paper and give an example for demonstration. The proofs of all the results are
given in Section 3 together with some technical lemmas.
2. Main results
Throughout this paper, for k = 0,1, . . . and −∞ < a < b < ∞, we denote by Ck[a, b] the
Banach space of all kth continuously differentiable functions u(t) on [a, b] with the norm ‖u‖ =
maxt∈[a,b]{|u(t)|, . . . , |u(k)(t)|}, and let X = C1[0,1]. We denote by L(a, b) the Banach space
of all integrable functions u(t) on (a, b) with the norm ‖u‖L =
∫ b
a
|u(s)|ds.
The following assumptions are needed in this paper:
(A1) ∑mi=1 ai(1 − ti ) < 1, ∑mi=1 biti < 1, and
k :=
(
1 −
m∑
i=1
ai
)(
1 −
m∑
i=1
biti
)
+
(
1 −
m∑
i=1
bi
)
m∑
i=1
aiti > 0;
(A2) f  0 a.e. on (0,1) ×R2;
(A3) for any γ > 0, there exist functions pγ , qγ ∈ L(0,1) with ‖qγ ‖L < 1 such that
f (t, x, y) < pγ (t) + qγ (t)|y| on (0,1) × (−γ, γ ) ×R; (2.1)
(A4) there exist ξ, η ∈ R with 0 < η < ξ and a function ψ ∈ L(0,1) such that
f (t, x, y)ψ(t) on (0,1) × [0, ξ ] × [−ξ, ξ ], (2.2)
and
1∫
0
ψ(s) ds  kη
(1 +∑mi=1 ai)(1 +∑mi=1 bi) +∑mi=1 aiti , (2.3)
where k is defined in (A1);
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f (t, x, y) χ(t)x on (a, b) × [ζ,∞) ×R, (2.4)
where χ ∈ L(a, b) satisfies
m∑
i=1
[
(1 − t∗)ai + t∗bi
]
μ(ti) + t1(1 − tm)
b∫
a
s(1 − s)χ(s)μ(s) ds > 1 (2.5)
for some t∗ ∈ [t1, tm], and with
μ(t) = min{t,1 − t} for t ∈ [0,1]. (2.6)
Remark 2.1.
(a) If ∑mi=1 ai < 1 and ∑mi=1 bi < 1, then it is easy to see that (A1) holds, and (A1) implies that
k  1.
(b) Assume f (t, x, y) = g1(t)h1(x) + g2(t)h2(y), where gi ∈ L(0,1) for i = 1,2 with g1(t) >
0, g2(t) 0 on (0,1) and ‖g2‖L < 1, hi ∈ C(R,R+) for i = 1,2 with limx→0+ h1(x)/x = 0,
limx→∞ h1(x)/x = ∞, limy→0 h2(y)/y = 0, and limy→±∞ h2(y)/|y|  1. We claim that
(A2)–(A5) hold.
In fact, from the assumptions, (A2) obviously holds. Note that ‖g2‖L < 1, there exists
1 > 0 such that (1 + 1)‖g2‖L < 1. Since limy→±∞ h2(y)/|y|  1, there exists ρ > 0 such
that h2(y) < (1 + 1)|y| for |y| > ρ. For any γ > 0, let pγ (t) = g1(t)maxx∈[−γ,γ ] h1(x) +
g2(t)maxy∈[−ρ,ρ] h2(y) + 1 and qγ (t) = (1 + 1)g2(t) for t ∈ (0,1). Then (A3) holds. Let
2 > 0. Since limx→0+ h1(x)/x = 0 and limy→0 h2(y)/y = 0, there exists ξ > 0 such that
h1(x)  2ξ and h2(y)  2ξ for (x, y) ∈ [0, ξ ] × [−ξ, ξ ]. Let ψ(t) = 2ξ(g1(t) + g2(t))
for t ∈ (0,1). Then (A4) holds if 2 is sufficiently small. Finally, since g1(t) > 0 on (0,1)
and limx→∞ h1(x)/x = ∞, we see that for sufficiently large ζ , f (t, x, y)  Kg1(t)x on
(0,1) × [ζ,∞) × R for some K > 0 such that (2.5) holds with χ(t) = Kg1(t). Hence (A5)
holds.
Assume (A1) holds. Let y1(t) be the unique solution of the BVP
u′′ = 0, t ∈ (0,1),
u(0) −
m∑
i=1
aiu(ti) = 1, u(1) −
m∑
i=1
biu(ti) = 0,
and y2(t) the unique solution of the BVP
u′′ = 0, t ∈ (0,1),
u(0) −
m∑
i=1
aiu(ti) = 0, u(1) −
m∑
i=1
biu(ti) = 1.
Then it is easy to see that
y1(t) = −1
k
[(
1 −
m∑
bi
)
t −
(
1 −
m∑
biti
)]
(2.7)i=1 i=1
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y2(t) = 1
k
[(
1 −
m∑
i=1
ai
)
t +
m∑
i=1
aiti
]
, (2.8)
where k is defined in (A1). Therefore, we have that
k1
k
 y1(t)
k2
k
and
l1
k
 y2(t)
l2
k
for t ∈ [0,1], (2.9)
where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
k1 = min
{
m∑
i=1
bi(1 − ti ),1 −
m∑
i=1
biti
}
,
k2 = max
{
m∑
i=1
bi(1 − ti ),1 −
m∑
i=1
biti
}
,
l1 = min
{
1 −
m∑
i=1
ai(1 − ti ),
m∑
i=1
aiti
}
,
l2 = max
{
1 −
m∑
i=1
ai(1 − ti ),
m∑
i=1
aiti
}
.
(2.10)
Let ξ and η be given in (A4), a, b and ζ given in (A5), and μ(t) defined by (2.6). Define ΛE∗ ,
(ΛE∗ )+ and ΛN∗ in R2 as follows
ΛE∗ =
{
(λ1, λ2) ∈ R2
∣∣∣ λ1  k(ξ − η)1 +∑mi=1 bi , λ2 
k(ξ − η)
1 +∑mi=1 ai ,(
1 +
m∑
i=1
bi
)
λ1 +
(
1 +
m∑
i=1
ai
)
λ2  k(ξ − η)
}
, (2.11)
(
ΛE∗
)
+ =
{
(λ1, λ2) ∈ ΛE∗
∣∣ λ1  0, k1λ1 + l2λ2 > 0}
∪ {(λ1, λ2) ∈ ΛE∗ ∣∣ λ1 < 0, k2λ1 + l1λ2 > 0}, (2.12)
and
ΛN∗ =
{
(λ1, λ2) ∈ R2
∣∣∣ λ1  0, λ2  0, λ1 + λ2  2ζ
mins∈[a,b] μ(s)
}
. (2.13)
The propositions below summarizes the results in [10] restricted to the present assumptions
(A1)–(A5). The first provides explicit regions where BVP (1.1), (1.2) has a solution, has a positive
solution, and has no solution, respectively; while the second depicts the theoretical structure of
the plane R2 for (λ1, λ2) in terms of the existence and nonexistence of solutions of BVP (1.1),
(1.2). See [10, Theorems 2.3–2.5 and Corollary 2.1].
Proposition 2.1. Assume (A1)–(A5) hold. Then we have
(i) for each (λ1, λ2) ∈ ΛE∗ , BVP (1.1), (1.2) has a solution u(t) satisfying u(t)  λ1y1(t) +
λ2y2(t) for t ∈ [0,1]. Moreover, if (λ1, λ2) ∈ (ΛE∗ )+, then u(t) is positive;
(ii) for any (λ1, λ2) ∈ ΛN∗ , BVP (1.1), (1.2) has no solution.
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Proposition 2.2. Assume (A1)–(A5) hold. Then there exists a continuous curve Γ in the plane R2
for λ1 and λ2 with the following properties:
(i) Γ contains at most, if any, a countable number of vertical line segments Li , i = 1, . . . ,M ,
with M ∞, and on Γ \⋃Mi=1 Li , λ2 is a nonincreasing function of λ1;
(ii) the plane R2 is divided by Γ into two disjoint regions ΛE and ΛN such that ΛE ⊇ ΛE∗ and
ΛN ⊇ ΛN∗ ;
(iii) for each (λ1, λ2) ∈ ΛE , BVP (1.1), (1.2) has a solution u(t) satisfying u(t)  λ1y1(t) +
λ2y2(t) for t ∈ [0,1]; and for any (λ1, λ2) ∈ ΛN , it does not have a solution.
To visualize the sets ΛE∗ , (ΛE∗ )+, ΛN∗ , ΛE and ΛN , see Fig. 1.
The following are the main results of this paper where Γ , ΛE , ΛE∗ and (ΛE∗ )+ are defined in
Proposition 2.2, (2.11) and (2.12). First, we state a result on the existence of solutions of BVP
(1.1), (1.2) for each (λ1, λ2) ∈ Γ .
Theorem 2.1. Assume (A1)–(A5) hold. Then for each (λ1, λ2) ∈ Γ , BVP (1.1), (1.2) has a solu-
tion u(t) satisfying u(t) λ1y1(t) + λ2y2(t) for t ∈ [0,1].
Theorem 2.1 implies that if (A1)–(A5) hold, then Γ ⊆ ΛE . The next theorem provides condi-
tions which guarantee that BVP (1.1), (1.2) has at least two solutions for each (λ1, λ2) ∈ ΛE \Γ .
Theorem 2.2. Assume that (A1)–(A5) hold, and f (t, x, y) is locally Lipschitz in x and y. Then
for each (λ1, λ2) ∈ ΛE \Γ , BVP (1.1), (1.2) has at least two solutions u1(t) and u2(t) satisfying
ui(t) λ1y1(t) + λ2y2(t) for i = 1,2, and t ∈ [0,1].
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corollary provides explicit subregions of ΛE where BVP (1.1), (1.2) has at least two solutions
and two positive solutions, respectively.
Corollary 2.1. Assume that (A1)–(A5) hold, and f (t, x, y) is locally Lipschitz in x and y. Then
for each (λ1, λ2) ∈ ΛE∗ \Γ , BVP (1.1), (1.2) has at least two solutions u1(t) and u2(t) satisfying
ui(t)  λ1y1(t) + λ2y2(t) for i = 1,2, and t ∈ [0,1]. Moreover, if (λ1, λ2) ∈ (ΛE∗ )+ \ Γ , then
u1(t) and u2(t) are positive.
Remark 2.2. In [9], similar results to Propositions 2.1 and 2.2 are obtained for the BVP consist-
ing of Eq. (1.1) and the BC
u′(0) −
m∑
i=1
aiu
′(ti) = λ1, u(1) −
m∑
i=1
biu(ti) = λ2. (2.14)
We remark that similar results to Theorems 2.1 and 2.2 also hold for BVP (1.1), (2.14). We omit
the details for this discussion.
In the rest of this section, we give an example to illustrate the above results.
Example. Consider the BVP consisting of the equation
u′′ + t−1/2u2/16 + t3|u′|/2 = 0, t ∈ (0,1), (2.15)
and the BC
u(0) − 1
6
u(1/2) = λ1, u(1) − 13u(1/2) = λ2. (2.16)
With m = 1, a1 = 1/6, b1 = 1/3, t1 = 1/2, and f (t, x, y) = t−1/2x2/16 + t3|y|/2, it is easy to
see that (A1) and (A2) hold, and (A3) holds with pγ (t) = γ 2t−1/2/16 and qγ (t) = t3/2.
Let ξ = 1, η = 5/9 and ψ(t) = t−1/2/16 + t3/2. Then η < ξ and for (t, x, y) ∈ (0,1) ×
[0, ξ ] × [−ξ, ξ ], f (t, x, y)  ψ(t), i.e., (2.2) is satisfied. By simple calculations, we have that∫ 1
0 ψ(s) ds = 1/4, and for k defined in (A1), we see that k = 3/4, and
kη
(1 + a1)(1 + b1) + a1t1 =
15
59
.
Thus
1∫
0
ψ(s) ds <
kη
(1 + a1)(1 + b1) + a1t1 ,
i.e., (2.3) is satisfied. Hence (A4) holds.
Let ζ = 1536√2, a = 1/4, b = 1/2 and χ(t) = 192 for t ∈ (0,1). Then a < b, χ ∈ L(a, b),
and for (t, x, y) ∈ (a, b) × [ζ,∞) ×R,
f (t, x, y) t−1/2x2/16 192x = χ(t)x,
i.e., (2.4) is satisfied. Let μ(t) be defined by (2.6) and t∗ = 1/2. By simple calculations, we have
that
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(1 − t∗)a1 + t∗b1
]
μ(t1) + t1(1 − tm)
b∫
a
s(1 − s)χ(s)μ(s) ds
= 1
8
+ 48
1/2∫
1/4
s2(1 − s) ds = 1
8
+ 48
(
7
192
− 15
1024
)
>
1
8
+ 48
(
7
192
− 16
1024
)
= 1
8
+ 1 > 1,
i.e., (2.5) is satisfied. Hence (A5) holds.
Clearly, f (t, x, y) is locally Lipschitz in x and y. Therefore, all the assumptions of Theo-
rem 2.2 are satisfied. Note that for t ∈ [0,1],
λ1y1(t) + λ2y2(t) =
[
(−8t + 10)λ1 + (10t + 1)λ2
]
/9.
From Proposition 2.2, Theorems 2.1, 2.2, and Corollary 2.1, we have the following conclusions:
(1) There exists a “continuous decreasing curve” Γ which divides the plane R2 into two
disjoint connected regions ΛE and ΛN such that for each (λ1, λ2) ∈ Γ , BVP (2.15), (2.16) has
at least one solution u(t) satisfying u(t)  [(−8t + 10)λ1 + (10t + 1)λ2]/9 for t ∈ [0,1]; for
each (λ1, λ2) ∈ ΛE \ Γ , BVP (2.15), (2.16) has at least two solutions u1(t) and u2(t) satisfying
ui(t) [(−8t + 10)λ1 + (10t + 1)λ2]/9 for i = 1,2, and t ∈ [0,1]; and for any (λ1, λ2) ∈ ΛN ,
BVP (2.15), (2.16) has no solution.
(2) Let
Λ1 =
{
(λ1, λ2) ∈ R2
∣∣ λ1 < 1/4, λ2 < 2/7, 8λ1 + 7λ2 < 2}
and
Λ2 =
{
(λ1, λ2) ∈ Λ1
∣∣ λ1  0, 2λ1 + 11λ2 > 0}
∪ {(λ1, λ2) ∈ Λ2 ∣∣ λ1 < 0, 10λ1 + λ2 > 0}.
Then Λ1 and Λ2 are explicitly defined and Λ1 ⊆ ΛE∗ \ Γ , and Λ2 ⊆ (ΛE∗ )+ \ Γ . For each
(λ1, λ2) ∈ Λ1, BVP (2.15), (2.16) has at least two solutions u1(t) and u2(t) satisfying ui(t) 
[(−8t + 10)λ1 + (10t + 1)λ2]/9 for i = 1,2, and t ∈ [0,1]; moreover, if (λ1, λ2) ∈ Λ2, then
u1(t) and u2(t) are positive.
3. Proofs
The following is from [10, Lemma 3.1].
Lemma 3.1. x(t) is a solution of the integral equation
x(t) = (1 − t)
m∑
i=1
aix(ti) + t
m∑
i=1
bix(ti) + (1 − t)λ1 + tλ2
+
1∫
G(t, s)f
(
s, x(s), x′(s)
)
ds0
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u(0) −
m∑
i=1
aiu(ti) = λ1, u(1) −
m∑
i=1
biu(ti) = λ2,
where
G(t, s) =
{
t (1 − s), 0 t  s  1,
s(1 − t), 0 s  t  1, (3.1)
is the Green’s function of the BVP
u′′(t) = 0 on (0,1) with u(0) = 0 and u(1) = 0.
Let y1(t) and y2(t) be defined by (2.7) and (2.8), respectively. For any λ1, λ2 ∈ R, and
t ∈ [0,1], let
v(t) := u(t) − λ1y1(t) − λ2y2(t). (3.2)
Then BVP (1.1), (1.2) becomes the BVP consisting of the equation
v′′ + f (t, v + λ1y1(t) + λ2y2(t), v′ + λ1y′1(t) + λ2y′2(t))= 0, t ∈ (0,1), (3.3)
and the homogeneous BC
v(0) −
m∑
i=1
aiv(ti) = 0, v(1) −
m∑
i=1
biv(ti) = 0. (3.4)
Assume (A5) holds. Then from (2.5), there exists θ ∈ (0,1) such that
m∑
i=1
[
(1 − t∗)ai + t∗bi
]
μ(ti) + θt1(1 − tm)
b∫
a
s(1 − s)χ(s)μ(s) ds > 1. (3.5)
Lemma 3.2. Assume (A1), (A2), and (A5) hold. Let ΛE be given in Proposition 2.2, and Λ ⊆ ΛE
be a bounded set. Then all solutions u(t) of BVP (1.1), (1.2) with (λ1, λ2) ∈ Λ satisfy |u(t)| < c1
for t ∈ [0,1], where c1 = c1(Λ) is a positive constant depending on Λ only.
Proof. Let (λ1, λ2) ∈ Λ and u(t) be a solution of BVP (1.1), (1.2). Then v(t) defined by (3.2) is
a solution of BVP (3.3), (3.4). From Lemmas 3.4 and 3.5 in [10], we have that v(t) 0 on [0,1]
and
v(t) μ(t) max
s∈[0,1]
v(s) for t ∈ [0,1], (3.6)
where μ(t) is defined by (2.6). Let k be given in (A1), ki and li , i = 1,2, defined by (2.10).
Define two functions z1, z2 :R2 → R+ as follows
z1(λ1, λ2) = 1
k
(
k2|λ1| + l2|λ2|
)
and
z2(λ1, λ2) =
∫ b
a
s(1 − s)χ(s) ds
(1 − θ) ∫ b s(1 − s)χ(s)μ(s) ds z1(λ1, λ2). (3.7)
a
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We claim that
v(t) <
ζ + z1(λ1, λ2) + z2(λ1, λ2)
mins∈[a,b] μ(s)
for t ∈ [0,1]. (3.8)
For otherwise, there exists tˆ ∈ [0,1] such that
v(tˆ) ζ + z1(λ1, λ2) + z2(λ1, λ2)
mins∈[a,b] μ(s)
.
Thus it follows from (3.6) that for t ∈ [a, b],
v(t) μ(t) max
s∈[0,1]
v(s) μ(t)v(tˆ)
 ζ + z1(λ1, λ2) + z2(λ1, λ2) > z2(λ2, λ2). (3.9)
As a result of (3.7) and (3.9), we have that
(1 − θ) max
s∈[0,1]
v(s)
b∫
a
s(1 − s)χ(s)μ(s) ds > z1(λ1, λ2)
b∫
a
s(1 − s)χ(s) ds. (3.10)
From (2.9), it is easy to see that∣∣λ1y1(t)∣∣+ ∣∣λ2y2(t)∣∣ z1(λ1, λ2) for t ∈ [0,1]. (3.11)
Hence (3.9) and (3.11) imply that for t ∈ [a, b],
v(t) + λ1y1(t) + λ2y2(t) v(t) −
∣∣λ1y1(t)∣∣− ∣∣λ2y2(t)∣∣
 v(t) − z1(λ1, λ2) ζ + z2(λ1, λ2) ζ.
From (2.4), we have that for t ∈ (a, b),
f
(
t, v(t) + λ1y1(t) + λ2y2(t), v′(t) + λ1y′1(t) + λ2y′2(t)
)
 χ(t)
(
v(t) + λ1y1(t) + λ2y2(t)
)
. (3.12)
Let G(t, s) be defined by (3.1). Then it is easy to see that for (t, s) ∈ [t1, tm] × [0,1],
G(t, s) t1(1 − tm)s(1 − s). (3.13)
Note that v(t) is a solution of BVP (3.3), (3.4), from Lemma 3.1 with λ1 = λ2 = 0, we have that
v(t∗) = (1 − t∗)
m∑
i=1
aiv(ti) + t∗
m∑
i=1
biv(ti)
+
1∫
0
G(t∗, s)f
(
s, v(s) + λ1y1(s) + λ2y2(s), v′(s) + λ1y′1(s) + λ2y′2(s)
)
ds.
From (3.12), (3.13), and (3.11)
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m∑
i=1
[
(1 − t∗)ai + t∗bi
]
v(ti)
+ t1(1 − tm)
b∫
a
s(1 − s)χ(s)(v(s) + λ1y1(s) + λ2y2(s))ds

m∑
i=1
[
(1 − t∗)ai + t∗bi
]
v(ti) + t1(1 − tm)
[ b∫
a
s(1 − s)χ(s)v(s) ds
−
b∫
a
s(1 − s)χ(s)(∣∣λ1y1(s)∣∣+ ∣∣λ2y2(s)∣∣)ds
]

m∑
i=1
[
(1 − t∗)ai + t∗bi
]
v(ti) + t1(1 − tm)
[ b∫
a
s(1 − s)χ(s)v(s) ds
− z1(λ1, λ2)
b∫
a
s(1 − s)χ(s) ds
]
.
Thus (3.6) implies that
v(t∗)
[
m∑
i=1
[
(1 − t∗)ai + t∗bi
]
μ(ti)
+ θt1(1 − tm)
b∫
a
s(1 − s)χ(s)μ(s) ds
]
max
s∈[0,1]
v(s)
+ t1(1 − tm)
[
(1 − θ) max
s∈[0,1]
v(s)
b∫
a
s(1 − s)χ(s)μ(s) ds
− z1(λ1, λ2)
b∫
a
s(1 − s)χ(s) ds
]
.
Now, in view of (3.5) and (3.10), we have that
v(t∗) > max
s∈[0,1]
v(s) v(t∗),
which is a contradiction. Hence (3.8) holds. From (3.8) and (3.11), we have that∣∣u(t)∣∣= ∣∣v(t) + λ1y1(t) + λ2y2(t)∣∣ v(t) + ∣∣λ1y1(t)∣∣+ ∣∣λ2y2(t)∣∣
< z(λ1, λ2) := ζ + (1 + mins∈[a,b] μ(s))z1(λ1, λ2) + z2(λ1, λ2)
mins∈[a,b] μ(s)
.
Let c1 = max(λ1,λ2)∈Λ¯ z(λ1, λ2) + 1. Then c1 depends on Λ only, and all solutions u(t) of BVP(1.1), (1.2) with (λ1, λ2) ∈ Λ satisfy |u(t)| < c1 for t ∈ [0,1]. This completes the proof. 
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be a bounded set. Then all solutions u(t) of BVP (1.1), (1.2) with (λ1, λ2) ∈ Λ satisfy |u′(t)| < c2
for t ∈ [0,1], where c2 = c2(Λ) is a positive constant depending on Λ only.
Proof. Let (λ1, λ2) ∈ Λ and u(t) be a solution of BVP (1.1), (1.2). Then under the assump-
tions, Lemma 3.2 implies that |u(t)| < c1 for t ∈ [0,1], where c1 = c1(Λ) is a positive constant
depending on Λ only. From (A3), there exist pc1, qc1 ∈ L(0,1) such that ‖qc1‖L < 1 and
f
(
t, u(t), u′(t)
)
< pc1(t) + qc1(t)
∣∣u′(t)∣∣.
From Lemma 3.1, u(t) satisfies that for t ∈ [0,1],
u(t) = (1 − t)
m∑
i=1
aiu(ti) + t
m∑
i=1
biu(ti) + (1 − t)λ1 + tλ2
+
1∫
0
G(t, s)f
(
s, u(s), u′(s)
)
ds, (3.14)
and hence
u′(t) = −
m∑
i=1
aiu(ti) +
m∑
i=1
biu(ti) +
1∫
t
f
(
s, u(s), u′(s)
)
ds
−
1∫
0
sf
(
s, u(s), u′(s)
)
ds − λ1 + λ2. (3.15)
Let u′∗ = maxt∈[0,1] |u′(t)| and λ∗ = max(λ1,λ2)∈Λ¯(|λ1| + |λ2|). Since∣∣∣∣∣
1∫
t
f
(
s, u(s), u′(s)
)
ds −
1∫
0
sf
(
s, u(s), u′(s)
)
ds
∣∣∣∣∣
1∫
0
f
(
s, u(s), u′(s)
)
ds
for t ∈ [0,1], we have that for t ∈ [0,1],
∣∣u′(t)∣∣< c1 m∑
i=1
(ai + bi) +
1∫
0
(
pc1(s) + qc1(s)
∣∣u′(s)∣∣)ds + |λ1| + |λ2|
 c1
m∑
i=1
(ai + bi) + ‖pc1‖L + ‖qc1‖Lu′∗ + λ∗,
which implies that
u′∗ < c1
m∑
i=1
(ai + bi) + ‖pc1‖L + ‖qc1‖Lu′∗ + λ∗.
Note that ‖qc1‖L < 1, we get that
u′∗ < c2 :=
c1
∑m
i=1(ai + bi) + ‖pc1‖L + λ∗ .
1 − ‖qc1‖L
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t ∈ [0,1]. This proves the lemma. 
Proof of Theorem 2.1. It is easy to see that for each (λ1, λ2) ∈ Γ , there exist a bounded set
Λ ⊆ ΛE and a sequence {λn1, λn2}∞n=1 in Λ such that λn1 → λ1 and λn2 → λ2. For any n ∈ N, by
Proposition 2.2, BVP (1.1), (1.2) with (λ1, λ2) = (λn1, λn2) has a solution un(t) satisfying
un(t) λn1y1(t) + λn2y2(t) for t ∈ [0,1]. (3.16)
Let c1 = c1(Λ) and c2 = c2(Λ) be given in Lemmas 3.2 and 3.3, respectively. Then ‖un‖ <
max{c1, c2} for n ∈ N, i.e., the sequence {un(t)}∞n=1 is uniformly bounded. Similar to (3.14) and
(3.15), we have that for t ∈ [0,1],
un(t) = (1 − t)
m∑
i=1
aiun(ti) + t
m∑
i=1
biun(ti) + (1 − t)λn1 + tλn2
+
1∫
0
G(t, s)f
(
s, un(s), u
′
n(s)
)
ds (3.17)
and
u′n(t) = −
m∑
i=1
aiun(ti) +
m∑
i=1
biun(ti) +
1∫
t
f
(
s, un(s), u
′
n(s)
)
ds
−
1∫
0
sf
(
s, un(s), u
′
n(s)
)
ds − λ1 + λ2.
Then from (A3), it is easy to see that the sequences {un(t)}∞n=1 and {u′n(t)}∞n=1 are equicon-
tinuous. Thus by the Arzelà–Ascoli theorem, {un(t)}∞n=1 has a subsequence which converges
uniformly to a function u(t) in X. For simplicity, we still denote it by {un(t)}∞n=1. Let n → ∞
in (3.17), in view of (A3) and using the Lebesgue dominated convergence theorem, we have that
for t ∈ [0,1],
u(t) = (1 − t)
m∑
i=1
aiu(ti) + t
m∑
i=1
biu(ti) + (1 − t)λ1 + tλ2
+
1∫
0
G(t, s)f
(
s, u(s), u′(s)
)
ds.
It follows from Lemma 3.1 that u(t) is a solution of BVP (1.1), (1.2). Moreover, (3.16) implies
that
u(t) λ1y1(t) + λ2y2(t) for t ∈ [0,1].
This completes the proof. 
In the rest of this section, we will prove Theorem 2.2 and its corollary.
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solution of BVP (1.1), (1.2) if
α′′(t) + f (t, α(t), α′(t)) 0 on (0,1),
α(0) −
m∑
i=1
aiα(ti) λ1, α(1) −
m∑
i=1
biα(ti) λ2.
Similarly, let β ∈ X be such that β ′ is absolutely continuous on (0,1). Then β(t) is said to be an
upper solution of BVP (1.1), (1.2) if
β ′′(t) + f (t, β(t), β ′(t)) 0 on (0,1),
β(0) −
m∑
i=1
aiβ(ti) λ1, β(1) −
m∑
i=1
biβ(ti) λ2.
Let α(t) and β(t) be lower and upper solutions of BVP (1.1), (1.2), respectively, satisfying
α(t) β(t) for t ∈ [0,1]. (3.18)
For any u ∈ X, define a function u˜ : [0,1] → R by
u˜(t) = max{α(t),min{u(t), β(t)}}. (3.19)
Then for t ∈ [0,1]
α˜(t) = α(t), β˜(t) = β(t), α(t) u˜(t) β(t). (3.20)
We refer the reader to [14, Lemma 2] for a proof of the following result.
Lemma 3.4. For u ∈ X, we have
(a) u˜′(t) exists a.e. on [0,1];
(b) if {un}∞n=1 ⊆ X with un → u0 in X, then u˜′n(t) → u′0(t) a.e. on [0,1].
By Lemma 3.4(a), for u ∈ X, u˜′(t) exists a.e. on [0,1]. If u˜′(t∗) does not exist for some
t∗ ∈ [0,1], then it is easy to show that the left and right derivatives of u˜(t) at t∗ must exist and
both values depend only on α, β , and u. Therefore, we can complement the values of u˜′(t) in
such a way that it is bounded and the bound depends only on the maximal values of |α′|, |β ′|,
and |u′| on [0,1].
For any l > 0, define the functions ψl :R→ R by
ψl(y) =
⎧⎨
⎩
l, y > l,
y, −l  y  l,
−l, y < −l,
(3.21)
and let
fl
(
t, u(t), u′(t)
)= f (t, u˜(t),ψl(u˜′(t)))+ u˜(t) − u(t)1 + (u(t))2 . (3.22)
By Lemma 3.4(b), we see that if {un}∞n=1 ⊆ C1[0,1] with un → u0 in X, then fl(t, un(t),
u′n(t)) → fl(t, u0(t), u′0(t)) a.e. on (0,1). Consider the BVP consisting of the equation
u′′ + fl
(
t, u(t), u′(t)
)= 0, t ∈ (0,1), (3.23)
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u(0) −
m∑
i=1
aiu˜(ti) = λ1, u(1) −
m∑
i=1
biu˜(ti) = λ2. (3.24)
Lemma 3.5. Assume that BVP (1.1), (1.2) has a lower solution α(t) and an upper solution β(t)
satisfying (3.18). Let l maxt∈[0,1]{|α′(t)|, |β ′(t)|} and fl be defined by (3.22). If u(t) is a solu-
tion of BVP (3.23), (3.24), then
α(t) u(t) β(t) for t ∈ [0,1].
Consequently, if |u′(t)| l for t ∈ [0,1], then u(t) is a solution of BVP (1.1), (1.2).
Proof. We first prove that u(t)  β(t) on [0,1]. Suppose by contradiction that there exists
tˆ ∈ [0,1] such that u(tˆ) > β(tˆ). Without loss of generality we may assume that u(t) − β(t)
is maximized at tˆ .
(i) If tˆ ∈ (0,1), then we claim that there exists t¯ in a neighborhood of tˆ such that u(t¯) > β(t¯)
and u′′(t¯)  β ′′(t¯). For otherwise, there exists a small neighborhood N of tˆ such that u′′(t) >
β ′′(t) a.e. in N . Hence u(t) − β(t) is strictly concave up in N . But this contradicts the as-
sumption that u(t) − β(t) is maximized at tˆ . Clearly, (3.19), (3.21), and the assumption that
l  maxt∈[0,1]{|α′(t)|, |β ′(t)|} imply that u˜(t¯) = β(t¯) and ψl(u˜′(t¯)) = β ′(t¯). Then from (3.22),
(3.23), and the fact that β(t) is an upper solution of BVP (1.1), (1.2),
0 u′′(t¯) − β ′′(t¯)
−f (t¯ , β(t¯), β ′(t¯))− β(t¯) − u(t¯)
1 + (u(t¯))2 + f
(
t¯ , β(t¯), β ′(t¯)
)
= u(t¯) − β(t¯)
1 + (u(t¯))2 > 0,
which is a contradiction.
(ii) If tˆ = 0, then u(0) − β(0) > 0. On the other hand, since β(t) is an upper solution of BVP
(1.1), (1.2), from (3.20) and (3.24),
u(0) =
m∑
i=1
aiu˜(ti) + λ1 
m∑
i=1
aiβ(ti) + λ1  β(0).
We again reach a contradiction.
(iii) If tˆ = 1, then u(1) − β(1) > 0. By a similar argument as in (ii), we still can get a contra-
diction.
Thus, we have proved that u(t)  β(t) on [0,1]. Similarly, we can show that u(t)  α(t)
on [0,1]. Therefore, α(t) u(t) β(t) for t ∈ [0,1].
As a result, from (3.19), u˜(t) = u(t) for t ∈ [0,1]. Note that if |u′(t)|  l on [0,1], then
(3.21) implies that ψl(u′(t)) = u′(t) for t ∈ [0,1]. Then in view of (3.22), fl(t, u(t), u′(t)) =
f (t, u(t), u′(t)) on [0,1]. Consequently, u(t) is a solution of BVP (1.1), (1.2). This completes
the proof. 
For a proof of the following lemma, see [10, Lemma 3.3].
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satisfying (3.18). Suppose there exists a functional g : (0,1)×X → X such that for any t ∈ (0,1)
and u ∈ X with α(t) u(t) β(t) on [0,1],∣∣g(t, u(·))∣∣ p(t) + q(t)∣∣u′(t)∣∣+ ‖α‖ + ‖β‖ + 1 a.e. on [0,1], (3.25)
where p,q ∈ L(0,1) with ‖q‖L < 1. Then for any solution u(t) of the BVP consisting of the
equation
u′′ + g(t, u(·))= 0, t ∈ (0,1),
and BC (1.2) satisfying α(t) u(t) β(t) for t ∈ [0,1], we have that |u′(t)| c3 for t ∈ [0,1],
where
c3 = ‖p‖L + 2(‖α‖ + ‖β‖)+ 11 − ‖q‖L . (3.26)
Proof of Theorem 2.2. Let (λ1, λ2) ∈ ΛE \Γ be fixed. Then there exists (λˇ1, λˇ2) ∈ ΛE such that
λˇ1 > λ1 and λˇ2 > λ2. By Proposition 2.2, BVP (1.1), (1.2) with (λ1, λ2) replaced by (λˇ1, λˇ2) has
a solution uˇ(t). Thus from Theorem 2.2 in [10], BVP (1.1), (1.2) has a solution u1(t) satisfying
u1(t) uˇ(t) for t ∈ [0,1]. With the same reasoning, there exists (λˆ1, λˆ2) ∈ ΛE such that λˆ1 < λ1
and λˆ2 < λ2, and BVP (1.1), (1.2) with (λ1, λ2) replaced by (λˆ1, λˆ2) has a solution uˆ(t) satisfying
uˆ(t) u1(t) for t ∈ [0,1]. Thus we have
uˆ(t) u1(t) uˇ(t) for t ∈ [0,1]. (3.27)
To prove the existence of a second solution, we first show that
uˆ(t) < u1(t) < uˇ(t) for t ∈ [0,1]. (3.28)
If the first inequality in (3.28) does not hold, then in view of (3.27),
u1(0) − uˆ(0) =
m∑
i=1
ai
(
u1(ti) − uˆ(ti)
)+ λ1 − λˆ1 > 0,
and
u1(1) − uˆ(1) =
m∑
i=1
bi
(
u1(ti) − uˆ(ti)
)+ λ2 − λˆ2 > 0,
we see that there exists t0 ∈ (0,1) such that uˆ(t0) = u1(t0) := d1, uˆ(t) u1(t) on [0,1]. There-
fore, uˆ′(t0) = u′1(t0) := d2. Hence uˆ(t) and u1(t) are both solutions of the initial value problem
u′′(t) + f (t, u(t), u′(t))= 0, u(t0) = d1, u′(t0) = d2.
Since f is locally Lipschitz in x and y, the solution of the above problem is unique. This means
that uˆ(t) ≡ u1(t) on [0,1], which contradicts the assumption that uˆ(t) < u1(t) for t = 0 and 1.
Thus the first inequality in (3.28) holds. By the same argument, we can show that the second
inequality in (3.28) holds.
Let α(t) ≡ uˆ(t) and β(t) ≡ uˇ(t) for t ∈ [0,1]. Then α(t) and β(t) are lower and upper solu-
tions of BVP (1.1), (1.2), respectively, and satisfy (3.18).
Choose (λ¯1, λ¯2) ∈ ΛN such that λ¯1 > λ1 and λ¯2 > λ2, where ΛN is given in Proposition 2.2.
We define T : [λ1, λ¯1] × [λ2, λ¯2] ×X → X by
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m∑
i=1
aiu(ti) + t
m∑
i=1
biu(ti) + (1 − t)μ1 + tμ2
+
1∫
0
G(t, s)f
(
s, u(s), u′(s)
)
ds.
Then by Lemma 3.1, u(t) is a solution of BVP (1.1), (1.2) if and only if u = T (λ1, λ2, u). It is
easy to see from (A3) that for any fixed (μ1,μ2) ∈ [λ1, λ¯1] × [λ2, λ¯2] and any bounded open set
S of X, T (μ1,μ2, ·) :S → X is completely continuous.
Define the line segment
L = {(μ1,μ2) ∣∣ μ1 = (1 − t)λ1 + t λ¯1 and μ2 = (1 − t)λ2 + t λ¯2 for t ∈ (0,1)}.
Let Λ be a bounded subset of ΛE such that the line segment L ∩ ΛE ⊆ Λ. Let c1 = c1(Λ),
c2 = c2(Λ) be given in Lemmas 3.2 and 3.3 for this Λ and c3 defined by (3.26) with the above
α(t) and β(t). Let
l = max
{
c2, c3, max
t∈[0,1]
{∣∣uˆ′(t)∣∣, ∣∣uˇ′(t)∣∣}},
and u˜(t) and fl(t, u(t), u′(t)) be defined by (3.19) and (3.22), respectively, with the above α(t)
and β(t). We define T˜ : [λ1, λ¯1] × [λ2, λ¯2] × X → X by
T˜ (μ1,μ2, u) = (1 − t)
m∑
i=1
aiu˜(ti) + t
m∑
i=1
biu˜(ti) + (1 − t)μ1 + tμ2
+
1∫
0
G(t, s)fl
(
s, u(t), u′(t)
)
ds.
Then for any fixed (μ1,μ2) ∈ [λ1, λ¯1] × [λ2, λ¯2], it is a standard argument to show that
T˜ (μ1,μ2, ·) :X → X is completely continuous.
Define a set Ω in X as follows
Ω = {u(t) ∈ X ∣∣ ∣∣u(t)∣∣< c1, ∣∣u′(t)∣∣< c2 and uˆ(t) < u(t) < u¯(t) on [0,1]}.
Then Ω is a bounded open subset of X, and from Lemmas 3.2 and 3.3, and (3.28), u1(t) ∈ Ω .
Since T˜ (λ1, λ2, ·) is bounded on X, there exists a positive number R > max{c1, c2} such that
‖T˜ (λ1, λ2, u)‖ < R for all u ∈ X. Let B(0,R) be the ball centered at 0 with radius R in X.
Clearly, Ω ⊂ B(0,R). From Corollary 2.5.1 in [3], we have that
deg
(
I − T˜ (λ1, λ2, ·),B(0,R),0
)= 1. (3.29)
In what follows, we consider two cases.
Case (1). T˜ (λ1, λ2, ·) has no fixed point on B(0,R) \Ω . For this case, note that T (λ1, λ2, ·) =
T˜ (λ1, λ2, ·) on Ω , from the excision property of Leray–Schauder degree and (3.29), we get that
deg
(
I − T (λ1, λ2, ·),Ω,0
)
= deg(I − T˜ (λ1, λ2, ·),Ω,0)= deg(I − T˜ (λ1, λ2, ·),B(0,R),0)= 1. (3.30)
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deg
(
I − T (λ¯1, λ¯2, ·),B(0,R),0
)= 0. (3.31)
Let H : [0,1] × B(0,R) → X be defined by
H(t, ·) = T ((1 − t)λ1 + t λ¯1, (1 − t)λ2 + t λ¯2, ·).
We claim that H(t,u) = u for (t, u) ∈ [0,1] × ∂B(0,R). Otherwise, there exists (t0, u0) ∈
[0,1] × ∂B(0,R) such that H(t0, u0) = u0. Therefore, u0(t) is a solution of BVP (1.1), (1.2)
with (λ1, λ2) replaced by (μ¯1, μ¯2) := ((1 − t0)λ1 + t0λ¯1, (1 − t0)λ2 + t0λ¯2). Consequently,
(μ¯1, μ¯2) ∈ Λ. Thus by Lemmas 3.2 and 3.3, we have that |u0(t)| < c1 and |u′0(t)| < c2 for
t ∈ [0,1]. This contradicts the assumptions that u0 ∈ ∂B(0,R) and R > max{c1, c2}. From the
homotopy invariance of the Leray–Schauder degree and (3.31), we have that
deg
(
I − T (λ1, λ2, ·),B(0,R),0
)
= deg(I − H(0, ·),B(0,R),0)= deg(I − H(1, ·),B(0,R),0)
= deg(I − T (λ¯1, λ¯2, ·),B(0,R),0)= 0. (3.32)
Since R > max{c1, c2}, by Lemmas 3.2 and 3.3, T (λ1, λ2, ·) has no fixed point on ∂B(0,R).
Also, since T (λ1, λ2, ·) = T˜ (λ1, λ2, ·) on ∂Ω , and note that T˜ (λ1, λ2, ·) has no fixed point
on ∂Ω , T (λ1, λ2, ·) has no fixed point on ∂Ω . By the additivity property of the Leray–Schauder
degree, (3.30) and (3.32), we get that
deg
(
I − T (λ1, λ2, ·),B(0,R) \ Ω,0
)= −1.
Therefore, BVP (1.1), (1.2) has a solution u2(t) in B(0,R) \ Ω . Since u1(t) ∈ Ω , u2(t) ≡ u1(t)
on [0,1]. Thus u2(t) is a second solution BVP (1.1), (1.2). Note that for i = 1,2, vi(t) := ui(t)−
λ1y1(t) − λ2y2(t) is a solution of BVP (3.3), (3.4), from Lemma 3.5 in [10], vi(t) 0 on [0,1]
for i = 1,2, i.e., ui(t) λ1y1(t) + λ2y2(t) for i = 1,2, and t ∈ [0,1].
Case (2). T˜ (λ1, λ2, ·) has a fixed point u2 on B(0,R) \ Ω . Then as in Lemma 3.1, we can
easily see that u2(t) is a solution of BVP (3.23), (3.24). By Lemma 3.5, α(t) u2(t) β(t) for
t ∈ [0,1]. Let γ = max{‖α‖,‖β‖}. Then from (A3), there exist pγ , qγ ∈ L(0,1) with ‖q‖γ < 1
such that
f
(
t, u(t), u′(t)
)
< pγ (t) + qγ (t)
∣∣u′(t)∣∣
for t ∈ (0,1) and u ∈ X with α(t) u(t) β(t) on [0,1]. Therefore, from (3.22), we see that∣∣fl(t, u(t), u′(t))∣∣ pγ (t) + qγ (t)∣∣u′(t)∣∣+ ‖α‖ + ‖β‖ + 1
for a.e. t ∈ (0,1) and u ∈ X with α(t)  u(t)  β(t) on [0,1]. Then (3.25) holds with
g(t, u(·)) = fl(t, u(t), u′(t)), p(t) = pγ (t), and q(t) = qγ (t). Thus from Lemma 3.6, |u′2(t)|
c3  l on [0,1]. Hence again by Lemma 3.5, u2(t) is a solution of BVP (1.1), (1.2). Since
u2(t) ∈ B(0,R) \ Ω , u2(t) ≡ u1(t) on [0,1]. Thus u2(t) is a second solution BVP (1.1), (1.2).
As in case (1), we see that ui(t) λ1y1(t) + λ2y2(t) for i = 1,2, and t ∈ [0,1]. This completes
the proof of the theorem. 
Proof of Corollary 2.1. From (2.9), it is easy to see that λ1y1(t) + λ2y2(t) > 0 on [0,1] for
each (λ1, λ2) ∈ (ΛE∗ )+. Then the conclusion readily follows from Theorem 2.2. 
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