Implementación y evaluación de la codificación LDPC para la transmisión de ficheros en entornos unidireccionales by De Fez Lava, Ismael
  
Resumen — La utilización de mecanismos FEC (Forward Error Correction) proporciona una mayor 
fiabilidad en la transmisión de contenido IP en entornos con pérdidas. De entre los distintos tipos de códigos 
FEC existentes, esta tesina presenta una completa evaluación sobre la codificación LDPC (Low Density 
Parity Check) basada en una implementación propia de dicha codificación, según las características definidas 
por la RFC 5170. Dicha evaluación muestra las ventajas que supone el empleo de codificación a nivel de 
paquete en la transmisión de ficheros en entornos unidireccionales, y realiza una comparación entre dos tipos 
de estructuras LDPC: Staircase y Triangle.  
 
 
 
Abstract — FEC (Forward Error Correction) mechanisms improve IP content transmission reliability in the 
event of packet loss. Among different types of existing FEC codes, this dissertation presents a thorough 
evaluation of LDPC (Low Density Parity Check) coding, based on an implementation developed within this 
research project, according to the specifications defined by RFC 5170. The evaluation shows the advantages 
that packet level encoding provides to file transmission in unidirectional networks, and performs a 
comparison between two kinds of LDPC structures: Staircase and Triangle. 
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I. INTRODUCCIÓN Y OBJETIVOS 
I.1. INTRODUCCIÓN  
En los últimos años se ha producido un auge en la utilización de redes inalámbricas en la industria 
de las comunicaciones. No hay más que ver la cantidad de tecnologías que han aparecido, como 
Wi-Fi, DVB, UMTS, WiMAX, bluetooth… La sociedad ha ido adquiriendo cada una de estas 
tecnologías en su vida diaria. Por poner un ejemplo, la gente utiliza UMTS para hablar por el 
móvil, se conecta a Internet a través de Wi-Fi y ve la televisión por DVB. Esto implica que los 
usuarios sean cada vez más exigentes y esperen una mayor calidad de los servicios que reciben. 
Precisamente, uno de los aspectos clave en el diseño de estas tecnologías es la fiabilidad que 
proporcionan en la transmisión.  
Para mejorar las comunicaciones resulta necesario utilizar mecanismos de corrección de errores, 
ya que en las redes inalámbricas se producen pérdidas en la transmisión. Los sistemas de 
corrección de errores aparecieron prácticamente con el nacimiento de las telecomunicaciones. En 
un medio de transmisión, ya sea por cable o inalámbrico, siempre se producen errores en el canal, 
por lo que la existencia de herramientas que detecten y, sobre todo, corrijan dichos errores es algo 
esencial en cualquier sistema de comunicación. 
Aparte de errores a nivel de bit, se pueden producir errores a nivel de paquete, es decir que haya 
pérdidas en el canal que propicien que un paquete enviado no sea recibido. Para proporcionar 
protección frente a esta clase de errores, más allá de las técnicas de detección de errores como ARQ 
(Automatic Repeat Request), se emplean mecanismos FEC (Forward Error Correction), que 
permiten reconstruir un paquete que no se ha recibido. FEC se utiliza principalmente en entornos 
unidireccionales, en los cuales no existe un canal de retorno, o en sistemas en tiempo real en los 
que la retransmisión de paquetes no resulta válida. La utilización de este tipo de técnicas conlleva 
una disminución del tiempo de recepción de un contenido y provoca una reducción del tráfico en la 
red, ya que evita la solicitud de paquetes perdidos (lo cual no es siempre posible dependiendo del 
tipo de canal). 
Existen distintas categorías principales de FEC: los códigos convolucionales, los códigos 
bloque, los códigos fuente (como los Raptors) y los sistemas híbridos. En los códigos bloque 
existen diferentes codificaciones, entre las más conocidas se encuentran Reed-Solomon y la 
recuperada codificación LDPC, nacida en los años 60. 
Precisamente, esta tesina se centra en el análisis, implementación y evaluación de la 
codificación Low Density Parity Check.  
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I.2. OBJETIVOS DE LA TESINA 
Los principales objetivos de la presente tesina son los siguientes: 
• Estudio del protocolo de transmisión de contenido FLUTE y de su arquitectura: análisis de 
las principales características de FLUTE y de los bloques que forman su pila de protocolos. 
• Estudio de los diferentes códigos FEC soportados por FLUTE: análisis de Reed-Solomon, 
Raptors y LDPC, todos ellos codificadores a nivel de paquete.  
• Análisis de la codificación LDPC (Low Density Parity Check) y de dos tipos de estructuras 
existentes: Staircase y Triangle. 
• Implementación de un codificador y un decodificador LDPC con estructuras Staircase y 
Triangle, basados en la RFC 5170 [1]. 
• Evaluación de las ventajas que implica la utilización de codificación FEC en la transmisión 
de ficheros. 
• Evaluación del códec LDPC implementado y comparación entre las dos estructuras 
existentes en función de distintos criterios (tasa de codificación, tamaño y pérdidas). 
• Evaluación del códec en entornos inalámbricos. 
I.3. ESTRUCTURA DE LA MEMORIA 
Esta tesina está estructurada en seis capítulos principales más una serie de anexos que incluyen las 
publicaciones en las que el autor ha participado. Además, también se incluye un glosario de 
acrónimos utilizados. El primer capítulo introduce la tesina y presenta sus principales objetivos. 
El segundo capítulo de esta memoria se centra en la transmisión de ficheros en redes 
inalámbricas multicast. Para ello, se comenzará realizando un breve análisis sobre las distintas 
redes de difusión que existen en la actualidad para luego profundizar en FLUTE [2]. Este protocolo 
permite el envío de ficheros en entornos unidireccionales proporcionando fiabilidad en la 
transmisión, por lo que resulta especialmente apropiado para las redes comentadas anteriormente.  
Tras explicar las principales características y el funcionamiento del protocolo, se describirán los 
diferentes bloques que forman la arquitectura de FLUTE. Uno de estos bloques es el de corrección 
de errores (FEC), que será descrito en el capítulo siguiente. 
El tercer capítulo describe los códigos FEC y presenta las diferentes codificaciones soportadas 
por FLUTE: Reed-Solomon, Raptors y LDPC. Es esta última codificación la que centra el trabajo 
de esta tesina.  
La implementación de la codificación LDPC se describe en el capítulo cuarto. Las 
especificaciones de este tipo de codificación están descritas en la RFC 5170, que será explicada en 
la introducción del capítulo. Después se describen las librerías desarrolladas tanto en la parte del 
servidor como en la del cliente para implementar el códec LDPC.  
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El capítulo quinto se centra en la evaluación del códec LDPC implementado. A lo largo de 
diferentes estudios se demuestran las ventajas que supone la utilización de mecanismos de 
codificación en la transmisión de ficheros, y se analiza el comportamiento de LDPC en 
determinadas situaciones. Se realizan para ello diversos análisis en función del tamaño del fichero, 
de la tasa de codificación utilizada o de las pérdidas del canal, entre otras. Asimismo, se comparan 
las dos clases de estructuras LDPC implementadas: Staircase y Triangle.  
Para cerrar la memoria, el capítulo 6 recopila las principales conclusiones obtenidas a lo largo 
de este trabajo y se explican los próximos pasos a dar en el estudio y mejora de la codificación 
LDPC. 
 
II. TRANSMISIÓN DE FICHEROS EN REDES INALÁMBRICAS MULTICAST 
II.1. REDES INALÁMBRICAS MULTICAST 
Actualmente existen muchos tipos de redes inalámbricas de difusión estandarizadas. Entre las 
diversos organismos de estandarización y familias existentes podemos encontrar a DVB, 3GPP y 
Mobile IPTV, entre otros. 
DVB (Digital Video Broadcasting) es una organización cuyo objetivo es la creación de 
estándares técnicos de televisión digital y de servicios de difusión de datos. Dichos estándares se 
utilizan, sobre todo, en Europa. DVB ha definido distintos sistemas que regulan la distribución de 
contenido por satélite (DVB-S), cable (DVB-C), televisión terrestre (DVB-T) y por televisión 
terrestre para dispositivos móviles (DVB-H). 
Estos estándares son ampliamente utilizados. Por ejemplo, la televisión digital en España sigue 
el estándar DVB-T. Actualmente existe una evolución, DVB-T2, que ofrece una mejor eficiencia. 
Otro estándar a destacar es DVB-H [3], que define la difusión broadcast de contenido multimedia a 
terminales móviles y funciona sobre IP multicast. 
Dentro de la amplia gama de estándares que componen el 3G destacamos los estándares de 
difusión broadcast MBMS (Multimedia Broadcast and Multicast Services) [4] e IMB (Integrated 
Mobile Broadcast) [5]. El primero de ellos permite el despiegue de IP multicast sobre redes 3G, 
ofreciendo, de esta forma, una mejor escalabilidad en la distribución de contenido. Su 
funcionamiento se basa en la creación de árboles multicast en la red troncal y en que los usuarios 
comparten los recursos radio en cada nodo de la red. 
IMB es un nuevo estándar 3GPP de vídeo que permite el envío de servicios broadcast de forma 
espectralmente eficiente. Su objetivo es acelerar la adopción del servicio de datos en los 
dispositivos móviles, y ofrece grandes ventajas a los operadores, que pueden ofrecer sus servicios 
en el espectro que IMB tiene asignado. Esta tecnología reutiliza aspectos de otras tecnologías como 
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UMTS y MBMS. Sin embargo, a diferencia de MBMS, IMB no utiliza IP multicast, sino que 
emplea broadcast.  
Tanto IMB como MBMS utilizan el espectro 3G, el cual ya está regulado y en el que su 
explotación no requiere de nuevas licencias, al contrario de lo que sucede en DVB.  
La última red de difusión señalada es Mobile IPTV [6]. Esta tecnología permite el envío y 
recepción de contenido multimedia (como televisión digital o servicios de voz) a través de redes de 
cable e inalámbricas basadas en IP. Proporciona calidad de servicio, seguridad, movilidad y 
funciones interactivas. Mobile IPTV extiende las funcionalidades del estándar de televisión IPTV 
para adaptarlas a los dispositivos portátiles. 
A la hora de transmitir un contenido, si éste es un fichero no se pueden producir errores en la 
transmisión. Para que un receptor pueda reconstruir correctamente un fichero es necesario recibir 
todos y cada uno de los paquetes que lo componen. Es por ello, que las redes de difusión vistas 
necesitan garantizar que el contenido que difunden llega correctamente a los receptores. El 
problema es que este tipo de redes, por ser casi todas unidireccionales, carecen de mecanismos que 
proporcionen seguridad en la transmisión (como puedan ser confirmación de paquetes de TCP o la 
retransmisión selectiva). Resulta, pues, necesario el uso de un protocolo que garantice que en la 
transmisión no se produzca ningún error o, en su caso, que, aunque se produzcan errores, el 
receptor sea capaz de recuperar el paquete original. El protocolo utilizado para los servicios de 
descarga de contenido a móviles por los diferentes organismos de estandarización es FLUTE. 
II.2. FLUTE 
II.2.1 Descripción 
FLUTE (File Delivery over Unidirectional Transport), definido en la RFC 3926 [2], es un 
protocolo para el envío unidireccional de ficheros sobre Internet, especialmente adecuado para 
redes multicast. 
Entre sus principales características destacamos: 
• Fiabilidad en la transmisión: a través del envío de contenido en carruseles dinámicos y 
mediante técnicas de corrección de errores FEC. 
• Escalabilidad masiva: esto significa que pueden existir muchos receptores, que el tamaño 
de los objetos puede variar en una sesión desde kilobytes a gigabytes, que cada receptor 
puede iniciar la recepción de un objeto asíncronamente, que la tasa de recepción de cada 
receptor puede ser distinta y que todo esto puede ser soportado utilizando un único emisor.  
• Ofrece gestión y control de la congestión mediante el protocolo ALC e IP multicast. 
• Es útil para el envío de metadatos, de hecho DVB-H emplea FLUTE para el envío de la 
Guía Electrónica de Servicios (ESG).  
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FLUTE funciona sobre el protocolo ALC (Asynchronous Layered Coding) [7], el cual está 
diseñado para una distribución multicast ampliamente escalable, que le proporciona el transporte 
básico a FLUTE. La combinación de FLUTE y ALC permite una distribución asíncrona de ficheros 
desde un emisor a múltiples usuarios, lo que la convierte en adecuada para sistemas de distribución 
masiva en los cuales no hay un canal de retorno (o en los que éste es muy limitado). 
La transmisión del contenido se produce a través de sesiones de envío. Una sesión está 
unívocamente identificada por la dirección IP multicast donde se envían los contenidos y por un 
identificador de sesión llamado TSI (Transport Session Identifier). Cada sesión contiene uno o más 
canales de envío asociados. Cada uno de estos canales transmite en un determinado puerto y a una 
determinada tasa de transmisión.  
Cada fichero que se envía a través de los canales de una sesión está identificado por el TOI 
(Transport Object Identifier), un identificador numérico a nivel de fichero. 
Ahora bien, ¿cómo sabe un cliente a qué sesión y canal conectarse? Cuando se ha conectado a 
un canal, ¿cómo averigua qué ficheros se están transmitiendo? ¿De qué forma se envían y se 
transmiten esos ficheros? Los siguientes apartados dan respuesta a estas preguntas.  
II.2.2 Descripción de Sesión 
Antes de poder recibir ficheros tiene que haber un establecimiento de la comunicación desde el 
cliente hasta el emisor. Para que un cliente pueda unirse a un canal es necesario obtener 
información del emisor para poder conectarse con él. La información requerida puede ser obtenida 
mediante la Descripción de Sesión. Ésta se puede transmitir de diferentes formas, siendo la más 
común el uso del protocolo SDP (Session Description Protocol) [8], aunque existen distintos 
métodos out-of-band, como cabeceras HTTP/Mime o a través del protocolo SAP. 
La Descripción de Sesión debe incluir obligatoriamente los parámetros que identifican a una 
sesión: la IP del emisor y el TSI. Asimismo, también incluye información sobre el número de 
canales, tasa de transmisión y puerto de cada canal, el control de la congestión utilizado, y puede 
incluir otra información adicional. 
II.2.3 Tabla de Transferencia de Ficheros (FDT) 
Una vez los clientes disponen de la información necesaria para unirse a una sesión y han 
establecido la conexión, ya pueden empezar a recibir a ficheros. Pero antes, deberán conocer qué 
ficheros se están transmitiendo por el canal y sus características. Esta información se obtiene a 
través de la Tabla de Envío de Ficheros (FDT). 
La FDT (File Delivery Table) proporciona un medio para describir varios atributos asociados 
con los ficheros que se envían en la sesión. Los atributos más importantes son: el identificador del 
objeto (TOI), la localización y nombre del fichero (especificado por el URI), la longitud del fichero 
o la codificación, entre otros. 
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La FDT está escrita en lenguaje XML. La figura 1 muestra un ejemplo de una FDT, donde se 
observa cómo la información está organizada a través de elementos y atributos. Por ejemplo el 
elemento “File” identifica a un fichero concreto, con una serie de características definidas a través 
de distintos atributos como “TOI” o “Content-Location”. 
El envío de la FDT se produce a través de Instancias FDT, que son paquetes de FLUTE con una 
extensión de cabecera de FDT. El XML propiamente dicho es el que forma la carga del paquete a 
enviar. Para identificar un paquete como FDT, se reserva el valor de TOI igual a cero. Si se desea 
conocer mejor la sintaxis de las FDT, así como su envío a través de paquetes, se recomienda 
consultar la RFC 3926 [2]. 
 
Fig.1. Ejemplo de FDT. 
II.2.4 Arquitectura 
La figura 2 muestra la pila de protocolos utilizada por FLUTE. En la parte superior se encuentra el 
protocolo ALC, que le proporciona el transporte básico a FLUTE. A su vez, éste emplea el bloque 
LCT para funciones de gestión de sesión, un bloque de control de la congestión (CC), así como el 
bloque FEC encargado del control de errores. En las capas inferiores, FLUTE funciona sobre UDP 
en el nivel de transporte y utiliza IP en el nivel de red.  
 
Fig.2. Pila de protocolos de FLUTE. 
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El bloque de LCT (Layered Coding Transport), definido en la RFC 3451 [9], proporciona 
soporte a nivel de transporte para protocolos ampliamente escalables utilizando IP multicast. 
Concretamente, da soporte a dos tipos de aplicaciones: transferencia fiable de contenido y 
aplicaciones de streaming. Es un protocolo unidireccional. La cabecera de LCT es la utilizada por 
FLUTE para el envío de los paquetes. Los campos más importantes de dicha cabecera son: TSI y 
TOI (para identificar a la sesión y al objeto respectivamente) y el campo CodePoint, en el que se 
indica la codificación utilizada. Además, existen distintas extensiones de cabecera, entre las que 
destacan dos principales: EXT_FDT (extensión utilizada para la transmisión de la FDT) y EXT_FTI 
(empleada para pasar los parámetros de la codificación que se utiliza). 
El protocolo implementa también un bloque de control de la congestión (CC). Mediante el 
control de congestión, el emisor es capaz de enviar paquetes a diferentes tasas. Los receptores 
regulan su tasa de recepción en una sesión ajustando qué conjunto de canales están unidos a cada 
punto en el tiempo dependiendo del ancho de banda disponible entre el receptor y el emisor, pero 
independientemente de otros receptores. 
El último bloque que falta por ver es el de FEC (Forward Error Correction), definido en la 
RFC 5052 [10]. Este bloque se encarga de especificar los parámetros relativos tanto a las 
características de la codificación propiamente dichas, como a su transporte. FEC define dos clases 
de códigos: los códigos completamente especificados y los incompletamente especificados. Todas 
las codificaciones están identificadas por un valor de FEC Encoding ID (por ejemplo Raptor tiene 
un valor de 1, mientras que LDPC Staircase tiene un valor de 3). Aquellos tipos de códigos 
incompletamente especificados utilizan, además, un identificador llamado FEC Instance ID.  
Por otro lado, la RFC 5052 también define los contenedores que transportan la información 
referida a la codificación: 
• FEC Payload ID: este campo identifica un paquete dentro de un objeto, a través del bloque 
al que pertenece (Source Block Number, SBN) y del símbolo que representa dentro de ese 
bloque (Encoding Symbol ID, ESI). Por lo tanto, este contenedor se transmitirá en todos los 
paquetes de FLUTE, ya que identifica al paquete. 
• FEC Object Transmission Information: este campo contiene los parámetros pertenecientes 
a una determinada codificación, como por ejemplo el tamaño de los bloques y símbolos o 
la tasa de codificación. Se envía a través de la extensión de cabecera de LCT llamada 
EXT_FTI. La RFC de FLUTE [2] señala que este campo debe enviarse en, al menos, uno 
de los paquetes que forman parte de un determinado objeto. Si bien la FDT puede contener 
parámetros referidos a la codificación (aunque es un campo opcional), es a través de la 
EXT_FTI mediante la cual se obtiene la información de codificación necesaria. El formato 
de esta cabecera tiene una parte común para todas las codificaciones, y otra específica 
según el tipo de codificación.  
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Para resumir los bloques vistos, la siguiente figura muestra la estructura de un paquete típico de 
FLUTE. Como hemos comentado, FLUTE funciona sobre IP y UDP. Por encima de las cabeceras 
de estos protocolos se envía la cabecera de LCT. Las extensiones de cabecera de LCT no se 
transmiten en todos los paquetes. Recordemos que la extensión de cabecera de la FDT sólo se 
incluye en los paquetes FLUTE que envían la FDT, y que la extensión de codificación no tiene que 
mandarse obligatoriamente en todos los paquetes. Existen otros tipos de extensiones de cabecera 
definidas por FLUTE. Por encima encontramos la cabecera de FEC Payload ID, que identifica al 
símbolo de codificación que se transmite en la carga. 
 
Fig.3. Estructura de un paquete FLUTE. 
II.2.5 Transmisión de ficheros 
Cada fichero que se envía representa un objeto de transporte, es decir, una combinación de 
símbolos binarios que forman los datos. Tal como refleja la figura 4, cada objeto de transporte se 
fragmenta en bloques, según un algoritmo definido por FLUTE. A su vez, cada bloque está 
compuesto por una serie de símbolos de codificación. Existen dos clases de símbolos de 
codificación: los símbolos fuente y los símbolos de paridad. Los símbolos fuente son los datos del 
fichero, mientras que los símbolos de paridad se forman a partir de una combinación entre símbolos 
fuente para proporcionar fiabilidad en la transmisión. Así, cada bloque contiene n símbolos de 
codificación, de los cuales k son símbolos fuente. Si se emplea codificación el número de símbolos 
de paridad por paquete será, por lo tanto, igual a n-k. Cada uno de los símbolos de codificación 
representa la carga de un paquete FLUTE, al cual se le añade la cabecera correspondiente. También 
es posible incluir varios símbolos de codificación en un mismo paquete. 
En cuanto a la transmisión, hay definidas dos clases de sesiones de envío de ficheros FLUTE:  
• Sesión de transmisión de ficheros: el contenido se envía durante un periodo de tiempo 
determinado y luego se finaliza esa sesión.  
• Carrusel de ficheros: en este tipo de sesión los ficheros se envían continuamente a modo de 
carrusel. Cuando se han transmitido todos los ficheros que forman parte de un canal, se 
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vuelve a empezar a transmitir desde el principio. De esta forma, los clientes pueden obtener 
paquetes que todavía no han recibido debido a pérdidas en el canal. Existen dos tipos de 
carruseles: estáticos y dinámicos. En estos últimos, los ficheros que se envían entre un 
ciclo y el siguiente pueden cambiar: se pueden añadir, eliminar y actualizar ficheros de la 
sesión. 
Normalmente se suelen utilizar los carruseles como método de transmisión. De hecho, el uso de 
carruseles, junto a la utilización de FEC es lo que proporciona fiabilidad en la transmisión, que es 
la característica principal del protocolo FLUTE. 
 
Fig.4. Formación de paquete FLUTE. 
 
III. CÓDIGOS FEC 
III.1. INTRODUCCIÓN: TIPOS DE CÓDIGOS 
Un tipo de código FEC está definido por los valores de FEC Encoding ID y FEC Instance ID, tal 
como vimos en el capítulo anterior. El valor de estos identificadores viene regulado por la IANA 
(Internet Assigned Numbers Authority). Los FEC Encoding ID especificados por IANA son: 
0. Compact No-Code: corresponde a no utilizar ningún mecanismo de codificación. Está 
definido en la RFC 5445 [11]. 
1. Raptor.  
2. Reed-Solomon sobre GF (2m). 
3. LDPC Staircase. 
4. LDPC Triangle. 
5. Reed-Solomon sobre GF (28).  
Los valores 6-127, correspondientes a esquemas FEC completamente especificados, están 
todavía sin asignar. El rango 128-255 está reservado para los códigos FEC incompletamente 
especificados. 
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En los siguientes apartados pasamos a detallar las características principales de cada uno de los 
códigos enumerados, haciendo especial hincapié en la codificación LDPC, objetivo de esta tesina. 
III.2. REED-SOLOMON 
La codificación Reed-Solomon fue inventada por Irving S. Reed y Gustave Solomon en el año 
1960 [12]. Esta codificación se utiliza en múltiples aplicaciones, como en el almacenamiento de 
datos (por ejemplo en el CD o DVD), en comunicaciones inalámbricas (telefonía móvil) o por 
satélite, en comunicaciones por cable (ADSL) y en televisión digital (DVB emplea Reed-Solomon 
para corregir errores en la capa física). 
Reed-Solomon es un código bloque corrector de errores basado en polinomios, que crea 
símbolos a través de secuencias de m bits. Cada palabra código está formada por n símbolos, de los 
cuales k son símbolos fuente y r son símbolos de paridad. La relación entre la longitud de la 
palabra código y el número de símbolos viene definida por: n=2m - 1. Esta codificación es capaz de 
corregir errores hasta en r/2 símbolos. 
Precisamente, una de las limitaciones de Reed-Solomon viene definida por su estructura, ya que 
estos códigos proporcionan menor flexibilidad al crear bloques de tamaño fijo. Sin embargo, su 
eficiencia al codificar ficheros pequeños provoca que sea una codificación muy utilizada puesto 
que Reed Solomon, al ser un tipo de código MDS (Maximum Distance Separable), permite a los 
receptores reconstruir los k símbolos fuente a partir de cualesquiera k símbolos recibidos. Por esta 
razón, Reed-Solomon se engloba dentro de la categoría de códigos FEC de bloque pequeño. El 
coste en la codificación con bloques grandes resulta prohibitivo, por lo que esta codificación no se 
emplea a la hora de codificar bloques de gran tamaño. 
La RFC 5510 [13], de abril de 2009, define los esquemas FEC para los códigos Reed Solomon 
sobre GF (28) y sobre GF (2m). La RFC especifica que el valor de m varía entre 2 y 16. En ambos 
casos, la creación de los n símbolos a partir de los k símbolos que componen un bloque se produce 
a través de una matriz de generación. Dicha matriz hace uso de en un polinomio que depende de la 
longitud de los elementos del campo finito m.  
La principal diferencia entre el esquema con FEC Encoding ID igual a 2, RS sobre GF (2m), y el 
de FEC Encoding ID igual a 5, RS sobre GF (28), se encuentra en la estructura del campo FEC 
Payload. Además, Reed-Solomon sobre GF (28) especifica el envío de un solo símbolo por 
paquete. El resto de características (como el proceso de codificación o decodificación) es el mismo 
en las dos clases de códigos. 
III.3. RAPTOR 
Los códigos Raptors [14] fueron creados en el año 2001 por la compañía “Digital Fountain Inc.”. 
Pertenecen a la categoría de los códigos fountain, en los que se pueden generar tantos símbolos 
como se necesiten automáticamente a partir de los símbolos fuente de un bloque, es decir, que no es 
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necesaria una tasa fija de codificación. A pesar de ser una implementación propietaria, esta 
codificación ha sido adaptada por multitud de tecnologías. Entre ellas se encuentra el estándar de 
transmisión a terminales móviles DVB-H. 
Al contrario que los Reed-Solomon, los códigos Raptors no tienen limitaciones en cuanto a la 
cantidad de datos que se protegen, ya que el número de símbolos fuente puede ser muy grande. 
Además, su algoritmo de decodificación hace que los requerimientos de procesamiento sean mucho 
menores que en Reed-Solomon. 
Su principal característica es que esta codificación permite generar una cantidad ilimitada de 
información de paridad, a partir de símbolos fuente. Así, en recepción basta con recibir una 
cantidad de paquetes ligeramente superior al tamaño del fichero original para poder reconstruirlo, 
independientemente de los paquetes recibidos, por lo que estos códigos resultan muy eficientes. 
Además, los algoritmos de codificación y decodificación son excepcionalmente rápidos, lo que 
posibilita su implementación en software.  
Los códigos Raptors pueden utilizarse tanto en la capa de aplicación como en la de transporte, y 
están especialmente optimizados para la protección de aplicaciones de streaming y de distribución 
de datos.  
El proceso de codificación se divide en dos pasos: en primer lugar se realiza una precodificación 
(utilizando un algoritmo o una concatenación de algoritmos de codificación), que genera l paquetes 
de salida a partir de k paquetes de entrada (l > k). El segundo paso consiste en la creación de los n 
símbolos fuente a partir de los l símbolos precodificados (n > l), utilizando los códigos LT (Luby 
Transform) [15], un tipo de códigos fountain. El funcionamiento de dichos códigos consiste en que, 
a la hora de crear un nuevo elemento, se muestrea una distribución de pesos devolviendo un entero 
d que se encuentra entre los valores 1 y k. Se escogen d símbolos de entrada de forma pseudo 
aleatoria, de manera que el elemento redundante generado se crea a partir de la suma XOR de esos 
d símbolos. Cada uno de los símbolos se genera independientemente del resto, pudiendo de esta 
manera formarse un número ilimitado de símbolos.  
No hay una implementación única de la codificación Raptor. Existen diferentes codificadores 
que ofrecen unas prestaciones u otras en función de lo optimizado que sea el diseño de la 
precodificación y la distribución de pesos del codificador LT.  
En la literatura se pueden encontrar multitud de estudios, como [16], que reflejan las ventajas 
que supone la utilización de este tipo de codificación frente a otras. Tanto para valores de k 
pequeños como grandes existen codificadores adecuados que pueden trabajar con baja probabilidad 
de fallo y con ratios de ineficiencia muy bajos.  
La forma en la que se generan los símbolos de codificación y el formato de las cabeceras 
referentes a Raptor están explicadas en la RFC 5053, de septiembre de 2007 [17]. En dicha RFC 
también se muestran las tablas utilizadas para la generación de los números aleatorios. 
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III.4. LDPC 
La codificación LDPC (Low Density Parity Check) fue inventada por Gallager en 1960 [18]. Pero 
no fue hasta 30 años después, gracias a MacKay y Neal [19], que empezó a utilizarse. La 
especificación original ha sufrido una serie de mejoras que facilitan su utilización en distintos 
entornos. Por ejemplo, son la base de las codificaciones Tornado, LT y Raptor, que acabamos de 
ver, todas ellas implementaciones propietarias.   
LDPC pertenece a la categoría de códigos FEC de bloque grande, en los que resulta necesario 
recibir más de los k paquetes que componen un fichero para poder reconstruirlo. Las codificaciones 
que se engloban dentro de esta categoría resultan convenientes a la hora de codificar ficheros 
grandes, ya que el coste computacional no crece de forma excesiva. 
Los LDPC son códigos bloques lineales sistemáticos basados en una matriz de comprobación de 
paridad utilizada en el proceso de codificación y decodificación. Dicha matriz define las relaciones 
entre los distintos símbolos de codificación (símbolos fuente y símbolos de paridad). La matriz está 
formada por elementos con valores “0” y “1”, y es dispersa, ya que la mayoría de elementos son 
nulos. A través de dicha matriz el codificador crea los símbolos de paridad a partir de los símbolos 
fuente (y otros símbolos de paridad ya creados). Asimismo, en recepción, la matriz se emplea para 
reconstruir símbolos que no se han recibido, mediante los símbolos de codificación ya disponibles. 
La siguiente figura muestra un ejemplo de matriz de paridad, y establece las relaciones entre los 
símbolos de paridad y los símbolos fuente. 
 
Fig.5. Matriz de comprobación de paridad LDPC. 
En la figura 5 se observa una matriz con valores k=6 y n=11, generándose por lo tanto 5 
símbolos de paridad por bloque. El tamaño de la matriz es de n x (n-k), por lo que existen n - k 
filas, cada una de las cuales representa una ecuación. Las columnas se corresponden con cada uno 
de los símbolos del bloque. Cada entrada de la matriz con el valor “1” indica que el símbolo i-
ésimo participa en la ecuación j-ésima. Así, por ejemplo, el primer símbolo de paridad (identificado 
como p6), está formado por la suma XOR de los símbolos s1, s3, s4 y s5. Un símbolo de paridad 
puede formar parte de la creación de otros símbolos de paridad. Cada uno de los símbolos fuente, 
normalmente participa en un número fijo de ecuaciones, que corresponde al número de 1s que 
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contiene esa columna. Ese parámetro se denomina como N1. Al número de elementos no nulos de 
una fila o columna se le llama grado. 
La matriz de paridad está dividida, a su vez, en dos submatrices: la izquierda y la derecha. La 
primera de ellas está referida a los símbolos fuente, mientras que la submatriz derecha hace 
referencia a los símbolos de paridad. Al comentar las estructuras LDPC Staircase y LDPC Triangle 
veremos que ambas variantes tienen la misma matriz Hi, siendo diferente la Hd.  
Por lo que respecta al receptor, cuando ha recibido todos los símbolos que componen una 
ecuación excepto uno, es capaz de recuperar éste haciendo la suma XOR del resto de símbolos de 
esa ecuación. 
Evidentemente tanto el transmisor como el receptor deben utilizar la misma matriz de paridad 
para que el proceso de decodificación resulte válido. Para la creación de la matriz se emplea un 
algoritmo definido (en función del tipo de codificación LDPC) que conocen tanto uno como otro. 
Dicho algoritmo genera la matriz a partir de una serie de parámetros de entrada, estos son: número 
de símbolos fuente (k), números de símbolos de codificación (n), número de ecuaciones en las que 
participa cada símbolo fuente (N1) y semilla utilizada para la generación de números 
pseudoaleatorios (seed). Todos estos parámetros los envía el transmisor a través de la cabecera 
correspondiente. La figura 6 muestra el aspecto que presenta la extensión de cabecera donde se 
envían dichos parámetros de codificación: 
 
Fig.6. EXT_FTI para FEC Encoding ID 3 y 4. 
En función de la estructura de la matriz de comprobación de paridad se distinguen dos clases de 
códigos LDPC: regulares e irregulares. En los regulares, todas las filas de la matriz tienen el mismo 
grado, y todas las columnas de la matriz tienen el mismo grado. Un código LDPC es irregular si no 
cumple alguna de estas características. Los códigos de Gallager y Mackay son ejemplos de códigos 
LDPC regulares, mientras que LDPC Staircase y Triangle son irregulares. 
Al respecto, en esta tesina nos centramos en el estudio, implementación y evaluación de estas 
dos variantes de LDPC: Staircase y Triangle. El nombre de cada una de estas estructuras está 
definido por la composición de la submatriz derecha Hd, ya que una tiene forma de escalera y otra 
de triángulo. La figura 7 refleja el aspecto que tiene cada una de estas estructuras: 
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Fig.7. Ejemplo de matrices LDPC Staircase y LDPC Triangle (k=6, n=11). 
La estructura de la matriz derecha de estas dos variantes de LDPC permite una rápida 
codificación. A la hora de generar los símbolos de paridad, el símbolo i-ésimo depende únicamente 
de los i-1 primeros símbolos. Así, la primera fila de la matriz (que representa la primera ecuación), 
nos permite hallar el primer símbolo de paridad, ya que se conocen todos los símbolos fuente. 
Justamente este primer símbolo de paridad forma parte de la segunda ecuación, que al conocer 
todos los símbolos que forman la ecuación puede generar el segundo símbolo de paridad. Y así 
sucesivamente hasta la generación del último símbolo de paridad.  
Precisamente, esta era una de las principales desventajas de la codificación LDPC original, la 
forma de la matriz de paridad. En la versión original la matriz estaba formada por una combinación 
aleatoria de símbolos fuente y símbolos de codificación, por lo que cada símbolo de codificación 
podía pertenecer a un número aleatorio de ecuaciones. De esta forma, tanto el proceso de 
codificación como el de decodificación resultaba muy costoso.  
Como hemos comentado, la matriz de comprobación de paridad es dispersa, aunque en la figura 
7 no se aprecie por ser los valores de k y n muy bajos. Esta otra figura muestra el aspecto que 
presenta cada una de las matrices cuando el número de elementos es más elevado.  
     
Fig.8. Ejemplo de matrices LDPC Staircase y LDPC Triangle (k=400, n=600). 
Las especificaciones de ambos tipos de estructuras están descritas en la RFC 5170, que se 
explica a continuación. 
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IV. IMPLEMENTACIÓN LDPC 
IV.1. ESPECIFICACIONES RFC 5170 
La RFC 5170 [1], LDPC Staircase and Triangle FEC, de Junio de 2008, presenta los códigos 
completamente especificados (fully-specified-codes) con FEC Encoding ID 3 y 4, basados en la 
codificación LDPC Staircase y Triangle, respectivamente. Ambos esquemas pertenecen a la clase 
de códigos de bloque largos, según la definición de la RFC de FEC [10].  
La RFC 5170 define la generación de la matriz de paridad en ambos tipos de estructuras. Para 
ello, proporciona un algoritmo que, a partir de ciertos parámetros de entrada (como los valores k y 
n, o el N1), crea la matriz de paridad. Para ambas estructuras el algoritmo es idéntico a la hora de 
generar la submatriz izquierda, mientras que difiere en la creación de la submatriz derecha. Para la 
creación de la matriz la RFC propone el uso del algoritmo generador de números pseudoaleatorios 
de Park-Miller [20].  
Asimismo, la RFC también establece una serie de criterios a la hora de elegir los parámetros de 
codificación. Por ejemplo, fija un criterio para determinar la longitud máxima del bloque de 
codificación o la longitud del símbolo de codificación en función de la tasa de codificación 
utilizada. 
Por otro lado, como el transmisor y el receptor trabajan sobre la misma matriz de paridad, hay 
que transmitir los parámetros necesarios de la codificación a través de la extensión de cabecera 
EXT_FTI (figura 6). En la RFC se definen los campos de esta extensión para ambos tipos de 
estructuras.  
En los siguientes apartados explicaremos el codificador y decodificador LDPC Staircase y 
Triangle desarrollados en el ámbito de esta tesina. Nuestra implementación respeta los requisitos 
establecidos por la RFC 5170. 
IV.2. DESCRIPCIÓN DE LIBRERÍAS EN TRANSMISIÓN: CODIFICADOR LDPC 
La figura 9 muestra la arquitectura del servidor de ficheros implementado, basado en el protocolo 
FLUTE. Señalar que la implementación del servidor y del receptor de ficheros propiamente dicha a 
través de FLUTE es resultado de un trabajo anterior del tesitando al realizado en la tesina. En esta 
tesina se ha implementado específicamente la librería LDPC y los bloques necesarios para realizar 
los distintos estudios (planificador de paquetes y simulador de pérdidas). 
Tanto el transmisor de ficheros como la librería de codificación LDPC están programados en 
Java. Se ha elegido este lenguaje de programación por su versatilidad y por su compatibilidad con 
la mayoría de plataformas, principalmente en dispositivos móviles.  
El elemento principal corresponde con la librería “jfluteserver”, que implementa el servidor de 
FLUTE propiamente dicho. Dicha librería gestiona las sesiones, canales y objetos existentes a 
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través de las clases “FluteSession” y “FluteChannel”. “FluteManager” se encarga de controlar a 
estas dos clases. 
 
Fig.9. Estructura del servidor de ficheros. 
Los paquetes se generan a través del protocolo ALC, que hace uso de la librería “ldpcmelib”, la 
cual implementa el codificador LDPC y que ha sido desarrollado en el marco de esta tesina. La 
clase “Scheduler” implementa el mecanismo de planificación de paquetes, mientras que 
“RateControl” se encarga de enviar el contenido a la tasa indicada por el canal. Todo ello funciona 
sobre la plataforma Java J2SE5+. 
En los siguientes apartados se detalla el proceso llevado a cabo para la implementación del 
codificador LDPC. 
IV.2.1 Creación de matriz de paridad 
La librería “ldpcmelib”, utilizada por el servidor y por el receptor, implementa el códec LDPC 
(tanto la estructura Staircase como la Triangle). Está programada en J2ME, para que pueda ser 
utilizada en dispositivos móviles. Esta librería se encarga de la creación de la matriz de paridad, 
que define la relación entre los símbolos fuente y los de paridad.  
Para la creación de la matriz se sigue el algoritmo explicado en la RFC 5170. Las estructuras 
Staircase y Triangle sólo difieren en la parte derecha de la matriz, así que emplean el mismo 
algoritmo para la generación de la submatriz izquierda.  
Como hemos mencionado, la matriz de paridad es dispersa, por lo que para reducir el consumo 
de memoria se ha implementado una cuádruple lista enlazada por cada fila y columna. 
Concretamente, la clase principal de la librería es “LDPCMatrix”. Esta clase contiene una instancia 
de la clase “SparseMatrix”, que es quien implementa la matriz de paridad. “SparseMatrix” contiene 
dos vectores de tipo “LdpcEntry” que apuntan a las filas y a las columnas de la matriz. La clase 
“LdpcEntry” representa una entrada en la matriz de paridad, es decir un valor de “1” en la matriz. 
Cada una de las entradas apunta a las otras entradas vecinas (arriba, abajo, izquierda y derecha). 
Que sea una cuádruple lista enlazada facilita el proceso de decodificación y reduce el consumo de 
memoria. 
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Por otro lado, para la generación de la matriz se utiliza un generador de números 
pseudoaleatorios, llamado “Park-Miler minimal Standard” (PRNG). Este generador ha sido 
implementado en la clase correspondiente, y está referenciado por la clase “LDPCMatrix”.  
Los parámetros necesarios para la generación de la matriz son (k, n), que se corresponden con el 
número de símbolos fuente y el número de símbolos totales de un bloque de codificación. Además, 
se le pasa el tipo de estructura de la matriz (Staircase o Triangle). Existen otros parámetros 
opcionales que se pueden introducir que son el N1m3 (número de “1”s por columna en la submatriz 
izquierda menos 3) y la semilla utilizada para la generación de los números aleatorios. Si no se 
pasan estos parámetros se utilizan los valores por defecto, 0 y 1 respectivamente. 
IV.2.2 Generación de símbolos de paridad 
La codificación es por fichero, es decir que cada fichero puede emplear distinta codificación. Es 
por ello que la generación de los símbolos de paridad se produce dentro de la clase “FluteObject”, 
ya que son los propios objetos los que se encargan de codificar. Dicha clase representa un objeto 
FLUTE, que contiene toda la información referida a un fichero, como puede ser el propio 
contenido, los metadatos o los bloques que lo forman.  
Para la división del fichero en bloques y símbolos se utiliza el algoritmo definido en la RFC de 
FLUTE [2], el cual, recibiendo como argumentos de entrada la longitud del fichero, la longitud del 
símbolo de codificación y el número máximo de símbolos de codificación por bloque, devuelve el 
número de bloques en los que se divide el fichero y el número de símbolos fuente que contiene 
cada bloque. Este algoritmo realiza una división lo más ecuánime posible, para así hacer que todos 
los bloques tengan aproximadamente el mismo número de símbolos (la mayor diferencia de 
símbolos entre un bloque y otro es, a lo sumo, de un símbolo). 
Una vez obtenido el número de símbolos fuente que forman un bloque (lo denotamos como k), 
se puede calcular el número de símbolos totales (símbolos fuente más símbolos de paridad) que 
contiene un bloque, en función de la tasa de codificación a emplear. El número de símbolos que 
forman un bloque lo denotamos como n, por lo que el número de símbolos de paridad es n - k.  
Cuando se han hallado estos valores se está en disposición de formar los paquetes. Los primeros 
k paquetes de un bloque contienen datos fuente. Cada uno de estos paquetes está identificado en su 
cabecera por el número de bloque al que pertenece (Source Block Number) y por el número de 
símbolo que representa dentro de ese bloque (Encoding Symbol ID). Los símbolos de paridad se 
crearán a partir de estos paquetes, en función de la matriz de paridad asociada.  
Tras crear la matriz de paridad de ese bloque (pasándole los parámetros k y n) a través de la 
librería “ldpcmelib”, se recorren las filas para ir generando los símbolos de paridad. La estructura 
de la submatriz derecha permite que de cada fila se pueda calcular un nuevo símbolo de paridad, a 
partir de los símbolos ya disponibles. Así, tras recorrer la fila 1, se podrá crear el símbolo k+1, que 
será la suma XOR de los símbolos que forman parte de la primera fila. De esta forma, la fila x 
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permitirá la construcción del símbolo k+x. Cada uno de los símbolos de paridad generados tiene su 
respectiva cabecera LCT así como su FEC Payload ID (con el número de bloque y de símbolo que 
los identifica). 
Asimismo, hay que generar la extensión de cabecera EXT_FTI (figura 6), que especifica los 
parámetros referentes a la codificación. Por lo que respecta a LDPC, los parámetros que forman 
parte de su cabecera son: longitud de transferencia, longitud de símbolo de codificación, número de 
entradas por columna de la matriz (N1m3), número de símbolos de codificación por grupo, 
longitud del bloque fuente máxima, número máximo de símbolos de codificación y semilla para la 
generación de la matriz de paridad.  
IV.2.3 Transmisión de símbolos 
Tras generar todos los paquetes de codificación éstos se transmiten por el canal. Cada paquete se 
envía a una dirección y un puerto definidos por la sesión y el canal al que pertenecen. A la hora de 
mandar se utilizan los bloques “RateControl” y “Scheduler” como muestra la figura 9. El primero 
de ellos se encarga de enviar los datos a la tasa definida por el canal. 
El bloque de “Scheduler” planifica el envío de paquetes. Este bloque permite elegir la 
frecuencia y el orden en el que se transmiten los paquetes de un determinado objeto. En nuestro 
caso, realizaremos un estudio para comparar la conveniencia de mandar todos los paquetes de un 
fichero de forma secuencial y de forma aleatoria.  
IV.3. DESCRIPCIÓN DE LIBRERÍAS EN RECEPCIÓN: DECODIFICADOR LDPC 
La figura 10 muestra la arquitectura del cliente. Como vemos, comparte algunos elementos con el 
servidor. En este caso, “jfluteclient” es la librería principal, quien controla las sesiones, canales y 
su gestión a través de las clases correspondientes. 
 
Fig.10. Estructura del cliente de FLUTE. 
A un nivel inferior el protocolo ALC es el que gestiona la recepción de los paquetes y se 
encarga de decodificarlos a través de la librería “ldpcmelib”. Asimismo, para simular las pérdidas 
en el canal se ha generado una clase que implementa el modelo de pérdidas de Markov. 
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El cliente está diseñado para J2SE y J2ME, por lo que funciona tanto sobre PC como sobre 
dispositivos móviles. 
IV.3.1 Generación de matriz de paridad 
Para la creación de la matriz de paridad se utiliza la misma librería y los mismos métodos 
empleados en el servidor.  
Una vez el receptor ha recibido los parámetros relativos a la codificación (como son la 
estructura, el n1m3 y la semilla) y ha calculado el número total de símbolos fuente y de símbolos 
totales de cada uno de los bloques que forman un objeto, puede invocar a la clase “LdpcMatrix” 
para generar la matriz de paridad, que le permitirá realizar la decodificación de los símbolos 
recibidos. 
IV.3.2 Reconstrucción de símbolos de paridad 
La reconstrucción de los símbolos de paridad es el punto clave en el proceso de decodificación. 
Este paso constituye el punto crítico en lo que respecta a recursos de memoria utilizados en el 
receptor, lo cual resulta especialmente importante cuando se trabaja con dispositivos móviles. 
La clase que contiene los bloques de codificación es “FluteObject”. Se ha implementado una 
clase llamada “LdpcBlock” que define un bloque de tipo LDPC, y que es quien se encarga de 
realizar la decodificación, ya que la decodificación se realiza por bloque. 
Una vez el cliente haya recibido los parámetros de la codificación (a través de la extensión de 
cabecera EXT_FTI), puede averiguar qué tipo de bloques tendrá que generar. Asimismo, mediante 
la EXT_FTI también obtiene los parámetros que le permiten definir el número de bloques y 
símbolos que lo componen. Así, cada nuevo paquete que reciba le permitirá asignarlo a un símbolo 
y un bloque concreto.  
Uno de los puntos importantes es el algoritmo de decodificación empleado. En nuestro caso, por 
simplicidad se ha utilizado el algoritmo de decodificación iterativa. Esto es, la decodificación se 
basa en la existencia de buffers de sumas parciales en cada fila de la matriz de paridad. Así, cuando 
se recibe un símbolo (ya sea de datos o de paridad) se comprueba en qué filas de la matriz está 
presente (haciendo uso de la lista enlazada implementada en la librería de LDPC) y se realiza la 
XOR de los datos que contiene ese paquete con el buffer de la fila correspondiente. Hay que tener 
en cuenta que los símbolos fuente recibidos se guardan en memoria, mientras que los símbolos de 
paridad no se almacenan directamente, para así no aumentar la memoria utilizada por el cliente. 
Cuando se han recibido todos los paquetes que forman parte de la fila excepto uno, los datos del 
símbolo que faltan se corresponden con la suma parcial del buffer de esa fila, reconstruyendo de 
esta forma el símbolo que aún no se ha recibido.  
El flujograma de la figura 11 representa el proceso que se lleva a cabo cada vez que se recibe un 
nuevo paquete. Si se recibe un paquete que aún no se tiene y aún no se han recibido todos los 
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símbolos de un determinado bloque, se obtiene la matriz de paridad asociada a ese bloque, y se 
suma el símbolo recibido en los buffers de las filas en las que participa. Inmediatamente se elimina 
ese símbolo de la matriz de paridad (la entrada que está a “1” pasa a estar a “0”) y se comprueba si 
se está en disposición de reconstruir algún símbolo, en cuyo caso vuelve a comenzar el proceso. 
 
Fig.11. Flujograma de recepción de paquete. 
Cada uno de los bloques de un objeto contiene un contador del número total de paquetes fuente 
que ha recibido. Cuando un bloque ya ha recibido los k símbolos fuente, se puede reconstruir ese 
bloque. Para ello se desencapsulan los paquetes fuente para obtener la carga de cada uno de ellos. 
Una vez se han obtenido todos los bloques que forman un fichero se procede a la reconstrucción 
del mismo. Para ello se crea un fichero con el nombre del objeto (indicado en la FDT del objeto) y 
con los datos obtenidos de la carga de cada uno de los símbolos de cada bloque. 
 
IV.3.3 Simulador de pérdidas 
Para ver el comportamiento que tiene el decodificador cuando se producen pérdidas en el canal se 
ha implementado un simulador de pérdidas. La razón por la que este simulador se ha desarrollado 
en el receptor es que en el caso de aplicaciones broadcast, diferentes receptores pueden 
experimentar distintos modelos de pérdidas, por lo que el comportamiento en recepción es 
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dependiente del cliente. Un claro ejemplo de esto es una red Wi-Fi, en la que la calidad de la señal 
depende de la localización del usuario. 
Elegir un modelo de pérdidas perfecto para un canal resulta complicado, especialmente en redes 
inalámbricas, donde es difícil tener en cuenta todos los parámetros (como reflexiones, refracciones, 
efecto Doppler, interferencias, fading…). En nuestro caso vamos a trabajar con un modelo de 
pérdida de paquetes, que es más independiente de los parámetros del canal (ya que no se trabaja a 
nivel de bit). Un buen modelo de pérdidas es el modelo de Markov de dos estados (también 
conocido como modelo de Gilbert), por su simplicidad y por ser un modelo ampliamente utilizado 
en la literatura [21]. 
Este modelo se basa en la existencia de dos estados: uno de pérdidas y otro sin pérdidas. La 
probabilidad de perder o recibir el próximo paquete depende del estado en el que se encuentre. De 
esta forma se modelan los errores a ráfagas, característicos en las redes inalámbricas, ya que es más 
probable que se pierda un paquete si el anterior paquete también se ha perdido.  
 
Fig.12. Modelo de Markov de 2 estados. 
La probabilidad de pérdida global, así como el tamaño medio de ráfaga vienen definidos por las 
siguientes ecuaciones: 
 
qp
ppglobal
+
=                                                   
q
b 1=  (1) 
Por lo tanto, se pueden modelar las mismas pérdidas con tamaños medios de ráfagas distintos. 
Por ejemplo, se pueden modelar unas pérdidas medias del 25% con los valores p=0.1 y q=0.3 
(longitud media de ráfaga de 3.3 paquetes) y también con p=0.3 y q=0.9 (longitud media de ráfaga 
de 1.1 paquetes). 
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V. EVALUACIÓN 
En este capítulo se muestran los resultados de la evaluación del códec LDPC explicado en el 
capítulo anterior. Para ello se han realizado una serie de estudios que reflejan el comportamiento 
del códec dependiendo de una serie de parámetros, como son las pérdidas, el tamaño del fichero o 
la tasa de codificación. 
El proceso de evaluación consiste en la transmisión, a través del servidor FLUTE, de un fichero 
de un tamaño determinado, y que ha sido codificado a una cierta tasa con una determinada 
codificación, y en la correspondiente recepción del fichero a través del cliente FLUTE. Los 
parámetros que se han medido son: 
• Ratio de ineficiencia: es uno de los parámetros de medida de eficiencia más utilizados en la 
evaluación de mecanismos de reparación de errores. Representa la relación entre el número 
de paquetes necesarios para decodificar un fichero y el número de paquetes fuente que 
componen un fichero. Idealmente este valor es 1, lo que significa que cualesquiera de k 
símbolos recibidos (ya sean símbolos fuente o de paridad) son suficientes para reconstruir 
un fichero: 
k
n
ratiocyinneficien rdecodificaparanecesarios ___ =  (2) 
• Número de ciclos: en entornos con pérdidas se necesitan varios ciclos para poder 
reconstruir un fichero. Cuanto mayor sea el número de ciclos más tiempo costará descargar 
un fichero. 
Las pruebas se han realizado con un Pentium Dual-Core a 2.50 GHz con 2 Gbytes de memoria 
RAM, utilizando el sistema operativo Windows XP. Asimismo, también se han realizado pruebas 
en dispositivos móviles, concretamente se ha empleado el Nokia E71, así como el Nokia E90. 
El número de simulaciones realizadas varía según el estudio. En las pruebas con dispositivos 
móviles se han repetido las medidas 30 veces. Por lo que respecta a PC, en los estudios en los que 
se consideran pérdidas en el canal se han realizado 100 emulaciones, mientras que en el resto de 
casos se han realizado 200 emulaciones. 
Existen otros estudios en la literatura que evalúan la eficiencia de la codificación LDPC y de las 
dos variantes que vamos a analizar en esta tesina. De entre las referencias existentes, destacamos 
los resultados publicados por Vincent Roca y Christophe Neumann, que se pueden encontrar en 
[22].   
V.1. ESTUDIO 1: NÚMERO DE CICLOS PARA RECONSTRUIR UN FICHERO 
En este primer estudio se muestra el número de ciclos que a un cliente le cuesta reconstruir un 
fichero en función de las pérdidas del canal, para así comprobar lo conveniente que resulta emplear 
cualquier mecanismo de codificación. Para ello, se simulan las pérdidas a través de un modelo de 
Markov de 2 estados, tal como se explicó en el capítulo 4. Se varían los parámetros p y q para 
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contemplar todas las pérdidas (aunque los canales con muy altas pérdidas no resultan válidos en la 
práctica). En las simulaciones no se ha considerado el valor de q=0, ya que representa un estado de 
pérdidas puro. El resto de medidas tiene una precisión decimal (se ha variado cada medida 0.1). 
Se ha utilizado un fichero de tamaño 3000 paquetes (unos 4 Mbytes), enviados en un único 
bloque y se ha empleado una tasa de codificación de 2/3 (es decir, un paquete de paridad por cada 
dos paquetes de datos). Estos dos parámetros los tomaremos como estándar en el resto de estudios, 
por lo que, si no se especifica nada distinto, el tamaño del fichero será de 3000 paquetes, el número 
de bloques será igual a 1 y la tasa de codificación de 2/3. En este estudio en particular, la 
transmisión de ficheros se ha producido de forma secuencial.  
 
(a) No-FEC 
 
 (b) LDPC Staircase (c) LDPC Triangle 
Fig.13. Número de ciclos según codificación. 
Las figuras muestran claramente la conveniencia de utilizar codificación, sólo hay que ver la 
escala de cada una de las gráficas. Cuando las pérdidas son altas el número de ciclos crece de una 
manera notable. La tendencia del número de ciclos es igual en todos los casos, aumentando de 
forma exponencial conforme aumentan las pérdidas (aumenta el valor de p y disminuye el de q).  
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Según estas gráficas, el comportamiento de las dos estructuras de LDPC es similar. En los 
siguientes estudios profundizaremos y analizaremos el diferente comportamiento que tienen estas 
dos estructuras según las características de la transmisión. 
V.2. ESTUDIO 2: MODELO DE TRANSMISIÓN 
A la hora de enviar los paquetes se pueden elegir diferentes estrategias en la transmisión, por 
ejemplo, enviar todos los paquetes de forma secuencial, o bien enviar primero los paquetes de 
paridad y luego los paquetes fuente, o transmitirlo todo de forma aleatoria. Ahora bien, ¿afecta el 
modelo de transmisión a la eficiencia en la decodificación? En este estudio analizamos el 
comportamiento de dos modelos de transmisión de paquetes, uno secuencial y otro aleatorio, en 
cuanto a la eficiencia cuando se utiliza codificación LDPC. 
En el modelo secuencial todos los símbolos de un determinado bloque se mandan de forma 
ordenada, es decir, en primer lugar se envía el símbolo con Encoding Symbol ID igual a 0, luego el 
1 y así sucesivamente. De esta forma, se transmiten primero los símbolos fuente y luego los 
símbolos de paridad. 
En el modelo aleatorio todos los paquetes de un bloque se mandan aleatoriamente. Es decir, que 
los símbolos fuente y de paridad van intercalados. Eso sí, cada paquete sólo se envía una vez en 
cada ciclo, y en cada ciclo se mandan todos los paquetes de un bloque. El parámetro de medida 
utilizado es el ratio de ineficiencia. El resultado de este estudio se muestra en las siguientes 
gráficas:  
 
 
 (a) LDPC Staircase, Secuencial (b) LDPC Staircase, Aleatorio 
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 (c) LDPC Triangle, Secuencial (d) LDPC Triangle, Aleatorio 
Fig.14. Modelo de transmisión. 
Las gráficas reflejan que en entornos de bajas pérdidas (que se corresponde con los canales 
donde se suele trabajar), el modelo de transmisión aleatorio presenta un mejor comportamiento y 
resulta más eficiente que el modelo de transmisión secuencial. Esto es lógico teniendo en cuenta 
que normalmente las pérdidas se producen a ráfagas y que en la codificación LDPC un símbolo de 
paridad depende del símbolo anterior, por lo que pérdida de paquetes consecutivos impide la 
reconstrucción de símbolos fuente. Con altas pérdidas el comportamiento de los dos modelos es 
similar. 
Por lo tanto, vista la conclusión alcanzada, en los siguientes estudios se utilizará el modelo 
aleatorio en la transmisión de los paquetes.  
V.3. ESTUDIO 3: EVALUACIÓN DE LA TASA DE CODIFICACIÓN 
La tasa de codificación (o code rate), que corresponde con la paridad introducida en los paquetes, 
es un parámetro fundamental en la transmisión. En este estudio se evalúa la eficiencia de la 
transmisión en función de la tasa de codificación elegida. 
La tasa de codificación corresponde con la relación k/n, es decir, que la paridad introducida es 
de k-n paquetes. Otro parámetro que se suele utilizar es el ratio de expansión de FEC (o FEC ratio), 
definido como n/k, y que se corresponde con la inversa de la tasa de codificación. 
Se han realizado distintas simulaciones variando la tasa de codificación para comprobar la 
eficiencia de cada tipo de codificación. En este caso, el canal utilizado no tiene pérdidas. Los 
resultados se pueden ver en la tabla 1. Dicha tabla  muestra el ratio de ineficiencia medio, así como 
la desviación estándar y el intervalo de confianza del 99%, en función de la tasa de codificación y 
la estructura LDPC. 
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 STAIRCASE TRIANGLE 
CR MEDIA DESV CONF (99%) MEDIA DESV CONF (99%) 
0.2 1.5118 0.2699 ±0.0695 1.9455 0.0333 ±0.0086 
0.3 1.2037 0.0848 ±0.0219 1.4930 0.1643 ±0.0423 
0.4 1.1549 0.0132 ±0.0034 1.1529 0.0294 ±0.0076 
0.5 1.1145 0.0079 ±0.0020 1.1065 0.0101 ±0.0018 
0.6 1.0885 0.0084 ±0.0022 1.0782 0.0076 ±0.0014 
0.7 1.0624 0.0064 ±0.0016 1.0568 0.0052 ±0.0009 
0.8 1.0414 0.0047 ±0.0012 1.0376 0.0039 ±0.0007 
0.9 1.0214 0.0028 ±0.0007 1.0212 0.0034 ±0.0006 
Tabla 1: Ratio de ineficiencia según la tasa de codificación 
Los valores de la desviación estándar y el intervalo de confianza son bastante buenos, lo que nos 
asegura que el número de muestras tomadas es correcto. Los resultados de la tabla se reflejan en la 
siguiente gráfica (se ha ampliado el eje de valores de code rate superiores a 0.4 para ver en detalle 
el comportamiento de cada una de las estructuras): 
 
Fig.15. Evaluación de la tasa de codificación. 
Conforme aumenta la tasa de codificación el ratio de ineficiencia es menor (y por lo tanto, 
mejor). La figura 15 refleja que la estructura LDPC Staircase resulta más eficiente cuando la tasa 
de codificación es inferior a 0.4, mientras que LDPC Triangle ofrece mejores resultados para tasas 
de codificación superiores a dicho valor. La figura 16 muestra los mismos resultados en función del 
ratio de expansión de FEC (la inversa de la tasa de codificación), para poder comparar de esta 
forma con los resultados publicados en [22].  
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Fig.16. Evaluación del ratio de expansión FEC. 
Cuanto mayor es el code rate (y en consecuencia menor es el FEC ratio), menos paquetes de 
paridad se envían, por lo que, en entornos sin pérdidas el ratio de ineficiencia será más bajo (ya que 
se reciben menos paquetes “inútiles”). Idealmente, en un entorno sin pérdidas si la tasa de 
codificación es 1 (es decir, no se codifica) la tasa de ineficiencia es 1. Pero, desgraciadamente, 
todos los canales tienen pérdidas. Para ver el comportamiento en un entorno con pérdidas, se ha 
realizado el mismo estudio en un canal con unas pérdidas elevadas (del 25%), con valores p=0.1 y 
q=0.3, que se refleja en la siguiente gráfica.  
 
Fig.17. Evaluación de la tasa de codificación con pérdidas (p=0.1, q=0.3). 
Con esta gráfica se concluye que para elegir una tasa de codificación adecuada hay que tener en 
cuenta las pérdidas del canal. En este caso, para un canal con esas características el valor de code 
rate igual a 0.7 es el que ofrece mejores resultados.  
V.4. ESTUDIO 4: EVALUACIÓN DEL TAMAÑO DEL FICHERO 
El ratio de ineficiencia también depende del tamaño del contenido que se está enviando. Y para 
comprobarlo, vamos a realizar un estudio del comportamiento del códec según el tamaño del 
fichero. Para ello, fijando una tasa de codificación de 2/3 y utilizando un solo bloque, enviamos 
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varios ficheros con distinto tamaño a través de un canal sin pérdidas. La tabla 2 muestra los 
resultados obtenidos, donde el tamaño corresponde con el número de paquetes (o símbolos) que 
componen un bloque (se puede hallar el tamaño del fichero teniendo en cuenta que cada paquete 
ocupa 1428 bytes).    
 STAIRCASE TRIANGLE 
Tamaño MEDIA DESV CONF (99%) MEDIA DESV CONF 
10 1.1736 0.1227 ±0.0224 1.2099 0.0490 ±0.0126 
50 1.1210 0.0805 ±0.0147 1.1511 0.0554 ±0.0143 
200 1.0905 0.0204 ±0.0053 1.1038 0.0218 ±0.0056 
1000 1.0777 0.0110 ±0.0028 1.0736 0.0086 ±0.0022 
5000 1.0706 0.0041 ±0.0011 1.0612 0.0048 ±0.0012 
10000 1.0681 0.0029 ±0.0008 1.0593 0.0072 ±0.0019 
Tabla 2: Ratio de ineficiencia según el tamaño del fichero 
Como vemos en la tabla, con ficheros grandes los resultados del ratio de ineficiencia son mucho 
mejores. Por ejemplo, para ficheros de 10000 paquetes (unos 14 Mbytes), para el caso de Triangle 
el ratio de ineficiencia es de 1.0593. Esto significa que sólo hará falta recibir un 5.93% más de 
paquetes que componen un fichero para poder reconstruirlo. Esto implica que se está 
proporcionando fiabilidad en la transmisión sin aumentar excesivamente el tiempo de 
reconstrucción en recepción. 
Los resultados se muestran, a escala logarítmica, en la siguiente figura: 
 
Fig.18. Evaluación del tamaño del fichero. 
Cuanto mayor es el fichero el ratio de ineficiencia es menor, por lo que la codificación LDPC es 
más eficiente con ficheros grandes. Esto es consecuencia de la generación de la matriz de paridad: 
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cuantas más entradas tiene la matriz, el algoritmo de generación de la matriz hace que los símbolos 
estén relacionados de una forma más óptima.  
Por lo que respecta al tipo de estructura, la tendencia de la gráfica demuestra que con ficheros 
pequeños y a una tasa de codificación de 2/3 la estructura Staircase resulta más eficiente, mientras 
que para ficheros grandes LDPC Triangle ofrece mejores resultados.  
Otro estudio que surge a raíz de esta conclusión es el número de bloques que se utiliza para 
transmitir. Resulta lógico pensar que si el códec es más eficiente cuantos más paquetes componen 
el bloque, será mucho más eficiente transmitir el fichero en un solo bloque que en varios bloques, 
ya que cada uno de ellos tendrá menor número de símbolos.  
Al respecto, la siguiente gráfica muestra el ratio de ineficiencia de un fichero formado por 6400 
paquetes, que se ha transmitido utilizando distinto número de bloques: 
 
Fig.19. Evaluación del número de bloques. 
Las conclusiones alcanzadas en este caso son consecuencia de las anteriores. Cuantos más 
bloques haya más ineficiente es la codificación. Cuanto mayor es el número de bloques, menos 
símbolos hay por bloque, por lo que la estructura Staircase resulta más eficiente que la Triangle. 
Aunque resulta, pues, más eficiente emplear un solo bloque para la transmisión, esto no 
significa que siempre sea lo más conveniente. Dependiendo de la situación, puede ser preferible 
enviar un fichero en varios bloques, debido, sobre todo, a limitaciones en cuanto a la memoria. Hay 
que tener en cuenta que cuanto mayor sea el bloque más consumo de memoria se requiere. Este es 
uno de los aspectos que queda fuera del alcance de esta tesina, y que se contempla como trabajo 
futuro.   
V.5. ESTUDIO 5: EVALUACIÓN DEL NÚMERO DE 1s POR COLUMNA 
En la generación de la matriz de paridad (concretamente en la submatriz izquierda), cada símbolo 
fuente puede formar parte de un número determinado de ecuaciones (denominado como N1). Este 
número es fijo para cada matriz y suele ser igual a 3, tal como lo recomienda la RFC de LDPC [1]. 
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En este estudio, veremos cómo afecta dicho valor a la eficiencia de la codificación. La figura 20 
muestra el ratio de ineficiencia obtenido cuando se varía N1 entre 3 y 8. 
 
Fig.20. Evaluación del número de 1s por columna en la matriz de paridad. 
Los resultados muestran que no resulta eficiente aumentar el valor de N1. Valores inferiores a 3 
no resultan válidos. Además, el que haya más entradas en la matriz de paridad implica mayor 
consumo de memoria y un mayor procesamiento cuando se recibe cada paquete.  
No obstante, hay que indicar que el estudio depende del algoritmo de decodificación utilizado. 
En nuestro caso, se ha empleado el algoritmo de decodificación iterativa por su simplicidad y por 
su bajo consumo de memoria. Diversos estudios, como el que se puede encontrar en [23], señalan 
que emplear otro algoritmo de decodificación (por ejemplo el esquema basado en la eliminación 
Gaussiana) permite reducir el ratio de ineficiencia. En dicho estudio se refleja que, utilizando un 
esquema de decodificación basado en la eliminación Gaussiana, el aumento de N1 supone una 
mejora del ratio de ineficiencia para LDPC Staircase pero, a su vez, hace aumentar los recursos de 
memoria. 
Por lo tanto, podemos concluir este estudio diciendo que, utilizando el algoritmo de 
decodificación iterativa, aumentar el valor de N1 no provoca una mejora en el ratio de ineficiencia, 
por lo que el valor óptimo resulta N1=3. 
V.6. ESTUDIO 6: EVALUACIÓN EN DISPOSITIVOS MÓVILES 
El último estudio que se ha realizado consiste en la evaluación del códec implementado en 
dispositivos móviles y en un entorno inalámbrico. Concretamente, los terminales utilizados han 
sido el Nokia E71 y Nokia E90. La red inalámbrica escogida ha sido Wi-Fi.  
El procedimiento es similar al de los estudios anteriores. Un servidor envía por Wi-Fi un fichero 
a una dirección y un puerto determinados y un receptor se descarga dicho fichero a través de un 
teléfono móvil. Para ello, en el dispositivo móvil se ha instalado una aplicación cliente receptora de 
ficheros FLUTE, que se conecta a una sesión y un canal para descargarse un contenido, todo ello a 
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través de Wi-Fi. Cuando se ha descargado, muestra por pantalla el valor del parámetro que se desea 
medir (en nuestro caso el ratio de ineficiencia).  
En este caso, para contrastar las conclusiones alcanzadas en los estudios anteriores en un 
entorno real, se ha optado por realizar tres pruebas en las que se varía la tasa de codificación y el 
tamaño del fichero, así como la estructura LDPC empleada. Por las conclusiones alcanzadas 
anteriormente, el modelo de transmisión es aleatorio, el número de bloques es igual a 1 y el número 
de 1s en la submatriz izquierda es igual a 3.  
La tabla 3 muestra los resultados obtenidos: 
  STAIRCASE TRIANGLE 
CR Tamaño MEDIA DESV CONF 99% MEDIA DESV CONF 99% 
0.20 300 1.4916 0.0420 ±0.0216 2.1419 0.0283 ±0.0146 
0.67 300 1.4584 0.0733 ±0.0378 1.4527 0.0070 ±0.0036 
0.67 1500 1.4187 0.0168 ±0.0087 1.4294 0.0229 ±0.0118 
Tabla 3: Evaluación en entorno inalámbrico 
La primera conclusión al realizar las pruebas ha sido que la red Wi-Fi es muy variante e 
inestable. Y aunque los datos de la desviación estándar y el intervalo de confianza son 
relativamente buenos, eso no implica que las medidas resulten definitivas. Las pérdidas en el canal 
dependen en gran parte del número de dispositivos inalámbricos cercanos, ya que aumenta el 
número de colisiones en la red. La magnitud del tiempo es un parámetro importante al respecto 
(dependiendo de la hora del día, hay más o menos nodos interferentes en el canal). Es por ello que 
se ha intentado realizar las medidas a las mismas horas para tener una referencia común. 
Por lo que respecta a la codificación, en primer lugar vemos que las pérdidas en el canal afectan 
mucho a la eficiencia. Mientras que en el resto de casos obteníamos normalmente valores inferiores 
a 1.1 en cuanto al ratio de ineficiencia, en pruebas con Wi-Fi los valores obtenidos han sido 
siempre superiores a 1.25. 
Algunas de las conclusiones alcanzadas en estudios anteriores también se reflejan en la tabla. 
Por ejemplo, con tasas de codificación bajas la estructura Staircase mejora considerablemente a la 
Triangle, reduciéndose esa diferencia conforme la tasa de codificación aumenta. Utilizar una tasa 
de codificación mayor supone una disminución del ratio de ineficiencia. Por otro lado, un aumento 
del tamaño del fichero conlleva una mejora del ratio de ineficiencia. 
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VI. CONCLUSIONES Y TRABAJO FUTURO 
VI.1. CONCLUSIONES 
A lo largo de esta tesina las ventajas de utilizar codificación a nivel de paquete han quedado 
patentes. En todos los entornos se producen pérdidas, ya sea en mayor o menor medida, y la 
utilización de mecanismos de corrección de errores resulta necesaria.  
La codificación LDPC es un claro ejemplo de mecanismo FEC. Su utilización permite reducir  
de manera considerable el número de ciclos necesarios para reconstruir un fichero, y por lo tanto el 
tiempo de descarga. La reducción en dicho tiempo es aún mayor en canales con pérdidas elevadas.  
Por otro lado, la planificación en el envío de paquetes es un parámetro que afecta a la eficiencia 
de la transmisión. Un modelo de envío aleatorio resulta mucho más eficiente que uno secuencial, ya 
que es más inmune a las pérdidas de paquetes en forma de ráfagas. 
En lo que respecta a las variantes de LDPC, los distintos estudios nos han permitido comparar 
los dos tipos de estructuras y verificar cuál es mejor dependiendo de las circunstancias. Así, cuando 
se emplean tasas de codificación inferiores a 0.4 (que representa una paridad superior al 60%) 
resulta más eficiente la utilización de LDPC Staircase, mientras que LDPC Triangle se comporta 
mejor con tasas superiores.  
Asimismo, la eficiencia de la codificación depende del tamaño del contenido que se envía. 
Cuanto más grande sea un fichero, más eficiente es la codificación. Esto provoca que resulte más 
óptima, en términos de eficiencia, la transmisión utilizando un único bloque. Para ficheros 
pequeños, la estructura Staircase ofrece mejores resultados. 
La elección, pues, de un tipo de codificación u otra depende de muchos aspectos. Al margen de 
estas conclusiones con respecto a la tasa de codificación y al tamaño, es necesario considerar otros 
factores. Por un lado, hay que evaluar el canal de transmisión para, en función de las pérdidas, 
decidir qué codificación y qué tasa emplear. Un claro ejemplo lo hemos visto en el estudio en el 
canal Wi-Fi. Los ficheros a enviar resultan otro factor clave. El tamaño, así como la relevancia del 
contenido decidirán qué parámetros de codificación utilizar (un fichero más importante requerirá de 
más protección). 
Por otra parte, se debe tener en cuenta a quién va dirigido el contenido. Las capacidades de 
memoria y de procesamiento de los clientes pueden condicionar las características de la 
codificación. Los dispositivos móviles, por ejemplo, pueden tener problemas al decodificar un 
fichero muy grande. Por lo tanto, sería conveniente dividir el fichero en varios bloques y utilizar 
una estructura y un algoritmo de decodificación que minimice el procesamiento requerido para 
realizar la decodificación.  
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VI.2. TRABAJO FUTURO 
El trabajo futuro que se desprende de esta tesina se puede estructurar en cuatro grandes bloques: 
estudio en redes inalámbricas, estudio del consumo, estudio de otras codificaciones y estudio de la 
transmisión. 
En esta tesina se han realizado una serie de pruebas utilizando Wi-Fi como red inalámbrica 
multicast. Como hemos visto, esta red es muy dependiente del entorno y, por lo tanto, muy sensible 
a errores en el canal. En este sentido, una línea que se deja abierta es la realización de un estudio 
más exhaustivo que tenga en cuenta la carga de la red y el número de redes y nodos interferentes.  
Asimismo, tal como se explicó en el segundo capítulo, existen otro tipo de redes inalámbricas, 
entre ellas DVB-H. Puesto que se dispone de un transmisor y de un receptor DVB-H, uno de los 
objetivos inmediatos es la evaluación del códec implementado en este tipo de redes.  
Al respecto, es necesario analizar el canal donde se realiza la transmisión para elegir unos 
parámetros de codificación u otros, tal como vimos en el estudio 3. En función de las pérdidas del 
canal resulta más conveniente transmitir a una tasa de codificación o a otra. Por ello, hay que 
estudiar el modo en el que los receptores pueden informar al transmisor sobre las pérdidas que se 
están detectando en el canal, para que el transmisor envíe lo más óptimamente posible según las 
condiciones del entorno.  
Uno de los puntos que hemos dejado pendientes en la tesina es el tema de la memoria. El 
consumo en el procesamiento del códec en transmisión, pero principalmente en recepción, es un 
punto crítico, y más si se trabaja con dispositivos portátiles. Existen varios estudios al respecto, 
como el que se puede encontrar en [23], que evalúan la eficiencia de memoria de ambos tipos de 
estructuras LDPC.  
Precisamente, una de las principales dificultades que nos hemos encontrado a la hora de evaluar 
el códec han sido problemas de memoria cuando transmitíamos ficheros grandes. Esto ha resultado 
especialmente crítico en las pruebas con móviles. Por lo tanto, uno de nuestros principales  
objetivos es estudiar los recursos consumidos en los dispositivos e intentar reducir la carga. El 
algoritmo de decodificación utilizado es un punto crítico en este aspecto. Por simplicidad se ha 
empleado el algoritmo de decodificación iterativa, pero existen otro tipo de algoritmos que reducen 
los recursos en el proceso de decodificación: el esquema de decodificación iterativa de Zyablov 
(ID), la eliminación Gaussiana (GE) y un esquema híbrido ID/GE [24]. Un estudio de estas 
alternativas permitirá mejorar las características de nuestro códec. 
Por otro lado, más allá de la codificación LDPC, se pretende estudiar la codificación Raptor, 
debido a los buenos resultados que estos códigos ofrecen (con ratios de ineficiencias cercanos a 1). 
Para ello, se analizará la RFC de Raptor, así como las futuras variantes de esta codificación. Entre 
ellas encontramos los códigos Raptor-Q, una codificación en fase de experimentación (el draft 02 
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se publicó en marzo de 2010) [25] que promete ofrecer mejores resultados que la codificación 
original.  
También se analizarán las distintas variantes de la codificación LDPC que van surgiendo, entre 
ellas señalar los códigos HLDPC (Hyper LDPC) [26], una evolución de los LDPC que ofrecen una 
menor complejidad. 
En último lugar, la implementación de mecanismos de FEC en la librería FLUTE permite 
aumentar las funcionalidades de nuestra implementación en cuanto a la planificación de paquetes. 
Una de las aplicaciones principales puede ser proporcionar diferente protección frente a errores. 
Así, en un carrusel de envío de contenido, en función de la importancia o de la popularidad del 
fichero a enviar se le puede ofrecer mayor o menor protección. Recordemos que la codificación va 
por fichero, por lo que un fichero muy popular puede tener mayor paridad que otro fichero con 
menor popularidad. Incluso, más allá de la redundancia, se puede utilizar un tipo de codificación u 
otra en función de las características del fichero, teniendo en cuenta las conclusiones alcanzadas en 
los estudios realizados en esta tesina.  
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GLOSARIO 
El siguiente listado muestra las siglas utilizadas en la tesina: 
 3G 3rd Generation 
 3GPP 3rd Generation Partnership Project 
 ADSL Asymmetric Digital Subscriber Line 
 ALC Asynchronous Layered Coding 
 ARQ Automatic Repeat Request 
 CD Compact Disc 
 DVB Digital Video Broadcasting 
 DVB-C Digital Video Broadcasting – Cable  
 DVB-H Digital Video Broadcasting – Handheld 
 DVB-S Digital Video Broadcasting by Satellite 
 DVB-T Digital Video Broadcasting – Terrestrial 
 DVD Digital Versatile Disc 
 ESG Electronic Service Guide 
 ESI Encoding Symbol Identifier 
 FDT File Delivery Table 
 FEC  Forward Error Correction 
 FLUTE File Delivery over Unidirectional Transport 
 FTI FEC Object Transmission Information 
 HLDPC Hyper Low Density Parity Check 
 HTTP Hypertext Transfer Protocol 
 IANA Internet Assigned Numbers Authority 
 IMB Integrated Mobile Broadcast 
 IP Internet Protocol 
 IPTV Internet Protocol Television 
 J2ME Java 2 Micro Edition 
 J2SE Java 2 Standard Edition  
 LCT Layered Coding Transport 
 LPDC Low Density Parity Check 
 LT Luby Transform 
 MBMS Multimedia Broadcast and Multicast Services 
 MDS Maximum Distance Separable 
 MIME Multipurpose Internet Mail Extensions 
 PC Personal Computer 
 RAM Random Access Memory 
 Raptor Rapid Tornado 
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 RFC Request for Comments 
 SAP Session Announcement Protocol 
 SBN Source Block Number 
 SDP Session Description Protocol 
 TCP Transmission Control Protocol 
 TOI  Transport Object Identifier 
 TSI Transport Session Identifier 
 UDP User Datagram Protocol 
 UMTS Universal Mobile Telecommunications Systems 
 URI Uniform Resource Identifier 
 Wi-Fi Wireless Fidelity 
 WiMAX Worldwide Interoperability for Microwave Access 
 XML Extensible Markup Language 
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ANEXOS 
A continuación se adjuntan los artículos en los que el autor de la tesina ha participado, éste es el listado: 
• CONGRESOS 
o R. Belda, I. de Fez, F. Fraile, V. Murcia, P. Arce and J. C. Guerri, Multimedia System for 
Emergency Services over TETRA-DVBT Networks. Proc. 34th EUROMICRO Conference 
on Software Engineering and Advanced Applications (SEAA), Parma, Italy, September 
2008. 
o F. Fraile, I. de Fez and J. C. Guerri, Modela-TV: Service Personalization and Business 
Model Management for Mobile TV. In 7th European Interactive TV Conference, Leuven, 
Belgium, June 2009. 
o A. Gil, F. Fraile, M. Ramos, I. de Fez and J. C. Guerri, Personalized Multimedia Touristic 
Services for hybrid broadcast/broadband mobile receivers. International Conference on 
Consumer Electronics (ICCE), Las Vegas, USA, January 2010. 
• REVISTAS 
o A. Gil, F. Fraile, M. Ramos, I. de Fez and J. C. Guerri, Personalized Multimedia Touristic 
Services for hybrid broadcast/broadband mobile receivers. IEEE Transactions on 
Consumer Electronics, 2010 (aceptado para publicación). 
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