SPONTANEOUS ACTIVITY is a signature feature of the developing nervous system (Blankenship and Feller 2010; Blumberg et al. 2013 ) that facilitates such fundamental neurodevelopmental processes as migration, synaptogenesis, differentiation, and topographic organization (Katz and Shatz 1996; Kilb et al. 2011; Marder and Rehm 2005) . In the visual system, spontaneous activity occurs in the form of retinal waves (Wong 1999) . The neural activity that arises from retinal waves cascades through the visual system, including the lateral geniculate nucleus (LGN) and visual cortex (Ackman et al. 2012; Hanganu et al. 2006; Mooney et al. 1996) , and is thought to facilitate eye-specific segregation of retinofugal projections (Butts et al. 2007 ), refinement of receptive field characteristics (Huberman et al. 2008) , and the formation of retinotopic maps (Ackman et al. 2012; Wong 1999) .
When retinal waves are the predominant form of activity in the visual system, sleep is the predominant behavioral state (Gramsbergen et al. 1970; Jouvet-Mounier et al. 1970) . Nonetheless, previous studies of visual cortical activity have not explicitly assessed whether retinal wave-related neural activity is modulated by behavioral state (but see Mirmiran and Corner 1982) . And although wake movements in infant mice have been associated with the suppression of spontaneously generated calcium waves in several nonvisual cortical areas (Adelsberger et al. 2005) , it has never been demonstrated that wake movements suppress retinal wavedriven activity in visual cortex.
To address this issue, we used extracellular neurophysiology to characterize the spontaneous activity of visual cortical neurons in infant rats as they cycled normally between sleep and wake. We found bursts of rhythmic unit activity that occurred approximately every 30 -60 s-indicative of retinal wave activity-in the visual cortex at both ages. Interestingly, when pups woke up and moved their limbs, we observed a rapid suppression of cortical activity. Moreover, when these awakenings occurred during a retinal wave-related burst-and regardless of whether the awakening was spontaneous or evoked by the experimenter-the associated burst of cortical activity was interrupted. Together, these findings demonstrate that behavioral state modulates neural activity in the developing visual system and suggest a role for sleep in visual system plasticity at earlier ages than has previously been considered (Frank et al. 2001; Shaffery et al. 2002) .
METHODS
All experiments were carried out in accordance with the National Institutes of Health (NIH) Guide for the Care and Use of Laboratory Animals . The experiments were also approved by the Institutional Animal Care and Use Committee (IACUC) of the University of Iowa.
Subjects. Male and female Sprague-Dawley Norway rats (Rattus norvegicus) at postnatal days (P)8 -9 (hereafter P9; n ϭ 11) and P11-12 (hereafter P12; n ϭ 20) from 31 litters were used. All litters were culled to eight pups by P3. Mothers with their litters were housed and raised in standard laboratory cages (48 ϫ 20 ϫ 26 cm). Food and water were provided ad libitum. The animals were maintained on a 12:12-h light-dark cycle with lights on at 0700. Littermates were never assigned to the same experimental group.
Surgery. A complete description of the head-fix method has been published (Blumberg et al. 2015) . Briefly, under isoflurane (3-5%) anesthesia, stainless steel bipolar hook electrodes (50-m diameter; California Fine Wire, Grover Beach, CA) were inserted into the nuchal, forelimb, and hindlimb muscles for electromyography (EMG) and secured with collodion; a ground wire was secured transdermally on the back. A custom-built head-fix device was secured to the exposed skull with cyanoacrylate adhesive. Bupivicaine (0.25%) was applied topically to the site of incision as a local anesthetic; in addition, midway through the study (as a result of a change in IACUC protocol), pups were also injected subcutaneously with the analgesic agent carprofen (0.005 mg/g). The pup was then lightly wrapped in gauze and allowed to recover in a humidified, temperature-controlled (35-36°C) incubator for at least 1 h. After recovery, the pup was briefly reanesthetized with isoflurane (2-3%) and secured in a stereotaxic apparatus (David Kopf Instruments, Tujunga, CA). A hole was drilled in the skull over visual cortex for later insertion of the electrode (coordinates with respect to lambda: anteroposterior ϭ 0 -0.5 mm; mediolateral ϭ 1.5-3.5 mm). Two additional holes allowed for insertion of the ground wire and a thermocouple (Omega Engineering, Stamford, CT) for measuring brain temperature. The animal was then transferred to the electrophysiology rig and prepared for recording.
Electrophysiology. The head-fix device was secured to the stereotaxic apparatus, and the pup was positioned with its body prone on a narrow platform and limbs dangling freely on both sides. Care was taken to regulate air temperature and humidity, and the pup's brain temperature was maintained at 36 -37°C. Adequate time (1-2 h) was allowed for the pup to acclimate to the recording environment, and testing began only when it was cycling normally between sleep and wake. Pups rarely exhibited abnormal behavior or any signs of discomfort or distress; when they did, the experiment was terminated.
The bipolar EMG electrodes were connected to a differential amplifier (A-M Systems, Carlsborg, WA; amplification: 10,000ϫ; filter setting: 300 -5,000 Hz). A ground wire (Ag/AgCl, 0.25-mm diameter; Medwire, Mt. Vernon, NY) was inserted into the parietal cortex contralateral to the recording site, and a thermocouple was inserted into the parietal cortex ipsilateral to the recording site. Neurophysiological recordings were performed with a 16-channel silicon electrode (NeuroNexus, Ann Arbor, MI) connected to a data acquisition system (Tucker-Davis Technologies, Alachua, FL) that amplified (10,000ϫ) and filtered (500 -5,000 Hz band pass) the neural signals. A digital interface and Spike2 software (Cambridge Electronic Design, Cambridge, UK) were used to acquire EMG and neurophysiological signals at 1 kHz and at least 12.5 kHz, respectively.
A micromanipulator (FHC, Bowdoinham, ME) was used to lower the electrode into visual cortex until action potentials were detected. Recording began at least 10 min after multiunit activity (MUA) was detected. Before insertion, the electrode was dipped in fluorescent 1,1=-dioctadecyl-3,3,3=,3=-tetramethylindocarbocyanine perchlorate (DiI) (Life Technologies, Grand Island, NY) for later identification of the recording site.
Procedure. With the pup cycling between sleep and wake and while continuously recording MUA and EMG activity, we first delivered 20 brief flashes of green LED light (Nite Ize, Boulder, CO) to each eye, with flashes spaced at least 5 s apart . Next, recording of MUA and EMG activity continued for 30 min as the pup cycled freely between sleep and wake. The experimenter, blind to the electrophysiological record, scored the pup's sleep and wake behaviors as described previously (Karlsson et al. 2005) .
A total of 9 pups at P9 (yielding 22 units) and 12 pups at P12 (yielding 24 units) were used in this experiment. In the P12 subjects only, after the first 30-min recording period was complete we performed intraocular injections of tetrodotoxin citrate (TTX; dissolved in 0.9% saline; Sigma-Aldrich, St. Louis, MO), as described previously (Hanganu et al. 2006) . Before injection, bupivicaine (0.25%) was applied topically to the eyelid as a local anesthetic. With a 27-gauge needle attached to a microsyringe pump (Stoelting, Wood Dale, IL), 1 l of TTX (20 M) was injected into each eye at 0.5 l/min. After 20 -30 min, spontaneous activity during sleep and wake was again recorded for 30 min. In 3 of 12 pups a total of five units were lost, and so data from these units were not analyzed further. Post-TTX injection data were analyzed in the remaining 19 units from nine pups.
Finally, an additional six P12 subjects from six different litters were prepared for recording as described above. Two experimenters were needed to conduct this experiment, one to monitor the electrophysiological record and the second to stimulate the pup. As the pup cycled between sleep and wake, when the first experimenter identified the onset of a cortical burst the second experimenter was quickly instructed to either stimulate the pup (Stim trials) or do nothing (No Stim trials). During the Stim trials, the second experimenter stimulated the pup's forelimbs or hindlimbs with a cotton-tipped applicator. At least 25 Stim and No Stim trials were performed for each pup with a randomized procedure. The first experimenter noted each trial with a key press synchronized with the electrophysiological record.
At the end of all recording sessions, pups were anesthetized with pentobarbital sodium (1.5 mg/g ip) or ketamine-xylazine (0.02 mg/g ip) and perfused transcardially with phosphate-buffered saline and 4% formaldehyde.
Retrograde tracing. An additional four P9 and P12 pups, two at each age, were used for anatomical tracing. Each pup was anesthetized with 2-5% isoflurane and secured in a stereotaxic apparatus. A 0.5-l syringe was lowered stereotaxically into the visual cortex, and 0.02 l of 2% wheat germ agglutinin (WGA) conjugated to Alexa Fluor 555 (WGA-555) (Invitrogen Life Technologies, Carlsbad, CA) was injected over 1 min. After a 15-min postinfusion period, the microsyringe was withdrawn and the incision was closed with Vetbond (3M, Maplewood, MN). The pup was returned to its home cage and perfused 24 h later as described above.
Histology. Brains were sectioned coronally at 80 m with a freezing microtome (Leica Microsystems, Buffalo Grove, IL). Recording sites were determined by examining DiI tracks before and after staining with cresyl violet with a fluorescent microscope (Leica Microsystems). For retrograde tracing with WGA-555, brains were sectioned coronally at 50 m and alternating sections were stained with cresyl violet. Spike sorting. As described previously (Sokoloff et al. 2015a (Sokoloff et al. , 2015b , action potentials (signal-to-noise ratio Ն 2:1) were sorted from MUA records with the template-matching algorithm in Spike2 with a 1-ms template window and a 2-s sampling window. The principal component analysis tool was used to analyze the distributions of waveforms comprising each template. In visual cortex at these ages, based on waveform-amplitude differences, no more than two waveforms could be distinguished on one electrode site. Waveforms Ͼ3.5 standard deviations outside each distribution were not included; these waveform outliers were rare and often represented movement artifact or noise (Ͻ1% of all waveforms). After spikes from MUA records were sorted into single units, they were converted to events and a cross-correlation analysis was performed among units obtained from adjacent electrode sites to test for refractory period violations (cutoff ϭ Ϯ1 ms). Only nonoverlapping single units were included in these analyses.
Light-evoked neural activity. For each individual unit, perievent histograms (3-s windows, 50-ms bins) were generated with light onset as the trigger. To test for statistical significance, we jittered the timing of light stimulation 1,000 times within a 3-s window with PatternJitter (Amarasingham et al. 2012; Harrison and Geman 2009) ited significant increases to light (P9: n ϭ 2 units from 2 pups; P12: n ϭ 6 units from 6 pups) were pooled together and the jitter analysis was performed again.
Identification of behavioral states. EMG activity and behavioral scoring were used to identify behavioral states (Blumberg et al. 2015) . To establish an EMG threshold for distinguishing sleep from wake, EMG signals were rectified and smoothed ( ϭ 0.001 s). The mean amplitude of high muscle tone and atonia was calculated from five representative 1-s segments, and the midpoint between the two was used to establish the threshold for defining periods of wake (defined as muscle tone being above the threshold for at least 1 s) and sleep (defined as muscle tone being below the threshold for at least 1 s). Active wake (AW) was identified by high-amplitude limb movements (e.g., stepping, stretching) against a background of high muscle tone and was confirmed with behavioral scoring. Active sleep was characterized by the presence of myoclonic twitches of the limbs against a background of muscle atonia. Twitches were identified as sharp EMG events that exceeded by Ն3ϫ the mean EMG baseline during atonia; twitches were also confirmed by behavioral scoring (Seelke and Blumberg 2008) .
Neural activity at AW onset. For each unit, we identified AW onsets for which there were no other AW onsets within a 5-s window. The records were concatenated across units within age, and perievent histograms (10-s windows, 200-ms time bins) were created with unit activity triggered on AW onsets. In addition, within each unit mean firing rates in 5-s time bins before and after AW onsets were calculated and across units differences were tested with the Wilcoxon matched-pairs signed-rank test.
Rhythmicity. For each sorted unit, we calculated the rhythmicity index (RI), which measures the strength of rhythmicity within a given temporal window, using a previously published method (Arancillo et al. 2015; Sokoloff et al. 2015a) . Units with RI Ն 0.01 were considered rhythmic. We tested age-related differences in RI and interburst interval with the Mann-Whitney U-test.
Effect of intraocular TTX injection. Firing rates of rhythmic and nonrhythmic units and RIs of rhythmic units, before and after TTX injection, were tested with the Wilcoxon matched-pairs signed-rank test (units with RI ϭ 0 were defined as nonrhythmic).
Bursts of cortical activity. When units were categorized as rhythmic, retinal wave-related bursts were identified. To do this, the mean firing frequency of a sorted unit was calculated with an 8-s moving time window. Next, a threshold was determined as 50% of the maximum height of the mean firing frequency for that unit. Only when the firing frequency exceeded the threshold was it identified as a burst.
Effect of spontaneous AW onsets within a burst on unit activity. For each rhythmic unit (P9: 16 units from 7 pups; P12: 14 units from 7 pups), we marked those AW onsets that happened to occur within a burst. (The occurrence of AW onsets within bursts was variable across pups, from 0 to 21 over the 30-min recording sessions; to be included in this analysis, we required at least 4 such events per pup, which yielded 8 units from 4 pups at P9 and 9 units from 6 pups at P12.) The records were concatenated across pups within age, and perievent histograms (4-s windows, 80-ms time bins) were created with unit activity triggered on intraburst AW onset. Finally, within each unit mean firing rates in 2-s time bins before and after AW onsets were calculated and across units differences were tested with the Wilcoxon matched-pairs signed-rank test.
Effect of evoked AW onsets within a burst on unit activity.
In the additional six pups tested at P12 in which the experimenter evoked arousal within a burst, we only included those Stim and No Stim trials in which mean firing frequency exceeded an established threshold. For Stim trials, the latency between trial onset and AW onset (based on EMG activity) was~500 ms. We used this latency to mark the onset of the No Stim trials as well as those Stim trials in which the pup did not wake up. Although the goal of this experiment was to arouse the pup in Stim trials and have the pup sleep through the No Stim trials, a small percentage of Stim trials (6 -18%) failed to produce an active wake movement and in a small percentage of No Stim trials (0 -21%) the pup exhibited a spontaneous wake movement within the burst. Those trials were included in this analysis. Finally, for each of the six pups, mean unit firing rates in 2-s bins were calculated for each unit before and after the onsets of the Stim and No Stim trials. Values exceeding 2 standard deviations were excluded as outliers for each of the six pups (such outliers occurred only 8 times across all Stim and No Stim trials). Within each individual unit, the mean percent change in firing rate in the Stim and No Stim groups was compared with the Mann-Whitney U-test. We tested the mean percent change across all six units in the Stim and No Stim groups with a paired t-test; we also calculated the effect size for this test (Cohen 1988) .
Unless otherwise indicated, ␣ was set at 0.05 for all tests.
RESULTS
We recorded MUA in layers 3-5 of visual cortex at P9 (n ϭ 9 pups, 22 units) and P12 (n ϭ 12 pups, 24 units) as pups cycled spontaneously between sleep and wake (recordings from all 3 layers were included in these analyses). These two ages roughly correspond to stage II and III retinal waves Maccione et al. 2014) . At both ages across all electrode sites, we identified a mean of two units per pup (range: 1-4 units/pup at P9; 1-6 units/pup at P12; at each age, 3 pups contributed Ͼ2 units). At both ages, the majority of electrode sites were within primary visual cortex (V1) and the rest were in secondary visual cortex (V2; Fig. 1A ; Table 1 ). Recordings from both V1 and V2 were included in the analyses (Table 1) . As further evidence that the recording sites were within visual cortex, we found that retrograde labeling from this area of cortex was largely restricted to the LGN (Fig. 1A) ; in addition, although light responsivity is still developing at these ages, we identified a small proportion of neurons in this area that were activated by light ( Fig. 1B ; Table 1 ). Whether light responsive or not, all units were included in these analyses.
At P9 and P12, unit activity was largely expressed as discontinuous bursts against a background of sparse activity (Fig. 1C) . The median firing rate was significantly higher at P12 than at P9 (P9: 0.35 Hz, P12: 1.7 Hz; U ϭ 89, P Ͻ 0.0001). At both ages, these bursts appeared to be largely restricted to periods of sleep and truncated at the onset of AW. To examine this further, we pooled the data at each age and created perievent histograms of firing rate triggered on AW onsets (P9: 1,426 AW onsets, P12: 732 AW onsets; Fig. 1D ). The reduction in unit firing rate at AW onset was clear at both ages. Comparison of mean firing rates before and after AW onset revealed significant reductions at both ages (both P Ͻ 0.001; Fig. 1E ). Importantly, because we found no relationship between cortical activity and active sleep-related myoclonic twitches (data not shown), the suppression of activity observed here is not a general response to movement but rather is specific to wake-related movement. Nor did we find any evidence of altered cortical activity at the onset of twitching, which demarcates the boundary between quiet and active sleep (data not shown) (Seelke and Blumberg 2008) .
The majority of cortical units at both ages (P9: 16/22 units from 7 pups; P12: 14/24 units from 7 pups) occurred in rhythmic bursts every 30 -60 s ( Fig. 2A; Table 1 ). Although the cortical bursts were similarly rhythmic at P9 and P12 (median RI: P9 ϭ 1.01, P12 ϭ 1.52; U ϭ 85, P Ͼ 0.2), the interburst interval of the rhythmic activity at P9 was significantly smaller (medians: P9 ϭ 34.5 s, P12 ϭ 53 s; U ϭ 9.5, P Ͻ 0.001) and the intervals were more variable (median coefficient of variation: P9 ϭ 55.67%, P12 ϭ 45.28%; U ϭ 53, P Ͻ 0.02). To show that rhythmicity was driven by retinal input, we injected TTX into both eyes in the P12 subjects (n ϭ 12 pups, 24 units) and continued recording. In 3 of 12 pups, a total of 5 units were lost during the injection procedure, thus leaving 19 units from 9 pups for analysis. Eleven of these 19 units were rhythmic, and the remaining 8 units were nonrhythmic. TTX significantly decreased rhythmicity in the 11 rhythmic units (P Ͻ 0.002, Fig. 2, B-D) . In addition, TTX significantly decreased the mean firing rates of the rhythmic units (P Ͻ 0.02) but had no significant effect on the nonrhythmic units (P Ͼ 0.2; Fig. 2E ). The timing and TTX sensitivity of the rhythmic bursts of cortical activity mirror those of retinal waves, which also occur every 30 -60 s (Ackman et al. 2012; Hanganu et al. 2006) and are blocked by intraocular injections of TTX (Hanganu et al. 2006) .
The suggestion that wake onset suppresses visual cortical activity would be strengthened by evidence of wake-related suppression within a burst. To provide such evidence, we examined rhythmic units and identified wake onsets that occurred spontaneously within a burst (P9: n ϭ 62 AW onsets across 8 units and 4 pups; P12: n ϭ 103 AW onsets across 9 units and 5 pups). The small sample sizes reflect the use of a strict criterion to identify AW onsets within bursts, as well as the low probability that such events occurred over the 30-min recording sessions. Nonetheless, the available data suggest that spontaneous awakenings truncate cortical bursts. Representative recordings at P9 and P12 illustrate the coincidence of AW onset with intraburst decreases in unit activity (Fig. 3A) . Perievent histograms of pooled data show intraburst decreases in firing rate at AW onset at both ages (Fig. 3B) . When mean unit firing rates before and after AW onset were compared, there was a significant reduction at both ages (both P Ͻ 0.03; Fig. 3C ). Finally, to provide stronger, causal evidence for wakerelated suppression of visual cortical activity, we tested an additional six subjects at P12 (1 rhythmic unit per pup) in which active wake movements were or were not evoked by an experimenter (Stim and No Stim groups, respectively). Stimulation was effective at evoking arousal in 82-94% of all Stim trials; in addition, pups did not exhibit spontaneous wakefulness in 79 -100% of No Stim trials. The representative recordings in Fig. 4A show a substantial intraburst decrease in unit activity after evoked AW onset during a Stim trial; a representative recording for a No Stim trial is also shown. Within each of the six individual units, the mean percent decrease in firing rates was significantly greater in the Stim group than in the No Stim group (range of U values: 52.5-244.5, all P Ͻ 0.04; Fig.  4B, left) . Averaging across the six units, the mean percent decrease was also significantly greater in the Stim group (t ϭ 5.47, df ϭ 5, P Ͻ 0.003; Cohen's d ϭ 3.44; Fig. 4B, right) .
DISCUSSION
We show here in the visual cortex of infant rats that spontaneous unit activity, like local field activity Hanganu et al. 2006; Murata and Colonnese 2016) , occurs in rhythmic bursts. We found that these rhythmic bursts are suppressed by the onset of active wake movements-whether those movements occur spontaneously or are evoked by an experimenter.
A role for sleep has been implicated in developmental plasticity in a variety of systems. For example, in the visual system sleep deprivation prevents induction of long-term potentiation in visual cortex in postweanling rats and delays the normal course of cortical maturation (Shaffery et al. 2002) . Sleep deprivation also affects remodeling of cortical ocular dominance columns in kittens (Frank et al. 2001 ). In contrast, retinal waves are present much earlier in development and have been implicated in visual cortical plasticity (Huberman et al. 2006) . In finding that wake onset suppresses activity in visual cortex at ages when retinal waves provide the predominant input, these results suggest a permissive role for sleep in visual cortical plasticity at earlier ages than has been previously considered (Frank et al. 2001; Shaffery et al. 2002) .
The suppression of visual cortical activity during wake at these ages cannot persist when, only a few days later, the eyes open, retinal waves cease, spontaneous cortical activity is continuous, and visually guided behavior begins. Nonetheless, visual cortical activity continues to be modulated by behavioral state but in a different form. Specifically, immediately after eye opening in mice, visual cortical activity increases at the transition from immobility to running (Hoy and Niell 2015) ; this modulatory effect of behavioral state continues into adulthood (Niell and Stryker 2010) . In the context of the present results, such findings suggest that complex interactions between behavioral state and visual system processing are expressed throughout the life span but that these interactions are expressed in very different ways depending upon the functional requirements of the system.
The present findings parallel those in the sensorimotor system in that spontaneous activity arising from peripheral structures (i.e., retina, limbs) preferentially activates neural circuits during sleep (Blumberg et al. 2013 ). This parallel may reflect a general principle of sensory system development and could help to explain why sleep is so abundant in early development across a diversity of species (Kayser and Biron 2016) . 
