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Introduction
Today, an enormous amount of information is available via computers and the networks that connect them. One of the challenges associated with this vast store of data involves determining how to effectively access and present it without overwhelming the user with the complexity of the querying procedure or the data itself. For information pertaining to complicated 3D objects, augmented reality (AR) is an effective means for utilizing and exploiting the potential of computer-based information and databases. In augmented reality the computer provides additional information that enhances or augments the real world, rather than replacing it with a completely virtual environment. One of the objectives of AR is to bring the computer out of the desk-top environment and into the world of the user working in a 3D application. In contrast to virtual reality, where the user is immersed in the world of the computer, AR incorporates the computer into the reality of the user.
In AR, the computer contains models of the significant aspects of the user's environment. AR provides a natural interface for processing data requests about the environment and presenting the results of the requests. With 3D tracking devices a user may conduct normal tasks in his/her environment and the computer is capable of acquiring and interpreting his/her movements, actions and gestures. The user can then interact with objects in the real world, generate queries, and the computer provides information and assistance. This new input paradigm is better suited for many 3D applications, in comparison to traditional ones that involve working with a 2D display and 2D interaction methods. Merging graphical representations of augmenting information with the view of the real object clearly presents the relationship between the data and the object. Using AR, the user can easily perceive and comprehend the spatial component of the queried data.
In the application described here, we explore this new query and display paradigm in a mechanical repair scenario, where AR is used to annotate parts of an automobile engine that are identified by a user. The user interacts with a plastic model engine in its natural setting with a pointing device monitored by the computer. As the user points to a specific part of the engine, an AR system displays computer-generated lines and text (annotations) that describe the visible components, as seen in Figure 1. 1. Currently the user may identify 20 different components on the model. Queries with the pointing device on the real-world object may be used to add and delete annotation tags. We track the engine, so the annotations may move with the engine as its orientation changes. The lines attaching the annotation tags to the engine follow the appropriate visible components, allowing the user to easily identify the different parts as the view of the engine changes. As visible components become occluded, their annotations are removed. As a component comes into view, its annotation is displayed.
Our technical approach matches the computer's virtual world to the real world, by first registering a virtual camera to a physical camera directed at the object of interest [2, 20] . Currently we use a video monitor to represent the user's view, but eventually the same techniques could be used to display graphics using a see-through head-mounted display showing graphics superimposed on real-world objects. We then take a computer representation of the object and match it spatially to the real one [21] . Once this registration is established, we introduce tracking technology to maintain correspondence as the object or camera moves. To receive input from the user, we provide a tracked pointing device. Because the virtual world corresponds to the real world, the graphics drawn by the computer will appear to the user to be in the real world. Using this approach we can display annotations on the computer that appear in a proper context in the user's view. Queries about the real world are also produced and answered in the user's context. This integrates the computer into the user's working environment.
The remainder of the paper describes the major components of the application. This includes the fundamental features of our augmented reality system, as well as those capabilities developed specifically for the application. Section 3 provides an overview of the software and hardware architecture of our augmented reality system. Section 4 describes the general calibration procedures required for this and most other augmented reality applications. Sections 5 and 7 briefly discuss the issues of tracking and user interaction. Section 6 describes the details of generating and displaying the annotations.
Related Work
Several research groups are currently exploring augmented reality for a variety of applications. Feiner et al. [10] have developed a knowledge-based AR system for maintenance and repair instruction. Lorensen et al. [13] have focused more on AR for medical applications. At Boeing [17] , AR is being developed to assist in manufacturing processes. A group at the University of North Carolina has also explored medical applications [7] , and conducted research in tracking technologies [6] and collision detection [4] for AR. Deering [9] has studied the problems associated with achieving high resolution head-tracked stereo display for AR. Milgram et al. [14] have explored AR for enhancing telerobotic interactions. Grimson et al. [12] present a method for automatically registering clinical data from MRI or CT scans with a patient's head on an operating table. Nakamae et al. [15] propose a technique for accurately overlaying computer-generated images on digital images of real outdoor scenes. Fournier [11] has posed the problems associated with common illumination when combining synthetic images with images of real scenes. While many of the papers here describe applications of AR, our work to date at ECRC has strongly focused on developing general and robust calibration methods for AR applications [2, 18, 21] .
System Configuration
The User Interaction and Visualization Group at ECRC has developed a general-purpose augmented reality system [1, 2] . The hardware and software components of the system are briefly described below.
Hardware Components
In the initial stage of our work, we have chosen to side-step the issues involved with utilizing a head-mounted display. We have instead focused on the issues of tracking, calibration, and user interaction, during the development of our system. Our augmented reality system uses a standard video camera and combines the video signal with computer-generated graphics; the result of which is presented on a normal video display. This type of system, where the output is displayed on a standard television monitor rather than special "glasses" worn by the user, is preferable for some applications. For example, a surgeon may not want to wear see-through glasses during surgery, but may still want the assistance of augmented reality. Viewing augmented reality on a video monitor may also be acceptable for certain distributed augmented reality applications [3] .
The hardware configuration is illustrated in 4 generated by the workstation hardware and displayed on the workstation's high resolution monitor along with auxiliary control information. A scan converter takes the relevant portion of the graphical image and converts it to standard video resolution and format. The scan converter also mixes this generated video signal with the video signal input from the camera. A six degrees-of-freedom (6D) magnetic tracker, which is capable of sensing three translational and three rotational degrees of freedom, provides the workstation with continually updated values for the position and orientation of the video camera, a tracked object and the pointing device. A frame grabber is used during the initial calibration procedure as part of the process to determine the optical characteristics of the camera, and the initial transformations of the various objects in the scene.
Geometric and Scene Modeling
The core of our augmented reality system is an interactive 3D computer graphics system, providing methods for representing and viewing 3D geometric models. The definition of the three dimensional objects and the camera model used to render them are based on the RenderMan system [19] . Numerous geometric primitives may be hierarchically organized to produce complex 3D models. The camera model not only includes its position, but also such camera parameters as the aspect ratio, focal length, and clipping information. Environmental lighting information and shading attributes for the geometric primitives are also supported for image generation.
Rendering System
Graphics are generated using custom object-oriented software that interfaces to vendor-specific graphics libraries (in this case Sun Microsystems XGL). RenderMan Interface Bytestream (RIB) [16] and AutoCAD DXF [5] file formats are supported, with extensions to allow extra information used for calibration. The rendering system is designed and optimized for repeated interactive display. A Sun Sparcstation 10 with a 24-bit ZX graphics accelerator gives sufficient performance for this application.
Mixing Video and Graphics
The mixing of the computer graphics and video input is done by a Folsom Research Otto 9500 Scan-Converter. The camera input (PAL) is combined with the graphics and displayed on a monitor. The final merged output is produced with luminance keying, which displays the live video signal in those pixels where the computer-generated graphics is black. We can then control which computer-generated objects/features will be overlaid on the video signal by rendering them with a non-black color. Small features such as thin lines or text require thickening to show up clearly at PAL resolution. If information from a computer-based model is needed, e.g., to determine occlusion, but it does not need to be displayed, the model may be rendered and drawn in black. This will write the model's depth values into the Z-buffer, but will not draw it on the screen, and therefore the model will not appear in the final video signal.
Input
We use a Sun Microsystems VideoPix frame-grabber to acquire images from the camera. We use an Ascension Flock-of-Birds (FOB) magnetic tracker for 6D input. Either an extended or normal range transmitter can be used depending on the application requirements. Three receiver units are used: one attached to the tracked object, one attached to the camera, and one attached to a pointing device. The workstation keyboard and mouse are also used as part of the user-interface during scenario setup and calibration procedures.
Calibration
Calibration is an essential component of augmented reality. Calibration provides the information that allows for the registration and overlaying of geometric and viewing models onto objects and cameras in the real world [2, 18] . The calibration process involves acquiring information about the real world and determining transformation matrices that map geometric objects from their local coordinate system into a world coordinate system. It may also include calculating intrinsic parameters associated with the various electronic equipment used for AR. For example, the result of calibrating a real camera are the pose and intrinsic parameters for a simulated camera. We currently obtain the needed information with both a camera and a 6D pointing device. The acquisition process produces data with noise and uncertainty, whose effect must be minimized during the calculations. Once calibration is completed, graphics may be generated from the computer models and merged realistically with video of the real world.
Calibration itself does not require the computer; the user could use physical measurements to estimate the parameters that match the virtual world to the real world. Instead we use the computational power of the computer for calibration, providing faster methods and more robust results. Currently, our calibration procedures call for some user-interaction, requiring the user to pick features in images or locate known 3D landmarks with the pointing device. We generally utilize a least-squares method to solve a system of equations that captures the appropriate transformations along with required constraints. A least squares method is employed in order to account for the noise in the input data. When calculating the elements of a transformation matrix, the optimization process must be constrained in order to ensure that the matrix's affine properties are maintained and a pure rotation is produced.
Camera Calibration
Calibrating a camera estimates the camera pose and intrinsic parameters (focal length, aspect ratio and optical center) that correspond to a real-world camera. This involves pointing the camera at a calibration pattern whose location in world coordinates is known (usually this defines the world coordinate system). By grabbing an image from the camera and letting the user pick the known points on the image with the mouse, the location of the camera and its intrinsic parameters can be computed [2, 20] . These parameters are then used to set up a virtual camera that corresponds to the real camera (see Figure 4 .1). We also perform an extra calibration step to account for offsets and distortions introduced by the scan-converter, which sits in the computer-camera loop.
Pointer and Tracker Calibration
For user input to the system we use a pointing device that is a wooden dowel attached to an Ascension Flock-of-Birds (FOB) receiver (sometimes called a "mark"). Calibrating this pointing device produces the length of the dowel and the offset of the tip from the mark. By touching the tip of the pointer to the same point three or more times in different orientations, the length of the pointer and the offset of the mark from the tip can be calculated. Picking three known points in the world coordinate system then provides enough information to compute where the FOB transmitter is located in world coordinates.
Object Calibration
Object calibration is used to estimate the pose (object-to-world transformation) of an arbitrary object [21] . We currently have two methods for computing an orientation to match a virtual object to a real one (see Figure 6 .1). In the first method an image of the object is grabbed with the calibrated camera, then a few points are selected with the mouse on the image whose locations are known in the object's local coordinate system. Computing the object's orientation is then similar to calibrating the camera. With another method, a calibrated pointer can be used to pick known points on the real object, which are then correlated to their world coordinate locations. We have found that the image-based method is sufficient for calibrating objects that do not move. Once a calibrated object is moved, the inherent inaccuracies in the depth information becomes obvious. For moving calibrated objects, the pointer-based method is superior, providing a more accurate transformation. As with the other calibration procedures a least-squares optimization of a constrained system of equations is used here to solve for the transformation that maps the point locations from one coordinate system into another.
Camera and Object Mark Calibration
Before an object can be tracked, the orientation of the attached tracking receiver (mark) relative to the object's coordinate system is required. This orientation does not change as the object moves, so it can be computed once and used by the tracker to update the object's transformation as it moves. If the positions of the object and the transmitter are known in world coordinates, one can solve for the unknown transformation:
T object-to-mark = T object-to-world T world-to-mark :
Calibration of the camera's mark is performed in the same manner.
Tracking
Tracking uses input from the real world to maintain correspondence between a virtual object and a real object, in essence, to maintain calibration. Tracking is the dynamic component of calibration; with tracking one can fix a virtual object to a real one while the real object moves.
When tracking is enabled the system uses the locations of the FOB receivers attached to the pointer, object and camera to update their model transformations. The combination of the orientation of the attached mark (static) with the mark's current orientation in world coordinates (dynamic) yields the object's current local transformation. A real-world object or camera may be moved and their representations within the AR system are updated and remain current and accurate. The following equations are used to calculate the appropriate transformations:
T mark-to-world = T mark-to-transmitter T transmitter-to-world ; (2) T object-to-world = T object-to-mark T mark-to-world : (3)
Model Annotations
The general approach to annotating a real-world object involves first generating a geometric model of the object. For our experiments we interactively created a coarse geometric model of our plastic automobile engine model using AutoCAD. The annotation information is then generated and identifiers that link the annotations with specific object components are specified. These unique identifiers can also be used to reference an audio file or a database entry during the application. Once camera and object calibration have been completed, the geometric model and the real object can be superimposed on the display monitor, as shown in Figure 6 .1. In this application, we only wish to see the annotations, and not the model itself. We update the geometric model from the tracking input in order to maintain the calibration. The model is rendered into the Z-buffer, but is drawn in black. This approach provides the system with visibility information, and produces an output that only displays the annotations.
Each component of the annotated object is assigned a short alphanumeric identifier and an attachment (annotation) point in the engine's local coordinate system. A separate annotation file contains the text corresponding to these identifiers, and the point defines where the annotation will be attached to the component. The model can be organized hierarchically to support varying levels of detail. A new set of annotations can be loaded at any time, to change the level-of-detail or target language.
The visibility of the components is determined dynamically during rendering. As the object model is rendered, the world coordinate location of each annotation point is cached. After rendering, every annotation point is mapped into image space and is checked for visibility using a query to the hardware Z-buffer. The annotations with visible attachment points are flagged for display. It is difficult to determine if any part of an arbitrary component of the model is visible. We chose one point on the component (annotation point) that we use for visibility queries. Using one point to decide if the entire component is visible is not an unreasonable assumption given that the model and component are not extremely complex, i.e., do not contain many intricate, interlocking parts. In fact it is meaningful to display an annotation only when a significant portion of the component is visible, to avoid confusion with multiple annotations when components are near each other. One problem with using single-point queries occurs due to Z-buffer "aliasing". When the annotation point lies near the model's surface, the component itself may obscure the point, giving the indication that the point is not visible. We considered introducing a tolerance window into the Z-buffer query to solve the problem, but decided instead to lift each annotation point off the surface of the component by a small amount. This gave us better control over each individual point, and avoided problems with assigning spatial meaning to hardware Z-buffer values. Usually 1-2mm was enough distance to eliminate the false negatives without introducing new false positives. 1-2mm is within the error bounds of the camera and object tracking, so the accuracy of the annotations was not affected.
Once the set of visible annotations has been determined, a layout subsystem arranges them to provide the most readable display. The annotations currently consist of text with a line drawn to the annotated component. The text itself is rendered in 2D and is drawn in colored windows using raster fonts, for readability on the video monitor. The layout algorithm divides the screen into quadrants based on the centroid of the projected annotation points. The annotation associated with every point in a particular quadrant is displayed in the far corner of the quadrant. The annotations in each quadrant are sorted in order to prevent the crossing of the annotation attachment lines. A radial sort of the annotation points is successively performed around the locations of the annotation text to achieve an uncluttered and comprehensible layout.
Object Examination
Examination of the real object can be achieved with queries on the virtual object (model). The user may point to the real object using the pointer and query its components. The 3D query returns the identifier of the component being pointed to by the pointing device. The identifier may now be used to retrieve and display specific information about the component. For example, a component's name or function may be determined. To support these types of queries we imported the concept of "picking" from the 2D world (using a mouse on the workstation's display screen) into the 3D world, using the pointer in space. A query with the 3D pointer is translated into a 2D pick after rendering the geometric model from the point-of-view of the pointer along its line-of-sight. By temporarily freezing the double-buffering update we can perform the render and query without interrupting any of the displayed annotations. The reaction to a successful pick can be linked to an appropriate response: the annotation can be displayed (as in Figure 7 .1), the component highlighted or drawn in wireframe (as graphics to augment the real component), or even recorded spoken information can be played. Linking the query to a database could give the user access to the component's maintenance history or schematics. The concept of 3D picking now allows the user to manipulate a real object, and simultaneously access computer-based information about the object. This aspect of augmented reality supports a natural paradigm for exploring a variety of data associated with 3D geometric objects, where a user performs tasks in the real world that translate into database queries.
Application Scenario and Results
In the target scenario for this particular application, a mechanic attempts to repair a complex mechanical engine, possibly for the first time. The mechanic utilizes augmented reality, ultimately with a see-through head-mounted display, to gain information about the engine and the tasks needed to repair it. Without having to look away from the engine itself, he/she would like to have the computer-based assistance provided. The AR system can supply a wide variety of support for the mechanic. Annotations may identify the name of the part, describe its function, or present other important information like maintenance or manufacturing records. In our first demonstration, twenty different annotations in seven languages were defined for identifying individual engine components. AR may lead the mechanic through a specific task by highlighting parts that must be sequentially removed and by showing the path of extraction. The system may also provide safety information. Parts that are hot or electrified can be highlighted to constantly remind the mechanic of the danger of touching them. The mechanic may also be assisted by a remote expert who can control the information being displayed on the mechanic's AR system. Pointing to a part with the pointing device will trigger feedback that produces the relevant information (examination). Of course, as the engine itself or the user's viewpoint changes, the computer-generated data will change appropriately. For example, only those parts that are visible to the user should be annotated, as seen in Figures 8.1 and 8 .2.
Future Research
A number of issues still require attention before the mechanical repair scenario can be fully implemented. Improving the camera calibration would result in better correspondence between the real and virtual worlds. When the camera is not correctly calibrated, the overlaid graphics will deviate from the real object. This is especially noticeable as the real object approaches the camera. Calibration methods that require less user-interaction are preferable and would automate the augmented reality setup process. This would relieve the user of the time-consuming burden of identifying known calibration points. We have begun to explore computer vision techniques to address this problem. Magnetic tracking has problems with accuracy and lag, yet accuracy is critical in augmented reality applications. Any inaccuracies are immediately apparent to the user, even when small spatial errors occur. The accuracy can be improved using vision-based object recognition and tracking for correction of the magnetic tracker information.
We would like to improve the visibility detection by introducing multiple annotation points for components. This would make component visibility detection more robust. With some model components there is a problem when the annotation query point is located on one surface of the part. In this case the visibility heuristic is not satisfied when the model is turned or the viewpoint is moved to the other side. Having multiple query points for each component would also improve annotation readability. If multiple query points were found to be visible, the one that most clearly indicates the component can be selected.
Conclusion
We have described a system for annotating real-world objects using augmented reality. A virtual form (model) of a real-world object is matched to the real object, allowing one to visually annotate the real components with information from the corresponding model. Augmented reality provides a natural method for presenting the "enhancing" computer-based information by merging graphics with a view of the real object. User queries on the real object can be translated into queries on the model, producing feedback that can augment the user's view of real model. The techniques of camera calibration, object calibration, and tracking are applicable to many AR applications. When the computer can use spatial information about the real world, a more realistic and enhanced view is possible, with constrained interactions and object occlusions [8] .
The trend in design and manufacturing is towards utilizing more computer-aided design (CAD). As the amount of computerized information about real-world objects increases, methods of using this information in virtual and augmented reality become more feasible. We have shown one method in which this information can be used directly to annotate real-world objects, giving the user a natural setting for interaction. The ability to see visible components annotated and to examine objects has applications in education, training, medicine, embedded design, and any situation requiring skilled user interaction in a real-world setting. The details or explicit procedures (usually relegated to printed manuals or written notes) can be left to the computer, letting the user or expert work directly on the task at hand. 14 
