The bi-level decision making system involves two optimization decision problems. The target value of the upper level decision problem is implicitly determined by the solution of the lower problem. In This paper discusses the sensitivity analysis of bi-level linear programming while the value coefficients of the lower level decision contains parameter and studies the conditions of optimal solution while parameter continue (or perturbation) in definite direction. The result provides the decision basis for decision maker.)
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References [1] [2] of the paper are all research on when certain coefficient of upper or lower level objective function changes, if keeping the original optimal solution unchanging, what the maximum permissible variation range of the coefficient is? Reference [3] of the paper expounds when the upper objective function's coefficient includes function, analyzing the maximum variation range of parameter if keeping the optimal solution unchanging and analyzing the changing situation of optimal solution if exceeding the range.
On the basis of References [1] [2] [3] of the paper, utilizing simplex to discuss the sensitivity analysis of bi-level decision problem of lower level objective function to research the state of optimal solution when parameters continue (or perturb) in definite direction so as to calculate the relative changes of optimal solution by using the smallest supplement. Because of the solving ability of linear programming, the analysis of the paper only confine to the linear perturbation of parameters. In this continuous change process, the optimal solution is analyzed.
II. PROPAEDEUTICS
The basic model M of the bi-level decision problem that we are discussing is as follow： 
. . s t Ax By p
The notations of other symbols are as before. The program is the bi-level linear programming which will be studied that the upper level cost coefficient the linear function of parameter t . In order to guarantee the existence of the optimal solution, we usually have assumption on bi-level programming problem.
Hypothesis H2.1 Admissible set has boundary. Hypothesis H2.2 When the upper level variable is given, and the lower problem have feasible solutions, the lower problem exists the only optimal solution. Hypothesis H2.3 When the upper level variable x is given, ( ) y R x ∈ is the non degenerate vertex of ( ) S x and y satisfies the strict complementary condition (that is the complementary variable of tight constraint is above and beyond zero strictly).
Conclusion 1 The vertices in feasible set GBLP are also the vertices of admissible set.
Conclusion 2 If GBLP has limited optimum value, it will be fulfilled in admissible set.
III. THE BASIC THOUGHT OF SENSITIVITY ANALYSISI
In different assumed conditions, the three forms of model M can guarantee that as to each feasible x , the lower level optimization problem has one and only solution, and the optimal solution of bi-level decision problem must reach in the culmination of admissible set. Suppose ( , ) 
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On the basic thought of kth-best [6] , if the vertex is the optimal solution of bi-level decision problem it will firstly guarantee ( , )
Secondly, the value of 1 ( , ) 
Therefore, if certain changed data is known, it only needs to calculate and test the new data to see whether (1) and (2) are valid. If so, the optimal solution remains unchanged; otherwise, new optimal solution should be solved.
IV. STEPS OF SENSITIVITY ASNASIS
The paper discusses the bi-level decision problem of lower level objective function including parameter and the upper level without constraints. Because the objective function is linear function of these variables in certain interval and the constraint conditions are linear equation and inequality, the simplex can be used to analyze such kind of problem. Its general steps are:
Step 1 As to the linear programming problem including parameter t , let 0 t = , the procedures of [1] can be used to determine upper level optimal solution, the optimal solution of bi-level programming and all vertices respectively.
Step 2 Take all vertices to the lower level parameter programming to verify their possibilities.
Step 3 Using the condition of optimality and feasibility to analyze the variation range when make the optimal solution unchanged.
Step 4 Analyze the change of optimal solution when the parameter goes beyond this range. If the condition of optimality or feasibility doesn't meet the need, the simplex can be used to determine new optimal solution and turn to step 3. 
Step 1 Solving the bi-level linear programming problem when 0 t = . From the procedures, we can get that all vertices of bi-level programming are (8, 1) , (0, 5) , (12, 3) , (16, 11) , (0, 9) , (10, 14) , and the optimal solution is (16, 11) .
Step 2 Putting all vertices into the lower level programming to verify their possibilities.
When 10 x = , respond the parameter t to the original lower level's optimal Step 4 When 1 t > , the original optimal solution is not the optimal one, continue to iterate to get the optimal solution. We have 
