Abstract. We propose to study some properties of the C * -algebra naturally built out of the fundamental action that an automaton group G admits on a regular rooted trees T d .
Introduction
This paper aims to study some C * -algebras associated to groups generated by automata. We will mainly focus on the fundamental C * -algebra of such a group G, that is the one naturally built out of the action of G on a regular rooted tree T d that defines it as an automaton group. The paper is organised as follows. The first section aims to recall some basic definitions and properties of regular rooted trees and their group of automorphisms, and to fix some notation which will be used in the sequel. In Section 2, we introduce the fundamental C * -algebra of a automaton group and study some general properties of it. For instance, we will be interested in spectrum approximation for non-normal elements in the von Neumann algebra generated by this fundamental C * -algebra. This problem is the one that motivated I. Marin and the author to write the Appendix. Section 3 aims to extend the study initiated in [Pla] of the relation between the fundamental and the regular representation for an automaton group. The last one focus on groups generated by reversible automata. In this case, the self-similar structure of G allows us to get results on its reduced C * -algebra C * λ (G), and on certain C * -algebras considered by V. Nekrashevych in [Nek09] .
Groups generated by automata
We start by recalling some definitions on rooted trees and groups generated by automata. For a general presentation on the subject, we refer to [Żuk08, Nek05] . Let d ≥ 1 be an integer and T d be the d-regular rooted tree. That is, T d is the tree in which all vertices have degree d + 1, except one which has degree d. This last vertex is called the root of T d and is denoted by ∅. If we let X = {1, . . . , d}, then T d is the Cayley graph of the free monoid X * generated by X. Therefore, the vertex set T planchat@uni-math.gwdg.de 1 Let us also introduce, for all non-negative integer n, the n-th level L n which consists of all vertices whose distance to the root is n: Notation 2.2. L n := v ∈ T 0 d | dist (∅, v) = n We refer to Fig. 1 for a less rigourous but more visual presentation of these definitions. The boundary ∂T d of T d is the set of infinite geodesic paths starting from the root ∅. This set is a Cantor set; if we denote by ∂ (vT d ) the subset of geodesics going through the vertex v ∈ T 0 d , then
is a fundamental system of open sets in ∂T d . Let us denote by µ n the uniform probability measure on the n-th level L n . The limit µ of the these measures is a probability measure on ∂T d characterized by
where L (v) is the level of the vertex v, i.e. L (v) = dist (v, ∅). Now, let Aut (T d ) be the group of the automorphisms of T d . Each element g in Aut (T d ) fixes the root and for all n, g preserves the level L n , as well as the finite set {vT d | v ∈ L n } of subtrees rooted at its vertices. In particular, Aut (T d ) acts faithfully on ∂T d by measure preserving homeomorphisms.
The self-similar structure of T d implies that the group Aut (T d ) admits a natural decomposition in terms of the automorphisms group of subtrees.
More precisely, g induces a permutation g 1 on the set L 1 , as well as an isomorphism ϕ g(v) (g) from vT d onto g(v)T d , for every vertex v in L 1 . These two subtrees are canonically isomorphic to T d ; therefore, ϕ g(v) (g) can be seen as an element of Aut (T d ).
It is easy to see that this data completely determines the action of g on T d . In fact, we have the following decomposition:
where S d denotes the symetric group on the set of d elements L 1 . Its action on
is the permutation of the coordinates.
Definition 2.3. The isomorphism Φ is called the recursion isomorphism.
Generalizing further, we denote by Φ (n) the decomposition of Aut (T d ) with respect to the level L n :
where T d,n is the restriction of T d to its n first levels, and Aut(T d,n ) is the restriction of Aut (T d ) to this stable subgraph T d,n . We remark that an element g ∈ Aut (T d ) fixes the restriction T d,n if and only if g n equals 1, which is also equivalent to g fixing the n-th level L n .
Following [Nek09] , we can write the relation between the actions of T 
We can now define the class of automata groups (note that in this article, we suppose every automaton to be finite): Definition 2.4. A subgroup G of Aut (T d ) is said to be generated by a automaton (on d letters) if G admits a finite generating set S which fulfills
Let us finish this preliminary section with a definition and some general notation: Definition 2.5. A subgroup G of Aut (T d ) will be said to act spherically transitively on T d if and only if its action on each level is transitive. Notation 2.6. Let G be a group acting on a set X. Let g ∈ G and A ⊂ X. Then,
3. The fundamental C * -algebras associated to an automaton group Let d ≥ 2 be an integer and G a subgroup of Aut (T d ).
3.1. Definitions. Let ρ be the fundamental representation of G on
is the group of unitary operators of the Hilbert space ℓ 2 T 0 d . The map ρ can be extended by linearity to a * -homomorphism from CG into the bounded operators B ℓ
of functions whose support is included in the n-th level L n . We denote by p n the orthonormal projection onto ℓ 2 (L n ), i.e.
The group Aut (T d ) preserves the level L n , and thus all its subgroups admit a representation ρ n on ℓ 2 (L n ). Clearly, ρ n is contained in ρ and
is a surjective * -homomorphism. Moreover, it is easy to see that ρ n is contained in ρ n+1 . Indeed, for all v ∈ L n , let C(v) be the set of children of v, i.e. the set of vertices in L n+1 whose distance to v is 1. The group Aut (T d ) preserves the partition
and thus subspace
Then, denoting by 1 A the characteristic function of a subset A, the map
is a Aut (T d )-equivariant unitary, i.e. it intertwines the representations ρ n and ρ n+1 | Sh(n,n+1) . Therefore, we have surjective * -homorphisms
which make the following diagram commute :
The next proposition is a direct consequence of this diagram and the fact that ( n k=0 p n ) n≥0 is a sequence of projections converging strongly to the identity Id in B ℓ 2 (T d ) .
In particular, C * ρ (G) is a residually finite dimensional C * -algebra.
Remark 3.3. If for all n ≥ 1 we remove ρ n−1 to ρ n , we get a representationρ weakly isomorphic to ρ. It is easy to see thatρ is isomorphic to the unitary representa-
Now, we consider:
where the convergence is understood for the strong topology. Here again,
Then, under this identification
Proof. S(G) is a unital, involutive subalgebra of B(ℓ 2 T 0 d ). Let us first show that it is weakly closed. Let (x(k)) k≥0 be a sequence of elements in S(G) that converges weakly to x ∈ B(ℓ 2 T 0 d ) :
Thus, x leaves these subspaces invariant; we denote by x i the operator that x induces on ℓ 2 (L i ). For all i ∈ N and ξ, η in ℓ 2 (L i ), one has
which shows that x(k) i converges weakly to x i . Now, since the algebras R i (G) have finite dimension, this convergence holds for the norm topology: letting k → +∞, one sees that x i belongs to R i (G) and that Q i (x i ) equals x i−1 . Therefore, x = (x 0 , . . . , x i , . . . ) ∈ S(G). Let us show that C * ρ (G) is weakly dense in S(G). Let x = (x 0 , . . . , x i , . . . ) in S(G). By construction, for each n ∈ N, there exists x(n) ∈ C * ρ (G) such that for all i ≤ n, x i = x(n) i . This last equality is equivalent to x n equals x(n) n . It is a standard fact that if f is a * -homomorphism between two C * -algebras, then any element in the image of f admits a preimage of same norm. Thus, applying the last remark to x(n) → x(n) n , one sees that it is possible to choose the x(n)'s uniformly * -ALGEBRAS ASSOCIATED TO AUTOMATA GROUPS.
which finishes the proof.
Concerning the spectrum of elements in S (G), one has the following result.
ii. Suppose G is finitely generated. Then, the previous equality holds for each element x ∈ S (G) if and only if G is virtually abelian.
sp(x n ). The first property implies that f (x) is non-zero. The second implies that for all n ∈ N, 0 = f (x n ) = f (x) n , the last equality coming from the fact that the continous functional calculus commutes with continous * -homomorphisms. Since f (x) = lim n→+∞ f (x) n , we get a contradiction. ii. First, let us make some remarks on S (G). The algebras R n (G) have finite dimension. Thus, each of them is a sum of matrix algebras:
where the d n,i are non-negative integers corresponding to the dimension of the irreducible representations contained in ρ n . Then, the homomorphism q n correspond to a projection onto certain factors of this decomposition. Therefore, the von Neumann algebra S (G) is a ℓ ∞ sum of matrix algebras:
Since the representation ρ is faithful, Theorem A.2 in Appendix A implies that the integers d k are uniformly bounded if and only if G is virtually abelian.
We are now ready to prove 3.5.ii. First, suppose that G is virtually abelian and let d = max k∈N d k . Let x ∈ S (G). It is obvious that +∞ n=0 sp(x n ) is contained in sp (x) so let us prove the other inclusion. We write the decomposition of x given by 3.2 by
Let λ / ∈ +∞ k=0 sp(a k ) and set r := dist λ,
which is equivalent to the (a k − λ) −1 's to be uniformly bounded. For each
Denoting by Comat (M ) the cofactor matrix of a square matrix M , one has:
Let us now prove the inverse implication: suppose G is not virtually abelian so that sup
It is easy to see that
The first property implies that there exists an element x ∈ S (G) whose decomposition is given by x = (a 0 , a 1 , . . . ) and the second implies that x is not invertible. However, 0 / ∈ +∞ n=0 sp(x n ) = {1}.
Remark 3.6. It is clear that 3.5.i also holds for x ∈ C * ρ (G) (if x ∈ A ⊂ B, then sp A (x) = sp B (x) for an inclusion of unital C * -algebras A ⊂ B). However, the author does not know whether 3.5.ii holds for C * ρ (G).
3.3. Extension of the recursion morphism. Recall that T d is the Cayley graph of the semi-group generated by X = {1, 2, . . . , d}. In this section, we assume that
For each g in G, we consider the following matrix Φ(g), of size d × d and whose entries belong to the group G:
where M g1 is the matrix of the permutation g 1 ∈ S d that g induces on X. Now, let us consider the Hilbert subspace (1
where
is the space of functions supported on the subtree vT d rooted at the vertex v of the first level L 1 . First, the group G preserves (1
and therefore, ρ restricts to it. Moreover,
.1), this homomorphism is injective. It is also easy to see that it coincides with Φ on G ⊂ C * ρ (G). Summarizing everything, one has:
Property 3.7. The recursion homomorphism Φ gives rise to an isometric embedding
3.4. The trace T r. For all n ∈ N, let tr n be the usual normalized trace on the
We remark that for an element g in Aut (T d ), tr n (g n ) measures the fixed point set of g n acting on L n :
where µ n is the uniform probability measure on the finite set L n . It is easy to see that
In particular, for all g ∈ Aut (T d ), the sequence (tr n (g n )) n is a decreasing sequence of reals in [0, 1], hence its limit exists. More precisely,
Property 3.9. Let G be a subgroup of Aut (T d ). Then, the map T r extends to a continous and normalized trace on C * ρ (G). If moreover G is self-similar, then for all x ∈ C * ρ (G) and n ∈ N, one has
Proof. First extend T r by linearity to ρ (CG). Since the linear forms tr n defined on B ℓ 2 (L n ) all have norm equal to 1, Property 3.2 implies that sup
Thus, the linear form T r can be extended by continuity to the Banach space C * ρ (G) in which ρ (CG) is dense. It is obvious that T r is normalized and 3.5 is obtained by letting n go to +∞ in 3.4.
Automata groups. The trace we just defined is linked to the the fixed points set of elements in G. If the latter is generated by an automaton, one can describe this set more precisely. Recall first the following lemma proven in [GŻ01] :
Here is a generalisation of this result:
Lemma 3.11. Let G be a subgroup of Aut (T d ) generated by an automaton and g ∈ G. Then, there exists a partition
is a union of boundary of subtrees) and for
• T is open and for all t ∈ T , g(t) = t.
• N has measure 0.
Proof. Let us first define F and T . We set
These two sets are union of subtrees. Let us define T and F by the following property:
It is clear that F and T are open, that their intersection is empty and that for all t ∈ T , g(t) = t.
Let us prove that the action of g on F is almost free:
where L(f ) still denotes the level of the vertex f . Now, each term in this last sum is 0 thanks to 3.10. Indeed, by construction, g fixes no subtree included in T . The same holds a fortiori for ϕ f (g) if f ∈ F ∩ Fix(g), and this is equivalent to Fix ∂T d (ϕ f (g)) having empty interior.
We will now prove that µ (T ) + µ (F ) = 1, which will finish the proof. Let us define for all n ∈ N, u n = |L n ∩ (T ∪ F ) |. We want to prove that v n := Fact 2 : There exists k ∈ N such that for all n ∈ N,
To see this, let us denote by |.| the word length on G relative to the finite generating set which defines G as an automaton group. In particular, for all w ∈ T 0 d , |ϕ w (g)| ≤ |g|. Then, let k ∈ N be such that for all h ∈ G with |h| ≤ |g|, the following holds:
Such a positive integer exists because the set {h | |h| ≤ |g|} is finite. Let N ∈ N and w ∈ L n which is not in T ∪ F . This means that g(w) = w, ϕ w (g) = 1 and there exists w ′ ∈ wT d such that w ′ T d ⊂ Fix(g) (i.e. w ′ ∈ T ). According to 3.7 (applied to ϕ w (g)), w ′ even exists with the additional property of having a level smaller than N + k. Therefore, one gets the following inequality:
If N := k(n − 1), then
which, dividing by d kn , yields 3.6. Now, let n tend to ∞ in 3.6 to obtain 1
Proof. Let τ be such a trace. It is sufficient to prove that for each g ∈ G, τ (g) = T r (g) since τ is continous and ρ (CG) is dense in C * ρ (G). Let g ∈ G. Let α n (respectively β n ) be the number of non-zero elements (respectively of 1's) in the diagonal of Φ (n) (g). Lemma 3.11 says that
(the first equality is just the definition of T r). Moreover, the diagonal entries of Φ (n) (g) are either 0 or elements in G. In particular, τ being continous, there exists
Since τ is assumed normalized (i.e. τ (1) = 1), 3.8 implies that the left hand side tends to 0 as n goes to +∞.
4.
Link with the reduced C * -algebra 4.1. Generalities. For a discrete group G, we denote by λ the regular representation of G, i.e.
In [Pla10, Pla] , the following general problem is studied: if G is a group acting on a rooted tree T , when does the induced representation ρ on ℓ 2 (T ) weakly contain the regular representation λ? The same relation can be investigated for the representations ρ ⊗n coming from the diagonal action of G on the product T × · · · × T of n copies of the rooted tree. It turns out the answer is related to the size of the stabilizers of subtrees Stab G (vT ) :
More precisely, the following results are proved: These results obviously apply when T is a regular rooted tree T d and G is generated by an automaton. The two next paragraphs aim to show that the language of automata groups is relevant for giving partial answers to certain natural questions arising from [Pla] .
4.2. The inverse implication of Theorem 4.1.i: the case d = 2, 3. As suggested by Theorem 4.3, the general strategy to study the inverse implication of Theorem 4.1.i is the following: if there exists a subtree vT d whose stabilizer in G is not trivial, and the action of G on T d is spherically transitive, then there are natural elements M ∈ CG in the kernel of ρ. The difficulty is to prove that one of them is not 0. This cannot always be achieved, and in fact the sufficient condition in Theorem 4.1.i is not necessary in general (see [Pla, Example 4 .6]). When G is self-similar, the existence of a subtree whose stabilizer in G is not trivial clearly implies that the same holds for a subtree rooted at the first level,
For small valences, this remark allows us to study more easily the non-nullity of these elements M ∈ CG ∩ kerρ. More precisely, we can in these cases replace the algebraic condition (A) in Proof. The if part is implied by Theorem 4.1.i. Let us now prove the only if part, assuming that G is not trivial, since this case is trivial. Suppose v ∈ L 1 = {1, 2} and g is a non-trivial element in G fixing vT 2 . Since G is self-similar and non-trivial, there exists in G an element h / ∈ Stab G (L 1 ). Then, there are non-trivial elements x and y in G such that: Φ (ρ (g)) =
x 0 0 1 and Φ ρ hgh so that 1 cannot be cancelled since neither g nor hgh −1 is trivial. Let h ∈ H be non-trivial and n the smallest non-negative integer such that the permutation h n acts non-trivially on L n (of course, n > 0). This permutation can be decomposed into a non-trivial product of transpositions τ i with disjoints supports:
By the minimality of n, there is for each i a vertex v i ∈ L n−1 such that the support of τ i is in the first level of v i T 3 :
Let us choose an index i and let x be the unique element in {1, 2, 3}\{x 0 (i), x 1 (i)}. Let also g ∈ G such that g (v i x 0 (i)) = v i x. In particular, g (v i ) = v i . Thus g preserves the first level of the subtree v i T 3 (in which the support of τ i is contained) which imply that the permutations h n and g n h n g −1 n can be restricted to it. By 4.1 the permutations h n and g n h n g −1 n commute, so do these restrictions. But by construction, the last are transpositions in S 3 with distinct support, leading to a contradiction.
Proof of Proposition 4.5.
For each subset A of the first level L 1 of T 3 , we define
The assumption of the proposition implies that there exists v ∈ L 1 such that Stab G ({v} T 3 , 1) = {1}. The group G acts transitively on L 1 and therefore the same holds for all v ∈ L 1 since these groups are conjugate. 1st case: there exists A ⊂ L 1 with |A| = 2 and Stab G (AT 3 , 1) = {1}. The construction of a non-zero element of CG in the kernel of ρ is here the same as in the proof of Proposition 4.4: we consider a non-trivial element g ∈ Stab G (AT 3 , 1) and h ∈ G such that A ∪ h (A) = L 1 (equivalently h (A) A; such an h exists since G acts transitively on L 1 ). Now, M := (1 − g) 1 − hgh −1 is the desired element. 2nd case: there exists v 1 = v 2 and non-trivial elements g 1 ∈ Stab G ({v 1 } T 3 , 1), g 2 ∈ Stab G ({v 2 } T 3 , 1) which do not commute. In this case, the commutator [g 1 , g 2 ] yields a non-trivial element in Stab G ({v 1 , v 2 } T 3 , 1) and we conclude using the first case.
3rd case: for all i ∈ {1, 2, 3} = L 1 and g i ∈ Stab G ({i} T 3 , 1), the elements g i and g j commute as soon as i = j. Then, let
One has ρ (M (g 1 , g 2 , g 3 )) = 0 and we want to find the g i 's such that M (g 1 , g 2 , g 3 ) is non-zero.
Since the g i 's are all non-trivial, one has g 1 g 2 g 3 = 1. The same argument shows that g 1 = g 2 g 3 . Thus, g 1 has order 2. Using the fact that the g i 's commute, one shows in the same way that g 2 and g 3 have order 2.
Therefore, if Note that for all positive p, ρ ⊗p ≺ ρ ⊗p+1 because the trivial representation is contained in ρ. Therefore C To simplify the exposition, we will restrict ourselves to the case d = 2, but the following construction could be extended to any valence. Let G be a subgroup of Aut (T 2 ) generated by a finite set S = {g 1 , . . . , g l }. Let then consider T (G) the subgroup of Aut (T 2 ) generated by S and the elementsg i defined for all i = 1 . . . l by Φ(g i ) = (1, g i ), i.e.
T(G)
It is easy to see that if G is self-similar (resp. generated by an automaton), then T (G) is also self-similar (resp. generated by an automaton).
Moreover, the group we get is independent of the choice of the generating set S of G. Indeed, T (G) is also the group generated by G {(1, g) | g ∈ G}. Thus, for any positive integer p, one can consider without ambiguity the group T (p) (G) that we get by applying this construction p times. Now, let G be a finitely generated subgroup of Aut (T 2 ) fulfilling moreover the following conditions:
• G is self-similar,
• the action of G on the boundary ∂T 2 is essentially free,
• the action of G on T 2 is spherically transitive. Then, Proposition 4.8. For all positive integer p, the group T (p) (G) distinguishes the classes C 2 2 p and C 2 2 p −1 . We will need the following lemma:
Lemma 4.9. Let G be a finitely generated subgroup of Aut (T d ).
i. Suppose there exists n ∈ N such that: -the group G acts transitively on the n-th level
is not trivial. Then, G does not belong to the class C
Then, the group G belongs to the class C 2 l . Proof of Lemma 4.9. i. The strategy is the same that the one used in the previous subsection: we will find a non-zero element of CG in the kernel of ρ ⊗n . Since G acts transitively on L n , the groups Rist G (v) for v ∈ L n are all conjugate and thus, all non-trivial. Let us choose, for each v ∈ L n , a non-trivial element g v in the group Rist G (v). We have
where the non-trivial element ϕ v (g v ) appears in the position corresponding to v. It is clear that the g v 's commute. Let
Then, M = 0. Indeed, the nullity of M would imply the existence of a subset A of L n (of odd cardinality) such that 1 = v∈A g v , and this is impossible because, if w is any vertex in A, (4.3) implies that
Let us show that ρ ⊗d n −1 (M ) is 0. This is equivalent to proving that for every
is the Dirac function over the vertex z ∈ T 0 d . There is necessarily a vertex v 0 among the d n in L n such that the subtree v 0 T d does not contain any z i . By construction,
As the g v 's commute,
and this implies ρ
ii-we will use the following result [Pla, Proposition 3.5]:
Proposition. Let G be a countable group acting on a countable set X. Let ρ be the permutational representation that G then admits on ℓ 2 (X): ρ(g)(ξ)(x) = ξ(g −1 · x) (with g ∈ G, ξ ∈ ℓ 2 (X) and x ∈ X). Suppose that for every finite subset F of G which does not contain 1, there is an element
Let us show that the action of G on the product T 
Since F is finite, there exists n ∈ N such that (denoting by (ξ i ) n the restriction to the n-th level of the path ξ i ), one has:
which completes the proof.
Proof of Proposition 4.8. Let p be a positive integer. Since G is a subgroup of T (p) (G), the last acts spherically transitively on T 2 . Moreover, an easy induction on p implies that for each vertex w ∈ L p :
(1) the group Rist
The first point (1) and Lemma 4.9.i already imply that the group T (p) (G) does not belong to the class C 2 2 p −1 . Let us now show that T (p) (G) belongs to C 2 2 p . For all non-trivial element g ∈ G, the set Fix ∂T2 (g) has measure 0. Since G is countable, the union of these fixed point sets also has measure 0. Hence, we can choose for each w ∈ L p an element ξ w ∈ ∂ (wT 2 ) in its complement, i.e.
Now, let α ∈ T (p) (G) and suppose that for all w ∈ L p , α (ξ w ) = ξ w . Necessarly, α fixes each element in the p−level L p and thus, the decomposition of α with respect to L n is:
with g wi ∈ G thanks to (2). By the definition of α, g wi fixes ξ wi for all i = 0 . . . 2 p −1. By 4.4, all the g wi 's are trivial. Therefore, α = 1 which implies that T (p) (G) satisfies the conditions of Lemma 4.9.ii with l = 2 p . Hence, T (p) (G) belongs to C
The free case
We are interested here in automata groups fulfilling the condition of Theorem 4.1.i, that is acting topologically freely on the boundary ∂ (T d ). These are exactly the groups generated by reversible automata (see Chapter 2.7 in [BS] ). Note that this class contains a lot of interesting examples such as: the lamplighter group (⊕ n∈Z Z/2Z) ⋊ Z [GŻ01] , free groups [Ale83, VV07] and [GM05] , lattices in p-adic Lie groups [GM05] and Z n ⋊ GL n (Z) [BS98] . Let d > 1 be an integer and G be a subgroup of Aut (T d ) generated by a reversible automaton. Lemma 3.10 implies that the action of G on ∂ (T d ) is essentially free, i.e.
(5.1) ∀g ∈ G, g = 1 =⇒ T r(g) = 0.
This means that T r coincides on CG with the usual trace τ on C * λ (G) defined by τ (g) = g (δ 1 ) |δ 1 , where δ 1 ∈ ℓ 2 (G) is the Dirac function over the neutral element 1 ∈ G.
Moreover, Theorem 4.1.i implies that λ is weakly contained in ρ, i.e. C * λ (G) is a quotient of C * ρ (G). Thus, we have the following commutative diagram.
Since the trace τ is faithful, one has
Remark 5.1. The representation ρ contains the trivial representation. In particular, 5.3 implies that T r is a faithful trace on C * ρ (G) if and only if G is amenable. The author does not know how to decide the faithfulness of T r when G does not act essentially freely on ∂ (T d ).
Here is the central result of this section. i. The recursion isomorphism Φ defined on CG extends to an isometry from
. Example 5.3. Consider F 3 = a, b, c the free group on three generators a, b and c. Then, Theorem 5.2 and the main result of [VV07] imply that the map
Moreover, there exists a conditional expectation from the last C * -algebra onto the image of this isometry. Proof. i. 5.2 and Proposition 3.9 yield the following commutative diagram:
Thus, the map Φ defines an injective (hence isometric) * -homomorphism from
ii. Let us fix n ∈ N. To simplify notation, we set -A := Φ (n) (C * λ (G)) and A ′′ the von Neumann algebra generated by
One knows that there exists a conditional expectation E n from B ′′ onto A ′′ determined by the following equation:
The space M d n (CG) = M d n (C) ⊗ CG is generated by the elements e i,j ⊗ g where g runs over G and the ordered pair (i, j) runs over {1, . . . , d
n } 2 (i.e., the (i, j)-th entry of the matrix e i,j ⊗ g is g, the others are 0). We will show that
which will prove the second part of Theorem 5.2. Indeed, the linear map E n being bounded, 5.5 will imply that E n (B) is a subspace of A , and a fortiori is A since by definition, E n is the identity restricted to this C * -algebra A ⊂ B. Let g ∈ G and (i, j) ∈ {1, . . . , d
n } 2 . If there exists h ∈ G such that the (i, j)-th entry of the matrix Φ (n) (h) is g, then h is unique; indeed:
the last equivalence being the assumption of the theorem. Thus, we can definẽ
This defines a linear mapẼ n on M d n (CG). In fact,Ẽ n = E n , which yields 5.5. To see this, it is sufficient to prove:
since E n is determined by 5.4 and the e i,j ⊗ g's generate B ′′ . For h ∈ G, the diagonal of the matrix Φ (n) (h) * · (e i,j ⊗ g) consists only of 0's except maybe at the j-th position:
-Either Φ (n) (h) * · (e i,j ⊗ g) j,j = 1. This is equivalent to Φ (n) (h) i,j = g and in this case,
-Or Φ (n) (h) * · (e i,j ⊗ g) j,j = 0 or α, where α = 1 belongs to G. In this case,
Thus, we observe that τ (a
Since A ′′ is generated by this set, we have proved 5.6, hence the theorem.
From Theorem 5.2.i follows the existence of the direct system {M d n (C * λ (G)) , Φ}. Therefore, one can consider the C * -algebra L G limit of this system:
Moreover, Theorem 5.2.ii gives
Let us first remark that, since the Φ (n) 's are injective, the image of C * λ (G) in L G is actually isomorphic to C * λ (G). For all n ∈ N, we can define
where E n is the conditional expectation built in 5.2 and i is the injection of
The map E n has norm 1 since it is a normalized conditional expectation. The same holds for i and thus for F n . Moreover, by the definition of E n , the linear maps F n 's are consistent with the direct system {M d n (C * λ (G)) , Φ}. Therefore, there exists a linear map E from the algebraic direct limitL
. It has norm 1 and it is straightforward to check that it fulfills all the axioms of a positive linear map of the C *
its unique extension to the closure L G ofL G is the conditional expectation we wanted.
In [Nek09] , V. Nekrashevych defines for each self-similar subgroup of Aut (T d ) its universal Cuntz-Pimsner C * -algebra O G :
is the universal C * -algebra generated by a familly (u g ) g∈G of unitaries and a finite set (S v ) v∈X of partial isometries satisfying:
(1) for all g, h ∈ G, u g · u h = u gh , (2) for all x ∈ X, S * x S x = 1 and x∈X S x S * x = 1, (3) for all g ∈ G and x ∈ X, u g · S x = S g(x) · u ϕx(g) . * -ALGEBRAS ASSOCIATED TO AUTOMATA GROUPS.
V. Nekrashevych proves in particular:
The author also shows that under certain conditions, the algebras O G and M G are nuclear if G is contractible (see [Nek09, Corollary 5.7.] ).
In our case, the situation concerning the nuclearity of these algebras is the following. The C * -algebra M G clearly surjects onto L G . Thus, for a group generated by a reversible automaton, we have: Remark 5.6. Note that it is still an open question whether all contractible groups are amenable. Corollary 5.5 does not bring anything new to this question, since it is already known that contractible groups acting essentially freely on ∂T d have polynomial growth (see [Nek05] ).
We now prove that (1) implies (6), and let H ⊳ Γ be an abelian normal subgroup such that Γ/H is finite. Let ρ : Γ → U (V ) with V a finite-dimensional hermitian space be a unitary representation of Γ. The restriction of ρ to H is a direct sum χ∈Irr(H) a χ χ where Irr(H) denotes the set of irreducible (1-dimensional) unitary representations of H, and a χ ∈ N denotes the multiplicity of χ. Letting We first prove that V = V r for some r. Since V is irreducible, this is equivalent to saying that Γ.V r ⊂ V r for all r. Since V is finite dimensional, this is equivalent (by descending induction on r) to saying that Γ.V r ⊂ s≥r V s for all r. We prove this last statement, and decompose V r = U 1 ⊕ · · · ⊕ U m with dim U i = r and h(x) = χ i (h)x for every x ∈ U i , h ∈ H, for the given χ i ∈ Irr(H) associated to i (by construction, i = j ⇔ χ i = χ j ). Let g ∈ Γ, and i ∈ {1, . . . , m}. Since H is a normal subgroup of Γ, the subspace g.U i is H-stable, hence is included in some V s . Moreover, H acts through χ Thus V = V r = U 1 ⊕ · · · ⊕ U m . Moreover, we proved g.U i = U π(g)(i) for some π(g) ∈ S m , and clearly π : Γ → S m is a group morphism, which factors through Γ/H. By irreducibility of V , π(Γ) = π(Γ/H) must be transitive, which implies m ≤ |Γ/H|.
We now introduce St(U 1 ) = {g ∈ Γ | g.U 1 = U 1 }, and prove that U 1 is irreducible under St(U 1 ). Let E ⊂ U 1 be non-zero St(U 1 )-stable subspace. By irreducibility of V under Γ, we have g∈Γ gE = V . But gE ⊂ U π(g)(1) for all g ∈ Γ, so this can be true only if g∈Γ | π(g)(1)=1 gE = U 1 ⇐⇒ E = g∈St(U1) gE = U 1 , which proves that U 1 is St(U 1 )-irreducible. Since H acts by scalars on U 1 , this last subspace can be considered as an irreducible projective representation of the subgroup St(U 1 )/H of Γ/H. This last group is finite, hence it has a finite number of subgroups, and these subgroups have a finite number of irreducible projective representations (for instance by the theory of Schur covers, see [Kar] ). Taking for e the maximal degree of such representations, we get r ≤ e hence dim V = mr ≤ N = |Γ/H|e, which proves the claim.
