Based on the multidimensional uncertain optimal control problem with jump, in this paper, a kind of special multidimensional uncertain optimal control problem: multidimensional uncertain linear-quadratic (LQ) optimal control problem with jump which has a quadratic objective function for a multidimensional uncertain linear control system with jump is studied. A necessary and sufficient condition for the existence about optimal control is obtained and then, as its application, a factory's production planning problem is discussed and the optimal production decision is obtained.
Introduction
Linear quadratic (LQ) control is one of the most fundamental and widely used tools in many fields of modern real life. Since Kalman [1] first presented the LQ optimal control problem, the characterization of the LQ optimal control problem has been developed by many researchers in the optimal control and applications literature, especially for finance, and led to a great deal of better results, for example, see [2] , [3] , [4] , [5] , [6] , [7] and references therein. Up to now, there has been an enormously rich theory on LQ control, deterministic, stochastic and fuzzy alike.
The studies on the LQ optimal control problems in previous literature assume that control system is under deterministic, random or fuzzy environment. However, the complexity of the world makes the events we face uncertain in various forms. A lot of surveys showed that in many cases, the uncertainty behaves within the domain of neither randomness nor fuzziness. In order to deal with this type of uncertainty, an uncertainty theory was invented by Liu [8] in 2007 and refined by Liu [9] in 2010. Based on uncertain canonical process in uncertainty theory, Zhu [10] first introduced and dealt with an uncertain optimal control problem without jump by using dynamic programming in 2010. Then Deng and Zhu [11] presented and dealt with the uncertain optimal control problem with jump by considering the effects of jumps on the optimal policies in condition of one-dimension. Nevertheless, the complexity of the word makes the dynamic phenomenon we face may be multidimensional uncertain dynamic phenomenon with jump. For example, in production, military action, economical activities as well as lots of human purposeful activities, there are usually more than one uncertainty factors. Therefore, Deng and Zhu [12] further studied the multidimensional uncertain optimal control problem with jump. In this paper, we will present a multidimensional uncertain LQ optimal control problem with jump and obtain a necessary and sufficient condition for the existence about multidimensional uncertain LQ optimal control with jump. At last, we will provide a factory's production planning model to illustrate the effectiveness of the results obtained.
Multidimensional Equation of Optimality with Jump
A multidimensional uncertain optimal control model with jump was proposed and the equation of optimality for solving the model was obtained in [12] , and restated as follows,
where X s is a n × 1 state vector with the initial condition X t = x at time t. u s r × 1 the decision vector in a domain U, F : n × r ×[0, +∞) → the objective function, and G :
τ , where C s1 , C s2 , · · · , C sk are independent canonical processes, V s1 , V s2 , · · · , V sk are independent uncertain V -n-jump processes, and C si and V sj for any i, j = 1, 2, · · · , k(i = j) are independent. Note that y τ represents the transpose vector of the vector y, and the final time T > 0 is fixed or free.
Theorem 1 (Multidimensional equation of optimality with Jump) (Deng and Zhu [12] 
where J t (t, x) is the partial derivatives of the function J(t, x) in t, ∇ x J(t, x) is the gradient of J(t, x) in x and 1 is a k×1 vector with the all terms being 1.
Multidimensional LQ Control Model with Jump
In this section, we consider an uncertain linear quadratic optimal control problem with jump in condition of multi-dimension. We formulate the multi-dimension uncertain LQ optimal control model with jump as follows,
where x 0 denotes n × 1 the initial state vector.
, X t ,ũ t and S T are the diagonal matrixes, and diagonal terms vector ofX t andũ t are X t and u t , respectively. A i (t) (i = 4, 5, 6) are row vectors. The aim to discuss this model is to find an optimal control u * t which is a function of time t and state X t . For any 0 < t < T , use J(t, x) to denote the optimal value obtainable in [t, T ] with the condition that at time t we are in state
−1 be continuous bounded matrix or vector functions of t, and A 1 (t) ≥ 0, A 2 (t) > 0. A necessary and sufficient condition that u * t be an optimal control for (2) is that
where
x is the state of the state variable X t at time t obtained by applying the optimal control u * t , the matrix function P(t) and the vector function Q(t) satisfies the following Riccati differential equation and boundary condition, respectivelẏ
The optimal value is
Proof The necessity will be proved first. It follows from the equation of optimality (1) that
where L(u) represents the term in the braces. The optimal u satisfies
is the minimum point of L(u). Substituting the last equality into Eq. (8), yields
Since
and
Substituting (11) and (12) into (10), we get
We conjecture that J(t, x) = 1 2 x τ P(t)x + Q(t)x + R(t), where P(t) represents a diagonal matrix with the diagonal terms being p i (t) for i = 1 to n and the off-diagonal terms being zero. Q(t) = (q 1 (t), q 2 (t), · · · , q n (t)). R(t) is a scalar function of t.
and ∇ x J(t, x) into Equation (13), yields
Note that a scalar number is equal to its transpose. Then we have
Comparing the two sides of (14), we may get equation (4), (5), (7).
Since on the one hand, J(T, x) = x τ S T x, then ∇ x J(T, x) = 2S T x(T ), on the other hand, ∇ x J(T, x) = P(T )x(T ) + Q(T ), So we have P(T ) = 2S T and Q(T ) = 0. And then R(T ) =
Hence P(t) and Q(t) satisfies the Riccati differential equation and boundary condition (4) and (5), respectively. By solving the above equations, the expressions of P(t), Q(t) and R(t) can be obtained, respectively.
Next we will verify the sufficient condition of the theorem. Suppose that u * t , P(t), Q(t) satisfy (3), (4), (5), respectively. Now we prove that u * t is an optimal control for the multidimensional linear quadratic model (2) . By the equation of the optimality (1), we have
We conjecture that J(t, x) = 1 2 x τ P(t)x + Q(t)x + R(t), where R(t) is provided by (7). Then
Therefore, we know that u * t is a solution of Eq. (15). Because objective function is convex, Eq. (15) produces a minimum. That is u * t is an optimal control. At the same time we also get the optimal value. J(0, x 0 ) = 
A Production Planning Model
In this section, we employ multidimensional uncertain LQ optimal control model with jump to solve a production planning problem. Let X t and U t denote, respectively, the inventory level vector of the factory(state vector) and the production rate vector (control vector),
τ denote the constant demand rate vector at time t, x 0 denote the initial inventory level vector, C t and V t denote, respectively, independent canonical process vector and uncertain V -n-jump process vector. Θ 1 and Θ 2 are two diagonal matrixes with the diagonal terms being σ 1i and σ 2i for i = 1 to n and the off-diagonal terms being zero, which denote the constant diffusion coefficient of volatility and the constant jump coefficient of volatility, respectively. Then the factory's production planning model may be formulated as follows:
whereū andx are n × 1 vector which represent the inventory and production goal level, respectively. F and H represent, respectively, the inventory holding cost coefficient and the production cost coefficient diagonal matrixes with the diagonal terms being f i > 0 and h i > 0 for i = 1 to n and the off-diagonal terms being zero. G = (g 1 , g 2 , · · · , g n ) represents the salvage value vector per unit of inventory at time T . T represents the length of planning period.
Comparing the model (16) with (2), we know that the parameters of the model (2) are
, respectively.D,1 and0 are the diagonal matrixes which diagonal terms vector are D, 1 and 0, respectively. Thus, by theorem 2, we get the optimal control of (16) U * t = −F −1 [P(t)x + Q(t) τ ] +ū, and the function P(t), Q(t) satisfy the following differential equations and boundary conditions Ṗ (t) = F −1 P 2 (t) − H, P(T ) =0,
The optimal value is J(0, x 0 ) = 1 2 x 0 τ P(0)x 0 + Q(0)x 0 + R(0), where R(t) satisfieṡ
The first equation of (17) is a differential diagonal matrix equation with variables separable, the solution of which is a diagonal matrix P(t) with the diagonal terms being p i (t) = The second equation of (17) is a linear differential vector equation. By integrating, we can obtain the solution of the second equation of (17), which is a 1 × n vector Q(t) with the terms being q i (t) = [(α i √ v i + β i )/(v i + 1) + γ i ], where
Having obtained solutions for P(t) and Q(t), the solution of equation (18) 
