This paper empirically investigates the effect of interbank relationship lending on banks' access to liquidity. Our analysis is based on German interbank payment data which we use to create a panel of unsecured overnight loans between 1079 distinct borrower-lender pairs. The data shows that banks rely on repeated interactions with the same counterparties to trade liquidity. For the price of liquidity, we find that in the run-up to the recent financial crisis of 2007/08 relationship lenders charged already higher interest rates to their borrowers after controlling for other bank specific characteristics and general market conditions. By contrast, during the crisis borrowers paid on average lower rates to their relationship lenders compared to spot lenders. The observed interest rate differences are statistically and economically significant and in line with theory that relationship lenders have private information about the creditworthiness of their close borrowers.
Introduction
How do the social costs and benefits of a decentralized interbank market compare with those of a centralized interbank market, i.e. an interbank market intermediated by a central counterparty? The recent financial crisis has vividly shown the costs of a decentralized interbank market. In particular, the failure of Lehman Brothers generated financial contagion though interbank exposures, brought about domino effects and destabilized ultimately many banks that did not have any direct credit exposure to Lehman. Worries that borrowers in the interbank market might be affected by this systemic risk led to a freeze of money markets in most developed countries. The failure of the interbank market in reallocating liquidity efficiently within the banking sector induced fire sales which had severe repercussions in the general financial markets bringing the financial system close to a meltdown. In addition the money market freeze also impeded a transmission of the monetary easing that was intended to improve financing conditions and contain the macroeconomic consequences of the financial crisis. In order to avoid these effects central banks intervened not only by injecting additional liquidity in the banking sector but also by adjusting their monetary policy instruments. This effectively made central banks the intermediary for large parts of the money markets. 1
But given that central banks were forced during the crisis to intermediate in money markets the question emerges why they should not resume the role of a central counterparty in general. Doing so they could not only eliminate interbank contagion risk and prevent large scale money market freezes but also improve transparency and foster matching efficiency in this market.
Besides the fact that not all banks might dispose of sufficient collateral to fund their entire liquidity needs through collateralized transactions with the central banks, the main argument for a decentralized interbank market usually put forward is that it ensures peer monitoring (see, for instance, Flannery (1996) and Rochet and Tirole (1996) ). Banks are assumed to be in a better position to gather and process information about their peers and if this private information is reflected in interbank credit conditions it leads to a superior allocation of funds in the banking sector. The central bank as central counterparty in the money market would not only lack this information, it would also seriously dampen (if not completely eliminate) banks' incentives to provide such private information and their ability to trade on it. Consequently, in order to assess the downside of central banks intermediation in money markets during the crisis and to evaluate whether central banks should move forward in becoming the central counterparty in money markets also in tranquil periods it is of utmost importance to have a precise estimate of the role private information played in those markets before and during the financial crisis.
However, a good estimate of the importance of private information and relationship lending in money markets is also most relevant for another regulatory reason. If private information acquired through frequent transactions allows an interbank bank lender to better assess the credit risk of his counterpart, borrowers of good quality should receive cheaper funding from their interbank relationship lender than from other banks (if the former leaves some rent to the borrower). But this means that a failure of an interbank relationship lender might imply a loss of valuable private information and an increase in the funding costs of its borrowers which 1 In December 2007 the FED adapted its operational framework and introduced, among others, the term auction facility (TAF) which allows all depository institutions to regularly receive direct credit from the central bank at the marginal bid rate determined in biweekly auctions. In addition the FED system reduced the penalty charged for discount window lending to 50 bp. above the fed funds rate while as of October 2008 it started paying interest on any reserves held by banks with the FED. Initially the remuneration was 75 bp. below the lowest federal funds rate of the respective maintenance period but the spread was quickly reduced to 35 bp. More obviously, the ECB also resorted to monetary policy instruments that effectively made it the intermediary for large parts of the Euro money markets. In October 2008 the ECB moved to fixed rate tenders with a full allotment in its repo operations and complemented this with a narrowing of the "channel", the difference between the rate on the marginal lending facility and the deposit facility, to 100 bp. Thus the "bid-ask-spread" when trading overnight liquidity with the ECB declined which reduced banks' incentives to enter interbank credit positions even further. The sum of funds deposited with and lent from the ECB through its standing facilities amounted to more than 115% of Euro area banks' required reserve in late 2008 while it was still less than 1% in the first half of 2008. might ultimately even lead to their failure. Consequently, if relationship lending prevails in interbank markets financial contagion is not only affecting interbank lenders through credit default, also the stability of interbank borrowers is seriously endangered if a financial institution that serves as interbank relationship lender fails. Therefore, when defining systemically important financial institutions (SIFIS) it needs to be also considered whether or not a bank disposes of private information about its peers and whether it serves as an interbank relationship lender. Thus the notion that private information about counterparties' credit risk is important in interbank markets and a relationship lender in these markets is hard to substitute must be the key reason why the Financial Stability Board assesses systemic importance of a bank with respect to its interbank interconnectedness not only on the liability side but also on its asset side. 2 Despite the utmost relevance of the role of private information in interbank markets for regulatory and supervisory reason, there is very little empirical research that addresses this question. In this paper we contribute to the literature by providing first empirical evidence that peer monitoring prevails in the German interbank market and that private information about counterparties' creditworthiness matter for the liquidity reallocation in the banking sector. We use an algorithm as in Furfine (1999) to identify unsecured overnight loans from interbank payment data, complement it with balance sheet information, banks' reserve holdings and other data, and construct a panel of unsecured overnight loans from March 1, 2006 until November 15, 2007 between 1079 distinct bank pairs. A key feature of our dataset is that it covers the beginning of the financial crises 2007-08. This allows us to compare the effects of interbank relationship lending before and during the crisis. Using pairwise measures of lending and borrowing frequency and concentration as proxies for relationship lending we first describe interbank relationship lending patterns in the German interbank market. We then estimate the effect of relationship lending on pairwise matching probabilities and bilaterally negotiated interest rates.
We find that interbank relationship lending affects credit conditions even after controlling for bank and borrower-lender pair specific characteristics, such as asset sizes and institutional structure. Specifically, our results indicate that relationship lenders already charged higher interest rates to their close borrowers in the run-up to the crisis (starting from spring 2007) when rates from uninformed spot lenders were still low. By contrast, relationship lenders on average gave a discount of about 13 bp. to their close borrowers when the sub-prime crisis kicked in and led to a market-wide increase in perceived counterparty risk in July/August 2007. These observed interest rate differences are in line with theories of peer monitoring and relationship lending (compare Boot (2000) ) which argue that proximity between a lender and its borrower mitigates asymmetric information problems about the borrower's creditworthiness. Thus our findings confirm the view that interbank relationship lenders could better 2 See IMF/BIS/FSB "Report on Guidance to assess the systemic importance of financial institutions, markets and instruments: initial considerations" (October 2009) (www.f inancialstabilityboard.org/publications/r 091107c.pdf ) and Basel Committee on Banking Supervision "Global systemically important banks: Assessment methodology and the additional loss absorbency requirement", Consultative Document, July 2011, p. 7, (www.bis.org/publ/bcbs201.pdf ) .
identify their low risk borrowers during the crisis and charge them lower interest rates than spot lenders, while particularly the observed time patters in the interest rate differences are in contrast to studies who find evidence for search frictions playing the key role in the OTC federal funds market. Our result that lending relationships provided a larger benefit for borrowers especially during the crisis, when trading volumes in the unsecured overnight market peaked, suggests that matching problems do not account for the major benefits of interbank relationships.
Related literature
Our paper draws on the large body of theoretical contributions that points out the implications of different informational frictions prevailing in the interbank market. Bhattacharya and Gale (1987) , Bhattacharya and Fulghieri (1994) , Freixas et al. (2000) and Allen and Gale (2000) , for instance, extend the standard banking model of Diamond and Dybvig (1983) to a multi bank setting and study how the structure, efficiency and resilience of the interbank market is affected if banks' idiosyncratic liquidity needs are private information. Rochet and Tirole (1996) , Freixas and Holthausen (2005) , Freixas and Jorge (2008) , and Heider et al. (2009) model the implications that asymmetric information of borrowers' credit risk has on tiering in the interbank market as well as on credit risk spreads and potential freezes in the unsecured interbank market. 3 However, none of these theoretical papers studies how the repeated interaction between banks affects these informational asymmetries and their implications. 4 Due to the lack of a formal interbank relationship lending theory, we also borrow heavily from the vast literature on relationship lending between banks and non-financial firms. In this literature it is well established that close ties between a bank and a borrowing firm influence the firm's access to finance in several possible ways (see Boot (2000) for a summary). Sharpe (1990) , Rajan (1992) , Petersen and Rajan (1995) and Hauswald and Marquez (2003) , for instance, argued that repeated lending facilitates monitoring and screening and thereby mitigates problems of asymmetric information about a borrow's creditworthiness, because subsequent monitoring of the same borrower is more efficient as it involves lower monitoring costs and/or improves the signal about the borrower's creditworthiness. As these models point out, it strongly depends on the credit market conditions to what extend the informational advantage of a relationship lender mitigates the borrowing firms' funding constraints. The related empirical work, such as Petersen and Rajan (1994) and Berger and Udell (1995) , tries to quantify these implications by using the frequency of a credit relationship between a borrower and a lender and the concentration in the borrower-lender relationship as proxies for the intensity of the lending relationship. We follow this approach to measure interbank relations. 5 Our paper is most closely related to contributions of Furfine (1999) , Cocco et al. (2009) and Affinito (2011) who also study relationship lending in the interbank market. While Furfine (1999) shows that relationship lending indeed prevails in the U.S. interbank market, Cocco et al. (2009) find that banks in the Portuguese market use relationships to insure against liquidity shocks, and that banks with higher lending and borrowing concentration generally trade at more favorable terms. However, Cocco et al. (2009) 's data set does not cover the recent financial crisis. Thus in contrast to our paper they cannot use this period of elevated uncertainty about counterparties' credit risk to identify the extent to which such informational asymmetries are key drivers of relationship lending. Using more recent data on the Italian interbank market Affinito (2011) reveals that interbank relationships exist also in Italy, persist over time, and worked well during the recent crisis. But lacking charged interest rate in the bilateral credit relations he cannot study pricing impacts of interbank lending relationships.
Interbank lending is commonly based on loans of very short maturity but unsecured and of large volume. Thus relationship lending in this market is transaction based but involves large credit risks. In such a market participants can extract information about their counterparties' credit risk through repeated interaction. An interbank lender can infer from a delayed or reneged repayment on an outstanding interbank loan that a particular borrower has a liquidity shortage (see Babus (2010) ). From repeated interaction he might even be able to assess the probability with which a particular borrower experiences a liquidity shortage and adapt his credit conditions accordingly. In addition, banks may also monitor their counterparties outside the interbank lending market. A lender may use publicly observable information like CDS prices and credit ratings to assess a borrower's creditworthiness, or banks may run costly creditworthiness checks to acquire private information on the riskiness of each other, see Broecker (1990) . But these monitoring costs are largely fixed costs. Thus banks economize on these costs through repeated lending to the same set of borrowers. Intensive monitoring of all possible counterparts in the market is too costly. Moreover, by repeatedly monitoring this small subset of all banks lenders acquire a more precise signal about the default risk of their few borrowers, compare Furfine (1999) and Craig and von Peter (2010). 6 Another more recent theoretical contribution by Duffie et al. (2005) stresses the role of search frictions in OTC wholesale markets such as the unsecured interbank market. Ashcraft and Duffie (2007) applies those ideas to the OTC federal fund market and studies to what extent banks also repeatedly interact with the same counterparties to insure against liquidity risk in the presence of search frictions that result from asymmetric information about liquidity 5 Petersen and Rajan (1994) and Degryse and Ongena (2005) , for instance, use in addition measures of geographical proximity between a lender and borrower as a proxy for private information. But Petersen and Rajan (2002) show for the U.S. that even in the financing of small and medium size firms distance became less relevant for credit relationship as information and communication technologies improved. Thus we do not consider local proximity between banks in Germany as an important determinant of interbank relationships and informational advantages in the interbank market.
6 This argument is also theoretically modeled by Nieuwerburgh and Veldkamp (2010) who show that an investor may choose concentrated portfolios to improve information acquisition depending on expectations about future asset holdings.
condition elsewhere in the market (search frictions that are unrelated to the evaluation of counterparty risk). If a particular bank can always interact with the same counterparty to smooth out liquidity shock, it avoids costly counterparty search in a decentralized market but relies on the insurance mechanism of the relationship. This argument is also given by Cocco et al. (2009) and Afonso et al. (2011) who find that borrowers with higher liquidity shocks rely more on relationships to access liquidity and trade generally at more favorable prices.
However, our paper contradicts this view. Since we find that rates charged by relationship lenders were particularly lower than market rates during the crisis, when the trading volume in the overnight market was elevated, our results suggests that matching fictions cannot be the key driver of lending relationships.
The remainder of the paper is structured as follows. In section 2, we briefly provide some institutional background of interbank lending and the most important features of the German banking system. Section 3 describes the panel dataset on which we base our empirical analysis. Section 4 defines measures of interbank relationships and other variables. In section 5, we present and discuss the results of the regression analysis and section 6 concludes. The appendix contains all graphs and tables.
Institutional Background

Liquidity and the Interbank Market
In the primary market for liquidity, the European Central Bank (ECB) lends central bank money to banks against collateral through open market operations, namely regular weekly main refinancing operations (MRO), monthly longer-term refinancing operations (LTRO) and fine-tuning and structural operations. During our sample period the MROs were conducted on a weekly basis as a variable tender procedure with a minimum bid rate, which is commonly called target rate. In addition to these open market operations the ECB provides two standing facility for banks to manage liquidity. At the marginal lending facility banks can borrow overnight central bank money against collateral at a penalty rate which was 100 basis points above the minimum bid rate in our sample. The deposit facility allows banks to invest overnight excess liquidity at a rate which was 100 basis points below the minimum bid rate.
During the day banks can borrow at a zero interest rate from the ECB but also only against eligible collateral.
Banks' holdings for central bank money are driven by liquidity shocks that result from their day to day business, such as the need to pay for an asset or to pay out customers withdrawing their deposits. These business related factors are embedded in a regulatory framework that also affects banks' liquidity demand. In particular, the ECB requires a bank to hold a fraction of its short term liabilities on its central bank account. These reserve requirements must be fulfilled on average during the maintenance period that usually lasts four weeks. Moreover, negative reserve balances at the end of any day force banks to borrow through the marginal lending facility at a penalty rate. Thus, a bank tries to avoid negative end of day balances and targets compliance with the reserve requirements on the last day of the maintenance period.
But when managing its liquidity a banks does not solely depend on reserves that it can borrow directly from the ECB. In the secondary market banks reallocate liquidity amongst themselves through either secured or unsecured lending. In normal times unsecured lending is relatively more attractive since there is no need to use costly collateral and interest rates for unsecured overnight loans (by far the most commonly traded maturity 7 ) are typically in between the corridor set my the rates of the standing facilities.
The German Banking System
The German banking system is traditionally a system of universal banking and has a threepillar structure. The first pillar, the private domestic commercial banks, accounted for about 36 percent of the entire banking sector in terms of balance sheet total by end of June 2011. The second pillar are the public banks. This group comprises the savings banks and the savings banks' regional head institutions, the Landesbanks, which are jointly owned by the respective state and the regional association of savings banks. While the Landesbanks account for about 18 percent of the German banking sector in terms of balance sheet total, the savings banks had around 13 percent of the German banking sector's asset under management by the end of This three pillar structure affects the way liquidity is reallocated in the banking sector. The public banks as well as the cooperative banking sector form a relatively closed giro system. On balance, the second-tier institutions -the savings banks and the credit cooperativestypically achieve a significant liquidity surplus due to their retail business structure. Within the giro systems, they pass this excess liquidity on to the respective head institution which redistributes it to other second-tier institutions. Thus savings (i.e. public) and cooperative banks may have less of a need to participate directly in the market for reserves than private banks because they rely on formal relationship networks within their respective sector. Figure   1 summarizes the institutional background on liquidity provision by the ECB and reallocation in the German banking system.
[ INSERT FIGURE 1 HERE] 7 For instance, Heijmans et al. (2011) find that 50 percent of the number of transactions and 82 percent of the value in the Dutch unsecured money market are overnight loans.
Data Description
Extracting Overnight Loans from Payment Data
We use a computer algorithm similar to Furfine (1999 Furfine ( , 2001 ) to identify and extract overnight loans from interbank payment data. This data comprises all transaction records from RTGSplus (Real Time Gross Settlement Plus) the German part of the TARGET system (TransEuropean Automated Real-time Gross settlement Express Transfer system), the large value payment system of the Eurosystem. TARGET has been operated from 2001 until 2007 and consisted of connected, national payment systems including RTGSplus which was run by the Deutsche Bundesbank. The main part of large value payments such as interbank loans, payments for assets and also liquidity provision by central banks are settled in these systems. But very importantly, interbank repo transactions, i.e. the key form of secured interbank lending, was settled during our sample period in an alternative net settlement system called Euro1.
Amongst others, each payment record contains information about the amount sent, date and time of the transaction, and the Bank Identifier Code (BIC) of the ordering and receiving bank that uniquely identifies each institution. 8 We do not observe the reason for the individual payment and thus cannot identify interbank loans directly from the transactions. However, given the information for each payment it is possible to identify unsecured overnight loans by an algorithm that searches for payments from bank i to bank j on day t, and the reverse payment (from bank j to bank i) plus a small amount corresponding to a plausible interest payment on the next day t + 1. This also means that we can not only infer the amount of the loans but also the respective interest rate as i ijt = (repayment t+1 /payment t − 1) · 360. 9 Furfine (1999) was the first to use interbank payment data from the Fedwire system in order to extract interbank loans. He considered only payments of minimum $1 million dollars and increments of $100,000, and used a 'plausibility corridor' for the interest rate based on the fed funds rate. Recently, Heijmans et al. (2011) have adapted and refined the Furfine algorithm for the European interbank market by defining a 'plausibility corridor' based on EONIA and EURIBOR for short and longer term loans, respectively. 10 Their improved algorithm allows to search for loans with maturities up to one year. In this paper we also use an algorithm based on EONIA, but focus on overnight loans that are the most common maturity. Specifically, we consider amounts of at least e1 million and increments of e100,000 and adopt the plausibility corridor for overnight loans proposed by Heijmans et al. (2011) with 50 basis points below and above EONIA during our sample period.
Of course, we cannot be completely sure that this method really identifies all interbank overnight loans and only those. The trade off between incorrectly identifying a transaction as an overnight loan and missing an overnight loan is affected by the parameters of the algorithm, especially the width of the plausibility corridor. A particular problem occurs if 8 For a more detailed description of RTGSplus see the respective information guide, Bundesbank (2005) . 9 We compute interest rates p.a. based on 360 days, analogously to EONIA. 10 EONIA (Euro OverNight Index Average) is an effective overnight interbank market rate based on a sample large European banks. EURIBOR (Euro Interbank Offered Rate) is a offer rate for maturities from one week up to one year.
one particular payment has more than one refund match (1:N match) or if there are several payments but only one refund is found (M:1 match). In our data we found a small number of such multiple matches (486) and we decided to take the first (return) transaction to identify a loan. Theoretically, also M:N matches are possible but we did not observe them in our data.
Despite these intrinsic problems the method seems to work reasonably well in identifying interbank loans especially for our sample period, compare Furfine (2001) and Heijmans et al. (2011) for an in depth assessment. In particular, the plausibility corridor of EONIA +/-50 basis points does not seem to be a binding constraint in our data since only about 180 out of 20999 candidate loans (with a larger corridor of 1 -10%) fall outside this corridor. A visual inspection of the loans outside the corridor suggests that we do not introduce a sample selection bias. By contrast to most other publicly available data, a big advantage of the filtered data is that we have transaction level data on unsecured interbank loans including the interest rate the loan was agreed upon. Moreover, this method does not focus only on loans from very large banks as, for instance, the EONIA panel does, but gives a much more comprehensive dataset with respect to the cross-sectional dimension of the population. 11
The TARGET payment data covers the period from Moreover, we use CDS prices of German banks which we collected from The Depository Trust and Clearing Corporation.
Descriptive Analysis of the Panel Dataset
We model the matching probability for a lending bank i and a borrowing bank j at time t as well as the interest rate spread, defined as the difference between the interest rate for an observed overnight loan and the ECB target rate, formally r ijt = i ijt − target t . For this purpose we use the discussed data to construct a panel dataset with days as the time unit and bank pairs as the cross sectional unit. Because we have identified transaction level data 11 In May 2007, RTGSplus had 194 direct participants, including all major German banks by asset size. Besides RTGSplus, corporate banks and saving banks run their own payment systems and participate with other banking sectors often through their central institutes only. Therefore our sample contains relatively few bank from these sectors.
from the payment data we aggregate multiple loans on the same day for the same bank pair to one observation and compute a volume weighted average interest rate. 12 [INSERT FIGURE 2 HERE] Figure 2 depicts the ECB target rate, the EONIA rate and the daily volume weighted average interest rate computed from our data. On most days EONIA is some basis points above the central bank's target and the average rate from our data is close to but above EONIA. The latter observation provides further evidence that our algorithm has successfully identified overnight loans. It is also striking that the volatility of the two average rates apparently increased after the start of the financial crisis on August 9, 2007, indicated by the solid vertical line (in red). Figure 3 shows the number of lending banks (lenders) and borrowing banks (borrowers) active in the market on each day of the sample. Most of the times more institutions lent than borrowed in the market, implying that, at least in our sample, lending banks lent on average smaller amounts whereas borrowing banks borrowed larger amounts. A visual inspection also reveals that the peaks of both series coincide with the last day of the maintenance period indicated by vertical dashed lines (in gray). The same holds for the total amount lent per day and the total number of loans per day (Figure 4 ).
Thus market activity is typically higher at the end of the maintenance period. The plots also suggest different behavior of the series before and during the financial crisis.
[INSERT FIGURE 3 AND FIGURE 4 HERE]
We use a t-test to formally check if the aggregate time series exhibit a mean shift after the start of the crisis. For most series we find significantly different means before and during the crisis (see Table 1 ). Interestingly, the mean spread to the target rate is smaller during the crisis. However, the cross-sectional variation (standard deviation) of interest rates is significantly higher which might indicate differences in counterparty risk assessment. Also during the crisis we have significantly more loans per day (40.9 vs. 54.8) and a higher total volume per day (5042.4 vs. 8595.9), corresponding to a 70 percent increase. On average, we observe also significantly more borrowers per day (17.1 vs. 19.1) and more lenders (25.9 vs. 27.2) during the crisis, though the latter difference is not significantly different from zero.
Furthermore total reserve holdings by the banking system increased slightly after August 9, but the difference is not statistically significant. These figures show that during the first stage of the financial crisis banks continued to lend out funds overnight and interbank market activity even increased in this very short-term segment of the money market; compare also ?
and Heijmans et al. (2011) for similar evidence. This finding also suggest that search frictions (that were unrelated to the evaluation of counterparty risk) did not increase after the start of the crisis.
12 In our final panel dataset, 844 observations contain more than one loan; the largest number of loans per day between the same banks is 17. Moreover, we drop banks for which we do not have balance sheet or reserve data. This implies that we are focusing on loans between German banks since only those banks must report their balance sheet data to the Bundesbank. We also dropped banks that participated less than 50 times and pairs that transacted less than once which reduces the number of different banks in the panel to 77 and the number of pairs to 1079.
[INSERT TABLE 1 HERE]
Previous studies have argued and shown that small banks are typically net lenders in the US interbank market, either because such banks are deposit collectors or because there is few public information about the creditworthiness of small banks limiting the number of lenders.
As a consequence, they manage their reserve in a way that they are net lenders, compare Ho and Saunders (1985) . Table 2 depicts the number of borrowers and lenders, how often each bank borrowed or lent as well as the respective amounts for banks of different asset sizes. We find that small banks (with less than 1 billion Euro asset size) are on average net lenders and have on average only 1.5 lenders (vs. 6.5 borrowers), confirming the results of Furfine (1999) and Cocco et al. (2009) for the German market.
[ INSERT TABLE 2 HERE] Analogously, large banks might be able to borrow from multiple lenders because monitoring of these banks is easier due to publicly available information. Likewise, large banks might need to borrow from more lenders to satisfy their liquidity demand. We expect large banks to borrow and lend larger amounts of money for two reasons. The first is just a scale argument since larger banks need larger funds for their day-to-day business. Second, large banks may act as intermediaries that act both as lender and borrower in the interbank market (compare Craig and von Peter (2010) for a network analysis of the German interbank market). The last row of Table 2 shows that large banks (with more than e100 billion asset size) have on average 34 different lenders and borrow and lend larger amounts than banks from other asset size classes. Moreover, about 13 percent of the 1079 bank pairs in our sample have a borrower and a lender with asset size larger than e100 billion, and in almost 70 percent both banks have asset size larger than e10 billion. Thus we also find evidence in our data that size of the a bank correlates strongly with its lending and borrowing relationships.
Variables
Interbank Relationships
According to Boot (2000) , the definition of relationship banking in the bank-firm context centers around two issues, namely proprietary information and multiple interactions, emphasizing that close ties between the bank and its borrower might facilitate monitoring and screening and can mitigate problems of asymmetric information about the borrower's creditworthiness. Petersen and Rajan (1994) note that the strength of a relationship between a firm and a bank can be measured by its duration, through interaction over multiple products or by the concentration of a firm's borrowing with one creditor. Similar variables have been used in the interbank lending literature, see Furfine (1999) .
As a first relationship variable we consider therefore a measure based on the number of interbank loans between two specific banks. More precisely, we compute the logarithm of one plus the number of days a bank i has lent to bank j over a certain time period T .
where I(·) is the indicator function and y ijt denotes the amount lent from bank i to bank j at time t. This variable measures repeated interaction and corresponds to the strength of a relationship. In the lines of Petersen and Rajan (1994) it is a proxy for private information due to the lender's past experience with the borrower. (We also considered the number of (directed) transactions between two banks, but both measures are highly correlated.) Because in the case of interbank lending both borrower and lender are financial institution and can, for instance, cooperate by mutually providing liquidity to each other. We therefore also consider the possibly two-side nature of interbank relationships by computing the variable log rel rev as the number of days the current borrower lent to the lender,
We decided to compute the relationship variables over a period of the last 30 days, but also tried longer periods for robustness checks.
Further, we refine the concept of a relationship by looking at how important the counterparty is relative to the bank's overall engagement, for each borrower and lender separately.
Similarly to Cocco et al. (2009) , we computed the amount lent from lender i to borrower j at time t summed over a certain time period T relative to the overall amount lent by bank i over the same period. Formally, the lender preference index (LPI) is defined as
We set the variable to zero if the denominator is zero, i.e. if the lender did not lend at all.
Similarly, we compute the borrower preference index (BP I) as the amount borrowed by bank j from bank i at time t, y ijt , summed over a certain time period T relative to the overall amount borrowed by bank j
Both variables are negatively correlated with the number of different counterparties and asset size. Similarly to the duration of a relationship, Petersen and Rajan (1994) suggest to use the firm's borrowing concentration as a proxy for private information. However, they point out that concentration measures are also related to the creditor's bargaining power. 13
Most of the interbank literature has focused on bank's borrowing concentration (BPI) or the duration of borrowing relations with a particular bank to proxy for the strength of the lending relation, because these two measures clearly match two distinct theoretical notions of relationship lending. While the BPI measures the dependency of a borrower on a particular lender giving also an indication of the lenders market power over the borrower and the lenders ability to extract a rent from this lending relationship, the duration of a lending relation allows to assess the potential informational advantage that a particular lender has over other market participants due to information that he received through the repeated interaction.
The lending concentration of a bank (LPI) captures a more subtle aspect of relationship lending. A larger LPI indicates that the lending bank has a relatively concentrated credit risk exposure. Banks with such an undiversified lending structure should have stronger incentives to intensely monitor their small number of (relationship) borrowers and therefore should have superior information about the creditworthiness of those banks than spot lenders. 14
Control Variables
In our empirical analysis we control for other factors that affect interbank market participation and the associated interest rate if a loan is observed.
For the lending and borrowing decision, a bank's size (size) measured by the natural logarithm of total assets is an important factor. Also for the negotiated interest rate the lender and borrower size has been shown to matter in the sense that larger banks generally trade at better rates, compare Furfine (2001) and Cocco et al. (2009) . For the borrower side, larger banks seem to be more credit worthy due to better available information or because they might be subject to too-big-to-fail policies. Also, large banks may be able to make profitable investments in overnight loans because they can better refinance themselves, compare Ashcraft and Duffie (2007) . Similarly, banks that are more active or more important in the interbank market might obtain better rates. For this purpose we compute the Benacich centrality (centrality), a network measure that captures the importance of a certain node in the network, possibly depending on the positions of other nodes; see Bech and Atalay (2009) for an application to interbank markets.
As a further proxy for credit risk we use the equity ratio (equity ratio) as equity over total assets. 15 Better capitalized banks can withstand larger losses. Thus their outstanding debt bears a lower default risk allowing them to borrow at lower rates. 16 Moreover, since banks might not be able to precisely assess the credit risk of their counterparties, banks with higher equity ratio may be more likely to obtain credit at all.
Since banks have to pay a penalty if they fail to meet the reserve requirements, a key driver of banks' market participation are the reserve balances. A low ratio of actual reserves being held relative to reserve requirements should increase the probability that a bank participates 14 Compare also the more general treatment of information acquisition under concentrated portfolios in Nieuwerburgh and Veldkamp (2010) . In this model investors can acquire noisy signals of many assets, or specialize and acquire more precise signals about fewer assets depending on expectation which assets they will hold in the future.
15 Note that our equity ratio is computed from balance sheet data and thus differs from the classical riskweighted equity ratio.
16 Furfine (2001) has documented a significant effect of bank's equity ratio on the interest rates it pays in the federal funds market.
in the interbank market making and increase the interest rate that it is willing to pay (and vice versa). Thus as a first proxy for the liquidity status of a bank, we compute its cumulative reserve holdings divided by its cumulative reserve requirements (f ulf illment) over the respective days of the maintenance period. However, this measure does not capture to what extent the current liquidity holdings of a bank permit is to fulfill the remaining reserve requirements over the rest of the maintenance period. Thus we follow Fecht et al. (2011) and derive the normalized excess reserves (excess reserve) as a second measure of banks' liquidity status.
Excess reserves are the difference between the reserve holdings of a bank on the respective day and the reserves the bank needs to hold on a daily basis to fulfill its reserve requirement until the end of the maintenance period. In order to take into account that a bank can better smooth negative excess reserves the more days are still to go in the maintenance period, excess reserves are normalized by the number of days left in the maintenance period in order to derive the normalized excess reserve.
Previous studies have found that liquidity risk affects the pricing of interbank loans (Cocco et al. (2009)) . If a bank is exposed to relatively large liquidity shocks it might need to trade funds at unfavorable prices. Our first proxy for liquidity risk (liq risk) is based on the standard deviation of daily change in reserve holdings over the last month, normalized by the reserve requirements. Moreover, we compute the correlation of liquidity shocks (corr shocks), that is the daily change in reserve holdings, between two banks over the last month. A high negative correlation implies that two banks are likely to be on the opposing sides of the market. Thus banks with a high negative correlation can benefit more from the risk sharing in a mutual lending relationship and should therefore be more likely to form a lending relationship (see Fecht et al. (2012) for an theoretical model of this argument). In order to control for banks' liquidity risk that results from the maturity mismatch of banks' assets and liabilities we use a as a second measure banks' liquidity creation (liq creation), which is long-term assets plus short-term liabilities over total assets (times one half), see Berger and Bouwman (2009) 
Moreover, Fecht et al. (2008) have documented calendar effects in markets for liquidity; banks are more likely to participate at the end of the maintenance period to comply with reserve requirements and at the end of the calendar year for accounting reason. We have already seen from Figure 3 and Figure 4 that the number of banks, number of loans and the total amount lent is apparently higher at the last day of the maintenance period when reserve requirements become binding. Similarly, we might expect increased redistribution of liquidity on settlement days of the MROs. However, it is also possible that on these days trading decreases because banks have already satisfied their liquidity needs. In any case we expect significant calendar effects in our data and take this into account by the inclusion of dummy variables for the last days of the maintenance period, last days of the year and settlement days of the MROs.
Further, total reserve holdings at the beginning of a day (total reserve) as well as total liquidity supply of the Eurosystem (liq supply) might increase market activity and put downward pressure on interest rates. We thus include both variables as covariates in the regression analysis. By contrast, aggregate credit risk conditions might make banks reluctant to lend funds out, or only at the cost of a higher risk premium. We proxy for changes in aggregate credit risk by the daily change in the average of credit default swap (CDS) prices for 15 large German banks (∆CDS). Thereby we try to disentangle bank specific credit risk from a common risk factors that affects all institutions in the same way. Table 16 in the appendix summarizes the definitions and depicts the mean, standard deviation and number of observations of all variables used in the empirical analysis.
Regression Analysis
Matching Probabilities
We use a regression based approach to investigate the effect of relationships on the access to liquidity. Let z ijt = 1 if bank i (lender) and bank j (borrower) agree on an overnight loan at day t. We then model the conditional matching probability
conditional on the information set Ω t−1 . For this purpose introduce the latent variable y * ijt such that
and assume the general linear index function model
where u * ijt ∼ N (0, 1) are i.i.d. error terms that satisfy the predeterminedness condition , (5) and (6) give a standard panel Probit model which we estimate using maximum likelihood that gives consistent estimates under weak regularity conditions. Table 3 presents the estimation results of the binary regression model with the frequency measure (log rel) as the relationship variable. In Column (1), the model includes asset sizes and liquidity position for both lender and borrower, the total reserves and liquidity supply, and the correlation of liquidity shocks as control variables. The estimated coefficient of the relationship variable is positive and highly significant indicating that banks rely on repeated interactions with the same counterparties. This is in line with theoretical prediction that banks form relationships to mitigate search frictions and asymmetric information about counterparty risk. Everything else equal, larger lenders are less likely and large borrowers more likely to participate, both effects are significantly different from zero at the 5% level. This resembles the descriptive findings that small banks are typically net lenders and big banks are typically net borrowers in the market. Also bank's reserve balance has the expected effect: banks that have a relatively larger surplus on their reserve account are more likely to provide funds to other banks and those with a larger deficit are more likely to borrow. Interestingly, we find that the coefficient of the correlation of liquidity shocks is positive (though not significant at the 5% level) and thus a higher correlation increases the matching probability. Note, that
model (1), like all models, includes dummy variables to take into account end of year and end of maintenance period effects. The estimates are omitted to save space, but the effects are positive and significant at the 5% level. By contrast, there is no significant effect of settlement days of the MROs.
[
INSERT TABLE 3 HERE]
Column (2) presents the model when we allow the effects of relationships to change with the start of the financial crisis on August 9, 2007. The coefficient of the interaction term (crisis × log rel) is not significantly different from zero indicating that lenders were not more likely to lend to borrowers with whom they have a relationship during the crisis than before.
This means that relationship lenders did not primarily channel their credit provision to banks they interacted most frequently with in the past -in this view non-relationship borrowers were not credit rationed but had similar access to funds than before the crisis. We also find that the coefficient of ∆CDS, the proxy for aggregate credit risk, is negative and significant at the 5% level. Thus an increase in credit risk on average decreases the probability of an overnight loan everything else equal.
To investigate if banks that maintain a relationship cooperate and mutually provide liquidity to each other, we also include the relationship variable log rel rev that measures how often the current borrower has lent to the lender in the previous time. The positive and significant parameter estimate in column (3) indicates that, ceteris paribus, banks are more likely to lend to banks that are their relationship lender in turn. However, the effect does not change during the financial crisis as the insignificant coefficient of the interaction term shows.
Model (3) also contains the centrality measure for the borrower and lender. Both coefficients are positive and significant and thus banks that are more central in the interbank market are more likely to participate. Note, that the borrower size coefficient turns insignificant, indicating the positive correlation with the previously omitted centrality measure. Column (4) shows the model that contains also liquidity risk as a control variable. The parameter estimate is positive for the borrower and negative for the lender, but not significantly different from zero at the 5% level.
Column (5) presents the full model with borrower and lender specific intercept. A Wald statistic of the null hypothesis that all bank specific intercepts are zero is 2862.27 which is much larger than the asymptotic 5% critical value of the respective χ 2 -distribution (p-value of 0.00). Unobserved bank specific characteristics thus lead to a substantially better fit of the model, and we reject the null hypothesis of model (4) in favor of the FE model (5).
The estimates for asset size revert signs on both the lender and borrower side, indicating that these variables were correlated with the unobserved fixed effect. The results show that, ceteris paribus, larger and more central banks are more likely to lend and more central banks are more likely to borrow. The relationship measure still has a significant effect though its magnitude decreases slightly. Also the parameter estimate of the reversed measure remains positive and even increases in value by about 50 percent. As a consequence, we find that the number of previous interactions has a strong positive effect on the matching probability of two banks.
[INSERT TABLE 4 HERE] Table 4 shows the results for the the concentration measures LP I and BP I as more refined relationship variables. In the basic specification (1), we find that both lending and borrowing concentration have a significantly positive effect on the matching probability. Thus, on both market sides, banks tend to interact with counterparties with whom they traded a large share of their total volume in the past. When we allow the effect to change during the crisis, we find that banks with higher borrowing concentration in the past are significantly more likely to borrow from their relationship lenders after August 9, 2007. We cannot reject the null hypothesis of no change during the crisis for the coefficient of LP I, though. One possible explanation for these findings is that banks with a high borrowing concentration find it during the crisis more difficult to borrow from lenders who never provided credit to them in the past (because switching from a relationship lender to a spot lender might be interpreted as the relationship lender's reluctance to provide credit to the borrower due to its bad creditworthiness).
Column (5) presents the full model including fixed effects for borrower and lender. A Wald test rejects the null of model (4) against the alternative of model (5) at any conventional significance level (Wald statistic of 25391.96, asymptotic p-value of 0.00). Again, we find that the effect of asset size reverts sign if we include fixed effects. Large and central banks are more likely to participate on both sides of the market, though the effect of size is not significant at the 5% level for the borrower. Also the coefficients of the liquidity status variable increase in absolute values and have the expected signs, but the null of no effect can be only rejected for the lender's liquidity status. Contrary to the models with the frequency relationship measure, we find that in model (5) with LP I and BP I, aggregate liquidity supply has a significantly positive effect on the matching probability. This difference are likely due to the collinearity between log rel and liquidity supply. thus an important institution that help banks to manage liquidity. We find that borrowers that obtained major part of credit from few banks before the crisis were more likely to borrow from these relationship lenders when perceived counterparty risk increased market wide in August 2007.
Interest Rates
After having established a positive effect of relationship lending on the probability of a loan, we examine the effect of relationship lending on the interest rate. We therefore assume a linear regression model for the bilaterally negotiated interest rate spread (relative to ECB target rate) of the loan Again we allow a different effect of relationship lending after 9 August 2007 as we expect that differences in counterparty risk assessment might particular prevail when level and dispersion of credit risk are high. The model parameters are estimated using ordinary least squares (OLS) which is a consistent estimator under standard assumptions. In all regressions we computed cluster robust standard errors. Table 5 presents the parameter estimates using the number of past transactions as the relationship variable. Model (1) includes asset size and equity ratio as well as liquidity status as bank specific control variables. At the 5% level, the size coefficients are significantly different from zero for both sides of the market; larger lending banks receive on average higher rates, while larger borrowing banks pay less interest rates everything else equal. Also borrowers with a higher equity ratio pay less interest rate, but this effect is only significant at the 10% level.
Further, an increase in liquidity supply leads to a significant decrease in interest rates and a higher correlation in liquidity shocks between two banks make them negotiate significantly lower rates. This supplements the findings of the previous section that a larger correlation also increases the matching probability. 19 The estimated coefficient of the relationship variable is close to zero and statistically not significant indicating that there is no effect of relationship lending on interest rates.
[ INSERT TABLE 5 HERE] However, if we allow the effect of relationship lending to change with the start of the financial crisis as in model (2), we find that during the crisis relationship lenders charges significantly lower rates to their counterparties compared to what a spot pair would negotiate.
On the other hand the data also shows that before August 2007 borrowers paid higher rates to their relationship lenders. From column (2), we also see that change in average credit risk is priced as the coefficient for ∆CDS is significant and positive. Note, that with the inclusion of ∆CDS also the coefficient of total reserves turns negative and significant. A higher total volume on the reserve accounts at the beginning of the day brings down interest rates just as a higher liquidity supply by the Eurosystem. Column (3) and (4) present a model that includes bank's interbank centrality and liquidity risk, respectively. The coefficient of the centrality variables are positive, those for liquidity risk are negative, but all are not significantly different from zero at the 5% level. The results of the binary choice regressions indicate that banks cooperate and mutually provide liquidity to each other. In model (4) we examine if this cooperation extends to the negotiated interest rates. However, we do not find a significant effect of the reversed relationship measure -when it comes to prices cooperation seems to be limited as lenders do not give a discount to banks that are their relationship lenders in turn.
The full model (5) includes all control variables and borrower and lender specific fixed
effects. An F-test rejects model (4) against model (5) at any convenient significance level (F-statistic of 38.45; asymptotic p-value of 0.00). We find that relationship lenders charged significantly lower rates during the crisis even after controlling for unobserved heterogeneity by bank specific intercepts. Also economically the estimated effect is important: everything else equal, a bank that lent funds to its borrower on everyday during the last month charges on average 12.7 basis points less than to a borrower with no interaction during the last month.
Moreover, relationship lenders charge higher rates before the crisis, but this effect is only significant at the 10% level and about ten times smaller in absolute values than during the crisis. Similarly to the other models, we find that a borrowing bank's asset size and equity ratio influence the interest rate it is charged. This result is in line with Furfine (2001)'s findings for the federal funds market, that banks are able to identify counterparty's credit risk and actually price this risk in overnight interest rates. Further, we find that more central lenders receive significantly better rates, possibly because more active banks are in a better position to offer (high rate) loans when in need for funds themselves, because they can "lay off" their positions later, compare Ashcraft and Duffie (2007) .
[ INSERT TABLE 6 HERE] To get further insight about the economic reasons for the observed interest rate differentials, Table 6 presents the parameter estimates using the two-sided concentration measures LP I and BP I. In the simplest model (1) with asset size, equity ratio and liquidity status as bank specific controls, both estimated coefficients of LP I and BP I are slightly positive but not significant at any convenient level. Allowing the effect to change during the crisis in specification (2), we find again that pairs with a higher lending concentration (a higher LP I) lent at relatively higher rates before the crisis and at lower rates during the crisis. Both effects are significant at the 5% level, but the coefficient of the interaction term is in absolute values about 6.5 larger and economically significant. Everything else equal, a bank pair with LP I = 1 negotiate a 13 basis points discount compared to a pair with LP I = 0. The coefficient of BP I increases slightly but is not significant at the 5% level, such as the interaction term. These results are robust to the introduction of other control variates and lender and borrower fixed effects in model (5). Noteworthy, the coefficient of BP I turns negative (though not significant) and thus before the crisis, we find qualitatively similar values as Cocco et al.
(2009) for the Portuguese market. We again find that, ceteris paribus, larger bank and banks with higher equity ratio pay less on the borrowing side. Interestingly, we estimate the same effects on the lending side, though smaller in magnitude. The asset size coefficient is compared to the model with the frequency relationship variable significant (Table 5 , model (5)). One possible explanation might be that better capitalized and larger banks have lower refinancing cost and can thus provide liquidity at lower rates in turn.
In sum, these findings do not support the conventional relationship lending view along the lines of Petersen and Rajan (1995) . Neither can we confirm the view that during a crisis a lender that gained market power over a debtor due to concentrated borrowing (higher BPI) will try to preserve future rents from this credit relationship and provide liquidity support at more favorable rates during the crisis, nor do we find that in normal times a more concentrated borrowing leads to a lock-in effect of the borrower that permits the lender to charge a margin.
Our findings are also in contrast to those of Ashcraft and Duffie (2007) who argue that banks form relationships to avoid costly counterparty search under asymmetric information about the liquidity shocks of other banks. After August 9, 2007 total interbank market activity increased in the unsecured overnight segment of the money market that we consider in our analysis. This suggests that the probability of finding a counterpart with the opposing liquidity shock increased, implying a decline in overall search costs during this period. Thus the probability of contracting with a relationship lender should decline and the difference between rates charged by spot lenders and relationship lenders in the money market should decline. However, we find that the positive effect of having a lending relationship on the matching probability is, if anything, higher during the crisis. At the same time the effect of a stronger lending relationship on the rate at which a borrower receives funding was larger during the crisis. Moreover, anecdotal evidence suggests that interbank loans are mostly borrower initiated; however using the refined relationship measures LPI and BPI we do not find evidence that borrowing but lending concentration of a bank matters for the interest differences. Therefore, search frictions cannot be the key drivers of the observed impact of relationship lending.
Our observed pattern rather results from differences in counterparty risk assessment between relationship lenders and spot lenders, as argued by among others Furfine (1999) . The repeated interaction permits relationship (log rel) lenders to better assess the true credit quality of their borrowers. After receiving a more precise indication of the credit quality of their borrowers, lenders will only continue to lend to peers for which they continue to have a sufficiently positive risk assessment. Thus the longer a relationship lasts the more precise is the information about a relationship borrower and the more precise is his perceived credit risk by the relationship lender. Similarly, a higher concentration in his interbank credit portfolio on a particular borrower (LP I) might reflect that a lender received some private information after screening indicating a high quality of the borrower. Moreover, the high concentration risk might also induces the lender to better screen and monitor his relationship borrowers giving him a more precise indication of the credit risk of those few borrowers on which he focuses his portfolio, compare Nieuwerburgh and Veldkamp (2010) . Thus a lender is less likely to ration a borrower to whom he lent large parts of his interbank credit portfolio explaining the the positive effect of a high LIP on the matching probably.
The implications of a more precise counterparty risk assessment of relationship lenders on the difference between the interest rate charged by a spot lender and the relationship lenders are less clear cut. On the one hand the more precise information that the relationship lender has about a counterpart along with the better quality of borrowers to whom the relationship lender lends suggest that he can offer better rates than spot lenders. On the other hand the more precise information might permit the relationship lender to lend to poor quality borrowers charging an adequate risk premium rather than rationing those borrowers as spot lenders would do. However, the effect of a higher level and dispersion of credit risk in the interbank market is straightforward. As modeled in Heider et al. (2009) This will lead to adverse selection and a further deterioration of the credit risk faced by spot lenders. Consequently, during periods of elevated uncertainty about credit risk the informational advantage of relationship lenders should be larger permitting them to offer credit to their relationship borrowers at a lower rate compared to spot lenders. During the financial crisis the perceived counterparty risk was undoubtedly relatively high. Thus our findings that repeated lending to a certain borrower as well as a high concentration of the lenders' interbank credit portfolio on a particular borrower had especially during the crisis a dampening effect on the charged interest rate, confirms this view.
The Precrisis Period
If relationship lenders can better assess their borrowers one could also expect that they charged relatively higher rates to their riskier borrowers (or denied credit) compared to spot lenders, well before the crisis kicked in and led to a market wide reassessment of risk in August 2007. To investigate this hypothesis we allow for an other interaction between the relationship variable and a dummy (precrisis) being one in the run-up to the crisis (in what follows we refer to this period as the precrisis). Our model then becomes
where we have omitted fixed effects for notational brevity. Since it is not clear when the precrisis started, we consider different periods. Table 7 shows the parameter estimates of the 20 Note that lenders might rather ration borrowers when uncertainty about credit risk becomes too large. Inducing a selection bias in our estimates of the interest rates: In times of elevated uncertainty about credit risk spot lenders will only lend to borrowers whose credit risk is undoubtedly good but charge a low rate. In section 5.3.3 we estimate our model with a Heckman correction to show that our results are robust to this selection bias. Table 7 also depicts the F-statistic and asymptotic p-value for the hypothesis H 0 : β rel = β precrisis rel . The upper panel with log rel as the relationship measure shows that for all starting days of the precrisis relationship lenders charged on average significantly higher rates during the precrisis, everything else equal. By contrast, we do not find a significant effect of log rel before the precrisis (which one could interpreted as tranquil times).
[INSERT TABLE 7 HERE]
The lower panel displays the results if we use LP I as the relationship variable. Similarly, we find significant precrisis mark-ups from relationship lenders during the precrisis period; however, only if the starting day is larger than November 2006. Moreover, we find that before the precrisis lenders with higher LP I charge higher rates, though the effects are economically not strong. Still, the hypothesis β rel = β precrisis rel can be rejected if we choose the precrisis small enough as in column (9) and (10) of Table 7 . Thus, also relationship lenders defined by lending concentration charged higher rates relative to spot lenders in the run up to the crisis (compare the findings of Cocco et al. (2009) ). However, the effects are more pronounced if we use the relationship measure based on the frequency of interaction.
All coefficients of the precrisis interaction terms increase in magnitude as the precrisis period gets shorter, indicating that the mark up a relationship lender charges on average is higher the closer we move to the crisis. To get further insights about the timing of the mark- 
[INSERT FIGURE 5 HERE]
Thus the data shows that in the run-up to the crisis relationship lenders charged on average higher rates than spot lenders, but during the crisis they charged on average lower rates.
This finding holds for all definitions of an interbank relationship as long as we incorporate the lender's exposure into the relationship measure. We argued that the evidence is in line with theory of peer monitoring and relationship lending: relationship lenders, or more precisely banks with a concentrated lending structure, already discovered and priced increased counterparty risk when spot lender rates were still low. On the other hand after sub-prime related problems became public and market wide assessment of counterparty risk shot up relationship 21 However, we cannot use ordinary p-values to estimate the breakpoint based on a supF test. The test statistic is asymptotically not χ 2 -distributed because the individual test statistics are not independent. In a second version of this paper we will also include results of bootstrap p-values for a formal break point estimation. In what follows we assume that the precrisis started on June 7, 2007 being aware that this date does not come from a formal test procedure. Note also that if we run the F-test on the overall sample it peaks during beginning of August 2007, which coincides with the beginning of the crisis.
lenders could still identify their low risks and charge on average lower rates. 22 Moreover, we find that also in normal times banks with a more concentrated lending charge slightly higher interest rates as also reported in Cocco et al. (2009) . Finally, there is no significant effect of a bank's borrowing concentration on interest rates.
Robustness and Extensions
Different Relationship Variables
As a further relationship measure, we used the amount lent from lender i to borrower j over a certain time period T (last 30 days) and normalize it by the total amount lent by lender i plus the total amount borrowed by borrower j. To account for the skewness of the amounts lent we enter them in logarithms. Formally, our third relationship variable is thus computed as norm rel ijt = log(
Contrary to the (log) number of days on which two banks transacted, this variable captures the pairwise lending intensity based on the amount lent, accounting for the overall market activity of the lender and borrower. Thus, it takes into account how much a lender exposes itself to the credit risk of the borrowing institution as well as the borrower's importance to the lender. Unlike the other two relationship variables, this variable is not strongly correlated with asset size or market activity and is more comparable across banks of different sizes.
Analogously, we compute the variable norm rel rev with the numerator being the amount lent from the borrower j to the lender i over a certain time period T . Table 8 presents the estimation results of the basic binary choice model with norm rel as the relationship variable. As before we find that relationship lenders are more likely to lend funds to each other after controlling for other factors. Contrary to the pure frequency measure (log rel), the effect of relationships increases during the crisis similar to the model that includes BP I. This reflects the correlation between BP I and norm rel. The estimation results of the interest rate model (Table 9) confirm that relationship lenders charged lower interest rates during the crisis than spot lenders, but higher rates in the run-up to the crisis, compare the analysis of the precrisis period above. The results are thus robust with respect to different measures of bank relationships.
INSERT TABLES 8 AND 9 HERE]
Table 10 also shows that our results regarding the impact of relationship lending on interbank rates in the precrisis period are robust to using this alternative measure of relationship 22 We allowed the effect of relationships on the matching probability to change during the precrisis, too. However, the coefficient of the interaction term is not significantly different from zero at the 5% level in any specification. We also considered banks that used to borrow from relationship lenders in normal times (e.g., in the upper 25%-percentile of BP I) but switched to spot lenders during the precrisis (in the lower 25%-percentile of BP I). Interestingly, in unreported regressions we find that these switchers had to pay significantly more compared to banks that always used to shop around for funds (always in the lower 25%-percentile of BP I). Thus spot lenders might perceive switching as an adverse signal about the institution's creditworthiness.
lending. Note that in column (8) and (10) the estimated parameters are significantly positive at the 5% level also before the crisis. This is due to the fact that norm rel is correlated with
LP I.
[ INSERT TABLE 10 HERE] In the main analysis we have computed the relationship variables based on market activity of the last 30 days, analogously to Ashcraft and Duffie (2007) . However, the choice of this reference period is to some extend arbitrary and we check the sensitivity of the results to other time periods. Since we expect relationships to be persistent but not immutable over time, we considered a period of three month and the overall sample. Table 11 presents the results for the interest rate model when we compute the relationship variable based on information from the overall sample. Clearly, the findings that relationship lenders charged a mark-up in the run up to the crisis, but gave a discount during the crisis also hold when we measure relationships based on a longer horizon. In unreported regressions we have confirmed that the results also hold if we use a reference period of three months.
[INSERT TABLE 11 HERE]
Different Control Variables
We have tried to avoid an omitted variable bias by the choice of our covariates and the inclusion of borrower and lender specific fixed effects. In unreported results we have also verified that the results continue to hold for a model with bank pair fixed effects and a full set of daily time dummies, as well as the combination of both. Thereby, we control for bank (pair) specific time-invariant characteristics and a common time trend that might be correlated with our relationship variable and the interest rate. We also investigate if our results are sensitive to the definition of our covariates and Table 12 presents the regression results with alternative control variables. In particular, we proxy a bank's liquidity status with f ulf illment and measure liquidity risk by liq creation. The coefficient of f ulf illment are not statistically significant at the 5% level, but liq creation has a significant, negative effect. Moreover, we include fungible assets over total assets (f ungible) since banks with the possibility to sell assets quickly might rely less on unsecured interbank borrowing. However, we cannot reject the hypothesis that the share of fungible assets has no effect as the estimated parameter is not significant. Importantly, for all relationship variables the estimate parameters stay qualitatively similar, especially the precrisis mark-up and the discount after the start of the crisis given by relationship lenders.
Because we are concerned that the i.i.d. assumptions for the error term is violated and standard errors are underestimated, we computed standard errors in different ways by clustering at the borrower level, bank pair level or by clustering at days, see Petersen (2009) . Thereby, we allow for different variances across clusters and possible correlation of error terms within each cluster. The results are robust with respect to the different computation methods but are not presented here to save space.
[ INSERT TABLE 12 HERE] 
Selection Model
In the main analysis we have estimated the binary choice model and the interest rate model separately, thereby assuming that conditional on the information set the two equations are independent. However, participation in the interbank market is endogenous and we need to take into account the possibility of sample selection on unobservables that may lead to inconsistent parameter estimates. According to Heckman (1979) we use a bivariate sample selection model that comprises the selection equation and the outcome equation
The two latent variables y * ijt and r * ijt are modeled by the linear relation
Further, assume the error terms (u * ijt , u ijt ) follow a bivariate normal distribution with variances σ 2 u * = 1 = σ 2 u and correlation ρ. If this correlation is zero a separate analysis of the two models is valid, otherwise the OLS parameter estimates of the outcome model are generally biased. We therefore use Maximum Likelihood estimators which are consistent and efficient under standard assumptions, see Cameron and Trivedi (2005) .
[INSERT TABLE 13 HERE] Table 13 presents the results for the full model for all three relationship variables including precrisis and crisis interaction terms. The results are qualitatively the same and also quantitatively very similar to the findings from the main analysis indicating that they are not driven by a selection bias. Formally, the estimate of athrho (= 1/2 log[(1 + ρ)]/(1 − ρ)) is not significantly different from zero at the 5% level. Thus, we cannot reject the null hypothesis that the error terms of the two equations are uncorrelated, i.e. that there is no selection on unobserved factors. Therefore, we conclude that it is valid to analyze the interest rate model and the binary choice model separately as we have done in the main analysis.
Small Borrowers
The traditional bank-firm relationship literature has argued that relationship lending might be particularly relevant for small borrowers, see Petersen and Rajan (1994) . The idea is that for small businesses the asymmetric information problem might be more pronounced than for big borrowers, as for the latter more and better publicly available information exists (for instance, large firms are monitored by the financial press or are subject to credit ratings). By contrast, public information about small borrowers is relatively scarce and lenders need to rely more on own monitoring efforts to generate information about the state of its counterparty.
As a consequence, the informational advantage of a relationship lender versus a spot lender might be larger if the borrower is small. Similar arguments can be made for the interbank market and we therefore allow for an other interaction with the relationship variables and an indicator variable being one if a borrower's total asset size is less than e1 billion (13 banks), and interact this variable with the precrisis and crisis dummy.
[ INSERT TABLE 14 HERE] During the precrisis period relationship lenders charged on average an additional mark-up to small borrowers, if we use log rel or norm rel. The coefficient for the latter variable is also significant. If we use LP I the coefficient is negative, though not significant. The interaction with BP I is positive but only significant at the 10% level. For all specifications, small borrowers pay during the crisis higher rates to their relationship lenders than mediumsized or large banks. The effect is significant for rel and rel norm and about the same size (in absolute values) as the estimate for the crisis interaction variable, offsetting part of the crisis discount. To formally check whether during the crisis relationship lenders did not charge different rates to small borrowers than spot lenders, we test the null hypothesis β crisis rel + β crisis rel small = 0. The test results are depict in Table 14 . In all three cases we cannot reject the null hypothesis. Thus, we do not find evidence that monitoring is particularly effective for small borrowers, by contrast, the results suggest that monitoring of small banks does not differ between relationship and spot lenders. 23 However, remember that our sample does not include a large share of small banks (especially the very small ones) as many of these belong to the cooperative or saving banks sector running their own relatively closed payment system.
Relationship Lending and Banking Sector
Finally, we investigate if relationship lenders from different sectors charge different interest rates from their counterparties; for instance, it might be that public banks are less effective than private institutes in monitoring counterparty risk, see Hau and Thum (2009) for a comparison of private vs. public German bank performance during the crisis. Therefore, we split the dataset into four subsamples by sorting the lenders into four different bank groups, namely cooperative sector, saving banks, special purpose banks and private banks (including branches of foreign banks), and run the full model with log rel on these subsamples. Table   15 depicts the results. Lenders from each sector charged similar rates to their relationship borrowers than to market borrowers and in the run-up to the crisis they charged significantly higher rates to their relationship borrowers. Thus we do not find evidence that ownership matters for a bank's ability to monitor counterparty risk. Also during the crisis they charged on average lower rates than spot lenders, but the parameters are only significantly different from zero at the 5% level for lenders from the private and saving banks (i.e. public) sector, possibly because relatively few observations for cooperative banks and special purpose banks.
Note that we need variation in two dimensions (across banks and across time) to estimate the effect of our relationship variables during the precrisis and crisis period. Moreover, we impose the same starting day of the precrisis (June 7, 2007) for all different sectors. This is restrictive since some sectors might have charged higher interest rates earlier than others.
[ INSERT TABLE 15 HERE] Interestingly, the parameter estimates of the bank specific control variables differ qualitatively across the four subsamples. In particular, we find that lenders from the cooperative and savings bank sector charge significantly higher rates to more central borrowers. By contrast, if the lender belongs to the private sector or is a special purpose bank, more central borrowers pay significantly lower interest rates. Thus there seems to be sector specific unobserved heterogeneity that we do not account for in our main analysis where we impose the same coefficients for banks from all sectors. However, We do not find qualitatively different results for market wide variables, and also the correlation of liquidity shocks has again a negative price impact (though not significant in all subsamples).
Conclusion
In this paper we use German interbank payment data to construct a panel of unsecured overnight loans between 1079 different bank pairs. From this data we computed pairwise measures of relationships between banks and examine how these variables affect interbank lending. Specifically, the relationship variables are based on repeated interaction and lending or borrowing concentration.
Our empirical investigation shows that even after controlling for bank specific and pair specific factors banks are more likely to receive a loan from a particular lender the more often they borrowed from this lender in the past, the more concentrated their borrowing is on that particular lender and the more concentrated the interbank credit portfolio of the lending bank is on the respective borrower. Thus our findings support the view that established lending relationships matter for the availability of interbank credit and affect the reallocation of liquidity through the interbank market. Consequently, it is likely that the failure of an important relationship lender in the interbank market impairs the liquidity management of its borrowers and might trigger a liquidity shortage at those financial institutions as well.
During the crisis we find that it was particularly the concentration in outstanding debt on a particular borrower that fostered the availability of credit from that counterparty. Our results also indicate that past reciprocal lending relationships affect the probability that a borrower receives an overnight loan from a particular borrower suggesting that interbank relationship lending indeed serves as a mutual risk sharing arrangement.
When examining the role of relationships on the pricing of overnight loans we find that relationship lending significantly affected the interest rate charged by lenders during the crisis.
After August 2007 banks charged higher rates to borrowers they did not know, i.e. whose risk they could hardly assess and to whom they lend only a small fraction of their interbank credit portfolio. By contrast, relationship lenders could supposedly better identify credit risk of their counterparties and supply lower rates to low risk borrowers. Interestingly, we also find that relationship lenders have to some extent anticipated the financial crisis by charging higher interest rates in the run-up to the crisis.
In sum, these findings provide strong empirical evidence of the existence of private information in the interbank market. Thus there seems to be some significant benefit from having a decentralized unsecured interbank market as a means to reallocate liquidity in the banking sector. These benefits need to be balanced against the larger systemic risk that unsecured decentralized markets bring about compared to a secured money market cleared by a central counterparty. To that end our evidence also suggests that there are benefits from a relatively wide corridor between the marginal lending rate and deposit rate set be the ECB for its standing facilities.
Our results also complement the existing work on contagion risk in the interbank market.
According to our findings the failure of large bank not only generates negative externalities for its creditors. If that this bank also serves as an important relationship lender in the interbank market, its failure will also significantly impair the liquidity management of its borrowers which might also generate domino effects. Thus our findings support the view that also a bank connectedness on its asset side is an important component when assessing whether it is too-large or too-connected-to-fail. However, our study does only provide qualitative evidence of peer monitoring and in the further debate it is of course necessary to quantify both costs and benefits in order to find a balanced solution for the organization of liquidity markets. In particular, it would be important to examine the effects of relationship lending during the second phase of the financial crisis when lending volumes declined significantly and banks preferred hoarding liquidity rather than lending it out. 24
A Figures
Figure 1: Liquidity in the Banking System: The figure depicts the liquidity provision by the central bank (primary market) and reallocation in the decentralized unsecured interbank market (secondary market). Larger ellipses (arrays) correspond to larger banks (money flows). The three pillar structure of the German banking system is indicated by ellipses of different colours. Saving banks (cooperative banks) are connected with their regional head insitutions (central cooperative banks) by dashed lines. They often do not interact with other sectors directly but only via the regional head insitutions or central cooperative banks. Table 2 : Summary Statistics of Relationship Variables by Asset Size. Out of the 77 banks in the sample, there are 13 banks with assets size smaller than e1 billion, 20 banks with e1-10 billion, 29 banks wih e10-100 billion, and 15 banks with more than e100 billion. The no bor is the number of different borrowers a bank lent to, no len is the number of banks a bank borrowed. lender (borrower) shows how often a bank acted as a lender (borrower) in the market. amount lent (amount bor) are the total ammount lent (borrowed) in emillion, net position is amount lent minus amount borrowed. All figures are based on market activity in the overall sample. Table 3 : Estimation Results for Matching Probabilities (log rel).ML parameter estimates of the binary choice model using the relationship variable log rel. t-statistics in parentheses correspond to the null hypothesis that the parameter is zero. They are computed based on robust standard errors estimates clustered at the bank pair level. Superscript len (bor) refers to lender (borrower) specific variables. All models include end of maintenance and end of year dummy variables, as well as a dummy for settlement days of the MROs. Model (5) includes lender and borrower specific fixed effects. Pseudo R 2 is one minus the log likelihood ratio of the model and a model with interecpt only.
B Tables
(1) Table 4 : Estimation Results for Matching Probabilities (LP I & BP I).ML parameter estimates of the binary choice model using the relationship variables LP I and BP I. t-statistics in parentheses correspond to the null hypothesis that the parameter is zero. They are computed based on robust standard errors estimates clustered at the bank pair level. Superscript len (bor) refers to lender (borrower) specific variables. All models include end of maintenance and end of year dummy variables, as well as a dummy for settlement days of the MROs. Model (5) includes lender and borrower specific fixed effects. Pseudo R 2 is one minus the log likelihood ratio of the model and a model with interecpt only.
(1) t statistics in parentheses correspond to the null hypothesis that the parameter is zero. They are based on robust standard errors estimates allowing for clustering at the bank pair level.
(1)
(8)
(10) t statistics in parentheses correspond to the null hypothesis that the parameter is zero. They are based on robust standard errors estimates allowing for clustering at the bank pair level.
(8) norm rel (Logarithm of (amount lent from lender i to borrower j during the last 30 days)) / (Logarithm of (total amount lent by lender i) + Logarithm of (total amount borrowed by borrower j)) 0.084 0.149 447785 norm rel rev (Logarithm of (amount lent from borrower j to lender i during the last 30 days)) / (Logarithm of (total amount lent by lender i) + Logarithm of (total amount borrowed by borrower j)) 
