Crystal fields occur due to a potential difference between chemically different atomic species. In Van-der-Waals heterostructures such fields are naturally present perpendicular to the planes. It has been realized recently that twisted graphene multilayers provide powerful playgrounds to engineer electronic properties by the number of layers, the twist angle, applied electric biases, electronic interactions and elastic relaxations, but crystal fields have not received the attention they deserve.
INTRODUCTION
In a three-dimensional crystal, the electrostatic potential at the surface or at the interface to other materials differs from the potential in the bulk leading to crystal fields which may influence the bandstructure near the interface. In two-dimensional Van-der-Waals heterostructures the bulk consists of one or only few atomic layers. Therefore, crystal fields can significantly alter the band structure of the entire crystal. The crystal field contribution has been theoretically predicted for graphitic systems [1] and twisted graphene multilayers [2] and can yield a substantial modification of the band structure of multilayer heterostructures with more than two layers, but so far it has not been possible to probe such modification in a systematic and quantitative way. This becomes possible by using twisted double-bilayer graphene (TDBG) with a large twist angle between the Bernal stacked bilayer graphene (BG) layers ( Fig. 1a ). On the one hand the two BG layers are electronically decoupled by a large momentum mismatch [3] of the K-points in the bottom (K b ) and the top layer (K t ) as shown in Fig. 1b . Such decoupling has been experimentally observed for large-angle twisted graphene in the quantum Hall regime [4, 5] as well as at zero magnetic field using Fabry-Pérot resonators [6] . Therefore, at low enough energies, the band structure of TDBG can be described by the well-established theories for bilayer graphene [7, 8] . On the other hand, each of the BG layers is sensitive to an out-of-plane electric field D. At finite D, the BG band structure becomes gapped [9, 10] . In experiments, this single-particle gap is induced and tuned using dual-gated geometries. This has been exploited to define electrostatic nanostructures such as quantum point contacts [11, 12] and quantum dots [13, 14] . With its four layers, TDBG is thin enough that crystal fields matter. With its bilayer graphene character it is sensitive to crystal fields appearing between the surface (outer two layers) and the bulk (inner two layers) (see Fig.1a ).
Here we demonstrate experimentally and theoretically that the ground state of TDBG possesses a single-particle gap , induced entirely by crystal fields. We fabricate TDBG devices with large twist angles (device 1: θ = 15 • , device 2: θ = 30 • , device 3: θ = 10 • ) and measure their low temperature (T = 1.5 K) transport properties. The devices are tuned with a global graphite back gate (V b ) and a narrow metallic top gate (V t ) with the exception of device 3 which has a global top gate. By changing V t and V b we can tune the densities in the top (n t ) and bottom BG (n b ) individually. The resulting conductance map shows distinct zero density lines for both BG layers. These lines are in agreement with an electrostatic model that takes into account quantum capacitances. We extract a geometric capacitance between the BG layers (C m = (3.5 ± 1.0) µF/cm 2 ) which is half the observed capacitance between two twisted single-layer graphene sheets [6] . At zero applied voltage (V t = V b = 0) we observe a strong resistance peak (Fig.1c ) caused by an energy gap ∆ ≈ 10 meV extracted from thermal activation measurements. This gap occurs when no external electric field is applied. Along the zero-density lines for the individual bilayer systems the gap opens and closes as a function of the applied displacement field D. Applying D t = −0.12 V/nm closes the gap in the upper, D b = 0.13 V/nm closes the gap in the lower layer. We attribute the intrinsic gaps to the existence of crystal fields (E b , E t ) which we have to counteract by applying an external electrical field to close the gaps.
Due to the finite size of the top gate we are able to define electrostatic in-plane Fabry-Pérot cavities in the top and/or the bottom layer [6] . The observed Fabry-Pérot oscillations testify to the fact that the tunnel coupling between the BG layers is much weaker than the in-plane hopping between neighboring atoms, and that the two layers exhibit coherent in-plane transport. We find that the interference pattern of the top layer in the V t , V b -plane changes slope if the bottom layer is gapped. The slope in the gap is in agreement with the electrostatic conditions for BG (instead of TDBG) since the gapped layer does not screen electric fields. This demonstrates that transport can be switched on or off by gating in each layer.
Our experimental results are in agreement with first principles calculations, which predict a gapped band structure with an excess of electrons in the inner layers due to the intrinsic crystal field effect. We show that such an effect can be easily included in low-energy models by an effective crystal field term. Our results demonstrate that these crystal fields will be generically relevant for the low energy dispersion of any van-der-Waals heterostructure with more than 3 layers or an asymmetric vertical arrangement of layers. Combining the experimentally measured band gap and our low energy description, we highlight that crystal fields will also substantially modify the electronic structure at generic twist-angles, and in particular in small-angle twisted double bilayer graphene [15] [16] [17] . As a result, our work suggests the importance of considering crystal field contributions to faithfully capture the low energy electronic band structure of small-angle twisted double bilayers, where superconductivity and strongly correlated behavior has been reported recently [18] [19] [20] .
Since the crystal fields can be quite significant ( ≈ 0.1 − 0.2 V/nm) one may envision to use them for engineering lateral electric field patterns. In the present case, the field arises because the outer graphene layers see hBN on one side and another graphene layer on the other side. Other 2D systems could lead to even larger effective fields across a graphene layer and would enable the combination of built-in electric fields and fields tunable by patterned gate electrodes.
METHODS
The TDBG heterostructure is fabricated by first picking up a top hBN flake. With the top hBN we pick up half of a bilayer graphene flake. The stage is then rotated and the other half is picked up [21, 22] , followed by picking up a bottom hBN flake and a graphite backgate [12, 23, 24] . The thicknesses of the top and bottom hBN layers d t and d b are determined by atomic force microscopy (AFM) and used to calculate the capacitances per area of the TDBG to the top and bottom gates according to C t = hBN 0 /d t and C b = hBN 0 /d b with hBN = 3.3. The structure is contacted by one-dimensional edge-contacts [23] . Top gates of size L = 400 nm in transport direction for devices 1 and 2 are defined by electron-beam lithography. Device 3 exhibits a global top-gate, which is insulated from the contacts by a 30 nm thick AlO x layer. Two-terminal linear conductance measurements are performed using a low-frequency lock-in technique (177 Hz) at the temperature T = 2 K.
Zero density lines
The conductance G(V t , V b ) as a function of the local top and global backgate of device 1 is shown in Fig. 2a . We first discuss the lines of zero-density (n t = 0 and n b = 0 in Fig.2b ). In the double-gated region, changing V t induces charge carriers in the top BG, which in turn have a gating effect on the bottom BG. Therefore, to evaluate the conditions for zero density we not only need to take into account the capacitance to the top-and back gate (C t , C b ) but also the geometric capacitance between the top and bottom BG (C m ) and the quantum capacitance of each BG (C qt , C qb ). The slopes of the zero density lines in the top and bottom BG are then given by [6] 
Here we neglected terms C b /C m and C t /C m which are 1 (for details see Supplemental Material). In the (V t , V b )map, a line with slope −C t /C b corresponds to the gating condition where the total charge carrier density vanishes. In order to reach zero density in e.g. the bottom layer, screening has to be taken into account, and it modifies the n tot = 0 slope by the factor (1 + Cqt Cm ). We depict calculated zero density lines in Fig.2b . From our measurement we find C t /C b ≈ 1.6 ± 0.2 which is in agreement with the expected slope considering the measured thickness of top and bottom hBN, i.e. C t /C b = d b /d t = 1.5. For the geometric capacitance between the BG layers we obtain C m = (3.5 ± 1.0) µF/cm 2 . We note that C m is, within the error bars, half the capacitance 
The observed values for G can be qualitatively understood by considering p-n-p junctions between the double-gated region below the top gate (with densities nt and n b ) and the single-gated regions, which are tuned only by the back gate (with density nout).
The appearance of p-n-p junctions in the top, bottom or both BG leads to a reduction of G.
between two single-layer graphene sheets (C m,SLG = (7.5 ± 0.7) µF/cm 2 [6] ), as expected. Details are given in the Supplemental Material. Analyzing the zero density lines we extract the quantum capacitance C q and thereby the system's density of states. If two single-layer graphene sheets are twisted by a large angle, the measured zero-density lines are curved since C q ∝ √ n [6] . Here, our system consists of two BG layers, therefore C q = const., and straight lines are observed. Since C q depends on the effective mass, it indicates electron/hole asymmetries of the band structure. We notice that in our measurement the slope of the zero-density line of one BG layer depends on the charge carrier polarity of the other (i.e. lines of constant density are kinked at the origin). We interpret this asymmetry as band-dependent screening due to different effective masses m * h and m * e . Using C qe = 2m * e e 2 / 2 π and C qh = 2m * h e 2 / 2 π we find m * e /m * h = 0.63 ± 0.1, i.e., conduction band electrons are lighter than valence band holes. This finding is consistent with experimental results for BG where m * e ≈ 0.034m e and m * h ≈ 0.044m e at a charge carrier density of 2 × 10 12 cm −2 , i.e. m * e /m * h = 0.75 [25] . We show later in the paper that it also agrees qualitatively with DFT calculations for TDBG (m * e /m * h = 0.75) and BG (m * e /m * h = 0.77). Residual doping does not play a major role for the interpretation of the experimental data.
Electrical field induced gaps
In BG, an electric field D normal to the layers induces a single-particle gap. In double-gated transport experiments [9, 12] , this gap leads to a region of low conductance along the zero-density line in a (V t , V b )-map, along which D changes. The conductance is highest at D = 0, which is usually close to the origin of the map. The full width half maximum of the low-conductance region along the zero-density line increases with increasing |D|, which is attributed to the presence of localized states in the gap.
We observe similar behavior along zero density lines in our TDBG structure. We first focus on the n b = 0 line for V b > 0. The conductance is highest at (V t , V b ) ≈ (−5.8 V, 3.1 V), and a region of increasing width and decreasing conductance appears with increasing distance from this point along the n b = 0 line. We interpret the point (V t , V b ) ≈ (−5.8 V, 3.1 V) as the point of zero displacement field in the bottom layer and attribute the decreasing conductance to the opening of a gap in the bottom BG. We confirm this interpretation later by analyzing thermal activation and screening properties. Importantly, the gap is closed far off the origin of the entire map, even if residual doping is taken into account. This means that a significant external electrical field needs to be applied to the bottom BG in order to compensate for the finite internal field present at zero external field. This internal field is the crystal field in the TDBG as we confirm later with density functional theory (DFT) calculations.
In contrast, along the zero density line n t = 0 of the top layer, the gap closes at (1.7 V, −8 V). For this layer, the gap closes by applying an external electric field with a sign opposite to that needed for the bottom layer. Using the capacitance model we extract the external fields D t and D b needed to close the gap in the respective layer (details are given in the Supplemental Material). Thereby we directly measure the internal crystal fields E t = −D t = 0.12 V/nm and
For device 2 (and device 3) we obtain similar results, i.e. E t = 0.11 V/nm (E t = 0.13 V/nm) and E b = −0.12 V/nm (E b = −0.14 V/nm). Details are given in the Supplemental Material. Having determined the crystal fields, we estimate the size of the crystal-field induced gaps [7] obtaining a value in the range ∆ ≈ 20 − 30 meV.
Conductance values
The finite size of the top gate matters for the conductance since its value is affected by the presence or absence of p-n junctions. The regions in the graphene flake not below the top gate are affected by the back gate only (singlegated regions). Its voltage V b tunes the single-gated regions to be p-or n-doped. The line of constant density in the single-gated regions n out = 0 is a horizontal line in Fig.2b . p-n junctions in the top (bottom) BG are formed when crossing n t = 0 (n b = 0).
For device 3, which has a global topgate, this line is not present (see Supplemental Material).
Two line cuts G(V t ) for V b = 3V and V b = −5V are shown in Fig.2c and d. For V t , V b > 0, the single-and double-gated regions are n-doped and the conductance is large. By reducing V t , the line n t = 0 is crossed, therefore a p-n-p junction in the top-layer appears and reduces G. A further reduction is observed when crossing n b = 0, where a p-n-p junction forms in the bottom layer. The inverted situation with n-doped single-gated regions is shown in Fig.  2d .
The data also reveal that the conductance is affected more strongly when crossing a zero density line with a large gap (n t = 0 for V b > 0 and n b = 0 for V b < 0) than in the opposite case. We attribute this to the presence of a spatially more extended gapped region at the p-n interface if the gap is large.
Fabry-Pérot oscillations
The presence of regular Fabry-Pérot resonances is revealed when we look at the numerical derivative dG/dV t (Fig.  3a ) [26] [27] [28] . The oscillations occur if a p-n-p or an n-p-n junction is present in either the top-or the bottom BG, see also [6] . We observe two sets of Fabry-Pérot resonances. For negative V b , resonances parallel to the zero density line in the top layer (n t = 0) are observed due to the formation of a p-n-p junction in the upper layer. These resonances are not present for V b > 0, i.e. if an n-p-n junction is formed. The mirrored situation is observed for resonances in the bottom layer, i.e. they are clearly visible in the n-p-n, but not in the p-n-p regime. Also this finding can be attributed to the presence of a spatially extended gapped region at the p-n interface in the n-p-n (p-n-p) regime for the bottom (top) layer that suppresses the relative contribution of mesoscopic effects of the bottom (top) layer to the total current.
We now focus on the Fabry-Pérot oscillations in the top layer for V b < 0 few of which are marked with red lines in Fig. 3a . Apparently, the slope of the resonances changes if the bottom layer becomes gapped (the region is marked with black dashed lines in the figure). The electrostatics in this situation are reduced to that of a simple bilayer system, where lines of constant density are given by
The measured slope is in agreement with this expectation (see Supplemental Material). Such a change in the electrostatic screening clearly demonstrates that the bottom layer is indeed gapped around n b = 0. A model for the expected Fabry-Pérot oscillation periodicity, given the layer densities and the length L = 400 nm of the topgate is given in the Supplemental material. We find a good agreement with the observed periodicity. The model does not capture the change of slope when the resonances approach V b = 0 (yellow line). This can be attributed to an increasing cavity size as the asymmetry of the gating increases [27, 29] .
Thermal Activation
We further studied thermal activation of carriers across the gap. In Fig.3b we show the resistance as a function of n tot for temperatures T between 2 K and 92 K. The data is taken on device 3 which has a global topgate. Similar data on device 1 is shown in the Supplemental Material. The resistance shows activated behavior with increasing T . Fitting an Arrhenius law (R max ∝ exp(∆/2k B T )) we extract a gap of ∆ = 10.6 meV at zero gate voltage (see Fig.  3cd ) and ∆ = 15 meV for device 1. These values are of the same order of magnitude as the gap estimated before using the size of the measured crystal-field (i.e. ∆ ≈ 20 − 30 meV). Deviations are possibly due to thermally activated hopping through states in the gap. Finally, we measured the opening and closing of the gap in the bottom layer ∆ b along the n b = 0 line ( Fig. 3ef ) for device 1. With increasing external field D b , the gap decreases until it reaches a minimum at D b = E b = 0.13 V/nm. We find that ∆ b (D b ) is almost linear, as expected for an electrostatically induced gap in BG. Gate maps at different temperatures can be found in the Supplemental Material.
Theory
To asses the single particle nature of the experimentally observed band gap, we have performed first principles calculations of TDBG graphene, with a rotation angle between the layers of 13 degrees. We show in Fig. 4a the first principles band structure, showing a band gap at the K point of the mini-Brillouin zone. To understand the origin of such a band gap, we computed the layer distribution of the associated Bloch wave functions, to distinguish between states located on the two inner layers and the two outer layers. We do so by defining the inner-outer operator Θ as
where P i is the projection operator in the atomic orbitals of layer i. Computing the expectation value Ψ|Θ|Ψ for each Bloch wave function Ψ allows us to identify the spatial location of each individual state. As shown in Fig. 4a , the inner-outer polarization Θ shows that the top of the valence band hosts states strongly localized in the two inner layers, whereas the bottom of the conduction band hosts states mainly localized in the two outer layers. That picture can be further confirmed by looking at the spatial distribution of the wave functions at the K point ( Fig. 4bc) , showing that the valence state is localized in the two inner layers, whereas the conduction state is localized in the two outer layers. Such layer imbalance creates a small charge imbalance between the two layers, yielding negatively charged inner layers together with positively charged outer layers at charge neutrality, in the absence of any external bias. We emphasize that this is a purely intrinsic electrostatic effect, and it is not associated with an interaction induced symmetry broken state, as it simply stems from the inequivalence of the inner/outer layers in the structure. It is important to note that the first principles calculations were performed for a free-standing double bilayer, whereas in the experiment the double bilayer is encapsulated between hBN. The hBN layers will thus create additional crystal fields in the outer layer, modifying the net internal field of the whole system. By performing a calculation hosting simultaneously a graphene monolayer encapsulated in hBN and a free standing one, we have estimated the crystal field induced by the hBN. It was found that proximity to hBN lowers the onsite energies of the carbon atoms in comparison with the free standing case. As a result, the hBN in the twisted double bilayer system will slightly counteract the intrinsic crystal field, reducing the effective internal field and thus reducing the value of the band gap (see Supplemental Material). As a result, a free standing twisted double bilayer graphene is expected to show a larger intrinsic gap than the encapsulated one discussed in this manuscript.
Both the layer imbalance and the gap at the K point does not appear in low energy models of TDBG based on a continuum Dirac equation or tight binding model. Such absence stems from the electrostatic origin of the phenomenon. We have incorporated the effect of this electrostatic crystal field effect in a low energy tight binding model of the form
where ij denotes the sum over first neighbors in the same layer, r i are the different positions of the carbon atoms in the TDBG structure, and µ is an overall chemical shift chosen to have the charge neutrality point at E = 0. We use the interlayer hopping function t ⊥ (r i , r j ) = t ⊥ (zi−zj ) 2 |ri−rj | 2 e −β(|ri−rj |−d) , where r i is the real space position of carbon atom with index i and d the distance between layers. We take the hopping parameters t = 2.7 eV and t ⊥ = 0.4 eV.
The function V (r i ) denotes the crystal field function that we take to be of the form
where λ controls the strength of the crystal field and Λ is the decay constant of the crystal field. The previous functional form can be readily used to include crystal field effects in an arbitrary twisted graphene multilayer. Analogous crystal field terms have long been known to be present in graphite, and are a natural consequence of the overlap of electronic clouds between different carbon atoms [30, 31] . For single layer graphene, this term simply adds an overall constant to the Hamiltonian, and therefore does not affect the electronic spectra. In a twisted graphene bilayer, this term creates a small modulation in the Moiré unit cell analogous to a Hartree term of the Coulomb interaction [32] , yet without opening any gap in the single particle spectra. For multilayer van der Waals heterostructures with more than two layers [33] , and in particular for the twisted double bilayer described in this manuscript, this term will make inner and outer layers inequivalent by inducing different electrostatic potentials, effectively creating an intrinsic interlayer bias [2] . In this TDBG, at large angles the electronic states of each layer are decoupled at low energies, and the intrinsic interlayer bias in each bilayer opens up a gap [2, 8] .
The effect of the crystal field term in the TDBG can be characterized by the average difference between the onsite energies between the inner and outer layers δ defined as
where Layer j denotes the average value over atoms in layer j. The potential difference δ is controlled in the tight binding model mainly by the parameter λ, with a weak dependence on the screening length Λ. Importantly, since the effective crystal field can depend on the materials between which the TDBG is encapsulated, the linear dependence of the gap allows one to extract the crystal field parameters for the effective tight binding model by comparing with the experimentally measured intrinsic band gap. As noted before, such intrinsic band gap is expected to be different for free-standing bi-bilayer and the encapsulated one of this work, and therefore the crystal field δ will depend on the encapsulation of the bi-bilayer. The combined effect of crystal field and external electric bias can be included in the tight binding model. In Fig. 4f we show the band structure of the TDBG including the crystal field contribution and an external bias perpendicular to the bi-bilayer. The numbers 1-4 in the figure correspond to gating configurations which are labeled in Fig. 2b . As the interlayer bias is ramped from negative to positive values, the gaps in the two layers change independently due to the interplay between crystal field and interlayer bias. The effective decoupling between the two layers is valid in the present large angle regime, whereas at smaller angles the low energy states will be hybridized between the two layers.
The impact of the crystal field contribution at a twist angle of 13 degrees suggests that its effect can introduce important modifications at smaller angles, where the crystal field gap may compete with the intrinsic band gap of small-angle TDBG that stems purely from the interlayer hopping [16, 34, 35] . To address this problem, we exploit the tight-binding model to compute the band gap at the K-point as a function of the twist between the two bilayers with the crystal field contribution, as shown in Fig. 4e . In the absence of the crystal field contribution, the bilayer shows a negligible gap at large angle, which becomes only sizable at small angles. In contrast, in the presence of the crystal field term, the bilayer shows a generic band gap for large angles, that decreases when the small angle regime is approached. At small angles (shaded area in Fig. 4e ) additional lattice relaxation effects may come into play that are not captured by our tight binding model. The behavior of the gap as a function of the angle is qualitatively the same for different values of the crystal field, suggesting that both the encapsulated TDBG of this work and a free standing one would show analogous phenomenology.
Conclusion
We have shown experimentally that pristine twisted double bilayer graphene with a large twist angle between the bilayers has an intrinsic band gap in each layer, that can be closed by applying an external interlayer bias. The origin of the intrinsic band gap, which is a single particle effect, lies in the electrostatics of the different graphene layers. The inequivalency between the inner and outer layers results in different potentials for electrons leading to a small electron transfer, which opens a band gap. This scenario has been verified both with first principles calculations and a low-energy model. Both capture the existence of the intrinsic band gap, as well as its selective closing by means of an external interlayer bias.
The mechanism opening the gap is in striking contrast to other scenarios studying both aligned and twisted graphene layers. There, the intrinsic bandgaps are associated with many-body effects. Our results prove that crystal field effects can have an important impact on the electronic structure of twisted double bilayers, and must be included in theoretical models to properly account for the physics of twisted double layer graphene both at large and small angles. The ability to open and close the gap in each of the bilayers individually may be useful for exploiting the layer degree of freedom in quantum computation applications. 
Zero density lines
Following the argumentation of Ref. [6] and using that C b /C m 1 and C t /C m 1, the zero density lines in the gate-gate map have slopes:
In Fig. S1a we show the impact of these formulas for different structures in a symmetric geometry. For single-(SLG) and Bernal bilayer graphene (BG), the zero density line consists of a single line with slope −C t /C b . For BG, the applied perpendicular electric field along this line is changing, and it is zero at the origin. A splitting of the zero density line can be observed for large-angle twisted BG, with the amount of splitting given by (1 + C q /C m ). The behavior is non-linear, since C q ∝ √ n. This is different for large angle TDBG where C q ∝ const. (red lines in the figure) . For the depicted lines in the figure we used a symmetric configuration with C t = C b = 0.05 µF/cm 2 . As geometric capacitances between the twisted layers we use C m,BG = C m,SLG /2 = 3.75 µF/cm 2 and for the quantum capacitances standard values from literature.
In Fig. S1b we schematically draw the electrostatic model for large-angle twisted bilayer graphene. The geometric capacitance between the layers, C m,SLG , can be obtained by considering two "thick" graphene layers with relative dielectric constant g = 6.9 and thickness d g = 2.6Å separated by vacuum ( = 1) and d = 0.8Å. In this case:
In the case of TDBG, between the center of charges of the top BG and the bottom BG there are two graphene layers and two times a gap with vacuum, therefore slope=-
S2. Extracting the slopes of the zero density lines
Extracting the slopes from the measurements Here we describe our procedure to extract the slopes of the zero density condition from the measurement. In Fig.S2a we consider the slope of the Fabry-Pérot oscillations of the bottom layer if the top layer is gapped. We find
which is in reasonable agreement with the expected slope from electrostatic considerations considering the measured thickness of top and bottom hBN i.e. C t /C b = d b /d t = 1.5. In Figs.S2b-e we determine the slopes of the zero density lines by fitting a line in the middle of the gap and we find:
≈ −3 ± 0.1
Electron-hole asymmetry
We notice that the slopes of the zero-density lines deviate depending on the charge carrier polarity of the other BG. We attribute this effect to a different effective mass for electrons (m * e ) or holes (m * h ) which changes the screening. With C qte = C qbe = C qe = e 2 D e = e 2 2m * e 2 for electrons we modify the above equations to
By using the experimentally extracted value for C t /C b , for the zero-density line of the top BG, we then determine the asymmetry Note that this is independent of the value of C m . In Fig.S3a we show the influence of different electron/hole masses on the zero density lines. In the brown shaded area, the top BG is p-doped. The heavier mass in the valence band leads to a stronger screening of the top-gate. Therefore, a large voltage V t needs to be applied in order to reach the zero-density line in the bottom layer (red solid line) compared to the case where the masses are equal (red dashed lines). I.e. if the top BG is p-doped, the slope of the red solid line is less steep than the red dashed line, and vice-versa if the top BG is n-doped.
In Fig.S3b we plot again the DFT calculation for low energies (see main text) and added dashed lines as guide to the eyes. Clearly, m * e and m * h differ.
Estimation of Cm
We can estimate the geometric capacitance by making assumptions for the quantum capacitance, i.e. C qe = e 2 · 2m * e / 2 π with m * e = 0.80 · 0.03m e and C qh = e 2 · 2m * h / 2 π with m * h = 1.26m * e such that m * e /m * h = 0.63 By inserting this assumption and the measured slopes into Eq.S10, we find C m = 3.5 ± 1 µF/cm 2 (S12)
We can estimate whether this number is reasonable by comparing to the measured capacitance between two single-layer graphene sheets, which was C m,SLG = 7.5 ± 0.7 µF/cm 2 [6] . Within the error bars, we measure half this capacitance, as expected. 
Determining applied fields to the top/bottom BG
For just one bilayer system, the displacement field between the two single layers is roughly
is the capacitance between the top (bottom) graphene layer and the top (bottom) gate and V t (V b ) the voltage applied to the top (bottom) gate. For the TDBG system and for zero density in the top two layers (i.e. n t = 0 and V tBG = 0), we notice that the lower two layers act as a gate on the upper layers, i.e. we replace C b V b by C m V bBG (the product of measured interlayer capacitance between the BG sheets C m and the electrochemical potential of the lower layer V bBG ) and use that the Fermi energy in the bottom layer is
Therefore, the displacement field between the upper two layers is:
We note that we have used two approximations: FIrst, the parabolic dispersion of the bottom BG, i.e. no trigonal warping. For large enough E F,b , this approximation is valid. Second, we considered the gating effect of the bottom BG on the top BG and neglected that the bottom BG consists of two layers with different electrochemical potential. Also this approximation is valid for large enough E F,b .
In analogy we find
The relation between D and the gap has to be solved self-consistently, but for sufficiently large D it is roughly linear, with a slope of 195 meV/(Vnm −1 ).
Measurements on device 2
We fabricated a second TDBG device which exhibits comparable results. The main differences are: • The groundstate resistance is higher, i.e. the highest measured resistance in device 2 is R max = 94 kΩ compared to R max = 10 kΩ in device 1. This may originate from higher quality of the stack.
• Unfortunately, the top gate covers an area, where a single-layer flake is twisted on top of a bilayer flake. We call this area twisted single-layer bilayer graphene TSLBG area. The TSLBG area does not connect source and drain contacts, therefore the observation of high resistance is possible. However, the TSBLG area leads to the appearance of a curved zero density line in the conductance map (white dashed line in FigS4b, originating from the single-layer graphene flake (compare to Fig.S1a ) and a straight line (black dashed line in FigS4b) that is caused by the bilayer graphene in this area. The presence of the TSBLG are does not affect the analysis of the TDBG features.
We apply the above discussed capacitance model, considering the modified values for C t and C b , and obtain the crystal fields present in this device. We find similar values as for device 1, i.e.
With a slope of 195 meV/(Vnm −1 ) we find gaps of:
Measurements on device 3 with a global topgate
In figure S8 we show the gate-gate map G(V t , V b ) of a device which has a global topgate, which we realized by evaporating an additional layer of AlO x after contacting the device and before depositing the top gate. As opposed to devices 1 and 2, the gap appears only in the central region of the plot (around V t , V b = 0, 0), i.e. there is no high resistive state present around V b = 0 for arbitrary V t , as expected for a global topgate. The zero density lines appear to be more 'blurry' in device 3 compared to devices 2 and 1. We attribute this to the fact that the region that we probe with this device is significantly larger (2 × 3 µm 2 ) than the region that we probe with the local topgate (0.4 × 3µm 2 ), making the conductance more affected by local charge density variations due to disorder. Nevertheless, we do observe charge density lines which are in good agreement with our capacitance model. I.e. the red and yellow line in figure S8b are obtained by inserting the geometric capacitances of this specific device into equation S10. We use r = 9.5 for the AlO x layer. At the marked positions of gap closing in the top/bottom layer we find:
With a slope of with a slope of 195 meV/(Vnm −1 ) we find gaps of:
A model for the Fabry-Pérot resonances
To obtain the Fabry-Pérot oscillation periodicity, we calculate the densities using :
From the resulting density maps we calculte the Fabry-Pérot interference pattern using:
where L = 400 nm is the width of the top gate and N is a natural number. Therefore, knowing that λ = 2π/k, with k = √ πn i (i = t, b), we obtain the condition
Plotting this condition in a gate-gate map yields the FP pattern in the top and bottom bilayer that are depicted on top of the experimental measurement in figure S6 . Figure S6 represents the numerical derivative of the measured conductance with respect to the top gate ∂G/∂V tg , which allows us to observe the FP resonance pattern. On the upper left corner of the map we recognize FP interferences that belong to the pn-junction in the bottom BLG. They match reasonably well with the resonances calculated for the bottom layer in the previous section, which are plotted on top of the corresponding region in figure S6 b. The same is valid for the top bilayer resonances in the bottom right corner, except for a change in slope (yellow line in figure S6 a) due to an increase of the cavity size at low densities (see e.g. Supporting Information of Ref. [29] ), which is not captured in our model. A third slope of the interference pattern is observed between the black lines of figure S6 a. This pattern matches reasonably well with the plot of FP resonances in dual gated BLG that we show in red in figure S6 b. These plots were obtained by applying the FP condition (eq S15) using the calculated density of only one BLG. From these results we deduce that the top BLG in this area is not affected by the screening of the bottom BLG, which is possible if the Fermi energy in the bottom BLG is in a gap. This demonstrates that the region of reduced conductance around the zero density lines observed indeed correspond to gapped regions. The mid-gap states in this region may be responsible for the slight difference between the predicted and the measured interference pattern in the gap: in our calculations we approximate the bottom BLG as a charge neutral layer, while instead it may contain non-conducting mid-gap states which can give a small contribution to the screening. Thermal activation behavior of device 1
In figure S7 we show the thermally activated behavior of device 1 (local topgate). We extract the gap as a function of V b by setting V t = 0.
Measurements on device 3 with a global topgate
Gate maps at different temperatures
In figure S9 we show the gate-gate map G(V t , V b ) of device 3 at different temperatures, ranging from 2.2 K to 91 K.
FIG. S10. a) Average electrostatic potential in the z-direction as obtained from density functional theory. The dashed lines show the location of each graphene layer, and the Fermi energy corresponds to Vz = 0. Panel b) shows a sketch of the origin of the crytal field effect, highlighting that Wannier orbitals in the outer layers will feel a higher electrostatic potential, effectively increase the onsite energy in the outer layers and creating a small negative charge in the inner layers.
Density functional theory methods

Computational details
Density functional theory calculations were performed for a structure of twisted double bilayer graphene with a relative rotation angle between the two Bernal stacked bilayers of 13 degrees. The unit cell consists on 152 carbon atoms, and the structure was fully relaxed including van der Waals forces using the Grimme scheme. [36, 37] The first principles calculations were performed with the plane-wave pseudopotential formalism as implemented in Quantum Espresso, [38, 39] using ultrasoft pseudopotentials [40, 41] and PBEsol exchange correlation functional. [42] Microscopic origin of the crystal field effect
We now address the microscopic origin of the crystal field contribution in the TDBG using as starting point the first principles results, which can be easily rationalized combining the selfconsistent Khon-Sham potential with first order perturbation theory.
We start with V (x, y, z) the electronic potential as obtained from solving the Khon-Sham equations with density functional theory, which gives access to the effective potential in each point of the space in the twisted bilayer unit cell. We define the average potential in the xy-plane, parallel to the graphene planes as
where U C denotes integral of the TDBG unit cell and A is the area of the unit cell in the xy plane. The previous average potential as obtained from the first principles method is shown in Fig. S10a . We now take a Ψ i (z) the Wannier wavefunction of an electron localized in layer i, where we have integrated out the xy dependence, and we assume to have analogous z−profiles for the four different layers. The onsite energies α, β in layer 1 and 2 can be computed as
with the onsite difference between the layers δ = α − β. It can be easily seen by inspection of the potential profile V z of Fig. S10a that the integrals α and β will give different results. In particular, since the layer 1 is closer to the outer region with higher potential, the onsite energy of the outer layers will be higher than the one of the inner layers (Fig. S10b ). This yields that for electrons it is energetically favorable to sit in the two inner layers, creating a small internal electric field that yields the inner layers negatively charged and the outer ones positively charged.
FIG. S11. a) Representation of the crystal structure to qualitatively estimate the effect of hBN on the crystal fields. The free-standing graphene is separated by vacuum from the encapsulated graphene and the two systems are decoupled. b) Band structures of the structure represented in figure a), calculated with DFT.
Influence of the hBN substrate
Estimate from monolayer graphene encapsulated in hBN
In the first principle calculations, the top and bottom hBN is neglected in order to reduce the computational cost of the problem. But, because the presence of the hBN lattices influence the crystal field effect, it is relevant to understand their impact. For this reason we compute a structure that allows to estimate their effect on a single layer of graphene, and compare it with the energy dispersion of free standing graphene. Such a structure is schematically represented in figure S11, where the two SLGs are spatially separated by a large distance. In this way we compute a unit cell with two decoupled graphene layers, an encapsulated and a free-standing one, such that we obtain the energy differenece of the two situations (figure S11). The result shows a splitting of ∼ 120 meV between the Dirac points of the two SLGs, where the encapsulated graphene has a lower energy. From this observation we deduce that one hBN layer can shift the potential of a graphene layer in its vicinity by ∼ 60 meV. Therefore, each hBN layer reduces the electrostatic potential of a neighboring graphene layer by 60 meV By simply subtracting the previous 60 meV from the gap computed with free-standing tBBG, we estimate ∆ 0 ≈ 20 meV for encapsulated tBBG, which is of the same order as the experimentally measured gap. Notice that, in order to have a small enough unit cell, we had to stretch the bonds of the hBN lattice.
Full calculation of twisted double bilayer graphene encapsulated in hBN
We now address from first principles a twisted double bilayer together with the hBN encapsulation. Since the calculations involving hBN are computationally expensive, here we will focus on an encapsulated double bilayer structure with a rotation angle of 21.8 • , i.e. a large angle double bilayer which shows an analogous crystal field induced gap to the experimental situation. For the sake of completeness, we will compare the electronic structure of such twisted double bilayer with and without the hBN encapsulation, showing that no qualitative change is introduced by the hBN substrate.
We first focus on the twisted double bilayer without hBN encapsulation and a rotation angle of 21.8 • (Fig. S12a,b) . As shown in the first principles band structures of Fig. S12c,d , an analogous crystal field induced gap appears in the system, creating a small charge imbalance between the inner and outer layers. This is the same phenomenology as it was observed in the twisted structure at 13 degrees rotation, which highlights that the crystal field induced gap FIG. S12. a,b) Sketch of the twisted double bilayer structure without the hBN encapsulation and a rotation angle of 21.8 • . Panels c,d) show the first principles band structure, showing that the top of the valence band is localized in the two inner layers, which is associated with the crystal field induced gap.
FIG. S13. a,b) Sketch of the twisted double bilayer structure with the hBN encapsulation and a rotation angle of 21.8 • . The first principles band structure c,d) shows an analogous behavior to the case without hBN, but presenting a smaller crystal-field induced gap.
happens for generic large angles. We now move on to the twisted double bilayer with hBN encapsulation and a rotation angle of 21.8 • (Fig. S13a,b ). In this situation, we also observe a crystal field induced gap in the encapsulated twisted double bilayer (Fig. S13c,d) , similar to the one found without the encapsulation. The top of the valence band is also localized in the inner layers, showing that this encapsulated system will also present a small charge imbalance. The effect of the hBN is to slightly decrease the value of the crystal field induced gap, yet without creating a qualitative change in the electronic structure.
