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図 1 システムモデル（3 ノード）






ぞれ I 01，O0 に切り替える）．
このシステムモデルに基づく高信頼化手法はいくつか存在
する [6]．本稿では，リカバリ時間を小さく抑えることが可能
な高信頼化手法である Active Standby方式 [6]や Semi-Active
Standby方式 [13]，適応型 Semi-Active Standby方式 [10]を利
用を想定する．

























バリ時間Rtime と，問合せ qにおけるネットワーク使用量 u(q)
を次のように定義する．
［定義 1］ リカバリ時間 Rtime
Algorithm 1 高信頼化を考慮した問合せ最適化方式
1: 仮想座標系を構築（4. 2 節）
2: while 未配置の問合せ q が存在 do
3: 問合せ q の解析と処理木 qtree の生成（4. 3 節）
4: qtree 中のプライマリを配置（4. 4 節）
5: qtree 中のセカンダリを配置（4. 5 節）
6: qtree において高信頼化処理を実行（4. 6 節）
7: end while
上流側のプライマリ Nui とセカンダリ N 0 間における通信遅
延時間を Ki，プライマリ Nui の保持する再処理が必要なタプ
ル数を Qi，1タプル当りの処理時間を pとするとき，Rtime は
以下のように定義される．




［定義 2］ ネットワーク使用量 u(q)
問合せ q に含まれるオペレータ間のリンク集合を L，リンク l








の高信頼化対象ノードについて Rtime < R0time を満たし，u(q)
を最小化することであると定義される．
4. 提 案 方 式


























図 2 GT{ITM により生成した 100 ノードの仮想座標系
Algorithm 2 Vivaldiアルゴリズム：入力 (rtt,~xi, ~xj)
1: repeat
2: 実測値と仮想座標系による推定値の誤差を計算
e = rtt  k~xi   ~xjk
3: 誤差の生じている座標方向への単位ベクトルを生成
~dir = u(~xi   ~xj)
4: 誤差修正のためのベクトル f を生成
~f = ~dir  e
5: 自身の座標をベクトル f 方向へ移動させる
~xi = ~xi +   ~f


















信相手の座標 ~xj，座標 ~xj の計算機と通信を行った際に測定さ
れた通信遅延時間 rttを受け取る．そしてこれらの値から，通
信遅延時間 rtt と仮想座標系中のユークリッド距離 k~xi   ~xjk
の差をとり，現在の仮想座標系における誤差 eを算出する．続
いて，座標 ~xi，~xj から誤差修正方向を示す単位ベクトル ~dirを
取得し，eと ~dirから誤差修正ベクトル ~f を生成する．最後に，
~f を (0 <=  <= 1)倍したベクトル分，座標 ~xi を移動させるこ
とにより実測値と仮想座標系の誤差を修正していく．この処理


























問合せ q から高信頼化を考慮した処理木 qtree を生成する．
図 3 に生成される処理木の例を示す．まず問合せから処理木
(S;O1; O2; D)を生成し，プライマリ (O1; O2)に対してそれぞ
れ 1つずつセカンダリ (O01; O02)を用意する．続いて，qtree の
プライマリ (O1; O2) に対して Relaxation アルゴリズム [9] を
適用するために，事前に与えられた各情報源のデータレートと
各オペレータの選択率を基にして，プライマリ間のデータレー


















ネ定数を ki，バネの伸びを ~sとすると，~Fi = 12ki~sとなる．こ
れに基づき，仮想座標系で動作する Relaxationアルゴリズム





























図 4 Relaxation アルゴリズムの動作例
信遅延時間 Lat(l)と設定する．これにより，オペレータがリン
























Relaxation アルゴリズムの詳細をアルゴリズム 3 に示す．
Relaxationアルゴリズムは入力として，プライマリ Oi を受け




ルの総和 ~F を求める．最後に ~F を (0 <=  <= 1)倍したベクト
ル分，Oi の座標 ~Oi を移動させる．この処理は各プライマリに









Algorithm 3 Relaxationアルゴリズム：入力 (Oi)
1: repeat
2: Oi にかかるネットワーク使用量ベクトル ~F の初期化
~F  ~0
3: for all Oj in Connected(Oi) do
4: Oi と隣接するプライマリによるネットワーク使用量ベクトル
~F の総和を求める
~F  ~F + ( ~Oi   ~Oj)DR(Oi; Oj)
5: end for
6: ネットワーク使用量ベクトル ~F を基にプライマリ Oi の座標を
移動させる
~Oi  ~Oi + ~F  





4. 5. 1 セカンダリ配置の方針
本方式では，ネットワーク使用量を最小化し，高信頼化にお
けるリカバリ時間制約を満たす問合せ最適化を行う．本稿にお
けるリカバリ時間 Rtime は定義 1により，通信遅延時間 K と
















セカンダリ O0 が選択演算や射影演算に代表されるような 1
入力となるオペレータである場合，リカバリ処理は高信頼化対
象 Oの上流側にあるプライマリ Ou からのみ行われることにな
る．したがって，O0 に対して，ネットワーク使用量を最小化す
るセカンダリ配置座標は Ou の持つ座標である．ゆえに本方式
では，セカンダリ O0 の入力が 1つの場合，上流側のプライマ
リ Ou の存在する座標から，CPU 使用量を除いた次元に射影
した座標を起点座標とする．（図 5）
 セカンダリの入力が 2つの時
セカンダリ O0 が結合演算や和演算に代表されるような 2入
力となるオペレータである場合，リカバリ処理は高信頼化対象







































系上で図 6に示すような位置関係でセカンダリ O0 の配置が与
えられた場合を考える．この時，Ou1; Ou2 と O0 の間に発生す
るネットワーク使用量 NW は以下の式となる．




NW >= DR(Ou1) (x+ y) (6)
さらに，三角不等式により，x+ y >= z となるため，
NW >= DR(Ou1) (x+ y) >= DR(Ou1) z (7)


















4. 6 Semi-Active Standby方式による局所最適化
全てのオペレータの配置が完了した qtree に対して高信頼化
処理を実行する．3. 1節で述べた通り，本稿では高信頼化手法
として，Active Standby 方式 [6] や Semi-Active Standby 方






我々の先行研究である Semi-Active Standby 方式，適応型













5. 評 価 実 験
5. 1 実 験 概 要
ネットワークトポロジジェネレータである Georgia Tech In-
ternetwork Topoloy Generator(GT{ITM) [12] を用いて分散
ストリーム処理環境のシミュレータを実装し，ネットワーク使
用量，リカバリ時間，CPU 使用量の測定と比較を行う．本実





































5. 2 実験 1:ネットワーク使用量の比較
本実験では，各方式における分散ストリーム処理環境全体
のネットワーク使用量の推移を比較する．本実験では，リカ
バリ時間制約を 100ms，高信頼化における Ack 送信間隔を
200msと設定した．さらに，提案方式と上流方式については，
Active Standby方式により高信頼化した提案方式 (AS)，上流
方式 (AS)と，適応型 Semi-Active Standby方式により高信頼
化した提案方式 (A-SAS)，上流方式 (A-SAS)についても比較
を行った．ランダム方式とラウンドロビン方式については，適
応型 Semi-Active Standby 方式による効果が期待できないと
し，Active Standby 方式により高信頼化した場合のみ比較の
対象とした．
5. 2. 1 実 験 結 果
実験結果を図 10，11 に示す．図 10，11 は，問合せを 1 個
から 100個まで追加した場合のネットワーク使用量累積値の推
移である．x軸は登録した問合せの割合，y軸はネットワーク
使用量累積値を表す．図 10は Active Standby方式で高信頼化
を行った場合の比較，図 11は，提案方式，上流方式に置いて
Active Standby方式，適応型 Semi-Active Standby方式を適
用した場合の比較を示している．
 Active Standby方式を用いた時の各方式の比較







提案方式 (AS) と上流方式 (AS) を比較すると，全ての問合
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最大 (ms) 平均 (ms) 制約充足率 (%)
提案方式 (AS) 96.1 76.1 100%
提案方式 (A-SAS) 100.0 100.0 100%
ランダム方式 150.2 111.7 22%
ラウンドロビン方式 157.5 108.0 44%
上流方式 126.4 86.3 83%























た．リカバリ時間制約を 100ms，高信頼化における Ack 送信
間隔を 200ms と設定し，提案方式，ランダム方式，ラウンド
ロビン方式，上流方式の各方式において比較を行った．
5. 4. 1 実 験 結 果
実験結果を表 2に示す．表 2は，各方式により問合せの配置
を行った際の，最大オペレータ配置数とオペレータ配置数の分
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