This article compares the small-sample properties of the Agresti-Pendergast and the ATS rank-based method, as described in Brunner, Domh, and Langer (2002), for comparing J dependent groups. The results indicate that the Type I error of the Agresti-Pendergast method is more conservative when 2 J = , but under most conditions, the ATS method performs best in terms of both Type I errors and power.
Introduction
The classic rank-based method for comparing J dependent groups is Friedman's test. Consider a random sample of n vectors from some J-variate distribution. As is well-known, Friedman's test assigns ranks to the values within each vector and is based on a compound symmetry assumption under the hypothesis of no treatment effect (e.g., Brunner, Domhof, & Langer, p. 68) . That is, the distribution is assumed to be invariant under all permutations, which implies that the variances and covariances are equal. Two attempts at improving upon Friedman's are based in part by assigning ranks to the pooled data instead (Iman, 1974; Quade, 1979) . Subsequently, Agresti and Pendergast (1986) proposed a rank-based test that was found to provide better control over the probability of a Type I error and better power. (For relevant theoretical results, see Kepner & Robinson, 1988 
Agresti-Pendergast Test
Let R ij be the midrank of X ij among all N observations. The midrank is determined by means of the so-called counting functions 
Simulation Results
This section reports simulation results on the small-sample properties of the AgrestiPendergast and ATS methods. The simulations were run with MATLAB 7.1. A correlation matrix with a common correlation ρ was used and observations were generated from J-variate normal distribution (J = 2, 3, 4). Because any order preserving transformation of the data does not alter the results, the simulation results apply to a wide range of non-normal distributions. The sample sizes were taken to be n = 10, 20, and 30 and correlations used were ρ = 0, 0.2, 0.5, 0.8 resulting in 36 conditions. A total of 1,000 replications were used to estimate the Type I error probabilities, denoted byα , and estimated power, which is denoted by γˆ. When studying power, the mean of the marginal distribution of the first group was increased from zero to one. The results are given in Table 1 . Figure 1 contains the estimated powers for all of the conditions. To make it clear, the four ρs are listed separately. As indicated, ATS is generally preferable.
The discrete case, where tied values occur, was also considered. For the goal of creating a reasonable number of tied values, the distribution used here is Binomial (10, 0.4). Figure 2 gives the plots of power vs. sample size in this case. As can be seen, ATS has higher power than Agresti-Pendergast for 5 . 0 = ρ . For the independent case, the choice of method is less clear, with the the Agresti-Pendergast offering a bit of an advantage in some instances.
Conclusion
In summary, the simulations show that in many situations, there is little separating ATS and Agresti-Pendergast.
However, there are situations where ATS is preferable to AgrestiPendergast in terms of both Type I errors and power. The main exception is the case 2 J = and 10 n = , where the Agresti-Pendergast performs reasonably well in terms of Type I errors, while ATS does not. 
