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Abstract — There is increased interest in accurate model 
acquisition from large scale data streams. In this paper, because 
we have focused attention on time-oriented variation, we 
propose a method contracting time-series data for data stream. 
Additionally, our proposal method employs the combination of 
plural simple contraction method and original features. In this 
experiment, we treat a real data stream in credit card 
transactions because it is large scale and difficult to classify. This 
experiment yields that this proposal method improves 
classification performance according to training data. However, 
this proposal method needs more generality. Hence, we’ll 
improve generality with employing the suitable combination of a 
contraction method and a feature for the feature in our proposal 
method. 
I. INTRODUCTION 
The data stream (such as network communication log, 
transaction log and operation log) occurs randomly and has 
changed its feature day by day. The cumulative data stream is 
large scale. In addition, it has attracted the attention because 
achieving the best model is the most important.  
For improvement of the prediction performance and the 
cost performance, part of the process for achieving the best 
model, new features are constructed or feature subset is 
selected. However, it’s not easy that constructing feature 
newly without loss of generality and selecting the best feature 
subset when there are many features. For this reason, various 
researches are proposed in these days. 
There are some studies such as method to select some 
similarities among features [1], a method to select dependence 
from among features to objective variable [2], converts feature 
of the data into the score and classify it by various techniques 
[3], to select features by changing a penalty dynamically [4]. 
In addition, there is a report of category, basic method and 
their problem about feature selection [5]. 
Using Forward-backward stepwise selection (stepwise) in 
this paper selects from dependency to objective variable also 
in [2]. However, using in the real-data, False Positive Rate 
(FPR) using in [2] is unable to function because quantitative 
balance between positive-class and negative-class is partial 
(FPR is always close enough to 100% when training data was 
classified at random). In a part of the process of stepwise, 
remove similar features by correlation coefficients between 
each feature such as [1]. Method in [4] for feature selection is 
useful when quantity of training data is not enough, however it 
was reported that is not useful when quantity of training data is 
large scale such as our research. 
In a study of feature variation by feature subset selection 
bias [6], it’s shown to experimental data that the feature 
variation is small when quantity of data is large scale. 
In a study to classify fraud-use and normal-use for fraud 
detection from credit card transactions, best combination of 
training data sampling and classifies are extracted. Then it was 
best combination when quantities of fraud-use and normal-use 
were equivalent. Consequently, it warranted sampling the 
normal-use data in this paper. Treated data in this paper is 
difficult to classify more than the data in [7] because it is 
larger and more features than data in [7], and percentage of 
fraud-use data is 0.38% (percentage is 20% in [7]). 
Because data stream keeps changing, we have focused 
attention on time-oriented variation. For this reason, we have 
employed some constructed features that were generated from 
some past data and were formulated by expert’s knowledge. 
Those constructed features are called “behavior features” 
(refer to Chapter III). However, in a research of data stream 
mining, using behavior features with their some past data more 
as explaining variables was improved performance of 
classifier [8]. However when using past data as explain 
variables simply increase explaining variables greatly, it needs 
more computational cost for the analysis. For this reason, we 
propose using behavior features with contracting their past 
data more. 
For improvement of performance of classifier in real data 
stream, the aim of this paper is to propose a best selection 
method that selects features from contracted features by 
managing plural time-oriented information contraction method. 
In addition, we propose employing the suitable combina-
tion of a contraction method and a feature for the feature. 
II. PROPOSAL METHOD 
For feature construction, there are some approaches to 
construct a feature newly from different features and to 
extract a new feature from a part of a feature. Because we 
noted that the feature of data stream varies with time, we 
contracted a feature and its past features. In this way, we 
hypothesize that classifier will be improved performance by 
selecting effective features. We already have employed the 
feature that was formulated by the expert. That feature is 
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called “behavior feature” and generated by contracting past 
features (refer to Chapter III). However, this proposal method 
does not need the expert. We represent a behavior feature in 
the scholarly definition because it’s elaborate calculation 
(refer to Chapter III). 
The procedure of this proposal method; 1) Constructing 
new feature from several features by time-oriented 
information contraction methods. 2) Selecting beneficial 
features for performance of classifier from among generated 
features by a procedure in 1). 3) Applying 1) and 2) to each 
features. 
Let R  be a set of possible features, ( )Rxn ∈  be a given 
feature. Let { }Nnnnn xxxX −−−= ,2,1, ,,, K  be a feature set of 
the past features of nx . Let Model  be a set of feature for 
classifier. Let φ  be an information reduction method, and 
( )nn Xx ,φ  be a contracted feature that is generated byφ . Let ( )FS  be a selection method. A FIGURE I is the algorithm 
of proposal method.  
 
FIGURE I: THE ALGORITHM OF PROPOSAL 
METHOD 
Beneficial features are selected by ( )FS  from nx  
and ( ) ( ) ( ){ }nnmnnnn XxXxXx ,,,,,, 21 φφφ K . In addition, 
those are added to Model . Then each feature is applied. In 
this paper, we use stepwise method as ( )FS . 
A FIGURE II is a flow of generating a classifier model 
with this proposal method. After training data was applied to 
sampling process, it constructs behavior features that are 
formulated by the expert. In addition, information contraction 
features are appended. Then it applies to feature selection 
process and generate classifier model. 
A. Credit Card Transaction Data 
Using credit card transaction data has occurred on real-
time when a card-holder makes a payment by credit card. The 
scale of the quantity of data is large so that quantity of data to 
deal with in a finance company is beyond 1,000,000 
transactions per day. Additionally, a couple hundreds of data 
occur in the peak for one second. Because the credit card is 
used all over the world, transactions occur 24-7. There are 
business information (such as Card ID, Transaction amount, 
Terminal ID) and customer information (such as Credit Limit) 
in these features. 
Because credit card transaction data is large, complicated 
and difficult real time-series data that has 0.38% fraud-use 
data (and 53 original features), this data is well-suited for the 
validation of our proposal method. 
 
 
FIGURE II: THE FLOW OF A GENERATED 
PROPOSAL MODEL  
III. BEHAVIOR FEATURES 
The feature that was constructed separately from the 
original feature is called "processing feature". A transaction 
data ( m -dimensional) is { }0,0,20,10 ,,, mxxxR K= . 
The past data of 0R  before the nth transaction 
is { }nmnnn xxxR −−−− = ,,2,1 ,,, K . The constructed feature 
that was constructed from the feature of { }NRRR −−− ,,, 21 K  
is called “behavior feature”. These features are used to 
analyze credit card transactions for fraud detection in 
financial company, and improve classification performance 
there. These include some unique methods that were 
formulated for quantifying expert’s knowledge or know-how. 
The experts of credit card fraud detection have known that 
criminals behave strangely compared with each card holder’s 
Initialize: { }NxxxR ,,, 21 K=  
        { }=Model  
 
Do each original feature: Rxn ∈  
/* nX  is past features of nx */ ( ) ( ) ( ){ }nnmnnnnnn XxXxXxx ,,,,,,, 21 φφφ K=Φ  ( )nn FSZ Φ=  
nZModelModel U=  
 
Output: Model  Proposal 
Model
Training Data 
Append Information 
Contraction Features 
Feature Selection 
Sampling 
Append Behavior 
Features 
Classifier Model 
The flow of generating a proposal 
model 
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measure (such as buying jewelry goods abruptly, using a 
credit card when its holder is sleeping). According to these 
expert’s knowledge, we formulated behavior features. 
However because expert’s knowledge are various, we could 
not quantify easily. Together with experts we spend 
approximately a year for formulating behavior features. In 
actual classification work for fraud detection, these unique 
methods have employed and have improved the performance 
of classifier. 
In this paper, we introduce Round-use Coefficient. Based 
on expert’s knowledge or know-how, this coefficient 
quantifies that how many times criminals used credit card at 
short period of time. This method replaces expert’s 
knowledge (such as if a credit card was used n times in t  
hours.) to a window function. Past features are replaced a 
behavior feature by using that windows function. This feature 
expresses the bigger the value is more dubious. We illustrate 
an example concretely. 
 
TABLE I 
THE EXAMPLES OF THE EXPERT’S KNOWLEGDE 
FOR ROUND-USE COEFFICIENT 
THE 
NOMBER OF 
KNOWLEDGE 
WITHIN 
 T 
HOUR(S) 
OVER 
 C 
TRANSACTION(S)
1 25.01 =T  11 =C  
2 00.12 =T  32 =C  
3 50.13 =T  43 =C  
 
A. An Example of “Round-use Coefficient” 
Experts of credit card transaction represent the feature of 
round-use by the number of times per time. For example, 
there is expert’s knowledge such as TABLE I. Let ( )ntw −2  
be a window function of second knowledge, denote following 
a formula. 
( )
⎩⎨
⎧ <≤= −−− otherwise
TtTtf
tw nnn ,0
),( 21
2            (1) 
 Let 0x  be a current credit card transaction, nx−  be n  
times earlier transactions of 0x . Let nt−  be time interval 
between a time of 0x occurred and a time of nx−  occurred. 
Let ( )f  be a monotone decreasing function (such as linear 
function or sigmoid function) that pass through the points of ( )111, −CT  and ( )122 , −CT . Let ( )nk tw −  be a window 
function of k th knowledge, denote following a formula when ( )f  means linear function (Slope and intercept are ( )da  
and ( )db ). 
( )
⎪⎩
⎪⎨
⎧ <≤+−= −−−−
otherwise
TtT
d
bt
d
a
tw knknnk
,0
, 1             (2) 
( )⎪⎭
⎪⎬
⎫
−=
−=
−=
−−
−−
−
11
11
1
kkkk
kkkk
kk
TTCCd
TCTCb
CCa
                                                 (3) 
 
A value of Round-use Coefficient is obtained following a 
formula from the past transactions. Let N  be the number of 
past transactions. We define K  as the number of knowledge 
(in example, 3=K ) 
( )∑∑
= =
−=
N
n
K
k
nk twW
1 1
                                                     (4) 
IV. CONTRACTION METHODS 
We explain the method that we employed for an 
information contraction in this chapter. It is noted that using 
original features, behavior features and some past data 
achieves more than using these features without some past 
data [8]. However, appending simply past data needs more 
computational cost because it mounts up many input features. 
By contracting some past behavior features to a new feature, 
it solves this problem. Because current and past feature sets 
are able to regard the time-series, those new features retain 
feature of original data by contracting the time-series 
variation, the statistical feature and the clustering of dataset. 
There are three main possible ways in the reduction about 
time-series data.  
z Describing the bias of time-series data by approx-
imation formula. 
z Replacing time-series data with statistical represent-
tative value. 
z Focusing on the similarity and the bias of distribu-
tion in time-series data. 
In this paper, we implement a number of methods with 
each of these ways. Additionally, we evaluated these methods 
to improvement of classifier. 
 
TABLE II 
THE INFORMATION OF THE TREATED DATA 
INFO. VALUE NOTE 
Quantity of 
data 13,583,331 
Internalize fraud-use 
51,984 
Percentage 
of fraud-use 0.38% 51,984÷13,583,331 
Features 53 Internalize 29 behavior features 
 
Those are categorized in Straight-Line Approximation, 
Representation Value and Similarity. Because we used large-
scale data stream, we employed some methods with low cost. 
We employed the simple method that did not need an expert 
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knowledge unlike the behavior feature in Chapter III.  
We propose employing the suitable combination of a 
contraction method and a feature for the feature. 
A. Straight-Line Approximation 
Let t be the time when nx  has occurred, denoting { }( )nn XxX ,=  and { }( )NtttT −−= ,,, 1 K . The constructed 
features calculate a slope and an intercept by bTaX +×= . 
These features describe the time series variation by a straight 
line. 
B. Representative Value 
Each of these methods, we choose the representative value 
from a feature and the past features. In this paper, we 
employed arithmetic mean, the maximum, the minimum and 
the range. 
C. Similarity 
These methods calculate a distance of a feature and the 
past features. We employed the Euclidean norm, the 
similarity and the extended similarity. 
 
 
FIGURE III: USUAL PROCEDURE AND PROPOSAL 
PROCEDURE 
V. EXPERIMENT 
In this experiment, we treated real credit card transaction 
data that have 53 original features (internalize 29 behavior 
features) and have 13,583,331 observations (internalize 
51,984 fraud-use observations). We compared the 
classification performance of the generated model by a 
proposal procedure and the generated model by a procedure 
that we employed so far. In this comparison, we confirmed 
stability by 10 times operation. 
FIGURE III is the flow of proposal procedure and the 
flow of usual procedure. Append Behavior Features adds the 
behavior feature (refer to Chapter III) that the expert 
formulated with us. We employed Stepwise to the feature 
selection. We generated a Classifier Model in logistic 
regression and we made scoring by that model and classified 
credit card transaction data. 
Append Information Contraction Features adds the feature 
that contracts the past data of each feature (refer to Chapter 
IV). 
In actual classification work for fraud detection, because 
credit card transaction data is large scale, operators can 
process only 0.2% of all transactions. Consequently, we 
evaluated the performance of classifier with top 0.2% of the 
cap-curve. 
A. Experimental Results 
We confirmed relations between the behavior feature and 
the rate of fraud-data. Thence, we exhibit a most interested 
result in FIGURE IV. 
FIGURE IV shows logit of fraud-rate according to Round-
use Coefficient in this experimental data. Fraud-rate means a 
rate of fraud-data. 
Therefore, in this experimental data, Round-use Coeffi-
cient describes the relation to fraud-rate. 
 
 
FIGURE IV: LOGIT OF FRAUD-RATE BY ROUND-USE 
COEFFICIENT 
Usual procedure 
Sampling 
Feature Selection 
(Stepwise) 
Append Behavior 
Features 
Classifier Model 
(Logistic Regression) 
Usual Model 
Training Data 
Proposal procedure 
Proposal 
Model
Training Data 
Append Information 
Contraction Features 
Feature Selection 
(Stepwise) 
Sampling 
Append Behavior 
Features 
Classifier Model 
(Logistic Regression)
205
 
FIGURE V: CAP CURVES OF USUAL MODEL AND PROPOSAL MODEL 
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FIGURE V is experimental result. Horizontal axis is 
denoted a rate of transaction according to the highest-ranking 
score. Vertical axis is denoted a rate of detected fraud-
transaction of all fraud-transaction. 
It is because operators cannot process only 0.2% of all 
transaction, the point of focus in FIGURE V is a point of 
0.002 on cap curves. In nine cases out of ten cases, usual 
models are the same or more than proposal models. However, 
in other 1 case, classifier model was improved. Due to a 
number of selected features ware relatively small, the one 
case was different from the rest. In this experiment, this 
proposal procedure does not have stability. 
Common features in all usual models were 17 features. 
Each usual model selects nearly 40 features. In contrast, there 
was only one common feature, in all proposal models. Each 
proposal model selects nearly 70 features. For this reason we 
consider that the performance of our proposal models had not 
stability. Moreover, those features which have many missing 
values were not selected in this proposal selection method. In 
addition, because this proposal selection method generated a 
number of features, it might have a adverse impact (such as 
curse of dimensionality) on proposal models. 
Accordingly, we have considered that this problem will be 
solved by defining the combination of contraction method and 
feature according to the feature. Consequently, our proposal 
method will be improved because it reform from the reducing 
to generate features and the using some appropriate methods 
for each feature. 
VI. SUMMARY 
For the data stream, we propose a selection method for 
improving performance of the classifier that a selection 
method employs time-oriented information contraction 
method to feature construction. 
Using real credit card transaction data for a month, we 
compared the classification performance with top 0.2% of the 
cap-curve by 10 times operation. This experiment yields that 
this proposal method improves classification performance 
according to training data. However, this proposal method 
needs more generality. 
In this proposal selection method, possible features for a 
model are nearly 500 features because this method searches 
the best combination of the feature and the information 
contraction method from all possible combinations. 
Henceforth, we’ll reduce the combination selection for 
possible model, and improve the generality by the beneficial 
change of proposal selection method. 
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