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Abstract
In 1911, Burnside asked whether or not there exist groups that have an outer
automorphism which preserves conjugacy classes. Two years later he answered
his own question by constructing a family of such groups. Using the small group
library in magma we determine all of the groups of order n < 512 that possess
such an automorphism. Our investigations led to the discovery of four new
infinite families of such groups, all of which are 2-groups of coclass 4.
1 Introduction
Let G be a group, Aut(G) the automorphism group of G, and Inn(G) the subgroup of
inner automorphisms. Then Aut(G) acts naturally on the set of conjugacy classes of
G, and we denote the kernel of this action by Autc(G). Evidently Inn(G) 6 Autc(G),
and we accordingly refer to the elements of Autc(G) as nearly inner automorphisms
or class-preserving automorphisms.
In 1911, Burnside [Bu1, Note B] asked the question: Are there groups G having
nearly inner automorphisms that are not inner? In 1913, he answered his own
question [Bu2]: for each prime p ≡ ±3 (mod 8), there is such a group of order p6
and class 2.
With the aid of modern computer technology we sought to investigate how rare
this property is among groups of small order. Searching the small group library
(made available by the work of Besche, Eick and O’Brien [BEO]) in the magma
system [BCP] we determined, for each n < 512, all groups G of order n such that
Outc(G) := Autc(G)/Inn(G) 6= 1. The algorithmic techniques we used to carry out
this search, and some of the data that we generated from it, are presented in the
concluding section of the paper.
One striking feature of the data is that the groups Burnside sought appear to be
far more common than one might have thought. For example, over 60% of the 56,092
groups of order 256 have a nearly inner automorphism that is not inner. (General
theory suggests that one should look for such groups among soluble groups; Feit and
Seitz [FS, Section C] showed that if G is a finite simple group then Outc(G) = 1.)
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Several suggestive patterns emerged during our systematic search for groups G
with Outc(G) 6= 1. Closer examination led to the discovery of new infinite families
of such groups. Indeed the main result that we report in this paper is the following.
Theorem 1.1 There are four distinct infinite families H = {Hj}
∞
j=1, where Hj is
a 4-generator 2-group of order 25+j and class j + 1 such that Outc(Hj) 6= 1.
Since Burnside’s initial discovery, the problem has been revisited on many oc-
casions. We briefly outline results that relate to Theorem 1.1, and refer the reader
to [Ya] for a more comprehensive survey of the problem and its applications.
In 1947, Wall showed that, for each integer m divisible by 8, the general linear
group GL(1,Z/m), of order m · ϕ(m) has a nearly inner automorphism that is not
inner [Wa]. These include a smallest example of such groups, namely GL(1,Z/8),
of order 32. (There are actually two non-isomorphic groups of order 32 having this
property.) The 2-groups in Wall’s family, namely GL(1,Z/2k), have class 2.
In 1979, Heineken constructed, for each odd prime p, an infinite family of p-
groups of class 2, all of whose automorphisms are class-preserving [Hn]. As far
as we are aware, these are the only known infinite families of groups G for which
Autc(G) = Aut(G). Our search revealed that the smallest such group has order 2
7;
the smallest group in Heineken’s family has order 315.
In 2001, Hertweck constructed a family of Frobenius groups as subgroups of
affine semi-linear groups AΓ(F ), where F is a finite field, which possess nearly inner
automorphisms that are not inner [Ht]. The smallest group in Hertweck’s family
has order 300.
Until fairly recently, all of the known infinite families of groups having class-
preserving outer automorphisms were nilpotent groups of class 2. In 1992, Mali-
nowska [Ma] exhibited, for each prime p > 5 and each r > 2, a p-group G of class r
such that Outc(G) 6= 1; it is not clear how the order of G grows as a function of r.
It is evident from the statement of Theorem 1.1 that the order and class of the
groups Hj in each family grow in a very controlled way. This is because Hj+1 is
built as a central extension of Hj by Z/2. Indeed, each H may be constructed
algorithmically using the p-group generation algorithm [O’B]; this is precisely how
the families were discovered and studied. Furthermore, the groups in all four families
have coclass 4, so we have shown that they are all “mainline groups” in the coclass
graph G(2, 4) (cf. [EL]).
Briefly, the paper is organized as follows. In Section 2 we summarize the neces-
sary background on p-groups. The families alluded to in Theorem 1.1 are introduced
in Section 3. These are parametrized by vectors ǫ ∈ {0, 1}4, but each Hǫ is isomor-
phic to three others, yielding four distinct families. The proof of Theorem 1.1 is
given in Section 4. Finally, in Section 5, we describe the elementary algorithm that
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we used to search the small group database, and summarize the data obtained from
this search.
2 Preliminaries
In this short section we introduce some standard notation and terminology, and
summarize the necessary theory.
If x, y are elements of a group G, then we write xy = y−1xy and [x, y] = x−1xy.
If X,Y are subsets of G, then [X,Y ] = 〈[x, y] : x ∈ X, y ∈ Y 〉. If H = 〈X〉 and
K = 〈Y 〉, then [H,K] = [X,Y ]〈H,K〉. The lower central series of G is the series
G = γ1(G) > γ2(G) > . . . (1)
where γi+1(G) = [G, γi(G)]. A group G is nilpotent if γj(G) = 1 for some j > 1, in
which case the smallest c such that γc+1(G) = 1 is called the nilpotency class (or
simply class) of G. A finite group G is a p-group if |G| = pn for some prime p. All
p-groups are nilpotent, and if G has class c, then G has coclass n− c. If a p-group G
is minimally generated by d elements, then we say that G is a d-generator group.
Each nilpotent group (more generally, each soluble group) possesses a polycyclic
generating sequence [HEO, Chapter 8]. This in turn gives rise to a power-conjugate
presentation (or simply pc-presentation), an extremely efficient model for computing
with soluble groups. We describe these presentations specifically for p-groups.
Let G be a p-group and X = [x1, . . . , xn] ⊂ G be such that if Pi = 〈xi, . . . , xn〉
(i = 1, . . . , n), then Pi/Pi+1 has order p, and G = P1 > P2 > . . . > Pn > 1 refines
the lower central series in Equation (1). If G has nilpotency class c, we define a
weighting, w : X → {1, . . . , c}, where w(xi) = k if xi ∈ γk−1(G) \ γk(G). Evidently,
w(xi) > w(xj) whenever i > j. Any such sequence X satisfies the conditions needed
to serve as the generating sequence of a weighted pc-presentation of G. The relations,
R, in such a presentation all have the form
xpi =
∏n
k=i+1 x
b(i,k)
k 0 6 b(i, k) < p, 1 6 i 6 n
xxij = xj
∏n
k=j+1 x
b(i,j,k)
k 0 6 b(i, j, k) < p, 1 6 i < j 6 n
(2)
We write 〈X | R〉 to denote the p-group defined by such a presentation. We adopt
the usual convention that an omitted relation xpi implies that x
p
i = 1, and an omitted
relation xxij implies that xi and xj commute. We will often find it convenient to
write a conjugate relation xxij = xjw as a commutator relation [xj , xi] = w.
Remark 2.1 In general, one requires that G = P1 > . . . > Pn > 1 refines a related
series called the exponent p-central series [HEO, p. 355]. For the families of p-groups
we consider here, however, the two series coincide.
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A critical feature of a pc-presentation for a p-group is that elements of the group
inherit a normal form xa11 x
a2
2 . . . x
an
n , where 0 6 ai < p. Given g ∈ G as a word
in x1, . . . , xn, a normal form may be obtained by repeatedly applying the relations
in Equation (2) in a process known as “collection”. If each element of G has a
unique normal form, the pc-presentation is said to be consistent. Clearly if G has a
consistent pc-presentation on X = [x1, . . . , xn], then |G| = p
n.
We conclude this section with a useful test for consistency. We state it just for
2-groups – since this is all we need – and refer the reader to [HEO, Theorem 9.22]
for the more general version.
Proposition 2.2 A weighted pc-presentation of a d-generator 2-group of class c on
[x1, . . . , xn] is consistent if the following pairs of words in the generators have the
same normal form:
(xkxj)xi and xk(xjxi) 1 6 i < j < k 6 n and i 6 d, w(xi) + w(xj) + w(xk) 6 c;
(xjxj)xi and xj(xjxi) 1 6 i < j 6 n and i 6 d, w(xi) +w(xj) < c;
(xjxi)xi and xj(xixi) 1 6 i < j 6 n, w(xi) + w(xj) < c;
(xixi)xi and xi(xixi) 1 6 i 6 n, 2w(ai) < c;
(The products in parentheses are collected first in each word.)
3 The families Hǫ
In this section we introduce four infinite families of 4-generator 2-groups of fixed
coclass 4. In the next section we will show that each family consists of groups that
have a class-preserving outer automorphism, thus proving Theorem 1.1.
We will define the groups in each family by giving consistent pc-presentations.
It is convenient to denote the ordered list of pc-generators of the nth group in each
family by Xn = {x1, x2, x3, x4, z, y1, . . . , yn}, with the group minimally generated by
{x1, x2, x3, x4}. The commutator relations for each family are identical, namely
Cn =
{
[x2, x1] = [x3, x2] = [x4, x1] = z, [x3, x1] = y1,
[x1, yi] = [x3, yi] = yi+1 (i = 1, . . . , n− 1)
}
(3)
For each ǫ = (ǫ1, ǫ2, ǫ3, ǫ4) ∈ {0, 1}
4, define
P ǫn =
{
x2j = z
ǫj (j = 1, . . . , 4), z2 = 1, y2n = 1
y2i = yi+1yi+2 (i = 1, . . . , n− 2), y
2
n−1 = yn
}
(4)
Let R ǫn = Cn ∪ P
ǫ
n , define H
ǫ
n = 〈Xn | R
ǫ
n〉, and put H
ǫ = {Hǫn}
∞
n=1. Note that the
pc-presentations for the nth group in each family differ only in the power relations
of the generators xi.
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Proposition 3.1 Let n be a positive integer, and ǫ ∈ {0, 1}4. Then Hǫn = 〈Xn | R
ǫ
n〉
has order 2n+5 and class n+ 1 (hence coclass 4).
Proof. To confirm the order of Hǫn, it suffices to check that their defining pc-
presentations are consistent, for which we use Proposition 2.2. Although there are
O(n3) computations involved in that test, the lion’s share of these may be treated
uniformly for the groups Hǫn. The following table lists all of the triples that must
be checked, together with their normal forms. Triples involving z are omitted, as
this generator is central, as are triples involving two or more ys generators, since
〈ys : s = 1, . . . , n〉 is abelian.
Triple (a, b, c) Conditions Normal form of a(bc) and (ab)c
(x3, x2, x1) x1x2x3y1
(x4, x2, x1) x1x2x4
(x4, x3, x1) x1x3x4zy1
(x4, x3, x2) x2x3x4z
(ys, x2, x1) s 6 n− 2 x1x2zysys+1
(ys, x3, x1) s 6 n− 2 x1x3y1ys
(ys, x4, x1) s 6 n− 2 x1x4zysys+1
(ys, x3, x2) s 6 n− 2 x2x3zysys+1
(ys, x4, x2) s 6 n− 2 x2x4ys
(ys, x4, x3) s 6 n− 2 x3x4ysys+1
(xj, xj , xi) 1 6 i < j 6 4 xiz
ej
(ys, ys, xi) s 6 n− 2, i = 1, 3 xiys+1
(xj , xi, xi) 1 6 i < j 6 4 xjz
ei
(ys, xi, xi) s 6 n− 2, i 6 4 z
eiys
(xi, xi, xi) i 6 4 xiz
ei
Routine calculations using the pc-relations are all that is needed to verify the normal
forms listed in the table. It remains to compute the lower central series of Hǫn:
γ1(H
ǫ
n) = H
ǫ
n
γ2(H
ǫ
n) = 〈z, yi : 1 6 i 6 n〉
γj(H
ǫ
n) = 〈yi : j − 1 6 i 6 n〉 for j = 3, . . . , n + 1
γn+2(H
ǫ
n) = 1.
This shows that Hǫn has class n+ 1, as stated. 
Proposition 3.1 suggests that there are 16 families Hǫ, but the following result
shows that there is some duplication.
Proposition 3.2 For each positive integer n, there are four isomorphism classes
among the groups {Hǫn : ǫ ∈ {0, 1}
4}.
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Proof. Each group H = Hǫn determines a quadratic map q = q
ǫ (independent of
n) as follows. Let V denote the largest elementary abelian quotient of H, namely
V = H/A ∼= (Z/2)4, where A = 〈z, y1, . . . , yn〉. LetW denote the largest elementary
abelian quotient of A, namely W = A/B ∼= (Z/2)2, where B = 〈y2, . . . , yn〉. Define
maps q : V →W and b : V ×V →W , where q(xA) = x2B and b(xA, yA) = [x, y]B
for all x, y ∈ H. Using additive notation in V and W , one easily checks that
b(u, v) = q(u+ v) + q(u) + q(v) for all u, v ∈ V,
so b is the symmetric bilinear map associated to q in the familiar sense.
If Hǫn and H
δ
n are isomorphic groups, and α : H
ǫ
n → H
δ
n is any isomorphism, then
α induces isomorphisms β : V ǫ → V δ and γ : W ǫ → W δ such that qδ(vβ) = qǫ(v)γ
for all v ∈ V ǫ. Thus α induces a pseudo-isometry between qǫ and qδ.
Given two such quadratic maps qǫ and qδ one can easily test for pseudo-isometry
as follows. Fixing a basis {vi} for V , represent a quadratic map q as a 4× 4 matrix
Q = [[qij ]] with entries in W , where qii = q(vi, vi), qij = b(vi, vj) if i < j, and
qij = 0 of i > j. Then q(v) = vQv
tr for all v ∈ V . Using the basis {xiA} for V ,
and identifying A/B with the additive group of the ring (Z/2)[t]/(t2), the matrix
representing q is
Q =


ǫ1 1 t 1
0 ǫ2 1 0
0 0 ǫ3 0
0 0 0 ǫ4

 ,
and the matrix representing the associated bilinear map b is B = Q+Qtr.
Let Qǫ and Qδ be matrices representing the quadratic maps associated to the
groups Hǫ and Hδ for ǫ, δ ∈ {0, 1}4. If g ∈ GL(4, 2) represents an isomorphism
Hǫ/Aǫ → Hδ/Aδ induced by an isomorphism Hǫ → Hδ, then the induced isomor-
phism Aǫ/Bǫ → Aδ/Bδ is uniquely determined by g, and its matrix h ∈ GL(2, 2) is
easily computed. Extend h entry-wise to a map M4(W
ǫ) → M4(W
δ), and denote
the image of X ∈M4(W
ǫ) by Xh. Then qǫ and qδ are pseudo-isometric if and only
if there exists g ∈ GL(4, 2) such that
gBδgtr = (Bǫ)h and vi(gQ
δgtr)vtri = vi(Q
ǫ)hvtri ,
as vi runs over a basis for (Z/2)
4.
Thus, the determination of the pseudo-isometry classes of the quadratic maps
associated to the families Hǫ is an elementary matrix calculation in GL(4, 2), which
is easily carried out in magma. Those classes are represented by
Qǫ for ǫ ∈ {(0, 0, 0, 0), (0, 1, 0, 0), (0, 1, 1, 0), (0, 0, 0, 1)}.
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Finally, it is not difficult to verify that any pseudo-isometry Qǫ → Qδ lifts to
an isomorphism Hǫ → Hδ. Thus, for each n, there are precisely four isomorphism
classes of group Hǫn, as claimed. 
Remark. The individual groups in each family can be constructed directly in
magma using their given pc-presentations. Alternatively, they can be constructed
sequentially using the p-group generation algorithm. For example,
H2 := SmallGroup (64, 215);
H3 := Descendants (H2)[1]; /* there are 19 descendants; H3 is the first */
H4 := Descendants (H3)[1]; /* again, 19 descendants */
and so forth, constructs the members in the family H(0,0,0,0). Each group in the
family 19 descendants, but only the first descendant in the returned list is “capable”
in the sense that it has further descendants. It was in precisely this way that the
four families of groups were first discovered. The remaining three families can be
constructed by starting instead with SmallGroup (64, n) for n ∈ {216, 217, 218}.
4 Proof of Theorem 1.1
In this section we complete the proof of Theorem 1.1 by exhibiting a nearly inner
automorphism of each group Hǫn that is not inner.
Fix n > 1, ǫ ∈ {0, 1}4, and put H = Hǫn. Define θ : H → H, sending x4 7→ x4z,
and fixing all of the other generators in Xn. One easily verifies (replacing x4 by x4z
in each pc-relation involving x4 and evaluating) that θ ∈ Aut(H).
Lemma 4.1 The automorphism θ is not inner.
Proof. If θ is an inner automorphism, then there exists h ∈ H commuting with x1
and x3, but not with x4. If h =
∏4
i=1 x
ai
i · z
b ·
∏n
j=1 y
cj
j , where all exponents are 0 or
1, then using the defining commutator relations of H we see that
hx1 = x1h ·

za2+a4ya31
n∏
j=2
y
cj−1
j

 .
Hence h ∈ CH(x1) if and only if a2 = a4 and 0 = a3 = c1 = . . . = cn−1. Also,
x3h = x
a1
1 x
a2
2 x
1+a3
3 x
a4
4 z
a2+bya1+c11
∏n
j=2 y
cj
j , while
hx3 = x
a1
1 x
a2
2 x
1+a3
3 x
a4
4 z
byc11
∏n
j=2 y
cj
j
∏n
j=2 y
cj−1
j ,
so that h ∈ CH(x3) if and only if 0 = a1 = a2 = c1 = . . . = cn−1. It follows that
CH(x1) ∩ CH(x3) = 〈z, yn〉 = Z(H). Thus θ is not inner. 
The next lemma completes the proof of Theorem 1.1.
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Lemma 4.2 The automorphism θ is nearly inner.
Proof. We must show that, for each h ∈ H, there exists t = t(h) ∈ H such that
ht = hθ. Fix h ∈ H, and write h =
∏4
i=1 x
ai
i · z
b ·
∏n
j=1 y
cj
j , as in the proof of the
previous lemma. If a4 = 0, then hθ = h and we may choose t(h) = 1. Thus, we may
assume that a4 = 1, whence hθ = hz. We claim that either h
x2 = hz or hx1x3 = hz.
It is clear from the pc-relations that x2 commutes with every yj. This is true
also of x1x3. For, if j < n − 1, then y
x1x3
j = (yjyj+1)
x3 = yjy
2
j+1yj+2. Using the
relations (and a finite induction) one sees that y2j+1yj+2 = y
2
n−1yn = y
2
n = 1. It is
easy to see that yx1x3n−1 = yn−1 and that y
x1x3
n = yn.
Next, observe that x2 commutes with x4, while x
x1x3
4 = (x4z)
x3 = x4z. Thus,
it suffices to show, for each (a1, a2, a3) ∈ {0, 1}
3, if h = xa11 x
a2
2 x
a3
3 , then either
hx2 = hz, or hx1x3 = h. First,
hx2 = (xa11 x
a2
2 x
a3
3 )
x2 = xa11 x
a2
2 x
a3
3 z
a1+a3 = hza1+a3 .
Hence, if a1 6= a3, then h
x2 = hz, as required. It remains to show that x1x3
commutes with h whenever a1 = a3. If a1 = a3 = 0, then either h = 1 or h = x2;
clearly x1x3 commutes with 1, and x
x1x3
2 = x2z
2 = x2. Finally, if a1 = a3 = 1, then
either h = x1x3 or h = x1x2x3; clearly x1x3 commutes with itself, and
(x1x2x3)
x1x3 = (x1(x2z)(x3y1))
x3
= (x1y
−1
1 )(x2z)zx3(y1y2)
= x1x2y
−1
1 x3y1y2
= x1x2x3y
−1
2 y
−1
1 y1y2 = x1x2x3.
This completes the proof of the lemma. 
5 Experimental data
Using the magma system we computed, for n < 512, all groups G of order n such
that Outc(G) 6= 1. The results are summarized in the table below.
1. The first column of the table lists those orders for which there exists at least
one group with a class-preserving outer automorphism.
2. For each n, dn is the number of pairwise non-isomorphic groups of order n.
3. If Cn is the set of (isomorphism classes of) groups of order n that possess a
class-preserving outer automorphism, then cn is the cardinality of Cn.
4. The fourth column records the set On = {|Outc(G)| : G ∈ Cn}.
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n dn cn On
32 51 2 { 2 }
64 267 40 { 2, 4, 16 }
96 231 8 { 2 }
128 2,328 767 { 2, 4, 8, 16, 64 }
160 238 8 { 2 }
192 1,543 233 { 2, 4, 16 }
200 52 1 { 2 }
224 197 8 { 2 }
243 67 8 { 3 }
256 56,092 34,112 { 2, 4, 8, 16, 32, 64 }
288 1,045 28 { 2 }
300 49 1 { 2 }
320 1,640 243 { 2, 4, 16 }
352 195 8 { 2 }
384
400 221 5 { 2 }
416 235 8 { 2 }
448 1,396 231 { 2, 4, 16 }
480 1,213 32 { 2 }
486 261 12 { 3 }
The code used to conduct our experiment is available from either author. Briefly,
the method we used to compute Outc(G) for a given group G proceeds as follows.
1. Compute Aut(G). This is usually the most expensive step, particularly for
certain soluble groups G. Indeed the default magma function was incapable
of handling all of the groups of order 384 and we are indebted to David Howden
for supplying new code that enabled us to complete our search.
2. Compute Ω, the set conjugacy classes of G, together with the natural action
ρ : Aut(G)→ Sym(Ω). This step uses standard magma functions.
3. Compute kerρ and Inn(G) from which we construct Outc(G) = kerρ/Inn(G).
This step is fairly standard as well, although we first convert from the usual
representation of Aut(G) as mappings to the standard (faithful) permutation
representation of this group on the elements ofG. This allows us to use the very
efficient permutation group machinery in magma to compute ker ρ quickly.
There are over 12.5 million groups of order 512, which is why we chose to stop
at order 511. It would not be difficult, however, given sufficient computing power,
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to extend the search to order 512 and beyond.
We conclude this section, and the paper, by reporting on the type of groups
constructed by Heineken, namely those groups G for which Aut(G) = Autc(G).
There are precisely two such groups having order < 512, one having order 128 and
the other having order 486.
Acknowledgments. The authors would like to thank R. Quinlan for bringing this
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