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The rank-sum, rank-product, and rank-union inequalities for
Gondran–Minoux rank of matrices over idempotent semirings are
considered. We prove these inequalities for matrices over quasi-
selective semirings without zero divisors, which include matrices
over the max-plus semiring. Moreover, it is shown that the inequal-
ities provide the linear algebraic characterization for the class of
quasi-selective semirings. Namely, it is proven that the inequalities
hold for matrices over an idempotent semiring S without zero divi-
sors if and only if S is quasi-selective. For any idempotent semiring
which is not quasi-selective it is shown that the rank-sum, rank-
product, and rank-union inequalities do not hold in general. Also,
we provide an example of a selective semiring with zero divisors
such that the rank-sum, rank-product, and rank-union inequalities
do not hold in general.
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1. Introduction
Definition 1.1. A semiring is a set S with two binary operations (addition and multiplication) such
that:
(i) (S,+) is an abelian monoid (with neutral element denoted by 0);
(ii) (S, ·) is a semigroup;
(iii) multiplication is distributive over addition on both sides;
(iv) s0 = 0s = 0 for all s ∈ S .
Definition 1.2. A semiring S is called commutative if the multiplication is commutative, i.e. ab = ba
for all a, b ∈ S .
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We shall always assume that S is a commutative semiring which contains at least two elements.
Definition 1.3. S is called a semiring with zero divisors if there exist nonzero elements a, b ∈ S such
that ab = 0. In this case, the elements a, b are called zero divisors.
Definition 1.4. S is called idempotent if x + x = x for all x ∈ S .
The following class of semirings is useful in different applications, see [8, Chapter 1, Definition
6.4.2].
Definition 1.5. S is called selective if a + b ∈ {a, b} for all a, b ∈ S .
We provide an example of a selective semiring.
Definition 1.6. Amax-algebra is a semiring S such that:
(i) (S \ {0},, ∗) is a totally ordered abelian group;
(ii) a + b = max{a, b}, a · b = a∗b for all nonzero a, b ∈ S.
S is said to be the max-algebra over the group (S \ {0},, ∗).
Themax-plus semiringRmax is important indifferentapplications, see [1,2,4,5,7,9]. Inournotation,
Rmax is the max-algebra over the additive group of real numbers.
The following relation is useful for studying idempotent semirings, see [8, Chapter 1, Proposition
3.6.2].
Definition 1.7. Let a, b ∈ S . If a = a + b, then we write a  b. If a  b and a = b, then we write
a > b. Elements c, d ∈ S are said to be comparable if either c  d or d  c.
Remark 1.8. If S is idempotent (resp. selective), then is a partial (resp. total) order relation.
We generalize the notion of a selective semiring in the following way.
Definition 1.9. An idempotent semiring S is said to be quasi-selective if for all a, b ∈ S there exists a
nonzero c ∈ S such that ac + bc ∈ {ac, bc}.
Remark 1.10. If a semiring S is selective, then S is quasi-selective. By definition, quasi-selective semi-
rings are always idempotent.
We provide an example of a quasi-selective semiring that is not selective.
Example 1.11. LetN be the set of all finite subsets ofN. Then the setQ = N ∪{N} is a semiring under
intersection and union. Q is a commutative quasi-selective semiring that is not selective.
Proof. ByDefinitions 1.2 and 1.4,Q is a commutative idempotent semiring,N ∈ Q is the zero element.
Since {1, 2} ∩ {1, 3} = {1}, Q is not selective.
Suppose I, J ∈ Q. If either I or J equals N, then by K ∈ Qwe denote an arbitrary finite subset. If I, J
are finite, then we denote K = I ∪ J. We get (K ∪ I) ∩ (K ∪ J) ∈ {K ∪ I, K ∪ J}. By Definition 1.9, Q is
quasi-selective. 
We provide an example of an idempotent semiring that is not quasi-selective.
Example 1.12. Let N2 be the set of all pairs of positive integers. Let 0 = (0, 0). Assume (a1, b1) ⊕
(a2, b2) = (max{a1, a2},max{b1, b2}), (a1, b1) ⊗ (a2, b2) = (a1a2, b1b2). Then (N2 ∪ {0},⊕,⊗) is
a commutative idempotent semiring that is not quasi-selective.
Y. Shitov / Linear Algebra and its Applications 435 (2011) 1769–1777 1771
Proof. From Definitions 1.2 and 1.4 it follows that (N2 ∪ {0},⊕,⊗) is a commutative idempotent
semiring.
We denote a = (1, 3), b = (2, 2). Assume r = (r1, r2) ∈ N2. We obtain a ⊗ r = (r1, 3r2),
b ⊗ r = (2r1, 2r2), (a ⊗ r) ⊕ (b ⊗ r) = (2r1, 3r2) /∈ {a ⊗ r, b ⊗ r}. By Definition 1.9, the semiring
(N2 ∪ {0},⊕,⊗) is not quasi-selective. 
Wedealwithmatrices over semirings. In contrastwithmatrices overfields, there aremanydifferent
ways to define the rank of a matrix with coefficients in a semiring, see [1]. We consider the following
conditions, which hold for the usual rank function rk of matrices over a field:
if AB = C, then rk(C)  min{rk(A), rk(B)}, (1)
if A + B = C, then rk(C)  rk(A) + rk(B), (2)
if (A|B) = C, then rk(C)  rk(A) + rk(B). (3)
Now let S be an arbitrary semiring, rk be an arbitrary rank function of matrices over S . We say that
the rank-product (or rank-sum, rank-union) inequality holds for the function rk of matrices over S if for
any matrices A, B, C over S condition (1) (or (2), (3), respectively) holds. Otherwise, we say that the
inequality does not hold in general.
For any semiring S we can consider the free semimodule Sm over S . In this case, the classical
definition of linear dependence cannot be used. The notion of Gondran–Minoux dependence is a
natural replacement, see [1,8,9].
Definition 1.13 [1,Definition 2.11]. A family 〈a1, . . . , an〉 of elements of Sm is called linearly dependent
in the Gondran–Minoux sense (GM-dependent) if there exist elements λ1, . . . , λn ∈ S , not all equal
to 0, and sets I, J such that I ∩ J = ∅, I ∪ J = {1, . . . , n}, and ∑i∈I λiai = ∑j∈J λjaj . If the family〈a1, . . . , an〉 is not GM-dependent, then it is called GM-independent.
Definition 1.14 [1,8]. The number of elements of the largest GM-independent subfamily of
〈a1, . . . , an〉 is called the Gondran–Minoux rank (GM-rank) of 〈a1, . . . , an〉. We denote it by
GM(a1, . . . , an). LetM be a matrix. By GMr(M) we denote the GM-rank of the rows ofM.
The notion of weak linear dependence (see [1,3,6]) is the other way to generalize the classical
definition. However, the rank function based on this notion has rather an irrational behaviour, see [1,
Example 7.17]. In particular, the rank inequalities for this function do not hold even with respect to
matrices over the max-plus semiring Rmax.
In [10] the notion of tropical linear dependence over Rmax was introduced. This new notion is not
a straightforward generalization of the classical concept of linear dependence. It turns out that the
rank function based on this notion coincides with the tropical rank, see [1,2,10]. The rank-product,
rank-sum, and rank-union inequalities for tropical rank of matrices over Rmax were proven by Akian
et al. in [1].
The factor rank of a matrix A ∈ Mm×n(S) is the smallest integer k such that A = BC for some
matrices B ∈ Mm×k(S) and C ∈ Mk×n(S). The rank inequalities for this function hold for matrices
over an arbitrary semiring. The rank-sum and rank-product inequalities for factor rank were proven
by Beasley and Guterman in [3], the rank-union inequality was proven by Pshenitsyna in [11].
Rank functions that are relevant for Rmax, including the Gondran–Minoux rank, were investigated
in [1]. The rank-sum, rank-product, and rank-union inequalities were proven in [1] for determinantal
and tropical ranks of matrices over Rmax but not for the Gondran–Minoux rank.
In [7] authors investigate different interesting properties of several important rank functions but
again with the exception for the Gondran–Minoux rank.
In the present paper we investigate the rank-sum, rank-product, and rank-union inequalities for
Gondran–Minoux rank of matrices over idempotent semirings. In Section 2, we prove these inequali-
ties for matrices over quasi-selective semirings without zero divisors. These results are new even for
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matrices overRmax. In Section 3, for any idempotent semiring which is not quasi-selective it is shown
that the rank-sum, rank-product, and rank-union inequalities do not hold in general. It is shown that
these inequalities provide the linear algebraic characterization for the subclass of quasi-selective semi-
rings within the class of idempotent semirings. Namely, we prove that these inequalities hold for ma-
trices over idempotent semiring S without zero divisors if and only if S is quasi-selective. In Section 4,
we provide an example of a selective semiringwith zero divisors such that the rank-sum, rank-product,
and rank-union inequalities do not hold in general.
We denote by Ih the diagonal matrix with elements h on the diagonal. The p × q-matrix with only
zero entries is denoted by Op×q.
The following lemmas will be useful.
Lemma 1.15. Let a, b ∈ S , a  b. Then ac  bc for all c ∈ S .
Proof. Follows directly from Definition 1.7. 
Lemma 1.16. Let h ∈ S be neither zero nor a zero divisor. Then GMr(IhA) = GMr(A) for every A ∈
Mm×n(S).
Proof. Let a1, . . . , am be the rows of A. In this case, ha1, . . . , ham are the rows of IhA. Let T ⊂{1, . . . ,m} be an arbitrary subset. By Definition 1.14, we must only prove that a GM-dependence
of the family {at}t∈T is equivalent to a GM-dependence of the family {hat}t∈T .
1. Indeed, assume that
∑
i∈I1 λiai =
∑
j∈J1 λjaj . Multiplying by h, we obtain
∑
i∈I1 λi(hai) =∑
j∈J1 λj(haj).
2. Finally assume that
∑
i∈I2 μi(hai) =
∑
j∈J2 μj(haj). Thus
∑
i∈I2(hμi)ai =
∑
j∈J2(hμj)aj . Since
h is neither zero nor a zero divisor, we have that the condition μk = 0 implies the condition
hμk = 0. 
Lemma 1.17. Let h ∈ S be neither zero nor a zero divisor. Suppose that the rank-product inequality holds
for the GM-rank of matrices over S . Then the rank-sum inequality holds for the GM-rank of matrices over S .
Proof. Let A, B ∈ Mm×n(S), GMr(A) = a, GMr(B) = b. We denote X = (Ih|Ih) ∈ Mm×2m(S),
Y =
⎛
⎝ A
B
⎞
⎠ ∈ M2m×n(S). Note that XY = Ih(A + B), consequently GMr(Ih(A + B))  GMr(Y).
Further, by y1, . . . , ya+b+1 we denote arbitrary a + b + 1 rows of Y . Note that the family〈y1, . . . , ya+b+1〉 contains either a+ 1 rows of A or b+ 1 rows of B. Thus the family 〈y1, . . . , ya+b+1〉
is GM-dependent. By Definition 1.14, GMr(Y)  a + b.
We obtain GMr(Ih(A + B))  a + b. By Lemma 1.16, GMr(Ih(A + B)) = GMr(A + B). Thus
GMr(A + B)  a + b. 
Lemma 1.18. Suppose that the rank-sum inequality holds for the GM-rank of matrices over S . Then the
rank-union inequality holds for the GM-rank of matrices over S .
Proof. Let U ∈ Mm×u(S), V ∈ Mm×v(S). We denote D = (U|Om×v), F = (Om×u|V). Note that
D+F = (U|V). Consequently GMr(U|V)  GMr(D)+GMr(F). By Definition 1.14, GMr(U) = GMr(D),
GMr(V) = GMr(F). 
2. Quasi-selective semirings without zero divisors
In this section we prove the rank-product, rank-sum, and rank-union inequalities for GM-rank of
matrices over quasi-selective semirings without zero divisors. In particular, we prove the inequalities
for matrices over Rmax.
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Definition 2.1. Let S be a quasi-selective semiring. A subset R ⊂ S is said to be reduced if
(1) the elements of R are pairwise comparable,
(2) for any r1, r2 ∈ R, s ∈ S such that r1 > r2, s = 0 the condition r1s > r2s holds.
Example 2.2. Let Q be the semiring from Example 1.11. Then the set {{1, 2}, {1, 3}} ⊂ Q is not
reduced.
Let s ∈ S , P ⊂ S . By sP we denote the set⋃p∈P{sp}.
Lemma 2.3. Let S be a quasi-selective semiring without zero divisors. Let R ⊂ S be a finite subset. Then
for some nonzero h ∈ S the set hR is reduced.
Proof. Denote R = {r1, . . . , rn}. By Definition 1.9, for any i, j there exists a nonzero dij ∈ S such that
dijri and dijrj are comparable. We denote d = ∏ni,j=1dij . By Lemma 1.15, the elements of the set dR are
pairwise comparable.
Further, by T we denote the set of all pairs (u, v) such that u, v ∈ dR, u > v, and for some nonzero
cuv ∈ S the condition cuvu > cuvv is not satisfied. Note that by Lemma 1.15, cuvu = cuvv. If T is empty,
then by Definition 2.1, the set dR is reduced. If T is nonempty, then we denote c = ∏(u,v)∈T cuv. In
this case, by Definition 2.1, the set cdR is reduced. Since S is a semiring without zero divisors, we have
d = 0, cd = 0. 
Lemma 2.4. Let ({a1, a2, b1, b2, c1, c2},) be a totally ordered set. Let max{a1, b1} = max{b2, c1},
max{a2, b2} = max{b1, c2}. Thenmax{a1, a2, b1} = max{c1, c2, b2}.
Proof. Assume the converse. Then max{a1, a2, b1} = max{c1, c2, b2}. Without loss of generality it
can be assumed that max{a1, a2, b1} > max{c1, c2, b2}. The situation splits into the following two
cases.
1. Let either a1 > max{c1, c2, b2} or b1 > max{c1, c2, b2}. This contradicts the condition
max{a1, b1} = max{b2, c1}.
2. Suppose a2 > max{c1, c2, b2}. Since max{a2, b2} = max{b1, c2}, we obtain b1 = a2. Thus
b1 > c1, b1 > b2. This contradicts the condition max{a1, b1} = max{b2, c1}.
Theorem2.5. LetS be a quasi-selective semiringwithout zero divisors. Let 〈a1, . . . , an, b1, b2〉be a family
of elements ofSm. Assume that each of the families 〈a1, . . . , an, b1〉 and 〈a1, . . . , an, b2〉 is GM-dependent.
Let a0 = b1 + b2 ∈ Sm. Then the family 〈a0, a1, . . . , an〉 is GM-dependent.
Proof. By Definition 1.13, there exist elements λ0, . . . , λn ∈ S , not all equal to 0, elements
μ0, . . . , μn ∈ S , not all equal to 0, and sets L1, L2, R1, R2 such that Li ∩ Ri = ∅, Li ∪ Ri = {1, . . . , n},
and for any k ∈ {1, . . . ,m}
λ0b1k +
∑
t∈L1
λtatk =
∑
t∈R1
λtatk, μ0b2k +
∑
t∈L2
μtatk =
∑
t∈R2
μtatk. (4)
We canmultiply equalities (4) by a nonzero element. By Lemma2.3,without loss of generality it can
be assumed that the summands in (4) are pairwise comparable. We have that for any k ∈ {1, . . . ,m}
max{λ0b1k,max
t∈L1
{λtatk}} = max
t∈R1
{λtatk},max{μ0b2k,max
t∈L2
{μtatk}} = max
t∈R2
{μtatk}, (5)
here maximum function is taken with respect to the relation  from Definition 1.7. By Lemma 2.3,
without loss of generality it can be assumed that the set {λ1, μ1, . . . , λn, μn} is reduced. If either
λ0 = 0orμ0 = 0, then fromequalities (5) it follows that the family 〈a1, . . . , an, a0〉 is GM-dependent.
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Now suppose that λ0 = 0, μ0 = 0. We can multiply the first of equalities (5) by μ0, we can
multiply the second of equalities (5) by λ0. Thus without loss of generality it can be assumed that
λ0 = μ0 =  = 0.
We denote D = (L1 ∩ R2) ∪ (L2 ∩ R1), Dλ = {t ∈ D|λt > μt}, Dμ = {t ∈ D|μt > λt}, and
D0 = {t ∈ D|μt = λt}. We fix an arbitrary k ∈ {1, . . . ,m}. From equalities (5) it follows that
max
{
b1k, max
L1\D0
{λtatk}, max
L1∩D0
{λtatk}
}
= max
{
max
R1∩D0
{λtatk}, max
R1\D0
{λtatk}
}
, (6)
max
{
b2k, max
L2\D0
{μtatk}, max
L2∩D0
{μtatk}
}
= max
{
max
R2∩D0
{μtatk}, max
R2\D0
{μtatk}
}
. (7)
Note that maxt∈L1∩D0{λtatk} = maxt∈R2∩D0{μtatk}, maxt∈R1∩D0{λtatk} = maxt∈L2∩D0{μtatk}.
Thus by Lemma 2.4, from equalities (6) and (7) it follows that
max
{
a0k,max
L1
{λtatk}, max
L2\D0
{μtatk}
}
= max
{
max
R1
{λtatk}, max
R2\D0
{μtatk}
}
. (8)
Further, the set {λ1, μ1, . . . , λn, μn} is reduced. Let i ∈ Dλ. By Definition 2.1, we have either
μiaik = 0 or λiaik > μiaik . Consequently the removing of the term μiaik does not invalidate equal-
ity (8). Let j ∈ Dμ. For the same reason, the removing of the term λjajk does not invalidate equality (8).
Thus we obtain
max
{
a0k,max
i∈I {νiaik}
}
= max
j∈J {νjajk}, (9)
where I = (L1 \ Dμ) ∪ (L2 \ (D0 ∪ Dλ)), J = (R1 \ Dμ) ∪ (R2 \ (D0 ∪ Dλ)), and νt = max{λt, μt}.
Note that I ∩ J = D \ (Dλ ∪ D0 ∪ Dμ). Since the set {λ1, μ1, . . . , λn, μn} is reduced, we have that
for any s either λs > μs or λs < μs, or else λs = μs. Thus D = Dλ ∪ D0 ∪ Dμ.
This implies that I ∩ J = ∅. Moreover, I ∪ J ⊂ {1, . . . , n},  = 0, equality (9) holds for
every k ∈ {1, . . . ,m}. Consequently by Definition 1.13, from equality (9) it follows that the family
〈a0, . . . , an〉 is GM-dependent. 
Lemma 2.6. Let S be a quasi-selective semiring without zero divisors. Let 〈a1, a2, . . . , an〉 be a family of
elements of Sm. Assume λk ∈ S , k ∈ {1, . . . , n}. Then GM(a1, . . . , an) = GM (a1, . . . , an,∑nk=1 λkak).
Proof. We denote p = GM(a1, . . . , an) + 1. By d1, . . . , dp we denote p arbitrary elements of the
family 〈a1, . . . , an,∑nk=1 λkak〉. By Definition 1.14, it remains to check that the family 〈d1, . . . , dp〉 is
GM-dependent.
Indeed, if
∑n
k=1 λkak /∈ {d1, . . . , dp}, then the family 〈a1, . . . , an〉 contains the family 〈d1, . . . , dp〉.
Since GM(a1, . . . , an) = p − 1, we have that the family 〈d1, . . . , dp〉 is GM-dependent.
Now suppose that
∑n
k=1 λkak ∈ {d1, . . . , dp}. For convenience, assume that
∑n
k=1 λkak = d1.
Further, since GM(a1, . . . , an) = p − 1, we have that for any k the family 〈d2, d3, . . . , dp, ak〉 is GM-
dependent. Then by Definition 1.13, for any k the family 〈d2, d3, . . . , dp, λkak〉 is GM-dependent. The
application of Theorem 2.5 yields a GM-dependence of the family 〈d2, d3, . . . , dp,∑nk=1 λkak〉, i.e.,
the family 〈d1, . . . , dp〉. 
Theorem 2.7. Let S be a quasi-selective semiring without zero divisors. Let matrices A, B, C over S be such
that AB = C. Then GMr(C)  GMr(B).
Proof. By b1, . . . , bk we denote the rows of B, by c1, . . . , cm we denote the rows of C. Note that
ci = ∑kt=1 aitbt .
Y. Shitov / Linear Algebra and its Applications 435 (2011) 1769–1777 1775
From Lemma 2.6 it follows that GM(b1, . . . , bk, c1, . . . , cm) = GM(b1, . . . , bk). By Definition 1.14,
GM(b1, . . . , bk, c1, . . . , cm)  GM(c1, . . . , cm). Thuswe get GM(b1, . . . , bk)  GM(c1, . . . , cm), i.e.,
GMr(B)  GMr(C). 
Proposition 2.8. Let S be an arbitrary commutative semiring. Let matrices A, B, C over S be such that
AB = C. Then GMr(C)  GMr(A).
Proof. By a1, . . . , am we denote the rows of A, by c1, . . . , cm we denote the rows of C. Let T ⊂{1, . . . ,m} be an arbitrary subset. By Definition 1.14, it is sufficient to prove that a GM-dependence of
the family {at}t∈T implies a GM-dependence of the family {ct}t∈T .
Indeed, assume
∑
i∈I λiai = ∑j∈J λjaj . Multiplying by B from the right, we obtain (∑i∈I λiai) · B =
(
∑
j∈J λjaj) · B, i.e.,∑i∈I λici = ∑j∈J λjcj . 
Now we can prove the main results of this section.
Theorem 2.9. Let S be a quasi-selective semiring without zero divisors. Then the rank-product, rank-sum,
and rank-union inequalities hold for the GM-rank of matrices over S .
Proof. The rank-product inequality follows fromTheorem2.7 andProposition2.8. SinceS is a semiring
without zero divisors, we have that the rank-sum inequality follows from Lemma 1.17. The rank-union
inequality follows directly from Lemma 1.18. 
Corollary 2.10. The rank-product, rank-sum, and rank-union inequalities hold for the GM-rank ofmatrices
over the max-algebra Rmax .
Proof. By Definition 1.6, themax-algebra is a quasi-selective semiring without zero divisors. Thus the
result follows from Theorem 2.9. 
Corollary 2.11. Let S be a quasi-selective semiring without zero divisors. Let the conditions A = A1 · · · An,
B = B1 + · · · + Bn, C = (C1| · · · |Cn) be satisfied with matrices over S . Then GMr(A)  mini{GMr(Ai)},
GMr(B)  ∑i GMr(Bi), GMr(C)  ∑i GMr(Ci).
Proof. Follows directly from Theorem 2.9. 
3. Idempotent semirings that are not quasi-selective
This section is devoted to idempotent semirings that are not quasi-selective.We show that the rank-
product, rank-sum, and rank-union inequalities for GM-rank do not hold in general. We characterize
idempotent semirings without zero divisors for which these inequalities hold.
Definition 3.1. S is called antinegative (or zerosumfree) if for any x, y ∈ S such that x + y = 0 it
follows that x = y = 0.
Remark 3.2. Idempotent semirings are always antinegative.
Lemma 3.3. Let S be an idempotent semiring that is not quasi-selective. Then there exists a nonzero h ∈ S
that is not a zero divisor.
Proof. By Definition 1.9, there exist g, h ∈ S such that for any nonzero d ∈ S the elements dg and dh
are non-comparable. Suppose dh = 0, d = 0. By Definition 1.7, dg  dh. This contradiction completes
the proof. 
1776 Y. Shitov / Linear Algebra and its Applications 435 (2011) 1769–1777
Lemma 3.4. Let S be an idempotent semiring, a, b ∈ S . Let the elements ad and bd be non-comparable
for any nonzero d ∈ S . Let A =
(
a
a+b
b
)
, B =
(
a+b
b
a
)
, F = (A|B). Then GMr(A)  1, GMr(B)  1,
GMr(F) = 3.
Proof. FromDefinition 1.13 it follows that arbitrary two rows of A are GM-dependent. Thus GMr(A) 
1. Similarly, GMr(B)  1.
By f1, f2, f3 we denote the rows of F . Suppose that the rows of F are GM-dependent. In this case, by
Definition 1.13, there existλ1, λ2, λ3 ∈ S (not all equal to 0) such that some of the following equalities
hold: λ1f1 = λ2f2 + λ3f3, λ2f2 = λ1f1 + λ3f3, λ3f3 = λ1f1 + λ2f2. Assume that the first of these
equalities holds, we can consider all the other cases in the same manner. Thus we have
λ1a = λ2(a + b) + λ3b, λ1(a + b) = λ2b + λ3a. (10)
We add (λ2 +λ3)a to both sides of the first equality of (10).We sum the first and the second equalities
of (10). We obtain
(λ1 + λ2 + λ3)a = (λ2 + λ3)(a + b), λ1(a + b) = (λ2 + λ3)(a + b). (11)
SinceS is idempotent, from the second equality of (11) it follows that (λ2+λ3)(a+b) = (λ1+λ2+
λ3)(a+b). Using the first equality of (11), we get (λ1+λ2+λ3)a = (λ1+λ2+λ3)(a+b). Thismeans
that (λ1+λ2+λ3)a  (λ1+λ2+λ3)b, so thatλ1+λ2+λ3 = 0. By Remark 3.2,λ1 = λ2 = λ3 = 0.
The contradiction proves that the rows of F are GM-independent. By Definition 1.14, GMr(F) = 3. 
Theorem 3.5. Let S be an idempotent semiring that is not quasi-selective. Then the rank-product, rank-
sum, and rank-union inequalities for GM-rank of matrices over S do not hold in general.
Proof. By Definition 1.9, there exist a, b ∈ S such that for any nonzero d ∈ S the elements ad and
bd are non-comparable. From Lemma 3.4 it follows that the rank-union inequality does not hold in
general. Further, from Lemma 1.18 it follows that the rank-sum inequality does not hold in general.
Finally by Lemma 3.3, there exists a nonzero h ∈ S that is not a zero divisor. Thus from Lemma 1.17 it
follows that the rank-product inequality does not hold in general. 
Theorem 3.6. Let S be an idempotent semiring without zero divisors. Then the following conditions are
equivalent:
(1) the rank-product inequality holds for the GM-rank of matrices over S;
(2) the rank-sum inequality holds for the GM-rank of matrices over S;
(3) the rank-union inequality holds for the GM-rank of matrices over S;
(4) S is quasi-selective.
Proof. Implications (4)⇒ (1), (4)⇒ (2), and (4)⇒ (3) follow from Theorem 2.9, (1)⇒ (4), (2)⇒ (4),
and (3)⇒ (4) follow from Theorem 3.5. 
4. Semirings with zero divisors
We show that there exist selective semirings with respect to which the rank-product, rank-sum,
and rank-union inequalities for GM-rank do not hold.
Definition 4.1. Let S0 = {ai, b, cj, 0}, i, j ∈ N ∪ {0}. We define the total order relation  as follows:
(i) ai  b  cj  0 for all i, j,
(ii) aι˙  aj˙ , cι˙  cj˙ for ι˙  j˙ .
We define the sum of x, y ∈ S0 as x+y = max{x, y}. We define
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(iii) ai · aj = ai+j for all i, j,
(iv) b · ai = ai · b = b · b = b for all i,
(v) ci · aj = aj · ci = ci+j for all i, j,
(vi) ci · b = b · ci = ci · cj = 0 · x = x · 0 = 0 for all i, j ∈ N ∪ {0}, x ∈ S0.
Proposition 4.2. (S0,+, ·) is a commutative selective semiring.
Proof. The proof is straightforward. 
Example 4.3. Let A = ( a0 a0a1 a0 ) ∈ M2×2(S0), B = ( 0b ) ∈ M2×1(S0). Then GMr(A)  1, GMr(B) = 0,
GMr(A|B) = 2.
Proof. By Definition 4.1, we have b · (a0, a0) = b · (a1, a0), c0 · b = 0. Thus by Definition 1.14, we get
GMr(A)  1, GMr(B) = 0.
Suppose that the rows of (A|B) are GM-dependent. By Definition 1.13,
λ · a0 = μ · a1, λ · a0 = μ · a0, μ · b = 0, (12)
and either λ = 0 orμ = 0 for some λ,μ ∈ S0. Ifμ = 0, then from the first equality of (12) it follows
that λ = 0.
If μ = 0, then from the third equality of (12) it follows that μ = cq. Using the first and the second
equalities of (12), we get λ · a0 = cq+1, λ · a0 = cq. The contradiction proves that the rows of (A|B)
are GM-independent. Thus we get GMr(A|B) = 2. 
Theorem 4.4. The rank-product, rank-sum, and rank-union inequalities for GM-rank of matrices over S0
do not hold in general.
Proof. Matrices A, B from Example 4.3 do not satisfy the rank-union inequality. Further, from
Lemma 1.18 it follows that the rank-sum inequality does not hold in general. By Definition 4.1, the
element a0 ∈ S0 is neutral with respect to multiplication. Thus from Lemma 1.17 it follows that the
rank-product inequality does not hold in general. 
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