By means of the theory of resolvent and Schauder's fixed point, the existence results of semilinear composite fractional relaxation systems are acquired. Then the new approach of setting up minimizing sequences twice is used to derive the optimal pairs without Lipschitz assumptions on nonlinear functions and nonlocal items. Moreover, the reflexivity of a state space X is not required by making full use of the compact method. Our results essentially improve and generalize those on optimal controls in recent literature.
Introduction
Let X be a Banach space and Y be a separable reflexive Banach space. The paper is devoted to investigating the Lagrange optimal controls and the time optimal controls subjected to the following fractional semilinear composite relaxation system: Fractional differential equations play a critical role in many fields, such as physics, engineering, chemistry, etc., in which it is used as a tool of modeling many phenomena. So, more and more researchers pay attention to it. We refer the readers to the monographs [-], the recent papers [-] and the reference therein. Our motivation for studying the fractional relaxation system comes from the existing work (see [] ) in which system (.) without control item and with A being a positive constant is discussed. Especially, when γ = /, the system is the classical Basset problem, which is concerned with the unsteady accelerating in a viscous fluid for gravitational force. Numerical analysis of the fractional relaxation system is carried out in [-] .
y(t) -y(t) + f (t, y(t)) + B(t)u(t), t ∈ [, c], y() + m(y)
In recent decades, in spite of many research works on the optimal control problems governed by fractional differential systems in infinite dimension Banach spaces, it has been well recognized that most of the existing results on optimal controls are obtained under the following two conditions. One is that the mild solution of the corresponding system exists uniquely, and then the Lipschitz continuity of nonlinear functions and nonlocal items is required. The other is that both of the spaces X and Y are reflexive in time optimal problems. We refer the readers to the recent papers [, -] and the references therein.
It is our intention to deal with the solvability of system (.) by using the properties of resolvent developed by Fan [] . Meanwhile, Lagrange optimal control problems and time optimal control problems governed by system (.) are studied. Two contributions are made here. One is that we remove the Lipschitz continuity of nonlinear function f and nonlocal item m without imposing any other conditions. Inspired by Zhu and Huang [], we derive the optimal pairs by utilizing the new technique of setting up minimizing sequences twice. The other is that we make full use of the compactness of resolvent to compensate the lack of reflexivity of X, and the conclusion about time optimal controls also holds here. Hence, our results essentially improve the related results on this topic.
The present paper is built up as follows. The basic definitions and assumptions which will be used throughout the paper are presented in Section . We establish the solvability of system (.) in Section . Lagrange optimal control problems subjected to system (.) are investigated in Section . Time optimal control problems governed by (.) are presented in Section . We illustrate our results with an example in Section .
Preliminaries and basic assumptions
In this paper, let c >  be fixed and  < γ < . 
provided the right-hand side exists, where g γ (t) :=
, t > .
is called a resolvent generated by a closed and linear operator A with the domain D(A) on X if it fulfills:
, and for all y ∈ D(A) and t ≥ , there holds that AR γ (t)y = R γ (t)Ay;
() for all y ∈ D(A), t ≥ , the following resolvent equation holds:
By virtue of [], we can infer that the resolvent equation is satisfied for all y ∈ X. Now, the mild solution of system (.) will be given below using the definition of resolvent and Laplace transformation, and the details can be seen in [] .
is said to be the mild solution of (.) if
Let r >  be a real number, and
The following assumptions will be used throughout the paper.
(HA) The resolvent {R -γ (t)} t> generated by A is compact and uniformly continuous,
is measurable for all y ∈ X, and f (t, ·) is continuous for a.e. t ∈ [, c].
for all y ∈ X. 
The admissible control set is defined by
where  < p < ∞, and the multivalued map U satisfies the condition (HU). satisfies:
, we can infer that (HU) implies that U ad = ∅ and, clearly, U ad is bounded, closed and convex, and
Remark . Let  < γ < . In view of Fan [], Lemma ., an analytic resolvent of analyticity type (ω  , θ  ) is uniformly continuous for all t > .
The following property of resolvent plays an important role in this paper.
3 The solvability of system (1.1)
In this section, by making use of the compactness and uniform continuity of resolvent, the mild solutions of system (.) are obtained without the Lipschitz continuity of f and m. More importantly, no other conditions of f and m are applied.
Theorem . Let all the assumptions listed in Section  be fulfilled. Then, for every u ∈ U ad , system (.) possesses at least one mild solution.
Proof For each y  ∈ X and u ∈ U ad , we define the solution operator G :
as
It suffices to establish the existence of a fixed point of G. The proof will proceed in the following steps.
Step
. In fact, for every y ∈ W r , we have
≤ r.
Step . We need to verify the continuity of
It follows from (Hf ), (Hm) and the dominated convergence theorem that Gy n -Gy →  as n → ∞. This means that G is continuous.
Step . We establish the compactness of G. First, we show the equicontinuity of the set = {Gy : y ∈ W r } in C( [, c] , X). For any  ≤ t  < t  ≤ c, y ∈ W r and δ >  small enough, we have
In view of the arbitrariness of δ and the uniform continuity of R -γ (t), t > , one gets
Then we verify the precompactness of the set (t) = {Gy(t) : y ∈ W r } in X. Obviously, the set () = {y  -m(y) : y ∈ W r } is relatively compact in X due to the compactness of m. In the case of t ∈ (, b], for each  < ε < t  small enough, we define the set ε (t) in X as follows:
where
One can deduce that ε (t) is relatively compact in X by virtue of the compactness of resolvent R -γ (ε) and the nonlocal item m. Moreover, for each y ∈ W r , we have
Exploiting Lemma . yields Gy(t) -G ε y(t) →  as ε → , that is, the set ε (t) is arbitrarily close to the set (t) for t > . This together with the precompactness of ε (t) gives rise to the precompactness of (t) in X. Thanks to the Arzela-Ascoli theorem, one has that the operator G is compact. Now, applying Schauder's fixed point theorem, one gets that G possesses at least one fixed point in W r , which is the mild solution of system (.). This completes the proof. 
Using Gronwall's lemma, one can obtain that y(t) ≤ R, where
which is independent of u.
Remark . For convenience, we denote S(u) = y ∈ W R : y is the mild solution of (.) corresponding to the control u ∈ U ad ,
4 Lagrange optimal control problems subjected to system (1.1)
In this section, the idea of constructing the minimizing sequences twice will be used to solve the following Lagrange optimal control problem (P  ):
where the cost function
y(t), u(t)) dt, and the cost integrand L : [, c] × X × Y → R ∪ {+∞} satisfies the condition (HL). (HL) () (t, y, u) → L(t, y, u) is measurable; () L(t, ·, ·) is sequentially lower semi-continuous on
, a ≥  and a.e.
t ∈ [, c].
The following lemma will be used in the proof of our main results.
Lemma . If (HA) holds, then the operator F : L p ([, c], X) → C([, c], X) given by
(Fl)(·) = ·  R -γ (· -τ )l(τ ) dτ is compact for  < p < ∞. Moreover, the condition l n l in L p ([, c
], X) as n → ∞ leads to the fact that Fl n → Fl in C([, c], X) as n → ∞.
Proof A similar manner as that in Theorem . gives the conclusion. Also it can be seen in []. So we omit it.
Theorem . Under the conditions of Theorem . and (HL), the Lagrange optimal problem (P  ) admits at least one optimal pair, that is, there is a pair (y
Proof In view of Theorem ., there is at least one mild solution y ∈ W R such that (y, u) ∈ A d for each u ∈ U ad , that is, S(u) = ∅. For clarity, we proceed in the following two steps.
Step . For each u ∈ U ad , set
The fact S(u) = ∅ implies that F(u) is well defined. We aim to show that F(u) = J (ŷ, u) for someŷ ∈ S(u). It is trivial for the cases that inf y∈S(u) J (y, u) = +∞ and the set S(u) has finite elements. Otherwise, the assumption (HL) implies that F(u) > -∞. Moreover, the definition of infimum gives for someŷ ∈ C([, c], X). Now, taking n → ∞ to both sides of (.) and using the Lebesgue dominated convergence theorem yieldŝ
to the continuity of f (s, ·), s ∈ [, t] and m(·). This means thatŷ ∈ S(u). We will show thatŷ satisfies that F(u) = J (ŷ, u). It is worth mentioning that the assumption (HL) satisfies all the conditions of Balder ([], Theorem .). Hence, Applying Balder's theorem yields
Step . We verify that
for some u * ∈ U ad . It is trivial for the case that inf u∈U ad F(u) = +∞. Otherwise, again from (HL), we have inf u∈U ad F(u) > -∞. Let {u n } ∞ n= ⊆ U ad be a minimizing sequence such that Step , we may suppose thatŷ n ∈ S(u n ) such that
The fact thatŷ n ∈ S(u n ) implieŝ
for each n ≥ . Similar to the proof in Theorem ., thanks to the compactness of R -γ (t) and m, as well as the uniform boundedness of 
as n → ∞. Now, taking n → ∞ to both sides of (.) yields
This means that y * ∈ S(u * ). Moreover, applying Balder's theorem again gives
Combining this with Step  yields
that is, (y * , u * ) is a feasible pair at which J reaches a minimum. This ends the proof. 5 Time optimal control problems governed by system (1.1)
In this segment, let W be a bounded, closed and convex subset of the Banach space X. Define the subsets as follows:
, define the first time t (y,u) such that y(t (y,u) ) ∈ W as the transition time. Obviously, t (y,u) is well defined owing to the fact that y(·) ∈ C( [, c] , X) as well as the closeness and convexity of W . The set W is called the target set. Now, we ponder the following time optimal control problem (P  ):
Theorem . Let the hypotheses specified in Section  hold. Then system (.) possesses at least one feasible pair which solves the problem (P  ), that is, there is a pair (y
Remark . The control u * , the time t (y * ,u * ) and the pair (y * , u * ) in Theorem . are called the time optimal control, optimal time and time optimal pair, respectively.
Proof of Theorem . From Theorem ., we have that there exists at least one y such that (y, u) ∈ A d for each u ∈ U ad . We will proceed in two steps to check the main results.
Step . For any fixed u ∈ U  , set t u = inf y∈S W u t (y,u) . It is trivial for the case that the set S W u has finite elements. Otherwise, the definition of infimum gives that there is a monotone decreasing sequence {t (y n ,u) } n≥ such that
where (y n , u) ∈ A W d for each n ≥ . Moreover, a similar manner utilized in Step  of Theorem . gives the precompactness of {y n } n≥ . Then there is a subsequence of {y n } n≥ , still denoted by it, and a functionỹ ∈ S(u) such that
as n → ∞. We will show thatỹ(t u ) ∈ W . For each n ≥ , the definition of t (y n ,u) yields
In view of (.) and (.), one has
This together with (.) and the closeness of W yields
Step . Let t  = inf u∈U  t u . If U  contains finite elements, the proof is obvious. Otherwise, there exists a monotone decreasing sequence {t u n } n≥ such that
where u n ∈ U  . In the light of Step , letỹ n be such that (
With the same method as that in Step  of Theorem ., we can infer that
as n → ∞ for some u * ∈ S p U and y * ∈ S(u * ). Now, we show that y * (t  ) ∈ W . Exploiting (.) and (.), we havẽ
This together with the closeness of W and the fact that
The proof is ended.
Remark . On the basis of the solution set S(u) and the target set W , a suitable definition of optimal time is given. Then the idea of constructing time optimal sequences twice and the theory of resolvent are used to derive the existence of time optimal pairs without the Lipschitz assumptions on f and the reflexivity of X. Therefore, our results essentially improve those in [, -] and the references therein, where the Lipschitz continuity of f and the reflexivity of X are all required.
Applications
The following fractional composite relaxation system will be considered:
with the domain
where e n (θ ) = √  sin(nπθ), n = , , . . . , is an orthonormal basis of X. In view of [], we infer that A generates a compact and analytic semigroup {T(t)} t> in X, and
-n  π  t (ζ , e n )e n , ζ ∈ X.
Obviously, T(t) ≤ . Furthermore, by means of the subordination principle [], Theorem ., one has that a compact  -γ order fractional analytic resolvent {R -γ (t)} t≥ of analytic type (ω  , θ  ) can also be generated by A, and , we obtain that {R -γ (t)} t> is also continuous in the sense of uniform operator topology. Now, we can come to the conclusion that (HA) holds, and 
