Duality with invexity for a class of nondifferentiable static and continuous programming problems  by Mond, B & Smart, I
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 141, 373-388 (1989) 
Duality with lnvexity for a Class of 
Nondifferentiable Static and 
Continuous Programming Problems 
B. MOND AND I. SMART 
Department of Mathematics, La Trobe University, 
Bundoora, Victoria 3083, Australia 
Submitted by E. Stanley Lee 
Received October 12, 1987 
The concept of invexity has allowed the convexity requirements in a variety of 
mathematical programming problems to be weakened. We extend the duality 
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1. INTRODUCTION 
In [7], Mond considered a class of nondifferentiable mathematical 
programming problems of the form: 
PROBLEM P. 
Minimize F(x) -f(x) + (xTBx)“* subject to g(x)>O, (1) 
where f and g are differentiable functions from R” to R and R”, respec- 
tively, and B is an n x n positive semi-definite (symmetric) matrix. With the 
assumptions that f is convex and g is concave, a Wolfe type dual problem 
was formulated and duality results proved. 
Chandra, Craven, and Mond [3] weakened the convexity requirements 
for duality by giving a Mond-Weir type dual and assuming that 
f( .) + TB~ is pseudo-convex for all w E R”, and certain non-negative 
combinations of the components of g are quasi-concave. 
A continuous version of Problem P has been studied by Chandra, 
Craven, and Husain [2]. Consider the real interval I= [to, rr], and the 
continuously differentiable functions f: I x R” x R” H R and g: Ix R” x 
R” H R” (neglecting the function h in [2] corresponding to equality 
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constraints). Let X be the space of piecewise smooth functions x: Zc, R”, 
with norm given by llx/l = IIxJJ ai + J(Dxll=, where D is the differentiation 
operator defined by 
u=Dx iff x(t)=~(f,,)+~‘u(s)ds, 
4 
so D = d/dt except at points of discontinuity, 
The continuous program is: 
PROBLEM CP. 
Minimize Q(x) ~1’ [f(t, x(t), x’(t)) + (x(t)TB(t) x(t))‘/*] dt 
XCX (0 
subject to x( to) = x0, x(tf)=xf 
g(t, 4th x’(t)) 2 0, t E I, (2) 
where x’= Dx, and for each t EZ, B(t) is a positive semi-definite (sym- 
metric) matrix, with B( .) continuous on I. 
Using necessary conditions for an optimal solution of Problem CP, in 
[2] a dual problem was given and duality results established with the 
assumptions that f and -g are convex in both x and x’. 
In this paper, we show that the requirements of objective and constraint 
functions to be convex, pseudo-convex, or quasi-convex can be weakened 
to requiring invexity, pseudo-invexity, and quasi-invexity, respectively. A 
new dual for Problem CP, analogous to the static dual of Chandra, 
Craven, and Mond [3], is presented. 
2. INVEXITY 
Invexity was introduced into mathematical programming by Hanson [5] 
to characterize a class of objective and constraint functions for which the 
Kuhn-Tucker necessary conditions for an optimum were also suhicient. 
Authors such as Craven [4] and Martin [6] have investigated the 
relationship between invexity and Kuhn-Tucker conditions, and Ben-Israel 
and Mond [l] give a characterization and some uses of invexity. 
DEFINITION. A differentiable function h: R” H R is said to be invex with 
respect to the function q: R” x R” H R” if for all (x, u) E R” x R”, 
h(x) - h(u) 2 rl(x, UJThx(u) 
with n(u, u) = 0, and where h, denotes gradient with respect o x. 
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An m-dimensional function g = (g,, . . . . g,)‘, with gj: R” H R, is invex 
with respect to q if each gi is invex with respect to q. 
Invex functions may be generalized in a similar way to convex functions; 
that is, h is pseudo-inuex with respect to r] if ~(x, ~)‘h,(u) 20 implies 
h(x) ah(u), and h is quasi-inuex with respect to q if h(x)dh(u) implies 
~(x, ~)‘h,(u) 6 0. Ben-Israel and Mond [l] remark that all pseudo-invex 
functions are also invex, although not necessarily with respect o the same 
function q. 
Mond, Chandra, and Husain [8] and Mond and Smart [9] have 
examined invexity in continuous programming. In [S], variational 
problems are treated; that is, Problem CP with B = 0. We use the definition 
of invexity given in [9], ignoring the control variable. 
DEFINITION. If there exists a vector function ~(t, x(t), x’(t), y(t), y’(t)) E 
R”, with q = 0 at t if x(t) = y(t), such that for the scalar function 
h( t, x(t), x’(t)) the functional H(x, x’) E j$ h( t, x(t), x’(t)) dt satisfies 
H(x> x’) - WY> Y’) 2 !“: t-rlTh,(t, y(t), y’(t)) + (O)‘h.Jt, 14th v’(t))1 dt 10 
then H is said to be invex in x and x’ on I with respect o r. 
Pseudo- and quasi-invexity are simply defined; H is pseudo-invex with 
respect to q if 
s ‘/ Crl’k(t, 14th y’(t)) + (h)Tk,(t, ~4th v’(t))1 dt 10 
2 0 implies H( x, x’ ) b H( y, y’ ) 
and H is quasi-invex with respect to q if 
H(x, x’) d H(y, y’) implies 
i ” [vTh,(t, y(t), y’(t)) 
f0 
+ (m)=kdt, y(t), .~‘(t))l dt G 0. 
Again, all pseudo-invex functionals are also invex. 
3. DUALITY (STATIC) 
Two duals for Problem P are based on the following necessary 
conditions for an optimal solution, due to Mond [7]. 
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For each x0 E R” satisfying (1) define the set 
Z,= {zIzTgJx,)>O for all ~EQ,, 
zTfv(xo) + z~Bx~/(x,TBx,)~~* < 0 if x,‘BxO > 0, 
zTfx(x,) + (zTBz)“* < 0 if x,TBx, = 0}, 
where Q0 = (iI g,(x,) = 0}, 
PROPOSITION 1. If x,, is an optimal solution of Problem P and the 
corresponding set Z, is empty, then there exist A E R” and w E R” such that 
lTg(x,) = 0 
s,(x& =fx(xo) + Bw 
wTBw 6 1 
(x;Bx,)l’* = x,TBw 
2 3 0. 
We will later require the generalized Schwarz inequality: 
xTBw 6 (xTBx)“* (wTBw)“* for all x, w E R”. 
Mond [7] considered the Wolfe type dual problem: 
Maximize G(u,1)~f(u)-il~g(~)+~~[g~(~)L--f,(~)] 
subject to g,(u)1 =fJu) + Bw 
wTBw < 1 
120, 
where u E R”, 2 E R”, and w E R”. 
There, it was assumed that f was convex and g was concave in order to 
prove weak, strong, and converse duality. 
This problem may be equivalently written as: 
PROBLEM Dl. 
Maximize G(u, A, w) =f(u) - A’g(u) + uTBw 
subject to g,(u) A = f,(u) + Bw (3) 
w=Bw < 1 (4) 
A 2 0. (5) 
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THEOREM 1. Let f (. ) + .TBw and -g be invex with respect to the same 
function n for all w E R". Then the infimum of Problem P is greater than or 
equal to the supremum of Problem D 1. 
Proof Let x be feasible for Problem P, and (u, II, w) be feasible for 
Problem Dl. Then 
J’(x) - G(u, 4 w) 
= f(x) + (xTBx)l’* - f(u) + ATg(u) - uTBw 
2 r/(x, u)’ [f,(u) + Bw] - xTBw + (xTBx)“* 
+ iTg(u) by invexity of f( .) + .TB~ 
= q(x, u)‘gJu)A -x’Bw + (xTBx)“* + ATg(u) by (3) 
> ATg(x) - xTBw + (x’Bx)“* by invexity of g and (5) 
~ATg(x)-xTBw+(xTBx)1’2 (w~Bw)“~ by (4) 
20 by (1 ), (4) and the Schwarz inequality. 
Therefore, inf( P) 2 sup( D 1). I 
Strong duality also holds with the above invexity assumptions. 
THEOREM 2. Let f and g satisfy the assumptions of Theorem 1. Zf x,, is 
an optimal solution of Problem P and the corresponding set Z, is empty, then 
there exist &E R" and WOE R" such that (x0, A,, w,,) is optimal for 
Problem D 1, and the respective objective values are equal. 
The proof follows along the lines of Theorem 4 in Mond [7], altering 
reference to Theorem 3 there to Theorem 1 here. 
We require invexity off ( .) + .‘Bw and not just f since, in general, the 
sum of two invex functions is invex with respect o v only if they are both 
invex with respect to 9. The term .TBw is convex, and hence invex with 
~(x, U) =x - u. There is a simple sufficient condition for f( .) + .TBw to be 
invex with respect to a particular q. 
PROPOSITION 2. Zf f is invex with respect to n, with n(x, u)= 
x-u + y(x, u), where By(x, u) = 0, then f( .) + .TBw is also invex with 
respect o n. 
Proof: Let x, u, w E R”. Then 
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f(x) + x*Bw -f(u) - u*Bw 
2(x-u+y(x,u))*fx(u)+(x-u)~Bw 
since f is invex with respect o v] 
=(x-u+~(~,u))*~~(u)+(x--)~B~+~(~,u)*B~. 
= (x - u + y(x, u))’ (f,(u) + Bw). 
Therefore, f( .) + .*Bw is invex with respect o 7. 1 
EXAMPLE. Consider f: R2 H R defined by 
f(x) =x; +x, - 10x; - x2 
and g: R* H R defined by g(x) = 2x, +x2, with 
B= 
Now, By = 0 iff y = (z, - 2~)~, zE R. 
Then, f(x) -f(u) > (x - u + y(x, u))‘fJu) is equivalent to 
x~+x,-10x~-x2-U;-u,+10u;+U2 
2 (x1 - u,)(3u; + 1) + (x2 - u2)( -3024; - 1) + (34 + 1 + 604 + 2)~. 
Thus. z can be chosen as 
x;-10x~+2+20~;-3x,~~+30x,~; 
324: + 60~; + 3 
Also, as g is linear and g,(u)’ y = 0 for all u E R*, -g is also invex with 
respect o this g. 1 
Chandra, Craven, and Mond [3] consider the Mond-Weir type dual: 
PROBLEM D2. 
Maximize H(u, w) -f(u) + u*Bw 
subject to g,(u),? =f,(u) + Bw 
iTg(u) < 0 
w*Bw < 1 
2 3 0. 
(6) 
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There, weak duality is proved assuming that f( .) + .TB~ is pseudo- 
convex for all WE R”, and ATg is quasi-concave on the feasible set for 
Problem D2. 
THEOREM 3. Let f( .) + eTBw be pseudo-invex for all w E R” and - ATg 
quasi-invex for all I E R”, , both with respect to the function n. Then the 
infimum of Problem P is greater than or equal to the supremum of 
Problem D 2. 
Proof Let x be feasible for Problem P and (u, I, w) be feasible for 
Problem D2. 
Then, (l), (5), and (6) imply J.‘g(x) - A’g(u) >, 0. 
Thus, v](x, u) T g,( u) I > 0 since - ATg is quasi-invex. 
Equation (3) then gives ~(x, u)’ (f,(u) + Bw) > 0. 
Therefore, f(x) + xTBw -f(u) - uTBw B 0 since f ( .) + .TB~ is pseudo- 
invex, i.e., f(x) + xTBw >, f(u) + uTBw. 
But 
f(x) + x=Bw < f(x) + (x=Bx)“* (wrBw)“* by the Schwarz inequality 
$ f(x) + (xTBx)“* by (4). 
Therefore, F(x) 2 H(u, w), so inf(P) > sup(D2). 1 
Theorem 2 of Chandra, Craven, and Mond [3] deals with strong 
duality; we give the corresponding theorem, without proof, for the invex 
case. 
THEOREM 4. Let f and g satisfy the assumptions in Theorem 3. Zf x,, is 
an optimal solution of Problem P, and the corresponding set Z0 is empty, 
then there exist A,,E R” and WOE R” such that (x0, I,, wO) is optimal for 
Problem 02, and the respective objective values are equal. 
Furthermore, when f and g are twice differentiable, converse duality 
holds using invexity. 
THEOREM 5. Let (u*, A.*, w*) be optimalfor either Problem Dl or 02. Let 
f.Ju*) - (I*Tg),, (u*) be nonsingular. Zf either: 
(1) (u*, I*, w*) is optimal for Problem Dl, and f and g satisfy 
assumptions of Theorem 1, or 
(2) (u*, A*, w*) is optimal for Problem 02, and f and g satisfy 
assumptions of Theorem 3, and g,(u*)l* # 0, 
then u* is optimal for Problem P. 
The proofs of parts (1) and (2) are similar to those for convex functions 
of Mond [7] and Chandra, Craven, and Mond [3], respectively. 
409/141/Z-6 
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4. DUALITY (CONTINUOUS) 
The continuous analogue of Proposition 1 was established in Chandra, 
Craven, and Husain [2]. We restate it here, without the equality 
constraints. 
PROPOSITION 3. If x0 E X is an optimal solution of Problem CP, then 
there exist multipliers z E R + and piecewise smooth I: ZH R", , w: ZH R", 
with (z, A) not all zero, such that 
Tfx(t, x0(t), xb(t)) + B(t) w(t) -g,(t, x,(t), &l(t)) 4t) 
= Nd4t> x,(t), xb(t)) -g,Jt, x,(t), h(t)) 4t)l 
wmt, x0(t), h(t)) = 0 
w(t)TB(t) w(t)< 1 
x,(t)Ql(t) w(t)=(X,(t)TB(t)Xo(t))“2. 
If the Slater condition holds at x,,, that is, there exists v E X such that 
‘d4 x,(t), 4(t)) +g,(t, x,(t), Xb(t))T4t) 
+g.Jt, x,(t), xb(t))‘u’(t) > 0, t E z, 
then z > 0 (x, is normal), and without loss of generality, T can be taken as 
1. There are alternative constraint qualifications, such as the Robinson 
condition outlined in [2]. 
The following Wolfe type dual is from the same paper. 
PROBLEM CDl. 
Maximize Y(y,1, w)=[‘[f(t, y(t), y’(t))+y(t)TB(t)w(t) 
yex,le/l,wE w 10 
- A(t)Tg(t, y(t)> f(t))1 dt 
subject to y(to) = x0, Y( tf) = x/ (7) 
f*(t3 Y(t), y'(t)) + B(t) w(t) -gx(t, At), Y'(f)) 41) 
=mfd(t, Y(t), v’(t)) -&(t~ v(t), Y’(t)) 4t)l 63) 
w(t)'B(t) w(t) Q 1, tcz (9) 
A(t) 2 0, t E z, (10) 
where A is the space of piecewise smooth functions 1: ZH R", and W is the 
space of piecewise smooth functions w: ZH R". 
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For duality, it is required in [2] that f(t, ., .) and -g(t, ., .) are convex 
in both x and x’. We give weaker conditions in the next theorem. 
THEOREM 6. Let j:‘, [f(t, ., .)+.TB(t)w(t)]dt andj:{-l(t)Tg(t,s,.)dt 
both be invex with respect to q, for all piecewise smooth w: ZH R" and 1 E A. 
Then the infimum of Problem CP is greater than or equal to the supremum 
of Problem CD 1. 
Proof. Let x be feasible for Problem CP and (y, A, w) be feasible for 
Problem CDl. In the sequel, q means q(t, x(t), y(t), x’(t), y’(t)). 
Now 
@P(x) - WY, 4 w) 
= s r’; [f(t,x(t),x’(t))+(x(t)TB(t)x(t))”2]dt 
- I !; Cf(t, y(t), y'(t))+ At)'B(t) w(t)-4t)'dt, y(t), y’(t))ldt 
2 I ty (VlTf&? At), y’(t)) + B(t) w(t) -g,(t, At), y’(t)) 4t)l 
+ (DdT Cfxdt, y(t)> y’(t)) -g,,(t, y(t), y’(t)) J(t)]) dt 
+ jv [(x(t)‘B(t)X(t))“* -x(t ‘B(t) w(t +A(Qrg(t, x(t), x’(t))] dt 
10 
by invexity of 
I 
‘/ [f(t, ., .) + .TB(t) w(t)] dt 
43 
and I “-;.(t)‘g(t, ., .) dt IO 
= s ~‘v’(Cfxk y(t), y’(t)) + B(t) w(t)-&(t? At), y’(t)) 4t)l 10 
-DCfxJt, y(t)> y’(t))-gxdt, y(t), y’(t)) 4t)l) dt 
+ WCfX@? y(t), y’(t))-g,dt, Y(t)? y’(t)) wml:‘, 
+ jv [(x(t)‘B(t)X(t))l’*-X(t)TB(t) w(t) 
kl 
+ 4t)=g(t, x(t), x’(t))1 dt by integration by parts 
= s r;[(x(t)‘B(t)x(t))1’2-x(t)TB(t) w(t)+A(t)‘g(t,x(t),x’(t))]dt 
by (8) and since at t = t, and tr, x(t) = y(t) gives q = 0 
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2 s :; [(x(t)‘B(t) x(t))“’(W(t)TB(t) w(t))“2 
-x(t)‘B(t) w(t)] dt by (91, (lo), and (2) 
>O by the Schwarz inequality. 
Therefore, inf CP > sup CDl. 1 
We can further weaken the convexity requirements using a scheme 
similar to that employed in formulating Problem D2 for the static case. 
Consider the program: 
PROBLEM CD2. 
yz;i,i,e 4y, w) = [’ Cf(t, y(t), y’(t)) + y(t)‘B(t) w(t)1 dt 
r0 
subject to y( to) = x0, Nf) = x/ 
.fx(t, v(t), Y’(t)) + B(t) w(t) -gx(t, Y(f), Y’(t)) A(t) 
= Dux~(t, Y(t)> y’(t)) -g,dt, y(t), Y’(f)) A(f)I 
WTgk u(t), Y’(l)) G 0, tEI 
w(t)TB(t) w(t) < 1, tEI 
a(t) < 0, t E I. (11) 
THEOREM 7. Let ji; [f(t, ., .) + .TB(t) w(t)] dt be pseudo-inuex, and 
s$ - A(t)‘g(t, -, .) dt quasi-inuex for all i E A and w: ZH R”, both with 
respect to r/. Then the infimum of Problem CP is greater than or equal to the 
supremum of Problem CD2. 
Proof: Let x be feasible for Problem CP and (y, 1, w) be feasible for 
Problem CD2. 
Then (21, (lo), and (11) imply l:‘, CA(t)‘g(t, x(f), x’(t)) -l(t)‘g(f, y(t), 
y’(t))] dt 2 0. 
Thus, quasi-invexity of s:; - A(t)‘g(t, ., .) dt gives 
Therefore 
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s 
‘f 
c-&(~~ Y(f), y’(t)) A(t) + mx4c Y(t), Y’(l)) ~(t))l dr 
10 
+ II%X~(~~ Y f), y’(t)) 4t)l:‘, z 0 by integration by parts. 
The integrated term is zero since q = 0 at t = t, and t = t,- 
Now, (8) implies j:; rlTfX(~~ Y(f), Y’(l)) + B(f) w(t) - D(fd(C y(t), 
y’(t)))1 dt B 0. 
Then, k (v’Cf,(~ y(t), Y’(Q) + B(t) WI + Pff& J+), Y’(N) dt 
> 0, using integration by parts, with integrated term zero. 
Pseudo-invexity of j:{ [f(t, ., .) + .TB(t) w(t)] dt gives 
s ‘/ Cf(t, x(t), x’(f)) + xW= B(t) w(t)1 dt 10 
2 I tf; Cf(c y(t)> y’(t)) + y(t)‘B(t) w(t)1 dt. 
But 
x(t)‘B(t) w(t) < (x(t)‘B(t) X(t)p2 (w(t)‘B(t) w(t))“2 
by the Schwarz inequality 
d (x(t)‘B(t) x(t))“2 by (9). 
Therefore, Q(x) > Z(y, w). 1 
Strong duality for Problem CD1 is included in Theorem 2 of Chandra, 
Craven, and Husain [2]. We extend this to invex functions, and also give 
the corresponding result for Problem CD2 in the next theorem. 
THEOREM 8. Let x0 be an optimal solution of Problem CP, with the 
Slater condition, or some other constraint qualification, satisfied at x0. If the 
objective and constraint functionals satisfy the invexity conditions of 
Theorem 6, then there exist 1, and wO such that (x,, &, wO) is optimal for 
Problem CD 1; or if the invexity conditions of Theorem I are satisfied, then 
there exist 1, and wO such that (x,, A,, wO) is optimalfor Problem CD2. In 
either case, the objective value of the dual is equal to that of the primal. 
Proof: x0 optimal for Problem CP and Slater condition, or other 
constraint qualification, satisfied imply that there exist z, A,, w0 satisfying 
the necessary condition, of Proposition 3, and r may be taken as 1. Thus, 
(x,, A,, wO) is feasible for both Problems CD1 and CD2. 
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Now 
= s tr Cf(c x,(r), xi,(r)) + xoWT W) woWI dt 
since AO(r)Tg(r, x,(r), x;(r)) =0 
= qx,, wg) 
= 5 ‘/ Cfk x,(r), .4,(O) + (x&)‘4~) x,(~))‘~21 dr 10 
= @(x0). 
Then, if invexity conditions of Theorem 6 are satisfied, (x,, 1,, w,,) is 
optimal for Problem CD1 by weak duality, and, if those of Theorem 7 are 
satisfied, (x,, A,, wO) is optimal for Problem CD2 by weak duality. 1 
Chandra, Craven, and Husain [2] describe second-order sufficient 
conditions for an optimal solution (x*, I*, w*) of Problem CD1 to 
correspond to an optimal solution x* of Problem CP in their Theorem 3. 
We instead give a strict converse duality result for both dual problems. 
DEFINITION. The invex functional H(x, x’) = s$ h(r, x(r), x’(r)) dr is 
strictly invex with respect to the function q at .-Z if for all x E X, x # 2, 
H(x, x’) - H(i, 2) > j” [q=h,(r, a(r) , i’(r)) + (Dq)Thx.(r, .2(r), T(r))] dr. 
f0 
THEOREM 9. Let Problem CP have an optimal solution x* and let g 
satisfy the Slarer condition, or some other constraint qualification, at x*. If 
(a, 1, G) is an optimal solution of Problem CD 1, s:‘, (f(r, ., .) + .TB(r) G(r)) dr 
is strictly invex at 2 and Ji’, - J.‘(r)‘g(r, ., .) dr is invex for all 1 E A, both 
wirh respect to q, then f = x*. 
Proof: Assume i # x*. 
By strong duality (Theorem 8) there exist 1* and w* such that 
(x*, A*, w*) is optimal for Problem CDl. 
Thus, !?‘(x*, 1*, w*) = !&‘(a, 2, G). 
Now, strict invexity of J$ (f(r, ., .) + .TB(r) G(r)) dr at .I? implies 
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s ‘/ C.f( t, x*(t), x*‘(t))+x*(t)‘B(t) G(t) f0 
-f(t, i(t), i’(t))-i(t)??(t) G(t)] dt 
> s lr C?‘(f,(4 a(t), i’(t)) + B(t) G(t)) 
+ (O)‘fJt, a(t), i’(t))1 dt 
and invexity of j:‘, - & t)‘g( t, ., .) dt implies 
s ‘/ [ -&t)‘g(t ,x*(t), x*‘(t)) +&t)Tg(t, i(t), i’(t))] dt 10 
b - s t’; Cu’s,(t, i.(t), i’(t)) j(t)+ (Dv])=g,.(t, i(t), i’(t)) j(t)] dt. 
Adding these two inequalities gives 
J‘ liCf( t, x*(t), x*‘(t)) + x*(t)‘B(t) G(t) kl 
- A(t)‘g(t, x*(t), x*‘(t))-f(t, i(t), i’(t)) 
I=- I tf; (?‘K(t, a(t), i’(t)) + B(t) k(t) -g,(t, 3t), i’(t)) m 
+ (hJT LMt, i(t), i’(t)) -g,,(t, i(t), a’(t)) &)I) dt 
= s tt~?‘(fx(t, 3t), i’(t)) + B(t) G(t) -g,(t, i(t), i’(t)) I(t) 
-NL(t, Z(t), Wt))-g,dt, i(t), -f’(t)) &)I) dt 
by integration by parts and since q = 0 at t = t, and tf 
=o by (8). 
That is, Y(x*, A, k)- !P(2, 1, G)>O, so !P(x*, 1, a) > Y(x*, ,I*, w*). 
This gives 
” [x*(t)‘B(t) 6(t)--(t)Tg(t, x*(t), x*‘(t))] dt 
> ” [x*(t)‘B(t) w*(t)-A*(t)rg(t, x*(t), x*‘(t))] dt. 
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But A*(t)‘g(t, x*(t), x*‘(t))=0 by Proposition 3, and R(r)Tg(t, x*(t), 
x*‘(t)) B 0 by (2) and (10). 
Therefore, j:; Gus B(t) G(t) dt > St’, x*(t) B(t) w*(t) dt. 
) gives x*(t)‘B(t) w*(t)= (x*(t)‘B(t)~*(t))~~~. Now, Proposition 3 alsc
But 
t)~*(t))“~ dt>j:/, (x*(t)‘B(t)~*(t))“~ dt, a This implies S$ (x*(t)‘B( 
contradiction. 
Therefore, i = x*. 1 
In order to achieve a stric :t converse duality result for the second dual, 
it is necessary to define strict pseudo-invexity. 
biJ(f)‘B(f) qt))“’ by the Schwarz inequality 
by (9). 
DEFINITION. The pseudo-invex functional H(x, x’) 3 j$ h( t, x(t), x’(t)) dt 
is strictly pseudo-invex with respect o q at i if, for all x E X, x # i-. 
s ‘/ [qTh,(t, i(t), i’(t))+ (Dq)*h,.(t, i(t), Y(t))] dt kl 
20 implies H(x, x’) > H($ a’). 
It follows that, if 2 is a critical point of a pseudo-invex functional H (that 
is, h,(t, a(t), i’(t)) = Dh,(t, i(t), z?(t)), t E I), then i uniquely minimizes H 
over all x E X which coincide at t, and tf. 
THEOREM 10. Let Problem CP have an optimal solution x* and let g 
satisfy the Slater condition, or some other constraint qualification, at x*. Let 
(a, 2, G) be an optimal solution of Problem CD2. Zf s:{ (f(t, ., .)+ 
.TB( t) ti( t)) dt is strictly pseudo-invex at 2 and i$J - A( t)T g( t, ., .) dt is quasi- 
invex for all A. E A, both with respect o v, then 2 = x*. 
Proof Assume .? # x*. 
By Theorem 8, there exist A*, w* such that (x*, A*, w*) is optimal for 
Problem CD2. Thus, L?(x*, w*) = E(.?, ti). 
Now, (2), (lo), and (11) imply 
s ‘[fi(t)‘g(t,x*(t),x*‘(t))-j(t)‘g(z,,f(t),a’(t))] dta0. to 
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By quasi-invexity of j:{ - I( t)‘g( t, ., . ) dt this gives 
I “[s~gx(t,~(t),R’(f))R(t)+(D?)Tgx,(t,~(t),~’(t))~(z)] dt>O. 10 
Then, using integration by parts, and since 4 = 0 at t, and t,., 
i ” Cv’Mt, 4th a’(t)) &I - Wg,dt, 2(t), i’(t)) &)))I dt b 0. 10 
This gives, from (8), 
s ‘I bf(fxk i(t), i’(t)) + B(t) G(t) -D&(4 2(t), i’(t))))] dt > 0. 10 
Again, using integration by parts, 
5 ‘/ [IefA a(t), 2’(t)) + B(t) @(t)) 10 
+ (Dy)r(fx,(t, i(t), Z’(t)))] dt>O. 
Strict pseudo-invexity of 1:; (f(t, ., . ) + .‘B(t) G(t)) dt at 2 gives 
I ‘, Cf(t, x*(t) , x*‘(t)) + x*(t)’ B(t) G(t)] dt 10 
> 
s 
tt; [f(t, i(t), i’(r))+i(t)‘B(t) G(t)] dt. 
Then, ji{ x*(t)‘B(t) k(t) dt > l:{ x*(t)‘B(t) w*(t) dt since E(x*, IV*) = 
qi., I+). 
But, by the same argument as in the proof of Theorem 9, this yields a 
contradiction. Hence 2 =x*. 1 
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