Solution of linear equations and the inversion of matrices by Dowell, Theodore M.
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Dissertations and Theses (pre-1964)
1961
Solution of linear equations and the
inversion of matrices
https://hdl.handle.net/2144/24389
Boston University
BOSTON UNIVERSITY 
GRADUATE SCHOOL 
Thesis 
SOLUTION OF LINEAR EQUATIONS AND 
THE INVERSION OF MATRICES 
by 
THEODORE M. DOWELL 
(B.S., Boston University 1951) 
Submitted in partial fulfilment of the 
requirements for the degree of 
Master of Arts 
1 9 6 1 
.~ ' ' /7 i' 
Approved 
by 
First Reader 
PROFESSOR OF MATHEMATICS 
TOPICAL OUT LINE 
Introduction 
I. Elementary Matrix and Determinant Properties 
II. Types of Matrices 
III. A General and Impractical Method for Inverting 
a Matrix 
IV. 
v. 
VI. 
VII. 
VIII. 
IX. 
X. 
XI. 
XII. 
A. Matrix Transposes, Adjoints and Inverses 
Gauss -Seidel Iteration (an indirect method) 
Gaussian Elimination (Pivotal Condensation -
a direct method) 
Jordanian Elimination 
Doolittle's Method (a direct method) 
Crout's Method (a direct method) 
Matrix Equivalents 
A Paper by Fox, Huskey, Wilkinson Considering 
Four Methods of Solution of Linear Systems 
A. Method of Orthogonal Vectors 
B. Method of Cholesky 
Relaxation Methods 
Hestenes and Stiefel Describe Method of Conjugate 
Gradients and Conjugate Directions 
Page 
1 
1 
4 
5 
9 
11 
13 
14 
15 
16 
19 
20 
21 
22 
23 
36 
l 
Introduction 
The computation of an inverse matrix is of considerable 
importance in the practical solution of many physical applications 
and their mathematical models. If a system of n linearly 
independent equations in n unknowns may be represented by 
Ax = H where A is a non singular square rna trix of order n and 
H is a column matrix of constants, the formal solution of these 
. . A-l H equatlons 1s x = . -1 Once A has been determined any 
column of suitable constants H may be used and a new system is 
thus solved with little effort. In practice A -l is usually built up 
by some iterative process or in stages by elementary operations on 
the rows or columns of the given matrix. 
After making some fundamental definitions and considering 
some elementary properties we shall consider several of the more 
popular practical methods of solving systems of linear equations and 
their matrix equivalents. 
I. Elementary Matrix and Determinant Properties 
Consider the equations ( l.) 
X 
1 
= X C 0 S. - y Sin 9 
y' = x sin 9 + y cos e 
which represent a counterclockwise rotation of the co -ordinate axes 
of the xy plane to some new position where the new co -ordinates 
2 
(x1 y 1 ) of a point (x y) are given by ( 1. ). A useful symbolic notation 
of ( 1. ) is 
sine 
- sin&-\ ( x ) . 
cos~ y 
COS9 
The quantities involved in the equation (2.) are called matrices. 
Actually little more formal definition is required. We might say a 
matrix is, in general, simply a rectangular array of numbers and each 
number is called an element. 
m x n matrix 
a 
mn 
We may conveniently represent the 
as A = (a .. ), i = 1, 2 ... m, j = 1, 2, ... n. lJ The a .. may be real or lJ 
complex numbers. If m = n the matrix is called a square matrix, 
otherwise it is rectangular. The elements all, a 22 ... ann in a 
square matrix form the principal or main diagonal. 
We now define the sum of two m x n matrices (matrix addition 
is defined only where the addends have the same numbers of rows and 
columns) as follows : 
" 
all al2 
a21 a22 0 0 0 
aln 
a2n 
a 
ron 
+ 
bll bl2 
b21 b22 
a +b 
ron ron 
bln 
b2n 
b 
ron 
= 
The product o£ two matrices is defined only where the first has m 
3 
columns and the second has m rows. The product o£ an n x m and 
an m x r matrix is an n x r matrix. The element in the i th row 
and j th column of the product matrix is obtained by multiplying the 
corresponding elements of the i th row of the first matrix by those 
of the j th column of the second. and summing the products obtained. 
Thus 
= 
The product of a constant (or scalar) and a matrix is 
c 
4 
II. Types of Matrices 
A matrix consisting of all zeroes is called a zero or null matrix 
and is denoted by 0 . A matrix having ones on the main diagonal and 
zeroes elsewhere is called a unit matrix or the identity matrix and is 
such that AI= IA =A. 
If all the elements below the main diagonal of a matrix are zeroes 
the matrix is called an upper triangular matrix and if all the elements 
above the main diagonal are zeroes the matrix is called lower 
triangular. (Many methods of solving simultaneous equations depend 
on triangularizing the matrix of coefficients.) In other words such a 
matrix is named according to the position of the non-zero elements. 
The transpose A
1 
of a matrix A is obtained by interchanging 
rows and columns. Thus the transpose of 
is 
A matrix is symmetric if and only if its transpose is exactly the 
same as the original matrix. 
I 
That is, if and only if A = A 
If x is a vector having components ( x 1 , ... xn) and (x, y) = 
x1 y1 + x 2 Yz + ... + xn yn represents the scalar product of two such 
\ 
"" 
5 
vectors then a matrix A is said to be positive definite in case 
(x, Ax) ~ o when x j:- o . 
If A is a symmetric matrix and i£ the scalar products 
(x, Ay) and (Ax, y) are such that (x, Ay) = (Ax, y) = o then x and y 
are said to be A-orthogonal or conjugate. 
III. A General and Impractical Method for Inverting a Matrix 
Given a matrix A and a matrix B which are such that AB =I 
then BA = I and B is called the inverse (reciprocal) of A and is 
-1 denoted A . A matrix for which an inverse exists is called a non-
singular matrix. As an example of a singular matrix consider 
A = ( i~) . If an inverse exists it must be such that 
.AA -1 
= I or 
(26)(ab) =(lo) 
13 cd ol or 
f2a + 6c = 1 and fz: + 6 d = 0 
a + 3 c = 0 + 3 d = 1 
Both sets of equations are inconsistent and we conclude that A has 
no inverse. 
Now we wish to show that the inverse of 
al bl cl Al Az A3 
D D D 
a2 bz cz is Bl Bz B3 
D D D 
a3 b3 c3 cl Cz s 
D D D 
where the A. B. C. are the cofactors of a. b. c. and D is the 
1 1 1 1 1 1 
value of the determinant of 
First let us define a determinant and investigate some of its 
properties. 
min ant a .. 
1J 
Associated with any n x n matrix (a .. ) is the deter-
1J 
= 
a 
nn 
= 
6 
where the i 1 i sums run through all permutations of the numbers n 
1, ... n. Or, in words, a determinant is the number obtained as the 
sum of all possible products in each of which there appears one and 
only one element from each row and column. The sign of an individual 
product is obtained by considering the number of inversions of the row 
subscripts in each term when the column subscripts are in order. 
The sign is plus if the number of inversions is even and minus if 
this number is odd. 
We may now state several elementary determinant properties: 
a.) I£ all elements of any row or column of a square matrix 
are zero the value of its determinant is zero. 
b. ) The value of a determinant is unchanged if the rows and 
columns of the matrix are interchanged. 
7 
c.) I£ two rows (or two columns) of a square matrix are inter-
changed, the sign of its determinant is changed. 
d.) I£ two rows (or columns) of a determinant have their 
corresponding elements equal the value of the determinant is zero. 
e.) I£ all elements of one row (or column) of a square matrix 
are multiplied by a number k the determinant is multiplied by k. 
£.) I£ each element in one row (or column) is expressed as 
the sum of two terms, then the determinant is equal to the sum of 
two determinants as follows: 
8 
= 
g.) If to the elements of any row (or column) are added k 
times the corresponding elements of any other row (or column) the 
determinant is unchanged. 
h.) If two rows (or columns) of a determinant are proportional 
the value of the determinant is zero. 
If the row and column in which the element a .. appears are lJ 
deleted the remaining square array is called the minor of a .. and lJ 
"+" is usually denoted by M.. . The cofactor of a .. is ( -1)1 J M ... 
lJ lJ lJ 
A determinant may be expanded by adding the products of each 
element of any one row or column and their respective cofactors. Thus 
al bl cl 
a2 b2 c2 
b2 c2 r cl +a3 bl c 1 = al - a2 
a3 b3 c3 
b3 c3 a3 c3 b2 c2 
This is the Laplace formula for expanding a determinant. 
A. Matrix Transposes, Adjoints and Inverses 
Consider the matrix 
al bl cl 
a2 b2 c2 
. a3 b3 c3 its transpose is 
al a2 a3 
bl b2 b3 
cl c2 c3 
obtained by interchange of rows and columns. 
9 
The adjoint of a square matrix is formed by replacing each 
element by its cofactor and then forming the transpose of the result. 
Thus adjoint al bl cl 
a2 b2 c2 
a3 b3 c3 
Al A2 A3 
Bl B2 B3 
cl cz c3 
where A, is the cofactor of a, etc. 
10 
As stated earlier the inverse of a matrix A is a matrix cl.. 
such that A()( = fX..A =I. Clearly, the inverse of a non-
singular matrix is unique for if we assume there exists an inverse 
(3 of A, such that A (> = j?>A = I then 
{ o( A) (3 = 0'( I, but d... A = I and hence j3 = d-.._ 
a contradiction. We next seek to prove that the inverse of a non-
singular square matrix may be found by replacing each of its elements 
by the corresponding cofactor, interchanging rows and columns and 
then dividing each cofactor by the determinant of the original matrix. 
Or, in other words the inverse of any non-singular square matrix is 
its adjoint multiplied by the reciprocal of its determinant, i.e. , 
-1 A = 
when 
1 
JAJ 
jA/ 
\ 
Adj A 
= 0. 
al bl 
a2 b2 
a3 b3 
also i A r Adj A = /A I I which holds even 
For proof we take the product 
cl Al Az A3 n D D 
cz 
Bl Bz B3 
D D D 
c3 cl cz c3 
D D D 
In ~he product matrix each element on the main diagonal has as its 
numerator precisely the determinant D and all other elements in 
11 
the product matrix are zero. ·The product matrix is then the identity 
and the theorem is proved. 
The extension of this theorem to n x n matrices provides a 
theoretical method for the computation of any existing inverse. 
However in practice the process is tedious since it requires the com-
putation of an n x n determinant and then the dividing of this value 
into n 2 numbers each of which is obtained as the result of evaluating 
an n - l x n - 1 determinant. Clearly the method is of little value 
for n = 4 and even cumbersome for 3 x 3 matrices. We now con-
sider some useful methods. 
IV. Gauss -Seidel Iteration (an indirect method) 
Given the system all xl + al2 xz + al3 x3 = cl 
a2l xl + a22 xz + a23 x3 = cz 
a31 xl + a32 xz + a33 x3 = c3 
As a standard first guess for this method we take 
(o) cl (o) cz (o) c3 
xl = -- xz = --
' 
x3 = --
all ) a22 a33 
We now start the iteration 
first 
and 
then 
X
( 1) -
1 -
( 1) 
x2 = 
x( 1)-3 -
c2 a21 
-- ---
a22 a22 
c3 a31 
-- ---
a33 a33 
12 
( 1) a23 (o) 
x1 x3 
a22 
( 1) a32 ( 1) 
x1 x2 
a33 
Note that each step makes use of the best approximation to the x 1 x 2 
and x 3 attained up to that point. 
the values x 1 x 2 x 3 than x\
0 ) 
We now have a better 11 guess 11 at 
x(o) and 
2 x~o) which is 
( 1) 
x3 . These last are now used in the same way as 
(o) 
xl 
This is continued (provided the coefficient 
matrix is positive definite, otherwise the iteration is not always con-
1 
vergent) until we have as close an approximation as desired. 
1L. Fox, Practical Solution of Linear Equations and the Inversion 
of Matrices, National Bureau of Standards, Applied Math Series #39, 
September 1954, p. 5. 
13 
V. Gaussian Elimination (Pivotal Condensation - a direct method) 
To describe the method we will list the procedure for a 3 x 3 
system. 
1. ) Write down the 3 x 3 coefficient matrix A, together 
with the column of constants, a 3 x 1 matrix. 
2. ) Choose the largest element of the 3 x 3 coefficient matrix 
A (this is called the pivot). Suppose it is a 11 , then calculate 
3.) Multiply the pivotal row (the first here) by m 2 and add 
this to row 2 putting the result in place of row 2. Multiply the 
pivotal row by m 3 and add the result to row 3 putting this in place 
of row 3. 
1 
4.) Now the first column of the matrix A has zeroes except 
1 
in the 1 st row and we delete from our new matrix A the first row 
and first column leaving a 2 x 2 matrix for the coefficients. Again 
we choose a pivot say o( 11 and compute IDz= 
o( 21 
~11 
etc. 
At the completion of this process we have a system of equations in 
which x 3 is known. 
stitution. 
The solution is then completed by back sub-
_14 
As an example consider the system 
A c 
12 x 1 3 x 2 2x3 96 12 3 2 - 96 m =+ 
1 
+ = 0 4 2 
-3 x 1 8x2 + x3 68 = 0 -3 - 8 1 68 1 
m3 = - IT 
xl + 2x2 + 6x3 3 = 0 1 2 6 3 
1 cl 
35 3 92 9 A2 c2 - -:r 2 4 9 
m = 
-:55= 35 2 2612 653 2612 653 
9 35 5 4 420 -35 420 x3 = 35 4 b 
x3 = 3 
x2 = -10 
xl = 5 
VI. Jordanian Elimination 
This method is much the same as Gaussian elimination except 
that the pivotal row and column are retained at each stage and treated 
the same as other rows and columns. At the final stage each row has 
been used exactly once as pivot row and the final matrix of coefficients 
is diagonal. This method eliminates the back substitution required in 
the Gauss process. 
15 
VII. Doolittle's Method (a direct method) 
Elimination processes (Gauss and Jordan) are subject to round 
o££ errors which can become serious through accumulation. By doing 
away with some of the recording at each step we can eliminate the 
accumulation of round o££ error. Doolittle's Method is a compact 
elimination procedure in which the only recorded quantities are the 
multipliers in each row and the coefficients of the final triangular form. 
In this method the order of elimination has to be fixed at the start and 
pivotal elements are taken along the main diagonal. 
Here we refer to the system 
( 1. ) a 11 x 1 + a 12 x2 + a 13 x3 = cl 
( 2.) a21 xl + a22 x2 + a23 x3 = c2 
(3. ) a3 1 x 1 + a3 2 x2 + a3 3 x3 = c3 
The method is simply to add a multiple of ( 1. ) to ( 2. ) so as to 
eliminate x 1 from (2.). Then add multiples of ( 1.) and the new 
(2.) to (3.) to eliminate x 1 and x 2 from (3.). This leaves atri-
angularized coefficient matrix and the back substitution completes 
the solution. 
16 
It can be shown 2 that the standard Doolittle technique is valid 
by the establishment of an accurate notation to replace the usual 
11 loose" description of the Doolittle process in terms of operations. 
After indicating this notation Dwyer establishes four theorems con-
cerning the interchangeability of the subscripts in the coefficient 
matrix and by applying these theorems shows that the pre-diagonal 
entries must be identically zero. He then illustrates the solution of 
a 4 x 4 system of equations using an abbreviated and then a standard 
Doolittle method. 
VIII. Crout• s Method (a direct method} 
In this explanation we refer to the same system as used to illus-
trate the Doolittle technique above. This is also a compact elimination 
procedure and here again we avoid an accumulation of round off error. 
We take the first column of the coefficient matrix as: 
a 11 (1} 
o( 12( 4 > o(l3 ( 5 ) ;3 (6) o{ 22 (?} 
I 1 
a21 (2} and compute then 
o(32(S} and 
a3 1 ( 3) 
IX 23 (9) and (3 2 (10). Then o<:33 ( 11) and finally (3 3 ( 12}. 
2 PaulS. Dwyer, The Doolittle Technique, Annals of Mathematical 
Statistics vol. 12 (1941} pp. 449-458. 
17 
The m.unbers in parentheses indicate the order in which we construct 
the c/... 1 s and (3 •s. At the completion we have 
all (1) ot..l2 ( 4 ) 0('13(5) (2>1(6) 
a21 ( 2) o( 22 ( 7 ) o( 23( 9 ) ~ 2 (10) 
a31 ( 3) o(32(S) o(33(11) (33(12) 
The rules for computing the matrix above are: 
1.) the first column is the first column of the coefficient matrix. 
2.) this first row is o< 12 = a 12 I all, 
3.) the second column is o/. 22 = a 22 - a 21 o( 12 and 
o(32 = a32 - a31 o(l2 · 
4.) the second row is cx:'23 = (a23 - a 21 o<. 13 ) I 0('22 
(3'L::. (C2- a21 o<. 1) I D( 22 
5.) the third column is ol.. 33 = a 33 - a 31 t>l... 13 - o<: 32 o<' 23 
6. ) finally (3 3 = ( C3 - a31 (3 1 - o(23 j3 2) I eX 33 
After computing the matrix the system is solved by back substitution 
with the elements above the diagonal and using units for the diagonal 
elements. 
To illustrate Crout• s Method let us consider the following system: 
2X I + x2 
xl - x2 
-----
xl ~ x2 
For the first row 
cf = al2 = .!. 
12 a 11 2 
the second colwnn 
the second row 
the third colwnn 
+ x3 
- x3 
- x3 
= 7 
= -4 
= 0 
3 
= -z 
o(33 = a33 - a31 o( 13 - tJ.. 32 o(23 = - 2 
and the third row 
We now have: 
2 1 1 7 2 2 2 
1 3 1 5 
-2 
1 1 -2 3 2 
18 
7 
= 2 
Now, using units for the diagonal elements we obtain by back substitution 
x3 = 3 
x2 = 5 -x3 = 5 - 3 = 2 
7 1 1 7 1 3 7 5 1 xl = 2 -2 x2 --X = 2 - - 2 = 2 - 2 = 2 1 
19 
IX. Matrix Equivalents 
3 A paper by Fox contains solutions and descriptions of methods 
of solution of systems of linear equations and then discusses the matrix 
equivalent of these operations. For example in the case of Gaussian 
elimination a matrix equivalent for a system of 4 equations in 4 
unknowns is 
1 0 0 0 all a12 al3 al4 all al2 al3 al4 
-a21 
1 0 0 a21 a22 a23 a24 0 a22 a23 a24 
all 
= 
-a31 
1 0 0 a31 a32 a33 a34 0 a32 a33 a34 
all 
-a41 
1 
--
0 0 a41 a42 a43 a44 0 a42 a43 a44 all 
1 0 0 0 all al2 al3 al4 all al2 al3 al4 
0 1 0 0 0 a22 a23 a24 0 a22 a23 a24 
= 
- a32 
1 0 0 0 a32 a33 a34 0 0 a33 a34 
a22 
- a42 
1 0 
--
0 0 a42 a43 a44 0 0 a43 a44 
a22 
3 L. Fox, op. cit. , pp. 1-54. 
~ 
20 
1 0 0 0 all a12 al3 al4 all al2 al3 al4 
0 1 0 0 0 a22 a23 a24 0 a22 a23 a24 
= 
0 0 1 0 0 0 a33 a34 0 0 a33 a34 
-a43 
1 0 0 0 0 a43 a44 0 0 0 a44 
a33 
The non-zero, non-unit elements in the matrix which in each of the 
three steps above pre -multiplies the co -efficient matrix are exactly 
the multipliers which would be used in solving this system by 
Gaussian elimination. 
Most of the methods Fox discusses are illustrated and described 
briefly in IV through VIII of this paper (i.e. Gauss -Seidel Iteration, 
Gauss Elimination, Jordan, Doolittle and Craut). In each case Fox has 
solved a 6 x 6 system and complete results are shown. Several 
methods of inverting matrices are discussed, including triangularization, 
orthogonalization, Cholesky (for symmetric matrices only) and matrix 
partitioning. 
X. A Paper by Fox, Huskey, Wilkinson Considering Four Methods 
of Solution of Linear Systems 
Four methods of solution of simultaneous equations are considered 
21 
by Fox, Huskey and Wilkinson: 4 ( 1} Pivotal Condensation which is 
Gaussian Elimination (2} Orthogonal Vectors (3} Cholesky Method 
( 4} Use of Punched Card Equipment. 
The first method we have already described and will not repeat 
here. 
A. Method of Orthogonal Vectors 
In the equation Ax = b the solution x is a column vector (matrix}. 
We now express x as a linear combination of n 
" vectors x in the form x = ~d.. x where 
r T r r 
column matrices or 
I I 
x Ax = x Ax = 
s r f' s 
o ( r :f:.. s} and A is symmetric. Using our original equation we have 
Y1 
b = ~ o( Ax 6 r r 
I 
n equations 
which we premultiply by x! for s = 1 . . . n to get the 
s 
n 
'C:"'o( .;_Ax = x b. L, r s r s 
r =1 
This represents a system of n equations in the unknowns o( 1 . . . o(n 
but all off diagonal terms in the matrix of this system are zero since 
x~ Axr = x~ Axs = o (for r ¥ s}. In other words the matrix is diagonal 
and o~..· = 
r 
The solution is x= 
n 
2 
1 
4 L. Fox, H. D. Huskey and J. H. Wilkinson, Notes on the Solution 
of Algebraic Linear Simultaneous Equations, Quarterly Journal of 
Mechanics and Applied Mathematics vol. I (1948} pp. 149-173. 
22 
B. Method of Cholesky 
This applies only to symmetric matrices and consists in express-
I 
ing the symmetric matrix A in the form A = L L where L is lower 
I 
triangular and L 1 its transpose is necessarily upper triangular. Then 
-1 
A -1 = L' L -l and the problem is solved. 5 It has been shown by 
A. M. Turing6 that Cholesky' s method may be extended to non-
symmetric matrices. 
Fox, Huskey and Wilkinson solve, by way of illustration, a 
system of six equations by ( 1.) elimination and back substitution 
(2.) Jordanian elimination (3.) elimination below the line (Aitken) 
(4.) orthogonalization (5.) Cholesky's method. 
Black 7 solves this same problem, giving us a good comparison 
of the methods and arithmetic involved. Black's method is essentially 
elimination and back substitution as in pivotal condensation but he uses, 
instead of the largest elements in a given row, the elements along the 
main diagonal of the coefficient matrix. 
5R. A. Frazer, W. J. Duncan and A. R. Collar, Methods of 
inverting triangular matrices are considered in Elementary Matrices, 
C. U. P. ( 1938) pp. 103-105. 
6 A. M. Turing, Rounding Of£ Errors in Matrix Processes, 
Quarterly Journal of Mechanics and Applied Mathematics ( 1949}. 
7 A. N. Black, Further Notes on the Solution of Algebraic Linear 
Simultaneous Equations, Quarterly Journal of Mechanics and Applied 
Mathematics vol. 2 {1949) pp. 321-324. 
23, 
XI. Relaxation Methods 
8 Fox gives a framework analogy of relaxation procedure some-
what as follows. Picture a framework initially unloaded but having 
constraints at each joint preventing any movement. Now, if an exter-
nal load is applied to the framework this load will be borne by the con-
straints at the joints, the frame itself remaining unloaded, and some 
one joint or constraint will support the largest part of the load. If 
we now relax this joint by removing the constraint some of the load 
will be transferred to neighboring joints and some to the framework 
itself. We now repeat this process until the load on each of the joints 
has become less than the uncertainty of measurement involved in the 
weight of the original load. At this point the framework is supporting 
almost the entire load and the system is said to be "relaxed." 
This method of solution can be applied to all linear simultaneous 
equations. The question of theoretical convergence of the sums of 
changes (relaxations) in the unknowns to the real values has been 
investigated by Temple (The General Theory of Relaxation Methods 
Applied to Linear Systems - Proceedings of Royal Society A 169, 
1939 pp. 4 76 -500) but of more practical importance is the question 
"How rapidly does the convergence take place?" Convergence may 
8 L. Fox, A Short Account of Relaxation Methods, Quarterly 
Journal of Mechanics and Applied Mathematics vol. I ( 1948) 
pp. 253-286. 
24 
be so slow as to render the method impracticable in which case the 
equations are called "ill-conditioned. " Convergence can be acceler-
ated by elimination at each step not of the largest residual but of that 
residual which requires the largest displacement for its elimination. 
Fox discusses several numerical examples including the trans-
formation of a second order partial differential equation (Laplace's} 
to a system of simultaneous finite difference equations which he then 
solves by relaxation techniques. We will now apply relaxation 
methods to a simple 3 x 3 system 
( 1. } 
5 X y + 3 z + 27 = Rl 
3 X+ y + 
12 X 9y 
z - 3 = R 2 
z + 29 = R 3 
The solution to the system is obtained by making the residuals R 1, 
R 2 and ~3 zero, if possible, or if not1as sman;fequired to obtain the 
necessary accuracy. As a unit relaxation table we use the transpose 
of the coefficient matrix of ( 1. } which is 
Rl R2 R3 
X 5 3 12 
y -1 1 -9 
z 3 1 -1 
From this table the changes in the R 1, R 2 , R 3 may be quickly com-
puted for corresponding changes in x, y and z. We now start with 
arbitrary values, say x = y = z = o. 
25 
X y z Rl R2 R3 
1.) 0 0 0 27 -3 29 
2.) -2 0 0 17 -9 5 
3.) 0 0 -5 2 -14 10 
4.) 4 0 0 22 -2 58 
5.) 0 6 0 16 4 4 
6.) 0 0 -5 1 -1 9 
7.) 0 1 0 0 0 0 
x,y&:z 2 7 -10 0 0 0 
In line l.) we assume values x = y = z = o and compute residuals 
R 1 R 2 and R 3 as shown. Next we try to make the largest R either 
zero or as small as possible. This we do by allowing a change of -2 
in the value of x and leaving y = z = o. The corresponding R 
changes are quickly gotten from our unit relaxation table and these 
changes are applied to the original residuals 27, -3, 29 to obtain 
new residuals 17, -9, 5. Next we reduce the largest of these 
{the 17) by allowing a -5 change in z and no change in x and y. 
This process is continued until the R's are negligibly small {zero 
theoretically). Our example, being "rigged," gives zero residuals 
and the final values of x y and z are the algebraic sums of the 
changes made in their values. Now consider a set of equations with 
constant coefficients: 
"' 
(A.) 
+ aln xn = cl 
c 
n 
26 
let us consider the derivation of residual and unit relaxation operators 
which will, for changes in the x. show corresponding changes in the 
1 
R. where the R. are defined as follows: 
1 1 
all xl + + aln X cl = Rl n 
a21 xl + ... + a2n X - c2 = R2 n 
(B.) 
c = R 
n n 
The set of equations (B.) themselves constitute the residual operator 
table as the R. may be computed directly from these equations for any 
1 
given change in one of the X •• 
1 
Now since R. = R (xl' x2 •. • X ) 1 n 
dR 1 
,; Rl 
dx1 
~ Rl c)Rl 
dx = J xl + d x2 dx2 + ... + d xn n 
dR2 = 
d R2 dx1 
d R2 a R2 
dx + --dx + ... + d xl J x 2 2 c) X n (c.) n 
d R d Rn d Rn dR n dx1 dx J + J x2 dx2 + ... + n xl d X n n 
,., 
But from (B.) by differentiation 
d Rl d Rl 
= all d xl ' J x2 
d R2 J R2 
= a21 ' d xz c;) xz 
and by substituting in (C. ) we get 
(D.) 
= 
= 
d Rl 
al2 ... j X n 
a22 
d ·R2 
... () 
+ a 1 dx n n 
X 
n 
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= aln 
= a2n 
Next we allow a unit change in x 1 , that is dx 1 = 1 and we keep 
x 2 ... xn constant so that dx2 , ... dxn = o . Putting these values 
into (D.) we get 
dx 1 = 1 
dx = 1 (E.) 2 
dx = 1 
n 
d R 1 = all ' 
d R 1 = al2 ' 
d R 1 =a ln' 
d R 2 = a21 ' ... ' dR = a n nl 
d R 2 = a22' ... ' dR = a n n2 
d R2 = a2n ' ... ' d R =a n nn 
(E. ) constitutes our unit relaxation table. Note that the matrix of 
(E. ) is the transpose of the coefficient matrix of (A.) 
matrix of E = 
a 
nn 
This fact was used in the preceding example to establish the unit 
relaxation table. 
We now discuss an approximate solution by relaxation to 
Poisson's second order differential equation 
w + 2 
X 
= g (X, y) 
over the square region o t5 x ~ 4, o .~ y ~ 4 assuming the 
g ( x,y) to be a constant ( - 100). Let us further assume w = o 
everywhere on the boundary of the square region. We divide the 
28 
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region as below 
y 
w = 0 
1 2 3 4 5 
--
h = 1 
6 ~ ~ ( lC 
--
I 
I 
I 
11 12 1~ 1~ 11: 
16 17 18 1~ 2C 
I I 
2!2 2~ 2f.l: 25 21 X 
h=l 
Now consider the problem of replacing the + by 
approximately equivalent finite difference expressions. Had our 
equation been one involving only total derivatives we would use the 
definition of a derivative to compute directly our approximate finite 
difference expression as follows: 
dy 
dx = 
In the diagram below 
Lim 
h+O 
x_z 
f { Xo + h) - f {X) 
0 
X 
0 
-
X 
f{xo+ h)- f{x) 
or using 
to represent f {x) at x = x 1 and f to represent f{x} at x = x 0 0 
h( ~~ ~,.... f 1 - f 0 which represents the approximate value of 
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dy 
dx at x = ('1 for the function y = f{x). To get d2 y we refer 
dx2 
to our diagram again: 
h(·dy;~f 
dX)J- 0 
d2 y 
f_l and dx2 = d (dy) crx crx 
fdy) h (h) h 
(
d ) ~+z- - dx& -z 
d ~ X~ h ':::: ------..,h-----
2 
Now, for two variables the 10 
argument would be the same I> ~ 
(holding first one and then the 11 :> 
other constant) (Figure at ~ 
right), 12 
' 
~ 
Representation for 2 variables 
elf Lim f ( x 0 + h , y) - f ( x , y) and we would have ,-x = 
gx h~o 
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also be obtained from a Taylor Series expansion of f(x, y). We are 
now ready to substitute this in the Poisson equation to get 
32 
w 1 + w 2 + w 3 + w 4 - 4w0 = -100 (whasreplacedf.). This 
is a typical equation for any point o. Looking at our original lattice 
we see that we should have 25 such equations except that w 1, w 2 , w 3 , 
w 4 , w 5 , w 10 , w 15 ... w 11 , w 6 (i.e. all boundary points) have the 
function w = o so that in reality we have to solve the following system: 
1.) w 8 +w2 +w6 +w 12 -4w7 = 100 
2. ) w 9 + w 3 + w 7 + w 13 - 4w 8 = 10 0 
3.) w10+w4 +w8 +w 14 -4w9 = 100 
4.) w 13 + w 7 + w 11 +w17 - 4w12 =- 100 
5.) w14 + w 8 + w12 + w18 - 4w13 = - 100 
6.) w15+w9 +w13 + w19 -4w14=- 100 
7.) w18+w12+w16+ w22 - 4w17 =- 100 
8.) w19 + w13 + w17+ w23 - 4w18 = - 100 
9.) w20+ wl4+ wl8+ w24 - 4wl9= - 100 
These equations should now be re-written as, 
w 8 + w 2 + w 6 + w 12 - 4w 7 + 10 0 = R 1 
w 9 +w3 +w7 +w 13 - 4w8 + 100 = R 2 
wll' wl5' wl6' w22' 
w 23 , and w 24 are zero 
since they are all boundary 
points. The unknowns 
then are w 7 w 8 w 9 w 12 
w 13 w 14 w 1 7 w 18 and 
wl9 · 
We now need an operator which shows the effect of a unit change in w 
at one point on the R at that point and on the surrounding w's. Since 
33 
R is a function of S variables (the w' s) let us pick the central point 
w 13 and allow a unit change at this point to calculate the relaxation 
operator. There are S equations involving w 13 . These are RS' R 2 , 
+ 
etc. 
But etc., may be computed directly from 
the equations and dRS = l dw 14 + l dw8 + l dw 12 + l dw 18 - 4 dw 13 
dR 2 = l dw 9 + l dw 3 . . . 
dR4 = 
Now allowing a unit change in w 13 , that is dw 13 = l and holding the 
other w's constant we get dRS = -4 and dR2 = dR4 = dR6 = dR8 = l. 
Since R 13 was the residual at w 13 and w 13 is representative of w 
at any of the internal points of our region of solution we can represent 
our operators as follows , 
' 
I 
, 
-'1 +I~~ I I I ~y I 
I !J 
Residual Operator Unit Relaxation Operator 
In other words, to compute the value of R for any point o 
0 
multiply the values of the w
0 
w 1 w 2 w 3 w 4 by the multipliers 
shown at the left of the respective points in the residual operator 
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diagram, add these products and to the sum add the 100 at the right 
of o. 
Thatis R
0 
= lw1 + lw2 + lw3 + lw4 - 4w0 + 100. The 
numerical work for the first three steps is shown below. 
0 0 c D 
0 (1Jo c /r; 0 c IIJo 
I 
I 
I 
0 lt?c 0 linn c ibD I 0 
D a ~D 0~{) o~.,b 0 
0 0 0 0 
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" 
~ i/GC. 0 foo 6 too 
IZ£ 
0 loo lJ /oo o /o~ 
/zs 2.5 e /H' 
0 /Do D (oo D foo 
12- ;) 
tJ loo () /of 0 loo 
1;~ ns (.JD 
() fo<> o foo D /t>O 
115 u () ll.~ 
0 foo 0 (oo o· too 
" 
IU 
This is continued9 until at the last stage the values are as shown below: 
69 () 
88 ~; 
t? D 
9F. S. Shaw, Relaxation Methods, Dover Publications, 1953, 
pp. 79-83. 
XII. Hestenes and Stiefel Describe Method of 
Conjugate Gradients and Conjugate Directions 
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In an iterative method one attempts to solve a linear system by 
generating an improved estimate x of a solution h by the use of a 
formula such as x 1 = x + ap where the a represents a magnitude 
of a connection and the p a direction for the change. Usually a 
is chosen so as to minimize F (x + ap) considered as a function of a. 
There are three essential methods for choosing the direction p. 
1. ) p may be chosen at random. 
2.) the p's may be prescribed as in the Gauss- Seidel method. 
3.) the p's may be generated by a certain rule as is (presently) 
the case in gradient methods. 
The gradient of a function F can best be defined in terms of the 
first variation of F. The first variation of F at x is the derivative 
d F (x + t:i. f ) 
dol. evaluated at <X. = o where f is an arbitrary 
vector and o< a constant. Thus if f is of unit length the first 
variation is the directional derivative in the direction r If we 
denote the first variation of F by 
function of n variables is then 
F. 
1 
or the differential of F. 
S F , the first variation of a 
(F. = 
1 
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To define the gradient of F assume that we have given an inner 
$ x, S y) over the class of variations x. The gradient 
of F at x is a vector g such that SF = (g, $ x). 
The method of conjugate gradients is an iterative method for 
solving the system Ax = k which terminates in at most n steps 
(the n = 1st is usually a better approximation if no rounding off 
errors are encountered. Starting with an initial estimate 
solution h one determines successively new estimates 
X 
0 
of the 
of h. At each step the residual r. = k - Ax. is 
1 1 
computed. Normally this residual vector can be used as a measure 
of the value of the estimate x .. 
1 
However this measure is not reliable 
since there exist cases in which the square of the residual increases 
at each step, except the last, while the length of the error vector 
f h - xi/ decreases monotonically. If no round off error is 
encountered one reaches an estimate x (m ~ n) at which 
m 
This estimate is the desired solution h. Normally m = n. 
If the matrix A is symmetric and positive definite the following 
iteration formulas are used in the conjugate gradient method 
1.) Po = r = k - Ax (x arbitrary) 0 0 0 
2.) Jr d 
2 
a. = (p.' Ap.) 1 1 1 
3.) xi+l = x. + a. p. 1 1 1 
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4.) 
5.) b. = 
1 
r. 
1 
Jri+ll2 
(ri) 2 
-a. Ap. 
1 1 
The method consists of the following: 
First, select an estimate x of h and compute the residual 
0 
r and the direction p by formula ( 1.) . The iteration then pro-
0 0 
ceeds as follows: Having determined the estimate x. of h the 
1 
residual ri and the direction pi compute xi+l' ri+l and 
pi+l by formulas 2.} through '6.) successively. The residuals 
ro ) Y"l are mutually orthogonal vectors and the direction 
vectors p
0 
pi are mutually conjugate that is 
(r., r.) = o 
1 J (p., Ap.} = o 1 J (i=f.j} 
Once one has obtained the set of r mutually conjugate vectors 
p ... p 1 the solution of Ax = k
1 
can be obtained by the formula 
o n-
n-1 
~ (p. ' kl) 1 X = (Ap., p.} P· 1 
i=o 1 1 
If we denote by p .. the j th component of 
1J 
then p. 
1 
-1 the element in the jth row and kth column of A . 
n-1 
~ p .. pik 1J (p. Ap.} 
i=o 1 1 
is 
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The conjugate gradient method may be put in many different forms 
which are all equivalent mathematically though not necessarily 
equivalent computationally. Magnus R. Hestenes has proved that any 
n- step method for solving an n x n system of equations is equivalent 
to or may be interpreted as a conjugate gradient method. Hestenes 
suggests that while this result is of theoretical interest it is of perhaps 
little practical value. 
Example 
Take A = 1 2 -1 1 
2 5 0 2 
-1 0 6 0 
1 2 0 3 
Select k to be ( 0, 2, -1, 1} 
Step Vector Components a. b. 1 1 1-
X 1 0 0 0 
0 
r -1 0 0 0 
0 0 
Po -1 0 0 0 
Ap -1 -2 1 -1 1 
0 
xl 0 0 0 0 
rl 0 2 -1 1 
1 
p1 -6 2 -1 1 
Ap1 0 0 0 1 6 6 
40 
Step Vector Components a. b. 1 1 1-
x3 -61 22 -11 6 
3 0 2 4 0 3 
p3 -20 10 0 0 
Ap3 0 10 20 0 
1 2 
5 3 
x2 -36 12 -6 6 
2 0 2 -1 -5 2 
P2 -30 12 -6 0 
Ap2 0 0 -6 -6 
5 5 b 
4 x4 -65 24 -11 6 
The conjugate gradient method is really a special case of a more 
general method called the method of conjugate directions. This is 
explained, from a different point of view, in Fox, Huskey and Wilkin-
son, pp. 149-173, Notes on Solution of Algebraic Linear Simultaneous 
Equations, Quarterly Journal of Mechanics and Applied Math ( 1948). 
First make an estimate x of h (the solution) compute the 
0 
residual r
0 
= k - Ax
0 
and choose a direction p
0
. Following this 
estimate, proceed generally by obtaining x. of h, the residual 
1 
r. = k - Ax. and the direction p. and then computing the new estimate 
1 1 1 
xi+l and its residual ri+l by the formulas 
(p.' t .) 
1 1 
ai = (p. , Ap.) ' 
1 1 
= x. + a. p. , 
1 1 1 
(. 
1 a. Ap .. 1 1 
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Next select a direction pi+ 1 conjugate to (p 0 . , p. ) , that is such 1 
that (pi+l, Apj) = o (j = o, 1, 2, 
methods of computing the directions (p 
0 
' i) The different 
. p.) each lead to different 
1 
specialization of the conjugate -direction method. It is shown by 
Hestenes and Stiefe1 10 that by an A-orthogonalization of the basic 
vectors (1, o, o ... ), (o, 1, o ... ) etc. the conjugate direction 
method leads to the Gauss elimination method. The formula 
Pi+l = ri+l + bi pi leads to the conjugate gradient method. 
1 0Magnus R. Hestenes and Eduard Stiefel, Method of Conjugate 
Directions, National Bureau of Standards Journal of Research ( 1951) 
Section 4, p. 412. 
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ABSTRACT 
It has been noted that the writing of a system of linear equations 
in matrix form quite naturally suggests the computation of an inverse 
matrix which may then be used to compute solutions to a system of 
equations in which the coefficients remain the same but the constants 
have been changed. 
The elementary properties of matrices and determinants have 
been reviewed and a general method of matrix inversion based on 
these properties was considered. The very considerable practical 
deficiencies of this theoretically attractive method suggested that the 
method would be almost completely worthless for a system larger 
than two by two. 
We have seen that the practical methods of solving a system 
of line a r equations may be divided generally into direct and 
indirect methods. In a direct method we compute, by elimination of 
one sort or another each element of the inverse matrix whereas in an 
indirect procedure we generate according to some scheme (iteration, 
relaxation, etc.) successively better approximations to the elements 
in the inverse matrix. 
Five methods of solving linear systems were described and 
examples considered where it was felt these were helpful in describing 
11 
the method. Only one of these five was an indirect method (Gauss-
Seidel Iteration). 
The operation of solving a system of linear equations has been 
seen to be equivalent to finding the inverse of the coefficient matrix. 
Relaxation methods are indirect procedures analagous to 
physically removing constraints on a loaded framework so that finally 
the entire load is borne by the framework. The sum of the changes 
made to bring this about (zero or near zero constraint at each joint) 
then constitutes the relaxation or solution of the system. This 
method was applied to a simple three by three system by way of 
ill us tr ation. More general procedures were discussed and a 2nd degree 
differential equation, the Poisson equation, with a set of given 
boundary conditions was replaced by a system of linear equations and 
these were then solved by relaxation. 
The method of conjugate gradients (as explained in a paper by 
Hestenes and Stiefel) was examined and shown to be a specialization 
of Hestenes and Stiefel's method of conjugate directions. A system 
of four equations in four unknowns is solved by the method of con-
jugate gradients. 
