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Abstract: We consider the supervised learning problem when both covariates
and responses are real functions rather than scalars or finite dimensional vec-
tors. In this setting, we aim at developing a sound and effective nonparametric
operator estimation approach based on optimal approximation in reproducing
kernel Hilbert spaces of function-valued functions. In a first step, we exhibit a
class of operator-valued kernels that perform the mapping between two spaces
of functions: this is the first contribution of this paper. Then, we show how
to solve the problem of minimizing a regularized functional without discretizing
covariate and target functions. Finally, we apply this framework to a standard
functional regression problem.
Key-words: Operator-valued kernels, operator estimation, nonparametric
functional data analysis, function-valued reproducing kernel Hilbert spaces
∗ Sequel/INRIA-FUTURS, LAGIS/CNRS. E-mail: hachem.kadri@inria.fr
† Sequel/INRIA-FUTURS, LIFL/CNRS. E-mail: philippe.preux@inria.fr
‡ Sequel/INRIA-FUTURS, LAGIS/CNRS. E-mail: emmanuel.duflos@inria.fr
§ LITIS, INSA de Rouen. E-mail: stephane.cau@insa-rouen.fr
Noyaux a` Valeurs Ope´rateurs pour l’Estimation
Non-parame´trique d’Ope´rateurs
Re´sume´ : Dans ce rapport de recherche, nous conside´rons le proble`me d’appren-
tissage supervise´ dans le cas ou` les variables explicatives ainsi que les variables
d’inte´reˆts sont de dimension infinie et repre´sente´es par des fonctions. Nous
de´veloppons une approche non-parame´trique pour l’estimation d’ope´rateurs dans
un espace de Hilbert a` noyau reproduisant de fonctions a` valeurs fonctions. Nous
introduisons une classe de noyaux a` valeurs ope´rateurs et nous montrons com-
ment re´soudre le proble`me de minimisation correspondant sans discre´tiser les
variables explicatives et a` expliquer. Finalement, nous appliquons l’approche
de´veloppe´e a` un proble`me de re´gression a` re´ponse fonctionnelle.
Mots-cle´s : noyaux a` valeurs ope´rateurs, estimation non-parame´trique d’ope´ra-
teurs, analyse des donne´es fonctionnelles, espace de Hilbert a` noyau reproduisant
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1 Introduction
Data streams are more and more commonly encountered in data mining and
machine learning; for instance, data streams are very common in imagery in
neuroscience. A data stream may be either of discrete nature, or of continuous
nature; in any case, it comes as a discrete series of objects (scalars, or more
complex entities). In the case of continuous streams, the stream is really a
function rather than a vector. If we wish to address such data in the sound
framework of reproducing kernel Hilbert spaces (RKHS), we have to consider
RKHS which elements are operators that map a function to an other function
space, possibly source and target function spaces being different. Working in
such RKHS, we are able to draw on the important core of work that have
been performed on real RKHS, and multi-valued real RKHS. Such a functional
RKHS framework has been introduced very recently (Kadri et al., 2010); the
present paper aims at building on this early work, and addresses in particular the
problem of exhibiting operator-valued kernels and the resolution of the related
optimization problem. This study is valuable from a variety of perspectives.
Our main motivation is the problem of nonparametric regression when both
input and output data are curves. One of the simplest ways to handle these
data is to treat them as multivariate vectors. However this method does not
consider any dependencies of different values over subsequent time-points within
the same functional datum and suffer when data dimension is very large or
infinite. Therefore, we adopt a functional data analysis viewpoint (Zhao et al.,
2004; Ramsay and Silverman, 2005; Ferraty and Vieu, 2006) in which multiple
curves are viewed as functional realizations of a common function.
The problem of nonparametric function estimation continues to be a chal-
lenging research problem which significantly impacts machine learning algo-
rithm performances. During the past decades, a large number of algorithms
have been proposed to deal with that problem in the case of single-valued func-
tions (e.g., binary-output function for classification or a real number output
for regression). Recently, there has been considerable interest in estimating
vector-valued functions (Micchelli and Pontil, 2005a). Much of this interest has
arisen from the need to learn multiple tasks simultaneously, see Evgeniou et al.
(2005) and references therein. The primary focus of this paper is on extend-
ing existing kernel-based function estimation procedure to include large, even
infinite-dimensional output functions. More precisely, since input and output
data are infinite dimensional and then belong to a space of functions, we look for
a solution of an operator estimation problem in a set of operators that belong
to some reproducing kernel Hilbert space.
Reproducing kernels play an important role in statistical learning theory
and functional estimation. Scalar-valued kernels are widely used to design
nonlinear learning methods which have been successfully applied in several
machine learning applications (Scho¨lkopf and Smola, 2002). Moreover, their
extension to matrix-valued kernels has helped to bring about additional im-
provements in learning vector-valued functions (Micchelli and Pontil, 2005b;
Reisert and Burkhardt, 2007). The most common and most successful applica-
tions of matrix-valued kernel methods are in multi-task learning (Evgeniou et al.,
2005; Micchelli and Pontil, 2005b), even though some successful applications in
other areas, for example image processing, also exist (Ha Quang et al., 2010;
Reisert and Burkhardt, 2007). A basic question always present with repro-
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ducing kernels is how to build these kernels and what is the optimal kernel
choice. This question has been studied extensively for scalar-valued kernels
(Scho¨lkopf and Smola, 2002; Ong et al., 2005), however it has not been investi-
gated enough in the matrix-valued case. In the context of multi-task learning,
matrix-valued kernels are constructed from real kernels which are carried over
to the vector-valued setting by a positive definite matrix (Micchelli and Pontil,
2005b; Caponnetto et al., 2008). In this paper we consider the problem from a
more general point of view. We are interested in the construction of operator-
valued kernels which are the generalization of matrix-valued kernels in infinite
dimensional spaces.
1.1 Problem setting
In this subsection, we briefly review notions and properties of reproducing kernel
Hilbert spaces with operator-valued kernels and show their connection to learn-
ing from multiple response data (multiple outputs ; see Micchelli and Pontil
(2005a) for discrete data and Kadri et al. (2010) for continuous data). We first
consider the problem of estimating a function f such that f(xi) = yi when
observed data (xi, yi)i=1,...,n are assumed to be elements of infinite dimensional
Hilbert spaces. In the following we denote by Gx, and Gy the domains of xi and
yi respectively. X = {x1, . . . , xn} denotes the training set with corresponding
targets Y = {y1, . . . , yn}. Since Gx and Gy are spaces of functions, the problem
can be thought of as an operator estimation problem, where the desired opera-
tor maps a Hilbert space of factors to a Hilbert space of targets. We can define
the regularized operator estimate of f ∈ F
fλ , argmin
f∈F
n∑
i=1
‖yi − f(xi)‖
2
Gy
+ λ‖f‖2F (1)
In this work, we are looking for a solution to this minimization problem in a
reproducing kernel Hilbert space F of function-valued functions on some infinite-
dimensional input space Gx. We start by introducing function-valued reproduc-
ing kernel Hilbert spaces and showing the correspondence between such spaces
and positive operator-valued kernels. Bijection between scalar-valued kernel
and RKHS was first established by Aronszajn (1950). Then Schwartz (1964)
shows that this was a particular case of a more general situation. More re-
cently, interest has grown in exploring Hilbert spaces of vector random functions
for learning vector-valued functions (Micchelli and Pontil, 2005a; Carmeli et al.,
2006; Caponnetto and De Vito, 2007). The function-valued RKHS approach ex-
tends the vector-valued case to infinite-dimensional output data (Wahba, 1992;
Kadri et al., 2010).
Let Gx and Gy be infinite-dimensional Hilbert spaces and F a linear space
of operators on Gx with values in Gy. We assume that F is a Hilbert space with
inner product 〈., .〉F . Let L(Gy) be the set of bounded linear operators from Gy
to Gy.
Definition 1 (function-valued RKHS)
A Hilbert space F of functions from Gx to Gy is called a reproducing kernel
Hilbert space if there is a nonnegative L(Gy)-valued kernel KF(w, z) on Gx×Gx
such that:
INRIA
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i. the function z 7−→ KF(w, z)g belongs to F , ∀z ∈ Gx, w ∈ Gx, g ∈ Gy,
ii. ∀f ∈ F , 〈f,KF(w, .)g〉F = 〈f(w), g〉Gy (reproducing property).
Definition 2 (operator-valued kernel)
An L(Gy)-valued kernel KF(w, z) on Gx is a function KF(., .) : Gx × Gx −→
L(Gy); furthermore:
 KF is Hermitian if KF(w, z) = KF(z, w)
∗, where KF(z, w)
∗ is the adjoint
operator of KF(z, w)
 KF is nonnegative on Gx if it is Hermitian and for every natural number
r and all {(wi, ui)i=1,...,r} ∈ Gx × Gy, the block matrix with ij-th entry
〈K
F
(wi, wj)ui, uj〉Gy is nonnegative.
Theorem 1 (bijection between function-valued RKHS and operator-valued ker-
nel)
A L(Gy)-valued kernel KF(w, z) on Gx is the reproducing kernel of some Hilbert
space F , if and only if it is positive definite.
The proof is performed in two steps. The necessity is an immediate re-
sult from the reproducing property. For the sufficiency, we assume F0 to be
the space of all Gy-valued functions f of the form f(.) =
∑n
i=1 KF(wi, .)αi
where wi ∈ Gx and αi ∈ Gy , with the following inner product 〈f(.), g(.)〉F0 =∑n
i,j=1 〈KF(wi, zj)αi, βj〉Gy . We show that (F0, 〈., .〉F0) is a pre-Hilbert space.
Then we complete this pre-Hilbert space via Cauchy sequences to construct the
Hilbert space F of Gy-valued functions. Finally, we conclude that F is a re-
producing kernel Hilbert space, since F is a real inner product space that is
complete under the norm ‖.‖F defined by ‖f(.)‖F = lim
n→∞
‖fn(.)‖F0 , and has
KF(., .) as reproducing kernel.
1.2 Related works
The problem of operator estimation arises in a number of different contexts.
Here we briefly discuss two contexts: collaborative filtering (CF) and functional
data analysis (FDA). The goal of collaborative filtering is to build a model to
predict preferences of clients “users” over a range of products “items” based
on information from customer’s past purchases. In Abernethy et al. (2009), the
authors show that several CF methods such as rank-constrained optimization,
trace-norm regularization, and those based on Frobenius norm regularization,
can all be cast as special cases of spectral regularization on operator spaces.
Using operator estimation and spectral regularization as a framework for CF
permit to use potentially more information and incorporate additional user-
item attributes to predict preferences. A generalized CF approach consists in
learning a preference function f(., .) that takes the form of a linear operator
from a Hilbert space of users to a Hilbert space of items, f(x, y) = 〈x, Fy〉 for
some compact operator F .
From the FDA point of view, operator estimation problems are frequently
encountered in functional regression analysis. FDA is an extension of multivari-
ate data analysis suitable when the data are curves (Ramsay and Silverman,
2005). In this framework, data are assumed to be a single function observa-
tion rather than a collection of individual observations. A functional regression
RR n° 7607
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problem takes the form yi = f(xi) + i where one or more of the components
yi, xi and i are functions. Three subcategories of such models can be distin-
guished: predictors xi are functions and responses yi are scalars; predictors are
scalars and responses are functions; both predictors and responses are functions.
In the latter case which is usually referred to as general functional regression
model, the function f is a compact operator between two infinite-dimensional
Hilbert spaces. Most previous works on this model suppose that the relation be-
tween functional responses and predictors is linear. In this case, the functional
regression model is an extension of the multivariate linear regression model
y(t) = α(t) + β(t)x(t) + (t) (2)
for a regression parameter function β. In this model, known as the concur-
rent model, the response y and the covariate x are both functions of the same
argument t, and the influence of a covariate on the response is concurrent or
point-wise in the sense that x only influences y(t) through its value x(t) at time
t (see chapter 14 of Ramsay and Silverman (2005)). An extended linear model
in which the influence of a covariate x can involve a range of argument values
x(s) takes the form (see chapter 16 of Ramsay and Silverman (2005))
y(t) = α(t) +
∫
x(s)β(s, t)ds + (t) (3)
In this setting, an extension to nonlinear contexts can be found in Kadri et al.
(2010) where the authors showed how Hilbert spaces of function-valued functions
and functional reproducing kernels can be used as a theoretical framework to
develop nonlinear functional regression methods.
1.3 Contribution and paper organization
The objective of this paper is to present and discuss a set of rigorously defined
operator-valued kernels that can be valuably applied to nonparametric oper-
ator estimation in infinite-dimensional space for continuous input and output
data (Ramsay and Silverman, 2005). Such kernels are not very well understood
and deserve more investigation. The first step in accomplishing our objective
will be to identify a working range of operators that are well suited to take into
account the local properties of the input and output spaces. Using this class
of operators, we then characterize algebraic transformations that preserve the
positivity of operator-valued kernels. Since data, even if they are represented by
functions, are often observed at discrete points, we discuss the construction of
operator-valued kernels from positive scalar kernels. This has the benefit of both
ensuring the nonnegativity of the operator-valued kernel and estimating the op-
erator without discretizing input and output functions. The operator-valued
kernel performs the mapping between a space of functions and a space of oper-
ators, while the scalar one establishes the link between the space of functions
and the space of measured values.
We also provide a discretization free solution of nonparametric estimation
problems in infinite dimensional spaces. We illustrate the proposed procedure
by giving examples of operator-valued kernels and showing their potential as a
tool for estimating operators and extending functional linear models to nonlinear
contexts.
INRIA
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The remainder of this paper is organized as follows. Section 2 discusses the
construction of operator-valued kernels. Section 3 presents the nonparametric
operation estimation procedure. Experimental setup and results are provided
in Section 4. Section 5 concludes this paper.
2 Operator-valued kernels
In this section, we describe the construction of operator-valued kernels in the
case where input data {xi}i=1,...,n ∈ Gx and output data {yi}i=1,...,n ∈ Gy
are infinite dimensional. It is well known that a number of difficulties arise
when standard machine learning techniques are applied to high-dimensional
data. Contrary to multivariate methods, we adopt a different data modeling
formalism by considering each xi and yi as a single observation represented
by a smooth function. It is true that the data measurement process often
provides a vector rather than a function, but the vector is a discretization of
a real attribute which is a function. In this setting, it is possible to build an
L(Gy)-valued kernel from an operator T associated with a function in the space
Gy (Kadri et al., 2010). A simple and familiar example of operator generated by
a function is the composition operator Tφ which is defined by Tφf = f ◦φ. This
class of operator was widely used in various problems of operator theory, system
theory and interpolation (Alpay, 1998; Dym, 1989). We suggest to construct
operator-valued kernels using the reproducing kernel of the space Gy . This has
the benefit of facilitating the design of operator estimation algorithms as we
show in section 3. Using the reproducing property of the operator-valued kernel
allows us to compute a dot product in a space of operators by a dot product
in a space of functions which can also be calculated from the scalar kernel.
The operator-valued kernel performs the mapping between a space of functions
and a space of operators, while the scalar one establishes the link between
the space of functions and the space of measured values. Gy is the space of
functions containing output data yi. Assuming that a functional datum for
replication i arrives as a set of discrete measured values, yi1, . . . , yip, the first
task is to convert these values to a function yi with values yi(t) computable for
any desired argument value t. If the discrete values are assumed to be errorless,
then the process is interpolation, but if they have some observational error that
needs removing, then the conversion from discrete data to functions may involve
smoothing (Ramsay and Silverman, 2005). This seems to confirm the suitability
of considering Gy to be a real reproducing kernel Hilbert space.
2.1 Combinations of positive operator-valued kernels
It is known that there is a bijection between positive operator-valued kernels and
function-valued reproducing kernel Hilbert spaces. So, as in the scalar case, it
will be helpful to characterize algebraic transformations that preserve the posi-
tivity of operator-valued kernels. The theorem 2 gives some building rules to ob-
tain a positive operator-valued kernel from combinations of positive existing ones
constructed as described above. Similar results for the case of matrix-valued ker-
nels can be found in Caponnetto et al. (2008); Reisert and Burkhardt (2007)
and for a more general context we refer the reader to section 3 of Carmeli et al.
(2010). In our setting, assuming that K1 = T
φ1
1 and K2 = T
φ2
2 be two kernels
RR n° 7607
8 Kadri, Preux, Duflos & Canu
constructed using operators T1 and T2 and functions φ1 and φ2, we are inter-
ested in constructing a kernel K = T φ = Ψ(T1, T2)
ϕ(φ1,φ2) from K1 and K2
using operators combination Ψ and functions combination ϕ.
Theorem 2 Let K1 : Gx×Gx −→ L(Gy) and K2 : Gx×Gx −→ L(Gy) two non-
negative kernels such that K1(x1, x2) = T
φ1(x1,x2)
1 and K2(x1, x2) = T
φ2(x1,x2)
2
i. T φ11 + T
φ2
2 is a nonnegative kernel,
ii. If T φ11 (T
φ2
2 ) = T
φ2
2 (T
φ1
1 ) then T
φ1
1 (T
φ2
2 ) is a nonnegative kernel.
iii. Cϕ(x2)T
φ1(x1,x2)
1 C
ϕ(x1)∗ is a nonnegative kernel for any Cϕ ∈ L(Gy)
Obviously (i) follows from the linearity of the inner product. (ii) can be proved
by induction using sequences of linear operators. For the proof of (iii), we
observe that ∑
i,j〈KF(wi, wj)ui, uj〉
=
∑
i,j〈C
ϕ(wj)T
φ1(wi,wj)
1 C
ϕ(wi)∗ui, uj〉
=
∑
i,j〈T
φ1
1 C
ϕ(wi)∗ui, C
ϕ(wj)∗uj〉
which implies the nonnegativity of the kernel since T1 is nonnegative.
2.2 Examples of positive operator-valued kernels
Examples in this section all deal with operator-valued kernels constructed fol-
lowing the above described scheme and assuming that Gy be a real RKHS in-
cluded in a L2 space. Motivated by extending functional linear models (see
equations (2) and (3)) to nonlinear context, the first two examples deal with
operator-valued kernels constructed from multiplication and Hilbert-Schmidt
integral self-adjoint operators. The third example based on the composition
operator shows how to build such kernels from non self-adjoint operators. It
also illustrates the kernel combination defined in theorem 2(iii).
1. Multiplication operator:
In Kadri et al. (2010), the authors attempted to extend the widely used
Gaussian kernel to functional data domain using a multiplication opera-
tor and assuming that input and output data belong to the same space
of functions. Here we consider a slightly different setting, where the char-
acteristic function of the operator-valued kernel may be the reproducing
kernel of Gy.
A multiplication operator on Gy is defined as follows:
T h : Gy −→ Gy
y 7−→ T hy ; T
h
y (t) , h(t)y(t)
The operator-valued kernel KF(., .) is the following:
KF : Gx × Gx −→ L(Gy)
x1, x2 7−→ T
k(x1(.).,x2(.).)
INRIA
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where k(., .) ∈ Gy is a scalar kernel. It easy to see that 〈T
hx, y〉 = 〈x, T hy〉,
then T h is a self-adjoint operator. Thus KF(x2, x1)
∗ = KF(x2, x1) and
KF is Hermitian since KF(x1, x2) = KF (x2, x1).
Moreover, we have∑
i,j
〈KF (xi, xj)yi, yj〉Gy
=
∑
i,j
〈k(xi(.)., xj(.).)yi(.), yj(.)〉Gy
=
∑
i,j
∫
k(xi(t)t, xj(t)t)yi(t)yj(t)dt ≥ 0
since k is a positive definite scalar-valued kernel. Therefore KF is a non-
negative operator-valued kernel.
2. Hilbert-Schmidt integral operator:
A Hilbert-Schmidt integral operator on Gy associated with a kernel h(., .)
is defined as follows:
T h : Gy −→ Gy
y 7−→ T hy ; T
h
y (t) ,
∫
h(s, t)y(s)ds
In this case, an operator-valued kernel KF is a Hilbert-Schmidt integral
operator associated with the scalar kernel k and it takes the following form
KF(x1, x2) : Gy −→ Gy
f 7−→ g
where g(t) =
∫
k(x1(s)s, x2(t)t)f(s)ds.
The Hilbert-Schmidt integral operator is self-adjoint if k is Hermitian.
This condition is verified and then it is easy to check that KF is also
Hermitian. KF is nonnegative since∑
i,j
〈KF(xi, xj)yi, yj〉Gy =∫ ∫ ∑
i,j
k(xi(s)s, xj(t)t)yi(s)yj(t)dsdt
which is positive because of the positive definiteness of the kernel k.
3. Composition operator:
Let ϕ be an analytic map. The composition operator associated with ϕ is
the linear map
Cϕ : f 7−→ f ◦ ϕ
First, we look for an expression of the adjoint of the composition operator
Cϕ acting on Gy in the case where Gy is a real RKHS of functions on
Ωy and ϕ an analytic map of Ωy into itself. For any f in the space Gy
associated with the real kernel k ,
〈f, C∗ϕkt(.)〉 = 〈Cϕf, kt〉 = 〈f ◦ ϕ, kt〉
= f(ϕ(t)) = 〈f, kϕ(t)〉
RR n° 7607
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This is true for any f ∈ Gy and then C
∗
ϕkt = kϕ(t). In a similar way, C
∗
ϕf
can be computed at each point of the function f :
(C∗ϕf)(t) = 〈C
∗
ϕf, kt〉 = 〈f, Cϕkt〉 = 〈f, kt ◦ ϕ〉
Once we have expressed the adjoint of a composition operator in a re-
producing kernel Hilbert space, we consider the following operator-valued
kernel
KF : Gx × Gx −→ L(Gy)
x1, x2 7−→ Cψ(x1)C
∗
ψ(x2)
where ψ(x1) and ψ(x2) are analytic maps of Ωy into itself. It is easy
to see that the kernel KF is Hermitian. Using theorem 2 we obtain the
nonnegativity property of the kernel.
3 Operator estimation
In this section we turn our attention to the problem of minimizing a regularized
functional in the context of function-valued functions (see equation (1)) within
the RKHS framework described above. First, we remind the operator version
of the representer theorem
Theorem 3 (representer theorem)
Let KF a positive operator-valued kernel and F its corresponding function-valued
reproducing kernel Hilbert space. The solution f∗λ ∈ F of the regularized minimal
norm interpolation
f∗λ = argmin
f∈F
n∑
i=1
‖yi − f(xi)‖
2
Gy
+ λ‖f‖2F
has the following form:
f∗λ(.) =
n∑
i=1
KF(xi, .)βi ; βi ∈ Gy
Using the representer theorem and the reproducing property of F , the mini-
mization problem (1) becomes:
β∗λ = arg min
β∈(Gy)n
n∑
i=1
‖yi −
n∑
j=1
KF(xi, xj)βj‖
2
Gy
+λ
n∑
i,j
〈KF (xi, xj)βi, βj〉Gy
(4)
From this general case and unlike the procedure proposed in Kadri et al. (2010),
we derive an estimation of the operator f∗λ without discretizing the covariate,
target and “weight” functions xi, yi and βi. The idea is to consider the output
space Gy as a scalar-valued RKHS and then minimizing the problem (4) over
the functions βˆi, approximation of βi in Gy, rather than minimizing it over the
discrete values βi(t1), . . . , βi(tp). In the FDA literature, a similar idea has been
adopted by Ramsay and Silverman (2005) and, Prchal and Sarda (2007) who
INRIA
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expressed not only the regression functional parameters but also the observed
input and output data in a basis functions specified a priori (eg, Fourier basis
or B-spline basis).
Furthermore, we pay more attention to the multiplication and integral operator-
valued kernels. We think that these kernels could provide an interesting alter-
native to extend functional linear models for functional responses proposed by
Ramsay and Silverman (2005) to nonlinear context. Indeed, these linear models
are based on the multiplication and the Hilbert-Schmidt integral operators, as
shown in Equations (2) and (3). In section 2 we have argued that it is possible to
consider the space Gy as a real reproducing kernel Hilbert space associated with
the kernel k and then each function βi can be expressed (approximated) by a fi-
nite linear combination of the real-valued kernel function βˆi =
∑p
k=1 αikk(sk, .).
In this setting and from equation (4), the original functional estimation problem
is reduced to the following multivariate problem:
min
α∈Rnp
n∑
i=1
‖yi −
n∑
j=1
p∑
l=1
αjlKF(xi, xj)k(sl, .)‖
2
Gy
+λ
n∑
i,j
p∑
k,l
〈αikKF(xi, xj)k(sk, .), αjlk(sl, .)〉Gy
Using the reproducing property of Gy , we can re-express this expression via the
matrix formulation:
min
α∈Rnp
trace(J)− 2 trace(J1α)
+trace(J2αα
T ) + λ trace(J3αα
T )
(5)
where J is the n × n matrix which elements (Jij)1≤i,j≤n = 〈yi, yj〉. α =
(αk)1≤k≤p is the np× 1 matrix such that αk = (αik)1≤i≤n. The block matrices
J1, J2 and J3 depend on the choice of the operator-valued kernel. With the mul-
tiplication operator based kernel, we obtain J1 = CY where the np×np matrix
C = (Ck)1≤k≤p is block diagonal with Ck = {k(xi(sk)sk, xj(sk)sk)}1≤i,j≤n and
the np × 1 matrix Y is defined by Y = (Yk)1≤k≤p with Yk = (yi(sk))1≤i≤n.
The np × np matrix J3 = (J3kl)1≤k,l≤p is a block matrix where each J3kl =
{k(xi(sk)sk, xj(sk)sk) k(sl, sk)}1≤i,j≤n is a n × n matrix. The matrix J2 is
equal to JT3 C. For more details see Appendix A.
Using function formulation, the matrices J1, J2, and J3, in the case of the
multiplication operator-valued kernel, can be written as

J1 = CY
J2 = J
T
3 C
J3 =
∫∫
δKT ⊗ c(s, t) dt ds
(6)
with 

C =
∫∫
diag(δ(s− sk)δ(t− sk))
p
k=1 ⊗ c(s, t)dt ds
Y =
∫
(δ(s− sk))1≤k≤p ⊗ (yi(s))1≤i≤n ds
δ(s, t) = (δ(s− sk)δ(t− sk))1≤k≤p
K(s) = (k(s, sl))1≤l≤p
where c(s, t) is the n× n matrix of functions c(s, t) = (k(xi(s)s, xj(t)t)1≤i,j≤n,
δ(s) is the Dirac delta function and ⊗ is the Kronecker product. This formula-
tion is suited for the two kernels and would help the understanding of their effect
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on functional data. With the Hilbert-Schmidt integral operator, we obtain the
following result for the matrices J1, J2, and J3 :

J1 =
∫
C(s)Y (s)ds
J2 =
∫∫
(HKT ⊗ c(s, t))TC(s)ds dt
J3 =
∫∫
δKT ⊗ c(s, t) dt ds
(7)
with 

C(s) =
∫
diag(δ(t− sk))1≤k≤p ⊗ c(s, t)dt ds
Y (s) = (H(s))1≤k≤p ⊗ (yi(s))1≤i≤n ds
δ(s, t) = (δ(t− sk))1≤k≤p
K(s) = (k(s, sl))1≤l≤p
where H(s) is the Heaviside step function and H the p-dimensional vector such
that Hk = H(s).
Now we compute the derivative of (5) with respect to matrix α and set the
result to zero. We find that α satisfies the matrix system of linear equations
(J2 + J
T
2 + λ(J3 + J
T
3 ))α = 2J1 (8)
4 Experiments
We study the effectiveness of the proposed nonparametric operator estimation
method through experiments, comparing it with the functional linear regression
(FLR) estimate, see equation (3). In all of our experiments, we use an imple-
mentation in Matlab according to Ramsay et al. (2009). For the experiments
with FLR parametric approach based on basis expansion, we use B-spline basis
of order 4 with 10 equispaced knots and a penalty term involving the second par-
tial derivatives of β(s, t). Experiments with our RKHS approach are performed
using the two proposed kernels based on multiplication and Hilbert-Schmidt
integral operators, since functional linear models are based on these two oper-
ators. The scalar kernel used to construct these operator-valued kernels is the
the gaussian RBF kernel. We apply the operator estimation methods to curve
prediction problems. We use the lip-EMG 1 functional dataset introduced by
Ramsay and Silverman (2002) to study the dependence of the acceleration of
the lower lip in speech on neural activity, as measured by electromyographical
(EMG) recording. As illustrated by Figure 1, the dataset consists of 32 records
of the movement of the center of the lower lip when a subjet was repeatedly re-
quired to say the syllable “bob”, embedded in the phrase, “Say bob again” and
the corresponding EMG activities of the primary muscle depressing the lower
lip, the depressor labii inferior (DLI). More information about the data collec-
tion process can be found in chapter 10 of Ramsay and Silverman (2002). The
goal is to predict lip acceleration from EMG activities. We use the residual sum
of squares error of the full data set, defined by Equation (9), as the evaluation
criterion for curve prediction
RSSE =
∫ ∑
i
{yi(t)− ŷi(t)}
2dt (9)
1Lip-EMG dataset is available from
www.stats.ox.ac.uk/˜silverma/fdacasebook/lipemg.html
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Figure 1: EMG and lip acceleration curves. The left panel displays EMG record-
ings from a facial muscle that depresses the lower lip, the depressor labii inferior.
The right panel shows the accelerations of the center of the lower lip of a speaker
pronouncing the syllable “bob” for 32 replications.
where ŷi(t) is the prediction of the lip acceleration curve yi(t).
Table 1 provides the prediction accuracy of the lip acceleration curves from
information of EMG curves and shows the RSSE values for FLR and RKHS
methods. These results are obtained with Gaussian RBF kernel parameter
σ and regularization parameter λ equal to 0.03 and 0.1, respectively. These
coefficients could also be chosen using cross-validation. A comparison of RSSE
of the two estimation methods demonstrates significant overall improvement
when using RKHS with operator-valued kernels. This could be due to the fact
that the relationship between EMG and lip acceleration data are not linear
in the input space and then it would be advantageous to model them by a
nonlinear procedure. Moreover, the best prediction result is obtained when
using RKHS with the Hilbert Schmidt integral operator based kernel. This can
be explained by observing that the RKHS approach using the integral operator
is the extension of the functional linear model (3) to nonlinear context, while
using the multiplication operator corresponds to the nonlinear extension of the
concurrent model (2). Using the integral operator, the corresponding operator-
valued kernel permits to predict a lip acceleration value at time t by taking EMG
information of a range of argument values and not only the EMG information
at time t and this has the advantage of improving prediction accuracy.
Table 1: Evaluation of the prediction of lip acceleration curves from EMG curves
Estimation method RSSE
FLR - B-spline 793.44
RKHS - Multiplication operator 766.16
RKHS - Hilbert-Schmidt integral operator 715.37
5 Conclusion
We have presented a kernel-based approach to nonparametric estimation in
infinite-dimensional space of operators which map a function space of covari-
ates to a function space of targets. We have proposed a set of rigorously defined
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operator-valued kernels constructed from scalar kernels and we have showed
their use for solving the problem of minimizing a regularized functional in the
context of function-valued functions without the need to discretize covariate
and target functions. The operator-valued kernel performs the mapping be-
tween a space of functions and a space of operators, while the scalar one es-
tablishes the link between the space of functions and the space of measured
values. Experiments on predicting lip acceleration from EMG activity have
shown that the function-valued RKHS approach achieves improvement over the
functional linear regression method. However, a more extensive benchmark
study remains to be pursued. In future we will explore more experiments, not
only on functional datasets but also on time-series and longitudinal datasets,
and compare our operator-valued kernel based approach with previous related
methods for multiple output regression and multi-task learning, such as those
in (Breiman and Friedman, 1997; Hoover et al., 1998; Simila and Tikka, 2007;
Evgeniou et al., 2005). Finally, it would be interesting to explore a nonlin-
ear extension of operator-valued kernels, and to study sparse representation for
functions.
Appendix A.
In this appendix we show how to solve the minimization problem (4) using the mul-
tiplication operator valued kernel. To simplify notation, we will write kqr(s, t) for
k(xq(s)s, xr(t)t).
β
∗
λ = arg min
β∈(Gy)n
n∑
i=1
‖yi −
n∑
j=1
KF (xi, xj)βj‖
2
Gy
+ λ
n∑
i,j
〈KF (xi, xj)βi, βj〉Gy
(4)
Solving eq. (4) is equivalent to solving:
min
βi
∑
i
‖yi‖
2 − 2
∑
i
〈yi,
∑
j
KF (xi, xj)βj〉
+
∑
i
‖
∑
j
KF (xi, xj)βj‖
2
+λ
∑
i,j
〈KF (xi, xj)βi, βj〉
⇐⇒ min
βi
∑
i
‖yi‖
2 − 2
∑
i,j
〈yi(.)kij(., .), βj(.)〉
+
∑
i,j
∑
z
〈kiz(., .)kij(., .)βj(.), βz(.)〉
+λ
∑
i,j
〈kij(., .)βi(.), βj(.)〉
⇐⇒ min
αik
∑
i
‖yi‖
2 − 2
n∑
i,j
〈yi(.)kij(., .),
p∑
k=1
αjkk(sk, .)〉
+
n∑
i,j,z
p∑
k,l
〈αjlkiz(., .)kij(., .)k(sl, .), αzkk(sk, .)〉
+ λ
n∑
i,j
〈kij(., .)
p∑
l=1
αilk(sl, .),
p∑
k=1
αjkk(sk, .)〉
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⇐⇒ min
αik
∑
i
‖yi‖
2 − 2
∑
i,j
∑
k
αjkyi(sk)kij(sk, sk)
+
∑
i,j,z
∑
k,l
αjkαzlkiz(sk, sk)kij(sk, sk)k(sl, sk)
+λ
∑
i,j
∑
k,l
αjkαilkij(sk, sk)k(sl, sk)
⇐⇒ min
α
trace(J)− 2 trace(J1α) + trace(J2αα
T )
+λ trace(J3αα
T )
where J is the n× n matrix with elements (Jij)1≤i,j≤n = 〈yi, yj〉. α = (αk)1≤k≤p
is the np × 1 matrix such that αk = (αik)1≤i≤n. J1 = CY where C is the np × np
block-matrix defined by Ck = {k(xi(sk)sk, xj(sk)sk)}1≤i,j≤n. The np× 1 matrix Y =
(Yk)1≤k≤p is defined by Yk = (yi(sk))1≤i≤n. The np × np matrix J3 = (J3kl)1≤k,l≤p
is a block matrix where each J3kl = {k(xi(sk)sk, xj(sk)sk) k(sl, sk)}1≤i,j≤n is a n× n
matrix. The matrix J2 is equal to J2 = J
T
3 C.
C =


C1 · · · 0
...
. . .
...
0 · · · Cp

 ; J3 =


J311 · · · J31p
...
. . .
...
J3p1 · · · J3pp


Using function formulation, the matrices J1, J2 and J3 can be written as the
following:


J1 = CY
J2 = J
T
3 C
J3 =
∫∫
δKT ⊗ c(s, t) dt ds
with 

C =
∫∫
diag(δ(s− sk)δ(t− sk))
p
k=1 ⊗ c(s, t)dt ds
Y =
∫
(δ(s− sk))1≤k≤p ⊗ (yi(s))1≤i≤n ds
δ(s, t) = (δ(s− sk)δ(t− sk))1≤k≤p
K(s) = (k(s, sl))1≤l≤p
where c(s, t) is the n× n matrix of functions c(s, t) = (k(xi(s)s, xj(t)t)1≤i,j≤n, δ(s) is
the dirac delta function and ⊗ is the Kronecker product.
The procedure described above can be employed with any operator-valued kernel.
We obtain a similar result for the Hilbert-Schmidt integral operator valued kernel with
matrices: 

J1 =
∫
C(s)Y (s)ds
J2 =
∫∫
(HKT ⊗ c(s, t))TC(s)ds dt
J3 =
∫∫
δKT ⊗ c(s, t) dt ds
with 

C(s) =
∫
diag(δ(t− sk))1≤k≤p ⊗ c(s, t)dt ds
Y (s) = (H(s))1≤k≤p ⊗ (yi(s))1≤i≤n ds
δ(s, t) = (δ(t− sk))1≤k≤p
K(s) = (k(s, sl))1≤l≤p
where H(s) is the Heaviside step function and H the p-dimensional vector such that
Hk = H(s).
To find αik solution of the matrix formulation of the problem (4), since each
function βi can be expressed as a finite linear combination of the real-valued kernel
function βi =
∑p
k=1 αikk(sk, .), we need to compute the derivative with respect to
matrix α and set the result to zero. Using the fact that the derivative of trace(A1XA2)
with respect to matrix X is A2A1, we find that α satisfies the matrix system of linear
equations
(J2 + J
T
2 + λ(J3 + J
T
3 ))α = 2J1
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