Abstract. Ellipticity of operators on manifolds with conical singularities or parabolicity on space-time cylinders are known to be linked to parameterdependent operators (conormal symbols) on a corresponding base manifold.
Introduction
Boundary value problems for elliptic differential operators on a manifold with corners (or parabolic operators on a spatial configuration of that kind) can be studied in terms of symbolic structures that contain parameter-dependent operators on base manifolds of corresponding local cones (or cylinders). The analysis of such so called conormal symbols is the first essential step for establishing parametrices or regularity and asymptotics of solutions in weighted Sobolev spaces, as is done in Kontratyev's work [10] for the case of conical singularities with a smooth base.
The classical theory of parabolic boundary value problems in connection with parameter-dependent ellipticity is developed in Agranovich and Vishik [1] . New applications concern the construction of inverses of parabolic operators in infinite cylinders, cf. [11] , the characterisation of resolvents of elliptic operators as meromorphic inverses with a specific dependence on parameters, cf. [27] , or Maniccia and Schulze [15] , and the evaluation of Shapiro-Lopatinskij elliptic edge conditions for elliptic operators on manifolds with edges, cf. [25] , [29] , or Nazaikinskij, Savin, Schulze, and Sternin [16] .
Conormal symbols also play an important role in the recent develoment of the index theory on manifolds with geometric singularities, e.g., in analytic index formulas, cf. Schulze, Sternin, and Shatalov [32] , or Fedosov, Schulze, and Tarkhanov [5] , [6] . Another interesting aspect is the spectral flow of families of conormal symbols associated with edge singularities, cf. [17] .
The main purpose of the present paper is to establish a new calculus of boundary value problems on a manifold W with edges with meromorphy in a complex parameter.
Such parameter-dependent operators should be contained in a future algebra of boundary value problems on manifolds with higher corner singularities as a component of a corresponding symbolic hierarchy.
Moreover, if the manifold W plays the role of a cross section of an infinite space-time cylinder our calculus (in a corresponding anisotropic form) can be related to iterated long-time asymptotics of solutions to parabolic equations, similarly as the author's joint paper [12] for the simpler case of conical singularities and without boundary.
Here we study isotropic parameter-dependent operators associated with the elliptic theory of boundary value problems on manifolds with corners and base W . The calculus as a whole contains interesting substructures, e.g., parameterdependent operators that are flat in the cone and corner axial variables r, t ∈ R, cf. [18] , or smoothing operators with iterated asymptotic information for r and t tending to zero, cf. [3] . This paper is organised as follows.
Chapter 1 starts from manifolds with corner points where the base spaces are manifolds with edges and boundary. Configurations of that kind can be described by corresponding 'corner metrics'; the associated Laplacians are then corner degenerate. For such differential operators, we observe how corner conormal symbols appear as parameter-dependent edge degenerate differential operators. Moreover, we consider operators with the transmission property at the boundary for the case of manifolds with conical exits to infinity. Then we formulate the cone algebra on an infinite cone with discrete asymptotics at the tip of the cone.
Chapter 2 develops the calculus of boundary value problems on a manifold with edges in parameter-dependent form. We introduce edge amplitude functions taking values in boundary value problems on the infinite model cone. Discrete asymptotic data are formulated in terms of the meromorphic structure of subordinate cone conormal symbols and of the mapping properties of Green symbols. The edge algebra itself will be formulated with continuous asymptotic types, based on vector-and operator-valued analytic functionals in the complex plane of the Mellin covariable belonging to the axial variable of the model cone. We investigate parameter-dependent ellipticity of edge boundary value problems and obtain invertibility of operators in weighted edge Sobolev spaces for large absolute values of the parameter (Theorem 2. 16 ).
An essential technical tool is the kernel cut-off procedure which generates elements that are holomorphic in the parameter (Theorem 2.6), cf. also [24] , [28] , [26] , and [13] .
In Chapter 3 we investigate 'corner conormal symbols', i.e., families of edge boundary value problems meromorphically depending on a parameter. Kernel cutoff produces a rich space of such families (Theorem 3.3), and parameter-dependent ellipticity is preserved in this process.
We finally show that the space of corner conormal symbols is closed under inversion of elliptic elements (Theorem 3.10).
1. Parameter-dependent boundary value problems 1.1. Differential operators on manifolds with edges By a manifold W with edge Y and boundary we understand a topological space such that W \ Y is a C ∞ manifold with boundary, Y a C ∞ manifold, and every y ∈ Y has a neighbourhood U in W that is modelled on a wedge X ∆ × Ω with X ∆ := (R + × X)/({0} × X) for a compact C ∞ manifold X with boundary, and an open set Ω ⊆ R q , q = dim Y . In addition we require a specific behaviour of transition maps belonging to different 'singular charts' U → X ∆ × Ω. It will be convenient to first pass to the doubleW = 2W which is a manifold with edge Y (without boundary). The spaceW may be described by a stretched manifoldW associated withW which is a C ∞ manifold with boundary ∂W, and ∂W is anX-bundle over Y forX = 2X, the double of X. ThenW itself follows by squeezing down the fibres (∂W) y for every y ∈ Y to the single point y. This gives us the local structure ofW near a point of Y asX ∆ × Ω, and transition maps are induced by the ones for a collar neighbourhood of ∂W inW, represented by diffeomorphisms R + ×X × Ω → R + ×X × Ω that restrict to corresponding transition maps of theX-bundle ∂W on the boundary. By construction, there is then a projectioñ π :W →W , defined as the map that restricts to the bundle projection ∂W → Y on the boundary and to the identity map on intW. Let us writẽ W sing := ∂W,W reg := intW .
In the following, for convenience, we assume ∂W to be a trivialX-bundle on Y , i.e., ∂W =X × Y . The general case requires more comment on invariance properties of our operators below which is not the main intention of the present paper.
For references below, we identify neighbourhoodsŨ nearW sing with [0, 1) × X × G, where G is a coordinate neighbourhood on Y , and we fix diffeomorphisms
for an open set Ω ⊆ R q , such that χ(r, x, y) = (r, x, κ(g)) for 0 ≤ r ≤ 1 2 . NowW can be regarded as the double of another stretched space W associated with our W , with a projection π :=π| W : W → W. To make the idea more transparent we consider an example, namelỹ W := R + ×X × Ω, W := R + × X × Ω.
This shows in what senseW is equal to 2W forX = 2X. Here π : R + × X × Ω → X ∆ × Ω = W is induced byπ : R + ×X × Ω →X ∆ × Ω =W . The invariance of the latter construction under transition maps for a general stretched manifoldW gives us correct global definitions also for W. Let us set W sing := π −1 Y and W reg := W \ W sing .
Then (under our assumption on ∂W) we have W sing = X × Y , and W reg is a C ∞ manifold with boundary. Let us now pass to a corner W ∆ = (R + × W )/({0} × W ) with base W , and consider the associated stretched corner R + × W. We also look at the doublesW ∆ and R + ×W, respectively. Differential operators on R + × W may be defined in terms of restrictions of corresponding operators on R + ×W to R + × W. Typical examples are Laplace-Beltrami operators to corner metrics of the form
where t ∈ R + is the corner axis variable and gW(t) a family of edge-metrics onW, smoothly dependent on t up to 0. By an edge metric we understand a Riemannian metric onW reg that is close toW sing in the splitting of the variables (r, x, y) ∈
where gX (r) and g Ω (r) are families of Riemannian metrics onX and Ω, respectively, smoothly dependent on r up to 0. In other words, (1.2) takes the form
with gX and g Ω being smooth in t, r ∈ R + × R + up to (0, 0). Let Diff µ (M ) for a C ∞ manifold M denote the space of all differential operators on M (with smooth coefficients) of order µ; this is a Fréchet space in a natural way (all manifolds in this paper are assumed to be paracompact and locally compact). Moreover, let Diff µ edge (W) be the space of all elements of Diff µ (W reg ) that have close toW sing in the splitting of variables (r, x, y) ∈ R + ×X × Ω the form
with coefficients a jα ∈ C ∞ (R + ×Ω, Diff µ−(j+|α|) (X)). Also Diff µ edge (W) is a Fréchet space in a canonical way. Then the Laplace-Beltrami operator associated with an edge metric onW reg belongs to Diff 2 edge (W).
Moreover, the Laplace-Beltrami operator associated with a corner metric (1.2) has the formÃ
with coefficients c kjα ∈ C ∞ (R + × R + × Ω, Diff µ−(k+j+|α|) (X)).
The corner conormal symbol for the operatorÃ in our terminology is the operator function
with a complex variable w varying in C or on a weight line Γ β := {w ∈ C : Re w = β} for some real β.
In other words, the Fuchs type derivative −t ∂ ∂t is replaced by the covariable w in the Mellin transform M u(w) = ∞ 0 t w−1 u(t)dt. We also employ the weighted
2 − γ + iτ , which has the meaning of a Mellin pseudo-differential operator M −1 γ f M γ with amplitude function f (t, t , w) (to be specified below), we have M
Here γ ∈ R is arbitrary whenÃ is applied to argument functions with compact support in t ∈ R, otherwise, for extensions of the operator to weighted Sobolev spaces we have to specify the number γ, cf. [30] .
LetW be compact. Writing f (τ ) := σ c (Ã)(β + iτ ) for any fixed β ∈ R we obtain a τ -dependent family of operators in the edge algebra on the spaceW, acting in weighted edge Sobolev spaces W s,γ (W), cf. [29] , and Definition 1.1 below. Operators in the edge algebra are characterised by a principal symbolic hierarchy which is particularly simple for the subalgebra generated by Diff µ edge (W), the edge-degenerate differential operators. We shall formulate symbols at once in parameter-dependent form with parameter τ ∈ R.
First, we have the standard homogeneous principal symbol of order µ
which is independent of β. For pointsx ∈W reg close toW sing in the splitting of variablesx = (r, x, y)
, we can write
ψ (f )(r, x, y, r , ξ, rη, rτ ) for a functionσ ψ (f )(r, x, y,˜ , ξ,η,τ ), homogeneous in (˜ , ξ,η,τ ) = 0 of order µ and smooth in r up to r = 0. This is immediate from the definition.
Furthermore, we have a so called homogeneous principal edge symbol
which is an operator valued function on (T * Y × R) \ 0, acting between weighted Sobolev spaces on the infinite (stretched) model coneX ∧ of the local wedges that characteriseW nearW sing . Representing f (τ ) locally in the form
Let us briefly recall the definition of the involved spaces. Given a C ∞ manifold N , by L µ cl (N ; R l ) we denote the space of all classical parameter-dependent pseudodifferential operators of order µ on N , with parameter λ ∈ R l . Recall that local (left-) amplitude functions a(x, ξ, λ) are classical symbols in the covariables (ξ, λ)
). Let N be compact. Then it is known that for every s ∈ R there exists an element
is any choice of an order reducing family.
In this paper, by a cut-off function on the half-axis we understand any realvalued ω ∈ C ∞ 0 (R + ) that is equal to 1 in a neighbourhood of 0. We then define the space
by a simple reduction to the previous case by a localisation on sets R + × U for coordinate neighbourhoods U on N , cf. [29] .
Both H s,γ (N ∧ ) and K s,γ (N ∧ ) are Hilbert spaces with suitable scalar products, where
If N is equal to the doubleX = 2X of a manifold X with boundary, consisting of two copies X ± of X (and X identified with X + ) we set K
and
and endowed with the corresponding Hilbert space structure.
For references below we set
Given a Hilbert space E together with a strongly continuous group of isomorphisms κ δ : E → E, δ ∈ R + , such that κ δ κ δ = κ δδ for all δ, δ ∈ R + , we say that E is equipped with the group action κ = {κ δ } δ∈R+ . More generally, if a Fréchet space E is written as a projective limit of Hilbert spaces (E j ) j∈N with continuous embeddings E j+1 → E j → . . . → E 0 for all j, and if κ is a group action on E 0 that restricts to group actions on E j for all j, we say that E is endowed with the group action κ.
We apply this terminology to
2 u(δt, x), δ ∈ R + , n = dim N , and later on to a variety of Fréchet subspaces. Definition 1.1. 1. Let E be a Hilbert space with group action κ = {κ δ } δ∈R+ .
Then W s (R q , E), s = R, denotes the completion of S(R q , E) with respect to the norm
Fréchet space with group action, we denote by W s (R q , E), s ∈ R, the projective limit of the spaces 
for every s, γ ∈ R. For N =X the space W s,γ (W) is defined as the subspace of all u ∈ H s loc (W reg ) such that ωϕu = χ * v for some v ∈ W s,γ (X ∧ × R q ) for every χ of the kind (1.1) and any cut-off function ω(r) vanishing for r > We set
for any cut-off function ω(r), with r referring to the local splitting of variables (r, x, y) nearW sing . For simplicity, pull backs under charts are suppressed in the latter notation; also below we shall identify a neighbourhood ofW sing with R + × X × R q . Now let us set
with W ± , where the two copies of W constitute the doubleW (with W being identified with W + ), and
The conormal symbol (1.8) can be written in the form 
for all s, γ ∈ R.
The continuity of (1.10) for every fixed w ∈ C is a consequence of the fact that (1.10) nearW sing can be regarded as a pseudo-differential operator with an operator-valued symbol of a specific kind. The general definition is as follows.
Let E andẼ be Hilbert spaces with group actions κ = {κ λ } λ∈R+ andκ = {κ λ } λ∈R+ , respectively. Then
for every K⊂ ⊂U, α ∈ N p , β ∈ N q . The expressions (1.13) form a semi-norm system which makes (1.12) a Fréchet space.
Elements of (1.12) are called operator-valued symbols of order µ.
We also have operator-valued symbols in the case when E orẼ are Fréchet spaces, written as projective limits of Hilbert spaces, where the respective group actions extend to group actions in the former sense in all Hilbert spaces of the projective limits, cf. [29] .
Let S µ cl (U ×R q ; E,Ẽ) denote the space of classical symbols, that is, for a(y, η) there exist homogeneous components
for all N ∈ N and any excision function χ. Also S µ cl (U × R q ; E,Ẽ) is a Fréchet space in a natural way.
If a relation holds both for classical or general symbols, we write '(cl)' as subscript.
The spaces S
Then, setting Op(a)u(y) = e i(y−y )η a(y, y , η)u(y )dy dη, dη = (2π) −q dη, the operator
extends to a continuous operator
1.2. Boundary value problems with the transmission property Let X be a smooth manifold with boundary ∂X. In this section we discuss a few basic constructions on parameter-dependent pseudo-differential operators on X with the transmission property at the boundary. For simplicity, we assume X to be compact. The non-compact case will also be of interest in a variety of cases. We will tacitly use the corresponding generalisations, unless special precautions are necessary; those will be separately described.
Let Vect(·) denote the set of all smooth complex vector bundles on the manifold in brackets. The manifolds in question are assumed to be equipped with Riemannian metrics and the vector bundles with Hermitian metrics. Operators will refer to Sobolev spaces H s (X, E) of distributional sections in vector bundles E ∈ Vect(X).
Parameter-dependent boundary value problems in our set-up will be families of continuous operators
for E, F ∈ Vect(X), J − , J + ∈ Vect(∂X), µ ∈ Z, given in the form 15) with the following ingredients. We assume that
for vector bundlesẼ,F ∈ Vect(X) on the doubleX such thatẼ| X = E,F | X = F . In other words, (1.16) is a family of classical parameter-dependent pseudodifferential operators onX (Ẽ,F in (1.16) means that the operators act between distributional sections of corresponding vector bundles). In addition we require the operators A(λ) to have the transmission property at the interface ∂X, cf. [19] , or [29] . Let L µ cl ( X; E, F ; R l ) tr denote the subspace of all elements of (1.16) with the transmission property. Moreover,
is the operator of extension by zero from int X to the doubleX of X, s > − 1 2 , and r
the operator of restriction, i.e., r + u := u| int X . To explain G(λ) on the right hand side of (1.15) we first introduce some other notation. Choose any differential operator T ∈ Diff 1 (X; E, E) on X with smooth coefficients up to the boundary (acting between sections in E) which is of the form T = ∂ ∂xn ⊗ id E in the splitting of variables (x , x n ) in a collar neighbourhood
such that the formal adjoint C * with respect to the respective L 2 -scalar products represents an operator
The space B −∞,0 (X; v) is Fréchet in a canonical way, and we set
with e, f, j − and j + in the meaning of fibre dimensions of the bundles E, F, J − and
Note that then
for arbitrary g j (x , ξ , λ) of the abovementioned structure, of order µ−j, represents a symbol
is a classical operator-valued symbol, although with slightly modified group actions in the involved spaces, namely ϕ(
Choose an open covering of the collar neighbourhood ∂X ×[0, 1) of the boundary by charts
Then, using symbols h k (x , ξ , λ) of the kind (1.19), we can pass to operator pull backs H k (λ) of pseudo-differential operators Op x (h k )(λ) to U k × (0, 1) (that also take into account the transition functions of involved bundles) and form
(1.20)
The operator G(λ) in (1.15) is assumed to be of the form
for arbitrary H(λ) as in (1.20) and
, the subspace of all elements of the kind (1.21). Given any
and, similarly,
The operator families
with the homogeneous principal interior and boundary symbols σ ψ (A) and σ ∂ (A), respectively. The interior symbol of A(λ) is the restriction of the parameterdependent interior symbol of (1.16) to (T * X ×R l )\0, where 0 stands for (ξ, λ) = 0. The boundary symbol, expressed in a collar neighbourhood of ∂X in the variables (x , x n ), contains an ingredient from r + A(λ)e + , namely
regarded as a family of maps
for s > − (1.19) , and
with g j,(µ−j) (x , ξ , λ) as the homogeneous principal components of the classical operator-valued symbols g j (x , ξ , λ) of order µ − j, j = 0, . . . , d. Then
represents an invariantly defined family of operators
for all δ ∈ R + . Given a Fréchet space F and an open set U ⊆ C we denote by A(U, F ) the space of all holomorphic functions in U with values in F . By
we will denote the space of all operator families
,η ) for every β ∈ R, uniformly in c ≤ β ≤ c for every c ≤ c . For q = 0 we simply write B µ,d (X; v; C). Moreover, we set
The space (1.23) Fréchet in a natural way. Remark 1.6. As is well known, cf. [22] , [23] , or [9] , the space B µ,d (X; v; C × R q ) is rich in the sense that for every operator family
The construction of f is based on a kernel cut-off construction, cf. Section 2.1 below.
The spaces B µ,d (X; v; R l ) as well as (1.23) have a straightforward generalisation to the case of a non-compact C ∞ manifold X with boundary. This will tacitly be used below. Instead of (1.14) we then talk about continuous maps between Sobolev spaces with subscript 'comp' or 'loc'.
An interesting situation with a specific control of the non-compactness at infinity is the case of an infinite stretched cone X ∧ = R + × X (r, x) for a compact C ∞ manifold X with boundary. Let us formulate a few basic notions for this case. We first discuss operators far from r = 0; operators close to r = 0 will be studied in the following section.
The typical situation is the half-space
the upper half of the unit sphere. A simple localisation on conical subsets Γ of R n+1 + , using invariance of our constructions under transition maps κ : Γ →Γ that satisfy κ(λx) = λκ(x) for |x| ≥ C for some C > 0 and λ ≥ 1, allows us to pass to operators on X ∧ . In other words, we mainly look at R n+1 + . In this case we define a global calculus of operators of the class
with a weight ∈ R at infinity. We do not need any parameter-dependent variant here.
Similarly to B µ,d (X; v), cf. Definition 1.5, the elements of (1.25) consist of 2 × 2 block matrices of continuous operators A :
. For simplicity, we consider the case e = f = 1, j − = j + = 0. The constructions for the general case are straightforward and left to the reader.
First, on R n+1 we have the standard calculus of pseudo-differential operators with exit conditions. Let
for all α, β ∈ N n+1 . Observe that S µ; (R 2(n+1) ) for ≥ 0 and µ ≥ 0, respectively contains the subspaces S 
which is the set of all a(x,ξ) ∈ S µ; (R 2(n+1) ) that are classical both inξ andx. Moreover, let S µ;
cl (R 2(n+1) ) tr be the subspace of all elements with the transmission property atx n+1 = 0.
Let us set
cl (R n+1 ) tr (with e + being the operator of extension by zero from R n+1 + to R n+1 and r + the restriction from R n+1 to R n+1 + ) induces continuous operators
Symbols a(x,ξ) that are classical inξ of order µ andx of order have a triple of principal components, consisting of
homogeneous of order µ inξ = 0,
homogeneous of order inx = 0, and
homogeneous inξ = 0 of order µ andx = 0 of order . For A = Op(a) we then set
There is also a variant of operator-valued symbols with exit conditions in R ñ x , acting between Hilbert spaces E andẼ with group action, cf. (1.12) and (1.13). Let S µ; (R 2n ; E,Ẽ) be the set of all a(
for all α, β ∈ N n . Also in the operator-valued case there is a natural notion of classical symbols in both variablesx andξ , for more details, cf. [9, Chapter 3] . Let S µ; cl (R 2n ; E,Ẽ) denote the corresponding subspace of S µ; (R 2n ; E,Ẽ). Finally, we can generalise such symbol spaces to the case of Fréchet spaces E,Ẽ with group actions.
Classical operator-valued symbols a(x ,ξ ) in (x ,ξ ) of order µ inξ and iñ x have also a triple of principal symbols, namely
homogeneous of order µ inξ = 0 in the sense
homogeneous of order inx = 0 in the sense σ e (a)(δx ,ξ ) = δ σ e (a)(x ,ξ ) (1.29)
for all δ ∈ R + , and a corresponding mixed term
homogeneous inξ = 0 of order µ as (1.28) and inx = 0 of order as (1.29).
In particular, we can talk about so called Green symbols g(x ,ξ ) of type 0 in the half-space, defined by the conditions
with g * being the pointwise adjoint with respect to the L 2 (R + )-scalar product. Moreover, Green symbols g(x ,ξ ) of type d ∈ N are defined by
with Green symbols g j (x ,ξ ) of type 0 and order
, where C j are integral operators with kernels in
is called an admissible cut-off function, if it has the following properties:
(i) There are constants R < R such that
is defined as the set of all operators
cl (R 2(n+1) ) tr , a Green symbol g(x ,ξ ) of type d, admissible cut-off functions ψ 0 , ψ 1 , and a smoothing operator
with conical exits for r → ±∞ (i.e., on N we fix a Riemannian metric that has the form dr 2 + r 2 g N for |r| > R for some R > 0 where
and any cut-off function ω(r) on the positive half-axis. On N we then have a calculus of pseudo-differential operators L µ; (N ), µ, ∈ R, the local symbols of which on subsets of U ∼ = R × U (for any coordinate neighbourhood U on N ) satisfy the symbolic estimates of the form (1.26) in coordinates x ∈ R n+1 (the corresponding charts χ : U → Γ are assumed to be homogeneous in the sense χ(λr, x) = λx for λ ≥ 1, |x| > R for some R > 0). In this calculus the smoothing operators have kernels in S(N × N ) ∼ = S(R × R, C ∞ (N × N )). Taking classical local symbols in (x,ξ) we get the subspace L µ;
cl (N ) of classical operators with exit behaviour for |r| → ∞.
Given vector bundlesẼ,F ∈ Vect(N ) we have similarly the spaces
of operatorsÃ acting between corresponding spaces of distributional sections
Applying this picture to N := 2X, the double of a compact C ∞ manifold X with boundary, there is a subspace L µ;
cl ((2X) ;Ẽ,F ) tr of operators which have the transmission property at (∂X) . Then, if r
cl ((2X) ;Ẽ,F ) tr gives rise to continuous operators r
. There is also a generalisation of Green and smoothing operators of the class B µ,d; (R n+1 + ) to the case of a smooth manifold X with boundary and conical exits for |r| → ∞, including the aspect of operators between sections of vector bundles and additional trace and potential operators, cf. also [9, Chapter 3] . This gives us spaces of boundary value problems
. The operators in (1.31) have the form
where G is a 2 × 2 block matrix of Green, trace and potential operators with exit behaviour for |r| → ∞, andÃ ∈ L µ;
cl ((2X) ; E, F ) tr . The operators A in (1.31) are continuous in the sense
in this notation X ∧ is regarded as a subset of X in a canonical way, and bundles on X ((∂X) ) and their restrictions to X ∧ ((∂X) ∧ ) are denoted by the same letters.
Operators A ∈ B µ,d; (X ; v) with A := r
cl ((2X) ; E, F ) tr in the upper left corner have a principal symbolic structure σ(A) = (σ ψ (A), σ e (A), σ ψ,e (A); σ ∂ (A), σ e (A), σ ∂,e (A)).
Here Boundary value problems with the transmission property on a manifold with exits to infinity have been studied systematically by Schrohe [21] where one can find, in particular, the necessity of the ellipticity for the Fredholm property of (1.32). In the present paper we refer to the corresponding calculus of [9, Chapter 3].
The cone algebra
We now turn to boundary value problems of the classes B µ,d globally on X ∧ = R + × X (r, x). Close to r = 0 we impose the structure of the cone algebra. For r → ∞ the calculus corresponds to operators on a manifold with conical exit to infinity as formulated in the preceding section. Let ω 0 (r), ω 1 (r), ω 2 (r) be cut-off functions on the half-axis, ω 1 ≡ 1 on supp ω 0 , and ω 0 ≡ 1 on supp ω 2 , and set
(1.34)
Here A exit ∈ B µ,d;0 (X ∧ ; v), and A cone is of the form
for some k ∈ N and weights
Note that in (1.36) we could fix any other weights δ j ,δ j such that γ − j ≤ δ j ,δ j ≤ γ and δ j =δ j for j ≥ 1.
We assume
In order to define f j andf j we first introduce so called discrete and continuous asymptotic types of Mellin symbols. Given a set A ⊆ C we define
For every V ∈ V we form the space
for every β ∈ R, uniformly in c ≤ β ≤ c for every c ≤ c . The space (1.38) is Fréchet in a canonical way. Consider, in particular, a compact set, and let A (K, E) be the space of all analytic functionals, carried by K, with values in a Fréchet space E. Then, for K ∈ V we have
) and a cut-off function ω. Here δ ∈ R is any weight such that K ⊂ {z : Re z <
For V,Ṽ ∈ V, V +Ṽ := (V ∪Ṽ ) I , we have the relation
as a non-direct sum of Fréchet spaces. The sets V ∈ V will be called continuous asymptotic types for Mellin symbols of the cone algebra.
A useful property of decompositions like (1.39) is that for every V 1 ∈ V and δ,δ ∈ R, δ =δ, there exist sets V,Ṽ ∈ V such that
( 
It is interesting also to consider Mellin symbols, where the asymptotic information is supported by a discrete set {p j } j∈Z ⊂ C.
A sequence of triples
is a finite-dimensional subspace of operators of finite rank, for every j ∈ N.
We denote by B
π C R (X; v; C) that are meromorphic with poles at the points p j of multiplicity m j + 1 and Laurent coefficients at (z − p j ) −(k+1) belonging to L j for all 0 ≤ k ≤ m j , j ∈ N. It remains to explain the nature of operators C in the expression (1.34). To this end we first recall the notion of continuous and discrete asymptotics in the spaces K s,γ (X ∧ ). First, if Θ = (ϑ, 0], −∞ ≤ ϑ < 0, is a weight interval, we set
which is a Fréchet space in a canonical way. Let Θ be finite, consider any V ∈ V, V ⊂ {z : Re z < n+1 2 − γ}, and set K := V ∩ {z :
2 − γ} which is a compact set. Then
is a Fréchet subspace of K ∞,γ (X ∧ ), and we define
in the Fréchet topology of the non-direct sum. Subscript 'P ' has the meaning of a so called continuous asymptotic type associated with V and weight data g = (γ, Θ). We interpret P as the quotient space
For Θ = (−∞, 0] we choose a sequence {ϑ j } j∈N , ϑ j+1 < ϑ j < 0 for all j and ϑ j → −∞ for j → ∞. Then, if P j is the continuous asymptotic type, associated with V and weight data g j = (γ, (ϑ j , 0]), there are continuous embeddings
, where P is represented by the sequence of P j , j ∈ N, and is regarded as a continuous asymptotic type associated with V and g = (γ, (−∞, 0]). This construction is independent of the specific choice of the sequence {ϑ j } j∈N . Let As(X, g) denote the set of all continuous asymptotic types P , belonging to any V ∈ V and g = (γ, Θ). Similarly to (1.43) we write
Let us write
is called a discrete asymptotic type for weighted distributions on X ∧ near r = 0, associated with weight data g = (γ, Θ),
(ii) m j ∈ N and L j ⊂ C ∞ (X, E) (for a given E ∈ Vect(X)) is a finitedimensional subspace, for every j ∈ N.
Let As(X, g • ) denote the set of all discrete asymptotic types in that sense. For P ∈ As(X, g
• ), g = (γ, Θ), Θ finite, the space
(for any fixed cut-off function ω) is finite-dimensional, and we have
in the Fréchet topology of the direct sum. For Θ = (−∞, 0] we choose a sequence {ϑ j } j∈N as above, and form
Then we have continuous embeddings (1.44) for all j, and we set again
Moreover, let us set
are Fréchet spaces with group action κ = {κ δ } δ∈R+ , (κ δ u)(r, x) = δ n+1 2 u(δr, x) (cf. the notation of Section 1.1).
An operator
which is continuous for s > − 1 2 , s ∈ R, is called a Green operator of type 0 in the cone algebra on X ∧ , if C and its formal adjoint C * induce continuous operators C :
(1.48) and C * :
respectively, for all s > − 1 2 , s ∈ R, with asymptotic types
and (Q, Q ) ∈ As(X, (−γ, Θ)) × As(∂X, (−γ − 1 2 , Θ)), (1.51) depending on C (not on s, s ). The formal adjoint is defined in terms of the respective
)-scalar products (where dots stand for the corresponding bundles).
An operator of the form
for Green operators C j of type 0, 0 ≤ j ≤ d, and D j as in (1.17), is called a Green operator of type d.
, denote the space of all operators of the form (1.34), such that A exit ∈ B µ,d;0 (X ∧ ; v), moreover, A cone given by (1.34), (1.37), (1.41), and a Green
as well as
for every s ∈ R, s > d − Operators A ∈ C µ,d (X ∧ , g; v) have a principal symbolic hierarchy
where σ ψ (A) and σ ∂ (A) are the homogeneous interior and boundary symbols of A, regarded as an element of 
is the tuple of exit symbolic components σ E (A) = (σ e (A), σ ψ,e (A), σ e (A), σ ∂,e (A)) for r → ∞, cf. the notation of the preceding section.
An operator A ∈ C µ,d (X ∧ , g; v) is called elliptic (with respect to the weight γ ∈ R), if all components of σ(A) are bijective; for (1.54) this means that (1.55) is a family of isomorphisms for all z ∈ Γ n+1 2 −γ and any
(this condition is independent of the choice of s).
is elliptic if and only if (1.52) is a Fredholm operator for some s > max(µ, d) − Ellipticity entails the Fredholm property of (1.52) for every s > max(µ, d)− 1 2 , and the operator A has a paramatrix P ∈ C −µ,h (X
The proof of the Fredholm property of (1.52) follows from a parametrix construction, combining a local parametrix near the tip of the cone from [20] with a parametrix far from the tip up to infinity, using the second part of Theorem 1.7. The necessity of the ellipticity for the Fredholm property can be obtained by writing A = A 0 + A int + A ∞ modulo a Green operator, where A 0 is localised near the tip of the cone, A int far from the tip as well as far from ∞, and A ∞ localised near ∞. Now different variants of 'Gohberg's lemma' allows us to treat the principal symbolic components separately, cf. analogously [26 2. The edge algebra with parameters 2.1. Edge-amplitude functions Edge-amplitude functions a(y, η) as they will be defined in this section are particular operator-valued symbols in the sense of (1.12), with E andẼ being of the form
respectively, cf. the notation of Section 1.3. The group actions in both spaces are
1)
δ ∈ R + . The 2 × 2 upper left corners of the operator functions a(y, η) take values in the cone algebra on X ∧ , and there is a specific dependence on the parameter η. These amplitude functions will constitute a space 2) d ∈ N, with weight data g = (γ, γ − µ, Θ), for a finite weight interval Θ = (−(k + 1), 0], and tuples w = (E, F ; J − , J + ; l − , l + ), with vector bundles E, F ∈ Vect(X), J ± ∈ Vect(∂X). The numbers l ± are the fibre dimensions of bundles L ± ∈ Vect(Y ) in the global calculus below. Moreover, we will single out a subspace of so called Green edge-symbols
Then the elements a(y, η) of (2.2) will have the form
, v := (E, F ; J − , J + ) (the latter space corresponds to (2.2) for the case l − = l + = 0).
Let us now turn to more details. The structure of b(y, η) is as follows. Choose arbitrary cut-off functions σ(r),σ(r) and ω(r),ω(r),ω(r), where we assumeω = 1 on supp ω, and ω = 1 on suppω. Let us set ω η (r) := ω(r[η]) for some strictly positive function [η] ∈ C ∞ (R q ) such that [η] = |η| for |η| > c for some constant c > 0.
(i) We choose an arbitrary element
and form the family of operators op r (p)(y, η) for p(r, , η) :=p(r, r , rη).
with weights δ j ,δ j as in (1.36) and functions
for certain V jα ,Ṽ jα ∈ V, satisfying the conditions 
for p, h and m as in (i), (ii) and (iii), respectively. Let us set, for abbreviation,
for asymptotic types P ∈ As(X, (γ, Θ)), P ∈ As(X, (γ − 1 2 , Θ)), P = (P, P ), and
for asymptotic types Q ∈ As(X, (−γ + µ, Θ)), Q ∈ As((∂X)
A Green symbol g(y, η) of type d = 0 in the sense of (2.3) is defined as a function
with an operator-valued symbol
cf. notation (2.16) below, such that their pointwise formal adjoint g *
The asymptotic types
depend on g 0 . Subscripts '(κ 0 , κ 0 )' in the relations (2.12) and (2.13) mean that the spaces of symbols refer to the group actions
16)
δ ∈ R + , in contrast to (2.1). In this way we avoid distinguishing matrices of Douglis-Nirenberg orders for symbols and their adjoints. Clearly, the Green symbols g(y, η) themselves are operator-valued symbols with respect to the group actions (2.1), cf. Remark 2.3 below. Now a Green symbol g(y, η) in (2.3) of type d ∈ N is defined as a linear combination
with T j being as in (1.17) and h j ∈ R µ,0
(2.18) be the subspace of all elements of (2.2) of the form
for arbitrary m(y, η) as in (iii) above, and a Green symbol g(y, η) of type d.
,η )). For the aspect of holomorphic dependence of symbols in (2.18) on a further parameter it is interesting to single out Fréchet subspaces that are parametrised by the type d ∈ N and asymptotic types involved in (2.8) as well as P and Q in the Green summands g(y, η). For this consideration it is not essential to fix the carrier sets V jα ,Ṽ jα particularly small. It suffices to choose tuples
where V 0 , V 1 ∈ V, V 0 ∩ Γ n+1 2 −γ = ∅, and to assume that the sets V jα ,Ṽ jα in (2.8) satisfy the condition V jα ,Ṽ jα ⊆ V 1 for all 0 < j + |α| ≤ k (together with the relations (2.10)).
Lemma 2.2. For every V 1 ∈ V there exist asymptotic types P 1 , Q 1 of the kind (2.14), (2.15) such that for every sequence
0 < j + |α| ≤ k, and decompositions
into Mellin symbols (2.9) for an arbitrary choice of V jα ,Ṽ jα ⊆ V 1 , the operator m(y, η) given by (2.8) is uniquely determined by (2.21), modulo a Green symbol g 1 (y, η) with asymptotic types P 1 and Q 1 .
Let As M +G (X, g) denote the set of all tuples (2.20) for arbitrary V 0 , V 1 as mentioned before, and P ⊇ P 1 , Q ⊇ Q 1 (the latter inclusions correspond to the inclusions of carrier sets, cf. the relation (1.45)).
Moreover, let R
for R ∈ As M +G (X, g) be the space of all m(y, η)
of type d, with arbitrary Mellin symbols f jα ,f jα linked to certain h jα as in (2.21),
(X; v; C)), and Green symbols g(y, η) with asymptotic types P, Q. The space (2.22) is Fréchet in a natural way. It is clear that
cf. also the formula (1.9). Every a(y, η) ∈ R µ,d
M +G (U ×R q , g; w) represents operatorvalued symbols
of order µ with respect to (the first two components of ) (2.1), s > d − 1 2 . The relation (2.27) is valid for every pair P of asymptotic types with some resulting Q depending on a and P.
Note that in the second components of (2.23), (2.24) instead of s − 1 2 we can insert any other s ∈ R.
Theorem 2.4. The space R µ,d (U × R q , g; w) can equivalently be described as the space of all operator functions (2.4) where g(y, η) is a Green symbol as before, and
This result is a corollary of a corresponding theorem [9, Section 4.6.4] that the η-dependent cut-off functions in (2.4) may be replaced by η-independent ones, modulo a Green symbol with trivial asymptotic types; concerning the boundaryless case, see [7] .
Let E s,γ and E s,γ P be as in Remark 2.3, and set
, cf. the formulas (2.14), (2.15).
Theorem 2.5. Every a(y, η) ∈ R µ,d (U × R q ; g; w) represents operator-valued symbols
of order µ with respect to (2.1), for every
is valid for every pair P of asymptotic types with some resulting Q depending on a and P (not on s). We also get operator-valued symbols with respect to (2.16) with a scheme of Douglis-Nirenberg orders as in Remark 2.3.
It is now essential for the applications below that the space (2.2) has a variant with a complex parameter w ∈ C as an additional covariable, such that the elements a(y, η, w) are holomorphic in w.
denote the corresponding space. Ingredients of (2.31) have been investigated in [18] and [3] , namely
the holomorphic analogue of the first summand on the right hand side of (2.28), and the holomorphic analogues g(y, η, w) and m(y, η, w) (2.33) of g(y, η) in (2.4) and m(y, η) in (2.11), respectively. In order to make the ingredients of the operator-valued symbols of the class (2.31) more transparent we now discuss the kernel cut-off constructions. Kernel cut-off only concerns covariables. Therefore, to simplify considerations, we assume for a while that symbols have constant coefficients.
Let us first consider Green and smoothing Mellin symbols in the covariables (η, τ ) ∈ R q+1 . These are operator-valued symbols
with E andẼ running over specific scales of Hilbert spaces. The constructions may be performed for any fixed Hilbert spaces E,Ẽ; then they are valid also for the projective limits involved in the definition of Green symbols.
In the following we admit symbols to be classical or non-classical. Let a(η, τ ) ∈ S µ (cl) (R q+1 η,τ ; E,Ẽ), and set
has a holomorphic extension h(ψ)(a)(η, ζ) into the complex plane of the variable ζ = τ + iδ.
for every δ ∈ R, uniformly in c ≤ δ ≤ c for arbitrary c ≤ c .
2.
The map ψ → h(ψ)(a)(τ + iδ) given by (2.37) defines a continuous operator
for every δ ∈ R, uniformly continuous in c ≤ δ ≤ c for arbitrary c ≤ c . 3. If ψ( ) is equal to 1 in a neigbourhood of = 0, we have
will be called a kernel cut-off operator; the notation is motivated by the relation between (2.35) and the distributional kernel k(a)(η, t − t ) of the (η-dependent) pseudo-differential operator Op t (a)(η).
Remark 2.7. Under the assumptions of Theorem 2.6 for every β, δ ∈ R there are coefficients c k (β, δ) (depending on ψ) such that
in the sense of an asymptotic sum in S
A particularly simple proof of Theorem 2.6 may be found in [13] . In our applications, the complex variable plays the role of a Mellin covariable with imaginary part τ . Therefore, we now slightly change the notation and pass from ζ = τ + iδ to w = δ + iτ . Instead of Theorem 2.6 we could consider an antiholomorphic variant as well by talking about τ − iδ rather than τ + iδ; the change to w then gives us an analogue of Theorem 2.6 with interchanged real and imaginary parts.
is Fréchet in a natural way. In the following we write S
for symbols of the form a(y, η, δ + iτ ) that belong with respect to (y, η, τ ) to the space S
Corollary 2.9. Setting
, where h(ψ) refers to the cut-off operator with respect to covariable τ , the assertions of Theorem 2.6 (combined with a translation in direction of Re w) can be interpreted in the following way:
1.
is a continuous operator.
We now apply the kernel cut-off operator H(ψ) with respect to the covariable τ = Im w, w ∈ Γ δ , to symbols of the space
There is a specialisation of Definition 2.8 for the symbol space (2.41) which yields a corresponding space of holomorphic symbols in w ∈ C:
This is studied in detail in De Donno and Schulze [3] . The definition of the subclass R µ,d
G (U × R q × C, g; w) P,Q is straightforward, and we can set
for any ψ ∈ C ∞ 0 (R) which is equal to 1 in a neigbourhood of 0. More generally, we have a map
, that may be obtained in analogy of the preceding assertions on the abstract context. Theorem 2.11. For ψ ∈ C ∞ 0 (R) and every element a(y, η, w) of (2.41) we have h(y, η, w) :
Note that, although the map (2.43) is formally analogous to (2.40), it may appear surprising that operator-valued symbols which contain the τ -variable in the form ω η,w (r) = ω(r[η, δ + iτ ]), for a cut-off function ω, cf. the expression (2.8), can be transformed into holomorphic ones, modulo smoothing symbols, cf. also [3] .
To complete the structure of (2.31) it remains to explain (2.32). Starting from arbitrary elements
for any fixed δ ∈ R and setting p(r, y, , η, δ + iτ ) :=p(r, y, r , r(δ + iτ )), (2.44)
h(r, y, z, η, δ + iτ ) :=h(r, y, z, rη, r(δ + iτ )), (2.45) it suffices to apply a kernel cut-off operator (2.43) with respect to the variable τ , in order to generate the required holomorphic dependence in w. The new element here, compared with the analogous procedure of Remark 1.6, is the extra degeneracy in the variable r ∈ R + . Details are elaborated in [18] , see also [8] . Concerning the present situation, to generate the space (2.31), it suffices to insert (H(ψ)h)(r, y, z, η, w) and (H(ψ)p)(r, y, , η, w) in (2.32) in place of h and p there, for arbitrary families (2.44) and (2.45), respectively. This definition is correct; the choice of the cut-off function ψ only affects (2.32) modulo a remainder of the kind (2.33).
The edge algebra
Let W be a compact manifold with edge Y and boundary and W its stretched manifold. Concerning notation, in particular, for the double 2W =W, we refer to Section 1.1. In the present section we study parameter-dependent edge-boundary value problems. These will be families A(λ) of operators, with parameter λ ∈ R l , constituting a vector space
46) with µ ∈ Z as order and d ∈ N as type, and weight data g = (γ, γ − µ, Θ), γ ∈ R, with a (finite or infinite) weight interval Θ, and a tuple w = (E,
Here W is the stretched manifold associated with the boundary W of W (in the sense
. Also W is a manifold with edge Y , now without boundary; the base of the model cone near Y is ∂X.
In local considerations vector bundles E ∈ Vect(W) will be restricted to W reg or to neighbourhoods of W sing . To simplify notation we will denote them again by
) is a 'singular chart', we assume χ to be of the form χ(r, x, y) = (χ 0 (r), x, χ (y)) for a diffeomorphism χ 0 : [0, 1) → R + , χ 0 (r) = r for 0 ≤ r ≤ ε for some ε > 0, and a chart χ : U → Ω on Y . The pull back of E under χ −1 will also be denoted by E; also for the restriction of E to X ∧ for any fixed y ∈ Ω we use the same letter. Similar notation will be applied for bundles over W . Clearly, in pull backs of operators on R + ×X ×Ω to (0, 1)×X ×U , we take into account transition maps from the bundles, using corresponding invariance properties of our constructions.
Choose an open covering of a neighbourhood V of W sing in W by charts
, we can pass to operator pull backs A k (λ) of pseudodifferential operators Op y (a k )(λ) to [0, 1) × X × U k with respect to (2.46) (which also take into account the transition functions of the involved bundles) and form
By definition, the local amplitude functions a k contain certain fixed cutoff factors σ(r) andσ(r), cf. the formula (2.11). For the global construction we assume them to be independent of k. Without loss of generality, letσ ≡ 1 on supp σ. Moreover, choose another cut-off functionσ such that σ ≡ 1 on suppσ.
The space (2.46) is then defined as the set of all operator families of the form
where A edge (λ) has the form (2.49), further B reg (λ) is an arbitrary element of
, and C(λ) belongs to
The latter space of smoothing operators is defined as follows: First recall that in Section 
which gives us a scalar product also in W 0,0 (W,Ẽ). This gives rise to non-degenerate sesquilinear pairings
for all s, γ ∈ R. Also for arbitrary s, γ ∈ R the space W s,γ (W,Ẽ) is a Hilbert space. To define a scalar product, we consider the double 2W ofW which is a closed compact C ∞ manifold. Let 2Ẽ denote any vector bundle on 2W such that 2Ẽ|W =Ẽ. We then have the standard Sobolev space H s (2W, 2Ẽ) of sections of smoothness s ∈ R. Let σ ∈ C ∞ (W) be any function that is equal to 1 on [0,
Analogously to the constructions of Section 1.1 we have the spaces
this gives us a Hilbert space structure also in W s,γ (W, E). Let us now pass to subspaces with asymptotics. First, onX ∧ × R q we can form the spaces with asymptotics of type P ∈ As(X, g), where we use the fact that every P can be obtained from someP = {(p j , m j ,L j )} by restricting the spacesL j fromX to X. Analogous constructions apply to W , vector bundles J ∈ Vect(W ) and asymptotic types P ∈ As(∂X, g ) for weight data g = (γ , Θ), i.e., we have the spaces
respectively, s, γ ∈ R. For every γ, ∈ R we have non-degenerate sesquilinear pairings
s ∈ R, induced by the W 0,− (W , J)-scalar product. We will apply this to = 1 2 . In the following E, F, J − , J + are bundles as before, and we assume L − , L + ∈ Vect(Y ). Given an operator A :
that is continuous for every s > − 1 2 we define its formal adjoint A * in the sense
, if there are asymptotic types (P, P ) ∈ As(X, (γ − µ, Θ)) × As(∂X, (γ − µ − 1 2 , Θ)) and (Q, Q ) ∈ As(X, (−γ, Θ)) × As(∂X, (−γ − 1 2 , Θ)) such that A and A * induce continuous operators A : 
for arbitrary C j ∈ Y −∞,0 (W, g; w) and differential operators T j of order j on W, T j =T j | W for differential operatorsT j onW with smooth coefficients up to ∂W =W sing which are in the splitting of variables (r, x, y) nearW sing of the form
are said to be of type d.
such that the summands C j in (2.59) satisfy the continuity properties (2.57) and (2.58) for fixed pairs of asymptotic types P, Q, j = 0, . . . , d. This space is Fréchet in a natural way, and we set
be the union of all spaces (2.60) over P, Q, and set
Thus the class of parameter-dependent operators (2.46) is completely defined. Parameter-dependent operators will also be employed in the variant
which is defined as the space of all operator families A(w, λ), parametrised by
. Given a pair of vector bundles E := (E, J) for E ∈ Vect(W), J ∈ Vect(W ), we set
for asymptotic types P = (P, P ) ∈ As(X, (γ, Θ)) × As(∂X, (γ − 1 2 , Θ)). In the following theorem we set g = (γ, γ − µ, Θ), Θ = (−(k + 1), 0], k ∈ N ∪ {∞}, and w = (E,
Theorem 2.12. Every A ∈ Y µ (W, g; w; R l ) induces families of continuous operators
and every pair P of asymptotic types, with some resulting pair Q, depending on A and P (not on s).
The proof of this result can be obtained by considering the summands of (2.50) separately. C(λ) is clear by definition, and the second summand is essentially a variant of (1.14). The first term on the right of (2.50) is a finite sum of local operators with amplitude functions as in Theorem 2.5. It is now sufficient to apply the Theorem 1.4 to our specific situation, taking into account the definition of the edge Sobolev spaces and their subspaces with asymptotics.
Parameter-dependent edge boundary value problems A ∈ Y µ (W, g; w; R l ) have a parameter-dependent principal symbolic structure
To give a definition we write A = (A ij ) i,j=1,2,3 and observe that
We then set σ ψ (A) := σ ψ (A 11 ) which is the standard homogeneous principal symbol of order µ with parameter λ ∈ R l ; moreover σ ∂ (A) := σ ∂ (A ) is the principal boundary symbol of A with parameter λ ∈ R l , cf. Section 1.2, in particular, the generalisation of (1.22) to the non-compact manifold W reg with boundary W reg (and with the corresponding vector bundles).
Because of the edge-degeneracy in the splitting of variables (r, x, y) ∈ R + × X × Y we can write σ ψ (A)(r, x, y, , ξ, η, λ) = r −µσ ψ (A)(r, x, y, r , ξ, rη, rλ) whereσ ψ (A)(r, x, y,˜ , ξ,η,λ), (˜ , ξ,η,λ) = 0, is smooth in r up to 0. Analogously for (r, x , y) ∈ R + × ∂X × Y we have σ ∂ (A)(r, x , y, , ξ , η, λ) = r −µσ ∂ (A)(r, x , y, r , ξ , rη, rλ) withσ ∂ (A)(r, x , y,˜ , ξ ,η,λ), (˜ , ξ ,η,λ) = 0 being smooth in r up to 0. Finally, σ ∧ (A)(y, η, λ) denotes the parameter-dependent homogeneous principal edge symbol which is an operator family that can be expressed in terms of the local amplitude functions
cf. the notation in the formula (2.2). Here U ⊆ R q is open and corresponds to a chart on the edge Y . Applying (2.4) in the variant with (η, λ) in place of η we set y, η, λ) . Here σ ∧ (g) is the homogeneous principal part of g as a classical operator-valued symbols, while
with σ ∧ (m) being the homogeneous principal part of m as a classical operatorvalued symbol, and h 0 (r, y, z, η, λ) :=h(0, y, z, rη, rλ), p 0 (r, , η, λ) :=p(0, r , rη, rλ),
cf. the λ-dependent analogue of (2.6) and (2.7).
, and we have
with componentwise composition (cf. the formula (2.66)).
Theorem 2.13 is a parameter-dependent analogue of a corresponding composition result on edge boundary values problems, cf. [9, Section 4.5.2]. The proof in the parameter-dependent case does not contain additional difficulties.
and 
is a family of isomorphisms for all s > max(µ, 0) − [4] . Also Theorem 2.17 has a corresponding analogue for the boundaryless case. Moreover, in a refined version, order reducing results also hold for boundary value problems without the transmission property, see [31] .
3. Corner conormal symbols 3.1. Meromorphic families We now introduce families A(w, λ) of elements in Y µ,d (W, g; w; R l ) holomorphically depending on a parameter w ∈ C.
The definition of the corresponding space In (3.2) we assume that B reg (w, λ) is an element of (3.4). The operator family A edge (w, λ) is defined in terms of summands A k (w, λ), similarly as in (2.49). Locally, these operator functions have the form Op y (a k )(w, λ) with a k (y, η, w, λ) belonging to the space of edge amplitude functions .11)). This completes the definition of (3.1). Let us fix an element R ∈ As M +G (X, g), R = (V 0 , V 1 , P, Q). Then M +G (Ω × R q × C × R l ; g; w) R for all k. A similar notation will be used for spaces of (w, λ)-dependent families with w varying on Γ δ instead of C. where the union is taken over all d ∈ N. We finally write M µ (W, g; w) for the union of the latter spaces over all R ∈ As M +G (X, g), T ∈ As(W) This theorem can be regarded as an application of Theorem 2.13 to meromorphic parameter-dependent families. If both families are holomorphic this is fairly straightforward. In the general case we can apply the decomposition (3.10) which leads to the case that one factor is meromorphic and of order −∞ with finite rank Laurent coefficients. The desired composition behaviour also this case can easily be obtained.
Ellipticity and meromorphic inverses
Definition 3.7. An element A ∈ M µ R,T (W, g; w) for g = (γ, γ − µ, Θ) is called elliptic of order µ, if for some β ∈ R with π C T ∩ Γ β = ∅ the family A(β + iτ ) ∈ Y µ (W, g; w; R τ ) R is parameter-dependent elliptic in the sense of Definition 2.14.
Remark 3.8. Definition 3.7 is independent of the choice of β.
In fact, writing A in the form (3.8), the ellipticity of A(β + iτ ) only depends on H(β + iτ ), since C(β + iτ ) is of order −∞ in τ . Proposition 3.4 then shows that the principal symbols which determine the ellipticity are independent of β. 
is invertible for all w ∈ C \ D and for all s > max(µ,
Proof. Because of Remark 3.2 and Definition 3.5 the family of operators (3.11) is holomorphic in U := C \ π C T . At the same time it is elliptic in the space Y µ,d (W, g; w) for every w ∈ U . Thus, (3.11) is a holomorphic Fredholm family in U . Let us write A(w) in the form (3.8) . Then, by virtue of the parameterdependent ellipticity of H(w) Γ β for every β ∈ R, there is a C > 0 such that H(w) is invertible for | Im w| > C and Re w = β for any fixed β ∈ R. Since β is involved as a parameter that only affects lower order terms and because of the continuity in β, for every c < c we can choose a constant C = C(c, c ) such that A(w) is invertible for all | Im w| > C(c, c ) and c < β < c . We are now in a well known situation of a holomorphic Fredholm family A(w) in an open set U ⊂ C which is invertible in at least one point w 1 ∈ U ; it follows then that A(w) is invertible for all w ∈ U \ D, except for a countable subset of U that intersects every K⊂ ⊂U in a finite set. It remains to note that the points of π C T are not accumulation points of D. The technique is the same as in [22, Lemma 4.3.13] . for suitable asymptotic types P ∈ As M +G (X, g −1 ) and Q ∈ As(W)
• P . Proof. We invert A with respect to the multiplication of Theorem 3.6. Let us first apply Theorem 2.15 to A Γ β ∈ Y µ (W, g; w; Γ β ) R for any β such that π C T ∩ Γ β = ∅. Then there is a parametrix P 1 ∈ Y −µ (W, g −1 ; w −1 ; Γ β ) P1 for some P 1 ∈ As M +G (X, g −1 ). Theorem 3.3 applied to P 1 gives us an element P 0 ∈ Y −µ (W, g −1 ; w −1 ; C) P1 such that P 0 Γ β coincides with P 1 modulo a family of order −∞. It follows that P 0 Γ β is also a parametrix of A Γ β . We now apply 
