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1 Introduction
Let (Ω,F , {Ft}, P ) be a complete, filtrated probability space, on which defined
is a standard 1-dimensional Brownian motion {Wt}t≥0, whose natural augmented
filtration is denoted by {Ft, t ∈ [0, T ]}. We denote by P the σ-Algebra of the
predictable sets on Ω × [0, T ] associated with {Ft}t≥0. The expectation will be
exclusively denoted by E and the conditional expectation on Fs will be denoted by
EFs . We use a.s. to denote that an equality or inequality holds almost surely with
respect to the probability measure P .
The theory of backward stochastic differential equations (BSDEs) has received
an extensive studies in the last two decades in connection with a wide range of
applications as in stochastic control theory, econometrics, mathematical finance, and
nonlinear partial differential equations. See [2–4,7,8,11,22] for details. In Tang [18],
a very general system of backward stochastic partial differential equations (BSPDEs)
are studied. However, they are semi-linear, and thus exclude the nonlinearity of the
well-known Navier-Stokes operator. In this paper, we concentrate our attentions to
study the backward stochastic Navier-Stokes equation (BSNSE).
The standard deterministic Navier-Stokes equation describing the velocity field
of an incompressible, viscous fluid motion in a domain of Rd (d = 2 or 3) takes the
following form: {
∂tu− ν∆u+ (u · ∇)u+∇p+ f = 0, t ≥ 0;
∇ · u = 0, u(0) = u0,
(1.1)
where u = u(t, x) represents the d-dimensional velocity field of a fluid, p = p(t, x) is
the pressure, ν ∈ (0,∞) is the viscosity coefficient, and f = f(t, x) stands for the
external force. Let (u, p) solve the equation (1.1). By reversing the time and defining
u˜(t, x) = −u(T − t, x), p˜(t, x) = p(T − t, x), for t ≤ T,
then (u˜, p˜) satisfies the following backward Navier-Stokes equation:{
∂tu˜+ ν∆u˜ + (u˜ · ∇)u˜+∇p˜+ f = 0, t ≤ T ;
∇ · u˜ = 0, u˜(T ) = u˜0.
(1.2)
Note that the time-reversing makes the original initial value problem of (1.1) become
a terminal value problem of (1.2).
We shall study the following two-dimensional backward stochastic Navier-Stokes
equations (briefly 2D BSNSE) in R2 with a spatially periodic condition and a given
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terminal condition at time T > 0:

du(t, x) + {ν∆u(t, x)+(u · ∇)u(t, x) + (σ · ∇)Z(t, x) +∇p(t, x)} dt
= −f(t, x, u, Z) dt+Z(t, x) dWt, (t, x) ∈ [0, T )× R
2;
divu(t, x) = 0, (t, x) ∈ [0, T )× R2;
u(t, x+ aei) = u(t, x), (t, x) ∈ [0, T )× R
2, i = 1, 2;
u(T, x) = ξ(x), (x, ω) ∈ R2.
(1.3)
Here σ is a measure of “correlation” between the Laplace and the Brownian motion,
{e1, e2} is the canonical basis of R
2, a > 0 is the period in the ith direction, u =
(u1, u2) is the random two-dimensional velocity field of a fluid in R
2, f represents
the external forces which allow for feedback involving the velocity field u and the
stochastic process Z and may be inhomogeneous in time. The terminal status of
the velocity field is a known random field ξ on the underlying probability space.
For notational convenience, however, the variable ω ∈ Ω in various functions and
solutions will often be omitted.
It is worth noting that, though sharing the same name, our BSNSE essentially
differs from that of Sundar and Yin [17] since the sign of the viscous term “ν∆u”
differs. Furthermore, we allow the external force f to depend on both unknown
fields u and Z in a nonlinear way, and the drift term to depend on the gradient of
the second unknown field Z.
In [9, 10], Cauchy problems for the (forward) stochastic Navier-Stokes equations
in Rd driven by a random nonlinear force and a white noise are studied and the
existence and uniqueness of a global martingale solution have been proved. As a mo-
tivation BSNSEs emerge in regard to inverse problems to determine the stochastic
noise coefficients from the terminal velocity field as observed. In [6,24], a stochastic
representation in terms of Lagrangian paths for the backward incompressible Navier-
Stokes equations without forcing is shown and used to prove the local existence of
solutions in weighted Sobolev spaces and the global existence results in two dimen-
sions or with a large viscosity. In [16, 17], the existence and uniqueness of adapted
solutions are given to the backward stochastic Lorenz equations and to the backward
stochastic Navier-Stokes equations (1.3) in a bounded domain with σ ≡ 0, ν < 0 and
the external force f(t, y, z) ≡ f(t).
The rest of the paper is organized as follows. In Section 2, we introduce some
notations, assumptions, and preliminary lemmas, and state the main result (see
Theorem 2.1). In Section 3, we consider the spectral approximations and give relevant
estimates. In Section 4, we prove the existence of an adapted solution to the projected
finite dimensional systems for our 2D BSNSE. Finally, in Section 5, we give the proof
of Theorem 2.1.
3
2 Preliminaries and the main results
Let G = (0, a)2 be the rectangular of the period. For any nonnegative integer m, we
denote by Hm(G) the Sobolev space of functions which are in L2(G), together with
all their derivatives of orders up to m and by Hmpe(G) the space of functions which
belong to Hmloc(R
2) (i.e., u|O ∈ H
m(O) for every open bounded set O) and which are
periodic with period G. Hmpe(G) is a Hilbert space for the scalar product and the
norm
(u, v)m =
∑
[α]≤m
∫
G
Dαu(x)Dαv(x) dx, |u|m = {(u, u)m}
1/2,
where α = (α1, α2), [α] = α1 + α2, and
Dα = Dα11 D
α2
2 =
∂[α]
∂xα11 ∂x
α2
2
with α1 and α2 being two nonnegative integers. The elements of H
m
pe(G) are charac-
terized by their Fourier series expansion:
Hmpe = {u : u =
∑
k∈Z2
cke
2iπk·x/a, c¯k = c−k,
∑
k∈Z2
|k|2m|ck|
2 <∞}, (2.1)
and the norm |u|m is equivalent to the norm
{∑
k∈Z2(1 + |k|
2m)|ck|
2
}1/2
. Set a Hilbert
subspace of Hmpe(G):
H˙mpe(G) = {u ∈ H
m
pe(G) : in its Fourier expansion (2.1), c0 = 0}, (2.2)
with the norm |u|m,0 = {
∑
k∈Z2 |k|
2m|ck|
2}1/2. Actually, through (2.1) and (2.2), we
can define Hmpe(G) and H˙
m
pe(G) for arbitrary m ∈ R. Moreover, H˙
m
pe(G) and H˙
−m
pe (G)
are in duality for all m ∈ R.
As in the framework of treating the deterministic Navier-Stokes equations (c.f.
[15, 20, 21]), we set up three phase spaces of functions of the spatial variable x ∈ G
as follows:
H = {ϕ ∈ H˙0pe(G)× H˙
0
pe(G) : divϕ = 0 in R
2},
V = {ϕ ∈ H˙1pe(G)× H˙
1
pe(G) : divϕ = 0 in R
2},
V = V
⋂
C∞(R2)× C∞(R2),
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where C∞(R2) is the set of smooth functions on R2. Then both H and V are Hilbert
spaces equipped with the respective scalar product and norm
〈φ, ϕ〉H : =
2∑
i=1
(φi, ϕi)0, ‖φ‖H := {〈φ, φ〉H}
1/2, φ, ϕ ∈ H ;
〈φ, ϕ〉V : =
2∑
i,j=1
(D1jφ
i, D1jϕ
i)0, ‖φ‖V := {〈φ, φ〉V }
1/2, φ, ϕ ∈ V.
(2.3)
For simplicity, we denote ‖ · ‖ and 〈·, ·〉H by ‖ · ‖ and 〈·, ·〉 respectively. The dual
product of ψ ∈ V ′ and ϕ ∈ V will be denoted by 〈ψ, ϕ〉V ′,V and it follows that
〈φ1, φ2〉V ′,V = 〈φ1, φ2〉 φ1 ∈ V, φ2 ∈ H.
For a little notational abuse we still denote by 〈·, ·〉 the dual product 〈·, ·〉V ′,V . We
shall use | · | to denote the absolute value or the Euclidean norm of R2. The set of all
positive integers will be denoted by Z+ or N. The Lebesgue measure of the domain
G will be denoted by |G|. Define H˙m := H˙mpe(G)× H˙
m
pe(G).
For any finite dimensional vector space F and a, b ∈ F , we denote by a · b the
scalar product on F . Throughout this paper, we assume that the external force term
f(t, u, Z) and the terminal value term ξ are H˙0-valued and H˙1-valued respectively, so
the solution pair (u, Z) of (1.3) must be H˙0× H˙0-valued. By applying the projection
P : H˙0 → H (see [21]), since
H⊥ = {ψ ∈ H˙0 : ψ = ∇q for some q ∈ H1pe(G)},
we can formulate the above terminal value problem of the 2D BSNSE (1.3) into
the following problem to solve the backward stochastic evolutionary Navier-Stokes
equation, 

−du(t) ={−νAu(t) +B(u(t)) + JZ(t) + f(t, u(t), Z(t))}dt
− Z(t)dWt, t ∈ [0, T ),
u(T ) =ξ,
(2.4)
where
Π(u, v) = P((u · ∇)v) : V × V → V ′, B(u) = Π(u, u) : V → V ′,
JZ = P ((σ · ∇)Z) , σ(t, x) = (σ1(t, x), σ2(t, x)), ((σ · ∇)Z)i :=
2∑
j=1
σjZ ixj ,
5
and
Aϕ = P(−∆ϕ) = −∆ϕ,
whose domain is D(A) = H˙2
⋂
H and by Poincare´ inequality we can show that V =
D(A1/2). Accordingly we shall adopt the equivalent norm ‖ϕ‖V = ‖∇ϕ‖ = ‖A
1/2ϕ‖.
Then allH, V , and D(A) (with the graph norm ‖·‖D(A)) are separable Hilbert spaces.
With a little notational abuse we still use f and Z for the projections P(f) and P(Z),
respectively,
Note that the above Stokes operator A : D(A) → H is positive definite, self-
adjoint, and linear, and its resolvent is compact. Therefore, all the eigenvalues of
A can be ordered into the increasing sequence {λi}
∞
i=1. The corresponding eigen-
functions {ei}
∞
i=1 form a complete orthonormal basis for the space H , which is also
a complete orthogonal (but not orthonormal) basis of the space V . With the iden-
tification H = H ′ by the Riesz mapping, one has the triplet structure of compact
(consequently continuous) embedding,
V ⊂ H ⊂ V ′. (2.5)
In what follows, C > 0 is a constant which may vary from line to line and we
denote by C(a1, a2, · · · ) or Ca1,a2,··· a constant to depend on the parameters a1, a2, · · · .
We make the following three assumptions.
Assumption (A1). The H-valued mapping f is defined on Ω × [0, T ] × V ×
H and for any (u, z) ∈ V × H , f(·, u, z) is a predictable and H-valued process.
Moreover, there exist a nonnegative constant β and a nonnegative adapted process
g ∈ L∞(Ω, L1([0, T ])) such that the following conditions hold for all v, v1, v2 ∈ V ,
φ, φ1, φ2 ∈ H and (ω, t) ∈ Ω× [0, T ]:
(1). the map s 7→ 〈f(t, v1 + sv2, φ), v〉 is continuous on R;
(2).
〈f(t, v1, φ1)− f(t, v2, φ2), v1 − v2〉
≤ ρ(v2)
(
‖v1 − v2‖
2 + ‖v1 − v2‖(‖φ1 − φ2‖+ ‖v1 − v2‖V )
)
;
where ρ : V → (0,+∞) is measurable and locally bounded;
(3).
〈f(t, v, φ), v〉 ≤ g(t) + ǫ‖φ‖2 + ̺(ǫ)‖v‖2 + β‖v‖V ‖v‖,
where ̺ : (0, 1]→ R+ is continuous and decreasing;
(4).
‖f(t, v, φ)‖2 ≤
(
g(t) + β(‖v‖2V + ‖φ‖
2)
)
ρ1(v),
where ρ1 : H → (0,+∞) is measurable and locally bounded.
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Remark 1. In fact, (1) and (2) of Assumption (A1) implies f(t, x, u, z) is locally
Lipschitz continuous with respect to z in the following sense:
‖f(t, u, z)− f(t, u, Z)‖V ′ ≤ C(‖u‖V )‖z − Z‖,
for all (ω, t) ∈ Ω× [0, T ], u ∈ V and z, Z ∈ H . Actually, for any φ ∈ V −{0}, ǫ ∈ R+,
〈f(t, u+ ǫφ, z)− f(t, u, Z), φ〉 ≤ C(‖u‖V )‖φ‖V {ǫ‖φ‖+ ‖z − Z‖}.
Letting ǫ ↓ 0, from the arbitrariness of φ we conclude that the local Lipschitz conti-
nuity holds.
Assumption (A2). The function σj defined on Ω × [0, T ] is real-valued P-
measurable such that |σj| ≤ Λ, almost surely for j = 1, 2 and all t ∈ [0, T ], for
some Λ ∈ (0,∞).
Assumption (A3) (super-parabolicity). There exist two constants λ > 0 and
λ¯ > 1 such that
2ν|ξ|2 − λ¯2 (σ(t) · ξ)2 ≥ 2λ|ξ|2
holds almost surely for all (t, ξ) ∈ [0, T ]× R2.
Note that, in Assumptions (A2) and (A3), our σ is defined independent of the
spatial variable x.
For Banach space B and p > 1, define
L
p
F
(0, T ;B) := {φ ∈ Lp(Ω× [0, T ];B) | {φ(·, t)}0≤t≤T is a predictable process}.
Define
M [0, T ] := L2F (Ω;C([0, T ];H)) ∩L
2
F (0, T ;V )
and
M := M [0, T ] :=M [0, T ]×L 2F (0, T ;H)
equipped with the norm
‖(u, Z)‖M =
{
E
[
sup
t∈[0,T ]
‖u(t)‖2
]
+ E
[∫ T
0
‖u(t)‖2V dt
]
+ E
[∫ T
0
‖Z(t)‖2dt
]}1/2
.
Throughout the paper, define
Φ(t, φ, ϕ) := −νAφ +B(φ) + Jϕ+ f(t, φ, ϕ), (φ, ϕ) ∈ V ×H. (2.6)
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Definition 1. (weak solutions) For ξ ∈ L∞
FT
(Ω;H) given, we say that (u, Z) ∈ M
is a weak solution to (2.4) if for any ϕ ∈ V , there holds almost surely
〈u(t), ϕ〉 = 〈ξ, ϕ〉+
∫ T
t
〈Φ(s, u(s), Z(s)), ϕ〉 ds
−
∫ T
t
〈Z(s), ϕ〉 dWs, ∀t ∈ [0, T ].
(2.7)
Definition 2. (strong solutions) For ξ ∈ L∞
FT
(Ω;V ) given, we say that (u, Z) is a
strong solution to (2.4) if (u, Z) is a weak solution and
(u, Z) ∈
(
L2F (Ω;C([0, T ];V )) ∩L
2
F (0, T ;D(A))
)
×L 2F (0, T ;V ).
Remark 2. If we have verified that (u, Z) ∈ (L2
F
(Ω;C([0, T ];V ))∩L 2
F
(0, T ;D(A)))×
L 2
F
(0, T ;V ) and that
u(t) = ξ +
∫ T
t
Φ(s, u(s), Z(s)) ds−
∫ T
t
Z(s) dWs a.s. in H,
By the stochastic Fubini theorem (see, [12, Theorem 4.18]), we can check that (u, Z)
is a strong solution to (2.4).
The main result of the paper is stated in the following theorem.
Theorem 2.1. Under Assumptions (A1)-(A3), for any ξ ∈ L∞
FT
(Ω;V ), the 2D
BSNSE problem (2.4) admits a unique strong solution such that
ess sup
(ω,s)∈Ω×[0,T ]
‖u(s)‖2V + E
[∫ T
0
‖u(s)‖2D(A)ds+
∫ T
0
‖Z(s)‖2V ds
]
≤ C
{
‖g‖L∞(Ω,L1([0,T ])) + ‖ξ‖
2
L∞
FT
(Ω;V )
}
,
(2.8)
where C is a constant depending on ν, λ, λ¯, β, ̺, ρ1 and T .
For the trilinear mapping
b(u, v, w) := 〈Π(u, v), w〉 =
2∑
i=1
2∑
j=1
∫
G
ui
∂vj
∂xi
wj dx, u, v, w ∈ H,
we have the following instrumental regularity properties.
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Lemma 2.2. The following properties hold for any two-dimensional bounded domain
G, where CG is used to denote different constants only depending on G.
|b(u, v, w)| ≤ 21/2‖u‖
1/2
H ‖u‖
1/2
V ‖v‖V ‖w‖
1/2
H ‖w‖
1/2
V , u, v, w ∈ V,
|b(u, v, w)| ≤ CG‖u‖
1/2
H ‖Au‖
1/2
H ‖v‖V ‖w‖H, u ∈ D(A), v ∈ V, w ∈ H,
|b(u, v, w)| ≤ CG‖u‖
1/2
H ‖u‖
1/2
V ‖v‖
1/2
V ‖Av‖
1/2
H ‖w‖H, u ∈ V, v ∈ D(A), w ∈ H,
|b(u, v, w)| ≤ CG‖u‖H‖v‖V ‖w‖
1/2
H ‖Aw‖
1/2
H , u ∈ H, v ∈ V, w ∈ D(A).
(2.9)
Moreover,
〈Π(u, v), w〉 = −〈Π(u, w), v〉, for u, v, w ∈ V,
〈Π(u, v), v〉 = 0, for u, v ∈ V.
(2.10)
For u ∈ D(A), we have B(u) ∈ H,
‖B(u)‖H ≤ CG‖u‖
1/2
H ‖u‖V ‖Au‖
1/2
H , (2.11)
and especially, for the periodic case, we have
〈Π(v, v), ∆v〉 = 0, for v ∈ D(A) (c.f. [21, Lemma 3.1, Page 19]).
The proof of Lemma 2.2 can be found in [19, 20]. The first inequality in (2.9)
will be most useful in this work and its coefficient equals 21/2 for any bounded and
locally smooth domain in space dimension n = 2, which was proved in [19, Lemma
3.4]. The following lemma shows the regularity of functions in H10 (G) for a 2D
domain G, whose proof is available in [19].
Lemma 2.3. For any two-dimensional open set G, we have
‖v‖L4(G) ≤ 2
1/4‖v‖
1/2
L2(G) ‖∇v‖
1/2
L2(G), v ∈ H
1
0 (G). (2.12)
We have the following two versions of Gronwall-Bellman inequalites, whose proof
is referred to [2, 5].
(The Gronwall-Bellman Inequality): If a nonnegative scalar function g(t) is con-
tinuous on [0, T ] and satisfies
g(t) ≤ (≥)g(T ) +
∫ T
t
(αg(s) + h(s)) ds, t ∈ [0, T ], (2.13)
9
where α ≥ 0 is a constant and h : [0, T ]→ R is integrable, then
g(t) ≤ (≥) eα(T−t)g(T ) +
∫ T
t
eα(s−t)h(s) ds, t ∈ [0, T ]. (2.14)
(The Stochastic Gronwall-Bellman Inequality): Let (Ω,F,F, P ) be a filtered prob-
ability space whose filtration F = {Ft : t ∈ [0, T ]} satisfies the usual conditions.
Suppose {Ys} and {Xs} are optional integrable processes and α is a nonnegative
constant. If for all t, the map s 7→ E[Ys|Ft] is continuous almost surely and
Yt ≤ (≥)E
[∫ T
t
(Xs + αYs) ds+ YT
∣∣∣ Ft
]
,
then we have almost surely
Yt ≤ (≥)e
α(T−t)E[YT |Ft] + E
[∫ T
t
eα(s−t)Xs ds
∣∣∣ Ft
]
, ∀t ∈ [0, T ].
In this paper, we prove the existence and uniqueness of an adapted solution to the
terminal value problem (1.3) of a two-dimensional backward stochastic Navier-Stokes
equation with nonlinear forcing and the random perturbation driven by the Brownian
motion. We use the spectral approximation, combined with the truncation and
variational techniques, which is also a kind of compactness method. The methodology
features an interactive analysis based on the regularity of the deterministic Navier-
Stokes dynamics and the stochastic properties of the Itoˆ-type diffusion processes.
3 Spectral approximations and estimates
In this section we consider the spectral approximation of the problem (2.4) obtained
by orthogonally projecting the equation and the terminal data on the finite dimen-
sional space
HN = Span {e1, e2, · · · , eN}.
Define
PN : V
′ → HN , PNf =
N∑
i=1
〈f, ei〉ei, f ∈ V
′.
Then ‖PNf‖
2 =
∑N
i=1 |〈f, ei〉|
2 and PN is the orthogonal projection on HN , which is
called the spectral projection. It is worth noting that ‖ · ‖ and ‖ · ‖V are equivalent
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in HN and that HN = VN := PNV . Define
AN = PNA, B
N(u) = PNB(u), J
NZ = PNJZ :=
N∑
i=1
〈JZ, ei〉ei;
fN(· · · ) = PNf(· · · ), Z
N(t) = PNZ(t), and ξ
N = PNξ.
(3.1)
Then the projected, N -dimensional problem of approximation to the problem (2.4)
is defined to be

duN(t) =
(
νANuN(t)− BN(uN(t))− JNZN(t)− fN(t, uN(t), ZN(t))
)
dt
+ ZN(t) dWt, t ∈ [0, T );
uN(T ) =ξN .
(3.2)
Note that the projection does not affect the Brownian motion {Wt}t≥0, and also
that, the finite dimensional approximation equation (3.2) does not satisfy the condi-
tions listed in [1].
We shall conduct a priori estimates for the adapted solution to the finite dimen-
sional approximation problem (3.2).
First, by means of Young’s inequality
ab ≤
1
p
apεp +
1
qεq
bq,
1
p
+
1
q
= 1, ab ≥ 0, ε > 0,
under the Assumptions (A1)-(A3), we have
2〈Φ(t, φ, ϕ), φ〉 − ‖ϕ‖2
= 2〈−νAφ+B(φ) + Jϕ+ f(t, φ, ϕ), φ〉 − ‖ϕ‖2
=− 2ν〈Aφ, φ〉 − 2〈f(t, φ, ϕ), φ〉 − 2〈ϕ, (σ · ∇)φ〉 − ‖ϕ‖2
≤− 2ν‖φ‖2V + 2(g(t) + ǫ‖ϕ‖
2 + ̺(ǫ)‖φ‖2 + β‖φ‖V ‖φ‖)
+ 2
1
λ¯
‖ϕ‖‖λ¯(σ · ∇)φ‖ − ‖ϕ‖2 (choose ǫ small enough)
≤− 2λ‖φ‖2V −
λ¯2 − 1
2λ¯2
‖ϕ‖2 + 2g(t) +
λ¯2 − 1
4λ¯2
‖ϕ‖2 + λ‖φ‖2V + C‖φ‖
2
=− λ‖φ‖2V −
λ¯2 − 1
4λ¯2
‖ϕ‖2 + 2g(t) + C‖φ‖2, (φ, ϕ) ∈ V ×H,
(3.3)
where the constant C depends only on λ, λ¯, ̺ and β.
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Lemma 3.1. Let the conditions of Theorem 2.1 hold. If (uN(·), ZN(·)) ∈ M is an
adapted solution of the problem (3.2), then we have almost surely
(1).
sup
t∈[0,T ]
{
‖uN(t)‖2 + EFt
[∫ T
t
‖uN(s)‖2V + ‖Z
N(s)‖2 ds
]}
≤ C
(
‖g‖L∞(Ω,L1([0,T ])) + ‖ξ‖
2
L∞(Ω,H)
)
,
(3.4)
where C is a constant depending only on T, ν, λ, λ¯, β and ̺;
(2).
sup
t∈[0,T ]
{
‖uN(t)‖2V + EFt
[∫ T
t
‖AuN(s)‖2+‖ZN(s)‖2V ds
]}
≤ C
(
‖g‖L∞(Ω,L1([0,T ])) + ‖ξ‖
2
L∞(Ω,V )
) (3.5)
with C being a constant depending only on ν, λ, λ¯, β, ̺, ρ1 and T .
Proof. Applying the backward Itoˆ formula to the scalar-valued, stochastic process
‖uN(t)‖2, and noting that
〈BN(uN(t)), uN(t)〉 = 0,
we have
‖uN(t)‖2
= ‖ξN‖2 − 2ν
∫ T
t
〈ANuN(s), uN(s)〉 ds+ 2
∫ T
t
〈fN(s, uN(s), ZN(s)), uN(s)〉 ds
+ 2
∫ T
t
〈JNZN (s), uN(s)〉 ds− 2
∫ T
t
〈ZN(s), uN(s)〉 dWs −
∫ T
t
‖ZN(s)‖2 ds
= ‖ξN‖2 − 2ν
∫ T
t
〈AuN(s), uN(s)〉 ds+ 2
∫ T
t
〈f(s, uN(s), ZN(s)), uN(s)〉 ds
+ 2
∫ T
t
〈JZN(s), uN(s)〉 ds− 2
∫ T
t
〈ZN(s), uN(s)〉 dWs −
∫ T
t
‖ZN(s)‖2 ds.
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In view of (3.3), we have
‖uN(t)‖2
= ‖ξN‖2 +
∫ T
t
(
2〈Φ(s, uN(s), ZN(s)), uN(s)〉 − ‖ZN(s)‖2
)
ds
− 2
∫ T
t
〈ZN(s), uN(s)〉 dWs
≤ ‖ξN‖2 − 2
∫ T
t
〈ZN(s), uN(s)〉 dWs
+
∫ T
t
(
−λ‖uN(s)‖2V −
λ¯2 − 1
4λ¯2
‖ZN(s)‖2 + 2g(s) + C‖uN(s)‖2
)
ds
(3.6)
where the constant C is independent of N . Since
E
[
sup
τ∈[t,T ]
∣∣∣∣
∫ T
τ
〈ZN(s), uN(s)〉 dWs
∣∣∣∣
]
≤ 2E
[
sup
τ∈[t,T ]
∣∣∣∣
∫ τ
t
〈ZN(s), uN(s)〉 dWs
∣∣∣∣
]
≤ CE
[(∫ T
t
‖ZN(s)‖2‖uN(s)‖2 ds
)1/2]
(by BDG inequality)
≤ CE
[
sup
s∈[t,T ]
‖uN(s)‖
(∫ T
t
‖ZN(s)‖2 ds
)1/2]
≤ (1/2)E
[
sup
s∈[t,T ]
‖uN(s)‖2
]
+ CE
[∫ T
t
‖ZN(s)‖2 ds
]
,
(3.7)
taking the conditional expectation on both sides of the second inequality of (3.6),
we obtain
‖uN(t)‖2 + λEFt
[∫ T
t
‖uN(s)‖2V ds
]
+
λ¯2 − 1
4λ¯2
EFt
[∫ T
t
‖ZN(s)‖2 ds
]
≤ EFt
[
‖ξ‖2
]
+ CEFt
[∫ T
t
(
g(s) + ‖uN(s)‖2
)
ds
]
, a.s..
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From the stochastic Gronwall-Bellman inequality, it follows that
sup
t∈[0,T ]
{
‖uN(t)‖2 + EFt
[∫ T
t
‖uN(s)‖2V ds
]
+ EFt
[∫ T
t
‖ZN(s)‖2 ds
]}
≤ C
(
‖g‖L∞(Ω,L1([0,T ])) + ‖ξ
N‖2L∞(Ω,H)
)
≤ C
(
‖g‖L∞(Ω,L1([0,T ])) + ‖ξ‖
2
L∞(Ω,H)
)
, a.s.
(3.8)
where C is a constant depending only on T, ν, λ, λ¯, β and ̺.
On the other hand, as (B(u), ∆u) = 0, using Itoˆ formula, we have
‖uN(t)‖2V = ‖ξ
N‖2V − 2ν
∫ T
t
〈ANuN(s), ANuN(s)〉 ds
+ 2
∫ T
t
〈fN(s, uN(s), ZN(s)), ANuN(s)〉 ds
+ 2
∫ T
t
〈JNZN(s), ANuN(s)〉 ds
− 2
∫ T
t
〈ZN(s), ANuN(s)〉 dWs −
∫ T
t
‖ZN(s)‖2V ds
= ‖ξN‖2V − 2ν
∫ T
t
‖AuN(s)‖2 ds+ 2
∫ T
t
〈f(s, uN(s), ZN(s)), AuN(s)〉 ds
−
∫ T
t
‖ZN(s)‖2V ds− 2
∫ T
t
2∑
i=1
〈∇(ZN)i(s), (σ · ∇)∇(uN)i(s))〉 ds
− 2
∫ T
t
〈ZN(s), AuN(s)〉 dWs, t ∈ [0, T ].
By the integration-by-parts formula and the fact that the integrals on the boundary
∂G of G vanish, we obtain
‖Aφ‖2 =
2∑
i=1
‖∇φi‖2V , ∀φ ∈ D(A).
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It follows that
− 2ν
∫ T
t
‖AuN(s)‖2 ds− 2
∫ T
t
2∑
i=1
〈∇(ZN)i(s), (σ · ∇)∇(uN)i(s))〉 ds
≤ − 2ν
2∑
i=1
∫ T
t
‖∇(uN(s))i‖2V ds+
∫ T
t
2∑
i=1
‖λ¯(σ · ∇)∇(uN)i(s)‖2 ds
+ λ¯−2
∫ T
t
‖ZN(s)‖2V ds
≤ − 2λ
2∑
i=1
∫ T
t
‖∇(uN(s))i‖2V ds+ λ¯
−2
∫ T
t
‖ZN(s)‖2V ds, a.s., ∀ t ∈ [0, T ].
Therefore, we have
‖uN(t)‖2V
≤ ‖ξ‖2V − 2
∫ T
t
〈ZN(s), AuN(s)〉 dWs −
λ¯2 − 1
2λ¯2
∫ T
t
‖ZN(s)‖2V ds
− 2λ
∫ T
t
‖AuN(s)‖2 ds+ 2
∫ T
t
〈f(s, uN(s), ZN(s)), AuN(s)〉 ds
≤ ‖ξ‖2V − 2
∫ T
t
〈ZN(s), AuN(s)〉 dWs −
λ¯2 − 1
2λ¯2
∫ T
t
‖ZN(s)‖2V ds
− λ
∫ T
t
‖AuN(s)‖2ds+
1
λ
∫ T
t
‖f(s, uN(s), ZN(s))‖2 ds
≤ ‖ξ‖2V − 2
∫ T
t
〈ZN(s), AuN(s)〉 dWs −
λ¯2 − 1
2λ¯2
∫ T
t
‖ZN(s)‖2V ds
− λ
∫ T
t
‖AuN(s)‖2ds+
1
λ
∫ T
t
[
g(s) + β(‖uN(s)‖2V + ‖Z
N(s)‖2)
]
ρ1(u
N) ds
≤ ‖ξ‖2V − 2
∫ T
t
〈ZN(s), AuN(s)〉 dWs −
λ¯2 − 1
2λ¯2
∫ T
t
‖ZN(s)‖2V ds
− λ
∫ T
t
‖AuN(s)‖2 ds+ C
∫ T
t
[
g(s) + β(‖uN(s)‖2V + ‖Z
N(s)‖2)
]
ds.
(3.9)
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As
E
[
sup
τ∈[t,T ]
∣∣∣∣
∫ T
τ
〈ZN(s), AuN(s)〉dWs
∣∣∣∣
]
≤ 2E
[
sup
τ∈[t,T ]
∣∣∣∣∣
2∑
i=1
∫ τ
t
〈∇(ZN)i(s),∇(uN)i(s)〉dWs
∣∣∣∣∣
]
≤ CE
[(∫ T
t
‖ZN(s)‖2V ‖u
N(s)‖2V ds
)1/2]
(by BDG inequality)
≤ (1/2)E
[
sup
s∈[t,T ]
‖uN(s)‖2V
]
+ CE
[∫ T
t
‖ZN(s)‖2V ds
]
≤ C(N)
{
E
[
sup
s∈[t,T ]
‖uN(s)‖2V
]
+ E
[∫ T
t
‖ZN(s)‖2V ds
]}
,
(3.10)
taking conditional expectation on both sides of (3.9), we get
‖uN(t)‖2V + λEFt
[∫ T
t
‖AuN(s)‖2 ds
]
+
λ¯2 − 1
2λ¯2
EFt
[∫ T
t
‖ZN(s)‖2V ds
]
≤ EFt
[
‖ξ‖2V
]
+ CEFt
[∫ T
t
(g(s) + ‖uN(s)‖2V + ‖Z
N(s)‖2) ds
]
.
(3.11)
In view of (3.8), we conclude that, with probability 1,
sup
t∈[0,T ]
{
‖uN(t)‖2V + EFt
[∫ T
t
‖AuN(s)‖2ds
]
+ EFt
[∫ T
t
‖ZN(s)‖2V ds
]}
≤ C
(
‖g‖L∞(Ω,L1([0,T ])) + ‖ξ‖
2
L∞(Ω,V )
)
,
(3.12)
where C is a constant depending only on ν, λ, λ¯, β, ̺, ρ1 and T .
Lemma 3.2. For any u, v ∈ V and φ, ϕ ∈ H,
|〈B(u)− B(v), u− v〉| ≤
λ
4
‖u− v‖2V +
2
λ
‖v‖2V ‖u− v‖
2. (3.13)
Moreover, under Assumptions (A1)-(A3), there exists a positive constant K depend-
ing on λ¯ such that
− 2〈Φ(t, u, φ)− Φ(t, v, ϕ), w〉
+‖w‖2
(
K +
4
λ
‖v‖2V +Kρ
2(v)
)
+
λ¯2 + 1
2λ¯2
‖w¯‖2 ≥
λ
2
‖w‖2V ,
(3.14)
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holds almost surely for any t ∈ [0, T ], u, v ∈ V and ϕ, φ ∈ H with w := u − v, w¯ :=
φ− ϕ, and Φ being defined by (2.6). Define
r1(t) =
∫ t
0
(
K +
4
λ
‖u(s)‖2V +Kρ
2(u(s))
)
ds
and
r2(t) =
∫ t
0
(
K +
4
λ
‖v(s)‖2V +Kρ
2(v(s))
)
ds,
for arbitrary u, v ∈ L2
F
(Ω;L2(0, T ;V )), and let w(·) = u(·) − v(·). Then for any
φ, ϕ ∈ L2
F
(Ω;L2(0, T ;H)) and w¯(·) := φ(·)− ϕ(·), we have for i = 1, 2
− 〈2Φ(t, u, φ)− 2Φ(t, v, ϕ) +
dri(t)
dt
w, w〉+
1 + λ¯2
2λ¯2
‖w¯‖2 ≥ 0, a.s.. (3.15)
Proof. Let w = u− v. Then
〈B(u)−B(v), u− v〉
=− 〈Π(u, w), u〉+ 〈Π(v, w), v〉
=− 〈Π(u, w), v〉+ 〈Π(v, w), v〉 = −〈B(w), v〉.
By the first inequality in Lemma 2.2 we can get
|〈B(u)− B(v), u− v〉V ′,V | = |〈B(w), v〉| = |〈Π(w, v), w〉V ′,V |
≤ 21/2‖u− v‖‖u− v‖V ‖v‖V ≤
λ
4
‖u− v‖2V +
2
λ
‖u− v‖2‖v‖2V .
It follows from the Assumptions (A1)-(A3) that
− 2ν〈Aw,w〉+ 2〈Jw¯, w〉+ 2〈f(t, u, φ)− f(t, v, ϕ), w〉
≤ − 2ν‖w‖2V + 2〈w¯, (σ · ∇)w〉+ 2ρ(v)‖w‖
2 + 2ρ(v)‖w‖(‖w‖V + ‖w¯‖)
≤−
3λ
2
‖w‖2V +
1
λ¯2
‖w¯‖2 + (1−
1 + λ¯2
2λ¯2
)‖w¯‖2
+ (C(λ¯)ρ2(v) + 2ρ(v))‖w‖2
≤−
3λ
2
‖w‖2V +
1 + λ¯2
2λ¯2
‖w¯‖2 + (K +Kρ2(v))‖w‖2,
(3.16)
where the constant K only depends on λ¯. Hence, in view of (3.13), we obtain (3.14).
Then (3.15) for i = 2 follows from (3.14) by direct calculation. The case of i = 1
in (3.15) is shown in a similar way.
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4 Solutions of the finite dimensional systems
In this section, we consider the existence of an adapted solution to the projected,
N -dimensional problem (3.2) of the 2D backward stochastic Navier-Stokes equations
which we also call the finite dimensional system. To solve the finite dimensional
system (3.2), we shall make use of the result of Briand et al. [1].
Consider the following backward stochastic differential equation (BSDE in short):
Y (t) = ζ +
∫ T
t
g(s, Y (s), q(s)) ds−
∫ T
t
q(s) dWs, (4.1)
where ζ is an RN -valued FT -measuable random vector and the random function
g : [0, T ]× Ω× RN × RN → RN
is P×B(RN)×B(RN )-measurable.
The following lemma comes from [1, Theorem 4.2].
Lemma 4.1. Assume that g and ζ satisfy the following four conditions.
(C1). For some p > 1, we have
E
[
|ζ |p +
(∫ T
0
|g(t, 0, 0)| ds
)p]
<∞.
(C2). There exist constants α ≥ 0 and µ ∈ R such that almost surely we have for
each (t, y, y′, z, z′) ∈ [0, T ]× RN × RN × RN × RN ,
|g((t, y, z)− g(t, y, z′)| ≤ α|z − z′|, (4.2)
〈y − y′, g(t, y, z)− g(t, y′, z)〉 ≤ µ|y − y′|2 (monotonicity condition). (4.3)
(C3). The function y 7→ g(t, y, z) is continuous for any (t, z) ∈ [0, T ]× RN .
(C4). For any r > 0, the random process{
ψr(t) := sup
|y|≤r
|g(t, y, 0)− g(t, 0, 0)|, t ∈ [0, T ]
}
lies in the space L1(Ω× [0, T ]). Then BSDE (4.1) admits a unique solution (Y, q) ∈
Lp(Ω, C([0, T ],RN))×  Lp(Ω, L2([0, T ],RN)).
Remark 3. It is worth noting that our finite dimensional system does not satisfy the
monotonicity condition (C2). In fact, by Lemma 3.2 our finite dimensional system
only satisfies a local monotonicity condition in some sense, which prevents us to
directly use this lemma to our finite dimensional system.
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Lemma 4.2. For any M,N ∈ Z+, define the function of truncation RM(·) to be a
C2 function on HN such that for X =
∑N
i=1 xiei,
RM(X) =


1, if ‖X‖ ≤M ;
∈ (0, 1), if M < ‖X‖ < M + 1;
0, if ‖X‖ ≥M + 1.
Thus RM(·) is uniformly Lipschitz continuous. For each n ∈ Z
+, denote ϕn(z) =
zn/(‖z‖ ∨ n), z ∈ HN and set
ΦN,M,n(t, y, z) = RM(y)
n
hM(t) ∨ n
PNΦ(t, y, ϕn(z)),
where
hM(t) = 4
{(
g(t) + βCN(M + 1)
2
)
ess sup
‖w‖≤M+1
|ρ1(w)|+ CN,ν(M + 1)
2
}1/2
≥ ess sup
‖w‖≤M+1
‖Φ(t, w, 0)‖
(4.4)
and hM ∈ L
1(Ω × [0, T ]). Then under Assumptions (A1)-(A3), ΦN,M,n satisfies the
conditions (C2)-(C4) in Lemma 4.1.
Proof. Under Assumptions (A1)-(A3) and Remark 1, we only need verify (4.3), i.e.,
there is a uniform constant CN,M,n > 0 such that
〈ΦN,M,n(t, X, Z)− ΦN,M,n(t, Y, Z), X − Y 〉 ≤ CN,M,n‖X − Y ‖
2, a.s., (4.5)
for any X, Y, Z ∈ HN and all t ∈ [0, T ]. For any X, Y ∈ HN , inequality (4.5) holds
trivially if ‖X‖ > M + 1 and ‖Y ‖ > M + 1. Thus, it is sufficient to consider the
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case of ‖Y ‖ ≤M + 1. We have
〈ΦN,M,n(t, X, Z)− ΦN,M,n(t, Y, Z), X − Y 〉
= RM(X)
n
hM(t) ∨ n
〈Φ(t, X, ϕn(Z))− Φ(t, Y, ϕn(Z)), X − Y 〉
+
n
hM(t) ∨ n
(RM(X)−RM (Y ))〈Φ
N,M,n(t, Y, ϕn(Z)), X − Y 〉
( by (3.14) of Lemma 3.2)
≤
(
K +
4
λ
‖Y ‖2 +Kρ2(Y )
)
‖X − Y ‖2
+ CM‖X − Y ‖
2 n
hM(t) ∨ n
‖ΦN,M,n(t, Y, ϕn(Z))‖
≤
(
K +
4
λ
‖Y ‖2 +Kρ2(Y )
)
‖X − Y ‖2
+ CM‖X − Y ‖
2 n
hM(t) ∨ n
(hM(t) + CN,M · n)
≤ CM,N,n‖X − Y ‖
2,
(4.6)
which completes the proof.
Theorem 4.3. Let Assumptions (A1)-(A3) hold. For any ξ ∈ L∞
F
(Ω;V ), the pro-
jected problem (3.2) admits a unique adapted solution (uN(·), ZN(·)) ∈ M for each
given positive integer N , which satisfies
‖(uN , ZN)‖M ≤ C
{
1 + E
[
‖ξ‖2
]}
, (4.7)
where C is a constant independent of N .
Proof. Step 1. Let us verify the uniqueness part. Suppose (uN , ZN) and (vN , Y N)
are two solutions of the projected problem (3.2). Note that the a priori estimates in
Lemma 3.1 holds for both (uN , ZN) and (vN , Y N ). Denote by (UN , XN) the pair of
processes (uN − vN , ZN − Y N). Define
r(t) :=
∫ t
0
[
K +
4
λ
‖vN(s)‖2V +Kρ
2(vN(s))
]
ds.
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An application of Itoˆ formula and Lemma 3.2 yields
er(t)‖UN (t)‖2
=
∫ T
t
er(s)
[
2
〈
Φ(s, uN(s), ZN(s))− Φ(s, vN(s), Y N(s)), UN (s)
〉
− ‖XN‖2 − ‖UN(s)‖2
(
K +
4
λ
‖vN(s)‖2V +Kρ
2(vN(s))
)]
ds
− 2
∫ T
t
er(s)〈UN(s), XN(s)〉dWs
≤−
λ¯2 − 1
2λ¯2
∫ T
t
er(s)‖XN(s)‖2ds− 2
∫ T
t
er(s)〈UN (s), XN(s)〉 dWs.
(4.8)
Taking conditional expectations on both sides, we get
er(t)‖UN (t)‖2 +
λ¯2 − 1
2λ¯2
EFt
[∫ T
t
er(s)‖XN(s)‖2ds
]
≤ 0, a.s., for any t ∈ [0, T ],
which implies the uniqueness.
Step 2. For any N,M, n ∈ Z+, following Lemma 4.2, we can verify that the pair
(ξN ,ΦN,M,n) satisfies the conditions (C1)-(C4) in Lemma 4.1. Hence, by Lemma 4.1
there exists a unique solution (uN,M,n, ZN,M,n) ∈ M to the following BSDE:
uN,M,n(t) = ξN +
∫ T
t
ΦN,M,n(s, uN,M,n(s), ZN,M,n(s)) ds−
∫ T
t
ZN,M,n(s) dWs. (4.9)
In a similar way to Lemma 3.1, we deduce that there exists a positive constant K1
which is independent of N,M and n such that
sup
t∈[0,T ]
‖uN,M,n(t)‖+ E
[∫ T
0
‖ZN,M,n(s)‖2 ds
]
≤ K1, a.s.. (4.10)
Therefore, taking M > K1, we have RM(u
N,M,n(s)) ≡ 1 and (uN,M,n, ZN,M,n) is
independent of M . Thus, we write (uN,n, ZN,n) instead of (uN,M,n, ZN,M,n) below.
Moreover, there exists a positive constant K2 independent of n such that
K +
4
λ
‖uN,n(t)‖2V +Kρ
2(uN,n(t)) ≤ K2,
‖Φ(t, uN,n(t), φ1)− Φ(t, u
N,n(t), φ2)‖ ≤ K2‖φ1 − φ2‖, dP ⊗ dt-almost,
(4.11)
holds for all φ1, φ2 ∈ H and N, n ∈ Z
+.
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For j ∈ Z+, set (UN , XN) = (uN,n+j−uN,n, ZN,n+j−ZN,n). Applying Itoˆ formula
similar to (4.8), we get
eK2t‖UN(t)‖2 +
λ¯2 − 1
2λ¯2
∫ T
t
eK2s‖XN(s)‖2 ds
≤ 2
∫ T
t
eK2s〈ΦN,n+j(s, uN,n(s), ZN,n(s))−ΦN,n(s, uN,n(s), ZN,n(s)), UN (s)〉ds
− 2
∫ T
t
eK2s〈UN(s), XN(s)〉 dWs
(by (4.10))
≤ 4K1
∫ T
t
eK2s‖ΦN,n+j(s, uN,n(s), ZN,n(s))− ΦN,n(s, uN,n(s), ZN,n(s))‖ ds
− 2
∫ T
t
eK2s〈UN(s), XN(s)〉 dWs.
(4.12)
On the other hand,
E
[
sup
τ∈[t,T ]
|
∫ T
τ
eK2s〈UN(s), XN(s)〉 dWs|
]
≤ CE
[(∫ T
t
e2K2s‖XN(s)‖2‖UN(s)‖2 ds
)1/2]
(by BDG inequality)
≤ ǫE
[
sup
s∈[t,T ]
(eK2s‖UN (s)‖2)
]
+ CǫE
[∫ T
t
‖XN(s)‖2eK2s ds
]
,
(4.13)
with the positive constant ǫ to be determined later. Then choosing ǫ to be small
enough, we deduce from (4.12) that
‖(UN , XN)‖M
≤ CE
[∫ T
0
‖ΦN,n+j(s, uN,n(s), ZN,n(s))− ΦN,n(s, uN,n(s), ZN,n(s))‖ ds
]
.
As
‖ΦN,n+j(s, uN,n(s), ZN,n(s))− ΦN,n(s, uN,n(s), ZN,n(s))‖
≤ 2K2‖Z
N,n(s)‖I{‖ZN,n(s)‖>n}+2K2‖Z
N,n(s)‖I{hK1(s)>n}+2hK1(s)I{hK1 (s)>n},
(4.14)
in view of (4.10) and hK1 ∈ L
1(Ω× [0, T ]), we conclude that (uN,n, ZN,n) is a Cauchy
sequence in M . Denote the limit by (uN , ZN) ∈ M . It is easily checked that
(uN , ZN) is a solution of the projected problem (3.2).
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Step 3. Estimate (4.7) follows from Lemma 3.1, which completes the proof.
5 Proof of Theorem 2.1
Proof of Theorem 2.1. Our proof consists of the following four steps.
Step 1. By Theorem 4.3, we have solved the projected problem (3.2) in M . By
Lemma 3.1, we have
ess sup
(ω,s)∈Ω×[0,T ]
‖uN(s)‖2V + E
[∫ T
0
‖AuN(s)‖2 + ‖ZN(s)‖2V ds
]
≤ C
(
‖g‖L∞(Ω,L1([0,T ])) + ‖ξ‖
2
L∞(Ω,V )
)
,
(5.1)
where C is a constant depending only on ν, λ, λ¯, β, ̺, ρ1 and T . Since we get
‖B(v)‖2 ≤ CG‖v‖‖v‖
2
V ‖Av‖ from Lemma 2.2, under Assumptions (A1)-(A3), we
conclude
E
[∫ T
0
(
‖B(uN(s))‖2 + ‖(σ · ∇)ZN(s)‖2 + ‖f(s, uN(s), ZN(s))‖2
)
ds
]
≤ C.
Hence,
‖PNΦ(·, u
N , ZN)‖L2(Ω×[0,T ],H) ≤ ‖Φ(·, u
N , ZN)‖L2(Ω×[0,T ],H)‖ ≤ C. (5.2)
All the constants Cs above are independent of N .
Step 2. Now we consider the weak convergence. Clearly,
ξN → ξ strongly in V, a.s., and ‖ξN‖V ≤ ‖ξ‖V as N →∞,
which implies that ξN → ξ in Lp(Ω, V ) for any p ∈ (1,+∞). Then the following
weak and weak star convergence results in respective spaces hold: there exists a
subsequence {Nk}
∞
k=1 of {N}, such that, as k →∞,
uNk(·)
w
−→ u(·) in L 2F (0, T ;D(A))),
uNk(·)
w∗
−→ u(·) in L∞F (Ω;C([0, T ];V )),
ZNk(·)
w
−→ Z(·) in L2F (Ω;L
2(0, T ;V )),
Φ(·, uNk , ZNk)(·)
w
−→ Γ(·) in L2F (Ω;L
2(0, T ;H)),
PNΦ(·, u
Nk , ZNk)(·)
w
−→ Ψ(·) in L2F (Ω;L
2(0, T ;H)),
(5.3)
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where u, Z,Γ and Ψ are some functions in the respective spaces.
By the Burkho¨lder-Davis-Gundy (BDG in short) inequality, we can get
E
[∫ T
0
∥∥∥∥
∫ T
t
ZNk(s)dWs
∥∥∥∥
2
V
dt
]
≤ TE
[
sup
t∈[0,T ]
∥∥∥∥
∫ T
t
ZNk(s)dWs
∥∥∥∥
2
V
]
≤ 2TE
[
sup
t∈[0,T ]
∥∥∥∥
∫ t
0
ZNk(s)dWs
∥∥∥∥
2
V
]
+ 2TE
[∥∥∥∥
∫ T
0
ZNk(s)dWs
∥∥∥∥
2
V
]
≤ 4TE
[
sup
t∈[0,T ]
∥∥∥∥
∫ t
0
ZNk(s)dWs
∥∥∥∥
2
V
]
≤ 4L1TE
[∫ T
0
‖ZNk(s)|2V ds
]
(5.4)
where L1 > 0 is a uniform constant from the BDG inequality. Hence, as a bounded
linear operator on the space L2
F
(Ω;L2(0, T ;V )), the mapping
Υ : ZNk(·) 7−→
∫ T
·
ZNk(s) dWs
maps the weakly convergent sequence {ZNk(·)} to a weakly convergent sequence{∫ T
·
ZNk(s)dWs
}
in L2
F
(Ω;L2(0, T ;V )) such that
∫ T
·
ZNk(s) dWs
w
−→
∫ T
·
Z(s) dWs in L
2
F (Ω;L
2(0, T ;V )), as k →∞. (5.5)
Similarly it can be shown that, as k →∞,∫ T
·
PNkΦ(s, u
Nk(s), ZNk(s)) ds
w
−→
∫ T
·
Ψ(s) ds in L2F (Ω;L
2(0, T ;H)). (5.6)
Define
u¯(t) = ξ +
∫ T
t
Ψ(s) ds−
∫ T
t
Z(s) dWs. (5.7)
It is easily checked that u¯ = u, P ⊗ dt-almost. In view of [13, Theorem 4.2.5], we
conclude that u ∈ L∞(Ω, C([0, T ], V )) and also,
ess sup
(ω,s)∈Ω×[0,T ]
‖u(s)‖V + E
[∫ T
0
‖u(s)‖2D(A)ds+
∫ T
0
‖Z(s)‖2V ds
]
≤ C
{
‖g‖L∞(Ω,L1([0,T ])) + ‖ξ‖
2
L∞
FT
(Ω;V )
}
,
(5.8)
where C is a constant depending on ν, λ, λ¯, β, ̺, ρ1 and T .
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Step 3. For a notational convenience, we now use the index N instead of Nk for
all the relevant subsequences.
As ∪∞N=1L
2
F
(0, T ;PNH) is dense in L
2
F
(0, T ;H) and it can be checked that Ψ = Γ
on ∪∞N=1L
2
F
(0, T ;PNH), by a density argument we have Ψ = Γ. Thus, to show that
(u, Z) is a strong solution of the 2D BSNSE problem (2.4), we only need prove
Ψ(·) = Φ(·, u, Z), a.s.. (5.9)
For any v ∈ L∞
F
(Ω, C([0, T ], V )), define
r(t) = r(ω, t) :=
∫ t
0
(K +
4
λ
‖v(ω, s)‖2V +Kρ
2(v(ω, s))) ds, (ω, t) ∈ Ω× [0, T ],
where the constant K comes from (3.14) in Lemma 3.2. Applying Itoˆ formula to
compute er(t)‖uN(t)‖2, we have
E
[
er(t)‖uN(t)‖2 − er(T )‖uN(T )‖2
]
= E
[ ∫ T
t
er(s)
(
〈2PNΦ(s, u
N(s), ZN(s)), uN(s)〉 − ‖ZN(s)‖2
−
(
K +
4
λ
‖v(s)‖2V +Kρ
2(v(s))
)
‖uN(s)‖2
)
ds
]
= E
[ ∫ T
t
er(s)
(
2〈Φ(s, uN(s), ZN(s))− Φ(s, v(s), Z(s)), uN(s)− v(s)〉
− ‖ZN(s)− Z(s)‖2 −
(
K +
4
λ
‖v(s)‖2V +Kρ
2(v(s))
)
‖uN(s)− v(s)‖2
)
ds
]
+ E
[ ∫ T
t
er(s)
(
2〈Φ(s, uN(s), ZN(s))− Φ(s, v(s), Z(s)), v(s)〉
+ 2〈Φ(s, v(s), Z(s)), uN(s)〉 − 2〈ZN(s), Z(s)〉+ ‖Z(s)‖2
−
(
K +
4
λ
‖v(s)‖2V +Kρ
2(v(s))
)(
2〈uN(s), v(s)〉 − ‖v(s)‖2
))
ds
]
≤ E
[ ∫ T
t
er(s)
(
2〈Φ(s, uN(s), ZN(s))− Φ(s, v(s), Z(s)), v(s)〉
+ 2〈Φ(s, v(s), Z(s)), uN(s)〉 − 2〈ZN(s), Z(s)〉+ ‖Z(s)‖2
−
(
K +
4
λ
‖v(s)‖2V +Kρ
2(v(s))
)(
2〈uN(s), v(s)〉 − ‖v(s)‖2
))
ds
]
.
Letting N → ∞, by Lemma 3.2 and the lower semicontinuity, we have for any
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nonnegative ϕ ∈ L∞(0, T ),
E
[∫ T
0
ϕ(t)
(
er(t)‖u(t)‖2 − er(T )‖u(T )‖2
)
dt
]
≤ lim inf
N→∞
E
[∫ T
0
ϕ(t)
(
er(t)‖uN(t)‖2 − er(T )‖uN(T )‖2
)
dt
]
≤ E
[ ∫ T
0
ϕ(t)
(∫ T
t
er(s)
(
2〈Ψ(s)− Φ(s, v(s), Z(s)), v(s)〉
+ 2〈Φ(s, v(s), Z(s)), u(s)〉 − 2〈Z(s), Z(s)〉+ ‖Z(s)‖2
−
(
K +
4
λ
‖v(s)‖2V +Kρ
2(v(s))
)(
2〈u(s), v(s)〉 − ‖v(s)‖2
))
ds
)
dt
]
,
(5.10)
while Itoˆ’s formula yields
E
[
er(t)‖u(t)‖2 − er(T )‖u(T )‖2
]
= E
[∫ T
t
er(s)
(
〈2Ψ(s), u(s)〉
− ‖Z(s)‖2 −
(
K +
4
λ
‖v(s)‖2V +Kρ
2(v(s))
)
‖u(s)‖2
)
ds
]
.
(5.11)
By substituting (5.11) into (5.10), we get
E
[ ∫ T
0
ϕ(t)
(∫ T
t
er(s)
(
2〈Ψ− Φ(s, v(s), Z(s)), u(s)− v(s)〉
−
(
K +
4
λ
‖v(s)‖2V +Kρ
2(v(s))
)
‖u(s)− v(s)‖2
)
ds
)
dt
]
≤ 0.
(5.12)
Take v = u − γφw for γ > 0, w ∈ V and φ ∈ L∞(Ω × [0, T ],P,R). Then we divide
by γ and let γ → 0 to derive that
E
[ ∫ T
0
ϕ(t)
(∫ T
t
er(s)φ(s)
(
2〈Ψ− Φ(s, u(s), Z(s)), w〉
)
ds
)
dt
]
≤ 0. (5.13)
By the arbitrariness of ϕ,φ and w, we have
Γ = Ψ = Φ(·, u, Z), a.e. on Ω× [0, T ]
In view of (5.7) and keeping in mind the fact u¯ = u dt× P-a.e., we have
u(t) = ξ +
∫ T
t
Φ(s, u(s), Z(s)) ds−
∫ T
t
Z(s) dWs. (5.14)
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Hence, by Remark 2 we conclude that (u, Z) is a strong solution to the 2D BSNSE
problem (2.4).
Step 4. We shall prove the uniqueness. Suppose that there are two strong
solutions (u(·), Z(·)) and (v(·), Y (·)) to the problem (2.4) corresponding to the same
terminal data ξ. Then
u(t)− v(t) =
∫ T
t
(−νAu(s) + νAv(s)) ds+
∫ T
t
(B(u(s))−B(v(s))) ds
+
∫ T
t
(JZ(s)− JY (s)) ds+
∫ T
t
(f(s, u(s), Z(s))− f(s, v(s), Y (s))) ds
−
∫ T
t
(Z(s)− Y (s)) dWs, t ∈ [0, T ], a.s..
Define
R(t) = R(ω, t) =
∫ t
0
(K +
4
λ
‖v(ω, s)‖2V +Kρ
2(v(ω, s))) ds, (ω, t) ∈ Ω× [0, T ].
Then in view of Lemma 3.2 and by Itoˆ’s formula (for instance, see [13, Theorem
4.2.5]), we have
EFt
[
eR(t)‖u(t)− v(t)‖2
]
=EFt
[ ∫ T
t
eR(s)
(
2〈Φ(s, u(s), Z(s))− Φ(s, v(s), Y (s)), u(s)− v(s)〉
− ‖Z(s)− Y (s)‖2 −
(
κ+
4
λ
‖v(s)‖2V +Kρ
2(v(s))
)
‖u(s)− v(s)‖2
)
ds
]
≤EFt
[ ∫ T
t
eR(s)
(
−
λ¯2 − 1
2λ¯2
‖Z(s)− Y (s)‖2 − λ‖u(s)− v(s)‖2V
)
ds
]
.
(5.15)
Thus,
EFt
[
eR(t)‖u(t)− v(t)‖2 +
∫ T
t
eR(s)
( λ¯2 − 1
2λ¯2
‖Z(s)−Y (s)‖2+λ‖u(s)−v(s)‖2V
)
ds
]
≤ 0,
which implies
for any t ∈ [0, T ], u(t)− v(t) = 0 in H, a.s. and E
[∫ T
0
‖Z(s)− Y (s)‖2ds
]
= 0.
By the continuity of u and v, we have ‖(u−v, Z−Y )‖M = 0, from which we conclude
that (u, Z) is only a modification of (v, Y ) in (L2
F
(Ω;C([0, T ];V ))∩L 2
F
(0, T ;D(A)))×
L 2
F
(0, T ;V ). We complete the proof.
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