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 The Wireless sensor networks have limitations regarding data redundancy, 
power and require high bandwidth when used for multimedia data. Image 
compression methods overcome these problems. Non-negative Matrix 
Factorization (NMF) method is useful in approximating high dimensional 
data where the data has non-negative components. Another method of the 
NMF called (PNMF) Projective Nonnegative Matrix Factorization is used for 
learning spatially localized visual patterns. Simulation results show the 
comparison between SVD, NMF, PNMF compression schemes. Compressed 
images are transmitted from base station to cluster head node and received 
from ordinary nodes. The station takes on the image restoration. Image 
quality, compression ratio, signal to noise ratio and energy consumption are 
the essential metrics measured for compression performance. In this paper, 
the compression methods are designed using Matlab.The parameters like 
PSNR, the total node energy consumption are calculated. RTL schematic of 
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A sensor network [1], [2] consists of measuring, computing, and communication elements that give 
an administrator the ability to observe and react to events. While several sensors can be connected to 
controllers and processing stations directly (e.g., using local area networks), many sensors send the gathered 
data wirelessly to a centralized processing station. This is needed since many network applications require 
hundreds or thousands of sensor nodes, often set up in remote and unreachable areas. Figure 1 shows two 
sensor fields monitoring two different geographic regions and connecting to the Internet using their base 
stations [3]. 
The sensing and control technology comprise electric and magnetic field sensors; radio-wave 
frequency sensors; optical, electro-optic-, and infrared sensors; radars; lasers; location/navigation sensors; 
seismic and pressure-wave sensors; environmental parameter sensors (e.g., wind, humidity, heat); and 
biochemical national security-oriented sensors. Today’s sensors can be described as ‘‘smart’’ inexpensive 
devices equipped with multiple onboard sensing elements; they are low-cost low-power multifunctional 
nodes that are logically homed to a central sink node [4]. 
Wireless Multimedia Sensor Networks (WMSNs) has broad applications [5] in industrial 
production, environmental monitoring [6]. The space-time relativity-based data compression algorithm 
mainly includes prediction coding and linear fitting method for time series. A prediction coding method is 
proposed by [7]. It evaluates the source data based on the time relativity of the source data. The WMSN's are 
different from traditional WSNs [8], [9] in case of data processing, and energy consumption of wireless 
transceiver. 
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Figure 1. Wireless sensor networks  
 
 
2. PROPOSED METHOD 
In a WSN, the data transmission process [10] can be divided into data compression encoding and 
data decoding. The sending and receiving of images in WSNs can be shown in Figure 2. SVD, NMF, PNMF 





Figure 2. The image sending and receiving process 
 
 
First, the given input image is resized to 512x512. The resized image is preprocessed and converted 
into corresponding pixel values using a Matlab program and stored in the memory file. The converted pixel 
values are input to image compression method which is developed by using Verilog HDL which is based on 





Figure 3. Hardware/software co-simulation 
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Figure 4 shows the image values which are in files are stored in the memory of the ModelSim using 
the command "$readmemh.” for hexadecimal values and “$readmemb” for binary values. The files contain 
hexadecimal values. HDLDAEMON command controls the server that supports interactions with HDL. 










Figure 5. HDLDAEMON between MATLAB and ModelSim 
 
 
2.1.  Image compression using NMF 
The NMF algorithm [11], [12] executes more iterations to get better image quality. Images are 
divided into several blocks, and adaptive image compression algorithm is taken based on the NMF [13], [14] 
to process each image block. The compression ratio of the NMF [15], [16] method depends on the size of the 
rank of the base matrix. Therefore, the compression ratio can be modified with the demands in the energy 
consumption. Lower quality is selected to improve the compression ratio to save energy. Suppose an original 
image with the size of m x n, is divided into several blocks the dimensions of which are p x q. The image 
compression ratio is given by (1). 
 
 =  =   (1) 
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2.2.  Image compression using SVD 
Singular Value Decomposition (SVD) is represented by the (2).  
 
  (2) 
 
where G is a m × n matrix 
Image compression [17] involves reducing the redundancies in an image which are in the form of 
1. Psycho-visual redundancy, which is due to the limitations [18] of the human visual system to interpret 
fine details in an image. (i.e., visually non-essential features) 
2. Interpixel redundancy,  
3. Coding redundancy 
Removing the redundancies is [19],[20] reducing the number of bits in an image without the 
decrease in the image quality. However, merely applying SVD [21], [22] on an image do not compress it and 
a few singular values were retained while other unique values were ignored. The singular values were taken 
in descending order on the diagonal of D, and that first singular value contains the most significant amount of 
information, and following singular values contain decreasing amounts of image information. Thus, the lower 
singular values containing less information can be ignored without distortion in the image. 
From the property 1 of SVD, it can be referred that “the rank of G is taken as the number of non-
zero singular values". But if the lower order singular values after the rank of the matrix have negligible 
values, they are considered as noise. 
In (2) above can also be written as 
 
………+  (3) 
 
where r is the rank of G. 
From property 1 of SVD (refer section 3 above), it follows that truncating (3) till r values does not 
make any significant change in the image. But compression will be very less while the image quality is 




where k < r  
The image reconstructed will reduce[2] the storage space requirement to k*(m+n+1) bytes as against 
the storage space requirement of m*n bytes of the original uncompressed image. Now, compression is 
achieved if the storage space required by the compressed image is less than that required by the original 
image. 
 
m*n > k*(m+n+1)  (5) 
 
 2.3 Image compression using PNMF 
In NMF, W and H has r×(m+n) free parameters[20]. Consider V and W are column vectors and H is 
a scalar: obviously, there are many solutions W= 1/H V with H arbitrary. Based on this, a novel method 




where || • || is a matrix norm. 
The most useful norm is the Euclidean distance between two matrices A and B, or the Frobenius 
matrix norm of their difference: 
 
  (7) 
 
a divergence of matrix A from B defined as 
 
  (8) 
 
Both Euclidean distance and divergence are lower bounded by zero, and vanish if and only if A = B. 
The PNMF method seems to offer some advantages as compared to NMF. The first one has increased 
orthogonality of the basis vectors. This is due to the similarity of the criterion [23] to SVD. Removing the 
positivity constraint but keeping the rank constraint, an orthogonal eigenvector basis is a solution. 
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For positive bases, orthogonality is related to sparseness. Consider the case in which the V matrix is a 
training set, and the goal is to find the representation not only for the columns of V but for new vectors, too. 
For PNMF, the representation for any column of V, say v, is simply WWT v and that can be easily computed 
for a new vector, too. In NMF, there is no such natural representation because both W and H are needed, and 
matrix H has only n columns. The extra column in H would have to be recomputed from the criterion. Third, 




3.1.  Relative parameters in simulation experiment 
In this paper Matlab is used for compressing images using NMF, SVD and Verilog is used for 
generating RTL schematic of SVD and NMF algorithms in WSN. Figure 6 shows input image of size 
512×512×8-bit grayscale images is collected by camera nodes periodically. Here 15 cameras cover each 
detection range of a 100x100 m rectangular area, and their sensing radius is 11m. Eleven ordinary nodes are 
deployed in the communication range of each camera node. The simulated network structure for three 





Figure 6. Input image 512x512 
 
 
   
(a) (b) (c) 
 
Figure 7 (a). Network structure of NMF compression mechanism (b) Network structure of PNMF 
compression mechanism (c) Network structure of SVD compression mechanism 
 
3.2.  Analysis of energy consumption 
Figure.8 shows NMF energy distribution figure when sending a 512 x512x8-bit image to the base 
station. The simulation result indicates that the use of the three compression methods described in this paper 
reduces the average energy consumption of the camera nodes by nearly an order of magnitude lower than the 
centralized approach. The energy consumption of nodes has a stable balance, which is helpful to improve the 
lifetime of network and extend the life cycle. In the Table 1, PSNR values expressed in dB are used as a 
measure of image quality. Table 2 show xilinx ISE device utilization factor for NMF, SVD, PNMF methods. 
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(a) (b) (c) 
 
Figure 8 (a). Energy distribution of NMF image compression network (b) Energy distribution of PNMF (c) 
Energy distribution of SVD image compression network 
 
 
Table 1. PSNR Value for Three Compression 
Methods with the Image Input size of 512x512 





Table 2. Xilinx ISE Device Utilization Factor for 
NMF, SVD, PNMF Methods 
Logic Utilization NMF, PNMF, SVD 
Number of Slices 1817 
Number of Slices in Flip Flops 1776 
Number of 4 input LUTs 3356 
Number of bonded IOBs 77 
Number of GCLKs 1 




The design is based block splitting concept with block size of 8x8 the device utilization factor will 
be similar to all the three methods. Xilinx ISE 14.1 version with family Virtex 6-XC6VLX757 and package 
FF784 is used. Figure 9 show RTL schematic of NMF, SVD, PNMF methods. 
 
 
   
 




In this paper, the different image compression methods like SVD, NMF, and PNMF in WSNs are 
designed. An attempt is made to connect Matlab and Verilog HDL.Images are compressed and transferred 
using Matlab and RTL schematic is generated using Verilog HDL. Image quality, compression ratio, signal 
to noise ratio and energy consumption are the most vital metrics calculated using Matlab. Simulation results 
show that the PNMF-based image compression mechanism provided better PSNR and SVD based image 
compression provides alleviate the energy consumption of camera nodes which are the key roles in 
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