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EXTENDED AFFINE WEYL GROUPS:
PRESENTATION BY CONJUGATION VIA
INTEGRAL COLLECTION
SAEID AZAM, VALIOLLAH SHAHSANAEI
Abstract. We give several necessary and sufficient conditions for the existence
of the presentation by conjugation for a non-simply laced extended affine Weyl
group. We invent a computational tool by which one can determine simply the
existence of the presentation by conjugation for an extended affine Weyl group. As
an application, we determine the existence of the presentation by conjugation for
a large class of extended affine Weyl groups.
0. Introduction
Let R be an extended affine root system, then its Weyl group W is said to have the
presentation by conjugation if it has the following presentation:
generators: wˆα, α ∈ R×,
relations: wˆ2α = 1, wˆαwˆβwˆα = wˆwα(β), (α, β ∈ R
×),
where R× is the set of non-isotropic roots of R and wα is the reflection based on
α ∈ R×. In other words W has the presentation by conjugation, if it is isomorphic to
the presented group Wˆ, defined by the above generators and relations. Since W is a
Hopfian group (see Lemma 1.18), it follows thatW has the presentation by conjugation
if and only if the epimorphism ψ : Wˆ → W induced from the assignment wˆα 7→ wα,
α ∈ R× is one-to-one.
Let us recall briefly what is known about this presentation. The following subclasses
of extended affine Weyl groups are known to have the presentation by conjugation:
• finite and affine Weyl groups, (see [St] and [MP, Proposition 5.3.3],
• simply laced extended affine Weyl groups of rank > 1 (see [K, Theorem,
III.1.14]),
• extended affine Weyl groups of index zero, including extended affine Weyl
groups of types F4 and G2 (see [A4, Theorem, 5.15]),
• nullity 2 extended affine Weyl groups of types A1, Bℓ, Cℓ (see [A3, Theorem
3.1]),
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• all but one, nullity 3 extended affineWeyl groups of type A1 (see [AS2, Theorem
5.16 and Corollary 5.17]).
It is shown in [AS2], that for each nullity > 2, there is at least one extended affine
Weyl group of type A1 which does not have the presentation by conjugation. In [H1]
a necessary and sufficient condition is given for the existence of the presentation by
conjugation for an extended affine Weyl group (minimality of the corresponding root
system). Also in [AS2], using a notion of minimality on the set of generators of the Weyl
group, a necessary and sufficient condition is given for the existence of the presentation
by conjugation for A1-type extended affine Weyl groups. One of the most interesting
results related to this presentation is that the kernel of the epimorphism ψ defined
above, in the case of A1, is a direct sum of a finitely many copies of Z2, where an upper
bound is found for the number of copies. We show that this result remains valid for all
reduced extended affine Weyl groups (Corollary 2.29).
In this work we consider non-simply laced extended affine root systems (Weyl
groups). Since the problem of existence of the presentation by conjugation for ex-
tended affine Weyl groups of type BCℓ can be reduced to those of type Bℓ (see [Lemma
5.7][H1]), we only concentrate on types Bℓ, Cℓ, F4 and G2.
In Section 1, we record some basic facts regarding semilattices which will be of our
use in the forthcoming sections. We have tried to keep this section as short as possible,
we refer the interested reader to [AABGP], [A4] and [AS2] for details on the topics
involved.
In Section 2, we associate a presented group Wˆ to the extended affine root system R
(see Definition 2.1). First, by using only the defining relations of Wˆ, we find a suitable
finite set of generators for Wˆ and its center and also determine the relations among
these generators (see Lemmas 2.5, 2.12–2.15 and Proposition 2.19(i)-(vii)). Next, we
show that kernel of ψ is isomorphic to the direct sum of n0 = log2 n copies of Z2,
where n is the number of integral collections for R (see Proposition 2.23). Finally, we
state our main theorem (Theorem 2.33) which reveals several necessary and sufficient
conditions for the existence of the presentation by conjugation for a given extended
affine Weyl group. In particular, W has the presentation by conjugation if and only
if R has only one integral collection, namely the trivial collection. This provides a
computational tool by which one can determine whether or not a given extended affine
Weyl group has the presentation by conjugation.
As an application of the main theorem, we determine a large class of extended affine
Weyl groups which have (or don’t have) the presentation by conjugation. In particular,
up to isomorphism, we give the precise answer for the existence of the presentation by
conjugation for all extended affine Weyl groups of nullities ≤ 3 (see Corollaries 2.36–
2.41). We concluded the paper with an appendix which provides a second proof for
one of the earlier results in the paper.
The authors would like to thank A. Abdollahi for a fruitful discussion on Hopfian
groups which led to the proof of Lemma 1.18.
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1. Preliminaries
1.1. Essential supporting class of a semilattice. For any positive integer n, we
write Jn = {1, . . . , n} and for t ∈ Jn, we set J tn = {t+ 1, . . . , n}. Also if r, s ∈ Jn with
r < s, we write r < s ∈ Jn, in this case also we denote {r, s} with {r < s}. We use a
similar notation for r ≤ s. If J ⊆ Jn and xr ’s are elements of a group G, by
∏
r∈J xr
we mean the product with the usual order on J as a subset of Jn. If J is an empty set,
we interpret the product as zero.
Let S be a semilattice in a ν-dimensional real vector space V0, that is, S is a discrete
spanning subset of V0 satisfying 0 ∈ S and S = S ± 2S. The Z-span 〈S〉 of S is a free
abelian group of rank ν, called a lattice in V0. By [AABGP, Proposition II.1.11], there
exists a set B = {σ1, . . . , σν} satisfying
B ⊆ S, V0 =
ν∑
r=1
Rσr and 〈S〉 =
ν∑
r=1
Zσr. (1.1)
We call such a set B, a basis for S and we fix it throughout this work. For a set J ⊆ Jν
we put
τ
J
:=
∑
r∈J
σr ∈ 〈S〉 (1.2)
(If J = ∅ we have by convention
∑
r∈J σr = 0). With respect to B we define
suppB(S) =
{
J ⊆ Jν : τJ ∈ S
}
(1.3)
and
EsuppB(S) =
{
J ∈ suppB(S) : |J | ≥ 3
}
. (1.4)
Since S ± 2S ⊆ S, it follows that
S =
⊎
J∈supp
B
(S)
(τ
J
+ 2〈S〉).
The collections suppB(S) and EsuppB(S) are called the supporting class and essential
supporting class of S (with respect to the basis B), respectively. We drop the subscript
B when there is no confusion. The integer |suppB(S)| − 1 is called the index of S and
is denoted by ind(S). Since B ⊆ S, we have {{}, {1}, . . . , {ν}} ⊆ suppB(S), and so
ν ≤ ind(S) ≤ 2ν .
1.2. Extended affine Weyl groups. Let V be a finite dimensional real vector space
and (·, ·) be a symmetric positive semidefinite bilinear form on V. An element α ∈ V
is called non-isotropic (resp. isotropic) if (α, α) 6= 0 (resp. (α, α) = 0). For a non-
isotropic element α, we set α∨ = 2α/(α, α). The set of non-isotropic elements of a
subset A will be denoted by A×.
Throughout this work we assume (V, (·, ·), R) is a reduced non-simply laced extended
affine root system of rank ℓ, nullity ν and twist number t (see [AABGP, Chapter II] for
details). As it was explained in the Section 0, the results for type BCℓ can be reduced to
those of type Bℓ. We denote the type of R with X . So X = Bℓ(ℓ ≥ 2), Cℓ(ℓ ≥ 3), F4,
or G2. Let V
0 be the radical of the form. By [AABGP, Lemma II.4.15 and Proposition
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II.4.17], we may find two subspaces V01 and V
0
2 of dimension t and ν − t, respectively,
and two semilattices S1 and S2 in V
0
1 and V
0
2, respectively, with V
0 = V01 ⊕ V
0
2 and
R = R(X,S1, S2) := (S + S) ∪ (R˙sh + S1 ⊕ 〈S2〉) ∪ (R˙lg + k〈S1〉 ⊕ S2), (1.5)
where S := S1 ⊕ 〈S2〉, and R˙ := {0} ∪ R˙sh ∪ R˙lg is an irreducible finite root system of
type X and rank ℓ with R˙sh as the set of short roots and R˙lg as the set of long roots of
R˙. Also k = 3 if X = G2 and k = 2, otherwise. Note that if t = ν, then V
0
2 = S2 = {0}.
By [AABGP, Proposition II.4.9], if X = F4 or G2, then S1 and S2 are lattices in V
0
1
and V02, respectively. Also, if X = Bℓ (resp. X = Cℓ) with ℓ ≥ 3, then S2 (resp. S1)
is a lattice in V02 (resp. V
0
1). It is known from the classification of finite root systems
that we may fix (we do) a basis
Π˙ = {α1, . . . , αℓ} of R˙ with α1 ∈ R˙sh, α2 ∈ R˙lg and (α1, α2) 6= 0. (1.6)
To emphasize on the roles of α1 and α2 in our work and to distinguish them from other
simple roots in Π˙, we set
θ1 := α1 and θ2 := α2.
As in Subsection 1.1, we may fix a basis B = B1 ∪ B2 of S with B1 := {σ1, . . . , σt},
B2 := {σt+1, . . . , σν} and
B1 ⊆ S1 with 〈S1〉 =
t∑
r=1
Zσr and B2 ⊆ S2 with 〈S2〉 =
ν∑
r=t+1
Zσr , (1.7)
that is B1 (resp. B2) is a basis of S1 (resp. S2).
Here we need to recall some terms from [AS3] which will be needed in the sequel.
For any i ∈ Jℓ and r ∈ Jν , we set
ki,r := min{n ∈ N | αi + nσr ∈ R}. (1.8)
Then from (1.5) and (1.7) we have
αi + Zki,rσr ⊆ R. with ki,r =
{
1, if αi ∈ R˙sh,
kr, if αi ∈ R˙lg,
(1.9)
where
kr :=
{
k, if r ∈ Jt,
1, if r ∈ J tν .
(1.10)
Next, for all r ≤ s ∈ Jν and i, j ∈ Jℓ, we set
ai,j(r) := kj,rk
−1
i,r (αi, α
∨
j ), ai,j(r, s) := kk
−1
r ki,rkj,s(α
∨
i , α
∨
j ), (1.11)
and
∆(r, s) :=


δ1(r, s), if r < s ∈ Jt,
1, if (r, s) ∈ Jt × J tν ,
δ2(r, s), if r < s ∈ J tν ,
(1.12)
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where
δj(r, s) :=
{
1, if {r, s} ∈ supp(Sj),
2, if {r, s} 6∈ supp(Sj).
(1.13)
By [AS3, (2.18) and (2.19)], we have
ai,j(r) ∈ Z and ∆(r, s)
−1ai,j(r, s) ∈ Z. (1.14)
We now briefly recall the definition of an extended affine Weyl group. Let V˙ be the
real span of R˙ and set V˜ := V⊕ (V0)⋆ = V˙⊕V0 ⊕ (V0)⋆, where (V0)∗ is the dual space
of V0. Extend the form on V to V˜ naturally, by dual pairing, namely
(β˙1 + δ1 + λ1, β˙2 + δ2 + λ2) := (β˙1, β˙2) + λ1(δ2) + λ2(δ1), (1.15)
for β˙i ∈ V˙, δi ∈ V
0 and λi ∈ (V
0)∗. The (extended affine) Weyl group W of R is
by definition the subgroup of GL(V˜) generated by reflections wα, α ∈ R×, defined by
wα(u) = u − (u, α∨)α, u ∈ V˜. We may identify the finite Weyl group W˙ of R˙ as a
subgroup of W. We note that the following relations hold in W.
w2α = 1 and wwαw
−1 = ww(α) (α ∈ R
×, w ∈W). (1.16)
Finally, we recall from [A4, Lemma 3.18(i)] or [AS3, Proposition 2.1 (vii)-(viii)] that
the center Z(W) of W is a free abelian group of rank ν(ν − 1)/2. (1.17)
We recall that a group G is called Hopfian if any epimorphism from G onto G is
one-to-one. A group G is said to satisfy Max-n condition if any ascending chain of
its normal subgroups terminates. Finite groups and free abelian groups of finite rank
satisfy Max-n condition. Also if N is normal in G and both N and G/N satisfy Max-
n condition then so does G. Finally, it is known that any group satisfying Max-n
condition is Hopfian (see [R], page 40).
Lemma 1.18. W is a Hopfian group.
Proof. From Lemma 3.18 and [A4, Propositions 3.25, 3.27], we know that W contains
a normal subgroup H , satisfying W ∼= W˙ ⋉ H , where Z(H) and H/Z(H) are free
abelian groups of finite rank. Since Z(H), H/Z(H) and W/H satisfy Max-n, W also
does, and so is Hopfian. ✷
Remark 1.19. (i) The fact that W is Hopfian also follows from Theorem 2.33.
(ii) If R is the root system of an extended affine Lie algebra, then the Weyl group
of R which we defined here is isomorphic to the Weyl group of the corresponding Lie
algebra which, as usual, is defined as a subgroup of the general linear group of the
corresponding Cartan subalgebra.
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2. PRESENTATION BY CONJUGATION
We keep all the notations and assumptions as in the previous section. In particular,
R is a reduced non-simply laced extended affine root system of rank ℓ, nullity ν and
twist number t of the form (1.5) and W is its extended affine Weyl group. Throughout
this work we denote the center of a group G with Z(G) and the commutator x−1y−1xy
of x, y ∈ G with [x, y]. Recall that if x, y ∈ Z(G), then xy = yx, and so (xy)n = xnyn
for all n ∈ Z. Also if x, y, z ∈ G and [x, y] ∈ Z(G), then [x, yz] = [x, y][x, z] and
[xn, zm] = [x, z]nm for all n,m ∈ Z. These facts will be used in the sequel without any
further reference.
Definition 2.1. Let Wˆ be the group defined by generators wˆα, α ∈ R× and relations:
(I) wˆ2α = 1, α ∈ R
×
(II) wˆαwˆβwˆα = wˆwα(β), α, β ∈ R
×.
We say that the extended affine Weyl groupW of R has the presentation by conjugation
if W ∼= Wˆ. It follows from Lemma 1.18 that, W has the presentation by conjugation if
and only if the epimorphism
ψ : Wˆ −→W, (2.2)
induced by the assignment wˆα 7−→ wα is one-to-one. (Note that by (1.16), the defining
relations of Wˆ are satisfied in W.)
Since the finite Weyl group W˙ has the presentation by conjugation (see [St]), the
restriction of ψ to
ˆ˙
W := 〈wˆα | α ∈ R˙×〉 induces the isomorphism
ˆ˙
W ∼=
ψ
W˙. (2.3)
One can easily deduce from relation (I) and (II) that
wˆwˆαwˆ
−1 = wˆψ(wˆ)(α) (wˆ ∈ Wˆ, α ∈ R
×). (2.4)
Lemma 2.5. (i) ker(ψ) ⊆ Z(Wˆ).
(ii) Z(Wˆ) = ψ−1(Z(W)) and ψ(Z(Wˆ)) = Z(W).
(iii) Z(Wˆ)/ ker(ψ) ∼= Z(W).
Proof. (i) Let wˆ ∈ ker(ψ). From (2.4) we have wˆwˆαwˆ−1 = wˆψ(wˆ)(α) = wˆα for all
α ∈ R× and so wˆ ∈ Z(Wˆ). Thus (i) holds.
(ii) Let wˆ ∈ Z(Wˆ) and zˆ ∈ ψ−1(Z(W))). Then From (1.16) and the fact that
ψ(zˆ)(α) = α for all α ∈ V (see [AS3, Proposition 2.1(vi), (2.13) and (2.7)]) we have
ψ(wˆ)wαψ(wˆ)
−1 = ψ(wˆwˆαwˆ
−1) = ψ(wˆα) = wα and zˆwˆαzˆ
−1 = wˆψ(zˆ)(α) = wˆα for all
α ∈ R× and so wˆ ∈ ψ−1(Z(W))) and zˆ ∈ Z(Wˆ). Thus (ii) holds. By (ii), the restriction
of ψ to Z(Wˆ) induces the epimorphism ψ : Z(Wˆ) −→ Z(W) and so (iii) holds. ✷
Let supp(Sj), j = 1, 2, be the supporting class of Sj with respect to Bj (see (1.3))
and Π˙ be the basis of R˙ in the form (1.6). We set
Π := Π˙ ∪ ΠX , where (2.6)
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ΠX :=


{
θ1 + τJ | J ∈ supp(S1)} ∪
{
θ2 + τJ | J ∈ supp(S2)}, if X = B2,{
θ1 + τJ | J ∈ supp(S1)
}
∪
{
θ2 + σr | r ∈ J tν
}
, if X = Bℓ(ℓ ≥ 3),{
θ1 + σr | r ∈ Jt
}
∪ {θ2 + τJ | J ∈ supp(S2)
}
, if X = Cℓ(ℓ ≥ 3),{
θ1 + σr, θ2 + σs | r ∈ Jt, s ∈ J tν
}
, if X = F4 or G2.
An argument similar to [A4, Section 4] gives the following lemma (see [Sh, Theorem
2.3.3] for a detailed proof).
Lemma 2.7. W = 〈wα : α ∈ Π〉 and WΠ = R
×.
From the way Wˆ is defined we have Wˆ = F/N , where F is the free group on the set
{rα | α ∈ R×} and N is the normal closure of the set K := {r2α, rαrγrαrwα(γ) | α, γ ∈
R×} in F . Then wˆα = rαN , α ∈ R
×. Now fix β ∈ R× and let Wβ be the orbit of β
under W. Let Φβ : F −→ Z2 be the epimorphism induced by the assignment
Φβ(rα) =
{
1, if α ∈Wβ,
0, if α ∈ R× \Wβ.
Since K ⊆ ker(Φβ), the epimorphism Φβ induces a unique epimorphism Φβ : Wˆ −→ Z2
so that Φ¯β(wˆα) = Φβ(rα), α ∈ R×. Then
Φ¯β(〈wˆα | α ∈ R
× \Wβ〉) = {0} and Φ¯β(wˆβ1 · · · wˆβn) = n¯, (βi ∈Wβ), (2.8)
where n¯ is the image of n in Z2 under the natural map.
Lemma 2.9. {wˆα | α ∈ Π} is a minimal set of generators for Wˆ.
Proof. If α ∈ R×, then by Lemma 2.7 we have α = wβ1 · · ·wβm(β) for some βi ∈ Π
and so by (2.4), wˆα = wˆwˆβwˆ
−1 ∈ 〈wˆα | α ∈ Π〉 where wˆ = wˆβ1 · · · wˆβm . Thus the
set in the statement generates Wˆ. To show that it is minimal, fix β ∈ Π and set
Πβ := Π \ {β}. We must show that the elements wˆα, α ∈ Πβ do not generate Wˆ. We
show this by a type dependent argument. First we note from [A4, Lemma 2.16] that
Wβ ⊆
{
β − θ1 + R˙sh + 〈L〉 if X = Bℓ(ℓ ≥ 2), β ∈ Rsh,
β − θ2 + R˙lg + 2〈S〉 if X = B2 or X = Cℓ(ℓ ≥ 3), β ∈ Rlg.
From this (and the way Π is defined) one sees that Πβ ⊆ R× \Wβ. So form (2.8) we
have Φ¯β(wˆ) = 0 for any wˆ ∈ 〈wˆα | α ∈ Πβ〉 and Φ¯β(wˆβ) = 1. Thus wˆβ 6∈ 〈wˆα | α ∈ Πβ〉.
Next let, β ∈ Rlg for X = Bℓ(ℓ ≥ 3) or β ∈ Rsh for X = Cℓ(ℓ ≥ 3). Then form the
way Π is defined, it is clear that Πβ spans a (ν + ℓ − 1)-dimensional subspace of V.
Now suppose to the contrary that wˆβ = wˆβ1 · · · wˆβm for some βi ∈ Πβ . Then applying
the epimorphism ψ we get wβ = wβ1 · · ·wβm . By acting both sides on β we see that
β ∈ span
R
{β1, . . . , βm} ⊆ spanΠβ . That is spanΠβ = spanΠ = ν + ℓ, a contradiction.
The argument for types F4 and G2 is exactly the same as what we did in this paragraph.
This completes the proof. ✷
For α ∈ R×, σ ∈ V0 with α+ σ ∈ R, we set
tˆσα = wˆα+σwˆα. (2.10)
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The elements of this form play a crucial role in our description of Wˆ.
Convention 2.11. We reserve the symbols α, β, γ for elements of R× and symbols
δ, σ, η for elements of V0. By a symbol such as wˆα+σ or tˆ
σ
α, we always mean that
α ∈ R×, σ ∈ V0 and α + σ ∈ R. In places that this convention might cause confusion
we clarify the situation. To see how we use this convention note for example that from
Lemma 2.12(iii) we understand that δr ∈ V0 and α, α+ δr, α+
∑n
r=1 δr ∈ R, for all r.
Lemma 2.12. Any element in Wˆ which has one of the following forms is central:
(i) [tˆσα, tˆ
δ
β ],
(ii) tˆδα+σ tˆ
−δ
α ,
(iii) tˆ
−Σnr=1δr
α
∏n
r=1 tˆ
δr
α .
Proof. Since the image of each element of the given forms is central in Z(W) (see
[AS1, Lemmas 1.1(iii)-(vii) and 1.2] for details), the result follows immediately from
Lemma 2.5(ii). ✷
Here we record the following useful lemma from [A3, Lemma 3.18]. For the conve-
nience of the reader we present its proof here with a simpler argument than the one
in [A3]. We recall from [AABGP, Chapter II] that if α, α + σ ∈ R× for some σ ∈ V0,
then α+ nσ ∈ R× for all n ∈ Z.
Lemma 2.13. (tˆσα)
n = tˆnσα and tˆ
σ
α+nσ = tˆ
σ
α for all n ∈ Z. Moreover, tˆ
−σ
α = tˆ
σ
−α.
Proof. Clearly the first claim holds for n = 0, 1, moreover, for n ∈ Z we have
wα+σwα
(
α + (n − 2)σ
)
= α + nσ. Then using induction on n ≥ 0 and applying
relations (I), (II), we obtain
tˆnσα = wˆα+nσwˆα = [(wˆα+σwˆα)wˆα+(n−2)σ(wˆα+σwˆα)
−1]wˆα
= (wˆα+σwˆα)(wˆα+(n−2)σwˆα)(wˆα+σwˆα)
= (wˆα+σwˆα)(wˆα+σwˆα)
n−2(wˆα+σwˆα)
= (wˆα+σwˆα)
n = (tˆσα)
n.
If n < 0, then (wˆα+σwˆα)
n = (wˆα−σwˆα)
−n = wα+nσwˆα. The second claim holds since
tˆσα+nσ = wˆα+nσ+σ(wˆαwˆα)wˆα+nσ = tˆ
(n+1)σ
α tˆ
−nσ
α = tˆ
σ
α.
Finally, since by (2.4), wˆαwˆα+σwˆα = wˆ−α+σ, the last assertion holds. ✷
Lemma 2.14. (i) tˆ−δα+σ tˆ
δ
α = tˆ
σ
α+δ tˆ
−σ
α .
(ii) [tˆσα, tˆ
δ
β] = tˆ
−δ
β−(β,α∨)σ tˆ
δ
β = tˆ
−(β,α∨)σ
β+δ tˆ
(β,α∨)σ
β . In particular, if (α, β) = 0 or σ = δ,
then [tˆσα, tˆ
δ
β] = 1.
Proof. (i) By Lemmas 2.12(ii) and 2.13, we have
tˆ−δα+σ tˆ
δ
α = wˆα+σwˆα+σ+δwˆα+δwˆα = wˆα+σ+δwˆα+δwˆαwˆα+σ = tˆ
σ
α+δ tˆ
−σ
α .
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(We have used the fact that if xy is central for two elements x, y of a group G, then
xy = yx.)
(ii) Using (2.4) and Lemma 2.13, we have [tˆσα, tˆ
δ
β ] = tˆ
−σ
α tˆ
−δ
β tˆ
σ
α tˆ
δ
β = tˆ
−δ
ψ(tˆ−σα )(β)
tˆδβ . But
ψ(tˆ−σα (β)) = wαwα+σ(β) = β − (β, α
∨)σ. The second equality follows immediately
from part (i) and (2.10). Finally if (α, β) = 0 or σ = δ, then using Lemma 2.13, we are
done. ✷
Lemma 2.15. (a) If α, β belong to the same orbit of R×, under the action of W, then
(i) [tˆσα, tˆ
δ
α] = [tˆ
σ
β, tˆ
δ
β ],
(ii) tˆδα+σ tˆ
−δ
α = tˆ
δ
β+σ tˆ
−δ
β ,
(iii) tˆ
−Σnr=1δr
α
∏n
r=1 tˆ
δr
α = tˆ
−Σnr=1δr
β
∏n
r=1 tˆ
δr
β .
(b) If α, α′ belong to the same orbit of R× under the action of W and β, β′ are
elements of R× such that (α, β∨) = (α′, β′
∨
) then
[tˆδβ , tˆ
σ
α] = [tˆ
δ
β′ , tˆ
σ
α′ ].
Proof. (a) Let w ∈ W be such that β = w(α) and fix a primage wˆ ∈ Wˆ of w under
ψ. By Lemma 2.12, the left hand sides (LHS) of the equalities in the statement are all
central, and so wˆLHSwˆ−1 = LHS. But by (2.4), we have wˆwˆα+ηwˆ
−1 = wˆβ+η for any
η ∈ V0. The result now follows immediately.
(b) Let w ∈ W be such that α′ = w(α) and fix a primage wˆ ∈ Wˆ of w under ψ.
Then using Lemma 2.14(ii) and (2.4) we have
[tˆδβ, tˆ
σ
α] = wˆ[tˆ
δ
β , tˆ
σ
α]wˆ
−1 = tˆ−σ
w(α)−(α,β∨)δ tˆ
σ
w(α) = tˆ
−σ
α′−(α′,β′∨)δ tˆ
σ
α′ = [tˆ
δ
β′ , tˆ
σ
α′ ].
This completed the proof. ✷
For further study of the center of Wˆ we need to introduce some new terms. Our
motivation for defining the term zˆ
J
below has been [AS3, Lemma 2.3]. For J ⊆ Jν ,
α, α′ ∈ R˙sh and β, β′ ∈ R˙lg with (α′, β′) < 0, we set
zˆ
J
:=


tˆ
−τ
J
α
∏
r∈J tˆ
σr
α , if J ∈ supp(S1),[
tˆσrα , tˆ
σs
α
]
, if J = {r, s} 6∈ supp(S1), r < s ∈ Jt,
tˆ
−τ
J
β
∏
r∈J tˆ
σr
β , if J ∈ supp(S2),[
tˆσrβ , tˆ
σs
β
]
, if J = {r, s} 6∈ supp(S2), r < s ∈ J
t
ν ,[
tˆσsβ′ , tˆ
σr
α′
]
, if J = {r, s}, r ∈ Jt, s ∈ J tν ,
1, otherwise.
(2.16)
We note that by Lemma 2.15, definition of zˆ
J
does not depend on the particular choice
of (α, β) ∈ R˙sh×R˙lg and (α′, β′) ∈ R˙sh×R˙lg with (α′, β′) < 0
(
if α′, α′′ ∈ R˙sh, β′, β′′ ∈
R˙lg with (α
′, β′) < 0 and (α′′, β′′) < 0, then (α′, β′∨) = (α′′, β′′∨)
)
. Note also that
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zˆ{r} = 1 for all r. By (1.9), (2.10) and Lemmas 2.12 and 2.5(ii) we have (for J ⊆ Jν
and (i, r) ∈ Jℓ × Jν)
tˆi,r := tˆ
ki,rσr
αi
= wˆαi+ki,rσr wˆαi and zˆJ ∈ Z(Wˆ). (2.17)
The following proposition plays an essential role in the sequel. Our argument for part
(iii) of this proposition relies on several known results in the literature. In particular,
a known fact that the presentation by conjugation holds for all extended affine Weyl
groups of nullities ≤ 2 is used in the argument. For convenience of the reader we give
another proof for Proposition 2.19(iii) in the appendix (see Lemma 3.1) which assumes
no previous knowledge about the presentation by conjugation for low nullities.
Let us set
J = J(X,S1, S2) :=


Esupp(S1) ∪ Esupp(S2) if X = B2,
Esupp(S1) if X = Bℓ(ℓ > 2),
Esupp(S2) if X = Cℓ(ℓ > 2),
∅ if X = F4 or G2.
(2.18)
(Esupp(Sj), j = 1, 2 is given by (1.4).)
Proposition 2.19. (i) Wˆ = 〈wˆαi , tˆi,r, zˆ{r,s}, zˆJ | i ∈ Jℓ, r ≤ s ∈ Jν , J ∈ J〉,
(ii) If i, j ∈ Jℓ, r ∈ Jν and ai,j(r) is given by (1.11), then
wˆαi tˆj,rwˆαi = tˆj,r tˆ
−ai,j(r)
i,r ,
(iii) If i, j ∈ Jℓ, r ≤ s ∈ Jν , then
[tˆi,r, tˆj,s] = zˆ
∆(r,s)−1ai,j(r,s)
{r,s}
,
where ai,j(r, s) and ∆(r, s) are given by (1.11) and (1.12),
(iv) If J ∈ supp(S1) ∪ supp(S2), then
zˆ2
J
=
∏
{r,s∈J : r<s}
zˆ2∆(r,s)
−1
{r,s}
,
(v) Z(Wˆ) = 〈zˆ
{r,s}
, zˆ
J
| r < s ∈ Jν , J ∈ J〉, where J is given by (2.18).
Proof. (i) Let T be a group given in the right hand side of the statement. By (2.17)
and Lemma 2.9 we only need to show that for any β ∈ Π, wˆβ ∈ T . Clearly this holds
if β = αi for some i ∈ Jℓ. If β = θj + σr for some (j, r) ∈ ({1} × Jt) ∪ ({2} × J tν),
then from the fact that wˆβ = tˆj,rwˆθj , it is clear that wˆβ ∈ T . Next, let β = θj + τJ ,
for some j ∈ {1, 2} and J ∈ supp(Sj), then from the way zˆJ is defined we have
wˆθj+τJ = wˆθj zˆJ (
∏
r∈J tˆj,r)
−1 ∈ T .
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(ii) We have
wˆαi tˆj,rwˆαi = tˆj,r tˆ
−1
j,r wˆαi tˆj,rwˆαi
(using (2.4)) = tˆj,rwˆψ(tˆ−1
j,r
)(αi)
wˆαi
(using (2.2), (2.17) and I) = tˆj,rwˆwαiwαi+ki,rσr (αi)wˆαi
(using (1.11)) = tˆj,rwˆαi−kj,r(αi,α∨j )σr wˆαi = tˆj,rwˆαi−ai,j(r)ki,rσr wˆαi
(using (1.14) and Lemma 2.13) = tˆj,r(wˆαi+ki,rσr wˆαi)
−ai,j(r) = tˆj,r tˆ
−ai,j(r)
i,r .
(iii) Set zˆ := [tˆi,r, tˆj,s]zˆ
−∆(r,s)−1ai,j(r,s)
{r,s}
. From [AS3, Lemma 2.5(i)], it follows that
ψ(zˆ) = 1. If (αi, αj) = 0, then by Lemma 2.14(ii), zˆ = 1. So we may assume
(αi, αj) 6= 0. Set
T = R× ∩ (Rαi + Rαj + Rσr + Rσs).
Clearly T satisfies the axioms of a Saito extended affine root system ([A2, Definition
1]) and so by [A2, Theorem 18], T is the set of non-isotropic roots of an extended affine
root system RT of nullity ≤ 2 (see also [H1, Proposition 5.9]). Let WˆT be the group
defined similar to Wˆ, corresponding to the extended affine Weyl group of RT . From
(2.17) and (2.16) and the way RT is defined, it follows that zˆ ∈ WˆT . By [A3, Theorem
3.1], the Weyl group WT has the presentation by conjugation, and so the restricted
map ψ : WˆT −→WT is an isomorphism. Thus zˆ = 1.
(iv) Let J ∈ supp(Sj), j ∈ {1, 2} and set wˆ =
∏
r∈J tˆj,r. Then kj,r = kj,s = 1 for all
r, s ∈ J . Since ψ(tˆj,r)(θj) = θj + 2σr for all r ∈ J , we have ψ(wˆ)(θj) = θj + 2τJ . So
from (2.16) and the fact that aj,j(r, s) = aj,j(r) = 2 (see (1.11)) we have
zˆ2
J
=(tˆ
−τ
J
θj
wˆ)2
(using Lemmas 2.12(iii) and 2.13 )= (tˆ
−τ
J
θj
)2wˆ2 = (tˆ
−2τ
J
θj
)wˆ2
(using (2.10) and (2.17)) = wˆθj wˆθj+2τJ wˆ
2 = wˆθj wˆψ(wˆ)(θj)wˆ
2
(using (2.4))= wˆθj wˆwˆθj wˆ
−1wˆ2 = wˆθj wˆwˆθj wˆ
(using I and (i))=
(∏
r∈J
wˆθj tˆj,rwˆθj
)
(
∏
r∈J
tˆj,r) = (
∏
r∈J
tˆ−1j,r )(
∏
r∈J
tˆj,r)
(using (iii))=
∏
r<s∈J
[tˆj,r, tˆj,s] =
∏
{r,s∈J : r<s}
zˆ2∆(r,s)
−1
{r,s}
.
(v) By (2.17) it is enough to prove Z(Wˆ) is a subset of the right hand side of the
equality. Let wˆ ∈ Z(Wˆ). By parts (i)-(iii), we see that wˆ can be written as an expression
in the form wˆ = ˆ˙w
∏ν
r=1
∏ℓ
i=1 tˆ
ni,r
i,r zˆ, where
ˆ˙w ∈ ˆ˙W, ni,r ∈ Z and zˆ ∈ 〈zˆ{r,s}, zˆJ | r <
s ∈ Jν , J ∈ J〉. Then we have
ψ(wˆ) = ψ( ˆ˙w)
ν∏
r=1
ℓ∏
i=1
t
ni,r
i,r ψ(zˆ) ∈ Z(W) where ti,r := ψ(tˆi,r) = wαi+ki,rσrwαi .
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Since ψ( ˆ˙w) ∈ W˙ and ψ(zˆ) ∈ Z(W), we have from [AS3, (2.9) and Proposition 2.1(v)]
and (2.3) that ˆ˙w = 1 and ni,r = 0 for all i, r. Thus wˆ = zˆ ∈ 〈zˆ{r,s} , zˆJ | r ≤ s ∈
Jν , J ∈ J〉. ✷
To obtain further information about ker(ψ) and consequently about the existence of
the presentation by conjugation for extended affine Weyl groups under consideration,
we need to introduce a new term, called an integral collection.
For all 1 ≤ r < s ≤ ν and J ⊆ {1, . . . , ν}, we set
χ
J
(r, s) =
{
1, if {r, s} ( J,
0, otherwise,
(2.20)
We call ǫ¯ = {ǫ
J
}J∈J, ǫJ ∈ {0, 1}, an integral collection for (S1, S2), if
ǫ¯r,s := ∆(r, s)
−1
∑
J∈J
χ
J
(r, s)ǫ
J
∈ Z, for all r < s ∈ Jν , (2.21)
where J is given by (2.18) (if J is an empty set, we make the convention that the
sum is zero and interpret ǫ¯ as the zero collection ). If ǫ
J
= 0 for all J ∈ J, we call
ǫ¯ = {0}J∈J the trivial collection. It is clear that the trivial collection is an integral
collection. Clearly there are at most 2|J| integral collections for (S1, S2). Any integral
collection different from the trivial collection is called non-trivial.
For any integral collection ǫ¯ = {ǫ
J
}J∈J of (S1, S2), we set
uˆ(ǫ¯) :=
∏
1≤r<s≤ν
zˆ ǫ¯r,s
{r,s}
∏
J∈J
zˆ
ǫ
J
J . (2.22)
Proposition 2.23. (i)
ker(ψ) =
{
uˆ ∈ Z(Wˆ) | uˆ2 = 1
}
=
{
uˆ ∈ Z(Wˆ) | |uˆ| <∞
}
=
{
uˆ(ǫ¯) | ǫ¯ is an integral collection for (S1, S2)
}
.
(ii) The assignment ǫ¯ 7−→ uˆ(ǫ¯) is a one to one correspondence from the set of integral
collections for (S1, S2) onto ker(ψ).
Proof. (i) From Lemma 2.5(iii) and (1.17) we have
{
uˆ ∈ Z(Wˆ) | uˆ2 = 1
}
⊆
{
uˆ ∈ Z(Wˆ) | |uˆ| <∞
}
⊆ ker(ψ). (2.24)
Next, let uˆ ∈ ker(ψ). By Lemma 2.5(i) and Proposition 2.19(iv)-(v), uˆ can be written
in the form
uˆ =
∏
1≤r<s≤ν
zˆmr,s
{r,s}
∏
J∈J
zˆ
ǫ
J
J , (mr,s ∈ Z, ǫJ ∈ {0, 1}). (2.25)
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Then using (2.25), (2.20) and Proposition 2.19(v) we have
uˆ2 =
∏
1≤r<s≤ν
zˆ2mr,s
{r,s}
∏
J∈J
zˆ
2ǫ
J
J
(using Proposition 2.19(iii)) =
∏
1≤r<s≤ν
zˆ2mr,s
{r,s}
∏
J∈J
(
∏
{r,s∈J : r<s}
zˆ2∆(r,s)
−1
{r,s}
)ǫJ
=
∏
1≤r<s≤ν
zˆ2mr,s
{r,s}
∏
J∈J
∏
1≤r<s≤ν
zˆ
2∆(r,s)−1χ
J
(r,s)ǫ
J
{r,s}
=
∏
1≤r<s≤ν
zˆ2mr,s
{r,s}
∏
1≤r<s≤ν
zˆ
2∆(r,s)−1
P
J∈J χJ (r,s)ǫJ
{r,s}
=
∏
1≤r<s≤ν
zˆ
2mr,s+2∆(r,s)
−1 P
J∈J χJ (r,s)ǫJ
{r,s} (2.26)
and so
1 = ψ(uˆ2) =
∏
1≤r<s≤ν
z
2mr,s+2∆(r,s)
−1 P
J∈J χJ (r,s)ǫJ
{r,s} , (2.27)
where z
{r,s}
:= ψ(zˆ
{r,s}
). Set ǫ¯ := {ǫ
J
}J∈J and ǫ¯r,s := mr,s. Since 〈z{r,s} | r < s ∈ Jν〉
is a free abelian group on generators z
{r,s}
’s (see [AS3, Lemmas 2.2(i) and 2.3]), the
integers ǫ¯r,s’s satisfy (2.21). Thus uˆ
2 = 1 and uˆ = uˆ(ǫ¯) where ǫ¯ is an integral collection.
Thus
ker(ψ) ⊆
{
uˆ(ǫ¯) | ǫ¯ is an integral collection for (S1, S2)
}
⊆
{
uˆ ∈ Z(Wˆ) | uˆ2 = 1
}
.
This together with (2.24) completes the proof of (i).
(ii) By (i), it is enough to show that the assignment ǫ¯ 7−→ uˆ(ǫ¯) is injective. Now
let uˆ(ǫ¯) = uˆ(ǫ¯′), where ǫ¯ = {ǫ
J
}J∈J and ǫ¯′ = {ǫ′J}J∈J are two integral collections for
(S1, S2). We claim that ǫ¯ = ǫ¯
′. Suppose to the contrary that ǫ
J0
6= ǫ′
J0
for some
J0 ∈ Esupp(Sj), j = 1, 2 (see (2.18)). Without loss of generality assume ǫJ0 = 1
and ǫ′
J0
= 0. Then zˆ−1
J0
= uˆ(ǫ¯)zˆ−1
J0
uˆ(ǫ¯′)−1 ∈ 〈zˆ
{r,s}
, zˆ
J
| r < s ∈ Jν , J ∈ J \ {J0}〉 .
Set β := θj + τJ0 ∈ Π (see (2.6)). Therefore from the ways zˆJ ’s and Π are defined
(see (2.6) and (2.16)) and the fact that wˆβ = wˆθj zˆJ0 (
∏
r∈J0
tˆj,r)
−1, it follows that
wˆβ ∈ 〈wˆα | α ∈ Π \ {β}〉. But this contradicts Lemma 2.9. ✷
Remark 2.28. By Proposition 2.23, the number of integral collections for (S1, S2)
does not depend on the particular choices of V˙, S1 and S2 in the description of R in
the form (1.5). In fact, as isomorphic root systems have isomorphic Weyl groups, it
follows from Proposition 2.23 that
Inc(R) := the number of integral collections for (S1, S2)
is an isomorphism invariant of R. Since the trivial collection is an integral collection,
we have Inc(R) ≥ 1.
Corollary 2.29. ker(ψ) is isomorphic to a direct sum of at most |J|-copies of Z2.
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Proof. From Proposition 2.23(ii) and the fact that there are at most 2|J| integral collec-
tions for (S1, S2) we have | ker(ψ)| ≤ 2|J|. Also by Proposition 2.23(i) each non-trivial
element of ker(ψ) is of order 2, therefore the result is clear as ker(ψ) is abelian. ✷
Let n0 ∈ Z≥0 be the number of copies of Z2 involved in ker(ψ), then
| ker(ψ)| = 2n0 and n0 = log2 Inc(R). (2.30)
Corollary 2.31. (i) If J = ∅ (in particular for types X = F4 or G2), then n0 = 0.
(ii) If X = B2 and {r, s} ∈ supp(S1) ∪ supp(S2) for all r, s ∈ Jt or r, s ∈ J tν , then
n0 = |Esupp(S1)|+ |Esupp(S2)|. In particular, if S1 and S2 are lattices, then
n0 = 2
ν−t + 2t − 2− ν −
(
t
2
)
−
(
ν − t
2
)
.
(iii) If X = Bℓ (ℓ ≥ 2) and {r, s} ∈ supp(S1) for all r, s ∈ Jt, then n0 = |Esupp(S1)|.
In particular, if S1 is a lattice, then
n0 = 2
t − 1− t−
(
t
2
)
.
(iv) If X = Cℓ (ℓ ≥ 2) and {r, s} ∈ supp(S2) for all r, s ∈ J tν , then n0 = |Esupp(S2)|.
In particular, if S2 is a lattice, then
n0 = 2
ν−t − 1− ν + t−
(
ν − t
2
)
.
Proof. By [AS2, Example 1.4(ii)], under the assumptions given in each statement,
there is exactly 2n0 integral collections. Now the result follows from Proposition
2.23(ii). ✷
Definition 2.32. Let R be a reduced extended affine root system with extended affine
Weyl group W. Following [H1], we call R a minimal extended affine root system, if
there is no α ∈ R× such that the reflections associated to the elements of the set
R×\Wα generate W.
We now state our main theorem about the presentation by conjugation.
Theorem 2.33. Let R = R(X,S1, S2) be a reduced non-simply laced extended affine
root system of the form (1.5) with extended affine Weyl group W. Then the following
statements are equivalent:
(a) W has the presentation by conjugation.
(b) Z(Wˆ)∼=Z(W).
(c) Z(Wˆ) is a free abelian group.
(d) The epimorphism ψ : Wˆ −→W given by (2.2) is injective.
(e) {wα | α ∈ Π} is a minimal set of generators for W, where Π is given by (2.6).
(f) Inc(R) = 1.
(g) R is a minimal root system.
S. AZAM, V. SHAHSANAEI 15
Proof. Clearly (a)⇒(b), and assertion (b)⇒(c) follows from Proposition 2.5(iii) and
(1.17). From Lemma 2.5(i), Proposition 2.23 and (1.17) we have (c)⇔(d). The assertion
(d)⇒ (e) follows immediately from Lemma 2.9. We now show that (e)⇒ (d). Clearly
(d) holds, if X = F4 or G2 (see Corollary 2.31). Next, let X = Bℓ or Cℓ. Suppose to
the contrary that (e) holds but (d) does not. Let 1 6= u ∈ ker(ψ). Then by Proposition
2.23(i), uˆ can be written in the form u = uˆ(ǫ), where ǫ¯ = {ǫ
J
}J∈J is a nontrivial
integral collection for R. Let ǫ
J0
= 1 for some J0 ∈ J and set β := θj + τJ0 ∈ Π, where
J0 ∈ Esupp(Sj), j = 1, 2 (see (2.18)). Then applying the homomorphism ψ to the both
sides of uˆ = uˆ
(
ǫ¯) we have
z−1
J0
=
∏
1≤r<s≤ν
zmr,s
{r,s}
∏
J∈J\{J0}
z
ǫ
J
J , where zJ := ψ(zˆJ ).
Now using an argument similar to the proof of Proposition 2.23(ii) we get that wβ ∈
〈wα | α ∈ Π \ {β}〉 which contradicts (e). The equivalence of (f) and (g) is immedi-
ate from Proposition 2.23. This completes the proof that the first six assertions are
equivalent. Finally the equivalence (d)⇔ (g) is proved in [H1, Theorem 5.8]. ✷
Using Theorem 2.33 and Corollary 2.31 we have the following result.
Corollary 2.34. If J = ∅ (in particular for types F4 and G2), then W has the presen-
tation by conjugation.
Let δ1, δ2 be given by (1.13). As in [AS2, §1], we call a collection {ǫJ}J∈Esupp(Sj),
1 ≤ j ≤ 2, ǫ
J
∈ {0, 1}, an integral collection for Sj , if
δj(r, s)
−1
∑
J∈Esupp(Sj)
χ
J
(r, s)ǫ
J
∈ Z,
for all r < s ∈ Jt if j = 1, and r < s ∈ J tν if j = 2. Then employing the notion
of integral collection for semilattices S1 and S2 and using (2.21), (2.18), (1.12) and
Theorem 2.33, we have the following corollary.
Corollary 2.35. (i) If X = B2, then W has the presentation by conjugation if and
only if the trivial collection is the only integral collection for S1 and S2.
(ii) If X = Bℓ(ℓ ≥ 3), then W has the presentation by conjugation if and only if the
trivial collection is the only integral collection for S1.
(iii) If X = Cℓ(ℓ ≥ 3), then W has the presentation by conjugation if and only if the
trivial collection is the only integral collection for S2.
Using Corollary 2.35, [AS2, Example 1.4(iii) and Lemma 1.5] and Theorem 2.33 we
have the following corollaries:
Corollary 2.36. If X = B2, then R is a minimal extended affine root system if one
of the following conditions holds:
(a) ind(S1)− t ≤ 3 and ind(S2)− (ν − t) ≤ 3,
(b) t ≤ 3, ν − t ≤ 3, ind(S1) 6= 7 and ind(S2) 6= 7.
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In particular, if ν − t ≤ 3 and t ≤ 3, then
R is minimal ⇐⇒ ind(S1) 6= 7 and ind(S2) 6= 7.
Corollary 2.37. If X = Bℓ (ℓ ≥ 3), then R is a minimal extended affine root system
if one of the following conditions holds:
(a) ind(S1)− t ≤ 3,
(b) t ≤ 3 and ind(S1) 6= 7.
In particular, if t ≤ 3, then R is minimal if and only if ind(S1) 6= 7,
Corollary 2.38. If X = Cℓ (ℓ ≥ 3), then R is a minimal extended affine root system
if one of the following conditions holds:
(a) ind(S2)− (ν − t) ≤ 3,
(b) ν − t ≤ 3 and ind(S2) 6= 7.
In particular, if ν − t ≤ 3, then R is minimal if and only if ind(S2) 6= 7.
Remark 2.39. In [A4, (4.16)], the author defines a notion of index, denoted ind(R),
for a reduced extended affine root system R and shows that if ind(R) = 0, then W has
the presentation by conjugation. From Corollaries 2.36–2.38, it is immediate that an
extended affine root system of index zero is minimal and so by Theorem 2.33 has the
presentation by conjugation.
Corollary 2.40. (i) If X = Bℓ and S1 satisfies one of the following conditions, then
R is not minimal:
(a) There exists J ∈ Esupp(S1) such that {r, s} ∈ supp(S1) for all r, s ∈ J .
(b) t ≥ 3 and S1 is a lattice.
(c) t > 3 and ind(S1) = 2
t − 2.
(ii) If X = Cℓ and S2 satisfies one of the following conditions then R is not minimal:
(a) There exists J ∈ Esupp(S2) such that {r, s} ∈ supp(S2) for all r, s ∈ J .
(b) ν − t ≥ 3 and S2 is a lattice.
(c) ν − t > 3 and ind(S2) = 2ν−t − 2.
Proposition 2.41. Let X = Bℓ, Cℓ. and ν, t,m1 and m2 be integers such that 7 ≤
t+4 ≤ m1 ≤ 2t − 1 and 7 ≤ ν − t+4 ≤ m2 ≤ 2ν−t − 1. Then there exists an extended
affine root system R = R(X,S1, S2) of nullity ν, twist number t with
ind(S1) =
{
m1 if X = Bℓ,
2t − 1 if X = Cℓ≥3 ,
(2.42)
and
ind(S2) =
{
m2 if X = Cℓ
2ν−t − 1 if X = Bℓ≥3,
(2.43)
such that R is not minimal.
Proof. Let R˙ be a finite root system of type Bℓ or Cℓ in V˙ equipped with a positive
definite symmetric bilinear form (·, ·). Let V = V˙ ⊕ V01 ⊕ V
0
2, where dimV
0
1 = t and
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dimV02 = ν − t. We extend the form (·, ·) on V˙ to a positive semi-definite symmetric
bilinear form, denoted again by (·, ·), on V as follows
(·, ·)
V˙×V˙
:= (·, ·) and (V,V0) := {0}.
By the proof of [AS2, Corollary 5.18], there exist semilattices S1 and S2 in V
0
1 and V
0
2,
respectively satisfying (2.42) and (2.43) such that nontrivial integral collections exist
for them. Then
R = R(X,S1, S2) := (S + S) ∪ (R˙sh + S1 ⊕ 〈S2〉) ∪ (R˙lg + 2〈S1〉 ⊕ S2)
is an extended affine root system of type X , nullity ν with twist number t. By Theorem
2.33, R is not a minimal root system. ✷
3. Appendix
In the proof of Proposition 2.19(iii), we used several results from literature on the
concept of the presentation by conjugation. For the convenience of the reader we
provide here a direct proof for part (iii) of Proposition 2.19 which is self-contained, and
unlike the earlier proof does not require any previous knowledge about the existence
of the presentation by conjugation for low nullities.
Lemma 3.1. [tˆi,r, tˆj,s] = zˆ
∆(r,s)−1ai,j(r,s)
{r,s}
, i, j ∈ Jℓ, r ≤ s ∈ Jν .
Proof. Using (2.17) and Lemma 2.14(ii) we have
[tˆi,r, tˆj,s] = tˆ
−(αj ,α
∨
i )ki,rσr
αj+kj,sσs
tˆ
(αj ,α
∨
i )ki,rσr
αj . (3.2)
If (αi, α
∨
j ) = 0, then ai,j(r, s) = 0 and so by (3.2) we are done. So we may assume
(αi, αj) 6= 0. The only cases which we must consider are:
(1) (αi, αj) ∈ R˙× R˙sh with r ≤ s ∈ Jt or (αi, αj) ∈ R˙× R˙lg with r ≤ s ∈ J tν ,
(2) (αi, αj) ∈ R˙sh × R˙lg with r ≤ s ∈ Jt or (αi, αj) ∈ R˙lg × R˙sh with r ≤ s ∈ J tν ,
(3) (αi, αj) ∈ R˙sh × R˙lg with (r, s) ∈ Jt × J tν ,
(4) (αi, αj) ∈ R˙sh × R˙sh with r ≤ s ∈ J
t
ν or (r, s) ∈ Jt × J
t
ν ,
(5) (αi, αj) ∈ R˙lg × R˙lg with r ≤ s ∈ Jt or (r, s) ∈ Jt × J tν ,
(6) (αi, αj) ∈ R˙lg × R˙sh with (r, s) ∈ Jt × J tν .
If (1) holds, then by (1.9) and (1.10) we have kj,r = kj,s = 1 and kk
−1
r α
∨
j = αj and
so ai,j(r, s) = (αj , α
∨
i )ki,r (see (1.11)). First, let {r, s} ∈ supp(S1) ∪ supp(S2). Then
∆(r, s) = 1 (see (1.12)) and so using (3.2) we have
[tˆi,r, tˆj,s] = tˆ
−ai,j(r,s)σr
αj+σs tˆ
ai,j(r,s)σr
αj
(Lemmas 2.13 and 2.12(ii)) = (tˆ−σrαj+σs tˆ
σr
αj
)ai,j(r,s) = ((tˆσrαj+σs)
−1 tˆσrαj )
ai,j(r,s)
(using Lemma 2.13) = ((tˆσs+σrαj tˆ
σs
−αj )
−1tˆσrαj )
ai,j(r,s)
(using Lemma 2.13 and (2.16)) = (tˆσsαj tˆ
−σs−σr
αj
tˆσrαj )
ai,j(r,s) = zˆ∆(r,s)
−1ai,j(r,s)
{r,s}
.
(We have used the fact that if xy is central for two elements x, y of a group G, then
(xy)n = xnyn and xy = yx). Next, let {r, s} 6∈ supp(S1)∪ supp(S2). Then using (3.2),
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(1.14) and the facts that ∆(r, s) = (αj , α
∨
j ) = 2 and kj,r = kj,s = 1, we have
[tˆi,r, tˆj,s] = tˆ
−ai,j(r,s)σr
αj+σs tˆ
ai,j(r,s)σr
αj
(using Lemmas 2.13 and 2.12(ii)) = (tˆ
−(αj ,α
∨
j )kj,rσr
αj+kj,sσs
tˆ
(αj ,α
∨
j )kj,rσr
αj )
∆(r,s)−1ai,j(r,s)
(using (3.2) and (2.16)) = [tˆj,r, tˆj,s]
∆(r,s)−1ai,j(r,s) = zˆ∆(r,s)
−1ai,j(r,s)
{r,s}
.
If (2) holds, then we have ki,r = ki,s = 1, kk
−1
r α
∨
i = αi and ai,j(r, s) = (αi, α
∨
j )kj,s
and so using an argument similar to the case (1) we get
[tˆj,s, tˆi,r] = zˆ
−∆(r,s)−1(αi,α
∨
j )kj,sσs
{r,s} = zˆ
−∆(r,s)−1ai,j(r,s)
{r,s}
.
If (3) holds, then from the fact that ∆(r, s) = −ai,j(r, s) = 1 and the way that zˆ{r,s} is
defined we have
[tˆi,r, tˆj,s] = [tˆj,s, tˆi,r]
−1 = zˆ−1
{r,s}
= zˆ∆(r,s)
−1ai,j(r,s)
{r,s}
.
If (4) holds, then by (1.6) and the assumption (αi, αj) 6= 0 we have ki,r = k1,r = kj,s =
k2,s = 1 and (αi, α
∨
j ) = (θ1, α
∨
2 )n = −n where
n :=
{
1, if αi 6= αj ,
−2, if αi = αj .
(3.3)
Then using (3.2) and the fact that ai,j(r, s) = na1,2(r, s) we have
[tˆi,r, tˆj,s] = [tˆj,s, tˆi,r]
−1 = (tˆ
−(θ1,θ
∨
2 )nk2,sσs
αi+ki,rσr
tˆ
(θ1,θ
∨
2 )nk2,sσs
αi )
−1
tˆ
(θ1,θ
∨
2 )nk2,sσs
θ1
)−1
(using Lemmas 2.15(ii)) and 2.13) = (tˆ
−(θ1,θ
∨
2 )k2,sσs
θ1+k1,rσr
tˆ
(θ1,θ
∨
2 )k2,sσs
θ1
)−n = [tˆ2,s, tˆ1,r]
−n
= [tˆ1,r, tˆ2,s]
n
(using case (1) or (3)) = zˆ∆(r,s)
−1na1,2(r,s)
{r,s}
= zˆ∆(r,s)
−1ai,j(r,s)
{r,s}
.
If (5) holds, then kj,s = k2,s, (αj , α
∨
i )ki,r = (θ2, θ
∨
1 )k1,rn where n is given by (3.3) and
ai,j(r, s) = na1,2(r, s) and so using (3.2) and Lemmas 2.15(ii) and 2.13 we have
[tˆi,r, tˆj,s] = tˆ
−(θ2,θ
∨
1 )nk1,rσr
θ2+k2,sσs
tˆ
(θ2,θ
∨
1 )nk1,rσr
θ2
= (tˆ
−(θ2,θ
∨
1 )k1,rσr
θ2+k2,sσs
tˆ
(θ2,θ
∨
1 )k1,rσr
θ2
)n = [tˆ1,r, tˆ2,s]
n
(using case (2) or (3)) = zˆ∆(r,s)
−1na1,2(r,s)
{r,s}
= zˆ∆(r,s)
−1ai,j(r,s)
{r,s}
.
If (6) holds, then using (3.2) and the facts that (αj , α
∨
i ) = −kj,s = −∆(r, s) = −1 and
ki,r = kr = k = −ai,j(r, s) we have
[tˆi,r, tˆj,s] = tˆ
−∆(r,s)−1ai,j(r,s)σr
αj+σs tˆ
∆(r,s)−1ai,j(r,s)σr
αj
= (tˆ
−kj,rσr
αj−(αj ,α∨i )ki,sσs
tˆkj,rσrαj )
∆(r,s)−1ai,j(r,s)
(using Lemma 2.14(ii) and (2.16)) = [tˆi,s, tˆj,r]
∆(r,s)−1ai,j(r,s)
(using case (3)) = zˆ∆(r,s)
−1ai,j(r,s)
{r,s}
. ✷
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