We give short introduction to some aspects of the theory of Anderson localization.
1 Introduction Anderson (1958) published an article where he discussed the behavior of electrons in a dirty crystal. This is the quantum mechanical analogue of a random walk in a random environment. He considered the tight binding approximation, in which the electrons can hop from atom to atom and are subject to an external random potential modeling the random environment and gave some non-rigorous but convincing arguments that in this case such a system should loose all its conductivity properties for large enough disorder, that is, become an insulator. The electrons in such a system become trapped due to the external extensive disorder. This is in sharp contrast to the behavior in ideal crystals which are always conductors.
But what is this supposed to mean precisely? In this note we try to shed some light on the mathematical theory of Anderson localization. Our plan can be summarized as follows, I Disordered Matter: The Anderson model of a quantum particle in a random environment.
II Exponential decay of "correlations" (fractional moments of the resolvent) as a signature for localization.
III Finite volume criteria for the decay of correlations in a toy model (percolation): Sub-harmonicity is your friend.
IV Localization at large disorder: The self-avoiding random walk representation
The Anderson Model
The arena is given by the Hilbert space l 2 (Z d ). On Z d we usually consider the Manhattan norm |x| = |x 1 | + . . . + |x d |, but for most results one can equally well use the Euclidian norm. Disordered matter is described by a random Schrödinger operator, often called random Hamiltonian, H = H ω := H 0 + λV ω with H 0 the unperturbed part, coupling constant λ > 0, and the random potential V ω which is simply a multiplication operator on l 2 (Z d ) with matrix elements V ω (x) = v x (ω), where (v x (ω)) x∈Z d is a collection of random variables indexed by Z d . In Dirac notation
We often use Dirac's notation, since it gives a convenient way to write projections and integral kernels: |x = δ x with δ x the Kronecker delta function, δ x (x) = 1 and δ x (y) = 0 for y = x, and |x x| is the Dirac notation for the projection operator |x x| = δ x , · δ x , where ·, · is the usual scalar product in l 2 (Z 2 ) with the convention that it is linear in the second component. For a bounded operator M on l 2 (Z d ), i.e., an infinite matrix M , the expression M (x, y) = x|M |y denotes the x-y matrix element.
We will often consider the simplest case in which (v x ) x∈Z d are independent identically distributed (i.i.d) random variables with (single-site) distribution ρ. In this case the probability space is given by the product space Ω = R Z d = {f : Z d → R} and the usual product σ-algebra, and the probability measure on Ω is simply the product measure P = ⊗ x∈Z d ρ. Note, however, that one does not need to consider i.i.d. random variables, the Aizenman-Molchanov approach is rather robust to correlated random potentials, as long as the assumptions on ρ are replaced by suitable uniform assumptions on conditional expectations.
The unperturbed part of the Hamiltonian is given by
Here V 0 models, e.g., a periodic background potential, T is the kinetic energy, e.g., is the discrete Laplace, or the (negative) adjacency matrix of Z d (nearest neighbor hopping). It is also possible to include a constant magnetic field, in which case the kinetic energy is modified to T (x, y) = −e −iAx,y δ |x−y|,1 .
T ψ(x) = −∆ψ(x)
Here A x,y is a phase function, i.e., an antisymmetric function of the (oriented) bond b = {x, y}. Moreover, one can allow for more than nearest neighbor hopping in the kinetic energy T , all that is needed for most of the analysis is a sumability condition of the form
for some µ > 0. This decay condition can also be weakened a little bit further if one is not interested in exponential decay estimates but content with some polynomial decay rate. The resolvent is given by G(z) = G ω (z) = (H ω − z) −1 and the Green's function, the kernel of the resolvent, is given by G(x, y; z) = x|G(z)|y . Remark 1.1 i) We mainly focus on an i.i.d. random potential V ω , a kinetic energy given by T = −∆ and H 0 = −∆ + V 0 with V 0 periodic or at least bounded. ii) We will take expectations of "random variables" freely, completely ignoring measurability questions in the spirit of "when it is interesting after integrating then it is usually measurable." Even though sometimes one has to work hard to prove measurability, but in this case one should first be convinced that it is interesting, anyway. For a nice reading concerning measurability and other aspects of random operators see, for example, Kirsch (1989) , Kirsch and Metzger (2007) , and Pastur (1980) . iii) Originally discussed by Anderson was the case V 0 = 0, ρ(dv) = 1 2 χ (−1,1) (x) dv, and no magnetic field, that is, T = −∆ is the negative adjacency matrix of Z d .
What is Anderson localization (for mathematicians)?
Under the conditions described above it is known, see, for example, Pastur (1980) or Kirsch (1989) , that the spectrum σ(H ω ) is (almost surely) constant: There is a closed set Σ ⊂ R such that
Moreover, for the Anderson model on l
where supp(ρ) is the support of the single-site distribution ρ. But what is the (almost sure) nature of the spectrum? For any self-adjoint operator H in a Hilbert space H there is a decomposition of the Hilbert space into invariant subspaces,
with H p = subspace corresponding to point spectrum H ac = subspace corresponding to absolutely continuous spectrum H sc = subspace corresponding to singular continuous spectrum and a decomposition of the spectrum into not necessarily distinct set
Physical intuition tell us that the states in H p are bound states, that is, they should stay in compact regions and the states in H ac correspond to scattering states, corresponding to transport. This is made precise by the RAGE theorem, due to Ruelle, Amrein, Georcescu, and Enss. ii) The RAGE theorem is somewhat vague for the complement of the bound states. It does not distinguish between the absolutely continuous and the singularly continuous subspaces. iii) For a nice proof of the RAGE theorem see Hunziker and Sigal (2000) .
Theorem 1.2 Under some mild physically reasonable conditions on the Hamil
One of the possible definition(s) of Anderson localization is, Definition 1.4 A random Schrödinger operator H ω of the type discussed above in section 1.1 has spectral localization in an energy interval [a, b] if, with probability one, the spectrum of H ω in this interval is pure point. That is, if 
with µ > 0, some finite C ω,n and x n,ω the centers of localization.
The physical mechanism for localization is the suppression of tunneling over large distances due to de-coherence effect induced by the random potential (as opposed to, say a periodic potential). Spectral localization was for quite some time the only definition used by mathematicians. From a physical point of view, one might prefer to say that Anderson localization holds if there is no transport. But what exactly means transport? A possible way to express this is as follows: take any initial condition ϕ 0 with compact support and consider
here P H ω ∈ [a,b] is the orthogonal projection onto the spectral subspace of H ω corresponding to energies in [a, b] . That is, we consider only the portion of ϕ 0 with energy in [a, b] . If the electrons with energies in [a, b] move ballistically with average velocity v av then roughly x(t) ∼ v av t for large times. Hence a,b] ϕ0 (t) will be proportional to t 2 for large t. This can certainly be interpreted as a signature for transport.
On the hand, if the electron in the energy interval [a, b] are localized then it should be natural to expect that x 2 P Hω ∈ [a,b] ϕ 0 (t) is bounded uniformly in t. So as long as the spectrum in [a, b] is pure point or at least if exponential spectral localization holds in [a, b] then, with probability one, (5) should be uniformly bounded in t for all suitably localized initial conditions ϕ 0 . But this is wrong: It is known, see Simon (1990) , that pure point spectrum implies absence of ballistic motion,
for all compactly supported initial conditions ϕ 0 as soon as the spectrum in [a, b] is pure point. However, del Rio et al. (1996) constructed examples of (non-random) one dimensional Schrödinger operators with pure point spectrum for all energies and exponentially localized eigenfunction for which
for a large class of compactly supported initial conditions ϕ 0 . That is, the mean square distance x 2 ϕ 0 (t) can grow arbitrarily close to the ballistic motion even though the operator has exponential spectral localization. Thus exponential spectral localization in the sense of Definition 1.4 is a-priori not strong enough to restrict the long time dynamics of the system besides by what is given by the RAGE theorem. The main failing has to do with the complete freedom of the constants C ω,n in (4). When thinking about localization one usually thinks of all the eigenvectors being confined with some typical length scale. If the C ω,n are allowed to arbitrarily grow, in n, then, in fact, the eigenvectors can be extended over arbitrarily large length scales, possibly leading to transport arbitrarily close to the ballistic motion, even though one has only pure point spectrum. This is nicely discussed in del Rio et al. (1995) with the proofs given in del Rio et al. (1996) .
A physically more natural definition for localization than Definition 1.4, one which takes the dynamical properties of the physical system into account, is Definition 1.6 A random Schrödinger operator has strong dynamical localization in an energy interval [a, b] if for any q > 0
for all ϕ with compact support.
So strong dynamical localization holds if for any localized initial condition ϕ the part of ϕ with energy in [a, b] (i.e., in the range of the spectral projection P Hω∈ [a,b] ) as uniformly in time bounded moments of all orders. In particular, localized initial conditions stay in compact regions for all times up arbitrary small errors. Thus, by the RAGE theorem 1.2 strong dynamical localization in [a, b] implies spectral localization in [a, b] , but not vice versa, as the examples in del Rio et al. (1996) show.
Known (rigorous) results
The following is a heavily personally biased (and fairly incomplete) list of rigorous results for Anderson localization; for example, we will completely disregard all results for continuum random operators.
1. Kunz and Souillard (8081) : d = 1 and nice ρ: always localization, no matter how small λ > 0 is. (Extended by Carmona et al. (1987) to general ρ.)
2. Fröhlich and Spencer (1983) : Multi-scale Analysis gives
−µ|x−y| for fixed energy E ∈ σ(H ω ) and almost all ω. This implies vanishing of the conductivity using the Kubo formula and absence of absolutely continuous spectrum, see Fröhlich and Spencer (1983) for the former and Martinelli and Scoppola (1985) for the latter.)
3. Simon and Wolff (1986) : The Fröhlich-Spencer result for fixed E ∈ (a, b) (and nice ρ) already implies exponential localization in the sense of Definition 1.4:
and the corresponding eigenfunctions decay exponentially.
4. New approach by Aizenman and Molchanov (1993) : Instead of proving point wise bounds for almost all ω, try to prove bounds for averages,
More precisely, Aizenman and Molchanov showed that these fractional moments are exponentially small,
for E ∈ (a, b), uniformly in ε = 0 and a suitable (fixed) 0 < s < 1, in the case of large disorder or extreme energies.
Kunz and Souillard proved, in fact, what we now call strong dynamical localization by showing that E[sup t | x|e itH ω |y |] decays exponentially in the distance |x − y|. Their proof is similar to the proof that correlations in the one-dimensional nearest neighbor Ising model decay exponentially at all positive temperatures, see Cycon et al. (1987) . One of the central themes of the approach to Anderson localization initiated by Aizenman and Molchanov is a shift in focus: instead of studying the of trying to prove almost sure (in the random potential) decay estimates for the off-diagonal Green's function
−1 |y for some energy E within the spectrum of the Hamiltonian, one should instead study the correlation τ (x, y; z) given by (7) for z = E + iε (uniformly for small ε > 0). As we will see shortly, the reason to look at fractional moments is purely technical: to guarantee that τ is well-defined. But first we discuss some consequences of (8). It turns out that the Aizenman-Molchanov criterion is a very useful signature for localization. It implies localization in all different manifestations:
Some consequences of the localization criterion (8):
1. Spectral localization: H ω has in (a, b) only pure point spectrum with exponentially decaying eigenfunctions.
Strong dynamical localization:
Wave-packages corresponding to energies in (a, b) are trapped in finite regions for all times,
bound on the evolution of states in the random system: if the single site distribution has a density with respect to Lebesgue measure,
for all 0 < s < (p − 1)/p. See, for example, Aizenman et al. (2001) or Hundertmark (2000) for a proof of (10). As soon as the Aizenman-Molchanov criterion (8) for localization is fulfilled, the bound (10) clearly implies (9) hence strong dynamical localization according to Definition 1.6 holds in this regime.
ii) The exponential decay of the kernel of the Fermi-Projection plays a central rôle in understanding the plateaus in the quantized Hall effect. As soon as for some q > 2 one has
for all E ∈ (a, b), the Hall conductivity on the interval (a, b) is constant. See Aizenman and Graf (1998) and Bellissard et al. (1994) .
Disclaimer
Finally let us mention what we are not discussing in this note. Both the physics and mathematics literature on the Anderson model is huge, leaving us no chance to discuss it fully. Instead we hope that this note wets the appetite of the reader. With this in mind we want to give some, still incomplete, hints to the literature. Since we will stick to the configuration space Z d , there will be no mentioning of the very nice extension of Aizenman-Molchanov technique to certain random operators on the continuum R d given in . In addition, we will not discuss at all the so-called multiple-scale approach initiated by Fröhlich and Spencer (1983) nor its often very powerful extensions, see for example Germinet and Klein (2004) and the references therein. Even worse, we will not discuss the beautiful recent results for Anderson localization with Bernoulli random potentials by Bourgain and Kenig (2005) and for Poisson random potentials by Germinet et al. (2005) . There are many articles on the multi-scale analysis approach, for a readable book see Stollmann (2001) , which, however, does not contain any of the new developments in the multi-scale approach. We will also not discuss at all the results on delocalization in the Anderson model on trees instead of Z d , see , Froese et al. (2007) , and Klein (1998) . For a nice and readable introduction to the physics of random Schrödinger operators, see, for example, Lifshits et al. (1988) .
Why fractional moments?
The reason to consider fractional moments of the modulus of the Green's function is to guarantee that the expectation in (7) is finite. Since
and G is the resolvent of a self-adjoint operator, one always has the bound τ (x, y; z) ≤ 1/| (z)|. But can one guarantee that τ is finite for z = E + iε uniformly in ε = 0? It is here where the fractional moment plus one regularity condition on the single-site distribution ρ enters. To see this in the simplest possible case, we will explicitly show that τ (x, x; z) is finite. Write H = H + λv x |x x|. Here |x x| is the Dirac notation for the rank one projection operator onto the one-dimensional subspace generated by x| = δ x . Thus H is the Hamiltonian H with v x = 0. The resolvent formula
With the resolvent G(x, y; z) :
which is a simple algebraic equation for the complex number G(x, x; z). Solving for G (x, x; z) gives
where β = ( G(x, x; z)) −1 depends on everything but NOT on the potential at site x! In the physics literature β is often called the self-energy. The importance of formula (13) is that although the Green's function is usually a very complicated function of the potential V , its diagonal element G(x, x; z) is a very simple fractional function of v x . Now assume that the single site distribution ρ is Hölder continuous of order
for all ε > 0. Under this condition sup z τ (x, y; z) is finite for all 0 < s < α. This is easiest to see for τ (x, x; z): for all 0 < s < α
with
The proof uses heavily the self-energy formula (13). One has
with β = β/λ, for the conditional expectation of |G(x, x; z)| s with respect to the random potential at x. Notice that one always has
The assumption that ρ is an α-Hölder continuous probability measure and 0 < s < α yields the bound
for the optimal choice of r = C s/α H . Note that the right hand side here does not depend on β any more. In particular, doing first a conditional expectation with respect to the random variable v x and then integrating over all random variables, one gets
which is (15).
Remark 2.1 i) ii) In the model originally studied by Anderson ρ is given by
ii) The key to showing that τ (x, x; z) is bounded uniformly in z ∈ C and x ∈ Z d was the representation (13). To see that also τ (x, y; z) is bounded uniformly in z ∈ C and x, y ∈ Z d one can argue similarly using a rank-two perturbation argument. Write
that is, H is now the H with the potential at sites x and y put to zero. The resolvent equation yields
where we put G = ( H − z) −1 and suppressed the dependence on z. Equation (17) is an equation for G on the whole Hilbert-space l 2 (Z d ), but one can restrict it to the two-dimensional subspace spanned by the two vectors |x and |y : defining the 2 × 2 matrices
equation (17) gives
Hence
which can be solved as
with Θ = B −1 . Note that here all matrix inverses are for 2 × 2 matrices. As in the rank-one case, the 2 × 2 matrix Θ depends on everything BUT the potential v x and v y and the off-diagonal Green's function G(x, y; z) is seen to be 
Finite-volume criteria
A main extension of the original Aizenman-Molchanov approach to localization was that one can develop finite-volume criteria for the exponential decay of the correlations τ , see Aizenman et al. (2001) . These bounds are related to similar bounds in statistical mechanics. One restricts the random operator
. . , d}, and puts
−1 considered as an operator (or infinite matrix) in l 2 (Λ). Somewhat loosely speaking, the finite volume criteria say that as soon as
for all E ∈ [a, b] . Thus in this case the correlation τ (x, y; E + iε) decays exponentially on all of Z d and the Aizenman-Molchanov criterion for localization is fulfilled, yielding strong dynamical localization etc., as discussed in the introduction. Of course, the question is what "small enough" in (21) mean precisely and, when made precise, whether this criterion is fulfilled in physical interesting situations. We are deliberately vague at this point. Let us only mention that (21) (in its precise formulation) is a physically very natural condition which is often quite easily seen to be true in the relevant cases. See Aizenman et al. (2001) for a more precise formulation of such a finite volume criterium for Anderson localization and Aizenman et al. (2000) for a discussion of the physical implications of these criteria in the case of Anderson localization.
Here we would like to take the opportunity and discuss finite volume criteria for the decay of correlations in their original setting, namely statistical mechanics. There the type of argument we are going to give is known as Simon-Lieb inequalities Simon (1980); Lieb (1980) . In fact, we will discuss the simplest possible case, namely finite volume criteria for percolation in the spirit of Aizenman and Newman (1984) .
Analogy with percolation
Consider independent site percolation on Z d . A site x ∈ Z d is occupied with probability p and empty with probability 1 − p. We usually visualize this by drawing occupied sites as small solid black circles and empty cites as white circles. Recall that two sites x, y in
Definition 3.1 Two point x, y ∈ Z d are connected, in short x y, if both x and y are occupied cites and one can hop from x to y via a sequence of occupied nearest neighbor sites. The connectivity τ is given by the probability that x and y are connected,
The situation in Definition 3.1 is sketched in Fig. 1 . Note that, with a slight abuse of notation, we denote the connectivity with the same symbol as the correlation in the Anderson model. The point being that one can rather easily deduce finite-volume criteria for the connectivity in percolation: Let Λ = Λ L be the centered cube
we will always choose L ∈ N. Note that Λ has an inner and an outer boundary
For a subset B ⊂ Z d we denote by |B| the "volume" of B, that is, the number of elements in B and with τ (x, B) = P(x B) the probability that x is connected to some point in B. Of course, on can restrict percolation to, possibly finite, subsets A of Z d . In this case we denote by τ A (x, y) = P(x in A y) the probability that x and y are connected by a path in A and similarly for τ A (x, B). 
Note that this criterion predicts exponential decay of the connectivity as soon as b Λ < 1. That is, strong enough finite-volume decay implies exponential decay of the connectivity τ in the infinite volume Z d . Since the expression b λ is computed in a finite volume Λ, one can, in principle, give it to the friendly neighborhood computational physicist in order to check on a computer if b Λ < 1 for some maybe large box Λ.
Moreover, the criterion given in Theorem 3.2 is not only sufficient for exponential decay of τ but also necessary. Indeed, the volume of the boundary, |∂ + λ|, grows at a polynomial rate in the side-length of Λ and since the origin is in the interior of the box Λ, it is connected to ∂ − Λ within the box Λ, if and only if they are connected, τ Λ (0, ∂ − Λ) = τ (0, ∂ − Λ). Thus, as soon as τ on Z d decays with some exponential rate, one will have b Λ < 1 for all large enough boxes Λ.
The proof of Theorem 3.2 is surprisingly simple and was the main driving force in the search of the finite volume criteria in Aizenman et al. (2001) . Proof: Let Λ = Λ L be a centered cube of side length L and Λ(x) = Λ + x. Assume that x and y are so far from each other that y ∈ Λ(x) and that x y.
This situation is sketched in Fig. 2 . Since x y, there must be a path within
Figure 2: The event that x and y are connected. Note that the path has to cross the box Λ(x) at least once.
Λ(x) from x to the (inner) boundary ∂ − Λ(x) and a path within the complement of Λ(x) from the (outer) boundary Λ + (x) to y, see Fig. 3 . Thus, as long as y ∈ Λ(x),
by dropping the restriction that the inner boundary has to be connected to the outer boundary by some path of connected sites in Z d , see Fig. 3 . (24): x is connected to the boundary of Λ(x) within Λ(x) and y is connected to the boundary of Λ(x) within Λ(x) c .
Since the events "x is connected to ∂ − Λ(x) within Λ(x)" and "∂ + Λ(x) is connected to y within the complement of Λ(x)" are independent, the probability in (24) factorizes into a product and we arrive at
Moreover we have the simple monotonicity ,
Thus for all y ∈ Λ(x), τ obeys the bound
which, if b Λ < 1 says for fixed y, τ (x, y) is a subharmonic function of x ∈ Λ(y).
There are many ways to see that subharmonic function have a tendency to decay exponentially. In the case at hand, the possibly easiest way is to iterate (25), which can be done at least |x − y| − 1 times, and then use the a-priori bound τ (x, y) ≤ 1. This gives
Remark 3.3 i) One should notice that the above proof did not need the underlying lattice to be given by Z d . In fact, it does not need to be a lattice at all; the proof works for percolation on arbitrary graphs G. A similar argument as given after Theorem 3.2 then shows that the condition b Λ < 1 is not only sufficient for the exponential decay of τ but also necessary as long as the growth of the surface volume |∂ + Λ L | of large boxes Λ L in the graph G is sub-exponential. ii) This type of idea seems to go back at least to Hammersley (1957) in the case of percolation. iii) Using the van den Berg-Kesten inequalities for percolation one can improve on Theorem 3.2, see Aizenman and Newman (1984) .
Some consequences from finite volume criteria
As already mentioned in Remark 3.3, the finite-volume criterion in Theorem 3.2 is a sufficient and for a large class of graphs also necessary condition for the exponential decay of the connectivity. For percolation on graphs it is known that there is a critical probability 0 < p c < 1 such that for p < p c τ (x, y) decays exponentially in the distance |x − y| and for p > p c it does not. This is also related to the occurrence of an infinite connected cluster above p c with probability one, Grimmett (1999) .
The finite-volume criteria turn out to be a useful tool there. For example, they yield an algorithm to compute p c : for
while for p < p c there exists at least one box Λ with b Λ < 1. In particular, this yields lower bounds on p c for graphs for which the precise value is not known.
The finite volume criteria can also be used to give painless proofs of the following not necessarily obvious facts, 1. Exponential decay of the connectivity is stable under small perturbations of parameters (For example, variation of p or slight deformations of the underlying graph) for all graphs for which the volume of boxes λ L grows sub-exponentially in L.
2. Fast power law decay ⇒ exponential decay. (For graphs in which the surface volume growth of boxes is polynomially bounded.)
3. At critical percolation, the connectivity cannot decay too fast.
Indeed, that the exponential decay of the connectivity is stable under small perturbations of the parameters is not all clear since one might be at a phasetransition point. That this is not the case is due to the finite-volume criteria.
To show 1, assume that τ decays exponentially. Then, for some finite box Λ one must have b Λ < 1. Since b Λ is computed in a finite volume, it depends continuously on the parameters, hence wiggling them a little bit will still result in b Λ < 1, hence the connectivity will still decay exponentially, by Theorem 3.2.
To show 2 one argues similarly, if τ decays so fast that it beats the growth of the surface volume |∂ + Λ|, then b Λ will be less than 1 for all large enough boxes Λ and hence τ must decay exponentially by Theorem 3.2.
Finally, for 3, note that τ does not decay exponentially for all p > p c . Hence for p = p c we must have
for all centered boxes Λ. Otherwise, by the first fact, one would have exponential decay of the connectivity for all p slightly above p c , which contradicts the definition of the critical probability. Thus
In a similar fashion, the finite volume criteria for Anderson localization give rise to the stability results for the exponential decay of the fractional moments of the Green's function analogously to the stability results (1)-(3) for percolation above. In particular, the exponential decay of the fractional moments is stable under small perturbation of external fields, like an external (periodic) potential or an external magnetic field. For more discussions of this, see Aizenman et al. (2000) .
4 Localization for large disorder: a simple proof Our discussion of the finite volume criteria for Anderson localization has been, deliberately, somewhat vague. In contrast to this we would like to give a full and, we think, rather simple proof of Anderson localization which yields, in addition, very easily checkable assumptions with explicit bounds.
Theorem 4.1 Consider the random operator H
. Let the single side distribution ρ of the random potential at site 0, say, be such that
for some 0 < s < 1. Then for all λ s > (2d − 1)C s , the exponential bound
holds. Here
and
Remark 4.2 i) As the proof will show, the conclusion of the Theorem remains valid even for highly correlated random potentials V = (v j ) j∈Z d as long as a suitable bound of the form
for the fractional moments of the conditional expectations of the potential at site j holds. ii) For the original Anderson model,
In this case C s = 1/(1 − s) and one has localization at all energies as soon as
1/s for some 0 < s < 1.
The self-avoiding random walk representation
The observation which leads to a simple and straightforward proof of Anderson localization for large disorder is the following self-avoiding walk (SAW) representation for the off-diagonal Green's function. That such a representation holds is not necessarily new, but that it holds for all complex energies off the real axis seems to be. It is crucial for the application we have in mind that the representation (30) in terms of a self-avoiding random walk is valid for all z ∈ C \ R and not only for complex z with a large enough imaginary part. Nevertheless, we will deduce Lemma 4.3 from a perturbative result which a-priori is valid only for complex energies far up in the complex plane. 
where ∆ B is the adjacency matrix of the graph Z d ∩ B. Iterating the above gives 1
which is, of course, a Neumann series and converges for large enough | (z)|. More precisely, since the operator norm ∆ = 2d and V is real valued, we need (z) > 2d to guarantee convergence of the right hand side of (32). Now we claim that (32) is nothing but (31) in disguise. Indeed, taking the x, y-matrix element of (32) gives
Note that
Setting w(0) = x, w(n) = y, and |w| = the length of the path, we arrive at the random walk representation (31). At first sight it might seem that the random walk representation is just a simple rewriting of a particular Neumann series for the resolvent G B and does not necessarily deserve its own name. This is not true, however, since giving it a new name can drastically change the emphasis: the key for the proof of the self-avoiding random walk representation is the observation that every random walk leads to a self-avoiding random walk by deleting loops. By the random walk representation, for any set C ⊂ Z, the Green function on the diagonal is given by summing over all loops of a random walk within the set C,
To re-sum the loops, let
that is, n x (w) is the last time the path w visited the point x.
Cut the path w from the random walk representation (31) into two parts, w = (w 1 , w), where w 1 runs from 0 up to time n x (w) (|w 1 | = n x (w)) and w runs from n x (w) + 1 up to time |w|. In particular,
for the lengths of the combined paths.
From (31) one infers
Using (33), the first factor is just G B (x, x; z) , and appealing to the random walk representation (31) once more, one sees that the second factor is the resolvent of the operator H B\{x} , summed over the nearest neighbors of x,
Thus (34) can be rewritten as
Of course, iterating (35) yields
with B 0 = B and B j+1 = B j \ {w(j)}, which nearly finishes the proof of Lemma 4.3, except that so far we only know that (30) holds as long as (z) is large enough.
To finish the proof of Lemma (4.3), let B be a finite set. We know that the resolvent is an analytic operator-valued function for z in the complex upper half-plane. In particular, G B (x, y; z) is an analytic function on the upper halfplane and so are all the factors G B j (w(j), w(j); z) in the right hand side of (30). The punchline is that although in a finite set B there are infinitely many different random walk of arbitrary length, there are only finitely many selfavoiding random walks. Thus for finite B, the right hand side of (30) is a finite sum of a finite product of analytic functions, hence it is also analytic on the upper half-plane. Since by the above both sides of (30) agree for z with a large enough imaginary part, by analyticity they must agree on the whole complex upper half-plane. A similar arguments holds for the lower half-plane. This concludes the proof of the self-avoiding random walk representation.
Proof of localization at large disorder
In this section we use the self-avoiding random walk representation to give a straightforward proof of Anderson localization for large disorder. In some sense this proof makes precise Anderson's original heuristical argument, which uses second order perturbation theory.
Before we fully embark on the proof of Theorem 4.1, let us first note that it is enough to prove this bound for the Green function restricted to some 
for all complex numbers α j ∈ C hold. This is one of the fundamental observations in the original Aizenman-Molchanov proof. By induction, it is enough to consider the case n = 1. In this case, 
1.
Of course, in order to connect x with y the length n of the walk must be at least |x − y|. In this case, since in the first step a self avoiding walk has 2d of the neighbors to choose and at most 2d − 1 from then on, one has the general bound 
We evaluate the expectation on the right hand side of (38) 
Recalling the rank-one perturbation formula (13) one can bound the conditional expectation on the right hand side of (39) 
Now take the conditional expectation of (40) with respect to v(w(1)) and note that all factors G Bj (w(j), w(j); z) with j ≥ 2 can again be taken out of the expectation since they do not depend on v(w(1)). which together with (38) gives (37). This ends the proof of Theorem 4.1
