Abstract In this article, we discuss the discriminative power of a set of image features, extracted from detail subbands of the Gabor wavelet transform and the dual-tree complex wavelet transform for the purpose of computerassisted zoom-endoscopy image classification. We incorporate color channel information into the classification process and show that this leads to superior classification results, compared to luminance-channel-only-based image analysis.
Since the resection of all polyps is rather time-consuming, it is imperative that those polyps which warrant resection be distinguished. Furthermore, polypectomy 2 of metaplastic lesions is unnecessary and removal of invasive cancer may be hazardous. The classification scheme of Kudo et al. divides the mucosal crypt patterns into five groups (pitpatterns I-V, see Fig. 1 ). While types I and II are characteristic of benign lesions and represent normal colon mucosa or hyperplastic polyps, types III-V represent neoplastic, adenomatous and carcinomatous structures. Table 1 provides a brief overview of the main characteristics of the different pit-patterns. Our classification problem can be stated as follows: the problem to differentiate pit-patterns I and II from III-V will be denoted as the two-class problem, whereas the more detailed discrimination of pit-patterns I-V will be denoted as the six-class problem.
Although at a first glance this classification scheme seems to be straightforward and easy to be applied, it needs some experience and exercising to achieve good results. Correct diagnosis very much relies on the experience of the endoscopist as the interpretation of pit-patterns may be challenging [8] . Additionally, inter-observer variability of magnification chromoendoscopy has been described at least for Barrett's esophagus [17] . This inter-observer variability may to a lesser degree be also present in the interpretation of pit-patterns of colonic lesions. We therefore want to develop an approach for computer-based pit-pattern classification in order to enhance the quality of diagnostic results.
Related work
First, we briefly recapitulate those approaches working on the same image database as we use for our experiments here. In [4] several histogram-based techniques (e.g., luminance histogram, color channel histogram) are used to capture the characteristics of the pit-patterns. A k-Nearest Neighbor (k-NN) classifier is then used to classify the images based on histogram intersection used as a distance function. The best classification accuracies-estimated by leave-one-out cross-validation (LOOCV)-in the two-(85.6%) and six-class (67.3%) problem are achieved using three-dimensional color histograms. In [5] the authors propose to use wavelet-based texture descriptors for feature extraction. More precisely, the classical 2-D DWT and the 2-D wavelet packet decomposition with local discriminant basis (LDB) [19] are used. In the classification stage, the performance of support vector machines (SVM) and k-NN classification is evaluated on each color channel specific feature set individually. The best LOOCV accuracy is achieved using features computed on the red color channel of the RGB model with 75% in the two-class and 57% in the six-class case.
A completely different approach is presented in [2, 3] , where the authors compute a set of texture-descriptors from the outputs of the discrete cosine transform (DCT) and the discrete Fourier transform (DFT). Features are either computed from non-overlapping pixel blocks in the DCT domain or from adaptively sized rings in the Fourier domain. Concatenation of the feature vectors of each color channel is then used to incorporate color information. The authors employ a Bayes normal classifier [1] together with feature subset selection to classify the endoscopy images. The best reported LOOCV accuracy in the two-class problem is 97.7 and 86.36% in the six-class problem.
Another approach that is completely based on grayscaleimage analysis is presented in [15] , where the marginal distributions of wavelet detail subbands computed from the DT-CWT are modeled by two-parameter Weibull distributions. Maximum-likelihood estimates of the distribution parameters are then composed into feature vectors and are used for k-NN classification. Even though this approach is based on the luminance-channel only, the experiments show superior results when compared to the early approaches in [4, 5] .
In the work of [9] , so called color wavelet covariance features are computed for a set of color models, including RGB and LAB. The image database of this work consists of endoscopic video frames extracted from video sequences, which were acquired during colonoscopy. The approach is based on computing classical cooccurrence matrices from the detail subbands of wavelet-decomposed color channels. The feature vectors are then composed by a subset of the commonly used Haralick features [6] . Dependencies between color channels are incorporated by calculating covariances between equal features of different color channel subbands. However we have to emphasize that the classification problem of [9] is a binary one.
Feature extraction and classification
Each image of our database is decomposed by the Gabor wavelet transform (GWT) [16] and Kingsbury's dual-tree complex wavelet transform (DT-CWT) [10] . Both transforms aim to remedy two known shortcomings of the maximally decimated 2-D discrete wavelet transform (DWT): the inability to capture directional information, which results from the fact that the wavelet filters of the 2-D DWT are separable and real and the lack of shiftinvariance caused by downsampling. With respect to our classification problem, it is important to look at the effects of these disadvantages. Just consider the fact that the process of colonoscopy is subject to varying physical conditions. We will thus have to deal with shifted images showing the same type of pit-pattern. Producing different coefficients in that case (shift-dependency) might lead to different image features and as a consequence lead to different classification results. Furthermore, the images exhibit structures directed at orientations other than vertical, horizontal or diagonal (±45°) (see Fig. 1 ), which cannot be captured by the 2-D DWT.
The GWT is parametrized by the number of orientations, the number of desired scales and the lower-(U l ) and upper (U u ) center frequencies of interest, which are incorporated in the calculation of the scaling factor for the mother wavelet. Since the GWT leads to a non-orthogonal basis, redundancy is minimized by choosing the scaling factor so that the half-peak magnitudes of the filter responses touch each other. An exemplary frequency partitioning of the GWT is shown in Fig. 2 . The computation of the GWT is usually performed in the Fourier domain where convolutions with the filters reduce to simple multiplications. An inverse Fourier transform then gives the filtered image, which we denote as a subband (adhering to common wavelet terminology). Regarding the concrete parametrization of the GWT, the authors in [16] found that four scales and six orientations, with center frequencies (U l , U u ) = (0.05, 0.4) were optimal for their problem. This led to a final scaling factor of two, where the center frequencies are one octave apart. In our studies, we adopt the number of orientations and scales, but we vary the upper and lower center frequencies between 0.02 B U l B 0.08 and 0.1 B U u B 0.4 to study the effect on the classification results.
The second image transformation we employ here, the DT-CWT, provides an efficient realization of a complex wavelet transform, which is approximately shift-invariant and leads to a fixed number of six detail subbands, capturing image details oriented at &15°, 45°, 75°, 105°, 135°, 165°. In 2-D, the DT-CWT is only four times redundant and allows an efficient implementation based on four parallel classic 2-D DWTs [20] . The key concept of the DT-CWT is, that the filters in each tree are designed so that the real wavelets they generate form an approximate Hilbert transform pair. Together, they constitute an analytic signal (e.g., complex wavelet), that is supported on only one-half of the frequency axis (w [ 0). The 70%-Peak magnitudes of the DT-CWT filter responses are shown in Fig. 2 . Since the number of orientations in the DT-CWT is fixed to six, we set the decomposition depth to four in order to allow a comparision to the GWT.
Our feature extraction step is based on the assumption, that the distributions of the subband coefficients fx in g 1 n L i ; x in 2 C of subband i characterize the pitpatterns. The total number of coefficients of subband i is denoted by L i . Since both the GWT and DT-CWT lead to complex coefficients, we consider the corresponding magnitudes |x in |. We compute the classic mean l i and standard deviation r i of the magnitudes of the transform coefficients, given by
to constitute a general feature vector v = [l 1 ,r 1 ,...,l K ,r K ]
T for a given image. The same image features have already been successfully used in [7, 16] for texture image retrieval. The total number of subbands K 2 N depends on the number of orientations and scales. In our setting of four scales and six orientations we obtain K = 24 subbands, which results in 48 features per image.
To incorporate color information into the classification process, we first decompose each image into its color channels, transform each channel separately and calculate the image features according to Eq. (1). In our setup here, we will work with RGB images, which leads to three features vectors v R ,v G and v B per image. To show, that color channel information can improve classification results, we also compute a feature vector v L for the luminance (L) channel, which represents the grayscale image. Regarding this setup, it is reasonable to vary the low-and upper-center frequencies of the GWT, since it is doubtful that the same parameter setting is optimal for all color channels.
Since we either obtain three feature vectors per RGB image or one feature vector for the luminance channel, the question arises, how to combine the color information to obtain the best classification results. The research work on this problem ranges from the introduction of wavelet energy correlation signatures [21] to an extension of classical cooccurrence matrices for vector images in [18] . In the context of medical image classification, [9] employs a cooccurrence matrices approach as well. In this work, we choose two approaches, which both do not directly capture color information during the feature extraction process. The first intuitive approach is to concatenate the feature vectors of the color channels for each image into one big
T with 3 9 48 = 144 dimensions. The second approach to tackle this problem is, to use a so called multi-classifier (MC), with three single classifiers operating on the color channel specific feature sets. The outputs of the classifiers are then combined by using the combining rules introduced by Kittler et al. [12] . In multi-classifier terminology, the resulting classifier is termed a parallel multi-classifier. We will use k-Nearest Neighbor classifiers [1] as building blocks for our experiments and the euclidean metric as a distance function between the feature vectors. Since the focus of our paper is on the feature extraction side, we limit our discussions to the k-NN classifier. To obtain a reasonable error prediction, we employ the method of leave-one-out cross-validation (LOOCV) [1] , where each data point of the whole training dataset is successively left out and used for testing. The remaining data points are used for training in each iteration. The LOOCV results will be given by the final classification accuracy, which is defined as the number of correctly classified samples divided by the total sample size.
Experimental results
In this section, we present the experimental results of our work. Our image database consists of 484 images acquired in 2005/2006 at the Department of Gastroenterology and Hepatology (Medical University of Vienna) using a zoomendoscope (Olympus Evis Exera CF-Q160ZI/L) with a magnification factor of 150. To enhance visual appearance, dye-spraying with indigo-carmine was applied and biopsies or mucosal resections were taken to obtain a histopathological diagnosis. For pit-patterns I, II and V, biopsies were taken, since these types need not be removed. Lesions of pit-patterns III-S/III-L and IV have been removed endoscopically. Table 2 lists the number of image samples per class.
Before actually transforming the images, we perform two image-quality enhancing pre-processing steps: first, we use contrast-limited adaptive histogram equalization (CLAHE) [22] with 8 9 8 tiles and an uniform distribution for constructing the contrast transfer function. Second, we apply a Gaussian blur with r = 0.5 using a 3 9 3 mask. The effects of preprocessing are shown in Fig. 3 . Regarding the choice of filters for the DT-CWT, we use Kingsbury's Q-Shift (14,14)-tap filters (for decomposition levels C2) in combination with (13, 19) -tap near-orthogonal filters (for decomposition level 1) [11] . The technical reasons for using different filter sets are explained in [20] . In order to exemplify the advantages of the multi-directional transformations, we further decompose each image by the critically sampled 2-D DWT using a four-scale decomposition with Daubechies 6-tap filters and compute image features according to Eq. (1). The 2-D DWT leads to three detail subbands at each decomposition level, hence we obtain 24-dimensional feature vectors per color channel. The LOOCV results for the red, green and blue color channel are given in Table 3 . We can see, that in all tests the features obtained from the red color channel lead to the best LOOCV results for the two-and six-class problem, which is consistent with the results of [5] . Regarding the parameter k of the k-NN classifier, we ran several tests with 1 B k B 20, with k = 1 leading to the best results in almost all cases. All further results were obtained adopting this setting. Table 4 lists the best parameter settings (U l , U u ) for the GWT, together with the resulting scaling factor a. We point out, that the optimal parameters for the color channels are in no case equal to the parameters (U l , U u ) = (0.05, 0.4) in [16] and additionally differ for the two classification problems. This justifies our approach to vary the center frequencies. Next, we compare the results of the combining schemes to the luminance-channel-only results. Regarding the parallel multi-classifier, we used the product, mean, median, maximum, minimum and majority voting [12] rule for combining the 1-NN classifier outputs. In case of equal votes in majority voting, ties are broken in favor of the larger class. The LOOCV accuracies are listed in Table 5 . For all three transformations, the product rule performed best for the two-and six-class problem using the multiclassifier. However, the overall best LOOCV results were obtained by using the DT-CWT features together with feature vector concatenation. To provide a more detailed insight into the classification results, Table 6 shows the confusion matrix for the best six-class approach. Nevertheless, due to the very marginal differences in LOOCV accuracies, especially regarding the concatenation and MC approach, it is hard to provide a general answer which combining scheme to prefer. At least, we can conclude that both combining schemes are superior to the luminance channel features, which lead to the worst performance.
When comparing the differences between the three image transformations for a fixed combining scheme, we see that the DT-CWT features show the best performance, especially for the complicated six-class problem. It is further interesting that by relying on the DT-CWT features of the red color channel alone (see Table 3 ), we achieve higher LOOCV rates than by using the DWT or GWT features, no matter which combining scheme we choose. This leads to the conclusion, that the DT-CWT is the best choice in our experimental setting, since it is computationally less expensive and less redundant than the GWT and clearly outperforms both the DWT and GWT in terms of LOOCV accuracy.
Conclusion
In this article, we presented an approach for computerassisted pit-pattern classification. By employing two multidirectional, multi-resolution image transformations, we have shown that the properties of directional-selectivity and approximate shift-invariance improve classification accuracy. Further, our results indicate that grayscale-image analysis is inferior to color image analysis w.r.t. our classification problem, no matter which combining scheme we choose. In addition to that, we could show that the simple concatenation scheme for combining feature vectors from different color channels leads to very good results when compared to the more advanced classifier combining rules. Further work on this topic will include a study on the impact of other color models, since we conducted our experiments on RGB images only. Switching to other color spaces like LAB or HSV might improve classification results. The MC results were obtained by using the product rule. The top results for both classification problems are marked bold 
