Abstract-Today´s factory involves more services and customisation. A paradigm shift is towards "Industry 4.0" (i4) aiming at realising mass customisation at a mass production cost. However, there is a lack of tools for customer informatics. This paper addresses this issue and develops a predictive analytics framework integrating big data analysis and business informatics, using Computational Intelligence (CI). In particular, a fuzzy cmeans is used for pattern recognition, as well as managing relevant big data for feeding potential customer needs and wants for improved productivity at the design stage for customised mass production. The selection of patterns from big data is performed using a genetic algorithm with fuzzy c-means, which helps with clustering and selection of optimal attributes. The case study shows that fuzzy c-means are able to assign new clusters with growing knowledge of customer needs and wants. The dataset has three types of entities: specification of various characteristics, assigned insurance risk rating, and normalised losses in use compared with other cars. The fuzzy c-means tool offers a number of features suitable for smart designs for an i4 environment.
INTRODUCTION
Historically industrial revolutions had led to a paradigm shift, starting with the steam-motor improvement in the 18th century, then mass production systems in the early 19th century because of electricity commercialization, and to the advancement of ICT and introduction of automation systems in the late 20th century. Innovation in manufacturing industry has been building innovative advances that revolutionised the way products were manufactured, services were given and business were made. Advances in ICT technologies have currently and repeatedly progressed in numerous fields, those include software and hardware; that might bring a revolution or evolution to manufacturing industry. For this revolution, smart manufacturing could have the driving force. Integration of various technologies can promote a strategic innovation of the existing industry through the convergence of technology, humans, and information. On the other hand, lean manufacturing targeted cost saving by focusing on waste elimination, this during 1980's and 1990's. In contrast, smart manufacturing represents a future growth engine that aims for sustainable growth through management and improvement of the major existing factors, like: quality, flexibility, productivity, and delivery based on technology convergence as well as numerous elements over societies, environment and humans [1] .
Recently i4 has been not much more than a concept [2] . The main idea of i4 is the combination of several technologies and concepts such as Smart Factory, CPS, industrial Internet of Things (IoT), and Internet of Services (IoS) interacting with one another to form a closed-loop production value chain [3] . Differing from other ambitious strategies like the Advanced Manufacturing Partnership in the US [3] and the "Manufacturing 2025" plan in China, is the benefit inside production line: variety vs productivity. Not many industries can produce individual goods in a completely automated fashion. For this to become a reality, not only the machines but occasionally even the parts themselves need to become smart [4] .
The focus of this paper is to address the integration of several technologies in a closed-loop cycle such that information from existing inputs, can be retrieved to obtain better prediction for decision-making and customized the intelligent design of products. This framework is proposed under the i4 principles due to the capacity of integration with cloud computing, big data analytics, ICT, CPS, and business informatics inside manufacturing production systems. The aim of this research is to utilize fuzzy c-means and Genetic Algorithm (GA) selection for customized designs for smart manufacture, where prediction and selection of best attributes and customers' needs and wants can be achieved.
In Section II of this paper, challenges and trends of i4 are discussed, together with the issues surrounding mass customisation. In Section III, we tackle the issue of smart design for mass customisation and present a self-organizing tool for predicting customer needs and wants. We demonstrate the effectiveness of the proposed methodology through a case study in Section IV. Lastly, Section V draws conclusions with discussions on future work.
II. CUSTOMISATION FOR INDUSTRY 4.0
Coined in the late 80's, the term mass-customized production has become a subject of research along with the proliferation of information throughout the IoT in the 21 st century affecting business strategies and acquiring goods & services [5] . This implicates that mass customisation in manufacturing's supply chain, material flow and information concerns, and connection between product types had a direct effect on customer satisfaction [6] .
Customized manufacturing describes a process for which all involved elements of the manufacturing system are designed in a certain way that enable high levels of product variety at mass production costs [5] -the reason why companies today are facing challenges as a result of customers' increasing demand for individualized goods and services. With the development and introduction of CPS into the manufacturing process, manual adjustments and variations on product quality can be minimized by connecting the virtual part of the process through computer-aided design (CAD) and comparing the desired information to target optimal features. Finally, all the streamed data that intervene with the process helps to monitor the manufacturing process and apply changes if necessary. From here, the idea of having a closed loop to constantly retrieve information in the customized design and customer satisfaction results in more informed processes and leads to reliable decisions [7] .
The next section describes how data and CPS can be integrated into a framework for manufacturing application.
A. CPS and data analytics framework for smart manufacturing
In recent years, the use of sensors and networked machines has increased tremendously, resulting in high volumes of data known as big data being generated [8] . In that way, CPS, which exploits the interconnectivity of machines, can be developed to manage big data to reach the goal of resilient, intelligent, and self-adaptable machines. Boost efficiency in production lines for meeting customers' needs and wants is key in i4 principles, and since CPS are still in experimental stage, a proposed methodology and architecture described in [9] which consists of 2 main components: (1) the advanced connectivity that guarantees real-time data procurement from the physical world and information feedback from the digital space; and (2) intelligent data analytics, management, and computational capability that constructs the cyber space. Fig. 1presents the value creation when combining CPS from an earlier data acquisition, and analytics.
From the above framework, the smart connection plays an important role, hence aqcuiring reliable and accurate data from machines including components and customers' feedback telling the insides of the design that best approaches to their needs and wants. Here is where enterprise manufacturing systems interviene such as enterprise resource planning (ERP), manufacturing exectution system (MES), and supply chain management (SCM). Data is obtained from those types of systems that update information in real time and provide a reliable inside of the product, from there all that collected data can be transformed into action [9] . Fig. 1 . Architecture for implementing CPS [9] i4 also describes the overlap of multiple technological developments that comprise products and processes. The purpose of this paper is to provide a robust methodology to find possible solutions to fill the missing gaps that big data offers to individualistic manufacture (customized production). The next section discusses the relation between smart products and machine learning for i4 environments.
B. Smart products and product lifecycle for Industry 4.0
Defined by [10] , a smart product is an entity (software, tangible object, or service) made and designed for self-organized embedding (incorporation) into different (smart) environments in the direction of its lifecycle. The smart product provides boosted simplicity and openness through improved Product-touser & Product-to-product interaction by means of proactive behaviour, context-awareness, semantic self-description, Artificial Intelligence (AI) planning, multimodal natural interfaces, and machine learning.
The interaction with their environment is what makes a product smart. Under the i4 principles, each product is tag with an identity for example, using Radio Frequency Identifiers (RFID). This result in the increase in volume, variety and velocity of data creation, which poses a challenge for identifying best, attributes in smart product designs to detect exactly what customers really want as an individual product. Today with the IoT, data is collected constantly creating a continuous stream of data, leading to an evolve data that comprises videos, sounds and images that can trigger best design for products, better quality, meet customer needs and wants, and process operations [11] .
The digitalization of the value chain, how to optimize a process, and bring flexibility lead to a whole value chain fully integrated. Customers and suppliers are included in the innovation of the product, through social software [12] . Then cloud services connect to the networked product in the use phase. During its entire lifecycle the product stays connected and maintain data collection, here big data can be used to create a feedback loop into the production phase, using algorithms and models that are able to process data in an unprecedented velocity, volume and variety [13] .
Creating smart products for i4 technologies also lead to determine the necessary base technologies, those can be named as follows: mobile computing, big data and Cloud Computing [11] . More than providing scalable compute capacity, i4 aims to provide services that can be accessed globally via the Internet, here lies the importance of cloud computing and mobile computing [14] . For this in [11] is proposed the framework depicted in Fig. 2 . Framework for smart product's innovation [11] The management and analysis of data is key to this work. CPS will only implement mass production, but mass customisation needs to be designed beforehand, and it is often found that customer is not clear what their needs and wants are [15] . Eventually, how data is managed will lead to evolution for the innovation floor by this constant communication and linkage that IoT enables.
Next section reviews the machine learning techniques together with Computational Intelligence (CI) for addressing prediction in customized production.
C. Computational intelligence for customized production
Discussed previously, the main components of the i4 or factory of the future vision are: CPS with the ability to connect everything through the IoT and IoS, in digitalized environment, comprising decentralized architectures and real-time capability to analyse huge quantities of data (big data analytics) in a modular way.
In this context classical and novel Machine Learning and CI techniques, among which Artificial Neural Networks (ANN), which have been developed exactly to extract (hidden) information from data for pattern recognition, prediction issues, and classification find a natural field of application. Such techniques have a huge potential to provide a clear improvement of many transformation processes, as well as to services by providing reliable insides of what customers' really need & want.
Addressing prediction in larger datasets can be but one application of Machine Learning techniques, but first it's necessary to understand the characteristics of the data in order to find the most suitable method according to data inputs [16] . A good understanding of the dataset is crucial to the choice and the eventual outcome of the analysis. Within the context of i4.0, there are two main sources of data: human-generated data and machine-generated data, both present huge challenges for data processing. Many of the algorithms developed so far are iterative, designed to learn continually and seek optimized outcomes. These algorithms iterate in milliseconds, enabling manufacturers to seek optimized outcomes in minutes versus months.
Facing the era of the IoT in [17] is discussed the integration of machine learning databases, applications, and algorithms into cloud platforms and most of all automate process because of the feasibility of controlling high-complex process. An architecture is proposed by [17] and presented in Fig. 3 .
This presented framework englobes four key components: customer relationships, design & engineering, Manufacturing & supply Chain, and Service & Maintenance. The Enterprise business process are connected inside the cloud that retrieves information already processed from the industrial equipment. Here is used intelligence in the form of systems service agent. Then local technicians report events, status or alarms if necessary for remote experts to evaluate each event; in this process business intelligence takes part when accessing all the data that the platform Hadoop processed to generate prediction models. Finally a cloud-based machine learning platform facilitates the analysis and new knowledge is obtain, which experts as well need to verify the reliability of prediction obtained.
Machine learning can also be implemented inside Business Intelligence where prediciton must be achieved, and also by using descriptive statistics that tell insights of customer relations. In [18] is suggested the following approaches for identifying customer relations:
Use linear models for data analysis, which regularly performed in simple ways, and since from linear statistics are implicit numerous assumptions about mutually independence between variables and normally distributed values, those can be helpful for initial stage of exploration. Dealing with stochastic distributions, the hidden Markov models (HMM) [19] focus on the analysis of temporal sequences of separate (discrete) states. As well, those are used for creating predictions on time-stamped events. When analysing customer satisfaction, the use of Bayesian networks are suggested in [20] , which are based on a graphical model representing inputs as nodes with directed associations among them. Nevertheless, because those are developed for academic level and do not provide needed levels of intuition, automation, and integration into corporate environments; accessible Bayesian network software is not suitable, enabling this can create them accessible to business users. Discussed in [18] , customers play a significant role in Smart Manufacturing environments, because of the improvement of customer-business relations and as well the responsiveness of business to take actions in real-time when needed based on customer lifecycle. Since this is not a trivial task that can be implemented overnight using existing business informatics models. Two main factors can be attributed to this [3] : (i) the lack of an automated closed-loop feedback system that can intelligently inform business processes to respond to changes in real-time based on the inputs (for example, data trends, user experience, etc.) received, and (ii) existing analytical tools cannot accurately capture and predict consumer patterns. Architecture for IoT services proposed by Microsoft [17] The use of digital models is a possible way forward for (i), a digital model able to achieve automation in a closed-loop.
A solution for (ii) when analyzing business contained in data using intelligence should be considered as the use of gathered information into data finally into action. Intelligence in this sense comes from the expert knowledge that can also be integrated in the analysis process, the knowledge-based methods used for analysis, and the new knowledge created and communicated by the analysis process.
The next section presents the used methodology for addressing prediction in customer relations, determining what customers' needs and wants are, and selecting best attributes.
III. METHODOLOGY AND APPROACHES
With all the revised methods and tools from different research, it was determined to use machine learning as unsupervised learning. In specific, it was used fuzzy c-means for clustering and genetic algorithms for selection of best attributes once the fuzzy clustering finished classifying. Following the next sections, the fuzzy c-means is described, together with the Genetic Algorithm (GA) selection. After the tools used, a proposed framework is shown, which integrates the i4 principles for design and manufacture, data analytics, machine learning, Computer Automated Design (CAutoD), among others. With this, the closed-loop for automation can finally close the missing gap for determining customers' needs and wants in order to achieve customized design and processes.
A. Fuzzy c-means approach
Cluster approaches can be applied to datasets that are qualitative (categorical), quantitative (numerical), or a mixture of both. Usually the data (inputs) are observations of some physical process. Each observation consists of measured variables (features), grouped into an
Observations set is denoted by = { | = 1,2, … }, and is represented as a × matrix: = ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ Many clustering algorithms have been introduced and clustering techniques can be categorized depending on whether the subsets of the resulting classification are fuzzy or crisp (hard). Hard clustering methods are based on classical set theory and require that an object either does or does not belong to a cluster. Hard clustering means that the data is partitioned into a specified number of mutually exclusive subsets. Fuzzy clustering methods, however, allow the objects to belong to several clusters simultaneously with different degrees of membership [21] . Fuzzy clustering assigns membership degrees between 0 and 1 that indicates their partial membership. Vital for cluster analysis is cluster partition, as well for identification techniques that are based on fuzzy clustering.
Most analytical fuzzy clustering algorithms are based on the optimization of the basic c-means objective function, or some modification of the objective function. The optimization of the c-means functional represents a nonlinear minimization problem, which can be solved by using a variety of methods including iterative minimization [22] . The most popular method is to use the simple Picard iteration through the firstorder conditions for stationary points, known as the FCM algorithm. Bezdek [23] has proven the convergence of the FCM algorithm. An optimal c partition is produced iteratively by minimizing the weighted within group sum of squared error objective function:
= ∑ ∑ , Where = [ , , … , ] is the dataset in a d-dimensional vector space, is the number of data items, is the number of clusters, which is defined by the user. Where 2 ≤ ≤ , is the degree of membership of in the ℎ cluster, is a weighted exponent on each fuzzy membership, is the center of the cluster , , is a square distance measure between object and cluster .
The following steps were used inside Matlab for the fuzzy c-means algorithm: 1) Input = centroid matrix, = weighted exponent of fuzzy membership, ∈ = threshold value used as stopping criterion, = [ , , … , ]: data Output = update centroid matrix 2) Randomly start the fuzzy partition matrix = 3) Repeat 4) Calculate the cluster centres with :
= ∑ ∑ Update the membership matrix using:
5) Return
After that, the best attributes are selected using GA toolbox in Matlab. The process is described in Fig. 4 .
B. Framework for predicting potential customer needs and wants
In Fig. 5 is depicted the framework proposed to solve several of the afore-mentioned challenges in i4. Based on i4 and Smart Manufacturing key objective, i.e. achieve selfprediction, and self-configurable in order to manufacture products and provide services tailor-made at mass production rates.
In the first block of the proposed framework, customer needs and wants are first captured and processed to extract key design characteristics. These information are then fed into a Computer Automated Design (CAutoD) engine [24] where the design requirements, features and performance objectives are mapped into 'genotypes' for further analyses. This process, which is commonly known as rapid virtual prototyping uses intelligent search algorithms such as the GA or Particle Swarm Optimization (PSO) to explore the design search space for optimal solutions. In the proposed framework, this process takes place over the Cloud and produces a set of an optimized virtual prototype at the end of the search.
The second block of the closed loop in Fig. 5 shows the virtual prototype, which is obtained from the selection and design process in CAutoD Through the integration of CPS or Cyber-Physical Integration (CPI), the virtual prototype in the second block is transformed into a physical product, i.e. the Smart Product as shown in Fig. 5 .
The next part of the framework refers to Business Informatics and how the smart products are connected to the IoT. Here is where big data comes in, through the performance of the product and the feedback from the customer, more features can be considered. This covers the necessary attributes for the product to be manufactured in optimal ways. Fig. 4 .
Genetic search framework using Matlab
Following this, the response obtained from the customer is automatically fed back to the system for further analysis and to fine-tune the virtual prototype. It is necessary to perform the analysis. This analysis is related to prediction, by using node or dynamic analysis that can perform clustering, selection and detection of patterns and visualize it. After that, the fuzzy cmeans clustering completes the update of selected attributes by comparing the latest input to the existing cluster and tries to identify one cluster that is most similar to the input sample. Then several features are fed back into the cloud again.
The analysis can result in two outcomes [3] : (i) Similar clusters found. If it is the case, this will be reflected as an existent attribute and the algorithm will update the existing cluster using information from the latest sample. (ii) Nonsimilar clusters found. The algorithm will hold its operation with the current sample until it sees enough out-of-cluster samples.
When the number of out-of-cluster samples exceeds a certain threshold, it means that there exists a new behaviour in the data that has not been modelled. The algorithm will then create a new cluster to represent the new behavior.
The data that is presented in the following section is used to solve the clustering problem with a fuzzy c-means network designed using the machine learning toolbox in Matlab. Fuzzy c-means are widely used to produce a concise representation of a system's behaviour, by grouping n clusters with every datapoint in the dataset belonging to every cluster to a certain degree [22] . 
IV. CASE STUDY
Cluster analysis with fuzzy c-means was performed to the data set found in [25] . This data set consists of three types of entities: (a) the specification of an auto in terms of various characteristics, (b) its assigned insurance risk rating, (c) its normalized losses in use as compared to other cars. The second rating corresponds to the degree to which the auto is riskier than its price indicates. Cars are initially assigned a risk factor symbol associated with its price. Then, if it is more risky (or less), this symbol is adjusted by moving it up (or down) the scale. Actuaries call this process "symbolling". A value of +3 indicates that the auto is risky, -3 that it is probably safer.
The third factor is the relative average loss payment per insured vehicle year. This value is normalized for all autos within a particular size classification (two-door small, station wagons, sports/speciality, etc...), and represents the average loss per car per year.
Database contents are shown in TABLE I. The results of the fuzzy c-means are shown in Fig. 6 . Here, the partition of the 3 clusters can be noticed. The scatter plot shows the connections between all the instances. From here, Matlab function for fuzzy c-means update the cluster centres and membership grades of each data point, clusters are iteratively moved from the centre to the right location inside the dataset. The selected parameters for the fuzzy c-means were 3 clusters, exponent =3, the maximum of iterations = 100, and minimum improvement= 1e-05. Since iterations are based on minimizing an objective function that represents the distance from any given data point to a cluster centre weighted by that data point's membership grade. Membership function plots obtained are presented in Fig. 7 , here for each cluster shows when it reached the maximum of iterations, or when the objective function improvement between two consecutive iterations is less than the minimum amount of improvement specified. Once the clustering was done, it was processed the training data to obtain the attribute classification inside Matlab toolbox for machine learning, were it was as well embedded IoT / big data / cloud (predictive customer needs and wants) Smart Design Smart Manufacture Smart Product Smart Service parallel routine for speeding up the whole process. Testing with several classifier algorithms, the results are presented in Fig. 8 .
All those values colored in green show the corrected classified instances, based on the attribute that best reflected the desired selection: manufacturer or make. The red slots represent the incorrect instances. Here the manufacturer (make) was selected as the predictive variable in order to provide which of the observed brands are more attractive to customers based on all the considered variables. For this plot in Fig. 9 is inferred what type of attributes represent the most corrected classified instances to the predictive model. The selected response variable was the Manufacturer, and each colour represents the brand related to the predictors (fuel-type, number of doors, body style, engine locations, HP, etc.). For which the strongest relation is found with the engine location, number of cylinders and the HP variables. Moreover, once the attribute selection was performed using the GA selection, it was selected the following instances: num-of-doors, drive-wheels, height, engine-type, num-ofcylinders. Those were performed with a crossover probability of 0.6, a max of generations of 20, mutation probability of 0.033, initial population size of 20, and an initial seed.
V. DISCUSSION AND CONCLUSION
The use of fuzzy c-means to identify clustering, classify attributes and then select instances using GA search has delivered promising performance. It is found that visualization of results facilitates the analysis in real time. Identification of values for customers' acquisition of a car based on categorical and numerical inputs can be achieved with fuzzy clustering.
Through the development of a predictive tool for mining customers' subconscious needs and wants, selection of best designs can thus be achieved in a smart way. The following features are summarised through the development of this work:
1. In the case study, the results reveal that customer behaviour is based on 5 attributes (number-of-doors, drive-wheels, height, engine-type, number-of-cylinders). 2. Fuzzy c-means has performed a good partition on the dataset and has identified 3 clusters for classification. 3. A feedback design process is suitable for automation with CAutoD. 4. Intelligent search within the design process allows needs and wants to be predictively covered, with virtual prototypes further tuneable by the customer. 5. A CPS interconnected to the designed virtual prototypes would implement customisation efficiently. 6. A smart product may be gauged with business informatics and reliable data constantly, which can be fed back to smart design with IoT in the loop of the i4 value chain. 7. Since the "Internet of Everything (IoE)" facilitates connection through the cloud, it could make it faster to satisfy customer needs and wants. 8. Customer-oriented decision by the manufacturer becomes easier to make, with customer-driven informatics, design and automation. 9. Big data analytics help visualize the influence of product characteristics, clustering and interpretation of subconscious customer needs and wants.
