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a b s t r a c t
A second-order abstract problem involving derivatives of non-integer order in the
nonlinearity as well as in the nonlocal conditions is considered. This problem covers many
situations arising in realworld phenomena and extends the case of integer order to the case
of non-integer order.We establish the existence of mild solutions. Under extra appropriate
sufficient assumptions on the nonlinearity and on the initial data these mild solutions are
shown to be classical.
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1. Introduction
Problems with nonlocal conditions have been extensively studied by several authors in the last two decades. The reader
is referred to [1–6] and references therein (to cite but a few) for the case of abstract second-order differential equations.
In contrast, one cannot find papers in the literature dealing with nonlocal conditions involving fractional derivatives.
Nevertheless, we may find a few papers treating well-posedness and asymptotic behavior of solutions for some problems
with boundary conditions containing fractional derivatives (see [7–12]). In [13] the present author has introduced nonlocal
conditions involving fractional derivatives and called them ‘‘nonlocal conditions of fractional type’’. The order of these
fractional derivatives as well as the ones in the nonlinearity were between 0 and 1. In the present paper we consider the
case where the orders are between 1 and 2. Therefore, this paper may be regarded as a continuation of the paper [13]. In
the integer order case, the underlying space in which to look for mild solutions is the space of continuously differentiable
functions. If the derivatives are of order between 1 and 2, more regularity is needed for the initial data and also for the
nonlinearity. There are also several other differences from the already treated case where the derivatives were between 0
and 1. In particular, the continuity of the fractional derivative of a (continuous) function does not imply the continuity of its
fractional derivatives of lower orders.
The problem of concern is the following general Cauchy problem:
u′′(t) = Au(t)+ f (t, u(t),Dα1u(t), . . . ,Dαnu(t))
+
∫ t
0
g (s, u(s),Dν1u (s) , . . . ,Dνnu(s)) ds, t ∈ I = [0, T ]
u(0) = u0 + p u,Dβ1u(t), . . . ,Dβmu(t) ,
u′(0) = u1 + q (u,Dγ1u(t), . . . ,Dγr u(t))
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where 0 < αi ≤ 1 and 0 < βj, γk, νl < 2, i = 1, . . . , n, j = 1, . . . ,m, k = 1, . . . , r, l = 1, . . . , z. Here the prime
denotes time differentiation and Dρl , ρδ = αδ, βδ, γδ, νδ, δ = 1, . . . , n, δ = 1, . . . ,m, δ = 1, . . . , r, δ = 1, . . . , z,
respectively, denotes fractional time differentiation (in the Riemann–Liouville sense). The operator A is the infinitesimal
generator of a strongly continuous cosine family C(t), t ≥ 0, of bounded linear operators in the Banach space X and
f , g are nonlinear functions from R+ × X × · · · × X to X , and u0 and u1 are given initial data in X . The functions
p : [C(I; X)]m+1 → X, q : [C(I; X)]r+1 → X are given continuous functions. This problem has been studied in the cases
where αi, βj, γk, νl are 0 or 1 (see [1–3,14,5,6,15]). Well-posedness has been proved using different methods such as ones
based on fixed point theorems and the theory of strongly continuous cosine families in Banach spaces. We refer the reader
to [16–18] for a good account on the theory of the cosine family. The case p = q = g ≡ 0, 0 < αi ≤ 2, i = 1, . . . , n, has
been investigated by the present author (with Kirane and Medved’) in [19]. Several results on classical solutions and mild
solutions have been proved under different conditions on the nonlinearities and the initial data.
Here we consider the case where 0 < αi < 1, i = 1, . . . , n, and 0 < βj, γk, νl < 2 j = 1, . . . ,m, k = 1, . . . , r, l =
1, . . . , z. That is, we consider nonlocal conditions involving fractional derivatives which are the natural generalization of the
nonlocal conditions of integer order type. Moreover, the Lipschitz continuity of the partial derivatives of the nonlinearity f
is dropped. This contribution may be regarded as a generalization of the work of Hernandez [5] and an extension of [13].
To lighten the exposition of this work we will treat the problem
u′′(t) = Au(t)+ f t, u(t), tλαDαu(t)
+
∫ t
0
g

s, u(s), tλνDνu(s)

ds, t ∈ I = [0, T ]
u(0) = u0 + p u, tλβDβu(t) ,
u′(0) = u1 + q u, tλγ Dγ u(t)
(1)
with 0 < α < 1 and 0 < β, γ , ν < 2, λη ≥ 0, η = α, β, γ , ν. To make the problem more interesting we suppose further
that at least one of β, γ or ν is between 1 and 2.
The next section of this paper contains some notation and preliminary results needed in our proofs. Section 3 treats the
existence and uniqueness of a mild solution in an appropriate space. Section 4 is devoted to the existence and uniqueness
of a classical solution.
2. Preliminaries
In this section we present some notation, assumptions and results needed in our proofs later.
Definition 1. The integral
(Iαa+h)(x) =
1
0(α)
∫ x
a
h(t)dt
(x− t)1−α , x > a
is called the Riemann–Liouville fractional integral of h of order α > 0 when the right side exists.
Here 0 is the usual Gamma function
0(z) :=
∫ ∞
0
e−ssz−1ds, z > 0.
Definition 2. The (left hand) Riemann–Liouville fractional derivative of order α > 0 is defined by
(Dαa h)(x) =
1
0(n− α)

d
dx
n ∫ x
a
h(t)dt
(x− t)α−n+1 , x > a, n = [α] + 1
whenever the right side is pointwise defined.
In particular
(Dγa h)(x) =
1
0(2− γ )

d
dx
2 ∫ x
a
h(t)dt
(x− t)γ−1 , x > a, 1 < γ < 2.
See [20–24] for more on fractional derivatives and fractional integrals.
We will assume that
(H1) A is the infinitesimal generator of a strongly continuous cosine family C(t), t ∈ R, of bounded linear operators in
the Banach space X .
The associated sine family S(t), t ∈ R, is defined by
S(t)x :=
∫ t
0
C(s)xds, t ∈ R, x ∈ X . (2)
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It is known (see [21,22,25]) that there exist constantsM ≥ 1 and ω ≥ 0 such that
|C(t)| ≤ Meω|t|, t ∈ R and |S(t)− S(t0)| ≤ M
∫ t
t0
eω|s|ds
 , t, t0 ∈ R.
For simplicity we will write |C(t)| ≤ M˜ and |S(t)| ≤ N˜ on I = [0, T ] (of course M˜ ≥ 1 and N˜ ≥ 1 depend on T ).
If we define
E := {x ∈ X : C(t)x is once continuously differentiable on R} (3)
then we have:
Lemma 1 (See [17,18,15]). Assume that (H1) is satisfied. Then
(i) S(t)X ⊂ E, t ∈ R,
(ii) S(t)E ⊂ D(A), t ∈ R,
(iii) ddt C(t)x = AS(t)x, x ∈ E, t ∈ R,
(iv) d
2
dt2
C(t)x = AC(t)x = C(t)Ax, x ∈ D(A), t ∈ R.
Lemma 2 (See [17,18,15]). Suppose that (H1) holds, with v : R → X a continuously differentiable function and q(t) = t
0 S(t − s)v(s)ds. Then, q(t) ∈ D(A), q′(t) =
 t
0 C(t − s)v(s)ds and q′′(t) =
 t
0 C(t − s)v′(s)ds+ C(t)v(0) = Aq(t)+ v(t).
Definition 3. A continuous solution such that Dηu ∈ C(I, X), η = α, β, γ , ν, of the integro-fractional-differential equation
u(t) = C(t) u0 + p(u, tλβDβu(t))+ S(t) u1 + q u, tλγ Dγ u (t)
+
∫ t
0
S(t − s)
[
f

s, u(s), tλαDαu(s)
+ ∫ s
0
g

z, u(z), tλνDνu(z)

dz
]
ds (4)
for t ∈ I is called a mild solution of problem (1).
The following lemmas will be very useful later. The first two can be found in [24].
Lemma 3. If ϕ(x) ∈ ACn([a, b]) where
ACn([a, b]) := φ : [a, b] → R and (Dn−1φ)(x) ∈ AC[a, b] ,
α > 0 and n = [α] + 1, then
(Dαaϕ)(x) =
n−1
k=0
ϕ(k)(a)
0(1+ k− α)(x− a)
k−α + 1
0(n− α)
∫ x
a
ϕ(n)(t)dt
(x− t)α−n+1 , x > a.
Lemma 4. Let α > 0, β < 0 and ϕ ∈ L1(a, b) be such that In+βϕ ∈ ACn([a, b]). Then
Iαa+I
β
a+ϕ = Iα+βa+ ϕ −
n−1
k=0
ϕ
(n−k−1)
n+β (a)
0(α − k) (x− a)
α−k−1
where ϕn+β(x) = In+βa+ ϕ(x) and n = [−β] + 1.
Lemma 5 ([20], Property 2.4). Let α > 0, β > 0 be such that n − 1 < α ≤ n,m − 1 < β ≤ m (n,m ∈ N) and α + β < n,
and let ϕ ∈ L1(a, b) and ϕm−α ∈ ACm([a, b]). Then we have the following index rule:
Dαa+D
β
a+ϕ

(x) =

Dα+βa+ ϕ

(x)−
m−
j=1

Dβ−ja+ ϕ

(a+)
0(1− j− α) (x− a)
−j−α.
Lemma 6 ([20, Property 2.2 and Lemma 2.9(c)]). If α > β > 0, then the formula
Dβa+Iαa+ϕ

(x) =

Iα−βa+ ϕ

(x)
holds almost everywhere on [a, b] for ϕ ∈ L1(a, b) and it is valid at any point x ∈ [a, b] in the case where ϕ ∈ C([a, b]).
3. Existence of mild solutions
In this section we prove existence and uniqueness of a mild solution in the space
CRLη (I; X) := {v ∈ C(I; X) : tηDηv ∈ C(I; X), η = α, β, γ , ν}
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equipped with the norm ‖v‖η := ‖v‖C +
∑
η ‖tηDηv‖C where ‖.‖C is the sup norm in C(I; X). We also define the space
Eη := {x ∈ X : tηDηC(t)x is continuous on R+, η = α, β, γ , ν}.
The assumptions on f , g, p and q are:
(H2) f , tηf Dη−1f (0 < ηf < 1), g : R+ × X × X → X are continuous and satisfy the Lipschitz conditions
‖f (t, x1, y1)− f (t, x2, y2)‖ ≤ Af (‖x1 − x2‖ + ‖y1 − y2‖) ,tηf Dη−1f (t, x1, y1)− tηf Dη−1f (t, x2, y2) ≤ A˜ηf (‖x1 − x2‖ + ‖y1 − y2‖) ,
‖g(t, x1, y1)− g(t, x2, y2)‖ ≤ Ag (‖x1 − x2‖ + ‖y1 − y2‖)
for x1, y1, x2, y2 ∈ X, t ∈ I and some positive constants Af , A˜ηf and Ag .
(H3) p : [C(I; X)]2 → Eη and q : [C(I; X)]2 → X are continuous and satisfy
‖p(x1, y1)− p(x2, y2)‖ ≤ Ap (‖x1 − x2‖C + ‖y1 − y2‖C ) ,
‖q(x1, y1)− q(x2, y2)‖ ≤ Aq (‖x1 − x2‖C + ‖y1 − y2‖C ) ,
for x1, y1, x2, y2 ∈ C(I; X) and some positive constants Ap and Aq.
Lemma 7 ([4]). Let α > 0 and β > 0 be such that n− 1 < α ≤ n,m− 1 < β ≤ m (n,m ∈ N). If Dβa+f exists and is finite on
[a, b] and is such that Dαa+(Dβa+f ) exists also and is finite, then
Dαa+D
β
a+f (x) = Dα+βa+ f (x)−
m−
k=1
Ak
0(1− α − k) (x− a)
−α−k, x ∈ [a, b]
where Ak = limx→a+ Dm−ka+ Im−βa+ f (x), k = 1, 2, . . . ,m, provided that
(i) n+m− α − β ≥ 1 or
(ii) n+m−α−β < 1 and f is such that |x− a|λ f (x) is continuous on [a, b] for some λ ∈ [0, 1−γ ), with 1−n−m+α+β ≤
γ ≤ 1.
The next lemma is proved in [13] and is reported here with its proof just for completeness.
Lemma 8. If R(t) is a linear operator such that I1−νR(t)x ∈ C1([0, T ]), T > 0, then, for 0 < ν < 1, we have
Dν
∫ t
0
R(t − s)xds =
∫ t
0
DνR(t − s)xds+ lim
t→0+
I1−νR(t)x, x ∈ X, t ∈ [0, T ].
Proof. By Definition 2 and the assumption I1−νR(t)x ∈ C1([0, T ]), we have
Dν
∫ t
0
R(t − s)xds = 1
0(1− ν)
d
dt
∫ t
0
dτ
(t − τ)ν
∫ τ
0
R(τ − s)xds
= 1
0(1− ν)
d
dt
∫ t
0
ds
∫ t
s
R(τ − s)x
(t − τ)ν dτ
= 1
0(1− ν)
∫ t
0
ds
∂
∂t
∫ t
s
R(τ − s)x
(t − τ)ν dτ +
1
0(1− ν) lims→t−
∫ t
s
R(τ − s)x
(t − τ)ν dτ , t ∈ [0, T ].
Moreover, a change of variable σ = τ − s leads to
Dν
∫ t
0
R(t − s)xds =
∫ t
0
ds
0(1− ν)
∂
∂t
∫ t−s
0
R(σ )x
(t − s− σ)ν dσ +
1
0(1− ν) limt→0+
∫ t
0
R(σ )x
(t − σ)ν dσ
and the proof is complete. 
Now we prove a similar result for 1 < ν < 2.
Lemma 9. Let R(t) be a continuously differentiable linear operator on I and h continuous (with values in X) be such that
I2−νh ∈ C1([0, T ]). Then, for 1 < ν < 2, we have
Dν
∫ t
0
R(t − s)h(s)ds =
∫ t
0
R′(s)Dν−1h(t − s)ds+

lim
t→0+
R(t)

Dν−1h(t).
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Proof. By the assumption I2−νh ∈ C1([0, T ]) we infer that Dν−1h(s) exists and is continuous on I . Moreover, Lemma 7 or
formula (2.122) in [23]
Dρ

dnk(t)
dtn

= Dρ+nk(t)−
n−1
j=0
k(j)(0)t j−ρ−n
0(1+ j− ρ − n)
gives us
Dν
∫ t
0
R(t − s)h(s)ds = Dν−1+1
∫ t
0
R(t − s)h(s)ds
= Dν−1 d
dt
∫ t
0
R(t − s)h(s)ds = Dν−1
[∫ t
0
R′(t − s)h(s)ds+

lim
t→0+
R(t)

h(t)
]
= Dν−1
[∫ t
0
R′(s)h(t − s)ds+

lim
t→0+
R(t)

h(t)
]
.
Our assumption that I2−νh ∈ C1([0, T ]) allows us to apply the proof of the previous lemma to obtain
Dν
∫ t
0
R(t − s)h(s)ds =
∫ t
0
R′(s)Dν−1h(t − s)ds+

lim
t→0+
R(t)

Dν−1h(t)+ R′(t) lim
t→0+
I2−νh(t).
This completes the proof. 
Corollary 1. Let S(t) be the associated sine family with the cosine family C(t), with 1 < ν < 2 and let h be a continuous function
such that I2−νh ∈ C1([0, T ]). Then, we have for t ∈ [0, T ]
Dν
∫ t
0
S(t − s)h(s)ds =
∫ t
0
C(s)Dν−1h(t − s)ds.
Proof. This is a consequence of the fact that S(t) is continuously differentiable, the previous lemma and
Dν
∫ t
0
S(t − s)h(s)ds =
∫ t
0
C(s)Dν−1h(t − s)ds+

lim
t→0+
S(t)

Dν−1h(t)
=
∫ t
0
C(s)Dν−1h(t − s)ds. 
We are now ready to state and prove our first main result. Just to fix ideas we will assume in the rest of the paper that
0 < α < 1 and 1 < β, γ , ν < 2.
Theorem 1. Assume that (H1)–(H3) hold and λη ≥ η, η = α, β, γ , ν . Let u0 + p(u,Dβu(t)) ∈ Eη and u1 + q (u,Dγ u(t)) ∈
Eη−1. If M˜, N˜, R (a bound for tηDηC(t) on I) and R˜ (a bound for tηDη−1C(t) on I) and T are sufficiently small, then
problem (1) admits a unique mild solution u ∈ CRLη ([0, T ]).
Proof. Let us define the function
Φ(u)(t) := C(t) u0 + p(u, tλβDβu(t))+ S(t) u1 + q u, tλγ Dγ u(t)
+
∫ t
0
S(t − s)f s, u(s), sλαDαu(s) ds+ ∫ t
0
S(t − s)
∫ s
0
g

z, u(z), zλνDνu(z)

dzds (5)
and take its η-th (η = β, γ , ν) fractional derivative (using Lemma 7)
tηDηΦ(u)(t) = tηDηC(t) u0 + p(u, tλβDβu(t))+ tηDη−1C(t) u1 + q u, tλγ Dγ u(t)
+ tηDη
∫ t
0
S(t − s)f s, u(s), sλαDαu(s) ds
+ tηDη
∫ t
0
S(t − s)
∫ s
0
g

z, u(z), zλνDνu(z)

ds. (6)
Clearly, by our assumptions and for u ∈ CRLη ([0, T ]), the expressions in (5) and (6) are well-defined. In fact, by Corollary 1,
we can rewrite (6) in the following manner:
tηDηΦ(u)(t) = tηDηC(t) u0 + p(u, tλβDβu(t))+ tηDη−1C(t) u1 + q u, tλγ Dγ u(t)
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+ tη
∫ t
0
C(t − s)Dη−1f s, u(s), sλαDαu(s) ds
+ tη
∫ t
0
C(t − s)Dη−1
∫ s
0
g

z, u(z), zλνDνu(z)

ds. (7)
Therefore, Φ, tηDηΦ : CRLκ ([0, T ]) → C([0, T ]) (see Lemma 6). Next, by assumptions (H2), (H3) and (5), for u, v ∈
CRLη ([0, T ]), we have
‖Φ(u)− Φ(v)‖ ≤ M˜Ap
‖u− v‖C + tλβDβu− tλβDβvC+ N˜Aq ‖u− v‖C + tλγ Dγ u− tλγ Dγ vC
+ N˜Af
∫ t
0
‖u− v‖ + sλαDαu− sλαDαv ds
+ N˜Ag
∫ t
0
s sup
0≤z≤s
‖u− v‖ + zλνDνu− zλνDνv ds. (8)
Therefore
‖Φ(u)− Φ(v)‖ ≤

M˜Ap + N˜Aq

‖u− v‖C + M˜Ap
tλβDβu− tλβDβvC
+ N˜Aq
tλγ Dγ u− tλγ Dγ vC + N˜Af T sup
0≤s≤T
‖u− v‖
+ N˜Af
∫ t
0
sλαDαu− sλαDαv ds+ N˜AgT 2 sup
0≤z≤T
‖u− v‖
+ N˜AgT
∫ t
0
sλνDνu− sλνDνv ds
or
‖Φ(u)− Φ(v)‖ ≤ C1 ‖u− v‖C + C2
−
η
tληDηu− tληDηvC (9)
where
C1 = M˜Ap + N˜Aq + N˜Af T + N˜AgT 2
and
C2 = max

M˜Ap, N˜Aq, N˜Af T , N˜AgT 2

.
Moreover, by virtue of Lemma 6, we have∫ t
0
C(t − s)Dη−1
∫ s
0

g

z, u(z), zλνDνu(z)
− g z, v(z), zλνDνv (z) dzds
=
∫ t
0
C(t − s)I2−η g s, u (s) , sλνDνu(s)− g s, v(s), sλνDνv(s) ds
≤ M˜Ag sup
0≤z≤T
‖u− v‖ + zλνDνu− zλνDνv ∫ t
0
s2−η
0(3− η)ds
≤ M˜AgT
3−η
0(4− η)
‖u− v‖C + tλνDνu− tλνDνvC
and then
‖tηDηΦ(u)− tηDηΦ(v)‖ ≤ RAp
‖u− v‖C + tλβDβu− tλβDβvC+ R˜Aq ‖u− v‖C + tλγ Dγ u− tλγ Dγ vC
+ M˜A˜ηf T
1−ηf+η
1− ηf
‖u− v‖C + tλαDαu− tλαDαvC
+ M˜AgT
3
0(4− η)
‖u− v‖C + tλνDνu− tλνDνvC .
Hence,
‖tηDηΦ(u)− tηDηΦ(v)‖ ≤ C3 ‖u− v‖C + C4
−
η
tληDηu− tληDηvC (10)
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where
C3 = RAp + R˜Aq +
M˜A˜ηf T
1−ηf+η
1− ηf +
M˜AgT 3
0(4− η)
and
C4 = max

RAp, R˜Aq,
M˜A˜ηf T
1−ηf+η
1− ηf ,
M˜AgT 3
0(4− η)

.
For η = α we have by Lemma 8
tαDαΦ(u) = tαDαC(t)u(0)+ tαDαS(t)u′(0)+ tα
∫ t
0
DαS(t − s)f s, u(s), sλαDαu(s) ds
+ tα
∫ t
0
DαS(t − s)
∫ s
0
g

z, u(z), zλνDνu(z)

ds.
As 0 < α < 1, it is clear that∫ t
0
DαS(t − s)f s, u(s), sλαDαu(s) ds ≤ sup
s∈[0,T ]
‖sαDαS(s)‖
∫ t
0
(t − s)−α f s, u(s), sλαDαu(s) ds
≤ ‖tαDαS(t)‖C I1−α
f s, u(s), sλαDαu (s)
and tαDαS(t) is continuous on I because of Lemma 3 since S is differentiable. Selecting the different parameters in the
coefficients in the relations (9) and (10) and the ones corresponding to
tλαDαu− tλαDαv sufficiently small, the contraction
principle ensures the existence and uniqueness of a mild solution on I . 
4. Classical solutions
In this sectionwe prove the existence and uniqueness of classical solutions to problem (1).Wewill use the short notation
f˜ (t) = f t, u(t), tλαDαu(t) ,
g˜(t) = g t, u(t), tλνDνu (t) .
Definition 4. A function u(.) ∈ C2(I; X) such that tληDηu ∈ C(I, X), η = α, β, γ , ν, is called a classical solution of (1) if
u(.) ∈ D(A) satisfies the equation in (1) and the initial conditions are verified.
Notice, from Lemma 3, that if u(.) ∈ C2(I; X) then tληDηu ∈ C(I; X), when λη ≥ η.
The fact that tλαDαu is Lipschitz on I will be used in a crucial manner. However, this is not always true. It turns out that
this property holds when f is, in addition, Lipschitz in its first variable. This is what is proved next.
Proposition 1. Assume that (H1)–(H3) hold, λη ≥ η, η = α, β, γ , ν, u0 + p(u, tλβDβu(t)) ∈ E ∩ Eη and u1 + q(u, tλγ
Dγ u(t)) ∈ Eη−1. Let tλαDαC(t)u(0) and tλαDαS(t)u′(0) be Lipschitz on I and u be the mild solution of (1). If f is Lipschitz in its
first variable, that is
‖f (t, x, y)− f (s, x, y)‖ ≤ Bf |t − s| , t, s ∈ I, x, y ∈ X,
for some positive constant Bf , then, tλαDαu is Lipschitz on I.
Proof. From (4), Lemmas 3 and 8 (recall that 0 < α < 1), we have
tλαDαu(t) = tλαDαC(t) u0 + p(u, tλβDβu(t))+ tλαDαS(t) u1 + q u, tλγ Dγ u(t)
+ tλα
∫ t
0
I1−αC(t − s)f˜ (s)ds+ tλα
∫ t
0
I1−αC(t − s)
∫ s
0
g˜(z)dzds, t ∈ I.
Therefore, for t ∈ I and h such that t + h ∈ I , we can write
(t + h)λαDαu (t + h)− tλαDαu(t)
= (t + h)λαDαC(t + h)− tλαDαC(t) u(0)+ (t + h)λαDαS(t + h)− tλαDαS(t) u′(0)
+ (t + h)λα
∫ t+h
0
I1−αC(t + h− s)f˜ (s)ds− tλα
∫ t
0
I1−αC(t − s)f˜ (s)ds
+ (t + h)λα
∫ t+h
0
C(t + h− s)
∫ s
0
g˜ (z) dzds− tλα
∫ t
0
I1−αC(t − s)
∫ s
0
g˜(z)dzds
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or by a change of variables
(t + h)λαDαu (t + h)− Dαu (t)
= (t + h)λαDαC(t + h)− tλαDαC(t) u(0)+ (t + h)λαDαS(t + h)− tλαDαS(t) u′(0)
+ (t + h)λα
∫ t
0
I1−αC(s)f˜ (t + h− s)ds+ (t + h)λα
∫ t+h
t
I1−αC(s)f˜ (t + h− s)ds
− tλα
∫ t
0
I1−αC(t − s)f˜ (s)ds+ (t + h)λα
∫ t
0
I1−αC(s)
∫ t+h−s
0
g˜(z)dzds
+ (t + h)λα
∫ t+h
t
I1−αC(s)
∫ t+h−s
0
g˜(z)dzds− tλα
∫ t
0
I1−αC(t − s)
∫ s
0
g˜(z)dzds. (11)
The relation (11) implies that there exist Ki > 0, i = 1, 2, such that(t + h)λαDαu (t + h)− tλαDαu(t)
≤ K1h+ M˜T
λα+1−α
0(2− α)
∫ t
0
f˜ (s+ h)− f˜ (s) ds+ Tλα ∫ h
0
I1−αC(t + h− s)f˜ (s) ds
+ M˜T
λα+1−α
0(2− α)
∫ t
0
∫ s+h
s
g˜(z)dz
 ds+ Tλα ∫ h
0
I1−αC(t + h− s) ∫ s
0
g˜(z)
 ds
≤ K2h+ M˜T
λα+1−α
0(2− α)
∫ t
0

Bf h+ Af
‖u(s+ h)− u(s)‖ + (s+ h)λα Dαu (s+ h)− sλαDαu(s) ds.
This relation yields(t + h)λαDαu (t + h)− tλαDαu(t) ≤ K3h+ K4 ∫ t
0
(s+ h)λα Dαu (s+ h)− sλαDαu(s) ds
for some K3, K4 > 0 because u is Lipschitz on I , in fact u is differentiable since u0 + p(u, tλβDβu(t)) ∈ E and
u′(t) = AS(t) u0 + p(u, tλβDβu(t))+ C(t) u1 + q u, tλγ Dγ u(t)
+
∫ t
0
C(t − s)f˜ (s)ds+
∫ t
0
C(t − s)
∫ s
0
g˜(z)dzds.
The Gronwall inequality allows us to conclude that tλαDαu is Lipschitz on I . 
Lemma 10. Assume that ψ ∈ C1([0, T ]) and 0 < α < 1; then
∂hDαψ(t) = Dα∂hψ(t)+ ψ(0)∂ht
−α
0(1− α) +
1
0(−α)
1
h
d
dt
∫ h
0
ψ(s)− ψ(0)
(t + h− s)α+1 ds
where ∂hv(t) := [v(t + h)− v(t)] /h, t ∈ (0, T ] and h is such that t + h ∈ (0, T ].
Proof. This result is proved by using Definition 2 as follows:
∂hDαψ(t) = 1h [D
αψ (t + h)− Dαψ(t)] = 1
h0(1− α)
d
dt
[∫ t+h
0
ψ(s)ds
(t + h− s)α −
∫ t
0
ψ(s)ds
(t − s)α
]
= d
dt
I1−α∂hψ(t)+ ddt ∂h

ψ(0)t1−α
0(2− α)

+ 1
0(1− α)
1
h
d
dt
∫ h
0
ψ(s)− ψ(0)
(t + h− s)α ds
= Dα∂hψ(t)+ ψ(0)
0(1− α)∂h

t−α
+ 1
0(1− α)
1
h
d
dt
∫ h
0
ψ (s)− ψ(0)
(t + h− s)α ds, t, t + h ∈ I. 
We are now ready to prove our result on the existence and uniqueness of a classical solution.
Theorem 2. Suppose that (H1)–(H3) hold, λη ≥ η, η = β, γ , ν and λα ≥ α + 1. Assume further that u(0) ∈ D(A) and
u′(0) ∈ E are such that tλαDαC(t)u(0) and tλαDαS(t)u′(0) are Lipschitz continuous on I. If f is continuously differentiable then
the mild solution u(t) of problem (1) is twice continuously differentiable and satisfies (1) on [0, T ] for some T > 0.
Proof. As u(0) ∈ D(A) and u′(0) ∈ E it is clear from Lemma 3 that u(0) ∈ Eη ∩ E and u′(0) ∈ Eη−1. Therefore Theorem 1
ensures the existence and uniqueness of amild solution u in CRLη ([0, T ]). In addition to that, since u(0) ∈ E, u is continuously
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differentiable and for t ∈ I
u′(t) = AS(t)u(0)+ C(t)u′(0)+
∫ t
0
C(t − s)f˜ (s)ds+
∫ t
0
C(t − s)
∫ s
0
g˜(z)dzds. (12)
Let us consider the problem
ϕ(t) = C(t)

Au(0)+ f˜ (0)

+ AS(t)u′(0)+
∫ t
0
C(t − s)

f˜1(s)+ f˜2(s)u′(s)
+ f˜3(s)
[
λαsλα−1Dαu(s)+ s
λα−(1+α)u(0)
0(−α) +
sλα−αu′(0)
0(1− α) + s
λα I1−αϕ(s)
]
ds+
∫ t
0
C(t − s)g˜(s)ds. (13)
Here f˜i denotes the partial derivative of f with respect to its i-th component. Clearly, all the terms in the right hand side of
(13) arewell-defined and (13) admits a unique solutionϕ ∈ C([0, T ]) (see Theorem1).We claim that u′′ = ϕ on I . To see this
we will show that limh→0
∂hu′(t)− ϕ(t) = 0 where ∂h and h are as in Lemma 10. First, (12) and (13) imply the relation
∂hu′(t)− ϕ(t) = ∂hAS(t)u(0)+ ∂hC(t)u′(0)+ ∂h
∫ t
0
C(t − s)f˜ (s)ds
+ ∂h
∫ t
0
C(t − s)
∫ s
0
g

z, u(z), zλνDνu(z)

dzds− C(t)

Au(0)+ f˜ (0)

− AS(t)u′(0)−
∫ t
0
C(t − s)

f˜1(s)+ f˜2(s)u′(s)+ f˜3(s)
×
[
λαsλα−1Dαu(s)+ s
λα−(1+α)u(0)
0(−α) +
sλα−αu′(0)
0(1− α) + s
λα I1−αϕ(s)
]
ds−
∫ t
0
C(t − s)g˜(s)ds. (14)
We rearrange the terms in (14) side by side as follows:
∂hu′(t)− ϕ(t) = ∂hAS(t)u(0)− C(t)Au(0)+ ∂hC(t)u′(0)− AS(t)u′(0)
+ 1
h
∫ h
0
C(t + h− s)

f˜ (s)− f˜ (0)

ds+ (∂hS(t)− C(t)) f˜ (0)
+
∫ t
0
C(t − s)

∂h f˜ (s)− f˜1(s)− f˜2(s)u′(s)
− f˜3(s)
[
λαsλα−1Dαu(s)+ s
λα−(1+α)u(0)
0(−α) +
sλα−αu′(0)
0(1− α) + s
λα I1−αϕ(s)
]
ds
+ ∂h
∫ t
0
C(t − s)
∫ s
0
g˜(z)dzds−
∫ t
0
C(t − s)g˜(s)ds. (15)
Notice that we have managed to obtain some nice terms by adding and subtracting ∂hS(t)f˜ (0) and 1h
 t
0 C(t + h− s)f˜ (0)ds
which are actually equal.
For notational convenience we will denote by l(h) a generic expression (which may change from line to line) satisfying
l(h)→ 0 as h → 0. As
∂h
∫ t
0
C(t − s)
∫ s
0
g

z, u(z), zλνDνu(z)

dzds = ∂h
∫ t
0
C(s)
∫ t−s
0
g

z, u(z), zλνDνu(z)

dzds
=
∫ t
0
C(t − s)g s, u(s), sλνDνu(s) ds+ l(h)
and by Proposition 1f˜ (s)− f˜ (0) ≤ Af ‖u(s)− u(0)‖ + sλαDαu(s)− sλαDαu (0)+ Bf |s|
≤ C5s
the relation (15) (with the help of Lemma 1) yields∂hu′(t)− ϕ(t) ≤ l(h)+ ∫ t
0
C(t − s)

∂h f˜ (s)− f˜1(s)− f˜2(s)u′(s)
− f˜3(s)
[
λαsλα−1Dαu(s)+ s
λα−(1+α)u(0)
0(−α) +
sλα−αu′(0)
0(1− α) + s
λα I1−αϕ(s)
]
ds
 . (16)
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Furthermore, as f is continuously differentiable we may write
f˜ (s+ h)− f˜ (s) = f˜1(s)h+ f˜2(s) (u (s+ h)− u(s))+ f˜3(s)

(s+ h)λαDαu (s+ h)− sλαDαu(s)
+ h, u (s+ h)− u(s), (s+ h)λαDαu (s+ h)− sλαDαu(s)I×X2
×
ω f˜ (s), h∂hu(s), h∂h sλαDαu(s) (17)
where
ω f˜ (s), h∂hu(s), h∂h sλαDαu(s)→ 0 whenh, u (s+ h)− u(s), (s+ h)λαDαu (s+ h)− sλαDαu(s)I×X2
= |h| + ‖u (s+ h)− u(s)‖ + (s+ h)λαDαu (s+ h)− sλαDαu(s)→ 0.
The relations (16)–(17) and the identity
∂h

sλαDαu(s)
 = Dαu(s)∂hsλα + sλα∂hDαu(s)
imply that∂hu′(t)− ϕ(t) ≤ l(h)+ ∫ t
0
C(t − s)f˜3(s)
[
sλα∂hDαu(s)− s
λα−(1+α)u(0)
0(−α) −
sλα−αu′(0)
0(1− α) − s
λα I1−αϕ(s)
]
ds
 .
Taking into account Lemma 10, we get∂hu′(t)− ϕ(t) ≤ l(h)+

∫ t
0
C(t − s)f˜3(s)

sλα
[
u(0)
0(1− α)∂h

s−α
− s−(1+α)u(0)
0(−α)
]
+ sλαDα∂hu (s)− sλα I1−αϕ(s)+ sλαh0(−α)
∫ h
0
u(z)− u(0)
(s+ h− z)α+1 dz −
sλα−αu′(0)
0(1− α)

ds
. (18)
Moreover, since
Dα∂hu(t) = I1−α∂hu′(t)+ t−α ∂hu (0)
0(1− α)
the inequality (18) can be rewritten as∂hu′(t)− ϕ(t) ≤ l(h)+

∫ t
0
C(t − s)f˜3(s)

sλα
[
u(0)
0(1− α)∂h

s−α
− s−(1+α)u(0)
0(−α)
]
+ sλα I1−α∂hu′(s)− sλα I1−αϕ(s)+ sλαh0(−α)
∫ h
0
u(z)− u(0)
(s+ h− z)α+1 dz
+ sλα
[
∂hu(0)s−α
0(1− α) −
s−αu′(0)
0(1− α)
]
ds
.
Clearly
sλα
h0(−α)
∫ h
0
u(z)− u(0)
(s+ h− z)α+1 dz ≤
(s+ h)−α − s−α sλα
h0(−α + 1) sup0≤z≤h ‖u(z)− u(0)‖ .
If s ≤ h, then
|(s+ h)α − sα| sλα
hsα(s+ h)α ≤ (1+ 2α)s
λα−α−1
and if h ≤ s, then
|(s+ h)α − sα| sλα
hsα(s+ h)α ≤
sλα
h

1+ hs
α − 1
(s+ h)α ≤ αs
λα−α−1
where we have used the inequality (1+ x)δ ≤ 1+ δx. Therefore, by the continuity of u it is easy to see that∂hu′(t)− ϕ(t) ≤ l(h)+ ∫ t
0
C(t − s)f˜3(s)sλα

I1−α∂hu′(s)− I1−αϕ(s)

ds

≤ l(h)+ L
∫ t
0
sup
0≤σ≤s
∂hu′ (σ )− ϕ (σ) ds
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where L is a positive constant (depending on T ). By the Gronwall inequality we deduce that
lim
h→0
∂hu′(t)− ϕ(t) = 0.
This, with Proposition 2.4 in [15], implies that u(t) is a classical solution. The proof is complete. 
Examples. There exist several problems in applications which may fit into our problem (1). We can cite the Szabo
model which arises in the effect of attenuation of for instance ultrasound second-harmonic imaging and high-intensity
focused ultrasound beams for therapeutic surgery, the telegraph model which appears in the Brownian motion field, the
Lokshin–Webster model which appears in the study of wave propagation and many others which appear in viscoelasticity,
poroelasticity and porous media (see [26–29,25,23,24]). Simple models are of the form
∆p = 1
c20
∂2p
∂t2
+ 2α0
c0
f (α)Dαp,
[D2 + aD1+α + bD]u− div[A(x)grad u] = f (x, t)
and
∂2v
∂x2
− A∂
2v
∂t2
− B
∫ t
0
∂2v/∂τ 2√
t − τ dτ − C
∂v
∂t
= g(x, t)
augmented by nonlocal conditions.
Therefore an important class of problems in applications may be written in the following way:
∂2
∂t2
u (t, x) = uxx(t, x)+ F

t, x, u (t, x) , tλαDαu (t, x)

+
∫ t
0
G

t, x, u (t, x) , tλνDνu (t, x)

, t ∈ I = [0, T ], x ∈ [a, b]
u(t, a) = u(t, b) = 0, t ∈ I
u (0, x) = u0(x)+
∫ T
0
P

u(s), sλβDβu(s)

(x)ds, x ∈ [a, b]
u′(0) = u1(x)+
∫ T
0
Q

u(s), sλγ Dγ u(s)

(x)ds, x ∈ [a, b]
(19)
in the space X = L2([0, π]). We define the operator Ay = y′′ with domain
D(A) := {y ∈ H2([0, π]) : y(0) = y(π) = 0}.
This operator A has a discrete spectrum with−n2, n = 1, 2, . . ., as eigenvalues and zn(s) = √2/π sin(ns), n = 1, 2, . . ., as
their corresponding normalized eigenvectors. Thus we may write
Ay = −
∞−
n=1
n2(y, zn)zn, y ∈ D(A).
Since −A is positive and self-adjoint in L2([0, π]), the operator A is the infinitesimal generator of a strongly continuous
cosine family C(t), t ∈ R, which has the form
C(t)y =
∞−
n=1
cos(nt)(y, zn)zn, y ∈ X .
The associated sine family is found to be
C(t)y =
∞−
n=1
sin(nt)
n
(y, zn)zn, y ∈ X .
One can also consider more general nonlocal conditions by allowing the Lebesgue measure ds to be of the form dµ(s) and
dη(s) for non-decreasing functions µ and η (or even more general: µ and η of bounded variation), that is
u (0, x) = u0(x)+
∫ T
0
P

u(s), sλβDβu(s)

(x)dµ(s),
ut (0, x) = u1(x)+
∫ T
0
Q

u(s), sλγ Dγ u(s)

(x)dη(s).
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These (continuous) nonlocal conditions cover, of course, the discrete cases
u (0, x) = u0(x)+
n−
i=1
αiu (ti, x)+
m−
i=1
βit
λβ
i D
βu (ti, x) ,
ut (0, x) = u1(x)+
r−
i=1
γiu (ti, x)+
k−
i=1
λit
λγ
i D
γ u (ti, x)
which have been extensively studied by several authors in the integer order case.
For u, v ∈ C([0, T ]; X) and x ∈ [0, π], defining the operators
p(u, v)(x) :=
∫ T
0
P (u(s), v(s)) (x)ds,
q(u, v)(x) :=
∫ T
0
Q (u(s), v(s)) (x)ds,
g(t, u, v)(x) := G(t, x, u(t, x), v(t, x)),
f (t, u, v)(x) := F(t, x, u(t, x), v(t, x)),
allows us to write (19) abstractly in the form (1). Under appropriate conditions on F ,G, P and Q whichmake the hypotheses
hold for the corresponding f , g, p and q, our theorems ensure the existence of solutions to problem (19).
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