ABSTRACT. In this article we investigate the equivalence of underdetermined differential equations and differential equations with deviations of second order with respect to the pseudogroup of
Introduction
The transformation properties of differential equations (including the equivalences and symmetries) were studied for a long time by using various methods: from the common direct calculations occasionally employing some simple geometrical concepts, through the Lie group method with the help of infinitesimal transformations, up to the Cartan's moving frames with the current G-structures modifications. Then the results are expressed in terms of differential invariants together with the compatibility conditions for the equivalence and symmetry transformations. On the contrary, analogous transformation properties for the difference equations seem to be of quite other nature. Only the direct approach is appropriate in this case and the results are as a rule expressed in terms of rather clumsy functional equations for the sought equivalences and symmetries.
We intend to deal with the intermediate problem, namely with the transformation properties of differential equations with deviating argument, and our aim is to employ the mechanism of moving frames in its original (rather effective and quite simple) setting. We believe that this is possible with the help of appropriate underdetermined differential equations. For better clarity, we deal with the second-order delay-differential equation y (x) = f (x, y(x), y(ξ(x)), y (x), (y(ξ(x))) , (y(ξ(x))) )
( 1 ) with a given delay function ξ(x). The right-hand side can be represented as F (x, y, y(ξ), y , y (ξ), y (ξ)) = f (x, y, y(ξ), y (ξ)ξ , y (ξ)ξ 2 + y (ξ)ξ ) (2) assuming the existence of ξ . Denoting z(x) = y(ξ(x)) it follows that the original equation (1) is equivalent to the requirements y = f (x, y, z, y , z , z ),
consisting of an underdetermined differential equation (3 1 ) together with a simple functional equation (3 2 ). We wish to apply the moving frames to (3 1 ) separately and then adapt the results by using (3 2 ) with the belief that the results can be interpreted in terms of the original equation (1) .
The most general pseudogroup of transformations that make a good sense in this connection consists of all invertible substitutions x = ϕ(x),ȳ = ψ(x, y),z = χ(x, z),
where the definition domains are certain open subsets D ⊂ R 3 of the space with coordinates x, y, z. The curve y = y(x), z = z(x) is transformed into the curvē y =ȳ(x),z =z(x), wherē
y(x) = ψ(x, y(x)),z(x) = χ(x, z(x))
and the original delay function ξ(x) is transformed into the new delayξ(x) satisfyingξ (ϕ(x)) =ξ(x) = ϕ(ξ(x)) (6) (whenever this equation is defined) in particular ξ(ϕ(x)) = ϕ(ξ(x)) if we suppose that the delay is preserved. In order to ensure (3 2 ) after the transformation, we have the requirementz(x) =ȳ(ξ(x)), that is,
χ(x, z(x)) = ψ(ξ(x), y(ξ(x))) = ψ(ξ(x), z(x))
by using (6) and (4) . Altogether, we obtain the additional functional equation
ensuring the existence of the transformed delayξ(x) satisfying (6) . The condition (7) simplifies if the transformations (4) are of a certain special kind. For instance, if
(x)B(y) + C(x), χ= D(x)E(z) + F (x), EQUIVALENCE AND SYMMETRIES OF SECOND-ORDER DIFFERENTIAL EQUATIONS then we have the functional equation D(x)E(z)+F (x) = A(ξ(x))B(z)+C(ξ(x)) which implies D(x) = A(ξ(x)), F (x) = C(ξ(x)), E(z) = B(z).
In full generality, our intentions are rather ambitious. So we start with a relatively modest setting of the problem: the second-order equations (1) or (3) subject to the seemingly simple pseudogroup of invertible transformationsx = ϕ(x), y = y + L(x),z = z + M (x) or, by using the logarithmic y and z scales, to the
Let us pass to more detail.
Setting the problem

Pseudogroup
We introduce the pseudogroup of all transformations 
.) Transformations Φ of our pseudogroup are characterized by the system of partial differential equations (the Lie's approach):
for the transformations (8) and conversely, these partial differential equations characterize just the transformations (8) . Alternatively, the pseudogroup of all transformations Φ can be characterized by the invariance of appropriate differential forms (E. Cartan's approach), namely of the forms
where A = 0, A 1 , A 2 are additional variables. In more precise terms, we moreover introduce the counterparts denoted by bars
and the invariance requirements ω 0 =ω 0 , η 0 =η 0 , ξ 0 =ξ 0 . Then the requirement ω 0 = Adx =ω 0 =Ādx together with the additional assumption A,Ā = 0 ensures thatx = ϕ(x) is a certain invertible function of x and we moreover obtain the transformation rule A =Āϕ for the new variables A,Ā. Analo-
is a function of x and then the transformation
for the new variables A 1 ,Ā 1 ensures the desired invariance. In a similar way,
Differential equations
The pseudogroup of transformations Φ will be applied to underdetermined differential equations of the second order. We consider the equivalence problem when the given equation
dx by means of the transformations (8) . In the direct approach, the prolongation
of the pseudogroup Φ is needed. Recall for clarity that the prolongation is induced by transformations
of the above-mentioned curves y = y(x), z = z(x) andȳ =ȳ(x),z =z(x), respectively, i.e.,
As a result, we obtain the explicit formula for the transformed equation,
One can observe that direct analysis of this result is rather an unpleasant task. Instead of this (rather clumsy) direct approach, we will apply the moving frames exactly corresponding to the above-mentioned Cartan's approach to the pseudogroup theory. The equation y = f will be represented by the Pfaffian system
and the equationȳ =f by the analogous system
We denote µ r = dy 
of the module generated by the forms µ 0 , ν 0 , µ 1 , ν 1 and of the forms ω 0 , η 0 , ξ 0 . Employing moreover formulae (9) and (10), many other invariant objects (in particular invariant functions) will be determined.
The reduction procedure
The submodule {µ 0 , ν 0 } is preserved. Then η 0 ∈ {µ 0 , ν 0 } is a linear combination of µ 0 , ν 0 if and only if η 0 = dy − y dx (= µ 0 ) and similarly ζ 0 = ν 0 . The forms η 0 , ζ 0 together with dη 0 , dζ 0 are preserved separately. The form ω 0 is preserved and
hence the family 
are separately preserved and unique, therefore all the coefficients are separately preserved and we choose B = −f y /A to simplify this differential. We get
with the coefficients
and invariant forms ω 0 , ω
and the invariance properties
. Coefficients
are uniquely determined and independent of any additional variable, therefore invariants.
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Ä ÑÑ 1º The equivalence problem for differential equations y = f ,ȳ =f and the pseudogroup Φ is characterized by the property of invariance of the forms
and differentials
with the invariance property) are determined by (11), (12). Moreover
are invariants.
with covariant derivatives
still provides the new invariant when applied to the invariant function F =F and is independent of any additional parameter.
An uncertain variable A
Let us consider the case when all functions (11), (12) and also all covariant derivatives of invariants F = f z , f y y , f y z + f y f z y containing the variable A vanish. In such case it is not possible to determine A as a function of coordinates x, y, z, y , z , z and the variable A is independent. We obtain the requirements
for the function f .
Ì ÓÖ Ñ 1º
The solution f of (18) is of the form
where
arbitrary constants and p(x), q(x) are arbitrary functions, x ∈ D(ϕ). The corresponding equation (3) can be expressed in the form
and
The last condition g z + g y J 2 = 0 is equivalent to
We obtain
by using (19), (20), (21). Substituting f into (3) we get the remaining part of the assertion.
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The equivalence conditions
The equivalence transformations between equations y = f ,ȳ =f are given by
in accordance with Lemma 1 and
and we get dπ = 0 where
The forms ω 0 , χ 0 , χ 1 , π can be taken into account. We have
due to ω 0 =ω 0 (i.e., A =Āϕ ) even if A,Ā remain uncertain variables. The equivalence conditions χ 0 =χ 0 , χ 1 =χ 1 and π =π can be expressed as
for the equivalence of equations y = f ,ȳ =f with
in the case of an uncertain variable A.
The determined case
Let us suppose that some of the equations (18) is not satisfied. Then A = A(x, y, z, y , z , z ) can be determined and
In order to determine the function f in terms of invariants, we need to solve the following system of equations
(25) We shall discuss two subcases with the highest possible symmetry: namely if all invariants are constant (Section 5.1) and if there exist only one nonconstant invariant function (Section 5.2). In the remaining case, if there are more functionally independent invariants, the equations are "rigid" and admit only few equivalence and symmetry transformations. (24), (25) are coefficients of developments (15), (22) with the invariance property and independent of any additional variables, they are true invariants.
Remark 2º Let A be a function A = A(x, y, z, y , z , z ). Then the coefficients
I 0 , J 0 , J 1 , J 2 , K, K 0 , K 1 , L 0 , L 1 , L 2 , M 0 , M 1 , N 0 , N 1 in
Constant invariants
We have A z = 0 because the right-hand side of the equation (25) is independent of z .
in accordance with f z = J 2 . We obtain the equation
by means of the transformation
The condition
The remaining conditions are transformed in analogous way, for the conditions containing f we use the relation (28). Moreover, (25) is transformed intõ
and we haveÃ z = 0 because the right-hand side of the equation is independent of z . As a result we obtain the conditions
for the functions g = g(x, u, z, u , z ),Ã =Ã(x, u, z, u ).
Ì ÓÖ Ñ 2º
The following functions and conditions are solutions of the system (31), (32) in the case of constant invariants.
P r o o f. We have the following constant invariants
and also
which is a contradiction since γ, β are independent of u . Thus β u = 0 and similarly β z = 0 by using g u /(g uu ) 2 = const. The function g is given by
and the remaining constant invariants are
Two different subcases for C 2 = 0 and C 2 = 0 should be distinguished.
(ι) Let us consider C 2 = 0. Assuming γ u = 0,
holds true and through successive differentiating ∂/∂u we obtain
which is a contradiction and we get γ u = 0. In a similar way we obtain γ z = 0 by means of (C 2 u + γ z ) 2 /γ z and γ = γ(x, z ). The function g is of the form
and we have the conditions + a(x) ). Furthermore, the condition (37) is equivalent to
(ιι) The second subcase is characterized by C 2 = 0 when
and γ u : γ z : (γ z )
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are constant invariants. Returning to the relations (31), (32) we have
Assuming
Notice that ∂ ∂u (γ u − I 0Ã 2 ) = −2I 0ÃÃu = 0 which means I 0 = 0 forÃÃ u = 0, i.e., γ u = 0 for example. As a result
with regard to the condition (37). This result coincides with (38) for
and we analyze the conditions
Through ∂ ∂u and ∂ ∂z applied to the last equation we obtain
and the same equation gives the condition
with two possibilities
The resulting functions and conditions are
is satisfied only if γ z = 0) and the resulting functions and conditions are
(ιι) 2 It remains to investigate the subcaseÃ u = 0, γ z = 0. First we considerÃ = µ(x, u, z) and
We get µ u − 2C 1 µ = 0 and µ z = 0 by using ∂ ∂u and ∂ ∂z , respectively. Thus
Second, the conditions
Similarly,
The resulting functions and conditions are of the form
(This result with J 1 = 0 involves (41).) The assertion is proved.
The equivalence conditions
similarly to the case of an uncertain variable. The relation g u = f y holds for f defined by (28), (29) and we have the equivalence conditions
in accordance with dA/A = dĀ/Ā+(ϕ /ϕ )dx and u = g. Assuming the transformation relations between u,ū for known, we give the remaining equivalence conditions depending on the coefficients of the right-hand side of differential equations under consideration.
We have the following equivalence conditions
corresponding to the functions g of Theorem 2.
Nonconstant invariants
We discuss the highest possible symmetry problem with nonconstant invariants. Let all the invariants be composed functions of the form G(F ), where F = F (x, y, z, y , z , z ) is a certain "basical" nonconstant invariant. We will use the covariant derivatives (16), (17) where A = A(x, y, z, y , z , z ) satisfies equations (24), (25) together with functions f = f (x, y, z, y , z , z ). We can see that F z = 0 because the condition (17) 1 is of the form
and ∂G(F )/∂z = F z /A = 0. In analogous way, A z = 0 in accordance with (25). Thus
Assuming F to be "basic" invariant, functions 
respectively. We investigate the following subcases.
(ι) The invariant F = ay +bz +c(x) in the subcase c y = c z = 0 in accordance with (45). Then
by means of (46) and 
. Solving these equations we get
by means of transformation (29) similarly to the case of the constant invariants. In contrast to the above-mentioned case we have transformed the basic invariant
, a = 0 and similarly the function A intoÃ = G (F )·(au +c(x)), the condition (51) into c + ag − (c + au )g u =Ã 2G (F ). Moreover, the conditions (24), (25) are
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transformed into new conditions of the type (31), (32) with coefficients denoted by I, J, K, L, M dependent onF . We need the conditions
to resolve the function g. The resulting functions and conditions are of the form
i.e.,
(ιι) The second fundamental subcase is characterized by the condition c y = 0, when F = ay +bz +c(x, y , z ), f z = J 2 (F ) and c y J 2 (F )+c z = 0 in accordance with (45), (47).
First we consider the conditions ∂F/∂η 1 = Af y = P 3 (F ), A y = K 1 (F ) from (17), (24). These conditions can be investigated since A = A(x, y, z, y , z ) is a function. Then c y y
is satisfied with regard to the equation 
V. TRYHUK -O. DLOUHÝ
Through ∂/∂y we get J 2 (c)α 2 (x, z ) + α z (x, z ) = 0 and we put
without loss of generality. The equations α 2 + α z = αβ + β z = 0 are equivalent to (56) and solving these equations we obtain functions
The basic invariant is
and the condition AF y = Aα(x, z ) = A/(z + a(x)) = P 3 (F ) gives the function
The covariant derivative
considered as an invariant M (F ) determines the function f of the form
(F (F ) = P 3 (F )M (F )/F ). We get the resulting functions 
and the condition (44) determines the function
The equation y = f is not an undetermined case of the equation (3). We analyze the remaining subcase. 
is the desired basic invariant. The condition AF y = P 3 (F ) determines the function A = P 3 (F )/α(x) and the covariant derivative 
The considered basic invariant
determines the function A = P 3 (F )/α(x) by using the condition AF y = P 3 (F ) and the covariant derivative ∂F/∂ω 0 = M (F ) determines the function f . As a result 
We get J 2 (F ) ≡ J 2 = const by using c y J 2 (F ) + c z = 0 and the assumption a 2 + b 2 = 0. The condition c z = J 2 c y is equivalent to
and assuming J 2 ∈ R we get both conditions c z = 0, c z = 0 because c z = 0 means J 2 (F ) ≡ J 2 = 0 as a subcase of (67). The functions A and f are determined by conditions AF y = P 3 (F ) and ∂F/∂ω 0 = M (F ), respectively. Now
without any additional condition. We have proved:
Ì ÓÖ Ñ 3º The following functions and conditions are solutions of the system (24), (25) for nonconstant invariants.
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The equivalence conditions
and moreover, F =F for the basic invariant F . We state the equivalence conditions depending on coefficients of the right-hand side of the differential equations under consideration.
corresponding to the functions f of Theorem 3.
We discuss only the conditions (b) of Corollary 3 relevant to f = J 2 z + K (F )(c (x)+ay +bz ) 2 +B(c (x)+ay +bz )z + 1 a E(ay + bz) 2 +q(x)(ay + bz) 
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Comments
