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1. INTRODUCTION 
I. 1. Additive functionals of Markov processes have been studied by 
many authors. We refer to [ 1 ] and [5] for the early history and to [ 161, 
I1719 [61, 181 f or more recent developments. The most complete results for 
the case of a time-reversible process are due to Fukushima [lo]. In this 
paper we study additive functionals of several independent ime-reversible 
Markov processes. The results are useful, in particular, for investigating a 
certain class of Gaussian random fields which includes the free field of 
Euclidean quantum field theory and the so-called Brownian sheet [9]. 
Our approach is different from that of Fukushima. Even in the case of one 
Markov process his results do not imply ours. 
In the Introduction first, additive functionals of Brownian motions are 
discussed on an intuitive level. Then the general concept of standard time- 
reversible Markov processes is outlined and the rigorous definition of 
additive functionals is given. On this base, the principal results of the paper 
are formulated. We mention also some open problems. 
1.2. An additive functional is a natural generalization of the path 
integral. Let x, be a path of the Brownian motion in an Z-dimensional 
Euclidean space E. For every positive measurable function h on E, the path 
integral 
A(Z) = 1 h(x,) dt 
I 
defines a family of random variables, indexed by open intervals I, with the 
following properties: 
1.2.A. A(Z) is determined by the values xI, t E I. 
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1.2.B. For every path, the function A(I) can be extended to a measure 
on the time axis. 
1.2.C. A shift c -+ t f u of the path induces an analogous shift of the 
corresponding measure. 
Any family with properties 1.2.A,B,C is called a homogeneous additive 
functional of X, (a technically accurate definition is given in Subsection 1.7). 
It turns out that all homogeneous additive functionals can be represented 
by path integrals of generalized functions h = dv/dm, where v is a measure 
on E and m is the Lebesgue measure. The path integral of such functions is 
defined by a certain limit procedure. 
We say that a path xt hits a set B if x, E B for some t. A set B is called 
inaccessible if almost all paths do not hit B. The functionals corresponding 
to two measures V, and v2 coincide along almost all paths if V, and v2 
coincide on the complement of an inaccessible set B. 
We consider only measures which are sums of a countable number of 
finite measures. We call them a-measures. A a-measure is admissible if it 
does not charge any inaccessible set. Every u-measure coincides on a 
complement of an inaccessible set with an admissible measure. Therefore we 
can without loss of generality consider only admissible measures. The 
measure concentrated at one point c is admissible if and only if dim E = 1. 
The corresponding additive functional is called the local time at point c. 
Now let us consider a second Brownian motion xi in a space E’ which 
may coincide with E or be different from E. A path xS, xi hits B c E x E’ if 
(xS, xi) E B for some (s, t). The definitions of inaccessible sets and 
admissible measures do not need any change. To every positive function h on 
E X E’ there corresponds a family of random variables 
A(IXI’)=j h(x, , x;) ds dt 
IXI’ 
with properties analogous to l.Z.A,B,C. We call it a homogeneous additive 
functional of x,, xi. We want to construct the path integral of the 
generalized function dv/dm for every admissible measure v on the product 
space E x E’ (m is the Lebesgue measure on E x E’). 
We are able to do this for a class JV of measures vwhich can be described 
as follows. Let I= dim E, I’ = dim E’. Put 
qr(x) = 1, for I= 1, 
= Ilog lx/L for I = 2, 
= Jx12-‘, for 12 3, 
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where Ix] means the Euclidean norm of x. We set v E p if 
I‘ v(dx, dx’) q,( y - x) q,,( y’ - x’) v(dy, dy’) < 00 l 
and we set v E .N if v(dx) = h(x) v”(dx), where 0 < h < co and ?E J”‘. 
We know that all measures of class / are admissible. We do not know if 
all admissible measues belong toJ’“. 
The following observation explains what kind of problem we have. To 
every measure v there corresponds a “bi-potential” 
“m, x7 = j 4d.v - x> 4,Lv’ - x’> V@Y9 W)
and a set C, = ((x, x’): f,( x, x’) = 03). It is easy to see that v E JV if 
v(C,) = 0. If C, is inaccessible, then v”(C,) = 0 for all admissible V: Every 
class of equivalent measures contains a measure v such that m(C,) = 0. The 
question is: Can C, be accessible if m(C,) = O? If the answer for some 1, I’ is 
negative, then the corresponding class JY contains all admissible measures. 
This is the case if I = 1 or I’ = 1. For I, I’ > 1, the problem remains open. 
The uniqueness theorem is true in full generality: if there exists a 
functional corresponding to a a-measure v, it is defined by v up to a set of 
paths of measure 0. 
Suppose that E’ = E and let v be the Lebesgue measure on the “diagonal” 
(x = x’ }. Simple computation shows that v EJY if dim E < 3. The 
corresponding additive functional is a random measure concentrated on the 
set {(s, t): x, = xi}. This kind of local time has appeared in a paper by 
Wolpert [ 181, where the family A(I) has been defined by passage to the limit. 
However, properties 1.2.B,C have not been proved. 
1.3. A Markov process X in a state space E is usually introduced by the 
probability pf(x, B) of transition from a point x to a set B in time t. We 
consider the symmetric case when 
= 1 Wx) P,k Bl) for all t > O,B,,&. (l-1) 82 
Here m is a u-finite measure on E. Relation (1.1) is satisfied if p,(x, &) = 
p((x, y) m(dy), where p*(x, y) = pt(y, x). (Formal definitions of a stationary 
’ We do not indicate the domain under the integral sign if this is the entire domain of the 
integrand. 
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transition function and a symmetric transition density are given in 
Sections 2.1 and 2.2.) Green’s function for p is 
g,(x, Y> =joa e-‘%(x, Y> & A > 0. 
A stochastic process in E is a measure P on the space I2 of all paths in E 
(a path is a mapping of R into E). Shifts 8, act in D by the formula 
(e”m)t= w,+u* A stochastic process is stationary if the measure P is 
invariant with respect o all 6,. Analogously, we say that a process is time- 
reversible if P is invariant with respect to all reflections @,,w)~ = wzu --l. 
Since every shift is a product of two reflections, all time-reversible processes 
are stationary. As usual, we denote the state at time t by x,(w) (which means 
the same as CO,). 
Let .F be the u-algebra in D generated by functions xl(w). There exists a 
measure P on jr such that, for all I, < t, < . .. < t, and all B, ,..., B,? 
Wt, E B 1 y--2 xt, E B,l = \ m(dx)p,I,,(t,, B  ;...; t,, B,), 
“BI 
where 
P&, 1 B, is..; t,, B,) 
= ,.. J c P&X, dy,) e.. P~,--I,+,(Y~--I, dy,). Bl ‘B” 
(1.2) 
(1.3) 
The measure P is p,-invariant. Hence our process is time-reversible. 
Kolmogorov’s theorem is aplicable only if pt(x, E) = 1 for all t, x. This is 
not the case if a process can terminate at random time. To preserve 
symmetry, we introduce the birth-time a > -co and the death-time /3 < co. 
Every path o is defined on an interval (a, /I) depending on w. Let Q be the 
set of all such paths. Using a theorem of Kuznecov [ 111, we construct a 
measure P on 6’ satisfying the condition (1.3) and we get a time-reversible 
Markov process on a random time interval d = (a, p) corresponding to p, m. 
(To avoid cumbersome formulae, we write {x, E B} instead of {a ( t < p, 
xI E B }. No confusion is possible since x, is defined only for a < t < p.) 
A Markov process is a richer structure than just one measure P on the 
space of paths. With every open interval Z we associate a sub-o-algebra F(Z) 
of .F generated by xI, t E I. To every t, x there corresponds a probability 
measure P:, on F,, = F(t, +oo) such that 
P;f,{x,, E B, >..., xI,EB,}=p,,x(t,,B,;...;t,,B,). (1.4) 
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Measures Pttx are called forward transition probabilities. All of them can 
be expressed through P, = Pi,x, by the formula 
P,~,=P,~B,-‘.~ (1.5) 
The backward transition probabilities are defined on XCt = F(-co, t) by the 
formula 
P, = P; o et-l, where P, =Pxop(yl. (1.6) 
We have 
P+ -‘=Psyx f,X OPU if s t t=2u. (1.7) 
To describe both the forward and backward transition probabilities, we 
introduce a parameter E with two values: + corresponds to the natural 
ordering of R and - corresponds to the reverse ordering. Formula (1.7) 
implies that 
P;,, e; 1 = PC f--1(,X’ 
Now we have all elements (d, x,, P, F(I), PF,,, p,) of a time-reversible 
Markov process X. 
1.4. To develop a meaningful theory it is necessary to reduce the space 
of all paths to a subset determined by certain regularity conditions. Usually 
this is the set of all cadlag paths-a French abbreviation for “right 
continuous with left limits.” Unfortunately this set is not closed under 
reflections. A way out is to split time replacing each moment t with two 
points t- and tt. A split path is a pair of E-valued functions CO-, CO,, 
a < t < /3. Under a reflection pU it goes to the split path (3 defined by the 
formula 
P. 
Of- = W(Zu-I)+ 3 c3 If = U(Zu-0-e (1.9) 
Shifts t911 transform each function w,- and q+ separately. 
For the sake of brevity we shall write wIf instead of o,-, We+. 
A split function al*, a < t < j3, taking values in a topological space is 
called continuous if 
lfh$l us- = I$ cc),+ = 01+, 
hf: w,- = lff: w,+ = ot- for all a < t < p. 
’ If w is a mapping of Q into 52’ and if P is a measure on R then P 0 I-’ means a measure 
P’ on R’ defined by the formula P’(C) = P((p-‘C). 
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Obviously, this is equivalent o the statement: mt+ is cadlag and o,- is its 
left continuous modification. 
1.5. Additional conditions constantly used in the theory of Markov 
processes (strong Markov property, quasi-left continuity) specify the class of 
standard processes (see Appendix). We say that a transition function p is 
standard if it corresponds to a standard process. 
We prove in the Appendix that, for a standard symmetric transition 
function p, measures P and P;,, can be constructed in the space of all 
continuous split paths in such a way that relations (1.2) and (1.4) hold for 
x,+ (w> = Wtt and for x,-(m) = wI-. The measure P is invariant with respect 
to all reflections (1.9) and the measures PJ,, satisfy condition (1.7). The 
collection (d, xl*, P,X(Z), P;,,, p,) is a standard time-reversible Markov 
process corresponding to p, M. In Section 2 we give a general definition of a 
standard time-reversible Markov process without using any topology in the 
state space E. 
An example of a standard time-reversible Markov process is given byf the 
Brownian motion in the Z-dimensional Euclidean space. It corresponds to the 
Lebesgue measure m and the symmetric transition density 
pl(x, y) = (2nt)-V2 exp (-&4)~ 
where 1 y - XJ is the Euclidean distance between x and y. In this case all 
paths are continuous and no time splitting is necessary. 
1.6. Suppose several standard time-reversible Markov processes Xi, i = 
1 ,,.., k, are given, each in its own state space E’ and with its own path 
space Qi. Considering these processes at different imes, we get a stochastic 
process with a k-dimensional time parameter t = (t’,..., tk). More precisely, 
we introduce product spaces T = Rk, E = nEi, s2 = nR’ and we put 
d(w) = n d’(d), x,*(w) = {x:,*(d),..., $k*(Wk>}, 
P = n Pi, F(Z) = n F’(Z’), p;,, = n Pf$ 
for w = (w’,..., xk) E R, t = (t’,..., tk) E T, E = (E’ ,..., ek), x = (xl,..., x”) E E, 
z=p x . . . x Zk. We denote by 2’ the group in R’ generated by the 
reflection operators & and we consider in ~2 the group 5@ of transformations 
rw = (r’wl,..., rkuk), r’ E RI,..., rk E Rk. 
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Shifts 
e,(o) = (B,l(W1),..., e”,k(co”)> 
form a subgroup of 9. 
The collection (d, x,, P, R(i), pf,, ,9) describes a family of independent 
standard time-reversible Markov processes or, shortly, a srandurd Markov 
family. The corresponding transition function, transition density and Green’s 
function are given by the formulae 
p,(x, dy) = n Pll(X’Y 40 P,(X, Y> = n Pfi(Xi, Y’>Y 
(1.10) 
g,(x, Y) = n gl(x’, 9). 
We put 
p(S, X; t, y) = npjiLSi(Xi, ,V’), 
where &xi, y’) = 0. We introduce an inner product 
I CPU, v>= j P(dX) &Tl(XY Y> WY) 
(1.11) 
(1.12) 
for measures on E and an inner product 
for measures on T x E. It is easy to check that 
(PY Pu> = Illi, 4, where ,L(ds, dx) = e-’ ds p(dx). (1.14) 
For k > 1, there exist no natural order in T. However, to every E = 
(&I,..., ek) there corresponds a partial order in T defined by the condition: 
s <’ t if, for every i, si < t’ in the ordering 8. Analogously, the writing s <’ t 
means si < t’ in si, i = 1, 2 ,..., k. 
Let J be an open interval in T, i.e., the product J’ x ... x Jk, where 
J’ ,..., Jk are open intervals in R. A measure P;,X is defined on F(J) if t <“J 
(i.e., t <’ u for all u E J). To every a-finite measure JA on E there corresponds 
a measure on F(J) given by the formula 
P:,,,(C) = j Pf,x(C) /W). (1.15) 
We denote by KJ the class which consists of all these measures and the 
SEVERAL MARKOV PROCESSES 71 
measure P restricted to F(J). (If J= T, then KJ contains only the 
measure P.) We put C E y(J) if C belongs to the completion of Y(J) 
relative to every measure P’ E KJ. 
1.7. An additive functional of a standard Markov family X is a function 
A(Z, w) of an open interval I c T and (0 E 0 taking values in the extended 
positive half-line [O, +co] and satisfying the following conditions: 
1.7.A. For every I, A(Z, .) is an jr(l)-measurable function of w. 
1.7.B. For every J, there exists a set L’(J) ET(J) and a measure 
A J(dt, w) on J concentrated on A n J such that: 
(a) P’(.R\Q(J)) = 0 for all P’ E KJ; 
(b) A(Z, w) = AJ(Z, w) for all I c J and all w E Q(J). 
We say that an additive functional A is homogeneous if it is concentrated 
on T, = (0, +a~)~ (i.e., A(Z) = A(Zf? T,) for all 1) and if: 
1.7.C. There exists a set R’ E<F(T+) such that: 
(a) P’(.R\O(T+)) = 0 for all P’ E K,+; 
(b) If LC) E a’ and u > 0, then B-,w E a’ and 
A(1 + u, &,o) = A(I, o) for all I c T, . (1.16) 
Among measures AJ the most important is the measure AT. 
To simplify notations, we drop the superscript T where it causes no con- 
fusion. 
The formula 
/c,(C)=Pj l&x,-,x,+)AW) (1.17) 
(where P means the integral over L2 with respect o the measure P) defines a 
measure on T x E x E. We call it the spectral measure of A. For every 
positive measurable function f, 
P i f(t, x,- , XI+ > A (dt) = I ‘.I-@, x, y> rua W, dx, &I. 
(1.18) 
The spectral measure of a homogeneous functional is concentrated on 
T, x E x E and we consider it only on T, x E X E. We have 
pa (u + dt, dx, dy) = P, (dt, dx, dy) for all u > 0. 
Hence p,(dt, dx, dy) = dt ,L(dx, dy), where P is measure on E X E. 
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Additive functionals A and B are called equivalent if, for every J, there 
exists a set n(J) E F(J) subject to condition 1.7.B(a) such that ,4(Z) = B(I) 
for all Z c J and all w E C!(J). 
Two equivalent functions have the same spectral measure ,u. The converse 
is true if p is a a-measure. 
An additive functional A is called natural if the measure p, is concen- 
trated on the set {(t, x, y): x = y}. This is equivalent o the condition 
p fkx,-,x,+)A(dt)= f(4x,x)1.‘..@,dx) 1 i (1.19) 
for all positive measurable f: Here Y, is a measure on T x E. We call it the 
characteristic measure of a natural functionalA. It follows from (1.19) that 
Pjf(t,x,+)A(dt)=Pjf(t,x,~)A(dt)=(f(t~x)v,(dt,dx) (1.20) 
for every positive measurable f: If A is homogeneous, then v,(dt, dx) = 
dt v(dx), where v is a measure on E. 
To every h > 0 there corresponds a natural additive functional 
A(Z)=J h(t,x,+)dt. 
I 
It has the characteristic measure vA(dt, dx) = h(t, x) dt m(h). (If we replace 
xl+ by x,-, we get an equivalent functional.) 
We say that a measure y on T is z-continuous if it does not charge any 
hyper-plane LL = {t: t’ = r), i = l,..., k, r E R. This is equivalent to the 
condition: y(Z + t) is continuous in t for every open interval I. An additive 
functional A is called continuous if the measure A(., o) is z-continuous for 
P-almost all 0. 
We prove that for every natural additive functional A 
JW’9* > {VA > v, I (1.21) 
and, if PA(T)’ < co, then A is continuous if and only if (1.2 1) holds with the 
equality sign. 
1.8. In Section 5 we construct natural homogeneous additive functionals 
corresponding to a certain class of measures. 
Let v be a measure on E. Put v EN if v(dx) = h(x) ?(dx), where 
(V; v> < co. (For the Brownian motion JV coincides with the class introduced 
in Subsection 1.2.) All measures of class M are u-finite. To every v E JY 
there corresponds a homogeneous continuous natural additive functional A, 
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with the characteristic measure dt v(dx). If v is absolutely continuous with 
respect to m, then 
A(Z)= I$(x,+)& J^ ZcT,. (1.22) 
For an arbitrary measure v we put 
We have 
where 
v,(B) = 
j 
e-%(dx) ps(x, B). 
R 
v&N = fd~) m(49, 
(1.23) 
(1.24) 
MY) = ems 1 VW) P&G Y>- (1.25) 
If (v,v)< co, then (v-vvg,v-v& -+ 0 as 6 + 0 which implies that, for every 
Zc Tt, 
4Z> = f e-!&k+ > dt 
-I 
(1.26) 
converges in L’(P). Assuming, in addition, that the measure v is finite, we 
prove the existence of a natural functional A such that 
A (I) = ljy a,(Z) in L*(P). (1.27) 
We get A, by the formula 
A “(dt) = e’A (dt). (1.28) 
If v is an arbitrary measure of M, then there exists a finite measure V; such 
that (V; 9 < co and v(dx) = h(x) v’(dx). We put AJdt) = h(x,+)A,(dt). 
1.9. We use the following terminology. Let (a, R, P) be a measure 
space. We write FESr if F is an ST-measurable function with values in 
[O, +co]. We denote by PF the integral of F with respect to P over the whole 
space Q. A set Cc Q is P-certain if it belongs to the completion of ST with 
respect to P and P(R\C) = 0. If these conditions are satisfied for all P of a 
class K, we say that C is K-certain. The abbreviation “a.s. K on a means 
“for all elements UJ E fi which belong to a K-certain set C.” 
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Let J be a set partially ordered by a relation s < t. There exist four kinds 
of open intervals in J: 1, J,, = (t: s < t), J<,,= {t: t < u} and (s, U) = 
J>sn J<U. We denote by S’J the minimal o-algebra in J which contains all 
open intervals. All partial orderings E of the space T = Rk lead to the same 
system of open intervals, and the corresponding u-algebra 9T is just the 
Bore1 u-algebra in Rk. 
The conditioning P{ Y 1 A } is usually defined only for a probability 
measure P. However if P is a-finite on A, then there exists a strictly positive 
function Z E A such that PZ = 1. The measure P(do) = Z(w) P(do) is a 
probability measure. We put P{ Y 1 A} = P{ Y ( A} which is legitimate since 
the right side does not depend on Z. 
We shall use very often the following well-known lemma (see, e.g., 
[4, Lemma 0.1 I). 
LEMMA 1.1. Let H be a class of positive functions on a set E with the 
following properties: 
1.ll.A. 1 E H. 
1.11 .B. if h E H and a is a positive number, then ah E H. 
l.ll.C. Ifh,,h,EH, then h,+h,EH. 
1.ll.D. Ifh,,h,EH,h,>h,andh,isbounded,thenh,-h,EH. 
1.ll.E. Zfh,EH, h,fh, then hEH. 
Suppose that GY is a class of subsets of E closed under intersection. If H 
contains the indicator functions for all sets of Q, then H contains all positive 
functions measurable with respect o the o-algebra generated by @. 
2. STANDARD TIME-REVERSIBLE MARKOV PROCESSES 
2.1. Let (E, 37) be a measurable space. A stationary Markov transition 
function is a positive function p,(x, B), t E R, = (0, co), x E E, B E 9, with 
the following properties: 
2.1.A. For every t > 0, x E E, p,(x, .) is a measure on 9. 
2.1.B. For every B E 9, p,(x, B) is 3R+ x S-measurable in t, x. 
2.1 .C. p,(x, E) < 1 for all t, x and tends to 1 as t + 0.. 
2.1.D. For all s, t > 0, x E E, B E 9, 
f P&G dy) P,(Y, B) = ps+ t(x, B). 
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We put 
Ptf(x) = 1. P,G? dY) f(Y). (2.1) 
It follows from 2.1 .D that P, P, = P, + (. We assume that a a-finite measure 
m on (E, ~9) is fixed and that the symmetry condition (1.1) is satisfied. This 
implies 
where 
P,f, h) = (.A P,hh II Plfll G Ilfll~ (2.2) 
CL h) = jf(x) h(x) m(dx), Ml = (f, .w2. (2.3) 
In other words, P,, t > 0 is a contraction self-adjoint semigroup on L*(m). 
Green’s kernel and Green’s operator corresponding to p are defined by the 
formulae 
g,(x, B) = Irn e-*$,(x, B) dt, L>O,xEE,BE9, (2.4) 
0 
WW = 1 g,& 44 f(y) = jr e-*‘WW dt. (2.5) 
In addition to 2.1.A,B,C,D, we assume that 
2.1.E. For every x # y there exists B E 9 such that g,(x, B) # 
&T,(YT w3 
2.2. A symmetric transition density is a positive function p,(x, y), 
tER,, x, y E E, with the following properties: 
2.2.A. p,(x, y) is ZSR+ x 9 x S’-measurable. 
2.2.B. SE p,(x, y) m(dy) p,( y, z) = pSll(x, z) for all s, t > 0, x, z E E. 
2.2.C. JE pp,(x, y) m(dy) < 1 for all t > 0, x E E and the left side tends 
to 1 as t + 0. 
2.2.D. If x # x’, then p,(x, y) # pt(x’, y) for some t, y. 
2.2.E. p,(x, y) = pl(y, x) for all t, x, y. 
To every symmetric transition density there corresponds a stationary tran- 
sition function 
P& dy) = P,(x, Y) m(dy) (2.6) 
’ Let H be the set of all bounded B-measurable functions. The image G,(H) is the same for 
all I > 0. Thus condition 2.1.E is equivalent to an analogous condition with any fixed 1 > 0. 
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which satisfies 2.1 .E and (1.1). We have 
&(X3 dY) = g,h Y) WY), (2.7) 
where g(x, y) is Green’s function introduced in Subsection 1.3. 
2.3. A time-reversible Markov process is described by: 
(i) a measurable space (E, 9) (the state space); 
(ii) a measurable space (LI,T) (the sample space); 
(iii) for every w E Q, an open interval d(w) = (a(w),/?(u)) (a > -co 
is called the birth-time and /3 < +co is called the death-time); 
(iv) for every w E LI, t Ed(w), two points x,-(w) and xt+(o) of E 
(the states at time t- and t+); 
(v) a measure P on (LI,fl; 
(vi) for every open interval I, a sub-o-algebra Y(Z) of ST; 
(vii) for every t E R, x E E, a probability measure Plx on R>, = 
Y(t, t-co) and a propability measure Pf;x on Ycf = Sr(-co, t) (forward 
and backward transition probabilities); 
(viii) for every u E R, a transformation p,, of Q such that p:(o) = w 
(the reflection in u). 
We denote by ST@, tt) the intersection of jT(s, u) over all u > t and we 
Put &t+ = Y(--CO, tt). Notations sT(s-, t), fl(s-, tt), etc., have an 
analogous meaning. We assume that: 
2.3.A. The measure P is a-finite on every a-alqgebra X(I). 
2.3.B. Sr(ll) c sT(I*) for I, c I,. 
2.3.C. For every u E R 
A@, co) = 2u - A(o), xt+@,w) =x(zu-r)- (w>, 
p; ‘F(I) = F(2u - I), 
Pop;‘=P, 
P+ t.x "Pu -’ = P;u--t,x. 
Gw 
(2.9) 
(2.10) 
(2.11) 
2.3.D. For all BE 3, t E R, {xl+ E B} ESr(t, f+). 
2.3.E. For all t, {a <t <,8} EST(t, t+) and Pltx{a <f <p} = 1. 
2.3.F. For every u E R, Y EK,,, the function F(x) = Plx Y is 5% 
measurable. 
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2.3.G. Let Y E.;r>t. Then 
m7JY~+)=cx,+y as. P on (t E d) (2.12) 
and, for all s < t, x E E, 
Cx(Y I .F(s, t+1) = p;fx,+ y a.s. PLX on (t E A }. (2.13) 
Because of 2.3.C, each of the conditions 2.3.D,E,F,G, can be replaced by 
an equivalent dual condition. For instance, 2.3.D is equivalent o: 
2.3.D*. For all B E 2, t E R, {x,~ E B} E F(t-, t). 
If the conditions 2.3.A through G hold, we say that X= (d, x,, , P,F(I), 
p:.,. PJ is a time-reversible Markov process. It is easy to check that 
and 
P,w9=YLks+t,+ EBI =K.Y~x,s-t,- EBI 
m(B)=P(x,+ EB}=P(x,-EB) 
(2.14) 
(2.15) 
do not depend on s and satisfy conditions Z.l.A,B,C,D and (1.1). Relations 
(1.2) and (1.4) hold for x,+ and for x,-. It follows from (1.2), (2.14), (2.15) 
and (2.2) that, for every s < t < U, fr , fi, f3 E 9, 
(2.16) 
(2.17) 
(We drop + and - in formulae which hold for xI+ and for x,- .) 
If a transition function pl(x, B) corresponds to a symmetric transition 
density by formula (2.6), then, by 2.3.G, (2.14) and (2.15), 
PLYL,, =PPu-~(x,xu)Y for every u > t, YES~>“. (2.19) 
Conditions 2.3.A through G remain valid if we replace each u-algebra 
F(s, U) by the minimal o-algebra which contains all sets 
(x,, E B}, s < r < u, B E 39 and {x,- E B}, s < t < u, B E 9.(2.20) 
2.4. We call a time-reversible process X standard if (E, 3) is a standard 
Bore1 space and if: 
2.4.A. For all f, x, PL,{x,+ =x} = 1. 
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2.4.B. For all s < t and all x. 
x,, = Xf- as. P,,, on {t E A}. 
2.4.C. For every bounded f E 2, the function G, f is line. 
Roughly speaking, “tine” means “continuous along almost all paths.” 
More precisely, a real-valued function h is called fine if it is g-measurable 
and the split function h(x,,) is: 
(a) continuous on the interval A a.s. P; 
.(b) continuous on A n R >s 
measures PStIu 
and tends to h(x,+) as t 1 s a.s. PST, for all 
defined by (1.15). 
We prove in te Appendix: 
LEMMA 2.1. If f is a boundedfine function, then so is PJ Fine functions 
generate the a-algebra 9. 
Property 2.4.B is closely related to the property 
X t+ =xt- a.s. P on (trS A}. (2.21) 
Formula (2.21) follows from 2.4.B and (2.12). If p is given by (2.6), then 
(2.21) and 2.4.B are equivalent (because of (2.19)). Property (2.21) follows 
also from 2.4.C 2.1.E and 2.3.C. Hence in the case of p given by (2.6), 
condition 2.4.B can be dropped from the definition of a standard process. 
2.5. The following theorem is proved in the Appendix: 
THEOREM 2.1. If p, m satisfy conditions 2.1 .A,B,C,D,E and (1.1) and if 
p is standard in the sense of Subsection 1.5, then there exists a standard 
time-reversible Markov process subject to conditions (2.14), (2.15) and the 
conditions: 
2.5.A. For every s < u, a-algebra ;T(s, u) is generated by the sets 
(2.20). 
2.5.B. Let F(t, x) = P,,, Y, t ( u, x E E, where YE 29 is bounded. 
Then the split function F(t, xl*) is: 
(a) continuous on A n R <u as. P, 
(b) continuous on (s, u A /?) and tends to F(s, x,+) as t 1 s a.s. Pz, for 
all measures PL, defined by (1.15). 
Remark 1. Condition 2.5.B holds for all bounded YE r>U if it holds 
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for the indicator functions of sets {x,+ E Z?}, B E 3 (in which case I;(& x) = 
~,-t(x,B)). 
Remark 2. In fact, condition 2.5.B is equivalent to 2.4.C (see 
[ 13, Theorem 11). 
2.6. We say that X = (Xl,..., X”) is a standard Markov family if every 
process X’ is a standard time-reversible Markov process subject o conditions 
2.5.A,B with a transition function of the form (2.6). 
Formulae of Section 2 hold for a standard’ Markov family if we interpret 
all symbols according to Subsection 1.6. In addition we put 
(2.22) 
and we understand the integrals (2.4) and (2.5) as integrals over T, with 
respect o the Lebesgue measure dt = dt’ . . . dtk. 
We define the closure r of an open interval Z = n (si, u’) as the set 
n Is’, u’] and we put C E N(J) if C = C, U C, U a.., C, E F(Z,), r, c J. 
It follows from (2.19) that: 
2.6.A. If C E N(J) and if: P(R\C) = 0, then C is K,-certain. 
3. MARKOV SYSTEMS 
3.1. In this section the results of [8] on Markov systems are extended to 
the multi-parameter case. We use the results in Section 4 to investigate 
properties of additive functionals in terms of their spectral measures. 
A Markov system M over T on a measurable space (J2,;3 is given by: 
(a) a function d(w) on 0 which values are open intervals in T, 
(b) a collection of sub-u-algebras ST(Z) of ST associated with open 
intervals Z c T, 
(c) a measue P on (Q,Sr). 
These elements are the subject to the following conditions: 
3.1.A. .F(Z,) csT(ZJ if I, cZ,. 
3.1.B. For every Z, 0, = {o: d(w) 3 I} belongs to jr(Z) and is a 
union of a countable number of sets C, EST(Z) such that P(C,) < co. 
3.1.C. If Z = I’ n I”, C’ E R(Z’), C” E ;T(Z”), then 
P(C~nC~~(~(~)}=P{C~~~jT(Z)}P(C~~~sT(I)} a.s. P on Q,. 
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To every standard Markov family X = (d, x,, ,X(I), P;,, ,9) there 
corresponds a Markov system M = (d, Sr(I), P). 
3.2. We introduce two remarkable u-algebras in the set W = ((t, CO): 
t E A(o)}. The optional o-algebra 9’ is generated by positive functions Y 
such that: 
(a) for every t, Yt coincides P-a.e. on the set {o: t cd(u)} with a 
.??I I + -measurable function; 
(b) for P-almost all w, Yf(o) is right-continuous in t on d(w). 
Replacing Xcl+ with X>r, we get the definition of the reconstructable u- 
algebra 2,. 
Two functions on W are P-indistinguishable if they coincide for all t E A 
P-a.s. We say that a u-algebra ~2 in W is generated mod P by a family V of 
subsets of W if every YE CPI is P-indistinguishable from a function 
measurable with respect o the u-algebra generated by V. 
LEMMA 3.1. The reconstructable u-algebra 9, is generated mod P by the 
family 
Wn (T,, x C), u E T, CET>,. (3.1) 
For k = 1 this is proved in [8] (see [8, Lemma 3.2, p. 6741). The proof is 
valid for the general case. 
We denote by flw the trace of .9r XX on W, i.e., the totality of all 
subsets of W which belong to .9T x ST. Let L stand for the space whose 
elements are classes of P-indistinguishable positive Xw-measurable functions 
and let Q(Q,) stand for the set of those classes in L which consist of -S- 
measurable (respectively, S,-measurable) functions. Addition, multiplication 
and pointwise convergence of functions induce analogous operations on L. 
THEOREM 3.1. If M is a Markov system over the real line R, then there 
exists a mapping I7 of L onto Q (called the optional projection) with the 
following properties: 
3.2.A. IZY = Y for YE Q. 
3.2.B. I7(YZ) = YZZ(Z) for YE Q, Z E L. 
3.2.C. II(Y + Z) = I7Y + I7Z. 
3.2.D. IIY” T Y if P 1 Y. 
3.2.E. For a class Y of L which contains a function Y,(o) = 
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l,(t) F(o), where F is bounded and T-measurable, the optional projection 
Z = l7Y is defined by the function 
(the limit is taken along the set of rational numbers). 
3.2.F. Let YE L be bounded and let Y’ =l7Y. If Y( is right- 
continuous, then so is Y:. If YE Q,, then Y’ E Q,. 
Properties 3.2.A through E define the mapping li’ uniquely. 
Proo$ All these statements are well-known in the case when P is a 
probability measure and d(o) does not depend on w (see [2, Chap. V] or 
[8, Sect. 3.21). To prove the general result, we construct a countable family 
of probability spaces (Q”, jt”, P”) and intervals .I” such that the union of 
W’ = J” x R” contains W. We consider the optional projection 17” in W 
relative to a certain increasing family ;T:, c E J”. For every YE <Fw, we 
denote by Y” the function which coincides with Y on Wn W and vanishes 
outside W. We check that IZ”Y” = IZ”‘Y”’ on W n W. Hence there exists a 
function Z7Y on W such that ZZY =Z7”Y” on W for all n. This is our 
function. 
To get a family of spaces which we need, we associate a probability space 
(G’, cjT’, P’) with every pair of rational numbers r < s in the following way: 
Q’ = {w: d(o) 3 (r, s)}, F’ is the trace of R on R’ and P’(dw) = 
Z(w) P(dw), where Z is an Sr(r, s)-measurable function such that Z > 0 on 
0’ and P(Z) = 1. We put J’ = I,, and we define x; as the trace of F&+ on 
a’. 
The uniqueness of IZ subject to conditions 3.2.A through E follows from 
Lemma 1.1 and the fact that functions described in 3.2.E generate 
Fw mod P. 
3.3. Starting from this point, we assume that M is a Markov system 
corresponding to a standard Markov family X = (Xl,..., x’). Using the 
Markov systems MI,..., Mk over R associated with processes Xl,..., p, we 
construct the optional projection for M. 
For every i = l,..., k, we have u-algebras 8’ and 9; in w’ = {(t’, w’): 
t’E d’(o’)} and the optional projection ZZi. Obviously (W,&,) = 
(W’,.9-a*) x *** x ( wk,jTbk). By Lemma 3.1, the reconstructable u-algebra 
9, for M is generated mod P by sets 
D’ x ‘. . x Dk, where D’= w’n(R.,UixCi), u’ER, 
C’ E Fi>,i, i = l,..., k. (3.3) 
Let Y(w) be a function of a class YE L. Fixing all components of 
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w = (WI,..., r.vk) except PV’, we get an R’,rmeasurable function Y’(w’). The 
option projection n’p of the corresponding element p of L’ is determined 
by Y up to P-indistinguishability. We denote by ZZ’Y the element of L 
defined by IZ’Y’. 
Using Lemma 1.1, it is easy to check that: 
3.3.A. Operators n’,..., ZIk commute. 
3.3.B. If 
then 
n= 17’ . . . p, Y = Y’(w’) * * * P(uk), 
ny=II’y’ . . . @yk 
3.3.C. n has properties 3.2.A,B,C,D. 
We call Ll the optional projection for M. 
For a wide class of functions Y, it is possible to express ZIY in terms of 
transition probabilities. 
LEMMA 3.2. Let 9, be the minimal o-algebra in W which contains all 
sets (3.3). 
Every class YE 9, has a -S?r-measurable function Y*(w), and the optional 
projection Z of Y is defined by the formula 
(3.4) 
Formula (3.4) is valid also for functions which satisfy the following 
conditions: 
(a) Y, E ;“,t for all t; 
(b) for P-almost all w, Y,(w) is a decreasing right-continuous function 
on d(o); 
(c) for every s and x. 
Y, T Y, as t 1 s a.s. P,,,. 
Proof. Formula (3.4) holds for the indicator functions of sets (3.3) by 
3.3.B, 3.2.E, and 2.3.G. By Lemma 1.1, it is true for all functions measurable 
with respect o the u-algebra 2,. As we know, 2, and 9,. coincide mod P. 
To prove the second part of the lemma, we introduce functions 
b,(u) = k/2” for k - 112” < u < k/2” 
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on the real line and we put 
b&l,..., tk) = (b,(t’),..., b,(t’o). 
Functions y: = Ybntt) are P,-measurable and, by Theorem 3.3, 
Passing to the limit, we get formula (3.4) for Y. 
3.4. All constructions in Subsectiqons 3.2 and 3.3 depend on a partial 
ordering of T. By applying these constructions to the reversed ordering, we 
get new u-algebras Z and -2,-. For the sake of symmetry, we write 9, for 
.9 and 9,.+ for 9,. We use the name c-optional for sets and functions 
measurable with respect to 9, and &-reconstructable for those measurable 
with respect o -9,,.4 
LEMMA 3.3. The o-algebra <Fw is generated mod P by functions 
Y=UV, UE$+, Vd-, U, V are bounded. (3.5) 
ProojY Since K&, = IJ F$, it is sufficient to check this for k = 1. It 
follows from 2.5.A that Sr(1) is generated by Y(t---, t+), t E I and, for every 
s < t < U, .F(s, U) =F(.s, t) V F(t, u). By Theorem 3.3 of [ 81 this implies 
the statement of our lemma. 
As in [8], we introduce the central u-algebra ‘Z = %,.+ f7 a,-. The same 
letters in italic stand for the corresponding subsets ofL. 
Let Ll, Y be the e-optional projection of Y. By 3.2.B, we have, for Y of the 
form (3.5), 17, Y = Vl7+ U, K Y= UK V. By 3.2.F and Lemma 1.1, 
n+ UE Q,, 3 Ii- V = Q,- . Hence 
n~n+Y=n+n~Y=n+uli~v. (3.6) 
It follows from (3.6), Lemma 3.3 and Lemma 1.1 that n- II, Y = n+ 17- Y 
for all YE 9$. We call the mapping Z7= KZ7, = 17, n- of L onto C the 
central projection. 
By Lemma 3.2 and (3.6), the central projection of a function (3.5) is given 
by the formula 
4 Here we consider only two of the 2k partial orderings (cl,..., E*) of T described in 
Subsection 1.6, namely, E’ = . . . = C’ = (+) and E’ = . . = ek = (-). u-algebra 3, is called 
well-measurable in [2], optional in [3] and right in [S]: the terms cooptional and left are used 
for 9_ and predictable and previsible for 9,-. 
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In particular, taking U,= lSCt@S+), V,= l,,,v(x,+) and using (2.14), 
(2.1) and (2.21), we get: The central projection of l,ir<u~(x,) u/(x,) is equal 
to 
1 s<l<up,-,~(xt-)p,-lc(/(x,+). (3.8) 
It follows from (3.8) and Lemma 1.1 that every central function is P- 
indistinguishable from a function f(t, x,- , x,,), where f E &?r X 2 x 2. 
3.5. Suppose that, for every open interval ZC T, a random variable 
A(Z) E x(Z) is given. We say that A is an additive functional of M if, for P- 
almost all w, A(Z, o) can be extended to a measure A(dt, w) on (T, 9r) 
concentrated on d(o). An additive functional is integrable if PA(T) < co and 
is a-integrable if it is a sum of a series of integrable functionals. 
THEOREM 3.2. Let A be a o-integrable functional of a Markov system M. 
Then, for all Y E FW, 
P . Y,A(dt) = PI Z,A(dt), 
J (3.9) 
where Z is the c-optional or the central projection of Y. Two o-integrable 
functionals A and B are equivalent tf 
(3.10) 
forallf E$-X9X9. 
For the case k = 1, this theorem has been proved in [8, Sect. 51. Using 
3.3-B, we get (3.9) for Y = Y’ . . . yk, where Y’ E Fbi. By Lemma 1.1, (3.9) 
holds for all YE srw. 
The second part of the theorem can be proved exactly as in [8]. 
4. ADDITIVE FUNCTIONALS 
4.1. Additive functionals of a standard Markov family X have been 
introduced in Subsection 1.7. If A is an additive functional of X, it is an 
additive functional of the Markov system M corresponding to X. It follows 
from Theorem 3.2 that a o-integrable additive functional is determined 
uniquely up to equivalence by its spectral measure. 
The formula 
A,(ds, dt, co) = A(ds, w) A(dt, w) (4.1) 
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defines, for P-almost all o, measure A, on T x T concentrated on A x A. We 
have 
A,(T x T) = A(T)? (4.2) 
THEOREM 4.1. Let A be a natural additive functional of X with the 
characteristic measure v, . Let c” = {(s, t): s <’ t}. Then 
PA,(V) = I’ vA(ds, dx) p(s, x; t, Y) l&, t) va(dt, dy), (4.3) 
where p(s, x; t, y) is defined by (1.11). 
Proof: Without loss of generality we can assume that E is the natural 
ordering of T and we put u’ = U. Obviously, 
A,(U) =,f Y,A(ds), 
where Y, = A(T,,). The function Y, satisfies conditions (a), (b), (c) of 
Lemma 3.2. Hence the optional projection of Y is P,,,,+Y, and by 
Theorem 3.2 
PA,(u) =P P,,xs+ YsA(ds). I 
By (1.19), we have 
PA z(U) = j- P,,, Y, V.&Is, dx). 
Formula (4.3) will be proved if we show that 
ps,xys= I il A-Ax, Y) v/&t, 49.’ E T>, 
Since Y, T Y, as. P,., as u 1 s by 1.7.B, it is sufficient to check that 
ps.,yu= .II ~t-s(x, Y) v&t, dv) for u > s. E T>u 
’ Applying this relation to the functional A(&) = f(t, x,+),4(&), f E 2’r x 9, we get the 
formula P,,, I, .,f(r, x,+)A(df) = I, (, _, P,_,(x, .v)f(x, Y) v,(df, dy), which has played a key 
role in 191. 
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where 
P,,, Y, = PPu-s(& x,> y, = p ^ F,A(@, 
J 
F, = lr>UP”-&) XU). 
The function F is &,--measurable, and by Lemma 3.2, Theorem 3.2 and 
(2.19) 
P j F,A (dt) = P j Pt,,,- F,A (dt) = 1 Ply F, y, (dt, dy). 
By (2.14) 
P,,F, = ( it-u(y, z) m(dz) P&G z). 
By 2.2.B and 2.2.E, the right side is equal to ptps(x, y) = p(s, x; t, y). 
4.2. COROLLARY. For every natural functional A 
PA(T)‘= {yA, ~a} +PA,(V), (4.4) 
where {v, v} is defined by formula (1.13) and V is the set of pairs (s, t) such 
that si = t’ at least for one i. 
Proof. The complement of V in TX T is the union of 2k disjoint sets u‘ 
corresponding to all orderings E in T. Therefore (4.4) is immediate 
implication of (4.3). 
4.3. THEOREM 4.2. A square-integrable natural functional A is 
continuous if and only tf 
PA(T)* = iva, ~41. (4.5) 
This follows immediately from (4.4) and 
LEMMA 4.1. A measure y is z-continuous if and only if y2( V) = 0, where 
y2 = y x y and V is the subset of T x T described in Subsection 4.2. 
Proof. Let Li = {t: t’ = r) as in Subsection 1.7. Note that (s, t) E V if and 
only if t E L, = u Lf . Hence 
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= I yi(si) y’(ds’) >[y’(d)]2 = [y(L# 
where yi is the projection of the measure y on the ith coordinate axis. If y is 
7zcontinuous, then y(L,) = 0 for all s and yz(V) = 0. On the other hand, if 
yz( I’) = 0, then @ii) = 0 for all i and all si. 
4.4. THEOREM 4.3. If A is a continuous natural functional concen- 
trated on J, then there exists a K,-certain set 0’ E F(J) such that, for all 
cc) E Q”, A(T, w) can be extended to a z-continuous measure. 
To prove this theorem we need some properties of the measures AJ 
introduced in 1.7.B and the corresponding measures A<(ds, dt, w) = 
AJ(ds, w) A-‘(dt, w). If we put AJ(., w) = 0 for c~ @ Q(J), then A-‘(I) E R(I) 
for all Z c J. By Lemma 1.1 this implies: 
4.4.A. A:(C) EF(J) for every C E 9: X .9J. 
It is easy to see that: 
4.4.B. If I c J, then A{(C) = A;(C) for all C E sJ x 9J a.s. KJ. 
The proof of Theorem 4.3 is based on the following 
LEMMA 4.2. Let C E 9J x 9J. If A:(C) =Oa.s. P, then A{(C) =0 
a.s. KJ. 
To prove this lemma we consider a sequence I,, T J such that 1” c J. Let 
C, = C r-7 (I, x I,), 0, = {A$&) = 0}, 0’ = n s1,. By 4.4.A,B, 0, E F(1,). 
We have R’ n n(J) = 0’ f? Q(J), where G(J) is the set in 1.7.B and 
Q” = {A<,(C) = 0). If R” is P-certain, then so is a’. By 2.6.A, R’ is KJ- 
certain, and so is Q”. 
Proof of Theorem 4.3. By Theorem 4.2, A,(V) =0 a.s. P. Hence 
A,(F’,) = 0 a.s. P, where V, = Vf? (J x J). By Lemma 4.2, A:(V,) = 0 a.s. KJ 
and, by Lemma 4.1, the set 0’ = {A:(V,) = 0) has the properties described 
in Theorem 4.3. 
4.5. We conclude the section with two lemmas which are used in 
Section 5. 
LEMMA 4.3. Every measure v of the class M is a-jmite. 
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Proof. It follows from (1.12), 2.2.B,E that 
(“3 v> =j-f&)’ dt m(dz), 
where fs is given by (1.25). If (v, v) < 00, then f,(z) < co for almost all t, z 
(relative to the measure dt m(dz)) and there exists a function I,(z) > 0 such 
that J” l,(z)f,(z) m(dz) dt < co. This is equivalent o the condition v(F) < co, 
where F(X) = l e-$,(x, z) Z,(z) dt m(dz). If F(x) = 0 for some x, then 
p((x, z) = 0 for almost all t, z. This contradicts to 2.2.C. Hence F is strictly 
positive. 
LEMMA 4.4. Let p and v be finite measures on T x E x E. Suppose that 
p(f) = v(f) for allfunctions 
f(t,-& Y) = 1 ,<f,,pl-&) pu-,V(Y)? (4.6) 
where s < u E T and q~,, y areJne positive bounded functions. Then ,u = v. 
Proof. Denote by Lt the set of all (t, x, v) such that t’ = r and put r E A 
if ,u(LL) > 0 or v(Lf) > 0 for some i. Since A is at most countable, we can 
choose +j,6?A in such a way that . ..<r.‘<rO,<rf,..., rj+-oo as j-+ 
-co,ri,++coasj-++coands~p~~rj,-ti~-’(-+Oasn-+co.Put 
a,(r) = ri,-‘, b,(r) = rj, for ?$ ’ < rn < < ; 
a,(+,..., tk) = (a,(t’>,..., a,(tk>>, 
b&l,..., r’) = (b&l),..., b,#)). 
Let y(t) be a bounded continuous real-valued function on T. Measures ,u and 
v coincide on functions 
fnk x, Y> = dW)l P,-a,,ct,&> Pi,,u-tv(~)~ 
Since (D and v/ are fine, f,(t, x, y) -+ y(t) v(x) w(y), and, by the dominated 
convergence theorem, U and Y coincide on all functions y(t) o(x) I&). By 
Lemma 2.1 these functions generate .A?= X 9 x 9 and, by Lemma 1.1, ,U = v. 
5. CONSTRUCTION OF ADDITIVE FUNCTIONALS 
5.1. Let JY be the class of measures on (E, 3’) described in 
Subsection 1.8. The objective of this section is to construct, for every v EN, 
a natural homogeneous continuous additive functional A on T, with the 
characteristic measure dt v(dx). 
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With every function f E 9 we associate an additive functional 
a(I) = . e-ff(x,) dr, 
! 
IcT,. 
I 
(5-l) 
Here x, means x1+ (using x,- , we get an equivalent functional). Let G! stand 
for the class of all sets (s, U] = {t: s < t < u}, where s < u E T, and let 67’ be 
the subclass of @ consisting of (s, a] with rational s and u. Put Tl = T,, = 
(u: u > t}. 
Our construction is based on the following theorem: 
THEOREM 5.1. Let a,(Z) be additive functionals corresponding to 
functions f, E 9 by formula (5.1). Zf a,(T+) converges in L’(P), then there 
exists an additive functional A concentrated on T, such that 
A(T+) = lim a,(T+) in L’(P). 
Moreover: 
5.1.A. There exists a sequene nk + CO such that, for all I E a’, 
A(I) = lim a,#) a.s. P. 
5.1.B. For all Z E Q 
A(I) = lim a,,(I) in L2(P). 
5.1.C. The spectral measure of A on T, X E X E has the form 
e-’ dtp(dx, dy). If the sequence m(f,) is bounded, then the additive 
functional A is integrable and the measure p is finite. 
5.2. To prove Theorem 5.1, we need some preparations. 
LEMMA 5.1. Let J be an open interval in T, . Suppose that a Jinite 
positive function a(I), I E Gpl” has the properties: 
5.2.A. If I of R” is represented as a union of disjoint elements I, ,..., I,, 
of no, then a(I) = a(I,) +. . - + a@,). 
5.2.B. Let s, , s, u,,, u be rational. Ifs, 1 s, then a(s,, u] -+ a(s, u]. Zf 
u, 1 u, then a(s, un] + a(s, u]. 
There exists one and only one measure A on gJ such that A(I) = a(I) for 
all Z E no. 
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Proof. By 5.2.A, a(s, t] is monotone with respect to s and t and 
therefore, for all s < t E J, there exists limit 
G(s, t] = lim a(r, u] 
as r 1 s, u 1 t taking rational values. The function a” is defined and satisfies 
conditions 5.2.A,B on G!. It is well-known (see e.g., [14, Sect. 4.41) that such 
a function can be extended to a measure A on BJ. By 5.2.B, a = a’ on @’ 
and therefore A = a on GPI’. 
By Lemma 1.1, every measure is determined uniquely by its values on no. 
5.3. We note that 
and 
e-‘a(Z, Otto) = a(Z + t, 0) for all t > 0, Z E C! (5.2) 
G,f(x) =P,@+). (5.3) 
By (2.3), (2.16), (2.12), (5.3) and the Schwarz inequality 
(4, GJ-1 ==P&,) Q’,) < llqllm IlQ+)II, (5.4) 
where /lql/m is the norm in L’(m) and jla(T+)j) is the norm in L’(P). 
Put w1 = (q, PJ). By (2.17) and (2.2), 
PPd7M .m,> = (PIA% pt-sf) = w(t - s + u). 
Integration over u E T, gives 
eS-fPG,q(x,)f(xtj = 1 eseteuw(t - s t U) du 
Tt 
= 
I e-‘w(v) du < (q, G,f). (5.5) Tt --5 
It follows from (5.4) and (5.5) that, if 0 < l< G,q and ~~q~~,,, < 1 then 
eWx,) 4Z) ,< II W+>II jr e’ dt 
This implies the inequality 
for all Z> s. 
e”pk) I a@> - d& II @+ II 4A 0 for all Z,I”> s, (5.6) 
where d(Z, 0 means the integral of et over the symmetric difference ZU 
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Z\(Z n 0. The estimate (5.6) holds for I= q A G, q which is strictly positive 
if so is q. Moreover /III/ < 11ql1 < 1. 
5.4. Now we are able to prove Theorem 5.1. It follows from (5.2) 
that e-‘a,(T, B,o) = a,@‘,, w), and by (2.10), [Ia, - a,(T,)l/ = 
e-’ II a,(T) - G% H ence the sequence u,(r,) converges in L’(P). The 
same is true for u,(Z), Z E a. This implies the existence of a sequence 
nk + co such that u,JZ) converges a.s. P for every Z E @O. Put w E Q, if 
lim u,,~(Lu, Z)exists and denote this limit u(w, I). For w 6? a,, put u(w, I) = 0. 
We have Q, E X(Z) and P(fl\Ll,) = 0. 
For every open interval Jc T, we consider systems U’(J) c a(J) 
described in Subsection 5.1, and we define the additive functional A by the 
formula 
property 1.7.A is obvious. To verify 1.7-B, we use Lemma 5.1. Put o E C, if 
conditions 5.2.A,B hold for a(., m). Let d,= Q\C,. By Lemma 5.1, there 
exists, for every w E C,, a measure a^(., w) on 3’J such that a^(Z, o) = u(Z, w) 
for all Z E Q!“(J). It follows from (5.6) that a^(J’, o) = A(J’, o) for every open 
subinterval J’ of J. Hence 1.7.B will be proved if we show that 
and 
P(.d,+) = 0 (5.7) 
P’@,) = 0 for all P’ E KJ. (5.8) 
Obviously, 5.2.A holds on T, for P-almost all w. Applying the estimate 
(5.6) to f,, and passing to the limit, we get 
espW I44> - 4&I 
< WZ, 3 1,) for all I,, I, E @‘(T,), (5.9) 
where K = lim Ilu,(Z’)II. By Fatou’s lemma, this implies that 5.2.B holds on 
T+ for P-almost all w. Formula (5.7) is proved. Now we note that 
fir.+ 1 fi,. Hence (5.8) follows from (5.7) by 2.6.A. 
If w E C,+ and w&n,, then A(Z, o) = u(Z, w) = lim u,JZ, 0). This 
implies 5.1.A. 
As we know, the limit b(Z) of u,(Z) in L’(P) exists for all ZE a, and 
b(Z) = u(Z) =,4(Z) a.s. P for Z E (X0. It follows from (5.6) that 
e”pk) I WJ - V21 
,< Kd(Z,, 1) for all I,, I, E GZ(T,). (5.10) 
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Every Z E csl belongs to @‘(T,) for some s > 0. We can select a sequence 
I, E @‘(T,) such that d(Z, Z,) + 0. By Fatou’s lemma, (5.10) implies that 
b(Z) = lim b(Z,) = lim A(Z,) = A(Z) a.s. P. 
Hence A satisfies 5.1.B. 
Formula (5.2) and 5.2.B imply that 
e-“BUA(Z) = A(u + Z) a.s. P 
for every Z E @(To), u > 0. Hence the formula 
e-*0, 0, yt-UAW) a.s. P 
T+ 
is true for Y, = l,(t) Y(o), and, by Lemma 1.1, it is true for all 9T+ x 3- 
measurable functions Y,(o). In particular, 
8, 
I 
l&-,x,+) e’A(d4 = . 
J 
l&x-, q,) e*A(dt) a.s. P 
I YiI 
for all Z E @(T+), C E 9 x 9. Hence the spectral measure P’ of the additive 
functional A’(&) = efA (dt) satisfies the condition 
,u’(Z x C) =p’((u + Z) x C) for all ZEA(T+), CE9X.9, u>O, 
which implies that ~‘(dt, dx, dy) = dt ,u(dx, dy) on T, X E X E. Hence the 
spectral measure of A is e-‘dtp(dx, dy) on T, X E X E. This proves 5.1.C. 
Obviously Pa,(Z) < m(f,) for all n and all ZE A(T+). By 5.1.A and 
Fatou’s lemma, PA(T+) < 00 if m(f,J is bounded. 
5.4. THEOREM 5.2. Let v be a finite measure on (E, 3’) such that 
(v, v) < CO. Let a, be the additive functional defined by (1.26). There exists a 
natural additive functional A concentrated on T, such that 
Moreover 
ACT+ > = !g aAT+ 1 in L*(P). (5.11) 
PA(T+)* = (v, v) (5.12) 
and the characteristic measure of A on T, x E x E is e-* dt v(dx). 
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Proof. Let vg be defined by (1.23). By simple computations we get 
&(T+)* = (vg, vg), (5.13) 
P(%(T+ > - aAT+ 1)’ = (v, - v, 7 V6 - v,), (5.14) 
(v,, v,> =- lu>a+re-“P& Y> du W) VW). J (5.15) 
These formulae imply that a,(T+) converges in L*(P) as 6 1 0. By 
Theorem 5.1, there exists an additive functional A subject to conditions 
(5.11) and S.l.A,B,C. Formula (5.12) follows from (5.13) and (5.15). It 
remains to prove that the measure p in 5.1.C coincides with the measure v’ 
defined by the formula 
v’(C) = ( 1,(x, x) v(dx). (5.16) 
We do this in four steps. 
Step 1. For all s < t < u E T, , 6 > 0, 9, y E 2, 
f’cdx,) & u) v&J = j ls<,<ue-‘-“v(P,F,) dt, (5.17) 
where F, = P,-,9P,-,9. 
Indeed P9(x,) &(x1) 9(x,) = mua F,) by (2.18). It follows from (1.25) that 
m(fs F,) = e-“v(P, F,). Together with (1.26), thiis implies (5.17). 
Step 2. Put 9 E S if 9 is fine, positive, bounded and m(9”) < co. For all 
O<s<t<u,9,JyES, 
P9(x,)A(s, u) w(x,)=j ls<t<ue-fv(F,) dt. (5.18) 
We get (5.18) by passing to the limit in (5.17). Using the Schwarz 
inequality, we evaluate the difference between the left sides by 
c Ila,(s, u) -A@, u)ll, where c4 = (P9(xs)* I’)’ < n1(9~) m(y”) < 00. 
By Lemma 2.1, F* is a bounded fine function. Hence P&F, + F, as 6 10, 
and, by the dominated convergence theorem, the right side of (5.17) tends to 
the right side of (5.18). 
Step 3. Measures ,u and v’ coincide on all functions (4.6) with 0 < s < u 
and9,vES. 
The right side of (5.18) is v’df), wherefis given by (4.6) and v’ by (5.16). 
The left side is equal to P j Y,A(dt) where Yl = l,,,, .9(x,) I. 
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According to Theorem 3.2, this expression does not change if we replace Y 
by its central projection which by (3.8) is equal to 
1 s<l,uPI-sp(~t-) PU-cv(xt+). By (1.19) and 5.1.C, the left side of (5.18) is 
Pu(f >- 
Step 4. p = v’. 
This follows from Step 3 and Lemma 4.4 if we remove the restriction 
@ w E s. 
To this end we fix an arbitrary strictly positive bounded function 
h E L’(m) and we put q = (G,h) . iI4 Obviously q is strictly positive and 
belongs to S. Let q and I+V be arbitrary positive fine functions and let f, 
correspond to (Pi = v, A (nq), vn = w A (nq) by formula (4.6). Since 
w,, vn E S, we have iu(f,J = v’(fn>. Sin-f, r f, we get p(f) = v’(f). 
5.6. THEOREM 5.3. For every v EM, there exists a continuous 
homogeneous natural additive funtional A, with the characteristic measure 
dt v(dx). 
An arbitrary homogeneous natural additive functional A with the property 
P(l eCfA(dt))l < co (5.19) 
is equivalent o a functional A,, v E Jy’. 
Proof. We have shown in Subsection 1.8 how to reduce the general case 
to the case of a finite measure v such that (v, v) < co. For a measure v with 
these properties, there exists, by Theorem 5.2, a natural additive functional A 
concentrated on T with the characteristic measure e-’ dt v(dx), subject to 
conditions (5.11) and (5.12). By Theorem 4.2, A is continuous. According to 
5.1.A, we can choose a sequence 6,lO such that, for every I E a’, 
Put 
A(I) = lim a&) a.s. P. (5.20) 
A&Z) = lim inf a,k(Z), Asup( lim supa&, 
L?, = {ox A,,-(I) = A,,,(I)}. 
Let d and a”, stand for the intersection of Q,, respectively, over Z E Q and 
over I E CPI’. It follows from (5.20) and 2.6.A that fi, is K(T+)-certain. Put 
wEQ* if A(I, w) can be extended to a ?r-continuous measure. By 
Theorem 4.3, a* also is K,+- certain. Thus so is a’ = J2* n 0,. 
We claim that a’ = fin* n 6. It suffices to show that w E R’ belongs to all 
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a,, Z E 6!?. For every 6 > 0, there exist I,, I, E Q? such that I, c Z c I, and 
A(Z,,, u) < 6, where I,, = (It U Z,)\V, n 12). BY WO), 0 <4,&Z, 0) - 
Ai,r(Z, o) < 6. Since 6 is arbitrary, w E Sz,. Let w E 0. It follows from (5.2) 
that 
e -“(I, 8,u) = a(Z + u, w) for all Z c T, and all u > 0. 
We conclude from this relation that B-$2 c R’ for all u > 0 and that the 
functional A,(&) = e’A(df) satisfies 1.7.C. Obviously, A, has all properties 
described in Theorem 5.3. 
Let A be a homogeneous natural functional with the property (5.19). The 
characteristic measure of A has the form df v(dx). By (4.4) and (1.14), (5.19) 
implies that (v, V) < co. As we know, there exists a continuous homogeneous 
natural functional A v with the characteristic measure df v(dt). By 
Subsection 4.1, A, is equivalent o A. 
APPENDIX: CONSTRUCTION OF STANDARD TIME-REVERSIBLE PROCESSES. 
0.1. Our aim is to construct a standard time-reversible Markov process 
defined in Section 2 starting from a canonical standard Markov process in 
the sense of [5]. 
Let E be a metric space and let 9 be the u-algebra in E generated by open 
sets. We assume that E is a union of a countable family of compact subsets. 
A cadlag path in E is a right-continuous E-valued function wI defined on an 
interval [O, A), J > 0, and having the left limit at each point of the open 
interval (0, 2). Let W stand for the space of all cadlag paths and let c(w) = 1. 
Suppose that 0 < u < c(w). Then 19, w is a path w’ defined on the interval 
[0, T(w) - u) by the formula w; = w,+~. Let 4 be the u-algebra in W 
generated by the sets {w: w, E B}, s < t, B E 9. We denote by J$+ the inter- 
section of Jy, over all u > t and we set JP’” = Jy, . 
A function r(w) with values in [0, co] is called a stopping lime if 
{t < t) E 4, for every finite t.6 A function Z(w) is called a pre-z random 
variable if, for every t, the function Zl,,, is N-measurable. 
Let p,(x, B) be a stationary transition function in E as defined in 
Subsection 2.1. We say that V is a canonical standard Markov process with 
the transition function p if, for every x E E, a probability measure P, on Jy‘ 
is given such that: 
’ If (2, is an arbitrary increasing family of u-algebras and if (f < r) E M, for every finite 1, 
then r is called an (CZ,}-stopping time. 
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O.l.A. PX{w, =x} = 1. 
O.l.B. PX(w, E B} = p,(x, B) for all x E E, t > 0, B E 9. 
0.1.C. (Strong Murkov property.) Let r be a stopping time and let 2 
be a pre-r random variable. Then, for all x E E, YE X, 
PGl T<5~TY=U~l..,p,Y)* (0.1) 
O.l.D. (Quasi-left continuity.) For every sequence of stopping times 
r, increasing to r and every x E E, 
lim wzn = w, a.s. P, on {t < [}. 
To every measure ,U on B, there corresponds a measure 
P,(C) = 1 P,(C) ‘wx), CEJtr 
(P,(C) is 2-measurable by 0.1.B and 2.1.B.) Let Hr+ be the completion of 
,Y;+ relative to P,. By Lemma 3.4 of [5], properties O.l.C,D hold for P, and 
all {J-r+ }-stopping times. 
The following conditions on p are sufficient for the existence of a 
canonical standard process with the transition function p (see 
[S, Theorem 3.141): 
(i) If U is a neighbourhood of x, then p,(x, U) + 1 as t 1 0; 
(ii) The operators P,f(x) = pl(x, dy)f(y) preserve the space of 
continuous functions tending to 0 at infinity. 
Properties O.l.B,C imply that, for all 0 < I, < ... < t,, B, ,..., B, E 28, 
P&t, E B, v..., w,” E B,} = p&l, B, i...; t,, B,), (04 
where the right side is defined by (1.3). It follows from O.l.D, that 
w, = WI- a.s. P, on {t < c}. (0.3) 
0.2. Now we consider the space 0 of all continuous split paths in E 
introduced in Subsection 1.4. We define the reflection operators p,, by 
formula (1.9). We put xl,(o) = ml+ for a(w) < t < p(o) and we define Sr(1) 
as the minimal u-algebra which contains sets (2.21). It is easy to see that 
(4 x,+ 3 R(l),pu) have all properties listed in Subsection 2.3. 
To define measures Pix and P$;,, we consider a mapping UJ = cp,(w) of W 
to R defined by the formula 
w If = w(t-s)i 3 t E A(w) = (s, s + c(w)) 
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and we put 
It follows from (0.2) and (0.3) that 
and 
X 1+ = Xf- a.s. P,., on {[ > t} (0.4) 
ifs < t, and 
C= {xf,+ EBI,...,xt,+ EB,}, t, < .a. < t,,B,,...,B,E~. (0.6) 
We define P,;, by the formula 
PJC) = PgPS’C)> CEF<,. (O-7) 
Let flS = {w: s Ed(o)} and let w = wS(w’, w”) be the mapping of R” x 0’ 
to D defined by the formula 
w f-t = e+ for t >s, o,- = w;- for t < s, 
= my- for I < s; = a:‘- for t > s. 
We denote by Pi the image of P,il, X Psyx under the map I,v,. This is a 
probability measure on jr(R) concentrated on 0”. 
Let P”(C) = I P”,(C) m(dx). By (0.4) and (0.6), 
X tt =Xt- as. P on .QS A 8’. P-8) 
Let C be given by (0.6) and let s E (ti, t,J. It follows from (0.5), (0.7), (0.8) 
and (1.1) that 
P”(C)= 
I 
m(dx) p&, B, ;...; t,, , B,). (0.9) 
BI 
The union of R’ over all rational r covers 0. We put, for every C E F, 
P(C)=zPQ(Cnn,), (0.10) 
where r, ,..., rk ,... is a sequence which contains all rationals, and R, is the set 
of all w E Q’a which do not belong to Rrl n . . . nnrk-l. If C has the form 
(0.7), then C fl R’ = C for r E (fi , t,J and C n R’ = 0 otherwise. It follows 
from (0.9) and (0.10) that, in this case, 
P(C) = J m(dx) i+,x(tz, B, ;...; t,, 3 B,). (0.11) 
BI 
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Using (0.4), (OS), (0.7) and (0.1 l), it is easy to verify all properties of 
P&, Ps,~ and P fo rmulated in Subsection 2.3 as well as conditions 2.4.A,B. 
0.3. To prove 2.4.C and 2.5.B, we use the following criterion: 
LEMMA 0.1. Put wl+ = w,. Suppose that a bounded function FE 
.58R, x 9 and a stopping time o < [ satisfy the conditions: 
0.3.A. P, f (z,, , w,,) -+ P, F(G w,) if z, is a sequence of stopping times 
decreasing to T < a. 
0.3.B. P, F(z,, w,,-) + P, F(z, w*-) if t, is a sequence of predictable 
stopping times increasing to 5 C o. 
Then, for PM-almost all co, the split function F(t, w,*), 0 < t < u is 
continuous and tends to F(0, wO) as t 1 0. 
Proof. Is based on the fact that 
F(r, wz-> =F;(r, w,) (0.12) 
for a predictable stopping time c (this follows from O.l.D) and on properties 
of optional and predictable functions proved in [2], namely, on 
Theorems IV.24, IV.28, VI.2 and VI.3. 
The function 
Y,(w) = F(t, WJ for 0 Q t < u, Yt = 0 for t >/a 
is, obviously, optional if F is continuous. Since continuous functions generate 
sR+ X 9, this is true for all FE 5R+ X 9. By Theorem IV.28, the condition 
0.3.A implies that Yf is right-continuous a.s. P,. 
The function 
Z,(w) = W, wt-1 for 0 < t < u, 
Z,(w) = 0 for t = 0 and for t 2 u 
is predictable if F is continuous. Indeed, 2, = lIcO limstl Y, and both factors 
are predictable by Theorems VI.2 and VI.3. Hence Z is predictable for all 
F E .9R + x 9. The condition 0.3.B and (0.12) imply that PLLZTn + P, Z, if 
predictable t, increases to r ( u. Modifying slightly the proof of 
Theorem IV.24,’ we conclude that Z, is left-continuous on (0, CT) as. P,. 
Since P, {t < IT, Yt # Z,} = 0 for every t, Lemma 0.1 is proved. 
’ Predictable sets considered in the proof should be reduced to their intersections with the 
set (t < u) which is predictable by Theorem VI.3. 
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0.4. Let us apply Lemma 0.1 to CJ = c and F = G,f (which is 
independent oft). It follows from 0.1.B that, for every stopping time t < [, 
P, F(w,) = P, 
i 
’ e-“-‘lf(w,) dt. 
r 
Hence F satisfies 0.3.A and 0.3.B. Looking at the expression of Pcx and P 
through the measures P,, we conclude that F is fine. The condition 2.4.C is 
proved. 
Now suppose U E JY is bounded. The strong Markov property 0.1.C 
implies (see [4, Theorem 5.41) that, for every u > 0 and every stopping 
time 5, 
where 
F(t,x) = 1,<,8,-,U. 
Hence u = r A u and F satisfy conditions 0.3.A,B. Using Lemma 0.1, we 
prove 2.5.B. 
To prove Lemma 2.1, we note that, by O.l.C, for every stopping time r 
and every s > 0, 
PxP,f(w,) = w(%s) 
and 
PxP,S(w,-1 = W(W,J~ 
where tS(w) = s + r(B, w). Therefore the function F = P,f satisfies 0.3.A,B 
with o = s if so does f: By Lemma 0.1, the operators P, preserve te set of 
bounded fine functions. 
The fact that fine functions generate 9 follows from a general emma: if a 
countable family of measurable functions separate points of a standard Bore1 
space (E, g), then these functions generate 2 (see, e.g., [ 7, Lemma 2.11). 
There exists a countable subset Q of .JS closed under intersection and 
generating 9. By Lemma 1.1 and 2.1.E functions F(x) = g,(x, B), B E Q 
separate points of E. Hence they generate 9. These functions are fine by 
2.4.C. 
0.5. The following theorem explains the relation between standard time- 
reversible processes and symmetric right processes discussed in [9]. 
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THEOREM 0.1. Let W = (wt, <,&, P,, 0,) be a right process in a 
standard Bore1 space (E, 39) with a sample space (f2,.2?-). Suppose that 
pJwt E Bt = j P,(x, y) m(dy), 
B 
where p, m satisfy conditions 2.2.A through E. Then there exists a standard 
time-reversible process X = (A, xtf , P, x(I), Pf,x, p,) in an extension (~5 B) 
of (E, B) with a sample space (a, F) and there exists a mapping a, of a subset 
b of f2 into d such that 
O.S.A. The set fi is P,-certain for everyjinite measure p on 28. 
0.5.B. (p-‘(cm CR, c+~‘(jT<~+) CL%. 
0.5.C. P&(C) = P,(u,-‘C) for all C E 3, x E E. 
0.5.D. Zf G = q(w), then 
x, + w = WI(W) for all a(&) = 0 < t < /3(G) = c(w). 
0.5.E. P(x,+ E B} = m(B n E) for all t > 0, B E 3. 
Theorem 0.1 can be proved using techniques similar to that of Kuznecov 
[ 12, 131 and Mitro [ 151. 
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