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Ad hoc networks have become more and more popular and some works in this field have come to maturity. The scale of researches has been extended to other themes than routing protocols design, like quality of service, security, localization and services discovery. Actual ad hoc networks often rely on wireless cards that are commercially available. These cards usually follow the IEEE 802.11 standard [10] , and more precisely the 802.11b extension. Recently, different studies have shown that 802.11 was not appropriate for ad hoc networking, and they have blamed the MAC protocol of 802.11, known as the Distributed Coordination Function (DCF) (note that the DCF behavior is independent of the 802.11 revision). Most of these performance issues have been shown by simulation and sometimes verified by theoretical models. But, as far as we know, no study has approached these performance problems from the angle of real experiments. However, simulators need to make some compromises between efficiency and reality and their simplifications may lead to results that are far from the ones obtained on real networks as some studies pointed out by investigating the performances of general ad hoc networks via experiments.
In the light of these observations, we think that it is useful to know in what extent the performance issues proved by simulations exist in real ad hoc networks: do they still exist in reality and what is their quantitative seriousness compared to the simulation results? This article presents the experiments of some configurations that present performance issues with 802.11. All the experimental results are compared with the simulation results carried out with the simulator NS-2 1 . In Section 2 the related works concerning performance issues with 802.11 in ad hoc networks on one hand and the experimental evaluations of ad hoc networks on the other hand are presented. Then, in Section 3, we analyze the experimental results obtained on some topologies that present performance issues. Further results and explanations are available in [4] .
Related works
Performance study of this standard has been the subject of many contributions. The first studies deal with the evaluation of one-hop networks in which each terminal is in communication range with each other. The reader can refer, for instance, to [3] for such an evaluation.
In [2] , the authors show that short-term unfairness arises in hidden terminals configuration with the RTS-CTS exchange. This configuration is theoretically studied in [13] . In [1] , the authors describe a scenario composed of two pairs of communicating mobiles that presents long-term fairness issues due to a contention window size increase for some mobiles. In [8] , the authors point out that the presence of slow terminals in a one-hop network slows down every other terminal that sends data at higher rates. In [5] , the authors put a high long-term unfairness to light with the simplest unbalance configuration where one emitter competes with two other emitters whereas these two terminals only compete with the first one. In that case, the fairness issue does not come from the contention window size increase but from the lack of periods where the medium is free for the emitter that competes with the two others. In [12] , the authors present another unfair scenario caused this time by the triggering of EIF S, a longer fixed waiting time used to protect acknowledgments of distant transmission that cannot be fully identified. They also show that the triggering of this EIF S by control frames (like CTS and acknowledgment) and not by data frames strongly decreases the overall throughput of the network and also results in short-term unfairness.
All these situations are basic topologies. The works of [11] and [6] are focused on more complex topologies like regular topologies (chains, lattices) and random topologies. They show that the achieved throughputs are smaller than expected. These bad performances come from a combination of multiple problems that appear in basic situations.
These performance issues have also some impacts on higher layers protocols. Concerning routing, the low throughput and the short-term unfairness may lead to repeated route breakages if the timeouts are not appropriate. Some studies [9] have proved that the 802.11 performance issues also affect TCP: the TCP connections are very unstable and a strong unfairness can arise between TCP flows.
Most of these studies are based on simulation results and very few use real experiments ( [2] , [8] and [6] ). The first experimental studies, [15] and [16] , evaluate the performances of specific ad hoc routing protocols. APE [14] and Forwarding [7] software are completely dedicated to experiments, since they provide a way to deploy of real ad hoc networks scenarios to evaluate performance. APE's main concern is the evaluation of routing protocols whereas the aim of Forwarding is to test the MAC protocols themselves.
Experimental results
In this article, we approach the performance problems from the angle of real experiments. As shown in some studies, the experiments may sometimes give different behaviors from the ones observed in simulators. Therefore, it is legitimate to wonder if the performance issues obtained by simulations are still present in real ad hoc networks and in what extent.
All the performance issues appear when the medium is overloaded, i.e. when the network capacity is saturated. They can be classified into three categories: overall performance degradation, long-term unfairness and short-term unfairness. In this paper, we focus our evaluation on fairness issues.
Experimental framework
Since the goal is to evaluate the performances of the DCF, we have used the Forwarding software for experiments. It uses a static routing according to predefined rules and CBR flows. For a more detailed description of Forwarding, the reader can refer to [7] .
As the available wireless cards are mostly 802.11b, we use this extension of 802.11 in the experiments. We present results for 2 M b/s and 11 M b/s data rates. 11 M b/s is the maximal throughput of 802.11b. 2 M b/s is the data rate of broadcasted frames from which very useful information can be inferred (like the communication area and the carrier sensing area for instance) that cannot be obtained with unicast packets.
We also compare our experimental results with simulation results obtained with NS-2. NS-2 provides only 2 M b/s data rate by default. To obtain simulations at 11 M b/s, we have modified the physical and MAC parameters in order to comply with the interface cards used in the experiments. In order to be consistent with the experiments, we also use a static routing in NS-2: we set high values in the timeouts of AODV to prevent from route breakage, and we put the initial phase of route sets up aside in order to not take it into account in the performance results.
Long term unfairness
Different scenarios present long-term fairness issues. In this section, we investigate three configurations: a two pairs scenario presented in [1] , a three pairs scenario described in [5] and a scenario called Large EIF S problem described in [12] . If these three configurations lead to the same fairness issue, the causes of this problem are completely different.
Another impact of the hidden nodes
This scenario is depicted on Fig. 1 . A sends packets to B and C sends packets to D. A and C are hidden from each other and although C does not send packets to B, B receives packets from both A and C. A always senses the medium free since it does not see C emitting and alternates between waiting and emitting. Without RTS-CTS, C can emit whenever the medium is free, i.e. when B is not sending an acknowledgment. As soon as C emits, the transmission is successful since no collision happens at D. While C is emitting, A can transmit simultaneously. The only opportunity for A to successfully transmit a packet is when its frame entirely fits into a backoff interval of C. This is unlikely to happen, all the more if the packets size is large. Many collisions happen at B, which results in a contention window size increase for A whereas C keeps its initial contention window size. With RTS-CTS, the chance for A to reserve the medium is increased, but nevertheless if a CTS is emitted by B while C is sending a frame, C will not understand the CTS and will soon emit another frame, that will result in collision at B.
In this experiment, we have put the mobiles outside around a building in order to have an obstacle that hides the two emitters from one another and the second receiver from the mobiles of the first pair. The used rate is 11 M b/s without and with an RTS-CTS exchange. Fig. 1 compares experimental and simulation results according to different packets sizes. We first see that the fairness issue arises both in simulation and in experiments: the second pair uses most of the bandwidth whereas the first one achieves a low rate. Nevertheless, some differences between simulation and experimentation can be noticed. The unfairness is worsened in simulations, especially without RTS-CTS. Analyzing the logs of the experiment shows that B sometimes receives packets from A even when C is transmitting, which results in a higher throughput for the first pair. With RTS-CTS, this difference is no longer so strong. Indeed, the RTS-CTS exchange implies a medium reservation that prevents successful transmissions by the first emitter while the other is transmitting, as we have observed without RTS-CTS. We can also note that, without RTS-CTS, increasing packets size from 250 to 500 bytes does not decrease fairness. It can also be explained by the possible parallel successful transmissions between the two pairs: the number of such emissions is almost the same regardless of the packets size, which results in an improved throughput both emitters. The throughputs are much more unstable in the experiments than in simulations. 
A simple unbalance in the medium access
The scenario depicted by Fig. 2 consists of three pairs of emitter and receiver. The two exterior emitters are completely independent and evolve asynchronously when the central emitter is in the carrier sense range of both exterior transmitters. It is the simplest unbalanced topology for medium access since one emitter has to compete with two other emitters while each of these two emitters does only compete with the first one. To emit a packet, the central emitter has to wait for both exterior pairs to be silent simultaneously, which scarcely happens since the exterior emitters evolve independently. Moreover this situation is worsened by the carrier sense mechanism since this silence period has to last longer than EIF S to allow the central emitter to decrement a single slot of backoff. This experiment has been carried in our laboratory, the mobiles of the experiment being the only ones active. The results are presented for a 2 M b/s data rate without RTS-CTS and are similar at 11 M b/s. Fig. 2 compares experimental and simulation results for different packet sizes. The system behavior is the same for simulation and experimentation: the exterior pairs use most of the bandwidth whereas the throughput of the central pair is low (note that for readability only the result for one ex-terior pair is given, but the rate of the other exterior pair is identical). We can also notice, that the central pair gets a better throughput in the experiments at the expense of the exterior pairs. The experiments logs show that spatial reuse sometimes appears between the central emitter and the exterior emitters. Anyway, it scarcely happens and it cannot explain this difference between simulation and experimentation on its own. One possible explanation is that the EIF S is not triggered and that only the DIF S is used even if the emitter detects a signal that it can not decode. Removing the EIF S and using DIF S in place reduces the fixed wait, especially for the central emitter that often waits and thus increases its chance to decrement its backoff. Simulations performed with DIF S only lead to the same results as experiments, which confirms our intuition. 
The Large EIF S problem
In this simple configuration, given in Fig. 3 , there are two concurrent flows: A sends packets to B and B sends packets to C. Moreover A and C are in carrier sense range, represented by the dotted line in the figure. This means that when C sends an acknowledgment to B, A triggers an EIF S for its next emission, which slows it down compared to B that always waits for DIF S.
The experiments have been carried out in our laboratory. The used rate is 11 M b/s without RTS-CTS. Fig. 3 compares the simulation and the experimental results for two packets sizes. Unlike the two previous experiments, there is a strong difference between simulations and experimentations: the two flows share the bandwidth and get the same rate in experiments whereas the second flow has a throughput 7 times higher than the first one in simulations. We think that these results corroborate the results obtained in the simple unbalance topology: EIF S is not triggered in the used wireless cards since this mechanism is the only cause of unfairness in the Large EIF S problem evaluated in this section. Therefore, A waits for a DIF S like B, which results in a fair share of the medium. 
Short-term unfairness
Some other scenarios are fair in the long-term, but present short-term fairness issue. The first scenario that presents such unfairness is the well known hidden terminals configuration. We have evaluated this configuration via experimentations. In this section, we also describe a simple scenario consisting of two pairs of mobiles in which short-term unfairness is due to EIF S use.
The hidden terminals configuration
In this famous configuration, two terminals that cannot detect each other try to send packets to a same receiver (see Fig. 4 ). If the RTS-CTS mechanism is not activated, their emissions result in collisions at the receiver and thus in an increase of their contention window sizes. A successful transmission may happen only if the entire frame of one emitter fits into the backoff interval of the other one. When RTS-CTS are active, collisions happen until one RTS is successfully transmitted. Then the medium is reserved and the winner resets its contention window size whereas the other mobile keeps its large contention window size. Therefore, the winner is more likely to succeed in transmitting its next packet, and so on until a new collision happens. This phenomenon leads to a short-term fairness issue.
Figure 4. The hidden terminals scenario
Due to space limitations, results are only discussed here. The detailed results can be found in [4] . Simulation results show that each emitter's throughput decreases as packet size increases without RTS-CTS whereas it increases with packet size when this mechanism is active. This behavior is due to the decrease of the probability that a whole frame fits into a backoff interval as packet sizes increase as explained earlier.
Experiments on this scenario were conducted in an indoor environment at a data rate of 2 Mb/s. Broadcast mode as well as unicast mode with and without RTS-CTS have been tested. Broadcast mode is used for instance for control packets of most routing protocols. They are neither acknowledged, nor protected by RTS-CTS. Therefore the emitters never increase their contention window size. Many collisions are then expected as the receiver can never receive a packet correctly as soon as the whole frame does not fit into the initial contention window size. Surprisingly, we see that some broadcasted packets are successfully transmitted regardless of their size. We observe that three situations can occur in a single experimentation. Some collisions happen resulting in both frames loss. Some collisions do not have the expected impact as the receiver is able to decode one of the frames. Finally, emitters are not always independent and the medium can be sensed busy by an emitter when the other transmits.
Throughput with unicast frames transmitted without RTS-CTS is higher than with broadcast frames. This is again surprising as the collisions should lead to repeated increases of contention window sizes. Nevertheless, a successful transmission by an emitter results in a synchronization of both emitters' following waiting period and a reset of the contention window of the successful emitter only. Therefore this last one has a greater chance to have one frame that fits into the remaining backoff of the other emitter. This difference in contention windows sizes allows more frames transmissions to succeed. The difference between broadcast and unicast results decreases as frame size increases, as expected. This dependence on frame sizes vanishes when using RTS-CTS, justifying the use of this mechanism in this configuration. Now, if we compare experimental and simulation results, the experimental throughputs are higher. It can be explained by the phenomena observed with broadcasted packets: collisions do not always happen even if the two transmitters simultaneously emit and carrier sensing is effective sometimes. Thus more packets are correctly received whatever the packets size may be in experiments. We can also see that without RTS-CTS in simulation throughput always decreases as the frame size increases, whereas experimental results show an increase for small frame sizes. This is also due to the varying reception quality.
We have also evaluated the size of the bursts, i.e. the number of consecutive packets sent by an emitter that has first won the contention. Surprisingly, the measured average size of the bursts is almost the same without and with an RTS-CTS exchange and is approximately 4 frames long. We expected a higher value with RTS-CTS since this exchange synchronizes the mobiles that enter in the contention phase at the same time. Therefore, the emitter that lost the medium access should take more time to decrement its backoff unlike in the scenario without RTS-CTS where this emitter will often decrease its backoff during the emission of the other source. One possible explanation is that this parallel backoff decrementation during a transmission results in multiple collisions, what reduces the average size of the bursts. With RTS-CTS, simulations exhibit bursts of 9 to 10 packets long in average, regardless packet size. Without RTS-CTS, the simulated bursts length depends on packets size: from 30 packets long in average for 100 bytes packets to less than 4 consecutive packets for 1400 bytes packets. This difference between simulation and experimentation can, once again, be explained with the possible simultaneous transmissions that arise in experiments and not in simulation, resulting in a smaller increase of the contention window size.
A two pairs scenario
In this configuration, we consider the scenario of Fig. 2 and we remove one of the exterior pairs. Thus, we obtain a scenario with two pairs of mobiles where each pair is in the carrier sense range of the other. That means that when a pair exchanges a packet, the emitter of the other pair will have to wait for an EIF S after the acknowledgment in the concurrent pair, whereas the concurrent emitter will wait for a DIF S. Then this last mobile is more likely to access the medium than the other transmitter.
Whereas the simulation results give an average burst of four packets, the experiments do not reveal the shortterm unfairness since each emitter alternates in the medium access. Once again, it makes us think that the used wireless cards do not trigger the EIF S.
Conclusion
In this paper, we have evaluated via experimentations some performance issues encountered in the literature. We focus our evaluation on the fairness issue. In particular, we have shown that some fairness issues appear in real world as predicted by simulations but their seriousness is smoothened by the instability of the radio medium. The communication and the carrier sense areas are not constant like in simulations and are affected by the environment. Thus, independent mobiles share the medium at some periods or one of the concurrent transmissions can be correctly received. More successful communications are then possible even for the mobiles penalized. We have also serious hints that with the used cards, the EIF S was not triggered and a DIF S was used in place. The fairness issues caused by this mechanism are therefore nonexistent. Finally, the experiments on the hidden terminals configurations reveal that the short-term unfairness is not as serious as expected since the average burst size is about 4 frames long. Moreover, the number of successful received packets is surprisingly high when the RTS-CTS are not activated.
