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TWISTING BORDERED KHOVANOV HOMOLOGY
NGUYEN D. DUONG
Abstract. We describe a bordered version of totally twisted Khovanov homology.
We first twist Roberts’s type D structure by adding a “vertical” type D structure
which generalizes the vertical map in twisted tangle homology. One of the distinct
advantages of our type D structure is that it is homotopy equivalent to a type D
structure supported on “spanning tree” generators. We also describe how to twist
Roberts’s type A structure for a left tangle in such a way that pairing our type A
and type D structures will result in the totally twisted Khovanov homology.
1. Introduction
Modeled from the construction of the bordered Heegaard-Floer homology given by R.
Lipshitz, P. Ozsvath, D. Thurston [8], L. Roberts, in [12] and [13], described how to
obtain the Khovanov homology of a link from a diagram divided into two parts, left
and right tangles. To those tangles, he associated different types of tangle invariants
in such a way that gluing those two invariants recovers the Khovanov homology. There
are several ways to extend Khovanov homology to tangles by M. Asaeda, J. Przyty-
cki and A. Sikora in [2], A. Lauda and H. Pfeiffer in [7], D. Bar-Natan in [4] or M.
Khovanov in [6]. In [15], by using the idea of the totally twisted Khovanov homology
in [14], the author and L. Roberts took the construction of M. Asaeda, J. Przytycki
and A. Sikora and twisted them to obtain a tangle invariant (called twisted tangle
homology). Furthermore, reduced Khovanov homology can be described neatly and
explicitly in terms of spanning trees (at least for the case of knots, proved by T. Jaeger
[16]). In an effort to combine those theories and to study the reduced Khovanov ho-
mology, we will twist Roberts’s tangle invariants to get the twisted invariants for left
and right tangle components of a link. By using an algebraic tool in [8], the result of
gluing those two tangle invariants is the totally twisted Khovanov homology of links.
Before we describe the chain complex, let’s recall the setting of [12], [13]. Let T
be a link diagram of a link T in R2, which is transverse to the y-axis. The y-axis
divides T into two parts: a left tangle
←−
T and a right one
−→
T . Two left (right) tangles
will be equivalent if they are related by an ambient isotopy preserving the y-axis
pointwise.
Labeling each arc f of
−→
T with a formal variable xf , we form the polynomial ring
P−→
T
= Z2[xf |f ∈ arc(−→T )] where arc(−→T ) denotes the set of arcs of −→T . The field of
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fractions of P−→
T
will be denoted F−→
T
. The same thing can be done for
←−
T to get F←−
T
.
We then associate to each right (left) tangle diagram
−→
T (respectively
←−
T ) a bigraded
vector space [[
−→
T 〉 over F−→
T
(respectively 〈←−T ]] over F←−
T
), generated by a collection of
states (r, s), described as follows:
(1) r is a pair (←−m, ρ) (respectively (ρ,−→m)) where ←−m (−→m) is a left (right) planar
matching (a left (right) planar matching is a collection of n embedded arcs in
the left (right) half plane whose boundaries are the intersection points of T
and the y-axis) and ρ is a resolution of
−→
T (
←−
T ).
(2) s is a decoration on each circle of ←−m ∪ ρ (respectively ρ ∪ −→m) by either + or
−.
In [12], L. Roberts defines a type D structure
−→
δT on [[
−→
T 〉 over a differential graded
algebra (BΓn, In) such that the homotopy class as a type D structure of ([[−→T 〉,−→δT )
is an invariant of
−→T . Inspired by the idea of the twisted tangle homology [15], we
will define a (0,−2) “vertical” type D structure −→δV on [[−→T 〉. With respect to the
bigrading of [[
−→
T 〉 and BΓn, −→δT is (1, 0) map while −→δV is (0,−2) map. By collapsing
the bigrading using the formula ζ = i − j/2, both −→δT and −→δV become order 1 maps.
Note that this is the usual δ-grading on Khovanov homology but we will not use δ
here since it overlaps the notation of the type D structure
−→
δT . We will also prove
that
−→
δV commutes with
−→
δT in a sense that
−→
δT,• :=
−→
δT +
−→
δV is a type D structure on
[[
−→
T 〉 (see proposition 15). Furthermore, using a trick to move weights (the formal
variables labeled to the arcs) developed by T. Jaeger with the aid of stable homotopy
equivalence, we will prove the following theorem in section 9 :
Theorem 1. The homotopy class of the type D structure ([[
−→
T 〉,−→δT,•) is (stably)
invariant under the first, second and third Reidemeister moves applied to
−→
T
Additionally, in section 6, using the cancellation lemma, we will get a homotopy
equivalent type D structure of ([[
−→
T 〉,−→δT,•) supported on states which do not contain
any free circles (a free circle is the one which does not intersect with the y-axis). The
collection of such states will be denoted stn(
−→
T ). We also denote:
[[
−→
CT 〉 := spanF−→
T
{(r, s) ∈ stn(−→T )}
We now describe a type D structure
−−→
δT,n on [[
−→
CT 〉, which is a deformation retraction
of ([[
−→
T 〉,−→δT,•). The map
−−→
δT,n : [[
−→
CT 〉−→ BΓn ⊗In [[
−→
CT 〉[−1]
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is defined by specifying its image on each generator (r, s) ∈ stn(−→T ) as:−−→
δT,n(r, s) =
∑
(r′,s′)
〈
(r, s), (r′, s′)
〉
I∂(r,s) ⊗ (r′, s′) +
∑
γ∈Bridge(r)
B(γ)
+
∑
C∈cir(∂(r,s)),s(C)=+
(←−eC +−→wC−→eC)⊗ (r, sC)
The last two terms will be defined in section 4. We now need to clarify the notation
of the first term. The coefficient
〈
(r, s) , (r′, s′)
〉
is calculated from the weights
assigned to the arcs. First,
〈
(r, s) , (r′, s′)
〉
= 0 unless they satisfy the two following
conditions:
(1) r is different from r′ at two crossings c1 and c2 which are resolved with the
0-resolution in r and the 1-resolution in r′.
(2) ∂(r, s) = ∂(r′, s′) where ∂(r, s), ∂(r′, s′) are the cleaved links associated to
(r, s) and (r′, s′) respectively (we will recall the definition of cleaved links in
section 2 and the definition of ∂(r, s) in section 3).
If (r, s) and (r′, s′) satisfy the above conditions, let r01 (r10) be the resolution where
c1 is resolved with the 0-resolution (respectively 1-resolution) and c2 resolved with
the 1-resolution (respectively 0-resolution). Furthermore, if C is a free circle, let−→wC =
∑
f∈arc(C) xf . Then:
(1)
〈
(r, s) , (r′, s′)
〉
=

1/−−→wC10 + 1/−−→wC01 r10 and r01 have free circles C10 and C01 respectively
1/−−→wC10 r10 has a free circle C10 but r01 does not
1/−−→wC01 r01 has a free circle C01 but r10 does not
0 neither r10 nor r01 has a free circle
Then, as the consequence of theorem 1, we have the following corollary:
Corollary 2. The homotopy class of type D-structure ([[
−→
CT 〉,−−→δT,n) is an invariant
of
−→T .
In [13], associated to a left tangle diagram
←−
T of a tangle
←−T , there exists a type
A structure (〈←−T ]],m1,m2) over (BΓn, In) where m1 is a modified version of the
differential defined by M. Asaeda, J. Przytycki and A. Sikora and m2 is a right
action 〈←−T ]]⊗In BΓn −→ 〈
←−
T ]]. In section 10, we will define a new type A structure
(〈←−T ]],m1,•,m2,•) where m1,• is obtained from m1 by adding a modified version of the
vertical differential in the twisted tangle homology. The only difference between the
actions m2 and m2,• is the action of left decoration elements on 〈←−T ]]. In section 12,
we will sketch a proof which shows that (〈←−T ]],m1,•,m2,•) is an invariant of ←−T in the
category of A∞ modules:
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Theorem 3. Let
←−T be a left tangle with a diagram ←−T . The homotopy class of
(〈←−T ]],m1,•,m2,•) is an invariant of the tangle ←−T .
Using the gluing theory described in [8], we can pair the type D structure ([[
−→
T 〉,−→δT,•)
and the type A structure (〈←−T ]],m1,•,m2,•) to form a chain complex whose underlying
module is 〈←−T ]]⊗In [[
−→
T 〉 and differential is defined by the following formula:
∂• (x⊗ y) = m1,•(x)⊗ y + (m2,• ⊗ I)(x⊗
−→
δT,•(y))
Let T be the link diagram obtained by gluing
←−
T and
−→
T along their end points. In
section 13, we will prove one of the main theorems of this paper:
Theorem 4. (〈←−T ]]⊗In [[
−→
T 〉, ∂• ) is chain isomorphic to ([[T ]], ∂˜) where ([[T ]], ∂˜) de-
notes the totally twisted Khovanov chain complex associated to T .
1.1. The structure of this paper. In section 2, we recall the definition of the
cleaved algebra BΓn in [12] with two minor modifications: the ground ring Z2 instead
of Z and the requirement on decorations of marked circles. In section 3, we con-
struct the expanded complex [[
−→
T 〉 and state our main result for the twisted tangle
homology. It will be followed by the construction of the “vertical” type D structure
([[
−→
T 〉,−→δV) in section 4. In section 5, we will prove that −→δT,• := −→δT + −→δV is a type D
structure on [[
−→
T 〉. We, next, will prove that ([[−→CT 〉,−−→δn,T ) is the deformation retrac-
tion of ([[
−→
T 〉,−→δT,•) in section 6. The proof of theorem 1 will be described in section
9 by using a trick to move weights, described in section 7. The whole section 8 is
devoted to establish the definitions of the stable homotopy equivalence of type A and
type D structures. In section 10 and 11, we define the type A structure on 〈←−T ]]. We
will sketch the proof of theorem 3 in section 12. The relationship between the totally
twisted Khovanov homology and the chain complex obtained by pairing our twisted
type A and type D structures will be described in section 13. In the last section 14,
we will give examples calculating our type D and type A structures for several knots
and links.
1.2. Acknowledgment. I would like to thank Lawrence Roberts for a lot of helpful
conversations, corrections to the earlier draft of this paper and for letting me to use
his latex code to recall the definitions and properties of the cleaved algebra in section
2.
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2. Recall the definition of The algebra from cleaved links in [12]
Let Pn be the set of 2n points p1 = (0, 1), p2 = (0, 2),..., p2n = (0, 2n) on the y-
axis. In [12], Roberts associates Pn with a bigraded differential algebra BΓn (over Z)
equipped with a (1, 0)-differential dΓn which satisfies a Leibniz identity.
In this section, we will recall the definitions and properties of (BΓn, dΓn). As we
mentioned earlier, we will replace the ground ring Z by Z2 in our definitions and
thus, we do not need to worry about the sign issues.
We denote the closed half-planes (−∞, 0] × R and R × [0,∞) by ←−H and −→H re-
spectively. Since BΓn is described by generators and relations, we first recall the
definitions of its generators and then rewrite the set of the relations, ignoring the
signs.
Definition 5. [12] A n-decorated, cleaved link (L, σ) is an embedding of disjoint
circles in R2 such that:
(1) Each circle contains at least 2 points in Pn,
(2) L ∩ {0× (−∞,∞)} = Pn,
(3) σ is a function which assigns either + or − to each circle of L, called decora-
tion.
Let cir(L) be the set of circle components of L. We call p2n the marked point and
the circle of L which passes through the marked point is called the marked circle. We
denote the marked circle by L(∗). We then denote CL∗n the set of equivalence classes
of n-decorated, cleaved links whose decorations on the marked circle is −.
Definition 6. [12] A right (left) planar matching M of Pn in the right (left) half
plane
−→
H (
←−
H) is a proper embedding of n-arcs αi : [0, 1] → −→H (←−H) such that αi(0)
and αi(1) belong to Pn.
L can be obtained canonically by gluing a right planar matching
−→
L and a left one←−
L along Pn. We denote the equivalence classes of right and left planar matchings by−−−−−−−→
Match(n) and
←−−−−−−−
Match(n) respectively.
We next describe the definition of a bridge of a cleaved link.
Definition 7. [12] A bridge of a cleaved link L is an embedding of γ : [0, 1] →
R2\{0× (−∞,∞)} such that:
(1) γ(0) and γ(1) are on distinct arcs of
−→
L (or
←−
L )
(2) γ(0, 1) ∩ L = ∅
Depending upon the location of γ, γ is called either left bridge or right bridge. The
equivalence classes of bridges, left bridges and right bridges of L are denoted by
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Bridge(L),
←−
Br(L) and
−→
Br(L) respectively.
A generator e of BΓn can be thought as an oriented edge in a directed graph whose
source and target vertices, denoted by s(e) and t(e), are decorated cleaved links (see
[12] for more detail). Corresponding to each (L, σ) ∈ CL∗n, there is an idempotent
I(L,σ) ∈ BΓn. BΓn is freely generated over Z2 by the idempotents and the following
elements, subject to the relations described below:
(1) For each circle C ∈ cir(L) where σ(C) = +, we have a “dual” decorated
cleaved link (L, σC) where σC(C) = − and σC(D) = σ(D) for each D ∈
cir(L)\{C}. There are two elements −→eC and ←−eC , called right and left decora-
tion elements, whose sources are (L, σ) and targets are (L, σC). C is called
the support of −→eC and ←−eC .
(2) Let γ ∈ Bridge(L), then there is a bridge element e(γ;σ,σγ) whose source is
(L, σ) and target is (Lγ, σγ) where Lγ is obtained from L by surgering along
γ and σγ is any decoration compatible with σ and the Khovanov sign rules.
Additionally, e(γ;σ,σγ) is called a left (right) bridge element if γ ∈
←−
Br(L)
(
−→
Br(L)) and will be denoted by ←−eγ (−→eγ ) if the context is clear. Note that Lγ
has a special bridge γ† which is the image of the co-core of the surgery.
With these generators and idempotents, we have:
Proposition 8. [12] BΓn is finite dimensional
Furthermore, BΓn can be bigraded as in [12]. In this paper, we collapse the bigrading
by using ζ(i, j) = i− j/2 to give a new grading on BΓn. On the generating elements,
the new grading is specified by setting:
I(L,σ) −→ (0, 0) −→ 0−→eC −→ (0,−1) −→ 1/2←−eC −→ (1, 1) −→ 1/2−→eγ −→ (0,−1/2) −→ 1/4←−eγ −→ (1, 1/2) −→ 3/4
This assignment provides the grading to every other element by extending the grad-
ing on generators homomorphically.
Based on the above set of generators, there is a set of commutativity relation of
generators, divided into the following cases:
Disjoint support and squared bridge relations : We describe the set of rela-
tions in this case by using the following model:
(2) eαeβ′ = eβeα′
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We require that eα and eα′ are the same type of elements (decoration or bridge) and
they also have same locations (left or right). The same requirements are applied for
the pair eβ and eβ′ .
Let (L, σ) ∈ CL∗n such that I(L,σ) is the source of both eα and eβ, we have the following
cases:
(1) If C and D are two distinct + circles of (L, σ), there are two ways to obtain
(L, σC,D) from (L, σ) by changing the decoration on either C or D from +
to − first and then changing the decoration on the remaining + circle. The
recorded algebra elements for two paths will form a relation.
(2) If eα = e(γ,σ,σ′) for a bridge γ in (L, σ) and eβ is a decoration element for
C ∈ cir(L), with C not in the support of γ, due to the disjoint support,
there will exist eα′ = e(γ,σC ,σ′C) and eβ′ which is a decoration element whose
source is (Lγ, s
′) and target is (Lγ, s′C).
(3) If eα = e(γ,σ,σ′) and eβ = e(η,σ,σ′′) are bridge elements for distinct bridges γ
and η in (L, σ), with η ∈ Bd(L, γ) and eβ′ = e(η,σ′,σ′′′) and eα′ = e(γ,σ′′,σ′′′) for
some decoration σ′′′ on Lγ,η, we obtain a commutativity relation. We note
that Bd(L, γ) stands for the set of bridges of (L, γ) neither of whose ends is
on an arc with γ.
(4) If eα = e(−→γ ,σ,σ′) and eβ = e(−→η ,σ,σ′′) are bridge elements for distinct right
bridges γ and η in (L, σ), and eβ′ = e(−→δ ,σ′,σ′′′) and eα′ = e(−→ω ,σ′′,σ′′′) , such
that Lγ,δ = Lη,ω, and some compatible decoration σ
′′′, it will form a commu-
tativity relation.
(5) If eα = e(←−γ ,σ,σ′) and eβ = e(←−η ,σ,σ′′) are bridge elements for distinct left bridges
in (L, σ), with ←−η ∈ Bo(L,←−γ ), and eβ′ = e(←−δ ,σ′,σ′′′), eα′ = e(←−ω ,σ′′,σ′′′) with
Lγ,δ = Lη,ω, and some compatible decoration σ
′′′, we form a commutativity
relation. We denote Bo(L,
←−γ ) the set of bridges of (L,←−γ ) whose one end is
on the same arc at ←−γ and lying on opposite side of the arc as ←−γ .
Other bridge relations: [12] Suppose γ ∈ ←−Br(L) and η ∈ Bt(Lγ, γ†) where
Bt(Lγ, γ
†) consists of the classes of bridges all of whose representatives intersect
γ†, then
e(γ,σ,σ′)e(η,σ′,σ′′) = 0
whenever σ′ and σ′′ are compatible decorations.
The second possibility is that ←−α ∈ Bs(L,←−β ) where Bs(L,←−γ ) stands for the set
of bridges whose one end is on the same arc at ←−γ and lying on same side of the arc
as ←−γ . There is a natural left bridge ←−γ by sliding ←−α over ←−β . In this case there
are three paths from s(←−eγ←−eβ) to t(←−eγ←−eβ) and they will form a relation whenever the
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decorations are compatible:
←−eα←−eβ +←−eβ←−eδ +←−eγ←−eη = 0
where
←−
δ and ←−η are the images of ←−α in L←−
β
and in L←−γ respectively.
Additionally, if there is a circle C ∈ cir(L) with σ(C) = +, and there are elements
−→e (γ,σ,σ′) and −→e (γ†,σ′,σC) for a bridge γ ∈
−→
Br(L) then
(3) −→e (γ,σ,σ′)−→e (γ†,σ′,σC) = −→eC
Relations for decoration edges: When the support of eC is not disjoint from the
bridge γ of −→e (γ,σ,σγ), the relations are different depending upon the location of eC .
(1) The relations for −→eC: If C1 and C2 are two + circles in L and γ is a bridge
which merges C1 and C2 to form a new circle C, we then obtain the following
relation:
(4) −→eC1m(γ,σC1 ,σC) = −→eC2m(γ,σC2 ,σC) = m(γ,σ,σγ)−→eC
Similarly, if C is a + circle in L and γ is a bridge which divides C into C1
and C2 in cir(Lγ), then we impose the relation:
(5) −→eCf(γ,σC ,σC,γ) = f(γ,σ,σ1γ)−→eC1 = f(γ,σ,σ2γ)−→eC2
where σiγ assigns + to Ci and − to C3−i.
(2) The relations for ←−eC: Since there are two types of decoration elements, in
the above relations, if we replace the right decoration elements by the left
ones, we obtain the following relations:
(6) ←−eC1m(γ,σC1 ,σC) +←−eC2m(γ,σC2 ,σC) +m(γ,σ,σγ)←−eC = 0
(7) ←−eCf(γ,σC ,σC,γ) + f(γ,σ,σ1γ)←−eC1 + f(γ,σ,σ2γ)←−eC2 = 0
The main result about BΓn in [12] is:
Proposition 9. Let (L, σ) ∈ CL∗n such that there is a circle C ∈ cir(L) with σ(C) =
+. Let ←−eC be the decoration element corresponding to C. Let
(8) dΓn(
←−eC) =
∑
e(γ,σ,σγ)e(γ†,σγ ,σC)
where the sum is over all γ ∈ ←−Br(L) with C as active circle, and all decorations
σγ which define compatible elements. Let dΓn(e) = 0 for every other generator e
(including idempotents). Then dΓn can be extended to an order 1 differential on
graded algebra BΓn which satisfies the following Leibniz identity:
(9) dΓn(αβ) = (dΓn(α)
)
β + α
(
dΓn(β)
)
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(BΓn, dΓn) denotes this differential, graded algebra over Z2.
Note. Because we require the decoration on a marked circle is −, our BΓn, de-
scribed above, is actually a subalgebra of BΓn defined in [12].
3. Twisted tangle homology and its expansion
3.1. Twisted tangle homology. In [15], the author and L. Roberts define a twisted
Khovanov homology version for tangles embedded in thickened surfaces by twisting
the reduced Khovanov tangle chain complex, defined by M. Asaeda, J. Przytycki and
A. Sikora in [2].
Let
−→
T ⊂ −→H = [0,∞) × R × {0} be a tangle diagram for an oriented tangle −→T ⊂
[0,∞) × R2 ⊂ R3. The set of crossings in −→T will be denoted cr(−→T ) and the set
of arcs will be denoted arc(
−→
T ). The number of positive crossings will be denoted
n+(
−→
T ) and the number of negative crossings will be denoted n−(
−→
T ). We will often
omit the reference to
−→
T when the choice of the diagram is clear.
Following [14], [15], we label each arc f ∈ arc(−→T ) with a formal variable xf and
form the polynomial ring P−→
T
= Z2[xf |f ∈ arc(−→T )]. The field of fractions of P−→T will
be denoted F−→
T
.
Definition 10. For each subset S ⊂ cr(−→T ), the resolution ρS of −→T is a collection
of arcs and circles in
−→
H , considered up to isotopy, found by locally replacing each
crossing s ∈ cr(−→T ) according to the rule
s 6∈ S s ∈ S
The set of resolutions for
−→
T will be denoted res(
−→
T ). For each resolution ρ, denote
by h(ρ) the number of elements in the corresponding subset S ⊂ cr(−→T ).
Given a crossing c ∈ cr(−→T ) and a resolution ρ = ρS, we will also use the notation
ρ(c) = 0 for c 6∈ S and ρ(c) = 1 for c ∈ S. Thus, ρ will stand both for the resolution
diagram and for the indicator function for the set of crossings defining the resolution.
The local arc β which shows up when we resolve the crossing c is called a resolution
bridge. Depending on the value of ρ at c, which is either 0 or 1, β is active or inactive
respectively.
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We denote ρβ = ρ ∪ {c} if β is active. Furthermore, let bc(ρ) be the set of circles
and arcs in ρ while −→mρ stands for the planar matching obtained from ρ by deleting
all of circles in bc(ρ). The set of free circles (the ones not crossing the y-axis) of ρ
will be denoted by fcir(ρ).
We next assign a weight to each circle (or arc) in a resolution by adding the for-
mal variables along each circle (or arc).
Definition 11. Let ρ be a resolution for
−→
T , then for each C ∈ bc(ρ), we define:
−→wC =
∑
f∈arc(C)
xf
For each resolution ρ(
−→
T ), let fcir(ρ) = {C1, ..., Ck}. To each Ci, we associate the
complex K([Ci]):
0 −→ F−→
T
v+
·−−→wCi−→ F−→
T
v− −→ 0
where v± occur in bigradings (0,±1). The differential in K([Ci]) will be denoted ∂Ci
Then we associate ρ with the bigraded Koszul chain complex defined as
K(ρ) = K([C1], . . . , [Ck]) = K([C1])⊗F−→
T
K([C2])⊗F−→
T
· · · ⊗F−→
T
K([Ck])
The differential in K(ρ) is ∂K(ρ) =
∑
i ∂Ci .
Because we need to shift the gradings, we use the following notation:
Definition 12. Let M = ⊕~v∈ZkM~v be a Zk-graded R-module where R is a ring, then
M{~w} is the Zk-graded module with (M{~w})~v ∼= M~v−~w.
The vertical complex for the resolution ρ of the tangle diagram
−→
T is defined as:
V(ρ) = K(ρ){[h(ρ), h(ρ)]}
where the differential ∂V(ρ) will change the bigrading by (0,−2)
We now define a bigraded chain group:
CAPS(
−→
T ) =
⊕
ρ∈res(−→T )
V(ρ)
CAPS(
−→
T ) is the bigraded chain complex with a (0,−2) differential:
∂′V =
⊕
ρ∈res(−→T )
∂V(ρ)
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Additionally, in [2], M. Asaeda, J. Przytycki and A. Sikora define a (1, 0) differential
∂APS on this bigraded module, satisfying:
∂APS∂
′
V + ∂
′
V∂APS = 0
Therefore, by collapsing the bigrading using ζ(i, j) = i− j/2, we can make ∂APS +∂′V
a differential of CAPS(
−→
T ). Furthermore, since both ∂APS and ∂
′
V are constructed to
preserve the right planar matching, we can decompose:
(CAPS, ∂APS + ∂
′
V) =
⊕
m∈−−−−−−−→Match(n)
(CAPS(
−→
T ,m), ∂APS,m + ∂
′
V,m)
We now can describe the main theorem of [15]:
Theorem 13. For each m ∈ −−−−−−−→Match(n), the homology H∗(CAPS, ∂APS,m + ∂′V,m), as
a relative ζ-graded module, is an invariant of the isotopy class of
−→T .
Following [12], we first expand the chain group:
[[
−→
T 〉 :=
⊕
(L,σ)∈CL∗n
CAPS(
−→
T ,
−→
L , σ) =
⊕
(L,σ)∈CL∗n
CAPS(
−→
T ,
−→
L ){0, i(L, σ)
2
}
where i(L, σ) is computed by subtracting the number of − non-marked circles in L
from the number of + circles in L. We also denote:
dAPS =
⊕
(L,σ)∈CL∗n
∂
APS,
−→
L
∂V =
⊕
(L,σ)∈CL∗n
∂′V,−→L
As we can see, a generator of [[
−→
T 〉 corresponds 1-1 with a triple (←−m, ρ, s) where
←−m is a left planar matching, ρ is a resolution of −→T and s : cir(←−m#ρ) −→ {+,−}
such that s(←−m#−→mρ(∗)) = −. Here cir(←−m#ρ) is the collection of all cleaved and free
circles of ←−m#ρ.
We denote r =←−m#ρ and we call (r, s) a state. The collection of states of −→T will be
denoted State(
−→
T ). ∂(r, s) denotes a decorated cleaved link, obtained by deleting
all of the free circles of ←−m#ρ and the decoration of this cleaved link is induced from
the decoration s on cir(←−m#ρ).
Therefore:
[[
−→
T 〉=
⊕
(L,σ)∈CL∗n
⊕
∂(r,s)=(L,σ)
F−→
T
(r, s)
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Additionally, each state (r, s) = (←−m#ρ, s) has a ζ-grading, computed from a bi-
grading (h(r, s), q(r, s)) where h(r, s) = h(ρ) − n− and q(r, s) = h(ρ) + i(L,σ)2 +
#(+ free circles)−#(- free circles) + n+ − 2n−.
Note. The whole process can be applied exactly the same to give the construc-
tion of the expanded complex 〈←−T ]] associated to a left tangle ←−T .
In the next section, we will describe a “vertical” type D structure on this under-
lying module [[
−→
T 〉 with respect to the ζ-grading.
4. A type D structure in the twisted tangle homology
Using the idea of the twisted tangle homology, we will describe a way twisting of
Roberts’s type D structure on [[
−→
T 〉 [12]. First of all, we define a “vertical” type D
structure on [[
−→
T 〉.
Given [[
−→
T 〉 equipped with the ζ-grading, we define a left In-module map:
−→
δV : [[
−→
T 〉−→ BΓn ⊗In [[
−→
T 〉[−1]
by specifying the image of
−→
δV on each generator ξ = (r, s) of [[
−→
T 〉:
(10)
−→
δV(r, s) = I∂(r,s) ⊗ ∂V(r, s) +
∑
C∈cir(∂(r,s)),s(C)=+
−→wC−→eC ⊗ (r, sC)
Note : [[
−→
T 〉 is a left In-module, defined by the trivial action: I(L,σ)(r, s) = (r, s) if
∂(r, s) = (L, σ) or 0 else. In the definition of
−→
δV and elsewhere in this paper, BΓn
stands for BΓn⊗Z2 F−→T . Note that BΓn⊗Z2 F−→T has a differential graded algebra struc-
ture over F−→
T
, induced by the differential graded algebra structure over Z2 of BΓn (this
fact will be mentioned in section 8). Also, the decoration sC on r is obtained from
s by changing the decoration on a cleaved circle C from + to − and using the same
decorations for other circles. Therefore, if ∂(r, s) = (L, σ) then ∂(r, sC) = (L, σC).
Furthermore, the bigradings of the terms I∂(r,s) ⊗ ∂V are decreased by (0, 2) because
that the bigradings of idempotents are (0, 0) and ∂V is (0,−2) differential. There-
fore, the ζ-grading is increased by 1. Similarly, since the ζ-grading of −→eC is 1/2 and
ζ(r, s) − ζ(r, sC) = 1/2[i(L, σ)/2 − i(L, σC)/2] = 1/2, the ζ-gradings of the terms−→eC ⊗ (r, sC) are larger by 1. As a result, −→δV is ζ-grading preserving.
Next, we prove the following proposition:
Proposition 14.
−→
δV is a type D-structure on [[
−→
T 〉:
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(µBΓn ⊗ Id)(I⊗
−→
δV)
−→
δV + (dΓn ⊗ Id)
−→
δV = 0
Proof . Since the image of dΓn on idempotents or right decoration elements equals 0,
it suffices to verify that:
(µBΓn ⊗ Id)(I⊗
−→
δV)
−→
δV(r, s) = 0
for each generator ξ = (r, s) of [[
−→
T 〉
Since the image of
−→
δV(r, s) contains states (r, sC) (with coefficients in BΓn), the image
of (I⊗−→δV)−→δV(r, s) are the states (r, sC1,2) where the decoration sC1,2 of r is obtained
from s by changing the decoration on C1, C2 ∈ cir(r) from + to −. Therefore, we
have:
(µBΓn ⊗ Id)(I⊗
−→
δV)
−→
δV(r, s) =
∑
C1,C2∈cir(r)
C1 6=C2
A(r,sC1,2 )(r, sC1,2)
We will prove that each A(r,sC1,2 ) = 0. Since each circle in cir(r) is either cleaved or
free, we have the following cases:
(1) Both C1 and C2 are free circles, there are two ways to obtain (r, sC1,2) from
(r, s):
(r, s)
−−→wC1I∂(r,s)−−−−−−→ (r, sC1)
−−→wC2I∂(r,s)−−−−−−→ (r, sC1,2)
(r, s)
−−→wC2I∂(r,s)−−−−−−→ (r, sC2)
−−→wC1I∂(r,s)−−−−−−→ (r, sC1,2)
Therefore, A(r,sC1,2 ) = (
−−→wC1−−→wC2 + −−→wC2−−→wC1)I∂(r,s) = 0. Note that the elements
above the arrows indicate the algebra elements in BΓn.
(2) C1 is free and C2 is cleaved. We have two following paths:
(r, s)
−−→wC1I∂(r,s)−−−−−−→ (r, sC1)
−−→wC2−−→eC2−−−−−−→ (r, sC1,2)
(r, s)
−−→wC2−−→eC2−−−−−−→ (r, sC2)
−−→wC1I∂(r,sC2 )−−−−−−−→ (r, sC1,2)
and therefore,
A(r,sC1,2 ) =
−−→wC2−−→wC1−→eC2I∂(r,sC1,2 ) +−−→wC1−−→wC2I∂(r,sC1 )−→eC2 = 0
(3) Both C1 and C2 are cleaved circles. We have:
(r, s)
−−→wC1−−→eC1−−−−−−→ (r, sC1)
−−→wC2−−→eC2−−−−−−→ (r, sC1,2)
(r, s)
−−→wC2−−→eC2−−−−−−→ (r, sC1)
−−→wC1−−→eC1−−−−−−→ (r, sC1,2)
By the relation 1 defining BΓn, we have −→eC2−→eC1 + −→eC1−→eC2 = 0. Therefore,
A(r,sC1,2 ) = 0. ♦
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In [12], L. Roberts discovered a type D structure
−→
δT on the bigraded module [[
−→
T 〉,
which is bigrading preserving into BΓn ⊗In [[
−→
T 〉[(−1, 0)] and thus, is also ζ-grading
preserving into BΓn ⊗In [[
−→
T 〉[−1].
As the next step, we show that
−→
δV commutes to
−→
δT in the following sense:
Proposition 15. The type D structures
−→
δV and
−→
δT on [[
−→
T 〉 satisfy:
(µBΓn ⊗ Id)(I⊗
−→
δV)
−→
δT + (µBΓn ⊗ Id)(I⊗
−→
δT )
−→
δV = 0
The proof of this proposition will be presented in the next section. Combined with
the fact that
−→
δV and
−→
δT are type D structures on [[
−→
T 〉, proposition 15 ensures that−→
δT,• =
−→
δV +
−→
δT is a type D structure on [[
−→
T 〉. In section 9, we will prove one of the
main theorems of this paper:
Theorem 16. The homotopy class of the type D structure ([[
−→
T 〉,−→δT,•) is invariant
under the first, second and third Reidemeister moves applied to
−→
T .
5. Proof of proposition 15
Before proving the proposition, let us shortly recall the definition of
−→
δT defined in
[12]. For each generator (r, s) of [[
−→
T 〉, let−→
δT (r, s) := I∂(r,s) ⊗ dAPS +
∑
γ∈Bridge(r)
B(γ)
+
∑
γ∈dec(r,s)
−−→eC(γ) ⊗ (rγ, sγ) +
∑
C∈cir(∂(r,s)),s(C)=+
←−eC ⊗ (r, sC)
where:
(1) Bridge(r) is the union of left bridges of ∂(r, s) and the subset of active
resolution bridges of r, containing active resolution bridges γ such that the
right planar matching of rγ is different from the one of r. Furthermore, B(γ)
is the sum of (rγ, s
i
γ) where s
i
γ is computed from Khovanov Frobenius algebra,
with the recorded coefficient in BΓn corresponding to the bridge element whose
source is ∂(r, s) and target is ∂(rγ, s
i
γ).
(2) dec(r, s) is a collection of active resolution bridges γ of r such that either
both feet of γ belong to a + cleaved circle C of r, or one foot of γ belongs to a
+ cleaved circle C of r and another one belongs to a − free circle of r. In both
cases, sγ is computed from Khovanov Frobenius algebra with a condition that
sγ(Cγ) = − where Cγ is a cleaved circle of rγ, obtained from C by surgering
along γ.
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Proof of Proposition 15. It suffices to prove that for each generator ξ = (r, s) of
[[
−→
T 〉,
(µBΓn ⊗ Id)(I⊗
−→
δV)
−→
δT (r, s) + (µBΓn ⊗ Id)(I⊗
−→
δT )
−→
δV(r, s) = 0
We rewrite the left hand side as
(µBΓn ⊗ Id)(I⊗
−→
δV)
−→
δT (r, s) + (µBΓn ⊗ Id)(I⊗
−→
δT )
−→
δV(r, s) =
∑
(r′,s′)
A(r′, s′)⊗ (r′, s′)
where A(r′, s′) is computed by taking the sum of products eαeβ, modeled by:
(r, s)
eα−→ (r1, s1) eβ−→ (r′, s′)
Note that eα and eβ are the elements in BΓn corresponding to ∂(r, s)→ ∂(r1, s1) and
∂(r1, s1) → ∂(r′, s′), respectively. Additionally, one of them is either an idempotent
or a right decoration element (this term comes from
−→
δV) and the other is either an
idempotent, or a bridge element, or a right decoration element, or a left decoration
element (this term comes from
−→
δT ).
Our goal is to prove that A(r′, s′) = 0. We have the following two cases:
Case I. The term coming from
−→
δV is a right decoration element
−→eC . In this case, we
have the following subcases:
(1) The term coming from
−→
δT is a left decoration element
←−eD. Then (r′, s′) is
obtained from (r, s) by changing the decorations on two cleaved circles C, D
of r from + to −. Therefore, there are exactly two paths from (r, s) to (r′, s′):
(r, s)
−→wC−→eC−−−→ (r, sC)
←−eD−−−→ (r′, s′)
(r, s)
←−eD−−−→ (r, sD)
−→wC−→eC−−−→ (r′, s′)
We have: A(r′, s′) = −→wC [−→eC←−eD +←−eD−→eC ] = 0 by relation 1 in the definition of
BΓn.
(2) The term coming from
−→
δT is either an idempotent, or a right decoration ele-
ment, or a bridge element eγ where γ ∈ Bridge(r), such that the support of
γ is disjoint from C. In this case, there are again exactly two paths from (r, s)
to (r′, s′). Similar to the previous case and the proof of proposition 14, using
the relation 1 or 2 in the set of disjoint support and squared bridge relations,
we can compute that A(r′, s′) = 0
(3) The term from
−→
δT is a bridge element eγ where γ ∈ Bridge(r) and C is in
the support of γ. We only describe the merging case since the case of division
can be handled by a similar calculation. Let C1 be a cleaved circle in ∂(r, s),
merged with C by merging on γ to form another cleaved circle C2. For the
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path from (r, s) to (r′, s′) to exist, s(C1) = +. Then, there are three paths in
A(r′, s′):
(r, s)
−→wC−→eC−−−−−−→ (r, sC) eγ−−−−−−→ (r′, s′)
(r, s)
−−→wC1−−→eC1−−−−−−→ (r, sC1)
eγ1−−−−−−→ (r′, s′)
(r, s)
eγ2−−−−−−→ (rγ, sγ)
−−→wC2−−→eC2−−−−−−→ (r′, s′)
As the result, A(r′, s′) = −→wC−→eCeγ +−−→wC1−→eC1eγ1 +eγ2−−→wC2−→eC2 . Since −−→wC2 = −−→wC1 +−→wC , we can rewrite: A(r′, s′) = −→wC(−→eCeγ + eγ2−→eC2) +−−→wC1(−→eC1eγ1 + eγ2−→eC2) = 0,
by relation 4 in the set of relations for decoration edges.
Case II. The term coming from
−→
δV is an idempotent obtained by changing the dec-
oration on a free circle C from + to −. We have the following subcases:
(1) The term from
−→
δT is an idempotent. In this case, we know that the product
of the weights of two paths from (r, s) to (r′, s′) will be canceled out by [15].
Therefore, A(r′, s′) = 0.
(2) The term from
−→
δT is a bridge element eγ where γ ∈ Bridge(r). Since the
support of γ is disjoint from C, we only have two paths from (r, s) to (r′, s′)
and thus A(r′, s′) = −→wCI∂(r,s)eγ + eγ−→wCI∂(r,s) = 0.
(3) The term from
−→
δT is a right decoration element, obtained by surgery of (r, s)
along γ ∈ dec(r, s). It is possible that the support of γ is disjoint or not
disjoint from C. When the support of γ is disjoint from C, the proof of
A(r, s) = 0 is similar to the case II.2. When the support of γ is not disjoint
from C, the situation is more interesting. Since the case of division can be
handled similarly, we here only present the proof of the case when γ merges
a + cleaved circle D ∈ ∂(r, sC) with C to give a cleaved circle C1 ∈ ∂(r′, s′).
In this case, there are exactly three paths from (r, s) to (r′, s′):
(r, s)
I∂(r,s)−−−−−→ (r2, s2)
−−→wC1−−→eC1−−−−−−→ (r′, s′)
(r, s)
−→wCI∂(r,s)−−−−−−→ (r, sC)
−→eD−−−−−−→ (r′, s′)
(r, s)
−→wD−→eD−−−−−→ (r, sD)
I∂(r,sD)−−−−−−→ (r′, s′)
Thus, A(r′, s′) = (−−→wC1+−→wD+−→wC)−→eD = 0 because−→eD ≡ −→eC1 and−−→wC1 = −→wC+−→wD.
6. The deformation retraction of the type D structure
Let stn(
−→
T ) be the collection of states of
−→
T , consisting of those states that do not
have any free circle in their resolutions. In this section, we will prove that the type D
structure ([[
−→
CT 〉,−−→δn,T ), described in section 1, is homotopy equivalent to ([[−→T 〉,−→δT,•)
as type D structures.
First of all, we state the type D cancellation lemma whose proof can be found in
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[12].
Let (A, d) be a differential graded algebra over a ground ring R (characteristic 2).
Let N be a graded module over R. Suppose over R, N can be generated by a basis
{x1, ..., xn}. Let aij ∈ A such that:
(11) d(aik) +
n∑
j=1
aij ajk = 0 i, k ∈ {1, . . . , n}
and gr(aij) = |xi| − |xj|+ 1. Then δ : N → (A⊗R N)[−1], defined by:
δ(xi) =
n∑
j=1
aij ⊗ xj
is a type D structure on N .
Lemma 17. [12] Let δ be a D structure on N . Suppose there is a basis B whose
structure coefficients satisfy aii = 0 and a12 = 1A. Let N = spanR{x3, . . . , xn}. Then
δ(xi) =
∑
j≥3
(aij − ai2 a1j)⊗ xj
is a D structure on N . Furthermore, the maps
ι : N → A⊗N ι(xi) = 1A ⊗ xi − ai2 ⊗ x1
pi : N → A⊗N pi(xi) =

0 i = 1∑
j≥3 a1j ⊗ xj i = 2
1A ⊗ xi i ≥ 3
realize N as a deformation retraction of N with ι ∗ pi 'H IN using the homotopy
H : N → A⊗N [−1]
H(xi) =
{
1A ⊗ x1 i = 2
0 i 6= 2
Proposition 18. ([[
−→
CT 〉,−−→δn,T ), defined in section 1, is a type D structure over
(BΓn, In). Additionally, ([[−→T 〉,−→δT,•), defined in section 4, is homotopy equivalent
to ([[
−→
CT 〉,−−→δn,T ).
Proof . Let (r, s) be a state of [[
−→
T 〉 containing a free circle C. Then the decoration
s(C) is either + or −. Corresponding to (r, s), there is a state (r, s1) of [[−→T 〉 obtained
by changing the decoration on C from ± to ∓. We call this pair of states a mutual
pair. We will use the cancellation lemma 17 to cancel out the mutual pairs (r, s)
and (r, s1). Indeed,
−→
δT,•(r, s) =
−→wCI∂(r,s) ⊗ (r, s1) + Q = −→wC1BΓn ⊗ (r, s1) + Q where
Q is a linear combination supported on states not equal to either (r, s) or (r, s1).
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Since −→wC1BΓn is invertible, we can cancel this pair to get a deformation retraction
of ([[
−→
T 〉,−→δT,•) supported on State(−→T ) \ {(r, s), (r, s1)}. We also note that the new
perturbation does not alter the relationship between another mutual pair. As a re-
sult, we can cancel out all of the mutual pairs of states and what we have left is a
homotopy equivalent type D structure δn supported on stn(
−→
T ). We also need to
verify that δn is the same as
−−→
δn,T . Let (r, s), (r
′, s′) be two states in stn(
−→
T ) such
that 〈δn(r, s), (r′, s′)〉 6= 0. Therefore, under the action of −→δT,•, we have the following
sequence of transitions of states in State(
−→
T ):
(r, s) = (r0, s
+
0 )→ (r1, s−1 )→ (r1, s+1 )→ ....→ (rk, s+k )→ (rk+1, s−k+1) = (r′, s′)
where each transition (ri, s
−
i )→ (ri, s+i ) comes from a mutual pair and let Ci be the
free circle where s−i (Ci) = − and s+i (Ci) = +. The other transitions come from the
fact that (ri+1, s
−
i+1) is in the image of
−→
δT,•(ri, s+i ). By denoting the number of +
and − free circles for each state (r, s) of −→T by J(r, s) = (J+(r, s), J−(r, s)), we see
that J(ri, s
+
i ) − J(ri, s−i ) = (1,−1) for each i ∈ {1, ..., k}. Additionally, we evaluate
Ji = J(ri+1, s
−
i+1)− J(ri, s+i ) as the following cases:
(1) If the corresponding coefficient from ∂(ri, s
+
i ) → ∂(ri+1, s−i+1) is either ←−eC or
bridge element then Ji = (0, 0).
(2) If the corresponding coefficient is −→eC then Ji belongs to {(1, 0), (0,−1), (0, 0)}.
(3) If this transition comes from I ⊗ dAPS, Ji belongs to {(−1, 0), (0, 1)}.
Since (r, s), (r′, s′) ∈ stn(−→T ), we have J(r, s) = J(r′, s′) = (0, 0). Furthermore, we
have:
J(r′, s′)− J(r, s) =
k∑
i=1
[
J(ri, s
+
i )− J(ri, s−i )
]
+
k∑
i=0
Ji = (0, 0)
Therefore,
k∑
i=0
Ji = (−k, k). Looking through all of possible cases of Ji, k has to be
either 0 or 1. If k = 0, (r′, s′) is obtained from (r, s) by either changing a decoration
on a cleaved circle from + to − or performing surgery along γ ∈ Bridge(r). In this
case:
〈δn(r, s), (r′, s′)〉 = 〈−→δT,•(r, s), (r′, s′)〉
If k = 1, we need to have ∂(r, s) = ∂(r1, s
−
1 ) = ∂(r1, s
+
1 ) = ∂(r
′, s′). As a result,
we know how to calculate δn. We call a sequence of transitions an I-transition if it
is of the following form: (r, s) → (r1, s−1 ) → (r1, s+1 ) → (r′, s′) where the states in
this sequence of transitions have the same “cleaved link” boundaries. By using the
formula in lemma 17, we have:
〈δn(r, s), (r′, s′)〉 =
∑
I−transition
(1/−→wC)I∂(r,s)
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Also, we see that (r1, s
−
1 ) is obtained from (r, s) by surgery along an active resolution
bridge γ1 of r. Since (r, s) ∈ stn(−→T ) and a new free circle C is created in (r1, s−1 ),
γ1 has to divide a cleaved circle C1 of r into C and another cleaved circle C2 of r1.
Furthermore, (r′, s′) is obtained from (r1, s+1 ) by surgering along an active resolution
bridge γ2 of r1. Since (r
′, s′) ∈ stn(−→T ), γ2 merges C to a cleaved circle D of r1. If
C2 ≡ D, there are two I-transitions from (r, s) to (r′, s′). If C2 6= D, there is only
one I-transition from (r, s) to (r′, s′). Therefore, δn is −−→δT,n. ♦
7. Invariance of the type D structure under the weight moves
Following [15] and [16], we will prove that the homotopy type of ([[
−→
T 〉,−→δT,•) is invari-
ant under the following weight moves. Let
−→
T and
−→
T ′ be weighted tangle diagrams
of a tangle
−→T with weighted arcs before and after the weight w is moved along the
crossing c as the following figures:
w
w
w
w
We need to show that ([[
−→
T 〉,−→δT,•) is homotopy equivalent to ([[
−→
T ′ 〉,−−→δT ′,•).
Let Dc : [[
−→
T 〉 −→ BΓn ⊗In [[
−→
T ′ 〉 be the F−→
T
-linear map defined as follows. Let
ξ = (r, s) be a generator of [[
−→
T 〉. Dc(r, s) is defined to be either 0 if r(c) = 0 or the
sum of element(s) e⊗ (r′, s′) if r(c) = 1 where:
(1) r′ is the resolution obtained from r by surgering along the inactive bridge γ
at c of r.
(2) s′(D) = s(D) for all circles D not abutting c and the signs on circles abutting
c are computed by using Khovanov sign rules.
(3) e is the element in BΓn whose source is ∂(r, s) and target is ∂(r′, s′). We note
that since r′ is obtained from r by surgering a bridge on the right side, e is
either a right bridge element, or a right decoration element, or an idempotent.
Additionally, if e is a bridge element in BΓn, we have:
ζ(r′, s′) = h(r′, s′)− q(r′, s′)/2 = [h(r, s)− 1]− [q(r, s)− 3/2]/2 = ζ(r, s)− 1/4
Therefore, in this case, ζ(r′, s′) + ζ(e) = ζ(r, s). By a similar computation, if e is
either an idempotent or a right decoration element, then ζ(r′, s′) + ζ(e) = ζ(r, s). As
a result, Dc is a ζ-grading preserving map.
Proposition 19. The map Ψ : [[
−→
T 〉 −→ BΓn ⊗In [[
−→
T ′ 〉 where Ψ(r, s) = I∂(r,s) ⊗
(r, s) + w.Dc(r, s) is a type D homomorphism.
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Proof . To ease the notation, we let δ, δ′ stand for
−→
δT,•,
−−→
δT ′,• respectively.
It suffices to prove:
(12) (µBΓn ⊗ Id)(I⊗ δ′)Ψ + (µBΓn ⊗ Id)(I⊗Ψ)δ + (dΓn ⊗ Id)Ψ = 0
when applied to each (r, s) ∈ State(−→T ).
Since the image of Ψ does not have any term of the form←−eC⊗(r1, s1), the last term of
(12) will be 0. Also, the map δ can be written as the sum: δ = DT +DT,c+ET +ET,c
where DT and DT,c are the terms in the image of δ obtained by surgering either
one left bridge or one active bridge at c1 6= c, and c respectively. ET (ET,c respec-
tively) is the term in the image of δ obtained by changing the decoration on a circle
not abutting c (abutting c) from + to −. We can write down a similar sum for δ′:
δ′ = D′T +DT ′,c + ET ′ + ET ′,c.
As we can canonically identify [[
−→
T 〉 as [[−→T ′ 〉, let δ1 be a D structure on [[−→T 〉, which
is precisely the same as δ′ on [[
−→
T ′ 〉. Note that: δ + δ1 = ET,c + ET ′,c.
Let IT : [[
−→
T 〉−→ BΓn⊗In [[
−→
T ′ 〉 be the map, defined by IT (r, s) = I∂(r,s)⊗ (r, s). The
left hand side of (12) can be written as the sum:
(µBΓn ⊗ Id)(I⊗ δ′)IT + (µBΓn ⊗ Id)(I⊗ IT )δ1 + (µBΓn ⊗ Id)(I⊗ δ′)w ·Dc
+(µBΓn ⊗ Id)(I⊗ w ·Dc)δ + (µBΓn ⊗ Id)(I⊗ IT )(ET,c + ET ′,c)
The sum of the first two terms will be 0 since both are equal δ′. Rearranging the
other terms, we need to prove:
(13)
(µBΓn ⊗ Id)(I⊗ δ′)w ·Dc + (µBΓn ⊗ Id)(I⊗w ·Dc)δ = (µBΓn ⊗ Id)(I⊗ IT )(ET,c + ET ′,c)
By using the decomposition of δ and δ′, we will in turn prove the following equations:
(14) (µBΓn ⊗ Id)(I⊗DT ′)w ·Dc + (µBΓn ⊗ Id)(I⊗ w ·Dc)DT = 0
(15) (µBΓn ⊗ Id)(I⊗ ET ′)w ·Dc + (µBΓn ⊗ Id)(I⊗ w ·Dc)ET = 0
(16) (µBΓn ⊗ Id)(I⊗ ET ′,c)w ·Dc + (µBΓn ⊗ Id)(I⊗ w ·Dc)ET,c = 0
(17)
(µBΓn⊗Id)(I⊗DT ′,c)w ·Dc+(µBΓn⊗Id)(I⊗w ·Dc)DT,c = (µBΓn⊗Id)(I⊗IT )(ET,c + ET ′,c)
The proof of (14) comes from the proof that
−→
δT is a type D structure on [[
−→
T 〉 (for the
mirror crossing at c) and (15) is one of case of proposition 15 (for the mirror crossing
at c). For (16), we remark that both terms will be 0 if r(c) = 0 because ET,c does
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not change the value of r(c). (µBΓn ⊗ Id)(I⊗ET ′,c)w ·Dc will be 0 unless there is a +
circle abutting c in the image of Dc. As a result, (µBΓn ⊗ Id)(I⊗ET ′,c)w ·Dc will be
0 if one of the circle(s) abutting c contains the marked point. In this case, it is also
true that (µBΓn ⊗ Id)(I ⊗ w ·Dc)ET,c = 0. Since Dc, ET,c and ET ′,c only change the
decorations on the circles abutting c, it suffices to prove (16) by checking all of the
possibilities for the circles abutting c. We can also assume that the circles abutting
c do not contain the marked point. Therefore, we have the following cases to check:
(1) All of circles abutting c are free circles,
(2) There is at least one free circle and one cleaved circle
(3) All of circles abutting c are cleaved circles.
Case (1) can be done similarly to case (2) and has already been described in [15].
For case (2), we only address the merging case (the argument for division is similar).
Let ±c and ±f denote the decoration on the cleaved and free circles, respectively.
Then:
(µBΓn ⊗ Id)(I⊗ ET ′,c)Dc(+c+f ) + (µBΓn ⊗ Id)(I⊗Dc)ET,c(+c+f )
= (µBΓn ⊗ Id)(I⊗ ET ′,c)(I∂(r,s) ⊗+c) + (µBΓn ⊗ Id)(I⊗Dc)
[
(←−eC +−→wC−→eC)⊗−c+f
+(−→wfI∂(r,s) ⊗+c−f )
]
= (µBΓn ⊗ Id)
[
I∂(r,s) ⊗ (←−eC + (−→wC + −→wf )−→eC) ⊗ −c
]
+ (µBΓn ⊗ Id)
[
(←−eC + −→wC−→eC)⊗
I∂(r,s) ⊗−c +−→wfI∂(r,s) ⊗−→eC ⊗−c
]
= (←−eC + (−→wC +−→wf )−→eC)⊗−c + (←−eC +−→wC−→eC)⊗−c +−→wf−→eC ⊗−c
= 0
If either sc = − or sf = −, then both terms will be 0 and, thus, (16) is true.
For case (3), we will again only prove the identity for the merging case. Let ±1,
±2 be the decorations on cleaved circles C1, C2 respectively and ±c be the decoration
on a merged cleaved circle C. Let eγ, eγ1 and eγ2 be the bridge elements representing
the changes of the cleaved links: +1+2 −→ +c, −1+2 −→ −c and +1−2 −→ −c
respectively. Then
(µBΓn ⊗ Id)(I⊗ ET ′,c)Dc(+1+2) + (µBΓn ⊗ Id)(I⊗Dc)ET,c(+1+2)
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= (µBΓn ⊗ Id)(I⊗ET ′,c)(eγ ⊗+c) + (µBΓn ⊗ Id)(I⊗Dc)
[(
(←−eC1 +−−→wC1−→eC1)⊗−1 +2
)
+
(
(←−eC2 +−−→wC2−→eC2)⊗+1 −2
)]
= eγ(
←−eC +−→wC−→eC)⊗−c + (←−eC1 +−−→wC1−→eC1)eγ1 ⊗−c + (←−eC2 +−−→wC2−→eC2)eγ2 ⊗−c
=
(
eγ
←−eC +←−eC1eγ1 +←−eC2eγ2
)⊗−c+−−→wC1(eγ−→eC +−→eC1eγ1)⊗−c+−−→wC2(eγ−→eC +−→eC2eγ2)⊗−c
= 0
since the first, second and third terms equal 0 by relations 6 and 4 defining BΓn.
Finally, we prove that (17) is true. Again, since the proof for divisions is similar, we
only present the proof for the merging case. We have the following subcases:
(1) All of circles are free: The proof of (17) is then similar to the case (2) below
and already described in [15].
(2) There is at least one free circle F and one cleaved circle C. Since the case
where C contains the marked point is the special case of what we are about
to prove, we can assume C does not contain the marked point. Let ±c and
±f be the decorations on the cleaved and free circles respectively. We rewrite
the map on the RHS of (17) as
+c+f −→ w.
[
(−→eC ⊗−c+f ) + (I∂(r,sC) ⊗+c−f )
]
−c+f −→ w.I∂(r,sC) ⊗−c−f
+c−f −→ w.−→eC ⊗−c−f
if r(c) = 1 or +c
0−→ −c if r(c) = 0.
If r(c) = 0, the first term of the LHS of (17) equals 0 because Dc is sup-
ported on states (r′, s′) with r′(c) = 1. The second term of the LHS maps +c
to (−→eC +−→eC)⊗−c = 0. Therefore, (17) is also true in this case.
If r(c) = 1, the second term of the LHS of (17) is 0 and the map of the
first term can be described as
+c+f −→ (w.I∂(r,s)−→eC ⊗−c+f ) + (w.I∂(r,s)I∂(r,s) ⊗+c−f )
−c+f −→ w.I∂(r,sC)I∂(r,sC) ⊗−c−f
+c−f −→ w.−→eCI∂(r,sC) ⊗−c−f
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In case of: In case of:
+C1 ⊗+C2
−C1 ⊗+C2 +C1 ⊗−C2
−C1 ⊗−C2
+C
−C
+C1 ⊗+C2
−C1 ⊗+C2 +C1 ⊗−C2
−C1 ⊗−C2
+C
−C
w
w
0-resolution
1-resolution
w
a
b
c
x
x1 x2
x3 x4
x′
x′1 x′2
x′3 x′4
e
γ
†
1
e
γ
†
3
e
γ
†
2
e
γ
†
1
e
γ
†
3
e
γ
†
2
w ∗ eγ
w ∗ eγ2
w ∗ eγ3
Figure 1. An illustration of how to construct a type D morphism
between the two type D structures before and after moving weight. The
recorded algebra elements above the arrows correspond to the change
in the cleaved links. The diagram does not cover all the terms of the
type D structures or the morphism. It only illustrates the last case
of proposition 19. However, this picture can be modified to give the
pictures for the other cases by changing eγi and e
†
γi
to suitable algebra
elements.
By comparing the coefficients on each generator, the images of the LHS and
the RHS agree. As a result, (17) is true in this case.
(3) All of the circles are cleaved circles: The proof will be similar to the above
cases when we can prove that two sides of (17) agree on every generator
ξ = (r, s) of [[
−→
T 〉 by using the relation −→e (γ,σ,σ′)−→e (γ†,σ′,σC) = −→eC . Figure
1 illustrates the proof for this case. In this figure, C is the cleaved circle
of the 0-resolution while C1 and C2 correspond to the top and the bottom
cleaved circles of the 1-resolution. In addition, x1 =
←−eC1 + (w + b)−→eC1 and
x2 =
←−eC2 + (c+ a)−→eC2 while x′1 =←−eC1 + b−→eC1 and x′2 =←−eC2 + (w+ a+ c)−→eC2 . In
the identity (17):
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LHS(+c1+c2) = w.eγeγ†1
⊗−c1 +c2 ⊕w.eγeγ†2 ⊗+c1−c2
and:
RHS(+c1+c2) = (x1 + x
′
1)⊗−c1 +c2 ⊕(x2 + x′2)⊗−c2+c1
Using relation 3 in the set of other bridge relations, we see that LHS(+c1+c2) =
RHS(+c1+c2). Similarly, we can prove that (17) is true when applied for
−c1+c2 or +c1−c2 . Therefore, Ψ is a type D homomorphism. ♦
Proposition 20. ([[
−→
T 〉,−→δT,•) is isomorphic to ([[
−→
T ′ 〉,−−→δT ′,•) as type D structures.
Proof . Let Φ : [[
−→
T ′ 〉 −→ BΓn ⊗In [[
−→
T 〉 where Φ(r, s) = I∂(r,s) ⊗ (r, s) + w.Dc(r, s)
where Dc is defined identically as Dc but from
−→
T ′ to
−→
T . By proposition 19, Φ is a
D homomorphism. We will prove: Φ ∗ Ψ = I
[[
−→
T 〉 and Ψ ∗ Φ = I[[−→T ′ 〉 where ∗ stands
for the composition of two type D structures (described in section 8). After that, we
can conclude ([[
−→
T 〉,−→δT,•) is isomorphic to ([[
−→
T ′ 〉,−−→δT ′,•). Indeed,
Φ ∗Ψ
= (µBΓn ⊗ Id)(I⊗ Φ)Ψ
= (µBΓn ⊗ Id)(I ⊗ IT ′)IT + w.
[
(µBΓn ⊗ Id)(I ⊗ Dc)IT + (µBΓn ⊗ Id)(I ⊗ IT ′)Dc
]
+(µBΓn ⊗ Id)(I⊗Dc)Dc
We note that the last term is 0 since Dc is supported on states (r, s) where r(c) = 1
while the image of Dc contains the states (r1, s1) where r1(c) = 0. The sum of the
two middle terms is also 0 since the second term is equal to the third term. Moreover,
(µBΓn ⊗ Id)(I ⊗ IT ′)IT = I[[−→T 〉. Combining all these facts, we obtain: Φ ∗ Ψ = I[[−→T 〉.
Similarly, Ψ ∗ Φ = I
[[
−→
T ′ 〉 by an almost identical argument. ♦
8. Graded differential algebra and stable homotopy
8.1. Preliminary. The different projections of the right tangle
−→T can have a dif-
ferent number of arcs and thus, the corresponding type D structures will be vector
spaces over different base fields. To relate these structures, we will need an appro-
priate algebraic tool: the stable homotopy, whose construction is based on the idea
in section 4 of [14]. Let F be a field and W be a vector space over F. Let FW be the
field of rational function of PW where PW is the symmetric algebra of W . Recall: let
W , W ′ be two vector spaces over F and let M , M ′ be two vector spaces over FW ,
FW ′ respectively. A pair (M,W ) is stably isomorphic to (M ′,W ′) if there is a triple
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(W ′′, i, i′) where W ′′ is a vector space over F, W i−→ W ′′ and W i′−→ W ′′ are injective
linear maps, such that M ⊗FW FW ′′ ∼= M ′ ⊗FW ′ FW ′′ as vector spaces over FW ′′ . This
relation is proved to be an equivalence relation in [14]. We always assume that F
is Z2 and W is a vector space over Z2, unless otherwise stated. In this section, we
give a modification of this definition which will allow us to relate two type D (or A)
structures over two different fields. Furthermore, the complexes obtained by gluing
stable homotopy equivalences of type A structures to stable homotopy equivalences
of type D structures will be stably homotopic in the sense of [14].
8.2. AW,I category and stable A∞ homotopy equivalence.
We will describe a way to construct A∞ modules over the ground field FW from the
one over Z2 by first upgrading our unital DGA (BΓn, dΓn) (over Z2) to one over FW .
We will let (A, I), µ1 and µ2 stand for (BΓn, In), dΓn and the product on BΓn
respectively.
Definition 21. For each vector space W over Z2, let AW := A⊗Z2 FW , equipped with
the following FW−linear maps
µW,1 : AW −→ AW [−1]
µW,2 : AW ⊗FW AW −→ AW
where µW,1 = µ1 ⊗ IFW and µW,2 = µ2 ⊗ IFW , under the canonical isomorphism:
AW ⊗FW AW ∼= A⊗2 ⊗Z2 FW . We also let IW be I ⊗Z2 FW
Using the fact that tensor product is a functor, it is straightforward to verify the
following proposition:
Proposition 22. If (A, µ1, µ2) is unital DGA over Z2 then (AW , µW,1, µW,2) is unital
DGA over FW .
The proof of this proposition is left to the reader.
We recall the definition of an A∞ module, as in [8].
Definition 23. [8] (M, {mi}i∈N) is a right A∞ module over (AW , IW ) if M is a graded
IW -module and for each i ∈ N, mi : M ⊗IW A⊗(i−1)W −→ M [i − 2] is an IW -linear
map, which satisfies the following compatibility condition:
0 =
∑
i+j=n+1
mi(mj ⊗ I⊗(i−1)) +
∑
i+j=n+1,j<3,k>0
mi(I⊗k ⊗ µW,j ⊗ I⊗(i−k−1))
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M is said to be strictly unital if for any ξ ∈ M , m2(ξ ⊗ 1AW ) = ξ, but for n > 2,
mn(ξ ⊗ a1 ⊗ ...⊗ an−1) = 0 if any ai = 1AW
Definition 24. [8] Let (M, {mi}) and (M ′, {m′i}) be two A∞ modules over (AW , IW ).
An A∞ homomorphism Ψ is a collection of maps:
ψi : M ⊗IW A⊗(i−1)W −→M ′[i− 1]
indexed by i ∈ N, satisfying the compatibility conditions:
0 =
∑
i+j=n+1
m′i(ψj⊗I⊗(i−1))+
∑
i+j=n+1
ψi(mj⊗I⊗(i−1)+
∑
i+j=n+1,k>0,j<3
ψi(I⊗k⊗µW,j⊗I⊗(i−k−1))
Additionally, a homotopy H between two A∞ morphisms Ψ and Φ is a set of maps
{hi} with hi : M ⊗IW A⊗(i−1)W −→M ′[i] such that:
(18)
ψn+φn =
∑
i+j=n+1
m′i(hj⊗I⊗(i−1))+
∑
i+j=n+1
hi(mj⊗I⊗(i−1))+
∑
i+j=n+1,k>0,j<3
hi(I⊗k⊗µW,j⊗I⊗(i−k−1))
For an ease of notation, we sometimes let M stand for (M, {mi}) when it is clear
from the context.
Proposition 25. [8] Let AW,I be a collection of A∞ modules over (AW , IW ). Mor(M,M ′)
is a collection of A∞ homomorphisms (Ψ, {ψi}) and the composition of Φ ∗ Ψ is the
set of maps:
(Φ ∗Ψ)n =
∑
i+j=n+1
φi(ψj ⊗ I⊗(i−1))
for each n ∈ N. Then AW,I forms a category.
Definition 26. Let ϕ : W ↪→ W ′ be a linear injection. Let (M, {mi}i∈N) be an object
of AW,I and (Ψ, {ψ}i∈N) ∈Mor((M, {mi}), (M ′, {m′i})) be a morphism of AW,I. We
define:
(1)
Fϕ(M) = M ⊗ϕ FW ′
(2) For each i ∈ N, Fϕ(mi) : Fϕ(M)⊗IW ′ A⊗(i−1)W ′ −→ Fϕ(M)[i− 2] is defined by:
Fϕ(mi)
(
(m⊗ r)⊗ (a1⊗ r1)⊗ ....⊗ (ai−1⊗ ri−1)
)
= mi(m⊗ a1⊗ ...⊗ ai−1)⊗ rr1...ri−1
where m ∈M , aj ∈ AW and r, rj ∈ FW ′ for j = 1, ..., i− 1.
(3) Similarly, for each i ∈ N, Fϕ(ψi) : Fϕ(M)⊗IW ′ A⊗(i−1)W ′ −→ Fϕ(M ′)[i− 1] is
defined in the same manner as Fϕ(mi)
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Combining the facts that tensor product is a functor and there is the following canon-
ical isomorphism:
(M ⊗ϕ FW ′)⊗IW ′ (AW ⊗ϕ FW ′)⊗(i−1) ∼= (M ⊗IW A⊗(i−1)W )⊗ϕ FW ′
for each i ∈ N, it is straightforward to prove the following two propositions:
Proposition 27. Fϕ(M, {mi}) = (Fϕ(M), {Fϕ(mi)}) is well-defined and it is an ob-
ject of AW ′,I. Likewise, Fϕ(Ψ) is well-defined and belongs to Mor(Fϕ(M, {mi}),Fϕ(N, {ni}))
Proposition 28. For each injection ϕ : W ↪→ W ′, there is a functor Fϕ : AW,I −→
AW ′,I defined by
Fϕ(M, {mi}) = (Fϕ(M), {Fϕ(mi)})
Fϕ(Ψ, {ψi}) = (Fϕ(Ψ), {Fϕ(ψi)})
Furthermore, if Ψ and Φ are A∞ homotopic in AW,I then Fϕ(Ψ) is A∞ homotopic to
Fϕ(Φ) in AW ′,I.
We now have enough tools to relate two A∞ structures over different fields by defining
the stable homotopy equivalence of A∞ modules:
Definition 29. Let W and W ′ be two vector spaces over Z2. Let (M, {mi}), (M ′, {m′i})
be objects of AW,I and AW ′,I respectively. Then (M, {mi}) is stably homotopy equiv-
alent to (M ′, {m′i}) if there is a triple (ϕ, ϕ′,W ′′) where W ′′ is a vector space over Z2
and ϕ : W ↪→ W ′′ and ϕ′ : W ′ ↪→ W ′′ are linear injections, such that (Fϕ(M), {Fϕ(mi)})
is homotopy equivalent to (Fϕ′(M ′), {Fϕ(m′i)}) in the category AW ′′,I.
Proposition 30. Stable homotopy equivalence of A∞ modules is an equivalence re-
lation.
The proof of this proposition follows directly from lemma 4.3 of [14], the fact that
homotopy equivalence of A∞ modules is an equivalence relation, and the following
lemma:
Lemma 31. Let W˜ be a vector space over Z2 and ϕ˜ : W ′′ ↪→ W˜ be a linear injec-
tion. If (M, {mi}) is stably homotopy equivalent to (M ′, {m′i}) via (ϕ, ϕ′,W ′′), then
(M, {mi}) is stably homotopy equivalent to (M ′, {m′i}) via (ϕ˜ ◦ ϕ, ϕ˜ ◦ ϕ′, W˜ )
Proof . Since (Fϕ(M), {Fϕ(mi)}) is homotopy equivalent to (Fϕ′(M ′), {Fϕ′(m′i)}),
(Fϕ˜(Fϕ(M), {Fϕ˜(Fϕ(mi))}) is homotopy equivalent to (Fϕ˜(Fϕ′(M ′)), {Fϕ˜(Fϕ′(m′i))})
by proposition 28. Thus, we will finish the proof of this lemma if we can prove
(Fϕ˜◦ϕ(M), {Fϕ˜◦ϕ(mi)}) ∼=A
W˜ ,I (Fϕ˜ ◦ Fϕ(M), {Fϕ˜(Fϕ(mi))})
and
(Fϕ˜◦ϕ′(M ′), {Fϕ˜◦ϕ′(m′i)}) ∼=AW˜ ,I (Fϕ˜ ◦ Fϕ′(M ′), {Fϕ˜(Fϕ′(m′i))})
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First of all, we have:
Fϕ˜◦ϕ(M) = M ⊗ϕ˜◦ϕ FW˜ ∼= (M ⊗ϕ FW ′′)⊗ϕ˜ FW˜ = Fϕ˜ ◦ Fϕ(M)
Secondly, under this identification of the underlying modules, we need to prove
Fϕ˜◦ϕ(mi) = Fϕ˜ ◦ Fϕ(mi). Using the definition 26, we have:
Fϕ˜◦ϕ(mi)
(
(m⊗r)⊗(a1⊗r1)⊗...⊗(ai−1⊗ri−1)
)
= mi(m⊗a1⊗...⊗ai−1)⊗ϕ˜◦ϕrr1...ri−1
On the other hand,
Fϕ˜ ◦ Fϕ(mi)
(
((m⊗ϕ 1)⊗ϕ˜ r)⊗ ((a1 ⊗ϕ 1)⊗ϕ˜ r1)⊗ ...⊗ ((ai−1 ⊗ϕ 1)⊗ϕ˜ ri−1)
)
= Fϕ(mi)
(
(m⊗ϕ 1)⊗ (a1 ⊗ϕ 1)⊗ ...⊗ (ai−1 ⊗ 1)
)⊗ϕ˜ rr1...ri−1
=
(
mi(m⊗ a1 ⊗ ...⊗ ai−1)⊗ϕ 1
)⊗ϕ˜ rr1...ri−1
Therefore, Fϕ˜◦ϕ(mi) = Fϕ˜ ◦ Fϕ(mi). ♦
8.3. DW,I Category and Stable D homotopy equivalence.
We first review the definition of the type D structure and the DW category as in [8].
Definition 32. [8] Let N be a graded IW -module. A (left) D structure on N is a
linear map:
(19) δ : N −→ (AW ⊗IW N)[−1]
satisfying:
(µW,2 ⊗ IN)(IAW ⊗ δ)δ + (µW,1 ⊗ IN)δ = 0
A morphism of type D structures (N, δ) −→ (N ′, δ′) is a map ψ : N −→ AW ⊗IW N ′
such that:
(µW,2 ⊗ IN)(IAW ⊗ δ′)ψ + (µW,2 ⊗ IN)(IAW ⊗ ψ)δ + (µW,1 ⊗ IN)ψ = 0
H : N −→ (AW ⊗IW N ′)[1] is a homotopy of two type D morphisms ψ and φ if:
ψ + φ = (µW,2 ⊗ IN)(IAW ⊗ δ′)H + (µW,2 ⊗ IN)(IAW ⊗H)δ + (µW,1 ⊗ IN)H
Proposition 33. [8] Let DW,I be the collection of type D structures (N, δ) over
(AW , IW ). Let Mor((N, δ), (N ′, δ′)) be the set of type D morphisms and the com-
position φ ∗ ψ of ψ : N −→ AW ⊗ N ′ and φ : N ′ −→ AW ⊗IW N ′′ is defined
to be (µW,2 ⊗ IN ′′)(IAW ⊗ φ)ψ. Additionally, the identity morphism at (N, δ) is
IN : N −→ AW ⊗IW N given by x −→ 1AW ⊗ x. Then DW,I forms a category.
Using the same technique as in 8.2, for each ϕ : W ↪→ W ′ linear injection, we will
construct a functor from DW,I to DW ′,I . Before doing that, we need the following
definition:
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Definition 34. Let ϕ : W ↪→ W ′ be a linear injection. Let (N, δ), (N ′, δ′) be two
objects of DW,I and ψ ∈Mor((N, δ), (N ′, δ′)). We define:
(1)
Gϕ(N) := N ⊗ϕ FW ′
(2) Furthermore,
Gϕ(δ) : N ⊗ϕ FW ′ −→ AW ′ ⊗IW ′ (N ⊗ϕ FW ′)[−1]
is defined to be δ ⊗ IFW ′ under the canonical isomorphism AW ′ ⊗IW ′ (N ⊗ϕ
FW ′) ∼= (AW ⊗IW N)⊗ϕ FW ′, and
(3)
Gϕ(ψ) : N ⊗ϕ FW ′ −→ AW ′ ⊗IW ′ (N ′ ⊗ϕ FW ′)
is defined to be ψ ⊗ IFW ′ under the canonical isomorphism AW ′ ⊗IW ′ (N ′ ⊗ϕ
FW ′) ∼= (AW ⊗IW N ′)⊗ϕ FW ′
Proposition 35. Using the same notation as in the above definition, there exists a
functor Gϕ : DW,I −→ DW ′,I defined by:
Gϕ(N, δ) = (Gϕ(N),Gϕ(δ))
and Gϕ(ψ) is defined as above. Furthermore, let ψ and φ belong to Mor((N, δ), (N ′, δ′))
in DW,I and if H is a homotopy from ψ to φ, then Gϕ(H) is a homotopy from Gϕ(ψ)
to Gϕ(φ) in DW ′,I where:
Gϕ(H) : N ⊗ϕ FW ′ −→ AW ′ ⊗FW ′ (N ′ ⊗ϕ FW ′)[1]
is defined to be H ⊗ IFW ′ under the isomorphism AW ′ ⊗IW ′ (N ′ ⊗ϕ FW ′) ∼= (AW ⊗IW
N ′)⊗ϕ FW ′
Therefore, Gϕ induces a functor from the homotopy category of DW,I to the homotopy
category of DW ′,I.
We now can give a definition of stable D homotopy.
Definition 36. Let W and W ′ be vector spaces over Z2. Let (N, δ), (N ′, δ′) be objects
of DW,I and DW ′,I, respectively. Then (N, δ) is stably homotopy equivalent to (N, δ′)
if there is a triple (ϕ, ϕ′,W ′′) where W ′′ is a vector space over Z2, ϕ : W ↪→ W ′′
and ϕ : W ′ ↪→ W ′′ are linear injections, such that Gϕ(N, δ) is homotopy equivalent to
Gϕ′(N ′, δ′) in the category DW ′′,I
Proposition 37. Stable homotopy of type D structures is an equivalence relation.
Since the proofs of the propositions 35 and 37 are similar to the proofs of propositions
28 and 30 respectively, we leave them to the readers. We have the following remark
about the property of the composition of two functors, which is useful for the next
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subsection.
Remark 38. Let ϕ1 : W ↪→ W1 and ϕ2 : W1 ↪→ W2 be injective linear maps. Let
(N, δ) be an object of AW . Then Gϕ2◦ϕ1(N, δ) ∼=D Gϕ2(Gϕ1)(N, δ)
8.4. Pairing an A∞ module and a type D structure over different DGAs.
In [8], there is the result that we can pair an object (M, {mi}) of AW,I and an ob-
ject (N, δ) of DW,I to form a chain complex (M  N, ∂) over FW . Additionally, if
(M, {mi}) 'A∞ (M ′, {m′i}) in AW,I category and (N, δ) 'D (N ′, δ′) in DW,I category,
then (M N, ∂) is chain homotopic to (M ′ N ′, ∂).
For our purpose, since we need to pair a type A and a type D structures over distinct
differential graded algebras, we will modify the way to pair them to get a chain com-
plex. Furthermore, we will prove that under the change of either typeA or typeD by a
stable homotopy equivalence, the glued chain complexes are stably chain homotopic.
Let W and W ′ be two vector spaces over Z2. Let (M, {mi}), (N, δ) be objects of
AW,I and DW ′,I respectively. Let W1 := W ⊕W ′ and let ϕ : W ↪→ W1, ϕ′ : W ′ ↪→ W1
be two canonical linear injections.
Definition 39. Define M • N to be the graded vector space Fϕ(M) ⊗IW1 Gϕ′(N)
over FW1 and ∂• : M • N −→ (M • N)[−1] to be the map :
∂• =
∞∑
k=0
(Fϕ(mk+1)⊗ I⊗(k+1)Gϕ′ (N) ) ◦ (IFϕ(M) ⊗∆k)
where ∆k : Gϕ′(N) −→ A⊗kW1 ⊗IW1 Gϕ′(N)[−k] is defined by induction ∆0 = IGϕ′ (N),
∆1 = Gϕ′(δ) and the relation: ∆n = (I⊗(n−1) ⊗ Gϕ′(δ))∆n−1.
Note. (M • N, ∂• ) is defined exactly the same as the definition of (Fϕ(M) 
Gϕ′(N), ∂) in [8] and thus, it is a chain complex.
Proposition 40. Let W , W ′ and W˜ be three vector spaces over Z2. Let (N, δ) be an
object of DW˜ ,I. Let (M, {mi}), (M ′, {m′i}) be objects of AW,I and AW ′,I respectively,
such that (M, {mi}) is homotopy equivalent to (M ′, {m′i}) via the triple (ϕ, ϕ′,W ′′).
Then (M • N, ∂• ) is stably chain homotopic to (M ′ • N, ∂• ).
Before proving this proposition, we state the following lemma which can be proved
in a similar manner as lemma 31.
Lemma 41. Let (M, {mi}) and (N, δ) be objects of AW,I and DW,I categories respec-
tively. Let ϕ : W ↪→ W ′ be a linear injection. Then ((M N)⊗ϕ FW ′ , ∂ ⊗ IFW ′ ) is
chain isomorphic to (Fϕ(M) Gϕ(N), ∂).
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Proof of Proposition 40 .
Define V := W ⊕ W˜ , V ′ := W ′ ⊕ W˜ and V ′′ := W ′′ ⊕ W˜ . Let ϕ˜ : V −→ V ′′ and
ϕ˜′ : V ′ −→ V ′′ denotes the maps ϕ⊕IW˜ and ϕ′⊕IW˜ . Let p : W˜ −→ V , p′ : W˜ −→ V ′,
pi : W −→ V , pi′ : W ′ −→ V ′ and pi′′ : W ′′ −→ V ′′ be the natural injections. We
immediately have the following relations:
(1) ϕ˜ ◦ p = ϕ˜′ ◦ p′
(2) ϕ˜ ◦ pi = pi′′ ◦ ϕ
(3) ϕ˜′ ◦ pi′ = pi′′ ◦ ϕ′
We will prove that (M • N, ∂• ) is stably chain homotopic to (M ′ • N, ∂• ) via the
triple (ϕ˜, ϕ˜′, V ′′). Indeed, using lemma 41 and the fact that the underlying complex
of (M • N, ∂• ) is Fpi(M)⊗IV Gp(N) , we have:
((M • N)⊗ϕ˜ FV ′′ , ∂• ⊗ IFV ′′ ) ' (Fϕ˜(Fpi(M)) Gϕ˜(Gp(N), ∂)
Additionally, by the proof of lemma 31, we have: Fϕ˜(Fpi(M)) 'A Fϕ˜◦pi(M) =
Fpi′′◦ϕ(M) 'A Fpi′′(Fϕ(M)). Note that the second identity comes from the relation
ϕ˜ ◦ pi = pi′′ ◦ ϕ. Similarly, Gϕ˜(Gp(N)) is D-homotopy equivalent to Gϕ˜◦p(N). There-
fore, following [8], ((M•N)⊗ϕ˜FV ′′ , ∂• ⊗IFV ′′ ) is chain homotopic to (Fpi′′(Fϕ(M))
Gϕ˜◦p(N), ∂). Likewise,
((M ′ • N)⊗ϕ˜′ FV ′′ , ∂• ⊗ IFV ′′ ) ' (Fpi′′(Fϕ′(M ′)) Gϕ˜′◦p′(N), ∂)
Since (M, {mi}) is stableA-homotopy equivalent to (M ′, {m′i}) via the triple (ϕ, ϕ′,W ′′),
we have Fϕ(M) 'A Fϕ′(M ′) in the categoryAW ′′,I . By proposition 28 , Fpi′′(Fϕ(M)) 'A
Fpi′′(Fϕ′(M ′)). Furthermore, since ϕ˜ ◦ p = ϕ˜′ ◦ p′, we have Gϕ˜◦p(N) ≡ Gϕ˜′◦p′(N).
Therefore, (Fpi′′(Fϕ(M)) Gϕ˜◦p(N), ∂) ' (Fpi′′(Fϕ′(M ′)) Gϕ˜′◦p′(N), ∂) and thus,
((M • N) ⊗ϕ˜ FV ′′ , ∂• ⊗ IFV ′′ ) ' ((M ′ • N) ⊗ϕ˜′ FV ′′ , ∂• ⊗ IFV ′′ ). As a result,
(M • N, ∂• ) is stably chain homotopic to (M ′ • N, ∂• ) via the triple (ϕ˜, ϕ˜′, V ′′).
♦
The same method can be applied to prove the following theorem:
Proposition 42. Let W , W ′ and W˜ be vector spaces over Z2. Let (M, {mi}) be an
object of AW˜ ,I. Let (N, δ) and (N
′, δ′) be objects of DW,I and DW ′,I respectively such
that (N, δ) is stably homotopy equivalent to (N ′, δ′) via the triple (ϕ, ϕ′,W ′′). Then
(M • N, ∂• ) is stably chain homotopic to (M • N ′, ∂• ).
9. Invariance under Reidemeister moves
In this section, we will prove that the homotopy type of ([[
−→
T 〉,−→δT,•) is invariant under
the Reidemeister moves. Let
−→
T be a diagram of
−→T before the Reidemeister moves
and we let
−→
T ′ be the diagrams of
−→T after the Reidemeister moves. First of all, we
will use the “weight moves” trick, described in section 7, to move the weights off
32 NGUYEN D. DUONG
the free circles in the figures 2, 4, 5 and 6, then using the cancellation method to
get a deformation retraction of ([[
−→
T 〉,−→δT,•). As the next step, we will implement the
stable homotopy of type D structures in section 8 to show that ([[
−→
T 〉,−→δT,•) is (stably)
homotopy equivalent to ([[
−→
T ′ 〉,−−→δT ′,•).
Attention: In the proof of invariance under Reidemeister moves, we sometimes
use the index T in BΓT,n to emphasize the dependence of the ground field F−→T on the
diagram
−→
T .
9.1. Invariance under the first Reidemeister move. Figure 2 shows the com-
plex for a diagram prior to and after an Reidemeister I move applied to a right-handed
crossing.
As usual, we can decompose [[
−→
T ′ 〉 = V0 ⊕ V1 corresponding to states (r, s) where
r(c) = 0 or r(c) = 1. Furthermore, since each state generating V0 always has a free cir-
cle C as in the local diagram, we can continue decomposing V0 = (V
′⊗+c)⊕(V ′⊗−c)
where ±c are the decorations on C.
Let (r, s) be a state generating V ′ ⊗+c. As we can see, the only state (r′, s′), which
generates V1 and is in the image of
−−→
δT ′,•(r, s), is the one obtained by applying dAPS.
In this case, the coefficient of (r′, s′) in BΓn is I∂(r,s) = I∂(r′,s′). Using this fact, we
can use the cancellation lemma 17 to cancel out V ′ ⊗+c and V1. What we have left
is V2 = V
′ ⊗ −c with the new type D structure −→δ1 : V2 → BΓn ⊗ V2 where δ1 is the
sum of
−→
δ′ =
−→
δT,•|V2 and the perturbation term.
Taking a deeper look into the cancellation process, we see that the perturbation term
arises from the following diagram: ξ → ξ1 → ξ2 → ξ3 where ξ ∈ V2, ξ1 is a generator
of V1 which is in the image of
−−→
δT ′,•(ξ), ξ2 ∈ V ′⊗+c which has the image ξ1 under dAPS
as above (the coefficient in this case is an idempotent) and ξ3 generates [[
−→
T ′ 〉 which
belongs to
−−→
δT ′,•(ξ2). We note that ξ3 has to be a generator of (V ′⊗+c)⊕V1. Indeed,
the only possibility for ξ3 ∈ V ′ ⊗−c = V2 is that ξ3 is obtained from ξ2 by applying
the vertical map
−→
δV to change the decoration on C. But since we already moved the
weight out of C, −→wC = 0. Therefore, ξ3 ∈ (V ′⊗+c)⊕V1 and as a result, ξ3 is canceled
out by another term in either V ′ ⊗ +c or V1. Consequently, the perturbation term
will be 0 and (V2,
−→
δ′ ) ' ([[−→T ′ 〉,−−→δT ′,•) .
Although there is one-to-one corresponding between the generators of [[
−→
T 〉 and of
V2, we are still working over different fields F−→T and F−→T ′ . Additionally, the local arc
in
−→
T is labeled by yi while the one of V2 is labeled by xA + xB + xn. To relate them,
let ϕ˜ : BΓT,n → BΓT ′,n be the map induced by the inclusion ϕ : F−→T → F−→T ′ defined
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c C
V2 = V
′ ⊗−c
V ′ ⊗+c
V1
dAPS(· ⊗+c)
−−→
δT ′,•(· ⊗ v−)
∼=
xA+xn+xB
'
xA+xn+xBxA+xn+xB
xA+xn+xB
c
xn
xB
xA
c xB
xA
cxB
xA + xn
xn
([
−→
T ′ 〉,−−→δT ′,•) ∼=
−−→
δT ′,•
V0 V1
Figure 2. In the top row, we use the weight shift isomorphisms to
move all the weights to the bottom of the diagram. Surgering the
crossing c in both ways gives a finer view into the complex. Regardless
of whether the local arc is on a free circle or a cleaved circle, the
recorded algebra element of thickened arrow is always an invertible
element of BΓn (however, the recorded algebra element of the dashed
arrow depends upon the type of the local arc). When the complex
is reduced along the thickened arrow, we obtain the complex for the
diagram before the Reidemeister I move with the weight xA + xn + xB
on the local arc.
by: yi → xA + xB + xn and yj → xj for i 6= j. Then, we define:
−−→
δTϕ,• : [[
−→
T 〉⊗ϕ F−→T ′ −→ BΓT ′,n ⊗IT ′,n
[
[[
−→
T 〉⊗ϕ F−→T ′
]
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x2
x5
x1
x3 x4
c1
c2
x6
x2
x5
x1
x3
x4
c1
c2
x6
x2
x5 + x4
x1
c1
c2
x6 + x3
Figure 3.
by specifying
〈−−→
δTϕ,•
(
(r, s) ⊗ 1) , (r′, s′) ⊗ 1 〉 = ϕ˜〈−→δT,•(r, s) , (r′, s′) 〉. Following the
proposition 35,
−−→
δTϕ,• is a type D structure on [[
−→
T 〉⊗ϕ F−→T ′ over (BΓT ′,n, IT ′,n).
If we further identify the generators (r, s) of V2 with (r, s)⊗1 of [[−→T 〉⊗ϕF−→T ′ , we have〈−→
δ′ (r, s) , (r′, s′)
〉
=
〈−−→
δTϕ,•
(
(r, s)⊗ 1) , (r′, s′)⊗ 1 〉. Therefore,
([[
−→
T 〉⊗ϕ F−→T ′ ,
−−→
δTϕ,•) ∼= (V2,
−→
δ′ ) ∼= ([[−→T ′ 〉,−−→δT ′,•)
over (BΓT ′,n, IT ′,n). Consequently, ([[−→T 〉,−→δT,•) is (stably) homotopy equivalent to
([[
−→
T ′ 〉,−−→δT ′,•). ♦
Note. The invariance under a left-handed Reidemeister I move can be obtained by
combining the invariance of the type D structure under the right-handed Reidemeis-
ter I move and under the Reidemeister II move.
9.2. Invariance under the second Reidemeister move. Similar to the proof of
the Reidemeister I invariance, we first shift all of the middle weights to the bottom in
figure 3. Let c1, c2 be two crossings in the local diagrams. For i = 0, 1, j = 0, 1, we let
Vij be the set of states where c0 is resolved by i and c1 is resolved by j. We can decom-
pose [[
−→
T ′ 〉= V00⊕ V01⊕ V10⊕ V11. We further decompose V10 = (V ⊗+c)⊕ (V ⊗−c)
where ±c are the decorations on the free circle C. Basically, the same sort of argu-
ment as in the proof of the Reidemeister I invariance can be used to explain why we
can cancel out V ⊗ +c and V11 without creating any new perturbation. The reason
again comes from the fact that −→wC = 0, and thus, we do not have any maps from
V ⊗+c to V ⊗−c. This is illustrated in Figure 4.
The next step is to cancel out V00 and V ⊗−c by applying an isomorphism I⊗dAPS :
V00 → V ⊗−c. Again, no perturbation term appears since there is no map from V01
to V00 ⊕ (V ⊗ −c). At the end, we will be left solely with V01 and a new type D
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r(c1) = 0, r(c2) = 1 r(c1) = 1, r(c2) = 0
r(c1) = r(c2) = 1
r(c1) = r(c2) = 0
'
Kc1
Kc2
x2
x5 + x4
x1
c1
c2
x6 + x3
x2
x2
x2
x2
x1
x1 x1
x1
x6 + x3
x6 + x3
x6 + x3
x6 + x3
x5 + x4
x5 + x4
x5 + x4
x5 + x4
V
(
V ⊗−c
)⊕ (V ⊗+c)
∼= Vc2
V01
VV11 ∼=
dAPS
dAPS
∼=
∼=
−−→
δT ′,•
−−→
δT ′,•
x2x1
x6 + x3x5 + x4
([
−→
T ′ 〉,−−→δT ′,•) ∼=
Figure 4. This figure illustrates the proof of invariance under the
second Reidemeister move. As we can see, regardless of whether the
local arcs lie on free circles or cleaved circles, the recorded algebra
elements of the thicker arrows are always idempotents. Additionally, if
we cancel the bottom thicker arrow first, and then the top thicker one,
we introduce no new perturbation terms since the weight on C is 0 .
These cancellations produce the deformation retraction of the type D
structure.
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structure δ′ : V01 → BΓT ′,n⊗ V01 where δ′ = −−→δT ′,•|V01 . Note that the generators of V01
corresponds 1-1 with the generators of [[
−→
T 〉 but they are two possibly distinct type
D structures over the different ground fields. Let the weights on two local arcs of
−→
T
be yL and yR. To relate BΓT,n and BΓT ′,n, we construct the ϕ˜ : BΓT,n −→ BΓT ′,n
which is induced by the inclusion ϕ : FT −→ FT ′ , defined by: yL → x1 + x4 + x5,
yR → x2 + x3 + x6 and yi → xi for i 6= L or R. The rest can be done exactly as in
the proof of the invariance under the Reidemeister I. ♦
9.3. Invariance under the third Reidemeister move. Since the proof of the
invariance under the third Reidemeister move is similar to the proof of the invariance
under the first and the second Reidemeister moves, we only mention the strategy of
the proof and the figures to illustrate it. However, we will construct a homomor-
phism to relate BΓT,n and BΓT ′,n since it is somewhat different from the proof of the
invariance under the Reidemeister I and II moves. The strategy is to follow these
steps: 1) shift the weights to the bottom as in figure 5, 6. 2) use the cancellation
method exactly as in the Reidemeister II move for the top faces of the top diagrams
in figure 5, 6, we will get the lower diagrams with the two new perturbation maps.
The important point is that if we canonically identify the generators of the lower
diagrams in figures 5, 6, the maps from tops to the bottoms of the lower diagrams
will be the same (see [12] for more detail).
Assuming the weights for the arcs not shown in the figures are z7, ...., zt. The type
D structures of the first and second lower diagrams will be denoted by (R1, δ1) and
(R2, δ2). Let (S, δS) be a type D structure with the identical maps as in the lower
figure but with the black circle representing u1, the white circle representing u2 and
the gray circle representing u3. We note that (S, δS) is a type D structure over
BΓS,n = BΓn ⊗Z2 FS where FS is the field of fractions of Z2[u1, u2, u3, z7, ..., zt]. We
define the map ϕ1 : BΓS,n → BΓT,n which is induced by the inclusion ϕ˜1 : FS → FT :
u1 → y1 + y4, u2 → y2 + y5 and u3 → y3 + y6. As in the proof of the Reidemeister I
invariance, this map will give us a way to relate (S, δS) and (R1, δ1) and as a result,
(S, δS) is (stably) homotopy equivalent to (R1, δ1).
Similarly, the map ϕ˜2 : BΓS,n → BΓT ′,n, which is induced by the inclusion ϕ2 :
FS → FT ′ : u1 → x3 + y4, u2 → y1 + y5 and u3 → y2 + y6, will result in (S, δS) being
(stably) homotopy equivalent to (R2, δ2). Then by Proposition 37 , (R1, δ1) is (sta-
bly) homotopy equivalent to (R2, δ2). As a result, ([[
−→
T 〉,−→δT,•) is (stably) homotopy
equivalent to ([[
−→
T ′ 〉,−−→δT ′,•). ♦
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Top
Top
y2
y1
y4
y6
c1
c2
y3
y5
e
Bottom
Bottom
y2+y5
y3+y6
y1+y4
Figure 5. The local picture for a diagram before the Reidemeister
III move. We decompose the module along the eight possible ways
of resolving the local crossings. The four resolutions with the cross-
ing c resolved by a 0-resolution replicate the diagrams in the proof of
Reidemeister II invariance. Using the cancellation process in the top
diagram gives the diagram at the bottom. A new perturbation map
may occur from the thicker arrow in the bottom figure; however, under
the identification of the generators of the lower diagrams in 5 and 6 , it
will be the same as the map of the lower diagram of 6 which is obtained
by surgering a bridge at the crossing d .
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Bottom
Top
x2x1
x4 x6
c1
c2
x3
x5
d
Bottom
Top
x3 + x4
x1 + x5
x2 + x6
Figure 6. The local picture for a diagram after the Reidemeister III
move. Once again there is a new perturbation map, shown by the
thicker arrow in the bottom figure.
10. A type A structure in totally twisted Khovanov homology
In [13], L. Roberts describes a type A structure on the underlying module 〈←−T ]] over
BΓn. It is characterized by two maps: 1) the differential m1 which increases the
bigrading by (1, 0) and thus, is an order 1 map relative to the ζ−grading and 2)
the action m2 which preserves bigrading and thus, ζ−grading preserving. For the
twisting bordered homology, we will describe another type A structure on 〈←−T ]] over
BΓn by the following maps:
m1,• : 〈←−T ]]→ 〈←−T ]][−1]
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m2,• : 〈←−T ]]⊗In BΓn −→ 〈
←−
T ]]
Let ξ = (r, s) be a generator of 〈←−T ]] and e be a generator of BΓn.
For m1,•: we denote m1,•(ξ) := dAPS(ξ) + ∂V(ξ). Since the vertical map ∂V de-
creases the bigrading by (0,2), m1,• is ζ−grading preserving into 〈←−T ]][−1].
For m2,•: we first define the action of a generator of BΓn on 〈←−T ]]
• If e 6= ←−eC , then m2,•(ξ ⊗ e) := m2(ξ ⊗ e) where e is either an idempotent, or a
bridge element, or a right decoration element and m2 is defined in [13].
• If e =←−eC , then m2,•(ξ⊗←−eC) := m2(ξ⊗←−eC)+←−wCm2(ξ⊗−→eC) = m2(ξ⊗←−eC)+←−wC(r, sC).
The fact that m2 preserves ζ−grading immediately result in the fact that m2,• also
preserves ζ−grading.
To define the action of a general element of BΓn on 〈←−T ]], for p1, p2 ∈ BΓn, we
impose the relation:
(20) m2,•(ξ ⊗ p1p2) = m2,•(m2,•(ξ ⊗ p1)⊗ p2)
For this definition to be well defined, we need to prove the following proposition:
Proposition 43. If two products of the generators p1 and p2 define equal elements
in BΓn then m2,•(ξ ⊗ p1) = m2,•(ξ ⊗ p2).
Proof . It suffices to prove m2,•(ξ⊗ p) = 0 if p is a relation defining BΓn. First of all,
we recall the two following facts:
(1) m2(ξ ⊗ p) = 0 as in [13]
(2) m2,•(ξ ⊗ e) = m2(ξ ⊗ e) for every generator of BΓn unless e =←−eC
Combining these two facts and using the relation (20), we have if p does not involve←−eC , then m2,•(ξ ⊗ p) = m2(ξ ⊗ p) = 0. If p involves ←−eC , let p1 be an element of BΓn
obtained from p by substituting −→eC for each term←−eC appeared in p. In this situation,
we have the following cases:
Case I. If p1 is a relation defining BΓn, then we have two possibilities:
• If p = ←−eC←−eD + ←−eD←−eC : Since m2,•(ξ ⊗ ←−eC) = m2(ξ ⊗ ←−eC) + ←−wCm2(ξ ⊗ −→eC) and
m2,•(ξ ⊗←−eD) = m2(ξ ⊗←−eD) +←−wDm2(ξ ⊗−→eD), we have:
m2,•(ξ ⊗ p)
= m2,•
(
ξ ⊗ (←−eC←−eD +←−eD←−eC)
)
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= m2,•(m2,•(ξ ⊗←−eC)⊗←−eD) +m2,•(m2,•(ξ ⊗←−eD)⊗←−eC)
= m2,•
([
m2(ξ⊗←−eC)+←−wCm2(ξ⊗−→eC)
]⊗←−eD)+m2,•([m2(ξ⊗←−eD)+←−wDm2(ξ⊗−→eD)]⊗←−eC)
=
[
m2(ξ ⊗←−eC←−eD) +m2(ξ ⊗←−eD←−eC)
]
+←−wD
[
m2(ξ ⊗←−eC−→eD) +m2(ξ ⊗−→eD←−eC)
]
+
←−wC
[
m2(ξ ⊗←−eD−→eC) +m2(ξ ⊗−→eC←−eD)
]
+←−wC←−wD
[
m2(ξ ⊗−→eC−→eD) +m2(ξ ⊗−→eD−→eC)
]
= 0 since m2(ξ ⊗ q) = 0 for every q which is a relation defining BΓn.
• If ←−eC is the only left decoration element involved in the relation p. We have:
m2,•(ξ ⊗ p) = m2(ξ ⊗ p) +←−wCm2(ξ ⊗ p1) = 0.
Case II. If p1 is not a relation defining BΓn, we see that the only relations which
involve left decoration elements and satisfies that p1 is not a relation defining BΓn,
come from either merging two + cleaved circles or dividing a + cleaved circle by
surgering along a bridge γ. Since the proof of the case of division is similar, we just
present the proof of the case of merging. In this case, p =←−eC1mγ1 +←−eC2mγ2 +mγ←−eC .
We need to prove:
(21) m2,•(ξ ⊗←−eC1mγ1) +m2,•(ξ ⊗←−eC2mγ2) +m2,•(ξ ⊗mγ←−eC) = 0
Rewriting the left side:
⇔ m2,•(m2,•(ξ⊗←−eC1)⊗mγ1)+m2,•(m2,•(ξ⊗←−eC2)⊗mγ2)+m2,•(m2,•(ξ⊗mγ)⊗←−eC) = 0
⇔ [m2(m2(ξ ⊗ ←−eC1) ⊗ mγ1) + m2(m2(ξ ⊗ ←−eC2) ⊗ mγ2) + m2(m2(ξ ⊗ mγ) ⊗ ←−eC)]+
[
m2(
←−−wC1m2(ξ⊗−→eC1)⊗mγ1)+m2(←−−wC2m2(ξ⊗−→eC2)⊗mγ2)+←−wCm2(m2(ξ⊗mγ)⊗−→eC)
]
= 0
The sum of the first bracket will be 0 since m2(ξ⊗p) = 0 and thus it suffices to prove:
m2(
←−−wC1m2(ξ⊗−→eC1)⊗mγ1)+m2(←−−wC2m2(ξ⊗−→eC2)⊗mγ2)+←−wCm2(m2(ξ⊗mγ)⊗−→eC) = 0
Since ←−wC =←−−wC1 +←−−wC2 , we can rewrite the left side:
⇔←−−wC1
[
m2(ξ⊗−→eC1mγ1) +m2(ξ⊗mγ−→eC)
]
+−→eC2
[
m2(ξ⊗−→eC2mγ2) +m2(ξ⊗mγ−→eC)
]
= 0
The sums of the first and second brackets equal 0 since −→eC1mγ1 +mγ−→eC and −→eC2mγ2 +
mγ
−→eC are the relations defining BΓn. Identity 21 is therefore true, so, m2,• is well-
defined. ♦
11. The properties of the type A structure
In this section, we will prove that (〈←−T ]],m1,•,m2,•) is an A∞ module over the differ-
ential graded algebra BΓn with mn,• = 0 for n ≥ 3.
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Proposition 44. Let ξ = (r, s) be a generator of 〈←−T ]] and p1, p2 ∈ BΓn. The maps
m1,• and m2,• satisfy the following relations:
(1) m1,•(m1,•(ξ)) = 0
(2) m2,•(m1,•(ξ)⊗ p1) +m2,•(ξ ⊗ dΓn(p1)) +m1,•(m2,•(ξ ⊗ p1)) = 0
(3) m2,•(ξ ⊗ p1p2) = m2,•(m2,•(ξ ⊗ p1)⊗ p2)
Proof . The first identity comes from the fact that m1,• is the differential of the com-
plex 〈←−T ]]. The third identity comes from the fact that the construction of m2,• is
well defined, as shown in section 10. Therefore, we only need to verify the second
identity. By bootstrapping the relation of longer words described in proposition 21
of [13], it suffices to prove the second identity when p1 is a generator of BΓn. We
have the following two cases:
Case I. If p1 6= ←−eC , using the fact that dΓn(p1) = 0 and the relations between
m1,•, m2,• and m1, m2, we rewrite the second identity as[
m2(m1(ξ)⊗p1)+m2(ξ⊗dΓn(p1))+m1(m2(ξ⊗p1))
]
+
[
m2(∂V(ξ)⊗p1)+∂V(m2(ξ⊗p1))
]
= 0
Due to the fact that (〈←−T ]],m1,m2) is an A∞ module over the differential graded
algebra BΓn, the sum in the first bracket is 0. Therefore, we only need to prove that:
(22) m2(∂V(ξ)⊗ p1) + ∂V(m2(ξ ⊗ p1)) = 0
There are three possibilities for p1:
(1) If p1 is an idempotent I(L,σ), then both terms will equal ∂V(ξ) if ∂(r, s) = I(L,σ)
and they are both 0 if ∂(r, s) 6= I(L,σ). As the result, identity 22 is true in this
case.
(2) If p1 =
−→eC , then m2(∂V(ξ)⊗ p1) = ∂V(m2(ξ ⊗ p1)) =
∑
D is + free circle
←−wD(r, sC,D).
(3) If p1 is a bridge element corresponding to surgering along a bridge γ, then
m2(∂V(ξ)⊗ p1) = ∂V(m2(ξ ⊗ p1)) =
∑
γ,D is + free circle
(rγ,D, sγ,D)
Therefore, identity 22 is true in this case.
Case II. If p1 =
←−eC , we need to prove the following:
m2,•(m1,•(ξ)⊗←−eC) +m2,•(ξ ⊗ dΓn(←−eC)) +m1,•(m2,•(ξ ⊗←−eC)) = 0
⇔ m2,•(m1(ξ) ⊗ ←−eC) + m2,•(∂V(ξ) ⊗ ←−eC) + m2(ξ ⊗ dΓn(←−eC)) + m1,•(m2(ξ ⊗ ←−eC))+←−wCm1,•(m2(ξ ⊗−→eC)) = 0
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⇔ [m2(m1(ξ)⊗←−eC) +∑
γ
←−−wCγm2(ξγ ⊗−→eC)
]
+
[
m2(∂V(ξ)⊗←−eC) +←−wCm2(∂V(ξ)⊗−→eC)
]
+
m2(ξ ⊗ dΓn(←−eC)) +
[
m1(m2(ξ ⊗←−eC)) + ∂V(m2(ξ ⊗←−eC))
]
+
[←−wCm1(m2(ξ ⊗−→eC))+
←−wC∂V(m2(ξ ⊗−→eC))
]
= 0
where ξγ is in the image of m1(ξ), Cγ corresponds to C in ∂(ξγ) and γ is taken over
the resolution bridges which contributes to m1. Rewriting the left hand side:
⇔ [m2(m1(ξ)⊗←−eC) +m2(ξ ⊗ dΓn(←−eC)) +m1(m2(ξ ⊗←−eC))]+
←−wC
[
m2(∂V(ξ)⊗−→eC) + v(m2(ξ ⊗−→eC))
]
+[∑
γ
←−−wCγm2(ξγ ⊗−→eC) +m2(∂V(ξ)⊗←−eC) +∂V(m2(ξ⊗←−eC)) +←−wCm1(m2(ξ⊗−→eC))
]
= 0
The sum inside the first bracket is 0 since (〈←−T ]],m1,m2) is an A∞ module over the
differential graded algebra BΓn. The sum inside the second bracket is also 0 by
identity (22). Therefore, we only need to make sure the third sum is also 0:
(23)
∑
γ
←−−wCγm2(ξγ⊗−→eC)+m2(∂V(ξ)⊗←−eC)+∂V(m2(ξ⊗←−eC))+←−wCm1(m2(ξ⊗−→eC)) = 0
Since we have the following identity:
m2(m1(ξ)⊗−→eC) = m2(m1(ξ)⊗ dΓn(−→eC)) +m1(m2(ξ ⊗−→eC)) = m1(m2(ξ ⊗−→eC)),
we can rewrite (23) as following:∑
γ
m2((
←−−wCγ +←−wC)ξγ ⊗−→eC) +m2(∂V(ξ)⊗←−eC) + ∂V(m2(ξ ⊗←−eC)) = 0
The second term contains pairs of (D, γ) from changing the decoration on a + free
circle D first, then resolving an active resolution bridge γ, which changes the dec-
oration on C from + to −. On the other hand, the third term will be the sum of
generators (γ1, D1) coming from surgering an active resolution bridge γ1 to change
the decoration on C first, then changing a + free circle D1 of ξγ1 to −. Taking the
sum of the second and the third terms, the pairs (D, γ) in the second term will be
canceled out by the reverse pair (γ,D) if (γ,D) belongs to the third term and vice
versa. However, there are two exceptional cases when reversing a pair of the second
(third) term does not belong to the third (second) term: 1) (D, γ) where D is a +
free circle of ξ and γ has one foot on D and another on C or 2) (γ,Dγ) where γ is
an active resolution bridge whose feet belongs C and Dγ is new + free circle which
is created by surgering γ. The first term contains the generators whose coefficients←−−wCγ +←−wC 6= 0 if and only if the active bridge γ has at least one foot on C. By com-
paring the “weight” coefficients, those generators will be canceled out by generators
in the above two exceptional cases. As a result, the sum of the three terms is 0. ♦
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12. Invariance of the type A structure under the weight moves and
Reidemeister moves
12.1. Invariance under the weight moves.
In section 7, we proved that the type D structure in the twisted tangle homology
described in section 4 is invariant under the weight moves by using the trick in [15]
or [16]. Similarly, in this section, we will prove that under the weight moves, the
type A structure in the twisted tangle homology is an invariant. Additionally, based
on the construction of the type A and the type D structures, there exists a type DA
bimodule version in twisted tangle homology for an (m,n)-tangle (This work is joint
with L. Roberts and is in the preparation to submit). Then thanks to the gluing
process in [9] which pairs the type A and type DA structures, it suffices to prove
the invariance for the local case (in the following figure), and the invariance for the
global case follows as a consequence.
w
w
w
w
We will only give a proof for transition on the left in the above figure, since the proof
of the right case is similar. Let
←−
T be the weighted tangle before the weight w moved
along the crossing c and let
←−
T ′ be the weighted tangle after the movement of w. Let
{m1,•,m2,•} and {m′1,•,m′2,•} be the maps defining the type A structures for 〈
←−
T ]]
and 〈←−T ′ ]] respectively. Note that in this case, both m1,• and m′1,• are 0-maps. We
will construct an A∞ morphism Ψ = {ψ1, ψ2} from 〈←−T ]] to 〈←−T ′ ]] as following:
• ψ1 : 〈←−T ]] −→ 〈←−T ′ ]] is the identity map since the generators of 〈←−T ]] can be canon-
ically identified with the generators of 〈←−T ′ ]].
• ψ2 : 〈←−T ]]⊗I2BΓ2 −→ 〈
←−
T ′ ]][1] is defined based on its image on ξ⊗e where ξ = (r, s)
is a generator of 〈←−T ]] and e is a generator of BΓ2. We define ψ2(ξ ⊗ e) = w.(rγ, sγ)
if ξ and e satisfy the following conditions:
(1) ∂(r, s) = s(e), r(c) = 1 and e is a left bridge element.
(2) rγ is obtained by surgering along the inactive bridge resolution γ at crossing
c and sγ is computed by using the Khovanov sign rules (Note that: rγ is a
resolution of
←−
T ′ under the identification
←−
T and
←−
T ′) and (rγ, sγ) = t(e).
Otherwise, we define ψ2(ξ⊗ e) = 0. We also describe the definition of ψ2 as the thick
red arrows of the figure 7. Then we will define ψ2 when e is any element in BΓ2 by
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Figure 7. This figure illustrates the definition of ψ2. In this figure,
the thick red arrows define the map ψ2. Additionally, the dashed dotted
purple, the blue and the green arrows stand for the action of the right,
left bridge elements and the right decoration elements respectively. The
symbol above each arrow specifies the element in BΓ4 acting on the
complex.
imposing the following relation for each ξ ∈ 〈←−T ]] and e1, e2 ∈ BΓ2:
(24) ψ2(ξ ⊗ e1e2) = m′2,•(ψ2(ξ ⊗ e1)⊗ e2) + ψ2(m2,•(ξ ⊗ e1)⊗ e2)
For ψ2 to be well-defined, we need to verify that with the relation we just imposed,
ψ2(ξ ⊗ p) = 0 for each relation p defining BΓ2. Since for each e generating BΓ2,
ψ2(ξ ⊗ e) = 0 unless e is a left bridge element, ψ2(ξ ⊗ p) is trivially 0 if p does not
involve left bridge element(s). Therefore, there are two cases to verify: 1) if p is
the relation (3) of Disjoint support and squared bridge relations and 2) if p
is the relation (1) of Relations for decoration edges. With the aid of Figure 7,
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the proof is straightforward. We will do one example to illustrate the method: Since
we have relation: p = eγ1e−→η1 + eγ2e−→η2 = 0, which is the square relation, we need to
verify ψ2(ξ⊗eγ1e−→η1) = ψ2(ξ⊗eγ2e−→η2) where ξ is the right top corner state in Figure 7.
Indeed, since ξ(c) = r(c) = 1, using relation (24) and the fact that m2,•(ξ ⊗ eγ1) = 0
(because its resolution bridge is inactive), we have:
ψ2(ξ ⊗ eγ1e−→η1) = m′2,•(ψ2(ξ ⊗ eγ1)⊗ e−→η1)
Thus, in Figure 7, we go along the thick red arrow to get the result of eγ1 acting
on ξ and follow the dashed dotted purple curve due to the action of e−→η1 . Similarly,
ψ2(ξ ⊗ eγ2e−→η2) is calculated by first going along the red arrow under the action of eγ2
and then, following by the dashed dotted purple arrow e−→η2 . Since the result will be
the same if we follow either of those two paths, we finish the proof of ψ2 to be well-
defined in this case. The proof of other cases can be handled by the same method
and we leave the verification to the readers.
Proposition 45. Ψ = {ψ1, ψ2} is an A∞ morphism from 〈←−T ]] to 〈←−T ′ ]]
Proof. We need to verify the three following conditions:
(1) ψ1 is the chain map from (〈←−T ]],m1,•) to (〈←−T ′ ]],m′1,•)
(2) m′2,•(ψ1(ξ)⊗ e) +m′1,•(ψ2(ξ⊗ e)) +ψ1(m2,•(ξ⊗ e)) +ψ2(m1,•(ξ)⊗ e) +ψ2(ξ⊗
dΓ2(e)) = 0
(3) ψ2(ξ ⊗ e1e2) = ψ2(m2,•(ξ ⊗ e1)⊗ e2) +m′2,•(ψ2(ξ ⊗ e1)⊗ e2)
The first condition is trivially true since both m1,• and m′1,• are zero maps. The third
one comes from relation (24) that we impose on ψ2. For the second condition to be
verified, it suffices to prove that:
(25) ψ2(ξ ⊗ dΓ2(e)) = m′2,•(ψ1(ξ)⊗ e) + ψ1(m2,•(ξ ⊗ e))
First of all, we will prove that (25) is true when e is a (length 0 or 1) generator of
BΓ2. If e is not a left decoration element, the left hand side is 0 by the definition
of dΓ2 . Similarly, the right hand side is also 0 because the action of e on 〈
←−
T ′ ]] does
not change after we move the weight and thus, m′2,•(ψ1(ξ)⊗ e) = ψ1(m2,•(ξ ⊗ e)). If
e is a left decoration element ←−eC where C is + cleaved circle of ∂(ξ), there are two
possibilities:
1) C is the only cleaved circle of ∂(ξ) then:
m′2,•(ψ1(ξ)⊗ e) + ψ1(m2,•(ξ ⊗ e)) = 0
because both terms in the identity are←−wC(r, sC) (the moved weight w is still on C in
this case)
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2) C is not the only one, then:
m′2,•(ψ1(ξ)⊗ e) + ψ1(m2,•(ξ ⊗ e)) = w.(r, sC)
On the other hand, by the definition of dΓ2 and relation (24), ψ2(ξ ⊗ dΓ2(←−eC)) is
calculated as the sum of paths starting at ξ, then following either the dashed blue
arrow (the action of a left bridge element) or the thick red arrow (the action of ψ2),
and then following either the thick red arrow or the dashed blue arrow (see figure 7).
Note that if C is the only cleaved circle of ξ then there are two such paths and their
sum will be canceled out. Otherwise, we have only one such path and the end point
of this path is (r, sC). The reason why we have only one path in this case is that
according to the definition:
ψ2(ξ ⊗ dΓ2(←−eC)) = ψ2(ξ ⊗←−eγ←−eγ†) = ψ2(m2,•(ξ ⊗←−eγ )⊗←−eγ†) +m′2,•(ψ2(ξ ⊗←−eγ )⊗←−eγ†)
and depending on ξ(c) = 0 or ξ(c) = 1, the second term or the first term in the
latest sum will disappear. Furthermore, the weight w comes from the chain map ψ2.
Therefore, we finish the proof when e is of length 0 or 1.
Next we prove that identity (25) is true when e is a general element in BΓ2 by
bootstrapping the relation of longer words. Let e1 and e2 be two elements of BΓ2.
For an ease of notation, we let m2, m
′
2 and d stand for m2,•, m
′
2,• and dΓ2 respectively.
Then
ψ2(ξ ⊗ d(e1e2))
= ψ2(ξ ⊗ de1e2) + ψ2(ξ ⊗ e1de2)
= ψ2(m2(ξ ⊗ de1)⊗ e2) +m′2(ψ2(ξ ⊗ de1)⊗ e2) + ψ2(m2(ξ ⊗ e1)⊗ de2)+
m′2(ψ2(ξ ⊗ e1)⊗ de2)
=
[
ψ2(m2(ξ ⊗ de1)⊗ e2) +m′2(ψ2(ξ ⊗ e1)⊗ de2)
]
+m′2(ψ2(ξ ⊗ de1)⊗ e2)+
ψ2(m2(ξ ⊗ e1)⊗ de2)
=
[
ψ2(m2(ξ ⊗ de1) ⊗ e2) + m′2(ψ2(ξ ⊗ e1) ⊗ de2)
]
+
[
m′2(m
′
2(ψ1(ξ) ⊗ e1) ⊗ e2)+
m′2((ψ1(ξ) ⊗ e1) ⊗ e2)
]
+
[
ψ1(m2(m2(ξ ⊗ e1) ⊗ e2)) + m′2((ψ1(ξ) ⊗ e1) ⊗ e2)
]
= m′2(m
′
2(ψ1(ξ)⊗ e1)⊗ e2) + ψ1(m2(m2(ξ ⊗ e1)⊗ e2))
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We have the fourth equality is true because equation (25) is true for e1 and e2.
The first bracket of the last equality is 0 because ψ2(m2(ξ ⊗ de1)⊗ e2) = m′2(ψ2(ξ ⊗
e1)⊗de2) = 0. Indeed, dei (i = 1, 2) is either 0 or a sum of product(s) which contains
a factor of the form ←−eγ←−eγ† . As a result, the actions of dei on our complexes 〈
←−
T ]] and
〈←−T ′ ]] are trivial since ←−T and ←−T ′ have only one crossing. Therefore,
ψ2(ξ ⊗ d(e1e2))
= m′2(m
′
2(ψ1(ξ)⊗ e1)⊗ e2) + ψ1(m2(m2(ξ ⊗ e1)⊗ e2))
= m′2(ψ1(ξ)⊗ e1e2) + ψ1(m2(ξ ⊗ e1e2))
As a result, we have proved that Ψ = {(ψ1, ψ2)} is an A∞ morphism from 〈←−T ]] to
〈←−T ′ ]] ♦.
If we define Φ identically as Ψ but reversing the roles of 〈←−T ′ ]] and 〈←−T ]], we im-
mediately have the following:
(1) (Ψ ∗ Φ)1 = I〈←−T ]] since ψ1 and φ1 are identity maps.
(2) (Ψ ∗ Φ)2 = ψ1 ◦ φ2 + ψ2 ◦ (φ1 ⊗ I) = 0 since both terms are φ2 under the
canonical identification of generators of 〈←−T ]] and 〈←−T ′ ]]
(3) (Ψ ∗ Φ)3 = ψ2(φ2 ⊗ I) = 0 since both ψ2 and φ2 are supported on states ξ
where ξ(c) = 1 and their images contain states whose crossing c is resolved
by 0-resolution.
Therefore, Ψ∗Φ = 1〈←−T ]]. Similarly, we have Φ∗Ψ = 1〈←−T ′ ]]. As a result, (〈
←−
T ]],m1,•,m2,•)
is isomorphic to (〈←−T ′ ]],m′1,•,m′2,•) as type A structures.
12.2. Invariance under Reidemeister Moves. Due to a bimodule structure in-
troduced in the beginning of this section, we only need to prove the invariance under
the Reidemeister moves in the following figures:
The strategy is to use the isomorphism in 12.1 to move the weights close to the y-axis.
We then can modify Roberts’s proofs of the invariance in the untwisted case (see sec-
tion 5 and 6 of [13]). Let
←−
T and
←−
T ′ be the tangles before and after the Reidemeister
moves. We will briefly sketch his arguments for the untwisted case and how we can
apply those arguments for our case:
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(1) Since the weights are close to the y-axis, we have m1,• = m1.
(2) Decomposing the complex of tangle 〈←−T ′ ]] as a direct sum where each sum-
mand corresponds to the resolution of the crossing(s) of the tangle
←−
T ′, there
always exists a summand V consisting of states which have a free circle in
the generating resolutions. We then decompose V = V+ ⊕ V−, based on the
decoration on the free circle.
(3) For the differential m1, there are two types of isomorphisms from merging a +
free circle to a decorated circle or dividing out a decorated circle to get a new
− free circle. We can use this isomorphism to cancel out the summand V+ and
its image dAPS(V+) in the case of the Reidemeister move I, or V+ and dAPS(V+)
first and then cancel out V− and its preimage under the dividing isomorphism
in the case of the Reidemeister moves II and III. After the cancellation, we
get exactly the same chain module as before the Reidemeister move with the
possibility that the higher order actions might appear.
(4) Roberts proves that the higher order actions actually do not show up because
of two properties. The first property is that the image of m1 on V+ is another
summand of complex, which is canceled out by the cancellation process. The
second property is that the images of higher order actions always lie on V+
and this will be canceled out at the end.
(5) For our case, the same technique can be used to prove there is no higher order
actions. Since we have m1,• = m1, we definitely have the first property (Note.
If we do not move weights close to the y-axis, the image of m1,• on V+ also
contains V−). Additionally, since m2,• is different from m2 only on the action
of left decoration elements, the image of m2,•(V+) lies on V+ and therefore the
image of the higher order actions lie on V+. At the end, they all disappear
when we cancel out V+. The same argument can be applied for V− if needed
(as in Reidemeister move II or III).
(6) After canceling out those terms, we obtain almost the same type A structure
associated to the tangles before the Reidemeister moves. The only difference
is that we are working over different ground fields. This issue can be handled
exactly like the case of the type D structure (see section 9) by using the stable
equivalence relation, described in section 8.2.
Therefore, pursuant to the bimodule version in twisted tangle homology, we have the
following theorem:
Theorem 46. Let
←−T be a left tangle with a diagram ←−T . The homotopy class of
(〈←−T ]],m1,•,m2,•), defined as in 10, is an invariant of the left tangle ←−T .
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13. Relation to the totally twisted Khovanov homology by gluing
left and right tangles
As described in section 1, let T be a link diagram for a link T which is divided by the
y-axis into two parts: a left tangle
←−
T and a right one
−→
T . Using the pairing technique
in section 8.4, we will prove that the chain complex (〈←−T ]] • [[−→T 〉, ∂• ) obtained by
gluing the type A structure (〈←−T ]],m1,•,m2,•) and the type D structure ([[−→T 〉,−→δT,•)
is chain isomorphic to the totally twisted Khovanov homology of T .
Let FT be the field of fractions of PT = Z2[xf |f ∈ arc(T )] where arc(T ) is the set
of segments whose endpoints are either the crossings of T or the intersection points
of T and the y-axis. Let [[T ]] be the graded Khovanov complex over FT , equipped
with a totally twisted differential ∂˜ = ∂KH +∂V,T where ∂KH is the regular Khovanov
map and ∂V,T is a Koszul map defined similar to ∂V (see [14] for more detail). Recall
that ([[T ]], ∂˜) is a link invariant.
There are natural injections φl : F←−T ↪→ FT and φr : F−→T ↪→ FT , which come from the
fact that arc(T ) is the disjoint union of arc(
←−
T ) and arc(
−→
T ). To describe the glued
complex, we first need to describe the typeA structure (Fφl(〈
←−
T ]]),Fφl(m1,•),Fφl(m2,•))
and the type D structure (Gφr([[
−→
T 〉),Gφr(
−→
δT,•)). By using the formulas in Definitions
26 and 34, over FT , the generators of Fφl(〈
←−
T ]]) and Gφr([[
−→
T 〉) are identified with the
generators of 〈←−T ]] (as a vector space over F←−
T
) and [[
−→
T 〉 (as a vector space over F−→
T
),
respectively. Additionally, under this identification, the maps Fφl(m1,•), Fφl(m2,•)
and Gφr(
−→
δT,•) are identical to m1,•, m2,• and
−→
δT,• respectively.
Therefore, we can use (〈←−T ]],m1,•,m2,•) (respectively ([[−→T 〉,−→δT,•)) to stand for (Fφl(〈
←−
T ]]),Fφl(m1,•),Fφl(m2,•))
(respectively (Gφr([[
−→
T 〉),Gφr(
−→
δT,•))). Keep in mind that from now to the end of this
section, 〈←−T ]] and [[−→T 〉 are vector spaces over FT while m1,•, m2,• and −→δT,• are defined
in 10 and 4. The weight of a cleaved circle in type A (respectively type D) is calcu-
lated as the sum of weights on the left-side (respectively right-side) arcs which belong
to this circle. The module structure of the glued complex then can be described as:
〈←−T ]]• [[−→T 〉= 〈←−T ]]⊗In [[
−→
T 〉
Additionally, the differential of this complex is given by the following formula (see
section 8.4):
∂• (x⊗ y) = m1,•(x)⊗ y + (m2,• ⊗ I)(x⊗
−→
δT,•(y))
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We now prove the gluing theorem:
Theorem 47. (〈←−T ]]• [[−→T 〉, ∂• ) is isomorphic to ([[T ]], ∂˜).
Proof . Due to the module structures of 〈←−T ]], [[−→T 〉 as vector spaces over FT and
the action of In on them, 〈←−T ]] • [[−→T 〉 is a vector space over FT whose generators
are identified with the generators of [[T ]] (see section 7 of [13] for more detail). Fur-
thermore, this identification was proved to preserve the bigrading, and thus, it is
ζ-grading preserving. Therefore, it suffices to prove that, under this identification,
∂• = ∂˜. Since m1,• = dAPS + ∂V and
−→
δT,• =
−→
δT +
−→
δV , the differential ∂• can be
decomposed as following:
∂• (x⊗y) =
[
dAPS(x)⊗y+(m2⊗I)(x⊗−→δT (y))
]
+
[
∂V(x)⊗y+((m2,•−m2)⊗I)(x⊗−→δT (y))
+(m2,• ⊗ I)(x⊗−→δV(y))
]
From [13], we know that:
dAPS ⊗ I+ (m2 ⊗ I)(I⊗−→δT ) = ∂KH
Therefore, we will complete the proof of the theorem if we can show:
(26) ∂V(x)⊗ y+ ((m2,•−m2)⊗ I)(x⊗−→δT (y)) + (m2,•⊗ I)(x⊗−→δV(y)) = ∂V,T (x⊗ y)
for x and y are generators of 〈←−T ]] and [[−→T 〉 such that I∂(x) = I∂(y).
We note that x ⊗ y is a resolution (r, s) of [[T ]], consisting of a collection of circles
which can be divided into four groups:
(1) Circles decorated by −
(2) Left free circles decorated by +
(3) Right free circles decorated by +
(4) Cleaved circles decorated by +
Therefore, the right hand side of identity 26 can be written as following:
∂V,T (x⊗ y) =
∑
C∈(2)⋃˙(3)⋃˙(4)
wC .(r, sC)
where wC =
∑
f∈arc(C)
xf . On the other hand,
∂V(x)⊗ y =
∑
C∈(2)
wC .(r, sC)
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Additionally, according to the construction of m2,•, the action m2,•−m2 is supported
only on left decoration elements. As a result:
((m2,• −m2)⊗ I)(x⊗−→δT (y)) =
∑
C∈(4)
((m2,• −m2)⊗ I)(x⊗←−eC ⊗ yC)
=
∑
C∈(4)
←−wCxC ⊗ yC
=
∑
C∈(4)
←−wC(r, sC)
From the definition of
−→
δV , we can calculate the last term of the left hand side of 26
as:
(m2,•⊗I)(x⊗−→δV(y)) =
∑
C∈(4)
−→wC .(m2,•⊗I)(x⊗−→eC⊗yC)+
∑
C∈(3)
wC .(m2,•⊗I)(x⊗I∂(yC)⊗yC)
=
∑
C∈(4)
−→wC(r, sC) +
∑
C∈(3)
wC(r, sC)
Rewriting the left hand side of identity 26, we have:
LHS =
∑
C∈(2)
wC .(r, sC) +
∑
C∈(3)
wC .(r, sC) +
∑
C∈(4)
(←−wC +−→wC).(r, sC)
Since wC =
←−wC +−→wC for each cleaved circle, we can conclude that identity 26 is true
and thus, ∂• = ∂˜. Thus, (〈
←−
T ]]• [[
−→
T 〉, ∂• ) is chain isomorphic to ([[T ]], ∂˜). ♦.
14. Examples of the type D and the type A structures
In this section, we will give examples calculating the totally twisted Khovanov type
D and type A structures for several knots and links.
Example 1 : Hopf link
Consider the Hopf link T which is transverse to the y-axis at 4 points. It divides the
link T into two parts: the left tangle
←−
T and the right one
−→
T . Label each arc of T as
in the following picture.
x1
x2
x3
x4x8
x7
x6
x5
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We first describe the type D structure on [[
−→
T 〉. As shown in the following figure,
[[
−→
T 〉 can be thought as a vector space over FT (by the same argument as in section
13), generated by six elements:
−→
ξ1 ,...,
−→
ξ6 corresponding to the bottom row of the
figure from left to right. Their ζ-gradings are −1
4
, 1
4
, 0, 1
4
, 3
4
and 1
2
respectively. For
example: since the bigrading of
−→
ξ4 is (−1,−5/2) due to n+(−→T ) = 0 and n−(−→T ) = 2,
the ζ-grading of
−→
ξ4 is −1 + 5/4 = 1/4. We also denote {←−ηi }i=1,..,4 and {−→γj}j=1,2 the
left bridges and right active resolution bridges as in the figure. Let C and D be the
+ circles of
−→
ξ1 and
−→
ξ4 respectively.
+
−
←−η1
−
−
− −−+
− −
←−η3−→γ1 −→γ2←−η2 ←−η4
0-resolution 1-resolution
ξ1 ξ2 ξ3 ξ4 ξ5 ξ6
We now can describe
−→
δT,•:
−→
δT,•(
−→
ξ1 ) = e←−η1 ⊗
−→
ξ3 + e−→γ1 ⊗
−→
ξ6 + [
←−eC + (x3 + x4)−→eC ]⊗−→ξ2
−→
δT,•(
−→
ξ3 ) = e−→γ2 ⊗
−→
ξ5 + e←−η2 ⊗
−→
ξ2
−→
δT,•(
−→
ξ4 ) = e←−η3 ⊗
−→
ξ6 + [
←−eD + (x2 + x3)−→eD]⊗−→ξ5
−→
δT,•(
−→
ξ6 ) = e←−η4 ⊗
−→
ξ5
(27)
We next describe the type A structure on 〈←−T ]]. Similarly to [[−→T 〉, 〈←−T ]] is a six
dimensional vector space over FT , generated by {←−ξi }i=1,6 where
←−
ξi has the same
boundary as
−→
ξi . We label the bridges of each generator
←−
ξi exactly as we labeled the
ones for
−→
ξi in the type D structure. For example:
←−
ξ1 has a left active resolution
bridge ←−η1 and right bridge −→γ1 . We also let −→γ3 and −→γ4 be the right bridges of ←−ξ4
TWISTING BORDERED KHOVANOV HOMOLOGY 53
and
←−
ξ6 respectively. Additionally, the ζ-grading of
←−
ξ1 ,...,
←−
ξ6 are
−1
4
, 1
4
, 1
2
, 1
4
, 3
4
and 0,
respectively. Since none of generators has a free circle, the type A structure on 〈←−T ]]
can be described as follows:
m1,• = 0
m2,•(
←−
ξ1 ⊗ e←−η1) =
←−
ξ3
m2,•(
←−
ξ1 ⊗ e−→γ1) =
←−
ξ6
m2,•(
←−
ξ1 ⊗−→eC) =←−ξ2
m2,•(
←−
ξ1 ⊗←−eC) = (x7 + x8)←−ξ2
m2,•(
←−
ξ3 ⊗ e−→γ2) =
←−
ξ5
m2,•(
←−
ξ4 ⊗ e−→γ3) =
←−
ξ3
m2,•(
←−
ξ4 ⊗−→eD) =←−ξ5
m2,•(
←−
ξ4 ⊗←−eD) = (x6 + x7)←−ξ5
m2,•(
←−
ξ6 ⊗ e−→γ4) =
←−
ξ2
m2,•(
←−
ξ6 ⊗ e←−η4) =
←−
ξ5
(28)
Then 〈←−T ]]  [[−→T 〉 is a graded vector space over FT , generated by {ξi}i=1,6 where
ξi =
←−
ξi ⊗I2
−→
ξi . Since ζ(ξi) = ζ(
←−
ξi ) + ζ(
−→
ξi ), the ζ-grading of ξ1,...,ξ6 are
−1
2
, 1
2
, 1
2
, 1
2
,
3
2
and 1
2
respectively. Since m1,• = 0, the differential of 〈←−T ]] [[−→T 〉 is:
∂(x⊗ y) = (m2,• ⊗ I)(x⊗−→δT,•(y))
Therefore, using 27 and 28, we have:
∂(ξ1) = ξ3 + ξ6 + (x3 + x4 + x7 + x8)ξ2
∂(ξ3) = ξ5
∂(ξ4) = (x2 + x3 + x6 + x7)ξ5
∂(ξ6) = ξ5
(29)
The above description of ζ-complex (〈←−T ]] [[−→T 〉, ∂) is exactly the same as the to-
tally twisted Khovanov homology of Hopf link whose homology is FT ⊕FT , occurring
in the ζ-grading 1
2
.
Example 2 : Consider the following tangle diagram
−→
T :
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x1
x2
x3
x4
x8
x7
x6
x5
x9
x10
x11
x12
1
2
3
4
5
We label five crossings of
−→
T as in the above figure. In this example, we will investigate
the image of
−−→
δn,T on some generators of [[
−→
CT 〉. Recall: ([[−→CT 〉,−−→δn,T ) is the deformation
retraction of ([[
−→
T 〉,−→δT,•), defined in Section 1. For this tangle −→T , there are two
left planar matchings m1 (containing an arc which connects the mark point and
the bottommost point on the y-axis) and m2. A generator of [[
−→
CT 〉 is obtained by
resolving the crossings of
−→
T by either a 0-resolution or a 1-resolution in such a way
that it has no free circle, then capping it off by either m1 or m2 and finally, decorating
the unmarked cleaved circle (it might not exist) by ±. Therefore, we can encode a
generator of [[
−→
CT 〉 in the form of either ξ∗∗∗∗∗,i or ξ∗∗∗∗∗,i,± where each ∗ receives the
value in {0, 1}, depending on the resolution of the corresponding crossing. i receives
the value of either 1 or 2, depending on the way we choose either left planar matching
m1 or m2. Additionally, if the generator has an unmarked cleaved circle, we use the
second form to specify the decoration on the unmarked circle. Otherwise, we use the
first form to represent this generator. For example, the following figure represents
ξ00000,1.
1
2
3
4
5
TWISTING BORDERED KHOVANOV HOMOLOGY 55
We have:
−−→
δn,T (ξ00000,1) = [x3 + x6+x12]
−1I∂(ξ1) ⊗ ξ10010,1 + [x2 + x7 + x10]−1I∂(ξ1) ⊗ ξ01001,1
+ ([x3 + x7 + x11]
−1 + [x2 + x7 + x10]−1)I∂(ξ1) ⊗ ξ00101,1
+ ([x3 + x6 + x12]
−1 + [x3 + x7 + x11]−1)I∂(ξ1) ⊗ ξ00110,1
+ e−→γ1 ⊗ ξ10000,1,− + e−→γ2 ⊗ ξ01000,1,−
+ e←−η1 ⊗ ξ00000,2,−
(30)
where I∂(ξ1) := I∂(ξ00000,1), {e−→γi}i=1,2 are the right bridge elements of BΓ2, correspond-
ing to the change of the cleaved links after surgering ξ00000,1 along the active resolution
bridge at crossing i. ←−η1 is the unique left bridge of the left planar matching m1.
As we can see, in the right hand side of equation 30, the first (or the second term)
comes from a generator, obtained from ξ00000,1 by surgering along two active reso-
lution bridges. Depending on which crossing we resolve first, there are two ways to
make this surgery. However, there is only one way which creates a free circle and
the second way will change the boundary. On the other hand, both ways to surger
ξ00000,1 to obtain a generator of the third (or fourth) term contain free circles, and,
as the result, we count the coefficients for both paths.
Similarly, we compute
−−→
δn,T (ξ00000,2,+):
−−→
δn,T (ξ00000,2,+) = [x3 + x6 + x12]
−1I∂(ξ2) ⊗ ξ10010,2,+ + [x2 + x7 + x10]−1I∂(ξ2) ⊗ ξ01001,2,+
+ ([x3 + x7 + x11]
−1 + [x2 + x7 + x10]−1)I∂(ξ2) ⊗ ξ00101,2,+
+ ([x3 + x6 + x12]
−1 + [x3 + x7 + x11]−1)I∂(ξ2) ⊗ ξ00110,2,+
+ e−→γ1 ⊗ ξ10000,2 + e−→γ2 ⊗ ξ01000,2
+ e←−η2 ⊗ ξ00000,2 + [←−eC + (x2 + x3 + x4 + x6 + x7 + x8 + x10 + x11 + x12)−→eC ]⊗ ξ00000,2,−
(31)
where I∂(ξ2) = I∂(ξ00000,2,+).
←−η2 is a unique left bridge of m2 and C stands for the un-
marked cleaved circle of ξ00000,2,+. We note that the main difference between equation
30 and equation 31 is that the image of
−−→
δn,T on ξ00000,2,+ contains a term coming from
a decoration element.
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