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ABSTRACT 
Let M(X) be a n x m matrix whose elements are polynomials in h over the complex 
numbers which are at most of degree Y and let rank M(A) be p. A row reduction of 
M(A) effected by non-singular h-matrices with elements of degree at most one is 
developed whereby at each multiplicative stage no terms of degree greater than v 
arise and the final stage has the last n -p rows being zero and the matrix coefficient 
of h ” has rank p, This may be applied systematically in particular cases to determine 
necessary and sufficient conditions for consistency of a system of differential equa- 
tions of the form M(D)r(t)=f(t) in which D denotes the differentiation operator. It 
may also be applied in finding a special factored form for (A +M)-’ when this exists 
in a deleted neighborhood of h=O. 
1. INTRODUCTION 
Occasionally, in some applications, one must consider systems of differen- 
tial equations expressible in the form 
WWt) -f(t)> tEJ. 
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For example, the analysis in [4] of solutions of a delay differential equation 
led to a boundary value problem for such a system. In (1.1) J is some real 
interval, x and f are column vector functions, and M(D) is a n X m matrix 
polynomial 
M(D)=MoD”+M,D”-l+... +M, (1.2) 
of degree v.> 1 in the differentiation operator D. The coefficient matrices Mk 
are constant with real (or complex) elements. 
The operation of multiplication by a constant and the operator D com- 
mute. Moreover, both of these act coordinate-wise on vector functions. 
Hence M(D) may equally well be interpreted as a matrix whose elements are 
scalar polynomials in D and in studying equations such as (l.l), one may 
often treat D formally as a scalar multiplier. To find solutions of (1.1) one 
might, therefore, operate on both sides with a n x n matrix polynomial L(D) 
so as to triangularize the coefficient matrix operator. This is done, for 
example, in [Z, Vol. I, p. 1371. The validity of such a reduction requires, of 
course, that the function f be in the domain of L(D). But in order that 
L(D)f be defined, some coordinates of f may have to be differentiable to a 
higher order than the formulation of the problem requires. Even if this is not 
the case, some of the terms which generate the formal matrix product 
L( D)M(D) may imply a higher order of differentiability of certain com- 
ponents of x than is natural to assume. In that case the validity of the 
associative relation L(D)[M(D)x]=[L(D)M(D)]x is in question and the 
advantage of formal algebraic manipulation of the matrix operators is lost. 
In any case, there is a question of consistency of (1.1); what conditions, if 
any, must be imposed on the function f in order that the equation have a 
solution x on an interval J? One approach to this question is given in [2, Vol. 
II, pp. 45.491. By introducing subsidiary variables for all derivatives of each 
coordinate of x except the highest actually present in (l.l), one gets an 
equivalent first-order system (of higher dimension if v > 1). By means of a 
well-defined algebraic procedure, this may then be broken down into simpler 
canonical subsystems for which the consistency conditions are easily deter- 
mined. 
Below we develop an alternative approach to the question of consistency 
of a system such as (1.1). Since the reduction considered may have applica- 
tions in contexts other than that of differential systems, our presentation is 
purely algebraic. 
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2. ROW REDUCTION OF X-MATRICES WHILE 
PRESERVING THE DEGREE 
By C [n, m, A] we denote the set of n X m matrix polynomials in h with the 
complex numbers as base field. If K(A) E C [n,m, h], then 
K(A)=KJX”+K,~“-‘+... +K, (24 
for some integer Y > 0 with the coefficients Kk being n X m matrices over C. 
If K,#O, the degree of K(h) is v, denoted deg K(h) = v, and we shall use 
deg K(X) <0 or degK(A) = - 1 to mean that K(A) =O, i.e., Kk =0 for k 
=O,l , . . . ,Y. The indeterminate X is treated as a scalar. Thus K(X) may also 
be interpreted as a n x m matrix whose elements are in C [h], the ring of 
polynomials in X over C, and hence also in C(X), the field of rational forms in 
h over C. The rank of K(A), denoted rank K(h), will be understood in this 
context. 
Now suppose deg K (A) = v > 1 and that 
u(X) =ulx”-l+. . * + u&, (2.2) 
is in C [l,m,h]. We shall be concerned here with non-singular row operations 
on the matrix polynomial 
K+(X)= K(X) , 
i 1 4v 
which at no point entail terms of higher degree in h than v. By means of such 
operations K+(A) may be reduced to a canonical form described below in 
Theorem 2.1. Premultiplication of K+(X) by a matrix of the type 
(2.3) 
where 1 is the n x n identity, a E C, and u is 1 X n over C, effects such an 
operation since det S = h + a #O and degu (A) < v - 1. We shall call a matrix 
of the form S a simple X-matrix of size n+ 1. 
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LEMMA 2.1. Let p(X) be a monk polynomial in C [A] with degp(X) = r 
2 1 and let u(A) be in C[l,n,h] with degu(h) < T- 1. Then there exist simple 
h-matrices S 1,. . . , S, of size n + 1 such that 
W(A) = z 
[ 1 O = s; * * s,. w PN (2.4) 
Proof. This is trivial for r = 1 so suppose r > 1. Then p(A) = j?(h)(h + a,) 
for some a, E C and some manic jj (X) E C [A] with degfi (A) = r - 1. Now write 
v(A)= I$-r + u”(A) where or is a constant and degii(A) < I - 2. It is readily 
verified that 
[ ufx, pL)]_I ’ u&r’- j? (A)) + 5 (A) O ][ iI A-Fa,]’ p (A) 
The first factor on the right has the form of W(X) in (2.4) with r replaced by 
T- 1 so the complete factorization into T simple X-matrices follows by 
induction. 
In the statement of the following lemmas it will be convenient to use an 
abbreviated notation for certain standard hypotheses. For K(X) E C [n, m, A] 
expressed as in (2.1) and u(X) E C [l,m, A] we shall say that K(A) and u(h) 
satisfy condition A if 
A:rankK,=n;v>l; and O<degu($)<v-1. 
LEMMA 2.2. Suppose K(h) E C [ n:m,X] and u(h) E C[l,m,A] satisfy con- 
dition A. Zf rankK+(A)= n, then there is an integer T > 1 and simple 
X-matrices S 1,, . .,S, of size n+ 1, such that with u,(h) = u(h) and t+(X) 
defined by 
[ 1 W) =s %N k * * * S&+(h) (2.5) 
one has 
0 < degY(X) < v - 1 (24 
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for k=O,l,...,r-1 and 
u,(X) = 0. (2.7) 
Proof. Since rank K, = n it is easy to see that rank K (A) = n. If rank K + (A) 
= n, then there is a I x n matrix G(A) with elements in the field C(h) such 
that 
ij(X)K(A)+u(h)=O, (2.8) 
moreover, S(h) #O since u(X) #O. Let the elements of G(X) be reduced to 
lowest terms and let p(A) be th e manic least common denominator of these 
reduced elements. Then u(A) = p(A)i;(A) E C [l, n, h] and 
0 (h)K (A) + p (A)u (A) = 0. (2.9) 
Since u(A) #O, our hypotheses imply that degu(h)K(A) = v + degu(X). But 
degu(X) < v - 1 so it follows from (2.9) that if degp(h) = r, then degu(A) 
< r- 1; moreover, T> 1. For this u(h) and p(A), let S,, . . . ,S, be as in the 
factorization (2.4). Then (2.7) follows from (2.9) and (2.5) with k = r. More 
generally, (2.5) implies 
u~(X)=U~)~K(X)+(X+U~)U~_~(X), k=l,...,r, (2.10) 
the u, and a, being those in S,. Now deg@(A) < v, so if degu, (A) < Y - 1 for 
some k > 1, then degu,_,(A) < v - 1. But degu,(A) < 0 so the second inequal- 
ity in (2.6) holds for k = 0,l , . . . .r - 1. Finally, since a (A) in (2.8) is unique, no 
relation of the form (2.9) can hold for other polynomials u(X) and p(X) with 
O<degp(h)<r. It follows that nk(X)#O for k=l,..., l,...,r-1. Hence the 
first inequality in (2.6) holds for k =O, 1 , . . . ,r- 1, and the lemma is proved. 
LEMMA 2.3. Suppose K(~)E C[n,m,h] and u(h)E C[l,m,A] satisfy con- 
dition A. Zf rankK +(A) = n + 1, then there is an integer s > 1 and simple A 
matrices S I,. . . ,S, of size n + 1 such that with u,(A) = u(A) and t+(h) defined 
by (2.5) one has (2.6) for k=O,l,..., s-l and 
where 
u,(x)=u,(J,‘+*- +u,,, (2.11) 
(2.12) 
190 C. E. LANGENHOP 
Proof. The relations involved in the statement of this lemma are equiva- 
lent to their counterparts when the matrices have all been postmultiplied by 
the same non-singular constant m X m matrix. Hence we may assume that 
K,= [ &,o], 
where K, is n X n with rank n. If rank K+(h) = n + 1, then m > n and we 
write 
K(h)=[K(h),@], +)=[3(A),ii(A)], 
where Z?(h) and ii(X) h ave n columns. Note that deg 2 (h) 6 v 
We consider two cases: 
degii (A) = d > degii (A); 
degri (X) 6 degG (X). 
If (2.13) holds, then 0 < d < u - 1; we may take s = v - d and 
s,= z O , 
[ 1 
k=l,...,s. 
0 h 
- 1. 
(2.13) 
(2.14) 
(2.15) 
From (2.5) we then have +(h)=h%(X) so (2.6) holds for k=O,l,.. .,s- 1 
since degu(h)= v-s in this case. But u,(X) is as in (2.11) with u~=[O,&], 
the last m - n columns constituting a row vector zi,,#O. Hence 
rank[ F:]=rank[ 2 ;]=n+I, 
Next we suppose that (2.14) holds. In this case K(X) E C [n, n,X] and 
ii(h) E C [l, n, A] satisfy condition A. But these have_ only n columns, so 
Lemma 2.2 necessarily applies for the corresponding K + (h). Accordingly, let 
S,,k=l , . . . ,T, be the simple X matrices with the properties assured by that 
lemma in this context. We may then write (2.5) in the form 
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With ii,(A) = ii (A) we then have 
and 
0 < degii,(A) < Y - 1, k=O, l,.,.) r- 1, (2.16) 
G,(X) = 0. 
With G,(A) = h(X) there are now two possibilities: either 
(2.17) 
deg&(A) < Y- 1 (2.18) 
for k=O 1 , ,...,r or, since degzi,(A)<max{degZ?(h),l+degzik_,(A)}, k> 1, 
thereisanintegers,l(s<r,suchthat(2.18)holdsfork=O,l,...,s-lbut 
deg&(X) = Y. In the first instance 
by (2.17), and since this A matrix has rank n + 1 we must have Gr(A) #O. 
Thus, this stage satisfies the analogue of (2.13) and, using an additional finite 
number of factors of the form in (2.15), we complete the proof as for that 
case. In the second instance (2.6) holds for k= 0, 1, . . . ,s - 1 by (2.16) and 
(2.18); moreover, since degii,(h) = Y, then u,(A) is as in (2.11) with uSa 
= [0,&J #O. As before, (2.12) holds and the proof is now complete. 
For the following theorem it will be convenient to enlarge our definition 
of a simple A matrix to include n X n matrices of the type 
z 0 0 
0 0 E 
(2.19) 
in which Z is the n, X n1 identity, 1 < ni < n - 1, a E C, u is 1 X nl over C and 
E is an appropriate sized identity which is missing if nr = n - 1. If M(h) 
E C [n, m, A] and 
K(h) 
M(X)= u(h) 3 I 1 u(W (2.20) 
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where K(h) has n, rows and u(A) one, then premultiplication of M(A) by T(A) 
leaves U(X) unchanged and effects the same operations on the first ni + 1 
rows as does S in (2.3) of size ni + 1 acting on those rows. 
THEOREM 2.1. Let M(X) E C[n,m,X] with degM(X) = v > 1 and rank 
M(X) = p. Then there exists a finite number of n X n matrices Tk, k = 1,. . . ,q, 
each of which is either a non-singular constant matrix or a simple X matrix 
of the form (2.19), such that with M,(X)= M(X) and 
M,(A) = T,%,(A) (2.21) 
one has degM,(X)=v for k=O,l,...,q; moreover, the lust n-p rows of 
M,(h) are zero and if 
then rank M4 = p. 
M,(h)=M,J”+.*. +Mqv, (2.22) 
Proof. By an elementary row operation effected by a constant nonsingu- 
lar matrix, we may assume that K(A) in (2.20) is n, X m with degK(h) = v and 
rank&= ni (K(h) as in (2.1)) and that degu(A) < v - 1 and deg U(h) < v - 1 
if either appears. Clearly ni < p < n. In case nl = n or if n, < n and u(X) = 0 
and U(A)=O, then we are done. Hence, suppose n,<n and u(A)#O. If 
nl= p, then by applying a finite number of simple A matrices, we can, by 
Lemma 2.2, reduce u(X) to zero. We may then permute the last n - n1 rows 
so as to put this now-zero row last and a nonzero row from U(h) in its place. 
Repetition of this process reduces M(h) to the form claimed in the statement 
of the theorem. The second inequalities in (2.6) assure that degM,(h) = v at 
each step. 
On the other hand, if n, < p we may assume that 
= ni + 1. 
Now by a finite number of simple A matrices we can, by Lemma 2.3, convert 
M(X) to the form (2.20) where the new K(X) has nE1 + 1 rows with degK(X) 
= v and rank K,= n,+ 1. Moreover, if they appear, degu@) < v - 1 and 
deg U(A) < v- 1. If n, + l=p, then we proceed as in the first instance 
applying Lemma 2.2, whereas, if nl + 1 <p, we may again proceed as just 
described applying Lemma 2.3. As before degMk(h) = v at each step. It is 
now clear that after a finite number of multiplications by simple h matrices 
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and permutation matrices as needed we arrive at the form claimed. The 
theorem is proved. 
3. SOME APPLICATIONS 
We first show how the techniques leading to the result in Theorem 2.1 
may be applied to obtain the consistency conditions for a differential system 
of the form (1.1). This is best done by means of an illustrative example, so 
consider the particular system 
(D2+1)Xi(t)-(Ds+D-1)X2(t)+(D2+D)Xa(t)=fi(t) 
=‘Q(t) - (3D+l)&) =fi(t) (3.1) 
(Ds-D--_)X&)-(02+1)X2(t)+D%&)=f3(t). 
This may be written in the form 
M(D)x(t)=f(t), te_l 
with 
(3.2) 
M(D)= 
D2+ 1 -D2-D+l D2+D 
0 50 -30-l - 1 (3.3) D2-D-1 -D2-1 D2 
Let C@)(J) denote the set of complex-valued functions defined on the 
interval J whose kth derivatives are continuous on J. Assuming f E C(‘)(J), 
we seek any additional conditions on the vector function f which are 
necessary in order that (3.1) have a solution x E Cc2)(J). 
As a polynomial in D we see that degM(D) = 2, and if we write M(D) 
= MOD 2 + M, D + M, then rank MO = 1. If we introduce 1 0 0 To= 
I 1 0 1 o> M,(D) = T&(D), 3.4-1 0 1 
then from (3.2) we get 
Mo(D)x(t) = Tof(t), tEJ. (3.5) 
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In this form the leading coefficient of M,,(D) has rank one and only its first 
row is nonzero. One may verify that det M,(D) = 0 but the upper left 2 X 2 
minor has a nonzero determinant so rank M,,(D) = 2. 
Since x E C(2)(J), it follows from (3.5) that the second coordinate of Z’, f 
must be in C@)(J); hence, the first condition for consistency is 
fs E @(I). (3.6) 
Assuming this and being guided by the proof of Lemma 2.3, we operate on 
(3.5) with 
to get 
1 0 0 
T,(D) = i 0 D 0 
0 0 1 
M,(D)r(t)= T,(D)Gf(+ tEI, (3.7) 
where M,(D) = T,(D)M,(D). Clearly (3.5) implies (3.6) and (3.7), but the 
converse is not valid. If we fix to E J and require that the second equation in 
(3.5) hold at to, then the reverse implication holds. That is, for x E C(2)(J) and 
f E C (“(.I) eq. (3.5) is true if and only if (3.6), (3.7), and 
are satisfied. 
5Dx2b0) - W+ Mt0) =fiP0) (3.8) 
At this point we note that 
MI(D)= o 
[ 
D2+1 -D2-D+l D2+D 
5D2 -3D2-D . 
-D-2 D-2 -D 1 
Now rankM,(D) =2, and the coefficient of D2 has rank two also. Reasoning 
as before, we get the necessary condition that the third coordinate of 
T,(D)T,f be in C@)(J); that is, 
fs-fr E co)(J). (3.9) 
Now (D + 2) times the first row in M,(D) plus the second row plus (D 2 + 1) 
times the last row gives the zero row. The corresponding matrix W(D) (see 
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(2.4)) and one of its factorization into simple D matrices is 
W(D) = G(DPZ(D)¶ 
or, specifically, 
Let M,(D)= Z’,(D)M,(D). For xEC(~)(J) and T,(D)TofECco)(J) we con- 
clude that (3.7) holds if and only if (3.9), 
and 
The third row of M,(D) is of degree less than two. From (3.10) then we 
conclude that the third coordinate of T,(D)T,(D)T,f(t) must be in C(‘)(J). 
In light of (3.9) this is equivalent to 
f1+ WdJ E c’l’(J). (3.12) 
Finally, operating on (3.10) with T,(D), we conclude that this with (3.12) 
implies 
(D~+~)x~(~)-(D~+D-~)x~(~)+(D~+D)x~(~)=~~(~) (3.13) 
5D2x,(t)-(3D”+D)x,(t)=Df,(t) 
and 
D[fi+D(f3_fi)l+Df2+fi+f3=0' (3.14) 
From the third equation in (3.10), the corresponding initial condition is, in 
light of (3.11), 
-(~D-~)~,(~~)-(~D--~)~,(~O)+D~,(~O)=~,(~O)+D(~,--~,)(~O). (3.15) 
Summarizing, we may assert that for f~ C(‘)(J) the function x E Cc2)(J) is 
a solution of (3.1) if and only if eqs. (3.6), (3.8), (3.9), (3.11), (3.12), (3.14), 
and (3.15) hold and x is a solution of (3.13). System (3.13) can be solved for 
D2x, and D2x2 and the result converted to a first-order equation in a vector 
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with components xi, Dxi, x2, Dx,. With an arbitrary xs~3~ C@(J), this first- 
order equation has solutions for fi E C”)(J), Dfi E C(‘)(J). Equations (3.8), 
(3.11), and (3.15) restrict the initial value for a solution but such restricted 
initial values exist. Hence the system (3.1) is consistent (for fE C(‘)(J), 
x~ C12)(J)) if and only if (3.6), (3.9), (3.12), and (3.14) are satisfied. The 
matrix M,(D) for the system (3.13), the final reduction of (3.1), has the 
property that it is p X m (with o =2), rank M,(D) = n and rank Msa= n. A 
method for representing solutions of such systems without converting them 
to first-order systems is given in [l]. 
A final remark is in order here. The succession of operations characterized 
by T,,..., Tq in Theorem 2.1 is such that no terms of higher degree than v 
arise in computing the matrix products M,(A). ‘Ibis means that in the 
application to differential systems, as illustrated above, the associative rela- 
tions [TkMk_l(D)]~(t)= Tk[Mk_l(D)x(t)] hold for xEC(“)(J). Thus, the 
successive formal matrix calculations are valid without restricting the 
coordinates of x further than is implied by the order of the system. Note, 
however, that in determining the consistency conditions on f analogous 
formal relations need not hold. Condition (3.14) is written as it is since (3.12) 
requires merely that fi + D( f3 - fi) E C(‘)(J) and not that both fi and D( f3 - 
f,) be in C(‘)(J). If this latter is the case, then (3.14) may be written as 
(3.16) 
which one would expect from the form of W(D) and the vector T,(D) To f. 
As another application of Theorem 2.1 consider the pencil of n X n 
matrices 
P(x)=A+zB, (3.17) 
where z is a complex number and A and B are constant n X n matrices over 
the complex numbers. We shall suppose that P(z) is regular, i.e., det 
(A+zB)#O in C(z). If A is singular then P(z)-’ has a pole at z=O. The 
Laurent expansion of P(z)-’ in a deleted neighborhood of z=O was dis- 
cussed in [3]. Using our results here, one may derive a factorization of this 
inverse into certain special types of matrices. 
We begin by noting that 
P(z)-‘=z-‘(z&A+ B)-I, (3.18) 
and we then consider 
M(A) = AA + B. (3.19) 
By our assumption of regularity we have rank M(X) = n, and we suppose rank 
M,=rank A = n,. By Theorem 2.1 there exists a finite number of n X n 
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matrices Tk(X), k = 1 ,. . . ,q, each of which is either a non-singular constant 
matrix or a simple X matrix such that 
T,(A)* * * T,(h)M(h) =AF+ C, (3.20) 
where rank F = n. In case nl = n we may take q = 1 and T,(A) the n X n 
identity but if n, < n, then at least one of the T,(h)‘s is not constant. 
From (3.20) we get 
M(X)-‘= (xF+ G)-‘T,(A). . . T,(A), 
so, using (3.18), we may write 
(A + zB)-‘=(F+ zG)-‘T,Jz-~). . . ~~(5~). (3.21) 
Here (F + zG) - ’ is analytic and nonsingular at z = 0, and each nonconstant 
factor Tk(z-‘) has a simple pole at z =O. The factorization in (3.21) is 
generally not unique. 
Following the steps leading to (3.20), one may compute for 
[ 
1-Z I 
P(x)= 2 --z 
1+z -1+22 
the following factorization for P(z)-‘: 
P(z)-‘=(F+zG)-’ 
where 
t- 
1-z 1 22 
2 --z -1+x 
1 3x 3z/2 -(1+7z)/2 I F+nG= 
1 0 0 
0 1 0 
-3 3/2 z-l+1 
2x 
-1+z 
-1 1 
I[ 
1 
0 
1 
0 
1 
-1 
0 
0 9 
1  
is nonsingular at 2 = 0. 
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