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En este trabajo se construye un algoritmo efectivo para la elimi- 
naci6n de cuantificadores sobre.un cuerpo algebraicamente cerrado: 
-. 
Se demuestra que si k es un dominio integro, infinito, efectivo y 
cerrado para la extraccidn de raices p-gsimas cuando car(k)=p>O y 
p es una f6rmula prenexa con r bloques de cuantificadores que in- 
volucra a s polinomios Fit.. . ,F s E k[X1,. . . ,X n ] entonces existe un 
algoritmo bien paralelizable y sin divisiones de complejidad se- 
cuencial del orden de O( l p I )  + D (O'n'jr que encuentra una fdmula . 
equivalente a p libre de cuantificadores, donde 1p1 es la longitud 
s 
d e p y D = m & x { l +  I d e g F , ,  n ,  s). 
i = 1  
Este algoritmo mejora las cotas conocidas que son del orden de 
cr 
O(lp1) + D" con c > 1 una constante universal (ver [Ie, 19891 y 
[Fi-Ga-Mo, 19901). En particular se obtiene que el car6cter doble- 
mente exponencial de las cotas conocidas en el caso de un solo 
C 
bloque de cuantif icadores (del tipo O( 1 p 1 ) + If con c > 1) no es 
intrinseco, es decir no depende del problema sino de 10s algorit- 
mos y del tipo de codificacidn utilizados. 
Los resultados obtenidos se basan fundamentalmente en el cambio 
del modelo de codificacidn de 10s polinomios: en vez de represen- 
tar 10s polinomios de salida por el vector de sus coeficientes, se 
10s codifica por medio de una red aritmetica sin comparaciones ni 
ramas que permite evaluarlos en cualquier punto. 
Como aplicacidn, se calcula la Forma de Chow de una variedad pro- 
yectiva irreducible. 
Sea R un cuerpo arbitrario y sea -un cuerpo algebraicamente 
cerrado que lo contiene. Se denota por 2(k) a1 lenguaje de primer 
orden sobre el cuerpo con constantes en R. En otras palabras, 
Y(k) es el conjunto de f6rmulas que son combinaciones booleanas 
( A , v , Y )  de polinomios en varias variables a coeficientes en k, i- 
gualados a cero, admitiendose tambi6n 10s cuantificadores 3 y V 
para modificar Clnicamente a elementos de x, representados por va- 
riables. 
Es un hecho cldsico de la teorfa de modelos que el lenguaje de 
primer orden de 10s cuerpos algebraicamente cerrados admite elimi- 
naci6n de cuantificadores, es decir, para toda f6mula $ E 2 ( k )  
existe una f 6rmula # 6 X(k), sin cuantif icadores, que describe el 
mismo subconjunto de r,  donde r es el nClmero de variables de 9 
que no estAn afectadas por ningtin cuantificador. 
Muchos problemas geom6tricos y algebraicos pueden ser formula- 
dos en el lenguaje de primer orden de. 10s cuerpos algebraicamente 
cerrados y su soluci6n consiste, precisamente, en eliminar 10s 
cuantificadores. Por e~ta~causa, es de particular interes encon- 
trar algoritmos que realicen esta eliminaci6n (i.e.. que a partir 1 
de la f6rmula I$ encuentren la f6rmula #) .  
En [He-Wfi, 19751 J. Heintz y R. Wiithrich presentaron por prime- 
ra vez un algoritmo de eliminaci6n de cuantificadores con cotas 
de complejidad para cuerpos algebraicamente cerrados de caracte- 
rfstica dada. En realidad, parece ser que ya hacia 1940, A. Tarski 
conocia la existencia de algoritmos para este problems, aunque no 
10s describi6 explicitamente (ver [Tar, 19511 ) . De ah1 en mds, se 
ha intentado exhibir algoritmos de eliminaci6n de cuantificadores - 
cada vez mds eficientes. 
Los algoritmos serdn reprssentados como redes aritm6ticas, es 
decir por medio de grafos orientados, donde en cada nodo se reali- 
za una operaci6n aritmetica (suma, resta, producto) o booleana, u- 
na comparaci6n de elementos de o una seleccidn. Por lo tanto, la 
nocidn de eficiencia de un algoritmo se puede medir en t6rminos 
del grafo correspondiente. 
As1 aparecen dos nociones basicas de a m p b # h d  de algoritmos: 
1acmpkpAdbecuencLaC .. ' : el nfhnero de nodos del grafo 
la c m p k y d d  . . partaLeea: la longitud del camino mds largo en el 
graf o. 
Dada una f6rmula $ E X(k), sean *. 
141 = longitud de $ = n6mero de simbolos necesarios para codificar 
a 4 
n = n6mero de variables que aparecen en t# 
S 
D = 2 + 1 gr Fi , donde F1, .. ., F s c k[X1,. . .,X n ] son todos 10s 
1 = l  
polinomios que aparecen en $ 
y, en el caso en que $ sea prenexa (i.e., cuando todos 10s cuanti- 
ficadores aparecen a1 principio de $),  sea 
r = ndmero de bloques de cuantificadores distintos en $ I 
En [He-Wu, 19751, [Wu, 19771 y [He, 19831, Heintz y Wiithrich I 
desarrollaron algoritmos para la eliminaci6n de cuantificadores en I I I 
un cuerpo algebraicamente cerrado, cuyas cotas superiores de com- 
cn 
ple jidad secuencial son doblemente exponenciales del tipo D" I# 1 ,  
donde c es una constante universal. 
Mbs tarde, basdndose en tecnicas fundamentales de [Ch-Gr, 19831 
y [He, 19831, Chistov y Grigor'ev consideran el problema para f6r- 
mulas prenexas y obtienen en [Ch-Gr, 19841 y [Gr, 19871, cotas se- 
cr 
cuenciales m6s precisas, a saber, D" 101, donde c es una constan- 
te universal mayor o igual que 2. Como se ve, el cardcter doble- 
mente exponencial de la cota depende iinicamente del n h e r o  r de 
bloques de cuantificadores de #. Sin embargo, la complejidad del 
algoritmo depende de propiedades aritmeticas del cuerpo de cons- 
tantes k, hecho que se debe a la utilizaci6n de subalgoritmos de 
factorizacidn de polinomios. 
Cabe seiialar tambi6n que ninguno de 10s algoritmos mencionados 
arroja buenas cotas en paralelo (es decir, cotas del orden del 
cuadrado del logaritmo en base 2 de las cotas secuenciales). 
Finalmente, combinando 10s m6todos de [He, 19831 con versiones 
efectivas del Nullstellensatz (ver [KO, 19881, [Ca-Gu-Gu, 19911, 
[Ca, 19891, [ ~ h ,  19881, [Am, 19891 y [Br, 19891, que afinaron 10s 
resultados de [Br, 19871, [Ca-Ga-He, 19881, [Ca-Ga-He, 19891 y 
[Be-Yg, 1991]), en [Fi-Ga-Mo, 19901 se construye un algoritmo de 
eliminaci6n de cuantificadores con las mismas cotas secuenciales 
obtenidas en [Ch-Gr, 19841 y [Gr, 19871, per0 con la ventaja de 
qua se obtienen cotas del orden de nCr DC+ c log,( l # l  ) en paralelo 
y ademds se evita que la complejidad dependa de propiedades parti- 
culares del cuerpo de constantes A. Mbs tarde, el mismo resultado 
fue obtenido por Ierardi ([Ie, 19891). Una consecuencia importante 
y directa de la paralelizacidn es que la eliminaci6n de cuantifi- 
cadores es posible en EXPSPACE (ver [Bo, 19771, [Bo et al, 19821 y 
[Ma-Tu, 19951 ) . 
En todos estos algoritmos, 10s polinomios estbn codificados en 
forma densa (i. e., estlin representados por el vector de todos sus 
coeficientes, abn 10s nulos, siguiendo un orden preestablecido de 
10s monomios) y, en el modelo de la representacidn densa de 10s 
.polinomios, las cotas superiores obtenidas en [Fi-Ga-Mo, 19901 son 
optimales como medida general de complejidad, no s61o desde el 
punto de vista de la complejidad secuencial sino tambign de la pa- 
ralela. 
Por consiguiente, 10s caracteres doblemente exponencial y sim- 
plemente exponencial de dichas cotas son intrfnsecos del problema, 
siempre que se adopte la representacidn densa de 10s polinomios 
como modelo. Esto muestra que, para intentar mejorar las cotas, es 
inevitable modificar la estructura de datos para 10s polinomios. 
Una forma de codificaci6n de polinomios que mostr6 ser efectiva 
t 
para conseguir algoritmos m8s eficientes en problemas de Algebra y 
geometria es la utilizaci6n de dmi@t Une jmaqmm: circuitos 
aritm6ticos que no contienen ramas ni comparaciones y que permiten 
evaluar 10s polinomids en cualquier punto (ver, por ejemplo, 
{He-Si, 19811, [Kal, 19881, [Gi-He, 19931, [Gi-He-Sa, 19931, 
[Kr-Par, 19941. [Fi-Gi-Smi, 19951 o [Gi et al, 19951). 
El caso de un solo bloque de cuantificadores existenciales es 
de particular importancia ya que aparece con mucha frecuencia en 
la formulaci6n de problemas geom6tricos y algebraicos (por ejemplo, 
En este trabajo se obtiene un algoritmo rdpido de eliminaci6n 
de cuantificadores, utilizando 10s resultados de [Gi-He, 19931 pa- 
ra el cdlculo de la dimensi6n de una variedad algebraica afln. Pa- 
ra ello, 10s polinomios seran codificados, segtin convenga, a veces 
en forma densa, a veces por medio de un straight line program y a 
veces combinando ambas formas (es decir, en forma densa con res- 
pecto a algunas variables y codificando sus coeficientes en las 
restantes por medio de un straight line program). 
La construcci6n del algoritmo obtenido en este trabajo se hace 
en varias etapas. 
En un primer paso se consideran f6mulas del tipo: 
xn-m+l 
... x : Fl(xl,...,xn) = 0 A ... A Fs(X1,...,xn) = 0 
n 
donde Fl, ..., F son polinomios en n variables dados por un 
straight line program de longitud L. Sea d 2 m una cota para 10s 
grados de 10s polinomios Fit.. .,F respecto de las m variables a 
8 
eliminar . 
El algoritmo de eliminaci6n obtenido en este caso tiene una 
comple jidad secuencial del orden de L , lo que 
mejora sustancialmente las cotas existentes. Para probarlo se ex- 
hibe un ejemplo que muestra que, adn con un solo bloque de cuanti- . . 
4 
ficadotes, cualquier algoritmo que utilice el modelo de represen- ' 
2 
taci6n densa de polinomios tendra una complejidad no menor a dm . 
en la definici6n de la Forma de Chow de una variedad proyectiva 
equidimensional o en el problema de la pertenencia de un polino- 
mio a un ideal). 
Luego se modifica de manera conveniente el algoritmo obtenido 
anteriormente para permitir la inclusidn de desigualdades, es de- 
cir, se consideran fdrmulas del tipo: 
Xn-m+l . . . ,3 x n : Fl (xl, . . . ,x,) = O A . . . A F ( X  , . . . X )  = 0 A 
A G1(x1,.. . ,X n ) + 0 A . . . A G8,(~1t.. ./X n ) i 0 
donde Fit.. .,Fs,G1, .. .,G 8' son polinomios en n variables y se ob- 
tiene un algoritmo de complejidad secuencial ~'(s. s .b  )O"' 
donde S es una cota para 10s grados de 10s polinomios GI,. . . ,G 8' 
en las variables a eliminar, d r m es una cota para 10s grados de 
10s polinomios Fl,. . . ,F s tambi6n con respecto a las variables a e- 
liminar y L es la longitud del straight line program que codifica 
a Fl,.. .,F8,Gl,.. . ,G S' . 
Tambign en este caso las cotas obtenidas mejoran la complejidad 
de cualquier algoritmo de eliminaci6n que s61o utilice la repre- 
sentacidn densa de polinomios. 
Dado que el cuantificador existencial conmuta con las disjun- 
ciones, el algoritmo obtenido resuelve el problema de la elimina- 
ci6n para cualquier fdrmula prenexa con un solo bloque de cuanti- 
ficadores existenciales escrita en forma disyuntiva (es decir, un 
solo bloque de cuantificadores existenciales precediendo a una 
disjuncidn de conjunciones de igualdades y desigualdades de poli- 
nomios). Para terminar de resolver el problema de la eliminaci6n 
en el caso en que haya un solo bloque.de cuantificadores, teniendo 
en cuenta que mediante la negacidn se pueden transformar 10s cuan- 
tificadores universales en existenciales ( V  = 7 3 q ) ,  se da un al- 
goritmo que permite encontrar, a partir de una f6rmula que no con- 
tenga cuantificadores, otra equivalente que sea una disjunci6n de 
conjunciones de igualdades y desigualdades polinomiales para poder 
reducirse luego a1 caso anterior. 
- 
De este modo se obtiene un algoritmo que resuelve el problema 
de la eliminaci6n en el caso de una f6rmula prenexa con un solo 
bloque de cuantifi- cadores. La complejidad secuencial de este al- 
goritmo mejora la de cualquier algoritmo en el modelo de la repre- 
sentaci6n densa de polinomios. 
Luego, basdndose en el caso de un solo bloque de cuantificado- 
res, se obtiene el siguiente resultado: 
Sea p una fo$mula prenexa con r bloques de cuantificadores que 
involucra a s polinomios F F E CIXl, ..., X ] codificados en 
(I n 
s 
forma densa, sea D = m&x {l+ldeg I*, n, s) y sea lpl la longitud 
i=l 
de p.  A menos de una preparacio$ previ a existe un algoritmo bien 
para1 elizable y sin divisiones de compl e jidad secuencial del orden 
b 
de o(lpl) + D ( o ' " ' ) ~  que encuentra una fdrmula equiralente a p, 
libre de cuantificadores. 
Por bltimo, como aplicacidn de 10s algoritmos de eliminacidn 
exhibidos anteriormente, se construye un algoritmo que calcula la 
Forma de Chow de una variedad proyectiva irreducible. Las cotas de 
complejidad logradas de esta manera mejoran 10s resultados conoci- 
dos (ver, por ejemplo, [Ca, 19901). 
Todos 10s algoritmos exhibidos en este trabajo son bien parale- 
lizables (es decir, con complejidad paralela del orden del cuadra- 
do del logaritmo en base 2 de la complejidad secuencial) y no con- 
tienen divisiones. Adembs, son no uniformes ya que para su cons- 
trucci6n es necesario un preprocesamiento cuyo costo excede las 
clases de complejidad consideradas en este trabajo. Sin embargo, . --: 
dicho prepocesamiento, que consiste en la elecci6n de ciertos nii- 
meros, puede ser reemplazado por una elecci6n aleatoria con una c 
, 
probabilidad de error baja. En este sentido, todos 10s algoritmos 
aqui construidos son uniformes con el mismo orden de complejidad 
promedio si se 10s considera aleatorios. 
2. Preliminares 
2.1. Lenguaje de primer orden de un cuerpo algebraicamente cerrado I 
Sea k un cuerpo y sea x un cuerpo algebraicamente cerrado que 
lo contiene. El &aqua.& & phimeh aukn (o taquaje eCenentaC) 
sobre con constantes en k, denotado por g(k), se define de la 
siguiente manera: 10s simbolos no 16gicos de 2(k) son {a, aek}, 
+,-, ,= , las variables son indetenuinadas XI,. . . ,X,, . . . sobre x y 
10s tdrminos son polinornios en varias variables a coeficientes en 
. Un t6rmino tipico tiene la f orma F c k[X1, . . . , X n ] y una f drmula 
at6mica es F = 0 (o F * 0 para su negaci6n). El lenguaje Z(R) se 
construye a partir de estas f6rmulas utilizando 10s conectivos 16- 
gicos A , v , 1 y 10s cuantificadores 3 y V que s61o se pueden a- 
plicar a elementos de x (representados por variables) y no a sub- 
conjuntos ni a relaciones de r .  P(k) es un conjunto de palabras 
finitas (fbrmulas) sobre el alfabeto de slfmbolos de X(A) (varia- 
bles, s ~ o l o s  no 16gicos, conectivos 16gicos, cuantificadores, 
pardntesis). Para una definici6n precisa, ver [Ch-Kei]. 
Para cada f6rmula 4 E 5?(k), se define la taqiihd de 4 como la . 
cantidad de simbolos neceiarios para escribir a 4. La longitud de 
4 sera denotada por 14 1 . Las variables que en la f 6rmula 4 apa- 
recen acompafiadas por un cuantificador (existencial o universal) 
se llaman w n i d h  l%qadaa o mnidh . . y las res- 
tantes se llaman u a a i d k ~  &hm. 
4 
Sean 4,# E Z(k). Diremos que 4 y $ son e q h c d a h  con respec- 
to a si se verifican las dos condiciones siguientes: 
(i) 4 y @ tienen el mismo nfimero de variables libres 
A I (ii) Si m es la cantidad de variables- libres de 4 entonces, -para - _ .  
-70 3 todo x = (xl , . . . , x ) E k , #(x) es verdadera si y s61o si @(x) 10 
m - -- 1 1 
es (donde #(x) significa reemplazar las m variables libres de 4 
por xlI . . . ,xm). 
Diremos que una f6rmula 4 E I(A) es pr~enecuz cuando todos 10s 
cuantificadores que aparecen en ella se hallan a1 principio. Cabe 
seKalar que para toda f6rmula 4 E 3(k) puede encontrarse eventual- 
mente en tiempo lineal, una f6rmula prenexa @ E 3(A) equivalente a 
ella, renombrando las variables. Este procedimiento no modifica ni 
141 ni el grado de 10s polinomios que aparecen en 4, y la cantidad . 
de variables de @ est6 acotada por la suma de la cantidad de va- 
riables libres y la cantidad de cuantificadores de 4. 
Es un hecho cldsico de la teorla de modelos que el lenguaje de 
primer orden de 10s cuerpos algebraicamente cerrados admite W- 
&cLe- . . , es decir, para toda f6rmula 4 E 2(k) e- 
xiste una fdrmula @ E I ( k ) ,  sin cuantificadores, equivalente a @ 
con respecto a todos 10s cuerpos algebraicamente cerrados que con- 
tienen a k. AdemBs, esta dliminaci6n puede hacerse en forma algo- 
ritmica. Por lo tanto, si la f6rmula original no contiene varia- 
bles libres, un algoritmo de eliminaci6n efectivo tendrd como sa- 
lida una combinaci6n booleana de igualdades y desigualdades de e- 
lementos de A que es verdadera o falsa. En este caso se dice que 
se trata de un prtagCema de daid&. 
r '  
- 
'. - - 
I - Muchos problemas geom6tricos y algebraicos pueden ser enuncia- 
I dos en terminos de f6rmulas del lenguaje de primer orden de 10s 
cuerpoe algebraicamente cerrados y su solucidn consiste precisa- 
I mente en eliminar 10s cuan'tificadores. Por ejemplo, el problema de 
1 .  determinar si doe polinomios en k[X] , de grado n y m respectiva- 
- mente, tienen un factor comfin en k[X] es equivalente a que tengan 
.I : una ralz en comfin en y por lo tanto puede describirse por medio 
de la f6rmula p en 2 ( x ) :  
2 
... ( I  X) : a. + al.x + a .x + + a .xn = 0 A 
2 n 
... ~ b ~ + b ~ . x + b ~ x ~ +  + b . x m = 0 * a  m * O A ~  t o
n m 
Esta es una f6rmula prenexa conteniendo 4 polinomios en n+m+3 
variables. Las finica variable ligada es x, y las variables libres 
son ail b, (Osisn, Osjsn). 
Si consideramos la matriz C E k (n+m) x (n+m) . 
resulta que det C = 0 A a * 0 A b t 0 es una f6rmula sin cuan- 
n m 
tificadores equivalente a p que soluciona el problema (notar que 
det C es la resultante entre 10s polinomios dados). 
Los algoritmos efectivos para la eliminacidn de cuantificadores 
permiten resolver computacionalmente aquellos problemas que pueden 
.* 
formularse en el lenguaje de primer orden de 10s cuerpos algebrai- 
-- 
- I 
camente cerrados. 
2.2. Notaciones 
Sea k un dominio de integridad infinito. Supondremos que k es j 
&ci%a, es decir, que las operaciones aritmeticas (suma, resta, 
producto) y las comparaciones entre elementos de k son realizables 
por un algoritrno. En el caso en que k tenga caracteristica p>O, 
supondremos tambi6n que k es cerrado para la extracci6n de raices 
p-dsimas y que la extracci6n de tales raices es realizada por un 
algoritmo. 
Sea kf el cuerpo de cocientes de k y sea z una clausura alge- 
braica de kf . El espacio afin n-dimensional sobre z, equipado con 
su topologia de Zariski y su anillo de coordenadas de funciones 
polinomiales, sere denotado por A~(Z) . 
Sean Xl, . . . ,X indeterminadas sobre k. Dado f E k[Xl ,. . . ,Xn] , , 
n 
deg f denota el grado total de f y deg xi,. .. ,x f denota el grado 
i 
parcial de f respecto de XI, ..., Xi (laian). Ademas, si fl, ..., f r 
son polinomios en *[XI,. . .,Xn], mcdx (fir. .f ) denota el mikimo 
n 
comCln divisor entre fl, . . . f respecto de la variable X (es decir, 
r n I 
viendo a f l, . . . f como polinomios a coef icientes en k(Xl, . . . ,x ) 
r n-1 I 
en la indeterminada X ) 
n 
Si p y p son funciones de H en PI, ~ ( n )  = O(p(n)) significara 
que existe una constante c > 0 independiente de n tal que, para 
todo n E IN, p(n) 5 c.p(n). 
2.3.1. Generalidades 
En este trabajo se construirh un algoritmo efectivo de elimina- 
cidn de cuantificadores. La noci6n de algoritmo que se va a utili- 
zar es la de una red aritmgtica, es decir, un grafo orientado aci- 
clico donde cada nodo interno representa o bien una operacidn a- 
ritmdtica de elementos de A: (incluyendo la extraccidn de raices 
p-&bas en el caso en que car C = p > 0), o bien una operaci6n 
booleana, o bien una comparacidn entre elementos de A seguida por 
un selector, y donde 10s nodos externos representan la entrada y 
la salida de la red. 
Tambi6n es necesario mencionar que una parte del algoritmo co- 
rresponde al mane jo puro de las fdrmulas. Por ejemplo, de la f6r- 
mula de entrada hay que extraer 10s polinomios que contenga para 
construir la fdrmula de salida. En pocas palabras, se admitirdn el 
mismo tipo de operaciones 'elementales con 10s slmbolos del lengua- 
je de primer orden que con 10s elementos de A (concatenacidn de 
palabras, intercambio o insercidn de & b o l o s  del lengua je, etc) . 
Se definen las dos siguientes nociones de am&+dud . . para un 
algoritmo, en t6rminos de su grafo: 
(i) la cam&whd acumad . . ' : es el niuaero de nodos del grafo, 
sin contar 10s nodos de entrada. 
(ii) la cm&qdad .. p(YIO(O(O: es el niikero de nodos de una cadena 
maximal del grafo (es decir, el camino orientado m6s largo -- - a 
seguir para llegar a un resultado), sin contar 10s nodos de 
--- - - 
entrada. 
Si se supone que cada operaci6n se realiza en una unidad de 
tiempo dada, la complejidad secuencial represents el tiempo nece- 
sario para ejecutar el algoritmo utilizando un 6nico procesador, 
mientras que, dado que la profundidad del grafo ref leja el nfimero ' I 
de operaciones que deben esperar el resultado de operaciones ante- 
riores, la complejidad paralela representa el tiempo minimo que se I 
necesita para ejecutar el algoritmo si se dispone de una cantidad 
- I  
de procesadores igual a la complejidad secuencial, funcionando en 
paralelo. 
Para e jemplif icar, la suma de 8 nfimeros xi, . . . ,x 8 puede reali- . 
zarse por rnedio del algoritmo: 
-- . _ 
per0 tambidn puede realizarse el mismo ctilculo utilizando el algo- 
ritmo : 
El primer algoritmo tiene comple jidad secuencial 7 y comple j i- 
dad paralela 7, y el segundo tiene complejidad secuencial 7 y com- 
plejidad paralela 3. 
Diremos que un algoritmo es Qien pumd&p& si su compleji- ' 
dad paralela es del orden del cuadrado del logaritmo en base 2 de 
la complejidad secuencial. 
.2.3.2. ~odificacidn de polinomios 
Los polinomios que aparezcan en 10s algoritmos construidos en 
este trabajo seran codificados, segtin convenga, en alguna de las 
siguientes formas: 
% 
a) En @mu denoa, es decir, representados por el vector de to- 
dos sus coeficientes (a6n 10s nulos) en un orden preestablecido de 
10s monomios, fijado el grado y la cantidad de variables. 
b) Por medio de un btrtaCqht Cine p a p a m  (tambi6n llamado pro- 
grams de evaluacidn o circuit0 aritm6tico) , es decir, representa- 
dos por una red aritmetica que no hace intervenir comparaciones ni 
ramas: un straight line program en k[X1,. . . ,X ] sin divisiones es 
n 
un vector b = (bl,...,bL) E (k[Xlf...,X ]lL tal que V 1 a p s L 
n 
se cumple alguna de las siguientes condiciones: . -- - 
b E {XI, .. . ,Xn} P 
b E k  
P 
P o,r < p / bp = br * bo , donde E {+,-,-} 
En este caso L se llama la tan&ud del straight line program b. 
Para mayor precisidn sobre estas redes ver [St, 19721, [Gat, 19861, 
[Sto, 19891 o [He, 19891. 
c) Combinando la representacidn de polinomios en forma densa 
con straight line programs, es decir, en forma densa con respecto 
a algunas variables y dando sus coeficientes (que \son polinomios 
en las restantes variables) por medio de un straight line program. 
Los polinomios de salida siempre estardn dados.por medio de un 
straight line program lo que, en general, reduce el espacio para . 
codificarlos (y, en consecuencia, la complejidad del algoritmo) 
tal como se ve en el sfguiente-ejemplo: 
2' Sea f E ZIXI,...,Xn], f = (Xl.X2...Xn) con r E N. Si el grado 
prefijado es n.2', preestableciendo un orden para 10s monomios, la 
c 
representacidn en forma densa de f serd el vector de (n.zr+ n)! i 
(n.2') 1 .n! I 
coordenadas que tiene un 1 en el lugar correspondiente a1 monomio . 1 
2' 2' 2' XI .X2 ... X y cero en 10s restantes lugares. Por lo tanto, 
n 
esta forma de codificar a f insume mds de 2'" lugares de memoria. 
Sin embargo, el mismo poiinomio f puede ser representado por 
medio de un straight line program de longitud 2n + r - 1: 
- - 
Otra codificaci6n que podria utilizarse en este caso es la for- ' 
- 
ma rala (especificando finicamente 10s coeficientes no nulos del 
polinomio y a qu6 monomio corresponden). La ventaja de 10s 
straight line programs con respecto a la forma rala es que 10s . 
primeros permiten cambios lineales de variables sin modificar sus- 
tancialmente la complejidad. 
2.4. Herramientas utilizadas 
Los algoritmos construidos en este trabajo se basan esencial- 
mente en las t6cnicas desarrolladas en [Gi-He, 19931 sobre el cbl- 
culo de la dimensi6n de una variedad algebraica a partir de la re- 
cuperaci6n de 10s puntos aislados de una variedad de dimensi6n ce- 
ro apropiada . 
Las t6cnicas del Blgebra lineal efectivq utilizadas se basan en 
el algoritmo bien paralelizable de Berkowitz ( [Ber, 1984 1 ) que 
calcula en tiempo polinomial todos 10s coeficientes del polinomio 
\ 
caracteristico de una matriz cuadrada a coeficientes en un domini0 
lntegro. Los coeficientes del polinomio caracterlstico se repre- 
sentan mediante un straight line program sin divisiones. 
Para calcular el rango de una matriz, se combina el algoritmo 
de Berkowitz con un resultado de Mulmuley ([Mul, 19861) que reali- 
za el rango como la multiplicidad del cero en el polinomio carac- 
teristico de una matriz cuadrada auxiliar. 
Para poder .aplicar 10s resultados mencionados sera necesario I 
I 
introducir nuevas indeterminadas (pardmetros). Estas serln luego 
-- I 
elbinadas de la salida utilizando el siguiente -teorema-de Heintz-- - 
Schnorr (ver [He-Sch, 19821): 
Se considera el  conjunto W(D,n,v). de polinomios de CITlf.. . ,Tn] 
de grado menor o igual que D que pueden ser evaluados por medio de 
un straight l i ne  program de longitud a l o  sumo v. Sea r un subcon- 
junto de k d e  cardinal Zv(l+~)'. Entonces ex is te  un subconjunto 
Q(D,n,v,r) = {rl, . . . , r  } de p0 donde r = 6(v+n)(v+n+l), que veri-  
r 
f ica  l a  propiedad siguiente: todo polinornio de W(D,n,v) que se 
- 
I 
h anula sobre {ylO. . . r 1 es idehticamente nulo. 
I 
Un subconjunto H G r" se llamarl una ca/vlect test para 
Df n y v si cumple: 
f E W(D,n,v), f ( h )  = 0 V h E H f = 0 - 1 
1 
En este sentido, el teorema de Heintz-Schnorr asegura la exis- 
tencia de correct test sequences incluidas en un subconjunto de I 
cardinal apropiado dado de antemano. 
En este punto, el hecho de que 10s algoritmos construidos en 
este trabajo no contengan divisiones es fundamental debido a que 
10s polinomios de salida se obtendrln evaluando un straight line 
program en 10s puntos de una correct test sequence adecuada. 
Aunque la eleccibn. de una, correct test sequence puede hacerse 
algorftmicamente, el costo requerido para su construccibn excede 
.- 
- I ,  
las clases de complejidad consideradas en este trabajo. Sin embar- 
go, fijados 10s parhetros de entrada, esta elecci6n es indepen- 
diente del problema en si. Por lo tanto, se pensara- qu= ya s e  haT 
obtenido la correct test sequence por medio de un preprocesamiento 
cuyo costo no serd considerado en las cotas de complejidad halla- 
das. En este sentido se dird que 10s algoritmos obtenidos son na 
Por otra parte, el Teorema 4.4. en [He-Sch, 19821 garantiza que 
se puede elegir a1 azar una correct test sequence con una probabi- 
1 lidad de error que es siempre menor que y que decrece, 
arbitrariamente a medida que 10s parhetros aumentan. En conse- 
cuencia, 10s algoritmos construidos son uniformes con el mismo or- 
den de complejidad promedio si se 10s considera aleatorios. 
De este modo, 10s resultados logrados son validos no s61o en el 
sentido del modelo de complejidad no uniforme sin0 tambi6n en el + 
sentido de 10s algoritmos probabilisticos (se dice que un algorit- 
mo es pmbMuhx . / .  cuando su construcci6n se basa en la elecci6n 
aleatoria de ciertos ntimeros. De esta elecci6n dependera que la I 
respuesta dada por el algoritmo sea correcta o no. De esta manera, 
un algoritmo probabilisticb trabaja en la forma usual, con la di- 
ferencia de que, eventualmente, las decisiones que toma tienen una 
7 
-_ 
cierta probabilidad de error asociada. Para mayores detalles ver, 1 
por ejemplo, [Bal et al, 19881, [Gi-He, 19931 y [Gi-He-Sa, 19931). 
Cuando la caracteristica p de A sea positiva, serd necesario 
extraer ralces p-6simas de ciertos elementos en extensiones del 
anillo de base. Estas extracciones aparecerdn iinicamente en subru- 
tinas y no modificaran 10s resultados finales ni el comportamiento 
de 10s algoritmos (ver [ Gi-He-Sa, 19931 ) . -- - - - 
En el caso k = B ,  cada nodo de la red aritmetica que correspon- 
de a una operaci6n fundamental en el anillo de base H puede ser 
reemplazado por un circuit0 booleano que procesa bits. Teniendo en 
cuenta el crecimiento de 10s coeficientes de 10s polinomios que a- 
parecen en 10s resultadoa intermedios de 10s algoritmos, las redes 
aritmeticas pueden ser transformadas en redes booleanas del mismo 
orden de complejidad en forma natural y 10s resultados siguen 
siendo validos para el modelo da complejidad bit de algoritmos re-. 
presentados por redes booleanas, per0 este andlisis excede 10s al- 
cances del presente trabajo (para un andlisis de este tipo ver, 
por ejemplo, [Kr-Par, 19941). 
3. Un caso fundamental 
En esta seccidn se exhibird un algoritmo - - de -- eliminacidn --- - - de . . 
- 
cuantificadores para fdrmulas prenexas que contengan un finico blo- 
-- - - 
que de cuantificadores existenciales afectando a una conjuncidn de 
igualdades y desigualdades polinomiales. Este algoritmo utiliza 
convenientemente la codificacidn de polinomios por medio de 
straight line programs. En algunos casos, sera necesario efectuar 
cambios de codificaci6n. El metodo para realizarlos se describe en 
3.1. En 3.2. se analizard el caso particular de una fdrmula sin 
desigualdades. Luego, en 3.3. se exhibird un ejemplo que muestra 
que las cotas obtenidas mejoran la complejidad de cualquier algo- 
1(1 
ritmo posible en el modelo de la representaci6n densa de polino- 
mios. Finalmente, en 3.4. se adaptard el algoritmo de 3.2. para el 
caso en que tambign haya desigualdades. 
A lo largo de esta secci6n se mantendrdn las notaciones esta- 
blecidas en 2.2. 
3.1. Cambios de codif icacidn 
En la siguiente proposici6n se construye un algoritmo que codi- 
fica en forma densa respecto de algunas variables a un conjunto de 
polinomios dados por un straight line program. 
~ro~osicidn 3.1.1. Sea m un nrimero natural tal que lmun y Sean 
Fat.. . ,F e k[X1,.. . ,X ] polinomios dados por un straight line 
a n 
program de longitud 2. cuyos grados totales en las variables 
X 
n-m+i ' - - . ,X estdn acotados por un nimero natural d r m. n 
Entonces existe un algoritmo bien para1 el izabl e y sin divisiones, 
(m) . de comple jidad secuencial E . que escribe a 10s polinomios 
. I 
Fit.. . ,F s e k[XII . . . rXn-m] [Xn-m+l,.. rXn] en f o r m  densa en las I 
variables Xn++l, . . . , Xn, dando a sus coef icient es (que son el emen- I 
tos de k[Xl,. . . ,X I) en form de un straight line program de 
n-m 
longitud E . ('1 
~emostracio'n: se utilizarb el metodo de interpolaci6n para escri- 
bir a 10s polinomios en forma densa en la iiltima variable y luego 
se iterard el procedimiento m veces. 
(d+l )x (d+l) 
Sean cot.. . ,e E k d+l puntos distintos y sea A E k 
d 
la matriz definida por: 
El primer paso consiste en calcular A-' (notar que, como 10s 
puntos son distintos, la matriz A es inversible). El costo de es- I 
Para cada i tal que 1 1 i s s, 
con a 1 J E L[Xlt...,X n- 1 j 
Dado un punto (El,. . . ,En-,) c kn-I, queremos calcular el valor 
Para ello, se considera el sistema lineal - 
- no homog6ne-o con _toe-- 
ficientes en k 
Dado que la matriz as~ciada a1 sistema es la matriz A y qua la 
Clnica soluci6n del sistema es z 1 J = a, (el , . . . , en-,) , resulta que 
Luego, para hallar a J ( E  lr...fe n-1 ) (1 5 i n s , 0 n j s d) ne- 
cesitamos evaluar Fl, . . . , F s en d+l puntos y ef ectuar 10s productos 
de matrices. El costo de realizar esto es 2. (d+l)+s .2 (d+l12. 
Una vez obtenido el straight line program para a 1 J (1 s i s sl 
0 5 j d) repetimos el prbcedimiento para la variable Xn - (Notar 
que la matriz asociada a cada uno de 10s sistemas que van apare- 
ciendo es siempre la matriz A y, por lo tanto, el costo de calcu- 
larla e invertirla se cuenta 8610 una vez). 
Finalmente, despu6s de iterar este procedimiento m veces y te- 
niendo en cuenta que m s d y que s 5 L se obtiene el straight line 
.7- 
program deseado de longitud ~ . d " ~ ' .  
3.2. Un bloque de cuantificadores existenciales sin desigualdades 
. . . . . - .. - - .. -. . - . . .. . . . 
Sean X I ,  ..., X  indeterminadas sobre R y sea m un ndmero natural 
n 
tal que 1 5 m s n. Sean F i t .  . . ,F s E * [ X I , .  . . ,X n ] polinomios cuyos 
grados totales en las variables X  
n-m+i ..., X n estdn acotados por 
un ndmero natural d r m y cuyos grados totales en las variables 
X i , .  . ,x 
n-m 
estdn acotados por un ndmero natural dl. Supondremos 
que 10s polinomios F i r  . . . , F o E k[Xl ,, . . . , Xn_] [Xn-m+l , lxnI estdn 
codificados en forma densa en las variables X  n-m+i ,..., X, y que 
sus coeficientes (que son elementos de b [ X l , .  . . , X  n-m ] ) estdn dados 
por un straight line program de longitud L. Sea P r A ~ - ( X )  el 
conjunto definido por: 
P = { ( x ~ .  x n-m ) E rm / 3 (xnrrlf e . . , ~  n ) E F' : 
l ( x l , . .  . x )  = 0 A . . . . A F s ( X l r . .  . ,Xn)  = 
Teorema 3.2.1. A menos de  una preparacio'n previa,  e x i s t e  un algo- 
r i tmo b ien  para1 e l  i z a b l  e y s i n  d i v i s i o n e s ,  de compl e j idad secuen- 
O ( 1 )  c ia1  L + s . , que sermi te  d e s c r i b i r  a1 conjunto P de l a  
s igu ien te  manera: 
P = { x i .  x ) e / @ ( x i ,  e t ~  ) 1 
n-m n-m 
donde # e s  una fhmula  libre de cuanti f icadores . ,  es decir, una 
combinaciob boo1 eana de fo$mulbs atdmicas de l  t i p o  
( X  l...,~ n-m ) = 0 A . . .. h G h (X i,...,x n-m ) = 0 A 
A Gh+l(~l ,..., xn*) * 0 A .... A G (x ,..., x ) * 0 CL 1 n-m 
con Gl ,..., G E  k[X1 ,... ,X 1. Cc n-m 
A 
O(1) I La longitud de la fdrmula 11 es del orden de L + s . y e n  . ;  
o(1) do(m) 
ella aparecen a lo sumo s . polinomios con grados acotados 
por dt .doCm', dados por un straight line program de longitud L + 
- 
~emostracidn: Fijemos un punto (El,.. .,E ) E kn- y sea X el a- 
n-m 
nillo X = k[El , . . . , en-m] . 
Para cada 1 s i s s sea f l  E X[X ..., X ] el polinomio de- 
n-m+i n 
X f inid0 por f = F, (El 1 1 En*, ,,I . . . ,xn). 
Observemos que (C1,...,~n*) E P si y s610 si la variedad 
es no vacia. 
Ahora bien, como V * 0 es equivalente a dim V r 0, nuestra in- 
tencidn es tratar de apliear el algoritmo de [Gi-He, 19931 que 
calcula la dimensi6n de V (notar que la variedad V estd definida 
por s polinomios en m variables a coeficientes en el anillo XI da- 
dos en forma densa y cuyos grados esthn acotados por d). Este al- 
goritmo se construye a partir de algoritmos bdsicos de dlgebra li- 
neal que utilizan straight line program para codificar polinomioe . 
y correct test sequences para realizar comparaciones. El problem 1 
> 
que surge a1 intentar aplicar el mencionado algoritmo en nuestro 
, .
caso es la imposibilidad de decidir si un elemento de X es cero o 
no (notar que el punto fijado (El , .. . ,E n-m _ ) , es un punto cualquiera 
de p-m y en general no es posible decidir si un polinomio a coe- 
- -  - 
ficientes en k evaluado en este punto es cero o no). Esto se solu- 
cionard modificando el algoritmo de manera conveniente. 
Como en [Gi-He, 19931, introducimos m2+ m nuevas indetermina- 
das T Tr (1 s r,j m) Y sea 91 = XtTr,lTrll,r,,r . En el caso 
rJ 
en que la caracterlstica p de It sea positiva, en ciertas subruti- 
nas del algoritmo de [Gi-He, 19931 aparece la necesidad de calcu- 
lar raices p-6simas de element08 de R .  Como la cantidad de veces 
que debe realizarse dicha operacidn estd acotada de antemano, el 
2 
problema se solucionar6 mediante el cambio de las variables invo- 
lucradas por potencias adecuadas de nuevas variables. Todo este 
proceso no incidird en el resultado final ni en la complejidad to- 
tal del algoritmo. Para mayores detalles, ver [Gi-He-Sa, 19931. 
Para cada 1 s r s m sea Xr E R [ X  . . . ,X ] la forma lineal 
n-m+ll n 
definida por: 
h = T  X + .... + T X + T . 
r rl n-m+l m n r 
Para cada 0 s r s m sea W s ~ ~ ( 3 )  la variedad definida por 
r 
= { (xn-m+l . x ) e R / fl(xn ,xn) = 0 A .. .. A r n 
A s (Xn-m+l . . .',x ) 3 0' A n 
Afirmaci6n: V = 0 si y s61o si para todo 0 s r s m W = 0 
r 
En efecto, si V = 0, por el Teorema de 10s ceros de Hilbert, 
existen polinomios P 1 P  E Xt[X . . . ,X ] tales que 
s n-m+l n 
En consecuencia, V 0 s r s m, 
y, por lo tanto, W = 0. 
Por otra parte, como V = WO r\ f si Wo = 0 resulta que V = 0, 
lo que concluye la demostraci6n de la afirmaci6n. 
Ahora encontraremos condiciones equivalentes a V t 0 utilizando 
las variedades Wor . . . , W . 
m 
( c )  Sea I' = {1(1', . . . ,r  } E km un coo junto de cardinal apropiado 
o(1) dO(m) = 0(1) dO(m). c = . s  . (s+m) . 
como en [Gi-He, 19931, 3.4.7. Luego, para .cada anillo ef ectivo B 
que contiene a R (donde la efectividad de d incluye la extracci6n 
de ralces p-Bsimas en el caso en que la caracteristica p de k sea 
% 
positiva) y para cada variedad afin 
def inida por polinomios hl, . . . , h E+I E d[X n-m+ 1 ,...,Xn], dados en 
forma densa y cuyos grados estan acotados por d, se pueden calcu- 
I 
lar, utilizando el algoritmo bien paralelizable y sin divisiones 
o(1) dO(m) de [Gi-He, 19931, de complejidad secuencial (s + m) . 
O(1) 
= s  . , un elemento 0 # a E d l  un elemento 7 = (y1 , . . . , ym) 
- 
de r y, en consecuencia, un elemento y E k[Xn-m+l ,.. . ,xn] , - y = 
-. - -- 
- 
- 'lXn-m+l 
+ . . . + 7 m X n y polinomios r . . . , r m E d[Z] de grado 
(m) en la indeterminada Z, tales que cada punto aislado o E W 
satisf ace 
(para mayores detalles, ver [Gi-He, 19931, 3.4.7) 
Esto es posible ya que las coordenadas de 10s elementos de I' 
pueden ser elegidas en un subconjunto de d de cardinal apropiado, 
fijado de antemano y, por lo tanto, en k. 
Ademds, todos 10s resultados intekmedios de este algoritmo son 
polinomios, de grado y evalsables en tiempo SO(l) dO(m) 1 en 
10s coeficientes de hl, ..., h s+m sobre k. 
Es nuestra intenci6n aplicar el algoritmo de [Gi-He, 19931 , a  
cada una de las variedades Wi ( 0  s i s m) definidas anteriormente, 
es decir, a variedades del tipo: 
3 
W = { ( x ~ - ~ + ~ I  * I Xn .  ) 3 / hl(xnWlr ***rXn) = 0 A 
t 
- 0 ] r lArn(Z) A * *  A hs+m(xn*+l,* *1xn)  
donde hl , . . . , h son polinomios en k[Xl, . . . ,Xn, Ti j, Ti ] 1,1, ,% de 
s+m 
grado menor o igual que d en las variables X n-m+l . . . X n y de gra- 
do menor o igual que d' en las variables XI, . . . , X 
n-mlTl j l T i  
, da- 
dos en forma densa en las variables X n-m+i ,...,X n y en forma de 
straight line program de longitud L en las variables XI, . . . , X n-m I 
evaluados en el punto (El, . . . , n-81 ) fijado a1 principio de la de- 
mostracidn. 
En una primera parte, el algoritmo de [GI-He, 19931 calcula, u- 
tilizando t6cnicas del dlgebra lineal efectiva (cdlculo de bases 
monomiales, matrices de transformaciones lineales en tales bases, 
bases standard, etc.), un polinomio g E RIY1, ..., Y q ] y polinomios 
gl, . . . , gm E RIYl , . . . , Ym, Z ] , donde Yl, . . . , Y m , Z son nuevas indeter- 
minadas sobre R, que luego serdn utilizados para encontrar el ele- 
mento a y 10s polinomios r r  m buscados. Como el algoritmo 
mencionado realiza comparaciones entre 10s elementos del anillo de 
base y en nuestro caso no podemos determinar si un elemento 6 E 8 
es cero o no (ya que el punto (El, . . . , E n-• ) f i jado de antemano es 
cualquiera) cada vez que necesitemos decidir si @ E R es nulo o no, 
se considerardn las dos posibilidades: @ = 0, 6 * 0. Para cada una 
de ellas se continuad con el algoritmo hasta obtener 10s polino- 
mios g, gl, . . . , gm lo que producird ramif icaciones (selectores aso- 
ciados a fdrmulas) B J (lsjsb) , donde b s s o(1) dO(m) , del tipo: 
donde # M + # N s so"' y cada @ 1 J E R es un polinomio eva- 
luable en tiempo secuencial so"' (m) y de grado acotado por 
(m) 
, en 10s coeficientes de hi,. . . ,hS,. 
En esta forma, para cada una de 1as ramificaciones obtenemos 
ciertos polinomios g, gl.,...,gm que dependen de ella. 
Luego, en una segunda parte, el algoritmo de [Gi-He, 19931 en- 
- - 
cuentra el elemento a y 10s polinomios rl, ..., r m E R[Z ] buscados 
utilizando 10s elementos del conjunto r = {r"' ..... } s km de 
la siguiente manera: 
Primero calcula g(r"'). Si g(l"') c 0 el algoritmo produce-la 
(11 (11 salida a = g(r ) ,  rl(Z) = g l ( l , ~ )  , . . . ,  rm(Z) = gm(r ,Z). 
Si g(l"') = 0, calcula g(~'~'). Si g(~'~') . L  0 produce la salida 
(21 (2) 
. . . . .  a = g(d2'), rl(z) = gl(l ,z) rm(z) = gm(r ,z). Si 
g(r"') = 0 ,  el algoritmo continda en forma andloga. 
Para cada una de las ramificaciones obtenidas anteriormente 
continuamos con el algoritmo utilizando 10s polinomios g, gl, ..., gm 
correspondientes a ella hasta obtener la salida. Como en nuestro 
caso no es posible determinar si g(r'l') es cero para r"' E 
tomando para cada 1 s i s c 
a1 considerar todas las posibilidades cada condici6n B. 3 se ramifi- 
De esta manera obtenemos un nuevo algoritmo que contiene rami- 
I 
- - - - - 
. - 
ficaciones B"' (lsrsc, lsjsb). donde c = # r s s o(1) dO(m) 
J Y b =  - 
o(1) dO(m) 
4 s , del tipo: r - ,  
n l  
. . .. 
( i  
donde # M + # N a s O"' y cada B e R y cada a' E IR es un 
11 1 
polinomio evaluable en tiempo secuencial s o(1) dO(m) y de grado a- I 
cotado por (m) , en 10s coeficientes de h . . . h . Para cada . 
s+m 
una de las ramificaciones B'" este nuevo algoritmo produce la sa- 
J 
( r )  
'7 (r) (I- l lida a = a' , rl = rl ,..., r = r 
m 
. Notemos que tanto a'
1 m J 
(r) (r) 
. como 10s coef icientes de r: , . . . , r' m son polinomios a coefi- 
cientes en It en las indeterminadas XI , . . . ,Xn-m, Ti , Ti (lsi, jm)., 
de grado acotado por d'. do ('1 evaluados en el punto (el, . . . ,c  n-m ) .  
Incluyendo las ramificaciones en la salida conseguimos un nuevo 
algoritmo que, cuando lo apliquemos a una variedad W como en (2), 
producird una salida del tipo: 
Para el punto (E,,...,~ n-m ) ya fijado existen Bnicos j o  y rO 
con isj o sb y lsrosc taleb &e . . . , satisface B"O' (la 
Jo 
existencia estd garantizada por el refinamiento del lema del ele- 
mento primitive ([Gi-He, 19931, 3.4.7.) y la unicidad se desprende 
(r 1 
de la definici6n de B'~'), j el a ' O correspondiente es distinto de 
' 0 
cero y adends, todo punto aislado w E W satisface: 
Ante la imposibilidad de decidir cuales son el jo y el ro que 
corresponden a1 punto fijado, se continda el algoritmo para cada - j 
y cada r (1 a j s b y 1 a r s c ) de la siguiente manera: 
Para cada hi (1 s i a s+m) que aparece en la definicidn de W 
sea 
En el caso en que j = jo y r = ro estos polinomios P:" poseel 
las propiedades siguientes: 
o Si W contiene puntos aislados, entonces P:", . . ., pJsr s+m no son CO- 
primos (como polinomios a coeficientes en 92' en la variable Z) 
m si . ., pJSr no son coprimos en W' [ Z ] entonces W * 0 
s+m 
En efecto, como O el primer punto se deduce del hecho de 
J 
que todo punto aislado o E W satisface 
y el segundo punto es trivial. 
Cuando ademas W contiene a lo sumo puntos aislados, de o y oo 
resulta claro que la condicibn W = 0 es equivalente a que 10s po- 
linomios p : ~ ~  l . .. , pJsr ~ + m  sean coprimos en R 8 [ Z ] .  
De esta manera, cuando continuamos con el algoritmo para todo 
j,r, la condici6n W = 0 resulta equivalente a 
V ( B:" A P;~~,. . * , pJ" sean coprimos en R r  [Z] 
1s J 4 b  s+m 1 
Ahora bien, dados j y r, -. - 10s polinomios - - -  -. P:', . . ., pJsr son CO- 
s+m - - - P 
J'' E R1[ZIr de primos en 1' [Z ] si y ' sdlo si existen Q:' ' , . . . ,Qs* 
grado en Z acotado por do("', tales que 
si y s61o si el sistema lineal no homogeneo con coeficientes en R 
determinado por (3) tiene una solucidn en Rr, lo que es equivalen- 
te a que el rango de la matriz del sistema homogheo asociado sea 
igual a1 rango de la matriz ampliada. Para obtener 10s coeficien- 
tes de la matriz del sistema (que vendrdn dados por medio de un 
straight line program) necesitamos tener a P;", . . . , pJs' s+m escritos . 
en forma densa en la variable Z. Para ello, primer0 eliminaremos 
(r ' 
las divisiones por a' , obteniendo as1 un staight line program 
J 
para P:", . . . , pJrr ~ + m  .
Como 10s polinomios hl (lsiss+m) ya vienen dados en forma densa 
en las variables X . . . X n  bastare introducir una nueva va- 
n-m+l 
riable Y, hacer 10s hl (X , . . . X )  (lsias+m) homogeneos de gra- 
n-m+l 
do d utilizando la variable Y y, si E1(x n-m+l . . . , X n , Y) ( lsiss+m) 
son 10s nuevos polinomios obtenidos, entonces 
Ahora, escribir estos polinomios en forma densa en la variable 
Z puede hacerse interpolando (ver Proposici6n 3.1.1.), teniendo en 
cuenta que el grado de P:", . . ., p ~ , r  en dicha 'variable estd acota- 
s+m . 
do por 4 .  
El sistema consta de ecuacionas y s O(I) dO(m) inc6gnitas 
y, siendo 10s coeficientes de la matriz del sistema precisamente 
10s coef icientes de P:", . . . , pJ" resulta que Bstos son polino- 
s+m - 
mios en k[Xl,...,X Tij,Tillsi,js r 
n-• 
de grado acotado por dr.do'm' I i, 
dados por un straight line program de longitud L + so"' 
I 
I e- 
valuados en (el . . . , En*). 
Sea B la matriz que se obtiene agreghdole una columna de ceros 1 
l 
a la matriz del sistema homog6neo asociado y sea la matriz am- 
pliada del sistema. Utilizando las t6cnicas de Berkowitz-Mulmuley 
([Ber, 19841 y [Mul, 19861) introducimos dos nuevas indetenninadas 
Z1 y Z2 y calculamos 10s polinomios caracteristicos de. las matri- 
ces cuadradas A y A que se obtienen a partir de B y B (notar que 
ambos caracteristicos tienen igual grado pues las. matrices tienen 
las rnismas dimensiones): 
donde t r (m) y G:", ' G:*',. . GJar HJ,r 
t O f  
HJ,' son 
t 
polinomios en k[XII.. . /X n - ~  I TirtTifzi~z21isi,rrf de grado acotado 
por d'. (m) , dados por un straight line program de longitud L + 
+ S o(1) , evaluados en el punto (~lr...f~ n-m ) .  
Por lo tanto, , . . pJrr 
s+m son cogrimos en R' [Z ] si y s61o si 
las multiplicidades de cero como raiz en ambos caracteristicos 
coinciden, lo que se traduce en la condici6n: 
En resumen, si W es como en (2) y contiene a lo sumo puntos 
aislados entonces 
Observemos que en las condiciones B'" J y D:" aparecen polino- 
mios en ~ [ E 1 ~ ~ ~ ~ , 5 n - m ~ T l k ~ T 1 ~ ~ l , Z 2 1 1 s l , k ~  y queremos tener condi- 
ciones equivalentes a ellas per0 que 8610 involucren elementos de 
k[Clr.. .,C n-IP 1 .  Como 10s polinomios que aparecen en dichas condi- 
0 (m) 
ciones son de grado acotado por D s d en las m2 + m + 2 va- 
riables T I  Ti, ZI, Z2 (lsi,ksm) y est6n dados por un straight 
line program de longitud v = so"' en dichas variables dado 
qua 10s polinomios de entrada Fl, ... ,F u vienen dados en forma den- 
sa en las indeterminadas X 
n-a+i * 
. . . ,X n ' utilizaremos el resultado 
de [He-Sch, 19821 para obtener las condiciones deseadas: 
2 
m +m+2 Sea A 5 k un con junto de cardinal 6 (v+m2+m+2 ) (v+m2+m+3 ) s 
s s O(1) dO(m) que satisface: 
V P E ~[C,I IE,I [T,,IT~IZ~IZ,I~,~,~~ de grado acotado por D 
y evaluable por medio de un straight line program de longitud aco- 
tada por v, P = 0 ++ P ( 6 )  = 0 V 6 E A 
De esta forma, cada condici6n 
, 39 
I  I -  A
. - I  'I' 
_YT. IL- , I .  t l I 1  - C a  
se traduce . en 
An&logamente, cada condici6n 
se traduce en 
Cuando aplicamos a una variedad W del tipo (2) el algoritmo de 1' 
complejidad secuencial L + s O(1) dO(m) que hemos construido, obte- 
nemos como salida una f6rmula ), libre de cuantificadores, que es 
una combinacidn booleana de f6rmulas atdmicas del tipo: 
.tal que 
a) I#,l 5 8 O(1) 
b) cada gl es un polinomio % en k[Xl , . . . , X n-m ] de grado acotado 
por d'. (m) 
c) 10s polinomios gl vienen dados por medio de un straight line 
program de longitud L + s O(l) ,dO(m) . 
Ademtls, si W contiene a lo sumo puntos aislados, entonces: 
W = 0 s i  y s6lo si #, 
Para cada una de las variedades W r ( 0  s r s m) ' q e  definimos en 
(1) aplicamos el algoritmo anterior 'obteniendo como salida las 1 
A f  irmacibn: V = 0 si y sdlo si A #, 
. 0  r  
En efecto, si V = 0 , entonces W r  = 0 V 0 s r = m. En particu- 
lar, cada W contiene a lo sumo puntos aislados, de donde #, para 
r 
r 
m 
Por otra parte, supongamos /\ #" , entonces (1, . Como por cons- 
r - 0  r  m 
truccibn W m tiene a lo sumo puntos aislados, entonces W D = 0 y, en 
consecuencia, Wm - , tiene a lo sumo puntos aislados. Luego W D-1 = 0 
pues #, . Repitiendo este razonamiento, resulta que Wr = 0 para 
m-1 ' I 
todo 0 s r s m y por lo tanto V = 0. 
I I 
Luego, 
v e 0 sii V 1 #, = #(El~*-=tCn-m) 
r -0 r 
Como se desprende de la construccidn del algoritmo, 10s polino- 
mios que aparecen en la fdmula # hallada no dependen del punto 
(El,.. . ,c n-m ) fijado: hemos obtenido una fbrmula #(XI, ..., X n-m ) 
libre de cuantificadores &e satisface 
{ (xl,**-,x n-m ) t 7Pmm / 3 ( ~ ~ - ~ + ~ r * * * , x ~ )  E P ' !
, ( X 1 ~ .  X )  = 0 A . . . . A Fs(XIl . = 0 } = 
= { (x~, ...I xn-m ) ‘2 / #(xlI L e f X  n-m ) } 
~bservacioh 3.2.2. En el caso en que 10s polinomios Fl, . . . , F s es- 
.t6n codificados por un straight line program de longitud Y? en to- 
das las variables, se procederd primer0 a escribirlos en f o m a  
densa en las variables X , . . .,X con sus coeficientes (que son 
n-m+l n - . - -  
elementos de k[Xl, . . . ,X n-IP ] ) codif icados en forma de straight line 
program (ver Proposicidn 3.1.1.) y se aplicard luego el algoritmo 
del Teorema 3.2.1., para L = Y? . (m) 
Notar ademds que, si 10s polinomios Fl, . . . , F s estdn codifica- 
dos en forma densa en todas las variables, se las puede escribir 
de manera obvia en forma densa en las variables Xn - m+l, . . . ,X n dan- 
do sus coeficientes (que son elementos de k[Xl,. . .,X n-m 1 )  pot me- 
dio de un straight line program de longitud s.d , Oh-m) . dO(m) Y se 
aplicard luego el algoritmo del Teorema 3.2.1. 
3.3. Ejemplo 
Sean d,r E H tales que d 2 r y sea p la fdrmula: 
En este caso hay r  variable'^ libres y r-1 variables ligadas, 
aparecen r polinomios cuyos grados en las variables libres estdn 
acotados por d y cuyos grados en las variables ligadas tambi6n es- 
tdn acotados por d. Estos polinomios pueden ser codificados por 
medio de un straight line program de longitud L = 4r-1+2r[log2d], 
donde [log2d] es la parte entera del logaritmo en base 2 de d. 
Aplicando el algoritmo descripto en el Teorema 3.2.1. se--obtie- 
ne una fdrmula libre de cuantificadores equivalente a p y-el tiem- 
po requerido para esto es del orden de do"'. 
Siguiendo las ideas de [Fi-Ga-Mo, 19901, analizaremos qu6 pasa 
en este caso en el modelo de la representacidn densa de polino- 
mios . 
Es evidente que p es equivalente a la siguiente f6mula libre 
de cuantificadores: .+a'- 
Sea 9 una f6rmula libre de cuantificadores equivalente a p. 
Luego. { (y,, . . . , y r ). E ;k/ . S(yl . . . ,y I' ) } debe ser la variedad 
algebraica de dimensidn r-1 
que es una variedad irreducible pues el polinomio 
% 
es irreducible en t [Yl , . . . , Yr ] . 
Sean GI,. . . ,Gt k[Yl,.. . ,Y I. 110s polinomios que aparecen en la 
fdrmula @. El hecho conocido de que toda idrmula sin cuantifica- 
dores puede escribirse en la forma normal disyuntiva nos penuite . 
describir a la variedad V de ia siguiente manera: 
y como V es cerrado entonces 
Siendo V irreducible, resulta que V debe ser uno de 10s conjun- 
toe que aparecen en esta filtima unidn y como dim V=r-1 y V es ce- 
rrado , este conjunto no puede ser de la forma: 
Luego, existe i, 1 s i s t, tal que 
dr-2 dr-3 
. .de donde Y d r . ~  d . Y . . . .Y2 .Yl - 1 divide a GI . 
P r-1 r-2 1 
Esto muestra que cualquier fdrmula libre de cuantificadores 
equivalente a (p necesariamente contiene un polinomio en r varia- - 
bles a coeficientes en k de grado mayor o igual que dr y pot 10 
tanto cualquier algoritmo en el modelo de la representacidn densa 
2 
de polinomios tendrd. una complejidad no inferior a dr . 
3.4. Un bloque de cuantificadores existenciales con desigualdades 
J' Como antes, Sean X I , .  . . , X  indeterminadas sobre b y sea m un 
n 
- -  - - - - -  - 
nbero natural tal que 1 s m s n. Sean Fl,  ..., F  s E b [ X , , . .  . , X n ]  
-. - - . - - 
polinomios cuyos grados en las variables X . . . estdn aco- 
. n-m+l n 
tados por un nfimero natural d r m y cuyos grados en las variables 
X l 1 . . . X  estdn acotados pot un nbero natural dr. 
n-• 
Sean ademas G  , . . . , G  8' E [ X  , . . . , X  n ] polinomios cuyos grados 
en las variables Xn-m+l, . . . , X  P estdn acotados por un ntimero natu- 
ral 6 y cuyos grados en las variables X I ,  ..., X  n-m estdn acotados 
por un ndmero natural G'. 
Supondremos que 10s polinomios F l ,  . . . , F 8 , G l ,  . . . , G  S' estdn dados 
por un straight line program de longitud L. 
Sea P G an"(K) el conjunto def inido por: 
- ,  P = { ( X ~ X  n-m ) E pq / 3 (Xnml , . . . , x . )  n E k 
Utilizando el truco dexRabinowitz, si Y es una nueva indetermi- 
s' 
dada y G  = 1 - Y . n G I ,  P se puede describir de la siguiente ma- 
1 - 1  
nera : 
P = { ( x ~ .  x n-m ) E P-= / 3 (Xn*+lr . .  * , X  n /Y) E P+l : 
F l ( ~ l l . .  . X )  = O A . . . . A F s ( X l l . .  . l X n )  = O A 
A G ( x l l . .  . , x  n ,y) = O } 
Notar que Bstos son s+l polinomios dados por un straight line - 
program de longitud L + s' + 1, cuyos grados en las indatenuinadas 
X 
n-m+l . . . ,X n ,Y estdn acotados por D = mdx (d, s'8+1) y cuyos gra- 
dos en X1, ..., X estdn acotados por Dt= max {d', s'8'), 
- 
- - n-m 
Teniendo en cuenta la Observaci6n 3.2.2., el algoritmo del Teo- 
rema 3.2.1., de complejidad secuencial (L+st).D O(m)+ O(1) .DO(m) 7
permite describir a1 conjunto P mediante una f6rmula # libre de J 
cuantificadores de longitud (L + S~).D~'~' + s 0(1).~0(m) . Los PO- 
linomios que aparecen en () vienen dados por un straight line pro- 
gram de longitud (L + s' ) .DO"' + s O(l).DO(m) y sus grados son del I 
orden de D' DO (m) . 
Como puede verse, las cotas obtenidas de esta manera dependen 
polinomialmente de s .O(m) de 
Sin embargo, esta dependencia no es intrlnseca del problema si- 
no del algoritmo utilizado tal como lo muestra el siguiente: 
Teorema 3.4.1. A menos de una preparacioh previa, e x i s t e  un algo- 
r i tmo bien parale l i zable  y s i n  d i v i s i ones  de comple jidad secuens 
c ia1 acotada por L' (s.st .S) O(%) dO(m) , que permite de sc r ib i r  a1 
conjunto P de l a  siguiente~manera: 
n - m  
P = ( ( x 1  . x n-m ) a L / #(x1t *tX n-m ) ) 
donde # e s  una formula l i b r e  de cuant i f icadores ,  e s  dec i r ,  una 
combinacidn boo1 eana de fo'rmulas atdmicas del t i p o  
Hl(xl ,..., x ) = 0 A .... A H ( X  ,...,X ) = 0 A 
n-m h 1 n-m 
A HA+l(~lr..  ,X n-m ) + 0 A . . . . A HP(x1,.. . ,xn-) + 0 
con H i  H E CIXlr ... ,X 1. C1 n-m 
La longitud de la fohnula ), asf como tambie5 la cantidad de poli- - ,  
I 
. . 
nomios que aparecen en el la, es del orden de L~ ( s . s .6 ) O(i) dO(m) . 1 ;  
J 
~dema's, 10s polinomios de salida vendra'n dados por un straight 
. b.11 
(m) line program de longitud L~ (S.S'.~)~'~' y sus grados sera'n 
- 
- 
4 
del orden de 6'dt(s'.6) O(1) 4 
J. 
~emostraciofi: La idea de la demostraci6n es modificar conveniente- 
mente el algoritmo del Teorema 3.2.1. Primero escribimos 10s poli- . 
nomios F , . . . , F en forma densa en las variables X . . . fX 4 
n-m+i ' n 8 
con sus coeficientes en t[Xl, . . . ,X n-m ] codificados por medio de un 
straight line program. (Ver Proposici6n 3.1.1.) 
Ahora, f i jemos como antes un punto (El , . . . E n-IP ) E p-m y sea 
x = = ~[E,I -IE,,I* 
Para cada 1 s i s s sea f i  E XIXn-wl ,... ,X n ] el polinomio de- . 
iinido por 
y, para cada 1 s j s st , sea g E XIXn-m+l ..., X ] el polinomio 
J n 
definido por 
< 
g, Gl(Flr***rF,rxn,l~***rxn) 
Sea V s, Am(??) la variedad 
y sea (1 s, k ( z )  el abierto 
Como antes, introducimos nuevas indeterminadas T rJ r ( lar, jsm) . 
Sea 91 = X[TrJ,TrI1 ,=,),. Para cada 1 s r a m def inimos la for- 
ma lineal h r E R[X ,...,X ] en la forma: 
n-m+l n 
A = Trl + .... t Tm X + T r n r 
Para cada 0 s r a m sea W r s A"'@) la variedad 
W r = (Xn-m+lr x n ) E P / /l(~n-m+lr...r~n) = 0 A . * . -  A 
A f (X ,...,Xn) = 0 A 
s n-m+l 
A '1 (Xn-m+l l a  . x n )  = O A . . . . A Ar(~n-m+l,.. ,xn) = O } 
y sea U f  r ~ ~ ( 9 1 )  el abierto 
En efecto, si W r n U' = 0 V 0 s r s m entonces, en particular, 
Wo n U 8  = 0. Luego, Wo n U' n gm= 0, de donde results que V n U = 
Por otra parte, si V n U = 0, introduciendo una nueva indeter- 
minada Y sobre y utilizando 'el truco de Rabinowitz obtenemos que 
es vacio. Luego, por el Teorema de 10s ceros de Hilbert, existen 
Pi EX'[X n-m+i l...lXIY] n ( l s i s s + l )  talesque 
Es decir, para todo 0 s r s m, 
como habiamos afirmado. 
Sean ahora I' y c como en el Teorema 3.2.1. y sea W una variedad 
del tipo: 
donde hl . . . , h s+m son polinomios en L[X ,,..., XnlTljlTl]ls~,jr de
grado menor o igual que Q en las variables Xn m+l, . . . , X y de gra- 
- n 
do menor o igual que d f  en las variables Xl, . . . , Xn-m,Ti,r Ti , da- 
dos en forma densa en las variables. X l...,X y en forma de 
n-m+l n 
straight line program de longitud L en las variables XI, . . . ,X n-ml 
evaluados en el punto (el,. . . , E  n-PD ) fijado a1 principio de la de- 
mostracidn. 
Cuando aplicamos la primera parte del algoritmo exhibido en el 
Teorema 3.2.1. a W obtenemos como salida 
Para cada j y r calculanwg como antes 10s polinomios pipr€ R [ Z ]  
(.lnias+m) que satisfacen las propiedades o y oo del Teorema 3.2.1. 
Sea t s una cota para deg z (pi") (lsiss+m). 
Sea GJsr6 R [ Z ]  el polinomio definido por 
Sean jo y ro como en el Teorema 3.2.1. 
Afirmaci6n: Cuando j = jo y r = ro y ademhs W n U f  = 0 o s61o con- 
tiene puntos aislados de W entonces el polinomio GJ" satisface: 
W n U f  = 0 si y s610 si mcdZ(~:", . . . , pJlr) S+1  I ~ 1 . r  
En ef ecto, si mcdz(~:", . . . , P'") ~ + m  GJsr entonces 3 q E ji ta1 
J r que mcdz(~:", . . . (q) = 0 y G~"(~) 0 ya que la multipli- 
cidad de q como raiz de GJ" es mayor o igual que el grado respec- 
to de la variable Z de rncdz(~:", . . . ,pJsr) s+m , para todo q i que 
sea raiz de mcd,(~:", . . . ,PI") S+I . 
Luego, P:"(~) = 0 . V lsiss+m y GJ*'(q) * 0, de donde resulta 
Reciprocamente, si W n U' t 0 sea w E W n U f .  Por hipdtesis w 
es un punto aislado de W y por lo tanto satisface 
(I) 
r: ( Y ( W  
a =  [ m I ' * *  I 
) (r 1 
J .. 
ry(r;y(y) 1 2 
J .  - . . - 
(donde y es la forma lineal del teorema del elemento primitivo co- 
mo en el Teorema 3.2.1.). Luego, 
En consecuencia, y(w) es una raiz de mcdZ(~:", . . . ,pJ*')) S+IO que 
no es ralz de GJ" de donde mcdZ(~:", . . . ,pJ") ~ + m  G"' con lo que 
concluye la demostracidn de la afirmaci6n. 
Como no podemos determinar jo y rot continuamos con el algorit- 
mo para todo j,r. 
Ahora bien, fijados j y r, mcdz(~:", ..., P"') s+m I GJ"si y s61o 
si 3 Q~,...,Q~J S+DI E Rr[Z] tales que 
si y s61o si el sistema ljneal no homog6neo con coeficientes en IR 
determinado por (6) tiene una soluci6n en R ' ,  lo que, usando 10s 
mismos argumentos que antes, se traduce en una condici6n polino- 
mial. 
En este caso el sistema tiene a lo sumo 6 s' ('1 ecuaciones y 
I . . . . ' - ' -  'Ad i I 
* 
- 
Como 10s coeficientes de la matriz del sistema y de la apliada 
son 10s coef icientes de 10s polinomios P:", . . . , p~.r s+m Gjsr, para 
poder armar el sistema escribimos a P:", . . ., pJsr s+m en forma densa 
en la variable Z tal como se hizo en el Teorema 3.2.1. y luego 
calculamos 10s coeficientes de GJgr en dicha variable. Para ello, 
primer0 daremos un straight line program para G'" eliminando las 
divisiones por de la siguiente manera: 
J 
Sea Y una nueva indeterminada y r  para cada i tal que lsissf sea 
Escribimos a cada G1 en forma densa en la variable Y y ,  si aik 
es el coeficiente de Y* en GI entonces 
De esta manera obtenemos un straight line program para G'" de 
longitud L s ' (s 6)"" doCm' .
Ahora, escribimos a G'" en forma densa .en la variable 2 inter- 
polando, lo qua finalmente cuesta L (6 s # s)'" 
Por lo tanto, 10s coefjcientes de la matriz del sistema son po- 
linomios en &[XI,. . . ,X n-m ,Tw,TU],,,, ' cuyos grados estan acota- 
dos por 6 6' sf df dados por un straight line program de 
longitud L (s sf 6)'"' , evaluados en (El, . . . , En*). 
Luego, para cada j y r, se tiene una condicidn polinomial D"' 
I G J ~ r  J equivalente a m ~ d ~ ( ~ : " ~  . . . , S*P donde aparecen a lo sumo 
6 8 f polinomios de grad0 arotado por (6s )O"' 6 df d O(m' dados 
por un straight line program de longitud L (s sf 6)0(1' do(.'. 
En resumen, si W es del tipo (5) y W n U f  tiene a lo sumo pun- 
. - - - 
- 
tos aislados de W, combinando las salidas del algoritmo del Teore- 
ma 3.2.1 con las condiciones polinomiales recibn -descriptas . re----- 
sulta que 
lsrsc 
' u 
Observemos que en las condiciones B y D:" hparecen polino-' 
A-, 
mios en M E l ,  I En-,, Tikt Ti I Z1, Z211,i,k,. y queremos tener condi- ,\> 4 
ciones equivalentes a ellas per0 que s6l0 involucren elementos de 
k[Elr.. .,E n-m 1. Como 10s polinomios que aparecen en dichas condi- 
ciones son de grado acotado por sf * do'm' en las m2 + m + 2 va- 
riables Tikt Ti, Zl, Z2 (lsi,km) y eatan dados por un straight 
line program de longitud L (B sf 6)'" do(.' , utilizando el re- 
sultado de [He-Sch, 19821 tal como lo hicimos en el Teorema 3.2.1. 
obtenemos las condiciones deseadas. 
De esta manera, cuando aplicamos a una variedad W del tipo (5) 
el algoritmo de complejidad sscuencial L' (s sf * )0" ' que 
hemos construldo, obtenemos como salida una fdrmula Jd libre de 
cuantif icadores, que es una combinacidn booleana de f drmulas at6- 
micas del tipo: 
tal que 
- - . - 
b) cada hi es un polinomio en &[XI , . . . , X ] de grado acotado 
n-m 
c) 10s polinomios hi vienen dados por medio de un straight line 
program de longitud L~ (s sf 6)'"' 
AdemBs, si W n U' contiene a lo sumo puntos aislados de W, en- 
tonces : 
Para cada una de las variedades W (0 s r s m) que definimos en 
r 
(4) aplicamos el algoritmo anterior obteniendo como salida las 
En efecto, como V n U = 0 si y 8610 si W n U' = 0 para todo 
r 
0 s r s m, entonces: 
Si V n U = 0 entonces W n 4L1 = 0 W 0 s r 5 m y por lo tanto, 
r 
en particuar, W n U' contiene a lo sumo puntos aislados de W de - -  
r 
donde #w 
r 
m 
Reclprocamente, si /\ qW entonces #w 
r = O '  r m 
Como W por construcci6n t i m e  a lo sumo puntos aislados enton- 
m 
ces W n U' contiene a lo sumo puntos aislados de W de donde re 
m 
sulta que W n U' = 0 .  
a 
Como h es una forma lineal generica, W n { Am = 0 ) = Wm y 
m c l  
4 
. .Uf es un abierto, por el teorema 
- 
de la dimensi6n resulta que 
8 - 
W n U tiene a lo sumo puntos aislados de W y como satisface 
m-1 r l  5.. - 
@w , entonces Wm n U f  = 0 .  
- 
r l  
Iterando este razonamiento obtenemos que W n U f  = 0 para todo I. 
. -
r 
1 
0 s r s m y por lo tanto V n U = ra 
m 
Luego, V n U * 0 si y ~ 6 1 0  si V 1 @w=.@(clI...f~n-m) 
r = O  r 
A1 igual que en el Teorema 3.2.1., 10s polinomios que aparecen 
en la f6rmula @ no dependen del punto (Elf...,C n-m ) fijado,sino 
que lo que hemos obtenido es una f 6rmula @(XI, . . . , X ) libre de . n-a 
cuantificadores que satisface 
{ (x~~...Ix n-m ) E P-m / 3 ( X ~ + ~ . . . X ~ )  E .: 
F ( x  ,. . . , x )  = 0 A . . . . A F ( x  ,. . . , x )  = 0 A 
A Gl(xl ,..., x )  # 0 A .... A GS,(xlI ..., Xn) * 0 = 
n 
= (. (x, ,..., x ) e / ~(xl,...IX ) } 
n-m n-m 
~bservacidn 3.4.2. Sean d,r e BJ tales que d r r r 3 y sea (p la 
fiimula : 
d d 3 xl 3 x2 ... 3 x,,~ ; xi .yl - l = O ~ x ~ . y ~ - x ~ = O ~  
d d 
A x3 .y3 - x2 = 0 * .... A X  r-1 .Yr-1 - X  = O A  r-2 
Xr-l 
= 0 A y2.yr - x1 * 0 
Es claro que p es equivalente a la f6rmula sin cuantificadores: 
d d Sean g , f  E k[Yl,. . . ,Yr] 10s polinomios g = = Yl .Y2 .Y I - 1 y 
A *-. 
Como 
y 10s conjuntos 
{ y 1  1 r ) z/ f ( y l ,  tyr) I 0 A g(Yl1 / Y r )  = 0  I 
son cerrados, entonces 
{ ( y l  y r  / f 1  I = 0 )  = 
AdemBs, como {(y,  ,... ,y,) c F/ f ( y l  ,... ,yr) = 0 )  es irreduci- 
ble ya que f es irreducible y distinto de 
'ya que f no divide a g, entonces debe ser 
- 
= { ( y  .. y r  € / f 1  I )  = 0  A g(Yll l Y r )  * 0  1 
de donde se deduce, aplicando un razonamiento similar a1 usado en 
3.3., que cualquier algoritmo en el modelo de la representacidn 
densa de polinomios tendrd una complejidad'secuencial no inferior 
2 
a dr . 
Sin embargo, aplicando el algoritmo del Teorema 3.4.1. se ob- 
tiene una fdrmula sin cuantificadores equivalente a p en tiempo 
secuencial del orden de do"' lo que muestra que, tambien en el 
caso en que haya desigualdades, las cotas obtenidas en 3.4.1. me- 
joran la complejidad secuencial de cualquier algoritmo posible en 
el modelo de la representacidn densa de polinomios. 
observacidn 3 . 4 .  Sean X I  .. . X n indeterminadas sobre L, sean 
F1,. . . ,F s E k[XII.. . ,Xn] polinomios cuyos grados totales estdn a- 
cotados por un ndmero natural d m  y sean GI,. . .,G S' E b[Xl,. . .,Xn] 
polinomios cuyos grados totales estdn acotados por un ndmero natu- 
ral 6. 
Supongamos que 10s polinomios F1~...F~G1...,G S' estdn dados 
por un straight line program de longitud L. 
Sea P el conjunto definido por 
IP = { o E R/ Fl(u) = 0 A ... A Fs(o) = 0 A 
x 
A Gl(u) * 0 A ... A G ,(u) * 0 } 
Observemos que la condici6n " P  es no vaclo" puede describirse 
mediante la f6rmula de 2(k) 
Luego, el utilizando el algoritmo del Teorema 3.4. I., de corn- . 
ple jidad secuencuencial L~ ( a .  8 '  .6  )'(') do(.) , puede determinarse . 
si el conjunto P es no vacio. 
4. El caso general 
En esta secci6n se exhibird un algoritmo que resueive el pro- I 
blema de la eliminaci6n de cuantificadores sobre un cuerpo alge- 
braicamente cerrado para cualquier fdrmula. Dado que toda fdrmula 
arbitraria (p puede ser transformada por medio de un algoritmo bien 1 I
paralelizable de complejidad secuencial O(l(p1) en una fdrmula pre- 1 I 
I I 
nexa equivalente sin modificar ni lpl ni el grado de 10s polino- 
mios que aparecen ni la cantidad de variables (ver [Kr, 1 9 9 0 ] ) ,  a- 
sumiremos sin perdida de generalidad que la fdrmula de entrada es 
prenexa. En 4 . 1 .  se construirl un algoritmo que a partir de cual- 
quier fdrmula libre de cuantificadores encuentra una equivalente 
escrita como disyuncidn de conjunciones de igualdades y desigual- 
dades polinomiales. En 4.2. se resolver6 el problema para el caso 
de un solo bloque de cuantificadores y en 4.3. seresolverd recur- 
sivamente el caso general. 
4.1. Forma disyuntiva "consistente" 
Sean Fl ,..., F E CIXl ,..., X  ] y sea I = { 1 , 2  ,..., s) 
s n 
c 
~ f i  4.11 Se dice qua Z G ~"(x) es una P I , .  . .,F s -ce(da si: 
i) Z + o  
ii) 3 M r I tal que 
Z = { x  E ;kl/ F ~ ( x )  = 0 v i E M A  F J ( x )  + 0  v x E I-M} 
Sea p una fdnnula libre de cuantificadores que es una combina- 
I 
ci6n booleana de f6rmulas at6micas que involucran a 10s polinomios 
s 
F1t d S t  sea D = mdx{l + 1 deg Fi , n , s) y sea l p l  la longitud 
is1 
de (p, es decir, el ndmero de slmbolos necesarios para codificar a 
p. Se construird un algoritmo que, para Fl, . . . , F s dados en f orma 
densa, encuentre una fdrmula equivalente a (p que sea una disyun- 
ci6n de conjunciones consistentes (es decir, que definen subcon- 
juntos no vacios de 2) de manera tal que cada una de esas conjun- 
ciones consistentes corresponda a una FI, ..., F -celda. En otras 
palabras, si C = {M s I / M define una Fl, . . . , F -celda) , el algo- 
ritmo encontrard un subconjunto S de C tal que (p es equivalente a 
la f6mula: 
V Fi(xl ,..., xn) = O A  F J ( ~ l f . . . , ~ ) + O  n 
S ien J E I - H  
Esto es posible pues las Fl,...,F . S  -celdas son 10s dtomos del 
Blgebra de Boole de 10s subconjuntos de definibles por f6rmulas 
libres de cuantificadores que involucran a F1,...,F s . 
Manteniendo las notaciones anteriores, se tiene el siguiente: 
Teorema 4.1.2. A menos de una preparacio'n previa,  e x i s t e  un algo-  
i 
r i tmo b ien  para le l i zab le  y s i n  d i v i s i o n e s  de  complejidad secuen- 
c i a 1  O(lp1) + D' (~ )  gue a p a r t i r  de  l a  f o h u l a  (p encuentra e l  sub- 
con junto S .  
~emostraciofi: A lo largo de esta demostraci6n, [a] denotarB la 
parte entera de a y log denotara el logaritmo en base 2. 
Procederemos primer0 a encontrar el conjunto c que caracteriza 
I 
I 
a las Fl, .. .,F -celdas, lo que ee hard en 2+[log(s-l)] etapas. 
Para facilitar la notaci6n 
{Fl = 0  A ... A Fl = 0 A F i 0 A ... A F1 + 0 )  
1 h lh+l k 
denotard el conjunto algebraic0 
l+log t (s-1) I Sea a = 2 . Para evitar la separaci6n en casos de a- 
cuerdo a1 desarrollo binario de s, definimos F = 0  (s+lsj=a). J 
En la etapa cero, se consideran 10s conjuntos 
A: = IFi = 0 1 ,  {Pi * 0 1  1 ( l~isa ) 
Utilizando el algoritmo del Teorema 3.4.1. se determina para 
cada A: (lsisa) cudles de sus elementos son el conjunto vaclo 
(notar que 10s polinomios Fl, ..., F pueden ser codificados por me- 
s 
dio de un straight line program de longitud  DO'^) ya que son s po- 
linomios en n variables de grado acotado por D y s s D). 
En la etapa 1 se consideran 10s conjuntos 
y, como antes, para cada A: ( 1 ) se determina cuales de sus 
elementos son el conjunto Gacio. 
Suponiendo concluida la etapa j-6sima, en la etapa j+l-6sima se 
consideran lo's conjuntos 
y se decide cudles de 10s elementos de A:" 
conjunto vacio. 
a ) son el 
-p- 
Observar que si B E A: entonces B estd definido por una conjun- 
ci6n de 2' fdrmulas at6micas que involucran a 10s polinomios Fk, 
con (1+2'.(i+l)sks2'.i). 
A1 llegar a la etapa l+[log (s-1) ] quedard definido un dnico 
l+[log(s-111 conjunto Al y todos sus elementos involucran a todos 
10s polinomios Fk ( lsksa) . 
l+rlog(s-l1l Si B E A. entonces sera de la forma: 
1 
B =  {Fl= O A  :.. A F ~ =  O h F 1  + O h  ... A F i + O )  
1 h h+i a 
Definimos MB = {ill.. . ,ih} n (1 , .. . ,s) y con esto descartamos a 
10s polinomios Fs+l,...,Fa. Luego, 
Una vez obtenido el conjunto C, se puede encontrar el conjunto 
S mediante un algoritmo de complejidad secuencial O(Ip1) (ver, por 
ejemplo, [He, 19831 y [Fi-Ga-Mo, 19901) 
OL el conjunto A: Observernos que V Osjsl+[log(s-I)] y d lsis- 
2' 
tiene a lo sumo D" elementos (ver [He, 19831, Corollary 1). Dado 
ademas que 10s elementos de 10s conjuntos de la etapa j+l-Bsima se 
x 
construyen a partir de elementos no vacios de 10s conjuntos de la 
etapa j-bsima, resulta que el algoritmo del Teorema 3.4.1. se uti- 
liza a lo sumo 4 s ~ ~  veces. Como cada vez que se utiliza dicho al- 
goritmo la complejidad secuencial es del orden de Do'"', ya que 
4, .. . ,F son s a D polinomios de grado total acotado por D y pue- . 
a 
den ser, codificados por medio de un straight line program de lon- 
gitud DO'"', resulta que la complejidad del algoritmo que hemos 
construfdo es del orden de O( I P  I ) + 
~bservacidn 4.1.3. En el caso en que 10s polinomios Fit.. . ,F s ven- 
gan dados por un straight line program de longitud L, se utilizard 
el algoritmo descripto en la ~roposici6n 3.1.1. para codificarlos 
en forma densa y se aplicara luego el algoritmo del Teorema 4.1.2. 
En este caso la complejidad serd del orden de O(I(pI)+L.d O(n) +go (nl 
donde d es una cota para 10s grados de 10s polinomios Fl, ..., F s . 
4.2. Un solo bloque de cuantificadores 
Sea (p una f6rmula prenexa con un solo bloque de cuantificadores 
- -  
que involucra s polinomios Fit. . . ,F (I E k[Xl,. . . ,X n ] codificados en 
(I 
f orma densa y sea D = m6x { l+ 1 deg Fit n, s) . Podemos suponer que 
l = l  
10s cuantificadores son existenciales (ya que v = 3 -I ), es de- 
cir, que (p es una f6rmula del tip0 
Construimos un algoritmo para eliminar cuantificadores combi- 
% 
nando 10s ya descriptos de la siguiente manera: 
Utilizando el Teorema 4,1.2., calculamos primer0 la forma dis- 
yuntiva consistente correspondiente a p. 
Luego, usando que 10s cuantificadores existenciales conmutan 
con las disjunciones, aplicando el algoritmo del Teorema 3.4.1. a 
cada uno de 10s t6rminos de la disjunci6n (que son a lo sumo D") y 
I 
teniendo en cuenta que s 4 D polinomios en n variables de grado 
total acotado por D pueden codificarse por medio de un straight 
line program de longitud  DO'^', se obtiene una f6rmula sin cuanti- 
ficadores equivalente a la dada. 
Por lo tanto, se tiene el siguiente 
Teorema 4.2.1. Sea cp una fo'rmula prenexa con un solo bloque de 
cuantificadores que involucre s polinomios Fit.. . ,F E *[XI,. . . ,Xn] 
s 
codificados en forrna densa, sea D = mbx {1+ 1 deg Fit n, s) y sea 
, 
1=1 
Icpl l a  longitud de p. 
A menos de- una preparacio'n previ a ,  exis te  un algoritrno bien para- 
le l izable y sin qivisiones de comple jidad secuencial del orden de 
O( lpl ) + Do"' quel encuentra una f h u l a  @ equivalente a 9, l ibre  
de cuantificadores. La longitud de l a  f o b l a  @, a s x  como tambidn . 
l a  cantidad de polinomios que aparecen en e l la ,  es del orden de 
DO(n) 
. ~demis ,  10s polinomios de salida tendrin grados acotados 
por DO'"' y vendrdn dados por un straight l ine  program de longitud 
DO(n) 8 
Este resultado mejora cualquier cota posible en el modelo de la 
representaci6n densa de lo's polinomios (ver 3.4.2. ) . 
4.3. Una fdrmula arbitraria 
Iterando el algoritmo del Teorema 4.2.1. tantas veces coho 
cuantificadores haya y teniendo en cuenta la Observaci6n 4.1.3. se, 
I 
obtiene el siguiente resultado general: 
' I  
Teorema 4.3.1. Sea p una fo/rmul a prenexa con r bl oques  de cuant  i- 
f i c a d o r e s  que i nvo lucra  a s polinomios F . .  . F E LIXl,. . . ,Xn] 
. 1 
8 
c o d i f i c a d o s  e n  forma densa,  sea D = mbx {1+ 1 deg Fit n, s) y sea 
i = l  
Jpl  l a  l o n g i t u d  de p. 
A menos d e  una preparacio'n prev ia  e x i s t e  un  a lgor i tmo  b i e n  para le -  
l i z a b l e  y s i n  d i v i s i o n e s  d e  complejidad secuenc ia l  d e l  o rden  de  . 
Q ( l c p l )  + D ( O ' n ' ) r  que encuentra  una f o i n u l a  @ e q u i v a l e n t e  a c p ,  li- 
bre d e  c u a n t i f i  cadores.  La l o n g i  t u d  d e  l a  fo'kmula @, as; como tam- 
bieh l a  cant idad de  pol inomios  que aparecen e n  e l l a ,  es d e l  orden 
de D ~ ( n ) r  
. ~dema's,  10s pol inomios  d e  s a l i d a  t endrah  grados acota-  
d o s  por y vendrdn dados por un s t r a i g h t  l i n e  program d e  
r 
l o n g i t u d  Do'"' . 
Notar que la complejidad de este algoritmo es mejor que las 
complejidades de 10s algoritmos de eliminaci6n conocidos que son 
cr 
del tipo Dn donde c r 2 es una constante universal. 
Una posibilidad para lograr un algoritmo de eliminaci6n de 
cuantificadores con mejores cotas de complejidad podria surgir a1 
aplicar 10s resultados obtenidos en [Gi et al, 19951 que involu- 
cran cotas que dependen mas intrlnsecamente de la geometrla del 
problems. Sin embargo, este analisis excede 10s alcances del pre- 
sente trabajo. 
4 ,  
. . 
' ' 1 ; ' Q  
5. Una aplicacio)n: ~ilculo de la Forma de Chow 
A continuacidn se darii, a mod0 de aplicaci6n de 10s algoritmos 
de eliminacidn de cuantificadores exhibidos en 10s Teoremas 3.2.1. 
y 3.4.1., un a1goritmo.eficiente para el cdlculo del polinomio de 
Chow de una variedad proyectiva irreducible (ver, por ejemplo. 
[Ca, 19901). 
- 
Sean It un cuerpo, A una clausura algebraica de It y RIXo,. . . ,Xn] 
el anillo de polinomios en las indeterminadas Xo,. . . ,X n a coefi- 
cientes en A. 
Recordemos brevemente la definici6n de la Forma de Chow de una 
variedad proyectiva irreducible. 
Sea P" el espacio proyectivo n-dimensional sobre y sea 
una variedad irreducible de pn, donde Fl,. . .,F s E k[Xo,.. .,Xn] 
Sea r la dimensidn proyectiva de X .  
Un hiperplano de P" se identificard con el punto de Pn formado 
por 10s coeficientes de cualquier forma lineal que lo defina. 
n r+l Se considera el subcon~unto r de (P ) x X definido por: 
(r) n r+l r =  {(Y(0)r...ry ,x) E ( P )  X X / X E ~ " '  (Osisr)} 
y sea 
~ ( r )  = { y O , . . . , y r  e (pn)"' : 3 x E x / x e y'l' (~sisr)} 
n r+l la proyeccidn de r a (P ) . 
I 
n r+l Entonces, p ( r )  resulta see una hipersuperf icie en (P ) def i- 
nible por un polinomio irreducible FX . Este polinomio se llama la 
Forma de Chow de X y determina univocamente a la variedad (ver 
[Shll Ch I, § 6). 
Se tiene la caracterizaci6n 
x E x o ( x E y"' ~ i ,  osisr F~(~'O' ,..., y'") = O ) 
La importancia de la Forma de Chow es que su grado es el grado 
de la variedad irreducible X. 
En lo que sigue se supondrii que A es efectivo (en el caso en 
'que k tenga caracteristica p > 0 la extraccidn de raices p-6simas 
tambien se supondrd efectiva). 
Teorema 5.1.1. Sean F , . . . F s E k[Xo, . . . ,X n ] pol inomios  de grado 
acotado por d > n. Sea I = { x  6 lPn / F1(x) = 0 A . A FS(x) = 0) 
una var iedad  p royec t i va  i r r e d u c i b l e  y sea  r su d imens i ch  p r o y e c t i -  
va .  A menos d e  una preparacio'n p rev ia ,  e x i s t e  un a l g o r i t m o  bien 
para1 el  i z a b l  e de compl e j idad s ecuenc ia l  s O(1) dO(nr) que t iene co- 
mo en t rada  a 10s pol inomios  Fit . . . , F s c o d i f  i c a d o s  en f orma densa y 
produce cow, s a l i d a  a1 polinomio de Chov de l a  var iedad  X ,  c o d i f i -  
; 
cad0 por un s t r a i g h t  l ine  program de l o n g i t u d  s O(1) ) 
~emostracidn: Para cada it Osisr, sea L"' = Y: Xo + . . . + Y: Xnl 
donde Y:  (0 s i s r , 0 s j s n) son nuevas indeterminadas sobre 
k[XO, lxnl 
n r+l Sea r r (P ) x Pn el conjunto de ceros del ideal generado 
Sea (p : (P")"' x P" --r (PO)'+' la proyeccidn candnica. El 
conjunto p(r) es cerrado e irreducible de codimensidn 1 (ver [Ne, 
' 19771, Lema 4) y por lo tanto de la forma: 
para algiin polinomio irreducible F E k [ ~ ~ ] ~ ~ ~ ~ ~ , ~ ~ ~ ~ ~  que es el . 
polinomio de Chow de la variedad proyectiva irreducible X. 
-(n+l) (r+l) Sea W = {o E k / F(o) = 0 ) .  Claramente W es la varie- 
dad afin correspondiente a (p(r) y por lo tanto 
donde # es la fdrmula: 
3 Xo ... 3 X n : Fl(xo, ...,Xn) = O A ... A FS(xOI ...,Xn) = 0 A 
0 0 
h L(O)(X~~ I .  .,Xn,Yol.. . ,Yn) = 0 A 
(r) r r 
A A L (Xol ...,Xn,Yo,...lYn) = 0 
que tiene un solo bloque de cuantificadores, n+l variables liga- 
das y (n+l)(r+l) variables libres, 10s polinomios que intervienen 
estdn dados en forma densa en las variables X of ..., X n y sus coefi- 
i 
cientes, que son elementos de k[YJ ]oslsr,osJsn pueden ser evalua- 
dos por medio de un straight line program de longitud (r+l)(n+l). 
Utilizanndo el algoritmo dal Teorema 3.2.1 ., obtenemos una fdr- . 1 
mula # sin cuantificadores equivalente a 4. Luego, 
Sean HI, ..., Hk 10s polinomios que aparecen en #. 
Sean I = {1, ..., k). Para facilitar la notacidn, si M es un sub- 
conjunto de I 
denotara el conjunto algebraico 
-(r+l) (n+l) { o a k  / Hi'(o) = 0 .V i E M A H J (o) + 0 V j a I-M } 
Andlogamente, si G1 , . . . Gh c A[ Y: 10slsr,OS Jsn dado i / lsish 
{ G1 = 0 A ... A GI = 0 A t 0 A ... A Gh f 0 )  
denotara el conjunto algebraico 
Sea C = {M r I / M define una Hi, . . . , Hk-celda) (ver Def inicidn 
4.1.1.) y sea S el subconjunto de C tal que 
Notar que existe un dnico subconjunto S de C que satisface esta 
condicidn pues las HI, . . . , Hk-celdas son 10s dtomos del Algebra de 
-(r+l) (n+l) Boole de 10s subconjuntos de A definibles por f6rmu- 
las libres de cuantificadores que involucran a Hll...,Hk y que, a- 
Hi = 0 A HJ + 0 no vaclo V M E S ya que S 
J E I -.I 
es un subconjunto de C. 
a Como W = { F = 0 } entoncee W es cerrado y como 
entonces 
W  es una variedad irreducible ya que W = { F = 0 } y F es irre- 
ducible, por lo tanto 3 Mo E S tal que 
Af irmacibn: Mo = J 
En efecto, si u E Mot entonces 
de donde { H  * 0 } n W  = 0 y por lo tanto u E J. 
u 
Reclprocamente, sea u E J. Entonces u E I y W  n { H  r 0 } = 0. 
U 
Si u r Mo entonces u E I - MO y por lo tanto 
{ A H i = O h  A H J r O  
1 E H  J E I - M  
0 0 
= {  B i = 0 h  H ~ # O ) ~ { H ~ ~ O } ~ W ~ { H  u * O } = .  
lEMo J E I - M  
0 
de donde resulta que H1 = 0 A HJ r 0 = 0, lo que es 
-no J E I - M  0 
u n  absurd0 ya que Mo E S .  
Hemos demostrado entonces que J = Mo tal como hablamos afima- 
do. En particular, como Mo E Sf  resulta que J c 0, ya que si J = s 
entonces e E S pues J = Mo. Luego {HI c 0 A . . . A Hk r 0 )  es no 
vacio y { Hl r 0 A ... A Hk c 0 } r W = { F = 0 } de donde resul- 
ta que H1 . . . Hk .F = 0 y, como F r 0 entonces HI = 0 para al#n 
i E I. Per0 esto no puede ocurrir ya qua { H~ + 0 A . . . H~ t 0 } 
era no vacio. 
1 Dado LIYjloSiSr,oSJh, con rad(P) denotaremos a1 nad(ca( de 
P, es decir a1 polinomio libre de cuadrados que se obtiene multi- 
plicand~ 10s factores irreducibles no asociados de P (ver [Ne, 
19771) y, dado un conjunto finito no vaclo de polinomios 
i 
A = {'t k[YJIOSldr,OdJS~ / t E L }  
con mcd (Pt, t E L) denotaremos a1 m6ximo comiin divisor entre to- 
dos 10s polinomios de A. 
Sea G = rad(mcd(Hl, i E J)) y sea H = n H, JEI-J 
Demostraremos ahora que F = G 
mcd(G, H) 
En efecto, como para todo i E J, { F = 0 } = W 5 { Hi = 0 } en- 
tonces F ~ H ,  para todo i E J, de donde resulta que FIG. 
Como G = G . mcd(G,H) y F es irreducible, entonces F 
mcd(G, H) 
divide a G o F divide a mcd(G,H). Pero si Flmcd(G,~) 
mcd(G,H) 
entonces F(H y como H = n H y F es irreducible entonces exis- 
JEI-J J 
te i E I - J tal que FIHl. '~ue~o, 
para al#n i E I - J. lo que es una contradiccibn. Por lo tanto F 
divide a G 
mcd(G,H) 
i Por otra parte, si f s AIYJ]oslsr,osJs,, es un polinomio irredu- 
G cible que divide a - entonces f 1 G y f jH (pues G es radi- 
mcd(G,H) 
cal) y por lo tanto, f l ~ ~  V i e J y flH. 
{f = 0 A H = 0) son cerrados, entonces 
y como { f = 0 ) es irreducible (ya que f es irreducible) entonces 
{ f  = 0 ) = { f = O ~ H t 0 )  o { f = . O ) = ( f  = O A H = O ) .  Per0 
s i { f = O ) = { f  = O ~ H = O ) e n t o n c e s { f = O ) ~ { H = O ) l o  
que no puede ocurrir pues f)H. Por lo tanto 
AdemBs, como f lHi para todo i E J y f jH para todo j e I - J ya J 
que fXH y H = n H entonces se tiene que 
JEI-J 1 
{ f = O n H t 0 } 5 {  H i = O r ,  H J t O  
1 E J JEI-J 
pues J = Mo. Por lo tanto, 
Luego, { f = 0 ) 5 W = { F = 0 ) de donde flF. Como G 
mcd(G,H) 
es radical (pues G es radical) y hemos probado que todo irreduci- 
ble que lo divide debe necesariamente dividir a F, entonces resul- 
ta que G divide a F. Hemos probado entonces que 
mcd(G,H) 
Ahoxa concluiremos con la descripcidn del algoritmo que calcula 
. 
'I 
la Forma de Chow F. 
Dado que 10s polinomios HI,. . . ,Hk fueron obtenidos aplicando el 
algoritmo construido en el Teorema 3.2.1. a la fdrmula 
resulta que la complejidad de este primer paso es del orden de 
(1 ) do("'. Ademas k s so'' do("' y 10s polinomios H . . . H k son 
de grado acotado por do'"' y esthn dados por un straight line pro- 
O(1) 
. I 
gram de longitud s 
Para cada 1 s i s k, decidimos si { HI * 0 } n W = 0 para de- 
terminar el conjunto J aplicando el algoritmo del Teorema 3.4.1. 
(ver Observacidn 3.4.3.) a la f6rmula: 
(0) 0 0 
A Fs(~o/.-.lXn) = 0 A L ( x ~ ~ ~ ~ ~ ~ X ~ ~ ~ ~ ~ . . ~ ~ ~ ~ )  = 0 A 
r 0 r 
A .. . A L(')(X~~. . .;XntYoI...,~:) = 0 A Hi(yOf .. .,Yn) 
La complejidad secuencial de este paso es s o(1) do(nr) 
Finalmente, calculamos G = rad(mcd(Hi, i 6 J)), H = n H, y 
J E I - J  
. I 
mcd(G,H) utilizando las tecnicas de [Kal, 19881 (es decir haciendo 
transformaciones genericas para obtener polinomios m6nicos en una 1 1  
Y 
variable y aplicando un algoritmo de Algebra lineal que calcula el 
mAximo comdn divisor para polinomios de una sola variable). La 
complejidad total del algoritmo construido es, por lo tanto, del 
O ( 1 )  
orden de s 
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