In this short note, we give an Ω(min{n/ǫ, |R| 2 /ǫ}) lower bound for testing functions f : {0, 1} n → R for monotonicity, matching the recent upper bound of Chakrabarty and Seshadhri [12] when the range of f is large.
Introduction
Property Testing is a subfield which seeks to understand what can learned about a large object given limited access to the object itself. In a typical setup, a property tester is a randomized algorithm that, given a large object as input, must (i) accept with probability 2/3 if the object has a certain property, and (ii) reject with probability 2/3 if the object is far from having said property. We charge the tester for the number of queries it makes to the object, and hope that it runs in time significantly sublinear in the size of the object. The number of queries needed to test a property is its query complexity.
Property testing has been considered for many different properties on many classes of objects, including testing properties of graphs, probability distributions, and functions. See surveys by Goldreich [21, 20] and Ron [25] for comprehensive development. We focus on testing properties of functions. A property of functions f : D → R is a subset P ⊆ {f : D → R}. A query to f is f (x) for some x ∈ D. We say that f is ǫ-far from P if Pr[f (x) = g(x)] ≥ ǫ for all g ∈ P .
Since the seminal work of Rubinfeld and Sudan [28] , several properties have been considered, including testing linearity [9] , junta testing [17, 5, 6] , testing whether a function is isomorphic to a given function [8, 1, 13] , and testing whether a function can be computed by various weak models of computation, including size-s decision trees [14] and small-width OBDDs [19, 26, 27] .
In this work, we focus on the problem of testing whether a given function f : {0, 1} n → R is monotone. 1 Monotonicity testing on various domains has been extensively studied ( [3, 16, 22, 15, 18, 4, 10] ). However, for functions on the boolean hypercube, progress remained elusive until very recently, and gaps between known upper and lower bounds remain. For large range sizes, recent progress has closed this gap considerably: the query complexity lies between O(n/ǫ) (Chakrabarty and Seshadhri [12] ) and Ω(min{n, |R| 2 }) (Blais et al. [7] ). In this work, we give a new lower bound that completely closes this gap for large |R|. Theorem 1.1. Testing {0, 1} n → R for monotonicity requires Ω min{n/ǫ, |R| 2 /ǫ} queries.
Note that for |R| = Ω( √ n), Theorem 1.1 is tight, even for subconstant ǫ. Establishing lower bounds sensitive to the distance parameter is not just a trivial pursuit. Indeed, recent work suggests that for monotonicity testing of boolean functions, understanding how the distance parameter affects the query complexity is key to understanding the overall difficulty of monotonicity testing. In very recent work, Chakrabarty and Seshadhri [11] give a new tester for boolean functions. Their tester is nonadaptive, has one-sided error, and makesÕ(n 5/6 ǫ −5/3 ) queries. Their result is surprising and somewhat counterintuitive, because their tester is a path tester, and an earlier lower bound of [10] states that Ω(n/ǫ) queries are required. However, this lower bound crucially assumes a linear dependence on ǫ in the distance parameter. In this way, focusing on bounds sensitive to the distance parameter ǫ appears key to obtaining tight bounds.
A Sketch of the Lower Bound
Before getting into the proof of our lower bound, we give a high-level description. We use the reduction from communication complexity technique initiated by Blais et al. [7] . The lower bound of [7] for testing monotonicity reduces from set-disjointness. Specifically, Blais et al. take an instance of set disjointness and define a function h such that (1) h is monotone in the ith direction whenever i ∈ A ∩ B, and (2) an Ω(1)-fraction of edges in the ith direction are violated whenever i ∈ A ∩ B. Thus, determining whether h is monotone or far from monotone gives an answer to whether A and B are disjoint.
We take the same approach. This time, we reduce from set-disjointness on roughly n/ǫ coordinates. Divide 2 [n/ǫ] into 1/ǫ blocks of coordinates, each of size n. The function h : {0, 1} n → R we create uses the first log(1/ǫ) coordinates as an index t. Then, the value of h(t • y) is essentially the function from [7] , evaluated on the tth block of y. If A and B intersect in the ith coordinate of block t, then h will violate monotonicity on edges in the ith direction, but only when the value of the index is t. This happens with probability ǫ (taken over a random input to h). Hence, the overall distance to monotonicity is Ω(ǫ).
There is one final complication. We need to ensure that monotonicity is not spuriously violated in the ith direction when i is one of the coordinates that defines the index t. To manage this, we increase the value of h by Ω(|t|). This ensures that no matter what happens with the blocks, monotonicity is never violated in a direction corresponding to one of the bits that make up t.
Modulo a few technical complications and adjustment of variables, this completes the proof that testing monotonicity for functions with high range size requires Ω(n/ǫ) queries. For smaller range sizes, we adopt some range reduction tricks from Blais et al. One technical complication arises, but conceptually, the reductions are the same.
Preliminaries
It will be helpful to think of the function we test for monotonicity as being on two variables. Say that
to be monotone if h(t, y) ≤ h(t ′ , y ′ ) whenever t, y ≤ t ′ , y ′ , and let mono denote the set of all monotone functions. For inputs t, y to h, we call t the index variable and y the regular variable.
In this note, we use the standard two-party communication model with public randomness and constant error (say, error δ = 1/3). Of particular interest is the set-disjointness problem. In disj n , Alice and Bob receive subsets A, B ⊆ [n] and must output 1 if A and B intersect; if they do not intersect, Alice and Bob output 0. Set-Disjointness has a long and celebrated history. The following theorem from Kalyanasundaram and Schnitger [23] , later simplified by Razborov [24] and Bar-Yossef et al. [2] captures the communication complexity of disj n : [24] , [2] ). R(disj n ) = Ω(n).
Next, we summarize the terminology and main lemma for proving testing lower bounds via communication complexity. For more details, consult the work of Blais et al. [7] .
Definition 2.2 (Combining Operator).
A combining operator ψ takes as input two functions f, g : {0, 1} log k × {0, 1} n−log k → {−1, +1} and returns a function h : {0, 1} log k × {0, 1} n−log k → R.
A combining operator is simple if for all f, g and for all t, y, h(t, y) can be computed given only t, y and the queries f (t, y) and g(t, y).
For a property P and combining operator ψ, let C P ψ denote the communication problem where Alice and Bob receive f and g respectively and wish to determine if ψ(f, g) has property P or is far from having P. The relation between this communication game and the property testing problem is captured in the following lemma. [7] , Lemma 2.4). For any simple combining operator ψ and any property P, we have R(C P ψ ) ≤ 2Q(P) . We conclude this section by defining some functions we'll use in the reduction along with some related easily verifiable facts. For i ∈ N and x ∈ {0, 1} * , let x 0 and x 1 denote the strings obtained by setting the ith bit of x to 0 and 1 respectively. 
Lemma 2.3 (Main Reduction Lemma
Next, we generalize and extend the functions above to operate on blocks of coordinates. 
We adopt the convention of mapping sets A → f A and B → g B .
Fact 2.8. For any A, B ⊆ [mk], any t ∈ {0, 1} log k and any y ∈ {0, 1} m ,
• f A (t, y 1 )+g B (t,
Proof Details
Theorem 3.1. Testing h : {0, 1} n → R for monotonicity requires Ω(min{n/ǫ, |R| 2 /ǫ})) queries.
Letǫ := 8ǫ andn := (n − log(1/ǫ)), and m :=n/ǫ. The proof follows from the following claims:
Claim 3.2. If |R| = Ω(n) then testing h : {0, 1} n → R for monotonicity requires Ω(n/ǫ) queries.
Claim 3.3. There exists a constant c such that if |R| ≥ c √n then testing h : {0, 1} n → R for monotonicity requires Ω(n/ǫ) queries.
Proof of Claim 3.2. We reduce from disj m . Let ψ be the combining operator that, given functions f, g : {0, 1} log(1/ǫ) × {0, 1} n−log(1/ǫ) → {−1, +1}, returns the function h : {0, 1} log(1/ǫ) × {0, 1} n−log(1/ǫ) → Z defined by h(t, y) := 4|t| + 2|y| + f (t, y) + g(t, y) . We claim that when A and B are disjoint, h is monotone, and conversely when A and B intersect, h is ǫ-far from monotone. To see this, fix an index t and a string y.
First, suppose that i is an index coordinate, and consider h(t 1 , y) − h(t 0 , y). We have
where the inequality holds by Fact 2.8. This shows that monotonicity is never violated in the direction of an index coordinate. Next, suppose that i is a regular coordinate, and consider h(t, y 1 ) − h(t, y 0 ). We have
By Fact 2.8, this is negative if and only if i ∈ A t ∩ B t and f A (t, y 1 ) = g B (t, y 1 ) = −1. This latter condition happens with probability 1/4, where the probability is over a random y. Together, these cases show that h is monotone when A ∩ B = ∅. When A ∩ B = ∅, fix i, t such that i ∈ A t ∩ B t . For a random y, h(t, y 1 ) − h(t, y 0 ) < 0 with probability 1/4; thus, a (1/4)-fraction of edges in the ith direction are violated when the index equals t, and a random index equals t with probabilityǫ. To get a monotone function, we must change at least one endpoint of the violating edges in the ith coordinate. Therefore, we must change at least 2 n · (1/4) ·ǫ · (1/2) = ǫ · 2 n points to get a monotone function. Hence, h is ǫ-far from monotone. Recall from Theorem 3.1 that a (1/4)-fraction of edges in the ith direction are violated when i ∈ A t ∩ B t and the index equals t, and therefore we need to change at least (1/8) of h(t • y) to get a monotone function. By our choice ofĉ, h(t • y) = h ′ (t • y) with probability at most 1/16 (over a random y and any fixed t).
It follows that for each t, we need to change h ′ (t, y) for at least a (1/16)-fraction of y to get a monotone function. Overall, the distance to monotonicity is at least ǫ/2. Rescaling ǫ completes the proof.
Proof of Claim 3.4. We use a claim from [7] . 
