A chemical kinetics algorithm is presented for geochemical applications. The algorithm is capable of handling both equilibrium-and kinetically-controlled reactions in multiphase systems. The ordinary differential equations (ODEs) are solved using an implicit multistep backward differentiation formula (BDF) algorithm to ensure efficiency and stability when integrating stiff ODEs. An adaptive control scheme of the time step is adopted to guarantee small steps in steeper regions and large steps in smoother regions of the integration. Analytical derivatives of the reaction rates and species activities are used to permit the use of larger time steps, and to increase the robustness of the calculations. The chemical equilibrium calculations are performed using a Gibbs free energy minimisation algorithm, which is based on a trust-region interior-point method adapted with a watchdog strategy that yields quadratic rates of convergence near the solution. The chemical kinetics algorithm is applied to geochemical problems relevant to carbon storage in saline aquifers. The calculations assume aqueous, gaseous and mineral phases, where the kinetics of the water-gas-rock interactions are investigated. The results allow us to estimate the time frames at which brine of different salinities and supercritical CO 2 attains equilibrium with a carbonate rock, as well as the amount of carbon dioxide trapped by solubility and mineralisation mechanisms.
Introduction
Frequently geochemical investigations of a system assume chemical equilibrium conditions. Calculating the solubilities of minerals and gases in aqueous solutions at different temperatures, pressures, salinities, and other conditions require only equilibrium calculations (Anderson and Crerar, 1993) . Sometimes, however, one might be interested in the time scales over which such processes occur, and equilibrium calculations will not provide this.
Application of chemical kinetics theory is vital when the transient chemical state of a system is important. This is useful, for example, to analyse the temperature and pressure effects on the time required for a mineral to equilibrate with a solution. In addition, it describes the water-gas-rock effects over time of a geochemical process, such as the continuous consumption or production of gases while minerals are reacting in an aqueous solution.
A more detailed modelling procedure has its consequent complexities, however. Chemical kinetics calculations require more input data and models than chemical equilibrium calculations. For example, calculating the evolution of the system composition demands rate laws of the reactions. In addition, due to its time-dependence, chemical kinetics consists of solving a system of ordinary differential equations, while chemical equilibrium requires only the solution of algebraic equations.
Another complexity in geochemical kinetics is the broad difference of the speeds of the aqueous, gaseous and mineral reactions (Lasaga, 1998) . Commonly, aqueous reactions proceed substantially faster than mineral reactions, with the former sometimes achieving equilibrium in microseconds, while the latter requiring several days to many years. Therefore, this can result in an inefficient numerical integration of the ordinary differential equations, requiring tiny time steps to ensure accuracy and stability.
To address this problem, we consider the geochemical system to be in partial equilibrium (Helgeson, 1968; Helgeson et al., 1969 Helgeson et al., , 1970 . A system in partial equilibrium means that it is in equilibrium with respect to some reactions and out of equilibrium with respect to others. For example, since aqueous and gaseous reactions are often considerably faster than mineral reactions, it seems plausible to assume they are in equilibrium at all times. As the mineral reactions proceed kinetically, the aqueous and gaseous reactions are constantly perturbed and then instantaneously re-equilibrated. Note, however, that the partial equilibrium assumption is based on the relative speed of the reactions. Therefore, it is possible to assume a mineral reaction in equilibrium and an aqueous reaction out of equilibrium at any instant.
The partial equilibrium assumption simplifies the problem by replacing stiff differential equations by algebraic ones. These algebraic equations govern the equilibrium condition of those reactions assumed to be in equilibrium. As a result, the governing equations become a system of non-linear differential-algebraic equations, with the constraint that mass of the chemical elements in the system must be conserved and charge balance of an electrolyte solution attained.
In this work we present an algorithm for chemical kinetics calculation in multiphase geochemical systems. The method supports the mixing of reactions controlled by chemical equilibrium and kinetics. However, different from common practices in geochemistry modelling, only the reactions assumed out of equilibrium (i.e., the kinetically-controlled reactions) and their rate laws are required in the calculations. This is because our approach does not use a stoichiometric method (also known as law of mass-action approach) for equilibrium calculations, which requires the equations of the equilibrium reactions and their equilibrium constants (Smith and Missen, 1982) .
The chemical equilibrium calculations are performed using our Gibbs free energy minimisation algorithm for multiphase and nonideal systems Leal et al. (2014) . This method was specifically designed for applications that require sequential equilibrium calculations, such as chemical kinetics and reactive transport modelling. The results shown there indicated quadratic rates of convergence near the solution by using a trust-region interior-point method adapted with a watchdog strategy. Therefore, by using the compositional state in a previous time step as the initial guess for the equilibrium calculation in a subsequent step, only a few iterations should be necessary to solve the problem.
Integration of the ordinary differential equations is performed using an implicit multistep BDF algorithm (Ascher and Petzold, 1998) . This algorithm is specially effective for stiff ODEs, which are characterised by solutions with rapid variations in some of the variables (Hairer and Wanner, 2010) . Note that assuming the fastest reactions in the system (e.g., aqueous reactions) to be in equilibrium is not enough to prevent a stiff system of ordinary differential equations. Modelling chemical kinetics with only one kinetically-controlled reaction is already susceptible to form a stiff differential equation if the reaction causes fast variations in the system composition.
Analytical derivatives of the rate laws and species activities are used in the calculation. This is a consequence of our choice of an implicit integration method, which requires the solution of a system of non-linear algebraic equations. The derivatives of the rate laws and the species activities are, therefore, necessary in the assembly of the Jacobian matrix of the right-hand side of the system of ODEs. Although the computation of these derivatives requires some computational effort, it allows the use of larger time steps and increases the stability of the integration (Ascher and Petzold, 1998; Hairer and Wanner, 2010 ).
An adaptive control scheme of the time step is adopted in the integration. This ensures small steps in steeper regions and large steps in smoother regions. As a result, we achieve both accuracy and efficiency throughout the calculation. We have observed that this adaptive control is essential in geochemistry, since, for example, minerals react very fast initially (a steep region), and then proceed very slowly (a smooth region) until equilibrium. If a constant time step is adopted, then it must be small enough to guarantee that the integration is accurate and stable at the beginning of the process. However, the required initial time step (e.g., 10
À4 s) is usually orders of magnitude smaller than what should be used near equilibrium (e.g., days or years). The first work on computational reaction path modelling in geochemistry can be tracked to Helgeson (1968) and Helgeson et al. (1969) . They presented a modelling example of the hydrolysis of K-feldspar where the partial equilibrium assumption was adopted by considering the aqueous reactions in equilibrium. However, their reaction path modelling was not based on kinetic rate laws of the reactions, but on the use of a progress variable to describe the compositional change of the system. Helgeson (1971) later on modelled the feldspar hydrolysis using a parabolic rate law. The simplistic rate was derived using Fick's first law of diffusion on a one-dimensional problem of diffusion along the surface layer of the mineral reacting with the aqueous solution. Helgeson and Murphy (1983) combined the rate laws proposed in Aagaard and Helgeson (1982) with a numerical integration routine to model irreversible reactions among minerals and aqueous solutions. They again considered the hydrolysis of feldspar, with the possibility of precipitation of secondary minerals (muscovite, gibbsite, and kaolinite). The secondary minerals were assumed to precipitate under the partial equilibrium assumption.
Although these preliminary works led by Helgeson 30-40 years ago were the precursors of many others, they were always intended for a specific system. There was no formalisation of geochemical kinetics calculations for general multiphase systems with a mixing of equilibrium-and kinetically-controlled reactions. In addition, no efficient methodology was discussed for the solution of the resulting system of differential-algebraic equations. Some of these gaps have been addressed, as we shall discuss next. However, we believe that an efficient, general, and flexible algorithm has yet to be developed for chemical kinetics in geochemical modelling.
The following is a list of computer codes commonly used for geochemical kinetics modelling: EQ6 (Wolery and Daveler, 1992) , PHREEQC Appelo, 1999, 2013) , MINTEQA2 (Allison and Kevin, 1991) , CHESS (van der Lee and Windt, 2002) , SOLMINEQ.88 (Kharaka et al., 1988) , and The Geochemist's Workbench (Bethke, 2007) . They calculate the evolution of systems as minerals kinetically dissolve or precipitate. In addition, The Geochemist's Workbench, as described in Bethke (2007) , provides support for modelling redox reactions controlled by kinetics.
As discussed in Leal et al. (2013 Leal et al. ( , 2014 , these geochemical packages adopt a stoichiometric approach for aqueous speciation calculations. Their databases contain only the equilibrium constants of the reactions, which are required for the solution of the system of mass action equations. The chemical potentials of the species, on the other hand, are not available, which are needed to calculate the Gibbs free energy of the system. Therefore, determining the stable equilibrium phase assemblage of the system is a difficult task, since, given two or more states, it is not possible to determine which one has the lowest Gibbs free energy.
In addition, these geochemical codes use an incomplete Newton scheme for aqueous speciation calculations. This approach was largely influenced by the algorithm of Morel and Morgan (1972) , with further improvements by Reed (1982) . As argued in Leal et al. (2013 Leal et al. ( , 2014 , this practice results in slow rates of convergence in the solution of the non-linear system of equations. This is because the incomplete Newton's method consists of combining Newton's method with a successive substitution approach, preventing the calculation to converge at quadratic rates near the solution.
Recently, Mironenko and Zolotov (2011) developed a computer code for modelling equilibrium-kinetics of water-rock interactions. Instead of using a stoichiometric scheme for chemical equilibrium calculations, they used the algorithm of de Capitani and Brown (1987) , which minimises the Gibbs free energy of the system using a convex simplex approach. The chemical equilibrium algorithm of Leal et al. (2014) used here, however, is capable of minimising non-convex objective functions using a trust-region interior-point method. In addition, the adaptive time step control we adopt in our work is based on numerical analysis, while their approach is based on a heuristic that aims to prevent strong changes in pH between time steps.
The proposed chemical kinetics algorithm and the chemical equilibrium method based on a Gibbs energy minimisation approach has been implemented in Reaktoro, a scientific library for computational geochemical modelling written in the C++ programming language. The code is freely available at www.bitbucket.org/reaktoro, where its licensing information can be found.
Chemical kinetics
In this section we present the governing equations that model the compositional evolution of a chemical system subject to reactions controlled by kinetics and equilibrium. The formulation assumes a closed-system for simplicity. Addition of source and sink contributions to the equations should, however, be straightforward. Moreover, we assume that the kinetic processes occur in a well-mixed batch reactor, which allows us to neglect any transport phenomena such as diffusion, convection and dispersion. However, the algorithm is designed to be coupled to a transport simulator in future work.
Governing equations
Consider the following linearly independent reactions taking place in a chemical system: where t is the time variable; n i is the number of moles of the i-th species; n 2 R N is the molar composition vector of the system; T and P are the given temperature and pressure of the system; and f i : R 2þN # R is defined by:
m ji r j ðT; P; nÞ;
ð2:3Þ
which accounts for the production and consumption of the i-th species in every reaction (2.1). The kinetic rate function of the j-th reaction is denoted by r j : R 2þN # R. The convention adopted is that r j is positive when the reaction proceeds towards the products, and negative towards the reactants. 
Partial equilibrium
The reactions in geochemical systems proceed with different speeds. Their time scales can differ from each other by several orders of magnitude, ranging from microseconds to years (Lasaga, 1998) . Langmuir (1996) 
which can be in the order of weeks at low temperatures. These broad differences on the speed of the reactions pose several numerical complications. The ordinary differential Eqs. (2.4) are severely stiff, requiring appropriate methods for its integration. However, a carefully selected numerical method might still need tiny time steps in order to capture the kinetics of the fastest reaction in the system. It is not optimal to use time steps in the order of microseconds when there are some reactions in the system requiring years to achieve some progress, and where the application of interest has time scales of millennia, such as for carbon storage. Therefore, a simplification is necessary to allow larger time steps for efficient integration and still provide accurate calculations.
It is plausible to assume partial equilibrium in some geochemical processes (Helgeson, 1968; Helgeson et al., 1969 Helgeson et al., , 1970 . Consider the dissolution of calcite in an aqueous solution given by reaction (2.8). Recall that the speed of the reactions involving only aqueous solutes are, in general, considerably faster than the speed of this reaction. Thus, it is reasonable to consider that the aqueous solutes are in equilibrium at all times during the process, while calcite is kinetically reacting, and thus out of equilibrium with them. This assumption has also been adopted by Lichtner (1985) , Steefel and Cappellen (1990) and Steefel and Lasaga (1994) .
The partial equilibrium assumption eliminates the dependence of the calculations on the time scales of the fast reactions. Because only the slow reactions are assumed to be controlled by kinetics, while the fast reactions are controlled by equilibrium, the rate laws of the latter are no longer necessary. Their equilibrium conditions are governed by algebraic constraints instead of differential ones.
In addition, the partial equilibrium assumption simplifies the modelling. Assuming all reactions in geochemical processes to be controlled by kinetics can be a daunting task. For example, the rate law of every reaction would be necessary, which in general requires several temperature and pressure dependent parameters. Moreover, every heterogeneous reaction, including the gaseousaqueous reactions, would require some reactive surface area model, increasing the complexity of the modelling.
Nevertheless, care must be taken not to assume partial equilibrium inappropriately. Analysing the rates of all reactions occurring in the process is fundamental for identifying the fast and slow reactions and guaranteeing some degree of accuracy. Sometimes, however, accuracy can be compromised by modelling a reaction with equilibrium control.
Partitioning
The reactions are classified into two groups: fast reactions and slow reactions. Following the discussion of partial equilibrium in the previous section, we will assume the slow reactions to be controlled by kinetics, and the fast reactions to be controlled by equilibrium.
Define a kinetic reaction as a reaction controlled by kinetics, and an equilibrium reaction as a reaction controlled by equilibrium. In addition, define the following terms: equilibrium species is any species that participates in an equilibrium reaction, kinetic species is any species that participates in a kinetic reaction, but not in an equilibrium reaction, inert species is a species that does not participate in an equilibrium or kinetic reaction, which will be useful in the formulation of the governing equations of chemical kinetics coupled with chemical equilibrium.
Let a e ; a k , and a i denote the set of equilibrium, kinetic and inert species respectively. Moreover, let N e ; N k , and N i denote the respective number of equilibrium, kinetic, and inert species. From the previous definitions, it follows that:
ð2:9Þ
and a e \ a k \ a i ¼ Ø;
ð2:10Þ
where a denotes the set of all species in the system. The set of equilibrium species a e can be constructed by the union of the species participating in the equilibrium reactions. The set of kinetic species a k , on the other hand, can be constructed using:
ð2:11Þ which can be derived from conditions (2.9) and (2.10).
In order to elucidate the partitioning of the species in equilibrium, kinetic and inert species, consider the example chemical system in Table 2 .1. The reactions occurring in this system is listed in Table 2 .3. Note that for the modelling of the chemical kinetics of this system we assume the reactions involving aqueous and gaseous species to be controlled by equilibrium. Also, due to the fast rates of dissolution and precipitation of mineral halite, its reaction is also assumed to be controlled by equilibrium. The reactions involving calcite, magnesite and dolomite were assumed to be controlled by kinetics, because their rates are not as fast as the others. Based on our previous definitions, the equilibrium and kinetic species can be found in Table 2 .2. Note that no inert species was assumed.
Governing equations: revisited
The formulation in Section 2.1 assumed that all reactions were controlled by kinetics. In this section, however, we will separate reactions (2.1) in equilibrium and kinetic reactions as follows:
ð2:12Þ
ð2:13Þ
where m e ji and m k ji are the stoichiometry of the i-th species in the j-th equilibrium and kinetic reactions respectively; and M e and M k are the number of equilibrium and kinetic reactions in the system.
As before, let m e 2 R MeÂN and m k 2 R M k ÂN denote the stoichiometric matrices of the equilibrium and kinetic reactions respectively. From the partitioning discussion in Section 2.3, it follows that equilibrium reactions only contain equilibrium species, while kinetic reactions can include both equilibrium and kinetic species. Therefore, we let m ke 2 R M k ÂNe and m kk 2 R M k ÂN k denote the stoichiometric matrices constructed from the columns of m k corresponding to equilibrium and kinetic species respectively. Let us now formulate the mathematical equations for a general chemical kinetics problem coupled with equilibrium conditions. From Eq. (2.4), we can write the following governing equations for the evolution of the molar abundance of the kinetic species: the equilibrium reactions, their rates of production and consumption are, in fact, unknowns in the problem.
Therefore, an alternative approach must be used to evolve the molar abundance of the species without requiring the production/consumption rates of the equilibrium species f e . For this we will rely on the principle of mass conservation, which allows us to state that the mass that leaves or enters the kinetic partition must, respectively, enter or leave the equilibrium partition.
In Fig. 2 .1 we illustrate the chemical system of Table 2 .1, with its equilibrium and kinetic species. The figure shows the exchange of element atoms among the equilibrium and kinetic partitions. The fact that these atoms are preserved in the system will allow us to calculate the evolution of the molar abundance of the elements in the equilibrium partition. As a result, the composition of the equilibrium species n e can be calculated at any time by solving an equilibrium problem using these elemental molar abundances.
Let b 2 R E denote the molar abundance vector of the chemical elements in the system, and W 2 R EÂN the formula matrix of all species in the chemical system. The formula matrix W is defined such that its ðj; iÞ-th entry, given by w ji , denotes the number of atoms of the j-th element in the i-th species. Therefore, it follows that the molar abundance of the elements can be calculated using:
ð2:17Þ
Similarly, we can write the following equations for the equilibrium and kinetic partitions: 
Therefore, Eqs. (2.25) and (2.26) govern the evolution of the molar abundance of both kinetic species n k and chemical elements in the equilibrium partition b e . Observe, however, that the rate function r k in Eq. (2.26) depends on the system composition n, which cannot be explicitly obtained from u. In what follows we will see how this problem can be resolved.
Chemical equilibrium
To integrate Eqs. (2.25) and (2.26), it is necessary to construct a
n ¼ uðuÞ:
Unfortunately an explicit expression for the function u is not available due to the intricate dependence of n on u. In fact, all the complexity of this dependence lies in the calculation of the molar abundance of the equilibrium species n e from the elemental molar abundance b e . This is because the molar abundance of the kinetic species n k can be explicitly obtained from
In Section 2.2 we introduced the concept of partial equilibrium, and in Section 2.3 we formalised the concept of partitioning the species in a set of equilibrium and kinetic species. As a result, we assumed that the equilibrium species constitute a sub-system in which chemical equilibrium is always attained. 
Exchange of elements between the equilibrium and kinetic partitions for the chemical system in Table 2 .2.
Therefore, from the principle of minimum Gibbs free energy, the chemical equilibrium state of the equilibrium species can be calculated by solving the following constrained minimisation problem: min ne G e ðn e ; T; P; n k Þ subject to
; ð2:30Þ
where c e denotes the vector of electrical charges of the equilibrium species; and G e : R Ne # R the Gibbs free energy function of the equilibrium partition, defined by:
G e ðn e ; T; P; n k Þ :¼ n T e l e ðn e ; T; P; n k Þ:
ð2:31Þ
The chemical potential function of the equilibrium species l e : R Ne # R Ne is defined by:
l e ðn e ; T; P; n k Þ :¼ l e ðT; PÞ þ RT ln a e ðn e ; T; P; n k Þ; ð2:32Þ
where l e : R 2 # R Ne is the standard chemical potential function of the equilibrium species; a e : R Ne # R Ne is the activity function of the equilibrium species; and R is the universal gas constant. More discussion on the calculation of these thermodynamic quantities can be found in Leal et al. (2013) . Note that the solution of the minimisation problem (2.30) and the evaluation of all functions in Eqs. (2.31) and (2.32) assume T; P and n k as constant parameters.
In Leal et al. (2014) we presented a non-stoichiometric 2 method for multiphase chemical equilibrium calculations that solves problem (2.30). The method is based on an interior-point minimisation algorithm capable of converging from arbitrary initial guesses. It was shown to be able to capture efficiently and robustly any transition in phase assemblage during the calculation. In addition, a performance assessment of the algorithm indicated quadratic rates of convergence near the solution, with sequential equilibrium calculations converging in only a few iterations. Therefore, we adopted this chemical equilibrium method in this work. Alternatively, one can also use a stoichiometric method for the solution of the chemical equilibrium problem. In Leal et al. (2013) we presented a multiphase chemical equilibrium method based on the solution of a system of mass-action equations coupled with general equilibrium constraints. Although this method was also shown to be efficient, we identified that it is not as robust as the recent one in Leal et al. (2014) for capturing transitions in the phase assemblage (i.e., when phases are appearing and disappearing).
Hence, the function u is defined as the solution of Eq. (2.29) and the Gibbs energy minimum problem (2.30).
Numerical integration
Several numerical methods exist in the literature for the integration of Eq. (2.24). Ascher and Petzold (1998), Hairer et al. (2008) and Hairer and Wanner (2010) present methods for stiff and non-stiff system of ordinary differential equations. From our discussions in the previous sections, however, a suitable method for stiff equations should be adopted because of the large differences that can exist in the speeds of the kinetic reactions.
In this work we use the package CVODE (Cohen and Hindmarsh, 1996; Hindmarsh et al., 2005) for integration of the chemical kinetics Eqs. (2.24). This solver is based on the well-known algorithm VODE (Brown et al., 1989) , coded in the programming language C, with improved interface and added capability for dense and banded matrices, using direct or iterative methods for linear systems. The algorithm uses a Adams-Moulton method for non-stiff ODEs, and a backward differentiation formula (BDF) method for stiff ones. In both cases, the step-size used in the numerical integration is variable, such that smaller steps are used in sharper regions, and larger steps in smoother regions.
The solver CVODE calculates the solution at a new time step using an implicit scheme, requiring a system of non-linear algebraic equations to be solved. Two approaches are offered for solving these non-linear equations: Newton iteration and functional iteration. The former uses Newton's method to solve the equations, while the latter uses a successive-substitution method. As a result, the functional iteration approach is advised to be used only for non-stiff ODEs (Hindmarsh et al., 2005) .
The Newton iteration approach is adopted in this work. Although it is more suitable for stiff ODEs, resulting in more efficient calculations that use larger time steps, this approach increases the level of complexity of the numerical integration. This is because using Newton's method requires the Jacobian function
JðuÞ :¼ @wðuÞ @u : ð2:33Þ
Jacobian function
Let us now present a methodology for the calculation of the Jacobian function JðuÞ. Combining Eqs. (2.26) and (2.33), and applying the chain rule in the derivative term, results in:
The partial molar derivatives of the reaction rates @r k =@n can be obtained by differentiating the rate functions either analytically or numerically. In this work we adopt an analytical approach. where @n=@n e and @n=@n k are constant matrices obtained by extracting the columns of the identity matrix I 2 R NÂN corresponding to the equilibrium and kinetic species respectively. The matrix @n e =@b e , on the other hand, needs more effort to be calculated, since it depends on the equations governing the equilibrium state of the equilibrium species.
In order to calculate @n e =@b e , let us write the Lagrange function L of the minimisation problem (2.30):
Lðn e ; y e ; z e Þ :¼ n T e l e ðn e Þ þ ðM e n e À m e Þ T y e À n T e z e ; ð2:36Þ
with M e and m e denoting the mass-charge balance matrix and vector respectively, defined as: 
ð2:37Þ
The vectors y e 2 R Eþ1 and z e 2 R Ne are known as the Lagrange multipliers. In addition, let us write the gradient of the Lagrange function with respect to the molar abundance of the equilibrium species n e : r n Lðn e ; y e ; z e Þ ¼ l e ðn e Þ þ M T e y e À z e :
ð2:38Þ
We refer the reader to Leal et al. (2014) for a more in-depth discussion about these equations. Assume that ðn e ; y e ; z e Þ is the solution of the minimisation problem (2.30). From optimisation theory (Nocedal and Wright, 1999 Therefore, @n e =@b e can be calculated by solving the general system of linear Eqs. (2.50), whose coefficient matrix A e can be computed once the equilibrium state of the system has been found (i.e., once n e ; y e , and z e has been calculated). Note that the kernel matrix K e should be computed only once in the beginning of the integration for efficiency reasons. Note that for some chemical systems the charge-balance condition in the minimisation problem (2.30) may be unnecessary. This is because the system does not have charged species or, a less obvious case, because the charge-balance condition is already implicitly enforced by the mass-balance equations. One way to determine if this happens is to check if the charge-balance equation is linearly dependent of the mass-balance equations. In this case, the explicit charge-balance condition should be removed, implying M e ¼ W e and m e ¼ b e . Our implementation of the algorithm performs this check automatically.
Rates of mineral reactions
In order to model the kinetic dissolution and precipitation of minerals, kinetic rate laws for the mineral reactions are necessary. By adapting the mineral rate laws presented in Lasaga (1981 Lasaga ( , 1998 , Aagaard and Helgeson (1982) , Steefel and Cappellen (1990) , Steefel and Lasaga (1994) , Perkins et al. (1997) , Palandri and Kharaka (2004) , we write the following general rate law for crystal growth and mineral dissolution adopted in this work: r m ðT; P; nÞ :¼ A m ðnÞ X i M m;i ðT; P; nÞ; ð3:1Þ
where r m : R 2þN # R is the rate function of mineral m (in units of moles per unit time); A m is the surface area function of the mineral; and M m;i is the i-th kinetic mechanism function of the mineral (in units of moles per unit surface area and unit time). This functional form of r m allows us to model several kinetic mineral mechanisms such as acid, neutral, base, carbonate, and so forth (Palandri and Kharaka, 2004) .
Estimating the evolution of the mineral surface area in geological formations is very difficult and one of the major source of uncertainty in reaction path simulation. The process is so intricate that it is still not completely understood even in batch reactors Zhu (2009) . In particular, there is the intricate phenomenon of crystal nucleation and growth, which Fritz and Noguera (2009) states that its understanding is hindered by at least three factors: the change in aqueous composition due to parallel reactions such as the dissolution of primary minerals; the variable compositional state of the formed minerals (i.e., solid-solutions as opposed to pure minerals); and the coupling of the reactive processes with transport of the aqueous solutes. Besides all these complexities, however, simplified models for surface area have been introduced in the literature to allow us to understand a little bit more about the water-rockgas interactions. Helgeson and Murphy (1983) and Helgeson et al. (1984) adopted a constant total surface for the reactant mineral. It seems to be a more common practice nowadays, however, to adopt models that allow for the variation of the total surface area of the mineral. We implemented two models for the evolution of mineral surface areas. The simplest one consists of assuming a constant specific surface area r m for the mineral, which allows us to com- In order to model the kinetic dissolution of minerals, it may be necessary to resort to several sources to collect data. In general, each source will present a slightly different equation for the calculation of the mineral rates. As a result, modelling these kinetic processes can be hampered by the necessity to handle a multitude of rate equations.
In Palandri and Kharaka (2004) , however, a general and semiempirical rate equation is presented for the calculation of mineral rates, which is based on the one adopted by GAMSPATH (Perkins et al., 1997) . To achieve this uniformity, they analysed mineral dissolution data from several sources, and used them to regress the parameters of the general equation. Therefore, to take advantage of their large mineral kinetic database, we define the i-th mechanism function M m;i by:
where X is the saturation index of the mineral; j m;i is the rate constant of the mineral reaction (in units of moles per unit surface area and unit time); p i and q i are empirical exponents used to fit the rate law; and C m;i is a function to model catalysts and inhibitors of the mineral reaction. The saturation index X of the mineral is defined by: 
The reaction rate constant j m;i in Eq. (3.4) depends on temperature.
This dependence can be modelled via the Arrhenius equation (Lasaga, 1998 ) as:
where j m;i is the reaction rate constant at 25°C; E m;i is the activation energy; and R is the universal gas constant.
Finally, the catalyst/inhibitor function C m;i is defined as:
where a j is the activity of the j-th species; P g is the partial pressure of the g-th gaseous species; and n j and g g are the exponents of the catalysts, when positive, and inhibitors, when negative. Thus, acid mechanisms can be modelled by setting a non-zero value for n H þ , while a carbonate mechanism would require g CO 2 ðgÞ to be non-zero.
A neutral mechanism, on the other hand, can be modelled by setting both n j and g g to zero for all species. The parameters j m;i ; E m;i ; n j , and g g for several minerals can be found in Palandri and Kharaka (2004) .
Results and discussion
In this section we apply our proposed chemical kinetics algorithm, coupled with chemical equilibrium, to a problem pertinent to carbon dioxide injection in saline aquifers. The injection of carbon dioxide in saline aquifers perturbs the reservoir and initiates several physical and chemical phenomena due to the interactions of the injected gas with the resident fluid and the reservoir rock. The complexity of its computational modelling can be high when both transport processes (e.g., advection, diffusion, dispersion) and chemical processes (e.g., mineral dissolution/precipitation, gas dissolution/exsolution, etc.) are considered (see Pruess et al., 2003; Kumar et al., 2004; Paterson, 2005, 2007; Xu et al., 2003 Xu et al., , 2006 Obi and Blunt, 2006; Audigane et al., 2007) .
Nevertheless, in order to apply the methodology presented in the previous sections, we neglect all transport processes in this study. As mentioned before, we assume that the kinetic process occurs in a well-mixed batch reactor, although our method is designed for eventual incorporation in a reactive transport simulator.
The following activity and fugacity coefficient models were adopted in our calculations: the HKF extended Debye-Hückel activity coefficient model for solvent water and ionic species, Kirkham (1974a,b, 1976) , Helgeson et al. (1981) ; the Setschenow activity coefficient model for neutral aqueous species other than CO 2 (aq); the activity coefficient model of Duan and Sun (2003) for CO 2 (aq); the fugacity coefficient models of Spycher et al. (2003) for CO 2 (g) and H 2 O(g).
The standard chemical potentials l i of the species were obtained using the equations of state of Helgeson and Kirkham (1974a) , Helgeson et al. (1978) , Tanger and Helgeson (1988) , Shock and Helgeson (1988) and Shock et al. (1992) . For this, we used the parameters of the database file slop98.dat from the software SUPCRT92 and the equation of state of Wagner and Pruss (2002) to calculate the density of water and its temperature and pressure derivatives. The equilibrium constants K m of the mineral reactions (3.6) were calculated using the standard chemical potentials of the participating species.
Kinetic modelling of CO 2 injection into carbonate saline aquifers
Consider a subsurface fluid in equilibrium with a carbonate rock. Assume that supercritical carbon dioxide is injected into this system with an amount large enough to saturate the fluid and produce a supercritical CO 2 -rich phase. In order to model and analyse the water-gas-rock interactions produced by the gas injection, we use both our chemical kinetics and chemical equilibrium methodologies. The entire modelling can be subdivided into three stages:
Stage 1: calculation of the equilibrium state of the system comprised of the subsurface fluid and the rock-forming minerals. Stage 2: calculation of the equilibrium state of the system comprised of the injected supercritical carbon dioxide and the resultant solution of the previous stage. Stage 3: calculation of the transient state of the entire system comprised of the rock-forming minerals, the subsurface fluid, and the emerged CO 2 -rich phase.
The first stage ensures that before carbon dioxide is injected, both fluid and rock are in thermodynamic equilibrium. In other words, it models the state of long residency time of the fluid in contact with the reservoir rock, as it would happen in a saline aquifer.
The second stage assumes that the injected carbon dioxide achieves equilibrium with the fluid considerably faster than the rock-forming minerals. This is a reasonable assumption since the speed of mineral dissolution is in general slower than the one for gas dissolution. Hence, we neglect any amount of mineral that is dissolved between the carbon dioxide injection and its equilibrium with the brine.
At the third stage, the rock-forming minerals are in disequilibrium with the rest of the system. By using the chemical kinetics methodology of the previous sections, we can calculate the transient state of the entire system until it achieves equilibrium.
An important assumption in the previous modelling is that pressure is kept constant at all stages. In other words, we assume an expandable system that can accommodate the injected gas and permit an isobaric process. We remark, however, that support for a constant volume system is a work in progress, which will allow us to model the pressure rise with gas injection.
Subsurface fluid and rock compositions
In our modelling, we considered a brine composition representative of a Qatari subsurface fluid. Table 4 .1 presents the analysis of the subsurface fluid of two Qatari reservoirs. There are three samples for each reservoir, from which we can observe large differences in composition, even within the same reservoir. This lack of homogeneity motivated us to choose samples 2 and 3 of Reservoir B as the composition of the brines used in this study, which we will denote by Brine 1 and 2 respectively. Note that Brine 1 is the lower limit case in terms of concentrations of cations and anions, while Brine 2 is the upper limit case (about five times more concentrated than Brine 1). We neglected the presence of the components iron and barium in our calculations.
The mineral composition of the rock chosen in this work is also representative of a Qatari reservoir rock. In Table 4 .2 we show the volume percent of the minerals in two samples of the subsurface rock. The volume composition was obtained by X-ray diffraction analysis.
Chemical system
Given the composition of the subsurface fluid and rock, we need to define the multiphase chemical system to be used in our computational modelling. Using the database of Johnson et al. (1992) , SUPCRT92, we detected all possible aqueous species that could be present in the subsurface fluid. These are listed in Table 4 .3, which also shows the assumed gaseous and mineral species. The pure mineral phases composed of magnesite and halite are considered to capture eventual secondary mineral precipitation.
The chemical system in Table 4 .3 contains several aqueous species. In Table 4 .4 we show the result of the equilibrium calculation at Stage 1, which corresponds to the equilibrium state of the subsurface fluid (Brine 1) and carbonate rock (Rock 1) at 60°C and 150 bar. Note that several aqueous species are present only at very low concentrations. As a result, one can argue that many of these species could be potentially removed without compromising the accuracy of the calculation. This would also dramatically improve efficiency of the calculations, which is specially important for reactive flow simulations due to its large number of chemical equilibrium and kinetics calculations.
However, this must be done very carefully. For example, a species that is present at low concentrations initially can later increase considerably during the kinetic process. In this case, the calculation of the evolution of a simplified system could be inaccurate or even become unstable. Therefore, the full chemical system described in Table 4 .3 was used in this work.
Kinetic rate models and parameters
As mentioned before, we use the mineral rate parameters compiled by Palandri and Kharaka (2004) . The data they present was compiled from several sources, and it has been used extensively in the literature for modelling carbon dioxide storage in saline aquifers, and the quantification of its trapping by mineral mechanisms. In addition, it is also adopted by the TOUGHREACT simulator (see Gunter et al., 2004; Xu et al., 2006 Xu et al., , 2007 André et al., 2007; Gaus et al., 2008) . Table 4 .5 shows the specific surface areas of the minerals controlled by kinetics at Stage 3 of our modelling problem. The choice of the specific surface area of calcite was motivated from the discussion in Schultz et al. (2013) and the value used in Garcia et al. Gaseous phase
Mineral phases
Calcite Dolomite Quartz Magnesite Halite (2011) for modelling calcite dissolution during geological CO 2 sequestration. The specific surface area of quartz was chosen based on the range of values determined by Leamnson et al. (1969) with the Brunauer-Emmet-Teller (BET) gas adsorption method. For the other carbonate minerals, the choice of specific surface area was an intermediate value between the ones chosen for calcite and quartz.
Kinetic reaction path
After determining the preliminary equilibrium states in State 1 and 2, it is then time to calculate the desired transient state of the multiphase system in Stage 3. As pointed out before, at the end of Stage 2 the rock-forming minerals are in disequilibrium with the CO 2 saturated subsurface fluid, which leads to a kinetic process of mineral dissolution/precipitation. In what follows, we will show the kinetic changes that occur in the chemical system until it achieves equilibrium. The calculations assumed a subsurface fluid with a solvent mass of 1 kg and composition given in Table 4 .1; a subsurface rock sample of 500 cm 3 with porosity 0.30, and composition given in Table 4 .2; and 440 g of supercritical CO 2 . Fig. 4 .1 shows the transient state of mineral calcite in Rocks 1 and 2 reacting with Brines 1 and 2 for one month. Observe that Rock 1 achieves equilibrium with the subsurface fluid and the CO 2 -rich phase in a few minutes, while Rock 2 requires just a few seconds. It takes longer for Rock 1 to achieve equilibrium because it has a period of calcite precipitation that starts after 1 s, which does not happen with Rock 2. Recall that Rock 1 has dolomite in its composition, which releases ions Ca 2+ during dissolution that can react with the free bicarbonate ions HCO À 3 in the subsurface fluid to precipitate calcite. This explains why precipitation of calcite is not seen with the dolomite-free Rock 2. Note that the precipitation of calcite in Rock 1 is almost enough to compensate for the initial dissolution. Fig. 4 .2 shows the transient dissolution of dolomite in Rock 1 with Brines 1 and 2. A salting-out effect can be seen in the dissolution of dolomite, where Brine 2 dissolves less because it is more saline than Brine 1. When assuming the dolomite-free Rock 2 in the system, there was no dolomite precipitation for both brines. Thus, the subsurface fluid samples are under-saturated with ions Ca 2+ and Mg
2+
. Fig. 4 .3 presents the transient state of the pH of the subsurface fluids for the two rocks and brines. Observe that the dissolution of the carbonate minerals is followed by an increase in the pH of the aqueous solution. At both initial and final times, the solution is more acidic for less saline brines. However, for a short time during the dissolution of the minerals, it can be seen that the two curves overlap each other. This shows the complex non-linear behaviour of the system with respect to salinity.
In Fig. 4 reacting to produce calcite (see Fig. 4 .1). Note that the concentration of HCO À 3 still increases during this period, which means that its production from the dissolution of supercritical CO 2 is higher than its consumption by the precipitation of calcite. The concentration of the ionic species Mg 2+ increases at the same proportion as dolomite is dissolved into the aqueous solution. Fig. 4 .5 presents the transient increase in the amount of CO 2 in the subsurface fluid. There are two carbon sources in the system from which this increase can occur: the carbonate minerals and the CO 2 -rich phase. Since Fig. 4 .6 shows a simultaneous dissolution of supercritical CO 2 , it follows that the dissolution of carbonate minerals increases the potential of brine to solubilise more carbon dioxide. This is an important water-gas-rock effect with considerable impact for safe carbon storage in saline aquifers, since in all cases the amount of supercritical CO 2 has decreased after one month of reactions. 
Kinetic modelling of pure calcite dissolution
This section presents a kinetic modelling of the calcite dissolution problem in CO 2 saturated water. Peng et al. (2014) recently determined the dissolution rates of calcite in CO 2 saturated waters far from equilibrium. The following major parallel reactions were taken into account in their study: The reaction rates given by Eqs. (4.3) and (4.4) were determined far from equilibrium. Near equilibrium, these rates should continuously decrease to zero in order to reproduce the eventual equilibrium state of the mixture of calcite and CO 2 saturated water. To account for this behaviour, the following rate equations were adopted instead: These introduced factors have negligible effect when calcite is far from saturation, that is, when 0 < Q i =K i ( 1. At equilibrium, calcite is saturated and Q i =K i ¼ 1 for both reactions. Fig. 4 .7 presents the calculated concentration of calcium in the CO 2 saturated water while calcite continuously dissolves. These calculations were compared with the experimental measurements of Peng et al. (2014) at T ¼ 353 K and P ¼ 13:8 MPa. It can be seen that a good accuracy is achieved for the period of time between 5 min and 1 h for which experimental measurements were available.
The calculations indicate that 30 h would be necessary for the system to establish equilibrium. However, this equilibration time is possibly inaccurate due to several uncertainties in the computational modelling. For example, the specific surface area of the mineral remained constant at 208 mm 2 for the entire simulation. In addition, the introduced saturation factors in the reaction rates (4.6) and (4.7) are not necessarily correct, and some adjustments such as: might be necessary to improve the accuracy of the rates, where the exponents n i ; g i would be determined experimentally.
Concluding remarks
We have presented a chemical kinetics algorithm for geochemical systems that is capable of handling both equilibrium and kinetically-controlled reactions. The formulation was derived for general multiphase systems, without presuming any specific details of the phases, species, and reactions. A definition of equilibrium and kinetic species was presented, which allowed us to consider the system as a composition of two disjoint sub-systems. By accounting for mass conservation of chemical elements that would leave/enter the equilibrium and kinetic partitions, we derived a system of differential-algebraic equations that governs the chemical process. These equations were solved with highly efficient computational solvers, using adaptive time step control to ensure accuracy, stability and efficiency. The chemical equilibrium calculations were performed using an efficient Gibbs energy minimisation algorithm, specially developed for sequential equilibrium calculations, like the ones found in geochemical kinetics modelling.
We have successfully applied the algorithm to model a problem pertinent to carbon dioxide injection in saline aquifers. The calculations assumed a geochemical system representative of the subsurface fluid and rock of a Qatari reservoir. The results allowed us to quantify the kinetic water-gas-rock interactions that occur in the system, to analyse the salting out effects on the kinetics of mineral and gaseous dissolution, and to assess the transient trapping of carbon dioxide in the subsurface fluid and rock. In addition, the algorithm was successfully benchmarked against recent experimental data on the kinetic dissolution of calcite in CO 2 saturated waters.
In future work, this method could be combined with a multiphase reactive transport simulator.
