Motivating examples abound within the fields of Markov chain Monte Carlo (MCMC) and Reinforcement Learning (RL), and many of these algorithms can be interpreted as special cases of stochastic approximation (SA). It is argued that it is not possible in general to obtain a Hoeffding bound on the error sequence, even when the underlying Markov chain is reversible and geometrically ergodic, such as the M/M/1 queue. This is motivation for the focus on mean square error bounds for parameter estimates. It is shown that mean square error achieves the optimal rate of O(1/n), subject to conditions on the step-size sequence. Moreover, the exact constants in the rate are obtained, which is of great value in algorithm design.
Introduction
Many questions in statistics and the area of reinforcement learning are concerned with computation of the root of a function in the form of an expectation:f (θ) = E[f (θ, Φ))], where Φ is a vector valued random variable, and θ ∈ R d . The value θ * satisfyingf (θ * ) = 0 is most commonly approximated through some version of the stochastic approximation (SA) algorithm of Robbins and Monro [32, 5] . In its basic form, this is the recursive algorithm θ n+1 = θ n + α n+1 f (θ n , Φ n+1 ) (1) in which {α n } is a non-negative gain sequence, and {Φ n } is a sequence of random variables whose distribution converges to that of Φ as n → ∞. The sequence is a Markov chain in the applications of interest in this paper. There is a large body of work on conditions for convergence of this recursion, and also a Central Limit Theorem (CLT): with θ n = θ n − θ * , lim n→∞ θ n = 0 almost surely lim n→∞ √ n θ n = N (0, Σ θ ) in distribution
The d×d matrix Σ θ is known as the asymptotic covariance. The CLT requires substantially stronger assumptions on the gain sequence, the function f , and the statistics of the "noise" sequence {Φ n } [2, 25] . Soon after the stochastic approximation algorithm was first introduced in [32, 4] , Chung [9] identified the optimal CLT covariance and techniques to obtain the optimum for scalar recursions. This can be cast as a form of stochastic Newton-Raphson (SNR) [14, 15, 12, 11] . Gradient free methods [or stochastic quasi Newton-Raphson (SQNR)] appeared in later work: The first example was proposed by Venter in [39] , which was shown to obtain the optimal variance for a one-dimensional SA recursion. The algorithm obtains estimates of the SNR gain −A −1 (see (2) below), through a procedure similar to the Kiefer-Wolfowitz algorithm [23] . Ruppert proposed an extension of Venter's algorithm for vector-valued functions [33] .
The averaging technique of Ruppert and Polyak [34, 30, 31] is a two-time-scale algorithm that is also designed to achieve the optimal asymptotic covariance. More recently, a two-time-scale variant of the SNR algorithm known as "Zap-SNR" was proposed in [14, 15, 12, 11] , with applications to reinforcement learning. Zap algorithms are stable and convergent under mild assumptions [14, 7] .
Under the typical assumptions under which the CLT holds for the recursion (1), the asymptotic covariance has an explicit form in terms of a linearization [24, Chapter 10, Theorem 3.3] . Assume that the solution tof (θ * ) = 0 is unique, and denote
The error dynamics of the SA recursion are then approximated by the linear SA recursion:
Subject to the assumption that 1 2 I + A is Hurwitz (i.e., Real(λ) < − 1 2 for each eigenvalue of A), the d × d matrix Σ θ is the unique positive semi-definite solution to the Lyapunov equation in which Σ ∆ is also an asymptotic covariance: the covariance matrix appearing in the CLT for the sequence {∆ n } (which may be expressed in terms of a solution to a Poisson equation -see [24, Theorem 2.2, Chapter 10]). The goal of this paper is to demonstrate that the CLT is far less asymptotic than it may appear. For this we focus analysis on the linearization (3), along with first steps towards analysis of the nonlinear recursions. Subject to assumptions on A and the Markov chain, we establish the bound Cov (θ n ) = n −1 Σ θ + O(n −1−δ ) (5) with Cov (θ n ) = E[ θ n θ n ]. Under further assumptions, the bound is refined to obtain δ ≥ 1, and even finer bounds: Cov (θ n ) = n −1 Σ θ + n −2 Σ θ,2 + O(n −2−δ ) (6) where again δ > 0 and formula of Σ θ,2 is obtained in the paper based on a second Lyapunov equation and a solution to a second Poisson equation. It is hoped that these results will be helpful in construction and performance analysis of many algorithms found in machine learning, statistics and reinforcement learning. Identification of the coefficient for the n −2 term from (6) may lead to criteria for gain design when one aims to minimize the covariance with a fixed budget on the number of iterations.
The reader may ask, why not search directly for finite-n bounds of the flavor of Hoeffding's inequality:
P{ θ n ≥ ε} ≤ b 0 exp(−nI 0 (ε)) (7) where b 0 > 0 is fixed, and I 0 is a convex function that is strictly positive and finite in a region 0 < ε 2 ≤ε 2 . The answer is that such bounds are not always possible even for the simplest SA recursions, even when the Markov chain is geometrically ergodic. This is clarified in the first general example:
Markov Chain Monte Carlo
As a prototypical example of stochastic approximation, Markov chain Monte Carlo (MCMC) proceeds by constructing an ergodic Markov chain Φ with invariant measure π so as to estimate π(F ) = F (z) π(dz) for some function F : Z → R d . One then simulates Φ 1 , Φ 2 , . . . , Φ n+1 to obtain the estimates
This is an instance of the SA recursion (1):
Subtracting θ * = π(F ) from both sides of (9) gives, with θ n = θ n − π(F ),
which is (3) in a special case: A = −I, ∆ n+1 = F (Φ n+1 ) − π(F ) and α n = 1/n. A significant part of the literature on MCMC focuses on finding Markov chains whose marginals approach the invariant measure π quickly. Error estimates for MCMC have only been studied under rather restrictive settings. For instance, under the assumption of uniform ergodicity of Φ and uniform boundedness of F (which rarely hold in practice outside of a finite state space), a generalized Hoeffding's inequality was obtained in [19] to obtain the PAC-style error bound (7) . We can not expect Hoeffding's bound if either of these assumptions is relaxed. Consider the simplest countable state space Markov chain: the M/M/1 queue with uniformization, defined with Z = {0, 1, 2, . . . } and
This is a reversible, geometrically ergodic Markov chain when ρ = α/µ < 1, with geometric invariant distribution π(z) = (1 − ρ)ρ z , z ≥ 0. It is shown in [28] that the error bound (7) fails for most unbounded functions F . The question is looked at in greater depth in [17, 16] , where asymptotic bounds are obtained for the special case F (z) ≡ z. An asymptotic version of (7) is obtained for the lower tail:
in which the right hand side is strictly negative and finite valued for positive ε in a neighborhood of zero. An entirely different scaling is required for the upper tail:
where again the right hand side is strictly negative and finite valued for ε > 0 sufficiently small. It follows from (11) that the PAC-style bound (7) is not attainable.
Reinforcement Learning
The theory of this paper also applies to TD-learning. In this case, the Markov chain Φ contains as one component a state process for a system to be controlled. Consider a Markov chain X evolving on a (Polish) state space X. Given a cost function c : X → R, and a discount factor β ∈ (0, 1), the goal in TD-learning is to approximate the solution h : X → R to the Bellman equation:
This functional equation can be recast:
Equation (13a) may be regarded as motivation for the TD-learning algorithms of [36, 38] . Consider a linearly parameterized family of candidate approximations {h θ (x) = θ ψ(x) : θ ∈ R d }, where ψ : X → R d denotes the d basis functions. The goal in TD-learning is to solve the Galerkin relaxation of (13a,13b):
where {ζ n } is a d-dimensional stochastic process, adapted to Φ, and the expectation is with respect to the steady state distribution. In particular, ζ n ≡ ψ(X n ) in TD(0) learning, so that the goal in this case is to find θ * ∈ R d such that:
The TD(0) algorithm is the SA recursion (1) applied to solve (15):
Denoting
the algorithm (16) can be rewritten as:
Note that θ * from (14) solves the linear equation
]. Subtracting θ * from both sides of (17) gives, with θ n = θ n − θ * ,
Under mild conditions, we show through coupling that iteration (18) can be closely approximated by the linear SA recursion (3) with matrix A = E[A n+1 ] and noise sequence ∆ n+1 = A n+1 θ * − b n+1 .
In particular, the two recursions have the same asymptotic covariance if the matrix 1 2 I + A is Hurwitz (see Section 2.3).
Under general assumptions on the Markov chain X, and the basis functions ψ, it is known
] is Hurwitz, and that the sequence of estimates {θ n } converges to θ * [38] . However, when the discount factor β is close to 1, it can be shown that λ max > − 1 2 (where λ max denotes the largest eigenvalue of A), and is in fact close to 0 under mild additional assumptions [14, 11, 13] . It follows that the algorithm has infinite asymptotic covariance: full details and finer results can be deduced from Theorems 2.4 and 2.7.
The SNR algorithm is defined as follows:
Under the assumption that the sequence of matrices { A n : n ≥ 0} is invertible for each n, it is shown in [14, 11] that the sequence of estimates obtained using (19, 20) are identical to the parameter estimates obtained using the LSTD(0) algorithm:
Consequently, the LSTD(0) algorithm achieves the optimal asymptotic covariance. Q-learning and many other RL algorithms can also be cast as SA recursions. They are no longer linear, but it is anticipated that bounds can be obtain in future research through linearization [18] .
Literature Survey
Finite time performance bounds for linear stochastic approximation were obtained in many prior papers, subject to the assumption that the noise sequence {∆ n } appearing in (3) is a martingale difference sequence [10, 26] . This assumption is rarely satisfied in the applications of interest to the authors.
Much of the literature on finite time bounds for linear SA recursions with Markovian noise has been recent. For constant step-size algorithms with step-size α, it follows from analysis in [6] that the pair process (θ n , Φ n ) is a geometrically ergodic Markov chain, and the covariance of θ n is O(α) in steady state. Finite time bounds of order O(α) were obtained in [37, 3, 35, 21] . Unfortunately, these bounds are not tight, and hence their value for algorithm design is limited.
Mean-square error bounds have also been obtained for diminishing step-size algorithms, to establish the optimal rate of convergence E[ θ n 2 ] ≤ b θ /n [35, 3, 8] . The constant b θ is a function of the mixing time of the underlying Markov chain. These results require strong assumptions (uniform ergodicity of the Markov chain), and do not obtain the optimal constant b * θ = trace (Σ θ ). Rather than parameter estimation error, finite time bounds are obtained in [22] for E[ f (θ n ) 2 ], which may be regarded as a far more relevant performance criterion. Bounds are obtained for Markovian models, subject to the existence of a Lyapunov function similar to what is assumed in the present work. It is again not clear if the resulting bounds are tight, or have value in algorithm design.
Contributions
The main contribution of this paper is a general framework for analyzing the finite time performance of linear stochastic approximation algorithms with Markovian noise, and vanishing step-size (required to achieve the optimal rate of convergence of Chung-Ruppert-Polyak). The M/M/1 queue example illustrates plainly that Markovian noise introduces challenges not seen in the "white noise" setting, and that the finite-n error bound (7) cannot be obtained without substantial restrictions. Even under the assumptions of [19] (uniform ergodicity, and bounded noise), the resulting bounds are extremely loose and hence may give little insight for algorithm design. Our approach allows us to obtain explicit bounds, without the uniform boundedness assumption of noise that is frequently imposed in the literature [3, 35, 21, 8] . Instead, it is assumed that the Markovian noise is V -uniform ergodic; an assumption that is far weaker than geometric or uniform mixing.
Our starting point is the classical martingale approximation of the noise used in CLT analysis of Markov chains [29, Chapter 17] and used in the analysis of SA recursions since Metivier and Priouret [27] . Under mild assumptions on the Markov chain, each ∆ n can be expressed as the sum of a martinagle difference and a telescoping term. The solution of the linear recursion (3) is decomposed as a sum of the respective responses:
The challenge is to obtain explicit bounds on the mean square error for each term. We say that a deterministic vector-valued sequence {e n } converges to zero at rate 1/n 0 if
Bounds for the mean-square error are obtained in Thm. 2.4, subject to conditions on both the matrix A and the noise sequence. In summary, under general assumptions on {∆ n }, (iii) If there is an eigenvalue of A satisfying Real(λ) > − 1 2 , and corresponding left-eigenvalue v that lies outside of the null-space of the asymptotic covariance of the noise sequence, then
with ρ 0 = |Real(λ)|. The convergence of E[ θ n 2 ] to zero is thus no faster than n −2ρ 0 .
2 Mean Square Convergence
Notation and Background
Consider the linear SA recursion (3), with the noise sequence {∆ n } defined in (2) . We use the following notation to explicitly represent the noise as a function of Φ n :
A form of geometric ergodicity is assumed throughout. To apply standard theory, it is assumed that the state space Z is Polish (the standing assumption in [29] ). We fix a measurable function V : Z → [1, ∞), and let L V ∞ denote the set of measurable functions g : Z → R satisfying
The Markov chain Φ is assumed to be V -uniformly ergodic: there exists ρ ∈ (0, 1), and
where π is the unique invariant measure, and π(g) = g(z) π(dz) is the steady state mean. The uniform bound (24) is not a strong assumption. For example, it is satisfied for the M/M/1 queue described in Section 1.
The following are imposed throughout:
Assumptions:
(A1) The Markov process Φ is V -uniformly ergodic, with unique invariant measure denoted π.
(A2) The d × d matrix A is Hurwitz, and the step-size sequence α n ≡ 1/n, n ≥ 1.
For any g ∈ L V ∞ , denoteg(z) = g(z) − π(g), and
It is evident thatĝ ∈ L V ∞ under (A1). Further conclusions are summarized below. Thm. 2.1 (i) follows immediately from (A1). Part (ii) follows from (i) and [29, Lemma 15.2.9] (the chain is also √ V -uniformly ergodic).
Theorem 2.1. The following conclusions hold for a V -uniformly ergodic Markov chain: (25) has zero mean, and solves Poisson's equation:
Assumption (A3) implies that the sequence {∆ n } appearing in (3) is zero mean for the stationary version of the Markov chain Φ. Its asymptotic covariance (appearing in the Central Limit Theorem) is denoted
where the expectations are in steady state.
A more useful representation of Σ ∆ is obtained through a decomposition of the noise sequence based on Poisson's equation. This now standard technique was introduced in the SA literature in the 1980s [27] .
With f * defined in (23) , denote byf a solution to Poisson's equation:
This is in fact d separate Poisson equations since f * : Z → R d . It is assumed for convenience that the solutions are normalized sof has zero steady-state mean. This is justified by the fact that f − π(f ) also solves (28) under assumption (A3). The fact thatf
We then write, for n ≥ 1,
Each of the sequences is bounded in L 2 , and the asymptotic covariance (27) is expressed
where the expectation is taken in steady-state. The equivalence of (29) and (27) appears in [29, Theorem 17.5.3] for the case in which ∆ n is scalar valued; the generalization to vector valued processes involves only notational changes.
Decomposition and Scaling of the Parameter Sequence
We now explain the decomposition (21) . Each of the two sequences { θ M n } and { θ T n } evolves as a stochastic approximation sequence, differentiated by the inputs and initial conditions:
The second recursion admits a more tractable realization through the change of variables, Ξ n = θ T n + α n Z n+1 , n ≥ 1.
Lemma 2.2. The sequence {Ξ n } evolves as the SA recursion
Lemma 2.2 combined with (30) gives
where θ
n = Ξ n , and θ
n . It is more convenient to work directly with the recursion for the scaled sequence:
For any ∈ (0, 1/2], the scaled sequence θ n = n θ n admits the recursion,
where n = + ε(n, ) with ε(n, ) = O(n −1 ), and A(n, ) = (1 + n −1 ) A.
Denote θ

Mean Square Error Bounds
Fix the initial condition (Φ 0 , θ 0 ), and denote Cov (θ n ) = E[ θ n θ n ] and Σ Z = E π [Z n Z n ]. The following summarizes bounds on the convergence rate of E[ θ n 2 ] = trace (Cov (θ n )).
Then, for the linear recursion (3),
where Σ θ ≥ 0 is the solution to the Lyapunov equation (4) . Consequently, the rate of conver-
Let v = 0 denote a corresponding left eigenvector, and suppose that Σ ∆ v = 0. Then, E[|v θ n | 2 ] converges to 0 at rate n −2 0 .
The proof of Thm. 2.4 is contained in Section 2.5. The following negative result is a direct corollary of Thm. 2.4 (ii):
converges to zero at rate no faster than 1/n 2 0 .
One challenge in extension to nonlinear recursions is that the noise sequence depends on the parameter estimates (recall (2)). This is true even for TD learning with linear function approximation (see (18) and surrounding discussion). Extension to these recursions is obtained through coupling.
Consider the error sequence for a random linear recursion
subject to the following assumptions:
(A4) The sequences {A n , b n } are functions of the Markov chain:
Moreover, the matrix A is Hurwitz, and θ * = A −1 b. Theorem 2.6. Suppose Assumptions A1-A4 hold. If the matrix 1 2 I + A is Hurwitz, the error bound
. The proof of the theorem is via coupling with (3) . For this we write (36) in the suggestive form
With common initial condition Φ 0 , the sequence { θ • n } is compared with the error sequence { θ • n } for the corresponding linear SA algorithm:
The difference sequence {E n := θ • n − θ • n } evolves according to (3), but with a vanishing noise sequence:
By decomposing A n+1 − A into martingale difference and telescoping sequences based on Poisson's equation, the technique used to prove Thm. 2.4 can be used to obtain the following bound on the mean-square coupling error. Let λ = − 0 +ui denote an eigenvalue of the matrix A with largest real part (i.e., 0 is minimal).
Thm. 2.7 provides a remarkable bound when ρ 0 > 1: it immediately implies Thm. 2.6 because the mean-square coupling error E[ E n ] 2 tends to zero at rate no slower than n −2 , which is far
). An alert reader may observe that Theorems 2.6 and 2.7 leave out a special case: consider ρ 0 < 1 2 , so that the rate of convergence of E[ θ • n 2 ] is the sub-optimal value n −2ρ 0 . The bound obtained in Thm. 2.7 remains valuable, in the sense that it combined with Thm. 2.4 (ii) implies the rate of convergence of E[ θ • n ] 2 is no slower than n −2ρ 0 . However, because E[ E n ] 2 and E[ θ • n 2 ] tend to zero at the same rate, we cannot rule out the possibility that θ • n = E n + θ • n converges to zero much faster. In particular, it remains to prove that if there is an eigenvalue λ of A that satisfies − 0 = Real(λ) > − 1 2 , and an eigenvector v = 0 satisfying Σ ∆ v = 0, then, E[|v θ • n | 2 ] converges to 0 at rate n −2 0 .
Implications
Thm. 2.4 indicates that the convergence rate of Cov (θ n ) is determined jointly by the matrix A, and the martingale difference component of the noise sequence {∆ n }. Convergence of { θ n } can be slow if the matrix A has eigenvalues close to zero.
The result also explains the slow convergence of some reinforcement learning algorithms. For instance, the matrix A in Watkins' Q-learning has at least one eigenvalue with real part greater than or equal to −(1 − β), where β is the discount factor appearing in the Markov decision process [40, 14, 11] . Since β is usually close to one, Thm. 2.4 implies that the convergence rate of the algorithm is much slower than n −1 . Under the assumption that A is Hurwitz, the 1/n convergence rate is guaranteed by the use of a modified step-size sequence α n = g/n, with g > 0 chosen so that the matrix 1 
Then, for some δ = δ(A, g, Σ ∆ ) > 0,
We can also ensure the 1/n convergence rate by using a matrix gain. Provided A is invertible, and if it is known beforehand, α n = −A −1 /n is the optimal step-size sequence (in terms of minimizing the asymptotic covariance) [1, 25, 13] . The SQNR algorithm of [33] and the Zap-SNR algorithm [14, 11] provide general approaches to recursively estimate the optimal matrix gain.
The next subsection is dedicated to the proof of Thm. 2.4. The proofs of the technical results are contained in the Appendix A.
Proof of Thm. 2.4
Denote Cov (θ (34) . The proof proceeds by establishing the convergence rate for each Cov (θ 
Let v = 0 denote the corresponding left eigenvector, and suppose moreover that
converges to 0 at rate n −2 0 .
The telescoping sequence term
Let v = 0 denote the corresponding left eigenvector, and suppose moreover that Σ ∆ v = 0. Then,
We obtain the convergence rate of Cov (θ n ) based on
For case (i), by Prop. 2.9 (i) and Prop. 2.10 (i), there exists δ = δ(
The cross terms between θ (i) n and θ (j) n for i = j are of smaller orders than O(1/n) by the Cauchy-Schwarz inequality. Therefore, for a possibly smaller δ > 0,
For case (ii), lim n→0 n 2 E[|v θ n | 2 ] = 0 for each < 0 can be obtained from Prop. 2.9 (ii) and Prop. 2.10 (ii) directly by the triangle inequality. For > 0 , the result lim n→0 n 2 E[|v θ n | 2 ] = ∞ is established independently in Lemma A.10.
Finer Error Bound
Finer Decomposition with Second Poisson Equation
Withf in (28) and thatf
where Z n =f (Φ n ), and ∆ m n+1 = Z n+1 − E[ Z n+1 | F n ] is a martingale difference sequence. The type of decomposition in Section 2.2 can be applied to θ (2) n in (31) for n ≥ 2:
The first two sequences evolve as SA recursions:
. Therefore, θ n for n ≥ 2 can be decomposed as:
Finer Mean Square Error Bound
The error bound (6) is obtained from (43):
Theorem 2.11. Suppose Assumptions (A1)-(A3) hold, and moreover Real(λ) < −1 for every eigenvalue λ of A. Then, for the linear recursion (3),
, and Σ is the unique solution to the Lyapunov equation:
Denote the correlation between θ (a) n and θ
n are different terms in (43). The key results that help establish Thm. 2.11 are summarized in the following proposition. The proof is in Appendix A.4. 
Proof of Thm. 2.11. With the decomposition in (43), we have 
Putting those results together gives
for some δ > 0, where Σ := Σ (1) + Σ (2) solves the Lyapunov equation (44).
Conclusions
Performance bounds for recursive algorithms are challenging outside of the special cases surveyed in the introduction. The general framework developed in this paper provides tight finite time performance for linear stochastic recursions under mild conditions on the Markovian noise, and we are confident that the techniques will extend to obtain similar bounds for nonlinear stochastic approximation provided that the linearization (2) is meaningful. The bound (5) implies that, for some constant b θ and all n,
It may be argued that we have not obtained a finite-n bound, because a bound on the constant b θ is lacking. Our response is that the precision of the dominant term is most important. We have tested the bound in numerous experiments in which the empirical mean-square error is obtained from multiple independent trials, and the resulting histogram is compared to what is predicted by the Central Limit Theorem with covariance Σ θ . It is found that the Central Limit Theorem is highly predictive of finite-n performance in most cases [14, 11, 13] . While it is hoped that further research will provide bounds on b θ , it seems likely that any bound will involve high-order statistics of the Markov chain; evidence of this is the complex coefficient of n −2 in (6) for the special case δ = 1. Current research concerns these topics, as well as algorithm design for reinforcement learning in various settings.
A Appendices
A.1 Proofs for decomposition and scaling
Proof of Lemma 2.2. Recall the summation by parts formula: for scalar sequences
This is applied to (30b), beginning with
Hence with a k = α k and b k = Z k+1 , the identity (47) implies
By substitution, and using θ T 0 = 0,
With Ξ n := θ T n + α n Z n+1 for n ≥ 1 we finally obtain for N ≥ 1,
which is equivalent to (31) .
Proof of Lemma 2.3. Consider the Taylor series expansion:
where the second equation uses n −1 − (n + 1) −1 = n −1 (n + 1) −1 . With α n = 1/n, the following bound follows: (n + 1) = n 1 + α n+1 ( + ε(n, ))
where ε(n, ) = O(n −1 ), and ε(n, ) > 0 for all n.
Multiplying both sides of (3) by (n + 1) , we obtain θ n+1 = θ n + α n+1 n θ n + A(n, ) θ n + (n + 1) ∆ n+1
where n = + ε(n, ) and A(n, ) = (1 + n −1 ) A.
Lemma A.1. Let 0 > 0, L ≥ 0 be fixed real numbers. Then the following holds for each n ≥ 1 and 1 ≤ n 0 < n:
The remainder of the proof involves establishing the bound
For n 0 = 1 this follows from the bound n k=1 α k ≥ ln(n + 1), and for n 0 ≥ 2 the bound (48) follows from n k=n 0 α k > ln(n + 1) − ln(n 0 − 1) − 1. Proof. Recall the decomposition of θ n in (32): θ n = θ
n evolving as First consider θ (1) n . Since the martingale difference ∆ m n+2 is uncorrelated with θ (1) n , denoting e n = θ
T , we obtain the following from (49a):
Letting λ • > 0 denote the largest eigenvalue of T , we arrive at the following simplification of the first term in (50)
where L denotes the induced operator norm of A with respect to the norm · T . We then obtain the following recursive bound from (50) and (51)
Therefore, e n+1 → 0 at rate at least n −2 .
For θ
n , we use similar arguments. We obtain the following from (49b) by the triangle inequality.
Using the same argument as in (51), along with the inequality
Then by the same argument for the martingale difference term, we can show that θ
n T → 0 at rate at least n − . Given θ
n T = α n Z n+1 T converges to zero at rate 1/n, the proof is completed by the triangle inequality.
A.2 Proof of Prop. 2.9
(i) Recall that {∆ m n } is a martingale difference sequence. It is thus an uncorrelated sequence for which θ (1) n and ∆ m n+k are uncorrelated for k ≥ 2. The following recursion is obtained from these facts and (30a)
Multiplying each side by n + 1 gives
The following argument will be used repeatedly through this Appendix: the recursion for nCov (θ (1) n ) is a deterministic SA recursion for nCov (θ (1) n ), and is regarded as an Euler approximation to the stable linear system d dt X (t) = (1 + e −t )[X (t) + AX (t) + X (t)A ] + Σ ∆ + e −t AX (t)A (52)
Stability follows from the assumption that 1 2 I + A is Hurwitz. The standard justification of the Euler approximation is through the choice of timescale: let t n = n k=1 α k and let X n (t) denote the solution to this ODE on [t n , ∞) with X n (t n ) = nCov (θ (1) n ), t ≥ t n , for any n ≥ 1. Using standard ODE arguments [5] , sup k≥n X n (t k ) − kΣ
n )} to zero at rate 1/n δ for some δ = δ( 1 2 I + A, Σ ∆ ) > 0.
(ii) Denote e 0 n = E[|v θ 0 n | 2 ] and λ = − 0 + ui. We begin with the proof that lim inf n→∞ e 0 n > 0 (53)
Let v denote the conjugate of v. Consequently, with σ 2 n (v) = v Σ ∆n v, e 0 n+1 = [1 + ε v (n, 0 )/(n + 1)] 2 + u 2 /(n + 1) 2 e 0 n + (n + 1) 2 0 −2 σ 2 n+2 (v) V -uniform ergodicity implies that σ 2 n (v) → v Σ ∆ v > 0 as n → ∞ at a geometric rate. Fix n 0 > 0 so that σ 2 n 0 (v) > 0, and hence also e 0 n 0 +1 > 0. We also assume that 1 + ε v (n, 0 )/(n + 1) > 0 for n ≥ n 0 , which is possible since ε v (n, 0 ) = O(n −1 ).
For N > n 0 we obtain the uniform bound log(e 0 N ) ≥ log(e 0 n 0 +1 ) + 2
n v > 0. The proof of an upper bound for 0 < 1/2: by concavity of the logarithm,
Using concavity of the logarithm once more gives log(e 0 n+1 ) ≤ log(e 0 n ) + 2ε v (n, 0 )/(n + 1) + ε v (n, 0 ) 2 (n + 1) 2 + 
where L is the induced operator norm of 1 2 I + A, and λ • > 0 denotes its largest eigenvalue. Consequently, by the inequality
Fix n 0 > 0 such that for n ≥ n 0 ,
This is possible since D n T = O(n −1 ). Denote δ = min( 1 4λ• , 1 4 ) and K = sup n≥n 0 [I + A]Z n+1 T , which is finite because Z n+1 T converges. We obtain the following from (55)
Apply (56) repeatedly for n ≥ n 0
n T → 0 at rate at least n −δ . The desired conclusion follows: letting λ • > 0 denote the smallest eigenvalue of T ,
With v θ 0 ,(2) n 2 := E[|v θ 0 ,(2) n | 2 ], we obtain the following from (57) by the triangle inequality v θ 0 ,(2)
, we obtain the following bound from (58):
Iterating (59) A.4 Proof of Prop. 2.12
n , the following recursion follows from (30a): 
Subtracting Σ θ from both sides of (60) gives the recursion
Similar to the decomposition in (30), we have E n = E (1) n + E (2) n , each evolving as
Since Σ ∆ n+2 −Σ ∆ converges to zero geometrically fast, {E (1) n } converges to zero faster than {E (2) n }. Multiplying each side of (62a) by n + 1 gives
The recursion for {nE (1) n } is treated as in the proof of Prop. 2.9 (i). Consider the matrix ODE,
Let t n = n k=1 1/k and let X n (t) denote the solution to this ODE on [t n , ∞) with X n (t n ) = nE (1) n , t ≥ t n , for any n ≥ 1. We then obtain as previously, sup k≥n X n (t k ) − kE
Recall that Σ
(1) ≥ 0 is the solution to the Lyapunov equation (45). Exponential convergence of X to Σ (1) implies convergence of {nE (1) n } at rate 1/n δ for δ = δ(A + I, Σ ∆ ) > 0. Therefore, nE n = Σ (1) + O(n −δ ). 
Given Cov (θ
n ) ], the following is obtained from these facts:
Denote C n = nR (2,1),(1) n . Multiplying both sides of the previous equation by n + 1 gives
Multiplying each side of this equation by n + 1 once more results in (n + 1)C n+1 = (n + 1)
where the error term D
n+1 consists of two components:
] that converges to zero at a geometric rate and AC n A − C n .
As previously, this is approximated by the linear system
With the same argument used in (i), {nC n + nC n } converges to Σ (2) in (46) at rate 1/n δ for δ = δ(A + I) > 0. Therefore, nC n + nC n = Σ (2) + O(n −δ ) and R 
Hence it suffices to consider the correlation between θ for n ≥ 1 is
] converges to zero geometrically fast under V -uniform ergodicity of Φ. Then we consider the expectation of the following: As previously, we denote W 2 T = E[W T W ] for a random vector W , and denote by M T the induced operator norm of a matrix M ∈ R d×d . In the following result the vector W is taken to be deterministic. Proof. For any vector W ∈ R d and l ≥ 1, we have
Denote function h k+1,n+2 :
: Z * → R as the (i, j)-th entry of h k+1,n+2 for 1 ≤ i, j ≤ d. 4 . Suppose Assumptions (A1) and (A3) hold. For each 1 ≤ i, j ≤ d,
Proof. By the definition of V * -norm,
Combining (68) and (69) gives
i,j : Z → R by the conditional expectation:
This is bounded by a constant times V * :
V -uniform ergodicity of Φ is equivalent to the following drift condition [29, Theorem 16 .0.2]: for some β > 0, b < ∞, and some "petite set" C,
The proof is then completed by applying the smoothing property of conditional expectation.
Lemma A.5. Under Assumptions (A1) and (A3), there exists K < ∞ such that the following hold
Proof. By the triangle inequality, For (72b), first notice that
With fixed initial condition Φ 0 = z, by equivalence of matrix norms, there exists a constant K such that
(72b) then follows from the triangle inequality:
Lemma A.6. For fixed ρ ∈ (0, 1), there exists K < ∞ such that for all n ≥ 2,
Proof. Denote γ = − log ρ > 0 and observe that the function t −1 exp(γt) is increasing over [1, ∞) .
The following holds for n ≥ 2
Now consider the integral: for any t 0 ∈ (1, n),
The proof is completed by setting K = γ −1 K . Proof of Prop. 2.12 (iii). Following (65), we have 
For the second term in (67), it admits a simpler form 
for some constant K . By Lemma A.6, there exists another constant K such that
This combined with (74) shows that
Following (73), we obtain the desired result:
A.5 Unbounded moments
This section is devoted to the proof that lim n→∞ E[|v θ n | 2 ] = ∞ for > 0 (see Thm. 2.4 (ii)).
Since it suffices to show the result holds for 0 < < 1 2 , we assume < 1 2 throughout. Recall that λ = − 0 + ui.
Consider the update of θ n in (33) 
. Note that˜ n+1 is strictly positive for sufficiently large n.
For a fixed but arbitrary n 0 and each n ≥ n 0 , we have v θ n+1 = v θ n 0 n+1 k=n 0 +1
with β n = n −1 / n l=n 0 +1 [1 + α l˜ l + α l ui]. The analysis of {v θ n } is mainly based on the random series appearing in (75), which requires the following three preliminary results:
Lemma A.7. There exists some n 0 such that for each n > n 0 ,
Proof. Note that |β n − β n+1 | 2 = |β n+1 | 2 |β n /β n+1 − 1| 2 , so it is sufficient to bound the second factor:
Consider the real part in (76): since ε v (n, ) = O(n −1 ), there exists n 0 such that |ε v (n, )| ≤ − 0 and˜ n+1 = − 0 + ε v (n, ) > 0 for n ≥ n 0 . Consequently,
Given 0 < − 0 < 1 2 , we can increase n 0 if necessary, such that 1 +˜ n+1 + α n+1˜ n+1 ≤ 2 for n ≥ n 0 . Then we have
For the imaginary part, observe that
The proof is completed by summing the bounds for the real and imaginary parts. 
There exists a deterministic constant K > 0, such that for all n 0 and each sequence γ ∈ 1 ⊆ 2 ,
hence by the Markov property,
where z = Φ n , and the last equality holds by the assumption γ ∈ 1 and dominated convergence. For each n, letting γ n = (γ 1 , . . . , γ n ) denote γ truncated at index n, we have
where [R] n ∈ C n×n is the covariance matrix with each entry defined as
[R] n is Hermitian and positive semi-definite. With λ n ≥ 0 denoting the largest eigenvalue of [R] n , we have
By the Gershgorin circle theorem [20] , the maximal eigenvalue is upper bounded by the maximum row sum of absolute values of entries: 
Given |v f | 2 ∈ L V ∞ , by (24) ,
The Markov chain Φ is also √ V -uniformly ergodic. By (24) for
The other two terms on the right hand side of (80) are bounded as follows:
where sup i ir i exists since lim n→∞ nr n = 0. Consequently, there exists some deterministic constant K independent of z such that, the largest eigenvalues {λ n } are uniformly bounded sup n λ n ≤ K V (z )
Combining this with (78) and (79) gives
Therefore,
The desired conclusion then follows by setting K = K (B V V (z) + π(V )). Proof. With fixed n 0 , equation (75) gives a representation for v θ n+1 for each n ≥ n 0 . It is obvious that lim inf n→∞ n k=n 0 +1 |1+˜ k α k +α k ui| 2 = ∞. Hence it suffices to show that lim inf n→∞ E[|v θ n 0 + n+1 k=n 0 +1 β k v ∆ k | 2 ] is strictly greater than zero.
By Fatou's lemma,
where the equality holds by Lemma A.8. By the law of total variance,
Apply once more the decomposition based on Poisson's equation:
By the law of total variance once more,
Note that lim n→∞ E[ n k=n 0 +1 β k ∆ vm k+1 | F n 0 +1 ] converges to zero almost surely. With {β n } ∈ 2 and the Jensen's inequality, we have for all n,
Then by the dominated convergence theorem, E E[ ∞ k=n 0 +1 β k ∆ vm k+1 | F n 0 +1 ] 2 = 0. Therefore,
where σ 2 n = Var (∆ vm n ). For the telescoping term on the right hand side of (81), we have
(83) Given {β n − β n+1 } ∈ 1 by Lemma A.7, Lemma A.9 indicates that there exists some constant K independent of n 0 such that,
Combining (82) and (83) gives
Since |v f | 2 ∈ L V ∞ and σ 2 n → σ 2 = v Σ ∆ v > 0 at a geometric rate, we set n 0 sufficiently large such that Lemma A.7 holds and moreover for all n ≥ n 0 , σ 2 n ≥ 1 2 σ 2 ,
Then,
The desired conclusion then follows from (75) 
which is a matrix version of (26) . Denote ∆ A n+1 = A(Φ n+1 ) − E[ A(Φ n+1 ) | F n ] (a martingale difference sequence), and A n = A(Φ n ). Then, from (36) ,
The sequence {E n } from (38) The partial sum can be estimated by an integral: with 2 − 2 ≤ 0, 
n } updated via (84b). By the triangle inequality and the inequality 
