Markovian and known at the receiver, while the transmitter has only a coarse quantization of the fading process, what capacity penalty comes from having the transmitter act on the current coarse quantization alone? For time-varying channels which experience rapid time variations, sender and receiver typically have asymmetric channel side information. To avoid the expense of providing, through feedback, detailed channel side information to the sender, the receiver offers the sender only a coarse, generally time-averaged, representation of the state of the channel, which we term slow variations. Thus, the receiver tracks the fast variations of the channel (and the slow ones perforce) while the sender receives feedback only about the slow variations. While the fast variations (micro-states) remain Markovian, the slow variations (macro-states) are not. We compute an approximate channel capacity in the following sense: each rate smaller than the "approximate" capacity, computed using results by Caire and Shamai, can be achieved for sufficiently large separation between the time scales for the slow and fast fades. The difference between the true capacity and the approximate capacity is ( log 2 ( ) log( log( ))), where is the ratio between the speed of variation of the channel in the macro-and micro-states. The approximate capacity is computed by power allocation between the slowly varying states using appropriate water filling.
I. INTRODUCTION
I N order to achieve tractable results, channel models considered for capacity computation tend to be very simple. Yet there are few results concerning to what extent such simplification affects the validity or channel capacity computations and of the policies for achieving capacity. Our purpose in this paper is to investigate, for one example, the validity of a simplified channel model and of capacity-achieving policies based upon such a simplified model. We are interested in considering the effect of imperfect information decoupling when the sender channel side information (SCSI) is a coarse representation of the receiver channel side information (RCSI). We explore how the interplay between, on the one hand, the asymmetry in SCSI and RCSI and, on the other hand, their relationship, affects capacity. The long-term state of the channel would generally be related to the time average, over some recent past, of the observed signal-to-noise ratios (SNR's). The receiver and sender do not know in general the cause of fading, to determine whether shadowing effects (usually the cause of slow variations) or multipath effects (usually the cause of fast variations) are at work. The sender and receiver will in general only have information concerning the channel state seen at the receiver. The slow variations may be interpreted as the long-term state of SNR behavior, while the fast variations are the short-term SNR behavior. A natural framework is one in which instantaneous good and bad SNR's are possible for different slow-fading states, but that transitions among slow-fading states tend to occur when the recent history of the channel follows certain patterns. For instance, a recent history of poor SNR's would generally indicate that we are transitioning to a slow fade.
In fading channels, channel side information (CSI) at the sender and the receiver can be obtained from many sources, for instance, sounding signals embedded in the communications signal, out-of-band pilot tones, or measurements from users in other frequency bands or time slots. Asymmetry in directions of channels in different bands or directions render perfect knowledge of CSI at the transmitter difficult to obtain without very detailed feedback from the receiver. In many circumstances, RCSI and SCSI are asymmetric, although related. In particular, when the channel is rapidly varying, providing full feedback from the receiver to the sender regarding the CSI may be onerous and inefficient. Consider the case of communications at typical carrier frequencies for commercial wireless systems, say in the 2-GHz range. For a user traveling at 60 mi/h, the Doppler spread is of the order of 0.5 kHz. If each update takes roughly 12 bits, then a 6-kHz channel would be required for feedback-a bandwidth which may be possibly more advantageously used for data transmission. For our motivating example, a more attractive option is to have the sender have partial SCSI, while the receiver may have full RCSI.
In this paper, we consider a discrete-time finite-state Markov channel (FSMC). The RCSI, which we term the micro-states, is a full description of the FSMC. The SCSI, which we term the macro-states, is a coarser representation of the RCSI states. The sender only knows that the current micro-state is within a certain macro-state. The macro-states represent the slow variations of the channel. Fig. 1 illustrates the micro-states and the macrostates we consider. The detailed states are the RCSI-the receiver knows the detailed micro-states, for instance, through the use of sounding signals embedded in the transmission. The SCSI information may be obtained from feedback from the receiver and is a coarse quantization of the RCSI. Of course, higher and lower values of instantaneous SNR may occur within a window of certain average or quantized values. Note that fades are possible while we are in a good macro-state and, conversely, SNR surges are possible while we are in a weak macro-state. Thus, fast variations which are atypical of the current macro-state do not necessarily indicate that we have left the macro-state. Our SCSI is a deterministic function of the RCSI. In our case, if the detailed states form a FSMC, then the macro states, which are a partition of the set of micro-states, are not Markov.
Our analysis relies on the fact that the variations of the macrostate are, on average, much slower than those of the micro-state. We thus consider a perturbation type of approach to our FSMC. Returning to our motivating example, let us consider that the macro-state changes, on average, every 2 s. Then, if we denote by the ratio between the speed of change of the macro-state and that of the micro-state, . We make use of the fact that is very small to get a handle on the capacity of our channel. Perturbation approaches for modeling of Markov channels have been considered in [10] . Approximating channels using finitestate channels has been done in [9] , using results from [8] . However, those results do not consider CSI and thus cannot be directly extended to our problem, although the insight from those results is useful.
The capacity of time-varying channels with perfect or imperfect SCSI at the sender and possibly imperfect RCSI has been considered in a very general framework in [2] , which also provides a thorough overview of relevant work in the area of Markov channels. The results of [2] apply to the case we consider, and establish a relevant coding theorem. Our work is complementary to the results in [2] . While those results provide the relevant coding theorems, several important questions remain when we consider a specific channel model.
• What is the stochastic characterization of the behavior of a specific channel? • How may we compute or approximate capacity, and how does capacity depend on relevant channel parameters? • What are simple schemes, for instance power control policies, that will allow us to approach capacity? This paper seeks to answer these questions for the type of channel we have discussed above and for which we provide a model in the next section. The first question is addressed in Section III. Sections II and V address the last two questions jointly, establishing a power control policy that approaches capacity. The main channel parameter we consider is .
Recent work in this area has established simple capacity results for certain types of SCSI and RCSI. In particular, the capacity is known for Markov channels when the SCSI is a delayed version of the RCSI [12] . The capacity for several general types of single-user channels where the SCSI is a deterministic function of the RCSI is given by [1] , which also presents a comprehensive overview of capacity results for channels with CSI. In particular, [1] gives an exact, intuitive, and simple capacity result for the case when the RCSI is perfect; the SCSI state is a deterministic function of the RCSI state; and the probability mass function of the channel states conditioned on all the past SCSI is equal to that conditioned on the current SCSI state only. It is this last condition, which entails that the SCSI process is also Markov, that renders the results of [1] not applicable to our channel model, since the history of all past macro-states gives information about channel state beyond that contained in the present SCSI alone.
Although the model of [1] does not apply directly, it is natural to conjecture that, as decreases, a simplified model consistent with the results of [1] should yield an increasingly good approximation to the true capacity. Our results support this intuition and quantify the effect of the spread between the speed of the slow variations (SCSI) and that of the fast variations (RCSI). Our results also show, however, that the loss in accuracy due to assuming that the SCSI and the RCSI are both Markov decreases sublinearly in . Using the capacity results for Markovian SCSI, established by Caire and Shamai in [1] , our work seeks to establish the sensitivity of capacity to particular model differences (Markovian SCSI versus near-Markovian).
In the next section, we present our model for channel variations and the main theorem of our paper, relating to the behavior of the channel given by our model to capacity. In Section III, we analyze the behavior of the channel by creating an order-perturbation model of the original channel. For this modified channel, which obeys the conditions of [1] , a capacity can be found, as shown in Section IV. We call this capacity the approximate capacity of the channel. The difference between the true capacity and the approximate capacity is shown to be . In Section V, we discuss our results and present our conclusions.
II. MODEL AND CODING THEOREM
In this paper, which requires extensive notation, we have attempted to balance, on the one hand, precision and consistency, which may lead to a surfeit of notation, with, on the other hand, elegance and simplicity. As a result, we reserve certain indices for certain variables, except when we deem ambiguity to be unlikely, and its risk to be outweighed by the fatigue cumbersome notation causes in the reader. We indicate matrices and vectors through underlining. The lower and upper limits of the range of a vector are given by subscripts and superscripts, respectively, except when the lower limit is 1, in which case it is omitted. When confusion is unlikely, we omit the range of a vector altogether. For instance, , , and are all probability vectors associated with the micro-states of the macro-state . We omit their size, which corresponds to the number, , of micro-states in . Whenever practical, we reserve the indices and for the macro-state and micro-state being considered, respectively. Thus, we generally consider, in macro-state , the th micro-state, which we denote by . The variables we generally reserve for indices in a vector or matrix, although they may sometimes be used to index states.
We consider a bandlimited system and assume that bandwidth broadening due to time variations is negligible. The Nyquist input and output sampling rates are thus taken to be equal. After sampling, we use a discrete-time model to describe our channel, , and its input. The channel is described by an FSMC, whose states we refer to as micro-states. Let denote the random variable corresponding to the micro-state at time unit . To each micro-state corresponds a single gain value. The mapping from a state to its gain value we define to be the function . Thus, is the random variable corresponding to the signal attenuation at time . The sampled received signal at time is given by the random variable where is the transmitted signal and is the result of sampling bandlimited additive white Gaussian noise (AWGN). Thus, the 's are independent and identically distributed (i.i.d.), with mean and variance . The sender has an average power constraint , i.e., codewords of length are constrained by
The sample values of , and are denoted by the same letters using lower case. Let be the random variable which identifies the macrostate that the Markov chain is in at the th time instant. Thus, at time instant , the SCSI is and the RCSI is . Moreover, is a deterministic function of . At time instant , the micro-state is and the macro-state is iff , which implies . The 's are chosen using the SCSI, which is causal. Hence,
The micro-states form a discrete-time Markovian fading process defined by the stochastic matrix , where is block-diagonal with blocks and the th block (which is also a stochastic matrix) is denoted by . Each block is a stochastic matrix. The entry of is , which denotes the probability of transition from micro-state to micro-state for the set of probabilities corresponding to . Let be the stationary probability vector associated with , i.e.,
Define an matrix as follows: the entry of is given by (2) and . Note that is also a stochastic matrix and let be its stationary probability vector, i.e.,
. We can interpret the entries of as being the long-term transition probabilities among macro-states and as approximating the steady-state probability of being in . Indeed, as we show in the next section, , where is the actual steady-state probability of being in macro-state . The channel model we consider for the state behavior is shown in Fig. 1 .
Our main result is the following. is the known characterization of the capacity, with an explicit parametrization in terms of . The theorem states that, for sufficiently large time-scale separation in the variations associated with the micro-and macro-states, the capacity can be approximated by to within . Thus, is an approximate expression for capacity which exploits that two time-scale property of the Markov channel.
III. CHANNEL BEHAVIOR IN TERMS OF
In this section, we show that, if stays in a macro-state for at least time units, where , then, for any time instant , the probability that is in micro-state conditioned on still being in at time , is close to . Recall that is the stationary probability vector associated with block . The motivation for showing this is as follows. Even if the sender had access to additional sender side information at the time of each macro-state transition, the results of this section will show that, after units, the sender's estimate of the channel state is nearly independent of this additional side information. We will make use of this fact to create an upper bound to the channel capacity in the next section. Throughout our discussion, we consider an arbitrary past , and future . Define
For simplicity, we omit explicit indexing on for . We seek to show that, if is sufficiently large, then is approximately equal to . To this end, define a new transition matrix as follows:
Note that, for small can be interpreted as the transition matrix of a new Markov chain defined over the same set of states associated with the micro-states in . We have in effect created a transition matrix for micro-states within macro-state such that the weight of transitions out of macro-state are reassigned to micro-state self-transitions. Let the vector be defined as follows: (6) where is the vector whose elements are the values of the initial probability mass function over the states of the Markov chain, To avoid cumbersome notation, we omit explicit indexing on for the 's. It follows from our definition of that
Lemma 1: For all (7)
Proof: See the Appendix.
It now remains for us to show that is also an approximation of for large enough. This is the crux of the following, central lemma. We now show that a similar result holds when we consider both past and future macro-states. The probability of being in a particular micro-state, conditioned on being in the same macrostate for many more time samples in the past and future is virtually the same as the approximate steady-state probability obtained when the macro-state is an absorbing state. The following theorem states this fact in more detail. Note that we again omit explicit indexing on . Note also that, in the following, we consider Theorem 2: Let and define for all . Then, there exists and such that and all (8) , for all . Proof: See the Appendix 1.
IV. CHANNEL CAPACITY USING A REDUCED-ORDER MODEL
AT THE TRANSMITTER The difficulty in establishing the capacity of the channel lies in the fact that the macro-state transitions gives us partial infor-mation about the current micro-state. This information is difficult to quantify. However, as we have shown in the previous section, the longer we stay in a macro-state, the less relevant this information becomes over most of our stay in a macro-state.
In order to prove our main theorem, we construct channels whose capacity upper-and lower-bounds the capacity of our channel. We provide a lower bound by choosing a specific input distribution, and then show that the difference between the upper bound and the lower bound is . A lower bound on capacity is given by (9) subject to , where is the probability of being in micro-state and is, as defined earlier, the probability of being in macro-state . The lower bound holds by virtue of the fact that selecting a particular distribution for the input cannot yield a better result than maximization over all allowable input distributions. Specifically, we choose the input symbols to be independent zero-mean Gaussian random variables with variance in macro-state . We now establish an upper bound to our channel capacity. Let be the channel micro-state such that is the largest among all micro-states in . The upper bound to the capacity of our channel is obtained by constructing a new channel as follows. Whenever there is a transition from one macro-state to another in , the channel remains in the state for time until no macro-state transitions have occurred for time units in . After that time, reverts to the micro-state that is in. Thus, under our definition, if a macro-state change occurs time units after the last macro-state change and the next macro-state change occurs more than time units after, then will remain in state for time units. At the end of that time, reverts to behaving like , except that the SCSI of includes the micro-state at the time of the last macro-state change. Fig. 2 illustrates a sample behavior for and the corresponding behavior for . The capacity of is higher than that of . During the intervals shown as shaded areas in Fig. 2 , the channel has perfect RCSI and SCSI and, moreover, its SNR is the best possible SNR, which is given by the gain of the best micro-state over all sets . Outside those shaded areas, behaves as . We call an interval where behaves as an active interval (shown in white in Fig. 2) . We term the beginning of the th active interval and its duration. Since we do not know how to maximize the mutual information in the capacity expression for , we now seek to obtain an upper bound to , the capacity of . In order to upper-bound , we construct two channels, and , with average power constraints and , respectively. We shall later relate these channels, as well as and , to our original channel, , and to . Channel is created as follows. For every transition from one macro-state to another in , the channel produces no output for time until no macro-state transitions have occurred for time in . At these times, we define the channel to be in an inactive state. At all other times, which we term active intervals as for follows the behavior of . Channel is constructed as follows. Whenever channel experiences a macro-state transition, behaves as a simple bandlimited AWGN channel whose gain is given by . We term this behavior the active state of . At all other times, provides no output. We term this behavior the inactive state of . Note that, because we may have macro-state transitions within a interval, the times when may be active and the times when may be active may overlap. Moreover, the total duration of the active intervals of and we consider may be greater than the time over which we observe .
Lemma 3: The capacity of is Proof: Let be the indicator function of macro-state transitions, i.e., it is 1 if there was a transition at time instant and 0 otherwise. We define (10) the number of transitions by time . Thus, by time , the number of time samples spent transmitting in is . Over time , the energy per transmitted symbol when we transmit over is . The maximum average mutual information per time unit between the input and the output of over time samples is given by (11) It now remains to be shown that reaches a limit as . First, given our Markov model, the 's decorre-late and we may therefore apply the Law of Large Numbers for decorrelating random variables to obtain that (12) where . Let us define the function as (13) The function is continuous, concave, bijective, and increasing over the positive reals . Note that . Thus, from (12) , , , such that , where is the set of positive integers.
Expression (14), implies that such that , such that
Moreover, from Jensen's inequality
Thus, . Finally, we may select to be where (see Theorem 2). Then . Hence,
Expression (17) yields the statement of our lemma. Moreover, note that for small , we may write that Let us now consider and obtain an upper bound on its capacity, . Furthermore, let us define to be the sample mean length of stay in a macro-state up until time . Using the Law of Large Numbers for decorrelating random variables applied to , we obtain that (20) Combining (20) and (19), we obtain that, as , the limit of the probability that the time we spend transmitting over is at least is 1. By definition, intervals for which has a nonzero output satisfy condition (8) . Let represent a vector of power assignments over symbols. Since we know that to maximize mutual information, we may use symbols that have a Gaussian distribution and are mutually independent symbol to symbol, we can simply consider the problem of maximizing mutual information over the set of power assignments. If we knew, for all the symbols, what the SCSI is for the past, present, and future, then we could only achieve a higher maximum. Conditioned on that information, we can select for a particular realization of the SCSI over the symbols a vector which maximizes the average mutual information for the symbols. Note that is a function of the SCSI realization, but we omit any indexing on that realization for the sake of simplicity. The components of the vector are , which is the power used at time sample . Let be the indicator function which takes the value iff the macro-state at time is and 0 otherwise. Over symbols, the maximum average per symbol mutual information between inputs and outputs, conditioned on the RCSI and subject to the average power constraint , is given by (21) where is, as defined previously, the probability of being in micro-state of macro-state at time , conditioned on our past, present, and future SCSI over all symbols. Hence, from our results in Theorem 2, we may write that (22) as (23) subject to the average power constraint (24) for every realization. We may write that (25) where we are still subject to the average power constraint (24) for every realization of the 's. We have, from (23) and (25), (26) at the bottom of the page, subject to the average power constraint (24) for every realization of the 's. Using the concavity of and Jensen's inequality, we get (27) also at the bottom of the page, subject to (24) for every realization of the 's. We can rewrite (24) as (28) The constraint can be weakened (thus giving a further upper bound) if we replace (28), which is a constraint for each realization, by its expected value over the 's, conditioned in the values of the 's. The weakened constraint is (29) for every possible realization of . Thus, using Jensen's inequality, and the relaxed constraint in (29), we may write (30) at the bottom of the page.
Since power assignments only depend on the SCSI is proportional to , the realization of over which we condition. Thus, is a constant, which we define to be . We may thus modify upper bound (30) as in (31) We may now use Lemmas 3 and 4 to find an upper bound to . Moreover, we further upper-bound and by allowing . Combining these upper bounds with our lower bound (9), we obtain Theorem 1.
V. CONCLUSION
We have shown that the assumption that fast and slow fades are both Markovian is accurate within in the case where the fast fades are Markovian and the slow fades are quasi-Markovian. Moreover, the power-allocating policy used in [1] for the case where both slow and fast fades are Markovian achieves this approximate capacity. Our results show that, as expected, the policies and capacity computations for the case when slow and fast fades are Markovian are approximately accurate when the slow fades are quasi-Markovian. However, the rate of convergence is much slower than .
Our results only consider one aspect of the question of the robustness of capacity computation and capacity-achieving policies to channel models. Many simplified models, such as block-fading channels, are attractive from the point of view of tractability but are clearly very simplified. The sensitivity of the results obtained by using such models is an interesting question to justify the applicability of results obtained through simple models.
APPENDIX

Proof of Lemma 1:
Consider the elements of : see (33) at the bottom of the page, where we have used the fact that the denominator in the last line of that equation is equal to one. Next, note (34) at the bottom of the page. Comparing the expressions in (33) and (34), for and , we may readily see that
In general, we have the first equation at the top of the following page and we have (35) also at the top of the following page, where we have made use of the fact that the denominators in (35) are all equal to . Now, by induction, the proof follows.
Proof of Lemma 2:
Let be the stationary probability vector associated with the stochastic matrix . The vectors and are the left eigenvectors of and , respectively, corresponding to the eigenvalue of .
Note, from (4) and (5) 
where denotes a matrix whose elements are the magnitudes of the elements of . Since must be a stochastic matrix, is constrained to lie in a compact set around zero. Further, owing to the fact that is a continuous function of (which is a consequence of the fact that the eigenvalues of a matrix are continuous functions of the elements of the matrix), each element of can be upper-bounded. Thus, from (5), (40) implies that there exists a such that (38) holds. Now the statement of the lemma follows from (38), Lemma 1, and (36).
Proof of Theorem 2:
We first note defined in (41) at the bottom of the page. Let us define to be as shown in (42) 
