Abstract
Introduction
The first step of the risk management process is the identification of risk, but while great attention has been paid to the risk analysis process, only limited research efforts have been directed to risk identification [1] . Most risk management process descriptions emphasize a need to identify 'risks' early in the process, typically restricting this to risk events and sometimes to just threats. Effective risk management needs to address uncertainty in a broad sense, with early consideration of all sources of uncertainty and associated responses [2] . Maytorena et al. [1] also point out that risk identification is inconclusive unless it is addressed from a creative point of view.
Valid information is important in identifying risk and understanding the likelihood and the consequence of each risk. The history records of risk events happened in an organization are the most important information for risk identification. There are many methods to collection the historical risk events, for example checklist, brainstorming et al. But the existing method for risk identification largely depends on the experience of the members in the risk management team. Their reliability is suspicious especially in a complex organization with various projects. In a large organization, there are too many departments to completely cover by the investigation of risk identification and employment turnover may be high which can lead to the lack of some experience about records of risk events. The situation can be worse if the organization has a long history because it is impossible to find an employee who can specify historical risk events.
As well as we known, the administration of an organization should require employees to record thoughts and experiences in files whether hard copy or electronic form which contains valid information about risk management. So, even the employees are not available for the investigation of risk identification, we can collect information from related files.
The documents in an organization which come in the form of both paper and electronic may contain the information which could be identification, assessment and risk treatment of risk events that have happened in the history of the organization. The information is objective and statistically. With the help of some experienced employees in an organization, the factors, the consequence and the treatment of the risk events can be found in related documents.
The technology of text classification can be applied to simplify the process of collecting information from documents. But there is a wildly existing problem in the analysis of the document of an organization that the quantity of documents is always large. It is an unrealizable work to analyze and classify the documents in an organization by hand.
The application of technology of automatic document classification/categorization can solve the above problem. The text classification task consists of learning models for a given set of classes and applying these models to new unseen documents for class assignment. It is mainly a supervised classification task, where a training set consisting of documents with previously assigned classes is provided, and a testing set is used to evaluate the models [3] . Text classification can be a subjective problem, since the labels or categories that an expert can attribute to a document may vary with the purpose of the classification and personal experience. The purpose of a machine learning approach is to capture this subjectivity by examine the documents classified by the expert.
Using topic models for documents classification has also recently been an area of considerable interest. Latent Dirichlet Allocation or LDA, has quickly become one of the most popular probabilistic text modeling techniques in machine learning and has inspired a series of research papers. Given the potential advantages of LDA as a generative model of documents, and the encouraging results with topic models in previous work, we carried out a detailed process of risk identification from large collections of documents.
The rest of the paper is organized as follows. In Section 2 a brief overview of previous work is presented. The works before organizational risk identification is then discussed in Section 3. In Section 4 the proposed process of organizational risk identification is introduced, followed by some concluding remarks and envisioning future research in Section 5.
Related work

Risk Identification
Risk identification determines which risk that might affect the organization and register their characteristics. Participants in risk identification activities can be all members of the organization and experts that are stakeholders. Risk identification is an iterative process because new risks may be known as some projects running by the organization progresses through their life cycle. The frequency of iteration and who participates in each cycle will vary from case to case [4] .
Risk taxonomies
The objectives of risk identification are to identify and categorize risks that could affect the organization. The outcome of risk identification is a list of risks. What is done with the list of risks depends on the nature of the risks and the organization. On noncomplex organization with little uncertainty, the risks may be kept simply as a list of items. On complex organizations that are by nature uncertain, the risks can feed the rigorous process of assessment, analysis, mitigation and planning, allocation, and monitoring and updating.
Risk management has gradually been recognized as an established discipline. In response to this evolution, several international organizations started working in the 1990s to create recognized standards of accepted risk management practice. Recent risk management standards and guidelines include the risk management standards of the Canadian Standards Association, the Standards Australian and Standards, the International Organization for Standardization, NASA. All these standards and guideline stress the importance of risk identification [5] .
Indeed, the list of identified risks should be comprehensive as unidentified risks can pose a major threat to the organization.
Literature review shows that these risk taxonomies, the so-called "classifications of risks", are structured in several different ways. Some risk taxonomies list risks according to the sources of the risk, e.g., making the distinction between environmental risks, political risks, and economic risks, while other risk taxonomies concentrate solely on risk related to a specific industry or service sector, e.g., chemical industry, the medical sector, etc. Still other classification schemes rank risk according their order of importance as perceived by the users [6, 7] .
Risk identification process
The risk identification process begins with the workers compiling the organizations' risk events. The identification process will vary, depending on the nature of the organization and the risk management skills of workers. Risk are currently identified using a variety of techniques, such as brainstorming and workshops, checklists and prompt lists, questionnaires and interviews, Delphi groups or nominal group technique, and various diagramming approaches such as cause-effect diagrams [8] . Risk identification can be accomplished via a combination of various techniques following a specific procedure [9] . Risk identification is best conducted as an iterative, group-based activity.
Text Classification
Text classification is a supervised learning task in which documents are assigned to categories based on the training on a labeled document set. It has gained great popularity and importance in recent years since the amount of documents in electronic medium which necessitate organization and arrangement increased considerably. A large amount of statistical technique and machine learning approaches have been used for this task such as naive Bayes, linear regression, rocchio, neural network, k-nearest neighbor and support vector machines [10] .
The most common document formalization for text classification is the vector space model founded on the bag of words. The main advantage of the vector space model is that it can readily be employed by classification algorithms. [11] . In text classification, generally a document is represented as a set of words without regarding grammar and word order. This representation is called "bag of words" model. However, the bag of words is suited to capturing only word frequency; structural and semantic information is ignored. It has been established that structural information plays an important role in classification.
Since a document set may contain thousands of words, a "bag of words" representation of a document will probably have a very high dimensionality. This situation is a critical challenge for most learning algorithms. Therefore, feature selection is broadly used in text categorization systems for the purpose of reducing the dimensionality. Dimensionality reduction has many benefits such improving the interpretability of data, reducing the time and storage requirements and speeding up the learning process. Moreover, it may improve the classification accuracy since it can prevent over fitting by eliminating the terms that are useless or misleading for the classifier.
Feature selection on textual data is mostly based on feature ranking in which all features are ranked by a metric that estimates their importance and then the ones with the highest ranks are selected. In the literature, there are many feature selection metrics and Document Frequency. The first two metrics are supervised while the last one, DF, is an unsupervised metric.
Feature selection is at least as important as the choice of the induction algorithm in text categorization. Accordingly, many studies to evaluate the feature selection metrics have been done in recent years. Reference [12] evaluates five of the most popular feature selection metrics on the Reuters and Ohsumed datasets. In a later study [13] SVM is also considered and compared with other classifiers. Local policy is considered and a comprehensive evaluation of many well-know feature selection metrics is given in [14] . Some more advanced feature-selection approaches that use higher order decisions and take the feature-to-feature correlation into account when selecting the feature set such as odds ratio, CFS and Markov blanket are investigated in [15] . Finally, some well-known feature selection metrics and the policies were evaluated in datasets with different characteristics with a focus on the comparison of the feature selection policies in.
Using topic models for document representation has also recently been an area of considerable interest in machine learning. One of the most successful generative topic models is latent Dirichlet allocation (LDA). LDA models every topic as a distribution over the terms of the vocabulary, and every document as a distribution over the topics. These distributions are sampled from Dirichlet distribution. The application of LDA include entity resolution, fraud detection in telecommunication systems, image processing and ad-hoc retrieval. The LDA also can be used for supervised text categorization in the area of language processing.
As a much simpler topic model, the mixture of unigrams model generates a whole document from one topic under the assumption that each document is related to exactly one topic. This assumption may, however, be too simple to effectively model a large collection of documents. In contrast, LDA models a document as a mixture of multiple topics. Fig.2 is a summary of our process in risk identification using LDA. We create a document collection from the result of OCR and the electronic files in an organization. The document collection can provide raw texts as training sets for the process of modeling to build models which can be used in the classification of the rest of the documents. 
Works before organizational risk identification
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OCR
Optical character recognition (OCR) is the branch of computer science that involves the mechanical or electronic translation of scanned images of handwritten, typewritten or printed text into machine-encoded text. It can be used to convert books and documents into electronic files. With this technology, it is easy to edit the text, search for a word or phrase, store it more compactly, display or print a copy free of scanning artifacts.
An optical scanner for reading text and sophisticated software are included in all OCR systems. Most OCR systems use a combination of hardware and software to recognize characters. A typical OCR system comprises three components: an image scanner, software and hardware and an output interface.
The document analysis is the first step in the OCR procedure, where the image scanner captures the text images. After that, the optical recognition is done. Most of these systems can analyze text in several fronts. There is the suitable processing which corrects any wrong classification or limits the choices after analyzing the image patterns and recognizing them. Finally the user is presented with the OCR results through the output interface.
Chinese Natural Language Processing
It is generally agreed among researchers that word segmentation is a necessary first step in Chinese language processing. Chinese word segmentation has been a very important research topic not only because it is usually the very first step for Chinese text processing, but also because its high accuracy is prerequisite for a high performance Chinese text processing such as Chinese input, speech recognition, machines translation and language understanding, etc. Lack of clear delimiters between words in a Chinese sentence renders Chinese NLP unique from Western language, e.g., English. For this reason, automatic word segmentation, the major step in Chinese morphological analysis, lays down the foundation of any modern Chinese information systems [16] .
The work of word segmentation requires supplementary linguistic resource for effective word segmentation. Although some of resources are available, they are not in machine-readable form. This makes Chinese NLP difficult.
Part-Of-Speech (POS) tagging is applied to the word sequence after word segmentation. This requires a POS dictionary, in which a word is associated with its POS tag(s). More than one tag to a word is common. The position of the word in the sentence can be used to decide which tag to use.
Syntactic analysis develops the sentence structure based on the results of word segmentation and POS tagging. Syntactic analysis is structured hierarchically rather than the same as the linear sequence of the words. So, the texts should be transformed into a syntactic tree based on a set of predefined grammar rules and the corresponding parsing algorithm. The tree provides the core information structure for further computer processing.
ICTCLAS (Institute of Computing Technology, Chinese Lexical Analysis System) is an open-source Chinese lexical analysis system. The system uses an approach based on multi-layer HMM. ICTCLAS includes word segmentation, Part-Of-Speech tagging and unknown words recognition.
Text Classification
The text classification task consists of learning models for a given set of classes and applying these models to new unseen documents for class assignment. It is mainly a supervised classification task, where a training set consisting of documents with previously assigned classes is provided, and a testing set is used to evaluate the models. Text classification is illustrated in Fig 1, including the pre-processing steps (document representation and space reduction/feature extraction) and the learning/evaluation procedure (SVM, LDA, etc.). Pre-processing alters the input space used to represent the documents that are ultimately included in the training and testing sets, used by machine learning algorithms to learn classifiers, which then are evaluated.
For many previous researches, SVM is used as the learning method, since in previous studies it was asserted that SVM is almost always a very good classifier in text classification. It is designed for solving binary classification problems by finding a hyper plane in n-dimensional space that separates positive and negative examples with the largest possible margin. By this way, the generalization error unseen example is minimized [17] .
Figure 2. Flow chart of text classification
The now commonplace ability to accurately and inexpensively classify the documents about risk management makes available a variety of description of risk events. Latent Dirichlet Allocation (LDA) which is used for modeling language can help us to classify documents according to the topics of the risks in the organization. 
Employing Latent
After a sufficient number of iterations we arrive at a topic assignment sample z . Knowing z , the variable j and J are estimated as We call the above method model inference. After the model is built, we make unseen inference for every new, unseen document d . The J topic distribution of d can be estimated exactly as in (3) once we have a sample from its word-topic assignment z . Sampling z is usually performed with a similar method as before, but now only for the position i and d :
To verify (4), note that the first factor in (1) is approximately equal to 
Risk identification based on the result of text classification
We have documents from the organizations which are implying the risk management. The risk events are divided into several categories. The categories can be changed to fit the characters of the organization. For example, Charette [17] proposed a framework for risk categorization based on risk causes and level of predictability in software risk management and Noonan and Thamhain [18] proposed a risk factor framework that can aid in the categorization and analysis of project risks. We apply the LDA model to the documents, and then the statistical results of the documents can be acquired through the works in Section 3. The reason to choose LDA to do complete this work has been described in [19] .
The result is quick to use, and they provide useful guide for areas in which the organization has a depth of experience, particularly for projects that are standard or routine in nature. For example, the statistical result can provide a checklist for such frequent activities as tendering or contract negotiations, designed to avoid or minimize the risks in those activities.
While the result of text classification can be valuable for routine activities, they can be a major handicap for non-standard or unique projects. When a project is not the same as anything the organization has dealt with before, then a checklist can provide s constraint on creative thought by preconditioning the expectations of those involved and blocking the identification of risks that go beyond those in the existing documents, so that the unique aspects are not assessed as fully necessary. For projects that involve new features, a brainstorming approach is recommended initially, with checklist reserved for stimulating brainstorming sessions, reviewing the identification process and ensuring that no known issues have been left out. Similar comments apply to the use of previous experience as a guide for generating lists of risks.
Conclusions and future research
The idea that risk is knowledge management previously presented by Neef [20] is implemented in this paper through the construction of the process through the classification of information that already exists in organizational documents. The information is valuable knowledge that can be used by management to imply effective risk identification. The process integrates risk management and knowledge management into one homogeneous method that starts with existing information and ends with knowledge that emerges as list of risk events, which are basis for decisions regarding risk management plan.
In this paper, an in-depth understanding of the organizational risk factors and risk events that organization might encounter was yielded by the integration of qualitative and quantitative research methods. The qualitative aspect is supported by texts classification, which is relatively rare in risk management but a well-established research method in the management sciences, with extensive applications in the field of information sciences, behavioral sciences, psychology and communications. Understanding the texts classified to various risk categories with respect to its context provides deeper insights of risk events. The application of text classification technique appears to be most appropriate, especially as it has been used by several researchers in the past, though based on different type of information. The categories were then used for quantitative analysis. The research method of statistical analysis was used in this study mainly due to its predictive power, which is of immense importance in structuring future possible occurrences.
The method of risk identification by analyzing the documents presented in this study yielded significant results. However, the amount and quality of the documents containing information of risk events is on the current management of the organization, thus, limiting the field of application of the method. Another imposed limitation dealt with the decision to refrain from the range of collating the documents which is hard copy due to the cost of the OCR, thus relinquishing the possibility to analyze the relative risk events the organization may have. Further expending the investigation of various methods in information retrieval, in addition to those investigated in the current study, might improve the presented method and yield an event better result.
