Ultrafast spectroscopy gives insight into the relaxation and dephasing of electrons during the first femtoseconds after an optical excitation. A theoretical description of this early-time regime requires a proper treatment of retardation effects for the different scattering processes. The scattering of electrons by optical phonons is investigated within the S-matrix formalism. This perturbative scheme, equivalent to the non-equilibrium Green's function technique of Kadanoff and Baym ͓Quantum Statistical Mechanics ͑Benjamin, New York, 1962͔͒, reproduces the phonon oscillations observed in four-wave mixing experiments on GaAs. The differential transmission spectrum, however, shows a sharper phonon replica than in experiments where additional dephasing mechanisms such as electron correlation effects may further broaden the replica.
I. INTRODUCTION
Ultrafast spectroscopy has brought much insight into the scattering of charge carriers during the first femtoseconds after an optical excitation. 1 In this early-time regime, both the coherence of the scattering processes and the energy uncertainty play essential roles.
The coherence induced by the laser is not completely lost during the first scattering processes, and quantum interference effects may lead to beatings in the optical response of the system. In particular oscillations with the LO-phonon frequency have been observed in four-wave mixing ͑FWM͒ experiments on GaAs, which were interpreted as evidence of memory effects. 2 Non-energy-conserving processes play a significant role for times shorter than typical transition energies. In particular a sharpening of phonon satellites has been observed in differential transmission ͑DT͒ experiments, and interpreted as a signature of energy uncertainty in the early-time relaxation. 3 The theory usually describes the excitation of charge carriers by the laser within semiconductor Bloch equations ͑SBE's͒, which give the time evolution of the density distributions in both bands, and of the interband polarization. 4 The scattering processes, however, are taken into account by instantaneous scattering rates as in Boltzmann equations, thus treating relaxation as totally incoherent and energy conserving. 5 One of the most successful theoretical approach going beyond semiclassics is quantum kinetics, which describes the coupling to the light field as in SBE's, while the scattering terms depend on the system's past history. 6, 7 These memory or so-called non-Markovian terms are deduced from nonequilibrium perturbation theory 8 by expressing two-time Green's functions with one-time density matrices, a procedure strictly valid only for noninteracting particles. 9 Despite this uncontrolled approximation, the quantum kinetics equations have successfully reproduced many of the experimental features of the coherent regime, such as phonon oscillations, 2 broad phonon satellites, 10 or the buildup of screening by excited carriers. 11 Another approach to ultrafast dynamics describes the scattering processes via a hierarchy of equations for manyparticle correlation functions, which is truncated to a closed set of equations by mean-field arguments. These methods encompass both the density-matrix approach which performs an expansion in coupling strength, [12] [13] [14] and the expansion in powers of the light field by Victor et al. 15 They have been extensively applied to relaxation by phonon emission 13, 16, 17 and Coulomb correlation effects. 18 Purely quantum approaches, which avoid any of the above approximations necessary to have a closed set of equations, are usually not able to simulate nonlinear experiments on realistic models. Nonequilibrium Green's-function theory, which has been applied to both coupling to phonons 19 and to Coulomb correlations, 20 requires a large computational effort due to the explicit dependence of Green's functions on twotime variables. Several variational methods have also given insight into the memory effects for simplified lowdimensional models. 21, 22 Recently, however, nonequilibrium Green's-function equations have been solved numerically with no further approximation for a realistic model of a semiconductor excited by a single pulse. 23 The present work expands the S-matrix formalism introduced in Ref. 24 for electron interactions, to the coupling of electrons with phonons. This perturbative method is a purely quantum approach equivalent to the Green's-function theory, as shown explicitly here. However, it allows one to design approximations very similar to the variational methods, e.g., to restrict the scattering processes to states with few phonons. In contrast to the variational methods, the scheme is applied to realistic models for a bulk semiconductor and to nonlinear optical probes such as FWM or DT. An efficient algorithm is presented which solves Dyson's equation while avoiding any storage of two-time quantities.
In Sec. II, the model and the main results are described. Section III presents the formalism and the one-phonon approximation. Section IV illustrates the effect of energy un-certainty on the phonon replica for a solvable onedimensional model. The simulations of the DT experiments on GaAs are presented in Sec. V. The phonon oscillation in FWM is first studied for a solvable two-level system in Sec. VI, and for bulk GaAs in Sec. VII.
II. MODEL AND RESULTS
A two-band model describes a bulk semiconductor with a direct gap E G and with band dispersions ⑀ ck ϭប 2 k 2 /2m c ϩE G and ⑀ vk ϭϪប 2 k 2 /2m v for the conduction and valence bands, respectively. The electrons interact via the Coulomb interaction U(q)ϭe 2 /⑀ 0 q 2 . An external electromagnetic field E(t) excites electrons from one band to the other with a dipole matrix element which is assumed to be independent of wave vector. Finally the electrons interact with an opticalphonon mode of flat dispersion at the frequency ⍀ via a Frölich coupling 25 
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We focus here on optical excitations by short laser pulses, where electrons initially in the filled valence band are promoted into the conduction band and emit phonons. We want to describe the optical properties of the semiconductors in the first femtoseconds after the pulse when only a few phonons are created, and the electrons have not totally lost the phase coherence they acquired during the optical excitation.
A description of this early-time regime requires a proper treatment of retardation effects for the different scattering processes. We use the S-matrix formalism, which performs a perturbative expansion of creation and annihilation operators in different scattering channels. 24 This expansion is discussed in detail in Sec. III. The remaining part of the present section gives a brief account of the approximation used in our calculations and summarizes the main results.
The approximation restricts the scattering processes to those channels with at most one phonon in the final state, and treats the Coulomb interaction at the Hartree-Fock level. The coupling to the light E(t), however, is computed exactly in order to have access to the nonlinear regime. The electron annihilation operators a ␣k (t) have both a single-particle contribution g ␣␤k (t,0)a ␤k and a phonon contribution which involves products of electron and phonon operators such as a ␤kϩq (b q ϩb Ϫq † ). The retarded Green's function g satisfies Dyson's equation, with a self-energy accounting for emission and reabsorption of one virtual phonon: the so-called Born approximation. We now summarize the main results of this work.
͑1͒ We show in Sec. III that the S-matrix formalism is equivalent to nonequilibrium perturbation theory. However, it allows one to design variational-like approximations including a maximal number of phonons.
͑2͒ An efficient algorithm is developed which does not require the storage of two-time quantities, and thus avoids much of the numerical problems encountered in Green'sfunctions calculations. 19, 20 This procedure allows the simulation of nonlinear optical probes in a realistic model of a semiconductor within a fully quantum approach.
͑3͒ The S-matrix formalism correctly reproduces the broad phonon replica in the density distribution of an electron relaxing by emission of phonons, as checked for both a solvable one-dimensional model in Sec. IV and for an optically excited semiconductor in Sec. V. The width of the replica is attributed to energy uncertainty which allows nonenergy-conserving transitions for times smaller than the phonon period.
͑4͒ The phonon replica in the DT signal shown in Fig.  1͑a͒ , is significantly sharper than in experiments on GaAs. 3 This result suggests that energy uncertainty alone cannot account for the broad replica observed experimentally, and that additional dephasing mechanisms such as electron correlation effects have to be included to reproduce the experimental findings.
͑5͒ The sharp replica in DT contrasts with the broad features seen in the density distribution. In analogy to Ref. 16 , this difference is attributed to interferences between phononscattering effects and optical excitation processes as discussed in Sec. V.
͑6͒ The quantum beats in FWM are studied in Sec. VI for a two-level system where the S-matrix results compare very well with the exact (3) response except for a renormalization of the beating frequency.
FIG. 1. Differential transmission ͑DT͒ signal computed with ͑a͒ the S-matrix formalism and ͑b͒ the semiconductor Bloch equations ͑SBE's͒ using as input the S-matrix results for the density distribution and for the interband polarization created by the pump pulse. The S-matrix results show a sharp phonon replica at lower energy even for zero time delay ϭ0, while the replica is very broad with the SBE's.
͑7͒
The FWM is simulated in Sec. VII for the two-band model of GaAs. The S-matrix formalism quantitatively reproduces the phonon oscillations observed in experiments. 
III. FORMALISM
The S-matrix formalism perturbatively computes the time evolution of creation and annihilation operators in the Heisenberg picture. The diagrammatic technique was developed in Ref. 24 , and applied to excitonic effects at the Hartree-Fock level. Here we implement the scheme for the electron-phonon model of Eq. ͑1͒ beyond the mean-field approximation to account for emission or absorption of a single phonon. We also outline the equivalence with the nonequilibrium perturbation theory, 8 and use the notation of Green's functions 26 instead of the original S-matrix language. The section presents the general procedure for the S-matrix expansion, and then works out the mean-field approximation for the Coulomb interaction between electrons, and the non-self-consistent Born approximation for the coupling to phonons. Section III D gives the equations for the density matrix, and Sec. III E a brief account of the numerical algorithm.
A. General expansion
The electron annihilation operator at time t is formally expanded in scattering channels a ␣ k (t)ϭ ͚ n a ␣ k (n) (t), where the channels involve an increasing number of phonons or particle-hole excitations with increasing order n. The different channels are orthogonal, ͕͗a ␣ k
for n m, with the average computed in the initial state, i.e., a filled valence band and an empty conduction band without any phonon. The orthogonality is achieved via the normal ordering of electron and phonon operators, as explained in Appendix A.
The zeroth-order term a ␣ k (0) describes the scattering of one electron initially in band ␣ into band ␤ without changing the number of phonons. It involves a single-electron operator and its amplitude is the retarded electron Green's function 27 g ␣␤ k (t,0):
The first order a (1) accounts for the emission or absorption of one phonon. It involves both an electron and a phonon operator, and its amplitude is a three-point correlation function with mixed electron and phonon characters:
Higher-order terms involve more complicated processes such as the emission of two phonons or the creation of a particle-hole pair. Appendix A describes the general procedure to construct orthogonal scattering channels a (n) , and derives Eqs. ͑2͒ and ͑3͒. The rest of the paper, however, is restricted to the first two terms in the expansion.
The previous equations establish the connection between nonequilibrium Green's functions and the S-matrix formalism in contradiction to the claim of Ref. 24 that no such relation exists. In particular the usual diagrammatic technique for Green's function may be used to evaluate the S-matrix amplitudes as well. The S-matrix formalism, however, gives a clear picture of the many-body states involved for a given approximation.
B. Mean-field approximation
We first consider the mean-field equations for the Coulomb interaction without any coupling to phonons, as derived in Ref. 24 . The retarded Green's function is a 2ϫ2 matrix in the band indices with nonzero off-diagonal elements, since both the electric field and the Coulomb interaction couple the two bands. It satisfies a Schrödinger equation
, with the following Hamiltonian matrix:
The Green's functions depend explicitly on both times t and tЈ due to the external light field which drives the system out of equilibrium. The Hartree-Fock term involving socalled lesser Green's function 26 g ␣␤k Ͻ (t,tЈ) ϭ͗a ␣k † (t)a ␤k (tЈ)͘, accounts for the dynamical energy renormalization and for the excitonic coupling to the interband polarization. The last term, depending on the initial density matrix ␣␤ ϭ␦ ␣v ␦ ␤v , compensates for the interaction among valence electrons which is already included in the band gap. 
C. Coupling to phonons
Our approximation restricts the scattering processes to the emission or absorption of at most one phonon, i.e., retains only a (0) and a (1) in the expansion. The consequent approximation for the renormalized retarded Green's function g k selects the diagrams describing the emission and reabsorption of one virtual phonon at a time, as depicted in Fig. 3͑a͒ . Within the self-energy k the electron propagator is not renormalized since one virtual phonon is already present.
Dyson's equations in this non-self-consistent Born approximation reads
The amplitudes of a (1) in Eq. ͑3͒ are approximated similarly by selecting diagrams with at most one phonon line at a time as shown in Fig. 3͑b͒ . The electron Green's function is not renormalized for times smaller than t 1 since a real phonon is present, and no virtual phonon excitations are allowed. At later times, however, the real phonon has been absorbed, and virtual phonon excitations are taken care of within the renormalized g k . The corresponding formula for a
(1) reads
The subtle mixture of renormalized and bare Green's function in the above equation, that we have motivated in physical terms, is necessary to provide consistent approximations for both a (1) and the self-energy. In particular it ensures that the Green's function obtained by inserting the operator a ␣k ϭa ␣k (0) ϩa ␣k (1) into the definition of the retarded Green's function g k (t,tЈ)ϭϪi͕͗a ␣k (t),a ␤k † (tЈ)͖͘⌰(tϪtЈ) does satisfy Dyson's equation. This procedure corresponds graphically to combining two diagrams of Fig. 3͑b͒ into the selfenergy contribution of Fig. 3͑a͒ .
D. Density matrix
Finally, we need to compute the observables at time t, i.e., the renormalized lesser Green's function g k Ͻ (t,t) or the density matrix. The orthogonal channels give separate contributions to the density matrix:
͗a ␤k
The density distribution in each band g ␣␣k Ͻ is strictly positive, since the contribution of channel n is the norm of the vector a ␣k (n) (t)͉(0)͘, with ͉(0)͘ denoting the initial state. This positivity is in sharp contrast with the situation encountered in quantum kinetics or density-matrix formalism, where the distributions may become negative. 6, 13 The total number of particles is not conserved in the onephonon approximation, since it is not self-consistent. In our calculations, however, the number of conduction electrons and valence holes never differed more than by a few percent.
E. Numerical implementation
Here we show how to avoid working explicitly with twotime Green's functions in the numerical solution of Dyson's equations, and then we describe the main aspects of the numerical algorithm. The details are presented in Appendix B.
The evaluation of Eq. ͑10͒ requires Green's functions for both final and intermediate times t and tЈ, respectively. Working with a two-time Green's function posed storage problems in Ref. 19 which were resolved by drastically limiting the so-called memory depth tϪtЈ, as well as the number of discretization points in momentum space. Here we show how to avoid any such problem within our non-selfconsistent Born approximation.
Within the mean-field approximation, the lesser and greater Green's functions are related to a product of retarded Green's functions with one time argument fixed at the initial time: 
These relations have two important implications: ͑1͒ We avoid storing the two-time Green's function, and need retarded functions with the second argument fixed at the initial time. The reduction of memory usage is important for simulations of short-pulse excitations which require a large energy cutoff and small time increments. ͑2͒ The self-energy in Eq. ͑6͒ factorizes into products of terms depending either on t or on tЈ. As shown explicitly in the Appendixes, this factorization allows us to break the second-order differential equation into a set of first-order equations, in close analogy to the procedure used in quantum kinetics. 6 The numerical solution of the S-matrix equations has the following steps: ͑a͒ The mean-field equations ͑4͒ are solved using a time increment sufficiently small to resolve the short laser pulses; ͑b͒ the retarded Green's functions g k (t,
The stability of the numerical integration of Dysons's equation allows us to work with a large time increment ⍀dtӍ0.1 without significant loss of precision. The number of k points is reduced by using the rotational symmetry of the Green's function. 6 In practical calculations we used a discretization of energy ប 2 k 2 /2m e rather than momentum.
IV. SINGLE ELECTRON IN ONE DIMENSION
Here we illustrate the importance of the energy uncertainty within the simplified problem of a single electron relaxing by emission of optical phonons. In the early-time regime the phonon satellites in the energy distribution function are very broad, and sharpen after typically one phonon period. Furthermore we compare the exact electron distribution function to Boltzmann kinetics and to the S-matrix predictions for a solvable one-dimensional model. 28 The benchmarking results show that the broad phonon replicas are not captured by semiclassics, 13, 16, 21 but are correctly reproduced in early times by the S-matrix formalism. The one-phonon approximation, however, breaks down for times larger than the electron lifetime when two-phonon processes become important.
The one-dimensional model describes a single electron in a conduction band with linear dispersion ⑀ ck ϭk and a single branch extending to Ϯϱ. The coupling to phonons is independent of the momentum transfer M q ϭ. The electron is initially prepared at an energy k 0 high in the band in order to mimic the nonequilibrium situation created by an optical excitation.
Within Boltzmann kinetics, the energy-distribution func- Fig. 4 to Boltzmann kinetics for different times . The main peak at energy k 0 ϭ3.5⍀ is exactly described by semiclassics. The first phonon satellite, however, which is a ␦ function in Boltzmann's result, is initially very broad for the exact result, and only after one phonon cycle T ph does a well-defined maximum appears at the energy k 0 Ϫ⍀ϭ2.5⍀. This discrepancy is caused by non-energy-conserving transitions which are not included in semiclassics, but play an essential role in the exact solution for times shorter than the phonon period. Now we turn to the S-matrix formalism, where the time evolution of the distribution g k Ͻ (,) is readily computed analytically. The decay of the peak at k 0 is exact, while the first phonon satellite has a Lorentzian shape centered at k 0 Ϫ⍀:
͑12͒ Figure 4 shows how the broad first phonon satellite is correctly reproduced by the S matrix for ϽT ph in sharp contrast to Boltzmann kinetics. The S-matrix result, however, departs from the exact distribution when the second phonon replica starts to grow at times larger than the electron lifetime Ͼ Ϫ1 ϭ2T ph . This failure is clearly due to our approximation retaining only one-phonon processes. 
V. DIFFERENTIAL TRANSMISSION
This section studies the growth of phonon satellites for the two-band model of Eq. ͑1͒ for bulk GaAs. We compute both the density of carriers excited by the pump pulse and the full DT signal. The phonon replicas in the density distribution are broad at early times due to energy uncertainty while the DT signal shows sharper structures due to interferences between scattering with phonons and optical excitation. Figure 5 shows the total density distribution of conduction electrons and valence holes as a function of interband excitation energy ⑀ cv Ϫ⑀ vk for different times after the pump pulse. The system is excited by a 120-fs pulse centered at 150 meV above the band gap as in Ref. 3's experiment. At early times the main peak at 1.67 eV shows a broad tail on the low-energy side. At 40 fs after the pulse a distinct maximum appears at 1.63 eV, where the phonon replica starts to grow. The energy separation between the main peak and the satellite is (1ϩm c /m v )ប⍀ϭ40 meV, which is larger than the phonon frequency ប⍀ϭ36 meV due to the band dispersion. 3 The width of the replica changes from approximately 40 meV at ϭ40 fs to 25 meV at ϭ120 fs, which is significantly larger than the main peak width of 20 meV.
The broad tail at early times and the sharpening of the replica can be attributed to the energy uncertainty as in the one-dimensional ͑1D͒ model of Sec. IV. Indeed for times smaller than the phonon period non-energy-conserving processes cause the broad features in Fig. 4͑a͒ , which are very similar to the present observations. Semiclassical calculations do not capture these memory effects in both two-band and 1D models since they predict the same width for both the phonon replica and the main peak. 10, 16 Our results compare very well with the density-matrix simulation of Ref. 16 , where memory effects were included via electron-phonon correlation functions. The quantum kinetics calculations of Ref. 10 , however, show broader replicas with a well-defined maximum only for delays larger than 100 fs. The discrepancy may be attributed to a tendency of quantum kinetics to overestimate the self-energy effects. Below we show that this difference is even more pronounced in the DT signal.
The DT response is the change in transmission of the probe pulse induced by the pump, and roughly measures the occupation of the conduction band by optically excited electrons. The transmission is computed numerically by using the well-known projection of the polarization onto the transmitted direction q 2 , where q 2 and q 1 are the propagation directions of the probe pulse E 2 and the pump pulse E 1 , respectively. 30 The spatial dependence of the slowly varying fields is replaced by a fixed phase difference , E 1 (t) ϭE(t) and E 2 (t)ϭe i E(tϪ), with a Gaussian pulse shape E(t)ϭE 0 e i 0 t exp"Ϫ(⌬t) 2 … in the rotating-wave approximation. The interband polarization is computed for different phases , and the DT signal is obtained by numerical projection onto the first harmonics exp(i). Figure 1͑a͒ shows the DT signal computed with the S-matrix formalism for the same excitation conditions as in Fig. 5 , and various time delays . The main peak at 1.66 eV is redshifted compared to the density distribution and a decrease in transmission occurs 1.68 eV due to exciton effects as seen in experiments 3 and in quantum-kinetic calculations. 10 However a maximum at 1.62 eV is observed even for zero time delay, and the phonon replica is much sharper than both in experiments and in the density distribution plotted in Fig. 5 . Below we discuss first the difference between DT and density, and finally the discrepancy with experiments.
Here we show that the difference between DT and density does not come from a simple interference between the pump and probe pulse. We compute the DT response within the SBE equations of Ref. 31 , using as input the S-matrix calculations of the density distribution and of the interband polarization due to the pump alone. This procedures differs from the one in Refs. 3 and 32, where the density distribution from the 1D model was used while the polarization effects were neglected. The DT signal from the SBE plotted in Fig. 1͑b͒ shows a much broader phonon replica than in the S-matrix results. Therefore the sharp replica observed with the S-matrix approach cannot be attributed to a simple interference effect between pump and probe which would be captured by the SBE's.
The sharp replica must have its origin in more subtle interference effects which are absent from the SBE calculations. In particular we attribute the sharp phonon replica to interferences between phonon scattering and optical excitation by the probe, in analogy to the density-matrix calculations of Ref. 16 , where such interference terms have produced a sharpening of the replica.
In conclusion we discuss the discrepancy between the computed DT signal and the experiments. Our calculations show that the phonon replica in DT are very sensitive to the coherence between phonon scattering and optical excitation. Additional dephasing mechanisms such as electron correlation effects would reduce this coherence, and further broaden the phonon replica. A full self-consistent treatment of Dyson's equation could also contribute to a further broadening, as seen in the quantum-kinetic calculations of Ref. 10 .
VI. TWO-LEVEL SYSTEM
In this section, an exactly solvable two-level system gives us insight into the origin of the quantum beats observed in FIG. 5 . Total density distribution as a function of excitation energy ⑀ ck Ϫ⑀ vk for bulk GaAs excited by a 120-fs pulse of 150-meV excess energy. The phonon satellite at 1.63 eV is initially very broad, and starts peaking at 80 fs after the pulse.
FWM experiments 2 on GaAs, as well as benchmarking results for the S matrix in the weak-coupling regime. For both linear response to the field and the FWM signal, the main discrepancy between S-matrix and exact results is the renormalization of the beating frequency.
The two-level model describes an electron coupled to a single oscillator, and mimics in a crude way the valence and conduction bands of the semiconductor. An electric field E(t) causes interlevel transitions:
The exact eigenstates for E(t)ϭ0 are polaronic states, i.e., superpositions of states with different numbers of phonons. 33 The energy levels for a fixed electronic level are separated by exactly the phonon energy: E 0n ϭ⑀ 0 ϩn⍀ and E 1n ϭ⑀ 1 ϩn⍀Ϫ 2 /⍀ for levels 0 and 1, respectively.
The interlevel polarization g 10 Ͻ (t,t) in linear response to the field was computed exactly in Ref. 25 in connection to phonon broadening of impurity levels. It has oscillations at multiples of the phonon period, which are a signature of the polaronic nature of the eigenstates:
We now compare the exact linear response to the S-matrix result. The 2ϫ2 self-energy matrix i j in the level indices has only a single nonvanishing term for iϭ jϭ1, since the oscillator couples to the upper level only. In close analogy to Eq. ͑6͒, it reads
In addition to this contribution, a Hartree-Fock ͑HF͒ term remains, 34 which is absent in the two-band model because of order V Ϫ1/2 in the volume V:
2 ␦͑tϪtЈ͒ ͵ 0 t sin͓⍀͑tϪt 1 ͔͒g 11 Ͻ ͑ t 1 ,t 1 ͒dt 1 .
͑16͒
Within the S-matrix formalism the polarization to linear order has only two oscillating contributions at frequencies Ϯ ϭ⍀(1Ϯx)/2 with xϭͱ1ϩ4(/⍀) 2 :
Comparing the exact polarization to the S-matrix result, we see that the lowest frequency Ϫ is correctly reproduced to second order in , while the excitation energy ϩ Ϫ Ϫ ϭx⍀ is too large by an amount 2 2 /⍀. As shown below this discrepancy is also present in the FWM result.
The FWM response comes from the diffraction of the probe in direction 2q 2 Ϫq 1 by the polarization created by a first pulse, where q 1 and q 2 are the propagation directions of the first and second pulses, respectively. It is computed numerically within the S-matrix formalism with the same projection technique presented in the previous section for the DT signal. Here the polarization is projected onto the second harmonics exp(2i) to pick up the right diffracted direction. Figure 6 shows the FWM intensity integrated over real time t as a function of time delay , with an additional phenomenological damping ⌫ϭ0.8/T ph to perform the time integration. It compares the S-matrix result to the exact thirdorder response 35 (3) in the weak-coupling regime ϭ0.2⍀. The S-matrix formalism reproduces the weak oscillations at positive time delay due to quantum beats between states with different number of phonons. As in linear response, the slight change in oscillation frequency is attributed to the wrong excitation frequency ϩ Ϫ Ϫ Ӎ1.08⍀ instead of the bare phonon frequency. From the benchmarking results on the two-level system, we can conclude that the S-matrix formalism does reproduce the quantum beats due to emission of virtual phonons, but introduces an erroneous renormalization of the oscillation frequency.
VII. FOUR-WAVE MIXING
This section presents the simulation of the FWM experiments on bulk GaAs using the two-band model and the projection technique outlined in Sec. V. The integrated FWM oscillates as a function of time delay with a period smaller than the bare phonon period due to band-dispersion effects. This renormalization of the period is not an artifact of per- FIG. 6 . Integrated FWM intensity as a function of time delay within the two-level model with a weak coupling (ϭ0.2⍀) to a single-phonon mode. The S-matrix result is compared to the exact third-order response (3) for a pulse duration of 0.12T ph and a weak-field amplitude E 0 ϭ0.1⍀. The amplitude of the phonon oscillations in the exact result are very well reproduced by the S matrix, while their period is slightly smaller than the phonon period T ph due to the erroneous renormalization of the excitation frequency.
turbation theory as in the two-level model. The FWM intensity in real time shows no modulation with the LO frequency, but is dominated by excitonic effects. Both features are consistent with experimental data and with quantumkinetic results.
2 Figure 7 shows the total FWM intensity as a function of real time for two pulses of 15-fs duration delayed by ϭ100 fs, and resonant with the excitonic level. The signal starts at time tϭ2 as a typical echo and shows a large maximum at tϭ2ϩ5T ph due to excitonic effects. The signal is dominated by the excitonic resonance which is indeed undamped at zero temperature, since the states close to the band edge cannot emit any real LO phonon.
While the total signal does not show any modulation with the phonon period, the zero-and one-phonon channels contribute oscillating terms P (0) (t,) and P (1) (t,), respectively. The modulation at frequency ⍀, which is present in the zero-phonon contribution ͉P (0) ͉ 2 , is suppressed by the mixed term P (0) P (1) * oscillating out of phase. A similar cancellation occurs in the linear-response polarization due to vertex corrections.
36 Figure 2 shows the integrated intensity I() as a function of time delay :
In contrast to the real-time behavior, the oscillations at approximately the phonon period are clearly present both in the total signal and in the one-phonon contribution.
The period of the oscillations depends on the mass ratio m v /m c between valence and conduction band, as shown clearly in the inset of Fig. 2. While the two-level model predicted oscillations at the bare phonon frequency, the period here changes from T ph ϭ115 fs to approximately 100 fs for a mass ratio m v /m c ϭ7 as in GaAs, and to 85 fs for a ratio of 3.
The change in period was interpreted in Ref. 2 as an interference between two interband transitions whose energy differ by ⍀(1ϩm c /m v ). The first transition at momentum k has energy ⑀ ck Ϫ⑀ vk , and the second one occurs at the momentum kЈ, where the conduction electron decays after emitting one phonon: ⑀ ck Ј ϭ⑀ ck Ϫ⍀. The energy difference ⑀ ck Ј Ϫ⑀ vk Ј Ϫ⑀ ck ϩ⑀ vk gives the above-mentioned energy which correctly reproduces the frequency observed in the simulations. This argument, however, does not apply to excitations at the exciton level since an electron close to the band edge cannot emit any real phonon. It is more relevant to nonresonant excitations well above the band edge as in Sec. V. This period change is not an artifact of perturbation theory, as in the two-level model. Following Ref. 29 the erroneous frequency renormalization, which is due to the polaron shift, can be estimated for an exciton in the 1S state to be ⍀␣ F ͱm v /m c /16, where ␣ F is the polaron constant. This very small shift of approximately 0.01⍀ for GaAs parameters would also decrease with decreasing mass ratio m v /m c , in contrary to what is seen in Fig. 2 .
The absence of oscillations in real time, points to differences with the simple quantum-beat picture drawn from the two-level system where the superposition of states with energy difference ⍀ causes oscillations in the FWM intensity:
The absence of oscillations in the three-beam experiment of Ref. 37 is another indication of the difference between simple quantum beats as observed in quantum dots, 38 and the LO-phonon oscillation observed in bulk GaAs.
VIII. CONCLUSIONS
In this work we have developed the S-matrix formalism for a nonlinear optical probe of a bulk semiconductor with coupling to LO phonons. We have shown that the formalism is equivalent to nonequilibrium perturbation theory, but that it allows one to design simple physical approximations in the same spirit as variational methods. The one-phonon approximation has been implemented numerically with an efficient numerical algorithm which avoids the storage of two-time correlation functions as is typical in Green's function theory, and which allows us to simulate realistic experimental situations.
The relaxation of electrons by the emission of phonons has been studied for an ultrafast optical excitation. The phonon replica in the density distribution is initially very broad due to energy uncertainty, and sharpens after one phonon period. The DT signal, however, exhibits much sharper structures even at zero time delay. This difference between DT and density is explained in terms of interferences between phonon scattering effects and optical excitation.
The phonon replica in DT are also much sharper than experimentally observed. This suggests that additional dephasing mechanisms such as electron-electron scattering which would partially destroy the interference effect, are necessary to explain the experimental broad replicas.
The phonon oscillations observed in FWM experiments on GaAs are correctly reproduced by our simulations. The   FIG. 7 . FWM intensity as a function of real time for 15-fs pulses delayed by 100 fs and resonant with the excitonic level. The total signal is separated into a zero-and one-phonon contributions, P (0) and P
(1) , respectively. The total intensity ͉P (0) ϩ P (1) ͉ 2 is dominated by the undamped oscillations at the excitonic frequency but shows no modulation at the LO-phonon frequency ⍀. The zerophonon term ͉P (0) ͉ 2 shows weak oscillations at the frequency ⍀, which are totally compensated for by the mixed term P (0) P (1) *.
period of the oscillations is consistent with the band dispersion effect proposed in Ref.
2. However, it is still unclear why such explanation involving excitations high in the band, should apply to an excitation at the band edge as in the experiments.
In conclusion, the S-matrix formalism provides a fully quantum approach to ultrafast dynamics in semiconductors which captures most of the memory effects. Since it is an expansion in number of phonons, it is restricted to the earlytime regime, where only a few phonons are emitted.
