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ABSTRACT 
It is well known that orthogonal polynomials on the real line satisfy a three- 
term recurrence relation and conversely every system of polynomials satisfying a 
three-term recurrence relation is orthogonal with respect to some positive Bore1 
measure on the real line. We extend this result and show that every system of 
polynomials satisfying some (PN+l)-term recurrence relation can be expressed in 
terms of orthonormal matrix polynomials for which the coefficients are N x N ma- 
trices. We apply this result to polynomials orthogonal with respect to a discrete 
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Sobolev inner product and other inner products in the linear space of polynomials. 
As an application we give a short proof of Krein’s characterization of orthogonal 
polynomials with a spectrum having a finite number of accumulation points. 
1. INTRODUCTION 
A sequence of orthonormal polynomials p,(z) (n = 0, 1,2,. . .) on the 
real line, orthonormal with some probability measure p, always satisfies a 
three-term recurrence relation 
with initial conditions p-i (x) = 0 and PO(S) = 1. The recurrence coeffi- 
cients are given by 
The converse is also true: a system of polynomials satisfying a three-term 
recurrence relation (1.1) with a,+1 > 0 and b, E P (n = 0, 1,2,. . .) is 
always a system of orthonormal polynomials with respect to some proba- 
bility measure I_L on the real line. This converse result was given by Favard 
in 1935 [lo], but was known earlier and appears already in the books by 
Stone [21, Theorem 10.27, pp. 545-5461, Perron [18, $36, Satz 4.6/4.7], 
and Wintner [22, $532, 871, who attributes the case of finite support to E. 
Heine [12, §lOS]. In an elementary form (lacking the Riesz representation 
theorem) the result is in Stieltjes’s 1894 work [20, 1111, and apparently 
the result was already known by Chebyshev [5] when the support of the 
measure p is finite. 
The importance of Favard’s theorem is that orthogonal polynomials and 
polynomials satisfying a three-term recurrence relation are the same thing. 
Properties regarding zeros (real and simple zeros, interlacing of zeros) and 
positivity of connection coefficients can thus be studied from two points of 
view: on one hand using the orthogonality, on the other hand using the 
recurrence relation. 
Favard’s theorem can also be proved for orthogonal matrix polynomials. 
Orthogonal matrix polynomials on the real line have been considered in 
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detail by M. G. Krein [13]. See also the book by Berezanskh [4] and more 
recent papers by Aptekarev and Nikishin [I], Geronimo [ll], and Snap 
and Van Assche [19]. Consider matrix polynomials satisfying the three- 
term recurrence relation 
ZPk(T) = ~k+lpk+l(~) + EkPk(X) + qyk-l(Z), (1.2) 
with Pa(z) = I and ,P_i(zr) = 0, where Pk(z) are matrix polynomials 
with coefficients in CNx N and the recurrence coefficients &+I, Ek are 
also N x N matrices for which Ez = Ek and det Dk # 0. By using 
spectral theory Aptekarev and Nikishin [I] show that the polynomials P,(z) 
(TL = 0, 1,2,. . .) are orthonormal with respect to some Hermitian matrix of 
measures M = (pk,J)f& which is positive definite: 
s 
P,(s)dM(z)P;(z) = 6,,,1. 
Recently one of us studied polynomials pn(z) satisfying a (2N+l)-term 
recurrence relation 
(1.3) 
where h is a polynomial of degree N and c+(n = 0, 1,2,. . .) are real se- 
quences for k = 0, 1, . . , N with %,N # 0. F’rom [7] we get, after straight- 
forward reformulation, that a sequence of polynomials satisfies a (2N + l)- 
term recurrence relation if and only if the following orthogonality condition 
holds: there exists a N x N matrix of measures p = (pk,J)&$ such that 
the bilinear form 
RW,k(P)%N,l(q) &k,l, (1.4) 
where 
%,N,k(f’)(x) = ea,,,zn 
N-l m 
if p(z) = c ~ak,,zkh”(x), (1.5) 
n=O kc0 n=O 
is an inner product on the linear space of polynomials P, and (p,), is 
the sequence of orthonormal polynomials with respect to B,. In [8] this 
is improved, showing that the matrix of measures p can be taken to be 
positive definite. 
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In Section 2 we will show that polynomials satisfying a higher-order 
recurrence relation of the form (1.3) (but with complex coefficients) are 
closely related to matrix polynomials satisfying a three-term recurrence 
relation and that Favard’s theorem for matrix polynomials and Favard’s 
theorem for polynomials satisfying a higher-order recurrence relation are 
the same. 
In Section 3 we show how discrete Sobolev orthogonal polynomials 
and some new orthogonal polynomials with respect to an inner product 
of the form 
are related to orthogonal matrix polynomials, and we explicitly give the 
orthogonality matrix of measures M in terms of the parameters in the inner 
product. The advantage of working with the matrix polynomials is that the 
orthogonality conditions no longer require the evaluation of a function and 
its derivatives at various points. Finally, in Section 4 we show how Krein’s 
theorem regarding orthogonal polynomials with a spectrum with finitely 
many accumulation points follows easily by this correspondence between 
higher-order recurrence relations and orthogonal matrix polynomials on the 
real line. 
The connection between matrix polynomials and scalar polynomials ob- 
tained in the present paper shows some analogy with the connection bet- 
ween orthogonal polynomials on a lemniscate and orthogonal polynomials 
on the unit circle, as given by Marcelhin and Rodriguez [15], and the con- 
nection between orthogonal polynomials on an algebraic harmonic curve 
and orthogonal matrix polynomials on the real line, as given by Marcellan 
and Sansigre [17]. In fact, the particular choice of basis in the linear space 
of polynomials that we use in Sections 2 and 3 is the same as the basis used 
in [15] and [17], but the polynomial h(z) in the present paper is connected 
with the recurrence relation, whereas in [15] this polynomial describes the 
lemniscate and in [17] it describes the algebraic harmonic curve. 
2. RECURRENCE RELATION AND MATRIX POLYNOMIALS 
In order to establish the main theorem we need to consider the operators 
Rh,N,k defined in the introduction of this paper [see (1.5)]. For the sake 
of simplicity we start by considering the case h(s) = xN. Then we denote 
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the operators by RN,~, and it is not hard to see that they are defined by 
i.e., the operator RN,~ takes from p just those powers with remainder m 
modulo N and then removes 5”’ and changes xN to x. Thus, we have 
p(x) = R~,o(p)(x~) + xRN,I(P)(~~) + + x~-~RN,N--I(P)(~~). 
For example, when N = 3 and p(x) = 6x5 + 5x4 + 4x3 + 3x2 + 2x + 1, we 
have R3,0(p)(x) = 4x + 1, R3,1(p)(x) = 5x + 2, R3,2(p)(x) = 6x + 3. For 
N = 2 this corresponds to taking the odd (Rz,l) and even (Rz,o) parts of 
the polynomial p. 
Now, we are ready to establish the following. 
THEOREM. Suppose pn(x) (n = 0, 1,2,. . .) is a sequence of polynomi- 
als satisf?ling the following (2N + 1)-term recurrence relation: 
xNp,(x) = cn,op,(X) + &x,bp,-x(“) + ‘%+WcPn+k(x)l, 
k=l 
(2.1) 
where C,,O (n = 0, 1,2,. .) is a real sequence and &,k (n = 1,2,3,. . .) are 
complex sequences for k = 1,. . . , N with c,+ # 0 for every n and with the 
initial conditions pk(x) = 0 for k < 0 and pk given polynomials of degree 
k, for k = 0, . , N - 1. We define the sequence of matrix polynomials 
(PA by 
RN,o(P~N)(X) . . . RN,N-I(P~N)(X) 
P,(x) = 
R~,o(Pn~+l)(x) ‘. . fh,~-1(Pn~+d(X) 
\ RN,O(PnN+~-l)(X) . . &v,N-~&v+N_~)(x) / 
Then this sequence of matrix polynomials is orthonormal on the real line 
with respect to a positive definite matrix of measures and satisfies a matrix 
three-term recurrence relation. 
Conversely, suppose P, = (Pn,m,j)E;io is a sequence of orthonormal 
matrix polynomials or equivalently satisj$ing a matrix three-term recurrence 
relation (without loss of generality we can assume the leading coefficient of 
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P, to be a lower triangular matrix). Then the scalar polynomials defined by 
N-l 
P~N+~(x) = c “‘P,,,,j(zN) (n E w, 0 5 m L N - I), (2.2) 
j=o 
satisfy a (2N + l)-term recurrence relation of the form (2.1). 
Proof The equivalence between (p,), satisfying a (2N+l)-term recur- 
rence relation and (P,), being a sequence of matrix orthonormal polyno- 
mials is a consequence of the definition of the P, from the pk (or conversely, 
the pk from the P,) and the orthogonality condition (1.4). 
Let us show that the matrix polynomials (P,), satisfy a matrix three- 
term recurrence relation, giving explicitly the matrix coefficients which 
appear in this recurrence formula. To do that, we consider the N-Jacobi 
matrix J associated to (p,),, which is the (2N + 1)-banded infinite Hermi- 
tian matrix defined by putting the sequences (~,,l)~ which appear in the 
recurrence relation on the diagonals of the matrix J, i.e., we define the 
matrix J = (_km)n,mE~ by 
j,,nI = 
1 
GLln-ml if Oln-m<N, 
c,,I,_,I if 0 I m - n 5 N, 
0 if Jn - ml > N. 
Now, we split up this N-Jacobi matrix into blocks of dimension N x N, 
and then we get the N x N matrices E, and D, defined by 
and 
(DA = { ;Cn_I)H+i nN+I ;: ; ; :> 
- , 
0 if i<l, = 
C,N+I,N+L-i if i>l, 
i.e., 
Eo DI 
J= 
0; EI D2 
D; E2 03 
. . 
. . . . . . . 
with 
D, = 
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&N,N 0 0 . . 0 
&NJ-~ %N+l,N 0 . . 0 
. &N,N-2 kN+l,N-1 hV+%N 0 
and 
En = 
\ GlN,l cnN+1,2 hN+2,3 “’ GN+N-1,~ / 
%N,O cnN+l,l hN+2,2 . . CnN+N-l,N-1 
%N+l,l kN+l,O %N+2,1 “. %N+N-l,N-2 
-7%N+2,2 %N+2,1 %N+2,0 ’ ’ &N+N-1,N-3 
%N+N-l,N-1, %N+N-l,N-2 &N+N-l,N-3 ” ’ kN+N-1,O 
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Then E, is a Hermitian matrix, and the conditions C,,N # 0 show that D, 
is a lower triangular matrix with det D, # 0. 
If we compute the expression 
Dn+lf’n+l(z) + &J’n(z) + D;pn-l(z), (2.3) 
we find that the entry (k, m) (0 < k, m 5 N - 1) of this matrix is equal to 
j=o 
k-l N-l 
+ CCnN+k,,k-j,RN,m(pnN+j)(2) + c C,N+j,Ik-jlRN,m(pnN+j)(Z) 
j=o j=k 
N-l 
+ c ~nN+k,N+k-jRN,m(P(,-1)N+j)(5), 
j=k 
that is, 
%N+k,ORN,mhN+k)(~) + ~~~,N+k,,RN.m@nN+k-l)(Z) 
1=1 
+ ~N+k+l,lRN,m(PnN+k+1)(5)] (2.4) 
But from the (2N f 1)-term recurrence relation which the polynomials 
(p,), satisfy, it follows that the sequence of polynomials (RN,i(p,)), (i = 
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0, . . , N - 1) satisfies the following recurrence formula: 
ZRN,i(Pn)(s) = %,ORN,z(Pn)(~) 
N 
+ ~hRN,z(pn-l)(s) +Cn+l,lRN,((P,+l)(s)], 
1=1 
and so (2.4) is equal to zRN,~(P~N+~)(z). Hence (2.3) is equal to zPn(z), 
and we have proved that the sequence of matrix polynomials satisfies the 
matrix three-term recurrence relation 
Note that the matrix polynomials obtained in this way always have a lead- 
ing coefficient which is a lower triangular matrix, and also the matrices D, 
which appear in the recurrence formula are lower triangular. 
To prove the converse, suppose (P,), is a sequence of matrix polyno- 
mials satisfying the recurrence formula 
where det D, # 0. First, we prove that we can assume both the leading 
coefficients of P, and the matrices D, to be lower triangular matrices, 
which is necessary because otherwise the scalar polynomials p, defined by 
(2.2) could have degree different from n. Orthonormal matrix polynomials 
for a given orthogonality measure M are only determined up to a unitary 
factor U, in the sense that U,P,(z) is also orthonormal with respect to the 
measure M whenever UnUz = I. If Q,(z) is a sequence of orthonormal 
matrix polynomials satisfying 
z&,(x) = ht+~Qn+l(~) + h&n(~) + &&n-l(z), 
then the polynomials P,(a) = UnQn(x), with UnUi = I, satisfy 
xPn(x) = UnA,+dJ;+,Pn+&) + Un%U;Pn(z) + U~A;U;-IP~-I(~). 
If the nonsingular matrices A, are not lower triangular, one can always 
find unitary matrices U,, such that 
D, = U,_IA,U; 
are lower triangular matrices. These unitary matrices are given recursively 
as follows. First we choose a unitary matrix UO such that UoQo = PO is 
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lower triangular. Next we observe that the matrix UoAl can always be 
factorized as UoAl = DlU1, where Ur is a unitary matrix and D1 is lower 
triangular (QR factorization of Francis and Kublanovskaja). With this 
choice of Vi we thus have D1 = UoA1U;. In general, if Us, VI,. . . , U,_l 
have been obtained, then we apply the QR factorization to U,_1A, to 
find a unitary matrix U,, with U,_1A, = D,U,, with D, lower trian- 
gular. Therefore any system of orthonormal matrix polynomials can be 
transformed to a system of orthonormal matrix polynomials with leading 
coefficients which are lower triangular. 
Now, since we can assume the leading coefficient of P, to be lower tri- 
angular with nonvanishing determinant, the sequence of scalar polynomials 
(P,), defined by (2.2) are such that dgr(p,) = n. And proceeding as before, 
it is not hard to prove that they satisfy a (2N -+ 1)-term recurrence relation 
like (2.1). The coefficients in this recurrence formula can be obtained from 
the matrices D,, En. ??
For the general case of a (2N + 1)-term recurrence relation defined by 
a polynomial h of degree N, 
the theorem works again if we change the operators RN,* to &,N,,(m = 
0, . , N - 1) [see (1.5)] in the definition of the matrix polynomials P, from 
the scalar polynomials P,. Thus, in the definition of the operators Rh,N,mr 
instead of using the basis of monomials { 1, x, x2, x3, . . , } to span the linear 
space of polynomials, we will use the basis 
{1,x,. . . ,z?l, h(x),xh(x), . ,xN-‘h(x), h2(x),xh2(x), . . .} 
= {x”h”(x) : n = 0, 1,. , N - 1,m = O,l, 2,. . .}. (2.5) 
A polynomial p of degree nN + m(0 I m < N) can then be expanded in 
this basis as 
n N-l 
p(x) = c c a,,jxjhi(x). 
id) j=o 
Now, the operator Rh,~,j takes from p just those terms of the form ai?jxj 
hi(x) and then removes the common factor xj and changes h(x) to x. 
Conversely, since now we have 
p(x) = &,N,o(P)(h(x)) + xRtt,~,~(h(x)) + . . . + xN-%N,N-i(P)(+)) 
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we change (2.2) in the theorem to 
N-l 
hN+m(~) = c ~k,m,j(h(d) (7LEIv, OlmlN-1) 
j=o 
in the definition of the scalar polynomials p, from the matrix polynomi- 
als P,. 
3. EXAMPLES 
3.1. Discrete Sobolev Orthogonal Polynomials 
An important class of polynomials satisfying a higher-order recurrence 
relation is obtained by taking polynomials orthogonal with respect to an 
inner product of (discrete) Sobolev type, 
(f, 9) = / f(~k7(5) 4.42) + 2 Xkf(Sk)(Ck)g(s”)(Ck), 
k=l 
where xk are positive real numbers and ck are real numbers (which are 
allowed to coincide). For a discrete Sobolev inner product 
it was shown by Marcellan and Ronveaux [16] that the corresponding manic 
orthogonal polynomials qn(z) satisfy a (2r + 3)-term recurrence relation 
n+r+l 
(x - 4T+1qn(4 = c m&(z). 
j=n-r-l 
The orthonormal polynomials then satisfy a recurrence relation of the form 
(1.3) with h(z) = (x--c)‘+~, and thus these polynomials are also orthogonal 
with respect to a positive definite matrix of measures. Evans et al. (91 
consider weighted Sobolev inner products 
and show that the existence of a polynomial h for which 
(hp, 4 = (P, hq) (3.1) 
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for all polynomials p, q implies that the measures pk (1 5 k 5 N) are 
necessarily discrete with support at the zeros of h and that the orthonormal 
polynomials satisfy a (2N + 1)-term recurrence relation of the form (1.3), 
where N is the degree of the minimal polynomial h for which (3.1) holds. It 
follows that polynomials which are orthonormal with respect to a discrete 
Sobolev inner product correspond to matrix polynomials orthonormal with 
respect, to a positive definite matrix of measures. 
Consider the discrete Sobolev inner product 
where p, q are polynomials, X,,j 2 0, and N = M + C,“=, I$. Here deriva- 
tives are taken at M points ci E R, and at the point ci the highest derivative 
is of order Mi. Introduce the polynomial 
h(x) = &x - c~)~*+~; 
i=l 
then h is of degree N and has its zeros at the points ci where the derivatives 
of the inner product are evaluated. Instead of using the basis of monomials 
(11 x,52,23 ,...} to span th e 1 inear space of polynomials, we will use the 
basis 
11, x,. . , xN-l, h(x), xh(x), . . . ,xN-‘h(x), h2(x),xh2(x), . .} 
= {x”hm(x) : n = O,l,. . . , N - 1, m = 0,1,2,. . .}. (3.3) 
A polynomial p of degree Nk + l(0 5 1 < N) can then be expanded in this 
basis as 
N-l k 
p(x) = c c an.mxnhm(x), 
n=O m=O 
where an,k = 0 whenever n > 1. Taking the terms in x” together and 
putting 
k 
%N.nb)(x) = 1 an,mxm. 
m=O 
then for 0 5 n < N each polynomial &N,n(p) has degree at most k (for 
n > 1 the degree is less than k) and 
N-l 
P(X) = c xn%,N,n(P)(h(x)). 
n=O 
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The polynomial p is thus equivalent (modulo h) with the vector polynomial 
given by (%,N,o(P), QvJOL.. . , %,N,N-I(P)), and we will write 
P 3 mwv,O(P), %cl(P)r~. .7 fh,N,N-l(P)). 
Observe again that in case h(z) = x2 this amounts to the decomposition 
of a polynomial p into its odd and even parts. 
For the jth derivative of p we then find, using Leibnitz’s rule for the 
derivative of a product, 
p(j)(,) = g 2 (;) n(n - 1). . . (n - k + 1) 
n=j k=O 
xx “-“-$$h.‘;n(P)(h(x)). 
The derivative of the composite function Rh,~,~(p)(h(~)) can be evaluated 
using the formula of Faa di Bruno, giving 
-g%NdP)W = 2 -$%““(P)(h) 
i=O 
where ai are nonnegative integers satisfying al + a2 + . . . + a, = i and 
al + 2a2 + +. + mum = m. If m < M, and if we evaluate this expression 
at ci, then because h’(Q) = ... = hcm)(ci) = 0, we see that 
Therefore the only contribution in the expression for p(j)(s) when 1 5 j < 
Mi is when k = j, giving 
-cl-j&N,&)(O), 0 Ij 5 Mi. 
For-p= (&,N,c(p),. . ,&v,N-l(P)) andq E (R~,N,O(q),...,R~L,N,N-l(q)) 
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the inner product (3.2) can thus be written as 
%,N,Ob)(h(~)) . ‘. ~L,N,N-~(P)(~(~))) 
x dM(x) 
+ (h,N,O(p)(O) ... %L,N,N-~(P)(O))L 
where M is the N x N matrix of measures 
dM(x) = 
x3dp(x) . xN+‘dp(x) 
and L is the matrix 
with L(i, j) the N x N matrix 
L(i,j) = 
0 
0 
j! 
&.i k! 
(k-j)! i 
(N - I)! N-l-j 
(Nci 
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x 0 ( 
with entries 
L+(i,_?) 
k-j 
. 0 j! “. (&Ci 
(N - l)! N-i-j 
..’ (N_ 1 +“i 
> 
k!n! cy+k-2.i 
(k-j)!(n-j)! ’ ’ 
j<k,nlN-1. 
It is clear that L(i, j) is positive definite; hence L is also positive definite 
when all Xi,j > 0. If p,(z) (n = 0, 1,2,. . .) are the orthonormal polynomials 
with respect to the Sobolev inner product (3.2), then we can write the 
polynomials pklv+l(Z), 0 2 1 < N, using the basis functions (3.3): 
N-l 
PkN+l(x) = c ~“Rh.N,n(PkN+l)(h(~))r 1 = 0, 1, . . , N - 1. 
n=O 
The matrix polynomials 
%,N,O(%LN)(Z) ” ’ h,N,N-1(&N)(Z) 
P7l(x) = 
h~,N,O(hN+l)(x) “. b,N,N-l(PnN+l)(Z) 
&,N,ObnN+N-l)(x) “’ &L,N,N-~(&N+N-~)(~) 
are then orthonormal with respect to the matrix of measures M(h-‘) to 
which a mass point at 0 is added, with weight given by the matrix L. The 
matrix of measures M(h-‘) is given by 
/ WdM(h’(x)) = / F(h(z))dM(x), 
where F: IR --+ RN is a vector function such that F(h) E Li(M). In this way 
Sobolev orthogonal polynomials (with a discrete Sobolev part) can always 
be expressed as orthogonal matrix polynomials, where the spectral matrix 
of measures has a mass point at the origin. Note that the matrix polynomial 
Pk(z) is of degree k with a leading coefficient which is a lower triangular 
matrix because the degree of R~,N,~(P~N+~) is less than k whenever n > 1. 
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3.2. Perturbation of a Measure on the Real Line by Finitely Many Func- 
tion Values 
As a second example we consider the inner product 
where f, g are real functions, 1-1 is a positive measure on the real line and 
al,,ckER(k=O,...,N-1). WhenN=l,thisisjustaninnerproductin 
Lz with respect to the measure ~1 to which a mass ai is added at the point 
co. The case N = 2 with a0 = -al is basically an inner product involving 
differences, as introduced recently by Bavinck [2, 31. 
If we consider the polynomial 
N-l 
h(z) = n (x - Ck), 
k=O 
then h vanishes at the points ck where the function values are evaluated in 
the inner product, and hence 
(f, hd = J’h(~).f(~)d~)&.(~) = (kf,d, 
which immediately implies that the orthonormal polynomials (p,), for this 
inner product satisfy a (2N + 1)-term recurrence formula of the form (1.3). 
Expanding a polynomial p in the basis (3.3) gives 
Observe that 
N-l 
f-‘(ck) = c $Rh,N,n(P)(O), 
n=O 
hence for P = (%,N,O(p)r . . ,Rh,N,iv-1 (P)) and 4 = (Rh,N,o(q)r . . . , 
Rh,N,N--1 (Q)) We have 
276 A. J. DURAN AND W. VAN ASSCHE 
Rh,N,O(d (0) 
Rh,N,1(4) (0) = (Rh,N,&l)(O) ..’ hL,N,N-l(P)(O)F : 
i . I ’ aL.N,N-l(?7)(O) 
where 
N-l N-l N-l 
c ak c akck .. c akC:-’ 
k=O k=O k=O 
The inner product (3.5) in the linear space of scalar polynomials thus cor- 
responds to an inner product in LZ for the measure M(h-l), with M given 
by (3.4), to which a Dirac measure at 0 is added with weight given by the 
positive definite matrix L. Moreover, the matrix polynomials 
Rh,N,O(PnN)(x) “. Rh,N,N- 1 (?‘,N)(z) 
. 
P,(x) = 
&,N,N-l(PnN+l)(X) 
Rh,N,o(PnN+N-I)(X) ‘.. &~,N,N-~(P~N+N-~)(X) 
are orthonormal with respect to M(h-‘) + LSo. 
The special case when one adds to the Lz(p) inner product a part 
dealing with the (IV - 1)st difference, i.e., 
N-l 
c akf(ck) = AN-‘.fW, 
k=O 
corresponds to the choice 
ck=c+k6 and ak=(-1)” N;1 . 
( ) 
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Observe that in this case 
L= 
0 
0 I ( 0 0 ‘.’ 0 (-6yyN - l)!), 
so that L contains zeros everywhere, except for the entry in the lower right 
corner. This case covers the inner products considered by Bavinck [2, 31. 
The limiting case where S + 0 corresponds to a discrete Sobolev inner 
product with a (N - 1)st derivative at the point c. The general discrete 
Sobolev inner product (3.2) can also be obtained as a limiting case of (3.5) 
by letting some of the ck coincide and taking appropriate coefficients ak. 
4. KREIN’S THEOREM REVISITED 
Suppose that the spectrum a(J) of a (tridiagonal) Jacobi matrix J is 
denumerable. If the set of accumulation points of the spectrum a(J) is 
finite, then a complete characterization of the derived set cr(J)’ is given by 
M.G. Krein [14; 6, Chapter IV, Section 61: 
KKEIN’S THEOREM. Suppose J is a bounded Jacobi matrix. Then ev- 
ery accumulation point of C(J) as a zero of the polynomial h(x) of degree 
N if o.nd only if the operator h(J) is compact. 
The relationship between polynomials satisfying a higher-order recur- 
rence relation and orthogonal matrix polynomials enables us to give a short 
proof of this result. 
Proof of Krein’s Theorem. The infinite matrix h(J) is a banded matrix 
with band width 2N + 1, and can thus be written as 
Ib( J) = D + g(V*),Ai + 5 B,Vj, 
j=l j=l 
where D,Al, Bl,. . . , AN, BN are diagonal matrices and V is the shift oper- 
ator that acts as (V$)II. = +,+I. A diagonal matrix is compact if and only 
if its entries tend to zero, and compact operators on a Hilbert space form 
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a two-sided ideal in the set of bounded operators on this Hilbert space. 
Hence the boundedness of the shift operator implies that h(J) is compact 
if and only if the entries of h(J) tend to zero along the diagonals. If we 
write h(J) as a block Jacobi matrix 
where Ek, DI, are N x N matrices and Dk are lower triangular, then the 
compactness of h(J) implies that Ek and Dk converge towards the zero 
matrix. A compact operator has a denumerable spectrum with zero as 
the only accumulation point. If ,D is the spectral measure of J [with cor- 
responding orthogonal polynomials pn(z)], then M(h-i) is the matrix of 
measures for which the matrix polynomials P,(x) corresponding with h(J) 
are orthogonal, where 
dM(x) = 
x”-‘hp(x) xCNdp(x) . . x2N-2d,u(x) 
If c(h(J)) is the spectrum of h(J), then it follows that the spectrum of J is 
a subset of h-l(a(h(J)). We know that a(h(J)) has only one accumulation 
point at zero, which therefore corresponds to accumulation points of J at 
h-‘(O), which are the zeros of the polynomial h(x). 
Conversely, if we know that a(J) is denumerable with accumulation 
points at the zeros of h, then the spectrum of h(J) is given by h(a(J)) and 
is therefore also denumerable with accumulation points at h(h’l(Oj)‘= 0, 
which makes h(J) a compact operator. ??
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