Segmentation itérative d'images par propagation de connaissances dans le domaine possibiliste : application à la détection de tumeurs en imagerie mammographique by EZIDDIN, Wael
Segmentation ite´rative d’images par propagation de
connaissances dans le domaine possibiliste : application
a` la de´tection de tumeurs en imagerie mammographique
Wael Eziddin
To cite this version:
Wael Eziddin. Segmentation ite´rative d’images par propagation de connaissances dans le do-
maine possibiliste : application a` la de´tection de tumeurs en imagerie mammographique. Traite-




Submitted on 15 Oct 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
1G¶RUGUH : 2012telb0231 
 
 





En habilitation conjointe avec O¶8QLYHUVLWpGHBretagne Occidentale 
 





SEGMENTATION ITÉRATIVE D'IMAGES PAR PROPAGATION DE 
CONAISSANCES DANS LE DOMAINE POSSIBILISTE : 





Thèse de Doctorat 
 




Présentée par Wael Eziddin 
 





Directeur de thèse : Basel Solaiman 
 
 




Jury :  
 
M. Ali Kenchaf : Professeur, ENSTA Bretagne (Président) 
M. Pascal Haigron : Professeur, Université Rennes 1 (Rapporteur) 
M. Kamel Hamrouni: Professeur, (FROH1DWLRQDOHG¶,QJpQLHXUVGH7XQLV(Rapporteur) 
M. Basel Solaiman : Professeur, Télécom Bretagne (Directeur de thèse) 
M. Julien Montagner : Maître de Conférences, Télécom Bretagne (Examinateur) 













/¶pWXGHH[SRVpHGDQVFH PpPRLUHDpWp UpDOLVpHGDQV OHFDGUHGH PD WKqVHGRFWRUDOHj7pOpFRP
Bretagne de Brest au sein du département Image et Traitement de O¶,QIRUPDWLRQ,7,(OOHQ¶DXUDLW
MDPDLV SX DERXWLU VDQV OH FRQFRXUV G¶XQ JUDQG QRPEUH GH SHUVRQQHV DX[TXHOOHV MH YRXGUDLV
exprimer ma profonde reconnaissance. 
 
-¶DLPHUDLV WRXW G¶DERUG UHPHUFLHU PRQ GLUHFWHXU GH WKqVH  Prof.  Basel Solaiman,  pour son 
encadrement, ses conseils, sa disponibilité, son soutien durant mes années de thèse et pour la 
FRQILDQFHGRQWLOP¶DIDLWSUHXYHHQPHODLVVDQWXQHOLEHUWpGDQVO¶RULHQWDWLRQGHPDUHFKHUFKH  
 
Je remercie vivement  M. Julien Montagner pour son encadrement, sa générosité, sa patience et 
ses conseils durant la période dans laquelle il a supervisé mon travail. 
 
Je dis aussi un grand merci à PRQSqUHPDPqUHPHVIUqUHVHWV°XUV, et à ma femme Faten pour 
leur soutien inconditionnel et leur patience tout au long de ma thèse et en particulier lors de la 
phase de rédaction. 
 
Enfin, je remercie également tous les thésards de département ITI, les amis, et plus 
particulièrement,  Mohammad Homam Alsun, Taha Jerbi, Shaban Almouahed, Rachid Al Khayat, 






























    /D SKDVH GH VHJPHQWDWLRQ FRQVWLWXH XQ SRLQW FHQWUDO GDQV OHV SURFHVVXV G¶LQWHUSUpWDWLRQ HW G¶DQDO\VH
G¶LPDJHV%LHQTXH OD VHJPHQWDWLRQDLWGpMj IDLW O¶REMHWGHQRPEUHX[ WUDYDX[HOOH UHVWHHQJpQpUDO WUqV
GpSHQGDQWHGHODQDWXUHHWGXFRQWH[WHG¶H[SORLWDWLRQGHO¶LPDJH1RWRQVTXHO¶DSSOLFDWLRQGHGLIIpUHQWHV
méthodes de segmentation à une même image produit souvent des résultats différents. Dans le but 
G¶REWHQLU XQH VHJPHQWDWLRQ ILDEOH HW UREXVWH QRXV PHWWRQV GDQV FH WUDYDLO O¶DFFHQW VXU OD TXHVWLRQ de 
O¶HVSDFH GH UHSUpVHQWDWLRQ GHV FRQQDLVVDQFHV LVVXHV GH O¶LPDJH DILQ G¶H[SORLWHU OH PD[LPXP
G¶LQIRUPDWLRQGLVSRQLEOHHQWHUPHVGHFDUDFWpULVWLTXHVHWGHVWUXFWXUHVSDWLDOH 
 
    Dans ce contexte, nous présentons une approche de segmentation basée sur la théorie des possibilités. 
Cette approche permet de représenter les mesures numériques issues des capteurs en prenant en compte 
les ambiguïtés inhérentes à cette information, sur la base des connaissances descriptives exprimées par 
O¶H[SHUW 'H SOXV O¶DSproche proposée modélise un aspect important du raisonnement humain dans le 
SURFHVVXV GH FODVVLILFDWLRQ GHV SL[HOV HQ H[SORLWDQW O¶LQIRUPDWLRQ LVVXH GX FRQWH[WH VSDWLDO GH FHV
pOpPHQWV &H SURFHVVXV FRJQLWLI OD IRFDOLVDWLRQ SURJUHVVLYH GH O¶DWWHQWLRQ HVt ici représenté par la 
diffusion itérative des connaissances acquises, dans le voisinage des pixels, notamment des germes 
possibilistes, qui représentent les points appartenant à une classe thématique donnée avec un fort degré de 
certitude. 
 
    Plusieurs VWUDWpJLHVGHGLIIXVLRQGHVFRQQDLVVDQFHVDLQVLTXHGHX[PRGHVG¶LQWpJUDWLRQGHVJHUPHVDX
processus (statiquement ou dynamiquement), sont proposés et évalués de manière qualitative et 
quantitative. La validation globale de la méthode est réalisée en utilisant un ensemble représentatif 
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The segmentation step constitutes a central point of image interpretation and scene analysis processes. 
Although the segmentation has already been the subject of numerous studies, it generally remains highly 
dependent on the nature of images and on their exploitation context. It is worthwhile to notice that the 
application of different segmentation methods on a given image often produces different results. In order 
to obtain a reliable and robust segmentation process, we mainly focus on the knowledge contained in the 
image, and especially on its representation space, aiming at exploiting the maximum of available 
information, both in terms of its image characteristics and spatial structure. 
 
In this context, we propose an approach of image segmentation based on the possibility theory. This 
approach allows representing image data by taking into account the ambiguity of the information it 
represents, based on a descriptive knowledge expressed by experts. Furthermore, during the process of 
pixel-based classification, the proposed approach simulates an important aspect of the human reasoning, 
the attention focusing, by the progressive integration of information related to the spatial context of 
pixels. This cognitive process is modeled by the iterative diffusion of the available knowledge, within the 
neighborhood of image pixels, particularly from possibilistic germs, assumed to represent points of the 
scene that belongs to a given semantic class with high certainty. 
 
Several strategies for both knowledge diffusion and the integration of germs are proposed and 
evaluated, qualitatively and quantitatively. The overall validation of the proposed approach is performed 
using a representative set of mammographic images. Obtained results tend to show the superiority of the 
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 /¶DUULYpe des images numériques constitue un véritable atout dans beaucoup de domaines 
VFLHQWLILTXHV(QHIIHWO¶LPDJHQXPpULTXHapporte un support de représentation permettant de 
modéliser et de YpKLFXOHU EHDXFRXS G¶LQIRUPDWLRQV OHV UHQGDQW ainsi accessibles à 
O¶LQWHUSUpWDWLRQSDUXQH[SHUWKXPDLQ  
 Vers les années 70-80, lDWKpPDWLTXHGHWUDLWHPHQWHWG¶LQWHUSUpWDWLRQG¶LPDJHs est devenue 
LQGLVSHQVDEOH DILQ G¶DSSRUWHU DX[ H[SHUWV GHV outils informatiques pouvant leur faciliter 
O¶H[SORLWDWLRQ GHV LPDJHV QXPpULTXHV HVVHQWLHOOHPHQW HQ WHUPHV GH FRQWHQX G¶LQIRUPDWLRQ
3DUPL OHV WKpPDWLTXHV GH UHFKHUFKH VRXOHYpHV HQ WUDLWHPHQW G¶LPDJHV FHOOH GH Oa 
VHJPHQWDWLRQG¶LPDJHs occupe une place importante et constitue un véritable challenge pour 
OHTXHOQ¶H[LVte aucune réponse générique.  
 /¶REMHWGH ODVHJPHQWDWLRQpeut être formulé simplement ,O V¶DJLWGHSDUWDJer une image 
en des régions  homogènes, selon un critère prédéfini mesurant O¶KRPRJpQpLWp, et où chaque 
région peut être associée à une classe thématique ou à une propriété représentant 
O¶LQWHUSUpWDWLRQ sémantique donnée SDU O¶H[SHUW j O¶KRPRJpQpLWp >@. ,O V¶DJLW GRQF G¶XQH
thématique permettant de « réduire ª ODTXDQWLWpG¶LQIRUPDWLRQjDQDO\VHUGDQVXQH LPDJHHW
de positionner OHFHQWUHG¶LQWpUrWVXUGHVUpJLRQVD\DQWXQVHQVde haut niveau sémantique au 
lieu de celui des mesures numériques associées aux différents pixels (qui dépendent fortement 
GHVFDSWHXUVSK\VLTXHVG¶DFTXLVLWLRQ). 
 
 '¶XQSRLQWde vue WHFKQLTXH O¶DQDO\VHGHO¶DERQdante littérature scientifique nous montre 
que la WKpPDWLTXHGHVHJPHQWDWLRQG¶LPDJHVDpWpHVVHQWLHOOHPHQWDERUGpHVHORQGHX[D[HV : 
un axe applicatif et un axe numérique.  
 
 /¶D[HDSSOLFDWLI VHFRQFHQWUHVXU OD ILQDOLWpGH O¶DSSOLFDWLRQGH OD VHJPHQWDWLRQHQWHUPHV
G¶DSSRUW LQIRUPDWLRQQHO3DUFRQVpTXHnt, la segmentation G¶LPDJHest considérée comme un 
RXWLOG¶LQJpQLHULHTXLGRLWIDFLOLWHUOHWUDYDLOG¶LQWHUSUpWDWLRQGHO¶H[SHUWhumain [13]. 
   
 (Q UHYDQFKH O¶D[H QXPpULTXH met O¶DFFHQW VXU les difficultés de modélisation, de 
WUDLWHPHQW GH O¶LQIRUPDWLRQ et G¶LQWHUSUpWDWLRQ GH O¶LQIRUPDWLRQ QXPpULTXH véhiculée par 
O¶LPDJH >@. 8QH TXHVWLRQ IRQGDPHQWDOH OLpH j FHW D[H FRQFHUQH OH FKRL[ GH O¶HVSDFH GH
UHSUpVHQWDWLRQGHO¶LQIRUPDWLRQjH[SORLWHUHQVHJPHQWDWLRQG¶LPDJH 
 (QHIIHWO¶HVSDFH  purement  QXPpULTXHGHO¶LQIRUPDWLRQHQVRUWLHGXFDSWHXUHVWIRUWHPHQW
lié à la quantité physique mesurée par ce capteur. Dans ce cadre, nous pouvons identifier des 
approches de segmentation intégrant et exploitant des connaissances liées aux quantités 
physiques mesurées. Ces approches sont souvent décrites comme étant « guidées par les 
connaissances ».  
 Un autre espace de représentatioQ GH O¶LQIRUPDWLRQ HVW FHOXL des connaissances 





considérant les fréquences G¶RFFXUUHQFHDXOLHXGHVPHVXUHVSK\VLTXHVLQMHFWpHVjO¶HQWUpHGX
système de segmentation [40,60].  
 'DQV WRXV OHV FDV GH ILJXUHV F¶HVW OD QDWXUH numérique, souvent imparfaite, de 
O¶LQIRUPDWLRQLQMHFWpHTXLFRQGLWLRQQHODFRQFHSWLRQGHO¶DSSURFKHGHVHJPHQWDWLRQDGRSWpH  
 
 Notons que le terme « connaissances » a souvent été associé aux propriétés physiques liées 
DX[FDSWHXUVHWDX[FRQQDLVVDQFHVGHO¶H[SHUWen termes de « savoir faire » algorithmique lié 
DX GRPDLQH GH O¶DSSOLFDWLRQ FRQVLGpUpH (Q UHYDQFKH OH © savoir descriptif ª GH O¶H[SHUW, 
décrivant sa vision de la relation entre les quantités physiques mesurées et représentées dans 
O¶LPDJH, et les informations liées au contenu VpPDQWLTXHGHO¶LPDJH, Q¶DSDVpWpapprofondi à 
sa juste valeur ,O V¶DJLW HVVHQWLHOOHPHQW G¶XQ VDYRLU GHVFULSWLI modélisé avec des termes 
OLQJXLVWLTXHV DPELJXV /¶DSSOLFDWLRQ GH OD WKpRULH GHV HQVHPEOHV IORXV j OD TXHVWLRQ GH OD
segmentation a ainsi été proposée dans plusieurs travaux de recherche. Malheureusement, 
cette application se contente de la « traduction ª GX VDYRLU GHVFULSWLI G¶H[SHUWV HQ WHUPHV
G¶HQVHPEOHV flous [96], en transformant les mesures numériques issues des capteurs en des 
YDOHXUVG¶DSSDUWHQDQFH, aboutissant ainsi à GHVLPDJHVGLWHVIORXHV'¶XQHIDoRQJpQpUDOHOHV
méthodes « classiques » de segmentation sont ensuite appliquées sur ces images floues sans 
une véritable analyse du contenu informationnel sémantique représenté par ces images.     
 
 'DQV FH WUDYDLO GH UHFKHUFKH QRXV SURSRVRQV G¶DERUGHU OD TXHVWLRQ GH OD UHSUpVHQWDWLRQ
possibiliste (qui est une extension de la représentation floue) GH O¶LQIRUPDWLRQ et de 
développer une approche de segmentation itérative G¶LPDJH basée sur la diffusion spatiale de 
ces informations.  
 /¶DSSURFKH SURSRVpH FRQVLVWH j WUDGXLUH OHV FRQQDLVVDQFHV GH O¶H[SHUW GX W\SH VDYRLU
descriptif, en des distributions de possibilités décrivant la relation entre les mesures 
numériques issues des capteurs et les différentes classes thématiques qui composeQWO¶LPDJHj
segmenter. Dans un second temps, O¶DSSURFKH VLPXOH OH raisonnement humain pour 
O¶LQWHUSUpWDWLRQ Ges images lors de la propagation de la connaissance. En effet, O¶H[SHUW
focalise son attention sur une zone GHUpIpUHQFHjFDXVHG¶XQHSURSULpWp. Ensuite, il analyse si 
cette propriété est aussi vérifiée dans le voisinage immédiat de cette zone. Ceci se traduit par 
le fait de coupler OD IRFDOLVDWLRQ G¶DWWHQWLRQ HW OD FURLVVDQFH GH UpJLRQV dans un processus 
itératif de diffusion des connaissances possibilistes.  
 Le cadre applicatif proposé, dans ce travail, HVWFHOXLGHO¶DQDO\VHGHVLPDJHVPpGLFDOHVGX
type mammographie. Le choix de ce cadre applicatif est justifié par le fait que le cancer du 
sein est considéré comme un problème majeur de santé, et FRQVWLWXH O¶un des cancers les 
plus fréquents chez les femmes dans le monde. Par conséquent, et afin de diminuer le taux de 
mortalité causée par le cancer de sein, il est  nécessaire de proposer des outils permettant une 
détection précoce et une meilleure caractérisation des masses tumorales. Malgré le fait que la 
mammographie constitue OD SULQFLSDOH PRGDOLWp G¶LQYHVWLJDWLRQ SRXU OH GpSLVWDJH GH telles 
masses, elle UHSUpVHQWHXQHPRGDOLWpG¶LPDJHs complexes à interpréter à cause de la variété de 
densité des tissus, des structures compliquées du sein, de la grande diversité existante dans les 
zones de tumeur en termes de type, de forme, de contours, etc. Ainsi, face à la complexité de 
O¶LQWHUSUpWDWLRQGHV PDPPRJUDSKLHV OHV V\VWqPHVG¶DLGHau diagnostic (CAD) sont devenus 





MRXHQW SOXW{W OH U{OH G¶XQ © second lecteur ª GH O¶LPDJH DILQ G¶DLGHU le radiologue dans sa 
décision de diagnostic, de lui signaler les anomalies éventuelles.  
 
Ce manuscrit est organisé de la façon suivante :  x Le premier chapitre aborde la problématique du cancer de sein où des aspects 
pathologiques et radiologiques de cette maladie sont présentés. Une étude 
bibliographique des méthodes itératives de segmentation des images 
mammographiques est aussi abordée dans ce chapitre. x Le deuxième FKDSLWUHSURSRVHXQpWDWGHO¶DUWVXUOHVPRGqOHVPDWKpPDWLques exploités 
GDQV OH FDGUH GH OD PRGDOLVDWLRQ GH O¶LQIRUPDWLRQ LPSDUIDLWH 4XDWUH WKpRULHV VRQW
abordées : la théorie des probabilités, la théorie de Dempster-Shafer, la théorie des 
ensembles flous et la théorie des possibilités. Ensuite, ce chapitre aborde les méthodes 
de segmentation floue et possibiliste GHVLPDJHVHQIRFDOLVDQWO¶DWWHQWLRQVXUOHFDVGHV
images mammographiques. x /HWURLVLqPHFKDSLWUHPHWO¶DFFHQW, sans être exhaustifVXUOHVWHFKQLTXHVG¶HVWLPDWLRQ
des fonctionV G¶DSSDUWHQDQFH On se focalisera en effet sur les mesures floues, les 
algorithmes d¶RSWLPLVDWLRQ utilisés ici pour O¶HVWLPDWLRQ initiale des fonctions 
G¶DSSDUWHQDQFH. x Le quatrième chapitre est dédié à la mise HQ °XYUH G¶une approche possibiliste de 
segmentation permettant la diffusion itérative des connaissances possibilistes. Deux 
stratégies de diffusion sont ainsi proposées et évaluées.  x Le cinquième chapitre est consacré à la question de la prise de décision possibiliste et 
j O¶LQWpJUDWLRQ GHV JHUPHV SRVVLELOLVWHV GDQV OH SURFHVVXV GH GLIIXVLRQ LWpUDWLYH GHV
connaissances. /¶DSSURFKH SURSRVpH HVW HQVXLWH pYDOXpH VXU XQ HQVHPEOH G¶LPDJHV
mammographiques comportant des masses de plusieurs formes et dans divers 
contextes de contraste et de niveau de bruit/DFRPSDUDLVRQHQWUHO¶DSSURFKHSURSRVpH
et les PpWKRGHVH[LVWDQWHVGHVHJPHQWDWLRQG¶LPDJHV PDPPRJUDSKLTXHVFRQFOXUDFH
chapitre. 
 





SEGMENTATION EN IMAGERIE  
MAMMOGRAPHIQUE 
 
1.1. Introduction et motivation 
/H GpYHORSSHPHQW GHV WHFKQLTXHV G¶LPDJHULH PpGLFDOH HQ SDUWLFXOLHU l¶imagerie 
numérique, a profondément modifié la pratique médicale de ces dernières années. Ce 
développement a donné lieu à une nouvelle dimension liée aux méthodes de traitement 
G¶LPDJHVPédicales et aux LQIRUPDWLRQVH[WUDLWHVSDUO¶LQWHUPpGLDLUHGHFHVPpWKRGHV. 
Néanmoins, et malgré ces technologiHVDYDQFpHVGDQVOHGRPDLQHPpGLFDO O¶pWXGHGXFDQFHU
de VHLQHVWXQSUREOqPHGLIILFLOHHWUHVWHXQVXMHWGHUHFKHUFKHG¶DFWXDOLWp/¶XQHGHVPRGDOLWpV
G¶LPDJHULH OHV SOXV FRXUDPPHQW XWLOLVpHV j ODTXHOOH QRXV QRXV VRPPHV LQWpUHVVpV GDQV FH
WUDYDLO HVW O¶LPDJHULH PDPPographique, qui est devenue un outil indispensable pour tout 
examen clinique relatif au cancer du sein. (OOH SUpVHQWH O¶DYDQWDJH G¶rWUH peu invasive et 
SHUPHWO¶DFTXLVLWLRQG¶LPDJHVGXVHLQHQSOXVLHXUVYXHVVHORQO¶DQJOHGHSURMHFWLRQGHVUD\RQV
X traversant le tissus. 'DQV FH FDGUH O¶LQWHUSUpWDWLon des mammographies se base 
HVVHQWLHOOHPHQWVXUOHVDYRLUGHVFULSWLIGHO¶H[SHUWKXPDLQ 
 
Le travail de recherche présenté dans ce rapport et son application visent à concevoir un 
V\VWqPHGHVHJPHQWDWLRQG¶LPDJHVD\DQWSRXUREMHFWLIGHVLPXOHUXQDVSHFWGXUDLVRQQHPHQW
humain&HFLV¶HIIHFWXHjO¶DLGH G¶XQ processus de description des connaissances disponibles 
aux différents niveaux de traitement. Comme pour le raisonnement humain, le système 
consiste à réaliser une propagation itérative de ces connaissances au niveau pixelique (i.e. 
propager les connaissances liées à un pixel donné aux pixels contenus dans son voisinage 
spatial immédiat). /¶XWLOLOLVDWLRQ de ce mécanisme dans la segmentation des images 
mammographiques consiste à diffuser au fil des itérations des connaissances TXH O¶RQ SHXW
qualifier de certaines. $LQVL ODGLIIXVLRQGX IDLWTX¶un pixel représente une anomalie ou pas 
permet G¶DIILQHU SURJUHVVLYHPHQW la classification des pixels voisins en accentuant les 
connaissances certaines. 
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 Dans ce chapitre, nous commençons par la présentation du cadre d¶étude où nous donnons 
une brève description anatomique du sein afin de mieux expliciter les différentes structures à 
localiser et à identifier sur les images mammographiques. Ces images avec leurs vues 
distinctes, prises sous différents angles de projection des rayons X, sont ensuite présentées. La 
forme G¶XQH tumeur étant un facteur déterminant lors du diagnostic de cancer du sein et de la 
proposition du traitement, est de ce fait examinée sous ses différents aspects. Nous enchainons 
par l¶explicitation de la problématique et la motivation du présent travail avant de présenter 
XQpWDWGHO¶DUWGHVPpWKRGHVGHVHJPHQWDWLRQG¶LPDJHVPDPPRJUDSKLTXHVfocalisé sur le cas 
des méthodes itératives. 
1.2. Cadre d¶étude 
1.2.1. Anatomie et épidémiologie  
 Le sein est un organe globuleux situé en avant et en haut du thorax. Il est d¶une grande 
importance dans la représentation de la féminité du fait qu¶il joue un rôle nourricier et 
esthétique [1]. Anatomiquement parlant, il s¶agit d¶une masse constituée de tissus 
glandulaires, gras et fibreux, positionnée au dessus du muscle pectoral et attachée à la paroi 
thoracique par les ligaments de Cooper [2]. Il est enveloppé d¶une couche de tissus adipeux 
qui lui donne sa consistance souple et sa forme, de tissus conjonctifs fibreux et de tissus 
glandulaires. Ces derniers comportent des lobules ayant pour rôle la production du lait. Celui-
ci est véhiculé par des canaux vers le mamelon VLWXp DX FHQWUH GH O¶DUpROH. La figure 1.1 
montre un schéma anatomique du sein. 
 
 
 Le cancer du sein représente un problème majeur de santé et constitue une maladie très 
fréquente chez la femme. Une étude intéressante était réalisée en 2003 par la société 
américaine du cancer a montré TX¶une proportion comprise entre 1/12 et 1/8 de la population 
féminine est atteinte du cancer de sein [3].  
Muscle pectoral   





Figure 1.1 : Description anatomique du sein (coupe sagittale) 
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 En Europe, le taux de mortalité causée par des cancers de tous les types est de 24%, celui 
du sein en particulier marque un taux de 19% de mortalité pour lui seul [4].  
 'HVWUDYDX[GHUHFKHUFKHVRQWSURXYpTXHOHULVTXHG¶DYRLUXQFDQFHUDXJPHQWHDYHFO¶âge. 
$WLWUHG¶H[HPSOHHQYLURQ 3,5%  des femmes âgées de 60 ans développent un cancer du sein 
DYDQWO¶kJHGHDQV[2]. 
 
 Au cours de ces dernières années, le processus de dépistage PDPPRJUDSKLTXHV¶HIIHFWXH
dans des stades moins avancés [5]. Ceci permet une prise en charge plus précoce et permet de 
réduire le taux de mortalité comme on va le voir par la suite. 
1.2.2. Imagerie mammographique  
     /¶LPDJHULHPpGLFDOHHVWXQHWHFKQLTXHH[SORUDQW OHFRUSVKXPDLQGH ODPDQLqUH ODPRLQV
LQYDVLYH SRVVLEOH 6RQ SULQFLSH JpQpUDO FRQVLVWH j PHVXUHU j O¶DLGH G¶XQ V\VWqPH LPDJHXU
dédié, un phénomène physique (rayons X, écho-ultrasonore« provenant du patient G¶XQH
manière naturelle ou artificielle. 'H FH IDLW O¶LPDJHULH PpGLFDOH SHUPHW GH IRXUQLU GHV
LQIRUPDWLRQV VXU O¶DQDWRPLH HW OD IRQFWLRQQDOLWp GHV RUJDQHV HW GHV FHOOXOHV GDQV OH FRUSV
humain. Elle a été considérée, par le journal médical anglais « New England » [6], comme 
O¶XQGHVGpYHORSSHPHQWVOHs plus importants sur le plan médical des vingt dernières années. 
 Dans ce travail, nous nous intéressons à la mammographie qui représente un outil essentiel 
de dépistage et de détection des anomalies du sein. Plusieurs études ont prouvé que 
O¶XWLOLVDWLRQGH O¶LPDJHPDPPRJUDSKLTXHDDXJPHQWpG¶XQHPDQLqUH VLJQLILFDWLYH OH WDX[GH
détection des tumeurs cancéreuses. De plus, le risque de décès parmi les femmes surveillées 
par le programme de dépistage sur une période de 10 ans, a diminué de 30% [7-8]. 
 
 L¶acquisition des images mammographiques est assurée par des rayons X. Différentes vues 
sont obtenues selon l¶angle de traversée de ces rayons [9]. La figure 1.2.a montre les deux 
YXHVOHVSOXVXWLOLVpHVGDQVO¶DFTXLVLWLRQG¶LPDJHVPDPPRJUDSKLTXHV x La vue Médio Latérale Oblique (MLO) : son acquisition est réalisée avec une position 
oblique par rapport au sein. Lors de la capture de ce type de vue, une 
région appartenant au muscle pectoral peut être présente dans la mammographie. Cette 
région se trouve au coin supérieur gauche ou au coin supérieur droit GHO¶LPDJH (figure 
1.2.b). x La vue Carnio CDXGDOH&& ODSRVLWLRQGXVHLQ ORUVGH O¶DFTXLVLWLRQGH ODYXH&&
doit être horizontale (figure 1.2.c). Notons que cette vue montre autant que possible 
les tissus glandulaires (les canaux et les lobules) ainsi que les tissus gras qui entourent 
les tissus glandulaires. 
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1.2.3. Les anomalies détectables par mammographie 
 Un cancer du sein est caractérisé par la SUpVHQFH G¶XQH WXPHXU PDOLJQH GXH j OD
multiplication anormale et anarchique GHVFHOOXOHVG¶XQWLVVX/HVGLIIpUHQWV W\SHVGHFDQFHU
GXVHLQRQWpWpGpFULWVSDUO¶$&5American College of Radiology) [10-11]. Parmi les familles 
G¶DQRPDOLHV UHSpUDEOHV VXU GHV LPDJHV GH PDPPRJUDSKLH QRXV SRXYRQV FLWHU : les masses,   
les distorsions architecturales, les micro-FDOFLILFDWLRQVHWO¶DV\PpWULH 
1.2.3.1. Les masses 
 Une masse (figure HVWGpILQLHFRPPHXQHOpVLRQRFFXSDQWGDQVO¶HVSDFHXQHSRVLWLRQ
qui peut être vue sous deux incidences différentes. Mais généralement, la masse est 
difficilement perceptible en mammographie, car elle est similaire aux tissus alentours. Pour 
cette raison, sa détection est considérée comme une tâche difficile [12]. La caractérisation 
G¶XQH PDVVH HVW EDVpH VXr sa forme (ronde, ovale, lobulée, irrégulière), sur ses contours 
(circonscrits, micro-lobulés, masqués, indistincts, spiculés) et sur sa densité (haute, moyenne, 




Figure 1.3 ([HPSOHG¶XQHPDVVHHQ mammographie 
 
(a) (b) (c) 
Figure 1.2 : Deux vues de mammographie : (a) les directions 
G¶DFTXLVLWLRQGes deux vues, (b) la vue MLO et (c) la vue CC 
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1.2.3.2. Les micro-calcifications 
 Les micro-calcifications sont des petits dépôts de calcium de taille inférieure à 1 mm, qui 
apparaissent comme des petits points lumineux situés dans la glande mammaire. Ces micro-
calcifications (figure 1.4) sont caractérisées par leur type et les propriétés de leur distribution 
[11]. 
 
1.2.3.3. Les distorsions architecturales 
  Les Distorsions Architecturales (DA) sont définies comme étant un changement au niveau 
GH O¶DUFKLWHFWXUHQRUPDOHGXVHLQJpQpUDOHPHQWREVHUYpHVGDQV OHV PDPPRJUDSKLHVFRPPH
une accumulation anormale de lignes droites qui convergent vers un point central unique [13] 
mais sans densité centrale radio-opaque [10]. Souvent, ces DA peuvent être présentes avec les 
masses ou les micro-calcifications, mais elles sont moins fréquentes que ces deux dernières. Il 
est estimé que dans les dépistages de mammographie entre 12 et 45% des cancers ne sont pas 
détectés à cause des DA [14-15]. Un exemple de distorsion architecturale est donné dans la  
figure 1.5.   
 
1.2.3.4. /¶DV\PpWULH 
 /¶DV\PpWULH HVW GpILQLH FRPPH pWDQW XQH GLIIpUHQFH HQWUH OD GHQVLWp GH tissu  
mammaire du sein gauche et du sein droit (figure 1.6). Elle peut correspondre à une ou 
plusieurs UpJLRQV GX VHLQ 6HORQ O¶$&5 [10], GHX[ W\SHV G¶DV\PpWULH SHXYHQW H[LVWHU : 
O¶asymétrie globale HW O¶asymétrie focale. /D SUHPLqUH VLJQLILH TXH OD UpJLRQ G¶DV\PpWULH
Figure 1.5 : ([HPSOHG¶XQHGLVWRUVLRQDUFKLWHFWXUDOH
architecturales 
Figure 1.4 : Exemple de micro-calcifications 
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représente une partie significative du sein par rapport aux tissus mammaires. En revanche, la 
seconde signifie que la rpJLRQ G¶DV\PpWULH HVW EHDXFRXS SOXV SHWLWH SDU UDSSRUW DX[ WLVVXV






(Q LPDJHULH PDPPRJUDSKLTXH XQ V\VWqPH G¶DLGH DX GLDJQRVWLF HQ DQJODLV Computer-
Aided Diagnosis &$' GpVLJQH WRXW V\VWqPH SHUPHWWDQW G¶DSSRUWHU XQH DLGH DX UDGLRORJXH
lors de son interprétDWLRQG¶LPDJHV[13]. Le travail de F. Winsberg et al. en 1967 [16] a donné 
QDLVVDQFH DX GLDJQRVWLF DVVLVWp SDU RUGLQDWHXU DYHF OD SXEOLFDWLRQ G¶XQ SUHPLHU WUDYDLO GH
recherche en analyse des mammographies visant à la détection automatique des lésions. 
(QJpQpUDO O¶DQDO\VHHW O¶LQWHUSUpWDWLRQG¶LPDJHVHQPDPPRJUDSKLHVRQWUpDOLVpHVSDUOHV
radiologues. Cependant, malgré leur expertise dans le domaine, des recherches ont prouvé 
TX¶HQWUH  HW  GHV FDV GH FDQFHUV GH VHLQ pFKDSSHQW j OHXUV GLDJQRVWLFV [17]. Ceci 
MXVWLILH OHEHVRLQGHUHFRXULUjGHVV\VWqPHVG¶DLGHDXGLDJQRVWLF/¶REMHFWLIGHWHOVV\VWqPHV
consiste en l¶amélioration des résultats de détection en attirant l¶attention des experts sur des 
zones suspectes. Cette aide est devenue indispensable et peut être considérée comme une 
« seconde lecture » de mammographie [18]. 
'HX[FDWpJRULHVHVVHQWLHOOHVGH V\VWqPHVG¶DLGHDXGLDJQRVWLFH[LVWHQWGDQV OD OLWWpUDWXUH 
La figure 1.7 présente un organigramme pour chacune d¶elles, illustrant les principales étapes 
de leurs processus de fonctionnement.  
La première catégorie fait référence à la détection par ordinateur (CADe). De tels systèmes  
assurent une détection automatique des zones suspectes et fournissent en sortie les positions 
des lésions potentiellement identifiées. L¶intervention des radiologues consiste dans ce cas à 
interpréter les résultats requis. 
 La seconde catégorie, faisant référence au diagnostic par ordinateur (CADx), considère en 
revanche que la lésion est a priori connue. Ces systèmes visent plutôt à apporter aux 
radiologues un facteur de fiabilité pour leur décision concernant la caractérisation d¶une 
Figure 1.6 : ([HPSOHG¶DV\PpWULH : une région suspecte dans le  
sein droit, déduite G¶Xne comparaison avec sein gauche,       
observés sur des vues MLO 
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lésion détectée en tant que maligne ou bénigne.  Ceci limite considérablement le nombre 
d¶examens invasifs.  
Dans les deux cas, les radiologues bénéficient d¶une aide particulière vis-à-vis de la prise 
GHGpFLVLRQUpGXLVDQWDLQVLO¶LQWUDHWO¶LQWHU-variation des diagnostics émis par la communauté 
des radiologues (cohérence du diagnostic). Ce type de procédure facilite le travail, augmente 
la précision de diagnostic et apporte une amélioration considérable à la productivité des 
radiologues [13].  
 
      
1.2.5. 3URFHVVXVG¶DFTXLVLWLRQHQPDPPRJUDSKLHHWPRGpOLVDWLRQ
VWDWLVWLTXHG¶LPDJHV 
/HV\VWqPHG¶DFTXLVLWLRQG¶LPDJHVPDPPRJUDSKLTXHVest basé sur O¶XWLOLVDWLRQGHVrayons 
X. $XFRXUVGHO¶DFTXLVLWLRQ, GHVUD\RQVSDUWHQWG¶XQ tube, parcourent O¶REMHWLPDJpHWYRQWVH
projeter sur les capteurs. 
 Lorsque les photons ; WUDYHUVHQW O¶REMHW G¶intérêt, une interaction entre ces rayons et les 
PDWpULDX[FRPSRVDQWO¶REMHWVHSURGXLWHWFHOOH-ci attenue OHVUD\RQV;/¶atténuation est due 
aux trois mécanismes suivants [19-20] (figure 1.8): 
 x l¶effet photoélectrique ; x la dispersion Thomson-Rayleigh ; x la dispersion Compton. 
 
/¶HIIHW SKRWRpOHFWULTXH VH SURGXLW JpQpUDOHPHQW ORUVTXH OHV photons sont totalement 
absorbés par les atomes GHVPDWLqUHVGHO¶REMHW   
Identification de régions suspectes 
Mammographie 
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Pour les énergies utilisées en radiographie (entre 20 et 150 keV), la dispersion Thomson- 
Rayleigh est habituellement négligée car elle ne contribue que très faiblement aux coefficients 
G¶DWWpQXDWLRQGHVWLVVXVWUDYHUVpVPRLQVGHGHO¶LQWHUDFWLRQWRWDOH 
La dispersion Compton se produit lorsque les photons sont déviés entrainant, ainsi, une 
SHUWHG¶pQHUJLHCes photons sont appelés photons dispersés ou la radiation dispersée. 
Les rayons X qui ne sont soumis à aucune atténuation (le reste des rayons émis par la 
source), constituent les photons primaires ou la radiation primaire. Cette radiation primaire 






Par conséquent, la radiation totale détectée est composée de la radiation primaire et la 
radiation dispersée. Cette radiation dispersée est à O¶RULJLQH GH OD SUpVHQFH GH EUXLW GDQV
O¶LPDJH.  
Plusieurs travaux ont été menés afin de réaliser une modélisation statistique du bruit 
affectant les images mammographiques. Certains travaux ont considéré une modélisation 
par XQH GLVWULEXWLRQ GH 3RLVVRQ $ WLWUH G¶H[HPSOH, M. Adel et al. [21] ont proposé un 
algorithme basé sur le modèle de Poisson afin de réduire le bruit sur les images 
mammographiques. Des études similaires ont été proposées par A. Mencattini et al. [22], et 
L.C.S. Romualdo et al. [23].  
'¶DXWUHVWUDYDX[RQWPRQWUpTue le bruit affectant les images mammographiques est plutôt 
de nature additive et gaussienne [24].  Après avoir prouvé la non adéquation du modèle de 
Poisson, Q. Xia [19] a apporté la démonstration et la justification de la modélisation 
gaussienne sur la base du diagramme quantile-quantile TXLSHUPHWG¶pYDOXHr la pertinence de 
O¶DMXVWHPHQW G¶XQH distribution donnée par rapport à un modèle théorique de référence. 







Photons primaires Photons dispersés 
Détecteur 
Figure 1.8 : Les trois mécanismes de radiation dus jO¶interaction entre 
les photons des rayons X et la matière GHO¶REMHWDFTXLV 
Objet 




/D VHJPHQWDWLRQ G¶XQH LPDJH PDPPRJUDSKLTXH FRQVLVWH j LQWHUSUpWHU O¶LPDJH HQ
produisant une description sémantique GHO¶LQIRUPDWLRQTX¶HOOHSRUWe,OV¶DJLWGHORFDOLVHUOHV
GLIIpUHQWHVHQWLWpVFRQWHQXHVGDQVO¶LPDJH'¶XQH manière générale, une image représente une 
FHUWDLQHYLVLRQG¶XQHVFqQHREWHQXHSDUO¶LQWHUPpGLDLUHG¶XQFDSWHXUGRQQp(OOHHVWFRPSRVpH
G¶REMHWVVXUIDFHVFRQWRXUVHWF/HUHSpUDJHGHFHVpOpPHQWVFRQVLVWHGDQVXQSUHPLHUWHPSV
à extraire les attributs caractérisant les « régions » contenues dans l¶image. Pour ce faire, il est 
possible GHUHJURXSHUOHVSL[HOVGHO¶LPDJHHQdifférentes régions. Chaque région est supposée 
YpULILHUXQFULWqUHG¶KRPRJpQpLWpSDUUDSSRUWjXQHSURSULpWpFRPPXQHRXjO¶DSSDUWHQDQFHj
XQHPrPHHQWLWp/¶LPDge résultante de la segmentation représente une « carte thématique » 
GDQV ODTXHOOH FKDTXH SL[HO HVW pWLTXHWp FRPPH pWDQW G¶XQH FODVVH WKpPDWLTXH GH OD FDUWH 
assimilable à une région. La segmentation constitue donc une étape importante pour 
O¶H[WUDFWLRQGHVLQIRUPDWLRQVqualitatives et quantitatives GHO¶LPDJHHWSDUFRQVpTXHQWGHOD
scène réelle analysée. En effet, la segmentation fournit une description quantitative et 
qualitative de haut niveau GHO¶LPDJHDQDO\VpHO¶pWLTXHWWHGHFKDTXHUpJLRQGpWHFWpHODIRUPH
GHFKDTXHUpJLRQWDLOOHRULHQWDWLRQ« ODGLVWULEXWLRQVSDWLDOHFRQQH[LRQVYRLVLQDJHV«
des différentes régions, etc. 
La majorité des méthodes utilisées en segmenWDWLRQ G¶LPDJH VH EDVH XQLTXHPHQW VXU
O¶DQDO\VHGHVQLYHDX[GHJULVREVHUYpV/DTXHVWLRQTXHO¶RQSHXWVRXOHYHUHVWODVXLYDQWH : est-
ce que le niveau de gris seul, proportionnel à la valeur mesurée par le capteur, est le meilleur 
choix pour réaliser la sHJPHQWDWLRQGHO¶LPDJH" 
(Q DQDO\VDQW O¶KLVWRJUDPPH GHV QLYHDX[ GH JULV GH GHX[ FODVVHV WKpPDWLTXHV FRQWHQXHV
dans une image, on note des zones de chevauchement importantes (figure 1.9 /¶HIIHW GH
cette imperfection, de nature statistique, peut être réduit en analysant les relations spatiales 
entre les pixels. Ceci revient à considérer la distribution texturale des niveaux de gris, qui 
UHSUpVHQWHXQQLYHDXVpPDQWLTXHSOXVpOHYpTXHFHOXLGHO¶LQIRUPDWLRQIRXUQLHSDUOHVQLYHDX[









Figure 1.9 : Un exemple de chevauchement entre deux classes thématiques. (a) Régions 









des méthodes et des techniques de segmentation, la segmentation de mammographies reste un 
problème ardu pour plusieurs raisons : x La similarité des caractéristiques colorimétriques entre les différents tissus du sein, 
fait que les histogrammes des images mammographiques qui les représentent, 
montrent d¶LPSRUWDQWHV zones de chevauchement [26-27] évoquées ci-dessus. 
/¶DSSDUWHQDQFHdes pixels observés à une structure donnée du tissu s¶accompagne par 
un degré d¶incertitude /¶DQDO\VH GHV LPDJHV PDPPRJUDSKLTXHV est de ce fait de 
nature probabiliste. Ceci confirme TXH O¶RQ QH SHXW SDV GLVFULPLQHU GH PDQLqUH
absolue et certaine OHVHQWLWpVGDQVO¶LPDJHen se basant uniquement sur la distribution 
des niveaux de gris de ses pixels. x /HVUpJLRQVG¶LQWpUrW52,FRUUHVSRQGDQWHVDX[HQWLWpVpWXGLpHVSRVVqGHQWXQ IDLEOH
contraste par rapport aux tissus environnants [28]. Ce faible contraste conduit à 
constater des transitions « douces » entre les tissus sains et pathologiques. Ceci 
engendre une imprécision dans la discrimination tissulaire. x Une zone suspecte sur une image mammographique peut être de petite taille et peut 
prendre plusieurs formes potentielles. Le radiologue se base sur son expérience et 
savoir ainsi TXH VXU O¶observation dH O¶LPDJH SRXU réaliser son interprétation. 
Cependant, cette importante variabilité de formes rend sa tâche difficile. Nous 
SRXYRQV HQ GpGXLUH TX¶XQ SURFHVVXV G¶DXWRPDWLVDWLRQ GH OD SULVH GH GpFLVLRQ
FRQFHUQDQW OD SUpVHQFH RX O¶DEVHQFH G¶XQ VLJQH G¶DQRPDOLH VHUD G¶DXWDQW SOXV
complexe à réaliser.  x Une zone suspecte peut avoir des frontières qui ne sont pas délimitées. En effet, elle 
infiltre les tissus bénins du sein, ce qui amène à une ambiguïté dans la description et la 
discrimination des contours des entités observées. 
 
Pour ces différentes raisons, ODGHVFULSWLRQGXFRQWHQXVSDWLDOGHO¶LPDJHPDPPRJUDSKLque 
basée sur les niveaux de gris des pixels observés fait O¶REMHW GH nombreuses imperfections  
[28-29] ,O VHPEOH GRQF TX¶XQH © bonne méthode de segmentation » doive prendre en 
FRQVLGpUDWLRQFHVFDUDFWpULVWLTXHVWHQDQWFRPSWHGHOHXUVIDFWHXUVG¶LQFHUWLWXGHHWG¶DPELJXwWp
Notons que les ambigüités citées ci-dessus peuvent être réduites par O¶intégration de 
connaissances spatiales et/ou expertes dans le processus de segmentation. La nature itérative 
du processus permet alors de propager cette connaissance à toutes les zones de forte 
DPELJXwWpGHO¶LPDJH/DSULVHGHGpFLVLRQGHFODVVHUXQSL[HOUHWDUGpHMXVTX¶DXPRPHQWR
la connaissance propagée sera suffisante, permHWpJDOHPHQWGHUpGXLUHO¶LQFHUWLWXGHLQKpUHQWH
à O¶information image. Pour cette raison, on présente dans ce qui suit les méthodes de 
VHJPHQWDWLRQG¶LPDJHVSURSRVpHVGDQVODOLWWpUDWXUHHQles distinguant par leur nature itérative 
ou non itérative. 
1.3.1. MéthoGHVQRQLWpUDWLYHVHQVHJPHQWDWLRQG¶LPDJHV
mammographiques 
Dans ce travail, on désigne par méthodes non itératives de segmentation, les méthodes 
SHUPHWWDQWGHUpDOLVHUO¶RSpUDWLRQGHVHJPHQWDWLRQ HQXQHVHXOHSDVVHG¶DQDO\VHGDQVO¶HVSDFH
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image. Ainsi, la segmentation n¶exploite pas de résultats intermédiaires pour raffiner ceux qui 
les succèdent. Parmi ces méthodes, on cite celles basées sur la notion de seuillage 
d¶histogramme, la segmentation bayésienne, la segmentation floue et celles basées sur 
O¶DQDO\VHGHODWH[WXUH 
1.3.1.1. Méthodes de segmentation basées sur le seuillage d¶histogramme 
Il s¶DJLW GH PpWKRGHV GH EDVH HQ VHJPHQWDWLRQ G¶LPDJH [30]. Le principe général du 
seuillage consiste à chercher une valeur appropriée de seuil puis de classifier tous les pixels de 
l¶image selon la valeur de leurs niveaux de gris par rapport à ce seuil, afin de séparer les 
UpJLRQV G¶LQWpUrW et l¶DUULqUH SODQ GH O¶LPDJH 3OXVLHXUV PpWKRGHV GH GpWHUPLQDWLRQ GH FHWWH
valeur de seuil ont été appliquées pour la segmentation G¶LPDJHPDPPRJUDSKLTXH&HUWDLQHV
PpWKRGHVGHGpWHUPLQDWLRQGXVHXLO VRQWEDVpHV VXU O¶XWLOLVDWLRQGHSDUDPqWUHVDXWUHVTXH OH
QLYHDXGHJULVWHOVTXHO¶HQWURSLH[31] RXO¶HQWURSLHGH7VDOOLV [32]$WLWUHG¶H[HPSOHOtsu 
[33] D IRUPXOp OH SUREOqPH GH VHXLOODJH G¶XQH LPDJH FRPPH pWDQW XQ SUREOqPH G¶DQDO\VH
discriminante itérative qui permet de choisir une valeur optimale du seuil. Le critère utilisé 
pour le choix du seuil est basé sur la PD[LPLVDWLRQ G¶XQH PHVXUH statistique de séparation 
entre les classes. Dans tous les cas, le seuil obtenu via les méthodes citées ci-dessus, sert 
finalement à la classification des pixels de l¶image selon leurs niveaux de gris.   
 
'¶XQHIDoRQJpQpUDOHOHVPpWKRGHVGHVHXLOODJHSHXYHQWrWUHFODVsées en deux catégories : 
 x Les méthodes de seuillage global: ces méthodes sont largement utilisées en 
VHJPHQWDWLRQG¶LPDJHVPDPPRJUDSKLTXHV [26] afin de détecter les zones de tumeur 
ou des micro-calcifications. Le principe de ces méthodes consiste à déterminer la 
YDOHXU GX VHXLO HQ XWLOLVDQW O¶LQIRUPDWLRQ globale FRQWHQXH GDQV O¶LPDJH &HWWH
LQIRUPDWLRQ HVW VRXYHQW GRQQpH VRXV IRUPH G¶KLVWRJUDPPH GHV QLYHDX[ GH JULV
FRQWHQXV GDQV O¶LPDJH [35-37]. Malgré cette large utilisation, le seuillage global 
V¶DYqUH SHX HIILFDFH SRXU LGHQWLILHU DYHF SUpFLVLRQ OHV UpJLRQV G¶LQWpUrW (Q HIIHW
O¶LPDJHPDPPRJUDSKLTXHFRQVWLWXHHQUpDOLWp ODSURMHFWLRQG¶XQHVFqQH'GDQVXQ
HVSDFH G¶REVHUYDWLRQ ' &HWWe projection engendre des chevauchements importants 
des régions qui composent le tissu mammaire [26] FH TXL OLPLWH O¶HIILFDFLWp GH FHV
méthodes. x Les méthodes de seuillage local : ces méthodes visent à affiner localement la valeur 
du seuil pour mieux identLILHUOHVUpJLRQVG¶LQWpUrWV/DYDOHXUGXVHXLOHVWGpWHUPLQpH
en se limitant aux informations contenues dans le voisinage local de chaque pixel 
[38]. Ces méthodes ont souvent montré une meilleure efficacité de détection par 
rapport aux méthodes de seuillage global. Notons que les méthodes de seuillage 
local Q¶RQWSDVpWp VHXOHPHQWXWLOLVpHVSRXU OD VHJPHQWDWLRQG¶LPDJH PDLVRQWDXVVL
pWp H[SORLWpHV FRPPH XQH pWDSH GH SUpWUDLWHPHQW GpGLpH j G¶DXWUHV DOJRULWKPHV WHOV
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1.3.1.2. Méthodes de segmentation bayésienne  
Les méthodes bayésiennes sont parmi les premières méthodes utilisées en segmentation 
G¶LPDJHV/HXUSULQFLSHHVWOHVXLYDQW :  
Chaque pixel si GHO¶LPDJHHVWDVVRFLpjXQHmesure xi (niveau de gris, paramètre de texture, 
valeur de gradient, etc.) et supposé appartenir à une classe thématique Cm issue G¶XQensemble 
H[KDXVWLI HW H[FOXVLI GH FODVVHV /HV FRQQDLVVDQFHV TXH O¶RQ VXSSRVH GLVSRQLEOHV VRQW
GRQQpHVVRXVODIRUPHG¶XQHGLVWULbution de probabilité a priori P(Cm) GpILQLHVXUO¶HQVHPEOH
des classes) et d¶un ensemble de distributions de probabilités conditionnelles aux différentes 
classes thématiques P(xi/Cm) GpILQLHVVXUO¶HVSDFHG¶REVHUYDWLRQGHODPHVXUHFRQVLGpUpH/D
règle de décision exploitée par les méthodes bayésiennes consiste à associer chaque pixel 
observé à la classe thématique pour laquelle la probabilité a posteriori P(Cm/xi) est la plus 
élevée. La probabilité a posteriori est calculée à partir des distributions de probabilités a 
priori HWG¶REVHUYDWLRQVFRQGLWLRQQHOOHVGLVSRQLEOHV et elle est donnée grâce au théorème de 








Plusieurs travaux ont appliqué cette approche de segmentation bayésienne aux images 
mammographiques. M. Adel et al. [40] ont proposé la segmentation bayésienne des régions 
anatomiques du sein qui correspondent aux classes thématiques suivantes: muscle pectoral, 
tissus gras et tissus glandulaires. Les distributions de probabilités GH O¶REVHUYDWLRQ
FRQGLWLRQQHOOH j FKDTXH FODVVH VRQW VXSSRVpHV JDXVVLHQQHV HW O¶HVWLPDWLRQ GHV SDUDPqWUHV
DVVRFLpV j FHV GLVWULEXWLRQV HVW UpDOLVpH SDU O¶DSSOLFDWLRQ GH O¶HVWLPDWHur du maximum a 
posteriori G¶XQH IRQFWLRQ G¶pQHUJLH /¶pYDOXDWLRQ TXDQWLWDWLYH GHV UpVXOWDWV VXU GHV LPDJHV
issues de la base MIAS [41]) DpWpUpDOLVpHHQFRPSDUDQW OHVUpVXOWDWVREWHQXVjFHX[G¶XQH
« segmentation manuelle » effectuée par un expert en se limitant à la région du tissu fibro-
glandulaire où il est susceptible de détecter des tumeurs de sein. Dans 68% des cas, les 
UpVXOWDWV VRQW MXJpV SDU O¶H[SHUW FRPPH D\DQW XQH ERQQH VHJPHQWDWLRQ LH XQ WDX[ GH
reconnaissance supérieur à 60% au niveau des pixels). 
 Un travail similaire a été proposé par H. Li  et al. [42]. Dans ce travail, les auteurs ont 
focalisé leur attention sur la détection spécifique des tumeurs. Des distributions de probabilité 
G¶REVHUYDWLRQGHW\SHJDXVVLHQPL[WHRQWpWputilisées. Les résultats ainsi obtenus ont montré 
une très bonne capacité de localisation des zones de tumeur mais les zones détectées sont de 
WDLOOHSOXVUpGXLWHTXHFHOOHVLGHQWLILpHVSDUO¶H[SHUW 
1.3.1.3. Méthodes de segmentation floue 
 La mammographie porte, par nature, des propriétés floues causées par la projection du 
monde réel 3D en 2D, O¶imprécision dans la définition des contours, forme, etc. Afin de 
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L. Zadeh [43], a été utilisée dans la segmentation des mammographies. La première 
application de la théorie des ensembles flous est celle de seuillage flou [34, 44-45]. Le 
principe de cette application consiste à DVVRFLHU j FKDTXH SL[HO GH O¶LPDJH GHV GHJUpV
G¶DSSDUWHQDQFHDX[GLIIpUHQWHVFODVVHV&HVGHJUpVG¶DSSDUWHQDQFHVRQWHQVXLWHXWLOLVpVGDQVOH
FDOFXO G¶XQH PHVXUH IORXH O¶HQWURSLH IORXH SDU H[HPSOH )LQDOHPHQW OD VHJPHQWDWLRQ HVW
réalisée en déterminant XQVHXLORSWLPDOREWHQXJUkFHjXQSURFHVVXVLWpUDWLIG¶RSWLPLVDWLRQGH
la mesure floue utilisée. A. Dayem el al. [34] ont appliqué cette approche sur deux ensembles 
G¶LPDJHV : un ensemble comportant des tumeurs et un ensemble ne contenant aucune tumeur. 
/HVUpVXOWDWVREWHQXVSRXUO¶HQVHPEOHFRPSRUWDQWGHVWXPHXUVPRQWUHQWUHVSHFWLYHPHQWGHV
valeurs moyennes de 98 % et de 100% pour la sensibilité (ODSUREDELOLWpGHODSUpVHQFHG¶XQH
anomalie) et la spécificité (la probabilité de O¶DEVHQFH G¶XQH DQRPDOLH). Alors que, pour le 
GHX[LqPH HQVHPEOH G¶LPDJHs, les valeurs moyennes obtenues sont 86,8% et  91,5% pour, 
respectivement, la sensibilité et la spécificité. 
 Une deuxième approche consiste à appliquer des UqJOHV G¶LQIpUHQFH IORXH DIin de 
classifier les pixels G¶XQHimage. S. Auephanwiriyakul el al. [46] ont appliqué cette approche 
pour la détection des masses et des micro-calcifications en mammographie en utilisant le 
système d¶inférence floue de Mamdani [47]. Les résultats obtenus (évalués par la courbe 
ROC) montrent une sensibilité de détection de 78,07% avec 20 cas détectés de faux positifs 
pour les micro-calcifications, et une sensibilité de détection de 98,33% avec 4 cas détectés de 




gravité, en terme de malignité, deux types de caractéristiques peuvent être considérés pour 
apporter une aide au diagnostic liée à une zone considérée coPPHXQHUpJLRQG¶LQWpUrW  OHV
caractéristiques morphologiques et les caractéristiques texturales [11].  
3DUPL OHV FDUDFWpULVWLTXHV PRUSKRORJLTXHV RQ WURXYH FHOOHV OLpHV j O¶DLUH GH OD UpJLRQ
détectée, correspondant au nombre de pixels qui la composent, ou à son contour [48]. En ce 
qui concerne les informations texturales, les travaux de Haralick en 1979 [49] constituent 
WRXMRXUV XQH UpIpUHQFH 3OXVLHXUV DSSURFKHV RQW pWp SURSRVpHV DILQ G¶pODUJLU OHV WUDYDX[ GH
Haralick. Certaines sont basées sur des méthodes G¶analyse statistique de la texture [50], sur 
la matrice des longueurs de plage [51] ou encore sur les coefficients de la transformée en 
ondelettes [52]. 
'DQV OH WUDYDLOG¶,EUDKLPHW al. [53] visant à caractériser les tumeurs seules O¶DLUHG¶XQH
UpJLRQGpWHFWpHDpWpH[SORLWpHDILQG¶pOLPLQHUGHVVSRWVGHmicro-calcification GHO¶LPDJe. La 
mesure de circularité a aussi été exploitée pour ignorer les régions ne correspondant pas aux 
FULWqUHVG¶XQHIRUPHWXPRUDOH 
Chan et al. [54] ont combiné des caractéristiques morphologiques et texturales dans le 
SURFHVVXV G¶H[WUDFWLRQ GHV PLFUR-calcifications en se basant sur la matrice de dépendance 
spatiale des niveaux de gris SGLD (en anglais : Spatial Gray Level Dependency Matrices). 
Qian et al. [55] ont développé une transformation en ondelettes multi-résolutions et multi-
RULHQWDWLRQVSRXUODGpWHFWLRQHWO¶DQDO\VHGHVPDVVHVVSpFXOpHV  
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H.S. Zadeh et al. [56] ont réalisé une extraction de trois types de coefficients à partir des 
UpJLRQVG¶LQWpUrW : des coefficients G¶RQGHOHWWHVGHVcoefficients d¶ondelettes à multi-échelles 
et des coefficients basées sur la matrice de co-occurrence. Les résultats montrent que la 
méthode de la décomposition en ondelettes multi-échelles présente les meilleures 
performances du fait G¶XQHPHLOOHXUHFDSDFLWp à caractériser les formes conventionnelles.  
Même si les méthodes de segmentation basées sur les caractéristiques morphologiques sont 
utilisées avec un certain succès, une limitation majeure de ces techniques réside dans une forte 
GpSHQGDQFHjO¶DOJRULWKPHGHFDUDFWpULVDWLRQGHFHVLQIRUPDWLRQV  
(QFHTXLFRQFHUQHOHVPpWKRGHVEDVpHVVXUO¶DQDO\VHGHODWH[WXUHXQHSHUWHG¶LQIRUPDWLRQ
HVWHQJHQGUpH ORUVGH O¶XWLOLVDWLRQGH OD PDWULFHGH co-occurrence due à la quantification de 
O¶LPDJH[11]. 
1.3.2. 0pWKRGHVLWpUDWLYHVHQVHJPHQWDWLRQG¶LPDJHVPDPPRJUDSKLTXHV  
Comme nous O¶avons précisé précédemment, les méthodes non itératives de segmentation 
G¶LPDJHVIRXUQLVVHQWXQHLPDJHVHJPHQWpHHQUpDOLVDQWXQVHXOpassage G¶DQDO\VHGXFRQWHQX
LQIRUPDWLRQQHO GH O¶LPDJH 'H FH IDLW HOOHV Q¶RIIUHQW DXFXQ PR\HQ DILQ G¶pYoluer et de 
PRGLILHUG¶XQHPDQLqUH G\QDPLTXHOHUpVXOWDWGHODVHJPHQWDWLRQGDQVO¶REMHFWLIG¶DXJPHQWHU
la fiabilité des résultats obtenus. 
Les méthodes itératives, représentent la deuxième famille des méthodes de segmentation 
G¶LPDJHVPDPPRJUDSKLTXHV(OOHVRIIUHQWO¶DYDQWDJHGHUpSpWHUOHSURFHVVXVGHVHJPHQWDWLRQ
G¶XQHIDoRQLWpUDWLYHDILQG¶DPpOLRUHUDXIXUHWjPHVXUHODTXDOLWpGHODVHJPHQWDWLRQ 
Le SULQFLSHGHV PpWKRGHVGH VHJPHQWDWLRQ LWpUDWLYH FRQVLVWHjH[SORLWHU O¶LQIRUPDWLRQGX
YRLVLQDJH GHV SL[HOV DSSHOpH OH FRQWH[WH VSDWLDO /¶LQWpUrW GX FRQWH[WH VSDWLDO UpVLGH GDQV
O¶DXJPHQWDWLRQGXSRXYRLUGHGLVFULPLQDWLRQGHVGLIIpUHQWVSL[HOVDPpOLRUDQt ainsi la fiabilité 
de leur classification. 
  
8QHDQDO\VHGH O¶pWDWGH O¶DUWGHVPpWKRGHVGHVHJPHQWDWLRQ LWpUDWLYH QRXVSHUPHWGH OHV
classer en plusieurs catégories : x leVPpWKRGHVEDVpHVVXUO¶HVWLPDWLRQLWpUDWLYHGHVSDUDPqWUHVGHVHJPHQWDWLRQ ; x les méthodes de segmentation à base de contours actifs ; x les méthodes de segmentation markoviennes ; x lHV PpWKRGHV GH VHJPHQWDWLRQ SDU GpFRXSDJH LWpUDWLI G¶LPDJH GpFRXSDJH 7RS-
Down) ; x les méthodes de croissance de régions (Bottom-Up) ; et x les méthodes hybrides GHVHJPHQWDWLRQG¶LPDJH 
1.3.2.1. /HVPpWKRGHVEDVpHVVXUO¶HVWLPDWLRQLWpUDWLYHGHSDUDPqWUHV   
     /HVPpWKRGHVGHVHJPHQWDWLRQG¶LPDJHFRPSRUWHQWVRXYHQWGHVSDUDPqWUHVTXLSHXYHQW
rWUHIL[pVG¶XQHIDoRQHPSLULTXHRXJUkFHjXQHPpWKRGHDXWRPDWLTXHG¶HVWLPDWLRQ  
/HVPpWKRGHVEDVpHVVXUO¶HVWLPDWLRQLWpUDWLYHGHVSDUDPqWUHVGHVHJPHQWDWLRQFRQVLVWHQW
dans un premier temps, à appliquer une initialisation de ces paramètres et à réaliser la 
segmentation en se basant sur ces valeurs. Dans un second temps, le résultat de la 
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VHJPHQWDWLRQ HVW XWLOLVp DILQ G¶DSSUpFLHU O¶DGpTXDWLRQ GHV paramètres et de réaliser, par la 
suite, un ajustement de leurs valeurs, puis de recommencer le processus de segmentation. 
&HWWHRSpUDWLRQG¶DMXVWHPHQWHVWHQVXLWHUpSpWpHG¶XQH IDoRQ itérative MXVTX¶j ODVWDELOLVDWLRQ
des valeurs obtenues pour les paramètres de segmentation.   
/HVLWpUDWLRQVGHVHJPHQWDWLRQSUHQQHQWILQHQIRQFWLRQG¶XQFULWqUHOLpjODVWDELOLVDWLRQGH
O¶pYROXWLRQGHVSDUDPqWUHVRXjODTXDOLWpGHODVHJPHQWDWLRQREWHQXH. La figure 1.10 illustre 
le principe du processus lié à cette technique. 
 
 
$ WLWUH G¶H[HPSOH HQ FRQVLGpUDQW OD PpWKRGH GH VHJPHQWDWLRQ G¶LPDJH EDVpH VXU OH
seuillage itératif qui a été utilisée dans [57], un seuil initial «st = 0» est défini comme étant la 
moyenne globale de luminance de la mammographie. Ensuite, les moyennes G¶LQWHQVLWp des 
pixels qui sont de valeurs inferieures, respectivement supérieures, à «st» sont calculées et sont 
notées m1, respectivement m2, Le seuil «s» est ensuite mis à jour de manière itérative en 
considérant st+1= (m1+m2)/2&HWWHSURFpGXUHHVWUpSpWpHMXVTX¶jODFRQYHUJHQFHjODVWDELOLWp
de la valeur du seuil obtenue. 
 Un autre exemple de méthodes de segmentation basée sur une estimation itérative des 
SDUDPqWUHV HVW FHOXL GH O¶DOJRULWKPH GH Fuzzy C-Means (FCM) [58-59]. Pour une image 
comportant C classes thématiques (connues a priori), le principe de base de cet algorithme 
consiste à représenter chaque classe par un vecteur de référence cj M «&(QVXSSRVDQW
GLVSRQLEOH j O¶LQLWLDOLVDWLRQ XQ HQVHPEOH GH N vecteurs de mesures xi L «N de même 
dimension, représentant N SL[HOVSRXU OHVTXHOVRQGLVSRVHGHVGHJUpVG¶DSSDUWHQDQFH µij du 
vecteur xi jODFODVVHMDORUVO¶DOJRULWKPHFCM DSRXUREMHFWLIG¶DIILQHUG¶XQHIDoRQLWpUDWLYH





i 1 j 1
J µ || c ||   ¦¦ mm x
 
 
où, i j|| c ||x  représente la distance euclidienne entre la mesure  xi et  le vecteur de référence 
cj. m est un entier supérieur à 1. H.A. Ella et al. [59] ont appliqué cet algorithme de 
segmentation itérative pour la segmentation des masses spicules issues de la base de données 
MIAS. Une évaluation « visuelle » des résultats a montré des résultats « jugés » de bonne 






Paramètres initiaux sà l¶instant (t0) 
Estimation des paramètres 
à l'instant (tn+1) 
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TXDOLWpDXFXQUpVXOWDWTXDQWLWDWLIQ¶DpWpUDSSRUWp Un travail similaire a été réalisé dans [58]. 
/jDXVVLVHXOHO¶pYDOXDWLRQYLVXHOOHSDUXQH[SHUWDpWpUDSSRUWpHHWDXFXQUpVXOWDWTXDQWLWDWLI
Q¶DpWpGRQQp 
1.3.2.2. Méthodes de segmentation à base de contours actifs  
Un contour actif est une couUEHpYROXDQWG¶XQHPDQLqUHdynamique sur une image à partir 
G¶XQH IRUPH LQLWLDOH YHUV OHV FRQWRXUV G¶XQ REMHW G¶LQWpUrW &HWWH pYROXWLRQ HVW UpDOLVpH GH
PDQLqUHLWpUDWLYHVRXVO¶DFWLRQGHGHX[IRUFHV : une force interne issue de la courbe elle-même 
et permettant de gérer la régularité du contour actif, et une force externe calculée à partir des 
GRQQpHV GH O¶LPDJH >@. Ainsi, les contours actifs (snakes, level set), sont utilisés dans de 
QRPEUHX[GRPDLQHVG¶application tels que la reconnaissance de formes, la simulation, le suivi 




Le principe de cette méthode, pour la segmentatioQ G¶XQH UpJLRQ G¶LQWpUrW FRQVLVWH j
initialiser le contour de la région et de déplacer ce contour pour épouser au mieux les 
frontières de ODUpJLRQG¶LQWpUrW&HWWHpYROXWLRQG\QDPLTXHHVWDSSOLTXpHVRXVODFRQWUDLQWHGH
conserver certaines caractéristiques du contour telles que la courbure, la répartition des points, 
ou d¶autres contraintes liées à la disposition des points/¶DSSOLFDWLRQGe cette approche sur 
des images échographiques fortement bruitées et difficiles à segmenter [65], a montré que la 
segmentation par les contours actifs est une technique qui possède des avantages 
remarquables en termes de structure obtenue (courbe fermée), de qualité de contour et de 
UDSLGLWpGHFRQYHUJHQFHGHVUpVXOWDWVORUVTXHO¶LQLWLDOLVDWLRQHVWSURFKHGX contour de la région 
G¶LQWpUrW 
En ce qui concerne la segmentation de mammographies [61, 66], les résultats obtenus 
V¶DYqUHQW LQWpUHVVDQWV SRXU GpWHFWer les contours de régions dont le contraste est faible et 
ambigu [66]. Néanmoins, ces méthodes présentent plusieurs inconvénients : x iO V¶DJLWGH PpWKRGHVVHPL-automatiques où la position initiale des courbes doit être 
fixée SDUO¶XWLOLVDWHXU ; x si le contoXUDFWLIHVWLQLWLDOLVpORLQGHODSRVLWLRQILQDOHDWWHQGXHODFRQYHUJHQFHQ¶HVW
pas garantie, et le temps de calcul devient assez important [65]. 
1.3.2.3. Méthodes de segmentation markovienne  
La théorie des champs de Markov a connu un véritable succès et elle est largement utilisée 
HQDQDO\VHG¶LPDJHV>@. Les champs de Markov, permettant de représenter les relations de 
voisinage [67], sont particulièrement adaptés à la segmentation SXLVTX¶LOH[LVWHGHPXOWLSOHV
relations spatiales dans une image. Le principe de l¶approche repose sur l¶exploitation du 
contexte spatial du pixel pour procéder à VD FODVVLILFDWLRQ $LQVL OD SUREDELOLWp TX¶XQ SL[HO
appartienne à une classe dépend non seulement de son propre niveau de gris mais aussi de 
ceux de ses voisins. Ceci constitue un atout par rapport à la méthode bayésienne présentée 
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précédemment avec laquelle la même règle de décision (SRXUO¶LGHQWLILFDWLRQGH ODFODVVHGX
pixel) est partagée. 
En effet, la segmentation se ramenant à la GpILQLWLRQGHODFODVVH&G¶XQSL[HOHQIRQFWLRQ
de la valeur observée X, le problème se rapporte donc au calcul de la configuration optimale 
GX FKDPS G¶pWLTXHWWHV & TXL PD[LPLVH OD SUREDELOLWp a posteriori P(C/X) donnée grâce au 




En utilisant un algorithme d¶optimisation tel que ICM (Iterated Conditional Modes), on 
cherche les valeurs maximales des probabilités conditionnelles pour les différentes classes de 
O¶LPDJH 8Q SL[HO HVW DWWULEXp j OD FODVVH SRXU ODTXHOOH sa probabilité est maximale. Le 
SURFHVVXV GH PD[LPLVDWLRQ HVW LWpUDWLI HW V¶DUUrWH ORUVTXH OHV SL[HOV QH FKDQJHQW SOXV
G¶pWLTXHWWHVHQWUHGHX[LWpUDWLRQVsuccessives. Ceci constitue un second avantage par rapport à 
à la méthode bayésienne. 
M.L. Comer et al. [68] ont adapté la théorie des champs de Markov à la segmentation des 
PDPPRJUDSKLHV,OVRQWUpSDUWL OHVSL[HOVGHO¶LPDJHHQWURLVUpJLRQV : fond, tumeur et tissus 
bénins. Leurs résultats montrent des performances variables. En effet, un taux de détection de 
100% est atteint pour les masses dont les contours sont bien délimités. Les micro-
calcifications, sont détectées avec un taux de 65%. En revanche, les tumeurs de type 
« stellate », n¶ont que 58% de chances G¶être repérées. Ceci V¶H[SOLTXH par le fait que la 
PpWKRGHQ¶HVWSDVVHQVLEOHDX[VWUXFWXUHV localement rayonnantes. 
L¶approche de segmentation basée sur les champs de Markov appliquée aux 
mammographies a été également utilisée dans les travaux de H. D. Li et al. [69]. Leur 
algorithme réussit la détection des masses avec un taux de 90%. Une densité élevée des 
« parenchymes » (i.e. elle réfère à la prévalence des tissus fibroglandulaires dans le sein) 
réduit la performance de détection. Les masses de type « stellate » (i.e. une masse centrale 
entourée par des spicules rayonnants vers l¶extérieur) sont considérées difficiles à détecter à 
cause de leurs contours flous et de leurs morphologies spiculées. 
1.3.2.4. Méthodes de segmentation par découpage Top-Down itératif  
Une catégorie importante de méthodes de segmentation itérative, dite par découpage Top-
'RZQFRQVLVWHjUpDOLVHUOHGpFRXSDJHG¶XQHLPDJHHQXQHQVHPEOHGHVRXVUpJLRQVGHWDLOOHV
SOXVIDLEOHV$WLWUHG¶H[HPSOH OHGpFRXSDJHHQTXDWUHVRXV-régions voisines de même taille 
est dit en DUEUH TXDWHUQDLUH &H GpFRXSDJH HVW HQVXLWH UpSpWp G¶XQH PDQLqUH UpFXUVLYH HW QH
sera arrêté que lorsque les sous régions obtenues sont homogènes (figure 1.11) [70]. Le critère 
G¶KRPRJpQpLWp le plus VRXYHQWXWLOLVpHVWFHOXLG¶XQHYDULance minimale des niveaux de gris 
des pixels appartenant à la sous région.  
 
&HV PpWKRGHV VRQW ODUJHPHQW DSSOLTXpHV HQ VHJPHQWDWLRQ G¶LPDJHV [67], et les résultats 
obtenus présentent une grande finesse au voisinage des contours et une bonne détermination 
des régions homogènes.  
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appliqué cette approche. A.M. Khuzi et al. [12] ont testé un schéma basé essentiellement sur 
les arbres quaternaires pour le découpage Top-'RZQHWGHVPHVXUHVG¶KRPRJpQpLWpWH[WXUDOH
basées sur la matrice de cooccurrence des niveaux de gris (GLCM) ont été appliquées.  
 
Notons que, malgré le fait que ces méthodes fournissent une structure hiérarchique 
SHUPHWWDQW G¶pWDEOLU GHV UHODWLRQV GH SUR[LPLWp HQWUH OHV GLIIpUHQWHV UpJLRQV HOOHV reposent 
généralement sur des statistiques globales au niveau de zones entières de O¶LPDJH. Ceci aura 
pour effet négatif de ne pas pouvoir restituer les petites régions situées à côté de régions de 
plus grandes tailles. 
1.3.2.5. Méthodes de croissance de régions (Bottom-Up)  
 Les méthodes de segmentation itérative par croissance de régions sont basées sur 
O¶XWLOLVDWLRQGHSRLQWVDPRUFHV appelés « germes », qui VRQWFKRLVLVVRLWG¶XQHIDoRQPDQXHOOH
VRLWG¶XQHIDoRQDXWRPDWLTXH&HVJHUPHVGpVLJQHQWOHVSRLQWVRXUpJLRQV de départ, au sein de 
O¶LPDJHjVHJPHQWHU(QV¶DSSX\DQWVXUGHVPHVXUHVGHVLPLODULWpchaque germe est comparé 
à son voisinage spatial immédiat. En fonction de ces mesures, les régions similaires 
adjacentes sont fusionnées aux germes de départ, donnant lieu à des régions de plus grandes 
tailles. En considérant les régions ainsi obtenues, le SURFHVVXV HVW HQVXLWH LWpUp MXVTX¶j
O¶pSXLVHPHQWGHVUpJLRQVVXVFHSWLEOHVG¶rWUHIXVLRQQpHVILJXUH>@ 
 
'¶XQHIDoRQJpQpUDOH OHVPpWKRGHVGHFURLVVDQFHGHUpJLRQV RIIUHQW O¶DYDQWDJHGHIRXUQLU
des contours bien délimités pour les régions obtenues. Néanmoins, la localisation de ces 
FRQWRXUVVRXIIUHG¶LPSUpFLVLRQVLPSRUWDQWHVFDULOV¶DJLWG¶XQHFURLVVDQFHEDVpHUpJLRQVHWQRQ 
pixelique [72].  
/¶DSSOLFDWLRQ GH FHV PpWKRGHV DX[ LPDJHV PDPPRJUDSKLTXHV D PRQWUp GH ERQQHV
performances vis-à-vis de la détection des masses tissulaires [73-74], mais devient inefficace 
en présence de petites régions avec des contours flous et un faible contraste [26, 74]. De plus, 






Les régions sont homogènes ? 






Figure 1.11 : Principe général des méthodes de segmentation par découpage Top-Down 
itératif 




D. Guliato et al.  [77] ont proposé une méthode de croissance de régions permettant de décrire 
des contours flous et ceci afin de réaliser la détection de zones tumorales. La méthode 
SURSRVpHFRQVLVWH WRXWG¶DERUGjFKRLVLUXQSRLQWDPRUFHTXLFRQVWLWXHUD OHSRLQWGHGpSDUW
pour la segmentation G¶XQH telle ]RQH8QHYDOHXUG¶DSSDUWHQDQFHXQLWDLUHHVWDWWULEXpHjFH
pixel. Ensuite, les pixels voisins du point amorce seront DJUpJpV G¶XQH manière itérative 
suivant la règle : 
 
Si (le niveau de gris d¶XQpixel est proche de la valeur moyenne de la zone et le degré de 
O¶homogénéité de la zone ne change pas beaucoup entre deux itérations successives)  
Alors (O¶appartenance du pixel est unitaire) 
Sinon  
  Si (le niveau de gris est très loin de la moyenne) 
  Alors (O¶appartenance du pixel est nulle) 
  Sinon O¶appartenance du pixel est entre zéros HWO¶XQLWp 
 
Dans ce dernier cas, le GHJUpG¶appartenance est calculé en utilisant le niveau de gris du pixel 
et la valeur moyenne de la zone. 
 
/RUVTXH FHWWH DJUpJDWLRQ LWpUDWLYH HVW ILQDOLVpH O¶HQVHPEOH GHV SL[HOV DSSDUWHQDQW j OD ]RQH
WXPRUDOH UHVS IRQG G¶LPDJH DXURQW une valeur G¶appartenance unitaire (resp. zéro). Les 
pixels ayant des valeurs G¶DSSDUWHQDQFHSDUWLHOOHV LH]0, 1[) sont considérés comme étant 
des pixels appartenant aux zones frontières qui séparent la zone tumorale du fond. Cette 
méthode a été appliquée sur 18 mammographies. Les résultats obtenus montrent que les 
masses bénignes sont plus homogènes que les masses malignes. Néanmoins, aucun résultat 
TXDQWLWDWLIQ¶DpWpUDSSRUWpGDQVFHWWHpWXGH 
Figure 1.12 : Schéma général des méthodes de croissance de régions 
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1.3.2.6. 0pWKRGHVK\EULGHVGHVHJPHQWDWLRQG¶LPDJH  
/¶DQDO\VH GHV UpVXOWDWV REWHQXV SDU OHV GLIIpUHQWHV PpWKRGHV GH VHJPHQWDWLRQ G¶LPDJHV
PRQWUHTX¶LOHVWGLIILFLOHG¶DERXWLUjXQUpVXOWDWVDWLVIDLVDQWen utilisant les différents critères 
G¶pYDOXDWLRQ Par conséquent, et afin de remédier à cette lacune, la mise en coopération de 
GLIIpUHQWHV PpWKRGHV FRQVWLWXH XQH DSSURFKH SURPHWWHXVH DSSHOpH O¶DSSURFKH hybride) 
permettant de tirer profit des avantages de chacune des méthodes afin de combler les 
faiblesses des autres. 
Le principe de ces méthodes consiste à coupler une approche de croissance de régions avec 
une approche de détection de contours. En effet, les méthodes classiques de croissance de 
UpJLRQV SUpVHQWHQW O¶LQFRQYpQLHQW G¶DYRLU XQH GLIILFXOWp GH SRVLWLRQQHPHQW GHV IURQWLqUHV
notamment pour les régions dans lesquelles la luminosité est fluctuante d¶une part et le 
contraste au voisinage des contours est faible d¶autre part [72]3DUFRQVpTXHQW O¶DVVRFLDWLRQ
avec une méthode de détection des contours vise à remédier à cette lacune. Ainsi, le processus 
se déroule comme suit : dans un premier temps, la méthode de détection de contours est 
DSSOLTXpH DILQ G¶REWHQLU XQH FDUWH GH FRQWRXUV 'DQV XQ GHX[LqPH WHPSV FHWWH FDUWH HVW
utilisée comme une contrainte pour la méthode de croissance de régions. 
A chaque itération de croissance de régions, la carte de contours est ré-extraite puis 
comparée avec la carte initiale de contours [78]. Le critère d¶arrêt dépend du degré de 
correspondance entre les deux cartes. K. Idir et al.  [79] ont appliqué cette approche pour la 
détection des tumeurs en mammographie. Il en résulte deux avantages intéressants : x élimination des faux contours liés à la présence du bruit ;  x fermeture  des contours discontinus grâce à la dualité entre les deux approches. 
 
Néanmoins, Y.Y.Wei el al. [78]  RQWSURXYpTXHO¶LPDJHVHJPHQWpHREWHQXHSDUXQHWHOOe 
coopération peut aboutir à de petites régions dispersées, ce qui dégrade le résultat de la 
segmentation. Pour cela, ils ont ajouté une étape de redistribution GDQVO¶REMHFWLIGHIXVLRQQHU
ces petites régions avec des régions voisines ayant de plus grandes tailles. Le critère utilisé 
SRXUOD IXVLRQGHVUpJLRQVHVWEDVpVXU OD VLPLODULWpGHVYDOHXUVPR\HQQHVG¶LQWHQVLWpGHFHV
régions. 
Une méthode similaire a été proposée par R.K. Falah et al. [80]. Son principe consiste à 
appliquer plusieurs méthodes GH VHJPHQWDWLRQ G¶LPDJH et de former une image segmentée 
« consensuelle ». Cette image consensuelle permettra de former des « germes ªHWG¶DVVRFLHU
chaque germe j XQ QLYHDX GH FHUWLWXGH G¶DSSDUWHQLU j GHV UpJLRQV KRPRJqQHV /es germes 
ayant une grande certitude sont alors utilisés dans le processus de croissance de régions sous 
ODFRQWUDLQWHG¶XQHFDUWHLQLWLDOHGHFRQWRXUVCette approche de segmentation a été testée sur 
GLIIpUHQWV W\SHV G¶LPDJHV /HV UpVXOWDWV REWHQXV PRQWUHQW TXH WRXWHV OHV UpJLRQV
« significatives » sont détectées mais avec quelques contours irréguliers. Notons que R.K. 
Falah et al. [80] ont aussi montré qXH FHWWH DSSURFKH Q¶HVW SDV DGDSWpH j OD VHJPHQWDWLRQ 
G¶LPDJHV IRUWHPHQW WH[WXUpHV 'X IDLW TXH l¶LPDJH mammographique est considérée comme 
étant une image fortement texturée [81], cette méthode Q¶HVWSDVdirectement applicable aux 
images mammographiques.  
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1.4. Conclusions ± Discussions 
 Après cette brève introduction YLVDQWjSUpFLVHUQRWUHFDGUHG¶pWXGHVXUOHSODQDQDWRPLTXH
et conservant la nature des images étudiées OD SUREOpPDWLTXH GH OD VHJPHQWDWLRQ G¶LPDJHV
mammographiques a été VRXOHYpH (WDQW GRQQpHV OHV GLIIpUHQWHV IRUPHV G¶LPSHUIHFWLRQV
DIIHFWDQW OHV LPDJHV PDPPRJUDSKLTXHV QRXV DYRQV SDUWLFXOLqUHPHQW VRXOLJQp O¶LPSRUWDQFH
GH O¶LQWpJUDWLRQ G¶LQIRUPDWLRQ FRQWH[WXHOOH SRXU OD FODVVLILFDWLRQ pixelique. Nous avons 
également insisté sur le rôle positif joué par une approche itérative de segmentation en y 
incorporant la dimension relative au contexte spatial. A ce titre, et avec un regard particulier 
tourné vers les images mammographiques, les méthodes de segmentation ont été catégorisées 
en deux familles : les méthodes non itératives et les méthodes itératives.  
/¶DQDO\VH GHV SULQFLSHV HW GHV SHUIRUPDQFHV GHV GLIIpUHQWHV PpWKRGHV GH VHJPHQWDWLRQ
(non itératives et itératives) permet de déduire les remarques suivantes : x Etant donnés le faible contraste et la nature fortement texturée des images 
mammographiques, toutes les méthodes de segmentation proposées dépendent très 
fortement des valeurs choisies des paramètres (seuils, valeurs moyennes, variances, 
etc.) et des modèles exploités par ces méthodes (densité de probabilités, fonction 
G¶DSSDUWHQDQFH«3DUFRQVpTXHQWXQHIDLEOHHUUHXUG¶HVWLPDWLRQGHFHVSDUDPqWUHV
ou de ces modèles peut aboutir à des résultats de segmentation de qualités médiocres 
HQ WHUPHV GH WDX[ G¶HUreur au niveau pixelique. Cette mauvaise estimation risque 
également de compromettre la détection des petites régions contenues dans les images 
mammographiques. x /HV PpWKRGHV GH VHJPHQWDWLRQ LWpUDWLYHV DERXWLVVHQW G¶XQH manière générale, à des 
résultats de meilleures qualités que les méthodes non itératives. x Les méthodes de segmentation par croissance de régions se basant sur les mesures 
liées aux niveaux de gris (y compris des mesures texturales), ou des mesures 
probabilistes, apportent une boQQH LGHQWLILFDWLRQ LQLWLDOH GHV UpJLRQV G¶LQWpUrW PDLV
VRXIIUHQW GH O¶LQFRQYpQLHQW PDMHXU G¶XQH localisation imprécise des contours de ces 
régions . x /¶DSSURFKH GH VHJPHQWDWLRQ SDU OHV FRQWRXUV DFWLIV SUpVHQWH GH ERQV UpVXOWDWV DX
niveau de la localisation GHV FRQWRXUV GHV UpJLRQV G¶LQWpUrW, à condition que 
O¶LQLWLDOLVDWLRQ GH FHV FRQWRXUV QH VRLW SDV WURS pORLJQpH GHV FRQWRXUV ILQDX[
Néanmoins, la nature texturée des images mammographiques fait souvent aboutir à de 
PXOWLSOHVIDX[FRQWRXUVjO¶LQWpULHXUGHV régions détectées. x Les approches hybrides capables de combiner les informations issues de plusieurs 
méthodes semblent être les plus prometteuses, mais pas toujours applicables en 
VHJPHQWDWLRQG¶LPDJHVPDPPRJUDSKLTXHV 
 
(Q JXLVH GH FRQFOXVLRQ GH FHW pWDW GH O¶DUW GHV PpWKRGHV GH VHJPHQWDWLRQ G¶LPDJHV
mammographiques, on peut souligner que les lacunes constatées sur les méthodes les plus 
prometteuses, basées sur les approches hybrides et sur la croissance de régions, ont pour 
origine la propagation spatiale des imperfections telles que les incertitudes, les imprécisions et 
les ambigüités. Ces dernières sont dues à la nature des images mammographiques et à la forte 
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dépendance GHV PpWKRGHV DSSOLTXpHV SDU UDSSRUW j O¶LQLWLDOLVation des paramètres et des 
modèles exploités par ces méthodes. 
Dans les chapitres suivants, nous allons proposer une approche de segmentation itérative 
G¶LPDJHVPDPPRJUDSKLTXHVGHVWLQpHjtirer profit de divers avantages des méthodes que nous 
YHQRQVG¶DQalyser. Cette approche est basée sur la propagation des connaissances spatiales, 
dans un espace différent de celui des niveaux de gris ou des mesures probabilistes. ,OV¶DJLWGH
O¶HVSDFH GHV FRQQDLVVDQFHV SRVVLELOLVWHV $ILQ GH GpWDLOOHU O¶DSSURFKH SURSRVpe  (voir  
chapitres 4 et 5), nous présentons le cadre théorique de la théorie des possibilités dans le 
chapitre 2. Ce dernier détaille aussi OHVPpWKRGHVH[LVWDQWHVGHVHJPHQWDWLRQG¶LPDJHVEDVpHV
sur la théorie des ensembles flous, qui constitue à son tour une composante essentielle de la 




GESTION DE L¶IMPERFECTION DE 
L¶INFORMATION POUR LA SEGMENTATION 
D¶IMAGE 
2.1. Introduction 
Ce chapitre vise à donner un aperçu des théories et approches proposées pour représenter et 
UDLVRQQHU VXU O¶LQIRUPDWLRQ HQ IRQFWLRQ GHV GLIIpUHQWHV IRUPHV G¶LPSHUIHFWLRQ SRXYDQW
O¶affecter. Une attention particulière sera portée à la théorie des ensembles flous et la théorie 
des possibilités car elles seront considérées comme cadre général dans le système de 
VHJPHQWDWLRQG¶LPDJHTXHQRXVSURSRVRQV 
Avant de présenter ces différentes théories, nous allons aborder les caractéristiques générales 
GHO¶LQIRUPDWLRQHWHQSDUWLFXOLHUHQWUDLWHPHQWG¶LPDJH(QVXLWHQRXVDERUGHURQVOHSULQFLSH
GH IXVLRQ G¶LQIRUPDWLRQV TXL UHSUpVHQWH XQ RXWLO HVVHQWLHO SHUPHWWDQW OD JHVWLRQ HW OH
UDLVRQQHPHQWVXUOHVLQIRUPDWLRQVLPSDUIDLWHV8QpWDWGHO¶DUWOLpDX[Ppthodes et approches 
GHVHJPHQWDWLRQIORXHHWSRVVLELOLVWHG¶LPDJHVVHUDILQDOHPHQWDERUGp. 
2.2. Caractérisation générale de O¶LQIormation portée par les données 
Les informations manipulées dans un processus biologique et médical (ainsi que dans G¶DXWUHV
GRPDLQHVG¶DSSOLFDWLRQSUpVHQWHQWHQJpQpUDOGLIIpUHQWHV IRUPHVG¶LPSHUIHFWLRQ'X IDLWGH
cette imperfection, qui ne peut pas être évitée, la construction des systèmes automatiques 
capables de réaliser des tâches de classification, de reconnaissDQFHGH IRUPHVRXG¶DLGHj OD
décision devient une tâche difficile [82]. Cette difficulté se manifeste à plusieurs niveaux : la 
UHSUpVHQWDWLRQGHVGLIIpUHQWV W\SHVHW IRUPHVG¶LPSHUIHFWLRQVGH O¶LQIRUPDWLRQ OHV PpWKRGHV
de traitement, ou de raisonnement permettant de traiter les informations imparfaites, et 
finalement, la spécificité des applications considérées. 
Dans le domaine dH O¶analyse et du WUDLWHPHQWG¶LPDJH QRXV QRXV WURXYRQVFRQIURQWpVDX[ 
GLIIpUHQWHV IRUPHV G¶LPSHUIHFWLRQ GH O¶LQIRUPDWLRQ j WRXtes les étapes (prétraitement, 





extraction de primitives, analyse et interprétation de scène, «>] et depuis les phénomènes 
REVHUYpV MXVTX¶DX[ WUDLWHPHQWVDSSOLTXpV/¶RULJLQHGHFHWWH LPSHUIHFWLRQQ¶HVWSDV WRXMRXUV
due à une LQFRKpUHQFHH[LVWDQWHGDQVOHVGRQQpHVPDLVHOOHSHXWrWUHGXHjO¶DPELJXwWpHWDX
manque de précision [84].  
Il est donc important GH VDYRLU DSSUpKHQGHU OH W\SH G¶LPSHUIHFWLRQ j FKDTXH QLYHDX GX 
système pour pouvoir exploiter cette information dans les niveaux suivants, de façon à 
contrôler sa propagation et de pouvoir en tirer profit. 
/¶LPSHUIHFWLRQ GH O¶LQIRUPDWLRQ UHQFRQWUpH GDQV OHV V\VWqPHV GH WUDLWHPHQW G¶LPDJH VH
PDQLIHVWH VRXV SOXVLHXUV IRUPHV TXL VRQW O¶LQFHUWLWXGH O¶LPSUpFLVLRQ O¶LQFRPSOpWXGH la 
UHGRQGDQFHODFRPSOpPHQWDULWpOHFRQIOLWHWO¶DPELJXwWp'DQVODVXLWHGHFHSDUDJUDSKHQRXV
allons présenter une brève description de ces notions. 
2.2.1. Incertitude et Imprécision 
Lorsque nous ne pouvons pas juger de la vérité « binaire ªGHO¶LQIRUPDWLRQO¶LPSHUIHFWLRQHVW
nommée incertitude &HFL VLJQLILH TXH O¶LQFHUWLWXGH HVW UHODWLYH j OD YpULWp GH UpDOLVDWLRQ
(vraie/fausse) G¶XQHLQIRUPDWLRQHWHOOHFDUDFWpULVHVRQGHJUpGHFRnformité à la réalité.  
/¶LPSHUIHFWLRQ HVW DSSHOp imprécision ORUVTXH O¶LQIRUPDWLRQ HVW LQFHUWDLQH HW GH SOXV
certaines caractéristiques du phénomène (lié à cette information) ne permettent pas de décrire 
précisément le contenu informationnel (i.e. valeurs observables, hypothèses, décisions 
pOpPHQWDLUHV « &HFL VLJQLILH TXH O¶LPSUpFLVLRQ FRQFHUQH DX-GHOj GH O¶LQFHUWLWXGH OH
FRQWHQXGHO¶LQIRUPDWLRQ>, 85]. 
2.2.2. Incomplétude et Ambiguïté  
/¶incomplétude FDUDFWpULVH O¶DEVHQFH G¶LQIRUPDWLRQ DSSRUWpH SDU OD VRXUFH GH FRQQDLVVDQFH
VXU FHUWDLQV DVSHFWV GX SUREOqPH &HOD VLJQLILH TXH O¶LQIRUPDWLRQ QH GRQQH SDV WRXWHV OHV
GRQQpHVQpFHVVDLUHVSRXUSUHQGUHXQHGpFLVLRQ(QUHYDQFKHO¶ambiguïté exprime la capacité 
G¶XQHLQIRUPDWLRQGHFRQGXLUHjGHX[RXplusieurs interprétations [82, 86]. 
2.2.3. Redondance et Complémentarité 
Lorsque les sources apportent plusieurs fois le même contenu informationnel, alors les 
informations considérées sont dites redondantes. Idéalement, la redondance est exploitée pour 
réduire les incertitudes et les imprécisions sur le contenu informationnel réalisé. En revanche, 
la complémentarité des informations reflète la contribution de leurs contenus, issus de 
GLIIpUHQWHV PHVXUHV GH FDUDFWpULVWLTXHV G¶XQ SKpQRPqQH RX G¶XQ objet observé, à la 









2.2.4. Conflit et contradiction 
Le conflit caractérise deux ou plusieurs informations conduisant à des interprétations 
contradictoires, et donc incompatibles, de leurs contenus informationnels. Le conflit peut être 
FRQIRQGX DYHF G¶DXWUHV W\SHV G¶LPSHUIHFWLRQV SRXU FHOD VD GpWHFWLRQ Q¶HVW SDV IRUcément 
DLVpHHWVDUpVROXWLRQSHXWSUHQGUHGLIIpUHQWHVIRUPHV/¶XQHGHVDSSURFKHVSHUPHWWDQWGHIDLUH
face à ce type de situations consiste à éliminer les sources non fiables ou de prendre en 
compte des informations supplémentaires [86]. 
2.2.5. Modélisation de O¶LQIRUPDWLRQLPSDUIDLWH 
La modélisation désigne le processus de représentation des informations extraites des sources 
de connaissance par un formalisme mathématique, selon une théorie ou une approche 
particulières. Cette modélisation doit prendre en compte les types G¶LPSHUIHFWLRQUHQFRQWUps et 
GRLW IDFLOLWHU OD FRPELQDLVRQ GHV LQIRUPDWLRQV GDQV OH EXW G¶DPpOLRUHU OHV SHUIRUPDQFHV GHV
décisions ultérieures. 
De nombreuses théories et approches ont été proposées pour réaliser une telle modélisation. 
Parmi ces approches, les plus utilisée sont la théorie des probabilités, la théorie dHO¶pYLGHQFH
la théorie des ensembles flous et la théorie des possibilités. Dans le paragraphe suivant, nous 
allons présenter brièvement ces différentes approches en considérant les notations suivantes : 
Soit :  ^x1, x2« xN} O¶XQLYHUV des contenus informationnels (O¶HQVHPEOH de référence) 
FRPSRUWDQW 1 pOpPHQWV TXH O¶RQ DSSHOOH singletons (valeurs observables, hypothèses, 
GpFLVLRQVpOpPHQWDLUHV«&HVVLQJOHWRQVUHSUpVHQWHQWOHVFRQWHQXVLQIRUPDWLRQQHOVjO¶LVVXH
G¶XQH H[SpULHQFH G¶XQH Pesure physique réalisée sur un objet (une cellule de résolution 
pOpPHQWDLUHHQLPDJHULHRXG¶XQHsuggestion REWHQXHHQVRUWLHG¶XQV\VWqPHGHVWLQpjXQH
SULVHGHGpFLVLRQ1RWRQVTX¶LOSHXWV¶DJLUGDQVOHFDVOHSOXVVLPSOHGXQLYHDXGHJULVG¶XQ
pixeO FRQVLGpUp RX GH OD FODVVH WKpPDWLTXH G¶DSSDUWHQDQFH GH FH SL[HO Dans ce contexte 
l¶LQFHUWLWXGHOLpHjXQHPHVXUHdestinée à caractériser la réalisation des éléments de ȍ, signifie 
TX¶XQVHXOFRQWHQXLQIRUPDWLRQQHOHVWUpDOLVpPDLVQRXVQHVDYRQVSDVlequel (chaque pixel est 
par exemple associé à une classe thématique unique mais la présence de bruit peut nous 
empêcher de déterminer la classe avec certitude).  
Dans le paragraphe qui suit, nous allons rappeler les différentes théories qui sont utilisées 
dans le but de modéOLVHUFHW\SHG¶LPSHUIHFWLRQG¶LQIRUPDWLRQ 
2.3. La théorie des probabilités  
La théorie des probabilités est considérée comme la théorie la plus classique et la plus 
H[SORLWpHSRXUWUDLWHUOHV LQIRUPDWLRQVDIIHFWpHVSDUO¶LQFHUWLWXGH>@/DFRQQDLVVDQFHOLpHj
la réalisation des éléments xn est formalisée par une distribution appelée distribution de 
probabilités P(.). Cette distribution vise à associer à chaque singleton xn une valeur qui 





désigne la probabilité pour que xn VRLWO¶XQLTXHFRQWHQXLQIRUPDWLRQQHOGHȍ TXLV¶HVWSURGXLW
[88] : 
P ȍĺ>@ 
        xn ĺP(xn) 
/D SUREDELOLWp GH UpDOLVDWLRQ G¶XQ pYpQHPHQW A  P(A), désigne la croyance pour que 
O¶XQLTXH VLQJOHWRQ TXL V¶HVW UpDOLVp VRLW O¶XQ GHV FRQWHQXV LQIRUPDWLRQQHOV FRPSRVDQW FHW
événement. Cette valeur est « définie » comme étant la somme des valeurs de probabilités 
élémentaires de réalisation de tous les singletoQVTXL IRUPHQW O¶pYpQHPHQW A. La mesure de 
probabilité est supposée vérifier les axiomes suivants : 
P(ȍ) = 1,  P() = 0 
P(A  B) =P(A) +P(B) : si A,B  HWA  B =   
Ce dernier axiome permet de mettre en évidence que la mesure de probabilité est une mesure 






sur une base théorique solide notamment concernant la construction des distributions de 
probabilités HW TX¶HOOH D pWp DSSOLTXpH GDQV G¶LQQRPEUDEOHV cas [89-91]. Bien que les 
PpWKRGHV SUREDELOLVWHV UHSUpVHQWHQW ELHQ O¶LQFHUWLWXGH TXL HQWDFKH O¶LQIRUPDWLRQ HOOHV VRQW
O¶REMHW GH PXOWLSOHV FULWLTXHV SDUFH TX¶HOOHV QH SHUPHWWent pas aisément de représenter 
O¶LPSUpFLVLRQHWHOOHV FRQGXLVHQW VRXYHQWj la confondre avec les notions d¶LQFHUWLWXGH [92]. 
De plus, la notion de probabilité Q¶HVWSDVDGDSWpH SRXUUHSUpVHQWHUO¶DPELJLWp>@ 
2.4. La théorie de Dempster-Shafer 
La théorie de Dempster-Shafer a été développée en 1976 à partir des travaux de Dempster en 
1967, qui ont donné naissance à un modèle mathématique de croyance aussi connu sous le 
nom de OD WKpRULH GH O¶pYLGHQFH >@ &HWWH WKpRULH SHUPHW GH PRGpOLVHU O¶LQFHUWLWXGH HW
O¶LPSUpFLVLRQ j O¶DLGH GH WURLV IRQFWLRQV  la masse de croyance m, la plausibilité Pl et la 
crédibilité Cr [91]. 
Dans la théorie de Dempster-6KDIHU OH UDLVRQQHPHQW SRUWH VXU O¶HQVHPEOH GHV SDUWLHV 2: 
comprenant tous les sous ensembles A pYqQHPHQWVSRVVLEOHVGHO¶XQLYHUV :. 
La spécificité de cette théorie consiste à définir une masse de croyance pour tous les sous-
ensembles possibles de 2:. La fonction de masses de croyance est définie comme suit : 
m : 2ȍ ĺ>@ 





 A ĺm(A) 
où, m(A)désigne la masse de confiance ou de croyance en ODUpDOLVDWLRQGHO¶pYpQHPHQWA et 
doit respecter les conditions suivantes : 
m( ) 1:  ¦A A  
m()=0 
À partir de cette distribution de masses, la fonction de plausibilité Pl et la fonction de 
crédibilité Cr peuvent être définies comme suit : 
Cr( ) m( ) ¦A B
B๙ $  
Pl( ) m( ) zI ¦A BA B  
Ces fonctions apportent une évaluation de la croyance minimale, pour la fonction Cr, et 
maximale, pour la fonction Pl, en la réalisation de chaque événement A   /¶DYDQWDJH
principal de cette théorie réside dans la capacité à modéliser GHO¶LQIRUPDWLRQG¶XQHPDQLqUH
souple et flexible, car elle représente le doute ou « O¶KpVLWDWLRQ » entre plusieurs singletons 
>@1RWRQVTXHFHWWHPRGpOLVDWLRQHVWUpDOLVpHG¶XQHIDoRQLQGpSHQGDQWHGHOD connaissance 
de la distribution de probabilités [94]. 
2.5. La théorie des ensembles flous  
La théorie des ensembles flous, développée en 1965 par Lotfi Zadeh [43], représente un cadre 
bien adapté permettant de modéliser les informations ambiguës. NotRQVTX¶XQH information 
est dite ambiguë si plusieurs contenus informationnels peuvent se produire simultanément ou 
si la réalisation partielle de singletons est possible. Dans les deux cas, cette imperfection est 
WRWDOHPHQW GLIIpUHQWH GH O¶LQFHUWLWXGH (Q HIIHW OD UpDOLVDWLRQ VLPXOWDQpH GH SOXVLHXUV
singletons sRUWGXFDGUHGHEDVHGHODGpILQLWLRQGHO¶LQFHUWLWXGHRXQVHXOVLQJOHWRQSHXWVH
SURGXLUH &¶HVW DXVVL OH FDV FRQFHUQDQW OD UpDOLVDWLRQ SDUWLHOOH G¶XQ VLQJOHWRQ FDU HQ
FRQVLGpUDQW O¶LQFHUWLWXGH XQ VLQJOHWRQ QH SHXW DYRLU TX¶une réalisation binaire (i.e. il se 
produit, ou, il ne se produit pas). A ce titre, la théorie des ensembles flous correspond 
« mieux » à la modélisation et à la description des informations et des concepts manipulés par 
O¶KXPDLQTXLVRQW : ambigus, approximatifs, imprécis ou vagues.  
 
Dans  la suite de ce paragraphe, nous allons présenter les concepts de base de la théorie des 
HQVHPEOHVIORXVHQFRPPHQoDQWSDUODQRWLRQGHIRQFWLRQG¶DSSDUWHQDQFHDYHFVHVGLIIpUHQWHV
formes. Ensuite, nous abordons O¶XWLOLVDWLRQGH OD WKpRULHGHVHQVHPEOHV IORXVHQ WUDLWHPHQW
G¶LPDJH)LQDOHPHQWQRXVprésentons brièvement les caractéristiques des ensembles flous.   






/D QRWLRQ GH IRQFWLRQ G¶DSSDUWHQDQFH FRQVWLWXH O¶pOpPHQW GH EDVH GDQV OD GpILQition de la 
théorie des ensembles flous. Soit :un univers de contenus informationnels, i.e. de singletons, 
et soit A une propriété caractérisant ces singletons. Les singletons vérifiant la propriété A 
constituent un sous ensemble algébrique E et ceux qui ne vérifient pas cette propriété 
IRUPHQWO¶HQVHPEOHFRPSOpPHQWDLUH E  GDQV Cette modélisation « ensembliste » nous oblige 
j SRVLWLRQQHU G¶XQH IDoRQ ELQDLUH FKDTXH VLQJOHWRQ GDQV O¶HQVHPEOH ( RX GDQV VRQ
complémentaire. En considérant le raisonnement humain, les singletons peuvent vérifier 
G¶XQH IDoRQ SDUWLHOOH FHUWDLQHV SURSULpWpV De telles propriétés sont communément appelées 
vagues ou ambiguës.  
$WLWUHG¶H[HPSOH VL O¶HQVHPEOH:  ^x1, x2«xN} GpVLJQH O¶HQVHPEOHGHV QLYHDX[GHJULV
GDQV XQH LPDJH DORUV O¶LQIRUPDWLRQ GpFULYDQW XQ SL[HO G¶XQH FODVVH WKpPDWLTXH GRQQpH
comme étant « brillant » correspond à un concept ambigu, où plusieurs niveaux de gris 
possibles vérifient totalement ce concept (i.e. pour lesquels nous avons une totale réalisation) 
et plusieurs niveaux de gris vérifient partiellement ce concept (i.e. pour lesquels nous avons 
une vérité partielle de réalisation).   
/D QRWLRQ G¶DPELJLWp UpIqUH HVVHQWLHOOHPHQW DX[ IURQWLqUHV « non nettes » HQWUH O¶HQVHPEOH
comportant les singletons vérifiant totalement cette propriété et ceux qui ne la vérifient pas.  
 La théorie des ensembles flous apporte une façon élégante pour modéliser ce type 
G¶LQIRUPDWLRQ, YLD OD GpILQLWLRQ G¶XQH IRQFWLRQ G¶DSSDUWHQDQFH GpILQLH VXU O¶HQVHPEOH: et 
SUHQDQWVHVYDOHXUVGDQVO¶LQWHUYDOOH>@ : 
µA ȍĺ>@ 
           xn ĺµA(xn) 
TXHO¶RQSHXWpFULUHpJDOHPHQW : 
A = { xn: µA(xn)/ xn :}, µA(xn)[0,1] 
Cette définition signifie que chaque singleton xn est associé, avec XQHYDOHXUG¶DSSDUWHQDQFH
µA(xn)[0,1], jO¶HQVHPEOHA. µA(xn) mesure le degré de vérification, par le singleton xn, de la 
propriété ambiguë A. 
2.5.2. &DUDFWpULVDWLRQJpQpUDOHG¶XQHQVHPEOHIORX 
Un ensemble flou A GpILQL VXU O¶XQLYHUV : est complètement défini par la donnée de sa 
IRQFWLRQG¶DSSDUWHQDQFHA(.$SDUWLUGHFHWWHIRQFWLRQG¶DSSDUWHQDQFHXQFHUWDLQQRPEUHGH
FDUDFWpULVWLTXHVGHO¶HQVHPEOHIORXA peuvent être définies (figure 2.1) : 





 x Le noyau, noté Ker(AGHO¶HQVHPEOHIORXA représente les singletons pour lesquels la 
IRQFWLRQG¶DSSDUWHQDQFHHVWpJDOHjO¶XQLWp  
 
Ker(A) = {x א : /µA(x) = 1} 
 x Le support, noté Supp(A), GHO¶HQVHPEOHIORXA représente les singletons pour lesquels 
la fonction G¶DSSDUWHQDQFHDXQHYDOHXUQRQQXOOH : 
 
Supp(A) = {x א : /µA(x) z 0} 
 x La hauteur, notée h(A), G¶XQHQVHPEOH IORXA représente la plus grande valeur prise 
SDUVDIRQFWLRQG¶DSSDUWHQDQFH : 
 
h(A) =sup (µA(x)) 
 
1RWRQV TX¶XQ HQVHPEOH IORX A est dit normalisé si et seulement si h(A)=1. Ceci 
VLJQLILH TX¶DX PRLQV O¶XQ GHV VLQJOHWRQV GH O¶HQVHPEOH A possède un degré 
G¶DSSDUWHQDQFHpJDOjO¶XQLWp.   
 x La cardinalité, notée |A|, G¶XQHQVHPEOHIORX A est définie par : 
  | | µ: ¦ AxA x
 
 x La coupe de niveau AD, notée D - coupe, G¶XQHQVHPEOHIORX A est définie comme étant 
OHVRXVHQVHPEOHDOJpEULTXHGHVLQJOHWRQVD\DQWXQHYDOHXUG¶DSSDUWHQDQFHVXSpULHXUH
ou égale à D:  
 








Figure 2.1 &DUDFWpULVWLTXHVG¶XQHQVHPEOHIORX 
 





1RWRQVTX¶un sous-ensemble algébrique peut être assimilé à un ensemble flou où, le noyau et 
le support sont confondus, et dont la fonction caractéristique µA(.) Q¶DGPHW TXH O¶XQH GHV
valeurs binaires 0 ou 1.  
2.5.2.1. Formes standards de la fonction G¶DSSDUWHQDQFH 
1RWRQV TXH OD IRQFWLRQ G¶DSSDUWHQDQFH j XQ HQVHPEOH IORX SHXW SUHQGUH SOXVLHXUV IRUPHV
parmi des formes dites « standards ª >@ G¶XQH IDoRQ VLPLODLUH DX[ GLIIpUHQWV W\SHV GH
distributions de probabilités.  
En considérant un univers de référence :continu (pour raison de clarification), on peut citer 
OHV IRUPHV VXLYDQWHV GH IRQFWLRQV G¶DSSDUWHQDQFH OD IRQFWLRQ S, la fonction Z, la fonction 
trapézoïdale, la fonction triangulaire et la fonction gaussienne : 
x /D IRQFWLRQG¶DSSDUWHQDQFHS est une fonction continue et croissante (figure 2.2.a). 












      
 
 
x La fonction G¶DSSDUWHQDQFH WUDSp]RwGDOH figure 2.2.c) est définie par quatre 
paramètres a, b, c et d. Les paramètres a et d représentent respectivement la limite 
inférieure et la limite supérieure du support. Les paramètres b et c sont 
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x La fonction G¶DSSDUWHQDQFH WULDQJXODLUH figure 2.2.d) est caractérisée par trois 
paramètres a, b et m correspondant respectivement à la borne inférieure, la borne 
supérieure et une valeur modale. Ce type de fonctions est défini comme suit : 
 
 
            
 
 x La fonction G¶DSSDUWHQDQFHJDXVVLHQQHILJXUHHHVWFDUDFWpULVpHSDUXQHYDOHXU

















(c) : Fonction trapézoïdale 




(e) : Fonction gaussienne 
(a) : Fonction S 
µ 
(d) : Fonction triangulaire 
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Figure 2.2 : )RQFWLRQVG¶DSSDUWHQDQFH du type : (a) S, (b) Z, (c) 
Trapézoïdale, (d) Triangulaire et (e) Gaussienne 
triangulaire
0                 si    a ou b
 - a 
         si  a   m
m - a( ) =  
b -  
        si   m   bb - m 
1                  si    = m








k(x m)( ) = e P x





2.5.3. Opérations sur les ensembles flous 
eWDQWGRQQpTXH OHFRQFHSWG¶XQHQVHPEOH IORX DYHFVD IRQFWLRQG¶DSSDUWHQDQFHSHXWrWUH
considéré comme une généralisation du concept G¶XQ VRXV-ensemble algébrique (et sa 
fonction caractéristique), on est amené à définir des opérations sur les ensembles flous qui 
constituent la généralisation des opérations définies dans le cadre de la théorie des sous-
ensembles algébriques. Cette généralisation des opérations est réalisée sur les fonctions 
G¶DSSDUWHQDQFHTXLpossèdent GHVYDOHXUVGDQVO¶LQWHUYDOOH>@DXOLHXGHVYDOHXUVbinaires 
{0,1} prises par les fonctions caractéristiques (figure 2.3) : 
 x Complément : lHFRPSOpPHQWDLUHG¶XQHQVHPEOHIORXA de :, noté Ɩ, est défini par: 
 
Ɩ = -A l µƖ(x) = 1-µA(x) 
x Inclusion : l¶LQFOXVLRQGHGHX[HQVHPEOHVIORXVA et B de  est définie par : 
 





Figure 2.3 : Opérations de base sur les ensembles flous : 






































x Intersection : O¶LQWHUVHFWLRQGHGHX[HQVHPEOHVIORXVA et B de : est un ensemble flou 
constitué des éléments de :affectés du plus petit des degrés avec lesquels ils 
appartiennent à A et B : 
 
R=  A  B l µR(x) = min (µA(x),µB(x)) 
 x Union: l¶XQLRQGHGHX[HQVHPEOHVIORXVA et B de : est un ensemble flou constitué des 
éléments de :affectés du plus grand des degrés avec lesquels ils appartiennent à A et 
B : 
R=  A  B l µR(x) = max (µA(x),µB(x)) 
2.5.4. Image et théorie des ensembles flous 
La théorie des ensembles flous constitue un excellent outil pour la représentation et le 
WUDLWHPHQW G¶LQIRUPDWLRQ HQ LPDJHULH (Q HIIHW FHWWH WKpRULH SHUPHW GH WUDGXLUH OHV
connaissances ambiguës IRUPXOpHVSDUO¶H[SHUWKXPDLQHWVRXYHQWH[SULPpHVVous la forme de 
YDULDEOHV OLQJXLVWLTXHV &HV FRQQDLVVDQFHV UHSUpVHQWHQW OH UpVXOWDW GH O¶DQDO\VH de 
O¶LQWHUSUpWDWLRQRXdu VDYRLUIDLUHGHO¶H[SHUWconcernant le FRQWHQXGHO¶LPDJH 
 
/DWUDQVFULSWLRQGHFHVFRQQDLVVDQFHVYLDOHVIRQFWLRQVG¶DSSDUWHQDQFHjGHVHQVHPEOHVIORXV
SHUPHWG¶DYRLUXQFDGUHFRKpUHQWSHUPHWWDQWQRQVHXOHPHQW leur représentation sous la forme 
G¶LPDJHV QXPpULTXHV G¶DSSDUWHQDQFH où les pixels sont représentés par des degrés 
G¶DSSDUWHQDQFH (figure 2.4) mais aussi de pouvoir appliquer un ensemble des outils permettant 
OHWUDLWHPHQWODIXVLRQHWO¶LQWHUSUpWDWLRQGHFHVGLIIpUHQWHVFRQQDLVVDQFHV 
(Q G¶DXWUHV WHUPHV OHV IRQFWLRQV G¶DSSDUWHQDQFH DVVXUHQW OD WUDQVODWLRQ G¶XQH GHVFULSWLRQ
V\PEROLTXH RX G¶XQH IRUPH OLQJXLVWLTXH GX FRQWHQX GH O¶LPDJH YHUV XQH IRUPH QXPpULTXH
GDQVO¶HVSDFHGHVFRQQDLVVDQFHVIORXHV>@i.e. associer GHVGHJUpVG¶DSSDUWHnance à tous les 
SL[HOVGHO¶LPDJH 
Considérons une image I de taille K×K. Chaque pixel P de I, de coordonnées    
(i,j){0,1,...,K-1}, admet un niveau de gris xLMD\DQWVDYDOHXUGDQVO¶HQVHPEOHGHVQLYHDX[
de gris L={0,1,...,255} par exemple. Soit A un ensemble flou désignant une propriété ambiguë 
GpFULYDQWOHVSL[HOVGHO¶LPDJHI(QFDOFXODQWODYDOHXUG¶DSSDUWHQDQFHGHFKDTXHSL[HO3(i,j) 
j O¶HQVHPEOH IORX A RQ SHXW IRUPHU XQH LPDJH TXH O¶RQ appelle  « &DUWH G¶DSSDUWHQDQFH  
ICarte »: 
ICarte = { (P(i,j), µA(x(i,j)))/ P(i,j) ICarte} 
Cette modélisation signifie que chaque pixel P(i,j)I est caractérisé par son degré 
G¶DSSDUWHQDQFHjO¶HQVHPEOHIORXA : µA(x)[0,1].  
&RQVLGpURQV OH FDV GH OD ELQDULVDWLRQ G¶XQH LPDJH 6XSSRVRQV TXH O¶LPDJH FRQVLGpUpH
comporte deux régions : XQ REMHW G¶LQWpUrW et OH IRQG GH O¶LPDJH. Afin de pouvoir séparer 
O¶REMHWGXIRQGHQ IRQFWLRQGH OD OXPLQRVLWpGHVSL[HOVSDUH[HPSOHHWHQV¶DSSX\DQWVXU OD





théorie des sous-ensembles algébriques, on doit déterminer un seuil T,PDJLQRQVTXHO¶REMHW
G¶LQWpUrW HVW GpFULW SDU O¶H[SHUW SDU OH WHUPH OLQJXLVWLTXH DPELJX « Sombre », alors tous les 
pixels ayant un niveau de gris entre 0 et T (ou supérieur au seuil TVLO¶REMHWHVWGpFULWFRPPH
« Brillant »VRQWFRQVLGpUpVFRPPHDSSDUWHQDQWj O¶REMHW ; les autres pixels appartiennent au 
IRQGGH O¶LPDJH (figure 2.4.b). En V¶DSSX\DQW VXU OD WKpRULHGHVHQVHPEOHV IORXV OHs termes 
« Sombre » et le terme « Brillant » présentent un caractère ambigu et peuvent être représentés 
VRXV OD IRUPHGHGHX[HQVHPEOHV IORXV$ WLWUHG¶H[HPSOHXQSL[HOSRVVpGDQWXQQLYHDXGH
gris dans L inferieur ou égal à 120 pourrait être considéré Sombre dans une image et Brillant 
dans une autre. Cette propriété ambiguë peut être modélisée par la théorie des ensembles flous 
en définissant deux « seuils flous », T1 et T2. Tous les niveaux de gris inférieurs à T1 
DSSDUWLHQQHQWj O¶HQVHPEOHIORXSombre, par contre tous les niveaux gris supérieurs à T2 Q¶\
DSSDUWLHQQHQWSDVPDLVLOVDSSDUWLHQQHQWjO¶HQVHPEOHIORXBrillant (figure 2.4.c). 
 
On constate que les pixels ayant des niveaux de gris entre T1 et T2 Q¶DSSDUWLHQQHQW SDV
WRWDOHPHQW QL j O¶HQVHPEOH Sombre QL j O¶HQVHPEOH Brillant mais possèdent des degrés 
G¶DSSDUWHQDQFHSDUWLHOVDX[GHX[HQVHPEOHVjODIRLV 
1RWRQVTXHOHVSURSULpWpVSHUPHWWDQWG¶REWHQLUGHVLPDJHVIORXHVQHVRQWSDVOLPLWpHVDXVHXO
niveau de gris « direct » mais elles peuvent concerner des mesures réalisées sur ces niveaux 
de gris ou des caractéristiques géométriques (fort gradient, faible distance par rapport à un 














Figure 2.4 3DUWLWLRQIORXHYV3DUWLWLRQGXUHG¶LPDJH : (a) Image originale, 
(b) : représentation binaire, (c) UHSUpVHQWDWLRQIORXHO¶DSSDUWHQDQFHjOD
propriété sombre et à la propriété brillante)   





2.6. La théorie des possibilités 
La théorie des possibilités constitue un outil qui permet la représentation, le traitement et la 
IXVLRQG¶LQIRUPDWLRQVHQWDFKpHVG¶LPperfection du type possibiliste. Cette forme particulière 
G¶LPSHUIHFWLRQ HVW UHQFRQWUpH ORUVTX¶XQH LQIRUPDWLRQ HVW HQWDFKpH G¶LQFHUWLWXGH HW R OHV
connaissances disponibles pour décrire cette incertitude sont de nature ambiguë. A titre 
G¶H[HPSOHon cherche jLGHQWLILHUODWDLOOHG¶XQHSHUVRQQHLOV¶DJLWG¶XQHLQFHUWLWXGHHWROD
seule connaissance disponible est de forme ambiguë : cette personne est grande.   
Cette théorie a été introduite en 1965 par L. Zadeh [97], et a ensuite été développée et décrite 
en profondeur par D. Dubois et H. Prade [98].  
7RXW HQ SHUPHWWDQW G¶H[SORLWHU OHV DYDQWDJHV GH OD WKpRULH GHV HQVHPEOHV IORXV SRXU OD
représentation des connaissances ambiguës), la théorie des possibilités apporte des mesures 
ensemblistes permettaQWGHGpOLPLWHU ODSUREDELOLWpGHUpDOLVDWLRQG¶XQpYpQHPHQW A  ȍA 
étant un sous-ensemble algébrique de ȍ, ou XQHQVHPEOHIORXGpILQLVXUȍ&HVPHVXUHVVRQW 
appelées : mesure de possibilité et mesure de nécessité. Dans ce paragraphe, nous allons 
présenter brièvement cette théorie. 
2.6.1. Distribution de possibilités  
Considérons un univers composé de N singletons :  ^x1, x2«xN} HWVXSSRVRQVTXHO¶RQVH
trouve GDQVXQFRQWH[WHG¶LQFHUWLWXGHF¶HVW-à-dire un seul singleton de ȍ se produit mais nous 
ne le connaissons pas. Dans le cadre de la théorie des possibilités, la seule connaissance 
disponible sur la réalisation des différents singletons xn, n = 1, «1HVWUHSUpVHQWpHSDU
une distribution de possibilités S(.) qui est une application : 
 Sȍĺ>@ 
   xn ĺʌxn) 
où ʌxn) désigne, à la lumière des connaissances disponibles, la possibilité pour que le 
singleton xn VRLWFHOXLTXLV¶HVWSURGXLWNotons que : 
- ʌxn) = 1 signifie que la réalisation du singleton xn est considéré comme étant tout à 
fait possible; 
- ʌxn) = 0 signifie que la réalisation du singleton xn est considéré comme étant tout à 
fait impossible; 
- ʌxn)  ]0, 1[ signifie que le singleton xn est considéré comme ayant un degré partiel 
de possibilité de se produire. 
 
'¶XQH IDoRQ JpQpUDOH XQH FRQGLWLRQ GH QRUPDOLVDWLRQ HVW DVVRFLpH j OD GpILQLWLRQ GH OD
distribution de possibilités. Cette condition stipule TX¶LOH[LVWHDXPRLQVXQVLQJOHWRQ  x0  ȍ 





qui est tout à fait possible:  x0  ȍ ʌx0) = 1. Une telle distribution est dite normalisée, et 
non normalisée dans le cas contraire (i.e. hʌ 
 
n
max:x ʌxn) <1) 
2.6.2. Mesures de possibilité et de nécessité  
Dans le cadre de la théorie des possibilités O¶LQFHUWLWXGH OLpH j O¶RFFXUUHQFH G¶XQ VLQJOHWRQ
xnȍ est caractérisée par la valeur de possibilité ʌxn DORUV TXH O¶LQFHUWLWXGH liée à 
O¶RFFXUUHQFH G¶XQ pYpQHPHQW A  ȍ est caractérisée par un couple de deux mesures 
ensemblistes : la mesure de nécessité N(A) et la mesure de possibilité 3(A) [97]. 
 
La mesure de possibilité, 3(.), est une application GpILQLHVXUO¶HQVHPEOHGHVSDUWLHVLHVRXV
ensembles) de ȍ: 
3 (.) : 2: ĺ>@ 
         Aĺ3(A) 
où 3(A UHSUpVHQWH OH GHJUp GH SRVVLELOLWp SRXU TXH O¶pYpQHPHQW A se réalise. Si, 3(A) = 1 
(resp. = 0), alors O¶pYpQHPHQWA est considéré comme un événement tout à fait possible (resp. 
impossible). La mesure de possibilité est supposée satisfaire les propriétés suivantes : 
- 3() = 0 et 3(ȍ) = 1 ; 
-  A, B  ȍ : 3( A  B) = max(3(A), 3(B)) ; 
-  A, B  ȍ : 3( A  B) min(3(A), 3(B)). 
A partir de ces propriétés, on peut déduire que : 
 A  ȍ :  max ȆAȆƖ)) = 1 
Etant donnée une distribution de possibilités ʌ.) GpILQLH VXU O¶XQLYHUV ȍ, la mesure de 
possibilité, 3(A), est donnée par : 
3(A) = maxxA ʌx),
          
 A  ȍ 
 
Réciproquement j SDUWLU G¶XQH PHVXUH GH SRVVLELOLWpV 3(.), nous pouvons définir la 
GLVWULEXWLRQGHSRVVLELOLWpʌ(.) comme suit: 
ʌx) = 3^x`  
De même, la mesure de nécessité, N(. HVWXQH IRQFWLRQHQVHPEOLVWHGpILQLH VXU O¶HQVHPEOH
des parties de ȍ:  
N(.): 2: ĺ>@ 
      AĺN(A) 





où N(AUHSUpVHQWHOHGHJUpGHFHUWLWXGHSRXUTXHO¶pYpQHPHQWA se réalise. Si, N(A) = 1 (resp. 
N(A) = 0), alors O¶pYpQHPHQWA est considéré comme un événement certain (resp. incertain). 
La mesure de nécessité satisfait les propriétés suivantes : 
- N() = 0 et N(ȍ) = 1 ; 
-  A, B  ȍ : N( A  B) t max(N(A), N(B)) ; 
-  A, B  ȍ : N( A  B) = min(N(A), N(B)). 
$SDUWLUG¶XQHGLVWULEXWLRQGHSRVVLELOLWp ʌ.) GpILQLH VXU O¶XQLYHUVȍ, la mesure de nécessité 
N(A) est donnée par : 
N(A) = minxA (1 - ʌ(x)) ,
          
 A  ȍ 
 
La mesure de nécessité peut être donnée aussi à partir de la mesure de possibilité : 
N(A) =1- 3(Ac) 
 
Ainsi, O¶RFFXUUHQFHG¶XQpYqQHPHQWA  2: HVWFDUDFWpULVpHSDUO¶LQWHUYDOOHSRVVLELOLVWH>1A), 3(A)] délimitant la vraie valeur de croyance en réalisation de A. 
/HVSURSULpWpVVXLYDQWHVFDUDFWpULVHQWFHVGHX[PHVXUHVG¶LQFHUWLWXGHHWPRQWUHQW OHXUV OLHQV
de dualité : 
- ȆAȆƖ) t 1 ; 
- min{N(A), N(Ɩ)} = 0 ; 
- max^ȆAȆƖ)} = 1 ;                                                                               
- ȆA) < 1  N(A) = 0 ; 
- N(A) > 0  ȆA) = 1. 
2.6.3. Distributions de possibilités non normalisée  
/DSOXSDUWGHVWUDYDX[GHUHFKHUFKHVHIIHFWXpVGDQVOHFDGUHSRVVLELOLVWHFRQVLGqUHO¶K\SRWKqVH
de normalité comme un postulat de base. /RUVTX¶XQH GLVWULEXWLRQ non normalisée est 
rencontrée, une étape de normalisation est opérée. Néanmoins, les distributions non 
normalisées VRQW WUqV IUpTXHQWHV GDQV OD SUDWLTXH (Q HIIHW OHV UDLVRQV j O¶RULJLQH GH FH 
SKpQRPqQHVRQWPXOWLSOHVHWSHXYHQWrWUHUpVXPpHVSDUOHIDLWTXHODVRXUFHG¶LQIRUPDWLRQHVW
non consistante LH OD VRXUFH Q¶HVW SDV VXIILVDQWH SRXU FDUDFWériser à elle seule la certitude 
FRQFHUQDQWO¶RFFXUUHQFHGHVVLQJOHWRQV Parmi ces raisons, nous pouvons mentionner :  
 x /DQRQH[KDXVWLYLWpGHO¶XQLYHUVȍ ;  x /H IDLW TXH OD GLVWULEXWLRQ GH SRVVLELOLWpV Q¶DSSRUWH TX¶XQH LQIRUPDWLRQ SDUWLHOOH qui 
Q¶HVWSDVVXIILVDQWHjHOOHVHXOHSRXUFDUDFWpULVHUO¶RFFXUUHQFH des singletons ;  x Le fait que la distribution de possibilités soit obtenue par la fusion conjonctive (i.e. les 
valeurs pour lesquelles toutes les sources sont en accord seront choisies) G¶DXPRLQV
GHX[ GLVWULEXWLRQV GH SRVVLELOLWpV QRQ FRQFRUGDQWHV LH DXFXQ VLQJOHWRQ Q¶HVW





considéré comme étant totalement possible simultanément par les différentes 
distributions de possibilités). Etant données deux sources de connaissances (exprimées 
SDUGHX[GLVWULEXWLRQVGHSRVVLELOLWpVQRQFRQFRUGDQWHVʌ1(.HWʌ2(.VXUO¶XQLYHUVȍOD
IXVLRQFRQMRQFWLYHGHFHVGHX[GLVWULEXWLRQVGHSRVVLELOLWpVHQXWLOLVDQWO¶opérateur de 
fusion « min », va engendrer une distribution de possibilités non normalisée ʌ.) où 
hʌILJXUH&HFDVHVWFRQVLGpUpFRPPHXQFRQIOLWGHFRQVLVWDQFHHQWUHOHV
GHX[GLVWULEXWLRQVʌ1(.HWʌ2(.).  
Si la hauteur de la distribution de possibilités est inférieure à 1 (i.e. hʌ   DORUV OD
distribution de possibilités est considérée comme étant non normalisée ou inconsistante. Dans 
ce cas, nous pouvons définir une nouvelle valeur Incʌ  [0,1] comme étant le degré 
G¶LQFRQVLVWDQFH de la distribution de possibilités: 
Incʌ - max:x ʌx) = 1 - hʌ 
  
             
(Q VHJPHQWDWLRQ G¶LPDJH OHV GLVWULEXWLRQV non normalisées sont fréquemment rencontrées. 
En effet considérons la situation où une image comporte trois classes thématiques : C1, C2 et 
C3  qui sont caractérisées par des distributions de possibilités SC1(.), SC2(.) et SC3(.) définies sur 
O¶HVSDFHGHVQLYHDX[GHJULV (figure 2.6)$ORUV O¶REVHUYDWLRQG¶XQQLYHDXGHJULVGRQQpx0, 
génère une distribution de possibilités a posteriori S VXU O¶XQLYHUV GHV FODVVHV                        
ȍ ^&1, C2, C3}, où S1=SC1(x0), S2=SC2(x0) et S3=SC3(x0).  
 
Pour chaque x0 R DXFXQH GLVWULEXWLRQ GH SRVVLELOLWpV Q¶DVVXPH XQH YDOHXU XQLWDLUH OD








ʌ1 ʌ2  ʌ 
Figure 2.5 : La fusion de deux distributions des possibilités non concordantes 
.  





             
$ FH VWDGH LO HVW LQWpUHVVDQW GH VRXOHYHU OD TXHVWLRQ FRQFHUQDQW O¶LQWHUSUpWDWLRQ GHV
connaissances véhiculées par une distribution de possibilités. En analysant la figure 2.7, qui 
représente une distribution de possibilités non normalisée, nous notons trois sources 
informatives :  
1. /HGRPDLQHG¶LPSRVVLELOLWp: La première connaissance portée par une distribution de 
SRVVLELOLWpV HVW OD SDUWLWLRQ GH O¶XQLYHUV GHV VLQJOHWRQV ȍ HQ GHX[ VRXV-ensembles : 
O¶HQVHPEOH support du possible (Supp) comportant tous les singletons pouvant se 
SURGXLUH FRPPH VROXWLRQ HW O¶HQVHPEOH GLW GRPDLQH G¶LPSRVVLELOLWp ȍ6XSS
comportant tous les singletons dont la réalisation est considéré comme étant 
impossibles. En effet, cette source « G¶LQIRUmativité ª HVW LPSRUWDQWH SDUFH TX¶HOOH
UpGXLWO¶HVSDFHGHVVROXWLRQVSRVVLEOHVGHȍj6XSS 
2. /¶RUGUHGHVSRVVLELOLWpV : La deuxième connaissance véhiculée par la distribution de 
possibilités réside dans « O¶RUJDQLVDWLRQ UHODWLYH » des singletons appartenant au 
support du possible. En effet, considérons deux singletons x1 et x2. Au-delà des degrés 
de possibilité « exacts ªDWWULEXpVDX[VLQJOHWRQVʌx1HWʌx2), un aspect informatif de 
JUDQGH LPSRUWDQFHUpVLGHGDQV O¶RUGRQQDQFHPHQWGH leurs degrés possibilités. Si, par 
H[HPSOH ʌx1 ! ʌx2 DORUV OD VRXUFH G¶LQIRUPDWLRQ j O¶RULJLQH GH OD GLVWULEXWLRQ
ʌ.)), considère le singleton x1 comme ayant plus de possibilité de réalisation que le 
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3.  /¶LQFRQVLVWDQFH: La troisième connaissance portée par la distribution de possibilités 
HVWOHGHJUpG¶LQFRQVLVWDQFHIncʌ [0,1] défini par Incʌ - hʌ,OV¶DJLWG¶XQH
VRXUFH G¶LQIRUPDWLRQ WUDGXLVDQW OD FDSDFLWp GH OD GLVWULEXWLRQ GH SRVVLELOLWpV à 
« confirmer » ou non la possibilité totale de réalisation des singletons considérés. 
 
Par conséquent, il est tout à fait naturel de rencontrer, en pratique, des distributions de 
possibilités du type non normalisé. De plus, O¶DVSHFW non normalisé porte une forme de 
FRQQDLVVDQFHOLpHjODFRQVLVWDQFHHWjODUHSUpVHQWDWLYLWpG¶XQHGLVWULEXWLRQGHSRVVLELOLWpV 
'DQV OD OLWWpUDWXUH FHUWDLQV FKHUFKHXUV JDUGHQW OD IRUPH QRQ QRUPDOLVpH G¶XQH WHOOH
GLVWULEXWLRQ G¶DXWUHV IRQW LQWHUYHQLU XQH pWDSH LQWHUPpGLDLUH GDQV OH EXW GH QRUPDOLVHU OD
distribution de possibilités [99-101]. La raison essentielle pour laquelle on cherche à 
normaliser les distributions de possibilités, ce qui entraine une modification des facettes 
informatives de telles distributions, est de pouvoir maintenir une propriété intéressante qui 
stipule que pour une distribution normalisée, la mesure de nécessité N(A) G¶XQ pYpQHPHQW
Aȍ est inférieure ou égale à sa mesure de possibilité ȆA) : 
N(AȆA),  A  ȍ 
 
1RWRQVTXHFHWWHSURSULpWpQ¶HVWSDVJDUDQWLHSRXUXQHGLVWULEXWLRQ QRQ QRUPDOLVpH$ILQGH
remédier à cet inconvénient et garantir cette propriété, certains chercheurs comme Yager 
>@ 'XERLV >@ HW .OLU >@ RQW SURSRVp G¶LQWHUYHQLU DX QLYHDX GH OD définition des 
concepts de base de la théorie des possibilités. Mais la grande majorité des travaux existants 
DSSOLTXH O¶XQH GHV WURLV PpWKRGHV de normalisation suivantes : normalisation ordinale, 
normalisation numérique et normalisation par décalage de O¶inconsistance. 
2.6.4. Normalisation des distributions de possibilités non normalisées  
2.6.4.1. Normalisation ordinale 




la même valeur de possibilité pour les autres singletons ayant un degré de possibilité   
inférieur à
 
hʌ:       ............ ........1 . Si' Sino.. n­ S  S°S  ®S°¯ x hx x
 
En appliquant cette méthode, ou toute autre méthode de normalisation, la question qui se pose 
naturellement FRQFHUQH O¶HIIHW GH OD QRUPDOLVDWLRQ VXU OHV GHX[ PHVXUHV GH SRVVLELOLWp HW GH
QpFHVVLWp G¶XQ pYpQHPHQW A  ȍ (Q HIIHW QRXV SRXYRQV IDFLOHPHQW GpPRQWUHU TXH OHV
QRXYHOOHVPHVXUHVGHSRVVLELOLWpȆ
A) et de nécessité N'(A) obtenues à partir de la distribution 
GHSRVVLELOLWpVQRUPDOLVpHʌ
.VRQWGRQQpHVHQ IRQFWLRQGHVPHVXUHVGHSRVVLELOLWpȆA), et 
de nécessité, N(A) obtenues à partir GHʌ.) par : 
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2.6.4.2. Normalisation numérique 
 
Cette méthode de normalisation est basée sur la division de la distribution de possibilités par 
sa hauteur : 
        ' max:S SS   S Sxx xx h x  
 
Notons que cette méthode affecte toutes les valeurs de possibilité et non seulement les 
singletons ayant la possibilité maximale (i.e. égale à la hauteur de la distribution de 
possibilités).  




VRQWGRQQpHVSDUA  ȍ :           A A A1' max ' max max  ª ºS3  ªS º   ªS º« »¬ ¼ ¬ ¼S S« »¬ ¼x x xA h xhxx  
Par conséquent,   
     1'3  3SA Ah  
           C C1 1N' 1 ' 1 1 1 3   3   ª  1 º¬ ¼S SA A A Ah h
 
G¶R 
        11N ' N  S S ShA Ah h
 
2.6.4.3. Normalisation par décalage de O¶LQFRQVLVWDQFH 
Cette méthode de normalisation consiste à opérer un décalage de toutes les valeurs de 
SRVVLELOLWpHQOHXUDMRXWDQWOHGHJUpG¶LQFRQVLVWDQFH :      ....'S  S   S :x x Inc x
 





Notons que cette méthode affecte, comme la méthode précédente, toutes les valeurs de 
possibilité et non seulement les singletons ayant la possibilité maximale (i.e. égale à la 
hauteur de la distribution de possibilité).  
Les nouvelles mesures de possibilité et de nécessité associées à la distribution de possibilité 
QRUPDOLVpHʌ
VRQWGRQQpHVSDUA  ȍ :            ' max ' max max  3  ªS º  ªS  S º  ªS º  S¬ ¼ ¬ ¼ ¬ ¼x A x A x AA x x Inc x Inc  
Par conséquent,        '3  3  SA A Inc
 
           C C CN' 1 ' 1 1ª º 3   3  S  3  S¬ ¼A A A Inc A Inc  
G¶R       N' N  SA A Inc
 
2.7. Fusion d¶informations  
/D IXVLRQ G¶LQIRUPDWLRQV FRQVWLWXH XQ FDGUH IRUPHO GDQV OHTXHO RQ DJUqJH OHV LQIRUPDWLRQV
afin de prendre des décisions, répondre à des questions ou obtenir des informations de plus 
grande qualité. Les informations manipulées dans un processus de fusion sont, d¶une part, les 
informations à fusionner, et d¶autre part des informations supplémentaires qui servent à guider 
ou à aider la combinaison. Il peut s¶agir d¶informations portant sur les sources de 
connaissances qui ont fourni les informations à combiner, sur leur dépendance, sur leur 
fiabilité, comme il peut s¶agir de scores de préférence accordés aux informations à combiner, 
ou encore d¶informations contextuelles. Ces informations supplémentaires ne sont pas 
forcément exprimées dans le même formalisme que les informations à combiner, mais elles 
peuvent intervenir dans le choix de leur modélisation. 
2.7.1. 'RPDLQHVG¶DSSOLFDWLRQ 
Nous présentons ici quelques domaines d¶applications où la fusion d¶informations est réalisée 
à partir de méthodes issues de la théorie des ensembles flous et de la théorie des possibilités : x En robotique : H. Marref et al. [104] ainsi que M. Oussalah et al. [105]  ont utilisé la 
théorie des possibilités pour localiser des robots équipés par des capteurs à infra rouge 
HWRQGRPpWULTXHV8QHFRPSDUDLVRQGHV UpVXOWDWVREWHQXVSDU O¶DSSURFKHSRVVLELOLVWH
DYHFFHX[LVVXVGHO¶DSSOLFDWLRQGXILOWUHGH.DOPDQDpWpSUpVHQWpHGDQV>@ x (QWUDLWHPHQWG¶LPDJHV: Rossant et al. [106]  se placent dans le cadre de la théorie des 
ensembles flous et des possibilités pour une reconnaissance de partitions musicales à 





SDUWLUG¶LPDJHVRSWLTXHVDILQ G¶DXWRPDWLVHU O¶DUFKLYDJH I. Bloch [107-108] étudie la 
reconnaissance d¶images médicales 3D du cerveau pour la détection d¶anomalies. 
Dans [109], deux approches de combinaison (par priorité et adaptative) sont étudiées 
pour des fins de classification d¶images satellitaires. En stéréovision, Deveughele et 
al. [110] utilise une combinaison adaptative dans le cadre de la théorie des possibilités. 
Dans [111] une restauration d¶images a été effectuée à partir d¶intégrales floues. Le 
même principe a été employé dans [112] pour la reconnaissance de locuteurs à partir 
de signal sonore. Dans [113], une segmentation floue à partir d¶une représentation 
symbolique de la luminance et des nuances, est proposée, la fusion étant réalisée à 
partir de règles heuristiques. Dans [114-115] et [116], la théorie des possibilités est 
retenue pour la reconnaissance d¶objets dans des images sonar.  x En classification : Dans le cadre de la classification d¶images sonar, une comparaison 
entre la fusion de résultats de classifieurs à partir de méthodes issues de la théorie des 
possibilités, de la théorie des croyances et des votes, a été menée dans [117]. Citons 
également, la classification d¶objets sous-marins [118], de comportements [119] ou de 
données radar [120]. 
 
 Il est à noter que cette liste Q¶HVWSDVH[KDXVWLYH(lle montre simplement que les domaines 
G¶DSSOLFDWLRQGHODIXVLRQG¶LQIRUPDWLRQVRQWWUqVGLYHUVLILés. 
2.7.2. Opérateurs de fusion possibiliste 
Plusieurs opérateurs de fusion d¶information ont été développés dans le cadre de la théorie des 
SRVVLELOLWpV 'DQV >@ , %ORFK SUpVHQWH FHV RSpUDWHXUV G¶XQH IDoRQ H[SOLFLWH HW WUqV
détaillée. Ces opérateurs peuvent être regroupés en trois catégories, selon leur mode de 
comportement [122] :  
 x Les opérateurs conjonctifs FHW\SHG¶RSpUDWHXUVHVWXWLOHSRXUODIXVLRQGHVRXUFHV
(dites concordantes) qui fournissent des informations qui sont en accord. A titre 
G¶H[HPSOHOHVRSHUDWHXUV min et le produit direct font partie de tels operateurs. x Les opérateurs disjonctifs  FH W\SH G¶RSpUDWHXUV HVW XWLOLVp DILQ GH IXVLRQQHU GHV
LQIRUPDWLRQV LVVXHV GH VRXUFHV FRQIOLFWXHOOHV $XWUHPHQW GLW ORUVTX¶LO HVW
impossible de trouver une valeur commune entre les sources, un opérateur 
disjonctif est utilisé pour « exploiter au mieux» toutes les informations disponibles. 
3DUPLOHVRSHUDWHXUVGLVMRQFWLIVRQSHXWFLWHUO¶RSHUDWHXUmax. x Les opérateurs de compromis  FH W\SH G¶RSpUDWHXUV HVW XWLOLVp GDQV OH FDV R OHV
VRXUFHVG¶LQIRUPDWLRQVRXIIUHQWSDUWLHOOHPHQW G¶XQFRQIOLW2QSHXWFLWHUO¶RSérateur 











La théorie des ensembles flous et la théorie des possibilités représentent un cadre de 
UDLVRQQHPHQW SHUPHWWDQW GH PRGpOLVHU HW GH JpUHU O¶LQIRUPDWLRQ LPSUpFLVH HW LQFHUWDLQH &H
W\SH G¶LPSHUIHFWLRQ pWDQW fréquemment présent dans les concepts et les informations 
PDQLSXOpV SDU O¶KRPPH OHV FKHUFKHXUV RQW GH SOXV HQ SOXV UHFRXUV j O¶XWLOLVDWLRQ GH FHV
WKpRULHV &¶HVW DLQVL TXH OHXUV GRPDLQHV G¶DSSOLFDWLRQ VH VRQW pODUJLV 2Q SHXW HQ FLWHU  OD
PpGHFLQHHWODELRORJLHO¶LQJpQLHULHLQGXVWULHOOHODGpIHQVHODURERWLTXHOHVV\VWqPHVG¶DLGH
jODGpFLVLRQ>@HWELHQG¶DXWUHV  
/¶DSSOLFDWLRQ GH OD WKpRULH GHV HQVHPEOHV IORXV HQ WUDLWHPHQW G¶LPDJH D SHUPLV GH
GpYHORSSHU GHV PpWKRGHV GH VHJPHQWDWLRQ HW GH FODVVLILFDWLRQ G¶LPDJHV SUpVHQWDQW GHV
DYDQWDJHV SDUWLFXOLHUV '¶DLOOHXUV LO D pWp FODLUHPHQW PRQWUp GDQV >-126] que de telles 
approches : 
x pHUPHWWHQWGHUHWHQLUjSDUWLUGHO¶LPDJHWUDLWpHSOXVG¶LQIRUPDWLRQVTXHOHVPpWKRGHV
traditionnelles (i.e. seuillage, croissance des régioQV«) ;  x produisent des régions segmentées plus homogènes que les autres méthodes ; x sont moins sensibles au bruit ; x oIIUHQWGHVPRGqOHVQXPpULTXHVFDSDEOHVGHPLHX[JpUHUO¶DWWULEXWLRQGHVSL[HOVjWHOOH
ou telle région selon leurs situations. Des scores de confiances sont en effet attribués 
DX[SL[HOVSRXUPLHX[GpILQLUOHXUVGHJUpVG¶DSSDUWHQDQFe aux régions en croissance. 
 
$LQVL XQ SL[HO JHUPH G¶XQH UpJLRQ D IRUFpPHQW XQ VFRUH VXSpULHXU j FHOXL TXL VH WURXYH
proche du contour jODILQG¶XQHFURLVVDQFHGHUpJLRQ. 
 
Par la suite, nous présentons une description de quelques méthodes et approches de 
FODVVLILFDWLRQIORXHHWGHFODVVLILFDWLRQSRVVLELOLVWHG¶LPDJHVTXHQRXVDYRQV pu déceler dans la 
littérature, relativement à leur intérêt vis-à-vis du contexte de notre étude. 
2.8.1. Algorithme C-Moyennes flous (Fuzzy C-Means, FCM) 
/¶DOJRULWKPH FCM, considéré comme un algorithme de classification floue, repose sur la 
UHFKHUFKH GHV YDOHXUV SULVHV SDU OHV FHQWURwGHV GHV FODVVHV G¶XQH SDUW HW GHV GHJUpV
G¶DSSDUWHQDQFHGHVSL[HOVjFHVFODVVHVG¶DXWUHSDUW/DUHFKHUFKHGHVFHQWURwGHVHVWUpDOLVpH
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où C désigne le nombre de classes, connu a priori, m représente un nombre entier supérieur 
ou égal à 1, permettant de contrôler le degré du flou de la partition , µ ij représente le degré 
G¶DSSDUWHQDQFHG¶XQSL[HOxi à la classe j, et N désigne le nombre de pixels à classifier. 
 





Le principe général de cet algorithme est le suivant: 
 
Entrée : /¶image à segmenter, en niveaux de gris 




- Déterminer la position des centroïdes des différentes classes ; 




Lors de la classification, la classe à laquelle un pixel est associé est celle pour laquelle le 
GHJUpG¶DSSDUWHQDQFHHVWOHSOXVpOHYp 
&HW DOJRULWKPH HVW FRQVLGpUp FRPPH pWDQW VHPL DXWRPDWLTXH GX IDLW TX¶LO QpFHVVLWH OD
connaissance a priori du nombre de classes C.  
/¶DOJRULWKPH FCM a été utilisé dans [58-59] afin de réaliser une segmentation des 
mammographies. Les résultats obtenus, VXU OD EDVH G¶XQH pYDOXDWLRQ YLVXHOOH RQW pWp MXJpV
très intéressants pour le diagnostic. 
2.8.2. Classification hiérarchique floue  
 La classification KLpUDUFKLTXH IORXHHVWXQH PpWKRGHGHSDUWLWLRQ KLpUDUFKLTXHGH O¶LPDJH
ayant pour objectif de classifier les pixels GH O¶LPDJH HQ H[SORLWDQW OHXUV degrés 
G¶DSSDUWHQDQFHaux différentes classes GHO¶image. Ce type de classification a été proposé par 
T. Gadi et al >@ HQ V¶DSSX\DQW VXU OH SULQFLSH GH O¶DUEUH TXDWHUQDLUH GDQV O¶HVSDFH GHV
ensembles flous.  
/¶LGpH G¶H[SORLWHU OD structure hiérarchique de O¶DUEUH TXDWHUQDLUH consiste à évaluer dans 
FKDTXHQLYHDXGHODKLpUDUFKLHOHVGHJUpVG¶DSSDUWHQDQFHGHFKDTXHSL[HOUHVSHFWLYHPHQWjOD
classe "fond" et à la classe "objet HQ VXSSRVDQW TXH O¶LPDJH FRQVLGpUpH HVW FRPSRVpH GH
deux classes). Cette évaluation consiste à extraire des primitives statistiques à partir des 
niveaux de gris des pixels. Le calcul de ces primitives est en fonction des propriétés locales de 
chaque niveau hiérarchique (i.e. la moyenne et la déviation moyenne des niveaux de gris). 
$ILQG¶DVVRFLHUjFKDTXHSL[HOGHO¶LPDJHGHVGHJUpVG¶DSSDUWHQDQFHDX[FODVVHVWKpPDWLTXHV
à chaque niveau hiérarchique, une IRQFWLRQ G¶DSSDUWHQDQFH GH OD IRUPH 6 HVt utilisée. Les 
paramètres de cette IRQFWLRQ G¶DSSDUWHQDQFH VRQW GpWHUPLQpV HQ XWLOLVDQW OHV primitives 
considérées. Les différents degrés G¶DSSDUWHQDQFH ainsi obtenus permettent de calculer un 
GHJUpG¶DSSDUWHQDQFHJOREDOH&HFLQpFHVVLWHde choisir un opérateur de fusion. 
Algorithme 1 : La méthode C-Moyennes flous 





Lors de la prise de décision de classification, la classe à laquelle un pixel appartient 
correspond à celle ayant le GHJUpG¶DSSDUWHQDQFHglobale le plus élevé. La figure 2.8 illustre le 
principe de cette méthode. 
 
                  
2.8.3. La classification floue contextuelle itérative 
Dans cette application, B. Solaiman et al. [129] ont proposé une méthode de classification qui 
a pour objectif de segmenter les images satellitaires, HWFHFLGDQVO¶HVSDFHdu flou, en intégrant 
O¶LQIRUPDWLRQFRQWH[WXHOOHGXSL[HOGe manière itérative. Cette méthode de classification a été 
développée pouU UHPpGLHU j O¶LPSHUIHFWLRQ GDQV OHV PpWKRGHV classiques de classification 
floue. Cette méthode permet, entre autre, de concevoiU XQ PpFDQLVPH GRQW O¶REMHFWLI HVW 
G¶pYDOXHU OHV YDOHXUV G¶DSSDUWHQDQFH GHV SL[HOV DILQ GH PLHX[ DIILQHU OHV UpVXOWDWV GH OD
segmentation  (figure 2.9). Cette méthode peut être essentiellement résumée en trois étapes : x On génère GHVIRQFWLRQVG¶DSSDUWHQDQFHDX[GLIIpUHQWHVFODVVHVWKpPDWLTXHVFRQWHQXHV
dans la scène imagée. Cette étape a été réalisée en considérant, pour chaque capteur, 
O¶KLVWRJUDPPH QRUPDOLVp à FKDTXH FODVVH FRPPH pWDQW OD IRQFWLRQ G¶DSSDUWHQDQFH à 
cette classe thématique, par rapport au capteur considéré. Ensuite, les différentes 
IRQFWLRQV G¶DSSDUWHQDQFH j FKDTXH FODVVH LVVXHs de différents capteurs) sont 
IXVLRQQpHV DILQ G¶REWHQLU XQH IRQFWLRQ G¶DSSDUWHQDQFH JOREDOH SRXU FKDTXH FODVVH
thématique contenue dans la scène imagée. x Le système de décision a pour objectif de proposer une règle permettant de classifier 
OHVSL[HOVGHO¶LPDJHVXUODEDVHGHVGHJUpVG¶DSSDUWHQDQFH$FHVWDGHOHVSL[HOVTXL
QH VRQW SDV FODVVpV SDU FHWWH UqJOH YRQW rWUH FRQVLGpUpV FRPPH pWDQW G¶XQH FODVVH
appelée « rejet ».  x Le système de diffusion de connaissances vise à affiner OHV GHJUpV G¶DSSDUWHQDQFH
G¶XQHIDoRQdynamique. Le principe général de la diffusion de connaissances consiste 
Figure 2.8 (YROXWLRQGHVGHJUpVG¶DSSDUWHQDQFH
pour différents niveaux hiérarchiques (hn) 
























Notons que ce travail a constitué le point de départ du système de segmentation que nous 
proposons dans notre travail. 
2.8.4. Classification possibiliste  
/¶XWLOLVDWLRQGHODWKpRULHGHVSRVVLELOLWpVHVWGHYHQXHWUqVUpSDQGXHGDQVFHUWDLQVGRPDLQHVGH
traitement GH O¶LQIRUPDWLRQ LQFHUWDLQH (Q UHYDQFKH HQ WUDLWHPHQW G¶LPDJHV HW
particulièrement en VHJPHQWDWLRQG¶LPDJHVO¶XWLOLVDWLRQGHFHWWHWKpRULHHVWHQFRUHPRGHVWH 
De ce fait, peu de travaux de recherches effectués dans ce domaine, figurent dans la littérature 
[122, @ 1pDQPRLQV XQ SULQFLSH FRPPXQ GH O¶XVDJH GH OD WKpRULH SRVVLELOLVWH SRXU OD





Résultat de classification 
 





















Figure 2.10 3ULQFLSHG¶DSSOLFDWLRQGHVDSSURFKHVSRVVLELOLVtes en 
classification en présence de plusieurs sources de connaissance 
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Figure 2.9 : Méthode de classification floue contextuelle itérative 





x Utiliser les informations disponibles dans les images, issues de différentes sources 
de connaissances, pour estimer les différentes distributions de possibilités associées 
aux différentes classes. x Utiliser un opérateur dH IXVLRQ SRVVLELOLVWH DILQ G¶pWDEOLU XQH VHXOH GLVWULEXWLRQ
SRVVLELOLVWHSRXUFKDTXHFODVVHGHO¶LPDJH x Attribuer chaque pixel à la classe pour laquelle il possède une valeur de possibilité 
PD[LPDOHSDUUDSSRUWDX[DXWUHVFODVVHVGHO¶LPDJH 
Nous constatons que la plupart des méthodes de segmentation précitées sont de nature 
VWDWLTXH (Q HIIHW OD FODVVLILFDWLRQ G¶XQ SL[HO V¶DSSXLH XQLTXHPHQW VXU VRQ SURSUH GHJUp
G¶DSSDUWHQDQFHVDQVIDLUHFRQWULEXHUOHVFRQQDLVVDQFHVVSDWLDOHVFRQFHUQDQWVRQYRLVLQDJH(Q
rHYDQFKHO¶DSSURFKHTXLDpWpSURSRVpHSDU%6RODLPDQet al. [129] propose une mise à jour 
dynamique GHVFRHIILFLHQWVG¶DSSDUWHQDQFH(OOHSHUPHWG¶pYDOXHUOHGHJUpG¶DSSDUWHQDQFHGX
pixel via la diffusion itérative de connaissances spatiales liées à son voisinage. Cependant, 
HOOH SUpVHQWH XQ LQFRQYpQLHQW DX QLYHDX GH O¶pWDSH G¶estimation qui nécessite un processus 
G¶DSSUHQWLVVDJH FH qui engendre des problèmes lorsque aucune connaissance a priori Q¶HVW
disponible sur O¶REMHWGHOD recherche. Il est aussi à noter que le processus de décision de cette 
DSSURFKH Q¶XWLOLVH TXH OHV GHJUpV G¶DSSDUWHQDQFH SRXU OD FODVVLILFDWLRQ GHV SL[HOV Dans la 
théorie des possibilités, deux grandeurs peuvent être utilisées, la mesure de possibilité et la 
mesure de nécessité. 
2.9. Conclusion 
Dans ce chapitre, différentes modalités relatives à O¶LQIRUPDWLRQLPSDUIDLWHRQWpWpSUpVHQWpHV
/DPRGpOLVDWLRQG¶LQIRUPDWLRQWHQDQWFRPSWHGHVLPSHUIHFWLRQVUHQFRQWUpHVDpWpDERUGpH,O
V¶DJLWGXSURFHVVXVSHUPHWWDQW OHSDVVDJHG¶XQHUHSUpVHQWDWLRQVRXVIRUPHde données issues 
de différentes sources de connaissances, vers une représentation mathématique de 
O¶LQIRUPDWLRQ selon une théorie particulière. Une telle modélisation devrait faciliter la 
combinaison des informations en vue G¶REWHQLU de meilleures performances des décisions 
ultérieures. Plusieurs théories mathématiques sont utilisées pour une telle finalité. Quatre 
G¶HQWUHHOOHVFRQQXHVSDUOHXUVFDSDFLWpVà représenter et à gérer des informations imparfaites 
RQW pWp GpFULWHV GDQV FH FKDSLWUH  OD WKpRULH GHV SUREDELOLWpV OD WKpRULH GH O¶pYLGHQFH, la 
WKpRULHGHVHQVHPEOHVIORXVHWODWKpRULHGHVSRVVLELOLWpV/¶LQWpUrWDpWpVSpFLDOHPHQWIRFDOLVp
VXUOHVGHX[GHUQLqUHVWKpRULHVGXIDLWTX¶HOOHVSUpVHQWHQWXQHPHLOOHXUHcapacité à représenter 
et à GpFULUHOHV LQIRUPDWLRQVHQWDFKpHVG¶DPELJLWpG¶LPSUpFLVLRQHWGHFRQIOLWVTXLILJXUHQW
QDWXUHOOHPHQWGDQVOHVFRQFHSWVHWOHVLQIRUPDWLRQVPDQLSXOpVSDUO¶KRPPH 
Le recours à la théorie des ensembles flous se fait dans le cas où plusieurs contenus 
informationnels peuvent se produire simultanément, ou encore quand la réalisation partielle 
de singletons est possible. Cette théorie sert aLQVL j PRGpOLVHU O¶DPELJLWp $fin de mieux 
maitriser son principe de modélisation, plusieurs aspects concernant cette théorie ont été 
SDUWLFXOLqUHPHQW GpFULWV 1RXV DYRQV SUpVHQWp O¶LQWpUrW HW OHV FDUDFWpULVWLTXHV G¶XQH IRQFWLRQ
G¶DSSDUWHQDQFH DLQVL TXH OHV IRUPHV VWDQGDUGV TX¶HOOH SHXW SUHQGUH 4XHOTXHV SURSULpWpV





relationnelles entre les ensembles flous ont été citées. Un exemple concernant la 
UHSUpVHQWDWLRQGHO¶LPDJHSDUFHWWHWKpRULHDpWppWXGLp 
La théorie des possibilités permet la représentation, le traitement et la fusion des informations 
HQWDFKpHV G¶LQFHUWLWXGHV GpFULWHV SDU GHV FRQQDLVVDQFHV ambiguës /¶LQFHUWLWXGH OLpH j
O¶RFFXUUHQFH G¶XQ VLQJOHWRQ HVW FDUDFWpULVpH SDU XQH GLVWULEXWLRQ GH SRVVLELOLWpV &HOOH OLpH j
O¶RFFXUUHQFH G¶XQ pYpQHPHQW A est caractérisée par deux mesures ensemblistes, à savoir la 
mesure de possibilité et la mesure de nécessité &HV GHX[ PHVXUHV GpILQLVVHQW O¶LQWHUYDOOH 
SRVVLELOLVWH GH UpDOLVDWLRQ GH O¶pYpQHPHQW A. Une étude portant sur la normalité des 
distributions de possibilités a été menée.  
 Ensuite, nous avons abordé succinctement OD SUREOpPDWLTXH GH OD IXVLRQ G¶LQIRUPDWLons 
imparfaites. Nous avons décrit son principe général, ses applications et ses opérateurs les plus 
UpSDQGXVGDQVO¶HVSDFHSRVVLELOLVWH 
A la fin de ce chapitre, une synthèse des approches de classification et de segmentation floues 
HWSRVVLELOLVWHVG¶Lmages a été effectuée. Leurs principes généraux ainsi que leurs principaux  
avantages et inconvénients ont été présentés. Cette synthèse a permis de tirer les conclusions 
suivantes : 
Les approches floues et possibilistes offrent des avantages importants en termes de  
représentation des connaissances et de qualité de résultats cités dans la sous section (2.8). Ces 
DYDQWDJHVSHUPHWWHQWjFHVDSSURFKHVG¶rWUHSOXVHIILFDFHVTXHOHVPpWKRGes traditionnelles de 
VHJPHQWDWLRQG¶LPDJHV 
Cependant, il est indispensable de chercher des stratégies profitant au maximum des 
avantages présentés par le modèle flou ou possibiliste, afin de mieux évaluer la valeur 
G¶DSSDUWHQDQFHRXODYDOHXUGHSRVVLELOLWpGXSL[HOSRXUXQHFODVVHGRQQpH 
,O HVW DXVVL LPSRUWDQW GH SURSRVHU G¶DXWUHV UqJOHV GH GpFLVLRQ PLHX[ DGDSWpHV DX[ PRGqOHV





ESTIMATION DES DISTRIBUTIONS DE 
POSSIBILITES POUR LA CLASSIFICATION 
PIXELIQUE EN MAMMOGRAPHIE 
 
3.1. Introduction 
 /¶REMHFWLIGDQV OHTXHO V¶LQVFULW FH WUDYDLO GH WKqVHFRQFHUQH OHSUREOqPHGH FODVVLILFDWLRQ
G¶LPDJHs en attribuant chaque pixel à une classe parmi les différentes classes composant 
O¶LPDJH 3RXU UpDOLVHU XQH WHOOH FODVVLILFDWLRQ RQ suppose que nous disposons, pour chaque 
FODVVH G¶XQH RX GH SOXVLHXUV SURSULpWpV GH QDWXUH DPELJXs GpFULYDQW QRV FRQQDLVVDQFHV a 
priori  concernant cette classe. Ces propriétés sont explicitées par un expert. On suppose que 
les images considérées sont composées de M classes thématiques Cm P     « 0
(connues a priori) &KDTXH SL[HO GH O¶LPDJH UHSUpVHQWH XQH FHOOXOH GH UpVROXWLRQ LVVXH GX
monde réel et il est observé via un capteur mesurant une quantité physique caractérisant ce 
pixel. Cette quantité nous est livrée sous la forme G¶XQQLYHDXGHJULV/HV1QLYHDX[GHJULV
FRQWHQXVGDQV O¶LPDJH VRQWFRQVLGpUpVFRPPHGHVVLQJOHWRQV IRUPDQWXQHQVHPEOH:  ^x1, 
x2«xN} dit univers des contenus informationnels. 
 6XSSRVRQV HQ SOXV TXH O¶RQ VH WURXYH GDQV XQ FRQWH[WH G¶LQFHUWLWXGH OLpH j OD
FDUDFWpULVDWLRQGHO¶DSSDUWHQDQFHGHVpOpPHQWVGH:jO¶XQHGHV0FODVVHVGHO¶LPDJH,OV¶DJLW
G¶DWWULEXHUj OD OXPLqUHGHVFRQQDLVVDQFHVGLVSRQLEOHVFKDTXHSL[HOj O¶XQH et une seule des 
classes thématiques. &H FRQWH[WH G¶LQFHUWLWXGH HVW LGpDOHPHQW WUDLWp VL QRXV GLVSRVRQV GH
connaissances probabilistes liées aux différentes distributions de probabilités (a priori, de 
vraisemblance et a posteriori,). Néanmoins, les connaissances disponibles, via les propriétés 
ambiguës sont de nature ambiguë décrivant des degrés G¶KDUPRQLH RXG¶DSSDUWHQDQFHSDUWLHOOH
GHVSL[HOVDX[GLIIpUHQWHVSURSULpWpVFDUDFWpULVDQWO¶HQVHPEOHGHVFODVVHV,OV¶DJLWGXFRQWH[WH
GHO¶DSSOLFDWLRQGHODWKpRULe des possibilités TXLUHSUpVHQWHO¶RXWLOWKpRULTXHOHPLHX[DGDSWp
SRXUDERUGHUXQHWHOOHFRQILJXUDWLRQFRPPHQRXVO¶DYRQVSUpFLVpGDQVOHFKDSLWUHSUpFpGHQW 
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à des ensembles flous a été introduite par Zadeh [131].  
 /RUVTXHO¶HQVHPEOHIORXA est défini par une variable linguistique ou symbolique décrivant 
une propriété ambiguë liée aux singletons x:DORUV ODIRQFWLRQG¶DSSDUWHQDQFHUpDOLVHXQH
« projection ªRXXQHUHSUpVHQWDWLRQQXPpULTXHGHVFRQQDLVVDQFHVGHO¶H[SHUWGDQVO¶HVSDFHGH
YDOHXUV G¶DSSDUWHQDQFH TXH O¶RQ DSSHOOH O¶HVSDFH GX IORX.  Le postulat de Zadeh (détaillé 
ultérieurement dans ce chapitre) QRXV SHUPHW GH WUDQVSRVHU OHV IRQFWLRQV G¶DSSDUWHQDQFH HQ
des distributions de possibilités aux différentes classes. Ceci nous place dans le formalisme de 
O¶DSSOLFDWLRQ GH OD WKpRULH GHV SRVVLELOLWpV Par conséquent, la définition des fonctions 
G¶DSSDUWHQDQFH HW GRQF OHV GLVWULEXWLRQV GH SRVVLELOLWpV FRQVWLWXH XQ YpULWDEOH FKDOOHQJH
0DOKHXUHXVHPHQWRQHVW VRXYHQWDPHQpjGpILQLUXQH WHOOH IRQFWLRQjSDUWLUG¶XQHQVHPEOH
réduit de connaissances disponibles sur la fRUPH GHV IRQFWLRQVG¶DSSDUWHQDQFHHWRXjSDUWLU
G¶XQIDLEOHQRPEUHGHGRQQpHVVWDWLVWLTXHVGLVSRQLEOHV 
&HWWHSUREOpPDWLTXHG¶HVWLPDWLRQGHV IRQFWLRQVG¶DSSDUWHQDQFHHVW WUDLWpHGDQV OHSUpVHQW
FKDSLWUH HQ VH OLPLWDQW DX GRPDLQH GX WUDLWHPHQW G¶LPDJHV HW plus particulièrement, à la 
classification pixelique. Dans ce cas, :UHSUpVHQWHSDUGpIDXWO¶HQVHPEOHGHVQLYHDX[GHJULV
GH O¶LPDJH ,O HVW j QRWHU TXH: peut représenter un autre espace de primitives calculées à 
partir des niveaux de gris. 
 
Considérons j WLWUH G¶H[HPSOH OD FDUDFWpULVDWLRQ SDU XQ H[SHUW GH WURLV FODVVHV
thématiques contenues dans une image en utilisant des variables linguistiques liées à la 
luminosité des pixels de chaque classe (brillants, sombres, etc.) ou à une appréciation du 
niveau de texture (fortement texturé, faiblement WH[WXUp HWF ,O SRXUUDLW pJDOHPHQW V¶DJLU
G¶XQHpropriété géométrique (proche G¶XQSRLQWGRQQploin G¶XQH]RQHHWF 
&HFRQFHSWG¶pYpQHPHQWV IORXVGpILQLV VXU: HW LOOXVWUpYLD OHV IRQFWLRQVG¶DSSDUWenance 
données dans la figure 3.1. A partir de cette représentation, nous pouvons réaliser une 
VHJPHQWDWLRQ GLWH IORXH RX SRVVLELOLVWH GH O¶LPDJH FRQVLGpUpH HQ DWWULEXDQW j FKDTXH
singleton (c¶est-à-GLUH QLYHDX GH JULV XQH YDOHXU GH SRVVLELOLWp G¶DSSDUWenir à une classe 
GRQQpH TXL HVW pJDOH j OD YDOHXU G¶DSSDUWHQDQFH GH FH PrPH VLQJOHWRQ j O¶pYpQHPHQW IORX
correspondant (VHORQO¶H[SHUW à cette classe. 










Figure 3.1 : Exemple de la représentation des degrés de 
OXPLQRVLWpGDQVO¶HVSDFHGXIORX 
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 1RWRQVTX¶XQVLQJOHWRQSHXWDLQVLDSSDUWHQLUjXQHVHXOHFODVVHRXjSOXVLHXUVclasses avec 
diffpUHQWVGHJUpVG¶DSSDUWHQDQFH 
 Dans la suite de ce chapitre, on présente une synthèse des méthodes existantes pour 
O¶HVWLPDWLRQ GHV IRQFWLRQV G¶DSSDUWHQDQFH HQ LPDJHULH 1RXV SURSRVRQV HQVXLWH O¶DGDSWDWLRQ
G¶XQHPpWKRGHG¶HVWLPDWLRQGHV IRQFWLRQVG¶DSSDUWHQDQFHdans le cadre de notre système de 
VHJPHQWDWLRQ /HV UpVXOWDWV REWHQXV VXLWH j O¶XWLOLVDWLRQ GH FHWWH PpWKRGH SRXU OD
VHJPHQWDWLRQG¶LPDJHVmammographiques, sont exposés et commentés. 
3.2. 0pWKRGHVGHGpWHUPLQDWLRQGHVIRQFWLRQVG¶DSSDUWHnance 
 'DQV OHV DSSOLFDWLRQV GH OD WKpRULH GHV HQVHPEOHV IORXV O¶HVWLPDWLRQ GHV YDOHXUV
G¶DSSDUWHQDQFH est considérée comme une tâche fondamentale et difficile [132-133]. De 
QRPEUHXVHV PpWKRGHV G¶HVWLPDWLRQ GHV IRQFWLRQV G¶DSSDUWHQDQFH RQW pWp SURSRVpHV dans la 
littérature [134].  
 
 Dans le travail de D. Dubois et al. [135] et dans celui de Dévi et al. [136], une distribution 
GH SUREDELOLWpV HVW WUDQVIRUPpH HQ XQH GLVWULEXWLRQ GH SRVVLELOLWpV 1RWRQV TX¶XQH WHOOH
transformation représente une certaine cohérence conceptuelle, car les distributions de 
SUREDELOLWpV HW GH SRVVLELOLWpV V¶DSSOLTXHQW VXU OD PrPH IRUPH G¶LPSHUIHFWLRQ GH
O¶LQIRUPDWLRQTXLHVWO¶LQFHUWLWXGH  
'¶DXWUHV PpWKRGHV RQW DXVVL pWp SURSRVpHV DILQ GH WUDQVIRUPHU OD GLVWULEXWLRQ GH
SUREDELOLWpV HQ XQH IRQFWLRQ G¶DSSDUWHQDQFH j XQ HQVHPEOH IORX >@ $ OD GLIIpUHQFH GHV
PpWKRGHV SUpFpGHPPHQW FLWpHV LO V¶DJLW GH WUDQVIRUPHU XQH GLVWULEXWLRQ GH SUREDELOLWés 
PRGpOLVDQWO¶LQFHUWLWXGHHQXQHIRQFWLRQG¶DSSDUWHQDQFHUHSUpVHQWDQWO¶DPELJLWpTXLHVWXQH
DXWUH IRUPH G¶LPSHUIHFWLRQ GH O¶LQIRUPDWLRQ 3DU FRQVpTXHQW LO V¶DJLW G¶XQH WUDQVIRUPDWLRQ
« purement ªPDWKpPDWLTXHTXLQpJOLJHODQDWXUHFRQFHSWXHOOHGHO¶imperfection représentée.  
1RXV SRXYRQV pJDOHPHQW FLWHU OHV PpWKRGHV G¶HVWLPDWLRQ qui considèrent dans un premier 
temps des formes standards, ou prédéfinies GpFULYDQW O¶DOOXUH GH IRQFWLRQV G¶DSSDUWHQDQFH
relatives à certaines propriétés ambiguës du contenXGHO¶LPDJHHQWHUPHVGHQLYHDX[GHJULV
GHUHODWLRQVVSDWLDOHVHWF'DQVXQVHFRQGWHPSV OD IRQFWLRQG¶DSSDUWHQDQFHHVWDMXVWpHSDU
action sur les paramètres de la forme prédéfinie choisie, via un processus G¶RSWLPLVDWLRQ
appliqué sur des mesures floues (considérées comme des fonctions objectifs). On peut citer 
les mesures de O¶HQWURSLHIORXH>, 137, 96], la compacité [138-@RXO¶LQGLFHIORXH>@
Ces fonctions seront détaillées ultérieurement au cours de ce chapitre.  
 Nous proposons de FODVVHU OHV WHFKQLTXHVG¶HVWLPDWLRQGHV IRQFWLRQVG¶DSSDUWHQDQFH, que 
nous avons pu identifier dans la littérature, dans deux catégories : les méthodes guidées par 
OHVFRQQDLVVDQFHVG¶H[SHUW et les PpWKRGHVjEDVHG¶DSSUHQWLVVDJH.  
 
 La première catégorie regroupe les techniques basées sur la « projection » des 
connaissances exprimées par les experts, afin de représenter directement, ou indirectement, 
O¶DOOXUH JpQpUDOH GHV IRQFWLRQV G¶DSSDUWHQDQFH (Q UHYDQFKH OHV PpWKRGHV GH OD GHX[LqPH 
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 'DQV OD VXLWHQRXVSUpVHQWRQVEULqYHPHQW OHVGHX[FDWpJRULHVG¶HVWLPDWLRQGHV IRQFWLRQV
G¶DSSDUWHQDQFH 
3.2.1. Méthodes JXLGpHVSDUOHVFRQQDLVVDQFHVG¶H[SHUW 
 /H SULQFLSH JpQpUDO GH FHV PpWKRGHV FRQVLVWH j UpDOLVHU OD SURMHFWLRQ G¶XQH SURSULpWp
FDUDFWpULVDQWXQHFODVVH WKpPDWLTXHGH O¶LPDJHVRXV OD IRUPHG¶XQH IRQFWLRQG¶DSSDUWHQDQFH
HQVHEDVDQWVXU OHVFRQQDLVVDQFHVG¶Hxpert. Cette projection est effectuée par un expert qui 
FKRLVLWODIRUPHGHODIRQFWLRQG¶DSSDUWHQDQFHTXi lui semble la plus adéquate. Cette sélection 
HVW UpDOLVpH j SDUWLU G¶XQ HQVHPEOH FRPSRUWDQW GHV IRUPHV standards de fonctions 
G¶DSSDUWHQDQFH YRLU FKDSLWUH  /¶pYDOXDWLRQ GHV GHJUpV G¶DSSDUWHQDQFH SDU FHV PpWKRGHV
dépend donc du savoir-IDLUH GH O¶H[SHUW HW GH VD FDSDFLWp à représenter les propriétés 
caractérisant OHVFODVVHVG¶XQH PDQLqUH qui permette de mesurer la force de liaison entre les 
pixels et les propriétés considérées. Deux approches sont essentiellement identifiées : 
O¶DSSURFKH directe HWO¶DSSURFKH indirecte. 
3.2.1.1. Approche directe  
 Dans cette approche [46-47], OHSURFHVVXVG¶HVWLPDWLRQGH OD IRQFWLRQG¶DSSDUWHQDQFHHVW
WRWDOHPHQWGpSHQGDQWGHVFRQQDLVVDQFHVGHO¶H[SHUWHWGHVRQH[SpULHQFHTXDQWjODGpILQLWLRQ
GHO¶DOOXUHGHODIRQFWLRQDLQVLTX¶DXFKRL[GHVHVSDUDPqWUHV 
    /H SURFHVVXV G¶HVWLPDWLRQ GH FHWWH PpWKRGH SHXW rWUH UpVXPp FRPPH suit : tRXW G¶DERUG
O¶H[SHUW GpWHUPLQH VHORQ OH SUREOqPH WUDLWp OHV IRUPHV GHV IRQFWLRQV G¶DSSDUWHQDQFH TXL
correspondent au mieux aux propriétés décrivant les classes à caractériser. /¶H[SHUWFKRLVLW
HQVXLWHG¶XQH IDoRQ PDQXHOOHHPSLULTXHHWGLUHFWH OHV YDOHXUVGHVSDUDPqWUHVDVVRFLpVj OD
IRQFWLRQG¶DSSDUWHQDQFH 
 Notons que cette approche représente une évaluation peu robuste des degrés 
G¶DSSDUWHQDQFHpWDQWGRQQpTX¶HOOH repose XQLTXHPHQWVXUO¶H[SpULHQFHSURSUHjO¶H[SHUWTXL
a réalisé cette mission. Un expert différent aurait pu, très probablement, réaliser G¶DXWUHV
FKRL[HQJHQGUDQWDLQVLXQH IRQFWLRQG¶DSSDUWHQDQFHG¶XQHWoute autre allure pour estimer la 
même connaissance. (QG¶DXWUHVWHUPHVOHUpVXOWDWGHO¶HVWLPDWLRQGHVYDOHXUVGHVSDUDPqWUHV
HWGRQFOHVYDOHXUVG¶DSSDUWHQDQFHVRQWsujets à une variabilité inter - opérateurs.  
3.2.1.2. Approche indirecte  
 'DQV FH W\SH G¶DSSURFKHV RQ D ELHQ UHFRXUV DX[ FRPSpWHQFHV GH O¶H[SHUW pour une  
définition approximative GH OD IRUPH OD SOXV DSSURSULpH SRXU O¶HVWLPDWLRQ GH OD IRQFWLRQ
G¶DSSDUWHQDQFH 4XDQW j O¶DMXVWHPHQW des paramètres liés à la fonctLRQ G¶DSSDUWHQDQFH HQ
question O¶H[SHUWFqGH OD PDLQjGHVSURFHVVXVDXWRPDWLTXHV G¶RSWLPisation [133, 96, 141]. 
&HFLSHUPHWG¶DFFRPSOLUFHWWHWkFKHG¶HVWLPDWLRQG¶XQHPDQLqUHSOXVHIILFDFHHWVXUWRXWSOXV
objective. De tels processus utilisent des mesures floues, calculées à partir des niveaux de 
JULV pYDOXDQW O¶LQIRUPDWLRQ ambiguë contenue dans une classe. Ces mesures, ainsi que les 
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DOJRULWKPHVG¶RSWLPLVDWLRQTXL OHVPDQLSXOHQWHQYXHG¶HVWLPHU des paramètres des fonctions 
G¶DSSDUWHQDQFH, sont détaillés dans la suite de ce paragraphe. 
 
 RHPDUTXRQV TXH O¶DSSURFKH LQGLUHFWH SHXW rWUH FRQVLGpUpH FRPPH XQH WHFKQLTXH
« intelligente » G¶HVWLPDWLRQ (OOH FRQGXLW j GHV UpVXOWDWV SOXV SUpFLV TXH O¶DSSURFKH GLUHFWH
grâce aux valeurs optimisées des paramètres, en fonction de mesures liées au contenu de 
O¶LPDJH. Par conséquent, les valeuUV G¶DSSDUWHQDQFH HVWLPpHV VRQW indépendantes de la 
VXEMHFWLYLWpGHO¶H[SHUWKXPDLQ 
 Les mesures floues évoquées précédemment peuvent être considérées comme étant des 
fonctions objectifs à optimiser. 
 Nous proposons, dans ce qui suit, de présenter quelques exemples de mesures floues 
SURSRVpHV GDQV OD OLWWpUDWXUH DYDQW G¶DERUGHU OHV DOJRULWKPHV HPSOR\pV SRXU O¶RSWLPLVDWLRQ
des paramètres. 
 
A. Les mesures floues 
 
 Les mesures floues représentent des issues de la théorie des ensembles flous et permettent 
G¶pYDOXHU ODTXDQWLWpGH O¶LQIRUPDWLRQDPELJXs© incluse ªGDQV O¶LPDJHLes mesures floues 
que nous avons identifiées dans la littérature sont  O¶HQWURSLHIORXH ODFRPSDFLWp  HW O¶LQGLFH
flou. 
 
a. Entropie floue 
 
 /¶HQWURSLH HVW DSSDUXH GDQV OD WKpRULH GH FRPPXQLFDWLRQV GH 6KDQQRQ SRXU PHVXUHU
O¶HIILFDFLWpGHVLQIRUPDWLRQVWUDQVPLVHVdans un canal de communication bruité [140].  
/HFRQFHSWGHO¶HQWURSLHa été très utilisé GDQVOHVDSSOLFDWLRQVGHWUDLWHPHQWG¶LPDJH [44]. En 
VHJPHQWDWLRQ SDU H[HPSOH O¶HQWURSLH D pWp XWLOLVpH FRPPH XQH PHVXUH SHUPHWWDQW OH FKRL[
G¶XQ VHXLO RSWLPDO j SDUWLU GH O¶KLVWRJUDPPH GHV QLYHDX[ GH JULV G¶XQH O¶LPDJH /D YDOHXU
RSWLPDOHGXVHXLOHVWFHOOHFRUUHVSRQGDQWHjO¶HQWURSLHPD[LPDOH[44, 141]. H.D. Cheng et al. 
>@RQWDERUGpOHSUREOqPHG¶HVWLPDWLRQGHVIRQFWLRQVG¶DSSDUWHQDQFHHQWUDLWHPHQWG¶LPDJHV
HQ XWLOLVDQW O¶HQWURSLH /¶LGpH GH FH WUDYDLO FRQVLVWH j WUDQVIRUPHU OHV QLYHDX[ GH JULV GHV
SL[HOVHQGHVGHJUpVG¶DSSDUWHQDQFH/¶LPage traitée est considérée comme étant composée 
G¶XQHFODVVHGHSL[HOVbrillantes HWG¶XQHDXWUHFODVVHGHSL[HOVsombres.  
 $ILQGHFKRLVLUOHVSDUDPqWUHVOLpVjODIRUPHGHODIRQFWLRQG¶DSSDUWHQDQFHUHSUpVHQWDQWOD
classe des pixels brillants), O¶HQWURpie a été utilisée comme une fonction objectif à optimiser.  
0DWKpPDWLTXHPHQWO¶HQWURSLHGpILQLHSDU6KDQQRQV¶H[SULPHFRPPHVXLW>@ : 
 
&RQVLGpURQVO¶univers des contenus informationnels :  ^x1, x2«xN}, où chaque élément 
xn, Q «1, est associé à une mesure pn = p(xn) GHVDSUREDELOLWpG¶RFFXUUHQFH/¶HQWURSLH 





H p . log(p )
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H p( ). log p( )x x
 
 
où p(xn) représente la mesure de probabilité d¶XQ pixel ayant un niveau de gris xn. La 
définition de Shannon ne considère que la densité de probabilité des pixels sans tenir compte 
GHV SURSULpWpV IORXHV GH O¶LQIRUPDWLRQ WUDLWpH 'H FH IDLW =DGHK >@ D SURSRVp XQH DXWUH
GpILQLWLRQGHO¶HQWURSLH, G¶XQHPDQLqUHSHUPHWWDQWGHSUHQGUHHQFRPSWHjODIRLV ODIRQFWLRQ 
G¶DSSDUWHQDQFHHW ODGHQVLWp de probabilité. Cette entropie, appelée O¶HQWURSLHIORXH, peut être 
définie comme suit : 
 On considère une nouvelle distribution de probabilités P définie, pour chaque élément xn, 
Q «1,  par :  
n A n n
0 	 Æ  	P 	x x x
 
 
où nÆ  	A x GpVLJQHODYDOHXUG¶DSSDUWHQDQFHdu pixel ayant un niveau de gris xn à un ensemble 
flou A.  





H(A) P( ). log P( )x x
 
 
/¶LGpHGHFRQVLGpUHU O¶HQWURSLH PD[LPDOHFRPPHPHVXUHGHTXDOLWp YLHQWGH O¶K\SRWKqVH de 
Zadeh [131], TXLVXSSRVHTXHO¶RFFXUUHQFHGHO¶LQWHQVLWpG¶XQ niveau de gris est un évènement 
flou. SHORQOHSULQFLSHGHO¶HQWURSLHPD[LPDOHXQpYqQHPHQWIORXFRQWLHQWSOXVG¶LQIRUPDWLRQ
ORUVTXHO¶HQWURSLHTXL OXLHVWDVVRFLpHHVWPD[LPDOH'¶RO¶LGpe fondamentale de déterminer 
OHVSDUDPqWUHVGHODIRQFWLRQG¶DSSDUWHQDQFHFRUUHVSRQGDQWjO¶HQWURSLHPD[LPDOH 
 
b. La compacité  
 
Les propriétés géométriques des objets présents dans une image jouent un rôle fondamental 
GDQV ODGHVFULSWLRQGXFRQWHQXGH O¶LPDge. '¶XQHPDQLqUHJpQérale, les UpJLRQVG¶XQH LPDJH
peuvent avoir des contours non délimités, ce qui mène à considérer ces régions comme des 
ensembles flous. A. Rosenfeld [142] a introduit le concept de géométrie floue. Parmi les 
mesures géométriques floues, la compacité floue permHW G¶pYDOXHU O¶DPELJXwWp JpRPpWULTXH
GHO¶REMHWdans une image [138, @(OOHUHSUpVHQWHOHUDSSRUWHQWUHODVXUIDFHGHO¶REMHWHW
son périmètre. Il V¶DJLW GRQF G¶XQH PHVXUH TXL VH EDVH HVVHQWLHOOHPHQW VXU OD IRUPH GH OD
région et non pas sur le niveau pixelique. 
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Pour une région Z présentée dans une image de taille KxK, le calcul de sa compacité floue est 
réalisé HQDVVRFLDQWjFKDTXHSL[HOGHO¶LPDJHXQGHJUpG¶DSSDUWHQDQFHjFHWWHUpJLRQ(QVXLWe,     








i, j i, j 1 i, j i 1, j
i, j 1 i, j 1
0 	 Æ Æ Æ ÆZ
 
                  










µ ij  désigne le GHJUpG¶DSSDUWHQDQFHGHSL[HO (i,j) à la région Z. Dans le travail de W.Tao et al. 
[139], la compacité a été utilisée comme une mesure floue SHUPHWWDQW OHFKRL[RSWLPDOG¶XQ
VHXLOVHUYDQWjODVHJPHQWDWLRQG¶XQHUpJLRQG¶LQWpUrWGDQVXQHLPDJH&HFKRL[HVWUpDOLVpSDU
la minimisation de la compacité. 
 
c. Indice flou  
 
 Le concept d¶LQGLFH IORX D pWp SUpVHQWp SDU .DXIPDQQ >@ (Q WUDLWHPHQW G¶LPDJH FHW
LQGLFHHVWXWLOLVpFRPPHXQHPHVXUHIORXHSHUPHWWDQWO¶RSWLPLVDWLRQGHVSDUDPqWUHVDVVRFLpVj
ODIRQFWLRQG¶DSSDUWHQDQFHL¶LQGLFHIORXest défini comme suit: 
 
N
n A n A n
n 1
2 	 H 	MINÆ  	 Æ  		
K.K
A x x x
 
 
où h(.) déVLJQH O¶KLVWRJUDPPHGH O¶LPDJHFRQVLGpUpH, xn le niveau de gris et A un ensemble 
flou défini sur cette image et KxK HVWODWDLOOHGHO¶LPDJH 
 Nieradka et al. >@RQWHVWLPpXQHIRQFWLRQG¶DSSDUWHQDQFHjSDUWLUGHVQLYHDX[GHJULVGH
O¶LPDJH en utilisant O¶HQWURSLH IORXHHW O¶LQGLFH IORXcomme fonctions objectifs à maximiser, 
afin de déduire les valeurs optimales des paramètres. Les paramètres utilisés sont une 
combinaison des paramètres trouvés par les deux mesures. 
 Dans le paragraphe suivant, nous allons présenter un aperçu GHVDOJRULWKPHVG¶RSWLPLVDWLRQ






citer : les algorithmes génétiques [144], le recuit simulé [145] et une méthode appelée fast 
searching [146].  
 /HV DOJRULWKPHV JpQpWLTXHV HW O¶DOJRULWKPH GX UHFXLW VLPXOp VRQW XWLOLVpV GDQV GLYHUV
GRPDLQHV WHOV TXH OD URERWLTXH O¶LQGXVWULH DXWRPRELOH HWF 2Q QRWH pJDOHPHQW XQH ODUJH
utilisation de ces algorithmes en WUDLWHPHQW G¶LPDJHV, et spécialement en segmentation, où 
, 
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G¶XQH PDnière stochastique [146]. Ceci explique le fait que les résultats obtenus par ces 
algorithmes, SHXYHQW GLIIpUHU G¶XQH UpDOLVDWLRQ j une autre. En revanche, appliqués sur des 
images en vuHG¶HVWLPHUOHVSDUDPqWUHVGHs IRQFWLRQVG¶DSSDUWHQDQFHrelatives aux différentes 
classes, la technique fast searching a montré une meilleure stabilité des résultats [146].  
3.2.2. 0pWKRGHVjEDVHG¶DSSUHQWLVVDJH 
 Les méthodes j EDVH G¶DSSUHQWLVVDJH UHSUpVHQWHQW OD GHX[LqPH FDWpJRULH GH WHFKQLTXHV
G¶HVWLPDWLRQdes fonctions G¶DSSDUtenance. Elles se basent sur des informations extraites de 
O¶LPDJH&HV LQIRUPDWLRQVSRUWHQWVRLWVXU OHVFHQWUHVUHVSHFWLIVGHVFODVVHVSHUPHWWDQWDLQVL
OHXUVORFDOLVDWLRQVVRLWVXUGHV]RQHVGLWHVG¶DSSUHQWLVVDJHjGpILQLUSRXUFKDTXHFODVVH 
 Deux méthodes sont identifiées : la méthode à EDVHG¶HVWLPDWLRQVWDWLVWLTXHGHVSDUDPqWUHV 
et la PpWKRGHEDVpHVXUO¶DOJRULWKPH)X]]\C-Means (FCM). 
3.2.2.1. Méthode à base G¶HVWLPDWLRQVWDWLVWLTXHGHVSDUDPqWUHV  
 Le principe général de cette méthode peut être résumé comme suit [147]. '¶DERUG XQH
]RQHG¶DSSUHQWLVVDJH=m est définie pour chaque classe « m » contenu dans O¶LPDJHChaque 
zone doit comporter dHV SL[HOV YpULILDQW G¶XQH IDoRQ VWULFWH HW DEVROXH OHV SURSULpWpV
caractérisant la classe concernée. Ces propriétés peuvent se référer au niveau de gris, à la 
WH[WXUHRXjG¶DXWUHs caractéristiques. (QVXLWHSRXUXQHFODVVHGRQQpHO¶HQVHPEOHGHVSL[HOV
VLWXpVGDQVFHWWH]RQHG¶DSSUHQWLVVDJH SHUPHWG¶HQFDOFXOHUFHUWDLQHVLQIRUPDWLRQVVWDWLVWLTXHV
telles que ODPR\HQQHHWO¶pFDUWW\SH 
 
 Une fois calculées, ces informations permettent de déterminer les paramètres des fonctions 
G¶DSSDUWHQDQFH GHV GLIIpUHQWHV FODVVHV GH O¶LPDJH selon des règles empiriques. A titre 
G¶H[HPSOHODPR\HQQHHWO¶pFDUWW\SHVSHXYHQWGpILQLUOH « point » noyau, et OHVXSSRUWG¶XQH
IRQFWLRQ G¶DSSDUWHQDQFH GH W\SH WULDQJXODLUH La figure 3.2 illustre le principe de cette 
méthode.        
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 /¶DOJRULWKPH Fuzzy C-Means (FCM)  [148] est une technique largement utilisée dans la 
VHJPHQWDWLRQ HW FODVVLILFDWLRQ GHV LPDJHV (OOH IRXUQLW XQH SDUWLWLRQ GH O¶HQVHPEOH des 
données en des ensembles flous, dits aussi « classes », SDU O¶HVWLPDWLRQ GHV GHJUpV
G¶DSSDUWHQDQFHGHVGRQQpHVLVVXHVGH O¶LPDJHj ces classes.  
/¶HVWLPDWLRQ GHV YDOHXUV G¶DSSDUWHQDQFH SDU FHW DOJRULWKPH VH UpDOLVH HQ GLIIpUHQWHV SKDVHV
qui peuvent être résumées comme suit  O¶DOJRULWKPH FRPPHQFH DYHF XQH pWDSH
G¶LQLWLDOLVDWLRQGHVGHJUpVG¶DSSDUWHQDQFHCm(s), pour chaque pixel s ayant un niveau de gris 






Æ 	 Æ  	 s s
 
 
Ensuite, HQ VH EDVDQW VXU OHV YDOHXUV LQLWLDOHV G¶DSSDUWHQDQFH RQ FDOFXOH OHV FHQWUHV GHV













 ¦ mmx x  
 
µ ik : UHSUpVHQWHOHGHJUpG¶DSSDUWHQDQFHGHSL[HOs dont la mesure est xi, à la classe k connue 
par son centre ;  
i j|| c ||x : représente la distance euclidienne entre la mesure xi et  le vecteur de référence Cj ;  
m est un entier supérieur à 1. 
 La mise à jour des centres ainsi que la modification des valeuUVG¶DSSDUWHQDQFHVHUpSqWHQW
MXVTX¶jla stabilité des centres des classes. 
&HWWHPpWKRGHQHSHUPHWGHVpOHFWLRQQHUQL O¶DOOXUHGHODIRQFWLRQG¶DSSDUWHQDQFHTXLSUHQG
VRXYHQWXQHIRUPHVLPLODLUHjFHOOHG¶XQHgaussienne, ni les paramètres qui la contrôlent.  
 
Un inconvénient majeur de certaines méthodes à base G¶DSSUHQWLVVDJHFomme la méthode à 
base G¶HVWLPDWLRQ GHV SDUDPqWUHV VWDWLVWLTXHV) réside dans le fait que le choix des régions 
G¶DSSUHQWLVVDJH QpFHVVLWH EHDXFRXS G¶DWWHQWLRQ 'H SOXV LO DUULYH TX¶XQH FODVVH FRQWLHQQH
plusieurs objets semblables au niveau de la projection radiométrique. Dans ce cas, il faut 
établir des sous-FODVVHVFHTXLFRPSOH[LILHO¶DQDO\VHHWOHFDOFXO 
Nous proposons dans ce qui suit de présenter le système de génération de distributions de 
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Le processus de génération des distributions de possibilités que nous proposons est constitué 
GH WURLV pWDSHV HVVHQWLHOOHV /D SUHPLqUH pWDSH FRQVLVWH HQ XQ SUpWUDLWHPHQW GH O¶LPDJH
RULJLQDOH SXLV YLHQW XQH pWDSH G¶HVWLPDWLRQ GH OD IRQFWLRQ G¶DSSDUWHQDQFH $ OD ILQ GX
processus, un opérateur de fusion est appliqué. Notons que le passage de la fonction 
G¶DSSDUWHQDQFH j XQH GLVWULEXWLRQ GH SRVVLELOLWpV HVW obtenu par le postulat possibiliste de 
Zadeh, détaillé dans la suite de ce paragraphe.  

















3.3.1. Prétraitement  
&HWWH pWDSH V¶HIIHFWXH DX QLYHDX SL[HOLTXH (OOH HVW EDVpH VXU O¶H[SORLWDWLRQ GH sources de 
connaissances supplémentaires visant à fournir des informations plus pertinentes que celles 
apportées par le pixel lui-même.  
/HWHUPH©VRXUFHªHVWXWLOLVpGDQVFHWWHpWXGHDILQG¶LQGLTXHUOHVGLIIpUHQWHVLQIRUPDWLRQVRX
les données fournies au système pour la segmentation. Ces données peuvent être des données 
brutes en sortie du capteur ou encore des données issues de tout algorithme de traitement ou 
GH FDOFXOV HIIHFWXpV VXU OH FRQWHQX GH O¶LPDJH WHO TXH  OH ILOWUDJH O¶H[WUDFWLRQ GH
caractéristiques texturales ou morphologiques, etc. 
Figure 3.3 : /HVFKpPDGXV\VWqPHG¶HVWLPDWLRQGHVGLVWULEXWLRQVGH
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Dans notre système, la première phase des prétraitements consiste à éliminer des artefacts qui 
SHXYHQW rWUH SUpVHQWV GDQV O¶LPDJH ORUV GH O¶DFTXLVLWLRQ DLQVL TXH certaines modifications 
apportées à la mammographie : étiquettes. 
La mammographie contient en effet VRXYHQW GLIIpUHQWV DUWHIDFWV VRXV IRUPH G¶pWLTXHWWHV
G¶LGHQWLILFDWLRQ GH PDUTXHXUV RX encore des UpJLRQV TXL Q¶DSSDUWLHQQHQW SDV DX WLVVX
PDPPDLUHWHOTXHOHPXVFOHSHFWRUDO/¶H[LVWHQFHGHtels objets peut nuire à la segmentation. 
'DQVFHWUDYDLOODSKDVHG¶pOLPLQDWLRQGHFHVpOpPHQWVDpWpUpDOLVpHG¶XQHPDQLqUHPDQXHOOH  
La deuxième phase de SUpWUDLWHPHQWYLVHG¶XQHSDUWjDFFURvWUHO¶KRPRJpQpLWpGHO¶LPDJH, et 
G¶DXWUH SDUW j DWWpQXHU OH EUXLW SHUPHWWDQW ainsi d¶améliorer la fiabilité et la robustesse des 
résultats d¶HVWLPDWLRQA ce stadeQRXVSURSRVRQVG¶XWLOLVHUGHX[ILOWUHV : le filtre de Wiener et 
le filtre moyenneur. 
Les deux filtres précédents génèrent des résultats différents mais complémentaires. En 
HIIHW OH ILOWUH GH :LHQHU SHUPHW G¶DYRLU XQH LPDJH FRPSRUWDQW GHV GRQQpHV PRLQV EUXLWpHV
avec une meilleure préservation des bordures et des zones à hautes fréquences par rapport au 
ILOWUHPR\HQQHXU>@&HOXLFLHQUHYDQFKHSHUPHWO¶REWHQWLRQG¶XQHLQIRUPDWLRQOLpHjOD
moyenne locale des niveaux de gris offrant ainsi une perception plus homogène des 
FRQQDLVVDQFHVGHO¶LPDJH 
Par conséquent, les deux filtres fournissent deux images différentes, qui comportent des 
informations pertinentes. Pour ces raisons, ces deux prétraitements sont ici assimilés à deux 
sources disponibles jO¶entrée du système.  
3.3.2. (VWLPDWLRQGHVIRQFWLRQVG¶DSSDUWHQDQFH 
Cette étape exploite les donQpHV LVVXHV GH O¶pWDSH GH SUpWUDLWHPHQW DILQ G¶HVWLPHU OHV
GLIIpUHQWHVIRQFWLRQVG¶DSSDUWHQDQFHV 
Dans le premier chapitre, nous avons montré que la mammographie porte par nature une 
LQIRUPDWLRQ LPSDUIDLWHUHOHYDQWGHPRGqOHV IORXV3RXUFHODHQV¶DSSX\Dnt sur la définition 
G¶pYpQHPHQWVIORXVGRQQpVSDU Zadeh [131], chaque classe Cm GHO¶LPDJHSHXWrWUHFRQVLGpUpH 
FRPPHpWDQWXQpYpQHPHQWIORXGpILQLVXU 
/¶LPDJHPDPPRJUDSKLTXHHVWFRQVLGpUpHen général comme étant une image comportant trois 
classes : fond, tissus bénins et tumeur. On caractérise ces classes par des propriétés liées à la 
luminosité qui sont respectivement: sombre, moyen et brillant. Notons que ces propriétés sont 
des notions floues. 
$ILQ GH UpDOLVHU XQH UHSUpVHQWDWLRQ QXPpULTXH GHV FODVVHV GH O¶LPDJH FRUUHVSRQGDQW DX[
propriétés floues précédentesGDQV O¶HVSDFHGHV YDOHXUVG¶DSSDUWHQDQFH QRXVQRXVVRPPHV
EDVpVVXUODPpWKRGHLQGLUHFWHSRXUO¶HVWLPDWLRQGHVIRQFWLRQVG¶DSSDUWHQDQFH, guidée par les 
FRQQDLVVDQFHVG¶H[SHUW 
En effet, nous avons utilisé WURLV IRQFWLRQV G¶DSSDUWHQDQFH D\DQW GHV IRUPHV VWDQGDUGV à 
UDLVRQG¶XQH fonction pour chaque classe. On note respectivement µC1(s), µC2(s) et µC3(s) les 
GHJUpV G¶DSSDUWHQDQFH G¶XQ SL[HO s de niveau de gris xn aux classes : fond, tissus bénins et 
tumeur /D ILJXUH  LOOXVWUH OD UHSUpVHQWDWLRQ GHV FODVVHV G¶XQH LPDJH PDPPRJUDSKLTXH 
dans O¶HVSDFHIORX 
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/¶HVWLPDWLRQ GHV GHJUpV G¶DSSDUWHQDQFH HW GHV SDUDPqWUHV DVVRFLpV DX[ IRQFWLRQV
G¶DSSDUWHQDQFHVHEDVHQWVXU OHSULQFLSHGHSDUWLWLRQIORXHGHO¶LPDJH>@, où chaque classe 
peut être vue comme étant un événement flou moGpOLVpGDQVO¶HVSDFHSUREDELOLVWH 




C1 n C n n
1
0  	 Æ  	P 	x x x
 
N
C2 n C2 n n
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C3 n C n n
1
0  	 Æ  	P 	x x x
 
 
Afin de sélectionner automatiquement les paramètres TXL FRQWU{OHQW O¶DOOXUH GH OD IRQFWLRQ
G¶DSSDUWHQDQFHO¶HQWURSLHIORXHa été considérée comme fonction objectif à maximiser. 
Rappelons que l¶HQWURSLHIORXHGHFHWWHSDUWLWLRQV¶H[SULPHFRPPHVXLW : 
  
M
n Cm n Cm n
m 1
H( ) P ( ). log(P ( ))x x x
 
 
Nous avons opté pour le recuit simulé HQWDQWTXHPpWKRGHG¶RSWLPLVDWLRQdans notre système, 
pour les avantages suivants  VD IDFLOLWp G¶LPSOpPHQWDWLRQ HW VD FDSDFLWp GH IRXUQLU GHV
solutions acceptables GDQVOHVHQVG¶rWUHSURFKHGHO¶RSWLPLVDWLRQPDLVRbtenues en un temps 
de calcul raisonnable >@&HSHQGDQWLOHVWjQRWHUTX¶jFDXVHGHODUHFKHUFKHVWRFKDVWLTXH
HIIHFWXpH SDU O¶DOJRULWKPH GDQV VRQ SURFHVVXV G¶RSWLPLVDWLRQ OHV SDUDPqWUHV RSWLPDX[ VRQW
choisis parmi les résultats les plus représentatifs statistiquement issus de nombreuses 
exécutions de cet algorithme. 
(a) (b) 
Figure 3.4 : ([HPSOHGHUHSUpVHQWDWLRQGHVFODVVHVG¶XQHLPDJHPDPPRJUDSKLTXH
GDQVO¶HVSDFHGXIORXD ,PDJHPDPPRJUDSKLHE/HVIRQFWLRQVG¶DSSDUWHQDQFH
UHSUpVHQWDQWOHVSURSULpWpVTXLGpFULYHQWOHVWURLVFODVVHVGHO¶LPDJH 
 µC2(xn)  
µC1(xn)  
 xn  
Sombre Moyen Brillant 
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Dans notre système, chaque pixel s de O¶LPDJH HVW décrit par différents « observateurs », 
représentés par les différents prétraitements effectués. De ce fait, à cette étape chaque classe 
possède différentes fonctions G¶DSSDUWHQDQFH. 
 
'¶XQHPDQLqUHJpQpUDOHXn pixel s appartenant à une classe donnée est donc représenté par un 
YHFWHXUG¶REVHUYDWLRQV6={s1,s«sR}, où R est le nombre des sources de connaissances sur le 
SL[HO'HFHIDLWO¶LQIRUPDWLRQGLVSRQLEOHVXUOHSL[HOs est de nature vectorielle, définie dans 
O¶HVSDFH V, produit cartésien entre les espaces de valeurs des différentes sources Vr ; r=1,..,R 
désigne le nombre des sources. Nous notons µCm(sr OHGHJUpG¶DSSDUWHQDQFHVHORQ OHTXHO OH
pixel s appartient à la classe Cm HQVHEDVDQWVXUO¶LQIRUPDWLRQobservée par la source Vr. 




Ce passage est appelé le Postulat Possibiliste de Zadeh [97, 151]. Celui-ci suppose que la 
IRQFWLRQG¶DSSDUWHQDQFHTXLGpFULWODFODVVH&m peut être considérée numériquement égale à la 
distribution des possibilités de cette classe.  
 
En effet, étant donné un pixel s caractérisé par son niveau de gris x, supposons que s vérifie la 
propriété « sombre », par exemple. La notion floue sombre est caractérisée par sa fonction 
G¶DSSDUtenance µSombre. Ce degré représente le degré G¶DGpTXDWLRQGXQLYHDXGHJULVx avec la 
propriété sombre. 
/¶pYDOXDWLRQ du postulat « s est sombre », par une valeur 0,7, par exemple, représente le degré 
G¶DGpTXDWLRQGXQLYHDXx avec la propriété ambiguë sombre. Cette valeur devient le degré de 
possibilité que le pixel s soit de la classe décrite par la propriété ambigüe sombre (figure 3.5).  
 
             
                   
La valeur de possibilité ʌCm(s) G¶XQSL[HOs SRXUTX¶LO DSSDUWLHQQHj ODFODVVH&m est égale à 
VRQGHJUpG¶DSSDUWHQDQFHCm(s) :   
ʌCm(s) =µCm(s) 
 
 ?  
1 1 
 ?  
x 
Figure 3.5 : Le postulat possibiliste de Zadeh 
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/HVUpVXOWDWVGHO¶pWDSHGHO¶HVWLPDWLRQsont donc un ensemble de distributions de possibilités 
DVVRFLpHV DX[ GLIIpUHQWHV FODVVHV GH O¶LPDJH RFKDTXH FODVVH HVW UHSUpVHQWpH SDU SOXVLHXUV
distributions en fonction du nombre de sources de connaissances. 
3.3.3. Fusion des distributions de possibilités 
 /¶REMHFWLIGHO¶pWDSHGHODIXVLRQGDQVOHV\VWqPHSURSRVpest de combiner et G¶exploiter les 
LQIRUPDWLRQV FRQWHQXHV GDQV OHV GLVWULEXWLRQV SRVVLELOLVWHV LVVXHV GH O¶HVWLPDWLRQ DILQ
G¶REWHQLr une information plus robuste, FRPSRUWDQWPRLQVG¶imperfection. Pour chaque classe 
GH O¶LPDJH RQ IXVLRQQH donc les différentes distributions en une distribution possibiliste 
unique.  
Dans notre travail, afin de IXVLRQQHUOHVGLVWULEXWLRQVLVVXHVGHO¶pWDSHGHO¶HVWLPDWLRQWRXWHQ
conservant au maximum les informations contenues dans les distributions initiales, un 
opérateur disjonctif peut être utilisé. Cet opérateur est nommé F. 
 
ʌCm(s)=F ( ʌCm(s1),ʌCm(s2«ʌCm(sr) )          m=1«0U «5 
 
ʌCm(s) HVWODYDOHXUJOREDOHGHSRVVLELOLWpG¶XQSL[HOs G¶DSSDUWHQLU à la classe Cm. 
3.4. 5pVXOWDWVLVVXVGHO¶HVWLPDWLRQGHVGLVWULEXWLRQVGHVSRVVLELOLWpV 
/H V\VWqPH G¶HVWLPDWLRQ GHV GLVWULEXWLRQV GHs SRVVLELOLWpV V¶DSSXLH VXU O¶XWLOLVDWLRQ de la 
théorie des ensembles flous et des possibilités dans le but de modéliser les informations 
ambigües en mammographie. 
 




'DQV OH V\VWqPH SURSRVp O¶DOJRULWKPH GH UHFXLW VLPXOp XWLOLVp GDQV O¶pWDSH G¶estimation 
QpFHVVLWHJpQpUDOHPHQW O¶XWLOLVDWLRQG¶XQH IRQFWLRQG¶DSSDUWHQDQFHSUpGpILQLH/HV IRUPHVGH
fonctions que nous avons choisies pour les classes : fond, tissus bénins et tumeur, sont 
(a) (b) 
  
Figure 3.6 : ([HPSOHGHVXSSUHVVLRQG¶DUWHIDFWVD,PDJHRULJLQDOHEImage après traitement 
où le niveau de gris du fond est attribué à chaque pixel des zones encadrées en rouge  
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UHVSHFWLYHPHQW  OD IRQFWLRQ = OD IRQFWLRQ ʌ HW OD IRQFWLRQ 6 Par exemple, le choix de la 
forme Z se justifie par le fait TX¶XQH telle fonction donne à un pixel proche de niveau de gris 
minimal, une YDOHXUG¶DSSDUWHQDQFHSURFKH de O¶XQLWp(Qrevanche, ceux qui sont proches de 
niveau de gris maximal seront associéVjXQHYDOHXUG¶DSSDUWHQDQFH proche de 0. Ces valeurs 
H[SULPHQW O¶DSSDUWHQDQFHGHVSL[HOV j ODSURSULpWp sombre. Le même raisonnement est suivi 
lors de la définition des fonctions de types ʌHW6  
Les distributions de possibilités, jO¶LVVXHGHO¶pWDSHG¶HVWLPDWLRQ, sont illustrées dans la figure 
3.7. 
 
 Notons que les paramètres obtenus ne sont pas identiques et dépendent du filtre de 
prétraitement utilisé. 
$ O¶LVVX GH O¶pWDSH G¶HVWLPDWLRQ GHV IRQFWLRQV G¶DSSDUWHQDQFH FKDTXH FODVVH GH O¶LPDJH
originale possède deux distributions de possibilités (une distribution pour chaque source de 
connaissance). Ces distributions SHXYHQWrWUHGLIIpUHQWHVO¶XQHGHO¶DXWUHHQWHUPHs de valeurs 
de paramètres DVVRFLpVDX[IRQFWLRQVG¶DSSDUWHQDQFH 
Nous appelons les images correspondantes aux différentes distributions de possibilités des 
cartes possibilistes. La figure 3.8 illustre les cartes obtenues par les deux sources 
précédemment détaillées pour le cas de la classe « tumeur ». 
  
            
(a) (b) 
Figure 3.8 : Les cartes possibilistes représentant la classe tumeur. (a) et (b)  représentent 
respectivement les cartes SRVVLELOLVWHVGHO¶LPDJHSUpWUDLWpHSDUOHILOWUHPR\HQQHXUHWOH
filtre Wiener 
 
(a) (b) (c) 
Figure 3.7 : 5pVXOWDWVGHO¶HVWLPDWLRQGHVGLVWULEXWLRQVGHSRVVLELOLWpVD Image 
mammographique, (b) et (c) représentent respectivement les distributions possibilistes de 
O¶LPDJHSUpWUDLWpHSDUOHILOWUHPR\HQQHXUHWOHILOWUHGH:LHQHU 
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/¶DQDO\VH YLVXHOOH GHV GHX[ FDUWHV SHUPHW G¶REVHUYHU TX¶HOOHV QH SRUWHQW pas tout à fait la 
PrPH LQIRUPDWLRQ /RUVTX¶RQ FRPSDUH OHV GHX[ FDUWHV QRXV FRQVWDWRQV TXH OHV SL[HOV
VXVFHSWLEOHVG¶DSSDUWHQLUj O¶REMet G¶LQWpUrW « tumeur » dans la carte (b) sont plus nombreux 
que ceux dans la carte (a). Ainsi, des zones suspectes dans la carte (b) ne se trouvent pas dans 
ODFDUWHD3DUFRQVpTXHQW ODSRVVLELOLWpTX¶XQSL[HODSSDUWLHQQHjODFODVVHWXPHXUGpSHQG
de la connaissance possibiliste apportée par les distributions estimées à partir de chaque 
VRXUFHG¶LQIRUPDWLRQ&HWWH FRQQDLVVDQFH LQIOXHGRQFVXU OD IRUFHGH O¶DVVHUWLRQSDU ODTXHOOH
un pixel appartient à chaque classe. &¶HVWOHFRQVWDWTXLHVWjO¶RULJLQHGHQRWUH proposition de 
O¶XWLOLVDWLRQ GH GLIIpUHQWHV VRXUFHV GH FRQQDLVVDQFH GDQV O¶REMHFWLI GH WLUHU SURILW GHV
informations complémentaires TX¶HOOHVDSSRUWHQW.  
 
   La figure 3.9 montre le résultat correspondant au système de fusion où nous avons appliqué 
un opérateur disjonctif. La distribution obtenue est appelée distribution possibiliste fusionnée 
(figure 3.9.a). /¶LPDJHOLpHjFHWWHGLVWULEXWLRQHVWQRPPpHcarte possibiliste fusionnée (figure 
3.9.b). 
En fait, FHWWH GHUQLqUH GLVWULEXWLRQ RIIUH O¶DYDQWDJH SDU UDSSRUW DX[ GLVWULEXWLRQV GHV
possibilités initiales, de préserver le maximum des connaissances possibilistes apportées par 
les distributions initiales grâce à la fusion disjonctive.  
 
 
La carte possibiliste fusionnée affichée dans la figure 3.9.b représente la possibilité 
d¶DSSDUWHQDQFH des pixels à la classe tumeur. Cette carte comprend en réalité trois types 
G¶LQIRUPDWLRQ : 
 
1. les pixels correspondant au fond, qui apparaissent en noir ; 
2. lHV SL[HOV FRUUHVSRQGDQW j OD WXPHXU VHORQ DX PRLQV O¶XQH GHV VRXUFHV GH
connaissances, qui apparaissent en clair ; 
3. le troisième type regroupe tous les pixels ayant une possibilité partielle (selon les 
GLIIpUHQWHVVRXUFHVG¶DSSDUWHQLUjODFODVVHWXPHXU. 
Nous constatons aussi que la forme de la distribution possibiliste fusionnée, et la carte 
possibiliste fusionnée, peuvHQW rWUH GLIIpUHQWHV GH FHOOHV LVVXHV GH O¶pWDSH G¶HVWLPDWLRQ 
(a) (b) 
Figure 3.9 : Résultat de la fusion disjonctive: (a) la distribution possibiliste 
fusionnée, (b) la carte possibiliste fusionnée  
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/¶RULJLQH GH FHWWH GLIIpUHQFH HVW GXH j O¶XWLOLVDWLRQ GH O¶RSérateur disjonctif de fusion qui 
FRPELQH O¶LQIRUPDWLRQ LVVXH GHV GHX[ SUpFpGHQWHV GLVWULEXWLRQV SRVVLELOLVWHV /¶DYDQWDJH
majeur de cet opérateur réside dans sa conservation PD[LPDOH GH O¶LQIRUPDWLRQ GLVSRQLEOH
sans causer de SHUWHG¶LQIRUPDWLRQ. 
3.5. Effet de prétraitement sur la connaissance possibiliste 
 Le résultat donné dans la figure 3.9.b représente la carte possibiliste fusionnée, issue de 
O¶pWDSH GH fusion appliquée sur deux distributions initiales, relatives aux connaissances 
fournies par le filtre moyenneur et le filtre de Wiener VRXUFHG¶LQIRUPDWLRQDXVHQVGpILQLHQ
section 3.1). 
Ce résultat soulève une question liée au type de prétraitement appliqué, relative aux 
avantages/ inconvénients GHO¶DSSOLFDWLRQG¶XQSUpWUDLWHPHQWjO¶LPDJHRULJLQDOH 
(Q HIIHW FKDTXH W\SH GH SUpWUDLWHPHQW TXH O¶RQ SHXW DSSOLTXHU SHUPHW OD PLVH HQ H[HUJXH
G¶XQH SURSULpWp RX G¶XQH LQIRUPDWLRQ SDUWLFXOLqUH FRQWHQXH GDQV O¶LPDJH Face à cette 
situation, trois stratégies peuvent être adoptées. x 6HFRQWHQWHUGHO¶LPDJHRULJLQale et estimer les distributions de possibilités à partir des 
données issues du capteur. x Adopter un type particulier de prétraitement HWO¶DSSOLTXHU sur O¶LPDJHHQIRQFWLRQGH 
O¶LQIRUPDWLRQ TXH O¶RQ VRXKDLWH PHWWUH HQ OXPLqUH YLD FH SUpWUDLWHPHQW &H FKRL[ de 
SUpWUDLWHPHQW QH SHXW rWUH YDOLGp TXH SDU O¶H[SHUW TXL GRLW H[SORLWHU FHV LPDJHV
/¶HVWLPDWLRQGHVGLVWULEXWLRQVGHSRVVLELOLWpVHVWHQVXLWHUpDOLVpHVXUO¶LPDJHprétraitée. x Appliquer plusieurs méthodes de prétraitement (chaque méthode permet de mettre en 
H[HUJXH XQH RX SOXVLHXUV FDUDFWpULVWLTXHV GH O¶LPDJH RULJLQDOH 8QH SKDVH
G¶HVWLPDWLRQGHVGLVWULEXWLRQVGHSRVVLELOLWpVHVWHQVXLWHDSSOLTXpHHQVRUtie de chaque 
UpVXOWDW GH SUpWUDLWHPHQW )LQDOHPHQW XQH IXVLRQ HVW DSSOLTXpH DILQ G¶REWHQLU XQH 
distribution de possibilités globale (i.e. carte possibiliste) pour chaque classe. 
 Dans un premier temps et DILQG¶pOLPLQHUO¶LQIOXHQFHGX prétraitement sur les autres étapes 
du V\VWqPHSURSRVpQRXVDOORQVXWLOLVHUO¶LPDJHRULJLQDOHVDQVSUpWUDLWHPHQW'DQVOe système 
ILQDO O¶LQMHFWLRQGHVGLIIpUHQWHV PpWKRGHVGHSUpWUDLWHPHQWSHUPHWWURQW de mieux affiner les 
résultats dans le cadre de la stratégie 3. 
 Notons que F¶HVW le radiologue qui, en appliquant une méthode particulière de 
prétraitement, peut remplacer O¶LPDJHRULJLQDOH par le résultat de ce prétraitement (en estimant 
que ce prétraitement a la capacité de mieux représenter le contenu informationnel). 
  Ainsi, la structure du système de prétraitement qui sera utilisé pour la validation des étapes 
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G¶DSSDUWHQDQFH HQ OHV UpSDUWLVVDQW HQ GHX[ FDWpJRULHV : les approches guidées par les 
FRQQDLVVDQFHVG¶H[SHUWHWles DSSURFKHVjEDVHG¶DSSUHQWLVVDJe. Nous avons distingué dans la 
SUHPLqUHFDWpJRULH O¶HQVHPEOHGHVDSSURFKHVGLUHFWHVGHFHOXLGHVDSSURFKHV LQGLUHFWHV8Q




Cette brève étude permet de tirer les conclusions suivantes : 
Les approches indirectes, JXLGpHV SDU OHV FRQQDLVVDQFHV G¶H[SHUW SHXYHQW rWUH FRQVLGpUpHV
FRPPHpWDQWGHVDSSURFKHVG¶HVWLPDWLRQ« intelligentes ». En effet, elles H[SORLWHQWG¶XQHSDUW
ODFRQQDLVVDQFHGHO¶H[SHUWGDQVODUHSUpVHQWDWLRQGHVFRQQDLVVDQFHVambiguës HWG¶autre part, 
HOOHV SHUPHWWHQW GH PHVXUHU O¶DPELJXwWp TXL HQWDFKH OHV GRQQpHV SXLV OD WUDLWHQW SDU
O¶RSWLPLVDWLRQGHPHVXUHVIORXHV&Hci permet de garantir une grande robustesse et une faible 
variabilité inter - opérateurs  SRXUO¶estimation de paramètres. 
8Q V\VWqPH G¶HVWLPDWLRQ GH GLVWULEXWLRQV GH SRVVLELOLWpV a été proposé dans ce chapitre. Ce 
système procède en trois phases SUpWUDLWHPHQWVHVWLPDWLRQGHV IRQFWLRQVG¶DSSDUWHQDQFHHW
enfin la fusion des distributions de possibilités. 
Dans la première phase, deux types de prétraitement ont été employés. Le premier 
V¶HIIHFWXDQW PDQXHOOHPHQW VHUW j O¶pOLPLQDWLRQ des artefacts qui peuvent être présents dans 







des artefacts  
Capteur 
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Q¶DSSDUWLHQQHQW SDV au tissu mammaire, tel que le muscle pectoral. Le deuxième type de 
SUpWUDLWHPHQW FRQVLVWH HQ O¶DSSOLFDWLRQ VpSDUpH GH filtres (démarche illustrée ici par le filtre 
moyenneur et le filtre de Wiener). L¶DSSOLFDWLRQGHFHVIiltres offre une atténuation du bruit et 
une meilleure homogénéité des régions de O¶LPDJH, permettant ainsi l¶amélioration de la 
ILDELOLWp HW OD UREXVWHVVH GHV UpVXOWDWV GH O¶HVWLPDWLRQ Leurs résultats respectifs sont ainsi 
considérés comme des VRXUFHVGH FRQQDLVVDQFHV j O¶HQWUpe du système. En effet, chacun de 
FHV ILOWUHV IDLW DSSDUDvWUH VHORQ VD PDQLqUH G¶RSpUer, des informations non visibles dans 
O¶LPDJH j VRQ pWDW EUXWH /HV GHX[ ILOWUDJHV IRXUQLVVHQW GHX[ LPDJHV GLIIpUHQWHV GH O¶LPDJH
originale, contenant des informations plus pertinentes, différentes les unes des autres tout en 
étant complémentaires. Chaque pixel appartenant à une classe donnée est donc représenté par 
XQYHFWHXUG¶observations, composé des valeurs de sortie des filtres employés. 
La deuxième phase de notre syVWqPHH[SORLWH OHVGRQQpHV LVVXHVGH O¶pWDSHGHSUpWUDLWHPHQW
DILQ G¶HVWLPHU OHV GLIIpUHQWHV IRQFWLRQV G¶DSSDUWHQDQFHV OLpHV DX[ FODVVHV FRQWHQXHV GDQV
O¶LPDJH /¶HVWLPDWLRQ HVW GX W\SH indirect, JXLGp SDU OHV FRQQDLVVDQFHV G¶H[SHUW &KDTXH
FODVVHGHO¶LPDJHHVWUHSUpVHQWpHSDU5IRQFWLRQVG¶DSSDUWHQDQFHFRUUHVSRQGDQWDX[5VRXUFHV
de connaissances (illustré ici dans le cas R=2). Des formes standards de fonctions 
G¶DSSDUWHQDQFHVRQWG¶DERUGFKRLVLHVSXLVDMXVWpHVSDUO¶RSWLPLVDWLRQGHOHXUVSDUDPqWUHV, par 
O¶DSSOLFDWLRQGH O¶DOJRULWKPHGXUHFXLWVLPXOp/¶HQWURSLHIORXHGH=DGHKHVWFRQVLGpUpHSRXU
O¶RSWLPLVDWLRQ GHV SDUDPqWUHV GH IRUPH GHV GLVWULEXWLRQV GH SRVVLELOLWpV /H SRVWXODW
SRVVLELOLVWH GH =DGHK JUkFH DXTXHO XQ SDVVDJH j O¶HVSDFH SRVVibiliste est effectué, a été 
SUpVHQWp /HV IRQFWLRQV G¶DSSDUWHQDQFH VRQW DLQVL FRQVLGpUpHV FRPPH GHV GLVWULEXWLRQV GH
possibilités.  
8QHIXVLRQGHVGLVWULEXWLRQVGHSRVVLELOLWpVHVWHQVXLWHHIIHFWXpHJUkFHjO¶RSpUDWHXUdisjonctif 
GHIXVLRQDILQG¶REWHQLU pour chaque classe une seule distribution de possibilités. Le choix de  
l¶RSpUDWHXU est justifié par sa grande capacité de conservation des informations issues des 
diIIpUHQWHVGLVWULEXWLRQVGHEDVHHQYXHG¶XQHVpOHFWLRQGDQVODVXLWHGHVWUDLWHPHQWV 
Le V\VWqPH G¶HVWLPDWLRQ DLQVL FRQoX D pWp DSSOLTXp DX[ LPDJHV GH PDPPRJUDSKLH &HV
images comportent trois classes : fond, tissus bénins et tumeur. Ces classes sont ici décrites 
par des simples propriétés ambiguës liées à la luminosité (respectivement : sombre, moyen et 
brillante), mais le principe de traitement reste général, et adapté à tout type de descripteurs, 
issus GH O¶pWDSH GH SUpWUDLWHPHQW FRHIILFLHQW G¶RQGHOHWWHV«. Les formes de fonctions 
G¶DSSDUWHQDQFH TXH QRXV DYRQV FKRLVLHV SRXU FHV WURLV FODVVHV VRQW UHVSHFWLYHPHQW OHV
fonctions Z, ʌ et S. Chaque classe est représentée par plusieurs fonctions d¶DSSDUWHQDQFH
correspondant aux sources de connaissances. 
Le résultat obtenu par ce système moQWUH TXH O¶XWLOLVDWLRQ GH GLIIpUHQWHV VRXUFHV GH
connaissance dans la descrLSWLRQG¶XQHJUDQGHXUphysique, qui est le pixel dans le cas de la 









 /HVPpWKRGHVG¶DQDO\VHG¶LPDJHSHXYHQWrWUHFRQVLGpUpHVVRXVGHX[DQJOHV : les méthodes 
G¶DQDO\VHdites GHEDVQLYHDXHWOHVPpWKRGHVG¶DQDO\VHdites de haut niveau.  
 Les méthodes de bas niveau opèrent sur les mesures numériques (issues des capteurs ou sur 
des grandeurs numériques calculées à partir de ces mesures) et ceci sans faire nécessairement 
de lien avec la réalité représentée par ces mesures. Par conséquent, ces méthodes dépendent 
IRUWHPHQWGXW\SHG¶LPDJHTXLGLIIqUHjODIRLVSDUOHFDSWHXULHV\VWqPHG¶DFTXLVLWLRQHWSDU
OHSURFHVVXVSK\VLTXHGHIRUPDWLRQGHO¶LPDJH.  
 Les méthodes de haut nivHDX VRQW UHODWLYHV j O¶LQWHUSUpWDWLRQ HQ WHUPHV GX FRQWHQX
sémantique, de la scène imagée. Elles opèrent donc sur des entités symboliques associées à la 
UHSUpVHQWDWLRQGHODUpDOLWpH[WUDLWHGHO¶LPDJHDQDO\VpH 
 /D VHJPHQWDWLRQ HVW O¶XQH GHV RSpUDWLRQV G¶DQDO\VH G¶LPDJH VRXYHQW UpSHUWRULpH GH EDV
niveau, qui est à la base de nombreuses applications. Elle consiste à localiser dans une image 
les régions (i.e. ensemble connexes de pixels) appartenant à une même structure, ou objet 
G¶LQWpUrWGDQVODVFqQHLPDJpH'¶XQHPDQLqUHJpQpUDOHLOQ¶\DSDVGHPpWKRGHJpQpULTXHGH
VHJPHQWDWLRQG¶LPDJHVEn fonction de la nature de O¶LQIRUPDWLRQUHFKHUFKpHOHVPpWKRGHVGH
VHJPHQWDWLRQG¶LPDJHVRQWUpSHUWRULpHVHQGHX[SULQFLSDOHVFDWpJRULHV : les méthodes basées 
frRQWLqUHV FKHUFKDQW j GpWHFWHU OHV ]RQHV GH IRUWH GLVFRQWLQXLWp GH O¶LPDJH TXL IRUPHQW OHV
IURQWLqUHVGHV UpJLRQVRXG¶REMHWVG¶LQWpUrWVSUpVHQWVGDQV O¶LPDJH ; et les méthodes basées 
régions qui ont pour objectif de mettre en évidence les régions homogènes GH O¶LPDJH LH
ensembles connexes de pixels partageant des propriétés communes). De plus, et en fonction 
de leur nature itérative, une autre catégorisation des méthodes de segmentation G¶LPDJHVDpWp
proposée dans le premier chapitre de ce manuscrit. Dans cette catégorisation, la première 





seule étape, VDQV ERXFOH DUULqUH SHUPHWWDQW G¶H[SORLWHU OHV UpVXOWDWV LQWHUPpGLDLUHV GH
segmentation dans des segmentations ultérieures. En revanche, la deuxième famille de 
PpWKRGHV HVW FHOOH GHV PpWKRGHV GH VHJPHQWDWLRQ LWpUDWLYH SHUPHWWDQW G¶REWHQLU OHV LPDJHV
segmentées après avoir effectué des segmentations intermédiaires, en plusieurs itérations. 
 Parmi les méthodes de segmentation basées régions, les méthodes de segmentation 
LWpUDWLYH SDU FURLVVDQFH GH UpJLRQV GH SDU OHXU UHODWLYH VLPSOLFLWp GH PLVH HQ °XYUH VRQW
souvent utilisées. Le principe de ces méthodes consiste à définir un ensemble de 
« démarrage » TXH O¶on appelle les points germes de référence. A chaque niveau de 
croissance, les pixels voisins qui ont des propriétés similaires à ceux des points germes de 
UpIpUHQFH QLYHDX GH JULV PHVXUH GH WH[WXUH HWF VRQW DMRXWpV $ O¶LVVXH GH O¶RSpUDWLRQ GH
cURLVVDQFHO¶LPDJHjVHJPHQWHUVHUDFRPSRVpHG¶XQHQVHPEOHGHUpJLRQVKRPRJqQHV 
 'DQV OHV FKDSLWUHV SUpFpGHQWV QRXV DYRQV UpDOLVp XQ pWDW GH O¶DUW VXU OHV PpWKRGHV HW
DSSURFKHV GH VHJPHQWDWLRQ G¶LPDJH HQ JpQpUDO WRXW HQ IRFDOLVant notre attention sur la 
TXHVWLRQ GHV LPDJHV PDPPRJUDSKLTXHV /¶DQDO\VH TXH QRXV DYRQV HIIHFWXpH VXU FHV
PpWKRGHVGHVHJPHQWDWLRQG¶LPDJHSHUPHWGHWLUHUOHVFRQFOXVLRQVVXLYDQWHV : 
 x /HVPpWKRGHVGHVHJPHQWDWLRQG¶LPDJHGHEDVQLYHDXH[SORLWDQWOHVHXOQLYHDXGHJULV
des pixels pris séparément SRXU OD GHVFULSWLRQ GX FRQWHQX LQIRUPDWLI GH O¶LPDJH
V¶DYqUHQWrWUHLQVXIILVDQWHs, notamment en termes de représentation des imperfections 
GH O¶LQIRUPDWLRQ&HUWDLQHVPpWKRGHV LWpUDWLYHVVHEDVDQWVXU O¶XWLOLVDWLRQGHQLYHDX[
de gris, tendent à remédier à ce problème en exploitant le contexte spatial des pixels. 
Néanmoins, ces méthodes propagent souvent une information de nature imprécise, ce 
TXLDXJPHQWHO¶DPELJXwWpORUVGHODFODVVLILFDWLRQGHVSL[HOV/¶XWLOLVDWLRQGHVFKDPSV
de Markov, par exemple, pour palier ce problème, conduit à exploiter la probabilité 
G¶DSSDUtenance G¶XQSL[HOjXQHFODVVHGRQQpHGHPDQLqUHFRQWH[WXHOOH/HF°XUGX
SUREOqPHSRVpSDU O¶XWLOLVDWLRQGHFHVPpWKRGHVGDQV OHFDGUHG¶XQSURFHVVXV itératif 
GHVHJPHQWDWLRQHVWG¶pWDEOLUODORLGHSUREDELOLWpHQWHPSVUpHODXFRXUVGXSURFHVVXV
'¶DXWUHV WUDYDX[ UHFRXUHQW j O¶H[SORLWDWLRQ GH OD WKpRULH GHV HQVHPEOHV IORXV SRXU
UHSUpVHQWHUO¶LQIRUPDWLRQVRXYHQWDVVRFLpHjGHVUqJOHVGHGpFLVLRQLVVXHVde la théorie 
des possibilités. Les méthodes de ce type produisent en général des régions 
segmentées plus homogènes que celles obtenues par les méthodes citées 
SUpFpGHPPHQW GX IDLW GH O¶H[SORLWDWLRQ G¶XQH SDUW SOXV LPSRUWDQWH GH O¶LQIRUPDWLRQ
contenue danVO¶LPDJH&HSHQGDQWODSOXSDUWGHFHVPpWKRGHVV¶DSSDUHQWHQWDXILQDOj
XQH VHJPHQWDWLRQ VWDWLVWLTXH GX IDLW TXH OH GHJUp G¶DSSDUWHQDQFH G¶XQ SL[HO DX[
GLIIpUHQWHV FODVVHV Q¶HVW MDPDLV UppYDOXp QRWDPPHQW HQ IRQFWLRQ GH VRQ FRQWH[WH
spatial. x $ILQ GH UHPpGLHU DX[ LQFRQYpQLHQWV HW G¶H[SORLWHU FRQMRLQWHPHQW OHV DYDQWDJHV GHV
différentes méthodes de segmentation, une forte tendance des travaux de recherche 
actuels est de chercher à mettre en coopération différentes méthodes, permettant 
G¶H[SORLWHU G¶XQH IDoRQ FRQMRLQWH OHV GHX[ QLYHDX[ GH WUDLWHPHQW G¶LPDJH : le bas 
niveau (mesures numériques) et le haut niveau (le contenu sémantique de 
O¶LQIRUPDWLRQWUDLWpH1RWRQVTXHO¶XQHGHVSOXVJUDQGHVGLIILFXOWpVUHQFRQWUpHVjFH
VWDGH UpVLGH GDQV O¶DEVHQFH G¶XQ IRUPDOLVPH JpQpUDO SRXU O¶LQWpJUDWLRQ GH FHV GHX[




niveaux informationnels numérique et sémantique. A partir de cette constatation, il 
semble donc important de rechercher une méthodologie inspirée du raisonnement 
humain qui permet une telle intégUDWLRQG¶LQIRUPDWLRQ 
 
 Les considérations précédentes nous conduisent à proposer une approche de segmentation 
G¶LPDJH SHUPHWWDQW GH PLHX[ LQWHUSUpWHU OH FRQWHQX LQIRUPDWLRQQHO GH O¶LPDJH &HWWH
approche, fortement inspirée des méthodes de croissance de régions, consiste, dans un premier 
temps, à transposer les différentes sources de connaissances disponibles en un espace 
SRVVLELOLVWH GH UHSUpVHQWDWLRQ GHV FRQQDLVVDQFHV HW G¶RSpUHU GDQV XQ VHFRQG WHPSV XQ
processus de diffusion des connaissances possibilLVWHVG¶XQHIDoRQVLPLODLUHjO¶RSpUDWLRQGH
FURLVVDQFHGHUpJLRQVVXUODEDVHG¶LQIRUPDWLRQVFRQWH[WXHOOHV 
 
 /¶DUFKLWHFWXUH FRQFHSWXHOOH GH O¶DSSURFKH GH VHJPHQWDWLRQ TXH QRXV SURSRVRQV G¶pWXGLHU 




Cette architecture est composée de quatre systèmes : 
 
1. système de prétraitement ; 
2. système de décision ; 
3. système de diffusion possibiliste ; et 
4. s\VWqPHG¶pYDOXDWLRQHWGHmise à jour.   
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Afin de détailler ces systèmes nous supposons que : 
 
- OHVLPDJHVjO¶HQWUpHGXV\VWqPHGHVHJPHQWDWLRQVRQWGHWDLOOH.[. ; 
- chaque pixel (i,j), i et j^  « .-1} est observé sur N niveaux de gris             
(x(i,j)  ^«1-1}) ; 
- les images comportent M classes thématiques : = {C1, C2«&M} ; et  
- QRXVRSpURQVVRXVO¶K\SRWKqVHGXPRQGHIHUPpLHles M classes thématiques sont les 
seules classes rencontrées dans les images considérées). 
4.1.1. Système de prétraitement  
 /H V\VWqPH GH SUpWUDLWHPHQW D SRXU REMHFWLI G¶DSSOLTXHU OHV GLIIpUHQWHV PpWKRGHV GH
SUpWUDLWHPHQW VXU O¶LPDJH RULJLQDOH ILOWUDJH UHKDXVVHPHQW HWF G¶H[WUDLUH O¶HQVHPEOH GHV
primitives jugées pertinentes pour estimer en sortie, pour chaque pixel de position (i,j), une 
distribution « initiale » de possibilités GpILQLH VXU O¶HQVHPEOH GHV FODVVHV WKpPDWLTXHV          := {C1 , C2«&M}:      St=0,(i,j) :     : ĺ  [0, 1] 
             Cm ĺ St=0,(i,j) (Cm) 
 
Cette estimation initiale des distributions de possibilités est réalisée en exploitant des sources 
de connaissance a priori liées à la forme des distributions de possibilités ou à une base 
G¶pFKDQWLOORQVUHSUpVHQWDQWOHVGLIIpUHQWHVFODVVHVWKpPDWLTXHVFRQVLGpUpHV 
 
 3RXUO¶HQVHPEOHGHVSRVLWLRQVi,j), i et j^«.-1}, ces distributions de possibilités 
peuvent être représentées (figure 4.2), sous la forme de M images possibilistes, les cartes 
possibilistes initiales : 










Figure 4.2 : Les M cartes possibilistes initiales en sortie du système de prétraitement 
i 
j j j 
St=0,(i,j)(CM) St=0,(i,j)(C2) St=0,(i,j)(C1) 




4.1.2. Système de décision  
 /HV\VWqPHGHGpFLVLRQDSRXUREMHFWLIG¶DQDO\VHUOHVFDUWHVSRVVLELOLVWHVSUpVHQWpHVjVRQ
HQWUpH GDQV O¶REMHFWLI GH SURGXLUH HQ VRUWLH XQH FDUWH WKpPDWLTXH © particulière ». La 
particularité de cette carte (appelée Image segmentée(t) jO¶LWpUDWLRQ t) réside dans le fait que 
chaque pixel peut se voir attribuer une décision de classification à une classe appartenant à :, 
RX XQ ODEHO LQGLTXDQW TXH O¶pWDW GHV FRQQDLVVDQFHV SRVVLELOLVWHV GLVSRQLEOes ne permet pas 
G¶DWWULEXHUXQHGpFLVLRQjFHSL[HO,OV¶DJLWG¶XQHFODVVHGHUHMHWGHFODVVLILFDWLRQWHPSRUDLUH  
1RWRQV TXH GDQV FH FKDSLWUH QRXV QRXV OLPLWRQV DX[ VHXOHV GpFLVLRQV GH O¶HQVHPEOH:. Le 
FKDSLWUH VXLYDQW DERUGHUD O¶HVSDFH GH GpFLVLRQ DXJPenté par cette nouvelle classe de rejet 
temporaire.  
4.1.3. Système de diffusion possibiliste  
 /H V\VWqPH GH GLIIXVLRQ SRVVLELOLVWH FRQVWLWXH OH YpULWDEOH F°XU GH O¶DSSURFKH GH
segmentation proposée. Le rôle de ce sous-V\VWqPH HVW G¶DQDO\VHU OHV FRQQDLVVDQFHV
SRVVLELOLVWHV GLVSRQLEOHV SRXU FKDTXH SL[HO GH O¶LPDJH DILQ G¶DSSRUWHU GHV PLVHV j MRXU
SHUPHWWDQWGHUpGXLUHO¶LQFHUWLWXGHUHQFRQWUpHdans ODSULVHGHGpFLVLRQGHFODVVLILFDWLRQ&¶HVW
FH V\VWqPH TXL HVW VXSSRVp UpDOLVHU O¶RSpUDWLRQ GH FURLVVDQFH GH UpJLRQV GDQV O¶HVSDFH GH
représentation possibiliste des connaissances, DXOLHXGHO¶HVSDFH© habituel » des niveaux de 
gris. Notons que cette mise à jour peut être réalisée en exploitant des connaissances 
SRWHQWLHOOHV LVVXHV GH O¶LPDJH VHJPHQWpH à O¶LWpUDWLRQ précédente. Cette exploitation peut se 
limiter à apporter une contrainte (indiquant les seuls pixels pour lesquels la mise à jour des 
FRQQDLVVDQFHVSRVVLELOLVWHVGRLWrWUHUpDOLVpHPDLVSHXWDXVVLELHQV¶pWHQGUHj O¶H[SORLWDWLRQ
des connaissances sémantiques qui y sont contenues. 
4.1.4. Système G¶pYDOXDWLRQHWGHPLVHjMRXU  
 Le syVWqPHG¶pYDOXDWLRQHWGHPLVHjjour des connaissances a une double mission :  x $X QLYHDX SL[HOLTXH FH V\VWqPH HVW HQ FKDUJH G¶pYDOXHU O¶LQFHUWLWXGH GpFLVLRQQHOOH
liée à la distribution des possibilités produite par le système de diffusion possibiliste. 
&HWWHpYDOXDWLRQDSRXUREMHFWLIG¶HQULFKLUO¶HQVHPEOHGHSL[HOVFRQVWLWXDQWOHVgermes 
de référence des différentes classes. Dans le cas où un pixel devient un « germe de 
référence ª G¶XQH FODVVH GRQQpH DORUV FHWWH GpFLVLRQ HVW FRQVLGpUpH FRPPH
irréversible et sa distribution de possibilités sera modifiée en conséquence.  x Au niveau JOREDO FH V\VWqPH HVW HQ FKDUJH G¶pYDOXHU OD QpFHVVLWp GH SRXUVXLYUH OH
processus itératif de diffusion possibiliste des connaissances. Dans le cas où la 
GpFLVLRQHVWG¶DUUrWHUFHSURFHVVXVFHV\VWqPHSURGXLUDHQVRUWLHXQHLPDJHVHJPHQWpH
dans laquelle chaque pixel est associé à un label de classe (appartenant à :), ou un 
label de « rejet » indiquant que malgré les différentes itérations de diffusion des 
FRQQDLVVDQFHV OH V\VWqPH Q¶HVWSDVSDUYHQXjSUHQGUHXQHGpFLVLRQ/¶HQVHPEOHGHV
pixels labélisés « rejet » doit être analysé et les raisons du rejet doivent être identifiées 
(hypothèse du monde fermé, pixels comportant des mélanges de classes, 
connaissances initiales non valides, etc.). 




 1RWRQV TXH O¶DSSURFKH SURSRVpH SHUPHW G¶pWDEOLU XQH VRUWH G¶DQDORgie avec le 
UDLVRQQHPHQW KXPDLQ ORUV GH O¶DQDO\VH SHUFHSWXHOOH G¶XQH LPDJH (Q HIIHW O¶LQWHUSUpWDWLRQ
KXPDLQH GX FRQWHQX G¶XQH LPDJH HQ termes de sa segmentation en régions homogènes) 
consiste à « repérer ªGHV]RQHVGHUpIpUHQFHGHFKDTXHFODVVHHWG¶HQrichir ensuite ces zones 
G¶XQH IDoRQ incrémentale, en analysant leur voisinage spatial afin de raffiner les possibilités 
G¶DSSDUWHQDQFH DX[ GLIIpUHQWHV FODVVHV &HW HQULFKLVVHPHQW HVW DVVLPLOp DX SURFHVVXV GH
propagation par diffusion de connaissances possibilistes, visant à raffiner les valeurs de 
possibilité des pixels encore labélisés comme étant de la classe rejet. 
 
Le système de segmentation proposé offre les avantages suivants : x /¶XWLOLVDWLRQGX IRUPDOLVPHproposé par la théorie des possibilités permet de décrire 
OHV LQIRUPDWLRQV GLVSRQLEOHV DLQVL TXH OHV GLIIpUHQWHV IRUPHV G¶LPSHUIHFWLRQ 
(incertitude, ambigüité, etc.) liées à ces informations dans un même cadre. La raison 
de cette orientation réside dans la flexibilité des outils associés à la représentation des 
connaissances possibilistes. x Le principe de propagation de connaissances au voisinage spatial des pixels permet 
O¶DMXVWHPHQWGHVGLVWULEXWLRQVGHSRVVLELOLWpVDILQGHGLPLQXHUO¶LPSHUIHFWLRQLQKpUHQWH
à la connaissance dont nous disposons sur les classes des pixels.  x /¶XWLOLVDWLRQ GH OD WKpRULH GHV SRVVLELOLWpV SHUPHW GH GpYHORSSHU GHV PpFDQLVPHV
SRVVLELOLVWHV GH GpFLVLRQ G¶XQH IDoRQ DQDORJXH DX UDLVRQQHPHQW G¶XQ REVHUYDWHXU
humain.  
 
 Dans la suite de ce chapitre, nous allons étudier deux familles de méthodes de diffusion des 
connaissances possibilistes, TXL Q¶H[SORLWHQW SDV G¶DXWUHV VRXUFHV GH FRQQDLVVDQFHV TXH OHV
VHXOHVFDUWHVSRVVLELOLVWHV(QG¶DXWUHVWHUPHVQL OHVFRQQDLVVDQFHVTXHO¶RQSHXWREWHQLU par 
la classification des pixels à partir des cartes possibilistes, ni les germes de références des 
classes ne sont mis à contribution, dans un premier temps, dans le processus itératif de 
modification des cartes possibilistes.  
4.2. Diffusion possibiliste classe/classe 
 La SUHPLqUH VWUDWpJLH TXH QRXV SURSRVRQV G¶pWXGLHU SRXU OD diffusion des connaissances 
possibilistes est appelée la diffusion possibiliste classe/classe. Elle consiste à réaliser la mise à 
jour des M cartes possibilistes St(Cm) = {St,(i,j) (Cm)}i , j ^« .-1}, P «0 G¶XQH
façon indépendante les unes des autres : 
 St+1(Cm) = g(St (Cm))P «0 
où g est la fonction de diffusion des connaissances (figure 4.3).  






 Cette stratégie est donc composée de deux étapes indépendantes : x /D SUHPLqUH pWDSH FRQVLVWH j H[SORLWHU O¶HQVHPEOH GHV VRXUFHV GH FRQQDLVVDQFHV
disponibles afin de « transcrire » les mesures physiques, issues du capteur, dans un 
espace de représentation possibiliste lié à chacune des classes thématiques contenues 
dans la scène imagée. Par conséquent, la carte, ou image, possibiliste en sortie de cette 
étape désigne, pour chaque pixel, la valeur de possibilité pour que cHSL[HOVRLWG¶XQH
classe donnée.  x La deuxième étape consiste à appliquer une transformation, issue du domaine du 
traitement G¶image, exploité ici afin de diffuser les connaissances possibilistes dans le 
contexte spatial des différents pixels. Cette étape prendra en compte le niveau 
VpPDQWLTXHGH O¶LQIRUPDWLRQTXLHVWFRQWHQXHGDQV OHV FDUWHVSRVVLELOLVWHVDX OLHXGX
niveau physique représenté par les niveaux de gris mesurés en sortie de capteur (i.e. 
image originale). 
 
 Notons que cette stratégie de diffusLRQV¶DSSOLTXHG¶XQH IDoRQ LQGpSHQGDQWHSRXUFKDTXH
classe thématique sans exploiter, de manière croisée, les cartes possibilistes des autres classes 
thématiques.  
 3RXUUpDOLVHUFHWWHGLIIXVLRQGHVFRQQDLVVDQFHVQRXVSURSRVRQVG¶pWXGier les cinq méthodes 
suivantes:   x la diffusion par filtrage moyen ; x la diffusion par filtrage de Nagao ; x la diffusion par filtrage de Nagao modifié ; x la diffusion par filtrage anisotrope, et x la diffusion par filtre de Gabor. 
4.2.1. La diffusion par filtrage moyen 
Le filtre moyenneur HVWXWLOLVp>@HQWUDLWHPHQWG¶LPDJHGDQVO¶REMHFWLIGHUpDOLVHUXQ
OLVVDJHG¶LPDJHVEUXLWpHV/¶DSSOLFDWLRQGHFHILOWUHVXUGHVLPDJHV, GDQVO¶HVSDFHGHVQLYHDX[
de gris, FRQVLVWH j UHPSODFHU OH QLYHDX GH JULV GH FKDTXH SL[HO GH O¶LPDJH SDU OD YDOHXU
moyenne des niveaux de gris des pixels voisins, contenus dans une fenêtre particulière.  
(QFRQVLGpUDQWXQHIHQrWUH[FRPPHYRLVLQDJHGHFKDTXHSL[HOO¶DSSOLFDWLRQGHFHILltre 
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Figure 4.3 : Stratégie de diffusion possibiliste classe/classe pour une classe thématique donnée  




possibilité de chaque pixel central par la moyenne des valeurs de possibilité des neuf pixels 
adjacents contenus dans son voisinage local (pixel centrale compris). 
  
 Appliqué aux cartes possibilistes, le processus de filtrage moyenneur se traduit par un 
ajustement aveugle de la connaissance possibiliste portée par le pixel sans respecter aucune 
contrainte dans le processus de diffusion des connaissances. Il V¶DJLW WRXW VLPSOHPHQW
G¶homogénéiser la connaissance possibiliste dans une fenêtre particulière. 
4.2.2. La diffusion par filtrage de Nagao 
 (QILOWUDJHG¶LPDJHOHILOWUDJHPR\HQDSRXUHIIHWGHUpGXLUHODYDULDWLRQWH[WXUDOH, rendant 
ainsi les différentes régions de plus en plus homogènes (application itérative). Néanmoins, un 
LQFRQYpQLHQW PDMHXU GH FH ILOWUDJH UpVLGH GDQV OH IDLW TX¶LO DIIHFWH de la même manière les 
pixels proches des contours et ceux appartenant aux zones homogènes. Ceci aura pour 
conséquence de rendre les contours des régions de plus en plus flous [152]. 
 /H ILOWUH GH 1DJDR >@ FRQVWLWXH O¶XQH GHV VROXWLRQV SURSRVpHV SRXU UHPpGLHU j FH
problème. Il consiste à considérer, dans un premier temps, neuf « sous-fenêtres ou cliques» 
dans le voisinage de chaque pixel. Dans un second temps, la sous-fenêtre la plus homogène, 
dite sous-fenêtre « gagnante », sera sélectionnée comme le support pour calculer la moyenne 
GHVQLYHDX[GHJULV(QG¶DXWUHVWHUPHVLOV¶DJLWGHUHVWUHLQGUHO¶DSSOLFDWLRQGXILOWUDJHPR\HQ
à une sous-fenêtre, qui est considérée comme étant la plus « homogène » dans le voisinage de 
ce pixel (figure 4.5).  
 Notons, F = {f1, f2«f9`O¶HQVHPEOHGHVVRXV-fenêtres contenues dans un voisinage 5x5 
de chaque pixel (figure 4.5). La sous-fenêtre gagnante, fg, est celle ayant la variance minimale. 
Par conséquent, la diffusion des connaissances possibilistes par le filtre de Nagao est donnée 
par : 
St+1, (i, j) (Cm) =   1 21    9 ,   gf' ' ¦ St, (i+'1,  j+'2) (Cm)   











'   '  ¦ ¦ St, (i + '1,  j + '2) (Cm) ,  i, j ^«.-1}, m = 1,«0 
St+1(Cm) 
 
Figure 4.4 : Diffusion possibiliste par filtrage moyen 
j 





4.2.3. La diffusion par filtrage de Nagao modifié 
 Le filtre de Nagao classique exploite deux principes : 1. le FULWqUHGHVpOHFWLRQG¶XQHVRXV-
fenêtre gagnante qui est fondé sur la variance minimale des valeurs portées par les pixels ; et,  
2. la mise à jour des valeurs, qui consiste à substituer la valeur portée par le pixel central par 
la valeur moyenne calculée sur la sous-IHQrWUH JDJQDQWH (Q G¶DXWUHV WHUPHV appliquer ce 
principe de filtrage VXU O¶HVSDFH GH FRQQDLVVDQFH SRVVLELOLVWH UHYLHQW j FRQVLGpUHU 9 sous-
fenêtres de Nagao comme étant 9 « experts » (source de connaissances) parmi lesquels on doit 
FKRLVLU O¶H[SHUW fournissant les informations les plus « homogènes ». Alors, le critère de 
variance minimale mesure la variation des connaissances possibilistes portées par les pixels 
composant cette information (i.e. sous-fenêtre). 
 En conservant le critère de sélection de sous-fenêtre gagnante, on note que la mise à jour 
GHV FRQQDLVVDQFHV SRVVLELOLVWHV Q¶HVW TX¶XQH FRPELQDLVRQ OLQpDLUH GHV PHVXUHV SRVVLELOLVWHV
contenues dans la sous-fenêtre gagnante. A ce stade, on peut introduire une approche « non-
linéaire » de mise à jour des connaissances possibilistes (figure 4.6), qui consiste à appliquer 
la valeur de possibilité minimale, resp. maximale, de la fenêtre si la valeur de possibilité du 
pixel central est proche de la valeur minimale, resp. maximale, des possibilités contenues dans 
la sous-fenêtre gagnante. 
 
 Ce choix peut donc être considéré comme un choix tenant compte du contenu sémantique des 
connaissances possibilistes YpKLFXOpHVSDU O¶HVSDFHSRVVLELOLVWH'HSOXV LO UHIOqWHXQ DVSHFW
décisionnel utilisé dans la théorie des possibilités [154]. En effet, un choix est dit 
« pessimiste », resp. « optimiste », si la valeur de possibilité du pixel central est remplacé par 
la valeur minimale, resp. maximale, des possibilités contenues dans la sous-fenêtre gagnante. 
moyenne min max 
Figure 4.6 :  Mise à jour non linéaire des connaissances possibilistes 
Figure 4.5 : La configuration  des sous-fenêtres du filtre de Nagao 




4.2.4. La diffusion par filtrage anisotrope 




u ' ww  
 où u désigne la chaleur, c UHSUpVHQWH OHFRHIILFLHQWGHGLIIXVLRQ HWǻ UHSUpVHQWH O¶RSpUDWHXU 
Laplacien. 
Koenderink [155] était OH SUHPLHU j GpPRQWUHU TXH O¶DSSOLFDWLRQ G¶XQ ILOWUH EDVp VXU FH






1),( VVS yxeyxh   
Ce filtre a pour rôle de diffuser, itérativement, O¶LQWHQVLWpG¶XQSL[HOGHO¶LPDJHDXWRXUGH
ses voisins durant un temps t, puisque O¶on V¶LQWpUHVVH LFL à la famille des solutions de 
O¶pTXDWLRQGHODFKDOHXUGDQVXQHVSDFH-échelle et non pas dans un espace-temps. 
 /¶RSpUDWHXU JDXVVLHQ GLIIXVH O¶LQWHQVLWp G¶XQH IDoRQ LVRWURSH j XQH échelle V, dans 
toutes les directions, sans prendre en compte la géométrie des régions de O¶LPDJH. Ainsi, il 
élimine bien les détails correspondants DXEUXLWRXHQFRUHj OD WH[WXUHG¶XQHUpJLRQPDLVHQ
contre partie il atténue le contraste de ses contours.  
 3RXUSRXYRLUHIIHFWXHUXQHERQQHDQDO\VHPRUSKRORJLTXHGH O¶LPDJH LO IDXWFRQFLOLHU OHs 
deux conditions suivantes :  
x régulariser le signal de façon multi-échelle par diffusion ; x préserver la structure morphologique de l¶image, c¶est à dire les discontinuités 
G¶éléments différentiels possédant une signification géométrique intrinsèque. 
 
3RXUFHIDLUHO¶pTXDWLRQGHGLIIXVLRQa été adaptée à la préservation de ces éléments.  
 Le cas le plus simple est celui des bords qui délimitent les domaines homogènes d¶une 
image et qui sont essentiels à la définition de ses constituants. Un bord est idéalement une 
GLVFRQWLQXLWpGXJUDGLHQWGHO¶LPDJHI. Pour qu¶une diffusion préserve le caractère discontinu 
GHV ERUGV WRXW HQ OHV VLPSOLILDQW SURJUHVVLYHPHQW LO IDXW TX¶HOOH VRLW DQLVRWURSH RX HQFRUH
inhibée dans la direction du gradient. 
 La solution a été apportée par Perona et Malik [156-157], par l¶introduction de coefficients 
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où div et  représentent respectivement les opérateurs divergence et gradient, I0(x,y) 
représente O¶LPDJHLQLWLDOHHWg est une fonction décroissante.  
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où ' UHSUpVHQWHO¶RSpUDWHXUODSODFLHQ 
$ILQG¶DVVXUHU O¶REMHFWLIYLVpjVDYRLU OHILOWUDJHGHV]RQHVKRPRJqQHVHWODSUpVHUYDWLRQGHV
discontinuités correspondant aux contours, g doit assurer les deux conditions aux limites 
suivantes : 
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La fonction vérifiant ces propriétés, dans une analogie avec le filtre gaussien, est sans doute 
FHOOHGHO¶H[SRQHQWLHOOHQpJDWLYH$LQVLg SHXWGRQFV¶pFULUHVRXVODIRUPHVXLYDQWH :    2/ kIeIg  
 
où k est le paramètre qui définit un seuil de transition pour la fonction g. 
Pour |I|<k, g tend vers 1, donc la diffusion est réalisée. En revanche, pour |I|>k, g tend vers 
0, donc on bloque la diffusion.  
En passant à une UHSUpVHQWDWLRQGLVFUqWHO¶pTXDWLRQGHODGLIIXVLRQDQLVRWURSHV¶pFULW :  1( , ) ( , ) . ( , ) ( , )t t t tI x y I x y dt g I x y I x y    '  
 $ILQ G¶DVVXUHU XQH PHLOOHXUH VWDELOLWp GX VFKpPD QXPpULTXH dt est généralement choisi 
entre 0 et 0,25 [156].  
 Avec la fonction g ainsi choisie, on remarque ELHQTXH ORUVTX¶RQVH VLWXHGDQVXQH]RQH
homogène, |I| tend vers 0 et donc g est maximale, ce qui correspond à une diffusion 
maximale. Par contre sur une zone de contour, |I| est de valeur assez importante, et donc g 
est minimale, ce qui correspond bien à une diffusion minimale qui engendre la préservation 
des contours. 
 Appliqué aux cartes possibilistes, le processus de filtrage de diffusion de Perona et Malik 
se traduit par une diffusion conditionnelle de la connaissance possibiliste portée par le pixel. 
La correspondance de la préservation des contours dans ce contexte réside dans O¶LQWURGXFWLRQ 
G¶XQHFRQQDLVVDQFHVXSSOpPHQWDLUHGDQVODGLIIXVLRQUHODWLYHj ODIRUPHGHVUpJLRQVG¶LQWpUrW 




4.2.5. La diffusion par filtrage de Gabor 
 Le filtre de Gabor est une fonction sinusoïdale complexe modulée par une enveloppe 
*DXVVLHQQH FRPPH OH PRQWUH OD ILJXUH  6D IRUPH HVW GRQQpH SDU O¶pTXDWLRQ VXLYDQWH
[158] : 
       ^ `2 20 0 0 0 0 02 2( , ) exp exp 2.i i j jh i j i u i i v j jS SD E­ ½ª º ° °    ª    º« »® ¾ ¬ ¼« »° °¬ ¼¯ ¿  
où (i0,j0) spécifient la position du noyau de filtrage ; Į et ȕ définissent les écarts type de 
O¶HQYHORSSH JDXVVLHQQH PRGXODQWH VHORQ OHV D[HV GHV i et des j respectivement (ce sont ces 
deux paramètres qui spécifient la largeur et la longueur effectives du noyau de filtrage) et 
(u0,v0) peuvent être interprétés, en coordonnées polaires, comme une fréquence spatiale dont 
le module est: 
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 Dans le domaine fréquentiel, la réponse de ce filtre est donc une fonction gaussienne 
centrée à la fréquence F de coordonnées fréquentielles (u0, v0GHPRGXOHȦ0 HWG¶RULHQWDWLRQ
ș VHV SDUDPqWUHV G¶pWDOHPHQW étant Į et ȕ. On peut aussi parler des largeurs de bandes 
fréquentielle BF et angulaire Bș G¶XQILOWUHGH*DERU8QERQFKRL[GHFHVSDUDPqWUHVLOOXVWUpV
par la figure 4.8, est souvent la clé GHO¶DSSOLFDWLRQ des filtres de Gabor [159-161].   
Les écarts types Į et ȕ sont fournis par les équations suivantes [160] : 
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Le paramètre Į  est déterminé en fixant la fréquence de coupure à -6dB. Pour calculer ȕ, on 
fixe également la fréquence de coupure dans la direction angulaire à -6dB[160] .  
La fréquence F peut être donnée soit par son couple de coordonnées (u0, v0), soit par son 
PRGXOHȦ0 et son orientation ș 
 
 En faisant varier FHV SDUDPqWUHV RQ SHXW JpQpUHU G¶DXWUHV ILOWUHV VLPLODLUHV PDLV GH
GLIIpUHQWHV WDLOOHV SRVLWLRQV HW GLUHFWLRQV /¶HQVHPEOH GH FHV ILOWUHV FRUUHVSRQG j FH TX¶on 
appelle un banc de filtres de Gabor. La figure 4.9 en illustre deux exemples. Une dilatation du 
filtre se fait par action sur Į et ȕWDQGLVTX¶XQFKDQJHPHQWGHSRVLWLRQHWGHGLUHFWLRQVHIDLW
SDUDFWLRQVXUȦ0 et șUHVSHFWLYHPHQW 
 
 
 &RPPH SRXU OH ILOWUH GH GLIIXVLRQ O¶DSSOLFDWLRQ GX ILOWUDJH GH *DERU DX[ FDUWHV
possibilistes représente une diffusion directionnelle des connaissances associées aux pixels 
traités. /DGLIIXVLRQSDUOHILOWUDJHGH*DERUV¶H[SULPHpar O¶pTXDWLRQVXLYDQWe : 
 
(a) (b) 
Figure 4.9 : Exemples de bancs de filtres de Gabor: (a) Echantillonnage du spectre 
G¶DPSOLWXGHjO¶DLGHG¶XQHURVDFHGHILOWUHVGH*DERUGHRULHQWDWLRQVHWEDQGHVGH










Figure 4.8 : Réponse fréquentielle à un filtre de Gabor 
SCm(i,j)(t) =  (SCm* h)(i, j) (t), i et j ^«.-`P «0 




4.3. Diffusion possibiliste croisée 
 A la différence de la stratégie de diffusion possibiliste classe/classe, la stratégie de 
GLIIXVLRQFURLVpHFRQVLVWHjH[SORLWHUO¶HQVHPEOHGHVFDUWHVSRVVLELOLVWHVSt(Cm)P «0
pour réaliser la mise à jour GHFKDFXQHG¶HQWUHHOOHVjO¶LWpUDWLRQVXLYDQWHW :  
St+1(Cm) = g(St (C1)«St (Cm)«St (CM)),  P «0 
où g est la fonction de diffusion de connaissances (figure 4.10). 
 
 
 Notons que la différence fondamentale entre cette stratégie et la diffusion possibiliste 
classe/cODVVH UpVLGH GDQV OH IDLW TXH O¶HQVHPEOH GHV FDUWHV SRVVLELOLVWHV GH WRXWHV OHV FODVVHV
thématiques est considéré come source de connaissances additionnelles pour la diffusion 
spatiale des connaissances DXQLYHDXG¶XQH carte donnée.  
 Dans ce paragraphe, nous allons proposer une méthode de diffusion croisée des 
FRQQDLVVDQFHVSRVVLELOLVWHVEDVpHVXUO¶XWLOLVation des cliques définies par le filtre de Nagao.  
 (Q HIIHW O¶DSSURFKH GH GLIIXVLRQ classe/cODVVH EDVpH VXU O¶XWLOLVDWLRQ GHV VRXV-fenêtre 
définies par le filtre de Nagao, consiste à sélectionner pour un pixel donné une sous-fenêtre 
gagnante au niveau de chaque carte possibiliste, et ceci afin de « mettre à jour » les 
FRQQDLVVDQFHVjO¶LWpUDWLRQVXLYDQWH(QUHYDQFKH ODPpWKRGHTXHQRXVSURSRVRQVFRQVLVWHj
identifier (pour chaque pixel) une sous-fenêtre « optimale ª SDUPL O¶HQVHPEOH GHV VRXV-
fenêtres de Nagao DVVRFLpHVjO¶HQVHPEOHGHVFODVVHVHWG¶XWLOLVHUFHWWHPrPHVRXV-fenêtre afin 
GHPHWWUHjMRXUO¶HQVHPEOHGHVFDUWHVSRVVLELOLVWHV 
 Supposons que les images considérées comportent M classes thématiques                         : = {C1, C2,«&M} et notons, F = {f1, f2«f9` O¶HQVHPEOHGHVVRXV-fenêtres spatiales 
(i.e. cliques définies par le filtre de Nagao) contenues dans un voisinage 5x5 de chaque pixel 
(figure 4.5).  
 
 Pour un pixel P donné, chaque carte possibiliste St(Cm) P     « 0 DSSRUWH 
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Figure 4.10 : Stratégie de diffusion possibiliste croisée  
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connaissances 

















est résumée par la valeur moyenne des mesures possibilistes véhiculées par la clique 
considérée et ceci pour une carte possibiliste donnée. Cette représentation permet de résumer 
O¶HQVHPEOH GHV FRQQDLVVDQFHV SRVVLELOLVWHV VRXV OD IRUPH G¶XQH PDWULFH SRVVLELOLVWH D\DQW 
lignes (correspondante chacune à une clique) et M colonnes (correspondant chacune à une 
classe donnée), comme F¶HVWillustré dans la figure 4.11. 
 
 
 Pour chaque clique fnQ «QRXVSRXYRQVDVVRFLHUXQGHJUpGHSRVVLELOLWpSRXU
chacune des classes thématiques qui est la valeur moyenne des mesures de possibilités 
FDOFXOpHV VXU O¶HQVHPEOH GHV SL[HOV GH cette clique dans la carte des possibilités, 
correspondante à la classe considérée), figure 4.12. 
(Q G¶DXWUHV WHUPHV RQ FRQVLGqUH TXH FKDTXH FOLTXH fn Q    «  HVW XQH VRXUFH
SHUPHWWDQWGHGpILQLUjO¶LWpUDWLRQWXQHGLVWULEXWLRQGHSRVVLELOLWpVSt,n VXUO¶HQVHPEOHGHVM 














Diffusion Possibiliste Croisée  
Figure 4.11 : Stratégie de diffusion possibiliste croisée basée sur les cliques de Nagao 
{f1, f2«f9} {f1, f2«f9} {f1, f2«f9} 
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 /HF°XUGHODPpWKRGHproposée consiste à sélectionner la clique optimale en fonction des 
distributions de possibilité St,nQ « 
 &RQVLGpURQV XQH PHVXUH SDUWLFXOLqUH G¶LQFHUWLWXGH DSSHOpH Indice de Confiance [162], 
SHUPHWWDQWG¶pYDOXHUODTXDQWLWpG¶LQIRUPDWLRQXWLOHSRXUODSULVHGHGpFLVLRQGDQVFKDFXQHGHV
neuf distributions de possibilités, correspondant aux neuf cliques de Nagao. Cet indice de 
confiance est défini de la manière suivante :  
 Soient ȫ et N les mesures de possibilité et de nécessité associées à une distribution de 
possibilités S (i.e.  
m
mC A
(A) max C3  S et  CN(A) 1 A 3 ,  A  ȍ). $ORUV O¶LQGLFH GH
confiance en la réalisation G¶XQpYpQHPHQW$HVWGpILQLSDU :  
Ind(A) = ȫ(A) + N(A) ± 1 
Notons que : 
- Ind(A)  [-1,1] ; 
- Ind(A) = - VL 1$   Ȇ$    (ce cas désigne une totale invalidation de la 
réalisation de A) ;  
- Ind$ VL1$ Ȇ$  (ce cas désigne la totale validation de la réalisation 
de A).  
 
Alors, à une itération t donnée, et en considérant une clique fnQ «FKDTXHFODVVH
WKpPDWLTXHVHUDFDUDFWpULVpHSDUODPHVXUHGHO¶LQGLFHGHFRQILDQFH : 
   
          Indt,n(Cm)  =  ȫ({Cm}) + N({Cm}) ± 1 
     =    St,n(Cm)  + 1 ± ȫ({Cm}C) ± 1  
     =    St,n(Cm)  + 1 ± maxNPSt,n(Ck) ± 1  
     =    St,n(Cm)  ±  maxNPSt,n(Ck)  
 
Indt,n(Cm) (fonction de la clique et de la classe thématique coQVLGpUpHV PHVXUHGRQF O¶pFDUW
entre la valeur de possibilité pour que la clique considérée soit associée à la classe Cm et la 


























Figure 4.12 : (VWLPDWLRQG¶XQHGLVWULEXWLRQGHSRVVLELOLWpVGpILQLH
VXUO¶HQVHPEOHGHVFODVVHVHWDVVRFLpHjFKDTXHFOLTXHGH1DJDR 
St,n (i, j) 
(C ) 




 Si Indt,n(Cm) HVWjpJDOj O¶XQLWpDORUVFHFLsignifie que la valeur moyenne des possibilités 
pour la classe Cm HVW pJDOH j O¶XQLWp HW TXH FHWWH YDOHXU PR\HQQH HVW QXOOH SRXU WRXWHV OHV




 Ainsi, on définit un indice de confiance globale associé à chaque clique fnQ «
par : 
Indt,n = maxm Indt,n(Cm) 
 
La clique optimale, qui sera considérée pour la mise à jour des connaissances possibilistes, 
VHUDFHOOHD\DQWO¶LQGLFHGHFRQILDQFHPD[LPDOH :  
ft,nOptimale  l    Indt,nOptimale  =  maxn^«` Indt,n 
(Q G¶DXWUHV WHUPHV OD FOLTXH ft,nOptimale est celle qui comporte une classe thématique pour 
laquelle le couple (ft,nOptimale, CmOptimale SUpVHQWH O¶LQGLFH GH FRQILDQFH OH SOXV pOHYp VXU
O¶HQVHPEOHGHVFOLTXHVHWGHV0FODVVHVWKpPDWLTXHV 
 Finalement, la mise à jour des connaissances possibilLVWHVjO¶LWpUDWLRQ© t+1 » sera réalisée 
en affectant les valeurs de la distribution de possibilités St,nOptimale aux cartes possibilistes, et 
ceci à la position du pixel considéré. 
 (QUpVXPpO¶DOJRULWKPHGHGLIIXVLRQFURLVpHGHVFRQQDLVVDQFHVpossibilistes est le suivant : 
 
 
Entrée : Une carte possibiliste initiale  
Résultats : Une carte possibiliste diffusée 
Début  
Pour  FKDTXHSL[HO3GHO¶LPDJH Faire 
- ([WUDFWLRQ G¶XQ YRLVLQDJH [ FHQWUp VXU 3 pour O¶HQVHPEOH GHV FDUWHV
possibilistes ; 
- Calcul de la matrice de taille 9xM de valeurs moyennes des possibilités de 
O¶HQVHPEOHGHVFOLTXHVGH1DJDRHWGHVFODVVHVWKpPDWLTXHV ; 
- Calcul des indices de confiance SRXUO¶HQVHPEOHGHVFOLTXHVGH1DJDR ; 
- Détermination de la clique optimale ; 
- 0LVHjMRXUGHVFRQQDLVVDQFHVSRVVLELOLVWHVGDQVO¶HQVHPEOHGHVFDUWHVSRVVLELOLVWHV
GHO¶LWpUDWLRQ© t+1 » à la position du pixel P. 
Fin 
 
Dans la suite, nous allonV pYDOXHU O¶HQVHPEOH GHV stratégies de diffusion des connaissances 
possibilistes (classe/classe et croiséeDILQG¶DSSUpFLHUOHXUVDYDQWDJHVHWOHXUVLQFRQYpQLHQWV 
Algorithme 2 : Diffusion croisée des connaissances possibilistes 




4.4. Expérimentations et résultats 
 Dans ce paragraphe, nous allons évaluer les différentes stratégies proposées pour la 
diffusion des connaissances possibilistes. Une telle évaluation doit être réalLVpHG¶XQHPDQLqUH
qualitative et quantitative 3DU FRQVpTXHQW HW DYDQW G¶pYDOXHU O¶DSSURFKH proposée sur des 
images mammographiques, nous commençons par définir une « image test » pour laquelle des 
indicateurs de qualité sont connus a priori/¶LPDJHWHVWHVWLOOXVWUpHGDQVODILJXUH&HWWH
LPDJH HVW IRUPpH G¶XQH LPDJHWWH GH EDVH FRPSRUWDQW quatre disques qui représentent des 
objets G¶LQWpUrWGHGLIIpUHQWHVWDLOOHV 
 /¶XWLOLVDWLRQGHSOXVLHXUVWDLOOHVFRQVWLWXHXQSUHPLHULQGLFDWHXUSHUPHWWDQWG¶DSSRUWHUXQH
DSSUpFLDWLRQVXU ODFDSDFLWpG¶XQHDSSURFKHj© localiser  GpWHFWHUª GHVREMHWVG¶LQWpUrW à 
différentes échelles. 
   6XUO¶D[HKRUL]RQWDOO¶LPDJHWWHGHEDVHHst dupliquée en faisant croître le contraste des 
REMHWVSDUUDSSRUWDXIRQGGH O¶LPDJH&LQTQLYHDX[GHFRQWUDVWHVRQWUHSUpVHQWpVGDQVFHWWH
image. Le contraste est défini comme étant le rapport entre la différence et la somme des 
niveaux moyens de gris d¶Objet mObjet et celui de Fond mFond. Les cinq niveaux de contraste 
sont donnés par : 0.33, 0.43, 0.5, 0.56 et 0.6.  
  )LQDOHPHQW O¶D[HYHUWLFDOSHUPHWG¶DSSUpFLHU O¶HIIHWGXQLYHDXGHEUXLWDIIHFWDQW O¶LPDJH
En effet, six niveaux de bruit gaussien additif sont introduits dans cette image de manière 
SURJUHVVLYHFRUUHVSRQGDQWjVL[YDOHXUVFURLVVDQWHVGHO¶pFDUWW\SH V considéré identique pour 
O¶REMHWG¶intérêt HWOHIRQGGHO¶LPDJH).  
    
 
 1RWRQV TX¶LO V¶DJLW G¶XQH LPDJH GH V\QWKqVH TXL UHSUpVHQWH XQ FRQWH[WH WUqV VLPLODLUH j
FHOXLTXLQRXVFRQFHUQHGDQVFHWWHpWXGHLHGpWHFWLRQG¶XQREMHWG¶LQWpUrWHWTXLFRPSRUWH
trois indicateurs de qualité : taillHG¶REMHWG¶LQWpUrWQLYHDXGHFRQWUDVWHHWQLYHDXGHEUXLW 
 /HSODQG¶H[SpULPHQWDWLRQTXHQRXVSURSRVRQVFRQVLVWHGDQVXQSUHPLHUWHPSVjUpDOLVHU
O¶HVWLPDWLRQ LQLWLDOH GHV FDUWHV UHSUpVHQWDQW OHV SRVVLELOLWpV DX QLYHDX GH FKDTXH SL[HO  
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mFond = 50 
mObjet mFond 
VObjet VFond 
Figure 4.13 ,PDJHGHV\QWKqVHXWLOLVpHSRXUO¶H[SpULPHQWDWLRQ 
Niveau 
de gris 




G¶DSSDUWHQLU j O¶REMHW G¶LQWpUrW DLQVL TX¶DX IRQG GH O¶LPDJH 'DQV XQ GHX[LqPH WHPSV OHV
différentes stratégies de diffusion itérative des connaissances possibilistes seront évaluées.   
4.4.1. Estimation initiale des cartes possibilistes  
 /D SUHPLqUH pWDSH GH QRWUH H[SpULPHQWDWLRQ FRQVLVWH j UpDOLVHU O¶HVWLPDWLRQ LQLWLDOH GHV
FDUWHV SRVVLELOLVWHV &HWWH HVWLPDWLRQ HVW UpDOLVpH HQ XWLOLVDQW O¶DSSURFKH SURSRVpH GDQV OH
chapitre précédent, qui consiste à considérer un modèle trapézoïdal des distributions de 
SRVVLELOLWpVHWjDSSOLTXHU O¶DOJRULWKPHGu recuit simulé afin de déterminer automatiquement 
OHVGLIIpUHQWVSDUDPqWUHVGpILQLVVDQWFHPRGqOH/¶HQWURSLHIORXHHVWFRQVLGpUpHFRPPHpWDQW
la fonction objectif à maximiser.  
 Les résultats obtenus, en termes de cartes possibilistes initiales, sont donnés dans la figure 
4.14. Dans cette même figure, nous avons porté le résultat de la classification pixelique, en 
deux classes, en utilisant le critère de décision de la possibilité maximale (critère, souvent 
utilisé pour la classification floue ou possibiliste G¶LPDJHV TXL FRQVLVWH j DWWULEXHU FKDTXH
pixel à la classe thématique pour laquelle le pixel a la possibilité la plus élevée).    
 
 eWDQWGRQQpTX¶LOV¶DJLWG¶XQHLPDJHGHV\QWKqVHGDQVODTXHOOHQRXVFRQQDLVVRQVa priori, 
OD FODVVH G¶DSSDUWHQDQFH GH FKDTXH SL[HO 2EMHW G¶LQWpUrW ou Fond), nous pouvons calculer 
O¶HUUHXUGHFODVVLILFDWLRQpixel à pixel pour les différents niveaux de contraste et de bruit.  
 Dans la figure 4.15O¶HUUHXUGHFODVVLILFDWLRQ© initiale » est donnpHSRXUO¶HQVHPEOHGHV
imagettes de base correspondant aux cinq niveaux de contraste et aux six niveaux de bruit. 
5HPDUTXRQVTXHSRXUXQ IRUWQLYHDXGHEUXLWHWXQ IDLEOHFRQWUDVWH OH WDX[G¶HUUHXUREWHQX
DYHFODFODVVLILFDWLRQVHORQOHFULWqUHGHODSRVVLELOLWpPD[LPDOHDWWHLQWGHVYDOHXUVGHO¶RUGUH





initiale (classe Fond) 












GH)LQDOHPHQWOHWDX[PR\HQG¶HUUHXUREWHQXDYHFFHWWHFODVVification initiale est égal à 
15%. 
 
 Nous remarquons GRQFTX¶DXQLYHDXSL[HOLTXH, O¶DSSURFKHSRVVLELOLVWHTXLQ¶HVWDXWUHTXH
O¶DSSURFKH IORXH GH EDVH DERXWLW j GHV UpVXOWDWV GH FODVVLILFDWLRQ GH PDXYDLVH TXDOLWp  Ce 
résultat HVW WRXW j IDLW ORJLTXH HW PRQWUH OD GHVFULSWLRQ GH O¶LQFHUWLWXGH SL[HOLTXH GH
classification par des distributions de possibilités (destinées à décrire O¶ambigüité Q¶HVWSDV
adéquate si on se limite à ce seul niveau pixelique.  
4.4.2. Diffusion itérative classe/classe des connaissances possibilistes  
 La deuxième étape dans notre expérimentation consiste à considérer les cartes possibilistes 
LQLWLDOHVREWHQXHVGDQVODSUHPLqUHpWDSHHWjDSSOLTXHUG¶XQHIDoRQLWpUDWLYHOHVGLIIpUHQWHV
approches proposées afin de réaliser la diffusion des connaissances du type classe/classe.
 Le premier critère, SHUPHWWDQW G¶DSSUpFLHU O¶LQWpUrW GH OD SURSDJDWLRQ GHV FRQQDLVVDQFHV 
possibilistes, consiste à observer la « convergence » des connaissances possibilistes issues de 
O¶DSSOLFDWLRQLWpUDWLYHGHO¶RSpUDWLRQGHGLIIXVLRQ&HWWHFRQYHUJHQFHHVWpYDOXpHHQFDOFXODQW
O¶pFDUWTXDGUDWLTXHPR\HQHQWUHOHVFDUWHVSRVVLELOLVWHV© successives », obtenues pour chaque 
classe. Dans notre expérimentation, nous nous concentrons sur la FODVVHG¶LQWpUrW, considérée 
TXLHVWVXSSRVpHUHSUpVHQWHUOHVREMHWVTXHO¶RQFKHUFKHjGpWHFWHUGDQVO¶LPDJH 
 /DILJXUHPRQWUHO¶pFDUWTXDGUDWLTXHPR\HQHQWUHOHVFDUWHVSRVVLELOLVWHVVXFFHVVLYHV
UHSUpVHQWDQW OD VHXOH FODVVH G¶LQWpUrW 'DQV FHWWH figure, les cinq approches suivantes sont 
considérées :  x propagation par filtrage moyen ; x propagation par filtrage de Nagao ; x propagation par filtrage de Nagao modifié; x propagation par filtrage de Gabor ; et x propagation par filtrage anisotropique. 
 
Le premier résultat constaté concerne la convergence relativement rapide de toutes ces 
approches. En effet, nous remarquons que toutes les approches ont atteint un écart quadratique 
PR\HQ SURFKH GH ]pUR HW FHFL SRXU OD FODVVH G¶LQWpUrW HW SRXU OD FODVVH IRQG G¶LPDJH HQ









initiale en fonction du contraste et du niveau de bruit   















 La figure 4.17, montre les cartes possibilistes (à la convergence) des différentes approches 
étudiées, les résultats de la classification possibiliste (basée sur le critère de possibilité 
PD[LPDOHHWOHVWDX[G¶HUUHXU ainsi obtenus.  
 
 










Filtre de Nagao Filtre Nagao Modifié 
Figure 4.17 5pVXOWDWVREWHQXVSDUO¶DSSOLFDWLRQGHVGLIIpUHQWHVDSSURFKHVGHGLIIXVLRQ

















Figure 4.16 : Ecart quadratique moyen entre les cartes possibilistes 
VXFFHVVLYHVSRXUODFODVVHG¶LQWpUrW 




 Comme nous pouvons le remarquer, toutes les approches considérées convergent aussi en 
WHUPHVGHWDX[G¶HUUHXUGqVODTXDWULqPHLWpUDWLRQGHGLIIXVLRQ'HSOXVQRWRQVTXHOHVHUUHXUV
obtenues sont essentiellement des erreurs de « non détection » de pixels appartenant aux 
REMHWVG¶LQWpUrW1pDQPRLQVWRXWHVOHVDSSURFKHVRQWSHUPLVGHGpWHFWHUPrPHSDUWLHOOHPHQW
OHVREMHWVG¶LQWpUrWGHIDLEOHVWDLOOHVHWFHFLSRXUOHVGLIIpUHQWVQLYHDX[GHFRQWUDVWHHWGHEUXLW 
 Lorsque la convergence est atteinte, les tDX[G¶HUUHXUobtenus, en fonction des différents 
niveaux de contraste et de bruit, sont illustrés dans la figure 4.18, et ceci pour les différentes 
approches de diffusion de type classe/classe considérées. 
 
 1RXVUHPDUTXRQVTXHOHILOWUHGH1DJDRSURGXLW OHVWDX[G¶HUUHXU relativement faibles (en 
considérant la classification possibiliste maximale) et ceci est pour pratiquement tous les 
niveaux de contraste et de bruit.  
 En vertu de ces propriétés très intéressantes, et du fait que ce filtre permet, de par sa 
FRQFHSWLRQ ODSUpVHUYDWLRQGHVFRQWRXUVG¶REMHWVQRXVDOORQVFRQVLGpUHUGDQVODVXLWHGHFH
travail, le filtre de Nagao comme support de diffusion représentatif des méthodes de la 
stratégie classe/classe. 
4.4.3. (IIHWGHO¶HVSDFHGHGLIIXVLRQGHVFRQQDLVVDQFHV  
Dans ce paragraphe, nous abordons XQH TXHVWLRQ OLpH j O¶HVSDFH GH GLIIXVLRQ GHV 
connaissances. En effet, ne peut-RQSDVUpDOLVHU ODGLIIXVLRQGHVFRQQDLVVDQFHVGDQV O¶HVSDFH
GHV PHVXUHV OLpHV DX[ FDSWHXUV LH HVSDFH GHV QLYHDX[ GH JULV DX OLHX GH O¶HVSDFH GHV
connaissances possibilistes !  
 
 Pour répondre à cette interrogation, on SHXW QRWHU TXH O¶HVSDFH GHV PHVXUHV FRPSRUWH
O¶HQVHPEOH GHV FODVVHV SRWHQWLHOOHV, sans aucune caractérisation particulière, liée à des 
connaissances externes GH FKDFXQH GH FHV FODVVHV 3DU FRQVpTXHQW ORUVTXH O¶DWWHQWLRQ HVW
portée sur une classe particulière, elle doit être caractérisée via une propriété donnée et ensuite 
RQSRXUUDUpDOLVHUODGLIIXVLRQGHVFRQQDLVVDQFHVFHTXLUHYLHQWHQG¶DXWUHVWHUPHV à réaliser la 
transformation des connaissances liées aux mesures en des connaissances possibilistes. 
1pDQPRLQVHQFRQVLGpUDQWO¶DSSOLFDWLRQLWpUDWLYHGHO¶XQHGHVDSSURFKHVFRQVLGpUpHVGDQVFH
Niveaux de contraste  
 
Niveaux de bruit  
 
   0.33     0.43        0.5         0.56      0.6  
 
   0       15         30         45       60     75 
 
Figure 4.187DX[G¶HUUHXUREWHQXVHQIRQFWLRQGHVQLYHDX[de contraste et 
de bruit 





diffusion des connaissances possibilistes.  
 /H VFKpPD G¶H[SpULPHQWDWLRQ est illustré dans la figure 4.19. Dans ce schéma, une 
SUHPLqUH EUDQFKH FRQVLVWH j UpDOLVHU G¶DERUG XQH SURMHFWLRQ GHV PHVXUHV GDQV O¶HVSDFH GHV
connaissances possibilistes et à appliquer ensuite une diffusion itérative des connaissances 
dans cet espace. DaQVODGHX[LqPHEUDQFKHQRXVSURSRVRQVG¶DSSOLTXHUG¶DERUGODGLIIXVLRQ
des connaissances liées aux mesures, et de réaliser ensuite la projection des résultats sur 
O¶HVSDFH GHV FRQQDLVVDQFHV SRVVLELOLVWHV Au finale, une classification possibiliste est 
appliquée en considérant le critère de la possibilité maximale.   
     
 En considéraQW O¶DSSURFKHGHGLIIXVLRQSDU application itérative du filtre de Nagao, nous 
constatons, G¶XQHPDQLqUHTXDOLWDWLYH, une forte dégradation des résultats (branche inférieure) 
(eQWHUPHVGHWDX[G¶HUUHXUHWGHqualité « visuelle » des résultats obtenus). On constate aussi 
ce même résultat en considérant les autres approches de diffusion des connaissances (i.e. filtre 
moyenneur, filtre de Nagao modifié, filtre de Gabor et filtre anisotropique). Sans que cela 
constitue une preuve théorique, ces résultats montrent O¶LQWpUrW de réaliser la diffusion des 
FRQQDLVVDQFHV GDQV O¶HVSDFH SRVVLELOLVWH, par rapport à une diffusion des mesures brutes en 
sortie des capteurs. 
4.4.4. Diffusion itérative croisée des connaissances possibilistes  
 'DQV FH SDUDJUDSKH QRXV DOORQV pWXGLHU O¶DSSURFKH SHUPHWWDQW OD SURSDJDWLRQ GHV
connaissances possibilistes via une diffusion itérative croisée. Etant donné que nous avons 
UHWHQX O¶DSSURFKH GH 1DJDR FRPPH OD SOXV UHSUpVHQWDWLYH GHV PpWKRGHV GH GLIIXVLRQ
classe/cODVVHQRXVSURSRVRQVGHSUpVHQWHUOHVUpVXOWDWVG¶XQHIDoRQFRPSDUDWLYH par rapport à 
cette méthode.  
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Figure 4.19 : Propagation des connaissances dans les espaces des mesures et des 
connaissances possibilistes (diffusion réalisée par le filtre de Nagao) 








La figure 4.20 montre ODFRXUEHG¶pYROXWLRQGHO¶Ecart Quadratique Moyen (EQM) entre les 
FDUWHVSRVVLELOLVWHVVXFFHVVLYHVOLpHVjODFODVVHG¶LQWpUrW, ainsi que la courbe représentant les 
WDX[G¶HUUHXUREWHQXVHQFRQVLGpUDQW OHFULWqUHGHGécision du maximum de possibilité. Ces 
GHX[FRXUEHVVRQWWUDFpHVHQIRQFWLRQGXQRPEUHG¶LWpUDWLRQs.  
 
 On remarque que les deux approches convergent après environ cinq itérations, et ceci en 
WHUPHV G¶(40 HW WDX[ G¶HUUHXU /HV trois premières itérations réalisent la transition la plus 
importante et les itérations suivantes ne font que « raffiner la convergence ». Notons aussi que 
OHVWDX[G¶HUUHXUGHVGHX[DSSURFKHVRQWXQmême comportement asymptotique (i.e. il existe 
une barrière baVVH GHV WDX[ G¶HUUHXU GH O¶RUGUH GH  /D ILJXUH  PRQWUH OHV FDUWHV
SRVVLELOLVWHV HW OHV UpVXOWDWV GH FODVVLILFDWLRQ REWHQXV j O¶LVVX GH OD convergence (dix 
itérations).    
/¶DQDO\VHGHFHVUpVXOWDWVPRQWUH que : x La carte possibiliste obtenue par la diffusion croisée (figure 4.21 (a)) est 
« pratiquement ªXQHLPDJHELQDLUHDYHFGHX[QLYHDX[GHSRVVLELOLWpVG¶DSSDUWHQDQFH
tandis que la carte issue de la diffusion classe/classe de Nagao (figure 4.21 (b)) 
comporte plusieurs niveaux de possibilités. x La carte possibiliste issue de la diffusion classe/classe de Nagao (figure 4.21 (b)) 
présente la même caractéristique que le résultat de O¶DSSOLFDWLRQGXILOWUHGH1DJDRVXU
des images numériques : obtention  de petites régions « mosaïquées ª HW FHFL G¶XQH 
manière croissante en fonction du niveau de bruit et ceci pour les différentes tailles 
G¶REMHW x /HV]RQHVG¶LPDJHVFRPSRUWDQW O¶REMHWG¶LQWpUrWVRQW© bien localisées » par les deux 






Figure 4.20 : Ecart quadratique moyen (entre cartes possibilistes successives) et taux 
G¶HUUHXUFODVVLILFDWLRQbasée sur la possibilité maximale) des deux modes de 

























 Notons aussi que les erreurs de classification constatées ne concernent pas les mêmes 
types de zones :  
 En effet, la majorité des pixels mal classifiés (en utilisant les cartes possibilistes 
obtenues par la diffusion croisée, (figure 4.21 (c)) sont souvent situés sur les zones de 
contours, tandis que les pixels erronés (en utilisant les cartes possibilistes issues de la 
diffusion classe/classe de Nagao, figure 4.21 (d)) sont plus situés dans les zones fortement 
bruitées.  
 Cette constatation correspond aux principes de base des deux méthodes utilisées : le 
filtre de Nagao vise à préserver les contours, tandiVTXH O¶DSSURFKHFURLVpHPHWHQDYDQW 
O¶KRPRJpQpLWpGpFLVLRQQHOOHGHVFOLTXHVFRQVLGpUpHV 
4.4.5. (IIHWGHO¶LQLWLDOLVDWLRQGHVFRQQDLVVDQFHVSRVVLELOLVWHV   
 8Q DVSHFW LPSRUWDQW GH O¶DSSURFKH GH GLIIXVLRQ FRQVLGpUpH FRQFHUQH OH FKRL[ GHV
distributions des possibilités initiales, correspondantes aux différentes classes thématiques. En 
 
(c)  (d)  
Figure 4.21 : Résultats des deux approches de propagation des connaissances possibilistes  
        &DUWHSRVVLELOLVWHILQDOHFODVVHG¶LQWpUrW :  
(a) Diffusion croisée 
(b) Diffusion classe/classe par filtre de Nagao  
Résultats de classification (critère de possibilité maximale) à partir des : 
(c) Cartes possibilistes obtenues par la diffusion croisée 
(d) Cartes possibilistes obtenues par la diffusion classe/classe de type Nagao 
 
  
(a)  (b)  




HIIHW OD TXHVWLRQ TXH O¶RQ SHXW VH SRVHU FRQFHUQH GHX[ DVSHFWV : O¶RSWLPLVDWLRQ des 
distributions initiales et le choix de la forme de base utilisée pour ces distributions.  
 Rappelons que les expérimentations précédentes ont considéré des distributions initiales du 
type trapézoïdal avec une optimisation du choix des paramètres liés à ces formes par 
O¶DSSOLFDWLRQGHO¶DOJRULWKPHGHUHFXLWVLPXOpVXUO¶HQWURSLHIORXHconsidérée comme fonction 
objective à maximiser.  
 'DQV XQ SUHPLHU WHPSV DQDO\VRQV O¶HIIHW GX FKRL[ GH OD IRUPH GHV GLVWULEXWLRQV
possibilistes initiales en adoptant des distributions du type S et en appliquant la même 
DSSURFKHG¶RSWLPLVDWLRQGXFKRL[GHVSDUDPqWUHV liés à ces formes.  
 La figure 4.22 résume les résultats obtenus en utilisant des distributions initiales du type S 
et en appliquant ensuite les deux approches de propagation des connaissances possibilistes : 
par diffusion classe/classe de Nagao et par diffusion croisée.  
                  
  
Figure 4.22 : Résultats de la classification basée sur la possibilité maximale 
pour les deux approches de propagation des connaissances :  
(a) : EQM 
(b) : 7DX[G¶HUUHXUJOREDO 
(c)-(d) : Cartes possibilistes obtenues par la diffusion croisée (c) et par la   
     diffusion classe/classe de type Nagao (d)  
(e)-(f) : TDX[G¶HUUHXUREWHQXHQIRQFWLRQGHVQLYHDX[GHFRQWUDVWH et de bruit)  
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sont obtenues, après la convergence, en termes : de vitesse de convergence, de détection 
G¶REMHWVG¶LQWpUrWGHIDLEOHVWDLOOHVGHTXDOLWpGHVFDUWHVSRVVLELOLVWHVDLQVLTXHGHVFDUWHVGH
FODVVLILFDWLRQHWILQDOHPHQWHQWHUPHVGHWDX[G¶HUUHXUREWHQXV 
 Ceci montre que pour un choix optimisé des paramètres de forme, les deux types de 
distribution initiale, trapézoïdale et S, produisent des résultats de mêmes qualités en terme 
G¶pYROXWLRQ GHO¶(40DX[FRXUVGHVLWpUDWLRQVDLQVLTX¶en terme de taux de reconnaissance.  
4.4.6. Effet de O¶optimisation des paramètres de la fonction 
G¶DSSDUWHQDQFH 
$QDO\VRQV PDLQWHQDQW OD VLWXDWLRQ G¶XQ FKRL[ QRQ RSWLPDO GHV SDUDPqWUHV GH IRUPH
Rappelons que sur O¶LPDJH WHVW FRQVLGpUpH, les disques sont considérés plutôt brillants par 
UDSSRUW DX IRQG GH O¶LPDJH Les deux distributions de possibilités correspondant aux deux 
propriétés « ambiguës » de base : Sombre et Brillant Q¶RQW SOXV OD IRUPH WUDSp]RwGDOH RX OD
forme S (utilisées auparavant), mais plutôt une forme linéaire (données dans la figure 4.23 - 
(a)). /HV UpVXOWDWV GH O¶DSSOLFDWLRQ GHV GHX[ DSSURFKHV GH GLIIXVLRQ GH FRQQDLVVDQFHV
possibilistes (diffusion croisée, figure 4.23 - (b) et classe/classe de Nagao, (figure 4.23 - (c))) 
sont donnés ci-dessous en termes de résultats de classification possibiliste après convergence. 
 
On remarque par analyse visuelle, une certaine dégradation des performances tout en 
maintenant les résultats principaux REWHQXVORUVG¶XQFKRL[RSWLPDOGHVSDUDPqWUHV (figure 4.21 
et figure 4.22), à savoir ODGpWHFWLRQGHVREMHWVG¶LQWpUrWGHfaibles tailles (dans les deux modes 





Figure 4.23 : Estimation non optimale et résultats de classification basée sur la 
possibilité maximale :  
(a)  les distributions possibilistes  
(b) propagation par diffusion croisée et  
(c) propagation par diffusion Classe/Classe de Nagao 





classe/classe de Nagao).  
 Il est également LQWpUHVVDQW G¶DQDO\VHU OHV FRXUEHV GH FRQYHUJHQFH HQ WHUPHV G¶pFDUW
TXDGUDWLTXHPR\HQHQWUHFDUWHVGHSRVVLELOLWpV VXFFHVVLYHVFRQFHUQDQW ODFODVVHG¶LQWpUrWHW
OHV FRXUEHV GH WDX[ G¶HUUHXU REWHQXHV HQ DSSOLTXDQW OH FULWqUH GH décision par la valeur de 
possibilité maximale (figure 4.24)(QHIIHWQRWRQVTX¶DSUqVXQHIRUWHGLPLQXWLRQREWHQXHGqV
la deuxième LWpUDWLRQ ODFRXUEHGH O¶(40FRQWLQXHVD FRQYHUJHQFH DV\PSWRWLTXHDYHFXQH
diminution très fDLEOH (Q UHYDQFKH OHV FRXUEHV UHSUpVHQWDQW OHV WDX[ G¶HUUHXU montrent un 
comportement particulièrement intéressant à analyser. LHWDX[G¶HUUHXUREWHQXYLDODGLIIXVLRQ
des connaissances possibiliste du type classe/classe de Nagao montre la même évolution 
descendante et asymptotique que dans le cas classique (figure 4.20). En revanche, en utilisant 
O¶DSSURFKH GH GLIIXVLRQ FURLVpH GHV FRQQDLVVDQFHV SRVVLELOLVWHV FH WDX[ G¶HUUHXU PRQWUH XQ
début de décroissance avec les deux premières itérations et un comportement de 
« décrochage » G¶XQH façon linéaire GqV OD WURLVLqPH LWpUDWLRQ3RXUWDQW O¶DQDO\VH de la carte 
WKpPDWLTXH REMHW G¶LQWpUrW REWHQXH DSUqV FRQYHUJHQFH QH UHIOqWH SDV FH GpFURFKDJH G¶XQH
façon visuelle « flagrante ». Néanmoins, on peut constater que les erreurs de classification 
obtenues sont essentiellement localisées dans le voisinage des zones de contours des objets 
G¶LQWpUrW /¶LQWHUSUpWDWLRQ GH FH SKpQRPqQH HVW TXDVL LPPpGLDWH (Q HIIHW O¶DSSURFKH GH 
diffusion croisée réalise O¶HVVHQWLHOOHGH© O¶KDUPRQLVDWLRQ » des mesures de possibilité dès les 
deux premières itérations. En revanche, un choix non optimisé des distributions de possibilités 
initiales rend O¶pFDUWGHV PHVXUHVSRVVLELOLVWHVHQWUH ODFODVVHG¶LQWpUrWHW OH IRQGGH O¶LPDJH
très faible dans les zones voisines des contours /¶REMHFWLI GH OD GLIIXVLRQ FURLVpH pWDQW 
G¶KDUPRQLVHUOHVPHVXUHVGHSRVVLELOLWpGDQVOHVUpJLRQVKRPRJqQHVVDQVVHVRXFLHUGHV]RQHV




 Notons à ce stade que notre objectif, GDQVFHVH[SpULPHQWDWLRQVQ¶HVWSDVG¶REWHQLU OHV
WDX[G¶HUUHXUOHVSOXVIDLEOHV PDLVSOXW{WG¶pYDOXHUO¶LQWpUrWGHODGLIIXVLRQGHVFRQQDLVVDQFHV























2.5 Itération Itération 
EQM 




SRVVLELOLWp PD[LPDOH QH WLHQW SDV FRPSWH GH O¶REMHFWLI GH OD GLIIXVLRQ GHV FRQQDLVVDQFHV
possibilistes, QLGHVPHVXUHVG¶LQFHUWLWXGHTXHO¶RQSHXWpYDOXHUGXUDQWODGLIIXVLRQ&HWDVSHFW
décisionnel sera abordé en détail dans le chapitre suivant. 
4.4.7. Application aux images mammographiques  
 Malgré le fait que le développement réalisé dans ce chapitre vise à étudier la notion de 
diffusion des connaissances possibilistes, HW QRQ OD FRQFHSWLRQ G¶XQ V\VWqPH © final » de 
VHJPHQWDWLRQ G¶LPDJHV LO HVW LQWpUHVVDQW G¶DQDO\VHU OHV UpVXOWDWV GH O¶DSSOLFDWLRQ GHV
différentes stratégies proposées pour cette diffusion au cas des images mammographiques. En 
HIIHWDYHFO¶DUULYpHVXUOH marché de systèmes de mammographie entièrement numériques, les 
V\VWqPHVG¶DLGHj ODGpWHFWLRQGXFDQFHUGe sein deviennent très importants pour faciliter la 
WkFKHGX UDGLRORJXH/H EXWGHFHV V\VWqPHVHVWG¶LQGLTXHUDX PpGHFLQG¶pYHQWXHOOHV]RQHV
suspecteVTXLSRXUUDLHQWrWUHOD WUDGXFWLRQG¶XQH OpVLRQFDQFpUHXVHVXU O¶LPDJHUDGLRORJLTXH
Dans ce contexte, la grande variabilité des images de mammographie représente une 
OLPLWDWLRQ PDMHXUH SRXU OHV V\VWqPHV G¶DLGH j OD détection, à la caractérisation et à la 
classification des lésions. Les principales causes de cette variabilité sont : les conditions 
SK\VLTXHV GH O¶DFTXLVLWLRQ OHV YDULDWLRQV DQDWRPLTXHV QRUPDOHV j O¶LQWpULHXU GX VHLQ G¶XQH
même patiente et entre différentes patientes, les variations liées à une maladie, etc. Dans ce 
paragraphe, nous allons tester les deux stratégies de diffusion (croisée et classe/classe de 
Nagao) VXUXQpFKDQWLOORQG¶LPDJHVPDPPRJUDSKLTXHVREWHQXHVjSDUWLUGHODEDVHG¶LPDJHV
nommée MIAS « the Mammographic Image Analysis Society» [41], comportant deux classes : 
tumeur et tissu normal (figure 4.25). Notons le faible contraste entre ces deux classes ainsi 
que la grande difficulté « visuelle » pour délimiter, sur certaines images, les frontières de 
VpSDUDWLRQ GHV REMHWV G¶LQWérêt, i.e. tumeurs. Cette figure représente les résultats de 
classification, basée sur le critère de possibilité maximale (suite à une propagation possibiliste 
des connaissances par diffusion croisée et par diffusion classe/classe de Nagao) pour les 
différentes images mammographiques.  
 
Les contours des zones suspectes détectées par ces deux méthodes sont aussi représentés sur 
OHV LPDJHV RULJLQDOHV DYHF GHX[ FRXOHXUV GLIIpUHQWHV )LQDOHPHQW OHV FRXUEHV G¶pFDUWV
quadratiques moyens entre deux itérations liéeVDX[FDUWHVSRVVLELOLVWHVGH ODFODVVHG¶LQWpUrW 
sont aussi données.  
 Sur la base de cette figure, on peut formuler les remarques suivantes : x La convergence de la diffusion classe/classe de Nagao (environ 4-5 itérations) est plus 
UDSLGHTXHFHOOHGHODGLIIXVLRQFURLVpHGHO¶RUGUHG¶XQHGL]DLQHG¶LWpUDWLRQV ; x Les deux approches de diffusion convergent vers des zones suspectes ayant une forte 
« confiance visuelle ªG¶DSSDUWHQLUjGHV]RQHVGHWXPHXU x La diffusion croisée permet souvent de détecter des zones compactes ayant des contours 
assez lisses et semble être peu sensible au bruit existant dans les zones non tumorales. 





    
     
 
    
 
 
   
     
     
     
Figure 4.25 : Diffusion des connaissances possibilistes (modes croisé et classe/classe 
de Nagao) appliquée aux images mammographiques 
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 Dans ce chapitre, nous avons étudié la notion de propagation des connaissances 
possibilistes. Cette notion consiste à réaliser, dans un premier temps, la projection des 
mesures nuPpULTXHVHQVRUWLHGHFDSWHXUGDQVO¶HVSDFHGHVFRQQDLVVDQFHVSRVVLELOLVWHVHWFHFL
HQ IRQFWLRQ GHV FRQQDLVVDQFHV G¶H[SHUWV GLVSRQLEOHV VRXV OD IRUPHV GH GLVWULEXWLRQV
SRVVLELOLVWHV LQLWLDOHV GHV GLIIpUHQWHV FODVVHV WKpPDWLTXHV SUpVHQWHV GDQV O¶LPDJH 'Dns un 
deuxième temps, une opération de diffusion spatiale des connaissances possibilistes est 
DSSOLTXpHG¶XQHIDoRQLWpUDWLYH 
Deux stratégies de diffusion sont proposées. La première, appelée diffusion classe/classe, 
consiste à opérer cette diffusion au niveau des cartes possibilistes et ceci de manière 
indépendantes entre les différentes classes. La deuxième stratégie, appelée diffusion croisée, 
exploite O¶HQVHPEOH GHV FDUWHV SRVVLELOLVWHV LVVXHV G¶XQH LWpUDWLRQ donnée, afin de mettre à 
MRXU OHVGLIIpUHQWHVFDUWHVGH O¶LWpUDWLRQVXLYDQWH&LQT PpWKRGHVGH ILOWUDJHG¶LPDJHRQWpWp
adaptées pour réaliser la diffusion classe/classe : filtre moyenneur, filtre de Nagao, filtre de 
Nagao modifié, filtre de Gabor et filtre anisotropique. Concernant la diffusion croisée, nous 
DYRQVSURSRVpXQHPpWKRGHGHGLIIXVLRQEDVpHVXUO¶XWLOLVDWLRQFRQMRLQWHGHVFOLTXHVVSDWLDOHV
de Nagao, DLQVLTXHVXUODPHVXUHG¶LQFHUWLWXGHSRVVLELOLVWHDSSHOpHindice de confiance.  
 1RWRQV TX¶DX QLYHDX GH FH FKDSLWUH O¶LQWpUrW D pWp IRFDOLVp VXU OHV TXHVWLRQV OLpHV j OD
GLIIXVLRQ GHV FRQQDLVVDQFHV HW QRQ j OD FRQFHSWLRQ JOREDOH G¶XQ V\VWqPH GH VHJPHQWDWLRQ
G¶LPDJHs3OXVSUpFLVpPHQWQRXVDYRQVWHQWpG¶DSSRUWHUGHVUpSRQVHVDX[TXHVWLRQVOLpHVj: 
 x l¶LQWpUrW GH UpDOLVHU OD GLIIXVLRQ GDQV O¶HVSDFH GHV PHVXUHV SRVVLELOLVWHV DX OLHX GH
O¶HVSDFHGHVPHVXUHVQXPpULTXHVHQVRUWLHGHFDSWHXU ; x lDFRQYHUJHQFHHQ WHUPHVG¶pFDUWTXDGUDWLTXH PR\HQHWGH WDX[G¶HUUHXUGHVFDUWHV
SRVVLELOLVWHVjO¶LVVXGHVGifférentes itérations ; x l¶LPSRUWDQFHGXFKRL[GHVGLVWULEXWLRQVSRVVLELOLVWHVLQLWLDOHV 
 
 3DU FRQVpTXHQW GDQV FH FKDSLWUH QRXV Q¶DYRQV LPSRVp DXFXQH FRQWUDLQWH j OD GLIIXVLRQ
itérative des connaissances possibilistes. Ces contraintes peuvent être de nature : x temporelle pYROXWLRQHQIRQFWLRQGXQRPEUHG¶LWpUDWLRQ ; x sémantique : évolution en fonction du contenu sémantique des pixels et des régions 
]RQHVGHFRQWRXUFODVVHVWKpPDWLTXHV« ; x germes de décision : en fonction de certains critères décisionnels, imposer des mesures 
possibilistes « non évolutives ª G¶XQH IDoRQ VLPLODLUHV j OD QRWLRQ GHV JHUPHV GH
classes pour les méthodes classiques de croissance de régions, en segmentation 
G¶LPDJHs.   
 
 3RXU FHV GLIIpUHQWHV UDLVRQV RQ SHXW SDUOHU G¶une diffusion de nature « aveugle » basée 
seulement sur les connaissances possibilistes initiales. 
 
 Pour la réalisation de cette étude, nous avons conçu une image de synthèse permettant 
G¶DSSUpFLHUVXUOHVSODQVTXDQWLWDWLIHWTXDOLWDWLIOHVUpVXOWDWVGHdiffusion obtenus. Cette image 




intègre trois indicateurs importants  ODWDLOOHGHVREMHWVG¶LQWpUrW OHQLYHDXGHFRQWUDVWHHWOH
niveau de bruit. La nature de bruitage de cette image est du type gaussien additif, ce qui 
correspond au bruit affectant les images en mammographie.  
 
 /¶pWXGHGH ODFRQYHUJHQFHGH ODGLIIXVLRQGHVFRQQDLVVDQFHVHVWEDVpHVXU O¶pYROXWLRQGH
O¶pFDUWTXDGUDWLTXHPR\HQHQWUHFDUWHVSRVVLELOLVWHVVXFFHVVLYHV, ainsi que sur le WDX[G¶HUUHXU
obtenu par une classification basée sur le critère de la possibilité maximale. En effet, nous 
avons montré que toutes les méthodes de diffusion des connaissances possibilistes réalisent un 
« saut de convergence » très important dès la troisième itération. Un comportement 
asymptotique est ensuite observé vers une convergence en quelques itérations (souvent en 
moins de dix itérations). 
 
  (QFHTXLFRQFHUQHODTXHVWLRQGHO¶LQWpUrWG¶XQHGLIIXVLRQGHVFRQQDLVVDQFHVGDQVO¶HVSDFH
des mesures possibilistes, il ne fait aucun doute que toutes les méthodes de diffusion 
possibiliste apportent une qualité des connaissances et des performances largement 
VXSpULHXUHV j FHOOHV REWHQXHV SDU XQH GLIIXVLRQ GDQV O¶HVSDFH GHV PHVXUHV QXPpULTXHV HQ
sortie de capteur. Notons que notre évaluation est plutôt visuelle HWTX¶XQHPHVXUHQXPpULTXH
pourrait soutenir ce constat qualitatif. 
De plus, la GLIIXVLRQ GHV FRQQDLVVDQFHV GDQV O¶HVSDFH SRVVLELOLVWH PRQWUH XQH large 
supériorité, en termes de performances par rapport à une classification basée sur les seules 
GLVWULEXWLRQV SRVVLELOLVWHV LQLWLDOHV FH TXL FRUUHVSRQG j O¶DSSURFKH GH FODVVLILFDWLRQ IORXH
classique).   
 
 /¶DSSOLFDWLRQGHVGLIIpUHQWHVPpWKRGHVGHGLIIXVLRQGXW\SHclasse/classe a montré que les 
PHLOOHXUVUpVXOWDWVGHGLIIXVLRQVRQWREWHQXVSDUOHILOWUHGH1DJDR$FHFLV¶DMRXWHODSURSULpWp
LPSRUWDQWH GH SUpVHUYDWLRQ GH FRQWRXUV OLpH j O¶XWLOLVDWLRQ GH FH ILOWUH &HFL QRXV DPqQH j
conclure que ce filtre est celui qui apporte les performances optimales pour une approche de 
diffusion du type classe/classe. 
 
  La deuxième stratégie que nous avons étudié pour la diffusion des connaissances 
SRVVLELOLVWHV HVW FHOOH EDVpH VXU XQH H[SORLWDWLRQ FRQMRLQWH GH O¶HQVHPEOH GHV FDUWHV
possibilistes obtenues à une itération pour la mise à MRXUGHVFDUWHVSRVVLELOLVWHVGHO¶LWpUDWLRQ
VXLYDQWH,OV¶DJLWGHODVWUDWpJLHGHGLIIXVLRQFURLVpH/DPpWKRGHTXHQRXVDYRQVSURSRVpHVW
EDVpH VXU O¶XWLOLVDWLRQ GH O¶HQVHPEOH GHV FOLTXHV VSDWLDOHV GpILnies par le filtre de Nagao et 
G¶XQ FULWqUH GH VpOHFWLRQ G¶XQH FOLTXH RSWLPDOH EDVpe sur une PHVXUH G¶LQFHUWLWXGH, qui est 
O¶LQGLFHGHFRQILDQFH/DFOLTXHRSWLPDOHFHOOHD\DQWO¶LQGLFHGHFRQILDQFHOHSOXVpOevé) sera 
utilisée pour la mise à jour des carWHVSRVVLELOLVWHVGHO¶LWpUDWLRQVXLYDQWH/HVSHUIRUPDQFHVGH
cette stratégie de diffusion sont très similaires à celles de la diffusion classe/classe de Nagao 
HQ WHUPHV GH YLWHVVH GH FRQYHUJHQFH HW GH WDX[ G¶HUUHXU 1pDQPRLQV OD GLIIXVLRQ FURLVpH
PRQWUHXQHFHUWDLQHVXSpULRULWpSRXUO¶KDUPRQLVDWLRQGHVFRQQDLVVDQFHVSRVVLELOLVWHVHW pour la 
classification pixelique dans les zones homogènes. En revanche, la diffusion classe/classe de 
1DJDRSUpVHQWHOHVHXODYDQWDJHG¶XQHKDUPRQLVDWLRQGHVFRQQDLVVDQces possibilistes dans les 
zones de contours de séparation entre les différentes classes.  
 




 )LQDOHPHQW O¶DSSOLFDWLRQ GHV GHX[ DSSURFKHV UHWHQXHV SRXU OD SURSDJDWLRQ GHV
connaissances possibilistes (i.e. diffusion croisée et diffusion classe/classe de Nagao) a 
produit des résultats prometteurs en termes de détection de zones suspectes et un faible taux 
de détection dans les zones non tumorales. 
  
 Le chapitre suivant se base sur ces stratégies de propagation de connaissances possibilistes 
en y intégrant une dimension décisionnelle, DILQ GH JpQpUDOLVHU O¶DSSURFKH SURSRVpH à un 







SYSTEME DE SEGMENTATION 
POSSIBILISTE ITERATIVE   
 
 
5.1. Introduction  
 Dans le chapitre précédent, nous avons étudié la problématique de diffusion « aveugle » 
GHV FRQQDLVVDQFHV SRVVLELOLVWHV SRXU OD VHJPHQWDWLRQ G¶LPDJHV PpGLFDOHV GX W\SH
mammographique. Cette diffusion peut être résumée de la manière suivante : en supposant 
connu, a priori, un ensemble initial de distributions de possibilités associées aux différentes 
FODVVHV O¶DSSURFKHGHGLIIXVLRQFRQVLVWHjexploiter cet ensemble initial afin de O¶DIILQHU/H
résultat de cette diffusion est donné sous la forme de cartes possibilistes représentant la 
SRVVLELOLWpSRXUFKDTXHSL[HOGHO¶LPDJHG¶DSSDUWHQLUDX[GLIIpUHQWHVFODVVHVWKpPDWLTXHV  
 
 Deux stratégies de diffusion ont été proposées et testées. La première, appelée diffusion 
possibiliste classe/classe et la deuxième stratégie de diffusion des connaissances possibilistes, 
est appelée diffusion possibiliste croisée.  
 
 Nous avons proposé O¶DUFKLWHFWXUHFRQFHSWXHOOHG¶XQHDSSURFKHGHVHJPHQWDWLRQEDVpHVXU
la diffusion dynamique des connaissances possibilistes (figure 5.1). Cette architecture est 
composée de quatre systèmes :  
1. un système de prétraitement ; 
2. un système de décision ; 
3. un système de diffusion possibiliste ; et  
4. un système G¶pYDOXDWLRQHWGHPLVHjjour.  
 
 Notre attention a été, jusque là, focalisée sur le système de diffusion possibiliste des 
FRQQDLVVDQFHV VDQV YpULWDEOHV LQWHUDFWLRQVDYHF OHVDXWUHV V\VWqPHVFRPSRVDQW O¶DUFKLWHFWXUH 





pour rôle quHG¶pYDOXHU OHVSHUIRUPDQFHVGpFLVLRQQHOOHVjFKDTXH LWpUDWLRQ, sans apporter de 
connaissances pouvant influencer le processus de diffusion.  
 
 'DQVFHFKDSLWUHQRXVSURSRVRQVG¶pWXGLHUOHV\VWqPHGHGpFLVLRQSRVVLELOLVWH, ainsi que la 
manière dont ce système peut influencer le processus de mise à jour des connaissances 
possibilistes (figure 5.1. lien -A).  
 /H V\VWqPH G¶pYDOXDWLRQ GHV FDUWHV SRVVLELOLVWHV HW OD manière dont la classification 
WKpPDWLTXH G¶XQH LWpUDWLRQ SHXW LQIOXHQFHU OH SURFHVVXV G¶évaluation (figure 5.1. lien -B) 
seront ensuite détaillés.  
 )LQDOHPHQW O¶pYDOXDWLRQ JOREDOH GH O¶DSSURFKH SURSRVpH VHUD GpWDLOOpH HW DSSOLTXpH DX[
images mammographiques.   
 
 
5.2. Système de décision  
 /HV\VWqPHGHGpFLVLRQDSRXUREMHFWLIG¶DQDO\VHUOHVFDUWHVSRVVLELOLVWHVSUpVHQWpHVjVRQ
HQWUpH GDQV O¶REMHFWLI GH SURGXLre en sortie une carte thématique « particulière ». La 
particularité de cette carte (appelée Image segmentée(t), t = 0, 1, etc.) réside dans le fait que 
chaque pixel peut se voir attribuer une décision de classification à une classe appartenant à :, 
ou XQ ODEHO LQGLTXDQW TXH O¶pWDW GHV FRQQDLVVDQFHV SRVVLELOLVWHV GLVSRQLEOHV QH SHUPHW SDV
G¶DWWULEXHU XQH GpFLVLRQ j FH pixel. Il V¶DJLW G¶XQH FODVVH que nous avons nommée « rejet 
temporaire  de classification ».  
Système de 
prétraitement  SC1(t) SCM(t)
Cartes possibilistes (t) 
Système de 
Décision  





















5.2.1. Règles de décision possibiliste 
 Bien que lDWKpRULHGHVSRVVLELOLWpVRSqUHGDQVXQFRQWH[WHG¶LQFHUWLWXGHFHTXLVLJQLILHTXH
ODSULVHG¶XQHGpFLVLRQHVWHVVHQWLHOOHLOHVWpWRQQDQWGHFRQVWDWHUTXHODTXHVWLRQGHSULVHGH
décision est très peu analysée dans cette théorie. Dans ce paragraphe, nous proposons 
G¶DERUGHUFHWWHTXHVWLRQG¶XQHIDoRQJpQpUDOHF¶HVW-à-dire, au-delà de la seule application de 
FODVVLILFDWLRQ G¶LPDJH en résumant les méthodes existantes et en proposant de nouvelles 
méthodes de décision possibiliste. 
 
 Considérons un univers : = {C1, C2«&M} composé de M décisions élémentaires (classes 
thématiques, hypothèses, etc.), sur lequel les connaissances disponibles sont de nature 
ambiguë. Elles sont donc résumées par une distribution de possibilités S associant à chaque 
décision élémentaire Cm une valeur de possibilité S(Cm), représentant la possibilité pour que 
Cm VRLW O¶XQLTXH GpFLVLRQ pOpPHQWDLUH effectuée (mais que nous ne connaissons pas, i.e. 
imperfection du type incertitude).  
 
 La problématique de prise de décision possibiliste consiste à définir une règle de décision 
SHUPHWWDQWG¶LGHQWLILHUjSDUWLUGHODFRQQDLVVDQFHGHODGLVWULEXWLRQS la décision élémentaire 
ODSOXVYUDLVHPEODEOH1RWRQVjFHVWDGHTX¶XQDSSRUWHVVHQWLHOGHODWKpRULHGes possibilités 
réside dans la définition de deux mesures ensemblistes, la mesure de possibilité 3(A) et la 
mesure nécessité N(A), permettant de caractériser la réalisation de chaque événement A  :. 
(Q UHVWUHLJQDQW OH FKRL[ GH O¶pYpQHPHQW A aux évènements comportant une seule décision 
élémentaire, i.e. Am = {Cm`P «0OHVPHVXUHVGHSRVVLELOLWpHWGHQpFHVVLWpGHFHV
événements sont données par : 
 3(Am)  = 3({Cm}) = S(Cm) 
 
N(Am)  = N({Cm}) = 1 - 3({Cm}C) 
= 1 ± maxNP S(Ck) 
 
 En considérant une distribution S normale, i.e. il existe au moins une classe ayant une 
YDOHXUGHSRVVLELOLWppJDOHjO¶XQLWpFHVGHX[PHVXUHVSHUPHWWHQWGHGpOLPLWHUOD© confiance » 
en la réalisation de chaque décision élémentaire Cm P    « 0 SDU un intervalle 
possibiliste : [N(Am), 3( Am)]. 
 
 Nous distinguons deux familles de méthodes, ou règles, de prise de décision possibilistes : 
OHV UqJOHV EDVpHV VXU O¶H[SORLWDWLRQ GLUHFWH GHV LQIRUPDWLRQV LVVXHV GH OD GLVWULEXWLRQ GH
possibilités S HWOHVUqJOHVEDVpHVVXUO¶H[SORLWDWLRQGHPHVXUHVG¶LQFHUWLWXGHDVVRFLpHVjFHWWH









5.2.1.1. Règle de décision basée sur la possibilité maximale 
 La règle de décision basée sur la possibilité maximale est sans doute la règle de décision la 
plus utilisée en classification possibiliste. Elle consiste à sélectionner la décision élémentaire 
ayant la valeur de possibilité la plus élevée : 
 
(R1) :  Décision = 
0m
C
   ssi  S(
0m
C ) = maxm S( mC ) 
 
 Notons que cette règle de décision peut être « assouplie ª HQ Q¶DFFHSWDQW OD SULVH GH
décision que si la valeur maximale de possibilité S(
0m
C ) dépasse un seuil T prédéfini (que 
O¶RQDSSHOOHseuil possibiliste de décision).  
 
 'DQV O¶REMHFWLIGHPDLQWHQLU O¶K\SRWKqVHGXPRQGH IHUPp WRXWHQDXWRULVDQWGHUHMHWHU OD
prise de décision, on est souvent amené à intégrer une (M+1)ième décision, dite de Rejet, à 
O¶XQLYHUVGHVdécisions, qui devient alors : = {C1, C2«&M, Rejet}.  La règle de décision                         
5DXWRULVDQWO¶RSWLRQGHUHMHWHVWGRQFIRUPDOLVpHSDU : 
 
(R1-Rejet) :  Décision = 
0m
C




(C ) max (C ) et
(C )    T
S  S­°®S t°¯  
 
Sinon   Décision = Rejet 
  
Nous remarquons que cet assouplissement est particulièrement intéressant dans le cadre 
considéré ici, où la prise de décision (i.e. classification des différents pixels dans une image 
mammographique) sera réalisée de manière itérative.   
 
 Remarque : équivalence entre les règles de possibilité et de nécessité maximales  
 
 Une deuxième règle potentielle de décision possibiliste peut être celle qui consiste à 






   ssi  N({
0m
C }) = maxmN({Cm}) 
 
Nous allons montrer ici que cette règle est strictement équivalente à la règle de décision basée 
sur la possibilité maximale.  
 
 En effet, supposons que 
1m
C
 (resp. m2C ) soit la décision élémentaire pour laquelle nous 
avons la valeur de possibilité maximale : S(
1m
C ) = maxmS(Cm) (resp. la mesure de nécessité 
maximale : N({ m2C }) = maxmN({Cm})).  
 




 Etant donné que N({Cm}) = 1 ± maxNPS(Ck), ceci implique que la décision élémentaire 
ayant la mesure de nécessité la plus élevée est celle pour laquelle la valeur maxNP S(Ck) est la 








C }) = 1- max
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C ) (car S(
1m
C ) = maxm S(Cm)), alors 1 - S( 3mC - S( 1mC ).  




C alors la mesure de nécessité maximale obtenue dans ce cas 
(i.e. N({
2m
C }) = 1- S(
1m




C .  
 En conclusion, la décision élémentaire 
1m
C
 (obtenue par la règle de possibilité maximale) 
est identique à la décision obtenue par la mesure de nécessité la plus élevée.  
 
 Illustrons ces deux règles de décision avec les quatre distributions de possibilités S1, S2, S3 
et S4 (figure 5.2) : 
 
                            
 x Si la distribution de possibilités S comporte une seule décision élémentaire 0mC qui 
est totalement possible (i.e. S1( 0mC ) = 1), alors seule 0mA aura une mesure de nécessité 
différente de zéro (la mesure de nécessité des autres décisions élémentaires sera égale 
à zéro). x Si plusieurs décisions élémentaires sont totalement possibles, la distribution S de la 
figure 5.2, alors toutes les décisions élémentaires auront une mesure de nécessité 
nulle !. x Si la distribution de possibilités S est non normalisée (i.e. max S3(Cm) = h < 1) avec 
une seule décision élémentaire ayant la valeur maximale de possibilité, alors la mesure 
de nécessité maximale sera obtenue pour cette décision, tandis que toute les autres 



















































Figure 5.2 : Exemple permettant de montrer la relation 
entre les deux règles de possibilité et de nécessité maximales 




x Si la distribution de possibilités S est non normalisée (i.e. max S4(Cm) = h < 1) mais 
plusieurs décisions élémentaires disposent de la même valeur maximale de possibilité, 
alors toutes les décisions élémentaires auront la même mesure de nécessité qui sera 
égale à 1 - h.   
 
 Cet exemple montre clairement la faible capacité décisionnelle de la mesure de nécessité 
TXLG¶DLOOHXUVSUHQGDXPD[LPXPGHX[YDOHXUV ,OQ¶\DGRQFXQHpTXLYDOHQFHHQWUHOHVUqJOHV
de possibilités maximale et nécessitées maximale que, lorsque la mesure de nécessité permet 
de prendre une décision. 
5.2.1.2. Règles de GpFLVLRQEDVpHVVXUODPD[LPLVDWLRQGHO¶LQGLFHGH
confiance 
 '¶DXWUHVUqJOHVGHGpFLVLRQSRVVLELOLVWHVpeuvent être développées sur la base des mesures 
G¶LQFHUWLWXGH3DUPLFHVUqJOHVRQpropose la règle basée sur l¶LQGLFHGHFRQILDQFHdéfini par 
S. Kikuchi et al [162]. Il représente une combinaison des mesures de possibilité et de 
nécessité de la manière suivante :  
 Soient ȫ et N les mesures de possibilité et de nécessité associées à une distribution de 





A max3  S et  CN( ) 1A A 3 , A  :).  
 $ORUVO¶LQGLFHGHFRQILDQFHHQODUpDOLVDWLRQGHO¶pYpQHPHQWA est défini par :  
 
Ind(A) = Ȇ(A) + N(A) ± 1 
 
 (Q OLPLWDQW OH FKRL[ GH O¶pYpQHPHQW A aux évènements comportant une seule décision 
élémentaire, i.e. Am = {Cm`P «0ODUqJOHGHGpFLVLRQEDVpHVXUODPD[LPLVDWLRQGH
O¶LQGLFHGHFRQILDQFHpeut être formulée par : 
 
(R2) :  Décision = 
0m
C
   ssi  Ind(
0m
A ) = maxm Ind(Am) 
 
&RPPHQRXVO¶DYRQVPRQWUpGDQVODVHFWLRQGXFKDSLWUH Ind(AmPHVXUHO¶pFDUWHQWUHOD
valeur de possibilité de la décision Cm et la valeur maximale de possibilité des autres 
décisions élémentaires.  
 
 Par conséquent, que la distribution soit normalisée ou non, seule la décision ayant la valeur 
PD[LPDOHGHSRVVLELOLWpSURGXLUDXQHYDOHXUVWULFWHPHQWSRVLWLYHGH O¶LQGLFHGHFRQILDQFHHW
WRXWHV OHV DXWUHV GpFLVLRQV pOpPHQWDLUHV SURGXLURQW XQH YDOHXU QpJDWLYH GH O¶LQGLFH GH
confiance (figure 5.3).  
 
 Notons que dans le cas où plusieurs décisions élémentaires présentent la même valeur 
maximale de possibilité, cet indice prendra la valeur zéro. 
 





 On en déduit donc que sur le plan décisionnel, cette règle est équivalente à la règle de 
décision basée sur la possibilité maximale. Le véritable intérêt de cette règle de décision 
réside dans sa version assouplie TXLQ¶DFFHSWHODSULVHGHGpFLVLRQTXHVL ODYDOHXUPD[LPDOH
GH O¶LQGLFH GH FRQILDQFH Ind(
0m
A ) GpSDVVH XQ VHXLO 6 SUpGpILQL TXH O¶RQ DSSHOOH seuil 
possibiliste de confiance) autorisant DLQVLO¶RSWLRQGHUHMHW 
 
 Cette règle est formalisée par : 
 
  (R2-Rejet) :  Décision = 
0m
C




( ) max ( ) et
( )    S
 ­°® t°¯Ind A Ind AInd A   
 
       Sinon   Décision = Rejet 
  
 Notons que la différence fondamentale entre cette règle et la règle (R1-Rejet) réside dans le 
fait que le seuil possibiliste de décision T pour la règle (R1-Rejet) est basé sur la valeur de la 
possibilité maximale.  En revanche, le seuil possibiliste de confiance S pour la règle (R2-
Rejet) est basé sur O¶pFDUW entre les deux plus grandes valeurs de possibilité associées aux 
décisions élémentaires. Ceci permet de prendre une décision plus fiable.   
5.2.2. Evaluation des règles de décision possibiliste 
 Dans FH SDUDJUDSKH QRXV SURSRVRQV G¶pYDOXHU OHV SHUIRUPDQFHV GHV Geux règles de 
décision (R1-Rejet) et (R2-Rejet) intégrant un seuil de décision, HWSHUPHWWDQWDLQVLG¶DWWULEXHU
FKDTXHSL[HOjO¶XQHGHVFODVVHVWKpPDWLTXHVFRQQXHVa priori, ou à « retarder » la décision de 
classification en attribuant les pixels à une classe de rejet.  
 Notons que les performances, HQWHUPHVGHWDX[GHUHFRQQDLVVDQFHHWG¶HUUHXUGHODUqJOH
de décision basée sur la valeur maximale de possibilité, peuvent être directement obtenues en 
sélectionnant une valeur de seuil égale à zéro (pour les deux règles).  
 Le plan de test de FHWWHpYDOXDWLRQFRQVLVWHjFRQVLGpUHUO¶LPDJHGHV\QWKqVHSURSRVpHGDQV
le chapitre précédent (section 4). Cette image comporte un fond et des objets de différentes 
WDLOOHVDYHFGLIIpUHQWVFRQWUDVWHVHWDSSDUWHQDQWjXQHFODVVHG¶LQWpUrW/HVREMHWVG¶LQWpUrWHWOH
IRQG G¶LPDJH VRQW DIIHFWpV SDU XQ EUXLW DGGLWLI GX W\SH JDXVVLHQ DYHF GLIIpUHQWHV YDOHXUV
moyennes et différentes variances.  
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 Figure 5.3 : Indices de confiance associés aux différentes décisions ( 0mC : 
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 Trois configurations de distributions de possibilités sont considérées dans cette évaluation : x lHV GLVWULEXWLRQV GH SRVVLELOLWpV XWLOLVpHV HQ SKDVH G¶LQLWLDOLVDWLRQ GHV SURFHVVXV GH
diffusion des connaissances possibilistes ; x les GLVWULEXWLRQVGHSRVVLELOLWpVREWHQXHVj O¶LVVXGH ODSURSDJDWLRQGHVFRQQDLVVDQFHV
possibilistes par la stratégie classe/classe du type Nagao; x lHVGLVWULEXWLRQVGHSRVVLELOLWpVREWHQXHVjO¶LVVXHGHODSURSDJDWLRQGHVFRQQDLVVDQFHV
possibilistes par la stratégie de diffusion croisée. 
 
 Les résultats ainsi obtenus sont résumés dans la figure 5.4 (resp. figure 5.5.) lorsque la 
règle de décision (R1-Rejet) (resp. (R2-Rejet)) est considérée. Dans ces résultats, les taux de 
UHFRQQDLVVDQFHG¶HUUHXUHWGHUHMHWVRQWWUDFpVHQIRQFWLRQGHODYDOHXUGHVHXLO 
 Notons que pour une valeur de seuil égale à zéro, le taux de reconnaissance initiale, i.e. 
sans propagation des connaissances, est de 85%, et ceux obtenus après propagation des 
connaissances possibilistes sont de 96% (pour la diffusion classe/classe de Nagao) et 92% 
(pour la diffusion croisée). 
 1RXV UHPDUTXRQV OD IRUWH GLPLQXWLRQ GX WDX[ G¶HUUHXU HQ FRQVLGpUDQW O¶DSSURFKH de 
diffusion classe/classe de Nagao, et ceci pour les deux règles de décision (R1-Rejet) et (R2-
Rejet). En effet, ce taux est proche de 0% pour une valeur de seuil de 0.8 en considérant la 
règle (R1-Rejet), et une valeur de seuil de 0.6 en considérant la règle (R2-Rejet).  
 
 
Figure 5.4 : 7DX[GHUHFRQQDLVVDQFHG¶HUUHXUHWGHUHMHWIRQFWLRQGXVHXLOHQXWLOLVDQW
la règle de décision de la possibilité maximale (R1-Rejet) et les trois configurations 
suivantes : 
(a) : Distributions de possibilités initiales 
(b) : Distributions de possibilités après convergence de la propagation aveugle 
classe/classe de Nagao, et 
(c) : Distributions de possibilités après convergence de la propagation croisée 
 
(b) (c) (a) 





Il est important de remarquer TXH O¶DSSURFKH GH SURSDJDWLRQ GHV FRQQDLVVDQFHV
possibilistes par diffusion croisée, positionne les valeurs de possibilités pour les différentes 
FODVVHV WKpPDWLTXHV G¶XQH IDoRQ WUqV SURFKH GHV YDOHXUV H[WUrPHV  HW  &¶HVW SRXU FHWWH
raison que les pixels DWWULEXpVj ODFODVVH UHMHWQ¶DSSDUDLVVHQWTXHSRXUGHV YDOHXUV de seuil 
« élevées » par comparaison à O¶DSSURFKH GH OD GLIIXVLRQ FODVVHFODVVH GH 1DJDR &HWWH
dernière engendre des valeurs de possibilités GLVWULEXpHVG¶XQH IDoRQ© plus homogène » sur 
touW O¶LQWHUYDOOH GHV YDOHXUV SRWHQWLHOOHV LH > @ &HWWH FRQVWDWDWLRQ HVW G¶LPSRUWDQFH
majeure lorsque nous sommes amenés à sélectionner GHV SL[HOV ORUV G¶XQH FURLVVDQFH GH
régions possibilistes, comme étant des germes de références pour les différentes classes. En 
effet, le FKRL[ G¶XQH YDOHXU GH VHXLO GH  SRXU OD UqJOH (R2-Rejet), par exemple), 
Q¶HQWUDLQHUD SDV forcément de sélectionner des germes erronés en diffusion classe/classe de 
Nagao, tandis que ce choix entrainera environ 9% de germes erronés en diffusion croisée.    
5.3.  Intégration des germes possibilistes  
 En considérant les distributions de possibilités initiales des différentes classes thématiques 
comme étant les seules connaissances a priori GLVSRQLEOHV QRXV DYRQV PRQWUp O¶LQWpUrW GH
réaliser une diffusion itérative de ces connaissances possibilistes afin de les « homogénéiser » 
sur le plan contextuel ,O V¶DJLW GH former ainsi, des « ilots » possibilistes permettant de 
réaliser une meilleure segmentation des images considérées. Cette diffusion a été qualifiée 
G¶DYHXJOH FDU DXFXQH DXWUH VRXUFH GH FRQQDLVVDQFHV VpPDQWLTXHV Q¶HVW XWLOLVpH GXUDQW OD
diffusion itérative.      
 (Q V¶LQVSLUDQW GHV DSSURFKHV GH VHJPHQWDWLRQ G¶LPDJHV SDU FURLVVDQFH GH UpJLRQV XQ
aspect important du système de VHJPHQWDWLRQSRVVLELOLVWHTXHQRXVSURSRVRQVG¶pWXGLHUUpVLGH
GDQVO¶LQWpJUDWLRQGHFRQQDLVVDQFHVVpPDQWLTXHVVRXVODIRUPHGHJHUPHVSRVVLELOLVWHVGDQVOH
processus de diffusion des connaissances.  
 
Figure 5.5 : 7DX[GHUHFRQQDLVVDQFHG¶HUUHXUHWGHUHMHWIRQFWLRQGXVHXLOHQXWLOLVDQW
ODUqJOHGHGpFLVLRQGHO¶LQGLFHGHFRQILDQFHPD[LPDOH5-Rejet) et les trois 
configurations suivantes : 
(a) : Distributions de possibilités initiales  
(b) : Distributions de possibilités après convergence de la diffusion aveugle classe/classe 
de Nagao, et  
(c) : Distributions de possibilités après convergence de la diffusion croisée 
 
(c) (b) (a) 




 Un germe possibiliste associé à une classe donnée Cm est défini comme étant un pixel, ou 
un ensemble des pixels, SRXUOHTXHO O¶pWDWGHVFRQQDLVVDQFHVSRVsibilistes disponibles permet 
G¶affirmer que ce pixel appartient à la classe Cm.  
 
 Ces germes possibilistes sont considérés par le système de segmentation comme étant des 
« points G¶DQFUDJHª GHV GLIIpUHQWHV FODVVHV WKpPDWLTXHV HW VRQW SULQFLSDOHPHQW DSSHOpV j
influencer le processus de diffusion de connaissances dans leurs voisinages contextuels 
immédiats.  
 
 A ce stade, deux questions sont soulevées : comment choisir les germes possibilistes ? Et, 
comment faire intervenir ces germes dans le processus de diffusion des connaissances 
possibilistes ?     
5.3.1. Méthodes de sélection des germes possibilistes 
 Concernant la sélection des germes possibilistes, deux méthodes peuvent être envisagées : 
la méthode de sélection pixelique et la méthode de sélection contextuelle.  
 La méthode pixelique ne considère que les mesures de possibilités au niveau de chaque 
pixel afin de GpFLGHUV¶LOV¶DJLWG¶XQSL[HOSRXYDQWrWUHFRQVLGpUpFRPPHXQJHUPHSRVVLELOLVWH
ou non. En revanche, la méthode de sélection contextuelle des germes considère les mesures 
GH SRVVLELOLWpV DX QLYHDX SL[HOLTXH DLQVL TX¶DX QLYHDX GX YRLVLQDJH FRQWH[WXHO GH chaque 
pixel. 
 
 Dans notre travail, le critère de sélection G¶XQJHUPHSRVVLELOLVWHau niveau pixelique est 
EDVpVXUODPHVXUHGHO¶LQGLFHGHFRQILDQFHTXHQRXVDYRQVGpWDLOOpSUpFpGHPPHQW 
 
 En effet, en considérant un seuil possibiliste de confiance SeuilGerme, un pixel sera jugé 
comme étant un germe possibiliste pixelique associé à la classe Cm si et seulement si : 
   




« prédéfini ªFHSL[HOVHUDMXJpFRPPHpWDQWXQJHUPHF¶HVW-à-dire, un point G¶DQFUDJHSRXU
la classe concernée.  
 
 Au niveau contextuel, et en considérant une image composée de M classes thématiques :={C1, C2« &M}, nous associons à chaque pixel P0 une mesure de possibilité moyenne 
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où V(P0) est un voisinage centré sur le pixel P0, et 
mCʌ 3  GpVLJQHODYDOHXUGHSRVVLELOLWpG¶XQ
pixel PV(P0) G¶DSSDUWHQLUà la classe thématique Cm.  
 
 Finalement, le critère de sélection contextuelle des germes possibilistes est le suivant :  
 Un pixel est jugé comme étant un germe possibiliste contextuel pour une classe Cm si et 
seulement si : 
 
Ind (Am) = S(Cm) Ȃ max ?S(Ck6HXLOGerme, et 
                                   
mʌ  - max ? ʌ k    6HXLOGerme 
 
 1RWRQVTXHO¶HQVHPEOHGHVJHUPHVSRVVLELOLVWHVFRQWH[WXHOVHVWHQUpDOLWpXQVRXVHQVHPEOH
des germes possibilistes pixeliques pour lesquels, en plus de la validité du critère de sélection 
pixelique, les possibilités moyennes vérifient ce même critère. Le choix empirique du 
voisinage 5x5 permet de localiser des germes possibilistes dans les régions « homogènes », 
sans toutefois être séYqUHPHQWLQIOXHQFpSDUOHEUXLWDIIHFWDQWO¶LPDJH 
5.3.2. Intégration des germes possibilistes dans la diffusion des 
connaissances 
'DQV FH WUDYDLO QRXV SURSRVRQV G¶DERUGHU la question G¶LQWpJUDWLRQ des germes 
possibilistes sélectionnés en termes de mode G¶LQWpJUDWLRQHWG¶LPSDFWVXU ODPLVHjMRXUGHV
valeurs de possibilités au cours du processus de diffusion de connaissances. 
 
 &RQFHUQDQW OH PRGH G¶LQWpJUDWLRQ GHV JHUPHV SRVVLELOLVWHV GHX[ VWUDWpJLHV SHXYHQW rWUH
proposées XQHVWUDWpJLHG¶LQWpJUDWLRQ statique HWXQHVWUDWpJLHG¶LQWpJUDWLRQdynamique.  
 
 La stratégie statique duplique le raisonnement de croissance de régions en considérant les 
JHUPHV SRVVLELOLVWHV FRPPH pWDQW GHV SRLQWV G¶DQFUDJH GHV GLIIpUHQWHV FODVVHV WKpPDWLTXHV. 
L¶LQWpJUDWLRQ consiste alors à enrichir les régions contenant FHV SRLQWV G¶DQFUDJH j FKDTXH 
itération du processus de diffusion de connaissances. 
 En revanche, la stratégie dynamique remet en jeu, à chaque itération de diffusion, la 
VpOHFWLRQ GH O¶HQVHPEOH GH WRXV OHV JHUPHV SRVVLELOLVWHV &HFL VLJQLILH TX¶DYDQW FKDTXH
itération, un nouvel ensemble de germes possibilistes doit être déterminé.  
 /¶DYDQWDJH GH OD VWUDWpJLH G\QDPLTXH UpVLGH GDQV OH IDit de pouvoir remédier à un 
« mauvais » choix de germes possibilistes qui, pour la stratégie statique, risque de former des 
ilots possibilistes erronés et de les JDUGHUMXVTX¶jODILQGHODGLIIXVLRQGHFRQQDLVVDQFHV.  
 D¶un autre côté, la stratégie statique présente une forme de « mémoire temporelle » 
permettant de préserver, au fil des différentes itérations, les connaissances liées à des zones de 
faible contraste et affectées par un fort niveau de bruit.  
 
 Ces deux straWpJLHVG¶LQWpJUDWLRQVHURQWpYDOXpHVGDQVOHSDUDJUDSKHVXLYDQW 
 (QWHUPHVG¶LPSDFWGHVJHUPHVSRVVLELOLVWHVVXUOHSURFHVVXVGHPLVHjMRXUGHVYDOHXUVGH
SRVVLELOLWpQRXVSURSRVRQVG¶LQWURGXLUHXQH IRUPHGH© perturbation possibiliste » au niveau 




des vDOHXUVGHSRVVLELOLWpGHFHVJHUPHV(QHIIHWORUVTX¶XQSL[HOHVWsélectionné comme étant 
un germe possibiliste associé à une classe Cm donnée, nous proposons de transformer la 
distribution de possibilités (dans les différentes cartes possibilistes), afin de refléter le fait 
TX¶LOV¶DJLWG¶XQJHUPHSRVVLELOLVWH&HWWH© perturbation » est réalisée en attribuant la valeur 
de possibilité maximale (i.e. 1) à la classe Cm du germe considéré, et la valeur de possibilité 
minimale (i.e. 0) pour toutes les autres classes Ck, kzP&HFL VLJQLILHTXH ORUVTXH O¶pWDWGHV
connaissances permet G¶DWWULEXHUjXQSL[HOOHVWDWXWGH germe possibiliste associé à une classe 
donnée, alors  ce pixel est affecté à cette classe en levant toute IRUPH G¶incertitude ou 
G¶ambiguïté. 
5.3.3. Evaluation des performances de la diffusion intégrant les germes 
possibilistes 
 Dans ce paragraphe, nous allons XWLOLVHU O¶LPDJH GH V\QWKqVH SUpVHQWpH GDQV OH FKDSLWUH
SUpFpGHQWDILQG¶pYDOXHUO¶LPSDFWGHO¶LQWpJUDWLRQGHVJHUPHVSRVVLELOLVWHV sur le processus de 
diffusion des connaissances. Cette évaluation est réalisée en plusieurs étapes tout en 
FRQVLGpUDQWO¶LQGLFHGHFRQILDQFHFRPPHpWDQWODPHVXUHDGRSWpHSRXUODSULVHGHGpFLVLRQHW
pour la sélection des germes. Les pixels qui ne font paV SDUWLH GH O¶HQVHPEOH GHV JHUPHV
SRVVLELOLVWHV VHURQW pWLTXHWpV FRPPH pWDQW G¶XQH FODVVH © temporaire » qui est la classe de 
Rejet. 
5.3.3.1. La sélection pixelique des germes possibilistes 
 
 'DQV XQ SUHPLHU WHPSV QRXV DOORQV pYDOXHU O¶HIIHW GH OD VpOHFWLRQ SL[HOLTXH GHV JHUPHV
possibilistes. Chaque pixel est donc évalué sur la base des seules valeurs de possibilités de ce 
pixel vis-à-vis des différentes classes thématiques.   
 
 La figure 5.6 (resp. figure 5.7) montre les résultats obtenus (sous la forme de cartes 
thématiques) suite à XQH SURSDJDWLRQ GH FRQQDLVVDQFHV SDU O¶DSSURFKH GH GLIIXVLRQ GX W\SH
classe/classe de Nagao et une sélection pixelique en mode statique (resp. dynamique) des 
germes possibilistes. Trois valeurs de seuil sont utilisées dans cette figure : 0.2, 0.5 et 0.95.  
 
 Pour chacune de ces valeurs, les cartes thématiques sont illustrées à trois niveaux du 
processus de diffusion : x Niveau initial de propagation (a)  LO V¶DJLW GH O¶pWLTXHWDJH GHV SL[HOV VXLWH j OD
première itération de diffusion des connaissances (germes possibilistes associés aux 
deux classes thématiques  2EMHW HW )RQG HW SL[HOV MXJpV FRPPH Q¶pWDQW SDV GHV
germes et donc affectés à la classe Rejet) ; x Convergence de la propagation E  LO V¶DJLW GH O¶pWLTXHWDJH GHV SL[HOV VXLWH j OD
convergence finale du processus de diffusion des connaissances, et  x Classification finale F  LO V¶DJLW GH O¶pWLTXHWDJH ILQDO DSUqV OD FRQYHUJHQFH GH OD
propagation. Ici, tous les pixels précédemment étiquetés comme étant de la classe 
Rejet sont attribués jO¶XQHGHVGHX[FODVVHVWKpPDWLTXHV. 









 En ce qui concerne le mode statique de sélection des germes (figure 5.6), nous remarquons 
un fort taux de mauvaise classification, et ceci pour les différentes valeurs de seuil. Ce bruit 
de classification est lié au fait de sélectionner, dès le début de la propagation des 
connaissances, des germes erronés. Ces germes vont non seulement rester ancrés dans les 
cartes thématiques mais vont aussi influencer les valeurs de possibilité dans leurs voisinages 
VSDWLDX[LPPpGLDWV1RWRQVDXVVLTXHO¶DXJPHQWDWLRQGHODYDOHXUGHVHXLOSHUPHWGHUpGXLUH
partiellement FH EUXLW GH FODVVLILFDWLRQ HQ pYLWDQW WURS G¶HUUHXUV LQLWLDOHV, YLD O¶XWLOLVDWLRn 
massive de la classe « Rejet », tout en présentant une véritable difficulté de décision 
concernant les pixels de faibles contrastes (même avec un faible niveau de bruit).     
 
 En analysant les résultats donnés dans la figure 5.7, correspondant au mode dynamique de 
sélection des germes possibilistes, nous remarquons une légère diminution du bruit de 
classification sans toutefois pouvoir y remédier totalement.   


























Figure 5.6 : Diffusion classe/classe de Nagao avec intégration des germes (seuil = 0.2, 
0.5 et 0.95) : Sélection pixelique / mode statique. (a) Etiquetage après la première 
itération, (b) Etiquetage à la convergence et (c) Classification finale (après 
classification de tous les pixels de la classe Rejet) 
Classe rejet Fond &ODVVHG¶LQWpUrW 








































 'HV UpVXOWDWV WUqV VLPLODLUHV VRQW REWHQXV HQ FRQVLGpUDQW O¶DSSURFKH GH propagation par 
diffusion croisée des connaissances possibilistes. 
 
 Cette analyse visuelle des résultats est confirmée par les courbes représentant les taux de 
UHFRQQDLVVDQFHG¶HUUHXUHWGHUHMHW (figure 5.8) en fonction : x des différentes valeurs de seuil ; x des deux modes de sélection pixelique des germes possibilistes (statique et 




























Figure 5.7 : Diffusion classe/classe de Nagao avec intégration des germes (seuil = 0.2, 
0.5 et 0.95) : Sélection pixelique/ mode dynamique. (a) Etiquetage après la première 
itération, (b) Etiquetage à la convergence et (c) Classification finale (après 
classification de tous les pixels de la classe Rejet) 
Classe rejet Fond &ODVVHG¶LQWpUrW 
(c)  (b)  







 Nous nous concentrons donc sur les remarques décrivant le comportement  global de ces 
courbes.  
 
 /¶DQDO\VHGHFHVFRXUEHVPRQWUH : x /D VLPLODULWp GX FRPSRUWHPHQW GH FHV FRXUEHV HQ IRQFWLRQ GX PRGH G¶LQWpJUDWLRQ
statique vs. dynamique, des germes possibilistes. x Un comportement par « paliers » de confiance : nous remarquons que les valeurs 
SULVHV SDU O¶LQGLFH GH FRQILDQFH se divisent en trois paliers, et ceci avec ou sans 
intégration pixelique des germes possibilistes ainsi que pour les deux modes 
G¶LQWpJUDWLRQ/HSUHPLHUSDOLHUFRUUHVSRQGDX[IDLEOHVYDOHXUVG¶LQGLFHVGHFRQILDQFH
a >@SRXU O¶LPDJHGHV\QWKqVHFRQVLGpUpH, et comporte la majorité des pixels 
pour lesquels la classification ne présente pas de réelle difficulté. Le deuxième palier 
HVWFHOXLGHVYDOHXUVG¶LQGLFHs de confiance intermédiaires (~ [0.6, 0.9]), et comporte 
les pixels sur lesquels nous devons focaliser notre attention afin de bien les classifier. 
Finalement, le dernier palier est celui correspondant aux forts indices de confiance    
(~ [0.9, 1]), qui comporte les pixels  supposés  avoir un niveau élevé de confiance pour 
la classification possibiliste. x /¶DSSURFKH G¶LQWpJUDWLRQ SL[HOLTXH GHV JHUPHV SRVVLELOLVWHV HQ PRGH G\QDPLTXH
SHUPHWG¶DERXWLUjODERQQHFODVVLILFDWLRQGHODTXDVLtotalité des pixels ayant un faible 
Sans intégration de 
germes possibilistes 
Intégration pixelique 
des germes possibilistes 
en mode statique 
Intégration pixelique 
des germes possibilistes 

































Figure 5.8 : 7DX[GHUHFRQQDLVVDQFHG¶HUUHXUHWGHUHMHWHQIRQFWLRQGX
seuil) sans intégration et avec intégration pixelique (en modes statique et 
dynamique) des germes possibilistes au processus de propagation des 
connaissances, par diffusion classe/classe de Nagao et diffusion croisée 
 




indice de confiance, et ceci pour les deux approches de diffusion des connaissances 
possibilistes. x La diffusion croisée des connaissances permet une meilleure classification par rapport 
j O¶DSSURFKH GH GLIIXVLRQ GX W\SH classe / classe de Nagao, par les pixels ayant un 
niveau intermédiaire de confiance.  x En mode statique : les deux approches de diffusion impliquent une augmentation du 
WDX[G¶HUUHXUHQWUHHWHWFHFLTXHOle que soit la valeur du seuil. La raison de 
cette augmentation réside dans la sélection des germes possibilistes erronés, même 
pour des valeurs élevées de seuil, et qui vont influencer négativement les 
connaissances possibilistes diffusées dans leurs voisinages contextuels.   
 
 )LQDOHPHQWQRXVSRXYRQVQRWHUTX¶XQHYDOHXUGHVHXLOpJDOHjO¶XQLWpLPSOLTXHXQWDX[GH
UHFRQQDLVVDQFH GH O¶RUGUH GH  &HFL VLJQLILH TXH OD WRWDOH FHUWLWXGH SRVVLELOLVWH SL[HOLTXH
Q¶H[LVWHTXHSRXUXQHIDLEOHSURSRUWLRQGHSL[HOV 
 (Q FRQFOXVLRQ O¶DSSURFKH SL[HOLTXH QH SHUPHW SDV GH GpWHUPLQHU G¶XQH IDoRQ ILDEOH HW
HIILFDFH OHVJHUPHVSRVVLELOLVWHV'HSOXV OHFKRL[G¶XQH YDOHXURSWLPDOHGHVHXLO UHVWHXQH
question ouverte.  
5.3.3.2. La sélection contextuelle des germes possibilistes 
 La deuxième méthode que nous proposons pour la sélection des germes possibilistes 
consiste à exploiter les connaissances contextuelles comme une deuxième source de 
connaissance, en plus des connaissances pixeliques. De manière similaire aux simulations 
UpDOLVpHVSRXUO¶LQWpJUDWLon pixelique, HQXWLOLVDQWO¶LPDJHGHV\QWKqVHGXFKDSLWUHSUpFpGHQW
ODILJXUHPRQWUHOHVUpVXOWDWVHQWHUPHVG¶LPSDFWGHO¶LQWpJUDWLRQFRQWH[WXHOOHdes germes 
possibilistes en mode statique sur le processus de propagation de connaissances par diffusion 
classe/classe de Nagao. Comme nous pouvons le constater, la sélection contextuelle des 
JHUPHVSRVVLELOLVWHVUpGXLWG¶XQHIDoRQLPSRUWDQWHODVpOHFWLRQGHJHUPHVHUURQpV$LQVL nous 
remarquons la forte diminution des erreurs de classification. Cette amélioration est constatée 
quelle que soit la valeur de seuil de confiance considérée. Notons TX¶DYHFune faible valeur de 
seuil, la « quasi-totalité » des pixels fait néanmoins partLH GH O¶HQVHPEOH GHV JHUPHV
possibilistes.  
 (Q UHYDQFKH VL OD YDOHXU GH VHXLO HVW pOHYpH SURFKH GH O¶XQLWp DORUV OHV JHUPHV
sélectionnés sont essentiellement issus des zones de fort contraste, et essentiellement de faible 
bruit. De plus, et malgré la convergence du processus de propagation des connaissances, très 
peu de germes possibilistes sont engendrés aux fils des itérations.  
 
 (Q FRQVLGpUDQW OH PRGH G\QDPLTXH G¶LQWpJUDWLRQ GHV JHUPHV SRVVLELOLVWHV FRQWH[WXHOV
(figure 5.10), des résultats VLPLODLUHVVRQWFRQVWDWpV&HFLVLJQLILHTXHF¶HVWHVVHQWLHOOHPHQWOH
FDUDFWqUH FRQWH[WXHO G¶LQWpJUDWLRQ GHV JHUPHV TXL D SHUPLV G¶DPpOLRUHU G¶XQH façon 











Seuil = 0.2 
Seuil = 0.5 
Seuil = 0.95 
Classe rejet Fond &ODVVHG¶LQWpUrW 
 (b) 
Figure 5.9 : Diffusion classe/classe de Nagao avec intégration des germes (seuil = 0.2, 
0.5 et 0.95) : Sélection contextuelle / mode statique 
(a) : Etiquetage après la première itération 
(b) : Etiquetage à la convergence, et 
(c) : Classification finale (après classification de tous les pixels de la classe Rejet) 





 Notons aussi que des résultats et des conclusions identiques sont constatés lorsque la 
diffusion croisée des connaissances est appliquée à la place de la diffusion classe/classe de 
Nagao. La figure 5.11 illustre les FRXUEHVUHSUpVHQWDQWOHVWDX[GHUHFRQQDLVVDQFHG¶HUUHXUHW
de rejet en fonction du seuil, et ceci pour les deux modes de sélection contextuelle des germes 
(c) 
 (a) 
Seuil = 0.2 
Seuil = 0.5 
Seuil = 0.95 
Figure 5.10 : Diffusion classe/classe de Nagao avec intégration des germes (seuil = 
0.2, 0.5 et 0.95) : Sélection contextuelle / mode dynamique  
(a) : Etiquetage après la première itération 
(b) : Etiquetage à la convergence, et  
(c) : Classification finale (après classification de tous les pixels étiquetés Rejet) 
Classe rejet Fond &ODVVHG¶LQWpUrW 
 (b) 




possibilistes (statique et dynamique), et les deux stratégies de propagation des connaissances 




(statique et dynamique) sont similaires dans les deux approches de propagation des 
connaissances (diffusion classe/cODVVHGH1DJDRHWGLIIXVLRQFURLVpH'HSOXV O¶amélioration 
GHV SHUIRUPDQFHV DSSRUWpH SDU O¶DSSURFKH GH GLIIXVLRQ FURLVpH SDU UDSSRUW j O¶DSSURFKH GH
diffusion classe/classe de Nagao) est maintenue, voire un peu renforcée de presque 2% en 
termes de taux de reconnaissance, dans les paliers de faibles iQGLFHV HW G¶LQGLFHV
intermédiaires de confiance.  
5.3.3.3. La sélection contextuelle à seuil variable des germes possibilistes  
 Deux conclusions essentielles, liées aux méthodes de sélection pixelique des germes 
possibilistes, peuvent être formulées.  
'¶DERUG LO D été clairement montré que les connaissances possibilistes au seul niveau 
pixelique ne permettent pas de réaliser un choix fiable des germes possibilistes.  
 La deuxième conclusion est liée à la difficulté de choisir une valeur de seuil de confiance 
permetWDQW OD VpOHFWLRQ GHV JHUPHV (Q HIIHW XQH IDLEOH YDOHXU LPSOLTXH O¶LQWpJUDWLRQ G¶XQ
nombre important de germes possibilistes erronés, essentiellement dans les zones fortement 
Sans intégration de 
germes possibilistes 
Intégration contextuelle des 
germes possibilistes en mode 
statique 
Intégration contextuelle 


































Figure 5.11 : 7DX[GHUHFRQQDLVVDQFHG¶HUUHXUHWGHUHMHWIRQFWLRQGXVHXLOVDQV
intégration et avec intégration contextuelle (modes statique et dynamique) des germes 
possibilistes au processus de propagation des connaissances par diffusion classe/classe 
de Nagao et diffusion croisée 




EUXLWpHV(Q UHYDQFKH OHFKRL[G¶XQHJUDQGH YDOHXUGHVHXLO GH FRQILDQFH QHSHrmet pas la 
ERQQHUHFRQQDLVVDQFHGHVREMHWVG¶LQWpUrWGDQVOHV]RQHVGHIDLEOHFRQWUDVWHRSHXGHJHUPHV
sont identifiés).  
 
 /H FKRL[ G¶XQH VWUDWpJLH G\QDPLTXH GH VpOHFWLRQ GHV JHUPHV SRVVLELOLVWHV D SHUPLV de 
remédier légèrement ces deux « défauts » sans pourtant apporter une réponse satisfaisante 
concernant la méthode optimale de sélection des germes en termes de choix optimal de la 
valeur de seuil. 
 
 Dans ce paragraphe, nous proposons de remédier à ce problème en adoptant une valeur de 
VHXLO YDULDEOH HQ IRQFWLRQ GH O¶pYROXWLRQ GHV LWpUDWLRQV GH GLIIXVLRQ GHV FRQQDLVVDQFHV (Q
effet, deux stratégies peuvent être envisagées : x Adopter une valeur initiale de seuil SURFKH GH O¶XQLWp et faire diminuer de manière 
progresVLYHFHWWHYDOHXUDX IXUHWj PHVXUHGH O¶pYROXWLRQGHV LWpUDWLRQV de diffusion 
des connaissances. x Adopter une faible valeur initiale (proche de zéro) et faire augmenter de manière 
SURJUHVVLYH FHWWH YDOHXU GH VHXLO DX IXU HW j PHVXUH GH O¶pYROXWLRQ GHV LWpUDWLRQV GH
diffusion des connaissances. 
 
 /D SUHPLqUH VWUDWpJLH SHUPHWWUD G¶LGHQWLILHU GqV OH GpPDUUDJH GX SURFHVVXV GH GLIIXVLRQ
les germes possibilistes les plus fiables. Par conséquent en modifiant leurs valeurs de 
SRVVLELOLWp FHV JHUPHV YRQW FRQWULEXHU G¶XQH IDoRQ SOXV LPSRUWDQWH j OD PLVH à jour des 
valeurs de possibilité dans leurs voisinages immédiats.  
 
 En revanche, la deuxième stratégie est appelée à identifier les germes possibilistes dans les 
]RQHVGH IDLEOHFRQWUDVWHFHTXLDXUDSRXUHIIHWGHUHQIRUFHU ODGpWHFWLRQGHVREMHWVG¶LQWpUrW
dans ces zones (au risque de créer des germes erronés).      
 
 Les résultats obtenus en appliquant des seuils de confiance décroissants en fonction des 
itérations, de manière linéaire, sont illustrés dans la figure 5.12 (resp. 5.13) en considérant une 
propagation de connaissances par diffusion classe/classe de Nagao (resp. croisée). Notons que 
FHVUpVXOWDWVVRQWGRQQpVHQ IRQFWLRQGXQRPEUHG¶LWpUDWLRQVFRQVLGpUpHVD[HVGHVDEVFLVVHV
sur ces deux figures).  
 
 Nous remarquons la bonne convergence, au bout de 25 itérations, GH O¶DSSURFKH GH
diffusion des connaissances du type classe/classe de Nagao en termes de : x diminution asymptotique du taux de rejet vers une valeur minimale ; x dpWHFWLRQGHVREMHWVG¶LQWpUrWSRXUGHGLIIpUHQWHVWDLOOHV.  
 
 'DQV OH FDV GH OD GLIIXVLRQ GHV FRQQDLVVDQFHV EDVpH VXU O¶DSSURFKH FURLVpH QRXV
remarquons que la forte diminution du bruit de classification est obtenue au détriment de la 
GpWHFWLRQGHVREMHWVG¶LQWpUrWGDQV OHV]RQHVGH IDLEOHFRQWUDVWH'HSOXVQRXVFRQVWDWRQV OD
forte déformation du FRQWRXUGHVREMHWVG¶LQWpUrW, surtout dans les zones de fort contraste et de 
faible bruit.  




 &H FRPSRUWHPHQW OLp j O¶LQWpJUDWLRQ GHV JHUPHV SRVVLELOLVWHV VLJQLILH TXH ces derniers 
apportent une « surinformation » au processus de propagation des connaissances du type 
diffusion croisée, et qui joue un rôle plutôt destructeur SRXU OD GpWHFWLRQ G¶REMHWV G¶LQWpUrW
dans les zones supposées sans véritable difficulté. ,O V¶DJLW GH ]RQH VDQV EUXLW HW GH IDLEOH




   
Figure 5.12 (IIHWG¶LQWpJUDWLRQFRQWH[WXHOOHVWDWLTXHHWG\QDPLTXHGHV
germes possibilistes avec seuil de décision décroissant et diffusion classe/classe de 



























Etiquetage à la convergence 
(Germes & Rejet) 





































augmenter de IDoRQ SURJUHVVLYH FHWWH YDOHXU GH VHXLO DX IXU HW j PHVXUH GH O¶pYROXWLRQ GHV
itérations. Les résultats obtenus par cette stratégie sont illustrés dans les figures 5.14 et 5.15.  
 
 La figure 5.14 (resp. 5.15) représente les performances de cette stratégie en considérant le 
processus de propagation des connaissances possibilistes par diffusion du type classe/classe 
de Nagao (resp. diffusion croisée).  
 
 /¶DQDO\VHGHFHVUpVXOWDWVPRQWUH : x Une convergence des résultats (en termes de taux de reconnaissance, tDX[G¶HUUHXUHW
taux de rejet) en moins de deux itérations de diffusion, et ceci dans tous les cas. x Un taux de reconnaissance qui atteint 97% dès la première itération de diffusion (on 
UDSSHOOH TXH OH WDX[ GH UHFRQQDLVVDQFH LQLWLDO DYDQW O¶DSSOLFDWLRQ GX processus de 
diffusion des connaissances) est de 85%. x Une forte diminution des inconvénients constatés lorsque la stratégie décroissante de 
choix de seuil est appliquée (en termes de diminution du bruit de classification, de 
Figure 5.13 (IIHWG¶LQWpJUDWLRQFRQWH[WXHOOHVWDWLTXHHWG\QDPLTXHGHV




























Etiquetage à la convergence 
(Germes & Rejet) 

































GpWHFWLRQ G¶REMHWV G¶LQWpUrW dans les zones de faible contraste, et de déformation de 
FRQWRXUVGHVREMHWVG¶LQWpUrWGpWHFWpV 
 
'¶DSUqV OHV UpVXOWDWV REWHQXV FRQFHUQDQW OD TXHVWLRQ G¶LQWpJUDWLRQ GHV JHUPHV SRVVLELOLVWHV
QRXVSRXYRQVIRUPXOHUO¶HQVHPEOHGHVFRQFOXVLRQVVXLYDQWHV : x La  sélection de germes possibilistes fiables ne peut être réalisée sur la seule base des 
connaissances possibilistes pixeliques. Une approche contextuelle apporte une solution 
efficace à cette question. x /H FKRL[ G¶XQ VHXLO FURLVVDQW HQ IRQFWLRQ GHV LWpUDWLons de propagation des 
connaissances possibilistes, évite la question problématique de choix de la valeur de 
seuil, tout en produisant des solutions de meilleure qualité en termes de taux de 
reconnaissance, et de vitesse de convergence.  x /¶DSSURFKH G\QDPLTXH G¶LQWpJUDWLRQ GHV JHUPHV SRVVLELOLVWHV VHPEOH DERXWLU j GHV
résultats de qualité « légèrement » meilleure TXH O¶DSSURFKH VWDWLTXH /D UDLVRQ GH
FHWWH DPpOLRUDWLRQ UpVLGH GDQV OH IDLW GH SRXYRLU PLQLPLVHU O¶HIIHW G¶XQH VpOHFWLRQ
erronée des germes. Notons que la façon dont nous avons proposée de modifier les 
distributions de possibilités associées aux germes VpOHFWLRQQpV HVW j O¶RULJLQH GH OD





germes possibilistes avec seuil de décision croissant et diffusion de connaissance 



























Etiquetage à la convergence 
(Germes & Rejet) 


































5.4. Application aux images mammographiques  
5.4.1. Résultats obtenus 
  Dans ce chapitre, nous nous sommes concentrés sur le système de décision, qui fait partie du 
V\VWqPH JOREDO GH VHJPHQWDWLRQ G¶LPDJHV PDPPRJUDSKLTXHV (Q SDUWLFXOLHU QRXV DYRQV
pWXGLpO¶LQWpUrWGHO¶LQWpJUDWLRQGHVJHUPHVSRVVLELOLVWHVGDQVOHSURFHVVXVGHSURSDJDWLRQGHV
connaissances, via les deux approches de diffusion classe/classe de Nagao et croisée. 
/¶DUFKLWHFWXUH GX V\VWqPH GH SURSDJDWLRQ GH FRQQDLVVDQFHs et de segmentation est donc 
donnée dans la figure 5.16.    
 3DUFRQVpTXHQWOHV\VWqPHGHGpFLVLRQUpDOLVHGHX[IRQFWLRQQDOLWpV'¶DERUGLOV¶DJLWGHOD
VpOHFWLRQGHVJHUPHVSRVVLELOLVWHVGDQVO¶REMHFWLIG¶DSSRUWHUDXSURFHVVXVGHSURSDJDWLRQ OHV
informations certaines destinées à améliorer et à accélérer la convergence de ce processus.  
 La deuxième fonctionnalité consiste à réaliser une classification pixelique globale (sur la 
base des cartes possibilistes) en adoptant la règle de possibilité maximale. Le résultat de cette 
classification est destiné à alimenter OH V\VWqPHG¶pYDOXDWLRQTXL HVWHQFKDUJHGH YDOLGHU OD
PLVH j MRXU GHV FRQQDLVVDQFHV SRVVLELOLVWHV HW GH GpFLGHU GH O¶LQWpUrW GH SRXUVXLYUH OH
processus de propagation.     
Figure 5.15 (IIHWG¶LQWpJUDWLRQFRQWH[WXHOOHVWDWLTXHHWG\QDPLTXHGHVJHUPHV



























Etiquetage à la convergence 
(Germes & Rejet) 




































SRVVLELOLVWHV REWHQXHV j O¶LWpUDWLRQ W, HW GH FRPSDUHU O¶pYROXWLRQ GHV UpVXOWDWV GH OD
segmentation entre les deux itérations (t) et (t+1). Si cette évolution, en termes du nombre de 
pixels étiquetés (ou en termes de pixels étiquetés « Rejet ») se stabilise, alors le système 
G¶pYDOXDWLRQPHWWUD un terme au processus de propagation des connaissances possibilistes et 
fournira, HQVRUWLHO¶LPDJHDLQVLVHJPHQWpH 
 
 &RPPH QRXV O¶DYRQV SUpFLVp GDQV OH SDUDJUDSKH SUpFpGHQW DXFXQ SDUDPqWUH Q¶HVW
QpFHVVDLUHDXSURFHVVXVGHVpOHFWLRQHWG¶LQWpJUDWLRQGHs germes possibilistes. Par conséquent, 
O¶DUFKLWHFWXUH de segmentation SURSRVpHQ¶LPSOLTXHDXFXQH LQWHUYHQWLRQGH O¶H[SHUW, sauf en 
ce qui concerne le choix des distributions de possibilités initiales.  
 
 'DQVFHSDUDJUDSKHQRXVSURSRVRQVG¶pYDOXHUOHVSerformances du système proposé pour 
ODVHJPHQWDWLRQGHUpJLRQVG¶LQWpUrWLH]RQHVGHVXUGHQVLWpVGDQVODJODQGHPDPPDLUH&HW
REMHFWLI HVW PHQpVDQVDSSRUWHUGHGLDJQRVWLFFRQFHUQDQW O¶DQRUPDOLWpGHV UpJLRQVGpWHFWpHV




Cartes possibilistes (t) 
 












Figure 5.16 : ,QWpJUDWLRQGHVJHUPHVSRVVLELOLVWHVGDQVO¶DSSURFKHLWpUDWLYHGH
VHJPHQWDWLRQG¶LPDJHV 




 Précisons, toutefois, que sur les mammogrammes numérisés, une surdensité correspond à 
une région de fort contraste. Cette description, peu précise, est tout à fait caractéristique de la 
UpDOLWp (Q HIIHW OHV VXUGHQVLWpV G¶LQWpUrW SHXYHQW DYRLU VXU OH FOLFKp GLYHUV QLYHDX[ GH
FRQWUDVWHVHORQOHXUQDWXUHODQDWXUHGXVHLQGHQVHRXFODLUH« 
 0DOJUpFHODOHFRQWUDVWHFRQVWLWXHG¶DSUqVOHVH[SHUWVPpGLFDX[ODFDUDFWéristique la plus 
pertinente pour extraire ces régions G¶LQWpUrW>163].   
 
 $ILQ G¶pYDOXHU O¶approche de segmentation proposée, nous avons extrait un ensemble de 
VHSW LPDJHV UHSUpVHQWDWLYHV GHV UpJLRQV G¶LQWpUrW (figure 5.17), à partir de la base G¶LPDJHs 
MIAS fournie par la société savante anglaise (Mammographic Image Analysis Society). Cette 
société IRFDOLVH VHVDFWLYLWpV VXU OD WKpPDWLTXHGH O¶DQDO\VHHWGH O¶LQWHUSUpWDWLRQGHV LPDJHV
mammographiques.  
 
 La représentativité des images sélectionnées est considérée en termes de forme et nature 
des masses contenues dans ces images, DLQVL TX¶HQ WHUPHV GH FRQWUDVWH GH Fes masses par 




 /HVUpVXOWDWVGH O¶DSSURFKHGHVHJPHQWDWLRQSURSRVpHVRQWGRQQpVGDQV OHV ILJXUHV - 
figures 5.24. Dans chacune de ces figures, nous illustrons : x l¶LPDJHRULJLQDOHHQD ; x OHVFRQWRXUVGHVUpJLRQVG¶LQWpUrWGpWHFWpHVSDUO¶DSSURFKHFODVVLTXHGHFODVVLILFDWLRQ
par le critère de décision du maximum de possibilité appliqué sur les cartes 
possibilistes initiales, en (b) ; x lHV FRQWRXUV GHV UpJLRQV G¶LQWpUrW GpWHFWpHV SDU O¶DOJRULWKPH GH SURSDJDWLRQ GHV
connaissances possibilistes par diffusion classe/classe de Nagao, resp. diffusion 
croisée, sans intégration de germes possibilistes en (c), resp. (e), et 




(Résolution de 50 µm, codage sur 8 bits) 
Test-1 
Test-7 




x lHV FRQWRXUV GHV UpJLRQV G¶LQWpUrW GpWHFWpHV SDU O¶DOJRULWKPH GH SURSDJDWLRQ GHV
connaissances possibilistes par diffusion classe/classe de Nagao, resp. diffusion 
croisée, avec intégration de germes possibilistes en (d), resp. (f). La méthode de 
sélection des germes possibilistes est celle que nous avons identifiée comme étant la 
plus efficace et la plus fiable en termes des résultats parmi les démarches testées (i.e. 







connaissances (en termes de délimitation des frontières de la zone tumorale) - image Test-1 : 
(a) Image originale  
(b) Segmentation par possibilité maximale sans diffusion de connaissances  
(c) Diffusion classe/classe de Nagao sans intégration de germes 
(d) Diffusion classe/classe de Nagao avec intégration de germes 
(e) Diffusion croisée sans intégration de germes 
(f) Diffusion croisée avec intégration de germes 
(f) (e) 















connaissances (en termes de délimitation des frontières de la zone tumorale) - image Test-2 :  
(a) Image originale  
(b) Segmentation par possibilité maximale sans diffusion de connaissances  
(c) Diffusion classe/classe de Nagao sans intégration de germes 
(d) Diffusion classe/classe de Nagao avec intégration de germes 
(e) Diffusion croisée sans intégration de germes 
(f) Diffusion croisée avec intégration de germes 
 ( ) 
( ) ( ) 
(f) (e) 















connaissances (en termes de délimitation des frontières de la zone tumorale) - image Test-3 : 
(a) Image originale  
(b) Segmentation par possibilité maximale sans diffusion de connaissances  
(c) Diffusion classe/classe de Nagao sans intégration de germes 
(d) Diffusion classe/classe de Nagao avec intégration de germes 
(e) Diffusion croisée sans intégration de germes 

















Figure 5.21 : (IIHWG¶LQWpJUDWLRQGHVJHUPHVSRVVLELOLVWHVVXUODSURSDJDWLRQGHV
connaissances (en termes de délimitation des frontières de la zone tumorale) - image Test-4 :  
(a) Image originale  
(b) Segmentation par possibilité maximale sans diffusion de connaissances  
(c) Diffusion classe/classe de Nagao sans intégration de germes 
(d) Diffusion classe/classe de Nagao avec intégration de germes 
(e) Diffusion croisée sans intégration de germes 



















connaissances (en termes de délimitation des frontières de la zone tumorale) - image Test-5 :  
(a) Image originale  
(b) Segmentation par possibilité maximale sans diffusion de connaissances  
(c) Diffusion classe/classe de Nagao sans intégration de germes 
(d) Diffusion classe/classe de Nagao avec intégration de germes 
(e) Diffusion croisée sans intégration de germes 



















connaissances (en termes de délimitation des frontières de la zone tumorale) - image Test-6 : 
(a) Image originale  
(b) Segmentation par possibilité maximale sans diffusion de connaissances  
(c) Diffusion classe/classe de Nagao sans intégration de germes 
(d) Diffusion classe/classe de Nagao avec intégration de germes 
(e) Diffusion croisée sans intégration de germes 


















connaissances (en termes de délimitation des frontières de la zone tumorale) - image Test-7 : 
(a) Image originale  
(b) Segmentation par possibilité maximale sans diffusion de connaissances  
(c) Diffusion classe/classe de Nagao sans intégration de germes 
(d) Diffusion classe/classe de Nagao avec intégration de germes 
(e) Diffusion croisée sans intégration de germes 








 En analysant ces résultats, nous pouvons constater : x /DUpGXFWLRQSDUUDSSRUWjO¶DSSURFKHGHVHJPHQWDWLRQSRVVLELOLVWHFODVVLTXH(donnée 
en (b)), des régions de fausse alarme, i.e. petites régions étiquetées comme étant des 
UpJLRQV G¶LQWpUrW SRXU OHV TXDWUH DSSURFKHV proposées. Cette réduction, due 
essentiellement à la propagation des connaissances possibilistes, est accompagnée par 
une meilleure ORFDOLVDWLRQYLVXHOOHGHVFRQWRXUVGHVUpJLRQVG¶LQWpUrW. x /DIRUWHVHQVLELOLWpGHO¶DSSURFKHGHGLIIXVLRQGXW\SHclasse/classe de Nagao, ((c) et 
(d)), aux variations locales des contours, essentiellement dans les images fortement 
texturées, ce qui rend ces contours moins « lisses ªTXHFHX[ORFDOLVpVSDU O¶DSSURFKH
de diffusion croisée ((e) et (f)).  x /¶HIIHWGHO¶LQWpJUDWLRQGHVJHUPHVSRVVLELOLVWHVGHYLHQWFODLUHPHQWYLVLEOHpOLPLQDWLRQ
GH IDXVVHV DODUPHV ILQH ORFDOLVDWLRQ GHV FRQWRXUV « ORUVTXH OHV images sont 
fortement texturées, HW FRPSRUWHQW GHV UpJLRQV G¶LQWpUrW GH IDLEOH FRQWUDVWH FRPPH
F¶HVW OHFDVSRXU OHV LPDJHV7HVW-6 et Test-7. Cet effet est moins visible dans le cas 
contraire (cas des images Test-1, Test-3 et Test-4).    
 
 Dans tous les FDV O¶DQDO\VHYLVXHOOH des résultats de segmentation, suite à la propagation 
des connaissances, montre le grand intérêt de la diffusion des connaissances intégrant des 
JHUPHV SRVVLELOLVWHV 1RWRQV SDUWLFXOLqUHPHQW TX¶LO V¶DJLW G¶XQH LQWpJUDWLRQ WRWDOHPHQt 
automatique, TXL QH QpFHVVLWH SDV O¶LQWHUYHQWLRQ GH O¶H[SHUW, ni pour localiser les germes 
initiaux ni pour ajuster le paramètre de seuillage.    
 
 1RWUH REMHFWLI HVW GH PRQWUHU O¶LQWpUrW GH OD GLIIXVLRQ SRVVLELOLVWH GHV FRQQDLVVDQFHV HQ
VHJPHQWDWLRQ G¶LPDJHV /¶DSSOLFDWLRQ DX[ LPDJHV PDPPRJUDSKLTXHV FRQVWLWXH O¶XQH GHV
applications potentielles du travail réalisé. Par conséquent, nous nous focalisons 
HVVHQWLHOOHPHQW VXU O¶DSSURFKH SURSRVpH HW VXU OHV UpVXOWDWV REWHQXV HQ WHUPHV G¶LPDJHV
segmentées. La diPHQVLRQ OLpH DX GLDJQRVWLF PpGLFDO VXLWH j O¶DQDO\VH GHV LPDJHV
mammographiques reste toujours à la charge des experts médicaux.  
 En effet, les attentes de ces experts concernent O¶DLGH que le traitement peut leur apporter 
en identifiant au mieux les « zones suspectes ».   
 1RWRQVjFH VWDGHTX¶DILQG¶pYDOXHU OHVSHUIRUPDQFHVHW ODUREXVWHVVHGHVDOJRULWKPHVGH
segmentation, plusieurs critères peuvent être utilisés [164]. Le principe général de ces critères 
FRQVLVWH j FRPSDUHU OH UpVXOWDW GH OD VHJPHQWDWLRQ UpDOLVpH SDU O¶DOJRULWKPH DYHF celui issu 
G¶XQHVHJPHQWDWLRQUpDOLVpHSDUXQRXplusieurs experts médicaux. Selon leurs natures, cette 
évaluation peut être classée en deux catégories : qualitative ou quantitative. 
 
 /¶pYDOXDWLRQ qualitative consiste à comparer visuellement le résultat de segmentation 
REWHQX SDU O¶DOJRULWKPH considéré, avec celui fourni par le radiologue. Grâce à son 
H[SpULHQFH OH UDGLRORJXH D OH U{OH G¶pYDOXHU Ge manière visuelle la robustesse de la 
VHJPHQWDWLRQ$WLWUHG¶H[HPSOHFHSULQFLSHG¶pYDOXDWLRQDpWpXWLOLVpGDQV>, 59]. 
 
 En ce qui FRQFHUQHO¶pYDOXDWLRQquantitative, elle nécessite de disposer G¶XQH© référence» 
de la région tumorale à détecter. Cette vérité de terrain est « garantie » par un expert et, en 





une telle évaluation, différents critères ont été utilisés dans la littérature.  
 
 Certains travaux se basent sur la matrice de confusion, ou tout simplement sur le taux des 
vrais positifs (Vp) et sur le taux des faux positifs (Fp) [165]. $WLWUHG¶H[HPSOHFHGHUQLHUD 
été utilisé dans [74], où les auteurs déterminent les Vp et Fp en mesurant la surface de la 
zone tumorale détectée. /¶XWLOLVDWLRQGHFHFULWqUHVXSSRVHTXHOHUD\RQGHFHUFOHHQWRXUDQW la 
région suspecte est approximatif et il ne représente pas ses vrais contours. Pour cette raison, 
les auteurs ont supposé que la surface de la zone détectée doit être supérieure à une certaine 
portion (0.3) de la zone séleFWLRQQpHSDUO¶H[SHUWSRXUDYRLUXQ9S6LOD]RQHGpWHFWpHQ¶DSDV
G¶LQWHUVHFWLRQ DYHF OD ]RQH IRXUQLH SDU O¶H[SHUW HOOH HVW FRQVLGpUpH FRPPH )S Nous 
constatons que la portion choisie représente un paramètre dont le choix est variable selon les 
opérateurs. De plus, cette évaluation ne tient pas compte des vrais négatifs (Vn) qui sont les 
résultats négatifs de détection des régions non tumorales (pixels, zones) et des faux négatifs 
(Fn) qui expriment les résultats négatifs de la fausse détection des régions tumorales. En ce 
qui concerne la matrice de confusion, elle est constituée des taux de vrais négatifs (Vn), de 
faux positifs (Fp), de faux négatifs (Fn) et de vrais positifs (Vp). A partir de ces mesures, la 
SUREDELOLWpGH ODSUpVHQFHG¶XQH anomalie et la probabilité d¶DEVHQFHGHFHWWHGHUQLqUHGDQV









$WLWUHG¶H[HPSOHFHFULWqUHjpWpXWLOLVpGDQVOHWUDYDLOde [12, 34]. 
 
Cette brève analyse des méthodes G¶pYDOXDWLRQQRXVPqQHjODFRQFOXVLRQVXLYDQWH : 
 Quel TXHVRLWOHFULWqUHG¶pYDOXDWLRQXWLOLVpH LOGpSHQGHVVHQWLHOOHPHQWGHODFRQQDLVVDQFH
IRXUQLH SDU O¶H[SHUW, qui constitue la vérité WHUUDLQ &HWWH FRQQDLVVDQFH G¶H[SHUW IRUPH XQH
vision a priori sur la région recherchée. 
 
 Pour cette raison et DILQG¶pYDOXHUO¶DSSRUW de la méthode proposée, nous ne considèreront 
que les algorithmes qui ont déjà été validés par les radiologues et qui sont largement utilisés 
en segmentation de mammographie. Nous optons pour une comparaison qualitative de nos 
résultats avec ceux qui sont obtenus par ces algorithmes. Rappelons que les experts 
FRQVLGqUHQWTX¶XQHPpWKRGHGHVHJPHQWDWLRQHVW© bonne » si cette méthode permet un taux 
de reconnaissance pixelique supérieur ou égal à 60%. A ce titre, la grande majorité des 
PpWKRGHVGHVHJPHQWDWLRQG¶LPDJHVPDPPRJUDSKLTues vérifie cette exigence médicale.    
   
 Par conséquent, et afin de montrer la qualité des résultats obtenus, nous allons réaliser leur 
comparaison avec ceux obtenus par trois méthodes « classiques ªHQVHJPHQWDWLRQG¶LPDJHV
mammographiques : la méthode level-set, la méthode des Fuzzy C-Means et la méthode de 
segmentation par croissance de régions. Rappelons brièvement le principe de ces trois 
méthodes de segmentation. 
 




a. La méthode Level-Set  
 
 La méthode Level-Set décrite dans le chapitre1 (section 3.2.2), est une méthode de 
VLPXODWLRQ QXPpULTXHXWLOLVpHSRXU O¶pYROXWLRQGHVFRXUEHVHWGHV VXUIDFHVGDQV OHGRPDLQH
discret [166]. Cette méthode permet de localiser les contours en gérant le problème des 
changements de topologie en respectant les cavités, concavités, le découpage / la fusion et la 
convolution [167]. 
 
 /¶LGpH GH EDVH de FHWWH PpWKRGH SRXU OD VHJPHQWDWLRQ G¶LPDJHV FRQVLVWH j XWLOLVHU XQH
fonction de surface, en prenant son intersection avec le plan-zéro (figure 5.25). Ceci signifie 
que les modifications sur les contours sont transformées en des modifications sur cette 
fonction 3D. 
             
 
 R. B. Dubey et al. [168] ont appliqué cette méthode pour la segmentation des images 
mammographiques afin de localiser les contours des lésions potentielles. Les résultats, validés 
par un expert, montrent que cette méthode permet la localisation des contours des régions 
G¶LQWpUrW DYHF VXFFqV /D FRQFOXVLRQ GH R. B. Dubey et al. [168] est de considérer 
O¶DSSOLFDWLRQ GH OD PpWKRGH Level-6HW FRPPH XQ ERQ RXWLO G¶DLGH, offrant l¶DYDQWDJH GH
fournir au radiologue un diagnostic précis. Cependant, la sensibilité de cette méthode au bruit 
QpFHVVLWH G¶LQWURGuire une étape de prétraitement O¶XWLOLVDWLRQ G¶XQ ILOWUH JDXVVLHQ GH
prétraitement a été proposé dans [168]) DLQVL TX¶XQH LQWHUYHQWLRQ ILQH SRXU OH UpJODJH GHV
paramètres de segmentation. 
 
 8Q GHX[LqPH LQFRQYpQLHQW GH FHWWH PpWKRGH UpVLGH GDQV OH IDLW TX¶HOOH HVW coûteuse en 
WHPSVG¶H[pFXWLRQFHTXLV¶DYqUHêtre un obstacle pour une large utilisation [168]. 
 
b. La méthode Fuzzy C-Means (FCM) 
 /DPpWKRGHGHVHJPHQWDWLRQEDVpHVXUO¶DOJRULWKPHFuzzy C-Means (FCM) présentée dans 
chapitre1 (section 3.2.1), SHUPHW G¶REWHQLU XQH SDUWLWLRQ IORXH GH O¶LPDJH en attribuant à 
chaque SL[HOXQGHJUpG¶appartenance à une classe donnée. Cet algorithme génère les classes 
par un processus itératif en minimisant une fonction objectif.  
 Cet algorithme a été appliqué dans le travail de H.A. Ella et al. [58], ainsi que dans celui de 
A.E. Hassanien et al. [59], GDQV O¶REMHFWLI GH UpDOLVHU OD VHJPHQWDWLRQ GHV PDVVHV GDQV OHV









images mammographiques. Dans ces deux applications, l¶pYDOXDWLRQGHs performances, jugées 
de bonnes qualités, a été UpDOLVpHG¶XQHIDoRQqualitative par un expert.  
 
c. La méthode de Croissance de régions 
 
 /D PpWKRGHGHVHJPHQWDWLRQG¶LPDJHSDUFURLVVDQFHGH UpJLRQV décrite dans le chapitre1 
(section 3.2.5), consiste à sélectionner, manuellement, des « germes » désignant des points 
G¶DQFUDJHSHUPHWWDQWO¶LQLWLDOLVDWLRQSRXUODVHJPHQWDWLRQGHVUpJLRQVFRQWHQXHVGDQVO¶LPDJH
(QIRQFWLRQG¶XQFULWqUHGHPHVXUHGHVLPLODULWpXQHUpJLRQFURLWG¶XQHPDQLqUHLWpUDtive en 
fusionnant les pixels similaires et adjacents aux germes de départ.  
 
 $ WLWUH G¶H[HPSOH OD GLIIpUHQFH HQWUH OD PR\HQQH G¶LQWHQVLWp G¶XQH UpJLRQ HW O¶LQWHQVLWp
G¶XQSL[HODGMDFHQWQRQFODVVppeut être considérée pour mesurer la similarité entre ce pixel et 
la région adjacente. Un seuil de décision (défini de manière empirique) est ensuite appliqué 
VXUFHWWHGLIIpUHQFHGHOXPLQRVLWpDILQG¶LQWpJUHURXQRQXQSL[HOjODUpJLRQDGMDFHQWH  
 Les performances de cette approche pour la segmentation G¶LPDJHV PDPPRJUDSKLTXHV 
sont jugées de bonne qualité [73-74]. Néanmoins, cette approche devient inefficace en 
présence de petites régions avec des contours flous et un faible contraste [26, 72, 74]. 
5.4.2. Comparaison des résultats de segmentation 
 'DQV OD ILJXUHQRXVDYRQVSRUWp OHV UpVXOWDWVGH O¶DSSOLFDWLRQGHFHV WURLV PpWKRGHV
ainsi que de la méthode proposée (par diffusion croisée avec intégration contextuelle, 
dynamique et seuil croissant) pour la segmentation des images mammographiques de test.  
 
 /¶DQDO\VH GH FHV UpVXOWDWV PRQWUH OD VXSpULRULWp GH OD PpWKRGH SURSRVpH SDU UDSSRUW DX[
trois autres PpWKRGHV (Q HIIHW O¶DSSURFKH SURSRVpH SHUPHW G¶pOLPLQHU GHV SHWLWHV UpJLRQV
« fausse alarme ª TXL VRQW pWLTXHWpHV FRPPH REMHW G¶intérêt, '¶DXWUH part, les contours 
obtenus sont plus fins et mieux localisés surtout dans les zones texturées. '¶DLOOHXUV elles 
exploitent un niveau de connaissances similaire au niveau adopté par la méthode proposée. En 
HIIHWFHVTXDWUHPpWKRGHVQ¶H[SORLWHQWDXFXQHVRXUFHGHFRQQDLVVDQFHVVpPDQWLTXHVFRPPH
les résultats de la détection de contours, par exemple.  
 
 De plus, la méthode propoVpHQHFRPSRUWHDXFXQSDUDPqWUHj UpJOHUSDU O¶H[SHUW FHTXL
Q¶HVWSDVOHFDVGHVPpWKRGHVGHFURLVVDQFHGHUpJLRQVHWGH/HYHO-Set. Par conséquent, à un 
QLYHDX GH FRPSOH[LWp FRPSDUDEOH F¶HVW OD PpWKRGH GH VHJPHQWDWLRQ EDVpH VXU O¶DOJRULWKPH
FCM qui est la plus proche de la méthode proposée.  
 /¶DQDO\VH GHV UpVXOWDWV LOOXVWUpV GDQV OD ILJXUH  PRQWUH TXH OD PpWKRGH )&0 HVW OD
moins performante des quatre méthodes évaluées.  
 


























5.5. Conclusions  
 Dans ce chapitre, nous nous sommes concentrés sur le système de décision et plus 
précisément, sur la sélection des germes possibilistes permettant de renforcer le processus de 
propagation des connaissances. 
 Après avoir analysé les règles de décision possibiliste, ce chapitre a abordé la 
problématique de sélection des germes possibilistes. Nous avons clairement montré 
O¶LQHIILFDFLWp GHV FRQQDLVVDQFHV SRVVLELOLVWHV DX QLYHDX SL[HOLTXH VHXO SRXU OD VpOHFWLRQ GHV
germes poVVLELOLVWHVG¶XQHIDoRQILDEOH 
 Pour remédier à ce problème, nous avons proposé une approche permettant la sélection des 
JHUPHV VXU OD EDVH GHV FRQQDLVVDQFHV SRVVLELOLVWHV FRQWH[WXHOOHV /¶LQWpJUDWLRQ GHV JHUPHV
sélectionnés au processus de propagation des connaissances possibilistes est réalisée de 
manière G\QDPLTXH F¶HVW-à-dire, en remettant HQ MHX OD WRWDOLWp GH O¶HQVHPEOH GHV JHUPHV
précédemment sélectionnés à chaque itération de diffusion 'H SOXV GDQV O¶DSSURFKH
proposée, HW DILQ G¶pYLWHU O¶XWLOLVDWLRQ GH SDUDPqWUHV j UpJOHU SDU XQ H[SHUW QRXV DYRQV
SURSRVp O¶XWLOLVDWLRQ G¶XQ VHXLO YDULDEOH TXL pYROXH de façon croissante en fonction des 
itérations de mise à jour des connaissances possibilistes. 
 )LQDOHPHQW O¶DSSOLFDWLRQ VXU XQ HQVHPEOH UHSUpVHQWDWLI G¶LPDJHV PDPPRJUDSKLTXHV, 
FRPSRUWDQWGHVUpJLRQVG¶LQWpUrWGXW\SHPDVVHDpWpUpDOLVpH/HVUpVXOWDWVREWHQXVPRQWUHQW
O¶HIILFDFLWpGH O¶DSSURFKHSURSRVpHHW VD VXSpULRULWpSDU UDSSRUWDX[ PpWKRGHVH[LVWDQWHVGH






CONCLUSIONS ET PERSPECTIVES 
 Nous avons développé dans cette thèse plusieurs idées autour de la segmentation 
SRVVLELOLVWH G¶LPDJHs /¶REMHFWLI est G¶LQWURGXLUH XQH DSSURFKH EDVpH VXU O¶LQLWLDOLVDWLRQ GX
processus de segmentation par un ensemble de distributions de possibilités, puis de réaliser 
une propagation itérative de ces connaissances possibilistes afin de former des régions 
homogènes. Les images mammographiques RQWFRQVWLWXpXQFKDPSSDUWLFXOLHUG¶DSSOLFDWLRQ
GHO¶DSSURFKHSURSRVpH 
 
Bilan et conclusions 
 
 Dans le premier chapitre de ce manuscrit, nous avons abordé la problématique applicative 
liée aux images mammographiques, permettant aux radiologues le diagnostic des pathologies 
et la détection précoce du cancer du sein. Une étude bibliographique des méthodes de 
VHJPHQWDWLRQG¶LPDJHVHQSDUWLFXOLHUOHVLPDJHVPDPPRJUDSKLTXHVDHQVXLWHpWpSUpVHQWée. 
/D QDWXUH LWpUDWLYH GHV PpWKRGHV GH VHJPHQWDWLRQ D FRQVWLWXp O¶D[H SULQFLSDO GH FHWWH pWXGH
bibliographique.  
 /¶LPSHUIHFWLRQGHO¶LQIRUPDWLRQHWOHVPRGqOHVPDWKpPDWLTXHV liés ainsi que les différentes 
théories et approches permettant de modéliser et de traiter les informations imparfaites, ont 
été présentés dans le deuxième chapitre. Quatre théories sont abordées : la théorie de 
probabilité, la théorie de Dempster-Shafer, la théorie des ensembles flous et la théorie des 
SRVVLELOLWpV/¶REMHFWLISULQFLSDOGHFHFKDSLWUHpWDLWGHSRVLWLRQQHUODWKpRULHGHVSRVVLELOLWpV
FRPPH pWDQW O¶RXWLO HVVHQWLHO SHUPHWWDQW G¶DERUGHU O¶LQFHUWLWXGH GpFLVLRQQHOOH DWWULEXHU XQ
SL[HO j O¶XQH GHV Flasses thématiques, par exemple), où les informations disponibles pour 
décrire cette incertitude sont de nature ambiguë (variables linguistiques données par un 
expert, par exemple).  
 
 /HWURLVLqPHFKDSLWUHDPLV O¶DFFHQWVDQVSUpWHQGUHêtre exhaustif, sur les techniques 
G¶HVWLPDWLRQ GHV IRQFWLRQV G¶DSSDUWHQDQFH &HV IRQFWLRQV G¶DSSDUWHQDQFH VRQW VXSSRVpHV
PRGpOLVHU OHV FRQQDLVVDQFHV H[SULPpHV SDU O¶H[SHUW ORUVTX¶LO HVW DPHQp j GpFULUH OHV
différentes classes thématiques contenues dans une image. Les méthodes évoquées sont : les 
PpWKRGHV JXLGpHV SDU OHV FRQQDLVVDQFHV G¶H[SHUW HW OHV PpWKRGHV j EDVH G¶DSSUHQWLVVDJH. 
/¶DSSURFKH LQGLUHFWHJXLGpHSDU OHVFRQQDLVVDQFHVG¶H[SHUW est adoptée dans ce travail pour  
sa robustesse et sa faible variabilité inter - opérateurs. 
 /H F°XU GX V\VWqPH GH VHJPHQWDWLRQ LWpUDWLYH appliquée VXU O¶HVSDFH GHV FRQQDLVVDQFHV
possibilistes a été abordé dans le quatrième chapitre. Deux stratégies de propagation des 
connaissances possibilistes ont été proposées. La première considère les informations 
possibilistes séparément au niveau de chaque classe thématique tandis que la deuxième 
VWUDWpJLH DERUGH OHV FRQQDLVVDQFHV SRVVLELOLVWHV FRQFHUQDQW O¶HQVHPEOH GH WRXWHV OHV FODVVHV
thématiques. Deux classes de méthodes de propagation de connaissances par diffusion ont été 
proposées : la méthode de diffusion classe/classe et la diffusion croisée. Dans la première 




méthode, le choix de la clique optimale aboutit à la sélection de différentes cliques en 
fonction de carte possibiliste considérée. En revanche, pour la méthode de diffusion croisée 
une même clique est appliquée sur toutes les cartes. /¶LQWpUrW G¶RSpUHU OD GLIIXVLRQ GHV
FRQQDLVVDQFHV GDQV O¶HVSDFH GHV SRVVLELOLWpV SDU UDSSRUW j XQH GLIIXVLRQ GDQV O¶HVSDFH GHV
connaissances numériques en sortie du capteur, a été mis en évidence. La validation de 
O¶HQVHPEOH GHV GpPDUFKHV HW PpWKRGHV pWXGLpHV D pWp UpDOLVpH HQ XWLOLVDQW XQH LPDJH GH
synthèse comportant deux classes XQHFODVVH UHSUpVHQWDQW OHVREMHWVG¶LQWpUrWHWXQHFODVVH
UHSUpVHQWDQW OH IRQGGH O¶LPDJH/DQDWXUHGXEUXLW présent dans cette image de synthèse est 
similaire à celui affectant les images mammographiques. 
 
 /HGHUQLHUFKDSLWUHDpWpGpGLpjODGHVFULSWLRQG¶XQSURFHVVXVSHUPHWWDQWO¶LQWpJUDWLRQGH
germes possibilistes, VXSSRVpV UHSUpVHQWHU GHV SRLQWV G¶ancrage pour les différentes classes 
thématiques, et au processus de diffusion itérative des connaissances possibilistes liées à ces 
germes dans leur voisinage spatial. Une grande amélioration en termes de résultats de 
segmentation, ainsi que de vitesse de convergence, a été constatée suite à cette introduction 
des germes possibilistes.  
 
 $ O¶LVVX GH FHV WUDYDX[ XQ V\VWqPH JOREDO SHUPHWWDQW OD GLIIXVLRQ GHV FRQQDLVVDQFHV
possibilistes, GDQVO¶REMHFWLIGHUpDOLVHUODVHJPHQWDWLRQ© quasi automatique ªG¶LPDJHVDpWp
SURSRVp/¶LQWHUYHQWLRQGHO¶H[SHUWKXPDLQVHOLPLWHjODGpILQLWLRQGHVGLVWULEXWLRQVLQLWLDOHV
GHSRVVLELOLWpVDVVRFLpHVDX[GLIIpUHQWHVFODVVHVWKpPDWLTXHVSUpVHQWHVGDQVO¶LPDJH 
 Le système de diffusion des connaissances HW G¶LQWpJUDWLRQ GHV JHUPHV SRVVLELOLVWHV QH
QpFHVVLWHDXFXQHDFWLRQGHODSDUWGHO¶H[SHUW. Cet aspect constitue une différence de taille par 
rapport aux méthodes de segmentation existantes.  
 /¶pYDOXDWLRQ GHV SHUIRUPDQFHV GX V\VWqPH DLQVL REWHQX D pWp Upalisée sur un ensemble 
UHSUpVHQWDWLIG¶LPDJHVPDPPRJUDSKLTXHVFRPSRUWDQWGHVREMHWVG¶LQWpUrWGHGLYHUVHVIRUPHV
HW GLIIpUHQWV QLYHDX[ GH FRQWUDVWH HW GH WH[WXUH/¶REMHFWLI YLVp SDU QRWUH WUDYDLO VH OLPLWH j
O¶DVSHFW VHJPHQWDWLRQ F¶HVW-à-dire à la localiVDWLRQ SUpFLVH GHV REMHWV G¶LQWpUrW HW QRQ DX
diagnostic médical qui est du ressort du seul radiologue. Par conséquent, nous nous sommes 
OLPLWpVjO¶pYDOXDWLRQGHVSHUIRUPances en termes de résultats de segmentation sans aller sur 




 1RWUHWUDYDLO VXU OD VHJPHQWDWLRQG¶LPDJHSDUSURSDJDWLRQSRVVLELOLVWHGHVFRQQDLVVDQFHV
ouvre plusieurs perspectives applicatives et méthodologiques.  
 Nous citons quelques pistes pour automatiser, compléter, et DPpOLRUHU O¶DSSURFKH 
proposée : 
 x Une implémentation « ergonomique ªHWIDFLOHG¶XWLOLVDWLRQSDUXQUDGLRORJXHGRLWrWUH
effectuée. Une fois cette implémentation réalisée, un plan de validation clinique doit 
rWUH GpILQL DYHF O¶XWLOLVDWHXU ILQDO OH UDGLRORJXH DILQ G¶pYDOXHU G¶XQH IDoRQ SOXV
SUpFLVHO¶LQWpUrWGHQRWUHGpPDUFKHVXUOHSODQPpGLFDO 




x  /¶HVWLPDWLRQ LQLWLDOH GHV GLVWULEXWLRQV GH SRVVLELOLWpV QpFHVVLWH O¶LQWHUYHQWLRQ GH
O¶H[SHUW DILQ GH VpOHFWLRQQHU OHV IRUPHV GH EDVH GH FHV GLVWULEXWLRQV /¶DSSOLFDWLRQ
G¶DOJRULWKPHV G¶RSWLPLVDWLRQ SHUPHW HQVXLWH le réglage automatique des paramètres 
associés à ces distributions. Nous avons montré que cette approche est « peu » sensible 
à une mauvaise séOHFWLRQ GHV SDUDPqWUHV /¶XQH GHV LGpHV SURPHWWHXVHV FRQVLVWH j
réduire cette phase à une sélection de « fenêtres », ou zones représentatives des classes 
WKpPDWLTXHV SUpVHQWHV GDQV O¶LPDJH G¶HQ H[WUDLUH OHV KLVWRJUDPPHV HW G¶HVWLPHU
ensuite les distributions de possibilités initiales en appliquant une méthode de 
transformation des histogrammes en des distributions de possibilités.      x /HV UpVXOWDWV REWHQXV SDU O¶DSSOLFDWLRQ GH O¶DSSURFKH de segmentation proposée  
SHXYHQWFRQVWLWXHUXQHIRUPHG¶LQLWLDOLVDWLRQSRXUG¶DXWUHVDSSURFKHVGHVHJPHQWDWLRQ
LPSOLTXDQWGHVFRQQDLVVDQFHVGHSOXVKDXWQLYHDXVpPDQWLTXH$WLWUHG¶H[HPSOHGDQV
FHUWDLQVFDV O¶DSSOLFDWLRQGH O¶DSSURFKHGHVHJPHQWDWLRQSDU OHVFRQWRXUVDFWLIVSHut 
être envisagée. x 5DSSHORQV TXH O¶DSSURFKH SURSRVpH V¶HVW WRWDOHPHQW FRQWHQWpH GH OD GLIIXVLRQ GHV
FRQQDLVVDQFHV SRVVLELOLVWHV LVVXHV GHV QLYHDX[ GH JULV REVHUYpV (Q G¶DXWUHV WHUPHV
seules les mesures issues du capteur sont utilisées comme point de départ de 
O¶DSSURFKH/HVFRQQDLVVDQFHVOLpHVjODWH[WXUHGHO¶LPDJH ou à la forme géométrique 
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