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RESUME : Ce travail présente une méthodologie d’intégration de méthodes formelles dans la spécification et 
l’analyse formelle des modèles de simulation à événements discrets avec le formalisme DEVS, dont l’implémentation se 
base sur les outils hétérogènes associés. Cette  méthodologie s’appuie sur le formalisme DDML (DEVS Driven 
Modeling Language) et combine à divers niveaux de la hiérarchie de spécification introduite en théorie de la 
simulation, des méthodes formelles qui sont complémentaires pour cerner différentes vues (statiques, dynamiques, 
fonctionnels) d’un système. 
 
MOTS-CLES : DEVS, DDML, Simulation, Méthodes formelles. 
 
1 INTRODUCTION 
L’objectif visé dans ce travail est l’intégration des mé-
thodes formelles dans le processus de développement de 
modèles de simulation avec le formalisme DEVS (Zeil-
gler et al. 2000), pour permettre la spécification, la véri-
fication et la validation de modèles. Cette intégration 
permet de spécifier à la fois les aspects statiques, dyna-
miques et fonctionnels d’un modèle. L’un des avantages 
de la combinaison de langages de spécification formels 
est de prendre avantage sur eux et pouvoir utiliser les 
outils existants au lieu de construire un nouveau langage. 
Cette intégration se fera en suivant une hiérarchie de 
spécification et en construisant un morphisme vers une 
méthode formelle adaptée, à chaque niveau de cette 
hiérarchie. Cette méthodologie de combinaison est moti-
vée par le fait qu’une seule méthode formelle ne suffit 
pas pour capturer toutes les propriétés d’un système 
complexe. Le fait que DEVS ne définit pas une syntaxe 
précise pour la spécification des comportements des 
modèles rend difficile la correspondance avec les mé-
thodes formelles ; Nous utilisons un langage graphique 
appelé DDML (DEVS Driven Modeling Language) 
(Traoré 2008) pour établir cette passerelle. 
 
La méthodologie axée sur DDML offre une approche 
graphique, simple et rigoureuse de création de modèles 
et permet de transformer ces modèles dans les langages 
formels cibles pour la vérification de propriétés ou la 
génération des codes de simulation. Un des objectifs est 
d’intégrer les résultats dans le Framework du projet 
Simstudio (Traoré 2008). 
2 ETAT DE L’ART 
Nous présentons ici les différents travaux réalisés dans le 
domaine de l’intégration des méthodes formelles dans 
les processus de Modélisation et Simulation (M&S). 
Nous nous focalisons surtout sur les travaux réalisés 
dans l’intégration des méthodes formelles dans la 
spécification et la vérification formelles de modèles 
DEVS, et ce du fait du caractère unificateur de ce dernier 
dans la spécification des systèmes à événements discrets. 
Il est toutefois important de noter que la méthodologie 
est applicable à tout autre formalisme s’adressant à la 
même classe de systèmes (réseau de Pétri, automates à 
états…), voire à une combinaison de ces formalismes, 
dès lors qu’une hiérarchie de spécification cohérente est 
construite pour rendre compte de la structure et du 
comportement des systèmes ciblés. 
 
Dans (Hong et al. 2006) les auteurs proposent une mé-
thode de vérification des modèles DEVS dans 
l’environnement DEVSim++. L’approche utilisée con-
siste à spécifier le modèle en DEVS (formalisme opéra-
tionnel) et utiliser la logique temporelle (TL, formalisme 
des assertions) pour spécifier les propriétés et contraintes 
temporelles du système. 
 
Une méthode basée sur la réduction de l’ensemble des 
états et des événements est proposée dans (Hwang et al. 
2008). Cette méthode consiste à transformer un modèle 
DEVS en FD-DEVS (Finite and Deterministic DEVS) et 
représenter le temps de façon abstraite. Le modèle fini 
obtenu peut être vérifié de manière exhaustive. 
 
Dans (Cristia 2007), il est proposé un exemple de trans-
formation de modèle DEVS en TLA+ (Lamport 2002). 
Toutefois, la généralisation de cette conversion DEVS-
TLA+ n’a pas été étudiée. 
 
Une méthodologie basée sur la spécification en Z des 
modèles DEVS et l’utilisation de l’outil Z/EVES (Saal-
tink 2003) pour la vérification des propriétés a été pro-
posée dans (Traoré 2005) et (Traoré 2006). Une autre 
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approche d’intégration utilisant les systèmes de transi-
tion labélisées et CSP à été proposée dans (Ufuoma et al. 
2011). D’autres approches comme (Saadawi et al. 2010) 
utilisent des restrictions de DEVS pour éviter les pro-
blèmes de décidabilité. 
 
La différence de notre approche avec tous ces travaux est 
que nous proposons une méthodologie basée sur la sépa-
ration explicite des différents niveaux d’abstraction. Ceci 
permet de prendre appui sur l’intégration d’outils exis-
tants et efficaces pour divers types d’analyse de proprié-
té. Notre approche est basée sur la hiérarchie de spécifi-
cation présentée ci-après. 
3 HIERACHIE DE SPECIFICATION 
La hiérarchie de spécification des systèmes introduite par 
(Klir 1985) dans un contexte général, a été reformulée 
dans (Zeigler et al. 2000) dans un contexte plus adapté 
au domaine de la M&S. Nous réduisons cette hiérarchie 
aux trois niveaux majeurs auxquels nous considérons 
que l’activité de M&S se situe (débarrassant ainsi la 
hiérarchie initiale des niveaux intermédiaires certes si-
gnificatifs pour la théorie mathématique, mais non con-
cernés par la simulation) : ce sont les niveaux Processus, 
Système et Traces (voir Figure 1). Nous montrons en 
section 4 ce que le langage DDML exprime à ces diffé-
rents niveaux, et nous montrons en section 5, comment 




























Figure 1 Hiérarchie de spécification 
4 DDML 
DDML (pour DEVS Driven Modeling Language) est un 
langage graphique de modélisation et simulation (Traoré 
2008) basé sur le formalisme DEVS. Il propose une 
spécification graphique aux trois niveaux de la hiérarchie 
précédemment présentée. Les objectifs ayant motivé la 
définition de DDML sont les suivants : 
 
- Permettre (par son caractère visuel) une plus 
grande communicabilité des modèles entre dif-
férents experts (experts du domaine d’étude et 
experts de la M&S). 
- Avoir une grande puissance d’expression (ce 
qu’assure DEVS, ce dernier apparaissant 
comme un dénominateur commun aux langages 
de simulation à événements discrets (Vanghe-
luwe 2000). 
- Autoriser l’accessibilité des modèles à l’analyse 
formelle et à la synthèse automatique de code 
(en prenant appui sur des supports logiciels). 
4.1 Syntaxe abstraite 
La Figure 2 présente le méta modèle donnant la syntaxe 
abstraite de DDML. Les concepts de base issus de DEVS 
y ont été enrichis. Nous ne les présentons pas tous, mais 
seulement les plus fondamentaux. 
 
Un modèle est atomique (AtomicModel) ou couplé 
(CoupledModel). Un modèle atomique est la brique de 
base de la construction des modèles, elle est non décom-
posable. Un modèle couplé est une agrégation d’autres 
modèles (atomiques et/ou couplés). Les modèles intera-
gissent entre eux via les interfaces d’entrée-sortie (IOIn-
terfaces) appelées aussi ports. Un port est un port 
d’entrée (InputPort) ou un port de sortie (OutputPort) en 
fonction du rôle joué dans les interactions. Les ports 
servent de canaux de communication pour échanger des 
événements (events) ou des sacs d’événements (Bags). 
4.1.1 Niveau Processus 
Le niveau processus décrit les modèles couplés. Le mo-
dèle couplé et ses composants sont connectés via des 
matrices de couplage qui sont de trois types : EIC, EOC 
et IC. La matrice de couplage exterieur-intérieur notée 
EIC (External Input Coupling) regroupe les connexions 
entre ports d’entrée du modèle et ports d’entrée de ses 
composants. La matrice de couplage intérieur-extérieur 
notée EOC (External Output Coupling) regroupe les 
connexions entre ports de sortie des composants et ports 
de sortie du modèle. La matrice de couplage interne 
notée IC (Internal Coupling) regroupe les connexions 
entre ports de sortie et ports d’entrée des composants. 
Une propriété importante au niveau processus est la 
concurrence entre composants. 
4.1.2 Niveau Système 
Ce niveau définit la dynamique d’un composant ato-
mique (essentiellement en termes d’états, de transitions 
d’états et de fonctions de sortie). L’ensemble des états 
possibles (très souvent infini) est codé par un ensemble 
(fini) de variables. Un état est obtenu en assignant une 
valeur à chaque variable. Plusieurs états sont groupables 
en une configuration, i.e. une caractérisation de con-
traintes sur les variables d’états. Les transitions sont 
alors définies entre ces configurations (comme familles 
de transitions entre états). A chaque configuration est 
associée une fonction donnant la durée de vie maximale 
de tout état de cette famille ; cette durée maximale per-
met de savoir à quel moment une transition (dite interne) 
doit avoir lieu de l’état courant vers un nouvel état. Si un 
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événement est reçu avant l’expiration de cette échéance, 
alors c’est une transition dite externe qui fait évoluer le 
système vers un nouvel état. Il peut arriver qu’un évé-
nement soit reçu exactement au moment où l’échéance 
expire ; c’est alors une transition de conflit qui est mise 
en œuvre pour changer d’état. Une fonction de sortie 
(dite lambda) permet de générer des événements de sor-
tie lors des transitions internes et de conflit. 
4.1.3 Niveau Traces 
 
Les traces sont le passé du système en terme d’entrées, 
de sorties et d’états. Elles établissent donc un historique 
daté. AM_FootPrint est la trace d’un modèle atomique et 
CM_FootPrint est la trace d’un modèle couplé. 
 
 
Figure 2. Syntaxe abstraite de DDML 
 
4.2 Syntaxe concrète 
Le caractère visuel recherché a nécessité de définir une 
syntaxe concrète intuitive pour DDML. L’idée fut de 
s’appuyer sur la puissance de convivialité des classes 
UML et de les augmenter de symboles et de règles adap-
tés à la M&S (voir Figure 3). Une classe DDML possède 
ainsi : 
- des attributs (directement déclarés, ou définis 
par composition, agrégation ou association) ; 
- des méthodes (opérations et actions à faire pour 
changer d’état, faire des traitements annexes 
dans un état…) ; 
- un diagramme de transition de configuration 
(transitions internes : flèches en traits pleins sur 
façades verticales, transition externes : flèches 
en pointillés sur façades horizontales, transi-
tions de conflit : flèches en pointillés particu-
liers en bout de façades horizontales) où chaque 
configuration est caractérisée à la fois par sa du-
rée de vie maximale et par les contraintes sur 
les variables d’état ; 
- des ports d’entrée et de sortie (matérialisés par 
de flèches latérales) dont les domaines de défi-
nition peuvent être des types primitifs (entiers, 
réels…) ou des classes. 
 
Les situations conditionnelles sont exprimées à l’aide 
d’un losange (test et alternatives multiples). Une distinc-
tion visuelle est faite entre configurations à durée de vie 
nulle (états transcients), configurations à durée de vie 
infinie (états passifs) et toutes les autres configurations 
(états finis). 
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Figure 3. Syntaxe concrète de DDML 
 
5 INTEGRATION DES METHODES 
FORMELLES EN M&S 
5.1 Méthodes formelles 
Les méthodes formelles sont des techniques mathéma-
tiques utilisables dans toutes les phases de développe-
ment : conception, implémentation, tests, maintenance, 
vérification et validation. Il est possible de les regrouper 
selon les types de propriétés qu’elles décrivent. Selon 
(Lamsweerde 2000), on distingue : 
- Les méthodes formelles centrées historiques. 
Elles s’attachent à décrire les propriétés liées 
aux traces du système. C’est le cas des logiques 
temporelles, tels LTL, CTL, CTL*, RTL, 
TLA+... 
- Les méthodes formelles centrées états. Elles 
expriment les états possibles d’un système et 
les opérations applicables à ces états, opéra-
tions qui sont contraintes par des conditions 
préalables et qui sont sujettes à des conditions 
postérieures. C’est le cas pour Z (Spivey 1992), 
VDM (Bjorner et al.1978), Object-Z (Smith 
2000), EB (Abrial et al. 2005), LOTOS (Vis-
sers et al. 1989)... 
- Les méthodes formelles centrées transitions. 
Elles proposent une spécification sous forme 
d’ensemble de transitions d’état. Des exemples 
de telles approches sont Statecharts (Harel 
1998), Promela... 
- Les méthodes formelles fonctionnelles. Elles 
proposent des approches algébriques, telles 
Larch (Guttag et al. 1993) et ASL (Astesiano et 
al. 1986) ou des logiques d’ordre supérieur, 
telles HOL (High Order Logic) et PVS (Proto-
type Verification System). 
- Les méthodes formelles centrées processus. 
Elles décrivent les systèmes comme des flux de 
données et de traitement portés par des auto-
mates exécutables. C’est le cas des réseaux de 
Pétri et des algèbres de processus comme CCS 
(Milner 1985) ou CSP (Hoare 1985). 
 
Plusieurs combinaisons de méthodes formelles ont été 
proposées dans la littérature. On peut citer les suivantes : 
ZCCS (Galloway et al. 1997), CSP-OZ (Fischer 2000), 
CSP2B (Butler 1999), µSZ (Büssow et al. 1997)… 
5.2 Méthodologie d’intégration 
La spécification d’un modèle au niveau processus définit 
comment les composants sont interconnectés et comment 
ils s’influencent. Ce niveau ne nécessite pas la connais-
sance de ce qui se passe à l’intérieur des modèles qui le 
composent. Les propriétés mises en avant à ce niveau 
sont celles que ciblent les méthodes formelles centrées 
processus (concurrence par exemple). 
 
Au niveau système, la spécification DDML met en évi-
dence la notion d’état et de transition d’état. Les mé-
thodes formelles centrées états ou centrées transitions 
capturent parfaitement ces propriétés. 
 
Les propriétés exprimées au niveau traces sont celles 
formellement descriptibles par les méthodes centrées 
historiques. Nous utiliserons la classe particulière des 
logiques temporelles. 
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L’idée est donc d’établir un morphisme entre DDML et 
une méthode formelle adéquate à chaque niveau de la 
hiérarchie de spécification comme l’illustre la Figure 4. 
Il est important de noter qu’un critère majeur de sélec-
tion d’une méthode formelle à un niveau de spécification 




























Figure 4. Morphismes DDML – Méthodes formelles 
6 EXEMPLE D’INTEGRATION 
6.1 Intégration DDML, CSP, Z et CTL 
Nous étudions dans cette partie la combinaison de 
DDML avec Z au niveau système, CSP au niveau pro-
cessus et CTL au niveau traces pour illustrer la méthodo-
logie présentée précédemment. Nous nous focalisons 
surtout sur le niveau système dans une étude de cas. A la 
place de Z, il est possible d’utiliser d’autres méthodes 
formelles centrées états (ou même centrées transitions). 
De la même façon il est possible de faire d’autres choix à 
la place de CSP et CTL. Notre choix est motivé par 
l’expressivité et la popularité de ces méthodes, ainsi que 
par la disponibilité d’outils logiciels supports. 
 
Un choix judicieux des langages permet une combinai-
son sémantiquement bien définie, permettant ensuite de 
pouvoir faire des vérifications sur la spécification glo-
bale. Par exemple pour un choix utilisant Z et CSP, la 
combinaison CSPZ (Fischer 2000) permet de faire la 
vérification de la spécification de la structure globale, et 
TLZ permet de faire la vérification combinée de la dy-











Figure 5. Morphismes de DDML vers Z-CSP-CTL 
6.2 Etude de cas 
Le protocole du bit alterné (Milner 1980), est un proto-
cole de communication servant à la transmission fiable 
de messages. Les perturbations peuvent occasionner  une 
perte, altération ou duplication de messages transmis. 
Dans ce cas, seules les transmissions faites avec succès 
sont prises en compte, quand un accusé de réception est 
envoyé à l’adresse de départ du message. Le protocole 
de communication est composé des composants sui-
vants : envoyeur (Sender), un récepteur (Receiver), deux 
canaux de transmission (Medium) ; un canal pour la 
transmission du message et un autre pour l’émission de 
l’accusé de réception. 
 
Le composant Sender est un modèle atomique DDML 
(Figure 6). 
 
Msg:Tx0..1| (m,d)€Tx0..1 è Msg (m,d)=m,  Arec:Tx0..1| (m,d)€Tx0..1è  Arec (m,d)=d 
receiveMessage ::=[msg?:T; e:IR | e≥0;messages’=messages∩<msg>]
receiveAcknowledgement::=[ack?:{0,1}; e:IR | e≥0 et ack=Arec(head buffer);ack=Arec (head buffer) Buffer’=<>]
SendMessage1::=[msg!:TX0..1 | #messages=1; messages’=<>Msg!=<>,buffer’=<head messages>flag’=1-flag]
SendMessage2::=[msg!:TX0..1 |  #messages> 1;messages’∩ head messages =messages;Msg!=<>,
buffer’=<head messages> flag’=1-flag>]















































Figure 6. Le composant Sender 
 
Le modèle à deux ports d’entrée; un port pour 
l’acceptation des messages (le port Message) et un autre 
pour les accusés de réception (le port AR). T est le type 
de donnée transmise. Il possède un port pour la transmis-
sion des messages reçus avec leurs drapeaux (le port 
Send). Il procède au retrait d’un  nouveau message à 
transmettre lorsque la file de messages n’est pas vide 
(c’est-à-dire lorsqu’il se trouve dans la configuration 
Sending1). C’est l’opération SendMessage qui définit le 
traitement de la transmission du message. Tant qu’il ne 
reçoit pas d’accusé de réception valide et que le buffer 
(la mémoire contenant le message courant à transmettre) 
est non vide,  il retransmet le message avec le même 
drapeau (opération SendMessage3). S’il n’a plus de 
messages à transmettre (c’est-à-dire lorsque la mémoire 
est vide), il passe en attente (configuration Waiting). 
Pendant l’envoi de son message il accepte les autres 
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messages en les enregistrant dans la file d’attente. C’est 
l’opération ReceiveMessage qui définit le traitement 
d’un message reçu. S’il reçoit un accusé de réception 
correct (la réception d’un accusé de réception est définie 
par l’opération ReceiveAcknowlegment), il passe en 
attente d’un nouveau message (si la file d’attente est 
vide) ou retire un message de la file d’attente pour 
transmission (opération SendMessage1). 
 
Le composant Receiver est également un modèle ato-
mique (Figure 7) : Il reçoit les messages avec drapeau 
transmis par Sender via le média de communication. A la 
réception (opération ReceiveMessage) d’un message, il 
passe à la configuration sendingM  si le drapeau du mes-
sage reçu correspond à son propre drapeau. Il envoi le 
message (opération SendMessage) et un accusé de ré-
ception égal à l’inverse de son drapeau (opération Sen-
dAcknowledgment). Il envoi répétitivement un accusé 
de réception jusqu’à la réception d’un message avec 
drapeau correct. La variable r et la fonction f permettent 
d’introduire un certain degré de probabilité dans le com-







receiveTagedMessage ::=[msg?:Tx0..1; e:IR | e≥0 et Arec(msg?)=flag; buffer’=buffer∩<msg?>,]























Figure 7. Le composant Receiver 
 







receiveInput ::=[in?:K; e:IR | e≥0, buffer’=<in?>,r’=f(r)]



















Figure 8. Le canal de communication 
 
Le média supporte des messages de type K. Il transmet 
le même type de messages sur son seul port de sortie. 
Initialement, la ligne attend un message (configuration 
Waiting). A la réception d’un message (Opération re-
ceiveMessage), il passe à la configuration Sending pour 
la transmission du message (SendSomething1). Il 
transmet le message reçu et passe à la configuration 
Waiting dans lequel, il est prêt à accepter le prochain 
message. Il est possible qu’il perde le message et dans ce 
cas il est prêt à accepter le prochain message (SendNo-
thing1). . Il peut aussi  retransmettre (SendSomething2) 
un message déjà transmis, ou encore prendre du retard 
dans la transmission (SendNothing2). 
 
Le protocole est un modèle couplé (Figure 9). Ses com-
posants sont : Sender, Receiver, le média par lequel 
Sender envoie des messages et le média via lequel il 
reçoit des accusés de réception. La priorité entre ces 
composants est définie par la liste de priorité par défaut. 




















In: T Out: T
 
Figure 9. Le protocole Complet 
 
6.3 Transformation du niveau système en Z 
Dans la plupart des études de cas de spécifications de 
systèmes en Z, la méthodologie utilisée consiste à consi-
dérer le système comme ayant un schéma d’état global. 
Les opérations sont définies en termes de changements 
d’états sur le schéma d’état global résultant de la compo-
sition des différents schémas d’état de ses composants. 
Nous suivrons une approche plus structurée pour décrire 
les différentes parties du modèle. Nous introduisons la 
notion de référence d’objet selon la méthode utilisée 
dans (Hall 1990) pour structurer nos spécifications sui-
vant  un style faiblement  orienté objet. L’utilisation des 
références aux objets nous permet d’utiliser des instances 
de schémas «classes » élémentaires pour construire des 
modèles et pallier ainsi au problème d’identité des objets 
dans le Z standard. 
 
Comme un modèle est composé d’un ensemble de ports, 
de variables d’états, il est nécessaire d’introduire des 
schémas élémentaires permettant de caractériser ces 
différents éléments.  
 
Un port est caractérisé par son nom, son domaine de 
valeur et le modèle associé. Pour distinguer les ports 
d’entrée et les ports de sortie nous allons introduire une 
variable qui permet de préciser leurs rôles de port : 
                       
           pour les ports d’entrée et, 
            pour les ports de sortie. 
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Nous associons une référence unique à chaque port pour 
permettre de les manipuler comme des objets avec les 
caractéristiques de PORT et dont les identités ne chan-
gent pas même si les valeurs des attributs changent. 
Cette notion de référence sera introduite dans tous les 
schémas élémentaires pour permettre la création de mo-
dèles complexes  en instanciant des schémas existants. 
 
Soit                  l’ensemble des références 
de port. Un port avec une référence unique sera une 









Pour s’assurer du fait que les identités des ports ne chan-
gent pas, quelque soit l’opération, nous définissons une 
opération PORT_OP qui permet de protéger l’attribut 
self de toute modification. Il suffit d’inclure ce schéma 
dans le schéma de toute opération sur un port pour ga-
rantir que l’identité de celui-ci ne change pas. 
 
Nous définissons maintenant les opérations permettant 
des manipuler les ports : modifier le nom d’un port, 
modifier la valeur d’un port, récupérer le nom d’un port; 









En particulier, l’opération          permet aussi 
d’initialiser un port avec une valeur initiale. La modifica-
tion et la récupération du nom d’un port se fait de la 
même façon. 
 
Nous définissons également une opération permettant de 
créer un port avec des caractéristiques bien déterminées. 
L’opération newPort permettant de créer un nouveau 
port en précisant son nom, son domaine de valeurs, le 
modèle associé et son rôle, est définie ci-après. La con-
jonction de l’opération         et l’opération 










Nous définissons les variables d’état et leurs opérations 
associées de la même manière que pour les ports. Une 
variable d’état est caractérisée par sa référence unique, 








Un modèle atomique est une agrégation de ports et de 
variables d’état muni de fonctions de transition interne et 
externe, d’une fonction d’avancement du temps et d’une 















Les fonctions (de transition interne, externe, de sortie, et 
d’avancement du temps) sont définies comme des opéra-
tions sur le schéma d’état Atomic de la spécification. 
 
La transformation automatique du modèle atomique 
DDML se fera en utilisant la syntaxe abstraite de DDML 
et la syntaxe abstraite XML de Z proposée par le CZT 
(Community Z Tools, http://czt.sourceforge.net). 
L’intégration des outils de vérification se fera en exploi-
tant le format XML du modèle DDML. Les détails de la 
transformation ne sont pas présentés dans ce travail. 
6.4 Transformation des niveaux processus et trace 
Nous utilisons CSP pour capturer les différents aspects 
du niveau processus tels que la concurrence en utilisant 
la technique de transformation ATL conformément au 
méta modèle UML de CSP. Un modèle couplé est consi-
déré comme un ensemble de processus CSP qui 
s’exécutent de façon concurrente. L’utilisation des trans-
formations offrent la possibilité de faire de la vérification 
exhaustive de propriétés écrite en CTL en utilisant des 
outils comme SPIN, SMV... Pour les traces, nous utili-
sons CTL de manière similaire. Nous ne donnons pas ici 
les détails sur cette partie. 
7 CONCLUSION ET PERSPECTIVES 
Nous avons proposé dans ce travail, une méthodologie 
d’intégration des méthodes formelles dans le processus 
de spécification, vérification et validation des modèles 
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de simulation à événements discrets. Nous avons présen-
té une instanciation de la méthodologie en utilisant Z, 
CSP et CTL. La prochaine étape de ce travail est de 
réaliser l’intégration des outils existants pour ces mé-
thodes formelles à la plateforme SimStudio (Traoré 
2008), framework générique, extensible et collaboratif 
de modélisation, simulation, analyse, et visualisation de 
modèles DDML. Il propose des moyens de transforma-
tion de modèles et de génération de code. Il permet éga-
lement de faciliter le couplage entre des modèles hétéro-
gènes. La transformation de modèles et la génération de 
code basées sur une représentation standard XML (Trao-
ré et al. 2010) permet de faciliter l’obtention de solution 
opérationnelle. L’éditeur DDML (Ufuoma et al. 2011) 
est utilisé comme plug-in dans le Framework. 
 
Il est possible d’étudier d’autres combinaisons comme 
Object-Z et CSP ou encore B et CSP. Chaque combinai-
son présente des avantages et des inconvénients qu’il 
faudra mettre en évidence dans des travaux à venir. 
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