Abstract. We consider a real-analytic compact surface diffeomorphism f , for which the tangent space over the nonwandering set Ω admits a dominated splitting. We study the dy-
Introduction
Let f be a real-analytic diffeomorphism of a compact two-dimensional analytic riemannian manifold M . Our dynamical assumption is that the tangent space over the nonwandering set Ω of f admits a dominated splitting, i.e., T Ω M = E ⊕ F , and there are C > 0 and 0 < λ < 1 so that
We study the dynamical determinant
where Fix * f n denotes the (finite) set of hyperbolic fixed points of f n , i.e., those with no zero Lyapunov exponents. (Note that the dominated splitting assumption implies that each fixed point of f n has at most one zero Lyapunov exponent.) In order to state our theorem, we define the Ω \ P -isolated periodic points: they are the elements p of the set Per of periodic points of f which are not in (Ω \ Per ), i.e., which admit a neighbourhood U p with U p ∩Ω ⊂ Per . (Besides isolated hyperbolic sinks, sources, and saddles, this set only contains periodic points which do not contribute to the chaotic dynamics.) In Section 4, we shall recall the decomposition of Ω into periodic, quasi-periodic, and almost hyperbolic components from [PS2] . This will be our starting point in the analysis of f . We just mention here the fact that the set N of nonhyperbolic periodic points of f which are not Ω \ P -isolated periodic points is (empty or) finite. If p ∈ Per , we write P = P (p) ≥ 1 for its minimal period and λ E = λ E (p), λ F = λ F (p) for its multipliers, i.e., eigenvalues of Df P (p) with |λ E | < |λ F | (both multipliers are real because of the dominated splitting). We associate to each p ∈ N the following subset of C: the disc of radius 1, with a possibly nonpolar singularity at z = 1 or −1, and it admits an analytic extension to a (possibly multiply) slit plane. (3) If there exist points in N with |λ E | = 1, but no points in N with |λ F | = 1, letting |λ F | 1/P be the smallest modulus of P -th roots of F -multipliers in N , then d f (z) is analytic and nonzero in the unit disc, and it may be analytically 2 extended to the disc of radius |λ F | 1/P > 1, with (finitely many) possibly non polar singularities on its boundary, and a further analytic extension to a (possibly multiply) slit plane.
We next say a few words about the proof of Theorem A, sketching the contents of the paper. If N is empty, we shall see in Section 4 that f is uniformly hyperbolic on a compact invariant subset Λ of its wandering set which contains all the nonisolated hyperbolic periodic points. The results of Rugh [Ru1, Ru2] on the dynamical determinants of hyperbolic analytic maps immediately imply that d f (z) is an entire function. The key point in Rugh's analysis, inspired by Ruelle's [Rue1] seminal study (Ruelle only considered the case when the dynamical foliations are analytic), was to express d f (z) as a quotient of the Grothendieck-Fredholm determinants of two nuclear operators, proving also that zeros in the denominator are always cancelled by the numerator. The nonanalyticity of the dynamical foliations can be disregarded by working with two contracting and analytic half-inverses of f , in appropriate coordinates. In practice, Rugh [Ru2] constructs a symbolic model for a real-analytic hyperbolic map, starting from a Markov partition.
If N is not empty we must modify Rugh's model to investigate d f (z). The description of the corresponding almost hyperbolic real-analytic symbolic modelf is carried out in Sections 2 and 3, while Section 4 discusses how to reduce from our surface diffeomorphism f tof . In a nutshell, we discuss in Section 4 Markov partitions for f , describing how they contain both "good" (i.e., of hyperbolic type) and "bad" rectangles (those which contain an element of N ). The dynamical determinant d f (z) is morally the (regularised) determinant of a transfer operator L analysed in Sections 2-3. The building blocks of L are either "good," and of the type studied in [Ru1, Ru2] , or "bad" and approximate direct products of a one-dimensional hyperbolic operator with a one-dimensional parabolic operator, studied in another work of Rugh [Ru3] . For the parabolic operator, we use a normal form [H] to adapt the analysis of one-dimensional analytic dynamics with neutral fixed points in [Ru3] , to our setting. (In [Ru3] , the nondiscrete spectrum of the operator was the compact interval [0, 1] .)
More precisely, we describe in Section 2 the almost hyperbolic model and introduce the building blocks L kj of the symbolic transfer operators as well as the Banach spaces B k they act on. In Section 3.A, we analyse the spectrum of the "bad" L kk . The crucial tool to do this is an approximate Fatou coordinate for parabolic points. Section 3.B contains a complete description of the spectrum and of the regularised determinant of the symbolic model. We combine Sections 2-3 wih Section 4 in Section 5.A, using a sequence of Markov partitions with diameter going to zero, to show that, for every neighbourhood of the "slit plane" (1.4) in Theorem A, d f (z) is analytic outside of this neighbourhood.
To keep the paper reasonably short, we do not reproduce the arguments of Rugh when they can be used without nontrivial modifications. Note also that for the sake of simplicity, in Sections 2-4, we (mostly) restrict to the case where all elements of N are parabolic fixed points in a strict sense (i.e., the order of f − Id is equal to two) with 3 a nonhyperbolic multiplier equal to +1 (and not −1). The reduction from the general case to this setting is explained in Section 5.B. The appendix is devoted to the construction of adapted metrics in our setting.
Finally, in order to state a conjecture motivated by our result, we recall some definitions. A u-Gibbs state is an ergodic invariant probability measure, whose induced measures along the Pesin unstable manifolds are absolutely continuous with respect to Lebesgue (see [PeS] ). An invariant probability measure µ is called a physical measure if there is a set of positive Lebesgue measure of points x so that 1 n n−1 k=0 δ f k (x) weak- * converges to µ as n → ∞. We say that a compact invariant set Λ is an attracting set if there is an open neigbourhood Λ such that Λ = ∩ n≥0 f n ( Λ). Let Λ j be a basic set in the decomposition of Ω from [PS1, PS2] detailed in Section 4, and assume that Λ j is an attracting set which does not contain any periodic point with |λ F | = 1. Using the information in the appendix below -in particular Lemma A.5 for F -hyperbolic points which gives the "mostly contracting" condition; density of the strong unstable leaves follows from the fact that each mixing basic subset is a homoclinic class W s (p)∩ | W u (p) -the results of Bonatti-Viana [BoVi] may be adapted to f |Λ j , proving that it enjoys a single u-Gibbs state which is also a physical measure. Let us call SRB measure a u-Gibbs state which is also a physical measure. (In particular, the Dirac mass at a hyperbolic sink is an SRB measure.)
By "exponential rate of mixing" for an f -invariant probability measure µ, we mean that there is τ < 1 so that the correlation function satisfies 5) for all k ∈ Z and all Lipschitz ϕ, ψ, with C ϕψ depending on the Lipschitz norms of ϕ and ψ. Let Λ i j be a (topologically mixing for an iterate f n i ) basic subset (from the decomposition of Ω recalled in Section 4), which is attracting and does not contain any periodic point with |λ F | = 1. The results of Castro [Cas] (see also Dolgopyat [Do] ) indicate that the unique SRB measure µ for f n i on Λ i j furnished by Bonatti-Viana [BoVi] has exponential rates of mixing (for Lipschitz observables). Define the analytic correlation spectrum of such an attracting basic subset Λ i j and its SRB measure µ to be the union over all pairs of analytic observables ϕ, ψ (extending holomorphically on a fixed complex neighbourhood of M ) of the singular set of the Fourier transform of the correlation function:ρ
Exponential decay of the correlation function implies thatρ is analytic in the strip |ℑω| < log 1/τ . If N = ∅, the order D ≥ 0 of 1 as a zero of d f (z) coincides with the number of SRB measures of f . (As observed above, we are in a hyperbolic situation. The statement for the multiplicity of the pole at 1 of the dynamical zeta function ζ f (z) = exp n≥1
−n/P (x) , weighted with λ −1/P F , follows e.g. from [Rue2] . 
Conjecture B states in particular that the presence of a "gap" in the dynamical determinant (of a transitive component) reflects exponential mixing of the SRB measure in the setting of (analytic) surface diffeomorphisms enjoying dominated splitting. The only setting where we know a (proved) analogue of this statement is S-unimodal interval maps [Ke] .
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The symbolic maps and their transfer operators
2.A Almost hyperbolic analytic maps. The key is to reduce (using suitable coordinate charts on Markov covers close to small enough Markov partitions) the problem to a variant of the symbolic model introduced in [Ru1] : (real)-analytic hyperbolic maps. We shall call "almost hyperbolic analytic maps" our variant, where some of the building blocks are associated to periodic points with a neutral multiplier. It is convenient to use the following open "petals" in C, associated to real numbers r 0 > 0, θ 0 ∈ (0, π) by
Remark 2.1 (Fixed points or periodic points).
The symbolic model of this section is adapted to the situation where all nonhyperbolic periodic points are fixed points with an eigenvalue +1 (but no eigenvalue −1). It is not difficult, although cumbersome, to lift this restriction, we shall do this Section 5.B.
Definition 2.2 (The model: almost hyperbolic analytic surface map). An almost hyperbolic analytic surface mapf consists in a finite set S = S 0 ∪ S 1 , with S 0 , S 1 nonempty and disjoint, and data has a fixed point in D i 1 ...i n if and only if i n+1 = i 1 , the fixed point is then unique. It follows that the "hyperbolic points of period n forf ," i.e., those
, are in bijection with the hyperbolic symbolic "cycles" of length n, i.e., admissible sequences  ∈ S n \ S n 0 such that t j n j 1 = 1.
2.B Banach spaces and elementary transfer operators.
The Banach spaces B k , B
′ k
We now associate Banach spaces of complex functions to each k ∈ S 0 ∪ S 1 . First, for each k ∈ S 1 we set B For k ∈ S 0 , we distinguish between cases (P.a) and (P.b). In case (P.a), we shall define below an open simply connected subset U 2 k of D 2 k , containing the compact set 11) and such that φ kk,s (w 1 , U
k . The space B k will be a subset of the space of analytic functions in (C \ D 12) and such that φ
k (recall Definition 2.5). The Banach space B k will be a subset of the analytic functions in the interior of
k , endowed with a norm to be defined below. We shall use in Lemma 3.8 that the Banach space B ′ k of holomorphic functions in U 1 k × int D 2 k which extend continuously to the boundary is continuously embedded in B k . Note that case (P.b) did not occur in the one-dimensional situation studied by Rugh [Ru3] .
The elementary transfer operators L kj Next, to each j, k with t kj = 1, we associate an elementary transfer operator. If (k, j) ∈ S 1 × (S 1 ∪ S 0 ), we set for ψ ∈ B k : 
(2.16) (The two signs cancels in the residue computation because z 1 is outside of D ( Approximate Fatou coordinates, more about Banach spaces Our next step is to give a precise definition of the Banach spaces B k associated to k ∈ S 0 and to study the corresponding elementary transfer operators.
Letf kk be of type (P.a). It is well-known that the injective map F (z) = 1/z is an approximate Fatou coordinate, i.e., 
Note that the one-dimensional Fatou coordinates F w 1 associated to each φ kk,s (w 1 , ·) (see e.g [Mi] or [Ru3, Lemma 2.1]) solves
while we would "like" F w 1 (φ kk,s (w 1 , z 2 )) = F φ kk,u (w 1 ,z 2 ) (z 2 ) + 1, which is not immediately available in the attracting petal. Our argument will be perturbative -in Lemma 3.2 we shall compare our elementary operator L kk to a direct product -it hence is possible to work with the approximate Fatou coordinate F , which also has the important feature of being holomorphic on C * .
In case (P.b), recall from Definition 2.5 that the map φ −1 kk,u (·, z 2 ) is the inverse of w 1 → φ kk,u (w 1 , z 2 ) for fixed z 2 ∈ D 2 k and w 1 ∈ −D 1 k . We have
is open, simply connected, and there is R k < 0 so that Ω 1− k contains the closed left half plane −H −R k . 20) inside the space of holomorphic functions in H R , with induced norm.
Definition of the Banach space
(We refer to Doetsch [Doe] for the basics of the Laplace transform.) Functions in X(H R ) are in fact bounded in H R by the L 1 norm of ψ. One can easily check (see 12 e.g. Lemma 2.5 in [Ru3] for similar ideas) that for any closed right-half plane 
consisting in those functions which admit an analytic continuation to N 2 k with a continuous extension to the boundary. We take as norm the sum of the supremum norm on N 2 k with the X(H R k ) norm of the restriction to H R k .
Strictly speaking, we should replace our translation operator S on X(H R k ) by a translation operator T which "lives" in X(N 2 k ). Since this does not influence the spectrum (details are to be found in [Ru3, )]) we shall instead abuse notation. 
Definition of U
, the elementary transfer operator L kk (2.14) in the Fatou coordinates (i.e., acting on B k via (2.21)) can be written as
.
(2.22) 13
Indeed, differentiating both sides of (2.17) with respect to z 2 yields
Laplace coordinates and B k norm in case (P.b) Let us now discuss case (P.b). We shall use left half-planes −H −R for R < 0 and spaces X(−H −R ) of "left" Laplace transforms 
k extending continuously to the boundary). Defining the following analogue of (2.21)
we finally let B k be the isometric image of B k under J −1 .
Thus, elements of B k are analytic functions in the interior of
1 , z 2 )) and note that
The transfer operator (2.15) in the Fatou coordinates can be written for (
(2.26)
3. Spectrum and determinants of the symbolic transfer operator
3.A Direct product transfer operators for (P.a)-(P.b).
For k ∈ S 0 of type (P.a), we introduce a direct tensor product operator, written using the Laplace transforms (2.20) ofψ(w 1 ,w 2 ) for each fixed w 1 as
where
, the corresponding direct tensor product approximation can be written as
We define a direct sum of direct tensor products
is bounded on B 0 and its spectrum is is the following set:
(2) Let B 0 (ǫ) be the Banach space obtained by replacing discs D 1,2 k of radius r by discs of radius ǫr, and, in case (P.a)
, but we do use, in case (P.a) e.g., that condition (H.2) also holds for the disc ǫ · D acting on B k . So, let us fix k ∈ S 0 , assuming first that we are in case (P.a). Then, sincewe assumed that the neutral eigenvalue is +1, we have
The results of Ichiniose [Ic] give that its spectrum is just {σ 1 · σ 2 , σ 1 ∈ sp(M k,u ) , σ 2 ∈ sp(T + )}. The remarks above and the ideas in [Ru3] easily yield that the spectrum of T + on X(N [Ru1, Ru2, Ru3] to be 1/(1 − λ ℓ k,u ).) If we are in case (P.b), we proceed similarly, starting from (3.2) and using
For this, just check that the trace of k have been rescaled. Then, denoting by H ǫ : B 0 (ǫ) → B 0 the following isometry on B k for k ∈ S 0 : H ǫ,k ϕ(w 1 ,w 2 ) = ϕ(ǫw 1 ,w 2 ), and similarly in case (P.b), we see that
(this follows from the facts that the "weight" in M k,(u,s) is constant while the "dynamics" is linear) and thus
Since H ±1 ǫ = 1 for all ǫ, we have proved the bounds on B 0 (ǫ). 
We summarize in two sublemmas elementary properties of the Laplace norm which will be used in the proof of Lemma 3.2:
(1) For each integer s ≥ 1, the functionψ 1 (z)/z s belongs to X(H R ) and
(2) For every w such that ℜw > 0, the functionsψ 1 (z + w) andψ
(3) Assume thatψ 1 admits a bounded holomorphic extension to
(There are obvious analogues forψ 2 ∈ X(−H − R ) with R < 0.) Sublemma 3.4. Assume thatψ 1 ∈ X(H R ) for R > 0, and thatψ 1 admits a bounded holomorphic extension to
Proof of Sublemma 3.3.
(1) By induction, it is enough to consider s = 1. We first note thatz
obtain an (L 1 ) inverse Laplace transform ofψ 1 (z)/z by performing the convolution
Now,
, we obtain the claim forψ ′ 1 (z + w) the bound forψ 1 (z + w) is easier. (3) We can express the inverse Laplace transform ofψ 1 (Φ(z))/z s as
It follows that
which gives the claimed bound.
(4) Let E(z) = ∞ m=0 a m z m be a Taylor series for E at the origin. By the Cauchy formula we have
Then, bound (1) shows that the sum is
Proof of Sublemma 3.4. As in the proof of Sublemma 3.3 (4), we use a Taylor series
where each a m (z 1 ) is holomorphic in D 1 and, if δ > 0 is the radius of
By Sublemma 3.3 (4), we know that each a m (1/z 1 )ψ 1 (z 1 ) belongs to X(H R ) with
. Finally, we may write
We can also introduce ∆ k (ǫ) replacing the D i k by the modified domains as when defining B 0 (ǫ). We shall prove that there is C > 0 such that (setting
This will immediately imply that L 0 is bounded on B 0 . The proof of (3.4) also gives the upper bound
For the spectral claim, we use the fact that sup k∈S 0 ∆ k (ǫ) tends to zero as ǫ goes to zero. We cannot apply ordinary perturbation theory, since the Banach spaces vary. However, we can invoke Lemma 3.1 (2) together with
Let us prove (3.4), considering first case (P.a). We concentrate on the Laplace component of the norm, the supremum component is easier to handle. Since we may rewrite the direct product (3.1) usingψ(w 1 ,z 2 + 1) in lieu of the Laplace transform, we have from (2.22)
Let us bound the three terms E A , E B , E C , taking (as we may, by linearity and the tensor product topology)ψ(w 1 ,w 2 ) =ψ 1 (w 1 )ψ 2 (w 2 ) with ψ 1 = ψ 2 = 1.
To prove
On the other hand kk,u (despite the caveat in Remark 3.6 below). Combining the above two facts with Sublemma 3.4 gives the bound on E C . Now, to estimate E B , we use Sublemma 3.4 again, with ρ ∼ |λ k,u |, and Sublemma 3.3 (1) to see that
, and thus Φ w 1 (z 2 ), belong to a smaller half-plane (uniformly in w 1 andz 2 ) we may apply Sublemma 3.3 (2), and, for the term involving the second derivative, Sublemma 3.3 (3).
k , it is convenient to avoid as much as possible the simultaneous occurrence of both variablesz 1 and z 2 in the test functions, and we keep the integration over w 2 : 
for operators L kj given by (2.13, 2.14, 2.15), respectively.
Remark 3.6 (Reformulating the transfer operator).
The jacobian det Df kj (w 1 , w 2 ) may be expressed in terms of the pinning coordinates as ∂ 1 φ kj,u (w 1 , z 2 )/∂ 2 φ kj,s (w 1 , z 2 ) wherê f kj (w 1 , w 2 ) = (z 1 , z 2 ). Performing two successive Cauchy residue computations (formally), we get (note that ∂ 1 φ kj,u (w 1 , z 2 ) indeed appears with a + sign, just like in (2.16), because the w 1 -pole is outside of the integration curve):
The reader must beware that formula (3.6) does not make sense in general. Indeed, in the hyperbolic case, if (
k . This is connected to the fact that the pinning coordinates are defined for (w 1 , z 2 ) ∈ D 1 k × D 2 j and do not necessarily extend to w 1 ∈ C \ D 1 k . However, we may always perform the dw 2 path integral as in (2.14) and in particular use (2.16) in case (P.b) .
The sign of det Df kj is the product of s φ ′ kj,s and the sign s φ ′ kj,u of ∂ 1 φ kj,u . Note however that the real observables ψ R (x, y) live on I 1 × I 2 and that the "real" transfer operator L R is connected to L via the change of coordinate (see [Ru1, p. 1250] and [Ru4, p. 302 
The "missing" sign of ∂ 1 φ kj,u appears (morally) when replacing z 1 by its inverse image and we get the expected 1/| det Df kj | factor. Although Remark 3.6 means that there is no simple way to express (3.5) as a weighted composition operator in general, we can in some sense pretend it is possible: the kernel expression for the iterates of L guessed from (3.6) by applying the usual composition and multiplication scheme actually holds: 21
Lemma 3.7 (Naturality of the transfer operator).
where, for any admissible
Proof of Lemma 3.7. To obtain the formula for the kernel, we shall use Cauchy's theorem again. If k ∈ S n 1 , we can follow exactly Rugh's argument [Ru1] , that we repeat for the convenience of the reader (and because it will be adapted to k / ∈ S n 1 ). Denote
By definition, G
kj (w, z) is the kernel of L kj . Lemma 3.7 is clearly true for n = 1 and it suffices to prove inductively that for all n ≥ 1
To prove the above equality, recall the fixed point ξ * = (ξ * 1 , ξ * 2 ) constructed in the hyperbolic part of the proof of Proposition 2.6. The right-hand side of (3.9) has a single simple pole in each coordinate at ξ * = (ξ * 1 , ξ * 2 ). Thus, writing R ξ * for the residue at ξ *
. Now, the two-variable residue is (1 − ∂ 1 φ k n j,s ∂ 2 φ (n) kk n ,u ) −1 , and the fixed point property
Finally, the definition of φ
To finish the proof in the hyperbolic case, use the multiplicative properties of s
If k / ∈ S n 1 but there are no consecutive symbols in S 0 , the above argument applies, up to replacing ∂D k . So let us assume that there are at least two consecutive S 0 s. We proceed inductively on the number of consecutive S 0 factors, considering the first time when k T , k T +1 ∈ S 0 and k T −1 or k T +2 ∈ S 1 . There are four cases to consider, depending on whether (H) is followed or preceded by (P), and on whether we are in case (P.a) or (P.b). In case (P.a), we use formula (2.14) for L kk , and Rugh's proof for the hyperbolic case recalled above gives the claim, using the nonhyperbolic case of Proposition 2.6. In case (P.b), we use (2.15) and the above proof may be adapted again, using Proposition 2.6.
The following lemma says that if
−1 is nuclear on B in the sense of Grothendieck, and that its Fredholm determinantd(z) is dynamically defined. This will allow us to describe a nontrivial part of the spectrum of L = L 0 + L 1 via this regularised determinantd(z), and prove our main theorem. Although we shall mainly refer to Grothendieck's works [Gr1, Gr2] , we mention two useful basic references: The recent book [GGK] provides a good introduction to the theory of nuclear operator on Banach spaces, and the survey [Ma] contains useful results for Banach spaces of holomorphic functions.
Lemma 3.8 (Nuclearity of the hyperbolic analytic transfer operator). If
(3.10) (Recall the bijection between hyperbolic fixed points x ı off n and periodic cycles ı x ∈ S n \ S n 0 from Corollary 2.8.) 23
Sincef is invertible the matrix equality det(1 + A) det(1 + B) = det((1 + A)(1 + B)) givesd
Proof of Lemma 3.8. We adapt the argument in [Ru3, Lemma 2.7] . Using [Gr1] , one shows that for any compact sets K, K ′ of the complex plane such that K is contained in the interior of K ′ , the restriction map from the Banach space A(K ′ ) of analytic functions on int K ′ extending continuously to K ′ , to the space A(K) of analytic functions on int K extending continuously to K, is nuclear of order zero.
(See e.g. the beginning of the proof of Lemma 2.7 in [Ru3] , which was adapted from Ruelle's paper [Rue1] .) This argument may be extended to show that if
′ are compact subsets of C such that
then the restriction map r K from the Banach space
′ , vanishing at infinity, and extending continuously to the boundary, to the Banach space A(C \ K 1 , K 2 ), is nuclear of order zero. (The key step is to observe that the topological vector space of analytic functions on (
is bounded on B 0 by our assumption on z. Thus, (1 − z L 0 ) −1 is bounded on B.
Recall the definitions of U
or we are in case (P.a), and (K
. Recall the definition of the compact set K 2 k for k ∈ S 0 . Extend it to k ∈ S 1 as follows:
For k in case (P.b) we take a compact subset K ′ introduced above, we may ensure that
, while maintaining the other requirements. By the above choices, the restriction r K is nuclear from B(K ′ ) to B(K).
Then (use in particular the definition of Γ 1;2
Since the inclusion j : B ′ ⊂ B is continuous (for k ∈ S 0 see [Ru3, Lemma 2.5] for a similar result, noting that the constant β there is equal to +1 in our case), the composition j • L 1 , is bounded from B(K) to B.
As a consequence of the above considerations, the composition
is nuclear of order zero (just use that a nuclear operator composed with bounded operators is nuclear). By [Gr1, II, pp. 16 and 18] it has a Fredholm determinant
It remains to establish the stated "dynamical" formula for the traces. For this, we combine arguments from [Ru3] and [Ru2] . First, just like on p. 17 of [Ru3] , we find that for small enough z
Using the uniform contraction, we get for the trace
where the iterated operator L m  may be expressed in kernel form by (3.8). Finally, the trace may be computed by performing a Cauchy integration: 
is analytic in u ∈ C \ sp (M 0 We do not know a priori that the complement of the spectrum of L 0 is connected. However, the spectra of the direct product operators (3.1) and (3.2) have this property by Lemma 3.1. We saw in Lemma 3.2 how to compare L 0 to L ⊗ 0 , which is a direct sum of such operators. In our application (see Section 4) we will find a closed set containing the spectrum of L 0 , arbitrarily close to the spectrum L ⊗ 0 , with connected complement in C, and apply the above lemma to this complement.
Reducing to (symbolic) analytic almost hyperbolic maps
Let us consider now a real-analytic diffeomorphism f : M → M for which there exists a dominated splitting T Ω = E ⊕ F over the nonwandering set. Our starting point will be a decomposition of Ω from [PS2] . The decomposition in [PS2] is stated for the limit set of f . However, if M is a surface and Ω is hyperbolic then Ω coincides with the limit set of f (see [NP] ), and this equality also holds when Ω has a dominated splitting.
We recall some notation and results from [PS2] . We say that a compact invariant set Λ ⊂ Ω admits a spectral decomposition if it is a finite disjoint union of transitive compact invariant sets Λ i (called basic sets) which may further be decomposed in a finite union of n i ≥ 1 basic subsets Λ i j with f (Λ i j ) = Λ i (j+1 mod n i ) , and f n i | Λ i j topologically mixing. We shall assume that the Λ j are not trivial, i.e., not reduced to a single periodic orbit. It follows from the results in [PS1] and the classical Hirsch-Pugh-Shub [HPS] theory that for each small enough ǫ, there is δ, so that for each x ∈ Ω, there exist local center stable and unstable manifolds W cs ǫ (x) and W cu ǫ (x) so that
The decomposition proved by Pujals and Sambarino [PS1] (who do not require analyticity, C 2 suffices) says that Ω = Λ ∪ R ∪ I. Here, the "quasi-periodic" set R is a finite union of normally hyperbolic C 2 simple closed curves C i on which f r i is conjugated to an irrational rotation for r i ≥ 1. The "periodic" set I is the union of a finite set of isolated periodic orbits with a set contained in a finite union ∪ j I j of normally hyperbolic C 2 arcs or simple closed curves with f m j (I j ) ⊂ I j for m j ≥ 1. The set I contains all Ω \ P isolated periodic orbits. Next, f is expansive on the "almost hyperbolic" compact invariant set Λ, which admits a spectral decomposition Λ = ∪ j Λ j , together with local product structure. (Lemma 4.5.1 in [PS2] : there are γ and η > 0 so that for any x, y ∈ Λ j with d(x, y) < η then W cs γ (x) ∩ W cu γ (y) ∈ Λ j .) Finally, the set N of nonhyperbolic periodic orbits in Λ is empty or finite. In fact (see e.g. Proposition A.2 below), every basic set Λ j which does not contain any nonhyperbolic periodic point is uniformly hyperbolic.
It is easy to construct examples where ∪I j is not empty: just take a real-analytic flow on the sphere with both poles as sources and the equator as limit set. Our analyticity assumption implies that the arcs and curves I j in I are isolated: Indeed, if they were not isolated, there would be a normally hyperbolic arc I j and a basic set Λ k such that their intersection is a nonhyperbolic periodic point q which is accumulated by periodic points contained in I i with the same period than that of q; and this would contradict analyticity. It follows that I is not only open but also compact in Ω. Note also that the set H of (isolated) hyperbolic periodic points in I is finite. (Indeed, if there were infinitely many hyperbolic periodic points in ∪ j I j , their periods being bounded by max m j , a subset of constant period would accumulate on a periodic point, contradicting the analyticity assumption.)
Note that R does not contain any periodic orbits. Consider first the finite set H ⊂ I of isolated hyperbolic periodic orbits. Writing P ≥ 1 for the period and λ E , λ F for the multipliers (eigenvalues of Df P (p)), of a periodic orbit p, each p ∈ H contributes to d f (z) a factor of the following type:
The infinite products above all converge, and define entire functions with an obvious zero-set. In particular, each d f |sink (z) is zero-free in the open unit disk and admits P simple zeros on the closed disk, at the P th roots of 1, while each d f |source (z) admits a first zero at z P = λ E λ F , which is outside the open disk, and each d f |saddle (z) admits a first zero at z P = λ F , which is outside the open disk. 27
We may therefore concentrate on the dynamical determinant j d f |Λ j (z), where the Λ j are the basic sets of Λ. Recall the set Σ(p) associated to p ∈ N by (1.3). To prove Theorem A, we need to see that d f | Λ j (z) is holomorphic in the (possibly) slit plane, or multiply slit plane defined by {z ∈ C | 1/z / ∈ ∪ p∈N ∩Λ j Σ(p)}.
In order to do this, we shall associate an almost hyperbolic analytic mapf to f |Λ j in such a way as to ensure that df (z) is almost d f |Λ j (z) (dealing with the usual overcounting of periodic orbits on the boundaries of the Markov rectangles is postponed until Section 5.A).
Markov partitions.
The starting point in our construction of the symbolic mapf is the existence of Markov partitions for f . We recall a possible definition in dimension two:
Definition 4.1 (Markov partition). Let Λ ⊂ Ω be a basic set. A Markov partition R of Λ is a finite collection {R 1 , . . . , R ℓ } of "rectangles," with disjoint interiors, which are diffeomorphic to the square Q = [−1, 1] 2 , through R i =ψ i (Q), whose union contains Λ, and such that
To a Markov partition with ℓ rectangles we may associate an ℓ×ℓ transition matrix by setting t ij = 1 if the interior of f (R i ) intersects R j and t ij = 0 otherwise. Transitivity of Λ implies that this matrix is irreducible with no wandering states.
Since we are in dimension two, we can adapt the construction of Markov partitions in [PT, Appendix 2] (see [PS2, Lemma 4.5.2] , first reduce to a mixing basic subset). The construction shows that a basic set Λ of Ω admits Markov partitions of arbitrarily small diameter (the diameter being the maximum of the diameters of the rectangles R i ). Since we have only a finite number of nonhyperbolic periodic points in Λ, we may assume that each rectangle contains at most one nonhyperbolic periodic point. We may furthermore ensure that if q ∈ R i is E-nonhyperbolic (i.e.,
Note that if q is fixed, nonhyperbolic, and the order of f − Id at q is even (i.e., we have a saddle node situation), then Ω lies entirely on the weakly attracting side of q if λ E = 1, while it is on the weakly expanding side of q if λ F = 1. If the nonhyperbolic multiplier is +1 but the order of f − Id at a nonhyperbolic fixed point is odd (i.e., we have a saddle), then Ω intersects both sides, so that q will belong to the boundary of two rectangles. If the nonhyperbolic multiplier is −1 then Ω also meets both sides and we need two rectangles, whether the order is even or odd. For periodic points of period larger than one, the above remarks may be applied along the orbit.
We set i ∈ S 0 if R i ∩ N = ∅ (i.e., it is a "bad" rectangle) and i ∈ S 1 otherwise.
Takens (C ∞ ) local coordinates for nonhyperbolic fixed points. In the arguments below it will be convenient to use normal forms. We discuss first the C ∞ normal form due to TakensLet q ∈ N ∩ Λ j be an F -nonhyperbolic fixed point. In particular, q is not contained in a periodic curve. We assume also that λ F = +1. (The other cases in N ∩ Λ j , Enonhyperbolic, period ≥ 2, multiplier −1, are similar, see also §5.B.) By [T], we may express the diffeomorphism f in C ∞ local coordinates at 0 → q as
for C ∞ functions λ and b satisfying 0 < |λ(0)| < 1, b(0) = 0, and b ′ (0) = 1. (Notice that {(s, t) : t = 0} is the strong stable (E) manifold and {(s, t) : s = 0} is the central unstable (F ) manifold.)
The neutral Takens coordinate b(t) cannot be infinitely flat in our setting:
Lemma 4.2 (Nonflatness of C ∞ normal form). If f is analytic and q is not contained in a curve of fixed points, setting ν + 1 ≥ 2 to be the multiplicity of f − Id at q, then b (ν+1) (0) = 0, and
Proof of Lemma 4.2. Since q is not contained in a curve of fixed points, by [H, Proposition 2. 3, see also p. 481], we may express the diffeomorphism f in real-analytic local coordinates at 0 as
for ν + 1 ≥ 2 the multiplicity of f − Id at 0, with A a complex constant and g, a, and h real-analytic in a neighbourhood of 0 in C (resp. C 2 ) and g(0) = 0, h(0, 0) = 0 and 0 < |g ′ (0)| < 1. (Hakim deals with holomorphic situation, but real-analytic data gives real A and real-analytic functions g, h, and a.) Notice that in these coordinates {(x, y) : y = 0} is the still strong stable manifold. The central manifold, however, does not have an obvious description any more (indeed, it is usually not real-analytic), but it is tangent to {(x, y) : x = 0} and can be described as the graph of a C ∞ map y → x F (y) with x F (0) = 0. Additionally, it is the image of {(s, t) : s = 0} by the conjugacy restricted to this line, which may be encoded in the C ∞ one-dimensional diffeomorphism t → y t with inverse y → τ (y) and y 0 = 0, y
Hence, using the mean value theorem, and setting
. Since e (ℓ) (0) = 0 for 0 ≤ ℓ < ν + 1, it follows that b (ℓ) (0 = 0 for ℓ < ν + 1 and
Constructing a symbolic model
From now on, we work with a real-analytic atlas of M ,
2 is a viewed as a real subset of the complexification T C x M ⊂ C 2 of the tangent 29 space for some chosen x ∈ Intψ k (A k ) (we refer to pp. 808-809 in [Ru2] for details). We assume that the atlas is compatible with the normal form f H from (4.3). We let A k be a complex neighbourhood of A k . Note that the decomposition E ⊕ F extends to T
k,z denote the complexified projections to the unstable and stable bundles (we sometimes drop the k index). By construction, for j, k with t j,k = 0, the mapf induced by f in the charts extends to a real-analytic map.
We are now almost ready to state Proposition 4.5, which says that a (sequence of) almost hyperbolic symbolic models for f can be constructed with the help of a sequence of Markov partitions of diameters ending to zero. (All Markov partitions involved will be real and compatible with the real-analytic atlas chosen above, in the sense that each rectangle is included in some ψ j (A j ).) We must introduce further notation: (1) For all w
For w = 0, equality holds in the first bound if and only if z is F -nonhyperbolic, in the second one if and only if z is E-nonhyperbolic. In addition, there are C > 0 and C ν > ν so that for each F -nonhyperbolic fixed point q j ∈ Λ of index ν + 1, letting V j be the neighbourhood from Definition 4.3: (4.5) and similarly for the E-nonhyperbolic case. (2) There is C < ∞ so that 
where the two functions ǫ
Furthermore, there is C so that for any δ, if z and z 0 are in a complex δ-neighbourhood of an E/F -nonhyperbolic fixed point q ∈ Λ of index ν + 1, then
(4) Let γ > 0 be the Hoelder smoothness of the stable and unstable foliations. Then: We set
We shall work with two types of complex extensions of the rectangles of a Markov partition of Λ (compatible with charts). If R k ∩ N = ∅, for ξ k ∈ R k ⊂ ψ j (A j ), and small δ k > 0, we consider an ω-rectangle (just like in [Ru2] )
k a compact connected subset of C with smooth boundary (in fact, a disc), and intersecting the real axis on an interval I i k . If R k ∩ N = {q}, we shall assume that q = ψ j (0) in charts z = (z E , z F ) compatible with the Hakim normal form (4.3), and, if q is F -nonhyperbolic of index ν k + 1, for δ k > 0 and π/(2ν k ) < θ k < π/ν k we consider an ω-petal 
2 ) of an ω-rectangle or an ω-petal.
We may finally state the main result of this section: exists a sequence of Markov partitions R n = {R k,n } k∈S n of Λ, with diameters tending to zero and such that, for each fixed n, denoting by t ij = t ij,n the transition matrix:
The following defines an almost hyperbolic analytic mapf :
(4.9)
Proof of Proposition 4.5. Taking small enough δ k and θ k , the nonhyperbolic requirement of (P.a) or (P.b) is obviously satisfied for the self-transition on an ω-petal by the Hakim normal form (4.3). We therefore concentrate on the hyperbolic condition for the system (4.9). Just like in [Ru2] , the key is to reduce to a Schwarz inclusion:
Lemma 4.6 (Schwarz lemma contraction). Proposition 4.5 holds, replacing con- The apparently weaker condition in Lemma 4.6 implies (H): Indeed, the existence of a partial inverse φ kℓ,s :
ℓ , and is the unique solution of P u ψ −1 j (ξ k )f kℓ (w 1 , φ kℓ (w 1 , z 2 )) = z 2 , can be obtained as in pp. 812-813 of [Ru2] .
The hard work consists now in proving Lemma 4.6, the technical but crucial dynamical lemma of this paper:
Proof of Lemma 4.6. We first consider the case of a single F -nonhyperbolic fixed point q of f (which is (0, 0) in the charts), of multiplicity ν + 1 = 2.
Let ǫ 0 be small enough so that V , the ǫ 0 -neighbourhood of the fixed point q = 0, is contained in a chart of the atlas and in a domain of definition of both Takens and Hakim normal forms f H (x, y) and f T (s, t) from (4.2-4.3). In particular, we skip the chart index and do no distinguish between ξ and ψ −1 j (ξ) in the notation for this proof. We shall use the fact that for all t ≥ 0 we have ℜy(s, t) ≥ (1 − O(ǫ 0 ))t (the local strong stable manifold is the same for both coordinates (s, t) and (x, y)). We also take ǫ 0 small enough so that f ±m V ∩ V = ∅, for m = 0, is only possible for very large |m| ≥ m(ǫ 0 ). 32
Pick a Markov partition Q like described just after Definition 4.1, ensuring that the rectangle containing q is a subset of V . For each n ≫ 1/ǫ 0 , we consider Q n the nth refinement of Q under f . We may replace V by the union of rectangles in Q n intersecting V , up to slightly changing ǫ 0 . We set Q q to be the rectangle containing q = 0 in its (horizontal) boundary and let Q W s (q) be the set of rectangles of Q n along the stable manifold of q, in particular Q q ∈ Q W s (q) . (Of course, if n ≫ m(ǫ 0 ) then Q W s (q) winds back into V and we get an infinite sequence of homoclinic intersections.) We define Q W s loc (q) to be the union of those rectangles in Q W s (q) which are inside V . Let us examine the rectangles Q of Q n in V . Note that in the Takens normal form, the stable boundaries ∂ s Q are horizontal segments, while the weak-unstable boundaries ∂ u Q are curves which are close to vertical segments. We claim that the maximal diameter of Q ∈ Q n with Q ⊂ V is O(1/n), which is realised only for the vertical length of rectangles of V in Q W s (q) (rectangles not along the global stable manifold have diameter O(1/n 2 )). This can be seen via the f T coordinate, since if b n (t 0 ) = ǫ 0 then t 0 = O(1/n), using the nonflatness Lemma 4.2 and ν + 1 = 2. In fact O(1/n) is the diameter of Q n (also outside V ). Since m(ǫ 0 ) is large and we have 1 − O(ǫ 0 ) contraction outside of V , the rectangles of Q n ∈ Q W s (q) in V which are not along the local stable manifold have (vertically realized) diameter at most ǫ(ǫ 0 )/n with ǫ → 0 as ǫ 0 → 0.
Recall that γ ≤ 1 is the Hoelder smoothness of ǫ 2 . If γ ≥ 1/2 we may replace it by 0 < γ ′ < 1/2, keeping the notation γ. Let U be the union of elements of Q n which are in an n −γ neighbourhood of q = 0. We next construct R n by modifying Q n in U . Our aim is to ensure that we may choose a point ξ j in every rectangle R j in R n , with R j ⊂ U , and q / ∈ R j in such a way as to guarantee that if R k is another such rectangle, not along the local stable manifold of q, and t jk = 1, then f (ξ j ) = ξ k .
Let Q n,0 be the set of rectangles Q ∈ Q n in U such that f −1 (Q) ∩U = ∅. For each Q i in Q n,0 \ Q W s loc (q) , consider all forward iterates which intersect U : {f j (Q i ) ∩ U }. For Q i in Q n,0 along the local stable manifold, we perform the same construction, except that we set
, and we continue iterating R, R ′ until we leave U , decomposing each iterate which meets Q W s loc (q) into R and R ′ . The newly created sets R m are all Markov rectangles, and whenever R m ∩ Q i = ∅ for some Q i of the partition Q n , the complement R = R m \ (R m ∩ Q i ) is also a Markov rectangle. Letting Q n,1 be the set of newly created complements R such that f −1 ( R) ∩ U = ∅, we proceed as above, considering forward iterates in U and taking appropriate intersections. We repeat this procedure until Q n,N is empty. Finally, we add to our collection {R m } of rectangles R q = Q q \ ∪R m , as well as R q = f ( R q ) \ R q , and all its iterates f j (R q ) intersecting U .
The rectangles R m are two by two disjoint and their union is U . We define R n to be the union of the R m s and the rectangles of Q n outside of U . It is a Markov partition, which tends to be thinner horizontally and (slightly) fatter vertically than Q n in U . Note also (this is the announced feature) that we may choose a point ξ m = (s ξ , t ξ ) in each rectangle R m of Q n,i , and a point ξ q in R q , and consider the corresponding iterated points ξ ℓ in elements R ℓ of the partition R n ; when there is an R, R ′ bifurcation 33 we "follow" the orbit in R, and take a new point in ξ ′ ∈ R ′ , making sure that f (ξ) ∈ R and ξ ′ are in the same W u leaf. If R k is not adjacent to W s loc (q) then t ξ k ≥ t 0 = O(1/n) while if R m = R q is adjacent to the local stable manifold of q, we take η on the top ∂ s boundary so that t ξ m ≥ t 0 = O(1/n) even in this case.
Note that inside U we have |ℜx(s, t)| > (1 − O(n −γ ))|s| − O(n −γ )|t|, so that on the boundary of U either t = Cn −γ and thus ℜy ≥ cn −γ or t < Cn −γ and |ℜx| ≥ C|s| with |s| ≥ cn −γ . Hence, by (4.5), the contraction factor outside of U (and also when entering U from outside of U , or just when leaving U ) is 1 − cn −γ (note that the points involved belong to the rectangles and are thus real points). Replacing U by V , the same argument gives a contraction factor 1 − Cǫ 0 .
If t jk = 1 and both rectangles R k and R j are outside of V we can apply the construction in the lemma of [Ru2, p. 811] . Let us recall here the key estimate involved: Fixing ξ ∈ R j and η ∈ R k we first observe (see [Ru2, p. 813] ) that |f −1 (η) − ξ| ξ ≤ O(1/n). Thus, using (4.4) and (4.6, 4.8) (in particular ǫ
Taking the size δ k = δ j of the ω-rectangles R ω j,k to be Cǫ(ǫ 0 )n −γ (this choice will turn out to be useful later),
The P s -inclusion is similar (in fact easier), we shall concentrate on the P u -inclusion. If t jk = 1 and both rectangles R k and R j are in V , but outside of U ∪ Q W s loc (q) , the
is at least 1 − C ν n −γ . We can essentially apply the above estimate, using also that |f −1 (η) − ξ| ξ ≤ ǫ/n in this case:
(note that η and f −1 (η) are in Λ ⊂ Λ). Taking the size δ k = δ j = δ to be δ = Cǫ(ǫ 0 )n −γ =ǫn −γ , we get v − η η ≤ δ k =⇒ f −1 (v) − ξ u ξ < δ j . In order to obtain the P u -inclusion for R j or R k in U , note first that any R m in U \ Q W s loc (q) lies entirely between two horizontal lines t ≡ b ℓ (t 0 ) and t ≡ b ℓ+1 (t 0 ) for an integer ℓ = ℓ(R m ) between 0 and n − 1 (recall the definition of t 0 = O(1/n)). Using Lemma 4.2, it is not very difficult to see that the vertical diameter of such a rectangle 34 T ± is contained in [−1, 1]. We get the sets announced in (1.3) for P = 1. In Section 4, we have to take into account the fact that the dynamics oscillates between both sides of the strong local manifold, but this does not require any serious changes.
Regarding fixed points of multiplicities ν + 1 ≥ 3, using the conformal change of variables (x, y) → (x, y ν ) as in [Ru3, §2.6] , we may adapt the contents of Sections 2 and 3. (Note that for even ν we need to consider two real petals for each j ∈ S 0 , while for odd ν we have just one petal.) We must also adapt the proof of Lemma 4.6. The main changes are the weaker contraction 1 − C ν t ν (note however that ǫ ν 1 has stronger decay, see (4.7)), and the larger diameter of the refined partition: O(1/n 1/ν ) in general, and O(ǫ(ǫ 0 )/n 1/ν ) (except along the local strong manifold) in an O(ǫ) neighbourhood V of the nonhyperbolic periodic point p = 0. To deal with this, we replace γ by γ ′ < 1/(ν(ν + 1)) if γ ≥ 1/(ν(ν + 1)). Then, νγ + γ < 1/ν. We take U to be an O(n −γ ) neighbourhood of 0 (for the new, possibly smaller γ) and choose δ m = Cǫ/n γ outside of U . Then, (4.11) becomes 
For the the two-term transitions from R k to R j within U , we set δ m =ǫb ℓ m (t 0 ), and invoke (4.7) inside the b (ℓ k +1) (t 0 ) neighbourhood. Then we may assume thatǫ C ′ (1 + B(n)) 2ν−1 − C ν < −B(n) and (4.13) becomes
3) Along the local strong manifold, we take δ m = C m /n 1/ν , and the diameter grows
4) but (up to considering as a single Markov rectangle at p all the rectangles to the left and to the right in a horizontal neighbourhood of horizontal size ǫ/n ν , which does not interfere with the other computations) we may assume that the number of iterations n 0 within U is smaller than C log n ≪ n γ/ν . Since ζ/n 1/ν ≪ 1/n γ , we are done. Finally, if there are nonhyperbolic fixed points of different indices, we set ν = max ν j and use the same γ ′ ≤ γ with γ ′ < 1/(ν(ν + 1)) for all neighbourhoods V j and U j . 38
If we have periodic points of periods P ≥ 2 in N , they will be associated to a periodic cycle in the symbolic set S 0 (work first with f P ). The corresponding symbolic transfer operator L 0 will have associated periodic blocks of periods P i . Its spectrum is thus contained in the union over i of the P i th roots of the spectrum of the block L P i 0,i . This gives the P -th roots announced in (1.3) and thus the slits in Theorem A.
Appendix: Constructing an adapted metric
Let f be a real-analytic diffeomorphism of a compact surface having a dominated splitting T Ω M = E ⊕ F . Let Λ be a basic set from the decomposition [PS2] of the nonwandering set Ω. We consider an analytic atlas for f , as in Section 4 and denote by | · | z the riemannian norm induced on complex charts. (We systematically drop the chart index in this appendix.) Let N be the finite set of nonhyperbolic periodic points of f in Λ. For each q j ∈ N , we denote by ν j + 1 ≥ 2 its index, i.e., the order of the zero f − Id at q j in the charts (in other words, the multiplicity of f − Id , recall from Section 4 that this multiplicity is finite). In this appendix, we allow all ν j ≥ 1, however, for simplicity, we assume that all points in N are fixed points and that their nonhyperbolic multiplier is equal to +1 (not −1). See Section 5.B for the general case.
Our aim in this appendix is to prove Lemma 4.3, i.e., to construct two adapted seminorms (see for a brief account of the hyperbolic case) · E,z = · We shall recycle some ideas of Crovisier [Cr, §5.3] (introducing simplifications arising from [PS1, PS2] ), but we must modify his construction which uses smooth (not analytic) coordinates (see [Cr, §4.2] ), since we need to control the complex extensions. Another difference is that Crovisier constructs an adapted metric in the sense that Df 
