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RECONSTRUCTION OF LINE-EMBEDDINGS OF GRAPHONS
JEANNETTE JANSSEN♭ AND AARON SMITH♯
Abstract. Consider a random graph process with n vertices corresponding to points vi
i.i.d.∼
Unif[0, 1] embedded randomly in the interval, and where edges are inserted between vi, vj
independently with probability given by the graphon w(vi, vj) ∈ [0, 1]. Following [CGH+15],
we call a graphon w diagonally increasing if, for each x, w(x, y) decreases as y moves away
from x. We call a permutation σ ∈ Sn an ordering of these vertices if vσ(i) < vσ(j) for all
i < j, and ask: how can we accurately estimate σ from an observed graph? We present
a randomized algorithm with output σˆ that, for a large class of graphons, achieves error
max1≤i≤n |σ(i)− σˆ(i)| = O∗(√n) with high probability; we also show that this is the best-
possible convergence rate for a large class of algorithms and proof strategies. Under an
additional assumption that is satisfied by some popular graphon models, we break this
“barrier” at
√
n and obtain the vastly better rate O∗(nǫ) for any ǫ > 0. These improved
seriation bounds can be combined with previous work to give more efficient and accurate
algorithms for related tasks, including estimating diagonally increasing graphons [GLZ15,
GJ20] and testing whether a graphon is diagonally increasing [CGH+15].
1. Introduction
In this paper, we propose and analyze new algorithms for estimating latent vertex labellings
given an observed random graph. We first discuss a motivating simpler problem, often called
the seriation problem (this dates back at least to the 1899 paper [Pet99]; see also e.g.
[Lii10], [LS17]). The basic seriation problem considers a Robinsonian similarity matrix,
i.e. a symmetric n by n matrix A = [ai,j]1≤i,j≤n with the property: there exists a permutation
σ ∈ Sn so that every row of the permutated matrix Aσ = [aσ(i),σ(j)]1≤i,j≤n is unimodal with the
maximum occurring at the diagonal. It then asks: how can we find such a permutation
σ?
This problem turns out to have an elegant and computationally-tractable solution. For
any embedding φ : {1, 2, . . . , n} 7→ [0, 1] of the indices of A into the line segment [0, 1], we
define the induced permutation σ ∈ Sn by the equation
σ(i) = σ(i, φ) ≡ |{j ∈ [1 : n] : φ(j) ≤ φ(i)}|, (1.1)
breaking ties arbitrarily. It turns out that, under mild conditions, the correct permutation
σ is of the form
σ(i) = σ(i, φˆ),
where φˆ is an eigenvector of a matrix related to A [ABH98].
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This seriation problem occurs in a number of contexts, where we have some collection of
objects {1, 2, . . . , n} which we would like to order, (e.g. ordering types of artifacts by their
ages), and some measure A = [aij ] as to whether a pair of objects are similar (e.g. their
co-occurrence in tombs). A special case is graph seriation, where the aim is to determine
whether a permutation of the vertices exists so that the corresponding adjacency matrix has
the Robinsonian property, and to find such a permutation.
Our aim is to solve a “noisy” version of the graph seriation problem. Following [CGH+15],
we introduce noise by studying a natural generalization of the above example based on
some models from Bayesian nonparametrics. Recall that a graphon is just a symmetric
measurable function w : [0, 1]2 7→ [0, 1] (these were introduced in [LS06]; see [Lov12] for a
broader survey). Under suitable measurability conditions, a graphon defines an algorithm
for sampling a random graph of any size n:
(1) Sample i.i.d. sequences {Ui}ni=1, {Uij}1≤i<j≤n ∼ Unif([0, 1]).
(2) Define the edge set by
{(i, j) ∈ E} ⇐⇒ {Ui,j < w(Ui, Uj)}. (1.2)
We write G ∼ w if G is a random graph obtained from graphon w in this way. In [CGH+15],
the authors say that a graphon w is diagonally increasing if it satisfies
w(x, y) ≤ w(z, y) (1.3)
w(x, z) ≥ w(x, y)
for all x < z < y. Note that this implies that w(x, ·) is unimodal with the maximum
occurring at x, so this definition matches that of the Robinsonian property for matrices.
Graphs sampled from a diagonally increasing graphon have a natural line-embedded struc-
ture, defined by the latent variables (U1, . . . , Un). Namely, vertex i will have a higher prob-
ability of linking to vertex j if Uj is closer to Ui. Consequently, the permutation that
reveals the “almost” Robinsonian property of the adjacency matrix will be the permutation
σ(·, (U1, . . . , Un)) induced by the values Ui. We call this permutation the line-embedded per-
mutation. This raises the main question of our paper: how accurately can we recover
the line-embedded permutation based on an observed graph G?
Remark 1.1. The embedding φ = (U1, . . . , Un) and its “reverse” 1 − φ = (1 − U1, . . . , 1 −
Un) are both equally valid line-embeddings for a sampled graph G, and it is impossible to
distinguish between the line-embedded permutation σ(·, φ) and its reverse σrev = σ(·, 1− φ)
based on an observed graph. In informal discussion we will often implicitly mod out by this
reverse operation and talk about “the unique” line-embedded permutation without further
comment.
A natural idea is to apply a spectral method as used in [ABH98] for the noiseless matrix
seriation problem. A related approach was studied in the recent work [RJK18] in the special
case that w is of the form
w(x, y) =
{
p |x− y| < d
q |x− y| ≥ d, (1.4)
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and d = 0.5, q = 0. Theorem 3 of their paper says that, with high probability, there exists
a set I ⊂ {1, 2, . . . , n} of size |I| = n(1− o(1)) so that
max
i∈I
|σˆ(i)− σ(i, (U1, . . . , Un))| = O∗(n0.5). (1.5)
for a random set I that satisfies |I| = n(1−o(1)) with high probability. However, the authors
indicate that their methods cannot be easily extended to other graphons or, indeed, other
parameters of (1.4). It was also not clear if this bound could be improved by other methods.
Our paper introduces and analyzes two new algorithms for the noisy graph seriation prob-
lem, which approximate the line-embedded permutation for graphs sampled from a large
general class of diagonally increasing graphons. The paper has two main results, which
bound the error in the approximate permutation returned by our algorithms. In Theorem
1, we slightly improve (1.5) to
max
1≤i≤n
|σˆ(i)− σ(i, (U1, . . . , Un))| = O∗(n0.5).
In Theorem 2, we greatly improve this bound for a slightly smaller class of graphons,
showing
max
1≤i≤n
|σˆ(i)− σ(i, (U1, . . . , Un))| = O∗(nǫ) (1.6)
for any fixed ǫ > 0. This smaller class still contains the most popular statistical models of
graphons, including those of the form (1.4). We found the possibility of such an algorithm
surprising, since in a fairly strong sense it is not possible to reconstruct the latent positions
U1, . . . , Un themselves with a similarly-small error (see Section 6 for a formal statement of
this stylized fact).
Our first algorithm (Algorithm 1) is based on three basic principles. First, instead of the
adjacency matrix of the graph, we consider its square. The entries of the squared matrix
represent the number of common neighbours of pairs of vertices. Since common neighbours
are the result of many independent Bernouilli trials, we have good concentration of the
entries. Second, we convert the square matrix into a binary matrix, and thus a graph, by
thresholding. We show the thresholded matrix is “almost” Robinsonian, in the sense that
any violations occur in a very narrow bad region. Third, the algorithm takes many small
samples. Most graphs of polylogarithmic size subsampled from this binary matrix avoid
the bad region entirely, so that the subsampled graph has a Robinsonian adjacency matrix
and we can retrieve its ordering. The algorithm then combines and refines these individual
estimated orderings of the subsamples to find an ordering for the entire graph.
The second algorithm (Algorithm 6), which achieves much smaller error bounds, proceeds
in a sequence of stages. The process starts with a coarse ordering achieved using Algorithm
1 on a small random subgraph. In each subsequent stage, an approximate ordering on a
small graph is transformed into an ordering on a slightly larger graph with a slightly smaller
error; in the final stage we return the permutation based on a final ordering on the full graph.
Each iterative step uses the graph itself (not its square), and is based on the principle that
the ordering of two vertices can be deduced from the coarse ordering of their neighbours.
1.1. Basic Notation. We say that a sequence of events A = {A(n)} indexed by n ∈ N hold
with extreme probability if
P[A(n)] ≥ 1− n−c1 log(n)c2
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for some c1, c2 > 0 and all n > N0 sufficiently large. We use the shorthand A holds w.e.p.,
and note that for any fixed C < ∞ the intersection of nC events that occur w.e.p. also
occurs w.e.p. This property motivates our definition. In particular, we will often show that
a collection of events Ai,j hold w.e.p. for all 1 ≤ i, j ≤ n, then cite this to conclude that
∩i,jAi,j occurs w.e.p.
We will measure the error of a given ordering by measuring the maximum size of a ‘local’
neighbourhood around a vertex where errors can occur:
Definition 1.2 (Ordering Error). Let {Ui}ni=1 be a collection of distinct points in [0, 1]. Let
σtrue be the permutation induced by (U1, . . . , Un) and let σeurt be its reverse. Say that a
permutation σ ∈ Sn is correct for this latent collection of points if σ = σtrue or σ = σeurt,
i.e. it satisfies either
{σ(i) < σ(j)} ↔ {Ui < Uj}
for all i, j, or satisfies
{σ(i) > σ(j)} ↔ {Ui < Uj}
for all i, j. Say that a permutation σ has error less than D if there exists a correct ordering
σcorrect so that, for all 1 ≤ i, j ≤ n satisfying σcorrect(i) > σcorrect(j) + D, we also have
σ(i) > σ(j).
1.2. A Simple Assumption. In this section, we give a simple-to-state sufficient condition
for our first main result, Theorem 1. This sufficient condition is satisfied for many graphons
(including those of the form (1.4)), but is far from tight; we relax these conditions in the
statement of Theorem 3 in Section 3.1.
We begin by restricting our attention to the simple class of uniformly embedded graphons:
Definition 1.3 (Uniformly embedded graphons). A graphon w is uniformly embedded if
there exists a link probability function f [0, 1]→ [0, 1] so that, for all x, y,
w(x, y) = f(|x− y|).
We then make the following technical assumption on the link function:
Assumption 1.4. Let w be a uniformly embedded graphon with link probability function
f : [0, 1] → [0, 1]. In addition, f is decreasing, and there exist constants 0 < d < 0.5 and
0 ≤ c < f(0) so that f(z) = c for all z ≥ d. Finally, there exists α ∈ (0, 1) so that f satisfies
inf
s∈[0,d]
∫ 1
0
f(z)f(|s− z|)dz > α >
∫ 1
0
f
(∣∣∣∣z − 1− d′2
∣∣∣∣
)
f
(∣∣∣∣z − 1 + d′2
∣∣∣∣
)
dz, (1.7)
where d′ = min{0.5, 2d}.
Remark 1.5. Denote by w(2) the usual “square” of a graphon (see Definition 2.1). We note
that the left hand side of Equation (1.7) equals infs∈[0,d]w(2)(0, s), and the right hand side
equals w(2)(1−d
′
2
, 1+d
′
2
). Also, since w(x, y) ≥ c for all x, y, the lower bound on α implies that
α > c2.
Condition (1.7) is needed to guarantee that the thresholded squared graph used in our
algorithm is close to diagonally increasing. It is not generally true that the square of a
diagonally increasing graphon is diagonally increasing. See Figure 1.2 for an illustration of
a simple counterexample of type (1.4). However, even if the squared graphon itself is not
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diagonally increasing, we can often assure that the thresholded squared graphon is diagonally
increasing for some well-chosen α. See Remark A.6 for details on the example in Figure 1.2,
including the choice of α.
y
w(x, y)
1d0 y
w(2)(x, y)
1d 2d0
α
Figure 1. This shows a sketch of w(0, ·) and w(2)(0, ·) for a graphon of type
(1.4) that satisfies Assumption 1.4. Note that w(2) violates the diagonally
increasing condition, but w
(2)
α (shown in red) does not.
Remark 1.6. Examples of classes of uniformly embeddded graphons for which Assumption
1.4 holds are:
(i) Any uniformly embedded graphon for which there exists a value 0 < d < 0.25 so that
f(x) = 0 for all x > d,
(ii) Graphons of type (1.4), where 0.25 ≤ d < 0.5, and (0.5− d)p > (1− d)q.
(iii) Uniformly embedded graphons where f decreases linearly between 0 and d from
f(0) = p to f(d) = c < f(0), and f(x) = c for all x ≥ d, and d ∈ (0.25, 0.5).
(iv) Uniformly embedded graphons where f is concave from 0 to d < 0.5 and constant
from d to 1, and in addition,∫ 1
0
f(z)2dz >
∫ 1
0
f(|z − 1
4
|)f(|z − 3
4
|)dz.
We also mention one simple graphon type for which the more general Assumption 3.5
holds but which is not uniformly embedded:
(v) Graphons of the form
w(x, y) =
{
p if ℓ(x) ≤ y ≤ r(x)
0 otherwise,
where ℓ(x) and r(x) are differentiable boundary functions that are each other’s in-
verse, have slope bounded away from zero on the appropriate domain, and satisfy
0 < inf
x
(r(x)− x) ≤ sup
x
(r(x)− x) < 0.25
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Note that graphs sampled from graphons of type (v) can be interpreted as graphs where
points are sampled from [0, 1] according to a non-uniform distribution, while links are formed
according to a simple graphon of type 1.4.
1.3. Main Results. In the next section, we will present our main new algorithm (Algorithm
1). The first of our main results is the following bound on its results:
Theorem 1 (Reconstruction for General Graphons). Fix a graphon w and constant α that
satisfy Assumption 1.4. Let Gn ∼ w be a graph of size n ∈ N. Then, when Algorithm 1 is
executed with parameters as in Equation (3.2) on input graph Gn and value α, the output is
a permutation “σ” on {1, 2, . . . , n} with error D that satisfies
D ≤ √n log(n)5
w.e.p.
This matches (up to logarithmic terms) the rate found in [RJK18] for the special case of
graphons of the form (1.4). However, it turns out that a slightly different algorithm can
give much better rates for graphons of that form, and indeed any graphons satisfying the
additional assumption:
Assumption 1.7 (Sharp Boundaries). Say that a graphon w has sharp boundaries if:
(1) There exists some δ > 0 so that
w(x, y) ∈ {0} ∪ (δ, 1]
for all x, y ∈ [0, 1].
(2) There exists some B > 0 so that for all x, y ∈ [0, 1],
Vol({z ∈ [0, 1] : w(x, z) = 0 6= w(y, z) or w(y, z) = 0 6= w(x, z)}) ≥ B|x− y|.
Note that this additional assumption holds for all examples given in Remark ??. We have:
Theorem 2 (Reconstruction For Graphons with Sharp Boundaries). Fix a graphon w and
constant α that satisfy Assumptions 1.4 and 1.7, and let Gn ∼ w be a graph of size n. Fix
ǫ > 0. When Algorithm 6 is executed with parameters given by (4.21) on input Gn and value
α, the output is a permutation “σ” on {1, 2, . . . , n} with error
D ≤ nǫ
w.e.p.
Algorithm 6 consists of two parts: first a coarse ordering of a small subset of the vertices
is obtained using the method from Theorem 1, then a refinement algorithm (Algorithm 7)
is used to obtain an ordering of all vertices with the desired error level. These parts are
independent, and the refinement algorithm could be used to improve and extend any coarse
ordering of a subset of the vertices.
To be more precise, we will use the definition:
Definition 1.8. Fix a function F which takes a finite graph as input and gives an ordering
of the vertices as output. Fix a diagonally-increasing graphon w, and let G1, G2, . . . ∼ w be
a sequence of graphs on 1, 2, . . . vertices. Say that the function F is efficient for w if F(Gn)
has error less than
√
n log(n)5 w.e.p.
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For shorthand, we write “F-Algorithm 6” for Algorithm 6, with step 2 replaced by the
assignment:
σ1 = F(G1).
Corollary 1.9. Fix a graphon w that satisfies Assumptions 1.7, let F be efficient for w in
the sense of Assumption 1.8, and let Gn ∼ w be a graph of size n. Fix ǫ > 0. When F-
Algorithm 6 is executed with parameters given by (4.21) on input Gn and value α, the output
is a permutation “σ” on {1, 2, . . . , n} with error
D ≤ nǫ
w.e.p.
We can think of two situations in which Corollary 1.9 might be useful:
(1) Naturally, other mathematical work may provide algorithms that are efficient in the
sense of Assumption 1.8 (see e.g. [RJK18, NS20]).
(2) In some situations we may use expert knowledge. For example, one might send a small
random sample to experts who can order them by hand (likely based on features
not captured by the graph). The large remainder of the data could be ordered
automatically as in Algorithm 6 after Step 2. It is difficult to model expert knowledge
precisely, but we know that in practice it is often very useful to be able to incorporate
strong (but expensive) evidence about a (small) subsample.
Remark 1.10 (Optimistic Conjecture on Optimal Reconstruction). We conjecture that
the best possible reconstruction error is O(
√
n log(n)C) in the situation of Theorem 1 and
O(log(n)C
′
) in the situation of Theorem 2. However, the arguments in the present paper
seem to have no hope of finding the optimal constants C,C ′.
It is natural to ask when it is possible to recover a “super-small” error that is much less than
O(
√
n log(n)C). We conjecture that this can occur in many situations where Assumption 1.7
fails, but also that recovering such a super-small error would require modifications to our
main refinement algorithm. We would be interested in knowing if it is possible to come close
to covering all situations in which “super-small” error occurs by using a single algorithm,
but make no conjectures on this question.
1.4. Running Time. It is straightforward to check that both algorithms have running times
that are polynomial in n with parameters as stated. We have not made a serious effort to
optimize the parameters for running time, and in several places we make choices in order to
make our (already-long) proofs slightly shorter. With that in mind:
(1) Algorithm 6 has running time that is O(n2polylog(n)) for ǫ sufficiently small that
p1 ≤ n−0.5. Furthermore, for p1 ≪ n−0.5 the running time is dominated by steps 3–6;
these can be substantially parallelized.
(2) Algorithm 1 has running time that is O(n4polylog(n)), dominated by Algorithm 4.
See Remark 2.2 for a quick discussion on how this may be improved toO(n3polylog(n)).
See also the seriation algorithm presented in Section 6 of [NS20]. This algorithm’s
first step is to find an approximate ordering of a subsample of size |S| ≈ √n; our
Algorithm 1 could be used as its first step, resulting in an algorithm with a total
running time that would be O(n2polylog(n)).
1.5. Related Work.
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1.5.1. Consequences for Efficiency of Downstream Tasks. We note that the problem consid-
ered in this paper has the following form: there is some “true” latent position U1, . . . , Un of
each vertex, and we wish to estimate some explicit and reasonably nice function of these la-
tent positions (in this case, the induced permutation as in Equation (1.1)). It is natural and
very common to try to do this sort of task by the following two-step procedure: first finding
an estimate Uˆ1, . . . , Uˆn of the true latent positions U1, . . . , Un, and then plug this estimate
into the function (typical algorithms for the closely-related problem of spectral clustering
are of this form; see e.g. the famous overview [VL07]).
The algorithms studied in this paper are not of this two-step form, and this is not an
accident. In Section 6, we prove that the best estimate Uˆ1, . . . , Uˆn of U1, . . . , Un will have
error Ω(n−0.5 log(n)−C
′′
) for a broad class of models. This implies that there is no way to
recover the error bound in Theorem 2 by estimating the latent positions Uˆ1, . . . , Uˆn and then
propagating this error bound to an estimate σˆ = σˆ(Uˆ1, . . . , Uˆn) of σtrue that depends only on
these estimated latent positions. This fact was somewhat surprising to us, as it is common to
analyze the performance of algorithms on “downstream tasks” such as clustering or ordering
using this sort of two-step error bound (see e.g. the recent pair of papers [LXS18, DS18],
which include such a “downstream analysis” for a closely-related embedding problem). Our
general observation that two-step procedures may not be optimal (even where they are
common in practice) is not new - see e.g. [MV10] and the references therein.
1.5.2. Seriation. A graph for which the adjacency matrix is a Robinsonian similarity matrix
is known as a unit interval graph. The graph seriation problem for unit interval graphs can be
solved efficiently using a graph-theoretical algorithm. In particular, in [Cor04] Corneil gives
a linear time algorithm that returns the line-embedded permutation. The algorithm uses
three sweeps of LexBFS, a special Breadth-First Search algorithm first proposed in [RTL76].
Corneil’s 3-sweep LexBFS algorithm is used as an important subroutine in our algorithm.
The matrix seriation problem can also be solved efficiently. either with a combinatorial
algorithm (see [LS17] for an O(n logn) algorithm) or with spectral methods, as proposed in
[ABH98].
If the matrix is not exactly Robinsonian, the seriation problem becomes intractable. Previ-
ous work on seriation-with-error considers an optimization problem: find a Robinson matrix
and a permutation so that the ℓp distance between the permuted matrix and the Robinson
approximation is minimized. This problem is NP-hard in general (see [BB01] for the case
p < ∞ and [CFS09] for the case p = ∞). In [CS11] the authors propose a (deterministic)
approximation algorithm for the ℓ∞ case. If the matrix exhibits certain additional nice prop-
erties, then the seriation problem can be solved in polynomial time as a quadratic assignment
problem, see [LS15, C¸DW15]. In [FJBD13, LW14, EBMG17], noisy seriation is presented
as a convex optimization problem over a polytope related to the set of permutations. An
approximate solution is reached using a relaxation of this optimization problem. Finally,
[Vuo10, FT15] study related problems in the special case of {0, 1}-valued matrices.
The article [FMR19], like our work, considers a statistical problem where we must recover
the ordering associated with some generating process. In [FMR19], the given matrix is
assumed to be a permuted version of a Robinson matrix, plus an additive error matrix of
Gaussian noise. This approach falls in the general categories of shape constrained regression
and latent permutation learning. In [FdV16], the authors use spectral seriation to reconstruct
a ranking from a set of pairwise comparisons.
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The present authors are coauthors on [RJK18, NS20]. Both of these study essentially
the same problem as the current paper, and both show that a certain algorithm returns an
approximate ordering with error less than
√
n log(n)C under certain conditions. [RJK18]
proves this bound for spectral clustering for graphons of the form (1.4). [NS20] proves
this bound for spectral clustering with a postprocessing step, for a nonparametric class of
[uniformly embedded] graphons that includes (1.4).
1.5.3. Testing Graphons. Our initial motivation for this problem was finding efficient tests
as to whether a random graph was simulated from a graphon that could be embedded (either
in a one-dimensional space as in here, or more generally). Naive approaches fall into the
trap discussed in 1.5.1.
In [CGH+15] and [GJ20], the authors construct a test of line-embeddability. Precisely, they
define a function Γ∗ on the space of graphs so that, for a sequence of random graphs Gn ∼ w
sampled from a graphon w, we have limn→∞ Γ∗(Gn) = 0 if and only if w is a.e. diagonally
increasing. Furthermore, Γ∗ is obtained from a function Γ that is a testable parameter in the
sense of [Lov12], and thus it can be efficiently estimated from small samples. Unfortunately,
a problem remained: computing Γ∗ exactly requires the computation of a vertex ordering
that is “optimal,” in some sense made precise in [CGH+15]. The algorithms from this paper
provide an approximate solution to a very similar seriation problem, which seems to be useful
in providing a rigorous and efficient method for estimating Γ∗; the details will be contained
in future work.
1.5.4. Estimating Graphons. Consider a graph sampled from a graphon w as in Equation
(1.2) with driving randomness {Ui}, {Ui,j}. In the present paper, we focus on estimating
the ordering σ for which Uσ(1) < Uσ(2) < . . . < Uσ(n). There is a larger literature on
estimating the graphon - the full n by n matrix {w(Ui, Uj)}ni,j=1. The papers [GLZ15, Cha15,
MPW18a, MPW18b, GJ20] all define and analyze estimators that can be used to estimate
graphons (some, especially [Cha15], also apply to much larger classes of random matrices).
We summarize some main points on the relationship between these results and ours.
It is clear that good estimates of a graphon give some information about its ordering - if
you had a perfect estimate of e.g. a graphon of the form (1.4), it would be trivial to recover
a perfect ordering. However, this relationship is not very robust, and breaks down quickly
in the presence of even small error. Due to either the weak norm [GLZ15, Cha15, MPW18a,
MPW18b] or the slow convergence rate [GJ20], existing graphon estimates can’t be used to
obtain good order estimates, even with unlimited computational resources.
Although our results are not equivalent, we suspect that our estimates of the ordering may
lead to improved graphon estimates in some situations. The two papers with the best bounds
on the convergence rates of their estimators, [GLZ15, GJ20], both use estimators that seem
to be computationally intractable. Furthermore, both are intractable for essentially the same
reason: they require the computation of an ordering of the vertices that is “optimal” in a
sense that is very similar to our problem.1 Our improved bounds on the ordering problem
may lead to computationally-tractable estimators that come close to matching the efficiency
of [GLZ15, GJ20].
1To be more precise: [GLZ15] asks that the vertices be partitioned into roughly
√
n sets, and that these
sets (rather than individual vertices) be optimally ordered. Ordering partitions is easier than ordering
vertices, but in this case it doesn’t seem to be significantly easier.
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Although there is no general equivalence between estimating graphons and orderings, it
seems likely to us that sufficiently good graphon estimates could be used to obtain consistent
order estimates, even when this “translation” is not statistically efficient. Even inefficient
estimates could be used as initial steps in Algorithm 6, as discussed in and immediately
before Corollary 1.9.
1.6. Paper Guide. In Section 2, we state the main algorithms studied in this paper. In
Section 3, we prove a version of Theorem 1 with weaker conditions; we defer a proof that
Theorem 1 actually follows from this result until Appendix A. In Section 4 we discuss why
it is possible to beat the O∗(
√
n) reconstruction barrier and prove Theorem 2.
In the remainder of the paper, we discuss some auxillary results that are helpful in applying
and understanding our main results. In Section 5, we give simple guidelines for finding a
“good” thresholding value α. In Section 6, we show that it is generally not possible to beat
the O∗(
√
n) reconstruction barrier by using an “induced” permutation of the form (1.1).
2. Algorithms for General Graphons
In this section, we state the main algorithms studied in this paper, interspersed with
comments on what is “typically” happening at various important stages.
2.1. Some Further Notation. Much of our work will be related to taking powers of graphs
and graphons, then thresholding the result:
Definition 2.1 (Powers of Graphs and Graphons). For a graph G, denote by A = A(G)
its adjacency matrix. We will use A(2) to denote the square of the adjacency matrix. Entry
A(2)[i, j] denotes the number of common neighbours of vertices i and j, i.e. the number of
vertices adjacent to both i and j.
Similarly, define the “product” w1 ⋆ w2 of two graphons w1, w2 by
(w1 ⋆ w2)(x, y) =
∫
u
w1(x, u)w2(u, y)du
and define w(2) = w ⋆ w.
For any graphon w and α ∈ [0, 1], define the thresholded graphon wα by
wα(u, v) = 1w(u,v)≥α.
For parameter 0 < α < 1 and graph G = (V,E), define the “threshold-square” graph
G
(2)
α = (V,Eα) by
{(u, v) ∈ Eα} ←→ {A(2)[u, v] > α (n− 2)}. (2.1)
Similarly, define the thresholded graphon w
(2)
α by
w(2)α (u, v) = 1w(2)(u,v)>α.
Although our goal is to estimate a permutation σ, most of our calculations will be for
pairwise comparison functions F : V 2 7→ {−1, 0, 1}. The idea is that a comparison F
corresponds closely to a permutation γ if F is close to the following function Fγ:
Fγ(u, v) =
{
1 if γ(u) < γ(v)
−1 if γ(u) > γ(v). (2.2)
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To go from a comparison function to a permutation, define:
γF (i) =
∑
j∈V
Fγ(i, j)
σF (i) = |{j ∈ V : γF (j) ≤ γF (i)}|
when the values of γF are distinct; when there are ties, break them arbitrarily and use the
above formula. We note that, for any permutation σ, we have σFσ = σ.
We can use these formulae to move between permutations and comparison functions, and
we extend notation in the obvious way. To make one frequently-used example explicit: we
say that a comparison function F : V 2 7→ {−1, 0, 1} has error less than D if there exists a
correct permutation σtrue so that, for all 1 ≤ i, j ≤ n satisfying |σtrue(i)− σtrue(j)| > D,
F (u, v) = 1− 21σtrue(i)<σtrue(j).
We will also often define permutations on some subset S ⊂ V . We say that a permutation
σ on S agrees with a permutation η on V if Fσ(i, j) = Fη(i, j) for all i, j ∈ S. Abusing
notation slightly, we will also say that σ agrees with η on some D ⊂ S2 if Fσ(i, j) = Fη(i, j)
for all (i, j) ∈ D (typically, D will be pairs that are sufficiently far apart in the order η).
Finally, for a vertex set V ⊂ N, denote by
V˜ = {(u, v) ∈ V 2 : u < v}
the list of ordered pairs of vertices. We note that a function F˜ : V˜ 7→ {−1, 0, 1} can be
extended to a unique antisymmetric function F : V 2 7→ {−1, 0, 1}; we use this extension
without comment.
2.2. Algorithms for Theorem 1. Our main algorithm, Alg. 1, uses Alg. 2 to find an
initial coarse ordering F based on G
(2)
α , and then “fills in” the remaining comparisons by
taking larger subsamples and merging them by a voting procedure (Alg. 2). This will give a
comparison F ′ that agrees with the line-embedded permutation σtrue or its reversal σeurt for
all pairs sufficiently far apart, which implies that σF ′ is close to either σtrue or σeurt.
Algorithm 1: Main Estimation Algorithm
parameters: Sample size m ∈ N, running time t, threshold ζ , and truncation level α.
input: Graph G = (V,E) of size |V | = n ≥ m.
output: A full order σ on V .
1: Compute G
(2)
α according to Equation (2.1).
2: Run Alg. 2 with parameters t, m, and ζ . Set F = SparseSketch(G
(2)
α ).
{With high probability, F has error . log(n)−1.}
3: Run Alg. 5. Set F ′ = LocalRefinement(G(2)α , F ).
4: Return σF ′ .
Most of the work is done in the function SparseSketch (Alg. 2). The most important
step of Algorithm 2 is the repeated call to OrderedSubsample (Alg. 3), which samples small
subgraphs of G
(2)
α and then estimates orders on these small subgraphs.
The motivation for repeated subsampling is that, with high probability, the vast majority
of these subgraphs typically have a special property that G
(2)
α does not have: they will be
unit interval graphs (see Section 3.3.1). This special property allows us to use an existing
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efficient algorithm for finding the line-embedded permutation, referred to here as LexBFS,
that only applies to unit interval graphs.
Having used this efficient algorithm for our subgraphs, it is then necessary to stitch to-
gether their estimated orderings. The function GlobalOrder (Alg. 4) is needed because we
expect some of the small samples to be ordered according to the true line-embedded per-
mutation, and others according to its total reversal; they must be aligned to either all agree
with the true line-embedded permutation , or all agree with its total reversal.
Algorithm 2: SparseSketch
parameters: Stopping time t, size m ∈ N, and alignment threshold ζ .
input: “Square-thresholded” graph H = (V,E) of size |V | = n.
output: A comparison function F on V .
1: Initialize the list of pairwise comparisons and number of comparisons C : V˜ 7→ Z by
C ≡ 0. Also set i = 0.
2: while i < t do
3: Call Alg. 3 with parameter m and input H . If algorithm succeeds, set
(σ, S) =OrderedSubsample(H) and Z = 1; otherwise Z = 0.
4: if Z = 1 then
5: Set i = i+ 1.
6: Set (σ(i), S(i)) = (σ, S).
7: end if
8: end while
9: Run Alg. 4 with parameter ζ . Set a =GlobalOrder((σ(1), S(1)), . . . , (σ(t), S(t))). For
1 ≤ j ≤ t, set:
σ(j) =
{
σ(j), a(j) = 1
m+ 1− σ(j), a(j) = −1.
10: for j = 1, 2, . . . , t do
11: For vertices u, v ∈ S(j), update C by
C(u, v) =
{ C(u, v) + 1, σ(j)(u) < σ(j)(v)
C(u, v)− 1, σ(j)(u) > σ(j)(v)
12: end for
13: Return the function F : V˜ 7→ {−1, 0, 1} given by
F (u, v) =


−1, C(u, v) < 0,
1, C(u, v) > 0,
0 otherwise.
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OrderedSubsample (Alg. 3) uses a graph algorithm to order the vertices of a small random
subgraph of G:
Algorithm 3: OrderedSubsample
parameter: Size m ∈ N.
input: “Square-thresholded” graph H = (V,E) of size |V | = n.
output: A set S ⊂ V of size m, and a permutation σ on S.
1: Sample S ∼ Unif({T ⊂ V : |T | = m}).
2: Apply the LexBFS algorithm to the sampled graph H(S).
3: If H(S) is a connected proper interval graph, say the algorithm succeeds and return S
and a line-embedded permutation σ of S.
The LexBFS algorithm, which quickly recognizes and orders unit interval graphs, was first
described in [Cor04]. The version of the algorithm in that paper doesn’t detect if a graph is
disconnected, but (since the algorithm is based on BFS) it can be easily modified to do so.
More information about unit interval graphs and this algorithm is given below in Section
3.3.1.
GlobalOrder (Alg. 4) is used to globally align the estimated orderings for individual sub-
graphs:
Algorithm 4: GlobalOrder
parameter: Threshold ζ > 0.
input: List of pairs (σ(j), S(j))tj=1 of permutations σ
(i) on sets S(i) ⊂ [n] of common size
|S(i)| = m.
output: A global alignment a : {1, 2, . . . , t} 7→ {−1,+1}.
1: Initialize the number of pairwise comparisons N : V˜ 7→ {0, 1, . . .} by N ≡ 0.
2: for j ∈ {1, 2, . . . , t} do
3: Set
L(j) = {u ∈ S(j) : σ(j)(u) < ζ}
R(j) = {u ∈ S(j) : σ(j)(u) > m− ζ}.
4: end for
5: Initialize our estimated pairwise alignment H : {1, . . . , i}2 7→ {−1, 0,+1} by H ≡ 0.
6: for j, k ∈ {1, 2, . . . , t} do
7: Set
H(j, k) =


1, (L(j) ∩ L(k)) ∪ (R(j) ∩R(k)) 6= ∅, otherwise
−1, (L(j) ∩ R(k)) ∪ (R(j) ∩ L(k)) 6= ∅, otherwise
0.
8: end for
9: Find a function a : {1, 2, . . . , i}2 7→ {−1, 1} so that, for all i, j with H(i, j) ∈ {−1, 1},
H(i, j) = a(i)a(j).
{We will show that w.e.p. such a function always exists.}
10: Return a.
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When it exists, the function a can be found very quickly by a greedy search (step 9). In
practical implementations, it may be better to choose an algorithm that is more robust to
small errors (e.g. the usual convex relaxation of the problem).
Remark 2.2. The cost of Algorithm 4 is dominated by the cost t2 of constructing the t by
t matrix H . We note that the choice of number of samples t and their sizes m are driven
by two concerns: the total number of samples mt must be at least n2polylog(n) to ensure
that each pair of vertices appears together in many samples, and the size of the sample m
must be small enough that the subsampled graphs have certain good properties with high
probability (primarily, they must be Robinsonian).
We expect that in fact subgraphs up to size m′ =
√
n
polylog(n)
would have these good prop-
erties. If true, this would allow us to replace t by t′ = O(n1.5polylog(n)), reducing the
computational cost of the algorithm by a factor of n.
Finally, we describe LocalRefinement (Alg. 5), which refines the initial sketch provided by
Algorithm 2. We use the notation NG(u) = {w ∈ V (G) : (u, w) ∈ E(G)} to denote the
neighbourhood of u in G, omitting the subscript G when it is clear from context:
Algorithm 5: LocalRefinement
input: “Square-thresholded” graph H = (V,E) of size |V | = n, and a comparison F .
output: A comparison F ′.
1: Initialize F ′ : V˜ 7→ {−1, 0, 1} by F ′ ≡ 0.
2: for all (u, v) ∈ V˜ do
3: Set
Du,v = |{x ∈ N(u) \N(v) : F (x, v) = 1}| − |{x ∈ N(u) \N(v) : F (x, v) = −1}|
Dv,u = |{x ∈ N(v) \N(u) : F (x, u) = 1}| − |{x ∈ N(v) \N(u) : F (x, u) = −1}|
4: if |Du,v| > |Dv,u| then
5: Set
F ′(u, v) =
{
1, Du,v > 0
−1, Du,v ≤ 0
6: else
7: Set
F ′(u, v) =
{
1, Dv,u < 0
−1, Dv,u ≥ 0.
8: end if
9: end for
10: Return F ′.
Algorithm 5 is based on the following observations. Recall that Algorithm 5 takes as input
a “rough” ordering from some comparison F . Now consider i, j ∈ V so that Ui < Uj . Then
any vertex k with Uk > Uj is closer to Uj than to Ui, so more likely to be a neighbour of j
than of i. Thus, we expect that j will have more neighbours than i that are higher up in
the ordering than j. Similarly, we expect that j will have fewer neighbours than i that are
lower down in the ordering than i. Therefore, we expect to be able to order i, j by counting
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the number of elements of the neighbourhoods N(i) \N(j) and N(j) \N(i) that are higher
than i, j according to the rough ordering F .
2.3. Algorithms for Theorem 2. Algorithm 1 described in the previous subsection gives
an ordering with error approximately
√
n. Here we describe the iterative refinement algo-
rithm, which sequentially reduces this error.
Algorithm 6 creates a coupled sequence of random graphs G1 ⊂ G2 ⊂ . . . ⊂ Gk = G.
Algorithm 1 is used with input G1 to obtain an initial ordering of the vertices in G1. Then,
in each successive step, Algorithm 7 is called to replace the order Fi on Gi by the more-
accurate order Fi+1 on the larger graph Gi+1. The iterative step is based on G itself, not
G
(2)
α .
Algorithm 6: Iterative-Improvement Estimate
parameter: Sequence of rates 0 < p1 < p2 < . . . < pk = 1 ∈ [0, 1], errors
d1 > d2 > · · · > dk, truncation level α.
input: Graph G = (V,E) of size |V | = n.
output: A permutation σ on V .
1: Let {Bi}ni=1 i.i.d.∼ Unif[0, 1].
2: Run Algorithm 1 on the induced subgraph G1 of G with vertex set
V1 = {j ∈ V : Bj ≤ p1}, n1 = |V1|, and parameters α and
m = m(|V1|), t = t(|V1|)ζ = ζ(|V1|) as in Equation (3.2). Let σ1 be the returned
ordering of V1.
3: for i ∈ {1, 2, . . . , k − 1} do
4: Let Gi+1 be the induced subgraph of G with vertex set Vi+1 = {j ∈ V : Bj ≤ pi+1}.
5: Run Algorithm 7 with parameters C1 = ⌈pidin log(n)4⌉, C2 = ⌊
√
dipin log n
6⌋,
C3 = ⌊
√
dipin log(n)
2⌋. Let σi+1 = Refine(Gi+1, Vi, σi).
6: end for
7: Return σk.
All of the work in Algorithm 6 is done in Algorithm 7, the refinement algorithm that is
called in the loop. It makes use of the following consequence of Assumption 1.7: if Ui < Uj ,
then there is a region R ⊂ [0, 1] so that any vertex with U -value in R can only be a neighbour
of one of i, j. If Ui and Uj are sufficiently far apart, then R is large and will contain many
vertices; these will provide the signal that indicates the true ordering of i and j. Of course,
we don’t know R a priori, so it must also be estimated. The key idea is that, in each loop, we
use our current estimate of σ to improve our estimate of R, then use our improved estimate
of R to further improve our estimate of σ.
To make this precise, we need to introduce some definitions. Given an ordering σ of a set
V , a set S ⊂ V , and a parameter c < |S|, we define the sets of the c elements of S with the
highest and lowest rank according to σ:
R(S, σ, c) = {k : |{p ∈ S : σ(k) ≤ σ(p)}| ≤ c}, (2.3)
L(S, σ, c) = {k : |{p ∈ S : σ(p) ≤ σ(k)}| ≤ c}.
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Algorithm 7: Refine
parameters: thresholds C1, C2, C3.
input: Graph G = (V,E), sets V1 ⊂ V2 ⊂ V , order σ1 on V1.
output: An order σ2 on V2.
1: for i < j in V2 \ V1 do
2: Set
R = R(i, j) = R(V1 ∩ (N(i) ∪N(j)), σ1, C1),
L = L(i, j) = L(V1 ∩ (N(i) ∪N(j)), σ1, C1).
3: Initialize F (2)(i, j) = 0.
4: if |N(j) ∩ R| > |N(i) ∩ R|+ C2 or |N(i) ∩ L| > |N(j) ∩ L|+ C2 then
5: Set F (2)(i, j) = 1.
6: else
7: if |N(i) ∩ R| > |N(j) ∩R|+ C2 or |N(j) ∩ L| > |N(i) ∩ L|+ C2 then
8: Set F (2)(i, j) = −1.
9: end if
10: end if
11: end for
12: Let σ′2 be a permutation of V2 \ V1 that is compatible with F (2), i.e. σ′2 = σF (2) as in
(2.2).
13: for i in V2 do
14: Set
t(i) = max{σ′2(k) : k ∈ N(i) ∩ (V2 \ V1)}
b(i) = min{σ′2(k) : k ∈ N(i) ∩ (V2 \ V1)}.
15: end for
16: for i ∈ V1, j ∈ V2 do
17: Initialize F (2)(i, j) = 0.
18: if t(j)− t(i) > C3 or b(j)− b(i) > C3 then
19: Set F (2)(i, j) = 1
20: else
21: if t(i)− t(j) > C3 or b(i)− b(j) > C3 then
22: Set F (2)(i, j) = −1
23: end if
24: end if
25: end for
26: Return a permutation σ2 = σF (2) of V2 that extends F
(2).
3. Proof of Theorem 1
In this section, we will prove Theorem 1 as a consequence of a slightly stronger result.
3.1. A Stronger Result. Rather than proving Theorem 1 directly, we prove a related result
with weaker (but more complicated) assumptions. This theorem applies to graphons in gen-
eral, not just graphons with a uniform embedding. We verify that the stronger assumptions
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of Theorem 1 imply the more general assumptions presented in this section in Appendix A.
While weakening the assumptions in this way will provide a stronger final result, our main
motivation was to replace the assumptions of 1 (which are easy to read but hard to work
with directly) with the weaker assumptions of Theorem 3 (which are harder to read but
easier to work with in our proof).
Before we discuss the weaker assumptions, we give an alternative characterization of {0, 1}-
valued graphons. It is not hard to verify (see also the discussion following Definition 2.1 of
[CGJ17]) that, if w is a {0, 1}-valued graphon, then w is diagonally increasing if and only
if there exist two non-decreasing functions ℓ : [0, 1] → [0, 1] and r : [0, 1] → [0, 1] which
demarkate the regions in [0, 1]2 where w assumes the value 1. The functions ℓ and r will be
called the boundaries of w. Precisely, w is of the form
w(x, y) =
{
1 if y ∈ I(x)
0 otherwise,
where (ℓ(x), r(x)) ⊂ I(x) ⊂ [ℓ(x), r(x)]. Thus, the boundaries define w up to the values
exactly on points of the form (ℓ(x), x) and (x, r(x)); of course this collection of points has
measure 0, and thus does not influence the distribution of samples from w.
In this section, which leads up to the proof of Theorem 3, we will apply this characterization
in particular to w
(2)
α , which is almost everywhere defined by the boundaries rα and ℓα defined
as follows:
rα(x) = sup{y ∈ [0, 1] : w(2)(x, y)≥α}, (3.1)
ℓα(x) = inf{y ∈ [0, 1] : w(2)(x, y)≥α}.
We now state the definitions required for our weaker assumptions. For a set S ⊂ Rd,
denote by Vol(S) the d-dimensional volume S. Then define:
Definition 3.1 (Goodness). Fix 0 < α, δ < 1 and 0 < A < ∞. Say that w is uniformly
(A, δ)-good at α if it satisfies
sup
x∈[0,1]
Vol({y ∈ [0, 1] : |α− w(x, y)| ≤ δ′}) ≤ Aδ′
for all 0 < δ′ < δ.
In other words: if w is uniformly (A, δ)-good at α, then the values of w(x, ·) don’t concen-
trate around α. We will not apply this assumption to w directly; we apply it to w(2). Next,
we use a simple notion of “connectedness” for graphons:
Definition 3.2 (Connectedness of Graphons). Fix 0 < ǫ < 1. We say that a graphon w is
(ǫ, α)-connected if
inf{w(u, v) : u, v ∈ [0, 1], |u− v| ≤ ǫ} > α.
For graphons w, to be (ǫ, α)-connected means that the region where w achieves values
greater than α contains a strip of width ǫ around the diagonal. We will see later that this
implies that, asymptotically almost surely, large graphs sampled from the α-thresholded
version of such a graphon are connected.
The following “separation” property implies that the neighbourhoods of far-apart vertices
are easy to distinguish:
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Definition 3.3 (Separation of Graphons). Fix 0 < ǫ < ∞. We say that a {0, 1}-valued
graphon w is ǫ-separated if, for all x, y,
Vol({z ∈ [0, 1] : |w(x, z)− w(y, z)| = 1}) ≥ ǫ|x− y|.
Diagonally increasing graphs may have many indistinguishable rows - as an extreme ex-
ample, the complete graph is Robinsonian! The following assumption rules out this sort of
near-complete indistinguishability by requiring very different points to have disjoint neigh-
bourhoods:
Definition 3.4 (Splitting graphons). Fix 0 < ǫ < 1. We say that a {0, 1}-valued graphon
w has an ǫ-split if for all x ≤ y − (1− ǫ),
{z ∈ [0, 1] : w(x, z) = w(y, z) = 1} = ∅.
In graphs sampled from a graphon with an ǫ-split, vertices with Ui-values that are far apart
cannot have any common neighbours. This guarantees that a certain ”line-embeddedness”
is preserved in the graph and its samples, and a correct permutation can be extracted from
the samples.
We combine these properties:
Assumptions 3.5 (Weak Assumptions). Let w be a graphon, and α, ǫ ∈ (0, 1) and A > 0
be constants, so that:
(1) w
(2)
α is diagonally increasing, and
(2) w(2) is uniformly (A, ǫ)-good at α, and
(3) w(2) is (ǫ, α)-connected, and
(4) w
(2)
α has an ǫ-split, and
(5) w
(2)
α is ǫ-separated.
Note that most of these assumptions are properties of w
(2)
α , not w(2). In particular, we do
not need that w(2) is diagonally increasing, only that the thresholded {0, 1}-valued graphon
w
(2)
α is. This is an important distinction: it is not true, in general, that the square of a
diagonally increasing graphon is itself also diagonally increasing (see Appendix A, Remark
A.6 for a simple example). Even if w(2) is itself not diagonally increasing, there still may be
a value of α for which w
(2)
α is diagonally increasing.
Finally, we define the set of parameters for our main algorithm that gives the desired result
for Theorem 1.
m = m(n) ≡ log(n)5, (3.2)
t = t(n) ≡ (n log(n))2,
ζ = ζ(n) ≡ 4 log(n)4
We are now ready to state the stronger theorem.
Theorem 3 (Ordering on Large Sample). Fix a graphon w and constant α that satisfy
Assumption 3.5. Let Gn ∼ w be a graph of size n ∈ N. Then when Algorithm 1 is executed
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with parameters as in (3.2) on input graph Gn and value α, then the output is an ordering
“σ” on {1, 2, . . . , n} with error that satisfies
D ≤ √n log(n)5
w.e.p.
3.2. Construction of Probability Spaces. We set some notation that will be used through-
out the remainder of Section 3. Fix notation as in the statement of Theorem 3. Fix two
i.i.d. sequences {Ui}i∈N, {Ui,j}i<j∈N with uniform distribution on [0, 1]. We will use these
two sequences to couple all of the graphs described in this section as follows: for any graph
of size n ∈ N sampled from a graphon in this section, we will always assume that the graph
is sampled by using the elements of this fixed pair of sequences with indices 1 ≤ i, j ≤ n,
in the representation (1.2). In particular, if G,G′ ∼ w are graphs of sizes n < n′, then this
coupling gives a natural embedding G ⊂ G′ of the graphs. For fixed n, we denote by σtrue
the line-embedded permutation associated with the sequence {Ui}ni=1, and denote by Ftrue
the associated comparison function. Permutation σeurt is the total reversal of σtrue.
Denote by Hα ∼ w(2)α a “correct” thresholded graph, drawn from w(2)α (the thresholded
square graphon as in Definition 2.1) using the same random variables {Ui}, {Ui,j} as G.
(Since w
(2)
α is a {0, 1}-valued graphon, the variables {Ui,j} are irrelevant.) Thus, for all i, j,
Hα(i, j) = w
(2)
α (Ui, Uj).
Recall the definition of the threshold-square graph G
(2)
α from Equation (2.1). For S ⊂
{1, 2, . . . , n}, denote by G(S) (respectively G(2)α (S), Hα(S)) the induced subgraph of G (re-
spectively G
(2)
α , Hα) on vertex set S.
We define F1(n) (respectively F2(n)) to be the σ-algebra generated by the sequence {Ui}ni=1
(respectively {Ui,j}1≤i<j≤n). We define Fk ≡ Fk(∞) for k ∈ {1, 2}. Finally, we set F =
F1 ∩ F2 to be the σ-algebra generated by all of these random variables.
3.3. Proof Sketch and Main Estimates for Bad Sets. In this section, we will show that
the graphs G,G
(2)
α resulting from the random draw {Ui}, {Ui,j} will have certain good prop-
erties with extreme probability, and sketch out how these properties are used to guarantee
that the algorithm succeeds.
3.3.1. Unit interval graphs and the LexBFS Algorithm. The heart of Algorithm 3 is the 3-
sweep LexBFS unit interval graph recognition algorithm of [Cor04]. We recall the basic
properties of unit interval graphs and this algorithm that will be used. A graph G is a unit
interval graph if and only if there exists a total order of the vertices so that the adjacency
matrix A of G with respect to that order is diagonally increasing (where we set the diagonal
elements Ai,i = 1). We will refer to such orders as interval orders. If the graph is connected,
then the interval order is unique, up to its total reversal and to permutation of any duplicated
neighbourhoods. More precisely, for a total order of the vertices represented by a permutation
σ, let Aσ be the matrix defined as:
Aσi,j = Aσ−1(i),σ−1(j).
Then σ is an interval order if and only if Aσ is diagonally increasing. If G is connected,
then A is irreducible. In that case, if σ and τ are both interval orders, then either Aτ = Aσ
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(which allows for the possibility that some rows are identical), or Aτ = Aσ
trev
, where σtrev is
the total reversal of σ.
3.3.2. Properties of Latent Variables. Algorithm 1 is based on the assumption that the square
thresholded graph G
(2)
α has similar properties to Hα, and that the vertices in V are fairly
uniformly spread over the interval [0, 1]. This, together with our assumptions on w(2) and
w
(2)
α will then guarantee that small samples from G
(2)
α have similar good properties. This will
imply that, with high probability, the “sketch” returned by Algorithm 2 has no incorrect
comparisons. In particular, we want to show that the following properties hold w.e.p.:
(1) For vertices i, j ∈ V with |Ui − Uj | ≫ 1√n , we have G(2)α (i, j) = Hα(i, j). That is, on
a coarse scale, G
(2)
α looks like it was sampled from w
(2)
α .
(2) Any random uniform subsample S ⊂ V that is independent of F and has |S| ≥
log(n)5 will induce a connected graph G
(2)
α (S).
(3) For all vertices i, j ∈ V with |Ui − Uj | ≫ 1√n , there are many vertices that are
connected to i but not j in G
(2)
α (and vice-versa).
(4) Pointwise, the empirical CDF of the collection {Ui}ni=1 is never too far from its ex-
pected value. Specifically, for all vertices i, j ∈ V with |Ui − Uj | ≫ 1√n , we have
|{k ∈ V : Uk ∈ (Ui, Uj)}| ≈ n |Ui − Uj|.
Note that these are all purely properties of {Ui}, {Ui,j} (even property (2), which is about
typical draws of S after observing the σ-algebra F). When these conditions hold, we know
that when i, j appear in the same subsample S of size |S| = log(n)5, the following will all
occur with probability quite a bit larger than 1
2
:
(i) The neighbourhood of i, j in G
(2)
α (S) will agree with their “correct” neighbourhood
in Hα(S).
(ii) The subgraph G
(2)
α (S) will be connected.
(iii) If Ui and Uj are significantly far apart, the neighbourhoods of i, j can be distinguished
in G
(2)
α (S), and so in particular it is possible to compare them locally.
When these three events all occur for a given i, j ∈ S, we will have that G(2)α (S) is a
connected unit interval graph whose interval orderings agree with one of the correct line-
embedded permutations of w
(2)
α (S) for all vertices that are sufficiently far apart. The interval
ordering can be retrieved with a standard, efficient graph-theoretic algorithm as discussed
in Section 3.3.1; moreover, the algorithm will detect when G
(2)
α (S) is not a connected unit
interval graph. Thus, when (i)− (iii) occur, we will be able to reconstruct the correct
ordering of sufficiently distant pairs i, j ∈ S.
A precise statement of Conditions (1)-(4) above will be given in Definition 3.6, and Con-
ditions (i)-(iii) will be given in Definition 3.8 in the following subsection. First we introduce
the necessary notation. For fixed n and α, define the “bad set”
B(n, α) =
{
(x, y) ∈ [0, 1]2 : |w(2)(x, y)− α| ≤ log(n)√
n
}
. (3.3)
Thus, B(n, α) is the subset of [0, 1]2 where w(2) takes value very close to α.
We define the related “bad witnesses” of a vertex 1 ≤ i ≤ n by
B(n, i, α) = {j ∈ {1, 2, . . . , n}\{i} : G(2)α (i, j) 6= w(2)α (Ui, Uj)}. (3.4)
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We will see that w.e.p. j /∈ B(n, i, α) if (Ui, Uj) /∈ B(n, α) (see Lemma B.1).
We also define the collection of “good witnesses” for a subset S ⊂ {1, 2, . . . , n} and pair
of vertices i, j ∈ S by:
WS(i, j) = {k ∈ S : w(2)α (Ui, Uk) 6= w(2)α (Uj , Uk)}
νS(i, j) = |WS(i, j)|.
When S = {1, 2, . . . , n}, we will drop the subscript. These are the vertices that will allow
us to distinguish i, j.
Finally, we define a cover of [0, 1] which will be useful in showing that subgraphs of G
(2)
α
are connected. Let ǫ > 0 be as in Assumption 3.5. Fix R ∈ N ∩ [ǫ−1, 2ǫ−1] and define the
sets
Ik =
[
k
4R
,
(k + 3)
4R
]
∩ [0, 1], 0 ≤ k ≤ 4R− 3. (3.5)
Note that these intervals form a cover of [0, 1]. Moreover, if Ui ∈ Ik and Uj ∈ Ik ∪ Ik+1, then
Hα(i, j) = 1. This implies that, for any set S ⊂ V ,
4R−3⋂
k=0
{S ∩ {i : Ui ∈ Ik} 6= ∅} ⊂ {Hα is connected}. (3.6)
We now give formal definitions of the collection of bad events:
Definition 3.6 (Bad Events). Let graphon w, value α, random variables {Ui}, {Ui,j}, and
graphs G
(2)
α and Hα be as defined above. Moreover, let R, {Ik}4R−3k=0 be as in (3.5). We define:
A1 = ∪1≤i<j≤n({(Ui, Uj) /∈ B(n, α)} ∩ {G(2)α (i, j) 6= Hα(i, j)})
A2 =
{
max
1≤i≤n
|B(n, i, α)| > √n log(n)2
}
A3 =
{
min
0≤k≤4R−3
|{i : Ui ∈ Ik}| < n
2R
}
A4 =
{
min
1≤i,j≤n : |Ui−Uj |> 1log(n)
ν(i, j) <
2n
log(n)2
}
∪

 min1≤i,j≤n : |Ui−Uj |> log(n)4√n ν(i, j) <
√
n log(n)3


A5 =
{
max
1≤i<j≤n
|{k : Uk ∈ (Ui, Uj)}| ≥ n|Ui − Uj |+
√
n log(n)
}
.
The event Ac1 ∩Ac2 implies property (1) above, while Ac3, Ac4 and Ac5 imply properties (2),
(3) and (4), respectively. The bad events mostly involve random variables that are the sum
of the independent variables {Ui},{Ui,j}, and by straightforward application of standard
concentration inequalities we can show that w.e.p. none of these bad events occur. The
lemmas and proofs establishing this fact can be found in the Appendix. Here, we only state
their corollary:
Corollary 3.7. Let A = A1 ∪ A2 ∪ A3 ∪A4 ∪ A5. Then Ac holds w.e.p..
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Proof. This follows from Lemmas B.1, B.2, B.3, B.4, and B.5. 
We can therefore assume that our graph G and the derived graph G
(2)
α have the properties
we need for the algorithm to succeed.
3.3.3. Properties of Subsampled Graphs. In Algorithm 2, small subgraphs are sampled re-
peatedly from the square thresholded graph G
(2)
α . In this section, we show that, if Ac holds
and thus G
(2)
α has properties as expected, with high probability these samples will have sim-
ilar good properties. To this end, we define bad events for the sample, and will then proceed
to bound the probability that they occur.
Let S be a uniformly chosen subset of V , of size m = log(n)5. We denote by
S ′′ = {i ∈ S : ∀j ∈ S, i /∈ B(n, j, α)} (3.7)
the collection of elements with no “bad” comparisons.
Choosing indices to roughly match the “global” bad events A1, . . . ,A5, we define:
Definition 3.8 (Bad Events for Samples). Let graphon w, value α, random variables {Ui},
{Ui,j}, and graphs G(2)α and Hα be as defined above. Moreover, let R, {Ik}4R−3k=0 be as in
(3.5). Finally, we let S ⊂ V and m = |S|.
A′1 = {G(2)α (S) 6= Hα(S)}
A′3 =
{
min
0≤k≤4R−3
|{i ∈ S : Ui ∈ Ik}| < m
4R
}
∪ {|S\S ′′| > log(n)3}
A′4 =
{
min
i,j∈S : |Ui−Uj |> 1log(n)
νS(i, j) < log(n)
3
}
A′5 =
{
max
i,j∈S
|{k : Uk ∈ (Ui, Uj)}| ≥ m|Ui − Uj|+ 2 log(n)3.5
}
.
We think of these events as functions of S, viewing the variables {Ui} and {Ui,j} that
determine the graph G as “fixed.” We have seen that Ac holds w.e.p. in Corollary 3.7.
We will see here that events A′i are also all unlikely. The proofs are again simple, and are
deferred to Appendix B.2. We need slightly more detailed results (e.g. that these events
remain rare even conditional on the occurrence of certain vertices), so we keep the lemma
statements here.
Lemma 3.9. Let S be a uniformly chosen subset of V , of size m = log(n)5. Then on the
F-measurable event Ac,
P[A′1 | F ] = O(n−0.49).
Furthermore, for any fixed p, q ∈ V (G) satisfying (Up, Uq) 6∈ B(n, α), we have
P[A′1 ∩ {p, q ∈ S} | F ]
P[{p, q ∈ S}|F ] = O(n
−0.49),
where again both probabilities are on Ac.
For 0 ≤ k ≤ 4R− 3, let Vk = {i : Ui ∈ Ik}.
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Lemma 3.10. Let S be a uniformly chosen subset of V , of size m = log(n)5, and let S ′′ be
as defined in (3.7). We have P[A′3 | F ] = n−Ω(log(n)) on the F-measurable event Ac. That is,
w.e.p. for all 0 ≤ k ≤ 4R − 3, both |S ∩ Vk| ≥ log(n)54R and also |S \ S ′′| ≤ log(n)3 on Ac.
Moreover, for any fixed p, q ∈ V (G),
P[A′3 ∩ {p, q ∈ S} | F ]
P[{p, q ∈ S}| F ] = O(n
−Ω(log(n))),
where again both probabilites are on the event Ac.
We see that a number of other bad events are “almost” contained in A′3.
Lemma 3.11. Let S be a uniformly chosen subset of V , of size m = log(n)5, and let S ′′ as
defined in (3.7). For each i ∈ S, let DS(i) = |{j ∈ S : G(2)α (i, j) = 1}| be the number of
neighbours of i in G
(2)
α (S). Then for all n sufficiently large,
{Hα(S) is not connected} ∪ {Hα(S ′′) is not connected} ∪
{
min
i∈S
DS(i) <
m
8R
}
⊂ A′3.
The next lemma shows that w.e.p., for all pairs of vertices i, j that are sufficiently far
apart, we can distinguish i and j since they have distinct neighbourhoods in G
(2)
α .
Lemma 3.12. Let S be a uniformly chosen subset of V , of size m = log(n)5. Then
P[A′4 | F ] = n−Ω(log n)
on the F-measurable event Ac. That is, w.e.p. for all i, j ∈ S so that |Ui − Uj | > 1
log(n)
,
νS(i, j) ≥ log(n)3.
Similarly, it follows directly fromAc5 that the number of vertices between i, j in a uniformly
chosen subset S ′ is roughly proportional to |Ui − Uj |:
Lemma 3.13. On the F-measurable event Ac,
P[A′5 | F ] = n−Ω(logn).
That is, w.e.p. for all i, j ∈ S, |{k : Uk ∈ (Ui, Uj)}| ≤ m|Ui − Uj |+ 2 log(n)3.5.
3.4. Proof Sketch. In the next sections, we will prove the correctness of all the Algorithms
that are used to prove Theorem 3. The proofs involve four major ideas, which we outline
here. We will assume that Ac holds, so G and G(2)α have good properties.
• Most of the small samples can be correctly ordered. With probability 1−o(1),
the random subgraphs of size m = log(n)5 sampled in Algorithm 2 have certain
good properties (e.g. they are connected, Robinsonian, and have many vertices with
distinct neighbourhoods); when this occurs, Algorithm 2 will return an ordering that
agrees with σtrue or σeurt for all vertex pairs sufficiently far apart.
• The ordered small samples can be aligned. At this point, we have many
subsamples that each individually agree with either σtrue or σeurt. The next step
is to “align” these subsamples by reversing some of them, so that either the entire
collection agrees with σtrue, or the entire collection agrees with σeurt. The main
observation is that it is easy to align a particular pair of samples if they share vertices
with latent position close to either 0 or 1; it turns out to be possible to align all
samples by greedily aligning pairs in this way.
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• Aligned sketches give a coarse ordering. Once the small samples are aligned,
say with σtrue, then a majority vote is used in Algorithm 2 to determine a sketch, or
coarse ordering, of all the vertices, represented by a comparison F . The number of
small samples taken is such that w.e.p. each pair of vertices is sampled many times,
and in the majority of the samples containing this pair, the order agrees with σtrue.
Thus, pairs of vertices that are sufficiently far apart will be ordered according to σtrue
in the vast majority of the samples in which they occur.
• Coarse ordering is refined using good witnesses. Finally, in Algorithm 5 , the
comparison F returned by Alg. 2, is refined. This refinement is based on the good
witnesses of the vertices. Since w
(2)
α is diagonally increasing, and G
(2)
α is very similar
to a sample from w
(2)
α , we can use these good witnesses to infer the ordering of two
vertices s, t. Namely, if σtrue(s) < σtrue(t), i.e. if s comes before t in the true ordering,
then t will have more neighbours than s higher up in the ordering, while s will have
more neighbours lower in the true ordering. Thus, by considering the vertices that
are neighbours of s but not of t, or vice versa, and using the coarse ordering as a
proxy for the true ordering, we can infer the correct ordering of s and t.
3.5. Analysis of Algorithm 3. In Algorithm 3, a relatively small subgraph S of size
m = log(n)5 is sampled from G
(2)
α . Algorithm 3 applies a graph algorithm to determine
whether the sample is a unit interval graph. If the algorithm succeeds, it will return an
interval ordering. We prove in this section that, if no bad events occur, then with high
probability the algorithm will succeed and give an ordering which agrees with one of the two
correct line-embedded permutations of the vertices.
Throughout this section, we will assume that Ac holds, and study the properties of the
subset S on this event. We will not condition on (A′3∪A′4∪A′5)c, but we recall here that, by
the lemmas in Section 3.3.3, this event holds w.e.p.. Since this holds w.e.p., we will be able
to use the following properties of S when required in our proofs, incurring only a negligible
penalty in our probability estimates each time:
|S \ S ′′| ≤ log(n)3, where S ′′ as defined in (3.7), (3.8)
Hα(S) and Hα(S
′′) are connected,
|{j ∈ S : G(2)α (i, j) = 1}| ≥
m
8R
for all i ∈ S,
G(2)α (S
′′) = Hα(S ′′)
νS(i, j) ≥ log(n)3 for all i, j ∈ S such that |Ui − Uj | > 1
log(n)
,
|{k : Ui < Uk < Uj}| < m|Ui − Uj |+ 2 log(n)3.5 for all i, j ∈ S.
Note that the second and third property above follow from the event (A′3)c, together with
Lemma 3.11. The fourth property follows from our assumption that we are on Ac: If
Ac1 holds, then this implies that discrepancies between G(2)α (S) and Hα(S) can only occur
between vertices i, j where i ∈ B(n, j, α), and, by definition, S ′′ does not include any such
pairs.
We do not assume that we are on (A′1)c, and do not use this event freely in the following
calculations. We do this because Lemma 3.9 only implies that (A′1)c occurs with probability
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going to 1, but does not show it holds w.e.p. Algorithm 3 is called many times in Algorithm
2, and it may indeed happen that A′1 occurs for a small number of sketches.
We will show that the ordering returned by Algorithm 3 agrees with σtrue or σeurt for all
pairs of vertices that are sufficiently far apart, and hence we define:
Definition 3.14. Given S ⊂ V (G), a permutation σ of S, and a permutation τ of V , we say
that σ agrees with τ to precision level d, if, for all i, j ∈ S so that |Ui −Uj | ≥ d, σ(i) < σ(j)
if and only if τ(i) < τ(j).
Lemma 3.15. Let G
(2)
α be as defined in Equation 2.1, and assume Ac holds. Let m = log(n)5,
and let S ∼ Unif({T ⊂ V : |T | = m}). Let B′1 be the event that Algorithm 3 with input
G
(2)
α and parameter m succeeds, and furthermore returns a total order σ of the sampled set
S which agrees at precision level log(n)−1 with σtrue or with σeurt. Then
P[B′1 | F ] = 1− O(n−0.49)
on the F-measurable event Ac. Moreover, for 1 ≤ p, q ≤ n so that |Up − Uq| ≥ log(n)−1,
P[B′1 ∩ {p, q ∈ S}|F ]
P[{p, q ∈ S} | F ] = 1− O(n
−0.49),
again on Ac.
Proof. Algorithm 3 starts by sampling S ∼ Unif({T ⊂ V : |T | = m}). By (3.8), we have
that G
(2)
α (S) = Hα(S) is connected w.e.p., and thus G
(2)
α (S) is a connected unit interval
graph. On this event, Algorithm 3 does not fail, and returns an interval ordering σ of
G
(2)
α (S) = Hα(S). Since Hα(S) is a subgraph of the interval graph Hα, the interval ordering
of Hα(S) agrees with σtrue or σeurt; assume wlog that it agrees with σtrue. This means that
σ agrees with σtrue, except possibly for pairs of vertices with identical neighbourhoods in
G
(2)
α (S).
Applying (3.8) again, w.e.p. for all i, j ∈ S so that |Ui − Uj | > log(n)−1, we have that
νS(i, j) ≥ log(n)3. This implies that i and j have distinct neighbourhoods in G(2)α (S) and
thus also in G
(2)
α (see discussion in Section 3.3.1). Consequently, for pairs i, j ∈ S with
|Ui − Uj | > log(n)−1, we have
{σ(i) < σ(j)} ↔ {σtrue(i) < σtrue(j)}.
In other words, σ agrees with σtrue at precision level log(n)
−1, completing the proof.

Algorithm 3 is called many times in Algorithm 2, to produce a collection of sets and
orderings (σ(j), S(j))tj=1. Since B′1 may not occur w.e.p., some of the set-ordering pairs in this
collection may not agree with σtrue or σeurt at the required level of precision. We will need
a minimal amount of agreement to prove that Algorithm 4, the alignment algorithm, works
correctly based on all samples. Therefore, we now define a weaker version of agreement
between orderings, and show that this weaker property holds w.e.p..
Definition 3.16. Define
L = {i ∈ V : Ui < rα(ǫ/2)} and R = {i ∈ V : Ui > ℓα(1− ǫ/2)},
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where ǫ > 0 is as in Assumption 3.5. For any permutation σ of a subset S ⊂ V , let
L(σ, S) = {i ∈ S : 1 ≤ σ(i) ≤ ζ}, where ζ = 4 log(n)4, and
R(σ, S) = {i ∈ S : |S| ≥ σ(i) ≥ |S| − ζ + 1}.
We say that σ roughly agrees with σtrue if L(σ, S) ⊂ L and R(σ, S) ⊂ R. Similarly, σ roughly
agrees with σeurt if L(σ, S) ⊂ R and R(σ, S) ⊂ L.
Note that, by part (4) of Assumption 3.5, we have that rα(ǫ/2) < ℓα(1 − ǫ/2), and thus
L∩R = ∅. This implies that any permutation σ can roughly agree with at most one correct
permutation.
Lemma 3.17. Let G
(2)
α be as defined in Equation 2.1, and assume Ac holds. Let m = log(n)5,
and let S ∼ Unif({T ⊂ V : |T | = m}). Let σ be the ordering returned by Algorithm 3 if
the algorithm succeeds, or let σ be equal to σtrue restricted to S otherwise. Then
P[{σ roughly agrees with σtrue or σeurt} | F ]
P[{Algorithm 3 succeeds}]|F = 1− n
−Ω(log n)
on the F-measurable event Ac. That is, if Algorithm 3 succeeds, then w.e.p. it returns a
permutation that roughly agrees with σtrue or σeurt.
Proof. Consider a run of Algorithm 3 that succeeds; let S be the returned subset, and let σ
be the returned permutation (note that σ represents an interval order of G
(2)
α (S)). Let j ∈ S
be so that σ(j) = 1. By (3.8), w.e.p. the neighbour set of j has size
|{q ∈ S : G(2)α (j, q) = 1}| ≥ log(n)5/(8R) > ζ = |L(S, σ)|.
Since σ is an interval ordering of G
(2)
α (S), all neighbours of j must form an interval I in σ,
and L(S, σ) ⊂ I. Since σ is an interval ordering, this also implies that all vertices in I (and
thus L(S, σ)) are mutually adjacent in G(2)α .
We have shown that w.e.p. L(S, σ) is a clique, but have not yet shown that even a single
element s ∈ L(S, σ) has a small associated latent variable Us. Before starting the argument
that this is true, we give some basic facts about S ′′. By (3.8), w.e.p. we have both that
G
(2)
α (S ′′) = Hα(S ′′), and that Hα(S ′′) is connected. Since Hα is a unit interval graph, so is
Hα(S
′′). Since σ is an interval order ofG(2)α (S), σ|S′′ is an interval order ofG(2)α (S ′′) = Hα(S ′′).
Therefore, σ|S′′ on S ′′ must agree with σtrue or σeurt. We assume wlog that it agrees with
σtrue.
The next step is to check that S ′′ has some intersection with the collection
Lˆ =
{
s ∈ S : Us ≤ 1
log(n)
}
(3.9)
of vertices with “small” latent variables. From (3.8), we have w.e.p. the inequalities
|Lˆ| ≥ m
log(n)
− 2 log(n)3.5, |S \ S ′′| ≤ log(n)3, (3.10)
so |Lˆ ∩ S ′′| ≥ |Lˆ| − |S \ S ′′| > 0 for large enough n.
Having shown that Lˆ ∩S ′′ 6= ∅, we consider s ∈ Lˆ∩S ′′ and show that it is in L(S, σ). For
any k ∈ S with σ(k) < σ(s), one of the following must hold:
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(1) σtrue(k) < σtrue(s). In this case Uk < Us, so k ∈ Lˆ. From (3.10) above, we have that
|Lˆ| ≤ log(n)4 + 2 log(n)3.5.
(2) σtrue(k) > σtrue(s). This means that s, k are incorrectly ordered by σ. Since σ|S′′
agrees with σtrue, we must be in one of the following subcases:
(a) k ∈ S \ S ′′. As argued above, |S \ S ′′| ≤ log(n)3.
(b) s, k have the same neighbourhood in Hα(S
′′), and thus νS(s, k) ≤ |S \ S ′′| ≤
log(n)3. From (3.8), this implies that Us < Uk ≤ Us + log(n)−1. Again from
(3.8), there are at most m log(n)−1 + 2 log(n)3.5 ≤ 2 log(n)4 such vertices.
Combining these three cases, we see that there are at most (log(n)4+2 log(n)3.5)+ log(n)3+
2 log(n)4 vertices k with σ(k) < σ(s). For large n, this amount is smaller than 4 log(n)4 = ζ ,
and so σ(s) ≤ ζ . This implies s ∈ L(S, σ), and so we have shown that
∅ 6= Lˆ ∩ S ′′ ⊆ L(S, σ). (3.11)
We are now ready to show that L(σ, S) ⊆ L. For n large enough, log(n)−1 < rα(ǫ/2),
and thus, by definition, Lˆ ⊂ L. To complete the argument, let s ∈ (Lˆ ∩ S ′′) ⊂ L(σ, S),
and consider any other vertex t ∈ L(σ, S). As argued above, L(σ, S) is a clique in G(2)α ,
so we know that s, t are connected in that graph. Since s ∈ S ′′ and t ∈ S, we have that
t 6∈ B(n, s, α). Therefore, on A1, Hα(s, t) = G(2)α (s, t) = 1, so
Ut ≤ rα(Us) ≤ rα
(
1
log(n)
)
< rα
( ǫ
2
)
,
where the last inequality holds for all n sufficiently large. Therefore, t ∈ L.
Collecting our assumptions throughout the proof of the theorem, we have shown that
w.e.p. L(σ, S) ⊂ L on Ac. An analogous argument shows that, under the same assumptions,
R(σ, S) ⊂ R. Thus, the result follows from Corollary 3.7. 
3.6. Analysis of Algorithm 4. In the previous section we showed that w.e.p. the output
(σ, S) from Algorithm 3 roughly agrees with either σtrue or its total reversal, σeurt. In this
section we show that the function a which is the output of Algorithm 4 correctly identifies
whether the alignment is with σtrue or with σeurt.
Lemma 3.18. Let Assumptions 3.5 hold. Let t ≥ (n log(n))2, and let (σ(j), S(j))tj=1 be
the result of repeated calls to Algorithm 3, conditioned on non-failure. Define the function
a∗ : {1, . . . , t} → {−1, 1} by
a∗(j) = 1{σ(j) roughly agrees with σtrue} − 1{σ(j) roughly agrees with σeurt}. (3.12)
Suppose Algorithm 4 is called with input (σ(j), S(j))tj=1, and parameter ζ = 4 log(n)
4. Then
on the F-measurable event Ac,
P[{a = a∗} ∪ {a = −a∗}|F ] = 1− n−Ω(log(n)). (3.13)
Proof. Recall that, for 1 ≤ j ≤ t, L(j) and R(j) as computed in step 4 of Algorithm 4
correspond to the sets L(S(j), σ(j)) as in Definition 3.16. By Lemma 3.17, the condition
t⋂
j=1
{σ(j) roughly agrees with σtrue or σeurt} (3.14)
holds w.e.p. on Ac.
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By Definition (3.16), if σ(j) roughly agrees with σtrue, then L(j) ⊂ L = {i : Ui < rα(ǫ/2)}
and R(j) ⊂ R = {i : Ui > ℓ(ǫ/2)}. Similarly, if σ(j) roughly agrees with σeurt then L(j) ⊂ R
and R(j) ⊂ L (as argued, by Assumption 3.5, σ(j) can roughly agree with at most one of
σtrue, σeurt).
Thus, if L(j) ∩ L(k) 6= ∅ or R(j) ∩ R(k) 6= ∅, and consequently H(j, k) is set equal to 1 in
step 8 of Algorithm 4, then σ(j) and σ(k) agree with the same correct permutation ({σtrue
or σeurt}), and thus a∗(j)a∗(k) = 1. Similarly, if L(j) ∩ R(k) 6= ∅ or R(j) ∩ L(k) 6= ∅, then
a∗(j)a∗(k) = −1. Thus, condition (3.14) implies that the following holds for the function H
computed in Algorithm 4 w.e.p.:⋂
1≤j,k,≤t
({H(j, k) = 0} ∪ {H(j, k) = a∗(j)a∗(k)}). (3.15)
That is, for each pair of samples j, k for which H(j, k) is non-zero, H correctly identifies
whether j and k are aligned with the same true ordering or with opposite orderings.
Now consider the graph GH with vertex set VH = {1, 2, . . . , t} and GH(j, k) = |H(j, k)|.
That is, j and k are adjacent in GH if sketch j and k could be aligned by the algorithm. In
light of (3.15), to prove the result, it is enough to prove that GH is connected w.e.p..
As an extension of (3.9) in Lemma 3.17, define
S ′′(j) = {i ∈ S(j) : ∀j ∈ S(j), i /∈ B(n, j, α)}, and
Lˆ(j) =
{
s ∈ S(j) : Us ≤ 1
log(n)
}
and Rˆ(j) =
{
s ∈ S(j) : Us ≥ 1− 1
log(n)
}
.
By (3.11) in the proof of Lemma 3.17, we have that w.e.p. both
∅ 6= Lˆ(j) ∩ S ′′(j) and Lˆ(j) ∩ S ′′(j) ⊂ L(j). (3.16)
Together with an analogous argument for Rˆ, we have w.e.p. that either
(1) P (j) ≡ L(j) ∩ Lˆ(j) 6= ∅ and Q(j) ≡ R(j) ∩ Rˆ(j) 6= ∅, or
(2) P (j) ≡ R(j) ∩ Lˆ(j) 6= ∅ and Q(j) ≡ L(j) ∩ Rˆ(j) 6= ∅.
Note that in the above we give a two-case definition for the sets P (j), Q(j); we clarify that
we always choose the choice that makes both non-empty when such a choice is possible,
choosing arbitrarily otherwise. By Lemma 3.17, w.e.p. there will be a unique choice making
both non-empty.
There is an edge (i, j) in GH as long as (P (i) ∪ Q(i)) ∩ (P (j) ∪ Q(j)) 6= ∅. We make the
following claim: w.e.p. for any a, b ∈ V so that Ua, Ub < log(n)−1, there exists 1 ≤ ℓ ≤ k
so that {a, b} ⊂ P (ℓ) ∪ Q(ℓ). Before proving the claim, we show that this will complete the
proof. For any 1 ≤ i, j ≤ k, take a ∈ (P (i) ∪ Q(i)) and b ∈ (P (j) ∪ Q(j)). Let ℓ be so that
{a, b} ⊂ P (ℓ) ∪ Q(ℓ). Then there are edges (i, ℓ) and (ℓ, j) in GH . This shows that GH is
connected.
It remains to show that our claim is true. Fix a, b ∈ V so that Ua, Ub < log(n)−1. Let
β = inf{w(2)(0, y) : 0 ≤ y ≤ ǫ}. By part (3) of Assumption 3.5, β > α. This implies that
B(n, α) ∩ [0, ǫ] = ∅ for all n sufficiently large. It follows that (Ua, Ub) 6∈ B(n, α), and thus
a 6∈ B(n, b, α) and b 6∈ B(n, a, α).
To show that a, b ∈ P (ℓ) ∪Q(ℓ), by 3.16 it suffices to show that a, b ∈ S ′′(ℓ).
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We have that
P[{a, b} ⊂ S] ≥
(m
n
)2
.
Moreover, on Ac, |B(n, a, α) ∪ B(n, b, α)| ≤ 2√n log(n)2, and thus
P[{a, b} ∈ S ′′ | {a, b} ⊂ S] ≥ 1− 2(m− 2)log(n)
2
√
n
≥ 1
2
,
on Ac, and for n large enough. Thus the expected number of sketches for which {a, b} ⊂ S(j)
is at least t(m2/(2n2)) ≥ log(n)11. Since the sets {S(j)} are independent, by the Chernoff
bound we obtain that, w.e.p. at least one of the sketches contains both a and b. This
completes the proof.

3.7. Analysis of Algorithm 2. We will give a bound on the output of Algorithm 2. Define
the sets
Q1 = {(p, q) ∈ V˜ : |Up − Uq| > log(n)−1}
Q2 = {(p, q) ∈ V˜ : (Up, Uq) 6∈ B(n, α)}.
For a comparison F , define the event:
B′2(F ) = {∀(p, q) ∈ Q1 ∩Q2, F (p, q) = Ftrue(p, q)} (3.17)
that F gives the correct comparison for all pairs of sufficiently-distant vertices in Q2. We
have:
Lemma 3.19 (Sketch Correctness). Let G
(2)
α be as defined in Equation 2.1, and let F be the
output of Algorithm 2, on input G
(2)
α and parameters m = log(n)5 and t = (n log(n))2. Then
on the F-measurable event Ac,
P[B′2(F ) ∪ B′2(−F ) | F ] = 1− n−Ω(log(n)).
Proof. Let {(S(j), σj)}tj=1 be the sequence of subsets and preorders appearing immediately
after the alignment correction in Step 12 of Algorithm 2. Let C be as in Algorithm 3 at the
end of its run. Let c1 = log(n)
7, and let N : V˜ → N be the function counting the number of
times vertices s and t occurred together in a sample, that is, N (s, t) = |{j : s, t ∈ S(j)}|.
Next, consider a pair (p, q) ∈ Q2, so (Up, Uq) 6∈ B(n, α), and let S be a uniformly-chosen
size-m subset of {1, 2, . . . , n}, as sampled by Algorithm 3 when it is called for the i’th time
in Step 3 of Alg. 2. If p, q ∈ S, then p, q ∈ S(i) if Alg. 3 succeeds. By Lemma 3.15, on the
event Ac we have
P[p, q ∈ S(i) | F ] ≥ (1−O(n−0.49))P[p, q ∈ S] ≥ 0.9(m/n)2.
Let e(i)(p, q) = 1{p,q∈S(i)}. Then on Ac,
E[N (p, q)|F ] = E[
t∑
i=1
e(i)(p, q)|F ] ≥ 0.9(m/n)2t = 0.9 log(n)12 ≥ 2c1.
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By the Chernoff bound, on Ac we have
P[N (p, q) < c1 | F ] = n−Ω(log(n)). (3.18)
Let B′3 be the event that, when Algorithm 4 is called with input (S(i), σ(i))ti=1 in step 10
of Algorithm 2, the returned function a agrees with one of the true functions a∗ or −a∗ as
defined in the statement of Lemma 3.18. By Lemma 3.18,
P[B′3 | F ] = 1− n−Ω(log(n)) (3.19)
on Ac.
Considering the event B′3 holds, we assume without loss of generality that a = a∗ for all
arguments. This implies that, after the realignment in step 10 of Algorithm 2, σ(i) roughly
agrees with σtrue for each i = 1, . . . , t. Recall the event B′1 as defined in Lemma 3.15; we
define B′1(i) to be the event that B′1 holds for the call to Algorithm 3 that produced the pair
(S(i), σ(i)).
Next, fix (p, q) ∈ Q1, so |Up − Uq| ≥ log(n)−1, and assume without loss of generality that
σtrue(p) < σtrue(q). On the event B′1(i), σ(i) agrees at precision level log(n)−1 with σtrue.
Defining f (i)(u, v) = e(i)(p, q)1B′1(i) and applying Lemma 3.15, we have for large enough n,
P[f (i)(u, v) = 1|F ] ≥ 0.9P[e(i)(u, v) = 1|F ]
on Ac. Thus, E[C(p, q)|F ] ≥ 0.9N (p, q) on Ac for all n sufficiently large. Applying the
Chernoff bound and then (3.19),
P[C(p, q) > 0|F ] ≥ P[{C(p, q) < 0} ∪ (B′3)c|F ]− P[Bc3|F ] = 1− n−Ω(log(n)) (3.20)
on Ac. Combining Inequalities (3.18) and (3.20) and a union bound,
P

 ⋃
(p,q)∈Q1∩Q2, Up<Uq
({C(p, q) ≥ 0})|F

 = n−Ω(log(n)) (3.21)
on Ac. This event is exactly the complement of B′2(F ), so this completes the proof. 
3.8. Analysis of Algorithms 7 and 1 and proof of Theorem 3. Define the set
Q3 =
{
(i, j) ∈ V˜ : |Ui − Uj | > log(n)
4
√
n
}
The following lemma shows that Algorithm 7, as called by Alg. 1 and run with the correct
input and parameters, gives as output a comparison function that correctly orders all pairs
in Q3, i.e., all pairs that are sufficiently far apart.
Lemma 3.20 (Correct refinement). Let w be a graphon and α ∈ (0, 1) be so that Assumptions
3.5 hold, and let G ∼ w be a graph of size n. Consider a run of Algorithm 1 with parameters
as in (3.2) on input G,α; let F ′ be as it appears on line 3 of Algorithm 1. Then⋃
(u,v)∈Q3
{F ′(u, v) 6= Ftrue} ⊂ A ∪ (B2(F )′)c.
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Proof. We assume now that Ac and B′2(F ) both hold. Fix p, q ∈ V , and assume without loss
of generality that Up < Uq, so Ftrue(p, q) = 1. Let Dp,q and Dq,p be as computed in Alg. 5,
namely
Dp,q = |{x ∈ N(p) \N(q) : F (x, q) = 1}| − |{x ∈ N(p) \N(q) : F (x, q) = −1}|
Dq,p = |{x ∈ N(q) \N(p) : F (x, p) = 1}| − |{x ∈ N(q) \N(p) : F (x, p) = −1}|.
Let B = B(n, p, α)∪B(n, q, α) and c2 = 5√n log(n)2. Since Ac2 holds, |B| ≤ 2
√
n log(n)2 <
c2/2.
We next wish to show that F ′(p, q) = 1 for all pairs p, q with max(|N(p) \N(q)|, |N(q) \
N(p)|) > 2c2. We begin with the case |N(p)\N(q)| > 2c2. In this case, (N(p)\N(q))\B 6= ∅.
For each v ∈ (N(p) \ N(q)) \ B, we have that G(2)α (q, v) = 0, and, since v 6∈ B(n, q, α) and
we assume Ac holds, Hα(q, v) = 0. Thus, by Conditions 3.5, |Uq − Uv| ≥ ǫ ≥ log(n)−1.
Therefore, since B′2(F ) holds, we have that F (v, q) = Ftrue(v, q).
By a similar argument, Hα(p, v) = G
(2)
α (p, v) = 1. So v is a neighbour of p but not of q in
Hα. Since Hα is diagonally increasing , this implies thatUv < Uq, and so σtrue(v) < σtrue(q),
so Ftrue(v, q) = 1.
In our first case, we have just shown that F (v, q) = 1 for all v ∈ (N(p)\N(q))\B satisfying
Ftrue(v, q) = 1. Moreover, by our assumption |N(p) \N(q)| > 2c2 > 12c2 ≥ |B|,
|{x ∈ N(p) \N(q) : F (x, q) = 1}| ≥ |(N(p) \N(q)) \B| > 2c2 − |B|, and (3.22)
|{x ∈ N(p) \N(q) : F (x, q) = −1}| ≤ |B| ≤ 1
2
c2.
Therefore in this case, Dp,q > c2 and so F
′(p, q) = 1.
By essentially the same argument, in the case |N(q) \ N(p)| > 2c2, we have Dq,p < −c2.
Combining these two cases, we have that
F ′(p, q) = Ftrue(p, q), ∀p, q ∈ V s.t. max(|N(p) \N(q)|, |N(q) \N(p)|) > 2c2. (3.23)
Now suppose (p, q) ∈ Q3, so |Up − Uq| > log(n)4√n . Since Ac4 holds, for all large enough n
|N(p) \N(q)|+ |N(q) \N(p)| = ν(p, q) ≥ √n log(n)3 > 20√n log(n)2 = 4c2,
and thus max(|N(p) \N(q)|, |N(q) \N(p)|) > 2c2. Applying Inequality (3.23), this implies
∪(p,q)∈Q3{F ′(p, q) 6= Ftrue(p, q)} ⊂ A ∪ (B′2(F ))c, (3.24)
completing the proof.

Finally, we check that σF ′ is never much less accurate than F
′:
Lemma 3.21. Let F be any comparison that agrees with a permutation σtrue at precision
level d. Then σF ′ agrees with σtrue at precision level 2d.
Proof. Assume wlog that σtrue(i) = i for all i. Then for j > i+ 2d, we have
σF (j)− σF (i) =
n∑
k=1
(F (j, k)− F (i, k))
≥ 2(j − i)− |{k : min(|i− k|, |j − k|) ≤ d}|
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≥ 2(j − i)− 4d > 0.

The proof of Theorem 3 now follows directly from the lemmas. Let σ be the result returned
by Algorithm 1, and set Q3 as above, and
Q4 = {(i, j) ∈ V˜ : |σtrue(i)− σtrue(j)| > 2
√
n log(n)5}.
Define:
B′4 = {∀ i, j ∈ Q3, {σ(i) < σ(j)} ←→ {σtrue(i) < σtrue(j)}}
B′5 = {∀ i, j ∈ Q4, {σ(i) < σ(j)} ←→ {σtrue(i) < σtrue(j)}}
to be the event that σ is correct for all vertices that are sufficiently distant. We have:
Lemma 3.22 (Merge Correctness). Let w be a graphon and α ∈ (0, 1) be so that Assumptions
3.5 hold, and let G ∼ (n, w). Let σ be the output of Algorithm 1, run with parameters as in
(3.2) on input G,α. Then
P[B′4 ∩ B′5] = 1− n−Ω(log(n)).
Proof. Let F be the output of Alg. 2 as called in line 2 of Alg. 1. Let F ′ be the output of
Alg. 5 when called in line 3 of Alg. 1. By Lemma 3.20, if B′2(F ) and Ac both hold, then F ′
agrees with the true ordering on Q3. Applying Lemma 3.21, this implies
(B′4)c ⊂ A ∪ (B′2(F ))c .
Applying Corollary 3.7 and Lemma 3.19 to this inclusion gives
P[(B′4)c] = n−Ω(log(n)).
We have shown that all pairs in Q3 are ordered correctly w.e.p.; now we show that this
implies all pairs in Q4 are also ordered correctly w.e.p.. Suppose that (p, q) ∈ Q4 and
Up < Uq. By definition of Q4,
|{k : Uk ∈ (Up, Uq)}| = σtrue(q)− σtrue(p)− 1 ≥
√
n log(n)5.
If Ac5 holds, then |{k : Uk ∈ (Up, Uq)}| ≤ n|Uq − Up| +
√
n log(n). Putting these two
inequalities together, on Ac we have
|Uq − Up| ≥
√
n log(n)5 −√n log(n)
n
≥ 2 log(n)
4
√
n
.
Therefore, by Lemmas 3.20 and 3.21, each pair (p, q) is ordered correctly on A, and so by
Inequality (3.8) and Corollary 3.7,
P[B′5] ≥ P[B′4 ∪ Ac]− P[A] = 1− n−Ω(log(n)).
This completes the proof.

Theorem 3 now follows immediately from Lemma 3.22.
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4. Iterative Error Reduction
In this section, we discuss and analyze Algorithm 6, and prove Theorem 2. Throughout this
section, we fix a graphon w that satisfies Assumptions 1.7 and 3.5, and use the constants
introduced in those assumptions. We assume that the input graph G being analyzed is
sampled from G ∼ w and we fix the associated notation from this choice as in the start of
Section 3.2; for example, we denote by {Ui}, {Uij} the random variables used to construct G
in representation (1.2). Finally, we let other notation follow as in Algorithm 6; for example,
we let {Bj} be the Bernoulli random variables introduced in step 1, and sets Vi be the sets
constructed in steps 2 and 5. Let Gi = G[Vi]. We observe here that, conditional on {Bj},
we have Gi ∼ w is a random graph of size |Vi| that is sampled from w.
4.1. Algorithm 7: Basic Concepts. We start by discussing Algorithm 7, which builds a
new ordering σ2 on V2 by looking at the edges in G2 and the old ordering σ1 on V1 ⊂ V2.
Our main goal is to show the following: if Algorithm 7 is called with the right choice of
parameters C1, C2, C3, and σ1 agrees with σtrue at certain precision level d1, then σ2 agrees
with σtrue at a finer precision level d2 < d1. We now outline the proof and define the basic
concepts. As in earlier informal descriptions, we elide the distinction between a permutation
and its total reverse.
First, we need to define the boundaries where w drops to zero. Let δ be as in Assumption
1.7, and define new boundary functions rδ, ℓδ : [0, 1] 7→ [0, 1] by:
rδ(x) = sup{y ∈ [0, 1] : w(x, y) ≥ δ},
ℓδ(x) = inf{y ∈ [0, 1] : w(x, y) ≥ δ}.
These definitions will replace the very similar boundaries defined in (3.1), which were defined
with respect to the square w(2). By Assumption 1.7, w(x, y) = 0 if y > rδ(x) or y < ℓδ(x).
To start the heuristic analysis, assume that σ1 is an ordering of V1 which agrees with σtrue
at precision level d1. We now show how σ1 is used in steps 1–12 of Algorithm 7 to find an
ordering σ2 of V2 \ V1 which agrees with σtrue at smaller precision level d2, and has certain
other helpful properties to be specified later. Fix i, j ∈ V2 \ V1 so that |Ui − Uj| > d2.
Assume without loss of generality that Ui < Uj , so we have that σtrue(i) < σtrue(j). Since w
is diagonally increasing,
{z : w(Ui, z) = 0 6= w(Uj, z) or w(Uj, z) = 0 6= w(Ui, z)} = [rδ(Ui), rδ(Uj)] ∪ [ℓδ(Ui), ℓδ(Uj)].
From Assumption 1.7 we have that(
rδ(Uj)− rδ(Ui)
)
+
(
ℓδ(Uj)− ℓδ(Ui)
) ≥ B|Uj − Ui|.
Assume without loss of generality2 that
rδ(Uj)− rδ(Ui) ≥ ℓδ(Uj)− ℓδ(Ui), (4.1)
and thus
rδ(Ui) < rδ(Uj)− B
2
|Ui − Uj | ≤ rj − d2 log(n)−1, (4.2)
2Roughly speaking: in the case where the reverse inequality holds, we replace right-hand neighbourhoods
with analogous left-hand neighbourhoods everywhere in the following analysis.
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where the second inequality holds for all n large enough that log(n) > 2
B
. Let
Itrue(i, j) = [rδ(Uj)− d2 log(n)−1, rδ(Uj)]. (4.3)
Then w(Ui, x) = 0, w(Uj , x) ≥ δ for all x ∈ Itrue(i, j). Because of this “sharp” distinction
between w(Ui, x) and w(Uj, x), the region Itrue is very informative in distinguishing the
ordering of i, j. Moreover, many points in V1 will have latent positions in Itrue(i, j) (roughly
p1d2n log(n)
−1 points on average). Step 2 of the algorithm computes the set R(i, j), defined
as the C1 neighbours of either i or j in V1 that are ranked highest according to σ1. The idea
behind the algorithm is that R(i, j) is a small set that must contain many points with latent
positions in this strongly-distinguishing set Itrue(i, j); when this works, we expect the vertex
with larger value Uj to have significantly more neighbours in R(i, j).
The main motivation behind our definition of R(i, j) is thus to include the entire “signal”
in Itrue, while including as few additional “noisy” vertices as possible. We will prove the
following estimates, which make this intuition rigorous:
(1) Large Signal: Denote by
DistR(i, j) ≡ {k ∈ V1 : Uk ∈ Itrue(i, j)} (4.4)
the set of vertices that strongly distinguish between i and j on the right. We will
show that DistR(i, j) is relatively large. In particular, we show in Lemma 4.1 below
that w.e.p. |DistR(i, j)| ≥ p1d2n log(n)−2.
As pointed out earlier, DistR(i, j)∩N(i) = ∅, so all vertices in R(i, j)∩DistR(i, j)
are neighbours of j and not of i. This leads to the definition:
SignalR(i, j) ≡ DistR(i, j) ∩N(j). (4.5)
We will show in Lemma 4.2 that, for appropriately chosen C2, w.e.p.
|SignalR(i, j)| ≥ 2C2. (4.6)
Moreover, we show in Lemma 4.3 that w.e.p.
SignalR(i, j) ⊆ R(i, j). (4.7)
(2) Small Noise: There are many vertices k ∈ R(i, j) that are not in the “high-signal”
region DistR(i, j). Due to the fact that G is sampled from a diagonally increasing
graphon, which satisfies inequality (1.3), we expect to see at least as many neighbours
of j as neighbours of i in R(i, j) \DistR(i, j), but there may be very small (or no)
signal in this discrepancy. Indeed, the expected discrepancy is exactly 0 for our test-
case graphon (1.4). Thus, we view these edges as essentially adding noise to our
comparison. We define
NoiseR(i, j) ≡ |R(i, j) ∩N(i)| − |(R(i, j) ∩N(j)) \ SignalR(i, j)|. (4.8)
When SignalR(i, j) ⊆ R(i, j), then,
|N(j) ∩ R(i, j)| − |N(i) ∩R(i, j)| = |SignalR(i, j)| −NoiseR(i, j).
We will show in Lemma 4.4 below that, w.e.p. NoiseR(i, j) < C2. In particular,
this noise term will always be small compared to the signal term in Inequality (4.6).
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When these high-probability events all occur, the function F (2) as defined in Steps
3–9 of Algorithm 7 agrees with σtrue if |Ui − Uj | > d2.
Finally, L, DistL, SignalL, NoiseL are the obvious analogues of R, DistR, SignalR,
NoiseR on the left, and the obvious analogues to the above bounds hold by the same
arguments for the case where (4.1) does not hold (that is, where rδ(Uj)− rδ(Ui) < ℓδ(Uj)−
ℓδ(Ui)). Therefore, w.e.p. the ordering σ
′
2 on V2 \ V1 obtained in Step 12 of the algorithm
agrees with σtrue at precision level d2.
The second part of the algorithm (steps 13–24) then extends this ordering to all of V2.
(3) Highest and lowest ranked neighbours indicate ordering The values t(i) and
b(i), computed in step 14, are the ranks, according to σ′2, of the top and the bottom
element in N(i)∩(V2\V1), respectively. If |Ui−Uj | > d2 log(n)2, then w.e.p. there will
be many neighbours k of j with latent position Uk greater than that of any neighbour
of i. Thus the top elements of N(i) and N(j) in V2 \ V2, ranked according to σtrue,
will differ significantly in rank. Since σ′2 is a good approximation of σtrue, this will
also be true for these same elements when ranked according to σ′2. Thus, as will be
made precise in Lemma 4.6, the ordering σ as returned by the algorithm will agree
with σtrue at precision level d2 log(n)
2.
4.2. Algorithm 7: Correctness. We are now ready to prove the statements in the previous
section. We retain the same notation, and now give conditions on the parameters which we
assume to hold throughout the remainder of this section:
1 ≥ p2 ≥ p1 log(n)3, (4.9)
1 ≥ d1 ≥ log(n)10/(p1n),
d2 =
√
d1/(p1n) log(n)
−1,
C1 = ⌈p1d1n log(n)4⌉,
C2 = ⌊
√
p1d1n log(n)
6⌋,
C3 = ⌊
√
p1d1n log(n)
2⌋.
Note that the definition of C1, C2, C3 as given above agrees with the definition of these
parameters in Step 5 of Algorithm 6 in its first iteration (with i = 1). The first three
conditions are satisfied by our choice of the sequence pi, di in Equation (4.21). We use the
following immediate consequences of (4.9):
d2 ≤ d1 log(n)−6 < d1,
d1 ≥ log(n)
13
n
,
p1d2n ≥
√
p1d1n log(n)
3, and√
p1d1n ≥ log(n)5.
Moreover, we assume throughout that n is large enough so that log(n) exceeds any of the
constants appearing in this section.
35
For the correctness proof of Algorithm 7, we define certain bad events on the variables
Ui and Ui,j , and show that w.e.p. they do not occur. Recall that N(i) is the usual graph
neighbourhood of i in G, and let
A6 =
⋃
k,ℓ∈V,Uk<Uℓ− 1n
{∣∣ |{i ∈ V : Uk < Ui < Uℓ}| − n|Uℓ − Uk| ∣∣ >√(Uℓ − Uk)n log2(n)} .
On the event Ac6, the number of vertices in each interval is concentrated around its expected
value. The event is a property of variables Ui, and is closely related to the event A5 as given
in Definition 3.6. It is a straightforward consequence of Chernoff’s inequality and a union
bound that Ac6 occurs w.e.p.
We will also need this kind of nice behaviour for all our sampled sets Vi. For a given p,
let S = S(p) ≡ {i : Bi ≤ p} and define
A′6(p) =
⋃
k,ℓ∈V,Uk<Uℓ− 1np
{∣∣ |{i ∈ S(p) : Uk < Ui < Uℓ}| − np|Uℓ − Uk| ∣∣ > (4.10)
2
√
np(Uℓ − Uk) log(n)
}
.
By the Chernoff bound, for any given sequence p = p(n) ∈ (0, 1) satisfying lim supn→∞ − log(p(n))log(n) <
1, (A′6(p))
c holds w.e.p. This also means that it holds simultaneously w.e.p. for any sequence
p1, p2, . . . , pk, as long as k grows at most polynomially quickly in n.
We can use A′6 to establish bounds on the size of DistR(i, j), where i and j are so that
Ui > Ui + d2. We assume without loss of generality that rδ(Uj) − rδ(Ui) ≥ ℓδ(Uj) − ℓδ(Ui).
Applying Inequality (4.2),
Uj > Ui + d2 and rδ(Uj)− rδ(Ui) ≥ d2 log(n)−1. (4.11)
Lemma 4.1. W.e.p. for all i, j satisfying (4.11),
|DistR(i, j)| ≥ p1d2n log(n)−2.
Proof. Let i and j as stated. By definition, |Itrue(i, j)| = d2 log(n)−1, and so by the choice of
parameters as given in (4.9) the set DistR(i, j) = {s ∈ V1 : s ∈ Itrue(i, j)} has expected size
E(|DistR(i, j)|) = np1|Itrue(i, j)| = p1d2n log(n)−1.
We also note that 1
p1n
≤ d2 ≤ |Ui − Uj |. Combining these two facts, for all i, j ∈ V2 \ V1,
{|DistR(i, j)| < p1d2n log(n)−2} ⊂ A′6(p1).
Since w.e.p. A′6(p1)c holds, the lemma follows. 
We will next check that all moderately-long intervals contain roughly the expected number
of neighbours of any given vertex. More precisely, for a set S ⊂ V an ordering σ on S, and
a pair k, ℓ ∈ S, define the interval I(S, σ, k, ℓ) = {s ∈ S : σ(k) < σ(s) < σ(ℓ)} and define
I(S, σ) = ∪k,ℓ∈SI(S, σ, k, ℓ) to be the collection of such intervals. For any vertex i ∈ V and
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set I ⊂ V , let W (i, I) =∑j∈I w(Ui, Uj) = E[|N(i) ∩ I|]. For sets S, T ⊆ V , and ordering σ
of S, define
A7(S, T, σ) =
⋃
I∈I(S,σ), i∈T
{∣∣ |I ∩N(i)∣∣−W (i, I)∣∣ >√W (i, I) log(n) + log(n)2}
We now use this to show that SignalR(i, j) is sufficiently large.
Lemma 4.2. W.e.p. for all i, j satisfying (4.11),
|SignalR(i, j)| ≥ 2C2.
Proof. We first show that Ac7 occurs w.e.p. for the relevant parameters. Let H be the σ-
algebra generated by the variables {Ui} and {Bi}, and let H(G1) be the σ-algebra of the
variables {Ui} and {Bi}, and {Ui,j : i, j ∈ V1}. Recalling that the size of the set |I ∩ N(i)|
appearing in the definition of A7 can be written as a sum of independent Bernoulli random
variables in these σ-algebras,3 then applying Hoeffding’s inequality and a union bound, we
immediately have
P[A7(V1, V2 \ V1, σ1) | H(G1)] = n−Ω(log(n)), (4.12)
P[A7(V2, V2, σtrue) ∪A7(V1, V2, σtrue) | H] = n−Ω(log(n)).
By definitionDistR(i, j) is an interval in I(V1, σtrue); also recall |SignalR(i, j)| = |DistR(i, j)∩
N(j)|. By Assumption 1.7, w(Uj, Uk) ≥ δ for all k ∈ DistR(i, j), and thusW (j,DistR(i, j)) ≥
δ|DistR(i, j)|. Also, by (4.9), C2/δ ≥ log(n)3 for n sufficiently large. We can then directly
conclude that
{|SignalR(i, j)| < 2C2} (4.13)
⊂ {|DistR(i, j)| < 3C2/δ} ∪ {|DistR(i, j) ∩N(j)| < (2/3)δ|DistR(i, j)|}
⊂ A′6(p1) ∪ A7(V1, V2 \ V1, σtrue).
Since the complements of the events A′6(p1) and A7(V1, V2 \V1, σtrue) occur w.e.p., the result
follows. 
In addition, we show that this large signal is indeed contained in R(i, j):
Lemma 4.3. W.e.p. for all i, j ∈ V2 \ V1 satisfying (4.11),
SignalR(i, j) ⊂ R(i, j).
Proof. Suppose SignalR(i, j) = DistR(i, j) ∩N(j) 6⊂ R(i, j). Let
k = argmax{σ1(s) : s ∈ (DistR(i, j) ∩N(j)) \R(i, j)}.
That is, k is the most highly ranked vertex in the signal that is not included in R(i, j).
By definition, Uk ∈ Itrue, so Uk ≥ rj − d2 log(n)−1. Each ℓ ∈ R(i, j), is a neighbour of i or
j, so Uℓ < rj . Moreover, since ℓ ∈ R(i, j) and k 6∈ R(i, j), it follows from the definition of
R(i, j) that σ1(ℓ) > σ1(k). We assumed that σ1 agrees with σtrue at precision level d1. So
then either ℓ and k are correctly ordered by σ1 (in which case Uℓ > Uk ≥ rj − d2 log(n)−1),
or |Uℓ − Uk| < d1 (in which case Uℓ > Uk − d1 ≥ rj − d2 log(n)−1 − d1). Since d2 < d1, it
3Recall we have assumed that σ1 is completely determined by G1 = G[V1].
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follows that for each ℓ ∈ R(i, j), rj − 2d1 < Uℓ < rj . Since we have that R(i, j) ⊂ V1 and
C1 ≥ p1nd1 log(n) (by (4.9)),
{DistR(i, j) ∩N(j) 6⊂ R(i, j)} ⊂ {|{s ∈ V1 : rj − 2d1 < Us < rj}| ≥ C1} ⊂ A′6(p1).
We saw immediately following (4.10) that (A′6(p1))c occurs w.e.p., completing the proof. 
From this lemma and Lemma 4.2, we conclude that w.e.p.,
|SignalR(i, j) ∩R(i, j)| = |SignalR(i, j)| ≥ 2C2. (4.14)
Finally, we show that the noise in R(i, j) is smaller than this lower bound on the signal.
Lemma 4.4. W.e.p. for all i, j ∈ V2 \ V1 satisfying (4.11),
NoiseR(i, j) ≤ C2.
Proof. We first show that w.e.p. Uj < Uk for all k ∈ R(i, j). By Assumption 3.5, w(2) is
(ǫ, α)-connected, and it follows that there must be an ǫ′ > 0 so that w(x, y) > 0 for all
x, y with |x − y| ≤ ǫ. Consider the interval J = {s ∈ V1 : Uj < Us < Uj + ǫ′}. Then for
each s ∈ J , Us ≤ rδ(Uj), so w(Uj, Us) ≥ δ. If A7(V1, V2 \ V1, σtrue)c and A′6(p1)c hold, then
|N(j)∩J | ≥ (δ/2)|J | ≥ (δ/4)ǫ′p1n > C1, where the last inequality holds for all n sufficiently
large. It follows that w.e.p. j has at least C1 neighbours with U -values greater than Uj , and
so Uj < Uk for all k ∈ R(i, j) as desired.
We now proceed to bound the noise, i.e. the excess number of neighbours of i over the
neighbours of j in R(i, j). Since w is diagonally increasing, it follows that W (i, R(i, j)) ≤
W (j, R(i, j)) ≤ |R(i, j)| = C1. Moreover, by definition of R(i, j), there must be an interval
I ∈ I(V1, σ1) so that R(i, j) = (I ∩ N(i)) ∪ (I ∩ N(j)). By our choice of parameters (4.9),
for all sufficiently large n
C2/2 ≥
√
d1p1n log(n)
6/2− 1 > 2
√
p1d1n log(n)
5 ≥
√
C1 log(n) + log(n)
2. (4.15)
Let Di = |N(i) ∩ I| −W (i, I) and Dj =W (j, I)− |N(j) ∩ I|. Then
NoiseR(i, j) ≤ |N(i) ∩R(i, j)| − |N(j) ∩R(i, j)| = |N(i) ∩ I| − |N(j) ∩ I| ≤ Di +Dj.
We then have
{NoiseR(i, j) > C2} ⊂ {Di +Dj ≥ C2}
⊂ {Di ≥ C2/2} ∪ {Dj ≥ C2/2}
⊂ {Di ≥
√
C1 log(n) + log(n)
2} ∪ {Dj ≥
√
C1 log(n) + log(n)
2}
⊂ A7(V1, V2 \ V1, σ1),
where (4.15) is used in the third line. The result follows from (4.12). 
This completes the proof of the “correctness” of the first step of Algorithm 7, as sum-
marized in the next lemma. For sets S ⊆ V , parameter d ∈ (0, 1), and ordering σ of S,
define
A8(S, σ, d) =
⋃
i,j∈S, |Ui−Uj |>d
{1σ(i)<σ(j) = 1σtrue(i)>σtrue(j)}. (4.16)
That is, (A8(S, σ, d))c holds if σ agrees with σtrue at precision level d.
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Lemma 4.5. Suppose parameters C1, C2, p1, p2, d1, d2 are chosen according to (4.9). Let
V1, V2 be sampled from V at rate p1, p2, respectively, and assume σ1 is an ordering of V1, de-
rived only from G[V1], which agrees with σtrue at precision level d1. Then, for σ2 as computed
in step 12 of Algorithm 7,
P[A8(V2 \ V1, σ2, d2) | H[G1]] = n−Ω(log n).
That is, w.e.p. σ2 is an ordering of V2 \ V1 that agrees with σtrue at precision level d2.
Proof. Suppose i, j ∈ V2 \ V1 and |Ui − Uj | > d2. Assume wlog that Ui < Uj . We consider
first the case
rδ(Uj)− rδ(Ui) ≥ ℓδ(Uj)− ℓδ(Ui). (4.17)
In this case, i, j satisfy (4.11), and we conclude from (4.13), Lemma 4.3 and 4.4 that w.e.p.
|R(i, j) ∩N(j)| − |R(i, j) ∩N(i)| ≥ SignalR(i, j)−NoiseR(i, j) ≥ C2,
and thus F (i, j) is set to 1 in Steps 4–9 of Algorithm 7.
If (4.17) does not hold, then there may not be a sufficiently long interval Itrue to the right
of Uj, but by Assumption 1.7 there must be a corresponding interval Itrue = [ℓδ(Ui), ℓδ(Ui)+
d2 log(n)
−1] so that w(x, i) ≥ δ and w(x, j) = 0 for all x ∈ Itrue. By applying the arguments
above to the values 1 − Ui, we see then that w.e.p. |L(i, j) ∩ N(i)| − |L(i, j) ∩ N(j) ≥ C2,
and thus F (i, j) is set to 1 in Steps 4–9 as above. Therefore, in both cases w.e.p. i and j
will ordered in σ2 according to σtrue. The result now follows by a union bound. 
Finally, we show that the extension of σ2 to all of V2 has the desired precision level.
Lemma 4.6. Suppose p1, p2, d2, C3 are as given in (4.9), and let V1, V2 be sets sampled from
V at rate p1, p2, respectively. Suppose σ
′
2 is an ordering of V2 \ V1 that agrees with σtrue at
precision level d2. Then
P[
⋃
i,j∈V2, Uj>Ui+d2 log(n)2
{t(j)− t(i) < C3} ∩ {b(j)− b(i) < C3}] = n−Ω(log(n)).
That is, w.e.p. any ordering of V2 extending σ
′
2 and based on the function F
(2) as computed
in steps 16–20 of Algorithm 7 agrees with σtrue at precision level d2 log(n)
2.
Proof. Fix i, j ∈ V2 satisfying Uj ≥ Ui + d2 log(n)2 and (4.11). By the same argument
leading to Inequality (4.2), this gives rδ(Uj) − rδ(Ui) > 2d2 log(n). Let rj = rδ(Uj) to
simplify notation and define
I2(j) = {s ∈ V2 \ V1 : Us > rj − d2 log(n)}.
We will first show that, for all s ∈ I2(j), σ′2(s) > t(i). Let k ∈ N(i) be the vertex at the top
of the range of N(i) according to σ′2 - that is, σ
′
2(k) = t(i). Since k ∈ N(i), we have that
Uk ≤ rδ(Ui), and so for s ∈ I2(j)
Us − Uk ≥ (rj − d2 log(n))− rδ(Ui) > d2.
This implies that s and k are correctly ordered by σ′2 and thus t(i) = σ
′
2(k) < σ
′
2(s) as
desired.
This correct ordering implies that k 6∈ I2(j), and so we see that t(j)− t(i) ≥ |I2(j)∩N(j)|,
so we have the containment
{t(j)− t(i) < C3} ⊂ {|I2(j) ∩N(j)| < C3}. (4.18)
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From (4.9), we know that
C3 ≤
√
d1p1n log(n)
2 = d2p1n log(n)
3 ≤ d2p2n.
For large enough n, if (A′6(p2) ∪A′6(p1))c holds then
|I2(j)| ≥ 1
4
(d2 log(n))p2n > (2/δ)C3, (4.19)
and if A7(V2, V2 \ V1, σtrue) holds, then
|I2 ∩N(j)| ≥ 1
2
W (j, I2(j)) ≥ δ
2
|I2(j)|. (4.20)
Putting together (4.18), (4.19) and (4.20),
{t(j)− t(i) < C3} ⊂ A′6(p2) ∪A′6(p1) ∪A7(V2, V2 \ V1, σtrue).
Since we have already shown P[A′6(p2)∪A′6(p1)∪A7(V2, V2 \ V1, σtrue)] = n−Ω(log(n)), it holds
w.e.p. that t(j)− t(i) ≥ C3, and thus F (2)(i, j) is set to 1 in Step 19 of Algorithm 7.
Similarly, if Ui < Uj and the opposite of (4.2) holds, then P[{b(j)−b(i) < C3}] ≤ n−Ω(log(n)).
Therefore, w.e.p. F (2)(i, j) is set to 1 in Step 19 of Algorithm 7. The result follows by a
union bound. 
The correctness of Algorithm 7 now follows directly from the results in this section.
Lemma 4.7. Let V1, V2 be sets sampled at probabilities p1, p2, respectively, according to the
variables {Bi}, and suppose σ1 is an ordering of V1 that agrees with σtrue at precision level
d1. Suppose Algorithm 7 is executed with parameters C1, C2, C3. Assume that the conditions
(4.9) hold. Let σ = Refine(V1, V2, σ1). Then
P[A8(V2, σ,
√
d1/(p1n) log(n))] = n
−Ω(log n).
That is, w.e.p. σ is a total order of V2 that agrees with σtrue at precision level
√
d1/(p1n) log(n).
4.3. Proof of Theorem 2. Finally, we show the correctness of Algorithm 6 and prove
Theorem 2. That is, we show that, if Algorithm 6 is executed with a particular set of
parameters, and given as input a large enough graph G, then w.e.p. the algorithm will
return a total order of V with error at most nǫ, where ǫ > 0 is any desired constant error
exponent. The proof will follow directly from Theorem 3 and Lemma 4.7.
First, we define the parameters. For any 0 < ǫ < 0.5, let integer k and sequence {pi, di}ki=1
be as follows:
k = ⌊− log2(ǫ)⌋+ 1, (4.21)
β =
ǫ− 2−k
k + 2
pi = n
−(i+2)β , i = 1, . . . , k − 1
pk = 1
di = n
−1+2−i+(1+i)β , i = 1, . . . , k.
In the following, we fix a value ǫ > 0 and take the sequence {pi, di}ki=1 as defined above.
We assume the Assumptions of Theorem 2 hold, and for all i = 1, . . . , k the set Vi = {s :
Bs ≤ pi} is as in Algorithm 6.
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Algorithm 6 first calls Algorithm 1 with input G1 = G[V1], where V1 is sampled from V
at rate p1. The algorithm returns a total order σ1 of V1. We will first show that, if p1, d1 are
as defined above in (4.21), then w.e.p. σ1 agrees with σtrue at precision level d1.
Lemma 4.8. W.e.p., the ordering σ1 as returned by Algorithm 1 in Step 3 of Algorithm 6,
or its total reverse σtrev1 , agrees with σtrue at precision level d1. That is,
P [A8(V1, σ1, d1) ∩ A8(V1, σtrev1 , d1)] = n−Ω(log(n)).
Moreover, σ1 only depends on G1 = G[V1].
Proof. From (4.21), we have that p1 = n
−3β and d1 = n−0.5+2β . Note that V1 is a set of
size n1 = |V1| randomly sampled from [0, 1]. By Lemma 3.22, w.e.p. the returned ordering
σ1 agrees with σtrue or its reverse at precision level n
−0.5
1 log(n1)
4. If A′6(p1)c holds and n is
large enough, then n1 ≤ 2p1n, and
n−0.51 log(n1)
4 ≤ n−0.5(1−3β) log(n)5 = d1n−0.5β log(n)5,
which is smaller than d1 for all n sufficiently large. The result follows. 
The next lemma shows that Algorithm 7, when called by 6 to extend the ordering from
Vi to Vi+1, improves the precision from di to di+1.
Lemma 4.9. Let 1 ≤ i < k. Suppose σi is an ordering of Vi which agrees with σtrue at
precision level di, and which depends only on G[Vi]. Let σi+1 be the ordering returned by
Algorithm 7 as it is called in Step 6 of Algorithm 6. Then w.e.p. σi+1 agrees with σtrue at
precision level di+1.
Proof. Fix 1 ≤ i < k and assume σi agrees with σtrue at precision level di. Note that the
parameters C1, C2, C3 as set in Step 6 of Algorithm 6 and used in the call to Algorithm
7, satisfy the conditions (4.21), with pi and di taking the role of p1 and d1, respectively.
Lemma 4.7 then shows that w.e.p. σi+1 = Refine(Vi, Vi+1, σi) agrees with σtrue at precision
level
√
di/(pin) log(n). Since√
di/(pin) = n
(−1+2−i+(1+i)β+(i+2)β−1)/2
= n−1+2
−(i+1)+(1.5+i)β
= di+1n
−β/2,
and log(n) < nβ/2 for large enough n, the result follows. 
Finally, we prove Theorem 2:
Proof of Theorem 2 . By definition, Vk = V , and Algorithm 6 returns the ordering σ = σk of
V . By the previous lemmas and a union bound, w.e.p. σ will agree with σtrue (or its reverse)
at precision level
dk = n
−1+2−k+(1+k)β = n−1+ǫ−β
The techniques from the previous section readily show that, w.e.p., if an ordering agrees
with σtrue at precision level d, then it has error at most dn log(n). Since n
−β log(n) < 1 for
large enough n, it follows that w.e.p. σ has error at most nǫ. 
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5. Finding α
The first part of our results rely on knowing a good thresholding value of α ∈ [0, 1]. To
implement the algorithm and obtain our guarantees, we need to find a value α for which
Assumption 3.5 holds. Fortunately, for the general class of graphons satisfying the stronger
conditions of Assumption 1.4, the set of possible values for α will contain an interval of
positive measure. We now list a few simple consequences of our properties that allow us
to estimate a suitable value of α from the observed graph G. It is straightforward to check
that for certain classes of graphons (including e.g. (1.4)), these tests will be able to find a
suitable value of α; in general, however, the following tests are necessary but not sufficient
for the value of α to be suitable.
We begin with condition (1) of Assumption 3.5, namely the requirement that w
(2)
α is
diagonally increasing. We have seen that, if w
(2)
α is diagonally increasing, then with high
probability, a sample of size log(n)5(n) from G
(2)
α will be a proper interval graph. Such
samples are taken repeatedly in Algorithm 2, and these samples are then tested by a proper
interval graph recognition algorithm. Thus, if Step 3 of Algorithm 2 fails more than a small
percentage of the times, then it is likely that w
(2)
α is not diagonally increasing. When this
occurs, the algorithm should be restarted with a new value of α.
The second condition is more straightforward: we can test whether w(2) is uniformly (A, δ)-
good by testing if
max
v∈V
∣∣∣∣
{
w ∈ V :
∣∣∣∣α− G(2)(w, v)n− 2
∣∣∣∣ ≤ δ′
}∣∣∣∣ ≤ Aδ′n,
for several test values of 0 < δ′ < δ. Moreover, we can restrict the choice of δ and δ′ to
values in the range of G
(2)
n−2 .
To test whether w
(2)
α is (ǫ, α)-connected, we can use the test
min
v∈V
|{w ∈ V : G(2)(w, v) ≥ α(n− 2)} > ǫn.
To test whether w
(2)
α is B-separated or has an ǫ-split is harder, since we do not have the
ordering of the vertices. To test whether w
(2)
α is B-separated, we could define for any vertex
v the vector
sv[u] = |{w ∈ V : G(2)(v, w) > α(n− 2) > G(2)(u, w) or G(2)(v, w) < α(n− 2) < G(2)(u, w)}.
This vector should be close to the volume in the definition of B-separation. Let s˜v be the
elements of sv, sorted in increasing order. If w
(2)
α is B-separated, then we would expect the
inequality
s˜v[j]− s˜v[i] ≥ B(j − i)
to hold for typical v ∈ V and 1 ≤ i < j ≤ n (and to be close to true for all such values).
If w
(2)
α has an ǫ-split, then pairs of vertices at extreme ends of the ordering cannot have any
common neighbours. Precisely, for pairs of vertices i, j with |Ui−Uj | ≥ 1−ǫ, N(i)∩N(j) = ∅.
We expect there to be about ǫ2n2/2 such pairs. On the other hand, if inf |x|,|y|<δw(2)(Ui +
x, Uj + y) > 0 for some δ > 0, then by the law of large numbers N(i) ∩ N(j) 6= ∅ for
sufficiently large n. This suggest that we should check
|{(i, j) : N(i) ∩N(j) = ∅}| ≥ ǫ2n2/2.
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It is easy to integrate these tests in the algorithm, so that a suitable value of α can be
found in a reasonable amount of trials.
We note that we have not searched for a value of δ that satisfies Assumption 1.7, as we
don’t need to know δ to run Algorithm 6. In practice, we expect that it is often easy to
diagnose graphons that don’t satisfy Assumption 1.7 as follows. Let F (2) be as in step (12) of
Algorithm 7 on the first time that it is called by Algorithm 6; if Assumption 1.7 is satisfied,
then with extreme probability the maximum size of the set on which disagreement occurs
max
i,j∈V2\V1 :F (2)(i,j)=−1
|{k ∈ V2\V1 : F (2)(i, k) = F (2)(k, j) = 1}|
will not be much larger than d2n. In other words, we can diagnose a failure of Assumption
1.7 by simply checking whether F (2) could plausiblY have precision better than d2 or so.
6. Large Error of Embeddings
It is common to study the seriation problem using something like the following two-step
procedure:
(1) Compute an estimate Uˆ = (Uˆ1, Uˆ2, . . . , Uˆn) of the latent positions U = (U1, U2 . . . , Un)
of the vertices 1, 2, . . . , n, using e.g. a spectral embedding of the graph G.
(2) Compute an estimate σˆ of σtrue based only on Uˆ , typically using the formula:
σˆ(i) = |{j ∈ [1 : n] : Uˆj ≤ Uˆi}|.
It is then straightforward to show that, if Uˆ has small error, the error of the induced
ordering σˆ will inherit a similarly-small error. See e.g. [LXS18, DS18] for recent work that
conducts this sort of analysis.
This approach can only give a near-optimal estimate of the error of σˆ if the error of an
optimal estimator σˆ is not much smaller than the error of an optimal estimator Uˆ (after
appropriate scaling). We will show in this section that this is rarely the case for the seriation
problem studied in this paper.
To make this precise, we need some notation that is not used in the rest of the paper. For a
graphon w and sequences u(1) = {u[j](1)}nj=1, u(2) = {u[i, j](2)}ni,j=1 define G = G(w; u(1), u(2))
to be the usual graph obtain from the graphon w and these sequences from the formula (1.2).
Next, for constant δ ∈ [0, 1) and graphon w, define
w˜δ(x, y) = w(x
1−δ, y1−δ).
Similarly, for any sequence u ∈ Rd, define
u˜δ = u
1−δ.
Notice that taking the (1 − δ)’th power is a monotone bijection on [0, 1], and in particular
these transformations preserve both (i) the diagonally-increasing property of w and (ii) the
ordering of u. We have the following theorem:
Theorem 4. Fix ǫ > 0. There exist constants c = c(ǫ), c′ = c′(ǫ), c′′ = c′′(ǫ) > 0, and
couplings of two sequences U = (U1, . . . , Un), V = (V1, . . . , Vn)
i.i.d.∼ Unif([0, 1]) such that, for
all n sufficiently large, the following events all occur simultaneously with probability at least
(1− ǫ):
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(1) For all graphons w and sequences u(2) = {u(2)i,j }ni,j=1,
G(w;V, u(2)) = G
(
w˜ c√
n
;U, u(2)
)
. (6.1)
(2) There exists a single permutation σ ∈ Sn such that
Uσ(1) < Uσ(2) < . . . < Uσ(n), Vσ(1) < Vσ(2) < . . . < Vσ(n); (6.2)
that is, the two sequences have the same ordering.
(3) Finally, ∣∣∣∣
{
1 ≤ i ≤ n : |Ui − Vi| ≥ c
′
√
n
}∣∣∣∣ ≥ c′′n. (6.3)
Proof. See Appendix C. 
We give the following informal interpretation: it is possible to couple samples G, G˜ from
the two graphons w, w˜ c√
n
so that with high probability both (i) the graphs themselves are
identical, but (ii) a positive fraction of the “true” latent vertex embeddings are at least
c′√
n
apart. In particular, since the observed graphs G, G˜ are identical, there is no way to
simultaneously estimate both of “true” latent vertex embeddings without a positive fraction
of errors being at least c
′√
n
.
In principle this conclusion could be avoided if e.g. w is assumed to belong to a class that
does not include w˜δ, even for very small values of δ. While possible, such an assumption
seems to be extremely strong - indeed, we have shown that sequences of samples from w,
w˜ c√
n
can’t be told apart by looking at their associated graphs! Furthermore, even if the
particular perturbation w˜δ can be ruled out, a quick inspection of the proof of Theorem 4
will convince the reader that similar results hold for a variety of other small perturbations
of w.
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Appendix A. Proof of Theorem 1
In this section we show that Theorem 3 implies Theorem 1 by checking that Assumption
1.4 implies Assumption 3.5.
A.0.1. Some Basic Lemmas. Under Assumption 1.4, w is a uniformly embedded graphon,
with decreasing probability function f . We also assume that, for some value d < 0.5,
f(x) = c for x ≥ d. In the following, we assume wlog that d is minimal with respect to this
property, so f(x) > c for x < d. We now show that for uniformly embedded graphons, w(2)
is continuous.
Lemma A.1. Let w be a uniformly embedded graphon, with decreasing link probability func-
tion f . Then w(2) is uniformly continuous.
Proof. Fix 0 < ǫ < 1, and let δ = (ǫ/12)2. Let D = {x : f(x) − f(x + δ) ≥ ǫ/6} be the
set of points where f makes a big jump. Since the range of f is contained in [0, 1], and f
is decreasing, D can include at most 6
ǫ
points that are mutually at distance at least δ from
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each other. Thus, D is contained in the union of at most 6
ǫ
intervals of length 2δ, and thus
Vol(D) ≤ (6/ǫ)(2δ) = ǫ/12. Fix 0 ≤ y ≤ 1− δ, and let
D′ = {z < y : y − z ∈ D}, D′′ = {z > y : z − y − δ ∈ D}.
Then Vol(D′), Vol(D′′) ≤ Vol(D). Note that, for all 0 ≤ x ≤ y,
|w(2)(x, y + δ)− w(2)(x, y)|
≤
∫ y−δ
0
f(|z − x|) (f(y − z)− f(y − z + δ)) dz
+
∫ 1
y+δ
f(|z − x|) (f(z − y − δ)− f(z − y)) dz + 2δ.
Moreover, ∫ y−δ
0
f(|z − x|) (f(y − z)− f(y − z + δ)) dz
≤
∫
D′
f(|z − x|) (f(y − z)− f(y − z + δ)) dz +
∫
[0,y−δ]\D′
f(z − x) ǫ
6
dz
≤ Vol(D′) +
( ǫ
6
)
y, and∫ 1
y+δ
f(|z − x|) (f(z − y − δ)− f(z − y)) dz ≤ Vol(D′′) +
( ǫ
6
)
(1− y).
Therefore, |w(2)(x, y + δ)− w(2)(x, y)| ≤ Vol(D′) + Vol(D′′) + ǫ
6
+ 2δ < ǫ/2.
Similarly, we can show that |w(2)(x, y − δ)− w(2)(x, y)| < ǫ/2. Using the fact that w(2) is
symmetric, this shows that |w(2)(x′, y′) − w(2)(x, y)| < ǫ whenever ||(x, y) − (x′, y′)||∞ < δ,
so w(2) is uniformly continuous. 
Next we consider an alternative representation of diagonally increasing graphons, which
will be helpful in some cases. We saw earlier (see discussion before Equation (3.1)) that, if
w is a {0, 1}-valued graphon, then w is diagonally increasing if and only if there exist two
non-decreasing boundary functions ℓ : [0, 1] → [0, 1] and r : [0, 1] → [0, 1] which demarcate
the regions in [0, 1]2 where w assumes the value 1. Precisely, w is of the form
w(x, y) =
{
1 if y ∈ I(x)
0 otherwise,
(A.1)
where (ℓ(x), r(x)) ⊂ I(x) ⊂ [ℓ(x), r(x)]. Thus, the boundaries define w up to the values
exactly on points of the form (ℓ(x), x) and (x, r(x)); of course this collection of points has
measure 0, and thus does not influence the distribution of samples from w.
More generally, w is diagonally increasing if and only if, for each s ∈ [0, 1], the {0, 1}-
valued graphon ws is diagonally increasing. Thus, if w is diagonally increasing, then for each
s ∈ [0, 1], there exist boundaries ℓs and rs that define the thresholded graphon ws (up to a
set of measure zero) as in (A.1). Let
Is(x) = {y : ws(x, y) = 1} = {y : w(x, y) ≥ s} (A.2)
as given above. This leads to an alternative representation of w:
47
Lemma A.2. For any diagonally increasing graphon w,
w(x, y) =
∫ 1
0
1{y∈Is(x)}ds. (A.3)
Proof. For all 0 ≤ x < y ≤ 1, by definition of Is,
w(x, y) =
∫ 1
0
1{s≤w(x,y)}ds =
∫ 1
0
1{y∈Is(x)}ds.

The representation of w as given in (A.3) leads to the alternative formula of w(2) :
w(2)(x, y) =
∫ 1
0
(∫
s
1{z∈Is(x)}ds
) (∫
t
1{z∈It(y)}dt
)
dz (A.4)
=
∫
s
∫
t
|Is(x) ∩ It(y)|dsdt,
where Is(x), It(y) are as defined in (A.2).
In the case of graphons satisfying Assumptions 3.5, the length of the interval Is(x) is
determined only by s. Precisely, for all s, x ∈ [0, 1], (x−ds, x+ds) ⊂ Is(x) ⊂ [x−ds, x+ds],
where
ds = sup{δ : f(δ) ≥ s}.
Under Conditions 1.4, we also know that ds ≤ d for all s > c, and ds = 1 otherwise.
In Lemma A.3, to follow, we use this alternative representation to show a crucial property
of w(2). First, we make a simple observation, which will help us to conclude the second half
of the lemma.
w(2)(1− x, 1− y) =
∫ 1
0
f(|1− x− z|)f(|1− y − z|)dz (A.5)
=
∫ 1
0
f(|ζ − x|)f(|y − ζ |)dζ
= w(2)(x, y).
Lemma A.3. Let w be a graphon satisfying Conditions 1.4, and let f, d, c, α be as in the
statement of these conditions. Then for all x ∈ [0, 1],
(i) w(2)(x, ·) is decreasing on [x+ d, 1],
(ii) for all x+ d < y′ < y < x+ 2d,
(y − y′) ≥ w(2)(x, y′)− w(x, y) ≥ (y − y′)1
2
(
f(
y − x
2
)− c
)2
. (A.6)
In particular, w(2)(x, ·) is strictly decreasing on (x+ d, x+ 2d).
(iii) w(2)(x, ·) is increasing on [0, x− d].
(iv) For all x− 2d < y < y′ < x− d,
(y′ − y) ≥ w(2)(x, y′)− w(x, y) ≥ (y′ − y)1
2
(
f(
x− y′
2
)− c
)2
. (A.7)
In particular, w(2)(x, ·) is strictly increasing on (x− 2d, x− d).
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Moreover, since w is symmetric, equivalent statements hold for w(2)(·, x).
Proof. Inspecting the alternative representation given in (A.4), we see that the contribution
to w(2)(x, y) due to any particular pair of values s, t is determined by the size of the inter-
section Is(x)∩ It(y). We can derive the size of this intersection from the values of ds, dt. Fix
x ∈ [0, 1− d), and consider w(2)(x, y) as a function of y ∈ [x, 1]. For s, t ∈ [0, 1], define
φs,t(y) = |Is(x) ∩ It(y)|. (A.8)
The set Is(x)∩ It(y) has measure zero if and only if x+ ds ≤ y− dt (i.e. ds+ dt ≤ y− x).
If |Is(x) ∩ It(y)| > 0, then
φs,t(y) = |Is(x) ∩ It(y)| = min{x+ ds, y + dt, 1} −max{x− ds, y − dt, 0}.
Thus φs,t is piecewise linear, with each of the linear pieces having slope in {−1, 0, 1}.
We are almost ready to prove that w(2)(x, ·) is decreasing on [x + d, 1], based on the
following proposition:
Proposition A.4. Fix x ∈ [0, 1]. Then for all s, t ∈ [0, 1], φs,t has non-positive slope for
almost every y ∈ (x+ d, 1].
Proof. For y ∈ (x, 1], define
R+(y) = {(s, t) : y < dt < 1− y, ds > dt + (y − x)}.
Suppose that for some s, t ∈ [0, 1], y lies in the interior of a region on which φs,t has slope
1; we will check that (s, t) ∈ R+(y). So see this, note that, if φs,t has slope 1 at y, then the
left boundary of Is(x) ∩ It(y) cannot be given by y − dt, while the right boundary must be
y+dt. The right boundary condition (and the fact that we are in the interior of a region with
slope 1) implies that y+ dt < 1 and y+ dt < x+ ds. This implies that ds > dt+(y−x) ≥ dt,
and thus x− ds ≤ y − dt. Thus we must have that the left boundary of Is(x) ∩ It(y) equals
0, and thus y − dt < 0, and so (s, t) ∈ R+(y).
Next, we check that, if y > x + d, then R+(y) = ∅. As argued earlier, it follows from
Conditions 1.4 that for all s, ds ≤ d or ds = 1 otherwise. Suppose then that y − x > d and
(s, t) ∈ R+(y). By definition, ds > dt+(y−x) > d and thus ds = 1. But then, dt < 1−y < 1
so dt ≤ d ≤ x+ d < y, which contradicts the condition y > x+ d.
Combining the conclusions in these two paragraphs completes the proof.

By Proposition A.4 if x+ d < y′ < y, then φs,t(y)− φs,t(y′) ≤ 0, and consequently,
w(2)(x, y)− w(2)(x, y′) =
∫
s
∫
t
φs,t(y)− φs,t(y′)dsdt ≤ 0.
This shows part (i) of Lemma A.3, namely that w(2)(x, ·) is decreasing on [x+ d, 1].
We will next prove Inequality (A.6). The lower bound follows immediately from the fact
that for all s, t, φs,t has slope at least −1. To prove the upper bound, we begin by defining
R−(z) = {(s, t) : dt ≤ ds ≤ d, ds + dt ≥ z − x}
for all z ≥ x. Note that R−(y) ⊂ R−(z) for all y > z.
We now check that
φs,t(y)− φs,t(y′) = −(y − y′) (A.9)
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holds for all x + d < y′ < y < x + 2d and (s, t) ∈ R−(y). We will do this by showing that,
for all (s, t) ∈ R−(y), φs,t has slope −1 at any point z ∈ [y′, y]. Fix (s, t) ∈ R−(y) and
z ∈ [y′, y]. Then (s, t) ∈ R−(z). The condition ds + dt ≥ z − x in the definition of R−(z)
guarantees that Is(x) ∩ It(z) is non-empty. Since ds ≥ dt and x < z, x− ds < z − dt. Since
z > x + d ≥ d ≥ dt, z − dt > 0. Thus, the left boundary of Is(x) ∩ It(z) equals z − dt. On
the other hand, z + dt ≥ z > x + d ≥ x + ds so the right boundary is not given by z + dt.
Thus, φs,t has slope −1 at z. This implies that φs,t is linear with slope −1 on the interval
[y′, y], which implies (A.9).
Finally, we bound the size of R−(y) for x + d < y < x+ 2d. Fix y ∈ (x+ d, x+ 2d), and
define c1 ≡ f(y−x2 ). In this case, (y − x)/2 < d and thus c1 > c. Then for all c1 ≥ t ≥ s > c
and for all y′ ≤ z ≤ y, (y − x)/2 ≤ dt ≤ ds < d, and thus (s, t) ∈ R−(y). Therefore,
|R−(z)| ≥ (c1 − c)2/2.
Applying Equations (A.4) and (A.8) and then Inequality (A.9), we have for x+ d < y′ <
y < x+ 2d,
w(2)(x, y)− w(2)(x, y′) =
∫
s
∫
t
(φs,t(y)− φs,t(y′))dsdt (A.10)
≤ −(y − y′)|R−(y)|
≤ −1
2
(f(
y − x
2
)− c)2(y − y′).
In particular, w(2)(x, ·) is strictly decreasing on (x+ d, x+2d). This proves the upper bound
in (A.6), completing our proof of item (ii) of the lemma.
Due to the symmetry shown in (A.5) we have that (iii), (iv) follow immediately from
(i), (ii) respectively.

Finally, we establish a general lemmas about the behaviour of w(2)(x, y) when w is uni-
formly embedded and diagonally increasing.
Lemma A.5. Let w be a uniformly embedded graphon, with decreasing link probability func-
tion f . Fix δ ∈ [0, 1
2
]. Then for all x ∈ [0, 1− δ],
w(2)(0, δ) ≤ w(2)(x, x+ δ) ≤ w(2)(1− δ
2
,
1 + δ
2
). (A.11)
Proof. As shown in Equation (A.5), we have that w(2)(1− x, 1 − y) = w(2)(x, y) for all x, y.
Thus we may assume without loss of generality that x ≤ 1 − (x + δ), so x ∈ [0, 1
2
− δ
2
].
According to the definition, and making the appropriate substitutions,
w(2)(x, x+ δ) =
∫ 1
0
f(|x− z|)f(|x+ δ − z|)dz
=
∫ x
0
f(s)f(s+ δ)ds+
∫ δ
0
f(s)f(δ − s)ds+
∫ 1−δ−x
0
f(s)f(s+ δ)ds.
Note that the middle integral does not depend on x, while the first and last integral are
taken over the same function. Since f is decreasing, so is f(s)f(s+δ) (taken as a function of
s). Therefore, this expression is maximized when x = 1− δ − x, so x = 1−δ
2
, and minimized
when x = 0. 
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A.0.2. Assumption 1.4 implies Assumption 3.5. We start by showing that Assumption 1.4
implies that w
(2)
α is diagonally increasing.
Remark A.6. It is not true that w(2) is diagonally increasing for all diagonally-increasing w.
We consider as simple counterexamples some graphons of the form (1.4), which are uniformly
embedded with link probability function
f(x) =
{
p, 0 ≤ x ≤ d,
q, d < x ≤ 1.
We consider parameters 0 ≤ q < p ≤ 1, and 0 < d < 1
2
. Then, for y ∈ [0, d], w(2)(0, y) =
q2 + (p2 − q2)d + q(p − q)y. This function is increasing as y moves away from 0 and thus
is further removed from the diagonal. This contradicts the defining property of diagonally
increasing graphons as given in (1.3).
Even if w(2) itself is not diagonally increasing, there may still exist a value α so that w
(2)
α is
diagonally increasing. In the above example, for y ∈ [d, 2d], w(2)(0, y) is linearly decreasing
with slope −(p−q)2, while for y ∈ [2d, 1−d], w(2)(0, y) is constant equal to q2+3dq(p−q). If
there exists a value w(2)(0, 0) > α > w(2)(0, 2d) then w
(2)
α (0, ·) is decreasing, even if w(2)(0, ·)
is not. However, it is possible to choose values for p and q (e.g. p = 1/3, q = 1/6, d = 0.3)
for which w(2)(0, 2d) ≥ w(2)(0, 0), and thus such a value α does not exist.
We now show that, for a graphons w satisfying our assumptions, w
(2)
α is a diagonally
increasing graphon.
Lemma A.7. Let w and α be a graphon and constant satisfying Conditions 1.4. Then w
(2)
α
is diagonally increasing. Moreover, w
(2)
α (x, y) = 1 if and only if y ∈ [ℓα(x), rα(x)].
Proof. Fix x ∈ [0, 1]. By Lemma A.1, w(2) is continuous, so w(2)(x, rα(x)) = α. By Assump-
tions 1.4 and Lemma A.5, we have that for all 0 ≤ δ ≤ d,
w(2)(x, x+ δ) ≥ w(2)(0, δ) > α,
and thus rα(x) > x + d. By Lemma A.3, w
(2)(x, ·) is decreasing on [x + d, 1], and thus
w(2)(x, y) ≥ w(2)(x, rα(x)) = α for y ∈ [d, rα(x)]. Thus for y ≥ x, w(2)(x, y) ≥ α if and only
if y ≤ rα(x).
An analogous argument applied to ℓα(x) shows that, for y ≤ x, w(2)(x, y) ≥ α if and only
if y ≥ ℓα(x). This completes the proof.

The following lemma shows that rα(x)−x and x−ℓα(x) are bounded well away from their
lower and upper bounds d and d′.
Lemma A.8. Let w be a graphon satisfying Conditions 1.4, and let f, d, c, α be as in the
statement of these conditions. Let
d− = inf{rα(x)− x : x ∈ [0, ℓα(1)]}, and (A.12)
d+ = sup{rα(x)− x : x ∈ [0, 1]}}.
Then d < d− ≤ d+ < d′, where d′ = min{2d, 0.5} as in Assumption 1.4.
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Proof. By our choice of α, we have that
rα(x) ≥ min(x+ d, 1) (A.13)
for all x ∈ [0, 1]. Let γ = inf{w(2)(0, s) : 0 ≤ s ≤ d}. By Assumption 1.4,
γ = inf
s∈[0,d]
w(2)(0, s) = inf
s∈[0,d]
∫ 1
0
f(z)f(|s− z|)dz > α.
By Lemma A.5, this implies that, for all x ∈ [0, 1− d], w(2)(x, x+ d) ≥ w(2)(0, d) ≥ γ > α.
By Lemma A.1, w(2) is uniformly continuous. Let 0 < ǫ < γ − α, and let δ > 0 be so that
w(2)(x, y) < ǫ whenever |x− y| < δ. Then for all x ∈ [0, 1− d− δ/2],
w(2)(x, x+ d+ δ/2) > w(2)(x, x+ d) + ǫ ≥ γ + ǫ > α.
Therefore, rα(x) ≥ x+d+δ/2 for all x ∈ [0, 1−d−δ/2]. Moreover, since w(2)(1−d−δ/2, 1) >
α, ℓα(1) < 1− d− δ/2. By compactness, d− ≥ d+ δ/2 > d.
Let γ′ = w(2)(1−d
′
2
, 1+d
′
2
). By Assumption 1.4,
γ′ =
∫ 1
0
f(|z − 1− d
′
2
|)f(|z − 1 + d
′
2
|)dz < α.
By Lemmas A.5 and A.3, we have that for all x ∈ [0, 0.5],
w(2)(x, x+ d′) ≤ w(2)(1− d
′
2
,
1 + d′
2
) = γ′ < α,
and thus rα(x) < x + d
′. By compactness, d+ ≤ d′. As argued in the previous case, since
w(2)(x, rα(x)) = α and w
(2) is continuous, we have that d+ < d′.

Lemma A.9. Let w and α be a graphon and constant satisfying Conditions 1.4. Then there
exists an ǫ > 0 so that w
(2)
α is (ǫ, α)-connected.
Proof. Define d− as in the statement of Lemma A.8 and take 0 < ǫ ≤ d−. If 0 ≤ x ≤ y ≤ 1
and y − x < ǫ, then either x ∈ [0, ℓα(1)] and y < x+ ǫ ≤ rα(x), or x > ℓα(1). In both cases,
w(2)(x, y) > α. Since w(2) is continuous (Lemma A.1), the result follows. 
Lemma A.10. Let w and α be a graphon and constant satisfying Conditions 1.4. Then
there exists an ǫ > 0 so that so that w
(2)
α has an ǫ-split.
Proof. Define d+ as defined in (A.12) and let ǫ = 0.5− d+. Fix x < y so that y − x ≥ 1− ǫ.
Then
rα(x) + ǫ ≤ x+ d+ + ǫ ≤ y − (1− ǫ) + d+ + ǫ = y − 1 + 2ǫ+ d+ = y − d+ ≤ ℓα(y),
and thus rα(x) < ℓα(y). Thus w
(2)
α has an ǫ-split.

Lemma A.11. Let w be a graphon satisfying Conditions 1.4, and let f, d, c, α be as in the
statement of these conditions. Then there exist A, δ > 0 so that w(2) is uniformly (A, δ)-good
at α.
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Proof. We need to show that there exist constants δ, A > 0 so that, for all x ∈ [0, 1] and
0 < δ′ < δ, the size of the set where w(2) takes values within δ′ of α is bounded by Aδ′.
Let d−, d+ be as in Equation (A.12). By our earlier assumption on the minimality of d
(see beginning of this Section A.0.1), we have that f(x) > c whenever x < d. Let
β =
1
2
(f(d−/2)− c)2. (A.14)
We first show that β > 0. By Lemma A.8, d− < d′ ≤ 2d, and thus d−/2 < d. It follows from
our assumptions that f(d−/2) > c, so β > 0.
By Lemma A.3 and the fact that f is decreasing, for all x ∈ [0, 1], x + d− ≤ y < x + 2d,
and all x+ d < y′ < y,
w(2)(x, y′)− w(2)(x, y) ≥ (y − y′)1
2
(
f
(
y − x
2
)
− c
)2
≥ β(y − y′). (A.15)
Let ǫ > 0 be so that d− − ǫ > d and d+ + ǫ < d′ ≤ 2d; such a value exists by Lemma A.8.
Fix 0 < ǫ′ < ǫ. Taking y = rα(x) and y′ = rα(x)− ǫ′ in (A.15), we have that
w(2)(x, rα(x)− ǫ′) ≥ w(2)(x, rα(x)) + βǫ′ = α+ βǫ′, (A.16)
where the equality uses the fact that w(2) is uniformly continuous (see Lemma A.1). Similarly,
taking y = rα(x) + ǫ
′ and y′ = rα(x), we obtain that
w(2)(x, rα(x) + ǫ
′) ≤ α− βǫ′. (A.17)
The above, together with the fact that w(2) is diagonally increasing shows that, for values
y outside of the interval (rα(x)− ǫ, rα(x)+ ǫ), w(2)(x, y) takes values that differ from α by at
least β|x− y|. This leads to our definition of δ and A for which w(2) is uniformly (A, δ)-good
at α.
Namely, let δ = ǫβ and A = 2/β. Fix any 0 < δ′ < δ. By setting ǫ′ = δ′/β, we can
conclude from (A.16) and (A.17) that
{y ∈ [0, 1] : |α− w(x, y)| ≤ δ′} ⊆ {y : |rα(x)− y| < δ′/β}.
The conclusion follows since the superset has volume at most 2(δ′/β) = Aδ′.

The fact that w
(2)
α is diagonally increasing implies that the boundaries rα and ℓα are
increasing. The following lemma establishes bounds on their slope.
Lemma A.12. Let w be a graphon satisfying Conditions 1.4, and let f, d, c, α be as in the
statement of these conditions. Then the boundary rα is strictly increasing on the domains
[0, ℓα(1)], and has slope bounded away from zero.
Precisely, there exists ǫ > 0 so that for all 0 ≤ x′ < x < ℓα(1) with x− x′ < ǫ,
rα(x)− rα(x′) ≥ β(x− x′),
where β > 0 is as defined in (A.14).
Similarly ℓα is strictly increasing on [rα(0), 1], and there exists ǫ > 0 so that, for all
rα(0) ≤ y′ < y < 1 with y − y′ < ǫ,
ℓα(y)− ℓα(y′) ≥ β(y − y′).
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Proof. We show first that ℓα is strictly increasing on the domain [rα(0), 1]. Suppose, by
contradiction, that ℓα(y1) = ℓα(y2) = x for some rα(0) ≤ y1 < y2. Then w(2)(x, y1) =
w(2)(x, y2) = α, and thus w
(2)(x, ·) is constant on [y1, y2]. This contradicts Lemma A.11. A
similar argument shows that rα is strictly increasing on the domain [0, ℓα(1)].
Let d−, d+ be as in (A.12). By Lemma A.8, we conclude that for all x ∈ [0, ℓα(1)],
x+ d < x+ d− ≤ rα(x) ≤ x+ d+ < x+ d′.
Fix 0 ≤ x′ < x ≤ ℓα(1) so that x − x′ < d− − d, and thus x + d < x′ + d−. Let y = rα(x)
and y′ = rα(x′). Since rα is strictly increasing, y′ < y. Then
x+ d < x′ + d− ≤ y′ ≤ y ≤ x+ d+ < x+ d′.
Note further that y′, y ∈ [rα(0), 1], and x = ℓα(y), x′ = ℓα(y′). Lemma A.3 gives bounds on
the slope of w(2)(x, ·) on the interval [x+ d, x+ d′], and the above shows that y, y′ are in this
interval. Therefore the bounds apply, and we have that
w(2)(x, y′)− α = w(2)(x, y′)− w(2)(x, y) ≥ β(y − y′), and
w(2)(x, y′)− α = w(2)(x, y′)− w(2)(x′, y′) ≤ (x− x′).
Combining these inequalities we obtain that ℓα(y) − ℓα(y′) = x − x′ ≥ β(y − y′). This
completes the proof that ℓα has slope at least β on [rα(0), 1].
A similar argument shows that rα is increasing with slope at least β on [0, ℓα(1)]. 
Lemma A.13. Let w be a graphon satisfying Conditions 1.4, and let f, d, c, α be as in the
statement of these conditions. Then there exists B > 0 so that w
(2)
α is B-separated.
Proof. Fix 0 ≤ x < y ≤ 1. We need to show that there exists a constant B > 0 so that the
region where w
(2)
α (x, ·) and w(2)α (y, ·) take different values is bounded below by B(y − x).
For any z ∈ [0, 1], w(2)α (z, x) = 1 and w(2)α (z, y) = 0 precisely when ℓα(x) ≤ z < ℓα(y).
Similarly, w
(2)
α (z, x) = 0 and w
(2)
α (z, y) = 1 precisely when rα(x) ≤ z < rα(y). We have that
Vol({z ∈ [0, 1] : |w(2)α (z, x)− w(2)α (z, y)| ≥ 1}) ≥ max(ℓα(y)− ℓα(x), rα(y)− rα(x))
≥ 1
2
(ℓα(y)− ℓα(x) + rα(y)− rα(x)).
Let d−, d+ be as in (A.12) and fix 0 < B ≤ min{β, 2(1 − 2d+)}; this is possible because
d+ < d′ ≤ 0.5. We now repeatedly apply Lemma A.12. If y > x > rα(0), then ℓα(y)−ℓα(x) ≥
β(y − x) ≥ B(y − x). If x < y < ℓα(1), then rα(y) − rα(x) ≥ β(y − x) ≥ B(y − x). If
x ≤ rα(0) and y ≥ ℓα(1), then
ℓα(y)− ℓα(x) + rα(y)− rα(x) = ℓα(y)− 0 + 1− rα(x)
≥ (y − d+) + 1− (x+ d+)
≥ (1− 2d+) + 1− (2d+)
= 2(1− 2d+) ≥ B ≥ B(y − x).
Therefore, w
(2)
α is B-separated.

Combining the above results, we can conclude
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Lemma A.14. Let w and α be a graphon and constant satisfying Conditions 1.4. Then
Assumption 3.5 also holds for w, α.
Proof. Let A > 0, ǫ1, ǫ2, ǫ3, ǫ4 ∈ (0, 1) be so that w is (A, ǫ1)-good at α, and w(2)α is ǫ2-
separated, has an ǫ3-split, and is (ǫ4, α)-connected. Such values exist by the earlier lemmas
in this section. Taking ǫ = min{ǫ1, ǫ2, ǫ3, ǫ4} completes the proof. 
We are ready to prove our the first of our main results:
Proof of Theorems 1. As noted earlier, Theorem 3 follows immediately from Lemma 3.22.
Theorem 1 then follows immediately from Theorem 3 and Lemma A.14, which relates their
assumptions.

Appendix B. Bad events are rare: proofs
We give proofs deferred from Section 3.3.
B.1. Bad Events for Latent Variables. In this section we show that the bad events
A1, . . . ,A5, defined in Section 3.3, occur with exponentially small probability. The proofs
mainly follow from standard concentration bounds, applied to functions of the independent
variables {Ui} and {Ui,j}. See e.g. [BLM13] for an overview of concentration phenomena.
We begin by checking that the “approximate” thresholded graph G
(2)
α agrees with the
“correct” thresholded graph Hα ∼ w(2)α outside of the bad set defined in Equation (3.3):
Lemma B.1. Fix 0 < α < 1 and n ∈ N. Then P[A1] = n−Ω(log(n)). That is, w.e.p. for all
i, j such that (Ui, Uj) 6∈ B(n, α), G(2)α (i, j) = Hα(i, j).
Proof. Recall the definition of the square-threshold graph G
(2)
α from Equation (2.1). For
0 ≤ a 6= b ≤ n, define ℓa,b = 1{Ua,b<w(Ua,Ub)} to be the indicator function for the edge (a, b)
being in G. With this notation we have
G(2)(1, 2) =
n∑
a=3
ℓ1,aℓa,2,
Recall that G
(2)
α (1, 2) = 1 if and only the above sum is greater than α(n− 2). Let H be the
σ-algebra generated by (U1, U2); for all a ≥ 3, E[ℓ1,aℓa,2 | H] = w(2)(U1, U2). For (U1, U2) ∈
B(n, α), the bound is clear. In the remaining case, we assume that (U1, U2) 6∈ B(n, α), and
thus |w(2)(U1, U2) − α| > log(n)√n . If w(2)(U1, U2) = 0, then G(2)α (1, 2) = Hα(1, 2) = 0, so we
also assume w(2)(U1, U2) > 0. By Hoeffding’s bound on the sum of independent variables,
P[G(2)α (1, 2) 6= Hα(1, 2)|H] ≤ P[|
n∑
a=3
ℓ1,aℓa,2 − (n− 2)w(2)(U1, U2)| > log(n)
√
n | H]
≤ P[|
n∑
a=3
ℓ1,aℓa,2 − E[
n∑
a=3
ℓ1,aℓa,2 | H]| > log(n)
√
n− 2 | H]
= n−Ω(log(n)),
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Adding back in the trivial cases discounted above, we have the unconditional bound
{G(2)α (1, 2) = Hα(1, 2)} ∪ {(U1, U2) ∈ B(n, α)}
holds w.e.p.. There is nothing special about the indices (1, 2), so we have shown that w.e.p.,
G
(2)
α (i, j) = Hα(i, j) for any choice of 1 ≤ i < j ≤ n. Therefore, w.e.p. the same holds for all
pairs i, j simultaneously. This completes the proof.

If Assumption 3.5 (item 4) holds, then there exist A, δ > 0 so that w(2) is uniformly
(A, δ)-good at α. For n large enough, log(n)√
n
< δ and 8A ≤ log(n), so for all y ∈ [0, 1],
V ol({y ∈ [0, 1] : |α− w(2)(x, y)| ≤ log(n)√
n
}) ≤ A log(n)√
n
≤ log(n)
2
8
√
n
.
Moreover, since w is diagonally increasing, for each x ∈ [0, 1], the set {y ∈ [0, 1] : |α −
w(2)(x, y)| ≤ log(n)√
n
} is the union of two intervals, one each around the endpoints ℓα(x), rα(x)
of the interval Iα(x) associated to wα in Equation (A.1). This implies that, for all x ∈ [0, 1],
B(n, α) ⊂ {(x, y) : |rα(x)− y| ≤ log(n)
2
8
√
n
} ∪ {(x, y) : |ℓα(x)− y| ≤ log(n)
2
8
√
n
}. (B.1)
In the following lemma, this is used to bound the number of pairs of vertices in B(n, α).
Lemma B.2. Let Assumptions 3.5 hold. Then w.e.p., Ac2 holds. That is, w.e.p. for all i,
|B(n, i, α)| ≤ √n log(n)2.
Proof. For all 1 ≤ i, j ≤ n, let ei,j = 1{j∈B(n,i,α)}, d = log(n)
2
8
√
n
, and fi,j = 1{|rα(Ui)−Uj |≤d}∪{|ℓα(Ui)−Uj |≤d}.
If Ac1 holds, then by Lemma B.1 and by (B.1), ei,j ≤ fi,j.
Fix 1 ≤ i ≤ n and let H = σ(Ui). Note that E[fi,j | H] ≤ 4d = log(n)22√n . By Hoeffding’s
bound, Equation (B.1), and Lemma B.1,
P[
∑
j 6=i
ei,j >
√
n log(n)2 | H] ≤ P[
∑
j 6=i
fi,j >
√
n log(n)2 | H] + P[A1]
= n−Ω(log(n))
Therefore, w.e.p. |B(n, i, α)| ≤ √n log(n)2 for any particular choice of i, and thus also for
all i simultaneously.

Lemma B.3. We have P[A3] = n−Ω(log(n)). That is, w.e.p. for all 0 ≤ k ≤ 4R − 3,
|{i : Ui ∈ Ik}| ≥ n2R .
Proof. For all 0 ≤ k ≤ 4R − 3 and all 0 ≤ i ≤ n, let sk,i = 1{Ui∈Ik}. Then E[sk,i] = 34R and,
for fixed k, the variables sk,i, 1 ≤ i ≤ n are i.i.d. variables. Thus the result follows from
Hoeffding’s inequality and a union bound. 
Recall that ν(i, j) is the number of good witnesses of i and j, i.e. the number of vertices
that are adjacent to precisely one of i, j in Hα, and thus can be used to distinguish i and j.
Next, we show that vertices i, j with |Ui − Uj | large enough have many good witnesses, and
thus have substantially different neighbourhoods in Hα:
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Lemma B.4. Let Assumptions 3.5 hold. Then P[A4] = n−Ω(log(n)). Precisely, w.e.p. for all
i, j so that |Ui − Uj | > 1log(n) holds, we also have ν(i, j) ≥ 2nlog(n)2 . Similarly, for all i, j so
that |Ui − Uj | > log(n)4√n , we also have ν(i, j) ≥
√
n log(n)3.
Proof. Fix 0 < i, j < 1 and let H be the σ-algebra generated by (Ui, Uj). We consider the H-
measurable event |Ui − Uj | > d, where d = d(n) = 1log(n) . Let ek = 1{w(2)α (Ui,Uk)6=w(2)α (Uj ,Uk)} be
the indicator function that vertex k distinguishes the vertices i, j. By Part 6 of Assumption
3.5, there exists ǫ > 0 so that w
(2)
α is ǫ-separated. Assume that n is large enough so that
ǫ ≥ 4 log(n)−1. Then:
E[ek | H] ≥ ǫ|Ui − Uj | > ǫd ≥ 4d
log(n)
.
Now conditional on H, ν(i, j) =∑k∈S\{i,j} ek is the sum of (n− 2) i.i.d. Bernouilli variables.
Thus, by Hoeffding’s inequality,
P[{
∑
k∈V (G)\{i,j}
ek <
2dn
log(n)
} |H] = n−Ω(log(n)).
Applying a union bound completes the proof of the first part. For the second part, the same
argument applies, but with d = log(n)
4
√
n
.

Finally, we show that the number of vertices between i, j in the true order is roughly
proportional to |Ui − Uj | with high probability:
Lemma B.5. For all i, j so that Ui < Uj, we have that |{k : Uk ∈ (Ui, Uj)}| < n|Ui−Uj |+√
n log(n) log(n)} w.e.p.. Thus, w.e.p. Ac5 holds.
Proof. This is just the rephrased version of Hoeffding’s inequality. 
B.2. Bad Events for Subsampled Graphs. We give the proofs from Section 3.3.3.
Proof of Lemma 3.9. It follows from Definition 3.4 that G
(2)
α (i, j) 6= Hα(i, j) precisely when
j ∈ B(n, i, α). If Ac2 holds, then the size of B(n, i, α) is bounded by
√
n log(n)2. Using this
bound we obtain that, for a fixed 1 ≤ i ≤ n,
P[
⋃
j∈S\{i}
{G(2)α (S)(i, j) 6= Hα(S)(i, j)} | σ({i ∈ S}), F ] (B.2)
=P[B(n, i, α) ∩ S 6= ∅ | σ({i ∈ S}), F ]
≤(m− 1)
( |B(n, i, α)|
n
)
≤ log(n)
7
√
n
,
where all conditional probabilities are on the event Ac. By a union bound, P[A′1 | F ] ≤
m
(
log(n)7√
n
)
= O(n−0.49) on Ac.
57
Fix p, q ∈ V (G), so that (Up, Uq) 6∈ B(n, α). If (A1 ∪ A2)c holds, then q 6∈ B(n, p, α) and
p 6∈ B(n, q, α). Thus, for a fixed 1 ≤ i ≤ n, i 6∈ {p, q}, Equation B.2 holds for S \ {i, p, q}, so
P[∪j∈S\{i,p,q}{G(2)α (S)(i, j) 6= Hα(S)(i, j)} | σ({i ∈ S}), F ]1{p,q∈S} ≤
log(n)7√
n
on Ac. Again by a union bound,
P[A′1 | F ]1{p,q∈S} = O(n−0.49)
on Ac, from which the result follows. 
Proof of Lemma 3.10. Assume Ac3 holds, so for all 0 ≤ k ≤ 4R − 3, |Vk| ≥ n2R . For all
1 ≤ i ≤ n, let ei = 1{i∈S}. Fix 0 ≤ k ≤ 4R − 3. Then |{i ∈ S : Ui ∈ Ik}| =
∑
{i∈Vk} ei and
E[
∑
{i∈Vk} ei | F ,Ac] ≥ m2R . By Azuma’s inequality, we obtain that
P[{
∑
{i∈Vk}
ei <
m
4R
}] = n−Ω(log(n)). (B.3)
Applying a union bound, we obtain the first part of the result.
To prove the second part, note first that, for fixed 1 ≤ i ≤ n, by definition
{i ∈ S ′′} = {i ∈ S} ∩ {i 6∈ ∪j∈S\{i}B(n, j, α)}.
If Ac2 holds, then for all j, |B(n, j, α)| ≤
√
n log(n)2, and thus
P[{i ∈ S ′′} | σ(S\{i}), F ] ≥ 1− |S| log(n)
2
√
n
≥ 1− 2 log(n)
7
√
n
on Ac. Applying Azuma’s inequality,
P[{|S ′′| < m− log3(n)} | F ] = n−Ω(log(n)) (B.4)
on Ac. This completes the proof of the bound on P[A′3|F ].
To prove the second bound, fix p, q ∈ V (G). An analogous argument applied to the set
S − {p, q} gives the result. 
Proof of Lemma 3.11. For any set S ⊂ V , if Hα(S) is not connected then there must be 0 ≤
k ≤ 4R−3 so that S∩Vk = ∅. Thus it follows immediately that {Hα(S) is not connected} ⊂
A′3.
Moreover, if (A′3)c holds, then |S \ S ′′| ≤ log(n)3 and for each 0 ≤ k ≤ 4R− 3,
|S ∩ Vk| ≥ log(n)5/(4R).
Thus we get that |S ′′ ∩ Vk| ≥ |S ∩ Vk| − |S/S ′′| ≥ log(n)5/(8R) for n sufficiently large. Thus
Vk ∩ S ′′ 6= ∅ for all k, which implies that Hα(S ′′) is connected.
By the choice of R, for any two vertices i, j ∈ Vk, Hα(Ui, Uj) = 1. Fix i ∈ S. By
definition, for each j ∈ S ′′, Hα(i, j) = G(2)α (i, j). Let k be so that Ui ∈ Ik. Then for all
vertices j ∈ S ′′ ∩ Vk, G(2)α (i, j) = 1. As argued above, there are at least log(n)5/(8R) such
vertices. This shows that {mini∈S DS(i) < log(n)58R } ⊂ A′3. 
Proof of Lemma 3.12. Fix 1 ≤ i < j ≤ n so that |Ui − Uj | > 1log(n) . If Ac4 holds, then
ν(i, j) ≥ 2n
log(n)2
. Thus E[νS(i, j) |F ,Ac] ≥ 2m/ log(n)2 = 2 log(n)3. The result follows from
Azuma’s inequality and a union bound. 
58
Proof of Lemma 3.13. Fix 1 ≤ i, j ≤ n, so that Ui < Uj , and let Wi,j = {k : Uk ∈ (Ui, Uj)}.
For each k ∈ Wi,j, let ek = 1{k∈S}. Then |S ∩Wi,j| =
∑
i∈Wi,j ek, and E[
∑
i∈Wi,j ek | F ] =
(m/n)|Wi,j|.
If Ac5 holds, then (m/n)|Wi,j| ≤ m|Uj − Ui| +m log(n)√n ≤ m|Ui − Uj | + 1 for n sufficiently
large. By Azuma’s inequality, on Ac
P[A′5 | F ] ≤ P[|
∑
i∈Vk
ek − E[
∑
i∈Vk
ek | F ]| > log(n)3.4 | F ] = n−Ω(log(n)).
The result then follows by a union bound. 
Appendix C. A Simple Anticoncentration Lemma
We need the follow technical lemma, which follows almost immediately from Corollary 1.8
of [Cha19]:
Lemma C.1. Let U [1], U [2], . . .
i.i.d.∼ Unif([0, 1]). There exists a universal constant A > 0 so
that
‖L((U [1], . . . , U [n]))−L((U˜ c√
n
[1], U˜ c√
n
[1]))‖TV ≤ Ac. (C.1)
Proof. Let V [i] = − log(U [i]), and note that V [1], V [2], . . . are i.i.d. random variables with
exponential distribution and mean 1. Define V˜ c√
n
[i] = (1 − c√
n
)V [i]. By Corollary 1.8 of
[Cha19], there exists a universal constant A > 0 such that
‖L((V [1], . . . , V [n]))−L((V˜ c√
n
[1], V˜ c√
n
[1]))‖TV ≤ Ac. (C.2)
But the random variables appearing in Inequality (C.1) and (C.2) differ only by the mono-
tone 1-1 transformations
V [i] = − log(U [i]), Vˆ c√
n
[i] = − log(Uˆ c√
n
[i]),
and so the TV distances are in fact equal. 
We give the proof of Theorem 4:
Proof of Theorem 4. Our coupling is based on the following three observations:
(1) Fix c > 0 and define δn =
c√
n
. By Lemma C.1, there exists a universal constant
0 < A <∞ so that
‖L(U (1))− L(Uˆ (1)δn )‖TV ≤ Ac. (C.3)
(2) For any value of δ, w and sequences u(1), u(2), we have
G(w; uˆ
(1)
δ , u
(2)) = G(wˆ; u
(1)
δ , u
(2)). (C.4)
(3) For any value of u, δ ∈ (0, 1) we have by Taylor’s theorem
|u− u˜δ| ≥ |δ log(u)| − e
2
δ2 log(u)2.
In particular, for δn as above and any η > 0, there exists a universal constant B =
B(η) so that
P[|U [i]− U˜δn [i]| ≥ B
c√
n
] ≥ 1− η. (C.5)
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Define the event Ac = {V = U˜ c√
n
}. By Equation (C.3), there is a coupling of (U, V ) such
that
P[Ac] ≥ Ac.
On this event, Equation (6.1) holds from Equation (C.4), Equation (6.2) is immediate from
the definition, and Inequality (6.3) follows immediately from Inequality (C.5) and Hoeffding’s
inequality. This completes the proof. 
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