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Abstract. Decision procedures are widely used in automated reasoning
tools in order to reason about data structures. Their scope is typically
limited, though, and many conjectures occurring in practical applica-
tions fall outside the theory handled by a decision procedure. Typically,
reasoning about functions that are deﬁned on those data structures is
needed. For this, inductive reasoning has to be employed.
In this work, families of function deﬁnitions and conjectures are identi-
ﬁed for which inductive validity can be decided using implicit induction
methods and decision procedures for an underlying decidable theory.
The results signiﬁcantly extend the results obtained in [15], which were
obtained using explicit induction schemes. Firstly, we allow performing
induction on nonlinear terms, which enables us to decide conjectures
like gcd(x,x) ≈ x. Secondly, we allow for mutually recursive function
deﬁnitions. Thirdly, we allow general terms from the decidable theory
on inductive positions, which is needed to decide conjectures such as
gcd(2·x,2) ≈ 2. These contributions are crucial for successfully integrat-
ing inductive reasoning into decision procedures.
1 Introduction
Inductive reasoning about recursively deﬁned data structures and recursive func-
tions deﬁned on such data structures is often needed to verify properties of com-
putational descriptions, both in hardware and software veriﬁcation. Decision
procedures about commonly used data structures including numbers and those
data structures generated using free constructors, such as lists and trees, are be-
ing widely employed in software and hardware veriﬁcation. Push-button tools for
program analysis and veriﬁcation based on such decision procedures have been
explored. However, most tools based on decision procedures, including BLAST
[8] and SLAM [3], are limited in their capabilities because of their inability to
reason about data structures and recursive functions deﬁned on them. Hence,
they are only able to reason about control properties of programs.
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One of the major challenges, thus, is to integrate inductive reasoning with
decision procedures and, in particular, to identify a subclass of inductive conjec-
tures about recursively deﬁned functions whose validity can be decided without
sacriﬁcing automation. This line of research was initiated by Kapur, Giesl, and
Subramaniam [15,6,7,11]. The aim of identifying inductive conjectures whose
validity is decidable is achieved by imposing restrictions on the structure of func-
tion deﬁnitions, as well as on the conjectures about these functions. Kapur et al.
use the framework of explicit inductive reasoning based on cover sets.
This paper uses the framework of implicit induction for automating inductive
reasoning in order to extend the results given in [15]. Implicit induction methods,
while less widely applicable, are considered to be more amenable to automation.
A further beneﬁt of the implicit induction methods is that conjectures requiring
mutual induction can be handled more easily than in explicit induction.
In [15], the concept of theory-based functions is introduced. In the deﬁnition
of a theory-based function, the only recursive calls permitted are to the same
function again. The conjectures whose validity is shown decidable in [15] are
now equational conjectures r1 ≈ r2, where r2 is a term in a decidable theory
and r1 contains theory-based functions. The arguments to those theory-based
functions are required to be distinct variables. In [6], Boolean combinations of
those conjectures are considered. In [7], the class of conjectures is extended to
linear equational conjectures containing theory-based functions on both sides.
In this paper, we substantially extend the results from [15] in three ways that
are orthogonal to the extensions of [6,7]. Firstly, the permitted conjectures are
generalized to include nonlinear conjectures such as gcd(x,x) ≈ x,x < x ≈ false,
and x ≤ x ≈ true, whose decidability can be determined automatically. For han-
dling such nonlinear conjectures, conditions on function deﬁnitions are identiﬁed
which can easily be checked a priori using a decision procedure. The second gen-
eralization is to allow the joint deﬁnition of a group of function symbols, thus
relaxing the requirements imposed on theory-based functions. In particular, this
extension allows for mutually recursive theory-based deﬁnitions. Thirdly, conjec-
tures with terms from the decidable theory on inductive positions are permitted
under certain conditions. For each of these extensions, a decision procedure based
on implicit induction methods is given.
After introducing the required notions and concepts in Sections 2 and 3, we
introduce a class of nonlinear conjectures about theory-based functions in Section
4. In Section 5, jointly theory-based functions and nonlinear conjectures about
them are introduced. In Sections 6 and 7, the classes of nonlinear conjectures
are extended to allow nested function calls. Further extensions, including the
possibility of having terms from the decidable theory on inductive positions, are
presented in Section 8.
2 Background
We use many-sorted ﬁrst-order logic where “≈” is the only predicate symbol and
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inﬁnite set of variables V we denote the set of (well-typed) terms over F and V
by Terms(F,V) and the set of ground terms by Terms(F). We often write x∗ to
denote a tuple of (not necessarily pairwise distinct) variables, and denote by xi
the ith element of this tuple. Analogously, s∗ denotes a tuple of terms si.
A theory T is given by a ﬁnite signature FT and a set of axioms (i.e., closed
formulas) AX T over the signature FT . The (quantiﬁer-free) theory T is deﬁned
to be the set of all quantiﬁer-free formulas ϕ over FT such that AX T |= ∀∗.ϕ,
where ∀∗.ϕ is the universal closure of ϕ. In this case we also say that ϕ is valid.
We often write s ≈T t as a shorthand for AX T |= ∀∗.s ≈ t and s 6≈T t as a
shorthand for AX T 6|= ∀∗.s ≈ t.
Example 1. For the theory TC of free constructors, AX TC consists of the univer-
sal closures of the following formulas:
¬(c(x1,...,xn) ≈ c0(y1,....ym)) for all c,c0 ∈ FTC where c 6= c0
c(x1,...,xn) ≈ c(y1,...,yn)
for all c ∈ FTC =⇒ x1 ≈ y1 ∧ ... ∧ xn ≈ yn W
c∈FTC
∃y1,...,yn. x ≈ c(y1,...,yn)
¬(c1(...c2(...cn(...x...)...)...) ≈ x)
for all sequences c1,...,cn
with ci ∈ FTC
Note that the last type of axioms usually results in inﬁnitely many formulas.
Here, “...” in the arguments of ci stands for pairwise distinct variables. The
above axioms state that distinct constructor ground terms denote distinct ob-
jects and that every object can be obtained using the constructors. ♦
Example 2. We use the following deﬁnition for the equational sub-theory TPA
of Presburger arithmetic: FTPA = {0,1,+} and AX TPA consists of the universal
closures of the following formulas:
(x + y) + z ≈ x + (y + z) ¬(1 + x ≈ 0)
x + y ≈ y + x x + y ≈ x + z =⇒ y ≈ z
0 + y ≈ y x ≈ 0 ∨ ∃y. x ≈ y + 1
We often write ﬂattened terms (i.e., without parentheses) since “+” is associative
and commutative. For t ∈ Terms(FTPA,V) with V(t) = {x1,...,xn}, there exist
ai ∈ N such that t ≈TPA a0 + a1 · x1 + ... + an · xn. Here, “a · x” denotes
the term x + ... + x (a times) and “a0” denotes 1 + ... + 1 (a0 times). For
s ≈TPA b0 + b1 · x1 + ... + bn · xn and t as above, s ≈TPA t iﬀ ai = bi for all
1 ≤ i ≤ n. ♦
A formula is inductively valid if all its ground instantiations are valid. In
applications like program veriﬁcation, one is usually interested in inductive va-
lidity and not in validity, since one wants to know how a program behaves when
executed with actual data. This data corresponds to ground instantiations of the
variables.4 Stephan Falke and Deepak Kapur
Deﬁnition 3 (Inductive Validity). The formula ϕ is inductively valid in the
theory T , denoted AX T |=ind ϕ, iﬀ AX T |= ϕσ for all grounding substitutions
σ, i.e., σ substitutes all variables of ϕ by ground terms from Terms(FT ).
In general, validity implies inductive validity, but not vice versa. We restrict
ourselves to theories like TC and TPA which are decidable and inductively com-
plete, i.e., inductive validity of an equation r1 ≈ r2 over FT also implies its
validity. Then, inductive validity of r1 ≈ r2 can be checked by a decision proce-
dure for T .
We also require T -uniﬁcation to be ﬁnitary and that for all sets U = {s1 ≈?
T
t1,...,sn ≈?
T tn} with si,ti ∈ Terms(FT ,V) for all 1 ≤ i ≤ n, a complete set
CUT (U) of T -uniﬁers be computable.
We use term rewrite systems (TRSs) [1] over a signature F ⊇ FT as our
speciﬁcation language and require that all left-hand sides of rules have the form
f(s∗) for a tuple s∗ of terms from Terms(FT ,V) and f 6∈ FT . Thus, all our TRSs
are constructor systems where FT is the set of constructors. Let Fd = F \ FT
denote the set of deﬁned symbols.
In order to perform evaluations with the TRS R and the underlying theory
T , we use the concept of rewriting modulo a theory (→R/T ). As usual, we deﬁne
s →R/T t iﬀ there exist s0 and t0 such that s ≈T s0 →R t0 ≈T t. We require that
the rewrite relation →R/T be decidable, i.e., for two terms s and t it must be
decidable whether s →R/T t holds. For example, →R/T is decidable whenever
T is a theory where T -equivalence classes of terms are ﬁnite and computable.
We restrict ourselves to terminating, conﬂuent, and suﬃciently complete
TRSs. A TRS R is terminating if →R/T is well-founded, it is conﬂuent if →R/T
is conﬂuent, and it is suﬃciently complete if for all (well-typed) ground terms
t ∈ Terms(F) there exists a ground term q ∈ Terms(FT ) such that t →∗
R/T q.
When regarding →∗
R/T , we usually do not distinguish between terms that are
equal w.r.t. ≈T .
A reduction order is a strict, well-founded order  on Terms(F,V) that
is closed under contexts (i.e., C[s]  C[t] whenever s  t) and closed under
substitutions (i.e., sσ  tσ whenever s  t). We say that  is compatible with
T if ≈T ◦  ◦ ≈T ⊆ .
The rules in R are considered as equational axioms extending the underlying
theory T . This results in a new theory with the signature F and the axioms
AX T ∪ {l ≈ r | l → r ∈ R}. To ease readability, we write AX T ∪ R instead
of AX T ∪ {l ≈ r | l → r ∈ R}. This extension is conservative, i.e., it does not
change inductive validity of equations over FT .
Theorem 4 ([7]). For all r1,r2 ∈ Terms(FT ,V), we have AX T |=ind r1 ≈ r2
iﬀ AX T ∪ R |=ind r1 ≈ r2.
If AX T ∪ R |=ind r1 ≈ r2 we say that the equation r1 ≈ r2 is an inductive
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3 Implicit Induction Methods and T -based Functions
Implicit induction is a proof method that was derived in [18] from the Knuth-
Bendix completion procedure. Since its initial formulation, various improvements
have been made to the basic method, see, e.g., [9,12,10,5,13,17,2,4].
In this paper, we use the implicit induction method proposed in [19]. The
results obtained, however, are largely independent from the concrete method
used and extend to other proposed methods like the ones in [13,2,4].
Here, as in [19], the implicit induction method is given by an inference system.
The system IT shown in Figure 1 is parameterized by a TRS R and a reduction
order  which is compatible with T and orients R. It operates on two sets of
equations:
1. E, containing the set of equations to be proven, and
2. H, containing the equations (oriented as rewrite rules) which have been
reduced to other equations in E and so can be used as inductive hypotheses.
H is always oriented by .
Expand
E ∪ {r1 ˙ ≈r2},H
E ∪ E
0,H ∪ {r1 → r2}
if r1  r2 and E
0 = CP(R,r1 → r2)
Simplify
E ∪ {r1 ˙ ≈r2},H
E ∪ {r
0
1 ≈ r2},H
if r1 →R∪H/T r
0
1
Delete
E ∪ {r1 ≈ r1},H
E,H
Theory1
E ∪ {r1 ≈ r2},H
E,H
if r1 ≈T r2
Theory2
E ∪ {r1 ≈ r2},H
⊥
if r1 6≈T r2
Fig.1. The inference system IT .
Here, CP(R,l → r) is the set of critical pairs of R on l → r, i.e, CP(R,l →
r) =
S
p∈FPos(l) CP(R,l → r,p), where CP(R,l → r,p) = {rσ ≈ lσ[r0σ]p | l0 →
r0 ∈ R,σ ∈ CUT (l|p,l0)}. For this, the variables in l0 → r0 are suitably renamed
to be disjoint from the variables in l. Also, r1 ˙ ≈r2 stands for either of r1 ≈ r2 or
r2 ≈ r1.
By a slight extension of the proof in [19, Proposition 18], we obtain the
following theorem.
Theorem 5. If there is a successful IT -derivation (E0,∅) `I (E1,H1) `I ... `I
(∅,Hn), then all equations in E0 are inductive consequences of AX T ∪ R. If6 Stephan Falke and Deepak Kapur
there is a refuting IT -derivation (E0,∅) `IT (E1,H1) `IT ... `IT ⊥, then some
equation in E0 is not an inductive consequence of AX T ∪ R.
In [15], the concept of a T -based function is introduced: in the rewrite rules
deﬁning a function f, all arguments to f are terms from Terms(FT ,V), and the
right-hand side becomes a term in Terms(FT ,V) after subterms of the form f(t∗),
if any, are abstracted using new variables.
Deﬁnition 6 (T -based Functions [15]). A function f ∈ Fd is T -based if all
rules l → r ∈ R with l(Λ) = f have the form f(s∗) → C[f(t∗
1),...,f(t∗
n)], where
s∗,t∗
1,...,t∗
n ∈ Terms(FT ,V), and C is a context over FT .
The inductive positions of a function f are those positions such that a subterm
on that positions changes by applying the rules deﬁning f.
Deﬁnition 7 (Inductive Positions). For a T -based f, position i with 1 ≤ i ≤
arity(f) is non-inductive if for all rules f(s1,...,sm) → C[f(t1,1,...,t1,m),...,
f(tn,1,...,tn,m)] where C is a context over FT , we have si ∈ V, tk,i = si, and
si 6∈ V(sj) ∪ V(tk,j) for all j 6= i and all 1 ≤ k ≤ n. Otherwise, the position is
inductive.
We often write rules in the form f(s∗,y∗) → C[f(t∗
1,y∗),...,f(t∗
n,y∗)] to de-
note that C is a context over FT and s∗,t∗
1,...,t∗
n are the arguments on f’s
inductive positions.
4 Nonlinear Simple Conjectures
In order to successfully prove nonlinear conjectures, i.e., conjectures containing
the same variable more than once, we need to identify conditions under which
the inductive hypothesis will be applicable. In general, the nonlinearity might
prevent us from doing so.
Example 8. Consider the TRS deﬁning “+” on natural numbers over TC.
α1 : x + 0 → x α2 : x + s(y) → s(x + y)
Then, “+” is T -based and only the second argument position of “+” is inductive.
Consider proving the false conjecture x+y ≈ x, which is also allowed in [15].
We get the following disproof of the conjecture:
{x + y ≈ x},∅
Expand
{x ≈ x,x ≈ s(x + y)},{x + y → x}
Simplify
{x ≈ x,x ≈ s(x)},{x + y → x}
Theory1 {x ≈ s(x)},{x + y → x}
Theory2 ⊥
Now, consider the similar conjecture x + x ≈ x, which is also false. This
conjecture is not permitted in [15] since x appears both on an inductive and on
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{x + x ≈ x},∅
Expand
{0 ≈ 0,s(x) ≈ s(s(x) + x)},{x + x → x}
Theory1 {s(x) ≈ s(s(x) + x)},{x + x → x}
We cannot apply the inductive hypothesis x+x → x since s(x) 6≈TC x, which
would be required for an application. This failure could have been predicted by
noticing that x ≈ s(y) =⇒ x ≈ y is not TC-valid.1 ♦
As Example 8 makes clear, we have to predict that some arguments in a
recursive call are T -equal whenever some arguments on the left-hand side of
rules are T -equal. To this end, we deﬁne the set ImpEq(f).
Deﬁnition 9 (ImpEq(f)). Let f be T -based and deﬁned by the rules f(s∗
i) →
Ci[f(t∗
i,1),...,f(t∗
i,ni)] for 1 ≤ i ≤ n. Then we deﬁne hl1,l2,Ci ∈ ImpEq(f) iﬀ
C = {hkj,1,kj,2i | 1 ≤ j ≤ m} such that 1 ≤ l1 < l2 ≤ arity(f), 1 ≤ kj,1 < kj,2 ≤
arity(f) for all 1 ≤ j ≤ m,
m ^
j=1
si,kj,1 ≈ si,kj,2 =⇒
ni ^
j=1
ti,j,l1 ≈ ti,j,l2
is T -valid for all 1 ≤ i ≤ n, and there is no C0 ( C with this property.
Hence, if a term of the form f(s∗
i)σ is simpliﬁed using the rule f(s∗
i) →
Ci[f(t∗
i,1),...,f(t∗
i,ni)] and hl1,l2,{hkj,1,kj,2i | 1 ≤ j ≤ m}i is as above, then
ti,k,l1σ ≈T ti,k,l2σ for all 1 ≤ k ≤ ni if si,kj,1σ ≈T si,kj,2σ for all 1 ≤ j ≤ m.
Clearly, the set ImpEq(f) can be computed from the rules deﬁning f with the
help of a decision procedure for T .
Example 10. Let R be the TRS deﬁning “−” on natural numbers over TC.
α1 : x − 0 → x α2 : 0 − s(y) → 0 α3 : s(x) − s(y) → x − y
Now, ImpEq(−) = {h1,2,{h1,2i}i}. For α1 the formula x ≈ 0 =⇒ true is
obviously TC-valid. Also, 0 ≈ s(y) =⇒ true obtained from α2 is TC-valid. The
only interesting case if α3. But here, s(x) ≈ s(y) =⇒ x ≈ y is TC-valid as well.
We now want to prove x−x ≈ 0. Since h1,2,{h1,2i}i ∈ ImpEq(−), we know
that every recursive call made to “−” from a term of the form s−s will have TC-
equal arguments as well. This will enable us to apply the inductive hypothesis.
Indeed,
{x − x ≈ 0},∅
Expand
{0 ≈ 0,0 ≈ x − x},{x − x → 0}
Simplify
{0 ≈ 0},{x − x → 0}
Theory1 ∅,{x − x → 0}
1 An application of (Expand) on s(x) ≈ s(s(x) + x) would derive the inconsistency
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is a successful derivation. ♦
Deﬁnition 11 (Simple Conjectures). A simple conjecture is a conjecture
of the form f(x∗,s∗) ≈ r such that2 f(x∗,s∗)  r, the function f is T -based,
s∗,r ∈ Terms(FT ,V), the xi are on f’s inductive positions and do not appear in
the sj, and if xl1 = xl2 then exists hl1,l2,Ci ∈ ImpEq(f) such that xk1 = xk2 for
all hk1,k2i ∈ C.
This deﬁnition signiﬁcantly extends the deﬁnition of simple conjectures in
[15], where the x∗ are required to be pairwise distinct.
Example 12. The conjecture x + x ≈ x from Example 8 is not simple, since
ImpEq(+) = ∅. On the other hand, the conjecture x − x = 0 from Example 10
is simple. This conjecture is not permitted in [15]. ♦
Theorem 13. The inductive validity of a simple conjecture is decidable using
the strategy Expand · Simplify
∗ · (Theory1 ∪ Theory2)∗.
Proof. Let f(x∗,s∗) ≈ r be a simple conjecture, and let
R0 = { f(s∗
1,y∗) → C1[f(t∗
1,1,y∗),...,f(t∗
1,n1,y∗)],
...,
f(s∗
m,y∗) → Cm[f(t∗
m,1,y∗),...,f(t∗
m,nm,y∗)] }
be the deﬁnition of the T -based function f.
Applying (Expand) to ({f(x∗,s∗) ≈ r},∅), we obtain the state
E = { Ci1[f(t∗
i1,1,y∗),...,f(t∗
i1,ni1,y∗)]σi1 ≈ rσi1,
...,
Cil[f(t∗
il,1,y∗),...,f(t∗
il,nil,y∗)]σil ≈ rσil },
H = { f(x∗,s∗) → r }
for some i1,...,il ∈ {1,...,m}, where σij ∈ CUT ({x∗ ≈?
T s∗
ij,y∗ ≈?
T s∗}). The
ij are such that the arguments of f(x∗,s∗) and f(s∗
ij,y∗) are T -uniﬁable. To ease
readability, we assume that every complete set of uniﬁers has cardinality 1.
If nij = 0, then Cij[f(t∗
ij,1,y∗),...,f(t∗
ij,nij,y∗)]σij = Cijσij ∈ Terms(FT ,V).
Hence, either (Theory1) or (Theory2) applies to Cijσij ≈ rσij.
If nij > 0, then
Cij[f(t∗
ij,1,y∗),...,f(t∗
ij,nij,y∗)]σij
= Cijσij[f(t∗
ij,1σij,s∗),...,f(t∗
ij,nijσij,s∗)].
Now, if xl1 = xl2, then exists hl1,l2,Ci ∈ ImpEq(f) such that xk1 = xk2 for all
hk1,k2i ∈ C. But since the arguments of f(x∗,s∗) and f(s∗
ij,y∗) are T -uniﬁable
by σij, this means sij,k1σij ≈T sij,k2σij for all hk1,k2i ∈ C. Now, the deﬁnition
of ImpEq(f) implies tij,k,l1σij ≈T tij,k,l2σij for all 1 ≤ k ≤ nij.
2 If  is a path order, then this can be achieved by letting the function symbols from
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Hence, (Simplify) applies nij times to Cijσij[f(t∗
ij,1σij,s∗),...,f(t∗
ij,nijσij,s∗)]
using the rule f(x∗,s∗) → r ∈ H, to get Cijσij[rτij,1,...,rτij,nij] ≈ rσij, where
τij,k = {x∗ 7→ t∗
ij,kσij}. Since both sides are in Terms(FT ,V), either (Theory1)
or (Theory2) applies. u t
Example 14. Consider this TRS over TC.
max(0,y) → y max(s(x),0) → s(x) max(s(x),s(y)) → s(max(x,y))
min(0,y) → 0 min(s(x),0) → 0 min(s(x),s(y)) → s(min(x,y))
x < 0 → false 0 < s(y) → true s(x) < s(y) → x < y
0 ≤ y → true s(x) ≤ 0 → false s(x) ≤ s(y) → x ≤ y
Then, the following conjectures can be decided using Theorem 13:
min(x,x) ≈ x max(x,x) ≈ x
x < x ≈ false x ≤ x ≈ true
For this, we notice that ImpEq(∗) = {h1,2,{h1,2i}i} for ∗ ∈ {min,max,<,≤}.
None of these conjectures is permitted in [15]. ♦
5 Jointly T -based Functions and Simple Conjectures
The class of T -based functions is quite restrictive in the sense that a T -based
function f can only make recursive calls to f, but not to any other function g. It
is exactly this property that ensures that the strategy Expand·Simplify
∗ leads to
conjectures in T .
Example 15. We deﬁne maxlist using the function max from Example 14.
maxlist(x,nil) → nil maxlist(nil,cons(x0,y0)) → nil
maxlist(cons(x,y),cons(x0,y0)) → cons(max(x,x0),maxlist(y,y0))
While max is TC-based, maxlist is not TC-based since it calls max. Hence, the
conjecture maxlist(x,x) ≈ x is not simple. Indeed, an attempt to prove this con-
jecture gets stuck since one would end up with cons(x,y) ≈ cons(max(x,x),y),
which cannot be simpliﬁed without knowing max(x,x) ≈ x, either as a lemma
or in conjunction with the original conjecture. ♦
Firstly, we relax the restriction on T -based functions by introducing the
notion of a jointly T -based set of functions.
Deﬁnition 16 (Jointly T -based Functions). The set F = {f1,...,fn} of
functions fi ∈ Fd is jointly T -based if all rules l → r ∈ R with l(Λ) ∈ F have
the form fi(s∗) → C[fi1(t∗
1),...,fin(t∗
n)], where s∗,t∗
j ∈ Terms(FT ,V) and fij ∈ F
for all 1 ≤ j ≤ n, and C is a context over FT .
In particular, this deﬁnition allows for, but is not limited to, mutually recur-
sive functions. Also, f is T -based iﬀ {f} is jointly T -based.
Secondly, ImpEq(f) does not suﬃce in order to guarantee that the inductive
hypotheses will be applicable in case of nonlinear conjectures. Instead, the whole
set F of jointly T -based functions has to be taken into consideration.10 Stephan Falke and Deepak Kapur
Deﬁnition 17 (ImpEq(F)). Let F = {f1,...,fn} be jointly T -based with rules
fi(s∗
i) → Ci[fi,1(t∗
i,1),...,fi,ni(t∗
i,ni)] for 1 ≤ i ≤ N. Then we deﬁne hfl,l1,l2,Ci ∈
ImpEq(F) iﬀ C = {hfj,kj,1,kj,2i | 1 ≤ j ≤ m} such that 1 ≤ l1 < l2 ≤ arity(fl),
1 ≤ kj,1 < kj,2 ≤ arity(fj) for all 1 ≤ j ≤ m,
^
hfi,kj,1,kj,2i∈C
si,kj,1 ≈ si,kj,2 =⇒
^
fi,m=fl
ti,m,l1 ≈ ti,m,l2
is T -valid for all 1 ≤ i ≤ N, and there is no C0 ( C with this property.
The set ImpEq(F) can be computed from R with the help of a decision
procedure for T . See Appendix A for details.
Now, a jointly simple conjecture has to make a conjecture about each function
in a set F of jointly T -based functions.
Deﬁnition 18 (Jointly Simple Conjectures). A jointly simple conjecture is
a conjecture of the form f1(x∗
1) ≈ r1 ∧...∧fn(x∗
n) ≈ rn such that fi(x∗
i)  ri for
all 1 ≤ i ≤ n, the set F = {f1,...,fn} is jointly T -based, ri ∈ Terms(FT ,V) for
all 1 ≤ i ≤ n, and if xi,l1 = xi,l2 then exists hfi,l1,l2,Ci ∈ ImpEq(F) such that
xj,k1 = xj,k2 for all hfj,k1,k2i ∈ C.
Example 19. Continuing Example 15, maxlist(x,x) ≈ x ∧ max(x,x) ≈ x is a
jointly simple conjecture. It is not permitted in [15]. A successful derivation
shown in Figure 2. ♦
{maxlist(x,x) ≈ x,max(x,x) ≈ x},∅
Expand
{nil ≈ nil,cons(x,y) ≈ cons(max(x,x),maxlist(y,y)),max(x,x) ≈ x},
{maxlist(x,x) → x}
Expand
{nil ≈ nil,cons(x,y) ≈ cons(max(x,x),maxlist(y,y)),
0 ≈ 0,s(x) ≈ s(max(x,x))},
{maxlist(x,x) → x,max(x,x) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,maxlist(y,y)),0 ≈ 0,s(x) ≈ s(max(x,x))},
{maxlist(x,x) → x,max(x,x) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,y),0 ≈ 0,s(x) ≈ s(max(x,x))},
{maxlist(x,x) → x,max(x,x) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,y),0 ≈ 0,s(x) ≈ s(x)},
{maxlist(x,x) → x,max(x,x) → x}
Theory1
{cons(x,y) ≈ cons(x,y),0 ≈ 0,s(x) ≈ s(x)},
{maxlist(x,x) → x,max(x,x) → x}
Theory1
{0 ≈ 0,s(x) ≈ s(x)},{maxlist(x,x) → x,max(x,x) → x}
Theory1
{s(x) ≈ s(x)},{maxlist(x,x) → x,max(x,x) → x}
Theory1
∅,{maxlist(x,x) → x,max(x,x) → x}
Fig.2. Derivation for Example 19.Implicit Induction Methods and Decision Procedures (Extended Version) 11
Theorem 20. The inductive validity of a jointly simple conjecture is decidable
using the strategy Expand
∗ · Simplify
∗ · (Theory1 ∪ Theory2)∗, where Expand is
applied once to each equation of the conjecture.
Proof. Let f1(x∗
1) ≈ r1 ∧...∧fn(x∗
n) ≈ rn be a jointly simple conjecture, and let
R0
i = { fi(s∗
i,1) → Ci,1[fi,1,1(t∗
i,1,1),...,fi,1,ki
1(t∗
i,1,ki,1)],
...,
fi(s∗
i,mi) → Ci,mi[fi,mi,1(t∗
i,mi,1),...,fi,mi,ki,mi(t∗
i,mi,ki,mi)] }
be the deﬁnition of the function fi ∈ F.
Applying (Expand) n times to ({f1(x∗
1) ≈ r1 ...,fn(x∗
n) ≈ rn},∅) , we obtain
the state
{ C1,i1,1[f1,i1,1,1(t∗
1,i1,1,1),...,f1,i1,1,k1,i1,1(t∗
1,i1,1,k1,i1,1)]σ1,i1,1
≈ r1σ1,i1,1,
...,
C1,i1,l1[f1,i1,l1,1(t∗
1,i1,l1,1),...,f1,i1,l1,k1,i1,l1(t∗
1,i1,l1,k1,i1,l1
)]σ1,i1,l1
≈ r1σ1,i1,l1
. . .
Cn,in,1[fn,in,1,1(t∗
n,in,1,1),...,fn,in,1,kn,in,1(t∗
n,in,1,kn,in,1)]σn,in,1
≈ rnσn,in,1,
...,
Cn,in,ln[fn,in,ln,1(t∗
n,in,ln,1),...,fn,in,ln,kn,in,ln(t∗
n,in,ln,kn,in,ln
)]σn,in,ln
≈ rnσn,in,ln },
{ f1(x∗
1) → r1 ,..., fn(x∗
n) → rn }
for some ip,1,...,ip,lj ∈ {1,...,mp}, where σp,ip,q ∈ CUT ({x∗
p ≈?
T s∗
p,ip,q}). The
ip,q are such that the arguments of fp(x∗
p) and fp(s∗
p,q) are T -uniﬁable. To ease
readability, we assume that every complete set of uniﬁers has cardinality 1.
If kp,ip,q = 0, Cp,ip,q[fp,ip,q,1(t∗
p,ip,q,1),...,fp,ip,q,kp,ip,q(t∗
p,ip,q,p,mip,q)]σp,ip,q =
Cp,ip,qσp,ip,q is a term in Terms(FT ,V). Hence, either (Theory1) or (Theory2)
applies to Cp,ip,qσp,ip,q ≈ rpσp,ip,q.
If kp,ip,q > 0, then
Cp,ip,q[fp,ip,q,1(t∗
p,ip,q,1),...,fp,ip,q,kp,ip,q(t∗
p,ip,q,kp,ip,q)]σp,ip,q
= Cp,ip,qσp,ip,q[fp,ip,q,1(t∗
p,ip,q,1σp,ip,q),...fp,ip,q,kp,ip,q(t∗
p,ip,q,kp,ip,qσp,ip,q)]
| {z }
(∗)
.
Now, if xp,ip,q,r,l1 = xp,ip,q,r,l2, then exists hfp,ip,q,r,l1,l2,Ci ∈ ImpEq(F) such
that xp,k1 = xp,k2 for all hfp,k1,k2i ∈ C. But since the arguments of fp(x∗
p) and
fp(s∗
p,q) are T -uniﬁable by σp,ip,q, this means sp,q,k1σp,ip,q ≈T sp,q,k2σp,ip,q for
all hfp,k1,k2i ∈ C. Now, the deﬁnition of ImpEq(F) implies tp,ip,q,r,l1σp,ip,q ≈T
tp,ip,q,r,l2σp,ip,q.
Hence, (Simplify) applies kp,ip,q times to the term (∗) using rules fl(x∗
l ) →
rl ∈ H, and we get Cp,ip,qσp,ip,q[rp,ip,q,1τp,ip,q,1,...,rp,ip,q,kp,ip,qτp,ip,q,kp,ip,q] ≈12 Stephan Falke and Deepak Kapur
rpσp,ip,q, where τp,ip,q,r = {x∗
p,ip,q,r 7→ t∗
p,ip,q,rσp,ip,q}. Since both sides are in
Terms(FT ,V), either (Theory1) or (Theory2) applies. u t
Example 21. Consider the following TRS over TC, where mix takes two lists and
constructs a new list where the elements on odd numbered positions are the
elements on odd numbered positions in the ﬁrst list and the elements on even
numbered positions are the elements on even numbered positions in the second
list, until either argument list is empty.
α1 : mix(x,nil) → nil
α2 : mix(nil,cons(x0,y0)) → nil
α3 : mix(cons(x,y),cons(x0,y0)) → cons(x,mix
0(y,y0))
β1 : mix
0(x,nil) → nil
β2 : mix
0(nil,cons(x0,y0)) → nil
β3 : mix
0(cons(x,y),cons(x0,y0)) → cons(x0,mix(y,y0))
We want to prove the conjecture mix(x,x) ≈ x ∧ mix
0(x,x) ≈ x. For this, no-
tice that hmix,1,2,{hmix
0,1,2i}i ∈ ImpEq({mix,mix
0}) since, for β3, the formula
cons(x,y) ≈ cons(x0,y0) =⇒ y ≈ y0 is TC-valid. Similarly, hmix
0,1,2,{hmix,1,2i}i
∈ ImpEq({mix,mix
0}). The conjecture is thus jointly simple and inductive valid-
ity is decidable. Indeed, we have the IT -derivation shown in Figure 3. ♦
{mix(x,x) ≈ x,mix
0(x,x) ≈ x},∅
Expand
{nil ≈ nil,cons(x,y) ≈ cons(x,mix
0(y,y)),mix
0(x,x) ≈ x},
{mix(x,x) → x}
Expand
{nil ≈ nil,cons(x,y) ≈ cons(x,mix
0(y,y)),cons(x,y) ≈ cons(x,mix(y,y))},
{mix(x,x) → x,mix
0(x,x) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,y),cons(x,y) ≈ cons(x,mix(y,y))},
{mix(x,x) → x,mix
0(x,x) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,y)},{mix(x,x) → x,mix
0(x,x) → x}
Theory1
{cons(x,y) ≈ cons(x,y)},{mix(x,x) → x,mix
0(x,x) → x}
Theory1
∅,{mix(x,x) → x,mix
0(x,x) → x}
Fig.3. Derivation for Example 21.
6 Nonlinear Complex Conjectures
In order to handle more complex conjectures with nested function symbols, we
employ the notion of inductively complete positions. This will enable us to select
a position in a nested term to which the computation of critical pairs can be
restricted. This notion is not needed for simple conjectures since for them there
is only one position on which critical pairs are computed.Implicit Induction Methods and Decision Procedures (Extended Version) 13
Deﬁnition 22 (Inductively Complete Positions [5]). A position p in a
term t is inductively complete if t|p is not a variable and each ground term tσ|p
is an T -instance of some left-hand side of R, whenever σ is irreducible.
From now on, the inference rule (Expand) is replaced by the inference rule
(Expand’) given in Figure 4.
Expand’
E ∪ {r1 ˙ ≈r2},H
E ∪ E
0,H ∪ {r1 → r2}
if r1  r2 and E
0 = CP(R,r1 → r2,p)
for an inductively complete position p in r1
Fig.4. The inference rule (Expand’).
We will require that conjectures must have compatible sequences of T -based
functions. A function g is compatible with a function f on argument j if in any
term g(...,f(...),...), where f(...) is on the jth argument of g, every context
created by rewriting f will move outside the term by rewriting g.
Deﬁnition 23 (Compatible Functions [7]). Let f be T -based and g be T -
based or in FT , and let 1 ≤ j ≤ m = arity(g). Then g is compatible with f on
argument j if for all rules f(s∗,y∗) → C[f(t∗
1,y∗),...,f(t∗
n,y∗)]
g(x1,...,xj−1,C[z1,...,zn],xj+1,...,xm) →∗
R/T
D[g(x1,...,xj−1,zi1,xj+1,...,xm),...,g(x1,...,xj−1,zik,xj+1,...,xm)]
for a context D over FT , i1,...,ik ∈ {1,...,n}, and zi 6∈ V(D) for all 1 ≤ i ≤ n.
Example 24. Consider this TRS over TC.
α1 : zip(x,nil) → pnil
α2 : zip(nil,cons(x0,y0)) → pnil
α3 : zip(cons(x,y),cons(x0,y0)) → pcons(pair(x,x0),zip(y,y0))
β1 : fst(pnil) → nil
β2 : fst(pcons(pair(x,x0),y)) → cons(x,fst(y))
Then, fst is compatible with zip on argument 1. For α1 and α2, C is pnil (a context
without holes), and fst(pnil) rewrites to nil using β1, i.e., D = nil. For α3, C is
pcons(pair(x,x0),) and fst(pcons(pair(x,x0),z1)) rewrites to cons(x,fst(z1)) by
the rule β2, i.e., D = cons(x,). ♦
The concept of compatibility can be extended to arbitrarily deep nestings.
To this end, we deﬁne the notion of a compatibility sequence.
Deﬁnition 25 (Compatibility Sequences [7]). Let l ∈ Terms(F,V), let fd
be T -based, and let f1,...,fd−1 be T -based or in FT for some d ≥ 0. The sequence
hf1,...,fdi is a compatibility sequence on arguments hj1,...,jd−1i and the term
l has this this compatibility sequence if
– fi is compatible with fi+1 on argument ji for all 1 ≤ i ≤ d − 1, and14 Stephan Falke and Deepak Kapur
– l = f1(p∗
1,f2(p∗
2,...fd−1(p∗
d−1,fd(x∗,q∗
d),q∗
d−1)...,q∗
2),q∗
1), where the xj are
on fd’s inductive positions3 and do not occur elsewhere in l, the p∗
i,q∗
i are in
Terms(FT ,V), and fi(p∗
i,fi+1(...),q∗
i )|ji = fi+1(...), for all 1 ≤ i ≤ d − 1.
If l is as in the deﬁnition, we denote by l[s∗] the term l[s1]p.1[s2]p.2 ...[sn]p.n,
where p = j1.j2.··· .jd−1. Also, notice that this p is an inductively complete
position in l since we assume R to be suﬃciently complete.
Deﬁnition 26 (Complex Conjectures). A complex conjecture is a conjec-
ture of the form l ≈ r such that l  r, where r ∈ Terms(FT ,V), l = D[fd(x∗,q∗
d)]
has a compatibility sequence, and if xl1 = xl2 then exists hl1,l2,Ci ∈ ImpEq(fd)
such that xk1 = xk2 for all hk1,k2i ∈ C.
Example 27. Continuing Example 24, the term fst(zip(x,x)) has the compatibil-
ity sequence hfst,zipi on arguments h1i. Furthermore we have h1,2,{h1,2i}i ∈
ImpEq(zip). Thus, fst(zip(x,x)) ≈ x is a complex conjecture. Due to the nonlin-
earity, it is not permitted in [15].
A successful derivation for this conjecture is shown in Figure 5. ♦
{fst(zip(x,x)) ≈ x},∅
Expand’
{nil ≈ fst(pnil),cons(x,y) ≈ fst(pcons(pair(x,x),zip(y,y)))},
{fst(zip(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ fst(pcons(pair(x,x),zip(y,y)))},
{fst(zip(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,fst(zip(y,y)))},{fst(zip(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,y)},{fst(zip(x,x)) → x}
Theory1
{cons(x,y) ≈ cons(x,y)},{fst(zip(x,x)) → x}
Theory1
∅,{fst(zip(x,x)) → x}
Fig.5. Derivation for Example 27.
Lemma 28. Let l be a term with the compatibility sequence hf1,...,fdi on argu-
ments hj1,...,jd−1i. For every rule fd(s∗,y∗) → C[fd(t∗
1,y∗),...,fd(t∗
n,y∗)] we
have l[s∗] →
+
R/T D[l[t∗
i1],...,l[t∗
ik]] for some i1,...,ik ∈ {1,...,n} and a context
D over FT . Furthermore, the ﬁrst rewrite step is applied at fd.
Proof. The proof given in [7, extended version, Lemma 12] applies unchanged.
Inspection of that proof also shows that the ﬁrst rewrite step is applied at fd. u t
Theorem 29. The inductive validity of a complex conjecture is decidable using
the strategy Expand’ · Simplify
∗ · (Theory1 ∪ Theory2)∗, where Expand’ is applied
at the innermost position, i.e., at fd.
3 In contrast to [7] we do not require the xj to be pairwise distinctImplicit Induction Methods and Decision Procedures (Extended Version) 15
Proof. Let l ≈ r be a complex conjecture where l = D[fd(x∗,q∗
d)] with D =
f1(p∗
1,f2(p∗
2,...fd−1(p∗
d−1,,q∗
d−1)...,q∗
2),q∗
1), and let
R0 = { fd(s∗
1,y∗) → C1[fd(t∗
1,1,y∗),...,fd(t∗
1,n1,y∗)],
...,
fd(s∗
m,y∗) → Cm[fd(t∗
m,1,y∗),...,fd(t∗
m,nm,y∗)] }
be the deﬁnition of the T -based function fd.
Applying (Expand’) to the subterm fd(x∗,q∗
d) in ({l ≈ r},∅), we obtain the
state
E = { D[Ci1[fd(t∗
i1,1,y∗),...,fd(t∗
i1,ni1,y∗)]]σi1 ≈ rσi1,
...,
D[Cil[fd(t∗
il,1,y∗),...,fd(t∗
il,nil,y∗)]]σil ≈ rσil },
H = { l → r }
for some i1,...,il ∈ {1,...,m}, where σij ∈ CUT ({x∗ ≈?
T s∗
ij,y∗ ≈?
T q∗
d}). The
ij are such that the arguments of fd(x∗,q∗
d) and fd(s∗
ij,y∗) are T -uniﬁable. To
ease readability, we assume that every complete set of uniﬁers has cardinality 1.
If nij = 0, then D[Cij[f(t∗
ij,1,y∗),...,f(t∗
ij,nij,y∗)]]σij = D[Cij]σij is in
Terms(FT ,V). Hence, either (Theory1) or (Theory2) applies to D[Cij]σij ≈ rσij.
If nij > 0, then we ﬁrst notice that lσij = l[s∗
ij]σij. Now, Lemma 28 implies
l[s∗
ij]σij →∗
R/T D0[l[t∗
ij,j1],...,l[t∗
ij,jk]]σij for some context D0 over FT . Further-
more, the ﬁrst rewrite step is applied at fd and hence is identical to the rewrite
performed in constructing D[Cij[f(t∗
ij,1,y∗),...,f(t∗
ij,nij,y∗)]]σij from lσij in the
(Expand’)-step. Therefore we get D[Cij[f(t∗
ij,1,y∗),...,f(t∗
ij,nij,y∗)]]σij →∗
R/T
D0[l[t∗
ij,j1],...,l[t∗
ij,jk]]σij as well using (Simplify).
Next, notice that D0[l[t∗
ij,j1],...,l[t∗
ij,jk]]σij = D0[lτij,j1,...,lτij,jk], where
τij,jm= {x∗ 7→ t∗
ij,jmσij}.
Now, if xl1 = xl2, then exists hl1,l2,Ci ∈ ImpEq(f) such that xk1 = xk2 for all
hk1,k2i ∈ C. But since the arguments of fd(x∗,q∗
d) and fd(s∗
ij,y∗) are T -uniﬁable
by σij, this means sij,k1σij ≈T sij,k2σij for all hk1,k2i ∈ C. Now, the deﬁnition
of ImpEq(f) implies tij,k,l1σij ≈T tij,jm,l2σij for all 1 ≤ m ≤ k.
Hence, (Simplify) applies jk times to D0[lτij,j1,...,lτij,jk] using the rule l →
r ∈ H, to get D0[rτij,j1,...,rτij,jk] ≈ rσij. Since D0[rτij,j1,...,rτij,jk] is in
Terms(FT ,V), either (Theory1) or (Theory2) applies. u t
Example 30. We extend the TRS given in Example 14 by rules deﬁning not.
not(true) → false not(false) → true
Then, not is compatible with “<” and “≤” on argument 1. The term not(x <
x) has the compatibility sequence hnot,<i on arguments h1i, and the term
not(x ≤ x) has the compatibility sequence hnot,≤i on arguments h1i. Further-
more, h1,2,{h1,2i}i ∈ ImpEq(<) and h1,2,{h1,2i}i ∈ ImpEq(≤)
Hence, the conjectures not(x < x) ≈ true and not(x ≤ x) ≈ false are complex
conjectures and their inductive validity is decidable by Theorem 29. ♦16 Stephan Falke and Deepak Kapur
Example 31. Consider the following TRS over TC. alternate takes two lists and
constructs a new list whose elements are alternately taken from the argument
lists, until either argument is empty. oddlist constructs a new list out of a list
that contains only the elements at odd numbered positions in its argument list.
α1 : alternate(x,nil) → nil
α2 : alternate(nil,cons(x0,y0)) → nil
α3 : alternate(cons(x,y),cons(x0,y0)) → cons(x,cons(x0,alternate(y,y0)))
β1 : oddlist(nil) → nil
β2 : oddlist(cons(x,nil)) → cons(x,nil)
β3 : oddlist(cons(x,cons(y,z))) → cons(x,oddlist(z))
Then, oddlist is compatible with alternate on argument 1. For α1 and α2, the term
oddlist(nil) rewrites to nil using β1. For α3, the term oddlist(cons(x,cons(x0,z1)))
rewrites to cons(x,oddlist(z1)) using β3. Hence, oddlist(alternate(x,x)) has the
compatibility sequence hoddlist,alternatei on arguments h1i. Also, h1,2,{h1,2i}i∈
ImpEq(alternate).
Hence, inductive validity of the complex conjecture oddlist(alternate(x,x)) ≈
x is decidable by Theorem 29.
Indeed, a sucessful derivation is shown in Figure 6. ♦
{oddlist(alternate(x,x)) ≈ x},∅
Expand’
{nil ≈ oddlist(nil),cons(x,y) ≈ oddlist(cons(x,cons(x,alternate(y,y))))},
{oddlist(alternate(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ oddlist(cons(x,cons(x,alternate(y,y))))},
{oddlist(alternate(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,oddlist(alternate(y,y)))},
{oddlist(alternate(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,y)},{oddlist(alternate(x,x)) → x}
Theory1
{cons(x,y) ≈ cons(x,y)},{oddlist(alternate(x,x)) → x}
Theory1
∅,{oddlist(alternate(x,x)) → x}
Fig.6. Derivation for Example 31.
7 Jointly Complex Conjectures
First, we have to extend the notion of compatible functions and compatibility
sequences to a set of jointly T -based functions.
Deﬁnition 32 (Jointly Compatible Functions). Let F = {f1,...,fn} be
jointly T -based, let g be T -based or in FT , let 1 ≤ j ≤ m = arity(g). Then g is
jointly compatible with F on argument j if all rules fi(s∗) → C[fi1(t∗
1),...,fin(t∗
n)]
where all fj are in F satisfyImplicit Induction Methods and Decision Procedures (Extended Version) 17
g(x1,...,xj−1,C[z1,...,zn],xj+1,...,xm) →∗
R/T
D[g(x1,...,xj−1,zi1,xj+1,...,xm),...,g(x1,...,xj−1,zik,xj+1,...,xm)]
for a context D over FT , i1,...,ik ∈ {1,...,n}, and zi 6∈ V(D) for all 1 ≤ i ≤ n.
Deﬁnition 33 (Joint Compatibility Sequences). Let L = {l1,...,ln} be
a set of terms in Terms(F,V), let f1,...,fd−1 be T -based or in FT for some
d ≥ 0, and let the set of function symbols F = {fd,1,...,fd,n} be jointly T -based.
The sequence hf1,...,fd−1,Fi is a joint compatibility sequence on arguments
hj1,...,jd−1i and the set L = {l1,...,ln} of terms has this this joint compati-
bility sequence if
– fi is compatible with fi+1 on argument ji for all 1 ≤ i ≤ d − 2, and fd−1 is
jointly compatible with F, and
– lk = f1(p∗
1,f2(p∗
2,...fd−1(p∗
d−1,fd,k(x∗
k),q∗
d−1)...,q∗
2),q∗
1), where the xk,i do
not occur elsewhere in lk, all p∗
i,q∗
i ∈ Terms(FT ,V), and fi(p∗
i,fi+1(...),q∗
i )|ji
= fi+1(...) for all 1 ≤ i ≤ d − 2, as well as fd−1(p∗
d−1,fd,k(x∗
k),q∗
d−1)|jd−1 =
fd,k(x∗
k).
Deﬁnition 34 (Jointly Complex Conjectures). A jointly complex conjec-
ture is a conjecture of the form l1 ≈ r1 ∧ ... ∧ ln ≈ rn such that li  ri for all
1 ≤ i ≤ n, where the ri are in Terms(FT ,V), the li = D[fd,i(x∗
i)] have a joint
compatibility sequence and the set F = {fd,1,...,fd,n} is jointly T -based, and if
xi,l1 = xi,l2 then exists hfd,i,l1,l2,Ci ∈ ImpEq(F) such that xj,k1 = xj,k2 for all
hfd,j,k1,k2i ∈ C.
Example 35. We take the function fst deﬁned in Example 24, and add the fol-
lowing rules deﬁning stitch.
stitch(x,nil) → pnil
stitch(nil,cons(x0,y0)) → pnil
stitch(cons(x,y),cons(x0,y0)) → pcons(pair(x,x0),stitch
0(y,y0))
stitch
0(x,nil) → pnil
stitch
0(nil,cons(x0,y0)) → pnil
stitch
0(cons(x,y),cons(x0,y0)) → pcons(pair(x0,x),stitch(y,y0))
Then F = {stitch,stitch
0} is jointly T -based and fst is jointly compatible with
F, since for the third stitch-rule, the term fst(pcons(pair(x,x0),z1)) rewrites to
cons(x,fst(z1)), and similarly for the third stitch
0-rule. Furthermore, the set
L = {fst(stitch(x,x)),fst(stitch
0(x,x))} has the joint compatibility sequence hfst,
{stitch,stitch
0}i on arguments h1i. Thus, the conjecture fst(stitch(x,x)) ≈ x ∧
fst(stitch
0(x,x)) ≈ x is jointly complex since both hstitch,1,2,{hstitch
0,1,2i}i ∈
ImpEq(F) and hstitch
0,1,2,{hstitch,1,2i}i ∈ ImpEq(F) as well. ♦
Lemma 36. Let L = {l1,...,ln} be a set of terms with the joint compatibility
sequence hf1,...,fd−1,Fi on the arguments hj1,...,jd−1i. Then, for every rule
fd,k(s∗
k) → C[fd,j1(t∗
1),...,fd,jn(t∗
n)] we have lk[s∗
k] →
+
R/T D[lji1[t∗
i1],...,ljik[t∗
ik]]
for some i1,...,ik ∈ {1,...,n} and a context D over FT . Furthermore, the ﬁrst
rewrite step is applied at fd,k.18 Stephan Falke and Deepak Kapur
Proof. The proof is a straightforward adaptation of the proof for [7, extended
version, Lemma 12]. u t
Theorem 37. The inductive validity of a jointly complex conjecture is decidable
using the strategy Expand’
∗ · Simplify
∗ · (Theory1 ∪ Theory2)∗, where Expand’ is
applied once to each equation of the conjecture at the innermost position, i.e., at
the fd,k.
Proof. Let l1 ≈ r1 ∧ ... ∧ ln ≈ rn be a jointly complex conjecture where li =
D[fd,i(x∗
i)] with D = f1(p∗
1,f2(p∗
2,...fd−1(p∗
d−1,,q∗
d−1)...,q∗
2),q∗
1), and let
R0
i = { fd,i(s∗
i,1) → Ci,1[fi,1,1(t∗
i,1,1),...,fi,1,ki
1(t∗
i,1,ki,1)],
...,
fd,i(s∗
i,mi) → Ci,mi[fi,mi,1(t∗
i,mi,1),...,fi,mi,ki,mi(t∗
i,mi,ki,mi)] }
be the deﬁnition of the function fd,i ∈ F.
Applying (Expand) n times to the subterms fd,i(x∗
i) in ({l1 ≈ r1 ...,ln ≈
rn},∅) , we obtain the state
{ D[C1,i1,1[f1,i1,1,1(t∗
1,i1,1,1),...,f1,i1,1,k1,i1,1(t∗
1,i1,1,k1,i1,1)]]σ1,i1,1
≈ r1σ1,i1,1,
...,
D[C1,i1,l1[f1,i1,l1,1(t∗
1,i1,l1,1),...,f1,i1,l1,k1,i1,l1(t∗
1,i1,l1,k1,i1,l1
)]]σ1,i1,l1
≈ r1σ1,i1,l1
. . .
D[Cn,in,1[fn,in,1,1(t∗
n,in,1,1),...,fn,in,1,kn,in,1(t∗
n,in,1,kn,in,1)]]σn,in,1
≈ rnσn,in,1,
...,
D[Cn,in,ln[fn,in,ln,1(t∗
n,in,ln,1),...,fn,in,ln,kn,in,ln(t∗
n,in,ln,kn,in,ln
)]]σn,in,ln
≈ rnσn,in,ln },
{ l1 → r1 ,..., ln → rn }
for some ip,1,...,ip,lj ∈ {1,...,mp}, where σp,ip,q ∈ CUT ({x∗
p ≈?
T s∗
p,ip,q}). The
ip,q are such that the arguments of fd,p(x∗
p) and fd,p(s∗
p,ip,q) are T -uniﬁable. To
ease readability, we assume that every complete set of uniﬁers has cardinality 1.
If kp,ip,q = 0, then
D[Cp,ip,q[fp,ip,q,1(t∗
p,ip,q,1),...,fp,ip,q,kp,ip,q(t∗
p,ip,q,kp,ip,q)]]σp,ip,q
= D[Cp,ip,q]σp,ip,q
is in Terms(FT ,V). Hence, either (Theory1) or (Theory2) applies to the conjecture
D[Cp,ip,q]σp,ip,q ≈ rpσp,ip,q.
If kp,ip,q > 0, then we ﬁrst notice that lpσp,ip,q = lp[s∗
p,ip,q]σp,ip,q. Now
l[s∗
p,ip,q]σp,ip,q →
+
R/T D0[lp,ip,q,j1[t∗
p,ip,q,j1],...,lp,ip,q,jk[t∗
p,ip,q,jk]]σp,ip,q for some
context D0 over FT by Lemma 36. Furthermore, the ﬁrst rewrite step is applied
at fd,p and hence is identical to the rewrite performed in constructingImplicit Induction Methods and Decision Procedures (Extended Version) 19
D[Cp,ip,q[fp,ip,q,1(t∗
p,ip,q,1),...,fp,ip,q,kp,ip,q(t∗
p,ip,q,kp,ip,q)]]σp,ip,q
from lpσp,ip,q in the (Expand’)-step. Therefore,
D[Cp,ip,q[fp,ip,q,1(t∗
p,ip,q,1),...,fp,ip,q,kp,ip,q(t∗
p,ip,q,kp,ip,q)]]σp,ip,q
→∗
R/T D0[lp,ip,q,j1[t∗
p,ip,q,j1],...,lp,ip,q,jk[t∗
p,ip,q,jk]]σp,ip,q
as well using (Simplify).
Next, notice that
D0[lp,ip,q,j1[t∗
p,ip,q,j1],...,lp,ip,q,jk[t∗
p,ip,q,jk]]σp,ip,q
= D0[lp,ip,q,j1τp,ip,q,j1,...,lp,ip,q,jkτp,ip,q,jk]
| {z }
(∗)
,
where τp,ip,q,j = {x∗
p 7→ t∗
p,ip,q,jσp,ip,q}.
Now, if xp,ip,q,r,l1 = xp,ip,q,r,l2, then exists hfp,ip,q,r,l1,l2,Ci ∈ ImpEq(F) such
that xp,k1 = xp,k2 for all hfd,p,k1,k2i ∈ C. But since the arguments of fd,p(x∗
p) and
fd,p(s∗
p,q) are T -uniﬁable by σp,ip,q, this means sp,q,k1σp,ip,q ≈T sp,q,k2σp,ip,q for
all hfd,p,k1,k2i ∈ C. Now, the deﬁnition of ImpEq(F) implies tp,ip,q,r,l1σp,ip,q ≈T
tp,ip,q,r,l2σp,ip,q.
Hence, (Simplify) applies jk times to the term (∗) using rules li → ri ∈ H,
and we get D0[rp,ip,q,j1τp,ip,q,j1,...,rp,ip,q,jkτp,ip,q,jk] ≈ rpσp,ip,q. Since both sides
are in Terms(FT ,V), either (Theory1) or (Theory2) applies. u t
Example 38. We continue with Example 35. A sucessful derivation for the con-
jecture fst(stitch(x,x)) ≈ x ∧ fst(stitch
0(x,x)) is shown in Figure 7. ♦
8 Extensions
8.1 Relaxing ImpEq(F)
In some cases, the conditions put on ImpEq(F) are too strong and a slightly
weaker notion can be used.
Example 39. Consider the TRS deﬁning gcd over TPA.
α1 : gcd(x,0) → x α3 : gcd(x + y + 1,y + 1) → gcd(x,y + 1)
α2 : gcd(0,y + 1) → y + 1 α4 : gcd(x + 1,x + y + 1) → gcd(x + 1,y)
Assume the conjecture gcd(x,x) ≈ x is to be proven. Theorem 13 cannot be
used, since h1,2,{1,2}i 6∈ ImpEq(gcd) because x + y + 1 ≈ y + 1 =⇒ x ≈ y + 1,
which is obtained from rule α3, is not TPA-valid.
However, the proof attempt shown in Figure 8 is sucessful.
The key observation is that the recursive calls that are generated by Expand
simplify to terms in Terms(FTPA,V) using just rewrite rules in R, without using
the inductive hypothesis. ♦20 Stephan Falke and Deepak Kapur
{fst(stitch(x,x)) ≈ x,fst(stitch
0(x,x)) ≈ x},∅ Expand’ {nil ≈ fst(pnil),cons(x,y) ≈ fst(pcons(pair(x,x),stitch
0(y,y)))},
{fst(stitch(x,x)) → x}
Expand’
{nil ≈ fst(pnil),cons(x,y) ≈ fst(pcons(pair(x,x),stitch
0(y,y))),
cons(x,y) ≈ fst(pcons(pair(x,x),stitch(y,y)},
{fst(stitch(x,x)) → x,fst(stitch
0(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ fst(pcons(pair(x,x),stitch
0(y,y))),
cons(x,y) ≈ fst(pcons(pair(x,x),stitch(y,y)))},
{fst(stitch(x,x)) → x,fst(stitch
0(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,fst(stitch
0(y,y))),
cons(x,y) ≈ fst(pcons(pair(x,x),stitch(y,y)))},
{fst(stitch(x,x)) → x,fst(stitch
0(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,fst(stitch
0(y,y))),
cons(x,y) ≈ cons(x,fst(stitch(y,y)))},
{fst(stitch(x,x)) → x,fst(stitch
0(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,y),cons(x,y) ≈ cons(x,fst(stitch(y,y)))},
{fst(stitch(x,x)) → x,fst(stitch
0(x,x)) → x}
Simplify
{nil ≈ nil,cons(x,y) ≈ cons(x,y)},
{fst(stitch(x,x)) → x,fst(stitch
0(x,x)) → x}
Theory1
{cons(x,y) ≈ cons(x,y)},{fst(stitch(x,x)) → x,fst(stitch
0(x,x)) → x}
Theory1
∅,{fst(stitch(x,x)) → x,fst(stitch
0(x,x)) → x}
Fig.7. Derivation for Example 38.
As suggested by this example, ImpEq(F) can be modiﬁed to take the pos-
siblity into account that the inductive hypotheses need not be applied if the
recursive calls already rewrite to terms in Terms(FT ,V) using R. Notice that
applicability of a hypothesis means that it T -matches the recursive call gener-
ated by Expand.
For this, we deﬁne the following notation. For tuples x∗,y∗ of the same length
containing variables, write x∗ ∼ y∗ if y∗ can be obtained from x∗ by means of
a variable renaming. In the following, we do not distinguish between variable
tuples that are equal up to “∼”.
Deﬁnition 40 (VPat(F)). Let F = {f1,...,fn} be jointly T -based with rules
fi(s∗
i) → Ci[fi,1(t∗
i,1),...,fi,ni(t∗
i,ni)] for 1 ≤ i ≤ N. Then we deﬁne hfl,x∗
l ,Ci ∈
VPat(F) iﬀ C = {hfj,kj,1,kj,2i | 1 ≤ j ≤ m} with 1 ≤ kj,1 < kj,2 ≤ arity(fj)
for all 1 ≤ j ≤ m such that, for all 1 ≤ i ≤ N and all σ ∈ CUT ({si,kj,1 ≈?
T
si,kj,2 | hfi,kj,1,kj,2i ∈ C}) and all 1 ≤ k ≤ ni with fi,k = fl, either
1. x∗
l T -matches t∗
i,kσ, or
2. fl(t∗
i,k)σ →∗
R/T q for some q ∈ Terms(FT ,V),
and there is no C0 ( C with this property.Implicit Induction Methods and Decision Procedures (Extended Version) 21
{gcd(x,x) ≈ x},∅
Expand
{0 ≈ 0,y + 1 ≈ gcd(0,y + 1),x + 1 ≈ gcd(x + 1,0)},{gcd(x,x) → x}
Simplify
{0 ≈ 0,y + 1 ≈ y + 1,x + 1 ≈ gcd(x + 1,0)},{gcd(x,x) → x}
Simplify
{0 ≈ 0,y + 1 ≈ y + 1,x + 1 ≈ x + 1},{gcd(x,x) → x}
Theory1
{y + 1 ≈ y + 1,x + 1 ≈ x + 1},{gcd(x,x) → x}
Theory1
{x + 1 ≈ x + 1},{gcd(x,x) → x}
Theory1
∅,{gcd(x,x) → x}
Fig.8. Derivation for Example 39.
Condition (1.) of Deﬁnition 40 subsumes ImpEq, since the conditions on
ImpEq ensure the the tuple of variables used in the conjecture matches the tuple
of terms generated in the recursive calls.
Deﬁnition 41 (Jointly Simple Conjectures). A jointly simple conjecture is
a conjecture of the form f1(x∗
1) ≈ r1 ∧...∧fn(x∗
n) ≈ rn such that fi(x∗
i)  ri for
all 1 ≤ i ≤ n, the set F = {f1,...,fn} is jointly T -based, ri ∈ Terms(FT ,V) for
all 1 ≤ i ≤ n, and for all 1 ≤ i ≤ n there exists an hfi,x∗
i,Ci ∈ VPat(F) such
that xj,k1 = xj,k2 for all hfj,k1,k2i ∈ C.
Example 42. Continuing Example 39, the conjecture gcd(x,x) ≈ x is jointly
simple with F = {gcd} since hgcd,(x,x),{hgcd,1,2i}i ∈ VPat(F). Indeed, for
α3, CUTPA({x + y + 1 ≈?
TPA y + 1}) = {σ} where σ = {x 7→ 0}, and for this
σ we have gcd(x,y + 1)σ = gcd(0,y + 1) →R/TPA y + 1 ∈ Terms(FTPA,V), i.e.,
(2.) in Deﬁnition 40 applies. For α4, we get σ = {y 7→ 0} and gcd(x + 1,y)σ =
gcd(x + 1,0) →R/T x + 1 ∈ Terms(FTPA,V). ♦
Theorem 43. The inductive validity of a jointly simple conjecture is decidable
using the strategy Expand
∗ · Simplify
∗ · (Theory1 ∪ Theory2)∗, where Expand is
applied once to each equation of the conjecture.
Proof. This is essentially the same proof as for Theorem 20, noting that the
conditions on VPat(F) ensure applicability of the inductive hypotheses to or a
rewrite of the recursive calls made on right-hand sides. u t
For jointly complex conjectures, VPat(F) can only be used if condition (2.)
in Deﬁnition 40 is never used, because otherwise we will still end up with the
context of the compatibility sequence. But if condition (2.) is not used, then
VPat(F) and ImpEq(F) are equivalent.
For the computation of VPat(F), see Appendix B.
8.2 Non-variables on Inductive Positions
It is also possible to have arbitrary terms from Terms(FT ,V) on inductive posi-
tions under certain conditions.22 Stephan Falke and Deepak Kapur
Example 44. Continuing Example 14, we attempt to prove the conjecture x <
s(x) ≈ true, which is nonlinear and has the term s(x) on an inductive position.
The proof attempt is as follows.
{x < s(x) ≈ true},∅
Expand
{true ≈ true,x < s(x) ≈ true},{x < s(x) → true}
Simplify
{true ≈ true},{x < s(x) → true}
Theory1 ∅,{x < s(x) → true}
The key observation is that the recursive call generated by Expand has the “right”
form for the inductive hypothesis to apply, i.e., (x < y)σ has the form z < s(z)
where σ is the substitution generated by Expand from the third rule deﬁning
“<”. Here, σ is a most general uniﬁer of {s(x) ≈?
TC x0,s(y) ≈?
TC s(x0)}, i.e.,
σ = {y 7→ s(x),x0 7→ s(x)}. ♦
The set VPat(F) from Deﬁnition 40 can be further generalized to arbitrary
patterns of terms from Terms(FT ,V). For tuples p∗,q∗ of the same length con-
taining terms from Terms(FT ,V), write p∗ ∼ q∗ if q∗ can be obtained from p∗ by
means of a variable renaming. In the following, we do not distinguish between
term tuples that are equal up to “∼”.
Deﬁnition 45 (T Pat(F)). Let F = {f1,...,fn} be jointly T -based with rules
fi(s∗
i) → Ci[fi,1(t∗
i,1),...,fi,ni(t∗
i,ni)] for 1 ≤ i ≤ N. Then we deﬁne hfl,p∗
l ,Ci ∈
T Pat(F) iﬀ C = {hfj,q∗
ji | 1 ≤ j ≤ m} such that, for all 1 ≤ i ≤ N and all
σ ∈ CUT (s∗
i ≈?
T q∗
j)4 for all 1 ≤ j ≤ m with fj = fi, and all 1 ≤ k ≤ ni with
fi,k = fl, either
1. p∗
l T -matches t∗
i,kσ, or
2. fl(t∗
i,k)σ →∗
R/T q for some q ∈ Terms(FT ,V),
and there is no C0 ( C with this property.
The set T Pat(F) is in general inﬁnite and thus cannot be completely com-
puted at compile-time. Parts of it can, however, be computed by need and stored
for later reuse.
Deﬁnition 46 (Jointly Simple Conjectures). A jointly simple conjecture is
a conjecture of the form f1(p∗
1) ≈ r1 ∧ ... ∧ fn(p∗
n) ≈ rn such that fi(p∗
i)  ri for
all 1 ≤ i ≤ n, the set F = {f1,...,fn} is jointly T -based, ri ∈ Terms(FT ,V) for
all 1 ≤ i ≤ n, and for all 1 ≤ i ≤ n there exists an hfi,p∗
i,Ci ∈ T Pat(F) such
that p∗
j ∼ q∗
j for all hfj,q∗
ji ∈ C.
Theorem 47. The inductive validity of a jointly simple conjecture is decidable
using the strategy Expand
∗ · Simplify
∗ · (Theory1 ∪ Theory2)∗, where Expand is
applied once to each equation of the conjecture.
4 The variables in q
∗
j are suitably renamed to be disjoint from the variables in s
∗
i.Implicit Induction Methods and Decision Procedures (Extended Version) 23
Proof. This is essentially the same proof as for Theorem 20, noting that the
conditions on T Pat(F) ensure applicability of the inductive hypotheses to or a
rewrite of the recursive calls made on right-hand sides. u t
Example 48. Continuing Example 44, the conjecture x < s(x) ≈ true is jointly
simple since h<,(x,s(x)),{h<,(x,s(x))i}i ∈ T Pat({<}). Indeed, for the rule
s(x0) < s(y0) → x0 < y0, we get CUTC({s(x0) ≈?
TC x,s(y0) ≈?
TC s(x)}) = {σ}
where σ = {x 7→ s(x0),y0 7→ s(x0)}, and (x0 < y0)σ = x0 < s(x0), where (x0,s(x0))
is TC-matched by (x,s(x)). Using the same arguing, we can show that all of
x < si(x) ≈ true for all i ≥ 1
si(x) < x ≈ false for all i ≥ 1
x ≤ si(x) ≈ true for all i ≥ 1
si(x) ≤ x ≈ false for all i ≥ 1
are jointly simple. ♦
Example 49. Continuing Example 39, we consider conjectures from [14]. Firstly,
hgcd,(2 · x,2),{hgcd,(2 · x,2)i}i ∈ T Pat({gcd}). For α1 and α2, there are no
recursive calls on the right-hand sides. For the rule α3, CUTPA({2 · x ≈?
TPA x0 +
y0+1,2 ≈?
TPA y0+1}) = {σ}, where σ = {x 7→ z+1,y0 7→ 1,x0 7→ 2·z} for a fresh
variable z. Now, gcd(x0,y0+1)σ = gcd(2·z,2), where (2·z,2) is TPA-matched by
(2·x,2). The rule α4 yields CUTPA({2·x ≈?
TPA x0 +1,2 ≈?
TPA x0 +y0 +1}) = {σ},
with σ = {x 7→ 1,x0 7→ 1,y0 7→ 0}. Now, gcd(x0 + 1,y0)σ = gcd(2,0) →R/T 2 ∈
Terms(FTPA,V). Thus, the conjecture gcd(2 · x,2) ≈ 2 is jointly simple. Indeed,
{gcd(2 · x,2) ≈ 2},∅
Expand
{2 ≈ 2,2 ≈ gcd(2 · z,2),2 ≈ gcd(2,0)},{gcd(2 · x,2) → 2}
Simplify
{2 ≈ 2,2 ≈ gcd(2,0)},{gcd(2 · x,2) → 2}
Simplify
{2 ≈ 2},{gcd(2 · x,2) → 2}
Theory1 ∅,{gcd(2 · x,2) → 2}
is a sucessful derivation.
Now, also hgcd,(x,1),{hgcd,(x,1)i}i ∈ T Pat({gcd}). For α3, CUTPA({x ≈?
TPA
x0+y0+1,1 ≈?
TPA y0+1}) = {σ} with σ = {x 7→ x0+1,y0 7→ 0}, and gcd(x0,y0+
1)σ = gcd(x0,1), where (x0,1) is TPA-matched by (x,1). For α4, CUTPA({x ≈?
TPA
x0 + 1,1 ≈?
TPA x0 + y0 + 1}) = {σ} with σ = {x 7→ 1,x0 7→ 0,y0 7→ 0}, and
gcd(x0+1,y0)σ = gcd(1,0) →R/T 1 ∈ Terms(FTPA,V). Therefore, the conjecture
gcd(x,1) ≈ 1 is jointly simple. A sucessful derivation is as follows.
{gcd(x,1) ≈ 1},∅
Expand
{1 ≈ 1,gcd(x0,1) ≈ 1,gcd(1,0) ≈ 1},{gcd(x,1) → 1}
Simplify
{1 ≈ 1,gcd(1,0) ≈ 1},{gcd(x,1) → 1}
Simplify
{1 ≈ 1},{gcd(x,1) → 1}
Theory1 ∅,{gcd(x,1) → 1}24 Stephan Falke and Deepak Kapur
We now show that hgcd,(x,2),{hgcd,(x,2)i}i ∈ T Pat({gcd}). For the rule
α3, CUTPA({x ≈?
TPA x0 + y0 + 1,2 ≈?
TPA y0 + 1}) = {σ} with σ = {x 7→ x0 +
2,y0 7→ 1}. Now, gcd(x0,y0 + 1)σ = gcd(x0,2) and (x0,2) is TPA-matched by
(x,2). For α4, CUTPA({x ≈?
TPA x + 1,2 ≈?
TPA x0 + y0 + 1}) = {σ1,σ2}, where
σ1 = {x 7→ 2,x0 7→ 1,y0 7→ 0} and σ2 = {x 7→ 1,x0 7→ 0,y0 7→ 1}. Now,
gcd(x0 + 1,y0)σ1 = gcd(2,0) →R/T 2 ∈ Terms(TPA,V). Also, gcd(x0 + 1,y0)σ2 =
gcd(1,1) →R/T gcd(1,0) →R/T 1 ∈ Terms(FTPA,V). Hence, gcd(x,2) ≈ 2 is
jointly simple. A derivation is a follows.
{gcd(x,2) ≈ 2},∅
Expand
{2 ≈ 2,2 ≈ gcd(x0 + 2,2),2 ≈ gcd(2,0),2 ≈ gcd(1,1)},{gcd(x,2) → 2}
Simplify
{2 ≈ 2,2 ≈ gcd(2,0),2 ≈ gcd(1,1)},{gcd(x,2) → 2}
Simplify
{2 ≈ 2,2 ≈ gcd(1,1)},{gcd(x,2) → 2}
Simplify
{2 ≈ 2,2 ≈ gcd(1,0)},{gcd(x,2) → 2}
Simplify
{2 ≈ 2,2 ≈ 1},{gcd(x,2) → 2}
Theory1 {2 ≈ 1},{gcd(x,2) → 2}
Theory2 ⊥
Hence, gcd(x,2) ≈ 2 is not inductively valid. ♦
For jointly complex conjectures, T Pat(F) can only be used if condition (2.) in
Deﬁnition 45 is not needed because otherwise we cannot ensure that D[q] rewrites
to a term in Terms(FT ,V), where D is the context of the joint compatibility
sequence. But under this assumption, the deﬁnition of complex conjectures can
be changed to use T Pat the same way as for simple conjecture.
Deﬁnition 50 (Jointly Complex Conjectures). A jointly complex conjec-
ture is a conjecture of the form l1 ≈ r1 ∧ ... ∧ ln ≈ rn such that li  ri for all
1 ≤ i ≤ n, where the ri are in Terms(FT ,V), the li = D[fd,i(p∗
i)] have a joint
compatibility sequence and the set F = {fd,1,...,fd,n} is jointly T -based, and for
all 1 ≤ i ≤ n there exists an hfd,i,p∗
i,Ci ∈ T Pat(F) such that p∗
j ∼ q∗
j for all
hfd,j,q∗
ji ∈ C and C does not use condition (2.) in Deﬁnition 45.
Theorem 51. The inductive validity of a jointly complex conjecture is decidable
using the strategy Expand’
∗ · Simplify
∗ · (Theory1 ∪ Theory2)∗, where Expand’ is
applied once to each equation of the conjecture at the innermost position, i.e., at
the fd,k.
Proof. This is essentially the same proof as for Theorem 37, noting that the
conditions on T Pat(F) ensure applicability of the inductive hypotheses to the
recursive calls made on right-hand sides. u t
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not(x < si(x)) ≈ false for all i ≥ 1
not(si(x) < x) ≈ true for all i ≥ 1
not(x ≤ si(x)) ≈ false for all i ≥ 1
not(si(x) ≤ x) ≈ true for all i ≥ 1
are jointly complex since not is compatible with “<” and with “≤”. ♦
Example 53. Consider the TRS deﬁning zip and fst from Example 24 and the
conjecture fst(zip(y,cons(x,y))) ≈ y. We ﬁrst show that hzip,(y,cons(x,y)),
{hzip,(y,cons(x,y))i}i ∈ T Pat({zip}). For α3, we get CUTC({y ≈?
TC cons(x0,y0),
cons(x,y) ≈?
TC cons(x00,y00)}) = {σ}, where σ = {x 7→ x00,y 7→ cons(x0,y0),y00 7→
cons(x0,y0)}. Now, zip(y0,y00)σ = zip(y0,cons(x0,y0)), and (y0,cons(x0,y0)) is TC-
matched by (y,cons(x,y)). Thus, the conjecture is jointly complex. A sucessful
derivation is shown in Figure 9. ♦
{fst(zip(y,cons(x,y))) ≈ y},∅
Expand’
{nil ≈ fst(pnil),cons(x
0,y
0) ≈ fst(pcons(pair(x
0,x
00),zip(y
0,cons(x
0,y
0))))},
{fst(zip(y,cons(x,y)) → y}
Simplify
{nil ≈ nil,cons(x
0,y
0) ≈ fst(pcons(pair(x
0,x
00),zip(y
0,cons(x
0,y
0))))},
{fst(zip(y,cons(x,y)) → y}
Simplify
{nil ≈ nil,cons(x
0,y
0) ≈ cons(x
0,fst(zip(y
0,cons(x
0,y
0))))},
{fst(zip(y,cons(x,y)) → y}
Simplify
{nil ≈ nil,cons(x
0,y
0) ≈ cons(x
0,y
0)},{fst(zip(y,cons(x,y)) → y}
Theory1
{cons(x
0,y
0) ≈ cons(x
0,y
0)},{fst(zip(y,cons(x,y)) → y}
Theory1
∅,{fst(zip(y,cons(x,y)) → y}
Fig.9. Derivation for Example 53.
Example 54. We take the function alternate from Example 31 and add rules
deﬁning evenlist.
evenlist(nil) → nil
evenlist(cons(x,nil)) → nil
evenlist(cons(x,cons(y,z))) → cons(y,evenlist(z))
Now, evenlist is compatible with alternate andhalternate,(cons(x,y),y),{halternate,
(cons(x,y),y)i}i ∈ T Pat({alternate}). Thus, evenlist(alternate(cons(x,y),y)) ≈
y is jointly complex. A sucessful derivation is shown in Figure 10. ♦
9 Conclusion and Further Work
In this paper, we have used implicit induction methods in order to integrate
inductive reasoning into decision procedure without losing automation. We have26 Stephan Falke and Deepak Kapur
{evenlist(alternate(cons(x,y),y)) ≈ y},∅
Expand’
{cons(x
00,y
00) ≈ evenlist(cons(x
0,cons(x
00,alternate(cons(x
00,y
00),y
00)))),
nil ≈ evenlist(nil)},{evenlist(alternate(cons(x,y),y)) → y}
Simplify
{cons(x
00,y
00) ≈ cons(x
00,evenlist(alternate(cons(x
00,y
00),y
00))),
nil ≈ evenlist(nil)},{evenlist(alternate(cons(x,y),y)) → y}
Simplify
{cons(x
00,y
00) ≈ cons(x
00,y
00),nil ≈ evenlist(nil)}
{evenlist(alternate(cons(x,y),y)) → y}
Simplify
{cons(x
00,y
00) ≈ cons(x
00,y
00),nil ≈ nil}
{evenlist(alternate(cons(x,y),y)) → y}
Theory1
{nil ≈ nil},{evenlist(alternate(cons(x,y),y)) → y}
Theory1
∅,{evenlist(alternate(cons(x,y),y)) → y}
Fig.10. Derivation for Example 54.
given decision procedures based on implicit induction methods for inductive
validity of simple and complex conjectures about recursively deﬁned theory-
based functions, satisfying certain conditions that are checkable syntactically or
using the decision procedure for the underlying theory.
In fact, we have broadened the class of decidable inductive conjectures per-
mitted in [15] signiﬁcantly by allowing nonlinear conjectures. We have extended
the notion of theory-based functions to allow for recursive calls to other function
symbols as long as all the functions are being deﬁned together. Furthermore, we
allow terms from the decidable theory on inductive positions.
In [7], the class of conjectures whose inductive validity can be decided is
expanded, under certain conditions, to linear conjectures having deﬁned function
symbols on both sides. We conjecture that this class can be decided using implicit
induction methods as well. However, this possibility needs to be investigated
further. Then it should also be possible to extend the class in [7] to non-linear
conjectures and jointly theory-based functions.
It is shown in this paper that a conjunction of conjectures about all jointly
theory-based deﬁnitions has to be considered simultaneously. We are conﬁdent
that it is possible to decide a conjecture about a single function in a set of jointly
deﬁned functions by automatically generating conjectures about other functions
in the set which are needed in a proof attempt. This might require techniques
similar to the ones in [16]. We are planning to examine this idea further.
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A Computation of ImpEq(F)
Instead of computing ImpEq(F) for each set F of jointly T -based functions sep-
arately, we propose an incremental approach.
Deﬁnition 55 (ImpEq(R0)). Let R0 = {li → ri | 1 ≤ i ≤ N} ⊆ R with
Fd = {f1,...,fM}. For li = fi(s∗
i) and ri = C[fi,1(t∗
i,1),...,fi,ni(t∗
i,ni)], let
hfl,l1,l2,Ci ∈ ImpEq(li → ri) for an arbitrary fl ∈ Fd iﬀ C = {hfi,kj,1,kj,2i | 1 ≤
j ≤ m} where 1 ≤ l1 < l2 ≤ arity(fl) and 1 ≤ kj,1 < kj,2 ≤ arity(fi) for all
1 ≤ j ≤ m, such that
m ^
j=1
si,kj,1 ≈ si,kj,2 =⇒
^
fi,m=fl
ti,m,l1 ≈ ti,m,l2
is T -valid and there is no C0 ( C with this property.
Now,
ImpEq(R) :=
N O
i=1
ImpEq(li → ri),
where
{hfi,li,1,li,2,Cii | 1 ≤ i ≤ n} ⊗ {hgj,l0
j,1,l0
j,2,Dji | 1 ≤ j ≤ m}
:= µ{hfi,li,1,li,2,Ci ∪ Dji | 1 ≤ i ≤ n,1 ≤ j ≤ m,fi = gj,li,1 = l0
j,1,li,2 = l0
j,2}
and
µK := {hfi,li,1,li,2,Ci ∈ K | there is no hfi,li,1,li,2,C0i ∈ K such that C0 ( C}
for K = {hfi,li,1,li,2,Ci | 1 ≤ i ≤ n}.
In particular, hf,l1,l2,∅i ∈ ImpEq(l → r) if f does not occur in r. This enables
us to distinguish this situation from the situation where f occurs in r but there
is no suitable C.
We say that a tuple hfj,lj,1,lj,2,Cji is good for R0 if
^
hfi,kj,1,kj,2i∈Cj
si,kj,1 ≈ si,kj,2 =⇒
^
fi,m=fj
ti,m,l1 ≈ ti,m,l2
is T -valid for all rules fi(s∗
i) → Ci[fi,1(t∗
i,1),...,fi,ni(t∗
i,ni)] ∈ R0, and there is
no C0
j ( Cj with this property. A set K of such tuples is called good for R0 if
K = {hfj,lj,1,lj,2,Cji | hfj,lj,1,lj,2,Cji is good for R0}.
Lemma 56. If K is good for R0 and L is good for R00, then K ⊗ L is good for
R0 ∪ R00.
Proof. Let the set K = {hfj,lj,1,lj,2,Cji | 1 ≤ j ≤ n} be good for R0 and let
the set L = {hgj,l0
j,1,l0
j,2,Dji | 1 ≤ j ≤ m} be good for R00. Let K ⊗ L =30 Stephan Falke and Deepak Kapur
{hfj,l00
j,1,l00
j,2,Eji | 1 ≤ j ≤ n0}, and let h(s∗) → C[h1(t∗
1),...,hN(t∗
N)] be a rule
in R0 ∪ R00. We need to show that
ϕ :=
^
hh,kj,1,kj,2i∈Ej
skj,1 ≈ skj,2 =⇒
^
hi=fj
ti,l00
1 ≈ ti,l00
2
is T -valid for all 1 ≤ j ≤ n0. For each such hfj,l00
j,1,l00
j,2,Eji ∈ K ⊗ L, there
exists a hfj,l00
j,1,kj,2,Cj0i ∈ K and a hfj,l00
j,1,l00
j,2,Dj00i ∈ L such that Ej = Cj0 ∪
Dj00. Thus, Cj0 ⊆ Ej and Dj00 ⊆ Ej. Now, if h(s∗) → C[h1(t∗
1),...,hN(t∗
N)] ∈
R0, then the goodness of K implies the T -validity of ϕ. Otherwise, h(s∗) →
C[h1(t∗
1),...,hN(t∗
N)] ∈ R00, and the goodness of L implies the T -validity of ϕ.
The deﬁnition of ⊗ now ensures that hfj,l00
j,1,l00
j,2,Eji is good.
Next, we show that K ⊗ L contains all hfj,lj,1,lj,2,Cji that are good for
R0∪R00. Thus, let hfj,lj,1,lj,2,Cji be good for R0∪R00. Then, hfj,lj,1,lj,2,C0
ji ∈ K
for some C0
j ⊆ Cj and hfj,lj,1,lj,2,C00
j i ∈ L for some C00
j ⊆ Cj. Hence, C0
j ∪C00
j ⊆ Cj.
But since hfj,lj,1,lj,2,Cji is good, we have Cj = C0
j∪C00
j and thus hfj,lj,1,lj,2,Cji ∈
K ⊗ L. u t
Lemma 57. ImpEq(R0) is good for R0.
Proof. Induction on |R0| together with Lemma 56. u t
Now, ImpEq(F) can be computed using ImpEq(l → r) for the rules deﬁning
the jointly T -based functions F.
Theorem 58. Let F be jointly T -based and let RF ⊆ R contain all rules deﬁning
F. Then ImpEq(F) = ImpEq(RF).
Proof. By Deﬁnition 55, ImpEq(RF) =
N
l→r∈RF ImpEq(l → r). By Lemma 57,
ImpEq(RF) is good for RF. Deﬁnition 17 implies that ImpEq(F) is also good for
RF. Hence, ImpEq(F) = ImpEq(RF). u t
B Computation of VPat(F)
Instead of computing VPat(F) for each set F of jointly T -based functions sepa-
rately, we propose an incremental approach.
The approach is essentially the same as the one used in Appendix A to
compute ImpEq(F).
Deﬁnition 59 (VPat(R0)). Let R0 = {li → ri | 1 ≤ i ≤ N} ⊆ R with Fd =
{f1,...,fM}. For li = fi(s∗
i) and ri = C[fi,1(t∗
i,1),...,fi,ni(t∗
i,ni)], let hfl,x∗
l ,Ci ∈
ImpEq(li → ri) for an arbitrary fl ∈ Fd iﬀ C = {hfi,kj,1,kj,2i | 1 ≤ j ≤ m} with
1 ≤ kj,1 < kj,2 ≤ arity(fi) for all 1 ≤ j ≤ m such that for all σ ∈ CUT ({si,kj,1 ≈?
T
si,kj,2 | hfi,kj,1,kj,2i ∈ C}) and all 1 ≤ m ≤ ni with fi,m = fl, either
1. x∗
l T -matches t∗
i,mσ, or
2. fl(t∗
i,m)σ →∗
R/T q for some q ∈ Terms(FT ,V),Implicit Induction Methods and Decision Procedures (Extended Version) 31
and there is no C0 ( C with this property.
Now,
VPat(R) :=
N O
i=1
VPat(li → ri),
where
{hfi,x∗
i,Cii | 1 ≤ i ≤ n} ⊗ {hgj,y∗
j,Dji | 1 ≤ j ≤ m}
:= µ{hfi,x∗
i,Ci ∪ Dji | 1 ≤ i ≤ n,1 ≤ j ≤ m,fi = gj,x∗
i ∼ y∗
j}
and
µK := {hfi,x∗
i,Ci ∈ K | there is no hfi,x∗
i,C0i ∈ K such that C0 ( C}
for K = {hfi,x∗
i,Ci | 1 ≤ i ≤ n}.
In particular, hf,x∗,∅i ∈ ImpEq(l → r) if f does not occur in r. This enables
us to distinguish this situation from the situation where f occurs in r but there
is no suitable C.
We say that a tuple hfj,x∗
j,Cji is good for R0 if for all σ ∈ CUT ({si,kl,1 ≈?
T
si,kl,2 | hfi,kl,1,kl,2i ∈ Cj}) and for all 1 ≤ m ≤ ni with fi,m = fj either
1. x∗
jT -matches t∗
i,mσ, or
2. fj(t∗
i,m)σ →∗
R/T q for some q ∈ Terms(FT ,V),
for all rules fi(s∗
i) → Ci[fi,1(t∗
i,1),...,fi,ni(t∗
i,ni)] ∈ R0 and there is no C0
j ⊆
Cj with this property. A set K of such tuples is called good for R0 if K =
{hfj,lj,1,lj,2,Cji | hfj,lj,1,lj,2,Cji is good for R0}.
Lemma 60. If K is good for R0 and L is good for R00, then K ⊗ L is good for
R0 ∪ R00.
Proof. Let the set K = {hfj,x∗
j,Cji | 1 ≤ j ≤ n} be good for R0 and let the set
L = {hgj,y∗
j,Dji | 1 ≤ j ≤ m} be good for R00. Let K ⊗ L = {hfj,z∗
j,Eji | 1 ≤
j ≤ n0}, and let h(s∗) → C[h1(t∗
1),...,hN(t∗
N)] be a rule in R0 ∪ R00. We need
to show that for all σ ∈ CUT ({si,kj,1 ≈?
T si,kj,2 | 1 ≤ j ≤ m}) and all 1 ≤ i ≤ N
with hi = fk, either
1. z∗
kT -matches t∗
iσ, or
2. fk(t∗
i)σ →∗
R/T q for some q ∈ Terms(FT ,V),
for all 1 ≤ k ≤ n0, where Ek = {hfi,ki,1,ki,2i | 1 ≤ i ≤ m}. For each such
hfj,z∗
j,Eji ∈ K⊗L, there exists a hfj,z∗
j,Cji ∈ K and a hfj,z∗
j,Dji ∈ L such that
Ej = Cj∪Dj. Thus, Cj ⊆ Ej and Dj ⊆ Ej. Now, if h(s∗) → C[h1(t∗
1),...,hN(t∗
N)]∈
R0, then the goodness of K implies that either (1.) or (2.) holds. For this, notice
that σ is a T -uniﬁer of {si,kl,1 ≈?
T si,kl,2 | hfi,kl,1,kl,2i ∈ Cj0}. Hence, there is a
σ0 ∈ CUT ({si,kl,1 ≈?
T si,kl,2 | hfi,kl,1,kl,2i ∈ Cj0}) and a τ such that σ ≈T σ0τ.
If z∗
k T -matches t∗
iσ0, then z∗
k also T -matches t∗
iσ ≈T t∗
iσ0τ. If, on the other
hand, fk(t∗
i)σ0 →∗
R/T q ∈ Terms(FT ,V), then fk(t∗
i)σ ≈T fk(t∗
i)σ0τ →∗
R/T qτ ∈32 Stephan Falke and Deepak Kapur
Terms(FT ,V) as well. If h(s∗) → C[h1(t∗
1),...,hN(t∗
N)] ∈ R00 then the goodness
of L implies that either (1.) or (2.) holds using the same argumentation. The
deﬁnition of ⊗ now ensures that hfj,l00
j,1,l00
j,2,Eji is good.
Next, we show that K ⊗L contains all hfj,x∗
j,Cji that are good for R0 ∪R00.
Thus, let hfj,x∗
j,Cji be good for R0∪R00. Then, hfj,x∗
j,C0
ji ∈ K for some C0
j ⊆ Cj
and hfj,x∗
j,C00
j i ∈ L for some C00
j ⊆ Cj. Hence, C0
j ∪ C00
j ⊆ Cj. But since hfj,x∗
j,Cji
is good, Cj = C0
j ∪ C00
j and thus hfj,x∗
j,Cji ∈ K ⊗ L. u t
Lemma 61. VPat(R0) is good for R0.
Proof. Induction on |R0| together with Lemma 60. u t
Now, VPat(F) can be computed using VPat(l → r) for the rules deﬁning the
jointly T -based functions F.
Theorem 62. Let F be jointly T -based and let RF ⊆ R contain all rules deﬁning
F. Then VPat(F) = VPat(RF).
Proof. By Deﬁnition 59, VPat(RF) =
N
l→r∈RF VPat(l → r). By Lemma 61,
VPat(RF) is good for RF. Deﬁnition 40 implies that VPat(F) is also good for
RF. Hence, VPat(F) = VPat(RF). u t