The ability to backpropagate stochastic gradients through continuous latent distributions has been crucial to the emergence of variational autoencoders [4, 6, 7, 3] and stochastic gradient variational Bayes [2, 5, 1].
General Result
Let f (x) be a probability density function (PDF) over x ∈ R D and cumulative density function (CDF) F (x). f can be rewritten as
where x <d = x 1 , . . . , x d−1 , f 1 (x 1 |x <1 ) = f 1 (x 1 ) and f d is the marginal PDF of x d conditioned on x <d . A samplex can be drawn from f using the multivariate quantile transform: first draw a vector of D independent samples u = (u 1 , . . . , u D ) from U (0, 1), then recursively definex aŝ
where
is the quantile function (inverse CDF) corresponding to the PDF f d . Inverting Eq. 3 and applying the definition of a univariate CDF yields
Assume that f depends on some parameter θ. The general form of Leibniz integral rule tells us that
and therefore
If the above integral is intractable it can be estimated with Monte-Carlo sampling, as long as f d (t|x <d ) can be sampled and
is tractable:
which can be sampled by drawing from f d (t|x <d ) and rejecting the result if it is greater thanx d . Let h be the expectation over f of an arbitrary differentiable function g of x (e.g. a loss function) and denote by Q(u) the sample from f returned by the quantile transform applied to u. Then
and hence ∂h ∂θ =
which can be estimated with Monte-Carlo sampling:
where x n ∼ f (x). Note that the above estimator does not require Q to be known, as long as f can be sampled.
Application to Mixture Density Weights
If f is a mixture density distribution with K components then
and
where Pr(k|x <d ) is the posterior responsibility of the component k, given the prior mixture density weight π k and the observation sequence x <d . In what follows we will assume that the mixture components have diagonal covariance, so that f
It should be possible to extend the analysis to non-diagonal components, but that is left for future work. Abbreviating Pr(k|x <d ) to p k d and applying the diagonal covariance of the components, Eq. 16 becomes
where p k d is defined by the following recurrence relation:
We seek the derivatives of h with respect to the mixture weights π j , after the weights have been normalised (e.g. by a softmax function). Setting x d = t and differentiating Eq. 17 gives
Setting x =x wherex is a sample drawn from f , and observing that ∂t ∂πj = 0 if
∂πj can then be obtained with a joint recursion, starting from the initial conditions
We are now ready to approximate ∂h ∂πj by substituting into Eq. 14:
Pseudocode for the complete computation is provided in Algorithm 1. 
