The method of "random Fourier features (RFF)" has become a popular tool for approximating the "radial basis function (RBF)" kernel. The variance of RFF is actually large. Interestingly, the variance can be substantially reduced by a simple normalization step as we theoretically demonstrate. We name the improved scheme as the "normalized RFF (NRFF)", and we provide a technical proof of the asymptotic variance of NRFF, as validated by simulations.
We also propose the "generalized min-max (GMM)" kernel as a measure of data similarity, where data vectors can have both positive and negative entries. GMM is positive de nite as there is an associate hashing method named "generalized consistent weighted sampling (GCWS)" which linearizes this (nonlinear) kernel. We provide an extensive empirical evaluation of the RBF and GMM kernels on more than 50 datasets. For a majority of the datasets, the (tuning-free) GMM kernel outperforms the best-tuned RBF kernel.
We then conduct extensive classi cation experiments for comparing the linearized RBF kernel using NRFF with the linearized GMM kernel using GCWS. We observe that, in order to reach a similar accuracy, GCWS typically requires substantially fewer samples than NRFF, even on datasets where the original RBF kernel outperforms the original GMM kernel. As the training, storage, and processing costs are directly proportional to the sample size, our experiments can help demonstrate that GCWS would be a more practical scheme for large-scale machine learning applications.
The empirical success of GCWS (compared to NRFF) can also be explained theoretically, from at least two aspects. Firstly, the relative variance (normalized by the squared expectation) of GCWS is substantially smaller than that of NRFF, except for the very high similarity region (where the variances of both methods approach zero). Secondly, if we are allowed to make a general model assumption on the data, then we can show analytically that GCWS exhibits much smaller variance than NRFF for estimating the same object (e.g., the RBF kernel), except for the very high similarity region.
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INTRODUCTION
It is popular in machine learning practice to use linear algorithms such as logistic regression or linear SVM. It is known that one can often improve the performance of linear methods by using nonlinear algorithms such as kernel SVMs, if the computational/storage burden can be resolved. In this paper, we introduce an e ective measure of data similarity termed "generalized min-max (GMM)" kernel and the associated hashing method named "generalized consistent weighted sampling (GCWS)", which e ciently converts this nonlinear kernel into linear kernel. Moreover, we will also introduce what we call "normalized random Fourier features (NRFF)".
We start the introduction with the basic linear kernel. Consider two data vectors u, ∈ R D . It is common to use the normalized linear kernel (i.e., the "cosine"):
This normalization step is in general a recommended practice. For example, when using LIBLINEAR or LIBSVM packages [8] , it is suggested to rst normalize the input data vectors to unit l 2 norm. The popularity of the cosine can be explained by the fact that, if (u i , i ), i = 1 to D, are iid samples from a bivariate zero-mean normal distribution with a true (population) correlation parameter ρ, then as D → ∞, ρ converges toρ. However, when data are not exactly normal, as shown in [18] , this convergence may not even hold. See Section 3 for more explanation on this important matter.
The proposed GMM kernel is de ned on general data types which can have both negative and positive entries. The basic idea is to rst transform the original data into nonnegative data and then compute the min-max kernel [11, 14, 19] on the transformed data.
Generalized Min-Max (GMM) Kernel
Consider the data vector u i , i = 1 to D. We de ne the following transformation, depending on whether an entry u i is positive or negative:
For example, when D = 2 and u = [−5 3], the transformed data vector becomesũ = [0 5 3 0]. After this step of data transformation, the generalized min-max (GMM) similarity is de ned as When the data are binary (0/1), GMM becomes the well-known "resemblance" similarity [4, 5, 16] . We will show in Section 4 that GMM is indeed an e ective measure of data similarity through an extensive experimental study on kernel SVM classi cation. It is generally nontrivial to scale nonlinear kernels for large data [3] . In a sense, it is not practically meaningful to discuss nonlinear kernels without knowing how to compute them e ciently. This paper will focus on the "generalized consistent weighted sampling" (GCWS).
Generalized Consistent Weighted Sampling
Algorithm 1 summarizes the generalized consistent weighted sampling (GCWS). Given data vectors u and , we transform them into nonnegative vectorsũ and˜ as in Eq. (2), then apply the original consistent weighted sampling (CWS) [11, 19] to generate tuples:
where i * ∈ [1, 2D] and t * is unbounded. Following [11, 19] , we have the basic probability result in Theorem 1.1.
Algorithm 1 Generalized Consistent Weighted Sampling (GCWS).
Note that for sparse data, one will only need to deal with nonzero entries. The same random variables {r i , c i , β i } will be used for all data vectors (not just u). Algorithm 1 describes the procedure for generating one sample (i * , t * ). With k independent samples, one can simply use the averaged indicator to estimate GMM(u, ). The expectation (E) and variance (V ar ) of the indicator are
The estimation variance, given k samples, will be 1 k (1−GMM)GMM. Practical Implementation: Based on intensive empirical observations [14] , one can safely ignore t * (which is unbounded) and simply use Pr i * ũ , j = i * ˜ , j ≈ GMM(u, ). Speci cally, for each data vector u, we obtain k random samples i * u, j , j = 1 to k. Then we store only the lowest b bits of i * , based on the idea of [17] . We need to view those k integers as locations (of the nonzeros) instead of numerical values. For example, when b = 2, we should view i * as a vector of length 2 b = 4. If i * = 3, then we code it as [1 0 0 0]; if i * = 0, we code it as [0 0 0 1]. We then concatenate all k such vectors into a binary vector of length 2 b × k, with exactly k 1's.
For linear methods, the computational cost is largely determined by the number of nonzeros in each data vector, i.e., the k in our case. For the other parameter b, we recommend to use b ≥ 4. When using batch algorithms (such as LIBLINEAR), a larger b will in general increase the training time but typically not much. Note that, with online learning [2] , it would be obvious that the training time is determined by the number of nonzeros (and number of epoches).
The natural competitor of the GMM kernel is the RBF (radial basis function) kernel, and one competitor of the GCWS hashing method could be the RFF (random Fourier feature) algorithm.
RBF KERNEL AND NORMALIZED RANDOM FOURIER FEATURES (NRFF)
The radial basis function (RBF) kernel is widely used in machine learning and many elds. In this study, for convenience (e.g., parameter tuning), we recommend the following version:
where ρ = ρ(u, ) is the cosine de ned in Eq. (1) and γ > 0 is a tuning parameter. Based on Bochner's Theorem [23] , it is known [21] that, if we sample w ∼ uni f orm(0, 2π ), r i ∼ N (0, 1) i.i.d., and let
This provides an elegant mechanism for linearizing the RBF kernel and the RFF method has become very popular in machine learning, computer vision, and beyond, e.g., [1, 6, 7, 9, 10, 20, 22, 24, 27, 28] .
The result in Theorem 2.1 on the variance of RFF was known, for example, see [25] . In this paper, we provide a proof with general intermediate results which are needed for the proof of Theorem 2.2.
From Theorem 2.1, one can see that the variance of RFF might be large. Interestingly, the variance can be substantially reduced if we normalize the generated data, a procedure which we call "normalized RFF (NRFF)", as shown in Theorem 2.2.
As k → ∞, the following asymptotic normality holds:
where
Obviously, V n, ρ,γ < V ρ,γ (in particular, V n, ρ,γ = 0 at ρ = 1), i.e., the variance of the normalized RFF is smaller than that of the original RFF. Figure 1 plots
to visualize the improvement. 
from Theorem 2.2 for visualizing the improvement due to the normalization step.
Note that the theoretical results in Theorem 2.2 are asymptotic (i.e., for larger k). With k samples, the variance of the original RFF is exactly
k , however the variance of the normalized RFF (NRFF) is written as
It is thus important to understand the behavior when k is not large. For this purpose, Figure 2 presents the simulated mean square error (MSE) results for estimating the RBF kernel e −γ (1−ρ ) , con rming that a): the improvement due to normalization can be substantial, and b): the asymptotic variance formula (13) becomes accurate for merely k > 10. With k samples, we estimate the RBF kernel e −γ (1−ρ ) , using both the original RFF and the normalized RFF (NRFF). With 10 5 repetitions at each k, we can compute the empirical mean square error: MSE = Bias 2 +Var. Each panel presents the MSEs (solid curves) for a particular choice of (ρ,γ ), along with the theoretical variances:
(dashed curves). The variance of the original RFF (curves above, or red if color is available) can be substantially larger than the MSE of the normalized RFF (curves below, or blue). When k > 10, the normalized RFF provides an unbiased estimate of the RBF kernel and its empirical MSE matches the theoretical asymptotic variance.
Next, we attempt to compare RFF (and NRFF) with GCWS. While ultimately we can rely on speci c machine learning accuracy (e.g., classi cation, regression, or clustering) as a metric of performance, here we compare their variances (V ar ) relative to their expectations (E) in terms of V ar /E 2 , as shown in Figure 3 . For example, for GCWS, we know V ar /E 2 = E(1 − E)/E 2 = (1 − E)/E. Figure 3 shows that the relative variance of GCWS is substantially smaller than that of the original RFF and NRFF, especially when E is not large. For the very high similarity region (i.e., E → 1), both NRFF and GCWS exhibit substantially smaller relative variances than the original RFF. Note that in the very high similarity region, the variances of both NRFF and GCWS approach zero. The results from Figure 3 provide one plausible explanation why later we will observe that, in the classi cation experiments, GCWS typically needs substantially fewer samples than the normalized RFF, in order to achieve similar classi cation accuracies. Note that for practical data, the similarities among most data points are usually small (i.e., small E) and hence it is not surprising that GCWS may perform substantially better, according to Figure 3 .
While V ar /E 2 (known as the squared coe cient of variation) is a standard term in probability and statistics, there might be a concern that we are comparing two di erent methods which estimate di erent similarities. Interestingly, it is possible to connect the GMM kernel with cosine (and hence the RBF kernel) if we are allowed to make a gentle model assumption on the data. See Section 3 and Figure 4 , which deliver a similar conclusion as Figure 3 .
In a sense, this drawback of RFF is expected, due to nature of random projections. For example, as shown in [15] , the linear estimator of ρ using random projections has variance 1+ρ 2 k , where k is the number of projections. Understandably, in order to make the variance small, one will have to use a large number of projections.
Sketch Proof of Theorem 2.1: Firstly, we make use of a known integral:
Next, we consider integers b 1 , b 2 = 1, 2, 3, ..., and, after some tedious algebra, we derive
The above integral is otherwise 0 if b 1 b 2 . This completes the proof of the rst moment. Now, using the following fact
we are ready to compute the second moment
and the variance
This completes the proof of Theorem 2.1.
Sketch Proof of Theorem 2.2:
De ne
From Theorem 2.1, it is easy to see that, as k → ∞, we have
Thus, to analyze the asymptotic variance, it su ces to study:
which can be obtained from the intermediate results in the proof of Theorem 2.1. In particular, if
which is otherwise 0 if b 1 b 2 . We can now compute
where V ρ,γ is the corresponding variance factor without the nor-
COMPARING NRFF WITH GCWS USING ASYMPTOTIC OF GMM
The comparison might be more convincing if we can use both NRFF and GCWS to estimate the same object. This task would not be possible unless we can connect GMM with cosine in Eq. (1):
It is well understood that if (u i , i ), i = 1 to D, are iid samples from a bivariate zero-mean normal distribution with a true correlation parameterρ, then as D → ∞, ρ converges toρ. However, when data are not exactly normal, as shown in [18] , this convergence may not even hold. For example, when (u i , i ), i = 1 to D, are iid samples from a bivariate centered t-distribution with ν degrees of freedom and a covariance matrix 1ρ ρ 1 , the convergence ρ →ρ holds only if ν ≥ 2.
[18] provided a much more general result by assuming the data follow an "elliptical distribution" (which includes the t distribution). Simply speaking, the use of cosine ρ makes sense only when data have bounded second moments and it becomes reliable when data have bounded fourth (or higher) moments.
Under the same t-distribution assumption, [18] proved an interesting convergence result for the GMM kernel:
The convergence holds as long as ν ≥ 1, which is a much weaker assumption than that required for the convergence of cosine. The result was also generalized to the elliptical distribution family.
These theoretical results provide a mechanism to compare GMM with cosine. For example, if one uses both GMM and cosine to estimate the true correlationρ, it is more preferable to use GMM when ν < 8. In fact, even when the data are perfectly normal, using GMM will not lose much statistical e ciency compared to using cosine. Since real-world data are virtually always heavy-tailed, the results in [18] appear to suggest one should essentially always use GMM.
In this section, we utilize the results in [18] to compare NRFF with GCWS. To simplify the discussion, we assume that the data dimension D is large enough and the data satisfy the convergence conditions for both GMM and cosine. This way, it is reasonable to assume
Using the expression of we can re-write RBF as
This result provides us another estimator of the RBF kernel from GCWS hashing, which generates iid samples from a binomial distribution: binomial(k, ), where is the probability parameter.
and X ∼ binomial(k, ).
V ar e
Proof sketch:
For an asymptotic analysis with large k, it sufces to consider Z = 1−X 1+X as a normal random variable, whose mean and variance can be calculated to be µ =
A
The result follows by letting t = −2γ , µ = 
. As shown in Figure 4 , when estimating the RBF kernel, the variance of GCWS is substantially smaller than the variance of NRFF, except for the very high similarity region (depending onγ ). At high similarity, the variances of both methods approach zero. This provides another explanation for the superb empirical performance of GCWS compared to NRFF, as will be reported in Section 5. 
provides another comparison of GCWS with NRFF. V ,γ is derived in Theorem 3.1 and V n, ρ,γ is derived in Theorem 2.2. The ratios are significantly larger than 1 except for the very high similarity region (where the variances of both methods are close to zero). Table 1 lists datasets from the UCI repository. Table 2 presents datasets from the LIBSVM website as well as datasets which are fairly large. Table 3 contains datasets used in an empirical study on deep learning [12] and later for comparing deep nets with tree methods [13] . Except for the relatively large datasets in Table 2 , we report the classi cation accuracies for using kernel SVM with RBF and kernel SVM with GMM, at their the best l 2 -regularization C values. More detailed results (for all regularization C values) are available in Figure 6 . To ensure repeatability, we use the LIBSVM pre-computed kernel functionality. This also means we can not (easily) test nonlinear kernels on larger datasets (but then we can resort to hashing methods, e.g., GMM or NRFF). When experimenting with the RBF kernel, we searched 58 di erent values of γ ∈ {0.001, 0.01, 0.1:0.1:2, 2. The classi cation results indicate that, on these datasets, kernel (GMM and RBF) SVM classi ers often substantially improve over linear classi ers. Interestingly, For more than half of the datasets, the (tuning-free) GMM kernel outperforms the best-tuned RBF kernel. For a small number of datasets (e.g., "SEMG1" or "M-Rotate"), even though the RBF kernel performs better, we will show in Section 5 that GCWS can still be substantially better than NRFF.
AN EXPERIMENTAL STUDY ON KERNELS
For the datasets in Table 3 , since [12] also conducted experiments on the RBF kernel, the polynomial kernel, and neural nets, we assembly the (error rate) results in Figure 5 and Table 4 . Table 3 . In this gure, the curve labeled as "SVM" represents the results on RBF kernel SVM conducted by [12] , while the curve labeled as "RBF" presents our own experiments. The small discrepancies might be caused by the fact that we always use normalized data (i.e., ρ). [12] . Results in group 1 are reported by [12] for using RBF kernel, polynomial kernel, and neural nets. Results in group 2 are from our own experiments. Figure 6 : Test classi cation accuracies using kernel SVMs. Both the GMM kernel and RBF kernel substantially improve linear SVM. C is the l 2 -regularization parameter of SVM. For the RBF kernel, we report the result at the best γ value for every C value.
HASHING FOR LINEARIZING KERNELS
It is known that a straightforward implementation of nonlinear kernels is di cult for large datasets [3] . For example, for a small dataset with merely 60, 000 data points, the 60, 000 × 60, 000 kernel matrix has 3.6 × 10 9 entries. In practice, being able to linearize nonlinear kernels becomes highly bene cial, as that would allow us to easily apply e cient linear algorithms especially online learning [2] . Randomization (hashing) is a popular tool for linearization.
In the introduction, we have explained how to linearize both the RBF kernel and the GMM kernel. From practitioner's perspective, while the kernel classi cation results in Tables 1, 2 , and 3 are informative, they are not su cient for guiding the choice of kernels. For example, as we will show, for some datasets, even though the RBF kernel outperform the GMM kernel, the linearization algorithm (NRFF) requires substantially more samples (i.e., larger k).
We will report detailed experimental results on 4 datasets. As shown in Table 5 , on the rst two datasets, the RBF and GMM kernels perform similarly. In the second group, the RBF kernel noticeably outperforms the GMM kernel. We will show on all these 4 datasets, the GCWS hashing is substantially more accurate than NRFF at the same number of sample size (k). We will then present less detailed results on more datasets. Figure 7 reports the test classi cation accuracies on the Letter dataset and Webspam20k dataset, for both linearized GMM kernel using GCWS and linearized RBF kernel (at the best γ ) using NRFF, using the LIBLINEAR package. Obviously, the results obtained by GCWS hashing are noticeably better than the results of NRFF, especially when the number of samples (k) is not too large.
For the Letter dataset, the original dimension is merely 16. It is known that, for modern linear algorithms, the computational cost is largely determined by the number of nonzeros. Hence, the number of samples (i.e., k) is a crucial parameter which directly controls the training complexity. From Figure 7 , we can see that with merely k = 16 samples, GCWS already produces better results than the original linear method. This phenomenon is exciting, because in industrial practice, the goal is often to produce better results than linear methods without consuming much more resources. Figure 8 reports the test classi cation accuracies on the SEMG1 dataset and M-Rotate dataset, respectively. For both datasets, the original RBF kernel considerably outperforms the original GMM kernel. Nevertheless, NRFF still needs substantially more samples than GCWS hashing on both datasets. Again, for GCWS, the results do not di er much once we use b ≥ 4. Once again, these results con rm the advantage of GCWS hashing for large-scale learning. Figure 9 reports test classi cation accuracies on more datasets, only for b = 8 and k ≥ 128, which again con rm that linearization via GCWS works well for the GMM kernel. In contrast, the NRFF approach requires substantially more samples (i.e., larger k). In each panel, we report the results on 4 di erent k (sample size) values: 128, 256, 1024, 4096 (right panels), and 16, 32, 64, 128 (left panels). We can see that the linearized RBF (using NRFF) would require substantially more samples in order to reach the same accuracies as the linearized GMM kernel (using GCWS). In each panel, the solid curve marked by * presents linear SVM results on the original data. linearized GMM kernel (solid) and linearized RBF (dashed) kernel, using LIBLINEAR. Again, the linearized RBF would require substantially more samples in order to reach the same accuracies as the linearized GMM kernel. On these two datasets, the original RBF kernel outperforms the original GMM kernel as shown in Tables 1 and 3 . Figure 10 presents the hashing results on 6 larger datasets for which we cannot directly train kernel SVMs. We report only for b = 8 and k up to 1204. All these results con rm NRFF typically requires substantially more samples than GCWS. This phenomenon can be largely explained by the theoretical results in Theorem 2.2 and Theorem 3.1, which conclude that GCWS is considerably more accurate than NRFF, unless the similarity level is very high.
Training time: For linear algorithms, the training cost is largely determined by the number of nonzero entries per input data vector. In other words, at the same k, the training times of GCWS and NRFF will be roughly comparable. For GCWS and batch algorithms (e.g., LIBLINEAR), a larger b might increase the training time but often not much. See Figure 11 for an example, which in fact shows that NRFF consumed more time at high C (for achieving a good accuracy). Of course, with online learning, it would be more obvious that the training time is determined by the number of nonzeros and number of epoches (it is now common to use only one epoch). vision, and beyond, e.g., [1, 6, 7, 9, 10, 20, 22, 24, 27, 28] . In this paper, we rigorously prove that a simple normalization step (i.e., NRFF) can substantially improve the original RFF procedure by considerably reducing the estimation variance. This paper also proposes the "generalized min-max" (GMM) kernel as a measure of data similarity, to e ectively capture data nonlinearity. The GMM kernel can be linearized via the "generalized consistent weighted sampling" (GCWS). Our experimental study demonstrates that usually GCWS does not need too many samples in order to achieve good accuracies. In particular, GCWS typically requires substantially fewer samples than NRFF, in order to reach a similar accuracy. This is practically important, because the training (and testing) cost is largely determined by the number of nonzeros (which is the same as the number of samples in NRFF or GCWS) per data vector of the dataset. The empirical success of GCWS can be explained by our theoretical analysis that the estimation variance of GCWS is usually much smaller than the variance of NRFF.
Given the popularity of the RBF kernel and RFF method, we expect that the GMM kernel and GCWS hashing will also be adopted in a broad range of applications, for example, computer vision [26] .
