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1
$s\neq 0,1$ $p=(p_{1}, \ldots,p_{n})$ $F(p)=\Sigma_{i=1}^{n}p_{i}^{s}$
$s<0$ $s>1$ $F(p)$ $0<s<1$ $F\zeta p$)
$p_{1},$ $\ldots,p_{n}$ $p=(1/n, \ldots, 1/n)$ ($s<0$ $s>1$ )
($0<s<1$ ) . $s<0$
$\infty$ $e_{1},$ $\ldots,$ $e_{n},$
$C\in \mathbb{R}$ $\Sigma_{i=1}^{n}e_{i}p_{i}=C$
$F(p\rangle$ ($s<0$ $s>1$ ) $(0<s<1$




$L(p_{1}, \ldots,p_{n}, \alpha, \beta)=\sum_{i=1}^{n}p_{i^{\mathit{8}}}+\alpha(1-\sum_{i=1}^{n}p_{i})+\beta(E-\sum_{i=1}^{n}e_{i}p_{i})$
$\frac{\partial L}{\partial p_{i}}=sp_{i}^{s-1}-\alpha-\beta e_{i}=0$ , $i=1,$ $\ldots,$ $n$
$p_{i}=(\alpha+\beta e_{i})^{1/(s-1)}$ , $\text{\’{i}}=1,$ $\ldots,$ $n$
$\alpha$ $\beta$ ($\alpha/s$ $\beta/s$ $\alpha$ $\beta$ )
$\alpha$ $\beta$




$-\log\Sigma_{i=1}^{n}p_{i^{q}}$ $q=1$ $\Sigma_{i=1}^{n}p_{i^{\mathrm{Q}}}$ $q=1$
$\Sigma_{i=1}^{n}p_{i}\log p_{i\text{ }}$ Shamon R\‘enyi . Tsallis
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$\epsilon 1,$ $\epsilon_{2},$ $\ldots,$
$\epsilon_{n}\in \mathbb{R}$ $c\in \mathbb{R}$
$\sum_{i=1}^{n}\epsilon_{i}p_{i}=C$ . Tsallis R&n
TsaU $\vee\supset\mathrm{A}\mathrm{l}\text{ }$ $\ulcorner_{\frac{\sum_{i-1}^{n}-\epsilon_{i}p_{i^{q}}}{\sum_{i=1}^{n}p_{i^{q}}}}=c$ $\mathfrak{M}\text{ }\uparrow.\mathrm{C}_{\text{ }^{}\backslash }\backslash$ Tsallis
$\mu_{i}=\frac{p_{i^{q}}}{\Sigma_{i=1}^{n}p_{i}q}$ $\mathrm{i}=1,2,$ $\ldots,$ $n$
$\text{ }$
. $\mu_{1},$ $\mu_{2},$ $\ldots,\mu_{n}\geq 0$ $\mu_{1}+\mu_{2}+\cdots\mu_{n}=1$ $\Sigma_{i=1}^{n}\epsilon_{i}\mu_{i}=C$ –
$\mathrm{A}_{\mathrm{n}l\mathrm{h}\text{ }\#^{r_{\text{ }}} _{ }}(\Sigma i=1.p_{i^{q}})^{1/m}mq=\frac{1}{\text{ _{}\mathrm{r}}\sum_{\overline{\mathrm{A}}}i\frac{m}{\mathrm{J}}1\mu_{i}^{1/q}l\mathrm{h}\text{ }\rfloor}\text{ }ffi_{\text{ }}l^{}.\text{ _{}\backslash }\mathrm{g}\text{ }$
$\sum_{l,q<1\text{ }’\backslash \#\llcorner \text{ }*\iota l\mathrm{h}^{\mathrm{e}}\text{ }\mathrm{t}3_{\text{ }}r=1/q\text{ }\partial l\mathrm{h}_{\text{ }^{}\grave{\backslash }}}i=1\mu_{i}^{1/q}\text{ }\mathrm{L}\text{ _{ _{}}}q>1\text{ }\mathrm{F}\mathrm{f}\mathrm{f}\mathrm{i}\text{ }\mathrm{t}\mathrm{h}_{\lambda}^{\text{ }}F\text{ }3\ddagger 7t_{\vee}\succ\ovalbox{\tt\small REJECT} \text{ }\not\in>\mathrm{x}\text{ }$
$\text{ }\mu_{1}$ , $\mu_{2},$ $\ldots,$ $\mu_{n}\geq 0$ $\mu_{1}+\mu_{2}+\cdots\mu_{n}=1$ $\Sigma_{i=1}^{n}\epsilon_{i}\mu_{i}=c$ $\Sigma_{i=1}^{m}\mu_{i}^{r}$ \supset
$r<1$ $r>1$
$\mu_{i}=(\alpha+\beta e_{i})^{1/(r-1)}$ , $i=1,2,$ $\ldots,n$
$\mu_{i}=(\alpha+\beta e_{i})^{1/\langle 1/q-1\rangle}=(\alpha+\beta e_{i}\rangle^{q/(1-q)},$ $i=1,2,$ $\ldots,n$
$p_{i}= \mu_{i}^{1/q}(\sum_{i=1}^{n}p_{i}^{q})^{1/q}=\frac{(\alpha+\beta e_{i})^{1/(1-q\rangle}}{\sum_{i=1}^{n}(\alpha+\beta e_{i})^{1/(1-q)}}$, $\mathrm{i}=1,2,$ $\ldots,$ $n$
$\alpha$ $\beta$














$\text{ }$ : $\int_{-\infty}^{+\infty}\phi(x)^{q}dxarrow \text{ }^{\sim}.l\mathrm{h}\text{ }’ \mathrm{J}\backslash$









( $\alpha$ $\beta$ )
2
$q=(q_{1}, \ldots, q_{n})$ $q$
$q$ $F(p)$
1(1) $s>1$ $p_{1}$ , . . . , $p_{n},$ $q_{1},$ $\ldots,$ $q_{n}\geq 0$
$\sum_{i=1}^{n}p_{i}q_{i}^{s-1}\geq\sum_{i=1}^{n}q_{i^{\theta}}$
$\Rightarrow$ $\sum_{i=1}^{n}p_{i^{S}}\geq\sum_{i=1}^{n}q_{i^{S}}$
(2) $0<s<1$ $p_{1},$ $\ldots,p_{n}\geq 0$ , $q_{1},$ $,$ . $.,$ $q_{n}>0$
$\sum_{i=1}^{n}p_{i}q_{\overline{\iota}^{s-1}}\leq\sum_{i=1}^{n}q_{i^{\mathit{8}}}$
$\Rightarrow$ $\sum_{i=1}^{n}p_{i^{\mathit{8}}}\leq\sum_{i=1}^{n}q_{i^{\mathit{8}}}$
(3) $s<0$ $p_{1},$ $\ldots,p_{n}\geq 0$ , $q_{1},$ $\ldots,$ $q_{n}>0$
$\sum_{i=1}^{n}p_{i}q_{i^{\mathit{8}}}-1\leq\sum_{i=1}^{n}q_{i^{\mathit{8}}}$
$\Rightarrow$ $\sum_{i=1}^{n}p_{i^{\mathit{8}}}\geq\sum_{i=1}^{n}q_{i^{\theta}}$
1 $p_{1},$ $\ldots,p_{n},$ $q_{1},$ $\ldots,$ $q_{n}\geq 0$
$\sum_{i=1}^{n}p_{i}q_{i}^{s-1}=\sum_{i=1}^{n}q_{i}^{s}$
B6
$\sum_{i=1}^{n}p_{i}^{s}\geq\sum_{i=1}^{n}q_{i^{\mathit{8}}}$ , $s>1$ $s<0$
$\sum_{i=1}^{n}p_{i^{\rho}}\leq\sum_{i=1}^{n}q_{i}^{s}$ , $0<s<1$
1 $D\subseteq \mathbb{R}$ $f$ : $Darrow \mathbb{R}$ $p_{1},$ $\ldots,p_{n},$ $q_{1},$ $\ldots,$ $q_{n}\in D$
:
$\sum_{i=1}^{n}(f(p_{i})-f(q_{i}))\geq\sum_{i=1}^{n}(p_{i}-q_{i})f’(q_{i})$ .
$i=1,$ $\ldots,$ $n$ $f(p_{i}\rangle$ $-f(q_{i})\geq\langle p_{i}-q_{i}\rangle f’(q_{i}\rangle$
$\blacksquare$
$f(x)=x\log x$
$\sum_{i=1}^{n}p_{i}\log p_{i}-\sum_{i=1}^{n}q_{i}\log q_{i}\geq\sum_{i=1}^{n}[p_{i}-q_{i})(\log q_{i}+1)$
$\sum_{i=1}p_{i}\log p_{i}\geq\sum_{i=1}p_{i}\log q_{i}$
Sha on $\mathrm{O}.$ Klein
($\mathrm{D}.$ Ruelle statistical Mechancs $\mathrm{p}\mathrm{p}.26- 27\rangle_{0}$
1 $s>1$ $s<0$ $f(x)=x^{s}$
$\sum_{i=1}^{n}(p_{i^{S}}-q_{i^{\mathit{8}}})\geq s\sum_{i=1}^{n}(p_{i}-q_{i})q_{i}^{s-1}$
$s>1$
$\sum_{i=1}^{n}(p_{i}-q_{i})q_{i}^{s-1}\geq 0$ $\Rightarrow$ $\sum_{i=1}^{n}(p_{i^{\mathit{8}}}-q_{i^{S}})\geq 0$
$s<0$
$\sum_{i=1}^{n}(p_{i}-q_{i})q_{i}^{s-1}\leq 0$ $\Rightarrow$ $\sum_{i=1}^{n}(p_{i}^{s}-q_{i^{S}})\geq 0$
$0<s<1$ $f(x)=-x^{s}$
$\sum_{i=1}^{n}(p_{i}^{\mathit{8}}-q_{i^{\mathit{8}}})\leq s\sum_{i=1}^{n}(p_{i}-q_{i})q_{i}^{\epsilon-1}$
$\sum_{i=1}^{n}(p_{i}-q_{i})q_{i}^{s-1}\leq 0$ $\Rightarrow$ $\sum_{i=1}^{n}(p_{i^{\mathit{8}}}-q_{i^{\theta}})\leq 0$
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3
$s\neq 0,1$ $e_{1},$ $\ldots,$ $e_{n},$ $E\in \mathbb{R}$
$(*)\{$
: $\sum_{i=1}^{n}p_{i^{\mathit{8}}}arrow$ ($0<s<1\rangle$ ($s<0$ $s>1$ )
: $p_{1},$ $\ldots,p_{n}\geq 0$ , $\sum_{i=1}^{n}p_{i}=1$ , $\sum_{i=1}^{n}e_{i}p_{\overline{\mathrm{t}}}=E$











0, $i=1,$ $\ldots n-k$
$1/k$, $i=n-k+1,$ $\ldots,$ $n$
$e1<E<e_{n}$
1 $\alpha,$ $\beta\in \mathbb{R}$ $i=1,$ $\ldots,$ $n$ $\alpha+\beta e_{i}\geq 0$




$\sum_{i=1}^{n}q_{i^{\theta}}$ $=$ $\sum_{i=1}^{n}(\alpha+\beta e_{i})^{s/(s-1\}}=\sum_{i=1}^{n}(\alpha+\beta e_{i})(\alpha+\beta e_{i})^{1/(s-1)}$







2 $s>1$ $\alpha,\beta\in \mathbb{R}$ $\emptyset\neq I\subseteq\{1, \ldots, n\}$ $i\in I$
$\alpha+\beta e_{i}\geq 0$ $\mathrm{i}\not\in I$ $\alpha+\beta e_{i}<0$








$\sum_{i\in I}q_{i^{\theta}}=\sum_{i\in I}(\alpha+\beta e_{i})^{e/(s-1)}=\sum_{i\in I}(\alpha+\beta e_{i})(\alpha+\beta e_{i})^{1/\langle s-1\rangle}$






$g(x)= \frac{1}{Z}\sum_{i=1}^{n}e_{i}(x+e_{i})^{s}$ , $Z= \sum_{i=1}^{n}(x+e_{i})^{s}$
3 $s>0$ $f$ $[e_{n}, \infty)_{\text{ }}g$ $[-e_{1}, \infty)$ $s<0$ $f$
$(e_{n,}.\infty)_{\text{ }}g$ $(-e_{1}, \infty)$
$\lim_{xarrow \mathrm{e}_{n}}f(x)=e_{n}$ , $\lim_{xarrow-\mathrm{e}_{1}}g(x)=e_{1}$
$s>0$ D $g$ $s<0$ $f$ $g$
$s>0$ $s<0$






$(a_{i}-a_{j})(b_{i}-b_{j})\geq 0$ for all $\mathrm{i},j=1,$ $\ldots,$ $n$














$g(x)$ $x$ -e $x+e_{1}$ $xarrow e_{n}$ $xarrow-e_{1}$
$f$ $g$ D
$Z’=s \sum_{i=1}^{n}(x-e_{i})^{s-1}$
$f’(x)= \frac{s}{Z^{2}}(\sum_{i=1}^{n}e_{i}(x-e_{i})^{sarrow 1}\sum_{i=1}^{n}(x-e_{i})^{s}-\sum_{i=1}^{n}e_{i}(x-e_{i})^{s}\sum_{\dot{\mathrm{t}}=1}^{n}$ ($x$ ) $s-1)$
$e_{1},$ $\ldots,$
$e_{n}$ $x-e_{1},$ $\ldots,$ $x-e_{n}$
$\sum_{i=1}^{n}e_{i}(x-e_{i})^{s-1}\sum_{i=1}^{n}(x-e_{i})^{\epsilon}\geq\sum_{i=1}^{n}e_{i}\langle x-e_{i})^{s}\sum_{i=1}^{n}(x-e_{i})^{s-1}$
$s>0$ $f$ $s<0$ $f$
$g$ $e_{1},$ $\ldots,$





$s<0$ el<E<e $\alpha,$ $\beta\in \mathbb{R}$ $i=1,$ $\ldots$ , $n$






3 $g(x)=E$ $x$ ( )












$\alpha,$ $\beta\in \mathbb{R}$ $\emptyset\neq I\subset\{1, \ldots, n\}$ $\mathrm{i}\in I$ $\alpha+\beta e_{i}\geq 0_{\text{ }}$









$f\mathrm{o}(e_{n})=f_{1}(e_{n})>f_{1}$ (e 1) $=f_{2}$ (e 1) $>f_{2}(e_{n-2})=$
. $..=f_{n-2}$ (e3) $>f_{n-2}\langle e_{2})=e_{1}$
$f_{k}$ (e -k+l) $>E\geq f_{k}(e_{n-k})$
$k\geq 1$ $E=f_{k}(x)$ $e_{n}$-k\leq x<e ’+l
$q_{i}=\{$
$(x-e_{i}\rangle^{e}/Z_{k}$ , $i=1,$ $\ldots,$ $\mathrm{n}-k$
0, $i=n-k+1,$ $\ldots,$ $n$
$E=f_{k}(x)= \sum_{i=1}e_{i}q_{i}$










$...=g_{n-2}\langle-e_{n-2}$ ) $<g_{n-2}$ (-e 1) $=e_{n}$
$g_{k}(-e_{k})<E\leq g_{k}(-e_{k+1})$
$k\geq 1$ $E=g_{k}(x)$ ek $\geq x>-e_{k+1}$
$q_{i}=\{$
0, $i=1,$ $\ldots,$ $k$
$(x+e_{i})^{s}/Z_{k}$, $i=k+1,$ $\ldots,$ $n$
$E=g_{k}(x)= \sum_{i=1}^{n}e_{i}q_{i}$
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$x+e_{i}<0$ for $i=1,$ $\ldots,$ $k$
$I=\{k+1, \ldots , n\}$








: $\int_{-\infty}^{+\infty}\phi(x)^{s}dxarrow$ $(0<s<1)$ $(s>1)$





: $\int_{0}^{+\infty}\phi(x)^{e}dx$ $(0<s<1)$ $(s>1)$
: $\phi\geq 0$ , $\int_{0}^{+\infty}\phi(x)dx=1/2$, $\oint_{0}^{+\infty}x^{2}\phi(x)dx=\sigma^{2}/2$







$\int_{0}^{+\infty}(\phi\langle x)-\psi(x))\psi(x)^{\epsilon-1}dx\geq 0$ $\Rightarrow$ $\int_{0}^{+\infty}(\phi(x)^{s}-\psi(x)^{a})dx\geq 0$
$0<s<1$ $f(x)=-x^{\theta}$
$\oint_{0}^{+\infty}(\phi(x)^{s}-\psi(x)^{\mathit{8}})dx\leq s\int_{0}^{+\infty}(\phi(x)-\psi(x\rangle)\psi(x)^{s-1}dx$
$\int_{0}^{+\infty}(\phi(x)-\psi(x))\psi(x)^{s-1}dx\leq 0$ $\Rightarrow$ $\oint_{0}^{+\infty}(\phi(x)^{s}-\psi(x)^{s})dx\leq 0$
1
(1) $s>1$






0\sim \phi (0)9 $\leq\int_{0}^{+\infty}\psi(x)^{s}dx$ , $0<s<1$
2 $\alpha,$ $\beta\in \mathbb{R}$ $x\geq 0$ $\alpha+\beta x\geq 0$
$\psi(x\rangle=(\alpha+\beta x^{2})^{1/(s-1)}, x\in[0, \infty)$
$\psi$ $(**)$
$\phi$ $(**)$











$0<s<1$ $\alpha,$ $\beta>0$ $\psi$
$\psi(x)=\frac{1}{Z}(\gamma+x^{2}\rangle^{1/(s-1)},$ $x\geq 0$
$\gamma>0$ , $Z=20^{+\infty}(\gamma+x^{2})^{1/\langle s-1)}dx$
$Z$ (
$1$ $\mathrm{p}.222$ )






$\int_{0}^{+\infty}\frac{dx}{(\gamma+x^{2})^{s/\langle 1-s\rangle}}=\int_{0}^{+\infty}\frac{\gamma^{1/2}dx}{\gamma^{\mathit{8}/\langle 1-s)}(1+x^{2}\rangle^{s/\{1-e\rangle}}=\frac{\gamma^{1/2-s/\langle 1-s)}}{2}B(\frac{s}{1-s}-\frac{1}{2},$ $\frac{1}{2})$
$s/(1-s)-1/2>0_{\text{ }}$ $s>1/3$
$I_{0}^{+\infty} \frac{x^{2}dx}{(\gamma+x^{2})^{1/\langle 1-s\rangle}}=f_{0}^{+\infty}\frac{\gamma^{3/2}x^{2}dx}{\gamma^{1/\{1-s\rangle}(1+x^{2}\rangle^{1/(1-s)}}=\frac{\gamma^{3/2-1/(1-s)}}{2}B(\frac{1}{1-s}-\frac{3}{2},$ $\frac{3}{2})$
$\mathcal{L}^{\infty}x^{2}\psi(x)dx=\frac{\gamma}{2}\cdot\frac{B(1/\langle 1-s)-3/2,3/2)}{B(1/\langle 1-s)-1/2,1/2)}=$ $\frac{\gamma}{2}$ . $\frac{1-s}{3s-1}$
3 $1/3<s<1$ $(**)$
$\psi(x)=\frac{1}{Z}(\gamma+x^{2})^{1/\langle s-1\}}$, $x\geq 0$





$0<s\leq 1/3$ $(**)$ $0<s<1/3$ $\alpha>0$




















$B(3, \epsilon)arrow+\infty$ $\alphaarrow 0$
+\sim \phi (x)1/3dx=--3\epsilon (\mbox{\boldmath $\alpha$}22+(1+\epsilon \epsilon ))1//33\rightarrow +o
$s=1/3$ ( $**\rangle$
4 $0<s\leq 1/3$ $(**)$


















$\gamma>0$ , $Z=2 \int_{0}^{\sqrt{\gamma}}(\gamma-x^{2})^{1/(_{\mathit{8}}-1)}dx$
( $1_{\lrcorner}$ p.220)
$\int_{0}^{1}x^{\alpha}(1-x^{\lambda})^{\beta}dx=\frac{1}{\lambda}B(\frac{\alpha+1}{\lambda},$ $\beta+1)$ , $(\alpha, \beta>-1, \lambda>0)$
$Z= \gamma^{1/(s-1\rangle+1/2}B(\frac{1}{2},$ $\frac{s}{s-1})$







$Z= \gamma^{1/(s-1)+1/2}B(\frac{1}{2},$ $\frac{s}{s-1})$ , $\gamma=\sigma^{2}\cdot\frac{3s-1}{s-1}$
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