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ABSTRACT
This thesis rst investigates the moment and memory properties of exponential-
type conditional heteroscedasticity models. This primarily includes exponential
generalised autoregressive conditional heteroscedastic (EGARCH)models, the frac-
tionally integrated EGARCH model of Bollerslev and Mikkelsen (1996) (FIE-
GARCH(BM)), the hyperbolic EGARCH (HYEGARCH) model and the FIE-
GARCH(DL) model, as presented in Chapter 2. The moment conditions of these
models are derived from previous literature, and the memory properties are mea-
sured by using the near-epoch dependence (NED) functions of an independent
process approach. The existence of moments supports the limited memory proper-
ties of these models. This study shows that exponential autoregressive conditional
heteroscedastic (EARCH)(1) processes may exhibit geometric memory, hyperbolic
memory or long memory. The EGARCH is a case of a geometric memory process.
The FIEGARCH(BM) and HY/FIEGARCH(DL) processes can exhibit hyperbolic
memory or long memory, depending on the sign of the memory parameter. The
study also derives the functional central limit theorem (FCLT) or fractional FCLT
for the relevant processes in these exponential-type conditional heteroscedasticity
models. Finally, the results of the simulation show that the HYEGARCH model
has a hyperbolic memory and that the FIEGARCH(DL) model can capture long
memory in absolute return series.
Next, the study investigates the asymptotic properties of the quasi-maximum
likelihood estimator (QMLE) in autoregressive moving average (ARMA) models
with EGARCH or HY/FIEGARCH(DL) errors in Chapter 3. This part of the
study aims to investigate the asymptotic theory of the ARMA(1; 1)-EGARCH(1; 1)
models and that of the pure HY/FIEGARCH(DL) models. First, the literature
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on the asymptotic properties of the ARMA-GARCH and EGARCH processes is
reviewed. The conditions for the consistency and asymptotic normality of the
QMLE of the ARMA-EGARCH models are then demonstrated. This analysis
also provides an investigation of that of the QMLE in the HY/FIEGARCH(DL)
processes. A Monte Carlo simulation is used to study the properties of the QMLE
in the pure HY/FIEGARCH(DL) processes.
Lastly, in a study co-authored with Professor James Davidson, we derive a
simple su¢ cient condition for strict stationarity in the ARCH(1) class of processes
with conditional heteroscedasticity. The concept of persistence in these processes
is explored, and is the subject of a set of simulations showing how persistence
depends on both the pattern of the lag coe¢ cients of the ARCH model and the
distribution of the driving shocks. The results are used to argue that an alternative
to the usual method of ARCH/GARCH volatility forecasting should be considered.
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CHAPTER 1
INTRODUCTION
Volatility modelling and forecasting play an important role in option pricing,
dynamic capital theory and asset pricing theory. Over the last few decades, many
methods of volatility modelling have been introduced. Among these methods, En-
gle (1982) rst introduced the autoregressive conditional heteroscedastic (ARCH)
model to investigate the volatility of UK ination. The expression of the ARCH(p)
model is shown in Equations (1.1) to (1.3):
t =
p
htzt; (1.1)
ht = ! +
pX
j=1
j
2
t j; (1.2)
ht = E[
2
t jFt 1]; (1.3)
where ftg is a real-valued discrete time stochastic process, which can also be inter-
preted as a return series; process fztg is an independent and identically distributed
(i.i.d.) stochastic variable with a mean of zero and a variance of one, such that
zt  i:i:d:(0; 1), which can be interpreted as an innovation or shock; and
p
ht has
a positive value with a probability of one, such that
p
ht > 0, and it can be inter-
preted as the volatility of the return series. The series of t is independent because
the underlying series zt is an i.i.d. and is independent of
p
ht. In Equations (1.2)
and (1.3), ht is the conditional variance of t, and the Ft 1-measurable function,
where Ft 1 is the -algebra generated by fzt 1;zt 2; :::g; indicating the information
up to and including time t  1. The well-dened ARCH(p) processes require that
! > 0, and j  0 (j = 1; 2; :::; p). Since Engles study was published, the ARCH
processes have been widely used for modelling nancial time series because they
can capture the stylised facts of nancial data, such as volatility clustering and
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leptokurtic characteristics. Bollerslev (1986) proposed the generalised ARCH(p; q)
model, which is dened in Equations (1.1) and (1.4)
ht = ! +
qX
i=1
i
2
t i +
pX
j=1
jht j (1.4)
= ! + (L)2t + (L)ht;
where all parameters are non-negative, L denotes the lag operator, (i.e. Lkzt =
zt k), and (L) = 1L+2L2 +   +qLq and (L) = 1L+2L2 +   +pLp are
polynomials in the lag operator. Equation (1.4) is the benchmark GARCH(1; 1)
model when p = q = 1.
Although the GARCH (p; q) process represents signicant progress and is very
popular, it has some drawbacks. For example, it is unable to capture some of the
characteristics of the volatility, such as asymmetric and long memory (a descrip-
tive denition is provided in Section 1.1). To overcome these drawbacks, several
conditional heteroscedasticity models have been proposed. In order to capture the
asymmetric properties of the volatility, the exponential GARCH (EGARCH), the
GlostenJagannathanRunkle GARCH (GJR-GARCH) and threshold GARCH
(TGARCH) models were introduced by Nelson (1991), Glosten et al. (1993) and
Zakoïan (1994) respectively. To capture the high persistence properties of nancial
data, several conditional mean models, such as I(1) and I(d), have been extended to
conditional variance models based on similar ideas. For instance, Engle and Boller-
slev (1986) proposed the integrated GARCH (IGARCH) model, and Baillie et al.
(1996) introduced the fractionally integrated GARCH (FIGARCH) model. How-
ever, the IGARCH model exhibits short memory or geometric memory, see Ding
and Granger (1996) and Davidson (2004), and the stationary FIGARCH fails to
capture the long memory property of volatility, see e.g. Giraitis et al. (2009). In
addition, Robinson (1991) introduced the ARCH(1) to model long-run depen-
14
dence in volatility, but the squares
 
2t

from the stationary ARCH(1) process
does not allow the existence of long memory in volatility. Nevertheless, the mem-
ory properties of the nonstationary ARCH(1) process, including the IGARCH
and FIGARCH models, have not been fully explored. Chapter 4 discusses the
persistence in the IGARCH, FIGARCH and ARCH(1) processes further.
A fewmodels have also attempted to capture both the asymmetric and high per-
sistence properties of volatility. For instance, the linear ARCH (LARCH) process
and the fractionally integrated EGARCH (henceforth FIEGARCH(BM)) model
were introduced by Robinson (1991) and Bollerslev and Mikkelsen (1996), respec-
tively. In addition, in order to distinguish between the di¤erent memory properties
of the EGARCH-type models, a general hyperbolic/fractional integrated EGARCH
(henceforth HY/FIEGARCH (DL)) is proposed in Chapter 2. A stochastic volatil-
ity class model was also introduced by Breidt et al. (1998) and Harvey÷(2002),
namely the long memory stochastic volatility (LMSV) model. Ruiz and Veiga
(2008) developed the theoretical property of the asymmetric LMSV (A-LMSV)
model.
Research on the statistical properties of these conditional heteroscedasticity
models has attracted a substantial amount of attention, since these models are
widely used in practice. Among these models, the theoretical properties of the
ARCH and GARCH models have been extensively explored. The memory prop-
erty and the asymptotic theory of the estimator of the parametric LARCH process
have been well developed by Giraitis et al. (2000b), Giraitis et al. (2004), Schützner
(2009), and Beran and Schützner (2009), although some of the theoretical proper-
ties remain unresolved. The statistical properties of the LMSV models are worthy
of further academic consideration, but these are more complex and are therefore
15
not included in this thesis. In addition, mystery continues to surround the theo-
retical properties of EGARCH-type models, even these have been investigated in
a few recent studies, such as Surgailis and Viano (2002), Ruiz and Veiga (2008),
and Lopes and Prass (2014).
The second and third chapters of this thesis investigate the theoretical proper-
ties of EGARCH-type models. More specically, Chapter 2 considers the moment
and memory properties of EGARCH-type models, and near-epoch dependence
(NED) is applied to measure the memory property and establish the functional
central limit theorem (FCLT) and fractional FCLT of the relevant processes. The
main reasons for undertaking this study are as follows. Firstly, this idea was in-
spired by Davidsons (2004) study, which investigated the moment and memory
properties of linear conditional heteroscedasticity models. These properties are the
two main statistical features of such models. Research on the moment properties of
conditional variance models is useful for measuring how large the e¤ects of shocks
to volatility can be, and the existence of moments is a necessary condition for
determining the memory properties of conditional heteroscedasticity models, see
e.g. He and Teräsvirta (1999a) and Davidson (2004). The memory property shows
how long the e¤ect of shocks on conditional variance can persist, see e.g. Giraitis
et al. (2000a), Davidson (2004) and Giraitis et al. (2009). Therefore, research on
these properties is signicant for volatility estimation and forecasting.
Secondly, motivated by Davidson (2004), in Chapter 2, the NED concept is
applied to measure the memory property of EGARCH-type models. A descriptive
denition of the NED is provided in Section 1.1. The main reason for applying the
NED approach is that this method may be easier for parameter estimation and
inference in relevant models, especially for nonlinear and long memory conditional
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heteroscedasticity models. Davidson (2004) introduced geometric and hyperbolic
memory when applying the NED approach to measure the persistence of linear con-
ditional heteroscedasticity models including GARCH, IGARCH, FIGARCH and
HYGARCH. The theoretical and empirical results show that ARCH(1) processes
may exhibit hyperbolic memory or geometric memory, the FIGARCH process has
hyperbolic memory, and both the standard GARCH and IGARCH processes have
geometric memory. However, the models in Davidson (2004) did not include the
EGARCH-type models. This is discussed further in Chapter 2.
Thirdly, the FCLT and fractional FCLT are vital for statistical inference of
nancial time series. The descriptive denitions of the FCLT and fractional FCLT
are provided in Section 1.1. The concept of NED is applied for the FCLT, as
was proposed by McLeish (1975). It satises the conditions for the law of large
numbers (LLN), the central limit theorem (CLT), FCLT and fractional FCLT, and
its restrictions can easily be veried. (see e.g. Davidson, 1992, 1993, 1994; De Jong
and Davidson, 2000; Davidson and De Jong, 2000). Thus the rst aim of Chapter
2 is to investigate the existence of the nite order moment of the relevant processes
and, following a similar procedure to Davidson (2004), to study the NED properties
of the EGARCH-type models, and then to measure the memory properties of these
models by applying the concept of NED on an independent process. The second
aim is to construct the FCLT and fractional FCLT for the relevant EGARCH-type
models.
Chapter 2 makes three main contributions. Firstly, it shows that EARCH(1)
processes can have hyperbolic memory, geometric memory and long memory, as
the EGARCH is a geometric memory process, the FIEGARCH(BM) with a nega-
tive memory parameter has a hyperbolic memory, and the FIEGARCH(BM) with
17
a positive parameter can capture long memory in volatility. Secondly, this study
provides a general HY/FIEGARCH(DL) process, that the HYEGARCH process
has hyperbolic memory and the FIEGARCH(DL) process exhibits long memory.
Thirdly, it establishes the FCLT for the EGARCH and the fractional FCLT for
the partial sum of the flnht   !g processes in the FIEGARCH(BM) and FIE-
GARCH(DL) models.
Chapter 3 focuses on establishing an asymptotic theory of the quasi-maximum-
likelihood estimators (QMLE) in the ARMA model with EGARCH-type errors.
The QMLE is a popular estimation method for conditional heteroscedasticity mod-
els. The ARMA model with EGARCH-type innovations has been widely used in
empirical analyses of the nancial time series. The asymptotic properties of the
QMLE in the ARMA, GARCH and ARMA-GARCH processes have already been
examined in detail (Weiss, 1986; Lee and Hansen, 1994; Ling and McAleer, 2003;
Francq and Zakoïan, 2004; Straumann, 2005). However, only a few recent studies
have focused on the asymptotic theory of the EGARCH process. For example,
Straumann (2005) and Straumann and Mikosch (2006) proved the consistency of
the QMLE in EGARCH (1; 1) and asymptotic normality for EGARCH(1,0) under
strong conditions. Wintenberger (2013) established the strong consistency of the
QMLE, and the consistency and asymptotic normality (CAN) of the stable QMLE
in the EGARCH(1; 1) process under conditions that are di¢ cult to verify. Mar-
tinet and McAleer (2015) investigated the asymptotic theory of the EGARCH(p; q)
model by deriving it from a stochastic process, which made it easier to verify the
invertibility conditions. However, some open questions in this area are yet to be
answered, especially regarding the asymptotic properties of the QMLE for the
ARMA-EGARCH and HY/FIEGARCH(DL) models. Therefore, it is vital to in-
vestigate the asymptotic properties of the estimators in the ARMA process with
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EGARCH or HY/FIEGARCH(DL) errors.
The main purpose of the research described in Chapter 3 is to establish an
asymptotic theory for the ARMA model with EGARCH or HYEGARCH errors,
and a planned further study will extend these results to the FIEGARCH(DL) and
ARMA-FIEGARCH processes.
The main contributions of Chapter 3 are as follows. Firstly, the CAN of the
QMLE of the ARMA-EGARCH is established. Secondly, the consistency of the
QMLE in the pure HYEGARCH process is proved. The asymptotic normal-
ity of the pure HYEGARCH process and the asymptotic property of the FIE-
GARCH(DL) are discussed, indicating the di¢ culty of the investigation.
The fourth chapter is a joint work with Professor James Davidson, the pa-
per is forthcoming in Journal of Empirical Finance, see Davidson and Li (2015).
This chapter rst examines the stationarity property of ARCH-type models. A
considerable volume of previous literature has considered the existence of covari-
ance stationarity and strict stationarity in ARCH-type models. The covariance
stationarity and strict stationarity are dened in Section 1.1. However, the exis-
tence of strict stationarity for IGARCH and FIGARCH models with covariance
non-stationary is still an open question.
Moreover, further research needs to be undertaken on the persistence of the
covariance non-stationary ARCH(1) processes. In the empirical literature, the
FIGARCH (Baillie et al., 1996) and HYGARCH (Davidson, 2004) models are
widely used to model the long memory in volatility. However, the persistence
properties of the FIGARCH process have not yet been fully investigated (see e.g.
Giraitis et al., 2009; Beran et al., 2013). The stationary HYGARCH model is
19
unable to capture long memory, although it embodies hyperbolic memory, as does
the stationary FIGARCH model (Davidson, 2004).
Furthermore, the existing volatility forecasting method for GARCH-type mod-
els normally replaces the square of the returns with its conditional expectation (see
e.g. Poon, 2005). This may not be an appropriate way to forecast volatility.
Therefore, the main purposes of Chapter 4 are: (1) to study the strictly sta-
tionary property of the nonstationary ARCH(1) process; (2) to measure the per-
sistence of the relevant volatility process and to investigate the relation how the
persistence of the process depends on the lag coe¢ cients of the parametric ARCH
model and the distribution of the driving shocks; and (3) to investigate the optimal
method of volatility forecasting.
The main contributions of Chapter 4 are as follows. Firstly, it provides a sim-
ple su¢ cient condition for strict stationarity in the ARCH(1) class of processes
by applying the Beveridge-Nelson (BN) decomposition. Secondly, it explores the
persistence of these processes and proposes the JT statistic to measure the per-
sistence of the ARCH(1) process. Thirdly, it investigates that how persistence
depends on both the pattern of the lag coe¢ cients of the ARCH models and the
distribution of the driving shocks. Finally, it provides an alternative method for
volatility forecasting.
1.1 Basic concepts
This section aims to provide descriptive denitions for some terminologies, such
as long memory, NED, FCLT, fractional FCLT, strict stationarity and covariance
stationarity.
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Long memory was rst used in the elds of hydrology and climatology areas
around 1950. Granger (1980), and Hosking (1981) introduced the use of this con-
cept to investigate economics and nancial data. The notion of long memory, is
also known as long-range dependence or strong dependence. It has been dened
in both the time domain and the frequency domain, see e.g. Beran (1994) and
Giraitis et al. (2012). For a covariance stationary process {xt}, long memory nor-
mally means the spectral density is unbounded at the origin, with the condition
of the sum of the absolute value of the autocovariance function being innite. For
short memory, the sum of the autocovariance function of {xt} is nite, which means
that {xt} has a continuous bounded spectral density at the zero frequency, see e.g.
Beran (1994) and Giraitis et al. (2012). Davidson (2004) also introduced geometric
and hyperbolic memory to investigate the memory properties of conditional vari-
ance processes. A considerable body of evidence shows that there is long memory
in volatility and the power transformation of the return processes. Long memory
in volatility means that the e¤ect of shocks on volatility decays at a hyperbolic
rate (see e.g. Beran, 1994; Baillie, 1996) .
The NED was introduced by Ibragimov (1962), and was then developed by
Billingsley (1968), Gallant and White (1988), and Davidson (1994), among oth-
ers. Gallant and White (1988) rst introduced the NED on a mixing process to
econometrics. The main idea of this concept is that, for the stochastic process
{xt; t 2 Z}, we can predict the xt exactly if we know all the past information
about xt. If we predict that it is only dependent on the information relating to the
near epoch, such that E(xtjF t+mt m ), and the Lp-norm of the di¤erence between xt
and E(xtjF t+mt m ) converges to zero at as m tends to innity. We can then say that
{xt; t 2 Z} satises the condition of NED. If the process has geometric decay as m
tends to innity, then the process has geometric NED. (see e.g. Davidson, 1994)
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More details about the concept of NED are introduced in Chapter 2.
The FCLT is a generalisation of the CLT on functional spaces, such as the
space D[0;1], which is the space of the right continuous function whose left limit
exists everywhere on the unit interval, also known as the cadlag function (See e.g.
Stock, 1994; Davidson, 1994, 2006). It was rst introduced for i.i.d. increments,
known as Donskers Theorem (Donsker, 1951). It is also known as the invariance
principle and related to the function-space version of the continuous mapping the-
orem (see e.g. Davidson 1994, 2000). This current study focuses on the FCLT for
partial-sum processes of the relevant return and volatility processes. In a wider
denition, a random process holds the FCLT, which means that the partial sum of
these processes converges in distribution to standard Brownian motion, which is a
continues time stochastic process having independent Gaussian increments, under
certain moment conditions (see, e.g. Baillie, 1996; Davidson, 2002). The fractional
FCLT for fractional integrated processes having an i.i.d. innovation was rst devel-
oped by Davydov (1970). Marinucci and Robinson (2000) extended the fractional
FCLT to the fractional integrated process having a class of linear processes under
certain moment conditions. Davidson and De Jong (2000) provided a fractional
FCLT based on the concept of NED under a much weaker moment condition than
previous literature. Johansen and Nielsen (2012) improved the conditions for the
fractional FCLT from Davidson and De Jong (2000) and proposed a necessary
condition for the fractional FCLT. In a wide sense, a random process holds the
fractional FCLT, meaning that the partial sum of the stochastic process converges
in distribution to fractional Brownian motion, having dependent increments, un-
der certain regularity conditions, see e.g. Davidson and De Jong (2000). For the
discrete time versions of Brownian motion and fractional Brownian motion are
known as random work and fractional di¤erenced white noise, respectively, see e.g.
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Baillie (1996).
The stationarity properties of time series include covariance stationarity and
strict stationarity. The covariance stationarity (or weak stationarity) means that
the time series {xt; t 2 Z} has a constant mean and nite variance, and that the
covariance between fxtg and fxt+jg for j > 0 does not depend on t, and only
depends on the j. Strict stationarity means that the joint distributions of the
time series {xt; t 2 Z} are identical, and the joint distributions of the collections
(xt; xt+1; :::; xt+k), for all k > 0, do not depend on t (see e.g. Davidson, 1994, 2000).
It is important to note that strict stationarity does not require the existence of the
second moment. Therefore, strict stationarity does not imply weak stationarity,
and neither does weak stationarity imply strict stationarity. In the Gaussian case,
the terms "covariance stationary" and "strictly stationary" are equivalent (see e.g.
Davidson, 1994, 2000).
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CHAPTER 2
MOMENT AND MEMORY PROPERTIES OF THE
EXPONENTIAL-TYPE CONDITIONAL HETEROSCEDASTICITY
MODELS
2.1 Introduction
Over the last few decades, EGARCH-type models, especially the FIEGARCH(BM)
model, have been successfully applied to model the volatility of nancial data. Re-
cent research has increasingly focused on the theoretical properties of conditional
variance models. The moment properties of ARCH-class models have been exten-
sively studied in the literature (e.g. He and Teräsvirta, 1999a,b; He et al., 2002;
Davidson, 2004). Studying the moment properties of these volatility models is
important for several reasons. Firstly, it provides a better understanding of the
relationship between future data and past information. Secondly, it is useful for
determining the size of any shocks to volatility (e.g. Davidson, 2004). Thirdly, the
existence of moments provides necessary conditions for the limited memory prop-
erty of the processes (e.g. Davidson, 2004). Finally, moment properties play an
important role in investigating the stationary property and establishing the FCLT
of time series.
A growing body of literature has focused on the memory properties of condi-
tional heteroscedasticity models. Several methods have been applied to measure
the persistence of ARCH-type models, such as the rate of decay of autocorrela-
tion, computing autocorrelation, mixing processes and NED (see e.g. Beran, 1994;
Davidson, 2004). If we compare the NED approach with other methods, NED
may be an easier way to determine the memory properties of ARCH-type models,
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especially for models which capture the long-run dependence in volatility. Firstly,
the uncorrelatedness may not satisfy the requirements of the LLN or CLT for long
memory processes (see e.g. Beran, 1994; Davidson, 2004). It may cause problems
associated with estimation and inference in the models. However, Gallant and
White (1988) emphasised that the NED concept is signicant in constructing the
uniform LLN and establishing an asymptotic theory of the estimators. Moreover,
although the mixing process also satises the restrictions of the CLT, it is di¢ -
cult to verify the mixing properties of the processes. In addition, some nancial
time series do not satisfy the conditions of mixing processes, especially the innite
order of stochastic processes, but they mostly satisfy the conditions of NED on a
mixing process. For instance, Andrews (1984) argued that some AR(1) processes
might not to be a mixing process. It is evident in Davidson (1994) that these
processes can be NED on a mixing process. Furthermore, the concept of NED can
be applied to measure the limited memory of both linear and nonlinear models
(see e.g. Davidson, 1994, 2004). Further information on the NED concept can be
found, for example, in Gallant and White (1988), Wooldridge and White (1988),
and Davidson (2002).
Therefore, the concept of NED plays a crucial role in determining the mem-
ory properties of time series models, and researchers are increasingly paying at-
tention to the NED properties of linear and nonlinear models. For example,
Davidson (2002) showed that the innovations of several nonlinear models are near-
epoch dependent, including the GARCH model. Davidson (2004) investigated the
NED properties of linear conditional heteroscedasticity models including GARCH,
IGARCH, and FIGARCH, and found that the ARCH(1) models may exhibit ei-
ther geometric memory or hyperbolic memory under certain conditions, that the
FIGARCH model can capture the hyperbolic memory in volatility, and that both
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the standard GARCH and IGARCH models can capture the geometric memory in
volatility. The results of Davidson (2004) provide evidence against the opinions of
some of researchers, who claimed that the IGARCH process has the highest per-
sistence and that there is hyperbolic memory in the FIGARCH process. Chapter
4 of this thesis discusses the persistence of the IGARCH and FIGARCH models
further.
Consequently, motivated by the advantages of NED on a mixing process, one
of the main purposes of this study is to investigate the moment and memory
properties of the EGARCH-class models by applying the NED on an independent
process concept. The ndings of this study show that EARCH(1) processes may
exhibit hyperbolic memory, geometric memory or long memory. More specically,
the EGARCH model is an example of capturing geometric memory; the FIE-
GARCH(BM) can capture long memory in volatility when it has a positive mem-
ory parameter and hyperbolic memory in volatility when it has a negative memory
parameter. Considering these results, this study proposes that the HYEGARCH
model can capture the hyperbolic memory and the FIEGARCH(DL) exhibits long
memory in volatility.
Moreover, the NED concept is widely applied to prove limit theorems, such
as the LLN, CLT, FCLT and fractional FCLT, for time series processes. For in-
stance, Wooldridge and White (1988) showed the usefulness of the NED concept to
prove the CLT and FCLT, and Hansen (1991) demonstrated the limit theorems for
GARCH(1; 1) processes by applying the NED approach. Meanwhile, these asymp-
totic convergence results are vital for the statistical inference of time series models.
The FCLT and fractional FCLT play an especially important role in the statistical
property of integrated processes (see Davidson, 2002). Lee (2014) provided appli-
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cations to change point analysis and obtained the asymptotic distribution of the
least-squares estimator for a unit root process with a GARCH error by applying
the FCLT. The NED concept can be applied to derive the FCLT and fractional
FCLT for the time series. In terms of this discussion, it is worth investigating
these limit theorems for EGARCH-type processes by using NED. Another purpose
of this chapter is to apply the NED approach to establish the FCLT or fractional
FCLT for the relevant processes in EGARCH-type models.
The rest of this chapter is organised as follows. Section 2.2 briey reviews
some of the main literature on the statistical properties and empirical results of
the relevant volatility models. Section 2.3 introduces the exponential-type condi-
tional heteroscedasticity models, including the EGARCH and FIEGARCH(BM)
models. Section 2.4 focuses on obtaining restrictions for the existence of moments
with nite order in the exponential-type conditional heteroscedasticity models by
applying the results of Nelson (1991). Section 2.5 considers whether or not the
return series has NED, applies NED to measure the limited memory properties of
shocks to volatility, and introduces the HY/FIEGARCH(DL) models. Section 2.6
investigates the FCLT or fractional FCLT for the EGARCH, FIEGARCH(BM)
and HY/FIEGARCH(DL) models. The simulations for the memory properties of
the HY/FIEGARCH(DL) process are provided in Section 2.7. A conclusion and
suggestions for further research are presented in the nal section. All proofs of this
chapter are presented in Appendix A.
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2.2 Literature review
This section critically reviews the theoretical and empirical literature on condi-
tional heteroscedasticity models.
2.2.1 Relevant volatility models
As discussed in Chapter 1, the ARCH model was rst introduced by Engle (1982)
and extended to the GARCHmodel by Bollerslev (1986). Although the ARCH and
GARCH models have been widely used in empirical applications, they have some
drawbacks (see e.g. Nelson, 1991; Zakoïan, 1994; Bollerslev and Mikkelsen, 1996).
These weaknesses were highlighted by Nelson (1991). First, GARCH processes
require all coe¢ cients to have non-negative values. Second, GARCH models are
not able to capture the asymmetric properties of volatility. However, this is in-
consistent with Blacks (1976) demonstration that stock returns are negatively
correlated with the volatility of returns, meaning that bad news leads to greater
volatility than good news. Third, the GARCH models cannot capture the long-run
dependence properties of nancial data.
To overcome some of the shortcomings of GARCH processes, Nelson (1991) pro-
posed the EGARCH model. For example, the EGARCH model can capture the
asymmetric properties of shocks to volatility under certain conditions. The empir-
ical applications of the GARCH and EGARCH models were reviewed by Bollerslev
et al. (1992). Additional asymmetric models have subsequently been introduced.
Glosten et al. (1993) found that conditional expected monthly returns were nega-
tively correlated with the volatility of the monthly returns by applying a modied
GARCH-Mmodel. Their model is known as the GJR-GARCHmodel. Unlike other
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ARCH models, in the threshold heteroscedastic model (TGARCH) introduced by
Zakoïan (1994), conditional variance is replaced by the conditional standard devi-
ation. The reasons for including the conditional standard deviation are as follows:
rst, estimating the absolute residuals is more e¢ cient than the squared residuals
when the innovation has a non-normal distribution; second, the conditional stan-
dard deviation does not require all coe¢ cients to be non-negative. This model
is therefore capable of capturing the asymmetric properties of shocks to volatility,
since both positive and negative shocks are included in the TGARCH model. How-
ever, Zakoïans study still assumed that all parameters are non-negative because
the negative case is too di¢ cult to analyse.
In order to investigate the high persistence property of volatility, Engle and
Bollerslev (1986) proposed the IGARCH model and considered it to capture the
e¤ect of a shock on volatility remained forever. Researchers have suggested that
the GARCH and IGARCH processes for conditional variance are similar to those
seen in the I(0) and I(1) processes for the conditional mean. However, a puzzle
has been identied regarding the persistence of volatility in the IGARCH model.
Davidson (2004) showed that the IGARCH process has a geometric memory.
Taking the properties of the I(d) process in conditional mean models into ac-
count, the FIGARCH model was introduced by Baillie et al. (1996). They claimed
that the e¤ects of shocks on conditional variance dissipate at a hyperbolic rate in
the FIGARCHmodel, which may be able to capture the long-run dependence prop-
erties of volatility. However, there is a debate over the memory properties of the
FIGARCH model (see e.g. Giraitis et al., 2007). Bollerslev and Mikkelsen (1996)
proposed the FIEGARCH(BM)) model to analyse long memory in the volatility of
nancial time series, and the empirical results showed long-run dependence in the
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volatility of the US stock market. The FIEGARCH(BM) model is more advanced
than the FIGARCH model. It can capture the asymmetric properties and the long
memory in volatility (see e.g. Bollerslev and Mikkelsen, 1996; Surgailis and Viano,
2002; Lopes and Prass, 2014). Subsequent empirical studies have demonstrated
these properties of the FIEGARCH(BM) process. For instance, the stationary
FIEGARCH(BM) process can be the best-t model for the stock market when us-
ing the daily returns of the Tunisian stock market (Saadi et al., 2006); and Lopes
and Prass (2014) demonstrated long-run dependence features in volatility applied
to the Brazilian stock markets exchange index.
2.2.2 Literature on the moment property of conditional
heteroscedasticity models
This section focuses on the theoretical properties of conditional heteroscedastic-
ity models. Nelson (1990) investigated the stationary properties of GARCH-type
models. He and Teräsvirta (1999a, b) also examined the moment conditions of con-
ditional heteroscedasticity models. He and Teräsvirta (1999a) concentrated on the
fourth moment structure of a family of GARCH(1; 1) models and obtained expres-
sions for the fourth moment, kurtosis and the autocorrelation function of squared
observations for these models. They investigated a unied framework of theoretical
properties for seven di¤erent GARCH models1. He and Teräsvirta (1999b) demon-
strated the conditions for the existence of the unconditional fourth moment of the
higher-order GARCH process. However, they did not obtain the strictly stationary
1These models include the standard GARCH(1,1), absolute value GARCH (AVGARCH(1,1)),
nonlinear GARCH(1,1), volatility switching GARCH(1,1), TGARCH(1,1), fourth-order nonlinear
generalised moving-average conditional heteroscedasticity (4NLGMACH(1,1)), and generalised
quadratic ARCH(GQARCH(1,1)) models.
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condition for the GARCH-class models (see Ling and McAleer, 2002). Ling and
McAleer (2002) investigated the structural features of GARCH-class models, and
provided a su¢ cient condition for the existence of strictly stationary and ergodic
processes and a necessary and su¢ cient condition for the existence of moments. He
et al. (2008) showed how the autocorrelation function of squared and logarithmic
observations may be obtained as a limiting case from the asymmetric power ARCH
model. Their work proved that the autocorrelation function decays exponentially
from the rst lag.
Research has been carried out on the conditions for the existence of higher-
order moments in GARCH models (e.g. Giraitis et al., 2000a; Carrasco and Chen,
2002). Carrasco and Chen (2002) pointed out that most GARCH-class models
can be considered as generalised hidden Markov models. They focused on eight
GARCH(1; 1)-type models and derived su¢ cient conditions for the existence of
higher-order moments; they also provided su¢ cient conditions for the existence of
nite higher-order moments and a -mixing process.
With regard to the EGARCH-type models, Nelson (1991) derived the autocor-
relation function of the logarithm of the conditional variance and provided some
conditions for the strict stationarity of the EGARCH model when the logarith-
mic conditional variance has an innite moving average representation. Breidt
et al. (1998) obtained the autocorrelation function of squared and logarithmic ob-
servations following the EGARCH model. He et al. (2002) also investigated the
moment properties of the rst-order standard EGARCH model and the symmetric
and asymmetric logarithmic GARCH models. Their work derived conditions for
the existence of moments, and expressions for kurtosis and the autocorrelation of
positive powers of absolute-valued observations without assuming normal errors.
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Ruiz and Veiga (2008) investigated the statistical properties of a new stochas-
tic volatility model (A-LMSV) and the FIEGARCH(BM) model, and derived the
kurtosis and autocorrelation function for each model. They also found that the
kurtosis and correlation properties of absolute and squared returns are di¤erent,
but they have similar features for cross-correlations between the returns and the
power of absolute returns.
2.2.3 The memory property of conditional heteroscedas-
ticity models
The memory properties of conditional heteroscedasticity models have been consid-
ered in the literature. Firstly, the application of NED to measure the persistence
of time series has been examined. The idea of NED was rst introduced by Ibrag-
imov (1962), and then developed by Gallant and White (1988), Andrews (1988)
and Davidson (1994), among others. NED on a mixing process covers a large
number of the time series; for example, Gallant and White (1988) showed that an
autoregressive regression (AR)(1) process and ARMA with a nite order can be
near-epoch dependent on shocks, and that the innite ARCH process may be near-
epoch dependent, based on some additional conditions. Hansen (1991) showed that
GARCH (1; 1) processes are near-epoch dependent without assuming strict station-
arity. Davidson (2002) also demonstrated that some nonlinear processes satisfy the
condition of NED. Davidson (2004) proved that linear conditional heteroscedas-
ticity processes are near-epoch dependent. He introduced hyperbolic memory and
geometric memory based on the properties of the concept of NED, and showed that
no long memory appears in the stationary FIGARCH and IGARCH processes.
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Some of the previous studies indicated that the memory properties of condi-
tional variance and conditional mean models are not parallel. The memory prop-
erties of the latter models have been well established. In the I(0) process, shocks
die out at an exponential rate and the I(1) process has the longest persistence,
whereas shocks decay at a hyperbolic rate in the I(d) process with 0 < d < 1,
see Granger (1980), Granger and Joyeux (1980), and Hosking (1981). However,
in contrast to the I(1) process, the e¤ect of shocks to volatility decay at an ex-
ponential rate in the IGARCH process, more details are presented in Ding and
Granger (1996) and Davidson (2004). Ding and Granger (1996) found higher per-
sistence in the fractional ordered model than in the integrated model for foreign
exchange rate returns. This di¤ers from Ding et al. (1993), who found that there
is the strongest persistence with an integrated order of 1. They also proved that
the theoretical autocorrelation functions display exponential decay properties in
various GARCH (1; 1) processes, including the IGARCH model. Davidson (2004)
also proved that the IGARCH process has geometric memory by using the L0-
approximable method. Therefore, the memory property of the conditional mean
equation might be di¤erent from that of the corresponding conditional variance
equation (see e.g. Ding et al., 1993; Davidson, 2004).
2.2.4 The FCLT and fractional FCLT of conditional het-
eroscedasticity models
Several methods have been introduced to derive the FCLT for time series models.
For example, the mixing condition, weak dependence, association and NED can be
used to derive the FCLT (see e.g. Hansen, 1991; Hörmann, 2008; Davidson, 2002;
Lee, 2013, 2014).
33
NED is useful for establishing the FCLT and fractional FCLT for time series.
Andrews (1988) introduced the idea that NED processes satisfy the conditions
of the weak LLN. Hansen (1991) then applied the NED concept to show that
GARCH(1; 1) models satisfy the conditions for the weak and strong LLN, and
CLT, and established invariance principles for the GARCH(1,1) process. David-
son (2002) derived su¢ cient conditions for the CLT and FCLT to be satised in
nonlinear processes and semiparametric linear processes. Taking advantage of NED
on a mixing process, he established the FCLT for a group of nonlinear processes,
including GARCH, bilinear and threshold autoregressive models, satisfying the
conditions of NED on an independent process. He also proved a new FCLT for
semi-parametric linear processes, which belongs to the concept of NED on a mixing
process. Lee (2013) showed that both of the stationary GARCH process under a
second moment condition and the stationary ARMA-GARCH under the nite sec-
ond moment conditions are geometrically L2-NED. He also established the FCLT
for both models under weaker conditions, leading to no further restrictions on the
distributional assumptions of errors and higher-order moments
Berkes et al. (2008) derived the FCLT for an augmented GARCH model under
a nite second-moment condition using Theorem 21.1 from Billingsley (1968) (see
Lee, 2013). Lee (2014) also derived the FCLT for the augmented GARCH(p; q)
process by applying the NED approach, and provided the FCLT for the EGARCH
process as a special case of the augmented GARCH(p; q) process. However, the re-
sults from Lee (2014) did not consider the hyperbolic memory case of the EGARCH-
type models. Surgailis and Viano (2002) also considered a general stochastic volatil-
ity model, including the EGARCH and FIEGARCH(BM) models, in which they
investigated the covariance structure and dependence properties of these models.
The FCLT for the short and moderate memory of EGARCH models was estab-
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lished in Surgailis and Vianos (2002) study.
Davydov (1970) introduced the fractional FCLT for partial sums of the frac-
tionally integrated process, such that xt = (1 L) dut; where ut is an i.i.d. process
with a mean of zero, and provided a moment condition of Ejutjq <1 with q  4
and q >  4d=(d + 1=2) for the fractional FCLT of this process; Taqqu (1975)
provided a weaker moment condition, such that, Ejutjq < 1 with q  2 and
q > (d + 1=2) 1, see e.g. Johansen and Nielsen (2012). Davidson and De Jong
(2000) proved the weaker moment conditions for the fractional FCLT for some
NED processes in their Theorem 3.1. These previous studies were reviewed by Jo-
hansen and Nielsen (2012), who pointed out that the weaker moments conditions
may not be su¢ cient to support the fractional FCLT in some cases. They also pro-
vided a necessary moment condition for the fractional FCLT. Wu and Shao (2006)
investigated the FCLT for a class of fractionally integrated nonlinear processes.
Lee (2014) discussed the fractional FCLT for the FIGARCH processes by applying
the NED approach.
2.3 Exponential-type conditional heteroscedasticity mod-
els
Nelson (1991) introduced the exponential ARCH (1) (EARCH (1)) model, which
is dened by Equations (1.1) and (2.1):
lnht = ! +
1X
j=1
jg(zt j); 1 = 1; (2.1)
g(zt) = zt + [jztj   Ejztj], (2.2)
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where the lag coe¢ cients fjg, for all j  1, are lag coe¢ cients and real, non-
stochastic sequences, and can be negative or positive values, except j = 1. The
properties of the g(zt) function decide whether the EARCH(1) model can capture
the asymmetric feature of shocks to volatility or not. In other words, the well-
dened process g(zt) needs to be a function that includes the magnitude and the
sign of zt, such as Equation (2.2) (Nelson, 1991). The g(zt) function is composed
of two terms: zt and [jztj Ejztj]; these are orthogonal when zt is symmetrically
distributed.
g(zt) =
8><>: (   )zt   [jEjztj] zt < 0( + )zt   [jEjztj] zt  0: (2.3)
It is clear that the function g(zt) has the slope   when the sign of zt is negative,
and the slope +  when the sign of zt is non-negative. The sequence of g(zt) is a
linear combination of fztg, and the expectation value of g(zt) is zero. The variance
of the process g(zt) depends on the distribution of fztg as follows:
E

g(zt)
2

= E

(zt + [jztj   Ejztj])2

= 2E (zt)
2 + 2Ejztj2 + 2(Ejztj)2   22(E jztj)2 + 2E(ztjztj)
= 2 + 2   2(Ejztj)2 + 2E(ztjztj);
and since:
E(ztjztj)  E(z2t ) = 1 for all t 2 Z:
In this case, E [g(zt)2] is nite. For similar results, see Prass (2008). Nelson (1991)
also derived a stationarity condition and a condition for the existence of moments
of the innovation processes in his Theorem 2.1.
Nelson (1991) also dened the EGARCH(p; q) model, which is:
lnht = ! +
 (L)
'(L)
g(zt 1);
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where L denotes the back-shift operator, and  (L) = 1 +  1L +    +  qLq and
'(L) = 1   '1L        'pLp are polynomials in the lag operator. Let us now
suppose that the EGARCH(p; q) process satises the following assumption.
Assumption 2.3.1 Assume that j (z)j > 0 and j'(z)j > 0 for any jzj  1; and
that  (L) and '(L) have no common roots.
Based on a similar idea to Theorem 7.2.3(i) in Giraitis et al. (2012) for the
ARMA(p; q) model, we can rewrite:
 (L)
'(L)
=
1X
j=0
jL
j; (2.4)
with 0 = 0. Under Assumption 2.3.1, jzj  1, then for some  > 0, we have: (z)'(z)
 <1 for any jzj  1 + :
The convergence of  (z)='(z) means that:
jjzjj  jjj(1 + )j ! 0;
as j tends to innity. This also means that:
jjj  C(1 + ) j, where C is a constant and j > 1: (2.5)
If we set 1 +  = , then the EGARCH(p; q) process can be written as the
EARCH(1) model:
lnht = ! +
1X
j=0
jg(zt j),
with jjj  C j; where C is a positive constant, j > 1; and  > 1. Nelson (1991)
also proposed the EGARCH(1; 1) model, which can be written as Equations (1.1)
and (2.6):
lnht = w + g(zt 1) +  lnht 1: (2.6)
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This can be reorganised as the EARCH(1) model, such that:
lnht = ! +
1X
j=1
j 1g(zt j); (2.7)
where jj < 1 and ! = w=(1   ). Bollerslev and Mikkelsen (1996) extended the
EGARCH model to the FIEGARCH(p; d; q) model, which is dened as:
lnht = ! +
 (L)
'(L)
(1  L) dg(zt 1) (2.8)
= ! +
Pq
i=1  iL
i
1 Ppi=1 'iLi (1  L) dg(zt 1)
= ! +
1X
j=0
 d;jL
jg(zt 1);
where:
(1  L) d =
1X
j=0
 (j + d)
 (d) (j + 1)
; (2.9)
where p; q are non-negative integers and (1 L) d is the fractional di¤erencing op-
erator. The FIEGARCH(BM) model becomes an EGARCH model when d equals
0. The pure FIEGARCH(BM) model is dened as:
lnht = ! + (1  L) dg(zt 1) (2.10)
= ! +
1X
j=0
 d;jL
jg(zt 1):
The property of the lag coe¢ cients in the FIEGARCH(BM) model can be
investigated, similar to Giraitis et al.s (2012) Theorem 7.2.3 (ii) for the AR frac-
tional integrated MA (ARFIMA(p; d; q)) model. In the FIEGARCH(BM) model,
the memory parameter d may be either positive or negative, and
 d;j  Cjd 1
with C > 0.
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2.4 Moment properties of the exponential-type conditional
heteroscedasticity models
This section rst considers the nite-order moments of the general EARCH(1)
processes. Davidson (2004) emphasised that the amplitude property is a signicant
feature of volatility models. Amplitude is used to show how large the uctuations
in conditional variance and shocks to volatility may be. Amplitude is measured by
the sum of the lag coe¢ cients:
S =
1X
j=1
j.
For the general EARCH(1) processes, Nelson (1991) derived that P1j=1 2j <
1 is both a covariance stationary condition and a strictly stationary condition for
the process fln(ht)  !g, but it is only a strictly stationary and ergodic condition
for fexp( !)htg. In the simplest EGARCH (1; 1) model, when jj < 1, the sum
of the lag coe¢ cients can be dened as:
S =
1
1   : (2.11)
The investigation of the moment property of the EARCH(1) model is as follows.
First, set:
MP = E[
p
t ]; (2.12)
where MP does not depend on t, and p denotes the order of the moment. Next,
we consider the second moment of t:
M2 = E[
2
t ] = E[htz
2
t ]; (2.13)
when p = 2, and the processes of
p
ht and zt are independent. Then:
E[htz
2
t ] = E[ht]E[z
2
t ] = E[ht], since zt  i:i:d:(0; 1): (2.14)
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This equation means that the second moment of t is equal to the expectation value
of the conditional variance ht. The second moment of t can now be obtained by:
E[2t ] = E[ht] = E
"
exp
 
! +
1X
j=1
jg(zt j)
!#
(2.15)
= E
"
exp(!)  exp
 1X
j=1
jg(zt j)
!#
= exp(!)E
"
exp
 1X
j=1
jg(zt j)
!#
= exp(!)
1Y
j=1
E[exp(jg(zt j))]:
The nal equation is obtained because g(zt) is an i.i.d. process. An equivalent
expression can be written as:
E[exp( !)ht] =
1Y
j=1
E[exp(jg(zt j))]: (2.16)
Nelson (1991) showed that the condition of strict stationarity and ergodicity isP1
j=1 
2
j <1 for the process fexp( !)htg. However, this does not mean that the
processes are covariance stationary. In other words, a nite order of the uncondi-
tional moment may not exist. Thus, a further assumption about the distribution
of fztg is required to derive the unconditional expectation of exp(jg(zt j)):
In this chapter, the general generalised error distribution (GED(v)) will be con-
sidered as the distribution of fztg. Following Nelson (1991), the density function
of the GED, with a mean of zero and a variance of one, is dened as:
f(z) =
v exp[ (1
2
jz=jv)]
2(1+1=v) (1=v)
; (2.17)
where  1 < z < +1, 0 < v < 1; v denotes the the tail-thickness parameter,
 () is the gamma function and:
 =

2( 2=v) (1=v)
 (3=v)
1=2
: (2.18)
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The GED can exhibit a di¤erent distribution with a di¤erent value of v. The
normal distribution is a special case of the GED when the tail-thickness parameter
v equals 2. The tail of the distribution of zt is thicker than the normal distribution
when v is less than 2 and is thinner than the normal distribution when v is greater
than 2.
In the rst place, let us consider the special case of GED(2), assuming that
fztg is an i.i.d. N(0; 1) and setting g(zt) as Equation (2.2). It can be seen that
g(zt) is a linear combination of zt and jztj, and can include both the magnitude
and the sign of the shocks depending on the parameters  and . Therefore, the
leverage e¤ect of the process can be performed by g(zt): It can also be seen that
the process fg(zt)g is an i.i.d. random sequence with a mean of zero. According
to Nelson (1991, Theorem A1.1), we can derive the following:
E[exp (g(zt j)b)] <1; (2.19)
where b is one of the lag coe¢ cients j. We then have:
1Y
j=1
E[exp(jg(zt j))] <1: (2.20)
and then:
E

2t

= E [ht] = exp(!)
1Y
j=1
E[exp(jg(zt j))] <1: (2.21)
Thus the second moment of t exists. Secondly, considering the fourth moment
case, let:
E

z4t

= 4: (2.22)
Since the processes zt and
p
ht are independent, the fourth moment is:
E

4t

= E

z4t h
2
t

= E

z4t

E

h2t

= 4  E

h2t

; (2.23)
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where:
E

h2t

= E
"
exp
 
! +
1X
j=1
jg(zt j)
!#2
(2.24)
= exp(2!)
( 1Y
j=1
E[exp(jg(zt j))]
)2
:
Similarly, according to Nelson (1991), the inequality (2.20) holds, then:( 1Y
j=1
E[exp(jg(zt j))]
)2
<1; (2.25)
and since it is assumed that 4 < 1. These ensure that the fourth moment of t
is nite. Equation (2.24) can be extended to the nth (n <1) moment of ht :
E [hnt ] = E
"
exp
 
! +
1X
j=1
jg(zt j)
!#n
(2.26)
= exp(n!)
" 1Y
j=1
E
 
exp
 
jg(zt j)
#n
< 1;
assuming that:
n <1: (2.27)
The nth moment also exists for EARCH(1) models. This condition also supports
the NED of the EARCH(1) processes, which will be explained in the next section.
The discussion above is based on the assumption that the process fztg has a normal
distribution. For the general GED case, Nelson (1991, A 1.2) showed that if we
assume the process fztg i.i.d.GED(v) with a mean of zero and a variance of one,
then:
E[znt exp(g(zt)b)] <1; (2.28)
when v is greater than 1 and without other restrictions. However, when v is less
than 1, it must satisfy b + jbj  0, which is the requirement for the existence
of a nite order of moment. If v equals 1, it needs b + jbj  p2 to meet the
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requirement for the existence of a moment. For the EGARCH(1,1) model, He et
al. (2002) derived conditions for the existence of the second and fourth moments.
2.5 Memory properties of the exponential-type conditional
heteroscedasticity models
Research on the memory property of conditional heteroscedasticity models is cru-
cial for volatility forecasting. Davidson (2004) investigated the memory proper-
ties of linear conditional heteroscedasticity models by applying the NED concept.
With regard to the memory characteristic of ARCH-type models, he introduced
two kinds of memory: hyperbolic and geometric memory. Motivated by David-
son (2004), this section aims to derive conditions for the process ftg following the
EARCH(1) model is Lp-NED on fztg, for either p = 1 or p = 2, and to investigate
the memory properties of EGARCH-type models by applying the NED approach.
Moreover, considering the memory properties of these models, this section also
introduces a general expression of the exponential-type conditional heteroscedas-
ticity model HY/FIEGARCH(DL).
2.5.1 Memory properties of the EGARCH-type models
The notation used in this section is as follows. The parameter a is used to measure
the hyperbolic memory, where:
j = O(j
 1 a): (2.29)
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The parameter  is used to measure the geometric memory, such that:
j = O(
 j): (2.30)
Moreover, we denote the Lp norm of a random variable Xt as jjXtjjp = (EjXtjp)1=p.
In order to study the memory properties of these models, two moment inequalities
in Lemma 2.5.2 of Giraitis et al. (2012) are essential to be recalled.
Lemma 2.5.1 (Lemma 2.5.2 of Giraitis et al., 2012) Let p  1 and fYt; Fj; 1  j  ng
be a martingale di¤erence sequence with E jYjjp < 1. For every n  1; when
1  p  2 :
E

nX
j=1
Yj

p
 2
nX
j=1
E jYjjp :
When p > 2;
E

nX
j=1
Yj

p
 Cp
 
nX
j=1
(E jYjjp)2=p
!p=2
;
with a constant Cp > 0 depending only on p. These inequalities are valid for n =1
as long as the series on the right-hand side of them are convergent.
The idea of how to show this lemma is based on the von Bahr and Esseen
(1965) inequality for 1  p  2 and Rosenthals inequality (see Hall and Heyde,
1980). The proof of this lemma is provided in Giraitis et al. (2012).
And following, the denition of NED is given in Denition 2.5.1.
Denition 2.5.1 Assume that ftg is a function of the whole past and future
history of process fzt; 1 < t < +1g. Set F t+mt m = fzt m;:::;zt+mg; the -eld
generated by the near epoch of the process fztg. The process ftg is then said to
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be nearepoch dependent in the Lp-norm (Lp-NED) on fztg of size2  a0 if:
jjt   E(tjF t+mt m )jjp  dptvm(a) for p > 0; (2.31)
where fdptg is a sequence of positive constants, vm(a) = m a for a > a0; and
m a ! 0 as m!1.
This denition is drawn from Davidson (1994, Denition 17.1). Denition 2.5.1
denes hyperbolic NED. The process can be considered as geometric NED if the
term vm(a) = m a is replaced by vm() =  m (see e.g. Andrews, 1988; Davidson,
2004). The terms m a and  m both converge to 0 but at di¤erent decay rates, as
m tends to innity. Davidson (2002, 2004) veried that the t process is Lp-NED
on fztg; for either p = 1 or p = 2, for GARCH-class models. Following a similar
procedure, this section shows the NED properties of EARCH-type models.
In the EARCH(1) model, because t =
p
htzt, and zt i.i.d.(0; 1), then:
t   E tjF t+mt m p = phtzt   E hphtztjF t+mt mip (2.32)
= jjztjjp
pht   E hphtjF t+mt mi
p

pht   E hphtjF t+mt mi
p
:
The above inequality is obtained by:
jjztjjp  1; (2.33)
where p = 1 or p = 2. Therefore, if:pht   E hphtjF t+mt mi
p
 dptvm(a) (or dptvm()); (2.34)
2The terminoligy "size" can be used to denote the decay rate of the mixing numbers. It is also
applied to describe a sequence which is -mixing of size  '0 if m = O(m ') for some ' > '0.
(see e.g. White, 1984; Davidson, 1994)
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then: t   E tjF t+mt m p  dptvm(a) (or dptvm()); (2.35)
respectively. By Equation (2.1), the conditional variance can be written as:
ht = exp
 
! +
1X
j=1
jg(zt j)
!
; 1 = 1: (2.36)
Then, p
ht =
"
exp
 
1
2
! +
1
2
1X
j=1
jg(zt j)
!#
: (2.37)
Based on Equations (2:36) and (2:37), it is straightforward to see that if:
ht   E htjF t+mt m p  dptvm(a) (or dptvm()); (2.38)
where dpt < 1, for p = 1 or p = 2, then Equation (2:34) holds, and vice versa.
Furthermore, Equation (2:35) also holds. This means that if the processes fhtg
or fphtg are Lp-NED on fztg; then the process ftg is also Lp-NED on fztg, for
either p = 1 or p = 2. In other words, to obtain the NED properties of ftg, it is
essential to prove the inequalities of (2.38) or (2.34).
The general EARCH(1) process is given in Equation (2:36). First, denote:
Gt =
1X
j=1
jg(zt j): (2.39)
Here, the expression of the Lp-NED of the conditional variance is:
hkt   E hkt jF t+mt m p = exp (k(! +Gt))  E[exp (k(! +Gt)) jF t+mt m ]p ;
where p = 1; 2, k = 1=2 or k = 1. Since, by the Liapunovs inequality3,
Ejhkt   E

hkt jF t+mt m
 j  hkt   E hkt jF t+mt m 2 ;
3This is also called norm inequality: If a > b > 0; then kXka  kXkb : See e.g. Davidson
(1994).
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and the L2-NED plays a more important role for the limit theorem of the processes,
thus this study mainly focuses on the L2-NED of

hkt
	
.
Based on the moment conditions and the properties of EGARCH-type models,
the memory properties of the EGARCH-type models can be seen from Theorems
2.5.2 and 2.5.3. Firstly, the hyperbolic property of the EARCH(1) model can be
derived.
Theorem 2.5.2 If jjj  Cj 1 a for j > 1, C > 0, a > 0, kg(zt)kq < 1, and
jjh2kt jjq=(q 1) <1, then:
jjhkt   E(hkt jF t+mt m )jj2  d2tvm(a); (2.40)
where k = 1=2 or k = 1 and fd2tg is a sequence of positive constants. Therefore,
if 1 < q  2; hkt	 and t are L2-NED on fztg; of size 12 1q   1  a0, where
(a > a0 > 0); if q > 2,

hkt
	
and ftg are L2-NED on fztg; of size 12
  a0   12,
where (a > a0 > 0). When  1=2 < a < 0;

hkt
	
and ftg are L2-NED on fztg;
of size 1
2

1
q
  1  a0

; where

1
2

1 + a  1
q

> a0 > 0

if 1 < q  2; and of size
1
2
  a0   12 ; where  12  a+ 12 > a0 > 0 if q > 2.
According to the properties of the lag coe¢ cients, the FIEGARCH(BM) model
is a case of hyperbolic processes when  1=2 < d < 0, where d is same as  a.
However, the memory parameter may also have a positive value in the FIE-
GARCH(BM) model. When the memory parameter is 0 < d < 1=2, this model
is able to capture long memory because of the non-summable properties of the
absolute lag coe¢ cients.
The following theorem shows that the EARCH(1) model has geometric mem-
ory.
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Theorem 2.5.3 If jjj  C j for j > 1, C   > 1, kg(zt)kq < 1, and
jjh2kt jjq=(q 1) <1, for q > 1, then:hkt   E hkt jF t+mt m 2  d2tvm(), (2.41)
where k = 1=2 or k = 1, and f d2tg is a sequence of positive constants. Therefore,
hkt
	
and ftg are geometrically L2-NED.
According to this theorem, the process ftg in EARCH(1) processes can be
geometrically L2-NED. The geometric NED means that the impacts of shocks on
current or future volatility decay at a geometric rate. Therefore, EARCH(1) mod-
els can capture geometric memory. The simplest example is the EGARCH(1; 1)
model, since j = 
j 1 and jj < 1, then it has geometric memory. Similar results
can also be held for the EGARCH(p; q) process, by the condition (2.5).
2.5.2 The HYEGARCH and FIEGARCH(DL) models
The EARCH(1) processes can capture geometric, hyperbolic and long memory in
volatility. In order to distinguish the memory properties of EGARCH-type models,
a general framework of the HY/FIEGARCH(DL)(p; d2; q) model is used, which is
dened as:
lnht = ! + (L)g1(zt); (2.42)
where4 g1(zt) = jztj   Ejztj+ zt and:
(L) =

1  (L)(1 + ((1  L)
d2   1)
'(L)

; (2.43)
where (L) = 1  1L+   + pLp; and '(L) = 1  '1L       'pLp; and:
(1  L)d2 = 1 
1X
j=1
bjL
j;
4This is because of the parameters in (L); the coe¢ cient of jztj   Ejztj; is dened as 1.
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with:
bj =
8><>:
d2 (j d2)
 (1 d2) (j+1) d2  0
  (j d2)
 ( d2) (j+1) d2 < 0
, j  1:
And the Stirlings approximation of bj is given as:
bj = O(j
 1 d2):
The HY/FIEGARCH(DL) process can be also written as:
lnht = ! +

1  (L)
'(L)
 
1 + 
 
(1  L)d2   1 g1(zt):
It is an EGARCH(p; q) process with  = 1 when d2 = 0. The pure HY/FIEGARCH(DL)
is:
lnht = ! + (1 
 
1 + 
 
(1  L)d2   1)g1(zt) (2.44)
= ! + (1  (1  L)d2)g1(zt)
= ! + 
 
1 
 
1 
1X
j=1
bjL
j
!!
g1(zt)
= ! + 
1X
j=1
bjg1(zt j):
Two distinct cases exist:
Case 1 : HYEGARCH occurs when 0 < d2 < 12 and  > 0, and thus bj > 0,
j  1, with the lag coe¢ cients being summable.
Case 2 : FIEGARCH(DL) occurs when  1
2
< d2 < 0 and  < 0, and thus
bj > 0, j  1, with the lag coe¢ cients not being summable.
It is worth noting that d2 in the HY/FIEGARCH(DL) process is di¤erent from
d in the FIEGARCH(BM) process, and d2 has the same sign as a in Theorem
2.5.2. This means that HYEGARCH processes have hyperbolic memory and FIE-
GARCH(DL) processes can capture long memory in volatility.
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2.6 FCLT and fractional FCLT for the EGARCH-type mod-
els
To derive the main results of the FCLT and fractional FCLT for the relevant
processes in the EGARCH-type models, several important theorems must rst be
recalled. Let the stochastic process Xn : [0; 1]! R be dened as:
Xn() = 
 1
n
[n]X
t=1
(xt   Ext); 0 <   1; (2.45)
where 2n = V ar(
Pn
t=1 xt) and [x] denotes the largest integer not exceeding x. If
Xn of Equation (2.45) converges weakly to Brownian motion, then the process xt
holds the FCLT. And this yields a CLT when  = 1. Recall that Davidsons (2002)
Theorem 1.2, which proposes Assumptions A1-A3:
A1. xt is L2-NED of size  1=2 on the underlying i.i.d. process fzsg with respect
to the constants dt  jjxtjjr;
A2. suptEjxt   Extjr < 1, for r  2; if r = 2; then f(xt   Ext)2g is uniformly
integrable;
A3. 2n=n! 2 > 0 as n!1:
Let !d denote the convergence in distribution and let B denote standard
Brownian motion on [0; 1].
Theorem 2.6.1 (Theorem 1.2 in Davidson (2002)) If Conditions A1A3 in As-
sumption A hold, then Xn !d B. This means that Xn converges in distribution to
standard Brownian motion.
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To derive Condition A3, we can use Theorem 21.1 of Billingsley (1968), which
is recalled as follows.
Theorem 2.6.2 (Theorem 21.1 in Billingsley (1968)) Suppose that fztg is '-
mixing with
P
'
1
2
t < 1 and that the t, as dened by t = f(:::; zt 1;zt; zt+1; :::),
n = 0;1;2; :::; (where zt occupies the 0th place in the argument of f) have mean
0 and nite variance. Suppose further that there are random variables of the form:
m;t = fm(zt m:::; zt; :::; zt+m) = EftjF t+mt mg;
where the subscript m; t indicates a pair, not a product, such that:
1X
m=1
(Efj0   m;0j2g)
1
2 <1:
In this case, the series:
2 = Ef20g+ 2
1X
k=1
Ef0kg
converges absolutely. If 2 > 0 and Xn is dened by Equation (21.10), then:
Xn !d W:
The fractional FCLT is dened as follows, if Xn is given by:
Xn() = 
 1
n
[n]X
t=1
(xt); 0 <   1; (2.46)
and if we let:
xt = (1  L) dut; (2.47)
where 2n = E [
Pn
t=1 xt]
2. For the case where 0 < d < 1=2, Theorem 3.1 of
Davidson and De Jong (2000) can be applied to derive the fractional FCLT of xt
under Assumptions B1-B4 for the sequence fut; 1 < t <1g :
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B1. It has a zero mean.
B2. It is uniformly Lr-bounded for r > 2.
B3. It is L2-NED of size  1=2 on zt with dt = 1, where zt is either an -mixing
sequence of size  r=(r   2) or a  mixing sequence of size  r=(2(r   1).
B4. It is covariance stationary and 0 < 2u <1, where:
2u = lim
n!1
1
n
1X
t=1
1X
s=1
E(utus):
Theorem 2.6.3 (Theorem 3.1 in Davidson and De Jong, 2000) Xn is dened
by (2:46) and (2:47) ; where 0 < d < 1=2, and satisfy Assumptions B1B4, then
Xn !d X, where X is fractional Brownian motion.
For the case where  1=2 < d < 0, Johansen and Nielsen (2012) provide a neces-
sary moment condition of futg in their Theorem 1, which means that Assumption
B2 requires futg to be uniformly Lr-bounded for r  2 and r  (d+ 1=2) 1.
2.6.1 The FCLT for the EGARCH(p; q) process
In this subsection, Theorem 2.6.1 is used to establish the FCLT for the EARCH(1)
representation of EGARCH(p; q) processes. By Theorem 2.5.3, EGARCH(p; q)
processes are geometrically L2-NED on the underlying i.i.d. process fztg. There-
fore, Condition A1 in Assumption A can be satised. For Condition A2, because
fhtg is covariance stationary with E [ht]2 < 1 in Section (2:4), fhtg is uniformly
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integrable, such that:
sup
t
Ejht   E [ht] j2
= sup
t
Ejh2t   2htE [ht] + (E [ht])2j
 sup
t
E

h2t
  (E [ht])2
< 1:
For Condition A3, using Billingsleys (1968) Theorem 21.1, let t = lnht   ! and
mt = Ef(lnht   !) jF t+mt mg. According to the L2-NED properties of the fGtg
shown in Equation (2.59), flnht   !g is also L2-NED and thus
P1
m=1(Efj0  
m0j2g)
1
2 < 1. Therefore, n 12 = n 1var(Pnt=1 (lnht   !)) converges. By the
inequality (2.50), let q = 2; that is:
Ej
p
ht   E(
p
htjF t+mt m )j (2.48)
  jj exp(!) exp[Gt   (Gt   E(GtjF t+mt m ))]jj2jjGt   E(GtjF t+mt m )jj2 12 ;
where 0 <  < 1; and jj exp(!) exp[Gt (Gt E(GtjF t+mt m ))]jj2 <1. Thus
p
ht
	
satises Condition A3 as well. Therefore, following Theorem 1.2 in Davidson
(2002), the EGARCH(p; q) process satises the conditions for the FCLT, as well
as the ftg process.
Lee (2014) considered the EGARCH model as an example of an augmented
GARCH(p; q) process applying BoxCox transformation, and also proved the FCLT
for the EGARCH process. In order to show that jhtjv and jtjv (v > 0) satisfy
the FCLT, Lees (2014) paper provides similar conditions:
qX
j=1
j'ij   1 < 1,
E
"
exp
 
4v
qX
j=1
j!=p+ g(zt)j2
!#
< 1 and E jz0j2v < 1. However, Lees paper
did not cover the limit theorem of the hyperbolic memory and long memory cases
of EGARCH-type models. The following of this section investigates the limit the-
orem of these processes.
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2.6.2 Investigation of the FCLT and fractional FCLT for
the FIEGARCH(BM) process
This subsection aims to derive the FCLT or fractional FCLT for the FIEGARCH
(BM) process under di¤erent signs of the memory parameter d. The FIEGARCH
(BM) process is dened in Equations (2.2) and (2.8), and the pure FIEGARCH(BM)
process is given in Equation (2.10). To establish the fractional FCLT for the pure
FIEGARCH(BM) with 0 < d < 1=2, the Theorem 3.1 in Davidson and De Jong
(2000) can be applied. Here, let us assume ut = g(zt 1), according to the prop-
erties of the g(zt) function, which is a white noise. It is then straightforward to
determine that g(zt 1) satises all the conditions in Assumption B. Therefore, it is
easier to verify that the flnht   !g process satises the fractional FCLT. However,
unlike the EGARCH models, the limit theorem of ht cannot be directly obtained
from that of flnht   !g because of the fractional di¤erence term.
The fractional FCLT for the FIEGARCH(BM)(p; d; q) process, with 0 < d <
1=2, which is dened in Equation (2.8), is provided in Theorem 2.6.4. Let us set
the Xn(BM) as
Xn(BM)() = 
 1
n
[n]X
t=1
flnht   !g , 0 <  < 1
where
lnht   ! = (1  L) d (L)
'(L)
g(zt 1):
Then, by Theorem 3.1 in Davidson and De Jong (2000), the Theorem 2.6.4 is
established as follows.
Theorem 2.6.4 Suppose that ut = ( (L)='(L)) g(zt 1) and that 0 < d < 1=2
satisfy the Assumption B, and supt kg(zt 1)kr < 1 for r > 2 and  > 1. Then,
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Xn(BM) !d X, where X is a fractional Brownian motion.
However, in the FIEGARCH(BM) process, the limit theorem of the ftg process
cannot be directly obtained by the fractional FCLT of the partial sum of flnht   !g.
It would be worth investigating the FCLT or fractional FCLT for ftg in further
studies. In addition, for the limit theorem for the case when d is negative, Theo-
rem 3.1 of Davidson and De Jong (2000) cannot be applied, but the method from
Johansen and Nielsen (2012) might be useful for deriving the limit properties of
the FIEGARCH(BM) process. This would also be an interesting avenue for further
research.
2.6.3 Investigation of the FCLT and fractional FCLT for
the HYEGARCH and FIEGARCH(DL) processes
This subsection aims to establish the FCLT and fractional FCLT for the pure
HY/FIEGARCH(DL)(0; d2; 0) processes, and for the higher-order HYEGARCH
and FIEGARCH(DL)(p; d2; q) processes, which can be similarly derived.
First, consider the HYEGARCH(0; d2; 0) model with 0 < d2 < 12 and set  =
1 > 0 without loss of generality. The HYEGARCH model is now:
lnht = ! + (1 
 
1 +
 
(1  L)d2   1)g1(zt)
= ! + (1  (1  L)d2)g1(zt)
= ! +
1X
j=1
bjg1(zt j);
where bj > 0, and bj =
d2 (j d2)
 (1 d2) (j+1) . Let us set thatXn(HY ) as
Xn(HY )() = 
 1
n
[n]X
t=1
flnht   !g , 0 <  < 1
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where
lnht   ! =
 
1  (1  L)d2 g1(zt):
Then, by Theorem 1.2 in Davidson (2002), the Theorem 2.6.5 is established as
follows.
Theorem 2.6.5 In the HYEGARCH process, under the Assumption A, and sup-
pose that supt kg1(zt 1)kr < 1 for r > 2. Then Xn(HY ) !d X, where X is
Brownian motion.
For the pure FIEGARCH(DL) process with  1
2
< d2 < 0, without loss of
generality, let  =  1 < 0, then:
lnht   ! = ((1  L)d2   1)g1(zt): (2.49)
Let us set thatXn(FI) as
Xn(FI)() = 
 1
n
[n]X
t=1
flnht   !g , 0 <  < 1:
Since the Equation (2.49) can be written as follows:
lnht   ! =
 
1  (1  L)d2 g1(zt)
= (1  L)d2(1  (1  L) d2)g1(zt)
where  1=2 < d2 < 0. Then, by Theorem 3.1 of Davidson and De Jong (2000),
the fractional FCLT can be established for the FIEGARCH(DL) as follows.
Theorem 2.6.6 In the FIEGARCH(DL) process, let ut = (1  (1  L) d2)g1(zt),
satisfying Assumption B, and supt kg1(zt 1)kr <1 for r > 2 . Then
Xn(FI) !d X;
where X is fractional Brownian motion.
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Theorems 2.6.5 and 2.6.6 show that flnht   !g obeys the FCLT and fractional
FCLT in the HYEGARCH and FIEGARCH(DL) processes, respectively. Similar
to the FIEGARCH(BM) process, the limit theorem of the ftg process cannot
be obtained by the limit property of the partial sum of flnht   !g. Theorem
2.5.2 shows that ftg is L2-NED of size 12 (1=q   1  a0) when 1 < q  2; and
of size 1
2
  a0   12 when q > 2 where 0 < a0 < a < 1=2. However, in the
HYEGARCH process, the NED size of ftg cannot be  1=2, and therefore, the
Theorem 1.2 of Davidson (2002) cannot be applied here, this is also the case for
the FIEGARCH(DL). Some other methods may be more appropriate, which may
be researched in future studies.
2.7 Simulation for the memory properties of HYEGARCH
and FIEGARCH(DL) processes
In this section, Monte Carlo experiments are used to simulate the memory prop-
erties for pure HYEGARCH and FIEGARCH processes.
2.7.1 Data generating process
The processes generated using the HY/ FIEGARCH(DL)(0; d; 0)5 models are de-
ned as:
lnht = ! + (1  (1  L)d)g1(zt);
5For the simple notation in these simulations, d in this section denotes the d2 in the
HY/FIEGARCH(DL) processes, which is dened in Section 2.5.2.
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where:
g1(zt) = [jztj  
p
2=]:
Here, the memory parameter d can either be positive or negative, and the
parameter  has the same sign as d. In this experiment, for the FIEGARCH(DL)
process, x  =  1 when d < 0, and set d =  0:1; 0:2;   ; 0:5; for the
HYEGARCH process, x  = 1 when d > 0, such that d = 0:1; 0:2;   ; 0:5. The
intercept ! is set as zero. Similar simulation results have also been obtained when
setting ! as 1 but these are not presented in this thesis.
2.7.2 Estimation procedure and simulation results
The GPH estimation is used to estimate the memory parameters of the jtj gener-
ated by the HYEGARCH and FIEGARCH(DL) processes.
Tables 2.16 and Figure 2.1 show the results for 10,000 observations. The re-
ported values are the averages of N=1000 Monte Carlo replications of the genera-
tion process. It is evident that these processes show that the GPH estimators for
jtj are very close to zero and even the GPH estimator of d = 0:2 is slightly larger
than that of d = 0:1 in the HYEGARCH model, whereas these estimators are
larger than 0 and less than 1=2 in the FIEGARCH(DL) process. This shows that
although the HYEGARCH process has a hyperbolic memory property, it is not
long memory, whereas the FIEGARCH(DL) model can capture the long memory
property when it exists.
6These simulation results are obtained by using TSM.
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2.8 Conclusion
This chapter has investigated the moment and memory properties of EGARCH-
type models. The moment and memory properties of the EARCH(1) process
depend on the distributions of the underlying process (zt). A nite-order moment
of the conditional variance exists when zt is normally distributed and when zt
has a non-normal distribution under appropriate conditions. The NED concept
has been used to measure the memory properties of EARCH-class models, and
the results show that general EARCH(1) processes can have hyperbolic memory,
long memory or geometric memory. The EGARCH(1; 1) model has geometric
memory. The FIEGARCH(BM) model has hyperbolic memory when the memory
parameter d < 0 and has a long memory with a positive memory parameter d.
A similar property can be shown in the HYEGARCH process (with hyperbolic
memory) and FIEGARCH(DL) embodies the long memory property.
The FCLT and fractional FCLT have been established for EGARCH-type mod-
els under NED on an independent process. The FCLT and fractional FCLT are
important in studying the asymptotic property of the estimator in parametric time
series models. This chapter constructed the FCLT for the partial sum of the re-
turn process following EGARCH models, and showed that the partial sums of the
flnht   !g processes in both the FIEGARCH(BM) model with positive d and
the FIEGARCH(DL) model hold the fractional FCLT, by applying the NED ap-
proach. However, the limit theorem of the return process ftg and the square of
the volatility fhtg merit further research. Moreover, it would also be worth inves-
tigating how to apply the FCLT or fractional FCLT for the score function of the
QMLE in EGARCH-type models.
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T 0:5
True bdGPH(abs)
dHY E Mean SD
0.1 0.023 0.070
0.2 0.025 0.069
0.3 0.021 0.071
0.4 0.016 0.068
0.5 0.012 0.068
T 0:5
True bdGPH(abs)
dFIE Mean SD
-0.1 0.052 0.067
-0.2 0.122 0.068
-0.3 0.214 0.072
-0.4 0.314 0.071
-0.5 0.417 0.075
Table 2.1: Simulation results for the HYEGARCH and FIEGARCH(DL) processes.
Note: This table provides the simulation results for the HYEGARCH(0; d; 0) and
FIEGARCH(DL)(0; d; 0) processes. These simulations were run with 10; 000 obser-
vations. For the DGP of the HYEGARCH processes, set  = 1 when d > 0, such
that d = 0:1; 0:2; 0:3; 0:4; 0:5. That of FIEGARCH(DL) processes, set  =  1;
when d < 0, and set d =  0:1; 0:2; 0:3; 0:4; 0:5. The intercepts in both
models were set as zero. The GPH estimators for the memory parameters are
reported as the averages of 1000 Monte Carlo replications. It can be seen from
this table that the estimated memory parameters in HYEGARCH processes are
very close to zero, and the persistence increased with the decreasing of d in FIE-
GARCH(DL) processes.
Figure 2.1: Simulation plots of the pure HYEGARCH and FIEGARCH(DL) mod-
els. Note: This gure provides a corresponding plot of the simulation results
presented in Table 2.1. The estimated memory parameters in the HYEGARCH
and FIEGARCH(DL) models are indicated by a blue line and a red line, respec-
tively. It is clear to see that the estimated memory parameters in the HYEGARCH
model are very close to zero but, in the FIEGARCH(DL) model, the estimated
memory parameters increase consistently with the absolute value of d.
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2.9 Appendix A
2.9.1 Proof of Theorem 2.5.2
Proof of Theorem 2.5.2. The expression of L2-NED is:
hkt   E hkt jF t+mt m 2 (2.50)
=
exp (k(! +Gt))  E[exp (k(! +Gt)) jF t+mt m ]2
 jj exp (k(! +Gt))  exp(E

(k(! +Gt)) jF t+mt m

)jj2
=

E
exp [k(! +Gt)]  exp  E k (! +Gt) jF t+mt m ]2 12
  E exp [2k(! +Gt)]  exp  2kE (! +Gt) jF t+mt m ] 12
  E 2k exp(2k!) exp[2k(1  )Gt + 2kE GtjF t+mt m ] Gt   E GtjF t+mt m ) 12 (2.51)

p
2k
exp(!) exp Gt   (Gt   E GtjF t+mt m )2k
q=(q 1)
Gt   E GtjF t+mt m )q 12 ;
where 0 <  < 1; q > 1. The inequalities are obtained by the Theorem 10.127
from Davidson (1994), ja  bj2  ja2   b2j, where a > 0; b > 0; the mean value
theorem, and Hölder inequality respectively. Next, set:
Rt =

exp(!) exp

Gt   (Gt   E

GtjF t+mt m

)
2k
; (2.52)
and:
Pt =
Gt   E GtjF t+mt m  ; (2.53)
then: hkt   E hkt jF t+mt m 2  p2k kRtkq=(q 1) kPtkq 12 : (2.54)
7Let Y^ denote any F-measurable approximation to Y . Then
kY   E (Y jF)k2 
Y   Y^ 
2
:
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To prove that fhtg is NED, it requires to bound the righthand side of inequality
(2.54). Firstly, to bound jjPtjjq, since fGtg is a linear process, by Theorem 1 in
Davidson (2004) and Davidson (1994, Chapter 17), it is easy to show the NED
properties of the fGtg process. Accordingly, the fGtg process can be written as:
Gt =
mX
j=1
jg(zt j) +
1X
j=m+1
jg(zt j); (2.55)
and:
E

GtjF t+mt m

= E
" 
mX
j=1
jg(zt j) +
1X
j=m+1
jg(zt j)
!F t+mt m
#
(2.56)
=
mX
j=1
jg(zt j):
The second equality is obtained because the process fg(zt)g is the linear combina-
tion of zt and jztj and with mean zero, since the process fztg is an i.i.d. with mean
zero and variance one. Substituting (2.55) and (2.56) into Pt yields:
kPtkq =

1X
j=m+1
jg(zt j)

q
: (2.57)
Thus, for the term jjRtjjq=(q 1):
jjRtjjq=(q 1) =
 exp (!) exp Gt     Gt   E GtjF t+mt m 2k
q=(q 1)
(2.58)
=

"
exp
 
! +
1X
j=1
jg(zt j)  
1X
j=m+1
jg(zt j)
!#2k
q=(q 1)
=

"
exp
 
! +
1X
j=1
jg(zt j)
!
exp
 
 
1X
j=m+1
jg(zt j)
!#2k
q=(q 1)
=
h2kt
"
exp
 
 
1X
j=m+1
jg(zt j)
!#2k
q=(q 1)
:
By Taylor expansion exp(x) = 1 +O(x); as x! 0, then:
exp
"
 
1X
j=m+1
jg(zt j)
#
= 1 +Op
"
 
1X
j=m+1
jg(zt j)
#
:
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Therefore,
jjRtjjq=(q 1) =
h2kt
"
1 +Op
 
 
1X
j=m+1
jg(zt j)
!#2k
q=(q 1)
 h2kt q=(q 1) +
h2kt Op
 
 
1X
j=m+1
jg(zt j)
!2k
q=(q 1)
:
This inequality is obtained by applying the Minkowski inequality. However, to
obtain the upper bounds for kPtkq and jjRtjjq=(q 1), further conditions on the lag
coe¢ cients j are required. If we assume that:
jjj  Cj 1 a; (a > 0);
and by Equation (2.57) and Lemma 2.5.1 (because g(zt j) is i.i.d. with mean
zero and nite variance and Yj = jg(zt j) satisfy the condition of martingale
di¤erence), and suppose kg(zt)kq <1, if 1 < q  2:
jjPtjjq =
"
E

1X
j=m+1
jg(zt j)

q# 1q
(2.59)

"
2
1X
j=m+1
E
jg(zt j)q
# 1
q

"
2E jg(zt)jq
1X
j=m+1
jq
# 1
q

"
2E jg(zt)jq
1X
j=m+1
jq
# 1
q
= [2E jg(zt)jq]
1
q O(m1=q 1 a)
= dtvm;
where dt = [2E jg(zt)jq]
1
q <1 and vm = O(m1=q 1 a). Therefore, the process fGtg
is Lq-NED on fztg, of size (1=q   1  a0) (a > a0 > 0). Then, for:
jjRtjjq=(q 1) 
h2kt q=(q 1) + h2kt Op(m(1=q 1 a))2kq=(q 1) ; (2.60)
63
by the moment condition (2:26), jjh2kt jjq=(q 1) in inequality (2.60) is bounded. Then,
the second term is also bounded. Thus, jjRtjjq=(q 1) is nite. Thus, the process
hkt
	
, for k = 1=2 or 1, holds L2-NED on fztg, of size 12 (1=q   1  a0) ; where
(a > a0 > 0), and the ftg is also a L2-NED. For the simple case, if let q = 2, under
the conditions of jjh2kt jj2 <1 and jjg(zt)jj2 <1, it can be obtained that jjRtjj2 <
1, jjPtjj2 < 1, d2t =
p
2k

jjh2kt jj2 + jjh2kt Op(m2k( a 
1
2))jj2
 1
2 
2E jg(zt)j2
 1
4 <
1. Thus, the process hkt	, for k = 1=2 or 1, holds L2-NED on fztg, of size
1
2
  a0   12, where (a > a0 > 0), and the ftg is also a L2-NED. If q > 2:
jjPtjjq 
"
E

1X
j=m+1
jg(zt j)

q# 1q
 Cq
" 1X
j=m+1
 
E
jg(zt j)q2=q
# 1
2
= Cq
"
(E jg(zt j)jq)
2
q
1X
j=m+1
 jq 2q
# 1
2
 Cq
"
(E jg(zt j)jq)
2
q
1X
j=m+1
 jq 2q
# 1
2
 Cq (E jg(zt j)jq)
1
q O

m a 
1
2

;
where Cq > 0, (E jg(zt j)jq)
1
q <1, and then:
jjRtjjq=(q 1) 
h2kt q=(q 1) + h2kt Op m a  122k
q=(q 1)
: (2.61)
Then similarly by the moment conditions,
h2kt q=(q 1) < 1, and jjRtjjq=(q 1) is
also bounded. Thus:
hkt   E hkt jF t+mt m 2
 Cq
 h2kt q=(q 1) + h2kt Op m a  122k
q=(q 1)
! 1
2
(E jg(zt j)jq)
1
2q O

m
1
2( a  12)

= d2tO

m
1
2( a  12)

;
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and d2t <1, then

hkt
	
is L2-NED on fztg, of size 12
  a0   12, where (a > a0 >
0). And this also holds for ftg. If  1=2 < a < 0, it can be seen that the

hkt
	
and
ftg are L2-NED on fztg; of size 12

1
q
  1  a0

; where

1
2

1 + a  1
q

> a0 > 0

if 1 < q  2; and L2-NED on fztg; of size 12
  a0   12 ; where  12  a+ 12 > a0 > 0
if q > 2. This completes the proof.
2.9.2 Proof of Theorem 2.5.3
Proof of Theorem 2.5.3. Following similar procedures to those in the proof
of Theorem 2.5.2, assuming the lag coe¢ cients jjj  C j where  > 1; and
supjm+1 jjg(zt j)jjq <1. Then, it is able to show that:
jjPtjjq (2.62)
 C sup
jm+1
jjg(zt j)jjq
1X
j=m+1
jjj
= C sup
jm+1
jjg(zt j)jjq
1X
j=m+1
j jj
= sup
jm+1
jjg(zt j)jjqO( m)
= d2t
 m;
where d2t = supjm+1 jjg(zt j)jjq < 1: Therefore, fGtg is geometrically Lq-NED
onfztg.
jjRtjjq=(q 1) 

"
ht
 
1 +Op
 
  sup
jm+1
g(zt j)
1X
j=m+1
(C j)
!!#2k
q=(q 1)
(2.63)
 jjh2kt jjq=(q 1) +
h2kt Op
 
  sup
jm+1
g(zt k)
1X
j=m+1
(C m)
!2k
q=(q 1)
= jjh2kt jjq=(q 1) + jj
 
htOp(
 m)
2k jjq=(q 1)
< 1:
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Substituting jjRtjjq=(q 1) and jjPtjjq into the following equation:
hkt   E hkt jF t+mt m 2 (2.64)

p
2k

kRtkq=(q 1) kPtkq
 1
2
(2.65)


jjh2kt jjq=(q 1) + jj
 
htOp(
 m)
2k jjq=(q 1) sup
jm+1
jjg(zt j)jjq
 1
2
O( 
m
2 )
= d2tO(
 m
2 );
where d2t =
h
jjh2kt jjq=(q 1) + jj (htOp( m))2k jjq=(q 1)

supjm+1 jjg(zt j)jjq
i 1
2
<
1: Therefore, the processes fhkt g and ftg are geometrically L2-NED. The EARCH(1)
models can be geometric memory processes as well. This completes the proof.
2.9.3 Proof of Theorem 2.6.4
Proof of Theorem 2.6.4. First, let:
ut =
 (L)
'(L)
g(zt 1);
by the moment properties of the g(zt 1) function, which is a white noise process,
and thus (lnht   !) has zero mean. This satises Assumption B1. To satisfy the
condition B2, consider the following:
jjutjjr =
 (L)'(L)g(zt 1)

r
=

1X
j=0
jg(zt 1 j)

r
 sup
t
kg(zt 1)kr

1X
j=0
j

r
 C sup
t
kg(zt 1)kr

1X
j=0
 j

r
:
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Suppose that supt kg(zt 1)kr < 1 for r > 2 and  > 1, and jjutjjr < 1. Thus
flnht   !g is uniformly Lr-bounded for r > 2. For the condition B3, since:
jjut   E(utjF t+mt m )jj2 = jjGt   E(GtjF t+mt m )jj2  sup
km+1
kg(zt k)k2O( m)
as m!1, where  > 1. Thus futg is a geometrically L2-NED. For the condition
B4, since futg is a geometrically L2-NED; then because the flnht !g is covariance
stationary, it satises the covariance stationary condition, and 0 < 2u <1, where:
2u = lim
n!1
n 1
1X
t=1
1X
s=1
E(utus):
Therefore, by Theorem 3.1 of Davidson and De Jong (2000), flnht   !g holds the
fractional FCLT. This completes the proof.
2.9.4 Proof of Theorem 2.6.5
Proof of Theorem 2.6.5. According to Theorem 1.2 in Davidson (2002):
 1  (1  L)d2 g1(zt)  E   1  (1  L)d2 g1(zt) jF t+mt m 2
=

1X
j=1
bjg1(zt j)  E
" 1X
j=1
bjg1(zt j)
F t+mt m
#
2
=

1X
j=m+1
bjg1(zt j)

2

 1X
j=m+1
E (bjg1(zt j))
2
! 1
2

 
sup
jm+1
Ejg1(zt j)j2
1X
j=m+1
b2j
! 1
2
 C sup
jm+1
jjg1(zt k)jj2O(m d2  12 ):
Thus the flnht !g process in the HYEGARCH(0; d2; 0) is the hyperbolic L2-NED
of size  1=2; because 0 < d2 < 1=2; on the underlying i.i.d. process fztg. Thus
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Assumption A1 holds. For the Assumption A2, since:
sup
t
E jlnht   !   E(lnht   !)jr
= sup
t
E

1X
j=1
bjg1(zt j)  E
 1X
j=1
bjg1(zt j)
!
r
= sup
t
E

1X
j=1
bjg1(zt j)

r
= sup
t
E jg1(zt)jr

1X
j=1
bj

r
= sup
t
E jg1(zt)jr

mX
j=1
bj +
1X
j=m+1
bj

r
 sup
t
E jg1(zt)jr
 
mX
j=1
bj

r
+O
 
m d2
r!
:
Thus if suptE jg(zt)jr < 1 (r > 2), then Assumption A2 holds. For Assumption
A3, by the Theorem 21.1 of Billingsley (1968), n 12n = n
 1var(
Pn
t=1(lnht   !))
converges. Therefore, flnht   !g process holds the FCLT. This completes the
proof.
2.9.5 Proof of Theorem 2.6.6
Proof of Theorem 2.6.6. This theorem is proved by using Theorem 3.1 of
Davidson and De Jong (2000). First, consider that the FIEGARCH(DL) process
can be rewritten as:
lnht   ! = ((1  L)d2   1)g1(zt)
= (1  L)d2(1  (1  L) d2)g1(zt);
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where  1=2 < d2 < 0. Let ut = (1   (1   L) d2)g1(zt), since the g1(zt) function
has mean zero, Assumption B1 holds. For Assumption B2, since:
jjutjjr =
(1  (1  L) d2)g1(zt)r
=

1X
j=1
bjg1(zt)

r
 C

1X
j=1
jd2 1g1(zt j)

r
 C sup
t
kg1(zt 1)kr

1X
j=1
jd2 1

r
 C sup
t
kg1(zt 1)kr
0@
mX
j=1
jd2 1

r
+

1X
j=m+1
jd2 1

r
1A
= C sup
t
kg1(zt 1)kr
 
mX
j=1
jd2 1
!
+O(md2):
Suppose supt kg1(zt 1)kr <1, then jjutjjr <1. For Assumption B3: 1  (1  L) d2 g1(zt)  E   1  (1  L) d2 g1(zt) jF t+mt m 2
= 2

1X
j=1
jd2 1g1(zt j) + E
" 1X
j=1
jd2 1g1(zt j)
F t+mt m
#
2
=

1X
j=m+1
jd2 1g1(zt j)

2
 sup
jm+1
jjg1(zt j)jj2

1X
j=m+1
jd2 1

2
= sup
jm+1
jjg1(zt j)jj2

1X
j=m+1
jd2 1

= O(md2):
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Because  1
2
< d2 < 0, Assumption B3 holds. For Assumption B4:
2u = lim
n!1
n 1
nX
t=1
nX
s=1
E(utus)
= lim
n!1
n 1
nX
t=1
nX
s=1
E
 1X
j=1
jd2 1g1(zt j)
1X
j=1
jd2 1g1(zs j)
!
< 1:
Thus, the flnht   !g process in FIEGARCH(DL) satises Assumption B. This
completes the proof.
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CHAPTER 3
ASYMPTOTIC THEORY OF THE QMLE IN ARMA MODELS
WITH EGARCH AND HY/FIEGARCH ERRORS
3.1 Introduction
The QMLE is one of the most common methods used for estimating the parame-
ters of conditional heteroscedasticity models. Engle (1982) mentioned that this
estimation method can be applied when he introduced the ARCH model. How-
ever, the asymptotic properties of the estimators were not constructed in Engles
study. Weiss (1986) rst established the CAN of the maximum likelihood estima-
tor (MLE) in the ARCH model. Subsequently, a large number of studies focused
on establishing the asymptotic theory for the ARCH and GARCH models, such as
Lee and Hansen (1994) and Lumsdaine (1996). In fact, EGARCH-type models are
more reliable in empirical applications because this class of model can overcome
some of the shortcomings of GARCH models, especially the FIEGARCH1 process,
which can capture both the long memory and the leverage e¤ect of volatility. Re-
search on the asymptotic properties of the EGARCH models (Nelson, 1991) has
attracted considerable attention recently (e.g. Straumann, 2005; Straumann and
Mikosch, 2006; Wintenberger, 2013; Martinet and McAleer, 2015; Kyriakopoulou,
2015)2. However, the asymptotic properties of the QMLE in the EGARCH-type
models still have not been fully explored, especially for the HYEGARCH and FIE-
GARCH models.
1In this chapter, the FIEGARCH model means the FIEGARCH(DL) model, which is inter-
ested in Chapter 2.
2An earlier version of Kyriakopoulou (2015) is Demos and Kyriakopoulou (2013) which was
rst drafted in 2011.
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Meanwhile, autoregressive moving-average (ARMA)models with error sequences
driven by GARCH-type models (usually referred to as ARMA-GARCH models),
or by EGARCH-type models (usually referred as ARMA-EGARCH models) are
becoming more popular in practice. In other words, it is more reliable to assume
that conditional heteroscedasticity processes as being errors of the ARMA process,
and use these to model return series in nancial applications, because it may be too
restrictive to assume that an observed process is a pure conditional heteroscedastic
model. The asymptotic theory of the QMLE in the ARMA-GARCH models was
established by Francq and Zakoïan (2004), but that of the QMLE in the ARMA
model with EGARCH-type errors has not been investigated.
Motivated by the advantages of EGARCH-type models and the mystery sur-
rounding the asymptotic properties of these models, the main purposes of this
chapter are: (1) to study the invertibility of EGARCH-type models, (2) to estab-
lish the asymptotic theory in the ARMA(1; 1)-EGARCH(1; 1) model by extending
previous asymptotic results for the ARMA process with a conditional heteroscedas-
ticity error, and (3) to investigate the CAN of the QMLE in the HYEGARCH
and FIEGARCH processes. The asymptotic properties of ARMA models with
HY/FIEGARCH errors are also of interest. By Section 3.4 and 3.5, however, it is
clear that, if we can establish the asymptotic properties of the HY/FIEGARCH
models, it will be easier to establish these of the ARMA with HY/FIEGARCH er-
rors following a similar procedure to that shown in Section 3.5. Therefore, for the
simplication and easy understanding of the theory, the third purpose of this chap-
ter is mainly to consider the asymptotic properties of the pure HY/FIEGARCH
processes.
The rest of this chapter is organised as follows. Section 3.2 briey reviews
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the relevant asymptotic properties for the QMLE in conditional heteroscedastic-
ity models. Section 3.3 presents the relevant model expressions and the quasi-
maximum-likelihood function, and Section 3.4 reviews the existing results for the
invertibility property of the EGARCH process and extends these results to that
of the ARMA-EGARCH and HYEGARCH processes. Section 3.5 derives the con-
ditions for the CAN of the QMLE in the ARMA-EGARCH model. Section 3.6
discusses the CAN of the QMLE in the HYEGARCH and FIEGARCH processes,
and provides Monte Carlo simulations to demonstrate the properties of the QMLE
in the HY/FIEGARCH models. The nal section is the conclusion and provides
the contributions of this study and information regarding further research. All
proofs are presented in Appendix B.
The following notation will be used in this chapter. j:j denotes the absolute
value of a univariate variable. jj:jj denotes the Euclidean norm of a matrix or
vector. O(1) (or o(1)) denotes a series of non-stochastic variables that are (at
most ) of the order of magnitude of 1 (or of a smaller order of magnitude than 1);
Op(1) (or op(1)) denotes a series of random variables that are bounded (or that
converge to zero) in probability.
3.2 Literature review
This section briey reviews the literature on the stationarity, ergodicity and invert-
ibility properties of volatility models; the asymptotic theory of the estimators in
the ARCH family models and the ARMA process with conditional heteroscedastic-
ity errors; and the asymptotic properties of the estimators in the EGARCH-type
models.
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3.2.1 Stationarity and ergodicity properties of the relevant
volatility models
This subsection reviews some of the main studies on the stationarity and ergod-
icity properties of GARCH-class models. Nelson (1990) rst provided the con-
ditions for the strict stationarity of the GARCH(1; 1) process. Bougerol and
Picard (1992) extended Nelsons study to investigate the strict stationarity of
GARCH(p; q) processes. Ling and McAleer (2003) derived the conditions for the
existence of strict stationarity, ergodicity and higher-order moments in the vector
ARMA-GARCH models.
For EGARCH-type models, Nelson (1991) introduced the EGARCH model
and derived the conditions for the existence of strict stationarity in EARCH(1)
processes. However, the literature on the theoretical properties of EGARCH-type
models remains limited. He et al. (2002) investigated the moment conditions
for rst-order EGARCH models without assuming errors with a normal distri-
bution. Karanasos and Kim (2003) discussed the moment structure of general
ARMA-EGARCHmodels. Straumann (2005), and Straumann and Mikosch (2006)
provided conditions for the stationarity and ergodicity properties of the condi-
tional heteroscedasticity models using a stochastic recurrence equation (SRE) ap-
proach. They also considered the general augmented GARCH (AGARCH) and
EGARCH(1; 1) models as examples. Kyriakopoulou (2015) summarised the con-
ditions for the existence of stationarity and ergodicity from previous literature:
Straumann and Mikosch (2006) and Aue et al. (2006). More literature on the
stationarity of the conditional heteroscedasticity type volatility models is also re-
viewed in Chapters 2 and 4.
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3.2.2 Asymptotic theory of the QMLE in ARCH/GARCH
models
The asymptotic theory of the QMLE in ARCH/GARCH models has been studied
extensively. Weiss (1986) rst established the asymptotic theory for ARCH models
and derived the CAN of the MLE in these model. However, this theory does not
cover the GARCH and IGARCH processes (see e.g. Lee and Hansen, 1994). Sub-
sequently, Lee and Hansen (1994), and Lumsdaine (1996) relaxed the conditions
in Weiss (1986) and extended the investigation to a wider class of conditional het-
eroscedasticity models. Lee and Hansen (1994) introduced the asymptotic theory
for the GARCH (1; 1) and IGARCH processes. The existence of the local consis-
tency of the QMLE has been shown for both models given the existence of the
conditional 2 +  moment of the innovations. They also proved the global consis-
tency of the QMLE and asymptotic normality for both models under the condition
of a uniformly bounded conditional fourth moment of the innovations. Lumsdaine
(1996) considered the asymptotic property for the QMLE in GARCH-class models
that also included the IGARCH case, and derived the CAN of the QMLE of the
parameters under the condition of the 32nd-order moment of the innovation. A
stronger moment condition than Lee and Hansens (1994) is required.
With regard to higher-order GARCH models, Berkes et al. (2003) established
the CAN for the QMLE in GARCH (p; q) models, and Francq and Zakoïan (2004)
derived the asymptotic properties of the QMLE for the pure GARCH model under
weaker conditions. In Francq and Zakoïans (2004) work, only a strict stationar-
ity condition is required for the consistency of QMLE in GARCH (p; q) processes.
Straumann (2005), and Straumann and Mikosch (2006) also investigated the as-
ymptotic properties of the QMLE in conditionally heteroscedastic models and es-
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tablished them for AGARCH (p; q) models by applying the SRE approach. They
relaxed some of Berkes et al.s (2003) conditions and derived the consistency of
the QMLE under stationary conditions, and thus the asymptotic normality only
requires the existence of the fourth moment of the underlying processes.
3.2.3 Asymptotic theory of the QMLE in ARMA-type mod-
els with GARCH-type errors
Several studies have focused on the asymptotic theory of ARMA-type processes
with GARCH-type errors. Ling and Li (1997) investigated the theoretical proper-
ties of the local MLE and QMLE in fractionally integrated ARMA models driven
by the GARCH innovations (ARFIMA-GARCH). Ling and McAleer (2003) estab-
lished the CAN of the QMLE in the vector ARMA-GARCH models under weaker
conditions, such that the consistency of the QMLE only required a second-order
moment condition, and the second-order moment of unconditional errors and the
nite fourth-order moment of the conditional errors supported the requirements
for the asymptotic normality of the QMLE. Francq and Zakoïan (2004) established
the strong consistency and asymptotic normality of the QMLE of ARMA-GARCH
models under weaker conditions. Francq and Zakoïan (2009) also summarised
the asymptotic theory of the QMLE in GARCH-type models. Halunga and Orme
(2009) investigated the asymptotic properties of the regression model with GARCH
errors and misspecication tests for GARCH (p; q) models, and introduced a new
test for asymmetry and nonlinearity properties.
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3.2.4 Asymptotic theory in the EGARCH-type models
Many researchers have commented that it is di¢ cult to establish the asymptotic
theory of the QMLE in EGARCH-type models, especially the asymptotic normality
of the estimators (see Straumann, 2005; Wintenberger, 2013). Some researchers
have focused on the asymptotic theory for the modied EGARCH model or/and
other estimation methods. Dahl and Iglesias (2008) established the asymptotic
properties of the modied EGARCH process by changing the specications of the
conditional variance processes. Za¤aroni (2009) established the strong consistency
and asymptotic normality of the Whittle estimator in exponential class volatility
models. He considered one-shock volatility models, such as the EGARCH and
GJR-GARCH models, and two-shock models, including the stochastic volatility
(SV) model. He also focused on short and long memory conditional variance
models to determine how long shocks to volatility will persist. His study extended
theWhittle estimation to estimate one-shock exponential models and estimate long
memory models, such as the FIEGARCH(BM) model and long memory stochastic
volatility models.
However, the CAN of the QMLE for the EGARCH-type models still has not
yet been fully developed. One of the key issues for establishing the asymptotic
theory of the EGARCH-type models is invertibility. This was earlier investigated
by Straumann (2005), Straumann and Mikosch (2006), and Wintenberger (2013).
The most recent study of Martinet and McAleer (2015) also investigated the invert-
ibility property of the EARCH(1) and EGARCH(p; q) processes, and provided a
simple and explicit way to derive the invertibility conditions. More details on the
invertibility are included in Section 3.4.
Some of the asymptotic properties of the QMLE in EGARCH models have
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been partly established in previous literature. Straumann and Mikosch (2006)
established the consistency of the QMLE in EGARCH models, and Straumann
(2005) established the asymptotic normality of the MLE in the EGARCH (1; 0)
model under strict conditions. Demos and Kyriakopoulou (2010) investigated the
asymptotic properties of the MLE and QMLE in EGARCH(1,1) parameters and
demonstrated the theoretical results by using simulations. They also considered
the bias between the MLE and QMLE and corrected the bias for all estimators.
However, Wintenberger (2013) critically reviewed the invertibility conditions
of Straumann and Mikosch (2006) and argued that the invertibility notion cannot
satisfy the conditions for the asymptotic theory of the EGARCH(1; 1) models in
some cases. He proposed the notion of continuous invertibility (CI) for investigat-
ing the invertibility of the EGARCHmodel and provided some su¢ cient conditions
for the strong consistency of some of the QMLE in the general model when the
maximisation procedure is conducted on a continuously invertible domain. He
also proved the strong consistency of the volatility forecast for the EGARCH(1; 1)
model based on a continuously invertible domain. The approach of Wintenberger
(2013) provided a weaker restriction than the approach of Straumann and Mikosch
(2006), which applied the uniform Lipschitz coe¢ cients.
For the asymptotic properties of the QMLE in EGARCH(1; 1) models, Winten-
berger (2013) proposed the SQMLE to some compact sets satisfying the empirical
version of the condition, since the invertibility conditions are not observable. The
SQMLE provided reliable volatility forecasts in which the initial value could be
asymptotically ignored. To establish the asymptotic normality of the SQMLE
in the EGARCH(1; 1) processes, he extended theorem 5.7.9 of Straumann (2005)
and showed the asymptotic normality of the QMLE because the SQMLE and
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QMLE are asymptotically almost surely equivalent. However, unlike Straumann
(2005), he assumed that the volatility process constitutes a geometrically ergodic
Markov chain rather than assuming uniform moments on the compact set for the
likelihood function and its derivatives. He also provided an additional moment
condition (MM) which provides a su¢ cient condition for the existence of the as-
ymptotic covariance matrix, and proved the invertibility of the rst and second
derivatives of the conditional variances by applying the methodologies of Theo-
rem 3.1 of Bougerol (1993), and Straumann and Mikosch (2006). These ensure
the existence of the asymptotic normality of the (S)QMLE in the EGARCH(1; 1)
process.
Kyriakopoulou (2015) focused on establishing the asymptotic normality of the
QMLE in the EGARCH(1; 1) process by applying some of the results from the
studies of Straumann (2005), Demos and Kyriakopoulou (2010) and Wintenberger
(2013), such as the existence of the stationarity and ergodicity of the rst and
second derivatives of log-variance processes and the (continuous) invertibility con-
ditions. To establish the asymptotic normality of the QMLEs in the EGARCH(1; 1)
model, Kyriakopoulou (2015) rst provided the conditions for the existence of the
stationarity and ergodicity of the second order derivatives of the conditional vari-
ance to ensure that the Taylor expansion could be applied to the rst order deriva-
tive of the log-likelihood function. Kyriakopoulou (2015) then established the CLT
for the score functions by using Theorem 18.3 of Billingsley (1999) and proved, in
her Lemma 1, the asymptotic normal distribution for the standardised rst or-
der derivative of the log-likelihood function. Following, motivated by Straumann
(2005) and Straumann and Mikosch (2006), Kyriakopoulou (2015) applied the er-
godic theorem for continuous-valued sequences of random functions to establish
the uniform convergence of the second-order derivative of the log-likelihood func-
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tion. This is more advanced than some of the previous literature, which applied the
classical method, which normally requires the boundness of third order derivatives
of the log-variance functions. By the ergodic theorem here, only the second order
derivatives need to be bounded. To show the uniform convergence, Kyriakopoulou
(2015) provided the su¢ cient conditions for the existence of the expectation of the
supremum norm of the rst order and second order derivative of the log-variance
function and proved the existence of the moment estimates. This is one of the main
contributions of their work. The existence of these moment conditions supports
the establishment of the asymptotic normality of the QMLE in the EGARCH(1; 1)
model.
3.2.5 Finite sample properties of the EGARCH-type mod-
els
Research on the nite sample properties of EGARCH models has also attracted
the attention of scholars. Deb (1996) performed the nite sample properties of
the MLE and QMLE in the EGARCH(1; 1) model by applying the Monte Carlo
method. Perez and Za¤aroni (2008) examined the nite sample properties of the
MLE andWhittle estimators in EGARCH and FIEGARCH(BM) models, and com-
pared both estimation methods using Monte Carlo simulations. Lopes and Prass
(2014) considered the theoretical properties of the FIEGARCH(BM) process, and
applied Monte Carlo simulations to show how to generate, estimate and forecast
FIEGARCH(BM) models.
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3.3 The models and the QMLE
This section introduces the specications of the ARMA(1; 1)-EGARCH(1; 1) model,
and the HY/FIEGARCH process, as well as the quasi-maximum likelihood func-
tions.
3.3.1 The ARMA(1,1)-EGARCH(1,1) model
Suppose the observations fy1; :::; yng follow the ARMA(1; 1)-EGARCH (1; 1) process,
which is dened as:
yt   0 = 01(yt 1   0) + 0t +  010t 1; (3.1)
0t =
p
h0tz0t; (3.2)
lnh0t = w0 + g(z0t 1) + 0 lnh0t 1; (3.3)
g(z0t 1) = 0z0t 1 + 0jz0t 1j; (3.4)
where w0; 0; 0 2 R, and 0 can be positive or negative values. In this chapter, for
the convenience of establishing the asymptotic theory of the relevant EGARCH-
type models, similar to Straumann (2005), the standard EGARCH(1; 1) process is
considered to be a causal AR(1) process with a mean of ((w + Ejz0j) = (1  ))
and the error term (zt 1 +  (jzt 1j   Ejz0j)). In this chapter, the g(z0t 1) func-
tion is dened as (3.4) and can capture the leverage e¤ect of volatility, fz0tg is
a sequence of i.i.d. random variables with a mean of zero and a variance of one,
such that z0t  iid(0; 1); and
p
h0t > 0 is the volatility, where the square volatility
process h0t = E[
2
t jFt 1] and where the Ft 1-measurable is a -eld, and follows an
EGARCH(1; 1) process; and assume that the yt process exists and is a stationary
process. The value of the true parameter vector is unknown and is denoted by
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0 = ('
0
0; &
0
0)
0, where '0 = (0; 01;  01)
0 in the conditional mean equation, and
&0 = (w0; 0; 0; 0)
0 in the conditional variance equation.
The model for the generic parameter vector  = ('0; & 0)0, where ' = (; 1;  1)
0,
and & = (w; ; ; )0, is as follows:
yt    = 1(yt 1   ) + ~t +  1~t 1; (3.5)
~t =
q
~ht~zt; (3.6)
ln ~ht = w + g(~zt 1) +  ln ~ht 1; (3.7)
g(~zt 1) = ~zt 1 + j~zt 1j; (3.8)
The error term ~t and ln ~ht are dened as the processes which depend on nite
past information, where ~t is expressed as:
~t =
t 1X
i=0
i(yt i   );
and (1 +  1L)
 1(1   1L) =
1X
i=0
iL
i. For the denition of ln ~ht refers to Section
3.4.
In order to establish the asymptotic theory of the QMLE in the ARMA-
EGARCH model, the following assumptions need to be satised.
Assumption 3.3.1 The parameter space  is a compact subspace of Euclidean
space and 0 is an interior point in  for all  2 .
Assumption 3.3.2 In the ARMA(1,1) process, j1j < 1 and j 1j < 1, and (z) =
1  1z and  1(z) = 1 +  1z have no common zeros.
Assumption 3.3.3 In the EGARCH(1,1) process, the lag coe¢ cient of jj < 1:
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Assumption 3.3.4 In the EGARCH(1,1) process, the parameters (; ) 6= (0; 0)
to avoid the identication problem for the asymmetric function g(zt 1).
Assumption 3.3.5 The conditional variance ht has a lower bound uniformly over
 in the EGARCH (1,1) process.
Assumption 3.3.1 requires the true parameter vector 0 to be in the interior
of . The stationarity, ergodicity and invertibility properties are very crucial
for deriving the asymptotic properties of the QMLE in the ARMA(1,1)-EGARCH
(1,1) process. Based on previous literature, Assumptions 3.3.1 and 3.3.2 ensure the
stationarity and invertibility of the ARMA(1,1) process. Assumption 3.3.2 provides
an identiability assumption for the ARMA(1,1) process (see e.g. Straumann,
2005). Assumption 3.3.3 ensures the existence of a stationary solution to the SRE
of the EGARCH(1,1) process. This satises the stationary condition that was
introduced by Straumann (2005) and Wintenberger (2013).
3.3.2 The HY/FIEGARCH models
The general framework of HY/FIEGARCH models was dened in the previous
chapter. Suppose that the observations f1; :::; ng follow the HY/FIEGARCH(0; d; 0)
models3, which are dened in (3:2) and:
lnh0t = !0 + 
1X
j=1
c0j
 d0 1g1(z0t j); (3.9)
and:
g1(z0t j) = (0z0t j + jz0t jj) ;
3The memory parameter d for the HY/FIEGARCH(0; d; 0) models in this chapter is the same
as d2 in the previous chapter.
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where  is xed as 1 or  1 in the HYEGARCH and FIEGARCH models in this
chapter, respectively. The true parameter vector is denoted as #0 = (!0; 0; c0; d0)0.
The parameter #^ = (!; ; c; d)0, as follows:
t =
q
~ht~zt; (3.10)
and:
ln ~ht = ! + 
1X
j=1
cj d 1g1
0@ t jq
~ht j
1A : (3.11)
The conditional variance process
n
~ht
o
depends on nite past information. In order
to establish the CAN of the QMLE in the HY/FIEGARCH processes, the following
assumptions are proposed.
Assumption 3.3.6 The parameter space  is a compact subspace of Euclidean
space, and #0 is an interior point in , for all # 2 .
Assumption 3.3.7 In the HYEGARCH model, d 2 dh; dh, where 0 < dh <
dh < 1=2:
Assumption 3.3.8 In the FIEGARCH model, d 2 df ; df, where  1=2 < df <
df < 0:
Assumption 3.3.9 The parameter ! 2 [!; !], where  1 < ! < ! < +1:
Assumption 3.3.6 is similar to Assumption 3.3.1 for the ARMA-EGARCH
process in requiring the true parameter #0 to be in the interior of . Assump-
tions 3.3.7 and 3.3.8 dene the lower and upper values for each parameter and the
sign of the memory parameter d in the HYEGARCH and FIEGARCH processes,
respectively.
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3.3.3 Quasi-maximum-likelihood estimator
For estimation of the ARMA(1,1)-EGARCH(1,1) model, the log-likelihood func-
tion of the QML estimator (ignoring the constant term) is expressed as:
~Ln() =
1
n
nX
t=1
~lt(); (3.12)
where:
~lt() =   ln ~ht() 
~
2
t ()
~ht()
; (3.13)
where ~Ln() denotes the Gaussian log-likelihood. The estimators in these equations
are the QMLEs depending on the nite past information. It is worth noting that
~t and ~ht are unobserved in the ARMA-EGARCH process.
A QMLE of 0 is dened as:
bn = arg max
2
~Ln(); (3.14)
which means that the QMLE bn maximises ~Ln() on the parameter space .
The variance processes f(t; lnht) : t = 0;1;2; :::g depend on innite past
information in the ARMA(1,1) -EGARCH(1,1) process is:
yt    = c+ 1(yt 1   ) + t +  1t 1; (3.15)
t =
p
htzt; (3.16)
lnht = w + g(zt 1) +  lnht 1; (3.17)
g(zt 1) = zt 1 + jzt 1j: (3.18)
Equation (3.17) can be rewritten as:
lnht =
1
1  L(w + g(zt 1)): (3.19)
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When  = 0, we are able to obtain t = 0t, and lnht = lnh0t: The unobserved
log-likelihood function, which is conditional on innite past observations, can be
expressed as (ignoring the constant term):
Ln() =
1
n
nX
t=1
lt(); (3.20)
lt() =   lnht   
2
t
ht
: (3.21)
The di¤erence between these two log-likelihood functions (~Ln() and Ln()) is
that the former is conditional on any initial values and the latter is conditional on
the innite past observations. In addition, the ~Ln() is normally used in practice
because it is not possible to obtain all of the past information for Ln().
With regard to the HY/FIEGARCH(0; d; 0), the unobserved variance processes,
given all the past information, is dened as:
t =
p
htzt; (3.22)
and
lnht = ! + (1  (1  L)d)g1

tp
ht

: (3.23)
The unobserved log-likelihood function (ignoring the constants), which is condi-
tional on innite past information, can be expressed the same way as the likelihood
functions in (3.20) and (3.21), replacing  with #. The log-likelihood function
(ignoring the constant term) depends on nite past information, which can be ex-
pressed in the same way as the likelihood function in (3.12) and (3.13), replacing
 with #.
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3.4 The invertibility of the EGARCH-type processes
This section reviews the existing results for the invertibility4 of the EGARCH-type
processes and extends these results to investigate that of the ARMA-EGARCH and
the HYEGARCH processes. Invertibility is an important issue for establishing the
asymptotic theory of nonlinear processes. It was proposed by Granger and Ander-
sen (1978) and implies that the variance of the error between the correct generation
formula and the estimation in terms of a nite number of past observations con-
verges to zero as the sample size tends to innity. In other words, the starting up
values can be asymptotically ignored. This notion of invertibility was developed
by Tong (1993), Straumann (2005), and Straumann and Mikosch (2006), among
others. However, it is still di¢ cult to derive the invertibility of the EGARCH-type
models (see e.g. Straumann, 2005; Straumann and Mikosch, 2006; Wintenberger,
2013; Martinet and McAleer, 2015).
3.4.1 Invertibility of the EGARCH(p; q) process
Straumann (2005), and Straumann and Mikosch (2006) made a great contribution
towards investigations into the invertibility of conditional heteroscedastic models.
They dened these models as:8><>: t =
p
htzt
ht = f&
 
t; :::; t p; ht 1; :::; ht q
 (t 2 Z); (3.24)
where the volatility process
p
ht is non-negative and fztg is an i.i.d. with a mean
of 0 and a variance of 1. Straumann and Mikosch (2006) explained that, in the
4There is an alternative interpretation for the notion of invertibility in the ARMA process
(see e.g. Straumann, 2005).
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context of nonlinear models, the unique stationary ergodic solution (t;
p
ht) to
the model (3.24) is invertible if:ht   ~ht = op(1); t!1; (3.25)
where ht indicates that the conditional variance depends on innite past infor-
mation and ~ht indicates that the conditional variance depends on nite past ob-
servations. This means that invertibility ensures that the di¤erence between ht
and ~ht converges to zero in probability (see Straumann, 2005). Consequently, the
invertibility of the process plays a vital role in establishing the asymptotic theory
of the QMLE in the relevant conditional heteroscedasticity processes.
Straumann (2005), and Straumann and Mikosch (2006) considered the SRE5
technique to be an important approach to investigate conditionally heteroscedastic
time series models. According to Theorem 2:8 of Straumann and Mikosch (2006),
the EGARCH(1,1) process is transformed as a SRE, such that:
lnht+1 = 
z
t(lnht); t 2 Z; (3.27)
where:
zt(lnht+1) = w + zt + jztj+  lnht: (3.28)
5With reference to Straumann and Mikosch (2006), the general SRE can be expressed as a
case of a complete separable metric space. Let us set (E;D) to be a Polish space equipped with
its Borel  eld B(E): A map z : E ! E is called a Lipschitz, if:
(z) := sup
x;y2E;x6=y
D(z(x); z(y))
D(x; y)
is nite and is called a contraction if (z) < 1: The  is submultiplication (i.e., if z and  z
are Lipschitz maps E ! E, then (z   z)  (z)( z)). Consider a process (zt) of random
Lipschitz maps E ! E with zt(x) being B(E)-measurable for every xed x 2 E and t 2 Z. If
for a stochastic process (Xt)t2T with values in E,
Xt 1 = 
z
t(Xt) a.s., t 2 T (3.26)
Then, the (Xt)t2T obeys the SRE associated with 
z
t . It is also referred to as a solution to SRE
(3.26).
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Straumann and Mikosch (2006) derived su¢ cient conditions for the existence of
a unique stationary solution for the EGARCH process: jj < 1 together with
E[ln+(w + z0 + jztj)] < 1, since Ez2t = 1. The SRE form of the EGARCH
process can also be reorganised as:
lnht =
w
1   +
1X
j=1
j 1(zt j + jzt j]; t 2 Z: (3.29)
Straumann (2005), and Straumann and Mikosch (2006) investigated the invertibil-
ity of AGARCH and EGARCH processes. Both studies derived conditions for the
existence of the invertibility for the general AGARCH models. Nevertheless, the
conditions for the EGARCH model are very complex. Since zt = t=
p
ht, the lnht
is written as:
lnht = w + 
t 1p
ht 1
+ 
 t 1pht 1
+  lnht 1 (3.30)
= w + (t 1 + 
t 1) exp 12 lnht 1

+  lnht 1:
Theorem 3.1 of Bougerol (1993), which is used to prove the invertibility of the
model under the condition that zt(; &0) is a Lipschitz map, is rewritten as Theorem
2.6.1 in Straumann (2005).
Theorem 3.4.1 (Theorem 2.6.1 in Straumann (2005)) Let (zt) be a stationary
ergodic sequence of Lipschitz maps from E into E. Suppose that the following con-
ditions hold:
S1: There is a y 2 E such that E
h
ln+D(z0(y); y)
i
<1:
S2: E
h
ln+ (z0)
i
<1 and for some integer r  1 :
E
h
ln (z0      z r+1)
i
< 0 (3.31)
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The SRE admits a stationary ergodic solution (Yt)t2T ; which has the stochastic
representation:
Yt = lim
m!1
z0      zt m(y); t 2 T: (3.32)
The random elements Yt are measurable with respect to the -eld generated by
fzt k
 k  1g. If (~Yt)t2T is any other solution to the SRE, then:
D( ~Yt; Yt)!e:a:s 0; t!1:
Moreover, in the case where T = Z; the stationary solution to the SRE is unique.
Proposition 5.2.9 from Straumann (2005) then provided a su¢ cient condition
for the invertibility of the EGARCH process. This supposes that if t is a stationary
ergodic EGARCH process and   jj, then the inequality in (3.33) is su¢ cient
for the invertibility of the conditional variance process.
E

ln

max

;
1
2
(z0 + jz0j) exp (f)  

< 0; (3.33)
with:
f =
1
2
1X
j=0
j(z j 1 + jz j 1j):
However, Straumann (2005) also mentioned that it is di¢ cult to obtain an explicit
representation of ht based on past observations, except when  = 0. If  = 0, then
the condition (3.33) becomes:
  ln 2 + 
2
Ejz0j+ E[ln(z0 + jz0j)] < 0: (3.34)
However, this uniform invertibility condition can only establish the asymptotic
normality of the estimator for a degenerate case with  = 0.
Wintenberger (2013) extended the previous literature and investigated the as-
ymptotic property of the QMLE in the EGARCH(1,1) process under the (ST)
condition:
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(ST): The SRE admits a unique stationary solution denoted ht that is non-
anticipative that is, ht is independent of (zt; zt+1; zt+2; :::) for all t 2 Z and has
nite log moments: E

ln+ h0t

<1.
Under this condition, Wintenberger (2013) provided a denition of invertibility
following Tong (1993):
Denition 3.4.2 Under the (ST) condition, the model is invertible if the sequence
of volatilities ht is adapted to the ltration generated by (t 1; t 2; :::).
He also dened the notion of continuous invertibility as:
Denition 3.4.3 The model,
ft+1(&) = 
z
t(ft(&); &)
= w + (t 1 + 
t 1) exp 12ft(&)

+  lnht 1;
t 2 Z and & 2 , is continuously invertible on  if and only if
bft(&)  ft(&)

!a:s:
0 as t!1; where kk denotes the uniform norm.
Wintenberger (2013) proved the QMLE on  is strongly consistent on the
continuous invertible domain and provided su¢ cient conditions for the continuous
invertibility. The su¢ cient condition is that if the conditions (ST) and (CI) hold
on some compact set , then the model is continuously invertible on , where the
(CI) condition is as follows:
(CI): E
h
ln+
z0(x; )

i
< 1 for some x 2 E; E
h
ln+
z0i < 1 and
E
h
ln 

z(r)
0
(&)
i
< 0 for any & 2 .
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Wintenberger (2013) claimed that the QMLE is not reliable for the EGARCH(1,1)
model when the model is non-invertible and proved the strong consistency and as-
ymptotic normality of the SQMLE. He also showed that the volatility forecasting
of using SQMLE asymptotically ignores the initial values even when the model
is non-invertible. Thus, he believed that the SQMLE is more reliable than the
QMLE for volatility forecasting in some cases.
Martinet and McAleer (2015) established the invertibility conditions for the
EGARCH process via a simple and easy procedure. They rewrote the EARCH(1)
process, which was introduced by Nelson (1991), as the error t that is driven by
a stochastic process such that:
t = zt  exp
 
!
2
+
1X
j=1
j


2
zt j +

2
jzt jj
!
; (3.35)
where
P1
j=1
j <1, zt  i:i:d:(0; 1) and zt 2 L2, and (; ) 2 R2, ! 2 R. In the
EGARCH(1,1) process, ! = w= (1  ) and j = j 1. In order to derive the in-
vertibility conditions, Martinet and McAleer (2015) dened the normalised shocks
zt in terms of the past observed information, which means that zt is 
 
t; t 1; :::

-
adapted. They emphasised that the way to dene the normalised shocks of zt that
is similar to that in Straumann and Mikosch (2006), and Wintenberger (2013), who
stated that
p
ht is 
 
t; t 1; :::

-adapted. Equation (3.35) can be reorganised as:
ln jztj = ln jtj  
!
2
+
1X
j=1
j  g;
 
ln jzt jj ; t j

; (3.36)
where:
g; (ln jztj ; t) =  
jztj
2
( +   sign(t)) ;
as t = zt
p
ht and
p
ht > 0, and thus sign(zt)=sign(t). It is important to under-
stand the variability of the g; (ln jztj ; t) function. However, since the function
(3.36) is not Lipschitz, Martinet and McAleer (2015) used a similar method to ob-
tain the bound for Lyapunov exponents or Lipschitz coe¢ cients, and also provided
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its variability in their Lemma 1.1.6 They also proved that EGARCH-type models
might capture the leverage e¤ect of shocks to volatility under three cases: (i)  
jj, (ii) jj < jj and  < 0; (iii)     jj : Martinet and McAleer (2015) proposed
that a recursion among the ln jztj which is dened in Equation (3.36). By this equa-
tion, if we have a xed t and an independent shock zt, and when fzs; s  t  ng
are known for any positive integer n, then, from the observed shocks (t), we will
be able to get the exact value of ut. Therefore, the following series u
(n)
k can be
dened by extending the exactrecursion n steps backward. First, we can derive
one further step by knowing fzs; s  t  ng, where u(n)1 is dened as:
u
(n)
1 = ln
t n+1  !2 +
1X
j=1
j  g;
 
ln jzt n+1 jj ; t n+1 j

= ln
t n+1  !2 +
1X
j=0
j+1  g;
 
ln jzt n jj ; t n j

:
Since all the past information of jzt n jj for all j  0 is known, we are able to
obtain u(n)1 , and thus:
u
(n)
2 = ln
t n+2  !2 +
1X
j=1
j  g;
 
ln jzt n+2 jj ; t n+2 j

= ln
t n+2  !2 + 1  g; u(n)1 ; t n+1+
1X
j=0
j+2  g;
 
ln jzt n jj ; t n j

;
and:
u
(n)
3 = ln
t n+3  !2 +
1X
j=1
j  g;
 
ln jzt n+3 jj ; t n+3 j

= ln
t n+3  !2 +
2X
i=1
i  g;

u
(n)
3 i; t n+3 i

+
1X
j=0
j+3  g;
 
ln jzt n jj ; t n j

:
6Lemma 1.1 of Martinet and McAleer (2015), (1)
jg;(x1; y)  g;(x2; y)j 
 +   sign(y)2
 exp (max(x1; x2)) jx1   x2j ;
(2)
jg;(x1; y)  g;(x2; y)j 
 +   sign(y)2
 expx1 + x22

jx1   x2j :
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Therefore, a more general expression of u(n)k+1 is:
u
(n)
k+1 = ln
t n+k+1  !2 +
kX
i=1
i  g;

u
(n)
k+1 i; t n+k+1 i

+
1X
j=0
j+1+k  g;
 
ln jzt n jj ; t n j

:
Martinet and McAleer (2015), in their Lemma 2.1, showed that u(n)k = ln jzt n+kj
for any n; k 2 N . This Lemma makes these series represent an exactrecursion
more obviously. It can be seen that the value of ln jztj depends more on the
observed shocks (t) and the past values fzs; s  t  ng have less e¤ect on zt as n
tends to innity, when following the above exactrecursion. This means that the
past information fzs; s  t  ng can be asymptotically ignored. Then, Martinet
and McAleer (2015) assumed all the past values fzs; s  t  ng to be zero and the
observed shocks (t) were used to derive the value of zt when n is large enough.
This shows the invertibility of the model. A (t; t 1; :::)-adapted processes v
(n)
k ,
which is identical to u(n)k ; as all the past values fzs; s  t  ng are equal to zero, is
dened as:8><>: v
(n)
1 = ln
t n+1  !2
v
(n)
k+1 = ln
t n+k+1  !2 +Pki=1 i  g; v(n)k+1 i; t n+k+1 i :
In addition, by Lemma 2.1 of Martinet and McAleer (2015), u(n)n = ln jztj when
k = n. Therefore, to demonstrate the invertibility of the processes, it is essential
to show that: v(n)n   ln jztj = v(n)n   u(n)n !a:s:n!1 0: (3.37)
If we connect the u(n)n and v
(n)
n to the notation for the EGARCH process in the
last section, the v(n)n can be seen to be the same as the ln j~ztj. Thus if (3.37) holds,
that means:
jln j~ztj   ln jztjj !a:s:n!1 0;
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and: ln ~ht  ln jhtj!a:s:n!1 0;
in the EGARCH processes. Martinet and McAleer (2015) provided an upper bound
for a general EARCH(1) process in their Proposition 2:1, and invertibility condi-
tions for the EGARCH(p; q) process in cases (i) and (iii) under certain conditions
in their Propositions 4:1 and 4:2.
3.4.2 Invertibility of the ARMA-EGARCH process
Based on a similar idea, the approach of Martinet and McAleer (2015) for deriving
the invertibility of the EARCH(1) can be used for the invertibility of the ARMA-
EGARCH process, and the results are used in Section 3.5. Firstly, it is essential
to understand the invertibility property of the process. This study considers the
case where   jj, in the EARCH(1) process as follows:
v(n)n   u(n)n 

ln jtj   !2 +
n 1X
i=1
i  g;

jvn ij(n) ; n i

 
ln jtj+
!
2
 
n 1X
i=1
i  g;
 
ln jzn ij ; n i
  1X
j=0
j+n  g;
 
ln jzt n jj ; t n j


1X
j=0
j+n
g;  ln jzt n jj ; t n j
+
n 1X
i=1
i
g; jvn ij(n) ; n i  g;  ln jzn ij ; n i

1X
j=0
j+n
g;  ln jzt n jj ; t n j+
n 1X
i=1
i  t i
expmaxv(n)n j; u(n)n j v(n)n i   u(n)n i ;
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where t = 12 ( + sign(t)) and g (ln jztj ; t) =  t jztj ; the third inequality is
obtained via Lemma 1:1 of Martinet and McAleer (2015) and Equation (3.37).
Accordingly, for the EGARCH(1,1) part in the ARMA-EGARCH process:
v(n)n   u(n)n 

ln ~t  !2 +
n 1X
i=1
i  g;

jvn ij(n) ; ~n i

 
ln jtj+
!
2
 
n 1X
i=1
i  g;
 
ln jzn ij ; n i
  1X
j=0
j+n  g;
 
ln jzt n jj ; t n j


ln ~t  ln jtj+ n 1X
i=1
i
g; jvn ij(n) ; ~n i  g;  ln jzn ij ; n i
+
1X
j=0
j+n
g;  ln jzt n jj ; t n j

ln ~t  ln jtj+ 1X
j=0
j+n
g;  ln jzt n jj ; t n j
+
n 1X
i=1
i
t i
expmaxv(n)n i; u(n)n i v(n)n i   u(n)n i+



sign(~n i)  sign(n i)

2
 jzn ij
 :
Since ~t converges to t as t tends to innity, as shown in Lemma 3.5.3. By the
proof of Lemma 3.5.3, suppose that ~t and t are di¤erent from zero and have the
same sign, in which case:
ln ~t  ln jtj =
ln
~t
jtj
! 0; as t!1;
and:
v(n)n   u(n)n   1X
j=0
j+n
g;  ln jzt n jj ; t n j
+
n 1X
i=1
i
t i expmaxv(n)n i; u(n)n i v(n)n i   u(n)n i+ op(1);
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where7:
max

v
(n)
n i; u
(n)
n i

  = ln jzt ij+
1X
j=1
jt j i jzt j ij :
This upper bound formax

v
(n)
n i; u
(n)
n i

is provided inMartinet andMcAleer (2015).
By their Proposition 2:1, we are able to get:
v(n)n   u(n)n 

1X
j=0
jt n jj jzt n jj0B@j+n + n 1X
p=1
X
i1;:::;ip2A(n)p
pY
j=1
ij
pY
j=1
t S^j exp
 
pX
j=1
t S^j
!
j+n S^j
1CA+ op(1);
with:
S^j =
pX
j=1
ij; A
(n)
p =
n
i1  1; :::; ip  1 : S^p  n  1
o
:
7For the max

v
(n)
n i; u
(n)
n i

, since:
v
(n)
n i = ln
t i  !2 +
n i 1X
j=1
j  g;

jvn i j j(n) ; n i j

= ln jzt ij+
1X
j=1
j  t i j jzt i j j+
n i 1X
j=1
j  g;

jvn i j j(n) ; n i j

by equation (3.36), then when   jj ; by the above equation, g;  0, t i  0 and:
max

v
(n)
n i; u
(n)
n i

= ln jzt ij+

v
(n)
n i   ln ln jzt ij
+
; then:
v
(n)
n i  ln jzt ij+
1X
j=1
jt j i jzt j ij :
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For the EGARCH(1,1) part in the ARMA-EGARCH process:
v(n)n   u(n)n 

1X
j=0
j jt n jj jzt n jj
0B@n 1 + n 1X
p=1
n 1 p
X
i1;:::;ip2I(n)p
pY
j=1
t S^j
exp
 
pX
j=1
t S^j
!
j+n S^j
!
+ op(1)
=
1X
j=0
j jt n jj jzt n jj
 
n 1 +
n 1X
p=1
n 1 p
X
1S1<:::<Spn 1
exp
 
pX
j=1
ln
t S^j + pX
j=1
t S^j
!1A+ op(1):
Following Proposition 4:1 of Martinet and McAleer (2015), the EGARCH(1; 1)
part is invertible under Condition (3:38):
E

tjztj
1  

+ ln ( + E [tjztj]) < 0: (3.38)
This means that in the ARMA-EGARCH process:
jln j~ztj   ln jztjj = op(1);
and: ln ~ht  ln jhtj = op(1):
3.4.3 Invertibility of the HYEGARCH process
A similar procedure to that of Martinet and McAleer (2015) is used to show the in-
vertibility of the HYEGARCH process. The HYEGARCH process can be rewritten
as:
ln jztj = ln jtj  
!
2
+
1X
j=1
bjg
 
ln jzt jj ; t j

: (3.39)
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At a xed point t and with an independent shock zt, we are able to get an exact
value for any positive n from the observed shocks t, when (zt)st n are known.
By extending n steps backward the exactrecursion, the process U (n)k is dened
as: 8>>>><>>>>:
U
(n)
1 = ln
t n+1  !2 +P1j=0 bj+1g  ln jzt n jj ; t n j ;
U
(n)
k+1 = ln
t n+k+1  !2 +Pki=1 big U (n)k+1 i; t n+k+1 i
+
P1
j=0 bj+1+kg
 
ln jzt n jj ; t n j

:
As n tends to innity, the value of ln jztj depends more and more on the past
observations of t and less on the past information on (zt)st n. Thus if we assume
the past values of (zt)st n to be zero, then the series V
(n)
k , which is a (t; t 1; :::)-
adapted process and is identical to U (n)k , and is dened as:8><>: V
(n)
1 = ln
t n+1  !2 ;
V
(n)
k+1 = ln
t n+k+1  !2 +Pki=1 big V (n)k+1 i; t n+k+1 i :
To derive the invertibility conditions of the HYEGARCH process, it is essential
to nd an upper bound for the following inequality. That is if
V (n)n   ln jztj =V (n)n   U (n)n  converges to 0 almost surely as n tends to innity, then the invert-
ibility of the HYEGARCH process holds. Therefore, by Lemma 1:1 of Martinet
and McAleer (2015):
V (n)n   U (n)n  (3.40)

1X
j=0
bj+n
g  ln jzt n jj ; t n j+
n 1X
i=1
bit i
expmaxV (n)n i; U (n)n i V (n)n i   U (n)n i

1X
j=0
bj+nt n j jzt n jj+
n 1X
i=1
bit i jexp (t i)j
V (n)n i   U (n)n i
= a1(t);
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where8:
g
 
ln jzt n jj ; t n j

=  t n j jzt n jj ;
max

V
(n)
n i; U
(n)
n i

 t i = ln jzt ij+
1X
j=1
bjt j i jzt j ij ;
when jj  1. Follow Lemma 2.2 of Martinet and McAleer (2015), we are able to
get that the HYEGARCH process also satises this Lemma, in this case that is:
Lemma 3.4.1 V (n)n   U (n)n   ak; for any k 2 [1; n):
Therefore, similar to the inequality in Proposition 2.1 of Martinet and McAleer
(2015), the
V (n)n   U (n)n  can also be rewritten as follows:V (n)n   U (n)n  (3.41)

1X
j=0
bj+nt n j jzt n jj
+
1X
j=0
t n j jzt n jj
0B@n 1X
p=1
X
j1;:::;jp2A(n)p
^pD^p exp
 
pX
i=1
t S^i
!
bj+n S^p
1CA ;
8For the max

V
(n)
n i; U
(n)
n i

, follow a similar procedure to Martinet and McAleer (2015), for
the upper bound of max

V
(n)
n i; U
(n)
n i

, in the case of jj  1, since:
V
(n)
n i
= ln
t i  !2 +
n i 1X
j=1
bjg

V
(n)
n i j ; t i j

= ln jzt ij+
1X
j=1
bjt j i jzt j ij
+
n i 1X
j=1
bj  g

V
(n)
n j i; t j i

;
and g  0; t j i  0, and:
max

V
(n)
n i; U
(n)
n i

= ln jzt ij+

V
(n)
n i   ln jzt ij
+
;
thus, V (n)n i  ln jzt ij+
P1
j=1 bjt j i jzt j ij :
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where:
S^p =
pX
i=1
ji ^p =
pY
i=1
bji
A(n)p = fj1  1; :::; jp  1 : S^p  n  1g D^p =
pY
i=1
t S^i
Thus Proposition 2.1 of Martinet and McAleer (2015) also satises the HYE-
GARCH process.
However, since the lag coe¢ cients in the HYEGARCH process decay hyper-
bolically rather than geometrically, so the convergence of
V (n)n   U (n)n  is di¤erent
from that in the EGARCH processes. It is more complex to derive the conditions
for the invertibility of the HYEGARCH process. This is a work in progress and
will continue to be a focus of my future studies.
3.4.4 The invertibility of the derivatives of the ARMA-
EGARCH process
To establish the asymptotic normality of the ARMA-EGARCH process, it is also
essential to derive that the rst derivative of v(n)n converges to that of the u
(n)
n in
the EGARCH error. Firstly, let us consider the EARCH(1) process with respect
to the parameter . These are:
@v
(n)
n
@
=   w
(1  )2 +
n 1X
i=1
(i  1)i 2  g;

jvn ij(n) ; n i

+
n 1X
i=1
i 1  g;

jvn ij(n) ; n i
 @v(n)n i
@
;
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and:
@u
(n)
n
@
=   w
(1  )2 +
n 1X
i=1
(i  1)i 2  g;

jun ij(n) ; n i

+
n 1X
i=1
i 1  g;

jun ij(n) ; n i
 @u(n)n i
@
+
1X
j=0
(j + n  1)j+n 2  g;
 
ln jzt n jj ; t n j

+
1X
j=0
j+n 1  g;
 
ln jzt n jj ; t n j
 @u(n)t n j
@
:
Then: @v(n)n@   @u
(n)
n
@


n 1X
i=1
i 1t i exp(v
(n)
n i)
@v
(n)
n i
@
  @ ln jzn ij
@

+
n 1X
i=1
(i  1)i 2t i exp(4t i)
v(n)n i   u(n)n i
+
n 1X
i=1
i 1t i exp(4t i)
v(n)n i   u(n)n i @ ln jzn ij@

+
1X
j=0
(j + n  1)j+n 2t n j jzt n jj
+
1X
j=0
j+n 1t n j jzt n jj
@ ln zt n j@
 :
Similar to Lemma 2.2 and Proposition 2.1 of Martinet and McAleer (2015), we
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are able obtain an upper bound for
@v(n)n =@   @u(n)n =@, that is:@v(n)n@   @u
(n)
n
@


1X
j=0
t n j jzt n jj8><>:
0B@n 1X
p=1
n 1X
l=p
X
j1;:::jl2A(n)l
(jp   1)jp 2
lY
i=1;i 6=p
ji 1
lY
i=1
t s^i exp
 
lX
i=1
4t s^i
!
j+n s^l 1
1CA
+
0B@n 1X
p=1
n 1X
l=p
X
j1;:::jl2A(n)l
lY
i=1
ji 1
lY
i=1
t s^i exp
 
lX
i=1
4t s^i
!
j+n s^l 1
@un s^p@

1CA
+
0B@j+n 1 + n 1X
p=1
X
j1;:::jp2A(n)p
pY
i=1
ji 1
pY
i=1
t s^i exp
 
pX
i=1
4t s^i
!
j+n s^i 1
1CA@ ln zt n j@

+
 
(j + n  1)j+n 2 +
n 1X
p=1
p 1Y
i=1
ji 1
p 1Y
i=1
t s^i exp
 
p 1X
i=1
4t s^i
!
(j + n  s^i   1)j+n s^i 1
!)
:
Then, similar to Proposition 4.1 of Martinet andMcAleer (2015), in the EGARCH(1; 1)
case, it is clear that under condition (3.38):
E

t jztj
1  

+ ln ( + E [t jztj]) < 0;
@v(n)n =@   @u(n)n =@ also converges to zero as n tends to 1: And following a
similar procedure, we are able to derive the convergence of the second derivative
with respect to , that is: @2v(n)n@@   @2u
(n)
n
@@
!a:s:n!1 0:
We are also able to obtain the convergence of rst derivation and second derivative
with respect to other parameters from EGARCH error in the ARMA-EGARCH
process.
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3.5 Asymptotic theory of the QMLE in ARMA(1,1) with
an EGARCH(1,1) error
This section aims to establish the asymptotic properties of the QMLE in the
ARMA(1; 1)-EGARCH(1; 1) process. To establish the asymptotic theory of the
QMLE, it is necessary to consider the uniform convergence. Ling and McAleer
(2003) introduced the modied uniform convergence theorem, based on Theorem
4.2.1 of Amemiya (1985), which can be applied when deriving the asymptotic
properties of the QMLE in the ARMA-EGARCH model. This theorem makes the
verication of the limiting properties of the QMLE easier in the ARMA-EGARCH
model. The modied uniform convergence theorem is as follows:
Theorem 3.5.1 (see Theorem 3.1 in Ling and McAleer (2003)): Let f(xt; ) be
a measurable function of xt in Euclidean space for each  2 ; a compact subset
of Rm (Euclidean m-space), and a continuous function of  2  for each xt.
Suppose that xt is a sequence of strictly stationary and ergodic time series, such that
Ef(xt; ) = 0 and E sup2 jf(xt; )j <1: Then sup2 j 1n
Pn
t=1 f(xt; )j = op(1).
The proof of the uniform convergence theorem can be found in Ling and
McAleer (2003). Ling and McAleer (2003) derived the uniform convergence theo-
rem using the ergodic theorem that replaced the Kolmogorov law of large numbers
in the proof of Theorem 4.2.1 of Amemiya (1985).
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3.5.1 Consistency of the QMLE in ARMA(1,1)-EGARCH(1,1)
process
This subsection aims to derive the conditions for the consistency of the QMLE.
The modied Theorem 4.1.1 of Amemiya (1985) is applied to verify the consistency
of the QMLE in the ARMA(1; 1)-EGARCH(1; 1) process. The observed likelihood
process may not be a stationary process. Thus the unobserved log-likelihood func-
tion, conditional on innite past observations, is convenient for showing the con-
vergence of the likelihood function. The following lemmas are using to support the
consistency of the QMLEs of the ARMA(1; 1)-EGARCH(1; 1) process.
Lemma 3.5.1 Suppose that yt is generated by the ARMA(1; 1)-EGARCH(1; 1)
process under Assumptions 3.3.13.3.5 and E (yt)
2 < 1, and dene L() =
E [lt()] : Accordingly, L() <1 for all  2  and sup2 jLn() L()j = op(1).
This lemma proves the existence of L() = E [lt()], which is the corresponding
limit of Ln(), and shows that the di¤erence between the unobserved log-likelihood
functions Ln() and L() converges to zero in probability.
Lemma 3.5.2 Suppose that yt is generated by the ARMA(1; 1)-EGARCH(1; 1)
process under Assumptions 3.3.13.3.5, then L() = E [lt()] achieves a unique
maximum at 0.
This lemma conrms the identication condition for the consistency. This
means that E [lt()] is uniquely maximised at 0. It also veries the existence of
@t=@'. The same procedure as that used in Section 5.4.1 of Straumann (2005) is
applied to show the existence of @ lnht=@&. This implies that (' '0)0 (@t=@') = 0
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can be obtained if and only if ' = '0, and that (&   &0)0 (@ lnht=@&) = 0 can be
supported if and only if & = &0 almost surely.
Lemma 3.5.3 Suppose that yt is generated by the ARMA(1; 1)-EGARCH(1; 1)
process under Assumptions 3.3.13.3.5, and the invertibility condition (3.38) holds,
then sup2 jLn()  ~Ln()j = op(1).
This lemma ensures that the di¤erence between the unobserved log-likelihood
function Ln() and the likelihood function ~Ln() of the ARMA(1,1)-EGARCH(1,1)
model converges to zero in probability. This means that the gap between the like-
lihood process that is conditional on innite past observations and the likelihood
function depends on the nite past information can be asymptotically ignored.
Lemmas 3.5.1, 3.5.2 and 3.5.3 ensure that the di¤erence between ~Ln() and
L() converges to zero in probability at 0. According to these Lemmas, all the
conditions for consistency (Amemiya 1985, Theorem 4.1.1) hold and thus bn is the
consistent estimator of 0. This result is presented as Theorem 3.5.2.
Theorem 3.5.2 Under Assumptions 3.3.13.3.5 of the ARMA(1; 1)-EGARCH(1; 1)
process and the invertibility condition (3.38), the QMLE bn is consistent, which
implies that bn converges to 0 as n tends to innity.
3.5.2 Asymptotic normality of the QMLE in ARMA(1,1)
with an EGARCH(1,1) error
This subsection focuses on establishing the asymptotic normality of the QMLE
for the ARMA(1; 1)-EGARCH(1; 1) model. Theorem 3.5.1 is used, which places a
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weaker restriction on the moment conditions. The Taylor expansion of the deriva-
tives of the log-likelihood function is also applied to derive the asymptotic normal-
ity of the QMLE. Ling and McAleer (2003) investigated the asymptotic normality
of the QMLE for the vector ARMA-GARCH model under a sixth-order moments
conditions. Francq and Zakoïan (2004) derived the asymptotic normality of the
ARMA-GARCH model under a fourth-order moment assumption. This subsection
follows a similar procedure to that of Ling and McAleer (2003) to establish the
asymptotic normality properties of the ARMA(1; 1)-EGARCH(1; 1) model.
Straumann (2005) derived the conditions for the asymptotic normality of the
EGARCH(1; 1) process with  = 0 in Theorem 5:7:9. Wintenberger (2013) ex-
tended these results to derive the asymptotic normality of the SQMLE by applying
the (MX) condition, replacing the uniform moments condition on the compact set
 with the likelihood function and its derivative, and proved that the (MM) as-
sumption is necessary and su¢ cient for the existence of the asymptotic covariance
matrix. The (MX) and (MM) conditions are as follows:
(MX): The EGARCH(1,1) volatility (ht) constitutes a geometrically ergodic
Markov chain.
(MM): E [z40 ] <1 and E
h 
0   12 ((0z0 + 0jz0j)
2i
< 1:
According to Theorem 4.1.3 of Amemiya (1985), some conditions need to be
satised in order to establish asymptotic normality. Firstly, the QMLE bn needs
to be a consistent estimator of 0. This condition was derived in the previous
subsection. Secondly, the existence of 
0 needs to be shown and the gradient of
~Ln, which is n 1=2
nX
t=1
(@~l0t=@); needs to converge to N(0;
0) in distribution. The
third condition is that the ~Ln function is twice continuously di¤erentiable. This
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means the Hessian matrix of ~Ln, (i.e. n 1
nX
t=1
(@~l2t =@@
0)); exists and is continuous
in the parameter space . It also requires n 1
nX
t=1
(@~l2t =@@
0) to converge to 0
for any sequence n, such that n ! 0 in probability. If all of the conditions hold,
then
p
n(bn   0) converges to N(0; 10 
0 10 ) in distribution. For a consistent
estimator of the covariance matrix, it is also necessary to show that 0 and 
0 can
be estimated consistently by bn and b
n, respectively.
Lemma 3.5.4 Suppose that yt is generated by the ARMA(1,1)-EGARCH(1,1)
model under Assumptions 3.3.13.3.5, and the invertibility condition holds, and
E[yt]
4 <1; and E[z0t]4 <1, and:
E
0   120z0t 1   120jz0t 1j
2 < 1;
then 
0 = E[(@l0t=@)(@l0t=@
0)] is nite. Furthermore, if 
0 > 0; then:
1p
n
nX
t=1
@~l0t
@
!d N(0;
0); (3.42)
where  = ('0; & 0)0, @l0t=@ = @lt=@j0, @~l0t=@ = @~lt=@j0.
This lemma shows that the score function converges to N(0;
0) in distribution.
Lemma 3.5.5 Suppose that yt is generated by the ARMA(1,1)-EGARCH(1,1)
model under Assumptions 3.3.13.3.5, and the invertibility condition holds, and
E[yt]
4 <1, and E[z0t]4 <1. Then, (i)
sup
2
 1n
nX
t=1
@2lt
@@0
  E

@2l0t
@@0
 = op(1);
(ii)
sup
2
 1n
nX
t=1
"
@2lt
@@0
  @
2~lt
@@0
# = op(1): (3.43)
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Part (i) of this lemma shows that the di¤erence between 1
n
nX
t=1
@2lt=@@
0 and
E [@2lt=@@
0] converges to zero in probability. Part (ii) of this lemma shows that
the di¤erence between the second derivative of the unobserved log-likelihood func-
tion and that of the observed function asymptotically equal zero. This lemma im-
plies that bn = 1n nX
t=1
@2~lt=@@
0 is a consistent estimator of 0 = E [@2l0t=@@
0].
Lemma 3.5.6 Under Assumptions 3.3.13.3.5, suppose that the invertibility con-
dition holds, and E[yt]4 <1, and E[z0t]4 <1, and
E
0   120z0t 1   120jz0t 1j
2 < 1:
If
p
n(n   0) = op(1), then, (i)
1
n
nX
t=1

@lt
@
@lt
@0
  @l0t
@
@l0t
@0

n
= op(1);
(ii)
1
n
nX
t=1
"
@~lt
@
@~lt
@0
#
n
= 
0 + op(1):
This lemma shows that b
n = 1n nX
t=1
h
(@~lt=@)(@~lt=@
0)
i
n
is a consistent esti-
mator of 
0.
The conditions for the asymptotic normality (Amemiya, 1985, Theorem 4.1.3)
have been veried by Lemmas 3.5.43.5.6 under the following assumptions and
restrictions. Under the Assumptions 3.3.13.3.5, the conditions of E[yt]4 < 1,
E[z0t]
4 <1, and 
0 > 0 and the invertibility condition, Lemmas 3.5.43.5.6 ensure
that n1=2(bn   0) converges to N(0; 10 
0 10 ) in distribution. The asymptotic
variance is  10 
0
 1
0 and it can be estimated consistent by b 1n b
nb 1n . Thus, we
are able to establish the following theorem.
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Theorem 3.5.3 Assume that yt is generated by the ARMA(1,1)-EGARCH(1,1)
model under Assumptions 3.3.1-3.3.5, and the invertibility condition holds, and the
conditions of E[yt]4 <1, and E[z0t]4 <1, and
E
0   120z0t 1   120jz0t 1j
2 < 1
hold. Then n1=2(bn   0) converges to N(0; 10 
0 10 ) in distribution, where  =
('0; & 0)0, 0 =  E [@2l0t=@@0] and 
0 = E[(@l0t=@)(@l0t=@0)]. Moreover, thebn and b
n are consistent estimators of 0 and 
0.
3.6 The asymptotic theory of the QMLE in HY/FIEGARCH
processes
This section aims to establish the asymptotic theory for the HY/FIEGARCH
processes. In the previous chapter, it can be seen that the HYEGARCH process
embodies the hyperbolic memory in volatility and the FIEGARCH process captures
the long memory in volatility. In both cases, the e¤ect of the shocks to volatil-
ity decay very slowly. It is hard to establish the asymptotic theory of the FIE-
GARCH process. This section provides the consistency of the QMLE in the HYE-
GARCH process and investigates the asymptotic normality in the HY/FIEGARCH
processes.
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3.6.1 Asymptotic theory of the QMLE in the HYEGARCH
process
The slowly decay rate of the lag coe¢ cients makes it harder to derive the asymp-
totic property of the QMLE for an objective function that is based on nite past
information. First, the asymptotic theory of the estimation, given innite past in-
formation, is considered and then an extension to estimations depending on nite
past information is derived.
Estimations with innite past information
This part aims to derive the asymptotic property of #n, which is:
#n = arg max
#2
Ln(#):
Lemmas 3.6.1 to 3.6.2 ensure that #n is a consistent estimator of #0.
Lemma 3.6.1 Supposing that t is generated by the HYEGARCH(0; d; 0) process
under Assumptions 3.3.7 and 3.3.9, and E

2t

< 1, dene L(#) = E [lt(#)] :
Then, L(#) <1 for all # 2  and sup2 jLn(#)  L(#)j = op(1).
Lemma 3.6.1 is similar to Lemma 3.5.1 and shows that the di¤erence between
the unobserved log-likelihood function Ln(#) and the corresponding limit E [lt(#)]
converges to zero in probability in the HYEGARCH process. In order to demon-
strate the uniform convergence between these two objective functions, the existence
of Ejlt(#)j rst needs to be established. If this is supported, then the uniform con-
vergence theorem can be applied to show the convergence of these two functions.
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Lemma 3.6.2 If we suppose that t is generated by the HYEGARCH(0; d; 0) process
under Assumptions 3.3.7 and 3.3.9, L() = E [lt(#)] achieves a unique maximum
at #0.
This lemma shows that L() has a unique maximum value at a true parameter
point #0. According to Lemmas 3.6.1 and 3.6.2, #n is a consistent estimator of the
true parameter, #0. The remainder of this part studies the asymptotic distribution
of #n in the pure HYEGARCH process.
First, the asymptotic distribution of the gradient of the Ln(#) function in
Lemma 3.6.3 is considered. By the mean value theorem, we have:
0 =
1
n
nX
t=1
@lt
@#
=
1
n
nX
t=1
@l0t
@#
+
1
n
nX
t=1
@2lt
@#@#0

#y
(#n   #0) ;
where #y lies between #n and #0.
Lemma 3.6.3 Suppose that t is generated by the HYEGARCH(0; d; 0) process
under Assumptions 3.3.6, 3.3.7 and 3.3.9, and E

2t

< 1, and E[z0t]4 < 1,
and E
P1j=1 b0j   120z0t j   12 jz0t jj2 < 1. Then 
01 = E[(@l0t=@#)(@l0t=@#0)]
is nite. Furthermore, if 
01 > 0; then:
1p
n
nX
t=1
@l0t
@#
!d N(0;
01); (3.44)
where # = (!; c; d; )0, @l0t=@# = @lt=@#j#0.
This lemma shows that the score function 1p
n
nX
t=1
@l0t=@# converges toN(0;
01)
in distribution. It is also essential to prove that:
1
n
nX
t=1
@2lt
@#@#0

#y
  E

@2l0t
@#@#0

= op(1);
as n tends to 1. This is shown in the following lemmas.
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Lemma 3.6.4 Suppose that t is generated by the HYEGARCH(0,d,0) process
under Assumptions 3.3.6, 3.3.7 and 3.3.9, and E[z0t]4 <1; and:
E

1X
j=1
b0j

 1
2
0z0t j   1
2
jz0t jj

2
< 1:
Then,
sup
#2
 1n
nX
t=1
@2lt
@#@#0
  E

@2l0t
@#@#0
 = op(1)
This lemma shows that the Hessian matrix of the Ln converges to its corre-
sponding limit 01.
Lemma 3.6.5 If we suppose that t is generated by the HYEGARCH(0,d,0) process
under the Assumptions 3.3.6, 3.3.7 and 3.3.9, and E[z0t]4 <1, and:
E

1X
j=1
b0j

 1
2
0z0t j   1
2
jz0t jj

2
< 1:
If
p
n(#n   #0) = op(1) holds; then:
1
n
nX
t=1

@lt
@#
@lt
@#0
  @l0t
@#
@l0t
@#0

#n
= op(1);
and:
1
n
nX
t=1

@l0t
@#
@l0t
@#0

#n
  E

@l0t
@#
@l0t
@#0

= op(1):
By the Lemma 3.6.1-3.6.5, it is able to derive the following theorem:
Theorem 3.6.1 Suppose that t is generated by the HYEGARCH(0,d,0) process
under Assumptions 3.3.6, 3.3.7 and 3.3.9, E[t]
2 <1, and E[z0t]4 <1, and:
E

1X
j=1
b0j

 1
2
0z0t j   1
2
jz0t jj

2
< 1;
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then
p
n(#n   #0)!d N(0; 101 
01 101 )
as n tends to innity, which means that the estimator #n is asymptotically normally
distributed.
Estimations with nite past information
Subsection 3.6.1 has shown the CAN property of #n, however, the likelihood func-
tion depends on innite past information, and this cannot be obtained in empirical
applications. Thus, this subsection provides the asymptotic theory of a feasible
log-likelihood function that depends on nite past information. However, based
on the previous sections, it is hard to derive the invertibility condition for the
HYEGARCH process. First, let us dene the following:8><>: ln
~ht = ! +
Pn 1
j=1 bjg1(~zt j)
lnht = ! +
P1
j=1 bjg1(zt j)
:
Then,
E
lnht   ln ~ht
= E
! +
1X
j=1
bjg1(zt j)  ! +
n 1X
j=1
bjg1(~zt j)


n 1X
j=1
bjE jg1(zt j)  g(~zt j)j+ E

1X
j=n
bjg1(zt j)
 :
Following the investigation in Section 3.4.3, the invertibility condition of the HYE-
GARCH process is very likely to be satised. Although the proof of the invertibil-
ity conditions is still work in progress, we expect that the HYEGARCH satises
the invertibility conditions. Here, we assume that
Pn 1
j=1 bjE jg1(zt j)  g1(~zt j)j
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converges to 0 almost surely as n tends to innity can be satised. Then
E
lnht   ln ~ht  E

1X
j=n
bjg1(zt j)

 E jg1(zt)j
1X
j=n
bj
= O(n d):
where E jg1(zt)j <1.
Lemma 3.6.6 Suppose that t is generated by the HYEGARCH(0; d; 0) process
under Assumptions 3.3.7 and 3.3.9, and E[zt]4 <1, then sup2 jLn(#) ~Ln(#)j !L1
0 as n!1.
Theorem 3.6.2 Assuming that the Assumptions 3.3.7 and 3.3.9 hold. Then, un-
der conditions of Lemmas 3.6.1, 3.6.2 and 3.6.6, #^n is a consistent estimator of
#0, as n!1.
This theorem shows that the #^n is a consistent estimator of #0. By the Taylor
series expansion, we have:
0 =
1
n
nX
t=1
@~lt
@#
=
1
n
nX
t=1
@~l0t
@#
+
1
n
nX
t=1
@2~lt
@#@#0

~#
y

#^n   #0

;
where ~#
y
lies between #^n and #0. To establish the asymptotic distribution of the
feasible estimator #^n in the HYEGARCH process, it is essential to investigate the
asymptotic behaviour of:
1p
n
nX
t=1
@~l0t
@#
!d N(0;
01) (3.45)
and:
sup
#2
 1n
nX
t=1
@2~lt
@#@#0

~#
y
  E

@2l0t
@#@#0
 = op(1):
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In Subsection 3.6.1, the convergence of 1p
n
nX
t=1
@l0t=@# and 1n
nX
t=1
@2lt
@#@#0

~#
y has been
derived. Then, to derive the asymptotic distribution of #^n, it is essential to inves-
tigate the di¤erence between the gradient of the Ln(#) and that of ~Ln(#), and the
di¤erence between the Hessian matrix of Ln(#) and that of ~Ln(#). The following
lemmas can be derived under the existence of fourth moment of the rst derivative
of lnht and under Theorem 3.6.2. The Lemma 3.6.7 ensures the convergence of
the di¤erence between the gradient.
Lemma 3.6.7 Suppose that t is generated by the HYEGARCH(0,d,0) process
under Assumptions 3.3.6, 3.3.7 and 3.3.9, and E[z0t]4 <1, then:
E sup
#2
 1n
nX
t=1
"
@l0t
@#
  @
~l0t
@#
# = op(1): (3.46)
Lemma 3.6.8 Suppose that t is generated by the HYEGARCH(0,d,0) process
under Assumption 3.3.6, 3.3.7 and 3.3.9, and E[z0t]4 <1, then:
E sup
#2
 1n
nX
t=1
"
@2lt
@#@#0
  @
2~lt
@#@#0
# = op(1); (3.47)
and:
sup
#2
 1n
nX
t=1
@2~lt
@#@#0

~#
y
  E

@2l0t
@#@#0
 = op(1):
Remark 1 To establish the asymptotic distribution of #^n, it is essential to show
the score function converges to N(0;
01) in distribution, where 
01 = E[(@l0t=@#)(@l0t=@#
0)].
The Lemma 3.6.3 shows that:
1p
n
nX
t=1
@l0t
@#
!d N(0;
01): (3.48)
Then if 1p
n
nX
t=1
@l0t@#   @~l0t@#  converges to zero as n tends to innity, the same results
can be extended to:
1p
n
nX
t=1
@~l0t
@#
!d N(0;
01): (3.49)
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Since:
1p
n
nX
t=1
@l0t@#   @~l0t@#

=
1p
n
nX
t=1


2t
h0t
  1

@ ln (h0t)
@#
 

2t
~h0t
  1
 @ ln~h0t
@#

 1p
n
nX
t=1


2t
h0t
  1
0@@ ln (h0t)
@#
 
@ ln

~h0t

@#
1A
+
1p
n
nX
t=1
2t

1
h0t
  1
~h0t
 @ ln~h0t
@#
 ;
then suppose that E jtj6 <1, and denotes:
12 =
1p
n
nX
t=1
2t

1
h0t
  1
~h0t
 @ ln~h0t
@#
 ;
then:
E [12] =
1p
n
nX
t=1
E
2t

1
h0t
  1
~h0t
 @ ln~h0t
@#
 (3.50)
 C 1p
n
nX
t=1

E
2t 3 13 E lnh0t   ln ~h0t2 12
0B@E

@ ln

~h0t

@#

6
1CA
1
6
 C12
1p
n
nX
t=1

E
lnh0t   ln ~h0t2 12
= C 012n
 d+ 1
2 :
This means that E [12] cannot converge to zero. Thus, 1pn
nX
t=1
@l0t@#   @~l0t@#  does
not converge to zero as n goes to innity. Therefore, the asymptotic normality of
#^n cannot be shown by that of #n in the HYEGARCH process. However, there
might be another method that can be applied to derive the asymptotic normality of
the #^n in the HYEGARCH process. This is worthy of further studies.
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3.6.2 Investigation of the asymptotic theory of the QMLE
in the FIEGARCH process
If we compared the FIEGARCH and HYEGARCH processes, the former can cap-
ture long memory in volatility. However, the asymptotic theory of the QMLE
in these processes is still an open question. For the asymptotic property of the
long memory in volatility, Beran and Schützner (2009) and Schützner (2009) in-
troduced the truncated (and feasible) QMLE of the parameter vector in the long
memory case of the LARCH(1) process. This method was also used by Grublyt·e
et al. (2015) to investigate the asymptotic theory of the QMLE in the generalised
quadratic ARCH (GQARCH) model, which is also able to capture the long-run
dependence of volatility.
The truncated (and feasible) QMLE of the parameter vector was introduced in
Denition 6.3 of Schützner (2009). Let  > 0 and 0 < { < 1: Denem(n) = [n{] 1.
For the sample 1; :::; n ; the truncated (and feasible) estimator of the parameter
vector # is dened by:
#(;{)n = arg max
#2
eLn;(#);
where the truncated objective function is given by:
Ln;h(#) =
1
m(n) + 1
nX
t=n m(n)
2t + 
~ht(#) + 
+ ln(~ht(#) + );
where [] denotes the oor function, (i.e.[x] is the largest integer smaller than x).
In this truncated objective function, the additional function m(n) is used to avoid
#()n and #^
()
n having di¤erent asymptotic distributions because
ht(#0)  ~ht(#0)
and
lnht(#0)  ln ~ht(#0) converge to zero very slowly. More precisely, ht(#0) may
obtain a poor estimation of ~ht(#0) if ~ht(#0) depends on only a small amount of
the past information, so there will be a large di¤erence between ~ht(#0) and ht(#0).
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Beran and Schützner (2009) proposed that skipping the rst n m(n)  1 samples
is instrumental in solving these problems. Thus, if we use only the most reliable
past information to get an approximation of ~ht(#0), the value of m(n) needs to be
chosen to make
lnht(#0)  ln ~ht(#0) converge to zero when  1=2 < d < 0.
This truncated (and feasible) estimator can probably also be applied to the FIE-
GARCH process if the following conditions can be supported. In the FIEGARCH
case, lnht with a lower bound, since:
lnht = ! + (1  (1  L)d)g1(zt))
= ! + 
1X
j=1
bjg1(zt j)
= ! + 
1X
j=1
bj
 

t jp
ht j
+
 t jpht j

!
;
where all bj are positive values, and under the condition jj  1, then, lnht  !:
However, since g1(zt) = zt + jztj does not satisfy the condition of L2-mixingale
or martingale di¤erence the sum of bj is non-summable, and the Rosenthals
inequality cannot be applied here. This makes it hard to derive the invertibility of
the FIEGARCH process. If we dene the g1(zt) = zt+ jztj Ejztj, then the g1(zt)
satises the condition of the martingale di¤erence then the Rosenthals inequality
can be used to obtain the upper bound of jlnhtj. However, this raises problems
in deriving the uniform convergence of sup2 jLn(#)   L(#)j. If these problems
can be solved, then the truncated (and feasible) QML estimator of the parameter
might be applied to show the asymptotic normality of the FIEGARCH process.
This will be investigated deeply in my further studies.
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3.6.3 Simulations for the HY/FIEGARCH models
To illustrate the asymptotic property of the QMLE for the simulated series of
HYEGARCH and FIEGARCH models with standard normally distributed zt, the
true parameters are chosen as follows. In the HYEGARCH process,  = 1 is xed,
and setting !0 = 1, and d0 = 0:1; 0:2; 0:3; 0:4; in the FIEGARCH process,  =  1
is xed, and setting !0 = 1, and d0 =  0:1; 0:2; 0:3; 0:4. The process t is
generated via the HYEGARCH(0; d; 0) and FIEGARCH(0; d; 0) models with 2002
pre-samples. To compare the asymptotic properties of the estimators with nite
sample results, a Monte Carlo experiment is applied as follows. In this experiment,
the sample sizes n = 501, 2001, with N = 1000 replications. All of the simulations
are using software TSM and results are shown in Tables 3.1 and 3.2. It is obvious
that the bias and RMSE are decreasing as the samples increase from 501 to 2001 in
both HYEGARCH and FIEGARCH processes. The estimators are more consistent
as n tends to innity.
3.7 Conclusion
This study investigated the asymptotic theory of the QMLE in the ARMA models
with EGARCH-type errors. The contributions of this study are as follows. Firstly,
this chapter investigated the invertibility of the conditional variance and the deriv-
atives of the conditional variance of the QMLE in the ARMA(1,1)-EGARCH(1,1)
model by applying the method of Martinet and McAleer (2015). The invertibil-
ity of the conditional variance follows the EGARCH(1,1) process has also been
investigated by Straumann (2005), Straumann and Mikosch (2006), Wintenberger
(2013) and Kyriakopoulou (2015). Straumann (2005), and Straumann andMikosch
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nTRUE
BIAS
RMSE
2001
! d ! d ! d ! d
1 0:1 1 0:2 1 0:3 1 0:4
-0.002 -0.004 -0.004 0.003 0 -0.001 -0.003 -0.002
0.039 0.048 0.043 0.052 0.044 0.053 0.044 0.052
n
TRUE
BIAS
RMSE
501
! d ! d ! d ! d
1 0:1 1 0:2 1 0:3 1 0:4
-0.006 -0.011 -0.006 0.004 0.005 -0.007 -0.007 -0.004
0.074 0.100 0.087 0.109 0.089 0.109 0.086 0.101
Table 3.1: Simulation results for the QMLE in the HYEGARCH(0; d; 0)
process. Note: this table reports the simulation results for the QMLE in the
HYEGARCH(0; d; 0) processes, with d = 0:1; 0:2; 0:3; 0:4. These simulations were
run with 2002 pre-samples and samples of length n = f501; 2001g with 1000 Monte
Carlo replications. Both the bias and RMSE of these estimators, averages of over
1000 replications, are presented in this table. It is can be seen from this table that
the bias and RMSE decreased with sample increasing for each parameter. Large
samples provide more precise results than small samples.
n
TRUE
BIAS
RMSE
2001
! d ! d ! d ! d
1  0:1 1  0:2 1  0:3 1  0:4
-0.007 0.009 -0.023 0.010 -0.050 0.009 -0.101 0.007
0.048 0.039 0.091 0.036 0.190 0.035 0.460 0.031
n
TRUE
BIAS
RMSE
501
! d ! d ! d ! d
1  0:1 1  0:2 1  0:3 1  0:4
-0.018 0.031 -0.049 0.030 -0.105 0.034 0.039 0.029
0.099 0.088 0.178 0.080 0.628 0.080 1.530 0.074
Table 3.2: Simulation results for the QMLE in the FIEGARCH(0; d; 0) process.
Note: In this table, the simulation procedure is similar as that in the Ta-
ble 3.1, except the DGP considers the FIEGARCH(0; d; 0) processes, with d =
 0:1; 0:2; 0:3; 0:4. This table also shows that large samples have better per-
formance for the QMLE in the relevant FIEGARCH processes than small samples.
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(2006) provided a invertibility condition for the EGARCH(1,1) models by using
the SRE approach. However, Wintenberger (2013) argued that the invertibil-
ity condition of Straumann and Mikosch (2006) cannot satisfy the conditions for
the asymptotic theory of the EGARCH(1,1) models in some cases. He extended
Straumanns (2005) results, proposed the notion of continuous invertibility and de-
rived the invertibility of the rst and second derivative of the conditional variance.
Kyriakopoulou (2015) summarised the invertibility conditions of Straumann and
Mikosch (2006) and also considered the continuous invertibility fromWintenberger
(2013). However, the studies of Straumann and Mikosch (2006) and Wintenberger
(2013) only considered the invertibility for the EGARCH(1,1) model, and it is
hard to obtain explicit representations of the (continuous) invertibility conditions,
except for the EGARCH(0,1) case. Martinet and McAleer (2015) provided an
explicit condition for the invertibility of the conditional variance processes in the
some of the EGARCH(p; q) and some of the EARCH(1) models. This chapter ex-
tended the study of Martinet and McAleer (2015) to investigate the invertibility of
the derivatives of the conditional variance of the QMLE in the ARMA(1,1) model
with an EGARCH(1,1) error. This supports the establishment of the asymptotic
normality of the QMLE in the relevant models.
Secondly, this study extended the previous work and nally established the
asymptotic theory for the QMLE in the ARMA(1,1)-EGARCH(1,1) model. For
empirical studies, it might be too restrictive to assume that the return processes fol-
low pure (exponential) conditional heteroscedasticity models, and more and more
researchers consider the return process to be the ARMA model with (exponential)
conditional heteroscedasticity errors. However, previous studies mainly considered
the asymptotic properties of the QMLE in the pure EGARCH(1,1) model, see
Straumann and Mikosch (2006), Wintenberger (2013) and Kyriakopoulou (2015).
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In this chapter, to establish the CAN of the QMLE in the ARMA-EGARCHmodel,
I applied the modied asymptotic theory of Amemiya (1985), which was used by
Ling and McAleer (2003) to establish the asymptotic theory for the vector ARMA-
GARCH process. Under the invertibility condition of the conditional variance in
the ARMA(1,1)-EGARCH(1,1) process, and other moment conditions, the con-
sistency of the QMLE in the ARMA-EGARCH process was established. For the
asymptotic normality of the QMLE, this study also applied the modied uniform
convergence theorem of Ling and McAleer (2003), which is helpful for obtaining
a weaker moment condition. Kyriakopoulou (2015) also provided a similar idea
by using the ergodic theorem for continuous valued sequences of random function
to establish the uniform convergence of the derivatives of the log-likelihood func-
tion. Meanwhile, to ensure the stationarity of the derivative of the conditional
variance processes, this study found that a moment condition, which is same as
the (MM) condition from Wintenberger (2013), also needs to be satised. In ad-
dition, this chapter also found that the fourth moment of the return processes and
the invertibility condition for conditional variance processes are needed to satisfy
the asymptotic normality of the QMLE in the ARMA-EGARCH process. Under
certain conditions, the asymptotic normality of the QMLE in the ARMA(1,1)-
EGARCH(1,1) was established.
Thirdly, this study also established the consistency of the QMLE in the HYE-
GARCH process under the assumption of invertibility and provided an investi-
gation into the asymptotic normality of the QMLE in the HYEGARCH model
and the asymptotic normality of the QMLE in the FIEGARCH models. The sim-
ulation results showed that the QMLE is a consistency estimator for the pure
HY/FIEGARHCH models.
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Motived by this study and previous literature, there are several topics are worth
further study. Firstly, the method of Martinet and McAleer (2015) can probably
also be applied to derive the invertibility of the HYEGARCH and FIEGARCH
models. This study also tried to apply the method of Martinet and McAleer (2015)
to derive the invertibility condition for the HYEGARCH process. Although it is
hard to derive the explicit invertibility conditions because the lag coe¢ cient of the
HYEGARCH process has a hyperbolic decay rate, we can see that this method is
probably also suitable for obtaining the invertibility condition for the HYEGARCH
processes.
Moreover, Kyriakopoulou (2015) provided explicit expressions for the moment
conditions and bounds for the EGARCH(1,1) models. The method of Kyriakopoulou
(2015) can probability also be extended to derive the accurate moment conditions
and the explicit expression of the asymptotic covariance matrix for the ARMA(1,1)
model with EGARCH(1,1) errors. In addition, it would also be interesting to es-
tablish the asymptotic properties of the QMLE in the ARMA(r; s) models with
EGARCH(p; q) errors following a similar procedure to that in current study.
Furthermore, based on the investigation into the asymptotic theory of the
QMLE in the HYEGARCH and FIEGARCH models, the method of Beran and
Schützner (2009) might be useful for establishing the asymptotic theory for the
FIEGARCH model.
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3.8 Appendix B
3.8.1 Proof of Lemma 3.4.1
Proof of Lemma 3.4.1. This proof follows the proof of the Lemma 2.2 in
Martinet and McAleer (2015). For the HYEGARCH process, by inequality (3.40),
it can be obtained that:
a1(t) =
1X
j=0
bj+nt n j jzt n jj+
n 1X
i=1
bit i jexp (t i)j
V (n)n i   U (n)n i :
Also by inequality (3.40), the upper bound of
V (n)n i   U (n)n i is:V (n)n i   U (n)n i (3.51)

1X
j=0
bj+n it n j jzt n jj+
n i 1X
j1=1
bj1t i j1 jexp (t i j1)j
V (n)n i j1   U (n)n i j1 :
It follows on substituting the inequality (3.51) in (3.40) that:
V (n)n   U (n)n  (3.52)

1X
j=0
bj+nt n j jzt n jj+
n 1X
i=1
bit i jexp (t i)j

1X
j=0
bj+n it n j jzt n jj

+
n 1X
i=1
bit i jexp (t i)j

n i 1X
j1=1
bj1t i j1 jexp (t i j1)j
V (n)n i j1   U (n)n i j1

=
1X
j=0
bj+nt n j jzt n jj+
n 1X
i=1
1X
j=0
bibj+n it i jexp (t i)j t n j jzt n jj
+
n 1X
i=1
n i 1X
j1=1
bibj1t it i j1 jexp (t i + t i j1)j
V (n)n i j1   U (n)n i j1
= a2(t);
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where by inequality (3.51), the upper bound of
V (n)n i j1   U (n)n i j1 is:V (n)n i j1   U (n)n i j1 (3.53)

1X
j=0
bj+n i j1t n j jzt n jj+
n i j1 1X
j2=1
bj2t i j1 j2 jexp (t i j1 j2)jV (n)n i j1 j2   U (n)n i j1 j2 :
Then, substituting the inequality (3.53) in (3.52), we can get that:
V (n)n   U (n)n 

1X
j=0
bj+nt n j jzt n jj+
n 1X
i=1
1X
j=0
bibj+n it i jexp (t i)j t n j jzt n jj+
n 1X
i=1
n i 1X
j1=1
bibj1t it i j1 jexp (t i + t i j1)j
1X
j=0
bj+n i j1t n j jzt n jj
+
n 1X
i=1
n i 1X
j1=1
bibj1t it i j1 jexp (t i + t i j1)j
n i j1 1X
j2=1
bj2t i j1 j2 jexp (t i j1 j2)j
V (n)n i j1 j2   U (n)n i j1 j2
=
1X
j=0
bj+nt n j jzt n jj+
n 1X
i=1
1X
j=0
bibj+n it i jexp (t i)j t n j jzt n jj
+
n 1X
i=1
n i 1X
j1=1
1X
j=0
bibj1bj+n i j1t it i j1 jexp (t i + t i j1)j t n j jzt n jj
+
n 1X
i=1
n i 1X
j1=1
n i j1 1X
j2=1
bibj1bj2t it i j1t i j1 j2
jexp (t i + t i j1 + t i j1 j2)j
V (n)n i j1 j2   U (n)n i j1 j2
= a3(t):
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Thus, the general ak(t) can be obtained as:
ak(t) (3.54)
=
1X
j=0
bj+nt n j jzt n jj+
1X
j=0
t n j jzt n jj0B@k 1X
p=1
X
j1;:::;jp2A(n)p
pY
i=1
bji
pY
i=1
t S^i exp
 
pX
i=1
t S^i
!
bj+n S^p
1CA
+
X
j1;:::;jk2A(n)p
kY
i=1
bji
kY
i=1
t S^i exp
 
kX
i=1
t S^i
!V (n)
n S^k   U
(n)
n S^k
 :
Following similar idea to the inequality (3.53), then
V (n)
n S^k   U
(n)
n S^k
 is:V (n)
n S^k   U
(n)
n S^k
 (3.55)

1X
j=0
bj+n S^kt n j jzt n jj
+
n S^k 1X
jk+1=1
bjk+1  t S^k jk+1
expt S^k jk+1 V (n)n S^k jk+1   U (n)n S^k jk+1 :
Then, substituting the inequality (3.55) in (3.54), we can get that the third term
of (3.54) as:X
j1;:::;jk2A(n)p
kY
i=1
bji
kY
i=1
t S^i exp
 
kX
i=1
t S^i
!V (n)
n S^k   U
(n)
n S^k


X
j1;:::;jk2A(n)p
S^k=n 1
kY
i=1
bji
kY
i=1
t S^i exp
 
kX
i=1
t S^i
!V (n)1   U (n)1 
+
X
j1;:::;jk2A(n)p
S^k<n 1
kY
i=1
bji
kY
i=1
t S^i exp
 
kX
i=1
t S^i
!
0@n S^k 1X
jk+1=1
bjk+1  t S^k jk+1
expt S^k jk+1 V (n)n S^k jk+1   U (n)n S^k jk+1
1A
+
X
j1;:::;jk2A(n)p
S^k<n 1
kY
i=1
bji
kY
i=1
t S^i exp
 
kX
i=1
t S^i
! 1X
j=0
bj+n S^kt n j jzt n jj
!
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since: V (n)1   U (n)1   1X
j=0
bj+1t n j jzt n jj ;
then:
X
j1;:::;jk2A(n)p
kY
i=1
bji
kY
i=1
t S^i exp
 
kX
i=1
t S^i
!V (n)
n S^k   U
(n)
n S^k
 (3.56)

X
j1;:::;jk2A(n)p
S^k<n 1
kY
i=1
bji
kY
i=1
t S^i exp
 
kX
i=1
t S^i
!
0@n S^k 1X
jk+1=1
bjk+1t S^k jk+1
expt S^k jk+1 V (n)n S^k jk+1   U (n)n S^k jk+1
1A
+
X
j1;:::;jk2A(n)p
kY
i=1
bji
kY
i=1
t S^i exp
 
kX
i=1
t S^i
! 1X
j=0
bj+n S^kt n j jzt n jj
!

X
j1;:::;jk2A(n)p
S^k<n 1
n S^k 1X
jk+1=1
kY
i=1
bji
kY
i=1
t S^i  bjk+1t S^k jk+1 exp
 
kX
i=1
t S^i + t S^k jk+1
!
V (n)
n S^k jk+1   U
(n)
n S^k jk+1

+
X
j1;:::;jk2A(n)p
kY
i=1
bji
kY
i=1
t S^i exp
 
kX
i=1
t S^i
! 1X
j=0
bj+n S^kt n j jzt n jj
!
Then, substituting (3.56) in ak(t), and since thatn
j1; :::; jk 2 A(n)p ; jk+1 2
h
1; n  S^k   1
i
: S^k < n  1
o
= A
(n)
k+1
Then, it is straightforward that ak(t)  ak+1(t), and this means that:
V (n)n   U (n)n   ak  ak+1:
This completes the proof.
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3.8.2 Proof of Lemma 3.5.1
Proof of Lemma 3.5.1. The expectation value of the absolute value of the
unobserved log-likelihood function is:
Ejlt()j = Ej lnhtj+ E

2t
ht

:
Based on the ARMA(1,1) process:
t =
(1  1L)(yt   )
1 +  1L
: (3.57)
Then:
jtj  C0 + C
1X
i=0
 ijyt ij; (3.58)
where C0 = j(1   1)=(1 +  1)j, C > 0 are constants, and  > 1; independent
to all  2 : Suppose E (yt)2 <1; then E sup 2(t)2 <1: By the Assumption
3.3.5, ht has a lower bound uniformly over . Then E sup 2[
2
t=ht] < 1. Since
the ht follows the EGARCH(1; 1) process, and by the Assumption 3.3.3 jj < 1,
the EGARCH(1,1) process can be reorganised as:
jlnhtj =
 w1   +
1X
j=0
j
 

t jp
ht j
+ 
 t jpht j

!
 C +

1X
j=0
j
 

t jp
ht j
+ 
 t jpht j

!
 C +
1X
j=0
j
 
t j + 
t jp
ht j
!
= C + Ch
1X
j=0
j  t j +  t j
 C + Ch1
1X
j=0
jj1jjyt jj;
where C;Ch; Ch1 > 0 are constants and j1j < 1 independent of all  2 , then
under condition E (yt)
2 <1; jlnhtj can be bounded such that, E sup2 j lnhtj <
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1. Thus, Ejlt()j < 1 for all  2 . And since lt is dened based on all
the past information, then E sup 2jlt   Eltj < 1, and E [lt   Elt] = 0. Thus,
set f(X t; ) = lt   Elt, applying the uniform convergence theorem 3.5.1, then
sup 2j 1n
Pn
t=1 lt   Eltj = op(1). Therefore, sup2 jLn()   L()j = op(1) holds.
This completes the proof.
3.8.3 Proof of Lemma 3.5.2
Proof of Lemma 3.5.2. The expectation value of the lt() function is:
E [lt()] =  E [lnht]  E

2t
ht

(3.59)
=  E [lnht]  E

(t   0t + 0t)2
ht

=

 E [lnht]  E

20t
ht

  E

(t   0t)2
ht

= l1() + l2():
To maximise the second term (l2()):
max l2() =  E

(t   0t)2
ht

= 0;
if and only if t = 0t, because ht > 0, this means:
t   0t = 0:
Then, by the mean value expansion:
t   0t =
@t
@'0

'y
('  '0) = 0;
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where ' = (; 1;  1)
0 and 'y lies between ' and '0, then:
E(t   0t)2 = E
"
('  '0)0
@t
@'
@t
@'0

'y
('  '0)
#
(3.60)
= ('  '0)0E
"
@t
@'
@t
@'0

'y
#
('  '0)
= 0:
The rst derivative of t with respect to parameter vector ', in the ARMA(1,1),
are given by:
@t
@'
=
0BBBB@
(1   1)
 (yt 1   )
 t 1
1CCCCA   1@t 1@' : (3.61)
Multiplying (' '0)0 on both sides of Equation (3.61), and let (' '0)0 (@t=@') =
0, then by the stationarity of (@t=@') :
('  '0)0
0BBBB@
(1   1)
 (yt 1   )
 t 1
1CCCCA = 0: (3.62)
According to assumption 3.3.2, the Equation (3.62) holds if and only if (' '0)0 =
0. Thus:
E
"
@t
@'
@t
@'0

'y
#
> 0;
and:
E(t   0t)2 = ('  '0)0E
"
@t
@'
@t
@'0

'y
#
('  '0) = 0
holds if and only if '   '0 = 0, that is ' = '0. To maximise the rst term, that
is max l1():
l1() =  E ln jhtj   E

20t
ht

(3.63)
=  E ln
h0t hth0t
  E h0tht

=  E ln(h0t) 

 E ln
h0tht
+ E h0tht

:
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Then, max l1() =  1 E ln(h0t), and this can be obtained if and only if ht = h0t,
this means lnht = lnh0t. Thus:
E [lt()]  max
2
l1() + max
2
l2() (3.64)
  1  E ln(h0t);
and it can be held if and only if:
' = '0;
and:
lnht = lnh0t:
Then:
(lnht   lnh0t)j'='0 =
@ lnht
@& 0

('0;&
y)
(&   &0) = 0; (3.65)
with probability one, where & 0 = (w; ; ; ) and &y lies between & and &0. The
rst order derivative of lnht with respect to parameter vector & which is from the
EGARCH(1; 1) part are:
@ lnht
@&
=
0BBBBBBB@
1
lnht 1
zt 1
jzt 1j
1CCCCCCCA
+

   1
2
zt 1   1
2
jzt 1j

@ lnht 1
@&
; (3.66)
where & 0 = (w; ; ; ). Then, multiplying (&   &0)0 on both sides of the Equation
(3.66), then:
(&   &0)0@ lnht
@&
(3.67)
= (&   &0)0
0BBBBBBB@
1
lnht 1
zt 1
jzt 1jj
1CCCCCCCA
+

   1
2
zt 1   1
2
jzt 1j

(&   &0)0@ lnht 1
@&
;
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because the stationarity of @ lnht=@&; if (&   &0)0@ lnht=@& = 0; then:
(&   &0)0
0BBBBBBB@
1
lnht 1
zt 1
jzt 1j
1CCCCCCCA
= 0: (3.68)
First consider the  0, if  0 6= 0, this implies that lnht 1 is linearly dependent
with zt 1. However, lnht 1 and zt 1 are independent. Thus  = 0. Then for the
rest of the Equation (3.68), denote:
f(zt 1) = (w   w0) + (   0)zt 1 + (   0) (jzt 1j) = 0:
For general choice of these parameters, f(zt 1) = 0 almost surely if and only if
((w   w0); (   0); (   0)) = (0; 0; 0) holds. That means @ lnht=@& 6= 0,
(&   &0)0@ lnht
@&

('0;&
y)
= 0 (3.69)
if and only if & = &0. Therefore, L() is uniquely maximised at 0. This completes
the proof.
3.8.4 Proof of Lemma 3.5.3
Proof of Lemma 3.5.3. The di¤erence between the unobserved likelihood
function and the observed likelihood function is as follows:
Ln()  ~Ln() = 1
n
nX
t=1
 
ln
~ht()
ht()
!
+
1
n
nX
t=1
 
~
2
t ()
~ht()
  
2
t ()
ht()
!
:
Then:
jlt()  ~lt()j 
lnht()  ln ~ht()+
2t ()ht()   ~
2
t ()
~ht()
 : (3.70)
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By assumption 3.3.2 and the ARMA(1,1) process, the t and ~t can be written as:
t =
1X
i=0
i(yt i   ), ~t =
t 1X
i=0
i(yt i   ); (3.71)
where (1 +  1L)
 1(1  1L) =
1X
i=0
iL
i, then:
jt   ~tj  c
1X
i=t
 i2 jyt i   j; (3.72)
where 2 > 1 and c and 2 are constants independent of the parameter : Thus:
E sup
2

t   ~t

= O( t2 ): (3.73)
This means that ~t converges to t as t tends to innity. For the second term of
inequality (3:70): 2tht   ~
2
t
~ht
 
2tht   
2
t
~ht
+
2t~ht  
~
2
t
~ht

= 2t
 1ht   1~ht
+ 1~ht
2t   ~2t  ;
where:
1
~ht
2t   ~2t 
=
1
~ht
2t + 2t   2t~t + t~t + t~t   2t   ~2t 
 2 jtj
~ht
t   ~t+ 1~ht

t   ~t
2
;
and then by section 5.4.1 in Straumann (2005), lnht  m and ln ~ht  m    for
all t where m = inf2w=(1   ), and by the mean value theorem, this yields a
constant c > 0 with:
sup
2
2t
 1ht   1~ht
 = 2t exp (  lnht)  exp  ln ~ht
 c2t j lnht   ln ~htj:
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Since t converges to ~t as t tends to innity in the conditional mean equation, then
for the conditional variance equation, similar approach to Martinet and McAleer
(2015) is used to show the invertibility of EGARCH(1,1) process, see section 3.4,
under the conditions:
E

t jztj
1  

+ ln ( + E [t jztj]) < 0;
where t = (=2) + (=2) sign(zt) and   ; then:
j lnht   ln ~htj = op(1):
Thus: 2tht   ~
2
t
~ht
  c2t j lnht   ln ~htj+ 2 jtj~ht
t   ~t+ 1~ht

t   ~t
2
= op(1)
and 1
n
nX
t=1
2t sup2 j lnht   ln ~htj = op(1). Therefore:
sup 2jLn()  ~Ln()j = op(1): (3.74)
This means that the di¤erence between the unobserved likelihood process and the
observed likelihood process asymptotically converges to zero. This completes the
proof.
3.8.5 Proof of Theorem 3.5.2
Proof of Theorem 3.5.2. By Assumption 3.3.1, the space  is compact and
0 is an interior point in : Then, by Lemmas 3.5.1 and 3.5.3, ~Ln() converges to
135
L() uniformly in , that is:
sup
2
j~Ln()  L()j (3.75)
= sup
2
j~Ln() + Ln()  Ln()  L()j
 sup
2
jLn()  L()j+ sup
2
jLn()  ~Ln()j
= op(1):
Then, by Lemma 3.5.2, that shows that L() has a unique maximum at 0. There-
fore, the estimator bn is a consistent estimator of the true parameters. This com-
pletes the proof.
3.8.6 Proof of Lemma 3.5.4
Proof of Lemma 3.5.4. The rst derivative of the log-likelihood function lt()
with respect to '0 = (0; 01;  01)
0 is:
@l0t()
@'
=  @ lnh0t
@'

1  
2
0t
h0t

  2 0t
h0t
@0t
@'
:
Then:
E
@l0t@'
2  E @ lnh0t@'
2E 1  z20t2 + 2E z0t 1ph0t @0t@'
2 (3.76)
by Minkowskis inequality and the independent relationship between z0t and h0t.
In the second term of the inequality (3.76), if E [y2t ] <1, then it ensures that:
E
@0t@'
2 <1; (3.77)
and because h0t has a lower bound uniformly for all  2 ; thus:
E sup
2
 1ph0t @0t@'
2 <1: (3.78)
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By Lemma 3.5.2, E [(@0t=@') (@0t=@'
0)] is positive dened, and
p
h0t > 0, thus:
E

1p
h0t
@0t
@'
@0t
@'0

> 0: (3.79)
For the rst term of the inequality (3.76), since the lnh0t can be rewritten as:
lnh0t = w0 + 0
0t 1p
h0t 1
+ 0
 0t 1ph0t 1
+ 0 lnh0t 1:
Then, the rst derivative of the lnht with respect to parameters '0 in the condi-
tional mean equation are:
@ lnh0t
@'
=

0
@0t 1
@'
+ 0
@0t 1@'
 1ph0t 1
+

0  
1
2
0z0t 1   1
2
0jz0t 1j

@ lnh0t 1
@'
;
and:
E
@ lnh0t@'
2  E
0@0t 1@' 1ph0t 1

2
+ E
0
@0t 1@'
 1ph0t 1

2
(3.80)
+E
0   120z0t 1   120jz0t 1j
2E @ lnh0t 1@'
2 :
According to the stationarity property of E k@ lnh0t=@'k2, and if:
E
0   120z0t 1   120jz0t 1j
2 < 1; (3.81)
then:
E
@ lnh0t@'
2 <1:
And suppose E [z0t]
4 <1, then:
E
1  z20t2 <1:
Thus, under the conditions E [yt]
2 < 1, E [z0t]4 < 1, the inequality (3.81), and
ht has a lower bound:
E
@l0t@'
2 <1:
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The derivatives of the log-likelihood function with respect to &0:
@l0t
@&
=  @ lnh0t
@&

1  
2
0t
h0t

;
where the parameter vector & 00 = (w0; 0; 0; 0), similarly,
E
@l0t@&
2 = E  @ lnh0t@&

1  
2
0t
h0t
2
= E
@ lnh0t@& (1  z20t)
2
= E
@ lnh0t@&
2E 1  z20t2 ;
where:
@ lnh0t
@&
=
0BBBBBBB@
1
lnh0t 1
z0t 1
jz0t 1j
1CCCCCCCA
+

0  
1
2
0z0t 1   1
2
0jz0t 1j

@ lnh0t 1
@&
:
Then:
E
@ lnh0t@&
2
= E

0BBBBBBB@
1
lnh0t 1
z0t 1
jz0t 1j
1CCCCCCCA
+

0  
1
2
0z0t 1   1
2
0jz0t 1j

@ lnh0t 1
@&

2
 E

0BBBBBBB@
1
lnh0t 1
z0t 1
jz0t 1jj
1CCCCCCCA

2
+ E
0   120z0t 1   120jz0t 1j

@ lnh0t 1
@&
2 :
By the stationarity of @ lnh0t=@&; and if condition (3.81) holds, then:
E
@ lnh0t@&
2 <1:
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By Lemma 3.5.2, @ lnh0t=@& 6= 0, then:
E
@ lnh0t@&
2 > 0:
In addition, since:
E
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
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
+ 2
0t
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@0t
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@& 0
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1  
2
0t
h0t

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"
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@ lnh0t
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
1  
2
0t
h0t
2#
+ 2E

0t
h0t
@0t
@'
@ lnh0t
@& 0

1  
2
0t
h0t

= E

@ lnh0t
@'
@ lnh0t
@& 0
(1  z20t)2

+ 2E

@0t
@'
@ lnh0t
@& 0
1p
h0t
z0t(1  z20t)

;
where:
2E

@0t
@'
@ lnh0t
@& 0
1p
h0t
z0t(1  z20t)

= 2E

@0t
@'
@ lnh0t
@& 0
1p
h0t

2E

z0t(1  z20t)

= 0;
when z0t is symmetric distribution. This also holds because the term
@0t
@'
@ lnh0t
@&0
1p
h0t
is independent with z0t. Thus:
E

@l0t
@'
@l0t
@& 0

= E

@ lnh0t
@'
@ lnh0t
@& 0
(1  z20t)2

;
and suppose E[z0t]4 <1, then:
E

@ lnh0t
@'
@ lnh0t
@& 0
(1  z20t)2

= E

@ lnh0t
@'
@ lnh0t
@& 0

E

(1  z20t)2

< 1:
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Therefore, 0 < 
0 <1. Let:
Sn =
nX
t=1
c0
@l0t
@
(3.82)
where c is a constant vector with the same dimension as : Then Sn is a martingale
array with respect to Ft. And since:
E

Sn
n

= c0E

@l0t
@
@l0t
@0

c > 0;
then by the central limit theorem of Stout (1974),
p
nSn converges to N(0; c0
0c)
in distribution. Finally, by the Cramer-Wold device, n 1=2
nX
t=1
@l0t=@ converges
to N(0;
0) in distribution. Similarly to the Lemma 3.5.3, it can be obtained that:
1p
n
nX
t=1
@l0t@   @~l0t@
 = op(1): (3.83)
Since: @l0t@   @~l0t@


@ ln ~h0t@

 20th0t   ~
2
0t
~h0t
+
@ ln ~h0t@   @ lnh0t@

1  20th0t

+2
~0th0t   0th0t

@~0t@'
+ 2
 0th0t

@~0t@   @0t@
 ;
by Lemma 3.5.3,
sup
2
1
n
nX
t=1
 20th0t   ~
2
0t
~h0t
 = op(1); (3.84)
and since: ~0t~h0t   0th0t
  j0tj
 1~h0t   1h0t
+ 1~ht
0t   ~0t ;
and:
sup
2
1
n
nX
t=1
 1~h0t   1h0t
 = op(1); (3.85)
then:
sup
2
1
n
nX
t=1
~0t~h0t   0th0t
 = op(1): (3.86)
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And because: @~0t@   @0t@
 =
@~0t@'   @0t@'
 ;
and: @~0t@'   @0t@'
 =

0P1
i=t(  1)i(Yt i   )P1
i=t(  1)i(t 1   ~t 1)

'0
:
Thus:
sup
2
 1n
nX
t=1
"@~0t@   @0t@

# = op(1): (3.87)
For term:
1
n
nX
t=1
@ ln ~h0t@   @ lnh0t@
 ;
where 0 = vec(; 1;  1; w; ; ; ), and by subsection 3.4.4:@ ln ~h0t@   @ lnh0t@
 = op(1);
and similarly it is able to obtain the convergences for other parameters, then:
1
n
nX
t=1
@ ln ~h0t@   @ lnh0t@
 = op(1):
Thus, n 
1
2
nX
t=1
@~l0t=@ converges to N(0;
0) in distribution. This completes the
proof.
3.8.7 Proof of Lemma 3.5.5
Proof of Lemma 3.5.5. To show (i), according to the expression of the
ARMA(1,1)-EGARCH(1,1) model and the log-likelihood functions, the second or-
der derivative of the log-likelihood with respect to the parameter vector :
@2lt()
@@0
= 2
t
ht
@t
@0
@ lnht
@
  
2
t
ht
@ lnht
@0
@ lnht
@
+

2t
ht
  1

@2 lnht
@@0
 2@t
@0
@t
@
1
ht
  2 t
ht
@2t
@@0
+ 2
t
ht
@t
@
@ lnht
@0
:
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Taking the expectation on both sides of the above equation:
E

@2lt()
@@0

= E

2
t
ht
@t
@0
@ lnht
@
  
2
t
ht
@ lnht
@0
@ lnht
@
+

2t
ht
  1

@2 lnht
@@0
 2@t
@0
@t
@
1
ht
  2 t
ht
@2t
@@0
+ 2
t
ht
@t
@
@ lnht
@0

=  E

@ lnht
@0
@ lnht
@

  2E

@t
@0
@t
@
(ht)
 1

;
since t = 0t and lnht = lnh0t when  = 0, and zt = z0t  iid(0; 1), then:
2E

t
ht
@t
@0
@ lnht
@

= 2E

zt(ht)
  1
2
@t
@0
@ lnht
@

= 0;
E

2t
ht
  1

@2 lnht
@@0

= E
 
z2t   1
 @2 lnht
@@0

= 0;
2E

t
ht
@2t
@@0

= 2E

zt(ht)
  1
2
@2t
@@0

= 0;
2E

t
ht
@t
@
@ lnht
@0

= 2E

zt(ht)
  1
2
@t
@
@ lnht
@0

= 0;
and:
E

2t
ht
@ lnht
@0
@ lnht
@

= E

z2t
@ lnht
@0
@ lnht
@

= E

@ lnht
@0
@ lnht
@

:
So, to show E[@2lt()=@@
0] <1; it is essential to prove that:
E

@ lnht
@0
@ lnht
@

<1; (3.88)
and:
E

@t
@0
@t
@
1
ht

<1: (3.89)
By Lemma 3.5.4, the conditions (3.88) and (3.89) can be held. Therefore:
E sup
2
 @2lt@@0
 <1:
Thus, according to the modied uniform convergence theorem:
sup
2
 1n
nX
t=1
@2lt
@@0
  E

@2lt
@@0
 = op(1); (3.90)
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holds. And also:
sup
2
 1n
nX
t=1
@2lt
@@0
  E

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@@0
 = op(1): (3.91)
Proof of (ii) Similarly to the Lemma 3.5.3:
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 = op(1): (3.92)
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1
~ht
  1
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
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where:
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;
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;
L13 =
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@ ln ~ht
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@0
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!
=
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!
+
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!
@ lnht
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;
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L14 = 2
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:
Similar to the subsection 3.4.4, it is able to obtain:@2 lnht@@0   @2 ln ~ht@@0
 = op(1);
and similar to the proof of the Lemma 3.5.4:
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nX
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"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# = op(1); (3.93)
then:
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nX
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~t
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 = op(1); (3.95)
and by Lemma 3.5.3 and 3.5.4:
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1
n
nX
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2
t
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and:
sup
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1
n
nX
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 tht   ~t~ht
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In addition:
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  @
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and:
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 1n
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Thereby:
sup
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t=1
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@@0
  @
2~lt
@@0
# = op(1): (3.100)
This completes the proof.
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3.8.8 Proof of Lemma 3.5.6
Proof of Lemma 3.5.6. To prove (i); since:
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
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:
Then, it is necessary to hold the following conditions (ignore the constant) to
ensure the convergence of the di¤erence between (@lt=@)
2 and (@l0t=@)
2, rstly
considers the convergence of the following equation: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In the third term of the inequality (3.101):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
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2
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2
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where: 2tht   
2
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2tht   
2
0t
h0t

=
2tht   2 t0tphth0t + 
2
0t
h0t
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t0tp
hth0t
  2 
2
0t
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
 tpht   0tph0t
2 + 2  tpht   0tph0t
  0tph0t
 ;
and:  tpht   0tph0t

 jt   0tj
1p
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+
pht  ph0t j0tjp
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 jjpn(n   0)jj 1p
n
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n
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y2n
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= op(1) + op(1)jz0tj2;
where y1n and 
y
2n lie between n and 0. Thus:

2t
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  1
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 

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h0t
  1
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And by the Taylor expansion:
@ lnht
@
  @ lnh0t
@
=
@2 lnht
@@0

yn
(n   0); (3.102)
where yn lies between n and 0: For the conditional variance equation, by Lemma
3.5.4:
E
@ lnht@
2 <1:
Then, according to Chung (1968):
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n
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1tn
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 = op(1); (3.103)
and:
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as well. Then: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;
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where H =
@2 lnht@@0 @ lnht@  + @2 lnht@@0 2 + @ lnht@ 2. Then, under the conditions
E[yt]
4 < 1, E[zt]4 < 1, thus, E[H (1 + jz0tj4)] < 1. According to the ergodic
theorem,
1
n
nX
t=1
H
 
1 + jz0tj4

= op(1): (3.105)
That is:
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Then, for the term: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since @t@'
  c0 + c1 1X
i=1
i1jjyt ijj = R1t;
E [y2t ] <1. Then, following Chung (1968):
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n
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1tn
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@t@'
 = op(1): (3.107)
And according to the Taylor expansion:
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  @0t
@'
=
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'yn
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where 'yn lies between 'n and '0: Since: 2th2t   
2
0t
h20t


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2
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2
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=
1
ht
2tht   
2
0t
h0t
+  1ht   1h0t
 z20t ;
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where: 2tht   
2
0t
h0t
 = op(1) + op(1)jz0tj2;
and:
max
 1ht   1h0t
 = jjpn(n   0)jj 1pn max
 1ht @ lnht@
 = op(1):
Then:  1ht

1  
2
t
ht

  1
h0t

1  
2
0t
h0t

=
 1ht

1  
2
t
ht

  1
ht

1  
2
0t
h0t

+
1
ht

1  
2
0t
h0t

  1
h0t

1  
2
0t
h0t

 1
ht
2tht   
2
0t
h0t
+  1ht   1h0t
 1  20th0t

= op(1) + op(1)jz0tj2:
Thus:
1
n
nX
t=1
4
 2th2t @t@ @t@0   
2
0t
h20t
@0t
@
@0t
@0
 = op(1): (3.109)
Then, for the term: tht

2t
ht
  1

@t
@
@ lnht
@0
  0t
h0t

20t
h0t
  1

@0t
@
@ lnh0t
@0
 (3.110)

 tht

2t
ht
  1

  0t
h0t

20t
h0t
  1
 @t@ @ lnht@0

+
 0th0t

20t
h0t
  1
@t@ @ lnht@0   @0t@ @ lnh0t@0
 ;
and for the rst term of the right hand side of inequality (3:110) : tht

2t
ht
  1

  0t
h0t

20t
h0t
  1
 @t@ @ lnht@0


 tht   0th0t
 2tht   1
+  0th0t
 2tht   
2
0t
h0t
 @t@ @ lnht@0

= op(1);
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and:  0th0t

20t
h0t
  1
 @t@ @ lnht@0   @0t@ @ lnh0t@0

=
 z0tph0t  z20t   1
 @t@ @ lnht@0   @0t@ @ lnh0t@0

= op(1);
because of: @t@ @ lnht@0   @0t@ @ lnh0t@0

=
@t@ @ lnht@0   @t@ @ lnh0t@0 + @t@ @ lnh0t@0   @0t@ @ lnh0t@0


@t@
@ lnht@0   @ lnh0t@0
+ @t@   @0t@
@ lnh0t@0

= op(1):
Then:
1
n
nX
t=1

t
ht

2t
ht
  1

@t
@
@ lnht
@0
  0t
h0t

20t
h0t
  1

@0t
@
@ lnh0t
@0

n
= op(1): (3.111)
Finally:
1
n
nX
t=1

@lt
@
@lt
@0
  @l0t
@
@l0t
@0

n
= op(1) (3.112)
(i) holds. Assume (@l0t=@)(@l0t=@
0) is strictly stationary and ergodic and:
Ejj(@l0t=@)(@l0t=@0)jj <1:
By the ergodic theorem, it is able to obtain that:
1
n
nX
t=1

@lt
@
@lt
@0

n
= E

@l0t
@
@l0t
@0

+ op(1)
= 
0 + op(1):
And similarly to Lemma 3.5.3, it is able to obtain:
1
n
nX
t=1
"
@lt
@
@lt
@0
  @
~lt
@
@~lt
@0
#
n
= op(1): (3.113)
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Then:
1
n
nX
t=1
"
@~lt
@
@~lt
@0
#
n
  E

@l0t
@
@l0t
@0

(3.114)
=
1
n
nX
t=1
"
@~lt
@
@~lt
@0
  @l0t
@
@l0t
@0
#
n
=
1
n
nX
t=1
"
@lt
@
@lt
@0
  @l0t
@
@l0t
@0
+
@~lt
@
@~lt
@0
  @lt
@
@l
@0
#
n
 1
n
nX
t=1

@lt
@
@lt
@0
  @l0t
@
@l0t
@0

n
+
1
n
nX
t=1
"
@lt
@
@lt
@0
  @
~lt
@
@~lt
@0
#
n
= op(1):
Thus (ii) holds, that is:
b
n   E @l0t
@
@l0t
@0

= op(1): (3.115)
This means that b
n = 1n nX
t=1
h
(@~lt=@)(@~lt=@
0)
i
n
is a consistent estimator of

0 = E [(@l0t=@) (@l0t=@
0)]. This completes the proof.
3.8.9 Proof of Lemma 3.6.1
Proof of Lemma 3.6.1. Since:
Ejlt(#)j = Ej lnhtj+ E

2t
ht

; (3.116)
and by the expression of the HYEGARCH(0; d; 0):
Ej lnhtj = E
! +
1X
j=1
bjg1(zt j)

 j!j+ E
" 1X
j=1
max
#2
jbjg1(zt j)j
#
 j!j+ E jg1(z1)jE
" 1X
j=1
max
#2
 
cj d 1
#
< 1;
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and suppose jj  1, then:
lnht = ! +
1X
j=1
bjg1(zt j)
= ! +
1X
j=1
bj
 

t jp
ht j
+
 t jpht j

!
 !:
Thus, lnht  !, and ht  exp(!), this ensures ht has lower bound over. Thereby,
under E

2t

<1, and:
sup
#2
Ejlt(#)j = sup
#2

Ej lnhtj+ E

2t
ht

 sup
#2
(Ej lnhtj) + CE

2t

< 1;
Ln(#) converges to the function L(#) by ergodicity of 
2
t and lnht for each indi-
vidual # 2 . This completes the proof.
3.8.10 Proof of Lemma 3.6.2
Proof of Lemma 3.6.2. Since:
L(#)  L(#0)
= E [lt(#)]  E [l0t(#)]
=  E ln jht(#)j   E

2t
ht(#)

+ E ln jh0t(#)j+ E

2t
h0t(#)

= E ln
h0t(#)ht(#)
  E  2tht(#)

+ E

2t
h0t(#)

= E ln
h0t(#)ht(#)
  E h0t(#)ht(#)

+ E

h0t(#)
h0t(#)

= E

ln
h0t(#)ht(#)
  h0t(#)ht(#) + 1

;
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and because of lnx < x  1 for 1 6= x > 0, thus:
L(#) < L(#0);
and:
L(#) = L(#0);
for all # if and only if h0t(#)=ht(#) = 1, that is ht(#0) = ht(#) almost surely, and
also lnht(#0) = lnht(#), g(zt)(#0) = g(zt)(#) which means that:
!0 +
1X
j=1
c0j
 d0 1g(z0t j) = ! +
1X
j=1
cj d 1g(zt j): (3.117)
Taking the variance of both sides of the above equation and reorganised it, then:
1X
j=1
E

g(z0t j)2
  
c0j
 d0 1   cj d 12 = 0;
and 0 < E [g(z0t j)2] <1, then:
1X
j=1
 
c0j
 d0 1   cj d 12 = 0; (3.118)
this implies that c0j d0 1 = cj d 1 for all j  1 and c0; c are positive constants.
Then, the Equation (3.118) holds almost surely if and only if c = c0 and d = d0.
Then, substituting c = c0 and d = d0 into the Equation (3.117), it is clear that
!0 = ! almost surely. This completes the proof.
3.8.11 Proof of Lemma 3.6.3
Proof of Lemma 3.6.3. Since:
@l0t
@#
=

2t
h0t
  1

@ ln (h0t)
@#
;
then:
E

@l0t
@#
Ft 1 = E  2th0t   1

@ ln (h0t)
@#
Ft 1 = 0;
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and:
E

@l0t
@#
@l0t
@#0

= E
"
2t
h0t
  1
2
@ ln (h0t)
@#
@ ln (h0t)
@#0
#
<1;
if E [z0t]
4 < 1 and E
P1j=1 b0j   12z0t j   12 jz0t jj2 < 1 by Lemma 3.6.4.
Then:
C 0E

@l0t
@#
@l0t
@#0

C
= E
"
2t
h0t
  1
2
C 0
@ ln (h0t)
@#
@ ln (h0t)
@#0
C
#
= E
"
2t
h0t
  1
2
C 0
@ ln (h0t)
@#
2#
> 0;
where C is with the same dimension as #, and:
@ ln (h0t)
@#
=
0BBBBBBBB@
1P1
j=1 c0j
 d0 1z0t jP1
j=1 j
 d0 1g1

t jp
h0t j

 P1j=1 c0j d0 1 ln j  g1 t jph0t j

1CCCCCCCCA
(3.119)
+
1X
j=1
b0j

 1
2
0z0t j   1
2
jz0t jj

@ lnh0t j
@#
:
If assume that: 
C
@ ln (ht)
@#0
2
= 0;
almost surely, and by the stationarity of @ ln (h0t) =@#, then:
C
0BBBBBBBB@
1P1
j=1 c0j
 d0 1z0t jP1
j=1 j
 d0 1g

t jp
h0t j

 P1j=1 c0j d0 1 ln j  g t jph0t j

1CCCCCCCCA
= 0:
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That is:
c1 + c2
1X
j=1
c0j
 d0 1z0t j + c3
1X
j=1
j d0 1g (z0t j)  c4
1X
j=1
c0j
 d0 1 ln jg (z0t j) = 0;
which means that:
c1 +
 
c2
1X
j=1
c0j
 d0 1 + c3
1X
j=1
j d0 1   c4
1X
j=1
c0j
 d0 1 ln j
!
z0t j
+
 
c3
1X
j=2
j d0 1   c4
1X
j=2
c0j
 d0 1 ln j
!
jz0t jj
=  c3 jz0t 1j :
Then, similar to Straumann (2005) Section 5.4.1, since zt with mean 0 and variance
1 and its distribution is not concentrated in two points, it is able to obtain that
the left hand side of the above equation is independent to the right hand of the
equation, thus c3 = 0 almost surely; and:
c1 +
 
c2
1X
j=1
c0j
 d0 1   c4
1X
j=1
c0j
 d0 1 ln j
!
z0t j
+
 
 c4
1X
j=2
c0j
 d0 1 ln j
!
jz0t jj
= 0;
almost surely if and only if:
c1 = 0; c4 = 0; and then c2 = 0:
Thus, C = 0. Therefore, similar to the Theorem 6.3 of Schützner (2009), by the
Theorem 23.1 in Billingsley (1968)9 and the Cramer-Wold device10, we can get:
1p
n
nX
t=1
@l0t
@#
!d N(0;
01): (3.120)
9The theorem 23.1 in Billingsley (1968): Let f"1; "2; :::g be a stationary, ergodic process for
which
E f"nj "1; "2; :::; "n 1g = 0
with probability 1 and for which E["2n] = 
2 is positive and nite. If Xn(t; !) = S[n;t](!)=
p
n,
then Xn !d W .
10Cramer-Wold device: Suppose fxng1n=1 is a sequence of random K-vectors that satises
c0Yn !d c0Y as n!1 for all c 2 Rk. Then Yn !d Y:
155
This completes the proof.
3.8.12 Proof of Lemma 3.6.4
Proof of Lemma 3.6.4. Since:
@2lt(#)
@#@#0
=

2t
ht
  1

@2 ln (ht)
@#@#0
  
2
t
ht
@ ln (ht)
@#0
@ ln (ht)
@#
Taking expectation value on both sides of the above equation on true parameters:
E

@2l0t(#)
@#@#0

= E

2t
h0t
  1

@2 ln (h0t)
@#@#0
  
2
t
h0t
@ ln (h0t)
@#0
@ ln (h0t)
@#

= E

2t
h0t
  1

@2 ln (h0t)
@#@#0

  E

2t
h0t
@ ln (h0t)
@#0
@ ln (h0t)
@#

=  E

@ ln (h0t)
@#0
@ ln (h0t)
@#

;
where:
E

2t
h0t
  1

@2 ln (h0t)
@#@#0

= 0:
Thus, in order to prove the existence of E [@2l0t(#)= (@#@#
0)], it is essential to show
the existence of E [(@ ln (h0t) =@#
0) (@ ln (h0t) =@#)]. Where:
@ ln (h0t)
@#
=
0BBBBBBB@
1P1
j=1 c0j
 d0 1z0t jP1
j=1 j
 d0 1g1 (z0t j)
 P1j=1 c0j d0 1 ln j  g1 (z0t j)
1CCCCCCCA
+
1X
j=1
b0j

 1
2
0z0t j   1
2
jz0t jj

@ lnh0t j
@#
:
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Then,
E
@ lnh0t@#
2  E

0BBBBBBB@
1P1
j=1 c0j
 d0 1z0t jP1
j=1 j
 d0 1g1 (z0t j)
 P1j=1 c0j d0 1 ln j  g1 (z0t j)
1CCCCCCCA

2
+E

1X
j=1
b0j

 1
2
0z0t j   1
2
jz0t jj

@ lnh0t j
@#

2
Thus, by the stationarity of @ lnh0t=@#, and if E

g1 (z0t j)
2 <1; and:
E

1X
j=1
b0j

 1
2
0z0t j   1
2
jz0t jj

2
< 1;
then E k@ lnh0t=@#k2 < 1, and E [@2l0t(#)=@#@#0] < 1: Thus, by the uniform
convergence theorem and the #n is a consistent estimator of #0, the following result
1
n
nX
t=1
@2lt
@#@#0

#y
  E

@2l0t
@#@#0

= op(1)
holds. This completes the proof.
3.8.13 Proof of Lemma 3.6.5
Proof of Lemma 3.6.5. Similar procedure to the proof of Lemma 3.5.6, since:
@lt
@#
@lt
@#0
=

2t
ht
  1
2
@ ln (ht)
@#
@ ln (ht)
@#0
;
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then: @lt@# @lt@#0   @l0t@# @l0t@#0



2t
h0t
  1
2 @ ln (ht)@# @ ln (ht)@#0   @ ln (h0t)@# @ ln (h0t)@#0

+


2t
ht
  1
2
 

2t
h0t
  1
2
@ ln (ht)@# @ ln (ht)@#0



2t
h0t
  1
2 @ ln (ht)@#   @ ln (h0t)@#
2 + 2 2th0t   1
2 @ ln (ht)@#   @ ln (h0t)@#
@ ln (h0t)@#0
+ op(1) + op(1)jjz0tjj4@ lnht@#
2


2t
h0t
  1
2
1p
n
pn(#n   #0)2 @2 lnht@#@#0
2 + 2 2th0t   1
2
1p
n
pn(#n   #0)@2 lnht@#@#0
@ ln (h0t)@#0
+ op(1) + op(1)jjz0tjj4@ lnht@#
2
=

2t
h0t
  1
2
op(1) + 2

2t
h0t
  1
2
op(1)
@ ln (h0t)@#0
+ op(1) + op(1)jjz0tjj4@ lnht@#
2 :
Thus:
1
n
nX
t=1

@lt
@#
@lt
@#0
  @l0t
@#
@l0t
@#0

#n
= op(1);
and since:
@l0t
@#
=

2t
h0t
  1

@ ln (h0t)
@#
;
then:
E
@l0t@#
2 = E  2th0t   1
2E @ ln (h0t)@#
2 :
Suppose E[z0t]4 <1; and since E k@ lnh0t=@#k2 <1, thus by the uniform ergodic
theorem:
1
n
nX
t=1

@l0t
@#
@l0t
@#0

#n
  E

@l0t
@#
@l0t
@#0

= op(1):
This completes the proof.
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3.8.14 Proof of Lemma 3.6.6
Proof of Lemma 3.6.6. The di¤erence between Ln(#) and ~Ln(#) in the HYE-
GARCH is as follows:
sup
#2
Ln(#)  ~Ln(#)
 1
n
nX
t=1
2t  sup
#2
 1ht(#)   1~ht(#)

+
1
n
nX
t=1
sup
#2
ln(ht(#))  ln(~ht(#))
 C
 
1
n
nX
t=1
2t  sup
#2
lnht(#)  ln ~ht(#)!+
1
n
nX
t=1
sup
#2
ln(ht(#))  ln(~ht(#)) :
The rst inequality follows direct from the triangle inequality, and the second
inequality is obtained by mean value theorem. Then:
E

sup
#2
Ln(#)  ~Ln(#)
 C 1
n
nX
t=1

E
2t  sup
#2
lnht(#)  ln ~ht(#)+
C
1
n
nX
t=1
E

sup
#2
lnht(#)  ln ~ht(#)
 C 1
n
nX
t=1
 h
E
2t 2i 12 sup
#2
E
lnht(#)  ln ~ht(#)2 12!+
C
1
n
nX
t=1
E

sup
#2
lnht(#)  ln ~ht(#)
Since: lnht(#)  ln ~ht(#) = O(n d);
then:
1
n
nX
t=1

sup
#2
E
lnht(#)  ln ~ht(#)2 12 ! 0 as n!1:
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And E [t]
4 <1 if E[zt]4 <1 since E[ht]2 can be nite by Section 2.4, nally:
E

sup
#2
Ln(#)  ~Ln(#)! 0 as n!1:
This completes the proof.
3.8.15 Proof of Theorem 3.6.2
Proof of Theorem 3.6.2. Similar to Theorem 3.5.2, the Lemmas 3.6.1 and
3.6.2 show uniform convergence of the Ln(#) to the function L(#) in probability.
Moreover, L(#) obtain a unique maximum at #0. And Lemma 3.6.6 shows the
di¤erence between Ln(#) and ~Ln(#) converges to zero in probability. Then since:
sup
#2
j~Ln(#)  L(#)j (3.121)
= sup
#2
j~Ln(#) + Ln(#)  Ln(#)  L(#)j
 sup
#2
jLn(#)  L(#)j+ sup
#2
jLn(#)  ~Ln(#)j
= op(1);
thus, the #^n is a consistent estimator of #0, as n!1. This completes the proof.
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3.8.16 Proof of Lemma 3.6.7
Proof of Lemma 3.6.7. Since:
1
n
nX
t=1
"
@l0t
@#
  @
~l0t
@#
#
=
1
n
nX
t=1
24 2t
h0t
  1

@ ln (h0t)
@#
 

2t
~h0t
  1
 @ ln~h0t
@#
35
=
1
n
nX
t=1
24 2t
~h0t
  1
0@@ ln (h0t)
@#
 
@ ln

~h0t

@#
1A35
+
1
n
nX
t=1

2t

1
h0t
  1
~h0t

@ ln (h0t)
@#

;
then:
sup
#2
 1n
nX
t=1
"
@l0t
@#
  @
~l0t
@#
#
 1
n
nX
t=1
 2t~h0t   1
 sup
#2
@ ln (h0t)@#  
@ ln

~h0t

@#

+
C
n
nX
t=1
2t sup
#2
lnh0t   ln ~h0t @ ln (h0t)@#
 ;
and:
E
"
sup
#2
 1n
nX
t=1
"
@l0t
@#
  @
~l0t
@#
#
#
 1
n
nX
t=1
"
E
 2t~h0t   1
2
# 1
2
264E sup
#2
@ ln (h0t)@#  
@ ln

~h0t

@#

2
375
1
2
+
C
n
nX
t=1
h
E
2t 2i 12 E sup
#2
lnh0t   ln ~h0t4 14 E "sup
#2
@ ln (h0t)@#
4
# 1
4
:
by the invertibility property of HYEGARCH process and Lemma 3.6.6, we can
get:
E

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4 14 = op(1);
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and since:
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and ~z0t converges to z0t and ~h0t converges to h0t as n tends to innity. Thus: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and suppose E[z0t]4 <1 and E k@ ln (h0t) =@#k4 <1, then:
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as n tends to innity. This completes the proof.
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3.8.17 Proof of Lemma 3.6.8
Proof of Lemma 3.6.8. Since:
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and:
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As from Lemma 3.6.7:
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and suppose E[z0t]4 <1 and E k@ ln (ht) =@#0k4 <1, and from Lemma 3.6.6:
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And for:
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suppose E[z40t] <1 and similar to Lemma 3.6.7, we can obtain:264E sup
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Thus:
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By the Theorem 3.6.2 and Lemma 3.6.4:
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This completes the proof.
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CHAPTER 4
STRICT STATIONARITY, PERSISTENCE AND VOLATILITY
FORECASTING IN ARCH(1) PROCESSES
4.1 Introduction
As discussed in the previous chapters, the ARCH, GARCH and related classes of
volatility models are extensively employed to exploit the fact of local persistence in
the volatility of returns processes, so as to predict volatility a number of steps into
the future. Notwithstanding the large volume of research that has been devoted
to understanding these models since their inception, there remains a degree of
mystery surrounding their dynamic properties, and hence the degree to which
they assist the e¤ective forecasting of further volatility. Analogies drawn from the
theory of linear processes in levels have sometimes been invoked inappropriately
in attempts to explain their behaviour, as has been detailed in Ding and Granger
(1996), Davidson (2004), Giraitis et al. (2009) among other commentaries.
This chapter considers the ARCH(1) model, which was introduced by Robin-
son (1991), of an uncorrelated returns sequence ftg in which, for  1 < t < +1,
t =
p
htzt; (4.1)
and:
ht = ! +
1X
j=1
j
2
t j; (4.2)
where zt  i:i:d:(0; 1), ! > 0, j  0 for all j and S =
P1
j=1 j < 1. The
stationarity and persistence of the ARCH(1) have been following developed by
Kokoszka and Leipus (2000), Giraitis et al. (2000a), Giraitis and Surgailis (2002),
Giraitis et al. (2007), among others. Kokoszka and Leipus (2000) proposed a
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strictly and weakly stationary solution to the ARCH(1). Giraitis et al. (2000a)
also studied the existence of a stationary solution to the ARCH(1) and emphasised
that conditions on the lag coe¢ cients and sequence fztg are signicant for the
existence of stationarity. They improved the results of Kokoszka and Leipus (2000)
and showed the uniqueness of the stationary solution. Giraitis and Surgailis (2002)
investigated the fourth moment conditions of the ARCH(1) model.
However, the strict stationarity in covariance nonstationary ARCH(1) has not
been fully explored. The question of strict stationarity in covariance nonstationary
processes was rst examined by Nelson (1990) who derived the necessary and
su¢ cient condition for strict stationarity in the GARCH(1; 1) model. Bougerol
and Picard (1992) extended the results of Nelson to GARCH(p; q) models, and
pointed out the importance of the negativity of the top Lyapunov exponent of
a certain sequence of random matrices. Kazakeviµcius and Leipus (2002) showed
that a necessary condition for a stationary solution in the ARCH(1) class models
and Douc et al. (2008) provided a su¢ cient condition. Motivated by the above
results, this chapter focuses on the strict stationarity in covariance nonstationary
ARCH(1) processes.
This chapter also considers the wider question of the persistence of station-
ary volatility processes, and proposes a new persistence measure. This notion of
persistence, which is independent of the existence of moments, is made precise in
Section 4.4, where we dene it in terms of the (in)frequency of crossings of the me-
dian in successive steps. Thus, a process which crosses the median at most a nite
number of times in a realisation of length T , as T !1, is necessarily nonstation-
ary, either converging or diverging. At the other extreme, a serially independent
process crosses the median with probability 1=2 at each step, by construction.
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Conditions for strict stationarity of a process in e¤ect dene the boundary beyond
which persistence becomes divergence, and there is no reversion tendency dening
a stationary distribution.
Moreover, once we know how long episodes of high volatility tend to persist, it
is worth investigating how far into the future variations in volatility may feasibly
be forecast. For the volatility forecasting, the squared of the return processes
is normally replaced by its (assumed) conditional expectation. This might not be
very appropriate, thus an alternative forecasting method is proposed in the Section
4.6.
To investigate these questions, it is vital to focus on the three salient features
of models of this type: the value of the sum of the lag coe¢ cients S; the decay rate
of the lag coe¢ cients j; and the distribution of the underlying process zt. Having
regard to the rst of these features, it is well known that S < 1 is a necessary
condition for covariance stationarity (see e.g. Kokoszka and Leipus, 2000; Giraitis
et al., 2000a). Unless this condition applies it is inappropriate to speak of ht as
the conditional variance although it is always well-dened as a volatility indicator.
With regard to the second feature, it is also well known that the Bollerslev (1986)
GARCH class of models imposes exponential decay rates on the coe¢ cients, and
the HYGARCH class due to Davidson (2004) which includes the FIGARCH model
of Baillie et al. (1996), embodies hyperbolic decay rates. Considering the third
feature, the underlying processes are often specied to be Gaussian, even though
it is a well-known stylised fact that the residuals from estimated GARCH models
in nancial data can exhibit excess kurtosis.
The structure of the rest of chapter is as follows. Section 4.2 briey reviews the
covariance stationary, strictly stationary and persistence of the relevant ARCH-
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type volatility models. In Section 4.3, a decomposition of the ARCH(1) equation
is introduced which simplies the problem of seeing how persistence and stationar-
ity depends on the various model features. We use this representation to derive a
new su¢ cient condition for strict stationarity. In the GARCH(1; 1) case where the
stationarity boundary in the parameter space is known, we show numerically that
our condition is not too far from necessity, in contrast to a strong condition such as
(4.16). The properties of these models are shown to be the result of rather complex
interactions between the shock distribution and the linear structure. Section 4.5
reports a comprehensive set of simulations, covering the persistence, covariance
stationary, strictly stationary and nonstationary cases of the ARCH-type models.
Section 4.6 evaluates the performance of the volatility forecasting, considers the
implications of our analysis for the optimal forecasting of volatility, and investigates
alternatives to the minimum mean squared error criterion, which is conventional
but not necessarily optimal in the context of highly skewed volatility processes.
Section 4.7 contains concluding remarks, and proofs of the propositions stated in
Section 4.3 are gathered in the Appendix C. All simulations results are obtained
by using software OxMetrics and TSM.
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4.2 Literature review
4.2.1 The stationarity of the ARCH-type models
Many scholars have investigated the stationarity of ARCH-type processes. These
results have been reviewed recently by, for example, Giraitis et al. (2007), Giraitis
et al. (2009), and Beran et al. (2013). This section briey reviews the literature
on covariance stationarity and strict stationarity for ARCH-type models.
Second and fourth-moment conditions of ARCH-type models
The stationarity properties of the ARCH(1) model under second-moment and
fourth-moment conditions have been investigated by many researchers, including
Kokoszka and Leipus (2000), Giraitis et al. (2000a), and Giraitis and Surgailis
(2002). With regard to the covariance stationarity of the ARCH(1) process,
Kokoszka and Leipus (2000) showed that if (Ez41)
1=2
P1
j=1 j < 1, then 
2
t is a strict
and weak stationary solution to the non-negative ARCH(1) processes. Giraitis
et al. (2000a) also investigated the existence of a stationary solution to non-negative
ARCH(1) models and suggested that the conditions on these coe¢ cients and
the distribution of fz2t g play a vital role in guaranteeing the stationarity of these
models. They assumed that the rst and second moments of z2t are existent and
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dene the non-negative ARCH(1) process as:
2t =
 
! +
1X
j=1
j
2
t j
!
z2t (4.3)
= z2t !
 
1 +
1X
k=1
1X
j1;j2;:::;jk=1
j1;:::;jkz
2
t j1    z2t j1 jk
!
= !
1X
k=0
1X
j1;j2;:::;jk=1
j1;:::;jkz
2
t z
2
t j1    z2t j1 jk :
where !  0, j  0; j = 1; 2::: This can be rewritten as:
2t = !
1X
k=0
Mk(t); (4.4)
with:
Mk(t) =
1X
j1;j2;:::;jk=1
j1;:::;jkz
2
t z
2
t j1    z2t j1 jk (4.5)
=
1X
jk<jk 1<j1
t j1;:::;jk 1 jkz
2
t z
2
j1
   z2jk ;
whereM0(t) = z2t andMk(t) for all k  1: Giraitis et al. (2000a) rened the results
of Kokoszka and Leipus (2000) in their Theorem 2.1 and provided a su¢ cient
conditions for the existence of a stationary solution to non-negative ARCH(1)
class models using a Volterra series type expansion of the ARCH process. The
conditions are:
Ez21
1X
j=1
j < 1; (4.6)
and
(Ez41)
1=2
1X
j=1
j < 1; (4.7)
with Ez21 < 1 and Ez41 < 1, respectively. In their Theorem 2.1 Condition (4.7)
is a su¢ cient condition for the existence of a fourth-order stationary solution to
the non-negative ARCH(1) processes. It can be seen that Condition (4.7) implies
(4.6) because Ez21  (Ez41)1=2. This shows that Giraitis et al. (2000a) obtained the
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same result as Kokoszka and Leipus (2000) for the covariance stationary solution
but improved the strict stationary solution (see Section 4.2.1). Based on Condition
(4.7), Giraitis et al. (2007) proposed the following su¢ cient condition:
E(jz1j2p)
1
p
1X
j=1
j < 1; (4.8)
for the existence of the E(2t )
p with p  1. This condition is the same as (4.7)
when p = 2. However, compared with the results of Nelson (1990), the inequality
of (4.7) is not a necessary condition for the existence of a fourth-order stationary
solution to the ARCH(1) process.
For the existence of a fourth-order stationary solution to the ARCH(1) process,
Giraitis and Surgailis (2002) derived a su¢ cient and necessary condition by ap-
plying an orthogonal Volterra representation of 2t . The fourth-moment conditions
require that (4:6) holds and: 1X
j=1

E(z41)
E (z21)

gj
2!1=2
< 1; (4.9)
where:
1X
j=1
gjz
j =
 
1  Ez21
1X
i=1
iz
i
! 1
;
which means that:
gj =
jX
k=1
(Ez21)
k
X
0<i1<<ik 1
i1i2 i1 :::ik 2 ik 1 (j  1); g0 = 1;
need to hold. In comparison, Giraitis et al. (2007) provided a su¢ cient but not
necessary condition for the fourth-order solution by applying Minkowskis norm
inequality and pointed out that Kazakeviµcius et al. (2004) also provided an equiv-
alent condition to the results of Giraitis and Surgailis (2002) by applying a di¤erent
method.
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Strict stationarity of the covariance nonstationarity in GARCH-type
models
Nelson (1990) rst examined the strict stationarity in covariance nonstationary
processes. He considered the GARCH(1,1) model below:
ht =  + 
2
t 1 + ht 1; (4.10)
which has the same form as Condition (4.2) with ! = =(1   ) and j = j 1
so that S = =(1 ), and showed the necessary and su¢ cient condition for strict
stationarity to be:
E ln(z21 + ) < 0 (4.11)
by applying the theory of products of random matrices. Giraitis et al. (2007) re-
viewed the relevant literature in this area. They emphasised that this condition is
weaker than the conditions of Kokoszka and Leipus (2000), Giraitis et al. (2000)
and He and Teräsvirta (1999) for the GARCH(1,1) case, and that it implies the ex-
istence of the nite second and fourth moments of the return series. Subsequently,
Bougerol and Picard (1992) extended Nelsons (1991) results, and provided a nec-
essary and su¢ cient condition for the existence of a strictly stationary solution to
GARCH(p; q) models, which may have innite variance. Theorem 1:3 of Bougerol
and Picard (1992) shows that the negativity of the associated Lyapunov exponent
is a necessary and su¢ cient condition for strict stationarity in GARCH(p; q) mod-
els; the strictly stationary property of IGARCH models is also included in their
Corollary 2.2.
Strict stationarity in ARCH(1) processes
Kazakeviµcius and Leipus (2002) generalised the results of Nelson (1990), and
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Bougerol and Picard (1992) to ARCH(1) models. They investigated the existence
of a strictly stationary solution to ARCH(1) models without moment conditions
and established the conditions for the existence of an ARCH(1) process, similar
to the results of Bougerol and Picard (1992). In their Corollary 2:3; Bougerol and
Picard (1992) proposed that (1) < 1 is a necessary condition for the existence of a
GARCH(p; q) process under a nite second-moment condition of zt. Kazakeviµcius
and Leipus (2002) weakened this condition and claimed that the strictly station-
ary solution to GARCH(p; q) also satises the associated ARCH(1) process in
Theorem 2:2 without the moment conditions on zt.
In their Theorem 2:3, Kazakeviµcius and Leipus (2002) also showed that a nec-
essary condition for a stationary solution in the ARCH(1) class is:
lnS <  E ln(z21); (4.12)
where S <1 and E ln(z21) is well dened. However, this condition is not su¢ cient.
For instance, in the GARCH(1,1) case, S = 1=(1  1); if 1 > 0, this condition
is weaker than that of Nelson (1990). Kazakeviµcius and Leipus (2002) also applied
the convergence radius of the random power series, which is almost surely equal
to some non-random constant R, to show the existence of the ARCH(1) process
rather than the top Lyapunov exponent when there is no moment condition placed
on z2t . Their Theorem 2:4 proved that the condition R > 1 is su¢ cient and
condition R  1 is necessary for the existence of an ARCH(1) process. They
also provided some su¢ cient conditions for the existence of ARCH(1) processes
in their Theorem 2.5.
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Strict stationarity of integrated ARCH (1) processes without moment
conditions
Kazakeviµcius and Leipus (2003) extended the previous results to the integrated
ARCH (IARCH(1)) process, which is under the condition:
Ez21
1X
j=1
j = 1. (4.13)
This is the same as
P1
j=1 j = 1 here, since Ez
2
1 = 1. They applied a Kesten and
Spitzers (1984) method to solve the problem of the existence of IARCH processes,
for which they provided conditions in their Theorem 3:2, which is a top Lyapunov
exponent  < 0 under the following conditions:
Ej ln(z21)j <1; (4.14)
and: X
j
jq
j <1 for some q > 1: (4.15)
Condition (4.15) implies that the lag coe¢ cients j exhibit exponential decay.
They also emphasised that if conditions (4.13) and (4.14) hold, where as (4.15) is
not satised, then the top Lyapunov exponent  = 0 for the ARCH(1) process
in their theorem 3.3. It is obvious that Theorem 3.3 cannot solve the existence
problem of the FIGARCH models. Kazakeviµcius and Leipus (2003) referred to
Giraitis et al.s (2000) analogous condition (4.6) for the ARCH(1) model under the
moment conditions on t. The strictly stationary solution to the ARCH(1) process
becomes more complicated without moment conditions. However, Kazakeviµcius
and Leipuss (2003) results show the stationary conditions for ARCH(1) processes
with geometrically decaying lag coe¢ cients, which rules out the power-law decay
of the coe¢ cients fjg: (see also the reviews in Giraitis et al., 2007, Giraitis et al.,
2009, Douc et al., 2008).
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In their Theorem 1, Douc et al. (2008) provided a new su¢ cient condition for
the existence of a strictly stationary solution to the ARCH(1) model also including
the FIGARCH model:
Ejz1j2p
1X
j=1
pj < 1 with p 2 (0; 1]: (4.16)
They also investigated stationary IARCH(1) processes in their Corollary 2. It
was shown that if E[z21 ] = 1 and the (4.16) holds for some p 2 (0; 1] if and only if
p < 1 exists such that
P1
j=1 
p
j <1 and:
1X
j=1
j ln(j) + E[z
2
1 ln(z
2
1)] 2 (0;1]: (4.17)
A solution to the ARCH(1) equation then exists under the conditions E[jtjq] <1
for all q 2 [0; 2) and E[2t ] =1.
In contrast to Corollary 2 of Douc et al. (2008) with the conditions in Kazake-
viµcius and Leipus (2003), Douc et al.s (2008) Corollary 2 derives the stationarity
property of IARCH process. And it can be applied to show the causal strictly sta-
tionary of some FIGARCH(p; d; q) models under certain conditions. They proved
this result in their Corollary 3, which demonstrated a unique causal stationary
solution for FIGARCH(0; d; 0).
4.2.2 Persistence in the ARCH(1) process
Some of the relevant studies have been reviewed in Chapter 2. Here, we briey
review the rest of the relevant literature. Nelson and Cao (1992) proved that the lag
coe¢ cients in the ARCH(1) process, which is transformed from the GARCH(p; q),
decay at an exponential rate. The covariance function of the GARCH(p; q) process
presents has exponential decay (see e.g. Bollerslev, 1988; He and Teräsvirta, 1999a).
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Kokoszka and Leipus (2000) showed that in the short memory ARCH(1) process,
if the lag coe¢ cients j decay exponentially, then the covariance function of the
squared return series also decays exponentially quickly. Giraitis et al. (2000a), in
their Proposition 3.2, showed that the hyperbolic decay of lag coe¢ cients implies
the hyperbolic decay of the covariances of the squared of returns. In other words,
if j  cj r, with r > 1; c > 0, then Cov(2k; 20)  ck r for k  1, where c > 0; and
if c1j r  j  c1j r for a large j, then Cov(2k; 20)  k r for a su¢ ciently large
k: They emphasised that, although the weakly stationary condition, summability
of the lag coe¢ cients, implies summability of the covariances, the autocorrelation
function decays very slowly when the chosen r (xed) tends to 1. This type memory
property of the squared returns may be dened as moderate memory (see e.g.
Giraitis et al., 2007). Based on previous literature, Giraitis et al. (2000a) claimed
that the rate of decay of the covariance function of the stationary ARCH(1)
process is implied by the asymptotic behaviour of its lag coe¢ cients. Giraitis and
Surgailis (2002) also obtained similar results by applying an orthogonal Volterra
representation of the squared return process. Davidson (2004) demonstrated that
GARCH and IGARCH processes display geometric memory, and the stationary
HYGARCH and FIGARCH processes embody hyperbolic memory by applying
the NED approach. This was reviewed in more detail in Chapter 2.
Most of the literature above has been summarised by Giraitis et al. (2007)
and Giraitis et al. (2009), where the authors reviewed the memory or persistence
property of the stationary ARCH(1) process, and showed that the squares (2t )
of the covariance stationary ARCH(1) process has a distributional short memory
under nite fourth moment condition. However, nonsummable autocorrelations
may exist in the absolute values jtj or some (fractional) powers jtjl, l > 0, which
can have a long memory property. More investigation is required into this.
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4.3 Stationarity and persistence in ARCH(1)-class processes
In this section, we propose to investigate the stationarity and persistence in the
ARCH(1)-class processes. An analogous expression of ARCH(1) processes can
be written as:
ht = ! +
1X
j=1
 jtht j = ! +  t(L)ht; (4.18)
where:
 jt = jz
2
t j. (4.19)
In words, this expression can be described as an innite-order linear di¤erence
equation with independently distributed random coe¢ cients.
To focus our attention on the persistence properties of (4:18), it is helpful to
apply a variant of the so-called Beveridge and Nelson (1981) decomposition (hence-
forth, BN), which was introduced as a tool of econometric analysis by Phillips and
Solo (1992). The BN decomposition is the easily veried identity for polynomials
(x) =
P1
j=0 jx
j having the form:
(z) = (1) + (z)(1  z);
where j =  
P1
k=j+1 k. In the present application we consider, for each t, the
stochastic polynomial in the lag operator:
 t(L) =
1X
j=0
 jtL
j;
where the coe¢ cients  jt are given by (4.19) with  0t = 0 = 0. Then, the BN
decomposition form of this expression is:
 t(L) = 	t +  

t (L)(1  L);
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where:
	t =  t(1) =
1X
j=1
 jt; (4.20)
and note that:
E(	t) = S. (4.21)
The coe¢ cients of  t (L) are  

0t = 0, for k  1,
 kt =  
1X
l=k+1
lz
2
t l  0: (4.22)
Then the corresponding form of (4.18) is:
ht = ! +
1X
j=1
 jtht j
= ! +
 1X
j=1
 jt
!
ht 1    2t(ht 1   ht 2)   3t(ht 1   ht 3)    
= ! +
 1X
j=1
 jt
!
ht 1   2z2t 2(ht 1   ht 2)  3z2t 3(ht 1   ht 3)    
= ! +
 1X
j=1
 jt
!
ht 1 +
1X
k=1
 ktht k:
It can be written as:
ht = ! + 	tht 1 +Rt; (4.23)
where:
Rt =
1X
k=1
 ktht k: (4.24)
It also can be written as:
Rt =  2z2t 2(ht 1   ht 2)  3z2t 3(ht 1   ht 3)    
=  
1X
k=2
kz
2
t k(ht 1   ht k):
Note that if fhtg is a stationary process, the terms ht are negatively autocorre-
lated and their contribution to the dynamics is therefore high-frequency, in general.
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That the longer-run persistence and stationarity properties of the process depend
critically on the distribution of the sequence f	tg is shown by the Proposition
4.3.1.
Proposition 4.3.1 If the stochastic process fhtg1t= 1 where
ht = ! + 	th

t 1 (4.25)
satises a su¢ cient condition for P (ht <1) = 1, then P (ht <1) = 1 also holds
for (4.18).
With this consideration in mind we give the following result, establishing a
su¢ cient condition for stationarity of fhtg. For convenience of notation, let the
symbol  denote the constant E(ln 	t), not depending on t since fztg is i.i.d.
Proposition 4.3.2 If
 < 0 (4.26)
then fhtg1t= 1 dened by (4.25) is strictly stationary and ergodic.
Su¢ ciency of the covariance stationarity condition S = E(	t) < 1 follows from
Proposition 4.3.2 by the Jensen inequality.
Consider this result in the case of the GARCH(1; 1) process:
ht =  + 
2
t 1 + ht 1
=

1   +

1  L
2
t 1
= ! +
1X
j=1
j 12t j:
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Figure 4.1: Gaussian GARCH(1; 1) model: (; ) pairs where  = 0 and the
stationarity boundary points of Nelson (1990). Note: this gure provides some
numerical experiments with Gaussian shocks showing -values at which   0 for
 = 0; 0:1; 0:2; : : : ; 0:9. The mean is estimated in each case as the average of 20; 000
values of ln(	t). The actual stationarity boundary points from Nelson (1990) are
also shown for comparison.
This is a special case because, uniquely among ARCH(1) processes, it
can be expressed exactly in the form of (4:25). In other words, we may write the
model as:
ht =  + 	
y
tht 1 (4.27)
where 	yt = z
2
t 1 +  and  = !(1  ). Proposition 4.3.2 can be applied directly
to (4.27) to obtain condition (4.11), which Nelson (1990) shows to be necessary
as well as su¢ cient. However, writing the model in its ARCH(1) representation
with:
 = E ln(	t)
= E ln(z2t 1 + z
2
t 2 + 
2z2t 3 +    )
= E

ln(z2t 1 + 	t 1)

: (4.28)
In the case  = 0, so that S = , the condition (4.11) and (4.26) match. They also
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match the necessary condition (4.12) which for the GARCH(1; 1) case becomes:
E ln(z21) < ln(1  ):
Also, letting  ! 1 while letting  tend to zero at such a rate as to x the sum
of the coe¢ cients at S = =(1   ), note that condition  < 0 in case of (4.28)
implies the covariance stationarity condition S < 1. This follows because 	t ! S
almost surely as  ! 0 by the strong law of large numbers, noting that it is a
weighted average of i.i.d. random variables with means of unity and weights with
nite sum S.
For the intermediate cases with 0 <  < 1, conditions (4.11) and (4.26) do not
match but can be compared, giving an opportunity to verify the sharpness of the
latter condition. Some numerical experiments with Gaussian shocks are illustrated
in Figure 4.1, showing -values at which   0 for  = 0; 0:1; 0:2; : : : ; 0:9. The
mean is estimated in each case as the average of 20; 000 values of ln(	t) where
	t is calculated from a generated i.i.d. Gaussian sequence fztg and the recursion
	t = z
2
t 1 + 	t 1. The actual stationarity boundary points from (4.11) are
shown for comparison, as plotted in Figure 4.1 of Nelson (1990)1. By comparison,
note that the su¢ cient condition of Douc et al. (2008) is substantially stronger
than the bound of Proposition 4.3.2. For the cases illustrated in Figure 4.1, the
boundary value of S = =(1 ) ranges from 1 at  = 0:9 up to 2:1 at  = 0:1. In
the Gaussian case, a lower bound on Ejz1j2p is
p
2= = 0:798 at p = 0:5, whereas
S is a lower bound on the second factor of condition (4.16). For most of these
cases, there is no value p 2 (0; 1] close to meeting the stated condition.
The way in which these conditions depend on the distribution of z21 can be
appreciated by considering Figures 4.2-4.4, which show simulated paths (T = 5000,
1Note that the axes in our gure are interchanged relative to Nelsons gure.
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with 10; 000 presample steps) for three cases of the IGARCH(1,1) model, with
! = 1 and  = 0:9 in each case. These are among the models studied in Section 4.5
of this chapter. The sole di¤erence between the three cases comes from the shock
distributions, which are, respectively, the Student t with 3 degrees of freedom,
the Gaussian, and the uniform, in each case normalised to zero mean and unit
variance. Estimates of  E(ln z21) (computed as averages of samples of size 20; 000)
are, respectively, 2:02 for the Student(3), 1:25 for the Gaussian, and 0:87 for the
uniform case. These may be compared with ln(S) = 0 in the light of the necessary
stationarity condition (4.12). The plots show how these characteristics map into
di¤erences in persistence, pointing up the somewhat counter-intuitive e¤ect of fat
tails on persistence.
Turning now to the general ARCH(1) case, note rst that from E(	t) = S
and ! > 0 it follows that the existence of E(ht ) requires S < 1, mirroring the
full model ht = ! + 	tht 1 + Rt; in the same case, observe that E(Rt) = 0.
Except in the case where S < 1; stationarity depends on the distribution of 	t
and particularly on the degree of positive skewness which, as a moving average of
squared shocks, 	t must exhibit in some degree. If the mass of the distribution
of 	t falls below one, the mass of the distribution of ln 	t is in the negative part
of the line. While E(ln 	t) < lnS by the Jensen inequality, the logarithm of
a positive and positively skewed random variable has a more nearly symmetric
distribution than the variable itself. Hence, E(ln 	t) lies correspondingly closer
to Median(ln 	t) = ln(Median(	t)), which in turn lies further below lnS, as the
skewness is greater. In terms of the dynamics of the process, to the extent that 	tis
symmetrically distributed about its mean S, and S  1, the probability that a step
is convergent, in the sense of Proposition 4.3.1, is relatively small. The stochastic
di¤erence equation dened by (4:25) must, with the complementary probability,
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Figure 4.2: Simulation of IGARCH(1,1) with Student(3) shocks. Note: This gure
provides the simulation results for samples of size 5000, with 10,000 pre-sample
steps, for the IGARCH(1,1) model with ! = 1,  = 0:9 and Student(3) shocks.
It shows the persistence properties of the IGARCH(1,1) process with Student(3)
shocks. More interpretations of this gure are shown in Section 4.3.
Figure 4.3: Simulation of IGARCH(1,1) with Gaussian shocks. This gure follows
same simulation procedure to gure 4.2, except it considers the IGARCH(1,1)
process with Gaussian shocks. This gure shows the persistence properties of the
IGARCH(1,1) process with Gaussian shocks. More interpretations of this gure
are shown in Section 4.3.
Figure 4.4: Simulation of IGARCH(1,1) with uniformly distributed shocks. Note:
This gure follows same simulation procedure to gure 4.2, except it considers
the IGARCH(1,1) process with uniformly distributed shocks. This gure shows
the persistence properties of the IGARCH(1,1) process with uniformly distributed
shocks. More interpretations about this gure are shown in Section 4.3.
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behave like either a unit root process with positive drift or an explosive process.
However, skewness will increase the proportion of the realisations falling below the
mean, yielding stationary behaviour on more frequent occasions, compensated by
less frequent but larger excursions above the mean.
In this context we can appreciate the rather complex role played by the rate of
decay of the nonnegative sequence fjg1j=1, given its xed sum S = E(	1). First,
note that the skewness of 	1 derives from and is bounded by the skewness in the
distribution of the increments fz2s ; s  0). Hence, the necessary condition (4.12)
can be understood as the minimal condition for non-divergence when S  1. This
condition would also be su¢ cient in the case j = 0 for j > 1 and S = 1 = 1 (the
IARCH(1) model), in which case the distribution of 	1 and z21 match. However,
when 	1 is a moving average of the fz2sg process, the distribution of 	1 depends
critically on the distribution of the lag coe¢ cients. Since the lag weights have a
nite sum S, the e¤ects of a longer or shorter average lag are to introduce di¤erent
degrees of averaging of the squared shocks. The somewhat complex nature of this
relation depends on the existence of a trade-o¤ between two countervailing e¤ects.
Assuming the z1 possesses a fourth moment, the central limit theorem implies that
	1 is attracted to the normal distribution, with skewness increasingly attenuated,
as lag decay gets slower. At the same time, the law of large numbers implies that
the variance of 	1 is smaller. The rst of these e¤ects is tending to increase the
persistence of the fhtg process, while the second is tending to lower the inuence
of ht on the volatility of 

t =
p
ht zt, simply because the noise contribution form
zt becomes more dominant as the variation in ht are attenuated. It is therefore
di¢ cult to predict the e¤ect of changing the lag decay in any given case.
To summarize: if the contribution of the term Rt in (4.23) to the persistence
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properties can be largely discounted, as we argue, the persistence and stationarity
of the ARCH(1) process can be related, through the distribution of 	1, to the
three key factors: S, the rate of decay of the lag coe¢ cients, and the marginal
distribution of z1. Greater/smaller kurtosis of z1 implies greater/smaller positive
skewness in the distribution of z21 , and hence gives rise to less/more persistence
in fhtg, other things equal. A longer average lag can, counterintuitively, imply
a lesser degree of persistence in the observed process, virtually the opposite of
the role of lag decay in models of levels, where the sum of the lag coe¢ cients is
not constrained in the same way, and shocks are viewed implicitly as having a
symmetric distribution. Finally, it is most important to note that the distinction
between exponential and hyperbolic decay rates has quite di¤erent implications
here than in models of levels. There is no counterpart to so-called long memory
in levels, otherwise called fractional integration. The dynamics are nonlinear and
there is no simple parallel with linear time series models. The closest analogy is
with a single autoregressive root which in the covariance nonstationary cases is
local to unity.
4.4 Measuring the persistence of stationary time series
This section aims to provide a framework for comparing persistence in general time
series processes, and also considers some alternative approaches including GPH
estimators and GPH estimators for the normalised ranks series. The persistence, or
equivalently memory, of a strictly stationary process can be thought of heuristically
in terms of the degree to which the history of the process contains information to
predict its future path, more accurately than by simple knowledge of the marginal
distribution. In the context of univariate forecasting, forecastability must entail
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that changes in the level of the process are relatively sluggish. It is customary to
measure this type of property with reference to the autocovariance sequence, but
this is not a valid approach in the absence of second moments.
4.4.1 JT statistics
In this study, we resort instead to the idea the key indicator of persistence is the
(in)frequency of reversion towards a point of central tendency. We may formalize
this notion by dening the persistence of an arbitrary sequence fXtgTt=1 specically
in terms of the number of occasions on which the series crosses its median point.
The direct measure of this property, which is well dened and comparable in any
sample sequence whatever, is the relative median-crossing frequency, although it is
more convenient to consider the complementary relative frequency of non-crossings.
We therefore dene:
JT =
1
T
TX
t=2
I((Xt  MT )(Xt 1  MT ) > 0); (4.29)
where T is sample length, I(:) denotes the indicator of its argument and MT is
the sample median. JT measures the persistence of a sample as a point in the
unit interval. When the sequence is serially independent, JT ! 1=2 as T ! 1,
almost surely, by construction. In other words, under independence half of the
pairs of successive drawings must fall on di¤erent sides of the median on average.
The extreme cases are JT ! 0 (anti-persistence) and JT ! 1 (persistence). In the
latter case, at most a nite number of median crossings as T ! 1 implies that
the sequence either converges, or diverges to innity. In neither case can it be
strictly stationary. The condition limsupJT < 1 is evidently necessary for strict
stationarity.
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JT in (4:29) applied to a given sequence measures what we may designate per-
sistence in levels. Persistence in volatility is measured by the statistic analogous to
JT for the squared or (equivalently) absolute values of the series. From the stand-
point of returns it is second order persistence, so dened, that is our interest in the
present analysis. The JT statistic can be computed for arbitrary transformations of
the variables, and a necessary and su¢ cient condition for strict stationarity would
appear to be that the sequences fJT ; T  2g are bounded below 1 for all such
variants. However, the two leading cases mentioned appear the important ones in
the usual time series context.
JT is an ordinal measure that is well dened regardless of the existence of
moments and is also invariant under monotone transformations. Thus, the cases
Xt = 
2
t and Xt = jtj must yield the same value of JT . More interestingly, it is
invariant under the operation of forming the normalised ranks of the series, fxtgTt=1.
Letting F^T denote the empirical distribution function:
F^T (z) =
1
T
TX
s=1
I(Xs  z),
xt = F^T (Xt) denotes the relative position ofXt in the sorted sequenceX(1); : : : ; X(T ).
The sample median of the normalised ranks tends to 1=2 by construction, and when
the sample is large enough, JT must have the same value for fxtgTt=1 as it does for
the original series fXtgTt=1. The ranks are also invariant under monotone trans-
formations of the series, so yielding the same values for Xt = 
2
t and Xt = jtj in
particular.
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4.4.2 GPH estimator and that for the normalised ranks
series
Conventional approaches to measuring persistence, for levels or squares/absolute
values as the case may be, are based on the autocovariance sequence. There
is particular interest in the property of absolute summability of this sequence,
often called weak dependence, with strong dependence dening the non-summable
case.2 Popular persistence measures based on the autocovariance sequence are the
so-called GPH log-periodogram regression estimators (for di¤erent bandwidths)
of the fractional persistence parameter d, originally due to Geweke and Porter-
Hudak (1983). In principle, GPH estimators provide a test of the null hypothesis
of weak dependence, although they are well-known to be subject to nite sample
bias except under the null of white noise.
Our present interest is due to the fact that the long memory paradigm has
proved popular in volatility modelling, and GPH estimation can be validly per-
formed on the normalised ranks of a series regardless of the covariance stationarity
property. The particular problem faced in the context of nonstationary volatility
is the existence of excessively inuential outlying observations, which may inval-
idate the usual assumptions for valid inference. Rank autocorrelations are free
of these inuences and may focus more specically on measuring persistence as
characterized here. We should emphasise, though, that our present concerns are
not primarily hypothesis testing, but rather to compare and rank di¤erent models
according to their persistence characteristics.
2The well-known di¢ culty of discriminating between these cases in a nite sample has recently
been studied in detail by one of the present authors, see Davidson (2009).
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4.4.3 Persistence measures
To calibrate the performance of these alternative measures, Monte Carlo simu-
lations are used, we generated some pure fractional series, otherwise known as
I(d) processes, for a range of values of d. The sample size for this experiment is
T = 10; 000, with 5000 pre-sample observations. However, the driving shocks were
generated to have an  stable distribution with  = 1:8 and  = 1, where  is the
skewness parameter. The series so constructed do not have second moments and
supercially resemble volatility series (after centring) while having a conventional
and well-understood linear dependence structure.
Three statistics were computed for these series: JT is dened as (4:29), the
GPH estimator (d^) with bandwidth
p
T for the original series, and also the same
GPH estimator for the series of normalised ranks (d^R). The simulations were
repeated 100 times, and the means and standard deviations (in parentheses) of the
replications are shown in Table 4.1.
The JT statistics discriminate rather clearly between the independent case at
one end of the dependence spectrum and the strictly nonstationary unit root at the
other. The GPH estimator for the raw data in fact behaves like consistent estimates
of d, while the rank correlation-based estimator appears biased upwards. This is
a slightly counter-intuitive result that may or may not be specic to the example
considered. However, in our application we are seeking only to rank models, in
contexts where a parameter d with the usual linear property is not typically well
dened. (In particular, it does not correspond to the dappearing in FIGARCH
and HYGARCH models.) We carry this alternative along, chiey, in a spirit of
curiosity about the performance of a seemingly natural measure in the context of
an exploration of long memory in volatility.
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d JT d^ d^
R
0 0:498
(0:004)
 0:033
(0:061)
 0:002
(0:065)
0:3 0:663
(0:009)
0:281
(0:061)
0:330
(0:063)
0:5 0:835
(0:024)
0:496
(0:069)
0:544
(0:068)
0:7 0:948
(0:016)
0:718
(0:078)
0:741
(0:075)
0:9 0:985
(0:006)
0:921
(0:013)
0:986
(0:006)
1 0:992
(0:004)
0:985
(0:056)
0:976
(0:065)
Table 4.1: Persistence measures in a fractional linear time series Note: This table
provides the simulations are used to generate some pure fractional series, with
samples size of 10; 000, with 5000 pre-sample observations. The driving shocks were
generated to have an -stable distribution. The persistent measure Jt-statistic,
the GPH estimator and also the same GPH estimator for the series of normalised
ranks are used to measure the persistence of the fractional linear time series and
the results are reported in this table. The simulations were repeated 100 times
and the means and standard deviations in parentheses were reported in this table.
4.5 Some simulation experiments
This section evaluates and compares the properties discussed in section 4.3 by
using Monte Carlo experiments.
4.5.1 Date generation process
In the rst stage, the GARCH(1,1) type models are used to generate the return
series. The data generation processes are as following t =
p
htzt where zt 
i:i:d:(0; 1) and:
ht = ! +

1  1  L
1  L

2t ; (4.30)
where  > 0 and 0   < min(1; ). In (4.30), which matches the GARCH(1,1)
model on setting  =  + , and S = (   )=(1   ). The pure FI/HYGARCH
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is also used to generate the return series and is given by:
ht = ! + (1  (1  L)d)2t ; (4.31)
where  > 0 and 0 < d  1. (See e.g. Davidson (2004) for the context of these
examples.) whereas in (4.31), S = . Setting  = 1 and  = 1, respectively, yields
the covariance nonstationary IGARCH and FIGARCH models, whereas setting
these parameters strictly less than one implies covariance stationarity.
In the second stage, according to the conditions for the existence of the sta-
tionarity, the simulations set a range of values for each of the parameter pairs
(; ) in GARCH(1,1) processes. Covariance stationary cases are specied having
 = 0:8. For simulating the nonstationary cases, with  = 1, and  = 1:2. For
each of these cases, three values of  are chosen, more specically,  are 0:1; 0:4,
0:7 when  = 0:8, and 0:1; 0:5 and 0:9 when both  = 1, and  = 1:2. It is
worth to note that the degree of the persistence depends on the values of . For
the FI/HYGARCH process, the simulations set a range of values for each of the
parameter pairs (; d). Covariance stationary cases are specied having  = 0:8.
We also simulate nonstationary cases,  = 1,  = 1:2. For each of these cases,
three values of d, they are 0.9, 0.5 and 0.1, are chosen, being careful to note that
the degree of volatility persistence varies inversely with d (which is of course to be
understood as a di¤erencing parameter, not an integration parameter).
In the third stage, for each parameter pair selected, the generation for the un-
derlying processes zt. There are three di¤erent generation processes: in decreasing
order of kurtosis, these are the normalised Student t(3), zSt(3) = t(3)=
p
3; the stan-
dard Gaussian, zG; and the normalised uniform distribution, zU =
p
12(U [0; 1]  
1=2).
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4.5.2 Measurement approach and simulation results
This has been discussed in Section 4.3, and in terms of the results of simulation
for persistence measurements, the JT statistics and ranked GPH estimators are
considered.
Tables 4.2-4.5 show the results for the samples of size T = 10; 000, with 5000
pre-sample observations to account for any start-up e¤ects. The reported values
are the averages of N = 100 Monte Carlo replications of the generation process,
with the replication standard deviations are shown in parentheses as a guide to
the stability of these persistence indicators.
The columns of the tables show the following: rst, the parameters and dis-
tributions settings for the models; second the sample mean, sample median, and
sample logarithmic mean of the random sequences f	tgTt=1 is dened in (4:20);
third, the values of JT for various series dened in Section 4.3: the squared re-
turns, the conditional volatilities ht, and Rt = ht  ! 	tht 1. The nal columns
of the tables show, for an alternative view of the persistence, the GPH estimators
based on the normalised rank correlations of the squared returns.
The salient points of interest in these experimental results seem to us to be the
following. First, the relationships between the proximity of the mean of 	t (mea-
suring S) to the corresponding median3, and also the proximity of the logarithmic
mean to zero, and the measured persistence of the squared returns.
Second, we note that the measured persistence of Rt is in general much lower
than that of ht; conrming the fact that 	t is the key determinant of persistence.
3The medians are much better determined than the skewness coe¢ cients, which were also
computed, but not reported since they convey a very similar picture to the mean-median gaps.
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Third, we draw attention to the relative persistence of the squared returns and
of the volatility series. In the former case, for given  (or ), and given shock
distribution, the median-crossing frequencies (measured by 1 JT ) actually rise as
the lag decay rates decrease, either through  increasing, or d decreasing. In other
words, longer average lags imply less persistence. The reason for this phenomenon
has been discussed in Section 4.3, and the interesting observation is that this e¤ect
is large enough to counteract the increased persistence in volatility, ht, which is
also observed.
Finally, we draw attention to the cases with  = 1:2 and  = 1:2, where in-
stances of the logarithmic mean exceeding zero are recorded. In the GARCH case,
there is clearly a close correspondence between this occurrence and the evidence
that stationarity is violated, in the sense that the median is crossed fewer than
ten times in 10,000 steps. The necessary condition (4.12) can also be checked out.
Compare the estimated values of  E(ln z2t ) for the three distributions, as reported
in Section 4.3. When S = 3 so that ln(S) = 1:09, which is the GARCH case
corresponding to  = 1:2 and  = 0:9, only the uniform distribution case actually
violates the necessary condition, but all the distribution alternatives appear non-
stationary. All the HYGARCH examples appear stationary, although the uniform
case with d = 0:5 appears the closest to divergent.
The estimates of the fractional integration parameter in the last column of the
tables are of interest in reecting the persistence measured by JT quite closely, in-
creasing across the range with , but are non-monotone with respect to d. Observe
that, for the normal and uniform cases in Tables 4.4 and 4.5, the values obtained
for d = 0:5 are generally greater than those for either d = 0:9 or d = 0:1. When
the volatility is covariance nonstationary these measures can be quite large, and
194
Model 	t JT dR
  Distn Mean Median MeanLog 2t ht Rt 
2
t
0:8 0:1 St(3) 0:772
(0:119)
0:204
(0:004)
 1:630
(0:021)
0:571
(0:005)
0:634
(0:005)
0:468
(0:005)
 0:004
(0:070)
N 0:777
(0:011)
0:411
(0:007)
 1:015
(0:018)
0:613
(0:005)
0:662
(0:005)
0:460
(0:004)
 0:002
(0:076)
U 0:778
(0:007)
0:605
(0:011)
 0:746
(0:014)
0:639
(0:006)
0:677
(0:006)
0:469
(0:005)
0:006
(0:071)
0:4 St(3) 0:663
(0:065)
0:265
(0:005)
 1:286
(0:023)
0:553
(0:005)
0:748
(0:004)
0:634
(0:004)
 0:009
(0:078)
N 0:667
(0:009)
0:480
(0:009)
 0:788
(0:015)
0:576
(0:006)
0:751
(0:006)
0:615
(0:004)
0:014
(0:062)
U 0:666
(0:006)
0:594
(0:007)
 0:618
(0:011)
0:585
(0:006)
0:739
(0:006)
0:574
(0:005)
0:013
(0:061)
0:7 St(3) 0:329
(0:038)
0:182
(0:004)
 1:638
(0:021)
0:517
(0:005)
0:835
(0:004)
0:767
(0:004)
0:004
(0:072)
N 0:333
(0:004)
0:289
(0:004)
 1:262
(0:015)
0:519
(0:005)
0:809
(0:005)
0:729
(0:005)
 0:002
(0:058)
U 0:333
(0:003)
0:323
(0:003)
 1:176
(0:009)
0:521
(0:006)
0:774
(0:005)
0:675
(0:005)
0:014
(0:065)
Table 4.2: Series properties and persistence measures for the covariance stationary
GARCH(1; 1) model. Note: This table shows the results for the samples of size
10; 000, with 5000 pre-sample observations. The reported values are the averages
of 100 Monte Carlo replications of the generation process, with the replication
standard errors are provided in parentheses. The sample mean, sample median,
and sample logarithmic mean of the random sequences f	tgTt=1, values of JT , and
the GPH estimators based on the normalised rank correlations are reported in this
table. These results demonstrate the strict stationarity and persistence properties
of the squared return and conditional variance processes. More details are provided
in Section 4.5.2.
when it is strictly nonstationary, they fall close to unity. In a series of insightful
papers, Mikosch and St¼aric¼a (2003, 2004) argue that long range dependence of
volatility in nancial data should be attributed to structural breaks in the un-
conditional variance, rather than to GARCH-type dynamics. However, it is clear
that apparent long rang dependence can be observed in the stationary cases sim-
ulated here. We would agree with these authors that the evidence of long-range
dependence is spurious, in the sense that it is not generated by a fractionally inte-
grated structure, as it is in Table 4.1 for example. However, our diagnosis of the
cause does not invoke structural breaks. Rather, we see it as a phenomenon anal-
ogous to having an autoregressive root local to unity in a levels process, leading to
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Model 	t JT dR
  Distn Mean Median MeanLog 2t ht Rt 
2
t
1 0:1 St(3) 1:020
(0:262)
0:262
(0:006)
 1:379
(0:020)
0:588
(0:005)
0:650
(0:005)
0:474
(0:005)
0:002
(0:059)
N 1:001
(0:015)
0:530
(0:011)
 0:761
(0:014)
0:647
(0:007)
0:699
(0:006)
0:477
(0:004)
0:017
(0:056)
U 1:001
(0:010)
0:778
(0:015)
 0:495
(0:014)
0:693
(0:008)
0:740
(0:008)
0:495
(0:005)
0:049
(0:056)
0:5 St(3) 1:068
(0:857)
0:442
(0:010)
 0:769
(0:019)
0:575
(0:006)
0:809
(0:004)
0:693
(0:005)
0:008
(0:060)
N 0:997
(0:012)
0:768
(0:012)
 0:298
(0:016)
0:627
(0:008)
0:841
(0:006)
0:680
(0:005)
0:061
(0:073)
U 0:999
(0:008)
0:927
(0:009)
 0:158
(0:009)
0:671
(0:010)
0:866
(0:007)
0:642
(0:005)
0:189
(0:060)
0:9 St(3) 0:975
(0:098)
0:693
(0:018)
 0:290
(0:031)
0:553
(0:010)
0:953
(0:005)
0:900
(0:004)
0:279
(0:073)
N 0:998
(0:015)
0:954
(0:016)
 0:049
(0:013)
0:594
(0:022)
0:965
(0:005)
0:873
(0:005)
0:615
(0:074)
U 0:999
(0:008)
0:992
(0:008)
 0:022
(0:010)
0:629
(0:032)
0:971
(0:006)
0:844
(0:005)
0:729
(0:072)
1:2 0:1 St(3) 1:209
(0:180)
0:319
(0:007)
 1:176
(0:019)
0:607
(0:005)
0:669
(0:005)
0:480
(0:004)
0:004
(0:069)
N 1:224
(0:016)
0:648
(0:011)
 0:565
(0:015)
0:685
(0:007)
0:739
(0:007)
0:495
(0:005)
0:005
(0:068)
U 1:223
(0:012)
0:951
(0:018)
 0:294
(0:013)
0:760
(0:009)
0:807
(0:008)
0:517
(0:006)
0:050
(0:067)
0:5 St(3) 1:396
(0:188)
0:619
(0:013)
 0:428
(0:024)
0:617
(0:007)
0:843
(0:006)
0:708
(0:005)
0:054
(0:068)
N 1:400
(0:020)
1:080
(0:018)
0:037
(0:015)
0:840
(0:028)
0:952
(0:010)
0:714
(0:006)
0:574
(0:094)
U 1:399
(0:010)
1:299
(0:013)
0:178
(0:009)
0:994
(0:003)
0:998
(0:001)
0:779
(0:025)
0:999
(0:025)
0:9 St(3) 3:025
(0:381)
2:090
(0:055)
0:810
(0:034)
0:999
(0:001)
1:000
(0:001)
1:000
(0:001)
0:959
(0:099)
N 2:999
(0:044)
2:867
(0:048)
1:045
(0:016)
1:000
(0)
1:000
(0)
1:000
(0)
0:991
(0:047)
U 2:998
(0:026)
2:976
(0:028)
1:078
(0:009)
1:000
(0)
1:000
(0)
1:000
(0)
1:019
(0:010)
Table 4.3: Series properties and persistence measures for the nonstationary
GARCH(1; 1) model. Note: The simulation results in this table were obtained
by following a similar simulation procedure to that in the Table 4.2, except the
DGP here considers the nonstationary GARCH(1,1) model. The strict stationar-
ity, persistence of the squared returns and conditional variance are signicantly
di¤erent from those in Table 4.2. Further discussions can be seen in Section 4.5.2.
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Model 	t JT dR
 d Distn Mean Median MeanLog 2t ht Rt 
2
t
0:8 0:9 St(3) 0:805
(0:140)
0:218
(0:005)
 1:418
(0:027)
0:571
(0:005)
0:634
(0:007)
0:656
(0:016)
0:018
(0:073)
N 0:800
(0:011)
0:412
(0:008)
 0:898
(0:016)
0:614
(0:005)
0:655
(0:006)
0:608
(0:007)
0:030
(0:073)
U 0:801
(0:008)
0:622
(0:012)
 0:678
(0:012)
0:642
(0:006)
0:669
(0:007)
0:570
(0:006)
0:018
(0:068)
0:5 St(3) 0:797
(0:091)
0:422
(0:012)
 0:738
(0:030)
0:556
(0:006)
0:785
(0:012)
0:738
(0:020)
0:172
(0:093)
N 0:800
(0:011)
0:614
(0:010)
 0:432
(0:016)
0:577
(0:006)
0:754
(0:008)
0:656
(0:007)
0:157
(0:078)
U 0:798
(0:007)
0:710
(0:009)
 0:345
(0:010)
0:585
(0:006)
0:722
(0:007)
0:599
(0:005)
0:134
(0:070)
0:1 St(3) 0:765
(0:079)
0:611
(0:030)
 0:400
(0:056)
0:523
(0:007)
0:873
(0:017)
0:809
(0:012)
0:224
(0:101)
N 0:778
(0:010)
0:730
(0:010)
 0:279
(0:014)
0:524
(0:005)
0:797
(0:010)
0:732
(0:006)
0:143
(0:066)
U 0:779
(0:006)
0:763
(0:007)
 0:266
(0:008)
0:525
(0:005)
0:753
(0:013)
0:666
(0:005)
0:149
(0:062)
Table 4.4: Series properties and persistence measures for the covariance stationary
HY/FIGARCH model. Note: The simulation procedure and table structure are
same as that in the Table 4.2, except the DGP here considers the covariance
stationary HY/FIGARCH model. More details are provided in Section 4.5.2.
Ornstein-Uhlenbeck-type dynamics which are easily confused with long memory
in nite samples. However, the analogy is necessarily a loose one in view of the
special features of the volatility process which we have detailed in Section 4.3.
4.6 Implications for volatility forecasting
This section investigates the implications for volatility forecasting and proposes
a new forecasting method. The standard recursion for a minimum mean squared
error (MSE) forecast, with 2T+j for j > 0 replaced by its (assumed) conditional
expectation, always used to do the volatility forecasting two or more steps ahead
based on the ARCH/GARCH type models. For instant, Poon (2005) page 39, and
also the Eviews (2013), page 218, for a practical implementation.
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Model 	t JT dR
 d Distn Mean Median MeanLog 2t ht Rt 
2
t
1 0:9 St(3) 0:980
(0:120)
0:271
(0:005)
 1:199
(0:020)
0:588
(0:005)
0:656
(0:007)
0:673
(0:016)
0:043
(0:073)
N 1:002
(0:013)
0:516
(0:011)
 0:674
(0:016)
0:648
(0:007)
0:702
(0:010)
0:648
(0:014)
0:105
(0:083)
U 1:001
(0:008)
0:777
(0:013)
 0:453
(0:014)
0:695
(0:009)
0:741
(0:011)
0:619
(0:011)
0:166
(0:062)
0:5 St(3) 0:993
(0:117)
0:528
(0:016)
 0:507
(0:035)
0:575
(0:009)
0:818
(0:017)
0:760
(0:023)
0:291
(0:086)
N 0:999
(0:014)
0:767
(0:011)
 0:207
(0:014)
0:622
(0:019)
0:832
(0:024)
0:696
(0:015)
0:410
(0:087)
U 0:999
(0:009)
0:887
(0:012)
 0:122
(0:009)
0:651
(0:022)
0:838
(0:026)
0:635
(0:010)
0:468
(0:085)
0:1 St(3) 0:995
(0:306)
0:769
(0:047)
 0:172
(0:067)
0:536
(0:013)
0:893
(0:022)
0:820
(0:016)
0:352
(0:107)
N 0:976
(0:013)
0:914
(0:012)
 0:057
(0:013)
0:537
(0:006)
0:855
(0:021)
0:744
(0:006)
0:304
(0:058)
U 0:973
(0:007)
0:953
(0:007)
 0:042
(0:009)
0:538
(0:006)
0:839
(0:024)
0:682
(0:006)
0:344
(0:060)
1:2 0:9 St(3) 1:183
(0:129)
0:326
(0:007)
 1:013
(0:023)
0:606
(0:005)
0:682
(0:009)
0:693
(0:020)
0:083
(0:089)
N 1:198
(0:015)
0:617
(0:012)
 0:496
(0:015)
0:702
(0:027)
0:780
(0:033)
0:716
(0:034)
0:305
(0:116)
U 1:201
(0:010)
0:932
(0:015)
 0:271
(0:014)
0:830
(0:041)
0:895
(0:033)
0:751
(0:022)
0:562
(0:101)
0:5 St(3) 1:211
(0:242)
0:631
(0:021)
 0:322
(0:033)
0:620
(0:032)
0:871
(0:030)
0:792
(0:024)
0:431
(0:121)
N 1:193
(0:018)
0:916
(0:015)
 0:023
(0:014)
0:929
(0:034)
0:979
(0:013)
0:721
(0:010)
0:966
(0:047)
U 1:193
(0:010)
1:062
(0:013)
0:063
(0:008)
0:977
(0:010)
0:992
(0:005)
0:683
(0:009)
1:004
(0:013)
0:1 St(3) 1:148
(0:104)
0:917
(0:041)
0:010
(0:057)
0:574
(0:047)
0:925
(0:026)
0:827
(0:011)
0:454
(0:130)
N 1:167
(0:015)
1:094
(0:014)
0:125
(0:013)
0:643
(0:029)
0:956
(0:013)
0:788
(0:014)
0:643
(0:058)
U 1:168
(0:009)
1:144
(0:010)
0:141
(0:009)
0:686
(0:024)
0:964
(0:010)
0:792
(0:019)
0:695
(0:056)
Table 4.5: Series properties and persistence measures for the nonstationary
HY/FIGARCH model. Note: The simulation procedure and table structure are
same as that in the Table 4.2, except the DGP here considers the covariance non-
stationary HY/FIGARCH model. More details are provided in Section 4.5.2.
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In other words, if ht is dened by the ARCH(1) process (4.2), then:
ht+1 = ! +
1X
j=1
j
2
t j+1
= ! + 1
2
t + 2
2
t 1 + 3
2
t 2 + 4
2
t 3 +   
= ! + 1
2
t +
1X
j=2
j
2
t j+1;
(and if we implicitly assuming the parameters are replaced by appropriate esti-
mates) we would replace 2t by Et 1
2
t = ht; and so set
4:
bht+1jt 1 = ! + 1Et 12t + 1X
j=2
j
2
t j+1 (4.32)
= ! + 1ht +
1X
j=2
j
2
t j+1:
The volatility forecast error accordingly has the form:
ft+1jt 1 = ht+1   bht+1jt 1 (4.33)
= ! + 1
2
t +
1X
j=2
j
2
t j+1   (! + 1ht +
1X
j=2
j
2
t j+1)
= 1
2
t   1ht
= 1ht(z
2
t   1):
Then, since:
ht+2 = ! +
1X
j=1
j
2
t j+2
= ! + 1
2
t+1 + 2
2
t + 3
2
t 1 + 4
2
t 2 +   :
Similarly, for the 3-step ahead:
bht+2jt 1 = ! + 1bht+1jt 1 + 2ht + 32t 1 + 42t 2 +   
= ! + 1bht+1jt 1 + 2ht + 1X
j=2+1
j
2
t j+2
= ! + 1bht+1jt 1 + 2ht + 1X
j=2+1
j
2
t j+2:
4We call this expression the two-step volatility forecast since ht itself is of course the one-step
forecast.
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Thus, in the general k-step ahead case:
ht+k = ! +
kX
j=1
j
2
t j+k +
1X
j=k+1
j
2
t j+k;
and: bht+kjt 1 = ! + k 1X
j=1
jbht j+kjt 1 + kht + 1X
j=k+1
j
2
t j+k; (4.34)
and the volatility forecast error as:
ft+kjt 1 = ht+k   bht+kjt 1 (4.35)
=
kX
j=1
j
2
t j+k  
k 1X
j=1
jbht j+kjt 1   kht
=
kX
j=1
j
2
t j+k  
k 1X
j=1
j(ht j+k   ft j+kjt 1)  kht
=
kX
j=1
j
2
t j+k  
k 1X
j=1
jht j+k   kht +
k 1X
j=1
jft j+kjt 1
=
k 1X
j=1
jft j+kjt 1 +
kX
j=1
j(
2
t j+k   ht j+k)
=
k 1X
j=1
jft j+kjt 1 +
kX
j=1
jht j+k(z2t j+k   1):
For example, consider the GARCH(1,1) model in (4:30) which rearranges as:
ht+1 =  + 
2
t + ht
= !(1  ) + (   )z2t ht + ht
= !(1  ) + [(   )z2t + ]ht:
If z2t is replaced by Et 1(z
2
t ) = 1 to construct the forecast, then (4:35) reduces to:
ft+1jt 1 = [(   )z2t + ]ht   ht
= (   )ht(z2t   1):
The problem with this formulation, as the preceding analysis demonstrates,
is that due to the skewness of the distribution of z2t , the mean may not be the
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best measure of central tendency. The persistence of the process, and hence its
forecastability, will be exaggerated by this choice. In e¤ect, the problem is closely
allied to that of forecasting in model (4.25) by using S as the forward projection for
unobserved 	t. S is not the value that 	t is close to with highest probability, and
hence the one that will deliver an accurate projection with high probability. The
majority of volatility forecasts will be "overshoots", balanced by a smaller number
of more extreme "undershoots". The forecast is unbiased in the sense E(ft+kjt 1) =
0 when this expectation is dened, but this condition excludes the IGARCH and
FIGARCH and other nonstationary cases. Even if the mean squared forecast error
is dened, in the context, it is not clear that the MSE is an appropriate loss
function.
We investigated this issue experimentally with the results reported in Table
4.6 and 4.7 for the GARCH(1,1) and pure HY/FIGARCH models respectively.
We studied the distribution of errors in the two-step forecasts constructed under
di¤erent assumptions about the appropriate measure of central tendency of the
shocks, denoted by M in the denition:
ft+1jt 1 = 1ht(z2t  M): (4.36)
The median absolute values (MAVs) of the variables dened in (4.36) were com-
puted for six choices of M . In the tables, the minimum value of the MAV in
each row is indicated in boldface. Note that in only two of these cases does M
exceed 0.5 and in both, the di¤erence from the adjacent lower value is minimal.
The rule that M = 0:1 gives the best result for the Student(3) case, M = 0:3
for the Gaussian case and M = 0:5 for the uniform case appears to hold quite
generally. The implication may be that future volatility is signicantly overstated
by conventional procedures.
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We can reasonably assume that the optimal M values are those closest to the
modes of the respective distributions. While estimating the mode of an empirical
distribution is not a straightforward procedure, constructing medians is easy and
the medians of our squared normalised distributions, estimated from samples of
size 10; 000, are 0:176 for the Student(3), 0:423 for the Gaussian and 0:763 for the
uniform distribution. In default of a more precise analysis, a rough and ready rule
of thumb would be to estimate the MAV-minimising M by 2=3 times the sample
median of the squared normalised residuals. This corresponds to computing the
k-step volatility forecasts by the recursion:
bht+kjt 1 = ! + 2
3
Median(z2t )
kX
j=1
jbht j+kjt 1 + 1X
j=k+1
j
2
t j+k; (4.37)
where bhtjt 1 = ht.
A more extensive simulation study than the present one would be needed to
conrm this recommendation. We do note, however, that the rule would apply
successfully in both the covariance stationary and the covariance nonstationary
cases that have been simulated here. Although ht has the interpretation of a
conditional variance only in the stationary case, note that the problem we highlight
is not connected with the non-existence of moments. It is entirely a matter of
adopting a minimum MSE estimator of a highly skewed distribution, such that the
outcome is overestimated in a substantially higher proportion of cases than it is
underestimated.
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Model M
  Distn 1 0.9 0.7 0.5 0.3 0.1
0:8 0:1 St(3) 0:070 0:063 0:049 0:035 0:020 0:010
N 0:078 0:070 0:054 0:041 0:032 0:047
U 0:091 0:083 0:071 0:066 0:085 0:121
0:4 St(3) 0:171 0:153 0:118 0:084 0:052 0:028
N 0:204 0:185 0:148 0:115 0:090 0:111
U 0:232 0:216 0:184 0:162 0:176 0:246
0:7 St(3) 0:073 0:065 0:050 0:036 0:022 0:010
N 0:076 0:069 0:055 0:041 0:028 0:034
U 0:076 0:070 0:058 0:046 0:045 0:065
1:0 0:1 St(3) 0:094 0:084 0:064 0:045 0:028 0:015
N 0:122 0:110 0:088 0:069 0:061 0:085
U 0:184 0:174 0:160 0:161 0:193 0:257
0:5 St(3) 0:338 0:303 0:234 0:168 0:108 0:069
N 0:693 0:637 0:536 0:446 0:386 0:410
U 1:198 1:150 1:076 1:034 1:067 1:248
0:9 St(3) 0:246 0:221 0:173 0:127 0:085 0:054
N 1:118 1:033 0:876 0:734 0:621 0:592
U 2:352 2:267 2:109 1:984 1:932 2:103
Table 4.6: 2MAV 2-step forecast error in GARCH(1; 1), against M . Note: In this
table, the minimum value of the MAV in each row is indicated in boldface. In only
one of these cases does M exceed 0:5, the di¤erence from the adjacent lower value
is minimal. The rule that M = 0:1, M = 0:3 and M = 0:5 give the best results
for the Student(3) case, the Gaussian case, and the uniform case appear to hold
quite generally in GARCH(1; 1) models, respectively. The implication may be that
future volatility is signicantly overstated by conventional procedures.
4.7 Conclusion
In this chapter, we have investigated the dynamics of certain conditional volatility
models with a view to understanding their propensity to predict persistent pat-
terns of high or low volatility. Understanding how persistence depends on the
various model characteristic, while intriguing and often counterintuitive, is per-
haps a matter of mainly theoretical interest. However, there is also an important
message here for practitioners. Conventional forecasting methodologies that are
optimal under the assumption of symmetrically distributed shocks may be viewed
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Model M
 d Distn 1 0.9 0.7 0.5 0.3 0.1
0:8 0:9 St(3) 0:038 0:034 0:026 0:018 0:011 0:005
N 0:043 0:039 0:030 0:023 0:017 0:026
U 0:050 0:046 0:039 0:036 0:048 0:068
0:5 St(3) 0:156 0:140 0:108 0:078 0:049 0:027
N 0:216 0:196 0:157 0:122 0:094 0:114
U 0:244 0:226 0:192 0:166 0:182 0:257
0:1 St(3) 0:053 0:047 0:036 0:026 0:016 0:007
N 0:055 0:049 0:039 0:029 0:019 0:024
U 0:053 0:049 0:041 0:032 0:031 0:045
1:0 0:9 St(3) 0:050 0:045 0:034 0:024 0:014 0:008
N 0:073 0:066 0:053 0:041 0:036 0:050
U 0:116 0:110 0:101 0:101 0:120 0:161
0:5 St(3) 0:300 0:269 0:208 0:150 0:097 0:060
N 1:382 1:271 1:060 0:874 0:734 0:751
U 3:862 3:688 3:372 3:164 3:198 3:838
0:1 St(3) 0:429 0:384 0:298 0:216 0:138 0:076
N 0:663 0:603 0:488 0:379 0:279 0:314
U 0:658 0:614 0:526 0:440 0:419 0:599
Table 4.7: MAV 2-step forecast error in HY/FIGARCH, against M . Note: in this
table, the minimum value of the MAV in each row is indicated in boldface. The
simulation procedure and table structure are same as that in the Table 4.6, except
the DGP here considers the HY/FIGARCH model. This table also shows that
future volatility is signicantly overstated by conventional procedures.
as overstating the degree of future volatility. This is, of course, an issue essentially
of the preferred choice of loss function. Practitioners may validly elect to favour
the unbiasedness and minimum MSE properties over minimising the MAV. They
should nonetheless not overlook the fact the usual rationale for the former crite-
rion implicitly assumes a Gaussian framework, and is arguably inappropriate in
the context of predicting volatility.
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4.8 Appendix C
4.8.1 Proof of Proposition 4.3.1
Proof of Proposition 4.3.1. First consider the case of where f jtg is replaced
by f jg, a nonstochastic sequence of coe¢ cients. Then:
ht = ! +
1X
j=1
 jht j; (4.38)
with ! > 0 and  j  0 for all j  1 has a stable, positive solution if and only if
this is true of the equation:
ht = ! +
 1X
j=1
 j
!
ht 1: (4.39)
Stable solutions of (4.38) and (4.39), if they exist, are both of the form:
!
1 P1j=1  j > 0; (4.40)
implying in both cases the necessary and su¢ cient condition:
1X
j=1
 j < 1. (4.41)
Next, consider the stochastic sequence f jtg. Let this be randomly drawn at date
t0, as the functional of the random sequence fzt0 j;j > 0g, and then a let step be
taken according to either (4.18) or (4.25). Call this in either case a convergent
step if
P1
j=1  jt0 = 	t0 < 1. That is, if the process is allowed to continue with
this same xed drawing, the sequence of steps so generated must approach the
particular solution:
h0 =
!
1 	t0
: (4.42)
This is a drawing from the common distribution of stable solutions, which are
almost surely nite.
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Suppose that every step taken is convergent, in this sense. Then, the sequence
is always moving so as to reduce its distance from some point in the distribution
of stable solutions. It therefore cannot diverge. More generally, let each step have
a certain xed probability of being convergent. The probability that the sequence
diverges can be reduced to zero by setting this probability high enough. This is,
from elementary considerations, a su¢ cient condition for {ht} to be nite almost
surely.
To show that the same condition is su¢ cient for {ht} generated by:
ht = ! +
1X
j=1
 jtht j;
to be nite almost surely, rst note that since:
ht = ! + 	t0h

t 1
= h0(1 	t0) + 	t0ht 1:
Subtracting ht 1 on the two sides of above equation, then:
ht   ht 1 = h0(1 	t0) + 	t0ht 1   ht 1;
then the step dened by (4.25) can be written for given 	t0 in the form:
ht = (	t0   1)(ht 1   h0): (4.43)
In this representation, the condition for a convergent step is that ht and h

t 1 h0
have di¤erent signs. Now write the BN form of:
ht = ! + 	tht 1 +Rt
in the equivalent representation, as:
ht = (	t0   1)(ht 1   h0) +R0t ; (4.44)
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where the remainder, like	t0 , is specied for the particular shock sequence fzt0 j; j >
0g as:
R0t =
1X
k=1
 kt0ht k: (4.45)
In this case, 	t0 < 1 does not imply ht(ht 1   h0) < 0 since the sign of ht
also depends on R0t . For the case h0 < ht 1, consider the circumstances in which
R0t > 0. Rearrangement of the sum (4:45) leads to:
R0t =  2z2t0 2(ht 1   ht 2)  3z2t0 3(ht 1   ht 3)     (4.46)
=  
1X
k=2
kz
2
t0 k(ht 1   ht k);
so that a necessary condition for R0t > 0 is that ht 1 < ht k for at least one value
of k > 1. This shows that with 	t0 < 1 a sequence fhtg generated by (4:44) can
never diverge, and is almost surely nite. Conversely, if h0 > ht 1 the necessary
condition for R0t < 0 is ht 1 > ht k for at least one k > 1, although this case is
not critical to the property P (ht <1) = 1. This completes the proof.
4.8.2 Proof of Proposition 4.3.2
Proof of Proposition 4.3.2. The solution of (4:25) is:
ht = !
 
1 +
1X
m=1
m 1Y
k=0
	t k
!
:
Since
P1
j=0 j < 1 and the sequence f
Pm
j=1 jz
2
t j;m  1g is monotone, 	t is a
measurable function of fzs; 1 < s < tg by (e.g.) Davidson (1994), Theorems
3.25 and 3.26. The sequence f	t; 1 < t < 1g is therefore strictly stationary
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and ergodic5. It follows by the ergodic theorem that:
1
m
m 1X
k=0
ln 	t k !a:s: E(ln 	t) = :
Hence, with probability one,
lim sup
m!1
e m
m 1Y
k=0
	t k <1;
for  1 < t <1. There therefore exists N <1 such that:
h = h1t +O(e
N);
with probability 1, where:
h1t = !
 
1 +
NX
m=1
m 1Y
k=0
	t k
!
:
The remainder term can be made as small as desired by taking N large enough,
and h1t is a measurable function of fzs; 1 < s < tg by (e.g.) Davidson (1994)
Theorem 3.25. Strict stationarity and ergodicity of fht ; 1 < t < 1g follows,
completing the proof.
5Nelson (1990) cites Theorem 3.5.8 of Stout (1974) in support of a comparable assertion to
this one. While the conditions do not precisely correspond, Phillips (1988) Section 1.15 provides
a concise proof for the general case of doubly innite sequences.
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CHAPTER 5
CONCLUSION
The exponential conditional heteroscedasticity-type volatility models have been
widely applied in nancial time series analysis. However, there are some mysteries
surrounding the statistical properties of these models. This thesis mainly investi-
gated the memory and persistence of the EGARCH-type and ARCH(1) processes
and the asymptotic theory of the QMLE in the ARMA models with EGARCH-
type errors. This chapter presents the contributions and practical implications of
this study, and also some suggestions for further research.
In this thesis, both Chapter 2 and Chapter 4 investigated the memory and per-
sistence of the relevant (exponential) conditional heteroscedasticity-type models.
The Chapter 2 explored the memory properties of the EGARCH-type models by
applying the concept of NED on an independent process. It demonstrated that
the EARCH(1) process can capture geometric memory, hyperbolic memory and
even long memory under certain conditions, and proposed the HYEGARCH and
FIEGARCH(DL) models. Among the EGARCH-type models, the EGARCH(p; q)
process has geometric memory, the HYEGARCH process has hyperbolic memory,
and the FIEGARCH(DL) process can capture long memory in volatility. Chapter 4
investigated the persistence of stationary and nonstationary ARCH(1) processes.
It provided a simple su¢ cient condition for strict stationarity in the ARCH(1)-
type models by applying the BN decomposition and proposed the Jt-statistic to
measure the persistence of the ARCH(1) process. Here, persistence is dened in
terms of the (in)frequency of crossings of the median in successive steps in this
study. A process is necessarily nonstationary if it crosses the median at most a
nite number of times in a realisation of length T , as T tends to 1; it is a se-
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rially independent process if it crosses the median with probability 1=2 at each
step, by construction. Simulations were applied to investigate the persistence, co-
variance stationary, strictly stationary and nonstationary cases of the ARCH-type
processes. The results showed that persistence depends on both the properties
of the lag coe¢ cients of the relevant models and the distribution of the driving
shocks.
The research ndings in Chapter 2 and Chapter 4 have several important con-
tributions to make to both theoretical and empirical research. First, an important
implication of the results is their ability to distinguish the persistence properties
between conditional mean and conditional variance equations. The literature on
the persistence of the conditional heteroscedasticity models is confused since sev-
eral conditional heteroscedasticity models have been introduced to capture high
persistence in volatility by following a similar idea to the integrated and fractional
models in levels. However, the persistence properties of conditional variance and
conditional mean equations are not parallel. Practitioners should correctly under-
stand the memory properties of the model which they want to adopt. In addition,
Chapter 4 also provided a new persistent measure Jt-statistic which can be widely
used by practitioners to measure the memory properties of the square returns and
volatility processes. Therefore, this study is useful to help econometricians and
practitioners to determine the persistence properties of the conditional mean and
conditional variance models. Further, econometricians and practitioners can select
an appropriate model to capture the high persistence in volatility and understand
how long the e¤ect of shocks on volatility can persist.
Moreover, Chapter 2 investigated the limit theorems of the EGARCH-type
models by applying the concept of NED on an independent process. More speci-
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cally, this chapter established the FCLT for the partial sum process of the EGARCH
model under similar condition to the study of Lee (2014) and also constructed the
FCLT and fractional FCLT for the partial sum of the processes {lnht   !} in the
HYEGARCH and FIEGARCH processes, respectively.
Research on the FCLT or fractional FCLT for the partial sum of the relevant
return or volatility processes has important applications in economics and nan-
cial data analysis. Firstly, these research ndings contribute to the econometric
literature on the limit theorems of exponential conditional heteroscedasticity-type
models and the application of the concept of NED on an independent process.
Secondly, these results are helpful for answering some interesting empirical ques-
tions. For example, does standard inference work for the return series, which have
highly persistent volatility, and log-volatility processes, and do these processes sat-
isfy the FCLT or fractional FCLT? In other words, can we do conventional tests
when we have a large amount of conditional volatility involved? The answers to
these questions are important for empirical studies. It is well known that the re-
turn processes are usually uncorrelated, but the square or the absolute value of
the returns and volatility processes are highly persistent. Establishing the FCLT
and fractional FCLT of the relevant return and volatility processes would be use-
ful for answering these empirical questions. Thirdly, the establishments of FCLTs
or fractional FCLTs are normally required for the statistical inference in the con-
ditional heteroscedasticity-type models. For instance, in empirical studies, the
CUSUM (cumulative sum) or MOSUM (moving sum) statistics are widely used
for detecting change-point in the mean and volatility conditional heteroscedastic-
ity models, see e.g. Hörmann (2008), Andreou and Ghysels (2009), and Lee (2014).
The (fractional) FCLTs in the partial sums of the relevant processes of conditional
heteroscedasticity-type models provide a foundation for establishing the asymp-
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totic distribution of the CUSUM or MOSUM statistics. Also, the FCLTs are
required for establishing the asymptotic distribution of the Dickey-Fuller (DF)
statistics for the unit root test in an AR model with conditional heteroscedasticity
errors, see e.g. Andreou and Ghysels (2009) and Lee (2014).
Furthermore, Chapter 3 focused on dealing with parameter estimation in the
ARMA model with the EGARCH-type errors. The QMLE is one of the most pop-
ular estimation methods for the conditionally heteroscedastic time series models.
However, the asymptotic properties of the QMLE in these models have not been
fully explored. To investigate the asymptotic theory of the QMLE in EGARCH-
type processes, the invertibility is an important issue. Thus, Chapter 3 rst investi-
gated the invertibility of the EGARCH(1; 1) error by using the methods of Martinet
and McAleer (2015), and established the CAN of the QMLE in the ARMA(1; 1)-
EGARCH(1; 1) processes. This chapter also proved the consistency of the QMLE
in the HYEGARCH process with the assumption that the invertibility can be sat-
ised in this process, and provided an investigation into the asymptotic normality
of the QMLE in the HYEGARCH process and the asymptotic properties of the
QMLE in the FIEAGARCH(DL) model.
Research on the asymptotic theory of the QMLE in the ARMA models with
EGARCH-type errors in Chapter 3, is essential for statistical inferences on the
parameters in these models. This study is important for developing the theoretical
properties of these models and improving the econometric literature on parameter
estimation in ARMAmodels with exponential conditional heteroscedasticity errors.
On the other hand, it is also important for empirical research. These models have
been widely used in analysing the volatility of nancial data. To investigate the
returns and volatility of nancial time series by using these models, it is essential
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to establish the asymptotic theory of the QMLE in these models and to make
statistical inferences. Practitioners should be clear whether the estimation method
can provide consistency and asymptotic normality estimators for these parameters
or not. Although the asymptotic properties of the QMLE in the HYEGARCH and
FIEGARCH processes have not been fully established, the Monte Carlo simulation
results showed that the QMLEs are consistent estimators in these processes.
Last but not least, the fourth chapter also investigated forecasting methodolo-
gies in the ARCH(1) process. Alternative forecasting method was considered for
volatility forecasting. This study argued that the conventional forecasting method-
ologies may overstate the degree of future volatility under the assumption of shocks
with symmetrical distribution. This is, of course, an issue essentially of the pre-
ferred choice of the loss function. This nding is highly important for empirical
studies of volatility forecasting. It is worth noting for practitioners that the min-
imising MAV is more appropriate than the minimum MSE. Practitioners also need
to be aware that the latter criterion implicitly assumes a Gaussian framework, and
is arguably inappropriate in the context of predicting volatility.
Based on these studies, there are several topics of interest for future studies.
Firstly, for the statistical inference on the HYEGARCH and FIEGARCH models,
it is vital to understand the limit theorem of the return and conditional variance
processes. However, the FCLT or fractional FCLT for the partial sum of these
processes has not been fully established in this thesis. For further study, the ex-
ponential BM might be useful for establishing the limit theorems for the returns
and conditional variance processes following HY/FIEGARCH models. Secondly,
it is worth noting for future studies that the method of Martinet and McAleer
(2015) can probably also be applied to derive the conditions for the invertibility
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of HY/FIEGARCH processes. Meanwhile, based on the discussion of the asymp-
totic theory of the HY/FIEGARCH models in chapter 3, the method of Beran and
Schützner (2009) is likely to be useful for establishing the asymptotic theory of
the HY/FIEGARCH(DL) models. This is worth considering in further investiga-
tions. Moreover, following a similar procedure to Chapter 3, the asymptotic theory
for ARMA(r; s)-EGARCH(p; q) and vector ARMA-EGARCH models would also
be worth investigating in further studies, since these models are becoming more
and more popular. Thirdly, an investigation into volatility forecasting using the
minimising MAV criterion is worth further consideration.
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