Abstract. Let T w be a triangulated category generated by a w-spherical object, with w ≤ −1. It is known that these categories are w-Calabi-Yau [9] . Another instance of a triangulated category with negative Calabi-Yau dimension is the orbit category
Introduction
Calabi-Yau (CY, for short) triangulated categories appear in many branches of mathematics and physics, such as conformal field theory and string theory in theoretical physics, homological mirror symmetry in algebraic and symplectic geometry, and cluster-tilting theory in representation theory. Much work has been done on understanding triangulated categories of positive CY dimension, particularly those which are 2-CY or 3-CY. Thus far, little is understood about triangulated categories of negative CY dimension. In fact, there does not seem to exist a universally accepted definition of this concept yet.
In this paper we will consider two classes of triangulated categories which appear to have negative CY dimension: triangulated categories T w generated by a w-spherical object, and orbit categories C |w| (Q) := D b (Q)/τ Σ |w|+1 , where w is a negative integer, Q is a Dynkin quiver, τ is the Auslander-Reiten translate and Σ is the shift functor of the bounded derived category D b (Q). The first class of categories, which are actually defined for any integer w, have recently been subject of intensive study (see [6] , [7] , [9] , [10] , [12] , [14] and [17] ), especially in connection with cluster-tilting theory, for w ≥ 2. When w ≤ 0, it is suggested in [9] that these categories provide an example of categories with negative CY dimension, in the sense that Σ w is the only power of the shift functor which is a Serre functor. The orbit category C 1 (Q) was studied in [3] (see also [2] ) and [4] , also in connection with cluster-tilting theory and with the work of Riedtmann on the classification of selfinjective algebras.
One reason that one should allow the CY dimension to be negative can be explained by the following. Consider the category C 1 (A n ), which can be viewed as the stable module category of a Nakayama algebra (for more details, see [4] ). Taking the CY dimension to be the smallest positive integer d such that Σ d is the Serre functor, Dugas computes the CY dimension of C 1 (A n ) to be 2n − 1 [5, Theorem 6.1] .
However, taking this definition of CY dimension has several drawbacks. Most naïvely, the CY dimension across the whole family, while given by a simple formula, is not uniform. This contrasts with the case for the cluster category D b (Q)/τ −1 Σ, which is always 2-CY, independently of the choice of quiver Q. A more serious drawback is the following: the natural objects of study in a (2n−1)-CY category are the (2n−1)-clustertilting objects. However, the properties of these objects in C 1 (A n ) is not very interesting: they are indecomposable, and not every indecomposable object is a (2n − 1)-clustertilting object. Moreover, since they are indecomposable objects, there is no natural theory of mutation.
This drawback seems to be a consequence of, informally speaking, the CY dimension being much larger than the size of the category. It turns out that both these shortcomings can be rectified by allowing the possibility of negative CY dimension.
On the one hand, Σ w is a Serre functor of C |w| (Q), independently of the choice of Q, and on the other hand, the behaviour of Hom-configurations and Riedtmann configurations in C 1 (Q), which are maximal/generating collections of indecomposable objects satisfying Hom-vanishing conditions for pairwise distinct objects, is highly reminiscent of that of cluster-tilting objects in the cluster category. For example, the number of pairwise non-isomorphic indecomposables in a Hom-configuration is precisely the number of vertices of Q, as is the case for cluster-tilting objects (which may be thought of as Ext 1 -configurations). For more details see [2] and [4] . For this reason, we propose to study a more general version of Hom-configurations and Riedtmann configurations in T w , which will be called |w| −Hom-configurations and |w|-Riedtmann configurations. We want to convey to the reader that these are the right objects to study in the negative CY dimension world, by showing the nice combinatorics that these objects present in these categories. We will give a combinatorial classification of these two classes of objects, using the geometric model of T w in terms of arcs in the ∞-gon [8] . In particular, we will see that, unlike in the orbit category C 1 (Q), where Q is a Dynkin quiver, these two classes of objects do not coincide.
We will also prove that there is a strong connection between the two classes of categories studied in this paper, by showing that a certain perpendicular subcategory of T w is equivalent to the disjoint union of T w itself and orbit category C |w| (A n ). As an application of this fact, we will deduce a nice combinatorial model for the latter category, and consequently a new combinatorial description of the corresponding |w|−Hom and Riedtmann configurations, in terms of certain noncrossing pair partitions. We will compare this result with the already known bijection between Hom-configurations in C 1 (A n ), and classical noncrossing partitions (see [16] and also [4] ).
Definitions and basic properties
Let w be a negative integer and K be an algebraically closed field. Throughout this paper, T w (or simply T) will be a K-linear idempotent complete algebraic triangulated category which is classically generated by a w-spherical object, that is, an object s satisfying
For more details see [9, Section 0.a.]. We will now state some properties of these categories. We refer the reader to the nice exposition in [9, Section 1] for more details. It is known that T is unique up to triangle equivalence [12, Theorem 2.1]. Moreover, T is Krull-Schmidt and it has finite dimensional Hom-spaces. By [9, Proposition 1.8], T is w-CY, and so we have the following bifunctorial isomorphism:
for every object x, y in T.
The AR-quiver of T consists of |d| copies of ZA ∞ , where d := w − 1. Given one copy, the others are obtained by applying Σ, . . . , Σ |d|−1 (cf. [9, Proposition 1.10]). The Hom-spaces in T are easy to compute. Namely, we have the following (cf. [9, Proposition 2.2]):
Here S denotes the Serre functor (S = Σ w ), F + denotes the forward Hom-hammock and F − the backward Hom-hammock (see [9, Figure 3] ).
In [8] , the authors introduced a combinatorial model for T, for w ≥ 2, which can be easily tweaked for the case when w ≤ −1. The indecomposable objects will be viewed as d-admissible arcs of the ∞-gon, i.e. as pairs of integers (t, u) with t > u such that t − u ≥| d | −1 and u − t ≡ 1(mod d).
We shall identify indecomposable objects in T, up to isomorphism, with the corresponding admissible arcs between vertices of the ∞-gon, and we shall freely switch between objects and arcs. We will use roman font for the indecomposable objects of T and typewriter font for the corresponding arcs.
Given an admissible arc (t, u) corresponding to an indecomposable object of T, we have:
The following figure shows one of the components of the AR-quiver of T.
Given an indecomposable object x of T and i ∈ Z, we write:
T (x, y) = 0}. Similarly, we write:
T (y, x) = 0}. We will now introduce the main object of study in this paper. Definition 2.1. A collection H of indecomposable objects in T is called a |w| − Homconfiguration if it satisfies the following condition:
Since T is w-CY, the condition above is equivalent to
Note that when w = −1, we recover the definition of Hom-configuration in [3] , i.e. a | − 1| − Hom-configuration is a maximal Hom-free collection of indecomposable objects.
Notation. Let t and u be two integers such that (t, u) is a d-admissible arc. We call the collection of d-admissible arcs of the form (x, u) with x ≥ t a partial right fountain at u starting at t, and we denote it by RF(u; t). Analogously, we call the collection of d-admissible arcs of the form (t, y) with y ≤ u a partial left fountain at t starting at u, and we denote it by LF(t; u).
The following remark gives the list of the indecomposable objects/arcs lying in the forward and backward Hom-hammocks of a given indecomposable object in T, in terms of these partial fountains.
Remark 2.2. Let x be an indecomposable object of T and x = (t, u) be the corresponding admissible arc. We have:
The following lemma is an immediate consequence of this remark. 
Remark 2.4. It follows from lemma 2.3 that when w ≤ −2 and x ∈ ind T, we have Ext i (x, x) = 0 for all i ∈ {w + 1, . . . , −1}.
3. Classification of |w| − Hom-configurations in T
In this section we will give a description of |w| − Hom-configurations in T in terms of admissible arcs in the ∞-gon. Proof. The proof follows immediately from lemma 2.3. Indeed, note that
, and all arcs satisfying the properties in lemma 2.3 either cross x = (t, u) or are incident with t or u.
Given an indecomposable object x in H, there are precisely |w| − 1 isolated vertices whose smallest overarc is x.
Proof. Suppose x = (t, u) has minimum length |d| − 1 = |w|. This means that there are precisely |w| − 1 vertices in ]u, t[, and these vertices are necessarily isolated. Now let t − u = k|d| − 1, for some k ≥ 2 and suppose, for a contradiction, that there are at least |w| isolated vertices in ]u, t[ whose smallest overarc is (t, u). Let v 1 , v 2 , . . . , v |w| , with v i < v i+1 , be |w| isolated vertices satisfying the property above and such that there are no isolated vertices in each interval ]v i , v i+1 [ whose smallest overarc is (t, u).
Let i ∈ {1, . . . , |w| − 1}. Since v i and v i+1 have no overarcs inside ]u, t[, there must be
Suppose there are no more isolated vertices in ]u, t[ whose smallest overarc is (t, u). Then there are k 0 |d| and k |w| |d| vertices in ]u, v 1 [ and ]v |w| , t[, respectively, for some k 0 , k |w| ≥ 0. Therefore, the number of vertices in [u, t] is given by |w| + 2 + k
On the other hand, the number of vertices in [u, t] must be of the form l|d|, for some l > 0, since (t, u) is an admissible arc. Hence |d|(l − k ′ − 1) = 1, a contradiction as |d| ≥ 2. Hence, there must be at least one more isolated vertex v 0 , which we can assume, without loss of generality, to be strictly smaller than v 1 , and such that there are no isolated vertices in ]v 0 , v 1 [ whose smallest overarc is (t, u).
We claim that (v |w| , v 0 ) is an admissible arc. Indeed, by the same argument as above, there are k 0 |d| vertices in ]v 0 , v 1 [, for some k 0 , and so the number of vertices in
Hence (v |w| , v 0 ) is an admissible arc, it does not cross any arc in H, nor does it have a common vertex with another arc in H, as v 0 and v |w| are both isolated. We have reached a contradiction, since (v |w| , v 0 ) ∈ H and H is a |w| − Hom-configuration. This finishes the proof that there are at most |w| − 1 isolated vertices whose smallest overarc is (t, u). Now suppose there are only |w| − i isolated vertices whose smallest overarc is (t, u), for some 2 ≤ i ≤ |w|. Using the same argument as above, one concludes that there must be i+2+k|d| vertices in [u, t] , for some k ≥ 0. However, (t, u) is admissible and so there are Proof. Lemmas 3.1, 3.2 and 3.3 give us the necessary conditions. Now, let H be a collection of indecomposable objects of T whose corresponding arcs satisfy conditions (1), (2) and (3), and suppose for a contradiction that H is not a |w| −Hom-configuration. By lemma 3.1 and condition (1), this means that there is an indecomposable object x in T \ H such that x ∈ (H) ⊥ i , for all i = w, . . . , 0. Let x = (t, u) and let H ′ be a |w| − Homconfiguration containing H ∪ {x}. Note that t and u must be isolated vertices in H, and they either share the smallest overarc a or they do not have any overarc in H. However, the first case contradicts lemma 3.2 for H ′ , since there are fewer than |w| − 1 isolated vertices whose smallest overarc is a by condition (2). Hence, t and u are isolated vertices in H with no overarcs. Since H ′ is a |w| − Hom-configuration, by lemma 3.2 there are precisely |w| − 1 isolated vertices in ]u, t[. Note that these vertices are isolated with no overarcs in H since (t, u) is their smallest overarc in H ∪ {x}. Therefore, H has |w| + 1 isolated vertices with no overarcs, which contradicts condition (3). 
, which corresponds to every object in the mouth of one of the two components of the AR-quiver of T. The second one is of the form
The first subset of H 2 corresponds to arcs in the mouth of one of the components of the AR-quiver of T, whilst the second subset corresponds to arcs lying in the mouth of the other component.
It is natural to ask whether there is a representation-theoretic difference between these two classes of examples. The answer will be given in the next section.
Riedtmann configurations
It was seen in [2] and [3] that the notion of Hom-configurations in the orbit category C 1 (Q), where Q is of Dynkin type, coincides with that of Riedtmann configurations, which are certain collections of objects introduced in [16] in order to classify selfinjective algebras of finite representation type.
In this section we will give a generalization of this concept and compare it with |w| − Hom-configurations. Unlike the case in the orbit category, we do not have a oneto-one correspondence between these two classes of objects, but we will see in which circumstances a |w| − Hom-configuration is a |w|−Riedtmann configuration. When w = −1, we recover Riedtmann's original definition [16] . Note that, if we let i, in (b) and (b ′ ), range from Proof. We only prove that T has no alternative right |w|−Riedtmann configurations, as the argument for alternative left|w|−Riedtmann configurations is similar. Suppose, for a contradiction, that there is a alternative right |w|−Riedtmann configuration H. Then, in particular, H is a |w| − Hom-configuration, and so there must be an arc (t, u) in H of minimum length |w|. Consider z ∈ T whose corresponding arc is (t−1, u−1). We claim that there is no x ∈ H such that Ext , . . . , 0}, either crosses (t, u) or is incident with t or u, and so it cannot lie in H. 
(1) ⇒ (3): As above, using the arc (v |w| + 1,
Let z j := t + w + (j − 1)d, with j = 1, . . . , k. Note that these vertices are the elements of V w and that z k = u. Denote by X 1 the set of integers in the interval ]z 1 , t] and by X j the set of integers in ]z i , z i−1 [, for j = 2, . . . , k. See figure 1 for an example in T −2 , where (t, u) = (11, 0). (II) x crosses a or is incident with u, (III) x is of the form x = (t, v) with v < u or x = (v, t) with v > t. First, let us assume that a has minimum length, i.e. k = 1. On one hand, since H is a |w| − Hom-configuration, there are precisely |w| − 1 isolated vertices sharing the same smallest overarc. On the other hand, by hypothesis, there is at most |w| − 1 isolated vertices with no overarc. Therefore, since X 1 has |w| consecutive integers, there must be an arc x in H incident with one of the vertices in X 1 . Since any arc incident with one vertex in X 1 satisfies conditions (I) and either (II) or (III), we are done. Now let k > 1, and suppose, for a contradiction, that every arc in H fails one of the conditions above. Since X 1 has |w| consecutive integers, one of them must be non-isolated. Let v 1 be the largest non-isolated vertex in X 1 .
Case 1. v 1 = t. 
, v k ), with v k ∈ X k . Using the same argument as above, one of the integers in ]u, v k [ must be non-isolated, but any arc incident with that integer satisfies (I) and (II), a contradiction. We are then left with the following case.
Case 2. v 1 = t. By assumption, the arc a 1 incident with v 1 does not satisfy (III), and so it must be of the form a 1 = (t, z i 1 ), for some i 1 ∈ {1, . . . , k − 1}, because a 1 is admissible. Since X i 1 +1 has |w| (consecutive) elements, one of them must be non-isolated. Let v i 1 +1 be the largest one, and let a 2 = (v i 1 +1 , v i 2 ) be the arc incident with it, where
Subcase 2.1. v i 2 ∈ V w . Then we fall into the same argument as the one used in case 1.
Subcase 2.2. v i 2 = z i 2 , for some i 2 ∈ {i 1 + 1, . . . , k}. Since X i 2 +1 has |w| (consecutive) elements, at least one of them must non-isolated. Let v i 2 +1 be the largest one, and a 3 be the arc incident with it. Proceeding in this manner, we get a sequence of arcs a 1 , . . . , a r , with a j = (v i j−1 +1 , z i j ), for j > 1, and z ir = z k−1 . Now, X k has |w| elements, and therefore one of them must be non-isolated. But any arc incident with these elements satisfy (I) and (II), contradiction.
The argument to prove (3) ⇒ (1) is analogous.
The double-perpendicular category
In this section, we will show that there is a strong relationship between the categories T and C |w| (Q), where Q is a Dynkin quiver of type A.
Let x ∈ ind T and denote by x ⊥ the perpendicular category of x defined by
It is easy to check that the objects in the subcategory ind(mod(KQ)∪Σ(mod(KQ))∪
, where I denotes the set of injective modules, is a fundamental domain for the action of τ Σ |w|+1 on ind D b (Q). In the proof of the following theorem, we will use the fact that every indecomposable module over KQ is uniquely determined by its simple socle and its composition length, since KQ is a Nakayama algebra. The indecomposable KQ-module with length l and socle S a 1 , which is the simple module at vertex a 1 of Q, will be denoted by the sequence (a l , . . . , a 2 , a 1 ), where a i = a i−1 + 1, for i = 2, . . . , l.
Theorem 5.1. Let a = (t, u) be the arc corresponding to a ∈ ind T. Then the arcs corresponding to the indecomposable objects in a ⊥ are C 1 ∪ C 2 , where:
C 2 := {d-admissible arcs (x, y) | u < y < x < t}.
Let C i be the set of indecomposable objects of T corresponding to C i , where i = 1, 2. Then add C 2 is equivalent to T and add C 1 is equivalent to C |w| (Q), where Q is the quiver n → n − 1 → · · · → 1 of type A n with n =
Proof. Note that the indecomposable objects of x ⊥ correspond to all the admissible arcs which do not cross nor have a common vertex with x, so the first statement of this theorem is clear.
Before defining a K-linear functor F from C |w| (Q) to add C 1 , we note that an indecomposable object X lying in the fundamental domain of C |w| (Q) must be of the form X = Σ d(X) X, where X = (a l , . . . , a 2 , a 1 ), d(X) denotes the degree of X, which lies in {0, . . . , |w|}, and a l = n when i = |w|.
Given an indecomposable object X = Σ i (a l , . . . , a 2 , a 1 ) in C |w| , we define F (X) to be the indecomposable object corresponding to the arc (
, which we denote by F (X). One can easily check that these arcs lie in C 1 and that F is surjective on the objects.
It is enough to define F on the morphisms between indecomposable objects. In order to define the functor on morphisms, it is enough to check that given M, N ∈ ind C |w| (Q), Hom C |w| (Q) (M, N) = 0 if and only if Hom C 1 (F (M), F (N)) = 0, since the dimensions of the homomorphism spaces in both categories are either zero or one-dimensional. Let M = (a l , . . . , a 2 , a 1 ) and N = (b m , . . . , b 2 , b 1 ). We have Hom C |w| (Q) (M, N) = 0 precisely when M and N satisfy one of the following three conditions:
Then we claim that the following are equivalent: 
We have 
Using similar arguments to the ones used in case 1, one can show that the following are equivalent:
As we have mentioned above, (a) is equivalent to Hom C |w| (Q) (M, N) = 0, and so we are done in this case. The remaining case is the following:
is not an injective module and d(N) = 0. Then one can easily check that the following are equivalent:
Therefore, we have that Hom C |w| (Q) (M, N) = 0 is equivalent to Hom C 1 (F (M), F (N)) = 0.
It is easy to check that F is indeed a functor, which is full and faithful, which thus gives an equivalence between add C 1 and C |w| (Q), as desired.
An equivalence between add C 2 and T can be clearly induced from the bijection between Z ∩ (] − ∞, u − 1[ ∪ ]t + 1, +∞[) and Z described as follows: an object in
either of the form t + i or of the form u − i, for some i ≥ 1. The bijection is then given by: t + i → i − 1, u − i → −i. One can easily do a case-by-case analysis to check that the induced bijection on the objects behaves well with morphisms.
Example 5.2. Let w = −1, (t, u) = (3, −4) and Q = 3 → 2 → 1. Then the AR-quiver of C 1 (Q) is as follows:
? ?
(1)
The functor F maps the AR-quiver above to the AR-quiver of add C 1 which is given by:
− 1, we can view the vertices in ]u, t[ as vertices of a (n + 1)(|w| + 1) − 2-gon. Each pair {u + 1, u + 2}, {u + 2, u + 3}, . . . , {t − 2, t − 1} and {t − 1, u + 1} is viewed as an edge of the polygon. Each admissible arc of the ∞-gon lying in C 1 can thus be seen as a diagonal of the polygon which divides it into two polygons whose number of vertices is divisible by |d|. Some of these diagonals can be edges of the polygon, when w = −1, in which case, a 2−gon is considered a polygon.
We note that a different geometric model for C 1 (A n ) was given in [4] . It is also interesting to note that the geometric model we will present here shares similarities with the geometric model for the higher cluster category of type A introduced in [1] . The results in this section can be easily proved using the same method as that in [1] , and so the proofs will be omitted.
Let P n,m be a regular N-gon, where N = (n + 1)(m + 1) − 2, with vertices numbered clockwise from 1 to N. All operations on vertices of P n,m will be done modulo N.
We define the stable translation quiver Γ(n, m) as follows. The vertices of Γ(n, m) are diagonals of P n,m which divide P n,m into two polygons whose number of vertices is divisible by m + 1. We call these diagonals (m + 1)-diagonals. We denote a vertex of Γ(n, m) by {i, Example 6.4. In the case when n = 3 and m = 2, P 3,2 is a 10-gon and Γ(3, 2) looks as follows:
Theorem 6. G(x) ), G(y)) = 0. Hence, it remains to check that a set H of noncrossing (m + 1)-diagonals with no common vertex is maximal with respect to these properties if and only if it has cardinality n. This fact can be easily proved by induction on n.
6.1. Classical noncrossing partitions and the case when m = 1: In this subsection we restrict to the particular case where m = 1, and we compare this geometric model with the already existing one in [4] . As a consequence, we will see the relationship between the two different combinatorial presentations of Hom-configurations in C 1 (A n ): the one given in theorem 6.5 and the one given in [4] .
First, let us recall the geometric model presented in [4] . In that paper, the author considers oriented edges between vertices of a regular n-gon P n . Boundary edges and loops are included, and the edge oriented from i to j is denoted by [i, j], or simply by ij.
Let Γ ′ (n) = Γ ′ be the quiver defined as follows: the vertices are the set of all possible oriented edges between vertices of P n , including loops. The arrows are of the form [i, j] → [i + 1, j], for j = i + 1, and [i, j] → [i, j + 1], for i = j, where i + 1, j + 1 are taken modulo n. This quiver is a stable translation quiver, with translation τ given by rotating edges in P n through 2π/n anticlockwise; in other words τ
Without loss of generality, we assume that the bijection between Γ ′ and the ARquiver of C 1 (A n ) maps the simple module S 1 to the oriented arc 12 (note that this defines the bijection completely). We can also assume, without loss of generality, that the bijection between C 1 (A n ) and Γ(n, 1) is such that the simple module S 1 is mapped to the arc {1, 2}. Remark 6.6. It is easy to see that the map from Γ ′ 0 to Γ(n, 1) 0 defined by ij → {(2(i−1 mod n)+1) mod 2n, (2(j −1 mod n) mod 2n)} induces an isomorphism of stable translation quivers.
Example 6.7. Here is the isomorphism for when n = 3:
Hom-configurations in C 1 (Q), where here Q is any Dynkin quiver, are in bijection with positive noncrossing partitions [3] (see also [2] and [16] ). In the case when Q is of type A n , positive noncrossing partitions are in one-to-one correspondence with classical noncrossing partitions of the set {1, . . . , n}. These combinatorial objects, introduced by Kreweras [13] , are defined to be partitions P = {B 1 , . . . , B m } of the set {1, . . . , n} with the property that if 1 ≤ a < b < c < d ≤ n, with a, c ∈ B i and b, d ∈ B j , then B i = B j . We call B i a block of P for each 1 ≤ i ≤ m; see figure 2 for an example of the bijection between Hom-configurations in C 1 (A n ) and noncrossing partitions when n = 3. It is known that classical noncrossing partitions of n are in one-to-one correspondence with noncrossing pair partitions (each block has cardinality two) of 2n. The bijection is given by drawing around the outside of the boundaries of the convex hulls of the blocks of a noncrossing partition; see figure 3 for an example. We denote this bijection by ρ.
Let us label the new vertices added to the n − gon from 1 ′ to 2n ′ clockwise around the circle, in such a way that 1 ′ is the first vertex after 1. We note that the labelling is arbitrary, and it will depend only on the choice of the bijection between Γ ′ and Γ(n, 1). Proof. This follows immediately from the definition of ρ and the bijection between the two different geometric models given in remark 6.6. In this section, T will be (−1)−CY. We can easily extend the notion of classical noncrossing partition of the set {1, . . . , n} to "classical noncrossing partitions of Z" as follows.
Definition 7.1. A noncrossing partition of Z is a set of pairwise disjoint non-empty subsets, called blocks, of vertices of the ∞-gon, whose union is all of Z, and such that no two blocks cross each other.
We can relate | − 1| − Hom-configurations in T with noncrossing partitions of Z, extending the bijection ρ mentioned in subsection 6.1, as follows.
Let Z ′ be another copy of Z in the ∞-gon, with vertices n ′ := 0.5 + 2n, for each n ∈ Z. Now, given an Hom-configuration H in T, we define f (H) to be the partition P = {B 1 , B 2 , . . .} of Z ′ , where the vertices in a block B = {a 1 , a 2 , . . .} are written in numerical order, i.e. a 1 < a 2 < . . ., and are defined recursively as follows: let a i = n ′ , for some n ′ ∈ Z ′ . If n ′ + 0.5 is incident with an arc in H of the form (m, n ′ + 0.5), then a i+1 := m + 0.5. Otherwise, either n ′ + 0.5 is incident with an arc in H of the form (n ′ + 0.5, m) or n ′ + 0.5 is isolated. In these cases, we take a i to be the last element of its block. Informally speaking, this map is the infinite version of the inverse of ρ.
for simplicity, that i = 0 in H 2 . Then f (H 2 ) = {{N 0 }, {n} n∈Z <0 }, and g(H 2 ) = {{Z ≤0 }, {n} n∈N }.
