Abstract. We report recent advances on noncommutative martingale inequalities associated with convex functions. These include noncommutative Burkholder-Gundy inequalities associated with convex functions due to the present authors and Dirksen and Ricard, noncommutative maximal inequalities associated with convex functions due to Osȩkowski and the present authors, and noncommutative Burkholder and Junge-Xu inequalities associated with convex functions due to Randrianantoanina and Lian Wu. Some open problems for noncommutative martingales are also included.
Introduction
The first result of interest on noncommutative martingales was proved by Cuculescu [13] in 1971, that is a weak type (1, 1) maximal inequality and now known as Cuculescu's construction. But noncommutative martingale theory has received considerable progress since the seminal paper by Pisier and Xu [54] in 1997, thanks to interactions with several fields of mathematics such as operator spaces (e.g. [21, 52] ) and free probability (e.g. [23, 62] ). Many classical martingale inequalities have been successfully transferred to the noncommutative setting (cf. e.g. [66] ). Those inequalities of quantum probabilistic nature have, in return, applications to operator spaces (cf. [27, 32, 38, 45, 53, 65] ), quantum stochastic analysis (cf. [29, 30, 33] ) and noncommutative harmonic analysis (cf. [2, 12, 28, 36, 41, 42, 48] ) et al.
Recall that there are three foundational inequalities in classical martingale theory [7, 8, 10] , which are the Burkholder-Gundy inequality on the square function of martingales, the Doob inequality on the maximal function of martingales, and the Burkholder inequality on the conditioned square function of martingales. These inequalities and their variants characterize martingale Hardy spaces and paly fundamental role in modern analysis, especially in functional analysis, stochastic analysis, harmonic analysis, and mathematical physics, etc. The noncommutative Burkholder-Gundy inequality was established by Pisier and Xu [54] in 1997 as mentioned above, within which they developed a systemical function-analytic method beyond the usual stopping time argument in classical martingale theory. Subsequently, Junge [26] in 2002 proved the noncommutative Doob inequality via a duality approach. Further, in 2003, Junge and Xu [34] proved the noncommutative Burkholder inequality for characterizing conditioned martingale Hardy spaces, within which, by duality, they presented a dual form of the Burkholder inequality for 1 < p < 2. This inequality of Junge and Xu is new even in the classical setting, that will be called the Junge-Xu inequality in the sequel for distinguishing it from the Burkholder inequality in 2 ≤ p < ∞.
This line of investigation was continued by Parcet, Perrin, Randrianantoanina, and the present authors, among others. The weak type (1, 1) inequalities for martingale transformations and square and conditioned square functions of noncommutative martingales were proved by Randrianantoanina [56, 57, 58] between 2002 and 2007. In 2006, Parcet and Randrianantoanina [49] presented Gundy's decomposition for noncommutative martingales and provided alternative proofs of several results mentioned previously. More recently, Perrin, Yin, and the present authors, via a duality approach, have given Davis' and atomic decompositions for noncommutative martingales in p = 1 in [50] and [5] respectively. On the other hand, the above three noncommutative martingale inequalities as stated in L p -spaces were generalized to the case of noncommutative symmetric spaces, including noncommutative Lorentz and Orlicz spaces, for details see Dirksen [15] and Randrianantoanina and Wu [59] and references therein.
The aim of this paper is to give a survey on noncommutative martingale inequalities associated with convex functions. Recall that classical martingale inequalities associated with convex functions Φ or Φ-moment martingale inequalities were initiated by Burkholder and Gundy [10] . The above three classical foundational martingale inequalities associated with convex functions were obtained in 1970s' (see [9, 22] for details), in which the martingale inequalities in L p -spaces correspond to the case of Φ(t) = t p . In 2012, the present authors [3] proved the noncommutative Burkholder-Gundy inequality associated with convex functions, within which a gap in the proof of noncommutative Khintchine's inequality associated with convex functions was fixed later by Dirksen and Ricard [17] . Recently, Osȩkowski and the present authors [6] proved the noncommtative Doob and ergodic maximal inequalities associated with convex functions. More recently, noncommutative Burkholder and JungeXu inequalities associated with convex functions were proved by Randrianantoanina and Wu [60] .
For what follows, in the next section, we will collect notations and definitions for noncommutative L p and symmetric spaces, convex functions, and noncommutative martingales. In Sections 3, 4 and 5 respectively, we will give detailed descriptions of noncommutative Burkholder-Gundy, Doob, and Burkholder and Junge-Xu inequalities associated with convex functions. Finally, in Section 6, we will give some open questions and comments on noncommutative martingale inequalities associated with convex functions.
Preliminaries
In what follows, by X A,B,... Y for two nonnegative (possibly infinite) quantities X and Y, we mean that there exists a constant C > 0 depending only on A, B, . . . such that X ≤ CY, and by X ≈ A,B Y that X A,B Y and Y A,B X.
Symmetric spaces and interpolation with Boyd indices.
First of all, we recall some definitions and notations on symmetric spaces (see [43] for details). We denote by S the set of all measurable functions f on (0, ∞) such that
for some λ < 0, where |A| is the Lebesgue measure of a measurable subset A ⊂ (0, ∞). For f ∈ S, we denote by µ t (f ) the decreasing rearrangement of f in (0, ∞), defined by
for all t > 0. For f, g ∈ S, we say f is submajorized by g, and write f ≺≺ g, if
for all t > 0. A Banach function space E on (0, ∞) is called symmetric (resp. fully symmetric) if for f ∈ S and g ∈ E with µ(f ) ≤ µ(g) (resp. f ≺≺ g), one has f ∈ E and f ≤ g . A symmetric Banach function space E is said to have the Fatou property if for every increasing net (f α ) in E with f α ≥ 0 and sup α f E < ∞, we have the supremum f = sup α f α exists in E and f α E → f E . The class of (fully) symmetric spaces covers many classical function spaces with the Fatou property, such as Lorentz and Orlicz spaces.
The Köthe dual of a symmetric space E on (0, ∞) is the function space defined by setting
|f (t)g(t)|dt < ∞, ∀f ∈ E equipped with the norm g E × = sup f E ≤1 |f (t)g(t)|dt. Then E × is a fully symmetric space having the Fatou property. Note that E × is isomorphic to a closed subspace of the Banach dual E * of E, via the map
A symmetric Banach function space E on (0, ∞) has the Fatou property if and only if E = E ×× isometrically. Moreover, a symmetric Banach function space which is separable or has the Fatou property is automatically fully symmetric.
Let E be a symmetric space on (0, ∞). For every 0 < s < ∞, we define D s in E by
for all f ∈ E. Then each D s is a bounded linear operator on E. The lower and upper Boyd indices p E and q E of E are defined by
Note that the Boyd indices can be expressed as
Recall that for a given compatible Banach couple (X, Y ) in the sense that both are continuously embedded into a Hausdorff topological vector space, a Banach space Z is called an interpolation space if X ∩ Y ⊂ Z ⊂ X + Y such that whenever a bounded linear operator T :
for some constant C > 0. In this case, we write Z ∈ Int(X, Y ). When C = 1, Z is called an exact interpolation space. It is known that for a symmetric space E over (0, ∞) with 1
2.2.
Noncommutative L p and symmetric spaces. We use standard notions from theory of noncommutative L p -spaces. Our main references are [55] and [66] (see also [55] for more bibliography). Let N be a semifinite von Neumann algebra acting on a Hilbert space H with a normal semifinite faithful trace ν. A closed densely defined operator x on H is said to be affiliated with N if x commutes with every unitary u in the commutant N ′ of N . For a self-adjoint operator x on H with the spectral decomposition x = ∞ −∞ tdE t (x), we denote by χ B (x) for any Borel subset B ⊂ R the the corresponding spectral projection χ B (t)dE t (x). An operator x affiliated with N is called ν-measurable if there exists s > 0 such that ν[χ (s,∞) (|x|)] < ∞. Let L 0 (N ) denote the topological * -algebra of measurable operators with respect to (N , ν). The topology of L 0 (N ) is determined by the convergence in measure. The trace ν can be extended to the positive cone
We define
Then (L p (N ), . p ) is a Banach (or quasi-Banach for p < 1) space. This is the noncommutative L pspace associated with (N , ν), denoted by L p (N , ν) or simply by L p (N ). As usual, we set L ∞ (N , ν) = N equipped with the operator norm. For x ∈ L 0 (N ) we define
, where e ⊥ s (|x|) = e (s,∞) (|x|) is the spectral projection of |x| associated with the interval (s, ∞). The function s → λ s (x) is called the distribution function of x and t → µ t (x) the generalized singular number of x. We will denote simply by λ(x) and µ(x) the functions s → λ s (x) and t → µ t (x), respectively. It is easy to check that both are decreasing and continuous from the right on (0, ∞). For further information we refer the reader to [20] .
For 0 < p < ∞, we have the Kolmogorov inequality
Throughout, let E be a symmetric space on (0, ∞). We define
equipped with the norm x E(N ) = µ(x) E . The space E(N , ν) is a complex Banach space and called noncommutative symmetric space associated with (N , ν) relative to E. We refer to [18, 64, 39] for details. We note that if 1
is the above noncommutative L p -space associated with (N , ν). It can be shown (cf. [55, Corollary 2.2]) that if E is a symmetric space over (0, ∞) with the Fatou property such that 1 ≤ p < p E ≤ q E < q ≤ ∞, then for any a semifinite von Neumann algebra
We define the column space E(N , ℓ 2 c ) to be the linear space of all sequences (x n ) n≥1 in E(N ) such that the infinite column matrix
where B(ℓ 2 ) is the algebra of all bounded linear operators on ℓ 2 equipped with the usual trace tr, and for n, m ≥ 1, e n,m denotes the unit matrix in B(ℓ 2 ) (under the standard basis of ℓ 2 ) with all entries equal to 0 but the (n, m) entry being 1. Then the linear space
is a closed subspace of E(N⊗B(ℓ 2 )). Since the mapping
so that E(N , ℓ 
We also need the conditioned versions of the above spaces, which were first introduced by Junge [26] in L p cases. To this end, we let (N n ) n≥1 be an increasing sequence of von Neumann subalgebras of N such that ∪ n≥1 N n generates N (in the w * -topology) and the restriction ν n of ν on N n for any n ≥ 1 is semifinite. For every n ≥ 1, we denote by E n = E(·|N n ) the conditional expectation of (N , ν) with respect to (N n , ν n ) with the convention that E 0 = E 1 below.
For every n ≥ 1 and 0 < p ≤ ∞, we define the conditioned space L p c (N , E n ) to be the completion of N ∩ L 2 (N ) with respect to the (quasi-)norm
Then, as shown in [26] , there exists an isometric right
Then for any two sequences (x n ) and (y n ) in N ∩ L p (N ) with
We define the conditioned column space L p cond (N , ℓ 2 c ) to be the completion of all finite sequences
Note that
) and independent of p in the sense of interpolation. We will simply write U for U p in the sequel.
Since for any finite sequence
we can define the conditioned symmetric column space E cond (N , ℓ 2 c ) to be the completion of all finite sequences (x n ) n≥1 in L 2 (N ) ∩ N with respect to the norm
Note that E cond (N , ℓ 2 c ) is a Banach space and, U extends to an isometry from
, still denoted by U. Similarly, we can define the conditioned symmetric row space E cond (N , ℓ 2 r ) which can also be viewed as a subspace of E(N⊗B(ℓ 2 (N 2 ))) as row vectors. Note that when (x n ) n≥1 L 2 (N ) + N , then for any n ≥ 1, |x n | 2 may not belong to L 1 (N ) + N and so E n−1 (|x n | 2 ) not be necessarily well-defined. Therefore
is not a well-defined object. To overcome this deficiency, we note that for any finite sequences (
Since U extends to an isometry from
2.3. Orlicz functions and noncommutative Orlicz spaces. Let Φ be an Orlicz function on [0, ∞), i.e., a continuous increasing and convex function satisfying Φ(0) = 0 and lim t→∞ Φ(t) = ∞. Recall that Φ is said to satisfy the △ 2 -condition if there is a constant C such that Φ(2t) ≤ CΦ(t) for all t > 0. In this case, we write Φ ∈ ∆ 2 . It is easy to check that Φ ∈ △ 2 if and only if for any a > 0 there is a constant C a > 0 such that Φ(at) ≤ C a Φ(t) for all t > 0.
For any x ∈ L 0 (N ), by means of functional calculus applied to the spectral decomposition of |x|, we have
(see e.g. [20] ). Recall that for any x, y ∈ L 0 (N ) there exist two partial isometries u, v ∈ N such that
(cf. [1] ). Then, we have
We will work with some standard indices associated to an Orlicz function. Given an Orlicz function Φ, let
These are known as Matuzewska-Orlicz indices of the Orlicz function Φ (see [46, 47] for more information on Orlicz functions and Orlicz spaces). Note the following properties:
2) The following characterizations of p Φ and q Φ hold
3) Φ ∈ △ 2 if and only if q Φ < ∞, or equivalently, sup t>0 tΦ
is defined for each t > 0 except for a countable set of points in which we take Φ ′ (t) as the derivative from the right.)
with a > 1 and b > 0. It is easy to check that Φ is an Orlicz function and p Φ = a and q Φ = a + b.
ii) Let Φ(t) = t p (1 + c sin(p ln t)) with p > 1/(1 − 2c) and 0 < c < 1/2. Then, Φ is an Orlicz function and
For an Orlicz function Φ, the noncommutative Orlicz space L Φ (N ) is defined as
The space L Φ (N ), equipped with the norm
and only if ν(Φ(|x|)) < ∞. Noncommutative Orlicz spaces are fully symmetric spaces of measurable operators as defined in [18, 64] . Precisely, if E = L Φ (0, ∞) then E is a (fully) symmetric space on (0, ∞), and by (2.3) one has E(N ) = L Φ (N ).
As described above, we have the Orlicz column and row spaces L Φ (N , ℓ 
In what follows, unless otherwise specified, we always denote by Φ an Orlicz function.
2.4. Noncommutative martingales. Let M be a semifinite von Neumann algebra with a semifinite normal faithful trace τ. Let (M n ) n≥1 be an increasing sequence of von Neumann subalgebras of M such that ∪ n≥1 M n generates M (in the w * -topology) and for every n ≥ 1, the restriction τ n of τ to M n is semifinite, still denoted by τ. Such a sequence of von Neumann subalgebras of M is called a filtration of M. Let E n = E(·|M n ) be the conditional expectation of M with respect to M n . Then E n extends to a contractive projection from
Let x be a noncommutative martingale. The martingale difference sequence of x, denoted by dx = (dx n ) n≥1 , is defined as
A martingale x is called finite if there exists N such that dx n = 0 for all n ≥ N. In the sequel, we denote by x n = E n (x) for any x ∈ E(M). Note that if E ∈ Int(L p , L q ) with 1 < p ≤ q < ∞ and satisfies the Fatou property, then any E(M)-bounded martingale x = (x n ) has the form x n = E n (x ∞ ) for all n ≥ 1, where
where convergences can be taken with respect to the measure topology. These are the column and row versions of the usual square functions for martingales. It should be pointed out that the two operators S c (x) and S r (x) may not belong to E(M) at the same time. We define H c E (M) (resp. H r E (M)) to be the space of all E(M)-martingales such that dx ∈ E(M, ℓ 2 c ) (resp. dx ∈ E(M, ℓ 2 r ) ), equipped with the norm
) with the closed range and thus they are Banach spaces. Now, we define the noncommutative symmetric martingale Hardy space H E (M) as follows:
equipped with the norm
If E = L p (0, ∞) with 1 < p < ∞, then the noncommutative Burkholder-Gundy inequality states that x p ≈ x Hp which was proved by Pisier and Xu [54] in 1997.
Next, we consider noncommutative conditioned Hardy spaces developed in [34] . For any finite martingale
and s r (x) = s c (x * ) = s c [(dx * n ) n≥1 ], respectively. These are called the column and row conditioned square functions. We denote by h c E (M) and h r E (M) the corresponding completion spaces of all finite martingale x = (x n ) n≥1 in L 2 (M ) under the norms
respectively. We call h c E (M) and h r E (M) the conditioned column and row martingale Hardy spaces. Also, we define the diagonal martingale Hardy space h d E (M) to be the space of all martingales whose martingale difference sequences belong to E(M⊗ℓ ∞ ) equipped with the norm
Now we are ready to define the conditioned martingale Hardy space
, equipped with the norm
If E = L p (0, ∞) with 1 < p < ∞, then the noncommutative Burkholder and Junge-Xu inequality states that x p ≈ x hp which was proved by Junge and Xu in [34] . Note that the case 1 < p < 2 is new even in the classical setting and now known as the Junge-Xu inequality, as compared with the original Burkholder inequality in 2 ≤ p < ∞.
Noncommutative Burkholder-Gundy inequalities
The proof of noncommutative Burkholder-Gundy inequalities associated with convex functions is based noncommutative Marcinkiewicz interpolation theorem and Khintchine inequalities for Rademacher's random variables associated with convex functions, which are of independent interest. Let N 1 (resp. N 2 ) be a semifinite von Neumann algebra on a Hilbert space H 1 (resp. H 2 ) with a normal semifinite faithful trace ν 1 (resp. ν 2 ). Recall that a map T :
is said to be sublinear if for any operators x, y ∈ L 0 (N 1 ), there exist two partial isometrics u, v ∈ N 2 such that
Note that for any x, y ∈ L 0 (N ) there exist two partial isometrics u, v ∈ N such that
(see [1] ) and then a linear operator is sublinear. We recall that a sublinear operator T :
The classical Marcinkiewicz interpolation theorem has been extended to include Orlicz spaces as interpolation classes by A.Zygmund, A.P.Calderón, S.Koizumi, I.B.Simonenko, W.Riordan, H.P.Heinig and A.Torchinsky (for references see [47] ). The following result is a noncommutative Marcinkiewicz interpolation theorem associated with convex functions, which seems new even in the classical setting, at least we have no concrete reference. N 1 (resp. N 2 ) be a semifinite von Neumann algebra on a Hilbert space H 1 (resp. H 2 ) with a normal semifinite faithful trace ν 1 (resp. ν 2 ). Suppose
be a sublinear operator and simultaneously of weak types (p i , p i ) for i = 0 and i = 1. If Φ is an Orlicz function with p 0 < p Φ ≤ q Φ < p 1 , then there exists a constant C depending only on p 0 , p 1 and Φ, such that
for all x ∈ L Φ (N 1 ).
Remark 3.1. If T is of strong type (p, p), i.e., there exists a constant C > 0 such that T x p ≤ C x p for any x ∈ L p (N ), then by the Kolmogorov inequality (2.1) we have
, that is, T is of weak type (p, p). Consequently, if T is simultaneously of strong types (p i , p i ) for i = 0 and i = 1, then the conclusion of Theorem 3.1 holds.
Recall that a sequence of random variables {ε i } on a probability space (Ω, P ) is called a Rademacher's sequence if it is independent and satisfies P (ε i = 1) = P (ε i = −1) = 1 2 for all i. The following is noncommutative Khintchine's inequalities for Rademacher's sequences associated with convex functions. Theorem 3.2. [3, Theorem 4.1] Let M be a semifinite von Neumann algebra with a semifinite normal faithful trace τ. Let Φ be an Orlicz function and {ε i } a Rademacher's sequence on a probability space (Ω, P ).
where the infimun runs over all decomposition
Remark 3.2. 1) Note that Khintchine's inequality is valid for L 1 -norm in both commutative and noncommutative settings (cf., [44] ). We could conjecture that the right condition in Theorem 3.2 (1) should be q Φ < 2 without the additional restriction condition 1 < p Φ . However, our argument seems to be inefficient in this case. We need new ideas to approach it. 2) We note that there is a gap in the proof of the inequality " ≤ " in (3.5) in [3] , as pointed out to the present authors by Q. Xu. This was resolved subsequently by Dirksen and Ricard in [17] . Now, we are in a position to state the noncommutative Burkholder-Gundy martingale inequalities associated with convex functions. 
where the infimum runs over all decomposition x n = y n +z n with (
Remark 3.3. Theorem 3.3 was sharpened recently by Y. Jiao, F. Sukochev, D. Zanin, and D. Zhou [25] , as informed to the second-named author by Prof. Sukochev in 2015 summer seminar in Wuhan University.
Noncommutative maximal inequalities
The noncommutative Doob and ergodic maximal inequalities associated with convex functions are based on a noncommutative Marcinkiewicz interpolation theorem for convex functions of maximal operators. To this end, we need to introduce the definition of convex functions of maximal operators in the noncommutative setting.
Noncommutative maximal functions in
is defined as the space of all sequences (x n ) n≥1 in L p (M) for which there exist a, b ∈ L 2p (M) and a bounded sequence (y n ) n≥1 in M such that x n = ay n b for all n ≥ 1. For such a sequence, set
where the infimum runs over all possible factorizations of (x n ) n≥1 as above. This is a norm and L p (M; ℓ ∞ ) is a Banach space. These spaces were first introduced by Pisier [51] in the case when M is hyperfinite and by Junge [26] in the general case, and studied extensively by Junge and Xu [36] .
As in [36] , we usually write
We warn the reader that this suggestive notation should be treated with care. It is used for possibly nonpositive operators and
However it has an intuitive description in the positive case, as observed in [36, p.329 
and only if there exists a positive a ∈ L p (M) such that x n ≤ a for any n ≥ 1 and in this case,
In particular, it was proved in [36] that the spaces L p (M; ℓ ∞ ) for all 1 ≤ p ≤ ∞ form interpolation scales with respect to complex interpolation. However, this result is no longer true for the real interpolation. This is one of the difficulties one will encounter for dealing with Marcinkiewicz type interpolation theorem on maximal operators in the noncommutative setting.
(1) S is said to be subadditive, if for any n ≥ 1,
(2) S is said to be of weak type (p, p) (p 0 ≤ p < p 1 ) if there is a positive constant C such that for any x ∈ L + p (M) and any λ > 0 there exists a projection e ∈ M such that
In other words, S is of type (p, p) if and only if
This definition of subadditive operators in the noncommutative setting is due to Junge and Xu [36] , who proved a noncommutative analogue of the classical Marcinkiewicz interpolation theorem as follows.
Assume that S is subadditive. If S is of weak type (p 0 , p 0 ) with constant C 0 and of type (p 1 , p 1 ) with constant C 1 , then for any p 0 < p < p 1 , S is of type (p, p) with constant C p satisfying
where θ is determined by 1/p = (1 − θ)/p 0 + θ/p 1 and C is an absolute constant.
4.2.
Interpolation for convex functions of noncommutative maximal operators. To state our results, we need to define a convex function of maximal operators in the noncommutative setting as follows.
where the infimum is taken over all decompositions
, and y n ∞ ≤ 1 for all n.
To understand τ Φ sup n + x n , let us consider a positive sequence x = (x n ) in L Φ (M). We then note that
such that x n ≤ a for all n. Indeed, for every n there exists a contraction u n such that x Proposition 4.1. Let Φ be an Orlicz function satisfying the △ 2 -condition.
One can check that sup n + x n Φ is a norm in x = (x n ). Define
with equivalent norms. The details are left to the interested readers.
We are ready to state the noncommutative Marcinkiewicz type interpolation theorem for a convex function of maximal operators.
Assume that S is subadditive, and order preserving in the sense that for all n ≥ 1, S n (x) ≤ S n (y) whenever x ≤ y in L + 0 (M). If S is simultaneously of weak type (p, p) with constant C p and of type (∞, ∞) with constant C ∞ , then for an Orlicz function Φ with p < p Φ ≤ q Φ < ∞, there exists a positive constant C depending only on C p , C ∞ , p Φ and q Φ , such that 
e., the case p 1 < ∞ is included). This was raised as an open question in the preliminary version of [6] , and affirmatively answered by Dirksen [16] recently through extending the argument of [6] to the case of restricted weak type inequalities for noncommutative maximal operators. However, Theorem 4.2 is sufficient for proving noncommutative maximal inequalities associated with convex functions (see Theorems 4.4 and 4.5 below).
The argument presented in the proof of Theorem 4.2 can be used to obtain the corresponding interpolation theorem for maximal operators on noncommutative symmetric spaces, which is different from that of [15] and slightly simpler. 
Assume that S is subadditive and order preserving. Let 1 ≤ p < ∞. Let E be a rearrangement invariant space such that p E > p. If S is simultaneously of weak type (p, p) with constant C p and of type (∞, ∞) with constant C ∞ , then there exists a positive constant C E depending only on C p , C ∞ , p and p E , such that for any
Remark 4.3. With the help of Theorem 4.3, the associated maximal inequalities on noncommutative symmetric spaces are in order, including Doob's inequality, Dunford-Schwartz and Stein maximal ergodic inequalities, as well as the corresponding pointwise convergence theorems (see [36] for detailed information).
4.3.
Noncommutative Doob and ergodic maximal inequalities associated with convex function. The first main result is the following noncommutative Doob inequality associated with a convex function, generalizing Junge's noncommutative Doob inequality in L p in [26] . 
Remark 4.4. Let Φ be an Orlicz function. We define the Hardy-Orlicz maximal space of noncommutative martingales as Remark 4.5. The classical case of Corollary 4.1 was originally proved by Burkholder, Davis, and Gundy in [9] (see also [8] ). Note that, the classical case holds even if p Φ = 1 (e.g. [14] ). However, the noncommutative case is surprisingly different. Indeed, it was shown in [35, Corollary 14] that
. This implies that (4.8) does not hold when Φ(t) = t for which p Φ = 1. Now we turn to noncommutative maximal ergodic inequalities associated with convex functions. To state our results, we need some more notation.
Let M be a semifinite von Neumann algebra with a normal semifinite faithful trace τ, and let L p (M) be the associated noncommutative The inequalities (4.10) and (4.11) are the noncommutative forms of the classical Dunford-Schwartz and Stein maximal ergodic inequality for a convex function of positive and symmetric positive contractions. These generalize the noncommutative Dunford-Schwartz and Stein maximal ergodic inequalities of Junge and Xu [36] in the L p case to the case of convex functions. The proofs of (4.10) and (4.11) are again based on Theorem 4.2.
4.4.
Noncommutative weak type maximal inequalities. All the results continue to hold if we replace the noncommutative maximal operator τ [Φ(sup n + x n )] associated with a convex function by a certain weak maximal operator. The required modifications are not difficult and left to the interested reader. However, for the sake of convenience, we write the corresponding definitions and results. We refer to [4] for noncommutative weak Orlicz spaces and for the terminology used here.
Let Φ be an Orlicz function. For x ∈ L w Φ (M), we set x Φ,∞ = sup t>0 tΦ µ t (x) .
When Φ(t) = t p , x Φ,∞ is just the usual weak L p -norm x p,∞ . The following is the definition of a weak type maximal operator associated with a convex function. [24] for details. We have known that whenever h c p admits a (p, 2) c -atomic decomposition, then it must possess a (p, ∞) c -atomic decomposition (cf. [11] ).
