Deep learning has achieved great success in many artificial intelligence applications such as healthcare systems, recommendation systems, and network security. However, the deployment of such powerful algorithms in practice has been hurdled by two issues: the computational cost of model training and the privacy issue of training data such as medical or healthcare records. The large size of both learning models and datasets incurs a massive computational cost, requiring efficient approaches to speed up the training phase. While parallel and distributed learning can address the issue of computational overhead, preserving the privacy of training data and intermediate results (e.g., gradients) remains a hard problem. Enabling parallel training of deep learning models on distributed datasets while preserving data privacy is even more complex and challenging. In this paper, we develop and implement FEDF, a distributed deep learning framework for privacy-preserving and parallel training. The framework allows a model to be learned on multiple geographically-distributed training datasets (which may belong to different owners) while do not reveal any information of each dataset as well as the intermediate results. We formally prove the convergence of the learning model when training with the developed framework and its privacy-preserving property. We carry out extensive experiments to evaluate the performance of the framework in terms of speedup ratio, the approximation to the upper-bound performance (when training centrally) and communication overhead between the master and training workers. The results show that the developed framework achieves a speedup of up to 9× compared to the centralized training approach and maintaining the performance approximation of the models within 4.5% of the centrally-trained models. The proposed framework also significantly reduces the amount of data exchanged between the master and training workers by up to 34% compared to existing work.
Introduction
The development of information technology makes the data collection and storage process much easier than ever. This leads to the explosion of the amount of data collected every day in any daily life aspects such as healthcare, business, manufacturing, security, to name a few. Analyzing such data provides a lot of useful insights that could help one anticipate business or reaction plans to improve their ultimate objectives or prevent damages due to negative events. Obviously, analyzing such a huge amount of data requires tools and software that automate the analytic process and achieve high throughput at least equal to the velocity of data collection so as to provide the analytic results as soon as possible.
The reemergence of deep learning has attracted a lot of attention from both academia and industry due to its capability of solving complex problems while achieving human-level performance. Many deep learning models have been developed in the literature for different problems such as medical image analysis for disease diagnosis, defect detection of products in manufacturing. The common characteristics of deep learning models are Email addresses: dung.cao@ttu.edu.vn (Tien-Dung Cao), tram.truong-huu@ieee.org (Tram Truong-Huu), hien.tran@ttu.edu.vn (Hien Tran), khanh.tran@ttu.edu.vn (Khanh Tran) that they require large datasets (i.e., a large number of data samples) to achieve high performance such as detection accuracy, classification accuracy, etc. Training such models is a timeconsuming process that applies an iterative method through all the data samples to step-by-step converge to the best model instance. There exist several works that used optimization techniques to make the training process converge faster [1] or enabled on-chip parallel computation [2] . However, the improvement achieved by those techniques has been compromised by the increase in the volume of the training dataset. Thus, there is a need for a better approach to speed up the training by allowing the training to be performed in parallel on distributed datasets while maintaining the performance of the learning model the same as sequentially training with a centralized dataset. In [3] , the authors highlighted all the challenges in the development of such a distributed and parallel learning approach.
Apart from the issue of long training time of deep learning models, the conventional training approach requires the entire training dataset has to be stored in the same location. This raises the privacy concern as the data owners do not want their data to leave their premises, especially the data contains sensitive information such as medical records, bank transactions, security logs, etc. This privacy concern prevents the data owners from contributing their data to the training process even though they might know that their data could improve the model perfor-mance. This motivates us to develop a novel training framework that allows the model to be trained on different private datasets without relocating/gathering them to the same location. Without trusting any third parties including training coordinator and data owners, such a training approach needs to ensure that there is not any sensitive data leaked, thus preventing a data owner or training coordinator from inferring the data of other owners.
Several works have addressed the above challenges [4, 5] . However, these works either chosen to address only one of the challenges or compromised one for the other. For instance, Zhang et al. [4] developed a parallel training algorithm but with the assumption that each of training workers has the entire dataset. Phong and Phuong [5] developed a privacy training algorithm that preserves the privacy of each private dataset in the ensemble training dataset but requiring a sequential training process through all the private datasets. Combining the two aforementioned challenges in an integrated framework is a hard problem that cannot be achieved just by adopting or combining the existing solutions altogether. Protecting the data privacy by keeping the data in the respective premise of the data owner requires a training framework that allows the data owner to exchange the model parameters learned with the data with the training coordinator that maintains a global model instance. Such a framework has to minimize the communication overhead, i.e., the amount of data exchanged, idle time of the training processes on different private datasets, and avoid revealing additional information about the data.
In this paper, we design and develop a federated learning framework, namely FEDF, that addresses the above challenges in an efficient manner. We consider a threat model that reflects practical scenarios where all the parties are honest-but-curious or some of them collude to attack a particular victim. The contribution of the paper is summarized as follows:
• We develop a communication protocol that allows a training worker (i.e., the training process runs on a particular private dataset) to inform the master (i.e., the training coordinator that has the global model instance) about the evolution of the model parameters without revealing any sensitive information. The protocol also minimizes the communication overhead, i.e., the amount of data exchanged among the master and workers during the training.
• We develop a goodness function that quantifies the impact of a private dataset on the global model instance, thus determining how much the parameters of the global model instance should be updated based on the information obtained from the respective training worker. Since the information from different training workers may not provide the same update direction for a certain model parameter, the goodness function also allows us to determine the update direction for a certain parameter. We assume that the number of data samples in each private dataset is arbitrary: one may have a large number of samples while the other has much fewer samples. We also assume that the data samples in all the private datasets are stationary and have the same distribution. This relieves us from the concept of data drift and domain adaptation problems.
• We develop a parallel and synchronous training algorithm at the master that invokes the training algorithm on each worker and wait for all the workers completing a training epoch before updating the global model instance.
• We provide a formal analysis of the convergence of the training process as well as the privacy protection of the proposed framework. We show that the combination of the communication protocol and the goodness function adds non-linear factors to the information exchanged among the master and workers, thus making it hard to infer useful information about the private dataset of each worker.
• We carry out extensive experiments with two deep learning problems: image classification and image segmentation. We used two existing deep learning models for the experiments: ResNet32 [6] trained on CIFAR-10 dataset and U-Net [7] trained on MEMBRANE dataset and a private medical image dataset, HEART-VESSEL.
The rest of the paper is organized as follows. In Section 2, we discuss the related works. In Section 3, we present the design of the framework and the algorithms executed at the master and workers. In Section 4, we provide a formal analysis of convergence and privacy-preserving properties of the framework. In Section 5, we present the experiments and analysis of results before we conclude the paper in Section 6.
Related Work

Distributed Deep Learning
Conventional training techniques such as gradient descent, stochastic gradient descent, deep descent derivatives are based on an iterative algorithm that updates the model parameters as the iterations proceed to converge to specific values say optimal parameters. The convergence speed (the number of iterations) depends on the learning rate and convergence condition set by the algorithm and usually requires a long-running time to complete. Many works in the literature have tried to speed up the convergence by considering different aspects including distributed storage of training data (i.e., data parallelism), distributed operation of computational tasks (i.e., model parallelism). In [2] , Li et al. analyzed different parallel frameworks for training large-scale machine learning and deep learning models. Example frameworks include Theano 1 , Torch [8] , cuda-convnet and cuda-convnet2 2 , Decaf [9] , Overfeat [10] , and Caffe [11] . Most of these frameworks are open-source and optimized by NVIDIA GPUs using the Compute Unified Device Architecture (CUDA) programming interface. Similarly, in [12] , Jia et al. introduced a comprehensive Sample-Operator-Attribute-Parameter (SOAP) search space of parallelization strategies for deep neural networks, namely FlexFlow, executing on multiple GPUs or CPUs. While those frameworks achieve good acceleration compared to computation on CPU architectures, their speedup is compromised by the exponential increase in the amount of data processed by the system.
Focusing on reducing the number of computation steps, in [4] , Zhang et al. proposed an algorithm, namely Elastic Averaging Stochastic Gradient Descent (EASGD), that trains a neural network in a distributed manner with both synchronous and asynchronous modes. The authors demonstrated that the proposed algorithm is better than DOWNPOUR [13] . However, they assumed that all training workers have the entire dataset, thus ignoring the privacy issue. Further, both EASGD and DOWNPOUR do not consider the communication cost since the entire gradients and models are exchanged among the training workers. Also using a distributed computing approach, in [14] , Le et al. proposed to use the Map-Reduce framework to enable parallel operations during the training of a deep neural network. Focusing on reducing communication cost, in [15] , Lin et al. proposed a deep gradient compression approach to reduce the communication bandwidth between multiple training nodes. The gradients are compressed after a sequence of a pre-defined number of mini-batches. The authors defined a threshold to select which gradient values to be sent. He et al. [16] and Wen et al. [17] used a ternary concept to represent the update direction of model parameters or gradients, i.e., −1 for decreasing parameters, 0 for unchanged parameters and +1 for increasing parameters. We adopt this ternary approach in our work to minimize the communication overhead between training workers and the master but with an enhancement to protect data privacy. We further develop a goodness function that quantifies the impact of each private dataset on the global model, thus updating the model accordingly.
Privacy-Preserving
Recently, federated learning [18] has emerged, requiring a novel distributed learning framework that allows the model training to be performed over geographically-distributed (private) datasets. Federated learning allows the data owners to collaboratively train a model without sharing its data with others, thus protecting data privacy. In [5] , Phong and Phuong proposed a framework that allows multiple data owners to train a deep learning model over the combined dataset to obtain the best possible learning output without sharing the local dataset, owing to privacy concerns. The authors developed two network topologies for the exchange of model parameters: a masterworker topology and a fully-connected (peer-to-peer) topology. The communication among training peers, master and workers is secured by the standard Transport Layer Security (TLS). However, this work does not enable parallel training as the deep learning model is sequentially trained on the private datasets.
In [19] , Shokri et al. designed a system in which each local training worker asynchronously shares a part of local gradients obtained on its dataset to the master/server. However, while the training data is not shared among the training workers, an honest-but-curious attacker (who can be the master or a training worker) can collect the exchanged gradient values and infer the nature of the training dataset of a particular training worker. Further, this work does not consider secure communication to protect gradients against a man-in-the-middle attacker as well as communication cost. In [20] , Phong et al. revisited the work of Shokri et al. [19] in combination with additively homomorphic encryption to protect the gradients against the honest-but-curious master. Hao et al. [21] has a similar work that considers a larger number of training workers and integrates additively homomorphic encryption with differential privacy to protect data privacy. In [22] , Tang et al. developed a two-phase re-encryption technique to protect the privacy of gradients exchanged among training workers. The authors adopted a Key Transfer Server (KTS) and a Data Service Provider (DSP) that issue a Diffie Hellman (private) key for each of the training workers to encrypt the gradients before sending them to the master. This allows the training workers to securely communicate with the master without establishing an independent secure channel.
There also exist several works that used differential privacy to protect the training data and gradients. This approach defends against not only honest-but-curious actors (e.g., training workers and master) but also adversarial attackers that carry out model-inversion attacks. In [23] , Fredrikson et al. developed a deferentially private stochastic gradient descent algorithm to protect the weight parameters from the strong adversary with full knowledge of the training mechanism. Later on, a similar technique has been developed in [24] . In [25] and [26] , Papernot et al. proposed an approach, namely Private Aggregation of Teacher Ensembles (PATE) to provide strong privacy guarantees for training data. This approach first combines multiple models (called teacher models) trained with disjoint datasets in a black-box fashion. The teacher models are then used to predict the label of incomplete public data. Finally, the predicted public data is used to train student models which will be released to use. In [27] , Lyu et al. used blockchain technology to decentralize the learning process where each training worker does not trust any third party or other training workers. In [28] , Beaulieu-Jones et al. developed an approach for distributed deep learning for clinical data. The authors adopted differential privacy by adding noise to gradients so that no individual patient's data has a significant influence on the global model, thus revealing the nature of the respective training data. Similar to [5] , this work sequentially trains the model from one private dataset to the other, i.e., the weights obtained on one dataset are transferred to the next training worker to continue on a new dataset. In this work, we aim at developing a federated learning framework that not only protects data privacy but also enables parallel training on multiple private datasets, thus reducing the training time while achieving an approximate learning outcome when compared to the centralized learning approach.
Federated Learning Framework for Privacy-preserving and Parallel Training
In this section, we develop our proposed federated learning framework for privacy-preserving and parallel training, namely FEDF. First, we present an overview of the framework. Then, we describe the detailed algorithms executed at the master and workers during the training process.
Framework Overview
In Fig. 1 , we present the architecture of the proposed framework, which consists of a master and N workers. The master is responsible for coordinating the training process: invoking the execution of the training algorithm on the workers, receiving training outcomes (presented in details in the next sections) from the workers, updating the global model instance and notifying the workers after the global model instance has been updated and ready for the next training epoch. We assume that the master maintains a convergence condition such that the global model will converge to the desired instance after a finite number of epochs. We denote this parameter as GLOBAL EPOCHS.
The workers are the data owners equipped with a computing server to run a training algorithm on their private data. Given a model instance downloaded from the master, each worker runs the training algorithm and send training outcomes to the master once completed, using the communication protocol defined by the master. We assume that each worker is responsible for determining the hyper-parameters used in the training algorithm such as learning rate, mini-batch size, number of training epochs and optimizer. These parameters are the private information of each worker and they are kept unknown to the master as well as other workers, thus preventing others from inferring useful information about the training data. We also note that the size of the datasets of the workers is heterogeneous. Thus, with the heterogeneity in hyper-parameters and the size of datasets, the training time will be different for different workers. In this work, we implement a synchronous-parallel training approach such that the master will wait for all the workers to finish their local training before updating the global model instance and invoking a new epoch towards GLOBAL EPOCHS.
Master: Analyzing Training Outcomes from Workers and
Updating Global Model We now present the details of the algorithm executed at the master. Without loss of generality, we assume that the algorithm has been run for t − 1 epochs and we are now at the Algorithm 1 masterTraining(P t−1 ) 1: Invoke Alg. 2: workerTraining(P t−1 ) on all the workers 2: synchronize() /*wait for all the workers to complete*/ 3: Receive cost from workers: {C t k |k = 1 . . . N} 4: Compute the goodness of the local instances using Eq. (1) 5: Receive the local model instance Q t k * from worker k * 6: Receive ternary vector T t k of worker k, k = 1 . . . N, k k * 7: Update the global model using Eq. (3) 8: return P t beginning of the t-th epoch. In Algorithm 1, we present the steps that the master will execute in an epoch. The input of Algorithm 1 is the model instance obtained from the previous iteration, denoted as P t−1 . We assume that the model P has M parameters, each being denoted as P i such that P t−1 is defined
At the first step (line 1), the master invokes the execution of the training algorithm on each training worker. As discussed in the previous section, each worker has its own training algorithm with private hyper-parameters and optimization methods. Each worker downloads the model instance (P t−1 ) to its local memory and starts the training algorithm. Due to the heterogeneous size of datasets and hyper-parameters of the training algorithm on different workers, the training on the workers may not complete at the same time. The master needs to synchronize the execution by waiting for all the workers to complete their training before proceeding to the next step.
Given that all the workers have finished their training, each worker obtains a local model instance denoted as Q t k (Q t k = {Q t k,i |i = 1 . . . M}) and evaluates with their training dataset resulting in a cost, denoted as C t k where k = 1 . . . N. The cost of the model could be the loss function value, reconstruction error, such that the lower the value of the cost, the better the model instance obtained. Instead of sending the local model instance to the master, which may not be as good as the one from other workers and also incurs high communication overhead due to its large size, each worker first sends its respective cost to the master. We define a goodness function to determine the best local model instance and its respective worker based on its cost.
where S k is the size of the dataset of worker k. For instance, S k can be defined as the number of images in the dataset or the number of rows in a tabular dataset. The rationale behind the goodness function is that we consider the correlation between the cost and size of the dataset of each worker as a low cost could be resulted by a small dataset. At the first epoch, the worker with the lowest cost per data sample (C t k /S k ) is selected. Thus the goodness value of each model instance obtained from a worker after the first epoch is defined as the inverse of the per-unit cost. From the second epoch onward, the progress in the training will also be taken into account. Since the master has the information of the cost from the previous epoch, it
can evaluate the training progress by computing the reduction in cost. A worker with a large number of data samples and a large reduction in cost will be obviously selected. However, if a worker with less data but still has a large reduction in training cost, it can be also a good candidate to update the global model instance. The worker with the highest value of the goodness function, denoted as G t k * is selected as the pilot worker to send its local model instance denoted as Q t k * to the master for updating the global model instance.
We note that the master will not only use the local model instance Q t k * of worker k * to update the global model instance but also the training outcomes from other workers. Due to the privacy concern, those unselected workers will not send the entire model instance to the master but only the evolution direction of each parameter of the model in the form of a ternary vector. For worker k, the ternary vector obtained at epoch t denoted as T t k is defined as follows: • T t k,i = 0: If parameter P i does not significantly change for two consecutive epochs.
• T t k,i = 1: If parameter P i obtained by worker k keeps significantly increasing or decreasing the same as at epoch
should hold. The former condition means that the parameter keeps increasing in two consecutive epochs while the later means that the parameter keeps decreasing in two consecutive epochs.
We note that computation of this ternary vector is performed by the workers, each having a different learning rate to determine whether or not parameter P i has significantly changed and at with direction it has changed. We will describe more detail in the next section.
Given the local model instance received from worker k * and ternary vectors from the workers other than worker k * , the master updates the global model instance as follows:
where α 0 is the learning rate of the master, S k is the data size of
if CMD==SEND TERNARY then 8: Compute ternary vector using Eq. (4) or Eq. (5) 9: return T t k /*Send ternary vector to the master*/ 10:
worker k, S is the total data size of all workers, S = N k=1 S k , p k = S k /S (the proportion of data size of worker k), and β k is a parameter that the master synchronizes with worker k to determine whether a model parameter has changed significantly on the dataset owned by worker k. Without loss of generality, the master can set the same value for all β k 's. After updating all model parameters at epoch t, the master notifies all the workers to download the newly-obtained model instance (P t ) and invokes a new training epoch (t + 1).
Workers: Training Model and Ternarizing Evolution of Model Parameters
In this section, we present the algorithm run at the workers, which train the model on their respective dataset, compute the ternary vector and update the master. As all the workers execute the same algorithm, without loss of generality, we present the algorithm for worker k. Algorithm 2 describes the pseudocode of the algorithm. The input of the algorithm is the model instance received from the master after epoch t − 1 and the outputs of the algorithm are a local model instance, cost value, and the ternary vector.
The worker procedure starts by running the training algorithm to obtain a local model instance and the training cost applied to the dataset owned by the worker. After the training completes, the worker sends the cost to the master for goodness evaluation and waits for the command to determine the next action. With the cost from all the workers, the master evaluates the goodness of the model instance obtained by each worker as described in the previous section. If the model instance obtained by worker k is the best, it will send the model instance to the master and complete the algorithm (line 5 in Algorithm 2).
If the master requests the model instance from a different worker, worker k has to compute the ternary vector and sends it to the master. At the first epoch (t = 1), the ternary value T t k,i of parameter P i obtained by worker k is defined as follows:
where P 0 = {P 0 i |i = 1 . . . M} is a model instance randomly initialized by the master for the first epoch, and α k , k = 1 . . . N is the learning rate of worker k. The rationale behind this equation is that at the first epoch, the workers do not have the evolution history of each model parameter. The workers can only compute the ternary vector based on their learning experience through the learning rate. If a parameter significantly decreases compared to its initialized value, the ternary value will be −1. If the change in the parameter value is not significant |Q t k,i − P 0 i | α k , we can say that the parameter did not change. If the parameter significantly increases, the ternary value will be set to 1.
From the second epoch onward (t 2), we define the ternary vector based on the evolution history of the model. We assume that the workers keep a copy of the model instance received from the master in epoch t − 1 and epoch t − 2, denoted as P t−1 and P t−2 , respectively. The ternary value T t k,i of parameter P i obtained at worker k and at epoch t is defined as follows:
is the production of the changes at two previous epochs.
As explained in the previous section, T t k,i = −1 if parameter P i has changed in different directions at two previous epochs. T t k,i = 0 if parameter P i has not significantly changed at epoch t compared to that at epoch t − 1. T t k,i = 1 if parameter P i has significantly changed in the same direction for two consecutive epochs. It is worth recalling that β k is a parameter that the master provides to worker k to determine whether or not a model parameter has significantly changed. β k 's can be set to a number in the range (0, 1), (e.g., 0.2).
By using a ternary vector with values that belong to {−1, 0, 1} to represent the evolution of the model parameters from the workers, we can reduce the communication cost from the workers to the master by up to 32×, compared to the case of sending the entire model when using a 64-bit number for each parameter. This is because we can represent these three values by 2 bits (e.g., 00, 01 and 11). Thus, we can compress 4 ternary values into 1 Byte. Even using a 32-bit number for each, we also reduce the communication cost by up to 16×.
Convergence and Privacy Analysis
Convergence Analysis
In this section, we present a formal proof that our proposed model updating approach as presented in Eq. (3), Section 3.2 guarantees the convergence of learning models.
Theorem 1 (Convergence of learning models). By applying the updating approach presented in Eq. (3), Section 3.2 for model parameters, a learning model trained by FEDF converges to the optimal instance after a sufficiently large number of epochs.
Proof. We refer the reader to Appendix A for a formal proof of the theorem.
Privacy Analysis
Privacy is one of the most important properties of federated learning. In this section, we prove that our framework guarantees data privacy and does not reveal any useful information even for intermediate computational results to different parties participating in the training process and external attackers.
Threat model
In this work, we consider two attacking scenarios coming from both insider attacks and external attacks.
• Insider attacks: We assume that all the master and workers participating in the training process are honest-butcurious. If any information from the training process is leaked, they will exploit and infer useful information for their purpose. We also assume that the workers do not trust each other and want to protect their training data against other data owners. In an extreme case, we consider an attack scenario where maximum N −2 workers are malicious and collude together to attack a particular worker where N is the total number of workers participating in the training process.
• External attacks: We consider a man-in-the-middle attack scenario where an attacker sniffs the information exchanged among the master and workers during the training process and infer the useful information. We assume that on each system of the master and workers, there will be existing security solutions that prevent illegal intrusion to steal model or data.
Analysis
Theorem 2 (Privacy against the honest-but-curious master). By applying mini-batch gradient descent with private training parameters on the workers and the proposed approach for updating the model parameters at the master, an honest-but-curious master has no information on the private dataset of the workers, unless it solves a non-linear equation.
Proof. Assuming that the workers use mini-batch gradient descent to optimize the local model on its dataset, Phong and Phuong have successfully proven part of this theorem in [5] .
For completeness, we briefly present below. Given n as the number of batches of the dataset of worker k and n 1, a model parameter is updated after each epoch as follows:
Since batch size (and thus number of batches, n) and learning rate α k are private information of worker k and unknown to the master, individual gradient on each mini-batch is therefore also unknown to the master. Nevertheless, the master can compute the sum of gradients if the master has the model parameters for two consecutive epochs.
Assuming that the master has the model parameters from worker k for 2(n+1) epochs with the condition that there should be n + 1 pair of consecutive epochs, the master can form a nonlinear equation system with n + 1 equations as shown in Eq. (7) . Recovering individual gradient information from worker k now becomes the problem of solving a non-linear equation system for n + 1 variables (the learning rate of worker k and gradients of n training epochs) given that the master has such a capability. It is also worth mentioning that the number of batches (n) is unknown to the master, to achieve such a non-linear equation system, the master may assume a sufficiently large n to cover all possibilities of batch size at the workers. However, the above assumption could not happen in practice due to the fact that the datasets at the workers are equally important. At each epoch, the master could request the model instance from a different worker based on the value of the goodness function presented in Eq. (1). In other words, our approach for selection of model instance from the workers based on the goodness function prevents an honest-but-curious master from consecutively requesting the model instance from the same worker. This proves the theorem.
Theorem 3 (Privacy against honest-but-curious workers). With the proposed framework, FEDF, an honest-but-curious worker has no information on the private dataset of other workers.
Proof. Let us refer to Eq. (3) that is used by the master to update the model parameters after each epoch. Worker k can infer the dataset of work k * if and only if the two following scenarios happen at the same time:
1. Worker k knows that the master has requested worker k * to send its local model instance for a sufficiently large number of epochs; and 2. While worker k * sends its local model instance to the master, all other workers send the ternary vectors, which are all zeros to the master. This makes the global model instance at the master be exactly the local model instance obtained at worker k * .
Assuming that the above conditions hold, worker k can infer the private dataset of worker k * if worker k has the capability of solving a non-linear equation system as discussed previously. However, this assumption could not happen in practice when the master and workers are honest. Given the equal importance of the datasets owned by different workers, the ternary vector provided by the workers evolves during the training process. This proves the theorem. Proof. As discussed in the proof of Theorem 3, which is broken when N −1 workers are malicious and they collude together to retrieve information of the private dataset of the remaining worker (victim worker). Note that N is the number of workers participating in the training process. This can be achieved when these colluding workers always send an extremely large training cost to the master, making the master always request the remaining worker to send its local model instance. Further, these colluding workers will send all zeros for the ternary vector when requested by the master. Given a sufficiently large number of training epochs, these colluding workers can form a non-linear equation system to solve and infer the private dataset of the remaining worker. It is to be noted that in this extreme case, the honest-but-curious master can also benefit as it maintains all the model instances requested by the victim worker. We now assume that there are a maximum of N − 2 workers that are malicious and collude together. The two remaining workers are honest-but-curious (benign). After each training epoch, the master requests a local model instance from one of these two honest-but-curious workers. Given the equal importance of datasets owned by the two benign workers, the malicious workers will not know which worker is requested to send its local model instance. Further, the remaining benign worker will also send a non-zero ternary vector as its local model should evolve (converge) along with the training process. In this case, the honest-but-curious master is also not able to infer the private dataset of a particular worker as the two benign workers could be alternatively requested for their local model instance after each epoch. This proves the theorem.
Discussion. We note that existing techniques for protecting data privacy such as homomorphic encryption [19, 20, 22] , and differential privacy [23] could be additionally applied on top of our proposed framework to enhance the framework security. For instance, in the case where the master is malicious, those techniques can guarantee the privacy of the private datasets owned by the workers. More precisely, if a worker suspects the behavior of the master and other workers (e.g., by detecting that the global model instance received from the master at the beginning of each epoch is identical to its local model instance obtained from previous epoch), the worker can use differential privacy to add noises to its local model instance before sending to the master. Given the availability of a secure data transmission protocol such as Transport Layer Security (TLS) for the master and workers participating in the training process, our framework also protects the private data against the man-atthe-middle attackers as the transferred information is encrypted using the private key of the involving parties. The man-at-themiddle attacker can sniff the encrypted data transferred in the network but it is not able to decrypt it without the private key to infer useful information.
Experiments
Experiment Setup
We implemented the proposed framework, FEDF, in Python using the TensorFlow framework. The communication between the master and workers for the invocation of training and synchronization was implemented using secure socket programming. The data transfer (model instances and ternary vectors) was implemented using secure copy protocol (SCP). We deployed the framework on several computers including:
• An Intel Optiplex 7010 with Intel(R) Core(TM) i7-3770 @ 3.40GHz and 32 GB of RAM. This computer is used as the master for coordinating the training process.
• A customized desktop with Intel(R) Core(TM) i7-6700 @ 3.40GHz, 16 GB of RAM and 1 GeForce GTX 980 of 4 GB of memory.
• A customized desktop with Intel(R) Core(TM) i7-6700 @ 3.40GHz, 16 GB of RAM and 1 GeForce GTX 1070 of 8 GB of memory.
• A customized desktop with AMD Ryzen Threadripper 2950X 16-core Processor @ 3.5GHz, 64 GB of RAM and 2 GeForce RTX 2080 Ti, each having 11 GB of memory.
All the GPU-enabled desktops were used as workers to run the training algorithm. When experimenting with more than 3 workers, we created different threads on the same desktop. For instance, on the AMD desktop, 4 worker threads can be created sharing 2 GPU cards.
To demonstrate the performance of the proposed framework, we carried out the experiments with different datasets including CIFAR-10 [29] , a membrane dataset [7] namely MEMBRANE, and a realistic medical image dataset related to the heart vessel segmentation problem namely HEART-VESSEL, collected from a private hospital in Ho Chi Minh City, Vietnam. For each dataset, we evaluated the proposed framework using different performance metrics:
• Training speedup: We computed the speedup as the ratio between the time duration required to train the model with the centralized approach and the time duration required to train the model with the distributed approach. We note that the time required for training the model with the distributed approach depends on the number of workers.
• Performance approximation: We trained the respective model in a centralized approach where all the training datasets are stored in the same location. The performance of the centrally-trained model (e.g., classification accuracy or segmentation accuracy) is considered as the upper bound to compute the performance approximation ratio of the model trained with the distributed approach using the proposed framework.
• Amount of data exchanged during the training: We computed the amount of data exchanged among the master and workers per epoch during the training. This is an additional communication overhead which does not incur in the centralized training. The more the data exchanged, the longer the data transferring time and the higher the network bandwidth consumption.
Design of deep learning models. We used TensorFlow to implement deep learning models. The structures of existing deep neural networks have been adopted for respective datasets: ResNet32 [6] for CIFAR-10 dataset and U-Net [7] for the membrane dataset and the private medical dataset. We kept the design of neural networks (i.e., number of convolutional layers, number of filters, etc.) the same as the original design. For U-Net, the size of images in the MEMBRANE dataset is set to 512 × 512 while that of images in the HEART-VESSEL dataset is set to 256 × 256. We also applied padding for the convolution operations in U-Net.
Performance Analysis
Performance with Centralized Training
We carried out the centralized training, which is similar to the training with only one worker, on the entire dataset. The training has been carried out on the most powerful customized desktop with two GPU cards of 11 GB of memory. In Table 1, we present the training time and accuracy of the models on different datasets. We can observe that the training time of ResNet32 on CIFAR-10 takes almost 21 hours to complete since it has 50000 images in the training set. The training time on MEMBRANE is the longest (more than 33 hours) due to the large structure of U-Net, the large size of input images and a large number of training epochs. Training of U-Net on HEART-VESSEL takes around five and a half hours. For both MEMBRANE and HEART-VESSEL, we augmented these two datasets to the same number of images in the training set (i.e., 1000 images). While training time is a one-time cost, we believe that data scientists could benefit when the training time is shortened with the parallel training approach proposed in our framework, especially when a model required to be retrained or updated frequently.
In terms of accuracy (classification accuracy for CIFAR-10, and segmentation accuracy for MEMBRANE and HEART-VESSEL), we achieved the expected state-of-the-art performance for each of the datasets. This shows that we have successfully implemented state-of-the-art models and reproduced the same performance. We note that while there exist enhanced models for CIFAR-10 and MEMBRANE to achieve higher accuracy, identifying the best model for each dataset is out of the scope of our work. For the HEART-VESSEL dataset, we achieved a high accuracy of 0.9214, which is acceptable by the hospital clinician who prepared the test set. We use this performance as a reference for comparison when evaluating the proposed framework (FEDF) that enables parallel training on distributed and private datasets.
Performance with FEDF
To carry out parallel training on distributed datasets with FEDF, we randomly split the entire dataset to a specific number of portions and distributed them to a corresponding number of workers. We controlled the range of random variables to avoid the extreme imbalance scenarios of the split datasets, e.g., one worker has only 1% of data while another worker has more than 90% of data. We carried out the experiments (parallel training) with an increasing number of workers.
Training Speedup. In Fig. 2 , we present the speedup obtained when training in parallel with the same number of epochs as in the centralized training. The results show that parallel training significantly reduces the training time especially when the size of the dataset is large. With 50000 images in CIFAR-10 dataset, we achieved a speedup by up to 9×, i.e., reducing the training time by 9×. Similarly, we achieved a speedup by up to 3.5× for MEMBRANE and 2.5× for HEART-VESSEL. We note that as FEDF uses a synchronous approach at the master to coordinate all the workers, the training time of one epoch depends on the worker with the largest dataset or the worker has the longest running time for one epoch. Thus, the more balancing the data distribution, the shorter the training time.
We also observed that the speedup slightly increases when we increase the number of workers, i.e., splitting dataset to a higher number of portions. This is because of the bottleneck at the master. Even though the training time at the workers is shorter with more workers, all the workers have to communicate with the master through a socket and SCP for data copying. Both are performed sequentially at the master and they take time for connection establishment. Such an overhead could not be compensated by the time saved due to the parallel training. It is worth mentioning that our approach significantly reduces the amount of data exchanged between the master and workers. We further discuss the data reduction in the next section.
Performance Approximation. In this section, we analyze the performance of FEDF in terms of the accuracy of the models trained by FEDF with an increasing number of workers. In Table 2, we present the accuracy of the models on the test set. We note that the first row of Table 1 is the accuracy obtained with the centralized training approach.
As expected, we observed a performance drop when training a model in parallel on distributed datasets. Such a drop slightly increases along with the increase in the number of workers. With CIFAR-10 dataset, when training with 5 workers, we ob- served a drop of 4.26% compared to the performance of the centralized training approach. Similarly, we observed a drop in accuracy of 2% and 0.1% when training U-Net on MEM-BRANE and HEART-VESSEL datasets with 5 workers, respectively. Interestingly, we observed that the accuracy when training in parallel is sometimes slightly better than the accuracy of the centralized training approach (0.9225 vs. 0.9214). This can be explained by the fact that our proposed approach for updating the global model instance at the master depends on the worker that has the lowest training cost. Due to the shuffle of data samples when dividing into different portions for workers, one of the workers has good samples (i.e., with less noise). This makes the training converges to a better model instance.
For illustration, in Fig. 3 , we present the segmentation results obtained by different models and refer to the segmentation obtained by the clinician. We can see that the segmentation obtained by the models trained with FEDF is almost the same as the ground truth label (i.e., segmentation performed by the clinician). We believe that such a slight performance drop could be acceptable in regards to the gain of training time and especially data privacy, thus demonstrating the effectiveness of our pro- posed framework. It is to be noted that the performance drop in FEDF could be eliminated (or further reduced) by increasing the number of training epochs, i.e., sacrificing a bit more the speedup. We repeated the training of the U-Net model on the HEART-VESSEL dataset with 5 workers and different numbers of training epochs. In Fig. 4 , we plot the trade-off between the accuracy of the model and the training speedup. Y1-axis is for the accuracy and Y2-axis is for the speedup. We can see that the accuracy slightly increases along with the number of training epochs while the speedup significantly decreases. The training time with 1000 epochs is almost doubled compared to the centralized training. We achieved an accuracy of 0.9213 when training the model in parallel with 1250 epochs while the training time increases by 3.5× compared to the time of centralized training. Thus, depending on the objective of experiments whether training time or accuracy is more important, one has to decide which factor has to be sacrificed.
Amount of Data Exchanged Among Master and Workers. We have measured the amount of data exchanged among the master and workers during a training epoch. We compared our proposed approach with two existing works. The total amount of data exchanged between the master and workers depends on the size of the models, size of ternary vectors and the number of workers. For every training epoch, our framework needs to copy an initial model from the master to all the workers. After completing the epoch, one worker needs to send its local model instance to the master and other N − 1 workers need to send the ternary vector, whose size is 16× smaller than that of the model instance. The total amount of data exchanged between the master and workers per epoch can be computed as follows:
where V is the size of a model instance (1.8 MB for a ResNet32 model instance and 138.1 MB for a U-Net model instance) and N is the number of workers. We compare our proposed approach with two existing works: Phong et al. [5] and TernGrad [17] . The approach proposed in [5] requires every worker to download the initial model instance and upload its local model instance to the master after each epoch, leading to a total amount of data of 2×V × N. Tern-Grad does not require the workers to send model instances but requires them to send a ternary vector after every mini-batch. The amount of data to be exchanged in
where B is the number of mini-batches, which depends on the size of datasets.
In Table 3 , we present the amount of data exchanged among the master and workers per epoch when training the models in parallel with 3 workers. To compute the amount of data exchanged in TernGrad, we assume that one batch has only one mini-batch. We used batch size of 500 for ResNet32 and 5 for U-Net. The results show that our proposed approach significantly reduces the amount of data exchanged among the master and workers. Compared to Phong et al. [5] , FEDF reduces the amount of data by 31.20% for both models. The improvement is much more significant when we compare our proposed approach with TernGrad. FEDF reduces the amount of data exchanged among the master and workers by up to 34% for both models. While Table 3 shows a specific scenario with only 3 workers, the reduction in the amount of data exchanged among the master and workers would be more significant when there are more workers. This demonstrates that our proposed framework is effective not only in the performance and protection of data privacy but also in communication overhead.
Conclusion
In this paper, we designed and developed FEDF, a federated learning framework for privacy-preserving and parallel training. FEDF allows a deep learning model to be trained in parallel on geographically-distributed datasets, which are assumed to be in the same data distribution. We defined a goodness function that helps the master evaluate the importance of the model instances obtained at the workers. The master holds a global model instance and updates it after each training epoch. We developed a ternarizing approach that allows the workers to inform the master about the evolution of the model on their local dataset without revealing the gradients and data samples. We formally proved the convergence of the models trained by our framework and the privacy-preserving properties guaranteed. We extensively carried out experiments with popular deep learning models that are used for diverse problems such as image classification and segmentation. The experimental results show that our proposed framework achieved a training speedup by up to 9× compared to the centralized training approach without sacrificing the performance of the models (i.e., accuracy). FEDF maintained a performance within 4.5% of the model trained with the centralized approach. Compared to existing approaches, our framework reduced the amount of data exchanged among the master and workers by up to 34%.
where D k,b is a data batch and X j is a data point. Given a certain worker k * and let p k = S k /S , we can rewrite Eq. (A.1) as follows:
P t k can be considered as the updated model from worker k based on its dataset with learning rate β k while Q t k is the one at the master and be updated with the learning rate p k β k .
We approximately have |C(P t k ) − C(P t−1 )| L||P t k − P t−1 || where P t k is the model instance obtained by worker k at epoch t and P t−1 is the global model instance at the master, C is the cost function. Thus, the goodness of the model instance obtained by worker k can be approximately computed as follows: Note that ||Q t k − P t−1 || = p k ||P t k − P t−1 ||. Let us now consider a voted framework in which the global model instance at the master will be updated based on the model instance obtained by worker k * . We have,
It is to be noted that model P is defined as an M-dimensional vector with M parameters {P i , i = 1 . . . M}. Each dimension is considered as a direction that the model will move to converge to the optimal instance. Parameter P i at time t will be updated as follows: This means that for worker k alone, Q t k,i = P t−1 i − p k β k G t−1 k,i or Q t k,i − P t−1 = −p k β k G t−1 k,i , if the change in any direction i is not "significant" (which is less than a threshold), it would be ignored. Otherwise, it would be approximated by the threshold. We take the threshold to be some percentage of the previous step that a parameter has changed, which is β k |P t−1 i −P t−2 i |. Thus, we have the ternary value T t k,i defined as
where f = (Q t k,i − P t−1 i )(P t−1 i − P t−2 i ) and P t−1 i − P t−2 i is the step that parameter P i has moved in direction i at time t − 1.
In our approach, the selected worker k * is the one that reduces the cost most at epoch t individually. It is well-known that the cost reduction is proportional to the step size that the model parameters move. Practically speaking, the distance ||Q t k * − P t−1 || is larger than any other ||Q t k − P t−1 ||, thus model P t is computed mainly based on Q t k * . In addition, we also take into account the change in direction i from any worker k other than worker k * if the change is significantly large. Thus, parameter P t i of model P t is updated along direction i by β k of the previous step |P t−1 i − P t−2 i | to ensure that it still points towards the optimal parameter P * i of the optimal model P * . Specifically, if the change (P t k,i − P t−1 i ) is in the same direction as in the previous step (P t−1 i − P t−2 i ), the point Q t k * is pushed forward to P * in direction i as in Fig. A.5a . Otherwise, it is pushed backward by a small step β k |P t−1 i −P t−2 i | as illustrated in Fig. A.5b . This reflects the general trends when training a model that all workers have their own locally-updated model P t k pointing towards P * . The master simply somehow takes the weighted average of those P t k 's as P t then this P t also points towards P * . We note that the illustrative example in Fig. A .5 assumes that model P has two parameters. For a general case with M parameters (each parameter is considered as a dimension), dimension reduction can be performed so that the convergence of the training can be visualized. This proves the theorem.
