This paper describes our experiments on the cross-domain Chinese word segmentation task at the first CIPS-SIGHAN Joint Conference on Chinese Language Processing. Our system is based on the Conditional Random Fields (CRFs) model. Considering the particular properties of the out-of-domain data, we propose some novel steps to get some improvements for the special task.
Introduction
Chinese word segmentation is one of the most important tasks in the field of Chinese information processing and it is meaningful to intelligent information processing technologies. After a lot of researches, Chinese word segmentation has achieved a high accuracy. Many methods have been presented, among which the CRFs model has attracted more and more attention. Zhao's group used the CRFs model in the task of Chinese word segmentation in Bakeoff-4 and they ranked at the top in all closed tests of word segmentation (Zhao and Kit, 2008 ). The CRFs model has been widely used because of its excellent performance. However, finding a better segmentation algorithm for the out-of-domain text is the focus of CIP-SIGHAN-2010 bakeoff.
We still consider word segmentation as a sequence labeling problem. What we concern is how to use the unlabeled corpora to enrich the supervised CRFs learning. So we take some strategies to make use of the information of the texts in the unlabeled corpora.
System Description
In this section, we will describe our system in details. The system is based on the CRFs model and we propose some novel steps for some improvements. It mainly consists of three steps: preprocessing, CRF-based labeling, and relabeling.
Preprocessing
This step mainly includes two operations. First, we should cut the whole text into a series of sentences. We regard '。', '？', '！' and '；' as the symbols of the boundary between sentences. Then we do atomic segmentation to all the sentences. Here Atomic segmentation represents that we should regard the continuous nonChinese characters as a whole. Take the word 'computer' as an example, we should regard 'computer' as a whole, but not treat it as 8 separate letters of 'c', 'o', 'm', 'p', 'u', 't', 'e', and 'r'. 
CRF-based Labeling
Conditional random field (CRF) is an extension of both Maximum Entropy Model (MEMs) and Hidden Markov Models (HMMs), which was firstly introduced by Lafferty (Lafferty et al., 2001) . It is an undirected graphical model trained to maximize the conditional probability of the desired outputs given the corresponding inputs. This model has achieved great successes in word segmentation.
In the CRFs model, the conditional distribution P(y|x) of the labels Y givens observations X directly is defined: k . In our system, we choose six types of tags according to character position in a word. According to Zhao's work (Zhao et al., 2006a) , the 6-tag set enables our system to generate a better CRF model than the 4-tag set. In our experiments, we test both the 6-tag set and the 4-tag set, and the 6-tag set truly has a better result. The 6-tag set is defined as below: T = {B, B2, B3, M, E, S} Here B, B2, B3, M, E represent the first, second, third, continuing and end character positions in a multi-character word, and S is the single-character word tag.
We adopt 6 n-gram feature templates as features. Some researches have proved that the combination of 6-tag set and 6 n-gram feature template can achieve a better performance (Zhao et al., 2006a; Zhao et al., 2006b; Zhao and Kit, 2007) .
The 6 n-gram feature templates used in our system are C -1 , C 0 , C 1 , C -1 C 0 , C 0 C 1 , C -1 C 1 . Here C stands for a character and the subscripts -1, 0 and 1 stand for the previous, current and next character, respectively.
Furthermore, we try to take advantage of the types for the characters. For example, in our system D stands for the date, N stands for the number, L stands for the letter, P stands for the punctuation and C stands for the other characters. Introducing these features is beneficial to the CRFs learning.
Re-labeling step
Since the unlabeled corpora belong to different domains, traditional methods have some limitations. In this section, we propose an additional step to make good use of the unlabelled data for this special task. This step is based on the outputs of the CRFs model in the previous step.
After CRFs learning, we get a training model. With this model, we can label the literature, computer, medicine and finance corpora. According to the outputs of the CRFs model, we choose some labeled sentences with high confidence and add them to the training corpus. Here the selection of high confidence must guarantee that the probability of the sentences selected being correct segmentations is rather high and the number of the sentences selected is not too little or they will make no difference to the generation of the new CRF model. Since the existing training model does not contain the information in the out-of-domain data, we treat the labeled sentences with high confidence as additional training corpus. Then we re-train the CRFs model with the new training data. With the training data extracted from different domains, the training model incorporates more cross-domain information and it can work better in the corresponding cross-domain prediction task.
Experiments

Experiment Setup
There are two sources for the corpora: the training corpora and the test corpus. And in the training corpora, there exist two types of corpus in this task. The labeled corpus is Chinese text which has been segmented into words while the unlabelled corpus covers two domains: literature and computer science. The test corpus contains 4 domains, which are literature, computer science, medicine and finance.
There are four evaluation metrics used in this bake-off task: Precision, Recall, F1 measure (F1 = 2RP/(R+P)) and OOV measure, where R and P are the recall and precision of the segmentation and OOV (Out-Of-Vocabulary Word) is a word which occurs in the reference corpus but does not occur in the labeled training corpus.
Our system uses the CRF++ package Version 0.49 implemented by Taku Kudo 1 from sourceforge.
Results and Discussions
We test the techniques described in section 2 with the given data. Now we will show the results of each operation.
Preprocessing
As we have mentioned in section 2.1, the first step is to cut the text into a series of sentences.
Then we should give each character in one sentence a label. Before this step, it is necessary to do atomic segmentation. And we will regard the continuous non-Chinese characters as a whole and give the whole part a single label. This is meaningful to those corpora containing a lot of English words. Due to the diversity of the English words, segmenting the sentences with a lot non-Chinese characters correctly is rather difficult only through CRF learning. We should do atomic segmentation to all training and test corpora. This may achieve a higher accuracy in a certain degree. The results of word segmentation are reported in Table 1 . 'Clouse+/-' indicates whether text clause has been done. From Table 1 , we can see there is some improvement in different degree and the effect in the medicine corpus is the most obvious. So we can conclude that our preprocessing is useful to the word segmentation.
CRF-based labeling
After preprocessing, we can use CRF++ package to learn and test.
The selection of feature template is also an important factor. For the purpose of comparison, we test two kinds of feature templates in our system. The one is showed in Table 2 and the other one is showed in Table 3 . 
With two different feature templates, we continue our experiments in the four different domains. The segmentation performances of our system on test corpora using different feature templates are presented in Table 6 . From the Table 4 we can see the second feature templates make the results of the segmentation improved more significantly.
At the same time we need get the outputs with confidence measure by setting some parameters in CRF test.
Re-labeling
As for the outputs with confidence measure generated by previous step, we should do some special processes. Here we set a particular value as our standard and choose the sentences with confidence above the value. As we know, the test corpora are limited, the higher confidence may cause the corpora meeting our requirements are less. The lower confidence may not guarantee the reliability. So the setting of the confidence value is very significant. In our experiments, we set the parameter at 0.8.
Then we add the sentences whose confidence is above 0.8 to the training corpus. We should re-learn with new corpora, generate the new model and re-test the corpora related with 4 domains. The segmentation performances after relabeling are represented in Table 7 . Here Re+/-indicates whether the re-labeling step is to be done.
From the results we know, even though the relabeling step makes the results in the medicine corpus a little worse, it has much better effect in the other corpora. Overall, the operation of relabeling is necessary.
Our results in this bakeoff
In this task, our results are showed in Table 8 . Table 6 , we can see our system can achieve a high precision, especially in the domains of computer and finance. This proves our methods are fairly effective.
Discussion
Segmentation Features
In our system, we only take advantage of the features of the words. We try to add other features to our experiments such as AV feature (Feng et al., 2004a; Feng et al., 2004b; Hai Zhao et al., 2007) with the expectation of improving the results. But the results are not satisfying. We believe that the feature of words frequency may be an important factor, but how to use it is worth studying. So finding some meaningful and effective features is the crucial point.
OOV
In our system, we do not process the words out of vocabulary in the special way. The recognition of OOV is still a problem. In a word, there is still much to be done to improve our system. In the present work, we make use of some surface features, and further study should be continued to find more effective features.
Conclusion
In this paper, we have briefly described the Chinese word segmentation for out-of-domain texts. The CRFs model is implemented. In order to make the best use of the test corpora, some special strategies are introduced. Further improvement is made with these strategies. However, there is still much to do to achieve more improvement. From the results, we got good experience and knew the weaknesses of our system. These all help to improve the performance of our system in the future.
