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Basic Properties of
Singular Fractional Order System with order (1,2)
Xiaogang Zhu, Jie Xu and Junguo Lu ∗
Abstract
This paper focuses on some properties, which include regularity, im-
pulse, stability, admissibility and robust admissibility, of singular frac-
tional order system (SFOS) with fractional order 1 < α < 2. The def-
initions of regularity, impulse-free, stability and admissibility are given
in the paper. Regularity is analysed in time domain and the analysis of
impulse-free is based on state response. A sufficient and necessary con-
dition of stability is established. Three different sufficient and necessary
conditions of admissibility are proved. Then, this paper shows how to
get the numerical solution of SFOS in time domain. Finally, a numerical
example is provided to illustrate the proposed conditions.
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1 Introduction
Fractional order systems can describe the real physical systems better than in-
teger order systems because the real objects are generally fractional. A lot of
systems have been studied via fractional order systems, such as wavelet trans-
form [1], viscoelastic systems [2] and others ([3, 4, 5, 6, 7]).
Singular systems have been widely studied in many fields ([8, 9, 10]) because
singular systems can describe real physical systems more directly than regular
systems. However, very few researches have been studied on singular fractional
order systems (SFOS), most of which are about stability. In [11], a sufficient and
necessary condition for regularity is given; Based on regularity and free impulse,
this paper also gives a sufficient condition for stability. Sufficient and necessary
conditions for regularity and admissibility with fractional order 0 < α < 1 are
given in [12], respectively. Some other papers study the stability of SFOS via
linear matrix inequality (LMI) ([13, 14, 15]) and some study the stability of
SFOS via transforming the SFOS into normal ones ([16, 17]).
However, non of them prove the regularity, free impulse and stability in time
domain, which can prove these properties more directly. Moreover, to the best
of our knowledge, there exists no research on free impulse and admissibility with
fractional order 1 < α < 2. Therefore, in this paper we give the sufficient and
necessary conditions of regularity, free impulse, stability and admissibility for
SFOS with fractional order 1 < α < 2, respectively.
This paper is organized as follows.
In section II, the definition of Caputo’s fractional derivative and SFOS are
recalled. And some useful lemma are provided. In section III, regularity and
impulse are analysed in time domain. In section IV, sufficient and necessary
conditions of stability and admissibility are proved, respectively. In section V,
sufficient conditions of robust admissibility are presented. Finally, in section
VI, numerical solution and example are illustrated. Conclusion will be given in
section VII.
Notation 1. For a matrix A, its transpose and complex conjugate transpose
are denoted by AT and A∗, respectively. C− = {s | s ∈ C, Re(s) < 0}. Sym(A)
denotes A+A∗. Denote pair (EI , AI) as the autonomous singular integer order
system (SIOS) EI
.
x (t) = AIx (t). Denote triplet (E,A, α) as the autonomous
SFOS EDαx (t) = Ax (t). The notation • stands for the symmetric component
in matrix.
2 Preliminaries
In this paper, we use the Caputo’s fractional derivative, of which the Laplace
transform allows utilization of initial values. The Caputo’s fractional derivative
is defined as [18]
2
aD
α
t f(t) =
1
Γ(α− n)
∫ t
a
f (n)(τ)dτ
(t− τ)α+1−n
where n is an integer satisfying 0 ≤ n − 1 < α < n; Γ(·) is the Gamma
function which is defined as
Γ(z) =
∫ ∞
0
e−ttz−1dt
In the following of the paper, aD
α
t is denoted by D
α.
A two-parameter function of the Mittag-Leffler type is defined as [18]
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
where α > 0, β > 0.
And δ(−β)(t) means
δ(−β)(t) =
{
tβ−1
Γ(β)
0
t > 0
t < 0
β ∈ R
whose Laplace transform is
L[δ−α(t)] = s−α, Re(s) > 0
Consider the singular fractional order system (SFOS){
EDαx (t) = Ax (t) +Bu (t)
y (t) = Cx (t) +Du (t)
(1)
where x (t) ∈ Rn is the state of the system composed of state variables; u(t) ∈ Rp
is the control input; y(t) ∈ Rq is the measure output; E,A ∈ Rn×n; B,C,D
are constant matrices with appropriate dimensions; Dα represents the Caputo
fractional derivative; α is the order of the SFOS and 1 < α < 2.
The finite eigenvalues of SFOS is
λ(E,A) = {s | s ∈ C, |s| <∞, det(sE −A) = 0}
The finite pole set for the system is
σ(E,A) = {s | s ∈ C, |s| <∞, det(sαE −A) = 0, 0 < α < 2}
and σ(I, A) will be specified as σ(A). Obiviously, λ(E,A) = σα(E,A).
The following lemmas and definitions will be useful.
Lemma 2. [19] For any two matrices E,A ∈ Rm×n, there always exist two
nonsingular matrices Q,P such that
E˜ , QEP = diag(0, L1, L2, ..., Lp, L
′
1, L
′
2, ...L
′
q, I, N)
A˜ , QAP = diag(0, J1, J2, ..., Jp, J
′
1, J
′
2, ...J
′
q, A1, I)
(2)
3
where
0 ∈ Rm0×n0 , A1 ∈ R
h×h
Li =

1 0
1 0
. . .
. . .
1 0
 , Ji =

0 1
0 1
. . .
. . .
0 1
 ∈ Rmi×(mi+1)
i = 1, 2, ..., p
L
′
j =

1
0 1
0
. . .
. . . 1
0
 , J
′
j =

0
1 0
1
. . .
. . . 0
1
 ∈ R
(nj+1)×nj
j = 1, 2, ..., q
N = diag(Nk1 , Nk2 , ..., Nkr) ∈ R
g∗g
Nks =

0 1
0
. . .
. . . 1
0
 ∈ Rks×ks , s = 1, 2, ..., r
m0 +
∑
i
mi +
∑
j
(nj + 1) +
∑
s
ks + h = m
n0 +
∑
j
nj +
∑
i
(mi + 1) +
∑
s
ks + h = n
∑
s
ks = g
Consider the following initial-value problem:
0D
σn
t y(t) +
n−1∑
j=1
pj(t)0D
σn−j
t y(t) + pn(t)y(t) = f(t) (3)
(0 < t < T <∞)[
0D
σk−1
t y(t)
]
t=0
= bk, k = 1, 2, ..., n (4)
where
aD
σk
t ≡ aD
αk
t aD
αk−1
t ...aD
α1
t
aD
σk−1
t ≡ aD
αk−1
t aD
αk−1
t ...aD
α1
t
4
σk =
k∑
j=1
αj , (k = 1, 2, ..., n)
0 < αj ≤ 1, (j = 1, 2, ..., n)
and f(t) ∈ L1(0, T ), i.e. ∫ T
0
|f(t)| dt <∞
Lemma 3. [18] If f(t) ∈ L1(0, T ), and pj(t) (j = 1, 2, ..., n) are continuous
functions in the closed interval [0, T ], then the initial-value problem (3)-(4) has
a unique solution y(t) ∈ L1(0, T ).
Definition 4. [20] A subset D of the complexplane is called an LMI region if
there exist a symmetric matrix Φ ∈ Rd×d and a matrix Ψ ∈ Rd×d such that
D = {z ∈ C | fD(z) < 0} (5)
where fD(z) = Φ+ zΨ+ z¯Ψ
T and ” < ” stands for negative definite. When
Φ = 0, the LMI region is denoted by DΓ.
Definition 5. [20] If all the eigenvalues of A ∈ Rn×n take values in region D,
i.e. λ(A) ⊂ D, then A is called D-stable.
Lemma 6. [20] Matrix A is D-stable if and only if there exists a symmetric
real matrix X > 0 such that
MD (A,X) = Φ⊗X + Ψ⊗ (XA) + Ψ
T ⊗ (AX)
T
< 0
Lemma 7. [21] System Dαx(t) = Ax(t)+Bu(t) with fractional order 1 < α < 2
is asymptotically stable if and only if there there exists a matrix P > 0, P ∈ Rn×n
such that
Sym{Θ⊗ (AP )} < 0 (6)
where Θ =
[
sin pi2α − cos
pi
2α
cos pi2α sin
pi
2α
]
Lemma 8. [22] Let X,Y,Λ be real matrices of suitable dimensions and Λ > 0,
then
XTY + Y TX ≤ XTΛX + Y TΛY (7)
Definition 9. For system (E,A, α), the infinite eigenvectors υ, which are re-
lated to eigenvalue 0, are defined as follows
(1) The infinite eigenvector of order 1 satisfies Eυ1 = 0, υ0 = 0;
(2) The infinite eigenvector of order k satisfies Eυk = Aυk−1, k > 1.
Remark 10. The infinite eigenvector isn’t related to the index α, which implies
it may have the same properties as the infinite eigenvectors of SIOS.
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3 Solution of SFOS
3.1 Regularity of SFOS
The sufficient and necessary condition of regularity for SFOS have already been
given in [11, 12]. But the systems in [11, 12] are a linear SFOS and the fractional
order in [12] is 0 < α < 1. In the following, a different definition of regularity
is proposed. And based on this definition, we give a sufficient and necessary
condition of regularity for nonlinear SFOS with fractional order 1 < α < 2.
Let Bu (t) = g(t), then the system (1) can be rewrite as
EDαx (t) = Ax (t) + g(t) (8)
where g(t) is nonlinear and assumed to be sufficiently differential; 1 < α < 2.
We will focus on the existence, uniqueness of (8).
Definition 11. If a SFOS has a unique solution, then the system is termed
regular.
Theorem 12. System (8) is regular if and only if two nonsingular matrices Q
and P may be chosen such that
QEP = diag(In1 , N)
QAP = diag(A1, In2)
where A1 ∈ R
n1×n1 ; N ∈ Rn2×n2 is nilpotent; n1 + n2 = n.
Proof. According to lemma 2, let x(t) = P
∼
x(t) and left multiply system (8) by
a nonsingular Q. Let
∼
g(t) = Qg(t), we get
0Dαxn0(t) = gm0(t) (9)
LiD
αxmi+1(t) = Jixmi+1(t) + gmi(t), i = 1, 2, ..., p (10)
L
′
jD
αxnj (t) = J
′
jxnj (t) + gnj+1(t), j = 1, 2, ..., q (11)
NksD
αxks(t) = xks(t) + gks(t), s = 1, 2, ..., r (12)
Dαxh(t) = A1xh(t) + gh(t) (13)
where Li, L
′
j , Jj , J
′
j are defined in (2) and xk(t) ∈ R
k, gk(t) ∈ R
k,
∼
x
T
(t) =
[
xTn0 , x
T
m1+1, · · · , x
T
mp+1, x
T
n1
, · · · , xTnq , x
T
k1
, · · · , xTkr , x
T
h
]
∼
g
T
(t) =
[
gTm0 , g
T
m1
, · · · , gTmp , g
T
n1+1, · · · , g
T
nq+1, g
T
k1
, · · · , gTkr , g
T
h
]
System (9)-(13) is equivalent to system (8), thus we focus on the existence,
uniqueness of system (9)-(13).
(1) If equation (9) can be solved, then gm0(t) = 0 must be true. In this case,
equation (9) is always true. Therefore, this equation has either no solution or
an infinite number of solutions.
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(2) Equation (10) is composed of a set of equations
Dαz1 (t) = z2 (t) + g1 (t)
Dαz2 (t) = z3 (t) + g2 (t)
· · ·
Dαzk−1 (t) = zk (t) + gk−1 (t)
(14)
According to lemma 3, for a certain zk (t) , z1 (t) , z2 (t) , ..., zk−1 (t) can be
determined successively. Therefore, such equations have an infinite number of
solutions.
(3) Rewrite equation (11) as
Dαz1 (t) = g1 (t)
Dαz2 (t) = z1 (t) + g2 (t)
· · ·
Dαzk (t) = zk−1 (t) + gk (t)
0 = zk (t) + gk+1 (t)
Except the last equation, z1 (t) , z2 (t) , ..., zk (t) can be determined uniquely
according to lemma 3. However, zk (t) must satisfy the last euqation, which
means these euqations have no solution unless gk+1 (t) satisfies the consistent
condition zk (t) + gk+1 (t) = 0.
(4) Expand equation (12) into the following form
Dαz2 (t) = z1 (t) + g1 (t)
Dαz3 (t) = z2 (t) + g2 (t)
· · ·
Dαzk (t) = zk−1 (t) + gk−1 (t)
0 = zk (t) + gk (t)
Beginning with the last equation, z1 (t) , z2 (t) , ..., zk (t) may be determined
successively for sufficiently differentiable functions gi (t) (i = 1, 2, ..., k). There-
fore, equation (12) has a unique solution.
(5) Equation (13) is an ordinary fractional order differential equation, which
has a unique solution since g(t) is sufficiently differential.
To sum up, the system (8) exists a solution and the solution is unique if and
only if two nonsingular matrices Q and P may be chosen to satisfy
QEP = diag(In1 , N)
QAP = diag(A1, In2)
where N = diag(Nk1 , Nk2 , ..., Nkr ). The theorem is proved.
3.2 State response and impulse analysis
To the best of our knowledge, there exists no research which gives the entire
state response for SFOS. The following gives an entire state response, based on
which we give a sufficient and necessary condition of impulse-free for SFOS.
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Consider the regular SFOS
EDαx (t) = Ax (t) +Bu (t) (15)
where E ∈ Rn×n, 1 < α < 2 and the initial condition x(0) = x0, t ≥ 0.
Theorem 13. When t ≥ 0, the state response to SFOS (15) is
x (t) = P
[
x1(t)
x2(t)
]
(16)
where
x1(t) = Eα,1 (A1t
α)x10 +
t∫
t0
(t− τ)α−1Eα,α (A1(t− τ)
α)B1u (τ) dτ
x2(t) = −
h−1∑
k=1
Nk
(
δ(kα−1) (t)x20 + δ
(kα−2) (t)x
(1)
20
)
−
h−1∑
k=0
NkB2
(
Dkαu (t) +
m−1∑
j=0
u
(j)
0 δ
(kα−j−1) (t)
)
x1(t) ∈ R
n1 , x2(t) ∈ R
n2 , n1 + n2 = n, the initial condition x1(0) = x10,
x2(0) = x20,
.
x2(0) = x
(1)
20 ; N ∈ R
n2×n2 is nilpotent and the nilpotent index is
denoted by h; u(t) is h times piecewise continuously differentiable, the initial
condition u(j)(0) = u
(j)
0 ; m is an integer and m− 1 < kα ≤ m. Eα,β is the two-
parameter function of the Mittag-Leffler type. P satisfies Theorem 12. When
t > 0 and the initial condition
x (0+) = P
[
I
0
]
x10 − P
[
0
I
]
h−1∑
k=1
M−1Nkδ(kα−2) (0+)x
(1)
20
− P
[
0
I
]
h−1∑
k=0
M−1NkB2
(
Dkαu (0+) +
m−1∑
j=0
u(j)(0)δ(kα−j−1) (0+)
)
is satisfied, then the solution (16) to system (15) is unique and M = I +
h−1∑
k=1
Nkδ(kα−1) (0+) .
Proof. Since the system is regular, two nonsingular matrices P,Q may be chosen
and the system (15) is equivalent to
Dαx1 (t) = A1x1 (t) +B1u (t) (17)
NDαx2 (t) = x2 (t) +B2u (t) (18)
where QB =
[
BT1 B
T
2
]T
. Subsystems (17) and (18) are termed finite sub-
system and infinite subsystem, respectively, which are similar to SIOS.
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Finite subsystem (17) is an normal fractional order system. For the piecewise
continuously differentiable input u(t), the state response to the subsystem (17)
is
x1(t) = Eα,1 (A1t
α)x10 +
t∫
t0
(t− τ)α−1Eα,α (A1(t− τ)
α)B1u (τ) dτ (19)
For the infinite subsystem (18), invoking Laplace transform and (sN−I)−1 =
−
h−1∑
k=0
skNk
X2(s) = (s
αN − I)−1
[
N
(
sα−1x20 + s
α−2x
(1)
20
)
+B2U(s)
]
= −
h−1∑
k=1
Nk
(
skα−1x20 + s
kα−2x
(1)
20
)
−
h−1∑
k=0
skαNkB2U(s) (20)
where X2(s) = L[x2(t)], U(s) = L[u(t)]. For the piecewise continuously
differentiable input u(t), by invoking inverse Laplace transform of (20),we get
x2(t) = −
h−1∑
k=1
Nk
(
δ(kα−1) (t)x20 + δ
(kα−2) (t)x
(1)
20
)
−
h−1∑
k=0
NkB2
(
Dkαu (t) +
m−1∑
j=0
u(j)(0)δ(kα−j−1) (t)
)
(21)
Now, we get state response (16) with equations (19) and (21).
For arbitrary initial conditions, some of them may not satisfy solution (21)
at t = 0, which leads to discontinuous behavior at t = 0. Since discontinuous
behavior is not desirable, the set of x(0) which does not result in discontinuous
behavior at t = 0 is called the set of admissible initial conditions [9]. The
following analyses the admissible initial conditions of system (15).
With t→ 0+, equation (21) turns into
x2(0+) =−
h−1∑
k=1
Nk
(
δ(kα−1) (0+)x20 + δ
(kα−2) (0+)x
(1)
20
)
−
h−1∑
k=0
NkB2
(
Dkαu (0+) +
m−1∑
j=0
u(j)(0)δ(kα−j−1) (0+)
)
i.e. [
I +
h−1∑
k=1
Nkδ(kα−1) (0+)
]
x20
= −
h−1∑
k=1
Nkδ(kα−2) (0+)x
(1)
20
−
h−1∑
k=0
NkB2
(
Dkαu (0+) +
m−1∑
j=0
u(j)(0)δ(kα−j−1) (0+)
)
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Let M =
[
I +
h−1∑
k=1
Nkδ(kα−1) (0+)
]
. Nk is an upper triangular matrix and
all the elements of main diagonal are zero since N is nilpotent. On the other
hand, if (kα − 1) is not an integer, then δ(kα−1) (0+) can not be zero and it’s
a very large number but not an infinite number. Therefore, the matrix M is
invertible and the admissible initial conditions of system (15) is
x20 =−M
−1
(
h−1∑
k=1
Nkδ(kα−2)(0+)x
(1)
20
+
h−1∑
k=0
NkB2
(
Dkαu(0+) +
m−1∑
j=0
u(j)(0)δ(kα−j−1)(0+)
))
The theorem is proved.
Definition 14. For arbitrary initial conditions, if the state response to SFOS
does not include impulsive response, then the system is termed impulse-free.
Obiviously, the state response to SFOS (15) is similar to the state response
of SIOS. x1(t) is the state response to the finite subsystem, which is represented
by Mittag-Leffler function. x2(t) is the state response to the infinite subsystem,
which is composed of impulse function and input function. Based on state
response (16), the following analyses the impulsive behavior of system (15).
Because substate x1(t) is continuous, we focus on substate x2(t).
(1) If t = 0
Without loss of generality, let u(t) = 0. If x2(0) 6= 0 and x2(0) /∈ ker(N),
there holds
x2(t) = −
h−1∑
k=1
Nk
(
δ(kα−1) (t)x20 + δ
(kα−2) (t)x
(1)
20
)
If t→ 0, then δ(β) (t)→∞ (β > 0). Thus, x20 which doesn’t satisfy admis-
sible initial condition may reault in impulse.
(2) If t > 0
x2(t) can be represented as
x2(t) =−
h−1∑
k=1
Nk
(
δ(kα−1) (t)x20 + δ
(kα−2) (t)x
(1)
20
)
−
h−1∑
k=0
NkB2
(
Dkαu (t) +
m−1∑
j=0
u(j)(0)δ(kα−j−1) (t)
)
(22)
For δ(b), if b is a positive integer, the support set of δ(b) (t) is {0}, which means
δ(b) = 0; If b is not a positive integer, the support set of δ(b) (t) is not {0},
which means δ(b) (t) 6= 0 when t > 0. Therefore, if N 6= 0, then x20, x
(1)
20 , u
(j)(0)
participate in the dynamic process of x2(t) and the state response of SFOS
includes impulsive response.
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Remark 15. The x20 and u
(j)(0) of SFOS participate in the dynamic process
of substate x2(t), which is very different from SIOS.
The final value theorem of fractional order system [23],
Dα−1x(∞) = lim
s→0
sαX(s) Re(s) > 0 (23)
Therefore, we get δ(β) (t)→ 0 when t →∞. It implies that terms including
δ(β) (t) on the right side of the equation (22) do not impact on the stability of
the infinite subsystem (18), which is convenient when analysing the stability of
SFOS.
From time 0 to time t, the input u(t) always has an influence on the state
x2(t) because of the properties of Caputo fractional derivative. Thus, change of
u(t) can not be reflected immediately by substate x2(t) at the time t and jump
behavior will not appear in the state response.
Remark 16. The input u(t) will not give rise to the jump behavior of x2(t),
which is also very different from SIOS.
To sum up, we get the following theorem.
Theorem 17. For arbitrary initial conditions, the regular SFOS (15) is impulse-
free if and only if N = 0. N comes from the decomposition
QEP = diag(In1 , N)
QAP = diag(A1, In2)
Similar to paper [24], the following gives another condition of impulse-free.
Lemma 18. The following statements are equivalent:
1. the regular system (E,A, α) is impulse-free;
2. there exist a vector υ ∈ Rn and a vector ω ∈ Rn such that
Eυ = 0
Aυ = Eω
then υ = 0.
Proof. According to Theorem 12, regular system (E,A, α) has the decomposi-
tion that
QEP = diag(I,N)
QAP = diag(A, I)
11
Thus, {
Eυ = 0
Aυ = Eω
⇔
{
QEPP−1υ = 0
QAPP−1υ = QEPP−1ω
⇔

[
I 0
0 N
] [
υ1
υ2
]
= 0[
A 0
0 I
] [
υ1
υ2
]
=
[
I 0
0 N
] [
ω1
ω2
]
⇔

υ1 = 0
Nυ2 = 0
Aυ1 = ω1
υ2 = Nω2
ω2 is not specific, therefore, υ2 = 0 if and only if N = 0, which is the sufficient
and necessary condition of impulse-free. Because P is nonsingular, we can
conclude that υ = 0 if and only if N = 0.
This ends the proof.
Theorem 19. The regular SFOS (15) is impulse-free if and only if there exists
no infinite eigenvector of order 2, i.e. υ2.
Proof. According to Lemma 18, the sufficient and necessary condition of impulse-
free is
Eυ1 = 0
Eυ2 = Aυ1 = 0
which implies that the infinite eigenvector of order 2 does not exist.
This ends the proof.
4 Stability and Admissibility Analysis
4.1 Asymptotic Stability
Stability is very important in control theory. In [11], a sufficient condition of
asymptotic stability is given, but the condition demands free impulse. Mean-
while, [12] also gives a sufficient condition of asymptotic stability, but its frac-
tional order is 0 < α < 1. The following gives a sufficient and necessary con-
dition of asymptotic stability with fractional order 1 < α < 2, which is simpler
than the condition in [11]. Consider the autonomous regular SFOS
EDαx (t) = Ax (t) (24)
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where x (t) ∈ Rn, 1 < α < 2.
The following will analyse the asymptotic stability (stability for short) of
SFOS. Firstly, the definition of the stability of SFOS is given as follows.
Definition 20. For arbitrary admissible initial condition x(0), if regular SFOS
(24) satisfies lim
t→+∞
‖x(t)‖ = 0, then the SFOS (24) is called asymptotically
stable.
The characteristic polynomial of system (24) is
∆ (s) = det (sαE −A) = an1 (s
α)n1 + · · ·+ a1s
α + a0 (25)
It’s obvious that the polynomial ∆ (s) is a multivalued function of s, of which
the fractional degree is n1 (n1 ≤ n). Let s
α = ω, then ∆ (s) turns into a single-
valued function ∆(ω) = det(ωE − A). ∆ (s) has a lot of roots but only the
roots on the principal Riemann surface Ω = {s | −pi ≤ arg(s) < pi} decide the
time-domain behavior and stability of fractional system ([25, 26]). Therefore,
the physical domain of ∆ (s) is defined on the principal Riemann surface. And
the finite roots of ∆ (s) on the principal Riemann surface Ω are defined as the
finite roots of SFOS (24).
Lemma 21. Fractional order system [21]
Dαx (t) = Ax (t) , 1 < α < 2 (26)
is asymptotically stable if and only if |arg (spec(A))|> αpi/2, where spec(A) is
the spectrum (set of all eigenvalues) of A. Also, state vector x(t) decays towards
0 and meets the following condition: ‖x(t)‖ < Kt−α, t > 0,K > 0.
Theorem 22. SFOS (24) is asymptotically stable if and only if
|arg (spec (E,A))| >
pi
2
α
where spec(E,A) is the spectrum (set of all eigenvalues) of (E,A, α).
Proof. Because the system (24) is regular, two nonsingular matrices Q,P may
be chosen such that system (24) is equivalent to
Dαx1 (t) = A1x1 (t) (27)
NDαx2 (t) = x2 (t) (28)
where
[
xT1 (t) x
T
2 (t)
]T
= P−1x, QEP = diag (In1 , N), QAP = diag (A1, In−n1).
According to theorem 13, the state response to system (24) is
x1 (t) = Eα,1 (A1t
α)x10
x2 (t) = −
h−1∑
k=1
Nk
(
δ(kα−1) (t)x20 + δ
(kα−2) (t)x
(1)
20
)
(29)
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According to lemma 21, finite subsystem (27) is stable if and only if
|arg (spec (A1))| > αpi/2
For the infinite subsystem (28), according to the final value theorem (23),
when t → +∞, the state response x2(t) → 0. Thus, the infinite subsystem is
essentially stable.
On the other hand, det(sN − In−n1) = (−1)
n−n1 because N is nilpotent.
Thus, spec(N, In−n1) = ∅ and
spec(E,A) = spec(QEP,QAP )
= spec(diag(In1 , N), diag(A1, In−n1))
= spec(In1 , A1) ∪ spec(N, In−n1)
= spec(A1) ∪∅
= spec(A1)
i.e. spec(E,A) = spec(A1). The theorem is proved.
4.2 Admissibility
In [12], a sufficient and necessary condition of admissibility with fractional order
0 < α < 1 is given. The following gives a sufficient and necessary condition of
admissibility with fractional order 1 < α < 2.
Similarly to the admissibility of SIOS, the following gives the definition of
admissibility for SFOS.
Definition 23. If a SFOS is regular, impulse-free and stable, then the SFOS is
termed admissible.
From the above analysis, we can know that the sufficient and necessary
conditions of regularity, free impulse, stability for SFOS are only related to
matrices E,A and fractional order α. Thus, the admissibility of SFOS is only
related to E,A and α.
According to theorem 22, SFOS (24) is stable if and only if all the finite
eigenvalues of SFOS belong to the region Λ = {λ ∈ C | |arg(λ)| > piα/2} .When
1 < α < 2, Λ is a LMI region. Thus, we can analyse the admissibility of system
(E,A, α) via D-stable theorem.
Definition 24. If system (E,A, α) is regular, impulse-free and all the finite
eigenvalues belong to the region D, then system (E,A, α) is termed D-admissible.
Theorem 25. Let rank(E) = r, E0 ∈ R
n×(n−r) column full rank and ETE0 =
0. SFOS is D-admissible if and only if there exist symmetric positive matrix
P ∈ Rn×n and matrix Q ∈ R(n−r)×n such that
Ms(E,A, P,Q) < 0 (30)
14
where
Ms (E,A, P,Q) = Φ⊗
(
ETPE
)
+ Sym
{
Ψ⊗
(
ETPA
)
+ Id ⊗
(
QTET0 A
)}
Φ ∈ Rd×d is a symmetric martrix and Ψ ∈ Rd×d, Id has the dimension d×d.
Proof. Sufficiency.
We will prove it by contradiction. Assume that SFOS is impulsive. Ac-
cording to Theorem 19, there exists eigenvector υ2 ∈ Rn such that Eυ2 = Aυ1
and Eυ1 = 0. By left multiplying
(
Id ⊗ v
1
)T
and right multiplying
(
Id ⊗ v
1
)
on
(30), we have (
Id ⊗ v
1
)T
Ms (E,A, P,Q)
(
Id ⊗ v
1
)
< 0
i.e.
Id ⊗
[(
v2
)T (
ETE0Q+Q
TET0 E
)
v2
]
< 0 (31)
Because ETE0 = 0, the inequation (31) can’t be true. Thus, system (E,A, α)
is impulse-free.
Let λ be the finite eigenvalue of system (E,A, α) and υ be the eigenvector,
then we get Aυ = λEυ and υ∗AT = λυ∗ET . From inequality (30), we get
(Id ⊗ v)
∗Ms (E,A, P,Q) (Id ⊗ v)
= Φ⊗
(
v∗ETPEv
)
+Ψ⊗
(
λv∗ETPEv
)
+ΨT ⊗
(
λ¯v∗ETPEv
)
= v∗ETPEv
(
Φ+ λΨ + λ¯ΨT
)
= v∗ETPEvfD (λ) < 0
Because P > 0, we can get fD (λ) < 0. According to the definition (23), we can
conclude that system (E,A, α) is D-admissible.
Necessity.
Because the system (E,A, α) is regular and impulse-free, there exist two
nonsingular matrices M and N such that
MEN =
[
M1
M2
]
E
[
N1 N2
]
=
[
Ir 0
0 0
]
MAN =
[
M1
M2
]
A
[
N1 N2
]
=
[
A1 0
0 In−r
]
(32)
where M1 ∈ R
r×n, N1 ∈ R
n×r. Obiviously, M2AN =
[
0 In−r
]
, M2E = 0.
The system (E,A, α) is D-admissible, thus we get λ(E,A) = λ(A1), i.e. A1
is D-stable. According to lemma 6, there exists a symmetric real matrix P1 > 0
such that
Φ⊗ P1 +Ψ⊗ (P1A1) + Ψ
T ⊗
(
AT1 P1
)
< 0
Since it’s a strict inequality, there must exist a sufficiently small ε > 0 such that
Φ⊗ P1 +Ψ⊗ (P1A1) + Ψ
T ⊗
(
AT1 P1
)
+ Id ⊗
(ε
2
NT1 N1
)
< 0
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i.e.
Φ⊗ P1 +Ψ⊗ (P1A1) + Ψ
T ⊗
(
AT1 P1
)
+
[
Id ⊗
(
εNT1 N2
)]
[
Id ⊗
(
2εNT2 N2
)]−1 [
Id ⊗
(
εNT2 N1
)]
< 0 (33)
Invoking Schur complement, inequality (33) is equivalent to[
Φ⊗ P1 +Ψ⊗ (P1A1) + Ψ
T ⊗
(
AT1 P1
)
−Id ⊗
(
εNT1 N2
)
• −Id ⊗
(
2εNT2 N2
) ] < 0
⇔ Φ⊗
[
P1 0
0 0
]
+ Sym
{
Ψ⊗
[
P1A1 0
0 0
]
+ Id ⊗
([
0
In−r
]
[
−εNT2 N1 −εN
T
2 N2
])}
< 0
⇔ Φ⊗
([
Ir 0
0 0
] [
P1 0
0 In−r
] [
Ir 0
0 0
])
+ Sym
{
Ψ⊗
([
Ir 0
0 0
]
[
P1 0
0 In−r
] [
A1 0
0 In−r
])
+ Id ⊗
([
0
In−r
] (
−εNT2
)
N
)}
< 0
Utilizing (32) and let Pˆ =
[
P1 0
0 In−r
]
> 0, we have
Φ⊗
(
NTETMT PˆMEN
)
+ Sym
{
Ψ⊗
(
NTETMT PˆMAN
)
+Id ⊗
(
NTATMT2
(
−εNT2
)
N
)}
< 0
Let MT PˆM = P , MT2 = E0 and −εN
T
2 = Q, where E0 is column full rank and
ETE0 = 0. Since N is nonsingular, we get
Φ⊗
(
ETPE
)
+Ψ⊗
(
ETPA
)
+ΨT ⊗
(
ATPE
)
+ Id ⊗
(
ATE0Q+Q
TET0 A
)
< 0
The theorem is proved.
The condition (30) is a strict linear matrix inequality. In order to analyse
the Robust problems of SFOS conveniently, the nonstrict LMI condition is given
as follows.
Lemma 26. [27] SIOS (EI , AI) is DΓ (when Φ = 0) admissible if and only if
there exists a matrix P ∈ Rn×n such that
Sym {Ψ⊗ (PAI)} < 0 (34)
PEI = E
T
I P
T ≥ 0 (35)
Remark 27. Note that conditions (30) and (34) do not have to be regular and
impulse-free, thus they can be used generally. For (E,A, α), replace EI , AI by
E,A respectively, the lemma 26 is also true because the eigenvalues of SFOS
and SIOS are equivalent.
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Lemma 28. (E,A, α) with 1 < α < 2 is admissible if and only if there exist
matrices P = PT > 0, P ∈ Rn×n, Q = QT , Q ∈ Rn×n such that
Sym
{
Θ⊗
(
ATPE
)}
+ I2 ⊗
(
ATQA
)
< 0 (36)
ETQE ≥ 0 (37)
where Θ =
[
sin pi2α − cos
pi
2α
cos pi2α sin
pi
2α
]
, I2 has the same dimension with Θ.
Proof. Sufficiency. Assume that (E,A, α) is impulsive, then there exists an
infinite eigenvector of order 2, υ2 ∈ Rn such that Eυ2 = Aυ1, Eυ1 = 0. By left
multiplying (I2 ⊗ υ
1)∗ and right multiplying (I2 ⊗ υ
1) on (36), we have
(I2 ⊗ υ
1)∗
[
Sym
{
Θ⊗ (ATPE)
}
+ I2 ⊗ (A
TQA)
]
(I2 ⊗ υ
1)
=I2 ⊗
[
(υ1)∗ATQAυ1
]
=I2 ⊗
[
(υ2)∗ETQEυ2
]
< 0 (38)
Inequality (38) can’t be true because ETQE ≥ 0. Thus, system (E,A, α) is
impulse-free and two matrices M and N may be chosen such that
MEN =
[
Im 0
0 0
]
,MAN =
[
A1 0
0 In−m
]
(39)
Let Y = M−TPM−1 =
[
Y11 Y22
Y ∗12 Y22
]
. Obviously, there holds Y = Y ∗ > 0. Let
Q̂ =M−TQM−1 =
[
Q̂11 Q̂22
Q̂T12 Q̂22
]
. From (37) we have
NTETQEN = NTETMT Q̂MEN
=
[
Im 0
0 0
] [
Q̂11 Q̂12
Q̂T12 Q̂22
][
Im 0
0 0
]
=
[
Q̂11 0
0 0
]
≥ 0 (40)
Thus, we get Q̂11 ≥ 0.
Left multiply (I2 ⊗N)
T and right multiply I2 ⊗N on (36), we get
(I2 ⊗N)
T
(
Sym
{
Θ⊗ (ATPE)
}
+ I2 ⊗ (A
TQA)
)
(I2 ⊗N)
=Sym
{
Θ⊗ (NTATMTPMEN)
}
+ I2 ⊗ (N
TATMT Q̂MAN)
=Sym
{
Θ⊗
([
AT1 0
0 In−m
] [
Y11 Y12
• Y22
] [
Im 0
0 0
])}
+ I2 ⊗
([
AT1 0
0 In−m
][
Q̂11 Q̂12
• Q̂22
][
A1 0
0 In−m
])
=Sym
{
Θ⊗
[
AT1 Y11 0
Y T12 0
]}
+ I2 ⊗
[
AT1 Q̂11A1 A
T
1 Q̂12
• Q̂22
]
< 0 (41)
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According to [28], inequality (41) is equivalent to
Sym
{[
Θ ⊗ (AT1 Y11) 0
Θ⊗ Y T12 0
]}
+
[
I2 ⊗ (A
T
1 Ŝ11A1) I2 ⊗ (A
T
1 Q̂12)
• I2 ⊗ Q̂22
]
< 0 (42)
Thus, we get
Sym
{
Θ⊗ (AT1 Y11)
}
+ I2 ⊗
(
AT1 Q̂11A1
)
< 0 (43)
Because Q̂11 ≥ 0, we have Sym
{
Θ⊗ (AT1 Y11)
}
< 0. According to lemma 7,
A1 is stable. Thus (E,A, α) is stable. Finally, the admissibility of (E,A, α) is
achieved.
Necessary.
(E,A, α) is admissible, thus there exist two nonsingular matrices M,N, Y11
such that
MEN =
[
Im 0
0 0
]
,MAN =
[
A1 0
0 In−m
]
,
Sym
{
Θ⊗ (AT1 Y11)
}
< 0.
For a sufficiently small ε > 0, we have
Sym
{
Θ⊗ (AT1 Y11)
}
+ I2 ⊗
(
AT1 εY11A1
)
< 0 (44)
Note
P =MTYM =MT
[
Y11 0
0 In−m
]
M
Q =MT Q̂M =MT
[
Q̂11 0
0 Q̂2
]
M
where Q̂11 = εY11 and Q̂22 be any negative definite matrix. From (44) we get[
Sym
{
Θ⊗ (AT1 Y11)
}
0
0 0
]
+
[
I2 ⊗ (A
T
1 εY11A1) 0
0 I2 ⊗ Q̂22
]
< 0. (45)
which is equivalent to
Sym
{
Θ⊗
[
AT1 Y11 0
0 0
]}
+ I2 ⊗
[
AT1 εY11A1 0
0 Q̂22
]
< 0
⇔Sym
{
Θ⊗
(
NTATMTPMEN
)}
+ I2 ⊗
(
NTATMTQMAN
)
< 0
⇔(I2 ⊗N
T )
[
Sym
{
Θ⊗ (ATPE)
}
+ I2 ⊗ (A
TQA)
]
(I2 ⊗N) < 0
⇔Sym
{
Θ⊗ (ATPE)
}
+ I2 ⊗ (A
TQA) < 0
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and [
Q̂11 0
0 0
]
≥ 0
⇔ NTETMT Q̂MEN ≥ 0
⇔ NTETQEN ≥ 0
⇔ ETQE ≥ 0
This completes the proof.
Theorem 29. The following statements are equivalent
1. System (E,A, α) (1 < α < 2) is admissible;
2. Assume that E0 ∈ R
n×(n−r) is column full rank and ETE0 = 0, there exist
symmetric positive matrix P ∈ Rn×n and metrix Q ∈ R(n−r)×n such that
Sym
{
Θ⊗
(
ETPA
)
+ I ⊗
(
QTET0 A
)}
< 0 (46)
3. There exists matrix P ∈ Rn×n such that
Sym {Θ⊗ (PA)} < 0
PE = ETPT ≥ 0 (47)
4. there exist symmetric positive matrix P ∈ Rn×n and symmetric matrix
Q ∈ Rn×n such that
Sym
{
Θ⊗
(
ETPA
)}
+ I ⊗
(
ATQA
)
< 0 (48)
ETQE ≥ 0
where Θ =
[
sin pi2α − cos
pi
2α
cos pi2α sin
pi
2α
]
and I has the same dimension with Θ.
Proof. When 1 < α < 2, the stable region of SFOS is a LMI region, in which
case Φ = 0 and Ψ =
[
sin pi2α − cos
pi
2α
cos pi2α sin
pi
2α
]
. For such Φ and Ψ and according
to Theorem 25, Lemma 26 and Lemma 28, the conclusion is achieved.
5 Robust admissibility analysis
To the best of our knowledge, there exists no research on robust admissibility
of uncertain SFOS. In this section, sufficient conditions are given to check the
robust admissibility of the uncertain SFOS.
Consider the following uncertain SFOS
EDαx(t) = Ax(t) = (A0 +DAFAEA)x(t) (49)
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where 1 < α < 2 and A0 ∈ R
n×n, DA ∈ R
n×p, EA ∈ R
q×n are given certain
matrices. The uncertain matrix FA ∈ R
p×q satisfies
FAF
T
A < Ip (50)
Theorem 30. System (49) is robust admissible if there exist matrices X =
XT > 0, X ∈ Rn×n, S ∈ R(n−m)×n such thatZ11 Z12 Z13• Z22 Z23
• • Z33
 < 0 (51)
where ETE0 = 0, I2 is a 2× 2 matrix and Θ =
[
sin pi2α − cos
pi
2α
cos pi2α sin
pi
2α
]
and
Z11 =Sym
{
Θ⊗ (AT0XE) + I2 ⊗ (A
T
0 E0S)
}
+ 2I2 ⊗ (E
T
AEA)
Z12 =I2 ⊗ (E
TXDA)
Z13 =I2 ⊗ (S
TET0 DA)
Z22 =− I2 ⊗ I
Z23 =0
Z33 =− I2 ⊗ I
Proof. Invoking Schur complement, inequality (51) is equivalent to
Sym
{
Θ⊗ (AT0XE) + I2 ⊗ (A
T
0 E0S)
}
+ 2I2 ⊗ (E
T
AEA)
+I2 ⊗
(
(ETXDAD
T
AXE)
)
+ I2 ⊗
(
(STET0 DAD
T
AE0S)
)
< 0 (52)
From (50) and (51), we get
Sym
{
Θ⊗ (AT0XE) + I2 ⊗ (A
T
0 E0S)
}
+ (ΘΘT )⊗ (ETAEA) + I2 ⊗ (E
T
AEA)
+I2 ⊗
(
(ETXDAFAF
T
AD
T
AXE)
)
+ I2 ⊗
(
(STET0 DAFAF
T
AD
T
AE0S)
)
< 0 (53)
According to lemma 8 and inequality (53), we get
Sym
{
Θ⊗ (AT0XE) + I2 ⊗ (A
T
0 E0S)
}
+ Sym
{
Θ⊗ ((DAFAEA)
TXE)
}
+ Sym
{
I2 ⊗ ((DAFAEA)
T (E0S))
}
< 0
⇔Sym
{
Θ⊗
(
(A0 +DAFAEA)
TXE
)
+ I2 ⊗
(
(A0 +DAFAEA)
TE0S
)}
< 0
⇔Sym
{
Θ⊗
(
ATXE
)
+ I2 ⊗
(
ATE0S
)}
< 0
Thus, according to theorem 29, system (49) is robust admissible.
The theorem is proved.
Theorem 31. System (49) is robust admissible if there exist matrices X =
XT > 0, X ∈ Rn×n, Y = Y T > 0, Y ∈ Rn×n and S = ST , S ∈ Rn×n such thatZ11 Z12 Z13• Z22 Z23
• • Z33
 < 0 (54)
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ETSE ≥ 0 (55)
where Θ =
[
sin pi2α − cos
pi
2α
cos pi2α sin
pi
2α
]
and
Z11 =Sym
{
Θ⊗ (AT0XE)
}
+ I2 ⊗ (A
T
0 SA0)
Z12 =Θ
T ⊗ (ETXDA) + I2 ⊗ (A
T
0 SDA)
Z13 =I2 ⊗ Y E
T
A
Z22 =I2 ⊗ (S − Y )
Z23 =0
Z33 =− I2 ⊗ Y
Proof. According to theorem 29, uncertain system (49) is robust admissible if
for any FA, there holds
Sym
{
Θ⊗
[
(A0 +DAFAEA)
TXE
]}
+I2 ⊗
[
(A0 +DAFAEA)
TS(A0 +DAFAEA)
]
< 0
i.e. (
I2 ⊗ υ
T
)
(Sym
{
Θ⊗
[
(A0 +DAFAEA)
TXE
]}
+I2 ⊗
[
(A0 +DAFAEA)
TS(A0 +DAFAEA)
]
) (I2 ⊗ υ) < 0 (56)
The inequality (56) can be rewritten as[
I2 ⊗ υ
T I2 ⊗ (FAEAυ)
T
]
×
[
Sym
{
Θ⊗ (AT0XE)
}
+ I2 ⊗ (A
T
0 SA0) Θ
T ⊗ (ETXDA) + I2 ⊗ (A
T
0 SDA)
• I2 ⊗ S
]
×
[
I2 ⊗ υ
I2 ⊗ (FAEAυ)
]
< 0 (57)
From inequality (50), we get
[
I2 ⊗ υ
T I2 ⊗ (FAEAυ)
T
] [I2 ⊗ (ETAEA) 0
0 −I2 ⊗ I
] [
I2 ⊗ υ
I2 ⊗ (FAEAυ)
]
=
(
I2 ⊗ υ
T
) [
I2 ⊗
(
ETAEA − E
T
AF
T
AFAEA
)]
(I2 ⊗ υ)
=
(
I2 ⊗ υ
T
) [
I2 ⊗
(
ETAEA(I − F
T
AFA)
)]
(I2 ⊗ υ) > 0 (58)
By applying the S-procedure, inequalities (57) and (58) derive that there
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exists some scalar τ > 0 such that[
Sym
{
Θ⊗ (AT0XE)
}
+ I2 ⊗ (A
T
0 SA0) Θ
T ⊗ (ETXDA) + I2 ⊗ (A
T
0 SDA)
• I2 ⊗ S
]
+ τ
[
I2 ⊗ (E
T
AEA) 0
0 −I2 ⊗ I
]
< 0
⇔
[
Sym
{
Θ⊗ (AT0XE)
}
+ I2 ⊗ (A
T
0 SA0) Θ
T ⊗ (ETXD) + I2 ⊗ (A
T
0 SD)
• I2 ⊗ S − I2 ⊗ (τI)
]
+ τ
[
I2 ⊗ E
T
A
0
] [
I2 ⊗ EA 0
]
< 0 (59)
Let Y = τI and invoking Schur Complement, inequality (54) is obtained.
The theorem is proved.
Theorem 32. System (49) is robust admissible if there exist matrix X ∈ Rn×n,
such that [
Sym
{
Θ⊗ (AT0X)
}
+ I2 ⊗ (E
T
AEA) I2 ⊗ (XDA)
• −I2 ⊗ I
]
< 0 (60)
ETX = XE ≥ 0 (61)
where Θ =
[
sin pi2α − cos
pi
2α
cos pi2α sin
pi
2α
]
.
Proof. Invoking Schur Complement, inequality (60) is equivalent to
Sym
{
Θ⊗ (AT0X)
}
+ I2 ⊗ (E
T
AEA) + I2 ⊗ (XDAD
T
AX) < 0 (62)
From inequalities (50) and (62), we get
Sym
{
Θ⊗ (AT0X)
}
+ (ΘΘT )⊗ (ETAEA) + I2 ⊗ (XDAFAF
T
AD
T
AX) < 0 (63)
According to lemma 8 and inequality (63), we have
Sym
{
Θ⊗ (AT0X)
}
+ Sym
{
Θ⊗ ((DAFAEA)
TX)
}
< 0
⇔Sym
{
Θ⊗
(
(A0 +DAFAEA)
TX
)}
< 0
⇔Sym
{
Θ⊗
(
ATX
)}
< 0.
Thus, according to theorem 29, the system (49) is robust admissible.
The theorem is proved.
6 Numerical examples
6.1 Numerical solution in time domain
Now we will get the numerical solution of SFOS.
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System (E,A, α) can be decomposed into{
Dαx1 (t) = A1x1 (t)
NDαx2 (t) = x2 (t)
Thus we have to get A1 andN . N’Doye [11] has proved that system (E,A, α)
is regular if and only if det(cE − A) is not identically zero. Thus, (cE − A)−1
exists. Define
Eˆ = (cE −A)−1E, Aˆ = (cE −A)−1A
Thus
Aˆ = (cE −A)−1(cE +A− cE)
= c(cE −A)−1E − I
= cEˆ − I
According to standard Jordan matrix decomposition, there exists nonsingu-
lar matrix T such that
T EˆT−1 = diag(Eˆ1, Eˆ2)
where T ∈ Rn×n; Eˆ1 ∈ R
n1×n1 is nonsingular; Eˆ2 ∈ R
n2×n2 is a nilpotent
matrix. Thus, cEˆ2 − I is nonsingular. Let
Q = diag(Eˆ−11 , (cEˆ2 − I)
−1)T (cE −A)−1
P = T−1
Then, we get
QEP = diag(Eˆ−11 , (cEˆ2 − I)
−1)T (cE −A)−1ET−1
= diag(In1 , (cEˆ2 − I)
−1Eˆ2)
and
QAP = diag(Eˆ−11 , (cEˆ2 − I)
−1)T (cE −A)−1AT−1
= diag(cIn1 − Eˆ
−1
1 , In2)
Therefore, we finally get A1 and N
A1 = Eˆ
−1
1 (cEˆ1 − I), N = (cEˆ2 − I)
−1Eˆ2
Because A1 is a constant matrix, by using Riemann-Liouville fractional in-
tegral, we get ([29, 18])
x1(t)−
m−1∑
k=0
x
(k)
1 (0)
tk
k!
=
A1
Γ(α)
t∫
0
x1(τ)(t − τ)
α−1dτ
where m− 1 < α ≤ m.
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And according to Diethelm [30]∫ tn+1
0
(tn+1 − τ)
α−1x1(t)dτ ≈
zα
α(α + 1)
n+1∑
j=0
aj,n+1x1(tj)
where z = tj+1 − tj and
aj,n+1 =

nα+1 − (n− α)(n+ 1)α, if j = 0
(n− j + 2)α+1 + (n− j)α+1 − 2(n− j + 1)α+1, if 1 ≤ j ≤ n
1, if j = n+ 1
In order to calculate x1(tn+1), Diethelm [30] predicts the integral as∫ tn+1
0
(tn+1 − τ)
α−1x1(τ)dτ ≈
n∑
j=0
bj,n+1x1(tj)
where bj,n+1 =
zα
α
((n + 1 − j)α − (n − j)α). Thus, x1(tn+1) can be calculated
by
x1(tn+1) =
m−1∑
k=0
x
(k)
1 (0)
tk
k!
+
zα
Γ(α+ 2)
A1x
p
1(tn+1) +
zα
Γ(α+ 2)
A1
n∑
j=0
aj,n+1x1(tj)
where xp1(tn+1) =
m−1∑
k=0
x
(k)
1 (0)
tk
k!
+
1
Γ(α)
A1
n∑
j=0
bj,n+1x1(tj).
And according to solution (29), x2 (tn) can directly be calculated by
x2 (tn) = −
h−1∑
k=1
Nk
(
δ(kα−1) (tn)x20 + δ
(kα−2) (tn)x
(1)
20
)
Finally, we can get
x(tn) = P
[
x1(tn)
x2 (tn)
]
6.2 Numerical solution
In this section, we verify the inequality (46) of theorem 29 as an example.
Consider system (E,A, α) with parameters α = 1.8, A =
 −1 0 −10 −2 0
0 −1 −1
,
E =
 1 0 01 1 −1
0 0 0
. And E0 =
 00
1
 can be chosen to satisy ETE0 = 0.
Then, by solving LMI (46), we get
P =
 1.7896 −0.2755 −0.5029−0.2755 0.8271 −0.6667
−0.5029 −0.6667 1.5113
 , Q = [ −0.043 0.3709 0.3849 ]
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Figure 1: Eigenvalues of the system
It means the system is admissible. Eigenvalues of the system is shown in
figure 1. From figure 1, we can find that all the eigenvalues of (E,A) lie in the
stable area. State response of the system is shown in figure 2, which implies
that the system is stable.
7 Conclusion
In this paper, singular fractional order system with fractional order 1 < α <
2 has been studied. The regularity and impulse-free of SFOS are proved in
time domain. Then, this paper analysed sufficient and necessary conditions
of stability and admissibility, respectively. After that, sufficient conditions of
robust admissibility were given. Finally, numerical example was illustrated to
verify proposed theorem.
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