Three dimensional edge detection in voxel images is used to locate points corresponding to surfaces of 3D structures. The next stage is to characterize the local geometry of these surfaces in order t o extract points or lines which may be used by registration and tracking procedures. Typically one must calculate second order differential characteristics of the surfaces such as the maximum, mean and gaussian curvature.
I Introduction
Three-dimensional edge detection in voxel images is used to locate points corresponding to surfaces of 3Il strqctures [ZH81] [MDRSl, MDM911. The next 'This work was partially supported by Digital Equipement Corporation stage is to characterize the local geometry of these surfaces in order to extract points or lines which may be used by registration, tracking and matching procedures [SZ90, BPYA85, PB85, KoeSO] . Typically one must calculate second order differential characteristics of the surfaces such as the maxlmum, gaussian and mean curvature. The classical scheme is to use local surface fitting on the adjacency graph defined by the edge points [SZ87] . One faces the problem of linking surface elements detected by 3D edge operators and local surface approximation, which may be done taking uncertainty into account [MASSl] .
In this paper we show how to compute the curvature of the surface defined by the edge points from the second partial derivatives of the image. The partial derivatives of the 3D image can be computed using the same operators as the ones used for edge detection [MDMSl] . We will propose two methods.
By assuming that the surface is defined by an isocontour (i.e. the 3D gradient a t an edge point corresponds to the normal to the surface) one can compute directly the curvatures and characterize the local curvature extrema (ridge points will be make more precise later, in section IV) from the first, second and third derivatives of the grey level function.
In the more general case where the contours are not iso-contours (i.e. the gradient at an edge point does not approximate the normal to the surface) the only differential invariants of the image are in R4. This leads us to treat the 3D image as a hypersurface (a three dimensional manifold) in R4. We set up the relationships existing between the curvatures of the hypersurface and the curvatures of the surface traced by the edge points. We express the maximum curvature a t a point of the hypersurface with the second partial derivatives of the 3D image. We notice that it may be more efficient to smooth the data in R4. Moreover this approach could also be used to detect corners or vertices. We notice that intuitively the curvatures of the hypersurface are related to both the local geometric properties of the surface and the grey level function. The same problem arises one dimension lower when dealing with the extraction of corners and vertices from 2D images using the curvature of the surface traced by the image [Nob88, DGSO]. Using as a geometric model a 3D roof with a step edge and Deriche filter [Der871 to calculate the second partial derivative we link the curvatures of the hypersurface with the curvatures of the surface. From these computations we obtain two efficient algorithms to compute the curvatures from the second partial derivative obtained by filtering with the same operators as used for edge detection. Compared to classical approaches using local surface fitting we obtain both better accuracy, and substancial saving in computational effort.
The paper is organized as follow. In the second section we perform the calculation of first, second and third partial derivatives of a 3D image. The third section deals with the direct computation of the curvatures using the first and second partial derivatives. In the fourth section we give a definition for ridge points and compute it using the first, second and third partial derivatives. The fifth section presents a practical algorithm based on the previous developement. In the sixth section we recall some basic notions from differential geometry about hypersurfaces in R4 [Spi7l, KB76, Kob] , and apply them to 3D images. In the seventh section we present the calculus linking the hypersurface curvatures and the surface curvatures. The eighth section presents a practical algorithm to extract ridge lines in a 3D image using hypersurfaces. The ninth section gives experimental results of these two approaches applied to X-ray scanner data of a skull.
I1 Computing partial derivat ives
We use the 3D Deriche filters [Der87, MDMSl] to compute the partial derivatives of image data. We set:
fo(z) = co(1 + a! I z I e-alsl, (smoothing operator); fi(z) = cg(1-cga! I t I)e-alsl, (second derivative operator); and (third derivative operator).
fl(z) = -c1za!2e-als 1 , (first derivative operator); 
These functions are used as convolution filters to provide the smoothed zero, first, second, and third derivatives of a function of a single variable. The normalization coefficients CO, cl, c g , c3, c4, c5 are chosen so that the response is exact when applied to polynomials [MsB92].
Given an image function I = I ( z , y , z ) , separable filters are used to formally compute smoothed partial derivatives. Using subscripts to denote partial derivatives, we use the following approximations in order to compute smoothed partial derivatives: The filters can be implemented using recursive filtering [Der89, MDMSl] or convolution masks.
I11 Curvatures from partial derivatives
In this section, we give the formulas for computing curvatures using only the information from partial derivatives of the intensity data.
2D case
We first present the case in 2D in order to motivate the computations in 3D. Let (C) be a contour in an image I(z, y, z ) , and we suppose that I is differentiable and that C is an isocontour. We denote by the gradient of I which will lie normal to the curve along C (see figure 1) . We wish to compute the curvature IC of (C) at point m.
Let {be the curve unit tangent vector to (C) at point m.
s'.l!-= 0
Let s be the arclength parameter, we have :
The curvature k is obtained by :
where n' is the curve unit normal vector (equal to
We must suppose here that the normal vector field is regular over the whole image to apply the chainrule. That is an approximation because the contour is not defined everywhere. We also identify the normal vector field to the gradient vector field, which is correct in the case of iso-contours. This field is regular because issued from a filtering technique. We notice that this interpretation problem does not arise in the local contour fitting algorithm where only the contour points are taken into account, or in the hypersurface algorithm where the whole image is the trace of a surface &)* 
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The tangent t'can be computed simply as :
III.2 3D case
We consider a surface defined as an iso-surface of I ( x , y, 2). Let <be any unit vector in the tangent plane T , at a point m and j'the normal to the surface at m (see figure 2). We wish to compute the curvature of 1;
in the direction {which we denote by k p Using again the fact that in tion t , we obtain as in the 2D case :
and taking a directional derivative in the direcThe principal curvatures and the principal curvature directions can be computed by searching the directions t'for which kc is an extremum. This may be done using the following calculus : We notice that the first equivalence requires that the denominator does not vanish. In fact, the denominator is zero if and only if the point is an umbilic point
[dC76]. The two principal curvature directions <I and t 2 are :
The two principal curvatures are :
Ils'll
where L,-is the Lie derivation operator and H is the Hessian of the grey level function I(a, y, z ) :
In the sequel we shall assume that I ktx />I kz2 I i.e. cl is the maximum curvature direction and kzl the maximum curvature.
In order to avoid the arctangent computation this minimization problem can be reduced to the diagonalisation of a matrix using Lagrange multiplicators technique [MBF92] . We obtain : 
IV Characterizing ridge points from partial derivatives
Of the two principal curvature directions at a point, one of the two has the maximum curvature. The associated direction is the maximum curvature direction. We will call a ridge point any point whose curvature in the maximum curvature direction is locally maximal, and a valley point a point where the curvature is minimum in the maximum curvature direction. That is, the maximum curvature value along integrals of the maximum curvature vector field has a local extremum at a ridge or valley point.
IV.l 2D case
It is of interest to study first the 2D case which presents no ambiguity.
The 2D contour can be represented by a curve (z(s),y(s)) where s is the arclength parameter. The curvature k ( s ) is given by the formula previously established :
The 3D case is not exactly the extension of the 2D analysis because there is a different curvature for each surface direction, i.e. for each curve of the surface including a iven point m and such that the curve normal extremum is a local extremum of the maximum curvature in the maximum curvature direction (the maximum curvature is the principal curvature having the highest magnitude ; the maximum curvature direction is the corresponding principal curvature direction). It is essential to remark that this definition is sound thanks to the continuity and differentiability of the principal curvature field in a regular surface (see [dC76] , page 156). Therefore we calculate the derivative of the curvature k d in the direction d , the curvature extrema are located where this derivative is zero in the maximum curvature direction. We notice finally that a very similar definition is presented by Yuille and Leyton [YL90] who set the curvature extremum as the principal curvature extremum along a curvature line. Let <I be the maximum curvature direction, the deriva- In the sequel we will call Vil ki; (m) the "extremality" criterion. We point out that i n the previous ezpression we assume that the macimum curvature direction does not vary locally that is an approximation. However, its variations could be taken into account using the formulas given at the end of section III.
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V Summary of the algorithms
We summarize the algorithms implied by the formulas of the previous sections that find curvatures and ridge points on surfaces in 3D data. Let I(z, y, z ) be a 3D image. Using a 3D edge extractor, a collection of points are designated as %urface points". Since the edge extractor may use differential information, the computations may be overlapped with portions of the first step below. The following algorithm is used to compute CUIvatiures and ridge points directly from the image data.
1. Compute the nineteen first, second and third order partial derivatives of I. using the 3D separable recursive filters given in section 2.
2. Extract the 3D edges using either a first or a second derivative approach [MDMSl]. The second derivative approach works better because the corners are also detected [DG90]. Practically, in the case where the recursive or the direct implementation by convolution masks of the filters is too prohibitive regarding the computational cost, the memory space, and the disk storage requirement, the following two stages implementation could be used : smoothing of the original data using recursive filters, derivation using small convolution masks.
For each edge point
e Compute the two principal curvatures and the corresponding principal curvatures (see section 3) Compute the uextreniality " criterion (see section 4). Using the maximum curvature and the maximum curvature direction select the edge points where the maximum curvature is 10-cally extremum along the maximum curvature direction. We use a method described in [MAS911 very similar to the extraction of the maximum of the gradient magnitude in the gradient direction [Can861 . We can also use the extremality criterion (see section 4 ) to select the edge points. A point would be selected if its maximum curvature is high and if its extremality is low (we notice that the extreinality has no sign). We are only starting this kind of experiments (see section 9).
Let E be the affine Euclidian oriented space of dimension 4 and V the associated vectorial space. As an application to 3D imagery :
Let I(x,y,z) be the grey level function of a 3D image and let : In this section we show that the maximum curvature of the surface can be recovered using the maximum curvature of the hypersurface. We use a 3D roof as surface model and a 3D version of Deriche filter [MDMSl] to compute the first and second order derivatives.
VII.l Operators to calculate first and second derivative of the 3D image
We set
We notice that these filters are normalized in the continuous domain for our calculus, but in the implementation the normalization should be done in the discrete domain. For I(., y, z ) a 3D image we compute the first and second partial derivatives as a convolution product (see section 11).
VII.2 Geometric model
We consider a 3D infinite roof step edge R(x, y, z ) defined as follows : We notice that k = 1 corresponds to an angle of which is equivalent to the curvature of the step edge. However in the zeal case the value of A is always greater than 4 thus we can suppose : I I> 1 e C1 is the maximum curvature of the hypersurface.
We obtain the remarkable result that the maximum curvature at point 0 of the hypersurface is :
and that the corresponding maximum curvature direction is :
in the basis (X, Y, 2, T )
VII.5 Linking surface and hypersurface
Up to now we have considered our 3D roof step edge as an hypersurface in R4 and we have calculated its maximum curvature and the corresponding maximum curvature direction. We cap also consider our 3D roof step edge as a surface in R determined by a threshold between 0 and A and compute the inaxinium curvature and the principal direction at the origin. In reality the image data must first be smoothed some and therefore the resulting curvatures will be parametrized.
The maximum curv_ature direction of the surface at point 0 is (1, 0,O)' = A The maximum curvature at point 0 is : p = 2k. We notice that the surface is not derivable at point 0, but the curvature in the direction Ox is the second derivative of the section of R with Oxy which is approximated by the difference between the first derivatives on the two sides i.e. Iz -(-k) = 2k. Figure 3 shows the graph of Cl(Iz). We notice that the derivative of Cl(k) is zero for C N llO(Iz = 55) which corresponds to an angle of two degrees. Such sharp angles are degenerated cases because the filters cannot detect edges on such corners. Therefore the graph of figure 3 provides the correspondance between the maximum curvature of the hypersurface and the maximum curvature of the surface : an increasing monotonic function for practical values of A and k.
In the previous development we have shown that in the basis (X, Y, 2, T) the maximum curvature direction of the hypersurface is : $1 = ( l , O , O , O ) t . In the basis ( X , Y , Z ) the maximum curvature direction of the surface is A' = (1,0, O)t. Therefore the first three coniponents of the maximum curvature direction of the hypersurface give the maximum curvature direction of the surface. We notice that for filters wich are isotrope the computations we have done remain still exactly valid for any frame axis. The only non trivial filter which is isotropic is the gaussian, but Deriche filter is almost" frame-invariant [MDMSl] . Anyway we could do the same calculations for Gaussian filters but the result will not be check so clearly because of the non integrability of the Gaussian.
The same calculation could be done using a more complex geometric model having two principal curvatures not equal to zero (see [MsB92]). The relationships between the two maximum 4D curvature and the two principal 3D curvatures are also monotonic for pratical cases. 0 Using the maximum curvature and the maximum curvature direction at each edge point we select the edge points where the maximum curvature is locally extremum along the maximum curvature direction. We use a method described in [MAS911 very similar to the extraction of the maximum of the gradient magnitude in the gradient direction described in [CanSS] .
IX Experimental results
We have tested our two methods on X-ray scanner images of the skull where we extract the maximum curvatures and the ridge lines (see figures 4 to 7 for the direct estimation case and figure 8 for the hypersurface casle, the hypersurface based algorithm gives the same results [MsB92]). The results are very similar to the ones provided by the approximation method described in [MAS911 . We notice the good continuity of the values of the maximum curvature due to the coherence of the approach : filtering and curvature calculations are merged. We also point out the low computational cost of this method compared to a classical approximation alglorithm (only 3 complementary scanning of the image with a recursive filter are necessary after the 3D edge detection). In order to check the stability of our results we have tested our approach on two different images of a same skull (position A and position B) using the rigid transformation from A t o B [GA91]. Our experiments show the invariance of the position of the ridge points.
X Conclusion
We have presented a new approach to extract differential characteristics of surfaces in 3D images from the second partial derivatives of the grey level function provided by separable recursive filters [MDMSl, MDRQl] . We have developped two approaches one working in R3
and the other working in R4.
I:t yields a very compact and efficient approach where filtering is used for both edge detection and curvature exhaction. We obtain interesting experimental results on real data that can be finally compared with more classical approaches [SZ90, BPYA85, PB851. Moreover the computational cost of our algorithm is very low (some filtering more than edge detection). ' We point out that smoothing in the four dimensional space could be more efficient than smoothing in the three dimensional space. For instance, in the case where the contours are not iso-contours (i.e. the gradient at an edge point does not approximate the normal to the surface) the only differential invariants of the image are in R4. However for the images presented here the results are very similar [MsB92] . We stress that to detect typical 3D edge points such as corners and vertices an approach working in R3 could not be used. The only way to caracterize these points is to consider them as singularities of the hypersurface. Similarly for 2D images one should consider the image as a surface to detect vertices and corners [Nob88, DG901. 
