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On parla des passions.
Ah! qu’elles sont funestes!
disait Zadig.
- Ce sont les vents qui enflent les voiles du navire,
repartit l’ermite :
elles le submergent quelquefois ;
mais sans elles il ne pourrait voguer.
Voltaire, Zadig ou la Destinée, 1748
La mer hurlait,
comme si elle eût possédé
la voix de ces écueils antiques
animés par la mythologie païenne.
Jules Verne, Les Enfants du capitaine Grant, 1867-1868
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Résumé
Connaître la probabilité d’occurrence des aléas océano-météorologiques extrêmes est fon-
damental pour prévenir les risques de submersion marine en zone côtière ou concevoir
des aménagements côtiers, portuaires ou des plate-formes offshore. Notamment, le con-
cept de niveau de retour est fréquemment utilisé en ingénierie côtière pour dimensionner
des ouvrages de protection. Ces niveaux, dont les périodes de retour d’intérêt se situent
généralement entre 100 et 1000 ans, sont habituellement estimés par une analyse statis-
tique locale, à partir de données observées en un site unique. Cependant, la période
d’observation est généralement limitée, de sorte que les incertitudes associées aux niveaux
de retour élevés sont importantes.
L’analyse régionale représente une solution possible pour réduire les incertitudes inhérentes
aux analyses locales. Le principe est d’exploiter l’information de sites d’observation
provenant d’une région homogène, où les extrêmes sont supposés avoir un comportement
probabiliste similaire. L’analyse régionale peut ainsi estimer les niveaux de retour de
manière plus fiable qu’une analyse locale. Cependant, son application dans le domaine
maritime étant relativement limitée et récente, différentes questions méthodologiques de-
meurent non-résolues, comme la formation des régions homogènes ou le traitement de la
dépendance entre sites.
L’objectif scientifique de la thèse est donc d’approfondir certains points méthodologiques
de l’analyse régionale, dans le cadre des aléas maritimes extrêmes. Les points suivants
sont abordés en particulier :
• Échantillonnage des extrêmes pour l’analyse régionale, à partir des tempêtes détec-
tées via une procédure de declustering spatio-temporel.
• Formation de régions homogènes à partir d’une méthode basée sur l’identification
des empreintes typiques des tempêtes.
• Prise en compte de la dépendance entre sites d’observation, à travers la construc-
tion d’un modèle permettant par exemple d’évaluer la durée effective régionale
d’observation ou la période de retour régionale d’une tempête.
• Spécification et estimation de la loi régionale, avec incorporation des covariables
influentes, comme la saison d’occurrence ou la direction de provenance pour les
vagues.
• Comparaison entre analyses locale et régionale, notamment à travers les incertitudes
sur les estimations des extrêmes et la capacité à modéliser les horsains présumés.
viii RÉSUMÉ
Ces aspects sont illustrés sur des données de hauteurs significatives de vagues et de surcotes
de pleine mer, dans la zone Atlantique Nord-Est, Manche et Mer du Nord.
Parallèlement, l’objectif applicatif de ces travaux est de contribuer à garantir la sûreté
des ouvrages EDF contre le risque de submersion marine. Ceci peut être réalisé grâce à
l’exploration de nouvelles techniques d’estimation des aléas maritimes extrêmes telles que
l’analyse régionale, qui permet notamment une meilleure prise en compte des horsains.
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Chapitre 1
Introduction et objectifs
1.1 Contexte de la thèse
1.1.1 Contexte industriel
La connaissance des phénomènes océano-météorologiques extrêmes est fondamentale pour
prévenir les risques de submersion marine en zone côtière ou concevoir des aménagements
côtiers, portuaires ou des plate-formes offshore, avec des périodes de retour d’intérêt allant
généralement de 100 à 1000 ans. En particulier, le paragraphe suivant, issu de [34],
résume comment EDF gère le risque inondation pour ses installations de bord de mer et
dimensionne ses ouvrages de protection, dans le cadre de la réglementation en vigueur
[5, 106].
1.1.1.1 La gestion du risque inondation sur les installations côtières d’EDF
Les risques d’inondation, pouvant avoir par exemple pour origine une tempête, sont pris
en considération lors de la conception des ouvrages EDF situés en bord de mer.
La submersion de la plate-forme supportant les installations peut en effet conduire à
des infiltrations d’eau dans les locaux renfermant du matériel important pour la sûreté
nucléaire et dans les installations de collecte et de traitement des eﬄuents radioactifs.
Les inondations peuvent s’accompagner d’un apport de débris de toute sorte qui sont
susceptibles de s’accumuler dans les prises d’eau de la station de pompage, rendant difficile
l’alimentation des circuits de refroidissement.
La conception des centrales nucléaires doit ainsi respecter des Règles Fondamentales de
Sûreté (RFS [106]). Celles-ci exigent notamment que la plateforme sur laquelle sont bâties
les installations soit située à un niveau supérieur à la Cote dite Majorée de Sécurité
(CMS) définie pour les centrales côtières (mais également pour les centrales fluviales ou
en estuaire) en fonction de l’occurrence des phénomènes météorologiques extrêmes.
Lorsque cela se justifie, les centrales sont protégées par des digues ou murets à l’extérieur
du site. Ces ouvrages sont éventuellement complétés par des écrans étanches à l’intérieur
du site pour se prémunir des infiltrations d’eau sous les digues. La protection contre les
inondations repose aussi sur un système d’alerte afin d’anticiper les actions préventives
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(fermeture d’accès sur la digue, surveillance de la station de pompage, acheminement des
ressources humaines et du matériel nécessaire, si le site devait être momentanément isolé).
Elle fait l’objet d’un examen périodique pour tenir compte des évolutions réglementaires
ou climatiques et s’assurer ainsi de son efficacité permanente. Si nécessaire, les dispositifs
sont rehaussés, renforcés voire complétés.
1.1.1.2 De l’usage des statistiques extrêmes pour dimensionner les ouvrages
de protection
La conception ou la vérification de protections côtières adaptées nécessite la connaissance
précise de la probabilité d’occurrence des conditions océano-météorologiques extrêmes sus-
ceptibles de générer des submersions marines (le niveau marin ou les vagues par exemple).
En particulier, la notion de niveau de retour des aléas maritimes est fondamentale en in-
génierie marine et côtière. Par exemple, pour les états de mer, caractérisés par la hauteur
de vague dite significative, le niveau de retour 100 ans correspond à la hauteur de vague
dépassée en moyenne une fois tous les 100 ans. En d’autres termes, c’est la hauteur de
vague qui a une probabilité 10−2 d’être dépassée chaque année.
Approches directes et indirectes pour l’estimation des niveaux marins ex-
trêmes
Dans le chapitre 2, nous verrons que le niveau marin peut se représenter comme la superpo-
sition de deux phénomènes principaux : la marée (déterministe), et la surcote (aléatoire).
Cette décomposition amène à définir deux types de méthodes probabilistes pour estimer
les niveaux marins extrêmes : les approches directes et indirectes.
Les approches directes analysent directement les niveaux marins observés, sans distinguer
la marée de la surcote. En raison de la nature déterministe de la marée, les méthodes
directes ne sont généralement pas appropriées pour des sites à fort marnage (amplitude
d’oscillation de la marée entre une pleine mer et une basse mer consécutive) [4].
Les approches indirectes étudient séparément les deux composantes “marée” et “surcote”,
pour ensuite recombiner les résultats et estimer le niveau marin. Par exemple, les méthodes
de convolution caractérisent le niveau marin en se basant sur la loi de probabilité de la
somme de la marée et de la surcote [72].
Réglementation en vigueur pour dimensionner les ouvrages de protection des
centrales nucléaires de bord de mer
La réglementation en vigueur (RFS) s’appuie sur une approche indirecte pour dimen-
sionner les protections des centrales nucléaires de bord de mer [5, 106]. La CMS est ainsi
déterminée comme la somme de la marée maximale et de la borne supérieure de l’intervalle
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de confiance à 70% de la surcote millénale (i.e., de période de retour 1000 ans).
1.1.2 Contexte scientifique
1.1.2.1 Théorie des valeurs extrêmes
La théorie des valeurs extrêmes, dont les éléments de base sont rappelés dans l’annexe
A, est la branche de la statistique consacrée à la caractérisation des événements rares,
dont la probabilité d’apparition est très faible. Elle repose sur des théorèmes limites
(asymptotiques) permettant de spécifier par exemple la loi de probabilité théorique d’un
échantillon de maxima annuels ou celle des valeurs les plus élevées d’une série.
Bien qu’offrant un cadre théorique et rationnel pour estimer, par exemple, la hauteur
de vague de période de retour 100 ans, l’application de cette théorie peut parfois poser
quelques difficultés, notamment :
• Les résultats sont valables asymptotiquement (i.e., pour un échantillon de taille
infinie), alors qu’en pratique, les observations sont toujours en nombre limité. Il est
délicat de juger de l’atteinte du domaine asymptotique pour valider l’application de
cette théorie.
• Le principe de cette théorie est de modéliser des événements généralement non ob-
servés dans l’échantillon, en extrapolant la queue de distribution au-delà des obser-
vations. La question de la crédibilité des estimations finales peut alors légitimement
se poser.
1.1.2.2 Les limites d’une analyse statistique locale des extrêmes
En ingénierie marine et côtière, les niveaux de retour sont habituellement estimés par
des analyses statistiques locales, dont le principe est d’appliquer la théorie des valeurs
extrêmes sur des données provenant d’un unique site d’observation.
Les inconvénients relevés dans le paragraphe précédent sont alors d’autant plus accentués
dans ce cas. Par exemple, les incertitudes associées à l’estimation du niveau de retour
100 ans (ou 1000 voire 10 000 ans) sont souvent assez importantes du fait que la durée
d’observation en ce site est en général limitée (de l’ordre de 10 à 30 ans dans le cas des
états de mer par exemple).
L’analyse régionale représente une solution possible pour réduire les incertitudes inhérentes
aux analyses locales. Le principe est d’exploiter l’information d’un ensemble de sites
dont les extrêmes ont un comportement statistiquement similaire (région homogène), afin
d’estimer ceux-ci de manière plus fiable que par une analyse locale. L’analyse régionale
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présentée dans ce manuscrit repose sur l’index-flood model (modèle de l’indice de crue).
Introduit par [27] pour estimer la fréquence d’occurrence de crues, ce modèle est depuis
devenu populaire en hydrologie. Afin de l’adapter aux aléas maritimes extrêmes, la dénom-
ination modèle de l’indice maritime est désormais utilisée.
1.2 Modèle de l’indice maritime
1.2.1 Présentation du modèle
Le modèle de l’indice maritime repose sur une hypothèse d’homogénéité régionale : dans
une région homogène, la distribution de probabilité des extrêmes est identique
en chaque site, à la normalisation par un indice local près (représentant les
spécificités de chaque site). Voici quelques notations valables pour une région homogène
donnée :
• N est le nombre de sites de la région
• i = 1, ..., N désigne un site générique de la région
• Les extrêmes du site i sont représentés par la variable aléatoire Xi, de fonction de
répartition Fi.
• µi est l’indice local du site i.
• Y est la variable aléatoire dite régionale, de fonction de répartition Fr.
• Le niveau de retour T -ans du site i est noté xiT .
• Le niveau de retour T -ans régional est noté yT .
L’hypothèse d’homogénéité régionale s’exprime de la façon suivante :
∀i = 1, ..., N, X
i
µi
L= Y (1.1)
En termes de fonction de répartition, cette hypothèse se ré-écrit ainsi :
∀i = 1, ..., N, ∀y, Fi(µiy) = Fr(y) (1.2)
Enfin, en termes de niveau de retour :
∀i = 1, ..., N, xiT = µiyT (1.3)
1.2 MODÈLE DE L’INDICE MARITIME 5
Une région homogène est donc un ensemble de sites d’observation dont les extrêmes parta-
gent un comportement probabiliste similaire. [122] ont montré que ce modèle, en utilisant
l’information à l’échelle régionale, permet effectivement de réduire les incertitudes sur les
estimations des niveaux de retour par rapport à une analyse locale.
1.2.2 Revue bibliographique de son utilisation
1.2.2.1 Domaine des géosciences (hors domaine maritime)
Depuis [27], de nombreuses études hydrologiques et météorologiques ont utilisé ce modèle
régional (sous la dénomination index-flood model, et non modèle de l’indice maritime).
Par exemple, l’emploi de cette méthode dans le cadre de l’estimation de débits extrêmes
de cours d’eau se retrouve dans les travaux de [26, 27, 30, 65, 85, 89, 121, 128]. La
modélisation des précipitations extrêmes est étudiée par [13, 60, 115] et celle des vents
extrêmes par [37, 49, 120]. Enfin, la réglementation en vigueur au Royaume-Uni pour
l’estimation des précipitations extrêmes préconise l’utilisation de ce modèle régional [63].
1.2.2.2 Domaine maritime
En comparaison avec les géosciences vues ci-dessus, ce modèle n’a été que peu appliqué
pour caractériser les aléas maritimes extrêmes. Ainsi, [127] ont estimé par cette méthode
régionale les niveaux marins extrêmes pour 13 sites localisés sur les côtes néerlandaises de
la Mer du Nord. Les hauteurs significatives extrêmes d’états de mer ont été modélisées
pour 9 sites de la Mer du Nord par [126] et pour 11 sites des côtes orientales de la Mer du
Japon par [47, 48]. Les surcotes extrêmes de pleine mer ont été traitées par [10] pour 18
sites des côtes françaises de l’Océan Atlantique et de la Manche, et par [6] pour 21 sites
de la même zone. Enfin, [57] a considéré les run-up (altitude maximale du jet de rive) de
tsunamis pour 114 sites de l’Océan Pacifique. Une caractéristique commune de ces études
est une homogénéité des aléas maritimes sur des secteurs plutôt larges. Concernant le
cadre réglementaire pour estimer les surcotes extrêmes en France, une étude statistique à
l’échelle locale ou régionale est recommandée [5].
1.2.3 Discussion du modèle
Le modèle de l’indice maritime est ici présenté sous sa forme la plus générale : par exemple,
les extrêmes modélisés peuvent aussi bien être des maxima par blocs (maxima annuels par
exemple) que des dépassements de seuils (le choix du type de variable à modéliser sera
discuté dans le chapitre 3). Ce modèle, constituant la base de ce manuscrit, doit cependant
sa simplicité et son intuitivité au prix de trois hypothèses assez fortes :
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(i) Il est possible de former des régions homogènes.
(ii) Les observations en chaque site sont i.i.d. (indépendantes et identique-
ment distribuées)
(iii) Les observations sont indépendantes d’un site à l’autre.
Dans le but de dégager des axes de travail sur ce modèle d’analyse régionale, ces trois
hypothèses sont discutées dans la suite de cette section.
1.2.3.1 Hypothèse (i)
Cette hypothèse représente le cœur de l’approche car elle permet d’utiliser l’information
régionale en exploitant les similitudes entre sites. L’homogénéité d’une région garantit
l’existence de la loi régionale Fr vérifiant l’équation (1.2). Bien que les incertitudes sur les
estimations des extrêmes puissent être réduites par rapport à une analyse locale, c’est une
hypothèse forte. En effet, elle implique, d’une part, que les spécificités d’un site ne sont
captées que par son indice local (le plus souvent un indicateur de position de la loi locale),
et, d’autre part, que tous les sites de la région ont une forme de distribution identique
(par exemple, le coefficient de variation et le skewness sont identiques en chaque site).
Pourtant, la revue bibliographique de la section 1.2.2 montre en particulier qu’aucune
méthode spécifique aux aléas maritimes n’a été formalisée pour former des régions ho-
mogènes. Cette question sera donc spécifiquement étudiée dans le chapitre 4.
1.2.3.2 Hypothèse (ii)
Premièrement, le modèle suppose qu’en un site donné, les extrêmes observés sont indépen-
dants. Or, les observations maritimes (et plus généralement environnementales) montrent
très souvent une structure de dépendance significative. Nous avons par exemple observé
[132] que les surcotes de pleine mer consécutives ont une dynamique pouvant être mod-
élisée par un processus auto-régressif, avec une auto-corrélation significative jusqu’à 48
heures (resp. 72 heures) au plus en hiver (resp. en été). En particulier, un phénomène
similaire est attendu pour les observations extrêmes : par exemple, une tempête peut
durer plusieurs heures, voire plusieurs jours, en un même endroit et donc générer plusieurs
surcotes extrêmes consécutives dépendantes (car issues du même phénomène physique).
Si les extrêmes modélisés sont des maxima annuels, l’hypothèse (ii) sera probablement
vérifiée (en un site donné, des extrêmes observés sur plusieurs années différentes peuvent
raisonnablement être supposés indépendants). Cependant, ce n’est généralement pas le
cas pour les dépassements de seuils, et une solution possible pour traiter l’hypothèse (ii)
consiste à se ramener à des données temporellement indépendantes. [29] ont notamment
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popularisé les procédures de declustering, en introduisant l’approche POT (Peaks Over
Threshold). Le principe est d’appliquer un filtre temporel qui permet de se ramener à des
données indépendantes, en ne conservant qu’une seule observation d’un même événement
physique ayant généré plusieurs extrêmes consécutifs. Bien que cette approche puisse
entraîner une perte d’information sur la dynamique locale des extrêmes, elle sera retenue
dans ce manuscrit. La procédure d’échantillonnage utilisée sera précisément décrite dans
le chapitre 3.
Deuxièmement, les observations en chaque site sont supposées identiquement distribuées.
Pourtant, si les extrêmes subissent des effets non-stationnaires, le modèle doit être adapté
en conséquence, notamment pour augmenter la fiabilité des estimations [70]. Par exem-
ple, dans un contexte d’évolution climatique, [54, 112] ont proposé un modèle régional
non-stationnaire, où les paramètres de la loi régionale varient dans le temps, permettant
ainsi l’incorporation d’une tendance annuelle. Dans ce manuscrit, des effets saisonniers et
directionnels seront mis en évidence et étudiés dans le chapitre 6.
1.2.3.3 Hypothèse (iii)
L’hypothèse d’indépendance spatiale entre les sites ne peut être considérée comme réaliste :
par exemple, elle implique que l’extension spatiale d’une tempête générant des extrêmes est
réduite à un seul site. Si, à un instant et à un endroit donnés, des extrêmes sont observés,
il est alors probable que les observations des sites voisins soient également élevées. La
dépendance spatiale, inhérente à la plupart des phénomènes environnementaux, remet
ainsi en cause les hypothèses des modèles traditionnels.
Cependant, certains auteurs ont fait le choix d’ignorer cette dépendance. Dans ce cas, il
est nécessaire d’avoir une méthode d’estimation de la loi régionale qui soit peu sensible
à la présence de dépendance spatiale. Par exemple, les méthodes présentées en section
1.2.4.1 de ce chapitre sont, par nature, robustes à la présence de dépendance spatiale.
Le traitement de cette dépendance est pourtant une question primordiale, car l’ignorer
peut entraîner une sous-estimation des risques [119]. Ainsi, de façon similaire au traitement
de la dépendance temporelle, certains auteurs ont suggéré de se ramener à des données
spatialement indépendantes. Par exemple, pour l’estimation des surcotes extrêmes, [6, 10]
ont défini un filtre spatial ne retenant que l’observation maximale parmi les extrêmes
apparus en moins de 72 heures dans la région. Cependant, l’inconvénient majeur de ce
type de procédure est une perte importante d’information sur la dynamique spatiale des
extrêmes.
Il existe d’autres façons de traiter l’hypothèse (iii) : une revue bibliographique des méth-
odes utilisées est présentée dans le chapitre 5, consacré à la caractérisation et au traitement
de la dépendance régionale.
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1.2.4 Approches pour estimer la loi régionale
Cette section présente succinctement différentes méthodes pour estimer la loi régionale Fr
de l’équation (1.2).
1.2.4.1 Regional averaging
Le principe des méthodes du type regional averaging est d’obtenir des informations sur les
paramètres de la loi régionale, en moyennant les informations obtenues à l’échelle locale.
La méthode la plus connue est certainement celle d’Hosking et Wallis [60]. Les paramètres
de la loi régionale sont estimés par la méthode des L-moments régionaux, ceux-ci étant
définis comme la moyenne des L-moments locaux (l’annexe B est consacrée à la définition
des L-moments). Cette méthode est notamment utilisée par [127] pour l’estimation des
niveaux marins, par [47, 48, 126] pour l’estimation des hauteurs extrêmes de vagues et par
[57] pour l’estimation des run-up des tsunamis.
La méthode PIF (Population Index Flood), popularisée par [124], résulte de l’hypothèse
d’homogénéité et de l’expression analytique de l’indice local théorique. Cette méthode a
principalement été utilisée en hydrologie [14, 125].
Par ailleurs, ces méthodes font généralement le choix d’ignorer une éventuelle dépendance
spatiale. En effet, le fait de moyenner les informations locales rend ces méthodes assez
robustes à la présence de dépendance spatiale [58].
1.2.4.2 Pooling
La méthode du pooling (également dénommée station-year method ou encore méthode de
l’échantillon régional) illustre le fait d’“échanger l’espace pour du temps” [14]. Le principe
est de rassembler les observations des différents sites (normalisées par l’indice local) dans
un seul échantillon régional, celui-ci étant utilisé pour estimer les paramètres de la loi
régionale. [6, 10] ont estimé les surcotes de pleine mer extrêmes par cette méthode.
À l’inverse du regional averaging, cette approche requiert un traitement approprié de
la dépendance spatiale. Par exemple, la durée effective régionale (définie comme la durée
totale d’observation de l’échantillon régional, après filtrage de la dépendance entre sites) est
étroitement liée à la question de la dépendance entre les sites. Par exemple, du fait de cette
dépendance, regrouper 10 sites de 30 ans d’observation chacun ne constitue probablement
pas un échantillon régional correspondant à 300 ans d’observation. La durée effective
régionale sera ainsi d’autant plus faible que l’extension spatiale d’un même événement
extrême est importante. Cette durée effective permet par exemple de calculer des périodes
de retour empiriques, ou encore de quantifier le gain de l’analyse régionale par rapport à
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une analyse locale. Par ailleurs, contrairement au regional averaging, il devient possible
avec le pooling d’introduire la notion d’aléa régional, en distinguant par exemple la période
de retour locale et régionale d’un événement météorologique.
Ces deux approches sont légitimes pour estimer la loi régionale. Cependant, les résul-
tats de l’annexe C indiquent que le pooling semble plus précis que le regional averaging
pour estimer les quantiles régionaux élevés. Ainsi, bien que les articles insérés dans le
chapitre 4 (dont l’objectif principal la formation de régions homogènes) utilisent la méth-
ode d’Hosking et Wallis pour estimer la loi régionale, le pooling sera préféré dans ce
manuscrit. Ses aspects spécifiques restant à développer (dépendance entre les sites et
spécification de la loi régionale) seront donc traités en détail dans les chapitres 5 et 6.
1.3 Objectifs et plan de la thèse
L’analyse régionale vise à réduire les incertitudes d’une analyse locale sur les extrapolations
des événements extrêmes, en considérant l’information de plusieurs sites d’observation
ayant un comportement probabiliste similaire. L’analyse régionale est une méthode rela-
tivement récente, avec notamment assez peu d’applications dans le domaine maritime.
À l’heure actuelle, plusieurs questions demeurent cependant au cœur des réflexions sci-
entifiques. Par exemple, [71] ont mis en évidence certaines limites de l’analyse régionale,
comme l’éventuelle hétérogénéité d’une région (soulevant le problème de la formation de
régions homogènes) ou encore la dépendance spatiale des sites, dont les effets sont générale-
ment ignorés.
L’objectif scientifique de la thèse est donc d’approfondir certains points méthodologiques
de l’analyse régionale, tout en restant dans le cadre des aléas maritimes extrêmes. Par-
allèlement, l’objectif industriel de ces travaux est de contribuer à garantir la sûreté des
ouvrages EDF contre le risque de submersion marine, grâce à l’exploration de récentes
techniques d’estimation des aléas maritimes extrêmes telles que l’analyse régionale.
Ce manuscrit s’articule autour des chapitres suivants :
• Le chapitre 2 présente les données maritimes utilisées pour appliquer l’analyse ré-
gionale. En particulier, les variables considérées sont la hauteur significative des
vagues et la surcote de pleine mer, et les données sont localisées dans la zone Atlan-
tique Nord-Est, Manche et Mer du Nord.
• Le chapitre 3 est dédié à l’échantillonnage des extrêmes pour effectuer une analyse
régionale. La définition du caractère extrême des observations y est étudié, tout
en prenant en ligne de compte la propagation spatio-temporelle des événements
météorologiques générant les extrêmes.
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• Le chapitre 4 est consacré à l’hypothèse principale du modèle de l’indice maritime :
l’homogénéité régionale. Dans une région homogène, la distribution de probabilité
des extrêmes est supposée identique en chaque site (à la normalisation par un indice
local près). La question de la formation de régions homogènes, qui demeure ouverte
dans le cadre des aléas maritimes, y est notamment traitée.
• Le chapitre 5 aborde la dépendance entre sites dans une région homogène, dans le
cadre d’une méthode d’estimation de la loi régionale par pooling. La durée effective
régionale d’observation ou la période de retour d’une tempête sont des exemples de
quantités impactées par cette dépendance.
• Le chapitre 6 cherche à spécifier et estimer la loi régionale, tout en tenant compte des
éventuels effets non-stationnaires exerçant une influence sur la distribution régionale.
• Le chapitre 7 compare les résultats issus des analyses locales et régionales, à travers
les incertitudes sur les estimations et la capacité à modéliser les horsains présumés.
• Le chapitre 8 synthétise, en conclusion, les principaux résultats obtenus et propose
un certain nombre de perspectives et de pistes de recherches complémentaires.
Chapitre 2
Données utilisées
Ce chapitre présente les variables maritimes et observations disponibles qui seront mod-
élisées par analyse régionale. En voici les points essentiels :
• La hauteur significative des vagues est la variable retenue dans ce manuscrit pour
caractériser les états de mer. La base de données numériques ANEMOC-2 est util-
isée pour extraire des séries horaires de ces hauteurs pour 1847 sites localisés en
Atlantique Nord-Est, Manche et Mer du Nord, sur la période 1979-2009 (31 ans).
• La surcote de pleine mer est la variable retenue pour décrire la composante aléa-
toire du niveau marin aux alentours de l’instant de pleine mer. 67 sites, équipés
de marégraphes et localisés le long du littoral français, britannique et espagnol de
l’Atlantique, Manche, Mer du Nord et Mer d’Irlande, sont retenus pour extraire les
séries de surcotes de pleine mer. La période d’observation s’étend de 1846 (Brest,
France) à 2011, avec une durée moyenne d’observation de 31.1 ans.
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2.1 Hauteurs significatives de vagues
2.1.1 Définition
[19] définit un état de mer de la façon suivante : “l’état de mer correspond à une période
sur laquelle les vagues individuelles successives, bien que différentes les unes des autres,
peuvent être considérées comme résultant d’un même processus aléatoire, de telle sorte
qu’elles ont les mêmes propriétés moyennes d’un point de vue statistique. Pour cette
raison, les conditions physiques (telles que la vitesse et la direction du vent et la hauteur
d’eau) sont supposées constantes sur la durée de l’état de mer (échelle temporelle habituelle
de l’ordre de 3 heures, soit 300 à 500 vagues). Les hauteurs et périodes de la houle
caractéristiques d’un état de mer peuvent être obtenues grâce à une approche statistique
(ou vague par vague) ou par une approche spectrale. Le dimensionnement de digues en
enrochements est principalement basé sur ce type de valeurs caractéristiques des états de
mer (comme la hauteur significative de la houle, la période moyenne), représentatives de
conditions extrêmes”.
La hauteur significative des vagues Hs permet ainsi de caractériser un état de mer et est
usuellement la grandeur privilégiée pour résumer l’intensité de celui-ci. Dans une approche
statistique, la hauteur significative (H1/3) est définie comme la moyenne des hauteurs
(mesurées entre la crête et le creux) du tiers supérieur des vagues (figure 2.1). L’origine de
cette définition vient du fait que si l’on demande à un observateur expérimenté d’estimer
visuellement la hauteur des vagues, sa réponse sera généralement proche de la hauteur
significative H1/3. Dans une approche spectrale, la hauteur significative (Hm0) est définie
comme 4 fois l’écart-type de l’élévation de la surface. Ces deux approches fournissent en
théorie des valeurs identiques en grande et moyenne profondeur d’eau : Hs = H1/3 = Hm0.
Figure 2.1: Distribution statistique des hauteurs de vagues (NOAA UCAR COMET Pro-
gram).
2.1 HAUTEURS SIGNIFICATIVES DE VAGUES 13
2.1.2 Base de données ANEMOC-2
Dans ce manuscrit, les données de hauteurs significatives de vagues utilisées proviennent
d’une base de données hindcast, dont l’objectif est de simuler rétrospectivement des condi-
tions d’états de mer. Par rapport à un réseau d’observations de bouées houlographes, les
principaux avantages d’une base de données hindcast sont i) une couverture spatiale et tem-
porelle généralement bien plus dense, et ii) l’absence de valeurs manquantes. Cependant,
les simulations rétrospectives peuvent parfois lisser les observations in situ et sous-estimer
les événements extrêmes [16, 93].
ANEMOC-2 (Atlas Numérique d’États de Mer Océaniques et Côtiers) est une base de don-
nées numériques d’états de mer, construite à partir de simulations rétrospectives couvrant
l’océan Atlantique entre le 01/01/1979 et le 31/12/2009 (31 ans). Elle a été développée
en partenariat avec le Laboratoire d’Hydraulique Saint-Venant et le département LNHE
d’EDF R&D [78]. Les simulations des conditions de vagues ont été effectuées avec le logi-
ciel de modélisation des états de mer TOMAWAC, développé par le LNHE avec le soutien
du CEREMA. TOMAWAC est un modèle spectral dit de “troisième génération”, résolvant
l’équation d’évolution en espace et en temps de la densité spectro-angulaire d’action d’onde
[9]. En particulier, TOMAWAC calcule les hauteurs significatives de vagues Hm0 à partir
du moment d’ordre zéro de la densité spectrale de variance de la surface libre. Les simu-
lations, validées dans les travaux de [78], ont été forcées par les champs de vents issus des
ré-analyses CFSR (Climate Forecast System Reanalysis [114]).
La résolution spatiale du modèle océanique d’ANEMOC-2 est d’à peu près 120 km en
Atlantique Nord et atteint environ 20 km le long des côtes européennes, et 10 km le long
des côtes françaises. Cette grille est complétée par un modèle côtier dont i) la résolution
spatiale est plus fine au niveau du plateau continental, dans la Manche et le long du
littoral français, et ii) les effets de faible profondeur d’eau sur les vagues (dissipation par
frottement sur le fond et déferlement) sont mieux représentés dans les simulations. Par
ailleurs, bien que correspondant à des sorties de modèles, ces données sont désormais
appelées observations dans la suite de ce manuscrit, et non simulations.
Dans ce manuscrit, seules les données du modèle océanique sont utilisées. Plus partic-
ulièrement, parmi les 13426 nœuds constituant celui-ci, l’étude portera sur une sélection de
1847 nœuds, représentée en figure 2.2. Pour chacun de ces 1847 sites, les séries temporelles
horaires de hauteurs significatives de vagues sont extraites sur la période 1979-2009. À
titre d’exemple, une série horaire de Hs, extraite sur l’année 2009 au niveau d’un site
ANEMOC-2 localisé au large de la Bretagne, est représentée en figure 2.3.
La figure 2.4 représente la bathymétrie utilisée dans le modèle océanique d’ANEMOC-2
pour simuler les états de mer, au niveau des 1847 sites extraits ; la profondeur d’eau
commence à 20 m en zone côtière pour aller jusqu’à 6000 m au large.
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Figure 2.2: Localisation des 1847 sites extraits d’ANEMOC-2.
Figure 2.3: Série horaire de hauteurs significatives de vagues sur l’année 2009, au niveau
du site ANEMOC-2 de coordonnées géographiques décimales (-5.15, 48.06).
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Figure 2.4: Bathymétrie (m) au niveau des sites ANEMOC-2.
2.2 Surcotes de pleine mer
La plupart des éléments de cette section sont issus des ouvrages [72, 118], qui décrivent
avec précision le niveau de la mer et ses composantes.
2.2.1 Le niveau marin
Le niveau marin peut, schématiquement, se représenter comme la superposition de deux
phénomènes principaux : la marée astronomique (déterministe), et la surcote météorologique
(stochastique). Cette décomposition est valable pour le niveau marin au repos, c’est-à-
dire en l’absence de vagues. Quand celles-ci sont présentes, des composantes statique et
dynamique (wave set-up, wave run-up) s’ajoutent au niveau marin [72].
2.2.1.1 La marée astronomique
La marée astronomique est la variation du niveau marin principalement causée par l’action
gravitationnelle de la Lune et du Soleil. Gouvernée par le mouvement des astres qui
est parfaitement connu, elle est déterministe et peut donc être prédite avec certitude
sur n’importe quelle fenêtre temporelle. Sur la façade Atlantique, Manche et Mer du
Nord du littoral européen, la marée est dite de type semi-diurne : il y a (quasiment)
deux pleines mers et deux basses mers par jour, d’importances sensiblement égales. Plus
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précisément, deux pleines mers (ou deux basses mers) sont séparées de 12 heures 25 minutes
et 14 secondes (soit environ 12.4 h). Cette périodicité est liée à la rotation de la Terre.
On observe ainsi un maximum de marée au moment de le pleine mer, qui a donc lieu
environ toutes les 12.4 h. En particulier, les plus hautes marées astronomiques (PHMA)
surviennent lors de marées extraordinaires de vive-eau d’équinoxe. Elles sont associées à
des coefficients de marée élevés, voisins de 120 (indice reflétant l’amplitude de la marée
astronomique par rapport à sa valeur moyenne le long des côtes françaises).
2.2.1.2 La surcote météorologique
La surcote météorologique est la conséquence d’effets atmosphériques. Par exemple, pen-
dant le passage d’une dépression, le niveau marin a tendance à être supérieur à la marée
astronomique : en effet, le vent amplifie la surcote, en accumulant l’eau près des côtes ;
de basses pressions vont également augmenter le niveau marin, par “effet du baromètre
inversé”. Inversement, pendant un anticyclone, le niveau marin a tendance à être inférieur
à la marée astronomique (décote météorologique). Par ailleurs, la configuration du littoral
joue aussi un rôle dans l’ampleur des surcotes météorologiques. Ainsi, quand une onde
de tempête se déplace à l’approche des côtes, la diminution de la profondeur d’eau en-
traîne une augmentation de l’amplitude des surcotes associées à cette onde (car l’énergie
de celle-ci se conserve).
Au vu de la nature aléatoire de ces effets atmosphériques, la surcote météorologique est
donc un phénomène stochastique. La figure 2.5 décompose le niveau marin à Cromer
(Angleterre) autour du 21 février 1993, où les surcotes ont atteint 2.5 m. Ceci illustre que
la surcote météorologique peut être vue comme la composante aléatoire du niveau marin.
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Figure 2.5: Décomposition du niveau marin à Cromer (Angleterre) autour du 21/02/1993.
2.2 SURCOTES DE PLEINE MER 17
2.2.2 Définition de la surcote de pleine mer
La surcote de pleine mer est définie comme la différence entre le niveau maximum observé
autour de l’heure de pleine mer théorique et le niveau de pleine mer prédit par la marée
astronomique (figure 2.6). La surcote de pleine mer n’est pas forcément égale à la surcote
instantanée au moment de la pleine mer prédite (obtenue en faisant la différence entre le
niveau observé et prédit pour exactement le même instant) : un décalage temporel entre
ces deux variables est parfois constaté (pouvant atteindre une heure).
Figure 2.6: Définition de la surcote météorologique (instantanée et de pleine mer). Image
issue de [72].
2.2.3 Raisons de l’utilisation de la surcote de pleine mer
Il existe plusieurs arguments qui motivent l’emploi des surcotes de pleine mer plutôt que
les surcotes instantanées :
• Dans les endroits à fort marnage (comme en Atlantique, Manche ou Mer du Nord),
le risque de submersion des zones et ouvrages côtiers est plus important quand les
niveaux marins sont hauts, donc principalement autour des instants de pleines mers.
C’est la raison principale pour se focaliser sur la surcote de pleine mer, qui décrit la
contribution des surcotes aux niveaux de marée les plus hauts.
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• L’étude, restreinte aux instants de pleine mer, permet de s’affranchir d’une éventuelle
dépendance entre la marée et la surcote pour estimer les niveaux extrêmement hauts.
Si le but était d’estimer les niveaux d’eau pour tout instant de marée, il faudrait
tenir compte de ces effets d’interaction pour ensuite combiner correctement la marée
astronomique et la surcote.
• Les surcotes de pleine mer ne sont pas sensibles à un éventuel déphasage temporel
entre niveaux observés par les marégraphes (instruments permettant de mesurer le
niveau de la mer) et niveaux prédits, à la différence des surcotes instantanées. La
présence d’un tel décalage temporel, qui peut être dû à des effets atmosphériques
et/ou une interaction entre marée et surcotes, peut produire des surcotes instanta-
nées très élevées, et ce de façon purement artificielle (en particulier aux instants où
la marée monte et descend rapidement). Ceci peut fortement biaiser le calcul des
surcotes instantanées, mais n’a généralement pas d’influence sur celui de la surcote
de pleine mer.
• Il est délicat d’obtenir des séries temporelles de surcotes instantanées qui soient fi-
ables sur une longue durée. Ceci est lié avec la disponibilité et la qualité des mesures
des niveaux marins des marégraphes à flotteur ou des marégrammes papiers. Des ob-
servations continues avec une haute résolution temporelle sont rarement disponibles,
les périodes de données manquantes sont assez fréquentes et les instants de mesure
ne sont pas connus avec une précision suffisante. À l’inverse, le calcul des surcotes
de pleine mer souffre moins de ces difficultés.
2.2.4 Données marégraphiques
Les données de cette section sont des niveaux marins observés par des marégraphes. Elles
ont toutes subi un contrôle qualité par les organismes les ayant diffusées.
2.2.4.1 Généralités sur les mesures marégraphiques
Les marégraphes enregistrent le niveau marin. Situés à l’intérieur des ports dans des
emplacements souvent abrités, ils sont généralement installés dans des puits de tranquilli-
sation, ce qui leur permet de filtrer une partie du signal dû aux vagues et au clapot. Ainsi,
les mesures marégraphiques sont en pratique assimilées au niveau marin observé au repos
(i.e., non perturbé par les vagues).
Les considérations suivantes sur la précision des marégraphes sont issues de travaux (non
publiés) de Xavier Kergadallan. Généralement, l’écart-type des mesures marégraphiques
(erreur par rapport à la vraie valeur qui devrait être enregistrée) varie entre 1 et 5 cm. Pour
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les marégraphes à flotteur (utilisés jusqu’à 1990 en France), cet écart-type est de l’ordre
de 5 cm : les causes possibles sont l’envasement du puits de tranquilisation, ou encore des
problèmes de référentiel altimétrique. Pour les marégraphes numériques (utilisés depuis
1990 en France), l’écart-type des mesures est de l’ordre de 1 cm. En particulier, des
phénomènes de seiche (oscillations stationnaires causées par la mise en résonance d’une
onde incidente) et de wave set-up (surélévation du niveau marin due au déferlement des
vagues) ont été identifiés, signifiant donc qu’ils peuvent ne pas avoir été filtrés par les
marégraphes.
Par ailleurs, les mesures marégraphiques sont parfois réalisées dans des conditions hos-
tiles (tempêtes). Des problèmes techniques (transmission, autonomie, ou autres pannes)
peuvent ainsi survenir, causant une interruption des mesures et générant de l’information
manquante sur les événements extrêmes.
2.2.4.2 Données disponibles
La figure 2.7 montre la localisation de 67 marégraphes retenus, mesurant le niveau marin
et répartis le long des côtes françaises, britanniques et espagnoles de l’Atlantique, Manche,
Mer du Nord et Mer d’Irlande. Les informations sur les périodes d’observation des maré-
graphes se trouvent dans le paragraphe 2.2.6.3.
Données françaises
Les séries temporelles d’observations du niveau marin pour les ports français sont diffusées
par le SHOM (Service Hydrographique et Océanographique de la Marine) et le REFMAR
(Réseaux de référence des observations marégraphiques). Ces données ont été récupérées,
au pas de temps horaire, pour 22 ports français (figure 2.7).
Données britanniques
Les séries temporelles d’observations du niveau marin pour les ports britanniques sont
diffusées par le BODC (British Oceanographic Data Centre). Ces données, ainsi que les
surcotes instantanées, ont été récupérées au pas de temps horaire jusqu’en 1992, et au pas
de temps 15 minutes depuis 1993, pour 43 ports britanniques (figure 2.7).
Données espagnoles
Les séries temporelles d’observations du niveau marin pour les ports espagnols sont dif-
fusées par l’IEO (Instituto Español de Oceanografía). Ces données ont été récupérées au
pas de temps horaire pour 2 ports espagnols (La Corogne et Santander, figure 2.7).
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Figure 2.7: Réseau d’observation du niveau marin (67 sites).
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2.2.5 Traitement de l’eustatisme
2.2.5.1 Définition et effets de l’eustatisme
À l’échelle locale, le niveau marin moyen peut être affecté par l’eustatisme (variation
générale du niveau moyen de la mer). En particulier, des effets climatiques régionaux
(par exemple, la circulation d’eau entre les réservoirs naturels, comme la fonte des glaces)
combinés à des effets géomorphologiques locaux (mouvements de sols) peuvent contribuer
à altérer à long terme les niveaux marins moyens.
Si l’eustatisme est mis en évidence, alors il est nécessaire d’en retirer ses effets, et ce
pour deux raisons : i) le modèle statistique utilisé suppose la stationnarité temporelle des
données (hypothèse mise en défaut si le niveau marin moyen évolue dans le temps) et ii)
les prédictions des marées, calculées pour une époque contemporaine, sont valables pour
le niveau moyen des mers actuel : il est donc nécessaire de corriger les niveaux marins
observés pour calculer les surcotes des périodes passées.
2.2.5.2 Identification de l’eustatisme
En chacun des 67 sites d’observation, la présence d’un eustatisme est testée en exami-
nant si les niveaux marins annuels moyens présentent une tendance significative dans leur
évolution temporelle. Les niveaux annuels moyens locaux sont calculés selon les recom-
mandations du SHOM et du PSMSL (Permanent Service for Mean Sea Level). Ensuite,
la tendance annuelle est estimée par la méthode des moindres carrés (et correspond à la
pente de la droite de régression linéaire du niveau moyen en fonction de l’année), et sa
significativité est évaluée par un test de Student (hypothèse nulle de nullité de la pente
de la droite de régression). L’eustatisme est déclaré significatif si la p-value de ce test est
inférieure à 5%. Cependant, en raison de possibles valeurs manquantes dans les séries de
niveaux annuels moyens, un examen visuel de chaque série est nécessaire pour décider de
retenir ou non l’eustatisme.
Par ailleurs, les niveaux annuels moyens peuvent montrer une rupture dans leur évolution
temporelle. Dans ce cas, il peut être pertinent d’affiner la modélisation de l’eustatisme par
une double régression linéaire. Le principe est, pour chaque année d’observation, d’estimer
deux droites de régression de part et d’autre de cette année (en y imposant la continuité).
Le point de rupture est retenu comme l’année qui minimise l’erreur résiduelle commise
par les deux droites. Les pentes sont déclarées nulles si les tests de nullité associés ne sont
pas rejetés pour un niveau de risque 5%. Cette modélisation n’a de sens que si les séries
d’observations sont suffisamment longues et qu’une rupture significative peut être décelée.
Ainsi, 33 ports sur les 67 présentent un eustatisme significatif. Les pentes estimées des
tendances annuelles, toutes positives, s’échelonnent de +1.0 mm/an (Saint-Jean-de-Luz,
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France) à +5.4 mm/an (Whitby, Royaume-Uni). La table 2.1 contient les estimations
des pentes pour les 31 ports où un eustatisme simple (une seule droite de régression)
est significatif. Pour les ports de Brest (France) et Lowestoft (Royaume-Uni), l’évolution
temporelle des niveaux annuels moyens montre une rupture significative ; un eustatisme
double (deux droites de régression), dont les caractéristiques sont résumées dans la table
2.2, est donc retenu dans ces deux ports. Par exemple, à Brest, il existe un régime à peu
près stationnaire jusqu’en 1893, année à partir de laquelle on observe un eustatisme marqué
par une élévation significative de +1.4 mm/an des niveaux annuels moyens jusqu’en 2010.
La figure 2.8 montre l’évolution des niveaux marins annuels moyens pour les ports de
Bayonne, Dieppe, Newlyn et Brest, avec représentation de l’eustatisme s’il y est significatif.
Figure 2.8: Niveaux marins annuels moyens avec représentation de l’eustatisme : a) Bay-
onne (pas d’eustatisme), b) Dieppe (eustatisme simple : +5.0 mm/an), c)
Newlyn (eustatisme simple : +1.8 mm/an) et d) Brest (eustatisme double :
niveau moyen constant jusqu’en 1893 et +1.4 mm/an à partir de 1893).
2.2.5.3 Correction de l’eustatisme
Dans chaque port où l’eustatisme est significatif, la série des niveaux marins observés est
ajustée de façon à ce que la série correspondante des moyennes annuelles soit stationnaire,
et dont la moyenne sur la période globale coïncide avec la moyenne de la dernière année
d’observation. Ce traitement permet notamment de comparer les observations avec les
prédictions des marées, celles-ci étant valables pour les niveaux marins moyens actuels.
Plus particulièrement, pour un port où un eustatisme simple est retenu, soit xt la série
horaire (ou sub-horaire) des relevés des hauteurs d’eau (en mm) de l’année t. La série
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Table 2.1: Pentes des tendances annuelles estimées (cm/an) pour les ports où l’eustatisme
simple est retenu.
Port Eustatisme (pente en mm/an)
Boulogne 1.5
Cherbourg 1.3
Dieppe 5.0
Dunkerque 1.5
La Rochelle 1.9
Le Conquet 2.8
Le Havre 1.6
Les Sables d’Olonne 4.3
Port-Bloc 2.0
Port-Tudy 1.9
Roscoff 1.7
Saint-Jean de Luz 1.0
Saint-Nazaire 2.7
Verdon 3.3
Saint-Servan 1.7
Aberdeen 1.5
Avonmouth 3.1
Felixstowe 3.3
Fishguard 3.1
Holyhead 2.2
Lowestoft 3.0
Newlyn 1.8
North Shields 2.4
Portpatrick 2.2
Sheerness 1.8
Stornoway 2.3
Ullapool 2.3
Whitby 5.4
Wick 1.5
La Corogne 1.4
Santander 2.2
Table 2.2: Années de rupture et pentes des tendances annuelles estimées (cm/an) pour les
ports où l’eustatisme double est retenu.
Port Année de rupture Pente 1 (mm/an) Pente 2 (mm/an)
Brest 1893 0 1.4
Lowestoft 1979 0 3.9
corrigée de l’eustatisme est x˜t = xt+p(T−t), où p est la pente (en mm/an) de l’eustatisme
et T la dernière année d’observation de la série. L’extraction des surcotes de pleine mer
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s’effectuera sur la série corrigée x˜t des niveaux marins observés. Pour les ports sous
l’influence d’un eustatisme double (Brest et Lowestoft), un régime stationnaire est observé
sur la première période : il faut ajouter aux observations de cette période la moyenne
observée sur la deuxième période (qui est, ici, sous eustatisme simple), et traiter cette
dernière période comme décrit précédemment.
2.2.6 Extraction des surcotes de pleine mer
Après correction des niveaux marins observés d’un éventuel eustatisme, les niveaux de
pleine mer (théoriques et observés) sont récupérés pour extraire les séries de surcotes de
pleine mer.
2.2.6.1 Niveaux théoriques de pleine mer
Le logiciel PREDIT, fourni par le SHOM, permet d’effectuer des prédictions officielles
de marée sur le littoral français. Il est utilisé pour récupérer les instants et niveaux
théoriques de pleine mer des 22 ports français. La même procédure est effectuée avec le
logiciel SHOMAR (fourni par le SHOM) pour les 2 ports espagnols.
Les données des ports situés au Royaume-Uni présentent la particularité de fournir à la
fois les niveaux marins observés et les surcotes instantanées. Ainsi, les niveaux théoriques
de marée sont reconstruits en faisant la différence entre ces deux variables, sans utiliser de
logiciel. Les niveaux théoriques de pleine mer sont ensuite déterminés de la même manière
que les niveaux observés de pleine mer, selon la procédure décrite dans le paragraphe
suivant.
2.2.6.2 Extraction des niveaux observés de pleine mer
Le niveau observé de pleine mer est défini comme le niveau maximum observé autour
d’un instant théorique de pleine mer. Selon la nature des observations disponibles (en
particulier selon leur résolution temporelle), l’échantillonnage des niveaux observés de
pleine mer diffère.
Échantillonnage horaire
Quand les données sont échantillonnées au pas de temps horaire (cas de la France et
du Royaume-Uni jusqu’en 1992), la procédure suivante est utilisée pour déterminer les
niveaux observés de pleine mer :
− Regroupement par paquets de 5 valeurs glissantes
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− Pour chaque paquet, si i) les 3 observations centrales sont consécutives dans le temps
et ii) la valeur centrale est le maximum du paquet, alors la valeur maximale issue
de l’interpolation parabolique des 3 observations centrales est un niveau observé de
pleine mer
En particulier, s’il existe des données horaires manquantes autour d’un instant de pleine
mer, cette pleine mer est ignorée par la procédure.
Échantillonnage à 15 minutes
Pour un échantillonnage à 15 minutes (Royaume-Uni depuis 1993), il n’y a pas d’interpolation
des données : le niveaux observé de pleine mer est défini comme la valeur maximale ob-
servée dans l’intervalle de temps [tHT − 2h, tHT + 2h], où tHT est l’instant de pleine mer.
2.2.6.3 Extraction des surcotes de pleine mer
Les surcotes de pleine mer sont ensuite calculées pour chaque instant de pleine mer comme
la différence entre niveaux observés et théoriques de pleine mer, si et seulement si les
niveaux observés de pleine mer surviennent dans [tHT − 2h, tHT + 2h]. Il a été vérifié que
le pas d’échantillonnage passant de 1 heure à 15 minutes pour les marégraphes anglais
après 1992 n’induisait pas de biais significatif dans la constitution des séries de niveaux
de pleine mer. La résolution temporelle de ces séries est approximativement 12.4 h, ce
qui correspond à la périodicité temporelle de la pleine mer dans les zones de marée semi-
diurne. À titre d’exemple, la série de surcotes de pleine mer extraite à La Rochelle pour
l’année 2010 est représentée sur la figure 2.9 ; le pic de 1.53 m survenu le 28 février 2010
correspond au passage de la tempête Xynthia.
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Figure 2.9: Série de surcotes de pleine mer à La Rochelle en 2010.
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La figure 2.10 montre le détail des durées d’observation des séries de surcotes de pleine mer
des 67 ports de la zone d’étude ; elles s’étalent de 8.3 ans (Moray Firth) à 150.5 ans (Brest),
avec une durée moyenne de 31.1 ans. La figure 2.11 contient les périodes d’observation de
chacun des 67 marégraphes, qui s’étendent de 1846 (Brest) à 2011. Les marégraphes n’ont
pas forcément enregistré de façon continue, il existe en effet des années d’observation
parfois manquantes ; de même, à l’intérieur d’une année d’observation peuvent exister
plusieurs sous-périodes de données manquantes (non visibles dans la figure 2.11).
Figure 2.10: Durées d’observation (en années) en chacun des 67 sites.
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Figure 2.11: Périodes d’observation des séries de surcotes de pleine mer des 67 sites.
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Davantage de précisions sur ces séries se trouvent dans [132] (en annexe D), où nous avons
décrit la structure de dépendance temporelle des surcotes de pleine mer par des modèles
auto-régressifs. En particulier, la longueur d’auto-corrélation des surcotes de pleine mer
est estimée jusqu’à 3 jours, avec notamment des disparités spatiales et saisonnières.
Enfin, voici deux remarques spécifiques aux ports du Verdon et de Dunkerque sur les séries
de surcotes de pleine mer.
• Les données du port du Verdon ne sont pas disponibles sur le site REFMAR. Cepen-
dant, une étude interne à EDF a permis de fournir la série des surcotes de pleine
mer sur la période 1941-2000 [75]. Ces surcotes de pleine mer ont été corrigées a
posteriori d’un eustatisme significatif de +3.3 mm/an.
• La surcote de pleine mer survenue le 1er février 1953 à Dunkerque, considérée comme
un événement historique, a été ajoutée dans la base de données a posteriori. Un
rapport interne à EDF de 1997 a permis de relever une hauteur de pleine mer de
7.90 m ; PREDIT renvoie pour cette pleine mer une hauteur de pleine mer théorique
de 5.77 m. En tenant compte de l’eustatisme (+1.5 mm/an à Dunkerque), cette
surcote historique est évaluée à 2.22 m.
Chapitre 3
Échantillonnage des extrêmes
Ce chapitre décrit la procédure d’échantillonnage des observations servant à estimer la loi
de probabilité des extrêmes par analyse régionale. En voici les points essentiels :
• Il est recommandé d’échantillonner les extrêmes par une approche POT : par rap-
port à une approche par maxima annuels, l’information apportée par les événements
extrêmes y est notamment mieux exploitée, et les estimations sont généralement plus
fiables.
• Dans une approche à seuils, une modélisation des dépassements offre plus de per-
spectives qu’une modélisation des excès : la loi régionale est beaucoup plus flexible
dans le cas des dépassements de seuils que dans le cas des excès. L’indice local est
cependant contraint d’être égal (ou, tout du moins, proportionnel) au seuil.
• Les tempêtes, définies ici comme des événements physiques générant des extrêmes
maritimes en au moins un site de la zone d’étude, sont à la base de l’échantillonnage
des extrêmes. Elles sont directement caractérisées à partir de la variable maritime
d’intérêt. La procédure de détection spatio-temporelle développée permet de séparer
des tempêtes survenant simultanément en différents endroits, ou encore de détecter
des tempêtes successives impactant une même zone, comme les tempêtes Lothar et
Martin de décembre 1999. Les tempêtes permettront également de former des régions
homogènes et de modéliser la dépendance régionale.
• Une approche “double seuil” est utilisée pour séparer les considérations physiques des
tempêtes de l’analyse purement statistique des extrêmes. En particulier, en chaque
site, le seuil statistique régissant l’impact d’une tempête est sélectionné pour cor-
respondre à λ = 1 dépassement de ce seuil par an en moyenne. Ce choix repose
sur un compromis entre l’obtention d’une durée effective régionale suffisante et une
estimation fiable des paramètres de la loi régionale. Le modèle de l’indice maritime
implique que ces seuils représentent les indices locaux.
• Plusieurs facteurs physiques expliquent les variations spatiales des indices locaux,
comme la bathymétrie, l’exposition du site par rapport aux tempêtes, la longueur du
fetch (pour les hauteurs significatives de vagues) ou la configuration du trait de côte
(pour les surcotes de pleine mer).
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Ce chapitre décrit la procédure d’échantillonnage des observations qui serviront à l’analyse
statistique régionale des événements extrêmes.
3.1 Choix du type de variable à modéliser
Dans cette section, plusieurs critères sont pris en compte pour spécifier le type d’extrêmes
à modéliser. Notamment, les deux approches les plus classiques (maxima annuels et POT)
y sont comparées.
3.1.1 Maxima annuels et approche POT
La méthode des maxima annuels se base sur les observations maximales de chaque année,
alors qu’une approche POT retient toutes les valeurs dépassant un certain seuil (élevé).
L’annexe A resitue ces deux méthodes dans le cadre de la théorie des valeurs extrêmes.
L’approche POT permet généralement une meilleure utilisation de l’information sur les
événements extrêmes [72]. Si, par exemple, plusieurs extrêmes particulièrement intenses
sont survenus au cours d’une même année, alors la méthode des maxima annuels ne peut
pas exploiter ces informations. À l’inverse, dans le cas d’une année sans événement notable,
l’incorporation du maximum annuel pour estimer les extrêmes peut biaiser les résultats.
Dans ces deux cas, l’approche POT évite ces écueils.
Cependant, la difficulté d’échantillonnage doit également être considérée. Alors qu’il est
relativement aisé d’obtenir une série de maxima annuels de façon objective à partir d’une
série temporelle, l’extraction des pics au delà d’un seuil est plus délicate. Comme évoqué
dans la discussion de l’hypothèse (ii) du modèle de l’indice maritime sur le caractère
i.i.d. des observations en chaque site, un critère d’identification des événements générant
plusieurs extrêmes dépendants doit être défini (souvent de façon subjective). Le choix
du seuil introduit par ailleurs un degré d’incertitude supplémentaire sur les estimations
finales : le seuil choisi doit permettre d’inclure l’information la plus pertinente possible,
tout en restant dans le cadre de la théorie des valeurs extrêmes.
Par ailleurs, en comparant les performances de ces deux méthodes sur les estimations
des extrêmes, [83, 84] ont montré la supériorité de l’approche POT, que ce soit pour une
analyse locale ou une analyse régionale.
Compte tenu de ces remarques, une approche POT est retenue dans ce manuscrit. La
section suivante distingue maintenant deux modélisations : celle des dépassements de
seuils de celle des excès de seuils.
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3.1.2 Dépassements et excès de seuils
Pour un site i générique, soit Si la variable aléatoire représentant l’aléa maritime considéré.
Par exemple, pour la hauteur significative des vagues (resp. la surcote de pleine mer), Si
est échantillonnée à une période de 1 h (resp. 12.4 h environ). Il s’agit de séries temporelles,
mais, pour ne pas alourdir les notations, l’indice représentant le temps est omis. Soit ui
le seuil au-delà duquel les extrêmes de Si sont modélisés. Les dépassements de seuil sont
définis par la variable Xi = Si|Si > ui.
Les excès de seuils sont quant à eux définis par Zi = Si − ui|Si > ui. Alors qu’il est
équivalent de travailler avec les dépassements Xi ou les excès Zi dans le cadre d’une
analyse locale, ce n’est plus le cas pour une analyse régionale : cela a notamment un
impact sur les structures de l’indice local et de la loi régionale.
3.1.2.1 Implications sur l’indice local
Soit µi l’indice local du site i. La spécification de µi dépend du choix de modéliser les
dépassements Xi ou les excès Zi.
Dépassements de seuils
Dans le cas des dépassements Xi, l’hypothèse d’homogénéité régionale prend la forme
suivante :
∀i = 1, ..., N, ∀x ≥ ui
µi
, P
(
Xi
µi
≤ x
)
= P
(
Si ≤ µix | Si > ui
)
= ψ(x) (3.1)
où la fonction de répartition normalisée ψ ne dépend pas du site i. Selon [112], en re-
marquant que i) ψ(ui/µi) = 0 et ii) ∀ε > 0, ψ(ui/µi + ε) > 0, alors le rapport ui/µi est
nécessairement la borne inférieure du support de la distribution ψ. En particulier, cette
borne ne devant pas dépendre de i, l’indice local µi est contraint à être proportionnel au
seuil ui. Sans perte de généralité, l’indice local est ainsi choisi égal au seuil : µi = ui.
Excès de seuil
Dans le cas des excès Zi, l’indice local peut prendre n’importe quelle forme. En effet,
l’hypothèse d’homogénéité régionale devient :
∀i = 1, ..., N, ∀x ≥ 0, P
(
Zi
µi
≤ x
)
= P
(
Si ≤ ui + µix | Si > ui
)
= ω(x) (3.2)
La spécification de µi n’est donc plus contrainte, car le support de la variable Zi/µi, R+,
ne dépend naturellement pas de i. Ainsi, l’indice local est plus flexible dans le cas d’une
modélisation des excès.
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De nombreuses études utilisent d’ailleurs un indice local empirique (issu des observations
de la variable Zi), le plus souvent la moyenne ou la médiane. Dans ce cas, nous avons
montré [131] qu’utiliser la moyenne représente un choix raisonnable pour se prémunir d’une
éventuelle hétérogénéité régionale et des effets de la dépendance entre les sites (se référer
à l’annexe E).
3.1.2.2 Implications sur la loi régionale
Dans ce paragraphe, les dépassements Xi sont supposés suivre une loi GPD (Generalized
Pareto Distribution, voir l’annexe A) : Xi ∼ GPD(ui, αi, ki), où αi et ki sont respective-
ment des paramètres d’échelle et de forme. Par définition, Zi ∼ GPD(0, αi, ki).
Dépassements de seuils
Dans le cas des dépassements, µi = ui et Xi/ui ∼ GPD (1, αi/ui, ki). Par hypothèse
d’homogénéité régionale :
∀i = 1, ..., N, X
i
ui
∼ GPD(1, γ, k), (3.3)
où le paramètre d’échelle régional γ vérifie γ = αi/ui, et le paramètre de forme est constant
dans la région : ki = k, ∀i = 1, ..., N .
Excès de seuil
Dans le cas des excès, si l’indice local est par exemple représenté par la moyenne théorique,
i.e. µi = E
(
Zi
)
= αi1−ki , alors l’hypothèse d’homogénéité régionale implique :
∀i = 1, ..., N, Z
i
µi
∼ GPD(0, 1− k, k) (3.4)
Le seul paramètre régional est le paramètre de forme k commun à chaque site.
Ainsi, la loi régionale est plus flexible si les dépassements sont modélisés (deux paramètres
régionaux, contre un seul dans le cas des excès). Cette flexibilité additionnelle est un
critère important, par exemple pour bien représenter les observations les plus extrêmes,
ou encore pour incorporer des covariables extérieures dans la loi régionale. Par ailleurs,
dans le cas d’une loi exponentielle (k = 0) pour les excès, la loi régionale n’a plus aucun
paramètre.
Conclusions
Au vu des implications sur l’indice local et sur la loi régionale, il est préférable de modéliser
les dépassements de seuils plutôt que les excès. Dans les sections suivantes, les seuils seront
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définis de telle sorte qu’en moyenne, λ dépassements sont observés chaque année en chaque
site. Ainsi, le niveau de retour T -ans du site i, xiT , sera solution de l’équation suivante
[110] :
P
(
Xi > xiT
)
= 1− Fi
(
xiT
)
= 1
λT
(3.5)
Enfin, par homogénéité régionale :
xiT = F−1i
(
1− 1
λT
)
= uiF−1r
(
1− 1
λT
)
(3.6)
3.1.3 Conclusions
Une approche POT pour les dépassements de seuils est ainsi préconisée dans ce manuscrit.
Cependant, ceci soulève plusieurs questions délicates, comme le choix du seuil au-delà
duquel les observations seront définies comme extrêmes, ou encore les critères de sépara-
tion permettant l’indépendance des événements physiques initiateurs des dépassements de
seuils. Les objets “tempêtes”, présentés dans la section suivante, offrent un cadre naturel
pour échantillonner les extrêmes dans le cadre d’une analyse régionale, tout en permettant
d’aborder ces questions.
3.2 Tempêtes
Les tempêtes définies dans cette section permettront de retracer la dynamique spatio-
temporelle des extrêmes maritimes générés par des phénomènes météorologiques à large
échelle. En définissant notamment le caractère extrême des observations à partir de dé-
passements d’un seuil élevé, les tempêtes s’inscrivent dans l’approche POT retenue dans
la section précédente. En plus d’échantillonner les observations extrêmes, les tempêtes
constitueront également les bases de la formation des régions homogènes (chapitre 4) et
de la modélisation de la dépendance régionale (chapitre 5).
3.2.1 Méthode d’extraction des tempêtes
Les tempêtes sont ici directement caractérisées à partir de la variable maritime d’intérêt
(c’est-à-dire, la hauteur significative de vague ou la surcote de pleine mer). Dans ce
manuscrit, les tempêtes sont définies comme des événements météorologiques générant
des extrêmes maritimes en au moins un site de la zone d’étude. En particulier, la
procédure utilisée pour les détecter revient à les définir comme des dépassements spatio-
temporellement cohérents d’un quantile élevé. [80, 97, 105] ont utilisé une approche simi-
laire pour détecter des tempêtes à partir d’observations de vitesses de vent.
En particulier, une tempête impacte un site si qp est dépassé, qp étant le quantile d’ordre
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p (où p est proche de 1) de la série temporelle initiale observée en ce site. Les tempêtes se
propageant dans l’espace et le temps, leur détection repose sur une procédure de declus-
tering spatio-temporel. L’idée principale consiste à supposer que les extrêmes voisins dans
l’espace et le temps sont générés par la même tempête. Plus particulièrement, deux ex-
trêmes sont des voisins spatio-temporels si les conditions suivantes sont simultanément
remplies :
• Ils sont survenus en moins de ∆ heures.
• Ils font mutuellement partie des η-plus proches voisins de l’autre.
Une description plus détaillée de cette procédure se trouve dans le paragraphe 2.1 de
l’article Formation of homogeneous regions for regional frequency analysis of extreme sig-
nificant wave heights (section 4.2.1.1 de ce manuscrit).
Trois paramètres sont ainsi requis pour détecter une tempête : p, définissant son impact
sur les sites, et (∆, η) qui sont reliés à sa propagation spatio-temporelle. En particulier,
la paramétrisation de ∆, liée au temps de propagation des extrêmes entre 2 sites voisins,
permet notamment de détecter des tempêtes successives impactant une même zone (comme
par exemple les tempêtes Martin et Lothar survenues entre le 26 et le 28 décembre 1999
dans le Golfe de Gascogne, ou encore la succession des nombreuses tempêtes ayant impacté
la Bretagne entre décembre 2013 et mars 2014). η, dont la paramétrisation dépend en
partie de la distance entre les sites, permet quant à lui de séparer les tempêtes provoquant
des extrêmes simultanément en différents endroits.
(p,∆, η) doivent être choisis de manière à refléter au mieux les dynamiques des tempêtes
étudiées. Par exemple, si p est trop élevé et que ∆ (ou η) est trop petit, il est probable
qu’un même événement physique soit séparé, à tort, en plusieurs tempêtes. À l’inverse,
si p est trop petit et que ∆ (ou η) est trop élevé, deux événements distincts peuvent être
regroupés à tort en une seule tempête.
Par ailleurs, les valeurs choisies de (p,∆, η) sont susceptibles de changer selon la variable
maritime étudiée. En effet, sa dynamique de propagation en plusieurs sites, la résolution
spatio-temporelle des observations disponibles, ou encore la présence de valeurs man-
quantes sont des facteurs pouvant influencer ce choix. Il est ainsi conseillé de mener une
étude de sensibilité pour choisir (p,∆, η), par exemple en s’assurant de reproduire cor-
rectement la dynamique des événements les plus intenses. Les tempêtes identifiées seront
d’ailleurs supposées indépendantes entre elles, renforçant ainsi l’importance du choix de
(p,∆, η).
3.2 TEMPÊTES 35
3.2.2 Tempêtes de hauteurs significatives de vagues
Les tempêtes sont ici définies comme des événements physiques générant des hauteurs
significatives de vagues extrêmes, en au moins un des 1847 sites de la figure 2.2.
3.2.2.1 Paramètres pour l’extraction des tempêtes
Les valeurs des paramètres (p,∆, η) nécessaires à l’extraction des tempêtes de Hs (et définis
dans la section précédente) sont choisies de façon à i) assurer la cohérence de la propagation
des tempêtes de la base de données (notamment les plus intenses, dont quelques-unes
des plus célèbres sont représentées dans le paragraphe 3.2.2.3 et ii) tenir compte de la
résolution spatio-temporelle des observations (données horaires et sites distants d’environ
une centaine de kilomètres au maximum).
Une analyse de sensibilité montre que l’extraction avec p = 0.99 peut regrouper différents
événements en une seule tempête. À l’inverse, p = 0.999 peut séparer un événement
en plusieurs tempêtes (en particulier quand son intensité n’est pas constante durant sa
propagation). Les tempêtes de Hs sont généralement détectées de façon plus satisfaisante
quand p = 0.995. Le quantile 0.995 a d’ailleurs été utilisé comme seuil par [90, 113] pour
estimer des hauteurs extrêmes de vagues par une approche POT. Plus généralement, les
valeurs (p = 0.995, ∆ = 2 h, η = 10), où (∆, η) sont respectivement reliés au temps de
propagation des vagues extrêmes entre 2 sites voisins et à la densité de la grille de la figure
2.2, permettent une représentation satisfaisante de la dynamique physique des tempêtes.
Cette configuration est donc retenue, menant à l’extraction de 5939 tempêtes de Hs.
Les seuils q0.995 de détection des tempêtes (quantiles d’ordre 0.995 des séries temporelles
horaires de hauteurs significatives de vagues) sont représentés en figure 3.1. Les quantiles
les plus faibles (situés à l’approche des côtes de la Manche et de la Mer du Nord) sont
compris entre 2 m et 6 m, alors que les plus élevés atteignent environ 14 m.
Afin d’illustrer la procédure d’extraction des tempêtes de Hs avec ces paramètres retenus,
la propagation de la tempête Daria du 24-26 janvier 1990 est montrée sur la figure 3.2.
3.2.2.2 Éléments descriptifs des tempêtes extraites
A partir des 5939 tempêtes de Hs extraites, une étude descriptive montre qu’il y a 192
tempêtes par an en moyenne dans la zone d’étude, avec un écart-type de 26 tempêtes
par an. La figure 3.3 représente l’évolution annuelle entre 1979 et 2009 du nombre de
tempêtes de Hs ayant impacté la zone d’étude. Par exemple, les années 1993 et 2003
ont été respectivement la plus et la moins tempétueuse pendant les 31 ans d’observation.
Notons par ailleurs la difficulté d’identifier une tendance dans cette évolution.
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Figure 3.1: Quantiles d’ordre 0.995 des séries temporelles horaires de Hs (m).
Figure 3.2: Propagation de la tempête Daria (24-26 janvier 1990) à pas de temps 5 heures.
Les points rouges indiquent les sites impactés (dépassements des quantiles
0.995 des séries horaires de Hs) et les points gris représentent l’empreinte de
la tempête.
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Figure 3.3: Nombre annuel de tempêtes de Hs dans la zone d’étude entre 1979 et 2009.
La figure 3.4 montre l’occurrence mensuelle des tempêtes de Hs. Celles-ci sont ainsi beau-
coup plus fréquentes en hiver qu’en été (89% des tempêtes se sont produites entre octobre
et mars inclus), avec notamment un pic durant janvier, mois durant lequel environ 20%
des tempêtes observées se sont produites.
Figure 3.4: Occurrence mensuelle (en proportion) des tempêtes de Hs entre 1979 et 2009.
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Concernant l’extension spatiale des tempêtes de Hs, une tempête impacte en moyenne 38
sites sur les 1847 de la base de données (avec un écart-type de 104 sites). Davantage de
précisions seront fournies dans le chapitre 4, où les régions homogènes seront notamment
formées en se basant sur les empreintes typiques des tempêtes.
Par ailleurs, il est possible de récupérer des informations sur la dynamique locale des
extrêmes, par exemple en considérant les durées des tempêtes à l’échelle d’un site. Ainsi,
une tempête de Hs dure en moyenne 12.5 h en un site quelconque de la zone d’étude, avec
un écart-type de 10.3 h. La figure 3.5 met en évidence des disparités spatiales dans ces
durées, avec notamment un gradient Nord-Sud assez marqué. Bien que la zone étudiée
soit ici différente, ces résultats sont comparables avec ceux de [11], où les conditions de
tempêtes de vagues analysées à Marseille ont une durée moyenne d’environ 15 h.
Figure 3.5: Durée moyenne locale d’une tempête de Hs (heures).
3.2.2.3 Exemples de tempêtes de hauteurs significatives de vagues
La figure 3.6 représente quelques-unes des tempêtes de Hs les plus célèbres survenues
durant la période 1979-2009, en plus de la tempête Daria de la figure 3.2. Elle montre
les empreintes des tempêtes du 15-16 octobre 1987, de la tempête New Year’s day Storm
(31 décembre 1991 - 1 janvier 1992), des tempêtes Lothar (26 décembre 1999), Martin (27
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décembre 1999), Kyrill (17-23 janvier 2007), Johanna (10 mars 2008), Klaus (23-24 janvier
2009) et Quentin (8-13 février 2009). Notons que la méthode d’extraction des tempêtes de
Hs, pour les valeurs retenues de (p,∆, η), permet de séparer les tempêtes Lothar et Martin
qui sont survenues dans la même zone en moins de 36 h d’intervalle.
Figure 3.6: Exemples d’empreintes de tempêtes de Hs : a) 15-16 octobre 1987, b) New
Year’s day Storm (31 décembre 1991 - 1 janvier 1992), c) Lothar (26 décembre
1999), d) Martin (27 décembre 1999), e) Kyrill (17-23 janvier 2007), f) Johanna
(10 mars 2008), g) Klaus (23-24 janvier 2009) et h) Quentin (8-13 février 2009).
Les points rouges représentent les sites impactés.
3.2.3 Tempêtes de surcotes de pleine mer
Les tempêtes sont ici définies comme des événements météorologiques générant des surcotes
de pleine mer extrêmes, en au moins un des 67 sites d’observation de la figure 2.7.
3.2.3.1 Paramètres pour l’extraction des tempêtes
Les valeurs des paramètres (p,∆, η) pour extraire les tempêtes de surcotes de pleine mer
sont choisies selon des arguments similaires à ceux des tempêtes de hauteurs significatives
de vagues. A la différence de celles-ci, i) la propagation de l’onde de marée doit être prise
en compte pour représenter la propagation des tempêtes de surcotes de pleine mer, ii)
les observations sont cette fois échantillonnées au pas de temps de 12.4 h environ, iii) il
existe des valeurs manquantes et iv) les sites voisins sont relativement plus éloignés et
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situés uniquement le long des côtes. Pour ces raisons, les valeurs de (∆, η) doivent être
plus élevées que celles des tempêtes de hauteurs significatives de vagues. En particulier,
la configuration (p = 0.995, ∆ = 24 h, η = 14) permet une représentation satisfaisante de
la dynamique physique des tempêtes les plus intenses observées dans la base de données.
Elle est donc retenue, et 1706 tempêtes de surcotes de pleine mer sont extraites.
Les seuils q0.995 de détection des tempêtes (quantiles d’ordre 0.995 des séries temporelles
de surcotes de pleine mer), représentés en figure 3.7, sont compris entre 0.23 m et 0.88 m.
Figure 3.7: Quantiles d’ordre 0.995 des séries temporelles de surcotes de pleine mer (m).
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3.2.3.2 Éléments descriptifs des tempêtes extraites
Les résultats et analyses de ce paragraphe sont à tempérer, du fait que i) les périodes
d’observation des sites ne sont pas identiques et ii) il existe des valeurs manquantes (no-
tamment lors des tempêtes). L’étude descriptive des tempêtes de surcotes de pleine mer
est donc plus succincte que celle des tempêtes de hauteurs significatives de vagues.
Les 1706 tempêtes de surcotes de pleine mer extraites sur la période 1846-2011 correspon-
dent ainsi à une occurrence d’environ 10 tempêtes par an en moyenne dans la zone d’étude.
Cependant, ce chiffre s’élève à 24 tempêtes par an en moyenne si l’on considère la période
1970-2011. En effet, la figure 3.8 représente l’évolution annuelle entre 1846 et 2011 du
nombre de tempêtes ayant impacté la zone d’étude. Le peu de tempêtes de surcotes de
pleine mer recensées durant le XIXème siècle est dû au fait que seuls les marégraphes de
Brest et de Saint-Servan étaient fonctionnels pendant cette période. L’augmentation du
nombre de tempêtes dans les années 1960 correspond à la mise en service de la plupart
des marégraphes ; depuis, aucune tendance ne semble s’être significativement dégagée.
Figure 3.8: Nombre annuel de tempêtes de surcotes de pleine mer dans la zone d’étude
entre 1846 et 2011.
Concernant l’occurrence mensuelle des tempêtes de surcotes de pleine mer, elles sont beau-
coup plus fréquentes en hiver qu’en été (88% des tempêtes se sont produites entre octobre
et mars inclus), avec un pic durant décembre et janvier (figure 3.9). La répartition mensu-
elle de ces tempêtes est fortement similaire à celles des tempêtes de hauteurs significatives
de vagues (figure 3.4).
À l’échelle d’un site, une tempête de surcotes de pleine mer dure en moyenne 1.28 cycles
de pleine mer, soit environ 16 h (écart-type de 0.65 cycles de pleine mer, soit environ 8 h).
La figure 3.10 met en évidence des disparités spatiales dans ces durées, avec notamment
des valeurs plus faibles sur la façade de la Mer du Nord que sur le Golfe de Gascogne.
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Figure 3.9: Occurrence mensuelle (en proportion) des tempêtes de surcotes de pleine mer
entre 1846 et 2011.
Figure 3.10: Durée moyenne locale d’une tempête de surcotes de pleine mer (en cycles de
pleine mer).
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3.2.3.3 Exemples de tempêtes de surcotes de pleine mer
La figure 3.11 représente quelques-unes des tempêtes de surcotes de pleine mer observées
les plus intenses durant la période 1846-2011 : les tempêtes du 31 janvier - 1 février
1953, du 15-16 octobre 1987, Martin (27 décembre 1999) et Xynthia (27-28 février 2010).
Ici encore, ces empreintes sont à relativiser : par exemple, pendant la tempête Martin,
de nombreux marégraphes de la façade Atlantique n’étaient pas opérationnels, expliquant
ainsi que seuls les sites de Bayonne et du Verdon apparaissent comme impactés ; de même,
pendant la tempête Xynthia, le marégraphe des Sables d’Olonne n’était pas fonctionnel.
3.3 Sur la détermination de l’indice local
L’indice local représente les spécificités d’un site par rapport aux caractéristiques régionales
communes à tous les sites d’une région homogène. Un résultat de la section 3.1 est que
l’indice local du site i est le seuil ui au-delà duquel les observations seront modélisées par
analyse régionale. La détermination de l’indice local est ainsi équivalente à la sélection de
ce seuil.
3.3.1 Constitution des échantillons pour l’analyse statistique
La méthode d’échantillonnage des extrêmes proposée dans ce manuscrit peut être vue
comme une extension régionale de l’approche POT traditionnelle (à l’échelle d’un site
quelconque). Dans le cadre des méthodes POT, [11] recommandent l’utilisation d’une
approche “double seuil” pour traiter les données environnementales, généralement auto-
corrélées. Le principe est de séparer les considérations physiques du phénomène étudié
de l’analyse purement statistique des extrêmes. Plus précisément, les deux étapes impor-
tantes sont : i) l’identification d’événements indépendants, à partir d’un premier seuil dit
“physique”, où la variable étudiée est nettement en dehors de son régime moyen et ii) à
partir de ces événements, déterminer un second seuil dit “statistique” qui conduit à une
estimation convenable des quantiles extrêmes.
Dans ce manuscrit, la première étape correspond à l’identification des tempêtes, notam-
ment à travers les seuils physiques qp. Ces tempêtes sont, de par la nature de la méth-
ode d’extraction, supposées indépendantes. À ce propos, l’approche POT traditionnelle
considère usuellement que deux événements de tempête sont indépendants si une durée
minimale les sépare dans le temps. Ici, ce paramètre additionnel n’est pas requis, étant
donné que ∆ suffit à obtenir des tempêtes indépendantes à l’échelle du site.
Pour effectuer une analyse statistique (qu’elle soit locale ou régionale), les observations
d’un site i quelconque de la zone d’étude doivent être indépendantes. Bien que les tem-
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Figure 3.11: Empreintes de tempêtes de surcotes de pleine mer : a) 31 janvier - 1 février
1953, b) 15-16 octobre 1987, c) Martin (27 décembre 1999) et d) Xynthia
(27-28 février 2010). Les points rouges représentent les sites impactés.
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pêtes identifiées soient supposées indépendantes, une tempête s peut durer suffisamment
longtemps au site i pour générer plusieurs extrêmes consécutifs, donc dépendants. Dans ce
cas, en s’inspirant de l’approche POT pour une analyse statistique locale, seule la valeur
maximale W is générée par la tempête s est retenue, ce qui permet de se ramener à des
données indépendantes.
La deuxième étape de l’approche “double seuil” consiste à se focaliser sur l’analyse statis-
tique des extrêmes, notamment en considérant les tempêtes les plus intenses. Ainsi, de
nouveaux seuils u, plus élevés que les seuils physiques qp, sont déterminés de telle façon
que λ tempêtes par an en moyenne soient observées en chaque site [77]. En particulier,
si di années d’observations sont disponibles au site i, les ni = λdi valeurs les plus élevées
de W is sont conservées dans le ni-échantillon Xi final. Le seuil statistique ui, dépassé en
moyenne λ fois par an, est alors défini comme l’observation minimale de Xi (moins une
quantité infinitésimale). Les tempêtes sont ensuite redéfinies statistiquement : si le site i
était impacté par la tempête s, il ne le reste que si et seulement si ui a été dépassé du-
rant cette tempête. La question du choix de λ est spécifiquement étudiée dans la section
suivante.
Enfin, un avantage de l’approche “double seuil” est la possibilité d’utiliser des valeurs
relativement petites de λ (impliquant des seuils élevés), sans pour autant éventuellement
découper le signal d’une tempête, le premier seuil physique ayant préalablement identifié
celui-ci.
3.3.2 Choix de λ
Pour le site i, le seuil statistique ui correspond à une occurrence annuelle moyenne λ des
tempêtes. Ainsi, la détermination de l’indice local est équivalente à la sélection de λ.
La littérature scientifique apporte plusieurs éléments de réflexion quant au choix du seuil
dans le cadre d’une approche POT, sans toutefois fournir une réponse universelle. Ce
choix est souvent le résultat d’un compromis biais/variance des estimations des quantiles
extrêmes. En effet, en augmentant le seuil, la variabilité des estimations s’accroît, car
moins de données sont utilisées pour ajuster la loi GPD ; cependant, le biais se réduit
car le domaine de validité de la GPD est plus susceptible d’être atteint. À l’inverse, en
diminuant le seuil, l’hypothèse d’une loi GPD pour les dépassements correspondants étant
moins plausible, les estimations peuvent être plus biaisées, même si la variabilité se réduit.
Ainsi, plusieurs outils ont été développés pour déterminer un seuil au-delà duquel la loi
GPD est une hypothèse convenable, comme par exemple le mean excess plot, ou encore la
recherche d’une zone de stabilité des paramètres estimés de la GPD [22]. En raisonnant en
termes d’occurrence annuelle moyenne λ des extrêmes, [87] conseillent, pour une analyse
statistique locale menée dans le cadre des aléas maritimes, d’utiliser des valeurs λ comprises
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entre 2 et 5, représentant selon eux un compromis biais/variance acceptable.
Ces considérations sont valables pour une analyse statistique locale des extrêmes, où
généralement la durée d’observation est trop faible pour se permettre d’utiliser des valeurs
λ trop petites (ce qui conduirait à des échantillons de trop petite taille pour estimer con-
venablement la loi GPD). Cependant, dans le cas d’une analyse régionale, [10] ont utilisé
λ = 1. Ce choix est justifié par le fait qu’en regroupant les données de plusieurs sites, il
devient possible de se focaliser sur les observations les plus extrêmes, sans pour autant
obtenir une forte variabilité dans les estimations finales.
Par ailleurs, pour une analyse régionale, la durée effective régionale Deff devient également
un critère à prendre en compte pour le choix de λ. En effet, un intérêt de l’analyse régionale
est de substituer les durées locales d’observation par une durée effective régionale plus
importante, pour réduire les incertitudes sur les extrêmes estimés. Ainsi, si Deff varie
avec λ, λ devrait être choisi de façon à correspondre à une durée effective régionale Deff
maximale.
Dans ce manuscrit, λ est déterminé à partir par une analyse de sensibilité des résultats
issus de différentes analyses régionales sur les observations de surcotes de pleine mer de 29
sites situés dans la zone Golfe de Gascogne et Manche (figure 3.12, ce qui correspondra à
la région 1 obtenue dans le chapitre 4). En particulier, λ est choisi pour garantir à la fois
une estimation stable de la loi GPD régionale et une durée effective régionale suffisante.
La méthode du pooling, décrite dans le chapitre 1, est ici utilisée. En faisant varier
l’occurrence annuelle moyenne λ des extrêmes entre 0.25 et 7, un nouvel échantillon ré-
gional est obtenu en regroupant les observations normalisées par les seuils locaux cor-
respondant à λ. Notamment, pour une valeur fixée de λ, les seuils locaux ne sont pas
déterminés en extrayant les tempêtes de surcotes de pleine mer selon la méthode de la
section 3.3.1, pour des raisons de temps de calcul, mais en utilisant une procédure sim-
ilaire à celle utilisée par [6, 10] : les seuils sont déterminés indépendamment d’un site à
l’autre, en imposant une durée minimale de 72 h entre 2 événements de tempête en chaque
site. Un filtre spatial est ensuite appliqué sur les extrêmes normalisés par ces seuils, en ne
retenant que l’observation normalisée maximale parmi celles apparues en moins de 72 h
dans la région. L’échantillon régional est constitué de ces observations normalisées maxi-
males. Une loi régionale GPD(1, γ, k) est ensuite estimée par maximum de vraisemblance
à partir de l’échantillon régional (équation 3.3). Les durées effectives régionales Deff cor-
respondantes à chacun des échantillons régionaux paramétrés par λ sont estimées avec la
formule Deff = n/λ, issue du modèle de dépendance développé dans le chapitre 5, où n est
le nombre de tempêtes de surcotes de pleine mer observées dans la région.
La figure 3.13 montre l’évolution du paramètre de forme k de la loi GPD régionale, en
fonction de λ. Ces estimations semblent instables pour les valeurs λ > 4. Ceci peut
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Figure 3.12: Localisation des 29 sites (surcotes de pleine mer) illustrant le choix de λ.
refléter un biais dû à l’utilisation de trop d’observations non suffisamment extrêmes, ce
qui remettrait en cause la validité de la loi GPD. À l’inverse, les incertitudes deviennent
élevées pour λ < 1. Concernant la surcote de pleine mer millénale locale moyenne, les
estimations sont instables jusqu’à λ > 1, et les incertitudes augmentent si λ < 1. La
valeur λ = 1 semble représenter le meilleur compromis biais-variance.
La figure 3.14 montre l’évolution de la durée effective régionale Deff, en fonction de λ. Deff
semble aussi diminuer quand λ augmente. Par exemple, si λ = 5, Deff = 325 ans, si λ = 1,
Deff = 451 ans et si λ = 0.25, Deff = 556 ans. Ceci peut s’expliquer par le fait que quand
λ augmente (autrement dit, quand les seuils diminuent), la redondance de l’information
régionale augmente, les tempêtes de surcotes de pleine mer ayant notamment tendance
à impacter davantage de sites. Cela se confirme en étudiant l’évolution du pourcentage
de réduction de la taille de l’échantillon régional (dont la taille correspond au nombre de
tempêtes observées) après application du filtre spatial sur 3 jours, qui augmente avec λ.
Par exemple, l’échantillon régional est réduit d’environ 68% pour λ = 5, contre 55% pour
λ = 1, et 45% pour λ = 0.25, après filtrage de la dépendance spatiale.
Le choix de λ repose donc sur un compromis entre une estimation fiable de la loi régionale
sans trop d’incertitudes (correspondant ainsi des valeurs de λ plutôt élevées) et une durée
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Figure 3.13: Estimation du paramètre de forme de la loi GPD régionale en fonction de λ
(gauche) et estimation de la surcote de pleine mer millénale locale moyenne
en fonction de λ (droite). Les intervalles de confiance à 95% correspondants
sont obtenus par la delta-méthode.
Figure 3.14: Estimation de la durée effective régionale en fonction de λ (gauche) et pour-
centage de réduction de la taille de l’échantillon régional après application du
filtre spatial en fonction de λ (droite).
effective régionale associée suffisante (correspondant à des valeurs de λ plutôt faibles). La
valeur λ = 1 semble représenter le meilleur compromis. Les arguments de [10] sur le choix
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λ = 1 sont ici vérifiés : l’analyse régionale permet de se concentrer sur la partie haute de
la distribution, autorisant ainsi des valeurs de λ plus petites que pour des analyses locales,
sans pour autant y associer trop d’incertitudes sur les estimations. La valeur λ = 1 est
donc retenue dans ce manuscrit pour définir les seuils statistiques (et donc les indices
locaux).
Le choix λ = 1 pourrait laisser supposer que les résultats obtenus seront sensiblement
similaires à ceux issus d’un échantillonnage par maxima annuels. Cependant, le cadre
des tempêtes permet de représenter la simultanéité des extrêmes à l’échelle de l’événement
météorologique, et non à l’échelle de l’année, conduisant à des résultats plus physiquement
interprétables.
Par ailleurs, dans le chapitre 5, la durée effective régionale de ces 29 sites sera estimée à 517
ans, contre 451 ici (pour λ = 1). Cette différence est due à la méthode utilisée pour extraire
les tempêtes de surcotes de pleine mer. En effet, le filtre spatial de ce paragraphe extrait
451 tempêtes, contre 517 avec la méthode présentée dans la section 3.2. En particulier,
le filtre spatial ne permet pas de distinguer plusieurs tempêtes survenant simultanément
en différents endroits de la région, alors que la nouvelle méthode d’extraction permet de
prendre naturellement en compte ce cas.
3.3.3 Indices locaux des hauteurs significatives de vagues
La figure 3.15 contient, pour les sites d’observation de hauteurs significatives de vagues,
les indices locaux correspondant aux seuils dépassés en moyenne λ = 1 fois par an, selon
la procédure décrite en section 3.3.1. Les valeurs s’échelonnent entre 3.26 m et 16.84 m.
3.3.4 Indices locaux des surcotes de pleine mer
La figure 3.16 contient, pour les sites d’observation de surcotes de pleine mer, les indices
locaux correspondant aux seuils dépassés en moyenne λ = 1 fois par an, selon la procédure
décrite en section 3.3.1. Les valeurs s’échelonnent entre 0.26 m et 1.10 m.
3.4 Sur la répartition spatiale des indices locaux
Le modèle de l’indice maritime (chapitre 1) implique une forme de distribution commune
à tous les sites d’une région homogène. Seul l’indice local, supposé capter les spécificités
propres à chaque site, permet de distinguer un site d’un autre de la région, en ayant une
incidence sur la distribution locale des extrêmes. Dans le cadre des aléas maritimes, ces
spécificités locales peuvent intervenir sous plusieurs formes. Par exemple, la bathymétrie
(profondeur d’eau), la présence de vents locaux, ou encore l’exposition du site par rap-
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Figure 3.15: Hauteurs significatives de vagues - indices locaux (seuils dépassés en moyenne
λ = 1 fois par an) en mètres.
port aux tempêtes sont des effets locaux pouvant amplifier ou atténuer certains effets
régionaux (comme l’intensité des tempêtes). Ainsi, cette section étudie l’existence de
facteurs physiques pouvant expliquer la répartition spatiale des indices locaux.
3.4.1 Hauteurs significatives de vagues
La structure spatiale observée dans la figure 3.15, cohérente et plutôt lisse, semble indiquer
que les indices locaux sont sous l’influence de tendances spatiales.
En particulier, la partie nord-centrale de la zone d’étude contient les indices les plus élevés.
Cette zone, ouverte à un fetch (distance en mer sur laquelle le vent souﬄe sans rencontrer
d’obstacles) important orienté dans le sens des vents dominants (ouest et sud-ouest), est
en effet propice à l’amplification des hauteurs des vagues.
Par ailleurs, l’effet de la bathymétrie (figure 2.4) sur les indices locaux se ressent princi-
palement en zone côtière, où la diminution de la profondeur d’eau à l’approche des côtes
entraîne généralement une atténuation des hauteurs significatives de vagues. Cependant,
en zone océanique, il paraît difficile d’établir une relation directe entre la bathymétrie et
les indices locaux : en effet, les zones de similarité de ces indices peuvent se situer dans
des secteurs à bathymétrie très variable.
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Figure 3.16: Surcotes de pleine mer - indices locaux (seuils dépassés en moyenne λ = 1
fois par an) en mètres.
3.4.2 Surcotes de pleine mer
Plusieurs facteurs peuvent expliquer la répartition spatiale des indices observés sur la figure
3.16. Notamment, ceux amplifiant localement les surcotes sont i) une grande largeur du
plateau continental (prolongement du continent sous la surface de la mer, représenté dans
la figure 3.17) qui implique une faible profondeur d’eau, ii) une exposition défavorable par
rapport aux vents dominants, iii) la forme du trait de côte local, comme la courbure du
littoral, ou une configuration en forme de baie ou d’entonnoir et iv) d’éventuels effets de
la force de Coriolis (dans l’hémisphère Nord, les surcotes générées par une tempête ont
tendance à être plus intenses à droite de sa trajectoire).
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Figure 3.17: Reliefs sous-marins en Golfe de Gascogne et Manche (Ifremer).
Ainsi, les faibles indices observés sur le littoral sud du Golfe de Gascogne (de La Corogne
à Bayonne) semblent liés à la faible largeur du plateau continental devant ces côtes. Par
ailleurs, la direction dominante des vents, probablement sud-ouest, signifierait que ces sites
sont généralement peu exposés lors des tempêtes provenant de ce secteur, réduisant ainsi
l’intensité des surcotes générées.
Les indices plus importants entre Arcachon et Concarneau semblent également liés à la
présence du plateau continental et à sa largeur variable, qui augmente du sud au nord (et
dont la largeur maximale pourrait se situer devant Saint-Nazaire), ainsi qu’à son orienta-
tion face aux vents dominants de sud-ouest. Notamment, la tempête Xynthia du 27-28
février 2010 a eu un impact maximal dans la zone entre La Rochelle et Saint-Nazaire, ce
qui est peut-être dû à la courbure de ce secteur, conjuguée à sa pleine exposition aux flux
de sud-ouest.
En Manche-Ouest, l’exposition des sites par rapport aux vents dominants de sud-ouest à
ouest, ainsi que les faibles profondeurs, pourraient expliquer les indices relativement faibles,
. Par ailleurs, en Manche-Est, la force de Coriolis peut justifier des indices plus élevés sur
le littoral français que sur le littoral anglais. De plus, l’effet d’entonnoir à l’approche
du Pas de Calais peut favoriser l’accumulation des eaux océaniques et donc produire des
surcotes importantes, ce qui peut expliquer les valeurs plus élevées en Manche-Est qu’en
Manche-Ouest.
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En Mer du Nord, les surcotes importantes sont souvent liées à des vents de secteur nord-
ouest plutôt que sud-ouest. Ainsi, la distance des sites par rapport à l’entrée nord de la
Mer du Nord pourrait jouer un rôle dans la répartition des indices. Ainsi, les surcotes
s’amplifieraient davantage en se propageant vers le sud de la zone, ce qui peut expliquer
que les indices soient plus élevés au sud qu’au nord du littoral de la Mer du Nord. Par
ailleurs, de même qu’en Manche, l’effet de la force de Coriolis peut se ressentir dans la
répartition spatiale des indices en Mer du Nord.
En Mer d’Irlande, les forts indices observés peuvent être expliqués par la grande largeur du
plateau continental, ainsi que la configuration en baie de la zone, propices à l’amplification
des surcotes. Par ailleurs, dans le Canal de Bristol, les indices augmentent en se rap-
prochant de l’estuaire de la Severn (Newport, Avonmouth), probablement à cause de
l’effet entonnoir de la zone.
Par ailleurs, bien que les marégraphes de Saint-Malo et de Saint-Servan soient très proches
(environ 800 m), leurs indices locaux sont sensiblement différents (0.58 m pour Saint-Malo,
0.75 m pour Saint-Servan). Voici deux explications possibles :
• Les séries ont été observées sur des périodes différentes (1986-2010 pour Saint-Malo
et 1874-1944 pour Saint-Servan). L’indice local plus élevé à Saint-Servan pourrait
laisser croire que les conditions de tempêtes ont été plus intenses entre la fin du
19ème siècle et le début du 20ème siècle qu’à la fin du 20ème siècle.
• Le marégraphe de Saint-Servan est situé sur l’embouchure de la Rance. Ceci peut être
propice à l’apparition de phénomènes locaux (comme une interaction entre marée et
surcote) pouvant expliquer ces différences.
Bien que purement descriptives, ces remarques pourraient constituer la base d’un modèle
prédictif de l’indice local, par exemple à travers un indicateur local mêlant bathymétrie,
convexité du littoral (en schématisant le trait de côte) et exposition par rapport aux vents
dominants. Un tel modèle pourrait, par exemple, servir à prédire l’indice local en des
endroits dépourvus d’observations.
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Chapitre 4
Formation de régions homogènes
Ce chapitre explore l’hypothèse cruciale d’homogénéité régionale dans le cadre du modèle
de l’indice maritime. Les points essentiels sont les suivants :
• À notre connaissance, aucune méthode spécifique aux aléas maritimes n’a été à ce
jour formalisée dans la littérature. L’homogénéité y est surtout caractérisée de façon
statistique, ce qui peut nuire à l’interprétation des régions obtenues. Il est ainsi
suggéré d’identifier d’abord des régions potentiellement homogènes par un critère
physique, avant de tester leur homogénéité statistique.
• Les régions homogènes sont formées via l’identification des empreintes typiques des
tempêtes générant les extrêmes maritimes. Les régions obtenues sont facilement in-
terprétables : les sites d’une région donnée ont tendance à être impactés par une
même tempête, et toute tempête impactant une région a tendance à rester incluse
dans celle-ci. L’algorithme, basé sur la classification des sites à partir d’un critère
de propagation des tempêtes, ne requiert que l’instant d’occurrence des extrêmes ob-
servés pour reconstruire les tempêtes. Il permet d’aboutir à des régions physiquement
homogènes, dont l’homogénéité statistique sera vérifiée.
• L’homogénéité statistique des régions obtenues est validée avec le test H [59] : la
dispersion observée des L-moments empiriques est comparée avec celle attendue pour
une région théoriquement homogène, par le biais de simulations Monte Carlo. Ces
dernières étant basées sur la flexible loi Kappa, la procédure peut être vue comme
indépendante de la spécification de la loi régionale. Il est donc possible de séparer
l’étape de formation de régions homogènes de celle de la sélection d’une loi régionale
adaptée (chapitre 6).
• Pour les hauteurs significatives d’états de mer, 6 régions homogènes sont obtenues :
Atlantique Sud, Atlantique Nord, Mer du Nord, Manche et ses approches, Golfe de
Gascogne Nord et Golfe de Gascogne Sud.
• Pour les surcotes de pleine mer, 5 régions homogènes sont obtenues : Golfe de
Gascogne et Manche, Mer du Nord, Royaume-Uni Nord, Mer d’Irlande et Canal de
Bristol.
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La condition d’homogénéité régionale de l’équation (1.1) est l’hypothèse fondamentale du
modèle de l’indice maritime. Afin de la satisfaire au mieux, les sites doivent être regroupés
dans des régions homogènes. Il s’agit là, à l’évidence, d’une étape cruciale de l’analyse
régionale, car cela définit la façon d’exploiter l’information régionale et conditionne les
résultats finaux.
Dans ce chapitre, une méthode spécifique aux aléas maritimes extrêmes est proposée pour
identifier des régions homogènes. L’homogénéité y est notamment caractérisée sur des
bases physiques et statistiques, à partir des événements initiateurs des extrêmes observés,
les tempêtes.
4.1 Homogénéité statistique
L’équation (1.1) reflète l’homogénéité statistique, en traduisant le fait que la distribution
des extrêmes normalisés est identique en n’importe quel site d’une région homogène. Afin
de tester l’homogénéité d’une région donnée, une procédure parmi les plus répandues dans
la littérature se trouve dans les travaux de [59]. Elle se base sur le principe que les
rapports des L-moments (annexe B) sont théoriquement identiques en chaque site d’une
région homogène.
Une autre approche serait de tester directement les relations entre paramètres induites par
la spécification de la loi régionale Fr. Par exemple, si l’on suppose, comme dans l’équation
(3.3), que la distribution régionale est la loi GPD(1, γ, k), il serait par exemple possible de
tester l’hypothèse que le paramètre de forme des lois locales est constant dans la région.
Cependant, cette approche suppose de spécifier a priori Fr, à l’inverse de la procédure
de [59]. Cette dernière est donc retenue dans ce manuscrit, car elle possède l’avantage
de caractériser l’homogénéité statistique des régions indépendamment du choix de la loi
régionale Fr.
4.1.1 Test de discordance locale d’Hosking et Wallis
Ce test a pour but de détecter les sites discordants par rapport aux autres, à l’intérieur
d’une région donnée. La discordance d’un site peut survenir dans plusieurs cas : elle peut
être une indication de la non-fiabilité des données (erreurs de mesure/changement dans
la manière d’enregistrer les données), de la présence d’observations exceptionnelles (par
exemple, une tempête extrême qui n’a été mesurée qu’en un seul site peut impliquer une
discordance locale, mais elle peut aussi représenter un horsain dont la modélisation par
analyse régionale serait légitime), ou bien d’un changement dans le processus physique
générant les observations. Le site discordant peut être déplacé dans une autre région si
cela peut se justifier, ou bien être enlevé de l’échantillon.
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La discordance est ici mesurée en termes des L-moments : les sites dont les L-moments
sont significativement différents des L-moments régionaux sont déclarés discordants. Soit
wi =
(
ti, ti3, t
i
4
)
les trois premiers rapports empiriques des L-moments observés au site i.
Le degré de discordance de i est calculé via :
Di =
1
3 (wi − w¯)
>
S−1 (wi − w¯) (4.1)
où w¯ = 1N
N∑
i=1
wi et S =
N∑
i=1
(wi − w¯)(wi − w¯)T .
D’après [59], pour N > 15, le site i est déclaré discordant avec un niveau de risque 10%
si Di > 3. Quand N < 15, [59] fournit la table des valeurs critiques pour Di. Si N 6 4,
alors Di n’est pas informative. En effet, S est singulière pour N 6 3; si N = 4, alors
Di = 1, ∀i = 1, ..., N . Ce test de discordance locale est une modification du test de Wilks
pour la détection d’horsains [133], supposant notamment que les wi sont des réalisations
i.i.d. d’une loi normale multivariée.
4.1.2 Test d’homogénéité régionale d’Hosking et Wallis
En complément de la discordance locale, le degré d’hétérogénéité statistique de la région
entière doit être évalué. Un moyen possible consiste à remarquer que, dans une région
homogène, tous les sites ont les mêmes L-moments théoriques, et leurs L-moments em-
piriques diffèrent seulement à cause de la variabilité d’échantillonnage. La procédure qui
suit permet, à partir de simulations Monte-Carlo, de comparer la dispersion observée des
L-moments empiriques avec celle attendue dans une région homogène. Ces simulations
sont basées sur la loi Kappa à 4 paramètres, dont la fonction de répartition est :
F (x) =
[
1− h
{
1− kx− ξ
α
}1/k]1/h
, (4.2)
où ξ est le paramètre de localisation et α d’échelle, k et h étant deux paramètres de
forme. Cette distribution est suffisamment flexible pour approcher la plupart des situations
observées en sciences environnementales. Elle inclut comme cas particuliers les lois GEV
(h = 0), GPD (h = 1) et GLO (Generalized Logistic, h = −1).
Soit ti le coefficient de L-variation (L-CV) empirique du site i. On définit le L-CV régional
empirique comme la moyenne pondérée des L-CV locaux empiriques :
t =
N∑
i=1
nit
i
N∑
i=1
ni
(4.3)
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où ni est la taille de l’échantillon du site i. La dispersion observée des L-CV dans la région
est calculée avec :
V =

N∑
i=1
ni
(
ti − t)2
N∑
i=1
ni

1/2
(4.4)
Plusieurs régions homogènes sont simulées (avec indépendance sérielle et spatiale) selon
une loi Kappa dont les paramètres sont estimés par la méthode des L-moments, à partir
des L-moments régionaux empiriques. Pour chacune de ces régions synthétiques, V est
calculée à partir de l’équation (4.4). Soient µV et σV la moyenne et l’écart-type de ces
valeurs simulées de V . La mesure d’hétérogénéité régionale H est définie par :
H = V − µV
σV
(4.5)
Une valeur élevée de H est le signe d’une possible hétérogénéité : la dispersion observée
des L-CV est plus forte que celle attendue dans une région homogène. [59] suggèrent que
la région peut être considérée comme acceptablement homogène si H < 1, possiblement
hétérogène si 1 6 H 6 2 et définitivement hétérogène si H > 2.
Selon [60], cette procédure ne doit pas être vue comme un test statistique formel. En
effet, cela ne serait le cas que sous les hypothèses i) d’homogénéité de la région d’étude,
ii) d’indépendance sérielle et spatiale entre les sites et iii) de la loi Kappa comme vraie
distribution, et, dans ce cas, H ∼ N(0, 1). Ainsi, H > 1.28 représenterait la zone de rejet
de l’homogénéité régionale, pour un seuil de risque à 10%. Cependant, ces hypothèses
étant trop strictes, le critère arbitraire H > 1 est plutôt retenu comme zone à partir de
laquelle il peut être avantageux de redéfinir les régions (dans ce cas, plusieurs opérations
sont possibles pour tenter d’homogénéiser ces régions : déplacement ou enlèvement de
sites, regroupement ou subdivision de régions, etc.)
Par ailleurs, des valeurs négatives de H peuvent refléter la présence de corrélation positive
entre les sites [60]. En effet, des observations corrélées entraînent une dispersion des L-CV
moindre par rapport à celle d’une région homogène avec indépendance entre les sites. [17]
ont d’ailleurs mis en évidence que la présence de corrélation entre les sites diminuait la
puissance de H, ce qui augmente donc la probabilité de déclarer homogène une région qui
ne l’est pas.
[60] ont montré que la statistique H est performante pour détecter l’hétérogénéité dans
les grandes régions, mais qu’elle peut avoir tendance à donner de fausses indications
d’homogénéité pour les petites régions. De plus, même si une région montre quelques
traces d’hétérogénéité, les auteurs ont montré que les estimations issues d’une analyse ré-
gionale demeurent plus fiables que ceux d’une analyse locale. Par ailleurs, en comparant les
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performances de plusieurs tests d’homogénéité régionale, [128] recommandent l’utilisation
de H pour des régions où l’asymétrie est faible ou moyenne ; cependant, si l’asymétrie
régionale est élevée, une version bootstrap du test d’Anderson-Darling, plus puissante que
la statistique H dans ce cas, est conseillée.
L’hétérogénéité mesurée à travers H ne repose que sur la dispersion des échantillons (L-
CV). Afin de prendre en compte des L-moments d’ordre supérieur à 2, [59] ont proposé
des variantes basées à la fois sur i) le L-CV et le L-skewness et ii) le L-skewness et le
L-kurtosis. Dans l’équation (4.4), V est respectivement remplacé par :
V2 =
N∑
i=1
ni
[(
ti − t
)2
+
(
ti3 − t3
)2]1/2/ N∑
i=1
ni (4.6)
et
V3 =
N∑
i=1
ni
[(
ti3 − t3
)2
+
(
ti4 − t4
)2]1/2/ N∑
i=1
ni , (4.7)
où t3 et t4 sont respectivement les L-skewness et L-kurtosis régionaux empiriques, définis
de façon similaire à t dans l’équation (4.3). Les statistiques H2 et H3 basées sur V2 et
V3 sont ainsi obtenues de manière analogue à H. Cependant, [60, 128] ont montré que
H2 et H3 ont une puissance bien inférieure à H pour tester l’homogénéité. En pratique,
il est d’ailleurs peu probable que les sites aient des L-CV identiques mais des L-skewness
différents : les sites avec des L-skewness élevés ont en effet tendance à avoir des L-CV
également élevés. Ainsi, l’homogénéité régionale peut être raisonnablement évaluée avec
H seulement.
4.2 Méthode de formation des régions homogènes
Dans la section précédente, nous avons vu comment tester l’homogénéité statistique d’une
région quelconque. Nous nous intéressons maintenant à la question de l’identification de
régions candidates à l’homogénéité statistique, i.e. qui soient potentiellement homogènes.
Nous avons remarqué qu’il n’existait, à notre connaissance, aucune méthode dans la lit-
térature qui soit spécifique aux aléas maritimes pour former des régions homogènes. C’est
pourquoi nous proposons d’identifier les régions candidates via un critère d’homogénéité
physique, basé sur l’extension spatiale des événements générant les observations maritimes
extrêmes. Les régions délimitées reposent ainsi sur l’identification des empreintes typiques
des tempêtes : les sites d’une région donnée ont tendance à être impactés par une même
tempête. Nous pouvons donc nous attendre à ce que les extrêmes observés dans une région,
en étant très probablement issus des mêmes événements physiques, aient une comporte-
ment statistique similaire. Nous verrons en effet que l’homogénéité physique, telle que
définie dans cette section, suffit généralement à garantir l’homogénéité statistique de la
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région.
4.2.1 Description de la méthode et application aux vagues
4.2.1.1 Article soumis à la revue Journal of Geophysical Research
La méthode proposée pour former des régions homogènes, avec application aux hauteurs
de vagues, est décrite dans l’article intitulé Formation of homogeneous regions for regional
frequency analysis of extreme significant wave heights, publié en avril 2014 dans la revue
Journal of Geophysical Research.
Dans cet article, la méthode d’estimation de la loi régionale n’est pas le pooling, mais
celle d’Hosking et Wallis (section 1.2.4.1 du chapitre 1). Cela n’impacte ni les régions
homogènes obtenues, ni les résultats du test H d’homogénéité statistique. Cependant, les
niveaux de retour estimés dans cet article sont différents des valeurs finalement obtenues
dans le chapitre 6 par la méthode du pooling.
RESEARCH ARTICLE
10.1002/2013JC009668
Formation of homogeneous regions for regional frequency
analysis of extreme significant wave heights
Jero^me Weiss1,2, Pietro Bernardara1,3, and Michel Benoit1,2
1Saint-Venant Hydraulics Laboratory (ENPC, EDF R&D, CEREMA), Universite Paris-Est, Chatou, France, 2EDF R&D Laboratoire
National d’Hydraulique et Environnement, Chatou, France, 3EDF Energy R&D UK Centre, London, UK
Abstract Regional frequency analysis (RFA) can reduce uncertainties in the estimations of return levels,
provided that homogeneous regions can be delineated. In the framework of extreme marine events, a
physically based method to form homogeneous regions by identifying typical storms footprints is proposed.
First, a spatiotemporal declustering procedure is employed to detect storms generating marine extremes.
Second, the identiﬁcation of the most typical storms footprints relies on a clustering algorithm based on a
criterion of storm propagation. The resulting regions are readily explicable: sites from a given region are
likely to be impacted by the same storms, and any storm impacting a region is likely to remain enclosed in
this region. This procedure is fairly simple to implement, as the only information required is the time of
occurrence of the observed extremes. An application to the estimation of extreme signiﬁcant wave heights
from the numerical sea-state database ANEMOC-2 is given. Six regions, both physically and statistically
homogeneous, are delineated in the North-East part of the Atlantic Ocean. It is shown that the identiﬁcation
of storms footprints allows the increase of the overall statistical homogeneity. Combined with RFA, the pro-
posed method highlights regional differences in the spatial extent and intensity of storms.
1. Introduction
Coastal engineering inevitably deals with extreme marine hazards. For instance, the design of effective
coastal protections needs accurate estimations of extreme quantiles of sea levels or wave heights. These
quantities are traditionally obtained by a local statistical analysis, from a time series observed at a given site.
However, local durations of observations may be too low to accurately estimate return levels.
If data from several sites of observations are available, some methods exist to reduce these uncertainties.
For example, the parameters of the distribution of extremes can be assumed to smoothly vary in space,
through a latent spatial process [Casson and Coles, 1999; Davison et al., 2012]. Another possible way is to
perform a regional frequency analysis (RFA) based on the index ﬂood method popularized by Dalrymple
[1960]. The main idea is to exploit the information from similar sites in a region, by assuming a common
extremal behavior in the region. In particular, RFA assumes that observations from sites coming from a
homogeneous region follow the same regional probability distribution, up to a local index representing the
local speciﬁcities of a site.
In particular, the step of grouping sites into regions is essential, as it deﬁnes how the regional information is
exploited and thus can deeply inﬂuence the ﬁnal results. Several hydrological studies considered this ques-
tion, which remains open. Sites can be grouped according to their geographical proximity. For instance,
Beable and McKerchar [1982] divided New Zealand into nine administrative regions to estimate ﬂoods. A
proper understanding of the mechanisms generating the variable of interest can also lead to physically
homogeneous regions. To study streamﬂows in Ontario and Quebec, Gingras et al. [1994] pooled sites
according to the time of year when extreme ﬂoods are usually observed. Unsupervised learning methods
are also useful to group sites according to their similarities. For instance, annual maxima precipitation in
Quebec were considered by Onibon et al. [2004] who used hierarchical ascendant clustering on mean
annual rainfalls to form regions. Ramachandra Rao and Srinivas [2006] used a hybrid of Ward’s and k-means
algorithms to perform a RFA of watersheds in Indiana, USA, where homogeneous regions are found by
grouping sites according to the similarities between catchments. Factor analysis, where sites are grouped
when their corresponding variability is explained by the same factor axis, is another possibility. Morin et al.
[1979] employed principal component analysis to form regions in order to study precipitations in Quebec.
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In the hydrological literature, the formation of homogeneous regions is thus generally carried out from sta-
tistics related to the variable of interest, and/or from explicative variables physically linked to the variable of
interest. Gabriele and Chiaravalloti [2013] and Satyanarayana and Srinivas [2008] argue in favor of using
meteorological information to improve the formation of homogeneous regions. In principle, whatever the
method used, the partition should be validated by tests of statistical homogeneity, such as those proposed
by Hosking and Wallis [1993].
Fewer applications of RFA can be found in the literature to characterize extreme marine hazards. Bernardara
et al. [2011] and Bardet et al. [2011] analyzed extreme skew storm surges along the French coasts of the
Atlantic Ocean and the English Channel for 21 and 18 sites, respectively. This area is statistically homogene-
ous according to the Hosking and Wallis test. Van Gelder et al. [2000] used a similar argument to regionalize
extreme wave heights from nine sites located in the North Sea, forming a homogeneous region after com-
putation of the Hosking and Wallis test. To perform another RFA of extreme wave heights, Goda et al. [2010]
and Goda [2011] proposed to group 11 sites located along the eastern coast of Japan sea into two homoge-
neous regions (North or South). This partitioning is due to the fact that the whole area is not homogeneous
in the sense of the Hosking and Wallis test. Sites are thus assigned in one region according to their latitude,
and the separation between the two regions is made so that the Hosking and Wallis test validates the
partition.
These studies were carried out in relatively statistically homogeneous areas, which is not always the case
when dealing with marine hazards. The analysis of extreme sea levels from Van Gelder and Neykov [1998]
showed the heterogeneity of the region made of 13 sites of the North Sea coast of the Netherlands. A possi-
ble explanation of this heterogeneity could be that these sites are either located in open seas or in estuarine
areas, or are protected by islands. They would be under the inﬂuence of different physical processes, indi-
cating that a statistical heterogeneity would be a consequence of a physical heterogeneity.
Very few marine studies tried to rely on physical arguments to form homogeneous regions. For instance, in
order to estimate extreme skew storm surges for 16 sites along the coasts of the United Kingdom, Weiss
and Bernardara [2013] have divided the study area into two homogenous regions according to the coastal
orientation (South or West). Moreover, to study tsunami runup height, Hosking [2012] grouped 114 sites of
the Paciﬁc Ocean into 10 homogeneous regions. This partitioning is based on both the geographical dis-
tance and the similarities between at-site coefﬁcients of variation. This sense of geographical coherence is a
ﬁrst step toward a nonpurely statistical grouping. However, Hosking [2012] suggests it would be even more
relevant to consider the coastal exposure in relation to the different type of events generating the observed
extremes, as well as their typical trajectories. Yet such a procedure could require much supporting informa-
tion, which is not always easily available.
Thus, no method dedicated to marine hazards was formalized to build homogeneous regions. Indeed,
through this bibliographical review, there are generally only few, if not none, physical considerations behind
the formation of regions, the latter being usually justiﬁed as soon as the Hosking and Wallis test do not
reject the statistical homogeneity. Thus, the resulting groupings are either arbitrary or purely statistical. In
that case, they are not easily explicable: Kergadallan [2013] noticed that statistical tests of homogeneity fail
to reject estuarine areas, where ﬂuvial inputs inﬂuence the observed sea level. Moreover, their generaliza-
tion to similar problems (adding a site in the region, study of other sites in the same area, analysis of
another variable sensitive to the same physical processes, etc.) may not be immediate. Besides, as sug-
gested by Van Gelder and Neykov [1998], a statistical heterogeneity may be explained by physical reasons.
In other words, a physically homogeneous region would be a good candidate to be also a statistical homo-
geneous region.
In this framework, the general objective of this paper is to propose a physically based method to form
homogeneous regions for RFA of extreme marine events.
The introduced approach is based on the identiﬁcation of typical storms footprints. Sites are gathered into
different regions, according to their location in relation to storms footprints. Thus, sites from a given region
would be likely to be impacted by the same storms, indicative of a regional physical homogeneity. More-
over, as any storm impacting a region would be likely to remain enclosed in this region, different types of
storms could be identiﬁed in the study area: we can expect the probabilistic behavior of extremes to vary
between regions. For this purpose, a clustering algorithm based on a criterion of storm propagation is
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introduced in this paper. Note that, as highlighted by Hosking [2012], the deﬁnition of physical homogeneity
may be linked to an important and complicated processing of several external variables, which can limit the
use of such an approach. However, the proposed method is not computationally expensive since it does
not require any other information than the time of occurrence of the observed extremes.
Clustering procedures allow to group objects into different clusters based on a similarity measure. These
clusters have to be compact (objects are similar within a cluster) and well separated (clusters are distinct
from each other). In the framework of synoptic climatological classiﬁcation, Michelangeli et al. [1995] used
the k-means algorithm to determine recurrent weather regimes over the Atlantic and Paciﬁc regions; Holt
[1999] classiﬁed atmospheric conditions under which extreme storm surges are generated in the Irish Sea
and the North Sea with factor analysis; Betts et al. [2004] used Ward’s hierarchical clustering method to iden-
tify six cyclone track regimes causing extreme storm surges at Brest, France. Ward’s clustering algorithm
[Ward, 1963] is well known. According to Everitt and Dunn [2001], it implies that the dispersion within
(between) clusters is minimized (maximized). This method generally performs well to accurately ﬁnd clus-
ters [Blashﬁeld, 1976; Ferreira and Hitchcock, 2009; Modarres and Sarhadi, 2011]. However, a possible disad-
vantage is its tendency to form regions of roughly equal size, which can, for instance, be debatable when
dealing with synoptic climatological classiﬁcation [Kalkstein et al., 1987].
The tracking of cyclones often relies on a proper nearest-neighbor search in space and time, ‘‘partly taking
into account an expected movement of a cyclone according to a consideration of ﬂow dynamics and of pre-
vious motion of the system’’ [Ulbrich et al., 2009]. Thus, both the deﬁnition and the extraction of storms
require a particular care. Spatiotemporal declustering procedures are usually used to track storms, while tak-
ing into account their propagation in space and time. For example, by linking storm severity and surface
wind speed, Leckebusch et al. [2008], Nissen et al. [2010], and Renggli et al. [2010] identiﬁed storms from spa-
tiotemporally coherent exceedances of a high quantile of wind speed distribution. In this paper, such an
approach is adapted to marine hazards.
RFA assumes that observations at different sites are independent. As a same storm is likely to impact several
sites, this is rarely veriﬁed in reality. A possible way to come down to this hypothesis is to ﬁlter observations
stemming from the same storms. However, according to Kergadallan [2013], the deﬁnition of such a ﬁlter
should be based on a proper knowledge of the propagation of atmospheric depressions. For example, to
estimate extreme skew storm surges at different sites, Bernardara et al. [2011] and Bardet et al. [2011]
removed any spatial dependence through a declustering procedure by keeping the highest observation
among extremes occurring within 72 h. However, this ﬁlter neither allows separation of different storms
occurring simultaneously in different areas, nor distinction of serial clustering of storms, such as the Lothar
and Martin storms of December 1999 [Mailier et al., 2006]. Thus, the extraction of storms should be able to
identify at best the different physical events propagating in space and time.
The procedure to extract storms is explained in section 2.1, and the new proposed method to form homo-
geneous regions is presented in section 2.2. Sections 2.3–2.5 are dedicated to the estimation of extreme
quantiles by RFA. An illustration with signiﬁcant wave heights from the numerical database ANEMOC-2 is
given in section 3.
2. Methodology
2.1. Extraction of Storms
The storm tracking is usually a complex task. Indeed, from the representation of spatiotemporal proﬁles of
storms near the UK coasts of the North Sea, Butler [2005] showed the difﬁculty to provide a statistically clear
deﬁnition of North Sea storms, because of their great variability. Moreover, Anderson et al. [2001] noted that
‘‘wave ﬁelds associated with each storm do not always form a single coherent cell, the areas of high waves
fragment and almost disappear before reforming and regaining strength on the following morning.’’ The
extraction of storms should be able to take into account both the variability of storms dynamics and their
possible nonuniform propagation.
In this paper, storms are directly characterized through the marine variable of interest. A storm is deﬁned as
a physical event generating marine extremes in at least one site in the study area. For a given site, an obser-
vation is characterized as extreme if it exceeds qp, the p-quantile of the initial time series. A storm thus
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impacts this site if qp is exceeded. It indicates if each site is impacted. Given that at least one site is impacted
by a storm, information on its impact on each site is provided. Storms are therefore purely statistical objects,
providing information on the spatial extent of the extremes generated.
As storms propagate in space and time, their detection is based on a spatiotemporal declustering proce-
dure. The main principle is that extremes neighbors in space and time are supposed to be part of the same
storm. Speciﬁcally, two extremes are spatiotemporal neighbors if (i) they occurred within D hours and (ii)
they are among the g-nearest neighbors of each other.
We provide a more precise description of the extraction of storms. At a given time, let a spatial cluster be
the collection of sites neighbors in space impacted by a same storm. It can be detected by representing the
study area by a graph where nodes represent sites. Each site is initially connected to its g-nearest neighbors.
Connections from sites which are not impacted by the current storm are then removed, and the remaining
connections determine one or more spatial clusters. Next, two spatial clusters A and B are said to be spatial
(temporal) neighbors if at least one site of A is among the g-nearest neighbors of any site of B (they
occurred within D hours). Finally, spatial clusters which are both spatial and temporal neighbors are
merged, as they are supposed to stem from the same storm.
A storm may cross land areas and impact two different, but relatively near, coasts. For example, the Xynthia
storm of February 2010 generated extreme skew storm surges both on the Bay of Biscay French coasts and
on the Alba^tre coast (Haute-Normandie, France). In that case, to ensure that the algorithm detects only one
storm, connections between coastal sites are added in the g-nearest neighbor graph, for coasts being likely
to be part of the same storm track (such as the French coasts or islands like UK, Ireland, or Iceland). Hence,
the g-nearest neighbors approach can carefully detect such storms, unlike a classical intersite geographical
distances approach.
Three parameters are thus required to detect a storm: p, setting its impact on a given site, and (D, g) which
are related to its spatiotemporal propagation. (p, D, g) should be chosen in order to guarantee a proper
detection of these physical events. If p is too high and D or g is too low, it is likely that a same physical event
will be wrongly separated into two or more storms. Conversely, if p is too low and D or g is too high, it is
likely that two distinct storms may be wrongly merged. Besides, note that the concept of spatial clusters
allows separating different events occurring simultaneously in different areas; moreover, D plays a role to
detect storms occurring in serial clusters. Furthermore, as mentioned above, possible nonuniform storm
propagation can be taken into consideration through a proper deﬁnition of (p, D, g). Finally, the spatiotem-
poral neighborhood relationship implied by (D, g) needs to be carefully deﬁned, for example, according to
the spatiotemporal resolution of observations, the possible missing values and the physical propagation of
the considered phenomenon. This procedure leads to deﬁne storms as spatiotemporally coherent exceed-
ances of the p-quantile at site scale. Leckebusch et al. [2008], Nissen et al. [2010], and Renggli et al. [2010]
used a similar approach to detect storms from wind speed observations. In particular, it is assumed that this
declustering procedure provides a sample of S independent storms.
2.2. Formation of Physically Homogeneous Regions
The objective is to propose a physically based method to form homogeneous regions, by identifying the
typical storms footprints in the study area. The set of sites must be partitioned in such a way that each
resulting group represents a typical storm impact area. This can be achieved through the development of a
clustering algorithm based on a criterion of storm propagation.
Assuming N sites in the study area where S storms are observed, let Zis be the Bernoulli variable which is
one if site i is impacted by a storm s. We deﬁne a criterion of storm propagation pi,j as the probability that
both sites i and j are impacted by a storm given that one of them is:
pi;j5PðZis51; Zjs51 j Zis1 Zjs  1 Þ (1)
These probabilities are estimated for each possible pair of sites (i, j), from the sample of storms. Then, a dis-
similarity index deﬁned as:
di;j51–pi;j (2)
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is computed for each pair of sites. In particular, if di,j5 0, then any storm impacting i or j necessarily hits the
other; conversely, if di,j5 1, then any storm impacting i or j necessarily avoids the other. Note that (1) and
(2) are reformulations of the Jaccard index and the Jaccard distance, respectively.
The next step is to group all sites into R disjoint regions, according to their similarity in terms of (2). As the
classiﬁcation is made directly from the criterion of storm propagation (1), the resulting partition can be con-
sidered to represent storms footprints. Ward’s hierarchical clustering algorithm [Ward, 1963] is employed
here. It is generally intended for Euclidean distances, but Cao et al. [1997] showed it can properly perform
even when non-Euclidean distances are used. As the dissimilarities (2) are not Euclidean, the extension of
Ward’s method for an arbitrary dissimilarity measure provided by Mirkin [2005] is applied. In particular, dis-
tances between clusters coincide with the usual Ward’s distance when using Euclidean squared distances.
This is an agglomerative hierarchical method: (i) each site is initially assigned to its own region and (ii) the
closest pair of regions is merged until there is only one region. The resulting hierarchy of regions can be
represented in a dendrogram. However, as non-Euclidean dissimilarities are used, the heights of the den-
drogram do not express the distance between groups in terms of (2). Note that hierarchical clustering is
preferred here to a strict partitioning clustering (such as the k-means algorithm), because the obtained hier-
archical structure allows to reﬁne the physical interpretation of the regions. Indeed, the possibility to subdi-
vide a given region may help to understand how the storms footprints are organized.
For ﬁxed R, the study area is thus partitioned in R regions. Among the different conﬁgurations of storms
footprints obtained when varying R, the objective now is to determine the most relevant one. The optimal
number of regions can be determined with an index measuring the goodness of a clustering. A proper par-
tition should contain well-separated regions, with sites close to each other inside a given region (compact-
ness), in terms of (2). For instance, Mojena’s stopping rule [Mojena, 1977] attempts to ﬁnd the level in the
hierarchy implying a signiﬁcant jump in the dendrogram heights, indicative of the merging of two dissimilar
clusters. This strategy was, for example, used by Yun and Cho [2006] to conclude that quality of ﬁngerprint
images could be grouped into ﬁve clusters. However, Martinez and Martinez [2004] remarked the signiﬁ-
cance of a jump is not straightforward to assess; they recommended instead the visual inspection of a break
in the evolution of the standardized dendrogram heights in function of the number of clusters.
The proper number of regions is thus determined through the latter procedure, leading to the identiﬁcation
of the most typical storms footprints. Speciﬁcally, a storm impacting a given region is likely to remain
enclosed in this region, and sites in this region are likely to be impacted by the same storms.
2.3. Preparation of Samples for Statistical Analysis
At a given site, RFA requires that observations are independent; yet, several successive extremes can be
generated by a same storm. The traditional ‘‘peaks over threshold’’ (POT) method usually imposes that two
storm events can be considered independent if there is a certain time lag between them. It should be men-
tioned that this parameter is not required here, as D sufﬁces to get independent storms at site scale, see
section 2.1. In particular, when a storm lasts long enough to generate several extremes, only the peak value
is retained to summarize this storm while obtaining independent extremes at site scale. The maximum
value recorded during the storm s impacting site i is denoted by Wis.
Storms from section 2.1 are extracted in order to decluster physical events while reproducing as well as pos-
sible their spatiotemporal dynamics, and are used to form physically homogeneous regions. However, this
step can be distinguished from statistical aspects, such as testing the statistical regional homogeneity or
the goodness-of-ﬁt in the upper tails of distributions. This ‘‘double-threshold’’ approach is recommended in
Bernardara et al. [2014] to deal with auto-correlated environmental variables in a POT framework. The princi-
ple is to (i) identify independent events (where the variable is notably out of its mean regime) through a
physical threshold and (ii) from these events, ﬁnd a statistical threshold leading to a proper estimation of
extreme quantiles. Thus, for statistical aspects covered in sections 2.4 and 2.5, only the most intense events
are considered. New thresholds, denoted u and higher than the quantiles qp, are selected corresponding to
the observation of k storms per year on average at each site. In particular at site i, if di years of data are avail-
able, the ni5 kdi highest Wis are retained in the ﬁnal ni-sample X
i. The threshold ui exceeded on average k
times per year is then deﬁned as the smallest observation of Xi (minus an inﬁnitesimal quantity). Storms are
then statistically redeﬁned: if site i was impacted by storm s, it is from now on impacted by s if and only if ui
is exceeded.
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The choice of k is the consequence of a trade-off between variability and bias of the ﬁnal quantile estimates.
In local analyses, for example, the value k5 1 generally results in too small samples, leading to a high vari-
ability in the estimates. However, in a RFA framework, Bernardara et al. [2011] used k5 1. Indeed, as data
from several sites are simultaneously considered, a focus can be made on the most extreme observations,
reducing thus the bias in the ﬁnal estimates, but without implying a high variability. k5 1 is therefore cho-
sen in the following of this study.
2.4. Statistical Homogeneity of the Obtained Regions
Statistically homogeneous regions are required to perform RFA. Although section 2.2 allows delineating
physically homogeneous regions, their statistical homogeneity must be checked.
Discordant sites within a given region can be identiﬁed through the discordancy criterion D of Hosking and
Wallis [1993]. It measures if a given site is signiﬁcantly different from all the other sites in the region, in
terms of L-moments. A site can be declared discordant if D> 3 for regions with more than 15 sites. More-
over, the degree of statistical homogeneity of a candidate region can be evaluated with the criterion pro-
posed by Hosking and Wallis [1993]. Their heterogeneity measure H indicates whether the observed
dispersion between sites is comparable to what would be expected in a statistically homogeneous region.
In particular, the region can be considered as statistically homogeneous if H< 2, and heterogeneous other-
wise. However, this rule was originally derived for regions with no intersite dependence. Here regions corre-
spond to storms footprints and a strong intersite dependence can thus be expected. In section 3.5, it is
shown that the criterion H5 2 remains valid to detect heterogeneity in such regions.
Thus, for each storm footprint, the following process is applied:
1. Computation of the heterogeneity measure H from the samples Xi. If H< 2 then go to (iv), else go to (ii).
2. Computation of the discordancy measures D from the samples Xi. If no site is discordant then go to (iii),
else remove the sites with D> 3 and compute a new heterogeneity measure H0. If H0< 2 then go to (iv),
else go to (iii).
3. Subdivision of the region into two new regions stemming from the classiﬁcation of section 2.2. For each
subregion, go to (i).
4. The region is both physically and statistically homogeneous.
This procedure yields both physically and statistically homogeneous regions, and RFA can then be per-
formed. Note that, even if a region is statistically homogeneous, it is worth checking for discordant sites
(e.g., if error measurement is present in the data). However, if a particular area is subdivided several times
without improving statistical homogeneity, it is possible to retain a subdivision as a compromise between a
low statistical heterogeneity and a sufﬁcient number of sites in the region, while interpreting the results
from RFA with care. In that case, a local statistical analysis may be preferable: even if estimates may have a
high variability, they should be relatively unbiased.
2.5. Regional Frequency Analysis
The methodology presented in this paper requires handling exceedances over a high threshold. From the
extreme value theory, these exceedances can be modeled with the Generalized Pareto Distribution (GPD)
[Pickands, 1975]. For site i, let ui be the storm threshold which is exceeded on average k times per year
(see section 2.3). The ni-sample X
i, denoting the exceedances of ui, is assumed to be drawn from a GPD:
Xi  GPD(ui, ai, ki), where ai> 0 and ki are, respectively, a scale and a shape parameter. In particular,
the p-quantile of Xi is:
xip5





ui–ai=kið1–ð1–pÞ–ki Þ; ki 6¼ 0
ui–ai log ð1–pÞ; ki50
(3)
The right tail of the GPD is bounded when ki< 0, and unbounded when ki 0. The T-year return level, i.e.,
the value exceeded on average once every T years, is given by xi1–1=kT [Rosbjerg, 1985].
RFA based on the index ﬂood method [Dalrymple, 1960] relies on a homogeneity hypothesis; observations
from sites coming from a homogeneous region are supposed to follow the same regional probability
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distribution, up to a local index representing the local speciﬁcities of a site. For a homogenous region of N
sites, let li be the local index of the site i5 1, . . ., N. By the regional homogeneity hypothesis, the distribu-
tion of the normalized variable Yi5 Xi/li is supposed to be independent of i.
The local index li is often taken as the mean value of the at-site observations; furthermore, Weiss and Ber-
nardara [2013] have shown that choosing other indices could worsen the performances of the RFA. How-
ever, Roth et al. [2012] showed that dealing with exceedances over a high threshold necessarily implies that
the local index has to be a multiple of this threshold. Here li is therefore chosen as the storm threshold ui.
This implies that Yi  GPD(1, c, k), where: (i) the regional scale parameter satisﬁes c5 ai/ui and (ii) the shape
parameter ki5 k is constant over the region. From these relationships, X
i  GPD(ui, cui, k).
The two regional parameters (c, k) can be estimated with the regional L-moments method depicted by
Hosking and Wallis [1997]. Let k^
i
r be the sample r-order L-moment for site i; the sample regional r-order L-
moment is k^
R
r5
PN
i51 niðk^
i
r=uiÞ=
PN
i51 ni . Then, (c, k) are estimated as follows:
k^52–ðk^R1–1Þ=k^
R
2; c^5ð1–k^Þðk^
R
1–1Þ (4)
Note that, for a GPD distributed variable, theoretical L-moments exist for k< 1. For site i, the T-year return
level is obtained by multiplying the regional T-year return level by the local index: xi121=kT ¼ uiy121=kT .
RFA assumes that observations at different sites are independent. However, as sites in a region are likely to
be impacted by the same storms, a strong intersite dependence is expected. The regional
L-moments method is still used here, as it was shown to be quite robust to the presence of intersite
dependence [Hosking and Wallis, 1988]. Besides, although the GPD is here assumed, other candidate distri-
butions can be tested and compared, for example, through the use of a regional L-moment ratio diagram.
3. Application
3.1. Data Used
ANEMOC-2 (Atlas Numerique d’Etats de Mer Oceaniques et Co^tiers-Numerical Atlas of Oceanic and Coastal
Sea states) is a numerical sea-state hindcast database covering the Atlantic Ocean over the period 1979–
2009 (31 years). It has been developed at Saint-Venant Laboratory for Hydraulics and EDF R&D LNHE [Laugel,
2013]. The simulations of wave conditions have been carried out with the third-generation spectral wave
model TOMAWAC [Benoit et al.,
1996] and have been forced by
wind ﬁelds from the CFSR reanal-
ysis database [Saha et al., 2010].
The spatial resolution of the so-
called ‘‘oceanic mesh’’ of
ANEMOC-2 ranges from about
120 km over the Northern part of
the Atlantic Ocean down to
about 20 km along the European
coast and 10 km along the
French coast. For the present
study, a subset of 1847 nodes
among the 13,426 nodes of the
full oceanic mesh is selected, at
locations plotted in Figure 1.
Among the wave parameters
available with an hourly resolu-
tion in ANEMOC-2, we consider
here the signiﬁcant wave height,
denoted Hs, which is the usually
preferred parameter to
Figure 1. Location of the 1847 sites extracted from the oceanic mesh of the ANEMOC-2
sea-state database.
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summarize sea state conditions and intensity. TOMAWAC computes this wave height from the zero-order
moment of the wave spectrum. Hourly series of signiﬁcant wave heights Hs over the period 1979–2009 are
thus extracted for the 1847 selected sites.
The objective here is to apply the meth-
odology described in section 2 to form
physically homogeneous regions by iden-
tifying typical storms footprints in this
area and to estimate extreme signiﬁcant
wave heights by RFA.
3.2. Extraction of Storms
The parameters (p, D, g) deﬁned in sec-
tion 2.1 are set in order to faithfully repro-
duce the physical dynamics of the storms
present in the database, while taking into
account the spatiotemporal resolution of
observations.
A particular attention should be paid to
the choice of p. It is likely that proper val-
ues of p depend on the situation, as the
storm dynamics may differ according to
Figure 2. Storm Daria (24–26 January 1990): snapshot every 5 h, where red dots indicate the impacted sites (exceedances of the 0.995 quantile of hourly time series of Hs) and gray dots
represent the storm footprint.
Figure 3. Map of 0.995 quantiles of hourly time series of Hs (m).
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the considered variable (e.g., waves or surges). A sensitivity analysis is then performed before the applica-
tion of the method. Thus, it was checked that p5 0.99 can imply the merging of different storms occurring
in the same area into a same event. Conversely, with p5 0.999, a storm can be wrongly separated into two
or more events, notably when it loses and regains intensity during its track. Storms are more properly
detected when p5 0.995. Note that the quantile 0.995 was used by Mendez et al. [2006] and Ruggiero et al.
[2010] to estimate extreme wave heights in a POT framework. Figure 2 is a snapshot every 5 h of the area
affected by the storm Daria of 24–26 January 1990 (exceedances of the 0.995 quantile).
Moreover, by considering especially the most intense storms, a sensitivity analysis was performed to deter-
mine (D, g), respectively related to the time of wave propagation between two neighboring sites and the
density of the grid in Figure 1. The conﬁguration (p5 0.995, D5 2 h, g5 10) is thus chosen, leading to the
extraction of 5939 storms. A small descriptive study reveals that, on average: (i) there are 192 storms per
year in the study area, with a standard deviation (sd) of 26 storms per year, (ii) a storm impacts 38 sites
(sd5 104 sites), and (iii) a storm lasts 12.5 h (sd5 10.3 h) at-site scale.
The map of the at-site 0.995 quantiles of hourly time series of Hs is given in Figure 3. Footprints of the Great
Storm of 1987, Lothar and Martin storms (26–28 December 1999) are presented in Figure 4. Note that both
the procedure of extraction of storms and the selected values of (p, D, g) allow the separation of Lothar and
Martin which occurred in the same area within 36 h.
3.3. Formation of Homogeneous Regions
From the 5939 storms extracted, the criterion of storm propagation (1) is estimated for each pair of sites.
Ward’s hierarchical classiﬁcation is then applied on the pairwise dissimilarity indices (2). Figure 5 shows the
results for different conﬁgurations of storms footprints, when the number of regions R varies (R5 2, 3, 4, 10,
20, 30). It can be seen that the geographical contiguity between sites in a region is naturally obtained, but
without forcing it in the algorithm.
The dendrogram of the classiﬁcation is shown in Figure 6a. The evolution of its standardized heights (Figure
6b) shows a break at ﬁve clusters, meaning that a partition into ﬁve regions could correspond to the most
typical storms footprints. These ﬁve physically homogeneous regions are shown in Figure 7: the South
Atlantic (region 1, 399 sites), the North Atlantic (region 2, 479 sites), the North Sea (region 3, 241 sites), the
English Channel and its approaches (region 4, 392 sites), and the Bay of Biscay (region 5, 336 sites).
Table 1 contains the characterization of these ﬁve regions in terms of storm propagation. Speciﬁcally, the
(r, s) element of Table 1 is the criterion (1) for two generic sites, respectively, located in region r and
region s. As can be seen from the diagonal, regions 2 and 5 are, respectively, the least and the most com-
pact, where compactness is characterized by a high probability of storm propagation. Besides, region 1 is
the most well separated, meaning that a storm impacting this region is more likely to remain enclosed in
this region than a storm in another region. Conversely, region 4 is the least well separated, with permea-
ble boundaries with regions 3 and 5.
Figure 4. Footprints of (a) the Great Storm of 1987 (15–16 October 1987), (b) Lothar, and (c) Martin storms (26–28 December 1999), where red dots indicate the impacted sites.
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These ﬁve regions present a physical coherence. In particular, each region can be characterized by a speciﬁc
storminess. First, this can be due to geomorphological aspects. For example, region 3 (North Sea) is a rather
closed area. Indeed, Wood et al. [2005] classed storm surges impacting the eastern coast of England into
three distinct kinds of windstorms speciﬁc to North Sea. Moreover, regarding region 4, the corridor
Figure 5. Different conﬁgurations of storms footprints from the Ward’s hierarchical classiﬁcation, for R5 2, 3, 4, 10, 20, 30.
Figure 6. (a) Dendrogram of the classiﬁcation and (b) evolution of the standardized dendrogram heights.
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conﬁguration of the English
Channel represents a suggested
pathway for storms [Tonnerre-
Guerin, 2003]. Second, climato-
logical considerations are rele-
vant to justify the ﬁve regions. In
particular, the analysis of the
domain of inﬂuence of telecon-
nection patterns allows identify-
ing regions which are quite
similar to the obtained partition.
Teleconnection patterns are indi-
ces describing the large-scale
atmospheric conditions. They are
relevant to explain northern
Atlantic storminess variability
[Seierstad et al., 2007]. Izaguirre
et al. [2010] showed their inﬂu-
ence on the interannual variabili-
ty of the extreme wave climate
in the North-East Atlantic; Le
Cozannet et al. [2011] related the
variability of sea-wave states in
the Bay of Biscay to teleconnec-
tion patterns. According to Le
Cozannet et al. [2011] and Seier-
stad et al. [2007], positive phases
of the North Atlantic Oscillation
(NAO), characterized by a deep
Icelandic low and a more intense
Azores high, are associated with northeastward storm tracks above 50N, in the area of region 2. As for neg-
ative phases of the NAO, they are related to weaker southward-shifted winds, notably in region 1. Moreover,
during positive phases of the East Atlantic (EA) pattern, storms occur at lower latitudes than in positive NAO
phases, between 35 and 50N (region 1). A positive phase of the East Atlantic/Western Russia (EA/WR) pat-
tern is, for its part, associated with decreased storminess in the Bay of Biscay (region 5), while the storminess
is increased in the central part of
North Atlantic. Finally, positive
phases of the East Paciﬁc/North
Paciﬁc (EP/NP) pattern increase
the storminess in the Bay of Bis-
cay (region 5).
3.4. Preparation of Samples for
Statistical Analysis
The statistical redeﬁnition of
storms described in section 2.3 is
performed in such a way that
there is k5 1 storm per year on
average at each site. This leads to
retain 1340 storms among the
5939. It has been checked that
the choice k5 1 corresponds to
thresholds higher than q0.995, the
0.995 quantiles of hourly time
series of Hs. Site i is therefore
Figure 7. The ﬁve regions corresponding to the most typical storms footprints.
Table 1. Distance Between Regions in Terms of pi,j
a
Region 1 2 3 4 5
1 0.26 0.03 0.01 0.03 0.08
2 0.03 0.15 0.05 0.07 0.04
3 0.01 0.05 0.28 0.11 0.05
4 0.03 0.07 0.11 0.36 0.20
5 0.08 0.04 0.05 0.20 0.44
aThe (r,s) element of this matrix is the mean value of pi,j for site i located in region r,
and for site j located in region s.
Figure 8. Map of threshold values of Hs exceeded on average once per year (m).
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characterized by the sample of Hs
over the threshold ui exceeded
on average once per year; the
sample size is 31, as 31 years of
data are available. These thresh-
olds, which are also the local indi-
ces used for RFA, are represented
in Figure 8.
3.5. Intersite Dependence
Effects in Testing the Statistical
Homogeneity
The ﬁve obtained regions corre-
spond to typical storms foot-
prints. Therefore, a strong
intersite dependence can be
expected inside a given region,
and this may affect the perform-
ances of the H5 2 criterion
deﬁned in section 2.4 to test the
statistical homogeneity. This thus
section investigates the validity of this criterion to detect heterogeneity in large regions with a high degree
of intersite dependence.
Hosking and Wallis [1997, Table 6.1] present a convenient way to simulate synthetic regions with a given
degree of intersite correlation. Here simulations are based on region 1: each synthetic region has 399 sites,
with an intersite correlation structure equivalent to the one of region 1. Note that, unlike the annual maxima
framework, the correlation between two sites is not straightforward to assess for POT data, especially due
to the difﬁculty to properly deﬁne the temporal simultaneity of the observations at two different sites. Thus,
intersite dependence of POT data was expressed through the pairwise correlations of annual maxima series.
Note that annual maxima series can be easily extracted from the 5939 storms, as these storms generally
provide at least one value per year (which may not be the case after their statistical redeﬁnition leading to
1340 storms). Then, correlation qij between sites i and j is modeled by qij5 exp(2bdij) where dij is the dis-
tance between i and j. From the empirical pairwise correlation coefﬁcients in region 1, b is estimated by
nonlinear least squares at 9.53 1024, meaning that, for example, qij5 0.62 for two sites distant from
500 km.
In a synthetic homogeneous region, data at site i are sampled from the GPD(ui, cui, k), where ui is the local
index found in section 3.4 and (c, k) are the estimated regional GPD parameters in region 1 (c5 0.159 and
k520.015, see section 3.7). Besides, heterogeneity is deﬁned as follows: at-site GPD shape parameters line-
arly vary in [k2 0.2, k1 0.2], where k 5 20.015.
Hundred homogeneous regions and 100 heterogeneous regions are thus simulated (with the speciﬁed
model of intersite dependence), and the H statistic is computed for each of them. This procedure allows to
estimate a Monte Carlo type I error (probability to declare heterogeneous a homogeneous region) and type
II error (probability to declare homogeneous a heterogeneous region) for testing the statistical homogene-
ity, depending on a given H* rule (cutoff value above which homogeneity is rejected). Figure 9 shows the
evolution of these two types of error depending on the H* rule. As expected, the type I error decreases with
H* and the type II error increases with H*. Moreover, the cutoff value H*5 2 implies relatively low values of
these two errors (type I error5 0.10 and type II error5 0.08). Thus, even if the region is large with a strong
intersite dependence, the criterion H*5 2 remains valid to test its statistical homogeneity.
3.6. Statistical Homogeneity of
the Obtained Regions
The procedure of section 2.4 is
here applied to get both physi-
cally and statistically
Figure 9. Statistical homogeneity testing in the presence of intersite dependence: Monte
Carlo type I error (solid line) and type II error (dotted line) as a function of the H* rule (cut-
off value above which homogeneity is rejected).
Table 2. Heterogeneity Measure H for Each of the Five Regions
Region 1 2 3 4 5
H 1.60 20.07 22.36 4.22 7.36
Journal of Geophysical Research: Oceans 10.1002/2013JC009668
WEISS ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 12
72 CHAPITRE 4 : FORMATION DE RÉGIONS HOMOGÈNES
homogeneous regions. The het-
erogeneity measure H is com-
puted for each of the ﬁve regions
(Table 2). Regions 1, 2, and 3 can
be viewed as statistically homo-
geneous. However, heterogene-
ities are contained in regions 4
and 5. These regions cannot be
accepted and have to be rede-
ﬁned before performing a RFA.
Fifteen sites among the 392 from
region 4 are statistically discord-
ant. When these sites are
removed, the region is statisti-
cally homogeneous (H5 0.68).
These discordant sites (which do
not form a homogeneous region
themselves) are actually located
near the coasts, where local
effects can highly inﬂuence
extreme Hs. From now on, the
Channel region is restricted to
the 377 nondiscordant sites.
Regarding region 5, removing
discordant sites does not help to
improve its statistical homogene-
ity. It is therefore subdivided into
the two inner storms footprints
implied by the clustering hierar-
chy: North (H520.45, 234 sites)
and South (H524.69, 102 sites)
of Bay of Biscay. These new
regions are statistically homoge-
neous. In particular, stronger sta-
tistical asymmetries are found in
the data from the South of Bay of
Biscay, which can justify this
subdivision.
Six regions, both physically and
statistically homogeneous, are therefore detected, allowing the estimation of extreme quantiles through
RFA. These regions are represented in Figure 10. Note that 6, 13, 6, 12, 6, and 6 discordant sites (D> 3) are,
respectively, found for each of the six homogeneous regions. Most of them are coastal sites, but are far
from each other and there are no gross errors in their data: they are thus left inside their regions.
Finally, the proposed method allows increasing the overall statistical homogeneity. Indeed, the whole area
is highly statistically heterogeneous (H5 12.12), underlining the interest of a subdivision into smaller
regions on a physical basis. Figure 11 represents the mean value of H in the study area as a function of R; it
can be seen that the ﬁner are the storms footprints, the more improved is the statistical homogeneity.
3.7. Estimation of Extreme Significant Wave Heights Through RFA
Note that the results presented here should be seen as a possible application of the proposed method to
form homogeneous regions, rather than a tool or results to use in the design of marine structures, especially
in coastal areas. Indeed, the present analysis uses data from the oceanic model of ANEMOC-2, whose resolu-
tion is not sufﬁcient in coastal areas and which includes only parts of the shallow-water effects. For these
Figure 10. Proposed division into six physically and statistically homogeneous regions.
Figure 11. Mean value of H in the study area as a function of R. The dashed line corre-
sponds to the threshold of heterogeneity H5 2.
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reasons, estimates for coastal areas are not shown in this section. Note this oceanic model is supplemented
by a coastal one, whose resolution is ﬁner on the continental shelf, in the Channel and along the French
coast. In a follow-up of this study, data from the coastal model of ANEMOC-2 may improve the simulated
seas-states in coastal areas.
For each of the six homogeneous regions, the regional GPD parameters (c, k) are estimated following the
procedure presented in section 2.5. These quantities are given in Table 3, as well as the 100 year regional
return level y0.99. The shape parameter k is positive (corresponding to an unbounded GPD) in regions 2, 4
and 6, suggesting a higher intensity of extreme Hs. Besides, a regional L-moment ratio diagram (not shown)
proves that the GPD provides an adequate ﬁt to the data, compared to other distributions.
At-site return levels are obtained by multiplying regional return levels by the local indices. Return levels plot
for six sites located in each region are provided in Figure 12. Moreover, Figure 13 shows the map of the esti-
mated at-site 100 year Hs. They display a coherent spatial pattern, with lower values near the West Euro-
pean coasts. The highest return levels are obtained for sites located in the north-central part of the study
area (up to about 29 m). These estimates are comparable to those from Caires and Sterl [2005, Figure 10]
based on ERA-40 reanalysis data. Although slightly higher values are here found in the area of the largest
estimates, their spatial structure is indeed essentially similar. Besides, note that there is no apparent discon-
tinuity effect in the spatial variation of the estimated 100 year Hs which would be due to the ﬁxed nature of
Table 3. Regional Parameters: c (GPD Scale Parameter), k (GPD Shape Parameter), y0.99 (100 Year Regional Return Level)
Region 1 2 3 4 5 6
c 0.159 0.133 0.137 0.140 0.143 0.141
k 20.015 0.023 20.002 0.142 20.033 0.218
y0.99 1.707 1.646 1.627 1.909 1.611 2.119
Figure 12. Return levels plot for six sites located in each region (crosses represent at-site ANEMOC-2 results). Coordinates are denoted (longitude and latitude) in degrees.
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regions. Indeed, they are spatially
smooth, even in the areas
located near the boundaries of
the homogeneous regions.
4. Conclusions
Compared to a local statistical
analysis of extremes, RFA can
reduce uncertainties in the esti-
mations of return levels, provided
that homogeneous regions can
be delineated. In the framework
of extreme marine events, a
method to form homogeneous
regions by identifying typical
storms footprints is proposed in
this paper.
First, a spatiotemporal declustering procedure is employed to detect storms generating marine extremes.
Gathering extremes neighbors in space and time, a careful attention is paid to ensure their proper reconstitu-
tion. In particular, different storms taking place simultaneously in different areas can be distinguished, as well
as storms successively occurring in the same zone, e.g., the Lothar and Martin storms of December 1999.
Second, the identiﬁcation of the most typical storms footprints in the study area relies on the Ward’s hier-
archical clustering based on a criterion of storm propagation. These physically homogeneous regions are
readily explicable. Indeed, sites from a given region are likely to be impacted by the same storms, and any
storm impacting a region is likely to remain enclosed in this region. This procedure is fairly simple to imple-
ment, as the only information required is the time of occurrence of the observed extremes.
An application to the estimation of extreme signiﬁcant wave heights from the numerical sea-state database
ANEMOC-2 is given. Six regions, both physically and statistically homogeneous, are delineated in the North-
East part of the Atlantic Ocean. The geographical contiguity between sites in a region is naturally obtained.
It is also shown that the identiﬁcation of storms footprints allows the increase of the overall regions’ statisti-
cal homogeneity. Combined with RFA, the proposed method highlights regional differences in the spatial
extent and intensity of storms.
Although the proposed example is focused on signiﬁcant wave heights, the method can easily be applied
to other marine variables. Indeed, it is variable-oriented, in the sense that the identiﬁed storms footprints
are speciﬁc to the variable of interest. Moreover, it can deal with cases where periods of observations are
not the same for all sites, and/or in the presence of missing data.
Compared to the traditional statistical approaches to form homogeneous regions, the proposed methodol-
ogy distinguishes physical considerations from statistical ones. First, regions are delineated from a physical
basis; second, their statistical homogeneity is checked. Note that (i) hierarchical clustering provides here a
natural way to subdivide heterogeneous regions in order to increase homogeneity and (ii) the method is
shown to be robust to intersite dependence inherent to regions delineated as storms footprints. It would
be possible, however, to form regions in one step: for example, the Ward’s clustering algorithm could be
modiﬁed to also involve the statistical homogeneity of the regions, but without concealing the criterion of
storm propagation.
By providing information on the spatiotemporal extension of the observed extremes, the storms deﬁned in this
paper may be used in a broader framework than RFA. In particular, several studies dealingwith spatial extremes
are based on the analysis of blockmaxima series observed in space; for instance, Bernard et al. [2013] partitioned
French sites into ﬁve regions according to the strength of dependence of weekly precipitationmaxima. How-
ever, blockmaxima series observed at two different sites may be highly dependent but theymight not have
Figure 13. Map of estimated 100 year Hs (m).
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occurred simultaneously during the same physical events. Conversely, relying on the storms allows reasoning
on the scale of the physical events, offering a proper framework tomodel spatial extremes.
Looking forward future improvements, the formation of homogeneous regions would surely beneﬁt from
other physical considerations complementary to the storms footprints, such as the water depth. For exam-
ple, the statistical heterogeneity of region 5 (see Figure 7) might come from the fact that this is the only
region not homogeneous in water depth. Indeed, regions 1 and 2 correspond to deep water and regions 3
and 4 to the continental shelf. Moreover, the procedure of identiﬁcation of storms footprints should be
compared to a similar study based on meteorological conditions generating marine extremes (atmospheric
pressure and wind ﬁelds).
Future works could also deal with intersite dependence when estimating extremes. Indeed, as sites in a region
are likely to be impacted by the same physical events, regions are expected to display a strong intersite depend-
ence. Although ignored in the estimation process because of the robust nature of the regional L-moments
method against intersite dependence, taking it into account could improve the reliability of extrapolations.
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4.2.1.2 Compléments sur l’homogénéité statistique
Pour chacune des 6 régions homogènes identifiées (représentées en figure 10 de l’article), la
table 4.1 contient les statistiques H, H2 et H3 des tests d’homogénéité d’Hosking et Wallis.
En considérant que des valeurs supérieures à 2 indiquent une hétérogénéité statistique,
alors la région 1 ne serait pas vue comme homogène au sens de H2 et H3. Ceci signifie
que cette région est homogène si l’on ne considère que le L-CV, mais devient hétérogène
dès que le L-skewness et le L-kurtosis sont aussi pris en compte. Cependant, compte tenu
que les performances de H2 et H3 sont inférieures à celles de H pour tester l’homogénéité,
la région 1 peut être supposée statistiquement homogène (bien que les estimations finales
concernant cette région devront être tempérées).
Table 4.1: Statistiques des tests d’homogénéité d’Hosking et Wallis pour les 6 régions
(hauteurs significatives de vagues).
Région 1 2 3 4 5 6
H 1.60 -0.07 -2.36 0.68 -0.45 -4.69
H2 2.02 -2.55 -3.21 -4.42 -3.91 -7.64
H3 4.19 -3.35 -3.50 -1.85 -2.82 -7.79
Par ailleurs, en représentant chaque site par son échantillon des dépassements normalisés
par le seuil λ = 1, la figure 4.1 montre les moyennes empiriques correspondantes (a), les
écarts-types de cette moyenne (b), les L-CV empiriques (c) et leurs écarts-types (d), les
L-skewness empiriques (e) et leurs écarts-types (f). Les écarts-types des L-moments ont
été calculés selon [36]. Dans une région statistiquement homogène, toutes ces quantités
sont théoriquement constantes.
Il serait délicat d’identifier des régions homogènes seulement à partir de ces cartes : en effet,
peu de zones semblent clairement se détacher, ce qui renforce le besoin d’avoir recours à
d’autres sources pour définir l’homogénéité. Cependant, relier ces cartes avec les 6 régions
identifiées comme homogènes permet de mieux qualifier celles-ci. Ainsi, les régions 4
(Manche et ses approches) et 6 (Golfe de Gascogne Sud) sont notamment caractérisées par
une moyenne, une dispersion et une asymétrie relativement élevées. À l’inverse, les régions
2 (Atlantique Nord) et 5 (Golfe de Gascogne Nord) sont plutôt définies par une moyenne et
une dispersion assez faibles. La région 3 (Mer du Nord) est ici difficile à caractériser, bien
que les tests en table 4.1 considèrent que cette région est statistiquement homogène. Dans
la région 1 (Atlantique Sud), il semble exister une dispersion et une asymétrie relativement
plus élevées au nord qu’au sud. Cependant, la zone de forte dispersion étant néanmoins
accompagnée par un écart-type du L-CV élevé, les différences entre le nord et le sud
de la région 1 ne sont probablement pas assez significatives pour rejeter l’homogénéité.
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Figure 4.1: Échantillons yi des Hs extrêmes observées, normalisées par le seuil : a)
moyenne y¯i, b) écart-type de y¯i, c) L-CV ti, d) écart-type de ti, e) L-skewness
ti3, d) écart-type de ti3.
Concernant l’asymétrie, la zone nord semble se détacher du sud de manière plus évidente.
En conclusion, ceci se recoupe avec le fait que la région 1 est homogène selon H, mais
hétérogène selon H2 et H3.
4.2.2 Application aux surcotes de pleine mer
4.2.2.1 Proceedings de la conférence EVAN2013
L’application de la même méthode aux surcotes de pleine mer est publiée dans les actes de
la conférence EVAN2013 (International Short Conference on Advances in Extreme Value
Analysis and Application to Natural Hazards). Dans cet article, le modèle régional utilisé
est légèrement différent de celui de ce manuscrit : i) l’indice local n’est pas le seuil λ = 1,
mais la moyenne empirique des dépassements de seuils et ii) la méthode d’estimation
de la loi régionale n’est pas le pooling, mais celle d’Hosking et Wallis (section 1.2.4.1 du
chapitre 1). Cela n’impacte ni les régions homogènes obtenues, ni les résultats du test H
d’homogénéité statistique. Cependant, les niveaux de retour estimés dans cet article sont
différents des valeurs finalement obtenues dans le chapitre 6 par la méthode du pooling.
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Abstract  
The design of effective coastal protections and the defence of coastal areas from flooding require an 
accurate estimation of extreme marine events, such as extreme mean sea level due to tides and storm 
surges and extreme wave conditions. However, due to the possible scarcity of data, local statistical 
analyses (i.e. based on time series of water level or wave height recorded at a single location) usually 
do not lead to a precise estimation of return levels of interest. Regional frequency analysis (RFA) 
allows reducing these uncertainties, by assuming a similar extremal behaviour at the scale of a region. 
In particular, RFA based on the index flood method assumes that observations at sites in a 
homogeneous region follow the same probability distribution up to a local index. An important step of 
RFA is thus the formation of homogeneous regions. In the framework of extreme marine events, 
regions are generally made through statistical considerations, putting aside the physical mechanisms 
causing extreme marine events. In this work, a method to form physically homogeneous regions by 
identifying typical storms footprints is proposed. This procedure, simple to implement, is based on both 
a criterion of propagation of storms and a clustering algorithm. An application of this method is done 
on a database of extreme skew storm surges collected at 67 sites located along the Spanish, French 
and UK coasts. 
1. INTRODUCTION  
The management of extreme marine hazards is a crucial task in coastal engineering. The design of 
effective coastal protections and the defence of coastal areas from flooding require an accurate 
estimation of extreme marine events, such as extreme mean sea level due to tides and storm surges 
(the latter being driven by meteorological conditions and local bathymetry). 
 
These extreme events are traditionally estimated by a local statistical analysis, from observations 
collected at a given site. However, durations of observations are generally too short to precisely 
estimate return levels of interest. These uncertainties can be reduced with regional frequency analysis 
(RFA), based on the index flood method developed by (Dalrymple, 1960), which tries to exploit the 
similarities between sites. In particular, RFA assumes that within a homogeneous region, extreme 
events are drawn from a common regional distribution, up to a local index representing local 
specificities and frequently taken as the mean event. 
 
The grouping of sites into homogeneous regions defines the way to exploit regional information and 
can have a significant impact on final results. Numerous hydrological papers tried to address the 
formation of homogeneous regions, for example from the study of variables physically related to the 
phenomenon of interest. For example, (Gabriele & Chiaravalloti, 2013) recommended the use of 
meteorological information to form homogeneous regions in order to perform RFA of rainfall. 
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However, a bibliographical review indicates first that no specific method to marine hazards was 
developed to delineate homogeneous regions. Second, the grouping of sites is mainly done through 
statistical arguments and thereby excluding physical considerations. For example, (Bernardara et al, 
2011) estimated extreme storm surges for 18 sites located on the French coasts. The whole area was 
taken as homogeneous, according to a statistical test of regional homogeneity. 
 
(Van Gelder & Neykov, 1998) performed a RFA of extreme sea levels in an area of 13 sites along the 
Netherlands coasts, and showed this region was statistically heterogeneous. The authors explained it 
by different physical processes affecting the sites (areas protected by islands, open seas and 
estuarine areas). The actual link between physics and statistical homogeneity is not studied and we 
can reasonably suppose that statistical heterogeneity may be the consequence of a physical 
heterogeneity. 
 
In order to perform RFA of extreme skew storm surges, we propose a physically-based method to 
identify and form homogeneous regions, related to the storms yielding extremes. The typical storm 
footprints are identified through a clustering algorithm derived from a criterion of storm propagation. 
Sites are then grouped into the different regions representing storm footprints. These regions can be 
considered as physically homogeneous: indeed, sites from a given region are likely to be impacted by 
the same storms, and any storm impacting a region is likely to remain enclosed in this region. 
Although this method is physically-based, it is simple to implement since as it does not involve any 
other information than the time of occurrence of extremes. 
 
The detail of the methodology is described in section 2. We present in section 3 an application of this 
method on a database of extreme skew storm surges collected at 67 sites located along the Spanish, 
French and UK coasts. 
2. METHODOLOGY 
The objective is to form physically homogeneous regions for RFA of extreme skew storm surges. The 
proposed method is based on the detection of typical storms footprints. 
2.1. Storm extraction  
A storm is here defined as a physical event generating extreme skew storm surges in at least one site 
in the study area. For a given site, we characterize an observation as extreme if it exceeds qp, the p-
quantile of the initial at-site skew surge series. A site is thus impacted by a storm if qp is exceeded. 
Note that, following this definition, a storm is a purely statistical object, providing information on the 
spatial extent of the extremes generated. It indicates for each site if an extreme is observed given that 
at least one site is impacted by this storm.  
 
As storms propagate in space and time, their detection is based on a spatio-temporal declustering 
procedure. The principle is that extremes neighbors in space and time are supposed to be part of the 
same storm. More precisely, two extremes are spatio-temporal neighbors if i) they occurred within Δ 
hours and ii) they are among the γ-nearest neighbors of each other. This spatio-temporal 
neighborhood relationship needs to be carefully defined, for example according to the spatio-temporal 
resolution of observations, the possible missing values and the physical propagation of the considered 
phenomenon. Thus, three parameters are required to detect a storm: p, setting its impact on a given 
site, and (Δ, γ) which are related to its spatio-temporal propagation. (p, Δ, γ) should be chosen in order 
to guarantee a proper detection of these physical events.  
 
We consider here the hypothesis, often accepted in the literature, that the declustering procedure is 
leading to a sample of independent storms. Moreover, at a given site, one or more extremes can occur 
during a same storm, according to its duration. When several extremes appear, only the maximum 
value is retained to get independent extremes at site scale. 
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2.2. Formation of physically homogeneous regions 
 
We attempt in this section to partition the set of sites so that each resulting group represents a typical 
storm footprint. If N sites compose the study area where T storms are observed, let Zt
i
 be the Bernoulli 
variable, where Zt
i  = 1 if site i is impacted by the storm t = 1,…,T. A criterion of storm propagation pi,j is 
defined as the probability that both sites i and j are impacted by a storm given that one of them is:  
 
                                                       p
i,j
 = P  Zt 
i
= 1, Zt 
j
= 1 | Zt
i
 + Zt 
j
≥ 1  (1) 
 
For each pair of sites (i, j), these probabilities are estimated from the observed storms. Then, a 
dissimilarity index di,j = 1−pi,j  is defined and computed for each pair of sites. In particular, di,j = 0 (di,j = 
1) indicates that any storm impacting i or j necessarily hits (avoids) the other. 
 
The next step is to group all sites into R disjoint regions, according to their similarity in terms of the 
criterion of storm propagation (1). By definition, the resulting partition can be considered to represent 
storms footprints. We use Ward's hierarchical clustering algorithm (Ward, 1963); this agglomerative 
hierarchical method initially assigns each site to its own region, and the closest pair of regions is 
merged until there is only one region. A dendogram can be used to represent the hierarchy of regions.  
 
Thus, for fixed R, the study area is divided into R regions. Several configurations of storms footprints 
can be obtained when R varies. In order to determine the optimal value for R, the evolution of the 
standardized dendrogram heights in function of the number of clusters is examined. This is based on 
the fact that a break indicates that two dissimilar clusters have been merged (Martinez & Martinez, 
2004). The most relevant storms footprints can be identified with this procedure. Statistically speaking, 
it means that a storm impacting a given region is likely to remain enclosed in this region, and sites in 
this region are likely to be impacted by the same storms. 
2.3. Regional statistical homogeneity 
RFA of extreme storm surges requires statistically homogeneous regions. The physically 
homogeneous regions obtained from section 2.2 should then be checked to be also statistically 
homogeneous.  
 
The storms previously extracted in section 2.1 represent physical events generating extremes and are 
used to form physically homogeneous regions. However, for statistical aspects, a sub-selection of 
these storms is proceeded in order to focus on the most intense events. In particular, we redefine 
storms in such a way that there is λ = 1 storm a year on average at each site. So, this procedure leads 
to the observation of ni extreme skew storm surges at site i, sampled from the random variable X
i
.  
 
Discordant sites can be identified through the discordancy criterion D of (Hosking & Wallis, 1997). It 
measures if a given site is significantly different from the other sites in the region, in terms of L-
moments. A site can be declared discordant if D > 3. Besides, the statistical homogeneity of a region 
can be assessed with the Hosking and Wallis test (Hosking & Wallis, 1997). Their heterogeneity 
measure H informs if the observed dispersion between sites is comparable to what would be expected 
in a statistically homogeneous region. In particular, the region can be considered as statistically 
homogeneous if H < 2, and heterogeneous otherwise.  
 
For each storm footprint, the following procedure is applied: 
i) Computation of the heterogeneity measure H. If H < 2 then go to iv), else go to ii). 
ii) Computation of the discordancy measures D. If no site is discordant then go to iii), else 
remove the sites with D > 3 and compute a new heterogeneity measure H’. If H’ < 2 then go to 
iv), else go to iii). 
iii) Subdivision of the region into R = 2 new storms footprints (section 2.2). For each sub-region, 
go to i). 
iv) The region, both physically and statistically homogeneous, is used for RFA. 
 
RFA can be then performed with these regions, both physically and statistically homogeneous. 
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2.4. Estimation of the regional distribution (method of Hosking & Wallis) 
For a homogenous region of N sites, let μ 
i
 = X 
i
 be the mean value of the site i = 1,…,N.  By regional 
homogeneity, the normalized variable X
R
= X
i
μ 
i
  is supposed to be independent of i, with cdf FR. As the 
observations sampled from  X
i
 are exceedances over a high threshold, the regional distribution FR is 
taken as the Generalized Pareto Distribution (GPD) (Pickands, 1975). Let ξR, αR and kR be the 
location, the scale and the shape parameter of the GPD, respectively. The p-quantile of FR is:  
 
                                                        xp
R= 
ξ
R
+
αR
kR
 1- 1-p 
kR
 , kR ≠ 0
ξ
R
-αRlog 1-p , kR = 0
 
 (2) 
 
The parameters of FR can be estimated with the L-moments method (Hosking & Wallis, 1997). Let λ r
i
 
be the estimator of the r-order L-moment for the site i and τ 3
i
= λ 3
i
λ 2
i
  its estimation of the L-skewness. 
The equivalent regional quantities are  λ r
R
= ni  λ r
i
μ 
i
  Ni=1  ni
N
i=1  and τ 3
R
= niτ 3
iN
i=1  ni
N
i=1 . The p-
quantile of the site i is then estimated by x p
i
= μ 
i
x 
p
R
, with:  
                                                         
                                              k R=  1-3τ 3
R
  1+τ 3
R
 ,  α R=   1+k R  2+k R λ 2
R
,  ξ 
R
= λ 1
R
-  α R  1+k R   (3)  
 
In particular, the regional T-year return level is estimated by x 
1-
1
λT
R
; for site i, the local T-year return level 
is estimated by x 
1-
1
λT
i
. 
3. APPLICATION 
3.1. Skew storm surge data 
The raw data used in this study are temporal series of hourly sea level observations collected at 67 
ports along the Spanish, French and U.K. coasts (Figure 1a). French data are supplied by SHOM 
(Service Hydrographique et Océanographique de la Marine, France) and available on the REFMAR 
(Réseaux de référence des observations marégraphiques) website, while Spanish and UK data are 
respectively supplied by IEO (Instituto Español de Oceanografía, Spain) and BODC (British 
Oceanographic Data Centre, UK). The series range from 1846 (Brest, France) to 2011, show a mean 
effective duration of 31 years and display missing values.  
 
Local mean sea levels may be affected by eustatism (i.e. the long-term alteration of mean sea levels 
caused by either geological or climate changes), while tidal predictions are given for the present time. 
In order to calculate the actual surges of past periods, the sea level must be corrected from a possible 
eustatism. If annual sea levels, calculated following the PSMSL (Permanent Service for Mean Sea 
Level) recommendations, show significant linear trends, then raw sea level data are corrected to 
ensure the stationarity of annual sea levels.  
 
In regions with strong tidal influence, coastal flooding hazard is more marked around the times of high 
tide. Therefore, we restricted our attention to skew surge series, in order to describe the surge 
contribution at the maximum tidal level. The skew surge is defined as the (algebraic) difference 
between the maximum observed sea level around the time of theoretical (predicted) high tide and the 
predicted high tide level. Thus, the resulting skew surge series have a temporal resolution of 
approximately 12.4 hours. For a more detailed introduction on skew surges, see (Bernardara et al, 
2011; Simon, 2007; Weiss et al, 2012). 
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Figure 1. a) Location of the 67 sites. b) Xynthia storm of February 2010 (red dots indicate 
impacted sites). 
3.2. Formation of homogeneous regions  
The parameters (p, Δ, γ) required to detect a storm (section 2.1) are set in order to faithfully reproduce 
the dynamics of the most intense storms present in the database, while taking into account the spatio-
temporal resolution of observations and the possible missing values. A sensitivity analysis was 
performed by considering especially the North Sea Flood of 1953, the Great Storm of 1987, Martin 
(1999) and Xynthia (2010). The configuration (p = 0.995, Δ = 24 hours, γ = 14) was retained, leading 
to the extraction of 1706 storms. The Xynthia storm of February 2010 is shown in Figure 1b. 
 
The criterion of storm propagation (1) is then estimated for each pair of sites, from the 1706 storms. 
The Ward's hierarchical classification, applied on these quantities, is represented by the dendrogram 
in Figure 2. The evolution of its standardized heights (not shown) reveals that a partition into 4 clusters 
could correspond to the most typical storm footprints. These 4 physically homogeneous regions are 
shown in Figure 3a: the Bay of Biscay and the English Channel (region 1), the North Sea (region 2), 
the North UK coasts (region 3), the West UK coasts (region 4). 
 
The procedure of section 2.3 is applied to get both physically and statistically homogeneous regions. 
Note that the extraction of local samples of extremes such that there is, on average, λ = 1 storm a year 
at each site lead to retain 800 storms among the 1706. All but region 4 are statistically homogeneous. 
Region 4 (H = 4.34) is subdivided into two inner storm footprints (the Irish Sea and the Bristol 
Channel), which are globally statistically homogeneous. The 5 resulting homogeneous regions are 
shown in Figure 3b. The heterogeneity measure H is shown for each of the 5 regions in Table 1. Note 
that region 4 (the Irish Sea) is kept slightly heterogeneous (H = 2.35) because i) the procedure from 
section 2.3 does not improve the statistical homogeneity here and ii) to maintain a sufficient number of 
84 CHAPITRE 4 : FORMATION DE RÉGIONS HOMOGÈNES
A method to identify and form homogeneous regions for RFA of extreme skew storm surges J. Weiss 
EVAN 2013 Weiss, Bernardara, Benoit  6 of 8 
sites in this region. Besides, it should be noted that the whole area is not statistically homogeneous (H 
= 3.36), underlining the interest of a subdivision into smaller regions. Finally, the proposed method 
allows the increase of the overall statistical homogeneity. 
 
 
Figure 2. Hierarchical clustering from the criterion of storm propagation (dendrogram). 
 
 
Figure 3. a) Physically homogeneous regions. b) Physically and statistically homogeneous 
regions. 
 
 
Table 1.  Heterogeneity measure H for the five final regions 
 
Region 1 2 3 4 5 
H 1.01 -0.47 -1.94 2.35 1.30 
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3.3. Estimation of extreme skew storm surges 
The method of Hosking and Wallis (section 2.4) is used to estimate the parameters of the regional 
GPD. From Table 2, negative values of the shape parameter are obtained for regions 1 and 5, 
suggesting a higher intensity of extremes (unbounded GPD). The corresponding regional return level 
plots are represented in Figure 4, where the 95% confidence intervals are obtained by bootstrapping 
the observed storms. 
 
 
 
 
Table 2.  Parameters of the regional GPD 
 
Region ξR αR  kR 
1 0.845 0.153 -0.014 
2 0.835 0.176 0.073 
3 0.877 0.123 0.002 
4 0.834 0.201 0.214 
5 0.808 0.182 -0.048 
 
 
 
 
 
 
Figure 4. Regional return level plots with 95% bootstrap confidence intervals (crosses 
represent normalized observations from each site in the region)  
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4. CONCLUSION 
With the aim to estimate extreme skew storm surges, a possible solution to reduce uncertainties 
inherent to traditional local statistical analyses is RFA, which uses the common regional information 
shared by similar sites.  
 
RFA requires to group sites into homogeneous regions. However, in the context of extreme marine 
events, this crucial step still remains an open question. We here propose a method to identify and 
form physically homogeneous regions by finding typical storms footprints. The procedure, simple to 
implement, relies on a clustering algorithm based on a criterion of propagation of storms. Specifically, 
extreme skew storm surges from a given region are likely to be generated by the same storms, and 
any storm impacting a region is likely to remain enclosed in this region. 
 
The proposed method is used to form homogeneous regions from a database of skew storm surges 
collected at 67 sites located along the Spanish, French and UK coasts. The whole area, statistically 
heterogeneous, needs to be refined. 5 regions, both physically and statistically homogeneous, are 
identified as typical storms footprints: the Bay of Biscay and the English Channel, the North Sea, the 
North UK coasts, the West UK coasts. It appears that this physically-based delineation of 
homogeneous regions leads towards an increase of the overall statistical homogeneity. A RFA is then 
performed on these regions to estimate extreme skew storm surges in the study area, and, at the 
same time, to highlight regional differences in their probabilistic behavior.  
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4.2.2.2 Compléments sur l’homogénéité statistique
Pour chacune des 5 régions homogènes identifiées (représentées en figure 3b du proceeding),
la table 4.2 contient les statistiques H, H2 et H3 des tests d’homogénéité d’Hosking et
Wallis. Excepté la région 4, qui présente une valeur H supérieure à 2 (modérant ainsi les
estimations finales dans cette zone), ces régions sont considérées comme statistiquement
homogènes, au sens de H, H2 et H3.
Table 4.2: Statistiques des tests d’homogénéité d’Hosking et Wallis pour les 5 régions
(surcotes de pleine mer).
Région 1 2 3 4 5
H 1.01 -0.47 -1.94 2.35 1.30
H2 0.18 1.47 -0.22 -0.14 0.25
H3 0.20 1.36 -0.71 -0.42 -0.50
La figure 4.2 reprend les mêmes informations que la figure 4.1 pour les états de mer. Ainsi,
dans la région 1 (Golfe de Gascogne et Manche) et 2 (Mer du Nord), il peut être noté que
les fortes moyenne, dispersion ou asymétrie observées sont généralement accompagnées
d’un écart-type élevé. La région 3 (Royaume-Uni Nord) est caractérisée par une moyenne
et une dispersion assez faibles ; les moyennes, dispersions et asymétries observées en région
5 (Canal de Bristol) sont parmi les plus élevées. En région 4 (Mer d’Irlande), la disper-
sion semble varier selon un axe ouest-est, ce qui peut expliquer les traces d’hétérogénéité
observées (H = 2.35) ; cependant, l’asymétrie (faible) y est relativement stable, justifiant
ainsi l’homogénéité mesurée en termes de H2 et H3.
4.2.3 Résumé des régions homogènes obtenues
Les figures 4.3 et 4.4 reprennent les régions homogènes obtenues pour les vagues et les
surcotes. Leur comparaison permet de mettre en évidence certaines similarités, mais aussi
quelques différences. Ainsi, la Mer du Nord et le Royaume-Uni Nord sont des régions à peu
près communes aux vagues et aux surcotes. Par ailleurs, la Manche apparaît davantage
comme un couloir préférentiel de propagation pour les vagues, alors qu’elle est regroupée
avec le Golfe de Gascogne dans le cas des surcotes ; ceci semble signifier que, dans la
zone Golfe de Gascogne-Manche, la propagation des surcotes extrêmes est plus diffuse que
celles des vagues extrêmes. Il faut cependant garder à l’esprit lors de la comparaison de
ces figures que i) le nombre de sites de la zone entière peut influer sur les résultats de la
classification ascendante hiérarchique, et ii) selon la variable étudiée, les régions ne sont
pas du même type : elles correspondent à des zones océaniques dans le cas des vagues et
à des portions du littoral dans le cas des surcotes.
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Figure 4.2: Échantillons yi des surcotes de pleine mer extrêmes observées, normalisées par
le seuil : a) moyenne y¯i, b) écart-type de y¯i, c) L-CV ti, d) écart-type de ti,
e) L-skewness ti3, d) écart-type de ti3.
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Figure 4.3: Régions homogènes (Hs) : a) empreintes typiques des tempêtes de Hs, b)
régions physiquement et statistiquement homogènes.
Figure 4.4: Régions homogènes (surcotes de pleine mer) : a) empreintes typiques des
tempêtes de surcotes, b) régions physiquement et statistiquement homogènes.
Chapitre 5
Modélisation de la dépendance ré-
gionale
Ce chapitre propose un modèle dédié à l’analyse régionale pour décrire la dépendance entre
les sites. Les points essentiels sont les suivants :
• Les régions homogènes formées présentent, par nature, une forte dépendance entre
sites. Or, le modèle de l’indice maritime requiert l’indépendance entre les sites. Ce
chapitre propose ainsi une stratégie de modélisation de la dépendance entre les sites,
à l’échelle régionale et spécifique à la méthode du pooling.
• Les tempêtes définies dans le chapitre 3 sont l’élément de base de la modélisation. En
effet, elles permettent de i) filtrer l’information redondante quand plusieurs sites sont
impactés, ce qui permet de se ramener à l’hypothèse d’indépendance entre les sites
(declustering), et ii) caractériser et modéliser la dépendance à l’échelle régionale.
• Le modèle proposé exprime la tendance qu’ont les sites à avoir un comportement
similaire durant une tempête impactant la région. En particulier, la dépendance
régionale y est décrite simultanément par la propagation et l’intensité régionale d’une
tempête.
• Parmi les applications possibles de ce modèle se trouvent i) l’estimation de la durée
effective régionale et ii) le lien entre périodes de retour régionale et locale d’une
tempête.
• La philosophie sous-jacente à la méthode du pooling est qu’il n’existe pas de trajec-
toires préférentielles des tempêtes à l’intérieur d’une région ; chaque tempête observée
aurait pu se produire n’importe où ailleurs dans celle-ci, de façon cohérente avec la
formation de régions homogènes basée sur l’identification des empreintes typiques
des tempêtes.
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Le modèle basique de l’indice maritime suppose que les extrêmes observés en différents
sites d’une région homogène sont indépendants. Or, les régions homogènes obtenues dans
le chapitre 4 correspondent aux empreintes typiques des tempêtes, et l’on peut donc
s’attendre à une forte dépendance entre les sites.
D’après le chapitre 1, le pooling est la méthode retenue pour estimer la loi régionale. Cette
procédure nécessite de connaître la durée effective de l’échantillon régional, c’est-à-dire la
durée d’observation obtenue après regroupement des observations provenant de plusieurs
sites. Cette durée effective, étroitement liée à la dépendance entre les sites, permet par
exemple de calculer des périodes de retour empiriques, ou encore de quantifier le gain de
l’analyse régionale par rapport à une analyse locale.
Comme dans le chapitre 4, les tempêtes observées demeurent la base de travail. En effet,
en contenant l’information sur l’extension spatiale des événements extrêmes, elles aident à
caractériser cette dépendance et à estimer la durée effective régionale. De plus, le modèle
de dépendance régionale proposé dans ce chapitre permet de distinguer et de relier la
période de retour locale et régionale d’une tempête.
5.1 Formalisation du modèle de dépendance régionale et ap-
plication aux vagues
La méthode proposée pour modéliser la dépendance régionale, avec application aux hau-
teurs de vagues, est décrite dans l’article intitulé Modelling intersite dependence for re-
gional frequency analysis of extreme marine events, publié en juin 2014 dans la revue
Water Resources Research.
Dans cet article, la loi régionale ne prend en compte ni les effets saisonniers, ni les effets
directionnels des tempêtes qui seront identifiés dans le chapitre 6. Cela n’impacte en rien le
modèle de dépendance régionale, qui demeure indépendant de ces considérations. Cepen-
dant, les niveaux de retour estimés dans cet article sont différents des valeurs finalement
obtenues dans le chapitre 6.
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Abstract The duration of observation at a site of interest is generally too low to reliably estimate marine
extremes. Regional frequency analysis (RFA), by exploiting the similarity between sites, can help to reduce
uncertainties inherent to local analyses. Extreme observations in a homogeneous region are especially
assumed to follow a common regional distribution, up to a local index. The regional pooling method, by
gathering observations from different sites into a regional sample, can be employed to estimate the
regional distribution. However, such a procedure may be highly affected by intersite dependence in the
regional sample. This paper derives a theoretical model of intersite dependence, dedicated to the regional
pooling method in a ‘‘peaks over threshold’’ framework. This model expresses the tendency of sites to display
a similar behavior during a storm generating extreme observations, by describing both the storm propaga-
tion in the region and the storm intensity. The proposed model allows the assessment of (i) the regional
effective duration of the regional sample and (ii) different regional hazards, e.g., return periods of storms.
An application to the estimation of extreme signiﬁcant wave heights from the numerical sea-state database
ANEMOC-2 is provided, where different patterns of regional dependence are highlighted.
1. Introduction
The design of offshore structures, or coastal protections preventing shoreline areas from marine ﬂooding,
particularly requires an accurate estimation of the probability of occurrence of extreme marine events (e.g.,
extreme storm surges or wave heights). High return levels can be inferred through a local statistical analysis
of extremes, from a time series observed at a given site. However, a potential issue is the local duration of
observation, which is often too low to accurately estimate return levels of interest. For example, wave
records from buoys are usually shorter than 20–30 years.
Regional frequency analysis (RFA) can help to reduce these uncertainties, by exploiting the information
shared by similar sites in a region. When based on the index-ﬂood method [Dalrymple, 1960], RFA assumes
that extreme observations in a homogeneous region follow a common regional probability distribution, up
to a local index representing the local speciﬁcities of each site.
A possible approach to estimate the parameters of the regional distribution is the regional pooling method
[Bernardara et al., 2011]. The principle is to pool the data normalized by the local index in a single regional
sample, the latter being used to ﬁt the regional distribution. This method is also referred to as the station-
year method [Buishand, 1991] and illustrates the principle of ‘‘trading space for time.’’ However, it assumes
intersite independence [Cunnane, 1988; Madsen and Rosbjerg, 1997; Stewart et al., 1999], which cannot be
deemed realistic: indeed, for example, a storm is likely to generate dependent extremes at different sites.
Thus, Dales and Reed [1989] and Stewart et al. [1999] questioned the relevance of regional pooling when
intersite dependence is ignored, and showed its approximate nature. Intersite dependence in regional pool-
ing is actually closely related to the concept of regional effective duration [Bernardara et al., 2011].
The regional effective duration, denoted by Deff, can be deﬁned as the effective duration of observation of
the regional sample ﬁltered of any intersite dependence. For example, if the times series recorded at differ-
ent sites from a given region are considered independent, pooling data from 10 sites, each having 30 years
of observation, is equivalent to sample 300 years of ‘‘effective duration.’’ This is not the case in the presence
of intersite dependence. At the same time, the highest independent normalized observation in the region is
viewed as the largest in Deff years of record. It can be used to both reﬂect the relevance of RFA to a local
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analysis and to estimate empirical regional return periods. However, Kergadallan [2013] pointed out that
one limitation of RFA is the difﬁculty to evaluate Deff. As an illustration, most of regional pooling studies are
based on a simplifying hypothesis. For example, Hjalimarsom and Thomas [1992], Bernardara et al. [2011],
and Bardet et al. [2011] assumed Deff as the sum of all the local durations, hence assuming intersite inde-
pendency. Dalrymple [1958] expressed that records cannot be expanded to yield an effective duration equal
to the sum of local durations. In his work, it is conversely assumed that Deff can be formulated as the typical
local duration, implicitly considering perfect intersite dependence. The actual value is likely to lie between
these two extreme cases. A realistic estimation of Deff requires a proper characterization of intersite
dependence.
A consequence of intersite dependence is a loss of information [Reed, 1994]. For example, when a storm
impacts several sites, there is redundancy of information because observed extremes stem from the same
meteorological event. Several studies assessed the effects of intersite dependence in the framework of RFA.
For example, the effective size of samples is reduced [Bayazit and €On€oz, 2004; Buishand, 1991; Kjeldsen and
Rosbjerg, 2002; Madsen and Rosbjerg, 1997; Rosbjerg and Madsen, 1996]. Castellarin et al. [2008] also
observed a decrease of the power of the homogeneity test proposed by Hosking and Wallis [1993]. Stedinger
[1983], Hosking and Wallis [1988], and Rosbjerg and Madsen [1996] showed that ignoring intersite depend-
ence in RFA leads to an underestimation of the variance of return level estimates. When at-site distributions
are the main interest, R. L. Smith (Regional estimation from spatially dependent data, unpublished data,
1990) suggests to initially ignore intersite dependence and then correcting a posteriori the regional
variance.
A simple way to take into account intersite dependence is to remove it. Some authors proposed its ﬁltering
through a spatial declustering procedure, where events impacting several sites are counted only once. To
estimate extreme surges with RFA, Bernardara et al. [2011] and Bardet et al. [2011] formed the regional sam-
ple with the highest observations among extremes occurring within 72 h in the study area. However, the
major disadvantage of such an approach is a signiﬁcant loss of information on the spatial dynamics of
extremes generated by a single storm. Moreover, this approach does not introduce any technique to esti-
mate Deff.
Intersite dependence can also be modeled. Cooley et al. [2012] and Bernard et al. [2013] deplored the lack of
an explicit modeling of intersite dependence for RFA. Nevertheless, Renard and Lang [2007] and Renard
[2011] represented the dependence of extreme rainfalls at different sites with elliptical copulas. Extremes at
two different sites were also regionally modeled by Buishand [1984], through bivariate extreme value
theory. An alternative approach, dedicated to annual maxima, was proposed by Dales and Reed [1989]; it
links distributions of the regional maximum and the typical regional data through an effective number of
independent sites.
Most of the papers cited above analyzed series of annual maxima. Yet, an alternative way is to consider
exceedances over a high threshold with the ‘‘peaks over threshold’’ (POT) method [Davison and Smith, 1990].
Its superiority over methods based on annual maxima, for both local and regional estimation of extremes,
was demonstrated by Madsen et al. [1997a, 1997b] and Arns et al. [2013]. Besides, the POT framework is
more physically appealing to handle intersite dependence. For annual maxima, this latter is characterized
on a yearly basis, and may thus be difﬁcult to interpret: for example, series of annual maxima observed at
two distinct sites can be highly statistically correlated, without necessarily being caused by the same mete-
orological phenomena. Conversely, the POT framework allows reasoning at the scale of the physical event,
provided that the concurrence of observations at different sites can be carefully deﬁned [Mikkelsen et al.,
1996; Stewart et al., 1999]. In particular, storms generating extreme observations offer an intuitive frame-
work to deal with intersite dependence in a POT approach. Weiss et al. [2014] characterized storms through
the gathering of extremes neighbors in space and time, and described a procedure to detect them in the
context of marine extremes. These storms allow to naturally deﬁne the concurrence of observations at the
scale of the physical event.
Very few studies addressed the issue of intersite dependence for RFA in a POT framework. Roth et al. [2012]
used the model of Dales and Reed [1989] by grouping POT data into seasonal blocks. It can be argued that
deﬁning the concurrence of observations through a wide temporal block (the season) may result in a loss
of information on both the spatial coverage and the intensity of the physical events generating extremes.
Water Resources Research 10.1002/2014WR015391
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Mikkelsen et al. [1996], Rosbjerg and Madsen [1996], Madsen and Rosbjerg [1998], and Madsen et al. [2002]
proposed regional regression models, which are not based on the index-ﬂood procedure used in this paper.
Similar to geostatistics, their models explicitly account for intersite correlation, where the concurrence of
observations is deﬁned through the overlap of POT data in a short-time window. Madsen and Rosbjerg
[1997] corrected the variance of the regional distribution parameters with an effective number of independ-
ent sites, based on a regional average correlation coefﬁcient. However, in the latter references, although the
concurrence of observations is deﬁned in a physically appealing way, only the pairwise dependence is mod-
eled. Moving toward a more global model of intersite dependence indicating, for example, the tendency of
sites in a region to behave similarly during a storm, would help to characterize different regional hazards.
The estimation of extreme events by RFA allows to tackle the open question of the difference between
regional and local return period. In particular, note that to estimate the return period of a storm affecting
a given area, synoptic variables are usually deﬁned ﬁrst. Della-Marta and Pinto [2009] characterized a
storm by the minimum central pressure and the maximum vorticity reached during its track; Pinto et al.
[2012] used the wind speed maximum; a more general spatial index, reﬂecting both the magnitude and
the spatial extent, was deﬁned by Della-Marta et al. [2009], who then estimated the return period from
these synoptic variables. By construction, such an estimate corresponds to a ‘‘regional’’ return period,
namely the return period of a storm which can occur anywhere in the study area. However, for practical
applications (e.g., protection design), a local return period must be estimated. For example, it is clear that
a storm whose regional return period is 50 years will not generate everywhere in the area wave heights
(or storm surges) corresponding to a 50 year return period. In particular, the link between the regional
return period of a storm and the return period of a given observed variable generated by the storm at a
particular location remains unknown. Note that Della-Marta et al. [2009] showed that regional return peri-
ods share up to about half of the variability of the local return periods. In this study, we will show how a
proper treatment of intersite dependence can help to describe the relation between the regional and the
local return period of a storm.
The objective of this paper is to develop a global model of intersite dependence for RFA, speciﬁcally dedi-
cated to the regional pooling method and POT data, by reasoning at the storm scale. Distributions of the
regional storm maximum and the typical regional storm data are linked through a function of regional
dependence, describing both the propagation of storms and their regional intensity. The proposed model
allows the derivation of different regional hazards and the regional effective duration.
The model of regional dependence is developed in section 2, including its implications on the regional
pooling method (section 2.4). An application to the estimation of extreme signiﬁcant wave heights from the
numerical database ANEMOC-2 is shown in section 3.
2. Methodology
2.1. Extraction of Storms
To characterize the intersite dependence, it is ﬁrst necessary to deﬁne the simultaneity of observations in
space. If data are sampled every hour, the reference for simultaneity can be, for example, the hourly scale.
However, as extreme oceano-meteorological conditions can last from several hours to several days, the
temporal dimension should be added to describe the spatial dependence. In this paper, the scale of the
physical events generating marine extremes (storms) is taken as the reference to deﬁne the simultaneity of
observations in space.
A storm is thus directly characterized through the variable of interest (e.g., wave height or storm surge),
being deﬁned as a physical event generating marine extremes in at least one site in the study area. In the
literature, the tracking of storms often relies on a nearest-neighbor search in space and time [e.g., Lecke-
busch et al., 2008; Renggli et al., 2011]. A spatiotemporal declustering procedure is thus employed to
detect storms and to reﬂect their propagation in space and time. In particular, extremes neighbors in
space and time are supposed to stem from the same storm. The storm extraction algorithm in the context
of marine extremes is described in Weiss et al. [2014], trying to reproduce at best the physical dynamics of
the storms, while taking into account the spatiotemporal resolution of observations. Moreover, a
‘‘double-threshold’’ approach is employed to separate physical considerations from statistical ones
[Bernardara et al., 2014].
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At a given site, the impact of a storm is characterized by observations exceeding the ‘‘physical threshold’’
qp, deﬁned as the p-quantile of the initial time series, with p close to 1. In order to get independent data at
site scale, only the peak value Wis is retained to summarize the storm s at site i (which implies that all other
extremes occurring during that storm are discarded).
Only the most intense storm events are now considered for statistical aspects. New thresholds, denoted u
and higher than the quantiles qp, are selected corresponding to the occurrence of k storms per year on
average at each site. In particular, if di years of data are available at site i, the ni5 kdi highest Wis are
retained to form the ni-sample Xis. The ‘‘statistical threshold’’ ui, exceeded on average k times per year, is
then deﬁned as the smallest observation from Xis (minus an inﬁnitesimal quantity). Storms are then statis-
tically redeﬁned: if site i was impacted by storm s, it is from now on impacted by s if and only if ui is
exceeded.
2.2. Regional Frequency Analysis
Extreme events are estimated in this paper from exceedances over a high threshold. According to Pickands
[1975], the Generalized Pareto Distribution (GPD) represents the natural distribution for such exceedances.
For ease of notation, the index s denoting the storm is omitted in this section. For site i, let ui be the storm
threshold which is exceeded on average k times per year. The ni-sample X
i, denoting the exceedances of ui,
is assumed to be drawn from a GPD: Xi  GPD(ui, ai, ki), where ai> 0 and ki are, respectively, a scale and a
shape parameter. In particular, the p-quantile of Xi is:
xip5
ui–ai=kið1–ð1–pÞ–ki Þ; ki 6¼ 0
ui–ai log ð1–pÞ; ki5 0
(
(1)
The right tail of the GPD is bounded when ki< 0, and unbounded when ki 0. The T-year return level, i.e.,
the value exceeded on average once every T years, is given by xi1–1=kT [Rosbjerg, 1985].
A homogeneity hypothesis is required for RFA based on the index-ﬂood method. Observations from sites
coming from a homogeneous region are supposed to follow the same regional probability distribution,
up to a local index representing the local speciﬁcities of a site. In this paper, homogeneous regions are
formed following Weiss et al. [2014], where typical storm footprints are identiﬁed with a clustering algo-
rithm based on a criterion of storm propagation. In particular, sites from a given region are likely to be
impacted by the same storms, and any storm impacting a region is likely to remain enclosed in this
region.
For a homogenous region of N sites, let li be the local index of the site i5 1,. . .,N. The normalized variable
Y5 Xi / li is supposed to be independent of i, with cumulative distribution function (c.d.f.) Fr. Roth et al.
[2012] showed that dealing with exceedances over a high threshold necessarily implies that the local index
has to be a multiple of this threshold. Here, as in Roth et al. [2012] and Weiss et al. [2014], li is therefore
chosen as the threshold ui. This implies that Y  GPD(1, c, k), where: (i) the regional-scale parameter
satisﬁes c5 ai / ui and (ii) the shape parameter ki5 k is constant over the region. From these relationships,
Xi  GPD(ui, cui, k). For site i, the T-year return level is obtained by multiplying the regional T-year return
level by the local index: xi1–1=kT5uiy1–1=kT .
The two regional parameters (c, k) can be estimated with the regional pooling method. However, as sites in
a region are likely to be impacted by the same storms, a strong intersite dependence is expected. If ignored,
this may affect the estimation process. Thus, this dependence is ﬁrstly modeled as outlined in section 2.3,
before the regional pooling method is described in section 2.4.
2.3. Modeling of Regional Dependence
2.3.1. Notations
Let kr be the mean annual number of storms in the region and Zis the Bernoulli variable which is 1 if storm s
impacts site i and 0 otherwise. When storm s impacts site i, the observed normalized extreme with c.d.f. Fr is
denoted by Yis5X
i
s=ui . Note that Y
i
s 1. The storm s can be summarized in the region by the multivariate ran-
dom variable gs5ðg1s ; :::; gNs Þ, where gis5YisZis . The storm regional maximum is then deﬁned as
Ms5max i51;::;N gis. As at least one site is impacted by the storm s, M s 1.
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2.3.2. Distribution of the Storm Regional Maximum
First, note that due to the statistical redeﬁnition of storms at the end of section 2.1, Zis takes the value 1
with probability k / kr, independently of i. Moreover, by the regional homogeneity hypothesis from section
2.2, the distribution of gis does not depend on i:
x  1; Pðgis > xÞ5PðZis51ÞPðgis > x j Zis51 Þ5
k
kr
ð1–FrðxÞÞ (2)
For x 1, the distribution of Ms can be obtained through the following decomposition:
PðMs > xÞ5Pðmax
i51;::;N
gis > xÞ5
XN–1
i51
Pðgis > x; maxj5i11;::;N g
j
s  xÞ1PðgNs > xÞ (3)
Now, as the distribution of gis is independent of i:
PðMs > xÞ5Pðg1s > xÞ½11
XN–1
i51
Pð max
j5i11;::;N
gjs  xjgis > xÞ (4)
From (2), this leads to:
PðMs > xÞ5Pðg1s > xÞuðxÞ5ð1–FrðxÞÞ
k
kr
uðxÞ (5)
where
uðxÞ511
XN–1
i51
Pð max
j5i11;::;N
gjs  xjgis > xÞ; x  1 (6)
The distribution of Ms can be thus written in terms of the regional distribution Fr and u.
2.3.3. Characterization of the Regional Dependence
The function u reﬂects the regional dependence. Situations of independence and perfect dependence, illus-
trating extreme cases of dependence, can be reinterpreted through equation (6) with x5 1. In particular, the
region is regional-independent (denoted as r2q) if and only if u  N; in that case, a storm impacts only one site
in the region, whatever its intensity. Conversely, the region is perfectly regional-dependent (denoted as p2rd) if
and only if u  1; a storm impacts every site in the region and, whatever its intensity, the generated (normal-
ized) extremes vary the same way. Between these two extremal situations, u takes values between 1 and N.
By construction, u relates both the storm propagation in the region and the storm intensity. It expresses
the tendency of sites to display a similar behavior during a storm. The regional dependence is stronger
when u is small, hence indicating that most of the sites are impacted by a storm, and are likely to react the
same way in terms of normalized extremes.
u is inﬂuenced by the number N of sites in the region. In order to compare u between different regions, the
effect of N can be removed through the following adimensional function:
UðxÞ5N–uðxÞ
N–1
; x  1 (7)
where U, lying between 0 and 1, is near to 1 when regional dependence is strong.
2.3.4. Assessment of Regional Hazards
A regional hazard is an event occurring at the regional scale, whose probabilistic description is related to
collective risk assessment. The following examples of regional hazards are expressed in terms of the func-
tion of regional dependence u.
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A ﬁrst example is the mean number bs(x) of impacted sites with normalized intensity larger than x 1 when
the storm regional maximum is larger than x:
bsðxÞ5E
XN
i51
1gis >x j Ms>x
" #
(8)
From equation (5):
bsðxÞ5NPðg1s > x j Ms > xÞ5N
Pðg1s > x Þ
PðMs > xÞ 5
N
uðxÞ (9)
In particular, the mean number of impacted sites during any storm is given by bs(1)5N/u(1). Note that this
is coherent with the deﬁnitions of regional-independence and perfect regional-dependence.
Another example is the evaluation of the regional return period of a particular storm, and how it is related
to its local return period. Let s be a given storm, and denote by x 1 its corresponding normalized intensity.
The regional return period of s, Tr, is deﬁned as the average time between storms impacting at least one site
in the region with a normalized intensity greater than x, i.e.:
Tr5
1
krPðMs > xÞ (10)
The local return period of s, T, is deﬁned as the average time between storms impacting a given site in the
region with a normalized intensity greater than x:
T5
1
kð1–FrðxÞÞ (11)
From (5), Tr and T are related through:
Tr5
T
uðxÞ (12)
2.4. Regional Pooling Method
2.4.1. Construction of the Regional Sample
The regional pooling method is used to estimate the regional distribution Fr. However, due to the presence
of intersite dependence, events impacting several sites must be counted only once. Storms presented in
section 2.1 are a convenient way to ﬁlter intersite dependence, as each storm describes the regional foot-
print of a particular event generating extremes.
In particular, the distribution of the storm regional maximum Ms is now assumed to be the same as
the regional distribution Fr. This assumption was implicitly made in Bernardara et al. [2011] and Bar-
det et al. [2011], where the regional distribution was estimated from the highest normalized surges
that occurred within 72 h in the region. In other words, the distribution of the maximum of a
regional cluster is identical to the distribution of a generic element of this cluster. The same assump-
tion is often made in a POT time series framework, as explained by Anderson in the discussion of
the paper by Davison and Smith [1990]: ‘‘this apparent paradox is a consequence of length-biased sam-
pling: a randomly chosen exceedance has a disproportionate chance of coming from a large cluster, and
in large clusters there tend to be large excesses.’’ However, in practice, the validity of this assumption
must be veriﬁed. For example, the two-sample Anderson-Darling test [Scholz and Stephens, 1987] can
be performed at each site i to evaluate the null hypothesis that Yis and Ms have the same
distribution.
If nr independent storms are observed in the region, the regional sample is thus formed by the nr-sample of
storm regional maxima Ms, and corresponds to Deff years of regional effective duration.
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The assumption that the storm regional maximum Ms is the same as the regional distribution Fr depends on
the data at hand. When this hypothesis is not veriﬁed, the following alternative strategies nevertheless
allow to perform a RFA:
1. Remove sites of which Anderson-Darling p-values are too low (for example, lower than 0.01) to accept
this hypothesis. The application of the model of regional dependence and the estimation of Fr can then
be performed on the remaining sites.
2. Form the regional sample with random (normalized) observations from each storm, instead of using the
storm regional maxima Ms. Fr can still be estimated by pooling, directly from this new regional sample.
However, the simpliﬁed model of dependence (section 2.4.3) is not valid anymore, as u is not a constant
function. It would be possible to update equation (14) by letting the regional effective duration depend
on regional quantiles.
3. Use another method to perform the RFA, e.g., the regional L-moments method of Hosking and Wallis
[1997]. The model of regional dependence developed in this paper, dedicated to the pooling method,
does not apply anymore in this case.
2.4.2. Estimation of the Regional Distribution Fr
The two regional parameters (c, k), see section 2.2, are estimated from the regional sample. Penalized maxi-
mum likelihood estimation (PMLE) [Coles and Dixon, 1999] is used in this study. The principle is to combine
the efﬁciency of maximum likelihood estimators for large sample sizes and the reliability of the probability
weighted moment estimators for small sample sizes. In particular, high estimates of the shape parameter k
are penalized. PMLE is implemented in the function ﬁtgpd of the POT package [Ribatet, 2007], in the statisti-
cal computing environment R (R Development Core Team, 2013). Uncertainties on estimates of (c, k) are
here assessed with a bootstrap procedure: 10,000 replications of the (c, k) values are obtained with PMLE
from resamples of the regional sample.
2.4.3. Simplification of the Model of Regional Dependence
The regional pooling method presented in this paper assumes that the distribution of the storm regional
maximum Ms is the same as the regional distribution Fr. The model of regional dependence in section 2.3
can thus be simpliﬁed. Indeed, from (5), this assumption implies that u becomes a constant function:
x  1; PðMs > xÞ51–FrðxÞ $ uðxÞ5 krk (13)
As u is constant, the way sites react during a storm does not depend on the intensity of the storm. Similarly,
Dales and Reed [1989] applied their model to rainfall annual maxima and observed that the effective number
of sites, summarizing the spatial dependence, did not seem to depend on a particular regional intensity.
2.4.4. The Regional Effective Duration Deff
The pooling procedure yields Deff years of regional effective duration. Deff is closely related to the degree of
regional dependence; in particular, Deff is expected to be low when regional dependence is strong.
First, the two simplistic situations of regional dependence (section 2.3.3) are considered. Let d5
P
di/N be
the mean local duration, where di is the local duration of observation at site i and N is the number of sites in
the region. If the region is r2q, a storm impacts only one site in the region. In that case, each observation
from any site brings new information, and Deff can be written as the sum of all the local durations: Deff5Nd .
Conversely, if the region is p2 rd, a storm impacts every site in the region. Here the typical local duration of
one site constitutes Deff, as the information from other sites is purely redundant. This can be reﬂected by
taking, for example, Deff as the mean local duration: Deff5 d . It is now assumed that, between these two
extremal cases, Deff can be more realistically expressed by:
Deff5ud (14)
where u, lying between 1 and N, is the degree of regional dependence. Note that the situations of p2rd
and r2q are, respectively, obtained for u5 1 and u5N. From equation (13), stating that u5 kr / k, its theo-
retical value is Deff5 krd/k.
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The mean annual number of storms in the region kr can be naturally estimated by nr/d , where nr is the num-
ber of observed storms. An estimate of Deff is then:
D^eff5
nr
k
(15)
Let nr,t be the number of observed storms during year t5 t1,. . .,ts in the region, where t1 and ts indicate the
ﬁrst and the last year of observation in the region, respectively. The overall number of observed storms nr is
obtained by summing the nr,t for t5 t1,. . .,ts. By assuming that the nr,t are independent and identically dis-
tributed with common mean kr and standard deviation rr, the central limit theorem followed by the Slut-
sky’s lemma allow to derive new conﬁdence intervals for Deff :
D^eff–z1–a=2
r^r
ﬃﬃ
s
p
k
; D^eff1z1–a=2
r^r
ﬃﬃ
s
p
k
 
(16)
where z1–a=2 is the quantile of order 12a/2 of the standard normal distribution, r^r is the empirical standard
deviation of the nr,t, and s is the number of years of observation in the region.
Note that (15) can be used even if periods of observations are different, and in the presence of missing
data. This formula also guarantees that D^eff  max i51;::;N di , coherently with what might be expected from
the regional effective duration. Besides, it reﬂects the importance to extract storms such that their mean
annual occurrence k at the local scale is common to all sites.
As Fr is estimated from Deff years of pooled data, the underlying principle is that any site in the region can be
indifferently impacted by a given storm. Parenthetically, with no preferential storm track in the region, the
regional pooling method is coherent with the identiﬁcation of storms footprints to form homogeneous
regions. In particular, the regional sample illustrates that, for a generic site, k storms per year, on average, were
observed during Deff years. Deff thus helps to reﬂect the relevance of RFA to a local analysis. Indeed, pooling
enables to estimate extreme events at site i from Deff years of data, compared to di years for a local analysis.
2.4.5. Evaluation of Storm Return Periods
The regional pooling method allows to distinguish between local and regional return periods of normalized
storm events (see section 2.3.4 for the corresponding deﬁnitions), both at the empirical and theoretical lev-
els. Let s be a given storm from the regional sample, and denote by x its corresponding normalized
intensity.
Using the Weibull plotting position, its empirical local return period ~T s;loc is:
~T s;loc5
Deff11
nr11–rankðsÞ (17)
where rank(s) denotes the rank of s in the regional sample. For example, if s is the most intense storm
observed in the regional sample, then ~T s;loc is about Deff years. Besides, the theoretical local return period
T s;loc of s is given by equation (11). We recall that T s;loc corresponds to the theoretical return period of storm
s at site scale (i.e., at any site of the region). Using (12) and (13), the theoretical regional return period T s;reg
is given by:
T s;reg5
k
kr
T s;loc (18)
The empirical regional return period ~T s;reg is linked with ~T s;loc through a similar relation.
3. Application
3.1. Data Used
ANEMOC-2 (Atlas Numerique d’Etats de Mer Oceaniques et Co^tiers—Numerical Atlas of Oceanic and
Coastal Sea states) is a numerical sea-state hindcast database covering the Atlantic Ocean over the period
Water Resources Research 10.1002/2014WR015391
WEISS ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 8
100 CHAPITRE 5 : MODÈLE DE DÉPENDANCE RÉGIONALE
1979–2009 (31 years). It has
been developed at Saint-
Venant Laboratory for
Hydraulics and EDF R&D LNHE
[Laugel, 2013]. The simulations
of wave conditions have been
carried out with the third-
generation spectral wave
model TOMAWAC [Benoit
et al., 1996] forced by wind
ﬁelds from the CFSR
reanalysis database [Saha
et al., 2010].
The spatial resolution of the
so-called ‘‘oceanic mesh’’ of
ANEMOC-2 ranges from about
120 km over the Northern part
of the Atlantic Ocean down to
about 20 km along the Euro-
pean coast and 10 km along
the French coast. Note, this
grid is supplemented by a
‘‘coastal mesh’’ whose resolu-
tion is ﬁner on the continental
shelf, in the Channel and along
the French coast. For the present study, however, only data from the oceanic mesh is used, and only a
subset of 1847 nodes amongst the 13,426 nodes of the full oceanic mesh is selected, at locations plotted in
Figure 1.
Among the wave parameters available with an hourly resolution in ANEMOC-2, we consider here
the signiﬁcant wave height, denoted Hs, which is usually the preferred parameter to summarize
sea-state intensity. TOMAWAC computes this wave height from the zero-order moment of the
wave spectrum. Hourly series of signiﬁcant wave heights Hs over the period 1979–2009 are thus
extracted for the 1847 selected sites. The objective here is to apply the proposed methodology (i)
to characterize the regional dependence over this area and (ii) to estimate extreme Hs by the
regional pooling method.
Figure 1. Location of the 1847 sites extracted from the oceanic mesh of the ANEMOC-2 sea-
state database.
Figure 2. Footprints of the storms of (a) 15–18 February 1986, (b) 11–13 December 1990, and (c) 23–24 January 2009 (Klaus), where red dots indicate the impacted sites.
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3.2. Preparation of Data for
RFA
More details for this section
may be found in Weiss et al.
[2014], where the same data
set was used.
The physical extraction of
storms generating extreme Hs,
described in the beginning of
section 2.1 with p5 0.995,
leads to 5939 storms. Weiss
et al. [2014] performed a sensi-
tivity analysis and found that
storms are properly detected
when p5 0.995. An analysis
reveals that, on average: (i)
there are 192 storms per year
in the study area, (ii) a storm
impacts 38 sites, and (iii) a
storm lasts 12.5 h at site scale.
These storms serve to form
physically homogeneous regions, by detecting the most typical storms footprints in the study area. The
footprints of the storms of 15–18 February 1986, 11–13 December 1990, and 23–24 January 2009 (Klaus) are
shown in Figure 2.
Storms are then statistically redeﬁned, following the methodology presented in section 2.1. In particular,
k5 1 storm per year are now observed, on average, at each site; 1340 storms are thus retained among the
5939 initial ones. Site i is therefore characterized by the sample of Hs over the threshold ui exceeded on
average once per year; the sample size is 31, as 31 years of data are available. These thresholds, represented
in Figure 3, are also the local indices used for RFA (section 2.2). These storms serve to (i) check the statistical
homogeneity of the physically homogeneous regions, (ii) deal with regional dependence, and (iii) estimate
extreme events with the regional pooling method.
RFA can thus be performed on
each of the six homogeneous
regions delineated in Weiss
et al. [2014], see Figure 4.
3.3. Regional Pooling
Method
For each of the six regions, the
regional sample is constructed
by pooling the observed nor-
malized storm regional max-
ima, following section 2.4.1. To
check whether the storm
regional maxima are sampled
from the regional distribution
Fr, the two-sample Anderson-
Darling test is performed. The
p-values for the null hypothesis
that Yis and Ms have the same
distribution, for each site i from
a given region, are higher than
0.01 for 95% of all sites.
Figure 3. Map of threshold values of Hs exceeded on average once per year (m).
Figure 4. Division into six homogeneous regions.
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Therefore, it may be reasonably assumed that (i) the model of regional dependence can be simpliﬁed and
(ii) Fr can be estimated from the regional sample.
3.3.1. Measures of Regional Dependence
For each region, Table 1 provides some measures of regional dependence deﬁned in sections 2.3.3, 2.3.4,
and 2.4.4. Note that there are no missing values in ANEMOC-2 data, and periods of observations are the
same for all sites (with a common local duration of d5 31 years).
Storms are, respectively, most and least most frequent in regions 2 and 6, with 25.2 and 2.7 storms per year
on average. This is explained here by their size: regions 2 and 6 are, respectively, the largest and the small-
est in terms of the number of sites. To compare the degree of regional dependence between regions, this
size effect can be removed through the adimensional function U deﬁned in equation (7). The regional
dependence is thus the strongest in region 5, meaning that sites in this region tend to behave highly simi-
larly during a storm: a large proportion of them are impacted, and the normalized extremes are likely to
vary the same way. Conversely, the regional dependence is the weakest in region 2. This can be precised by
considering the mean number bs(1) of impacted sites during a storm, see equation (9). Indeed, on average,
a storm in region 2 only impacts 18.9 sites (4% of the region), whereas a storm in region 5 impacts 56.6 sites
(24% of the region).
The regional effective duration Deff and its corresponding 95% conﬁdence interval are estimated following
equations (15) and (16). For example, pooling data from the 234 sites of region 5 enable to get a regional
sample with Deff5 128 years of independent observations. Note that taking into account the regional
dependence considerably reduces what would be obtained under the assumption of intersite independ-
ence (in that case,
Deff5Nd5 7254 years).
Figure 5 shows the evolution
of the regional return period Tr
against the local return period
T for each region, see equation
(12). Note that curves for
regions 3 and 4 are very close
to each other, giving the
impression of being superim-
posed. The simpliﬁed model of
regional dependence implies
that Tr and T are linearly
related. For ﬁxed T, Tr is,
respectively, the lowest and
the highest in regions 2 and 6.
For example, Table 1 gives
100r, i.e., Tr corresponding to
T5 100 years. 100r5 3.964
years in region 2: about every 4
years on average, a storm in
Table 1. Measures of Regional Dependence for Each Regiona
Region 1 (399) 2 (479) 3 (241) 4 (377) 5 (234) 6 (102)
kr 10.322 25.226 9.000 8.839 4.129 2.710
U 0.977 0.949 0.967 0.979 0.987 0.983
bs(1) 38.653 18.989 26.778 42.653 56.672 37.643
100r 9.688 3.964 11.111 11.314 24.219 36.905
Deff 320 [284, 356] 782 [698, 866] 279 [234, 324] 274 [232, 316] 128 [106, 150] 84 [68, 100]
aThe number of sites N indicated between parentheses. kr is the mean annual number of storms in the region, U is the adimensional
function of regional dependence, bs(1) is the mean number of impacted sites during a storm, 100r is the regional return period (in years)
of the storm causing at least one local 100 year event (equation (12) with T5 100), and Deff is the regional effective duration (in years,
along with the 95% conﬁdence interval).
Figure 5. Regional return period Tr against the local return period T for each region, as
deﬁned in equation (12). Curves for regions 3 and 4 are superimposed.
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this region causes at least one
local 100 year event. Besides,
although region 1 is much
larger than region 3, note that
their 100r estimates are similar
(about 10 years). If intersite
dependence was assumed,
then this quantity would have
been, in proportion, much
higher in region 3 than in region 1. However, the compensation is due to a stronger regional dependence
in region 1. Thus, modeling the regional dependence allows a more realistic assessment of regional
hazards.
3.3.2. Estimation of Extreme Hs
For each of the six homogeneous regions, the regional GPD parameters (c, k) are estimated following the
procedure outlined in section 2.4.2. These quantities are given in Table 2, as well as the 100 year regional
return level y0.99. The shape parameter k is positive (corresponding to an unbounded GPD) in regions 1, 4,
and 6, suggesting a higher intensity of extreme Hs. The return level plots for each of the six regional distri-
butions, together with the 95% conﬁdence intervals obtained by bootstrap, are given in Figure 6. Note that
the plotting position depending on the regional effective duration (equation (17)) is used to represent
observations from the regional sample, hence allowing the estimation of empirical return periods (see sec-
tion 3.3.3 for an application to the most intense storms observed).
Table 2. Parameters of the Regional Distributiona
Region 1 2 3 4 5 6
c 0.181 0.189 0.202 0.164 0.223 0.112
k 0.009 20.056 20.089 0.012 20.081 0.324
y0.99 1.852 1.765 1.763 1.777 1.856 2.188
ac (GPD scale parameter), k (GPD shape parameter), y0.99 (100 year regional return
level).
Figure 6. Return level plots of the regional distributions (crosses represent observations from each regional sample), together with the 95% conﬁdence intervals obtained by
bootstrap.
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At-site return levels are
obtained by multiplying
regional return levels by the
local indices. Figure 7 shows
the map of the estimated at-
site 100 year Hs. Estimates for
coastal areas are not shown
because, as mentioned in sec-
tion 3.1, the present analysis
uses data from the oceanic
model of ANEMOC-2, whose
resolution is not sufﬁcient for
these coastal areas and which
includes only parts of the
shallow-water effects. In a
follow-up of this study, data
from the coastal model may
improve the simulated sea
states in coastal areas. One
can note on Figure 7 shows
that 100 year Hs estimates
display a coherent spatial pattern, with lower values near the West European coasts. The highest
return levels are obtained for sites located in the north-central part of the study area (up to
29.65 m). Note that these estimates are comparable to those from Caires and Sterl [2005] and Weiss
et al. [2014].
Compared to a local statistical analysis, the regional pooling method can help to reduce uncertainties in the
estimation of extreme events at a given site. Indeed, extrapolations from a local analysis would be based
here on d5 31 years of observations; the regional pooling makes available Deff> d years of data for any
site.
3.3.3. Return Periods of the Most Intense Storms Observed
From the numeric database ANEMOC-2, storms with the highest normalized intensity were observed
on February 1986, February 1979, December 1990, February 1988, December 1989, and January 2009,
respectively, in region 1, 2, 3, 4, 5, and 6. Figure 2 displays these storms which occurred in regions 1, 3,
and 6.
As an application of section 2.4.5, return periods of these storms are provided in Table 3, both at the local
and regional scales (empirical and theoretical). For example, in region 3, the empirical local return period
~T s;loc of the storm of 11–13 December 1990 is estimated at 280 years. Its theoretical counterpart is quite
close (T s;loc5 367 years), as indicated by the return level plot for this region (Figure 6). As such a storm was
observed only once in 31 years of observations in this region, its empirical regional return period ~T s;reg is
logically estimated at 31 years. From equation (18), the model of regional dependence predicts a
theoretical regional return period T s;reg
of 41 years.
4. Conclusions
By exploiting the information shared by
statistically similar sites, regional frequency
analysis (RFA) can reduce uncertainties in
the estimations of high return levels, when
at-site durations of observations are short.
It is assumed that, in a homogeneous
region, extreme observations follow a com-
mon regional probability distribution, up to
Figure 7. Map of estimated 100 year Hs (m).
Table 3. Return Periods (in Years) of the Storms With the Highest Normal-
ized Intensity Observed in Each Regiona
Region Date ~T s;loc T s;loc ~T s;reg T s;reg
1 15–18 Feb 1986 321 468 31 45
2 11–13 Feb 1979 783 334 31 13
3 11–13 Dec 1990 280 367 31 41
4 8–10 Feb 1988 275 178 31 20
5 15–17 Dec 1989 129 92 31 22
6 23–24 Jan 2009 85 163 31 60
a~T s;loc , T s;loc , ~T s;reg , and T s;reg are, respectively, the empirical local return
period, the theoretical local return period, the empirical regional return
period, and the theoretical regional return period.
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a local index representing the local speciﬁcities of a site.
The method of regional pooling is employed in this paper, where normalized observations from different
sites are gathered into a regional sample to estimate the regional distribution. In particular, this pooling
procedure allows to deﬁne Deff years of regional effective duration. Deff is actually closely related to the
degree of intersite dependence: for example, Deff is expected to be low when the dependence is strong.
Intersite independence is a usual assumption in the literature and practice, although unrealistic: a storm
is likely to generate dependent extremes at different sites. We have therefore proposed a theoretical
framework to model intersite dependence for the regional pooling method.
Storms are here identiﬁed by detecting physical events generating extremes in at least one site in the study
area; their spatiotemporal propagation is taken into account through the gathering of extremes neighbors
in space and time. Storms allow to naturally deﬁne the concurrence of observations at the scale of the phys-
ical event, hence enabling to perform a RFA within a ‘‘peaks over threshold’’ framework. These storms repre-
sent a convenient way to describe regional dependence. In particular, they are the basis to (i) construct the
regional sample, by ﬁltering the redundancy of information and (ii) model the regional dependence.
The distribution of the storm regional maximum is linked to the regional distribution through a function of
regional dependence. This function, describing both the storm propagation in the region and the storm
intensity, expresses the tendency of sites to display a similar behavior during a storm. The proposed model
allows (i) a proper evaluation of Deff and (ii) the assessment of different regional hazards: for example, the
mean number of impacted sites during a storm, or return periods of storms both at the local and regional
scales can be theoretically derived.
An application to signiﬁcant wave heights from the numerical sea-state database ANEMOC-2 has been pro-
vided to demonstrate the capabilities of the model. Six homogeneous regions, corresponding to the most
typical storms footprints were delineated in the North-East part of the Atlantic Ocean. Different patterns of
regional dependence have been characterized in this area, before applying the regional pooling method to
estimate extreme signiﬁcant wave heights.
Although the proposed example considers signiﬁcant wave heights, the method can easily be applied to
other marine variables. Indeed, it is variable oriented, in the sense that storms are speciﬁcally deﬁned
through the variable of interest only. Moreover, Deff can also be estimated when periods of observations are
not the same for all sites, and/or in the presence of missing values. Future works could, for example, apply
the proposed model to other marine hazards (e.g., storm surges) to compare how regional dependence
manifests compared to signiﬁcant wave heights.
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5.1.1 Compléments
5.1.1.1 Sur la formule (3) de l’article précédent
Dans l’article précédent, la formule (3) repose sur une partition faisant intervenir les
quantités ηis. Le principe est de décomposer (Ms > x) en événements disjoints, où x est
dépassé au site i mais ne l’est pas pour les sites suivants j = i + 1, ...N . En particulier,
ceci inclut les cas où x est dépassé en plusieurs sites (ceux entre 1 et i).
Nous illustrons cette formule avec un exemple simple, avec N = 3 sites. La formule (3)
devient alors :
∀x ≥ 1,P(Ms > x) = P(η1s > x, η2s ≤ x, η3s ≤ x) + P(η2s > x, η3s ≤ x) + P(η3s > x) (5.1)
Par ailleurs, (Ms > x) peut se décomposer en 7 événements disjoints décrits dans la table
5.1. Les couleurs sont à relier avec celles de l’équation 5.1 : le cas 1 correspond au premier
terme de droite de 5.1, les cas 2 et 3 au second terme de droite et les cas 4 à 7 au dernier
terme.
Table 5.1: Partition de (Ms > x) pour N = 3 sites.
(Ms > x), N = 3 Site 1 Site 2 Site 3
Cas 1 > x ≤ x ≤ x
Cas 2 > x > x ≤ x
Cas 3 ≤ x > x ≤ x
Cas 4 > x ≤ x > x
Cas 5 ≤ x > x > x
Cas 6 ≤ x ≤ x > x
Cas 7 > x > x > x
5.1.1.2 Sur le lien entre périodes de retour empiriques et durée effective
régionale
La figure 5.1 contient les périodes de retour empiriques des observations pour chacun des
6 échantillons régionaux, et sont calculées selon la formule (17) de l’article, et fonction
de la durée effective régionale. Les intervalles de confiance à 95% de ces périodes de
retour, résultants de l’incertitude sur la durée effective régionale, sont indiqués par les
barres horizontales. Afin que ces intervalles de confiance demeurent discernables, l’axe des
abscisses n’est pas en échelle logarithmique : il ne faut donc pas conclure, à partir de ces
graphes, un comportement apparemment borné des extrêmes.
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Par exemple, la plus forte tempête ayant impacté la région 6 (Golfe de Gascogne Sud)
région est la tempête Klaus du 23-24 janvier 2009 (avec une intensité normalisée de 2.45).
Empiriquement, le graphique montre que cette tempête revient environ tous les 85 ans en
moyenne dans la région, avec un intervalle de confiance à 95% de [69 ans, 101 ans].
Figure 5.1: Périodes de retour empiriques des observations des 6 échantillons régionaux,
avec intervalles de confiance à 95% (Hs).
5.2 Application aux surcotes de pleine mer
5.2.1 Proceedings de la conférence JNGCGC 2014
L’application de la même méthode aux surcotes de pleine mer est publiée dans les actes
des XIIIèmes Journées Nationales Génie Côtier - Génie Civil (JNGCGC 2014) qui se sont
déroulées à Dunkerque, du 2 au 4 juillet 2014.
Dans cet article, la loi régionale ne prend pas en compte les effets saisonniers qui seront
identifiés dans le chapitre 6. Cela n’impacte en rien le modèle de dépendance régionale,
qui demeure indépendant de ces considérations. Cependant, les niveaux de retour estimés
dans cet article sont différents des valeurs finalement obtenues dans le chapitre 6.
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Résumé : 
Afin de prévenir le risque de submersion marine en zone côtière, la caractérisation 
probabiliste des phénomènes océano-météorologiques extrêmes est un élément 
fondamental. Par exemple, le concept de niveau de retour est fréquemment utilisé dans 
l’estimation des conditions hydrauliques ou océano-météorologiques (niveau marin, 
conditions de vagues) entrant dans le dimensionnement des ouvrages de protection 
côtière. Ces niveaux de retour sont habituellement estimés par des analyses statistiques 
locales, à partir des données uniquement observées au site d’intérêt. Cependant, le 
caractère limité des durées d’observation peut se traduire par une incertitude importante 
sur les niveaux de retour d’intérêt. 
Par rapport à une analyse locale, l’analyse régionale permet de réduire ces incertitudes, 
en exploitant l’information d’un ensemble de sites dont les caractéristiques statistiques 
des extrêmes sont similaires. Dans une région dite homogène, la loi de probabilité des 
extrêmes est supposée identique en chaque site, à un indice local près. En particulier, les 
extrêmes observés en différents sites d’une région sont rassemblés dans un échantillon 
régional, celui-ci servant à estimer les paramètres de la loi régionale de distribution des 
extrêmes. Cependant, le fait de regrouper les observations requiert un traitement 
approprié de la dépendance spatiale. Cette étude propose de modéliser la dépendance 
spatiale dans le cadre de l’analyse régionale, en se basant sur la tendance qu’ont les sites 
à avoir un comportement similaire pendant une tempête. Le modèle obtenu permet par 
exemple d’estimer la durée effective de l’échantillon régional, ou encore de comparer la 
période de retour locale et régionale d’une tempête.  
Un exemple d’application est donné à partir d’une base de données de surcotes de pleine 
mer observées en 67 sites équipés de marégraphes sur les côtes françaises, britanniques 
et espagnoles de l’Océan Atlantique, de la Manche et de la Mer du Nord. 
Mots-clés : Génie côtier, Niveaux marins extrêmes, Surcotes de pleine mer, Valeurs 
extrêmes, Analyse régionale, Dépendance spatiale, Océan Atlantique, Manche, Mer du 
Nord 
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1. Introduction 
Une protection efficace des zones côtières contre le risque de submersion marine 
nécessite de caractériser les événements océano-météorologiques extrêmes. En 
ingénierie côtière, le niveau de retour associé à une période de retour donnée est 
traditionnellement estimé par une analyse statistique locale, à partir de données 
provenant d’un site d’observation unique. Une limitation courante avec cette méthode 
est la durée d’observation, généralement trop courte pour estimer le niveau de retour 
avec précision.  
L’analyse régionale est une solution possible pour réduire ces incertitudes (HOSKING 
& WALLIS, 1997). Elle vise à tirer parti de l’information partagée par un ensemble de 
sites statistiquement similaires. L’hypothèse fondamentale est l’existence d’une loi 
régionale des extrêmes commune à tous les sites d’une région dite homogène, à un 
indice local près. En particulier, une manière d’estimer les paramètres de la loi régionale 
est la méthode du pooling, qui regroupe les extrêmes observés en différents sites d’une 
région dans un même échantillon régional (e.g., BERNARDARA et al., 2011).  
Cependant, compte tenu de l’extension spatiale des tempêtes à l’origine des extrêmes 
observés, les effets de la dépendance spatiale doivent être étudiés lorsque cette méthode 
est utilisée. Par exemple, la durée effective de l’échantillon régional, obtenu en 
regroupant les observations de plusieurs sites, varie selon le degré de dépendance 
spatiale des sites de la région. Cette durée est requise pour estimer des périodes de 
retour, ou encore pour quantifier la plus-value d’une analyse régionale par rapport à une 
analyse locale. 
Par ailleurs, le lien entre période de retour régionale et locale d’une tempête est une 
question peu étudiée dans la littérature scientifique. Par exemple, une tempête dont la 
période de retour est de 100 ans dans une région donnée ne va très probablement pas 
générer, pour n’importe quel endroit de cette région, des surcotes correspondant à une 
période de retour 100 ans. L’estimation des événements extrêmes par la méthode du 
pooling permet d’examiner ce lien, à condition de tenir compte de la dépendance 
spatiale. 
Tout récemment, WEISS et al. (2014b) ont proposé un modèle pour caractériser la 
dépendance spatiale, dans le cadre d’une analyse régionale effectuée par la méthode du 
pooling. En se basant sur la tendance qu’ont les sites à avoir un comportement similaire 
pendant une tempête, la dépendance est caractérisée à travers une fonction décrivant à la 
fois la propagation des tempêtes et leur intensité régionale. Ce modèle permet d’estimer 
la durée effective de l’échantillon régional, ou encore de comparer les périodes de retour 
locale et régionale d’une tempête. 
L’objectif de cet article est d’appliquer ce modèle pour estimer des surcotes extrêmes de 
pleine mer, observées en 67 sites équipés de marégraphes sur les côtes françaises, 
britanniques et espagnoles de l’Océan Atlantique, de la Manche, de la Mer du Nord et 
de la Mer d’Irlande. 
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2. Méthodologie 
 
2.1 Extraction des tempêtes 
Pour caractériser la dépendance spatiale éventuelle entre plusieurs sites, il est d’abord 
nécessaire de préciser ce qui définit la simultanéité des observations dans l’espace et le 
temps. Dans cet article, c’est l’échelle des événements physiques générant les extrêmes 
observés, les tempêtes, qui sert de référence pour définir la simultanéité des 
observations dans l’espace. 
WEISS et al. (2014a) proposent une procédure pour détecter ces tempêtes, dans le cadre 
des événements maritimes extrêmes, en travaillant directement (et uniquement) avec la 
variable maritime d’intérêt : ici, la surcote de pleine mer. Les tempêtes sont alors 
définies comme les événements physiques générant des surcotes extrêmes de pleine mer 
en au moins un site de la zone d’étude. Afin de refléter leur propagation dans le temps et 
l’espace, un declustering spatio-temporel est utilisé : les extrêmes voisins dans le temps 
et l’espace sont supposés être générés par une même tempête. 
Les extrêmes sont ici définis par les dépassements d’un seuil élevé de surcote de pleine 
mer. En chaque site, le seuil local est déterminé de façon à ce que celui-ci soit dépassé 
en moyenne λ fois par an, i.e. λ tempêtes y sont observées en moyenne chaque année. 
 
2.2 Analyse régionale par pooling 
Pour un site i quelconque, soit ui le seuil dépassé en moyenne λ fois par an et Xi la 
variable des dépassements de ce seuil ui. La Distribution de Pareto Généralisée (GPD) 
est la distribution naturelle pour modéliser des dépassements de seuil (DAVISON & 
SMITH, 1990). Ainsi, Xi est supposé suivre une loi GPD : Xi ~ GPD(ui, αi, ki), où αi > 0 
et ki sont, respectivement, un paramètre d’échelle et de forme, propres à chaque site. Le 
niveau de retour T ans, i.e. la valeur dépassée en moyenne tous les T années au site i, est 
le quantile d’ordre 1-1/λT de cette loi, i Tλx 1–1 . 
L’analyse régionale repose sur une hypothèse d’homogénéité : les observations de sites 
issus d’une région homogène sont supposées suivre la même loi de probabilité 
régionale, à un indice local près représentant les spécificités de chaque site. Pour une 
région homogène de N sites, la variable normalisée Y=Xi/ui est ici supposée 
indépendante de i, de fonction de répartition (fdr) Fr. Cela implique que Y suit la loi 
régionale GPD(1, γ, k), où le paramètre d’échelle régional vérifie γ=αi/ui et le paramètre 
de forme ki=k est constant dans la région. Le niveau de retour local T ans au site i s’écrit 
Tλi
i
Tλ yux 1–11–1 = , où Ty λ1–1  est le niveau de retour régional T ans (i.e. le quantile d’ordre 
1-1/λT de Y). 
La méthode du pooling, consistant à regrouper les observations normalisées des sites de 
la région dans un même échantillon, est utilisée pour estimer les paramètres (γ, k) de la 
loi régionale. Cependant, les observations normalisées de la région ne doivent pas être 
directement toutes regroupées dans un même échantillon, à cause de la dépendance 
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spatiale qui peut affecter les estimations. Ce sont les tempêtes définies en section 2.1, 
qui, en contenant les empreintes spatiales des extrêmes issus d’un même événement, 
permettent de filtrer cette dépendance. Ainsi, pour se ramener à des données 
indépendantes, seul le maximum régional normalisé de chaque tempête est conservé. 
BERNARDARA et al. (2011) ont utilisé un filtre similaire, en ne retenant que 
l’observation maximale parmi les extrêmes apparus en moins de 72 heures dans la 
région. Si nr tempêtes sont observées dans la région sur la durée totale d’observation, 
l’échantillon régional est donc constitué des nr maxima régionaux normalisés. Les 
paramètres (γ, k) sont ainsi estimés par maximum de vraisemblance pénalisé, à partir de 
l’échantillon régional. 
 
2.3 Durée effective régionale 
La méthode du pooling permet de définir une durée effective d’observation de Deff 
années. En particulier, elle traduit que λ tempêtes sont observées en moyenne par an sur 
une période de Deff années. Cette quantité permet notamment d’évaluer les périodes de 
retour empiriques des tempêtes observées et de quantifier le gain d’une analyse 
régionale par rapport à une analyse locale.  
Deff est étroitement liée à la dépendance spatiale, et est d’autant plus faible que cette 
dépendance est forte. Si les sites sont complètement indépendants, alors chaque tempête 
n’impacte qu’un seul site dans la région, quelle que soit son intensité. Dans ce cas, 
chaque observation apporte une nouvelle information, et Deff peut s’écrire comme la 
somme des durées locales d’observation : Deff=∑di, où di est la durée d’observation au 
site i. A l’inverse, si les sites sont parfaitement dépendants, alors chaque tempête 
impacte tous les sites de la région. La durée locale d’observation d’un seul site 
constituerait alors Deff, l’information des autres sites étant purement redondante. Dans 
ce cas, Deff pourrait être par exemple résumée par la durée locale moyenne : 
Deff = ∑di / N. 
Cependant, Deff se situe plus vraisemblablement entre ces deux situations extrêmes. 
WEISS et al. (2014b) proposent d’écrire, de façon plus générale, Deff=φ∑di/N, où φ 
résume la dépendance régionale. φ, dont l’expression analytique relie la propagation des 
tempêtes et leur intensité, exprime la tendance des sites à avoir un comportement 
similaire durant une tempête impactant la région. φ prend des valeurs comprises entre 1 
(dépendance parfaite) et N (indépendance totale), N étant le nombre de sites dans la 
région. La dépendance régionale est d’autant plus forte que φ est faible, indiquant dans 
ce cas que la plupart des sites sont impactés par une tempête, et ont tendance à réagir de 
façon similaire en termes d’extrêmes normalisés générés. Afin de comparer φ entre 
plusieurs régions, l’effet de la taille de la région N peut être enlevé en introduisant 
Φ=(N-φ)/(N-1), compris entre 0 (indépendance totale) et 1 (dépendance parfaite). 
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WEISS et al. (2014b) montrent que φ=λr/λ, où λr est le nombre annuel moyen de 
tempêtes dans la région et λ le nombre annuel moyen de tempêtes en n’importe quel 
site. Ainsi, une estimation de Deff est donnée par : 
Deff = nr / λ (1) 
où nr est le nombre de tempêtes observées dans la région. 
 
2.4 Lien entre la période de retour régionale et locale d’une tempête 
Soit s une tempête quelconque et x son intensité maximale (normalisée) observée dans 
la région. La période de retour régionale de la tempête s, Tr, est définie comme le temps 
moyen entre deux tempêtes impactant au moins un site de la région avec une intensité 
normalisée supérieure à x. La période de retour locale de s, T, est définie comme le 
temps moyen entre deux tempêtes impactant un site quelconque de la région avec une 
intensité normalisée supérieure à x. D’après WEISS et al. (2014b), Tr et T sont liées par 
la relation suivante :  
Tr = T / φ (2) 
 
3. Application à l’estimation des surcotes extrêmes de pleine mer  
 
3.1 Données utilisées 
Les données brutes consistent en des séries temporelles de niveaux marins, observées en 
67 sites équipés de marégraphes sur les côtes françaises, britanniques et espagnoles de 
l’Océan Atlantique, de la Manche, de la Mer du Nord et de la Mer d’Irlande. (figure 1). 
Les données françaises, fournies par le SHOM (Service Hydrographique et 
Océanographique de la Marine, France), sont disponibles sur le site internet de 
REFMAR (Réseaux de référence des observations marégraphiques). Les données 
espagnoles et britanniques sont respectivement fournies par les organismes IEO 
(Instituto Español de Oceanografía) et BODC (British Oceanographic Data Centre). Les 
niveaux marins des ports français et espagnols ont été observés au pas de temps horaire. 
Les données des ports britanniques ont quant à elles été observées au pas de temps 
horaire jusqu’en 1992, et au pas de temps 15 mn depuis 1993. Les séries temporelles, 
s’échelonnant de 1846 (Brest, France) jusqu’à 2011, ont une durée d’observation 
moyenne de 31 ans.  
Les signaux de marée des 22 ports français (resp. 2 ports espagnols, La Corogne et 
Santander) ont été calculés par le logiciel SHOMAR, fourni par le SHOM. Les fichiers 
de données des 43 ports britanniques présentent la particularité de contenir à la fois les 
niveaux marins observés et les surcotes instantanées au même instant. 
Pour calculer les séries de surcotes associées aux niveaux marins observés, comme les 
prédictions de marée sont données pour le temps présent, ces niveaux sont corrigés d’un 
éventuel eustatisme (altération à long terme des niveaux marins moyens, due à des 
effets géologiques ou climatiques). En chaque site, s’il existe une tendance significative 
114 CHAPITRE 5 : MODÈLE DE DÉPENDANCE RÉGIONALE
(détectée par régression linéaire) dans l’évolution temporelle des niveaux moyens 
annuels, elle est soustraite pour que ces derniers deviennent stationnaires. 
La zone considérée étant fortement influencée par la marée, le risque de submersion 
côtière est plus important autour du moment de la pleine mer. Ainsi, seules les surcotes 
de pleine mer sont considérées (BERNARDARA et al., 2011 ; SIMON, 2007). 
 
3.2 Analyse régionale des surcotes extrêmes de pleine mer 
A partir des séries de surcotes de pleine mer aux 67 sites, 1706 tempêtes, correspondant 
au choix λ=1 (1 tempête en moyenne par an en chaque site), sont extraites par la 
procédure décrite en section 2.1. Par exemple, l’empreinte de la tempête Xynthia (27-28 
février 2010) est représentée en figure 1a. Le marégraphe des Sables d’Olonne, qui s’est 
arrêté de fonctionner peu avant le passage de Xynthia, n’a pas mesuré la surcote de 
pleine mer associée à cette tempête.  
Dans cet article, les régions homogènes sont déterminées comme étant les empreintes 
typiques des tempêtes (WEISS et al., 2014a), à partir de méthodes de classification sur 
un critère de propagation des tempêtes. Une tempête impactant une région donnée a 
donc tendance à i) impacter la plupart des sites de la région et ii) y rester à l’intérieur. 
5 régions homogènes sont ainsi identifiées (figure 1b) : Golfe de Gascogne et Manche, 
Mer du Nord, Royaume-Uni Nord, Mer d'Irlande et Canal de Bristol. La méthode du 
pooling est ensuite appliquée pour chacune de ces régions séparément. 
Le Tableau 1 contient les mesures de dépendance régionale des sections 2.3 et 2.4. 
Prenons l’exemple de la région 1 (Golfe de Gascogne et Manche), là où les tempêtes 
sont les plus fréquentes (environ 15 tempêtes en moyenne chaque année dans la région). 
La dépendance régionale y est la plus faible (Φ=0,49), en comparaison avec les autres 
régions : l’extension spatiale des tempêtes générant les surcotes extrêmes y est moindre.  
Pour chacun des 29 sites de cette région, λ=1 surcote extrême de pleine mer a été en 
moyenne observée chaque année, pendant une durée locale d’observation de 34 ans en 
moyenne. Le fait de regrouper ces extrêmes dans l’échantillon régional équivaut à une 
durée effective d’observation estimée à Deff=517 ans. Ainsi, pour chaque site de cette 
région, l’extrapolation des extrêmes a désormais lieu à partir de 517 ans de données, et 
non 34 ans comme ce serait le cas (en moyenne) pour une analyse locale.  
La figure 2 confronte les estimations empiriques et théoriques (loi GPD avec γ=0,16 et 
k=0,12) des niveaux de retour régionaux. Les trois plus fortes tempêtes observées dans 
cette région, respectivement la tempête Martin du 27 décembre 1999, celle du 16 
octobre 1987 et la tempête Xynthia des 27-28 février 2010, sont notamment assez bien 
approchées par la loi GPD. Par ailleurs, 100r=6,57 ans signifie que tous les 6,57 ans en 
moyenne, une tempête génère en au moins un site de cette région une surcote de pleine 
mer de période de retour 100 ans (équation (2) pour T=100 ans).  
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Figure 1. a) Empreinte de la tempête Xynthia du 27-28 février 2010 (sites impactés 
indiqués en rouge) b) Découpage proposé en 5 régions homogènes 
 
Tableau 1. Mesures de dépendance régionale pour chaque région (nombre de sites 
entre parenthèses) : λr est le nombre annuel moyen de tempêtes, Φ est le degré 
normalisé de dépendance régionale, Deff est la durée effective d’observation (en années, 
avec l’intervalle de confiance à 95%) et 100r est la période de retour régionale (en 
années) correspondant à une période de retour locale de 100 ans.  
Région 1 (29) 2 (12) 3 (9) 4 (10) 5 (7) 
λr 15,22 4,33 4,18 3,82 3,76 
Φ 0,49 0,70 0,60 0,69 0,54 
Deff (ans) 517 [452, 582] 151 [127, 175] 119 [96, 142] 90 [72, 108] 100 [83, 117] 
100r (ans) 6,57 23,08 23,94 26,17 26,60 
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Figure 2. Evolution des niveaux de retour régionaux (normalisés) en fonction de la 
période de retour pour la région 1, avec intervalles de confiance bootstrap à 95%. 
Les croix correspondent aux observations de l’échantillon régional. 
 
3.3 Périodes de retour des tempêtes les plus intenses dans la région 1 
A titre d’exemple d’application de la méthode proposée, le Tableau 2 regroupe les 
estimations des périodes de retour des tempêtes les plus intenses observées dans la 
région 1 : la tempête Martin du 27 décembre 1999, celle du 16 octobre 1987 et Xynthia 
(27-28 février 2010). En particulier, l’estimation empirique (à partir des observations 
seulement) est différenciée de l’estimation théorique (issue de la modélisation par la loi 
GPD) de la période de retour. Ainsi, la surcote de pleine mer associée à la tempête 
Martin, qui a été la plus intense en termes de surcote normalisée observée, est estimée 
revenir dans la région tous les 34 ans (empiriquement) et 46 ans (théoriquement) en 
moyenne. Mais, à l’échelle d’un site quelconque de la région, cette surcote de pleine 
mer (en valeur normalisée) est estimée revenir tous les 518 ans (empiriquement) et 697 
ans (théoriquement) en moyenne. En ce qui concerne la tempête Xynthia, la période de 
retour locale de la surcote de pleine mer normalisée correspondante est estimée à 173 
ans (empiriquement) et 434 ans (théoriquement); sa période de retour régionale est 
quant à elle estimée à 11 ans (empiriquement) et 29 ans (théoriquement). On rappelle 
que ces estimations de périodes de retour ne considèrent que la variable "surcote de 
pleine mer". 
 
 
5.2 APPLICATION AUX SURCOTES DE PLEINE MER 117
Tableau 2. Estimation des périodes de retour (en années) des tempêtes Martin (27 
décembre 1999), du 16 octobre 1987, et Xynthia (27-28 février 2010), à l’échelle locale 
et régionale (Tloc, Treg), empirique et théorique (Temp, Tthéo). 
Tempête Nombre de mesures 
disponibles dans la 
région 
Tloc,emp 
(ans) 
Tloc,théo 
(ans) 
Treg,emp 
(ans) 
Treg,théo 
(ans) 
Martin 19/29 (66%) 518 697 34 46 
Octobre 1987 17/29 (59%) 259 474 17 31 
Xynthia 23/29 (79%) 173 434 11 29 
 
4. Discussion 
Le modèle développé, en utilisant l’information régionale, permet notamment de limiter 
le problème des courtes durées d’observation. Cependant, le problème des lacunes dans 
les données demeure (par exemple, lors d’opérations de maintenance/remplacement de 
marégraphes, ou à cause de pannes ou de défaillances pendant certaines tempêtes). Nous 
pensons cependant qu’une analyse régionale est plus robuste et tient mieux compte des 
éventuelles lacunes qu’une analyse locale. Par exemple, pendant la tempête Martin, une 
surcote importante s’est produite à La Rochelle, vraisemblablement de l’ordre de 2 m, 
mais on ne dispose d’aucune mesure en ce site, à cause d’une panne de courant du 
marégraphe. Alors que la tempête Martin n’apparaît pas dans l’échantillon des surcotes 
mesurées à La Rochelle, la prise en compte de l’information régionale permet d’intégrer 
malgré tout cette tempête, via la mesure disponible au Verdon.  
Par ailleurs, dans le modèle régional, l’indice local permet de représenter les spécificités 
de chaque site, par rapport aux caractéristiques régionales communes partagées par les 
sites de la région homogène. Ces spécificités locales peuvent être, par exemple, la 
configuration du trait de côte, la bathymétrie locale, ou encore des éventuels 
phénomènes de résonances, qui atténuent ou amplifient le signal régional de la surcote. 
Une amélioration possible du modèle régional serait de quantifier la part de ces 
différents effets de site intervenant dans l’indice local.  
Par ailleurs, la zone d’étude a été impactée par une série de tempêtes assez 
remarquables au cours de l’hiver 2013-2014. Parmi elles, la tempête Xaver (5-8 
décembre 2013) a notamment généré des surcotes de pleine mer de 1,12 m à Calais, 
1,25 m à Dunkerque et 2 m à Lowestoft (DAUBORD (2014) et données BODC). En 
termes de valeurs normalisées, c’est à Calais que l’impact de la tempête Xaver a été le 
plus intense parmi ces 3 sites. Sur la base des résultats du modèle, la période de retour 
régionale (resp. locale) théorique de la surcote de pleine mer normalisée correspondant 
à la tempête Xaver est estimée à 11 ans (resp. 50 ans) dans la région 2 (Mer du Nord). 
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5. Conclusions 
Par rapport à une analyse statistique locale des extrêmes, l’analyse régionale permet de 
réduire les incertitudes sur les niveaux de retour estimés. Cependant, les tempêtes 
générant les surcotes extrêmes impactant généralement plusieurs sites, la dépendance 
spatiale se doit d’être prise en compte, en effectuant une analyse régionale par pooling. 
La méthodologie présentée dans cet article permet de quantifier et d’intégrer les effets 
de la dépendance entre les sites. Il devient possible d’estimer de façon plus réaliste la 
durée effective régionale d’observation, ou encore de lier les périodes de retour 
régionale et locale d’une tempête, permettant ainsi de mieux apprécier le risque à 
différentes échelles spatiales. Une application aux surcotes extrêmes de pleine mer est 
proposée, avec un zoom sur les tempêtes ayant généré les surcotes de pleine mer les 
plus importantes sur les façades Atlantique, Manche et Mer du Nord.  
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5.2.2 Compléments
Tests d’Anderson-Darling pour justifier l’échantillon régional
La méthode de l’échantillon régional suppose implicitement que la loi normalisée en chaque
site d’une région est identique à celle du maximum régional d’une tempête. Afin de vérifier
cette hypothèse, le test d’Anderson-Darling, évoqué dans le paragraphe 2.4.1 de l’article
en section 5.1, a été appliqué en chaque site pour tester l’hypothèse nulle d’égalité de ces
deux distributions. Aucune p-value résultante n’étant inférieure au seuil de risque 1%,
rien ne laisse indiquer le rejet de cette hypothèse.
Lien entre périodes de retour empiriques et durée effective régionale
La figure 5.2 contient les périodes de retour empiriques des observations pour chacun des
5 échantillons régionaux, qui sont fonction de la durée effective régionale. Par exemple,
la plus forte tempête ayant impacté la région 2 (Mer du Nord) est la tempête du 1er
février 1953 (avec une intensité normalisée de 2.55). Empiriquement, le graphique montre
que cette tempête revient environ tous les 152 ans en moyenne dans la région, avec un
intervalle de confiance à 95% de [128 ans, 176 ans].
Figure 5.2: Périodes de retour empiriques des observations des 5 échantillons régionaux,
avec intervalles de confiance à 95% (surcotes de pleine mer).
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Lien entre périodes de retour régionale et locale
La figure 5.3 complète la dernière ligne du Tableau 1 de l’article de la section précédente,
en montrant l’évolution de la période de retour régionale Tr en fonction de la période
de retour locale T . Le modèle proposé implique que cette relation est linéaire, à travers
le coefficient de dépendance régionale ϕ (formule (2) de l’article). Les estimations de
ϕ étant similaires pour les régions 2 à 5, leurs courbes correspondantes sont quasiment
confondues. Par exemple, en région 1 (Golfe de Gascogne et Manche), la surcote de pleine
mer centennale (millénale) en un site donné serait générée par une tempête revenant en
moyenne tous les 6.5 ans (65 ans) dans la région.
Figure 5.3: Période de retour régionale Tr en fonction de la période de retour locale T .
Les courbes des régions 2 à 5 sont quasiment confondues.
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Chapitre 6
Spécification et estimation de la loi
régionale avec inclusion des effets
saisonniers et directionnels
Ce chapitre vise à spécifier et estimer la loi régionale, par la méthode du pooling. En voici
les points essentiels :
• Les observations régionales sont soumises à des effets non-stationnaires. Des dif-
férences saisonnières sont ainsi identifiées à la fois pour les hauteurs significatives
de vagues et les surcotes de pleine mer. Pour les vagues, les effets directionnels
expliquent davantage la variabilité observée que les effets saisonniers. Par ailleurs,
l’impact des indices de téléconnexion sur l’intensité régionale des extrêmes n’a pas
été mis en évidence.
• Les effets directionnels (hauteurs significatives de vagues) et saisonniers (surcotes
de pleine mer) sont incorporés dans la loi régionale. Celle-ci est modélisée par un
mélange de lois GPD dont le paramètre d’échelle varie de façon continue selon le
secteur directionnel ou la saison. Cette paramétrisation permet une meilleure prise
en compte des phénomènes physiques à l’origine des extrêmes maritimes. Les mod-
èles sont ensuite soumis à différents critères de sélection et de validation.
• L’estimation de la loi régionale permet de revenir ensuite à l’échelle locale. Les résul-
tats détaillés des niveaux de retour locaux 100 ans sont présentés, pour les hauteurs
significatives de vagues et les surcotes de pleine mer.
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Ce chapitre est consacré à la spécification et l’estimation de la loi régionale Fr, via la
méthode du pooling. Plusieurs aspects y sont abordés, dont i) l’existence de facteurs
physiques influençant les extrêmes maritimes et, par extension, Fr, ii) le moyen de prendre
en compte ces facteurs dans la modélisation de Fr, et iii) les résultats des estimations des
quantiles extrêmes aux échelles régionale et locale.
6.1 Effets non-stationnaires sur la loi régionale
La version de base du modèle de l’indice maritime (chapitre 1) suppose le caractère i.i.d.
des observations. Cependant, cette hypothèse peut être remise en question dans le cas des
données maritimes. Par exemple, des effets saisonniers, des effets liés à des cycles clima-
tiques ou des perturbations dans les processus physiques générateurs des extrêmes peuvent
être sources de non-stationnarités, modifiant le comportement probabiliste des observa-
tions. Cette section vise à identifier quels facteurs physiques influencent les caractéristiques
statistiques des extrêmes maritimes (hauteurs significatives de vagues et surcotes de pleine
mer), à l’échelle régionale (à travers les échantillons régionaux, constitués des intensités
maximales régionales des aléas observés).
6.1.1 Tendances temporelles à long terme
Malgré un contexte d’évolution climatique, plusieurs arguments semblent indiquer que
l’incorporation de tendances temporelles à long terme dans la modélisation des extrêmes
maritimes n’est pas justifiée, ou en tout cas n’a pas d’importance significative.
Par exemple, en étudiant des séries de hauteurs significatives de vagues extrêmes au cours
du siècle dernier dans l’Océan Atlantique, [130] n’ont décelé aucune tendance temporelle
significative. De plus, par le biais de projections climatiques, [123] n’ont identifié aucun
changement significatif au cours du 21ème siècle des surcotes décamillénales le long des côtes
néerlandaises. Plusieurs travaux, e.g. [51, 134], ont par ailleurs montré que les niveaux
marins extrêmes peuvent être sous l’influence de tendances temporelles significatives, mais
que celles-ci sont principalement expliquées par des changements du niveau moyen local,
et non de la surcote météorologique. L’éventuelle présence d’un eustatisme ayant déjà
été prise en compte dans les observations de surcotes de pleine mer (section 2.2.5), les
extrêmes de celles-ci peuvent raisonnablement être supposés sans tendance temporelle à
long terme.
Plus généralement, l’impact du changement climatique sur l’activité des tempêtes n’a pas
été clairement mis en évidence à ce jour, à cause de la difficulté de distinguer un change-
ment significatif en dehors de la variabilité naturelle [41]. En conclusion, les tendances
temporelles à long terme des extrêmes sont supposées nulles dans ce manuscrit.
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6.1.2 Indices de téléconnexion
Les indices de téléconnexion permettent de décrire les conditions atmosphériques à grande
échelle, et sont pertinents pour expliquer l’activité des tempêtes en Atlantique [117]. [102] a
notamment souligné leur influence sur l’occurrence des tempêtes des latitudes moyennes.
Les indices de téléconnexion permettent également de justifier certaines empreintes de
tempêtes de hauteurs significatives de vagues en Atlantique Nord-Est (paragraphe 3.3 de
l’article en section 4.2.1.1 de ce manuscrit).
Pour étudier l’influence des indices de téléconnexion sur la variabilité inter-annuelle du
climat des vagues extrêmes en Atlantique Nord, [64] se sont concentrés sur les indices
NAO (North Atlantic Oscillation), EA (East Atlantic), EA/WR (East Atlantic/Western
Russia) et SCAND (Scandinavia). En particulier, les phases positives des indices NAO et
EA semblent avoir un effet significatif sur la sévérité des vagues extrêmes. L’influence de
ces indices de téléconnexion sur le climat moyen de vagues dans le Golfe de Gascogne est
également mise en évidence par [79]. Les définitions de ces indices, ainsi que leurs valeurs
mensuelles depuis janvier 1950 sont disponibles sur le site internet de la NOAA (National
Oceanic and Atmospheric Administration).
Afin d’étudier l’éventuelle influence des indices de téléconnexion sur l’intensité régionale
des extrêmes maritimes, les valeurs mensuelles des indices NAO, EA, EA/WR et SCAND
sont confrontées aux observations de l’échantillon régional. En particulier, l’intensité max-
imale normalisée de chaque tempête survenue dans la région est associée à l’indice corre-
spondant au mois d’occurrence de cette tempête.
Ces indices de téléconnexion ne semblent pas avoir d’effets sur l’intensité régionale des
extrêmes, que ce soit pour les hauteurs significatives de vagues ou les surcotes de pleine
mer. La figure 6.1 (resp. 6.2) montre, par exemple, les observations de l’échantillon
régional de hauteurs significatives de vagues (resp. surcotes de pleine mer) pour la région
Golfe de Gascogne Nord (resp. région Golfe de Gascogne et Manche), en fonction des
indices de téléconnexion mensuels NAO, EA, EA/WR et SCAND. Aucun lien clair ne
semble apparaître, en particulier pour les tempêtes les plus intenses.
Bien que les indices de téléconnexion influencent l’occurrence des tempêtes, [101] n’ont,
de même, pas identifié d’arguments permettant de les relier directement à l’intensité des
tempêtes, contrairement aux résultats de [64]. En effet, certaines tempêtes particulière-
ment intenses surviennent aussi bien dans des phases positives que négatives de la NAO.
Par exemple, la tempête Xynthia du 27-28 février 2010 est associée à une phase forte-
ment négative de la NAO [82]. En termes de surcotes de pleine mer, cette tempête est
représentée par la 3ème observation la plus élevée de l’échantillon régional de la figure 6.2.
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Figure 6.1: Hauteurs significatives de vagues : observations de l’échantillon régional de la
région 5 (Golfe de Gascogne Nord) en fonction des indices de téléconnexion
mensuels NAO, EA, EA/WR et SCAND.
Figure 6.2: Surcotes de pleine mer : observations de l’échantillon régional de la région
1 (Golfe de Gascogne et Manche) en fonction des indices de téléconnexion
mensuels NAO, EA, EA/WR et SCAND.
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6.1.3 Effets saisonniers
L’existence d’effets saisonniers sur les conditions maritimes extrêmes a été mise en évidence
par de nombreuses études. Par exemple, l’intensité des hauteurs significatives de vagues
extrêmes varie selon la saison, en Mer du Nord [3, 95], au niveau de bouées espagnoles
[88], de bouées du Pacifique Nord-Est [92], ou encore dans le Golfe du Mexique [67]. C’est
également le cas pour les niveaux marins extrêmes, le long des côtes du Royaume-Uni [24],
ou encore à San Francisco [91].
La saison d’occurrence des tempêtes serait donc un facteur influençant l’intensité régionale
des extrêmes maritimes. Afin de le vérifier, les distributions saisonnières empiriques des
échantillons régionaux sont examinées. La figure 6.3 (resp. 6.4) contient les boxplots
saisonniers des échantillons régionaux de hauteurs significatives de vagues (resp. surcotes
de pleine mer). Les extrêmes tendent ainsi à être plus intenses pendant les tempêtes
d’automne et d’hiver. En particulier, dans chaque région, les tempêtes les plus intenses
ont toutes été observées en hiver (à l’exception de la région 3 pour les surcotes de pleine
mer). Ainsi, la saisonnalité semble gouverner l’intensité régionale des extrêmes maritimes.
De plus, le nombre saisonnier de tempêtes observées indique également que la saison influe
sur la fréquence des tempêtes, avec par exemple très peu de tempêtes survenant en été.
Figure 6.3: Hauteurs significatives de vagues : boxplots des échantillons régionaux selon la
saison d’occurrence des tempêtes : été (JJA), automne (SON), hiver (DJF )
et printemps (MAM). Les chiffres entre parenthèses indiquent le nombre de
tempêtes observées pour chaque saison.
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Figure 6.4: Surcotes de pleine mer : boxplots des échantillons régionaux selon la saison
d’occurrence des tempêtes : été (JJA), automne (SON), hiver (DJF ) et
printemps (MAM). Les chiffres entre parenthèses indiquent le nombre de
tempêtes observées pour chaque saison.
6.1.4 Effets directionnels pour les hauteurs significatives de vagues
Les vagues sont généralement soumises à des effets directionnels. En particulier, l’influence
de la direction dans l’intensité des hauteurs significatives de vagues extrêmes a été claire-
ment identifiée dans le Golfe du Mexique par [66, 68], au large des côtes orientales du
Canada par [52], et en Mer du Nord par [38].
Pour chaque observation de l’échantillon régional, la direction de la tempête correspon-
dante est définie comme la direction médiane des vagues survenues en chaque site impacté
par cette tempête. Ces directions sont ensuite réparties en 8 secteurs directionnels. La
figure 6.5 contient les boxplots des échantillons régionaux de hauteurs significatives de
vagues, selon ces secteurs directionnels. L’intensité régionale des hauteurs significatives de
vagues extrêmes semble ainsi soumise à des effets directionnels. Par exemple, les tempêtes
de secteur Ouest sont, globalement, celles produisant les extrêmes les plus intenses dans
l’ensemble de la zone d’étude. La région 3 (Mer du Nord) subit quant à elle des tempêtes
particulièrement intenses de secteur Nord-Ouest et Nord. La figure 6.5 renseigne égale-
ment sur la fréquence directionnelle des tempêtes : aucune tempête de secteur Est n’a par
exemple été observée dans les régions 5 et 6 (Golfe de Gascogne Nord et Sud).
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Figure 6.5: Hauteurs significatives de vagues : boxplots des échantillons régionaux selon les
secteurs directionnels des tempêtes : Sud (S), Sud-Ouest (SW ), Ouest (W ),
Nord-Ouest (NW ), Nord (N), Nord-Est (NE), Est (E) et Sud-Est (SE).
Les chiffres entre parenthèses indiquent le nombre de tempêtes observées pour
chaque secteur.
6.2 Spécification et estimation de la loi régionale
[69, 70] ont souligné l’importance de capturer les effets de covariables pour modéliser les
extrêmes maritimes. Dans le cas des vagues par exemple, un modèle directionnel explique
généralement mieux la variabilité observée qu’un modèle ignorant les effets directionnels.
De plus, les critères omnidirectionnels issus d’un modèle directionnel sont plus précis et
préférables à ceux provenant d’un modèle non-directionnel. [3] ont également montré
qu’ignorer les effets saisonniers des vagues pouvait entraîner une sous-estimation impor-
tante des niveaux de retour.
Ainsi, les covariables identifiées dans la section précédente comme ayant un impact sig-
nificatif sur la variabilité observée doivent être incorporées dans la modélisation de la loi
régionale. Ces covariables sont i) la saison d’occurrence et le secteur directionnel des tem-
pêtes pour les hauteurs significatives de vagues, et ii) la saison d’occurrence des tempêtes
pour les surcotes de pleine mer.
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Par ailleurs, les échantillons locaux étant composés de dépassements de seuils (chapitre 3),
la loi GPD est justifiée par la théorie des valeurs extrêmes pour décrire leur distribution
de probabilité. Cette théorie est cependant basée sur une approximation asymptotique, ce
qui peut rendre son application parfois délicate, quand il n’y a que peu d’observations par
exemple. Certains auteurs, e.g. [47, 60, 87], suggèrent ainsi d’utiliser d’autres lois qui peu-
vent mieux s’ajuster aux observations, comme par exemple les lois Weibull, Gamma, Kappa
ou Wakeby. Cependant, seule la théorie des valeurs extrêmes offre un cadre rigoureux per-
mettant de justifier les lois retenues. Ce manuscrit reste donc dans le cadre cette théorie,
en considérant uniquement la loi GPD (dont la loi exponentielle est un cas particulier).
Cette section présente comment estimer la loi régionale, et aborde notamment les questions
de i) la paramétrisation de la loi régionale Fr, en se basant sur la loi GPD et en intégrant
les effets non-stationnaires identifiés, ii) la sélection du modèle s’ajustant le mieux aux
observations, et iii) l’évaluation des incertitudes sur les estimations des extrêmes.
6.2.1 Paramétrisation de la loi régionale
6.2.1.1 Stratégie de modélisation
L’idée de base pour capturer les effets de covariables sur la variabilité observée des extrêmes
est de faire varier les paramètres de la loi régionale Fr selon, par exemple, la direction
des tempêtes de vagues, ou la saison d’occurrence des tempêtes de surcotes de pleine mer.
Sous sa forme la plus simple, Fr est une GPD(1, γr, kr), où γr et kr sont respectivement
des paramètres d’échelle et de forme (équation (3.3)). Compte tenu de la difficulté pour
estimer kr, les effets de covariables seront uniquement inclus dans le paramètre d’échelle
γr. Pour ce faire, il est généralement distingué dans la littérature scientifique une approche
“discrète” d’une approche “continue”.
L’approche “discrète” est analogue aux modèles de mélange. Le principe est d’homogénéiser
les observations en les partitionnant selon les différentes modalités des covariables, et
d’estimer une loi différente pour chaque sous-échantillon. Pour les hauteurs significatives
de vagues extrêmes, [42] ont utilisé un modèle directionnel discret, et [95] un modèle
saisonnier discret. Pour estimer les pluies extrêmes, [44] ont proposé un modèle discret
via un échantillonnage en type de temps saisonniers. Par exemple, un modèle saisonnier
discret pour les surcotes de pleine mer consisterait à estimer une loi GPD pour chacune
des 4 saisons. Les quantiles de la loi inconditionnelle Fr sont ensuite estimés sur la base de
l’ensemble des classes de covariables. Les inconvénients de cette approche sont i) un nom-
bre final de paramètres possiblement élevé, et ii) l’absence de relations entre paramètres
des différentes classes de covariables.
L’approche “continue” consiste à introduire une variation lisse des paramètres selon les
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covariables, par exemple avec des séries de Fourier ou des splines périodiques, pour assurer
davantage de cohérence physique [69]. [88, 91] ont ainsi utilisé un modèle saisonnier continu
pour l’analyse des maxima mensuels de niveaux marins et de hauteurs significatives de
vagues. Un modèle directionnel continu pour les vagues a été proposé par [38, 66]. Bien que
généralement plus parcimonieuse (il y a moins de paramètres à estimer) que l’approche
“discrète”, l’approche “continue” présente des temps de calcul relativement élevés des
quantiles inconditionnels, dû à l’absence d’expression explicite de la loi inconditionnelle
(voir, e.g., la section 4.4 de [3]).
Dans ce manuscrit, une approche “mixte”, combinant les avantages des deux approches, est
proposée. Le principe est i) d’homogénéiser les observations en les partitionnant selon les
différentes modalités des covariables, et ii) d’estimer une loi différente pour chaque classe,
et où il existe une variation lisse entre paramètres de classes voisines. Cette approche
permet d’obtenir des modèles parcimonieux, avec une cohérence physique dans l’évolution
des paramètres selon les covariables, ainsi qu’une évaluation simple des quantiles incon-
ditionnels, tout en ayant une représentation explicite de Fr. Les notations suivantes sont
utilisées :
• s est une tempête quelconque.
• Mr,s est l’observation de l’échantillon régional associée à la tempête s. Rappelons que
pour une région homogène quelconque, l’échantillon régional, de loi Fr, est constitué
des maxima régionaux normalisés de chaque tempête ayant impacté cette région
(voir l’article de la section 5.1).
• c = 1, ..., C est une modalité des C covariables (dans le cas des vagues par exemple,
c peut représenter les flux d’ouest pour les C = 8 secteurs directionnels).
• δr,s est la covariable associée à la tempête s de la région r (par exemple dans le
cas des vagues, δr,s = c si la tempête s ayant impacté la région r est de secteur
directionnel c).
• Fr,c est la fonction de répartition de la variable aléatoire Mr,s | δr,s = c.
• pr,c = P(δr,s = c) est la probabilité que la covariable associée à la tempête s soit de
modalité c.
Conditionnellement à la modalité c = 1, ..., C, la loi régionale est paramétrée de la façon
suivante :
Mr,s | δr,s = c ∼ GPD(1, γr,c, kr) (6.1)
où
log(γr,c) = γ0r + γ1r cos
(2pi
C
c
)
+ γ2r sin
(2pi
C
c
)
(6.2)
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avec γ0r , γ1r et γ2r ∈ R. L’utilisation du logarithme permet de conserver la contrainte γr,c ≥
0. Les effets de la covariable sont représentés par une fonction sinusoïdale (série de Fourier
tronquée d’ordre 1), assurant une variation lisse entre paramètres de classes différentes.
Par la formule des probabilités totales, la loi régionale inconditionnelle Fr s’écrit comme
un mélange de lois GPD :
∀y ≥ 1, Fr(y) =
C∑
c=1
pr,cFr,c(y) (6.3)
En particulier, le niveau de retour régional inconditionnel T -ans, yr,T = F−1r
(
1− 1λT
)
, est
solution de :
C∑
c=1
pr,cFr,c(y) = 1− 1
λT
(6.4)
où λ = 1 est l’occurrence annuelle moyenne des tempêtes en chaque site de la région.
Soit θr = (pr,1, ..., pr,C−1, γ0r , γ1r , γ2r , kr) les C + 3 paramètres de Fr intervenant dans les
équations (6.1) à (6.3) (pr,C est déterminé par pr,C = 1 −
C−1∑
c=1
pr,c). Ce modèle permet
ainsi de faire varier l’intensité (via γr,c) et la fréquence (via pr,c) régionale des extrêmes,
selon les covariables observées (saison ou direction des tempêtes).
Dans le cadre d’analyses statistiques locales, [33, 70, 92] proposent de moduler non seule-
ment le paramètre d’échelle, mais aussi le seuil de la loi GPD selon les covariables. Cepen-
dant, la borne inférieure du support de la loi régionale est, par construction, fixée à 1 :
le seuil définissant les tempêtes n’est donc pas directement modélisable en fonction des
covariables. Néanmoins, un modèle régional plus élaboré pourrait, par exemple, supposer
une structure paramétrique pour les fréquences (pr,c)c=1,...,C .
6.2.1.2 Méthode d’estimation de la loi régionale
Les méthodes d’estimation du maximum de vraisemblance et des L-moments sont parmi les
plus utilisées dans le cadre de la théorie des valeurs extrêmes. En particulier, l’estimateur
du maximum de vraisemblance est réputé pour ses propriétés d’optimalité asymptotique
[22]. La méthode des L-moments est quant à elle populaire du fait de sa simplicité de mise
en œuvre et de ses bonnes performances pour des échantillons de petite taille [56]. Cepen-
dant, la méthode des L-moments ne peut directement incorporer des covariables dans la
procédure d’estimation, à la différence du maximum de vraisemblance [71]. Ainsi, le mod-
èle des équations (6.1) à (6.3) convient particulièrement à une estimation par maximum
de vraisemblance.
En particulier, [23] ont introduit l’estimation par maximum de vraisemblance pénalisé.
Le principe est de combiner l’efficacité asymptotique du maximum de vraisemblance et la
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précision des L-moments pour des échantillons de petite taille. Dans le cas de Fr, cette
procédure pénalise des estimations élevées du paramètre de forme kr. Le maximum de
vraisemblance pénalisé est implémenté dans la fonction fitgpd du package POT du logiciel
statistique R [107].
Les paramètres γ0r , γ1r , γ2r et kr des équations (6.1) et (6.2) sont donc estimés par maximum
de vraisemblance pénalisé. Les fréquences (pr,c)c=1,...,C intervenant dans l’équation (6.3)
sont estimées par maximum de vraisemblance, comme la proportion observée des tempêtes
ayant la modalité c parmi l’ensemble des tempêtes.
6.2.2 Sélection de modèle
6.2.2.1 Critère de sélection de modèle
Les équations (6.1) à (6.3) spécifient la loi régionale Fr. Cependant, 8 sous-modèles
peuvent être dérivés de ce modèle global, selon les valeurs des paramètres (γ0r , γ1r , γ2r , kr).
Les modèles possibles et les contraintes correspondantes sur les paramètres sont contenus
dans la table 6.1. En particulier, le modèle le plus simple est la loi exponentielle simple
sans covariables (modèle exp, où γ1r = γ2r = kr = 0, γ0r ∈ R) et le plus complexe correspond
au mélange de lois GPD avec inclusion des termes en cosinus et sinus pour la covariable
(modèle gpdcos sin, où γ0r , γ1r , γ2r , kr ∈ R).
Table 6.1: Définition des 8 modèles selon la paramétrisation de la loi régionale Fr (équa-
tions (6.1) à (6.3)).
Modèle Paramètres
exp γ1r = γ2r = kr = 0, γ0r ∈ R
expcos γ2r = kr = 0, (γ0r , γ1r ) ∈ R2
expsin γ1r = kr = 0, (γ0r , γ2r ) ∈ R2
expcos sin kr = 0, (γ0r , γ1r , γ2r ) ∈ R3
gpd γ1r = γ2r = 0, (γ0r , kr) ∈ R2
gpdcos γ2r = 0, (γ0r , γ1r , kr) ∈ R3
gpdsin γ1r = 0, (γ0r , γ2r , kr) ∈ R3
gpdcos sin (γ0r , γ1r , γ2r , kr) ∈ R4
Pour sélectionner parmi ces 8 modèles celui qui s’ajuste le mieux aux observations, la
littérature scientifique fournit plusieurs critères. Parmi les plus populaires se trouve le
critère AIC (Akaike Information Criterion), e.g. [32, 76, 92]. Introduit par [2], il est basé
sur la théorie de l’information et le principe de l’entropie maximale. Son calcul requiert
une estimation par maximum de vraisemblance. Soient Lm la valeur de la vraisemblance
du modèle m évaluée au maximum de vraisemblance, et pm le nombre de paramètres du
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modèle m. Le critère AIC du modèle m est défini par :
AICm = −2 log(Lm) + 2pm (6.5)
Le principe est de retenir le modèle permettant un bon compromis entre adéquation aux
observations (vraisemblance maximisée) et parcimonie (pénalisation par le nombre de
paramètres). Le meilleur modèle au sens de l’AIC est donc celui qui minimise l’équation
(6.5).
Par ailleurs, le critère BIC (Bayesian Information Criterion), introduit par [116], est
développé selon un principe similaire à celui de l’AIC, mais dans un contexte Bayésien.
[1, 93] l’ont par exemple utilisé pour la sélection de modèle. Par rapport à l’AIC, le critère
BIC a tendance à sélectionner des modèles plus parcimonieux. Dans ce manuscrit, seul
le critère AIC est considéré pour la sélection de modèle.
6.2.2.2 Résultats
Pour les covariables saison (C = 4 modalités pour les hauteurs significatives de vagues
et les surcotes de pleine mer) et secteur directionnel (C = 8 modalités pour les hauteurs
significatives de vagues), le modèle retenu pour la loi régionale Fr est celui qui minimise
le critère AIC parmi les 8 modèles possibles de la table 6.1.
Hauteurs significatives de vagues
La table 6.2 indique les valeurs obtenues du critère AIC des 8 modèles pour la covariable
saison. Excepté les régions 5 et 6 (Golfe de Gascogne Nord et Sud), où les modèles exp et
gpd sont respectivement retenus, l’intégration des effets saisonniers dans la loi régionale est
pertinente. Par ailleurs, d’après la table 6.3, les effets directionnels semblent significatifs
pour chacune des 6 régions. Ils paraissent même expliquer davantage la variabilité des hau-
teurs significatives de vagues que les effets saisonniers : les AIC des modèles directionnels
retenus sont en effet toujours inférieurs aux AIC des modèles saisonniers sélectionnés.
Il serait théoriquement possible de construire un modèle intégrant à la fois effets saisonniers
et directionnels ; cependant la plupart des classes des 4×8 = 32 modalités de la covariable
saison/secteur directionnel n’auraient que trop peu d’observations pour une estimation
fiable du modèle. Ainsi, seuls les effets directionnels sont conservés pour modéliser la loi
régionale des hauteurs significatives de vagues.
La table 6.4 contient les estimations des paramètres des 6 modèles directionnels retenus,
par maximum de vraisemblance pénalisé. Des lois exponentielles (kr = 0) sont notamment
retenues dans les régions 1 (Atlantique Sud), 4 (Manche et ses approches) et 5 (Golfe de
Gascogne Nord). Les paramètres de forme sont négatifs pour les régions 2 (Atlantique
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Nord, k2 = −0.12) et 3 (Mer du Nord, k3 = −0.15), indiquant des lois régionales bornées
supérieurement. Le seul paramètre de forme positif est obtenu en région 6 (Golfe de
Gascogne Sud, k6 = 0.31), suggérant une forte asymétrie régionale des extrêmes. La
tempête Klaus du 23-24 janvier 2009 y a notamment été particulièrement intense. Notons
que pour le modèle gpdsin de cette région, le maximum de vraisemblance usuel aurait
donné k6 = 0.36 au lieu de k6 = 0.31 obtenu par maximum de vraisemblance pénalisé.
Par ailleurs, pour cette région, un modèle gpd non-directionnel estimerait k6 = 0.32 par
maximum de vraisemblance pénalisé, k6 = 0.38 par maximum de vraisemblance usuel et
k6 = 0.36 par la méthode des L-moments. Les paramètres d’échelle (γr,c)c=1,...,8 des lois
GPD directionnelles (équations (6.1) et (6.2)) sont fournis dans la table 6.5.
Table 6.2: AIC des 8 modèles pour la covariable saison pour chacune des 6 lois régionales
(hauteurs significatives de vagues). Le modèle minimisant l’AIC est indiqué en
gras.
Région exp expcos expsin expcos sin gpd gpdcos gpdsin gpdcos sin
1 -445.4 -445.5 -450.5 -450.9 -443.4 -443.5 -448.6 -449.0
2 -1128.8 -1126.9 -1134.4 -1132.4 -1128.6 -1126.7 -1135.7 -1133.7
3 -380.3 -381.7 -381.9 -385.5 -380.2 -382.1 -381.3 -385.5
4 -434.3 -432.5 -435.6 -434.2 -432.4 -430.5 -433.6 -432.2
5 -146.7 -145.1 -144.9 -143.6 -145.2 -143.6 -143.7 -142.3
6 -132.2 -130.2 -130.5 -128.5 -139.0 -137.3 -137.2 -135.5
Table 6.3: AIC des 8 modèles pour la covariable secteur directionnel pour chacune des 6
lois régionales (hauteurs significatives de vagues). Le modèle minimisant l’AIC
est indiqué en gras.
Région exp expcos expsin expcos sin gpd gpdcos gpdsin gpdcos sin
1 -445.4 -454.3 -443.7 -453.7 -443.4 -452.3 -441.7 -451.7
2 -1128.8 -1143.1 -1154.6 -1170.5 -1128.6 -1145.7 -1155.6 -1176.5
3 -380.3 -385.9 -378.8 -384.9 -380.2 -388.8 -378.9 -388.6
4 -434.3 -443.0 -438.9 -445.8 -432.4 -441.2 -436.9 -443.8
5 -146.7 -145.3 -146.5 -147.6 -145.2 -143.7 -144.9 -146.0
6 -132.2 -131.7 -134.2 -132.7 -139.0 -138.0 -140.1 -138.7
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La figure 6.6 représente les estimations des médianes et quantiles d’ordre 0.99 par secteurs
directionnels, pour chacune des 6 lois régionales. La forme sinusoïdale inhérente aux
modèles reproduit de manière satisfaisante la variabilité des observations partitionnées par
secteurs directionnels. Les intensités maximales des extrêmes sont notamment attendues
pour des vagues de secteurs Ouest (régions 2, 4 et 5) et Nord-Ouest (régions 1 et 3). Le
modèle pour la région 6 (Golfe de Gascogne Sud) estime cependant une intensité maximale
pour des vagues de secteur Sud-Ouest, alors que le secteur Ouest aurait certainement
mieux concordé avec les observations ; ce décalage devrait n’avoir néanmoins que peu de
conséquences pratiques, au vu de la valeur p6,SW = 0.01 (table 6.4).
Figure 6.6: Médianes (points) et quantiles d’ordre 0.99 (triangles) estimés pour les 6 lois
régionales, selon les 8 secteurs directionnels des tempêtes (hauteurs significa-
tives de vagues). Les boxplots des échantillons régionaux sont représentés en
gris, et les chiffres entre parenthèses indiquent le nombre de tempêtes observées
pour chaque secteur.
[69, 70] ont averti sur une possible sous-estimation des hauteurs de vagues extrêmes quand
les effets directionnels ne sont pas pris en compte, les critères omnidirectionnels issus
d’un modèle directionnel étant notamment préférables à ceux provenant d’un modèle non-
directionnel. Afin de vérifier ces résultats, les niveaux de retour régionaux T -ans omni-
directionnels résultant des modèles directionnels sont comparés à ceux issus des modèles
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Figure 6.7: Comparaison des niveaux de retour régionaux T -ans omnidirectionnels résul-
tant des modèles directionnels retenus (courbes grises) et des modèles gpd
non-directionnels (courbes noires), pour chacune des 6 régions (hauteurs sig-
nificatives de vagues).
gpd non-directionnels sur la figure 6.7. Les conséquences opérationnelles d’un choix entre
modèle directionnel et non-directionnel semblent limitées concernant les niveaux de retour
omnidirectionnels, sauf dans la région 5 (Golfe de Gascogne Nord) où l’emploi du modèle
gpd peut en effet induire une sous-estimation des extrêmes par rapport au modèle direc-
tionnel expcos sin. La différence observée dans cette région peut s’expliquer par la forte
intensité des vagues de secteur Ouest par rapport aux autres secteurs (figure 6.6). Pour
les autres régions, même si les modèles non-directionnels impliquent des critères omnidi-
rectionnels proches de ceux issus des modèles directionnels, ceux-ci demeurent malgré tout
préférables quand l’objectif est de mieux comprendre les mécanismes physiques à l’origine
des extrêmes maritimes.
Surcotes de pleine mer
La table 6.6 indique les valeurs obtenues du critère AIC des 8 modèles pour la covariable
saison. Les effets saisonniers expliquent significativement la variabilité des lois régionales
partout, sauf en région 3 (Royaume-Uni Nord), où le modèle exp est retenu. Pour cette
dernière région, la figure 6.4 suggérait déjà qu’un modèle saisonnier pouvait y être inap-
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proprié, avec par exemple les survenances du maximum, du quantile 0.75 et de la médiane
respectivement en automne, hiver et printemps.
La table 6.7 contient les estimations des paramètres des 5 lois régionales. Des lois exponen-
tielles (kr = 0) sont notamment retenues dans les régions 2 (Mer du Nord), 3 (Royaume-
Uni Nord) et 4 (Mer d’Irlande). Les paramètres de forme sont positifs pour les régions 1
(Golfe de Gascogne et Manche, k1 = 0.09) et 5 (Canal de Bristol, k5 = 0.21), indiquant
des lois régionales non bornées supérieurement. Les paramètres d’échelle (γr,c)c=1,...,4 des
lois GPD saisonnières (équations (6.1) et (6.2)) sont fournis dans la table 6.8.
Table 6.6: AIC des 8 modèles pour la covariable saison pour chacune des 5 lois régionales
(surcotes de pleine mer). Le modèle minimisant l’AIC est indiqué en gras.
Région exp expcos expsin expcos sin gpd gpdcos gpdsin gpdcos sin
1 -728.6 -729.9 -735.1 -742.7 -733.6 -734.4 -739.1 -744.9
2 -167.7 -166.4 -171.6 -169.6 -165.8 -164.5 -169.6 -167.6
3 -217.1 -215.1 -216.0 -214.2 -215.1 -213.1 -214.0 -212.2
4 -101.8 -102.9 -103.0 -102.8 -100.4 -101.3 -101.7 -101.3
5 -110.7 -109.8 -113.2 -111.5 -112.0 -111.9 -114.5 -113.4
Table 6.7: Paramètres θr estimés des modèles retenus pour chacune des 5 lois régionales
(surcotes de pleine mer). La covariable est la saison d’occurrence des tempêtes
: été (JJA), automne (SON), hiver (DJF ) et printemps (MAM).
Région Modèle γ0r γ1r γ2r kr pr,JJA pr,SON pr,DJF pr,MAM
1 gpdcos sin -2.07 -0.23 -0.36 0.09 0.00 0.26 0.61 0.13
2 expsin -1.84 0.00 -0.42 0.00 0.00 0.26 0.63 0.11
3 exp -1.92 0.00 0.00 0.00 × × × ×
4 expsin -1.87 0.00 -0.41 0.00 0.00 0.23 0.67 0.10
5 gpdsin -2.17 0.00 -0.54 0.21 0.00 0.25 0.63 0.12
La figure 6.8 représente les estimations des médianes et quantiles d’ordre 0.99 par saisons,
pour chacune des 5 lois régionales. Comme pour les hauteurs significatives de vagues,
l’évolution sinusoïdale des intensités saisonnières s’accorde avec les observations. En par-
ticulier, les intensités maximales des extrêmes sont attendues lors des tempêtes d’hiver
(excepté pour le modèle non-saisonnier de la région 3, où les intensités maximales peuvent
survenir à tout moment de l’année).
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Table 6.8: Paramètres d’échelle γr,c des lois GPD saisonnières, pour chacune des 5 lois
régionales (surcotes de pleine mer) : été (JJA), automne (SON), hiver (DJF )
et printemps (MAM).
Région γr,JJA γr,SON γr,DJF γr,MAM
1 0.09 0.16 0.18 0.10
2 0.10 0.16 0.24 0.16
3 0.15 0.15 0.15 0.15
4 0.10 0.15 0.23 0.15
5 0.07 0.11 0.20 0.11
Figure 6.8: Médianes (points) et quantiles d’ordre 0.99 (triangles) estimés pour les 5 lois
régionales, selon les 4 saisons d’occurrence des tempêtes (surcotes de pleine
mer). Les boxplots des échantillons régionaux sont représentés en gris, et
les chiffres entre parenthèses indiquent le nombre de tempêtes observées pour
chaque saison.
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6.2.3 Évaluation des incertitudes du modèle
Cette section cherche à évaluer les incertitudes sur les estimations des paramètres θr de la
loi régionale Fr.
Le bootstrap, technique d’inférence statistique consistant à utiliser de nouveaux échantil-
lons ayant les mêmes caractéristiques que celui de départ [35], est utilisé pour construire
des intervalles de confiance pour θr. Dans le cadre particulier des valeurs extrêmes, [73, 74]
ont notamment montré que le bootstrap paramétrique (simulation d’autres échantillons
selon la loi estimée) est plus adapté que sa version non-paramétrique (ré-échantillonnage
dans les observations initiales). En effet, celle-ci sous-estime généralement la variabilité
des quantiles élevés pour les distributions de valeurs extrêmes, par rapport au bootstrap
paramétrique.
Les incertitudes sur θˆr et sur les niveaux de retour régionaux yˆr,T sont donc évaluées par
bootstrap paramétrique, de la façon suivante :
α) Simulation d’un nouvel échantillon régional M∗r par bootstrap paramétrique, selon
la loi régionale Fˆr de paramètres θˆr.
β) Obtention d’un nouveau jeu de paramètres bootstrap θˆ∗r , estimé par maximum de
vraisemblance pénalisé à partir de M∗r .
γ) Estimation bootstrap du niveau de retour régional T -ans : yˆ∗r,T = Fˆ ∗−1r
(
1− 1λT
)
,
où Fˆ ∗r est la loi de paramètres θˆ∗r .
Cette procédure est répétée 10 000 fois pour obtenir les distributions de θˆr et de yˆr,T . Les
deux paragraphes suivants montrent à titre d’exemple les intervalles de confiance bootstrap
à 95% des paramètres de forme kr des lois GPD et des niveaux de retour régionaux 100
ans.
6.2.3.1 Hauteurs significatives de vagues
La table 6.9 contient les estimations et intervalles de confiance bootstrap à 70% et 95%
des paramètres de forme kr, là où le modèle exp n’est pas retenu : régions 2 (Atlantique
Nord), 3 (Mer du Nord) et 6 (Golfe de Gascogne Sud). La valeur estimée kˆ6 = 0.31 en
Golfe de Gascogne Sud révèle en fait une forte variabilité, pouvant même suggérer un
modèle exp (à un niveau de risque 5%).
La table 6.10 montre les estimation et intervalles de confiance bootstrap à 70% et 95% des
niveaux de retour régionaux 100 ans. L’intensité régionale des extrêmes est la plus forte
dans la région 6 (Golfe de Gascogne Sud, yˆ6,100 = 2.21), et est la plus faible dans la région
3 (Mer du Nord, yˆ3,100 = 1.75).
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Table 6.9: Estimation et intervalles de confiance bootstrap à 70% et 95% du paramètre
de forme kr, pour les régions où le modèle exp n’est pas retenu (hauteurs
significatives de vagues).
Région kˆr IC70% IC95%
2 -0.12 [-0.16, -0.09] [-0.19, -0.06]
3 -0.15 [-0.23, -0.11] [-0.33, -0.06]
6 0.31 [0.08, 0.38] [-0.09, 0.47]
Table 6.10: Estimation et intervalles de confiance bootstrap à 70% et 95% des niveaux de
retour régionaux 100 ans yr,100 (hauteurs significatives de vagues).
Région yˆr,100 IC70% IC95%
1 1.87 [1.82, 1.93] [1.77 1.99]
2 1.77 [1.73, 1.80] [1.69 1.83]
3 1.75 [1.68, 1.79] [1.63 1.86]
4 1.80 [1.74, 1.86] [1.70 1.91]
5 1.97 [1.90, 2.08] [1.83 2.17]
6 2.21 [1.78, 2.47] [1.62 2.79]
6.2.3.2 Surcotes de pleine mer
La table 6.11 contient les intervalles de confiance bootstrap à 70% et 95% des paramètres
de forme kr, là où le modèle exp n’est pas retenu : régions 1 (Golfe de Gascogne et Manche)
et 5 (Canal de Bristol). Un test de l’hypothèse kr = 0 dans ces régions ne rejetterait pas
le modèle exp, pour un niveau de risque 5%.
La table 6.12 montre les estimation et intervalles de confiance bootstrap à 70% et 95%
des niveaux de retour régionaux 100 ans. L’intensité régionale des extrêmes est la plus
forte dans la région 5 (Canal de Bristol, yˆ5,100 = 2.37), et est la plus faible dans la région
3 (Royaume-Uni Nord, yˆ3,100 = 1.67).
6.2.4 Critères de validation de modèle
Les modèles retenus pour la loi régionale Fr sont ceux contenant, a priori, l’information la
plus pertinente pour expliquer la variabilité observée, via l’utilisation (ou non) de covari-
ables. Cela ne signifie pas pour autant que ces modèles s’ajustent correctement aux ob-
servations. Trois critères sont donc proposés dans cette section, pour valider l’adéquation
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Table 6.11: Estimation et intervalles de confiance bootstrap à 70% et 95% du paramètre
de forme kr, pour les régions où le modèle exp n’est pas retenu (surcotes de
pleine mer).
Région kˆr IC70% IC95%
1 0.09 [0.03, 0.13] [-0.03, 0.18]
5 0.21 [0.03, 0.28] [-0.09, 0.38]
Table 6.12: Estimation et intervalles de confiance bootstrap à 70% et 95% des niveaux de
retour régionaux 100 ans yr,100 (surcotes de pleine mer).
Région yˆr,100 IC70% IC95%
1 1.97 [1.88, 2.05] [1.81 2.14]
2 2.01 [1.92, 2.12] [1.84 2.21]
3 1.67 [1.61, 1.74] [1.56 1.80]
4 1.99 [1.88, 2.12] [1.78 2.24]
5 2.37 [1.98, 2.61] [1.79 3.00]
des modèles aux données.
6.2.4.1 Graphe des niveaux de retour régionaux
Il s’agit de comparer visuellement les niveaux de retours régionaux modélisés et observés.
Le calcul des périodes de retour empiriques de l’échantillon régional, présenté dans le
chapitre 5, est notamment relié à la durée effective d’observation. L’incertitude sur
l’estimation du niveau de retour régional théorique yr,T est quant à elle évaluée via les
intervalles de confiance calculés en section 6.2.3.
Hauteurs significatives de vagues
La figure 6.9 représente les niveaux de retour régionaux théoriques et empiriques, pour
chacune des 6 régions. L’ajustement aux observations semble globalement satisfaisant, avec
notamment très peu d’observations en dehors des intervalles de confiance. Ceux-ci sont
d’ailleurs relativement larges dans la région 6 (Golfe de Gascogne Sud) pour des périodes
de retour supérieures à 100 ans, en lien avec les fortes incertitudes déjà remarquées dans
les sections précédentes.
Surcotes de pleine mer
D’après la figure 6.10, l’ajustement aux observations est aussi satisfaisant dans le cas des
surcotes de pleine mer. Les observations élevées sont notamment assez bien approchées
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Figure 6.9: Niveaux de retour régionaux théoriques (courbes grises) et empiriques (croix),
avec intervalles de confiance à 70% et 95% (hauteurs significatives de vagues).
par les modèles, sauf peut-être pour la tempête du 1er février 1953 (à l’origine de la plus
forte observation en Mer du Nord, région 2). Les incertitudes sont cependant élevées en
région 6 (canal de Bristol) pour des périodes de retour supérieures à 100 ans.
Pour juger de l’adéquation des modèles aux observations, cette analyse des courbes est
généralement appréciée à des fins opérationnelles, mais son caractère visuel la soumet
cependant à une certaine subjectivité. Les critères suivants sont plus objectifs pour valider
les modèles.
6.2.4.2 Critère FFr
Le critère FFr cherche à déterminer si la probabilité de dépassement du maximum observé,
affectée par Fr, est correcte. Il a été notamment utilisé en hydrologie par [45, 98, 104].
Soient Mr,(n) l’observation maximale de l’échantillon régional (de taille n) de la région r
et Fr la fonction de répartition de la distribution régionale. Le critère FFr du modèle est
défini par :
FFr = Fr(Mr,(n)) (6.6)
6.2 SPÉCIFICATION ET ESTIMATION DE LA LOI RÉGIONALE 145
Figure 6.10: Niveaux de retour régionaux théoriques (courbes grises) et empiriques (croix),
avec intervalles de confiance à 70% et 95% (surcotes de pleine mer).
Sous l’hypothèse H0 que la loi du maximum est correctement modélisée (i.e., sa fonction
de répartition est Fnr ), FFr suit une loi de Kumaraswamy de paramètres (n, 1). En effet :
P(FFr 6 x) = P(Mr,(n) 6 F−1r (x)) = Fnr (F−1r (x)) = xn, x ∈ [0, 1] (6.7)
La loi de FFr n’étant pas symétrique sous H0, la p-value de ce test est difficile à définir.
Il est possible de se ramener à une loi symétrique sous H0, par exemple en considérant
FFr = 2FFnr − 1 qui suit sous H0 une loi uniforme sur [−1, 1] :
P(FFr 6 x) = P
(
FFr 6 (x+12 )
1
n
)
= x+12 , x ∈ [−1, 1] (6.8)
La p-value correspondante est :
pFFr = 1− |FFr| = 1− |2FFnr − 1| (6.9)
Le modèle Fr peut être rejeté à un niveau de risque 5% si pFFr < 0.05.
La table 6.13 (resp. 6.14) contient les p-values régionales pFFr des modèles de hauteurs
significatives de vagues (resp. surcotes de pleine mer). Toutes ces valeurs sont supérieures
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à 0.05, indiquant une adéquation correcte des modèles aux observations maximales. En
particulier, pour les surcotes de pleine mer, l’observation maximale en région 2 (tempête
du 1er février 1953 en Mer du Nord) est caractérisée par une p-value pFF2 = 0.28 : ainsi,
le modèle régional n’est pas rejeté pour décrire le comportement probabiliste de cette
tempête, même si le critère visuel pouvait laisser suggérer le contraire.
Table 6.13: Critère FFr : p-values des 6 lois régionales (hauteurs significatives de vagues).
Région 1 2 3 4 5 6
pFFr 0.89 0.22 0.84 0.32 0.19 0.83
Table 6.14: Critère FFr : p-values des 5 lois régionales (surcotes de pleine mer).
Région 1 2 3 4 5
pFFr 0.93 0.28 0.80 0.08 0.46
Le critère FFr est uniquement focalisé sur l’observation maximale d’un échantillon. Le
critère suivant permet de quantifier d’une façon plus globale l’adéquation du modèle aux
données.
6.2.4.3 Critère Nr,T
Le critère Nr,T est basé sur le nombre de dépassements observé du niveau de retour T -ans
estimé. Utilisé par exemple par [14, 21, 44, 104], le principe est de comparer les nombres de
dépassements observé et théorique du niveau de retour T -ans dans l’échantillon régional.
Pour une période de retour T fixée, soit yr,T le niveau de retour régional T -ans issu du
modèle : yr,T = F−1r
(
1− 1λT
)
. Soit Nr,T le nombre de dépassements observé de yr,T dans
l’échantillon régional de taille n. Sous l’hypothèseH0 que le modèle reproduit correctement
les occurrences du niveau de retour T -ans, alors Nr,T suit une loi binomiale de paramètres
(n, 1λT ). La p-value de ce test binomial, notée pNr,T , peut être évaluée via la fonction
binom.test du logiciel R. Pour la période de retour T , le modèle Fr peut être rejeté à un
niveau de risque 5% si pNr,T < 0.05.
La figure 6.11 (resp. 6.12) contient, pour différentes périodes de retour, les p-values ré-
gionales pNr,T des modèles de hauteurs significatives de vagues (resp. surcotes de pleine
mer). Toutes ces valeurs sont supérieures à 0.05 : les occurrences des niveaux de retour
sont convenablement modélisées par les lois régionales. En particulier, la table 6.15 con-
tient, pour la région 1 des surcotes de pleine mer (Golfe de Gascogne et Manche), le détail
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des nombres de dépassements observé et théorique de différents niveaux de retour T -ans
dans l’échantillon régional. Par exemple, le niveau de retour T = 200 ans du modèle a été
dépassé 3 fois dans l’échantillon régional, alors qu’en théorie, il devrait être dépassé 2.58
fois en moyenne quand la durée d’observation est 517 ans ; cette concordance aboutit à
une p-value de 0.75.
Figure 6.11: Critère Nr,T : p-values des 6 lois régionales, pour les périodes de retour T =
2, 5, 10, 20, 50, 100, 200, 500 et 1000 ans (hauteurs significatives de vagues).
La ligne pointillée représente le seuil de décision pNr,T = 0.05.
Table 6.15: Critère Nr,T pour les surcotes de pleine mer (région 1, Golfe de Gascogne et
Manche). Nr,T est le nombre de dépassements observé du niveau de retour
régional T -ans, EH0(Nr,T ) est le nombre attendu de ces dépassements si le
modèle est correct, et pNr,T est la p-value pour le critère Nr,T .
T (ans) 2 5 10 20 50 100 200 500 1000
Nr,T 254 106 52 26 9 4 3 2 0
EH0(Nr,T ) 258.50 103.40 51.70 25.85 10.34 5.17 2.58 1.03 0.52
pNr,T 0.72 0.78 0.94 0.92 0.87 0.82 0.75 0.28 1.00
À la vue des résultats de ces trois critères de validation, les modèles proposés pour les lois
régionales peuvent être considérés comme s’ajustant correctement aux observations.
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Figure 6.12: Critère Nr,T : p-values des 5 lois régionales, pour les périodes de retour T =
2, 5, 10, 20, 50, 100, 200, 500 et 1000 ans (surcotes de pleine mer). La ligne
pointillée représente le seuil de décision pNr,T = 0.05.
6.3 Estimation des niveaux de retour locaux
La dernière “étape” de l’analyse régionale consiste à revenir à l’échelle locale, en renor-
malisant la loi régionale par les indices locaux.
6.3.1 Niveaux de retour locaux
Selon l’équation (3.6), le niveau de retour T -ans au site i, xiT , est estimé par :
xˆiT = uˆiyˆT (6.10)
où uˆi est le seuil correspondant à une occurrence annuelle moyenne des tempêtes λ = 1,
déterminé selon la procédure décrite dans le chapitre 3 ; yˆT est l’estimation du niveau de
retour régional T -ans.
[60] ont montré que le biais de xˆiT est souvent négligeable, à moins d’une mauvaise spé-
cification de la loi régionale ou de la présence de traces d’hétérogénéité dans la région.
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L’impact de ces éventuelles contributions sur le biais de xˆiT ne sont pas davantage exam-
inées dans ce manuscrit. La variance de xˆiT peut être quant à elle approchée par :
V(xˆiT ) ≈ y2TV(uˆi) + u2iV(yˆT ) + 2uiyT cov(uˆi, yˆT ) (6.11)
La variabilité de xˆiT résulte donc de i) celle du seuil uˆi, ii) celle de yˆT , et iii) la covariance
entre uˆi et yˆT . Cette dernière contribution, généralement négligeable, est souvent ignorée
dans les applications [30, 60, 131].
La procédure suivante permet d’évaluer numériquement les incertitudes de xˆiT , en intégrant
à la fois la variabilité de uˆi et de yˆT (voir la section 3.3.1 pour les notations) :
α) Obtention d’un nouvel échantillonW i,∗ en ré-échantillonnant les tempêtes physiques
W is .
β) Obtention d’un nouvel échantillon Xi,∗ de tempêtes statistiques, en conservant les
ni = λdi observations les plus élevées de W i,∗.
γ) Obtention d’un nouveau seuil uˆ∗i = min(Xi,∗).
δ) Simulation du niveau de retour régional T -ans yˆ∗T par bootstrap, selon la procédure
de la section 6.2.3.
) Calcul du niveau de retour local T -ans xˆi,∗T = uˆ∗i yˆ∗T .
La valeur yˆ∗T est notamment simulée indépendamment de uˆ∗i , en raison des arguments cités
précédemment. Cette procédure, répétée 10 000 fois, aboutit à un échantillon bootstrap
de niveaux de retour T -ans estimés au site i, et permet d’en déduire des intervalles de
confiance pour xiT .
6.3.2 Hauteurs significatives de vagues
L’estimation des niveaux de retour locaux est illustrée pour la période de retour T = 100
ans. Les niveaux de retour régionaux yˆ100 se trouvent dans la table 6.10, et les indices
locaux sont représentés dans la figure 3.15. Quelques graphes de niveaux de retour locaux
seront montrés dans le chapitre 7.
La figure 6.13 est la carte des estimations des hauteurs significatives de vagues centennales.
La hauteur moyenne (resp. minimale, maximale) dans la zone d’étude est 19.82 m (resp.
6.63 m, 29.76 m), et une certaine cohérence spatiale peut être remarquée. Les valeurs
sont généralement plus élevées en s’éloignant des côtes (hauteurs entre 25 m et 29.76 m
dans la zone située entre 45°/60° en latitude, et −40°/−10° en longitude). La structure
spatiale de ces hauteurs est comparable à celle basée sur les réanalyses ERA-40 et obtenue
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par [16], bien que les estimations sont ici parfois plus élevées. La figure 6.14 représente
les intervalles de confiance à 95% de ces hauteurs centennales. La structure spatiale des
incertitudes est similaire à celle des estimations. La forte variabilité qui avait été observée
dans le Golfe de Gascogne Sud se retrouve dans ces cartes.
Figure 6.13: Estimation des hauteurs significatives de vagues centennales (m).
Figure 6.14: Intervalles de confiance à 95% des hauteurs significatives de vagues centen-
nales (m) : a) bornes inférieures, b) bornes supérieures.
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La structure spatiale des hauteurs significatives de vagues centennales ressemble fortement
à celle des indices locaux (figure 3.15). Dans la section 3.4.1, la bathymétrie, l’exposition
par rapport aux tempêtes, ou encore la longueur du fetch ont été suggérés pour expliquer
les disparités spatiales des indices locaux. Ces mêmes facteurs peuvent donc également
aider à interpréter la structure spatiale des hauteurs significatives de vagues centennales.
6.3.3 Surcotes de pleine mer
Les niveaux de retour régionaux yˆ100 se trouvent dans la table 6.12, et les indices locaux
sont représentés dans la figure 3.16. Quelques graphes de niveaux de retour locaux seront
montrés dans le chapitre 7.
La figure 6.15 contient la carte des estimations des surcotes de pleine mer centennales.
La surcote moyenne (resp. minimale, maximale) dans la zone d’étude atteint 1.36 m
(resp. 0.51 m à Santander, 2.51 m à Avonmouth). Les côtes de la Mer du Nord, de
la Mer d’Irlande et du canal de Bristol présentent notamment des surcotes de pleine
mer centennales parmi les plus élevées. Les intervalles de confiance à 95% associés à ces
estimations sont représentés sur la figure 6.16.
La structure spatiale des surcotes de pleine mer centennales est fortement similaire à celle
des indices locaux (figure 3.16). Ainsi, les facteurs physiques influençant la répartition
des indices locaux (bathymétrie, exposition par rapport aux tempêtes, configuration du
trait de côte, voir la section 3.4.2) peuvent également expliquer les disparités spatiales des
surcotes de pleine mer centennales.
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Figure 6.15: Estimation des surcotes de pleine mer centennales (m).
Figure 6.16: Intervalles de confiance à 95% des surcotes de pleine mer centennales (m) :
a) bornes inférieures, b) bornes supérieures.
Chapitre 7
Analyse régionale vs analyse locale
Ce chapitre compare les résultats issus des analyses locale et régionale pour l’estimation
des événements maritimes extrêmes. Les points essentiels sont les suivants :
• Par rapport à une analyse locale, l’analyse régionale permet de réduire les incertitudes
sur les estimations des niveaux de retour. Ceci peut être aisément illustré par le
concept de durée effective régionale, celle-ci étant plus importante que les durées
locales d’observation. Pour ce qui est des estimations des niveaux de retour 100
ans (surcotes de pleine mer ou hauteurs significatives de vagues), la réduction des
incertitudes consécutive à l’analyse régionale est évaluée à 55% globalement avec ces
données.
• L’analyse régionale amoindrit le caractère exceptionnel des tempêtes observées à
l’échelle locale, et permet de mieux modéliser leurs probabilités d’occurrence. En
particulier, une méthode d’identification des horsains, adaptée aux échantillons de
valeurs extrêmes, est utilisée pour déceler les éventuels horsains de surcotes de pleine
mer et de hauteurs significatives de vagues, aux échelles locale et régionale :
− Pour les surcotes de pleine mer, 4 tempêtes ont généré des horsains à l’échelle
locale : les tempêtes du 1er février 1953 à Dunkerque, du 15-16 octobre 1987 à
Brest, Martin (27 décembre 1999) au Verdon et Xynthia (27-28 février 2010)
à La Rochelle. Pour les hauteurs significatives de vagues, la tempête Klaus a
généré des horsains à l’échelle locale dans le sud du Golfe de Gascogne.
− À l’échelle régionale, les 4 tempêtes ayant généré des surcotes de pleine mer
exceptionnelles localement ne sont plus considérées comme étant des horsains.
• Les périodes de retour des tempêtes ayant généré localement des horsains sont es-
timées et comparées aux échelles locale et régionale.
• Les périodes de retour des tempêtes Xynthia (hauteurs significatives de vagues) et de
l’automne-hiver 2013-2014 (surcotes de pleine mer), n’apparaissant pas dans la base
de données, sont estimées a posteriori par analyse régionale.
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Plusieurs références bibliographiques ont montré que l’analyse régionale permet d’estimer
les quantiles extrêmes de façon plus fiable qu’une analyse locale, e.g. [122]. Ce chapitre
vise à quantifier le gain de l’analyse régionale sur une analyse locale, dans le cadre des aléas
maritimes extrêmes. Dans un premier temps, les incertitudes sur les niveaux de retour
estimés par ces deux types d’analyse seront comparées. Ensuite, les capacités des analyses
locale et régionale à appréhender l’occurrence des tempêtes les plus intenses observées
seront étudiées.
7.1 Comparaison des incertitudes issues des analyses ré-
gionale et locale
La méthode du pooling permet de définir un échantillon régional correspondant à une durée
effective de Deff années (chapitre 5). Par rapport à une analyse locale, généralement basée
sur une durée d’observation d < Deff, les incertitudes sur les extrapolations des quantiles
extrêmes peuvent ainsi être réduites. Pour les sites d’observation de hauteurs significatives
de vagues et de surcotes de pleine mer, d = 31 ans en moyenne.
D’abord, les niveaux de retour locaux estimés par analyse régionale, ainsi que leurs in-
tervalles de confiance, sont déterminés selon la section 6.3.1 du chapitre 6. Ensuite, des
analyses locales sont effectuées en chaque site d’observation, à partir des séries locales des
dépassements de seuils (où la fréquence annuelle moyenne de ces dépassements reste fixée
à λ = 1). Pour comparer les résultats avec ceux de l’analyse régionale, il est nécessaire
d’intégrer les incertitudes sur le seuil dans les analyses locales. L’utilisation d’une loi
GPD à 3 paramètres permet ceci, et constitue une alternative plus rapide que celle de
l’analyse régionale (où, effets non-stationnaires mis à part, une loi GPD à 2 paramètres
est estimée, et les incertitudes sur le seuil sont évaluées en ré-échantillonnant les tem-
pêtes). La méthode des L-moments est particulièrement adaptée pour estimer une loi
GPD à 3 paramètres (les propriétés usuelles d’efficacité asymptotique du maximum de
vraisemblance n’étant pas vérifiées du fait de la non-régularité de ce modèle). Ainsi, les
analyses locales consistent à estimer, en chaque site, une loi GPD à 3 paramètres par la
méthode des L-moments, sans prise en compte des effets saisonniers (surcotes de pleine
mer) ou directionnels (hauteurs significatives de vagues). La variabilité de ces estimations
est évaluée par une procédure de bootstrap paramétrique.
La raison principale motivant l’analyse régionale par rapport à une analyse locale est
que les estimations issues de cette dernière peuvent avoir une forte variabilité, bien que
généralement non-biaisées [60]. Ainsi la comparaison entre analyses locale et régionale est
ici basée sur la variabilité des estimations des niveaux de retour, et non sur les valeurs
ponctuelles correspondantes.
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7.1.1 Surcotes de pleine mer
La figure 7.1 contient, pour 16 sites, les niveaux de retour de surcotes de pleine mer, estimés
par analyses régionale et locale. Les intervalles de confiance issus de l’analyse locale sont
globalement plus larges que ceux provenant de l’analyse régionale. Quelques situations
où l’analyse locale donne des estimations plus précises (i.e., avec moins de variabilité)
que l’analyse régionale sont rencontrées, en particulier quand l’analyse locale renvoie des
valeurs négatives pour le paramètre de forme de la GPD (loi bornée supérieurement) ;
c’est par exemple le cas à Concarneau, Calais ou encore Port-Erin (figure 7.1 g, j et p).
Figure 7.1: Niveaux de retour (surcotes de pleine mer) estimés par analyses régionale (gris)
et locale (rouge), avec bornes supérieures des intervalles de confiance à 95%
(ligne pointillée) pour 16 sites.
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Afin de quantifier plus précisément le gain de l’analyse régionale sur une analyse locale,
les intervalles de confiance à 95% des estimations des niveaux de retour à 100 ans issus
des deux analyses sont comparés. Plus particulièrement, l’évolution relative (en %) des
largeurs de ces intervalles de confiance est calculée, en effectuant d’abord une analyse
locale, puis une analyse régionale. Pour les 67 sites d’observation, la valeur médiane de
ces évolutions relatives est −55%, ce qui signifie qu’effectuer une analyse régionale permet
globalement de réduire les incertitudes de 55% sur les estimations des surcotes de pleine
mer centennales, par rapport à une analyse locale. La figure 7.2 montre ces évolutions rel-
atives pour chaque site. Les couleurs y sont d’autant plus foncées que l’apport de l’analyse
régionale est important. Ainsi, les sites de couleur claire (évolutions relatives positives)
sont ceux où l’analyse régionale est moins précise que l’analyse locale. En particulier,
l’évolution relative atteint +286% à Port-Erin (les niveaux de retours correspondants sont
sur la figure 7.1 p). Les sites en gris sont ceux où l’analyse régionale apporte un gain
significatif par rapport à une analyse locale, avec des évolutions relatives comprises en-
tre −50% et 0%. Enfin, les sites en noir (évolutions relatives comprises entre −100% et
−50%), majoritaires sur la carte, bénéficient le plus de l’analyse régionale ; l’évolution
relative est notamment minimale à La Rochelle (−86%, voir aussi la figure 7.1 e).
Figure 7.2: Évolution relative (en %) des largeurs des intervalles de confiance à 95% des
estimations des surcotes de pleine mer centennales, en effectuant d’abord une
analyse locale, puis une analyse régionale.
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7.1.2 Hauteurs significatives de vagues
La figure 7.3 contient, pour 6 sites (chacun étant situé dans une des 6 régions homogènes),
les niveaux de retour des hauteurs significatives de vagues, estimés par analyses régionale
et locale. Comme pour les surcotes de pleine mer, les intervalles de confiance issus de
l’analyse locale sont en général plus larges que ceux estimés par analyse régionale.
Figure 7.3: Niveaux de retour (hauteurs significatives de vagues) estimés par analyses
régionale (gris) et locale (rouge), avec bornes supérieures des intervalles de
confiance à 95% (ligne pointillée) pour 6 sites de coordonnées géographiques
spécifiées.
La figure 7.4 représente les évolutions relatives (en %) des largeurs des intervalles de
confiance à 95% des hauteurs significatives de vagues centennales, en effectuant d’abord
une analyse locale, puis une analyse régionale. L’interprétation des couleurs est similaire
à celle des surcotes de pleine mer. Les évolutions relatives s’échelonnent entre +196%
(près de l’archipel des Orcades, en Mer du Nord) et −91% (près de la pointe occidentale
de la Norvège, en Mer du Nord), avec pour médiane −56% (valeur quasi-identique à
celle obtenue pour les surcotes de pleine mer). Les zones claires sont minoritaires, ce qui
confirme la réduction effective des incertitudes avec l’analyse régionale.
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Figure 7.4: Évolution relative (en %) des largeurs des intervalles de confiance à 95% des
estimations des hauteurs significatives de vagues centennales, en effectuant
d’abord une analyse locale, puis une analyse régionale.
7.2 Étude des horsains aux échelles locale et régionale
Les chapitres précédents ont permis d’évoquer les tempêtes qui, de par leur intensité,
semblaient se démarquer sensiblement des autres. Par exemple, parmi les observations les
plus intenses de surcotes de pleine mer se trouvent celles survenues durant les tempêtes
du 1er février 1953, du 15-16 octobre 1987, du 27 décembre 1999 (Martin) et du 27-28
février 2010 (Xynthia). Les sites concernés (où l’intensité des tempêtes de surcotes a été
maximale) et les valeurs correspondantes des surcotes de pleine mer sont contenus dans
la table 7.1. Concernant les hauteurs significatives de vagues, la tempête Klaus du 23-24
janvier 2009 a notamment généré des valeurs remarquablement élevées : par exemple,
ANEMOC-2 a simulé des vagues de Hs = 18.70 m au large du bassin d’Arcachon.
Table 7.1: Surcotes de pleine mer survenues durant les plus fortes tempêtes observées.
Tempête Site Surcote de pleine mer (m)
1er février 1953 Dunkerque 2.22
15-16 octobre 1987 Brest 1.45
Martin (27 décembre 1999) Verdon 1.58
Xynthia (27-28 février 2010) La Rochelle 1.53
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Ces tempêtes amènent plusieurs questions : ces intensités sont-elles vraiment exception-
nelles ? L’analyse régionale permet-elle d’amoindrir leur caractère exceptionnel observé
localement ? Quelles sont leurs périodes de retour associées ? Cette section, consacrée
à l’étude de ces plus fortes tempêtes observées, tentera d’apporter des réponses à ces
questions. Le caractère exceptionnel de ces tempêtes y est d’abord étudié (via une carac-
térisation en termes de horsains) avant l’estimation de leurs périodes de retour.
7.2.1 Définition des horsains
Le mot “horsain” est la traduction française de “outlier”. Ce mot est surtout utilisé en
Normandie pour désigner “celui qui n’est pas né au pays” [86]. Outre cette définition
étymologique, un horsain est, d’un point de vue statistique, une observation qui diffère
significativement du reste d’un échantillon [18]. Plusieurs causes peuvent être à l’origine
de leur apparition : erreur de mesure, erreur d’enregistrement informatique, ou bien surve-
nance d’un événement rare. Dans les deux premiers cas, il peut être judicieux de retirer ces
valeurs de l’échantillon avant de commencer toute analyse statistique. Dans ce manuscrit,
les observations de surcotes ayant notamment subi un contrôle qualité de la part des
organismes diffuseurs, ces deux premiers cas sont supposés écartés.
Il n’existe pas de définition mathématique formelle de l’horsain, ce qui rend leur identi-
fication et leur traitement parfois subjectif. Cependant, les définitions suivantes ont été
proposées dans la littérature scientifique :
(i) Un horsain est une observation qui n’est pas expliquée par la distribution de proba-
bilité décrivant le reste de l’échantillon [94].
(ii) Un horsain est une observation supposée avoir été générée par un mécanisme différent
de celui à l’origine du reste de l’échantillon [55].
(iii) Un horsain est une observation (ou sous-ensemble d’observations) qui ne concorde
pas avec le reste de l’échantillon [7].
La définition (i) renvoie à une approche paramétrique, consistant à préalablement ajuster
une loi de probabilité à l’échantillon, avant de décider quelles observations peuvent être
déclarées comme étant des horsains. Cette définition implique que la distribution retenue
n’est pas adaptée pour modéliser la probabilité d’occurrence des horsains. Par exem-
ple, une loi à deux paramètres aura tendance à identifier davantage d’horsains qu’une loi à
trois paramètres, qui est plus flexible par définition. De plus, la procédure d’estimation des
paramètres de la distribution joue également un rôle dans la caractérisation des horsains :
selon la robustesse de l’estimateur utilisé, une valeur particulièrement intense sera poten-
tiellement un horsain ou non. Par exemple, une estimation par maximum de vraisemblance
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amènera naturellement le modèle à mieux expliquer cette valeur (avec une incertitude de-
meurant toutefois élevée) par rapport à la méthode des L-moments, qui est plus robuste
aux valeurs extrêmes. La définition (i) est donc sensible à plusieurs paramètres, dont entre
autres le choix de la distribution de probabilité et de l’estimateur. Par ailleurs, quels que
soient les critères d’identification des horsains, l’apparition de ceux-ci peut toujours être
attribuée à l’incertitude d’échantillonnage : à moins que leurs valeurs ne soient en dehors
du support de la loi de probabilité choisie, la probabilité d’observer ces horsains n’est
jamais nulle.
La définition (ii) implique que les horsains observés sont issus d’une sous-population mi-
noritaire, dont l’origine serait expliquée par des mécanismes différents. Cette vision im-
plique de bien connaître les phénomènes physiques générateurs des observations extrêmes.
Dans un cadre paramétrique, la loi TCEV [111], spécifiquement adaptée aux maxima an-
nuels, permet par exemple de séparer les événements fréquents d’intensité “normale” des
événements rares d’intensité exceptionnelle, causés par des systèmes atmosphériques dif-
férents. Dans le cadre des dépassements de seuils, [6] ont proposé un mélange de deux
lois exponentielles, dont la deuxième composante modélise l’occurrence des événements les
plus intenses. Le modèle de [44], où chaque type de temps est représenté par une loi expo-
nentielle spécifique, permet quant à lui de définir un “type de temps à risque” susceptible
de générer des horsains.
La définition (iii) correspond à une vision non-paramétrique de l’horsain, la seule base de
comparaison étant l’échantillon. C’est peut-être la définition la plus générale des trois,
qui ne nécessite pas d’hypothèses trop spécifiques. Dans la section suivante, la procédure
utilisée pour déceler la présence de horsains dans les données repose sur la définition (iii).
Les trois définitions ne sont cependant pas mutuellement exclusives : ainsi, des horsains
selon (iii) peuvent trouver une justification selon (i) ou (ii).
7.2.2 Méthode d’identification des horsains
Dans ce manuscrit, les échantillons sont constitués de valeurs extrêmes, dont la symétrie est
peu probable. Or, les méthodes classiques de détection des horsains sont, pour la plupart,
basées sur une hypothèse de symétrie des données. Sur un échantillon asymétrique, ces
méthodes auront tendance à déclarer, à tort, des valeurs usuelles comme étant des horsains.
[62] ont proposé une méthode de détection automatique des horsains pour des données
asymétriques, et donc adaptée aux échantillons d’extrêmes. Les horsains y sont notamment
décrits selon une philosophie proche de la définition (iii) de [7], où l’effort est concentré
sur les échantillons, sans imposer de distribution de probabilité spécifique. À partir d’un
échantillon donné, le principe de leur méthode est le suivant :
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• Construction d’un ajusted boxplot tenant compte de l’éventuelle asymétrie des don-
nées. Par rapport au boxplot classique, les moustaches sont modifiées en fonction de
l’asymétrie observée, afin de mieux distinguer les valeurs rares des valeurs usuelles
de l’échantillon. Ainsi, quand les données sont asymétriques, moins d’observations
usuelles tombent en dehors des moustaches.
• Définition d’une mesure d’outlyingness (que l’on propose de traduire par horsian-
ité) adaptée à des données éventuellement asymétriques. L’horsianité d’une obser-
vation indique son éloignement par rapport à la tendance centrale (médiane) de
l’échantillon. Cette mesure est normalisée par un indicateur robuste de dispersion,
qui est fonction des moustaches du boxplot ajusté et reflète également l’asymétrie
des données.
• Calcul des coefficients d’horsianité des données, où une horsianité élevée indique un
horsain potentiel. L’observation dont l’horsianité dépasse la moustache supérieure
du boxplot ajusté est déclarée comme étant un horsain.
7.2.3 Horsains aux échelles locale et régionale
Supposons, dans le cas des surcotes de pleine mer, que l’on ait observé une tempête ayant
généré une surcote de pleine mer millénalle en un site quelconque de la région 1 (Golfe
de Gascogne et Manche). Supposons également qu’en ce site, la durée d’observation de la
série de surcotes de pleine mer est 30 ans. Ainsi, la probabilité d’observer cette surcote
millénale en ce site sur une période de 30 ans est 1−0.99930 ≈ 3%. Considérons désormais
cette tempête à l’échelle régionale. La durée effective d’observation de la région 1 est
estimée à 517 ans (cf. chapitre 5). La probabilité d’observer une surcote millénale sur un
échantillon de 517 ans devient 1− 0.999517 ≈ 40%.
Par ailleurs, la tempête Martin du 27 décembre 1999 a généré la surcote de pleine mer la
plus élevée à la fois i) au site du Verdon (1.58 m, table 7.1) et ii) dans la région 1 en valeur
normalisée (figure 6.10). Alors qu’une analyse locale n’indiquerait seulement qu’une telle
tempête a été observée une seule fois en 29 ans (durée d’observation des surcotes de pleine
mer au Verdon), la prise en compte de l’information régionale permet de réévaluer cette
fréquence empirique à une fois en 517 ans (durée effective d’observation de la région 1), et
ce pour n’importe quel site de cette région. En effet, le principe sous-jacent de l’approche
régionale utilisée ici est qu’il n’existe pas de trajectoires préférentielles des tempêtes à
l’intérieur d’une région ; chaque tempête observée aurait pu se produire n’importe où
ailleurs dans celle-ci, de façon cohérente avec la formation de régions homogènes basée sur
l’identification des empreintes typiques des tempêtes.
Ces exemples simples illustrent qu’une observation qui est rare à l’échelle d’un site (et, par
extension, qui peut être catégorisée comme un horsain) ne l’est plus forcément à l’échelle
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régionale. Considérer une tempête à l’échelle régionale peut donc potentiellement réduire
le caractère exceptionnel de son occurrence constaté à l’échelle locale. Pour approfondir
ces exemples et savoir si un horsain observé à l’échelle locale demeure un horsain à l’échelle
régionale, la méthode d’identification des horsains décrite en section 7.2.2 est appliquée
aux séries de surcotes de pleine mer et de hauteurs significatives de vagues, aux échelles
locale et régionale.
7.2.3.1 Horsains à l’échelle locale
La méthode de [62] est appliquée sur les échantillons locaux de dépassements de seuils
de surcotes de pleine mer. Les surcotes de la table 7.1 associées aux tempêtes du 1er
février 1953 (Dunkerque), du 15-16 octobre 1987 (Brest), Martin (Verdon) et Xynthia (La
Rochelle) sont ainsi identifiées comme étant des horsains à l’échelle locale. La figure 7.5
montre en effet que ces surcotes (indiquées en rouge) se détachent nettement du reste des
échantillons. Le boxplot ajusté pour la série de Brest est représenté en figure 7.8a.
Figure 7.5: Séries locales des dépassements de seuils (surcotes de pleine mer) : a)
Dunkerque, b) Brest, c) Verdon, d) La Rochelle. Les croix rouges indiquent
les horsains détectés.
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La tempête Klaus du 23-24 janvier 2009 a quant à elle généré des horsains de hauteurs
significatives de vagues en 31 sites localisés dans le Golfe de Gascogne (figure 7.6), illustrant
ainsi le caractère exceptionnel de cette tempête.
Figure 7.6: Sites dont les hauteurs significatives de vagues générées par la tempête Klaus
sont identifiées comme étant des horsains (points rouges).
7.2.3.2 Horsains à l’échelle régionale
La tempête Martin du 27 décembre 1999 est à l’origine de la surcote de pleine mer la
plus élevée dans la région 1 (Golfe de Gascogne et Manche), en valeur normalisée. Les
tempêtes d’octobre 1987 et Xynthia se situent respectivement en 2ème et 3ème position
dans cette région. La tempête du 1er février 1953 a été, quant à elle, la plus intense en
valeur normalisée dans la région 2 (Mer du Nord).
En appliquant la méthode d’identification des horsains aux échantillons régionaux des ré-
gions 1 et 2, aucune des surcotes de pleine mer associées à ces tempêtes n’est déclarée
comme étant un horsain (figure 7.7 et figure 7.8b pour le boxplot ajusté de la région
1). Le fait de regrouper dans un seul échantillon des tempêtes s’étant produites en dif-
férents endroits, mais qui auraient pu potentiellement impacter n’importe quel site de la
région, atténue ainsi l’effet horsain qui est observé localement. Aucun autre horsain n’a
été identifié dans les autres régions, que ce soit à l’échelle locale ou régionale.
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Figure 7.7: Échantillons régionaux (surcotes de pleine mer) : a) région 1, b) région 2.
Figure 7.8: Détection de horsains (surcotes de pleine mer) : boxplots ajustés pour les
échantillons de a) Brest (échelle locale) et b) la région 1. Une valeur dépassant
la moustache supérieure du boxplot ajusté correspond à un horsain.
Concernant les observations de hauteurs significatives de vagues, la tempête Klaus du 23-
24 janvier 2009, ayant généré des horsains à l’échelle locale, demeure un horsain à l’échelle
régionale (figure 7.9). Une explication possible est que la région 6 (Golfe de Gascogne
Sud) est en fait issue d’une empreinte de tempête plus étendue (Golfe de Gascogne), dont
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le découpage a été motivé à des fins d’homogénéité statistique (section 4.2.1.1).
Figure 7.9: Échantillon régional (hauteurs significatives de vagues) de la région 6 (Golfe
de Gascogne Sud). Les croix rouges indiquent les horsains détectés.
7.2.4 Estimation des périodes de retour des tempêtes par analyse ré-
gionale
7.2.4.1 Tempêtes horsains
La méthodologie développée dans le chapitre 5 pour estimer les périodes de retour des
tempêtes aux échelles locale et régionale, est ici appliquée aux tempêtes ayant généré les
conditions maritimes les plus intenses observées. En particulier, par rapport aux résultats
présentés dans le chapitre 5, la distribution régionale a depuis été améliorée dans le chapitre
6 (prise en compte des effets saisonniers pour les surcotes et des effets directionnels pour
les vagues), ce qui modifie notamment les estimations théoriques des périodes de retour
des tempêtes.
La table 7.2 contient les estimations des périodes de retour des 4 tempêtes les plus intenses
observées en termes de surcotes de pleine mer. Par exemple, en un site quelconque de la
région 2 (Mer du Nord), la surcote de pleine mer normalisée observée durant la tempête
du 1er février 1953 est estimée revenir en moyenne tous les 152 ans (empiriquement) et 998
ans (théoriquement). Cependant, cette surcote de pleine mer (en valeur normalisée) est
estimée revenir en au moins un site de la région en moyenne tous les 35 ans (empiriquement)
et 230 ans (théoriquement).
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Table 7.2: Périodes de retour (en années) des tempêtes les plus intenses observées (surcotes
de pleine mer) : T˜s,loc, Ts,loc, T˜s,reg et Ts,reg sont respectivement la période de
retour locale empirique, la période de retour locale théorique, la période de
retour régionale empirique et la période de retour régionale théorique.
Tempête Région T˜s,loc (ans) Ts,loc (ans) T˜s,reg (ans) Ts,reg (ans)
1er février 1953 2 152 998 35 230
15-16 octobre 1987 1 259 545 17 36
Martin (27 décembre 1999) 1 518 829 34 54
Xynthia (27-28 février 2010) 1 173 497 11 33
La table 7.3 contient les estimations des périodes de retour de la tempête Klaus (23-24
janvier 2009) en termes de hauteurs significatives de vagues. Ainsi, en un site quelconque
de la région 6 (Golfe de Gascogne Sud), la hauteur significative associée à la tempête Klaus
est estimée revenir en moyenne tous les 85 ans (empiriquement) et 157 ans (théoriquement).
Cependant, au moins un site de la région 6 est impacté par une tempête similaire en
moyenne tous les 31 ans (empiriquement) et 58 ans (théoriquement).
Table 7.3: Périodes de retour (en années) de la tempête Klaus (hauteurs significatives de
vagues) : T˜s,loc, Ts,loc, T˜s,reg et Ts,reg sont respectivement la période de retour
locale empirique, la période de retour locale théorique, la période de retour
régionale empirique et la période de retour régionale théorique.
Tempête Région T˜s,loc (ans) Ts,loc (ans) T˜s,reg (ans) Ts,reg (ans)
Klaus (23-24 janvier 2009) 6 85 157 31 58
7.2.4.2 Tempêtes absentes de la base de données
Plusieurs tempêtes, connues pour avoir généré des dégâts importants, ne sont pas présentes
dans la base de données utilisée dans ce manuscrit. L’objectif de cette section est d’exploiter
les résultats de l’analyse régionale pour prédire, a posteriori, les périodes de retour de ces
tempêtes.
Tempête Xynthia du 27-28 février 2010 (hauteurs significatives de vagues)
Durant la tempête Xynthia, la bouée SHOM, située au large de l’île d’Oléron et de coor-
données décimales (-1.80, 45.83), a mesuré des hauteurs significatives de vagues de 7.50 m
[100]. Comme indiqué dans la figure 7.10, cette bouée est située dans la région 5 (Golfe
de Gascogne Nord), et le site ANEMOC-2 le plus proche est situé à une distance de 14
km, aux coordonnées (-1.89, 45.94). L’indice local (hauteur significative annuelle) en ce
site ANEMOC-2 est 8.51 m : ainsi, la période de retour de la hauteur significative de la
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Figure 7.10: Position de la bouée SHOM (rouge) et du site ANEMOC-2 le plus proche
(noir).
vague associée à Xynthia y serait donc inférieure à 1 an (si l’on accepte l’hypothèse de
comparer entre elles des Hs mesurées et simulées). Dans ce secteur, les vagues générées
par la tempête Xynthia n’ont donc pas été d’une intensité exceptionnelle ; les dégâts oc-
casionnés par cette tempête ont surtout été dus à la concomitance d’une forte marée et
d’une surcote de pleine mer importante.
Tempêtes de l’automne-hiver 2013-2014 (surcotes de pleine mer)
Au cours de l’automne-hiver 2013-2014, la zone Atlantique Nord-Est/Manche/Mer du
Nord a été impactée par une série de tempêtes ayant occasionné de nombreux dégâts sur
le littoral. [28] ont notamment mis à disposition les surcotes de pleine mer observées sur
le littoral français au cours de 7 de ces tempêtes.
Par exemple, la tempête Xaver du 5-8 décembre 2013 a impacté la région 2 (Mer du Nord),
en générant des surcotes de pleine mer de 1.12 m, 1.25 m et 2 m, respectivement à Calais,
Dunkerque et Lowestoft (source BODC pour ce dernier port). Cependant, après normali-
sation par l’indice local, l’impact de Xaver a été le plus intense à Calais (valeur normalisée
de 1.12/0.61 = 1.84). En résumant la tempête Xaver par cette valeur normalisée maxi-
male, le modèle régional estime une période de retour régionale (resp. locale) de 10.9 ans
(resp. 47.1 ans), en termes de surcotes de pleine mer.
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La table 7.4 contient les périodes de retour locale et régionale estimées pour 6 tempêtes
de automne-hiver 2013-2014, dont les caractéristiques en termes de surcotes de pleine mer
sont données par [28]. Par exemple, la tempête Dirk du 23-27 décembre 2013 a généré des
surcotes de pleine mer revenant, selon le modèle, i) en moyenne tous les 2.4 ans en un site
quelconque de la région 1 (Golfe de Gascogne et Manche) et ii) en moyenne tous les 0.2
ans (5 fois par an) en au moins un site de cette région.
À l’exception de la tempête Xaver, ces périodes de retour ne sont pas très élevées, malgré
de forts niveaux marins observés et de nombreux dégâts sur le littoral. En effet, d’après
[28], ces tempêtes ne sont pas caractérisées par des surcotes (instantanées ou de pleine
mer) importantes, mais plutôt par un “contexte de marée de vive-eau qui permet même
à de faibles surélévations de la mer provoquées par le passage des dépressions de produire
des hauteurs remarquables”.
Table 7.4: Tempêtes de l’automne-hiver 2013-2014 (surcotes de pleine mer) : région et site
dont l’impact normalisé a été maximal, et estimation de leurs périodes de retour
(en années) par analyse régionale, où Ts,loc et Ts,reg désignent respectivement
la période de retour théorique locale et régionale.
Tempête Zone d’impact maximal Ts,loc (ans) Ts,reg (ans)
Christian (26-29 octobre 2013) Région 1 - Le Havre (0.81 m) 1.8 < 1
Godehart (3-6 novembre 2013) Région 2 - Calais (0.81 m) 4.8 1.1
Xaver (5-8 décembre 2013) Région 2 - Calais (1.12 m) 47.1 10.9
Dirk (23-27 décembre 2013) Région 1 - Saint-Nazaire (0.86 m) 2.4 < 1
Petra (4-5 février 2014) Région 1 - Brest (0.84 m) 9.9 < 1
Qumaira (6-7 février 2014) Région 1 - Les Sables d’Olonne (0.84 m) 4.7 < 1
Chapitre 8
Conclusions finales et perspectives
Dans le cadre de l’estimation des événements extrêmes, l’analyse régionale cherche à ex-
ploiter l’information de sites d’observation similaires issus de régions homogènes. Cette
méthode, relativement peu utilisée à ce jour dans le domaine maritime, est ici appliquée
à des données de hauteurs significatives de vagues et de surcotes de pleine mer, dans la
zone Atlantique Nord-Est, Manche et Mer du Nord.
Dans ce manuscrit, les régions homogènes sont formées en déterminant les empreintes typ-
iques des tempêtes générant les extrêmes maritimes. Les régions identifiées étant physique-
ment cohérentes et statistiquement homogènes, l’analyse régionale est donc une méthode
applicable aux variables surcote et hauteur de vagues.
Les extrêmes observés à l’intérieur d’une région homogène sont ensuite regroupés dans
un échantillon régional, selon la méthode du pooling. Les effets directionnels (hauteurs
significatives de vagues) et saisonniers (surcotes de pleine mer) sont notamment incorporés
dans la distribution régionale. De plus, le pooling a nécessité la mise en place d’un modèle
de dépendance entre les sites. Celui-ci, en exprimant la tendance qu’ont les sites à avoir un
comportement similaire durant une tempête, permet d’estimer la durée effective régionale
et de relier les périodes de retour régionale et locale d’une tempête.
L’analyse régionale présente deux avantages principaux par rapport à une analyse locale :
• Elle permet de contourner le problèmes des séries courtes et donc de réduire les
incertitudes sur les estimations des niveaux de retour : en particulier, à partir des
données utilisées dans ces travaux, cette diminution est évaluée globalement à 55%
sur les niveaux de retour 100 ans.
• Sa philosophie sous-jacente est que chaque tempête observée dans une région ho-
mogène aurait pu se produire n’importe où ailleurs dans celle-ci : ainsi, en amoin-
drissant le caractère plus ou moins exceptionnel des tempêtes observées à l’échelle
locale, l’analyse régionale permet d’estimer de façon plus robuste les périodes de re-
tour des tempêtes et de mieux caractériser les éventuels horsains.
Ces travaux ont ouvert plusieurs perspectives, dont notamment l’inclusion de données his-
toriques, l’extension de l’analyse régionale au cadre multivarié pour étudier la conjonction
des aléas maritimes à l’échelle régionale ou encore l’utilisation de covariables physiques
pour améliorer i) la détection des tempêtes, ii) la formation de régions homogènes et iii)
la représentation de l’indice local.
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En ingénierie côtière, l’étude statistique des événements océano-météorologiques extrêmes
est souvent un préalable au dimensionnement des ouvrages de protection. Cependant, le
problème des séries courtes, inhérent aux analyses locales et fréquemment rencontré en
pratique, peut parfois rendre très incertaines les estimations de niveaux de retour élevés.
L’analyse régionale permet de limiter les incertitudes associées aux analyses locales, en
exploitant l’information de sites d’observation statistiquement similaires. Son application
dans le cadre des aléas maritimes extrêmes étant toutefois relativement récente, l’objectif
de cette thèse est d’aborder certaines questions méthodologiques nécessitant un développe-
ment.
8.1 Synthèse des principaux résultats obtenus
Chacun des points suivants sont illustrés sur des données de hauteurs significatives de
vagues (issues de la base de données numériques ANEMOC-2) et de surcotes de pleine
mer (obtenues à partir de marégraphes), dans la zone Atlantique Nord-Est, Manche et
Mer du Nord.
8.1.1 Échantillonnage des extrêmes
• Les extrêmes sont échantillonnés par une approche POT : par rapport à une ap-
proche par maxima annuels, l’information apportée par les événements extrêmes y
est notamment mieux exploitée, et les estimations sont généralement plus fiables,
surtout si les séries d’observation sont de courte durée.
• Les tempêtes, définies ici comme des événements physiques générant des extrêmes
maritimes en au moins un site de la zone d’étude, sont la base de l’échantillonnage
des extrêmes. Elles sont directement caractérisées à partir de la variable maritime
d’intérêt. La procédure de détection spatio-temporelle développée permet de séparer
des tempêtes survenant simultanément en différents endroits, ou encore de détecter
des tempêtes successives impactant une même zone, comme les tempêtes Lothar
et Martin de décembre 1999. Les tempêtes permettront également de former des
régions homogènes et de modéliser la dépendance régionale.
• Dans une approche à seuils, une modélisation des dépassements offre plus de per-
spectives qu’une modélisation des excès : la loi régionale est beaucoup plus flexible
dans le cas des dépassements de seuils que dans le cas des excès. L’indice local est
cependant contraint d’être égal (ou, tout du moins, proportionnel) au seuil.
• Une approche “double seuil” est utilisée pour séparer les considérations physiques
des tempêtes de l’analyse purement statistique des extrêmes. En particulier, en
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chaque site, le seuil statistique régissant l’impact d’une tempête est sélectionné pour
correspondre à λ = 1 dépassement de ce seuil par an en moyenne, λ étant l’occurrence
annuelle moyenne des tempêtes en chaque site. Ce choix repose sur un compromis
entre l’obtention d’une durée effective régionale suffisante et une estimation fiable
des paramètres de la loi régionale. Le modèle de l’indice maritime implique que ces
seuils représentent les indices locaux.
• Plusieurs facteurs physiques expliquent les variations spatiales des indices locaux,
comme la bathymétrie, l’exposition du site par rapport aux tempêtes, la longueur
du fetch (pour les hauteurs significatives de vagues) ou la configuration du trait de
côte (pour les surcotes de pleine mer).
8.1.2 Formation de régions homogènes
• À notre connaissance, aucune méthode spécifique aux aléas maritimes n’a été à ce
jour formalisée dans la littérature. L’homogénéité y est surtout caractérisée de façon
statistique, ce qui peut nuire à l’interprétation des régions obtenues. Il est ainsi
suggéré d’identifier d’abord des régions potentiellement homogènes par un critère
physique, avant de tester leur homogénéité statistique.
• Les régions homogènes sont formées via l’identification des empreintes typiques des
tempêtes générant les extrêmes maritimes. Les régions obtenues sont facilement in-
terprétables : les sites d’une région donnée ont tendance à être impactés par une
même tempête, et toute tempête impactant une région a tendance à rester incluse
dans celle-ci. L’algorithme, basé sur la classification des sites à partir d’un critère
de propagation des tempêtes, ne requiert que l’instant d’occurrence des extrêmes
observés pour reconstruire les tempêtes. Il permet d’aboutir à des régions physique-
ment homogènes, dont l’homogénéité statistique sera vérifiée.
• L’homogénéité statistique des régions obtenues est validée avec le test H [59] : la
dispersion observée des L-moments empiriques est comparée avec celle attendue pour
une région théoriquement homogène, par le biais de simulations Monte Carlo. Ces
dernières étant basées sur la flexible loi Kappa, la procédure peut être vue comme
indépendante de la spécification de la loi régionale. Il est donc possible de séparer
l’étape de formation de régions homogènes de celle de la sélection d’une loi régionale
adaptée.
• Pour les hauteurs significatives d’états de mer, 6 régions homogènes sont obtenues :
Atlantique Sud, Atlantique Nord, Mer du Nord, Manche et ses approches, Golfe de
Gascogne Nord et Golfe de Gascogne Sud.
• Pour les surcotes de pleine mer, 5 régions homogènes sont obtenues : Golfe de
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Gascogne et Manche, Mer du Nord, Royaume-Uni Nord, Mer d’Irlande et Canal de
Bristol.
8.1.3 Modélisation de la dépendance régionale
• Les régions homogènes formées présentent, par nature, une forte dépendance entre
sites. Or, le modèle de l’indice maritime requiert l’indépendance entre les sites.
Une stratégie de modélisation de la dépendance entre les sites est ainsi proposée, à
l’échelle régionale et spécifique à la méthode du pooling.
• Les tempêtes sont l’élément de base de la modélisation. En effet, elles permettent
de i) filtrer l’information redondante quand plusieurs sites sont impactés, ce qui
permet de se ramener à l’hypothèse d’indépendance entre les sites (declustering), et
ii) caractériser et modéliser la dépendance à l’échelle régionale.
• Le modèle proposé exprime la tendance qu’ont les sites à avoir un comportement
similaire durant une tempête impactant la région. En particulier, la dépendance
régionale y est décrite simultanément par la propagation et l’intensité régionale d’une
tempête.
• Parmi les applications possibles de ce modèle se trouvent i) l’estimation de la durée
effective régionale et ii) le lien entre périodes de retour régionale et locale d’une
tempête.
• La philosophie sous-jacente à la méthode du pooling est qu’il n’existe pas de tra-
jectoires préférentielles des tempêtes à l’intérieur d’une région ; chaque tempête
observée aurait pu se produire n’importe où ailleurs dans celle-ci, de façon cohérente
avec la formation de régions homogènes basée sur l’identification des empreintes
typiques des tempêtes.
8.1.4 Spécification et estimation de la loi régionale
• Les observations régionales sont soumises à des effets non-stationnaires. Des dif-
férences saisonnières sont ainsi identifiées à la fois pour les hauteurs significatives
de vagues et les surcotes de pleine mer. Pour les vagues, les effets directionnels
expliquent davantage la variabilité observée que les effets saisonniers. Par ailleurs,
l’impact des indices de téléconnexion sur l’intensité régionale des extrêmes n’a pas
été mis en évidence.
• Les effets directionnels (hauteurs significatives de vagues) et saisonniers (surcotes
de pleine mer) sont incorporés dans la loi régionale. Celle-ci est modélisée par un
mélange de lois GPD dont le paramètre d’échelle varie de façon continue selon le
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secteur directionnel ou la saison. Cette paramétrisation permet une meilleure prise
en compte des phénomènes physiques à l’origine des extrêmes maritimes. Les mod-
èles sont ensuite soumis à différents critères de sélection et de validation.
• L’estimation de la loi régionale permet de revenir ensuite à l’échelle locale. Les
résultats détaillés des niveaux de retour locaux 100 ans sont présentés, pour les
hauteurs significatives de vagues et les surcotes de pleine mer.
8.1.5 Analyse régionale vs analyse locale
• Par rapport à une analyse locale, l’analyse régionale permet de réduire les incerti-
tudes sur les estimations des niveaux de retour. Ceci peut être aisément illustré par
le concept de durée effective régionale, celle-ci étant plus importante que les durées
locales d’observation. Pour ce qui est des estimations des niveaux de retour 100
ans (surcotes de pleine mer ou hauteurs significatives de vagues), la réduction des
incertitudes consécutive à l’analyse régionale est évaluée à 55% globalement avec ces
données.
• L’analyse régionale amoindrit le caractère exceptionnel des tempêtes observées à
l’échelle locale, et permet de mieux modéliser leurs probabilités d’occurrence. En
particulier, une méthode d’identification des horsains, adaptée aux échantillons de
valeurs extrêmes, est utilisée pour déceler les éventuels horsains de surcotes de pleine
mer et de hauteurs significatives de vagues, aux échelles locale et régionale :
− Pour les surcotes de pleine mer, 4 tempêtes ont généré des horsains à l’échelle
locale : les tempêtes du 1er février 1953 à Dunkerque, du 15-16 octobre 1987
à Brest, Martin (27 décembre 1999) au Verdon et Xynthia (27-28 février 2010)
à La Rochelle. Pour les hauteurs significatives de vagues, la tempête Klaus a
généré des horsains à l’échelle locale dans le sud du Golfe de Gascogne.
− À l’échelle régionale, les 4 tempêtes ayant généré des surcotes de pleine mer
exceptionnelles localement ne sont plus considérées comme étant des horsains.
• Les périodes de retour des tempêtes ayant généré localement des horsains sont es-
timées et comparées aux échelles locale et régionale.
• Les périodes de retour des tempêtes Xynthia (hauteurs significatives de vagues) et
de l’automne-hiver 2013-2014 (surcotes de pleine mer), n’apparaissant pas dans la
base de données, sont estimées a posteriori par analyse régionale.
174 CHAPITRE 8 : CONCLUSIONS FINALES ET PERSPECTIVES
8.2 Discussion et perspectives
L’analyse régionale développée dans ce manuscrit repose sur la séparation entre : i) effets
régionaux, à travers les tempêtes, dont l’intensité et l’extension spatiale s’observent à
l’échelle synoptique, et ii) effets purement locaux, via l’indice local : par exemple, la
bathymétrie locale, l’exposition du site par rapport aux tempêtes, la longueur du fetch
(vagues) ou encore la configuration du trait de côte (surcotes), sont des éléments pouvant
intensifier ou réduire l’impact régional des tempêtes.
Cette hypothèse de séparation de ces effets peut aider à comprendre les mécanismes
océano-météorologiques générant les extrêmes maritimes, tout en réduisant bien évidem-
ment leur complexité. Plusieurs perspectives d’amélioration de ce modèle régional sont
ainsi envisageables.
8.2.1 Sur la représentation de l’indice local
L’indice local contient les spécificités de chaque site, par rapport aux caractéristiques
régionales communes partagées par les sites de la région homogène. Une amélioration
possible du modèle serait de définir un indicateur local mêlant, par exemple, bathymétrie,
exposition par rapport aux vents dominants, fetch (vagues) ou configuration du trait de
côte (surcotes), afin de i) quantifier la part des ces différents effets de site intervenant dans
l’indice local, et ii) prédire l’indice local en des endroits dépourvus d’observations. Une
approche semblable en hydrologie, appelée “méthode indirecte”, suppose que l’indice local
présente des propriétés d’invariance d’échelle dans un bassin versant [12].
8.2.2 Sur la détection des tempêtes
Les tempêtes sont directement définies et identifiées à travers la variable maritime d’intérêt.
La prise en compte de variables océano-météorologiques complémentaires représentant,
par exemple, les conditions atmosphériques à échelle synoptique (comme les champs de
vent et/ou de pression) ou l’état de la mer (comme la période et la direction des vagues)
pourrait aider à mieux identifier les tempêtes.
Cependant, la seule prise en compte de ces variables extérieures pour détecter les tempêtes
peut ne pas suffire. Par exemple, n’utiliser que le vent local pour détecter des tempêtes
de vagues occulterait le fait qu’un état de mer extrême observé en un site donné peut être
le résultat de la propagation d’une houle océanique, et non d’une mer de vent locale.
Par ailleurs, dans le cas des vagues, la direction mériterait certainement d’être intégrée
dans la procédure de détection des tempêtes. Par exemple, des vagues de hauteurs signi-
ficatives relativement peu élevées (5 m) ont été observées le 20 février 1996 dans la baie de
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Saint-Malo. Cependant, la direction de ces vagues (de secteur Nord-Ouest), qui a plutôt
été atypique en cet endroit, a rendu cet épisode dangereux pour certains ports exposés
comme Saint-Malo (communication personnelle avec Franck Baraer de Météo France).
Cet événement, dont les hauteurs significatives de vagues associées sont peu intenses (in-
férieures au seuil de détection q0.995), n’apparaît donc pas dans le catalogue des tempêtes
extraites. Cependant, son caractère atypique peut appeler une définition plus complexe
des tempêtes, où la vulnérabilité du littoral serait également prise en compte pour évaluer
les risques côtiers.
Enfin, il serait intéressant de comparer les empreintes de tempêtes définies à partir des
champs de vent et de pression avec celles obtenues dans ce manuscrit à partir des variables
maritimes.
8.2.3 Sur la formation des régions homogènes
Les trajectoires des tempêtes en Atlantique Nord-Est se situent globalement dans des
faisceaux plus ou moins déterminés par les indices de téléconnexion, et notamment la
NAO (oscillation Nord-Atlantique). À l’intérieur de ces faisceaux, les trajectoires des
tempêtes semblent purement aléatoires, e.g. [101]. Les régions homogènes, obtenues à
partir de l’identification des empreintes typiques des tempêtes, peuvent ainsi être vues
comme correspondant à ces faisceaux.
La méthode de formation des régions homogènes proposée dans cette thèse est actuellement
appliquée sur une base de données numériques de surcotes, développée au Laboratoire
d’Hydraulique Saint-Venant et couvrant la zone Golfe de Gascogne, Manche et Mer du
Nord sur la période 1979-2010. Elle a également été appliquée dans le cadre du projet
Vimers, qui vise à étudier les tempêtes impactant les côtes bretonnes et mieux comprendre
les phénomènes de submersion marine, à partir des données de hauteurs significatives de
vagues issues du modèle côtier d’ANEMOC-2, en mer d’Iroise.
Par ailleurs, l’utilisation de covariables physiques (vitesse et direction du vent, pression
atmosphérique, bathymétrie, etc.) conjuguée aux méthodes d’analyse multivariée (comme
l’analyse en composantes principales) peut représenter une alternative valable pour former
des régions homogènes, où les sites seraient regroupés selon leur similarité en termes de
ces covariables.
La formation de régions homogènes pourrait également bénéficier d’une approche par
les types de temps, i.e. des situations synoptiques typiques et distinctes. [44] ont par
exemple identifié les types de temps en France, afin de relier les événements de pluie
avec leurs mécanismes générateurs ; chaque extrême observé est ensuite associé au type
de temps correspondant, ce qui permet notamment d’homogénéiser les échantillons. Une
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procédure similaire pourrait être adaptée pour constituer des régions homogènes, dans
le cadre d’une analyse régionale. Par exemple, i) à chaque site serait associé le type de
temps qui y génère le plus fréquemment des extrêmes, et ii) les sites seraient regroupés
selon ces types de temps dominants. Ceci pourrait s’inscrire dans la continuité des travaux
de thèse d’Amélie Laugel [78], qui a utilisé cette approche par type de temps pour étudier
la climatologie moyenne des états de mer.
8.2.4 Sur les éventuelles traces d’hétérogénéité
Il est possible que le test d’homogénéité statistique d’Hosking et Wallis ne détecte pas
l’hétérogénéité d’une région. Or, une source d’hétérogénéité, même légère, peut impacter
significativement les résultats finaux. Une façon d’en tenir compte serait de rajouter les
traces d’hétérogénéité que le test n’a pas été capable de détecter. La procédure bootstrap
pour le calcul des incertitudes pourrait par exemple intégrer ces soupçons d’hétérogénéité
: chaque région bootstrap simulée serait légèrement hétérogène, et le champ des incerti-
tudes finales contiendrait alors celles dues à l’éventuelle homogénéité non détectée. Cela
reste toutefois un problème délicat, car l’hétérogénéité peut se retrouver sous de multiples
formes : il existe notamment une infinité de façons de simuler artificiellement une région
hétérogène.
8.2.5 Sur l’analyse régionale non-stationnaire
Dans ce manuscrit, l’étude des échantillons régionaux n’a permis d’identifier aucune ten-
dance temporelle significative qui serait le reflet d’une évolution climatique. Cependant,
l’inclusion de nouvelles données ou l’examen de nouvelles variables pourrait éventuelle-
ment remettre ces conclusions en cause. Dans ce cas, [54, 112] ont par exemple introduit
un modèle régional non-stationnaire permettant l’incorporation de tendances temporelles
dans les paramètres de la loi régionale.
Par ailleurs, concernant les facteurs physiques influençant la loi régionale, les indices de
téléconnexion de l’Atlantique Nord-Est ne semblent pas expliquer les hauteurs significa-
tives et les surcotes de pleine mer les plus intenses, celles-ci étant davantage sensibles à
la saison d’occurrence et au secteur directionnel des tempêtes (chapitre 6). Cependant, il
existe certainement d’autres variables physiques, non étudiées dans ce manuscrit, exerçant
une influence sur les extrêmes maritimes à l’échelle régionale. Ces travaux bénéficieraient
par exemple de l’étude des vents synoptiques et des champs de pression atmosphérique
associés à chaque tempête.
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8.2.6 Sur la dynamique temporelle des extrêmes
Appréhender la dynamique spatio-temporelle des extrêmes permet de mieux comprendre,
par exemple, le risque de submersion marine. Cependant, ce manuscrit s’est davantage
orienté vers les aspects spatiaux, parfois au détriment des considérations temporelles.
Même si les Figures 3.5 et 3.10 illustrent les durées moyennes locales des tempêtes,
l’effort de modélisation n’a pas été concentré sur leur dynamique temporelle (par exemple,
l’impact d’une tempête en un site n’a été résumé que par une seule observation).
[39, 108] ont modélisé la dépendance temporelle de dépassements de seuils consécutifs
par une chaîne de Markov, pour l’estimation de vitesses de vents et de précipitations
extrêmes. Un indice extrêmal permet ensuite de faire le lien entre la distribution du
maximum annuel et des dépassements de seuils. [103] ont quant à eux utilisé des processus
max-stables pour représenter la structure de dépendance temporelle de hauteurs de vagues
extrêmes. Ces travaux, menés dans le cadre d’une analyse locale, peuvent constituer une
source d’inspiration pour étoffer le modèle de l’indice maritime et prendre en compte
la dynamique temporelle des extrêmes à l’échelle d’un site, et notamment améliorer les
connaissances sur les durées des tempêtes.
8.2.7 Sur la considération d’un site particulier
Le modèle de l’indice maritime présenté dans ce manuscrit attribue le même poids à tous
les sites d’une région homogène. Lorsque l’on est intéressé par un site en particulier,
celui-ci peut donc être considéré comme sous-représenté. [109] ont proposé une version
bayésienne de ce modèle, permettant de conférer davantage de poids à un site d’intérêt.
Par ailleurs, l’approche des régions d’influence, développée par [15], permet d’attribuer
à chaque site sa propre région homogène. Ces régions sont formées selon la proximité
des stations d’observation par rapport au site d’intérêt. Une telle procédure pourrait être
adaptée à la méthode utilisée dans ce manuscrit, par exemple en identifiant les empreintes
typiques des tempêtes dont les centres seraient positionnés sur les sites d’intérêt.
8.2.8 Sur la conjonction régionale des aléas maritimes
Ce manuscrit est restreint au cadre univarié, en ne considérant qu’une seule variable
maritime à la fois (hauteur significative des vagues ou surcote de pleine mer). Cependant,
les conditions océano-météorologiques extrêmes sont souvent caractérisées par différentes
combinaisons de plusieurs variables (vent et hauteurs de vagues extrêmes par exemple),
celles-ci étant généralement dépendantes. Ainsi, la prise en compte simultanée de ces
variables aiderait, par exemple, à mieux caractériser le risque de submersion marine.
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Pour modéliser la dépendance entre variables et étudier leur influence simultanée, les
copules sont notamment de plus en plus utilisées en hydraulique maritime. Des exemples de
travaux basés sur les copules se trouvent dans [31] pour l’étude jointe des hauteurs extrêmes
de vagues et de leurs périodes associées, [129] pour caractériser simultanément les surcotes
extrêmes et les hauteurs des vagues, ou encore [25, 81] pour modéliser la dépendance
entre hauteurs signficatives, périodes des vagues, durées des tempêtes et niveaux de la
mer observés durant une tempête.
En lien avec l’analyse régionale, [20] ont étendu le modèle de l’indice de crue au cadre
multivarié, en se basant sur les copules. L’application de ces développements aux aléas
maritimes demanderait, par exemple, de redéfinir les tempêtes comme les événements
générant à la fois des hauteurs significatives de vagues extrêmes et des surcotes de pleine
mer extrêmes (ou lorsqu’au moins l’une de ces variables est extrême). Il serait ensuite
possible d’estimer aux échelles locale et régionale les périodes de retour de ces tempêtes
“bivariées”.
8.2.9 Sur la mise à jour de la base de données
Les données utilisées s’arrêtent en 2009 pour les hauteurs significatives de vagues et 2011
pour les surcotes de pleine mer. Depuis, les tempêtes de l’automne-hiver 2013-2014 ont par
exemple généré des surcotes de pleine mer parfois élevées (voir la section 7.2.4.2). Ainsi,
la mise à jour de ces observations dans l’analyse régionale apporterait des informations
supplémentaires sur les extrêmes.
Par ailleurs, inclure davantage de sites d’observation permettrait de raffiner l’analyse ré-
gionale. Dans le cas des surcotes de pleine mer par exemple, il n’y a pas de données issues
des ports belges et hollandais. Or, cette zone est probablement cohérente avec la région
2 (Mer du Nord) en termes d’empreintes de tempêtes. L’inclusion de ces sites pourrait
avantageusement compléter cette région, et réduire ainsi les incertitudes sur la loi régionale
associée.
8.2.10 Sur l’inclusion de données historiques
Les incertitudes associées à l’estimation des événements extrêmes motivent le développe-
ment de procédures permettant d’élargir les échantillons, comme par exemple l’analyse ré-
gionale. Valoriser l’information historique des événements marquants du passé représente
ainsi une approche alternative à l’extension régionale des échantillons.
L’hypothèse de base pour inclure les données historiques dans la modélisation statistique
est l’existence d’un seuil de perception au-delà duquel tous les dépassements de ce seuil
ont été observés durant une période dite historique. Dans le cadre d’une analyse locale des
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pluies extrêmes, [99] présentent la méthodologie pour inclure l’information historique dans
la fonction de vraisemblance. [46, 96] ont développé un modèle régional bayésien tenant
compte des pluies extrêmes survenues en des sites dépourvus d’observations systématiques,
et cette méthodologie peut être directement transférable à des données historiques d’aléas
maritimes.
L’utilisation de l’information historique en hydraulique maritime est actuellement en voie
de développement. Par exemple, pour les estimations des surcotes extrêmes à La Rochelle,
[53] ont montré que l’inclusion d’une donnée historique aidait à mieux représenter un
horsain observé dans les données systématiques. Par ailleurs, dans le cadre du projet
Vimers, le SHOM a mené un travail de recherche et de synthèse sur les tempêtes anciennes,
où deux événements survenus en décembre 1896 et octobre 1924, ayant occasionné des
submersions marines importantes sur le littoral breton, ont notamment été identifiés.
Cependant, le recueil des données historiques est généralement une tâche compliquée. Par
exemple, ces informations peuvent être retrouvées à partir d’archives, d’anciens journaux,
de discussions avec des personnes âgées, d’études sédimentologiques ou paléographiques,
de marques témoignant d’un niveau marin élevé, etc. Les données historiques sont souvent
imprécises, et l’analyse statistique doit en tenir compte pour ne pas introduire de biais
dans les estimations.
Par ailleurs, cette information peut être difficilement valorisable pour l’étude des sur-
cotes. En effet, les données historiques recueillies sont généralement des valeurs élevées
des niveaux marins ; cependant, cela n’implique pas forcément que les surcotes associées
soient historiques (en cas de très fortes marées par exemple).
Bien que délicate, l’extension de l’analyse régionale pour prendre en compte l’information
historique représente ainsi une piste prometteuse pour essayer de réduire davantage les
incertitudes sur les estimations des extrêmes maritimes.
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Annexe A
Éléments de la théorie des valeurs
extrêmes
La théorie des valeurs extrêmes offre un cadre rigoureux pour décrire les comportements
des queues des distributions, ce qui permet d’estimer, par exemple, des niveaux de retour.
Introduite à la fin des années 1920 avec les travaux fondateurs de [40, 43], elle a depuis
connu de nombreux développements, et continue actuellement à faire l’objet de recherches
actives. Cette section présente les éléments de base de cette théorie (dans un cadre uni-
varié), en décrivant notamment les approches par les maxima annuels et les dépassements
de seuils, qui sont les plus couramment utilisées en pratique. Le lecteur intéressé pourra
se référer à [8, 22] pour une présentation complète de la théorie des valeurs extrêmes.
1.1 Approche par les maxima annuels
1.1.1 Sur la loi de probabilité du maximum
Soit (X1, ..., Xn) une suite de variables aléatoires i.i.d., de fonction de répartition F .
L’objectif est d’étudier le comportement asymptotique de la variable Mn = max
i=1,...,n
Xi.
La fonction de répartition de Mn est :
FMn(x) = P (Mn ≤ x) = F (x)n
Ainsi, quand n → ∞, FMn converge vers la distribution dégénerée h(x) = l1F (x)=1. Le
théorème de Fisher-Tippet [40] démontre que l’existence d’une loi limite non-dégénerée
s’obtient après une renormalisation linéaire de Mn ; dans ce cas, la loi GEV (Generalized
Extreme Value Distribution) est la seule distribution asymptotique possible.
Théorème de Fisher-Tippet : s’il existe des constantes an > 0 et bn telles que
lim
n→∞P
(
Mn − bn
an
≤ x
)
= G(x), ∀x ∈ R
où G est une distribution non-dégénerée, alors G est la fonction de répartition d’une loi
GEV.
La fonction de répartition de la variable aléatoire X ∼ GEV (ξ, α, k) est donnée par :
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G(x) =
 exp
{
−
[
1 + k
(
x−ξ
α
)]− 1
k
}
si k 6= 0 et 1 + k
(
x−ξ
σ
)
> 0
exp
[
− exp
(
−x−ξα
)]
si k = 0, ∀x ∈ R
où ξ ∈ R, α > 0 et k ∈ R sont respectivement des paramètres de localisation, d’échelle
et de forme. Le signe de k détermine le comportement de queue de la distribution : si
k < 0 (loi de Weibull, dite à “queue bornée”), le support de la distribution est majoré par
ξ − α/k ; si k = 0 (loi de Gumbel, dite à “queue légère”), le support est R ; k > 0 (loi de
Fréchet, dite à “queue lourde”), le support de la distribution est minoré par ξ − α/k, et
n’a pas de borne supérieure.
1.1.2 Sur l’expression des niveaux de retour
Le théorème de Fisher-Tippet permet d’approcher la distribution du maximum d’un échan-
tillon de grande taille par une loi GEV. En pratique, pour déterminer des niveaux de retour
en sciences environnementales, les maxima annuels d’une série observée sont souvent util-
isés pour déterminer les paramètres (ξ, α, k) de la loi GEV. Les méthodes du maximum
de vraisemblance ou des L-moments (voir l’annexe B) sont des exemples de techniques
permettant d’estimer ces paramètres.
Soit G la fonction de répartition du maximum annuel, de loi GEV (ξ, α, k). Le niveau de
retour xT associé à la période de retour T ans est défini comme la quantité dépassée en
moyenne une fois tous les T ans : 1−G(xT ) = 1/T . On obtient ainsi :
xT = G−1(1− 1/T ) =
 ξ −
α
k
{
1− [− log(1− 1/T )]−k
}
si k 6= 0
ξ − α log [− log(1− 1/T )] si k = 0
1.2 Approche par les dépassements de seuils
Le fait de n’utiliser que des maxima annuels peut faire perdre de l’information sur le
comportement de queue de distribution. C’est par exemple le cas quand plusieurs extrêmes
sont apparus la même année, ou bien quand aucun événement particulier n’est survenu
durant une année. Cette constatation a motivé le développement des modèles à seuils, où
toutes les observations dépassant un seuil élevé sont désormais considérées pour décrire la
queue de distribution.
1.2.1 Sur la loi de probabilité des dépassements de seuils
Soient (X1, ..., Xn) une suite de variables aléatoires i.i.d., de fonction de répartition F ,
et u un seuil élevé. L’objectif est d’étudier le comportement asymptotique de la variable
X|X > u.
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Le théorème de Fisher-Tippet permet d’approcher la distribution de Mn = max
i=1,...,n
Xi par
la loi GEV :
FMn(x) = F (x)n ≈ exp
{
−
[
1 + k
(
x−ξ
α
)]− 1
k
}
Ceci implique que :
n log (F (x)) ≈ −
[
1 + k
(
x−ξ
α
)]− 1
k
Or, pour x > u, F (x) ≈ 1 et on a l’approximation suivante : log (F (x)) ≈ − (1− F (x)).
Ainsi :
1− F (x) ≈ 1
n
[
1 + k
(
x−ξ
α
)]− 1
k
La distribution de X|X > u peut donc être approchée par :
P (X > x|X > u) = 1− F (x)1− F (u) ≈
1
n
[
1 + k
(
x−ξ
α
)]− 1
k
1
n
[
1 + k
(
u−ξ
α
)]− 1
k
≈
[
1 + k
α˜
(x− u)
]− 1
k
où α˜ = α + k(u − ξ). Le terme de droite correspond à la loi GPD (Generalized Pareto
Distribution), où u est le seuil et (α˜ > 0, k ∈ R) sont les paramètres d’échelle et de forme.
Ainsi, X|X > u suit asymptotiquement la loi GPD(u, α˜, k). Le cas k = 0 correspond à
la loi exponentielle : P (X > x|X > u) ≈ exp(−(x− u)/α˜). Le paramètre k caractérisant
le comportement de queue de la distribution est notamment le même que celui de la loi
GEV limite de Mn.
1.2.2 Sur l’expression des niveaux de retour
La procédure classique consiste à d’abord déterminer le seuil u au-delà duquel les dépasse-
ments sont modélisés par une loi GPD(u, α, k). [22] fournit des éléments pour le choix,
souvent délicat, de ce seuil. Les paramètres (α, k) sont ensuite estimés, par exemple par
maximum de vraisemblance ou par la méthode des L-moments.
Soit F la fonction de répartition de la loi GPD(u, α, k) pour la variable X|X > u. En
supposant que le seuil u est dépassé en moyenne λ fois par an, le niveau de retour T -ans
xT est solution de 1− F (xT ) = 1λT . On obtient ainsi :
xT = F−1(1− 1λT ) =
 u+
α
k
[(
1− 1λT
)−k − 1] si k 6= 0
u+ α log(λT ) si k = 0
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Annexe B
L-moments
Les L-moments caractérisent une distribution de probabilité [56]. Ils existent dès que la
moyenne de la distribution est finie, et sont définis comme espérances de combinaisons
linéaires des statistiques d’ordre : ceci implique notamment une plus grande robustesse
face aux outliers que les moments conventionnels. De plus, l’estimation de paramètres par
la méthode des L-moments (basée sur le même principe que la méthode des moments) est
parfois plus fiable que celle par maximum de vraisemblance, plus particulièrement si la
taille de l’échantillon est petite [56].
2.1 Définition
Soit X une variable aléatoire continue de fonction de répartition F . Soit (X1, ..., Xn) un
n−échantillon issu de la loi F et X1:n 6 X2:n 6 Xn:n les statistiques d’ordre associées. Si
E (X) <∞, alors le L-moment d’ordre s, λs, existe et est défini par :
λs = s−1
s−1∑
k=0
(−1)k
(
s− 1
k
)
E (Xs−k:s) , s ∈ N∗ (B.1)
Comme pour les moments conventionnels, chaque L-moment reflète une caractéristique de
F : λ1 est la moyenne, λ2 mesure la dispersion, λ3 l’asymétrie, λ4 l’aplatissement, etc. La
connaissance de (λs)s∈N∗ permet de caractériser de façon unique la loi F .
Il existe un lien étroit entre les L-moments et les moments de probabilité pondérés [50].
Ceux-ci sont définis comme :
Mr,s,t = E
[
Xr (F (X))s (1− F (X))t
]
(B.2)
Les L-moments sont un cas particulier des moments de probabilité pondérés. En effet, en
notant βs = M1,s,0, alors :
λs+1 =
s∑
k=0
(−1)s−k
(
s
k
)(
s+ k
k
)
βk (B.3)
Par ailleurs, les rapports des L-moments sont la représentation adimensionnelle des L-
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moments et sont définis par : 
τ = λ2
λ1
τs =
λs
λ2
, s > 3
(B.4)
τ est le L-CV (coefficient de L-variation, par analogie au coefficient de variation classique),
τ3 est le L-skewness et τ4 le L-kurtosis.
2.2 L-moments empiriques
Soit bk = 1n(n−1k )
n∑
j=k+1
(j−1
k
)
Xj:n un estimateur sans biais de βk = M1,k,0, et :
ls+1 =
s∑
k=0
(−1)s−k
(
s
k
)(
s+ k
k
)
bk, s = 0, 1, ..., n− 1 (B.5)
ls est un estimateur sans biais de λs. Une estimation (biaisée) du rapport des L-moments
d’ordre s > 3 est quant à elle obtenue avec ts = ls/l2; le L-CV s’estime via t = l2/l1
(biaisé également). Cependant, ces biais demeurent inférieurs à ceux des estimateurs des
rapports des moments conventionnels [56].
2.3 Estimation par la méthode des L-moments
Supposons que l’on observe le n−échantillon (X1, ..., Xn), de loi F définie par p paramètres.
Une façon d’estimer ceux-ci consiste à égaler les p premiers L-moments théoriques de F
avec les p premiers L-moments empiriques, de façon similaire à la méthode des moments
traditionnelle.
Soit l’exemple de la loi exponentielle à 2 paramètres (µ, σ > 0), dont la fonction de répar-
tition est F (x) = 1− exp
(
−x−µσ
)
, x > µ. Les deux premiers L-moments sont λ1 = µ+ σ
et λ2 = σ/2. La méthode des L-moments pour estimer (µ, σ) conduit aux estimateurs
σˆ = 2l2 et µˆ = l1 − σˆ.
En pratique, la connaissance de λ1, λ2, τ3 et τ4 suffit à déterminer les paramètres de la
plupart des lois. Par ailleurs, ces estimateurs sont, d’un point de vue algorithmique,
généralement plus simples à obtenir que les estimateurs du maximum de vraisemblance.
Pour la plupart des distributions, ces estimateurs sont asymptotiquement gaussiens. De
plus, dans le cas des petits ou moyens échantillons (quand le domaine asymptotique n’est
pas atteint), leurs performances sont souvent meilleures [61].
Annexe C
Comparaison des performances des
méthodes d’estimation de la loi ré-
gionale
L’objectif de cette annexe est de comparer les performances des méthodes du regional
averaging et du pooling (section 1.2.4) pour estimer la loi régionale.
3.1 Modèle régional de base
Le modèle de référence utilisé est celui issu des conclusions du chapitre 3 : au site i =
1, ..., N , les dépassements Xi du seuil ui sont modélisés par une loi GPD(ui, αi, ki), où
αi et ki sont respectivement des paramètres d’échelle et de forme. Les contraintes sur
l’indice local (choisi comme étant égal au seuil ui) et l’hypothèse d’homogénéité régionale
(équation 3.3) impliquent que Xi/ui ∼ GPD(1, γ, k), où le paramètre d’échelle γ = αi/ui
et le paramètre de forme k = ki sont constants dans la région.
3.2 Méthodes d’estimation de la loi régionale
Dans cette annexe, le seuil ui est supposé connu avec certitude. L’objectif du regional
averaging et du pooling est d’estimer les paramètres de la loi régionale GPD(1, γ, k).
Grossièrement, le principe du regional averaging est de moyenner les informations obtenues
à l’échelle locale pour inférer sur la population régionale, alors que le pooling se concentre
sur un nouvel échantillon régional qui regroupe les observations locales.
3.2.1 Regional averaging
Les approches PIF [124] et Hosking et Wallis [60] (section 1.2.4.1) étant équivalentes pour
le modèle régional supposé, seule la méthode d’Hosking et Wallis est présentée. Le principe
est d’appliquer la méthode des L-moments (section 2.3 de l’annexe B) à l’échelle régionale.
Pour la loi GPD(1, γ, k), les relations entre les paramètres et les 2 premiers L-moments
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(λ1, λ2) sont les suivantes : {
k = 2− λ1−1λ2
γ = (1− k)(λ1 − 1)
(C.1)
Pour le site i = 1, ..., N , soient ni la taille de l’échantillon et lis le L-moment empirique
d’ordre s. Le L-moment régional empirique est défini comme la moyenne pondérée des L-
moments locaux empiriques : lrs =
N∑
i=1
nil
i
s/
N∑
i=1
ni. Les paramètres (γ, k) sont alors estimés
en remplaçant (λ1, λ2) par (lr1, lr2) dans l’équation C.1.
3.2.2 Pooling
Le principe est de rassembler dans un même échantillon régional toutes les observations
normalisées (Xi/ui)i=1,...,N . Les paramètres (γ, k) sont ensuite estimés directement à par-
tir de ce nouvel échantillon, par exemple avec la méthode des L-moments ou par maximum
de vraisemblance.
3.3 Comparaison des performances des méthodes
3.3.1 Méthodologie
Les performances de la méthode d’Hosking et Wallis et du pooling sont comparées à partir
de simulations Monte Carlo, notamment à travers l’estimation du quantile 0.999 de la loi
régionale. Afin de simuler un scénario régional, les paramètres suivants sont utilisés :
• Le nombre de sites de la région est fixé à N = 10.
• Les tailles des échantillons locaux sont fixées à n = 30.
• La région est parfaitement homogène avec indépendance entre sites.
• LesN échantillons locaux normalisés sont issus de la population régionaleGPD(1, γ, k),
où γ prend les valeurs 0.15 (ordre de grandeur pour les vagues et surcotes) ou 1, et
k varie entre -0.25 et 0.25 avec un pas de 0.05.
Selon les valeurs de (γ, k), 22 scénarios régionaux sont ainsi définis. Chacun de ces scénar-
ios est simulé B = 10 000 fois ; pour chaque simulation d’un scénario donné, le quantile
0.999 de la loi régionale GPD(1, γ, k) est estimé par la méthode d’Hosking et Wallis et par
pooling (en utilisant ici le maximum de vraisemblance).
3.3 COMPARAISON DES PERFORMANCES DES MÉTHODES 189
Pour un couple (γ, k) fixé, les performances de la méthode m sont analysées à travers le
RMSE (racine carrée de l’erreur quadratique moyenne) et le biais relatifs :

RMSEm(γ, k) = 100%
√√√√ 1
B
B∑
b=1
(
qˆbm(γ, k)− q(γ, k)
q(γ, k)
)2
BIAISm(γ, k) =
100%
B
B∑
b=1
qˆbm(γ, k)− q(γ, k)
q(γ, k)
(C.2)
où q(γ, k) = 1 + γk (0.999−k − 1) est le quantile 0.999 de la loi GPD(1, γ, k), qˆbm(γ, k) étant
son estimation par la méthode m au cours de la simulation b = 1, ..., B.
3.3.2 Résultats
Les performances des méthodes d’Hosking et Wallis et du pooling sur l’estimation de
q(γ, k) sont représentées dans la figure 3.1.
Figure 3.1: RMSE et biais relatifs (en %) des méthodes d’Hosking et Wallis (points) et
du pooling (croix) sur l’estimation du quantile 0.999 de la loi GPD(1, γ, k),
selon que γ soit égal à 0.15 (noir) ou 1 (jaune).
Les principaux résultats sont les suivants :
• Le RMSE indique que le pooling est plus précis que la méthode d’Hosking et Wallis
pour k ≤ 0.1, indépendamment de γ. Leur précision devient similaire pour k ≥ 0.15.
• Globalement, la valeur absolue du biais du pooling est inférieure à celle de la méthode
d’Hosking et Wallis, indépendamment de γ et k.
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• Le pooling a tendance à sous-estimer q(γ, k) pour k ≤ 0.1 (biais négatif) et à sur-
estimer q(γ, k) pour k ≥ 0.15, indépendamment de γ.
• La méthode d’Hosking et Wallis a tendance à sur-estimer q(γ, k), indépendamment
de γ et k (biais positif).
En conclusion, pour les scénarios régionaux définis précédemment, le pooling est préférable
à la méthode d’Hosking et Wallis pour estimer le quantile régional q(γ, k). Cependant,
il serait possible de compléter cette analyse en définissant des scénarios régionaux plus
réalistes, notamment en incluant une légère hétérogénéité régionale avec dépendance entre
les sites [131].
Annexe D
Modélisation autorégressive des sur-
cotes de pleine mer
Cet article, publié dans Ocean Modelling en 2012, montre que des modèles autorégressifs
saisonniers peuvent décrire le comportement probabiliste des séries de surcotes de pleine
mer. Ces modèles, estimés en 35 ports situés le long des côtes européennes de l’Atlantique,
de la Manche et de la façade méridionale de la Mer du Nord, fournissent des informations
sur i) la dynamique temporelle des surcotes de pleine mer, ii) la prévision à court-terme
des surcotes de pleine mer, à partir d’observations passées, et iii) les surcotes de pleine
mer extrêmes, à partir de simulations de longues séries plausibles.
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a b s t r a c t
Autoregressive (AR) models have been widely used in several geophysical applications, as they represent
a simple and practical option for modeling stochastic series. In this paper, we show that AR models can be
adapted and are useful for the description of skew surge (i.e., a surge occurring at the time of a high tide)
series. Namely, seasonal AR models of skew surge series are built on 35 sites located along the coasts of
the European Atlantic Ocean, the English Channel and the Southern part of the North Sea. These models
are presented and discussed. The estimation of the distribution of the residuals, modeled using a Normal
Inverse Gaussian (NIG) distribution, is also discussed. AR models are advantageous for a number of rea-
sons: (i) they provide information on the correlation length of the surge phenomena, (ii) they can be used
to forecast short-term surge occurrences based on a limited set of past observations and (iii) they provide
plausible information about longer series, which may have larger extremes than what is observed, per-
mitting a statistical description of simulated extremes. These three characteristics and beneﬁts are exam-
ined and discussed for a selected site, the Saint-Nazaire harbor (France), with respect to the storm surge
that occurred during the Xynthia storm of February 2010.
 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Understanding the stochastic behavior of the processes govern-
ing the sea level is of utmost importance for many applications in
ocean and coastal research and engineering, ranging from the
prevention of maritime ﬂooding in storm conditions to the design
of offshore structures and coastal defenses to cope with shore ero-
sion and littoral morphodynamics.
In the coastal zone, the mean sea level (excluding the effects
due to swell and wind-generated waves) can be summarized as
the superposition of two dominant phenomena: the astronomic
tide (which is a deterministic phenomenon due to gravitational
effects) and the storm surge (which is a stochastic phenomenon
due to meteorological effects), both of which are inﬂuenced by
the geometry of the coastline and the local bathymetry. As uncer-
tainties occur in the surge process only, an accurate description of
this phenomenon is important for sea level prediction and model-
ing. In particular, some features of the temporal surge series at a
given site, such as the temporal autocorrelation or the frequency
of occurrence of extreme events, are of great interest.
At the same time, autoregressive models and the Box and Jen-
kins methods are simple solutions for modeling series data from
environmental observations (Box and Jenkins, 1976; Newbold,
1975).
For example, AR models have been used in the past for applica-
tions in hydrology and in meteorology for temperature and wind
series models. A large body of literature exists on this topic (Alvarez
et al., 2007; Anderson and Meerschaert, 1998; Breaker and
Brewster, 2009; Hughes et al., 2006; Kysely´, 2002; Ledolter, 1978;
Monbet et al., 2007; Salas et al., 1982; Tesfaye et al., 2006). Several
applications have been developed for the ocean sciences. Most of
these concern the sea state time series in connectionwith wind ser-
ies, e.g., Monbet et al. (2007). In these studies, simple AR models
have been found to be suitable, and more complex models often
resulted in only a small improvement (Monbet et al., 2007).
Some applications have been developed for sea level modeling
(Petaccia et al., 2006) or hourly storm surge modeling (Lencioni
et al., 1982; Todd and Walton, 2005; You and Seo, 2009).
In general, conceptual stochastic models (Tomohiro et al., 2010;
Walh et al., 2010) or neural networks (Bajo and Umgiesser, 2010;
Röske, 1997) are built to simulate surge series. These models are
often over-parameterized.
An important factor that motivates the development of AR
models is that these models explicitly describe the correlation
length of the surge series. This is an important characteristic for
several practical applications and statistical data treatments. Dixon
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and Tawn (1994) supposed an a priori correlation length of 30 h
for sea levels on the English shore, while (Bardet et al., 2011;
Bernardara et al., 2011) supposed 3 days (72 h) for skew surges
on French coasts. Lencioni et al. (1982) and Todd and Walton
(2005) used only a few hours as the correlation length of the hourly
surge series. The proper estimation of the actual correlation length
of a surge series remains an open question, and in this study, we
will show that the estimation of the AR model order can produce
precise information on this point.
A second point of interest is the use of stochastic models for
forecasting purposes. Today, surge forecasting numerical models,
coupled with meteorological models, can provide surge forecasts
up to 48 h (Álvarez Fanjul et al., 2001; Higaki et al., 2009; Paradis
et al., 2009). AR models can theoretically provide similar forecasts,
but they are based on different hypotheses and use only past surge
observations. The comparison between the two approaches is be-
yond the scope of this paper, but it highlights the interest in sto-
chastic AR models.
A third point concerns the idea behind the simulation of plausi-
ble and long artiﬁcial series via stochastic models and the analysis
of the behavior of the simulated extremes, e.g., Bernardara et al.
(2006) and Kysely´ (2002). Indeed, it can provide a possible alterna-
tive to the traditional approach that is based on the application of
the extreme value theory (De Haan, 1970; Fisher and Tippet, 1928;
Gnedenko, 1943) to a sample of observed extreme surges and tries
to ﬁt an adapted statistical law (Hawkes et al., 2008; Olbert and
Hartnett, 2010). In particular, in a simple AR model, the tail of
the probability distribution of the residual process is asymptoti-
cally close to the asymptotic distribution of the extremes of the
simulated series.
In this framework, the aim of this paper is to introduce seasonal
AR models to a large set of sites along parts of the European coasts
on the Atlantic Ocean, the English Channel and the Southern part of
the North Sea.
In particular, an NIG probability distribution is taken into account
for the statistical description of the residuals. This is motivated by the
non-Gaussian nature of environmental series, as Gaussian tails are
generally too thin to provide a suitable representation of extreme
events (Anderson and Meerschaert, 1998; Bernardara et al., 2008; El
Adlouni et al., 2008; Fréchet, 1928; Gumbel, 1958; Tawn, 1992). It is
therefore necessary tomaintain a ﬂexible probability distribution that
is able to ﬁt possible asymmetry andheavy tails. For example, (Hughes
et al., 2006) modeled the innovations of the autoregressive moving
average (ARMA) processes with the Generalized Extreme Value
(GEV) distribution to study the extreme temperatures in the Antarctic,
while other applications of ARMAmodeling with non-Gaussian inno-
vations can be found in (Abraham and Balakrishna, 1999; Bondon,
2009; Li and McLeod, 1988; Trindade et al., 2010). The NIG law
accounts for different extreme behaviors, and it is novel when com-
pared to the previous quoted studies.
Moreover, based on a simpliﬁcation of the periodic autoregres-
sive (PAR) models (Hipel and McLeod, 1994; McLeod, 1995; Sabo
and Post, 2008; Vecchia and Ballerini, 1991), seasonal (winter
and summer) AR models are provided. These seasonal models are
able to separately examine the statistical characteristics of winter
and summer surge series.
The organization of the remainder of the paper is as follows: Sec-
tion 2, AR models for time series are introduced; Section 3, the data
available for the study application are presented together with the
surge series estimation from sea level observations and tide series,
and the data pre-treatment needed to extract skew surges series is
presented; Section 4, the results of the application of seasonal AR
modeling are presented and we focus on the analysis of the corre-
lation structure of the surge series and the distribution of the resid-
uals. In the same section, an optimal one-step ahead forecasting
example and an analysis of extreme surges simulated by a long
time-series simulation are presented as AR model applications.
The summarized results are given for the 35 series, while detailed
results are given for a single series (Saint Nazaire). Finally, in Sec-
tion 5, some conclusions are drawn and future research lines are
suggested.
2. Methodology
2.1. The Normal Inverse Gaussian distribution
The Normal Inverse Gaussian distribution (NIG) was recently
introduced by Barndorff-Nielsen (1997), who used it to model both
ﬁnancial data and turbulent wind speeds. Since then, it has been
widely used in the ﬁnancial ﬁeld, where distributions are fre-
quently highly non-Gaussian (Eriksson et al., 2009; Figueroa-Lopez
et al., 2011; Jensen and Lunde, 2001). For other applications of the
NIG distribution, see Salberg et al. (2001) for modeling internet
trafﬁc and Oigard et al. (2005) for signal processing applications.
The probability density function of the NIG distribution, f, can
be written as:
f ðx;a;b;l; dÞ ¼ ad
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ ðx lÞ2
q exp d ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃa2  b2q þ bðx lÞ 
 K1 a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ ðx lÞ2
q 
ð1Þ
where x e R; a, b, l, d are the four parameters of the distribution.
Note that the parameters l and d have the dimension of the variable
x, while the parameters a and b have the dimension of x1. They sat-
isfy the following conditions: l e R, a > 0, 0 6 |b| < a, d > 0.
In (1), K1 is the modiﬁed Bessel function of third order and index
1:
K1ðxÞ ¼ 12
Z 1
0
expfxðt þ t1Þ=2gdt: ð2Þ
Each of the four parameters plays a role in the shape of the NIG:l is a
location parameter, d is a scale parameter, b controls the symmetry
(in particular, the distribution is symmetric about l if b = 0) and a
controls the tail behavior (the smaller a is, the heavier the tail
is). In Fig. 1, the NIG distributions for different values of these
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Fig. 1. Density of the Normal Inverse Gaussian (NIG) distribution l = 0 (arbitrary
unit).
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parameters are shown to demonstrate some possible shapes of this
distribution. The NIG distribution can model tails of a wide range of
laws from Gaussian (a?1) to Cauchy (a = 0) tails.
2.2. Autoregressive models
The AR approach, which is classical in linear time series model-
ing, is a simple and appropriate way to reﬂect the idea that envi-
ronmental data often exhibit serial dependence. Let X ¼ ðXtÞt2Z be
a weakly stationary random process, i.e., a process whose ﬁrst
and second moments do not vary with time, characterized by a gi-
ven autocorrelation function (ACF). X ¼ ðXtÞt2Z is an AR model of
order p, if X satisﬁes the autoregressive equation:
8t 2 Z;Xt ¼
Xp
i¼1
uiXti þ et ð3Þ
where e ¼ ðetÞt2Z is a weak white noise process (i.e., a process whose
values are uncorrelated, and with zero mean and variance r2 > 0)
that is referred to as the innovation process or residual process.
The corresponding autoregressive polynomial is deﬁned as
uðzÞ ¼ 1Ppi¼1uizi. A formal presentation of the AR models can
be found in reference text-books, e.g., (Brockwell and Davis,
1996). Note that as X is weakly stationary, it is implied that
uðzÞ– 0; 8jzj ¼ 1: ð4Þ
Moreover, X is causal if
uðzÞ– 0; 8jzj 6 1: ð5Þ
This causality condition implies useful properties for forecasting
purposes: in particular, cov(Xs, et) = 0 if s < t and cov(Xt, et) = r2, then
the expression of the optimal linear one-step ahead predictor will
follow. The assessment of the probability distribution of e is re-
quired to ﬁnalize the AR model. The NIG distribution is used here
for modeling the innovation process.
2.2.1. Model calibration
We are interested in ﬁtting an AR(p) model, based on the ob-
served path (X1, . . . , XT) of the supposed stationary process X. The
procedure used here for the estimation of the p + 4 parameters
hp = (u1, . . . , up, a, b, l, d) is the maximization of the conditional
likelihood (Li and McLeod, 1988). Supposing p is ﬁxed and condi-
tional on the p ﬁrst observations (X1, . . . , Xp), the log-likelihood of
(X1, . . . , XT) is:
lðhpÞ ¼
XT
t¼pþ1
logðf ðXt 
Xp
i¼1
uiXti;a;b;l; dÞÞ ð6Þ
where f is given by (1). Due to the analytical intractability of the
maximum likelihood estimators (MLEs) of the NIG distribution,
an iterative numerical maximization of (6) is achieved, where
the initial estimates can be set as the moments estimators
(Yule-Walker estimators for the AR (Brockwell and Davis, 1996)
and moments estimators for NIG distribution (Eriksson et al.,
2009)). The resulting MLEs are denoted by h^p ¼ ðu^1; . . . ;
u^p; a^; b^; l^; d^Þ. Li and McLeod (1988) ensure the consistency of h^p
and its asymptotic normality. The opposite of the Hessian, evalu-
ated at h^p, can give an approximation for the Fisher information
matrix.
A crucial step in the selection of the model is the determination
of the order p. The procedure used here considers the Bayesian
Information Criterion (BIC, Schwarz, 1978), which is deﬁned as:
BICðpÞ ¼ 2lðh^pÞ þ ðpþ 4Þ  logðT  pÞ ð7Þ
p is then selected to minimize (7). Similar to the Akaike Informa-
tion Criterion (AIC, Akaike, 1974), the BIC measures the relative
goodness of ﬁt of a statistical model through a penalized likeli-
hood criterion. However, the BIC selects more parsimonious mod-
els than the AIC, and the BIC is consistent in selecting the true
model, whereas the AIC is optimal in forecasting (Yang, 2005).
As an important purpose of this study is the simulation of syn-
thetic series, we rely on the BIC property to build the models
according to this criterion.
2.2.2. Model validation
A careful validation is required for the proper use of models
in practical applications. In this paper, the model is validated
by evaluating its performance in faithfully reproducing the sta-
tistical features of the observed series. In particular, the observed
high quantiles are compared with the simulated ones, the auto-
correlation functions of the simulated series are compared to the
observed ones, and the performance of the one-step ahead fore-
casts are analyzed. Another criterion used for judging the valid-
ity of the model is the assessment of the goodness-of-ﬁt of the
NIG distribution for e^. A more theoretical validation criterion
could be based on the veriﬁcation of the assumption of the
whiteness of the process e. A widely used test aimed at detecting
signiﬁcant departures from the white noise assumption is the
portmanteau test (Ljung and Box, 1978). However, Kwan et al.
(2005) do not recommend the use of this test if the underlying
distribution is skewed or thick-tailed. As this may be the case
with the NIG modeling, we prefer to rely on other tests that
do not depend a priori on the shape of the underlying distribu-
tion: the turning point test (Brockwell and Davis, 1996), the
cumulative periodogram test (Hipel and McLeod, 1994) and the
analysis of the residual ACF at least at one time-step lag, which
corresponds to 12 h for skew surge applications. The residual
ACF at one time-step lag must not be signiﬁcantly different from
zero to ensure that the models capture the most relevant part of
the signals.
2.3. Optimal one-step ahead forecasting
Once an AR model is ﬁtted and validated, one can easily perform
forecasting if the process is causal. Given the observations
(X1, . . . , XT), the optimal one-step ahead linear predictor of XT+1, de-
ﬁned as
X^Tþ1 ¼
Xp
i¼1
u^iXTþ1i; ð8Þ
is unbiased, with a variance of E½ðX^Tþ1  XTþ1Þ2 ¼ VarðeTÞ ¼ r2.
Some criteria based on these one-step ahead forecasts can pro-
vide information about the accuracy of the ﬁtted model. The
Theil’s Inequality Coefﬁcient (TIC) (Pindyck and Rubinfeld, 1991)
is deﬁned as:
TICðX^Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
PTþn
t¼Tþ1ðXt  X^tÞ2
q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
PTþn
t¼Tþ1X
2
t
q
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
PTþn
t¼Tþ1X^
2
t
q ð9Þ
where n stands for the size of the sample (or duration) over
which the comparison of the forecasts with the actual values of
the process is performed. Note that the numerator of (9) repre-
sents the root mean square error (RMSE) between X and bX . The
TIC is ranging from 0 to 1, and forecasts are more accurate for a
TIC closer to 0. The error components follow from the useful
decomposition of the RMSE:
BPðX^Þ þ VPðX^Þ þ CPðX^Þ ¼ 1 ð10Þ
where
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BPðX^Þ ¼ ð
bX  XÞ2
RMSEðbXÞ ð11Þ
denotes the bias proportion,
VPðX^Þ ¼ ðsX^  sXÞ
2
RMSEðX^Þ
ð12Þ
denotes the variance proportion and
CPðX^Þ ¼ 2ð1 qÞsX^sX
RMSEðX^Þ
ð13Þ
indicates the covariance proportion (X; bX and sX ; sX^ are the sample
mean and standard deviation of X and X^, respectively, and q is
the correlation coefﬁcient between X and X^). If the AR model is cor-
rect, BPðX^Þ and VPðX^Þ should be small as they measure the system-
atic error in terms of bias and variability, whereas CPðX^Þ should be
high as it reveals the unsystematic error.
Lastly, one can estimate conﬁdence intervals (CI) of level 1  a
for XT+1. Let qa be the quantile of order a of the NIG distribution
of e, we then get:
eTþ1 ¼ XTþ1  X^Tþ1 )
CIðXTþ1;1 aÞ ¼ ½X^Tþ1 þ qa=2; X^Tþ1 þ q1a=2 ð14Þ
2.4. Long term simulations and simulated extreme events analysis
The AR model can also be used to simulate a long artiﬁcial time
series. In this framework, the autoregression coefﬁcients
u ¼ ðu1; . . . ;upÞ are replaced by their estimates u^ ¼ ðu^1; . . . ; u^pÞ,
and the residuals, e, now supposed to be independent and identi-
cally distributed, are drawn from their estimated NIG probability
distribution. A simulated path (X1, . . . ,XT) is then generated accord-
ing to equation (3). The simulated time series are expected to reﬂect
the global statistical behavior of the observed data. Moreover, if the
ﬁtted NIG distribution of e turns out to be adequate, one might
expect to simulate the correct frequency of occurrence of the ob-
served extreme events. Indeed, the use of synthetic data series is
helpful in providing plausible longer series, which may have larger
extremes than those found in the limited observed series, or pro-
vide information on variability where plausible conﬁdence inter-
vals can be derived.
3. Skew storm surge data
3.1. Raw data
The raw data used in this study are temporal series of sea level
observations collected at 35 ports along the coasts of the North-
East Atlantic Ocean, the English Channel and the Southern part of
the North Sea. The locations of the 35 ports are indicated on the
map in Fig. 2. The data consist of hourly observations for 21 French
ports supplied by SHOM (Service Hydrographique et Océanograph-
ique de la Marine) and available on the REFMAR (Réseaux de
référence des observations marégraphiques) website hourly obser-
vations for 2 Spanish ports supplied by IEO (Instituto Español de
Oceanografía, Spain) and observations in 12 UK ports sampled
hourly from 1915 to 1992, and every 15 min since 1993, supplied
by BODC (British Oceanographic Data Centre, UK). The data, rang-
ing from the longest series in 1846 (Brest, France) to 2010, display
missing values, and the mean effective duration of the series is
34 years. The list of the available series is given, with their effective
duration within the periods covered (Table 1).
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Fig. 2. Location of the 35 sites.
Table 1
Effective duration (years) and period covered for each of the 35 ports.
Port Country Effective duration (years) Period covered
Arcachon France 11.73 1967–2010
Bayonne France 34.81 1967–2010
Boulogne France 22.56 1941–2010
Brest France 150.50 1846–2010
Calais France 32.42 1941–2010
Cherbourg France 36.39 1943–2010
Concarneau France 12.09 1971–2010
Cromer UK 20.90 1973–2010
Devonport UK 17.84 1987–2010
Dieppe France 34.32 1954–2010
Dover UK 53.68 1924–2010
Dunkerque France 41.80 1956–2010
Harwich UK 20.11 1954–2010
La Coruna Spain 61.9 1943–2006
La Rochelle France 26.81 1941–2010
Le Conquet France 38.21 1970–2010
Le Crouesty France 9.21 1996–2010
Le Havre France 40.43 1938–2010
Olonne France 20.61 1965–2010
Lowestoft UK 45.29 1964–2010
Newhaven UK 22.44 1982–2010
Newlyn UK 81.25 1915–2010
Port-Bloc France 21.71 1959–2010
Portsmouth UK 17.95 1991–2010
Roscoff France 35.33 1973–2010
St-Helier UK 17.74 1992–2010
St-Jean-de-Luz France 38.40 1942–2010
St-Malo France 16.57 1986–2010
St-Nazaire France 20.74 1970–2010
St-Servan France 31.64 1874–1944
Santander Spain 59.52 1943–2004
Sheerness UK 38.40 1952–2010
St-Mary’s UK 14.52 1976–2010
Verdon France 29.20 1941–2000
Weymouth UK 18.03 1991–2010
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3.2. Extraction of skew surges
The skew surge is deﬁned as the (algebraic) difference between
the maximum observed sea level around the time of theoretical
(predicted) high tide and the predicted high tide level (Bardet
et al., 2011; Bernardara et al., 2011; Simon, 2007).
However, local mean sea levels are affected by eustatism,
namely, the long-term alteration of mean sea levels caused by
either geological or climate changes, while tidal predictions are
given for the present time. Thus, to calculate the actual surges
of past periods, the sea level must be corrected. In particular,
eustatism is said to be signiﬁcant if the time series of annual
sea levels, calculated following the PSMSL recommendations
(Permanent Service for Mean Sea Level, http://www.psmsl.org/
data/obtaining/), show signiﬁcant linear trends, which are esti-
mated by linear regressions. Twenty-two stations among the
35 are affected with eustatism ranging from +0.10 cm/year
(Saint-Jean-de-Luz, France) to +0.50 cm/year (Dieppe, France).
Note that the modeling of eustatism is reﬁned in Brest (France)
and Lowestoft (UK) with a double linear trend, as annual sea lev-
els show a break point for these stations. Raw sea level data are
then corrected so that the corresponding annual sea levels are
stationary. A value of skew surge is then calculated at every pre-
dicted high tide time (i.e., approximately every 12.4 h along
these coasts where the dominant component of the tide is
semi-diurnal). Note that, where sea levels are sampled hourly
(French and Spanish data), the maximum observed sea levels
are found by a polynomial adjustment of the hourly data, while
where data are sampled every 15 min (UK data), the data are taken
as the maximum observation in the interval of time [tHT – 2 h;
tHT + 2 h], where tHT is the time of the theoretical high tide. The
skew surges are then determined by subtracting the high tide pre-
dictions from the high tide observations, if and only if high tide
observations belong to the interval [tHT – 2 h; tHT + 2 h].
There are several considerations that support the choice of
working with skew surge series rather than instantaneous surge
series (i.e., surges that would be obtained by taking the difference
between the observed and predicted sea levels at exactly the
same time, with a given time step, e.g., 30 min or 1 h). A main
consideration is that the risk of submersion of coastal fortiﬁca-
tions and the ﬂooding of coastal areas is more marked at high
water conditions, i.e., around the times of high tide, in regions
with strong tidal inﬂuence. Other reasons for using the skew
surge are related to the availability and quality of the measure-
ments of sea levels in the old ﬁles or paper curves. Continuous
data with high temporal resolution are seldom available, periods
of missing data are quite numerous and the times of the mea-
surements are not known with sufﬁcient precision and cannot
be trusted. Finally, even if the recorded data do not suffer from
these limitations, instantaneous surges are known to be sensitive
to a phase shift of the recorded sea level signal compared to the
predicted tide signal. Such a time shift, which can be due to the
atmospheric effects and surge-tide interaction, may result in pro-
ducing signiﬁcant instantaneous surges, particularly at times
where the tidal level is rising or decreasing rapidly. It may
strongly affect the estimation of the instantaneous surge, while
it does not affect the estimation of the skew surge around the
high tide. We, therefore, restricted our attention to skew surge
series. In the following, X ¼ ðXtÞt2Zwill indicate the skew surge
time series for a generic port.
4. Results
4.1. AR models calibration
Seasonal AR models are estimated using the whole data set
available for each season at each site. To test the forecasting perfor-
mance, a special calibration that excludes the last year of data,
which is used for validation, is performed.
4.1.1. The seasonal components of skew surge series
The stationarity of skew surge series is required before the
application of ARmodels. After raw sea levels are corrected for pos-
sible eustatism, no general trend appears in the series. In general,
larger surges are very likely to occur in the winter season. Although
annual and infra- annual periodicities do not appear to be signiﬁ-
cant on the spectral smoothed periodograms, some seasonal pat-
terns are present in the series; a higher variability is observed
during the winter period than during the summer period. Fig. 3
Fig. 3. Monthly and seasonal boxplots for the 35 series grouped together.
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shows the monthly box-plots of the skew surges observed at all of
the sites. The year can be divided into two seasons: winter
(October–March) and summer (April–September). Seasonal box-
plots are shown (Fig. 3) conﬁrming the differences between the
two seasons. Moreover, according to Fig. 4, the ﬁrst two lags of
the estimated skew surge series autocorrelation functions depend
on the season. In the summer, the lag 1 and lag 2 ACFs are higher
than in the winter. These data conﬁrm that in addition to
variability of the skew surges in changing from one season to the
other, the correlation structure varies during the year. We assume
in the remainder of this paper that, within a season, the surge ser-
ies are stationary.
4.1.2. The order and coefﬁcients of AR models
The order p is chosen according to the BIC, see (7). In Tables
2 and 3, the estimated AR orders for the summer and winter
models of each of the 35 series are given. These orders range
from 1 to 4 for the winter models and from 1 to 6 for the sum-
mer models, which means that skew surges become uncorre-
lated after 2 days (48 h), at most, in the winter and 3 days
(72 h) in the summer. These results support the empirical
choice of an average value of 3 days, as in previous studies,
for the correlation length of the skew surge series (Bardet
et al., 2011; Bernardara et al., 2011), and they are consistent
with the average duration of the cyclonic conditions over the
area. Note that the summer correlation lengths are longer than
the winter correlation lengths. Additionally, the lag 1 and lag 2
ACFs are, on the whole, higher in the summer than in the win-
ter. This may be explained by the high frequency and the long
duration of the anticyclonic synoptic conditions in summer,
which would yield more persistence in the summer skew
surges.
Moreover, the correlation lengths exhibit coherent spatial
patterns (Fig. 5a) for winter and for summer (Fig. 5b). Note that
high correlation lengths are observed, both in winter and in
summer, around the North Sea region and the Northern coast
of French Brittany. Long correlation lengths are also observed
Table 2
Winter season: AR models parameters and TIC results of the one-step ahead predictions.
Port AR order u1 u2 u3 u4 TIC BP (%) VP (%) CP (%)
Arcachon 4 0.866 0.231 0.337 0.145 0.26 0 3 97
Bayonne 3 0.954 0.149 0.185 0.16 2 2 96
Boulogne 4 0.494 0.142 0.021 0.111 0.38 6 17 77
Brest 4 0.771 0.040 0.074 0.139 0.28 2 7 91
Calais 4 0.460 0.120 0.005 0.158 0.45 0 26 74
Cherbourg 2 0.550 0.254 0.32 3 14 84
Concarneau 1 0.853 0.24 5 5 90
Cromer 4 0.459 0.049 0.037 0.112 0.63 2 34 65
Devonport 1 0.811 0.32 1 11 88
Dieppe 2 0.482 0.278 0.34 5 18 77
Dover 4 0.499 0.022 0.078 0.091 0.58 0 29 72
Dunkerque 4 0.501 0.014 0.031 0.113 0.48 4 27 70
Harwich 4 0.447 0.037 0.065 0.115 0.56 1 30 70
La Coruna 4 0.815 0.239 0.273 0.131 0.24 0 4 96
La Rochelle 2 0.637 0.226 0.34 1 7 92
Le Conquet 1 0.841 0.28 2 8 91
Le Crouesty 1 0.844 0.27 4 6 91
Le Havre 2 0.547 0.225 0.33 4 17 79
Olonne 1 0.865 0.21 7 5 88
Lowestoft 4 0.448 0.072 0.056 0.081 0.62 0 39 61
Newhaven 4 0.339 0.179 0.090 0.111 0.51 0 28 72
Newlyn 1 0.816 0.31 3 8 90
Port-Bloc 2 0.793 0.118 0.28 0 4 96
Portsmouth 3 0.342 0.276 0.135 0.43 2 22 77
Roscoff 4 0.742 0.017 0.079 0.182 0.26 3 11 86
St-Helier 4 0.671 0.064 0.054 0.155 0.33 0 13 87
St-Jean-de-Luz 1 0.920 0.19 2 2 96
St-Malo 4 0.567 0.190 0.070 0.131 0.32 2 16 83
St-Nazaire 2 0.698 0.140 0.27 4 9 87
St-Servan 2 0.621 0.224 0.38 2 11 88
Santander 4 0.917 0.256 0.399 0.149 0.15 5 2 93
Sheerness 4 0.369 0.029 0.050 0.110 0.65 2 52 48
St-Mary’s 1 0.857 0.29 3 5 93
Verdon 2 0.779 0.142 0.32 0 4 97
Weymouth 2 0.518 0.277 0.38 0 18 83
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Fig. 4. Autocorrelation functions at lag 1 and 2 for the winter and the summer
seasons.
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Fig. 5. Map of the ports with their correlation length (days): (a) winter season, (b) summer season.
Table 3
Summer season: AR models parameters and TIC results of the one-step ahead predictions.
Port AR order u1 u2 u3 u4 u u6 TIC BP (%) VP (%) CP (%)
Arcachon 4 0.770 0.451 0.448 0.184 0.16 1 1 98
Bayonne 4 0.815 0.337 0.388 0.147 0.21 1 5 95
Boulogne 4 0.434 0.365 0.147 0.163 0.30 5 14 81
Brest 4 0.734 0.222 0.241 0.157 0.28 1 7 92
Calais 5 0.448 0.379 0.177 0.279 0.127 0.42 0 13 87
Cherbourg 2 0.527 0.300 0.33 1 11 88
Concarneau 4 0.790 0.192 0.249 0.147 0.25 2 6 93
Cromer 4 0.521 0.066 0.019 0.132 0.62 0 21 80
Devonport 1 0.852 0.33 0 6 94
Dieppe 2 0.418 0.375 0.33 5 14 81
Dover 4 0.513 0.082 0.012 0.139 0.63 0 16 84
Dunkerque 6 0.392 0.261 0.142 0.244 0.129 0.112 0.40 6 22 72
Harwich 4 0.470 0.180 0.012 0.151 0.55 0 17 84
La Coruna 4 0.735 0.380 0.337 0.118 0.17 6 5 89
La Rochelle 3 0.571 0.380 0.132 0.33 0 10 90
Le Conquet 4 0.779 0.158 0.222 0.158 0.29 0 7 93
Le Crouesty 1 0.861 0.25 2 7 91
Le Havre 2 0.507 0.281 0.38 2 14 85
Olonne 3 0.738 0.244 0.121 0.24 2 6 92
Lowestoft 4 0.477 0.023 0.008 0.120 0.66 0 22 78
Newhaven 2 0.527 0.237 0.51 0 14 86
Newlyn 1 0.835 0.27 2 9 89
Port-Bloc 4 0.702 0.309 0.248 0.149 0.26 1 3 98
Portsmouth 2 0.485 0.306 0.45 0 15 86
Roscoff 4 0.747 0.176 0.232 0.171 0.30 1 8 92
St-Helier 4 0.720 0.237 0.228 0.128 0.31 0 7 93
St-Jean-de-Luz 4 0.816 0.288 0.339 0.143 0.24 0 4 96
St-Malo 5 0.552 0.375 0.149 0.142 0.122 0.33 1 11 88
St-Nazaire 4 0.618 0.303 0.184 0.117 0.33 0 9 91
St-Servan 2 0.576 0.280 0.40 1 8 91
Santander 3 0.737 0.462 0.286 0.12 13 3 85
Sheerness 4 0.461 0.079 0.025 0.134 0.69 1 22 79
St-Mary’s 1 0.866 0.31 0 4 97
Verdon 2 0.617 0.298 0.38 0 6 95
Weymouth 2 0.581 0.224 0.35 2 13 85
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for the sites located South of the domain, such as in Arcachon,
Santander and La Coruna. The physical explanation of this spatial
pattern requires future investigation.
The estimations of the AR coefﬁcients are shown in Tables 2 and
3. The regional averages of the ﬁrst two estimated AR parameters
are u^1 ¼ 0:66; u^2 ¼ 0:14 for winter and u^1 ¼ 0:63; u^2 ¼ 0:27 for
summer. All of the estimated models satisfy the causality condi-
tion. Optimal one-step ahead forecasts are therefore possible given
that the models are causal.
4.1.3. Calibration of the residual NIG distribution
The NIG parameters are estimated for the winter and summer
AR models residuals for each site (Tables 4 and 5) following the
procedure depicted in Section 2.2.
Note that for each port and for each season, we obtain b^ > 0;
which indicates that the residual distributions are positively
skewed and deﬁnitively non-Gaussian. We can see that a^ ranges
from 3.08 m1 (Sheerness, UK) in the winter to 60.03 m1 (Saint-
Jean-de-Luz, France) in the summer. The a^ values are generally
low in the winter, in agreement with the observed high variability
of the winter skew surges. The winter residuals, and thus the win-
ter surges, seem to follow a more heavy-tailed distribution. A map
of the geographical distribution of a^ for the winter models is given
in Fig. 6. The results show a coherent spatial pattern, with the high
values of a^ located in the Southern part of the region of interest,
and the low values located in the Northern part of the region.
The tail of the residual distribution is heavier for the series located
in this area.
Table 4
Winter season: estimation of the parameters of the NIG distribution and Kolmogo-
rov–Smirnov test.
Residuals a (m1) b (m1) l (m) d (m) p-values KS
Arcachon 11.00 1.95 0.02 0.07 0.05
Bayonne 22.52 3.30 0.01 0.07 0.71
Boulogne 7.50 1.78 0.03 0.16 0.90
Brest 10.44 1.73 0.01 0.08 0.36
Calais 6.13 1.35 0.07 0.19 0.92
Cherbourg 11.10 1.60 0.01 0.11 0.83
Concarneau 11.60 2.61 0.01 0.08 0.62
Cromer 3.38 0.48 0.02 0.19 0.97
Devonport 9.82 1.96 0.02 0.09 0.50
Dieppe 8.67 1.34 0.01 0.16 0.98
Dover 3.37 0.53 0.01 0.16 0.76
Dunkerque 4.88 1.03 0.01 0.17 0.95
Harwich 4.04 0.74 0.02 0.16 0.98
La Coruna 21.44 2.19 0.01 0.08 0.99
La Rochelle 11.87 1.67 0.01 0.10 0.72
Le Conquet 10.88 1.89 0.01 0.08 0.73
Le Crouesty 9.04 1.72 0.01 0.07 0.89
Le Havre 6.77 1.02 0.00 0.12 0.75
Olonne 11.27 1.47 0.00 0.08 0.94
Lowestoft 3.20 0.74 0.00 0.18 0.76
Newhaven 7.06 1.46 0.03 0.15 0.69
Newlyn 9.85 1.59 0.01 0.09 0.32
Port-Bloc 11.20 1.34 0.01 0.08 0.29
Portsmouth 7.29 1.27 0.02 0.16 0.96
Roscoff 12.15 1.89 0.01 0.10 0.79
St-Helier 8.64 0.90 0.01 0.11 0.99
St-Jean-de-Luz 31.57 3.72 0.01 0.08 0.00
St-Malo 10.57 1.41 0.02 0.14 0.89
St-Nazaire 9.37 2.16 0.01 0.10 0.42
St-Servan 8.72 0.63 0.01 0.12 0.42
Santander 34.15 3.97 0.02 0.09 1.00
Sheerness 3.08 0.30 0.00 0.17 0.33
St-Mary’s 10.30 1.32 0.01 0.07 0.51
Verdon 11.06 0.82 0.01 0.08 0.44
Weymouth 9.87 2.33 0.02 0.11 0.98
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Fig. 6. Value of the a parameter (m1) of the NIG distribution ﬁtted for the residuals
(winter season).
Table 5
Summer season: estimation of the parameters of the NIG distribution and Kolmogorov–
Smirnov test.
Residuals a (m1) b (m1) l (m) d (m) p-values KS
Arcachon 26.81 0.02 0.01 0.07 0.96
Bayonne 47.61 3.67 0.00 0.07 0.75
Boulogne 15.27 1.82 0.00 0.12 0.70
Brest 20.00 2.24 0.00 0.07 0.01
Calais 11.26 1.24 0.03 0.11 0.87
Cherbourg 18.18 1.46 0.00 0.07 0.54
Concarneau 22.34 1.93 0.00 0.06 0.52
Cromer 7.90 1.15 0.01 0.10 0.87
Devonport 17.29 1.58 0.00 0.06 0.94
Dieppe 17.61 1.44 0.02 0.13 0.75
Dover 8.07 0.88 0.00 0.10 0.40
Dunkerque 10.86 1.17 0.01 0.12 0.79
Harwich 9.24 0.75 0.01 0.11 0.82
La Coruna 40.11 1.38 0.01 0.08 0.99
La Rochelle 23.74 2.54 0.01 0.09 0.54
Le Conquet 24.24 2.67 0.00 0.07 0.51
Le Crouesty 20.42 1.14 0.00 0.07 0.84
Le Havre 15.19 1.31 0.01 0.10 0.54
Olonne 23.32 2.24 0.01 0.07 0.70
Lowestoft 7.31 1.36 0.01 0.10 0.54
Newhaven 12.36 1.22 0.00 0.08 0.97
Newlyn 18.48 1.63 0.00 0.06 0.03
Port-Bloc 24.90 1.01 0.00 0.07 0.89
Portsmouth 13.71 1.26 0.00 0.09 0.74
Roscoff 24.36 2.22 0.00 0.08 0.71
St-Helier 19.07 0.72 0.00 0.08 0.91
St-Jean-de-Luz 60.03 5.29 0.00 0.07 0.68
St-Malo 20.97 0.54 0.01 0.11 0.80
St-Nazaire 17.95 1.87 0.00 0.08 0.57
St-Servan 16.44 1.04 0.01 0.10 0.49
Santander 50.36 2.77 0.02 0.07 0.73
Sheerness 7.63 0.47 0.01 0.11 0.43
St-Mary’s 24.40 2.73 0.00 0.06 0.90
Verdon 21.14 1.25 0.00 0.07 0.34
Weymouth 18.10 3.50 0.01 0.07 0.84
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4.1.4. The AR model validation
As introduced in Section 2.2, the model validation is performed
through the comparison of relevant observed and simulated statis-
tics, the validation of the NIG distribution for the residuals and the
analysis of the whiteness of the residuals.
The ﬁrst validation check is performed by comparing the ob-
served and simulated quantiles for each season and each model
using a sample of 1000 simulated series of the same length as
the original sample. In Fig. 7, the quantiles and the maximum val-
ues that are observed for the winter season are plotted against
both the average quantities and the related conﬁdence intervals
at 70%, calculated from the Monte Carlo simulations of the winter
models. In particular, the comparison between the 99% quantile is
plotted in Fig. 7a, between the 99.9% quantile in Fig. 7b, and
between the maximum value in Fig. 7c. The winter season is
examined here because extreme surges are likely to occur during
this period. The models ﬁt the extreme quantiles for most of the
sites. Some variability is observed on the maxima, but this may
be explained by the sampling uncertainty. The Kolmogorov–Smir-
nov test is performed to check the adequacy of the residuals to the
ﬁtted NIG distribution. In Tables 4 and 5, the p-values of the test
are given. The test rejects the NIG distribution (p-value < 0.05,
i.e., 5% signiﬁcance test) only for the winter model ﬁtted on the
Saint Jean de Luz series.
For each ﬁtted model, we obtain the estimated residuals
e^ ¼ ðe^tÞt2Z ¼ ðXt  X^tÞt2Z . Tests for whiteness of e^, described in Sec-
tion 2.2 (turning point test, cumulated periodogram test and lag 1
ACF test), are checked. For every summer model and for every site,
at least one of these tests validates the hypothesis of white noise
for the calibrated model. For the winter models, we observe that
for 6 sites (Sheerness, Newlyn, Lowestoft, Olonne, Dover and
Cromer), none of these tests can validate the hypothesis. We note
that, if the order of the models is increased, then the whiteness
hypothesis can be validated. However, we choose to retain the
order given by the BIC because we are interested in the models
containing the most relevant quantity of information; moreover,
the model performances are not systematically improved while
increasing the order of the model. Future work could focus on iden-
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tifying the best procedure for the order estimation depending on
the model application.
More information on the models validation is given in the next
section, where the performance of the models in one-step ahead
forecasting is examined.
4.2. Optimal one-step ahead forecasting evaluation
As a supplementary validation strategy, the optimal one-step
ahead forecasts are evaluated over the last year of observations.
We recall that this year is not used to build the AR models. The
optimal one-step ahead predictor is estimated using equation (8).
Once the true value Xt+1 is observed, it is added in the series to
calculate X^tþ2 from (Xtp+2, . . . , Xt+1), and so on. To compare the
forecasts with the actual observations, the TIC (see (9)) is used.
Tables 2 and 3 show the results of the TIC for all of the series
together with the error decomposition as depicted in Section 2.3.
On the whole, the signals are satisfactorily approximated. A map
of the TIC spatial distribution is given for the winter models
(Fig. 8). On average, the TIC is 0.35 in the winter and the summer,
and the covariance proportion in the error decomposition is 83% in
the winter and 88% in the summer. The bias proportion is 2% both
in the summer and the winter, and the variance proportion is 15%
in the winter and 10% in the summer, indicating that these AR
models provide quite accurate forecasts, particularly in the sum-
mer. However, one can infer from Tables 2 and 3 that high TIC
values are obtained for the ports located in the Northern part of
the region of interest, indicating that the optimal one-step ahead
forecasts are less efﬁcient in this zone. This is partially explained
by the heaviness of the tail of the NIG probability distribution of
the residuals, as indicated in Fig. 6.
4.3. Simulated extreme events probability
Section 4.1 shows that the models provide extreme simulated
data in agreement with the observed extremes. Here, 1000 simula-
tions of 1000 years each are performed (a simulated year consists
of the juxtaposition of one simulated winter and one simulated
summer) for each site to estimate the empirical probability of
the simulated extreme values. In particular, due to the length of
the simulated series, the 1000-year return level could be estimated
by the sample mean of the maximum values of the simulations. It
is also possible to deﬁne the conﬁdence intervals, based on Monte
Carlo simulations, by observing the empirical distribution of the
maxima. The results are reported in Fig. 9. These 1000-year return
levels and their 70% Monte Carlo conﬁdence intervals are reported
with the 1000-year return levels and their 70% conﬁdence intervals
estimated by ﬁtting a GEV distribution on the observed annual
maxima. In particular, the twomethods converge for the 1000-year
return levels estimated for the sites where the return level is up to
1.50 m. For the sites where 1000-year return levels are higher, the
two extrapolations start to diverge, but no method systematically
gives higher or lower estimations than the other. It is difﬁcult to
assess which approach is correct because any direct validation
not is possible (locally). It should also be noted that the AR conﬁ-
dence intervals show lower variability than the GEV conﬁdence
intervals. This can be explained by the standard errors for the
GEV shape parameter estimates, which are potentially high for
the small size samples.
4.4. Illustration of Saint-Nazaire
The port of Saint-Nazaire (France, see Fig. 2 for the actual loca-
tion) is used here as an illustration of the AR model capabilities and
its potential applications. One of the reasons for selecting this port
is that a large surge (1.05 m) was observed during the Xynthia
storm, which impacted the Atlantic coast of France on 27–28 Feb-
ruary 2010. The time series of skew surges, X ¼ ðXtÞt2Z , covers the
period from 1970 to 2010 with an effective duration of 20.74 years.
The whole skew surge series is plotted in Fig. 10. Note that the
eustatism signal (0.27 cm/year) has been corrected for the sea level
observations before the skew surge extractions. Any particular
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residual trend can be detected graphically in this ﬁgure. The AR
models of order 2 and 4 are ﬁtted on the winter and summer sea-
son, respectively (the BIC evolution in function of the AR order is
shown for the summer season in Fig. 11). The goodness-of-ﬁt of
the NIG distribution for the residuals can be graphically assessed:
a quantile–quantile plot and a modiﬁed probability plot for the
winter model are shown in Fig. 12.
4.4.1. The application to optimal one-step ahead forecasting
Optimal one-step ahead forecasts are computed for the year
2010 and compared with the observations. These are plotted in
Fig. 13 with their 70% conﬁdence intervals computed from the ﬁt-
ted NIG residual distribution. As expected, these bounds include
the entire true signal for 70% of the time. The extreme events nat-
urally fall outside of the conﬁdence intervals and are associated
with rare occurrences in the residual distribution. For example,
we focus on the most extreme skew surge of the series, which
was due to the Xynthia storm. We let the morning of 28 February
2010 be the time T + 1, the time when the highest skew surge was
observed in Saint-Nazaire, then XT+1 = 1.05 m. Now, if we suppose
that (XT1, XT) are known, the optimal one-step ahead forecast
gives X^Tþ1 = 0.42 m. Taking into account the probability distribu-
tion of the residuals corresponding to the model error, if we esti-
mate the probability of the event occurrence at time T, fXTþ1 >
1:05g ¼ fXTþ1  X^Tþ1 > 1:05 X^Tþ1g ¼ feTþ1 > 0:63g, 6  104 is
obtained with the NIG modeling. Note that if a Gaussian
distribution was ﬁtted for e^, then P(XT+1 > 1.05) = 5  109. Thus,
the NIG distribution for the residual made an event like the
Xynthia storm 105 more probable (from a forecasting point
of view, 12.4 h before its occurrence) than using a Gaussian
distribution.
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4.4.2. The application to long term simulation
Following the methodology depicted in Section 2.4, 1000 simu-
lations of the Saint-Nazaire seasonal AR model, lasting 1000 years
each, are generated. The average ACF is computed on the simulated
data and compared to the observed ACF in Saint-Nazaire, see
Fig. 14. A sample 25-year simulation is plotted in Fig. 15 as an
example. The 1000-year return level at Saint-Nazaire, deﬁned as
the mean value of the 1000 maxima from the 1000-year simula-
tions, is estimated at 1.54 m, with a 70% Monte-Carlo conﬁdence
interval of [1.38 m, 1.68 m]. The value of 1.05 m, which is the skew
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surge observed during the Xynthia event at that location, is exceeded
an average of 41.5 times during a 1000-year simulation, giving an
estimation of a return period of 24 years with a corresponding 70%
Monte-Carlo conﬁdence interval of [20 years, 29 years]. Using
more conventional methods, a classical GEV approach from the an-
nual maxima gives a level of 1.23 m, with a 70% conﬁdence interval
of [0.96 m, 1.51 m] for the 1000-year return period. The return
period of a skew surge such as the one that occurred during the
Xynthia is estimated by the GEVmethod to be 60 years at this loca-
tion. Considering the uncertainty associated with extreme event
probability extrapolation, the two approaches are coherent, and
we note that the GEV method shows wider conﬁdence intervals
for its estimations. This preliminary analysis conﬁrms the possible
application of the AR models as an alternative approach to provide
a plausible series and a probabilistic description of the simulated
extremes.
5. Conclusions
The AR models for 35 skew surge series collected at harbors lo-
cated along the European Atlantic coasts, in the English Channel
and in the Southern part of the North Sea are presented in this pa-
per. The AR models are shown to be suitable for skew surge series
modeling over the entire region considered. Seasonal (winter and
summer) AR models are ﬁtted to take into account seasonal vari-
ability, and their orders are relatively low (from 1 to 6). Therefore,
important information on the correlation length of the series can
be derived and used for several purposes. In particular, the correla-
tion lengths span up to 3 days (72 h) and also show a coherent spa-
tial pattern, with more correlated series occurring in the summer
and for harbors located in the North Sea and North French Brittany.
The AR models show accurate performance in forecasting surges at
the 12 h horizon (i.e., for the next theoretical high-tide time). Thus,
these models can complete a classical meteorological surge fore-
cast based on a dynamic model, and they are lighter in terms of
the required input data and computational cost. The performance
of stochastic approaches compared to the most recent meteorolog-
ical forecast methodologies could be part of future research work.
The conﬁdence intervals can be estimated, in addition to the fore-
casted values, via the analysis of the probability distribution of the
residuals. In particular, a Normal Inverse Gaussian (NIG)
distribution is applied for the modeling of the residuals. The NIG
distribution, well ﬁtted on these quantities, takes into account the
non-symmetrical and possibly heavy tailed distributions. Simula-
tions of long, realistic artiﬁcial series are therefore possible, which
allows for the estimation of the probability of occurrence of ex-
treme (rare) simulated events. This study provides a large volume
of data in terms of modeled time series on a wide geographic area
spanning from the North Spanish Atlantic coasts to the Southern
North Sea coasts. Further work could investigate the following:
(i) some theoretical properties of the AR models with NIG
distribution for the innovation process (i.e., the limiting distribu-
tion of the estimated parameters or the expression of the theoret-
ical stationary distribution, if it exists); (ii) the regional behavior of
the parameters of both the AR models and the residuals; and (iii) a
more in-depth physical justiﬁcation for the estimated values of the
parameters.
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Annexe E
Comparaison des indices locaux pour
l’analyse régionale
Cet article, publié dans Water Resources Research en 2013, montre que les performances
de l’analyse régionale dépendent de la spécification de l’indice local. Selon la situation
rencontrée (taille de la région, degrés d’hétérogénéité régionale et de dépendance entre les
sites), l’indice local le plus adapté est déterminé à partir de simulations Monte Carlo de
différents scénarios régionaux.
Dans ce manuscrit de thèse, l’indice local est caractérisé indépendamment des résultats
de cet article, en étant déterminé suite à une réflexion sur la structure théorique de la loi
régionale (section 3.1) dans le cadre des dépassements de seuils. Les résultats de cet article
sont, par exemple, directement utilisables pour l’analyse de maxima annuels ou d’excès de
seuils, ou bien dans le cadre de la méthode d’Hosking et Wallis avec normalisation par un
indice local empirique.
Comparison of local indices for regional frequency analysis with an
application to extreme skew surges
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[1] Regional frequency analysis (RFA) is a valuable and well-known method which allows
using all the information at the regional scale to improve the actual estimation of the
probability of occurrence of extreme events at a given site. In the framework of the index
ﬂood method, a local index, representing the local speciﬁcities of a given site, is used to
normalize at-site observations for the estimation of the regional distribution. It is an
essential feature of this model, contrasting with common characteristics shared between the
sites of the homogenous region. However, the speciﬁcation of the local index can be a
crucial point. In particular, the performance of the quantile estimator derived from a RFA
can depend on the speciﬁcation of the local index. Four regionalization models are
proposed, where the local index is speciﬁed by different statistics in each model, and their
performances are assessed through Monte Carlo simulations of several regional scenarios.
Some guidelines are provided for the selection of the local index which is most adapted to
the observed situation (including regional scenarios characterized by some degrees of
asymmetry, homogeneity and inter-site correlation). A practical application on extreme
skew storm surges is provided to illustrate the results.
Citation: Weiss, J., and P. Bernardara (2013), Comparison of local indices for regional frequency analysis with an application to
extreme skew surges, Water Resour. Res., 49, doi:10.1002/wrcr.20225.
1. Introduction
[2] A common problem affecting the estimation of the
probability of occurrence of extreme environmental risks is
the duration of the series at a given site [Reis and Ste-
dinger, 2005]. Indeed, for the protection against natural
hazards, the estimation of 100 or 1000 year return level, or
even more is often required; for example coastal protec-
tions in Netherlands are based on the 10,000 year surge
level [Van den Brink, 2005]. However, the at-site observa-
tions seldom span durations longer than 50 years. In this
framework, a local statistical analysis of the extreme values
does not allow accurate extrapolations of the probability of
occurrence of very extreme events.
[3] Regional frequency analysis (RFA) is a possible
method to reduce these uncertainties. In particular, under
the assumption of statistical homogeneity of observations
from different sites in a given region, RFA exploits all the
available information at the regional scale to lead to more
reliable estimations than those provided by traditional local
analyses [Stedinger and Lu, 1995], and is thus widely
applied in geosciences. Applications have been done for
river discharges series [Cunnane, 1988; Darlymple, 1960;
De Michele and Rosso, 2001; Javelle et al., 2002; Madsen
and Rosbjerg, 1997; Merz and Bloschl, 2003; Stedinger,
1983; Viglione et al., 2007], rainfall observations [Borga
et al., 2005; Hosking and Wallis, 1997; Schaefer, 1990],
wind [Escalante-Sandoval, 2008; Goel et al., 2004; Sotillo
et al., 2006], water levels [Van Gelder and Neykov, 1998],
ocean waves [Goda et al., 2010; Van Gelder et al., 2000],
and sea level surges [Bardet et al., 2011; Bernardara et al.,
2011; Weiss et al., 2012b]. From the latter references, the
surge phenomenon seems to be quite homogeneous along
large coastal sectors, at least on European North Atlantic
coasts.
[4] The index ﬂood method introduced by Darlymple
[1960] provides a natural framework to perform a RFA. It
is based on the hypothesis that the sites belonging to a stat-
istically homogeneous region follow the same regional
probability distribution, up to a local scale parameter, the
index ﬂood. Although the ‘‘ﬂood’’ appellation indicates
that the method was ﬁrst developed for hydrological appli-
cations, it can potentially be applied to any kind of environ-
mental data. From now on the ‘‘index ﬂood’’ is called the
‘‘local index’’ in the following of the paper.
[5] The local index is an essential parameter. It represents
the local speciﬁcities of a site, in contrast to regional charac-
teristics shared by all the sites in the region and depicted by
dispersion, asymmetry and higher-order moments. It is
generally estimated either by direct or indirect methods
[Bocchiola et al., 2004]. Direct methods consist of estimat-
ing the local index directly from the data observed at a
given site. Indirect methods exploit other physically based
variables observed at the local scale; for this reason they
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are well adapted for ungauged sites. In this paper, the focus
is on local indices estimated by direct methods.
[6] The at-site empirical mean is generally the most
common choice for the local index [Bayazit and €Onöz,
2004; Bernardara et al., 2011; Chebana and Ouarda,
2009; Darlymple, 1960; Hosking and Wallis, 1997; Kjeld-
sen and Rosbjerg, 2002; Lu and Stedinger, 1992; NERC,
1975; Stedinger and Lu, 1995; Sveinsson et al., 2002].
However, some authors used the empirical median [Daw-
son et al., 2006; Kjeldsen and Jones, 2007; Northrop,
2004; Robson and Reed, 1999; Wan Jaafar et al., 2011].
More atypical parameters have been used as local indices,
such as the empirical quantiles. Smith [1989] considered,
for example, the 0.90 empirical local quantile, while Bardet
et al. [2011] used the annual empirical surge in the frame-
work of a peaks-over-threshold (POT) sampling for the
estimation of extreme storm surges. Hosking and Wallis
[1997] also suggested the use of a trimmed mean. In addi-
tion, Hanel and Buishand [2008] and Hosking and Wallis
[1997] proposed to specify the local index as the location
parameter of the local Generalized Extreme Value (GEV)
distribution, mainly because the location parameter of the
analytical regional distribution turns out to be one. Rather
than normalizing by an empirical index (a random vari-
able), Sveinsson et al. [2001] developed a ‘‘population
index ﬂood’’ to propose an analytical regional model result-
ing from the homogeneity assumption and the analytical
expression of the theoretical local index. Their method
aims at circumventing some distortions induced by the nor-
malization by a random variable rather than a constant (the
unknown theoretical local index). They proved that sam-
ples normalized by a local index (the empirical mean in
this case) turn out to be correlated with different supports
of the probability distributions, contradicting assumptions
of regional homogeneity. However, the robust nature of
these regional approaches has been demonstrated with sim-
ulations by the same authors. For example, RFA based on
L-moments [Hosking and Wallis, 1997] is demonstrated to
perform well in several applications, see e.g., Borujeni and
Sulaiman [2009]; Goda et al. [2010]; Kjeldsen et al.
[2002]; Norbiato et al. [2007]; Van Gelder and Mai
[2008]; and Yu et al. [2004].
[7] The local index is a parameter whose performances
in regionalization can directly depend on the shape of the
underlying local distribution. Lettenmaier and Potter
[1985] showed that the use of the empirical mean as local
index degrades performances of regionalization when the
regional coefﬁcient of variation rises, for Gumbel, log-
normal and Pearson III distributions. However, very few
studies questioned the choice of the local index in a RFA.
Viglione et al. [2007] suggested using the empirical median
instead of the empirical mean if the underlying distribution
is asymmetric. This conclusion is based on Monte Carlo
simulations of GEV distributions, where the accuracy of
these indices was examined. Although a relevant empirical
local index is expected to be an accurate estimator of its
theoretical value, we believe that other criteria should be
considered to decide which index to use. The comparison
of different local indices should be especially based on the
accuracy of the local quantiles estimates obtained after
regionalization, where samples had been previously nor-
malized by these indices.
[8] This paper investigates if the performance of the
quantile estimator derived from a RFA depends on the
speciﬁcation of the local index. At the best of our knowl-
edge, this is the ﬁrst study which tries to comprehensively
address this question. Four local indices are tested: the
mean, the median, an estimate of the location parameter of
the parent distribution obtained by L-moments, and the tri-
mean. The ﬁrst two indices are widely used in the literature,
whereas the last two had never been proposed before. To
evaluate the performances of these indices, different re-
gional scenarios characterized by some degrees of asymme-
try, homogeneity and inter-site correlation are generated by
Monte Carlo simulations. A bibliographical review of
RFA-based studies for the estimation of extreme marine
events and the comparison with other hydrological studies
allowed deriving parameters to generate realistic synthetic
regions. Some guidelines will then be provided for the
selection of the best local index to use for a RFA, depend-
ing on several elements (level of asymmetry, degree of re-
gional heterogeneity, inter-site correlation, and parent
probability distribution). Note that the traditional assump-
tion of a perfectly homogeneous region with uncorrelated
sites is not likely to yield in real cases; thus the introduc-
tion of both a slight regional heterogeneity and inter-site
correlation in the simulations allows some departures from
this unrealistic hypothesis. Hosking and Wallis [1988]
showed that even when heterogeneity or inter-site correla-
tion is present, RFA leads to more accurate estimates than
a traditional at-site analysis.
[9] The results obtained in this paper are consistent with
different environmental applications, in particular with oce-
ano-meteorological data. As stated in the literature review at
the beginning of this section, few applications of the RFA
deal with marine hazards. A case study for the estimation of
extreme skew storm surges is thus provided, in order to both
illustrate the use of the main results of this study and help in
the understanding of the regional behavior of this variable.
[10] The structure of this paper is as follows. In section
2, RFA is presented together with the speciﬁcation of the
probability distributions, the considered local indices and
the deﬁnition of the Monte Carlo design of experiments.
Section 3 summarizes the main results of the study. The
case study for the estimation of extreme skew storm surges
is performed in section 4; conclusions and some perspec-
tives for future works are drawn in section 5.
2. Methodology
2.1. Regional Frequency Analysis
[11] Assuming a statistically homogenous region com-
posed by N sites, ni observations of the random variable X
i
sampled from the c.d.f. Fi are observed at the site
i¼ 1, . . . ,N. An objective of the RFA is the estimation of
the quantile function Fi1 pð Þ ¼ xip, where p is close to 1.
Let i be a theoretical local index of the site i (e.g., the
mean or the median), estimated by ^i from the ni observa-
tions. The regional homogeneity hypothesis expresses that
the nondimensional variable XR ¼ X i=i is independent of
i¼ 1, . . . ,N, with c.d.f. FR.
[12] The regional distribution is then estimated with the
L-moments method depicted by Hosking and Wallis [1997].
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Let ^
i
r be the estimator of the r-order L-moment for the
site i and ^ i3 ¼ ^
i
3=^
i
2 its estimation of the L-skewness.
The equivalent regional quantities are deﬁned as:
^
R
r ¼
XN
i¼1
ni ^
i
r=^i
 XN
i¼1
ni; (1)
^ R3 ¼
XN
i¼1
ni^
i
3
XN
i¼1
ni: (2)
[13] Note that ^ R3 is independent of the speciﬁcation of
^i. The parameters of FR are estimated by matching the
empirical to the theoretical regional L-moments, to obtain
the regional quantile function F^ R1 pð Þ ¼ x^Rp . Finally, xip is
estimated by:
x^ip;^ ¼ ^ix^Rp : (3)
[14] The notation x^ip;^ aims at placing a particular emphasis
on the estimate induced by the normalization by the speciﬁc
local index ^ : for example, in general, x^ip;mean 6¼ x^ip;median .
[15] There is an implicit assumption in Viglione et al.
[2007] that the local index with the lower root mean square
error (RMSE) would systematically imply the minimization
of the RMSE of x^ip;^ . This statement is discussed in section
3.3, especially for situations deviating from the ideal case
of uncorrelated sites in a homogeneous region.
[16] According to Hosking and Wallis [1997], three
potential sources of error for the estimation of xip exist : the
variability of the local index ^i, the variability of x^
R
p and
the bias induced by the renormalization step, see (3). In
particular, derived from Bohrnstedt and Goldberger
[1969], the variance of xip;^ is given by:
var x^ip;^
 
 E2 ^ið Þvar x^Rp
 
þ var ^ið ÞE2 x^Rp
 
þ 2E ^ið ÞE x^Rp
 
cov ^i; x^
R
p
 
;
(4)
where var is the variance, E is the mean operator and cov is
the covariance. The bias and the variance of x^Rp depend on
the variability and the bias of the regional L-moments esti-
mators, on a possible wrong speciﬁcation of the regional
distribution and on the degree of regional heterogeneity
[Hosking and Wallis, 1997]. Note that the last term in (4) is
often ignored in practical applications [De Michele and
Rosso, 2001; Hosking and Wallis, 1997].
2.2. Probability Distributions Considered
[17] The two generalized probability distributions
derived from the extreme value theory are considered in
this paper, the GEV and the GPD (Generalized Pareto Dis-
tribution). The GEV distribution is adequate for a sample
of block maxima [Coles, 2001], while exceedances over a
high threshold can be modeled by a GPD [Pickands, 1975].
[18] Let ,  and k be a location, a scale and a shape pa-
rameter, respectively. Following the notations of Hosking
and Wallis [1997], the quantile function of the GEV ; ; kð Þ
distribution is given by:
xp ¼  þ

k
1 log pð Þð Þk
 
; k 6¼ 0
  log log pð Þð Þ; k ¼ 0
;
(
(5)
whereas the quantile function of the GPD ; ; kð Þ is :
xp ¼  þ

k
1 1 pð Þk
 
; k 6¼ 0
  log 1 pð Þ; k ¼ 0
:
(
(6)
[19] The variable of a given site i is supposed to follow ei-
ther a GEV i; i; kið Þ or a GPD i; i; kið Þ. The regional ho-
mogeneity hypothesis implies that the dispersion coefﬁcient
 ¼ i=i and the shape parameter ki¼ k are independent
of i and thus are constant in the region [Sveinsson et al.,
2001].
[20] Let r;  ¼ 2=1; 3 ¼ 3=2 and  ¼ = be
respectively the r-order L-moment, the coefﬁcient of L-
variation (L-CV), the L-skewness and the dispersion coefﬁ-
cient. These quantities can be easily related with ; ; kð Þ,
see e.g., Hosking and Wallis [1997]. Then the regional distri-
bution is estimated from these relations and ^
R
1 ; ^
R
2 ; ^
R
3
 
,
see (1) and (2).
2.3. Local Index Specification
[21] The local index ^ represents a speciﬁc characteristic
of a given site. In particular, it must be a location parame-
ter, as dispersion and asymmetry are assumed to be the
same for every site in the homogeneous region. Hence,
measures of central tendency are naturally candidates for
local indices. Four empirical local indices are proposed in
this study: x (the mean), xmed (the median), xtrim (the tri-
mean) and LMOM (the estimation of  with the L-moments
method).
[22] The mean is a natural candidate since it is the most
commonly used index in the literature. The median, known
to be robust, is often chosen in the presence of asymmetry.
The trimean is deﬁned as the average of the median and the
midhinge (which is the average of the ﬁrst and the third
quartile). This index is little known, however ‘‘an advant-
age of the trimean as a measure of the center (of a distribu-
tion) is that it combines the median’s emphasis on center
values with the midhinge’s attention to the extremes’’
[Weisberg, 1992]. Lastly, LMOM represents a natural
choice since the local index must be a location parameter.
Note that the two last indices have never been used to per-
form a RFA; although an estimate of  is used as the local
index in Hanel and Buishand [2008], it differs from
LMOM . Finally, xmed , xtrim , and LMOM are robust, whereas
x is not from Huber [1981].
[23] The performances in regionalization of these four pro-
posed indices are evaluated in this paper. The speciﬁcations
proposed here represent a preliminary investigation, and
other local indices can naturally be used to perform a RFA.
2.4. Regional Scenarios
[24] A regional scenario reﬂects what is observed at the
regional scale, before performing a RFA. Six parameters
are retained here to deﬁne a particular scenario.
2.4.1. Parameters Defining a Regional Scenario
[25] (i) N, the number of sites in the region, is either set
to 5, 10, or 20. Hosking and Wallis [1997] claimed that the
WEISS AND BERNARDARA: COMPARISON OF LOCAL INDICES FOR REGIONAL FREQUENCY ANALYSIS
3
210 CHAPITRE E : COMPARAISON DES INDICES LOCAUX
improvement in quantiles estimation through RFA is low
for regions exceeding 20 sites.
[26] (ii) n, the size of the observed at-site sample, is either
set to 10, 30, or 50, which is similar to the average number
of available extreme observations in real applications.
[27] (iii) The speciﬁcation of the local and regional dis-
tributions. As depicted in section 2.2, it is either GEV or
GPD.
[28] (iv) A pair ; 3ð Þ allows deﬁning the regional distri-
bution through a degree of asymmetry. The deﬁnition of
the ; 3ð Þ space deserves a speciﬁc discussion (see section
2.4.2 where 84 possible couples are derived).
[29] (v) The degree of regional heterogeneity. The simu-
lated region is perfectly homogeneous (the sites share the
same dispersion and asymmetry) or a slight heterogeneity
is introduced: in the latter case, local L-CV and L-skew-
ness values vary linearly in   0:05;  þ 0:05½  and
3  0:05; 3 þ 0:05½ , respectively.
[30] (vi) The degree of inter-site correlation: either the
sites in the simulated region are independent or are corre-
lated. In the latter case, each pair of sites have a Kendall’s
correlation coefﬁcient K ¼ 0:5. This dependence structure
is simulated by a Gumbel copula [Salvadori et al., 2007].
[31] This parameterization leads to 6048 possible re-
gional scenarios. The two last parameters allow departures
from the unrealistic assumption that the normalized sites
are i.i.d.
2.4.2. Range of Variation of L-Moments
[32] A realistic range of variation of the pairs ; 3ð Þ is
determined for consistency with different environmental
data, with a focus on maritime applications. A bibliographi-
cal survey of extreme marine events studies based on RFA
with L-moments was performed. The construction of the
design of experiments is partly based on the observed val-
ues of ; 3ð Þ from the following studies. First, extreme
storm surges for locations along the French coasts of the
Atlantic Ocean and the English Channel were considered
by Bernardara et al. [2011] (18 stations) and Bardet et al.
[2011] (21 stations), while Weiss et al. [2012b] extended
this work by also including the southern England coasts (27
stations). Second, Van Gelder and Neykov [1998] per-
formed a RFA of extreme water levels from 13 sites of the
North Sea coast of the Netherlands. Third, extreme wave
heights were analyzed by Goda [2011] and Goda et al.
[2010] for 11 stations located along the eastern coast of Ja-
pan sea, and Van Gelder et al. [2000] for 9 sites from the
North Sea. Note also that Hosking [2012] estimated
extreme runup heights due to tsunamis, for locations in the
Paciﬁc Ocean; however, as some of these observations are
indicated as doubtful by the author, this study was not con-
sidered to build the ; 3ð Þ space.
[33] One observation from this review is that both storm
surge and wave height data seem to verify 0:05  
 0:2 and 0:1  3  0:5, whereas the L-moments of water
level data are rather located around  ¼ 0:25 and 3 ¼ 0:3.
Moreover, half of the cases display a low dispersion with a
rather high asymmetry (  0:1 and 3  0:2).
[34] For multidisciplinary purposes, L-moment diagrams
of other environmental variables were examined. Accord-
ing to Hosking and Wallis [1997], a range from 0 to 0.3 for
 and 3 covers most environmental data. Farquharson
et al. [1987] and Lu and Stedinger [1992] reported ﬂood
observations from 1121 stations in 70 countries; Castel-
larin et al. [2012] sourced annual maximum series of ﬂood
ﬂows from 4105 sites in 13 European countries. Vogel and
Wilson [1996] considered annual maximum ﬂood ﬂows
from 1490 basins in the continental United States. The lat-
ter reference was used by Viglione et al. [2007] to construct
a ; 3ð Þ space to assess the performances of several homo-
geneity tests for RFA.
[35] Matching these examinations with L-moments for
marine data (storm surges, water levels and wave heights)
results on the following relations, valid for most of the
cases:
0:05  3  0:5
0:05    0:5
  3 þ 0:15 if 3  0:35
:
8<
: (7)
[36] The grid deﬁned by (7) with a resolution of 0.05
forms the ; 3ð Þ space used in this study; it is shown in Fig-
ure 1 together with the marine data from the bibliographical
review. Note that this grid differs from the one in Viglione
et al. [2007] as situations with low dispersion and high
asymmetry are now taken into account; two thirds of the
marine data would not have been contained within their grid.
[37] As a ﬁnal remark, for both the GEV and the GPD,
when the shape parameter is such as k  0:5, the variance
does not exist and the maximum likelihood estimators are
not asymptotically efﬁcient [Coles, 2001]. The ; 3ð Þ
space proposed here implies that the regional shape param-
eter of the GEV and the GPD verify 0:46  k  0:38 and
0:33  k  1:21, respectively.
2.5. Monte Carlo Simulations and Performance
Analysis of the Local Indices
[38] Given a regional scenario, the performances in
regionalization of the local indices are evaluated with
Figure 1. ; 3ð Þ space considered in the regional scenar-
ios. Gray crosses indicate the retained couples. The other
symbols represent the observed values from some marine
applications (storm surges, water levels, and wave heights).
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Monte Carlo simulations. For each regional scenario, the
following procedure is repeated M¼ 10,000 times, where
m¼ 1, . . . ,M indicates the mth simulation:
[39] (i) Simulation of the local samples. The observa-
tions from site i are sampled from the given probability dis-
tribution whose location, scale and shape parameters are i,
i  i and ki, respectively. If the region is homogeneous
then ki ¼ k and i ¼ , which are computed from the
pair ; 3ð Þ. If the region is heterogeneous, i and ki
are computed according to the adopted deﬁnition of re-
gional heterogeneity and ; 3ð Þ. In any cases, it has been
checked that the results of this study are independent of i,
provided that i is not close to 0 (leading to possible degen-
erated results, due to a normalization by an index taking
values close to 0). Without loss of generality, i is thus
sampled from a continuous uniform distribution on the inter-
val 1; 10½ . Therefore, the theoretical local indices (summa-
rizing the speciﬁc characteristics of a given site) vary across
sites, resulting from the dispersion of ið Þi¼1;:::;N .
[40] (ii) Computation of the local indices. For each site,
the local index (see section 2.3 for the possible speciﬁcations)
is empirically estimated from the corresponding sample.
[41] (iii) Estimation of the local p-order quantiles
xip
 
i¼1;:::;N
through the RFA depicted in section 2.1. The
order of the quantile of interest, p, is either 0.95, 0.99, or
0.999.
[42] The performances of the empirical local index ^i
for the estimation of i can be measured independently of
the site i ; the analysis is thus carried out for i¼ 1. The rela-
tive RMSE of the index ^, deﬁned as the relative RMSE of
^1, is calculated as:
rRMSE index ^ð Þ ¼ rRMSE ^1ð Þ
¼ 100%
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
M
XM
m¼1
^1
mð Þ  1
1
 2vuuut : (8)
[43] This quantity does not depend on N, p, the degree of
heterogeneity and inter-site correlation.
[44] The regionalization induced by the local index ^ leads
to the estimator x^ip;^ , whose accuracy is evaluated by the local
relative bias and the local relative RMSE, deﬁned as:
rBIAS local ^ð Þ ¼ 100%
NM
XN
i¼1
XM
m¼1
x^ip;^
mð Þ  xip
xip
; (9)
rRMSE local ^ð Þ ¼ 100%
N
XN
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
M
XM
m¼1
x^ip;^
mð Þ  xip
xip
 !2vuuut : (10)
[45] The choice of the optimal local index to perform a
RFA relies on these two quantities.
3. Results
3.1. A Global Overview of the Performances of the
Local Indices
[46] Three situations of asymmetry are set to illustrate the
results: low, moderate, and strong asymmetry are deﬁned by
assigning to ; 3ð Þ the values (0.1,0.1), (0.25,0.3), and
(0.4,0.5) respectively. For a given level of asymmetry, the
effects of varying the study parameters on the performances
of the local indices are represented through the local relative
RMSE (equation (10)) in Figure 2, and through the local rel-
ative bias (equation (9)) in Figure 3. The baseline scenario
used for comparison is characterized by a homogeneous
region with no inter-site correlation, for a GEV distribution,
N¼ 10, n¼ 30, and the order of the analyzed quantile is
p¼ 0.99.
[47] Independently of the choice of the local index, some
general results deserve to be mentioned. It can be seen that
for the baseline scenario, the bias is almost always negative
(Figure 3). This is in agreement with Sveinsson et al.
[2001], as they showed that the regionalization procedure
from Hosking and Wallis [1997] tends to underestimate
high quantiles. Besides, the performances in terms of local
relative RMSE degrade when the level of asymmetry
increases (Figure 2) or p increases (Figure 2g), when n
decreases (Figure 2e) or N (Figure 2f) decreases, or when
heterogeneity (Figure 2a) or inter-site correlation (Figure
2b) is introduced (or when both are present, Figure 2c).
However, the effect of correlation on the accuracy seems
more important than heterogeneity. It is interesting to note
that when heterogeneity or inter-site correlation is present
with at least moderate asymmetry, the absolute bias can be
reduced (Figures 3a, 3b, and 3c). Conversely, Hosking and
Wallis [1988] concluded that the accuracy is more
impacted by heterogeneity than correlation, and that inter-
site correlation do not introduce any bias. These studies are
not based on the same inter-site correlation model, but this
point deﬁnitely deserves more investigation. Furthermore,
switching the distribution from GEV to GPD when strong
asymmetry is present improves the accuracy of the region-
alization (Figures 2d and 3d). This may be explained by the
fact that, for 3 ﬁxed, the GPD shape parameter is higher
than the GEV one, indicating that GEV samples are slightly
more skewed.
[48] The parameters N, n, and the order p of the quantile
are not essential to select the best local index, as their var-
iations do not bring any new information on the behavior
of the performances of the local indices (Figures 3e, 2f, 3f,
2g, and 3g). From this point, these parameters are set to
N¼ 10, n¼ 30, and p¼ 0.99 to describe the results.
[49] Conversely, the degree of asymmetry, heterogene-
ity, inter-site correlation and the parent distribution should
be considered when specifying the local index. For exam-
ple, when varying the parameters ‘‘heterogeneity’’ or ‘‘dis-
tribution’’, a change in the hierarchy of the indices is
observed (in terms of local relative RMSE, Figures 2a and
2d). Moreover, the dispersion of the performances of the
indices increases with asymmetry (Figure 2) or heterogene-
ity (Figure 2a), suggesting situations where a bad speciﬁca-
tion of the local index could imply an important
degradation of performances. Conversely, when a region is
homogeneous with correlated sites, the choice of the local
index is likely not crucial (Figure 2b).
[50] The empirical mean implies a low accuracy in a
region with strong asymmetry and uncorrelated sites, what-
ever the degree of heterogeneity (Figures 2a and 3a). Yet,
for heterogeneous regions with inter-site correlation (Fig-
ures 2c and 3c), this index performs better than the others,
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whatever the level of asymmetry; see e.g., the differences
between the rRMSE local xmedð Þ and rRMSE local xð Þ values
in Figure 4.
3.2. Determination of the Optimal Local Indices
[51] Figures 5 and 6 show the indices minimizing the local
relative RMSE and the local relative bias when the distribution
of the considered regional scenario is the GEV (GPD). Inner
ﬁgures represent the optimal indices for a speciﬁc scenario
characterized by the degree of homogeneity and inter-site
correlation in the region. These ﬁgures can be used as guide-
lines to select the right local index to perform a RFA.
[52] For homogeneous regions with no inter-site correla-
tion, in case of low asymmetry, x provides the best
Figure 3. Impact of the study parameters on the local relative bias for different levels of asymmetry.
(a) Effect of heterogeneity. (b) Effect of correlation. (c) Effect of heterogeneity and correlation. (d)
Effect of distribution. (e) Effect of n. (f) Effect of N. (g) Effect of p.
Figure 2. Impact of the study parameters on the local relative RMSE for different levels of asymmetry.
(a) Effect of heterogeneity. (b) Effect of correlation. (c) Effect of heterogeneity and correlation.
(d) Effect of distribution. (e) Effect of n. (f) Effect of N. (g) Effect of p.
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performances, as expected (Figures 5a, 5b, 6a, and 6b).
When the asymmetry is at least moderate, another local
index should be preferred: LMOM (moderate asymmetry)
or xtrim (very high asymmetry). Note that the use of the me-
dian never implies an optimal choice, in terms of local rela-
tive RMSE. In the presence of asymmetry, even though
performances are improved when using the median rather
than the mean, other indices should be chosen. These
results indicate there may be a better option than the tradi-
tional choice mean/median for the local index, where more
relevant indices are proposed, depending on the observed
situation.
[53] For nonideal situations, the results give evidence
that x is the best index (in terms of local relatives RMSE
and bias) in most cases, in particular in the following
situations:
[54] (i) When inter-site correlation is introduced in a ho-
mogeneous region (except for few cases of high asymme-
try, Figures 5c and 6c).
[55] (ii) When a slight heterogeneity is introduced in a
region with uncorrelated sites (except for few cases of high
asymmetry, Figures 5e and 6e).
[56] (iii) When a slight heterogeneity is introduced in a
region with correlated sites, x always provides the best per-
formances in terms of local relative RMSE, whatever the
level of asymmetry (Figures 5g and 5g).
Figure 4. Differences between the local relative RMSE
induced by the indices xmed and x in function of ; 3ð Þ, for
a heterogeneous region with correlated sites sampled from
a GEV distribution.
Figure 5. Optimal local indices minimizing the local relatives RMSE and bias in function of ; 3ð Þ,
for different degrees of regional heterogeneity and inter-site correlation (GEV distribution). Gray, blue,
red and black symbols indicate cases where the range between the maximum and the minimum local rel-
atives RMSE/bias of the four indices is less than 1%, between 1% and 2%, between 2% and 5% and
more than 5%, respectively. (a) rRMSElocal : GEV/hom./K¼0. (b) rBIASlocal : GEV/hom./K¼0. (c)
rRMSElocal : GEV/hom./K¼0.5. (d) rBIASlocal : GEV/hom./K¼0.5. (e) rRMSElocal : GEV/het./K¼0.
(f) rBIASlocal : GEV/het./K¼0. (g) rRMSElocal : GEV/het./K¼0.5. (h) rBIASlocal : GEV/het./K¼0.5.
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[57] Thus, when deviating from the ideal case of regional
homogeneity and uncorrelated sites, x seems to yield the
most accurate estimates of quantiles. Future development
could be focused on a mathematical justiﬁcation of this
result.
[58] In Figures 5 and 6, the importance of the speciﬁca-
tion of the local index is reﬂected by colors. Gray, blue,
red, and black symbols indicate cases where the range
between the maximum and the minimum local relatives
RMSE/bias of the four indices is less than 1%, between 1%
and 2%, between 2% and 5% and more than 5%, respec-
tively. Thus, gray symbols indicate situations where local
indices perform similarly, putting into perspective the
notion of the best local index. Blue symbols point out cases
where it might be advantageous to specify the correct local
index; red and black symbols represent situations where a
correct choice of the local index is very likely to improve
the estimation of quantiles. Generally, the performances
between the local indices are more dispersed when the level
of asymmetry increases. The correct speciﬁcation of the
local index is particularly important in the following
situations:
[59] (i) Moderate to strong asymmetry in homogeneous
regions with no inter-site correlation.
[60] (ii) When a slight heterogeneity is suspected in the
region, independently of the degree of asymmetry and
inter-site correlation.
[61] Note that these are global results which apply what-
ever the considered distribution. However, slight differen-
ces exist between the GEV and the GPD distribution,
especially for the spread of the performances of the indices,
generally higher in the GPD case. This means in particular
that for weak asymmetry, the selection of the local index is
more likely to be crucial in the GPD case.
3.3. Error Accumulation in RFA
[62] This section provides an insight on the decomposi-
tion of the overall error due to the RFA induced by the
local index ^. First, the estimation of the theoretical local
index by its empirical counterpart induces the error in equa-
tion (8). Second, the regionalization and the renormaliza-
tion steps, see (3), generate another error, summarized by
(10). The comparison of these two errors reﬂects the rela-
tive accumulation of the error in regionalization induced by
the local index ^.
[63] Given that the considered distribution, the degree of
regional homogeneity and inter-site correlation, for each of
the three levels of asymmetry deﬁned in the beginning of
section 3.1, the errors (8) and (10) are plotted in Figure 7
for each local index.
[64] For a homogeneous region with low to moderate
asymmetry (Figures 7a, 7c, 7e, and 7g), the hierarchies of
the indices do not change when considering both
rRMSE index ^ð Þ and rRMSE local ^ð Þ. Thus, the accuracy of
the estimated quantiles is mainly determined by the accu-
racy of the local indices.
[65] However, these hierarchies change when there is ei-
ther strong asymmetry or a slight heterogeneity in the region
(Figures 7b, 7d, 7f, and 7h). For example, in the GPD case
with strong asymmetry, LMOM minimizes rRMSE index ^ð Þ,
Figure 6. Optimal local indices minimizing the local relatives RMSE and bias in function of ; 3ð Þ, for
different degrees of regional heterogeneity and inter-site correlation (GPD distribution). Gray, blue, red,
and black symbols indicate cases where the range between the maximum and the minimum local relatives
RMSE/bias of the four indices is less than 1%, between 1% and 2%, between 2% and 5% and more than
5%, respectively. (a) rRMSElocal : GPD/hom./K¼0. (b) rBIASlocal : GPD/hom./K¼0. (c) rRMSElocal:
GPD/hom./K¼0.5. (d) rBIASlocal: GPD/hom./K¼0.5. (e) rRMSElocal: GPD/het./K¼0. (f) rBIASlocal:
GPD/het./K¼0. (g) rRMSElocal : GPD/het./K¼0.5. (h) rBIASlocal : GPD/het./K¼0.5.
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but in a regional framework with a slight heterogeneity and
uncorrelated sites (Figure 7f), this index has the worst
rRMSE local ^ð Þ among the four indices. Thus, in these
cases, only evaluating the accuracy of the local indices is
not sufﬁcient for discriminating between these indices
before performing a RFA. Further research is needed to ana-
lyze these kinds of interactions occurring during the region-
alization process.
[66] Besides, in every case x displays the weakest error
increase among the other indices, even for strong asymme-
try in a homogeneous region with uncorrelated sites (Figure
7a). In comparison with the other indices, the error made
by x seems to be limited when performing a RFA.
4. Case Study
[67] The estimation of extreme skew storm surges along the
coasts of the United Kingdom through RFA is performed in
this case study, where the best local index is selected from the
guidelines provided in section 3.2. For 16 U.K. ports located
along the southern (from St. Mary’s to Dover) and western
coasts (from Barmouth to Ilfracombe), see Figure 8, temporal
series of sea level observations were collected, supplied by
BODC (British Oceanographic Data Centre). The data are
sampled hourly before 1992, and every 15 min since 1993.
Ranging from 1915 (Newlyn) to 2011, they display missing
values and have a mean effective duration of 28 years.
[68] The variable of interest is the skew surge. It is
deﬁned as the (algebraic) difference between the maximum
observed sea level around the time of theoretical (pre-
dicted) high tide and the predicted high-tide level. A value
of skew surge is then calculated at every predicted high
tide time (i.e., approximately every 12.4 h along these
coasts where the dominant component of the tide is semi-
diurnal). Note that, where sea levels are sampled hourly
(before 1992), the maximum observed sea levels are found
by a polynomial adjustment of the hourly data, while where
data are sampled every 15 min (since 1993), the data are
taken as the maximum observation in the interval of time
[tHT – 2h ; tHTþ 2h], where tHT is the time of the theoretical
high tide. The skew surges are then determined by subtract-
ing the high-tide predictions from the high-tide observations,
if and only if high-tide observations belong to the interval
[tHT – 2h; tHTþ 2h]. For a more detailed introduction on
Figure 7. Accumulation of the errors during the RFA procedure (equations (8) and (10)), for different
situations of asymmetry, regional heterogeneity, inter-site correlation and distribution. (a) GEV/hom./
K¼0. (b) GEV/het./K¼0. (c) GEV/hom./K¼0.5. (d) GEV/het./K¼0.5. (e) GPD/hom./K¼0. (f)
GPD/het./K¼0. (g) GPD/hom./K¼0.5. (h) GPD/het./K¼0.5.
Figure 8. Location of the 16 sites.
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skew surges, see Bardet et al. [2011]; Bernardara et al.
[2011]; Simon [2007]; andWeiss et al. [2012a].
[69] Local series of annual maxima of skew surges are then
extracted. The year is redeﬁned as the 12 month period begin-
ning on 1 July of each year and ending on 30 June of the fol-
lowing year, in order to get independent samples. The annual
maximum value is kept if and only if the winter season (Octo-
ber to March) contains less than 25% of missing values, as
higher surges are expected to occur during this season.
[70] In Figure 9, the local and regional estimates of the
; 3ð Þ couples are reported, indicating that splitting the sites
according to their coastal orientation yields two statistically
different regions. In particular, western sites are more
asymmetric than the southern ones, with regional values
; 3ð ÞSouth ¼ 0:12; 0:16ð Þ and ; 3ð ÞWest ¼ 0:15; 0:26ð Þ.
The computation of the discordancy and homogeneity crite-
ria described in Hosking and Wallis [1993] leads to
HSouth ¼ 1:50 and HWest ¼ 0:35; as H < 1, these regions
can be assumed homogeneous. In regard to the inter-site de-
pendence, western sites are far more correlated than the
southern ones, with KWest ¼ 0:40 and KSouth ¼ 0:17. The
southern region can then be viewed as homogeneous with
uncorrelated sites; the western region is assumed homoge-
neous with correlated sites.
[71] In order to perform a RFA for the estimation of
extreme storm surges, the best local index to use must be
speciﬁed ﬁrst. Figure 5 provides the necessary guidelines:
for the southern sites (homogeneous without inter-site cor-
relation, see Figures 5a and 5b), the GEV location parame-
ter estimated with L-moments, LMOM , should be used as a
good compromise for yielding both a low absolute bias and
a low RMSE on the ﬁnal results ; for the western sites (ho-
mogeneous with inter-site correlation, see Figures 5c and
5d), the empirical mean x is the most appropriate local
index. Although the western region displays a rather high
asymmetry, the use of the mean is advised here due to the
presence of inter-site correlation. The RFA described in
section 2.1 is then performed with ^South ¼ LMOM and
^West ¼ x. The estimated regional GEV distributions are
plotted in Figure 10; the western distribution is indeed
more skewed and leads to higher regional return levels.
[72] Moreover, the return level plots based respectively on
the optimal local index and on another choice of local index
are given for the sites of St. Mary’s (South) and Newport
(West) in Figure 11. Although the choice of the local index
is theoretically not crucial for a homogeneous region with
correlated sites, this ﬁgure illustrates the potential conse-
quences of a misspeciﬁcation of the local index. Indeed, the
return level curves induced by the use of the optimal local
index ﬁt better the observations in the upper tail of the empir-
ical distribution than if ^South ¼ xmed and ^West ¼ LMOM
are for example chosen (the same is true for the remaining
local indices). This visual impression of a better ﬁt strength-
ens the importance of the speciﬁcation of the local index.
Figure 10. Regional return level plots for the (a) Southern and (b) Western regions (crosses represent
normalized observations from each site in the region), respectively obtained by the use of LMOM and xas
local indices for the RFA.
Figure 9. ; 3ð Þ values for the 16 sites, assigned by
regions––bold items indicate regional averages.
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5. Conclusions
[73] The performance of the local quantile estimator in a
RFA depends on the speciﬁcation of the local index. In this
paper, four regionalization models are proposed: in each
model, the local index has a different speciﬁcation (the
mean, the median, an estimate of the GEV/GPD location pa-
rameter, and the trimean). Their performances are assessed
through Monte Carlo simulations of different regional sce-
narios. The possible presence of inter-site correlation and a
slight regional heterogeneity are taken into account to repro-
duce real situations.
[74] It is highlighted that the speciﬁcation of the local
index is important for the accuracy of the estimated quan-
tiles when the level of asymmetry increases in the ideal
case (homogeneous regions with no inter-site correlation),
or when a slight heterogeneity is suspected in the region. It
is shown that for a homogeneous region with correlated
sites, the choice of the local index is likely not crucial.
[75] For homogeneous regions with no inter-site correla-
tion, the mean should be used when the asymmetry is low;
otherwise a more robust index is recommended. In that
case, the estimate of the GEV/GPD location parameter and
the trimean are both better choices than the median. How-
ever, in presence of a slight regional heterogeneity or inter-
site correlation, the mean often yields the most accurate
estimates of quantiles, whatever the level of asymmetry.
Thus, using the empirical mean as the local index seems a
robust choice to face departures from assumptions of per-
fect regional homogeneity and uncorrelated sites.
[76] The error accumulation observed during the RFA
led us to conclude that the accuracy of the estimated quan-
tiles is mainly affected by the accuracy of the local indices,
except when a strong asymmetry or a slight heterogeneity
is present in the region. In the latter cases, the optimal spec-
iﬁcation of the local index is not trivial, and some interac-
tions taking place during the regionalization process could
explain the observed performances of the mean.
[77] Guidelines summarizing these results are provided
for the selection of the best local index to use, according to
several regional scenarios which are relevant for different
environmental applications.
[78] As a practical application of the suggested guide-
lines, a case study for the estimation through RFA of
extreme skew storm surges along the coasts of the United
Kingdom is provided. The skew storm surge signal is
shown to be quite homogeneous in this area. Two homoge-
neous subregions are formed, each corresponding to a spe-
ciﬁc optimal local index, and the regional quantile curve is
derived. The effects of a wrong choice of the index on the
estimated return levels are also illustrated.
[79] Future works could generalize the obtained results,
e.g., deeper investigations on the inﬂuence of inter-site cor-
relation and heterogeneity on the performances induced by
the use of a speciﬁc local index, together with the introduc-
tion of a larger list of local indices to be tested.
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Annexe F
Publications et conférences
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