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MEASURE DENSITY AND EXTENSION OF
BESOV AND TRIEBEL–LIZORKIN FUNCTIONS
TONI HEIKKINEN, LIZAVETA IHNATSYEVA, AND HELI TUOMINEN*
Abstract. We show that a domain is an extension domain for a Haj lasz–Besov
or for a Haj lasz–Triebel–Lizorkin space if and only if it satisfies a measure density
condition. We use a modification of the Whitney extension where integral averages
are replaced by median values, which allows us to handle also the case 0 < p < 1. The
necessity of the measure density condition is derived from embedding theorems; in the
case of Haj lasz–Besov spaces we apply an optimal Lorentz-type Sobolev embedding
theorem which we prove using a new interpolation result. This interpolation theorem
says that Haj lasz–Besov spaces are intermediate spaces between Lp and Haj lasz–
Sobolev spaces. Our results are proved in the setting of a metric measure space,
but most of them are new even in the Euclidean setting, for instance, we obtain a
characterization of extension domains for classical Besov spaces Bsp,q, 0 < s < 1,
0 < p <∞, 0 < q ≤ ∞, defined via the Lp-modulus of smoothness of a function.
Keywords: Besov space, Triebel–Lizorkin space, extension domain, measure density,
metric measure space
1. Introduction
The restriction and extension problems for Besov spaces and Triebel–Lizorkin spaces
in the setting of the Euclidean space have been studied by several authors using different
methods; see for example [31], [3], [24], [38], [33], [36], [7], [30], [39] and the references
therein. In particular, it is known that if Ω ⊂ Rn is a Lipschitz domain or an (ε, δ)-
domain, then there is a bounded extension operator from the classical Besov space
Bsp,q(Ω), defined via the L
p- modulus of smoothness of a function, to Bsp,q(R
n), 0 <
s, p, q <∞; see [38] and [7]. The analogous extension results hold for Triebel–Lizorkin
spaces; see [36], [30] and [44].
Although the class of the (ε, δ)-domains, defined in [22], is rather wide, it does not
cover all domains which admit an extension property for Besov spaces or for Triebel–
Lizorkin spaces. For example, by [34, Thm 5.1], some d-thick domains in Rn, measured
with the d-dimensional Hausdorff content, are extension domains for certain Besov and
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Triebel–Lizorkin spaces. It is also known that the trace spaces of Besov and Triebel–
Lizorkin spaces to an n-regular set S ⊂ Rn can be intrinsically characterized [39,
Thm 1.3, Thm 1.6], such S admits an extension for Besov and Triebel–Lizorkin spaces
defined in terms of local polynomial approximations. See also [38] and [23] for the
related results.
The connection of the n-regularity condition, or, in other words, a measure density
condition, and the extension property for Sobolev spaces is studied in [39] and in [14].
By [14, Thm 5], a domain Ω ⊂ Rn is an extension domain for W k,p, 1 < p <∞, k ∈ N,
if and only if Ω satisfies the measure density condition and W k,p(Ω) coincides with the
Calderon-Sobolev space defined via sharp maximal functions. For fractional Sobolev
spaces W s,p(Ω), 0 < s < 1, 0 < p < ∞, which are special cases of Besov and Triebel–
Lizorkin spaces when p = q, the measure density condition characterizes extension
domains by [48, Thm 1.1]. A natural question to ask is whether the same statement
is true for Besov and Triebel–Lizorkin spaces within the full range of parameters 0 <
p < ∞, 0 < q ≤ ∞. Moreover, if 0 < s < 1, this question can be studied in a
general setting of a metric measure space. The recent development of the theory of
function spaces in metric measure spaces does not only provide a uniform approach for
characterizing smoothness function spaces on topological manifolds, fractals, graphs,
and Carnot–Carathe´odory spaces, but at the same time it gives a new point of view to
the classical Besov spaces and Triebel–Lizorkin spaces on the Euclidean space.
Among several possible definitions of Besov and Triebel–Lizorkin spaces in the metric
setting, the definition recently introduced in [27] appears to be very convenient for
the study of extension problems. This approach is based on Haj lasz type pointwise
inequalities; it leads to the classical Besov and Triebel–Lizorkin spaces in the setting of
the Euclidean space and it gives a simple way to define these spaces on a measurable
subset of Rn or, more generally, on a metric measure space.
Definition 1.1. Let (X, d) be a metric space equipped with a measure µ. A measurable
set S ⊂ X satisfies a measure density condition, if there exists a constant cm > 0 such
that
(1.1) µ(S ∩B(x, r)) ≥ cmµ(B(x, r))
for all balls B(x, r) with x ∈ S and 0 < r ≤ 1.
Note that in the literature sets satisfying condition (1.1) are sometimes called regular
sets, see, for example, [40]. If the measure µ is doubling, then the upper bound 1 for
the radius r is not essential, and we can replace it by any number 0 < R <∞. Roughly
speaking, the measure density condition means that the set S cannot be too thin near
the boundary, in particular, by [40, Lemma 2.1], it implies that µ(S \ S) = 0. In the
Euclidean space, nontrivial examples of sets satisfying the measure density condition
are Cantor-like sets such as Sierpin´ski carpets of positive measure.
Recall that if A is a quasi-Banach space of measurable functions and S ⊂ X , an
operator E : A(S)→ A(X) such that Eu|S = u, for all u ∈ A(S), is called an extension
operator. A domain Ω ⊂ X is an A-extension domain if there is a bounded extension
operator E : A(Ω)→ A(X).
MEASURE DENSITY AND EXTENSION OF BESOV AND T–L FUNCTIONS 3
In the metric setting, a connection between the measure density condition and the
extension property for Sobolev spaces has been studied in [15] and in [40]. By [15,
Thm 6], [40, Thm 1.3], the measure density condition for a set S implies the existence
of a bounded, linear extension operator on the Ha lasz–Sobolev space M1,p(S), for all
1 ≤ p < ∞. In a geodesic, Q-regular metric measure space, the measure density
condition characterizes extension domains for M1,p, 1 ≤ p <∞, see [15].
Our first main result is an extension theorem for Haj lasz–Triebel–Lizorkin spaces
Msp,q and for Haj lasz–Besov spaces N
s
p,q, see Section 2 for the definitions.
Theorem 1.2. Let X be a metric measure space with a doubling measure µ and let
S ⊂ X be a measurable set. If S satisfies measure density condition (1.1), then there is
a bounded extension operator E : Msp,q(S)→ M
s
p,q(X), for all 0 < p <∞, 0 < q ≤ ∞,
0 < s < 1. The operator norm of E depends on cm, p, q, s and on the doubling constant
of µ. An analogous extension result holds for Haj lasz–Besov spaces N sp,q.
As in the corresponding results for the Haj lasz–Sobolev spaces M1,p in [15] and for
the fractional Sobolev spaces W s,p, 0 < s < 1, 0 < p < ∞, in [48], the extension is
independent of the parameters of a function space. In general, our extension operator is
not linear. This is due to the use of a modified Whitney type extension where integral
averages are replaced by medians; similar modification was previously used in [48].
But if p > Q/(Q + s), where Q is the doubling dimension of the space, an extension
operator in Theorem 1.2 can be chosen linear by employing the classical construction
with integral averages.
In the Euclidean case, N sp,q(R
n) = Bsp,q(R
n) and Msp,q(R
n) = F sp,q(R
n) for all 0 < p <
∞, 0 < q ≤ ∞, 0 < s < 1, where Bsp,q(R
n) and F sp,q(R
n) are Besov spaces and Triebel–
Lizorkin spaces defined via an Lp-modulus of smoothness, [11]; recall that the Fourier
analytic approach gives the same spaces when p > n/(n + s) in the Besov case and
when p, q > n/(n + s) in the Triebel–Lizorkin case. Theorem 1.2, in particular, shows
that the trace spaces of the classical Besov and Triebel–Lizorkin spaces on regular
sets can be characterized in terms of pointwise inequalities. Indeed, it follows that
Bsp,q(R
n)|S = N
s
p,q(S) and F
s
p,q(R
n)|S =M
s
p,q(S) with equivalent norms.
The following statement, which is a combination of Theorem 1.2 and Theorem 6.1,
is our second main result.
Theorem 1.3. Let X be a Q-regular, geodesic metric measure space and let Ω ⊂ X be
a domain. The following conditions are equivalent:
(1) Ω satisfies measure density condition (1.1);
(2) Ω is an Msp,q-extension domain for all 0 < s < 1, 0 < p <∞ and 0 < q ≤ ∞;
(3) Ω is an Msp,q-extension domain for some values of parameters 0 < s < 1,
0 < p <∞ and 0 < q ≤ ∞.
(4) Ω is an N sp,q-extension domain for all 0 < s < 1, 0 < p <∞ and 0 < q ≤ ∞;
(5) Ω is an N sp,q-extension domain for some values of parameters 0 < s < 1, 0 <
p <∞ and 0 < q ≤ ∞.
To our knowledge, the fact that an extension domain for the Besov space, or for the
Triebel–Lizorkin space, necessarily satisfies the measure density condition is also new
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in the Euclidean setting; except for the special case p = q which was earlier proved
in [48]. Let us also mention that the assumption on X to be geodesic is used only to
guarantee the property that the boundary of each metric ball has zero measure.
In order to show that extension domains satisfy the measure density property, we
need a suitable Sobolev type embedding theorem. For Haj lasz–Triebel–Lizorkin spaces
such an embedding is easy to get, since they are subspaces of fractional Haj lasz–
Sobolev spaces. To obtain an embedding theorem for Haj lasz–Besov spaces, we show
in Theorem 4.1 that Haj lasz– Besov spaces are interpolation spaces between Lp and
Haj lasz–Sobolev spaces, that is,
N sp,q(X) = (L
p(X),M1,p(X))s,q,
for 0 < s < 1, 0 < p <∞ and 0 < q ≤ ∞. We found this result of independent interest;
in case of p > 1, q ≥ 1 it was earlier obtained in [9] under an additional assumption
that the underlying space supports a weak (1, p)-Poincare´ inequality.
We close the paper with an application of Theorem 1.3 to Besov and Triebel–Lizorkin
spaces defined in the Euclidean space. In particular, we obtain the following result for
the classical Besov spaces Bsp,q, 0 < s < 1, 0 < p <∞ and 0 < q ≤ ∞, defined via the
Lp-modulus of smoothness.
Theorem 1.4. Let Ω ⊂ Rn be a domain. The following conditions are equivalent:
(1) Ω satisfies measure density condition (1.1);
(2) Ω is a Bsp,q-extension domain for all 0 < s < 1, 0 < p <∞ and 0 < q ≤ ∞;
(3) Ω is a Bsp,q-extension domain for some 0 < s < 1, 0 < p <∞ and 0 < q ≤ ∞;
Extension problems are closely related to the question of intrinsic characterization of
spaces of fractional order of smoothness on subsets S ⊂ Rn. The obtained results shows
that if S satisfies the measure density condition, then the space Bsp,q(S), 0 < s < 1,
0 < p < ∞, 0 < q ≤ ∞, can be defined via the Lp-modulus of smoothness, via
pointwise inequalities, in terms of an atomic decomposition, see [43] for the details
on the last-mentioned approach; all these definitions would lead to the same space of
functions which is the trace space of the classical Besov space Bsp,q(R
n).
We also give an analogue of Theorem 1.4 for certain Triebel–Lizorkin spaces, see
Theorem 7.8. Note that there are several approaches to define Triebel–Lizorkin spaces
on domains, which, in general, give different spaces. In Theorem 7.8, we use a definition
in the spirit of the classical definition of F sp,q(R
n) via differences; it describes, for
example, the trace space of F sp,q(R
n) to a regular subset of the Euclidean space. Another
version of Triebel–Lizorkin type spaces on domains was introduced in [36] and [30]; a
characterization of extension domains for these spaces can be given similarly to the
one for the Sobolev spaces in [14], see Theorem 7.11 and Remark 7.10.
The paper is organized as follows. In Section 2, we introduce the notation and
the standard assumptions used in the paper and give the definitions of Haj lasz–Besov
spaces and Haj lasz–Triebel–Lizorkin spaces. In Section 3, we present some auxiliary
lemmas needed in the proof of our extension results. In Section 4, we prove interpo-
lation and embedding theorems for Besov spaces. Section 5 is devoted to the proof of
Theorem 1.2. In Section 6, we show that Haj lasz–Besov and Haj lasz–Triebel–Lizorkin
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extension domains satisfy measure density property. In the last Section 7, we discuss
the Euclidean case.
2. Notation and preliminaries
We assume that X = (X, d, µ) is a metric measure space equipped with a metric
d and a Borel regular, doubling outer measure µ, for which the measure of every ball
is positive and finite. The doubling property means that there exists a fixed constant
cD > 0, called the doubling constant, such that
(2.1) µ(B(x, 2r)) ≤ cDµ(B(x, r))
for every ball B(x, r) = {y ∈ X : d(y, x) < r}.
The doubling condition gives an upper bound for the dimension of X since it implies
that there is a constant C = C(cD) > 0 such that for Q = log2 cD,
(2.2)
µ(B(y, r))
µ(B(x,R))
≥ C
( r
R
)Q
for every 0 < r ≤ R and y ∈ B(x,R).
As a special case of doubling spaces we consider Q-regular spaces. The space X is
Q-regular, Q ≥ 1, if there is a constant cQ ≥ 1 such that
(2.3) c−1Q r
Q ≤ µ(B(x, r)) ≤ cQr
Q
for each x ∈ X , and for all 0 < r ≤ diamX. Here diamX is the diameter of X . When
we assume X to be doubling, then Q refers to (2.2), and if X is Q-regular, then Q
comes from (2.3).
A metric space X is geodesic if every two points x, y ∈ X can be joined by a curve
whose length equals d(x, y).
By saying that a measurable function u : X → [−∞,∞] is locally integrable, we
mean that is integrable on balls. Similarly, the class of functions that belong to Lp(B),
p > 0, in all balls B, is denoted by Lploc(X). The integral average of a locally integrable
function u over a measurable set A with 0 < µ(A) <∞ is
uA =
∫
A
u dµ =
1
µ(A)
∫
A
u dµ.
The Hardy–Littlewood maximal function of a locally integrable function u is
Mu(x) = sup
0<r<∞
∫
B(x,r)
|u| dµ.
By χE, we denote the characteristic function of a set E ⊂ X , and by ‖u‖∞, the
L∞-norm of u. The Lebesgue measure of a measurable set A ⊂ Rn is denoted by
|A|. In general, C is a positive constant whose value is not necessarily the same at
each occurrence. When we want to stress that C depends on the other constants or
parameters a, b, . . . , we write C = C(a, b, . . . ). If there is a positive constant C1 such
that C−11 A ≤ B ≤ C1A, we say that A and B are comparable, and write A ≈ B.
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2.1. Haj lasz–Besov and Haj lasz–Triebel–Lizorkin spaces. Besov and Triebel–
Lizorkin spaces are certain generalizations of Sobolev spaces to the case of fractional
order of smoothness. There are several ways to define these spaces in the Euclidean
setting and spaces of Besov type and of Triebel–Lizorkin type in the setting of a metric
space equipped with a doubling measure. For various definitions in a metric measure
setting, see [9], [11], [16], [27], [32], [37], [47] and the references therein. In this paper,
we mainly use the approach based on pointwise inequalities, introduced in [27]. An
advantage of the pointwise definition is that it provides a simple way to intrinsically
define function spaces on subsets.
Definition 2.1. Let S ⊂ X be a measurable set and let 0 < s < ∞. A sequence
of nonnegative measurable functions (gk)k∈Z is a fractional s-gradient of a measurable
function u : S → [−∞,∞] in S, if there exists a set E ⊂ S with µ(E) = 0 such that
|u(x)− u(y)| ≤ d(x, y)s(gk(x) + gk(y))
for all k ∈ Z and all x, y ∈ S \ E satisfying 2−k−1 ≤ d(x, y) < 2−k. The collection of
all fractional s-gradients of u is denoted by Ds(u).
For 0 < p, q ≤ ∞ and a sequence ~f = (fk)k∈Z of measurable functions, we define∥∥(fk)k∈Z∥∥Lp(S, lq) = ∥∥‖(fk)k∈Z‖lq∥∥Lp(S)
and ∥∥(fk)k∈Z∥∥lq(Lp(S)) = ∥∥(‖fk‖Lp(S))k∈Z∥∥lq ,
where ∥∥(fk)k∈Z∥∥lq =
{(∑
k∈Z |fk|
q
)1/q
, when 0 < q <∞,
supk∈Z |fk|, when q =∞.
Definition 2.2. Let S ⊂ X be a measurable set. Let 0 < s < ∞ and let 0 < p, q ≤
∞. The homogeneous Haj lasz–Triebel–Lizorkin space M˙sp,q(S) consists of measurable
functions u : S → [−∞,∞], for which the (semi)norm
‖u‖M˙sp,q(S) = inf~g∈Ds(u)
‖~g‖Lp(S, lq)
is finite. The (inhomogeneous) Haj lasz–Triebel–Lizorkin space Msp,q(S) is M˙
s
p,q(S) ∩
Lp(S) equipped with the norm
‖u‖Msp,q(S) = ‖u‖Lp(S) + ‖u‖M˙sp,q(S).
Similarly, the homogeneous Haj lasz–Besov space N˙ sp,q(S) consists of measurable func-
tions u : S → [−∞,∞], for which
‖u‖N˙sp,q(S) = inf(gk)∈Ds(u)
‖(gk)‖lq(Lp(S))
is finite, and the Haj lasz–Besov space N sp,q(S) is N˙
s
p,q(S) ∩ L
p(S) equipped with the
norm
‖u‖Nsp,q(S) = ‖u‖Lp(S) + ‖u‖N˙sp,q(S).
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When 0 < p < 1, the (semi)norms defined above are actually quasi-(semi)norms, but
for simplicity we call them, as well as other quasi-seminorms in this paper, just norms.
Remark 2.3. Observe that for inhomogeneous Haj lasz–Triebel–Lizorkin and Haj lasz–
Besov spaces the norms defined above are equivalent to
‖u‖Lp(S) + inf
~g∈Ds(u)
‖(gk)k∈N‖Lp(S, lq) and ‖u‖Lp(S) + inf
~g∈Ds(u)
‖(gk)k∈N‖lq(S,Lp)
respectively, that is, it is enough to take into account only the coordinates of ~g with
positive indices. Indeed, if x, y ∈ S \ E and 2−k−1 ≤ d(x, y) < 2−k with k ≤ 0, then
|u(x)− u(y)| ≤ |u(x)|+ |u(y)| ≤ 2(k+1)sd(x, y)s(|u(x)|+ |u(y)|).
Hence, if (gk)k∈Z ∈ D
s(u), then (g′k)k∈Z, where g
′
k = gk for k > 0 and g
′
k = 2
(k+1)s|u|
for k ≤ 0, belongs to Ds(u). Calculating the norm, for example, for Haj lasz–Triebel–
Lizorkin space, we obtain that
‖~g′‖Lp(S, lq) ≤ C
(
‖(g′k)k∈N‖Lp(S, lq) + ‖(g
′
k)k≤0‖Lp(S, lq)
)
= C‖(gk)k∈N‖Lp(S, lq) + C‖u‖Lp(S)
( 0∑
k=−∞
2(k+1)sq
)1/q
,
where the constants C depend on p and q only. This implies that
inf
~g∈Ds(u)
‖~g‖Lp(S, lq) ≤ C
(
inf
~g∈Ds(u)
‖(gk)k∈N‖Lp(S, lq) + ‖u‖Lp(S)
)
.
If X supports a weak (1, p)-Poincare´ inequality with p ∈ (1,∞), then for all q ∈
(0,∞), the spaces M1p,q(X) and N
1
p,q(X) are trivial, that is, they contain only constant
functions, see [11, Thm 4.1].
The definitions formulated above are, in particular, motivated by the Haj lasz’s ap-
proach to the definition of Sobolev spaces M1,p(X) on a metric measure space; see [12]
and [13]. The fractional spaces Ms,p(X) were introduced in [45], and were studied, for
example, in [21] and [19].
Definition 2.4. Let S ⊂ X be a measurable set. Let s ≥ 0 and let 0 < p < ∞. A
nonnegative measurable function g is an s-gradient of a measurable function u in S if
there exists a set E ⊂ S with µ(E) = 0 such that for all x, y ∈ S \ E,
(2.4) |u(x)− u(y)| ≤ d(x, y)s(g(x) + g(y)).
The collection of all s-gradients of u is denoted by Ds(u) and the 1-gradients shortly
by D(u). The homogeneous Haj lasz space M˙s,p(S) consists of measurable functions u
for which
‖u‖M˙s,p(S) = inf
g∈Ds(u)
‖g‖Lp(S)
is finite. The Haj lasz space Ms,p(S) is M˙s,p(S) ∩ Lp(S) equipped with the norm
‖u‖Ms,p(S) = ‖u‖Lp(S) + ‖u‖M˙s,p(S).
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Recall that for p > 1, M1,p(Rn) = W 1,p(Rn) [12], whereas for n/(n + 1) < p ≤ 1,
M1,p(Rn) coincides with the Hardy–Sobolev space H1,p(Rn) [25, Thm 1]. Notice also
that M0,p(X) = Lp(X) and that Ms,p(X) coincides with the Haj lasz–Triebel–Lizorkin
space Msp,∞(X), see [27, Prop. 2.1] for a simple proof of this fact.
2.2. On different definitions of Besov and Triebel–Lizorkin spaces. In the
Euclidean setting the most common ways to define Besov and Triebel–Lizorkin spaces,
via the Lp-modulus of smoothness (differences) and by the Fourier analytic approach,
lead to the same spaces of functions with comparable norms when p > n/(n+ s) in the
Besov case and when p, q > n/(n + s) in the Triebel–Lizorkin case. See, for example,
[41, Chapter 2.5] and [17].
The space Msp,q(R
n) given by the metric definition coincides with Triebel–Lizor-
kin space Fsp,q(R
n), defined via the Fourier analytic approach, when s ∈ (0, 1), p ∈
(n/(n + s),∞) and q ∈ (n/(n + s),∞], and M1p,∞(R
n) = M1,p(Rn) = F1p,2(R
n), when
p ∈ (n/(n + 1),∞). Similarly, N sp,q(R
n) coincides with Besov space Bsp,q(R
n) for s ∈
(0, 1), p ∈ (n/(n + s),∞) and q ∈ (0,∞], see [27, Thm 1.2 and Remark 3.3]. For the
definitions of Fsp,q(R
n) and Bsp,q(R
n), we refer to [41], [42], [27, Section 3].
2.3. Modulus of smoothness and Besov spaces. In addition to the definition
based on pointwise inequalities, we will sometimes use a generalization to the metric
setting of the classical definition of the Besov spaces via the Lp-modulus of smoothness;
this general version was introduced in [9].
Recall that the Lp-modulus of smoothness of a function u ∈ Lp(Rn) is
(2.5) ω(u, t)p = sup
|h|≤t
‖∆h(u, ·)‖Lp(Rn),
where t > 0 and ∆h(u, x) = u(x + h) − u(x). For 0 < s < ∞ and 0 < p, q < ∞, the
Besov space Bsp,q(R
n) consists of functions u ∈ Lp(Rn) for which
‖u‖Bsp,q(Rn) = ‖u‖Lp(Rn) +
(∫ 1
0
(
t−sω(u, t)p
)q dt
t
)1/q
is finite (with the usual modifications when p =∞ or q = ∞). Note that the integral
over the interval (0, 1) can be replaced by the integral over (0,∞), since ω(u, t)p ≤
C‖u‖Lp(Rn).
Following [9] and [11], we define a modulus of smoothness which does not rely on
the group structure of the underlying space and which, for a function u ∈ Lp(Rn), is
comparable with ω(u, t)p.
Definition 2.5. Let t > 0, 0 < s <∞ and 0 < p, q <∞. Let
(2.6) Ep(u, t) =
(∫
X
∫
B(x,t)
|u(x)− u(y)|p dµ(y)dµ(x)
)1/p
.
The homogeneous Besov space B˙sp,q(X) consists of functions u ∈ L
p
loc(X) for which
‖u‖B˙sp,q(X) =
(∫ ∞
0
(
t−sEp(u, t)
)q dt
t
)1/q
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is finite (with the usual modification when q = ∞). The Besov space Bsp,q(X) is
B˙sp,q(X) ∩ L
p(X) with the norm
‖u‖Bsp,q(X) = ‖u‖Lp(X) + ‖u‖B˙sp,q(X).
By the comparability of ω(u, t)p and Ep(u, t), the space B
s
p,q(R
n) coincides with the
classical space Bsp,q(R
n). By [11, Thm 1.2], N˙ sp,q(X) = B˙
s
p,q(X) for all 0 < s < ∞ and
0 < p, q ≤ ∞, and
(2.7) ‖u‖N˙sp,q(X) ≈ ‖u‖B˙sp,q(X).
As above, the integral over the interval (0,∞) in the norm ‖u‖Bsp,q(X) can be replaced
by the integral over (0, 1).
It also follows by the results in [11] that, for 0 < s < 1, 0 < p, q ≤ ∞, the Haj lasz–
Triebel–Lizorkin space Msp,q(R
n) coincides with the classical Triebel–Lizorkin space
F sp,q(R
n) defined using differences. This space consists of functions u ∈ Lp(Rn), for
which the norm
‖u‖F sp,q(Rn) = ‖u‖Lp(Rn) + ‖g‖Lp(Rn),
where
g(x) =
(∫ 1
0
(
t−s
(∫
B(0,t)
|u(x+ h)− u(x)|r dh
)1/r)q dt
t
)1/q
and 0 < r < min{p, q}, is finite.
3. Lemmas
This section contains lemmas needed in the proofs of the extension results.
Below we will frequently use the following simple inequality, which holds whenever
ai ≥ 0 for all i ∈ Z and 0 < p ≤ 1,
(3.1)
(∑
i∈Z
ai
)p
≤
∑
i∈Z
api .
The first lemma is used to estimate the norms of fractional gradients.
Lemma 3.1. Let 1 < a < ∞, 0 < b < ∞ and ck ≥ 0, k ∈ Z. There is a constant
C = C(a, b) such that ∑
k∈Z
(∑
j∈Z
a−|j−k|cj
)b
≤ C
∑
j∈Z
cbj .
Proof. If b ≥ 1, then the Ho¨lder’s inequality for series implies that(∑
j∈Z
a−|j−k|cj
)b
≤ C
∑
j∈Z
a−|j−k|cbj.
If 0 < b < 1, then, by (3.1),(∑
j∈Z
a−|j−k|cj
)b
≤
∑
j∈Z
a−b|j−k|cbj.
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Thus, denoting b˜ = min{b, 1}, we obtain∑
k∈Z
(∑
j∈Z
a−|j−k|cj
)b
≤ C
∑
k∈Z
∑
j∈Z
a−b˜|j−k|cbj ≤ C
∑
j∈Z
cbj
∑
k∈Z
a−b˜|j−k|,≤ C
∑
j∈Z
cbj,
which proves the claim. 
Next we recall the Poincare´ type inequalities which are valid for functions and frac-
tional gradients, give a definition of median values and list some of their properties and
obtain certain norm estimates for Lipschitz functions.
3.1. Poincare´ type inequalities. The definition of the fractional s-gradient implies
the validity of some Sobolev–Poincare´ type inequalities. A similar reasoning as in the
proof of [27, Lemma 2.1] in Rn gives our first inequality.
Lemma 3.2. Let 0 < s <∞. Let u be a locally integrable function and let (gj) ∈ D
s(u).
Then, for every x ∈ X and k ∈ Z,
inf
c∈R
∫
B(x,2−k)
|u− c| dµ ≤ C2−ks
k∑
j=k−3
∫
B(x,2−k+2)
gj dµ.(3.2)
Note that we will apply Lemma 3.2 for functions in N sp,q(X) with sp > Q and with
sp = Q, and for these values of parameters functions in N sp,q(X) are locally integrable.
Lemma 3.3 ([11], Lemma 2.1). Let 0 < s < ∞ and 0 < t < Q/s. Then for every ε
and ε′ with 0 < ε < ε′ < s, there exists a constant C > 0 such that for all measurable
functions u with (gj) ∈ D
s(u), x ∈ X and k ∈ Z,
(3.3)
inf
c∈R
(∫
B(x,2−k)
|u(y)− c|t
∗(ε) dµ(y)
)1/t∗(ε)
≤ C2−kε
′
∑
j≥k−2
2−j(s−ε
′)
(∫
B(x,2−k+1)
gtj dµ
)1/t
,
where t∗(ε) = Qt/(Q− εt).
If u is locally integrable, (gj) ∈ D
s(u) and 0 < ε < ε′ < s < ∞, then (3.3) with
t = Q/(Q+ ε) and the Ho¨lder’s inequality imply that for p ≥ Q/(Q + ε),∫
B(x,2−k)
|u− uB(x,2−k)| dµ ≤ C2
−kε′
∑
j≥k−2
2−j(s−ε
′)
(∫
B(x,2−k+1)
gpj dµ
)1/p
.(3.4)
While working with the Haj lasz–Triebel-Lizorkin spaces Msp,q(X) we often use an
embedding of these spaces into the space Ms,p(X) and employ the following Sobolev-
Poincare´ inequality for s-gradients.
Lemma 3.4 ([11], Lemma 2.2). Let 0 < s < ∞ and 0 < t < Q/s. There exists a
constant C > 0 such that for all measurable functions u with g ∈ Ds(u), x ∈ X and
r > 0,
(3.5) inf
c∈R
(∫
B(x,r)
|u(y)− c|t
∗(s) dµ(y)
)1/t∗(s)
≤ Crs
(∫
B(x,2r)
gt dµ
)1/t
,
where t∗(s) = Qt/(Q− st).
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For s = 1 inequality (3.5) is given by [13, Thm 8.7], as well as for s ∈ (0, 1), since in
this case ds is a distance in X .
3.2. Median values. Using integral averages of a function is a standard technique
in construction an extension operator for a locally integrable function. Since we are
dealing with the Lp-integrable functions, possibly with 0 < p < 1, it is convenient to
replace in the argument the integral averages by the median values, as for example in
[48]. This allows to handle in the same way spaces of functions with the integrability
parameter 0 < p < ∞; a certain disadvantage of this uniform treatment is that the
resulting extension operator appears to be non-linear.
Definition 3.5. The median value of a measurable function u on a set A ⊂ X is
(3.6) mu(A) = max
a∈R
{
µ
(
{x ∈ A : u(x) < a}
)
≤
µ(A)
2
}
.
The following properties of medians justify their role of counterparts for the integral
averages in the context.
Lemma 3.6 ([48], Lemma 2.2; [11], (2.4)). Let 0 < η ≤ 1 and u ∈ Lη
loc
(X). Then
(3.7) |mu(B)− c| ≤
(
2
∫
B
|u− c|η dµ
)1/η
.
for all balls B and all c ∈ R. Moreover,
(3.8) u(x) = lim
r→0
mu(B(x, r))
at every Lebesgue point x ∈ X.
Remark 3.7. Property (3.8) follows from (3.7) by the Lebesgue differentiation theo-
rem. The proof of [48, Lemma 2.2] shows that inequality (3.7) holds for all measurable
sets E with positive and finite measure. In particular, (3.7) holds for every set B ∩ S,
where S satisfies measure density condition (1.1) and B is a ball centered at S. This,
together with the measure density condition and the Lebesgue differentiation theorem,
implies that,
u(x) = lim
r→0
mu(B(x, r) ∩ S),
for almost all x ∈ S.
By combining (3.7) and Lemma 3.3, we obtain the following result, which is fre-
quently used in the proof of Theorem 1.2.
Lemma 3.8. Let 0 < t < ∞ and 0 < ε′ < s < 1. Let k ∈ Z, x ∈ X and let B be a
ball such that B ⊂ B(x, 2−k) and µ(B) ≈ µ(B(x, 2−k)). Then there exists a constant
C > 0 such that for all measurable functions u with (gj) ∈ D
s(u),
(3.9) |mu(B)−mu(B(x, 2
−k))| ≤ C2−kε
′
∑
j≥k−2
2−j(s−ε
′)
(∫
B(x,2−k+1)
gtj dµ
)1/t
.
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Proof. Let 0 < ε < ε′ and let η = t∗(ε) = Qt/(Q − εt) if t ≤ Q/(Q + ε), and η = 1
otherwise. Using (3.3) and the Ho¨lder inequality, we obtain
(3.10)
inf
c∈R
(∫
B(x,2−k)
|u(y)− c|η dµ(y)
)1/η
≤ C2−kε
′
∑
j≥k−2
2−j(s−ε
′)
(∫
B(x,2−k+1)
gtj dµ
)1/t
.
Let c ∈ R. By (3.7), we have
|mu(B)−mu(B(x, 2
−k))| ≤ |mu(B)− c|+ |c−mu(B(x, 2
−k))|
≤
(
2
∫
B
|u− c|η dµ
)1/η
+
(
2
∫
B(x,2−k)
|u− c|η dµ
)1/η
≤ C
(∫
B(x,2−k)
|u− c|η dµ
)1/η
.
The claim follows by taking the infimum over c ∈ R and applying (3.10). 
Remark 3.9. If a set S satisfies measure density condition (1.1), then the induced
space (S, d, µ|S) satisfies doubling condition (2.1) locally, that is, for small radii, and
we can replace small balls B, which are centered in S, with B ∩ S in inequality (3.9).
3.3. Leibniz type rules and norm estimates for Lipschitz functions. We finish
this section by proving a Leibniz type rule for fractional s-gradients and some norm
estimates for Lipschitz functions. These norm estimates are used later to show that the
extension property for Besov spaces, or for Triebel–Lizorkin spaces, implies measure
density condition (1.1).
Lemma 3.10. Let 0 < s < 1, 0 < p < ∞ and 0 < q ≤ ∞, and let S ⊂ X be a
measurable set. Let u : X → R be a measurable function with (gk) ∈ D
s(u) and let ϕ be
a bounded L-Lipschitz function supported in S. Then sequences (hk)k∈Z and (ρk)k∈Z,
where
ρk =
(
gk‖ϕ‖∞ + 2
k(s−1)L|u|
)
χsuppϕ and hk =
(
gk + 2
sk+2|u|
)
‖ϕ‖∞χsuppϕ
are fractional s-gradients of uϕ. Moreover, if u ∈ Msp,q(S), then uϕ ∈ M
s
p,q(X) and
‖uϕ‖Msp,q(X) ≤ C‖u‖Msp,q(S).
Proof. For the first claim, let x, y ∈ X , and let k ∈ Z such that 2−k−1 ≤ d(x, y) < 2−k.
By the triangle inequality, we have
|u(x)ϕ(x)− u(y)ϕ(y)| ≤ |u(x)||ϕ(x)− ϕ(y)|+ |ϕ(y)||u(x)− u(y)|.
We consider four cases depending whether x or y belongs to suppϕ or not. If x, y ∈
suppϕ, then
|u(x)ϕ(x)− u(y)ϕ(y)| ≤ |u(x)|Ld(x, y) + ‖ϕ‖∞d(x, y)
s(gk(x) + gk(y))
≤ d(x, y)s
(
2k(s−1)L|u(x)|+ ‖ϕ‖∞(gk(x) + gk(y))
)
≤ d(x, y)s(ρk(x) + ρk(y)),
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and, on the other hand,
|u(x)ϕ(x)− u(y)ϕ(y)| ≤ 2‖ϕ‖∞|u(x)|+ ‖ϕ‖L∞d(x, y)
s(gk(x) + gk(y))
≤ d(x, y)s‖ϕ‖∞
(
2 · 2s(k+1)|u(x)|+ gk(x) + gk(y)
)
≤ d(x, y)s(hk(x) + hk(y)).
Hence, in this case, (ρk)k∈Z and (hk)k∈Z satisfy the required inequality. The remaining
two cases are considered in the same, even simpler, way. This shows that (ρk)k∈Z and
(hk)k∈Z are fractional s-gradients of uϕ.
To prove the second claim, suppose that ‖~g‖Lp(S, lq) ≤ 2 inf ‖~r‖Lp(S, lq), where the
infimum is taken over fractional s-gradients of u in S. By the first part of the proof,
the sequence (g′k)k∈Z,
g′k =
{
hk, if k < kL,
ρk, if k ≥ kL,
where kL is an integer such that 2
kL−1 < L ≤ 2kL, is a fractional s-gradient of uϕ.
Concerning the norm, if 0 < q <∞, we have
(∑
k∈Z
|g′k|
q
)1/q
≤ C
(
‖ϕ‖∞
( kL−1∑
k=−∞
(gk + 2
sk+2|u|)q
)1/q
+
( ∞∑
k=kL
(gk‖ϕ‖∞ + 2
k(s−1)L|u|)q
)1/q)
≤ C
(
‖ϕ‖∞
(∑
k∈Z
|gk|
q
)1/q
+ |u|
( kL−1∑
k=−∞
2(sk+2)q
)1/q
+ L|u|
( ∞∑
k=kL
2kq(s−1)
)1/q)
,
and hence
‖~g′‖Lp(X, lq) ≤ C
(
‖ϕ‖∞‖~g‖Lp(S, lq) + ‖u‖Lp(S)2
skL + L‖u‖Lp(S)2
kL(s−1)
)
≤ C
(
‖ϕ‖∞‖~g‖Lp(S, lq) + L
s‖u‖Lp(S)
)
.
The claim follows by the selection of (gk)k∈Z. The case q = ∞ follows using similar
arguments. 
Remark 3.11. An analogue of Lemma 3.10 holds also for functions from Haj lasz–
Besov spaces N sp,q(S). To prove this, it remains to show that ‖~g
′‖lq(X,Lp) <∞, with the
corresponding bound for the norm, whenever ~g ∈ Ds(u) is such that ‖~g‖lq(S,Lp) < ∞.
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Indeed, when 0 < q <∞, we have
‖~g′‖lq(X,Lp) =
(∑
k∈Z
‖g′k‖
q
Lp(X)
)1/q
= ‖ϕ‖L∞
( kL−1∑
k=−∞
∥∥gk + 2sk+2|u|∥∥qLp(S)
)1/q
+
( ∞∑
k=kL
∥∥gk‖ϕ‖∞ + 2k(s−1)L|u|∥∥qLp(S)
)1/q
≤ C‖ϕ‖∞
(∑
k∈Z
‖gk‖
q
Lp(S)
)1/q
+ ‖u‖Lp(S)
( kL−1∑
k=−∞
2(sk+2)q
)1/q
+ L‖u‖Lp(S)
( ∞∑
k=kL
2kq(s−1)
)1/q
≤ C‖ϕ‖∞‖~g‖lq(S,Lp) + L
s‖u‖Lp(S),
which implies the claim. The case q =∞ follows similarly.
By selecting u ≡ 1 and gk ≡ 0 for all k ∈ Z in (the proof of) Lemma 3.11, we obtain
norm estimates for Lipschitz functions supported in bounded sets.
Corollary 3.12. Let 0 < s < 1, 0 < p < ∞ and 0 < q ≤ ∞. Let Ω ⊂ X be a
measurable set and let ϕ : Ω → R be an L-Lipschitz function supported in a bounded
set F ⊂ Ω. Then ϕ ∈Msp,q(Ω) and
(3.11) ‖ϕ‖Msp,q(Ω) ≤ C(1 + ‖ϕ‖∞)(1 + L
s)µ(F )1/p,
where the constant C > 0 depends only on s and q. The claim holds also with Msp,q(Ω)
replaced by N sp,q(Ω).
4. Interpolation and embedding theorems for Besov spaces
In this section, we prove new interpolation and embedding theorems for Besov spaces.
Recall some essential definitions and properties of the real interpolation theory; see,
for example, the classical references [1], [2] for the details.
Let A0 and A1 be (quasi-semi)normed spaces continuously embedded into a topo-
logical vector space A. For every f ∈ A0 + A1 and t > 0, the K-functional is
K(f, t;A0, A1) = inf
{
‖f0‖A0 + t‖f1‖A1 : f = f0 + f1
}
.
Let 0 < s < 1 and 0 < q ≤ ∞. The interpolation space (A0, A1)s,q consists of functions
f ∈ A0 + A1, for which
‖f‖(A0,A1)s,q =


(∫∞
0
(
t−sK(f, t;A0, A1)
)q dt
t
)1/q
, if q <∞
supt>0 t
−sK(f, t;A0, A1), if q =∞,
is finite.
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The following theorem is the main result of this section. We will apply it later only
in the case q = ∞, but since this interpolation result is of independent interest, we
prove it in full generality. The case 1 ≤ p <∞, 1 ≤ q ≤ ∞ was earlier obtained in [9,
Cor. 4.3] using a version of the Korevaar–Schoen definition for the Sobolev spaces in
the metric setting.
Theorem 4.1. Let X be a metric space with a doubling measure µ. Let 0 < p < ∞,
0 < q ≤ ∞ and 0 < s < 1. Then
(4.1) N˙ sp,q(X) = (L
p(X), M˙1,p(X))s,q
and
(4.2) N sp,q(X) =
(
Lp(X),M1,p(X)
)
s,q
with equivalent norms.
Proof. To prove (4.1), we first show that there exists a constant C > 0 such that for
all t > 0,
(4.3) C−1Ep(f, t) ≤ K(f, t;L
p(X), M˙1,p(X)) ≤ C
( ∞∑
k=0
2−kp˜E p˜p(f, 2
kt)
)1/p˜
,
where p˜ = min{p, 1} and Ep(f, t) is as in (2.6).
We begin with the first inequality in (4.3). Let f = g + h, where g ∈ Lp(X) and
h ∈ M˙1,p(X), and let t > 0. Then
Ep(f, t) ≤ C(Ep(g, t) + Ep(h, t)),
where, by the Fubini theorem,
(4.4)
Epp(g, t) ≤ 2
p
∫
X
|g(x)|p dµ(x) + 2p
∫
X
∫
B(x,t)
|g(y)|p dµ(y)dµ(x)
= 2p
∫
X
|g(x)|p dµ(x) + 2p
∫
X
|g(y)|p
∫
B(y,t)
1
µ(B(x, t))
dµ(x) dµ(y)
≤ C‖g‖pLp(X).
The last estimate follows using the doubling property of µ and the fact that B(y, t) ⊂
B(x, 2t) for each x ∈ B(y, t).
By the definition of the 1-gradient and by the similar argument as in (4.4), for every
ρ ∈ D(h) ∩ Lp(X), we have,
Epp(h, t) =
∫
X
∫
B(x,t)
|h(x)− h(y)|p dµ(y)dµ(x)
≤
∫
X
∫
B(x,t)
(d(x, y))p(ρ(x) + ρ(y))p dµ(y)dµ(x)
≤ Ctp
(∫
X
ρ(x)p dµ(x) +
∫
X
∫
B(x,t)
ρ(y)p dµ(y)dµ(x)
)
≤ Ctp‖ρ‖pLp(X) .
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By taking the infimum over all representations of f in Lp(X) + M˙1,p(X), we have that
Ep(f, t) ≤ CK(f, t;L
p(X), M˙1,p(X)).
To prove the second inequality in (4.3), let f ∈ Lploc(X) and let t > 0. By a standard
covering argument, there is a covering of X by balls Bi = B(xi, t/6), i ∈ N, such
that
∑
i
χ2Bi ≤ N with the overlap constant N > 0 depending only on the doubling
constant of µ.
Let {ϕi}i∈N be a collection of Ct
−1-Lipschitz functions ϕi : X → [0, 1] such that
suppϕi ⊂ 2Bi and
∑
i ϕi(x) = 1 for all x ∈ X , (this is a so called partition of unity
subordinate to the covering {Bi}i∈N, see also the beginning of Section 5).
Let h : X → R be a function defined using median values (3.6) of f ,
h(x) =
∑
i∈N
mf (Bi)ϕi(x), for all x ∈ X,
and let g = f − h.
Let x ∈ X and let Ix = {i : x ∈ 2Bi}. By the properties of the partition of unity,
g(x) =
∑
i∈N
(
f(x)−mf(Bi)
)
ϕi(x) =
∑
i∈Ix
(f(x)−mf (Bi))ϕi(x).
Since the number of elements in Ix is bounded by the overlap constant N independent
of x and t, and, for every i ∈ Ix, Bi ⊂ B(x, t) ⊂ 8Bi, using (3.7) and the doubling
property of µ, we obtain
(4.5) |g(x)| ≤ 2
∑
i∈Ix
(∫
Bi
|f(x)−f(z)|p dµ(z)
)1/p
≤ C
(∫
B(x,t)
|f(x)−f(z)|p dµ(z)
)1/p
,
which implies that
(4.6) ‖g‖Lp(X) ≤ CEp(f, t).
Next we estimate h in the M˙1,p-norm. Let t > 0 and let x, y ∈ X . We consider two
cases.
Case 1: If d(x, y) ≤ t, then Bi ⊂ B(x, 2t) ⊂ 20Bi, for every i ∈ Ix ∪ Iy. Using the
properties of the functions ϕi, we have
h(x)− h(y) =
∑
i∈N
(mf(Bi)− f(x))(ϕi(x)− ϕi(y))
=
∑
i∈Ix
⋃
Iy
(mf(Bi)− f(x))(ϕi(x)− ϕi(y)),
which together with the Ct−1-Lipschitz continuity of the functions ϕi and (3.7) implies
that
|h(x)− h(y)| ≤ C
d(x, y)
t
∑
i∈Ix∪Iy
(∫
Bi
|f(x)− f(z)|p dµ(z)
)1/p
≤ C
d(x, y)
t
(∫
B(x,2t)
|f(x)− f(z)|p dµ(z)
)1/p
.
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Case 2: Let d(x, y) > t. Since
|h(x)− h(y)| ≤ |f(x)− f(y)|+ |g(x)|+ |g(y)|,
it suffices to estimate the terms on the right side. The assumption d(x, y) > t and (4.5)
imply that
|g(x)| ≤ C
d(x, y)
t
(∫
B(x,t)
|f(z)− f(x)|p dµ(z)
)1/p
,
and a corresponding upper bound holds for |g(y)|.
Using (3.7) and the doubling property of µ and writing R = d(x, y), we obtain
|f(x)− f(y)| ≤ |f(x)−mf(B(x,R))|+ |f(y)−mf(B(x,R))|
≤ 2
(∫
B(x,R)
|f(z)− f(x)|p dµ(z)
)1/p
+ C
(∫
B(y,2R)
|f(z)− f(y)|p dµ(z)
)1/p
,
and, hence,
|f(x)− f(y)| ≤ Cd(x, y)(f ♯t (x) + f
♯
t (y)),
where
f ♯t (x) = sup
r≥t
1
r
(∫
B(x,r)
|f(z)− f(x)|p dµ(z)
)1/p
.
Collecting the estimates, we obtain, in both cases, that
|h(x)− h(y)| ≤ Cd(x, y)(f ♯t (x) + f
♯
t (y)),
which shows that f ♯t ∈ D(h). Hence it suffices to estimate ‖f
♯
t ‖Lp(X).
Using the definition of f ♯t and the doubling property of µ, we have
f ♯t (x) ≤
∞∑
k=0
sup
2k−1t<r≤2kt
1
r
(∫
B(x,r)
|f(z)− f(x)|p dµ(z)
)1/p
≤
C
t
∞∑
k=0
2−k
(∫
B(x,2kt)
|f(z)− f(x)|p dµ(z)
)1/p
.
If 0 < p ≤ 1, we use inequality (3.1) and obtain
(4.7)
‖f ♯t ‖
p
Lp(X) ≤
C
tp
∞∑
k=0
2−kp
∫
X
∫
B(x,2kt)
|f(z)− f(x)|p dµ(z) dµ(x)
=
C
tp
∞∑
k=0
2−kpEpp(f, 2
kt) .
When p > 1, we have, by the Minkowski inequality, that
(4.8) ‖f
♯
t ‖Lp(X) ≤
C
t
∞∑
k=0
2−kEp(f, 2
kt).
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Thus, the required inequality
K(f, t;Lp(X), M˙1,p(X)) ≤ C
( ∞∑
k=0
2−kp˜E p˜p(f, 2
kt)
)1/p˜
follows using (4.6)-(4.8) and the definition of the K-functional.
Interpolation result (4.1) for N˙ sp,q(X): The equivalence of Besov norms (2.7), the
definition of the norm ‖f‖B˙sp,q(X) and the first inequality in (4.3) imply that
‖f‖N˙sp,q(X) ≤ C‖f‖(Lp(X),M˙1,p(X))s,q .
To obtain the opposite estimate, we use the second inequality of (4.3).
If q <∞, then
‖f‖(Lp(X),M˙1,p(X))s,q =
(∫ ∞
0
(
t−sK(f, t;Lp(X), M˙1,p(X))
)q dt
t
)1/q
≤ C
(∫ ∞
0
( ∞∑
k=0
t−sp˜2−kp˜E p˜p(f, 2
kt)
)q/p˜
dt
t
)1/q
,
where the last estimate is denoted by A. If q ≤ p˜, then using (3.1) and change of
variables, we obtain
A ≤
( ∞∑
k=0
2−kq
∫ ∞
0
(
t−sEp(f, 2
kt)
)q dt
t
)1/q
=
( ∞∑
k=0
2−kq
∫ ∞
0
(
(2−kτ)−sEp(f, τ)
)q dτ
τ
)1/q
=
( ∞∑
k=0
2kq(s−1)
)1/q(∫ ∞
0
(
τ−sEp(f, τ)
)q dτ
τ
)1/q
.
If q ≥ p˜, then, using the Minkowski inequality and changing variables, we have
A ≤
( ∞∑
k=0
(∫ ∞
0
(
t−sp˜2−kp˜E p˜p(f, 2
kt)
)q/p˜dt
t
)p˜/q)1/p˜
=
( ∞∑
k=0
(∫ ∞
0
(
(2−kτ)−sp˜2−kp˜E p˜p(f, τ)
)q/p˜dτ
τ
)p˜/q)1/p˜
=
( ∞∑
k=0
2kp˜(s−1)
)1/p˜(∫ ∞
0
(
τ−sEp(f, τ)
)q dτ
τ
)1/q
.
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In the case q =∞, we have, using (4.3),
‖f‖(Lp(X),M˙1,p(X))s,∞ = sup
t>0
t−sK(f, t;Lp(X), M˙1,p(X))
≤ C sup
t>0
t−s
( ∞∑
k=0
2−kp˜E p˜p(f, 2
kt)
)1/p˜
= C sup
t>0
( ∞∑
k=0
2kp˜(s−1)
(
(2kt)−sEp(f, 2
kt)
)p˜)1/p˜
≤ C
( ∞∑
k=0
2kp˜(s−1)
)1/p˜
sup
t>0
t−sEp(f, t).
By the comparability of the norms in Besov spaces given by different definitions,
(2.7), we have
‖f‖(Lp(X),M˙1,p(X))s,q ≤ C‖f‖N˙sp,q(X).
Interpolation result (4.2) for N sp,q(X): We start by showing that
(4.9) K(f, t, Lp(X),M1,p(X)) ≈ K(f, t;Lp(X), M˙1,p(X)) + min{1, t}‖f‖Lp(X)
for each f ∈ Lp(X) +M1,p(X) and every t > 0.
Let f be such a function and let t > 0. The definition of the K-functional and the
spaces M˙1,p(X) and M1,p(X) imply that
K(f, t;Lp(X), M˙1,p(X)) ≤ K(f, t, Lp(X),M1,p(X)).
For every g ∈ Lp(X) and h ∈M1,p(X) with f = g + h, we have
min{1, t}‖f‖Lp(X) ≤ C
(
min{1, t}‖g‖Lp(X) +min{1, t}‖h‖Lp(X)
)
≤ C
(
‖g‖Lp(X) + t‖h‖M1,p(X)
)
,
which implies that
min{1, t}‖f‖Lp(X) ≤ CK(f, t, L
p(X),M1,p(X)).
This implies one direction of inequality (4.9).
For the other direction, assume first that t > 1. Then the claim follows from the
fact that
K(f, t, Lp(X),M1,p(X)) ≤ ‖f‖Lp(X).
If 0 < t < 1, let g ∈ Lp(X) and h ∈ M˙1,p(X) be such that f = g+ h. Then h ∈ Lp(X)
with ‖h‖Lp(X) ≤ C(‖f‖Lp(X) + ‖g‖Lp(X)) and
K(f, t, Lp(X),M1,p(X)) ≤ ‖g‖Lp(X) + t‖h‖M1,p(X)
= ‖g‖Lp(X) + t‖h‖Lp(X) + t‖h‖M˙1,p(X)
≤ C
(
‖g‖Lp(X) + t‖h‖M˙1,p(X) + t‖f‖Lp(X)
)
,
from which the claim follows by taking the infimum over such decompositions f = g+h.
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Since ∫ ∞
0
(
t−smin{1, t}
)q dt
t
<∞ and sup
t>0
t−smin{1, t} <∞,
(4.9) implies that
‖f‖(Lp(X),M1,p(X))s,q ≈ ‖f‖(Lp(X),M˙1,p(X))s,q + ‖f‖Lp(X),
and, hence, (4.2) follows from (4.1). 
Remark 4.2. Since each linear operator which is bounded in Lp and in M1,p, is
bounded in the interpolation space, the extension results for Besov space with p ≥ 1
follow from Theorem 4.1 and the extension results in [15].
Theorem 4.1 and the reiteration theorem [20, Thm 3.1] imply the following inter-
polation theorem for Haj lasz–Besov spaces. In the Euclidean setting, this result was
proved in [6] using different methods. For related interpolation results in the metric
setting, see [46], [16] and [9].
Theorem 4.3. Let X be a metric space with a doubling measure µ. Let 0 < p < ∞,
0 < q, q0, q1 ≤ ∞, 0 < s0, s1, λ < 1, and s = (1− λ)s0 + λs1. Then(
N˙ s0p,q0(X), N˙
s1
p,q1(X)
)
λ,q
= N˙ sp,q(X)
and (
N s0p,q0(X), N
s1
p,q1
(X)
)
λ,q
= N sp,q(X)
with equivalent norms.
4.1. An Embedding theorem for the Haj lasz–Besov spaces. Our interpolation
theorem implies a Sobolev type embedding result for the Haj lasz–Besov spaces. The
embedding is into the Lorentz spaces.
Recall that the Lorentz space Lp,q(X), 0 < p <∞, 0 < q ≤ ∞, consists of measurable
functions u : X → [−∞,∞], for which the (quasi)norm
‖u‖Lp,q(X) = p
1/q
(∫ ∞
0
tqµ
(
{x ∈ X : |u(x)| ≥ t}
)q/p dt
t
)1/q
,
when q <∞, and
‖u‖Lp,∞(X) = sup
t>0
tµ
(
{x ∈ X : |u(x)| > t}
)1/p
,
when q = ∞, is finite. Using the Cavalieri principle, it is easy to see that Lp,p(X) =
Lp(X). Moreover, Lp,∞(X) equals weak Lp(X)-space and Lp,q(X) ⊂ Lp,r(X) when
r > q.
In the Euclidean setting, embedding Bsp,q(R
n) →֒ Lp
∗(s),q(Rn) was obtained in [17,
Thm 1.15] using an atomic decomposition of Bsp,q(R
n). In the metric case, the em-
bedding of Besov spaces Bsp,q(X), p > 1, q ≥ 1, to Lorentz spaces was proved in [9]
under the assumption that X supports a (1, p)-Poincare´ inequality. The idea of our
proof comes from [9, Thm 5.1]. For the readers’ convenience, we give the proof with
all details.
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Theorem 4.4. Let X be a Q-regular metric space, Q ≥ 1. Let 0 < s < 1, 0 < p < Q/s
and 0 < q ≤ ∞. There is a constant C > 0 such that
(4.10) inf
c∈R
‖u− c‖Lp∗(s),q(X) ≤ C‖u‖N˙sp,q(X) ,
where p∗(s) = Qp/(Q− sp).
Proof. By Lemma 3.4, for every ball B(x, r) ⊂ X and for every u ∈ M˙1,p(X), we have
inf
c∈R
(∫
B(x,r)
|u(y)− c|p
∗
dµ(y)
)1/p∗
≤ Cr
(∫
B(x,2r)
gp dµ
)1/p
,
where p∗ = pQ/(Q − p), whenever g ∈ Lp(X) is a 1-gradient of u. Since the measure
µ is Q-regular, we obtain
inf
c∈R
(∫
B(x,r)
|u(y)− c|p
∗
dµ(y)
)1/p∗
≤ C0
(∫
B(x,2r)
gp dµ
)1/p
,
where the constant C0 > 0 is independent of r. It follows that, for every k ≥ 1, there
is ck ∈ R such that
‖u− ck‖Lp∗(B(x,k)) ≤ 2C0‖u‖M˙1,p(X).
Since
‖u− ck‖Lp∗(B(x,1)) ≤ ‖u− ck‖Lp∗(B(x,k) ≤ 2C0‖u‖M˙1,p(X),
and X is Q-regular, we have that
|ck| ≤ c
1/p∗
Q
(
‖u− ck‖Lp∗(B(x,1)) + ‖u‖Lp∗(B(x,1))
)
≤ c
1/p∗
Q
(
‖u− ck‖Lp∗(B(x,1)) + ‖u− c1‖Lp∗(B(x,1)) + c1c
1/p∗
Q
)
≤ C‖u‖M˙1,p(X) + C,
where the constant C > 0 does not depend on k. As a bounded sequence in R, (ck)
has a subsequence (ckj) that converges to some c ∈ R.
Now, for a fixed m, and for each kj ≥ m, we have
‖u− c‖Lp∗(B(x,m)) ≤ C
(
‖u− ckj‖Lp∗(B(x,m)) + ‖ckj − c‖Lp∗(B(x,m))
)
≤ C
(
‖u− ckj‖Lp∗(B(x,kj)) + ‖ckj − c‖Lp∗(B(x,m))
)
≤ C
(
‖u‖M˙1,p(X) + µ(B(x,m))
1/p∗ |ckj − c|
)
.
By letting first j →∞ and then m→∞, we conclude that
‖u− c‖Lp∗(X) ≤ C‖u‖M˙1,p(X) .
Since 1−s
p
+ s
p∗
= 1
p∗(s)
, an interpolation theorem from [20, Thm 4.3] together with the
fact that Lr,r(X) = Lr(X) for each r, states that
Lp
∗(s),q(X) = (Lp(X), Lp
∗
(X))s,q.
Thus, using Theorem 4.1, we obtain
inf
c∈R
‖u− c‖Lp∗(s),q(X) ≤ C inf
c∈R
‖u− c‖(Lp(X),Lp∗ (X))s,q
≤ C‖u‖(Lp(X),M˙1,p(X))s,q ≈ C‖u‖N˙sp,q(X).

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5. The proof of Theorem 1.2
In order to prove Theorem 1.2, we use a modification of the Whitney extension
method, which has been standard in the study of extension problems starting from
work [22]. We start by recalling basic properties of the Whitney covering and the
corresponding partition of unity; see, for example, [15]. We also refer to [5, Thm
III.1.3] and [28, Lemma 2.9] for the proofs of these properties.
Let U ( X be an open set and, for each x ∈ U , let
r(x) = dist(x,X \ U)/10.
There exists a countable family B = {Bi}i∈I of balls Bi = B(xi, ri), where ri = r(xi),
such that B is a covering of U and the balls 1/5Bi are disjoint. The next lemma easily
follows from the definition of the Whitney covering B and the doubling property of the
measure µ.
Lemma 5.1. Let B be a Whitney covering of an open set U . There is M ∈ N such
that for all i ∈ N,
(1) 5Bi ⊂ U ,
(2) if x ∈ 5Bi, then 5ri < dist(x,X \ U) < 15ri,
(3) there is x∗i ∈ X \ U such that d(xi, x
∗
i ) < 15ri,
(4)
∑
i∈I
χ5Bi(x) ≤ M for all x ∈ U .
Let {ϕi}i∈I be a Lipschitz partition of unity subordinated to the covering B with the
following properties:
(i) suppϕi ⊂ 2Bi,
(ii) ϕi(x) ≥M
−1 for all x ∈ Bi,
(iii) there is a constant K > 0 such that each ϕi is Kr
−1
i -Lipschitz,
(iv)
∑
i∈I ϕi(x) = χU(x).
Note that if 5Bi ∩ 5Bj 6= ∅, then 1/3ri ≤ rj ≤ 3rj and d(x
∗
i , x
∗
j ) ≤ 80ri, where the
points x∗i , x
∗
j are as in Lemma 5.1 (3).
As it was already mentioned, we construct an extension operator using median values
of a function. By this technique, we can prove the result for all 0 < p < ∞, but our
extension operator appears to be non-linear. If p > Q/(Q + s), a linear extension
can be obtained by replacing medians mu(B
∗
i ∩ S) with integral averages uB∗i ∩S in the
definition of the local extension (5.1). This is easy to show employing (3.4) in the
proof; we leave the details to the reader.
5.1. The proof of Theorem 1.2. Let S ( X be a set satisfying measure density
condition (1.1). We may assume that S is closed, because µ(S \S) = 0 by [40, Lemma
2.1].
Assume first that u ∈Msp,q(S) and that (gk)k∈Z ∈ D
s(u) with
‖(gk)‖Lp(S, lq) < 2 inf
(hk)∈Ds(u)
‖(hk)‖Lp(S, lq).
Although the functions gk are defined on S only, we identify them with functions
defined on X by assuming that each gk = 0 on X \ S.
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Let B = {Bi}i∈I , Bi = B(xi, ri), be a Whitney covering of X \ S and let {ϕi}i∈I be
the associated Lipschitz partition of unity. Define B1 = {Bi}i∈J as the collection of all
balls from B with radius less than 1, and note that the measure density condition holds
for balls in B1. For each i ∈ J , let x
∗
i be ”the closest point of xi in S” as in Lemma 5.1,
let
B∗i = B(x
∗
i , ri),
and for each x ∈ 2Bi, i ∈ J , let
Bx = B(x, 25r(x)) = B(x,
5
2
dist(x, S)).
Then B∗i ⊂ Bx ⊂ 47B
∗
i and, by the measure density condition and the doubling
property of µ,
µ(Bx) ≤ Cµ(B
∗
i ∩ S).
A local extension to the neighborhood of S:
We will first construct an extension of u with norm estimates to set
V = {x ∈ X : dist(x, S) < 8}.
For each x ∈ V \ S, let
Ix = {i ∈ I : x ∈ 2Bi}.
By Lemma 5.1, the number of elements in Ix is bounded by M . Moreover, if i ∈ I \ J ,
then ri ≥ 1 and hence dist(2Bi, S) ≥ 8ri ≥ 8. Thus 2Bi ∩ V = ∅ and i 6∈ Ix.
Accordingly, Ix ⊂ J and therefore∑
i∈Ix
ϕi(x) =
∑
i∈I
ϕi(x) =
∑
i∈J
ϕi(x) = 1 for x ∈ V \ S.
Define the local extension E˜u of u by
(5.1) E˜u(x) =
{
u(x), if x ∈ S,∑
i∈J ϕi(x)mu(B
∗
i ∩ S), if x ∈ X \ S.
We begin by showing that
(5.2) ‖E˜u‖Lp(V ) ≤ C‖u‖Lp(S).
If x ∈ X \ S, applying (3.7) with 0 < η < p, we obtain
|E˜u(x)| ≤
∑
i∈Ix
ϕi(x)|mu(B
∗
i ∩ S)| ≤ C
∑
i∈Ix
(∫
B∗i ∩S
|u|η dµ
)1/η
≤ C
(∫
Bx
|u|η dµ
)1/η
≤ C
(
Muη(x)
)1/η
.
Note that in the estimates above, we assumed that u equals zero outside S, hence,∫
Bx
|u| dµ = µ(Bx)
−1
∫
Bx∩S
|u| dµ.
Now norm estimate (5.2) follows from the definition of E˜u and the boundedness of the
Hardy–Littlewood maximal operator in Lp/η.
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A fractional s-gradient for the local extension:
Let 0 < δ < 1−s, 0 < ε′ < s and 0 < t < min{p, q}. We define the sequence (g˜k)k∈Z,
a candidate for the fractional s-gradient of E˜u, as follows
(5.3) g˜k(x) =
k−1∑
j=−∞
2(j−k)δ
(
M gtj(x)
)1/t
+
∞∑
j=k−6
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t
.
We will split the rest of the proof of the theorem into several steps.
Lemma 5.2. There is a constant C > 0 such that (Cg˜k)k∈Z, where functions g˜k are
given by formula (5.3), is a fractional s-gradient of E˜u .
Proof. Let k ∈ Z and let x, y ∈ V be such that 2−k−1 ≤ d(x, y) < 2−k. We consider
the following four cases:
Case 1: Since, clearly, almost everywhere on S the inequality gk ≤ g˜k holds, for almost
every x, y ∈ S,
|E˜u(x)− E˜u(y)| = |u(x)− u(y)| ≤ d(x, y)s(g˜k(x) + g˜k(y)).
Case 2: x ∈ V \ S, y ∈ S.
Then r(x) = dist(x, S)/10 < 2−k/10 and there is x∗ ∈ Bx ∩ S such that d(x, x
∗) <
15r(x). Let m ∈ Z be such that 2−m−1 ≤ 50r(x) < 2−m and let
Bx∗ = B(x
∗, 2−m).
Then Bx ⊂ Bx∗ and 2Bx∗ ⊂ 9Bx. Now
(5.4) |E˜u(x)− E˜u(y)| ≤ |E˜u(x)−mu(Bx∗ ∩ S)|+ |u(y)−mu(Bx∗ ∩ S)|,
and we begin with the first term of (5.4). Using (3.9) and the fact that B∗i ⊂ Bx ⊂ Bx∗
with comparable measures, we have
|E˜u(x)−mu(Bx∗ ∩ S)| =
∣∣∣∑
i∈Ix
ϕi(x)(mu(B
∗
i ∩ S)−mu(Bx∗ ∩ S))
∣∣
≤ C2−mε
′
∑
j≥m−2
2−j(s−ε
′)
(∫
B(x∗,2−m+1)
gtj dµ
)1/t
,
where (∫
B(x∗,2−m+1)
gtj dµ
)1/t
≤ C
(∫
9Bx
gtj dµ
)1/t
≤ C
(
M gtj(x)
)1/t
.
Since
2−m ≤ 100r(x) = 10 dist(x, S) ≤ 10d(x, y) < 10 · 2−k,
we have that m ≥ k − 4, and hence
|E˜u(x)−mu(Bx∗ ∩ S)| ≤ C2
−ks
∑
j≥k−6
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t
≤ Cd(x, y)s
∑
j≥k−6
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t
.
Next we estimate the second term in (5.4). Let l be the smallest integer such that
B(y, 2−k) ⊂ 2lBx∗ . Then 2
l+1Bx∗ ⊂ B(x, 17 · 2
−k) and the radius of the ball 2l−1Bx∗
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is at most 2−k+2. Moreover, by the selection of l, the radius 2l−m of the ball 2lBx∗ is
comparable to 2−k,
(5.5) 2−k ≤ 2−k + d(x∗, y) ≤ 2l−m ≤ 2−k+3.
We have
|u(y)−mu(Bx∗ ∩ S)| ≤ |u(y)−mu(B(y, 2
−k) ∩ S)|
+ |mu(B(y, 2
−k) ∩ S)−mu(2
lBx∗ ∩ S)|+ |mu(2
lBx∗ ∩ S)−mu(Bx∗ ∩ S)|
= (a) + (b) + (c),
and we estimate the terms (a)− (c) separately.
Let y be such that (3.8) holds (almost every point is such a point). Using (3.9) and
estimating the geometric series in the third row by its first term 2−kε
′
, we obtain
(a) ≤
∞∑
i=0
|mu(B(y, 2
−i−k) ∩ S)−mu(B(y, 2
−(i+1)−k) ∩ S)|
≤ C
∞∑
i=0
2(−i−k)ε
′
∞∑
j=(i+k)−2
2−j(s−ε
′)
(∫
B(y,2−i−k+1)
gtj dµ
)1/t
≤ C
∞∑
j=k−2
2−j(s−ε
′)
(
M gtj(y)
)1/t ∞∑
i=0
2(−i−k)ε
′
≤ C2−kε
′
∞∑
j=k−2
2−j(s−ε
′)
(
M gtj(y)
)1/t
≤ C2−ks
∞∑
j=k−2
2(k−j)(s−ε
′)
(
M gtj(y)
)1/t
≤ Cd(x, y)s
∞∑
j=k−2
2(k−j)(s−ε
′)
(
M gtj(y)
)1/t
.
For term (b), we use (3.9) and the fact B(y, 2−k) ⊂ 2lBx∗ ⊂ 5B(y, 2
−k) to obtain
(b) = |mu(B(y, 2
−k) ∩ S)−mu(2
lBx∗ ∩ S)|
≤ C2−(m−l)ε
′
∑
j≥m−l−2
2−j(s−ε
′)
(∫
2l+1Bx∗
gtj dµ
)1/t
.
Now (5.5) together with the preceding discussion implies that
2l+1Bx∗ ⊂ 17B(x, 2
−k) ⊂ C2l+1Bx∗ ,
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and hence
(b) ≤ C2−kε
′
∑
j≥k−5
2−j(s−ε
′)
(∫
17B(x,2−k)
gtj dµ
)1/t
≤ C2−ks
∑
j≥k−5
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t
≤ Cd(x, y)s
∑
j≥k−5
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t
.
For the third term (c), we have, using similar estimates as above
(c) = |mu(2
lBx∗ ∩ S)−mu(Bx∗ ∩ S)|
≤
l−1∑
i=0
|mu(2
iBx∗ ∩ S)−mu(2
i+1Bx∗ ∩ S)|
≤ C
l−1∑
i=0
2−(m−i−1)ε
′
∑
j≥m−i−3
2−j(s−ε
′)
(∫
2i+2Bx∗
gtj dµ
)1/t
.
Since Bx ⊂ Bx∗ ⊂ 5Bx, estimating the sum by the (l − 1). term and using (5.5), we
have
(c) ≤ C
l−1∑
i=0
2−(m−i−1)s
∑
j≥m−i−3
2(m−i−1−j)(s−ε
′)
(
M gtj(x)
)1/t
≤ C2−ks
∑
j≥k−5
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t
≤ Cd(x, y)s
∑
j≥k−5
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t
.
Case 3: x, y ∈ V \ S, d(x, y) ≥ min{dist(x, S), dist(y, S)}.
We begin with inequality
|E˜u(x)− E˜u(y)| ≤ |E˜u(x)−mu(Bx∗ ∩ S)|+ |E˜u(y)−mu(By∗ ∩ S)|
+ |mu(Bx∗ ∩ S)−mu(By∗ ∩ S)|
= (1) + (2) + (3),
where y∗ ∈ By ∩ S and By∗ are chosen similarly as point x
∗ and ball Bx∗ for x in the
beginning of case 2. The radii of balls Bx∗ and By∗ are denoted by 2
−mx and 2−my .
We may assume that dist(x, S) ≤ dist(y, S). Then
r(y) = 1
10
dist(y, S) ≤ 1
10
(d(x, y) + dist(x, S)) ≤ 1
5
d(x, y),
and hence dist(y, S) ≤ 2d(x, y), d(x, x∗) < 2−k+1 and d(y, y∗) < 3·2−k. Hence estimates
for (1) and (2) follow similarly as for the first term of (5.4).
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For the last term (3), let K ≥ 0 be the smallest integer such that the radius of the
ball 2KBy∗ is at least 2
−k, that is, 2−k ≤ 2K−my < 2−k+1. Then
|mu(Bx∗ ∩ S)−mu(By∗ ∩ S)|
≤ |mu(By∗ ∩ S)−mu(2
KBy∗ ∩ S)|+ |mu(2
KBy∗ ∩ S)−mu(Bx∗ ∩ S)|
= (α) + (β).
We begin with (α). If K = 0, then (α) = 0. If K > 0, then the radius of 2K−1By∗ is
at most 2−k. This together with the fact that d(y, y∗) < 3 · 2−k implies that
2K+1By∗ ⊂ B(y, 7 · 2
−k) ⊂ 5 · 2K+1By∗ .
Hence, using (3.9), we have
(α) ≤
K−1∑
i=0
|mu(2
iBy∗ ∩ S)−mu(2
i+1By∗ ∩ S)|
≤ C
K−1∑
i=0
2−(my−i−1)ε
′
∑
j≥my−i−3
2−j(s−ε
′)
(∫
2i+2By∗
gtj dµ
)1/t
≤ C
K−1∑
i=0
2−(my−i−1)ε
′
∑
j≥my−i−3
2−j(s−ε
′)
(
M gtj(y)
)1/t
.
As in the case 2 (c), we estimate the sum by the (K − 1). term and use the fact that
(5.6) 2K−1−my < 2−k ≤ 2K−my
and obtain
(α) ≤ Cd(x, y)s
∑
j≥k−1
2(k−j)(s−ε
′)
(
M gtj(y)
)1/t
.
For (β), let L ≥ 0 be the smallest integer such that 2KBy∗ ⊂ 2
LBx∗ . Now, by the
selection of L and (5.6),
(5.7) 2−k ≤ 2L−mx < 2−k+4,
and hence 2LBx∗ ⊂ 22 · 2
KBy∗ , 2
LBx∗ ⊂ B(x, 2
−k) and B(x, 2−k) ⊂ 3 · 2LBx∗ . Now
(β) = |mu(2
KBy∗ ∩ S)−mu(Bx∗ ∩ S)|
≤ |mu(2
KBy∗ ∩ S)−mu(2
LBx∗ ∩ S)|+ |mu(2
LBx∗ ∩ S)−mu(Bx∗ ∩ S)|,
where, by similar estimates as above and (5.7),
|mu(2
KBy∗ ∩ S)−mu(2
LBx∗ ∩ S)| ≤ Cd(x, y)
s
∑
j≥k−6
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t
.
Similarly as for (α) above, we obtain
|mu(2
LBx∗ ∩ S)−mu(Bx∗ ∩ S)| ≤ Cd(x, y)
s
∑
j≥k−6
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t
.
Case 4: x, y ∈ V \ S, d(x, y) < min{dist(x, S), dist(y, S)}.
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We may assume that dist(x, S) ≤ dist(y, S). By the properties of the functions ϕi
and the fact that Bi ⊂ Bx∗ with comparable measures whenever i ∈ Ix ∪ Iy, we can
use similar estimates as for the first term of (5.4) and obtain
(5.8)
|E˜u(x)− E˜u(y)| =
∣∣∣ ∑
i∈Ix∪Iy
(ϕi(x)− ϕi(y))
(
mu(B
∗
i ∩ S)−mu(Bx∗ ∩ S)
)∣∣∣
≤ C
d(x, y)
r(x)
2−mxε
′
∑
j≥mx−2
2−j(s−ε
′)
(
M gtj(x)
)1/t
.
Using the assumptions 0 < δ < 1 − s, r(x) < 2−mx , d(x, y) < dist(x, S) = 10r(x) and
d(x, y) < 2−k, we have
d(x, y)r(x)−12−mxε
′
≤ Cd(x, y)r(x)s+δ−1 2mx(s−ε
′+δ)
≤ Cd(x, y)s+δ 2mx(s−ε
′+δ)
≤ Cd(x, y)s2(mx−k)δ+mx(s−ε
′).
This together with (5.8) implies that
|E˜u(x)− E˜u(y)| ≤ Cd(x, y)s
∞∑
j=mx−2
2(mx−k)δ+(mx−j)(s−ε
′)
(
M gtj(x)
)1/t
.
By splitting the sum in two parts and using the facts mx ≤ j + 2 and mx ≤ k, we
obtain
∞∑
j=mx−2
2(mx−k)δ+(mx−j)(s−ε
′)
(
M gtj(x)
)1/t
=
k−1∑
j=mx−2
2(mx−k)δ+(mx−j)(s−ε
′)
(
M gtj(x)
)1/t
+
∞∑
j=k
2(mx−k)δ+(mx−j)(s−ε
′)
(
M gtj(x)
)1/t
≤ C
( k−1∑
j=−∞
2(j−k)δ
(
M gtj(x)
)1/t
+
∞∑
j=k
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t)
,
which implies the claim in case 4. Cases 1-4 show that (Cg˜k) is a fractional s-gradient
for the extension E˜u. 
Next will estimate the norm of the fractional s-gradient of the local extension. Recall
from (5.3) that
g˜k(x) =
k−1∑
j=−∞
2(j−k)δ
(
M gtj(x)
)1/t
+
∞∑
j=k−6
2(k−j)(s−ε
′)
(
M gtj(x)
)1/t
,
where 0 < δ < 1− s, 0 < ε′ < s and 0 < t < min{p, q}.
Lemma 5.3. ‖(g˜k)‖Lp(V, lq) ≤ C‖(gk)‖Lp(S, lq).
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Proof. We estimate only the Lp(V, lq) norm of
( k−1∑
j=−∞
2(j−k)δ
(
M gtj(x)
)1/t)
k∈Z
,
since another part can be estimated in a similar way.
Lemma 3.1 implies that
∑
k∈Z
( k−1∑
j=−∞
2(j−k)δ
(
M gtj(x)
)1/t)q
≤ C
∑
j∈Z
(
M gtj(x)
)q/t
Hence, using a version of the Fefferman–Stein vector valued maximal function theorem
for metric space with a doubling measure, proved in [35, Thm 1.3], [10, Thm 1.2] (for
the original version, see [8, Thm 1]), we obtain
‖(g˜k)k∈Z‖Lp(V, lq) ≤ ‖(Mg
t
k)k∈Z‖
1/t
Lp/t(V, lq/t)
≤ C‖(gtk)k∈Z‖
1/t
Lp/t(X, lq/t)
= C‖~g‖Lp(X,lq) = C‖~g‖Lp(S, lq),
where the last equality holds, since ~g ≡ 0 outside S. 
If u ∈ N sp,q(S) and (gk)k∈Z ∈ D
s(u) with
‖(gk)‖lq(Lp(S)) < 2 inf
(hk)∈Ds(u)
‖(hk)‖lq(Lp(S)),
then we proceed as in the Triebel–Lizorkin case. Lemma 5.2 gives a fractional s-
gradient (g˜k)k∈Z for the local extension, and the norm estimate corresponding Lemma
5.3 follows from the lemma below.
Lemma 5.4. ‖(g˜k)‖lq(Lp(V )) ≤ C‖(gk)‖lq(Lp(S)).
Proof. As in the proof of Lemma 5.3, we estimate the first part of (g˜k) only. The second
part can be estimated similarly.
Assume first that p ≥ 1. By the Minkowski inequality and the boundedness of the
Hardy–Littlewood maximal operator in Lr, r > 1, we have
∥∥∥ k∑
j=−∞
2(j−k)δ
(
M gtj
)1/t ∥∥∥
Lp(V )
≤
k∑
j=−∞
2(j−k)δ
∥∥ (M gtj)1/t ∥∥Lp(V )
≤
k∑
j=−∞
2(j−k)δ‖gj‖Lp(X),
and Lemma 3.1 implies that
∑
k∈Z
( k∑
j=−∞
2(j−k)δ‖gj‖Lp(V )
)q
≤ C
∑
j∈Z
‖gj‖
q
Lp(X).
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Assume then that 0 < p < 1. Using inequality (3.1) and the boundedness of the
Hardy–Littlewood maximal operator in Lr, r > 1, we obtain∥∥∥ k∑
j=−∞
2(j−k)δ
(
M gtj
)1/t ∥∥∥p
Lp(V )
≤
k∑
j=−∞
2(j−k)δp
∥∥ (M gtj)1/t ∥∥pLp(V )
≤
k∑
j=−∞
2(j−k)δp‖gj‖
p
Lp(X).
Hence, using Lemma 3.1, we have
∑
k∈Z
∥∥∥ k∑
j=−∞
2(j−k)δ
(
M gtj
)1/t∥∥∥q
Lp(V )
≤
∑
k∈Z
( k∑
j=−∞
2(j−k)δp‖gj‖
p
Lp(X)
)q/p
≤ C
∑
j∈Z
‖gj‖
q
Lp(X).
The desired norm estimate follows in both cases because ~g ≡ 0 outside S. 
The final extension:
Now we are ready to define the final extension. Let Ψ: X → [0, 1] be an L-Lipschitz
cut-off function such that Ψ|S = 1 and Ψ|X\V = 0. We define an extension operator
by setting
Eu = ΨE˜u.
Then Eu = u in S and, by (5.2),
‖Eu‖Lp(X) ≤ ‖E˜u‖Lp(V ) ≤ C‖u‖Lp(S).
In the Triebel–Lizorkin case, (5.2) together with Lemmas 5.2 and 5.3 imply that E˜u ∈
Msp,q(V ) and ‖(g˜k)‖Lp(V, lq) ≤ ‖(gk)‖Lp(S, lq). Now, by Lemma 3.10, the sequence (g
′
k)k∈Z,
g′k =
{
(g˜k + 2
sk+2|E˜u|)χsuppΨ, if k < kL,
(g˜k + 2
k(s−1)L|E˜u|)χsuppΨ, if k ≥ kL,
where kL is the integer such that 2
kL−1 < L ≤ 2kL, is a fractional s-gradient of Eu and
it satisfies norm estimate
‖~g′‖Lp(X, lq) ≤ C‖E˜u‖Msp,q(V ) ≤ C‖u‖Msp,q(S).
Hence Eu ∈Msp,q(X) and ‖Eu‖Msp,q(X) ≤ C‖u‖Msp,q(S). The Besov case follows similarly
by using Lemma 5.3 instead of Lemma 5.3 and Remark 3.11.
This concludes the proof of Theorem 1.2. 
6. Measure density from extension
The main theorem of this section shows that if the space X is Q-regular and geodesic,
then the measure density of a domain is a necessary condition for the extension property
of functions from Haj lasz–Besov and Haj lasz–Triebel–Lizorkin spaces. The analogous
result for functions from Haj lasz–Sobolev spaces was proved in [15, Thm 5], and the
proof given below is inspired by the corresponding proof in that paper. The main tools
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in the proof are Lipschitz estimates from Section 3.3 and embedding theorems, both
the old ones and Theorem 4.4. The assumption that X is geodesic is used only to get
the property µ(∂B) = 0 for all balls B.
Theorem 6.1. Let X be a Q-regular, geodesic metric measure space. Let 0 < s < 1,
0 < p < ∞, and 0 < q ≤ ∞. If Ω ⊂ X is an Msp,q-extension domain (or an N
s
p,q-
extension domain), then it satisfies measure density condition (1.1).
Proof. First we assume that Ω is an Msp,q-extension domain for some 0 < s < 1,
0 < p < ∞, and 0 < q ≤ ∞. To show that the measure density condition holds, let
x ∈ Ω and 0 < r ≤ 1, and let B = B(x, r). We may assume that Ω \ B(x, r) 6= ∅,
otherwise the measure density condition is obviously satisfied.
We split the proof into three different cases depending on the size of sp.
Case 1: 0 < sp < Q. By the proof of [15, Proposition 13], the geodesity of X implies
that µ(∂B(x,R)) = 0 for every R > 0. Hence there exist radii 0 < ˜˜r < r˜ < r such that
µ(B(x, ˜˜r) ∩ Ω) = 1
2
µ(B(x, r˜) ∩ Ω) = 1
4
µ(B(x, r) ∩ Ω).
Let u : Ω→ [0, 1],
u(y) =


1, if y ∈ B(x, ˜˜r) ∩ Ω,
r˜−d(x,y)
r˜−˜˜r
, if y ∈ B(x, r˜) \B(x, ˜˜r) ∩ Ω,
0, if y ∈ Ω \B(x, r˜).
Since the function u is 1/(r˜ − ˜˜r)-Lipschitz and ‖u‖∞ ≤ 1, by Corollary 3.12 and the
fact that 0 < r˜ − ˜˜r < 1, we have
(6.1) ‖u‖Msp,q(Ω) ≤ Cµ(B(x, r˜) ∩ Ω)
1/p(r˜ − ˜˜r)−s.
We want to find a good lower bound for ‖u‖Msp,q(Ω). Let v ∈ M
s
p,q(X) be an extension
of u, and let (hk)k∈Z ∈ D
s(v) be such that
‖(hk)k∈Z‖Lp(X, lq) ≤ C‖v‖Msp,q(X).
Since
|v(z)− v(y)| ≤ Cd(z, y)s
(
sup
k∈Z
hk(z) + sup
k∈Z
hk(y)
)
for almost every z, y ∈ X , we have that v ∈ Ms,p(X) with an s-gradient H = sup
k∈Z
hk.
Now, by Lemma 3.4,
(6.2) inf
c∈R
(∫
B(x,1)
|v − c|p
∗(s) dµ
)1/p∗(s)
≤ C
(∫
B(x,2)
Hp dµ
)1/p
,
where p∗(s) = Qp/(Q− ps) and, by the selection of (hk)k∈Z,(∫
B(x,2)
Hp dµ
)1/p
≤
( ∫
X
sup
k∈Z
hpk dµ
)1/p
≤ C‖v‖Msp,q(X).
Inequality (6.2), together with the last estimate, the Q-regularity and the fact that v
is an extension of u, implies the existence of c0 such that(∫
B(x,1)
|v − c0|
p∗(s) dµ
)1/p∗(s)
≤ C‖v‖Msp,q(X) ≤ C‖u‖Msp,q(Ω).
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Hence, by the Chebyshev inequality, we have
(6.3)
(
µ
(
{y ∈ B(x, 1) : |v(y)− c0| > λ}
))1/p∗(s)
≤
C
λ
‖u‖Msp,q(Ω).
Since u = v = 1 on B(x, ˜˜r)∩Ω and u = v = 0 on (B(x, r) \B(x, r˜))∩Ω, we have that
|v − c0| ≥ 1/2
on at least one of the sets B(x, ˜˜r) ∩ Ω and (B(x, r) \ B(x, r˜)) ∩ Ω. Since the two sets
have measures comparable to the measure of B(x, r˜) ∩ Ω, (6.3) with λ = 1/2 gives
µ(B(x, r˜) ∩ Ω)1/p
∗(s) ≤ C‖u‖Msp,q(Ω).
This together with (6.1) shows that
µ(B(x, r˜) ∩ Ω)1/p
∗(s) ≤ C(r˜ − ˜˜r)−sµ(B(x, r˜) ∩ Ω)1/p,
and hence
(6.4) r˜ − ˜˜r ≤ Cµ(B(x, r˜) ∩ Ω)1/Q.
Now, defining radii rj, j = 0, 1, . . . , as
r0 = r, rj+1 = r˜j,
we have
µ(B(x, rj) ∩ Ω) = 2
−jµ(B(x, r) ∩ Ω),
which implies that rj → 0 as j →∞. Applying inequality (6.4) for rj+1, we obtain
rj+1 − rj+2 ≤ Cµ(B(x, rj+1) ∩ Ω)
1/Q ≤ C2−j/Qµ(B(x, r) ∩ Ω)1/Q,
and hence
r˜ = r1 =
∞∑
j=0
(rj+1 − rj+2) ≤ Cµ(B(x, r) ∩ Ω)
1/Q.
Since it was proved in [15, Lemma 14], that if measure density condition (1.1) holds for
all x ∈ Ω and all 0 < r ≤ 1 such that r ≤ 10r˜, it holds for all x ∈ Ω and all 0 < r ≤ 1,
we are done in this case. Note that the assumption of connectedness of Ω is essential
in the cited lemma.
Case 2: sp > Q. Let u : Ω→ [0, 1],
u(y) =
{
1− d(x,y)
r
, if y ∈ B(x, r),
0, if y ∈ Ω \B(x, r).
Since the function u is r−1-Lipschitz and ‖u‖∞ ≤ 1, using Corollary 3.12 and the fact
that 0 < r < 1, we obtain
(6.5) ‖u‖Msp,q(Ω) ≤ C
(
µ(B(x, r) ∩ Ω)
)1/p
r−s.
Let v ∈Msp,q(X) be an extension of u, and let (hk)k∈Z ∈ D
s(v) be such that
(6.6) ‖(hk)k∈Z‖Lp(X, lq) ≤ C‖v‖Msp,q(X) ≤ C‖u‖Msp,q(Ω).
MEASURE DENSITY AND EXTENSION OF BESOV AND T–L FUNCTIONS 33
As in the case sp < Q, since v ∈ Msp,q(X) and (hk)k∈Z is its fractional s-gradient, we
have that
|v(z)− v(y)| ≤ Cd(z, y)s
(
sup
k∈Z
hk(z) + sup
k∈Z
hk(y)
)
for almost every z, y ∈ X . Thus v ∈Ms,p(X) and H = sup
k∈Z
hk is its s-gradient. By the
analogue of [13, Lemma 8] (the proof goes in the same way),
(6.7) |v(x)− v(y)| ≤ CrQ/pd(x, y)s−Q/p
(∫
B(x,5r)
Hp dµ
)1/p
.
Since v(x) = u(x) = 1 and v(y) = u(y) = 0 for some y ∈ (Ω \ B(x, r)) ∩ B(x, 2r) (we
can assume that (6.7) holds for these particular points x and y), using (6.6), (6.5) and
the Q-regularity, we obtain
1 ≤ CrQ/prs−Q/p
(∫
B(x,5r)
Hp dµ
)1/p
≤ Crs−Q/p‖(hk)k∈Z‖Lp(X, lq)
≤ Cr−Q/pµ(B(x, r) ∩ Ω)1/p,
which implies the measure density by the Q-regularity.
Case 3: sp = Q. We will use the following modification of [18, Thm 5.9]. Below, H1∞
is the Hausdorff content of dimension 1.
Lemma 6.2. Let X be a Q-regular space, Q ≥ 1. Let E and F be disjoint subsets of
a ball B = B(x, r) such that
(6.8) min{H1∞(E),H
1
∞(F )} ≥ λr,
for some 0 < λ ≤ 1. Then there is a constant C ≥ 1, depending only on X, such that∫
20B
gp dµ ≥ Cλ
whenever u is locally integrable, g is a (Q/p)-gradient of u in 20B, every point in E∪F
is a Lebesgue point of u, u|E ≥ 1 and u|F ≤ 0.
Let B = B(x, r) and let A = 2
3
B \ 1
3
B. Let u : Ω→ [0, 1],
u(y) =


1, if y ∈ 1
3
B ∩ Ω,
2− 3d(x,y)
r
, if y ∈ A ∩ Ω,
0, if x ∈ Ω \ 2
3
B.
The function u is 3/r-Lipschitz and, as above, by Corollary 3.12, we obtain
‖u‖Msp,q(Ω) ≤ C(µ(B(x, r) ∩ Ω))
1/pr−s.
Let v ∈Msp,q(X) be an extension of u and let (hk)k∈Z ∈ D
s(v) such that
‖(hk)k∈Z‖Lp(X, lq) ≤ C‖v‖Msp,q(X) ≤ C‖u‖Msp,q(Ω).
Using the connectivity of Ω and the fact that the 1-Lipschitz function y 7→ d(x, y) does
not increase the Hausdorff 1-content, we obtain, as in [15, p.665], that
min
{
H1∞(
1
3
B ∩ Ω),H1∞(B \
2
3
B) ∩ Ω)
}
≥
r
3
.
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Applying Lemma 6.2 to the function v with a (Q/p)-gradient H = supk∈Z hk, we obtain
C ≤
∫
20B
Hp dµ ≤ µ(B ∩ Ω)r−Q,
which implies the measure density by the Q-regularity.
We have shown that the extension property for Triebel–Lizorkin spaces implies the
measure density condition for a domain.
In order to obtain the analogous result for Besov spaces, we have to make the fol-
lowing modifications in the proof given above. Observe that in all three cases, the
Msp,q(Ω)-norms and N
s
p,q(Ω)-norms of the chosen test functions have the same upper
bounds, see Lemma 3.12.
Case 1: 0 < sp < Q. Instead of (6.3), we use an estimate
(
µ
(
{y ∈ X : |v(y)− c0| > λ}
))1/p∗(s)
≤
C
λ
‖u‖Nsp,q(X),
which follows from the case q = ∞ of Theorem 4.4 and the fact that ‖u‖Nsp,∞(X) ≤
‖u‖Nsp,q(X) for 0 < q ≤ ∞.
Case 2: sp > Q. Instead of (6.7), we use the following lemma.
Lemma 6.3. Let X be a Q-regular space, Q ≥ 1. Let 0 < s < 1 and sp > Q. There
is a constant C > 0, such that for each u ∈ N˙ sp,q(X),
|u(x)− u(y)| ≤ Cd(x, y)s−Q/p‖u‖N˙sp,q(X)
for almost every x, y ∈ X.
Proof. Using Poincare´ inequality (3.2), the Ho¨lder inequality and the Q-regularity, we
obtain ∫
B(x,r)
|u− uB(x,r)| dµ ≤ Cr
s−Q/p‖u‖N˙sp,q(X),
for every x ∈ X and r > 0. The claim follows now from [29, Thm 4]. 
Case 3: sp = Q. Let the radii ˜˜r and r˜ and the function u be as in Case 1. Let
v ∈ N sp,q(X) be an extension of u with ‖v‖Nsp,q(X) ≤ C‖u‖Nsp,q(Ω). By Poincare´ inequality
(3.2), the Ho¨lder inequality and the Q-regularity, v ∈ BMO(X) and
‖v‖BMO(X) ≤ C‖v‖Nsp,q(X).
Hence, by the John–Nirenberg theorem [4, Thm 2.2],
(6.9) inf
b∈R
∫
B(x,r)
exp
(
|v − b|
C‖v‖Nsp,q(X)
)
≤ C.
By Corollary 3.12, we have
(6.10) ‖v‖Nsp,q(X) ≤ C‖u‖Nsp,q(Ω) ≤ C(r˜ −
˜˜r)−sµ(B(x, r˜) ∩ Ω).
Since u = v = 1 on B(x, ˜˜r) ∩ Ω and u = v = 0 on (B(x, r) \ B(x, r˜)) ∩ Ω, we have
that |v − c0| ≥ 1/2 on at least one of the sets B(x, ˜˜r) ∩ Ω and (B(x, r) \B(x, r˜)) ∩ Ω.
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Since the measures of these two sets are comparable to the measure of B(x, r˜) ∩ Ω,
(6.9) and (6.10) imply
µ(B(x, r˜) ∩ Ω) exp
(
C−1(r˜ − ˜˜r)sµ(B(x, r˜) ∩ Ω)−1/p
)
≤ CrQ,
which can be written in the form
r˜ − ˜˜r ≤ Cµ(B(x, r˜) ∩ Ω)1/Q log
(
CrQ
µ(B(x, r˜) ∩ Ω)
)1/s
.
Now, defining radii rj, j = 0, 1, . . . , as
r0 = r, rj+1 = r˜j,
we have
µ(B(x, rj+1) ∩ Ω) = 2
−jµ(B(x, r˜) ∩ Ω),
which implies
r˜ = r1 =
∞∑
j=0
(ri+1 − ri+2) ≤ Cµ(B(x, r˜) ∩ Ω)
1/Q
∞∑
j=0
2−j/Q log
(
C2jrQj
µ(B(x, r˜) ∩ Ω)
)1/s
.
A similar argument as in [14, p. 1228–1229], shows that
∞∑
j=0
2−j/Q log
(
C2jrQj
µ(B(x, r˜) ∩ Ω)
)1/s
≤ C.
Thus, the measure density condition holds for all x ∈ Ω and 0 < r ≤ 1 such that
r ≤ 10r˜, and the claim follows by [15, Lemma 14], which tells that it suffices to prove
(1.1) in that case. 
Remark 6.4. The proof of Case 3 for Besov spaces is a modification of the proof of
[14, Thm 1.b)]; if q < ∞, one could simplify the reasoning using the proof of Case 3
for Triebel–Lizorkin spaces with Lemma 6.2 replaced by [26, Lemma 3.3].
Remark 6.5. Since Haj lasz–Besov and Haj lasz–Triebel–Lizorkin functions do not see
the sets of measure zero, it is also natural to discuss a connection between the extension
property and an ”almost everywhere” variant of the measure density condition. Indeed,
the proof of Theorem 6.1 shows that if S ⊂ X is connected and there exists a bounded
extension operator E : N sp,q(S)→ N
s
p,q(X) (or E : M
s
p,q(S)→M
s
p,q(X)), then the set
S˜ = {x ∈ X : µ(B(x, r) ∩ S) > 0 for every r > 0}
satisfies the measure density condition. Since µ(S \ S˜) = 0, it follows that, for a
connected set S, a bounded extension operator exists if and only if (1.1) holds for
almost every x ∈ S and every 0 < r ≤ 1.
7. Extension theorems for Besov and Triebel–Lizorkin spaces in Rn
In this section we apply our general results to obtain extension results for classical
Besov and Triebel–Lizorkin spaces defined in the Euclidean space.
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7.1. Besov spaces on subsets of Rn. Let S ⊂ Rn be a measurable set and let t > 0.
For h ∈ Rn, define S − h = {s − h : s ∈ S} and Sh = S ∩ (S − h). We consider the
following versions of the Lp-modulus of smoothness on S:
(7.1) ω(u, S, t)p = sup
|h|≤t
(∫
Sh
|u(x+ h)− u(x)|p dx
)1/p
,
Ep(u, S, t) =
(∫
B(0,t)
∫
Sh
|u(x+ h)− u(x)|p dx dh
)1/p
=
(∫
S
1
|B(x, t)|
∫
B(x,t)∩S
|u(y)− u(x)|p dy dx
)1/p(7.2)
and
(7.3) Eˆp(u, S, t) =
(∫
S
1
|B(x, t)|
inf
c∈R
∫
B(x,t)∩S
|u(y)− c|p dy dx
)1/p
.
Versions (7.1) and (7.2) were used, for example, in [7] and (7.3) in [38], [39]. Note that
(7.2) and (7.3) are connected to the smoothness functions Cs,rt u(x) and I
s,r
t u(x) from
[11, Def. 1.1], The Besov spaces Bsp,q(S), B
s
p,q(S) and Bˆ
s
p,q(S) consist of measurable
functions for which the norms
‖u‖Bsp,q(S) = ‖u‖Lp(S) +
(∫ 1
0
(
t−sωp(u, S, t)
)q dt
t
)1/q
,
‖u‖Bsp,q(S) = ‖u‖Lp(S) +
(∫ 1
0
(
t−sEp(u, S, t)
)q dt
t
)1/q
and
‖u‖Bˆsp,q(S) = ‖u‖Lp(S) +
(∫ 1
0
(
t−sEˆp(u, S, t)
)q dt
t
)1/q
are finite respectively.
The following theorem describes how these spaces are related to each other, and to
the Haj lasz–Besov space N sp,q.
Theorem 7.1. Let 0 < s < 1, 0 < p <∞ and 0 < q ≤ ∞. Then
N sp,q(S) ⊂ B
s
p,q(S) ⊂ B
s
p,q(S) ⊂ Bˆ
s
p,q(S),
and there is a constant C > 0 such that
(7.4) ‖ · ‖Bˆsp,q(S) ≤ ‖ · ‖Bsp,q(S) ≤ ‖ · ‖Bsp,q(S) ≤ C‖ · ‖Nsp,q(S),
for each measurable set S ⊂ Rn.
If S satisfies measure density condition (1.1), then
(7.5) N sp,q(S) = B
s
p,q(S) = B
s
p,q(S) = Bˆ
s
p,q(S)
with equivalent norms.
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Proof. Let S ⊂ Rn be a measurable set. The first two inequalities in (7.4) are obvious,
since Eˆp(u, S, t) ≤ Ep(u, S, t) ≤ ω(u, S, t)p for all t > 0. In order to show the last
inequality, let u ∈ N sp,q(S), (gk)k∈Z ∈ D
s(u) and k ∈ Z. Then
ω(u, S, 2−k)p = sup
j≥k
sup
2−j−1≤|h|<2−j
(∫
Sh
|u(x+ h)− u(x)|p dx
)1/p
≤ C sup
j≥k
2−js
(∫
Sh
gj(x+ h)
p + gj(x)
p dx
)1/p
≤ C sup
j≥k
2−js‖gj‖Lp(S) ≤ C
∑
j≥k
2−js‖gj‖Lp(S).
If 0 < q <∞, then by the estimate above and by Lemma 3.1, we obtain∫ 1
0
(
t−sω(u, S, t)p
)q dt
t
≤ C
∑
k≥0
(
2ksω(u, S, 2−k)p
)q
≤ C
∑
k≥0
(∑
j≥k
2(k−j)sp‖gj‖
p
Lp(S)
)q/p
≤ C
∑
j∈Z
‖gj‖
q
Lp(S).
In the case q =∞, we have
sup
0<t<1
t−sω(u, S, t)p ≤ C sup
k≥0
2ksω(u, S, 2−k)p
≤ C sup
k≥0
(∑
j≥k
2(k−j)sp‖gj‖
p
Lp(S)
)1/p
≤ C sup
j∈Z
‖gj‖Lp(S).
The claim follows by taking the infimum over all (gk)k∈Z ∈ D
s(u).
Next assume that S satisfies the measure density condition. Then (S, d, µ), where
d and µ are the restrictions of the Euclidean metric and the Lebesgue measure to S,
satisfies the doubling property locally, that is, for a given R > 0, there exists a constant
C = C(n, cm, R) such that
µ(B(x, 2r)) ≤ Cµ(B(x, r))
for all x ∈ S and 0 < r ≤ R. Now, the inclusion Bˆsp,q(S) ⊂ N
s
p,q(S) and, hence, (7.5)
follows essentially from the proof of [11, Thm 2.1]. 
Theorem 7.1 implies that if Ω is an extension domain for one of the spaces Bsp,q, B
s
p,q,
Bˆsp,q, then it is an extension domain for N
s
p,q. By combining Theorems 7.1, 6.1 and 1.2,
we obtain the first main result of this section.
Theorem 7.2. Let 0 < s < 1, 0 < p < ∞ and 0 < q ≤ ∞. Then Ω ⊂ Rn is an
extension domain for Bsp,q (resp. for B
s
p,q or for Bˆ
s
p,q) if and only if it satisfies measure
density condition (1.1).
Remark 7.3. The definition of the space Bsp,q(S) depends on the translation structure
of Rn, but the definitions of Bsp,q(S) and Bˆ
s
p,q(S) can be naturally extended to the metric
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setting. With minor modifications in the proofs, we obtain the following counterparts
of Theorems 7.1 and 7.2. We leave the details to the reader.
Theorem 7.4. Let X be a doubling metric measure space. Let 0 < s < 1, 0 < p <∞
and 0 < q ≤ ∞. Then
N sp,q(S) ⊂ B
s
p,q(S) ⊂ Bˆ
s
p,q(S)
and there is a constant C > 0 such that
‖ · ‖Bˆsp,q(S) ≤ ‖ · ‖Bsp,q(S) ≤ C‖ · ‖Nsp,q(S),
for each measurable set S ⊂ X.
If S satisfies measure density condition (1.1), then
N sp,q(S) = B
s
p,q(S) = Bˆ
s
p,q(S)
with equivalent norms.
Theorem 7.5. Let X be a Q-regular, geodesic metric measure space. Let 0 < s < 1,
0 < p < ∞ and 0 < q ≤ ∞. Then Ω ⊂ X is an extension domain for Bsp,q (resp. for
Bˆsp,q) if and only if it satisfies measure density condition (1.1).
7.2. Triebel–Lizorkin spaces on subsets of Rn. Let S ⊂ Rn be a measurable set.
Let 0 < s < 1, 0 < p, q <∞ and 0 < r < min{p, q}.
The Triebel–Lizorkin space F sp,q(S) consists of functions u ∈ L
p(S), for which the
norm
‖u‖Fsp,q(S) = ‖u‖Lp(S) + ‖g‖Lp(S),
where
g(x) =
(∫ 1
0
(
t−s
(
1
|B(x, t)|
∫
B(x,t)∩S
|u(y)− u(x)|r dy
)1/r)q
dt
t
)1/q
,
is finite. For S = Rn, this definition coincides with the classical difference definition.
The Triebel–Lizorkin space Fˆ sp,q(S) consists of functions u ∈ L
p(S), for which the
norm
‖u‖Fˆsp,q(S) = ‖u‖Lp(S) + ‖gˆ‖Lp(S),
where
gˆ(x) =
(∫ 1
0
(
t−s
(
1
|B(x, t)|
inf
c∈R
∫
B(x,t)∩S
|u(y)− c|r dy
)1/r)q
dt
t
)1/q
,
is finite. This definition, with r = 1, p, q > 1, was used in [39].
Remark 7.6. If in the definitions above we integrate over (0,∞) instead of (0, 1), we
end up with the equivalent norms.
Corresponding to Theorem 7.1 for Besov spaces, we have the following result.
Theorem 7.7. Let 0 < s < 1, 0 < p, q <∞. Then
(7.6) Msp,q(S) ⊂ F
s
p,q(S) ⊂ Fˆ
s
p,q(S)
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and there is a constant C > 0 such that
(7.7) ‖ · ‖Fˆsp,q(S) ≤ ‖ · ‖Fsp,q(S) ≤ C‖ · ‖Msp,q(S),
for each measurable set S ⊂ Rn.
If S satisfies measure density condition (1.1), then
(7.8) Msp,q(S) = F
s
p,q(S) = Fˆ
s
p,q(S)
with equivalent norms.
Proof. Let S ⊂ Rn be a measurable set. The first inequality in (7.7) is obvious because
gˆ(x) ≤ g(x). To prove the second inequality, let u ∈ Msp,q(S), (gk)k∈Z ∈ D
s(u) and
k ∈ Z. Then, for almost every x ∈ S,
1
|B(x, 2−k)|
∫
B(x,2−k)∩S
|u(x)− u(y)|r dy
=
∑
j≥k
1
|B(x, 2−k)|
∫
(B(x,2−j )\B(x,2−j−1))∩S
|u(x)− u(y)|r dy
≤ C
∑
j≥k
2−jsr
(
gj(x)
r +
∫
B(x,2−j)
(gj(y)
rχS(y)) dy
)
≤ C
∑
j≥k
2−jsrM(grjχS)(x),
and, hence,
g(x)q =
∫ 1
0
(
t−s
(
1
|B(x, t)|
∫
B(x,t)∩S
|u(x)− u(y)|r dy
)1/r)q
dt
t
≤ C
∑
k≥0
(
2ks
(
1
|B(x, 2−k)|
∫
B(x,2−k)∩S
|u(x)− u(y)|r dy
)1/r)q
≤ C
∑
k≥0
(∑
j≥k
2(k−j)srM(grjχS)(x)
)q/r
≤ C
∑
j∈Z
(
M(grjχS)(x)
)q/r
,
where the last inequality follows from Lemma 3.1. By the Fefferman–Stein vector
valued maximal function theorem, we obtain
‖g‖Lp(S) ≤ C‖(M(g
r
k
χS))k∈Z‖
1/r
Lp/r(Rn, lq/r)
≤ C‖(grkχS)k∈Z‖
1/r
Lp/r(Rn, lq/r)
= C‖(gk)k∈Z‖Lp(S,lq).
The claim follows by taking the infimum over all (gk)k∈Z ∈ D
s(u).
If S satisfies measure density condition (1.1), then (7.8) follows from the proof of
[11, Thm 3.1]. 
By combining Theorems 7.7, 6.1 and 1.2, we obtain the second main result of this
section.
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Theorem 7.8. Let 0 < s < 1, 0 < p, q < ∞. Then Ω ⊂ Rn is an extension domain
for F sp,q (resp. for Fˆ
s
p,q) if and only if it satisfies measure density condition (1.1).
Remark 7.9. As in the case of Besov spaces, the definitions of Triebel–Lizorkin spaces
and the results above have counterparts in metric setting.
Remark 7.10. For domains Ω ⊂ Rn, Triebel–Lizorkin spaces Csp,q(Ω) consisting of
functions u ∈ Lp(Ω), for which the norm
‖u‖Csp,q(Ω) = ‖u‖Lp(Ω) + ‖h‖Lp(Ω),
where
(7.9) h(x) =
(∫ τδ(x)
0
(
t−s
(
inf
c∈R
∫
B(x,t)
|u(y)− c|r dy
)1/r)q
dt
t
)1/q
,
0 < τ < 1 and δ(x) = d(x,Ωc), is finite have been studied in [36] and [30]. Since
Msp,q(Ω) ⊂ Fˆ
s
p,q(Ω) ⊂ C
s
p,q(Ω),
Theorem 6.1 implies that Csp,q-extension domains are regular. The converse is not true.
For example, the slit disc Ω = B(0, 1) \ ([0, 1)× {0}) ⊂ R2 is regular, but it is clearly
not a Csp,q-extension domain.
On the other hand, if Ω ⊂ Rn is an (ε, δ)-domain, then Csp,q(Ω) coincides with the
other Triebel–Lizorkin spaces considered in this section. This follows, for example, from
the extension results obtained in [36] and [30], and the characterization of extension
domains for the spaces Csp,q below.
Theorem 7.11. Let 0 < s < 1, 0 < p, q < ∞. Then Ω ⊂ Rn is an extension domain
for Csp,q if and only if it satisfies measure density condition (1.1) and C
s
p,q(Ω) =M
s
p,q(Ω).
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