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Abstract-Conditional summable hypotheses are given to obtain asymptotic summation of some 
2 x 2 difference systems. We obtain asymptotic formulae of the solutions of a perturbed system, 
knowing the recessive and dominant solutions of the unperturbed system. The Casoratian is generally 
nonconstant and nonconvergent and it appears in the asymptotic formulas. 
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1. INTRODUCTION 
Recurrence relations are an important tool in many branches of pure and applied mathemat- 
ics [1,2]. They appear in the recurrence relations satisfied by large classes of special functions of 
mathematical physics and statistics, in three-terms recurrence relations that lie at the heart of 
continued fractions theory and the theory of orthogonal polynomials, etc. In all of these situa- 
tions is fundamental to obtain asymptotic formulas for the solutions of the recurrence relations. 
see [3-71. 
Three-terms recurrence relations are usually studied in the self-adjoint form [1,3,8-lo]: 
A(@(n - l)Az(n - 1)) + @(n)z(n) = 0, (I) 
where Ax(n) = z(n + 1) - z(n) and n E N. 
In [4-71, asymptotics formulas of solutions of three-terms recurrence relations in the oscillatory 
case are obtained. In this work, we wish to study the nonoscillatory case of the second-order 
difference equation 
A(p(n)Az(n)) + s(n)z(n) = 0, (2) 
following the work of Hartman [ll, p. 375) for second-order linear ordinary differential equations. 
Equations (1) and (2) are different. To write equation (1) in the form (2), it is necessary 
$(n - 1) # a(n) for all n, and to write equation (2) in the form (l), it is necessary p(n) # -q(n) 
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for all n. However, if @(n - 1) = n( ) f n or arbitrarily large n, our result on asymptotics of (2) does 
not apply to (1). See the remark to Lemma 2 and Theorem 5. 
Consider the 2 x 2 difference system: 
Adn) = P(nMn), 
ID1 : { A%(n) = r(n)v(n), 
where r(n), /3(n) E C. The Casoratian of a pair of solutions (2, V) and (~1, VI) of system [D], c(n) 
= .zl(n)v(n) - z(n)vl(n) by [2,10] satisfies 
n-l 
c(n) = n (1 - r(wmc-9~ n E N. 
i=o 
(3) 
For system [D], the Cssoratian of a fundamental system of solutions satisfies a Liouville formula, 
giving rise to a theory similar to the corresponding one for ordinary differential equations. For 
equation (2), or equivalently for system [D], c(n) is nonconstant and it could be zero. This 
means that the theory for equation (2) is different to the Hartman-Wintner situation and the 
sequence c(n) is present in the results. In fact, Lemmas 3 and 5 below are not needed in the 
differential case. 
We will need the condition c(n) # 0 for all n E N, and then we assume the following. 
ASSUMPTION 1. P(i)r(i) # 1 for any i E N, 
No condition about the convergence of c(n) as n + 00 is needed. In [12], we have studied the 
asymptotic behavior of the solutions of (2) supposing that c(n) is convergent. 
DEFINITION 1. We will say that system [D] is of type 2 if for any solution (v, z) of [D], .z is 
convergent as n ---) +oo: z(oo) = lim,,+, z(n) exists and z(o0) # 0 for some of these solutions. 
REMARK. Under Assumption 1, [D] is of type 2 if and only if there exist linearly independent 
solutions (vj, zj) (j = 0,l) of [D] such that 
%0(n) + 0 and xl(n) + 1, asn++oo. (4 
These asymptotic behaviors of the solutions zj imply corresponding behaviors of ~j, and hence, 
of solutions of system [O]. 
We will establish the discrete summability conditions which insure that system [D] be of type 2 
and imply the existence of solutions (vj, zj) (j = 0,l) satisfying 
(a) ~0 = (1 +o(l))c(n) and zo = o (5) 
(b) ~1 = (1 + 41)) ncB(k) and z1 = 1 + o(l), asn++oo. (6) 
k=l 
(The symbols o(a(n)), O(a(n)) are used in the standard way.) If the sequences P(n),$n) do not 
change their signs, these conditions sre also necessary for system [D] be of type 2. Moreover, 
these summability conditions guarantee the existence of dominant and recessive solutions of 
system [D]. Finally, knowing the dominant and recessive solutions of a nonperturbed difference 
system, we obtain the asymptotic summation of a general perturbed system. 
Several examples and applications are shown. The results are a faithful extension of the 
Hartman and Wintner results to the discrete situation. We present some new asymptotic formulas 
of difference equations ss A2x = q(n)x and A2x = (X2 + q(n))x, 0 < X < 1, for q small. These 
results are new. See [1,8,9]. 
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2. SOME PROPERTIES OF THE SOLUTIONS OF SYSTEM [D] 
First, we establish some summability conditions insuring that a system [DJ is of type 2. 
LEMMA 1. Assume that 
+oO +OCl /i-l \ cm jr(i)! < +ca and 
i=l 
or more generally, let the conditions 
+oO 
(~)‘w = yp, Q(i) < +m I I 
(cc)‘~ - 2=k 
ILUIW + 1) < +m, 
j-1 
be satisfied. Then [D] is of type 2. 
PROOF. Let (v, .r) be a solution of system [D], then 
n-l 
v(n) = v(l) + c P(MA7 
j=l 
n-l 
z(n) = z(l) + c Y(+J(i), 
i=l 
and hence, 
n-l n-l 
z(n) = 41) + 41) c Y(i) + 17(i) z Pm(j). 
i=l i=l j=l 
So, interchanging the summation limits in this expression, we get 
n-l n-l n-1 
z(n) = z(1) + V(1) c r(i) + c P(j) 
( ) 
c r(i) 43. 
i=l j=l i=j+l 
c-9 
(10) 
n-l 
imi I w)i + 2w)iw + C imiw + 1)wi. 
j=l 
(11) 
From discrete Gronwall’s inequality [l] and (8), we get that z(n) is bounded. Applying this 
fact to (9), we have that z(n) converges ss n + +oo. In order to show that z(oo) # 0 for some 
solution of (D], as in (9), we have 
49. (12) 
v(N) = O,a(N) = 1 in (12) implies z(n) - 1 = Cyik p(j)(Cy_;+, $i))z(j), from where z(n) is 
sufficiently near to 1 as n + +oo, then z(oo) # 0: 
. 
I 
REMARK. By (12), we have that conditions (7) imply conditions (8). 
Lemma 1 has a partial converse. 
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LEMMA 2. Let 7, p E RN with constant sign. Then (c) and (C C) are true if [D] is of type 2. 
PROOF. Let (v,z) be a solution of [D] such that z(oo) = 1. We can suppose without lost of 
generality that v(N) = 0 for some N. If this does not hold, we can add to (v,z) a suitable 
multiple of a solution (us, zc) # (0,O) of [D] with .zo(oo) = 0, for having w(N) = 0. The situation 
v I 0 cannot hold for then zc = 0. Let N be large enough such that l/2 5 z(n) 5 3/2 for n > N. 
Since the j terms of the double sum in (12) have constant sign, then, taking v(N) = 0 in (12), 
(C C) holds. Using that and taking N such that v(N) # 0 we get (C). I 
REMARK. When #(n - 1) = G(n) for n arbitrarily large, equation (1) cannot be written in the 
form (2) as mentioned in Section 1. In this case, using Lemma 1 to obtain the convergence of 
the solutions of equation (l), it is necessary that 
be convergent, which is impossible. So, equations in the form (2) represent the second-order 
equations whose systems are of type 2. 
LEMMA 3. If l?(n) is given by (8), B(n) = Cyzt p(i), and system (D] satisfies the summability 
hypotheses (8), we have 
,lym B(n)r(n) = 0. (13) 
Let H(n) = B(n)I’(n) and NO E N - (1). Then, [H(n)] 5 hi(n) + hs(No), where hi(n) = 
]&Q(n)] and h2(No) = Ct=%0 ]P(i)]P(i + 1). From (C)’ in (8), P(n) --) 0 as n + +oo. Hence, 
liG,+, hi(n) = 0 and 
z IH( 5 hz(No). 
Since NO is arbitrary, 
lim,,+, H(n) = 0. 
In the following, let 
be its Casoratian. 
from (CC)’ in (8), we obtain hz(Ns) + 0 as NO + +oo, and therefore, 
I 
(~1, zi) and (v, z) be solutions of the system [D] and 
Now, we show a result proper of the discrete situation (not needed in the differential case). 
LEMMA 4. Assume that conditions (8) hold. Let (vi, zi) (i = 0,l) be solutions of [Dj satisfjhg (4) 
and suppose 
n-l 
w(n) = (1+ 41)) c P(i). (15) 
i=l 
Then there exists constant M such that 
IzoWI I W+NW for N 2 n. 
PROOF. Since (uc,zc) is a solution of [D] and zo(oo) = 0, from (12), we have 
~0zo(j). 
By (14), vc(n) = v~(n)(.z~(n))/(z~(n)) - (c(n))/(zl(n)) which replaced in (17), gives 
06) 
(17) 
%0(n) = - ( %0(n) v(n)-- - - a (4 c(n) * &j) - fy30.) E r(i) %0(j). 44 > j-n j=n ( 1 i-j+1 
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Hence, denoting 0(n) = 1 + (v~(n))/(z~(n)) . Cg, r(j), we have 
BY (15), 10(n) - iI L l/(lz~(n)l)(~~Z: P(j))(cLG y(i)). So, by Lemma 3 and 44 = 1, 
0(n) --f 1 as n --f +oo. Thus, from (18) 
I*“(n)le(n) ’ Izl(n)l j=n .!@L ET(j) + &i) E r(i) I.zo(Al. jrn i=j+l 
Let MI = sup,21 1/(8(n)la(n>l) ad M2 = suPn?l llW(nN Then 
Iz~(n)l 5 MlIc(n)lI’(n) + MZ E 13(j) E ~(9 I.Wl. 
j=n i=j+l 
Now, by (3) and Ir(n)l L 2I’(n), we have 
lc(n + l>lr(n + 1) I (1 + 2E(n))lc(n)lr(n>, 
where 8(n) = P(n)I’(n + 1). From (8), there exists a constant MS such that 
>IW4 5 MMWW 
By applying (20) in (19), we obtain for N 1 n 
Izo(WI MMW(n) + M2 E P(j) g -r(i) Izo(Al, 
j=N i=j+l 
where M4 = MlM3. Let Z-,(n) = Supj>n Izo(j)I, then, by (21), 
(19) 
(20) 
(21) 
ko(4 5 M4IC(W’(n) + MZ ENi, E ~(4 20(n). 
j=n i=j+l 1 
Thus, &(n)el(n) 5 M4Ic(n)Ir(n), where (31(n) = 1 - i%.~~~~P(j)l C~z~+lr(i)l. Let M = 
su~,~~ (&)/(%(n)). Then, IzoUVI I~o(~) L W44~b4~~ 2 n. a 
3. ASYMPTOTIC SUMMATION AND PERTURBED SYSTEMS 
Now, we prove a result of asymptotic summation of system [D]. 
THEOREM 1. Let p and 7 be as in Lemma 1. Assume &o that 
p(n) 2 0 and CD(n) = -too. (22) 
n 
Then [II] has two solutions (vi, zi) (i = 0,l) satisfying (5) and (6). 
PROOF. First, we prove (6). By Lemma 1, [D] has a solution (~1~1) such that ZI(OO) = 1. Let 
T < 1 < R. Let N E N be such that T < zl(n) < R for n > N. We have s(n) = ~(1) + 
C;:; P(i).a(i) = (~1 + ( ) Q n , w h ere QI = q(l) + Cz, P(i)a(i) and a(n) = cy$+, P(i)zl(i). 
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Let DI = VI(~) + CErP(i) and D(n) = Cyi$+, P(i). By (22), D(n) + +a~ as n + +oo. 
Moreover, 
a1 + rD(n) < (~1 + cx(n) < 01 + RD(n) 
DI + D(n) - Dl+D(n) - Dl+D(n). 
r 5 lim Q(n) <R 
n-w D1 + D(n) - ’ (23) 
and since R > 1 and r < 1 are arbitrary, lim,,, 
(1 + o(1)) cyi; p(i) and (6) is proved. 
(wI(~))/(DI + D(n)) = 1. Then VI(~) = 
Next, we will prove (5). From Lemma 4 and (6), we obtain (B(n))/(lc(n)j)lze(n)I <MB(n)I’(n) 
and by Lemma 3, limn++oo (B(n))/(~c(n)~)~ze(n)I = 0, i.e., 
44 dn) = 0 B(n) * ( > 
Finally, (6) and (24) imply zo(n)vl(n) = o(c(n)). N ow, from (14) and .zr(co) = 1, we have 
vo(n) = (1+ o(l)>c(n>. I 
Consider now the difference system 
and a perturbed system 
where p, q, T E RN. 
AZ(n) = z44y(47 
‘A1 : { Ay(n) = q(n)z(n), 
Au(n) = P(n)w(n), 
‘B1 ’ { Aw(n) = (q(n) + r(n))u(n), 
It is easy to establish the relation between a pair of solutions of [A], 
LEMMA 5. Let (xi, yi) (i = 0,l) be a pair of solutions of [A]. Then, 
and 
(25) 
where 
and (~(i))~ = x(i)x(i + 1). 
44 = n (1 - 24Mi)MO) 
i=o 
(26) 
As for equation (l), we will say that system [A] is nonoscillatory, if for all solution (x, y) of 
[A], there exists N E N such that x(n)x(N) > 0 for all n 1 N. 
LEMMA 6. Assume that system [A] is nonoscillatory and that for all n satisfies e(n)p(n) > 0, 
where e is given by (26) for a suitable initial value e(0). Then, [A] has a pair of solutions 
(xj, yj) (j = 0,l) such that 
5 0 p(n) 
n=l e n (xo(?I))2 = +Oop 
j&(4 (z[ti,2 < +m- 
n-1 
(27) 
(28) 
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Moreover, conditions (27),(28) are equivalent to the existence of linearly independent solutions 
(zj, yj) (j = 0,l) of [AI such that 
x0(n) ,o 
xl(n) ’ 
ssn+-tm. (29) 
PROOF. We can write system [A] as 
which is equivalent to 
-z(n 1 
P(n) 
+ 1) - [ 1 
p(n) 
+ - 1 1 
P(n - 1) 
z(n)+ [ - 1 - 
p(n - 1) 
q(n - 1) I z(n - 1) = 0. 
Multiplying the last equation by l/(e(n)), we obtain 
1 
z(n ‘) 
1 
[ p(n)e(n) 
1 
p(n)e(n) + - + P( n 44 - l)e(n - 1) 1 
1 
+ p(n - l)e(n - 1) 
z(n - 1) = $,,l)z(n), 
which is equivalent to 
A 
1 
P(n - l)e(n - 1) 
Az(n - 1) 
> 
- wz(n) = 0. 
So, the proof follows at once from Theorem 1 in [lo]. I 
Functions x0 and z1 (or (x0, 90) and (xl, 91)) satisfying Lemma 6 are called, respectively, 
recessive and dominant solutions. All of these nonoscillatory concepts have been studied in 
[1,3,&10]. 
COROLLARY 1. Under conditions of Theorem 1, any system [Dj has dominant and recessive 
solutions. 
Now, we will establish the conditions for the existence of solutions (uj,wj), (j = 0,l) of 
system [B], SU& that uj = (1 + O(l))Zj, (j = 0,l). 
First, we will see the relations between the solutions of systems [B] and [A]. 
LEMMA 7. Let (v, z) be a solution of the difference system 
p(n) 
VI : 
A44 = 44 ~z~n~fb)~ 
AZ(n) = (4n))2 -r(n)4n), e(n + 1) 
where (x, v) is a solution of [A] and e(n) is given by (26). If 
ee 
21= x21, w=vy+T’ 
then (u, w) is a solution of the perturbed system [Bj. 
PROOF. Define Ex(n) = x(n + 1). We have 
(30) 
Au = ExAv + Axv = Ex ’ e&z +pyv =p( )=pw ez+vy 
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Similarly, 
AU(~) = A v(n)y(n) + e(n)%) 
= 4n + l)Ay(n) + (A+))y(n) + A (en%) ( ) 
e(n)p(n) 
= u(n + l)Ay(n) + (x(n))2 WY(~) + A(e(n)x(n))x(n) - s(n)x(n)Ax(n) 
(x(nH2 
= w(n + l)Ay(n) + A(e(n)x(n)) x(n) 
(x(n))2 
= v(n + l)q(n)x(n) + A(e(nMn)) x(n) 
(x(nH2 ’ 
since Ax(n) = p(n)y(n). But, from (26), A(ez) = EeAz + zAe = (x)2r~x - pqez, and thus, 
since Aw = epz/(z)2. I 
THEOREM 2. Assume that system [AI is nonoscillatory and that (xe, ye) and (xl, yl) are its 
respective recessive and dominant solutions with e(n)p(n) > 0 for all n. Assume that 
(31) 
If p(n)(q(n) + r(n)) # 1 for all n E N, then there exist solutions (nj,wj) (j = 0,l) of [Bj such 
that 
u0(n> = (1+4l)>c(n>xo(n), w(n) = (1 +o(l)h(n), 
Auj(n) Axj(n) 
P(n)%(n) = P(n)xj(n) + O 
44 
Ix0Wdn)l > 
(32) 
' 
j = 0,1, 
where e(n) is given by (26) and 
c(n+l) = n 1 - P(~)(d~) + dk)) 
k=l 1 -P@W) * 
PROOF. Taking 
y(i) = (xoW2 . . p(j) 
e(i+(%) and P(j) = e(J) (so(j))21 
we see that conditions (31) and (27) are equivalent to (8) and (22) in Theorem 1. Then [D] has a 
pair of solutions (xj, Vj) (j = 0,l) satisfying (a) and (b) of Theorem 1. By Lemma 7, ~0 = xewo 
and 2~1 = xowl are solutions of [B]. So, wo = (1 + o(l))c, and hence, no = (1 + o(l))cxe and 
WI(~) = (I+ o(l))F(n), 
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where F(n) = CyZi (p(i))/((xc(i))2)e(i). Th en, ~(71) = (1 + o(l))so(n)F(n) = (I+ o(l))z~(n), 
since F(n) --$ +oo as n --) 00. 
On the other hand, u = xc21 implies Au(n) = xa(n + l)Av(n) + v(n)Axe(n) and 
Au(n) _ xo(n + 1) Au(n) .- 
u(n) x0(n) v(n) 
+ Axe(n) 
zoo’ 
so, 
A+> 4nMn> Aso (n) 
p(n>u(n> = x0(n)2v(n> + p(n)x0(4 * 
In particular, for (u, v) = (us, us) and z = 20, we have 
Aus (n) Ax0 (n) .z0(+(4 
p(n)u0(4 = dn)xo(n) + x0(n)2v0(n) ’ 
and from us = (1 + o(l))c, xi = xcF, and zc = o(c/F) as n -+ +co, 
Au0 - Ax0 1 o 
plld 
-. 
PXO 
On the other hand, from xi = xeF we have 
(33) 
we have 
Axi = xc(n + l)AF(n) + Axc(n) . F(n) 
= xo(n + 1) (xo(n))2 + Am(n) * F(n), 
and hence, 
Axi Axe(n) + 
p(n)xi(n) = p(n)xo(n) 
e(n) 
xo(n)xl(n)’ 
Again, from (33) with (u, v) = (~1, vi) and z = zi, we obtain 
Aui(n) Az0(n) + 
p(n)ul(n) = dn)xo(n) 
,?a(4 
xo(42vl(4 
e(n). 
Since .zi = 1 + o(l) and vi = (1 + o(l))F, we have 
Au1 (4 b(n) 
p(n)ui(n) = p(n)x0(4 + 
1 + o(1) 
z0(n)x&) 
e(n), 
es n --) +oo, and then (32) follows. 
4. EXAMPLES AND APPLICATIONS 
I 
First, we show an example of a system of type 2, whoee Cassoratian is not convergent. Consider 
for n E N 
Au(n) = ena z(n), 
AZ(~) = (e-(n+l)’ - e-“‘) v(n). 
This system satisfies the hypotheses of Theorem 1. In fact, x(e-(n+l)a - eBna) and ~~~, eNa 
(C,CfPN+i((e-(“+‘JD -e-n’)) = C e-(2N+1) converge. Here, c(n+l) = (2-e-(“+‘))c(n) and c(n) 
is not convergent. So, Theorem 1 implies the existence of two solutions (vi, zi) (i = 0,l) such 
that for n ---) +oo, 
va(n) = (1 + o(l)) nj (2 - e--(2i+1J) and .za(n) = o 
nyi: (2 _ e-(2i+1)) 
i=l 
CFzt ei’ ’ 
vi(n) = (1 + o(1)) nc e”’ and q(n) = 1 + o(l). 
i=l 
Now, we present three explicit results of asymptotic summation. 
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THEOREM 3. Consider the second-order difference equation 
A=u = qu, 
where q E RN satisfks q(n) # 1 for all n E N and 
(34) 
Then, the equation has two solutions, {uo, ~1) such that 
uo = 1 + o(l), 
(35) 
(36) 
Ul = (1+ o(l))(n - l), Au, = 1 + o(l). 
PROOF. First, since Iq(i+l)/ 5 ~suP~.~ I ~,“=,+, q(n)l, we have q(i) E 41 ami a(n) = ny’;(l- 
q(i)) is convergent BS n + 00. In Theorem 2, we identify system [B] with 
(B’) I{ 
Au =w, 
Aw = qu, 
and system [A] with 
A fundamental system of solutions of (A’) is given by 
zo(n) = 1 and zl(n) = n - 1, 
and x0 is dominant and x1 is recessive. On the other hand, the sequence {e(i))?=? satisfies (26): 
e(n+l) = e(n), from where we can take e(n) = 1. So, (A’) is nonoscillatory and e(n)p(n) = 1 > 0. 
Now, the system identified with [Cl is 
Au(n) = z(n), 
(“)( AZ(~) = q(n)w(n). 
So, by Theorem 2, (32) holds and (B’) has two solutions, (~0, ~1) such that 
u. = 1 + o(1) and ul(n) = (1 + o(l))(n - l), 
A% (n) 
uj (n) 
_ Axj(n) I o 1 
Xj (n) 6) n-l ’ j = 0,l. 
From u,-, = 1 +o(l), x0 = 1, and Ax:, = 0, we obtain Auo(n) = o(l/n - 1) and from x1 = n- 1 
we have 
and so Au1 = 1 + o(1) for n sufficiently large. Thus, (43) is obtained. I 
In Theorem 3, the conditional summability (35) is not equivalent to q(n) E L1 (as is shown by 
a(n) = ll(n(n + 1))). H owever, when we consider the second-order equation 
A=u = (X2 + q) ‘II, (37) 
the conditional summability 
is simply equivalent to q(n) E -!I. Thus, we obtain the following theorem. 
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THEOREM 4. Let 0 < X < 1 and sssume that X2 + q(n) # 1 for all n E N and q(n) E ll. Then 
equation (44) has two solutions, {uc,ur} such that 
and 
740 = (1+ o(l))(l - X)+1, 211 = (1+ o(l))(l + X)+1 (33) 
AM = (-A + o(i))uo, Au1 = (X + o(l))ur. (32) 
PROOF. First, since q(i) E L1, 
4n)=~(l-$&) 
is convergent. In Theorem 2, we identify 
Au(n) = w(n), 
A44 = (X2 + q(n)) u(n), 
with [B] and [A] with 
A+) = y(n), 
(A”) : { Ay(n) = X2+). 
Since A2z = X2x, (A”) has the solutions 
zo(n) = (1 - ,)‘+l and xi(n) = (1 + A)‘+‘, 
we have e(n + 1) = (1 - x’)e(n), system (A”) is nonoscillatory and e(n)p(n) > 0 for all n E N. 
The system identified with [Cl is 
44, 
&M-4. 
Since q(n) E l?l is equivalent to the summability conditions of Theorem 1 and C (1 + X)/ 
(1 - X)n-l = +oo, by Theorem 2 there exist two solutions, {WJ, ur} such that 
(i) uc(n) = (1 + o(l))a(n)(l - X)n-l,ur(n) = (1 + o(l))(l + X)n-l, 
(ii) (Aw(n))/(uo(n)) = -X + o((1 - X2)“-‘)/((l - X2)+l) and (A~r(n))/(ur(u)) = X + 
o((1 - Pp-‘)/(l - X2)+1, 
from where (38) and (39) follow. I 
Finally, we give an application to the self-adjoint equation (1). 
THEOREM 5. Suppose that the second-order equation (1) is nonoscillatory, @ > 0 and s(n) # 
Q(n + 1) for all n. Let xc and xi be, respectively, recessive and dominant solutions of (1) and 
i: E RN satisfying s(i) + r’(i)f(i + 1) # 0, 
E(+o(i))‘f(i + l)?(i) is convergent and 
i=l 
where 
+oO 
cl 1 
+a, 
1 I_ sup C(xo(k))2f(rc + i)r’(lc) < +m, j3r 2%) < x0(j) >2 klj+l i_k (40) 
f(n) = Q (1 -&J * .- 
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Then, the perturbed equation 
A@(n - l)A~(n - 1)) + @(n)u(n) -I- F(n)u(n - 1) = 0, 
has a pair of solutions ug and u1 such that 
where. 
uo = ao(l + o(l)), Ul = Zl(l + o(l)), 
Auj _ AXE 
--F+o 
% 
j = 0, 1, 
3 
PROOF. Equation (1) can be written as 
fi(n)x(n + 1) - @J(n) + $(n 
Multiplying the last equation by l/(f(n) 
- 1) - Q(n)) x(n) +$(n - l)z(n - 1) = 0. 
) and changing n by n + 1, we obtain 
this is 
i++l> 
f(n + 1) x(n +2, - 1 S(n + 1) P(n) f(n+l)+Ti;EilZo+ [~+;~~:,,1xb)=o; 
A (gAx(n)) = -S(;,;;),Zcn), 
(41) 
(42) 
(43) 
which can be written as 
Ax=& 
P 
Au=-E 4 x. 
0 f 
In the same form, the perturbed equation (41) can be written as 
fw Au=,, 
P 
If we identify the above systems, respectively, with [A] and [B], by applying Theorem 2, we 
obtain (42) and (43). I 
REMARK. We can observe that the above results can be easily generalized to the cases when the 
coefficients of the equations are in CN. 
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