Abstract We present a coevolutionary view of hydrologic systems, revolving around feedbacks between environmental and social processes operating across different time scales. This brings to the fore an emphasis on emergent phenomena in changing water systems, such as the levee effect, adaptation to change, system lock-in, and system collapse due to resource depletion. Changing human values play a key role in the emergence of these phenomena and should therefore be considered as internal to the system. Guidance is provided for the framing and modeling of these phenomena to test alternative hypotheses about how they arose. A plurality of coevolutionary models, from stylized to comprehensive system-of-system models, may assist strategic water management for long time scales through facilitating stakeholder participation, exploring the possibility space of alternative futures, and helping to synthesize the observed dynamics in a wide range of case studies. Future research opportunities lie in exploring emergent phenomena arising from time scale interactions through historical, comparative, and process studies of human-water feedbacks.
Introduction
Space and time dependence of hydrological processes has been a common theme in the evolution of hydrologic science. For a little more than the first half of the twentieth century, hydrology was dominated by approaches that treated catchments as lumped systems or black boxes, with an explicit focus on time. Much of Robert Horton's celebrated work had a focus on time dependence [e.g., Horton, 1933] . Systems approaches (e.g., unit hydrograph theory [Dooge, 1955] ) characterized the lumped catchment response as a function of time but at the event scale. Stochastic time series approaches and early conceptual watershed models explicitly recognized time dependency of catchment responses from seasonal to multi-year time scales [Yevjevich, 1972; Crawford and Linsley, 1966] . back to the center stage. In the past, component parts of the hydrologic system (e.g., climate, vegetation, soils, topography etc.) were changing slowly in comparison to the time scales of hydrologic processes and those of human decision making. Treating them as fixed boundary conditions was therefore often a reasonable assumption. However, under the new circumstances, separating the slowly varying boundary conditions of the Earth System from the fast varying hydrological processes may no longer be appropriate [Thompson et al., 2013] . This notion is illustrated schematically by the power spectrum of hydrological processes presented in Figure 1 . While, in the past, slow and fast processes could be addressed separately (by assuming a separation of scales), in order for hydrologists to predict over long time horizons relevant to societal change, the time scale interactions need to be explicitly addressed ( Figure 1 ). This paper explores how time scale interactions of hydrological processes can be conceptualized within the context of the coevolution of hydrological systems and societal development. In this context, we will specifically discuss the interplay of hydrological and social processes and give examples of the framing and modeling of real-world problems. The paper concludes with an appraisal of socio-hydrologic modeling to assist with strategic water management at decadal to century time scales, complementing the significant advances that have been made to water resources system analysis in the last five decades [e.g., Loucks et al., 2005; Brown et al., 2015] .
2. The Nature of Coevolutionary Hydrological Systems (Without Humans) 2.1. Evolution Hydrological processes inherently operate over many time scales. Consider meander formation. Starting with a straight channel, any kind of obstruction in the river bed, such as rocks, will introduce small disturbances in the stream geometry which, in turn, result in cross currents along the floor of the channel which sweep eroded material toward the inside of the bend and accelerate erosion on the outside, leading to meanders. As their amplitudes increase, so do the cross currents and the erosion, which again increases the amplitudes [Ikeda and Parker, 1989; Scheidegger, 2004] . There are two time scales involved here, those of the fast erosive processes, x(t), and the slow changes in the river morphology, X(t). The interactions between these two process time scales make the streambed evolve ( Figure 2a ). 
Coevolution
Hydrological systems often involve more than one slow variable in addition to fast variables. Flood formation is coupled with event-scale precipitation and seasonal soil moisture as well as with soil evolution, vegetation evolution, landscape evolution, and climate evolution over centuries to millennia [Ga al et al., 2012] . Groundwater flow is coupled to the longer-term processes of subsurface formation [Wendebourg and Harbaugh, 1996] and landscape evolution, in addition to climate controls. The slow processes such as geology, X(t), and the topography, Y(t), evolve together, and are dependent on each other and on fast processes such as runoff, x(t) (Figure 2b ).
The term ''coevolution'' was coined in the field of biology to describe the simultaneous adaptation by closely interacting animal or plant populations, each of which exerts a strong selective force on the other [Ehrlich and Raven, 1964] . Since then the term has been adopted by other fields, and is often related to adaptive interactions between processes drawn from different disciplines. These include coupled, evolutionary processes of climate, tectonics, and topography [Whipple et al., 1999; Reiners et al., 2003] , climate and vegetation [Zeng and Neelin, 2000; Oyama and Nobre, 2003] , and landscapes and biota [Marston, 2010; Reinhardt et al., 2010; Corenblit et al., 2008 Corenblit et al., , 2011 Porder, 2014] . In all of these process interactions, water plays an important role. In hydrology too, the notion of coevolution has recently sparked extensive research activities in the form of both detailed observations and modeling [Tucker et al., 2001; Band and Tague, 2005; Paola et al., 2006; Saco and Moreno-de las Heras, 2013; Pelletier et al., 2013; Troch et al., 2015] .
Dynamical Systems and Slow-Fast Equations
The most common way of representing coevolutionary processes mathematically is the dynamical systems concept [e.g., Hofbauer and Sigmund, 1988; Robinson, 1995] . The concept assumes that the change in the state of a system with time is a function of the state at the same time, and future states follow deterministically from the current state. A coevolutionary dynamical system could be simply written as:
Fast : e dx dt 5f ðx; X : HÞ
Slow : dX dt 5gðx; X; Y : UÞ (1b)
Coupled slow : dY dt 5hðX; Y : WÞ
where x is the variable that varies on a fast time scale, X is the same variable but varying at a slow time scale, and Y is a different variable that is coupled to X and also operates at a slow time scale. For example, x, X, and Y could relate to the orange, red, and dark blue lines in Figure 2b . The coupling between equations (1a) and (1b) represents time scale interactions, and the coupling between equations (1b) and (1c) represents the coevolutionary process. H; U; and W are the parameter vectors of this coupled system. Obviously, the rate of change of the fast system (equation (1a)) is larger than that of the slow system (equation (1b)). To highlight the difference in the rates, following the idea of scale analysis [Charney, 1948; Price, 1986] , it is usual to add a parameter e (e ( 1) to equation (1a) which is selected in a way that the functions f and g are of similar order of magnitude [Berglund and Gentz, 2006] . e is then the ratio of the small and large time scales. For example, order-of-magnitude time scales for geomorphologic and ecological processes for the particular case of the North Carolina Coastal Plain are given by Phillips [1995] . For time scales of hydrological processes, see Skøien et al. [2003] .
Characteristics of Coevolutionary Systems
Slow-fast systems as in equation (1) have been studied for a long time in different fields [see e.g., Kuehn, 2015] although they have received little attention in hydrology. Slow-fast systems represent feedbacks, between different time scales and between different variables. Positive (or benefitting) feedbacks between, say, x and Y would occur if x increases with increasing Y and vice versa, which increases any fluctuations. For example, surface runoff x may enhance land surface change Y, which in turn enhances surface runoff x through gully formation. Conversely, a negative (or antagonistic) feedback between x and Y would occur if Y decreases with increasing x. For example, soil moisture Y decreases with evaporation x from the land surface, but evaporation increases with soil moisture. These feedbacks are encoded in the functions f, g, and h used in the example of equation (1).
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SIVAPALAN AND BL € OSCHL TIME SCALE INTERACTIONS AND COEVOLUTION OF HUMANS AND WATERGiven mathematical tractability, the system characteristics can be understood by inspection of the equations without resorting to simulations. One important characteristic of dynamical systems are equilibrium points at which the state variables do not change with time, i.e., the temporal derivatives on the left-hand side of the equations vanish. These equilibrium points can be classified into stable (either stable equilibria or stable periodic), unstable, and saddle points, depending on the signs of the eigenvalues of the linearized equations about the equilibria.
To illustrate the stability characteristics, we present a simple case of equation (1) which represents an idealized form of coevolution of runoff and soil depth in an agricultural field:
Fast : e dx dt 5ax1bY1r x (2a) 2b) where the variables x and Y are the runoff deviations from the mean and soil depth deviations from the mean, respectively, a, b, c, d are parameters, and r x and r Y , are exogenous (external) random variables, representing rainfall variability and landslips, respectively. The processes involve runoff eroding the soil (equation (2b)), and the soil dampening runoff variability due to its storage capacity (equation (2a)). There is therefore a feedback between runoff and soil depth.
The chosen parameters are summarized in Table A1 . The relaxation times for runoff and soil depths are 1 and 1000 years, respectively. For clarity, the time scale separation e is used which brings the parameters to a similar order of magnitude. Parameter c represents the erosivity. Two cases are considered, the first where a cover crop is planted during the rainy season to minimize soil erosion (i.e., inclusion of soil protection), and the second case without soil protection, which increases the erosivity by a factor of 100. The example presented is of course highly idealized, but it does demonstrate the value of the dynamical systems approach to simulate coevolutionary processes in real-world situations. For example, parameter a could be obtained from time series analysis of runoff data as it is related to the autocorrelation function, b from comparative studies of catchments or hillslopes with different soil depths, c from field experiments (erosion plots), and d from analysis of the age of soil layers. Figure 3 illustrates the dynamics of this coupled system for one realization. As can be seen, in the case with soil protection, the system remains stable, while in the case without soil protection, runoff increases dramatically and the soil is completely eroded away at some point in time. The phase diagrams illustrate the negative feedbacks between runoff and soil depth as reflected by the negative correlations.
The stability of the dynamic system can be examined very easily. Since the equations are linear, the eigenvalues of the coefficient matrix k 1 and k 2 directly give the stability properties. For the chosen parameters, for the case with protection k 1 5 20.0009, k 2 5 21.0001, i.e., both eigenvalues are negative, and therefore the system is stable. For the case without protection, k 1 5 0.0089, k 2 5 21.0099, i.e., one eigenvalue is positive, one negative, therefore the system is unstable with a saddle. In situations where parameters a, b, c, and d change with time, eigenvalues also change and getting the eigenvalue k 1 close to 0 could be indicative of early-warning of collapse [Scheffer et al., 2012] . We will return to the issue of early-warning in more detail later in section 3.2.
If two stable states exist, then the (bistable) system may switch between the two states, leading to abrupt shifts (or critical transitions) in the regime [Scheffer, 2009; Kuehn, 2011 ]. An example of a bistable system (although not necessarily involving coevolution) is the interaction of transpiration and saline groundwater, as proposed by Peterson et al. [2009] . As the water table approaches the surface, transpiration is reduced through a reduction in plant leaf area due to increased salinity in the root zone; and as the water table drops to great depths, the transpiration is also reduced due to the inability of plant roots to take up water. Conceptually, such a bistable system may be represented by a water balance equation of the form:
where variables S and z are, respectively, soil water storage and depth to the water table, and precipitation P and a are parameters. The product on the right-hand side represents transpiration. The system has two [Peterson et al., 2009] .
The regime shift is an emergent behavior where new dynamics arise through the interactions of the variables at smaller or faster scales. Another example of emergent behavior is meander formation which is neither built into the equations of surface water motion nor into those of sediment transport, yet models that couple the two may produce macroscale patterns such as meanders or braiding branches [Hooke, 2003] where the variables h, m, P, and Z are overland flow depth, soil moisture, biomass, and topographic elevation, respectively, R is rainfall, and H, U, W, and X are associated parameter vectors. e 1 , e 2 , and e 3 are of the order of 10 27 , 10
25
, and 10 22 , respectively. The equations involve the coupling of fast processes (flow and soil moisture) and slow and very slow processes (biomass and land surface elevation). Space is invoked for the movement of water, biomass (seed), and sediment in the downslope direction. Similar to river plan forms such as meanders and braiding, the vegetation patterns that emerge from these interactions exhibit a rich diversity depending on slope, erodibility (Figure 4) , and other system characteristics. Table A1 . 
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Space-Time Connections and Legacy Effects
The significance of emergent patterns such as those in Figure 4 is that they can be seen as legacy effects, the spatial signatures left behind from the history of coevolution of Earth system processes. As legacy effects, they can be used to generate insights into the history of coevolutionary processes that may have produced them.
Geomorphology has a long history of interpreting landscape features that have been left behind by coevolutionary landscape processes. Even from the topography alone, former mass movements can be inferred and this can be further refined if more information on the subsurface is available [Rhoads and Thorn, 1996] . Similarly, the patterns left behind by coupled ecological-soil-geomorphic processes can be interpreted to infer the dynamic characteristics of the system that generated these patterns [Monger et al., 2015] . However, our ability to make inferences from an observed pattern is constrained by historical contingency where a number of historical events over time may have combined together to produce, and have their imprint on, that pattern [Phillips, 2001; Beven, 2015] .
Ideally, it would be useful to have direct observations of how these patterns change over time, e.g., through historical photography or remote sensing. However, such observations are not usually available over century to millennia time scales. For longer time scales, indirect methods are needed. Ecology, pedology, and geomorphology have long used the indirect method of chronosequences [Walker et al., 2010; Phillips, 2015] . A chronosequence is a set of sites that share similar attributes but are of different ages. The underlying assumption behind the method is that the coevolutionary dynamics at different sites are the same but that the starting points of the dynamics differ. For example, ecological succession and soil development in an area exposed by a retreating glacier will start at different times. The assumption of similar dynamics implies that the processes currently observed at different sites can be mapped back to history by space-for-time substitution [Pickett, 1989] , i.e., what the younger sites look like now resemble what the older sites must have looked like centuries ago. This represents a type of ''natural experiment.'' Analyses across environmental gradients can thus be used to learn about the coevolution of processes [Ter Braak and Prentice, 1988 ].
An application of the chronosequence idea, when age is not available or not relevant, is to look for a landscape feature, such as elevation, that can serve as a surrogate for age through the tectonic and erosive Consider the case of flood-to-precipitation sensitivity and assume, as a first step, precipitation and floods to fluctuate as in Figure 2b , but without the long-term (slow) evolution, i.e., only the high-frequency component is present. In that case, the temporal flood-to-precipitation sensitivity obtained from, say, a 30 year record of precipitation and runoff data at one location, would be the same as the sensitivity obtained from a spatial transect of precipitation and runoff at the same time. In other words, the short record contains the same dynamics as the legacy of processes apparent in the spatial differences. However, if a long-term (slow) component is also present, as shown in Figure 2b , this is no longer the case, as the 30 year temporal record will only sample the fast processes, while the spatial transect will show the legacy effects of both the fast and slow processes, i.e.,
[Perdigão and Bl€ oschl, 2014] where P is annual precipitation, Q is annual flood peak, dQ=dP t is the sensitivity of floods to temporal precipitation changes, @Q=@P s is the sensitivity of floods to spatial precipitation changes (observed at the present time), and dP s =dP t is the Jacobian that accounts for the fact that the spatial precipitation coordinates evolve with time. Perdigão and Bl€ oschl [2014] introduced the concept of a coevolution index, 1, which represents the differences between the spatial (representing fast and slow) and the temporal (representing only fast) sensitivities as:
If 150, there is no coevolution, i.e., only the high-frequency component is present, the Jacobian is unity, and space-for-time substitution (or trading space for time) is straightforward since the temporal and spatial sensitivities are the same. However, if 1 > 0, as is the case in coevolutionary systems, one has to account for the dependence between space and time. (7b) where P is precipitation and H is catchment elevation, and in this way explained the observed flood-toprecipitation sensitivities from a process perspective.
This formulation provides a framework for linking temporal changes to spatial changes in hydrologic variables across climate gradients and gives an indication whether the catchment system has reached equilibrium condition or not. If the evolution is interrupted by external shocks, then the system will remain far from equilibrium [Beven, 2015] and reflected in 1 > 0, and extrapolation from space to time needs to account for the Jacobian. In the context of predictions in ungauged basins, Bl€ oschl et al. [2013a] argued that catchments with a similar coevolutionary history are similar and this allows information to be transferred between gauged and ungauged basins.
3. The Nature of Coevolutionary Hydrological Systems (With Humans) Savenije et al. [2014] present a historical account of the changing relationship between humans and water from the time of the Industrial Revolution, which represents the beginning of the Anthropocene. Clearly, with the expansion of the human footprint on the hydrological cycle, the role of humans now needs to be accommodated in the coevolution of hydrologic systems [Wagener et al., 2010; Oreskes, 2015] . From a systems perspective, an analogy has been drawn between the coevolution of species and the coevolution of societies with ecosystems and the physical environment [Winder et al., 2005] . ''Thinking of the changes in social and environmental systems over time as a process of coevolution acknowledges that cultures affect [Norgaard, 1994, p. 81] .
Although such concepts have not usually been considered in traditional water resources management, there has indeed been a long tradition of considering the role of humans, typically by organizing the water resources system into four subsystems [Loucks et al., 2005, p. 645]:
1. The natural resources system involving streams, rivers, lakes, and aquifer in the context of all the processes discussed in the previous section; 2. The infrastructure system, such as canals, reservoirs, wells, and pumping plants (including their operation rules) associated with technology; 3. The socioeconomic system related to water-using and water-related human activities; 4. The institutional system of administration, legislation, and regulation of water.
Each of these subsystems operates on a range of time (and space) scales, and in addition, they are coupled to each other via numerous positive and negative feedbacks; this makes them, collectively, a coevolutionary coupled human-nature system.
Feedbacks Between Fast and Slow Processes
It is possible to identify fast and slow processes in each of the above subsystems. The natural resources system will slowly degrade if overused through fast human processes (e.g., water extraction, land use changes) that do not allow for recovery. For example, large-scale deforestation in Western Australia for agriculture caused shifts to the water balance, leading to slowly rising water tables and extensive land and stream salinization, which contributed to a decline in agriculture and reduction of human population [Elshafei et al., 2015] . The infrastructure system, typically, follows a slow evolutionary path linked to innovation through the interplay between technology and society [Geels, 2005] . Technology includes infrastructure development to exploit water resources (e.g., irrigation technology), improved water use efficiency in agriculture, breeding of more water efficient crops, and river training and the construction of levees to protect cities from flooding. However, infrastructure develops in response to accumulated effects of human-water interactions at short time scales, e.g., frequent flooding forces people in urban settings to construct levees to protect themselves, likewise frequent water shortages in agricultural communities force people to build storage reservoirs.
In agricultural societies (as opposed to societies that depend on mining petroleum or metals), the socioeconomic system is often built on the exploitation of nature's renewable resources (e.g., soil and water) for producing economic outputs. The dynamics of the socioeconomic system is therefore intimately connected to the short-term dynamics of the resource, but in the long term, the accumulation of wealth can contribute to the growth of technology and population increase through natural growth and in-migration, both of which further expand the ability to exploit the natural resources. In developing countries, resources constitute the main input to production whereas in developed countries resources have more indirect effects modulated by consumption. International trade becomes a factor here, since there is evidence that developed countries are able to off-load a not insignificant amount of their consumption loads onto lessdeveloped countries while importing resources from these same countries. On the other hand, overexploitation of the natural resources can cause degradation of the resource and, in the long term, lead to permanent depletion of the resource. Not properly managed, this competition can lead to catastrophic consequences, including collapse. The ancient Mayas, who settled on present-day Yucatan peninsula in southeastern Mexico, exploited the land and water resources and built a successful civilization. Interactions of short-term climate variability (e.g., droughts) and human-induced land cover changes (e.g., deforestation), combined with increasing human population and environmental degradation contributed to episodes of both collapse and recovery in the long course of their civilization [see Dunning et al., 2012] .
The institutional (or governance) system represents a range of actors or stakeholders (e.g., state agencies and water experts, private sector and nongovernmental organizations, and citizen groups) who have to make decisions to manage the competition for water between human use (both supply and demand) in the short term and the use by the environment in the long term, to achieve sustainability . Indeed, as societies grew and learned to manage the competition for water for various human uses and for the environment, they developed policies, legal systems, constitutions and cultures that provided [Maass et al., 1962] , linking the natural, infrastructure, socioeconomic, and institutional systems associated with water has been high on the agenda of water research. Indeed, the founding of Water Resources Research itself 50 years ago as an interdisciplinary journal, by surface water hydrologist Walter Langbein and environmental economist Allen Kneese, was a reflection of the importance attached to cross-disciplinary interactions. Much of the focus then was on decision making under uncertainty and comparing alternative project options by the ''systems approach.'' While the systems approach only slowly found its way into practice [Rogers and Fiering, 1986] , the greater pressure on water resources has in the meantime led to its much wider acceptance in the context of sustainable development [Cai et al., 2002; Loucks et al., 2005] . Given its project focus, much of the work with the ''systems approach'' revolved around linearization to find feasible, optimum solutions, i.e., a normative perspective of ''what should be done'' in order to solve concrete problems.
In contrast, an alternative, later line of research on coupled human and natural systems (CHANS) has been more interested in the positive perspective of ''trying to understand what is happening and why.'' The objects of study were similar but the approach emphasized the many complexities of coupled system behavior, not evident when studied by social or natural scientists separately. For example, Liu et al. [2007a] demonstrated through examples that CHANS form complex feedback loops, involve strong nonlinearities with thresholds, and exhibit critical transitions, emergent behavior, resilience, heterogeneity, surprises, and legacy effects. These complexities have major implications for modeling human decision-making behavior , as well as for management, governance, and policy [Liu et al., 2007b] .
Given these additional complexities, a wide range of models have been proposed that represent the coupled human-nature dynamics, including stylized models [e.g., Anderies, 2000] , agent-based models [e.g., Evans and Kelley 2004; Noel, 2015] , and comprehensive system-of-systems models [e.g., Yaeger et al., 2014] . Below we present an example of the complex behavior of a hypothetical coupled humannature system, simulated by a simple, stylized model known as Wonderland [Sanderson, 1994; Milik et al., 1996] . In this model, humans exploit natural capital (resources) to produce economic output, and in the process cause pollution, which can deplete natural capital and limit long-term economic growth. The demographic (i.e., human population), economic (per capita output), and environment (natural capital) interactions in Wonderland are expressed in terms of four state variables: x(t) population size, y(t) per capita output, z(t) quality of environment (natural capital), and p(t) pollution per unit of output. Their coevolution is expressed in terms of the following four coupled, deterministic differential equations:
Natural capital fast ð Þ: e dz dt 5zð12zÞ vðx; y; z; pÞ (8c)
Pollution slow ð Þ: dp dt 52dp
where a(y,z), b(z), and v(x, y, z, p) are represented by specified functional relationships taken from the literature. Note that, to simplify the model, equation (8d) introduces an exogenously changing technology, which permits pollution per unit of output to decrease at a constant rate d. Scaling analysis of the governing equations showed that environmental, economic, and demographic variables exhibit slow-fast dynamics, as represented by the parameter e ( 1 in equation (8c). impending crash. Translated to the real world, this implies that humans might well live in growing prosperity for a long while even after they have crossed an environmental change ''frontier.'' Although the model may not predict the exact date of the environmental crash, it does enable the identification of specific demographic, economic, and environmental constellations at which sustainability becomes endangered. By looking at the phase-portraits (e.g., Figure 5 ), we are better able to view the interactions and sensitivities than simply assessing time series of variables as is often done in traditional hydrologic modeling applications. In real-world systems (as also noted in the badlands example above), over a long period of time the parameters of such a model may themselves evolve, which would contribute to a transition between the scenarios. For example, the parameter d could be linked to pollution dynamically, thereby introducing a negative feedback that helps to avert the tipping point.
Although sharp regime shifts may result from external shocks, the Wonderland example showed that such critical transitions can be generated internally as well, leading to ''tipping points,'' where a minor trigger can cause a shift to a contrasting state [Lade et al., 2013] . By applying singular perturbation theory, the system was decomposed into slow and fast components to identify the critical border (or tipping point). A critical slowing down, when the dominant eigenvalue characterizing the rates of change around equilibrium approaches zero, and a slow recovery from small introduced perturbations, have been proposed as earlywarning signs of the approach of a tipping point [Scheffer et al., 2009 [Scheffer et al., , 2012 Kuehn, 2015] . Frequent dam storage drought level exceedance or clustering of droughts may be examples of such early-warning signs.
With the growth of the human footprint, water resources management is increasingly being asked to assess the level of human impact that may trigger abrupt transitions, regime shifts, or collapses, and equally, to assess the effort required to avoid such adverse transitions or to restore degraded systems back to ''acceptable'' levels of functioning [Rockstr€ om et al., 2014; Hipsey et al., 2015] . The ability to detect early-warning signs as suggested above would therefore make a fundamental difference to water resource management as it is usually practiced now, where problems are ''fixed'' only once they occur.
While the examples of critical transitions highlighted in this paper are appealing, these dynamics are less explored in highly complex coupled systems where more feedbacks may dampen a response and avert a critical transition. For example, the more complex the network of interactions is, the harder it may be to find critical transitions. In the socio-hydrologic context, this also applies to strong networks of institutions that may help dampen the interactions within the system. . . most systems theorists recognize that individuals are able to self-reflect, and such reflexivity distinguishes human systems from other systems.'' Reflexivity occurs through cultural lenses, thereby making it possible to reproduce or change culture as a property of both individuals and structure [Baker et al., 2015] . People think or reflect about things or processes, attach a value to them, and develop certain preferences. Holling [2001, p. 401] suggests that human systems exhibit at least three features that are unique: foresight, communication, and technology. All of these unique human behavior aspects, including the informal nature of values and norms, add to the complexity of human-social systems and to the difficulty of modeling their behavior.
An element that arises from the cognitive abilities of self-reflection is that human decisions do not necessarily follow any set of rules or are ''rational.'' The perspective on this issue may differ between the disciplines. As Simon [1986, p. S209] noted, ''Economics has almost uniformly treated human behavior as rational. Psychology and sociology, on the other hand, have always been concerned with both the irrational and the rational aspects of behavior.'' And in 1978 (the year he won his Nobel Prize for Economics), Simon (1978) wrote: ''The rational man of economics is a maximizer, who will settle for nothing less than the best.''
The issue of rational behavior (or otherwise) is important for conceptualizing the coevolution of humans and water. Natural systems do exhibit long-term evolutionary behavior that can be expressed in terms of common organizing principles. These include ecological or vegetation optimality [Eagleson, 1982; Rodriguez-Iturbe et al., 1999; Schymanski et al., 2009 ], minimum energy dissipation [Rodriguez-Iturbe et al., 1992; Zehe et al., 2010] , maximum entropy production [Kleidon and Schymanski, 2008] , and optimum root zone storage [e.g., Gao et al., 2014a] . Similarly, nature operates under the constraints of natural laws or boundary conditions (e.g., gravity as in ''water flows downhill,'' and the concept of water balance), as indicated in Figure 6 (top). In contrast, humans may make decisions away from any optimality principles and they may violate their own laws (see Figure 6 , bottom). For example, they may extract water from a well, even though it is illegal to do so; and they can choose to live with pollution for other than optimality reasons. This makes it very important to understand, and model, the influence of cultural factors and associated values and preferences, which are likely to be more predictive of behavior than assumptions about rationality, or utility maximization [Caldas et al., 2015] .
Again quoting Simon [1986, p. S209] ''Everyone agrees that people have reasons for what they do,'' so irrationality does not imply that a decision is without reason. Rather ''rational behavior simply implies consistent maximization of a well-ordered function, such as a utility or profit function'' [Becker, 1962, p. 1] . This is a pragmatic definition reminiscent of how Kolmogoroff, founder of modern probability theory, defined deterministic and random models: ''The possibility of using, in the treatment of a real process, schemes of well determined or of only stochastically definite processes stands in no relation to the question whether the real process is itself determined or random'' [Kolmogoroff, 1931, p. 417] . Clearly, whether human behavior is random (irrational) or deterministic is not a scientific question. Rather it is a pragmatic modeling choice that will (usefully) depend on whether we see clear patterns with the amount of information available. Coevolutionary models may therefore account for human behavior by a stochastic treatment.
Whatever the exact process is by which humans make decisions, they are always based on values and preferences [Warren et al., 2011] . While values are generally considered as fundamental ideas about right and wrong, good and bad, desirable and undesirable, in the case of water management, following Wescoat [2013] and Sivapalan et al. [2014] , we define values as the overarching goals of individuals and whole societies with respect to water use, conservation, and sustainability. Preferences affect the more detailed decision process. Traditionally, water resources management has assumed values and preferences to be exogenous to the water resources system. Systems analysis has then obtained viable solutions that are optimum with respect to such preferences, e.g., maximum water yield, maximum yield reliability, and minimum total cost. These may be conflicting, so compromises are needed [Loucks, 1977] . Values usually do not change rapidly with time, so if time scales of years or a few decades are of interest, the assumption of fixed values imposed exogenously on the water resources system make sense. However, when a longer-term perspective is taken, it may no longer be appropriate to assume that they are fixed and specified externally, since they may change over time under the influence of education, advertising, changing cultural assumptions and the dynamics of the water resources system itself [Norton et al., 1998 ]. Dynamic changes in the values and preferences through human-nature interactions and feedbacks should therefore be an important component in the representation of water resource systems [Caldas et al., 2015] .
Changing Values and Water Governance
When looking back at water resources management over the past century, it is clear that the values and preferences of society have dramatically changed. They changed from a preference for single purpose projects to multiobjective projects [Russell and Baumann, 2009] , from an emphasis on structural measures to an emphasis on incorporating ecological values into water policy [Gleick, 2000] , from short-term goals to longer time scale outlooks [Loucks, 2000] , and from solely politics and expert-driven decision making to an increased role of community participation [European Union, 2000; Carr et al., 2012 ].
An example of changing values is presented in Figure 7a from Western Australia [Elshafei et al., 2014 [Elshafei et al., , 2015 .
In the second half of the twentieth century, intensive agriculture was pursued in the Lake Toolibin catchment through conversion of native Eucalyptus forest to crops (e.g., wheat), which over decades led to rising water tables due to the reduced transpiration (fluctuating at daily time scales). The resulting land and stream salinization contributed to decreasing agricultural productivity of land, and loss of economic output. These processes led to a slowly increasing awareness of environmental issues from the 1970s and more intensified efforts at recovery.
Differences in the values may not only occur in time but also in space and these are particularly important in river basins where upstream and downstream water users are linked through the water flow in the river system. In fact, most water resources management problems have a very important spatial component, which requires trade-offs and compromise between conflicting interests in different parts of the river basin [Loucks et al., 2005] . Chen et al. [2014] presented an example of spatial differences in values in the Kissimmee River Basin in Florida (Figure 7b ). In the rural part of the catchment, severe flooding in the 1950s triggered remedial action in the 1960s in the form of river training which, however, degraded the local wetlands in the decades after. While locally this may not have been considered an issue, the community in the urban part of the catchment valued the environment more than flood mitigation (in the parts of the catchment that did not concern them directly). The urban group turned out to be more influential in the Norton et al.
[1998] examined how and why preferences evolve and change over time, based on findings from psychology and economics (research on revealed preferences, constructed preferences, and decision making under uncertainty), social psychology and sociology (social traps), and anthropology (coevolutionary adaptation of cultures and ecosystems). They suggested that preferences are formed in humans ''by selection acting on traits that are transmitted both genetically and culturally, in a coevolutionary way. . . . Over time, preferences may be affected by human genetic evolution, education, technological change, the evolution of social systems, and the changing availability of environmental and other natural resources.'' [Norton et al., 1998, p. 201] . They noted that in modeling the dynamics of complex systems, it is impossible to ignore the discontinuities and surprises that often characterize these systems and the fact that they operate far from equilibrium in a state of constant adaptation to changing conditions. They therefore proposed a coevolutionary explanation for preference formation and suggested that it is different from the traditional optimization paradigm of economics in four respects: ''(1) evolution is path dependent, meaning that the detailed history and dynamics of the system are important; (2) evolution can achieve multiple equilibria; (3) there is no guarantee that optimal efficiency or any other optimal performance will be achieved, due in part to path dependence and sensitivity to perturbations; and (4) 'lock-in' (survival of the first rather than survival of the fittest) is possible under conditions of increasing returns'' [Norton et al., 1998, p. 202] . Lock-in here refers to the phenomenon that once established, the inertia of changing is so high that the preference will not change even though it is no longer desirable. An example of a lock-in phenomenon in water resource systems are the laws relating to water ownership in the western United States. When established the water laws stipulated that land ownership included ownership of the water underneath. The laws were easy to introduce but now that they are set in place, it is essentially impossible to take them back, even though this would be desirable from a regional water management perspective [Culp et al., 2014] . Another example are subsidies on the price of water and energy in several countries which were good when they were introduced; since then they have contributed to overexploitation of water resources, but cannot be reversed without a huge political cost [Srivastava et al., 2014] .
Differences in the values also occur between scales from individuals to households, communities, and entire countries, and there are also interactions between these scales [Gunderson et al., 1995; Holling, 2001] . For example, cultural values drive the drafting of constitutions, which drive water laws, which drive water policies and contracts of the water industry at small scales, and so on (Figure 8b ). Conversely, reflecting on the growth and organization of human societies, one can say that the larger entities in Figure 8b are themselves the result of the long-term coevolution of processes interacting at progressively smaller scales. Indeed, Caldas et al. [2015] suggested that cultural values can be considered as every day, lived practice which scales up in a ''bottom-up'' way. Note the similarities with how energy cascades through the Earth System where solar energy drives the global circulations which drive consecutively smaller-scale motions of the Figure 7 . Evolution of simulated community sensitivity to environmental health (a) in the Lake Toolibin catchment, Western Australia [Elshafei et al., 2015] , and (b) in the Kissimmee River basin, Florida, for rural and urban parts of the catchment (X. Chen and D. Wang, personal communication, 2015) . Community sensitivity is an indicator of the value attributed by the community to environmental health. (Figure 8a ), but the large-scale processes arise through aggregation of processes at small scales, e.g., as when flow accumulates downstream in a river system.
Cumming et al. [2006] noted that many of the problems in managing natural resources arise because of a mismatch between the scale of management and the scales of the processes being managed. For example, values enshrined in the legal system may vary only slowly (e.g., water law in the western United States), while environmental change may occur faster. The unintended consequences of the management may become evident at much longer time scales (after generations), as is the case with river training effects on ecological degradation and increased flooding. In the Ogallala High Plains Aquifer in the U.S., groundwater depletion has persisted for at least 40 years in spite of a variety of policies and institutions in place to address the issue. Sanderson and Frey [2015] explain this conundrum as an outcome of a mismatch between the local scale of resource management and the regional scale of groundwater movement.
In a classic paper on hydrological scales that appeared in the twentieth anniversary issue of Water Resources Research, Dooge [1986, p. 49S] argued that ''Most problems arising in catchment hydrology fall in the category of complex systems with some degree of organization.'' On the basis of the above arguments, it is clear that Dooge's statement applies equally to human-water systems due to the complex interactions across a hierarchy of time and space scales, in this case additionally driven by societal preferences and values.
In hydrology, we know that how exactly the hydrological response of a catchment changes with scale has a lot to do with the level of organization of that catchment. Random (disorganized) subsurface properties result in very different aggregation behavior of flow and transport than subsurface properties that allow for preferential flow [Bl€ oschl and Sivapalan, 1995; Western et al., 1998 Western et al., , 1999 . The more organized the system is, the more quickly will a perturbation (such as a contaminant) spread through the catchment system. Analogously, in social systems, Gladwell [2006] pointed out that a few individuals can have a huge impact on the aggregate behavior of social networks, which can make ideas, products, messages, and behaviors spread more quickly through the system: this is akin to a social ''preferential flow.'' Of course, the recent introduction of sophisticated forms of social media will likely have a significant impact on communication and thus on social ''preferential flow.''
Organization may be imposed from the top, as is the case in many governance systems, or it may emerge from the interaction of small-scale entities such as individuals and small communities. In the context of socio-ecological systems, Ostrom [1990] emphasized that self-organization of individuals who are in an interdependent situation is indeed a common phenomenon that leads to emergent system behavior. She noted that ''. . . accepted theory has assumed that resource users will never self-organize to maintain their resources and that governments must impose solutions. Research in multiple disciplines, however, has found that some government policies accelerate resource destruction, whereas some resource users have invested their time and energy to achieve sustainability'' [Ostrom, 2009, p. 419] . This finding has important implications for water governance as it shifts the emphasis toward empowering individual water users to assume more responsibility [Bakker, 2012] .
Examples of Emergent Phenomena in Coevolving Human-Water Systems
The evolution of societal preferences and values seems to be a key factor in modern water resources management. The numerous river and wetland restoration projects around the world reverse, at great cost, river training and drainage projects that have been performed at similar cost, often less than a century before. In both instances, the projects were a reflection of the societal values and needs at the time of the projects, and the change in values precipitated a different water resources management action. In effect, water resources management solved one problem but created another problem that was not foreseeable at that time. Following Odum [1982] , this situation has been referred to as a ''tyranny of small problems'' [Sivapalan, 2015] . They reinforce the view that sustainable water resources management should take these long-term changes into account and, ideally, anticipate future changes. In a similar vein, there are often spatial differences in the values and interests that give rise to conflict and a need for water resources management action.
The examples presented in Table 1 illustrate the rich diversity of emergent phenomena arising from human-water feedbacks. The table also indicates the time scales involved. In most instances, there are interactions of fast and slow processes driving the system dynamics.
Some of these phenomena are already being explored within the field of socio-hydrology Troy et al., 2015a] . The levee effect relates to the observation that periods of less frequent flooding (e.g., due to flood protection structures) are often associated with increasing vulnerability. Socio-hydrological models could help explain this effect. A lack of flooding leads to a loss of community memory about flooding and the community, unaware of the risks moves into flood-prone areas.
When an exceptionally high flood occurs, the levees are overtopped and the damage is much larger due to the assets that have accumulated in the flood-prone area during a period of infrequent flooding. Another phenomenon may manifest in agricultural societies, where a range of practices or technologies are successfully adopted to increase irrigation efficiency and save water for the environment, only for the saved water to be used by downstream users or contribute to the expansion of the irrigation area, and thus no net savings of water [Zhang et al., 2014] . This irrigation efficiency paradox has been attributed to the absence of norms governing how water saved should be re-allocated [Scott, 2011] .
Many agricultural regions of the world are experiencing decrease of human water use through reallocation away from irrigated agriculture toward the environment. This is a human adaptation that is driven by increased environmental consciousness and the diminution of agriculture as a fraction of the economy, as documented by Kandasamy et al. [2014] in the Murrumbidgee River Basin in eastern Australia. The observed ''pendulum swing'' in the competition for water between human use and the environment (also called the peak water paradox has been reproduced in a socio-hydrologic model that allows for the dynamic change of environmental consciousness [van Emmerik et al., 2014] .
These and other examples of emergent socio-hydrologic phenomena highlighted in Table 1 , as arising from coevolution of coupled human-water systems, give rise to three different lines of enquiry in sociohydrology: historical, comparative, and process socio-hydrology.
a. Historical socio-hydrology: human-water interactions have shaped society over the entire human history. Ancient civilizations such as the Mayas, the Hohokam, Angkor Wat, and the Harappa thrived and eventually dispersed, and water scarcity was among the reasons attributed for their collapse [Pande and Ertsen, 2014; Dunning et al., 2012; Penny, 2014] . Much can be learned by a systematic historical study of the coevolution and the mechanisms that may have led to these dynamics, and contrasting these with modern civilizations in which more developed institutional structures are present. studying ancient civilizations are that their history covered a long time period, they were relatively isolated, and their fate was governed by simpler mechanisms than prevail today. b. Comparative socio-hydrology: the coupled human-water systems that are present today anywhere in the world are also the legacies of coevolution. Much can be learned by comparing and contrasting today's water phenomena at different places and seeking common explanations. This can be done by organizing them into groups of similar behavior [Srinivasan et al., 2012] and by studying them across hydrological and socio-economic gradients, in the spirit of the Prediction in Ungauged Basins initiative [Bl€ oschl et al., 2013a] . The study of socio-hydrological behavior across gradients can be assisted by trading space for time, and accounting for the coevolution index (equation (6)) that measures how far the system is away from equilibrium. c. Process socio-hydrology: the examples of socio-hydrological phenomena in Table 1 indicate that the change of community values either in time or space lies at the heart of several of these phenomena. They come about by the aggregation and interactions of the behavior of individual agents and groups of agents. Much can also be learned by studying this aggregation behavior in considerable process detail through field studies, surveys, and the use of agent-based models [e.g., Evans and Kelley 2004; Gober et al., 2014] . This is where the interactions with economists, sociologists, and psychologists are particularly important [e.g., Wutich et al., 2014] .
Framing and Modeling Real-World Problems
In the previous section, we have presented narratives of several socio-hydrologic phenomena, which are expressed in the form of emergent dynamics, patterns, and paradoxes that result from long-term coevolution of coupled human-nature (water) systems. The phenomena may be generic (any of the broad class of paradoxes that manifest in several places, e.g., the levee effect, irrigation efficiency Collapse of system (e.g., dry out of Aral Sea due to short-term irrigation and long-term water balance and economy) [Cai et al., 2002] Resource capture by the elite (e.g., building of Narmada Dam, India, and loss of livelihood of locals due to short-term business interests and long-term resource depletion) Lock-in of groundwater depletion (e.g., groundwater overexploitation in India due to subsidized energy, interaction of short-term pumping at no cost, and long-term water balance) Increase in vulnerability due to overreliance on technology (e.g., collapse of the Mayas due to drought and dependence on reservoirs [Lucero, 2002]) Upstream-downstream conflicts (e.g., Mekong hydropower development affecting livelihood of downstream rural/fishery communities due to short-term flow disruption and long-term environmental degradation and economic development) Large-scale water transfers (e.g., South-North project, China, associated with short-term flow disruption and long-term food security) Operation of hydropower reservoir for flood mitigation (e.g., Orlik reservoir upstream of Prague, short-term loss of electric power, and long-term flood risk reduction)
Change in values or preferences in time River training and restoration (e.g., Sacramento river management due to short-term flooding and long-term change in environment) Levee effect (e.g., settlement pattern in the Netherlands due to short-term flood protection and long-term flood plain encroachment) Efficiency paradox (e.g., increase in water consumption in the Tarim basin, China, in spite of increased water use efficiency as a result of increase of agricultural land, short-term irrigation, and economic gains and long-term policy changes)
Adaptation: peak water paradox (e.g., increasing upstream water extraction and downstream degradation in the Murrumbidgee basin, Australia, short-term economic decisions, and long-term environmental damage) Virtual water trade (e.g., food trade from South America to Asia, short-term economics, and long-term food security) Coastal hypoxia (e.g., hypoxic zone in Gulf of Mexico resulting from agriculture in Mississippi basin, short-term profits, and long-term receiving water quality degradation)
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SIVAPALAN AND BL € OSCHL TIME SCALE INTERACTIONS AND COEVOLUTION OF HUMANS AND WATERparadox), or they could be place based, reflecting the unique characteristics of a place and its water history.
Why do these phenomena occur and what is exactly the nature of human-water interactions? In order to generate and test hypotheses about the mechanisms causing these phenomena, it is useful to frame and model the phenomena in a quantitative way [Troy et al., 2015b; . Often there may exist more than one plausible explanation for the occurrence of a phenomenon [Chamberlin, 1965] . For example, in the case of the collapse of the Easter Island civilization, resource overexploitation, climate change and diseases introduced from outside can be competing hypotheses or multiple stressors [Brandt and Merico, 2015] . Testing quantitative models may then help in deciding which of the hypothesis is more realistic, given the available evidence.
The framing and modeling may be performed at different levels of detail, depending on the purpose. The models can be highly comprehensive and include a lot of detail about a particular place. Alternatively, they can be stylized models that abstract the system with much less detail but with a view to capturing holistic aspects of the entire system in a general way. There can be a whole range of models in between with respect to their level of detail. Table 2 presents possible steps for framing and modeling human-water interactions and contrasts them to those of other model genres. The steps involved in developing socio-hydrological models are similar to those of coupled dynamic environmental models, but there are additional aspects that need to be taken into account. These additional aspects are shown in the right column of the table. Likewise, the steps involved in developing coupled dynamic environmental models are similar to those of typical hydrological models, but there are additional aspects (middle column). Finally, the left column shows the framing and modeling steps of typical hydrological models. Of course, the steps follow the normal scientific method of modeling adopted in the natural and social sciences [e.g., McDonald, 1989; Jakeman et al., 2006] , but there are specifics of socio-hydrological models that are worth discussing here. Development of sociohydrological models can also benefit from the advances made in the wider discipline of socio-ecological modeling [Schl€ uter et al., 2012] .
Possible Steps of Framing and Modeling Human-Water Interactions
Step 1 Phenomenon, domain, scale
This step involves developing a general statement of the phenomenon and setting boundaries for the problem, both in space and in terms of governing variables. As compared to phenomena represented by other environmental model types, socio-hydrological phenomena tend to be more complex. Emergent phenomena due to time scale interactions may include tipping points, regime shifts, and system lock-ins. The phenomena are often obtained from narratives presented by stakeholders and experts from different disciplines. These narratives should capture the diversity of values and preferences held in the community. An important consideration in socio-hydrological models is what processes to internalize (i.e., represent within the model) and what processes to leave as external forcing and to be prescribed as boundary conditions. Ideally, the external forcing should not be affected by the system behavior and it should be known.
Step 2 The perceptual model
This step involves developing a perceptual model that describes the system, i.e., (one or more) working hypotheses about the underlying causes of the phenomenon. Since feedbacks between processes and scales are particularly important, it is often useful to start the perceptual model with drawing causal loops that represent the feedbacks of the system. The drawing of the causal loops may be based on a narrative of the problem (as is typically done for stylized models) or it could be based on preliminary data analyses (as is often the case in comprehensive models). It is usual to associate process time scales with the feedbacks, e.g., they may either operate at event, seasonal or centennial time scales [e.g., Ga al et al., 2012]. Causal loops are particularly effective if experts from different fields are involved since the causal loops foster group model building [Vennix, 1999] . Figure 9a presents an example of a causal loop diagram for the levee effect , based on a narrative that represents feedbacks between people and floods in an urban environment, including the construction of levees. At this stage in the framing, the focus is on identifying the essential system components and their interactions conceptually. The actual state variables are defined later in
Step 3. The arrows in Figure 9a represent relevant feedbacks (1 and -in Figure 9a Water Resources Research Phenomena typically even more complex (e.g., macroscale phenomena such as levee effect, irrigation paradox). These phenomena are often defined through narratives
Step 2: Perceptual model Additional guidance by socioeconomic data (e.g., surveys, censoring) and narratives Translate narratives into cause-effect, i.e., functional relationship Use of local data (particularly in comprehensive models) Additional guidance by the implications for system dynamics (e.g., concave versus convex utility functions; bistability of system, . . .)
Step 6: Parameter estimation Step 3 Choice of state variables
The state variables are the backbone of the model, so their choice is an extremely important framing step. What is considered variable (and must therefore be included as a variable) or fixed, depends on the nature of the model and the phenomenon. Clearly, this choice is an art, although one strategy that can be adopted is to start simple and add more variables only as required to reproduce the phenomenon of interest. Classifying variables as fast and slow (on the basis of the rates of change) may help in the framing process. Two state variables may share the name but represent processes at different time scales. For example, two separate state variables may represent precipitation at monthly and centennial time scales and they may exhibit completely different dynamics. To be practically useful, all the variables included in the model should be measurable, either directly or through the use of appropriate surrogate or proxy information. Due to its paramount role in socio-hydrological processes, human values or preferences are prime candidates for state variables. Elshafei et al. [2014] suggest that environmental community sensitivity (as shown in Figure 7) can be brought into a socio-hydrological model to represent the human values as a state variable. Di Baldassarre et al. [2013a, 2013b] define a risk awareness variable, M, that encapsulates the collective preference of the community in relation to flood risk aversion. The greater M, the greater will be their preference to avoid settling in flood-prone areas. Further suggestions for the range of possible state variables in socio-ecological systems are given by Ostrom [2009] .
Step 4 Causal factors that affect state variables Causal factors affecting each state variable can be external (prescribed) factors (e.g., precipitation, GDP of a country, legal conditions), other state variables or the state variable itself. Due to the complexity of sociohydrological models, it is suggested to first decide what causal factors to include in each equation (Step 4) before specifying the exact functional relationships (Step 5). The causal loop diagrams (
Step 2) provide guidance on the choice of causal factors. For example, the factors that affect the environmental community sensitivity variable of Elshafei et al. [2014] include the economic well-being (income, unemployment, . . .), environmental status (water availability and quality, biodiversity), cultural dynamics, and exogenous factors such as the existence of an active green movement, relative levels of corruption, and the global economy. Factors that affect flood risk awareness may include the previous experience with damaging floods, economic well-being, and cultural factors (such as the value attached to living in a home with a view) [Burningham et al., 2008] .
Step 5 Functional relationships by which causal factors affect state variables The next step is the specification of functional relationships that describe each of the feedbacks between the state variables as well as the effects of the external forcings. The functional relationships can be conceptualized using intuition (as is often the case in conceptual models), through recourse to data analysis (if the appropriate data exist), taken from the literature on related studies, or can be based on consensus principles (e.g., logistic growth) [Elshafei et al., 2014] . The functional relationship between values and human behavioral response can be obtained through choice experiments [e.g., Morrison et al., 1999] that explore the judgment of a set of experts or stakeholders through questionnaires. A useful principle is to choose similar complexity for the various components of the model (e.g., economy, hydrology, technology). The functional relationships may operate at different time scales (see equations (1), (2), (4), and (8)) which are related to the time scales of the state variables they define. For clarity, it may be useful to specify the time scale ratio, e, explicitly. The equations must be dimensionally consistent, which limits the possible combinations of the variables. Always, as in many other branches of environmental science, dimensional analysis may assist in keeping these functional forms compact and parsimonious, and non-dimensionalizing the relationships may reduce the number of parameters [Viglione et al., 2014] . If the underlying equations are known, scaling analysis may be a useful way to determine the magnitudes of individual terms in the equation, discard minor terms, and thus reduce model complexity [e.g., Milik et al., 1996] . Additionally, for the case of stylized models, some guidance may be given by the implications of the functional form for system dynamics (e.g., concave versus convex objective functions for the case of optimization (normative modeling).
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In agent-based models, on the other hand, the functional relationships involve probabilities which serve the role of parameters. Figure 9b presents an example of an agent-based model, which was based on the results of a survey carried out for flood incident management to assess (i) how agents behave under normal conditions that determine where they are at the start of a flood event and (ii) how they respond to a flood event. Each agent is described in terms of their possible states, the actions they can take and the transitions between states. To capture the inherent variability and uncertainties in human preferences, the daily routines are described in probabilistic terms. In such an agent-based model, even if the behavior of individual agents is simple, collectively the model can exhibit complex, emergent patterns because of the interactions between individuals. Note the similarity between Figures 9a and 9b. Figure 9a represents the causal loop for a problem, whereas Figure 9b is the implementation of a causal loop on the basis of the choices of state variables, causal factors and functional relationships.
Step 6 Parameter estimation
Because of the many coupled processes involved, the difficulties with parameter estimation in sociohydrological models multiply many-fold relative to hydrological models [Brun et al., 2001] . There are also more streams of data such as population size/density, area under irrigation, reservoir storage, and agricultural productivity, in addition to the usual hydrological data. Following Beck [1999] , we suggest addressing these difficulties by the classical procedure of disassembling the model into its parts and subsequently reassembling. This means for both stylized models and comprehensive models one would estimate the parameters separately for the individual component models or different time scales. The latter has the advantage that it may be possible to assume the slow process constant when estimating the parameters of the fast process, and that the fast process averages out when estimating the parameters of the slow process. The former has the advantage that different data groups can be efficiently exploited. For the hydrological model, one would estimate the parameters in the usual way, assuming all other components as external factors. Similarly, the parameters of the economic part would be estimated from economic data assuming the hydrology is prescribed, and the parameter associated with the dynamics of human values could be estimated using, for example, data from revealed and stated preference methods [e.g., Adamowicz et al., 1994] , or surveys of newspaper articles over a long period of time [Elshafei et al., 2015] . Demographic data An agent-based model of the daily routine generated from travel survey and census data for a female agent from a household of four and who is employed (see Step 5)-agent starts the day at 8 A.M. with standard deviation of 15 min, travel, via school to drop children off, to work, with a 0.1 probability of visiting the shops en route etc. This daily routine is interrupted when they become aware of a flood incident, e.g., they will choose to evacuate to the nearest shelter with a probability of 0.7 etc. [Dawson et al., 2011] .
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SIVAPALAN AND BL € OSCHL TIME SCALE INTERACTIONS AND COEVOLUTION OF HUMANS AND WATERmay be used to estimate the parameters associated with population dynamics [e.g., Lutz and Samir, 2010] . Once the parameters of the component models are estimated, the whole model is reassembled and the parameter estimation process is repeated, with an emphasis on the feedbacks, i.e., those parameters that link the model components. In the simple case of the badland model (equation (2)), these were parameters b and c, but in more complex models, there will be several parameter vectors that need to be estimated. Some of these parameters represent sensitivities, such as the environmental community sensitivity [Elshafei et al., 2014] , which may be estimated on the basis of surveys, although senstivities may be highly variable and difficult to estimate in a representative way. Other parameters cannot be directly estimated and need to be calibrated by making use of the entire model. If these parameters manifest as clear signals in the observations, then these present a way to estimate them. Emergent phenomena can provide guidance on the selection of the feedback parameters, in particular for stylized models. Additionally, space-for-time substitution may assist in learning about the relative roles of fast and slow processes (as quantified by the coevolution index, 1) and how they manifest in the landscape. Diagnostic analysis of the complete model through splitting into fast and slow processes may provide insights into the relative importance of some of the parameters and help to prioritize the parameter estimation exercise, and this can be assisted by more traditional sensitivity analyses. Finally, and more pragmatically, some parameters may be transferred from other places that exhibit similar behavior [Bl€ oschl et al., 2013a] .
Step 7 Model validation and uncertainty
For the reasons outlined in the previous step, the idea of disassembling and later reassembling can be the basis also for a validation strategy. Individual components of the model can be validated by the usual split sample method where part of the data set is used for parameter estimation and the remainder of the data are used for validation. The splitting of the data can be into different time periods, different places, or different response variables. For the validation of the entire reassembled model, there are two possibilities. The first is when the socio-hydrological phenomenon of interest is repeatable in space or time. This means it could occur in different periods at the same place (e.g., drought-settlement interactions in Western China may be similar in different centuries with similar drivers [Liu et al., 2014; Lu et al., 2015] ), or it could occur at different places in the same period (e.g., the pendulum swing of environmental values in the Murrumbidgee was also felt in Lake Toolibin in Western Australia [Elshafei et al., 2014] ). In this case, the phenomena at different time periods or places could be used for model validation. The second possibility is when the sociohydrological phenomenon of interest is not repeatable, i.e., it has unique features that are very unlikely to be repeated [Phillips, 2007; Vergne and Durand, 2010] . In such a situation, it will not be possible to validate the model in the normal sense. This means that the model will likely have little predictive power beyond the case study of interest. However, the model can still be very useful to explain the local socio-hydrological phenomenon and to explore the system dynamics, including time scale interactions. Such a model can also be very useful to further the general understanding of socio-hydrological processes, as pointed out by Oreskes et al. [1994] . In all instances, it is important to explore the solution space to understand the interaction of slow and fast variables, in particular the role of changing values in time and space, and the associated model uncertainties.
While Table 2 presents the seven steps in a sequential fashion, the framing and modeling is of course an iterative process that may not only involve a loop from
Step 7 back to Step 1 (in case the validation is not satisfactory) but also sub-loops between individual steps as required.
Model Type and Model Complexity
It is useful to highlight the specific characteristics of the different model types with regard to their applicability, strengths, and weaknesses, and their treatment in the framing and modeling process.
Comprehensive System of System Models
The comprehensive (or system-of-system) models, typically, represent the sub-systems by individual modeling components, including the natural resources system, the infrastructure system associated with technology, the socio-economic system, and the institutional system of administration, legislation, and regulation of water (see section 3). Depending on the problem, these subsystems will vary and could be divided into more parts. Each component model is based on well-established principles and methodologies from the relevant disciplines. In many instances, these models are spatially explicit, particularly if they address spatially explicit management questions. Examples include land management and its impact on water quality [Van [Wild and Loucks, 2014] , groundwater extraction and drought mitigation , and water-food-energy-environment nexus [Yaeger et al., 2014] . In each of these cases, one is interested in the spatial pattern of the socio-hydrological processes and in particular the spatial connectivity and the interactions between social and hydrological processes locally and at large spatial/ administrative scales.
The comprehensive models have the advantage that, because of their process detail, they can be readily applied to real-world management problems in specific places. However, this comes at the cost of the effort needed to build the models. It may be very difficult to specify all the required parameters in a realistic way. Also, because of the complexity, it is very challenging to understand the overall system behavior for different parameter combinations and to reveal long-term, large-scale phenomena.
The steps of framing and modeling adopted here have a number of specific features. Since the overall model is usually compiled by linking several existing component models together, the perceptual model relies on the structure of each component and its appropriateness for the problem at hand. Similarly, the state variables are already chosen with the choice of the component models. The causal factors and functional relationships embody the linkages between the component models and therefore the feedbacks. The same process is not usually represented by two or more state variables at different time scales (e.g., equations (1a) and (1b)) but there is potential to do so. Normally, parameters are estimated from local data and through calibration of the component models off-line. Similarly, the component models are tested individually on local data, but one would also test whether the entire model captures the overall socio-hydrologic phenomena of interest (Table 1) .
Stylized Models
The stylized models, typically, represent each subsystem by a single differential equation. They often involve explicit representations of slow and fast processes. The slow processes usually involve accumulation and depletion of various stocks (natural resources including water, wealth, human values, technology, demography, etc.). The stylized models tend to be lumped (i.e., have no spatial dimension). Examples include human-flood interactions in an urban setting [Viglione et al., 2014; O'Connell and O'Donnell, 2014] , the competition for water between agriculture and the environment [van Emmerik et al., 2014; Liu et al., 2015] , groundwater depletion in large aquifers [Tidwell et al., 2004] , and more generally, the feedbacks between economic productivity and environmental degradation (Figure 5 ). In each of these cases, one is interested in the overall system behavior, in particular the mechanisms that contribute to any emergent phenomena. The main purpose of these models is to perform exploratory analyses to understand the system dynamics in typical socio-hydrological situations.
The stylized models have the advantage of transparency and ease of use. It is possible to fully explore their dynamic behavior space for all parameter combinations, including any emergent behavior and the borders between stability and instability, as illustrated in the Wonderland example ( Figure 5 ). This can provide guidance for decision making but at a strategic level. Their disadvantage is the difficulty of estimating realistic parameters since they represent aggregate behavior that cannot directly be translated into local-scale decisions.
The steps of framing and modeling allow more flexibility than in the case of comprehensive models. There are benefits to having a small number of state variables, as this limits the dimensionality of the problem. There is often an inverse relationship between the number of variables or components included and the generality of the model. The variables that should be included are only those that exhibit independent dynamics. It is not unusual to represent the interplay of time scales by explicitly defining fast and slow variables (equation (1)). Causal factors and functional relationships may often be obtained from a general understanding of the holistic system. Since the focus is on phenomena (rather than time series), the parameter choice can be based on different places where the phenomenon may have manifested. Validation mainly consists of the test of whether the overall socio-hydrologic phenomena of interest ( Figure 10 illustrates this idea. One would start with a stylized model. Once the system behavior and the role of individual processes are better understood, one embarks on building a comprehensive model that includes specific local features. The stylized model will provide guidance on how to frame the comprehensive model, the relevant feedbacks, and the level of detail needed. Once the comprehensive model has been compiled, there is also value in abstracting this model into a stylized model to explore the system characteristics in a more systematic way. Also, the stylized models may provide a benchmark test for the more detailed comprehensive models. The iteration between comprehensive and stylized models may assist in reducing the model complexity of the comprehensive model by reducing the number of state variables through established procedures such as Model Order Reduction [Schilders et al., 2008; Bruna et al., 2014] , or increasing the complexity of the stylized model to account for important local features.
An example of exploiting the synergies of stylized and comprehensive models is the work of Srinivasan who developed socio-hydrological models to reconstruct past system behavior and to diagnose the causes of a major water crisis in the city of Chennai in India [Srinivasan et al., 2010; Srinivasan, 2015] . The comprehensive model included such components as water flowing into the reservoir system; diversion and distribution by the public water utility; groundwater flow in the aquifer beneath the city (using MODFLOW); supply, demand, and prices in the informal tanker-truck-based water market; and consumer behavior. The stylized model included both fast processes such as short-term reservoir management and source switching by consumers; as well as slow processes such as long-term investments in infrastructure by the water utility (pipes and reservoirs) as well as users (wells, piped connections), but all in a lumped way. In this case, the experience with developing the comprehensive model helped with the development of the stylized model, which was used to fully explore the state space for different water management situations. The stylized model of Srinivasan [2015] has the advantage that it can be exported more easily to other cities with similar water issues.
So How Does Socio-hydrology Help With Water Management?
So far, we have discussed the development of socio-hydrologic models involving time scale interactions and the coevolution of coupled human-nature systems, with explicit inclusion of changing human values. These can be place-based comprehensive models based on individual case studies or generic stylized models focused on specific phenomena. How could they help with water resource management?
Generally, managers are interested to know: (i) the future consequences of current decisions and (ii) the mix of current decisions they should make to achieve a desired future outcome. For strategic decisions that concern long-term investments, large-scale changes to human settlement patterns, and major policy changes, the focus is on the long-term (decadal to centuries) and large spatial scales (regional to national). Examples are long-term strategies to manage groundwater depletion of large aquifers [Scanlon et al., 2012; Gorelick and Zheng, 2015] and national-scale flood risk management [Merz et al., 2010; Hall et al., 2014] .
If the long-term evolution in human preferences or values is included in the models in a dynamic way (in addition to the dynamics of the environment, technology, demography, economy, and governance), then they are amenable to decision making over long time scales.
Socio-hydrological models can assist with management in three ways: (a) to facilitate stakeholder participation, (b) to help decision makers through the generation and assessment of alternative futures, and (c) to learn from the experiences of other similar places, and move toward generalizations beyond individual case studies.
Facilitating Stakeholder Participation
Guidelines for water management such as the European Water Framework Directive and the U.S. Clean Water Act now require public and stakeholder participation, as it enhances water resource management and involves individuals and groups in a democratic way [Carr et al., 2012] . Participation is particularly important but also challenging in managing large-scale and complex water systems such as the Great Lakes [Carr et al., 2013; Krantzberg et al., 2015] . Participation can assist management in several ways. It ensures acceptance, ownership and buy-in to the decision process. It also facilitates the social learning processes that typically involve a variety of different types of knowledge, and increases the likelihood that contentious trade-offs will be investigated and resolved through the decision-making process. Socio-hydrologic models, being coupled human-water system models with explicit inclusion of changing values, are therefore ideal tools to facilitate the participation of stakeholders in the management process.
One of the effective ways to both educate and learn from the community is through role playing, which might contribute to changing of mind-sets when people realize the potential (positive and negative) consequences of their actions. Indeed, role playing is a way to mimic the actual processes playing out in the community in the course of water management decisions made over a long period of time. Sociohydrologic models can thus facilitate but also benefit from such role playing. For example, Wheater and Gober [2015] report on activities within the Saskatchewan River Basin in Canada that connect research outputs to decision makers and the general public. One activity was a Drought Tournament, a workshop designed to enhance discussions among interdisciplinary groups about how to manage the immediate and longer-term effects of droughts, including asking participants to consider trade-offs associated with different mitigation options. Another is an interactive play based on stakeholder perspectives on downstream consequences of a flood from an irrigated farm upstream all the way to a village in the river delta. The play conveyed the complex context for flood management decision making, using science-based flood scenarios, which called upon the audience's values, emotions, and attitudes about flood risk for mitigation strategies, policy reform, and adjudicating among competing interests. To be truly effective for long-term planning, however, such role playing must include actors or stakeholders who transcend past and future generations (grandparents to grand-children) so that they reflect on process interactions and [Loucks, 2000] . The same applies to spatial processes, involving stakeholders who transcend the locality/project to represent preferences or values on regional, national, and global scales.
Socio-hydrological models can also assist in communicating to and educating the public, via various forms of the media, about the likely consequences of their decisions or actions. For example, it can facilitate stakeholder discussion of difficult choices, and enables sensitivity analysis and vulnerability assessments. Figure 11 is an example of the use of scenario analysis using stakeholder engagement. An exploratory socio-hydrological model was used to explore system vulnerabilities of and policy options for the Saskatchewan River Basin in Canada. Figure 11a presents the causal loop diagram for the model implemented in the basin. The model was used to evaluate trade-offs between investments in irrigated agriculture versus hydropower generation. Figure 11b presents summary results of outcomes for several what-if scenarios, which shows that increasing the amount of acreage for irrigated agriculture increases the net benefits to agriculture with relatively small reductions in the net benefits to hydropower. These model results helped to facilitate stakeholder discussion through making the cause-effect relationships transparent to the stakeholders [Hassanzadeh et al., 2014] . The model results may be particularly instructive for the discussions if emergent phenomena such as regime changes, tipping points or lock-ins are simulated that may not be apparent from inspection of the component processes.
Exploring Alternative Futures: Possibility Space
One of the potential uses of a fully configured socio-hydrologic model in a water resources context is predicting the possible outcomes of alternative decisions or choices in the form of a possibility space of alternative futures [Pahl-Wostl, 2002; Bl€ oschl and Montanari, 2010] . Identifying alternative futures can play an important role in the decision making process [e.g., Laurent et al., 2015] . These are not necessarily the most likely futures but do provide insights about the system dynamics.
An example of the possibility space of the economic evolution over centuries of a community subject to flooding is shown in Figure 12 . The panels are ordered by collective memory (horizontally) and risk-taking attitude (vertically). The results are based on a generic socio-hydrology model that represents feedbacks between the economic, political, technological, and hydrological processes within that community (Figure 9a ). These processes operate at different time scales with the fastest scales being the floods and the slowest scales being the political processes of land use planning. The results suggest that combinations of a long memory (like elephants) and risk aversion (like rabbits) (top left in the figure) will lead to immediate economic collapse due to lost economic opportunities. This is due to people choosing settlement patterns far away from the river (as their memory of past floods is still in their minds) which will impact negatively on trade revenues. Combinations of a short memory (like cicadas) and a risk taking attitude (like lions) (bottom right) will also lead to rapid economic collapse due to persistent flood damages the community suffers over a long period as they choose to settle close to the river. More moderate parameter combinations in the model (reflecting more moderate attitudes of the community) will lead to more favorable outcomes including a set of parameter combinations in the middle of the figure which will always lead to fast economic growth.
The paths in each part of Figure 12 have all been obtained by a deterministic socio-hydrologic model with the same parameter set, assuming the same upstream flood frequency curve as a stochastic driver. The paths differ only in terms of the sequence in which the floods occur. For some parameter combinations, the paths are indeed extremely different. The part highlighted by the red asterisk shows an example of a bimodal distribution of wealth, i.e., depending on the sequence of the floods, the economy may either grow or weaken, and the intermediate cases are less likely. The path dependence is characteristic of complex systems [Norton et al., 1998 ]. It is also consistent with evidence from environmental history. For example, buildings typically were abandoned after multiple consecutive floods in a short time (e.g., relocation of the fifteenth century Franciscan friary in Visegr ad, Hungary [Kiss and Laszlovszky, 2013] Figure 5 . Equally important, a coevolutionary perspective may help with managing complex adaptive human-water systems in a sustainable way, since sustainability is perceived as a dynamic rather than a static property of the system [Rammel et al., 2007] . The goal is to avoid unfavorable states rather than to converge to one stable optimum. Unfavorable states may include system lock-ins.
Indeed, sustainable water management in a dynamic world requires social learning and adaptive management [Pahl-Wostl, 2002] . Walker et al. [2015] present ways for including social responses dynamically into water resources planning decisions with the use of socio-hydrologic models. Socio-hydrologic models may represent changing preferences and values of the community Elshafei et al., 2015] in addition to the dynamics of the environment, technology, demography, economy, and governance in a quantitative way. It may not always be easy to estimate the parameters of such models for a particular case, and the nonlinear nature of the models will usually result in many possible system traces for the future [Zehe et al., 2010; Viglione et al., 2014] . However, exploring the possibility space with a view of avoiding bad choices rather than identifying optimum choices may be more conducive for sustainable management under uncertainty. This implies a shift from optimality to robustness [Anderies et al., 2004] , and a shift toward vulnerability and resilience centered management. Figure 13 illustrates the concept for the case of flood risk management in a changing world. The top-down approach (Figure 13 , left) starts from projected future scenarios which feed into a cascade of models (from GCMs to downscaling, hydrological models, inundations and damage estimation). This approach is conceptually appealing as it mimics the main process causality and strives for economic optimality, but the probabilities used in this approach may be difficult to estimate, in particular in a coevolutionary world.
On the other hand, the bottom-up approach (Figure 13 , right) starts directly from the vulnerability of the communities in question. The failure of the flood system in the example could be caused by many different factors and the traditional rainfall-to-flood transformation is only one of them. The system may also fail due to geotechnical reasons (percolation, internal erosion, burrowing animals), landslides, avalanches, poor construction, poor management, sabotage, and impact of war. The focus is thus less on causality and more on consequences. The method is ''messier'' involving methods that are less clearly structured, but it has a social motivation and is more amenable to accounting for surprises as it strives for reduced vulnerability and increased resilience [Merz et al., 2015] . Imaginable surprises can be represented by ''wildcards'' to explore their consequences for the socio-hydrologic system [Wardekker et al., 2010] . The bottom-up approach thus has an important and creative role for hydrologists to engage in explorative socio-hydrologic modeling to assist local risk managers and stakeholders in defining policy options. 
Generalizing Beyond a Single Case Study
The third dimension by which we believe socio-hydrological models can assist with management is to learn from the experiences of other similar places, and move toward generalizations beyond individual case studies.
Two seemingly disparate water management situations can, on careful analysis, show strong similarities. For example, the complex situation experienced in Central Valley in California [Fox et al., 2015] has much similarity with the situation in the Heihe Basin in western China [Gao et al., 2014b] . Both watersheds are fed by snowmelt (and rainfall) in the headwaters, both contain a large middle section where much of the water (both surface water and groundwater) is used for irrigated agriculture, and societies in both basins are seriously concerned about consequent reductions in flow downstream. In California, the downstream consists of precious ecosystems in the San Francisco estuary, whereas Heihe basin is endorheic and the concern is the drying of the terminal lake. There are of course, important differences in the institutional set-ups and cultures but contrasting these cases may help appreciate the specifics and the more general findings for each case. These similarities and differences can be brought out through parallel framing of the two case studies as socio-hydrological models (see section 4). This parallel framing is particularly useful for emergent phenomena such as regime shifts, tipping points, and lock-ins.
Generalizations will benefit from the availability of long-term data sets on human-water system behavior. Braden et al. [2009] and Vogel et al. [2015] highlight the need for national-scale surveys and data sets of water use behavior and attitudes across sectors, and outline the specific requirements of such an enterprise. Generalizations can also benefit from increasing availability of new kinds of data that are coming on stream with the advance of technology such as satellite nighttime lights [Ceola et al., 2014] , human sensing data, and enhanced communication opportunities through social networks. Possibility space: each part shows the evolution of the wealth of a community over scaled time (a few centuries). Grey shades indicate the probability of a particular path. Parts are ordered from right to left by decreasing collective memory and from top to bottom by increasing risk taking attitude. Part marked by asterisks shows a parameter combination that leads to a bimodal distribution of wealth due to path dependence. Adapted from Viglione et al. [2014] .
Water Resources Research Srinivasan et al., 2012] , but the framing by socio-hydrologic models in a quantitative way may provide added value. The comparative analysis of several case studies experiencing the same phenomena can give rise to generic models of the phenomena (e.g., irrigation efficiency paradox, levee effect, peak water paradox), which can accommodate differences in climatic and socio-economic political conditions Elshafei et al., 2015] . The availability of generic models enables fundamental studies of the behavior of socio-hydrologic systems in respect to each phenomenon. These are aimed at generating universal understanding that can help inform and educate both managers and the general public to anticipate problems in advance and develop a mix of solutions to consider in management. The benefit of more parsimonious stylized models is that they are more transparent and can be repeated more easily by peers, thus contributing to knowledge building [Bl€ oschl et al., 2014b] . They also help to organize scientific research that is aimed at isolating key socio-hydrologic processes and feedbacks and developing universal functional relationships that will go into models. This may help reduce the empirical nature of process descriptions in many socio-hydrologic models, thus making them universally applicable.
The Future of Socio-hydrology: Challenges and Opportunities
In this paper, we have presented a coevolutionary view of hydrologic systems for a changing world. Different aspects of the system are allowed to coevolve at different rates. This includes humans who are treated as endogenous to the system, not as mere boundary conditions. We have framed the resulting coupled human-nature system using a dynamical systems perspective, characterized by interactions between fast and slow processes, and feedbacks between a range of environmental and human/social processes. The distinguishing feature of this approach to hydrological science is the emphasis on time scale interactions. These give rise to the emergence of new, macroscale socio-hydrologic phenomena such as the levee effect, adaptation to change, and system collapse due to resource depletion. These phenomena are related to dynamical system concepts of path dependence, lock-ins, critical transitions, and multiple equilibria. The proposed coevolutionary view emphasizes a long-term perspective of hydrological systems in which dynamically changing human values play a fundamental role.
Here we propose a range of socio-hydrologic research questions that, we hope, will help further energize hydrologic science for the future. How can we use a mix of stylized and comprehensive models to test hypotheses on the human-water system? 2. What are efficient strategies for identifying the parameters and functional relationships of sociohydrological models? How can one deal with the inter-dependencies of the model parameters? What proxies can be used in the parameter estimation? 3. How can system descriptions be generalized beyond individual case studies in order to discover universal principles underlying human-water interactions? How can the legacy of human-water systems observed now be used to reconstruct the coevolutionary history through space-time substitution? What insights can we gain from ancient societies that are still relevant for today? 4. How can we benefit from new data opportunities related to human-water systems such as human sensing and social networks? How can we make inferences from large data sets such as nightlights? c. Managing human-water interactions 1. How can a coevolutionary view of human-water systems assist in water resources management?
What is the specific role of time scale interactions in supporting long-term-strategic decision making? How can potential future changes in human values, as represented in socio-hydrological models, be exploited for decision making? 2. How can coevolutionary models of coupled human-water systems complement the scenario approach used currently? What is their role in adaptive water management and social learning? 3. What are early-warning signs of potential abrupt changes in human-water system behavior? How can the relevance of such signs be communicated? 4. How can a coevolutionary view of human-water systems contribute to identifying robust management options (that are not necessarily optimal)? What are strategies to stay away from potential tipping points and lock-ins?
The perspective presented in this paper has followed the inter-disciplinary view that Water Resources Research has so effectively fostered over the last fifty years. The paper has attempted to move this view forward to a new coevolutionary view that accounts for the rapid and widespread changes brought about by human impacts on the hydrologic cycle and the need for longer lead times for strategic water resources planning. In doing so, the paper has emphasized the critical importance of studying changing water systems in the emergent Anthropocene through the lens of time scale interactions, and has articulated the vision that, in the context of these dynamic changes, hydrologic science and water resources management should be considered as two sides of the same coin.
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