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Quantum turbulence is a conceptually simple form of turbulence, consisting of a
tangle of quantised vortex lines. It provides a model system, through which it may
be possible to understand features of the complex and not yet fully understood
classical turbulence.
A novel detector made from arrays of custom-designed tuning forks was developed
and used to investigate properties of excitation beams and quantum turbulence in
superfluid 3He-B at temperatures below 200 µK. The detector was constructed
from 5 arrays of 5 tuning forks mounted in a copper block to create a 25 pixel
square detector of excitation flux. The detector was situated in a cell such that
it could be illuminated with a beam of thermal excitations, and that turbulence
could be generated in the path of the beam, which will cast a shadow on the face.
Characterisation of the detector response to beams generated by the black-body
radiator and source wire were performed. We observe that the beam generated
by a black-body radiator appears approximately symmetric, consistent with being
emitted from a point-source of excitations. In addition to this we find that the
profile of the beam generated by the black-body radiator was independent of the
power applied to it, an important assumption of the properties of the black-body
radiator that had not been previously observed. The beam emitted from a vibrat-
ing wire was found to be much narrower and has a angular profile that changes as
the velocity of the wire is increased.
Probing a turbulent tangle generated by a vibrating wire with this beam showed
that the turbulence appears to fill all of the volume in between the radiator and
detector. The vortex line density of the tangle appeared the be greatest in the
vicinity of the wire, consistent with previous measurements of the vortex tangle
generated by vibrating wires.
In addition, we find that there are reproducible features in the development of the
shadow as a function of the wire velocity, indicating that there is some structure
in the development. The shadow is independent of the power of the beam used to
probe the tangle.
Measurements of fluctuations in the shadow cast by the vortex tangle show that
the turbulence has a spectrum reminiscent of the Kolmogorov spectrum. In addi-
tion to this the resolution of the detector is such that it is possible in principle to
measure the shadow cast by a single vortex line, and we examine candidate events
for such a measurement. This represents the first such measurement of the motion
of vortex lines in 3He-B.
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Classical turbulence is well-known for being simultaneously of universal impact
whilst being analytically intractable - often called the most important unsolved
problem of classical physics [1]. One way forward is to start with a simpler sys-
tem. A pure superfluid in the zero temperature limit has no viscosity and thus
can be considered an ideal fluid. While the flow of bulk superfluid must be irro-
tational it can mimic classical turbulence by supporting singly quantised vortices.
A quantum vortex, at low temperature, provides a concrete example of the thin
core vortex filament of the classical fluids literature.
Quantum turbulence consists of a tangle of such quantised vortex lines that inter-
act via their self induced flow, resulting in complex dynamics which may support
structures with a large range of length scales. Conceptually, these are very simple
conditions in which to study turbulence: since the flow is entirely determined by
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the quantised vortex lines, the problem essentially reduces to a study of vortex line
motion. These conditions also greatly simplify computer simulations and massively
reduce computation times.
Despite the absence of frictional dissipation, quantum turbulence in the zero tem-
perature limit behaves remarkably similarly to classical turbulence and exhibits
a Kolmogorov-like energy spectrum. Studies of turbulence in superfluid 3He-B at
microkelvin temperatures reveal several advantages over other systems, the most
important being that a vortex tangle in this system can be visualized directly via
Andreev reflection of ambient thermal excitations [2]. Turbulence in 3He-B can be
produced by vibrating wires [3, 4], vibrating grids [5], tuning forks [6], and by ro-
tation of the cryostat [7]. The tangles produced by vibrating wires and grids were
probed by Andreev reflection of thermal quasiparticles and quasiparticle beams
produced by so-called black-body radiators (BBRs) [8].
The BBR is a very versatile tool in the study of superfluid 3He as it has been
shown to be an excellent, highly-sensitive bolometer and a generator of finely-
tunable beams of thermal excitations [2, 9, 10]. However, there are still properties
of the BBR that are unclear, such as the spatial profile of the excitation beam,
and whether the beam spreads as the power applied to it increases. Furthermore,
the degree of homogeneity of the turbulence produced by vibrating wires and grids
is unknown. Previous measurements were unable to answer that, as turbulence
was detected by a handful of vibrating wires or BBRs. Hence, we have designed
a 2D quasiparticle detector capable of measuring the spatial variation of the flux
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of thermal excitations across it’s face with a much higher resolution than previous
experiments.
Here we present measurements of the two-dimensional spatial profiles of the ther-
mal excitation beam emitted by a BBR and use such beams to investigate the
spatial distribution, statistical properties and development of quantum turbulence
generated by a vibrating wire. Furthermore, we have measured the angular spread
of the beam generated by a vibrating wire, with a much higher resolution than
previous measurements [9].
Conceptually our measurements are carried out as follows: the BBR produces a
beam of quasiparticles that illuminates the turbulence produced by a vibrating
wire and the shadow cast by the turbulence is measured by our detector. We mea-
sure this shadow as a fraction of quasiparticles reflected by the turbulent tangle.
The cell layout is shown in figure 1.1 and is described in detail in chapter 3. Here,
the key devices are the BBR, the source wire and the tuning fork detector.
The black-body radiator is an approximately cubic box made of stycast-impregnated
paper with an orifice in one wall. There are two vibrating wires inside, one used
for generating thermal excitations - the heater wire, and the other used to measure
the temperature - the thermometer wire. Excitations generated by the heater wire
will thermalise inside the box and be emitted in a beam from the orifice. The
thermometer wire allows us to calibrate the temperature of the box against the
power applied to the heater wire, allowing the use of the box as a sensitive bolome-
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Figure 1.1: Render of the experimental cell
a square array of 25 tuning forks, referred to as pixels. The central pixel in the
array is designed to be situated level with the orifice of the BBR (in reality the
alignment is not perfect, and there is a small offset), the gap between the radiator
and the detector is 2 mm. Situated half-way between the radiator and detector is
a vibrating wire, called the source wire, the apex of which is designed to be in line
with both the BBR orifice and the central pixel (again, in reality there is a small
offset). This wire is used to generate a turbulent tangle or a beam of excitations.
The remaining vibrating wires are used to monitor the ambient temperature in the
cell.
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This layout allows us to perform two main types of experiment. First, it allows us
to investigate and compare the spatial profile of the excitation beams generated by
the BBR and the source wire and extract information about their angular spread.
Second, it allows us to measure the spatial variation of the fraction of quasiparti-
cles reflected by the tangle of vortex lines, which we can use to infer information
about the spatial variation of the vortex line density, statistical properties of the
turbulence and may allow us to investigate large scale structure within the tangle.
When a vibrating object, such as a tuning fork, or as is the case here, a vibrating
wire, reaches some critical velocity vc, it begins to emit quasiparticles. For a wire
in the bulk superfluid, these excitations are emitted in the form of narrow beams
in the direction of motion of the apex of the wire. For a wire in a box, such as that
inside a BBR, the excitations scatter from the walls until they thermalise and are
emitted from an orifice in a beam.
Interestingly and importantly, our measurements have shown that the beam from
the BBR exhibits the same angular spread at all applied powers, details of the
characterisation and measurements of the beams are found in chapter 4. This has
long been assumed as a property of the beam from a BBR, but is confirmed here
for the first time. The turbulence produced by a vibrating object is accompanied
by a beam of quasiparticles emitted in the direction of the motion of the object.
For a vibrating wire, we find that this beam is of a much lower intensity than the
BBR beam and will spread as the velocity of the wire increases.
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The profile of the shadow cast by the turbulence generated by a vibrating wire is
detailed in chapter 5. We find that the shadow is dominated by reflection in the
vicinity of the surface of the vibrating wire and we attribute this to the generation
of vortex rings near the surface of the wire. Elsewhere the turbulence appears to
be approximately uniform.
We have also studied the fraction of quasiparticles reflected as a function of the
velocity of the source wire. This is plotted as the blue line in figure 1.2, for pixel
C3. The red line is the force-velocity curve for the source wire, the wire begins
to generate turbulence above a critical velocity vc ≈ 8mms−1. The figure reveals
information regarding the development of the turbulent tangle. As expected, for
velocities below the critical velocity vc, the reflected fraction is zero, as there are no
vortex lines. Above v/vc > 1 the reflected fraction rises rapidly, before plateauing
until v/vc ∼ 2 where it begins to increase again. There are also some distinctive
features in the development of the turbulence, but it is difficult to speculate as to
what these represent, these are shown in chapter 6.
We have also measured fluctuations in the quasiparticle shadow caused by fluctu-
ating vortex line density in the tangle to investigate statistical properties of the
turbulence. In chapter 7 we find that the power spectrum of the fluctuations ex-
hibits a f−5/3 powerlaw, reminiscent of the Kolmogorov spectrum, and consistent
with previous measurements [5].
At last we would like to mention that resolution of our measurements approaches


























Figure 1.2: Plots of the force-velocity profile of the source wire(red) and the
fraction reflected in front of pixel C3(blue)
(for example in chapter 7) that a single vortex line pinned across the front of a
pixel would result in a 2% reduction in the damping on the tuning fork. The noise
level on the tuning forks is such that we can resolve such changes, and opens up
the possibility that the detector could be used to investigate single vortex events
and coherent structures within the tangle. This is a particularly significant result
as it would represent the first device capable of resolving and investigating such
structure in the vortex tangle.
In chapter 2 we introduce the core theoretical concepts required to interpret the
measurements presented here, in chapter 3 we discuss the measurement techniques
used and some of the practical applications of the theory. In chapter 4 we discuss
the characterisation of the beams from the BBR and the source wire, in chapter 5
we discuss the shadow cast on the detector by a turbulent tangle generated by the
7
source wire. In chapter 6 we discuss the development of the shadow cast by the
tangle, in chapter 7 we discuss properties of the fluctuations in the line density,
and examine the possibility of observing single vortex lines. Finally in chapter, 8





In this chapter we introduce the background theoretical framework required to
understand the results presented in this thesis. We will discuss the superfluidity
of 3He and compare it to other superfluids. We then will introduce the concept
of thermal excitations(quasiparticles) and examine the ballistic limit at very low
temperatures, where most of our measurements take place. After, we will discuss




The two stable isotopes of helium, 3He and 4He, are unique in nature in that they
remain liquid down to absolute zero at zero pressure, due to large zero-point in-
teractions. Both isotopes require pressure of the order of tens of atmospheres to
solidify, even in the vicinity of absolute zero. Figure 2.1 [11] shows the pressure-
temperature phase diagram of 3He, which clearly illustrates the absence of a triple
point. In addition, both isotopes enter superfluid states when cooled below their
critical temperature, Tc = 2.17 K in
4He (called Tλ for historical reasons [12]),
and Tc = 0.929 mK in
3He at saturated vapour pressure [13]. Other analogs of
superfluids are Cooper Pairs in a superconductor [14], cold atomic gases [15] and,
possibly, the core of a neutron star [16].
To understand the superfluidity of 3He it is useful to consider the superfluid state
of 4He, which was discovered first and, as a boson, exhibits a simpler mechanism
for the formation of the superfluid state. In bosonic systems, there is no Pauli
exclusion principle and the maximum occupancy of a single state is unlimited. As
a result, below some critical temperature TB a fraction of the bosons are forced to
condense into a common ground state by a mechanism called Bose-Einstein con-
densation [17]. The superfluidity of 4He is an example of this condensation, though
due to interactions between atoms, the real transition temperature Tλ = 2.17 K
is lower than the theoretical TB = 3.1 K [17]. The ground state is perfectly or-
dered and has zero entropy and viscosity, while the remaining excited bosons are





















Figure 2.1: The phase diagram for 3He in zero applied magnetic field. The
critical point is the temperature above which the gas and liquid phases become
indistinct and occurs at T = 5.12 K.
The 3He atom is a fermion, and is described by Fermi-Dirac statistics, which limits
the occupancy of a quantum state to a single atom. The condensation of 3He atoms
into a superfluid state is governed by the principles behind the Bardeen-Cooper-
Schreiffer(BCS) theory of superconductivity [14]. In the BCS theory an effective
attractive interaction between electrons allows them to form pairs, called Cooper
pairs, which can be considered composite bosons. The mechanism by which the
attraction arises may be summarised as follows: if we imagine an electron moving
through a lattice of positively charged metal ions, the motion of the electron will
perturb the lattice, due to the attraction between the electron and the ions, an-
other electron travelling through the lattice at later time will feel a greater charge
density, resulting in an effective attractive interaction between electrons. In 3He,
since atoms carry no net charge, the attractive interaction is a result of the spin
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of the 3He atom. When a 3He atom passes through the liquid it will leave a small
spin-polarised region in it’s wake, which will then be sensed by the spins of other
3He atoms.
Superfluidity in 3He is far more complex than in 4He and supports multiple su-
perfluid phases, figure 2.1 shows that there are two superfluid phases, 3He-A and
3He-B in zero applied magnetic field and only 3He-B will be discussed further here.
2.1.1 3He-B
The B phase of superfluid 3He is the experimental realisation of the predicted BW-
phase by Balian and Werthamer [18]. It contains an equal mixture of all three
possible spin projections for the Cooper pair: |↑↑〉 , |↑↓〉 and |↓↓〉(Sz = −1, 0, 1)
and equal mixtures of all three possible projections of the angular momentum
(Lz = −1, 0, 1). The simplest combination of these is the state with J = L+S = 0.
The energy gap in the B-phase is anisotropic in momentum space and has the BCS
value of ∆ = 1.76kBTc at low pressure.
In a non-zero magnetic field, the energy gap in the B-phase becomes slightly
anisotropic, due to the interactions of the magnetic field with the |↑↓〉 Cooper
pairs. This anisotropy is small in the magnetic fields used in the measurements















Figure 2.2: The dispersion curve for free particles in a Fermi gas: a) the
traditional dispersion curve and b) dispersion curve in the excitation picture
2.1.2 The Dispersion Relation and Excitations
The properties of excitations in 3He-B are governed by the dispersion relations.
The dispersion relation for free particles has the form E = p2/2m where p is mo-
mentum, m is the mass of a particle and E is energy, and is plotted in figure
2.2a. In a fermionic liquid system which does not exhibit superfluidity, the ground
state is one in which all of the one-particle states are filled up to the Fermi energy
EF . An excitation here is formed by giving a particle in the filled state enough
energy to move above EF , leaving a hole in the states below EF . Fig 2.2a shows
the particle and hole excitations as filled and empty circles respectively. Fig 2.2b
shows the same process in the so-called excitation picture: the dispersion curve
is re-drawn such that the Fermi-energy is now the zero of the energy axis. The
particle and hole excitations are now pictured as branches on the dispersion curve.
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Figure 2.3: The dispersion curve for quasiparticles in a Fermionic superfluid
with energy gap ∆
momentum.
Figure 2.3 shows the dispersion curve in a system where the pairing interaction
leads to a superfluid with an energy gap ∆. The necessity of an energy gap between
the ground state and any excited states arises from the ability of the superfluid
to flow without breaking the condensate. This was predicted by Landau [19], who
introduced the concept of a critical velocity vL, below which the superfluid will
flow without dissipation, and above which the condensate will break down.
It is clear that in this case generation of excitations now requires an energy larger
than ∆. It should be noted here that the dispersion curve shown in figure 2.3
is that for a stationary fluid. In the case of a fluid moving with velocity v, the
dispersion curve becomes tilted by the Galilean transform E → E + p · v. When
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the velocity is so large that the tilt of the dispersion curve causes it to touch the
momentum axis, an excitation will be generated. This occurs at the Landau criti-
cal velocity, vL = ∆/pF .
The excitations generated by breaking the condensate are quasiparticles and quasi-
holes and will be referred to as such hereafter. It is common to refer to the overall
flux of both quasiparticles and quasiholes simply as the quasiparticle flux, so for
the purposes of this thesis, quasiparticle refers to the overall flux of both types of
excitation, unless explicitly stated otherwise.
All of the measurements presented in this thesis take place at temperatures below
0.2Tc. In this regime the mean free path, l ∝ exp kB/T , of the quasiparticles is of
the order of a kilometre [12]. The dimensions of the cell we use for this experiment
are of the order of centimetres, hence the quasiparticles very rarely interact with
each other. For this reason the quasiparticles can be treated as ballistic particles
and their dynamics can be calculated from simple kinetics. This is called the bal-
listic regime.
In this regime the superfluid flow fields affect dispersion curves and hence quasi-
particle dynamics. Interaction of quasiparticles with the flow leads to interesting




The key difference between classical and quantum turbulence is that classical vor-
tices may be of any size and carry any amount of circulation, while vortices in a
quantum fluid are quantised. They typically carry only one quantum of circulation.
This quantisation, in principle, means that the dynamics of systems of quantum
turbulence should be simpler than classical turbulence, and that quantum turbu-
lence may act as a model turbulent system. In reality, however, fully developed
quantum turbulence is still very complex, and there are still many properties that
remain to be explained. Let us first examine turbulence in a classical fluid, before
comparing the two systems.
2.2.1 Classical and Quantum Turbulence




+ (v · ∇)v = −1
ρ
∇P + ν∇2v (2.1)
where v is the velocity of the fluid, P is the pressure, ρ is the density and ν = η/ρ
is the kinematic viscosity, η is the viscosity. To characterise the flow of the fluid
we introduce a set of dimensionless variables with a characteristic length scale l
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, P ′ =
P
ρu2
,∇′ = l∇ (2.2)
In terms of the dimensionless variables, the Navier-Stokes equation becomes
∂v′
∂t′
+ (v′ · ∇′)v′ = −∇′P ′ + ν
ul
∇′2v′ (2.3)
The ratio of the inertial (u2/l) term to the viscous (uν/l2) term determines the





At Re ≈ 1 the flow is laminar, but as the velocity u increases, and the Reynolds
number becomes large(∼ 2000) the flow becomes turbulent. The turbulence in
classical fluids is very complex with many eddies, and the flow is impossible to
predict. Turbulence in quantum fluids is conceptually more simple, due to the
quantisation of circulation.
2.2.2 Quantisation of Circulation in a Superfluid
Arguably the most important property of quantum turbulence is the quantisation
of circulation that gives it its name. This results from the description of the super-
fluid phase as a condensate using a macroscopic wave function(order parameter)
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ψ = ψ0e
iθ where θ is the phase. The circulation around a closed contour dl in a
fluid is defined as
κ =
∮
vs · dl (2.5)
The canonical momentum operator is pˆ = −i~∇ and has eigenvalues p, where
pˆψ = pψ. Applying this operator to the superfluid wave function gives
− i~∇(ψ0eiθ) = pψ0eiθ (2.6)
which leads to
~∇θ = p (2.7)
The superfluid momentum is ps = 2m3vs, where m3 is the mass of the
3He atom,










∇θ · dl (2.9)
The phase can only change by integer multiples of 2pi around a closed loop. How-
ever, in a singly connected volume of superfluid(one in which there is no break in
the condensate), any closed loop can be shrunk to a vanishingly small size, hence
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the circulation is zero. The finite circulation in the superfluid requires that the









Hence the circulation in superfluid 3He is quantised in units of h/2m3.
Vortex lines can be considered line defects in the fluid, fulfilling the requirement
that to observe circulation the volume must be multiply connected. The simplest
case is that where the core of the vortex is a region of normal fluid with core radius
a0. Surrounding the vortex core is a region of circulating superflow, where the
velocity falls as 1/r. The circulation at a radius r from a vortex core is κ = 2pirv.






The vortex core size in 3He-B is of the order of the coherence length in the super-
fluid, ξ0 = 60 nm at zero pressure [8].






















where the size of the container or inter-vortex spacing b a0. The kinetic energy
is proportional to κ2, hence, two singly-quantised(n = 1) vortices are energetically




Figure 2.4: Diagram of a vortex ring
singly quantised vortices are the favourable vortex line configuration, as double-
quantum and higher vortices are unstable and will decay into single-quantum vor-
tices over time. In 3He-B there are two main types of vortices [22]. At high
pressure the vortex core consists of circulating normal fluid, as is the case in 4He.
At low temperature and pressure the most common vortex is a bound state of two
half-quantum vortices [23]. Other, more exotic vortices are possible, such as the
spin-mass vortex described in [24].
It is unclear what the mechanism for the nucleation of vortex lines in superfluids
is, it is typically assumed that it is due to the stretching of remnant vortices [25].
Remnant vortices are those that remain pinned to surface extrusions from previous
turbulent flows [26]. It has also been postulated that nucleation can occur via the
resolution of phase-slippage [27, 28]. As topological defects, vortex lines cannot
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terminate with a free end in the fluid. Both ends must be pinned, for example
to protrusions on objects in the fluid or walls, or to themselves to form a closed
loop, as is the case with vortex rings. Vortex rings, an example of which is shown
in figure 2.4, are one of the more simple vortex structures. They are typically
formed at velocities near some critical velocity by vibrating grids [25] and vibrat-
ing wires [29]. Vortex rings propagate under the influence of their own flow field













where rr is the radius of the ring and βr is a constant related to the core structure
of the vortex.
When two vortex rings or vortex lines approach within some critical distance l of
each other, their flow fields perturb each other, this results in a discontinuity in
the flow field, which is resolved by the two lines reconnecting to form either new
vortex lines or vortex rings [26]. An example of the reconnection of two vortex
lines is shown in figure 2.5 [26]. This will eventually to lead to the formation of
a random tangle of vortex lines. The key properties of the vortex tangle, when
considering the interaction with quasiparticles, are the intervortex spacing, which
will determine the distance of closest approach of a quasiparticle to a vortex line,
and the line density - the total vortex line length per unit volume. This will be
further discussed in chapter 5, when considering the interaction of a quasiparticle
with the flow field of a vortex.
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Figure 2.5: Example of a reconnection between two vortex lines
2.2.3 Dissipation of Turbulence
Classical turbulence decays by means of an energy cascade, called the Richardson
cascade. Energy is injected at large length scales, and is transmitted through
eddies to smaller and smaller length scales. When the flow reaches Re ≈ 1 the
remaining energy is dissipated through the fluid viscosity. This cascade has a
characteristic energy spectrum given by the Kolmogorov law [30].
E(k) = C2/3k−5/3 (2.14)
where C is the Kolmogorov constant,  is the rate of energy dissipation and k is
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Figure 2.6: Schematic of the Energy Spectrum for Quantum Turbulence
experimentally [31] in classical turbulence. The Kolmogorov spectrum however,
assumes that the turbulence is isotropic and homogeneous, which is not necessarily
the case in real systems. This leads to deviation from the Kolmogorov spectrum
which is a phenomenon known as intermittency [31].
The energy spectrum for quantum turbulence is shown in figure 2.6. In quantum
turbulence, at large length scales, the situation is similar to that in classical turbu-
lence and a Richardson cascade with associated Kolmogorov spectrum dominates
the decay of the turbulence. At intermediate length scales energy is dissipated
via a Kelvin-wave cascade [32]. Kelvin waves are helical excitations on the vortex
lines, and interaction between Kelvin waves of different wave number becomes the
dominant mechanism for the transfer of energy. Below some critical length scale
the energy will be dissipated through acoustic phonon emission in 4He [33] or by
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quasiparticle emission in 3He [34]. A Kolmogorov-like spectrum has been observed




In this chapter we will discuss the experimental techniques used in the measure-
ments presented in this thesis. We will start by describing the construction of
the cell. We then describe the theory behind the motion of vibrating objects in
general, before focusing on tuning forks and vibrating wires. We detail the data
acquisition techniques. Finally, we discuss the effects of Andreev reflection on
vibrating objects, and the behaviour of such devices in superfluid 3He-B.
3.1 Cell Construction
The experimental arrangement was placed in the inner cell of a Lancaster-style
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Figure 3.1: Render of the experimental cell. Tuning forks are labelled by
considering the array as a matrix with the arrays labelled A to E and the forks
labelled 1 to 5, hence the central fork is labelled C3. The vibrating wires are
labelled according to their diameter.
the Lancaster Advanced Dilution Refrigerator [36]. The inner cell itself is situ-
ated in a hollow inside a set of sintered copper plates which act to absorb stray
quasiparticle excitations and maintain thermal equilibrium in the cell. The vibrat-
ing wires and tuning fork detector are mounted on a base of stycast impregnated
paper. Measurements are performed during the slow warm-up following a demag-
netisation, during which we achieve temperatures of approximately 100 µK, and
provides approximately 5 days of measurement time.
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Figure 3.2: Photograph of the tuning fork detector
3.2 Cell Construction
The cell layout is reproduced in figure 3.1. The tuning fork detector is a copper
block with a face of area 5 mm × 5 mm, a photo of which is shown in figure 3.2.
Each tuning fork is situated inside a 1 mm diameter hole in the copper which form
the pixels. The tuning forks are mounted from the back of the block in the arrays
of 5 forks described earlier. In principle, quasiparticles scatter from the walls of the
pixel, ensuring that as many as possible are detected by the tuning fork. However,
the back of each pixel is open, so there is some chance that a quasiparticle will
travel straight through and not interact with the fork. Geometrical considerations
show that this may account for 20% of incident quasiparticles for the central pix-
els [37].
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The black-body radiator is an approximately cubic box made of stycast-impregnated
paper with an orifice in one wall. There are two vibrating wires inside, one used for
generating thermal excitations - the heater wire, which we call µ2, and the other
used to measure the temperature - the thermometer wire. Excitations generated
by the heater wire will thermalise inside the box and be emitted in a beam from
the orifice. The thermometer wire allows us to calibrate the temperature of the
box against the power applied to the heater wire, allowing the use of the box as a
sensitive bolometer [9]. The detector is situated opposite the orifice of the BBR,
and consists of a square array of 25 tuning forks, referred to as pixels. The central
pixel in the array is designed to be situated level with the orifice of the BBR (in
reality the alignment is not perfect, and there is a small offset), the gap between
the radiator and the detector is 2 mm. Situated half-way between the radiator and
detector is a vibrating wire, called the source wire, the apex of which is designed
to be in line with both the BBR orifice and the central pixel (again, in reality
there is a small offset). This wire is used to generate a turbulent tangle or a beam
of excitations. The remaining vibrating wires are used to monitor the ambient
temperature in the cell.
We label the vibrating wires in the cell according to their diameter and function.
We call 13.5 µm diameter vibrating wires µ wires, 4.5 µm diameter, µµµ wires and
the 1.5 µm diameter wire Mµ. µ1, µµµ1 and Mµ are thermometer wires, µ2 and
µµµ2 are the heater and thermometer wires in the black-body radiator respectively
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Figure 3.3: Wiring Diagram for the Devices in the Cell Left: Tuning fork,
Right: Vibrating wire
The electrical measurement scheme for vibrating wires and tuning forks is shown
in figure 3.3. The driving signal for the tuning forks is supplied via a twisted
pair of wires, which goes from room temperature, is anchored at each stage of the
dilution fridge and is connected to the tuning fork leads at the mixing chamber.
The response from the tuning forks is connected to superconducting coaxial ca-
bles at the mixing chamber and is brought to room temperature via coaxial cable.
There are no transformers or attenuators below room temperature in the tuning
29
fork measurement circuit. In principle it would be best to connect both drive and
response of the tuning forks via coaxial cables, but due to space limitations we
had to choose one side, and testing indicated that best practice in this case is to
connect the response side via coaxial cables. The room temperature measurement
scheme for the tuning forks is shown in detail in figure 3.6 and is described in the
associated section.
The vibrating wires are connected via superconducting twisted pairs between room
temperature and the mixing chamber. Low-temperature transformers are con-
nected on the response side, at 4 K, to increase the small signal output from
the vibrating wire. Again, the room temperature measurement scheme will be
described alongside the description of the vibrating wires below.
3.3 Vibrating Objects
Vibrating objects such as vibrating spheres [38], vibrating wires [4], vibrating
grids [25] and tuning forks [39, 40] are widely used in the study of superfluids.
Here, we use tuning forks to detect the flux of thermal quasiparticles and vibrating
wires to generate turbulence and quasiparticle beams, and also as thermometers,
therefore this discussion will focus on the properties of these devices. Tuning forks
were chosen as their resonant frequency can be easily controlled compared to other
vibrating devices and they can be manufactured consistently.
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3.3.1 Vibrating Object Motion
First we consider the general motion of a vibrating object. A vibrating object in
vacuum resonates at a natural frequency ω0 given by





Where k is the spring constant and m is the mass of the resonator. Forcing motion
with a driving force of the form F = F0e
iωt causes the object to undergo simple
harmonic motion with the equation of motion
F = mx¨+mΛx˙+ kx (3.2)
where x is the displacement, x˙ denotes the time derivative of x, hence the velocity,
k is the spring constant and Λ is the damping term Λ = iλ1 + λ2. λ1 represents
the damping due to the inertia of the backflow of the fluid and λ2 represents the
damping due to the dissipative part of the force. Using a trial solution of the form
x = x0e




= iωx˙+ λ2x˙+ iλ1x˙− i k
ωm
x˙ (3.3)
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Figure 3.4: Ideal Lorentzian in-phase and out-of-phase resonator responses










ω(ω20 − ω2 − ωλ1)
λ22ω
2 + (ω20 − ω2 − ωλ1)
(3.6)
The real part of the velocity is the velocity in phase with the driving force and
the imaginary part the out-of-phase component, these components are plotted in
figure 3.4. The condition for resonance is that <(x˙) is maximised when =(x˙) = 0
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a consequence of this is:
ω20 − ω2 − λ1ω = 0 (3.8)
Completing the square here gives
(ω0 − ω)(ω0 + ω)− ωλ1 = 0 (3.9)
ω0 − ω = ωλ1
ω0 + ω
(3.10)
for small shifts such that ω0 ≈ ω
∆ω1 = ω0 − ω = λ1
2
(3.11)
where ∆ω1 is the shift of the resonance from it’s vacuum value.
The width, ∆ω2, which is defined as the width of the resonance at half of its max-
imum height, can be found by considering the relevant conditions. The condition












This requires that (ω20 − ω21/2 − ω1/2λ1)2 = (λ2ω1/2)2 results in




We assume that ω0 ≈ ω1/2, then




which gives the width ∆ω2 as
2pi∆f2 = ∆ω2 = ω
+
1/2 − ω−1/2 = λ2 (3.15)










Quartz tuning forks(QTFs) are piezo-electric resonators, used as a 32 kHz fre-
quency standard for timing circuits and for distance control in scanning probe
microscopy [41]. More recently, tuning forks have seen increasing use as probes for
various properties of quantum fluids [39, 42–44]. They are particularly useful as
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LFigure 3.5: Photo of an array of quartz tuning forks, showing the key dimen-
sions, the inset shows the key dimensions of the tuning fork, which are defined
in the text.
their properties are quite easily controlled, hence specific resonant frequencies and
device sizes can be chosen. In the case of the measurements made in this thesis,
the tuning forks are custom-designed, and manufactured by Statek Corp. [45]. The
three key dimensions that can be used to control the properties of the tuning forks
are the tine length, L, the tine width,W , and the tine thickness T , shown in figure
3.5, the spacing between tines, D is also shown in this figure.
Tuning forks are voltage driven, current response resonators. The typical measure-
ment scheme, shown in figure 3.6 consists of a sinusoidal driving signal supplied
by an Agilent 33520 waveform generator, which is appropriately attenuated, this
attenuation is used to prevent the tuning fork from being overdriven, which would




Figure 3.6: Measurement circuit for tuning fork arrays. The summing am-
plifier and buffer unit are custom-made devices that multiplex and demultiplex
the five signals respectively. The drive signal is attenuated at the summing
amplifier, typically with a factor of 1000.
damage the tines of the tuning fork. The response current, which is typically very
small, is converted into a voltage by means of a custom-made high gain(∼ 106V/A),
current-to-voltage converter, which is described in [46]. The output voltage is then
measured by an SRS SR830 lock-in amplifier.
The response current, I is proportional to the rate of change of the deflection, v
of the tuning fork tines.
I = av (3.17)






where d11 = 2.31× 10−12 m/V is the longitudinal piezo-electric modulus of quartz
and E = 7.87× 1010 N/m2 is the elastic modulus of quartz. The fork constant can
be measured optically using laser vibrometry, however, this technique is not suit-
able for use at cryogenic temperatures, where the fork constant is determined elec-
trically. Optical and electrical measurements of tuning forks agree within 10% [48].











where m = 0.25ρqLT W is the effective mass of a tine, ρq = 2659 kg/m3 is the
density of quartz, ∆ω is the frequency width, I0 is the current amplitude at res-
onance, and V0 is the associated driving voltage amplitude. This equation can
be obtained from equation 3.16 for the HWD along with equations 3.17 and 3.19.
This typically gives about 30% deviation from the theoretical value.
In the case of the measurements presented here, the forks are manufactured in
arrays, shown in figure 3.5, each containing five forks. The forks in the array are
connected in parallel and share a common pair of leads for drive and response. An
operational amplifier circuit with a gain of 1 is used to combine drive signals from
five waveform generators, this combined signal is then used to drive the all of the
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forks on an array. Each waveform generator is referenced to a lock-in amplifier,
and in this way the individual forks can be measured. The arrays used here are
designed such that the 25 forks span a range of 20 to 40 kHz. On a single array
the resonant frequencies have a spacing of 3 kHz and the arrays are chosen such
that there is no overlap and minimal chance of cross-talk between tuning forks.
Characterisation of the arrays in vacuum and in 4He is described in [37].
The tines of the tuning forks can be modelled as cantilevered beams [49]. The
electrodes on the forks are patterned such that the strongest coupling is to the
flexure modes of the tines, and, in vacuum, flexure modes up to the 4th mode can
be measured for forks of the type described here (in helium large damping at high
frequency prevents measurement of modes above the first or second) [50].
3.3.3 Vibrating Wire Resonators
The vibrating wire resonators(VWRs) used in this cell are all single-filament semi-
circular loops, most made from Niobium-Titanium(NbTi) and one from Tanta-
lum(Ta). The NbTi wires are made by bending a length of multi-filamentary wire
into a semi-circle, then etching away the cladding, and cutting the filaments until
a single one remains. The Ta wire is simply formed from a Ta wire bent into a
semi-circular shape.
The wire loops are situated in a fixed vertical magnetic field. An AC drive current
is supplied to the wire by way of a step-down transformer and load resistance from
an arbitrary-waveform signal generator. The time-varying current in a magnetic
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field B induces a Lorentz force on the wire, which causes it to vibrate at the fre-
quency of the driving signal. The velocity and amplitude of the vibrations are
maximised at the resonant frequency of the oscillator.
Motion of the current-carrying wire in the magnetic field induces a voltage accord-
ing to Faraday’s law:
V = −d(B ·A)
dt
(3.21)
Where A is the vector area bound by the wire. For a goal-post shaped vibrat-
ing wire of leg-spacing D, with cross-bar perpendicular to the magnetic field the
Lorentz force on the crossbar is
F = CBID (3.22)
where C is a constant of order unity which accounts for the shape of the wire and I
is the current. The Faraday voltage V induced due to the motion of the cross-bar
in the magnetic field is
V = BDx˙ (3.23)
For a rigid semi-circular wire loop the area bounded by the loop is piD2/8 and the
rate of change of the angle which it makes to the field is 2x˙/D, so the velocity of








Drive Box Low Temperature
 Transformer (4K)
Low Temperature
Figure 3.7: Measurement circuit for vibrating wires. The drive box contains
a step-down transformer and a variable load resistor R. The box labelled low
temperature shows the devices that are kept at low temperature.
where K = 4/pi is a constant for a semi-circular wire [51] and x˙0 and V0 are the
velocity and Faraday voltage at resonance respectively.









So the HWD of a given vibrating wire depends only on the magnetic field B, and
can be used to ensure that the wire behaves as expected when the field is changed.
The vibrating wires are driven by supplying a signal from an Agilent 33250 signal
generator to a step-down transformer, typically of a 6 : 1 ratio. This signal is
then converted to a current and further stepped down by a load resistor. The
Faraday voltage response from the wire is stepped up using a low-temperature
transformer at 4 K, the in-phase component Vx and out-of-phase component Vy
are then measured using an SRS SR830 lock-in amplifier. The measurement circuit
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is shown in figure 3.7.
3.4 Data Acquisition Techniques
3.4.1 Frequency Sweep
To determine the Lorentzian width(∆f2) of the resonance of vibrating devices we
use a frequency sweep. We measure frequency sweeps by driving the device at
some constant drive Vexc and sweeping through a range of frequencies near the
resonance. The in-phase voltage Vx and the out-of-phase voltage Vy are constantly
monitored and related to the in-phase and out-of-phase components of the velocity
respectively.
The frequency sweep can be used to calibrate the phase correction (if any) required
due to some small phase angle θ between the in-phase and out-of-phase voltages.
We can also use the frequency sweep to determine the height-times-width-over-
drive(HWD) value, which for tuning forks is constant, and can be related to the
fork constant, a, and for vibrating wires depends only on the magnetic field.
At very low temperatures, the width reduces to values of the order of 10−2 Hz hence
care must be taken to perform frequency sweeps such that the data acquisition rate
is slower than the mechanical time constant τ = 1/pi∆f2. Failing to do this results
in ringing if the acquisition rate is much quicker than τ , or misshapen Lorentzian
curves if the rate is slightly quicker than τ . In practice this means that at the
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lowest temperatures we measured frequency sweeps with 10−4 Hz frequency steps
and held at each point for 36 s.
3.4.2 Amplitude Sweep
Amplitude sweeps are performed by ramping the driving force whilst holding the
device at it’s resonant frequency. This is done by setting the desired driving force
and varying the frequency until the quantity Vy/Vx falls below some threshold
value, typically 1%. In practice there will be some background in both the in-
phase and out-of-phase voltages, which must be subtracted before attempting to
find the resonant frequency.
The background voltages can be characterised by using the same method as an
amplitude sweep, but at some constant frequency chosen sufficiently far from res-
onance that no component of the resonance affects the measurement. This is done
symmetrically around the resonance, and the value of the background at the res-
onant frequency is taken to be the average of the two measurements. This gives
some intercept a0 which is the background at zero drive, and a slope a1, which
when multiplied by the drive, gives the drive-dependent background.
Again, care must be taken so that the rate of the frequency variation is not faster
than the mechanical time constant of the tuning fork.
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3.4.3 Tracking
The majority of our measurements rely on tracking a large number of devices at
their resonant frequency, using the signal height and HWD to recover the width.
This is typically done by setting some required signal height, and using a soft-
ware based feedback loop to control the frequency and driving force such that the
background-corrected out-of-phase voltage is minimised.
3.5 Damping on a Paddle in 3He-B
The damping on a vibrating object at low velocities in superfluid 3He-B is domi-
nated by interactions with thermal quasiparticles. The force exerted on the object
can be calculated by considering the interactions of the gas of thermal quasiparti-
cles with the flow field surrounding an infinite vibrating paddle. Here we consider
the paddle as the general case, and assume that it can be applied to the face of
the tuning fork and the loop of the vibrating wire.
We begin by considering the case of a classical gas of particles with momentum pF
and group velocity vg. From kinetic theory the force exerted on a wall by the gas
is [20]
F = pFAnvg. (3.26)
Where n is the number of particles per unit volume and A is the area of wall
under consideration. For an infinite paddle moving at a velocity v in the gas, the
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resultant force is the difference between the force on the front and back of the
paddle, which is
F = 2ApFnv. (3.27)
In superfluid 3He, however, the situation is slightly different. We consider the gas
of thermal excitations, which is comprised of particles and holes. The holes have
negative effective mass, and hence, the momentum transfer with the paddle is in
the opposite sense compared to particles. If the momentum of holes and particles
were identical (but opposite), this would then result in cancellation of the forces
exerted by each and there would be no net force on the paddle, which would result
in zero thermal damping on a vibrating object in superfluid 3He. Clearly this is not
the case in reality, and it turns out there is some very small asymmetry between
the particle and hole momenta, and quasiparticles and holes interact with flow
fields in different ways.
We can derive the damping force on a paddle in the superfluid by considering
the forces exerted in four cases, for holes and particles hitting either side of the
particle, this is shown in figure 3.8. We first consider a quasiparticle at position
1) in figure 3.9. This quasiparticle has no available states to propagate into at
the paddle surface, so is Andreev-reflected and retraces it’s path. A fraction fT
of quasiparticles will traverse the flow and reach the paddle surface. A quasihole
approaching from position 2) in figure 3.9 is able to freely traverse the flow, and
all such quasiholes will reach the surface of the paddle. The forces, F1 due to
quasiholes and F2 due to quasiparticles hitting the front of the paddle are then,
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Quasiparticle, group velocity vg, momentum pF
Quasihole, group velocity vg, momentum -pF
v
Paddle
Figure 3.8: Schematic showing the interaction of a gas of quasiparticles with













Figure 3.9: Dispersion curves at a) a large distance from the paddle surface
and b) at the paddle surface
note that the group velocity vg ∼ 50 ms−1 is much greater than the velocity of the
paddle, v:
F1 = An(vg)pF (3.28)
F2 = −AnvgpFfT (3.29)
At the back of the paddle, the situation is reversed, with quasiparticles being able
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to freely traverse the flow and some fraction fT of the quasiholes reaching the
paddle surface, hence the forces, F3 due to quasiholes and F4 due to quasiparticles
hitting the back of the paddle are
F3 = −AnvgpFfT (3.30)
F4 = AnvgpF (3.31)
The total force on the paddle is then
FTOT = 2AnvgpF (1− fT ) (3.32)





where f(E) is the Fermi-Dirac distribution function, in the low temperature limit
we need only consider excitations within kBT of the energy gap, in this case we
can replace the distribution function with that for Maxwell-Boltzmann statistics:
f(E) = exp−E/kBT , g(E) is the density of states and vg is the group velocity.
Solving the integral in equation 3.33 gives:






where g(EF ) is the density of states at the Fermi energy and vF is the Fermi
velocity. The fraction of excitations fT capable of traversing a flow field of velocity
v can be calculated by considering the flux of excitations that can overcome the
potential barrier presented by the flow field. The flow presents a barrier of pFv
to the excitations, hence the lower limit in the integral in equation 3.33 becomes
∆ + pFv and the transmitted excitation flux, 〈nvg〉t is:





















This is the damping on an infinite paddle in one dimension. This then has to be








where λ and γ are geometrical factors of order unity. γ accounts for roughness
of the surface of the wire and the actual shape of the object in question and λ
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Figure 3.10: Force-Velocity Profile for the Source Wire. The solid line is a
guide of slope unity
accounts for averaging over multiple dispersion curves in three dimensions. The
subscript Th has been added to indicate that this is the damping force due to
thermal quasiparticles.
3.6 Thermal Force on a Vibrating Wire
Figure 3.10 shows the force-velocity curve for the source wire. The total damping
force can be written as
F = F0 + FTh + Fex (3.39)
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Where F0 is the temperature independent intrinsic contribution, FTh is the ther-
mal damping and Fex accounts for any excess damping due to pair-breaking and
turbulence.




using this along with equation 3.16 and recalling 〈nvg〉 = g(pF )kBT exp (−∆/kBT )









Where we have collected all constants in equation 3.40 into a single constant called
γ′. This corresponds to the linear part in figure 3.10 where the force is propor-
tional to the velocity, and the damping ∆f2 is constant. This indicates the flow
around the wire is laminar. At low temperatures this regime is dominated by the
temperature-independent intrinsic damping, but as the temperature increases the
thermal damping begins to dominate.
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3.7 Non-Linear Damping
As the velocity approaches the pair-breaking critical velocity vc ∼ 8 mms−1 the
force velocity curve deviates from the laminar slope. This appears in our mea-
surements as a velocity enhancement in drive sweeps, or as a decrease in width as
the required signal height is increased whilst tracking. This is known as non-linear
damping, and results from the Andreev-reflection of excitations by the flow field
around the wire. For direct comparison it is important that we can recover the
width of the device as if it continued along the laminar slope, we call this process
non-linear correction or linearisation.
The damping due to thermal quasiparticles on a vibrating object is
∆fTh2 = ∆f
M
2 −∆f 02 (3.42)
where ∆fM2 is the total measured damping and ∆f
0
2 is the intrinsic mechanical
damping. The linear damping can be recovered from the non-linear damping by
normalising the general thermal damping force (equation 3.38) by the damping













Then the linearised width is given by
∆fT2 = (∆f
M










where ∆fT2 is the true (corrected) thermal damping, ∆f
M
2 is the measured total
damping, and ∆f 02 is the intrinsic mechanical damping of the device. λ is a constant
of order unity, which is a characteristic of a given device. Equation 3.44 can be
used to find the value of λ.
The value of λ for a vibrating object is determined by measuring the linewidth as
the velocity is increased towards the pair-breaking velocity. The temperature is
provided by a remote thermometer driven in it’s linear regime. λ is then varied
until the linear width from the beginning and end of the measurement is recovered
for each velocity-step. We refer to this process as linearisation. In this case we
only consider corrections for the tuning forks, as the vibrating wires are driven
exclusively in their low-velocity, linear regime during their use as thermometers.
Figure 3.11 shows the typical result of applying the correction to a tuning fork. In
this case it is clear that the linearisation does not work well, particularly at higher
velocities. At these velocities the width begins to increase, despite the correct
linearisation at lower velocities. This has been seen previously for similar tuning
forks [52]. In this case it was assumed that flow enhancement around the sharp
corners of the tines of the tuning fork was resulting in parts of the fork locally
exceeding the pair-breaking critical velocity. Correcting for this can be done by
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Figure 3.11: Plot of the change in width of fork C3 as the velocity is increased
(shown by the arrow) in red and the effect of attempting to linearise this data
in blue.
measuring the intrinsic damping as a function of the velocity, and then using that
in place of the velocity independent intrinsic damping in equation 3.44. The forks
that we use in this experiment are more sensitive to thermal quasiparticles, and we
have not managed to achieve a temperature low enough to measure a drive sweep
of the forks in their intrinsic limit. Hence, here we assume that the correct value of
λ for the correction is that which linearises the width at low velocities. Using this
assumption, we find that the values of λ for the tuning forks are all approximately
0.65.
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3.8 Pair-Breaking and the Generation of Turbu-
lence by a Vibrating Object
Above some critical velocity vc the vibrating object will begin to break the Cooper
pairs in the condensate. This appears as a sharp deviation from the laminar flow
as the greater damping due to the pair-breaking dominates. For the vibrating wire
shown in figure 3.10, this critical velocity is vc ≈ 8 mms−1. This is approximately
a factor of three smaller than the Landau critcal velocity vL = 27 mms
−1 in 3He-B.
This phenomena was explained by Lambert [53] and Volovik [54]. For a cylindrical
object of radius a moving at velocity v in the superfluid, the maximum value of
the superflow velocity is vs = 2v at the surface of the cylinder. The energy gap is
assumed to be completely suppressed at the surface of the wire [55]. This allows
quasiparticles to be generated at the surface of the wire at arbitrarily low velocities.
However for the damping on the wire to change, these quasiparticles must be able
to escape from the wire surface. For the cylindrical wire, the highest energy of
a created quasiparticle is +2pFv, the lowest available energy state in the bulk is
∆− pFv. The quasiparticles can then only escape if the wire exceeds some critical
velocity vc = vL/3. For a more general geometry, the maximum velocity at the






Lambert predicted that the force and velocity in the pair breaking regime should
scale with pressure P as
FSC = F







These relationships correctly describe the pair-breaking force measured by tuning
forks and vibrating wires [6]. The repeated velocity reversals due to the nature
of the vibrating motion lead to the emission of a beam of quasiparticles in the
direction of motion [53].
Vibrating objects will also begin to nucleate turbulence at velocities similar to
that for pair-breaking. This was first shown to be the case by Fisher [3] via the
Andreev reflection of quasiparticles. It is unclear what the exact mechanism for
the nucleation of vortex lines is, though turbulence on a vibrating wire can appear
in a series of steps, believed to be due to the stretching of remnant vortices [4, 29].
The vortices are believed to develop into a random tangle by the reconnection
mechanism described earlier.
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3.9 Thermometry Using Vibrating Objects
The damping on vibrating objects at low velocity can be used to calculate the
temperature. We can use equation 3.41 and define a constant A such that










Using the value of γ′ = 0.28 for a semi-circular vibrating wire [56] we can calculate
the constant A = 1.69×105 for a vibrating wire of diameter 4.5 µm.
To check that the above relation holds, we measure the widths of all of the devices
simultaneously as the cell slowly warms after a demagnetisation. We then can
then plot each device against the others. This gives us valuable information about
various properties of the devices, for example if one device reaches it’s intrinsic
damping limit while the other is still sensitive to thermal quasiparticles, deviation
from the straight line will appear. Subtracting an appropriate value will restore
the linearity, and allows us to determine the intrinsic widths. Also, if we have a
device for which γ′ is known very well, such as a vibrating wire, we can use the
ratio of the widths to determine a value of γ′ for the other device.
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Figure 3.12: Width of Mµ against width of µµµ1 plotted as the cell warms
slowly following a demagnetisation
The linear dependence of figure 3.12 shows that the scattering of thermal quasipar-
ticles is the dominant mechanism of damping for both wires. The Mµ wire remains
sensitive to thermal quasiparticles to lower temperatures than any other device in
the cell. This extra sensitivity is such that we can determine the intrinsic widths
of all other vibrating wires and tuning forks by plotting them against the Mµ and
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treating the intrinsic width of the device in question as a fitting parameter, which
we vary until linearised. We assume when doing this that the intrinsic width of the
Mµ wire is still so small compared to the measured width that it may be treated
as zero. We have so far been unable to get the experimental cell cold enough to
get the Mµ wire to it’s intrinsic limit.
A linear fit of the data in figure 3.12 gives a slope of almost exactly 3, which is
the ratio of the diameters of the two wires. This confirms that the constant A
can be scaled using ratio of the diameters for any semi-circular vibrating wires
and we take A = 5.07 × 105 as the value for the Mµ wire. It is however, less
clear how A will scale between wires and tuning forks, and scaling that has worked
previously [6], albeit for a larger tuning fork, does not hold for the ones used here.
For any situation where we require the temperature as measured by the tuning
forks, we scale the value of A for the Mµ wire by the ratio of the widths of the
wire and the tuning forks. We find that the conversion factor between the widths




We visualise turbulence by illuminating the face of the detector with a beam from
the BBR, while generating a tangle using the source wire. To analyse how turbu-
lence is produced and distributed we need to know the profiles of the quasiparticle
beams from the BBR and the auxiliary beam accompanying the generation of the
turbulent tangle by the source wire. In this chapter we describe the calibration of
the BBR and how the pixels of our detector are modelled.
4.1 Black Body Radiator Design and Operation
The black-body radiator(BBR) in the experimental cell (figure 3.1) comprises a
cubic radiator cavity made from stycast-impregnated paper of side length 5 mm.
The walls of the BBR cavity are approximately 0.2 mm thick. The radiator orifice
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is formed by drilling a 1 mm diameter hole in the wall, with a stycast-impregnated
tracing paper patch glued over the top with a thickness of approximately 0.1 mm. A
0.3 mm hole was then drilled into the patch to form the actual radiator orifice. The
smaller the thickness of the wall around the hole, the smaller the reduction in the
effective area of the hole due to scattering at the edges of the hole. Furthermore,
the edges of the hole are cauterised using a hot needle, to reduce the surface
roughness, and to remove any imperfections from the drilling.
The radiator cavity contains two NbTi vibrating wires, constructed as described
above. Both vibrating wires have a leg spacing of D = 3 mm. One wire has
diameter 4.5 µm, and is used as a thermometer and the other has diameter 13.5 µm,
and is used as a heater. The direction of motion of the vibrating wire is parallel
to the wall with the radiator orifice. Above the pair-breaking critical velocity, the
heater wire emits thermal quasiparticles, which traverse the box a number of times
and thermalise [9], before being emitted from the orifice in a beam.
4.1.1 BBR Calibration
Calibration of the BBR is performed by measuring the change of the temperature
inside as the power applied to the heater wire is increased. The total power entering
the black body radiator must balance with the outgoing power emitted from the
box orifice. When some power Q˙ap is applied to the heater wire the balance of the
incoming and outgoing power is Q˙ap+Q˙hl = Q˙OUT where Q˙hl is the sum of all heat
leaks, for example from the walls of the box. Assuming that the gas of excitations
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Figure 4.1: The calibration plot for the BBR, measured by applying heat using
µ2 and measuring the temperature inside the BBR using µµµ2





where Ah is the effective area of the radiator orifice, and 〈E〉 is the average thermal
energy of quasiparticles, given by
〈E〉 = 〈nvgE〉〈nvg〉 = ∆ + kBT (4.2)
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Rearranging equations 3.41 and 4.1 yields the following relation for the frequency
width and the total power entering the box





We define the quantity ∆f2T 〈E〉 as the width parameter. Figure 4.1 is a plot
of the change of the width parameter as a function of the applied power Q˙ap.
Plotting the change in width parameter permits us to estimate the ambient heat
leak Q˙hl. The slope of the graph can be used to find the value of the constant
γ′ [56], however in this case we use the simpler relation W = cQ˙ap, where c is a
constant, to characterise the black-body radiator.
For the BBR used in this experiment we find that c = 5.22×105 HzK2/W. With
a value for c, a measurement of the temperature inside the box allows us to use it
as a bolometer.
4.1.2 Modelling the Pixels
We treat each of the pixels as cylindrical black-body radiators with both ends
open. This assumption describes well the behaviour of the tuning forks inside the
pixels. We model the pixel as a cylinder of cross section Ap with both ends open.
The total area for the emission of quasiparticles is then A′ = cAp where c ≈ 2.
We assume that the reduction in the effective area of the BBR orifice is small









Figure 4.2: Diagram(not to scale) showing the construction of the pixel model
for a single pixel
radiator with the orifice acting as a point source, the outgoing quasiparticle flux
at angle θ and radius r, is










For any BBR, the incoming power must balance with the outgoing power. The
incoming power into the pixel is comprised of two main components, the power
incident on the pixel from the BBR, and the ambient heat leak from other sources.
This ambient heat leak includes a heat leak due to the thermal background in the
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cell, which can be characterised by a remote thermometer wire,and a heat leak
from the tuning fork itself, due to the electrical connection to the fork in the cell.
We label this additional heat leak Q˙hl. The balance of all heat leaks into and out
of the pixel is then
Q˙OUT = Q˙p + Q˙hl (4.6)
The outgoing power can be written Q˙OUT =
1
4
A′〈nvg〉p〈EP 〉 and similarly the power
due to the heat leak can be written Q˙hl =
1
4

















, hence the flux 〈nvg〉 ∝
∆f2Tml
dγ′ . Using this definition, the width parameter in the pixel can be written












Therefore, when analysing the response of the tuning forks, it is possible to calcu-
late the total width parameter in the pixel and then directly subtract the width
parameter due to the sum of all heat leaks to recover the width parameter due to
quasiparticles originating in the BBR beam.
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4.1.3 The Beam Damping
The measured damping on a vibrating object can be broken down into a number of
constituent components. There is the intrinsic mechanical damping, that is always
present, and we take as the smallest measured damping at the lowest measured
temperatures. The remaining damping is due to the quasiparticles interacting
with the vibrating object: the damping due to background thermal quasiparticles
and the damping caused by the quasiparticles originating from the beam. We can
therefore define the beam damping as
∆fBEAM2 = ∆f
tot
2 −∆fTh2 −∆f 02 (4.9)
where ∆f tot2 is the total measured damping, ∆f
Th
2 is the damping due to thermal
quasiparticles, ∆f 02 is the intrinsic damping. The thermal damping, ∆f
Th
2 for a
tuning fork is inferred by converting the damping on a remote thermometer into
an effective tuning fork width, based on the thermometry conversion described in
section 3.7.
It is also convenient to define the beam width parameter as the width parameter
measured by the tuning forks due only to quasiparticles in the BBR beam:
WBEAM = W tot −W Th (4.10)























Figure 4.3: The profile of the BBR beam, with an applied power of 400 pW
background contributions, including the intrinsic width, the thermal background
and other other corrections, such as for a source wire beam, if present.
4.2 BBR Beam Profile
The profile of the beam from the BBR is measured by increasing the power applied
to the heater wire, while simultaneously monitoring the damping on all of the
tuning forks, the BBR thermometer and a thermometer in the bulk of the cell.
Figure 4.3 shows the profile of the beam from the BBR across the detector at a
beam power of ∼ 400 pW. The damping on each pixel has been normalised by the
greatest value(on pixel C3). It is clear from this that the detector is of a sufficient
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Figure 4.4: The profile of the BBR beam across a) the C array and b) the
central pixel from each array
size and close enough to the radiator that the beam can be well resolved outside of
the noise on each tuning fork, which means that we can use the model described
earlier to fit the beam profile along the tuning fork arrays.
Figure 4.4a) shows the horizontal profile plotted along the five pixels that comprise
the C array. The solid line on the plot is a fit using equation 4.8. We scale the width
parameter measured by pixels C2 and C3 by 20% to account for quasiparticles that
pass straight through the detector, based on the geometrical arguments in [37].
This fitting shows that there is a horizontal offset of approximately 0.48 mm. In
figure 4.4b) we plot the vertical profile of the central pixel from each array. We fit
this profile in the same way and obtain a vertical offset of -0.20 mm. This indicates
that a point source is a good model for the orifice of the BBR.
Figure 4.5 shows how the width parameter in the central pixel from each array
changes with the power applied to the BBR heater wire. Interestingly, and similarly


























Figure 4.5: Plot of the beam width parameter in a selection of pixels as a
function of the power applied to the BBR heater wire
scale with a slope of unity.
The fact that the lines in figure 4.5 are parallel indicates that the angular spread
of the beam does not change with increasing power. This is consistent with the
rapid thermalisation inside the BBR. If the box orifice can indeed be modelled as a
point source of excitations, then in principle the power entering each pixel can be
calculated. This implies that the detector could be calibrated for use as a array of

































Figure 4.6: The beam width parameter in a selection of pixels as a function
of the velocity of the source wire
4.3 Source Wire Beam Profile
As mentioned in chapter 3, a vibrating wire, when driven above a critical velocity
vc, will emit a narrow beam of quasiparticles from it’s apex. We measure the
profile of such a beam by drive-sweeping the source wire from v ∼ 1 mms−1 up to
v ∼ 22 mms−1, with no power applied to the BBR.
In figure 4.6 we plot the beam width parameter in the central pixels as a function
of the velocity of the source wire. The beam appears first on the central array,
before spreading in the vertical direction as the velocity increases. This is markedly
different from the BBR beam, which exhibits no change in angular spread. As the























Figure 4.7: The profile of the source wire beam at a source wire velocity of
∼ 2.5vc
top and bottom of the wire, where the flow velocity is greatest. As the velocity
increases, more of the surface area of the wire will contribute to the pair-breaking
and the angular spread of the beam will increase [9].
Figure 4.7 shows the profile of the source wire beam across the entire detector at
v ∼ 2.5vc. It is normalised by the maximum value. It is clear that, when compared
to the BBR beam(figure 4.3) that the beam from the source wire is much narrower,
particularly in the vertical direction, this is consistent with a beam emitted from
a wire loop with an apex in line with the C array.
Figure 4.8a) shows the horizontal profile across the C array. It is clear that the
apex of the wire is offset towards pixel 2, and this offset is greater than that of the
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Figure 4.8: The profile of the source wire beam across a) the C array and b)
the central pixel from each array
box orifice. In figure 4.8b) we plot the vertical profile on the central pixel from
each array. It is unclear from this whether there is an offset from the central array
in this case. We also observe that the magnitude of the beam from the source wire
is approximately an order of magnitude smaller than the beam from the BBR.
In addition, measurements of the shadow cast by a turbulent tangle require that
the source wire be driven at a high velocity. At high velocity the magnitude of the
shadow is similar to that of the beam, hence the beam profile must be subtracted.
It is clear that there is no simple functional form that will fit the beam damping as




In this chapter we will discuss measurements of the quasiparticle shadow cast by
a vortex tangle, when it is illuminated by a quasiparticle beam from a black-body
radiator. First, we will discuss the reflection of quasiparticles from a vortex flow
field, and then we will explain in detail how our measurement data was analysed.
5.1 Andreev-Reflection of Quasiparticles from
Vortices
An excitation that passes sufficiently close to a vortex line will be retro-reflected
in a process known as Andreev reflection. Andreev reflection passively probes
turbulent tangles and permits estimation of the density of the vortex lines in the
























Figure 5.1: Interaction of incident quasiparticles with the superfluid flow field
around a vortex. The plots at the top show the dispersion curves due to the
flow field at the top of the vortex.
The interaction of quasiparticles with the flow field near a vortex line is shown
in figure 5.1. The dispersion curves shown are those for the flow field of the top
half of the vortex. The flow around the vortex core tilts the dispersion curve,
resulting in reflection of a fraction of incident excitations. Flow anti-parallel to
the direction of motion reflects quasi-holes and flow parallel to the direction of
motion reflects quasiparticles. The higher the energy of the excitation, the closer
it must get to the vortex core before being reflected. Recall from chapter 3 that
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the flux of quasiparticles incident on the vortex is





We first consider the top half of the vortex. The superflow velocity at distance
r from the vortex core is vs = ~/2m3r. Quasiparticles incident on the top half
of the vortex can propagate through the flow and are all transmitted. Quasiholes
in this region, however, will be Andreev-reflected if they have energy less than
∆ + pF~/2m3r. The opposite is true for the flow at the bottom half of the vortex.




























The cross-section for Andreev-scattering is surprisingly large, for example, at
150 µK, f(r) = 0.1 at r = 19 µm, which is much larger than the vortex core
size a0 = 60 nm. A typical quasiparticle excitation with energy E = ∆ + kBT
will be reflected from a vortex line if pF · v > kBT . This condition is satisfied for
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At our lowest accessible temperature, T ∼ 100 µK, r0 = 6.3 µm at zero pressure,
which is still much larger than the vortex core size. For the reflection from a tangle
of quantised vortex lines, we must consider the potential barrier presented by the
multiple vortex lines to the transit of quasiparticles.
To estimate the fraction reflected from a tangle of vortices, we model the tangle as
a homogeneous slab of vortex lines of thickness ∆x and line density per unit area
L. Excitations will be Andreev-Reflected if they approach within a distance r0 of
a vortex, hence we model the vortices as tubes of thickness r0. The probability ∆p
for an excitation to be reflected is equal to the area that the vortex tubes project
onto to the face of the slab, ∆p = r0L∆x.
We now consider a tangle of thickness d. The probability of an excitation being
Andreev-reflected per unit distance is ∆p/∆x. The excitation flux in the tangle
will decay exponentially with distance, hence to total fraction reflected by a vortex
tangle can be written

















ln (1− f) (5.8)
It should be noted that this is a very rough estimate of the line density as it assumes
that the tangle is homogeneous, which is not true in the case of that generated by
a vibrating object.
5.2 Experimental Determination of the Reflected
Fraction
We can use the model of the pixels to obtain the fraction f of quasiparticles
reflected in front of a pixel p in terms of the width parameters inside the pixels
and the BBR. We start by assuming that a fraction (1 − f) of the total incident
power in the direction of p, Q˙Box,pBeam is transmitted through the tangle. Hence the
width parameter measured in the pixel in the presence of a tangle can be written
W Pbeam = (1− f)WBox,pbeam (5.9)
where WBox,pbeam is the width parameter due to the quasiparticles emitted from the
BBR towards pixel p. This quantity is proportional to the total width parameter in
the BBR. In the presence of a turbulent tangle, a fraction of the quasiparticles will
be reflected back into the BBR, reducing the beam power. The width parameter
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measured in the pixel is then reduced by two effects, the shadow cast by the
turbulent tangle, and the reduction in the beam power. To eliminate the effect of
the reduction in beam power we scale the measured width parameter by the ratio
of the width parameter measured in the BBR with and without turbulence. We
can then write the width parameter measured in the pixel due to quasiparticles
originating from the BBR and in the presence of turbulence as:




where vs is velocity of the source wire. The fraction of quasiparticles reflected in









5.3 Quasiparticle Shadows across the Detector
The measurement described here is performed by driving the source wire at some
high velocity, typically v ∼ 2.5vc, sufficient to generate a fully developed turbulent
tangle, while the detector is illuminated by a beam from the black body radia-
tor. To observe the shadow cast by the turbulent tangle we drive the tuning forks
non-linearly, to improve the signal-to-noise ratio in the measurement. The power
applied to the BBR is chosen such that the mechanical time constant for the mea-













































Figure 5.2: Profile of the quasiparticle shadow cast by a turbulent tangle at
wire velocity v = 2.5vc. Figure a) shows a 3D plot of the shadow, where the
length of the bars show the fraction of quasiparticles reflected, b) shows the
same profile as a 2D grid, allowing easier visualisation of the profile.
rate of ∼ 10 Hz. The beam power required is such that the shadow signal is much
larger than the noise of the tuning forks, but the cell does not warm too quickly.
Measurements at beam powers greater than 800 pW show that the cell warms to
the extent that measurement becomes impossible within an hour.
Large number of pixels covering an area of 25 mm2 allows us to investigate the
spatial variation of the fraction of quasiparticles reflected and reveals how turbu-
lence is distributed around the source wire. Figure 5.2 shows the profile of the
shadow cast by a tangle generated at wire velocity v = 2.5vc.
Overall, the Andreev reflection observed is evenly distributed with the exception of
the middle row, the ’C’ array. In accordance with chapter 4, this array is approx-













































Figure 5.3: Profile of the quasiparticle shadow cast by a turbulent tangle at
wire velocity v ≈ vc. Figure a) shows a 3D plot of the shadow, where the length
of the bars show the fraction of quasiparticles reflected, b) shows the same profile
as a 2D grid, allowing easier visualisation of the profile.
that moves at the greatest velocity, and hence it is thought that turbulence nucle-
ation will occur first in this region, before spreading further along the wire. Thus
we might expect that the vortex line density, or the spatial extent of the tangle is
greatest in the region around the surface of the wire due to continuous emission of
vortex rings from the active region near the apex of the wire. These vortex rings
reconnect as they move away from the wire, resulting in a random tangle further
away from the wire. In this case the greatest fraction reflected, measured on the
C array, is f = 0.25. Using equation 5.8 and assuming that the spatial extent of
the turbulence is 2 mm we estimate the line density as L = 3.4× 107 m−2, similar
to that calculated for a vibrating grid at high velocity [52].
Figure 5.3 shows the profile of the shadow cast by a tangle generated at source
wire velocity v ≈ vc. It is clear that, even at velocities close to the critical velocity,
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the behaviour is similar to that observed at high velocites, albeit with a smaller
reflected fraction.
It is clear from these measurements that the Andreev reflection technique has
great potential to investigate properties of the turbulent tangle, though it requires
careful optimisation to do so. It would be interesting to consider different ge-
ometries for the detector and source wire arrangement, for example using a wire
that vibrates in the direction parallel to the face of the detector, or if possible, a
simultaneous measurement for both projections. For example, it has been shown
that the turbulence will spread from a vibrating wire along the quasiparticle beam
path [57], so it would be interesting to investigate whether it would be possible to
use two detectors and two projections of the spatial variation of the vortex line




The measurements described in this chapter are typically performed by drive-
sweeping the source wire whilst the detector is illuminated by a beam of quasipar-
ticles from the BBR. We calculate the fraction of quasiparticles reflected in front
of each pixel as a function of the velocity of the source wire to investigate the
development of the tangle and it’s properties.
Figure 6.1a) shows the fraction of beam quasiparticles(eq 5.11) reflected in front of
pixel C3 (blue line) and the force-velocity profile of the source wire (red line). The
critical velocity of the source wire, determined from figure 3.10, is approximately
vc = 8 mms
−1. As expected the fraction of quasiparticles reflected is zero below
the critical velocity and starts to rise sharply as the critical velocity is reached.
The reflected fraction increases until 1.3vc, where it reaches a plateau and remains

















































Figure 6.1: Plots a) of the force-velocity profile of the source wire(red) and
the fraction reflected in front of pixel C3(blue) and b) of the fraction reflected
in front of pixels C3 and D3 as a function of the source wire velocity
before plateauing once more. At the very highest velocities the reflected fraction
starts to decrease once again, this could be due to the beam from the source wire
starting to affect the measurement, as the tuning fork response to the beam has a
similar magnitude to the shadow cast in this regime.
Figure 6.1b) shows the fraction reflected as a function of source wire velocity in
front of pixels C3 and D3. It is clear that the overall behaviour on both forks
is similar. There are three interesting features in figure 6.1b), which are labelled
A, B and C. These features are reproducible over a number of measurements and
separate experimental runs, indicating that they are properties of the turbulence
generated by the source wire.
The features are not accompanied by changes in the slope of the force-velocity
curve. A possible explanation is that during increases in the reflected fraction,
both a beam and turbulence are produced by the vibrating wire, while during
plateaus the vortex production is suppressed. Alternately, it could be that at each
81
feature the structure of the turbulence is changing, for example, they could indi-
cate points at which vortex rings reconnect into a tangle.
Figure 6.2 shows the fraction of quasiparticles reflected in front of fork C3 for two
different types of measurement. The solid line is measured during a drive sweep of
the source wire, where the velocity is almost continously changing (< 1s at each
point). To ensure that the features A, B and C were not artifacts of the nature of
the measurement, the discrete points were measured by choosing a number of val-
ues for the velocity. At each point the velocity was maintained for approximately
200 s, a trace of feature A is shown in the inset of figure 6.2. It is clear from the
graph that the features A, B and C exist in both measurements, reinforcing the
idea that they are a property of the turbulence generated by the wire, and not
simply artifacts resulting from the measurement method.
6.1 Shadow as a function of the applied power
Figure 6.3 shows the vortex signal of pixel C3 as a function of source wire velocity
for a variety of different BBR beam powers. We define the vortex signal S as:
S = fT (6.1)
The vortex signal is independent of temperature and allows a direct comparison
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Figure 6.2: The fraction of quasiparticles reflected in front of fork C3 for a
continuous measurement(solid line) and for discrete points(points) as a function
of vvc
The turbulence generated by the source wire should not depend on the power
applied to the BBR. However, it is possible that for very large powers, the quasipar-
ticles emitted by the BBR could interact with vortex cores and push the turbulence
away from the wire. In our case, for the central fork C3 it appears that if any effect
exists, it is below the limits of our sensitivity, hence can be neglected. This con-
firms that, within our resolution, beams of the powers described here are passive
probes and have no effect on the measurement itself. Extending this analysis to
higher powers (greater than ∼ 600 pW) presents further problems, however, as



























Figure 6.3: The vortex signal of C3 as a function of vvc , for a variety of different
BBR beam powers
6.2 The Spread of the Turbulent Tangle
Previously [8], cross-correlation of the vortex signal measured by several detector
wires was used to estimate the propagation velocity of a turbulent tangle generated
by a grid. In principle, our detector could be used to investigate the propagation
velocity perpendicular to the direction of wire motion. Our measurements show
that there is no delay in the spread from the central pixel C3 to any of the outer
pixels C5, A3 or A5, within the time resolution of the data measured here (∼ 0.1 s).
This indicates that the turbulent tangle fills the volume illuminated by the beam
in less than 0.1 s.
Another way of investigating the spread of the tangle is to consider how the fraction
























Figure 6.4: The fraction of quasiparticles reflected in front of a number of
forks as a function of vvc
reflected as a function of the source wire velocity for forks C3, C2, C4 and D3, in
figure 6.4 and can see some differences in the way that the shadow develops. In the
case of C3 and C4, the fraction reflected in front of C3 initially rises much faster
than that in front of C4, before they both attain the same level. This implies that
the vortex line density increases in front of C2 and C3 first, before spreading along
the array. In addition to this, at ∼ 1.1vc, the feature labelled A earlier exists much
more clearly on C3 that the other forks, implying that the details of the vortex line
density in front of C3 are in some way different to that in front of the other forks.
The remaining features are not consistent across the other forks, hinting at some
spatial variation in the development of turbulence, but greater spatial resolution
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would be required to comment further.
6.3 Fraction reflected into Box
We can also calculate the fraction of quasiparticles that are reflected into the box
directly by measuring the BBR thermometer during pulses and drive-sweeps of the
source wire. Recall from chapter 4 that the balance of all heat leaks into the box
is
Q˙OUT = Q˙ap + Q˙hl + Q˙Th (6.2)
when there is a turbulent tangle in the beam path some fraction, f , of the outgoing
power will be reflected back into the box. At very high source wire velocities there
will also be an appreciable heat leak, Q˙s, into the box from the beam emitted by
the source wire. Hence, the balance becomes
Q˙OUT = fQ˙OUT + Q˙ap + Q˙hl + Q˙Th + Q˙s (6.3)
which can be rearranged to give the fraction reflected
f = 1− Q˙ap + Q˙hl + Q˙Th + Q˙s
Q˙OUT
(6.4)
All of the heat leaks into the box can be determined experimentally, hence we
can find the fraction of quasiparticles reflected into the box and compare it to
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Figure 6.5: The fraction of quasiparticles reflected back into the BBR as a
function of the source wire velocity
that measured in front of a pixel. Figure 6.5 shows the fraction of quasiparticles
reflected back into the BBR as a function of the source wire velocity. It is clear that
this is very similar to that measured for pixel C3, including the aforementioned
features. This, again, indicates that they are properties of the development of the
turbulent tangle.
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Figure 6.6: The decay of the vortex signal as a function of time after turbulence
generation is stopped, for a variety of source wire velocities
6.4 Decay of Turbulence
It has been shown [8] that for turbulence generated by a vibrating grid, the decay
time of the vortex signal will increase as the driving velocity of the grid is increased.
This has been linked to the idea that at lower velocities the turbulence is comprised
mainly of vortex rings, which will decay almost instantly after turning the drive
to the grid off. At higher velocities it is thought that the vortex rings recombine
into a random tangle that shows a t−3/2 decay. In the case of the grid it was also
observed that the vortex signal would initially decay quickly, followed by the slow
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decay, which was postulated to be due to the decay of vortex rings followed by the
decay of the tangle. In this case we are investigating the properties of a tangle
generated by a more simple vibrating loop, which could have different properties.
Figure 6.6 shows the decay of the reflected fraction in front of pixel C3 as a function
of the time after the drive to the source wire is switched off. It appears that the
decay time does increase as the driving velocity is increased, but the noise in the
measurement is such that the signal rapidly descends into noise before a good
measurement of the decay powerlaw can be taken. In this case however, it appears
that at high velocity there is no fast decay immediately after switching the drive
off, possibly indicating that the vortex signal we measure is almost entirely due to




In the presence of a turbulent tangle, the noise in the tuning fork signal increases,
as shown in figure 7.1a). We attribute this to fluctuations in the vortex line density
in the tangle [58]. These fluctuations can be used to investigate the development of
the turbulent tangle, statistical properties of the turbulence, and, in principle, to
investigate whether we can observe individual vortex rings and vortex lines within
the overall shadow.
7.1 Amplitude of Fluctuations and Development
of the turbulent tangle
Figure 7.1b) shows an example of a Gaussian fit to the fluctuation amplitude at
source wire velocity v ∼ 2.5vc, where the fluctuations are clearly visible. We find
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Figure 7.1: a) The fraction of quasiparticles reflected in front of fork D3 during
a pulse of turbulence and b) Gaussian fit to the fluctuation amplitude at source
wire velocity v = 2.5vc, performed by removing the background from a) and
binning the data.




















Figure 7.2: The width of the Gaussian fit as a function of the velocity of the
source wire for pixels C3(black circles), C2(red squares) and D3(blue triangles)
the fluctuation amplitude by removing the background, and then bin the data to
from a histogram. The Gaussian distribution provides a very good fit to this data
for all source wire velocities. We define the amplitude of the fluctuations as the
width at half-height of the Gaussian fit.
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It can clearly be seen in figure 7.2 that the fluctuation amplitude remains constant
(and is just a measure of the background noise) below the critical velocity. This
is obviously to be expected, since there are no vortex lines and hence no line den-
sity fluctuations. Above the critical velocity the fluctuation amplitude increases
rapidly and attains some a maximum value by the at v ∼ 2vc. At very high
velocities, approaching the Landau critical velocity (27 mms−1 or ∼3vc), the fluc-
tuation amplitude actually appears to start dropping. This appears similar to the
behaviour of the fraction of quasiparticles reflected, which was earlier attributed
to the increase in the thermal damping due to the source wire beam. It could be
that the source wire beam also has an effect on the fluctuation amplitude, though
it is not clear how this could be.
7.2 The Frequency Spectrum of Turbulent Fluc-
tuations
As mentioned previously, at large length scales, quantum turbulence decays consis-
tently with having a Kolmogorov-like spectrum (equation 2.14), which incorporates
an k−5/3 dependence. We can investigate this in our cell by performing a power
fast-Fourier transform(FFT) of the tuning fork signal in the presence of turbulence.
It can clearly be seen from figure 7.3 that the spectrum shows an f−5/3 powerlaw.
This is reminiscent of the behaviour exhibited by Kolmogorov turbulence. We are
however limited to frequencies below ∼ 1 Hz due to the mechanical time constant
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Figure 7.3: The frequency spectrum of the noise on tuning fork C3 in the
presence of turbulence(black line) and with no turbulence present(red line). The
blue line is a guide showing an f−5/3 decay.
of the tuning forks, which can be determined from the linewidth of the resonance
and we take as 1/pi∆f2.
7.3 Single Vortex Structures Within the Shadow
One of the goals of a detector of quasiparticle flux is to be able to capture images
of the shadow cast by single vortex structures such as lines and rings. This requires
that the detector be sensitive to shadows of this level. The fraction of quasiparticles
reflected by a vortex line is given by equation 5.4. We consider a straight vortex
line of length L pinned across the face of a cylindrical pixel of diameter 2rp, with
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Figure 7.4: The vortex signal on a tuning fork as a function of time, showing
the sensitivity level required to observe single vortex structures
reflected, and on the other quasiholes, depending on the sense of the circulation.
We can calculate the flux of reflected excitations that would otherwise reach the
pixel N˙R by integrating the fraction reflected from the centre of the pixel to rp on























where A is the area of the pixel. Evaluating this integral for a pixel with rp =
0.5 mm shows that approximately 2% of the quasiparticles would be reflected by a
vortex line pinned across the opening of the pixel. If the noise level of the tuning
forks is less than this value, it is, in principle, possible to detect a single vortex
line.
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Figure 7.5: A sequence of camera images showing an example of a candidate
of a vortex line moving across the face of the detector
Figure 7.4 clearly shows that the detector noise level is below the limit for detec-
tion of a single vortex line. The next challenge is extracting data that indicates
a single vortex line moving across the front of a pixel and representing this event
in a meaningful way. One way of representing this data is to consider the shadow
cast on the detector as a function of time, and look for events where a number of
pixels indicate an increased shadow. Figure 7.5 shows a candidate event for the
pinning of a single vortex line across the pixel. The images are plotted such that
a black pixel indicates a 2% shadow on a pixel. This sequence clearly shows an
event where the shadow cast on C3 and D3 is much greater than the surroundings,
possibly indicating a vortex line pinned across the face of the detector. These
events are random and occur rarely, which leads to the question of whether it is
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possible to optimise this measurement setup to maximise the rate of these events
and minimise the background fluctuations.
As figure 7.2 shows, the fluctuation amplitude increases with the source wire ve-
locity above v = vc. This suggests that to minimise the background fluctuations
and observe a vortex line, we should measure at velocities near the critical velocity.
However, after measuring in this way for a number of hours, we have not observed
an event that indicates a single vortex line. Increasing the rate of events is more
difficult to achieve, at least in this cell, as it isn’t clear how a single vortex ring or
line could be generated.
If we consider changes to the geometry of the cell to improve this measurement,
the next logical step seems to be a setup with a vibrating wire perpendicular to the
face of the detector. It has previously been shown [57] that turbulence propagates
in the direction of motion of the wire, so this geometry would allow for turbulence
to propagate past the face of the detector, and it could potentially be easier to
detect vortex rings and lines. In addition, vortex rings can be reliably generated
by vibrating grids [25], hence, a similar setup, but with a grid instead of a wire
could be used to image vortex rings. In certain cases [4, 29], vibrating wires can





The work presented in this thesis focuses on the use of a novel two dimensional
detector of quasiparticle excitations to investigate the properties of quasiparti-
cle beams and quantum turbulence in superfluid 3He-B. This is the first detector
capable of measuring these in two spatial dimensions and with a much greater
resolution then in previous measurements.
The detector was constructed from 5 arrays of 5 tuning forks mounted in a cop-
per block to create a 25 pixel square detector of excitation flux. The forks were
chosen such that their resonant frequencies span a range of 20 to 40k˙Hz and each
resonance has sufficient frequency spacing such that cross-talk between forks is
minimised. The detector was situated in a cell such that it could be illuminated
with a beam of thermal excitations, and that turbulence could be generated in the
path of the beam, which will cast a shadow on the face.
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We have investigated the angular profile of the quasiparticle beam generated by
a black-body radiator. We show that the beam is well modelled by treating the
BBR orifice as a point source of excitations, by fitting such a model along the
central array of forks and to the central fork on each array. In addition, these fits
show that the orifice of the box, designed to be directly in line with the central
pixel, is actually offset by 0.48 mm in the horizontal direction and 0.1 mm in the
vertical direction. This is due to the fact that the detector and accompanying
vibrating wires were assembled by hand, on separate bases. We also observed that
the angular spread of the BBR beam remains constant as the applied power is in-
creased, consistent with the rapid thermalisation of quasiparticles inside the BBR
cavity. This is also confirmation of a long-held assumption of the properties of the
black-body radiator.
Measuring the width parameter of the tuning forks as a function of the power
applied to the BBR radiator indicates that it is possible, in principle, to calibrate
each pixel for bolometric measurements. This would be done by measuring the
width parameter of the pixels as a function of the power entering them from the
beam, and calibrating them in a similar manner to the BBR. This could then be
used to directly measure the spatial variation of the power incident on the face of
the detector.
We also measured the profile of the excitation beam generated by the source wire.
In contrast to the beam emitted by the black-body radiator, the angular profile of
this beam changes as the velocity of the wire increases, starting as a narrow beam
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emitted from the apex of the wire loop, and widening as the velocity increases and
the active area of the wire grows.
The source wire was also used to generate a turbulent tangle, which was illumi-
nated by a beam from the BBR and cast a shadow on the face of the detector.
We found that the shadow was greatest in the vicinity of the wire, and attributed
this to the continuous emission of vortex rings from the wire. The shadow cast
on the remainder of the detector was approximately uniform and indicated that
the turbulence filled the entire volume illuminated by the beam. We observe this
behaviour both near the critical velocity and at high wire velocities (v ∼ vc), the
only difference being that the line density across the whole volume increases with
velocity. In the vicinity of the wire, at v = 2.5vc we calculated the line density
as L = 3.4 × 107 m−2, similar to that calculated for turbulence generated by a
vibrating grid [52].
We investigated the development of the shadow as a function of the source wire
velocity. These measurements show that the development of the shadow is repro-
ducible across multiple experimental runs and independent of the power applied
to the BBR beam, confirming that the beam is a passive probe. In addition there
are reproducible features in the development of the shadow, but it is unclear where
these originate from.
Measurements of fluctuations in the shadow cast by the vortex tangle show that
the turbulence has a spectrum reminiscent of the Kolmogorov spectrum. We have
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also shown that the resolution of the detector is such that it is capable of measur-
ing the shadow cast by a single vortex line, and have examined possible candidates
of such a measurement. These candidates show that with some refinement to the
experimental techniques to further improve the noise, and further development of
the detector and experimental setup would allow measurement of the fine structure
of a vortex tangle and the propagation of vortex rings.
It is clear that a detector of quasiparticle flux is a device with great potential
for the study of superfluid 3He with further applications in the study of quantum
turbulence, potential bolometric applications and for measuring properties of 3He-
A/3He-B interfaces [59].
The detector, however, has limitations that could be improved in future iterations.
The sensitivity of the tuning forks to thermal quasiparticles is lower than that of vi-
brating wires. A regular array of such vibrating wires would be much more difficult
to build however. Micro-electromechanical [60, 61] and nano-electromechanical de-
vices [62] are worth considering as a replacement, but have not been tested in 3He-B
sufficiently yet.
The pixel density could be increased in future iterations, this could allow measure-
ment of finer structure within the turbulent tangle. However, this requires much
smaller devices and would increase the complexity of the measurement setup. The
size of the detector could be increased while maintaining the same pixel density.
This could serve to allow better measurements of the time of flight of vortex rings
and other structures.
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In addition, the geometry of the devices surrounding the detector could be changed.
For example two projections of the measurement of the spatial profile of turbulence
could allow reconstruction of a three dimensional model of a tangle. This also re-
quires two detectors, and for measurements such as this it would be convenient
if the detector could be designed in such a way that would allow it to be made
automatically, as the current design requires it to be hand-made and it would be
difficult and time-consuming to build multiple detectors.
In addition to this, the BBR and detector could be mounted on movable platforms.
This would allow the offset in the beam profiles to be corrected for. The orifice of
the BBR could also be produced using a microfabricated membrane, which would
allow much better control of the size of the orifice and the thickness of the wall,
which would maximise the effective area of the hole.
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