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Une véritable valorisation des infrastructures communes doit reposer sur une ap-
proche rigoureuse du partage de leurs coûts et de leur tariﬁcation implicites sinon
explicites. D’où l’intérêt et la pertinence du présent ouvrage qui se veut à la fois un
regroupement en un seul lieu et une mise à jour des travaux que nous avons réalisés sur
ce sujet au cours des récentes années au sein du Centre interuniversitaire de recherche
en analyse des organisations (CIRANO).
La plupart des organisations, sinon toutes, répartissent d’une manière ou d’une
autre des coûts communs entre leurs diverses composantes ou encore entre leurs diﬀé-
rents partenaires. Ces problèmes de partage de coûts communs se posent avec de plus
en plus d’acuité car les règles ou formules de partage sont des facteurs importants de
compétitivité et de performance. Bien que leur analyse scientiﬁque explicite soit déjà
relativement avancée, leur application au sein des organisations (entreprises, alliances
ou réseaux d’entreprises, gouvernements) reste relativement embryonnaire et souvent
tributaire d’une approche historique ad hoc, plutôt que rationnellement choisie pour
maximiser la performance et la valeur de l’organisation.
Nous croyons que les organisations, entendues au sens large, auraient intérêt à in-
vestir des ressources dans l’apprentissage de méthodes de partage de coûts communs
plus rigoureuses, plus eﬃcaces, plus équitables et plus incitatives que celles couram-
ment utilisées. Nous insistons sur l’importance de cet investissement dans un contexte
économique où les infrastructures communes, tant privées que publiques, sont omni-
présentes et conditionnent les gains d’eﬃcacité, devenus eux-mêmes la véritable pierre
angulaire de la compétitivité.
Dans le présent ouvrage, nous présentons systématiquement les méthodes de par-
tage qu’on retrouve dans la littérature économique. Nous les regroupons en trois ca-
tégories : les règles de proportionnalité, les règles inspirées de la théorie des jeux co-
opératifs et les règles de répartition séquentielle (serial cost sharing). Chacune des
méthodes présentées est illustrée à l’aide d’un exemple, celui d’un gazoduc qui relierait
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de desservir ces trois régions.
Il est important de faire le choix d’une méthode de partage des coûts sur la base de
ses propriétés, avant même de connaître les résultats qu’elle peut donner. Un objectif
de cet ouvrage est de départager les méthodes de répartition des coûts sur la base
de propriétés générales qu’elles peuvent ou non satisfaire. Nous énonçons un certain
nombre de propriétés relatives à l’équité et à la cohérence, souhaitables de façon géné-
rale ou dans certaines circonstances. Nous présentons divers résultats indiquant quelles
propriétés sont satisfaites par quelles méthodes dans quels contextes.
Nous présentons ensuite la notion de jeu de coûts. Un jeu de coûts est déﬁni comme
un jeu coopératif dans lequel le gain de la coopération est la réduction des dépenses
permise par la réalisation coordonnée des projets d’un ensemble d’agents. Le problème
est alors de savoir comment ces agents vont se répartir ce gain, c’est-à-dire cette ré-
duction de coûts, ou de façon équivalente comment ils vont contribuer au ﬁnancement
de la dépense ainsi occasionnée. Nous recensons les principaux types de jeux de coûts
et introduisons les notions de pré-solution et de solution ainsi que les propriétés habi-
tuellement requises d’une solution.
Nous présentons alors les principaux concepts de solution proposés pour les jeux
coopératifs dont plusieurs ont été utilisés pour résoudre les jeux de coûts. Nous consa-
crons à l’étude du concept de cœur une place privilégiée. Nous étudions également les
concepts de semi-cœur, d’ensemble stable de von Neumann et Morgenstern, du nucléole
et de la valeur de Shapley.
En guise d’application type, nous présentons le cas du partage des coûts de certaines
infrastructures municipales. Dans les municipalités d’une certaine taille, les réseaux
d’aqueduc, de collecte des eaux usées, de distribution de gaz naturel, de distribution
électrique, de télécommunications, etc. passent dans des canalisations regroupées sous
terre. La construction de ces ouvrages implique des coûts ﬁx e st r è si m p o r t a n t s ,q u ’ i l
faut partager entre les diﬀérents utilisateurs. Le problème de la répartition des coûts
d’un réseau de conduits souterrains présente des caractéristiques particulières. Nous les
illustrons à l’aide d’un exemple et, après avoir passé en revue les méthodes de répar-
tition proportionnelle, dont celle qui consiste à répartir les coûts proportionnellement
à la longueur des conduits attribués aux usagers, nous présentons deux méthodes qui
semblent des plus intéressantes dans ce contexte, soit la règle Shapley-Shubik et la
méthode de répartition séquentielle. Nous passons en revue les propriétés satisfaites
par ces méthodes et nous discutons des données nécessaires à leur application. Nous
montrons comment ces considérations permettent d’aboutir, dans le cas considéré, à
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la fois la plus facile à appliquer et la plus susceptible de répondre à la problématique
des conduits souterrains.
Nous poursuivons avec la prise en compte des incitations dans le développement
des infrastructures communes. Aﬁn de choisir la bonne taille d’une infrastructure et
d’économiser autant que possible sur les coûts d’investissement, il faut en général au
responsable (le Centre) certaines informations qui lui font typiquement défaut et pour
lesquelles il doit s’en remettre à des agents ou partenaires, qui voudront utiliser leurs
informations privilégiées de manière stratégique. Ce problème est endémique à toute
société, toute alliance, tout partenariat et toute entreprise publique ou privée. Nous
considérons à ce titre trois contextes spéciﬁques particulièrement importants. Dans
le premier, une entreprise ou une alliance d’entreprises avec plusieurs divisions veut
mettre en place une méthode de répartition des coûts communs qui incite les chefs de
division ou les partenaires à contribuer à la minimisation ou du moins à la réduction
de ces coûts communs. Dans les deuxième et troisième cas, le problème du partage des
coûts communs se pose dans des contextes où les responsables de divisions sont les
seuls à connaître certaines informations cruciales pour la détermination du programme
optimal de l’entreprise ou de l’alliance. L’entreprise doit alors inciter les divisions ou
partenaires à révéler leurs informations privilégiées. Nous proposons une approche
méthodologique qui permet d’obtenir des solutions souvent imparfaites mais du moins
transparentes et éclairantes.
Partage des coûts communs et tariﬁcation des infrastructures sont deux considé-
rations jumelles, diﬀérentes mais intimement liées. Par exemple, les préoccupations
des régulateurs en ce qui concerne la répartition des coûts et la prise en compte de
cette répartition dans la ﬁxation des tarifs ne sont généralement pas au diapason des
exigences d’une tariﬁcation optimale ou eﬃcace, déﬁnie en termes de la contribution
des biens ou services considérés à la maximisation du bien-être de la société dans son
ensemble. L’intérêt général commanderait qu’on tarife l’usage des infrastructures à
leur coût marginal, en prenant soin d’y inclure tous les coûts d’opportunité, dont ceux
liés à la congestion et à la pollution. à tout le moins, on devrait abaisser les tarifs de
manière à assurer une pleine utilisation de ces infrastructures. Ce résultat est connu
par les économistes comme la solution de premier rang. Malheureusement, dans un
contexte d’économies d’échelle importantes, ce mode de tariﬁcation conduit à un dé-
ﬁcit. Pour couvrir les coûts, les gestionnaires doivent alors élever les tarifs au-dessus
des coûts marginaux. On cherche alors ce que les économistes appellent la solution de
second rang, c’est-à-dire la meilleure solution sous la contrainte d’équilibre budgétaire.
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butons cette partie de notre ouvrage par la tariﬁcation à la Ramsey-Boiteux ou encore
linéaire. Dans ce cas, il n’y a qu’un prix par unité de bien ou service, bien qu’il puisse
varier d’un bien à un autre. Ensuite, nous montrons qu’on peut faire mieux avec des
tarifs polynômes ou non linéaires, comprenant des charges ﬁxes, des prix d’usage, etc.
Nous terminons par un bref survol des applications qui ont été faites de la tariﬁcation
linéaire et non linéaire.
Rappelons que l’objectif de cet ouvrage est de présenter de manière relativement
uniforme l’ensemble des éléments à considérer dans la valorisation des infrastructures
communes, en particulier les éléments relatifs au partage des coûts et à la tariﬁcation de
ces infrastructures. La problématique que soulève cette valorisation est complexe et son
analyse n’est pas toujours aussi simple qu’on pourrait le souhaiter. Mais nous invitons
les responsables du développement et de la valorisation des infrastructures communes
à investir les eﬀorts nécessaires à la maximisation des bénéﬁces socio-économiques des
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1.1 Introduction
La plupart des organisations, sinon toutes, répartissent d’une manière ou d’une
autre des coûts communs entre leurs diverses composantes ou encore entre leurs diﬀé-
rents partenaires :
— Les entreprises manufacturières allouent leurs frais généraux entre les produits
qu’elles fabriquent ou encore entre leurs diﬀérentes divisions, en partie pour ﬁnd e
tariﬁcation des biens en question et en partie pour ﬁn de contrôle des divisions.
— Les entreprises de télécommunications allouent leurs coûts d’infrastructure entre
les diﬀérents types d’appels ou de communications (tariﬁcation).
— Les organismes de réglementation imposent certaines règles de partage des coûts
d’infrastructure entre les services et les classes d’usagers (découplage ou unbund-
ling). Pour maintenir une certaine concurrence entre plusieurs fournisseurs de
services, ces organismes seront de plus en plus appelés à régir les conditions et
les prix d’accès aux infrastructures de réseau, infrastructures qui le plus souvent
seront la propriété d’une seule entreprise, elle-même utilisatrice du réseau. En
d’autres termes, elles seront amenées à préciser les règles de partage des coûts
de ces infrastructures entre ceux qui les utilisent.
— Les autorités gouvernementales responsables des infrastructures publiques doivent
déterminer de manière explicite ou implicite le partage des coûts de ces infrastruc-
tures entre diﬀérents types d’usager soit par la taxation générale ou spéciﬁque
soit par la tariﬁcation directe. Ces autorités allouent également les coûts des pro-
duits et des services publics qu’elles oﬀrent entre diﬀérents types d’usagers ou de
résidents en partie par la taxation et en partie par une tariﬁcation directe.
— Des consortiums d’entreprises allouent entre elles les coûts de fournitures et de
service commun (couverture de frais de R&D, infrastructure).
1.1.1 L’acuité du partage eﬃcace des coûts
Ces problèmes de partage de coûts communs se posent avec de plus en plus d’acuité
pour diverses raisons. Les divers types de réseaux de communication et de transport
tiennent une place de plus en plus importante dans nos sociétés. Certains réseaux,
par exemple les chemins de fer ou les canaux, sont en relative régression. D’autres au
contraire, tels les réseaux de communication, connaissent un développement accéléré.
Au total cependant, les industries de réseau et les systèmes lourds d’infrastructures
partagées ont tendance à prendre une place de plus en plus grande dans les sociétés
développées.
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Parallèlement à cet aspect plus technologique du développement de nos sociétés, il
y a un aspect organisationnel stratégique qui est certainement aussi fondamental. De
nombreuses grandes entreprises privées, de nombreux organismes publics à diﬀérents
échelons de gouvernement, s’interrogent sur l’opportunité d’une plus grande décentra-
lisation, sur l’intérêt qu’ils ont à conserver telle ou telle activité plutôt que l’impartir
ou la sous-traiter. La responsabilisation de certaines divisions ou services et la constitu-
tion de partenariats qui abaisseraient les coûts apparaissent alors comme des décisions
stratégiques. La rentabilité de l’entreprise, la performance de l’organisme public, le
succès du partenariat recherché dépendent souvent de la “qualité” des règles de par-
tage des coûts communs mises en place. La caractéristique principale de ces allocations
ou partages fait en sorte que les coûts (ou prix), que chacune des divisions ou chacun
des partenaires est appelé à couvrir, ne sont pas déterminés par des marchés libres et
anonymes mais plutôt par des règles administratives et des accords mutuels explicites.
De manière générale, le problème de l’allocation des coûts communs constitue un
“jeu” entre des partenaires (divisions d’une même entreprise ou entreprises autonomes)
dont les activités génèrent ces coûts communs. La théorie des jeux coopératifs est une
approche conceptuelle qui débouche sur un ensemble d’outils analytiques rigoureux
et systématiques permettant de mieux cerner et comprendre les enjeux considérables
des règles de partage et proposant des solutions spéciﬁques eﬃcaces aux problèmes
de design et d’implantation d’une règle appropriée au contexte considéré. Ces outils
restent encore trop souvent ignorés des entreprises et des organisations, aux prises avec
ces problèmes complexes de partage de coûts. L’objectif de cet ouvrage est de rendre ces
outils plus accessibles, d’en démontrer la puissance en termes d’analyse et de résolution
des conﬂits et de les appliquer (avec les développements spéciﬁques nécessaires) à des
cas concrets.
1.1.2 Le contexte de la “nouvelle économie”
L’analyse du partage des coûts communs s’insère dans un contexte plus large de
recherche de modes d’organisation eﬃcaces, qui prend en compte l’évolution de l’envi-
ronnement interne et externe (technologie, concurrence) des entreprises et des organi-
sations et justiﬁe de consacrer des eﬀorts importants à la recherche de règles adéquates
de partage des coûts communs. Dans plusieurs contextes, la compétitivité et la perfor-
mance de l’entreprise ou de l’organisation dépendent, pour une part non négligeable,
de la qualité des règles de partage des coûts communs ou des bénéﬁces à la coopération.
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D’où l’importance d’une réﬂexion sérieuse sur les règles de partage des coûts et leurs
propriétés.
L’accélération des innovations et l’ouverture généralisée (globalisation) des marchés
ont déjà eu et auront des répercussions importantes pour toutes les organisations, qu’il
s’agisse des entreprises privées ou des entreprises et organisations publiques et para-
publiques. Le décloisonnement des économies nationales, sous la pression des nouvelles
technologies de communication et de production, permettra à plusieurs entreprises na-
tionales d’avoir accès à des marchés étrangers de grande envergure, précédemment ré-
servés aux entreprises des pays concernés, et augmentera la concurrence des entreprises
étrangères sur les marchés nationaux précédemment protégés. Ces développements fa-
vorisent les alliances entre entreprises, dont l’émergence et la performance dépendent
des règles de partage des coûts communs ou des bénéﬁces communs que ces alliances
génèrent.
1.1.3 Les structures d’information
Dans toute entreprise, la prise de décision doit s’appuyer sur la meilleure informa-
tion possible. De manière générale, cette information est dispersée, plusieurs agents
de l’organisation en détenant chacun une partie. Ces agents possèdent donc une infor-
mation dite privée qui peut aﬀecter la qualité de la décision à prendre. Les situations
où l’information sur les “états du système” fait relativement défaut aux supérieurs,
par rapport aux équipes sur le front (en contact direct avec les marchés ou présentes
au niveau de la production elle-même), deviennent omniprésentes. Cette déﬁcience de
l’information porte autant sur la connaissance des marchés et sur les possibilités de
production que sur l’observation des “eﬀorts” souhaitables ou nécessaires des équipes.
La reconnaissance du fait que l’information au sein d’une organisation est essentiel-
lement fragmentée, imparfaite, incomplète et privée (détenue par les membres indivi-
duels à divers niveaux) et que la transmission de cette information implique des coûts
non négligeables, est un élément important de toute réﬂexion sur les modes eﬃcaces
d’organisation, entre autres sur les règles de partage des coûts. La détermination de
mécanismes adéquats, ﬁables et eﬃcaces (incitatifs) de transmission et d’utilisation de
l’information au sein d’une organisation doit être un des soucis majeurs de la direction
supérieure de toute organisation. La négligence de ces caractéristiques et de ces phéno-
mènes est en réalité une des causes majeures d’ineﬃcacité organisationnelle, susceptible
de mener à brève échéance à la décroissance voire à la fermeture de l’entreprise, à la
disparition de l’organisation ou encore à l’abandon d’un projet par ailleurs rentable.
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1.1.4 Les mécanismes de motivation et de coordination
Ainsi, l’eﬃcacité et la rentabilité de l’entreprise et la performance d’une organi-
sation sont le résultat des mécanismes de motivation et de coordination des eﬀorts
et activités des travailleurs et gestionnaires de l’entreprise et ce, à tous les niveaux
hiérarchiques. Les règles de partage des coûts sont, au premier chef, des mécanismes
de coordination et de motivation. S’il est facile d’énoncer ce déﬁ organisationnel, sa
concrétisation dans l’organisation l’est beaucoup moins.
Les aspects incitatifs des règles de partage des coûts communs proviennent des
asymétries d’information dans les organisations. Deux classes de problème doivent
ainsi être prises en compte. Dans certains cas, la réalisation d’un projet dépend de la
valeur qu’y attachent les diﬀérents partenaires éventuellement appelés à en ﬁnancer le
coût. Lorsque la valeur du projet pour un partenaire donné est une information privée
de ce partenaire, ce dernier peut vouloir bi a i s e ràl ah a u s s eo ùàl ab a i s s el av é r i t a b l e
valeur du projet pour lui, en particulier si la règle du partage des coûts fait intervenir
cette valeur. Ainsi, dans le cadre de la formation d’un consortium de recherche et
développement, dont les résultats seront disponibles à l’ensemble des partenaires, ces
derniers pourraient avoir intérêt à biaiser vers le bas la valeur de ces résultats, dans
la mesure où leurs contributions respectives seront fonction de la valeur déclarée des
résultats pour chacun d’eux. Ce biais à la baisse pourrait, dans certains cas, mettre en
péril la réalisation d’un projet rentable. Aﬁn d’éviter ce genre de situation, la règle de
partage des coûts doit être conçue de manière à ce que chaque partenaire ait intérêt à
révéler la véritable valeur qu’il attache au projet.
Considérons le cas d’un projet conjoint (public ou privé) à N partenaires. Chaque
partenaire attache aux diﬀérentes variantes du projet une valeur diﬀérente dont le
niveau est une information privée. Le projet devrait être réalisé si et seulement si la
valeur totale véritable qu’y attachent les partenaires est supérieure au coût total du
projet. Une règle de partage des coûts est dite “eﬃcace” si elle aboutit à la réalisation
d’un projet si et seulement si sa valeur totale véritable est supérieure à son coût. La
fonction de coût associe un coût monétaire à la réalisation de chaque variante du projet
(ou chaque partie ou portion du projet). Une règle de partage des coûts détermine,
pour chaque variante, la contribution de chaque agent et elle est dite “équilibrée” si
et seulement si le coût total du projet est exactement couvert par ces contributions,
sans déﬁcit ni surplus. Le bénéﬁce net de chaque partenaire dépend ainsi de la variante
réalisée, de la valeur pour lui de cette variante et du coût qui lui est assigné. Une règle
de partage des coûts est dite “motivante” si et seulement si chaque agent a intérêt à
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révéler la véritable valeur qu’il attache à chaque variante du projet et ce, quelles que
soient les valeurs que les autres partenaires attachent au projet.
Un des résultats les plus importants de la littérature scientiﬁque sur les règles de
partage des coûts veut qu’il peut, dans certains cas, n’exister aucune règle eﬃcace,
équilibrée et motivante. Mais, pour un ensemble important de problèmes concrets, de
telles règles de partage des coûts existent. De manière générale, ces règles veulent que
chaque partenaire contribue un montant égal à ce que vaut pour lui sa participation au
projet (montant de coût épargné par rapport à faire cavalier seul) moins un pourcentage
de l’économie globale de coût que permet le regroupement des partenaires. Ainsi, ces
règles dissocient la valeur du projet pour un partenaire donné du coût que ce partenaire
devra assumer.
De manière générale, les règles eﬃcaces de partage des coûts communs sont liées aux
structures d’information (comportement des partenaires) et à la structure de l’organi-
sation, en particulier au cadre incitatif auquel les partenaires au projet font face. Ces
règles de partage des coûts communs ont un eﬀet sur les coûts d’agence dans une orga-
nisation. Considérons par exemple une organisation dans laquelle les responsables de
centres de décision (centres de coût, centres de proﬁt) sont évalués par leurs supérieurs
hiérarchiques et sont rémunérés en fonction de cette évaluation. Si les responsables de
centres de décision valorisent non seulement leur salaire et bonis mais également leurs
bénéﬁces accessoires (“perks”), alors ils auront tendance à surconsommer ces acces-
soires au-delà de leur rentabilité maximale, dans la mesure où cette surconsommation
est diﬃcilement observable. Aﬁn de contrecarrer ce comportement, la direction géné-
rale peut vouloir allouer les coûts communs de la hiérarchie en taxant les responsables
de centres de décision par l’intermédiaire d’une règle de partage des coûts communs
à l’ensemble des centres de décisions. Selon les caractéristiques de la règle de par-
tage retenue (taxe forfaitaire plutôt qu’une taxe sur les proﬁts respectifs des centres),
la consommation d’accessoires peut eﬀectivement diminuer. Une telle approche peut
aussi permettre de générer une plus grande eﬃcacité au niveau de la hiérarchie, car
les responsables de centres de décision, sous la gouverne d’un supérieur hiérarchique,
auront alors intérêt à surveiller les eﬀorts que fournit ce supérieur hiérarchique pour
minimiser les coûts communs.
1.1.5 Le choix d’une méthode sur la base de ses propriétés
Le choix d’une méthode de partage de coûts devrait se faire sur la base de ses
propriétés par rapport aux propriétés des méthodes alternatives. Dans le chapitre 3,
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traitant des propriétés des méthodes, nous présentons les diﬀérentes propriétés de cha-
cune des principales méthodes contenues dans le chapitre 2.
Il est en général contre-indiqué de choisir une méthode sur la simple base d’un seul
ou même de quelques exemples, comme le font traditionnellement les organisations ou
consortiums, à la suite de longues et souvent diﬃciles négociations entre les parties,
chacune d’elles privilégiant évidemment la méthode qui lui est la plus favorable. Il
e s tb e a u c o u pp l u ss i m p l ee tl o g i q u ed ’ i d e n t i ﬁer une méthode parmi l’ensemble des
méthodes possibles sur la base des propriétés de ces méthodes, avant même de connaître
les résultats qu’elles peuvent donner dans des applications concrètes précises. Dans le
chapitre 3, nous avons énoncé un certain nombre de propriétés ou caractéristiques que
les partenaires à un consortium pourraient souhaiter pour une méthode de répartition,
en particulier au niveau de la cohérence et de l’équité. Les propriétés des méthodes
peuvent être regroupées en cinq catégories et résumées ainsi :
1. Invariance aux échelles
— la répartition de coûts ne devrait pas être aﬀectée par une transformation
des échelles (par exemple un remplacement des Km par des mètres ou un
changement d’unité monétaire)
2. Traitement égalitaire des équivalents
— les contributions relatives aux coûts totaux des diﬀérentes entités devraient
aller dans le sens de leurs coûts de faire cavalier seul.
— si deux entités ont des coûts de faire cavalier seul identiques, elles devraient se
voir imputer la même part des coûts totaux du regroupement.
— si les biens sont homogènes et si deux entités demandent les même quantités,
elles devraient se voir imputer la même part des coûts totaux.
3. Le principe séquentiel
— la contribution d’une entité ne devrait pas être aﬀectée par l’ampleur des de-
mandes plus grandes que la sienne. En d’autres termes, une entité ne devrait
pas subir les externalités associées à ces plus grandes demandes, ou en proﬁter
selon le cas.
— de façon plus générale, la contribution d’une entité ne devrait pas être aﬀectée
par l’ampleur des demandes des entités dont la contribution est plus élevée que
la sienne.
4. Traitement des agents négligeables
— si une entité a une demande nulle, la contribution des autres ne devrait pas
dépendre de la présence ou non de cette entité dans le problème de partage.
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— s’il est possible de fournir une quantité ou une liste de paramètres identique à
qi à toutes les entités à un coût nul, l’entité i ne devrait pas avoir à payer quoi
que ce soit et les parts des autres devraient être établies en fonction de leur
demande, ajoutée à celle de l’entité i.
— si une entité est essentiellement négligeable, c’est-à-dire si l’ajout de sa de-
mande à celles de n’importe quel autre sous-ensemble d’entités entraîne une
augmentation de coûts égale à son coût de faire cavalier seul, alors sa contri-
bution aux coûts devrait se résumer à son coût de faire cavalier seul.
5. Monotonie
— les parts des entités ne devraient jamais décroître par rapport à leurs demandes.
— si les coûts devaient s’avérer plus élevés, quelle que soit l’ampleur du projet
ou les niveaux de production à réaliser, alors les parts des coûts imputées aux
diﬀérentes entités ne devraient pas diminuer.
Nous avons indiqué dans un tableau récapitulatif dans le chapitre 3 quelles mé-
thodes satisfont chacune de ces propriétés. Dans certains cas, une seule méthode satis-
fait un sous-ensemble donné de propriétés.
1.1.6 L’eﬀort de liaison et de transfert
Les règles de partage des coûts communs et des bénéﬁces à la coopération sont
des facteurs importants de compétitivité et de performance. Bien que leur analyse
scientiﬁque explicite soit déjà relativement avancée, leur application au sein des orga-
nisations (entreprises, alliances ou réseaux d’entreprises, gouvernements) reste relati-
vement embryonnaire et souvent tributaire d’une approche historique ad hoc, plutôt
que rationnellement choisie pour maximiser la performance et la valeur de l’organisa-
tion. Il faut reconnaître que l’analyse des règles de partage des coûts communs exige
une certaine dose de mathématiques. Il est important, par ailleurs, de préciser que ces
mathématiques ne servent qu’à traduire, dans un langage rigoureux et programmable,
les contraintes institutionnelles et les objectifs que doit satisfaire ou rencontrer la règle
de partage recherchée.
On peut raisonnablement anticiper que les règles explicites de partage, fondées
sur une meilleure compréhension des enjeux organisationnels, deviendront des facteurs
stratégiques de plus en plus importants, à mesure que ces règles, leurs fondements et
leurs propriétés, seront mieux comprises et que leur implantation sera facilitée grâce
à l’avènement de dirigeants et partenaires de consortium mieux informés, s’appuyant
sur des systèmes d’information de gestion et des systèmes de traitement de l’infor-
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mation plus performants. Or, ce sont là deux développements majeurs de la présente
“révolution des technologies de l’information” qui permettront aux économistes ma-
thématiciens d’être complémentaires aux avocats, ingénieurs et relationistes dans la
négociation du partage des coûts.
Nous présentons succinctement dans ce premier chapitre trois méthodes rigoureuses
de partage des coûts communs, à savoir
— la méthode Shapley-Shubik
— la méthode du nucléole
— la méthode de répartition séquentielle ou sérielle
La méthode Shapley-Shubik et la méthode du nucléole sont toutes deux issues de la
théorie des jeux coopératif1 alors que la méthode de répartition séquentielle ou sérielle
procède du design de mécanismes. Nous présentons les deux premières dans le cadre
de la détermination des droits d’atterrissage (sous-section 1.2.1) et la troisième dans
le cadre du partage des coûts des systèmes urbains sous-terrains (sous-section 1.2.7).
Le lecteur intéressé par une présentation plus complète de l’ensemble des méthodes
pourra se référer au chapitre 2.
Nous présentons également trois règles de partage des coûts communs d’un réseau,
plus communément appelées règles d’accès aux éléments essentiels d’un réseau, à savoir
— la règle de l’Eﬃcient Component Pricing Rule
— la règle de tariﬁc a t i o nàl aR a m s e y - B o i t e u x
—l ar è g l ed uGlobal Price Cap
Les règles de partage des coûts communs d’un réseau sont présentées dans la sous-
section 1.2.4.
1.1.7 Les questions préalables
Toute application rigoureuse des théories et méthodes présentées ici exige au préa-
lable que l’on réponde à trois ensembles de questions :
1. D’abord, quels sont les objets pertinents de la fonction de coût? Ces objets
peuvent être des personnes, des atterrissages d’avions, les missions d’un orga-
nisme, des municipalités, des entreprises, des passages de bateaux, des canalisa-
tions urbaines, des types de transmissions de signaux, etc.
2. Ensuite, quelles sont les informations dont on dispose ou dont on pourrait raison-
nablement disposer? De toute évidence, nous ne pouvons pratiquement jamais
1Voir les chapitres 2 et 5.
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compter sur toute l’information désirée. Il faut alors formaliser le problème à ré-
soudre, en fonction de l’information actuelle ou potentielle, par une modélisation
à deux ou plusieurs niveaux d’agrégation. Dans les situations où le niveau de la
demande ou la taille du projet est variable et dépend possiblement de la répar-
tition des coûts, il faut évidemment en tenir compte dans la modélisation. Dans
ces situations, on peut vouloir considérer plusieurs tailles diﬀérentes du projet
ou bien s’en remettre à une tariﬁcation eﬃcace (à la Ramsey-Boiteux), lorsque
réalisable. Par contre, cette tariﬁcation ne satisfait pas toujours la contrainte
institutionnelle qu’imposerait le droit de participation ou de retrait volontaire.
3. Finalement, quels sont les objectifs et contraintes que doit rencontrer et satisfaire
la règle de partage des coûts? Ces objectifs ou contraintes porteront sur l’eﬃca-
cité, l’équité, les incitations, la participation volontaire, le droit de retrait général
ou limité, etc. Ces objectifs et contraintes sont interreliés et leur représentation
précise dépend du contexte considéré. Ainsi, les contraintes de participation vo-
lontaire et du droit de retrait général seront particulièrement eﬀectives lorsque
les partenaires sont des entités indépendantes (entreprises, municipalités) mais
le seront moins lorsque les partenaires sont des divisions d’une entreprise ou en-
core des municipalités “fusionnées” obligées de se concerter et de coopérer par la
réglementation d’un gouvernement supérieur.
L’analyse rigoureuse des règles de partage des coûts et la diversité de ces règles
montrent bien qu’il n’y a pas une règle universellement appropriée, qui pourrait être
appliquée dans toute situation. Par contre, une bonne compréhension de la nature et
des propriétés des diverses règles peut faciliter la coordination des partenaires dans
l’acceptation d’un ensemble restreint de règles de partage, dont l’application au pro-
blème à résoudre permettra de réduire sensiblement les conﬂi t se x p l i c i t e so ui m p l i c i t e s
lors de la négociation. Ainsi, les règles de partage des coûts, dont nous traitons ici,
doivent être perçues comme des outils puissants capables de faciliter les négociations
entre les parties.
1.2 Exemples concrets
Dans le chapitre 2, nous présentons un certain nombre de règles ou méthodes de
répartition des coûts, illustrées à l’aide d’un exemple ﬁctif de gazoduc. Dans le pré-
sent chapitre, nous présentons quelques exemples concrets de problèmes de partage
de coûts. Certaines des méthodes présentées dans le chapitre 2 ont été appliquées à
ces problèmes. Nous décrivons brièvement ces applications. Pour les autres, nous nous
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bornons simplement à exposer le problème à résoudre, en insistant sur les aspects qui
justiﬁeraient l’application des méthodes présentées dans le chapitre 2.
Typiquement, un problème de partage de coût est formalisé comme suit. Soit N
un ensemble d’agents autonomes qui ont chacun un projet àr é a l i s e r .O np e u tv o i rN
comme l’ensemble des projets eux-mêmes. Ces projets peuvent être de natures très
diverses. Le cas le plus simple est celui dans lequel les projets des agents sont soit des
quantités d’un même bien privé, soit des ensembles de quantités de biens diﬀérents dont
ils veulent disposer. Chaque projet peut être au contraire un bien public que diﬀérentes
autorités veulent mettre à la disposition de leurs administrés. Considérons par exemple
les municipalités (ou arrondissements) d’une même communauté urbaine qui veulent,
chacune, équiper leur territoire d’un éclairage public. Pour chaque municipalité i,u n
projet est un plan qui déﬁnit, pour chaque voie ou chaque portion de voie du territoire
qu’elle administre, un certain niveau d’intensité de l’éclairage à mettre en place.
Comme autre exemple, considérons des villes situées au bord d’un même lac. Pour
préserver la qualité des eaux du lac, chaque ville est dans l’obligation légale de traiter
les eaux usées des ménages et des entreprises implantés sur son territoire : le projet de
la ville i est un système de collecte et de traitement des eaux usées avant rejet dans le
lac.
Toute partie S de N est un sous-ensemble des projets à réaliser de façon coordonnée,
c’est-à-dire de façon à minimiser le coût total de réalisation des projets en question;
c(S) ou cS s’interprète comme ce coût total minimisé. La formalisation est en termes
de coûts. La seule caractéristique d’un projet ou d’un ensemble de projets à réaliser
est son coût plutôt que ses caractéristiques physiques. Le même projet peut avoir des
caractéristiques physiques identiques mais des coûts de réalisation diﬀérents pour deux
agents : ces agents peuvent être à même d’exercer des pressions diﬀérentes sur leurs
fournisseurs qui leur accorderont des conditions de vente diﬀérentes. Si les agents sont
des entreprises, elles peuvent également bénéﬁcier, pour la réalisation de ces projets,
de compétences qui leurs sont propres et qui diﬀèrent d’une entreprise à l’autre. Pour
les mêmes raisons, deux groupes d’agents qui, chacun, réalisent un ensemble de projets
physiquement identiques, peuvent avoir à supporter des coûts diﬀérents. Inversement,
deux projets diﬀérents peuvent avoir des coûts identiques. Ce qui importe, ce n’est pas
la diﬀérence physique des projets mais la similitude ou la dissemblance de leurs coûts.
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1.2.1 Les droits d’atterrissage
Les services publics doivent de plus en plus souvent s’autoﬁnancer. C’est le cas
des aéroports au Canada. Ainsi, les droits d’atterrissages sont établis ou devraient
l’être de manière à récupérer les coûts de capital, d’entretien et d’opération des pistes
d’atterrissage et des autres équipements nécessaires au mouvement des avions. Les
pistes sont utilisées par une grande variété d’avions, allant des monoplaces de tourisme
aux transporteurs géants. Elles doivent être conçues de manière à pouvoir accommoder
toutes les tailles d’avion que les autorités de l’aéroport veulent ou doivent desservir. Il
serait plutôt inéquitable d’imposer les mêmes droits au petits et aux gros avions. On
risquerait tout simplement de chasser les premiers des aéroports.
Le problème de la détermination des droits d’atterrissage, en fonction de la taille
des avions, compte sans doute parmi les premières applications des méthodes inspi-
rées de la théorie des jeux coopératifs à la répartition des coûts. Les coûts reliés aux
frais d’atterrissage sont composés de deux parties : une partie variable, fonction du
nombre d’atterrissages et de la taille des avions, et un coût ﬁxe provenant des coûts
de construction des pistes et de l’aérogare, qui doit être amorti sur un certain nombre
d’années. La dimension et la résistance des pistes et des autres équipements ﬁxes d’un
aéroport sont généralement déterminées par la taille du plus gros avion qu’on va devoir
accommoder.
Les droits d’atterrissage devraient comprendre les coûts variables et une partie des
coûts ﬁxes. La partie qui pose problème est celle des coûts ﬁx e s .C e sd r o i t sd e v r a i e n t
tenir compte des exigences des diﬀérents types d’avion. En eﬀet, les droits d’atter-
rissage d’un gros porteur et d’un petit porteur devraient être diﬀérents. Mais quelle
formule devrait-on utiliser pour calculer les droits à demander aux diﬀérents avions?
C’est ici que les méthodes présentées dans le chapitre 2 peuvent être utiles. À titre
d’illustrations, nous présentons brièvement deux méthodes empruntées à la théorie des
jeux coopératifs, à savoir la méthode Shapley-Shubik et celle du nucléole, qui ont été
appliquées à ce problème.
La règle Shapley-Shubik. Supposons qu’on ordonne les N partenaires d’une cer-
taine façon et qu’on fasse payer au premier le coût entier de ses besoins, en supposant
qu’il est seul, et au deuxième le coût additionnel (incrémental) imposé par ses besoins,
en supposant que seuls ces deux partenaires participent au consortium. On continue
ainsi avec les autres partenaires, le cas échéant. On répartirait alors le coût total de
tous les besoins. Une telle répartition est dite répartition selon les coûts incrémentaux.
Elle correspond à un ordonnancement donné des partenaires. Certains usagers pour-
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raient évidemment se plaindre de l’ordre choisi. Entre autres, le premier usager devrait
supporter des coûts importants liés au démarrage du projet, alors que le dernier se
verrait imputer des coûts minimes, correspondant au simple coût incrémental de ses
besoins. Le mathématicien Lloyd Shapley a apporté une réponse élégante à ce pro-
blème. Elle consiste à considérer tous les ordres possibles entre les usagers et à prendre
comme répartition ﬁnale des coûts la moyenne des répartitions selon les coûts incré-
mentaux. Les usagers se voient ainsi tous traités de façon symétrique. L’économiste
Martin Shubik a montré toute la portée de cette idée dans plusieurs cas de partage
des coûts.2 La règle Shapley-Shubik permet de générer, à un coût faible, l’allocation
des coûts qui résulterait d’un long et très coûteux processus de négociation entre les
parties. On peut montrer que, dans un contexte où il y a économie d’échelles, cette
méthode a plusieurs des propriétés souhaitées d’une méthode de partage des coûts,
telles d’additivité, l’invariance par rapport aux échelles, la monotonie par rapport aux
besoins, l’absence d’interﬁnancement et la monotonie croisée, chacune de ces propriétés
traduisant, en termes mathématiques, diverses demandes exprimées par les partenaires
quant aux propriétés souhaitables d’une règle de partage des coûts.3
La méthode du nucléole. L’idée derrière ce concept est de chercher à maximiser
le bien-être de la moins heureuse des coalitions de partenaires. Considérons une répar-
tition de coûts x =( x1,...,x n) pour l’ensemble des partenaires. Soit une coalition S,
c’est-à-dire un sous-ensemble non-vide de N et diﬀérent de N.O nd é ﬁnit l’excédent
e(x,S) de la coalition S avec la répartition x c o m m el ’ é c o n o m i ed ec o û t sq u er é a l i s el a





Le nombre e(x,S) est égal à ce que gagne la coalition S si elle accepte la répartition
x plutôt que de répondre elle-même aux besoins de ses membres. Puisque l’ensemble
N comprend (2n − 2) sous-ensembles stricts non-vides,e (x,S) prend (2n − 2) valeurs
potentiellement diﬀérentes. On désigne par e(x) le vecteur des (2n − 2) valeurs de









où xi est le coût que doit supporter le partenaire i, |S| est le nombre de partenaires dans la coalition
ou regroupement S, c(S) est le coût total de satisfaire aux besoins des membres de la coalition S.
3Voir le chapitre 3.
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e(x,S), ordonnées lexicographiquement de la plus petite à la plus grande.4 Le nucléole
est déﬁni comme la répartition x∗ qui maximise lexicographiquement e(·).A u t r e m e n t
dit, x∗ est la répartition qui maximise le plus petit des gains réalisés par l’ensemble de
toutes les coalitions.
Revenons maintenant à l’exemple des droits d’atterrissage. Considérons l’amortis-
sement annuel des coûts ﬁxes pour chaque type d’avion, déﬁn i sc o m m el e sc o û t sﬁxes
annuels qu’il faudrait encourir pour construire des équipements tout juste suﬃsants
pour accommoder chaque type d’avion, à l’exclusion des plus gros. On désigne ces
coûts par Cj,j=1 ,...,m, où j repère le type d’avion et m e s tl en o m b r ed et y p e s .
On pose C0 =0et on suppose que les types d’avion sont ordonnés selon ces coûts :
C0 <C 1 <C 2 < ···<C m−1 <C m
Soit nj le nombre d’atterrissages par an des avions de type j. Comme un des ingré-
dients d’un jeu coopératif est l’ensemble des joueurs, ici les atterrissages, désignons
par Nj l’ensemble des atterrissages par année des avions de type j et par nj le nombre










Pour appliquer les méthodes de répartition empruntées à la théorie des jeux co-
opératifs, il faut une fonction de coût déﬁnie sur tous les sous-ensembles S ⊂ N
qu’on notera c(·). La construction de cette fonction est très simple. Si on doit ac-
commoder tous les atterrissages d’un sous-ensemble S ⊂ N, il faudra construire des
pistes et des équipements capables d’accommoder les plus gros avions dans ce sous-
ensemble. Le coût de ces équipements est celui qu’on attribue à ce sous-ensemble. De
façon formelle, désignons par j(S) le type d’avion le plus gros dans S, c’est-à-dire
j(S)=m a x{j : S ∩ Nj 6= ∅}. On a alors :
c(S)=Cj(S)
On pose également c(∅)=0 . Il s’agit ensuite d’appliquer les formules de Shapley-
Shubik ou du nucléole à cette fonction de coût.
4Une suite e =( e1,...,e m) est lexicographiquement inférieure à une suite d =( d1,...,d m) si la
première composante de e, diﬀérente de la composante correspondante de d, est plus petite que cette
dernière. Par exemple, (3,1,9) est lexicographiquement plus petit que (3,2,1).
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Le Tableau 1.1, tiré de Owen (1982), présente la liste des types d’avion qui atterris-
saient à l’aéroport de Birmingham en 1968-1969, avec le nombre d’atterrissages et les
coûts pertinents pour chaque type d’avion. Les 11 types d’avions sont ordonnés en fonc-
tion du coût ﬁxe nécessaire pour leur permettre d’atterrir (colonne 3). Ils sont ordonnés
du moins coûteux au plus coûteux. La variable ni indique le nombre d’atterrissages
du type i et la variable Ci le coût ﬁxe, coûts de capital, d’entretien et d’opération des
pistes d’atterrissage et des autres équipements nécessaires au mouvement des avions
de type maximal i. Ainsi, pour la Caravelle VLR, le montant de £97,436 représente le
coût ﬁxe qu’il faudrait encourir si l’ensemble des types d’avion atterrissant à l’aéroport
de Birmingham ne comprenait que des avions des types 1 à 5. En ajoutant les frais
variables, à la répartition des coûts ﬁxes obtenue selon la méthode choisie, nous obte-
nons les montants apparaissant dans les colonnes (4) et (5). Nous pouvons comparer
les droits ainsi calculés avec les droits qui étaient eﬀectivement exigés durant l’année
en question tels que donnés à la colonne (6).
(1) (2) (3) (4) (5) (6)
in i Ci Nucléole Shapley-Shubik Actuels
1. Fokker Friendship 27 42 65,899. 13.12 10.09 5.80
2. Viscount 800 9,555 76,725. 13.98 11.75 11.40
3. Hawker Siddeley Trident 288 95,200. 15.44 17.85 21.70
4. Britannia 100 303 97,200. 15.60 18.56 29.80
5. Caravelle VLR 151 97,436. 15.62 18.65 20.30
6. BAC 111 (500) 1,315 98,142. 15.68 18.92 16.70
7. Vanguard 953 505 102,496. 16.02 21.53 26.40
8. Comet 4B 1,128 104,849. 16.21 23.39 29.40
9. Britannia 300 151 113,322. 49.13 53.79 34.70
10.Convair Corronado 112 115,440. 49.30 69.77 48.30
11.Boeing 707 22 117,676. 112.80 171.58 66.70
Tableau 1.1 — Droits d’atterrissage en livres selon les méthodes du nucléole et de
Shapley-Shubik
Ce qui frappe dans cette comparaison, c’est le fait que les droits en usage en 1968-
1969 amenaient en général les plus petits avions (les types d’avion 3 à 8) à subvention-
ner les plus gros (les types 9 à 11), par rapport à ce qu’auraient prescrit la méthode
de partage des coûts de Shapley-Shubik et même celle du nucléole. Ainsi, les droits
d’atterrissage des Boeing 707 auraient dû être augmentés de 150% selon la méthode
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de Shapley-Shubik (de £66.70 à £171.58) et de 70% selon la méthode du nucléole
(de £66.70 à £112.80). Mais au delà de ces comparaisons, ce sont les propriétés des
méthodes qui doivent déterminer laquelle est la plus apte à représenter les voeux des
diﬀérents partenaires, voeux qui devraient être exprimés avant même qu’une formule ne
soit eﬀectivement appliquée. On est ainsi assuré que ce sont les propriétés des méthodes
alternatives qui guident le choix d’une méthode particulière, plutôt que la négociation
sur les résultats de l’application de la méthode choisie.
Mentionnons que d’autres méthodes recensées dans le chapitre 2 pourraient être
considérées. En particulier, la méthode de répartition séquentielle des coûts, selon
laquelle les diﬀérents clients sont à l’abri de la taille des demandes des plus gros mais,
en contrepartie, ne bénéﬁcient pas des économies d’échelle que pourraient permettre
et générer les gros porteurs. Chaque méthode a des propriétés particulières qu’il faut
avoir à l’esprit pour déterminer la plus appropriée.
1.2.2 Réseaux de télécommunications
Pour illustrer les problèmes de partage des coûts communs que rencontre couram-
ment l’industrie de télécommunications (vue comme un exemple des industries-réseaux
telles l’électricité, le transport ferroviaire, le transport aérien, le réseautage des biblio-
thèques, le gaz naturel, les aqueducs, les routes, etc.), considérons les deux exemples
suivants : l’entrée des entreprises de télécommunications sur le marché de la distribu-
tion de signaux vidéo du type Video Dial Tone (VDT) et la détermination des prix
et conditions d’accès auxquels diﬀérentes entreprises concurrentes peuvent utiliser un
réseau de communication ou encore un réseau ferroviaire donné (et typiquement pro-
priété d’une des entreprises en question). De toute évidence, des situations analogues
existent dans le transport et la distribution de l’électricité et du gaz naturel, dans la
distribution d’eau potable, dans la collecte des eaux usées, dans l’utilisation d’une voie
maritime (telle la voie maritime du St-Laurent), etc. Nous discutons le cas du gaz
naturel dans le chapitre 2 et nous présenterons les cas de l’eau potable et de la voie
maritime plus loin.
En novembre 1993, Paciﬁc Bell a annoncé son intention de reconstruire son réseau
à partir d’une architecture intégrant ﬁbre optique et câble coaxial. Ce réseau pourrait
transporter à la fois la voix et la vidéo. Les progrès technologiques récents permettaient,
selon Paciﬁc Bell, de construire ce réseau à un coût d’environ 1 000 $ par abonné. La
construction du réseau commença en mai 1994.
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En termes de partage des coûts communs, PaciﬁcB e l lp r o p o s a i td ’ a ﬀecter aux
services de télécommunications de base un coût de 837$ par abonné, étant donné que
ces services constituaient la principale raison d’être de l’entreprise. Ainsi, le transport
de signaux VDT se verrait assigner un coût de 137 $ par abonné. Ce partage des coûts
ﬁxes de construction du réseau devait servir par la suite à l’établissement des tarifs
que les abonnés des diﬀérents services proposés seraient appelés à payer.
Cette allocation des coûts communs souleva la colère des câblo-distributeurs, qui
y ont vu l’émergence d’une concurrence déloyale. Selon eux, Paciﬁc Bell allouait au
service VDT une part trop faible des coûts communs, aﬁn de pouvoir concurrencer
agressivement la câblo-distribution des signaux vidéo qui, dans ces conditions, ne pou-
vait survivre. Les câblo-distributeurs y voyaient là une forme de subvention croisée,
dans laquelle le secteur monopolisé de Paciﬁc Bell, à savoir les services de télécommu-
nications de base, subventionnait le secteur concurrentiel, à savoir la transmission de
signaux vidéo.
À l’appui du partage proposé des coûts communs, PaciﬁcB e l la ﬃrma que la trans-
mission de signaux vidéo et VDT n’était qu’un des nombreux services qu’un réseau à
architecture intégrée pouvait fournir. Dans ces conditions, il fallait se référer au coût
incrémental de long terme (CILT) comme base d’allocation des coûts communs : après
avoir déterminé les coûts d’investissements et d’opération nécessaire à la fourniture de
l’ensemble des services, à l’exclusion de services vidéo (le service téléphonique de base,
les services de transmission voix et données non commutés, l’interconnection ethernet
des réseaux LAN, la téléphonie vidéo, les services cellulaires et SCP, etc.), et les coûts
d’investissement et d’opération de l’ensemble des services incluant les services vidéo, le
CILT des services vidéo pouvait être obtenu en soustrayant les premiers des seconds.
Les câblo-distributeurs ont répliqué en aﬃrmant que les propositions de Paciﬁc
Bell indiquaient que les abonnés des services de transmission de signaux télévisuels
utiliseraient 95% de la bande passante mais ne paieraient que 5% des coûts totaux. Pour
Paciﬁc Bell, la méthode des coûts incrémentaux de long terme avait deux avantages
importants : elle évitait les subventions croisées et elle oﬀrait les incitatifs nécessaires
au développement d’une saine concurrence entre entreprises de télécommunications et
entreprises de câblo-distribution.
Cet exemple montre bien que les règles de partage des coûts communs peuvent avoir
des conséquences considérables pour la gouvernance de la concurrence et la structure
d’une industrie. Le cas de la tariﬁcation des routes, des trajets et des circuits dans
le transport aérien est un autre exemple dans lequel les règles de partage des coûts
communs et la réglementation des pratiques de saine concurrence, en particulier la
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réglementation et les tests empiriques visant à empêcher les pratiques prédatoires en
m a t i è r ed et a r i ﬁcation, sont interreliées.
Cette situation n’est pas exclusive aux industries-réseaux. Elle se retrouve dans
pratiquement tous les cas où une concurrence entre secteur public et secteur privé
est mise en place pour des ﬁns d’incitation à la productivité, de contrôle des coûts,
de benchmarking et de compulsory competitive tendering (CCT).5 Considérons le cas
typique de la collecte des déchets et supposons que des mécanismes de concurrence
soient mis en place entre secteur public et secteur privé. Aﬁn de garantir une saine
concurrence, il faut s’assurer que, de part et d’autre, le partage des coûts communs soit
adéquatement fait, aﬁn d’éviter que les autres activités du secteur public ou les autres
activités des impartiteurs privés ne viennent subventionner la collecte des déchets et ne
donne lieu ainsi à une concurrence “déloyale” entre les deux secteurs, qui mettrait en
péril l’atteinte des objectifs visés. D’où l’importance de bien comprendre les fondements
de ces règles.
Les méthodes de partage des coûts présentées dans le chapitre 2 sont susceptibles
de déﬁnir un concept de coût favorisant le développement d’un niveau adéquat de saine
concurrence grâce à une tariﬁcation non-prédatoire, dont le test serait simplement de
vériﬁer que le prix d’un “produit ou service” donné permet de couvrir non seulement les
frais directs de production mais aussi une part adéquate des frais ﬁxes de l’entreprise,
telle que déterminée par la formule de partage des coûts ﬁxes retenue par l’organisme
responsable de la gouvernance de la concurrence.
Dans les cas de Paciﬁc Bell, et possiblement des autres cas discutés dans les sous-
sections ci-dessus, la règle Shapley-Shubik est susceptible de rencontrer ces exigences.
Cette règle veut que le coût d’un produit ou service soit égal à ses frais directs plus la
part des frais ﬁxes obtenue comme la moyenne des coûts incrémentaux de long terme
(CILT), calculée sur tous les ordres d’entrée possibles du produit dans le panier des
produits et services oﬀerts par l’entreprise. On évite ainsi l’écueil que pose, dans les
cas où les économies d’échelle ou d’envergure sont importantes, l’ordre d’entrée des
produits dans le panier.
1.2.3 Réseaux de voies ferrées
Un autre problème intéressant de partage des coûts vient de l’utilisation conjointe
d’une voie ferrée par plusieurs utilisateurs. De manière similaire, le besoin de régir la
concurrence entre divers modes de transport (ferroviaire, aérien, terrestre, maritime)
5Voir Le Gallo (1998).
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nous amène à préciser comment les coûts communs à un ensemble de produits et
services doivent être alloués, aﬁn d’éviter l’apparition de prix prédatoires sur certains
marchés (produits ou arêtes d’un réseau).
Prenons comme exemple la situation illustrée à la Figure 1.1. Une entreprise veut
construire, pour ses propres besoins, une voie ferrée allant du point A (un port de
mer) au point B (une exploitation minière). Une deuxième entreprise désire également
construire une voie ferrée allant du point A (le même port de mer) au point C (une
exploitation forestière); ou encore construire à un coût sensiblement plus faible un
embranchement qui partirait d’un point intermédiaire D sur le tronçon AB projeté,
pour aller au point C. Les deux partenaires auraient intérêt à coopérer aﬁnd ep r o ﬁter
de l’économie de coûts que représenterait la deuxième option, une fois pris en compte
la possibilité que la “qualité” de la voie entre les points A et D doive être plus élevée,
étant donné le traﬁc plus intense que ce tronçon devrait alors supporter. Le partage des
coûts communs du tronçon AD ou de l’ensemble du système soulève des problématiques





Figure 1.1 — Exemple d’un réseau ferré
1.2.4 Détermination des conditions et des prix d’accès aux réseaux
L’industrie des télécommunications a été et reste réglementée à cause des écono-
mies d’échelle importantes qui la caractérisent, en particulier au niveau du réseau
de transmission. Mais l’existence d’économies d’échelle signiﬁcatives au niveau de la
transmission (transport) des signaux n’implique pas qu’il faille laisser au propriétaire
du réseau le monopole de la production des services de communications empruntant le
réseau. Au contraire, il apparaît souhaitable que la production de ces services (de plus
en plus nombreux et diﬀérenciés) soit soumise à la concurrence, sans pour autant exiger
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une duplication coûteuse et inutile du réseau de transport lui-même ou du moins des
arêtes du réseau qui constituent la véritable source de la position de monopole naturel.
D’où l’idée de permettre l’accès au réseau à tout producteur de services, sur une base
non discriminatoire, et d’où la nécessité de déterminer et de réglementer les prix et
conditions de cet accès.
Déterminer les prix d’accès revient à formuler une règle de partage des coûts du
réseau et donc des coûts communs à l’ensemble des utilisateurs. Cette règle doit, non
seulement assurer le ﬁnancement adéquat du réseau, mais aussi inciter l’entreprise
responsable (propriétaire) du réseau à en assurer de manière optimale le développement
et l’entretien. Ainsi, sont apparues diverses règles d’accès dont :
— la règle ECPR (Eﬃcient Component Pricing Rule) proposée par Willig (1979)
et Baumol (1983),
—l ar è g l eR B P R( Ramsey-Boiteux Pricing Rule) proposée par Ramsey (1927) et
Boiteux (1956),
—l ar è g l eG P C( Global Price Cap)p r o p o s é ep a rL a ﬀont et Tirole (1994).
L’Eﬃcient component pricing rule (ECPR). L ar è g l ed et a r i ﬁcation ou de
partage des coûts de Baumol-Willig (ECPR) a pour objectif de favoriser l’entrée, au
sein d’un réseau, de ﬁrmes eﬃc a c e se ué g a r dàd e sp r i xﬁnaux soit concurrentiels
soit réglementés pour empêcher toute rente de monopole. La détermination de ces
prix ﬁnaux est une question importante en pratique, en raison de la diﬃculté pour
le régulateur de ﬁxer ces prix unilatéralement. Baumol et Sidak (1994) préconisent la
ﬁxation de prix ﬁnaux plafond, suivant une mesure des coûts de faire cavalier seul (stand
alone costs), notamment ceux d’un entrant hypothétique. En pratique, cette mesure
peut être diﬃcile à réaliser. Pour éviter toute prédation, l’entreprise en place devrait
aussi satisfaire à des prix plancher, déﬁnis par ses coûts marginaux (incrémentaux) ou
évitables. Le but de l’ECPR est de s’assurer que les règles d’accès à l’élément essentiel
du réseau ne favorisent pas l’entrée de ﬁrmes moins eﬃcaces tout en n’empêchant pas
l’entrée d’une entreprise qui pourrait utiliser l’élément essentiel de façon plus eﬃcace
que l’entreprise en place.
Il est important de maîtriser le pouvoir qu’a l’entreprise en place de bloquer sys-
tématiquement l’entrée de ces entreprises plus eﬃcaces. En ce sens, c’est une règle
basée sur les coûts.6 Mais comme nous allons le voir, sa justesse en tant que règle
normative est limitée lorsqu’on impose à la ﬁrme en place de satisfaire une contrainte
d’équilibre budgétaire. Sa simplicité apparente et donc sa supériorité par rapport aux
6Voir à ce sujet Sirois et Forget (1995).
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règles de tariﬁcation de Ramsey-Boiteux peuvent être mises en doute à la lumière de
cas concrets. D’après l’ECPR, la charge d’accès (ainsi que les autres conditions) de-
vrait être déﬁnie comme le coût direct de l’accès ajouté au coût d’opportunité pour
l’entreprise en place de donner ainsi accès au réseau à ses concurrents. Soit a le coût
unitaire de l’accès, C2 le coût marginal (incrémental) que supporte l’entreprise en place
en donnant l’accès à une entreprise concurrente, p le prix du produit (homogène) ﬁnal,
et C1 le coût marginal de production de l’entreprise en place. L’ECPR se traduit par
a = C2 +( p − C1). Le coût d’opportunité p − C1 représente en fait la perte de part
de marché de l’entreprise en place à laquelle s’ajoute éventuellement une contribution
au coût social de l’obligation de service (coût de service universel), si ce dernier est
considéré comme la responsabilité sociale de l’entreprise en place. La perte de part de
marché de l’entreprise en place se traduit par une diminution de ses proﬁts variables.
Étant donné les prix ﬁnaux, choisis de façon optimale (par le régulateur) pour
supprimer les rentes de monopole, la réduction des proﬁts variables de l’entreprise en
place (ses recettes moins ses coûts variables) a pour conséquence que ses coûts ﬁxes ne
sont plus couverts. Par conséquent, l’entreprise entrante devrait compenser cette perte
de proﬁts variables de l’entreprise en place : c’est là une condition pour que l’entrée
soit génératrice d’eﬃcacité. En ce qui concerne la contribution au coût des obligations
sociales (une forme de produit diﬀérencié vendu à perte par l’entreprise en place qui
doit par ailleurs compenser cette perte sur les secteurs proﬁtables du marché) imposées
à l’entreprise en place, notons que la réduction des proﬁts variables de cette dernière
pourrait la rendre incapable de complètement couvrir les coûts de ses obligations de
service universel. D’où la condition requise que l’entrant contribue à ces obligations
sociales, à moins que cette contribution puisse être considérée comme incluse dans la
réduction des proﬁts variables.
La règle ECPR a deux propriétés importantes. D’une part, elle envoie le bon signal
aux entrants potentiels, puisque seuls les plus eﬃcaces trouveront proﬁtable d’entrer
sur le marché. D’autre part, l’entreprise en place, étant complètement dédommagée,
ne s’oppose pas à ce que l’entrant utilise l’élément essentiel (du moins dans le contexte
statique et non stratégique considéré). Le coût d’opportunité et la perte de part de
marché de l’entreprise en place peuvent être évalués dans diﬀérents contextes, depuis
le cas relativement simple ci-dessus, qui correspond au cas original pour lequel l’ECPR
a été proposée, jusqu’à des cas de plus en plus complexes mais plus réalistes. À me-
sure que l’on se déplace du cas simple aux cas plus réalistes, prenant en compte la
diﬀérenciation des produits, le contournement (bypass), l’incertitude de la demande, la
substituabilité des inputs, les entreprises multi-produits et les accès multiples (c’est-à-
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dire en diﬀérents points ou nœuds du réseau), l’évaluation du coût d’opportunité de
l’entreprise en place est de plus en plus complexe.
L ar è g l ed et a r i ﬁcation de Ramsey-Boiteux (RBPR). L’objectif de la règle
de partage (tariﬁcation) de Ramsey-Boiteux est d’atteindre une eﬃcacité globale dans
le marché des biens et services du réseau plutôt que de favoriser l’entrée de ﬁrmes
eﬃcaces dans le réseau. Elle vise à garantir qu’en présence d’économies d’échelle im-
portantes, les bons biens et services seront produits et oﬀerts en bonnes quantités et
donc que les distorsions de production que causera inéluctablement la tariﬁcation de
ces biens et services seront aussi faibles que possible par rapport à la situation opti-
male (de premier rang). La règle RBPR veut que les écarts entre les prix et les coûts
marginaux des diﬀérents biens, exprimés en pourcentage de leurs prix respectifs, soient
proportionnels à l’inverse des superélasticités des demandes. Aﬁn d’appliquer cette
règle, il faut connaître, ou au moins avoir une estimation, de ces superélasticités, une
condition qui peut s’avérer exigeante.
La règle de tariﬁcation par le plafonnement global des prix (GPC). Quant
au plafonnement global des prix (Global Price Cap)p r o p o s ép a rL a ﬀo n te tT i r o l e
(1994), il a pour principal avantage de suivre les préceptes théoriques de l’analyse
économique sans nécessiter plus d’information que d’autres règles telles l’ECPR, la
règle de Ramsey, ou encore celle des coûts incrémentaux de long terme. La règle du
plafonnement global des prix prend en compte simultanément les prix des produits et
services ﬁnaux et les charges d’accès dans une formule unique de plafonnement des
prix.
Une fois le plafond des prix (indice) déterminé, l’entreprise en place est libre de
choisir ses prix, y compris les charges d’accès, tant que le plafond global des prix est
satisfait. L’entreprise met d’elle-même en œuvre la structure de tariﬁc a t i o nàl aR a m -
sey si elle connaît ses conditions de demande et de coût. Le régulateur n’a besoin de
rechercher ou d’estimer ni ces conditions ni les élasticités. Le rôle des plafonnements
de prix ’classiques’ a été d’introduire des mécanismes incitatifs puissants dans la régle-
mentation. En eﬀet, une règle de plafonnement des prix permet à l’entreprise régulée
de modiﬁer ses prix tant que certains indices de ces prix ne s’élèvent pas au-dessus des
valeurs de référence. Étant donné que le régulateur ne contrôle qu’un indice des prix,
cela permet à l’entreprise de proﬁter des bénéﬁces qu’elle peut réaliser en choisissant
bien sa structure de tariﬁcation et ses mesures de réduction de coûts. De ce fait, l’en-
treprise est incitée à adopter des technologies de production et des eﬀorts de gestion
favorisant la réduction des coûts et l’augmentation de l’eﬃcacité.
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La notion de plafonnement global des prix fait référence au panier de biens que
vend l’entreprise. De ce fait, l’accès au réseau devrait être considéré comme un bien
du panier pour lequel le régulateur doit déﬁnir un plafonnement des prix sous forme
d’un indice. L’entreprise est alors libre de déterminer le prix de l’accès et le prix des
autres biens et services qu’elle vend, tant que l’indice de ces prix reste inférieur au
plafond imposé comme point de référence. Une des caractéristiques intéressantes de
ce plafonnement global des prix est qu’il permet d’implémenter la tariﬁcation à la
Ramsey-Boiteux de manière décentralisée. Les prix choisis par l’entreprise en place,
maximisant ses proﬁts tout en satisfaisant la contrainte de plafonnement global des
prix, sont les prix de Ramsey-Boiteux.
Nous ne développerons pas davantage ces règles de détermination des prix d’accès.
Le lecteur intéressé à une présentation succincte, mais plus complète, peut se référer
à Boyer et Robert (1998) qui passent en revue les principes, faits et enjeux pertinents
aux mouvements de déréglementation, de restructuration et de privatisation dans les
industries-réseaux. Il nous suﬃt de mentionner ici que ces règles d’accès peuvent être
perçues comme des règles de partage des coûts communs permettant et tenant compte
de l’ajout et du retrait des partenaires au partage (utilisateurs du réseau et concurrents
de l’entreprise propriétaire du réseau).
1.2.5 L’approvisionnement en eau potable
Cet exemple s’inspire d’un cas où 18 municipalités de la région de Skåne en Suède
se sont regroupées aﬁn de se doter d’un système d’approvisionnement en eau potable et
d’en partager les coûts communs (Young 1994). Un groupe de scientiﬁques de l’Inter-
national Institute for Applied Systems Analysis [IIASA, Autriche], dont des théoriciens
des jeux coopératifs, reçut le mandat de concevoir un mécanisme équitable, incitatif
et équilibré de répartition des coûts communs d’une mise à niveau du système, dont
certains éléments remontaient aux années 40. En théorie, le groupe aurait du évaluer
les coûts des 218 = 262144 regroupements (coalitions) possibles, une tâche impossible.
Les 18 municipalités furent plutôt regroupées en 6 unités sur la base de leurs expé-
riences passées de coopération, de leur proximité géographique et des caractéristiques
de leurs systèmes d’aqueduc respectifs (voir la Figure 1.2). Une fois réalisée la réparti-
tion des coûts communs entre les 6 unités, une deuxième ronde de partage deviendrait
nécessaire pour partager le coût réparti entre les municipalités de chaque unité. Nous
n’allons couvrir ici que la première étape.
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Figure 1.2 — La région de Skäne, Suède
Une première diﬃculté, souvent rencontrée dans ce genre de projet, est de partager
les coûts entre coûts directs et coûts joints. Dans le présent exemple, le coût des
équipements de pompage de l’eau dans des réservoirs municipaux (coût direct) dépend
de la pression avec laquelle l’eau est distribuée aux unités (coût joint). Il n’est pas
toujours facile de déterminer si un coût donné est direct ou joint. Aussi, il serait
souhaitable que la règle de partage des coûts joints soit invariante par rapport à une
telle décomposition, c’est-à-dire indépendante du critère précis de délimitation entre
coûts directs et coûts joints.7
Les coûts d’approvisionnement en eau potable pour chaque ensemble (coalition)
S ⊆ N furent estimés par des méthodes standard d’ingénierie des eaux. Ces coûts, en
MCS (millions de couronnes suédoises), sont présentés au Tableau 1.2, qui fait état éga-
7U n ef o n c t i o nd ec o û tc est décomposable en coûts directs d =( d1,d 2,...,d n) et coût joint c
∗ si :
c(S)=d(S)+c
∗(S), pour tout ensemble S ⊆ N
une méthode de répartition φ est invariante dans les coûts directs si, lorsque c est décomposable, alors
φ(c)=d + φ(c
∗), c’est-à-dire φi(c)=di + φi(c
∗) pour tout i.
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lement de la présence ou non d’économies d’échelle au sein d’un groupe (coalition). Les
coalitions sont séparées par des virgules lorsque leur intégration au sein d’un système
unique ne génère aucune économie d’échelle.
Groupe Coût total Groupe Coût total Groupe Coût total
A 21.95 AHK 40.74 AHKL 48.95
H 17.08 AHL 43.22 AHKM 60.25
K 10.91 AH,M 55.50 AHK,T 62.72
L 15.88 AH,T 56.67 AHL,M 64.03
M 20.81 A,K,L 48.74 AHL,T 65.20
T 21.98 A,KM 53.40 AH,MT 74.10
A,K,T 54.84 A,K,LM 63.96
AH 34.69 A,LM 53.05 A,K,L,T 70.72
A,K 32.86 A,L,T 59.81 A,K,MT 72.27
A,L 37.83 A,MT 51.36 A,LMT 73.41
A,M 42.76 HKL 27.26 HKL,M 48.07
A,T 43.93 HKM 42.55 HKL,T 49.24
HK 22.96 HK,T 44.94 HKMT 59.35
HL 25.00 HL,M 45.81 HLMT 64.41
H,M 37.89 HL,T 46.98 KLMT 56.61
H,T 39.06 H,MT 56.49 AHKL,T 70.93
K,L 26.79 K,LM 42.01 AHKLM 69.76
KM 31.45 K,L,T 48.77 AKHMT 77.42
K,T 32.89 K,MT 50.32 AHLMT 83.00
LM 31.10 LMT 51.46 AKLMT 73.97
L,T 37.86 HKLMT 66.46
AHKLMT 83.82
Tableau 1.2 — Coûts des diﬀérents systèmes en millions de couronnes suédoises (MCS)
Notons quelques caractéristiques de la fonction de coût. Bien que l’unité L soit
proche des deux sources majeures d’eau (les lacs Ringsjön et Vombsjön), elle a un coût
relativement élevé de faire cavalier seul (stand alone cost) de 15.88 MCS, car elle ne
possède aucun droit de tirage d’eau de ces lacs. Les unités H et M peuvent bénéﬁcier
beaucoup d’alliances avec d’autres unités. Le coût incrémental du système possédé par
H (Ringsjön) est plus faible (capacité incrémentale plus grande) que celui du système
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possédé par M (Vombsjön). Ainsi, le coût incrémental d’ajouter des municipalités à
celles de M sera plus élevé que le coût incrémental de les ajouter à celles de H. En
d’autres mots, H a plus à oﬀrir à des partenaires éventuels que M et cela se reﬂétera
dans le partage des coûts.
AH K L M T
Cavalier seul 21.95 17.08 10.91 15.88 20.81 21.98
Population 10.13 21.00 3.19 8.22 34.22 7.07
Consommation 13.07 16.01 7.30 6.87 28.48 12.08
Bénéﬁces résiduels 19.54 13.28 5.62 10.90 16.66 17.82
Nucléole 20.35 12.06 5.00 8.61 18.32 19.49
Tableau 1.3 — Répartition des coûts communs de 83.82 MCS selon 4 méthodes
Le Tableau 1.3 présente la répartition des coûts totaux de 83.82 MCS, selon 4 mé-
thodes diﬀérentes. Les deux premières sont des méthodes “naïves” qui partage les coûts
sur une base proportionnelle à la population et à la consommation respectivement. Elle
sont naïves en ce sens qu’elles ne considèrent ni les alternatives des unités, en parti-
culier la possibilité pour elles de se séparer du système et de faire cavalier seul, ni les
règles d’équité, en particulier celle qui veut que chaque unité paie au moins le coût
incrémental qu’elle impose à l’ensemble du système. En eﬀet, certaines unités, telles H
et M, se voient allouer des coûts supérieurs à leurs coûts de faire cavalier seul alors que
d’autres unités, telles A et T, ne paieraient même pas le coût marginal ou incrémental
de les inclure dans la grande coalition AHKLMT et seraient ainsi subventionnées par
les autres unités.
La méthode des bénéﬁces résiduels, une méthode standard couramment appliquée
en ingénierie, évite de facturer plus que le coût de faire cavalier seul mais elle n’est
pas immunisée contre le retrait de certaines coalitions. C’est le cas en particulier de
la coalition HKL, qui peut satisfaire ses besoins au coût de 27.26 MCS, alors que la
méthode des bénéﬁces résiduels lui facture 29.80 MCS. Le nucléole, faisant partie du
coeur, est immunisé contre les menaces de retrait : aucune coalition ne se voit imposer
un coût supérieur à celui qu’elle devrait encourir si elle faisait cavalier seul.
1.2.6 Les poteaux et les tours de diﬀusion et de communication
La détermination des modes possibles de tariﬁcation d’un emplacement sur une
tour de diﬀusion a fait l’objet d’une étude par Raymond Chabot et Martin Paré en
1986. Plusieurs entreprises propriétaires de tours de diﬀu s i o no n té t éc o n s u l t é e s .I le n
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est ressorti que le droit d’utilisation d’un équipement ou d’un emplacement sur une
tour ne semble pas déterminé à l’aide d’une technique rigoureuse. Des négociations
entre les deux parties déterminent la valeur du droit d’utilisation. Par ailleurs, le mi-
lieu insiste pour que “la valeur du marché” soit retenue comme la meilleure base de
facturation. Cette “valeur du marché” est sujette à diverses interprétations : le coût
de l’alternative pour le locataire, le partage des coûts supportés par le propriétaire, le
prix de services concurrents équivalents, ou encore une quote-part égale à ce que paie
chacun des copropriétaires actuels.
L’étude en question suggère que les guides suivants servent de base au propriétaire
dans la ﬁxation de sa tariﬁcation : la valeur basée sur les coûts de l’alternative; la
valeur basée sur les prix du marché; et la valeur basée sur le principe de partage des
coûts. Ces guides forment ce qu’on pourrait appeler “l’intervalle de décision”. La valeur
négociée devrait se situer, de manière générale, dans l’intervalle de décision.
Le cas de la tariﬁcation des emplacements sur une tour de diﬀu s i o no ud et r a n s m i s -
sion de signaux est un cas assez classique de partage de coûts communs. Les règles de
partage discutées dans le chapitre 2, en particulier la règle Shapley-Shubik et la règle
séquentielle, présentées ci-dessus, peuvent être appliquées dans la mesure où les don-
nées sur la fonction de coût peuvent être obtenues. Les données devraient permettre
de calculer le coût total, le coût direct pouvant être appliqué à chaque entité, les coûts
communs, le coût pour chaque entité de faire cavalier seul, le coût marginal ou incré-
mental de servir chaque entité et le gain marginal de chaque coalition ou sous-groupe
d’entités. Il semble à première vue que le calcul de ces diﬀérents coûts pourrait être
eﬀectué sans trop de diﬃcultés.
Le partage des coûts des poteaux servant à la distribution d’électricité, à l’ache-
minement des services de téléphonie, à la câblo-distribution, etc. pose des problèmes
conceptuels similaires à ceux auxquels on fait face dans le cas d’une tour de diﬀusion
ou de transmission. Ici encore, taille et distance sont des paramètres auxquels nous
pensons immédiatement. Diﬀérents utilisateurs ont cependant des besoins diﬀérents,
quant à la taille et la hauteur des poteaux, entre autres, et donc quant à leur sécurité
et ﬁabilité, mais il serait de toute évidence non-économique de déployer plusieurs sys-
tèmes similaires côte à côte. Le système à installer doit pouvoir satisfaire aux besoins
de l’ensemble des partenaires utilisateurs de l’ouvrage.
Le partage des coûts entre les partenaires risque de soulever beaucoup d’animosités
étant donné leurs diﬀérents besoins. Ces animosités pourraient être signiﬁcativement
réduites par l’application de règles de partage de coûts dont les propriétés sont bien
identiﬁées. Tout comme dans le cas d’une tour de diﬀusion, certaines des règles de
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partage que nous avons présentées dans le chapitre 2 pourraient jouer un rôle de faci-
litateur dans les négociations entre les partenaires ou les parties en présence et mener
plus rapidement et plus eﬃcacement à des accords équitables et bénéﬁques pour toutes
les parties. Ces règles de partage des coûts seraient particulièrement utiles lorsque les
partenaires à la négociation relèvent d’organismes de réglementation diﬀérents dont les
exigences sont souvent incompatibles, du moins à première vue.
1.2.7 Les systèmes urbains souterrains
Dans plusieurs cas, les réseaux-systèmes urbains d’aqueduc, de collecte des eaux
usées, de distribution de gaz naturel, de distribution électrique, de télécommunications,
etc. passent dans des canalisations regroupées sous terre. Ainsi, la construction de ces
ouvrages implique souvent des coûts ﬁxes très importants, qu’il faut partager entre
les diﬀérents utilisateurs. Par exemple, lorsque la voie publique est ouverte pour les
besoins de développement ou de réfection de l’un de ces réseaux, les autres partenaires
en proﬁtent pour développer ou inspecter leurs propres installations et procéder aux
entretiens et réparations nécessaires. Il peut s’avérer eﬃcace d’ouvrir la voie sur une
plus grande largeur ou longueur que strictement nécessaire et ce pour permettre à ces
autres partenaires de développer, entretenir ou vériﬁer leurs ouvrages. Quel montant
ou quel pourcentage le coût ﬁxe commun d’ouvrir la chaussée et de procéder au dé-
veloppement des massifs communs devrait être supporté par chacun des partenaires,
actuels et futurs?
La réponse à cette question soulèverait de multiples discussions et négociations
si les partenaires devaient partir de zéro dans l’étude de la question. Les règles de
partage dont nous avons discuté peuvent encore une fois venir à la rescousse et servir de
mécanisme de facilitation dans la recherche d’une règle de partage eﬃcace et équitable.
Nous avons analysé le cas de la Commission des services électriques de la Ville de
Montréal (CSEVM). Nous avons décrit la problématique de la CSEVM et le contexte
dans lequel elle opère et nous avons procédé à un survol des principales méthodes de
répartition des coûts communs que les diﬀérents partenaires de la CSEVM pourraient
considérer. Nous avons aﬃrmé qu’il faudrait idéalement choisir une méthode de répar-
tition de coûts sur la base des propriétés qu’elle respecte intrinsèquement, avant même
de connaître les résultats qu’elle peut donner en termes de partage des coûts. C’est sur
ces propriétés que les usagers devraient être amenés à s’entendre au départ, plutôt que
sur une formule précise. On discuterait ainsi d’abord et avant tout des vrais enjeux,
plutôt que de prendre des positions stratégiques diﬃciles à réconcilier par la suite.
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Le sous-comité de travail du comité “demandeur-payeur” de la CSEVM avait
d’ailleurs énoncé cinq critères qui devraient être pris en compte dans le choix d’une
méthode de répartition. Il s’agissait de l’équité, de la responsabilité, de la transparence,
de la faisabilité et de la légalité. Le problème est évidemment de donner une formula-
tion précise à ces critères. L’équité, entre autres, peut prendre diﬀérentes formes. On
retrouve dans la littérature économique plusieurs propriétés reliées aux trois premiers
critères et l’étude de méthodes de répartition est faite en fonction de ces propriétés.
Dans certains articles, on démontre qu’il existe une et une seule méthode satisfaisant un
ensemble donné de propriétés. Nous avons, dans le contexte de cette analyse, énoncé un
certain nombre de ces propriétés, pertinentes dans le contexte de la CSEVM, et avons
ensuite ciblé deux méthodes de répartition de coûts qui nous semblaient rencontrer le
plus grand nombre de propriétés désirables pour la CSEVM. Il s’agit de la méthode
Shapley-Shubik que nous avons présentée plus haut et de la méthode de répartition
séquentielle.
La méthode de répartition séquentielle. On ordonne d’abord les I usagers,
selon l’ampleur du coût de leurs besoins di, c’est-à-dire selon le coût c(di) de répondre
à ces besoins de manière isolée. Ainsi, c(d1) <c (d2) < ···<c (dI). Puis, on construit
une suite de demandes intermédiaires. La première consiste à ramener les besoins de
tous les usagers au niveau de ceux du ou des plus petits en termes de coût. Autrement
dit, on suppose que la demande de chaque agent est d1. On répartit ensuite le coût
c(d1,d 1,...,d 1) d’un projet ﬁctif ou d’une capacité tout juste suﬃsante pour répondre
à cette demande, de façon égalitaire entre tous les usagers. Le plus petit (ou les plus
petits) usager n’aura rien d’autre à payer. Les autres usagers se voient imputer, en plus,
une part égale de l’accroissement de coût qu’entraînerait un accroissement de capacité
suﬃsant pour répondre à des demandes de leur part qui seraient toutes égales à celle
du deuxième plus petit usager, di = d2 ∀i>1. Ce dernier n’aura rien d’autre à payer
par la suite. On continue ainsi à imputer, de façon itérative, les coûts incrémentaux
associés aux accroissements de capacité nécessités par des demandes de plus en plus
grandes.
Par l’application itérative du partage des coûts incrémentaux, les plus petits usa-
gers sont à l’abri de l’ampleur de la demande des gros, pour le meilleur et le pire. Ils
ne vont pas payer pour des demandes dont ils ne sont pas responsables mais, dans un
contexte d’économies d’échelle, ils ne vont pas proﬁter non plus des externalités (réduc-
tion des coûts incrémentaux) amenées par ceux qui ont des demandes plus grandes. La
méthode de répartition séquentielle serait une façon systématique d’appliquer les prin-
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cipes qui ont été suggérés dans le cadre des travaux du comité “demandeur-payeur” de
la CSEVM. Une première proposition, soumise dans le cadre de ces travaux, suggérait
de séparer les coûts reliés aux puits d’accès et aux conduits selon leur dimension. La
facturation aux usagers comporterait trois volets. Elle tiendrait d’abord compte des
coûts des structures exclusives. Ensuite, la somme demandée serait fonction du nombre
de puits d’accès par lesquels passent les conduits qui lui sont attribués. Finalement, le
taux de la redevance tiendrait compte des diamètres des conduits attribués (occupés
ou libres). Une seconde proposition suggérait de répartir les coûts par projet. Les coûts
qui peuvent être rattachés directement à une structure ou à une section de conduits
seraient imputés aux usagers présents dans la structure ou les conduits. Les coûts de
construction d’un puits d’accès commun seraient répartis également entre les usagers
présents dans celui-ci et les coûts des exigences additionnelles seraient absorbés par les
usagers demandeurs.
La méthode de répartition séquentielle prendrait toutes ces suggestions en compte,
tout en dispensant la CSEVM de la déﬁnition de coeﬃcients de proportionnalité. Tout
repose sur la construction des demandes intermédiaires. La première de ces demandes
ramène les besoins de tous les usagers au niveau de celui des plus petits. Les conduits
sont donc ramenés à leur plus petit diamètre et leur nombre est réduit à celui demandé
par les petits usagers. Il en va de même des puits d’accès. Il n’y a pas de structure exclu-
sive dans cette première demande intermédiaire. Le coût de cette dernière est réparti
de façon égalitaire entre tous les usagers. À mesure qu’on avance dans l’application
de la méthode, on incorpore des besoins de plus en plus grands dans les demandes
intermédiaires et le coût supplémentaire de ces plus grands besoins est partagé de
façon égalitaire entre les usagers qui en sont responsables. Si un usager est l’unique
demandeur d’une structure particulière, cette méthode lui en impute le coût entier.
La méthode de répartition séquentielle satisfait en plus à d’autres propriétés in-
téressantes. Elle est robuste au choix des unités de mesure, un problème qui peut se
poser à la CSEVM. Elle traite tous les usagers de façon symétrique et donne des im-
putations qui ne décroissent pas par rapport à l’ampleur des demandes. L’ordre de
ces imputations correspond à celui des coûts de faire cavalier seul. Ces propriétés vont
dans le sens de l’équité et de la responsabilité.
On sait aussi que cette méthode est la seule à satisfaire au traitement égalitaire de
ceux qui ont des coûts de faire cavalier seul identiques et à l’invariance des contributions
par rapport aux plus grandes demandes. De plus, la présence d’un usager dont la
demande est nulle n’a aucune inﬂuence sur les parts des coûts imputées aux autres
et l’ordre entre les parts de deux usagers est indépendant des demandes des autres
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usagers. En fait, elle est la seule à satisfaire à ces deux propriétés, en même temps qu’à
l’indépendance par rapport au choix des unités.
Finalement, dans un contexte où il y a des économies d’échelle, la méthode de
répartition séquentielle donne des imputations qui sont toujours à l’abri des contesta-
tions de la part de sous-ensembles d’usagers : la part des coûts imputée à une coalition
n’est jamais plus élevée que le coût total auquel elle pourrait fonctionner seule. Par
contre, elle n’est pas robuste à la décomposition en éléments de coût, directs et indi-
rects par exemple. La littérature économique sur la répartition des coûts nous enseigne
qu’on ne peut pas avoir toutes les propriétés à la fois. Certaines sont tout simplement
incompatibles entre elles.
La méthode de répartition séquentielle exige non seulement les coûts de satisfaire à
la demande exprimée mais également les coûts de demandes intermédiaires. L’estima-
tion de ces coûts nous semble réalisable. Le nombre des demandes intermédiaires est
au maximum égal à celui des usagers diﬀérents.
Par comparaison, avec n usagers, la méthode Shapley-Shubik exigerait l’estimation
du coût de (2n-1) demandes, un nombre qui croit rapidement avec le nombre de parte-
naires. Dans la mesure où plusieurs usagers sont pratiquement identiques ou du moins
assez semblables, il ne serait pas nécessaire de tous les distinguer. On pourrait très
bien fonctionner avec des catégories d’usagers. La méthode retenue servirait à répartir
les coûts entre ces catégories. Une méthode plus simple pourrait ensuite être utilisée
pour répartir le coût imputé à une catégorie, entre ses membres. Pour la même raison,
il ne serait pas nécessaire de refaire tous les calculs à chaque fois qu’arrive un nouvel
usager ou une nouvelle demande. Il pourrait tout simplement être traité à l’intérieur
d’une catégorie.
Les coûts dont il est question ici sont des coûts de remplacement (constructions
nouvelles) et non des coûts historiques. Or, le mandat actuel de la CSEVM est de
répartir les coûts historiques et plus précisément des annuités sur des coûts historiques.
Pour réconcilier les deux approches, rien n’empêcherait d’utiliser une méthode comme
celles proposées pour estimer la part des coûts de remplacement qui reviendrait à
chaque usager et de répartir ensuite les coûts historiques proportionnellement à ces
parts. De façon équivalente, les répartitions données par la méthode retenue pourraient
être ajustées pour ramener le montant total réparti au niveau des coûts historiques.
Nous croyons toutefois qu’une réﬂexion s’impose sur les coûts à répartir. Nous avons fait
état des problèmes d’incitation que pouvait entraîner la répartition de coûts historiques
plutôt que l’utilisation des coûts d’opportunité, dont les coûts de remplacement. Nous
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avons aussi traité des conséquences, à cet égard, du choix d’amortir les dettes sur 20
ans.
En résumé, nous avons recommandé le choix de la méthode de répartition séquen-
tielle parce qu’elle nous semble la plus susceptible de répondre à la problématique de
la CSEVM. Son application exigerait l’estimation de certains coûts, un exercice que
les ingénieurs et autres experts qui préparent des soumissions sont habitués à faire.
L’application de cette méthode nous semble donc tout à fait possible dans le contexte
de la CSEVM.
1.2.8 Voie maritime
Le partage des coûts communs d’une voie maritime est un bel exemple auquel les
méthodes de partage des coûts communs discutées dans le chapitre 2 pourraient être
appliquées avec proﬁt. Cet exemple s’inspire de notre analyse des options de tariﬁcation
de la Voie Maritime du Saint-Laurent (VMSL) réalisée en 2001 à la demande de la
Corporation de Gestion de la Voie Maritime du Saint-Laurent (CGVMSL).
Une voie maritime est un ouvrage dont les coûts sont en bonne partie ﬁxes. Les
partenaires de ce projet, à savoir les diﬀérents armateurs/utilisateurs, utilisent la voie
maritime de manière diﬀérenciée, certains ayant besoin de l’ensemble du projet (lon-
gueur, largeur et profondeur de la voie) alors que d’autres n’utilisent la voie que par-
tiellement tant en longueur qu’en largeur et/ou en profondeur. Certains transportent
des marchandises de grande valeur alors que d’autres ne transportent que des marchan-
dises en vrac de valeur unitaire faible. De plus, il est de connaissance commune que la
capacité de la voie maritime resterait supérieure à son utilisation même si les passages
étaient tout à fait gratuits. Étant donné qu’en l’absence de contrainte de capacité, le
coût marginal d’un passage additionnel dans la Voie maritime est nul ou quasi-nul,
on a demandé aux autorités de la VMSL de pratiquer une tariﬁcation qui vise, non
pas à récupérer l’ensemble des coûts (capital et opérations) de l’ouvrage, mais unique-
ment les coûts quasi-ﬁxes d’opération, tout en assurant par ailleurs une valorisation
maximale (usage maximal) de la voie maritime.
L as t r u c t u r ea c t u e l l ed el at a r i ﬁcation est constituée d’une combinaison de prix —
par écluse, passager, tonnage, cargaisons diﬀérenciées et segment — établie en tenant
compte de contraintes de compétitivité par rapport aux autres modes de transport. La
nouvelle tariﬁcation devrait être choisie de manière à maximiser l’utilisation de la voie
maritime, sous contrainte de couverture des coûts quasi-ﬁxes de fonctionnement et de
maintenance. le principe d’une telle tariﬁcation est largement développé dans la littéra-
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ture, sous le nom de tariﬁcation de second rang (second-best pricing). Le premier rang
(ﬁrst best pricing) consisterait à réduire les prix jusqu’à ce qu’ils atteignent le coût
incrémental d’un bateau supplémentaire navigant sur la voie maritime, ou jusqu’à ce
que la route maritime soit utilisée à pleine capacité. Par conséquent, les prix pourraient
être nuls si le coût marginal associé à un bateau supplémentaire était nul. Cela abouti-
rait au bien-être maximal pour la société. Si l’on se conforme à la contrainte de revenu
et que l’on se restreint à des tarifs simples par cargaison, la règle de tariﬁcation eﬃcace
à la Ramsey-Boiteux veut que les prix par cargaison soient inversement proportionnels
aux élasticités de demandes pour les diﬀérents types de cargaisons. L’élasticité de la
demande pour les services de voie maritime mesure la sensibilité du traﬁc maritime au
prix de ces services.
La théorie économique nous enseigne aussi que l’on peut faire mieux qu’une tariﬁ-
cation simple par tonne de cargaison, grâce à un menu de tarifs en plusieurs parties.
Un tarif multiparties consiste en un ensemble de prix, charges ﬁxes et coûts unitaires.
Les tarifs actuels (frais par écluse, frais de tonnage, frais par type de cargaison) sont
de cette nature. L’idée d’un menu va plus loin. Un menu de tarifs est constitué d’au
moins deux tarifs multiparties et les clients sont libres de choisir celui qui leur convient
le mieux. Autrement dit, on pourrait appliquer pour chaque passage dans la voie ma-
ritime le tarif qui correspond au coût minimum pour ce passage. A titre d’exemple,
on pourrait construire un menu en oﬀrant le choix entre les tarifs actuels du segment
Montréal-Lac Ontario (MLO) et du segment Welland, pour n’importe quel passage sur
n’importe quel segment de la voie maritime.
En construisant soigneusement le menu de tarifs, on peut s’assurer que la société,
les clients, les transporteurs et la CGVMSL en bénéﬁcient. Il existe aussi un menu
optimal de tarifs multiparties. La construction d’un tel menu nécessite à nouveau de
connaître les élasticités des diﬀérentes fonctions de demande qui s’adressent au service,
en fonction des diﬀérentes parties du tarif. Malheureusement, nous n’avons pratique-
ment jamais les données nécessaires pour aller aussi loin. De plus, un tel menu opti-
mal comprendrait un nombre considérable de tarifs diﬀérents, parmi lesquels il serait
presque impossible de choisir, sans mentionner la diﬃculté de l’administrer. Cepen-
dant, cette approche pourrait être prometteuse dans le contexte de la voie maritime
du Saint-Laurent en conservant la structure actuelle avec frais par écluse et frais de
tonnage, mais en donnant un certain choix aux transporteurs.
En fait, nous avons recommandé à la CGVMSL d’adopter un menu de deux tarifs
binômes (en deux parties) pour la tariﬁc a t i o ns u rl ’ e n s e m b l ed el av o i em a r i t i m e .L e
premier choix oﬀert aux clients serait un tarif ne comprenant aucun droit par écluse,
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m a i sd e sp r i xe nf o n c t i o nd ut o n n a g ee td el acargaison. Ce tarif est similaire à celui
existant déjà sur le segment MLO. Le deuxième choix serait une combinaison d’un droit
ﬁxe par écluse et d’un prix unitaire par unité de tonnage et par cargaison, identique au
tarif qui prévaut sur le canal Welland. Nous avons suggéré aussi que ce menu de tarifs
soit déﬁni et appliqué par écluse plutôt que par segment, et qu’il soit le même pour
les deux segments de la voie maritime. Cela implique que les écarts actuels entre les
prix relatifs sur les deux segments devraient disparaître. Insistons sur le fait que l’idée
principale d’un tel menu est que les transporteurs peuvent choisir parmi plusieurs tarifs
celui qui leur est le plus avantageux (le moins onéreux). Aucun transporteur ne pourra
se plaindre que d’autres bénéﬁcient d’un tarif plus avantageux, puisqu’il a toujours la
possibilité de demander d’être facturé suivant cet autre tarif.
1.2.9 La construction d’un barrage multi-objectifs
On peut considérer la construction d’un barrage comme un projet avec plusieurs
objectifs, tels produire de l’électricité, assurer l’irrigation des terres agricoles et garantir
l’étiage en période de basses eaux, aﬁn de préserver l’abondance de poissons (pêche
sportive). Un tel projet multi-objectifs peut exiger que le coût total de l’ouvrage soit
partagé entre ces objectifs soit pour ﬁns de tariﬁcation ou simplement pour ﬁns de
transparence. Ce problème a une structure analogue à celui de la détermination du
coût relatif des diﬀérentes missions d’un organisme lorsque des économies d’échelle ou
d’envergure importantes sont présentes.
Nous illustrons ce problème à l’aide d’un exemple tiré du chapitre 4 sur les déﬁni-
tions et les propriétés souhaitables des solutions aux jeux de coûts. Dans une vallée,
on retrouve une compagnie d’électricité, un syndicat d’agriculteurs et l’association des
p ê c h e u r sàl al i g n e .L ac o m p a g n i ed ’ é l e c t r i c ité voudrait construire un barrage pour tur-
biner l’eau et produire de l’électricité selon un proﬁl intra-annuel d’appels de charge
bien spéciﬁé. Les agriculteurs voudraient construire eux aussi un barrage qui leur ga-
rantirait un certain proﬁl intra-annuel de disponibilités en eau pour irriguer les terres
qu’ils cultivent. Le proﬁl intra-annuel de leurs besoins n’est généralement pas le même
que celui des hydro-électriciens. Enﬁn, les pêcheurs voudraient aussi construire un bar-
rage qui permettrait de régulariser le débit de la rivière et garantir l’étiage en période
de basses eaux, préservant ainsi la richesse de la ﬂore aquatique, donc la qualité des
frayères et par conséquent l’abondance des poissons.
CIRANO 2006 34Chapitre 1. Partage des coûts communs : enjeux, problématique et pertinence
Pour la compagnie d’électricité, le projet est un certain type de barrage, équipé de
turbines8, et un réseau de transport de l’électricité, du barrage jusqu’aux divers points
d’entrée de son réseau de distribution. Pour le syndicat d’agriculteurs le projet est un
barrage sans turbine, d’une capacité de rétention diﬀérente, et un réseau d’adduction
de l’eau aux diﬀérentes parcelles à cultiver. Pour l’association des pêcheurs le projet
est un barrage d’une capacité de rétention diﬀérente de la capacité requise pour les
deux autres projets. Le débit naturel de la rivière et les besoins des trois agents sont
ceux du Tableau 1.4. Supposons aussi, pour simpliﬁer, que :
- au cours de chaque mois, les débits instantanés sont constants;
- la loi oblige ceux qui retiennent l’eau, qui construisent une retenue, à laisser dans
la rivière le débit d’étiage lorsque le débit naturel lui est supérieur;
- les pertes par évaporation sont négligeables;
- l’eau prélevée pour irrigation ne retourne pas dans le réseau hydrographique : elle
part en totalité dans l’atmosphère soit par évaporation du sol, soit par évapo-
transpiration des plantes, de sorte que les prélèvements pour irrigation sont des
prélèvements nets.
Mois Débit naturel Débit voulu Débit voulu Débit voulu
de la rivière Électriciens Agriculteurs Pêcheurs
Janvier 1000 3000 0 500
Février 1000 2000 0 500
Mars 2500 1000 0 500
Avril 3500 0 0 500
Mai 2500 0 1000 500
Juin 1500 0 2000 500
Juillet 500 0 2500 500
Août 500 0 1500 500
Septembre 100 0 0 500
Octobre 2000 0 0 500
Novembre 3500 1500 0 500
Décembre 2500 3000 0 500
Tableau 1.4 — Débit naturel et débits demandés par les agents
S’il n’y a que le projet des pêcheurs à réaliser, il suﬃt de construire un réservoir
dont la capacité de retenue est de 500 − 100 = 400, pour palier à l’insuﬃsance du
8On suppose pour simpliﬁer que l’eau est turbinée au pied du barrage.
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débit naturel de la rivière au mois de septembre. S’il n’y a que le projet du syndicat
d’agriculteurs à réaliser, il faut tenir compte du fait que l’eau prélevée pour irriguer est
totalement perdue et donc le syndicat doit laisser dans la rivière le volume du débit
d’étiage, lorsque le débit naturel lui est supérieur. Il faut donc construire un barrage
d’une capacité de (2000+500−1500)+(2500+500−500)+(1500+500−500) = 5000,
pour palier au déﬁcit du débit naturel au cours des mois de juin, juillet et août. En
général, du fait que les ﬂancs des vallées sont évasés, et à cause de la pente du lit
du ﬂeuve, il est moins coûteux de construire un seul barrage d’une capacité de 5400
plutôt que deux barrages, l’un d’une capacité de 5000, l’autre d’une capacité de 400.9
La réalisation du seul projet des électriciens nécessite l’érection d’une retenue d’une
capacité de 3500. En décembre la compagnie veut turbiner 3000, le débit naturel n’est
que de 2500, d’où un déﬁcit de 500; en janvier elle veut turbiner 3000 alors que le
débit n’est que de 1000, d’où un déﬁcit de 2000; enﬁn, en février elle veut turbiner
2000 tandis que le débit naturel n’est que de 1000, d’où un déﬁcit de 1000.10 Le
coût de réalisation coordonnée des projets des électriciens et des pêcheurs est égal au
coût de réalisation du seul projet des électriciens. La retenue construite pour réaliser
le seul projet des électriciens permet de satisfaire les besoins des pêcheurs. Le coût
de réalisation coordonnée des trois projets est le coût d’érection d’un barrage d’une
capacité de retenue de 5400, équipé de turbo-alternateurs et des réseaux de transport
de l’énergie et de l’adduction de l’eau. Ce coût sera généralement moindre que le coût
de réalisation de deux barrages, l’un d’une capacité de 3000 équipé des mêmes turbo-
9On notera qu’on dispose de débits suﬃsants tout au long de l’année pour constituer un stock
de 5400 disponible ﬁn mai, pour utilisation en juin, juillet, août et septembre. En eﬀet, compte tenu
de la contrainte d’étiage, en mai le solde du débit naturel net des retraits pour irrigation s’élève à
2500 − 500 − 1000 = 1500. En avril, le respect de la seule contrainte d’étiage permet d’accumuler
3500 − 500 = 3000.E n ﬁne nm a r so np e u ta c c u m u l e r2500 − 500 = 2000.C ep r o j e tc o m m u nd e s
agriculteurs et des pêcheurs est réalisable indépendamment du projet des électriciens qui turbinent
1000 au mois de mars. Il suﬃt que la retenue commune soit située en aval de celle des électriciens qui
restituent l’eau après l’avoir turbinée.
10Là encore le débit naturel est suﬃsamment élevé pour accumuler un stock de 3000 disponible
ﬁn novembre. Compte tenu de la contrainte d’étiage, il est possible de constituer, au cours du mois
de novembre un stock de 3500 − 1500 = 2000, car après turbinage les 1500 que veulent utiliser les
électriciens sont restitués à la rivière de sorte que la contrainte d’étiage est satisfaite, et, au cours du
mois d’octobre, un stock de 2000 − 500 = 1500. La constitution de cette réserve au cours des mois de
novembre et d’octobre n’interfère pas avec la constitution de la réserve nécessaire à la réalisation des
projets des agriculteurs et des pêcheurs qui a lieu au cours des mois de mars, avril et mai. Il n’y a
donc pas de conﬂit pour l’appropriation de l’eau. C’est ce qui permet une formalisation en termes de
pur jeu de coûts de construction de barrages de capacités de retenues diﬀérentes et de caractéristiques
techniques également diﬀérentes.
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alternateurs, l’autre d’une capacité de 5400, coût qui devrait être engagé si, d’une part,
la compagnie d’électricité agissait seule et si, d’autre part, le syndicat d’agriculteurs
et l’association des pêcheurs agissaient de façon coordonnée. A fortiori, le coût de
construction du grand barrage équipé pour produire l’électricité est moindre que le
coût de construction des trois barrages qu’il faudrait édiﬁer si les trois agents devaient
mettre en oeuvre, chacun séparément, leurs projets.
Le partage des coûts du barrage entre les diﬀérents objectifs, pour des ﬁns de
tariﬁcation ou simplement de transparence, pourrait être réalisé à l’aide des méthodes
discutées ci-dessus et présentées de manière plus élaborée dans le chapitre suivant.
1.3 Conclusion
Nous avons développé dans ce chapitre un ensemble d’arguments à l’eﬀet que les
organisations, entendues au sens large et tant publiques que privées, auraient intérêt à
investir des ressources dans l’apprentissage de méthodes de partage de coûts communs
plus rigoureuses, plus eﬃcaces, plus équitables et plus incitatives que celles couramment
utilisées. Nous croyons qu’un tel investissement contribuerait à la maximisation de la
valeur des ressources ou infrastructures communes, qu’elles soient privées ou publiques.
Nous avons insisté sur l’importance de cette démarche dans un contexte économique
où le développement d’infrastructures communes est omniprésent et conditionne les
gains d’eﬃcacité, devenus eux-mêmes la véritable pierre angulaire de la compétitivité.
Nous avons brièvement présenté certaines méthodes de partage de coûts (Shapley-
Shubik, nucléole, règle séquentielle, ECPR, Ramsey-Boiteux, GPC). L’étude de ces
méthodes, susceptibles de mieux “valoriser” les infrastructures communes, est pour-
suivie plus en profondeur dans les chapitres qui suivent. Nous avons également caracté-
risé, tout aussi brièvement, l’application possible de ces méthodes à neuf problèmes ou
exemples. Ces exemples sont représentatifs d’un ensemble beaucoup plus vaste d’ap-
plications possibles.
En conclusion, nous voudrions insister encore une fois sur le rôle de ces méthodes
au sein des organisations. Une bonne compréhension de la nature et des propriétés des
diverses règles de partage des coûts, ou encore de partage des bénéﬁces, peut faciliter
la coordination et la coopération des partenaires et l’acceptation par ces derniers d’une
règle ou d’un ensemble restreint de règles de partage des coûts ou de tariﬁcation d’une
infrastructure commune. Dans plusieurs cas, la détermination et l’acceptation d’une
règle de partage des coûts communs représentent des freins majeurs à la poursuite
d’un projet d’alliance qui pourrait être bénéﬁque à toutes les parties. La recherche et
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l’application de règles eﬃcaces, équitables et incitatives, permettraient de réduire sensi-
blement les conﬂits explicites ou implicites lors des négociations entre les parties. Ainsi,
les règles de partage des coûts, dont nous avons illustré les possibilités d’application
dans ce chapitre, pourraient s’avérer être non seulement des outils puissants capables
de faciliter les négociations entre les parties mais aussi des sources importantes de gains
d’eﬃcacité socio-économique.
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2.1 Introduction
Dans le chapitre 1, on a insisté sur l’omniprésence des problèmes de partage de
coûts dans nos sociétés modernes. On l’a illustré avec plusieurs exemples concrets.
On a également présenté succinctement trois méthodes de partage dans le cadre de
deux problèmes concrets. Dans le présent chapitre, on entreprend une présentation
systématique des méthodes de partage qu’on retrouve dans la littérature économique.
On les regroupe en trois catégories : les règles de proportionnalité, celles qui sont
inspirées de la théorie des jeux coopératifs et celles de répartition séquentielle (serial
cost sharing).
On commence par déﬁnir le problème de la répartition des coûts communs de
la manière la plus générale possible. Un problème peut impliquer des clients d’une
entreprise ou d’un organisme quelconque, les divisions d’une entreprise, les partenaires
d’un projet, les missions d’un organisme, les divers usages d’un équipement, etc. On les
désignera sous le terme générique d’entités. Ces dernières ont des besoins qui peuvent
porter sur un ou plusieurs biens, qui peuvent être diﬀérents d’une entité à l’autre, et qui
peuvent être publics ou privés. Ces besoins peuvent aussi porter sur les caractéristiques
d’un équipement, pourvu qu’ils puissent être représentés par des nombres réels, un par
caractéristique. Ce problème très général est illustré par un exemple ﬁctif, celui d’un
gazoduc qui relierait le Saguenay-Lac-Saint-Jean et la Beauce à Montréal, en passant
par Québec, capable de desservir ces trois régions. Chacune des méthodes présentées
est illustrée à l’aide de cet exemple.
Le problème de la répartition des coûts communs est déﬁni dans la prochaine
section. Les méthodes de répartition sont présentées dans la section 2.3. Les notations
sont introduites au fur et à mesure des besoins. On trouve un récapitulatif et certains
détails plus techniques en annexe.
L’analyse rigoureuse des règles de partage de coûts et la diversité de ces règles
montrent qu’il n’y a pas une règle universellement appropriée, qui pourrait être appli-
quée dans toute situation. Le choix d’une mét h o d ee np a r t i c u l i e rd e v r a i ts ef a i r ee n
fonction de l’ensemble des propriétés qu’elle satisfait. Il est donc important de s’as-
surer d’une bonne compréhension de la nature et des propriétés des diverses règles.
Elle pourra faciliter la coordination des partenaires dans l’acceptation d’un ensemble
restreint de règles de partage. L’étude des propriétés des règles fait l’objet du chapitre
3.
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2.2 Le problème de la répartition des coûts communs
On suppose qu’il y a n entités concernées par un projet bien déﬁni. Ces entités
sont repérées par un indice i (parfois j lorsqu’il faut distinguer entre deux entités).
Elles forment un ensemble N = {1,...,n}. Ces entités ont des besoins, généralement
diﬀérents, qui peuvent prendre des formes diverses. Dans certains cas, les besoins ou
demandes peuvent être exprimés par un nombre réel. On examine d’abord ce cas. On
présente ensuite le cas plus général où les demandes, plus complexes, sont exprimées
sous forme de suites ou vecteurs de paramètres.
2.2.1 Les demandes
Dans les situations les plus simples, les besoins des n entités portent sur un même
bien privé homogène. Elles peuvent être représentées par des nombres réels non né-
gatifs q1,...,q n. On convient alors d’indicer les entités par ordre croissant de leurs
besoins : q1 ≤ q2 ≤ ...≤ qn. On désigne ces quantités par le vecteur Q =( q1,...,q n).
La demande totale est donnée par
Pn
i=1 qi. O nd i ta l o r sq u el e sdemandes sont unidi-
mensionnelles.
De façon plus générale, les besoins ou demandes des entités comportent plusieurs
caractéristiques qui peuvent être communes ou propres aux entités. On suppose que
la demande de l’entité i peut être décrite à l’aide de mi caractéristiques, par exemple
la hauteur, la largeur et la longueur d’un tunnel ou les volumes de gaz requis respec-
tivement en été et en hiver. On suppose de plus que ces caractéristiques peuvent être
représentées par des nombres réels non-négatifs. La demande de l’entité i peut donc
être représentée par un vecteur qi =( qi1,...,q imi) dont les éléments sont les valeurs
des diﬀérentes caractéristiques de cette demande.
On pose m =
Pn
i=1 mi. La suite des demandes des diﬀérentes entités est notée Q =
(q1,...,q n)=( q11,...,q 1m1,...,q n1,...,q nmn). Il s’agit d’une suite de m nombres.
Dans la mesure où les biens peuvent avoir un caractère public, la demande globale
n ’ e s tp l u sn é c e s s a i r e m e n td o n n é ep a rl as o mmation des demandes individuelles, qui
peuvent d’ailleurs comporter des nombres de biens diﬀérents d’une entité à l’autre. On
parle de demandes multidimensionnelles pour ce contexte plus général.1
Comme exemples de cette classe plus générale de problèmes, mentionnons :
— la construction d’un réservoir hydraulique dont les diﬀérents usages exigeraient
normalement des capacités et des conﬁgurations fort diﬀérentes,
1Pour plus de détails sur la représentation de ce type de demandes, voir Téjédo et Truchon (2002).
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— la construction d’une route dont la capacité portante de la chaussée et la taille
des viaducs sont largement déterminées par la nécessité d’acheminer un traﬁcd e
poids lourds, alors que le seul traﬁc automobile n’exigerait que des ouvrages plus
légers,
— la construction d’un réseau de distribution (gaz, électricité, communications,
routes) dans lequel les capacités peuvent diﬀérer d’un segment à l’autre alors que
les demandes peuvent diﬀérer d’une période à une autre ainsi que d’un segment
àu na u t r e .
Dans ce chapitre, on suppose que la demande Q est donnée une fois pour toutes,
c’est-à-dire qu’elle est inélastique. On se place aussi dans un contexte où les entités
n’ont pas d’autre choix que de se mettre ensemble pour répondre à leurs besoins, que ce
soit pas intérêt ou décret. De plus, l’ampleur des besoins d’une entité n’est pas aﬀectée
par la part du coût qui lui est éventuellement imputée. Bon nombre de situations se
présentent de cette façon dans la réalité.
2.2.2 Fonctions de coût
La formulation du problème est complétée par l’introduction d’une fonction de coût,
c’est-à-dire d’une règle qui attribue des coûts aux valeurs possibles des demandes. Cette
fonction est notée C. De façon précise, on désigne par C (Q) le coût de satisfaire à une
demande Q.
On aura aussi besoin des coûts des demandes de sous-ensembles d’entités S.C o m m e
C est déﬁni sur l’ensemble des suites Q, q u is o n td ed i m e n s i o nm, il faut mettre les
demandes individuelles et celles de tout sous-ensemble d’entités sous cette forme pour
pouvoir leur appliquer C. On représente la demande d’un sous-ensemble S d’entités par
QS, qui est le vecteur Q dans lequel toutes les demandes, autres que celle des entités de




. Comme cas particulier, on a C
¡
Q{i}¢
, qui est le coût de faire cavalier
seul. En fait, on aura besoin du coût de faire cavalier seul pour diﬀérentes demandes Q.
Aussi, on déﬁnit les fonctions de coût de faire cavalier seul pour les diﬀérentes entités.






où qi est, rappelons-le, la composante de Q qui concerne l’entité i. On suppose que C
est non décroissante. Une augmentation de la demande de la part d’une ou plusieurs
entités ne peut entraîner une diminution de coût. Elle pourrait cependant laisser les
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coûts inchangés. C’est le cas s’il est possible de répondre à une plus grande demande de
la part d’une entité sans changer la production. Par contre, on suppose que la fonction
C induit des fonctions ci croissantes.
Il peut y avoir plusieurs façons de satisfaire à une demande, c’est-à-dire de tra-
duire une demande en un projet commun. Diﬀérents projets peuvent avoir des coûts
diﬀérents. Le nombre C (Q) doit s’entendre comme le coût du projet qui permet de
répondre aux besoins exprimés de la manière la moins coûteuse possible. Ce meilleur
projet peut changer avec la demande elle-même et les conditions du marché comme les
prix. Rappelons-nous cependant qu’on suppose Q donné.
On désigne par α(Q) un projet capable de répondre à la demande Q et par A(Q)
l’ensemble de tous ces projets. Un projet α(Q) est généralement déﬁni par une liste de
caractéristiques qui peuvent plus ou moins correspondre à celles qui servent à exprimer
les demandes. La fonction α peut aussi être vue comme une fonction d’agrégation des
demandes des entités en demande globale. Soit c(α(Q)) le coût d’un projet α(Q). La
fonction de coût est alors déﬁnie par :
C (Q)= m i n
α(Q)∈A(Q)
c(α(Q))
Un cas particulier est celui où les demandes des entités portent toutes sur une
même liste de biens privés. La fonction α est alors déﬁnie de façon unique par α(Q)=
Pn
i=1 qi. Autrement dit, la demande globale est la somme des demandes individuelles.







et on dit qu’elle est homogène.
Un autre cas particulier est celui où les entités demandent encore les mêmes biens
mais où ces derniers sont des biens publics purs. La quantité consommée par une
entité ne restreint pas la consommation des autres. La fonction α e s te n c o r ed é ﬁnie de
façon unique, cette fois par α(Q)=( m a x i yi1,...,maxi yik) où k e s tl en o m b r ed ec e s
biens. Autrement dit, la quantité à produire de chaque bien est la quantité maximale









L ad é r i v é ed el af o n c t i o nC par rapport à un de ses arguments, lorsqu’elle existe,
est le coût marginal de la quantité correspondante. Pour des changements discrets de







le coût incrémental de l’ajout de la demande de l’entité i à celles des entités de S.
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2.2.3 Règle de répartition
Une règle de répartition est une fonction x qui, pour toute demande Q et toute
fonction de coût C, spéciﬁel ap a r td uc o û tC (Q) supportée par les diﬀérentes entités.
On note xi(Q,C) la charge imputée à l’entité i et x(Q,C) la liste de ces dernières :
x(Q,C)=( x1(Q,C),...,x n(Q,C))
Une règle de répartition satisfait normalement :
Pn
i=1 xi(Q,C)=C (Q). Lorsqu’il n’y
a pas risque de confusion, on peut écrire xi pour xi(Q,C).
2.2.4 Exemple
Pour illustrer les déﬁnitions qui précèdent et les méthodes de répartition qui vont
suivre, on introduit un exemple ﬁctif. Imaginons la construction d’un gazoduc qui re-
lierait le Saguenay-Lac-Saint-Jean et la Beauce à Montréal, en passant par Québec,
capable de desservir ces trois régions. On suppose qu’il y a deux périodes dans l’an-
née : l’été et l’hiver. La consommation peut être diﬀérente selon la période mais elle
est supposée uniforme à l’intérieur d’une même période. On pourrait évidemment aug-
menter le nombre de périodes pour tenir compte d’un plus grande hétérogénéité dans la
consommation. Deux périodes sont cependant suﬃsantes pour illustrer le propos. Les
demandes des trois régions pour chacune des périodes, en mètres cubes, apparaissent
dans le tableau qui suit :
Indice Région été hiver
1 Beauce 12 16
2 Saguenay 9 0
3 Québec 25 49
Total 46 65
On peut voir le Saguenay comme une région où tous les clients souscrivent à un
service interruptible. On leur coupe l’approvisionnement durant l’hiver pour pouvoir
desservir complètement les deux autres régions. Il faut donc deux nombres pour décrire
la demande de chaque région. Plus précisément, la demande de la région i est décrite
par un couple (qi1,q i2) où les indices 1 et 2 représentent respectivement l’été et l’hiver.
L’ensemble des demandes est donc donné par la liste qui suit :
Q =( ( q11,q 12),(q21,q 22),(q31,q 32)) = ((12,16),(9,0),(25,49)) (2.1)
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On suppose que le gaz puisse être acheminé directement de Montréal vers la Beauce
ou passer par Québec. Quant au gaz destiné au Saguenay, il doit nécessairement passer
par Québec. La conﬁguration possible du réseau est représentée dans la Figure 2.1. Les






Figure 2.1 — Les sections possibles du réseau
Un gazoduc capable de desservir ces trois régions comprend donc trois ou quatre
sections dont les longueurs apparaissent dans le tableau qui suit :
Section longueur
1 Beauce-Québec 100 km
2 Saguenay-Québec 250 km
3 Québec-Montréal 250 km
4 Beauce-Montréal 270 km
Formellement, un réseau peut être représenté par un quadruplet α(Q)=( α1 (Q),
α2 (Q),α3 (Q),α4 (Q)) dont les éléments spéciﬁent la capacité de chaque segment, en
fonction de la demande Q. On suppose que le coût marginal de la capacité d’un conduit
est décroissant. Cela implique qu’une seule des sections 1 et 4 doit être utilisée si on
veut minimiser les coûts. Selon la demande, la première ou la quatrième composante du
quadruplet sera donc nulle. Il y a donc deux façons de répondre aux besoins exprimés,
c’est-à-dire deux réseaux possibles. On note α1 (Q) le réseau qui ne comprend pas la





La capacité du premier réseau possible est donnée par :
α1 (Q)=
Ã
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Les capacités sur les tronçons 1 et 2 doivent être suﬃsantes pour transporter la plus
grande quantité demandée respectivement par la Beauce et le Saguenay en cours d’an-
née. De plus, la section Québec-Montréal doit avoir une capacité suﬃsante pour satis-
faire à la demande maximale des trois régions au cours de l’année.
De façon similaire, la capacité du deuxième réseau possible est donnée par :
α2 (Q)=
Ã











On déﬁn i tl af o n c t i o nd ec o û tc d’un réseau de la manière suivante. Pour simpliﬁer
les choses, on suppose que les gazoducs soient carrés plutôt que ronds. Pour transporter
un volume v, il faut donc un tuyau dont la hauteur et la largeur est égale à
√
v.U n e
section de longueur `s et de capacité αs va donc exiger une quantité de matériel égale à
4000×`s×
√
αs, en mètres carrés.2 On suppose que le matériel coûte 1$ le mètre carré
et qu’il s’agit du seul élément de coût. En particulier, les coûts de construction sont
les mêmes pour toutes les sections de même taille, peu importe la région. On pourrait
facilement avoir des coûts particuliers pour chacune des sections et leur ajouter des
coûts ﬁxes. Cela ne changerait pas grand chose aux illustrations qui vont être faites
avec cet exemple. Comme les longueurs des trois sections sont respectivement 100, 250,
250 et 270 km, la fonction de coût, en milliers de dollars, est donc déﬁnie ainsi. Pour










Quant à la fonction C, elle est déﬁnie par :



















max{q11,q 12} + 1000
p
max{q21,q 22} + 1000













max{q21,q 22} + 1000

















2I lf a u tm u l t i p l i e rp a r4p o u rl e s4c ô t é se tp a r1 0 0 0p a r c eq u ’ i lya1 0 0 0m è t r e sd a n su nK m .
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Si on applique ces formules à la demande déﬁnie en (2.1), on obtient :
α1 (Q)=( 1 6 ,9,65,0)











ce qui donne : C (Q) = 12662.26.
Dans la suite de ce chapitre, on suppose qu’il y a un seul réseau possible, soit
le réseau α1 (Q), qu’on notera simplement α(Q). On laisse d’ailleurs tomber l’indice
supérieur qui identiﬁec er é s e a u .C e l av as i m p l i ﬁer les calculs sans altérer la portée
des exemples. Tout au plus y aura-t-il augmentation de la part de la Beauce avec les
méthodes qui font intervenir le coût de faire cavalier seul. En eﬀet, lorsque la Beauce
est seule, il lui en coûterait moins cher de construire un tronçon direct vers Montréal
plutôt que de passer par Québec, une possibilité qui est éliminée avec l’abandon de
α2 (Q).
2.3 Les méthodes de répartition
On peut distinguer au moins trois grandes classes de méthodes de répartition des
coûts. Elles font l’objet des trois sous-sections qui suivent. Dans la première, on retrouve
les méthodes qui consistent à répartir la totalité ou une partie des coûts selon une
règle de proportionnalité, à partir de critères plus ou moins ad hoc. Elles sont parfois
motivées par certaines considérations éthiques. On peut multiplier à l’inﬁni ce genre de
méthodes en variant la partie des coûts qui font l’objet de la répartition proportionnelle
et les critères de cette répartition. Ce sont les plus anciennes de toutes les méthodes de
répartition et sans doute celles qui sont encore le plus utilisées. Plusieurs raﬃnements
de ces méthodes ont été suggérées dans des revues de comptabilité, entre autres par
Moriarity (1975), Louderback (1976), Balachandran et Ramakrishnan (1981). Elles
sont présentées sous le titre de méthodes comptables.
La deuxième catégorie de méthodes est empruntée à la théorie des jeux coopératifs.
Dans cette catégorie, on retrouve le concept de coeur, la valeur de Shapley, le nucléole
et les tarifs à la Aumann-Shapley. Ces derniers sont donnés par la somme (l’intégrale)
des coûts marginaux le long d’un rayon allant de l’origine au point qui représente
la demande. L’idée est généralisée à d’autres types de sentier et à des changements
discrets.
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La troisième catégorie de méthodes est beaucoup plus récente. Elle comprend les
règles dites de répartition séquentielle (serial cost sharing). Ce type de règle a été
proposé pour la première fois par Shenker (1990) pour les demandes unidimensionnelles.
Il a été l’objet d’une abondante littérature depuis. Moulin et Shenker (1992, 1994) en
ont fait une analyse extensive. Koster et al. (1998) l’ont étendu au contexte où les
agents demandent plusieurs biens privés homogènes. Sprumont (1998) l’a étendue au
contexte où chaque agent demande un bien qui lui est spéciﬁque. Téjédo et Truchon
(2000 et 2002) poussent la généralisation au contexte multidimensionnel décrit à la
section 2.2.
2.3.1 Les règles de proportionnalité
Certaines des règles qu’on va examiner font intervenir les éléments de C (Q) qui
peuvent être attribués directement aux diﬀérentes entités i. On les notera cai (Q) et
on les appellera coûts attribuables.I ln ef a u tp a sc o n f o n d r ec e sc o û t sa v e cc e u xd ef a i r e





On aura également besoin du coût incrémental de desservir l’entité i en plus des autres
dans N, lequel est déﬁni par :




Dans certains cas, on peut avoir cai (Q)=0pour tout i et donc cc(Q)=C (Q).L e
tableau qui suit donne ces diﬀérents coûts pour l’exemple du gazoduc. Chaque cai (Q)
est simplement le coût de la section du gazoduc qui est utilisée exclusivement par la
région i. L e sa u t r e sé l é m e n t sd ec o û ts o n tc a l c u l é sàl ’ a n n e x e2 . A . 3 .
Beauce Saguenay Québec Total
ci (qi) 5600 6000 7000 18600
cai (Q) 1600 3000 0 4600
cmi (Q) 2662.30 3000 3479.68
cc(Q) 8062.26
C (Q) 12662.26
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Un très grand nombre de méthodes utilisées en pratique et d’autres qui ont été
envisagées consistent à exiger une contribution de base xbi de l’entité i et à répartir
le résidu du coût total du projet, une fois soustraites les contributions de base, entre
toutes les entités, proportionnellement aux valeurs d’une certaine variable ti.L af o r m u l e
générale prend donc la forme :










Il est à noter que le résidu C (Q) −
Pn
j=1 xbj peut être positif ou négatif.
Par le choix des xbi et des ti, on peut obtenir autant de règles que l’on veut. En
posant xbi =0et ti =1pour tout i, ce sont les coûtstotaux qui sont répartis de façon





Certaines règles poussent la sophistication jusqu’à décomposer le terme C (Q) −
Pn






s, et à répartir
chacune de ces composantes selon un critère ts
i qui lui est propre. Ainsi, la Formule du
Massachusetts (Biddle et Steinberg, 1985) consiste à répartir le tiers des coûtscommuns
d’une entreprise entre ses divisions, proportionnellement aux ventes si des divisions i,
un deuxième tiers proportionnellement aux actifs ai et le troisième tiers proportionnel-
lement aux nombres d’employés ei. Cela revient à poser xbi = cai (Q) et à remplacer
ti Pn

















Inutile de dire qu’une telle règle ne possède aucune justiﬁcation théorique.
La règle des coûts moyens
Il s’agit sans doute de la méthode la plus répandue et la plus simple. Elle s’applique
à la classe générale de problèmes où les demandes sont homogènes et représentées par
des nombres non-négatifs qi. Elle consiste à répartir les coûts totaux ou une partie des
coûts selon les quantités demandées. Chaque entité paie un montant qui est le produit
de sa demande et du coût moyen. Autrement dit, elle est tarifée au coût moyen. Cette
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Il s’agit clairement d’un cas particulier de la formule (2.4).
Cette règle ne peut évidemment pas être utilisée dans le cas des demandes hétéro-
gènes ou multidimensionnelles. Certaines des autres règles de proportionnalité peuvent
être vues comme des généralisations de la règle des coûts moyens. De façon générale, il






Ainsi, on verra que la méthode de Moriarity, présentée ci-dessous, revient à poser
hi (qi)=ci (qi) pour chaque entité, c’est-à-dire à répartir le coût total proportion-
nellement aux coûts de faire cavalier seul. Un autre choix possible pour hi (qi) est le
coût marginal de la demande de l’entité i. La répartition proportionnelle aux coûts
marginaux qui en résulte est présentée de façon formelle à la sous-section 2.3.2.
Dans l’exemple du gazoduc, où les demandes sont multidimensionnelles, on pourrait
songer à répartir le coût total en fonction de variables comme la demande de pointe,
la demande maximale, la demande moyenne, le coût de faire cavalier seul ou une
combinaison de plusieurs de ces critères, c’est-à-dire appliquer des critères diﬀérents à
diﬀérentes portions du coût total. Il s’agit d’autant de formes diﬀérentes de hi.
Ces critères sont évidemment arbitraires et il est diﬃcile d’en choisir un plutôt
qu’un autre. Alors que la règle de tariﬁcation au coût moyen possède des propriétés
intéressantes, ce n’est pas le cas d’une règle plus générale comme (2.6), sauf peut-être
pour la répartition proportionnelle aux coûts marginaux. Si on veut une généralisation
de la tariﬁcation au coût moyen, il faut plutôt regarder du côté de la méthode Aumann-
Shapley présentée ci-dessous et qui possède des propriétés intéressantes.
La méthode des bénéﬁces résiduels
Cette méthode a été proposée pour répartir les coûts des bassins hydrauliques à
usages multiples. Son origine remonte aux travaux de la Tennessee Valley Authority en
1938, bien que cette agence se défendait bien de vouloir utiliser une formule mathéma-
tique. La méthode, connue aujourd’hui sous le nom de méthode des bénéﬁces résiduels,
est un raﬃnement de celle que cette agence avait conçue pour son propre usage. Elle
a été utilisée par le Japon, au moins jusqu’en 1985, pour le partage des coûts de ses
réservoirs hydrauliques.3
3À ce sujet, voir Ransmeier (1942) et Okada (1985).
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La méthode est obtenue en posant xbi = ci (qi) et ti = ci (qi) − cmi (Q) dans la
formule (2.4), ce qui donne :
xi = ci (qi) −
ci (qi) − cmi (Q)
Pn





cj (qj) − C (Q)
⎞
⎠ (2.7)
Elle consiste à faire payer à chaque entité son coût de faire cavalier seul et à redistribuer
le surplus ainsi généré au prorata des diﬀérences entre coûts de faire cavalier seul
et coûts incrémentaux. D’aucuns y ont vu la recherche d’une forme d’équité, ce qui
n’est pas évident. Les facteurs de proportionnalité n’étant pas déﬁnis lorsque ci (qi)=
cmi (Q) ∀i, on pose alors xi = ci (qi).
Exemple 2.1 Dans le cas du gazoduc, la méthode des bénéﬁces résiduels donne la
répartition suivante :
Beauce Saguenay Québec Total
x 3755.69 4116.61 4789.95 12662.26
% 30 32 38 100
Les méthodes comptables
Entre 1975 et 1981, on a vu apparaître des propositions de méthodes de réparti-
tion proportionnelle dans des revues de comptabilité. On en a recensé trois, qui sont
présentées sous le titre de méthodes comptables.
La première a été proposée par Moriarity (1975). Elle consiste à faire payer une
contribution de base qui est égale au plus petit des montants ci (qi) et cai (Q)+cc(Q),
noté wi, et à redistribuer le surplus qui serait généré de cette façon au prorata des wi.
On l’obtient en posant xbi = ti = wi ou, de façon équivalente, xbi =0et ti = wi dans
(2.4), ce qui donne :













Dans le cas où ci (qi) ≤ cai (Q)+cc(Q) pour tous les i, elle revient à partager le coût
total au prorata des ci (qi).
Moriarity voyait les quatre avantages suivants à sa méthode : elle favorise la parti-
cipation à un projet commun dans la mesure où ce projet peut amener une réduction
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des coûts totaux. Chaque entité participe à la réduction des coûts totaux. Aucune en-
tité n’est subventionnée par les autres. Elle incite les entités à chercher à minimiser le
coût de faire cavalier seul. Il faut cependant noter que, si le coût de faire cavalier seul
est une information privée, les entités sont incitées à prétendre que ces coûts sont plus
faibles qu’ils ne le sont en réalité.
Exemple 2.2 Dans le cas du gazoduc, on a wi = ci (qi) pour tout i. La méthode de
Moriarity consiste donc à répartir les coûts totaux selon les coûts de faire cavalier seul.
Elle donne :
Beauce Saguenay Québec Total
x 3812.29 4084.60 4765.37 12662.26
% 30 32 38 100
La méthode de Moriarity peut imputer à une entité une contribution inférieure à
cai (Q), la partie du coût dont elle est directement responsable. On peut donc mettre
en doute le deuxième avantage que Moriarity voyait à sa méthode, à savoir qu’aucune
entité n’est subventionnée. Tout dépend évidemment de ce que l’on entend par subven-
tion. Il résulte de cette possibilité que les autres entités peuvent avoir intérêtà exclure
l’entité subventionnée et à réaliser seules le projet, même en supposant que cc(Q) va
rester inchangé après l’exclusion.4
Pour remédier à ce défaut de la méthode de Moriarity, Louderback (1976) a proposé
de modiﬁer cette dernière en posant xbi = cai (Q) et ti = ci (qi) − cai (Q) dans (2.4),
ce qui donne :
xi = cai (Q)+
ci (qi) − cai (Q)
Pn
j=1 (cj (qj) − caj (Q))
cc(Q)
Louderback suppose que ci (qi) ≥ cai (Q), ce qui est assez réaliste. Sa règle consiste à
imputer à chaque entité une contribution de base égale aux coûts qui peuvent lui être
attribués. On répartit ensuite cc(Q) selon un critère qui donne d’autant plus de poids à
une entité que son coût de faire cavalier seul est élevé par rapport aux coûts qui peuvent
lui être attribués directement. On fait donc supporter une grande partie de cc(Q) à
ceux qui semblent gagner le plus de la réalisation conjointe du projet. Il n’existe plus
de subvention d’une entité par une autre et aucun sous-ensemble d’entités n’a intérêt
à exclure les autres du projet global. On pose xi = cai (Q) quand ci (qi)=cai (Q) ∀i.
4C’est dans cette perspective que Gangolly (1981) a proposé une extension de la méthode de Mo-
riarity au contexte où des sous-coalitions peuvent se former parmi les entités.
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Exemple 2.3 Dans le cas du gazoduc, la méthode de Louderback donne la répartition
suivante :
Beauce Saguenay Québec Total
x 3903.50 4727.63 4031.13 12662.26
% 31 37 32 100
Balachandran et Ramakrishnan (1981) ont proposé une variante à la méthode de
Louderback. Comme dans cette dernière, on pose xbi = cai (Q) dans (2.4) mais ti =
wi − cai (Q),d ’ o ù:
xi = cai (Q)+
wi − cai (Q)
Pn
j=1 (wj − caj (Q))
cc(Q)
On peut observer que :
wi − cai (Q)=
(
ci (qi) − cai (Q) si ci (qi) ≤ cai (Q)+cc(Q)
cc(Q) si ci (qi) >c a i (Q)+cc(Q)
si bien que, si ci (qi) ≤ cai (Q)+cc(Q) pour tout i, comme dans l’exemple du gazoduc,
cette méthode donne la mêmerépartition que celle de Louderback. Si, au contraire,
ci (qi) >c a i (Q)+cc(Q) pour tout i, elle donne xi = cai (Q)+ 1
ncc(Q).O np o s e
xi = cai (Q) quand wi = cai (Q) ∀i.
2.3.2 Les méthodes inspirées de la théorie des jeux coopératifs
Le point de départ des méthodes présentées dans cette sous-section est la théorie
des jeux coopératifs. Un jeu est une situation où plusieurs agents interagissent ou
collaborent entre eux. Beaucoup de comportements économiques tombent dans cette
catégorie, au même titre que les jeux proprement dits. L’objet de la théorie des jeux
est l’étude de ce genre de situation. On distingue deux sortes de jeux : les jeux non-
coopératifs et les jeux coopératifs. C’est à ce dernier type de jeu qu’on s’intéresse.
Un jeu coopératif met en relation un ensemble de joueurs N. Ces joueurs peuvent
former des coalitions plus ou moins grandes. Formellement, les coalitions possibles
sont les sous-ensembles S de N. Les coalitions obtiennent des gains qui résultent de la
coopération de leurs membres. La description d’un jeu coopératif comprend donc une
règle g qui déﬁnit les gains g(S) que peuvent réaliser les diﬀérentes coalitions S une
fois formées. La théorie des jeux coopératifs s’intéresse aux répartitions, c’est-à-dire au
partage des gains entre les joueurs.
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Le problème de la répartition des coûts communs peut être vu comme un jeu co-
opératif, appelé jeu de coût. Les entités de l’ensemble N sont les joueurs. Ils peuvent,
par la coopération, réaliser des gains sous forme de réduction de coût. On peut cepen-
dant aborder ce jeu sous l’angle de la répartition des coûts plutôt que des gains. C’est
l’approche adoptée ici.
Parmi les règles de répartition proposées pour les jeux coopératifs, la plus fréquem-
ment utilisée est celle qu’a déﬁnie Shapley (1953), connue sous le nom de valeur de
Shapley. C’est Shubik (1962) qui a suggéré de l’appliquer aux jeux de coût. Une autre
contribution marquante de la théorie des jeux coopératifs est celle de Aumann et Sha-
pley (1974). Ils proposent une généralisation de la méthode Shapley-Shubik au cas où
il y a une inﬁnité de joueurs (entités), associés à une inﬁnité de niveaux de production
possibles. La méthode Aumann-Shapley consiste à imputer à chaque entité la somme
(l’intégrale) des coûts marginaux liés à sa demande le long du rayon qui va de l’origine
au point qui représente la demande globale.
On peut imaginer d’autres types de sentier le long desquels calculer et imputer
des coûts marginaux ou incrémentaux. Ces diﬀérents sentiers donnent lieu à autant
de méthodes de répartition de coûts. Par exemple, la règle Shapley-Shubik est une
moyenne de somme de coûts incrémentaux associés à un déplacement le long de sentiers
constitués de segments de droites parallèles aux diﬀérents axes et allant de l’origine au
point qui représente la demande globale.
Les méthodes sont présentées dans un ordre qui correspond à des sentiers de plus
en plus complexes. Comme la plupart des méthodes font intervenir la notion de coût
marginal ou incrémental, on commence par la tariﬁcation au coût marginal. On intro-
duit ensuite la méthode Aumann-Shapley. Devrait ensuite venir assez naturellement la
classe plus générale des méthodes de tariﬁcation selon les coûts incrémentaux le long
d’un sentier quelconque. La description de ces méthodes est cependant reléguée à l’an-
nexe 2.A.5. La section proprement dite se poursuit avec la méthode Shapley-Shubik,
qui est un autre cas particulier de cette catégorie générale. Elle se termine avec la
présentation d’une autre méthode empruntée àl at h é o r i ed e sj e u xc o o p é r a t i f s ,s o i tl e
nucléole, et avec le concept de coeur qui vient également de cette théorie. Ce dernier est
avant tout une propriété des répartitions plutôt qu’une méthode de répartition stricto
sensu.
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La tariﬁcation au coût marginal
On connaît l’importance que les économistes attachent à la tariﬁcation au coût
marginal. La dernière unité d’un bien ou service devrait être vendue à un prix égal à
la valeur des ressources supplémentaires requises pour sa production. C’est une règle
qui doit être respectée pour maximiser le proﬁt dans un contexte de concurrence par-
faite. C’est aussi ce qu’exige l’utilisation et la répartition eﬃcace des ressources pour
l’ensemble de la société, pour autant que les coûts marginaux soient correctement dé-
ﬁnis. Ce mode de tariﬁcation pose cependant problème puisqu’il donne généralement
un surplus ou laisse un déﬁcit, sauf en cas de rendement à l’échelle constant.
O ne x a m i n ed ’ a b o r dl ’ a p p l i c a t i o nd ec ep r i n c i p ed a n sl ec o n t e x t ed e sd e m a n d e s
unidimensionnelles. Étant donné un vecteur de demandes Q =( q1,...,q n) et la fonc-
tion de coût C, le tarif unitaire appliqué à chaque entité i devrait être égal au coût
marginal de sa demande, c’est-à-dire au coût additionnel qu’entraîne la dernière unité
demandée, en supposant les demandes des autres ﬁxes. Dans le cas où les demandes
sont parfaitement divisibles et où la fonction C est diﬀérentiable, le coût marginal est
la dérivée partielle de C par rapport à son ie argument, évaluée en Q. On la note
∂iC (Q). La tariﬁcation au coût marginal consiste à demander le montant qi ∂iC (Q)
à l’entité i.
La même formule est valable pour les demandes multidimensionnelles mais ∂iC (Q)
doit maintenant être interprété comme le vecteur des dérivées partielles de C par
rapport aux variables qi1,...,q imi :
∂iC (Q)=( ∂i1C (Q),...,∂imiC (Q))
Le terme qi ∂iC (Q) est donc maintenant le produit scalaire
Pmi
`=1 qi` ∂i`C (Q).
Le terme qi ∂iC (Q) peut s’exprimer sous une autre forme. Pour un Q ∈ Rnm
+ et




ˆ Q(τ) est un nouveau vecteur de demandes obtenu en réduisant proportionnellement
chacune des demandes originales qi par le facteur τi, c’est-à-dire en multipliant chaque
vecteur qi par le nombre τi. L’argument τ est le vecteur des τi. On déﬁnit ensuite la
fonction ˆ C :[ 0 ,1]






En toute rigueur, il faudrait écrire ˆ C (τ;Q,C) puisque cette fonction dépend évidem-
ment de Q et C. Si les qi sont des nombres réels (scalaires), cette déﬁnition revient
CIRANO 2006 57Chapitre 2. Méthodes de partage de coûts : un survol
simplement à changer les unités dans lesquelles les demandes sont exprimées pour des
fractions des demandes originales. Avec des demandes multidimensionnelles, cela re-
vient à se limiter à des changements proportionnels dans la demande de chaque agent.
Il n’y a pas de perte de généralité pour autant puisque, en appliquant la règle de
diﬀérentiation en chaîne, on obtient :
∂i ˆ C (τ)=qi ∂iC (τ1q1,...,τnqn)
Avec cette nouvelle déﬁnition, la tariﬁcation au coût marginal consiste à demander le
montant ∂i ˆ C (1,...,1) à l’entité i. Cette formulation peut sembler complexe mais un
exemple va démontrer la simplicité de son application.
Exemple 2.4 On considère la demande Q déﬁnie en (2.1) et on multiplie qi par τi
pour obtenir :
ˆ Q(τ)=( ( 1 2 τ1,16τ1),(9τ2,0),(25τ3,49τ3))
Si on applique les fonctions α et c, déﬁnies respectivement par (2.2) et (2.3), à ˆ Q(τ),
on obtient la fonction de coût ˆ C :






16τ1 +4 9 τ3 (2.8)
Il s’agit ensuite de trouver les dérivées de cette fonction par rapport à chacun des τi
et de les évaluer pour τ1 = τ2 = τ3 =1 . Cela donne les charges du tableau qui suit :
Beauce Saguenay Québec Total
x 1792.28 1500.00 3038.85 6331.13
Dans le cas présent, ce mode de tariﬁcation permet de couvrir uniquement 50% du
coût total. Il ne résout donc pas le problème de la répartition du coût total. On pourrait
toujours le compléter avec une formule de répartition proportionnelle du déﬁcit ou du
surplus qu’implique ce mode de tariﬁcation. Autrement dit on pourrait utiliser une
règle de la forme :







∂j ˆ C (1,...,1)
⎞
⎠
Il s’agit évidemment d’une règle de la forme (2.4). Appliquée aux données du gazoduc
avec ti =1pour tous les i (répartition égalitaire du déﬁcit), elle donne les résultats
suivants :
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Beauce Saguenay Québec Total
x 3902.65 3610.38 5149.23 12662.26
% 31 29 41 100
Il est diﬃcile de donner une justiﬁcation théorique à une telle règle. Un autre choix
possible, et peut-être plus naturel, est ti = ∂i ˆ C (1,...,1). Cela donne :
xi(Q,C)=∂i ˆ C (1,...,1) +
∂i ˆ C (1,...,1)
Pn









∂i ˆ C (1,...,1)
Pn





c’est-à-dire la répartition proportionnelle aux coûts marginaux. Cette règle a été analy-
sée par Wang (2002). Nous montrons dans le chapitre 3 qu’elle peut être caractérisée
par un ensemble restreint de propriétés, à la manière des règles qui suivent. Appliquée
à l’exemple du gazoduc, cette méthode donne la même répartition du coût total que la
méthode Aumann-Shapley, vers laquelle on se tourne maintenant. Cela n’est cependant
pas vrai de façon générale.
La tariﬁcation à la Aumann-Shapley
Aumann et Shapley (1974) ont proposé une solution élégante au problème du sur-
plus ou du déﬁcit qu’implique la tariﬁcation au coût marginal. On considère le vecteur
(λq1,...,λqn) où λ e s tu nn o m b r er é e l .E nf a i s a n tv a r i e rλ de 0 à 1, on obtient une inﬁ-
nité de telles suites, toutes proportionnelles entre elles. On calcule ensuite le coût mar-
ginal de chaque entité pour chaque demande (λq1,...,λqn), c’est-à-dire pour chaque
valeur de λ, et on fait la somme de ces coûts marginaux. En utilisant ces sommes
comme tarifs unitaires, il n’y a ni surplus ni déﬁcit, du moins s’il n’y a pas de coûts
ﬁxes.
En termes mathématiques, la somme de ces coûts marginaux est déﬁnie par leur
intégrale entre 0 et 1. En multipliant cette intégrale pour l’entité i par la demande qi,




qi ∂iC (λQ)dλ (2.9)
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Cette intégrale est en fait la somme des coûts marginaux le long du rayon qui va de
l’origine au point Q dans l’espace des demandes. Dans le cas des demandes unidimen-
sionnelles pour un bien privé, cette règle est celle de la tariﬁcation au coût moyen.5
La formule (2.9) est également valable pour des demandes multidimensionnelles. Il
s’agit d’interpréter qi ∂iC comme un produit scalaire. Comme pour les coûts marginaux,




∂i ˆ C (λ,...,λ)dλ
L’interprétation de la formule sous cette forme est intéressante. Non seulement les
demandes de toutes les entités sont-elles réduites de façon proportionnelle dans le
processus d’intégration mais, par déﬁnition de ˆ C, le coût marginal de chaque entité est
lui-même déﬁni par rapport à des changements proportionnels de tous les éléments de
sa demande.
La méthode Aumann-Shapley a été généralisée par Mirman, Samet et Tauman
(1983) au cas où il y a un coût ﬁxe CF à partager, le coût total étant alors la somme
de ce coût ﬁxe et du coût variable CV. La méthode Aumann-Shapley ne procède qu’au






∂i ˆ C (λ,...,λ)dλ












∂i ˆ C (λ,...,λ)dλ
Exemple 2.5 On considère à nouveau la fonction b C déﬁnie dans (2.8). Il s’agit de
dériver cette fonction par rapport à chacun des τi, de poser τ1 = τ2 = τ3 = λ et
d’intégrer chacune des dérivées par rapport à λ entre 0 et 1.I ln ’ yap a sd ec o û tﬁxe
ici. Le résultat apparaît dans le tableau qui suit :







pour tout i,d ’ o ù:
Z 1
0
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Beauce Saguenay Québec Total
x 3584.56 3000.00 6077.70 12662.26
% 28 24 48 100
La méthode Aumann-Shapley consiste à faire la somme (prendre l’intégrale) des
coûts marginaux le long du rayon qui va de l’origine au point Q dans l’espace des
demandes. On pourrait cependant faire cette somme le long d’un autre sentier, ce qui
donnerait une répartition diﬀérente. On peut même imaginer de travailler le long d’un
sentier discret (ou linéaire par morceau), ce qui est d’ailleurs la seule façon de procéder
lorsque les quantités demandées sont indivisibles. Cette approche plus générale est
développée dans l’annexe 2.A.5.
La méthode Shapley-Shubik
Supposons que la demande totale de l’entité 1 doive être satisfaite avant celle de
l’entité 2 et cette dernière avant celle de l’entité 3, etc. Supposons également qu’on
convienne de faire supporter à l’entité 1 la totalité du coût de sa demande, soit c1 (q1),
et à l’entité 2 le coût supplémentaire qu’entraîne l’adjonction de sa demande à celle de
l’entité 1, soit C (q1,q 2,0,...,0)−c1 (q1). De façon similaire, l’entité 3 devra supporter
C (q1,q 2,q 3,0,...,0) − C (q1,q 2,0,...,0) et ainsi de suite.6
L’ordre d’apparition des entités est évidemment important. Certaines entités pour-
raient donc contester l’ordre choisi. Shapley (1953) a apporté une réponse élégante à
ce conﬂit. Elle consiste à supposer que l’ordre dans lequel les entités se joignent à une
coalition et l’ordre dans lequel les coalitions se forment est aléatoire, avec des chances
égales d’arriver premier, deuxième, etc. Si, pour un ordre d’arrivée donné, chacun se
voit imputer un montant égal au coût incrémental qu’il impose à la coalition à laquelle
il se joint, chacun est alors en mesure de calculer, ex ante, l’espérance du coût qui lui
sera imputé. La répartition qui consiste à imputer aux diﬀérentes entités un montant
égal à cette espérance, autrement dit la moyenne de ces coûts incrémentaux, est ap-
pelée valeur de Shapley.7 On donne le nom de Shapley-Shubik à cette méthode parce
que c’est Shubik qui a proposé de l’appliquer à la répartition des coûts.








2 =( q1,q 2,0,...,0),Q
3 =( q1,q 2,q 3,0,...,0),...,
Q
n = Q.
7Stricto sensu, ce que doit payer le joueur i est la valeur de Shapley du jeu pour ce joueur.
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Avec trois entités, il y a six ordres d’arrivée possibles représentés par autant de
suites :
(1,2,3), (1,3,2), (2,1,3), (3,1,2), (2,3,1), (3,2,1)
La probabilité est donc 1
3 que l’entité 1 entre en premier dans le consortium, 1
6 qu’elle
entre en deuxième derrière l’entité 2, 1
6 qu’elle entre encore en deuxième mais derrière
l’entité 3 et 1
3 qu’elle arrive enﬁn en troisième, l’ordre dans lequel arrivent les deux
autres entités n’ayant alors aucune importance.




Rappelons-nous que QS est le vecteur Q dans lequel toutes les demandes autres que
celle des entités de S sont ramenées à 0. La fonction ˆ c est déﬁnie pour tous les sous-
ensembles d’entités. On a en particulier ˆ c({i})=ci (qi). Cette fonction s’entend pour
une demande Q donnée. Elle déﬁnit ce qu’on appelle un jeu de coût.
Pour le cas de trois alternatives, la méthode Shapley-Shubik est déﬁnie par :
x1 = 1
3ˆ c({1})+1
6 [ˆ c({1,2})−ˆ c({2})] + 1
6 [ˆ c({1,3})−ˆ c({3})] + 1
3 [ˆ c({1,2,3})−ˆ c({2,3})]
x2 = 1
3ˆ c({2})+1
6 [ˆ c({1,2})−ˆ c({1})] + 1
6 [ˆ c({2,3})−ˆ c({3})] + 1
3 [ˆ c({1,2,3})−ˆ c({1,3})]
x3 = 1
3ˆ c({3})+1
6 [ˆ c({1,3})−ˆ c({1})] + 1
6 [ˆ c({2,3})−ˆ c({2})] + 1
3 [ˆ c({1,2,3})−ˆ c({1,2})]
On vériﬁeq u ex1 +x2 +x3 =ˆ c(N)=C (Q). De façon plus générale, la répartition par






[ˆ c(S) − ˆ c(S\{i})]
où |S| représente le nombre d’éléments dans S.
Certains voient ce mode de répartition comme celui qui pourrait résulter d’une
négociation entre les entités. Biddle et Steinberg (1985, p.42) en parlent comme d’un
“costless surrogate for the allocation that would be obtained through bargaining.”
Une variante consiste à admettre que certaines entités ont une stature telle que
les ordres d’entrée dans le consortium ne sont pas équiprobables. Certains entités de-
vraient en faire partie avant même que d’autres puissent joindre le consortium, ce qui
permettrait de représenter leurs pouvoirs de négociation respectifs.
On pourrait aussi appliquer la valeur de Shapley à la répartition des bénéﬁces tirés
de la coopération, c’est-à-dire aux coûts épargnés, plutôt qu’aux coûts. Les résultats
ne seraient pas nécessairement les mêmes.
S’il y a un coût ﬁxe, on peut le traiter de deux façons. La première consiste à
l’inclure dans chacun des ˆ c(S), ce qui revient à le répartir de façon égalitaire entre
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toutes les entités. La deuxième consiste à appliquer la méthode Shapley-Shubik aux
seuls coûts variables et à répartir le coût ﬁxe selon une règle quelconque, par exemple
dans les mêmes proportions que les coûts variables, comme cela a été proposé par
Mirman, Samet et Tauman (1983) pour la méthode Aumann-Shapley.
Exemple 2.6 Les valeurs de la fonction b C pour l’exemple du gazoduc sont les sui-
vantes :
ˆ c({1}) = 5600 ˆ c({2}) = 6000 ˆ c({3}) = 7000
ˆ c({1,2}) = 9182.58 ˆ c({1,3}) = 9662.26 ˆ c({2,3}) = 10000
ˆ c({1,2,3}) = 12662.26
Les détails des calculs sont donnés à l’annexe 2.A.3. Appliquée à ces données, la
méthode Shapley-Shubik donne la répartition qui suit :
Beauce Saguenay Québec Total
x 3728.22 4097.10 4836.94 12662.26
% 29.4 32.4 38.2 100
Le nucléole
Un autre concept emprunté à la théorie des jeux coopératifs est celui de nucléole.
L’idée derrière ce concept est de chercher à maximiser le bien-être de la moins heureuse
des coalitions.
Étant donné une répartition x =( x1,...x n) et un sous-ensemble S non-vide de N





Le nombre e(x,S) est ce que gagne la coalition S si elle accepte la répartition x plutôt
que de répondre elle-même aux besoins de ses membres. On désigne ensuite par e(x)
le vecteur des (2n − 2) valeurs de e(x,S), pour S ∈ N, ordonnées de la plus petite
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à la plus grande. Le nucléole8 est déﬁni comme l’unique répartition x∗ qui maximise
lexicographiquement e(x):
e(x) ≤` e(x∗) pour toute autre répartition x
où ≤` désigne la relation «inférieure ou égale à au sens lexicographique».9 Autrement
dit, x∗ est la répartition qui maximise le plus petit gain d’une coalition, de même
que le deuxième plus petit gain, le troisième, etc. C’est aussi le point central, au sens
géométrique, de l’ensemble des répartitions possibles.
Exemple 2.7 Le nucléole10 pour les données du gazoduc est donné par :
Beauce Saguenay Québec Total
x 3835.70 4173.44 4653.12 12662.26
% 30 33 37 100
Il existe autant de variantes du nucléole que de façons de déﬁnir l’excédent d’une






On obtient alors le nucléole per capita ou le nucléole normalisé.
Le coeur (noyau)
Le coeur n’est pas en soi une méthode de répartition. Il détermine plutôt un en-
semble de répartitions des coûts, qui peut d’ailleurs être vide. Il s’agit des répartitions
qu’aucune coalition ou sous-ensemble d’entités ne peut contester sous prétexte qu’elles
imputeraient à ses membres une charge supérieure au coût auquel la coalition en ques-
8En toute rigueur, on devrait parler de pré-nucléole, le terme nucléole étant normalement réservé
aux répartitions qui satisfont xi ≤ c({i}) ∀i, une restriction qu’on n’impose pas. L’exemple présenté
à l’annexe 2.A.4 donne justement une répartition qui ne satisfait pas à cette restriction alors que cela
aurait été possible.
9Un vecteur e =( e1,...,e m) est lexicographiquement inférieur àu na u t r ed =( d1,...,d m) si la
première composante de e diﬀérente de la composante correspondante de d est plus petite que cette
dernière. Par exemple, (3,1,9) est lexicographiquement plus petit que (3,2,1).
10Un algorithme pour calculer le nucléole est présenté à l’annexe 2.A.4.
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tion pourrait seule satisfaire aux demandes de ses membres. Plus précisément, c’est
l’ensemble des répartitions qui satisfont les deux conditions suivantes :
X
i∈S




La première condition spéciﬁe que, quelle que soit la coalition S, la somme des coûts
attribués à ses membres ne peut dépasser le coût total ˆ c(S) auquel cette coalition doit
f a i r ef a c es ie l l ed é c i d ed es ep a s s e rd e sa u tres. La deuxième condition stipule que la
somme des coûts attribués à toutes les entités doit couvrir exactement le coût total de
produire l’ensemble des demandes. Cela laisse supposer que c’est la grande coalition
qui va se former.
On peut déﬁnir le coeur, de façon équivalente, comme l’ensemble des répartitions
qui satisfont les conditions :
X
i∈S




Sous cette forme, chaque coalition se voit imputer un montant au moins aussi élevé que
le coût supplémentaire qu’elle impose à la coalition complémentaire N\S lorsqu’elle la
rejoint pour former la grande coalition N.S ic en ’ é t a i tp a sl ec a s ,l e sm e m b r e sd el a
coalition N\S verseraient un subside aux membres de la coalition S, d’où une objection
possible de leur part.
Il se peut que les conditions qui déﬁnissent le coeur soient mutuellement incom-
patibles. Le coeur est alors vide. Il existe des conditions sur les fonctions de coût qui
garantissent l’existence du coeur. Lorsqu’il existe, il peut par contre être très grand.
Les conditions d’existence du coeur et ses propriétés sont examinées en détail dans le
chapitre 5.
Le coeur est davantage une propriété désirable des diverses méthodes de répartition.
Une répartition se trouve ou non dans le coeur. Le fait d’appartenir au coeur confère
à une répartition un caractère de crédibilité non négligeable. L’appartenance au coeur
n’est pas garantie, sauf pour les jeux de coûts concaves, c’est-à-dire ceux où les coûts
incrémentaux de joindre un sous-ensemble d’entités décroît à mesure que ce sous-
ensemble augmente en taille. Le nucléole appartient au coeur lorsque celui-ci existe, ce
qui n’est pas nécessairement le cas de la valeur de Shapley, sauf pour les jeux concaves.
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Dans ce dernier cas, non seulement la valeur de Shapley appartient-elle au coeur mais
elle est située au centre du coeur.11
Exemple 2.8 Dans le cas de l’exemple du gazoduc, le coeur est déﬁni par les contraintes
suivantes :
x1 ≤ 5600 x2 ≤ 6000 x3 ≤ 7000
x1 + x2 ≤ 9182.58 x1 + x3 ≤ 9662.26 x2 + x3 ≤ 10000
x1 + x2 + x3 = 12662.26
Ainsi, avec une répartition qui appartient au coeur, les entités 1 et 2 ne peuvent
se voir imputer des montants supérieurs à respectivement 5600 et 6000 parce qu’elles
peuvent fonctionner seules à ces coûts respectifs. De plus, comme elles pourraient,
ensemble, répondre à leurs besoins pour un coût total de 9182.58, elles ne peuvent se
voir imputer des charges dont le total dépasserait ce montant.
2.3.3 La répartition séquentielle
La méthode de répartition séquentielle a été conçue à l’origine pour le cas des
demandes portant sur un seul bien privé. On va commencer par présenter la méthode
dans ce contexte plus simple. On l’étendra ensuite au contexte plus général décrit dans
la sous-section 2.2.1.
Cas des demandes unidimensionnelles
Les demandes des n entités sont données par des nombres qi,i=1 ,...,n.O n
suppose q1 ≤ q2 ≤ ... ≤ qn. Typiquement, avec les méthodes de ce type, toutes les
entités se voient imputer une part égale du coût d’un projet ou d’une capacité tout
juste suﬃsante pour répondre aux besoins de n entités ayant une demande identique
à la plus petite des demandes, celle de l’entité 1 ici. Ensuite, les n − 1 autres entités
se voient imputer, en plus, une part égale de l’accroissement de coût qu’entraînerait
un accroissement de capacité suﬃsant pour répondre à des demandes de leur part qui
seraient toutes égales à celle de l’entité 2. On continue ainsi à imputer les coûts associés
à des accroissements de capacité nécessités par des demandes de plus en plus grandes
jusqu’à l’entité n.
Dans le cas où les coûts incrémentaux croissent avec l’ampleur des demandes, on
évite ainsi que les entités ayant des demandes plus faibles se voient imputer des coûts
reliés aux externalités imposées par ceux qui ont des demandes plus fortes. À l’inverse,
11Pour plus de détails à ce sujet, voir la section 5.7.
CIRANO 2006 66Chapitre 2. Méthodes de partage de coûts : un survol
si les coûts incrémentaux diminuent avec l’ampleur des demandes, on évite que les
entités ayant des demandes plus faibles proﬁtent des externalités amenées par ceux qui
ont des demandes plus grandes.
Pour décrire cette méthode de façon formelle, on introduit des suites de demande
intermédiaire Qi,i=1 ,...n, de même dimension que Q =( q1,...q n).E l l e ss o n t
déﬁnies par :
qi
j =m i n{qi,q j}
Autrement dit :
Qi =( q1,...,q i−1,q i,q i,...,q i | {z }
n−i fois
)
Les i premiers éléments de Qi sont ceux de Q. Les n − i autres sont tous remplacés
par qi. Il ne faut pas confondre Qi avec Q{i}. On a évidemment Qn = Q et on pose























xn(Q,C)=xn−1(Q,C)+C (Q) − C
¡
Qn−1¢












Cette méthode satisfait :
Pn
i=1 xi(Q,C)=C (Q).D ep l u sx1 ≤ x2 ≤ ...≤ xn. À noter
que, s’il y a un coût ﬁxe, cette méthode le répartit également entre toutes les entités




Exemple 2.9 On considère une version simpliﬁée de l’exemple du gazoduc. On sup-
pose qu’il y a une seule section de réseau, celle de Québec à Montréal, trois clients, tous
situés à Québec, et une seule période avec le proﬁl de consommation Q =( 4 ,9,25). La
fonction α est déﬁnie par :





d’où α((4,9,25)) = 38. Les fonctions c et C deviennent c(γ) = 1000
√
γ, où γ est la
capacité de la section, et C (Q) = 1000
qP3
i=1 qi.
La première étape de la répartition séquentielle requiert la construction des de-
mandes intermédiaires Q1 et Q2. Elles sont données dans le tableau qui suit, avec
les valeurs correspondantes des α(Qi), c’est-à-dire les capacités requises pour chaque
demande intermédiaire, et c(α(Qi) ≡ C(Qi) :
12 3 α(Qi) c(α(Qi))
Q1 44 4 12 3464.10
Q2 49 9 22 4690.42
Q3 492 5 38 6164.41
Àn o t e rq u eQ3 = Q, comme il se doit. Il s’agit ensuite d’appliquer la formule (2.10)
aux coûts de la dernière colonne. Elle donne la répartition suivante :12
123 Total
x 1154.70 1767.86 3241.86 6164.41
% 19 29 53 100
Par comparaison, la répartition de ces mêmes coûts proportionnellement aux demandes,
c’est-à-dire la règle des coûts moyens, donne la répartition qui suit. On voit que la ré-
partition séquentielle réduit la part du client 3 de façon signiﬁcative par rapport à la
répartition selon le coût moyen. En revanche, celles des clients 1 et 2 sont augmentées.
La raison est la suivante. Les volumes requis par les clients 1 et 2 sont très faibles par
rapport à celui requis par le client 3. Ces volumes additionnels peuvent être accom-
modés avec un gazoduc légèrement plus gros que celui qu’exige le client 3 en isolation.
L’accroissement de coût qu’entraînent les demandes des deux autres clients est donc
beaucoup plus faible, en termes relatifs, que l’importance de leur demande dans la
demande totale. C’est encore plus vrai pour le client 1 que pour le client 2. La règle
des coûts moyens fait proﬁter ces deux clients de la baisse du coût moyen qu’amène la
demande du client 3. Ce n’est pas le cas avec la répartition séquentielle. Pour établir la
part du client 1, on ramène les volumes des deux autres au niveau de celui du client 1.
12On a : x1 =
3464.10
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En ce faisant, ce dernier proﬁte de la présence des deux autres mais ne proﬁte pas du
fait que leurs demandes soient plus grandes que la sienne. De façon similaire, le client
2p r o ﬁte de la présence du client 3 mais non de l’importance de sa demande.
12 3 Total
x 648.88 1459.99 4055.54 6164.41
% 11 24 66 100
Cas des demandes multidimensionnelles
On peut envisager une généralisation de la méthode présentée au paragraphe précé-
dent au cas des demandes multidimensionnelles. L’approche présentée ici a été initiée
par Koster et al. (1998) pour le cas de plusieurs biens homogènes et par Sprumont
(1998) pour les biens hétérogènes. Téjédo et Truchon (2000) généralisent la méthode
au contexte plus général envisagé ici.13
Un premier problème qui se présente dans cette démarche est celui d’ordonner des
demandes qui ne sont peut-être pas comparables. La solution adoptée consiste à ordon-
ner les demandes en termes des coûts qu’entraînerait leur réalisation indépendante :
c1 (q1) ≤ c2 (q2) ≤ ...≤ cn (qn) (2.11)
Dans le cas unidimensionnel, l’ordre q1 ≤ q2 ≤ ...≤ qn est équivalent à celui établi en
(2.11).
Avec des demandes multidimensionnelles, se pose aussi le problème de la construc-
tion des demandes intermédiaires Qi. Elle ne peuvent évidemment pas l’être comme
pour les demandes unidimensionnelles puisque qu’elles peuvent porter sur des biens
























13La méthode de répartition séquentielle peut, elle aussi, être vue comme un cas particulier de
répartition selon les coûts incrémentaux, c’est-à-dire de la forme (2.15). On indique comment dans
l’annexe 2.A.6.
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etc. Autrement dit, Q1 est déﬁn id em a n i è r eàc eq u el ec o û td ef a i r ec a v a l i e rs e u ls o i t
le même pour tous, Q2 d em a n i è r eàc eq u el ec o û td ef a i r ec a v a l i e rs e u ls o i tl em ê m e
pour les entités 2 à n, etc. C’est ce qui est fondamental.
Pour construire Q1, il s’agit donc de réduire les demandes des entités 2 à n jusqu’à
ce que leur coût de faire cavalier seul soit le même que pour l’entité 1 et ainsi de suite.
Il y a cependant plusieurs façons de réduire la demande d’une entité. Ici, on se limite
aux réductions proportionnelles, c’est-à-dire le long d’une rayon. Téjédo et Truchon









1 =1et où les autres τ1
i sont les solutions des équations :
ci (τiqi)=c1 (q1),i=2 ,...,n








2 =1et où les autres τ2
i sont les
solutions des équations :
ci (τiqi)=c2 (q2),i=3 ,...,n
et ainsi de suite jusqu’à n − 1. Comme dans le cas unidimensionnel, on a Qn = Q. Il
s’agit ensuite de calculer les C
¡
Qj¢
,j=1 ,...,n,et de les utiliser dans les fonctions
xi déﬁnies en (2.10).
Exemple 2.10 On considère à nouveau l’exemple original du gazoduc de la sous-
section 2.2.4. L’ordre original entre les régions respecte l’ordre des coûts de faire cavalier
seul ci (qi). Il faut commencer par construire les demandes intermédiaires Q1 et Q2.
Pour ce faire, il faut trouver, pour i =1 ,2 et pour j>i ,les valeurs des τj qui ramènent
les demandes des entités j à des niveaux qui font que leur coût soit identique à ceux de
qi. On appelle ces valeurs τi
j. Pour obtenir Q1, il faut donc résoudre les deux équations :
c2 (τ2q2) ≡ 6000
√
τ2 = 5600 ≡ c1 (q1)
c3 (τ3q3) ≡ 7000
√
τ3 = 5600 ≡ c1 (q1)
Pour obtenir Q2, il faut résoudre l’équation :
c3 (τ3q3) ≡ 7000
√
τ3 = 6000 ≡ c2 (q2)
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Il faut donc multiplier la demande de l’entité 2 par le facteur 0.871111 et celle de
l’entité 3 par le facteur 0.64 pour ramener leurs coûts respectifs à celui de q1. Il faut
aussi multiplier la demande de l’entité 3 par le facteur 0.734694 pour ramener son coût
à celui de q2.
En substituant ces valeurs dans :
ˆ Q(τ)=( ( 1 2 τ1,16τ1),(9τ2,0),(25τ3,49τ3))
on obtient ensuite Q1 et Q2 de même que les valeurs correspondantes de α et c :




























On remarquera la réduction des volumes, par rapport à ceux de Q, dans la deuxième
et la troisième composante de Q1. Dans Q2, seule la dernière diﬀère de celle Q. Il s’agit
ensuite d’appliquer la formule (2.10) aux coûts ainsi obtenus. Cela donne la répartition
suivante :
Beauce Saguenay Québec Total
x 3760.62 4025.24 4876.40 12662.26
% 30 32 39 100
2.4 Conclusion
Les méthodes de partage de coûts qui ont été présentées dans ce chapitre ont été
illustrées à l’aide d’un même exemple. La tentation pourrait être forte de chercher à
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choisir une méthode sur la base d’un seul ou même de plusieurs exemples ou sur la
base des répartitions qu’elle peut donner dans une situation particulière. C’est malheu-
reusement trop souvent la façon de faire. Il en résulte inévitablement des frustrations
et des conﬂits. C’est souvent les cas lorsqu’arrivent de nouveaux partenaires ou que le
contexte change de toute autre manière.
Idéalement, il faudrait choisir une méthode sur la base de ses propriétés, avant même
de connaître les résultats qu’elle peut donner, un peu comme un pays se dote d’une
constitution sans connaître toutes les répercussions qu’elle aura sur les citoyens actuels
et à venir. Dans le chapitre 3, on cherche à départager les méthodes de partage de
coûts sur la base des propriétés générales qu’elles peuvent ou non satisfaire. Certaines
d’entre elles concernent la cohérence des règles de répartition. Les autres peuvent
être associées à des considérations d’équité. On verra que certaines méthodes peuvent
être caractérisées comme étant les seules à satisfaire à un certain sous-ensemble de
propriétés.
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2.A Annexes
2.A.1 Sommaire des exemples
Répartition selon la méthode des bénéﬁces résiduels :
Beauce Saguenay Québec Total
x 3755.69 4116.61 4789.95 12662.26
% 30 32 38 100
Répartition selon la méthode de Moriarity :
Beauce Saguenay Québec Total
x 3812.29 4084.60 4765.37 12662.26
% 30 32 38 100
Répartition selon la méthode de Louderback :
Beauce Saguenay Québec Total
x 3903.50 4727.63 4031.13 12662.26
% 31 37 32 100
Tariﬁcation au coût marginal avec répartition égalitaire du déﬁcit :
Beauce Saguenay Québec Total
x 3902.65 3610.38 5149.23 12662.26
% 31 29 41 100
Répartition à la Aumann-Shapley :
Beauce Saguenay Québec Total
x 3584.56 3000.00 6077.70 12662.26
% 28 24 48 100
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Moyenne des répartitions selon les coûts incrémentaux :
Beauce Saguenay Québec Total
x 3606.26 4732.05 4323.95 12662.26
% 28 37 34 100
Répartition à la Shapley-Shubik :
Beauce Saguenay Québec Total
x 3728.22 4097.10 4836.94 12662.26
% 29.4 32.4 38.2 100
Répartition selon le nucléole :
Beauce Saguenay Québec Total
x 3835.70 4173.44 4653.12 12662.26
% 30 33 37 100
Répartition séquentielle :
Beauce Saguenay Québec Total
x 3760.62 4025.24 4876.40 12662.26
% 30 32 39 100
2.A.2 Notation
— Étant donnée une suite de nombres q1,...,q n,
Pn
i=1 qi représente leur somme.
—S iN = {1,2,...,n}, c’est-à-dire si N est l’ensemble des entiers 1,2,...,n, la





{qi} et max{q1,...,q n} désignent le plus grand des nombres du vecteur
(q1,...,q n).
2.A.3 La fonction b c
Rappelons-nous la déﬁnition de ˆ c. Pour tout sous-ensemble S de N, on déﬁnit
d’abord la demande QS en annulant les composantes de Q qui correspondent aux
entités qui n’appartiennent pas à S. On déﬁnit ensuite ˆ c(S) c o m m el ec o û td ed e s s e r v i r
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le sous-ensemble d’entités S, à l’exclusion des autres. Le coût de desservir toutes les
entités à la fois est ˆ c(N). ˆ c est une fonction déﬁnie sur la famille de tous les sous-
ensembles non-vides de N. Le lien entre les fonctions ˆ c, c et C pour l’exemple du




















On calcule ensuite les valeurs de ˆ c({1,2}), ˆ c({1,3}) et ˆ c({2,3}). On obtient celle
de ˆ c({1,2}) en appliquant d’abord la règle d’agrégation α à Q{1,2}, qui est obtenu
en annulant la demande de l’entité 3. Essentiellement, on obtient un gazoduc dont la
capacité entre Québec et Montréal est égale à la somme des demandes de la Beauce






















On obtient ˆ c({1,3}) et ˆ c({2,3}) de façon similaire :



















































=5 6 0 0
CIRANO 2006 75Chapitre 2. Méthodes de partage de coûts : un survol


































On peut maintenant calculer le coût incrémental de desservir l’entité i en plus des
autres dans N. Il est déﬁni par : cmi (Q)=C (Q) − C
¡
QN\{i}¢
=ˆ c(N) − ˆ c(N\{i}).
On a donc :
cm1 (Q)=ˆ c(N) − ˆ c({2,3}) = 12662.26 − 10000.00 = 2662.26
cm2 (Q)=ˆ c(N) − ˆ c({1,3}) = 12662.26 − 9662.26 = 3000.00
cm3 (Q)=ˆ c(N) − ˆ c({1,2}) = 12662.26 − 9182.58 = 3479.68
Ces valeurs et celles de c1 (q1) ≡ ˆ c({1}),c 2 (q2) ≡ ˆ c({2}) et c3 (q3) ≡ ˆ c({3}) sont
reportées dans le tableau de la page 50.
2.A.4 Recherche du nucléole
On trouve le nucléole en résolvant une suite de problèmes linéaires déﬁnis par :
Pk =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
max
x,ε ε sous les contraintes
P
i∈S




xi =ˆ c(S) − εk ∀S ∈ Nk
P
i∈S
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Le dual de ce problème14 s’écrit :
Dk =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨







u(S)(ˆ c(S) − εκ)+
P
S∈N\(N1∪···∪Nk)








u(S) ≥ 0 ∀S ∈ N\(N1 ∪ ···∪ Nk)




des problèmes (Pk−1,D k−1),s i:
N\(N1 ∪ ···∪ Nk−1) 6= ∅
on obtient le couple de problèmes (Pk,D k) en posant :
Nk = {S ∈ N\(N1 ∪ ···∪ Nk−1):u(S) > 0}
Le premier problème primal de cette suite est P0 :
max
x,ε
ε sous les contraintes
X
i∈S








est un couple de solutions des problèmes (P0,D 0), on a :




e(x,S) où X =
n
x ∈ Rn :
P
j∈N xj =ˆ c(N)
o
Autrement dit, ε1 est le plus grand surplus que la coalition la plus défavorisée peut
recevoir. Cependant e(x1) n’est pas nécessairement le plus grand vecteur de surplus,
lexicographiquement parlant. Il se peut qu’il y ait une autre répartition qui améliore le
surplus de certaines coalitions parmi celles qui obtiennent ε1 ou qui améliore le surplus
des coalitions qui obtiennent le deuxième meilleur surplus sous x1, le troisième meilleur
surplus, etc., au détriment des plus grands surplus.
Un théorème fondamental de la programmation linéaire aﬃrme qu’on a u1 (S) > 0




14On se rapportera à l’annexe 3.A.4 pour un bref rappel sur la programmation linéaire.
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i + ε1 =ˆ c(S) pour toute autre solution
¡
x∗,ε1¢
du primal. À l’inverse,




donne un plus grand surplus à cette coalition. C’est ce qu’on recherche avec les autres
problèmes de cette suite, en même temps qu’on cherche à améliorer le deuxième meilleur
surplus, le troisième, etc.
La solution xk du problème Pk−1 constitue le nucléole si N\(N1 ∪ N2 ∪ ···∪ Nk)
contient au plus une des coalitions N\{i},i∈ N. En eﬀet, si N\{i} ∈ Nκ pour un
i ∈ N et un κ ∈ {1,...,k}, on a
P
j∈N\{i} xj =ˆ c(N\{i})−εκ pour toutes les solutions
des problèmes Pκ,P κ+1, etc. En combiant ce fait avec la contrainte
P
j∈N xj =ˆ c(N),




j∈N\{i} xj =ˆ c(N)−ˆ c(N\{i})+εκ. Si n−1 de ces contributions
sont ainsi déterminées, la ne l’est également.15 E nv e r t ud ec ec r i t è r e ,i ls ep e u tq u ’ o n
n’ait pas à résoudre les problèmes (Pk,D k) même si N\(N1 ∪ ···∪ Nk−1) 6= ∅.16
Comme le nombre de coalitions croît de façon exponentielle avec n, il en va de
même de la taille des problèmes (Pk,D k). La recherche du nucléole peut donc devenir
prohibitive si le nombre d’entités devient très grand. Il existe cependant des façons de
simpliﬁer cet algorithme pour des classes particulières de problèmes.17 Entre autres, il
suﬃt de résoudre le dual, qui est plus facile à traiter, jusqu’à ce que le critère d’arrêt
qui vient d’être déﬁni soit satisfait. Seule la solution du primal de la dernière étape,
celle qui constitue le nucléole, est requise.
L’exemple du Tableau 2.1 illustre cet algorithme. On notera que, avec x1, on a
e({1})=e({3})=e({1,2})=ε1. Cependant, comme u({1})=0 , la coalition {1}
ne fait pas partie de N1. Autrement dit, le surplus de cette coalition n’est pas ﬁxé à
ε1. Eﬀectivement, il est augmenté de ε1 à ε2 à l’itération suivante.18 On a eu besoin
de trois itérations pour satisfaire au critère d’arrêt. Cependant, on aurait pu conclure
que x2 constitue le nucléole du fait que {1},{2},{3} ⊂ N1 ∪N2. En eﬀet, cela signiﬁe
que les valeurs de x1,x 2 et x3 ont été déterminées de façon déﬁnitive.
15Ce raisonnement conﬁrme l’unicité du nucléole.
16Comme on va le voir dans l’exemple qui suit, on pourra dans certains cas s’arrêter plus tôt.
17Voir, entre autres, Granot, Granot et Zhu (1998), de qui nous nous sommes inspirés pour énoncer
cet algorithme.
18Ajouter {1} à N1 aurait donné x =( 5 .0,5.5,4.5) comme solution ﬁnale, avec un vecteur de surplus
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ˆ c({1})=5 ˆ c({2})=6 ˆ c({3})=4
ˆ c({1,2})=1 0 ˆ c({1,3})=1 0 ˆ c({2,3})=1 1
ˆ c({1,2,3})=1 5
x1 x2 x3 ε
¡
x1,ε1¢
5.55 .04 .5 −0.5
¡
x2,ε2¢
4.75 5.75 4.5 0.25
¡
x3,ε3¢
4.75 5.75 4.5 0.75
u({1}) u({2}) u({3}) u({1,2}) u({1,3}) u({2,3}) u({1,2,3})
u1 00 0 .50 .50 0−0.5
u2 0.50 .50 .50 0 0 −0.5




e({1}) e({2}) e({3}) e({1,2}) e({1,3}) e({2,3})
x1 −0.51−0.5 −0.50 1 .5
x2 0.25 0.25 −0.5 −0.50 .75 0.75
x3 0.25 0.25 −0.5 −0.50 .75 0.75













Tableau 2.1 — Exemple de calcul du nucléole
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2.A.5 Répartition selon les coûts incrémentaux
L’approche qui est présentée ici s’inspire de Moulin (1999) et de Friedman et Moulin
(1999). On considère une suite croissante de demandes Q =
¡
Q0,Q 1,Q 2,...,Q h¢
, de
même dimension que Q =( q1,...,q n) et telle que Q0 =0et Qh = Q. De plus, pour
tout Qt 6= Qh de la suite Q, une et une seule composante qt+1
i −qt
i de Qt+1−Qt doit être
semi-positive, les autres étant nulles. Dans le cas des demandes scalaires, semi-positif
signiﬁe positif. Dans le cas des demandes vectorielles, les composantes de Qt+1 − Qt
sont des suites (vecteurs). Une composante qt+1
i − qt
i est semi-positive si au moins un
d e sé l é m e n t sd eqt+1
i −qt
i est positif, les autres étant non-négatifs. On écrit qt+1
i −qt
i > 0
pour indiquer que la composante est semi-positive.


























est le coût incrémental pour i de passer de Qt à Qt+1. Ce coût est imputé
à une seule entité, celle qui est responsable de l’accroissement de la demande.


































De plus, xi(Q,C) ≥ 0.
La formule (2.15) est la règle de répartition selon les coûts incrémentaux corres-
pondant à la suite Q. Chaque suite Q déﬁnit évidemment une règle diﬀérente.




telle que Q1 =( 1 ,0,...,0),Q 2 =( 1 ,1,0,...,0),Q 3 =
(1,1,1,0,...,0),...,Q n =( 1 ,...,1),Q n+1 =( 2 ,1,...,1),Q n+2 =( 2 ,2,1,...,1),
etc., avec la restriction qu’aucune composante des éléments de la suite ne peut dépas-
ser la composante correspondante de Q. Les éléments qui violeraient cette restriction
sont tout simplement omis de cette suite. En somme, les entités sont servies à tour de
rôle, dans l’ordre où elles sont indexées, jusqu’à ce que leur demande soit complètement
satisfaite. Ce cas particulier peut être généralisé au cas des demandes multidimension-
nelles. À tour de rôle, on augmente d’une unité les composantes de chaque entité qui
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sont inférieures à sa demande et ce jusqu’à l’obtention des demandes de toutes les
entités.
La règle de répartition qui résulte de cette suite de demandes s’apparente à celle
de Aumann-Shapley. Dans le cas où le sentier est confondu avec le rayon allant de
l’origine au point Q et où les unités des biens sont inﬁniment petites, cette règle est
eﬀectivement celle de Aumann-Shapley. Sinon, une règle de répartition par les coûts
incrémentaux peut donner des résultats diﬀérents de ceux auxquels conduit la règle de
Aumann-Shapley lorsque la fonction de coût est diﬀérentiable.
Exemple 2.11 Dans le cas de l’exemple du gazoduc, on considère une suite où les
régions sont servies successivement selon l’ordre Beauce, Saguenay, Québec et où elles
reçoivent une unité supplémentaire pour les deux périodes, chaque fois que c’est leur
tour, mais sans jamais dépasser leurs demandes totales. Formellement :
Q1 =( ( 1 ,1),(0,0),(0,0))
Q2 =( ( 1 ,1),(1,0),(0,0))
Q3 =( ( 1 ,1),(1,0),(1,1))
Q4 =( ( 2 ,2),(1,0),(1,1))
Q5 =( ( 2 ,2),(2,0),(1,1))
. . .
Q74 =( ( 1 2 ,16),(9,0),(25,49))
On remarque que le Saguenay ne reçoit jamais rien en deuxième période parce que sa
demande pour cette période est nulle. La règle de répartition selon les coûts incrémen-
taux correspondant à cette suite donne la répartition suivante :
Beauce Saguenay Québec Total
x 4096.57 4564.19 4001.49 12662.26
% 32 36 32 100
E l l ee s tf o r td i ﬀérente de celle obtenue avec la méthode Aumann-Shapley. On pourrait
attribuer cette diﬀérence à l’ordre dans lequel les régions sont servies. La répartition
suivante est la moyenne des répartitions obtenues avec les six ordres possibles entre les
régions :
CIRANO 2006 81Chapitre 2. Méthodes de partage de coûts : un survol
Beauce Saguenay Québec Total
x 3606.26 4732.05 4323.95 12662.26
% 28 37 34 100
Cette répartition est elle aussi très diﬀérente de celle obtenue avec la méthode Aumann-
Shapley. Pour se rapprocher davantage de la méthode Aumann-Shapley, il faudrait
déﬁnir une suite qui soit le plus près possible du rayon allant de l’origine à Q. Avec la
suite utilisée, on se déplace d’abord à peu près à 45◦ par rapport aux axes, c’est-à-dire
qu’on sert toutes les entités sur à peu près la même base, puis on bifurque vers le point
ﬁnal Q, i.e. on sert ceux dont la demande est la plus forte. Les derniers déplacements
se font parallèlement à certains des axes.
2.A.6 Répartition séquentielle et coûts incrémentaux
La méthode de répartition séquentielle peut être vue comme un cas particulier de
répartition selon les coûts incrémentaux. Elle peut être mise sous la forme (2.15), à
condition de modiﬁer la déﬁnition de ∂iC. Manifestement, le sentier le long duquel les
∂iC doivent être évalués est déﬁni par Q =
¡
0,Q 1,...,Q h¢
où les Qi sont les demandes


































dans (2.10) à la page 67, on peut


















Il s’agit de la formule (2.15) de la page 80.
Dans le cas des demandes unidimensionnelles et homogènes, c’est-à-dire lorsque α
est de la forme α(Q)=
Pn
i=1 qi, la règle de répartition séquentielle peut aussi être
déﬁnie par l’intégrale du coût marginal de chaque entité le long du sentier continu Γ
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∂iC (λ,...,λ)dλ = C
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Q1¢
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Et ainsi de suite.
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3.1 Introduction
Dans le chapitre 2, on a présenté un survol des principales méthodes de répartition
de coûts qu’on retrouve dans la littérature. On les a regroupé en trois catégories, les
méthodes de proportionnalité, celles qui sont issues de la théorie des jeux coopératifs
et les méthodes de répartition séquentielle. On a comparé ces méthodes à l’aide d’un
exemple ﬁctif de gazoduc. Toutefois, il serait dangereux de choisir une méthode sur la
base d’un seul ou même de quelques exemples. Une méthode peut produire des résultats
satisfaisants dans un contexte particulier mais elle peut donner des aberrations lorsque
ce contexte vient à changer (arrivée d’un nouveau partenaire, changements dans les
besoins, les coûts, etc.). Idéalement, il faudrait faire le choix d’une méthode sur la base
de ses propriétés, avant même de connaître les résultats qu’elle peut donner. Aussi,
est-il important de chercher à départager les méthodes de répartition des coûts sur la
base de propriétés générales qu’elles peuvent ou non satisfaire. C’est l’objet du présent
chapitre.
On commence par énoncer un certain nombre de propriétés qu’on pourrait juger
souhaitables, de façon générale ou dans certaines circonstances. Certaines d’entre elles
peuvent être associées à des considérations d’équité : comment traite-t-on les demandes
comparables, y a-t-il protection des petits contre l’ampleur de la demande des plus gros,
comment les parts des coûts évoluent-elles avec les demandes et les coûts, dans quels
intervalles les contributions se situent-elles? Les autres propriétés concernent la co-
hérence des règles de répartition : les contributions sont-elles indépendantes du choix
des unités de mesure, sont-elles proportionnelles aux demandes lorsque les coûts le
sont, sont-elles les mêmes, qu’on applique la règle au coût total ou séparément à diﬀé-
rents éléments de coûts, etc.? Ces deux catégories ne sont cependant pas parfaitement
étanches. Certaines propriétés normatives incorporent des éléments de cohérence et
réciproquement.
Après avoir passé en revue les diﬀérentes propriétés, on examine chacune des règles
présentées dans le chapitre 2 et on indique quelles sont les propriétés qu’elles satis-
font et qu’elles sont celles qu’elles violent dans au moins un contexte. Ces résultats
sont résumés dans le Tableau 3.1 de la page 112. Certaines méthodes peuvent être ca-
ractérisées comme étant les seules à satisfaire un certain sous-ensemble de propriétés.
À l’inverse, certaines propriétés sont incompatibles entre elles. On énonce un certain
nombre de propositions à ce sujet. Les démonstrations sont données dans les annexes, à
moins que les propositions aient déjà été démontrées dans la littérature. Le Tableau 3.2
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de la page 113 résume un certain nombre de caractérisations. On termine le chapitre
avec quelques considérations sur le choix d’une méthode.
3.2 Propriétés normatives
Les propriétés, dites normatives, sont regroupées en cinq catégories qui font l’objet
d’autant de sous-sections. Rappelons qu’un problème de partage de coûts est déﬁni
par le vecteur des demandes de n entités, Q =( q1,...,q n), où les composantes qi
peuvent également être des vecteurs, et par une fonction C qui donne le coût C (Q) de
satisfaire à la demande Q. Une règle de partage de coûts est une fonction x qui, pour
toute demande Q e tt o u t ef o n c t i o nd ec o û tC, spéciﬁel ap a r td uc o û tC (Q) supportée
par les diﬀérentes entités. On note xi(Q,C) la charge imputée à l’entité i et x(Q,C)
le vecteur de ces dernières.
On représente la demande d’un sous-ensemble S d’entités par QS, qui est le vecteur
Q dans lequel toutes les demandes, autres que celle des entités de S, sont ramenées à




Comme cas particulier, on a C
¡
Q{i}¢




pour chaque entité i.
3.2.1 Traitement égalitaire des équivalents
Le minimum qu’on puisse demander à une règled ep a r t a g ed ec o û t s ,c ’ e s tq u ’ e l l e
traite de la même façon les entités qui ont des demandes comparables et en parti-
culier des demandes identiques. C’est ce qu’exige la condition (TEE) ci-dessous. De
manière plus générale, la comparaison entre les demandes de deux entités pose pro-
blème lorsqu’elles portent sur des biens ou caractéristiques diﬀérentes. Toutefois, on
peut considérer ces demandes comme étant suﬃsamment similaires si les quantités de-
mandées sont les mêmes et si on peut interchanger les demandes des deux entités sans
changer le coût total. C’est le cas lorsque la fonction de coût est symétrique par rap-
port aux demandes des deux entités. De façon précise, la fonction C est symétrique par
rapport aux demandes de deux entités i et j si C (Q)=C (Qij) pour toute demande Q
et la demande Qij obtenue en interchangeant simplement qi et qj dans Q. La condition
(S), plus forte que (TEE), exige que de telles demandes soient également traitées de la
même façon. Finalement, on peut considérer des demandes comme étant équivalentes
si elles satisfont un même critère. Celui qu’on a retenu dans le chapitre précédent est le
coût de faire cavalier seul. La condition (TE), plus forte que les deux autres, exige que
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des demandes ayant le même coût de faire cavalier seul soient également traitées de
la même façon. Une dernière condition va plus loin. Elle requiert que les contributions
exigées des entités aillent dans le sens de leurs coûts de faire cavalier seul.
Traitement égalitaire des égaux (TEE) Cette propriété dit que, si les biens
sont homogènes et si deux entités demandent les mêmes quantités de ce bien, elles
devraient se voir imputer la même part des coûts totaux. De façon formelle, qi = qj
devrait entraîner xi(Q,C)=xj(Q,C).
Symétrie (S) Une règle de partage de coûts satisfait à la symétrie si qi = qj entraîne
xi(Q,C)=xj(Q,C), lorsque la fonction C est symétrique par rapport aux demandes
des entités i et j. Cette propriété est en fait un cas particulier de (TE).
Traitement égalitaire des équivalents (TE) Cette propriété dit que, si deux
entités ont des coûts de faire cavalier seul identiques, elles devraient se voir imputer
la même part des coûts totaux. De façon formelle, ci (qi)=cj (qj) devrait entraîner
xi(Q,C)=xj(Q,C).
Préservation des rangs (RG) Selon cette propriété, les contributions relatives aux
coûts totaux des diﬀérentes entités devraient aller dans le sens de leurs coûts de faire
cavalier seul. De façon formelle, ci (qi) ≤ cj (qj) devrait entraîner xi(Q,C) ≤ xj(Q,C).
Remarque 3.1 La propriété (RG) implique (TE), qui implique (S), qui implique
(TEE).
3.2.2 Le principe séquentiel
Dans certaines situations, on peut se préoccuper de l’impact des demandes im-
portantes sur les contributions des entités dont les demandes sont plus faibles. Par
exemple, s’agissant de partager le coût d’une route menant à diﬀérents sites en forêt,
l e st e n a n t sd e ss i t e sl e sp l u sr a p p r o c h é sp euvent souhaiter ne pas être à la merci de
ceux qui pourraient aller s’installer à l’autre bout du monde. À l’inverse, dans un projet
où les économies d’échelle sont importantes, une entité ayant de gros besoins peut sou-
haiter que ce ne soit pas les petits qui proﬁtent, à ses dépens, des économies d’échelle
dont il est responsable. Les propriétés qui sont présentées dans cette sous-section sti-
pulent l’invariance des contributions exigées des petits par rapport à l’ampleur des plus
grandes demandes. Elles sont à la base des règles de répartition séquentielle.
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La première de ces propriétés est énoncée directement en termes de l’ampleur des
demandes, telles que mesurées par les quantités demandées. Cette déﬁnition a du sens
dans le contexte où les entités exigent un même bien privé et où elles peuvent être or-
données en termes des quantités demandées. Dans un contexte plus général, les quanti-
tés demandées ne sont pas nécessairement comparables entre elles. Comment ordonner
les entités dans un tel contexte? La réponse de Sprumont (1998) à cette question est
d’ordonner les entités par rapport aux contributions exigées d’elles selon la règle de
partage envisagée. Cela donne lieu au principe séquentiel. Dans un contexte général
où les demandes peuvent prendre toutes sortes de formes, le principe séquentiel est
très exigeant. On peut l’aﬀaiblir et exiger seulement que les contributions des petits ne
changent pas dans l’éventualité où les plus gros augmentent leurs demandes de façon
proportionnelle. En résulte alors le principe séquentiel radial.
Insensibilité à l’ampleur des plus grandes demandes (PG) Cette propriété
exige que la contribution d’une entité ne soit pas aﬀectée par l’ampleur des demandes
plus grandes que la sienne. Une entité ne devrait pas subir les externalités associées
à ces plus grandes demandes, ou en proﬁt e rs e l o nl ec a s .O nl ad é ﬁnit formellement
comme suit. Soit une entité i et deux demandes Q et Q0 telles que q0
j = qj pour j = i
et pour tout j tel que qj <q i et q0
j ≥ qj pour tout j 6= i tel que qi ≤ qj. On devrait
alors avoir xi(Q,C)=xi(Q0,C).
Principe séquentiel (PS) Il s’agit d’une version plus forte de la propriété précé-
dente. Elle dit que la contribution d’une entité ne devrait pas être aﬀectée par l’ampleur
des demandes des entités dont les contributions sont plus élevées que la sienne. On la
déﬁnit formellement comme suit. Soit une entité i et deux demandes Q et Q0 telles
que :
— q0
j = qj pour j = i et pour tout j tel que xj(Q,C) <x i(Q,C),
— q0
j ≥ qj pour tout j tel que xi(Q,C) ≤ xj(Q,C).
On devrait alors avoir xi(Q,C)=xi(Q0,C).
Principe séquentiel radial (PSR) Il s’agit d’une version plus faible de la propriété
précédente. Elle dit que la contribution d’une entité ne devrait pas être aﬀectée par une
augmentation proportionnelle des demandes (multidimensionnelles) des entités
dont les contributions sont plus élevées que la sienne. On la déﬁnit formellement comme
suit. Soit une entité i et deux demandes Q et Q0 telles que :
— q0
j = qj pour j = i et pour tout j tel que xj(Q,C) <x i(Q,C),
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— q0
j = βjqj avec βj ≥ 1 pour tout j tel que xi(Q,C) ≤ xj(Q,C).
On devrait alors avoir xi(Q,C)=xi(Q0,C).
3.2.3 Traitement des entités négligeables
Les propriétés de cette sous-section constituent une suite naturelle au principe sé-
quentiel. On pourrait avoir de sérieux doutes sur une règle qui imputerait une part de
coûts positive à une entité qui aurait une demande nulle. Une des propriétés énoncées
ci-dessous va plus loin, en exigeant que les parts des autres agents soient insensibles
à l’élimination d’une entité dont la demande est nulle. Il y a également une part de
cohérence dans une telle propriété. Une propriété encore plus forte exige que les contri-
butions des autres agents soient insensibles à l’élimination d’une entité dont l’ajout de
la demande à n’importe quel sous-ensemble des autres entités, entraîne toujours un
accroissement de coûts égal à son coût de faire cavalier seul, ce qui implique que cet
agent paie son coût de faire cavalier seul. Une dernière propriété exige que les contri-
butions des agents soient ordonnées de la même façon que leurs coûts de faire cavalier
seul.
Dans les déﬁnitions qui suivent, Q−i est le vecteur des demandes Q duquel on a
éliminé la composante qi alors que C−i est la restriction de C au vecteur Q−i et xN\{i}
celle de la règle x à (Q−i,C −i).
Insensibilité des contributions aux demandes nulles (IDN) Si une entité a une
demande nulle, les contributions des autres ne devraient pas dépendre de la présence













Insensibilité des contributions aux entités négligeables (IEN) Une entité i






= ci (qi) pour tout
sous-ensemble S ⊂ N\{i}. Une entité est négligeable si elle est négligeable quel que
soit le problème.
On dit qu’une règle de répartition est insensible à l’élimination d’une entité négli-
geable si les contributions exigées des autres entités restent les mêmes une fois éliminée
l’entité négligeable du problème de répartition des coûts. Cette propriété implique que
l’entité négligeable paie exactement son coût de faire cavalier seul. Elle va cependant
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plus loin en spéciﬁant que le retrait de cette entité du problème de partage ne doit
pas changer les contributions des autres. Elle constitue donc une forme de cohérence.
Formellement, si l’entité i est négligeable, on doit avoir :
x
N\{i}
j (Q−i,C −i)=xj (Q,C) ∀j ∈ N\{i}
ce qui implique xi (Q,C)=ci (qi).
Insensibilité du classement des contributions aux entités non pertinentes
(INP) Le classement des contributions de deux entités ne doit pas dépendre de
la demande des autres entités. Formellement, étant donné deux problèmes (Q,C) et
(Q0,C) et deux entités i et j tels que qi = q0
i et qj = q0
j, on doit avoir :








Remarque 3.2 La propriété (IEN) implique évidemment (IDN). Par contre, dans la
mesure où le coût incrémental d’ajouter une entité dont la demande est nulle à d’autres
est toujours nul, la propriété (IDN) est plus faible que (IEN). S’il s’agit de comparer
les propriétés (IEN) et (INP), aucune n’est plus forte que l’autre.
3.2.4 Monotonie
On s’attend généralement à ce que les entités paient davantage lorsqu’elles aug-
mentent leurs exigences ou quand les coûts augmentent. La monotonie par rapport
aux coûts et la monotonie par rapport à la demande, déﬁnies ci-après, traduisent cette
préoccupation. Dans certaines circonstances, on peut aussi s’intéresser à la façon dont
la contribution d’une entité peut être aﬀectée par le changement de la demande des
autres entités. Dans certains cas, elles peuvent augmenter et dans d’autres diminuer. On
parle de monotonie croisée positive quand elles augmentent toutes et négative quand
elles diminuent toutes. Ces propriétés s’avèrent très fortes dans un contexte général et
il faudra souvent se contenter de la monotonie le long d’un rayon.
Monotonie par rapport aux coûts (MCT) Cette propriété veut que, si les coûts
devaient s’avérer plus élevés que prévu, quelle que soit l’ampleur du projet ou les
niveaux de production à réaliser, alors les parts des coûts imputées aux diﬀérentes
entités ne devraient pas diminuer. Formellement, étant donné deux problèmes (Q,C)
et (Q,C0) tels que C (Q) ≤ C0 (Q), on devrait avoir xi (Q,C) ≤ xi (Q,C0) pour chaque
entité i. On peut la voir comme une propriété incitative. Les entités devraient être
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encouragées à réduire leurs coûts en les faisant bénéﬁcier de ces réductions. Comme
on le verra, cette propriété est très forte et est satisfaite par très peu de méthodes.
Il existe des formes plus faibles de monotonie par rapport aux coûts sur lesquelles on
reviendra en temps et lieu.
Monotonie par rapport à la demande (MD) Cette propriété exige que la contri-
bution demandée à une entité ne décroisse jamais par rapport aux quantités demandées
par cette entité. Formellement, si on a deux problèmes (Q,C) et (Q0,C) et une entité
i tels que qi ≤ q0
i alors que qj = q0
j pour toute autre entité j, on devrait observer
xi (Q,C) ≤ xi (Q0,C).
Dans la mesure où une augmentation de la demande entraîne généralement une
augmentation de coût, on peut s’attendre à ce que (MD) soit violée lorsque (MCT)
l’est.
Monotonie par rapport à des changements proportionnels dans la demande
(MDR) Cette propriété, conçue pour les demandes multidimensionnelles, exige que
la contribution exigée d’une entité ne décroisse jamais lorsque cette entité augmente
les quantités qu’elle demande de façon proportionnelle. Formellement, si on a deux
problèmes (Q,C) et (Q0,C) et une entité i tels que q0
i = βqi avec β > 1 alors que
qj = q0
j pour toute autre entité j, on devrait observer xi (Q,C) ≤ xi (Q0,C).
Monotonie croisée positive par rapport à la demande (MCP) La monotonie
croisée positive dans la demande exige que l’accroissement de la demande d’une entité
n’entraîne pas de baisse des contributions exigées des autres entités. Formellement, si
on a deux problèmes (Q,C) et (Q0,C) et une entité i tels que qi ≤ q0
i alors que qj = q0
j
pour toute autre entité j, on devrait observer xj (Q,C) ≤ xj (Q0,C) pour toutes les
entités autres que i.
Monotonie croisée négative par rapport à la demande (MCN) Si on a deux
problèmes (Q,C) et (Q0,C) et une entité i tels que qi ≤ q0
i alors que qj = q0
j pour toute
autre entité j, on devrait observer xj (Q,C) ≥ xj (Q0,C) pour toutes les entités autres
que i.
Monotonie croisée (positive MCPR ou négative MCNR) par rapport à des
changements proportionnels dans la demande La contribution exigée d’une
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entité ne doit pas décroître ou croître lorsqu’une autre entité augmente les quantités
qu’elle demande de façon proportionnelle.
3.2.5 Bornes sur les contributions
Au delà des propriétés normatives qui précèdent, une entité sera souvent intéressée
à connaître a priori les contributions minimale et maximale qu’on pourra exiger d’elle.
Par exemple, si les entités sont libres de participer à un projet commun, chacune
d’elle le fera si elle est assurée de ne pas payer plus que son coût de faire cavalier
seul, une propriété qu’on appelle la participation. Les entités peuvent exiger davantage
dans la mesure où des sous-groupes pourraient toujours choisir de former des alliances
pour répondre à leurs besoins. Pour contrer ce type de déviation, on ne devrait pas
exiger davantage des membres de toutes les coalitions possibles que le coût auquel ces
coalitions pourraient fonctionner seules. Une répartition qui rencontre cette propriété
appartient au coeur du jeu de coût, tel que déﬁni dans les chapitres 2 et 5. On sait que
le coeur existe en présence d’économies d’échelle.
En cas de déséconomies d’échelle, au moins une entité devra payer davantage que
s o nc o û td ef a i r ec a v a l i e rs e u l .C ’ e s td i r eq u e le coeur n’existe pas. On peut néanmoins
forcer les entités à coopérer et à partager les coûts parce qu’un projet commun peut
comporter des avantages, esthétiques par exemple, pour l’ensemble de la société. Au-
tant on peut considérer comme équitable que les entités ne paient pas plus que leur
coût de faire cavalier seul lorsque c’est possible, autant on devrait exiger que chaque
entité paie au moins son coût de faire cavalier seul et que les membres de chaque coa-
lition possible paient ensemble au moins le coût auquel elle pourrait fonctionner seule
lorsque cela est possible, comme lorsqu’il y a déséconomies d’échelle. On dira d’une
répartition qui rencontre cette propriété qu’elle satisfait le test de l’anti-coeur.
Participation (PA) La participation veut qu’aucune entité ne se voit imputer une
part des coûts supérieure à son coût de faire cavalier seul, c’est-à-dire xi (Q,C) ≤ ci (qi)
pour tout i.
Anti-participation (APA) C’est l’inverse de la propriété précédente. Chaque unité
paie au moins son coût de faire cavalier seul, c’est-à-dire xi (Q,C) ≥ ci (qi) pour tout
i.
Test du coeur (CO) Une répartition passe le test du coeur lorsque l’imputation
qu’elle donne pour n’importe quel sous-ensemble d’entités ne dépasse pas le coût to-
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tal auquel cette coalition pourrait fonctionner seule dans le cas où il existe des im-
putations ayant cette propriété. Formellement,
P




sous-ensemble S de N. On peut écrire cette inégalité sous la forme
P




. Sous cette forme, la propriété veut que chaque coalition se voit
imputer un montant au moins aussi élevé que le coût supplémentaire qu’elle impose à
la coalition complémentaire N\S lorsqu’elle la rejoint pour former la grande coalition
N. Si ce n’était pas le cas, les membres de la coalition N\S verseraient un subside
aux membres de la coalition S, d’où une objection possible de leur part. On peut donc
voir (CO) comme une condition spéciﬁant l’absence d’interﬁnancement ou encore la
robustesse à la sécession.
Le test du coeur implique évidemment la participation dans la mesure où on admet
les singletons comme coalitions dans le test du coeur.
Test de l’anti-coeur (ACO) Une répartition passe le test de l’anti-coeur lorsque
l’imputation qu’elle donne pour n’importe quel sous-ensemble d’entités n’est pas in-
férieure au coût total auquel cette coalition pourrait fonctionner seule dans le cas
où il existe des imputations ayant cette propriété. Formellement,
P




, pour tout sous-ensemble S de N, lorsque possible.
Suit une proposition qui relie ces dernières propriétés à la monotonie croisée.
Proposition 3.1 Toute règle qui satisfait à la monotonie croisée négative par rapport
à des changements proportionnels dans la demande satisfait également au test du coeur.
À l’inverse, toute règle qui satisfait à la monotonie croisée positive par rapport à des
changements proportionnels dans la demande satisfait au test de l’anti-coeur.
Le premier énoncé a été démontré par Moulin (1986) dans le contexte d’un seul
bien privé homogène. Il a été généralisé par Téjédo et Truchon (2002) à l’anti-coeur
et au contexte plus général. En fait, les versions plus faibles de monotonie croisée que
sont (MCNR) et (MCPR) leur suﬃsent pour établir ces résultats.
Il ne serait pas raisonnable d’exiger les propriétés (PA) et encore moins (CO)
dans toutes les circonstances. Tout au plus devrait-on exiger d’une règle qu’elle donne
des répartitions qui satisfont (PA) ou (CO) lorsque de telles répartitions existent.
Dans le cas de (CO), on dit alors que le coeur existe. On sait que c’est le cas en
présence d’économies d’échelle. La satisfaction de (PA), quant à elle, est possible sous
l’hypothèse C (Q) ≤
Pn
i=1 ci (qi). Le même genre de remarque s’applique à (MCN).
Une telle condition a du sens uniquement en présence d’économies d’échelle.
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3.3 Propriétés de cohérence
On peut souhaiter une certaine cohérence de la part d’une règle de partage de coûts,
par exemple qu’elle donne les mêmes résultats, peu importe les unités de mesure qui
sont utilisées ou peu importe qu’on l’applique séparément à divers éléments de coût ou
globalement à l’ensemble des coûts ou encore qu’on l’applique séparément à certaines
entités ou à l’ensemble des entités. Les propriétés qui suivent sont de cette nature.
3.3.1 Insensibilité aux unités de mesure
On a souvent le choix des unités dans lesquelles on va exprimer les caractéristiques
des demandes et des projets dont on doit partager les coûts. Par exemple, on peut
exprimer la longueur d’une piste d’atterrissage en mètres ou en pieds, la résistance
d’un barrage en Kg par centimètre carré ou en livres par pouce carré, la température
minimale à laquelle il devra résister en degrés Celsius ou Fahrenheit. On ne voudrait
évidemment pas que la fraction des coûts échéant à chaque entité dépende du choix des
unités. En particulier, on voudrait que les répartitions produites par une règle soient
insensibles à des transformations linéaires (changements proportionnels) des unités de
mesure. S’il s’agit de passer des degrés Celsius à Fahrenheit, on parle alors de transfor-
mation aﬃne (changements proportionnels plus ajout ou retrait d’une constante). On
peut même aller plus loin et décider de mesurer la demande d’une entité en termes de
son coût de faire cavalier seul, comme avec la règle séquentielle radiale. Dans la mesure
où ce coût n’est pas proportionnel à la demande, il s’agit là d’une transformation non
linéaire des quantités en unités monétaire. L’ordinalité exige qu’une règle ne soit pas
aﬀectée par une telle transformation. Elle couvre également le cas des transformations
aﬃnes.
Insensibilité aux unités de mesure (IU) Une règle de partage de coûts est in-
sensible aux unités de mesure si une transformation linéaire des unités dans lesquelles
les quantités et les coûts sont exprimés ne change pas la répartition des coûts. Pour
énoncer formellement cette propriété, on déﬁnit deux problèmes (Q,C) et (Q0,C0)
comme étant équivalents s’il existe un vecteur λ =( λ11,...,λnmn) strictement po-







C0(Q0)=C (λ ⊗ Q0). On permet donc que les quantités d’un même bien demandées
par deux entités diﬀérentes soient transformées par un scalaire diﬀérent. L’insensibilité
1Se référer à la sous-section 2.2.1 pour les déﬁnitions de Q et qimi .
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aux unités de mesure exige que, pour deux problèmes (Q,C) et (Q0,C0) équivalents,
on ait xi(Q,C)=xi(Q0,C0) pour tout i.
Ordinalité (O) Une règle de partage de coûts satisfait l’ordinalité si une transfor-
mation croissante des unités dans lesquelles les quantités et les coûts sont exprimés ne
change pas la répartition des coûts. Ici, on déﬁnit deux problèmes (Q,C) et (Q0,C0)
comme étant ordinalement équivalents s’il existe une liste f =( f1,...,f n) de transfor-
mations bijectives, une pour chaque entité, telles que Q = f (Q0)=( f1 (q0
1),...,f n (q0
n))
et C0(Q0)=C (f (Q0)). L’ordinalité exige que, pour deux problèmes (Q,C) et (Q0,C0)
ordinalement équivalents, on ait xi(Q,C)=xi(Q0,C0) pour tout i.
Ordinalité radiale (OR) Pour l’ordinalité radiale, on impose que chaque fonction
fi qui peut être appliquée à la demande de l’entité i transforme tout rayon de l’espace de
ses demandes en un rayon (possiblement le même). Deux problèmes (Q,C) et (Q0,C0)
dont l’un est obtenu par une telle transformation sont dits radialement équivalents.
L’ordinalité radiale exige que, pour deux problèmes (Q,C) et (Q0,C0) radialement
équivalents, on ait xi(Q,C)=xi(Q0,C0) pour tout i. C’est une propriété plus faible
que l’ordinalité dans la mesure où on restreint le type de transformation qu’on peut
faire subir à un problème.
Remarque 3.3 Toutes les règles qui sont déﬁnies uniquement en termes des coûts
ci (qi),c a i (Q) ou cmi (Q) satisfont à l’ordinalité (O), dans la mesure où ces coûts sont
insensibles au choix des unités pour exprimer les demandes. Par contre, les règles qui
font intervenir les quantités ou les dérivées des fonctions de coût violent cette propriété.
Certaines de ces dernières satisfont cependant à l’insensibilité aux unités de mesure
(IU).
3.3.2 Propriétés de séparation
On regroupe ici des propriétés qui veulent que, si la fonction de coût peut être
séparées selon les entités, il devrait en être de même pour la répartition des coûts; si
les coûts peuvent être décomposés en plusieurs éléments, la règle de partage de coûts
devrait donner les mêmes résultats, qu’on l’applique séparément aux divers éléments
de coût, comme par exemple les coûts spéciﬁques et communs, ou globalement à l’en-
semble des coûts; et la règle devrait exiger les mêmes contributions d’un sous-ensemble
d’entités si on la lui applique, après avoir prélevé ce qui est dû par les autres entités.
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Séparation entre entités (SE) La séparation entre entités exige que, si les coûts
sont séparables entre les entités, les parts des coûts imputées aux entités devraient cor-
respondre aux coûts qui leur sont imputables. De façon formelle, si C (Q)=
Pn
i=1 ci(qi),
on doit avoir xi(Q,C)=ci (qi).
Proportionnalité (PR) Cette propriété veut que, si les coûts sont proportionnels
à la demande, il devrait en être de même des contributions. Formellement, s’il existe




h=1 aihqih, on doit avoir xi(Q,C)=ai · qi ≡
Pmi
h=1 aihqih pour tout i.
On voit immédiatement que (SE) implique (PR) dans la mesure où A · Q est une
fonction séparable. Il est également à noter que cette déﬁnition est plus forte que celle
de Moulin et Shenker (1994). En eﬀet, ils posent aih = α ≥ 0 ∀i,h.
Additivité (AD) L’additivité veut que, si on peut séparer les coûts d’un projet en
deux composantes, disons C1 et C2, répartir les composantes séparément devrait mener
au même résultat que la répartition des coûts totaux. De façon formelle :
xi(Q,C1 + C2)=xi(Q,C1)+xi(Q,C2) pour tout i
Si cette propriété est vraie pour deux composantes, elle l’est également pour un nombre
quelconque de composantes.
Insensibilité à la décomposition en coûts spéciﬁques et communs (IDC) Il
s’agit d’un cas particulier de l’additivité. Un problème de partage (Q,C) est décom-





Une méthode de partage de coûts x est insensible à une telle décomposition si :
xi(Q,C)=cai (Q)+xi (Q,cc) ∀i
Avec une méthode insensible à ce type de décomposition, peu importe qu’on décompose
les coûts ou non et peu importe la décomposition, la répartition du coût total sera la
même.
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Cohérence (CH) Bien que les autres propriétés de cette sous-section soient aussi
des propriétés de cohérence, la présente, qui prend plusieurs formes dans la littérature,
dit essentiellement que, si une ou plusieurs entités devaient se retirer du problème
de partage des coûts, après avoir payé leur contribution selon la règle de partage
en vigueur, et que les membres restants devaient satisfaire à toute la demande, la
contribution de ces derniers aux coûts résiduels, selon la même règle, ne devrait pas
être diﬀérente de ce qu’elle aurait été dans le problème de partage original. De façon
formelle, étant donné une règle de partage x et un sous-ensemble d’entités S ⊂ N,






















= xi(Q,C) ∀i ∈ N\S
Cohérence faible (CHF) Étant donné un problème (Q,C) et un sous-ensemble
d’entités S ⊂ N ayant les plus petites demandes, c’est-à-dire tel que ci(qi) ≤ cj(qj)






pour tout i dans N\S. En mots, si un certain nombre d’entités ayant les plus petites
demandes, en termes des coûts de faire cavalier seul, devaient quitter le problème après
avoir payé leur dû selon la règle de partage en vigueur et qu’on appliquait la même règle
pour répartir entre les autres le coût résiduel de la demande totale, leurs contributions
s e r a i e n tl e sm ê m e sq u ed a n sl ep r o b l è m eo r i g i n a l .
La proposition qui suit établit la relation entre quelques propriétés d’insensibilité
aux décompositions. La démonstration en est donnée à l’annexe 3.A.2.
Proposition 3.2 1. (AD) implique (IDC);
2. (IDC) et (IDN) impliquent (IEN);
3. (IEN) implique (SE);
4. (PA) de même que (APA) impliquent (SE).
2Cette déﬁnition est due à Hart et Mas-Colell (1989). Pour une déﬁnition plus faible de cohérence,
voir le chapitre 5 et l’annexe 3.A.6.
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3.4 Quelques résultats
Dans la mesure où une entité qui a une demande nulle n’a aucun impact sur les
coûts quels qu’ils soient, toutes les règles recensées ici, sauf la répartition égalitaire,
satisfont l’Insensibilité des contributions aux demandes nulles (IDN). Il s’agit donc
d’une propriété très faible.
Dans la suite, certaines propriétés sont satisfaites par certaines règles lorsqu’il y a
économies d’échelle. On déﬁnit précisément ce qu’on entend par économies et déséco-
nomies d’échelle en annexe. En bref, on dit qu’il y a économies d’échelle si les coûts
incrémentaux sont décroissants par rapport à l’ampleur des demandes. Il est à noter
que si une règle satisfait à une des propriétés (MCN), (PA) et (CO) quand on a écono-
mies d’échelle, elle satisfait à la propriété inverse, c’est-à-dire (MCP), (APA) ou (ACO)
quand on a déséconomies d’échelle. Pour abréger la présentation, on ne va pas toujours
l’énoncer explicitement.
3.4.1 Propriétés des règles de répartition proportionnelle
On a le résultat général suivant pour les règles de répartition proportionnelle.
Proposition 3.3 Toutes les règles qui ont la forme qui suit satisfont à la cohérence
(CH) :










La démonstration est donnée à l’annexe 3.A.3 de même que les démonstrations
concernant les propriétés qui sont satisfaites ou non par les diﬀérentes règles de répar-
tition proportionnelle.
La règle des coûts moyens
La règle des coûts moyens, qui n’est déﬁnie que dans un contexte où les demandes
sont unidimensionnelles, satisfait aux propriétés suivantes :
— Préservation des rangs (RG)
— Traitement égalitaire des égaux (TEE)
— Insensibilité des contributions aux demandes nulles (IDN)
— Insensibilité du classement des contributions aux entités non pertinentes (INP)
— Monotonie par rapport aux coûts (MCT)
— Monotonie par rapport à la demande (MD)
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— Monotonie croisée négative par rapport à la demande (MCN), s’il y a économies
d’échelle
— Participation (PA), s’il y a économies d’échelle
— Test du coeur (CO), s’il y a économies d’échelle
— Additivité (AD)
— Insensibilité à la décomposition en coûts spéciﬁques et communs (IDC)
— Proportionnalité (PR)
— Séparation entre entités (SE)
— Cohérence (CH)
Dans les contextes où cette règle peut s’appliquer, (TEE), (S) et (TE) sont équi-
valentes. Cette règle est la seule à satisfaire à deux sous-ensembles des conditions qui
précèdent. Ils sont précisés dans les propositions qui suivent.
Proposition 3.4 (Moulin et Shenker, 1994) La règle des coûts moyens est la seule
qui satisfait à (PR) et à (MCT).
En fait, cette règle satisfait à la condition plus forte qu’est (SE). Comme plusieurs
autres règles satisfont à (PR), cette proposition implique que ces autres règles ne
p e u v e n ts a t i s f a i r eàl am o n o t o n i et e l l eq u ed é ﬁnie par Moulin et Shenker et encore
moins à (MCT). Il y a aussi de fortes chances qu’elles violent également la monotonie
par rapport à la demande (MD), dans la mesure où l’augmentation de la demande se
traduit souvent en des augmentations de coûts.
Proposition 3.5 (Moulin et Shenker, 1994) La règle des coûts moyens est la seule
qui satisfait à (A), (CH), (PR) et (TEE).
La règle égalitaire
La règle qui consiste à répartir les coûts de façon égalitaire entre les entités satisfait
aux propriétés suivantes :
— Préservation des rangs (RG)
— Traitement égalitaire des demandes équivalentes (TE)
— Insensibilité du classement des contributions aux entités non pertinentes (INP)
— Monotonie par rapport aux coûts (MCT)
— Monotonie par rapport à la demande (MD)
— Monotonie croisée positive par rapport à la demande (MCP)
— Ordinalité (O)
— Additivité (AD)
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— Insensibilité à la décomposition en coûts spéciﬁques et communs (IDC)
— Cohérence (CH)
Il faut cependant noter que la plupart de ces propriétés sont satisfaites de façon
triviale. Elles le sont parce que les contributions exigées de toutes les entités sont tou-
jours égales entre elles. La monotonie croisée négative n’est pas satisfaite parce que
l’accroissement de la demande de la part d’une entité entraîne toujours une augmen-
tation de la part des coûts imputées aux autres entités, même quand il y a économies
d’échelle.
La méthode des bénéﬁces résiduels
Cette règle satisfait aux propriétés suivantes :
— Insensibilité des contributions aux demandes nulles (IDN)
— Insensibilité des contributions aux entités négligeables (IEN)
— Participation (PA) sous les hypothèses C (Q) ≤
Pn
i=1 ci (qi) et cmi (Q) ≤ ci (qi) ∀i
— Anti-participation (APA) sous les hypothèses C (Q) ≥
Pn
i=1 ci (qi) et cmi (Q) ≥
ci (qi) ∀i
— Séparation entre entités (SE)
— Ordinalité (O)
— Cohérence (CH)
Étant donné C (Q) ≤
Pn
i=1 ci (qi), l’hypothèse cmi (Q) ≤ ci (qi) ∀i est assez natu-
relle. S’il en coûte moins cher à se regrouper qu’à fonctionner de façon isolée, le coût
incrémental de se joindre aux autres ne devrait pas être plus élevé que le coût de faire
cavalier seul. C’est une hypothèse plus faible que la concavité.
Concernant le test du coeur, on a le résultat suivant qui est essentiellement dû à
Young (1994).
Proposition 3.6 Sous les hypothèses C (Q) ≤
Pn
i=1 ci (qi) et cmi (Q) ≤ ci (qi) ∀i,l a
règle des bénéﬁces résiduels donne des répartitions qui satisfont :










lorsque de telles répartitions existent. En particulier, si n ≤ 3, elle donne des réparti-
tions qui satisfont à (CO) lorsque possible.
On a évidemment la conclusion inverse avec les hypothèses inverses. L’ensemble
des répartitions qui satisfont à (3.1) forme ce qu’on appelle le semi-coeur. Ce dernier
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se confond au coeur pour n ≤ 3. Le test du coeur n’est cependant pas nécessairement
satisfait lorsque n>3. Young (1994) donne un exemple avec cinq entités où (CO)
est violée, alors que le coeur existe. Cependant son exemple ne satisfait pas à une des
implications des économies d’échelle déﬁnies à l’annexe 3.A.1.
Les méthodes comptables
Les trois méthodes présentées sous le titre de méthodes comptables dans le chapitre
2 satisfont aux propriétés suivantes :
— Insensibilité des contributions aux demandes nulles (IDN)
— Participation (PA) sous les hypothèses cai (Q) ≤ ci (qi) ∀i et C (Q) ≤
Pn
j=1 cj (qj)
— Anti-participation (APA) sous les hypothèses cai (Q) ≤ ci (qi) ∀i et C (Q) ≥
Pn
i=1 ci (qi)
— Séparation entre entités (SE), lorsque C (Q)=
Pn
j=1 cj (qj) implique ci (qi)=
cai (Q) ∀i et cc(Q)=0
— Ordinalité (O), dans la mesure où les cai (Q) sont insensibles au changement
d’unités
— Cohérence (CH)
Pour les méthodes de Louderback et de Balachandran et Ramakrishnan, on a aussi :
— Insensibilité des contributions des contributions aux entités négligeables (IEN)
lorsque C (Q)=ci (qi)+C
¡
QN\{i}¢
implique ci (qi)=cai (Q).
— Insensibilité des contributions à la décomposition en coûts spéciﬁques et com-
muns (IDC) quand C (Q)=
Pn
i=1 cai (Q)+cc(Q) implique cc
¡
Q{i}¢




j=1 cj (qj) implique ci (qi)=cai (Q) ∀i et donc cc(Q)=0 ,
sous laquelle (SE) est satisfaite, est naturelle. En eﬀet, si le coût total est la somme des
coûts de faire cavalier seul, cela signiﬁe que le bénéﬁc eàl ac o o p é r a t i o ne s tn u l .D a n s
ce cas, les coûts de faire cavalier seul deviennent naturellement les coûts attribuables
aux entités.
La répartition proportionnelle aux coûts marginaux
Cette méthode satisfait aux propriétés suivantes :
— Insensibilité des contributions aux demandes nulles (IDN)
— Monotonie par rapport à la demande (MD), s’il y a économies d’échelle
— Monotonie croisée négative par rapport à la demande (MCN), s’il y a économies
d’échelle
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— Participation (PA), s’il y a économies d’échelle
— Test du coeur (CO), s’il y a économies d’échelle
— Insensibilité aux unités de mesure (IU)
— Proportionnalité (PR)
— Cohérence (CH)
La répartition proportionnelle aux coûts marginaux est une extension de la règle
des coûts moyens. Elle devient cette dernière dans le contexte d’un seul bien privé
homogène. Elle satisfait également à une condition qui n’a pas été déﬁnie plus haut
et qu’on appelle l’indépendance locale (IL). Cette condition veut que deux demandes
qui ont le même coût marginal se voient imputer les mêmes parts du coût total. On a
d’ailleurs le résultat suivant dû à Wang (2002).
Proposition 3.7 La répartition proportionnelle aux coûts marginaux est la seule ex-
tension de la règle des coûts moyens qui satisfait à (IL) et à (IU).
3.4.2 Propriétés des règles inspirées de la théorie des jeux
La tariﬁcation à la Aumann-Shapley
Cette méthode de répartition satisfait aux propriétés suivantes :
— Insensibilité des contributions aux entités négligeables (IEN)
— Insensibilité des contributions aux demandes nulles (IDN)
— Monotonie par rapport à la demande (MD), s’il y a économies d’échelle
— Monotonie croisée négative par rapport à la demande (MCN), s’il y a économies
d’échelle
— Participation (PA), s’il y a économies d’échelle
— Test du coeur (CO), s’il y a économies d’échelle
— Séparation entre entités (SE)
— Proportionnalité (PR)
— Insensibilité aux unités de mesure (IU)
— Additivité (AD)
— Insensibilité à la décomposition en coûts spéciﬁques et communs (IDC)
En présence d’économies d’échelle, comme cette méthode satisfait à (MCN), elle
satisfait forcément à (MD). Autrement, rien ne garantit que (MD) est respectée.
On a vu, dans le survol des méthodes du chapitre 2, que la règle Aumann-Shapley
est une généralisation de la règle des coûts moyens pour les demandes unidimension-
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nelles et homogènes. En fait, on doit à Friedmann et Moulin (1998) la caractérisation
qui suit de cette règle.
Proposition 3.8 (Friedmann et Moulin, 1998) La règle Aumann-Shapley est la
seule qui satisfait à (IU) et qui soit une généralisation de la règle des coûts moyens
pour les demandes unidimensionnelles et homogènes.
Comme la règle satisfait à (SE), elle satisfait forcément à (PR) et, en vertu de la
Proposition 3.4, elle ne peut satisfaire à la condition plus forte (MCT). Cependant,
Young (1985a) montre que cette règle satisfait à une forme de monotonie par rapport
aux coûts plus faible que (MCT). Dans le contexte général de ce chapitre, elle s’énonce
comme suit. Étant donné deux problèmes (Q,C) et (Q,C0) et une entité i tels que3
∂i ˆ C (λ,...,λ) ≤ ∂i ˆ C0 (λ,...,λ) ∀λ ∈ [0,1], alors xi (Q,C) ≤ xi (Q,C0). En mots, si le
coût marginal de l’entité i augmente, il doit en aller de même de sa contribution aux
coûts.
Young va plus loin. Il montre que la règle Aumann-Shapley est la seule à sa-
tisfaire à la condition suivante, qu’il appelle la monotonie symétrique. Étant donné
deux problèmes (Q,C) et (Q,C0) et deux entités i et j tels que ∂i ˆ C (λ,...,λ) ≤
∂j ˆ C0 (λ,...,λ) ∀λ ∈ [0,1] alors xi (Q,C) ≤ xj (Q,C0).
La méthode Shapley-Shubik
Cette méthode de répartition satisfait aux propriétés suivantes :
—S y m é t r i e( S )
— Insensibilité des contributions aux entités négligeables (IEN)
— Insensibilité des contributions aux demandes nulles (IDN)
— Monotonie par rapport à la demande (MD)
— Monotonie croisée négative par rapport à la demande (MCN), s’il y a économies
d’échelle
— Participation (PA), s’il y a économies d’échelle
— Test du coeur (CO), s’il y a économies d’échelle




— Insensibilité à la décomposition en coûts spéciﬁques et communs (IDC)
3La déﬁnition de ˆ C est rappelée à l’annexe 3.A.4.
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On trouve un certain nombre de caractérisations de cette règle dans la littérature
dont les deux suivantes, qui se ressemblent d’ailleurs.
Proposition 3.9 (Sprumont, 1998) L ar è g l eS h a p l e y - S h u b i ke s tl as e u l eq u is a t i s -
fait à (AD), (IEN), (S) et (O).
Proposition 3.10 (Friedmann et Moulin, 1998) La règle Shapley-Shubik est la
seule qui satisfait à (AD), (IEN), (S), (IU) et (MD).
Notez que ces auteurs utilisent en fait une version plus faible de (IEN) mais cette
règle satisfait la version qui a été déﬁnie ici. Encore ici, (MCT) n’est pas satisfaite.
Cependant, Young (1985b) montre que cette règle satisfait à une forme de monotonie
par rapport aux coûts plus faible que (MCT). Elle s’énonce comme suit. Étant donné









− C0 (Q) pour tout S ⊂ N\{i}, alors xi (Q,C) ≤ xi (Q,C0). Il s’agit
d’une version discrète de la condition qu’il a formulée pour la règle Aumann-Shapley. Il
montre également que la règle Shapley-Shubik est la seule à satisfaire à cette condition,
tout en traitant les entités de façon anonyme.
Le nucléole
Cette méthode de répartition satisfait aux propriétés suivantes :
— Insensibilité des contributions aux entités négligeables (IEN)
— Insensibilité des contributions aux demandes nulles (IDN)
— Participation (PA), s’il y a économies d’échelle
— Test du coeur (CO), s’il y a économies d’échelle
— Séparation entre entités (SE)
— Proportionnalité (PR)
— Ordinalité (O)
— Insensibilité à la décomposition en coûts spéciﬁques et communs (IDC)
Dans le chapitre 5, on énonce une caractérisation de cette règle, due à Sobolev
(1975).
3.4.3 Propriétés de la répartition séquentielle
On traite séparément la règle séquentielle originale et la règle radiale puisqu’il
s’agit de deux règles avec des propriétés diﬀérentes. On rappelle que la règle séquentielle
originale s’applique uniquement au cas des demandes unidimensionnelles et homogènes.
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La règle séquentielle originale
Cette règle satisfait aux propriétés suivantes :
— Préservation des rangs (RG)
— Traitement égalitaire des demandes équivalentes (TE)
— Principe séquentiel (PS)
— Insensibilité des contributions aux demandes nulles (IDN)
— Insensibilité du classement des contributions aux entités non pertinentes (INP)
— Monotonie par rapport à la demande (MD)
— Monotonie croisée négative par rapport à la demande (MCN), s’il y a économies
d’échelle
— Participation (PA), s’il y a économies d’échelle
— Test du coeur (CO), s’il y a économies d’échelle




— Cohérence faible (CHF)
Par déﬁnition, la règle séquentielle est la seule à satisfaire à (TEE) et à (PS). Moulin
et Shenker (1992) ajoutent une autre propriété à la liste qui précède, qu’ils appellent
la Gratuité pour les demandes identique de coût nul (GR). Cette propriété dit que, s’il
est possible de fournir une même quantité identique à qi à toutes les entités à un coût
nul, l’entité i ne devrait pas avoir à payer quoi que ce soit et les parts des autres ne
devraient pas être aﬀectées par la demande de l’entité i.
C





j (Q−i,C −i)=xj (Q,C) ∀j ∈ N\{i}
C’est une propriété qui a du sens dans les contextes où la fonction de coût est
symétrique. C’est une autre des caractéristiques de la règle séquentielle obtenue par
Moulin et Shenker (1992).
Proposition 3.11 (Moulin et Shenker) La règle de répartition séquentielle est la
seule qui satisfait à (AD), (RG), (PR) et (GR).
Dans le cas de déséconomies d’échelle, les entités vont devoir payer au moins leur
coût de faire cavalier seul sous la règle séquentielle. Elles peuvent alors se demander
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Autrement dit, une entité est assurée de ne jamais payer plus que la contribution
moyenne qui serait exigée d’elle si toutes les autres entités avaient la même demande
qu’elle. C’est assez équitable comme majorant.
La règle séquentielle radiale
La règle séquentielle radiale satisfait aux propriétés suivantes :
— Préservation des rangs (RG)
— Traitement égalitaire des demandes équivalentes (TE)
— Principe séquentiel radial (PSR)
— Insensibilité des contributions aux demandes nulles (IDN)
— Insensibilité du classement des contributions aux entités non pertinentes (INP)
— Monotonie par rapport à des changements proportionnels dans la demande (MDR)
— Monotonie croisée négative par rapport à des changements proportionnels dans
la demande (MCNR), s’il y a économies d’échelle
— Participation (PA), s’il y a économies d’échelle
— Test du coeur (CO), s’il y a économies d’échelle
— Séparation entre entités (SE)
— Proportionnalité (PR)
— Ordinalité (OR)
— Cohérence faible (CHF)
On peut également garantir un majorant aux contributions des entités dans le
contexte multidimensionnel. Étant donné une entité i, construisons un vecteur de de-
mande ˜ Qi en changeant proportionnellement les demandes des autres entités de façon





= ci (qi) ∀j. Les demandes des entités pour lesquelles cj (qj) <c i (qi)
se trouvent ainsi à être augmentées et celles pour lesquelles cj (qj) >c i (qi) àê t r ed i -
minuées. Téjédo et Truchon (2001) montrent que la règle de répartition séquentielle








Koster, Tijs et Borm (1998) ont démontré la proposition suivante dans le cas des
demandes homogènes. Elle demeure vraie dans le contexte plus général retenu ici,
comme le montrent Téjédo et Truchon (2000).
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Proposition 3.12 (Koster, Tijs et Borm, 1998) La règle de répartition séquen-
tielle radiale est la seule qui satisfait à (TE) et à (PSR).
Dans le cas où chaque entité demande un seul bien qui lui est spéciﬁque, la règle
radiale devient la règle axiale et on a alors cette autre caractérisation.
Proposition 3.13 (Sprumont, 1998) L ar è g l es é q u e n t i e l l ea x i a l ee s tl as e u l eàs a -
tisfaire à (O), (PS), (IDN), (INP) et (S).
Téjédo et Truchon (2002) montrent qu’il n’existe pas de caractérisation semblable
dans le contexte plus général considéré ici. On aura noté qu’on a gagné l’ordinalité avec
la règle radiale et donc avec la règle axiale, alors que la règle originale ne satisfait même
pas à (IU). Ce gain est attribuable à l’utilisation des coûts de faire cavalier seul plutôt
que les quantités pour classer les demandes et construire les demandes intermédiaires.
Par contre, on a perdu l’additivité. En fait, la proposition suivante établit qu’il n’est
pas possible de généraliser la répartition séquentielle au contexte multidimensionnel
tout en exigeant (IU) et (AD).
Proposition 3.14 (Kolpin, 1996) Il n’existe pas de généralisation de la règle de ré-
partition séquentielle qui satisfait à (IU) et à (AD).
3.4.4 Tableaux synoptiques
Dans le Tableau 3.1, on indique quelles méthodes de répartition présentées dans le
chapitre 2 satisfont à certaines des diﬀérentes propriétés qui ont été énoncées plus haut.
Un «O» indique que la méthode de la rangée correspondante satisfait à la propriété en
question, un «R» qu’elle satisfait à la forme radiale de la propriété, un «Q» qu’elle sa-
t i s f a i tàl ap r o p r i é t ée np r é s e n c ed ’ é c o n o m i es d’échelle, et un «N» que la propriété n’est
pas satisfaite, c’est-à-dire qu’il existe des contextes ou problèmes dans lesquels elle est
violée. Dans certains cas, on indique le nom d’une propriété plus faible ou apparentée
qui est vériﬁée en lieu de la condition proprement dite. LB signiﬁe que la propriété est
satisfaite par les méthodes de Louderback et de Balachandran et Ramakrishnan.
La propriété (IDN) n’apparaît pas dans ce tableau parce qu’elle est satisfaite par
toutes les méthodes, sauf la répartition égalitaire. D’autres propriétés n’y apparaissent
pas non plus parce qu’elles sont apparentées à d’autres qui s’y trouvent.
Le tableau est séparé horizontalement en deux parties. La partie supérieure concerne
deux règles qui ne peuvent être utilisées qu’avec des demandes portant sur un bien
privé homogène alors que les règles de la partie inférieure peuvent être appliquées à un
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contexte très général. Le tableau est également séparé verticalement en deux parties.
L ap a r t i ed eg a u c h er e g r o u p el e sc o n d i t i o n sd et y p eé q u i t ée tl ap a r t i ed ed r o i t ec e l l e s
de type cohérence. La distinction entre les deux est cependant parfois ténue, comme
on a pu le voir.
Rappelons les abréviations des propriétés :
RG : préservation des rangs
TEE : traitement égalitaire des égaux
S : symétrie
TE : traitement égalitaire des équivalents
PS : principe séquentiel
PSR : principe séquentiel radial
IDN : insensibilité des contributions aux demandes nulles
IEN : insensibilité des contributions aux entités négligeables
GR : gratuité pour des demandes identiques de coût nul
INP : insensibilité du classement des contributions aux entités non pertinentes
MCT : monotonie par rapport aux coûts
MD : monotonie par rapport à la demande
MCN : monotonie croisée négative par rapport à la demande
MCP : monotonie croisée positive par rapport à la demande
PA : participation
APA : anti-participation
CO : test du coeur ou absence d’inter-ﬁnancement
ACO : test de l’anti-coeur
IU : invariance par rapport aux unités de mesure
O : ordinalité
OR : ordinalité radiale
SE : séparation entre entités
PR : proportionnalité
AD : additivité
IDC : Insensibilité à la décomposition en coûts spéciﬁques et communs
CH : cohérence
CHF : cohérence faible
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RG TE PS IEN INP MCT MD MCN PA CO SE O AD CH
coûts moyens O O N O O O O Q Q Q O N O O
séquentielle originale O O O O O N O Q Q Q O O O CHF
égalitaire O O N N O O O N N N N O O O
bénéﬁces résiduels N N N O N N N N Q N O O N O
méthodes comptables N N N LB N N N N Q N O O N O
prop. au coût marginal N N N N N N Q Q Q Q PR IU N O
Aumann-Shapley N N N O N N Q Q Q Q O IU O N
Shapley-Shubik N S N O N N O Q Q Q O O O N
nucléole N N N O N N N N Q Q O O IDC N
séquentielle radiale O O R N O N R RQ Q Q O R N CHF
Tableau 3.1 — Les propriétés satisfaites par les méthodes
Généralement, on va rechercher des méthodes qui satisfont à plusieurs propriétés à
la fois. Idéalement, on aimerait que le plus grand nombre de ces propriétés voire toutes
soient satisfaites. Malheureusement, certaines propriétés peuvent être incompatibles
entre elles. Un certain nombre de propositions ont été démontrées dans la littérature
économique à ce sujet. D’autres propositions aﬃrment que telle et telle propriété est
satisfaite par telle ou telle méthode. D’autres enﬁn établissent qu’il y a une seule
méthode qui satisfait simultanément à un ensemble donné de propriétés. On a énoncé
un certain nombre de ces propositions dans ce chapitre.
Ainsi, dans le cas des demandes unidimensionnelles et homogènes, il n’y a que la
règle des coûts moyens pour satisfaire à la fois aux propriétés d’additivité, de cohérence,
de proportionnalité et de traitement égalitaire des équivalents (les égaux dans ce cas-
ci). En prime, on obtient la monotonie par rapport aux coûts. En fait, on sait qu’elle
est la seule à satisfaire à la fois à la proportionnalité et à la monotonie par rapport
aux coûts.
Toujours dans un contexte unidimensionnel, la méthode de répartition séquentielle
e s tl as e u l eàs a t i s f a i r eàl af o i sàl ap r é s e r v a t i o nd e sr a n g s ,àl ag r a t u i t ép o u rd e s
demandes identiques de coût nul, à la proportionnalité et à l’additivité. Cette dernière
méthode satisfait également à la monotonie par rapport à la demande et au principe
séquentiel. Elle est en fait caractérisée par ce dernier principe et le traitement égalitaire
des égaux.
Dans le cas des demandes multidimensionnelles, la règle séquentielle radiale est la
seule à satisfaire à la fois au principe séquentiel radial et au traitement égalitaire des
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demandes équivalentes. Par contre, il faut oublier l’insensibilité des contributions aux
entités négligeables, l’additivité et même l’insensibilité à la décomposition en coûts
spéciﬁques et communs.
Si on veut avoir l’additivité, l’insensibilité des contributions aux entités négli-
geables, la symétrie, l’invariance par rapport aux unités de mesure et la monotonie
par rapport à la demande, c’est vers la règle Shapley-Shubik qu’il faut se tourner.
Cette méthode est la seule à satisfaire à toutes ces propriétés à la fois. On peut même
retrancher la monotonie par rapport à la demande de cette liste et remplacer l’in-
variance par rapport aux unités de mesure par l’ordinalité pour obtenir une autre
caractérisation de la méthode Shapley-Shubik.
Ces propositions sont résumées dans le Tableau 3.2. Chaque rangée indique un
ensemble de propriétés, marquées d’un «X», que la méthode est la seule à satisfaire
simultanément. Le «R» signiﬁe qu’il faut remplacer (PS) par (PSR).
RG TE S PS IEN GR MCT MD PR IU O AD CH
coûts moyens X X
coûts moyens X X X X
séquentielle originale X X
séquentielle originale X X X X
Shapley-Shubik X X X X
Shapley-Shubik X X X X X
séquentielle radiale X R
Tableau 3.2 — Caractérisations des méthodes
Par delà ces propriétés, la disponibilité et la qualité des données va conditionner
la qualité des répartitions. Ainsi, toutes les règles qui sont basées sur la fonction C
nécessitent la connaissance de cette fonction, au moins pour la demande Q et parfois
pour toutes les demandes comprises dans l’ensemble déﬁni par 0 ≤ yi ≤ qi pour
i =1 ,...,n. Dans le cas de la règle séquentielle, il faut au moins pouvoir calculer le
coût des demandes intermédiaires, au nombre de n. Dans le cas de la règle de répartition
proportionnelle au coût marginal, il faut connaître le coût marginal de chaque entité
au point Q. Pour la règle Aumann-Shapley, il faut connaître ce coût marginal tout au
long du segment [0,Q].
Les règles qui font intervenir la fonction ˆ c nécessitent uniquement la connaissance
de cette fonction. Avec la méthode Shapley-Shubik il faut connaître la valeur de cette
dernière pour les 2n − 1 sous-ensembles possibles d’entités. Ce dernier nombre croît
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assez rapidement. Il est égal à successivement 3,7,15,31,63,127,255 lorsque n croit de
2 à 8. Cela ne pose évidemment aucun problème si on connaît la fonction C. Certaines
règles de répartition proportionnelle font également intervenir des coûts spéciﬁques cai.
La valeur de ces derniers va inﬂuencer directement la répartition des coûts.
3.5 Conclusion : choix d’une méthode
La règle des coûts moyens est d’un usage très répandu dans les contextes unidimen-
sionnels, c’est-à-dire lorsque les demandes des entités s’expriment par un seul nombre
et que ces demandes peuvent être sommées pour donner la demande globale. Cette
popularité s’explique sans doute pas la simplicité de cette règle. Comme on l’a vu, elle
peut se justiﬁer également par ses nombreuses propriétés. Elle satisfait en eﬀet à la
plupart de celles qui ont été recensées dans ce chapitre.
Une exception notable est le principe séquentiel, qui rend les contributions des plus
petites entités indépendantes de l’ampleur des demandes des plus grosses. Pour les
situations où l’impact des plus grosses demandes sur les contributions des plus petites
entités est une préoccupation importante, la règle de répartition séquentielle est toute
indiquée puisqu’elle satisfait au principe séquentiel. En fait, c’est la seule à satisfaire
à ce principe en même temps qu’au traitement égalitaire des demandes équivalentes.
Elle satisfait également à toutes les autres propriétés de la règle des coûts moyens, à
l’exception de la monotonie par rapport aux coûts. De plus, elle peut être étendue à
des contextes où les demandes sont hétérogènes ou multidimensionnelles.
C’est là une considération importante. Dans le chapitre 2, on a argué que la descrip-
tion de la plupart des problèmes réels requiert une liste de plusieurs nombres, listes
qui de surcroît peuvent être diﬀérentes d’une entité à une autre. Une bonne partie
de nos travaux a d’ailleurs consisté à étendre certaines méthodes de répartition à ce
contexte. La pratique la plus répandue consiste à concevoir des méthodes de réparti-
tion proportionnelle pour ces contextes, en utilisant des clefs de répartition de toutes
sortes. Malheureusement, le comportement des règles de répartition proportionnelle
laisse beaucoup à désirer dans les contextes multidimensionnels. Les méthodes de ce
type, même les plus sophistiquées, qui ont été proposées dans la littérature violent bon
nombre des propriétés qu’on pourrait juger souhaitables. C’est le cas de la méthode
des bénéﬁces résiduels, de la répartition proportionnelle aux coûts marginaux et des
méthodes auxquelles on a donné le nom de comptable dans cet ouvrage et qui ont été
proposées par Moriarity (1975), Louderback (1976) et Balachandran et Ramakrishnan
(1981).
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Par opposition aux méthodes de répartition proportionnelle, la règle séquentielle
radiale conserve la plupart des propriétés de la règle séquentielle originale, bien que
parfois sous une forme plus faible, dans les contextes multidimensionnels. La seule perte
notable est l’additivité (AD) et l’insensibilité des contributions à la décomposition en
coûts spéciﬁques et communs (IDC). Ces dernières sont intéressantes parce qu’il arrive
souvent qu’on souhaite faire la répartition des coûts, composante par composante. Par
exemple, on peut vouloir répartir les coûts de capital séparément des frais d’exploita-
tion. L’additivité garantit que, peu importe qu’il y ait décomposition des coûts ou non
et peu importe la façon de les décomposer, la répartition totale sera la même. Si on
sait que la méthode utilisée satisfait à cette propriété, on conviendra facilement qu’il
est inutile de consacrer beaucoup d’énergie à la décomposition des coûts.
Dans le même ordre d’idée, on peut souhaiter imputer directement aux entités
les coûts qui leur sont spéciﬁques et réserver l’utilisation d’une règle de répartition
aux coûts qui sont véritablement communs. La distinction entre les deux n’étant pas
toujours claire, on peut consacrer beaucoup d’eﬀorts pour arriver à établir une telle
distinction, à la satisfaction de toutes les entités. L’intérêt d’une règle qui satisfait à
(IDC) est précisément qu’elle dispense de tous ces eﬀorts parce que, en ﬁnd ec o m p t e ,
les résultats seront les mêmes, peu importe la décomposition adoptée.
Si les propriétés (AD) et (IDC) s’avèrent importantes, il faut oublier la règle sé-
quentielle radiale pour les contextes multidimensionnels et se tourner plutôt vers les
règles issues de la théorie des jeux coopératifs. Parmi ces dernières, celle de Shapley-
Shubik est certainement la plus facile à utiliser. Avec cette dernière, on retrouve (AD)
et (IDC). On gagne également l’insensibilité des contributions aux entités négligeables
mais on doit sacriﬁer la préservation des rangs, le traitement égalitaire des demandes
équivalentes (pour ne conserver que la symétrie), le principe séquentiel et l’insensibilité
du classement des contributions aux entités non pertinentes.
Dans ce domaine, comme dans bien d’autres, on ne peut donc tout avoir. Il y a
des choix à faire et ces choix impliquent des coûts en termes des propriétés sacriﬁées
et de données requises. En vertu des résultats établis dans ce chapitre, le choix dans
les contextes multidimensionnels devrait se faire entre la règle séquentielle radiale et la
règle Shapley-Shubik, selon les propriétés privilégiées. Le Tableau 3.1 se veut un outil
pour aider les gestionnaires à faire un choix éclairé.
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3.A Annexes
3.A.1 Économie d’échelle : déﬁnition
On dira qu’il y a économies d’échelle si la fonction de coût donne des coûts incré-
mentaux décroissants. Dans le cas d’une fonction à une seule variable, comme dans le
contexte d’un seul bien privé homogène, cela revient à dire que le coût marginal est
décroissant ou que la fonction est concave. Pour le cas plus général, on emprunte la
déﬁnition et les résultats qui suivent à Téjédo et Truchon (2001). La diﬃculté qui se
pose, dans le contexte général adopté dans le chapitre 2 et repris ici, est de comparer
des accroissements de demandes de diﬀérentes entités. C’est ce qui rend la déﬁnition
qui suit quelque peu complexe.
Une fonction de coût C donne des coûts incrémentaux décroissants si, pour tout
triplet de demandes (Y,Y 0,Z) tel que Y ≤ Y 0 et tout couple (i,j) tel que ci (yi) ≥





− C (Y ) ≥ C
³






Une fonction de coût qui a cette propriété a également les propriétés suivantes, qui
sont plus intuitives :
1. Quel que soit le triplet (Y,Y 0,Z) tel que Y ≤ Y 0, on a :
C (Y + Z) − C (Y ) ≥ C
¡






2. Étant donné un vecteur de demandes Z, déﬁnissons I (Z)={i ∈ N : zi 6=0 } et
désignons par #I (Z) le nombre d’entités dans cet ensemble. Alors, étant donné
un triplet (Y,Y 0,Z) et un h ∈ I (Z) tels que Y ≤ Y 0,Y+ Z ≤ Y 0 + Z{h},
ci (yi) ≥ ch (yh) et ci (yi + zi) − ci (yi)=ch (yh + zh) − ch (yh) ∀i ∈ I (Z), on a :





















ci (yi) ≥ C
¡
Y 0¢
− C (Y ) (3.5)
4. Étant donné un triplet (Y,Z,W) ≥ 0 tel que kZk = kWk =1 , convenons de noter
D++
WZC (Y ) la dérivée seconde de C, dans la direction W, de la dérivée première
dans la direction Z.A l o r sDWZC (Y ) ≤ 0.
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La première propriété ressemble davantage à ce qu’on a en tête quand on parle de
coût incrémental décroissant. L’ajout d’un vecteur Z à une demande a un impact d’au-
tant plus faible sur le coût total que la demande est importante. Elle n’est cependant
pas toujours suﬃsante pour nos besoins. Il faut souvent comparer des accroissements
de demandes de diﬀérentes entités, qui peuvent porter sur des biens diﬀérents. La
déﬁnition permet cela.
La deuxième propriété dit que, si Y +Z ≤ Y 0+Z{h}, l’accroissement moyen du coût
pour toutes les entités concernées par Z est au moins aussi élevé que l’accroissement
pour l’entité h. La troisième propriété dit que le bénéﬁce obtenu de la coopération
augmente avec l’ampleur de la demande. La dernière propriété est semblable à une
propriété des fonctions concaves mais elle est plus faible dans la mesure où elle dit
quelque chose uniquement à propos des dérivées dans des directions non-négatives.
















on peut écrire cette dernière relation sous la forme :4
∀i ∈ N, ∀S,T ⊂ N : S ⊂ T ⇒ ˆ c(S ∪ {i}) − ˆ c(S) ≥ ˆ c(T ∪ {i}) − ˆ c(T) (3.6)
C’est ainsi qu’on déﬁnit la concavité des jeux de coûts. Elle est aussi le reﬂet d’économies
d’échelle. Une déﬁnition équivalente5 de la concavité des jeux de coûts est :
∀S,T ⊂ N :ˆ c(S)+ˆ c(T) ≥ ˆ c(S ∪ T)+ˆ c(S ∩ T)
Elle implique évidemment :
∀S,T ⊂ N :ˆ c(S)+ˆ c(T) ≥ ˆ c(S ∪ T) (3.7)
Une fonction ˆ c qui satisfait cette dernière condition est dite sous-additive. C’est une
condition qui incorpore une forme réduite d’économies d’échelle. Dans le même ordre
d’idée, (3.5) implique :
∀S,T ⊂ N : S ⊂ T ⇒
X
i∈T
ˆ c({i}) − ˆ c(T) ≥
X
i∈S
ˆ c({i}) − ˆ c(S) (3.8)
Autrement dit, les bénéﬁces de la coopération augmentent avec la taille de la coalition.
De manière plus générale, la condition (3.3) implique, pour deux sous-ensembles
















4On écrit i ∈ N puisque la relation est satisfaite de façon triviale quand i ∈ S ou i ∈ T.
5Voir le chapitre 4.
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dernière implication peut encore s’écrire :





En mots, le coût incrémental d’une entité décroît avec l’importance de la demande des
autres. À noter également que, en choisissant T = {i} et S = N\{i} dans (3.7) on
obtient :
ci (qi)=ˆ c({i}) ≥ ˆ c(N) − ˆ c(N\{i})=cmi (Q)
Dans la suite, si une propriété est violée pour un jeu de coûts satisfaisant à une
des conditions (3.6), (3.7) ou (3.8) ou un problème satisfaisant à (3.9) ou à (3.10), on
sera en mesure d’aﬃrmer que la condition est violée même en présence d’économies
d’échelle. On déﬁnit les déséconomies d’échelle et ses conséquences en inversant la
terminologie et les inégalités dans ce qui précède.
3.A.3 Démonstration de la Proposition 3.2























=0∀j 6= i. En









= cai (Q)+xi (Q,cc)
comme l’exige (IDC).
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3. (IEN) implique (SE) : Supposons qu’on ait : C (Q)=
Pn
i=1 ci (qi). Pour une
entité i quelconque, on a donc C (Q)=ci (qi)+C
¡
QN\{i}¢
et, en vertu de (IEN) :
xi (Q,C)=ci (qi)
4. (PA) implique (SE) : Supposons qu’on ait : C (Q)=
Pn
i=1 ci (qi). En vertu
de (PA), on a également xi ≤ ci (qi) ∀i. On a donc forcément xi = ci (qi) ∀i. On
a r r i v eàl am ê m ec o n c l u s i o ns o u s( A P A ) .
3.A.3 Démonstration relatives aux répartitions proportionnelles
Démonstration de la Proposition 3.3. Il s’agit de montrer que toutes les
règles qui ont la forme qui suit satisfont à la cohérence :










Supposons que les entités d’un sous-ensemble S soient éliminées après avoir payé leur













































































⎠ ∀i ∈ N\S
Règle des coûts moyens
Il est immédiat que la règle des coûts moyens satisfait à (RG), (TEE), (IDN),
(INP), (MCT), (MD), (AD) et (PR). En vertu de la Proposition 3.2, elle satisfait
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donc également à (IDC), (IEN) et (SE). En vertu de la Proposition 3.3, elle satisfait à
(CH) puisqu’elle est de la forme (3.11). Dans le contexte unidimensionnel et homogène,
(TEE), (S) et (TE) sont équivalentes.
Dans le même contexte, économies d’échelle se résument à coût moyen décroissant.
Or, si le coût moyen est décroissant, il est clair qu’une augmentation de la demande
de la part d’une entité i fait baisser le coût moyen, ce qui entraîne une baisse des
contributions des autres entités. Cette règle satisfait donc à (MCN). Elle satisfait
également à (CO) et (PA) en vertu de la Proposition 3.1. On a les résultats inverses
en présence de déséconomies d’échelle.
Le principe séquentiel (PS) est l’apanage de la règle séquentielle. Elle est la seule,
dans le contexte unidimensionnel et homogène, à satisfaire à la fois à (PS) et à (TEE).
Or, comme la règle des coûts moyens satisfait à (TEE), elle ne peut satisfaire à (PS).
Finalement, cette règle ne satisfait pas à (O) ni même à (IU) parce que, pour satisfaire
à (IU), il faut que les contributions restent inchangées quand on change les unités de
mesure de façons diﬀérentes d’une entité à l’autre.
Règle égalitaire
La règle égalitaire satisfait à (RG), (TE) et (INP) de façon triviale, parce que les
contributions exigées de toutes les entités sont toujours égales entre elles. Il va de soi
que la répartition égalitaire satisfait également à (MCT), (MD), (AD) et (O). Elle
satisfait à (CH), parce qu’elle est de la forme (3.11). En vertu du principe même de la
répartition égalitaire, les conditions (PS), (IDN), (IDC), (IEN), (SE) et (PR) ne sont
pas respectées.
La règle satisfait à (MCP) parce que l’accroissement de la demande de la part d’une
entité entraîne toujours une augmentation de la part des coûts imputées aux autres
entités. En revanche, elle ne satisfait pas à (MCN), peu importe la forme de la fonction
de coût.
La propriété (PA) et donc (CO) sont également violées. Par exemple, avec la fonc-
tion de coût concave de l’exemple 3.1, on a c1 (q1) < 1
nC (Q)=x1, contrairement à
ce qu’exige (PA) et (CO). Il en va de même de (APA) et de (ACO) même avec une
fonction de coût convexe, comme dans l’exemple 3.2. Ici, on a c3 (q3) > 1
nC (Q)=x3,
contrairement à ce qu’exige (APA) et (ACO).
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ˆ c({1})=4 ˆ c({2})=5 ˆ c({3})=6
ˆ c({1,2})=9 ˆ c({1,3})=1 0 ˆ c({2,3})=1 1
ˆ c({1,2,3})=1 5
-E x e m p l e3 . 1-
ˆ c({1})=4 ˆ c({2})=5 ˆ c({3})=7
ˆ c({1,2})=1 1 ˆ c({1,3})=1 2 ˆ c({2,3})=1 3
ˆ c({1,2,3})=1 9
-E x e m p l e3 . 2-
Méthode des bénéﬁces résiduels
Rappelons que la méthode des bénéﬁces résiduels est déﬁnie par :
xi = ci (qi) −
ci (qi) − cmi (Q)
Pn





cj (qj) − C (Q)
⎞
⎠ (3.12)
Elle peut également être déﬁnie, de façon équivalente, par :
xi = cmi (Q)+
ci (qi) − cmi (Q)
Pn








En eﬀet, déﬁnissons g (Q)=
Pn
i=1 ci (qi) − C (Q) et gmi (Q)=ci (qi) − cmi (Q), d’où
ci (qi)=gmi (Q)+cmi (Q). Avec ces déﬁnitions, on peut (3.12) écrire sous la forme :










j=1 gmj (Q) − g(Q)
´
En remplaçant gmj et g par leurs déﬁnitions, on obtient (3.13).
(IDN), (IEN), (PA), (APA), (CO), (ACO)
Cette règle satisfait à (IDN) sous l’hypothèse que qi =0implique ci (qi)=cmi (Q)=
0. La satisfaction de (IEN) est immédiate dans la mesure où cmi (Q)=ci (qi) lorsque
i est une entité négligeable. Celle de (PA) l’est également sous les hypothèses C (Q) ≤
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Pn
i=1 ci (qi) et cmi (Q) ≤ ci (qi) ∀i et, inversement, celle de (APA) quand C (Q) ≥
Pn
i=1 ci (qi) et cmi (Q) ≥ ci (qi) ∀i.
On va maintenant démontrer la Proposition 3.6 qui dit que, sous les hypothèses
C (Q) ≤
Pn






∀i. Cette proposition établit, entre autres, que (CO) est satisfaite pour
n ≤ 3.
Démonstration. L’aﬃrmation xi ≤ ci (qi) est immédiate. Pour ce qui est de la


















j = C (Q), on obtient x∗










j=1 cmj (Q). Selon (3.13), on a donc xi ≥ cmi (Q) ∀i et
P
j∈N\{i} xj =




(RG), (TE), (INP), (PS)
L’exemple 3.3 montre que cette règle ne satisfait à aucune des propriétés (RG),
(TE), (INP), (MCT) et (PS).6 Avec la première répartition, qui correspond à la fonc-
tion ˆ c telle que spéciﬁée, on a x2 <x 3 en dépit du fait que ˆ c({2})=ˆ c({3}), contrai-
rement à ce qu’exige (TE). Il s’agit d’imaginer que les coûts identiques des entités 2 et
3 soient le résultat de demandes identiques pour obtenir une violation de la condition
plus faible (TEE).
Imaginons maintenant que l’entité 3 augmente sa demande, faisant passer ˆ c({3}) à
7,ˆ c({1,3}) à 10.5,ˆ c({2,3}) à 9 et ˆ c({1,2,3}) à 11. La deuxième répartition résulte de
ces augmentations de coûts. La contribution de l’entité 2 est maintenant plus faible que
celle de l’entité 1 alors que c’était le contraire avec la demande initiale. Cela représente
u n ev i o l a t i o nd e( I N P ) .L em ê m ee x e m p l em o n t r eq u ec e t t em é t h o d en es a t i s f a i tp a s
à (PS) puisqu’une augmentation de la demande de l’entité qui contribuait plus que les
autres fait diminuer la contribution des autres. Finalement, cet exemple conﬁrme que
cette méthode ne satisfait pas à (RG) puisqu’on a x1 >x 2 alors que ˆ c({1}) < ˆ c({2}).
On le savait déjà de par la violation de (TE).
6Typiquement, ces exemples sont constitués d’une fonction de coût, de changements dans ces coûts
et des répartitions correspondantes.
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ˆ c({1})=4 ˆ c({2})=5 ˆ c({3})=5
ˆ c({1,2})=8 ˆ c({1,3})=9 ˆ c({2,3})=8
ˆ c({1,2,3})=1 0
x1 x2 x3 Total
3.11 3.22 3.67 10
3.05 2.85 5.10 11
-E x e m p l e3 . 3-
( M D ) ,( M C N ) ,( M C P ) ,( M C T )
L’exemple 3.4 montre que la méthode des bénéﬁc e sr é s i d u e l sv i o l e( M D )e t( M C N ) .
La première répartition est obtenue avec la fonction de coût originale. Imaginons en-
suite qu’une augmentation de la demande de l’entité 3 fasse augmenter les coûts totaux
de 16 à 17, pour donner la deuxième répartition. L’augmentation de la demande de
l’entité 3 fait diminuer sa contribution, contrairement à ce qu’exige (MD). Par le fait
même, (MCN) est violée. La diminution de x3 conﬁrme également la violation de
(MCT). On pouvait déjà conclure à cette violation en invoquant la Proposition 3.4.
ˆ c({1})=6 ˆ c({2})=7 ˆ c({3})=9
ˆ c({1,2})=1 2 ˆ c({1,3})=1 2 ˆ c({2,3})=1 0
ˆ c({1,2,3})=1 6
x1 x2 x3 Total
6.00 4.75 5.25 16
7.00 5.00 5.00 17
-E x e m p l e3 . 4-
La fonction ˆ c du dernier exemple n’est pas concave. L’exemple 3.5 montre que
(MCN) est violée même avec une fonction ˆ c concave, qui satisfait à (3.10) et qui est
compatible avec (3.9). Imaginons qu’une augmentation de la demande de l’entité 3 fasse
augmenter ˆ c({3}) et ˆ c({1,3}) de 3$ et ˆ c(2,3) et ˆ c({1,2,3}) de 2$. La contribution de
l’entité 1 augmente suite à l’augmentation de la demande de l’entité 3, contrairement
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à ce que prescrit (MCN). On notera que les répartitions de l’exemple 3.5 satisfont à
(CO), conformément à la Proposition 3.6.
ˆ c({1})=6 ˆ c({2})=7 ˆ c({3})=8
ˆ c({1,2})=9 ˆ c({1,3})=1 0 ˆ c({2,3})=1 1
ˆ c({1,2,3})=1 2
x1 x2 x3 Total
3.00 4.00 5.00 12
3.06 3.47 7.47 14
-E x e m p l e3 . 5-
L’exemple 3.6, qui part de la même fonction ˆ c que dans l’exemple 3.2, illustre la
violation de (MCP) avec une fonction ˆ c convexe, qui satisfait à l’inverse de (3.10) et qui
est compatible avec l’inverse de (3.9). Imaginons qu’une augmentation de la demande
de l’entité 3 fasse augmenter ˆ c({3}) et ˆ c({2,3}) de 1$ et ˆ c(1,3) et ˆ c({1,2,3}) de 3$.
La contribution de l’entité 2 diminue suite à l’augmentation de la demande de l’entité
3, contrairement à ce que prescrit (MCP).
ˆ c : comme dans l’exemple 3.2
x1 x2 x3 Total
5.20 6.20 7.60 19
6.22 6.11 9.67 22
-E x e m p l e3 . 6-
(SE), (O), (CH), (AD), (IDC)
La satisfaction de (SE) et (O) est immédiate. La règle des bénéﬁces résiduels partage
(CH) avec toutes les règles de répartition proportionnelle. Par contre, elle viole (AD).
Supposons en eﬀet qu’on ait C = C1+C2 avec une décomposition semblable pour tous




i (qi) − cm2
i (qi)=ci (qi) − cmi (qi) ∀i, ce qui ne sera pas toujours le cas. (IDC) n’est
pas satisfaite non plus car on ne fait aucun usage des cai.
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Méthodes comptables
(IDN), (IEN), (SE), (O), (CH)
Les trois méthodes présentées sous le titre de méthodes comptables dans le cha-
pitre 2, et dont on rappelle les formules ci-dessous, satisfont à (IDN) sous l’hypo-
thèse naturelle qi =0implique ci (qi)=cai (Q)=0 . La méthode de Louderback




implique ci (qi)=cai (Q). Ce n’est cependant pas le cas
de la méthode de Moriarity.
Les trois règles satisfont à l’ordinalité (O) dans la mesure où les cai (Q) sont in-
sensibles au changement d’unités et elles satisfont à la cohérence (CH) comme toute
autre règle proportionnelle.
(RG), (TE), (INP)
Dans la mesure où on peut avoir ci (qi) >c j (qj) et cai (Q) <c a j (Q), (RG) et (TE)
ne tiennent pour aucune des trois méthodes. L’exemple 3.7 conﬁrme la violation de
(RG) et montre que toutes les méthodes comptables violent (INP). Dans cet exemple,
on imagine que l’entité 3 augmente sa demande, faisant augmenter ˆ c({3}),ˆ c({1,3}),
ˆ c({2,3}) et ˆ c({1,2,3}) de 2 unités, sans changer ca3. Le deuxième tableau donne
les répartitions produites par les trois méthodes avec les deux demandes. Avec les
coûts originaux, les trois méthodes donnent x1 >x 2 alors que ˆ c({1}) < ˆ c({2}).7
L’augmentation de la demande de l’entité 3 entraîne un renversement de l’importance
relative des contributions des deux autres entités, en violation de (INP).
(PA), (APA)
On va commencer par démontrer que, sous l’hypothèse cai (Q) ≤ ci (qi) ∀i, la
règle de Moriarity satisfait à (PA) si C (Q) ≤
Pn
j=1 cj (qj) et à (APA) si C (Q) ≥
Pn





7Ces répartitions resteraient les mêmes si on posait ˆ c({1})=5=ˆ c({2}), conﬁrmant la violation
de (TE). Il s’agirait d’imaginer que les coûts identiques des entités 1 et 2 s o n tl er é s u l t a td ed e m a n d e s
identiques pour obtenir une violation de la condition plus faible (TEE).
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ˆ c({1})=4 ˆ c({2})=5 ˆ c({3})=7
ˆ c({1,2})=8 ˆ c({1,3})=9 ˆ c({2,3})=9
ca1 =3 ca2 =2 .9 ca3 =4
ˆ c({1,2,3})=1 0
x1 x2 x3 Total
Moriarity 3.04 2.94 4.02 10
Moriarity 3.18 3.97 4.85 12
Louderback 3.02 2.93 4.05 10
Louderback 3.26 3.44 5.30 12
Balachandran 3.03 2.93 4.03 10
Balachandran 3.40 3.75 4.85 12
-E x e m p l e3 . 7-
où wi =m i n{ci (qi),c a i (Q)+cc(Q)} =m i n
n





sous-ensemble S ⊂ N tel que wi = cai (Q)+cc(Q) <c i (qi) ∀i ∈ S et wi = ci (qi) ∀i ∈
N\S.
Si C (Q) ≤
Pn





C (Q) ≤ ci (qi). Si S 6= ∅, il suﬃtd em o n t r e rq u e
Pn
j=1 wj ≥ C (Q).
Comme wi ≤ ci (qi), on obtient alors xi =
wi Pn
j=1 wj







= |S| C (Q) − (|S| − 1)
X
i∈S
















wi ≥ |S| C (Q) − (|S| − 1)
X
i∈N
cai (Q) ≥ |S| C (Q) − (|S| − 1)C (Q)=C (Q)
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Montrons maintenant que, si C (Q) ≥
Pn





C (Q) ≥ ci (qi).
Àc e te ﬀet, considérons un autre problème où cai (Q) est changé pour ca0
i (Q)=
ci (qi) ∀i et où donc cc0 (Q)=C (Q) −
Pn
j=1 cj (qj). On a alors wi = ci (qi) ∀i. Rédui-
sons ensuite ca0
1 (Q) jusqu’à ca1 (Q). Le coût commun cc0 (Q) est alors augmenté de
ca0
1 (Q)−ca1 (Q), ce qui laisse w1 inchangé. Les autres wj demeurent aussi les mêmes
puisque, si cc0 (Q) est eﬀectivement augmenté, il en va de même des ca0
j (Q)+cc0 (Q).
En répétant le même argument avec les autres ca0
i (Q), on obtient wi = ci (qi) ∀i, d’où
S = ∅.
On montre maintenant que la règle de Louderback satisfait à (PA) si C (Q) ≤
Pn
j=1 cj (qj) et à (APA) si C (Q) ≥
Pn
j=1 cj (qj). Cette règle est déﬁnie par :
xi = cai (Q)+
ci (qi) − cai (Q)
Pn
j=1 (cj (qj) − caj (Q))
cc(Q) (3.14)
sous l’hypothèse cai (Q) ≤ ci (qi) ∀i. En développant l’équation (3.14) et en utilisant




j=1 cj (qj)+ci (qi)C (Q) − ci (qi)
Pn
j=1 caj (Q) − cai (Q)C (Q)
Pn










j=1 cj (qj) − C (Q)
´
Pn










j=1 cj (qj) − C (Q)
´
Pn













j=1 cj (qj) − C (Q) T 0.
On se tourne maintenant vers la règle de Balachandran et Ramakrishnan. Une
façon de la déﬁnir est de remplacer ci (qi) dans (3.14) par :
c0
i (qi)=m i n{ci (qi),ca i (Q)+cc(Q)}
Selon la dernière démonstration, on a alors xi ≤ c0
i (qi) ≤ ci (qi) quand
Pn
j=1 cj (qj) −
C (Q) ≥ 0. Pour le cas où
Pn
j=1 cj (qj) − C (Q) ≤ 0, remplaçons cai (Q) dans (3.14)
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par ca0
i (Q)=m a x{ci (qi) − cc(Q),ca i (Q)} et désignons par x0
i la part des coûts qui
revient à i avec cette déﬁnition. On alors x0
i ≥ ci (qi). En utilisant cette dernière relation
de même que ca0
i (Q) ≤ ci (qi) − cc(Q),c a i (Q) ≤ ci (qi) et C (Q) −
Pn
j=1 cj (qj) ≥ 0,
on obtient :
xi = x0
i + cai (Q) − ca0
i (Q)
≥ x0
i + cai (Q) − ci (qi)+cc(Q)
= x0












cj (qj) ≥ ci (qi)
C ’ e s tc eq u ’ e x i g e( A P A ) .
(PS), (MCT), (MD), (MCN), (MCP), (CO), (ACO)
L’exemple 3.8 montre que la règle de Moriarity viole (PS), (MCT), (MD), (MCN)
et (CO). Imaginons qu’une augmentation de la demande de l’entité 3 fasse augmenter
le coût total de 10 à 11. L’augmentation de la demande de l’entité 3 fait diminuer
sa contribution aux coûts et, comme conséquence, elle fait augmenter celles des deux
autres entités. Il s’agit donc à la fois d’une violation de (PS), (MCT) et (MD). Si on
attribue la hausse de coûts à l’entité 2 plutôt qu’à 3, ( M C N )e t( M C P )s et r o u v e n t
violées toutes les deux puisque la contribution de l’entité 1 augmente et celle de 3
baisse suite à la hausse de la demande de 2. De même (CO) et (ACO) sont toutes les
deux violées puisque, avec ˆ c({1,2,3})=1 0ou 11,o nax2 + x3 > 9=ˆ c({2,3}) et
x1 + x2 < 8=ˆ c({1,2}). Dans les deux cas, la fonction ˆ c est concave. Les propriétés
(CO) et (MCN) auraient donc été souhaitables et possibles. Par contre, il est moins
défendable d’exiger (ACO) et (MCP) dans ce cas. L’exemple 3.11, donné à la ﬁnd e
cette sous-section, démontre la violation de ces deux propriétés avec ˆ c convexe.
L’exemple 3.9 montre que les règles de Louderback et de Balachandran-Ramakrishnan
violent, elles aussi, (PS), (MCT), (MD), (MCN) et (CO). Ici, une augmentation de la
demande de l’entité 3 fait augmenter ca3 et le coût total de 1$. Cette augmentation
de la demande de l’entité 3 et du coût total fait diminuer sa contribution aux coûts et
augmenter celles des autres entités, ce qui constitue une violation de (MCT), (MD) et
(PS).
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ˆ c({1})=4 ˆ c({2})=5 ˆ c({3})=7
ˆ c({1,2})=8 ˆ c({1,3})=9 ˆ c({2,3})=9
ca1 =0 ca2 =3 ca3 =6
ˆ c({1,2,3})=1 0
x1 x2 x3 Total
0.83 3.33 5.83 10
1.57 3.93 5.50 11
-E x e m p l e3 . 8-
ˆ c({1})=4 ˆ c({2})=5 ˆ c({3})=7
ˆ c({1,2})=8 ˆ c({1,3})=9 ˆ c({2,3})=9
ca1 =3 ca2 =4 ca3 =6
ˆ c({1,2,3})=1 7
x1 x2 x3 Total
4.33 5.33 7.33 17
56718
-E x e m p l e3 . 9-
D a n sl ’ e x e m p l e3 . 9 ,o naé g a l e m e n tu n ev i o l a t i o nd e( P A )e td o n cd e( C O ) ,c e
qui n’est guère surprenant vu que ˆ c({N}) >
Pn
j=1 ˆ c({j}) et que ˆ c n’est pas sous-
additive. L’exemple 3.10, où on utilise les mêmes données que dans l’exemple 3.8, où
ˆ c({N}) <
Pn
j=1 ˆ c({j}) et ˆ c est concave, est plus probant à cet égard. Les deux règles
donnent x2 + x3 > 9=ˆ c({2,3}) et x1 + x2 < 8=ˆ c({1,2}). D o n c ,( C O )e t( A C O )
sont toutes les deux violées. Selon la Proposition 3.1, (MCN) est également violée.
Tout comme il est déraisonnable d’exiger (CO) quand ˆ c({N}) >
Pn
j=1 ˆ c({j}) et
que ˆ c n’est pas sous-additive, il est tout autant déraisonnable d’exiger (ACO) quand
ˆ c({N}) <
Pn
j=1 ˆ c({j}) et que ˆ c est concave, comme dans l’exemple 3.8. L’exemple
3.11, qui utilise la même fonction ˆ c que l’exemple 3.2, montre que (ACO) est violée par
toutes les règles comptables avec ˆ c({N}) >
Pn
j=1 ˆ c({j}) et ˆ c convexe. Avec la règle
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ˆ c : comme dans l’exemple 3.8
x1 x2 x3 Total
Louderback 0.57 3.29 6.14 10
Balachandran 0.33 3.33 6.33 10
- Exemple 3.10 -
de Moriarity, on a x1 + x2 < 11 = ˆ c({1,2}) et, avec les règles de Louderback et de
Balachandran-Ramakrishnan, x1 + x3 < 12 = ˆ c({1,3}), contrairement à ce qu’exige
(ACO). Selon la Proposition 3.1, (MCP) est également violée par ces règles. On a
cependant (APA) avec les trois règles, conformément au résultat établi plus haut.
ˆ c({1})=4 ˆ c({2})=5 ˆ c({3})=7
ˆ c({1,2})=1 1 ˆ c({1,3})=1 2 ˆ c({2,3})=1 3
ca1 =4 ca2 =0 ca3 =7
ˆ c({1,2,3})=1 9
x1 x2 x3 Total
Moriarity 4.75 5.94 8.31 19
Louderback 4.00 8.00 7.00 19
Balachandran 4.00 8.00 7.00 19
- Exemple 3.11 -
(AD), (IDC)
L’additivité (AD) n’est pas satisfaite. Supposons en eﬀet qu’on ait C = C1+C2 et
une décomposition semblable pour tous les éléments de coût et les ti. Pour que (AD) soit
respectée, il faudrait que t1
i = t2





ci (qi) − cai (Q) ∀i, ce qui ne sera pas toujours le cas.
Montrons maintenant que la règle de Louderback et celle de Balachandran et Rama-
krishnan satisfont à (IDC) quand C (Q)=
Pn




ci (qi)−cai (Q) ∀i . Supposons qu’on ait C (Q)=
Pn
i=1 cai (Q)+cc(Q). De façon plus
rigoureuse, écrivons C (Q)=
Pn
i=1 cai (Q,C)+cc(Q,C). Admettons, assez naturel-
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lement, que cai (Q,cc)=0et cc(Q,cc)=cc(Q,C). Autrement dit, il ne reste plus





= ci (qi)−cai (Q,C) et wi (Q,cc)=m i n{ci (qi,cc),c a i (Q,cc)+cc(q)} =
min{ci (qi) − cai (Q,C),c c (q)}. Notons que wi (Q,cc)=wi (Q,C) − cai (Q,C).
Appliquée au problème (Q,cc), la règle de Louderback donne :
xi (Q,cc)=cai (Q,cc)+
ci (qi,cc) − cai (Q,cc)
Pn
j=1 cj (qj,cc) − caj (Q,cc)
cc(Q,C)
=
ci (qi) − cai (Q,C)
Pn
j=1 cj (qj) − caj (Q,C)
cc(Q,C)
d’où :
xi (Q,C)=cai (Q,C)+xi (Q,cc)
comme l’exige (IDC).
Avec la règle de Balachandran et Ramakrishnan, on a :
xi (Q,cc)=cai (Q,cc)+
wi (Q,cc) − cai (Q,cc)
Pn
j=1 wj (Q,cc) − caj (Q,cc)
cc(Q,C)
=
wi (Q,C) − cai (Q,C)
Pn
j=1 wj (Q,C) − caj (Q,C)
cc(Q,C)
d’où :
xi (Q,C)=cai (Q,C)+xi (Q,cc)
comme l’exige (IDC).
Supposons maintenant un problème pour lequel ci (qi) ≤ cai (Q)+cc(Q) ∀i. Avec








ci (qi) − cai (Q)
Pn
j=1 cj (qj) − caj (Q,C)
cc(Q,C)




C (Q)=cai (Q)+xi (Q,cc) comme l’exige (IDC).
Répartition proportionnelle aux coûts marginaux





où ∂iC (Q)qi est le produit scalaire entre le vecteur des dérivées ∂iC (Q) et celui des
quantités qi.
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(RG), (TE), (PS), (INP), (IEN), (IDN), (IDC), (AD)
Dans la mesure où une entité avec une faible demande peut avoir un coût marginal
élevé au point Q et inversement, les conditions (RG), (TEE) et (PS) ne sont pas
satisfaites. Un changement dans la demande de certaines unités peut entraîner un
renversement important dans les coûts marginaux des autres et inverser l’importance
relative des contributions de deux entités. (INP) ne tient donc pas. L’exemple 3.12
conﬁrme ces aﬃrmations. Avec Q =( 3 ,3,8), on a x1 >x 2 en dépit du fait que q1 = q2.
Il s’agit d’une violation de (TEE) et donc de (S), (TE) et (RG). Un accroissement de
q1 à 4 amène une augmentation de x2, en violation de (PS). Finalement, avec q1 =0 ,
on obtient une inversion de l’ordre entre les contributions des entités 2 et 3,c eq u i
constitue une violation de (INP).
C : R3





Q x1 x2 x3 Total
(3,3,8) 19.09 6.03 4.47 29.59
(4,3,8) 30.12 8.54 4.05 42.71
(0,3,8) 03 8 11
- Exemple 3.12 -
L’exemple 3.12 montre également que (CHF) et donc (CH) ne sont pas satisfaites
par cette méthode. Imaginons en eﬀet que l’entité 2 se retire après avoir payé son dû,
c’est-à-dire 6.03. Une application de la même règle aux deux autres entités et à la
fonction de coût résiduel donne x1 =1 9 .09 et x3 =4 .47. L’exemple montre également
que (IEN) est violée. L’entité 3 est en eﬀet négligeable et, avec Q =( 3 ,3,8), on a
x3 6=8=c3 (8). I le s té v i d e n tq u e( I D N )e s ts a t i s f a i t e .E nv e r t ud el aP r o p o s i t i o n3 . 2 ,
on doit donc conclure que (IDC) et (AD) ne le sont pas.
(CH), (IU), (O)
La répartition proportionnelle aux coûts marginaux satisfait à (CH) comme toute
règle de répartition proportionnelle. Elle est insensible au choix des unités de mesure
(IU). En eﬀet, supposons qu’on ait deux problèmes équivalents (Q,C) et (Q0,C0) avec






et C0(Q0)=C (λ ⊗ Q0). En particulier, C0(Q0)=










. En désignant par λih la composante





































qih ≡ ∂iC (Q)qi
L’égalité qui vient d’être établie entre ∂iC0(Q0)q0
i et ∂iC (Q)qi dépend de façon
cruciale de la linéarité de la fonction λ−1 ⊗Q. La condition plus forte d’ordinalité (O)
ne tient pas.
(PR), (SE)




h=1 aihqih, on a ∂iC (Q)qi =
Pmi
h=1 aihqih ∀i, d’où
xi(Q,C)=
Pmi
h=1 aihqih, comme le veut la proportionnalité (PR). Par contre, on n’a
pas la séparation entre entités (SE) à moins que C ne soit linéaire. Supposons qu’on ait
C (Q)=
Pn







cj(qj) 6= ci (qi)
Cela conﬁrme qu’on n’a pas (IEN).
(MCN), (PA), (CO), (MCP), (APA), (ACO), (MD), (MCT)
En présence d’économies d’échelle, l’augmentation d’un qj avec j 6= i entraîne une
baisse de ∂iC (Q) et donc de xi. La répartition proportionnelle aux coûts marginaux
satisfait donc à (MCN), (CO) et (PA). Par le fait même, on a également (MD). On a
l’inverse, c’est-à-dire (MCP), (APA), (ACO), en présence de déséconomies d’échelle. On
n’a cependant pas (MD) dans ces circonstances. En fait, cette méthode ne satisfait pas
à (MD) de façon générale comme le montre l’exemple 3.13.8 En eﬀet, une augmentation
de q1 amène une baisse de x1.
Déﬁnissons maintenant une nouvelle fonction ˜ C : R2
+ → R àp a r t i rd el ad e r n i è r e
fonction C en posant ˜ C (q1,q 2)=C (q1 +0 .1,q 2). Comme C est une fonction crois-
8Compte tenu de sa déﬁnition en deux parties, la fonction de cet exemple est toujours croissante et
positive. Seule la première partie est utilisée dans les calculs.
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C : R2






1 + q2 si 2q2 > 3q1
1
2q3
1 + q2 si q2 ≤ q1
Q x1 x2 Total
(1,2) 0.60 2.40 3.00
(1.3,2) 0.10 3.09 3.19
- Exemple 3.13 -
sante, on a ˜ C (Q) ≥ C (Q) ∀Q ≥ 0. Si on applique la répartition proportionnelle aux
coûts marginaux à cette fonction ˜ C et à Q =( 1 ,2), on obtient la répartition :
x1 x2 Total
0.46 2.63 3.09
Une augmentation des coûts entraîne une baisse de x1, contrairement à ce qu’exige
(MCT).
3.A.4 Démonstration relatives aux règles inspirées de la théorie des
jeux
Tariﬁcation à la Aumann-Shapley





où qi ∂iC doit être interprété comme un produit scalaire dans le contexte général. De
façon équivalente, si on déﬁnit la fonction ˆ C : Rn
+ → R par ˆ C (τ;Q,C)=C (τQ)=




∂i ˆ C (λ,...,λ)dλ
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(IDN), (IEN), (AD), (IDC), (SE)
Avec cette méthode, les contributions sont insensibles à l’élimination des demandes


















Cette règle satisfait à (AD) dans la mesure où C = C1+C2 implique ∂iC = ∂iC1+∂iC2.
En invoquant la Proposition 3.2, on conclut qu’elle satisfait également à (IDC), (IEN)
et (SE).
(IU), (O)
Sprumont (1998) donne un exemple qui montre que cette méthode ne satisfait pas
à l’ordinalité. Par contre, elle satisfait à (IU). Pour le vériﬁer et en même temps com-
prendre pourquoi elle ne satisfait pas à (O), considérons deux problèmes équivalents
(Q,C) et (Q0,C0) Soit la liste f =( f1,...,f n) des transformations bijectives (linéaires
ici) telles que Q = f (Q0)=( f1 (q0
1),...,f n (q0
n)). Rappelons que C0 est alors déﬁ-
nie par C0(Q0)=C (f (Q0)). Il s’agit de montrer que ˆ C (·;Q,C)= ˆ C (·;Q0,C0). et














= Q. En l’ab-
sence de cette dernière, on n’est pas assuré que ˆ C (·;Q,C)= ˆ C (·;Q0,C0) et donc que
les contributions exigées des entités sont invariantes à des changements non linéaires
d’unités.
(RG), (TE), (PS), (INP), (CHF)
Dans la mesure où les coûts marginaux peuvent être ordonnés diﬀéremment des
coûts de faire cavalier seul, cette méthode ne satisfait ni à (TE) ni à (RG). Des chan-
gements dans la demande des entités qui paient davantage peuvent inﬂuencer les coûts
marginaux des autres, invalidant ainsi (PS). L’exemple 3.14, basé sur la même fonction
de coût et les mêmes demandes que dans l’exemple 3.12, le conﬁrme. On a x1 >x 2
en dépit du fait que q1 = q2. Il s’agit d’une violation de (TEE) et donc de (S), (TE)
et (RG). Un accroissement de q1 à 4 amène une augmentation de x2, en violation de
(PS). Finalement, avec q1 =0 , on obtient l’inversion de l’ordre entre les contributions
des entités 2 et 3, ce qui constitue une violation de (INP).
Le même exemple montre que (CHF) et donc (CH) ne sont pas satisfaites par cette
méthode. Imaginons en eﬀet que l’entité 2 se retire après avoir payé son dû, c’est-à-dire
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C : R3





Q x1 x2 x3 Total
(3,3,8) 15.47 6.12 8.00 29.59
(4,3,8) 26.17 8.54 8.00 42.71
(0,3,8) 03 8 11
- Exemple 3.14 -
6.12. Une application de la méthode Aumann-Shapley aux deux autres entités et à la
fonction de coût résiduel9 donne x1 =1 7 .20 et x3 =6 .26.
(MCN), (PA), (CO), (MCP), (APA), (ACO), (MD), (MCT)
En présence d’économies d’échelle, l’augmentation d’un qj avec j 6= i entraîne
une baisse de ∂iC (λQ) et donc de xi. La méthode Aumann-Shapley satisfait donc à
(MCN), (CO) et (PA). Par le fait même, on a également (MD). On a l’inverse, c’est-à-
dire (MCP), (APA), (ACO), en présence de déséconomies d’échelle. On n’a cependant
pas (MD) dans ces circonstances. En fait, cette méthode ne satisfait pas à (MD) de
façon générale comme le montre l’exemple 3.15. Un augmentation de q1 entraîne une
diminution de x1.
C : comme dans l’exemple 3.13
Q x1 x2 Total
(1,2) 0.33 2.67 3.00
(1.3,2) 0.06 3.13 3.19
- Exemple 3.15 -
En utilisant à nouveau la fonction ˜ C : R2
+ → R déﬁnie par ˜ C (q1,q 2)=C (q1 +0 .1,q 2)
et Q =( 1 ,2), on obtient la répartition :
x1 x2 Total
0.24 2.85 3.09
9Àn o t e rq u e ˆ C−2 (λ,λ) ≥ 0 si et seulement si λ ≥ 0.217. On a donc ∂1 ˆ C−2 (λ,λ)=∂3 ˆ C−2 (λ,λ)=0
pour λ < 0.217.
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Une augmentation des coûts entraîne une baisse de x1 contrairement à ce qu’exige
(MCT). Cette diminution s’explique par la diminution de ∂iC (λQ) pour tout λ ∈ [0,1].
De ce fait, la diminution de x1 est en accord avec la condition plus faible de Young
(1985a). Même si le coût total a augmenté, l’entité 1 a droit à une réduction de sa
contribution aux coûts totaux parce que son coût marginal a diminué.
Méthode Shapley-Shubik






[ˆ c(S) − ˆ c(S\{i})]




|S|!( |N\S| − 1)!
|N|!
[ˆ c(S ∪ {i}) − ˆ c(S)]
Le terme
|S|!(|N\S|−1)!
|N|! est la probabilité que l’entité i fasse son entrée immédiatement
a p r è sc e l l e sd eS. Il y a en eﬀet |S|! arrangements possibles pour les entités de S et
(|N\S| − 1)! pour celles qui suivent i, sur un total de |N|! arrangements possibles. On
ad o n c: X
S⊂N\{i}
|S|!( |N\S| − 1)!
|N|!
=1
(IEN), (IDN), (MD), (MCN), (MCP), (PA), (APA), (CO), (ACO)
Si une entité est négligeable, on a ˆ c(S ∪ {i}) − ˆ c(S)=ˆ c({i}) ∀S ⊂ N\{i}. On a
donc xi =ˆ c({i}), comme l’exige (IEN). On a donc également (IDN).
Dans la mesure où un accroissement de la demande d’une entité i est de nature
à augmenter ˆ c(S ∪ {i}) sans changer ˆ c(S) pour tout S ⊂ N\{i}, il s’ensuit que xi
ne peut diminuer suite à une telle augmentation, ce qui établit (MD). Par contre, si
une entité j 6= i accroit sa demande et qu’on est en présence d’économies d’échelle,
ˆ c(S∪{i})−ˆ c(S) ne peut augmenter selon (3.9). On a donc (MCN). Selon la Proposition
3.1, on a également (CO) et donc (PA). On a les propriétés inverses, c’est-à-dire (MCP),
(APA), (ACO) sous les déséconomies d’échelle.
(O), (AD), (IDC), (SE), (PR), (MCT)
Cette règle ne faisant intervenir que les coûts, satisfait (O) à par le fait même.
La satisfaction de (AD) est immédiate. En invoquant (IDN), on a donc également
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(IDC) et (SE) en vertu de la Proposition 3.2. Comme (SE) implique (PR), on ne peut
avoir (MCT) en vertu de la Proposition 3.4. On en a une conﬁrmation en utilisant les
fonctions C et ˜ C des exemples 3.13 et 3.15. Les répartitions pour les deux fonctions,
selon la règle Shapley-Shubik, sont les suivantes :
x1 x2 Total
C 0.75 2.25 3.00
˜ C 0.87 2.22 3.09
Une augmentation des coûts entraîne une baisse de x2 contrairement à ce qu’exige
(MCT). Cet exemple n’invalide pas la condition plus faible de Young (1985b) puisqu’on
a ˆ c({1,2}) − ˆ c({1})=3− 0.5=2 .5 > 3.09 − 0.67 = 2.42 = ˜ c({1,2}) − ˜ c({1}). Selon
la condition de Young, la diminution de x2 est justiﬁée, et s’impose même, du fait que
son coût incrémental a diminué, même si son coût de faire cavalier seul et le coût total
ont augmenté.
(RG), (TE), (S), (PS), (INP), (CH)
Supposons que la fonction de coût soit symétrique par rapport aux demandes des
entités i et j. On a alors ˆ c(S ∪ {i}) − ˆ c(S)=ˆ c(S ∪ {j}) − ˆ c(S) ∀S ⊂ N\{i,j} et
ˆ c(N\{i})=ˆ c(N\{j}), d’où xi = xj, ce qui établit que cette règle satisfait à (S) et
donc à (TEE).
Par contre, on a violation de toutes les autres propriétés, comme le montre l’exemple
3.16. Avec Q =( 3 ,3,3), on a x1 >x 3, en dépit du fait que c1 (q1)=c3 (q3). Il
s’agit d’une violation de (TE) et donc de (RG). Un accroissement de q1 à 4 amène
une augmentation de x2, ce qui constitue une violation de (PS). Si on compare les
répartitions des troisième et quatrième lignes, on observe l’inversion de l’ordre entre
les contributions des entités 2 et 3, en violation de (INP).
Le même exemple, avec Q =( 3 ,3,3), montre que (CHF) et donc (CH) ne sont
pas satisfaites par cette méthode. Imaginons en eﬀet que l’entité 2 se retire après avoir
payé son dû, c’est-à-dire 10.79. Le jeu de coût résiduel qui en résulte est déﬁni par
ˆ c({1} =1 0 .79, ˆ c({3} =0 , ˆ c({1,3} =1 3 .80. L’application de la règle Shapley-Shubik à
ce jeu donne x1 = x3 =6 .90, contrairement à ce que prescrit (CHF).
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C : R3





Q x1 x2 x3 Total
(3,3,3) 10.79 10.79 3.00 24.59
(4,3,3) 17.86 16.86 3.00 37.71
(3,3,8) 10.79 10.79 8.00 29.59
(0,3,8) 0.00 3.00 8.00 11.00
- Exemple 3.16 -
Nucléole
Rappelons la déﬁnition de cette méthode. On désigne par N la famille des (2n − 2)
sous-ensembles propres de N, c’est-à-dire diﬀérents de N et ∅. Étant donné une ré-
partition x =( x1,...x n) et un sous-ensemble S non-vide de N et diﬀérent de N,o n





et par e(x) le vecteur des (2n − 2) valeurs de e(x,S), pour S ∈ N, ordonnées de la plus
petite à la plus grande. Le nucléole est déﬁni comme la répartition x∗ qui maximise
lexicographiquement e(x):
e(x) ≤` e(x∗) pour toute autre répartition x
où ≤` désigne la relation «inférieure ou égale à au sens lexicographique».10 Autrement
dit, x∗ est la répartition qui maximise le plus petit gain d’une coalition, de même
que le deuxième plus petit gain, le troisième, etc. C’est aussi le point central, au sens
géométrique, de l’ensemble des répartitions possibles.
(RG), (TE), (PS), (INP), (CH)
Dans l’exemple 3.16, la valeur de Shapley est également le nucléole. On a donc les
mêmes conclusions en ce qui regarde (RG), (TE), (PS), (INP) et (CH), c’est-à-dire une
10Un vecteur e =( e1,...,e m) est lexicographiquement inférieur àu na u t r ed =( d1,...,d m) si la
première composante de e diﬀérente de la composante correspondante de d est plus petite que cette
dernière. Par exemple, (3,1,9) est lexicographiquement plus petit que (3,2,1).
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violation de toutes ces conditions. Sobolev (1975) aﬃrme que le nucléole est cohérent
mais il s’agit d’une forme de cohérence plus faible que (CH). Voir l’annexe 3.A.6 et le
chapitre 5 à ce sujet.
(O), (AD), (IDC)
Cette règle ne faisant intervenir que les coûts, satisfait à (O) par le fait même.
Par contre, elle ne satisfait pas à l’additivité. Considérons l’exemple 3.17. On a deux
fonctions de coût et on donne les répartitions, selon le nucléole, pour ces deux fonctions
de coût et pour leur somme. La troisième n’est pas la somme des deux premières, violant
ainsi (AD).
ˆ c({1})=5 ˆ c({2})=6 ˆ c({3})=7
ˆ c({1,2})=1 1 ˆ c({1,3})=1 2 ˆ c({2,3})=1 0
ˆ c({1,2,3})=1 5
ˆ c({1})=6 ˆ c({2})=7 ˆ c({3})=4
ˆ c({1,2})=1 2 ˆ c({1,3})=9 ˆ c({2,3})=1 0
ˆ c({1,2,3})=1 5
x1 x2 x3 Total
5.00 4.50 5.50 15
5.33 6.33 3.33 15
10.50 10.75 8.75 30
- Exemple 3.17 -












et soit x(Q,cc) une répartition de cc(Q) selon le nucléole. Si, pour un i donné, on ajoute
cai (Q) àl af o i sàcc(Q) et à toutes les répartitions possibles de cc(Q), on laisse tous les




0 ∀j 6= i. C’est dire que la répartition déﬁnie par xi (Q,C)=cai (Q)+xi (Q,cc) est le
nucléole du problème complet (Q,C).
CIRANO 2006 140Chapitre 3. Méthodes de partage de coûts : propriétés
(IEN), (IDN), (SE), (PR), (MCT)
Le nucléole satisfait à (IEN).
Démonstration. Supposons que i soit négligeable et montrons d’abord que xi (Q,C)




ci (qi), on aurait
P
j6=i xj (Q,C) >C
¡
QN\{i}¢
. Cette répartition serait clairement do-
minée, au sens lexicographique, par la répartition x0 (Q,C) déﬁnie par x0
i (Q,C)=
ci (qi) et x0
j (Q,C)=xj (Q,C)+ 1
n−1 (xi (Q,C) − ci (qi)) ∀j 6= i, ce qui représente une
contradiction.






j∈S xj (Q,C) soit le plus faible, c’est-à-dire le plus fortement









+ ci (qi) −
P





j∈S xj (Q,C). Avec la répartition























j (Q,C) pour toute autre coalition T, on peut
conclure que x0 (Q,C) domine x(Q,C). Dans le cas contraire, on peut choisir x0
i (Q,C) ∈
















pour toute autre coalition T,d es o r t eq u ex0 (Q,C) domine x(Q,C). On arrive ainsi
à une contradiction.
Vériﬁons maintenant que, si x(Q,C) appartient au nucléole du problème original,
alors xN\{i} (Q−i,C −i) appartient au nucléole du problème obtenu avec l’élimination de
l’entité i. Avec l’élimination de i, les composantes de e(x,S) correspondant à des coa-
litions auxquelles appartient i sont éliminées pour donner e−i(x−i,S) et les valeurs de
toutes les autres restent inchangées. En particulier, la plus petite valeur de e−i(x−i,S)
est égale à la plus petite valeur de e(x,S) puisque si i appartient à une coalition S pour
laquelle la plus petite valeur de e(x,S) est obtenue, la même valeur est obtenue avec
la coalition S\{i}. S’il y avait une répartition disons x0
−i (Q,C) du problème réduit
qui dominait x−i (Q,C), on pourrait en conclure que la répartition x0 (Q,C) obtenue
en complétant x0
−i (Q,C) par x0
i (Q,C)=ci (qi) domine x(Q,C) dans le problème
original.
Comme corollaires, le nucléole satisfait à (IDN), (SE) et (PR). On ne peut donc
avoir (MCT) en vertu de la Proposition 3.4. On peut utiliser à nouveau les fonctions C
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et ˜ C des exemples 3.13 et 3.15 pour s’en convaincre. On avait obtenu les répartitions
suivantes pour les deux fonctions, selon la règle Shapley-Shubik :
x1 x2 Total
C 0.75 2.25 3.00
˜ C 0.87 2.22 3.09
O r ,l en u c l é o l ee s te ne ﬀet identique à la valeur de Shapley dans ce cas. Une augmen-
tation des coûts entraîne une baisse de x2 contrairement à ce qu’exige (MCT).
(MD), (MCN), (MCP), (PA), (APA), (CO), (ACO)
Lorsque le coeur existe, il existe au moins une répartition dont le surplus est non-
négatif. Comme on cherche à maximiser le plus petit des surplus des coalitions avec
le nucléole, il est clair que ce dernier appartient au coeur lorsque ce dernier existe, ce
qui est le cas en présence d’économies d’échelle. Les propriétés (CO) et (PA) sont donc
satisfaites. On peut en dire autant de (ACO) et (APA) en présence de déséconomies
d’échelle.
La propriété (MCN) n’est pas pour autant satisfaite, même en présence d’écono-
mies d’échelle. C’est ce que montre l’exemple 3.18, qui utilise la fonction de coût de
l’exemple 3.5. Cette dernière est concave, elle satisfait à (3.10) et elle est compatible
avec (3.9). Comme dans l’exemple 3.5, la deuxième répartition correspond à une aug-
mentation de 3$ pour ˆ c({3}) et ˆ c({1,3}) et de 2$ pour ˆ c(2,3) et ˆ c({1,2,3}), suite à un
accroissement de la demande de l’entité 3. Ce changement entraîne une augmentation
de la contribution de l’entité 1, contrairement à ce que prescrit (MCN).11
ˆ c : comme dans l’exemple 3.5
x1 x2 x3 Total
3.00 4.00 5.00 12
3.33 3.33 7.33 14
- Exemple 3.18 -
La propriété (MCP) n’est pas satisfaite non plus, même avec une fonction ˆ c convexe
qui satisfait à l’inverse (3.10) et des changements qui sont compatibles avec l’inverse
11La première répartition est également celle qu’avait donnée la méthode des bénéﬁces résiduels.
C’est aussi celle que donne la règle Shapley-Shubik. Après la modiﬁc a t i o nd e sc o û t s ,l ar è g l eS h a p l e y -
Shubik donne une répartition diﬀérente du nucléole soit (3,3.5,7.5).
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de (3.9). C’est ce que montre l’exemple 3.19. La deuxième répartition résulte d’une
augmentation de 1$ pour ˆ c({3}) et ˆ c({2,3}) et de 3$ pour ˆ c(1,3) et ˆ c({1,2,3}), suite
à un accroissement de la demande de l’entité 3. La contribution de l’entité 2 diminue
contrairement à ce qu’exige (MCP).
ˆ c({1})=6 ˆ c({2})=5 ˆ c({3})=7
ˆ c({1,2})=1 1 ˆ c({1,3})=1 3 ˆ c({2,3})=1 2
ˆ c({1,2,3})=1 9
x1 x2 x3 Total
6.33 5.33 7.33 19
7.55 .09 .5 22
- Exemple 3.19 -
La violation de (MCN) met (MD) en péril. Eﬀectivement, le nucléole ne satisfait
pas à (MD), du moins dans les problèmes où il y a au moins cinq entités. On vient de
montrer que le nucléole satisfait à (CO). Or, en utilisant un exemple avec cinq entités
où le coeur se réduit à un singleton12 donc au nucléole, Young (1994) montre qu’on











∀S ⊂ N\{i}.13 Un accroissement de la demande de l’entité i donne
précisément ce genre d’accroissement dans les coûts. Cet exemple démontre donc que
le nucléole ne satisfait pas à (MD).
3.A.5 Démonstration relatives à la règle séquentielle
On commence par le contexte général dans la mesure où les propriétés qui sont
satisfaites dans ce contexte le sont également dans le contexte unidimensionnel.
12Cet exemple est exposé en détail dans le chapitre 5.
13En termes des fonctions ˆ c et ˆ c
0 correspondantes, ˆ c(S) ≤ ˆ c
0 (S) ∀S ⊂ N et ˆ c(S)=ˆ c
0 (S) ∀S ⊂
N\{i}.
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Règle séquentielle radiale
(RG), (TE), (PSR), (INP), (OR), (MDR), (MCNR), (PA), (APA), (CO),
(ACO)
Les propriétés (TE) et (PSR) caractérisent (déﬁnissent) la règle séquentielle radiale,
comme l’ont montré Koster, Tijs et Borm (1998). La préservation des rangs (RG)
d é c o u l ed el ad é ﬁnition même de la règle et plus précisément du fait que les agents
sont ordonnés selon leurs coûts de faire cavalier seul. Les parts des coûts ne peuvent
ensuite qu’augmenter à mesure qu’on passe d’une entité à une autre dont le coût de
faire cavalier seul est plus élevé.
Téjédo et Truchon (2000) démontrent que la règle séquentielle radiale satisfait
aux propriétés (INP), (OR) et (MDR). Téjédo et Truchon (2001) montrent que cette
même règle satisfait à (MCNR), (PA) et (CO), en présence d’économies d’échelle et aux
propriétés inverses, (MCPR), (APA) et (ACO), en présence de déséconomies d’échelle.
(IDN), (IEN), (IDC), (AD), (SE)
Téjédo et Truchon (2000) démontrent que la règle séquentielle radiale satisfait à
(IDN) et à (SE). Par contre, (IEN), qui est plus forte que (IDN) et (SE), n’est pas
satisfaite. Supposons, par exemple, que l’entité 1 est négligeable. En vertu de (IEN), on

































. Cette dernière égalité n’est pas vraie de façon générale. Quand
elle l’est, on a x1 = c1 (q1) e nv e r t ud e( S E ) .C o m m e( I E N )n ’ e s tp a sv é r i ﬁée, les
conditions plus fortes que sont (IDC) et (AD) ne le sont pas non plus.
(CHF), (CH)
La règle séquentielle radiale satisfait à la cohérence faible (CHF).
Démonstration. Supposons que les k plus petites entités, en termes des ci (qi),
se retirent après avoir payé leur dû selon la règle séquentielle radiale. Elles forment le
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i = k +1 ,...n (3.15)
Le dernier terme de cette décomposition est évidemment nul pour i = k +1 . Soit
Xk (Q,C)=
Pk






























































































Par déﬁnition, CN\K ¡
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N\K =0 . En substituant le membre droit de (3.16) au premier terme du membre
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L’hypothèse que K est formé des k plus petites entités, en termes des ci (qi),
est cruciale dans la démonstration précédente. Elle ne tient évidemment pas avec un
ensemble K quelconque, invalidant de ce fait (CH).
Règle séquentielle originale
Dans le contexte unidimensionnel, les propriétés (OR), (MDR) et (MCNR) de-
viennent (O), (MD), (MCN). Ces dernières sont donc automatiquement satisfaites
dans ce contexte. Aux propriétés satisfaites par la règle radiale, s’ajoutent (GR) et
(AD). En vertu de la Proposition 3.2, on a donc également (IDC) et (IEN) mais, en
fait, (IDC) est satisfaite de façon triviale dans le contexte unidimensionnel et homo-





, on ne peut identiﬁer de coûts comme étant spéciﬁques
aux entités. De même, une entité ne saurait être négligeable à moins que c ne soit
linéaire. Dans un tel cas, (PR) impose xi = ci (qi). C’est la raison pour laquelle (IDC)
et (IEN) n’apparaissent pas dans la liste des propriétés satisfaites par cette règle.
3.A.6 Sur la cohérence
La propriété de cohérence implique une fonction de coût résiduel. On peut écrire
celle qui a été retenue dans ce chapitre comme suit. Étant donné une règle de partage
x, un problème (Q,C) et un sous-ensemble d’entités T ⊂ N, déﬁnissons mT =
P
i∈T mi
et la fonction de coût résiduelle CT : R
mT
+ → R par :















Soit maintenant un S ⊂ T et Y S
T la demande obtenue de YT en annulant les compo-

































En termes de jeu, on a :
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ce qui est exactement la déﬁnition de Hart et Mas-Colell (1989).
La déﬁnition de Young (1994) est :
ˆ cT












C’est aussi celle qui est donnée dans le chapitre 5. Selon cette déﬁnition, la coalition
S ⊂ T est libre de choisir la coalition S0 ⊂ N\T dont elle produira la demande
et encaissera les contributions. On a bien sûr ˆ cT
Y (S) ≤ ˆ cT (S). Soit S∗ (T) le S0 pour
lequel le minimum est atteint dans la déﬁnition de ˆ cT
Y (S). On a également ˆ cT
Y (S∗ (T)) =
ˆ cT (S∗ (T)).
Young met des restrictions sur les valeurs possibles de ˆ cT
Y par rapport à ˆ cT. Il se
peut en eﬀet qu’on ait S∗ (T)=S∗ (T0) pour T 6= T0. Sa condition de cohérence est
donc moins forte que la nôtre.
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4.1 Introduction
L’objet de ce chapitre est de présenter la notion de jeu de coûts. Un jeu de coûts est
un jeu coopératif 1 dans lequel le gain de la coopération est la moindre dépense permise
par la réalisation coordonnée des projets d’un ensemble d’agents. Le problème est alors
de savoir comment ces agents vont se répartir ce gain, c’est-à-dire cette réduction
des coûts, ou de façon équivalente comment ils vont contribuer au ﬁnancement de la
dépense ainsi occasionnée.
Le chapitre est organisé comme suit. On déﬁnit formellement à la section 4.2 ce
qu’il faut entendre par jeu de coûts et on en recense les principaux types. On introduit
à la section 4.3 les notions de pré-solution et de solution. Enﬁn on passe en revue à la
section 4.4 les propriétés habituellement requises d’une solution.
4.2 Jeux de coûts
4.2.1 Déﬁnitions
Soit N = {1,...,i,...,n} l’ensemble des n premiers entiers naturels, ensemble des
indices des joueurs ou ensemble des indices des projets,2 et N l’ensemble des parties de
N ( yc o m p r i sl ap a r t i ev i d eq u el ’ o nn o t eφ). On appelle coalition de joueurs ou groupe
de projets toute partie de N, grande coalition ou totalité des projets N lui-même. Un
jeu de coûts déﬁni sur N est une application c : N → I R+ qui possède les quatre
propriétés suivantes :3
(i) gratuité de l’inaction :
c(φ)=0
(ii) monotonicité :
∀S,T ∈ N : S ⊆ T ⇒ c(S) ≤ c(T)
(iii) sous-additivité :
∀S,T ∈ N : c(S ∪ T) ≤ c(S)+c(T)
1Pour un exposé général de la théorie des jeux coopératifs, on pourra consulter l’ouvrage de Owen
(1995) et pour son application aux problèmes d’imputation des coûts joints, on pourra se référer à
Young (1994).
2On distinguera soigneusement l’ensemble N des joueurs d’un arrangement de ces mêmes joueurs.
Dans un arrangement l’ordre des joueurs est spéciﬁé.
3I R
n désigne l’espace réel de dimension n, I R
n
+ sa partie non négative et I R
n
++ sa partie strictement
positive. I N désigne l’ensemble des entiers, I N+ l’ensemble des entiers non négatifs et I N++ l’ensemble
des entiers positifs. Le cardinal de tout ensemble ﬁni X est noté |X|.
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(iv) non-trivialité :




On appelle parfois jeux essentiels les jeux pour lesquels c(N) est inférieur à la
somme des c({i}).
On dira qu’un jeu est strictement monotone si :
∀S,T ∈ N : S ⊂ T ⇒ c(S) <c(T)
et qu’il est strictement sous-additif si :
∀S,T ∈ N\φ : S 6= T ⇒ c(S ∪ T) <c(S)+c(T)
La monotonicité stricte et la sous-addivité stricte impliquent respectivement :




La condition de non-trivialité est donc superﬂue pour ce genre de jeu.
On peut considérer également un jeu de coûts déﬁni sur N comme un point de
l’espace réel de dimension 2n. Notons4 c les vecteurs de composantes cS, S ∈ N,
c ∈ I R2n
+ et soit I CN la partie de I R2n
+ dont les éléments sont des jeux de coûts. Alors
c ∈ I CN si :
(i’) gratuité de l’inaction :
cφ =0
(ii’) monotonicité :
∀S,T ∈ N : S ⊆ T ⇒ cS ≤ cT
(iii’) sous-additivité :
∀S,T ∈ N : cS∪T ≤ cS + cT
(iv’) non-trivialité :




On note CN l’ensemble des jeux de coûts déﬁnis sur N,c ’ e s t - à - d i r es o i tl ’ e n s e m b l e
des fonctions c qui vériﬁent les quatre conditions (i)-(iv), soit l’ensemble I CN des
vecteurs c qui vériﬁent les conditions (i’)-(iv’). Dans ce qui suit on appellera indiﬀé-
remment un élément c ∈ CN, soit un jeu de coûts déﬁni sur N, soit une fonction de
4Nous notons de la même façon, c,l af o n c t i o nc : N → I R+ et le vecteur c ∈ I CN. Aucune confusion
n’est cependant possible.
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coût déﬁnie sur N. On appelle simplement jeu de coûts, tout couple (c,N) tel que
c ∈ CN. L’ensemble des jeux de coûts est donc l’ensemble :
JC = {(c,N) || N| ∈ I N++,c∈ CN}
La signiﬁcation de cette formalisation est la suivante : N est un ensemble d’agents
autonomes qui ont chacun un projet à réaliser. Un projet est éventuellement décom-
posable en sous-projets, mais alors tous ces sous-projets sont à réaliser par le même
agent. On peut voir N comme l’ensemble des projets eux-mêmes.
Ces projets peuvent être de natures très diverses. Le cas le plus simple est celui
d’agents qui veulent disposer de diﬀérentes quantités d’un ou de plusieurs biens ordi-
naires. Regrouper leur production permet de tirer parti d’économies d’échelle ou de
complémentarités.5 Il peut s’agir aussi de biens publics que diﬀérentes autorités veulent
mettre à la disposition de leurs administrés.
Considérons par exemple les municipalités d’une même communauté urbaine qui
veulent, chacune, équiper leur territoire d’un éclairage public. Pour chaque municipalité
i, un projet est un plan qui déﬁnit pour chaque voie, ou chaque portion de voie, du
territoire qu’elle administre, un certain niveau d’intensité de l’éclairage à mettre en
place.
Considérons maintenant des villes situées au bord d’un même lac. Pour préserver
la qualité des eaux du lac, chaque ville est dans l’obligation légale de traiter les eaux
usées des ménages et des entreprises implantés sur son territoire. Le projet de la ville
i e s ta l o r su ns y s t è m ed ec o l l e c t ee td et r a i t e m e n td e se a u xu s é e sa v a n tr e j e td a n sl e
lac.
Soit maintenant une vallée et dans cette vallée une compagnie d’électricité, un
syndicat d’agriculteurs et une association des pêcheurs à la ligne. La compagnie d’élec-
tricité voudrait construire un barrage pour turbiner l’eau et produire de l’électricité
s e l o nu np r o ﬁl intra-annuel d’appels de charge bien spéciﬁé. Les agriculteurs voudraient
construire eux aussi un barrage qui leur garantirait un certain proﬁli n t r a - a n n u e ld e
disponibilités en eau pour irriguer les terres qu’ils cultivent. Le proﬁl intra-annuel de
leurs besoins n’est généralement pas le même que celui des hydro-électriciens. Enﬁn, les
pêcheurs voudraient aussi construire un barrage qui permettrait de régulariser le débit
de la rivière et garantir l’étiage en période de basses eaux, préservant ainsi la richesse de
la ﬂore aquatique, donc la qualité des frayères et par conséquent l’abondance des pois-
sons. Pour la compagnie d’électricité, le projet est un certain type de barrage équipé
5Pour un examen détaillé des gains ainsi permis les meilleurs ouvrages sont encore ceux de Baumol,
Panzar et Willig (1982) et Sharkey (1982).
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de turbines6 et un réseau de transport de l’électricité produite, du barrage jusqu’aux
divers points d’entrée de son réseau de distribution. Pour le syndicat d’agriculteurs le
projet est un barrage sans turbine, d’une capacité de rétention diﬀérente, et un ré-
seau d’adduction de l’eau aux diﬀérentes parcelles à cultiver. Pour l’association des
pêcheurs le projet est un barrage d’une capacité de rétention probablement diﬀérente
de la capacité requise pour les deux autres projets.
Toute partie S ∈ N est un sous-ensemble des projets réalisés de façon coordonnée,
c’est-à-dire de façon à minimiser le coût total de réalisation des projets en question;
c(S) ou cS s’interprète comme ce coût total minimisé. Le fait qu’on déﬁnisse la fonc-
tion c sur l’ensemble des parties de N signiﬁe que pour toute partie S de N le coût
total de réalisation ou bien ne dépend pas de l’ordre dans lequel on envisage la réali-
sation de ces projets, ou bien que l’ordre dans lequel ils seront réalisés est optimisé de
f a ç o nàm i n i m i s e rl e u rc o û tg l o b a l . 7 Dans l’exemple des villes qui doivent épurer leurs
rejets, c(S) est le coût d’un système de collecte et de traitement des eaux usées de
toutes les municipalités i ∈ S et d’aucune municipalité j/ ∈ S.D a n sl ’ e x e m p l ed e sb a r -
rages, convenons d’aﬀecter l’indice 1 à la compagnie d’électricité, l’indice 2 au syndicat
d’agriculteurs et l’indice 3 à l’association des pêcheurs. Alors c({1,2}) e s tl ec o û td e
construction d’un barrage dont le volume de retenue permet de satisfaire les besoins en
eau à turbiner de la compagnie d’électricité et les besoins en eau des agriculteurs,8 bar-
rage équipé de turbo-alternateurs, duquel partent deux réseaux, le réseau de transport
de l’énergie produite aux points d’entrée dans le réseau de distribution de la compagnie
d’électricité, et le réseau d’adduction de l’eau aux parcelles à irriguer des agriculteurs.
La formalisation est une formalisation en termes de coûts des projets. La seule
caractéristique d’un projet à réaliser, ou d’un ensemble de projets qui importe ici,
est son coût, et non ses caractéristiques physiques. Le même projet peut avoir des
caractéristiques physiques identiques mais des coûts de réalisation diﬀérents pour deux
agents car ces agents sont, par exemple, à même d’exercer des pressions diﬀérentes sur
leurs fournisseurs qui leur accorderont donc des conditions de vente diﬀérentes. Si les
agents sont des entreprises, ils peuvent également bénéﬁcier, pour la réalisation de
6On suppose pour simpliﬁer que l’eau est turbinée au pied du barrage.
7Si le coût de réalisation dépendait de l’ordre, il faudrait déﬁnir c sur la famille de tous les arran-
gements de sous-ensembles d’indices de N. On aurait par exemple pour les arrangements a =( 3 ,5,9)
et a
0 =( 5 ,9,3) du sous-ensemble S = {3,5,9},c(a) 6= c(a
0).
8On suppose pour simpliﬁe rq u el ed é b i td el ar i v i è r es u ﬃt pour alimenter une retenue qui permet-
trait de satisfaire les besoins en eau des agents. En d’autres termes le proﬁli n t r a - a n n u e ld e sa p p o r t s
naturels et les proﬁts intra-annuels des besoins des utilisateurs sont compatibles, comme dans l’exemple
numérique traité en détail plus loin.
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ces projets, de compétences qui leurs sont propres et qui diﬀèrent d’une entreprise à
l’autre. Pour les mêmes raisons, deux groupes d’agents, deux coalitions, qui réalisent
un ensemble de projets physiquement identiques, peuvent avoir à supporter des coûts
diﬀérents. Inversement deux projets diﬀérents peuvent avoir des coûts identiques. Ce
qui importe ce n’est pas la diﬀérence physique des projets mais la similitude ou la
dissemblance de leurs coûts.
Les conditions (i) à (iv) s’interprètent comme suit. La condition (i) précise que
s’il n’y a aucun projet à réaliser le coût à encourir est nul. La condition (ii) signiﬁe
que, partant d’un sous-ensemble S quelconque de projets, le coût total de réalisation
coordonnée ne baisse pas lorsqu’on adjoint un ou plusieurs autres projets à l’ensemble S
initialement considéré. Dans l’exemple des barrages c({1,2}) ≤ c({1,2,3}) signiﬁeq u e
tenir compte des contraintes de maintien d’étiage auxquelles est sensible l’association
des pêcheurs, ne peut pas faire baisser le coût de réalisation d’une retenue qui doit déjà
garantir le ﬂux d’approvisionnement des turbo-alternateurs que demande la compagnie
d’électricité, ainsi que le ﬂux nécessaire à l’irrigation. La condition (iii) énonce que le
coût de réalisation d’un ensemble de projets est au plus égal à la somme des coûts de
réalisation de ses parties, quelle que soit la partition de l’ensemble. En quelque sorte
«qui peut le plus, peut le moins».
Pour illustrer pourquoi les deux propriétés (ii) et (iii) devraient être satisfaites,
reprenons l’exemple des barrages dont les données sont présentées au Tableau 4.1.
Supposons aussi pour simpliﬁer, que :
- au cours de chaque mois les débits instantanés sont constants;
- la loi oblige ceux qui retiennent l’eau, qui construisent une retenue, à laisser dans
la rivière le débit d’étiage lorsque le débit naturel lui est supérieur;
- les pertes par évaporation de la masse d’eau retenue dans tout barrage, sont
négligeables;
- l’eau prélevée pour irrigation ne retourne pas dans le réseau hydrographique :
elle part en totalité dans l’atmosphère soit par évaporation depuis le sol, soit par
évapo-transpiration des plantes, de sorte que les prélèvements pour irrigation
sont des prélèvements nets.
S’il n’y a que le projet des pêcheurs à réaliser, il suﬃt de construire un réservoir
dont la capacité de retenue est de 500 − 100 = 400, pour remédier à l’insuﬃsance du
débit naturel de la rivière au mois de septembre, le seul mois au cours duquel le débit
naturel est inférieur au débit d’étiage demandé par l’association des pêcheurs.
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Mois Débit naturel Débit voulu Débit voulu Débit voulu
de la rivière Électriciens Agriculteurs Pêcheurs
Janvier 1000 3000 0 500
Février 1000 2000 0 500
Mars 2500 1000 0 500
Avril 3500 0 0 500
Mai 2500 0 1000 500
Juin 1500 0 2000 500
Juillet 500 0 2500 500
Août 500 0 1500 500
Septembre 100 0 0 500
Octobre 2000 0 0 500
Novembre 3500 1500 0 500
Décembre 2500 3000 0 500
Cumulée sur l’année 21100 10500 7000 6000
Tableau 4.1 — Débit naturel et débits demandés par les agents
S’il n’y a que le projet du syndicat d’agriculteurs à réaliser, il faut tenir compte
du fait que l’eau prélevée pour irriguer est totalement perdue et donc le syndicat
doit laisser dans la rivière le volume du débit d’étiage lorsque le débit naturel lui est
supérieur. Pour compenser le déﬁcit du débit du ﬂeuve au cours du mois de juin, il faut
détenir en réserve un volume égal à 2000+500−1500, c’est-à-dire le débit appelé par
les agriculteurs, soit 2000, augmenté du débit d’étiage, 500, diminué du ﬂux d’apports
naturel, 1500; pour le mois de juillet la réserve à détenir s’élève à 2500 +500−500 et
pour le mois d’août à 1500 + 500 − 500. Puisqu’au cours de ces trois mois consécutifs
les demandes des agriculteurs sont supérieures au débit naturel, les réserves qu’il faut
avoir accumulé ﬁn mai, s’élèvent à 5000.
En général, du fait que les ﬂancs des vallées sont évasés, et à cause de la pente du
lit du ﬂeuve, il est moins coûteux de construire un seul barrage d’une capacité de 5400
plutôt que deux barrages, l’un d’une capacité de 5000, l’autre d’une capacité de 400.9
9On notera qu’on dispose de débits suﬃsants tout au long de l’année pour constituer un stock de
5400 disponible ﬁn mai, pour utilisation en juin, juillet, août et septembre. En eﬀet, compte tenu de
la contrainte d’étiage, en mai le solde du débit naturel net des retraits pour irrigation s’élève à 2500-
500-1000=1500. En avril, le respect de la seule contrainte d’étiage permet d’accumuler 3500-500=3000.
Enﬁn en mars on peut accumuler 2500-500=2000. Ce projet commun des agriculteurs et des pêcheurs
est réalisable indépendamment du projet des électriciens qui turbinent 1000 au mois de mars. Il suﬃt
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La réalisation du seul projet des électriciens nécessite l’érection d’une retenue d’une
capacité de 3500. En décembre la compagnie veut turbiner 3000, le débit naturel n’est
que de 2500 d’où un déﬁcit de 500; en janvier elle veut turbiner 3000 alors que le débit
n’est que de 1000, d’où un déﬁcit de 2000; enﬁn en février elle veut turbiner 2000
tandis que le débit naturel n’est que de 1000, d’où un déﬁcit de 1000.10
Le coût de réalisation coordonnée des projets des électriciens et des pêcheurs est
égal au coût de réalisation du seul projet des électriciens. La retenue construite pour
réaliser le seul projet des électriciens permet en eﬀet de satisfaire aussi les besoins des
pêcheurs.
Le coût de réalisation coordonnée des trois projets est le coût d’érection d’un bar-
rage d’une capacité de retenue de 5400, équipé de turbo-alternateurs et des réseaux
de transport de l’énergie et de l’adduction de l’eau. Ce coût sera évidemment moindre
que le coût de réalisation de deux barrages, l’un d’une capacité de 3000 équipé des
mêmes turbo-alternateurs, l’autre d’une capacité de 5400, coût qui devrait être engagé
si d’une part la compagnie d’électricité agissait seule et s id ’ a u t r ep a r tl es y n d i c a t
d’agriculteurs et l’association des pêcheurs agissaient de façon coordonnée. A fortiori
le coût de construction du grand barrage équipé pour produire l’électricité est moindre
que le coût d’érection des trois barrages qu’il faudrait édiﬁer si les trois agents devaient
mettre en oeuvre, chacun séparément, leurs projets.
On remarquera, pour en terminer avec la condition (iii), que la condition de sous-
additivité implique que, pour toute partition P = {P1,...,P h,...,P m} de l’ensemble




que la retenue commune soit située en aval de celle des électriciens qui restituent l’eau après l’avoir
turbinée.
10Là encore le débit naturel est suﬃsamment élevé pour accumuler un stock de 3000 disponible ﬁn
novembre. Compte tenu de la contrainte d’étiage, il est possible de constituer, au cours du mois de
novembre un stock de 3500-1500=2000, car après turbinage les 1500 que veulent utiliser les électriciens
sont restitués à la rivière de sorte que la contrainte d’étiage est satisfaite, et, au cours du mois d’octobre,
un stock de 2000-500=1500. La constitution de cette réserve au cours des mois de novembre et d’octobre
n’interfère pas avec la constitution de la réserve nécessaire à la réalisation des projets des agriculteurs
et des pêcheurs qui a lieu au cours des mois de mars, avril et mai. Il n’y a donc pas de conﬂit pour
l’appropriation de l’eau. C’est ce qui permet une formalisation en termes d’un pur jeu de coûts de
construction de barrages de capacités de retenues diﬀérentes et de caractéristiques techniques également
diﬀérentes.
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La condition (iv) exclut de l’étude les situations triviales dans lesquelles ou bien
l’ensemble des projets à réaliser ne coûterait rien, ou bien leur réalisation coordonnée
ne permettrait aucune économie.
Pour conclure, soulignons le fait que si chacune des quatre propriétés supposées de
la fonction c, à savoir la gratuité de l’inaction, la monotonicité, la sous-additivité et
la non-trivialité semble bien capter un aspect essentiel des situations dans lesquelles
se pose un réel problème des gains de la coopération, leur ensemble constitue un tout
diﬃcilement réductible. En eﬀet :
1. la gratuité de l’inaction et la monotonicité impliquent ensemble que :
∀S ∈ N : c(S) ≥ 0
2. la gratuité de l’inaction, la monotonicité et le non-respect de la première des
inégalités qui déﬁnissent la non-trivialité impliqueraient ensemble que :
∀S ∈ N : c(S)=0
3. la gratuité de l’inaction, la monotonicité, la sous-additivité et le non-respect de la
seconde des inégalités déﬁnissant la non-trivialité impliqueraient ensemble que :




On remarquera enﬁnq u es il e sm fonctions c1,..,c g,..,c m déﬁnies sont N et à
valeurs dans I R+ vériﬁent les quatre conditions (i)-(iv), alors :
1. la fonction c =
m P
g=1
cg, somme des jeux c1,..,c m, déﬁnie ainsi :




vériﬁe ainsi les quatre conditions (i)-(iv); la somme d’un nombre ﬁni de jeux
mettant en présence le même ensemble de joueurs est elle-même un jeu;
2. la fonction c =
m P
g=1
xgcg, 0 ≤ xg ≤ 1,g=1 ,..,m et
m P
g=1
xg =1 , combinaison
linéaire connexe des jeux c1,..,c m, déﬁnie ainsi :




vériﬁe aussi les quatre conditions (i)-(iv); toute combinaison linéaire convexe
d’un nombre ﬁni de jeux mettant en présence le même ensemble de joueurs est
donc elle-même un jeu.
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Il est clair par ailleurs que si c est un jeu, alors, pour tout λ > 0, la fonction c(λ)
déﬁnie par :
∀S ≤ N : c(λ)(S)=λc(S)
est elle-même un jeu; la multiplication d’un jeu par un réel positif déﬁnit un nouveau
jeu. On en conclut que I CNU {0} est un cône convexe.11
4.2.2 Quelques grandes classes de jeux de coûts
Distinguons les propriétés générales de la fonction c et les propriétés de décompo-
sabilité de la structure des coûts.
Propriétés générales
Jeux à somme constante On dit qu’un jeu c ∈ CN est à somme constante si :12
∀S ∈ N : c(S)+c(N\S)=c(N)
Pour ce genre de jeu la somme du coût de réalisation de tout sous-ensemble de projets
S et du coût de réalisation du sous-ensemble complémentaire N\S est égale au coût
de réalisation de l’ensemble des projets N.O np e u ts ed e m a n d e rs ’ i le x i s t ed et e l sj e u x
qui soient aussi des jeux essentiels ou non triviaux. Le jeu suivant à trois agents montre
que c’est bien le cas.
Exemple 4.1 Soit le jeu à trois joueurs dont la fonction de coût est donnée par :
c({1})=3,c ({2})=5,c ({3})=7
c({1,2})=7,c ({1,3})=9,c ({2,3})=1 1
c({1,2,3})=1 4










de vecteurs de I R
n. On appelle cône convexe engendré













est un ensemble de réels non-négatifs quelconques.
12Soit X un ensemble, X1 et X2 deux sous-ensembles de X. On appelle soustraction ensembliste X1
moins X2, le sous-ensemble de X1,n o t éX1\X2, déﬁni par : X1\X2 = {x|x ∈ X1,x / ∈ X2}.
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Par ailleurs le jeu est essentiel puisqu’on a :
c({1})+c({2})+c({3})=3+5+7=1 5> 14 = c({1,2,3})
Il est assez évident que la somme de jeux essentiels est un jeu essentiel, que toute
combinaison linéaire convexe de jeux essentiels est un jeu essentiel et qu’enﬁnl am u l -
tiplication d’un jeu essentiel par un réel positif est aussi un jeu essentiel. Soit I CE
N
l’ensemble des jeux essentiels vus comme des points de I R2n
. Alors I CE
NU {0} est un
cône convexe.
Jeux concaves Les jeux de coûts concaves constituent une classe de jeux particu-
lièrement importante. Ce sont des jeux dans lesquels les incitations à coopérer sont
puissantes et les solutions généralement faciles à calculer.
On dit que la fonction de coût c ∈ CN est concave si l’une ou l’autre des deux
conditions équivalentes suivantes est satisfaite :
∀i ∈ N,∀Q,R ⊆ N\{i} : Q ⊆ R ⇒ c(Q ∪ {i}) − c(Q) ≥ c(R ∪ {i}) − c(R) (a)
∀S,T ⊆ N : c(S)+c(T) ≥ c(S ∪ T)+c(S ∩ T) (b)
La condition (a) signiﬁe que le coût additionnel encouru pour adjoindre un projet
i àu ng r o u p ed ep r o j e t sR à réaliser de façon coordonnée est inférieur (stricto sensu
n’est pas supérieur) au coût additionnel qu’il faudrait supporter pour l’adjoindre à
un sous-groupe de projets plus restreint Q ⊆ R. Cette condition prend une forme
remarquablement simple lorsque la fonction de coût est symétrique (cf paragraphe
suivant).
Il est clair que la condition (a) est un cas particulier de la condition (b). En eﬀet
soit Q,R ⊆ N\{i} et Q ⊆ R,p o s o n sS = Q∪{i} et T = R, et supposons la condition
(b) satisfaite c’est-à-dire :
c(Q ∪ {i})+c(R) ≥ c(Q ∪ {i} ∪ R)+c({Q ∪ {i}} ∩ R)
Or Q ⊆ R implique que Q ∪ {i} ∪ R = R ∪ {i} et, de plus, puisque i/ ∈ R,o naa u s s i ,
{Q ∪ {i}} ∩ R = Q. L’inégalité ci-dessus se réduit donc à :
c(Q ∪ {i})+c(R) ≥ c(R ∪ {i})+c(Q)
c’est-à-dire à la condition (a) :
c(Q ∪ {i}) − c(Q) ≥ c(R ∪ {i}) − c(R)
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On montre dans l’annexe que, réciproquement, la condition (a) implique la condition
(b). Les deux conditions sont donc équivalentes.
On remarquera que la concavité de la fonction de coût implique sa sous-additivité.
C’est une conséquence immédiate de la condition (b). c(S ∩ T) ≥ 0 implique en eﬀet
que c(S)+c(T) ≥ c(S ∪ T). On verra que la réciproque n’est pas vraie.
Un exemple de jeu concave est le jeu suivant. Considérons trois régions, indicées
i =1 ,2,3, qui veulent être reliées à un terminal gazier T pour leur alimentation en















Figure 4.1 — Disposition géographique du terminal et des régions
Les distances, en kilomètres, entre les diﬀérentes régions et le terminal sont portées
à côté du segment correspondant. Les quantités à acheminer par unité de temps, les
débits, du terminal à chaque région, sont les suivantes : Région 1 : 49 , Région 2 : 9,
Région 3 : 16.
Le coût de construction d’une liaison est proportionnel à sa longueur mais moins
que proportionnel au débit à cause d’eﬀets surface-volume bien connus.13 On posera
13En général pour la construction d’un réservoir, le coût est à peu près proportionnel à la surface du
contenant, qui croît comme le carré du rayon de la sphère pour un réservoir sphérique, ou comme le
carré de la longueur du côté pour un réservoir cubique. La capacité du réservoir croît comme le cube
du rayon ou le cube de la longueur du côté. Pour le réservoir sphérique si v est le volume et r le rayon,
alors v = πr
3,s o i tr = π
−1/3v
1/3. La surface est égale à πr
2. Si le coût par unité de surface est égal
CIRANO 2006 162Chapitre 4. Jeux de coûts : déﬁnitions et propriétés souhaitables des solutions
q u el ec o û td ’ u n el i a i s o nd el o n g u e u rl et de débit d est de la forme al
√
d où a est un
coeﬃcient qui dépend des unités de mesure et des conditions économiques générales.
Pour le calcul, on prendra, pour obtenir le coût en millions de dollars : a =4 , l =
longueur en kilomètres, d = débit exprimé dans la même unité que celle utilisée pour
exprimer les besoins des régions.
On notera que :
- si les régions 2 et 3 devaient chacune construire un gazoduc, elles construiraient
une liaison directe du terminal à la région concernée;
- si les régions 2 et 3 devaient agir de concert, elles seraient indiﬀérentes entre les
deux solutions qui consistent :
· l’une à construire deux conduits l’un du terminal à 2 et l’autre du terminal à
3, ce qu’elles feraient si elles agissaient indépendamment l’une de l’autre et qui
coûte :
(4 × 400 ×
√
9) + (4 × 300
√
16) = 4800+ 4800 = 9600
· l’autre à construire un conduit entre T et 3 d’une capacité de 16+9 = 25, puis
un conduit de 3 à 2 d’une capacité de 9 et qui coûte :
(4 × 300 ×
√
25) + (4 × 300 ×
√
9) = 6000 + 3600 = 9600
La première solution ne fait pas jouer les phénomènes de rendements croissants
puisqu’il n’y a pas de conduit commun. Mais elle minimise le parcours que doit ef-
fectuer le ﬂuide à livrer. En eﬀet, avec cette solution, le parcours moyen d’une unité
de gaz liquéﬁé est égal à [(400 × 9) + (300 × 16)]/25 = 336 km. La seconde solution
permet de bénéﬁcier d’économies d’échelle le long du tronc commun de 300 km entre
T et 3. Mais elle allonge le parcours des unités qui sont acheminées de T à 2, de
600 − 400 = 200 km, le parcours moyen d’une unité de ﬂuide s’élevant maintenant à
[(300 × 25) + (300 × 9)]/25 = 408 km. Par rapport à la première solution, le gain per-
mis par les rendements d’échelle sur le parcours commun est exactement perdu dans
l’allongement de la distance que doivent parcourir les unités livrées en 2.14
à c, le coût total C est égal à cπr
2.E ns u b s t i t u a n tàr son expression en fonction de v,o no b t i e n t
le coût total en fonction du volume C = c π
1/3v
2/3. Pour un gazoduc d’une longueur donnée, le coût
croît à peu près proportionnellement au diamètre du conduit, tandis que le débit admissible croît avec
le carré du diamètre. Donc le coût par unité de longueur est de la forme a
√
d,o ùa est un paramètre
positif et d est le débit.
14La solution qui consisterait pour 2 et 3 à construire une liaison d’un débit de 25 entre T et 1,
une liaison d’un débit de 9 entre 1 et 2 et enﬁn une liaison d’un débit de 16 entre 1 et 3, coûte-
rait :
¡
















= 5000 + 3000 + 2400 = 10400
Par rapport à la solution avec tronc commun entre T et 3, cette conﬁguration de réseau réduit le
tronc commun de 50 km, allonge de 100 km le parcours des unités à acheminer en 3, 250 + 150 = 400
km au lieu de 300, et réduit de 100 km le parcours des unités à acheminer en 2, 250+250 = 500 km au
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On néglige pour simpliﬁer les solutions qui consisteraient à construire un tronc
commun de T à X, X situé en un endroit quelconque éventuellement confondu avec
1 mais pas nécessairement, puis deux liaisons, l’une de X à 2 et l’autre de X à3 .U n
réseau de ce type est représenté en pointillés à la Figure 4.1.
La fonction de coût a la structure suivante :15
c({1}) = 7000 ,c ({2}) = 4800 ,c ({3}) = 4800
c({1,2}) = 10616 ,c ({1,3}) = 10462 ,c ({2,3}) = 9600
c({1,2,3}) = 14002
Cette fonction est sous-additive. En eﬀet :
c({1,2}) = 10616 ≤ 11800 = c({1})+c({2})
c({1,3}) = 10462 ≤ 11800 = c({1})+ c({3})
c({2,3}) = 9600 ≤ 9600 = c({2})+ c({3})
c({1,2,3}) = 14002 ≤
⎧
⎪ ⎪ ⎪ ⎪ ⎨





Ces inégalités impliquent que la condition (a) est satisfaite. En eﬀet :
—p o u rl ep r o j e t1 ,o na:
c({1}) = 7000 ≥
(
c({1,2}) − c({2}) = 5816
c({1,3}) − c({3}) = 5662
)
≥ c({1,2,3})−c({2,3}) = 4402
—p o u rl ep r o j e t2 ,o na:
c({2}) = 4800 ≥
(
c({1,2}) − c({1}) = 3616
c({2,3}) − c({3}) = 4800
)
c({1,2,3}) − c({1,3}) = 3450
—p o u rl ep r o j e t3 ,o na:
c({3}) = 4800 ≥
(
c({1,3}) − c({1}) = 3462
c({2,3}) − c({2}) = 4800
)
c({1,2,3}) − c({1,2}) = 3386
lieu de 600. Mais il y a plus d’unités à acheminer en 3 qu’en 2, et donc le coût augmente. Le parcours
moyen d’une unité à livrer est ici de [(250 × 25) + (250 × 9) + (150 × 16)]/25 = 446 km, au lieu de
408.
15Pour les calculs, on a retenu :
√
58 = 7,616 ,
√
65 = 8,062 et
√
74 = 8,602.
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Le jeu est donc bien concave.
On remarquera que la somme de jeux concaves est un jeu concave, que toute com-
binaison linéaire convexe de jeux concaves est un jeu concave et que la multiplication
d’un jeu concave par un réel positif est encore un jeu concave. Soit I CC
N l’ensemble des
jeux concaves vus comme des points de I R2n
. Alors I CC
NU {0} est un cône convexe.
Jeux symétriques Un jeu symétrique est un jeu dans lequel le coût de tout sous-
ensemble de projets à réaliser ne dépend que du nombre de projets du sous-ensemble
en question. Formellement la fonction de coût c ∈ CN est symétrique si :
∀S,T ∈ N : |S| = |T| ⇒ c(S)=c(T)
Un exemple de jeu symétrique serait la situation où chaque agent i veut disposer de
la même quantité qi = q d’un certain bien, ou disposer d’un même vecteur de biens, les
coûts de production de ces vecteurs ou de leurs multiples ne dépendant pas de l’agent
ou du groupe d’agent qui les produit ou les fait produire.
Dans ce genre de jeux la fonction de coût est une collection de n nombres ¯ c(m),m=
1,2,...,n, ¯ c(m) étant le coût de réalisation coordonnée de m projets diﬀérents. Une
telle fonction est concave si, pour tout m =1 ,...,n− 1, on a ¯ c(m) − ¯ c(m − 1) ≥
¯ c(m +1 )− ¯ c(m), en convenant de noter c(φ) par c(0)(= 0). La courbe obtenue en
joignant les points de coordonnées (m,¯ c(m)) (cf Figure 4.2) est concave. On notera
que ∆c(m), l’accroissement c(m) − c(m − 1), une fonction décroissante de m.
P u i s q u ed a n sc eg e n r ed ej e ul ec o û td er é a l i s a t i o nc o o r d o n n é en ed é p e n dq u e
de la taille du groupe de projets à réaliser, assimilée à leur nombre, on peut sans
ambiguïté déﬁnir le coût moyen d’un projet de tout groupe de taille m,c o m m el e
rapport ¯ c(m)/m. La fonction de coût est concave si le coût moyen d’un projet décroît
lorsque la taille du groupe dans le cadre duquel il est réalisé, augmente. Les conditions
(a) et (b) peuvent être vues comme deux généralisations équivalentes de cette propriété
aux cas de fonctions de coût non-symétriques.



















Figure 4.2 — Graphe d’un jeu de coût symétrique et concave
On remarquera que, même dans les jeux symétriques, la sous-additivité de la fonc-
tion de coût n’implique pas la concavité du jeu, comme le montre l’exemple suivant.
Exemple 4.2 Soit le jeu symétrique à quatre joueurs déﬁni par :
¯ c(1) = 1 , ¯ c(2) = 1.5 , ¯ c(3) = 2.5 , ¯ c(4) = 3
Cette fonction de coût est sous-additive :
¯ c(2) = 1.5 < 2=2 ¯ c(1)
¯ c(3) = 2.5 <
(
3=3 ¯ c(1)
3.5=2 ¯ c(1) + ¯ c(2)





3.5=2 ¯ c(1) + ¯ c(2) = ¯ c(1) + ¯ c(3)
3=2 ¯ c(2)
Mais ce jeu, dont le graphe est représenté à la Figure 4.3, n’est clairement pas concave.








Figure 4.3 — Jeu symétrique, sous-additif et non-concave
Jeux à rendements croissants Enﬁn, il est clair que la somme de jeux symétriques
est un jeu symétrique, que toute combinaison linéaire convexe de jeux symétriques est
un jeu symétrique et que la multiplication d’un jeu symétrique par un réel positif est
aussi un jeu symétrique. Notons I CS
N l’ensemble des jeux symétriques, vus comme des
points de I R2n
. Alors I CS
NU {0} est un cône convexe. Dans les jeux symétriques, on
peut déﬁnir le coût moyen de réalisation d’un ensemble de projets car, ces projets
étant indistinguables les uns des autres pour ce qui concerne les coûts, on leur aﬀecte
naturellement le même poids, posé conventionnellement égal à 1. Le poids ou la taille
d’une coalition est égal au nombre des projets qu’elle doit réaliser, c’est-à-dire la somme
des poids des projets qu’elle doit mener à bien, et le coût moyen de réalisation de
chaque projet est posé égal au coût de réalisation de l’ensemble, divisé par la taille
de la coalition en question. Le jeu est à rendements croissants lorsque le coût moyen
décroît avec la taille. Ceci suggère une autre généralisation de la notion de rendements
croissants que celle qu’essaye de capter la notion de jeu concave lorsque les diﬀérents
projets n’aﬀectent pas les coûts de la même façon.16
16Cette généralisation a été proposée récemment par Izquierdo et Rafels (2001).
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Pour tout système de poids individuels γ =( γ1,···,γn) ∈ I Rn
+\{0} et pour toute
coalition S ⊆ N déﬁnissons le poids ou la taille γ (S) de cette coalition comme la
somme des poids des projets qui y ﬁgurent, la coalition φ se voyant attribuer un poids
nul :






γi si S 6= φ
0 si S = φ
On dit que le jeu c ∈ CN est à rendements croissants par rapport à γ si :
∀S,T ⊆ N : S ⊆ T ⇒ γ(T)c(S) ≥ γ(S)c(T)
Lorsque γi > 0,∀i ∈ N,17 un jeu est à rendements croissants si :






Le coût moyen de réalisation des projets d’une coalition R, c(R)/γ(R), décroît avec
la taille de la coalition, mesurée par γ(R). Cependant, puisque la mesure de la taille
des coalitions est en partie arbitraire, on ne se permet de comparer deux coalitions S
et T que si l’une est indiscutablement plus grande que l’autre, d’où la condition S ⊆ T.
Il est clair que si le jeu est à rendements croissants par rapport à γ,i ll ’ e s ta u s s i
par rapport à λγ,λ > 0.S o i tG l’ensemble des vecteurs γ pour lesquels le jeu est à
rendements croissants. Alors G ∪ {0} est un cône convexe.
Un jeu est à rendements croissants s’il existe un vecteur de poids γ par rapport
auxquels les rendements sont croissants.
La classe des jeux à rendements croissants et la classe des jeux concaves ne se
confondent pas. Le jeu de l’exemple 4.3 est un jeu concave qui n’est pas à rendements
croissants et le jeu de l’exemple 4.4, un jeu à rendements croissants qui n’est pas
concave.
Exemple 4.3 Soit le jeu à quatre projets dont les coûts de réalisation sont les sui-
vants :
∀i ∈ N : c({i})=5
∀S ⊆ N,|S| =2:c(S)=
(
9 si S ∈ {{1,2},{3,4}}
10 sinon
∀S ⊆ N,|S| =3:c(S)=1 4 , et c(N)=1 8
17C’est le cas si le jeu est strictement monotone. Si le jeu est à rendements croissants, il existe un





c({i}) > αjc({i,j}). Cette dernière inégalité, l’inégalité c({i,j}) >c({i}) et γj > 0
impliquent que γi > 0.
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Montrons d’abord que la condition (a) déﬁnissant un jeu concave est satisfaite.
Pour les coalitions de trois projets, on a :
∀S ⊆ N, |S| =3et ∀i/ ∈ S : c(S ∪ {i}) − c(S)=4
et pour les coalitions de deux projets :
∀R ⊆ N, |R| =2 , et ∀i/ ∈ R :




5 si R = {1,2} et i ∈ {3,4}
ou si R = {3,4} et i ∈ {1,2}
4 sinon
On en déduit que :
∀S ⊆ N, |S| =3 , ∀R ⊆ N,|R| =2 et R ⊆ S,e t ∀i/ ∈ S :
c(R ∪ {i}) − c(R) ≥ 4=c(S ∪ {i}) − c(S)
Pour les coalitions d’un seul projet, on a :
∀Q ⊆ N, |Q| =1 , et ∀i/ ∈ Q :




5 si Q ∈ {{1},{2}} et i ∈ {3,4}
ou si Q ∈ {{3},{4}} et i ∈ {1,2}
4 sinon
On déduit de cette relation et des deux relations précédentes que :
∀S ⊆ N, |S| =3 , ∀Q, |Q| =1 et Q ⊆ S,e t ∀i/ ∈ S :
c(Q ∪ {i}) − c(Q) ≥ 4=c(S ∪ {i}) − c(S)
et :
∀R ⊆ N, |R| =2 , ∀Q ⊆ N, |Q| =1 et Q ⊆ S,e t ∀i/ ∈ R :
c(Q ∪ {i}) − c(Q)=c(R ∪ {i}) − c(R)
Montrons maintenant que, si ce jeu devait être à rendements croissants pour un certain
vecteur de poids non négatifs γ, ces poids seraient nécessairement nuls. On devrait avoir
en eﬀet :
∀i ∈ {3,4} :( γ1 + γ2 + γi)c({1,2}) ≥ (γ1 + γ2)c({1,2,i})
⇒ γi ≥ 5(γ1 + γ2)/9
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∀i ∈ {1,2} :( γi + γ3 + γh)c({3,4}) ≥ (γ3 + γ4)c({i,3,4})
⇒ γi ≥ 5(γ3 + γ4)/9
d’où :
γ1 + γ2 + γ3 + γ4 ≥ 10(γ1 + γ2 + γ3 + γ4)/9
ce qui n’est possible que si γi =0 , i ∈ N.
Exemple 4.4 Soit le jeu à trois projets dont la fonction de coût est la suivante :
∀i ∈ N : c({i})=5 , c({1,2})=7 .5, c({1,3})=7 , c({2,3})=9 et c({1,2,3})=1 0
Ce jeu n’est pas concave car :
c({1,3}) − c({1})=2< 2.5=c({1,2,3}) − c({1,2})
Mais il est à rendements croissants pour les poids γi =1 ,i∈ N. En eﬀet :
— pour les coalitions de un et deux projets, on a :
(γ1 + γ2)5≥ γ17.5 et ({γ1 + γ2}5 ≥ γ27.5) ⇔ 10 ≥ 7.5
(γ1 + γ3)5≥ γ17 et ({γ1 + γ3}5 ≥ γ37) ⇔ 10 ≥ 7
(γ2 + γ3)5≥ γ29 et ({γ2 + γ3}5 ≥ γ39) ⇔ 10 ≥ 9
— pour la grande coalition et les coalitions de deux joueurs :
(γ1 + γ2 + γ3)7.5 ≥ (γ1 + γ2)10 ⇔ 22.5 ≥ 20
(γ1 + γ2 + γ3)7 ≥ (γ1 + γ3)10 ⇔ 21 ≥ 20
(γ1 + γ2 + γ3)9 ≥ (γ2 + γ3)10 ⇔ 27 ≥ 20
On remarquera que, dans ce jeu, le vecteur γ pour lequel le jeu est à rendements
croissants, n’est pas unique.
On verra que pour les jeux à rendements croissants, certaines solutions ou parties
de solutions sont très faciles à calculer. Il est trivial de constater que la multiplication
d’un jeu à rendements croissants pour l’ensemble de poids G , est un jeu à rendements
c r o i s s a n t sp o u rl em ê m ee n s e m b l ed ep o i d s .M ais la somme de jeux à rendements crois-
sants n’est pas nécessairement un jeu à rendements croissants, ni donc leur combinaison
linéaire non plus, comme le montre l’exemple 4.5.





19 si {1,2} ≤ S
10 si i ∈ S et j/ ∈ S, i,j ∈ {1,2} et i 6= j
0 si {1,2} ∩ S = φ





19 si {3,4} ≤ S
10 si i ∈ S et j/ ∈ S, i,j ∈ {3,4} et i 6= j
0 si {3,4} ∩ S = φ
c(S)=
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
48 si S = N
29 si |S| =3
20 si |S| =2et S/ ∈ {{1,2},{3,4}}
19 si |S| =2et S ∈ {{1,2},{3,4}}
10 si S = {i},i∈ N
Les jeux c0 et c00 s o n ts e m b l a b l e s ,e nc es e n sq u el e sr ô l e st e n u sp a rl e sj o u e u r s1e t2
dans c0 sont ceux que tiennent 3 et 4 dans c00 e tl e sr ô l e st e n u sp a rl e sj o u e u r s3e t4
dans c0 sont ceux que tiennent les joueurs 1 et 2 dans c00. On laisse au lecteur le soin de












Montrons maintenant que la somme de ces deux jeux, le jeu c, n’est pas à rende-
ments croissants. Supposons qu’il le soit pour des poids γi,i ∈ N. On devrait alors
avoir :
∀i ∈ {3,4} :( γ1 + γ2 + γi)19≥ (γ1 + γ2)29
d’où :
19γi ≥ 10(γ1 + γ2)
∀i ∈ {1,2} :( γi + γ3 + γ4)19≥ (γ3 + γ4)20
d’où :
19γi ≥ 10(γ2 + γ3)
En sommant ces inégalités, on obtient :
19(γ1 + γ2 + γ3 + γ4) ≥ 20(γ1 + γ2 + γ3 + γ4)
ce qui n’est pas possible que si γi =0 ,i∈ N, d’où la contradiction.
Propriétés de décomposition
Les eﬀorts de décomposition des coûts visent à isoler cette partie des coûts que la
coopération des joueurs permet de réduire.
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Décomposition en coûts spéciﬁques ou directs et coûts joints Considérons à
nouveau l’exemple de l’aménagement hydraulique qui réunit électriciens, agriculteurs
et pêcheurs. Le projet de la compagnie d’électricité est décomposable en trois compo-
santes principales : une retenue d’une certaine capacité, des machines transformatrices
d’énergie d’une certaine puissance et un réseau de transport de l’énergie électrique de-
puis le site du barrage jusqu’à son réseau de distribution. Une partie de ces dépenses
devra de toute façon être engagée, quel que soit le mode réalisation (coordonnée ou
non) de la retenue. Ce sont les dépenses en équipements de transformation de l’énergie
d’une part et en transport d’autre part.
En revanche le coût de réalisation de la retenue dépend de façon critique du fait
qu’elle doit satisfaire ou non, les exigences de tel ou tel des partis en présence. Le projet
du syndicat d’agriculteurs admet une décomposition analogue. Quel que soit le mode de
réalisation de la retenue, il faudra construire un réseau d’adduction de l’eau, du barrage
jusqu’aux parcelles à irriguer, dont le coût est indépendant du type de barrage qui sera
ﬁnalement édiﬁé. Dans certains cas, il est donc possible de décomposer naturellement
les coûts en coûts directs ou spéciﬁques à chaque projet d’une part et coûts joints
d’autre part, décomposition qu’on peut formaliser comme suit.
Étant donné un jeu de coûts (c,N) et un vecteur de coûts directs ou coûts spéci-
ﬁques d ∈ I Rn
+, on dit que ce jeu admet une décomposition en coûts directs et coûts
joints selon d, s’il existe une fonction ˆ cd : N → I R+ qui vériﬁe les deux conditions
suivantes :




— (ˆ cd,N) est lui-même un jeu de coûts.
La fonction ˆ cd doit donc vériﬁer les propriétés suivantes, outre la gratuité de l’in-
action qu’elle vériﬁe par construction : monotonicité, sous-additivité et non-trivialité.
Montrons que la seule propriété, dont il suﬃt de s’assurer que la fonction ˆ cd la
possède, est la monotonicité. En eﬀet, si ˆ cd est monotone :
1. on déduit de ˆ cd(φ)=0que ˆ cd(S) ≥ 0,∀S ∈ N, condition requise pour que (ˆ cd,N)
soit un jeu de coûts;
2. la sous-additivité de c implique celle de ˆ cd. Considérons deux coalitions S et T
diﬀérentes de φ et N et distinguons selon que S ∩ T = φ ou S ∩ T 6= φ :
—s iS ∩ T = φ,a l o r sˆ cd (S ∪ T)=c(S ∪ T) −
P
i∈S∪T
di et la sous-additivité de c,
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—s i S∩T 6= φ, soit ¯ S = S\{S ∩ T} et alors, puisque ¯ S∪T = S∪T et ¯ S∩T = φ,
ce qu’on vient de montrer au point précédent implique, après identiﬁcation de
¯ S à S dans les relations ci-dessus, que :ˆ cd (S ∪ T)=ˆ cd
¡¯ S ∪ T
¢
≤ ˆ cd(¯ S)+ˆ cd(T).
Mais si ˆ cd est monotone, alors ˆ cd(¯ S) ≤ ˆ cd (S),d es o r t eﬁnalement :
ˆ cd (S ∪ T) ≤ ˆ cd (S)+ˆ cd (T)
3. la non-trivialité de c implique celle de ˆ cd. Supposons d’abord que ˆ cd (N)=0 .



















c({i})−c(N) > 0,d es o r t eq u ’ i le x i s t eu nj o u e u rj pour
lequel ˆ cd ({j}) > 0. La monotonicité de ˆ cd, implique alors que ˆ cd(N) ≥ ˆ cd ({j}) >














En général, un jeu admet plusieurs décompositions, autres que celle qui, prima
facie, semble la plus naturelle, comme le montre l’exemple suivant.
Exemple 4.6 Soit trois projets dont les réalisations isolées ou coordonnées requièrent
les types de dépenses suivantes :
— des dépenses en capital machine, les machines utilisées pour réaliser un projet
ou un groupe de projets étant spéciﬁq u e sàc h a q u ep r o j e to ug r o u p ed ep r o j e t s;
— des dépenses en deux types de travail, I et II;
— des dépenses en deux types de matières premières, A et B.
Ces dépenses sont présentées dans le Tableau 4.2, la fonction de coût total étant
monotone, sous-additive et non triviale.
Les dépenses en matières premières ne dépendent pas du fait que les projets sont
réalisés isolément ou en groupe. Elles constituent donc indiscutablement des dépenses
spéciﬁques. Pour les autres dépenses, aucune n’apparaît comme naturellement spéci-
ﬁque à un projet.
Pour un vecteur d correspondant aux dépenses en matière première, c’est-à-dire
d1 =5 0 , d2 =8 0et d3 = 150, la fonction de coût ˆ cd prend les valeurs suivantes :
ˆ cd ({1})=2 5 0 , ˆ cd ({2}) = 320, ˆ cd ({3}) = 350
ˆ cd ({1,2})=3 7 0 , ˆ cd ({1,3})=5 0 0 , ˆ cd ({2,3})=5 7 0 et ˆ cd ({1,2,3}) = 670
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Projets ou Machines Travail Matières premières Total
groupes de projets type I type II type A type B
{1} 200 20 30 25 25 300
{2} 220 45 55 50 30 400
{3} 250 55 45 100 50 500
{1,2} 240 60 70 75 55 500
{1,3} 370 55 75 125 75 700
{2,3} 390 85 95 150 80 800
{1,2,3} 480 70 120 175 105 950
Tableau 4.2 — Structure des coûts des projets et groupes de projets de l’exemple 4.6
On vériﬁe aisément que cette fonction est monotone, de sorte que (ˆ cd,N) est un jeu de
coûts.
Il existe cependant d’autres décompositions que la décomposition naturelle (d,ˆ cd)
ci-dessus. Par exemple d0 ≥ d,d ec o m p o s a n t e sd0
1 =6 0>d 1, d0
2 = d2 =8 0et
d0
3 = d3 = 150,d é ﬁnit une autre décomposition (d0,ˆ cd0).
Appelons décomposition maximale du jeu (c,N) toute décomposition (d+,ˆ cd+) telle
que, pour toute décomposition (d,ˆ cd) :
∃i ∈ N : di >d +
i ⇒∃ j ∈ N,j 6= i : dj <d +
j
et appelons décomposition maximale pour le joueur i, toute décomposition (di,ˆ cdi) telle
que pour toute autre décomposition (d,ˆ cd):di ≤ di
i.
Il est clair qu’une condition nécessaire et suﬃsante pour qu’une décomposition
(di,ˆ cdi) soit une décomposition maximale pour le joueur i est que :
di
i =m i n
S⊆N\{i}
{c(S ∪ {i}) − c(S)a},m i n{c(SU {i} − c(S)}
sous les contraintes :
0 ≤ di
j ≤ c(S ∪ {j}) − c(S), S ⊆ N\{i},j6= i
En eﬀet, on a vu plus haut qu’une condition nécessaire et suﬃsante pour que (di,ˆ cdi)
soit une décomposition est que ˆ cdi soit monotone, c’est-à-dire :
ˆ cdi (S ∪ {h}) − ˆ cdi(S)=c(S ∪ {h}) − c(S) − di
h ≥ 0, S ⊆ N\{h}, h ∈ N
La valeur de di
i est alors la valeur maximale de di compatible avec le respect de ces
contraintes pour h 6= i.
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Pour tout i ∈ N et tout S ⊆ N\{i}, convenons de noter ∆(i,S) le coût incrémental
d’adjonction de i à S :
∆(i,S)=c(S ∪ {i}) − c(S)
Soit ∆min(i) le plus petit coût incrémental de i :
∆min(i)= m i n
S⊆N\{i}
∆(i,S)
Alors le vecteur d+ de composantes d+
i = ∆min(i),i∈ N,d é ﬁnit l’unique décom-
position maximale du jeu. En eﬀet, pour ce vecteur de coûts spéciﬁques toutes les
conditions qui garantissent la monotonicité de ˆ cd+ sont satisfaites et pour tout i ∈ N,
d+
i est la plus grande valeur de di compatible avec le respect des conditions qui font
intervenir le joueur i.
On remarquera que pour les jeux concaves, dans lesquels le coût incrémental d’ad-
jonction de tout joueur à une coalition décroît avec la taille de la coalition, le coût
spéciﬁque attribuable à un joueur dans la décomposition maximale est son coût incré-
mental d’adjonction à la coalition de tous les autres joueurs :
∀i ∈ N : d+
i = ∆min(i)=∆(i,N\{i})
De plus, le jeu réduit (ˆ cd+,N) est lui-même un jeu concave.




obtenu par multiplication du jeu (c,N) par un réel
positif λ admet comme décompositions les multiplications par ce même λ des décom-
positions du jeu (c,N),c ’ e s t - à - d i r es i(d,ˆ cd) est une décomposition de (c,N) alors
(λd,ˆ c
(λ)





Enﬁns ic1,..,c g,..,c m sont les fonctions de coût de m jeux joués par le même
ensemble de joueurs N,a l o r s:
1. la somme, c =
m P
g=1






















dg, est une décomposition de (c,N);
2. toute combinaison linéaire convexe c =
m P
g=1




admet comme décomposition la même combinaison linéaire convexe de toutes









dg, est une décomposition de (c,N).
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Décomposition en éléments de coûts Considérons trois villes A,B et C qui
veulent se raccorder à un réseau de ﬁbre optique. L’implantation du tronc principal et
des villes est représentée à la Figure 4.4, les points R1 et R2 étant les points de raccord
au tronc principal. Une ville qui se raccorde seule doit subir un coût de pose de la ligne
proportionnel à la distance qui la sépare du tronc principal. Mais il est clair que si les
trois villes réalisent en commun leurs projets, en supposant BC < R2C,l em i e u xe s t
de construire une ligne R1ABC.L et r o n ç o nR1A servira aux trois villes, le tronçon
A Ba u xd e u xv i l l e sB et C et enﬁnl et r o n ç o nBC àl as e u l ev i l l eC.
Si chaque ville se raccorde séparément au tronc commun, la ville A doit poser
une ligne de coût proportionnel à R1A, la ville B une ligne de coût proportionnel à
R1B = R1A+AB et la ville C une ligne de coût R2C. Il est clair que dans cet exemple
il existe des éléments de coûts, les coûts des diﬀérents tronçons de lignes, tels que le
coût de tout sous-ensemble de projets réalisés en commun, est la somme de certains
de ces éléments. La décomposition en éléments de coûts essaie de séparer au mieux
certains coûts joints en composantes qui doivent être répliquées lorsque l’ensemble des







Figure 4.4 — Un réseau de ﬁbres optiques
Soit un jeu (c,N).O na p p e l l edécomposition en éléments de coûts de ce jeu, tout
couple (m,˜ c), m ∈ I N+ et ˜ c =
¡
˜ c1,...,˜ cg,...,˜ cm¢
, ∈ I Rm
++, tel qu’à tout g est associé un
sous-ensemble de projets ˜ N (g) ⊆ N\φ, et pour toute coalition S ∈ N\φ,l ec o û tc(S)
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Si le jeu (c,N) admet une décomposition (d,ˆ c) en coûts spéciﬁques d et coûts joints
ˆ cd, l’intérêt de la décomposition en éléments de coûts ne concerne que les coûts joints.
À tout coût spéciﬁque di,i∈ N, correspond un seul élément de coût, auquel on peut
convenir d’attribuer l’indice i,e tl ’ o na:˜ ci = di et ˜ N (i)={i}.
4.3 Concepts de pré-solution et de solution
Puisque les joueurs ont intérêt à coopérer, ils devraient le faire. Le problème est
alors de répartir entre eux le coût global c(N) de réalisation coordonnée de l’ensemble
des projets. On appelle solution du jeu toute méthode de répartition de ce coût global.
Une méthode de répartition peut soit sélectionner une répartition particulière du coût
c(N) soit, plus modestement, restreindre l’ensemble des répartitions à priori envisa-
geables.
Pour tout jeu (c,N) on appelle pré-imputation du coût global de l’ensemble des
projets toute ventilation de ce coût entre les joueurs, c’est-à-dire tout vecteur x =
(x1 ...,x i,...,x n), xi ≥ 0 pour tout i,t e lq u e
P
i∈N
xi = c(N).O nn o t ePX(c,N)
l’ensemble des pré-imputations et PX(c,N) l’ensemble PX(c,N) ∪ φ.O na p p e l l e
imputation toute pré-imputation n’exigeant d’aucun agent une somme supérieure à
celle qu’il devrait débourser s’il réalisait seul son projet : xi ≤ c({i}) pour tout i ∈
N, c’est-à-dire toute pré-imputation individuellement rationnelle.O nn o t eX (c,N)
l’ensemble des imputations et X (c,N) l’ensemble X (c,N)∪φ. Sur la Figure 4.5, on a
représenté les imputations et pré-imputations d’un jeu à deux joueurs.
Un exemple de méthode de répartition des coûts qui déﬁnit des pré-imputations,
mais pas des imputations, est la méthode qui consiste à répartir le coût global c(N)
de façon égale entre tous les joueurs :
xi = c(N)/n,i =1 ,...,n
Considérons par exemple le jeu à deux joueurs suivant :
c({1})=5 ,c({2})=7 ,c({1,2})=1 1
On a x1 = x2 =5 .5 >c({1}),d es o r t eq u el ap r é - i m p u t a t i o nx =( x1,x 2) n’est pas
individuellement rationnelle.
On appelle solution (pré-solution) tout application σ qui à tout jeu (c,N) fait cor-
respondre un ensemble d’imputations σ (c,N) ⊆ ¯ X (c,N) (respectivement un ensemble
de pré-imputations σ (c,N) ⊆ PX(c,N)).







{} 1 (,1 , 2) c σ {} 1 (,1 , 2) c σ












{} 2 (,1 , 2) c σ
>
>
Figure 4.5 — Imputations et pré-imputations
Dans cette déﬁnition le fait que σ(c,N) puisse prendre la valeur φ signiﬁeq u el a
méthode de partage des coûts sous examen est inapplicable, c’est-à-dire détermine un
ou des vecteurs extérieurs à X (c,N). Soit par exemple la méthode qui consisterait à
faire payer deux millions de dollars au porteur du projet 1 et rien aux autres. Il est
clair que cette méthode ne déﬁnit un partage du coût global que si c(N) est égal à
deux millions de dollars. Donc pour tout jeu (c,N) tel que c(N) 6=2· 106 on aura
σ (c,N)=φ. Cette méthode ne brille évidemment pas par sa sophistication. Mais
le problème est, comme on le montrera plus loin, que pour certaines méthodes qui,
contrairement à celle-ci, présentent à priori beaucoup d’attrait, σ (c,N)=φ pour
certains jeux.
On dira qu’une solution (pré-solution) est eﬀective pour le jeu (c,N) si σ (c,N) 6= φ,
eﬀective pour une classe de jeux Γ,s ip o u rt o u t(c,N) ∈ Γ, σ (c,N) 6= φ.O nd i r ae n ﬁn
qu’une solution (pré-solution) est eﬀective si elle est eﬀective pour tout jeu.
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Pour tout jeu (c,N) et toute solution eﬀective pour ce jeu, on déﬁnit σi (c,N) et
σi (c,N) comme respectivement la plus petite et la plus grande contribution demandée
au joueur i :
σi (c,N)=i n f{xi|x ∈ σ (c,N)} et σi (c,N)=s u p{xi|x ∈ σ (c,N)}
Sur la Figure 4.5, on a représenté en trait gras l’ensemble des imputations sélection-
nés par une hypothétique solution σ(c,N) d’un jeu à deux joueurs. On remarquera que,
pour cette solution, toutes les combinaisons linéaires convexes de σi (c,N) et σi (c,N)
n’apparaissent pas dans l’ensemble des solutions.
Mathématiquement, une solution σ peut être vue comme une famille d’applications
{σn,n∈ I N++} telle que, pour tout n, σn : I CN → I Rn
+ ∪ φ, et pour tout c ∈ I CN,
σn (c) ⊆ X (c,N). Les notations σn (c) et σ (c,N) sont équivalentes.
4.4 Propriétés exigibles des solutions
Une solution ou une pré-solution peut vériﬁer ou non certaines propriétés. Les unes
sont relatives à la façon dont les joueurs sont traités, d’autres essayent de traduire cer-
tains éléments de la négociation qui s’instaure entre les partenaires lors de la discussion
sur la répartition des charges, d’autres enﬁn posent des restrictions sur la façon dont
l’ensemble solution devrait se modiﬁer lorsque la structure des coûts change. Il n’est
pas toujours facile, ni même possible, d’isoler ces diﬀérents aspects dans une situation
du type de celle envisagée tant les intérêts des joueurs peuvent être imbriqués.
Comme on le verra plus loin, requérir certaines propriétés peut restreindre de façon
drastique l’ensemble des imputations et à la limite déﬁnir une seule et unique méthode
de partage. Mais plusieurs propriétés peuvent aussi s’avérer incompatibles entre elles,
même si chacune d’elle semblerait désirable, de sorte qu’aucune méthode n’existe qui,
pour une certaine classe de jeux, les satisferait toutes. Nous présentons dans cette
section les propriétés les plus souvent exigées. L’un des objectifs de cette revue est
aussi de montrer qu’une intuition admet généralement plusieurs formulations qui ne
sont pas toutes nécessairement équivalentes.
4.4.1 Traitement symétrique des projets équivalents et anonymat
Une première propriété que l’on pourrait exiger d’une solution est qu’elle ne traite
pas arbitrairement les joueurs.
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Traitement identique et traitement symétrique de projets équivalents
Une première acception de cette condition de non-discrimination consiste à exiger
d’une solution que les agents porteurs de projets équivalents doivent contribuer de la
même façon au ﬁnancement du coût global c(N). Puisque l’intérêt d’une approche
par la théorie des jeux coopératifs est de mettre l’accent sur la façon dont les projets
peuvent se combiner de multiples façons pour réduire les coûts, des projets ne devraient
être déclarés équivalents que s’ils ont les mêmes conséquences en termes de coûts
lorsqu’on les adjoint ou retranche de tout sous-ensemble de projets.
Convenons de dire qu’un projet i est plus coûteux qu’un projet j si pour toute
coalition ne comprenant ni i ni j, l’adjonction de i à cette coalition implique un ac-
croissement de coût supérieur à celui qu’implique l’adjonction de j :
∀S ⊆ N\{i,j} : ∆(i,S) ≥ ∆(j,S)
Une solution σ est équitable si pour tout x ∈ σ(c,N) et pour tout couple de projets
{i,j},i ,est plus coûteux que j, ou x : xi ≥ xj.
Deux projets sont dits équivalents s’ils sont aussi coûteux l’un que l’autre :
∀S ⊆ N\{i,j} : ∆(i,S)=∆(j,S)
Un ensemble de projets équivalents est alors un ensemble de projets dont chaque élé-
ment est équivalent à chaque autre. Il est maximal si tout projet extérieur à l’ensemble
n’est pas équivalent aux projets de l’ensemble.18
On notera que si E est un ensemble de projets équivalents, alors :
∀S ∈ N,∀i ∈ S ∩ E,∀j ∈ {{N\S} ∩ E} : c({S\{i}} ∪ {j})=c(S)
∀S ∈ N,∀i,j ∈ S ∩ E : c(S\{i})=c(S\{j})
La première condition énonce que si un groupe de projets S comprend certains projets
de E mais pas tous, en sortant de S un projet i qui appartient aussi à E pour lui
substituer un autre projet j de E qui n’appartient pas à S,l ec o û tn ec h a n g ep a s .
La seconde condition enﬁn requiert que pour tout groupe de projets S comprenant
plusieurs projets de E, le retrait du groupe S de l’un quelconque des projets qui sont
aussi des projets de E a pour conséquence une baisse de coût qui est indépendante du
18On remarquera que pour tout ensemble de projets équivalents E ,l ar e s t r i c t i o nd ec à E déﬁnit un
jeu symétrique. Réciproquement, dans un jeu symétrique (c,N), le seul ensemble maximal de projets
équivalents est l’ensemble N lui-même.
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projet i ou j retiré. L’ensemble de ces conditions implique que pour tout ensemble de
projets S, l’adjonction à cet ensemble de m projets de E a les mêmes conséquences
en termes d’accroissement du coût quels que soient les m projets en question : ce qui
importe c’est le nombre m des projets que l’on adjoint à S, et symétriquement pour
les retraits.
Toute solution équitable σ traite de façon identique les projets équivalents,c ’ e s t - à -
dire pour tout ensemble de projets équivalents E, on a :
∀x ∈ σ (c,N),∀i,j ∈ E : xi = xj
Pour les solutions qui sélectionnent un sous-ensemble d’imputations des conceptions
moins exigeantes de l’équité pourraient être les suivantes.
Une solution σ sera dite faiblement équitable si pour tout couple de projets {i,j},i
plus coûteux de j,a l o r s:
¯ σi(c,N) ≥ ¯ σj(c,N) et ¯ σi(c,N) ≥ ¯ σj(c,N)
Cette condition implique que si les projets i et j sont équivalents, alors :
¯ σi(c,N)=¯ σj(c,N) et ¯ σi(c,N)=¯ σj(c,N)
Une solution faiblement équitable σ sera réputée traiter symétriquement les projets
équivalents, si pour tout jeu (c,N) pour lequel elle est eﬀective, et dans ce jeu pour tout
ensemble maximal de projets équivalents E,lorsqu’il existe une imputation x ∈ σ (c,N)
telle que xi 6= xj, i,j ∈ E, alors il existe aussi une imputation x0 ∈ σ(c,N) telle que
x0
i = xj et x0
j = xi.
On remarquera que les conditions de traitement identique et de traitement symé-
trique imposent toutes deux que, pour une solution monovaluée, si x = σ (c,N) et
i,j ∈ E alors xi = xj, c’est-à-dire la condition posée au début du paragraphe.
Anonymat
Une autre acception de la non-discrimination est que les projets ne soient pas traités
diﬀéremment du seul fait de leur nom. Cette conception impose que si deux jeux se
déduisent l’un de l’autre par simple permutation des indices des joueurs, alors toutes
les imputations de la solution de l’un se déduisent des imputations de la solution de
l’autre par la même permutation des indices des joueurs.
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Formellement soit (c,N) et (c0,N) deux jeux tels qu’il existe une permutation π
des indices de N pour laquelle :
∀S ∈ N : c0 (S)=c(π(S))
où, pour tout S ∈ N, π(S) désigne la coalition {π (i),i∈ S}. On dit qu’une solution σ
est anonyme si premièrement elle est eﬀective pour (c0,N) lorsqu’elle est eﬀective pour
(c,N) et si, deuxièmement, à toute imputation x0 ∈ σ (c0,N) on peut faire correspondre
une imputation x ∈ σ(c,N) telle que pour tout i ∈ N : x0
i = xπ(i).
On notera que cette déﬁnition implique que, réciproquement pour toute imputation
x ∈ σ(c,N), il existe une imputation x0 ∈ σ (c0,N) telle que, pour tout i ∈ N, xi =
x0
π−1(i) puisqu’évidemment (c0,N) se déduit de (c,N) par la permutation inverse π−1.
Elle implique aussi que, pour toute solution monovaluée, les porteurs de projets
équivalents soient traités identiquement.
Un exemple de solution qui satisferait la propriété d’anonymat est la procédure de
partage du coût c(N) de façon égale entre tous les joueurs :19
xi = c(N)/n, i =1 ,...,n
4.4.2 Insensibilité à l’élimination des joueurs négligeables
Supposons qu’un projet ne coûte rien si on le réalise seul et ne fait encourir aucun
surcoût à tout groupe quelconque de projets auquel on pourrait l’adjoindre. Le bon
sens et l’équité suggèrent qu’on ne devrait demander aucune contribution au porteur du
projet en question, et que sa présence ou son absence ne devrait avoir aucune incidence
sur les contributions demandées aux autres joueurs. À la réﬂexion le fait que le surcoût
soit nul n’est pas la caractéristique essentielle de la situation. Ce qui importe c’est que
l’accroissement de coût soit constant et égal au coût de réalisation isolée du projet. On
devrait alors demander cette constante au joueur concerné qui devrait de toute façon
supporter cette dépense s’il réalisait seul son projet et dont le seul rôle dans toute
coalition à laquelle il adhère, est de gonﬂer le coût de réalisation coordonnée de cette
même constante. Ce projet est un projet sans importance pour les autres joueurs.
Pour tout jeu (c,N) on dit que le projet i est négligeable si :
∀S ⊆ N\{i} : c(S ∪ {i}) − c(S)=c({i})
19On a vu plus haut que cette méthode, dans certains jeux, sélectionne une pré-imputation puisque
la condition de rationalité individuelle peut ne pas être satisfaite.
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maximale pour ce joueur, décomposition dans laquelle di al as t r u c t u r es u i -
vante : di
i = c({i}) et di
j =0 , j 6= i. Considérons alors le jeu à n−1 joueurs (˜ c,N\{i})
dans lequel :
∀S ⊆ N\{i} :˜ c(S)=ˆ cdi(S)
On dira que la solution σ est insensible à l’élimination des joueurs négligeables si :20
∀x ∈ σ(c,N), ∃x0 ∈ σ(˜ c,N\{i}):xj = x0
j,j ∈ N\{i}
et réciproquement :
∀x0 ∈ σ(˜ c,N\{i}), ∃x ∈ σ(c,N):x0
j = xj,j ∈ N\{i}
Il est clair que si ces conditions sont remplies, alors pour tout joueur i négligeable,
on doit avoir :
∀x ∈ σ(c,N): xi = c({i})
4.4.3 Additivité et super-additivité
On dit qu’une solution est additive si pour toute paire de jeux (c0,N)e t( c00,N)p o u r
lesquels cette solution est eﬀective, elle est également eﬀective pour le jeu c = c0 + c00









⇒ x = x0 + x00 ∈ σ(c,N)
et si, réciproquement :








: x0 + x00 = x
Considérée isolément cette propriété n’exclut pas certains modes de partage des
coûts peu plausibles ou barbares. Soit la méthode consistant à faire supporter au seul
joueur i =1la totalité du coût de l’ensemble des projets, c(N).21 Assez évidemment
cette méthode est additive. On doit remarquer cependant qu’elle ne néglige pas les
joueurs négligeables. En eﬀet dans un jeu à deux agents dont la fonction de coût est
la suivante :
c({1})=0,c ({2})=2et c({1,2})=2






21En tout état de cause, il ne peut s’agir que d’une pré-solution puisque la condition de rationalité
individuelle n’est pas respectée.
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l am é t h o d ee nq u e s t i o ni m p u t ea uj o u e u r1 une charge égale à 2. La seule méthode
négligeant les joueurs négligeables dans ce jeu simpliste devrait mettre à la charge du
joueur 1 un montant de 0 et à celle du joueur 2,u nm o n t a n td e2.
U n ep r o p r i é t év o i s i n ee s tl ap r o p r i é t éd es uper-additivité. On dit qu’une solution
σ est super-additive si pour tous jeux (c0,N),(c00,N) et (c,N), tels que c = c0 +c00,e t










Pour les solutions qui sélectionnent une seule imputation, la super-additivité se ramène
à l’additivité.
4.4.4 Invariance à la décomposition en coûts directs et joints
Une solution σ est dite invariante à la décomposition en coûts directs et coûts joints
si pour tout jeu (c,N) admettant une telle décomposition (d,ˆ cd) :
∀x ∈ σ(c,N), ∃ˆ xd ∈ σ (ˆ cd,N): x =ˆ xd + d
et réciproquement :
∀ˆ xd ∈ σ(ˆ cd,N), ∃x ∈ σ(c,N):ˆ xd = x − d
Si on admettait d’aﬀaiblir la condition de non trivialité et d’appeler jeu les situa-
tions dans lesquelles c(N)=
P
i∈N
c({i}), cette propriété d’invariance serait une simple
conséquence de l’additivité. On pourrait voir alors le jeu (c,N) comme la somme du
jeu (ˆ cd,N) et d’un jeu (c0,N) déﬁni par :




Cette propriété d’invariance peut être vue également comme un cas particulier de
la propriété suivante.
4.4.5 Traitement équivalent des jeux équivalents
On dit que deux jeux c et c0 déﬁnis pour un même ensemble de joueurs N,s o n t
équivalents23 s’il existe un nombre positif α et des nombres βi, i =1 ,...,n,tels que :




22Étant donnés deux sous-ensembles X et Y de I R
n, on appelle somme de X et Y le sous-ensemble,
noté X + Y ,d é ﬁni par X + Y = {z|z = x + y, x ∈ X et y ∈ Y }.
23Stricto sensu «stratégiquement équivalents». Pour les raisons de ce qualiﬁcatif cf par exemple
Owen (1995).
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Un exemple de jeux équivalents est la paire de jeux (c,N) et (ˆ cd,N) où (c,N)
admet une décomposition (d,ˆ cd) en coûts spéciﬁques d et coûts joints ˆ cd.I ls u ﬃt,
pour identiﬁer, de poser dans la déﬁnition précédente α =1 ,e t ,βi = di pour tout
i =1 ,...,n.
Une solution σ traite de façon équivalente les jeux équivalents si, pour toute paire












4.4.6 Égal partage du gain de la coopération
L’idée de «couper la poire en deux» est une idée qui peut sembler attrayante parce
que simple. L’application de ce principe amène à déﬁnir la solution σ(c,N) de tout jeu
(c,N),c o m m es u i t:










On remarquera que cette solution peut impliquer qu’un joueur soit subventionné,
c’est-à-dire xi < 0. Considérons un jeu à trois joueurs dont la fonction de coût est
donnée par :24
c({1}) = 500 ,c ({2}) = 1000,c ({3}) = 5000, et, c({1,2,3}) = 5200
Un ﬁnancement du coût global c(N) = 5200 par égal partage de la réduction du coût,
conduit à demander aux joueurs les sommes suivantes, puisque 1
3 [7000 − 5200] = 600 :
x1 = 500 − 600 = −100, x2 = 1500 − 600 = 900, et, x3 = 5000 − 600 = 4400
Le joueur 1 doit donc être subventionné. Ce phénomène de subvention d’un joueur
pour qu’il participe à la réalisation coordonnée des projets ne peut cependant pas se
produire dans les jeux de coûts à deux joueurs qui vériﬁent les conditions (i) à (iv)
posées à la sous-section 4.2.1. En eﬀet, si N = {1,2} on doit avoir : ∀i,j ∈ N, i 6= j :
xi = c({i}) − 1
2 [c({i})+c({j}) − c{(1,2)}]=1
2c({i})+1
2c({1,2}) − c({j})
Or sous la condition (ii) de monotonicité, on a :
c({1,2}) − c({j}) ≥ 0,∀j ∈ N
24On n’a pas besoin de spéciﬁer la fonction pour les coalitions de deux joueurs.
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d’où xi ≥ 0,i∈ N.
Pour les jeux (c,N) qui admettent une décomposition (d,ˆ cd) en coûts directs et
coûts joints, ce mode de ﬁnancement revient à partager le gain sur les coûts joints
puisque c’est sur cette seule partie des coûts que se réalise le gain de la coopération.
On a donc pour ces jeux :











Considérons deux jeux qui ne diﬀèrent que parce que dans l’un, les coûts associés à
certaines coalitions sont plus élevés que dans l’autre. D’une certaine façon, la position
des joueurs membres des coalitions concernées est plus faible dans le premier jeu que
dans le second et donc la charge qu’on leur impute devrait être au moins aussi élevée.
Soit deux jeux (c,N) et (c0,N) tels qu’il existe une famille de coalitions S =
{S1,...,S g,...,S m} pour laquelle :
∀S ∈ N : S ∈ S ⇒ c(S) ≥ c0 (S) et S/ ∈ S ⇒ c(S)=c0 (S)
La solution σ vériﬁe la propriété de monotonicité par rapport aux coûts des coalitions
si, pour toute paire de jeux (c,N) et (c0,N) satisfaisant les conditions ci-dessus, jeux












Cette déﬁnition est équivalente à la déﬁnition suivante. Soit deux jeux (c,N) et (c0,N),
tels qu’il existe un sous-ensemble T de joueurs pour lequel :
∀S ∈ N : c(S) ≥ c0 (S) si S ∩ T 6= φ,e t ,c(S)=c0 (S) si S ∩ T = φ
alors :








On notera que la prémisse implique en particulier que c(N) ≥ c0 (N).
Un exemple de règle de partage qui n’est pas monotone est la méthode de ventilation
du coût global proportionnellement aux coûts de réalisation isolée des projets, c’est-à-
dire la solution monovaluée déﬁnie par :
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c({j}))2 < 0 si S = {h} et h 6= i




c({j}) ≥ 0 si S = N
La condition de monotonicité est donc violée puisque tout joueur i peut voir sa
contribution diminuer alors même que les coûts de toutes les coalitions d’au moins
deux joueurs auxquelles il appartient, à l’exception du coût de la grande coalition,
augmentent, tous les autres coûts restant constants à l’exception du seul coût de réa-
lisation d’un projet h 6= i qui augmente.
4.4.8 Prise en compte des coûts incrémentaux des coalitions
Étant donné un jeu (c,N) et une coalition S quelconque, on peut toujours consi-
dérer le coût de réalisation de l’ensemble des projets c(N) comme le coût qu’implique
la réalisation des projets de la coalition complémentaire N\S, c(N\S) auquel il faut
ajouter un accroissement δ (S)=c(N) − c(N\S) dû à l’adjonction des projets de la
coalition S. On convient en général d’appeler coût incrémental de la coalition S cet
accroissement de coût δ (S). Puisque la coalition S est «responsable» d’un accroisse-
ment du coût de δ (S) la somme des contributions qui sont demandées à chacun de ses
membres devrait au moins couvrir cet accroissement du coût, ou coût incrémental.
On dit qu’une solution σ tient compte des coûts incrémentaux si pour tout jeu
(c,N) pour lequel cette solution est eﬀective, on a :
∀S ∈ N : x ∈ σ(c,N) ⇒
X
i∈S
xi ≥ δ (S)
4.4.9 Robustesse aux menaces de retrait coordonné ou de sécession
Partons de l’hypothèse que les porteurs de projets sont libres de se coordonner
avec qui ils veulent. Cette liberté de contracter implique que toute coalition d’agents S
pourrait décider de ne pas participer à un plan de réalisation coordonnée de l’ensemble
des projets, le plus économique pour tous, si la partie du coût global qu’on lui demande
de supporter est trop importante, en l’espèce supérieure au coût c(S) qu’elle devrait
assumer en se retirant et en réalisant seule les projets de ses membres. On dit qu’une
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solution σ est robuste ou résiste aux menaces de retraits coordonnées ou de sécessions
si pour tout jeu (c,N) pour lequel elle est eﬀective, on a :




Cette même idée est parfois présentée de la façon équivalente suivante. On dit
qu’une imputation x domine l’imputation x0 v i al ac o a l i t i o nS si :25





On note xDSx0 le fait que x domine x0 via S. On dit qu’une imputation x domine une
imputation x0, ce qu’on note xDx0, s’il existe une coalition S pour laquelle xDSx0. Une
imputation x0 est dominée s’il existe une imputation x qui la domine. Une imputation
non-dominée est une imputation qui n’est dominée par aucune autre. Pour une telle
imputation x, ∀x0 ∈ X (c,N),x 0 6= x,∀S ∈ N, l’une au moins des deux inégalités
suivantes est donc vraie :26







Une solution σ est alors dite r o b u s t ea u xm e n a c e sd er e t r a i t so ud es é c e s s i o n ssi elle
ne sélectionne que des imputations non-dominées lorsqu’elle est eﬀective.
Pour les jeux de coûts considérés dans ce chapitre, montrons que cette déﬁnition
est équivalente à la déﬁnition donnée plus haut. Supposons d’abord qu’une imputation
x soit robuste aux menaces de sécessions, c’est-à-dire robuste au sens de la première
déﬁnition, mais non robuste au sens de la seconde, c’est-à-dire elle est dominée par une
imputation x0 via une coalition S0.O na u r a i ta l o r s:
1. puisque x est robuste au sens de la première déﬁnition, pour tout S ∈ N, et donc




25Une déﬁnition moins stricte, mais équivalente étant donné le type de jeu, imposerait :
∀i ∈ S : xi ≤ x
0






26Avec l’autre déﬁnition de la domination, donnée dans la note précédente, une imputation x serait
non-dominée si pour toute imputation x
0 6= x et toute coalition S l’une au moins des inégalités suivantes
est satisfaite : soit ∃i ∈ S : x
0
i >x i, soit ∀j ∈ S : x
0
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2. puisque x est dominée par x0 via S0 :
∀i ∈ S0 : x0









i <c(S0), inégalité qui contredit
la troisième.
Considérons maintenant une imputation x qui ne serait pas robuste au sens de la











fonction c est sous-additive c(S0)+
P
i/ ∈S0
c{i} ≥ c(N) de sorte que β ≤ 0.27 Considérons
alors l’imputation x0 dont les composantes sont déﬁnies comme suit :








Montrons d’abord que si x est une imputation alors x0 en est une autre. D’abord le









































Ensuite, la condition de rationalité individuelle est satisfaite. On a :
x0
i <x i ≤ c({i}), si i ∈ S0
x0
i ≥ c({i}), si i ∈ S0





c(S0) et, puisque x0
i <x i pour tout i ∈ S0, x0 domine donc x via S0.
Pour les jeux de coûts étudiés ici, la robustesse aux menaces de retrait est équi-
valente au principe de prise en compte des coûts incrémentaux. Considérons d’abord
une imputation x robuste aux menaces de retrait. Puisque x est une imputation, on a
pour toute coalition S : X
i∈S




27On remarquera qu’on a besoin de la sous-additivité dans la démonstration.
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inégalité qui, avec l’inégalité précédente, implique :
X
i∈S
xi ≥ c(N) − c(N\S)=δ (S)
L’imputation tient donc compte du coût incrémental de S.
Réciproquement supposons que x tienne compte des coûts incrémentaux. On a pour
toute coalition N\S, S ∈ N :
X
i/ ∈S
xi ≥ c(N) − c(N\{N\S})=c(N) − c(S)
et, puisque x est une imputation, on a aussi :
X
i/ ∈S












L’imputation x est donc robuste à toute menace de retrait.
4.4.10 Cohérence
Considérons un jeu (c,N) et une solution monovaluée σ,e ﬀective pour ce jeu. Soit
x la pré-imputation sélectionnée par cette solution : x = σ(c,N). Fixons une coalition




On peut alors voir les agents de la coalition complémentaire T comme jouant un jeu







Pour que la solution x soit cohérente, il faudrait que la solution de ce jeu restreint
exige des agents concernés, c’est-à-dire des joueurs i ∈ T, précisément la somme xi qui
leur était initialement demandée.
Cependant, la spéciﬁcation du jeu restreint aux seuls joueurs i ∈ T, sachant que
l’ensemble des autres doit payer
P
i/ ∈S
xi, n’est pas sans poser quelques problèmes. Glo-
balement les agents i ∈ T doivent payer
P
i∈S
xi. Le coût de la grande coalition de ce
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jeu restreint est donc déﬁni sans ambiguïté. Mais comment déﬁnir la réalisation des
projets d’un sous-ensemble de joueurs S ⊂ T ? Puisque les joueurs i ∈ N\T doivent
de toute façon payer xi, on peut, dans une première approche, poser que les joueurs
de toute coalition S ⊂ T peuvent faire appel à tout sous-ensemble U de joueurs de
N\T p o u rr é d u i r el ec o û tn e t ,c(S ∪ U) −
P
i∈U
xi, de réalisation de leurs projets. C’est
cette idée que nous formalisons d’abord pour des concepts de solution qui ne sont pas
nécessairement monovalués.
Soit x une pré-imputation du jeu (c,N) et T ⊂ N un sous-ensemble strict de
joueurs. On appelle jeu réduit pour T en x, au sens de Davis et Maschler,28 le jeu dont
la fonction de coût cTx est la suivante :
∀S ⊆ T : cTx(S)=
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
P
i∈S




c(S ∪ U) −
P
i∈U
xi | U ⊆ N\T
¾
si φ 6= S ⊂ T
0 si S = φ
Remarquons que cette déﬁnition n’exclut pas que, pour deux coalitions disjointes
S0 et S00 dans T, les coalitions U0 et U00 de N\T auxquelles S0 et S00 font respectivement
appel pour minimiser leurs coûts, n’aient pas de partie commune. Si U0 ∩U00 6= φ alors
stricto sensu, on ne peut pas interpréter (cTx,T) comme un jeu de coûts. Il faut plutôt




les agents de la coalition T.
On dira qu’une solution σ eﬀective pour le jeu (c,N) est cohérente si pour toute
imputation x ∈ σ (c,N) et toute coalition stricte T ⊂ N, T 6= φ, alors, premièrement,
cette solution est eﬀective pour le jeu réduit (cTx,T) et, deuxièmement, la restriction
de x à T appartient à σ (cTx,T).
Un exemple de méthode qui satisfait cette condition est la règle de partage égalitaire
du coût global qui sélectionne la pré-imputation xi = c(N)/n pour tout i =1 ,...,n.29
Diverses variantes de la condition de cohérence ont été proposées qui caractérisent
certains types de solution présentés plus loin.
Le concept de cohérence au sens faible réduit l’ensemble des coalitions T via les-
quelles le jeu est réduit aux coalitions de deux joueurs au plus.
Une autre variante, proposée par Hart et Mas-Colell (1989), part d’une déﬁni-
tion diﬀérente du jeu réduit. Elle permettra de caractériser la valeur de Shapley, l’un
28cf Davis et Maschler (1965).
29R a p p e l o n sq u el e sc h a r g e sq u ec e t t er è g l ed é ﬁnit, peuvent violer la condition de rationalité indivi-
duelle.
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des concepts de solution les plus importants. Pour tout jeu (c,N), pour toute pré-
imputation x ∈ X (c,N) et, pour toute coalition stricte T ⊂ N,o na p p e l l ejeu réduit






∀S ⊆ T : cHM
Tx (S)=
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
P
i∈S
xi si S = T
c(S ∪ {N\T}) −
P
i/ ∈T
xi si S ⊂ T et S 6= φ
0 si S = {φ}
La diﬀérence avec la déﬁnition donnée plus haut est qu’ici tous les membres du groupe
complémentaire N\T sont censés se joindre à toute coalition S ⊆ T pour réaliser
ensemble leurs projets, alors que dans la déﬁnition précédente la coalition S optimise
le groupe des projets de N\T qu’elle joint aux siens.
Une solution σ, eﬀective pour le jeu (c,N),e s tc o h é r e n t ea us e n sd eH a r te tM a s -
Collel si pour toute imputation x ∈ σ (c,N) et toute coalition stricte T ⊂ N, T 6=
φ, alors, d’une part, ce concept est eﬀectif pour le jeu (cHM
Tx ,T) et, d’autre part, la
restriction de x à T appartient à σ(cHM
Tx ,T).
Il est clair que, quelle que soit la déﬁnition du jeu réduit, on peut requérir que
la solution vériﬁe une propriété inverse de la propriété de cohérence, qui spéciﬁerait
des propriétés de stabilité lorsqu’on plonge un certain jeu dans un jeu plus vaste.
Utilisons la première déﬁnition de la notion de jeu réduit. Soit (c,N) un jeu pour
lequel une solution σ est eﬀective et considérons une pré-imputation x, telle que, pour
tout T ⊂ N, la solution en question est aussi eﬀective pour le jeu (cTx,T).O nd i r aq u e
cette solution σ vériﬁe la propriété de cohérence inverse si l’imputation x appartient
à σ(c,N) lorsque, pour tout U ⊂ N, U 6= φ, sa restriction à U est une des pré-
imputations de σ (cUx,U).
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4.A Annexe : équivalence des conditions de déﬁnition des
jeux concaves
On a vu dans le texte que la condition (b) implique la condition (a). Montrons que
la condition (a) implique la condition (b).
Considérons deux coalitions Q et R telles que Q ⊆ R et soit U ⊆ N\R. Sur la
ﬁgure qui suit, le grand rectangle est l’image de N et les diﬀérentes bandes verticales
sont les images des sous-ensembles de N qu’indiquent les accolades correspondantes.
 
S 
T  S\{S∩T} 
S∩T 
Q 
U  R 
N 
Figure 4.6 — Coalitions considérées dans la démonstration
Convenons d’indicer par i =1 ,...,ules projets de l’ensemble U. Appliquons la re-
lation (a) en adjoignant successivement aux ensembles Q et R les projets 1,...,i,...,u.
On obtient :
c(Q ∪ {1}) − c(Q)) ≥ c(R ∪ {1}) − c(R)
c(Q ∪ {1,2}) − c(Q ∪ {1}) ≥ c(R ∪ {1,2}) − c(R ∪ {1}
. . .
c(Q ∪ {1,...,u})−c(Q ∪ {1,...,u− 1}) ≥ c(R ∪ {1,...,u})−c(R ∪ {1,...,u− 1})
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Sommons ces inégalités. Il vient :
∀U ⊆ N\R : c(Q ∪ U) − c(Q) ≥ c(R ∪ U) − c(R) (4.1)
Considérons maintenant deux coalitions quelconques S et T. Alors de deux choses
l’une :
—o ub i e nS ∩ T 6= φ et alors le fait que S et T vériﬁent la condition (b) résulte
simplement de la gratuité de l’inaction, c(φ)=0 ,e td el as o u s - a d d i t i v i t é ,c(S)+c(T) ≥
c(S ∪ T);
—o ub i e nS ∩T 6= φ et dans ce cas posons d’une part que Q = S ∩T et que R = T
de sorte que Q ⊆ R. En d’autres termes les hypothèses sous lesquelles la condition
(a) s’applique à Q et R sont vériﬁées. Déﬁnissons alors U c o m m el es o u s - e n s e m b l ed e
projets S\{S ∩ T}. Par construction U ⊆ N\R de sorte que la relation (4.1) ci-dessus
doit être satisfaite si la condition (a) est elle-même satisfaite.
Explicitons (4.1) pour les coalitions ou groupes de projets que l’on vient de déﬁnir :
c({S ∩ T} ∪ {S\{S ∩ T}}) − c{S ∩ T} ≥ c(T ∪ {S\{S ∩ T}}) − c(T). (4.2)
Remarquons que, par déﬁnition (se reporter à la ﬁgure 6) :
{S ∩ T} ∪ {S\{S ∩ T}} = S,e tT ∪ {S\{S ∩ T}} = S ∪ T,
de sorte que (4.2) s’écrit encore :
c(S) − c(S ∩ T) ≥ c(S ∪ T) − c(T),
c’est-à-dire :
c(S)+c(T) ≥ c(S ∪ T)+c(S ∩ T). (4.3)
Puisque S et T sont des groupes de projets quelconques, l’inégalité (4.3) n’est autre
que la condition (b).
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5.1 Introduction
Nous présentons dans ce chapitre les principaux concepts de solution proposés pour
les jeux coopératifs dont plusieurs ont été utilisés pour résoudre les jeux de coûts. Le
concept de solution “peut-être le plus intuitif” pour reprendre l’expression de B. Pe-
leg (1986) est le concept de coeur parce que c’est le concept de solution qui prend
totalement en compte les menaces de sécession, et que, dans un monde où la liberté
contractuelle ou d’association prévaut, une solution qui ne tiendrait pas compte de ces
menaces serait certainement contestable et contestée. Pour cette raison nous consa-
crons à l’étude de cette solution une place privilégiée. La section 5.2 a pour objet la
déﬁnition même du concept et l’examen des conditions de non-vacuïté de l’ensemble
des imputations ainsi déﬁnies. On verra que le coeur d’un jeu de coûts peut être vide
bien que les joueurs aient intérêt à coopérer. Dans certains jeux au contraire l’ensemble
des imputations du coeur aurait plutôt tendance à être trop vaste. Dans ces deux cas
il est nécessaire d’explorer d’autres voies pour trouver une solution.
On recense à la section 5.3 les diﬀérentes propriétés du coeur ainsi que celles qu’il
ne possède pas et dont on pourrait penser que, pour diverses raisons, en particulier des
raisons d’équité, toute solution devrait posséder. Le concept de semi-coeur présenté à
la section 5.4 est un aﬀaiblissement de la notion de coeur qui consiste à ne prendre
en compte que les menaces de retrait des coalitions d’un seul joueur et, symétrique-
ment, de tous les joueurs sauf un. On verra qu’elle permet de rationaliser certaines
pratiques. Nous montrons à la section 5.5 les liens qui existent entre l’ensemble stable
de von Neumann et Morgenstern, historiquement le premier concept de solution pro-
posé pour les jeux coopératifs, et le coeur. Les sections 5.6 et 5.7 sont respectivement
consacrées à deux autres concepts de solution, le nucléole et la valeur de Shapley,q u i
sélectionnant une seule imputation, contrairement aux concepts précédents qui sim-
plement déﬁnissent un sous-ensemble d’imputations parmi lesquelles la répartition des
coûts entre les joueurs devrait être choisie. Nous ne présentons pas les concepts de
pré-noyau (pre-kernel), noyau (kernel) ni d’ensemble de marchandage.
5.2 Le coeur
5.2.1 Déﬁnition
Puisque les diﬀérents joueurs sont libres de réaliser leurs projets avec qui ils veulent,
tout concept de solution devrait tenir compte des menaces de sécession. On appelle
coeur d’un jeu coopératif le concept de solution exclusivement fondé sur la prise en
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compte de ces menaces et de toutes ces menaces. Plus précisément le coeur d’un jeu de
coûts est l’ensemble maximal des pré-imputations qui résistent aux menaces de retrait
coordonné de toute coalition. Formellement, pour tout jeu (c,N) on appelle coeur le
sous-ensemble des pré-imputations suivant :
C (c,N)=
½
x ∈ PX(c,N): Σ
i∈N
xi ≤ c(S) ∀S ∈ N\φ
¾
Par déﬁnition, une pré-imputation x ∈ C (c,N) doit vériﬁer, la condition xi ≤ c({i})
∀i ∈ N, c’est-à-dire la condition de rationalité individuelle. Cette pré-imputation est
donc une imputation.
5.2.2 Existence
On exclut du champ de l’analyse les jeux de coûts qui ne sont pas sous-additifs.
Or la propriété de sous-additivité, on l’a souligné dans le chapitre 4 consacré à la pré-
sentation de la notion de jeu de coût, implique en particulier que pour toute partition




c(Ph), n’est pas inférieure au coût de réalisation coordonnée
de l’ensemble des projets, c(N). L’incitation à coopérer est donc très forte mais, et
c’est peut-être un peu surprenant, cette incitation forte à coopérer, ne garantit pas
la non-vacuïté du coeur de tout jeu de coûts, sauf dans le cas où il n’y a que deux
projets à réaliser.1 Pour comprendre pourquoi la sous-additivité ne garantit pas la
non-vacuïté lorsque trois projets au moins doivent être menés à terme, le plus simple
est de considérer un jeu symétrique.
1S’il n’y a que deux projets à réaliser, la sous-additivité implique que c({1})+c({2}) ≥ c({1,2}).
Répartissons alors le gain de la mise en commun des projets c({1})+c({2}) − c({1,2}) ≥ 0, propor-
tionnellement à leurs coûts de réalisation isolée, c’est-à-dire aﬀectons au projet i, i =1 ,2, la partie xi
du coût global déﬁni par :
xi = c({i}) −
c({i})
c({1})+c({2}) [c({1})+c({2}) − c({1,2})].
On a bien x1+x2 = c({1,2}) et xi ≤ c({i}), i =1 ,2 et donc x =( x1,x2) est une imputation du coeur.
Cette méthode, sous l’hypothèse de sous-additivité dont on s’est servi, déﬁnit ici une imputation du
coeur parce que, dans un jeu à deux joueurs, il n’y a pas de coalition intermédiaire, c’est-à-dire qu’il
n’y a pas de coalitions autre que les coalitions d’un seul joueur et la grande coalition.
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Exemple 5.1 Soit le jeu symétrique à quatre joueurs dont la fonction de coût est la
fonction suivante :2
¯ c(1) = 1, ¯ c(2) = 1.9, ¯ c(3) = 2.5 et ¯ c(4) = 3.5
La fonction de coût est bien sous-additive car :
¯ c(2) = 1.9 ≤ 2=2 ¯ c(1)
¯ c(3) = 2.5 ≤
(
3=3 ¯ c(1)
2.9=¯ c(1) + ¯ c(2)
¯ c(4) = 3.5 ≤
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
4=4 ¯ c(1)
3.9=2 ¯ c(1) + ¯ c(2)
3.5=¯ c(1) + ¯ c(3)
3.8=2 ¯ c(2)
Pour les coalitions de taille m =3 ,o na:¯ c(3)/3=2 .5/3 < 3.5/4=¯ c(4)/4.L ec o û t
que doivent supporter les agents d’une coalition de trois joueurs est inférieur à trois
fois la charge ¯ c(4)/4 que doivent supporter en moyenne tous les agents pour réaliser
en commun l’ensemble des quatre projets.
Considérons alors une pré-imputation quelconque qui répartit ¯ c(4) entre les quatre
joueurs. Les trois joueurs dont les charges sont les plus lourdes, si cette pré-imputation
ne répartit pas ¯ c(4) de façon égale entre les quatre projets, ou trois joueurs quelconques,
si cette pré-imputation répartit ¯ c(4) de façon égale entre tous les joueurs, doivent payer
au moins, ensemble, 3¯ c(4)/4 > ¯ c(3). Cette pré-imputation n’est donc pas robuste à la
sécession des trois joueurs en question. Puisqu’aucune pré-imputation n’est robuste à
une telle menace, le coeur de ce jeu est vide. Il est clair que c’est le coût de réalisation
des groupes intermédiaires de trois projets qui, parce qu’il est relativement faible, est
responsable ici de la vacuïté du coeur.
Un autre exemple classique de jeux de coûts à coeur vide est celui des jeux essentiels
à somme constante parce que, dans ces jeux, les coalitions de n − 1 joueurs, quel que
soit n,s o n tt r o pe ﬃcaces.3
Pour que le coeur soit non-vide il faut donc, et il suﬃt, que les coûts de réalisation
coordonnée des projets des coalitions intermédiaires S ⊂ N,s o i e n ts u ﬃsamment élevés
par rapport au coût de réalisation de tous les projets. Dans les jeux symétriques cette
condition prend la forme relativement simple, suivante :
Proposition 5.1 Une condition nécessaire et suﬃs a n t ep o u rq u el ec o e u rd ’ u nj e ud e




¯ c(n) ≤ ¯ c(m)
2Rappelons que pour les jeux symétriques nous sommes convenus de noter c(m) le coût de réalisation
coordonnée de m projets, quels qu’ils soient.
3Voir l’annexe 5.A.1 pour les détails.
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Démonstration. La condition est suﬃsante. Soit x la pré-imputation répartissant
le coût global ¯ c(n) de façon égale entre tous les projets : xi =¯ c(n)/n,p o u ri =1 ,...,n.
Cette pré-imputation résiste à toute menace de sécession puisque :







La condition est nécessaire. Supposons qu’on ait ¯ c(m) < m
n ¯ c(n) pour un certain m<n .
Pour toute pré-imputation x convenons d’indicer les joueurs par ordre décroissant des




n ¯ c(n) >
¯ c(m). Aucune pré-imputation ne peut donc être robuste aux menaces de retrait d’une
coalition de taille m.
On remarquera que la condition de la Proposition 5.1 est satisfaite par tout jeu
symétrique concave. Pour de tels jeux on a en eﬀet :4
¯ c(m) − ¯ c(m − 1) ≥ ¯ c(m +1 )− ¯ c(m),m=1 ,...,n− 1
La fonction ¯ c(m)/m est donc décroissante de sorte que ¯ c(m)/m ≥ ¯ c(n)/n pour
m =1 ,...,n− 1.
Pour les jeux non-symétriques, l’expression des conditions nécessaires et sufﬁsantes
de non-vacuïté est un peu plus complexe car il est plus diﬃcile de formaliser l’idée que
les coalitions intermédiaires ne sont pas trop fo r t e s ,c ’ e s t - à - d i r eq u el ec o û td er é a l i s a -
tion coordonnée de leurs projets n’est pas trop faible, comparé au coût de réalisation
coordonnée de l’ensemble de tous les projets. Pour cette formalisation nous devons
introduire les notions de familles équilibrées de coalitions et de jeu équilibré.
Soit S = {S1,...,S h,...,S m} une famille de coalitions non-vides, où Sh ∈ N\φ
pour h =1 ,...,m. On dit que cette famille est une famille équilibrée si :
1. tout joueur i ∈ N est membre d’au moins une coalition de la famille : ∀i ∈ N :
∃Sh ∈ S : i ∈ Sh
2. il existe des nombres positifs λh,h=1 ,...,m,dits poids d’équilibrage, tels que,
pour tout joueur, la somme des poids des coalitions auxquelles il appartient est
égale à 1 :




Donnons quelques exemples de familles équilibrées de coalitions. Toute partition de
N constitue une famille équilibrée, les poids d’équilibrage étant tous égaux à 1. Toute
4Voir le chapitre 4.
CIRANO 2006 201Chapitre 5. Jeux de coûts : principaux concepts de solution
famille constituée de p partitions diﬀérentes constitue une famille équilibrée pour des
poids 1/p aﬀectés à chaque coalition de chaque famille. La famille constituée de toutes
les coalitions d’une même taille m, 1 <m<n ,est équilibrée avec des poids égaux
à 1/Cm−1
n−1 ,o ùCm−1
n−1 est le nombre des combinaisons diﬀérentes de m − 1 éléments
pris dans un ensemble de n − 1 éléments. Les coalitions de taille m dans lesquelles
ﬁgurent un joueur i sont en eﬀet les coalitions de m − 1 joueurs autres que i prises
dans l’ensemble N\{i} de taille n − 1, auxquelles on ajoute le joueur i.I lyad o n c
Cm−1
n−1 coalitions de taille m auxquelles le joueur i appartient.
On remarquera que les poids d’équilibrage ne sont pas nécessairement uniques.
Toute famille qui est l’union de l partitions diﬀérentes peut s’équilibrer par une in-
ﬁnité de poids diﬀérents. Il suﬃt d’une part que les poids attribués à chacune des
coalitions d’une même partition soient identiques et d’autre part que la somme des





,g=1 ,...,l,et considérons la famille de coalitions
S =(P1,...,Pg,...,Pl). Cette famille est équilibrée par tout système de poids d’équili-
brage qui associe à toute coalition Pgh le poids λgh = λg,p o u r v uq u e ,p o u rg =1 ,...,l,












familles équilibrées par des poids respectifs :














est aussi une famille équilibrée par
n’importe quels poids λ00





j = Sg ∈ S
(1 − α)λh si S00
j = S0
h ∈ S0





















On voit qu’en procédant ainsi on peut construire une inﬁnité de familles équilibrées de
coalitions qui sont, chacune, équilibrées par une inﬁnité de poids d’équilibrage.
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On dit qu’un jeu de coûts (c,N) est équilibré si, pour toute famille équilibrée S =





Dans le cas où S est constituée de toutes les coalitions d’une même taille m, 1 <




¯ c(n) ≤ ¯ c(m)
Si S est une partition P = {P1,...,P g,...,P m}, alors les seuls poids d’équili-




Plus généralement cette condition est, pour les jeux qui ne sont pas nécessairement
symétriques, l’expression du fait que les coalitions intermédiaires ne sont pas trop
puissantes, c’est-à-dire que le coût de réalisation de leurs projets n’est pas trop bas.
Théorème 5.2 (Bondavera (1963), Shapley (1967)) Une condition nécessaire et
suﬃsante pour que le coeur d’un jeu de coûts soit non-vide est que ce jeu soit équilibré.5
Démonstration. Montrons d’abord que la condition est nécessaire. Soit ¯ x une
pré-imputation du coeur et S ={S1,...,S g,...,S m} une famille équilibrée de poids
d’équilibrage λ = {λ1,...,λg,...,λm}. Puisque ¯ x est dans le coeur, on doit avoir :
X
i∈Sg
¯ xi ≤ c(Sg), g =1 ,...,m
Multiplions chacune de ces inégalités par le poids λg de la coalition concernée et som-



















5Cette caractérisation vaut pour tout jeu coopératif, qu’il s’agisse d’un jeu de coûts ou non.
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Puisque λ est un système de poids d’équilibrage, on a
P
g:i∈Sg
λg =1pour tout joueur
i ∈ N. Par ailleurs ¯ x est une pré-imputation, de sorte que
P
i∈N
¯ xi = c(N).L ’ i n é g a l i t é





Puisque cette inégalité doit être satisfaite pour toute famille équilibrée, le jeu doit
être équilibré. La démonstration de la suﬃsance, un peu plus technique, est donnée à
l’annexe 5.A.2.
La caractérisation du Théorème 5.2 peut s’avérer lourde à tester. On vient de re-
marquer que le nombre des familles équilibrées est inﬁni et que, pour certaines, il
existe une inﬁnité de poids d’équilibrage diﬀérents. Il est clair que, dans cette inﬁ-
nité de familles et de poids, il y a des redondances. On peut ordonner l’ensemble des
familles équilibrées à partir de l’ensemble fondamental des familles équilibrées mini-
males. On dit qu’une famille équilibrée est une famille équilibrée minimale si aucune
de ses sous-familles strictes n’est elle-même équilibrée. On peut démontrer que toute
famille équilibrée peut s’exprimer comme l’union de familles équilibrées minimales.6
De plus les familles minimales ne sont équilibrées que pour un seul système de poids
d’équilibrage. Toute partition est par exemple une famille minimale dont on a vu plus
haut que le système de poids d’équilibrage est unique (chaque coalition est de poids
égale à 1, cf supra). Pour déterminer si le coeur est vide ou non il suﬃtd ec o n s i d é r e r
les familles minimales.
Théorème 5.3 (Bondavera (1963), Shapley (1967)) Une condition nécessaire et
suﬃsante pour que le coeur d’un jeu de coûts soit non-vide est que pour toute famille
équilibrée minimale S = {S1,...,S g,...,S m}, de poids d’équilibrage λ =( λ1,...,λg,





On a remarqué plus haut que le coeur des jeux symétriques concaves n’est pas vide.
C’est une propriété de tous les jeux de coûts concaves, symétriques ou non. Surtout,
pour ces jeux, l’ensemble des imputations du coeur est facile à calculer. Montrons
comment.
6Voir exemple Owen (1995) pour une démonstration.
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Soit a =( a1,...,a h,...,a n) un arrangement des joueurs de N et A(N) l’ensemble
des arrangements de n joueurs. Pour tout joueur i ∈ N,o nn o t eh(i,a) le rang du
joueur i dans l’arrangement a de ces n joueurs, et on note i(h,a) le joueur qui ﬁgure
au rang h dans l’arrangement en question. Pour tout arrangement a,o nd é ﬁnit le
coût incrémental du joueur j dans cet arrangement comme l’accroissement du coût
qu’implique l’adjonction de son projet au sous-ensemble des projets de rangs inférieurs
au sien, dans l’arrangement en question. Notons δc(j,a) ce coût incrémental :
δc(j,a)=c({i(1,a),i(2,a),...,i(h(j,a) − 1,a),j})
−c({i(1,a),i(2,a),...,i(h(j,a) − 1,a)})
On appelle imputation par les coûts incrémentaux sous l’arrangement a, le vecteur
˜ x(a) de composantes ˜ xi (a)=δc(i,a),i∈ N. Il s’agit bien d’une imputation car,
sous l’hypothèse de sous-additivité de la fonction de coût, ∀a ∈ A(N), ∀i ∈ N,o n
a ˜ xi (a) ≤ c({i}). Si de plus la fonction de coût est strictement sous-additive le seul
joueur i pour lequel on a ˜ xi (a)=c({i}) est celui qui ﬁgure au premier rang dans
l’arrangement a en question.
Dans un jeu concave toute imputation par les coûts incrémentaux est une imputa-
tion du coeur (cf annexe 5.A.3). De plus toute imputation du coeur est une combinaison
linéaire convexe d’imputations par les coûts incrémentaux.
Théorème 5.4 (Shapley (1971)) Soit (c,N) un jeu de coûts concave. Quel que soit
l’arrangement a ∈ A(N), l’imputation par les coûts incrémentaux ˜ x(a) est une impu-
tation du coeur. Le coeur est la fermeture convexe de l’ensemble {˜ x(a),a∈ A(N)} de
l’ensemble des imputations par les coûts incrementaux, c’est-à-dire :
x ∈ C (N) ⇔∃ γ (a),a∈ A(N),γ(a) ≥ 0,∀a ∈ A(N), et
X
a∈A(N)
γ (a)=1:∀i ∈ N : xi =
X
a∈A(N)
γ (a)˜ xi (a)
Ré-examinons le jeu de répartition du coût de construction du système d’appro-
visionnement au gaz de trois régions, présenté dans le chapitre 4, dont la fonction de
coût est pour rappel :
c({1}) = 7000,c ({2}) = 4800,c ({3}) = 4800
c({1,2}) = 10616,c ({1,3}) = 10462,c ({2,3}) = 9600
c({1,2,3}) = 14002
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Le Tableau 5.1 donne les six imputations par les coûts incrémentaux correspondant
aux six arrangements possibles des trois agents.
Imputations
Arrangements Projet 1 Projet 2 Projet 3
(1,2,3) 7000 3616 3386
(1,3,2) 7000 3462 3540
(2,1,3) 5816 4800 3386
(2,3,1) 4402 4800 4800
(3,1,2) 5662 3540 4800
(3,2,1) 4402 4800 4800
Tableau 5.1 — Imputations par les coûts incrémentaux dans le jeu de construction du
réseau de gazoducs
Toute imputation du coeur est une combinaison linéaire convexe de ces six im-
putations. L’ensemble des imputations du coeur est donc assez vaste. L’intervalle des
charges qui pourraient être retenues dans le coeur varie :
- pour le projet 1 de 4402 à 7000, soit dans un rapport de 100 à 160;
- pour le projet 2 de 3462 à 4800, soit dans un rapport de 100 à 138;
- pour le projet 3 de 3386 à 4800, soit dans un rapport de 100 à 140.
Ce qui rend ces intervalles assez larges dans les jeux concaves, c’est le fait que, dans
cette classe de jeux, pour chaque joueur il existe des imputations du coeur dans les-
quelles il se voit demander une contribution aux coûts globaux exactement égale au
coût de réalisation isolée de son projet. C’est en eﬀet la contribution qui lui est deman-
dée dans toute imputation par les coûts incrémentaux sous tous les arrangements dans
lesquels il ﬁgure au premier rang. Donc le pire qu’il puisse lui arriver dans le coeur est
qu’il ne retire aucun bénéﬁce de sa coopération avec les autres joueurs. Ceci ne peut





La plus petite contribution qu’on puisse demander à un joueur i est l’accroissement
de coûts que provoque l’adjonction de son projet à l’ensemble N\{i} des projets des
autres joueurs. Par exemple pour le projet 1 la plus petite contribution est l’accroisse-
ment de coûts 4402, auquel il faut consentir lorsqu’on ajoute ce projet aux projets 2
et 3.
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Formellement, dans un jeu concave (c,N), si le concept de solution retenu est le
coeur, alors :
σi (c,N)= m a x
S⊆N:i∈S
{c(S) − c(S\{i})} = c({i})
et :
σi (c,N)= m i n
S⊆N:i∈S
{c(S) − c(S\{i})} = c({i}) − c(φ)=c(N) − c(N\{i})
5.2.4 Jeux à rendements croissants
Le coeur des jeux à rendements croissants n’est jamais vide. Considérons un tel jeu
et soit γ =( γ1,..,γn) ∈ I Rn
+\{0} un système de poids pour lequel :
∀S,T ≤ N : S ≤ T ⇒ γ (S)c(T) ≤ γ (T)c(S)












Aucune coalition n’a donc intérêt à faire sécession.
5.2.5 Jeux décomposables
Décomposition en coûts directs et coûts joints On peut ramener l’étude du
coeur d’un jeu (c,N) qui admet une décomposition (d,ˆ c) en coûts directs et coûts
joints, à l’étude du coeur du jeu (ˆ c,N), réduit à la seule fonction de coût joints ˆ c.I le s t
clair que si ˆ x est une imputation du jeu (ˆ c,N) alors le vecteur x déﬁni par xi =ˆ xi +di
pour tout i, est une imputation du jeu (c,N). De plus, si ˆ x est une imputation du
coeur de (ˆ c,N) alors x est dans le coeur de (c,N). On a :
∀S ⊂ N :
X
i∈S
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Décomposition en éléments de coûts Considérons un jeu (c,N) qui admet une
décomposition en éléments de coûts (m,˜ c),o ùp o u rg =1 ,...,m, ˜ N (g) e s tl es o u s -
ensemble d’agents qui ont besoin d’utiliser l’équipement g de coût ˜ cg. Notons ˜ n(g)= ¯ ¯ ¯ ˜ N (g)
¯ ¯ ¯ le nombre de ces agents. Il semble équitable de répartir cette partie ˜ cg du coût
c(N),7 de façon égale entre tous les projets qui utilisent l’équipement g en question.
Appelons partie équitable du coût ˜ cg imputée à tout i ∈ ˜ N (g),l em o n t a n t:
yg =˜ cg/˜ n(g)
L’imputation équitable par décomposition est l’imputation qui demande à chaque
joueur une contribution égale à la somme des parties équitables des équipements qu’uti-
lise son projet. En d’autres termes, si x est une imputation équitable par décomposition,
alors :


















˜ cg = c(N)
L’imputation équitable par décomposition appartient au coeur. C’est une consé-
quence quasi-immédiate du fait que, dans ce genre de jeu :




Si les membres de la coalition S veulent réaliser leurs projets indépendamment des
autres joueurs, ils devraient payer, pour chaque équipement g utilisé, la totalité du
coût ˜ cg de l’équipement en question. Pour tout équipement g, on a évidemment ˜ cg ≥
[˜ n(g,S)/˜ n(g)]˜ cg,o ù˜ n(g,S) e s tl en o m b r ed e sm e m b r e sd el ac o a l i t i o nS qui appar-
tiennent à ˜ N (g).O r[˜ n(g,S)/˜ n(g)]˜ cg est ce qu’on demande à l’ensemble des membres






[˜ n(g,S)/˜ n(g)]˜ cg ≤
X
g:S∩ ˜ N(g)6=φ
˜ cg = c(S)
Le coeur des jeux qui admettent une décomposition en éléments de coûts n’est donc
pas vide, et, connaissant la structure de cette décomposition, le calcul d’une imputation
du coeur est aisé.
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5.3 Le coeur - Propriétés
Examinons maintenant les propriétés que possède ou ne possède pas le coeur lors-
qu’il n’est pas vide.
5.3.1 Traitement identique et symétrique des projets équivalents
Le traitement identique de projets équivalents requiert que, dans toute imputation
du coeur x, les projets d’un même ensemble maximal E de projets équivalents se voient
imposer les mêmes charges :
xi = xj,∀i,j ∈ E
Bien que ce ne soit pas exclu, on va en donner un exemple, ce n’est généralement pas
le cas.
Un exemple de jeu pour lequel la propriété est vériﬁée est le jeu suivant.
Exemple 5.2 Soit le jeu symétrique à quatre joueurs dont la fonction de coût est :
¯ c(1) = 1,¯ c(2) = 1.5, ¯ c(3) = 2.5 et ¯ c(4) = 3
Montrons que la seule répartition du coût global ¯ c(4) = 3 qui appartienne au coeur est
l’imputation qui impose à chaque joueur la même charge xi =0 .75.O nv é r i ﬁea i s é m e n t
que cette imputation n’est bloquée par aucune coalition. Considérons maintenant une
imputation x inégalitaire et la coalition, que l’on note ˆ S, des deux joueurs à qui sont









La coalition ˆ S bloque donc la pré-imputation en question.
En général cependant les projets équivalents ne sont pas traités de façon identique
dans le coeur. C’est le cas en particulier des jeux strictement8 concaves. Pour un tel
j e uo na:
¯ c(1) > ¯ c(2)/2 > ···> ¯ c(m)/m > ···> ¯ c(n)/n
Considérons un arrangement a quelconque des joueurs. On a vu à la section précédente
que l’imputation par les coûts incrémentaux sous cet arrangement, ˜ x(a), appartient
au coeur. On a donc pour les joueurs i(1,a),i (2,a),..., i(h,a),..., i(n,a) :
˜ xi(1,a) =¯ c(1) > ¯ c(2) − ¯ c(1) = ˜ xi(2,a) > ···> ˜ xi(h,a) > ···> ˜ xi(n,a)
8c’est-à-dire les jeux concaves pour lesquels les inégalités qui ﬁgurent dans les conditions équivalentes
de déﬁnition, (a) ou (b); voir le chapitre 4.
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Puisque dans tout jeu symétrique la seule classe maximale de projets équivalents est
l’ensemble N de tous les projets, la propriété de traitement identique des projets équi-
valents n’est pas vériﬁée dans le coeur. C’est aussi le cas pour les jeux strictement
concaves mains non-symétriques, pour des raisons analogues.
On remarque en revanche que, tous les arrangements étant admissibles et le coeur
étant l’ensemble des combinaisons linéaires convexes des imputations par les coûts
incrémentaux, les imputations du coeur d’un jeu concave vériﬁent la propriété de trai-
tement symétrique des projets équivalents. Montrons que c’est le cas pour tout jeu de
coûts, qu’il soit concave ou non.
Proposition 5.5 Le coeur est une solution qui vériﬁe la propriété de traitement sy-
métrique des projets équivalents.
Démonstration. Soit x une imputation telle que pour deux joueurs j et k d’un
même ensemble maximal E de joueurs équivalents, on ait xj 6= xk. Alors l’imputation
˜ x, ˜ xj = xk, ˜ xk = xj et ˜ xi = xi si i/ ∈ {j,k}, est aussi une imputation du coeur. Si ce




Cette coalition S ne peut ni ne comprendre que des joueurs i/ ∈ {j,k}, ni comprendre






xi. Supposons que S ne
c o m p r e n n eq u el ej o u e u rj et considérons la coalition S0 = {S ∪ {k}}\{j}. Puisque x
















On devrait donc avoir : X
i∈S
˜ xi ≤ c(S)
d’où une contradiction.
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5.3.2 Anonymat
Une solution anonyme est une solution insensible au changement de dénomination
des joueurs. Il est évident que le coeur possède cette propriété.
Proposition 5.6 Le coeur est une solution anonyme.
5.3.3 Insensibilité à l’élimination des joueurs négligeables
Un joueur négligeable est un joueur i pour lequel : c(S ∪ {i}) − c(S)=c({i}),
pour tout S ⊆ N\{i}. Il est clair que si une pré-imputation x exige du joueur i une
contribution xi <c({i}), alors la coalition N\{i} des autres joueurs peut menacer de
se retirer. On a en eﬀet, puisque x est une pré-imputation :
X
j∈N\{i}
xj = c(N) − xi = c(N\{i})+c({i}) − xi >c(N\{i})
Par ailleurs, la contrainte de rationalité individuelle impose que xi ≤ c({i}).O nd o i t
donc avoir pour toute imputation du coeur, x, et tout joueur i négligeable : xi = c({i}).
Proposition 5.7 Le coeur est une solution qui néglige les joueurs négligeables.
5.3.4 Additivité et super-additivité
Il devrait être clair que le coeur est une solution additive et donc à fortiori super-
additive. Soit deux jeux (c0,N) et (c00,N),e tl ej e us o m m e(c,N):c(S)=c0 (S)+c00 (S)









i ≤ c00 (S), pour tout S ⊆ N. Alors l’imputation
x = x0 + x00,d uj e u(c,N),v é r i ﬁe les relations suivantes :











i ≤ c0 (S)+c00 (S)=c(S)
Réciproquement, si x ∈ C (c,N), alors il existe x0 ∈ C (c0,N) et x00 ∈ C (c00,N) tels que
x0 + x00 = x.
Proposition 5.8 Le coeur est une solution additive.
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5.3.5 Traitement équivalent des jeux équivalents
Il est évident que le coeur vériﬁe la propriété. Pour tout α > 0 :
∀S ⊆ N :
X
i∈S
xi ≤ c(S) ⇔
X
i∈S




Proposition 5.9 Le coeur est une solution qui traite de façons équivalentes les jeux
équivalents.
5.3.6 Égal partage du gain de la coopération
En général, le coeur, lorsqu’il n’est pas vide, comprend plusieurs imputations. Elles
ne peuvent donc pas évidemment toutes, correspondre à un partage égal des gains de
la coopération. Rien ne garantit non plus que l’imputation par égal partage du gain de
la coopération appartienne au coeur puisque ce mode de répartition ne tient compte
que des coûts des coalitions d’un seul joueur et de la grande coalition.
Considérons l’exemple du jeu de coûts suivant :
c({1}) = 500, c({2}) = 1000,c ({3}) = 5000,e t ,c({1,2,3}) = 5000
Ce mode d’imputation implique les ﬁnancements individuels suivants :
x1 = −100, x2 = 900 et x3 = 4400
Puisque x1 = −100, les joueurs 2 et 3 doivent payer ensemble :
c({1,2,3}) + 100
c’est-à-dire plus que le coût de réalisation des trois projets. Puisque le jeu vériﬁel a
condition de monotonicité, on a c({1,2,3}) ≥ c({2,3}) et cette imputation n’est pas
robuste à la menace de retrait de ces deux joueurs.
On a vu que, pour les jeux qui admettent une décomposition en éléments de coût,
l’imputation équitable par décomposition appartient au coeur. Il faut souligner que,
dans ces jeux, cette imputation est généralement diﬀérente de l’imputation par égal
partage des gains de la coopération. Soit un jeu (c,N) qui admet la décomposition
(m,˜ c),o ùp o u rg =1 ,...,m, ˜ N (g) est le sous-ensemble des ˜ n(g) joueurs qui ont
besoin de l’équipement g pour réaliser leur projet :
∀i ∈ N : c({i})=
X
g:i∈ ˜ N(g)
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L’imputation ˜ x par égal partage des gains de la coopération exige du joueur i qu’il









































Sauf exception ces deux imputation ne coïncident pas, comme le montre l’exemple 5.3.
Exemple 5.3 Soit le jeu à trois joueurs, décomposable en éléments de coût, présenté
au Tableau 5.2, dans lequel une croix dans une case signiﬁe que le projet correspon-
dant à la ligne a besoin de l’équipement correspondant à la colonne. Dans ce jeu











[1200 − 600] = 200
de sorte que l’imputation par égal partage des gains de la coopération, ˜ x,p r e n dl a
valeur suivante :
˜ x1 = 400 − 200 = 200, ˜ x2 = 500 − 200 = 300,e t˜ x3 = 300 − 200 = 100
tandis que l’imputation équitable par décomposition ¯ x a pour valeur :
¯ x1 = 50 + 150 = 200, ¯ x2 = 100 + 150 = 250,e t¯ x3 = 50 + 100 = 150
Les deux imputations sont donc diﬀérentes. On remarque cependant que l’imputation
˜ x est aussi une imputation du coeur. On a en eﬀet, ∀i, j ∈ N, i 6= j, c({i,j}) = 600
et max{˜ xi +˜ xj | i,j ∈ N,i 6= j} = 500,d es o r t eq u e˜ x est robuste aux menaces de
sécession des coalitions de deux joueurs. Comme elle est par construction robuste aux
menaces de sécession des coalitions d’un seul joueur, elle est dans le coeur. Ce n’est
cependant pas une propriété des jeux décomposables en éléments de coût comme le
montre l’exemple suivant.




















cg / n (g) ~ ~
Tableau 5.2 — Décomposition en éléments de coût du jeu de l’exemple 5.3
Exemple 5.4 Soit le jeu à trois joueurs dont la décomposition en éléments de coûts
est présentée au Tableau 5.3. On a
P
i∈N
c({i}) − c(N) = 1300 − 1200 = 100 et donc
l’imputation par égal partage de la réduction de coûts, ˜ x,e s t:



















Or c({1,2}) = 200 < 7
3100 = ˜ x1+˜ x2. C’est une conséquence immédiate du fait qu’avec
cette méthode d’imputation le joueur 3 qui est un joueur négligeable se voit demander
une contribution inférieure à 1000, le coût de réalisation isolée de son projet, alors
qu’on sait (cf. sous-section 5.3.3 supra) que dans toute imputation du coeur il devrait
se voir imposer une contribution exatement égale à 1000.















Tableau 5.3 — Décomposition en éléments de coût du jeu de l’exemple 5.4
5.3.7 Monotonicité
Le coeur est une solution qui n’est pas nécessairement monotone par rapport aux
coûts des coalitions, comme le montre l’exemple suivant, emprunté à Young (1994).





= Y h,h =1 ,2,3,4,5
où :

















| S ⊆ Sh
o
∀S 6= Sh,h=1 ,...,5
Pour que c soit monotone, il faut que Y 2 ≤ Y 5 puisque S2 ⊆ S5 ; Y 4 ≤ Y 5 puisque




Y k, puisque Sh ⊆ N,p o u rh =1 ,...,5. On verra plus loin
que d’autres conditions sur les Y h doivent être satisfaites.
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où les coalitions Sh sont choisies de telle sorte que chaque joueur i apparait exactement



























Y h,d es o r t eq u ec h a c u n ed e s
inégalités faibles qui doivent vériﬁer les diﬀérentes coalitions h doivent être satisfaites
avec l’égalité. En d’autres termes x doit être solution des cinq équations linéaires en
xi, i =1 ,...,5 : X
i∈Sh
xi = Y h, h =1 ,...,5
































Y 1 + Y 2 + Y 3 + Y 4 + Y 5¢
= c(N)
Pour que le coeur ne soit pas vide il faut de plus que xi ≥ 0,i=1 ,...,5, sinon la
coalition des joueurs j pour lesquels xj < 0 ferait sécession. Par hypothèse, Y 5 ≥ Y 2,d e
sorte que x1 ≥ 0. Le respect de cette condition pour les autres xi impose des restrictions
supplémentaires sur les valeurs admissibles des Y h. Montrons qu’il existe des valeurs
des Y h pour lesquelles ces conditions de non-négativité sont satisfaites d’une part, et
la condition de monotonicité est violée, d’autre part.







5 =9 ,d ’ o ùc(N)=1 1
L’imputation du coeur correspondant à ces valeurs est l’imputation x :
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Supposons maintenant que les Y h prennent les valeurs ˆ Y h suivantes :
ˆ Y 1 =3 , ˆ Y 2 =9 , ˆ Y 3 =9 , ˆ Y 4 =3et ˆ Y 5 =1 2 ,d ’ o ùc(N)=1 2
L’imputation du coeur correspondant à ces valeurs est l’imputation ˆ x :
ˆ x1 =3 , ˆ x2 =0 , ˆ x3 =0 , ˆ x4 =6et ˆ x5 =3 ,d ’ o ù
5 X
i=1
ˆ xi =1 2
Or pour tout joueur, le passage du jeu déﬁni par les Y
h au jeu déﬁni par les ˆ Y h,
i m p l i q u eq u el ec o û td er é a l i s a t i o nc o o r d o nnée des projets d’une au moins des coalitions
à laquelle ce joueur appartient, augmente (noter que c(N) passe de 11 à 12); tandis
qu’aucune des coalitions auxquelles il appartient, ne voit son coût baisser. La condition
de monotonicité par rapport aux coûts des coalitions impliquerait donc que pour tout
joueur i,o na i t:ˆ xi ≥ xi.O rp o u rl e sj o u e u r s2e t4 ,o na:ˆ x2 =0< 1=x2 et
ˆ x3 =0< 2=x3.
Il existe une classe de jeux qui vériﬁent la propriété de monotonicité stricte par
rapport aux coûts des coalitions, la classe des jeux concaves. On a remarqué9 que pour
cette classe de jeux, on a, si le concept de solution envisagé est le coeur : σi (c,N)=
c({i}) et σi (c,N)=c(N) − c(N\{i}).L ec o e u re s td o n cu nc o n c e p td es o l u t i o n
faiblement monotone pour ces jeux. Il est aussi strictement monotone pour la raison
suivante. Supposons deux jeux concaves (c,N) et (c0,N) qui diﬀèrent l’un de l’autre
parce que, pour une coalition S, c0 (S) >c(S). On sait que dans ces jeux l’ensemble
des allocations du coeur est la fermeture convexe de toutes les allocations par les coûts
incrémentaux sous tous les arrangements possibles des joueurs. Donc le point extrême
du coeur correspondant à l’imputation par les coûts incrémentaux, sous l’arrangement
dans lequel i ∈ S ﬁgure au rang |S| et les autres joueurs j 6= i, j ∈ S, occupent
les |S| − 1 premiers rangs, s’obtient dans le jeu (c,N) en ajoutant c0 (S) − c(S) àl a
composante i de la même imputation dans le jeu (c0,N).10
Pour tous les arrangements dans lesquels les |S| premiers joueurs ne sont pas les
joueurs de la coalition S, la composante, d’une imputation par les coûts incrémentaux
sous l’arrangement en question, correspondant à un joueur i ∈ S ne change pas. 11 La
condition de monotonicité stricte est donc vériﬁée, c’est-à-dire si x est une imputation
9cf sous-section 5.2.3 supra
10On remarquera que, pour un joueur de rang |S| +1 ,d o n cu nj/ ∈ S, la composante j dans le jeu
(c
0,N) se déduit de la composante correspondante dans le jeu (c,N) en lui retranchant c
0 (S) − c(S).
Pour les joueurs de rangs supérieurs à |S| +1rien ne change.
11Il en est de même pour les joueurs j/ ∈ S.
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du coeur de (c,N) il existe une imputation x0 du coeur de (c0,N) telle que x0
i ≥ xi
pour tout i ∈ S.I ls u ﬃtd ec o n s i d é r e rl ’ i m p u t a t i o nx0 =
P
x∈A(n)
λa˜ x(a),o ùl e s˜ x(a),
a ∈ A(N), sont les imputations par les coûts incrémentaux dans le jeu (c0,N) et
les λa ≥ 0 pour tout a ∈ A(N), sont les poids qui déﬁnissent dans le jeu (c,N),
l’imputation x ∈ C (c,N), à partir des imputations par les coûts incrémentaux dans





Le coeur est une solution cohérente. Soit un jeu (c,N) et x une imputation du
coeur. Considérons le jeu réduit via la coalition T et x, dont la fonction de coût est,12
pour tout S ⊂ T,S 6= φ :
cTx (S)=m i n
(
c(S ∪ U) −
X
i∈U






U (S) ⊆ N\T, une coalition solution du problème de minimisation déﬁnis-

























et donc {xi,i∈ T} est une imputation qui est robuste à toute menace de sécession
dans le jeu (cTx,T).
Puisque {xi,i∈ T} e s td a n sl ec o e u rd e(cTx,T) pour tout x ∈ C (c,N) et tout
T ⊂ N, le coeur est une solution cohérente. Un raisonnement similaire montre que
c ’ e s ta u s s iu n es o l u t i o nc o h é r e n t ea us e n sd eH a r te tM a s - C o l l e l .E n ﬁn il devrait être
clair que c’est une solution qui satisfait la condition de cohérence inverse.
En fait le coeur est la seule solution qui soit cohérente et super-additive, comme
l’a montré Peleg (1986).13
12Il en est de même pour les joueurs j/ ∈ S.
13La démonstration de ce théorème sort du cadre de ce chapitre. Le lecteur intéressé la trouvera
dans Peleg (1986).
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Théorème 5.10 (Peleg (1986)) Considérons la classe des jeux de coûts équilibrés.
Alors la seule solution eﬀective sur cette classe de jeux qui est cohérente au sens faible
et super-additive, est le coeur.
5.4 Le semi-coeur
Le semi-coeur est une solution obtenue en aﬀaiblissant les conditions de robus-
tesse aux menaces de sécession. L’aﬀaiblissement procède ici par réduction du nombre
des coalitions considérées comme susceptibles de menacer de se séparer de la grande
coalition. Plus précisément ne sont admises que les coalitions d’un seul joueur et sy-
métriquement de tous les joueurs sauf un. Une imputation est dans le semi-coeur si
aucun joueur n’a intérêt à se séparer de la grande coalition (rationalité individuelle) et
si les autres joueurs n’ont pas non plus intérêt à se séparer de lui. Formellement une
pré-imputation x est dans le semi-coeur du jeu (c,N) si :




Il est clair que dans les jeux à trois joueurs ou moins, coeur et semi-coeur sont confon-
dus.
Certaines méthodes de partage des coûts déﬁnissent des imputations extérieures
au coeur, mais qui sont dans le semi-coeur. C’est le cas de la méthode des bénéﬁces
résiduels. Rappelons que cette méthode impose à tout projet i une participation xi qui
s’élève à :14
xi = δ ({i})+
c({i}) − δ ({i})
P
j∈N








La formule implique qu’on impose d’abord à chaque projet i de payer son coût incré-
mental δ ({i}) et qu’ensuite :
-s ic eﬁnancement s’avère insuﬃsant, c’est-à-dire si
P
j∈N
δ {j} <c (N),15 on de-
mande un complément à chaque projet i pour couvrir le déﬁcit constaté, com-
plément proportionnel à l’économie de coût (par rapport au coût de réalisation
isolée c({i})) permise par le seul payement du coût incrémental;
14On note δ (S) le coût incrémental de la coalition S, c(N) − c(N\S).
15Sous les hypothèses posées sur c la diﬀérence c(N)−
P
j∈N
δ ({j}) peut être de n’importe quel signe.
Dans les jeux concaves elle est nécessairement positive.
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-s ic eﬁnancement génère des bénéﬁces, c’est-à-dire si
P
j∈N
δ ({j}) >c (N),o n
ristourne les bénéﬁces ainsi obtenus, c(N)−
P
j∈N
δ {j}, aux diﬀérents projets
selon la même règle de proportionnalité.
On remarquera que, sous l’hypothèse de sous-additivité de la fonction de coût c, on
a c({i}) ≥ c(N) − c(N\{i})=δ ({i}), de sorte que :
- s’il s’avère que la somme des coûts incrémentaux
P
j∈N
δ {j} est inférieure au coût
global c(N), tous les projets strictement bénéﬁciaires sous ce seul mode de ﬁnan-
cement, c’est-à-dire les projets j : c({j})−δ ({j}) > 0 et eux-seuls, sont appelés
à concourir au comblement du déﬁcit;
- s’il s’avère que la somme des coûts incrémentaux est supérieure au coût global
c(N), tous les projets qui pâtiraient de ce seul mode de ﬁnancement, c’est-à-dire
les projets j : c({j}) − δ ({j}) < 0,b é n é ﬁcient de la répartition du surplus ainsi
généré.
Il est clair que l’imputation ainsi obtenue n’appartient pas nécessairement au coeur
puisque n’apparaissent, dans la formule qui la déﬁnit, que les seules coalitions d’un seul
joueur et de tous les joueurs sauf un. Si donc cette imputation est robuste à certaines
menaces de sécession il ne peut s’agir que des menaces des coalitions d’un seul joueur
ou de tous les joueurs sauf un.16 On peut montrer que cette imputation est dans le
semi-coeur.17
5.5 L’ensemble d’imputations stables au sens de von Neu-
man et Morgenstern
Cette solution proposée par les pères fondateurs de la théorie des jeux est déﬁnie
en termes de domination.18 On dit qu’un ensemble de pré-imputations est un ensemble
stable si d’une part les pré-imputations de l’ensemble ne se dominent pas l’une l’autre
et si, d’autre part, toute pré-imputation extérieure à l’ensemble est dominée par une
pré-imputation de l’ensemble.
16Sauf hypothèses additionnelles sur la structure de la fonction de coût. Par exemple dans les jeux
concaves la condition de robustesse aux menaces des seules coalitions de n−1 joueurs est une condition
très forte.
17cf Young (1994).
18Pour la déﬁnition de la domination d’une pré-imputation par une autre pré-imputation, voir la
sous-section 4.4.9.
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Formellement, étant donné un jeu (c,N), on appelle ensemble stable tout ensemble
de pré-imputations VNM(c,N) ⊆ PX(c,N), tel que :
∀x,x0 ∈ VNM(c,N):x/ dx0 (a)
∀x0 ∈ PX(c,N)\VNM(c,N),∃x ∈ VNM(c,N):xdx0 (b)
où la notation x/ dx0 signiﬁe que la pré-imputation x ne domine pas la pré-imputation
x0.
Cette déﬁnition est diﬀérente de celle du coeur. En termes de domination le coeur
se déﬁnit comme l’ensemble C (c,N) des pré-imputations telles que :
∀x ∈ C (c,N) , ∀x0 ∈ PX(c,N):x/ dx0
La condition (a) de la déﬁnition d’un ensemble stable est donc satisfaite par l’ensemble
des imputations du coeur. Mais une imputation x0 d’un ensemble stable pourrait être
exclue du coeur parce qu’elle est dominée par une imputation x extérieure à l’en-
semble stable, alors qu’elle n’est dominée par aucune imputation de l’ensemble stable
lui-même. Les relations entre les deux concepts de solutions sont résumées dans la
proposition suivante.
Proposition 5.11 Pour tout jeu de coûts (c,N), on a pour tout ensemble stable
VNM(c,N):
—( 1 )C (c,N) ⊆ VNM(c,N).
—( 2 )S iC (c,N) est lui-même un ensemble stable, alors C (c,N)=VNM(c,N).
Démonstration. Supposons que (1) soit fausse. Alors il existerait une pré-
imputation x0 telle que :
x0 ∈ C (c,N) et x0 / ∈ VNM(c,N)
Puisque x0 / ∈ VNM(c,N), il existe une pré-imputation x ∈ VNM(c,M) qui domine
x0. Il s’agit d’une contradiction car x0 ∈ C (c,N) implique que x0 n’est dominée par
aucune pré-imputation.
Considérons maintenant un ensemble stable VNM(c,N). On vient de démontrer qu’on
devait avoir C (c,N) ⊆ VNM(c,N). Supposons que (2) soit fausse, c’est-à-dire que
C (c,N) 6= VNM(c,N). Il existerait alors une pré-imputation x0 telle que :
x0 ∈ VNM(c,N) et x0 / ∈ C (c,N)
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Si C (c,N) est lui-même un ensemble stable, il existe une pré-imputation x ∈ C (c,N)
qui domine x0 / ∈ C (c,N). Puisque C (c,N) ⊆ VNM(c,N), x appartient à VNM(c,N).
On a donc trouvé deux pré-imputations x et x0 dans VNM(c,N) dont l’une domine
l’autre, d’où une contradiction.
Dans les jeux de coûts concaves l’ensemble stable de von Neumann et Morgenstern
est unique et confondu avec le coeur. Mais c’est plutôt pour les jeux dont le coeur est
vide que l’on serait intéressé par une solution du type ensemble stable. Si on pense en
eﬀet que les relations de domination, ou les menaces de sécession, devraient être des
éléments de structuration forts dans la recherche de solutions, l’ensemble stable est un
concept de solution qui pourrait être retenu lorsque le coeur du jeu est vide. Puisqu’un
tel ensemble est plus vaste que le coeur, il est non-vide pour certains jeux dont le coeur
est vide.
Malheureusement l’ensemble stable présente plusieurs défauts, sufﬁsamment rédhi-
bitoires pour qu’il soit rarement employé. D’abord un jeu de coûts peut posséder plu-
sieurs ensembles stables et on connaît assez mal la structure de leurs intersections
et la structure de leurs unions. Ensuite on ne sait pas caractériser la classe des jeux
qui possèdent un ensemble stable au moins. Enﬁn les propriétés vériﬁées par cette
solution, hormis celles utilisées dans la déﬁnition même de l’ensemble, sont assez mal
connues, sauf pour certains jeux très spéciﬁques qui n’ont pas d’interprétation naturelle
en termes de coûts.
5.6 Le pré-nucléole et le nucléole
Le pré-nucléole et le nucléole sont des solutions qui sélectionnent une seule pré-
imputation. Pour toute pré-imputation x et toute coalition S, on appelle économie
réalisée par S dans x, cette partie du coût de réalisation coordonnée de ses projets






On appelle aussi parfois cette économie, l’excès de la coalition S dans la pré-imputation
x en question.
Pour tout x, soit e(x) le vecteur de I R2n−2 dont les composantes sont les valeurs
de e(x,S) lorsque S décrit l’ensemble N\{φ,N}, composantes arrangées par valeurs
croissantes. On dit que le vecteur :
e(x)=( e1 (x),...,e h (x),...,e 2n−2 (x))
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pour tout j<h ,et, eh (x) >e h
¡
x0¢
La déﬁnition implique que si aucun des vecteurs e(x) et e(x0) n’est supérieur à l’autre
alors, pour h =1 ,...,22 − 2, eh (x)=eh (x0), c’est-à-dire les vecteurs sont égaux.
On dit que e(x) est lexicographiquement supérieur à e(x0), e(x) ≥l e(x0) si, ou bien
e(x)=e(x0) ou bien e(x) >l e(x0).
On appelle pré-nucléole du jeu de coûts (c,N) le sous-ensemble de pré-imputations,
que l’on note PNU(c,N) tel que :
∀x ∈ PNU(c,N),∀x0 ∈ PX(c,N):e(x) ≥l e
¡
x0¢
et on appelle nucléole de ce même jeu, le sous-ensemble d’imputations, que l’on note
NU(c,N), tel que :
∀x ∈ NU(c,N),∀x0 ∈ X (c,N):e(x) ≥l e
¡
x0¢
Le pré-nucléole est donc le sous-ensemble des pré-imputations qui maximisent la plus
petite économie réalisée par une coalition quelconque; le nucléole est le sous-ensemble
des imputations qui présentent la même propriété.
On peut montrer que pour tout jeu de coûts le pré-nucléole et le nucléole non
seulement existent mais, de plus, ne comprennent qu’une seule pré-imputation pour
le premier et une seule imputation pour le second, évidemment confondues si la pré-
imputation du nucléole est individuellement rationnelle. Or sous l’hypothèse de sous-
additivité des coûts que nous avons posée, la pré-imputation du pré-nucléole est indi-
viduellement rationnelle. Pré-nucléole et nucléole sont donc confondus dans les jeux de
coûts. Enﬁn, lorsque le coeur n’est pas vide, le pré-nucléole en fait partie.
Outre cet aspect maximisation de la plus petite économie, le nucléole admet une
caractérisation remarquable en termes de certaines des propriétés passées en revue à
la section 5.4 du chapitre Déﬁnitions et propriétés souhaitables des solutions.
Théorème 5.12 (Sobolev (1975)) Le pré-nucléole est la seule solution qui, sur l’en-
semble des jeux de coûts :
1. sélectionne une pré-imputation unique,
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2. traite de façons équivalentes les jeux équivalents,
3. est anonyme,
4. est cohérent.19
En revanche, le pré-nucléole a d’assez mauvaises propriétés de monotonicité. Pour
le voir il suﬃtd ec o n s i d é r e rl ej e ud el ’ e x e m p l e5e x aminé à la sous-section 5.3.7 supra.
Dans ce jeu l’unique imputation du coeur est donc aussi l’imputation du nucléole. On
a vu qu’elle ne vériﬁait pas la condition de monotonicité par rapport aux coûts des
coalitions. En fait, comme l’a montré Meggido (1974), le pré-nucléole ne vériﬁem ê m e
pas une propriété de monotonicité très faible dite monotonicité globale qui pose que,
pour une solution σ sélectionnant une imputation unique, pour toute paire de jeux
(c,N) et (c0,N) qui ne diﬀèrent que par le coût global de réalisation de l’ensemble des
projets, c(N) >c 0 (N) et c(S)=c0 (S) pour tout S ⊂ N,o nd e v r a i ta v o i rσi (c,N) ≥
σi (c0,N) pour tout i ∈ N.
La maximisation de la plus petite économie réalisée par une coalition quelconque
revient implicitement à donner autant de poids à la coalition d’un seul agent i qu’à
la coalition complémentaire N\{i} de tous les autres projets. Certains auteurs ont
proposé de prendre en considération l’économie moyenne par projet, c’est-à-dire de
travailler avec une fonction ¯ e(x,S)=e(x,S)/|S|,p l u t ô tq u ee(x,S).L ep r é - n u c l é o l e
par tête est l’ensemble des pré-imputations qui maximisent la plus petite économie
par tête réalisée par une coalition quelconque. Cette pré-imputation est dans le coeur
lorsque celui-ci n’est pas vide, et dans ce cas le nucléole par tête est globalement
monotone.
5.7 La valeur de Shapley
L’idée sous-jacente à la valeur de Shapley20 est que la grande coalition N peut se
former par adjonction des joueurs un à un dans un ordre quelconque et qu’il n’y a
aucune raison de privilégier l’un de ces ordres. On demande donc à chaque joueur la
moyenne des contributions qu’on exigerait de lui dans toutes les imputations par les
coûts incrémentaux. Formellement la valeur de Shapley est l’imputation x telle que :











19Remplacer la cohérence par la cohérence faible dans cet énoncé, caractérise un autre concept de
solution, le pré-noyau (pré-kernel). Nous ne présentons ce concept, qui n’a jamais été employé dans les
problèmes de répartition des coûts.
20Shapley (1953).
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Cette solution est évidemment déﬁnie pour tout jeu de coûts. Elle est de plus
individuellement rationnelle sous l’hypothèse de sous-additivité de la fonction de coût
puisque c’est la moyenne de pré-imputations qui sont, chacune, sous cette hypothèse,
individuellement rationnelles. Mais l’imputation par la valeur de Shapley n’est pas
nécessairement dans le coeur lorsque celui-ci n’est pas vide. Pour les jeux concaves
dont on a vu que le coeur est la fermeture convexe de toutes les imputations par les
coûts incrémentaux pour tous les arrangements possibles, l’imputation par la valeur
de Shapley est l’imputation située au centre du coeur.
La valeur de Shapley admet plusieurs caractérisations en termes des propriétés
recensées à la section 4.4. La plus commune est la caractérisation donnée par Shapley
lui-même.
Théorème 5.13 (Shapley (1953)) La valeur de Shapley est la seule solution qui,
sur l’ensemble des jeux de coûts :21
1. sélectionne une imputation unique,
2. est insensible à l’élimination des joueurs négligeables,
3. est additive,
4. est anonyme.
La valeur de Shapley possède d’autres propriétés. Il est facile de vériﬁer que c’est
une solution qui traite de façon équivalente les projets équivalents. Pour un jeu (c,N)
qui admet une décomposition (d,ˆ c) en coûts directs et coûts joints la valeur de Sha-
pley du jeu s’obtient en ajoutant, pour chaque joueur i,l ec o û td i r e c tdi dont il est
responsable, à l’imputation par la valeur de Shapley qui serait mise à sa charge dans
le jeu réduit (ˆ c,N). Pour les jeux qui admettent une décomposition en éléments de
coûts l’imputation équitable par décomposition et l’imputation par la valeur de Sha-
pley coïncident.
21Cette caractérisation vaut pour une classe de jeux plus large que la seule classe des jeux de coûts.
Voir, par exemple Owen (1995), chapitre XII.
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5.A Annexes
5.A.1 Vacuïté du coeur des jeux de coûts essentiels à somme constante
On a vu au chapitre 4 qu’il existe des jeux de coûts essentiels dits à somme




c({i}) >c (N). La condition de constance est en réa-
lité une condition qui implicitement pose que les coalitions de tailles intermédiaires
sont suﬃsamment fortes pour que le coeur soit vide. Il découle de la déﬁnition de
tels jeux que la seule partition des joueurs dont la somme des coûts des parties
est supérieure au coût de réalisation coordonnée de tous les projets est la partition
P = {{1},{2},...,{i},...,{n}}.O nd o i td o n cs ’ a t t e n d r eàc eq u ec es o i tl at r o p
grande force des coalitions S = N\{i}, i ∈ N quelconque qui est cause de la vacuïté
du coeur. Montrons que c’est bien le cas.
Soit (c,N) un jeu de coût essentiel à somme constante et supposons qu’il existe
une pré-imputation x robuste à toute menace de sécession. Elle est donc robuste aux
menaces de retrait des coalitions de la forme S = N\{i}, i =1 ,...,n,d’où :
X
j∈N\{i}
xj ≤ c(N\{i}),i =1 ,...,n
Puisque (c,N) est un jeu à somme constante :
c(N\{i})=c(N) − c({i}),i =1 ,...,n
inégalité qui, avec l’égalité précédente, implique que :
X
j∈N\{i}
xj ≤ c(N) − c({i}),i =1 ,...,n
d’où : X
j∈N\{i}
xj + c({i}) ≤ c(N) ,i=1 ,...,n









inégalité qu’on peut encore écrire sous la forme suivante, en remarquant que, dans le







c({i}) ≤ nc(N) (5.1)
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Or d’une part x est une pré-imputation et donc
P
i∈N
xi = c(N), et d’autre part le jeu
est essentiel et donc
P
i∈N








Les inégalités (5.1) et (5.2) sont contradictoires.
5.A.2 Le coeur de tout jeu équilibré est non-vide
Montrons que le coeur de tout jeu équilibré est non-vide.
Démontrer que le coeur n’est pas vide revient à démontrer que le système d’équation






xi ≤ c(S),S ∈ N\φ
xi ≥ 0,i ∈ N








xi ≤ c(S),S ∈ N\φ (5.3)
xi ≥ 0,i ∈ N (5.4)




Soit λS,S∈ N\φ, les variables duables du problème PL.1. Le programme dual de





22On trouvera à l’annexe 5.A.4 le rappel des principaux résultats de la théorie de la programmation
linéaire sur lesquels cette démonstration s’appuie.
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X
S:i∈S
λS =1 ,i ∈ N (5.5)
λS ≥ 0,S ∈ N\φ (5.6)
Les contraintes du programme PL.2 déﬁnissent un sous-ensemble compact, convexe,
non-vide de R2n−1. Ce programme possède donc une solution ﬁn i e .E nv e r t ud ut h é o -
rème fondamental de la programmation linéaire, le programme PL.1 admet aussi une
solution ﬁnie et les valeurs des deux programmes sont les mêmes. En d’autres termes
il existe des ¯ λS, S ∈ N\φ vériﬁant les contraintes (5.5)-(5.6) et des xi,i∈ N,v é r i ﬁant







Soit S l’ensemble des coalitions pour lesquelles λS > 0. En vertu du théorème
des écarts complémentaires, les contraintes correspondantes du programme PL.1 sont
vériﬁées avec l’égalité :





























Remarquons maintenant que S est une famille équilibrée de coalitions. Les contraintes
(5.5) du programme PL.2 sont satisfaites et, dans ces contraintes, seuls les λS > 0
jouent un rôle.23 On a donc : X
S∈S:i∈S
λS =1







23cf théorème 5.15 de l’annexe 5.A.4.
CIRANO 2006 228Chapitre 5. Jeux de coûts : principaux concepts de solution
Puisque S est une famille équilibrée et que le jeu est supposé équilibré :
X
S∈S
λS c(S) ≥ c(N)
d’où, combiné à (5.8) : X
i∈N
xi ≥ c(N) (5.9)
Puisque les xi, i ∈ N,v é r i ﬁent les contraintes du programme PL.1 et en particulier la
contrainte (5.3) pour S = N, on a aussi :
X
i∈N
xi ≤ c(N) (5.10)




et donc xi, i ∈ N, est une imputation du coeur.
5.A.3 Appartenance au coeur des imputations par les coûts incré-
mentaux dans les jeux concaves
On montre dans cette annexe que pour tout arrangement a ∈ A(N), l’imputation
par les coûts incrémentaux sous l’arrangement en question, est une imputation du
coeur si le jeu est concave.
Soit a ∈ A(N) un arrangement quelconque des joueurs. L’imputation ˜ x(a) n’est
évidemment pas sensible à la menace de retrait de la grande coalition. Considérons
donc un sous-ensemble stricte S de s joueurs, s<n . Notons h =1 ,...,nles rangs de
l’arrangement et h1,...,h k,.,h s les rangs des joueurs de la coalition S considérée dans
l’arrangement a.P o u rs i m p l i ﬁer on identiﬁera les joueurs de l’arrangement à leur rang,






{ah}.R a p p e l o n sq u ’ o n
était aussi convenu de noter i(h,a), i(h,a) ∈ N,l ej o u e u rq u iﬁgure au rang h dans
l’arrangement a. Puisque dans tout ce qui suit l’arrangement a est ﬁxé, on notera plus
simplement ce joueur i(h).
Enﬁn rappelons qu’un jeu concave est un jeu pour lequel :24
∀i ∈ N, ∀Q,R ⊆ N\{i} :
Q ⊆ R ⇒ c(Q ∪ {i}) − c(Q) ≥ c(R ∪ {i}) − c(R) (5.11)
24Déﬁnition correspondant à la condition (a) de la sous-section 4.2.2.
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Identiﬁons, dans cette déﬁnition, successivement i aux joueurs de la coalition S pris
dans l’ordre inverse de leur apparition dans l’arrangement :
hs,h s−1,...,h k,...,h 2,h 1
R a u xs o u s - e n s e m b l e sd ej o u e u r sd er a n g sa up l u sé g a làhs−1, hs−1−1,...,h k−1,...,
















Q aux sous-ensembles de joueurs de la coalition S et de rangs au plus égal à hs−1,h s−2









































































































où, si h1 =1 ,a l o r s
h1−1 S
h=1


















En d’autres termes ˆ x(a) est robuste à la menace de sécession de S.
5.A.4 Les théorèmes fondamentaux de la programmation linéaire
























xI = 0, xJ quelconque
où pour U ∈ {I,J} et V ∈ {H,K} :
— fU est un vecteur ligne à nU composantes,
— xU est un vecteur colonne à nU composantes,
— aV est un vecteur colonne à nV composantes,
— AU
V est une matrice à nU colonnes et nV lignes.
On appelle programme dual du programme (P.1), le programme (P.2) suivant :
min



















yH = 0, yK quelconque
où, pour U ∈ {I,J}, yU est un vecteur ligne à nu composantes.
Les théorèmes suivants caractérisent les relations qui existent entre les solutions
des deux programmes.
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Théorème 5.14 Étant donné un couple de programmes duaux (P.1) et (P.2), une
condition nécessaire et suﬃsante pour que l’un des programmes admette une solution
ﬁnie est que l’autre programme admette une solution ﬁnie. Dans ce cas les valeurs

















une solution de (P.2) alors :
fI ∗








Théorème 5.15 Étant donné un couple de programmes duaux (P.1) et (P.2), une
condition nécessaire et suﬃsante pour qu’un couple de vecteurs (xI,xJ) et
¡
¯ yH, ¯ yK¢
vériﬁant les contraintes de (P.1) et (P.2) respectivement, soit solution du couple des
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6.1 Introduction
Dans les municipalités d’une certaine taille, les réseaux d’aqueduc, de collecte des
eaux usées, de distribution de gaz naturel, de distribution électrique, de télécommu-
nications, etc. passent dans des canalisations regroupées sous terre. La construction
de ces ouvrages implique des coûts ﬁxes très importants, qu’il faut partager entre les
diﬀérents utilisateurs. Par exemple, lorsque la voie publique est ouverte pour les be-
soins de développement ou de réfection de l’un de ces réseaux, les autres partenaires
en proﬁtent pour développer ou inspecter leurs propres installations et procéder aux
entretiens et réparations nécessaires. Il peut s’avérer eﬃcace d’ouvrir la voie sur une
largeur ou longueur plus grande que strictement nécessaire, pour permettre aux autres
partenaires de développer, entretenir ou vériﬁer leurs ouvrages. Quel montant ou quel
pourcentage du coût d’ouvrir la chaussée et de procéder au développement des massifs
communs devrait être supporté par chacun des partenaires, actuels et futurs?
La réponse à cette question soulève généralement de multiples discussions et négo-
ciations entre les partenaires, qu’il s’agisse de partir de zéro ou de faire des modiﬁca-
tions et des opérations d’entretien dans un réseau existant. Les règles de partage de
coûts qui sont présentées dans le chapitre 2 et dont les propriétés sont étudiées dans
le chapitre 3, peuvent venir à la rescousse et servir de mécanisme de facilitation dans
la recherche d’une règle de partage eﬃcace et équitable. Trois grandes classes de mé-
thodes sont présentées dans ces chapitres : les méthodes de répartition proportionnelle,
les règles inspirées par la théorie des jeux coopératifs et les méthodes de répartition
séquentielle.
Le problème de la répartition des coûts d’un réseau de conduits souterrain présente
des caractéristiques particulières et, de ce fait, mérite un traitement spéciﬁque. C’est
la raison d’être du présent chapitre. À cette ﬁn, on introduit d’abord un exemple pour
illustrer les spéciﬁcités du problème et on le déﬁnit ensuite de façon très générale. En
deuxième lieu, on reprend un certain nombre des propriétés qu’on retrouve dans la
littérature économique et qui sont présentées dans le chapitre 3. Suit une brève dis-
cussion des méthodes de répartition proportionnelle, dont celle qui consiste à répartir
les coûts proportionnellement à la longueur des conduits attribués aux usagers.1 On
présente ensuite, de façon assez détaillée, deux méthodes qui semblent les plus intéres-
santes dans ce contexte, soit la méthode Shapley-Shubik et la méthode de répartition
séquentielle. On illustre les méthodes à l’aide de l’exemple. On énumère également les
1C’est la méthode actuellement en usage à la Commision des services électriques de Montréal
(CSEM).
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propriétés satisfaites par ces méthodes. Un tableau synoptique indique quelles proprié-
tés sont satisfaites par quelles méthodes. Finalement, on discute des données nécessaires
à l’application des méthodes retenues. En conclusion, on recommande le choix de la
méthode de répartition séquentielle, qui sem b l eàl af o i sl ap l u sf a c i l eàa p p l i q u e re tl a
plus susceptible de répondre à la problématique des conduits souterrains.
6.2 Le problème de la répartition des coûts communs
Pour illustrer la problématique et les méthodes de répartition qui vont suivre, on
commence par présenter un exemple.
6.2.1 Un exemple
Imaginons un réseau souterrain composé de cinq sections ayant chacune un contenu
homogène.2 Il y a trois usagers qui occupent ce réseau, un gros (G), un moyen (M)
et un petit (P). Le petit peut être vu comme un regroupement de petits usagers. G
ne peut utiliser que des conduits de 4 pouces alors que M et P souhaitent utiliser
respectivement des conduits de 3 et 1 pouces. Le Tableau 6.1 présente la longueur des
s e c t i o n s( e nm è t r e s )e tl en o m b r ed ec o n d u i t s requis par les usagers dans chacune des
sections.
Section Longueur G M P
1 100 16 0 0
2 200 12 3 0
3 300 0 2 2
4 400 8 4 1
5 200 6 0 1
Tableau 6.1 — Demandes des usagers
La présence de G dans une section entraîne l’installation de conduits de 4 pouces
pour tous les usagers. On peut cependant insérer jusqu’à trois conduits de 1 pouce
dans un de 4 pouces. De façon similaire, si G n’est pas présent dans une section alors
que M y est, on n’installe que des conduits de 3 pouces. On peut cependant insérer
deux conduits de 1 pouce dans les conduits de 3 pouces.3
2Avec une subdivision assez ﬁne du réseau, on peut toujours faire en sorte que le contenu des
sections soit homogène.
3Cette convention reﬂè t ea s s e zb i e nl ap r a t i q u ea c t u e l l eàl aC S E M .
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La composition de chacune des sections du réseau peut être décrite par un sextuplet
α =( α1,α2,α3,α4,α5,α6) dont les composantes sont ainsi déﬁnies :
α1 : le nombre de conduits de 4 pouces non partagés,
α2 : le nombre de conduits de 3 pouces non partagés,
α3 : le nombre de conduits de 1 pouce installés librement,
α4 : le nombre de conduits de 4 pouces dans lesquels on a inséré 3 conduits de 1
pouce,
α5 : le nombre de conduits de 4 pouces dans lesquels on a inséré 2 conduits de 1
pouce,
α6 : le nombre de conduits de 3 pouces dans lesquels on a inséré 2 conduits de 1
pouce.
On suppose qu’il en coûte 150$ le mètre linéaire pour construire un massif plus un
coût pour chacun des conduits installés dans ce massif. Un conduit de 4 pouces coûte
10$ le mètre. Son coût passe à 11$ si on y insère deux conduits de 1 pouce et à 12$ si
on y insère trois conduits de 1 pouce. Un conduit de 3 pouces coûte 7$ le mètre et son
coût passe à 8$ si on y insère deux conduits de 1 pouce. Finalement, un conduit de 1
p o u c ei n s t a l l él i b r e m e n tc o û t e3 $l em è t r e .D ef a ç o np r é c i s e ,l ec o û td ec h a q u em è t r e
d’une section de composition α est donné par la fonction :
c(α) = 150 + 10α1 +7 α2 +3 α3 +1 2 α4 +1 1 α5 +8 α6
On applique la même fonction à chacune des sections du réseau. On pourrait utiliser
des fonctions diﬀérentes pour chaque section.
La conﬁguration de chaque section est conçue de façon à minimiser le coût de
satisfaire à la demande ou aux besoins exprimés. On choisit donc la taille la plus petite
possible pour les conduits, tout en respectant les contraintes énoncées plus haut. On
cherche aussi à insérer le nombre maximal de conduits de 1 pouce dans des conduits de 3
ou 4 pouces. Ce principe, appliqué à la demande du Tableau 6.1, donne la conﬁguration
du Tableau 6.2, c’est-à-dire le nombre de conduits de chaque type, pour chaque section
du réseau. Le tableau est complété par le coût au mètre de chaque section et par le
coût total.
Ce tableau indique, entre autres, que la section 3 doit comprendre trois conduits
de 3 pouces, dont un dans lequel on insère deux conduits de 1 pouce. Ces derniers
permettent de répondre aux besoins du petit usager. Les deux autres conduits de 3
pouces sont destinés à l’usager moyen. Selon la fonction de coût déﬁnie plus haut, cette
section coûte 150 + (2 × 7) + (1 × 8) = 172$ le mètre. Comme sa longueur est de 300
mètre, son coût total s’élève à 51600$.
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Section α1 α2 α3 α4 α5 α6 Coût unitaire Longueur Coût total
1 16 0 0 0 0 0 310 100 31000
2 15 0 0 0 0 0 300 200 60000
3 0 2 0 0 0 1 172 300 51600
4 13 0 0 0 0 0 280 400 112000
5 7 0 0 0 0 0 220 200 44000
Réseau 298600
Tableau 6.2 — Conﬁguration et coûts du réseau
On suppose ﬁnalement un coût ﬁxe de 50000$ lié à l’administration de l’ensemble
du réseau, ce qui donne un coût total à répartir de 348600$.E n c o r eu n ef o i s ,i ls ’ a g i t
d’un exemple dont le seul but est d’illustrer les idées et méthodes présentées dans ce
chapitre. Il faut donc éviter de comparer les résultats présentés plus loin à des situations
concrètes.
Cet exemple illustre le problème de partage de coûts d’une manière assez générale.
Les usagers, clients, agents ou entités ont des demandes qui peuvent prendre plusieurs
dimensions et qui peuvent être fort diﬀérentes les unes des autres. De plus, ces diﬀé-
rentes demandes commandent un projet commun dont les caractéristiques ne sont pas
nécessairement obtenues par la simple sommation des demandes individuelles. Le lien
entre ces dernières et les coûts peut donc être assez complexe. Qui plus est, un coût
ﬁxe s’ajoute aux coûts variables.
6.2.2 La formulation générale
De manière générale, le problème de partage de coûts dans un réseau souterrain
se présente comme suit. Il y a n usagers formant un ensemble N = {1,...,n},s
sections et k paramètres permettant de décrire la demande de chaque usager dans
une section. Ces paramètres correspondent aux diﬀérents types de conduit, aux autres
équipements, comme les puits d’accès, ou aux caractéristiques de ces équipements
(dimension, isolation, etc.). Il faut donc m = s×k nombres pour représenter la demande
d’un usager sur l’ensemble du réseau. Les usagers sont repérés par un indice i (parfois
j lorsqu’il faut distinguer entre deux usagers). La demande de l’usager i est un vecteur
ou liste qi de dimension m. La suite ou le vecteur des demandes des diﬀérents usagers
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est notée Q =( q1,...,q n). I ls ’ a g i td ’ u n es u i t ed en×m nombres. Elle peut être mise













On peut parfois simpliﬁer cette représentation dans la mesure où la demande d’un
usager peut porter sur un sous-ensemble des caractéristiques. Ainsi, dans le cas de
l’exemple de réseau introduit plus haut, P, M et G ne demandent respectivement que
des conduits de 1, 3 et 4 pouces. On peut donc représenter les demandes de l’ensemble
des usagers par le tableau qui suit, où les colonnes correspondent aux diﬀérentes sec-
tions du réseau et les rangées à la fois aux usagers et aux conduits de 1, 3 et 4 pouces.






16 12 0 8 6
03 2 4 0




Si les n usagers décident de coopérer, la quantité à produire ou l’ampleur du projet
à réaliser est donnée par une règle d’agrégation qui associe à chaque valeur possible
de la liste Q un projet commun, capable de répondre à tous les besoins au moindre
coût. Supposons que ce projet commun puisse être décrit à l’aide de h paramètres, les
capacités d’un réseau par exemple ou le nombre de types de conduit dans un réseau
souterrain. Il se peut que les paramètres qui servent à déﬁnir les demandes individuelles
conviennent également à déﬁnir le projet commun, auquel cas h = k, mais cela n’est pas
nécessairement le cas. Ce n’est pas le cas dans l’exemple de réseau présenté plus haut,
où il faut six paramètres pour décrire la composition de chacune des cinq sections
du réseau alors que trois suﬃsent pour décrire les demandes. Cet exemple montre
également que la règle d’agrégation peut être très complexe, ce qui nous amène à la
déﬁnition de la fonction de coût.
6.2.3 Les fonctions de coût
La formulation du problème est complétée par l’introduction d’une fonction, c’est-
à-dire d’une règle, qui attribue des coûts aux valeurs possibles des demandes. Cette
fonction est notée C. De façon précise, C (Q) est le coût de satisfaire à une demande
Q. On a vu plus haut qu’une demande Q se traduit en une certaine conﬁguration du
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réseau dont les caractéristiques peuvent plus ou moins correspondre à celles qui servent
à exprimer les demandes. Le nombre C (Q) est donc le coût de cette conﬁguration.
En fait, il peut y avoir plusieurs façons de satisfaire à une demande, c’est-à-dire
de traduire une demande en un projet commun. Ainsi, dans l’exemple de réseau, on
peut satisfaire aux besoins de P avec des conduits de 4, 3 ou 1 pouces ou encore en
insérant des conduits de 1 pouce dans des conduits de 3 ou 4 pouces. Diﬀérents projets
peuvent avoir des coûts diﬀérents. Le nombre C (Q) doit s’entendre comme le coût du
projet qui permet de répondre aux besoins exprimés de la manière la moins coûteuse
possible. Ce meilleur projet peut changer avec la demande elle-même et les conditions
du marché, comme les prix. Il faut cependant se rappeler qu’on suppose Q donné.
On a désigné plus haut une certaine conﬁguration du réseau par α. Cette conﬁgu-
ration est en fait une fonction de Q et on devrait la noter α(Q). O nv i e n td o n cd ed i r e
qu’il peut y avoir plusieurs fonctions α(Q). Désignons par A(Q) l’ensemble de tous
les projets, c’est-à-dire toutes les fonctions α(Q), capables de répondre à la demande
Q. Soit c(α(Q)) le coût d’un projet α(Q). La fonction de coût C est alors déﬁnie par :
C (Q)= m i n
α(Q)∈A(Q)
c(α(Q))
On a aussi parfois besoin des coûts des demandes de sous-ensembles d’usagers S.
Comme C est déﬁni sur l’ensemble des suites Q, il faut mettre les demandes indivi-
duelles et celles de tout sous-ensemble d’usagers sous cette forme pour pouvoir leur
appliquer C. On représente la demande d’un sous-ensemble S d’usagers par QS, qui
est le vecteur Q dans lequel toutes les demandes, autres que celle des usagers de S,




. Comme cas particulier, on a C
¡
Q{i}¢
, qui est le coût de faire cavalier
seul (CS). En fait, on a parfois besoin du coût de faire cavalier seul pour diﬀérentes
demandes Q. Aussi, on déﬁnit les fonctions de coût de faire cavalier seul pour les






où qi est, rappelons-le, la composante de Q qui concerne l’usager i. On suppose C non
décroissante. Une augmentation de la demande de la part d’un ou plusieurs usagers ne
peut entraîner une diminution de coût. Elle peut cependant laisser les coûts inchangés.
C ’ e s tl ec a ss ’ i le s tp o s s i b l ed er é p o n d r e à une plus grande demande de la part d’un
usager sans changer la production. Par contre, on suppose que la fonction C induit des
fonctions ci croissantes.
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6.2.4 La règle de répartition
Une règle de répartition est une fonction x qui, pour toute demande Q et toute
fonction de coût C, spéciﬁe la part du coût C (Q) supportée par les diﬀérents usagers.
On note xi(Q,C) la charge imputée à l’usager i et x(Q,C) la liste de ces dernières :
x(Q,C)=( x1(Q,C),...,x n(Q,C))
Une règle de répartition satisfait normalement :
Pn
i=1 xi(Q,C)=C (Q). Lorsqu’il n’y
a pas risque de confusion, on écrit xi pour xi(Q,C).
6.3 Principes généraux et propriétés des méthodes
Il est généralement facile de s’entendre sur des principes généraux quant au choix
d’une méthode de répartition de coûts. Par exemple, à la Commission des services
électriques de Montréal, un comité a déjà suggéré la liste suivante :
— Équité : permettre une répartition juste et raisonnable pour les usagers du réseau.
— Responsabilité : faire prendre conscience, aux intervenants du réseau, des impacts
de leurs besoins reliés aux règles établies.
— Transparence : permettre de valider facilement les règles établies.
— Faisabilité : facilité d’application des règles en termes de temps et d’eﬀorts.
— Légalité : répondre aux lois existantes (en considérant la possibilité de change-
ment).
Le problème est évidemment de donner une formulation précise à de tels principes
et de les rendre opérationnels. L’équité, entre autres, peut prendre diﬀérentes formes.
Dans le chapitre 3, on énonce justement un certain nombre de propriétés de façon
formelle. Une déﬁnition formelle permet d’établir en toute rigueur si une méthode de
partage donnée satisfait à une propriété en toutes circonstances ou si, au contraire, il
existe des circonstances ou ce n’est pas le cas. Dans le présent chapitre, on se contente
de rappeler brièvement ces propriétés de façon informelle.
Plusieurs d’entre elles s’adressent à un des trois premiers critères ci-dessus, à savoir
l’équité, la responsabilité et la transparence. Les questions de légalité sont laissées de
côté. La faisabilité s’adresse en partie aux données requises et aux méthodes de calcul.
Ces considérations ne font pas partie des propriétés. Elles sont cependant importantes
et une sous-section y est consacrée.
Les propriétés sont regroupées en deux catégories. Les premières sont dites norma-
tives. Elles peuvent être associées à des considérations d’équité : comment traite-t-on
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les demandes comparables, y a-t-il protection des petits contre l’ampleur de la de-
mande des plus gros, comment les parts des coûts évoluent-elles avec les demandes
et les coûts, dans quels intervalles les contributions se situent-elles? Les autres pro-
priétés concernent la cohérence des règles de répartition : les contributions sont-elles
indépendantes du choix des unités de mesure, sont-elles proportionnelles aux demandes
lorsque les coûts le sont, sont-elles les mêmes, qu’on applique la règle au coût total ou
séparément à diﬀérents éléments de coûts, etc.? Ces deux catégories ne sont cependant
pas parfaitement étanches. Certaines propriétés normatives incorporent des éléments
de cohérence et réciproquement.
Pour faire suite à la description des propriétés, on présente un tableau, tiré du
chapitre 3, qui indique quelles sont les propriétés qui sont satisfaites par les diﬀérentes
méthodes présentées dans le chapitre 2. Un deuxième tableau indique, pour quelques
méthodes, quelles sont les propriétés que chaque méthode est la seule à satisfaire. On
termine le chapitre avec quelques considérations sur le choix d’une méthode.
6.3.1 Propriétés normatives
Traitement égalitaire des demandes équivalentes (TE) Si deux usagers ont
des demandes équivalentes, en termes des coûts de faire cavalier seul (CS), elles de-
vraient se voir imputer la même part des coûts totaux. A plus forte raison, deux
usagers qui ont des demandes identiques devraient se voir imputer la même part des
coûts totaux.
Préservation des rangs (RG) Les contributions des diﬀérentes usagers devraient
être ordonnées selon l’importance de leurs demandes, telle que mesurée par le CS. Celles
qui demandent plus devraient payer davantage que celles qui demandent moins.
Principe séquentiel (PS) La contribution d’un usager ne devrait pas être aﬀectée
par l’ampleur des demandes plus grandes que la sienne.
Insensibilité des contributions aux demandes nulles (IDN) Si un usager
a une demande nulle, il ne devrait rien payer. De plus, les contributions des autres
ne devraient pas dépendre de la présence ou non de cet usager dans le problème de
partage.
Insensibilité des contributions aux usagers négligeables (IEN) Si le coût
additionnel de répondre à la demande d’un usager, en plus de celles de n’importe quel
sous-groupe d’usagers, est toujours égal à son CS, la contribution exigée de cet usager
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devrait être son CS. De plus, les contributions des autres ne devraient pas dépendre
de la présence ou non de cet usager dans le problème de partage.
Insensibilité du classement des contributions aux usagers non pertinents
(INP) Le classement des contributions de deux usagers ne doit pas dépendre de la
demande des autres usagers.
Monotonie par rapport aux coûts (MCT) Si les coûts devaient s’avérer plus
élevés que prévu, quelle que soit l’ampleur du projet ou les niveaux de production
à réaliser, alors les parts des coûts imputées aux diﬀérents usagers ne devraient pas
diminuer.
Monotonie par rapport à la demande (MD) La contribution exigée d’un
usager ne doit pas diminuer si les besoins exprimés par cet usager augmentent.
Monotonie croisée négative par rapport à la demande (MCN) Dans un
contexte d’économies d’échelle, l’augmentation de la demande d’un usager fait diminuer
le coût moyen. Les autres usagers devraient proﬁter de cette diminution du coût moyen.
Monotonie croisée positive par rapport à la demande (MCP) Dans un
contexte de déséconomies d’échelle, l’augmentation de la demande d’un usager fait
augmenter le coût moyen. Les autres usagers devraient absorber une partie de cette
augmentation du coût moyen.
Participation volontaire (PA) Une règle favorise la participation volontaire si
elle n’exige jamais plus d’un usager que son coût de faire cavalier seul (CS).
Test du coeur ou absence d’interﬁnancement (CO) Une répartition passe
le test du coeur lorsque l’imputation qu’elle donne pour n’importe quel sous-ensemble
d’usagers ne dépasse pas le coût total auquel cette coalition pourrait fonctionner seule
dans le cas où il existe des imputations ayant cette propriété.4 On peut aussi voir (CO)
comme une condition spéciﬁant l’absence d’interﬁnancement ou encore la robustesse à
la sécession. Le test du coeur implique évidemment la participation volontaire dans la
mesure où on admet les coalitions d’un seul usager dans le test du coeur.
Anti-participation (APA) L ap a r t i c i p a t i o nv o l o n t a i r ee tl et e s td uc o e u rn es o n t
pas possibles en présence de déséconomies d’échelle. Dans ces cas, au moins un usager
4Voir l’annexe 6.A.1 et le chapitre 5 pour la déﬁnition du concept de coeur.
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doit payer plus que son CS. Pour des raisons d’équité, on peut alors exiger que tous
les usagers paient au moins leur CS. C’est ce que prescrit l’anti-participation.
Test de l’anti-coeur (ACO) Une répartition passe le test de l’anti-coeur lorsque
l’imputation qu’elle donne pour n’importe quel sous-ensemble d’usagers n’est pas infé-
rieure au coût total auquel cette coalition pourrait fonctionner seule dans le cas où il
existe des imputations ayant cette propriété. Tout comme (APA), c’est une propriété
qu’on peut exiger ou du moins souhaiter en présence de déséconomies d’échelle.
6.3.2 Propriétés de cohérence
Insensibilité aux unités de mesure (IU) Une règle de partage de coûts est
insensible aux unités de mesure si une transformation proportionnelle des unités dans
lesquelles les quantités et les coûts sont exprimés ne change pas la répartition des coûts.
Ordinalité (O) Une règle de partage de coûts satisfait l’ordinalité si une transfor-
mation croissante (mais pas nécessairement proportionnelle) des unités dans lesquelles
les quantités et les coûts sont exprimés ne change pas la répartition des coûts.
Séparation entre usagers (SE) La séparation entre usagers exige que, si le coût
total est la somme des CS des usagers, alors chaque usager devrait payer exactement
son CS.
Proportionnalité (PR) Si les coûts sont proportionnels aux quantités deman-
dées, il devrait en être de même des contributions.
Additivité (AD) Si on peut séparer les coûts d’un projet en plusieurs compo-
santes, répartir les composantes séparément devrait mener au même résultat que la
répartition des coûts totaux.
Insensibilité à la décomposition en coûts spéciﬁques et communs (IDC)
Il s’agit d’un cas particulier de l’additivité. Si on peut décomposer les coûts totaux en
coûts spéciﬁques ou directs et coûts communs, on devrait obtenir la même répartition
des coûts totaux, qu’on applique la règle de partage à ces derniers ou qu’on l’applique
aux coûts communs et qu’on impute les coûts spéciﬁques aux usagers concernés par
ces derniers.
Cohérence (CH) Bien que les autres propriétés de cette sous-section soient aussi
des propriétés de cohérence, la présente, qui prend plusieurs formes dans la littérature,
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dit essentiellement que, si un ou plusieurs usagers devaient se retirer du problème
de partage des coûts, après avoir payé leurs contributions selon la règle de partage
en vigueur, et que les membres restants devaient satisfaire à toute la demande, la
contribution de ces derniers aux coûts résiduels, selon la même règle, ne devrait pas
être diﬀérente de ce qu’elle aurait été dans le problème de partage original.
Cohérence faible (CHF) Si un certain nombre d’usagers ayant les plus petites
demandes, en termes des coûts de faire cavalier seul, devaient quitter le problème après
avoir payé leur dû selon la règle de partage en vigueur et qu’on appliquait la même règle
pour répartir entre les autres le coût résiduel de la demande totale, leurs contributions
s e r a i e n tl e sm ê m e sq u ed a n sl ep r o b l è m eo r i g i n a l .
6.4 Choix d’une méthode pour les réseaux souterrains
Quelle ou quelles méthodes pourraient s’avérer intéressantes dans le présent contexte,
eu égard aux propriétés qui viennent d’être énumérées? Dans le chapitre 3, trois mé-
thodes sont identiﬁées comme étant performantes à cet égard. Il s’agit de la règle des
coûts moyens, de la règle Shapley-Shubik et de la méthode de répartition séquentielle.
La première s’applique cependant uniquement dans le contexte unidimensionnel, c’est-
à-dire celui où les demandes individuelles s’expriment par un seul nombre et où ces
dernières peuvent être sommées pour obtenir la demande globale. Cela exclut les ré-
seaux souterrains. Dans la présente section, on va néanmoins dire quelques mots des
méthodes de répartition proportionnelle, dont celle qui consiste à répartir les coûts
proportionnellement à la longueur des conduits attribués aux usagers. On verra que
cette façon de faire ne peut pas être assimilée à la règle des coûts moyens et qu’elle n’en
possède pas les propriétés. On présente ensuite, de façon succincte, la règle Shapley-
Shubik et celle de répartition séquentielle. Finalement, on revient sur les propriétés de
ces méthodes.
6.4.1 Les méthodes de répartition proportionnelle
De manière assez générale, ces méthodes consistent à exiger une contribution de
base xbi de l’usager i et à répartir le résidu du coût total du projet, une fois soustraites
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les contributions de base, entre tous les usagers, proportionnellement aux valeurs d’une
certaine variable ti. La formule générale prend donc la forme :










Il est à noter que le résidu C (Q) −
Pn
j=1 xbj peut être positif ou négatif.
Par le choix des xbi et des ti, on peut obtenir autant de règles que l’on veut. En
posant xbi =0et ti =1pour tout i, ce sont les coûtstotaux qui sont répartis de façon





La règle des coûts moyens
Il s’agit sans doute de la méthode la plus répandue et la plus simple. Elle s’ap-
plique à la classe générale de problèmes où les demandes sont homogènes et unidi-
mensionnelles. Dans ces problèmes, les demandes individuelles sont représentées par
des nombres non-négatifs qi et la demande globale est la somme des demandes indivi-





règle des coûts moyens consiste à répartir les coûts totaux proportionnellement aux
quantités demandées. De façon équivalente, elle consiste à faire payer à chaque usager
un montant qui est le produit de sa demande et du coût moyen, d’où son nom. Cette












Il s’agit clairement d’un cas particulier de la formule (6.1).
Répartition selon la longueur des conduits
I ls ’ a g i td ed é ﬁnir ti dans la formule (6.1) comme étant la longueur totale des
conduits exigés par les diﬀérents usagers. Dans le cadre de l’exemple, ces nombres
sont facilement calculés à partir du Tableau 6.1. Cette méthode donne la répartition
suivante :
G M P Total
x 236148.39 78716.13 33735.48 348600.00
% 68 23 10 100
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Les propriétés des méthodes de répartition proportionnelle
La règle des coûts moyens a des propriétés intéressantes. Elle satisfait nommé-
ment aux propriétés suivantes :
— Préservation des rangs (RG)
— Traitement égalitaire des demandes équivalentes (TE)
— Insensibilité des contributions aux demandes nulles (IDN)
— Insensibilité du classement des contributions aux usagers non pertinents (INP)
— Monotonie par rapport aux coûts (MCT)
— Monotonie par rapport à la demande (MD)
— Monotonie croisée négative par rapport à la demande (MCN), s’il y a économies
d’échelle
— Participation (PA), s’il y a économies d’échelle
— Test du coeur (CO), s’il y a économies d’échelle
— Additivité (AD)
— Insensibilité à la décomposition en coûts spéciﬁques et communs (IDC)
— Proportionnalité (PR)
— Séparation entre usagers (SE)
— Cohérence (CH)
On sait également qu’elle est la seule à satisfaire à la fois aux propriétés d’additivité,
de cohérence, de proportionnalité et de traitement égalitaire des équivalents (les égaux
dans ce cas-ci). En prime, on obtient la monotonie par rapport aux coûts. En fait, on
sait qu’elle est la seule à satisfaire à la fois à la proportionnalité et à la monotonie par
rapport aux coûts.
Malheureusement, cette règle est déﬁnie uniquement dans le cas où les demandes
sont unidimensionnelles, c’est-à-dire s’expriment par un seul nombre. Ce n’est évidem-
ment pas le cas dans le problème traité ici. Dans ce contexte plus général, les méthodes
de répartition proportionnelle ont généralement peu de propriétés intéressantes. C’est
le cas de la méthode qui consiste à partager les coûts selon la longueur des conduits
attribués. Elle ne satisfait qu’aux propriétés suivantes :
— Insensibilité des contributions aux demandes nulles (IDN)
— Insensibilité du classement des contributions aux usagers non pertinents (INP)
— Monotonie par rapport aux coûts (MCT)
— Monotonie par rapport à la demande (MD)
— Cohérence (CH)
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Elle ne satisfait pas à (RG) et à (TE) parce qu’un usager peut avoir un CS plus
élevé qu’un autre même si la longueur totale des conduits qu’il demande peut être
moindre. La longueur des conduits n’est en eﬀet pas la seule variable qui détermine
les coûts. Elle ne satisfait pas à (MCN) parce qu’une augmentation de la demande de
la part d’un usager qui fait augmenter le coût total va entraîner un accroissement de
la contribution exigée de chacun, même s’il y a économies d’échelle. Elle ne satisfait
pas à (PA) et à (CO) parce qu’on peut exiger plus d’un usager que son CS. En eﬀet,
la présence d’usagers avec de fortes exigences peut faire en sorte que la contribution
exigée des petits est plus élevée que leurs CS.5 Elle ne satisfait pas à (PR) parce que
la répartition est proportionnelle à la longueur totale des conduits alors que les coûts
pourraient être proportionnels à d’autres éléments de la demande. (SE) impliquant
(PR), elle ne satisfait donc pas à (SE). Plus directement, dans le cas où le coût total
est la somme des CS, les contributions ne sont pas nécessairement égales aux CS dans
la mesure où les rapports entre les CS ne sont pas nécessairement égaux aux rapports
entre les longueurs des conduits demandés.
6.4.2 La règle Shapley-Shubik
On peut résumer brièvement cette règle de la manière suivante. Supposons qu’on
ordonne les usagers d’une certaine façon et qu’on fasse payer au premier le coût entier
de ses besoins, en supposant qu’il est seul, et ensuite au deuxième le coût additionnel
(incrémental) imposé par ses besoins, en supposant que lui et le premier usager sont
seuls, et ainsi de suite. On répartirait alors le coût total de tous les besoins. Une
telle répartition est dite répartition selon les coûts incrémentaux. Elle correspond à un
arrangement donné des usagers, c’est-à-dire à l’ordre dans lequel on les choisit.
Certains usagers pourraient évidemment se plaindre de l’ordre choisi. Entre autres,
le premier usager devrait encourir des coûts importants liés à l’excavation, la réfection,
etc., alors que le dernier se verrait imputer des coûts minimes, par exemple le simple
coût de ses conduits. Shapley (1953) a apporté une réponse élégante à ce problème.
Elle consiste à considérer tous les ordres possibles entre les usagers et à prendre comme
répartition ﬁnale la moyenne des répartitions selon les coûts incrémentaux, la moyenne
étant calculée par rapport aux ordres d’entrée. Les usagers se voient ainsi tous traités
de façon symétrique.
5Cela peut expliquer en partie les contestations dont cette méthode est l’objet.
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La formule précise
Restons, pour le moment, dans le contexte où il n’y a que trois usagers, repérés
pas les indices 1, 2 et 3. Déﬁnissons ˆ c({1}) c o m m el ec o û td es a t i s f a i r el ad e m a n d ed e
l’usager 1, c’est-à-dire de construire uniquement pour lui. Déﬁnissons ensuite ˆ c({1,2})
c o m m el ec o û td es a t i s f a i r ec o n j o i n t e m e n tàl ad e m a n d ed e su s a g e r s1e t2 ,e ne x c l u a n t
3. Le coût de desservir les trois usagers ensemble est donné par ˆ c({1,2,3}). Si l’ordre
d’entrée est 1,2,3, la répartition selon les coûts incrémentaux donne les contributions
suivantes pour les trois usagers : ˆ c({1}) pour le premier, ˆ c({1,2}) − ˆ c({1}) pour le
deuxième et ˆ c({1,2,3}) − ˆ c({1,2}) pour le troisième. Si l’ordre d’entrée est 2,3,1, ces
contributions sont plutôt : ˆ c({2}) pour l’usager 2, ˆ c({2,3})− ˆ c({2}) pour l’usager 3 et
ˆ c({1,2,3}) − ˆ c({2,3}) pour l’usager 1.
Avec trois usagers, il y a six ordres possibles entre les usagers, représentés par
autant de listes, soit :
(1,2,3), (1,3,2), (2,1,3), (3,1,2), (2,3,1), (3,2,1)
Dans ces six ordres, l’usager 1 arrive en premier une fois sur 3, en deuxième (après
l’usager 2) une fois sur six, encore en deuxième mais après l’usager 3 une fois sur six
et en troisième une fois sur trois, l’ordre entre les deux autres usagers n’ayant alors
aucune importance. On peut en dire autant des usagers 2 et 3. La règle Shapley-Shubik,




6 [ˆ c({1,2})−ˆ c({2})] + 1
6 [ˆ c({1,3})−ˆ c({3})] + 1
3 [ˆ c({1,2,3})−ˆ c({2,3})]
x2 = 1
3ˆ c({2})+1
6 [ˆ c({1,2})−ˆ c({1})] + 1
6 [ˆ c({2,3})−ˆ c({3})] + 1
3 [ˆ c({1,2,3})−ˆ c({1,3})]
x3 = 1
3ˆ c({3})+1
6 [ˆ c({1,3})−ˆ c({1})] + 1
6 [ˆ c({2,3})−ˆ c({2})] + 1
3 [ˆ c({1,2,3})−ˆ c({1,2})]
Cette méthode peut-être généralisée à un nombre quelconque d’usagers. Comme
variante, on peut considérer que certains usagers ont une stature telle que les ordres
d’entrée dans le consortium ne sont pas tous considérés. Certains usagers devraient
e nf a i r ep a r t i ea v a n tm ê m eq u ed ’ a u t r e sp u i s s e n tj o i n d r el ec o n s o r t i u m ,c eq u ip e u t
permettre de représenter leur pouvoir de négociation respectif. On peut alors modiﬁer
la méthode Shapley-Shubik en conséquence. On peut aussi appliquer cette méthode à
la répartition des bénéﬁces tirés de la coopération plutôt qu’aux coûts. Les résultats
ne seraient pas nécessairement les mêmes.
Finalement, s’il y a un coût ﬁxe, on peut le traiter de deux façons. La première
consiste à l’inclure dans chacun des ˆ c(·), ce qui revient à le répartir de façon égalitaire
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entre tous les usagers. C’est le traitement adopté dans l’exemple qui suit. La deuxième
consiste à appliquer la méthode Shapley-Shubik aux coûts variables uniquement et à
répartir le coût ﬁxe selon une règle quelconque, par exemple proportionnellement à la
répartition des coûts variables.
Exemple 6.1 Les valeurs de la fonction b c incluant le coût ﬁxe, pour l’exemple de
réseau sont les suivantes :
ˆ c({G}) = 269000, ˆ c({M}) = 204600, ˆ c({P})=1 8 86 0 0 ,
ˆ c({G,M}) = 340200, ˆ c({G,P}) = 321800, ˆ c({M,P}) = 240400,
ˆ c({G,M,P}) = 348600
La première rangée donne les coûts de faire cavalier seul et la deuxième ceux de se
mettre deux à deux. Le coût d’un réseau capable de satisfaire à toutes les demandes
est celui de la dernière rangée. À noter que, quand P est seul, on installe uniquement
des conduits de 1 pouce. Si P et M se mettent ensemble, on installe des conduits de 3
pouces, etc. Appliquée à ces données, la méthode Shapley-Shubik donne la répartition
qui suit :
GM P Total
x 170533.33 97633.33 80433.33 348600.00
% 49 28 23 100
Les propriétés de la règle Shapley-Shubik
On sait que la règle Shapley-Shubik satisfait aux propriétés suivantes :
— Insensibilité des contributions aux usagers négligeables (IEN)
— Insensibilité des contributions aux demandes nulles (IDN)
— Monotonie par rapport à la demande (MD)
— Monotonie croisée négative par rapport à la demande (MCN), s’il y a économies
d’échelle
— Participation (PA), s’il y a économies d’échelle
— Test du coeur (CO), s’il y a économies d’échelle




— Insensibilité à la décomposition en coûts spéciﬁques et communs (IDC)
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On sait aussi que la méthode Shapley-Shubik est la seule à satisfaire à (AD), (IEN),
(S)6 et (O) ou encore qu’elle est la seule à satisfaire à (AD), (IEN), (S), (IU) et (MD).
Par contre, la méthode Shapley-Shubik viole la préservation des rangs, le traitement
égalitaire des équivalents et l’invariance par rapport aux plus grandes demandes. Si on
tient à ces propriétés, c’est du côté de la répartition séquentielle qu’il faut se tourner.
6.4.3 La répartition séquentielle
Avec la répartition séquentielle, les usagers sont ordonnés selon l’ampleur de leur
demande. Tous les usagers se voient ensuite imputer une part égale du coût d’un projet
ou d’une capacité tout juste suﬃsante pour répondre à des besoins identiques au plus
petit des besoins exprimés. Le plus petit des usagers n’a rien d’autre à payer. Les autres
usagers se voient imputer, en plus, une part égale de l’accroissement de coût qu’entraî-
nerait un accroissement de capacité suﬃsant pour répondre à des demandes de leur
part qui seraient toutes égales à celle du deuxième plus petit usager. Ce dernier n’a rien
d’autre à payer par la suite. On continue ainsi à imputer, de façon itérative, les coûts
incrémentaux associés aux accroissements de capacité nécessités par des demandes de
plus en plus grandes.
Par construction, les plus petits usagers sont à l’abri de l’ampleur de la demande
des gros, pour le meilleur et le pire. Ils ne vont pas payer pour des demandes dont ils
ne sont pas responsables mais, dans un contexte d’économies d’échelle, ils ne vont pas
proﬁter non plus des externalités amenées par ceux qui ont des demandes plus grandes.
Cas des demandes unidimensionnelles et homogènes
On présente d’abord cette méthode pour les demandes unidimensionnelles et ho-
mogènes. Supposons qu’il y a n usagers et que leurs demandes soient données par
des nombres q1,...,q n. La demande de l’ensemble des usagers est donc donnée par
la liste Q =( q1,...,q n) et la demande totale par q1 + q2 + ...+ qn. Supposons
q1 6 q2 6 ...6 qn.
La méthode de répartition séquentielle fait intervenir des demandes intermédiaires
déﬁnies par les listes Q1 =( q1,...,q 1),Q 2 =( q1,q 2,...,q 2),Q 3 =( q1,q 2,q 3,...,q 3),
..., Q n−1 =( q1,q 2,q 3,...,q n−1,q n−1). Dans la première de ces listes, les demandes
des usagers 2 à n sont ramenées au niveau de celle de l’usager 1. Dans la deuxième,
les demandes des usagers 3 à n sont ramenées au niveau de celle de l’usager 2 et ainsi
6La symmétrie (S) est une propriété plus forte que le traitement égalitaire des demandes identiques
mais plus faible que le traitement égalitaire des demandes équivalentes. Voir le chapitre 3.
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de suite. La répartition séquentielle consiste à répartir C
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Q1¢
de façon égalitaire entre














et ainsi de suite jusqu’au dernier usager, qui doit
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(6.3)
On peut vériﬁer que : x1 +x2 +...+xn = C (Q).D ep l u sx1 6 x2 6 ...6 xn. À noter
que, s’il y a un coût ﬁxe, cette méthode le répartit de façon égalitaire entre tous les




Cas des demandes multidimensionnelles ou hétérogènes
La répartition séquentielle des coûts exige la construction de demandes intermé-
diaires. Pour ce faire, les plus grandes demandes sont initialement réduites à un niveau
équivalent aux plus petites. Avec des demandes unidimensionnelles et homogènes, cela
ne pose pas de problème. Il en va diﬀéremment avec des demandes multidimension-
nelles ou hétérogènes. Avec la règle séquentielle radiale décrite dans le chapitre 2,
on construit ces demandes intermédiaires en réduisant les quantités demandées de fa-
çon proportionnelle, c’est-à-dire le long d’un rayon, d’où le nom «radiale» donné à
la règle. Appliquer cette règle telle quelle dans le présent contexte pourrait mener à
des demandes intermédiaires comportant des fractions de conduits, ce qui n’aurait pas
beaucoup de sens.
Une autre façon de faire, qui semble toute naturelle ici, est de ramener les de-
mandes des plus gros usagers au niveau de celle des plus petits, tant en dimension
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qu’en nombre.7 Considérons le problème qui consiste à répartir le coût de la section 4
du réseau, en négligeant le coût ﬁxe. La demande sur cette section est exprimée par
la liste Q =( 8 ,4,1). Les usagers doivent donc être considérés dans l’ordre P, M, G.
La première étape de la répartition séquentielle requiert la construction des demandes
intermédiaires. Ici, la demande de chaque usager est décrite par un seul nombre mais
ces demandes portent sur des conduits de tailles diﬀérentes, ce dont il faut tenir compte
dans la construction des demandes intermédiaires.8
Dans l’esprit de la méthode séquentielle, on construit la première demande inter-
médiaire en ramenant les demandes des usagers M et G au niveau de celle de P, en
dimension autant qu’en nombre. Autrement dit, on suppose que tous les usagers de-
mandent un conduit de 1 pouce. La première demande intermédiaire est donc donnée
par Q1 =( 0 ,0,3). Pour la deuxième demande intermédiaire, on suppose que G a
une demande identique à celle de M, ce qui donne deux demandes de 4 conduits de 3
pouces, en plus de la demande pour un conduit de 1 pouce de la part de P. La deuxième
demande intermédiaire est donc Q2 =( 0 ,8,1). Les coûts de ces deux demandes inter-
médiaires et de la demande globale sont : C (0,0,3) = 63600,C(0,8,1) = 85200 et
C (8,4,1) = 112000.
Il s’agit ensuite d’appliquer la formule (6.3) à ces coûts, en se souvenant que 1 est
P, 2 est M et 3 est G. Chaque usager se voit d’abord imputer le tiers de 63600. Pour P,
il s’agit de sa contribution totale. G et M doivent ensuite se partager, en parts égales,
la diﬀérence entre 85200 et 63600. Finalement, G doit payer à lui seul l’écart entre
112000 et 85200. On obtient ainsi la répartition :
GMP Total
x 58800 32000, 21200 112000
% 52 28 19 100
Par comparaison, la règle des coûts moyens, c’est-à-dire la répartition de ces mêmes
coûts proportionnellement aux demandes, exprimées en nombre ou en longueur totale
de conduits, donne :
7Formellement, on réduit les demandes le long d’un sentier plutôt que d’un rayon, pour obtenir les
demandes intermédiaires. Cette approche a en fait un fondement théorique. Elle s’inspire des travaux
de Téjédo et Truchon (2002). On la décrit brièvement dans l’annexe 6.A.2.
8On peut appliquer le principe qui va suivre à des demandes individuelles portant sur plusieurs
types de conduits.
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GMP Total
x 68923.10 34461.50 8615.38 112000
% 61 31 8 100
La répartition séquentielle augmente la part de P de façon signiﬁcative par rapport
à la règle des coûts moyens. La raison est la suivante. Il y a un coût important dans la
construction d’un massif de conduits qui est indépendant du nombre de conduits, soit
150$ le mètre. Avec la règle séquentielle, ce coût est réparti en parts égales entre les
trois usagers, ce qui peut très bien se défendre en termes d’équité. Avec la répartition
proportionnelle aux demandes, P s’en tire évidemment mieux dans la mesure où il n’a
qu’un conduit sur 13 dans cette section.
On peut ensuite répliquer la méthode qui vient d’être décrite à chacune des sections
du réseau et à répartir le coût ﬁxe en parts égales entre les usagers, conformément à
l’esprit de la répartition séquentielle. À noter que l’ordre entre les usagers peut varier
selon les sections et que les usagers ne vont pas participer au ﬁnancement des sections
où ils ne sont pas présents. Donc, G va devoir assumer seul le coût de la section 1, G
et M vont se partager le coût de la section 2, M et P celui de la section 3, G et P celui
de la section 5. Le Tableau 6.3 donne le détail de cette répartition.
Section G M P Total
1 31000 0 0 31000
2 40800 19200 0 60000
3 0 27300 24300 51600
4 58800 32000 21200 112000
5 28400 0 15600 44000
Coût ﬁxe 16666.67 16666.67 16666.67 50000
Total (x) 175666.67 95166.67 77766.67 348600
% 50 27 22 100
Tableau 6.3 — Répartition séquentielle des coûts du réseau
Les propriétés de la répartition séquentielle
La méthode de répartition séquentielle ainsi déﬁnie satisfait aux propriétés sui-
vantes :
— Préservation des rangs (RG)
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— Traitement égalitaire des demandes équivalentes (TE)
— Principe séquentiel radial (PSR)9
— Insensibilité des contributions aux demandes nulles (IDN)
— Insensibilité du classement des contributions aux usagers non pertinents (INP)
— Monotonie par rapport à des changements proportionnels dans la demande (MDR)
— Monotonie croisée négative par rapport à des changements proportionnels dans
la demande (MCNR), s’il y a économies d’échelle10
— Participation (PA), s’il y a économies d’échelle
— Test du coeur (CO), s’il y a économies d’échelle
— Séparation entre usagers (SE)
— Proportionnalité (PR)
— Ordinalité (O)
— Cohérence faible (CHF)
On peut également garantir un majorant aux contributions des usagers. Cette mé-
thode est aussi la seule à satisfaire au traitement égalitaire des demandes équivalentes
et au principe séquentiel le long des sentiers déﬁnis dans l’annexe 6.A.2. Il faut par
contre oublier l’additivité dans le cas des demandes multidimensionnelles ou hétéro-
gènes.
6.4.4 Une vue synoptique des propriétés
Dans le Tableau 6.4, on indique quelles méthodes de répartition traitées dans ce
chapitre, y compris la répartition selon la longueur des conduits, satisfont aux diﬀé-
rentes propriétés énoncées dans la section 6.3. Un «O» indique que la méthode de la
rangée correspondante satisfait à la propriété en question, un «S» qu’elle satisfait à
l ap r o p r i é t él el o n gd e ss e n t i e r sd é ﬁnis dans l’annexe 6.A.2, un «Q» qu’elle satisfait à
la propriété en présence d’économies d’échelle, et un «N» que la propriété n’est pas
satisfaite, c’est-à-dire qu’il existe des contextes ou problèmes dans lesquels elle est vio-
lée. Dans certains cas, on indique le nom d’une propriété plus faible ou apparentée qui
est vériﬁée en lieu de la condition proprement dite.
9En plus de satisfaire au principe séquentiel radial, la forme particulière de la règle séquentielle
utilisée ici satisfait au principe séquentiel le long des sentiers déﬁn i sd a n sl ’ a n n e x e6 . A . 2 .A i n s i ,p a r t a n t
de la demande intermédiaire (0,0,3), si M accroît sa demande de un conduit de 1 pouce pour deux de
1 pouce ou pour un de 3 pouces, cela ne va pas aﬀecter la contribution de P.
10Comme pour le principe séquentiel, elle satisfait également à la monotonie et à la montonie croisée
négative le long des sentiers déﬁnis dans l’annexe 6.A.2.
CIRANO 2006 256Chapitre 6. Partage du coût des réseaux municipaux souterrains
La propriété (IDN) n’apparaît pas dans ce tableau parce qu’elle est satisfaite par
toutes les méthodes, sauf la répartition égalitaire. D’autres propriétés n’y apparaissent
pas non plus parce qu’elles sont apparentées à d’autres qui s’y trouvent.
Le tableau est séparé horizontalement en deux parties. La partie supérieure concerne
deux règles qui ne peuvent être utilisées qu’avec des demandes portant sur un bien
privé homogène alors que les règles de la partie inférieure peuvent être appliquées à un
contexte très général, comme c’est le cas d’un réseau souterrain.
Le tableau est également séparé verticalement en deux parties. La partie de gauche
regroupe les conditions de type normatif et la partie de droite celles de type cohérence.
La distinction entre les deux est cependant parfois ténue, comme on a pu le voir.
Rappelons les abréviations des propriétés :
RG : préservation des rangs
TE : traitement égalitaire des équivalents
PS : principe séquentiel
PSR : principe séquentiel radial
IDN : insensibilité des contributions aux demandes nulles
IEN : insensibilité des contributions aux usagers négligeables
GR : gratuité pour des demandes identiques de coût nul
INP : insensibilité du classement des contributions aux usagers non pertinents
MCT : monotonie par rapport aux coûts
MD : monotonie par rapport à la demande
MCN : monotonie croisée négative par rapport à la demande
MCP : monotonie croisée positive par rapport à la demande
PA : participation
APA : anti-participation
CO : test du coeur ou absence d’inter-ﬁnancement
ACO : test de l’anti-coeur
IU : invariance par rapport aux unités de mesure
O : ordinalité
OR : ordinalité radiale
SE : séparation entre usagers
PR : proportionnalité
AD : additivité
IDC : Insensibilité à la décomposition en coûts spéciﬁques et communs
CH : cohérence
CHF : cohérence faible
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RG TE PS IEN INP MCT MD MCN PA CO SE O AD CH
coûts moyens O O N O O O O Q Q Q O N O O
séquentielle originale O O O O O N O Q Q Q O O O CHF
égalitaire O O N N O O O N N N N O O O
longueur N N N N O O O N N N N N N O
Shapley-Shubik N N N O N N O Q Q Q O O O N
séquentielle radiale O O S N O N S SQ Q Q O R N N
Tableau 6.4 — Les propriétés satisfaites par les méthodes
Plusieurs méthodes peuvent satisfaire à une propriété prise isolément. Générale-
ment, on va rechercher des méthodes qui satisfont à plusieurs propriétés à la fois. Idéa-
lement, on aimerait que le plus grand nombre de ces propriétés voire toutes soient sa-
tisfaites. Malheureusement, certaines propriétés peuvent être incompatibles entre elles.
Un certain nombre de propositions sont démontrées dans la littérature économique à ce
sujet. D’autres propositions aﬃrment que telle et telle propriété est satisfaite par telle
ou telle méthode. D’autres enﬁn établissent qu’il y a une seule méthode qui satisfait
simultanément à un ensemble donné de propriétés. On a énoncé un certain nombre de
ces propositions dans le chapitre 3.
Ainsi, dans le cas des demandes unidimensionnelles et homogènes, il n’y a que la
règle des coûts moyens pour satisfaire à la fois aux propriétés d’additivité, de cohérence,
de proportionnalité et de traitement égalitaire des équivalents (les égaux dans ce cas-
ci). En prime, on obtient la monotonie par rapport aux coûts. En fait, on sait qu’elle
est la seule à satisfaire à la fois à la proportionnalité et à la monotonie par rapport
aux coûts.
Toujours dans un contexte unidimensionnel, la méthode de répartition séquentielle
e s tl as e u l eàs a t i s f a i r eàl af o i sàl ap r é s e r v a t i o nd e sr a n g s ,àl ag r a t u i t ép o u rd e s
demandes identiques de coût nul, à la proportionnalité et à l’additivité. Cette dernière
méthode satisfait également à la préservation des rangs, à la monotonie par rapport
à la demande et au principe séquentiel. Elle est en fait caractérisée par ce dernier
principe et le traitement égalitaire des égaux.
Dans le cas des demandes multidimensionnelles, la règle séquentielle déﬁnie dans
l’annexe 6.A.2 est la seule à satisfaire à la fois au principe séquentiel le long des sentiers
de modiﬁcation de la demande et au traitement égalitaire des demandes équivalentes.
Par contre, il faut oublier l’insensibilité des contributions aux usagers négligeables,
l’additivité et même l’insensibilité à la décomposition en coûts spéciﬁques et communs.
CIRANO 2006 258Chapitre 6. Partage du coût des réseaux municipaux souterrains
Si on veut avoir l’additivité, l’insensibilité des contributions aux usagers négli-
geables, la symétrie, l’invariance par rapport aux unités de mesure et la monotonie par
rapport à la demande, c’est vers la règle Shapley-Shubik qu’il faut se tourner. Cette
méthode est la seule à satisfaire à toutes ces propriétés à la fois. On peut même retran-
cher la monotonie par rapport à la demande de cette liste et remplacer l’invariance par
rapport aux unités de mesure par l’ordinalité pour obtenir une autre caractérisation
de la méthode Shapley-Shubik.
Ces propositions sont résumées dans le Tableau 6.5. Chaque rangée indique un
ensemble de propriétés, marquées d’un «X», que la méthode est la seule à satisfaire
simultanément.
RG TE S PS IEN GR MCT MD PR IU O AD CH
coûts moyens X X
coûts moyens X X X X
séquentielle originale X X
séquentielle originale X X X X
Shapley-Shubik X X X X
Shapley-Shubik X X X X X
séquentielle radiale X S
Tableau 6.5 — Caractérisations des méthodes
6.4.5 Propriétés et choix d’une méthode
La règle des coûts moyens est d’un usage très répandu dans les contextes unidimen-
sionnels, c’est-à-dire lorsque les demandes des entités s’expriment par un seul nombre
et que ces demandes peuvent être sommées pour donner la demande globale. Cette
popularité s’explique sans doute pas la simplicité de cette règle. Elle peut se justiﬁer
également par ses nombreuses propriétés. Elle satisfait en eﬀet à la plupart de celles
qui sont recensées dans cet ouvrage. Une exception notable est le principe séquen-
tiel, qui rend les contributions des plus petites entités indépendantes de l’ampleur des
demandes des plus grosses.
Pour les situations où l’impact des plus grosses demandes sur les contributions
des plus petites entités est une préoccupation importante, la règle de répartition sé-
quentielle est toute indiquée puisqu’elle satisfait au principe séquentiel. En fait, c’est
la seule à satisfaire à ce principe en même temps qu’au traitement égalitaire des de-
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mandes équivalentes. Elle satisfait également à toutes les autres propriétés de la règle
des coûts moyens, à l’exception de la monotonie par rapport aux coûts. De plus, elle
peut être étendue à des contextes où les demandes sont hétérogènes ou multidimension-
nelles. Elle conserve la plupart de ses propriétés dans ces contextes, bien que parfois
sous une forme plus faible. La seule perte notable est l’additivité (AD) et l’insensibilité
des contributions à la décomposition en coûts spéciﬁques et communs (IDC). Ces der-
nières sont intéressantes parce qu’il arrive souvent qu’on souhaite faire la répartition
des coûts composante par composante. Par exemple, on peut vouloir répartir les coûts
de capital séparément des frais d’exploitation. L’additivité garantit que, peu importe
qu’il y ait décomposition des coûts ou non et peu importe la façon de les décomposer,
la répartition totale est la même. Si on sait que la méthode utilisée satisfait à cette
propriété, on conviendra facilement qu’il est inutile de consacrer beaucoup d’énergie à
la décomposition des coûts.
Dans le même ordre d’idée, on peut souhaiter imputer directement aux entités
les coûts qui leur sont spéciﬁques et réserver l’utilisation d’une règle de répartition
aux coûts qui sont véritablement communs. La distinction entre les deux n’étant pas
toujours claire, on peut consacrer beaucoup d’eﬀorts pour arriver à établir une telle
décomposition des coûts, à la satisfaction de toutes les entités. L’intérêt d’une règle
qui satisfait à (IDC) est précisément qu’elle dispense de cet eﬀort parce que, en ﬁnd e
compte, les résultats seront les mêmes, peu importe la décomposition adoptée.
Si les propriétés (AD) et (IDC) s’avèrent importantes, il faut oublier la règle sé-
quentielle et se tourner plutôt vers les règles issues de la théorie des jeux coopératifs.
Parmi ces dernières, celle de Shapley-Shubik est certainement la plus facile à justiﬁer et
à utiliser. Avec cette dernière, on retrouve (AD) et (IDC). On gagne également l’insen-
sibilité des contributions aux entités négligeables mais on doit sacriﬁer la préservation
des rangs, le traitement égalitaire des demandes équivalentes, le principe séquentiel et
l’insensibilité du classement des contributions aux entités non pertinentes.
Dans ce domaine, comme dans bien d’autres, on ne peut donc tout avoir. Il y a des
choix à faire et ces choix impliquent des coûts en termes des propriétés sacriﬁées et de
données requises. Les Tableaux 6.4 et 6.5, dont on trouve des versions plus complètes
dans le chapitre 3, se veulent des outils pour aider les gestionnaires à faire un choix
éclairé.
CIRANO 2006 260Chapitre 6. Partage du coût des réseaux municipaux souterrains
6.4.6 Les données requises
La méthode Shapley-Shubik et la méthode de répartition séquentielle exigent non
seulement les coûts de satisfaire à la demande exprimée mais également les coûts de
demandes partielles ou hypothétiques, comme celles de sous-groupes d’usagers ou celles
d’usagers ayant des demandes identiques à celles du plus petit, du deuxième plus petit,
etc.
La méthode de répartition séquentielle est sans doute moins onéreuse à appliquer.
Avec n usagers, elle nécessite la construction de n demandes intermédiaires ou glo-
bale et l’estimation du coût théorique de ces demandes. En comparaison, la méthode
Shapley-Shubik exige l’estimation du coût des demandes de 2n − 1 sous-ensembles
d’usagers. Ce dernier nombre croit assez rapidement. Il est égal à successivement
3,7,15,31,63,127,255 lorsque n croit de 2 à 8. Si on dispose d’une formule mathéma-
tique pour l’estimation du coût de n’importe quelle demande, comme pour l’exemple
de ce chapitre, ces nombres ne posent cependant pas de problème en soi.
Il faut dire aussi que, dans la mesure où plusieurs usagers sont pratiquement iden-
tiques ou du moins assez semblables, il n’est peut-être pas nécessaire de tous les distin-
guer. On peut très bien fonctionner avec des catégories d’usagers. La méthode retenue
servirait à répartir les coûts entre ces catégories. Une méthode plus simple ou la même
méthode peut ensuite être utilisée pour répartir le coût imputé à une catégorie entre
ses membres. Pour la même raison, il ne serait pas nécessaire de refaire tous les calculs
à chaque fois qu’arrive un nouvel usager ou une nouvelle demande. Il ou elle peut tout
simplement être traité à l’intérieur d’une catégorie.
6.5 Conclusion et recommandation
Cette étude de la problématique de la répartition des coûts d’un réseau de conduits
souterrain nous amène à retenir deux méthodes comme étant particulièrement intéres-
santes : la règle Shapley-Shubik et la méthode de répartition séquentielle. L’utilisation
de l’une ou l’autre de ces méthodes serait de nature à atténuer les conﬂits entre les
usagers des réseaux souterrains.
La règle Shapley-Shubik possède plusieurs propriétés d’intérêt dans ce contexte.
De plus, on peut voir le mode de répartition qu’elle donne comme celui qui pourrait
résulter de la négociation entre les usagers. Biddle et Steinberg (1985, p.42) en parle
comme d’un «costless surrogate for the allocation that would be obtained through
bargaining». En eﬀet, il arrive souvent que de nouveaux venus dans un réseau pré-
tendent qu’ils ne devraient pas payer plus que le coût incrémental qu’ils imposent à
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devraient pas proﬁter de leur arrivée. À l’inverse, les usagers déjà en place ne voient
pas pourquoi les nouveaux venus proﬁteraient ainsi des investissements qu’eux ont dû
assumer pour la construction du réseau. Au fond, dans ce genre de problème, chacun
aimerait bien être celui qui arrive en dernier. C’est précisément à la résolution de ce
genre de conﬂit que s’adresse la règle Shapley-Shubik.
D’un esprit diﬀérent, la méthode de répartition séquentielle nous apparaît encore
plus intéressante dans le présent contexte. Parmi ses propriétés, on note l’invariance
des contributions par rapport à l’ampleur des plus grosses demandes (le principe sé-
quentiel). Elle est donc à l’abri des plaintes des petits usagers quant aux coûts que leur
imposent les plus gros par leur exigences particulières. À l’inverse, ces petits usagers ne
bénéﬁcieraient pas des économies d’échelle qu’entraîne la présence de ces gros usagers
de par le nombre de conduits en parallèle ou des autres équipements qu’ils requièrent.
Cette méthode est donc peut-être la plus susceptible de solutionner les litiges potentiels
entre les usagers d’un réseau souterrain.
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6.A Annexes
6.A.1 Le coeur (noyau)
Le coeur est un concept issu de la théorie des jeux coopératifs. C’est un ensemble de
répartitions des coûts qu’aucune coalition ou sous-ensemble d’usagers ne va contester
sous prétexte qu’elles imputent à ses membres des sommes plus élevées, au total, que le
coût auquel elle serait capable de fonctionner seule. Plus précisément, c’est l’ensemble
des répartitions (x1,...,x n) qui satisfont :
X
i∈S




La première condition qui précède dit : quelle que soit la coalition S de N, la somme
des coûts attribués aux membres de cette coalition ne peut dépasser le coût total ˆ c(S)
auquel cette coalition est capable de fonctionner, sans les autres. La fonction ˆ c aé t é
déﬁnie de façon précise à la sous-section 6.4.2. La deuxième condition stipule que la
somme des coûts attribués à tous les membres, ceux de la grande coalition N, doit
couvrir exactement le coût total de desservir l’ensemble de la demande. Cela laisse
supposer que c’est la grande coalition qui va se former.








Sous cette forme, chaque coalition se voit imputer un montant au moins aussi élevé que
le coût supplémentaire qu’elle impose à la coalition complémentaire N\S lorsqu’elle
la rejoint pour former la grande coalition N. Si ce n’était pas le cas, cette dernière
se trouverait à verser un subside aux membres de la coalition S, d’où une possible
objection de sa part.
Dans ce chapitre, on voit l’appartenance au coeur comme une propriété désirable
des règles de répartition de coûts. On l’a aussi appelée robustesse à la sécession ou
absence d’inter-ﬁnancement. Une répartition peut être ou non dans le coeur. Le fait
d’appartenir au coeur confère à une répartition donnée un caractère de crédibilité non
négligeable.
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Il se peut que les conditions qui déﬁnissent le coeur soient mutuellement incom-
patibles. Le coeur est alors vide. Il existe des conditions sur les fonctions de coût qui
garantissent l’existence du coeur. Lorsqu’il existe, il peut par contre être très grand. La
règle Shapley-Shubik donne des répartitions dans le coeur pour les problèmes concaves,
c’est-à-dire ceux où les coûts incrémentaux de joindre un sous-ensemble d’usagers dé-
croît à mesure que ce sous-ensemble augmente en taille. Autrement, l’appartenance au
coeur n’est pas garantie par cette règle.
Exemple 6.2 Pour l’exemple de réseau, le coeur est déﬁni par les contraintes sui-
vantes :
xG ≤ 269000 xM ≤ 204600 xP ≤ 188600
xG + xM ≤ 340200 xG + xP ≤ 321800 xM + xP ≤ 240400
xG + xM + xP = 348600
Ainsi, avec une répartition qui appartient au coeur, les usagers G et P ne peuvent
se voir imputer des montants supérieurs à respectivement 269000 et 204600 parce
qu’elles peuvent fonctionner seules à ces coûts respectifs. De plus, elles ne peuvent se
voir imputer des montants dont le total dépasserait 340200 puisque, ensemble, elles
pourraient répondre à leurs besoins pour un coût total de 340200.
6.A.2 Sur la répartition séquentielle le long de sentiers
La répartition séquentielle des coûts exige que les plus grandes demandes soient
initialement réduites à un niveau équivalent aux plus petites. Avec la règle séquentielle
radiale, on réduit les quantités demandées de façon proportionnelle, c’est-à-dire le long
d’un rayon, d’où le nom «radiale» donné à la règle. Téjédo et Truchon (2002), s’ins-
pirant d’une suggestion de Koster et al. (1998), proposent une approche plus générale
dans laquelle les demandes sont réduites le long d’un sentier quelconque plutôt que
d’un rayon. Cela donne lieu à la répartition séquentielle le long de sentiers (Path Serial
Rule). Avec cette règle, les sentiers à utiliser pour réduire la demande font partie de
la déﬁnition du problème. Ces sentiers sont déﬁnis comme suit.





qui associe un hi (y,τ) ∈ R
mi
+ àc h a q u ey ∈ R
mi
+ et τ ∈ R+.11 Ils supposent que
hi (y, ·) n’est pas décroissante, qu’elle est croissante sans borne par rapport à une
composante et que, pour chaque y ∈ R
mi
+ , il existe un τ0 ∈ R+ (unique) tel que
11mi est le nombre de paramètres servant à décrire la demande de i.
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hi (y,τ0)=y.Alors, hi (y,R+) est le sentier déﬁni par hi (y, ·). Ce sentier passe par y.
La classe des fonctions hi ayant ces propriétés est dénotée Hi.
Ils n’imposent pas que hi (y,0) = 0 et que hi (y, ·) soit continue et croissante
dans toutes ses composantes. Par contre, étant donnée une fonction C ∈ C(m), ils
se restreignent à la classe de fonctions Hi (ci) ⊂ Hi pour laquelle ci (hi (y, ·)) est
continue et croissante, avec ci (hi (y,0)) = 0. En fait, ils auraient pu laisser tomber
l’hypothèse que hi (y, ·) n’est pas décroissante et ne conserver que ci (hi (y, ·)) est
continue et croissante, avec ci (hi (y,0)) = 0. Comme ci (0) = 0 et que ci est croissante,
cette hypothèse implique que le coût de la demande au début du sentier est nul et
croissant pas la suite. Cette déﬁnition de Hi (ci) assure l’existence d’un τα unique tel
que ci (hi (y,τα)) = α quel que soit α ∈ R+.
Soit H(C)=H1 (c1) ×···×H n (cn),H (Y,τ)=( h1 (y1,τ1),...,h n (yn,τn)),
C(m) ×H= {(C,H):C ∈ C(m) et H ∈ H(C)}. Dans ce contexte, un problème de
partage de coûts est déﬁni comme un triplet (Q,C,H) ∈ Rm
+ × C(m) ×H(C) et une
règle de partage comme une fonction ξ : Rm
+ × C(m) ×H→ Rn
+.
La répartition séquentielle le long des sentiers déﬁnis par les fonctions hi se fait
en «réduisant» les demandes le long des sentiers déﬁnis par les fonctions hi. Plus
précisément, on construit la première demande intermédiaire en prenant pour les entités
ou usagers i =2 ,...,n, les demandes hi (y,τi) telles que ci (hi (y,τi)) = c1 (q1). On
procède de façon similaire pour les autres demandes intermédiaires.
La règle de partage séquentiel déﬁnie dans ce chapitre tombe dans ce cadre. Pour
le voir, convenons d’abord d’exprimer chaque demande qi comme un élément de R
mi
+ .
Dans le cadre de l’exemple, il s’agit d’un triplet dont les composantes correspondent
respectivement aux conduits de 4, 3 et 1 pouces. Étant donnée une demande Q =
(q1,q 2,q 3) telle que c1 (q1) ≤ c2 (q2) ≤ c3 (q3), déﬁnissons, pour chaque i ∈ N et pour





⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
τq1 si 0 ≤ τ ≤ 1
(2 − τ)q1 +( τ − 1)q2 si 1 < τ ≤ 2
(3 − τ)q2 +( τ − 2)q3 si 2 < τ ≤ 3
(τ − 3)q3 si 3 < τ
Le sentier déﬁni par cette fonction passe par les points 0,q 1,q 2,q 3. Il s’agirait de com-
pléter la déﬁnition de cette fonction pour y/ ∈ {q1,q 2,q 3}, c’est-à-dire de déﬁnir d’autres
sentiers passant par les y/ ∈ {q1,q 2,q 3}, pour compléter la classe H(C) mais ces autres
sentiers ne seraient pas utiles dans le présent contexte. On peut aussi généraliser la
déﬁnition qui précède à un nombre quelconque d’usagers.
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Avec cette déﬁnition des hi, la fonction ci (hi (y·)) est continue et strictement
croissante. De plus, hi (y,0) = 0,h i (y,1) = q1,h i (y,2) = q2 et hi (y,3) = q3. On
ad o n cc2 (h2 (q2,1)) = c2 (q1)=c1 (q1),c 3 (h3 (q3,1)) = c1 (q1) et c3 (h3 (q3,2)) =
c2 (q2). En conséquence, la première demande intermédiaire est donnée par Q1 =
(q1,h 2 (q2,1),h 3 (q3,1)) = (q1,q 1,q 1) et la deuxième par Q2 =( q1,q 2,h 3 (q3,2)) =
(q1,q 2,q 2). Toutes leurs composantes sont entières dans la mesure où les demandes le
sont. S’agissant du nombre de conduits, le contraire n’aurait pas de sens.
La règle déﬁn i ed a n sc ec h a p i t r ee s td o n ce nf a i tc e l l ed eT é j é d oe tT r u c h o n( 2 0 0 2 )
appliquée au problème (Q,C,H) où H =( h1,h 2,h 3), avec la fonction hi,i=1 ,2,3,
déﬁnie plus haut. D’autres fonctions H donneraient le même résultat, nommément la
fonction H0 =( h0
1,h 0
2,h 0







τq1 si 0 ≤ τ ≤ 1
(2 − τ)q1 +( τ − 1)q2 si 1 < τ ≤ 2




⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
τq1 si 0 ≤ τ ≤ 1
(2 − τ)q1 +( τ − 1)q2 si 1 < τ ≤ 2
(3 − τ)q2 +( τ − 2)q3 si 2 < τ ≤ 3
(τ − 3)q3 si 3 < τ
U n ea u t r ep o s s i b i l i t éc o n s i s t e r a i tàp r e ndre des sentiers en escalier. Par exemple,
pour q2 =( 0 ,4,0), on peut envisager le sentier fait de segments joignant les points
(0,0,0),(0,0,1),(0,0,2),(0,2,0),(0,3,0),(0,4,0) ou tout autre sentier du genre pas-
sant par q1 =( 0 ,0,1) pour rejoindre (0,4,0). On peut de même déﬁnir un sentier
passant par q1 et q2 pour rejoindre q3 =( 8 ,0,0).
Àn o t e rq u eH et H0, de même que ces autres sentiers en escalier, ont une justi-
ﬁcation naturelle dans le présent contexte. Respecter le principe séquentiel dans son
esprit, c’est mettre les petits à l’abri de l’ampleur de la demande des plus gros. Or,
cette ampleur, elle vient autant de la taille des conduits que de leur nombre. En rédui-
sant les plus grosses demandes le long des sentiers qui viennent d’être déﬁnis, on met
véritablement les petits à l’abri des plus gros. La répartition séquentielle le long de ces
sentiers respectent le principe séquentiel le long des sentiers.C ’ e s tc eq u em o n t r e n t
Téjédo et Truchon. Autrement dit, si un usager augmente sa demande le long des sen-
tiers décrits par H ou H0, cela n’aﬀecte pas la contribution des usagers qui avaient
initialement une demande inférieure, en termes de coûts, à celle de cet usager.
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6.A.3 Sommaire des exemples
Répartition selon la longueur des conduits :
G M P Total
x 236148.39 78716.13 33735.48 348600.00
% 68 23 10 100
Répartition selon la règle Shapley-Shubik :
G M P Total
x 170533.33 97633.33 80433.33 348600.00
% 49 28 23 100
Répartition séquentielle :
G M P Total
x 175666.67 95166.67 77766.67 348600.00
% 50 27 22 100
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7.1 Introduction
De manière générale, la répartition des coûts communs et la tariﬁcation des infra-
structures peuvent avoir des eﬀets incitatifs sur les agents concernés. Ainsi, le simple
fait d’expliciter les coûts et de demander aux agents ou partenaires de contribuer à
leur couverture exige de la transparence et est susceptible de responsabiliser les agents
ou partenaires. C’est là un premier impact du partage des coûts et de la tariﬁcation
sur les incitations et, dans plusieurs cas, c’est peut-être l’impact le plus important.
Nous considérons dans ce chapitre trois contextes spéciﬁques particulièrement im-
portants. Dans le premier, une entreprise avec plusieurs divisions peut vouloir mettre
en place une méthodologie de répartition des coûts communs qui incite les chefs de
division à contribuer à la minimisation ou du moins à la réduction des coûts communs.
De la même manière, une alliance d’organismes (individus, entreprises, villes) peut
vouloir faire en sorte que la méthode de répartition des coûts (périodiques ou non)
d’activités communes ou d’un ouvrage ou projet commun incite chaque partenaire à
réduire, par ses eﬀorts et initiatives, sa contribution aux coûts en question. Pour ce
faire, la méthode de répartition doit satisfaire à une condition de monotonie forte qu’on
va déﬁnir plus loin. Comme on le verra, cette condition est cependant incompatible
avec le test du coeur, qui garantit qu’aucune division ou coalition de divisions ne vou-
dra faire sécession. Au sein d’une entreprise, cela n’est cependant pas un problème
majeur dans la mesure où une telle menace ne serait pas crédible.
Le deuxième cas considéré dans ce chapitre est celui d’entreprise qui cherche à
contrôler ou limiter les demandes formulées par les diﬀérentes divisions auprès de la
direction générale (le centre) à celles qui vont contribuer le mieux à la réalisation des
proﬁts globaux de l’entreprise. Or, il arrive souvent que les responsables des divisions
sont les seuls à connaître certains paramètres importants dans la détermination du pro-
gramme de production optimal. La question est alors de savoir si on peut amener ces
responsables à révéler correctement leur information privée, tout en réalisant l’objectif
global de l’entreprise et en répartissant exactement le coût total des ressources deman-
dées par les divisions entre ces dernières. O nv e r r aq u ’ i le s tp a r f o i sp o s s i b l ed ef a i r e
révéler correctement l’information et de réaliser l’objectif global en sacriﬁant souvent
l’équilibre budgétaire.
Le troisième cas nous ramène au partage des coûts proprement dit, bien qu’il ne
soit pas foncièrement diﬀérent du deuxième. Dans le chapitre 1, on insisté sur le fait
que la déﬁnition même du concept de coût commun pouvait impliquer un processus
d’optimisation. Or, il peut arriver que la solution de ce problème implique à nouveau
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un problème de révélation d’information, en l’occurrence les demandes des diﬀérentes
divisions. On étudiera un problème où le coût minimal de satisfaire à une conﬁguration
de demandes des divisions implique une production centralisée d’une partie de cette
demande et la délégation aux divisions de l’autre partie. Dans la mesure où le coût de la
production centralisée doit être réparti entre les divisions, ces dernières peuvent avoir
intérêt à tricher puisqu’elles peuvent combler elles-mêmes leurs besoins qui ne l’auront
pas été par le centre. Si on prend le problème dans toute sa généralité, les possibilités
de faire révéler correctement l’information privée, tout en réalisant l’objectif global
de l’entreprise et en répartissant exactement le coût total de la production centralisée
entre les divisions, sont également limitées. Cependant, on verra qu’il est possible d’y
arriver dans certains contextes particuliers.
7.2 Partage des coûts et incitations à la performance
Comme l’a montré Shubik (1962), la répartition des coûts communs dans l’entre-
prise peut être vue comme un jeu coopératif entre les divisions de l’entreprise, Or, dans
le chapitre 2, les problèmes d’incitation à la performance ou de toute autre nature n’ont
été abordés qu’indirectement. Ainsi, les propriétés de participation (PA) et du coeur
(CO) sont en fait des propriétés ou conditions d’incitation à la participation de la part
des entités individuelles ou de sous-groupes d’entres elles. Les propriétés de monotonie
des contributions par rapport aux coûts (MCT) ou à la demande (MD) peuvent être
vues comme des conditions d’incitation à la performance. L’utilisation d’une méthode
de répartition de coûts à l’intérieur de l’entreprise qui satisfait à (MCT) va inciter les
divisions à être le plus eﬃcace possible en leur garantissant que leurs eﬀorts en ce sens
ne vont pas les pénaliser. Une méthode qui satisfait à (MD) va les inciter à limiter
leurs demandes au nécessaire.
Malheureusement, comme on l’a montré dans le chapitre 3, il n’y a pratiquement
que la règle des coûts moyens qui satisfait à (MCT). Cette dernière n’est utilisable que
dans les contextes unidimensionnels, ceux où la demande s’exprime par un seul nombre
et où la demande totale est la somme des demandes individuelles. Cependant, s’agissant
d’inciter les divisions d’une entreprise à l’eﬃcacité, (MCT) est peut-être trop forte. Elle
exige qu’aucune division ne soit pénalisée par une baisse de coût, peu importe qui est
responsable de cette baisse. Il y a peut-être lieu de limiter les gains qui peuvent être
retirés d’une baisse de coût à celles dont la division est elle-même responsable. Ainsi,
Young (1985b, 1994) déﬁnit une condition, qu’il appelle monotonie forte mais qui est
quand même plus faible que (MCT), et qui dit que si une division réussit à abaisser le
CIRANO 2006 271Chapitre 7. Partage des coûts dans l’entreprise et incitations
coût incrémental de se joindre à d’autres, elle ne devrait pas en être pénalisée.1 La règle
Shapley-Shubik satisfait à cette condition. En fait, comme le montre Young, elle est la
seule à satisfaire à cette condition tout en traitant les entités de façon anonyme. Ce
résultat renforce l’intérêt de la règle Shapley-Shubik comme méthode de répartition des
coûts communs dans de tels contextes. Young (1985a) formule une condition semblable
pour la règle Aumann-Shapley.
Young (1994) a considéré une condition de monotonie encore plus faible qu’il appelle
monotonie en coalition. Elle requiert qu’aucune division ne soit pénalisée par une baisse
de coût des sous-groupes de divisions auxquels elle appartiendrait si le coût des divisions
auxquelles elle n’appartient pas ne changeait pas.2 La monotonie forte implique la
monotonie en coalition mais l’inverse n’est pas vrai.
Malheureusement, comme le montre Young lui-même, le choix d’une formule de
répartition monotone en coalition peut ne pas être suﬃsant pour vraiment inciter
les divisions à réduire leur contribution aux coûts communs. En eﬀet, si les eﬀorts
de réduction d’une division sont annulés par une augmentation des besoins exprimés
par les autres divisions, la règle de partage peut quand même imputer à la division
plus eﬃcace un montant de coûts communs plus élevé que précédemment. Considérons
l’exemple suivant avec deux divisions.3 La ressource commune est un entrepôt utilisé
par les deux divisions et la fonction de coût est donnée par :
c(∅)=0 ,c ({1})=4 0 ,c ({2})=6 0 ,c ({1,2})=7 5 ,
En mots, l’entreprise a besoin d’un entrepôt dont le coût est 75$ par mois. La division
1, si elle faisait cavalier seul, aurait besoin d’un entrepôt dont le coût est 40$ et la
division 2, si elle faisait cavalier seul, aurait besoin d’un entrepôt de 60$. Supposons
que le partage des coûts communs de l’entrepôt soit proportionnel au coût pour chaque
division de faire cavalier seul4, ce qui donne x1 =3 0et x2 =4 5 . Supposons maintenant
que la division 1 réduise ses besoins autonomes d’entreposage de 40$ à 39$ alors que la
1Formellement, étant donnée une paire de fonctions de coût c et c
0 et un i ∈ N tels que c(S ∪ {i})−
c(S) ≤ c
0 (S ∪ {i}) − c
0 (S) pour tout S ⊂ N\{i}, alors xi (c) ≤ xi (c
0).
2Formellement, étant donnée une paire de fonctions de coût c et c
0 et un i ∈ N tels que c
0(S) ≤ c(S)
pour toute coalition S comprenant l’entité i et c
0(S)=c(S) pour toute coalition S ne comprenant pas
l’entité i,a l o r sxi(c
0) ≤ xi(c).
3La répartition des coûts communs dans l’entreprise peut être vue comme un jeu coopératif entre
les divisions de l’entreprise, comme que l’a montré Shubik (1962). En s’inspirant de Young (1994),
N = {1,2,...,n} représente l’ensemble des divisions d’une entreprise, S est un regroupement de
certaines d’entre elles et c(S) est le coût communs que devrait encourir ce regroupement de divisions
si l’entreprise ne comprenait que ces dernières.
4Il s’agit de la règle de Moriarity (1975), décrite dans le chapitre 2.
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division 2 augmente les siens de 60$ à 71$, faisant de ce fait passer le coût de l’entrepôt
commun à 85$. Formellement la fonction de coût c est changée pour c0 :
c0(∅)=0 ,c 0({1})=3 9 ,c 0({2})=7 1 ,c 0({1,2})=8 5
La répartition des coûts communs par la règle de Moriarity donne maintenant x1 =3 0 .1
et x2 =5 4 .9. La division 1 se trouve ainsi pénalisée, malgré ses gains d’eﬃcacité, à
cause de la perte d’eﬃcacité de la division 2. Pourtant, la règle de Moriarity satisfait
àl amonotonie en coalition mais cette propriété est sans eﬀe ti c ip a r c eq u el ec o û t
d’une coalition à laquelle la division 1 n’appartient pas, nommément le coût de faire
cavalier seul de la division 2, a changé également. Ce même exemple montre que la
règle de Moriarity viole la monotonie forte.O nae ne ﬀet c({1,2}) − c({2})=1 5>
14 = c0({1,2}) − c0({2}). Autrement dit, le coût incrémental de la division 1 diminue
au passage de c à c0. D’après la monotonie forte, elle devrait en proﬁter et non être
p é n a l i s é ec o m m ec ’ e s tl ec a sa v e cl ar è g l ed eM o r i a r i t y .E l l ee np r o ﬁterait si on utilisait
plutôt la règle Shapley-Shubik qui, comme on l’a vu plus haut, satisfait à la monotonie
forte. Cette règle donne en eﬀet x1 (c)=2 7 .5,x 2 (c)=4 7 .5 et x1 (c0)=2 6 .5,x 2 (c0)=
58.5. De plus, les deux divisions y trouvent leur compte, dans la mesure où leurs
parts des coûts sont inférieures à leurs coûts de faire cavalier seul. Autrement dit, la
répartition satisfait au test du coeur avec les deux fonctions de coût.
Cependant, bien que la monotonie en coalition soit une condition relativement
faible comme on vient de le voir, elle est incompatible avec le test du coeur de façon
générale. En eﬀet, Young (1994) montre, à l’aide d’un exemple ingénieux, qu’il n’existe
pas de règle de partage monotone en coalition qui donne toujours une répartition dans
le coeur, du moins lorsque le nombre de joueurs dépasse 4.5
Le problème n’est pas catastrophique dans plusieurs contextes dont celui d’une en-
treprise où, comme mentionné plus haut, la menace de sécession, et donc la contrainte
d’appartenance au coeur, n’est pas réelle. Il est en général plus important pour une
entreprise d’implanter un règle de partage des coûts communs qui incite à la perfor-
mance que d’implanter une règle qui assure la loyauté des directeurs de division, qui,
de toute façon, n’ont pas la liberté de faire sécession. Il en est de même dans plusieurs
autres cas où les partenaires, bien que légalement autonomes, n’ont pas vraiment la
liberté de faire sécession, dans la mesure où la coopération (coalition) est imposée aux
partenaires par une autorité supérieure telle un gouvernement ou qu’elle s’impose pour
des raisons stratégiques plus globales.
5La preuve de Young est présentée en annexe.
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7.3 Partage des coûts et révélation des fonctions de re-
venu
Nous abordons maintenant une question diﬀérente, à savoir celle des prix de trans-
fert lorsque la direction générale (le centre) ne connaît pas très bien la productivité
des diﬀérentes divisions dans leur utilisation respective des ressources communes. De
manière précise, supposons que chaque division i =1 ,...,nd’une entreprise demande
au centre une quantité qi d’un intrant qu’elle va transformer, avec une technologie in-
connue du centre, en produits spéciﬁques qu’elle va ensuite vendre sur les marchés. Soit
ri(qi) le revenu maximal net que la division i peut obtenir de la quantité qi d’intrant.
Le centre ne connaît pas la fonction ri.P a rc o n t r e ,i lc o n n a î tl ec o û tC (Q) de produire
le vecteur d’intrants Q =( q1,q 2,...,q n) demandés par les divisions. L’entreprise (le





ri(qi) − C(Q) (7.1)
Vu que la fonction de revenu net ri(qi) n’est bien connue que de la division i,l ec e n t r e
doit déﬁnir un mécanisme pour inciter les directeurs de division à révéler leurs fonctions
ri, dans l’intérêt général de l’entreprise.
La procédure recherchée peut être envisagée comme suit. Le centre demande à
chaque division i de lui communiquer ri. Il faut cependant admettre que la divi-
sion i puisse tricher et transmettre une fonction mi 6= ri. Sur la base des mes-
sages m =( m1,...,m n), le centre détermine ensuite un programme de production
ˆ q(m)=( ˆ q1(m),...,ˆ qn(m)) et impose à chaque division i une charge gi(m). Le couple
(ˆ q,g), où g(m)=( g1(m),...,g n(m)), est un mécanisme.
Ce mécanisme doit faire en sorte que le programme de production choisi par le
centre maximise les proﬁts nets de l’entreprise sous l’hypothèse que les messages des
divisions sont véridiques. On déﬁnit donc :
ˆ q(m) = argmax
X
mi(qi) − C(q) (7.2)
Idéalement, la fonction g devrait être une règle de répartition des coûts, c’est-à-dire
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Aﬁn que les divisions aient intérêt à transmettre la bonne information au centre et que
la solution de (7.2) soit celle de (7.1), le mécanisme choisi par le centre doit satisfaire
à une contrainte incitative :
∀i, ∀m : ri(qi(ri,m −i)) − gi((ri,m −i)) ≥ ri(qi(m)) − gi(m)
où l’expression de gauche représente le proﬁt net de la division lorsqu’elle dit la vé-
rité (ri(qi)) et celle de droite le proﬁt net de la division pour un autre message mi.
Autrement dit, la vérité doit toujours donner un meilleur proﬁt que n’importe quelle
falsiﬁcation.
Un premier résultat important, dû à Green et Laﬀont (1977), veut qu’il n’existe pas
de mécanisme, comme celui envisagé plus haut, qui permette, pour toute fonction de
coût C et toutes fonctions de revenu ri, à la fois de couvrir exactement les coûts com-
muns du centre, de maximiser les proﬁts nets et de satisfaire aux contraintes incitatives
de toutes les divisions. Par contre, dans le présent contexte, il est possible d’obtenir des
mécanismes qui satisfont à deux des trois exigences, plus précisément la maximisation
des proﬁts nets et le respect des contraintes incitatives, mais qui ne permettent pas de
couvrir exactement les coûts communs du centre.6 Il s’agit des mécanismes de Groves,
dont il existe une classe importante. Nous présentons deux de ses membres dans les
deux prochaines sous-sections.
7.3.1 Un mécanisme de Groves
En plus de la solution ˆ q(m) du problème (7.2), considérons le programme de pro-
duction, ˆ q(m−i) qui maximise les proﬁt sl o r s q u el ep r o ﬁt et le message de la division i
sont ignorés :





On imagine facilement que ˆ qi(m−i)=0mais cela n’est pas essentiel à notre propos. Soit
Pi(m) le proﬁt total obtenu si tous les messages sont pris en compte pour déterminer
le programme de production même si le revenu net de la division i est ignoré par le
6Dans le cas spéciﬁque d’une entreprise, la condition d’équilibre est sans doute moins importante
que l’eﬃcacité.
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centre et soit Pi(m−i) le proﬁt total obtenu si le message et le revenu de la division i








mj(ˆ qj(m−i)) − C(ˆ q(m−i))
On déﬁnit ensuite g comme suit :
gi(m)=Pi(m−i) − Pi(m)
Notons que :







Le premier terme de cette expression (le terme en C) est le coût incrémental (ou
marginal, d’où le nom CM) de prendre en compte le message de la division i et le
deuxième est l’impact, sur le revenu net des autres divisions, de cette prise en compte.
La division i doit donc en quelque sorte payer pour l’externalité pécuniaire que sa
présence impose aux autres, en plus de son coût incrémental.
Le mécanisme (ˆ q,g) ainsi déﬁni, qu’on appellera CM, maximise les proﬁts de l’en-
treprise et satisfait à la contrainte incitative. C’est précisément le terme représentant
l’externalité qui assure le respect de la contrainte incitative.
Propriété incitative du mécanisme
Dans le choix de son message, un chef divisionnaire rationnel cherchera à résoudre :
max
mi






mj(ˆ qj(m)) − C(ˆ q(m)) + C(ˆ q(m−i))
Comme les termes
P
j6=i mj(ˆ qj(m−i)) et C(ˆ q(m−i)) ne dépendent pas de son message,
son problème est équivalent à :
max
mi
ri (ˆ qi(mi,m −i)) +
X
j6=i
mj(ˆ qj(m)) − C(ˆ q(m))
Le meilleur message est donc celui qui va conduire à une valeur de Q qui maximise
ri (qi)+
P
j6=i mj(qj)−C(Q). C o m m el ec h o i xd eQ est l’apanage du centre, le meilleur
message est manifestement ri, pour que le maximande du problème (7.2) résolu par le
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centre soit précisément ri (qi)+
P
j6=i mj(qj) − C(Q). Le raisonnement étant le même
pour tout i, on est assuré que les divisions vont rapporter leur véritable ri, ce qui va
permettre au centre de trouver le programme de production Q qui maximise le proﬁt
de l’entreprise
Pn
i=1 ri(qi) − C(Q).
La contrainte de participation ou de rationalité individuelle












rj(ˆ qj(r−i)) − C(ˆ q(r−i))
⎞
⎠
Comme ˆ qj(r−i) est une solution admissible du problème (7.1), il est clair que :
n X
j=1
rj(ˆ qj(r)) − C(ˆ q(r)) ≥
X
j6=i
rj(ˆ qj(r−i)) − C(ˆ q(r−i))
Autrement dit, le mécanisme MC procure un proﬁt non négatif à chaque division.
Dans la mesure où on a postulé fi (0) = 0, cela signiﬁe qu’il satisfait à la contrainte de
participation volontaire, qu’on va appeler «rationalité individuelle» dans la prochaine
sous-section.
La contrainte budgétaire
La somme des montants collectés par le centre sous ce mécanisme est donnée par :
n X
i=1













La première partie de cette expression est la somme des coûts incrémentaux des divi-
sions (les coûts de les prendre en compte une à une, en plus des autres). En présence
d’économies d’échelle, elle est au mieux égale à C (ˆ q(r)).7 Autrement, ce terme est
négatif. Les économies d’échelle entraînent également ˆ qj(r−i) ≤ ˆ qj(r). En eﬀet, la prise
en compte du message de la division i ne doit pas entraîner de diminution de la pro-
duction destinée aux autres divisions, dans la mesure où cette dernière est susceptible
de contribuer à abaisser les coûts moyens. Le deuxième terme des recettes totales du
centre ne peut donc être positif. En présence d’économies d’échelle, le centre ne peut
7L’égalité peut se produire uniquement si C est séparable entre les entités, c’est-à-dire si C est de
la forme C (Q)=
Pn
i=1 ci (qi), auquel cas C (Q) − C (Q−i)=ci (qi).
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donc pas espérer recouvrer tous ses coûts avec ce mécanisme. C’est ce qu’on vériﬁe
dans l’exemple qui suit.
Exemple 7.1 Il y a trois divisions et, pour chacune d’entre elles, qi ∈ {0,1}. En mots,
ou bien la division est fermée, au moins temporairement, ou bien elle opère à pleine
capacité. Cette dernière éventualité est représentée par qi =1 . Les revenus qui peuvent
être obtenus en gardant les diﬀérentes divisions en opération sont donnés par :
r1 (1) = 6,r 2 (1) = 8,r 3 (1) = 8
Ces revenus sont inconnus du centre. Ils sont évidemment nuls si la division est fermée.
Les coûts sont donnés par :8
C (1,0,0) = 3,C (0,1,0) = C (0,0,1) = 5,
C (1,1,0) = C (1,0,1) = 6,C (0,1,1) = 7,C (1,1,1) = 8
Si on utilise le mécanisme CM, on est assuré que les chefs des divisions vont rappor-
ter leurs vrais ri. On vériﬁe alors que la solution du problème (7.2) est ˆ q(r)=( 1 ,1,1).
En eﬀet, le revenu de chaque division est supérieur à son coût de faire cavalier seul, au
coût incrémental de l’ajouter à n’importe quelle autre division et au coût incrémental
de l’ajouter aux deux autres divisions. Pour ce qui est de la répartition des coûts, on
a:
P1(r)= r2 (1) + r3 (1) − C (1,1,1) = 8
P1(r−1)=r2 (1) + r3 (1) − C (0,1,1) = 9
g1(r)= P1(r−1) − P1(r)=1
De même, g2(r)=2et g3(r)=2 . Dans ce cas, les divisions ne se voient imputer
que leur coût incrémental. Comme on est dans un contexte d’économies d’échelle, les
charges gi (r) ne sont pas suﬃsantes pour couvrir les coûts totaux, qui sont égaux à
8. On maximise les proﬁts mais, avec ce mécanisme, le centre n’arrive pas à répartir
entièrement les coûts totaux. Le prix à payer pour amener les divisions à révéler leurs
8On peut voir également le problème comme un jeu coopératif, un jeu d’accès, où il s’agit de
déterminer quel sous-ensemble de divisions garder en opération. Les coûts pourraient donc s’exprimer
sous la forme d’une fonction c déﬁnie sur les sous-ensembles de coalitions possibles :
c({1})=3 ,c ({2})=c({3})=5 ,c ({1,2})=c({1,3})=6 ,c ({2,3})=7 ,c ({1,2,3})=8
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véritables ri, tout en maximisant le proﬁt, est l’absence d’équilibre budgétaire. Cepen-
dant, avec un autre mécanisme, le centre pourrait ne pas avoir à subir de déﬁcit. C’est
ce qu’on verra dans la prochaine sous-section.
Avec le dernier exemple, on rejoint la proposition 3 de Moulin et Shenker (2001).
Ces derniers ont précisément étudié le problème où des agents peuvent être servis ou
non (qi ∈ {0,1}) et où ils doivent révéler l’utilité d’être servi. Selon cette proposition,
le mécanisme CM est le seul, dans ce contexte, à satisfaire à la contrainte de partici-
pation volontaire, en plus des contraintes incitatives et de la maximisation du proﬁt.
Dans l’exemple précédent, les divisions ne payaient que leur coût incrémental. Mou-
lin et Shenker aﬃrme que si les agents sont petits par rapport à l’ensemble N, c’est
précisément ce qui arrive.9
Ceci nous amène à une autre question. Supposons que l’entreprise tienne à l’équi-
libre budgétaire, quitte à ne pas maximiser le proﬁt global. Toutefois, elle voudrait
évidemment réaliser l’équilibre budgétaire, tout en minimisant la perte de proﬁt. Mou-
lin et Shenker ont aussi étudié cette question. Leur réponse est fort intéressante. On
a vu dans le chapitre 3 que la règle Shapley-Shubik satisfait à la monotonie croisée
négative (MCN) en présence d’économies d’échelle. Cela signiﬁe que la contribution
exigée d’un agent n’augmente pas, suite à l’augmentation de la demande de la part
d’un autre agent. Dans le présent contexte, cette propriété implique que la contribu-
tion exigée d’un agent ne va pas augmenter à mesure que le nombre d’agents servis
augmente. Or, Moulin et Shenker montre dans leur proposition 2 que, parmi toutes les
méthodes qui satisfont à cette dernière propriété, celle de Shapley-Shubik donne la plus
petite perte de proﬁt.10
7.3.2 Le mécanisme de Clarke
Si l’entreprise tient à la maximisation du proﬁt, elle doit, comme on l’a vu, sacriﬁer
l’équilibre budgétaire mais elle n’a pas pour autant à subir de déﬁcit. Nous présentons
m a i n t e n a n tu na u t r em e m b r ed el ac l a s s ed e sm é c a n i s m ed eG r o v e sq u iv al u ip e r -
mettre de réaliser ces objectifs. Il s’agit du mécanisme de Clarke (1971) ou mécanisme
«pivot». Il est très semblable en esprit au mécanisme CM mais diﬀérent en substance.
Ce mécanisme ne garantit cependant pas la participation volontaire, ce qui, dans le
cadre d’une entreprise, n’est sans doute pas un problème grave.
9Ils ont d’ailleurs donné le nom de «marginal cost pricing mechanism» à ce mécanisme pour cette
raison, ce qui nous a incité à adopter le nom CM.
10Ils parlent plutôt de perte d’eﬃcacité parce que le fait d’être servi apporte une utilité plutôt qu’un
revenu. Formellement, cela ne fait pas de diﬀérence.
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Pour arriver au mécanisme de Clarke, on déﬁnit les fonctions ˆ q(m−i),P i(m),P i(m−i)
et gi(m) comme suit :

























C(ˆ q(m)) + Pi(m−i) − Pi(m)
La déﬁnition de ˆ q(m) reste la même. Comme, par déﬁnition, ˆ qj(m) ne peut être une
meilleure solution que ˆ qj(m−i) au problème (7.3), on a Pi(m−i) ≥ Pi(m). Avec ce
mécanisme, le centre est donc assuré de couvrir tous ses coûts. Au départ, chaque
division i doit en eﬀet payer
1
n
C(ˆ q(m)), auquel s’ajoute la contribution Pi(m−i)−Pi(m)
s’il s’avère que la division fait changer le programme de production, c’est-à-dire si
ˆ qj(m) 6=ˆ qj(m−i).
On vériﬁe que la sincérité continue à être une stratégie dominante. Le problème de
la division i devient :
max
mi



















j6=i mj(ˆ qj(m−i)) et C(ˆ q(m−i)) ne dépendent pas de son message,
ce problème est équivalent à :
max
mi
ri (ˆ qi(mi,m −i)) +
X
j6=i
mj(ˆ qj(m)) − C(ˆ q(m))
le même qu’avec le mécanisme CM. La stratégie dominante demeure donc mi = qi
pour toute division.
Exemple 7.2 Reprenons l’exemple de la sous-section 7.3.1. Le mécanisme de Clarke
donne maintenant :
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=4 . La somme de ces contributions donne
34
3
> 8. L ec e n t r ef a i td o n cu np r o ﬁtd e
10
3
. Les divisions 2 et 3 font également un




Il ne faut pas en conclure que la participation sera assurée dans tous les cas. Il est
en eﬀet facile d’imaginer des situations où il y aura au moins une division pour laquelle
ri (ˆ qi(r)) <
1
n
C(Q). Cela se produira, entre autres, si ˆ qi(r)=0 .
7.3.3 La manipulation en coalition
Avec les mécanismes de Groves, toute division fait toujours mieux ou au moins aussi
bien en révélant sa véritable fonction ri. Autrement dit, ces mécanismes sont à l’abri
de la manipulation individuelle. Par contre, ils ne sont pas immuns à la manipulation
en coalition. Il peut arriver en eﬀet qu’un sous-ensemble de divisions ait intérêt à se
c o n c e r t e rp o u rf a l s i ﬁer leurs messages de façon avantageuse. On peut voir que c’est le
cas du mécanisme CM avec l’exemple suivant. On a trois divisions avec une fonction
de coût symétrique :
C (1,0,0) = C (0,1,0) = C (0,0,1) = 3,
C (1,1,0) = C (1,0,1) = C (0,1,1) = 5,C (1,1,1) = 6
Comme précédemment, qi ∈ {0,1} et :
r1 (1) = 4,r 2 (1) = r3 (1) = 1.2
On vériﬁe facilement que le programme optimal comporte une production totale pro-
venant uniquement de la division 1 (ˆ q(r)=( 1 ,0,0)). Selon le mécanisme CM, cette
division doit défrayer le coût total, soit g1 =3 . Comme les divisions 2 et 3 ne produisent
pas, leurs contributions sont évidemment nulles.
Par contre, les divisions 2 et 3 pourraient se concerter et annoncer des revenus
r0
2 (1) = r0
3 (1) = 4. Alors le mécanisme CM donnerait ˆ q(r1,r0
2,r0
3)=( 1 ,1,1) comme
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solution optimale et des allocations de coûts g1 =1 ,g 2 =1 ,g 3 =1 . Avec ces paie-
ments, les divisions 2 et 3 se retrouvent gagnantes, car chacune voit ainsi son proﬁt
passer de 0 à 0.2.11 De même, la division 1 voit son proﬁt augmenter de 2 unités. Par
contre, le centre doit encourir le coût des trois unités et voit, ex post, le proﬁt total de
l’entreprise passer de 1 unité à 0.4 unité.
On voit donc qu’il peut être possible, en faisant coalition avec d’autres, d’améliorer
sa position en ne dévoilant pas sa vraie fonction de revenu. La concertation est cepen-
dant primordiale. Par exemple, si la division 2 rapporte correctement sa fonction de
revenu mais que la division 3 continue à rapporter la fausse information (r0
2 (1) = 1.2
et r0
3 (1) = 4), alors le mécanisme CM donne g1 =1 .8, g2 =1 , g3 =1 .8 et ainsi la
division 3 fait maintenant un déﬁcit de 0.6 (1.2-1.8=-0.6). Elle n’a donc pas intérêt à
mentir seule et à forcer le centre à laisser produire.
Crémer (1996) réagit au problème de manipulation en coalition en proposant un
m é c a n i s m ed eG r o v e su np e ud i ﬀérent et immun aux coalitions de deux joueurs. Par
contre, il ne peut contrer les coalitions de trois joueurs ou plus. En fait, il démontre
qu’il est impossible de concevoir un mécanisme de Groves qui soit immun à la ma-
nipulation quelle que soit la coalition. Par contre, une coalition de trois joueurs ou
plus est elle-même soumise au problème de manipulation par une sous-coalition qui
pourrait se former au sein même de la coalition. Ainsi les coalitions de trois joueurs
ou plus seraient instables. Il en résulte une nouvelle déﬁnition, celle des mécanismes
indirectement robustes à la manipulation en coalition.
Ces mécanismes sont immuns aux coalitions de deux joueurs mais permettent des
coalitions de plus de deux joueurs qui, par contre, ne sont pas à l’abri de la manipulation
par leurs propres sous-coalitions. Le mécanisme de Groves que Crémer a instauré est
indirectement robuste à la manipulation en coalition. Par contre, ce mécanisme viole
une propriété importante, soit celle de l’anonymat, c’est-à-dire du traitement identique
des divisions, sans égard à leur identité. Crémer soutient que la violation de la condition
d’anonymat est essentielle pour immuniser le mécanisme aux coalitions de deux joueurs.
S’il est impossible de trouver un mécanisme qui satisfait de façon générale aux trois
exigences que sont la couverture des coûts communs, la maximisation des proﬁts et le
11En modiﬁant légèrement la fonction de coût pour C (1,1,0) = C (1,0,1) = C (0,1,1) =
C (1,1,1) = 6, o np e u tv o i rq u el em é c a n i s m ed eC l a r k ep e u té g a l e m e n tê t r em a n i p u l ép a rl am ê m e
coalition. Avec la fonction de coût ainsi modiﬁé e ,l em é c a n i s m ed eC l a r k ed o n n eg1 =3et g2 = g3 =1
lorsque tous les responsables de division sont sincères. Par contre, si les divisions 2 et 3 envoient les
message r
0
2 (1) = r
0
3 (1) = 4, on obtient g1 = g2 = g3 =2 . Chacune des divisions 2 et 3 fait maintenant
un proﬁtd e1.2 − 2=−0.8 > −1. Les deux divisions font encore une perte mais moins élevée que si
elles disent la vérité.
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respect de la contrainte incitative, cela devient possible dans certains cas particuliers,
comme ceux qui sont présentés dans la prochaine section.
7.4 Mécanismes incitatifs, équilibrés et eﬃcaces
Comme on l’a vu dans le chapitre 2, le coût C (q) de satisfaire à un vecteur de
demandes q doit s’entendre comme le coût du projet qui permet de répondre aux
besoins exprimés de la manière la moins coûteuse possible. De façon précise, si on
désigne par α(q) un projet capable de répondre à la demande q et par A(q) l’ensemble
de tous ces projets, la fonction C est déﬁnie par :
C (q)= m i n
α(q)∈A(q)
c(α(q))
Schmeidler et Tauman (1994) ont étudié un problème de cette nature qui pose celui de
la révélation des demandes de la part des divisions d’une entreprise. De façon précise,
le problème comporte les éléments suivants.
— N = {1,2,..,i,..,n} est l’ensemble des divisions de l’entreprise.
— Chaque division i peut produire toute quantité qi ≥ 0 àu nc o û tfi(qi). La fonction
fi e s tc o n t i n u ee tp e u tc o m p r e n d r eu nc o û tﬁxe.12
— L’entreprise (le centre) peut produire un vecteur (q1,...,q n) àu nc o û tf0(q1,...,q n),
qui peut également comprendre un coût ﬁxe.13
— Le centre peut également laisser à chaque division le soin de produire une quantité
δi ≤ qi de sa propre demande et se garder le résidu. Le coût total d’un vecteur de
demandes (q1,...,q n), si le vecteur δ(q)=( δ1(q),...,δn(q)) est laissé aux divisions
respectives, est donc f0(q − δ)+
Pn
i=1 fi(δi).
Le problème de l’entreprise est alors de trouver le coût minimal C (q) de produire
un vecteur de demandes q, c’est-à-dire de résoudre le problème :






Dénotons par ˆ δ(q) la solution de ce problème, de sorte que :




12À strictement parler, ils postulent fi (0) = 0 mais ils admettent γ > 0 où γ =l i m qi→0 fi (qi).
Selon la terminologie de Varian (1997), γ est un coût quasi-ﬁxe.
13La fonction f0 peut inclure une composante “transport” pour tenir compte de la réalité géogra-
phique du centre par rapport à ses divisions.
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À noter que la quantité optimale ˆ δi (q) que la division i devra produire elle-même
dépend cependant du vecteur q au complet, c’est-à-dire des demandes de toutes les
divisions.
Ce problème est facile à résoudre en information parfaite, autrement dit si le centre
connaît q et les fonctions fi. Par contre, si les demandes qi des divisions est une informa-
tion privée que seules les divisions détiennent, le centre devra recourir à un mécanisme
de révélation pour solutionner le problème de minimisation des coûts. Supposons que
le problème d’information privée se pose comme suit :
— Chaque division i ∈ N est la seule à connaître sa demande locale qi qui doit être
entièrement couverte.
— Chaque division i connaît également sa fonction de coût fi, la fonction du centre
f0 et la sélection éventuelle d’un ˆ δi(q) par le centre.
— Le centre connaît la fonction de coût f0 et celles des divisions fi,p o u rt o u ti ∈ N.
Tout comme dans la section précédente, le centre doit déﬁnir un mécanisme de
révélation qui va inciter les responsables des divisions à révéler leur demande véritable
et ainsi permettre au centre de minimiser les coûts totaux de satisfaire à ces demandes.
Schmeidler et Tauman ont imaginé un mécanisme dans lequel chaque division i envoie
un message mi au centre aﬁn de le renseigner sur sa demande. En réponse à ces n
messages, le centre détermine la partie ˆ δi (m) que chaque division i produira elle-
même, se réservant la diﬀérence m − ˆ δ (m). La fonction ˆ δ est la solution du problème
(7.4) dans lequel m remplace q :






La déﬁnition du mécanisme est ensuite complétée par la spéciﬁcation des fonctions ti
qui donnent les parts des coûts encourus par le centre qui doivent être supportées par
les divisions. Formellement, un mécanisme est déﬁni par le couple (ˆ δ,t). On veut que
le mécanisme de révélation soit satisfaisant, en réunissant les propriétés suivantes :
1. Chaque division i doit être incitée à révéler sa véritable demande, c’est-à-dire à
choisir mi = qi comme message. C’est ce qu’on appelle la contrainte incitative
(IC). Si une division ne peut espérer un gain supérieur en envoyant un message
mi 6= qi, alors il est réaliste pour le centre de prévoir que les divisions vont envoyer
le vecteur de messages (q1,...,q n). Le respect de (IC) repose sur la déﬁnition des
fonctions ti.
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2. On doit minimiser les coûts. Cet objectif sera réalisé avec la fonction ˆ δ déﬁnie
plus haut, pour autant que la contrainte incitative soit respectée par toutes les
divisions.
3. On veut s’assurer de la loyauté de chaque division, en faisant en sorte qu’elle n’a
pas intérêt à faire cavalier seul. C’est ce qu’on appelle la contrainte de participa-
tion volontaire ou de rationalité individuelle (IR).
4. On souhaite que le vecteur de fonctions t =( t1,...,t n) permette de couvrir exac-
tement les charges du centre :
Pn
i=1 ti(m)=f0(m−ˆ δ(m)). On dit alors que t est
une méthode de répartition des coûts.
On peut caractériser les mécanismes satisfaisants comme suit. Soit t une méthode
de répartition des coûts et un vecteur de demandes quelconque q. Imaginons qu’une
division i envoie un message mi 6= qi, alors que les autres divisions répondent honnê-
tement. Appelons ¯ q le vecteur de messages que reçoit alors le centre, qui va produire
¯ q −ˆ δ (¯ q). En particulier, il va produire mi −ˆ δi(¯ q) pour la division i. Cette dernière de-
vra donc produire la diﬀérence entre ses véritables besoins et ce que produit le centre,
c’est-à-dire qi − mi + ˆ δi(¯ q), si cette quantité est positive. Autrement elle n’a rien à
produire. Formellement elle doit produire ¯ z =m a x {0,q i − mi + ˆ δi(¯ q)} pour un coût
ti(¯ q)+fi(¯ z).14 Avec un message véridique mi = qi,s o nc o û ts e r a i tti(q)+fi(ˆ δi(q)). On
peut alors aﬃrmer qu’un mécanisme de révélation (ˆ δ,t) e s ts a t i s f a i s a n ts ie ts e u l e m e n t
si, pour toute division i, toute demande q et n’importe quelle déviation mi 6= qi de la
part de cette division, on a :
i) ti(q)+fi(ˆ δi(q)) ≤ ti(¯ q)+fi(¯ z) (IC)
ii) ti(q)+fi(ˆ δi(q)) ≤ fi(qi) (IR)
En vertu de ce résultat, il est suﬃsant de vériﬁer les contraintes incitatives (IC)
et de rationalité individuelle (IR) pour qualiﬁer un mécanisme (ˆ δ,t) de satisfaisant.
Malheureusement, comme le montrent Schmeidler et Tauman (1994), il n’existe pas de
mécanisme satisfaisant dans un contexte aussi général que celui qui vient d’être déﬁni.
Cependant, ils montrent qu’il existe un tel mécanisme dans trois cas spéciﬁques de
fonctions de coût :
— celui où les fonctions de coût des divisions fi sont linéaires, peu importe la forme
de f0,
— celui où ces fonctions sont sous-additives ,
14On fait l’hypothèse que l’on peut disposer de toute production excédentaire sans coût supplémen-
taire.
CIRANO 2006 285Chapitre 7. Partage des coûts dans l’entreprise et incitations
— celui où les divisions ont des capacités de production limités qui se traduisent
par un coût très élevé au delà d’un certain niveau de production.
Trois sous-sections sont consacrées à ces trois cas.
7.4.1 Fonctions de coût linéaires
Considérons un vecteur (λ1,...,λn) ≥ 0 tel que
Pn
i=1 λi =1et déﬁnissons, pour
chaque i et tout vecteur de messages m =( m1,...,m n), les fonctions tλ
i par :
tλ















fi(δi(m)) = f0(m − δ(m))
La fonction tλ déﬁnit donc une méthode de répartition de coûts. Selon cette fonction,
chaque division i paie à l’entreprise l’épargne directe (brute) qu’elle réalise grâce à
la coopération mais reçoit en retour une partie λi de l’épargne globale réalisée par
l’ensemble des divisions.
Supposons maintenant que les fonctions fi sont linéaires, c’est-à-dire de la forme
fi (qi)=aiqi où ai est un nombre réel positif. Schmeidler et Tauman (1994, théorème
1) montrent que, si les fonctions de coût fi sont linéaires, alors le mécanisme de
révélation (ˆ δ,t λ) est satisfaisant pour tout vecteur (λ1,...,λn) tel que
Pn
i=1 λi =1 , et
ce peu importe la fonction f0. Aﬁn d’illustrer ce résultat, prenons un exemple inspiré
de ces auteurs. On a une entreprise avec deux divisions qui doivent satisfaire à une
demande donnée q =( 5 ,96), exogène et inconnue du centre. Les fonctions de coût sont





0 si y1 = y2 =0
600 + (2y1 + y2) si 0 <y 1 + y2 ≤ 100
600 + (8y1 +7 y2) si 100 <y 1 + y2
f1 (y1)=6 .0 y1
f2 (y2)=8 .1 y2
On vériﬁe facilement que la solution ˆ δ(q) du problème (7.4) donne ˆ δ(5,96) = (1,0)
et C(5,96) = 710. Malgré le coût quasi-ﬁxe de 600 au niveau central, il est en eﬀet
plus économique d’y produire toute la demande de la division 2 et une partie de la
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demande de la division 1 parce que les coûts marginaux sont moins élevés au niveau
central. Par contre, on n’a pas intérêt à produire plus de 100 unités au niveau central
parce que le coût marginal du bien 1 devient alors plus élevé que celui de la division 1.
Comme les fonctions de coût des divisions sont linéaires, il est possible de déﬁnir une
fonction de répartition des coûts incitative et individuellement rationnelle. Prenons un
vecteur (λ1,λ2) ≥ 0 tel que λ1 +λ2 =1 . Alors, la fonction tλ déﬁn i ep a r( 7 . 6 )s a t i s f a i t
les contraintes (IC) et (IR). Appliquée à la demande q =( 5 ,96), elle donne :
tλ
1(5,96) = (6 × 5 − 6 × 1) − λ1[(6 × 5+8 .1 × 96) − 710] = 24 − λ1[97.60]
tλ
2(5,96) = 777.6 − λ2[97.60]
Ainsi, avec λ1 = 1
6 et λ2 = 5
6,15 on obtient : tλ
1(5,96) = 7.73 et tλ
2(5,96) = 696.26.P o u r
la division 1, on doit ajouter le coût de sa production locale à sa contribution aux
coûts ﬁxes, soit une unité produite à un coût de 6. Donc, la division 1 devra payer un
montant total de 13.73. Le résultat est individuellement rationnel car la contribution
demandée à chacune des divisions est inférieure à son coût de faire cavalier seul, qui
est de 30 pour la division 1 et de 777.60 pour la division 2. Cette répartition satisfait
aussi à la contrainte incitative.
Supposons maintenant que la division 2 rapporte au centre une fausse demande,
par exemple 94 au lieu de 96, la division 1 rapportant sa vraie demande. Le centre va
recevoir les messages m =( 5 ,94) et va minimiser ses coûts selon cette demande. La
solution du problème (7.4) ne change pas mais elle donne maintenant ˆ δ(5,94) = (0,0),





, elle donne tλ
1(5,94) = 15.43 et tλ
2(5,94) = 688.56.L a
division 2 doit cependant produire les deux unités qu’elle n’a pas déclaré, à un coût de
16.20, pour un coût total de 704.46. Ce coût est supérieur à celui qui aurait été le sien
si elle avait rapporté sa vraie demande.
Par contre, le problème de déterminer la juste part λi de chacune des divisions
demeure entier. À première vue, on semble retomber sur le même dilemme qu’avec
les règles de proportionnalité développées précédemment. Par contre, il est utile de
rappeler que le problème étudié ici est un cas particulier du problème de partage des
coûts, lié au problème des incitations dans une une entreprise où l’information est
incomplète. Par ailleurs, la méthode tλ satisfait à la monotonie forte, quel que soit λ.
Ainsi, on se retrouve en meilleure posture qu’avec les méthodes proportionnelles.
15Il s’agit du λ déﬁni par λi =
qi Pn
j=1 qj
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D’ailleurs, Schmeidler et Tauman montrent que, si on utilisait la répartition propor-
tionnelle aux coûts marginaux16 dans l’exemple précédent, il serait alors proﬁtable pour
la division 2 de rapporter faussement une demande de 94 unités. Donc, la méthode de
répartition proportionnelle au coût marginal ne satisfait pas à la contrainte incitative.
On peut sans doute en dire autant des autres méthodes de répartition proportionnelle.
7.4.2 Fonctions de coût sous-additives
On vient de voir que, sous l’hypothèse de rendement d’échelle constant dans les
divisions, on peut utiliser la méthode de répartition tλ de façon incitative. Cependant,
la coopération (entre divisions par exemple) se produit souvent lorsque les fonctions de
coût sont convexes (rendement d’échelle décroissant). Malheureusement, il est impos-
sible de trouver une méthode de répartition des coûts communs qui soit satisfaisante
pour toutes les fonctions fi convexes même si la technologie du centre est à rendement
croissant ou décroissant. Par contre, on peut montrer que la méthode de répartition tλ
i
est satisfaisante lorsque les fonctions de coût locales sont sous-additives17 (ce qui inclut
certaines fonctions convexes et toutes les fonctions concaves), que la fonction de coût
total est concave et que la politique optimale consiste à produire toute la demande de
chaque division au niveau central ou dans la division elle-même
³
ˆ δi(q) ∈ {0,q i}
´
.
De façon plus précise, supposons que les demandes (véridiques et annoncées) soient
majorées par a ≤∞et déﬁnissons A = {q ∈ Rn | qi ≤ a, ∀i ∈ N}.S c h m e i d l e re t
Tauman (1994, théorème 2) montrent que, si fi est sous-additive sur [0,a] pour toute
division i et si ˆ δi(q) ∈ {0,q i} quel que soit q ∈ A, alors le mécanisme de révélation
(ˆ δ,t λ) est satisfaisant.
À titre d’exemple, considérons les fonctions de coût :
f0 (y1,y 2)=
(
0 si y1 = y2 =0
12 + (y1 + y2)0.3 si y1 + y2 > 0
fi (yi)=2 y0.5
i ,i =1 ,2
16Cette méthode à été présentée dans le chapitre 2 et on en a étudié les propriétés dans le chapitre
















q − ˆ δ(q)
´
17Une fonction f : A → R est dite sous-additive sur le domaine A si, pour x1,x 2,x 1 + x2 ∈ A,o na
f(x1 + x2) ≤ f(x1)+f(x2). Une telle condition traduit une forme réduite d’économie d’échelle.
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Ces fonctions sont concaves. De plus, le coût marginal au niveau central devient ra-
pidement plus faible qu’au niveau local. Étant donné le coût quasi-ﬁxe de 12, il peut
être avantageux de laisser les divisions satisfaire à leurs besoins respectifs. Pour une de-
mande globale suﬃsamment élevée, il sera plus avantageux de concentrer la production
au niveau central, pour bénéﬁcier du coût marginal plus faible. Par exemple, si q2 =0 ,
la production de la demande de la division 1 devrait être laissée à la division ou conﬁée
au centre selon que q1 est inférieur ou supérieur à 59.3189. Comme le coût marginal
de la division 2 est inﬁni pour q2 =0 , il serait avantageux de conﬁer la production
de toute demande positive de la division 2 au centre, dès lors que la demande de la
division 1 y est traitée. Toute augmentation de la demande de la division 2 abaisserait
d’autant le seuil critique de q1. Sous ces conditions, le mécanisme de révélation (ˆ δ,t λ)
est satisfaisant.
7.4.3 Fonctions de coût avec contraintes de capacité locales
Supposons maintenant que les divisions aient des capacités de production limitées
qui se manifestent par un saut dans leurs fonctions de coût au point où cette capacité
est atteinte. Par exemple, une division i peut produire avec ses équipements existants
jusqu’à un point ki. Au delà, elle doit démarrer ou louer une nouvelle machine à un
certain coût (quasi-ﬁxe). La fonction de coût de cette division va donc présenter une
discontinuité au point ki, en plus de celle déjà admise au point 0.
Voici un exemple d’une telle fonction. Soit a>k>0 et une même fonction fi pour
toutes les divisions déﬁnie par :
fi (yi)=
(
yi si 0 ≤ yi ≤ k
k +2 ( yi − k)+c si k<y i ≤ a
(7.7)
Selon cette fonction, pour produire au delà de k, il faut recourir à de nouveaux
équipements qui coûtent c, avant même qu’on commence à les utiliser. Selon la fonction
f0, il sera peut-être plus économique de laisser la production en excédent de k au centre.












où la composante 2
Pn
i=1 yi peut être interprétée comme le coût de transport et l’autre
le coût de production proprement dit. Si c>a−k, on peut montrer que ˆ δi ne dépend
que de yi et que ˆ δi (yi)=m i n{yi,k}. Autrement dit, il est plus économique de produire
localement toute quantité jusqu’à k et de conﬁer l’excédent au centre.
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Schmeidler et Tauman (1994, théorème 3) montrent que, dans un tel contexte et,
en particulier, quand ˆ δi ne dépend que de yi, il existe un mécanisme satisfaisant. Ce




où tϕ est déﬁni comme suit.
Soit < un ordre sur N, c’est-à-dire une permutation de éléments de N, et <i l’en-
semble des agents qui précédent i dans <. On a également est une fonction de pro-
babilité ϕ sur l’ensemble des n! permutations de N. Par exemple, si tous les ordres
sont équiprobables, on a ϕ(<)=1 /n!. Rappelons (chapitre 2) qu’étant donné un sous-
ensemble S ⊂ N et un vecteur de demande q, le terme qS désigne le vecteur obtenu de
q en annulant toutes les composantes qi telles que i/ ∈ S. La fonction de transfert tϕ






ϕ(<)[C(m<i∪{i}) − C(m<i)] − fi(ˆ δi(m))
Le terme C(m<i∪{i})−C(m<i) e s tl ec o û ti n c r é m e n t a l ,a un i v e a ud el ’ e n t r e p r i s e ,d ’ aj o u -
ter la division i àl ac o a l i t i o n<i. Le premier terme de cette fonction est donc l’espérance
mathématique ou la moyenne pondérée de ces coûts incrémentaux, en supposant que
l’ordre dans lequel la division i se joint à d’autres est tiré au hasard selon la fonction
de probabilité ϕ. En particulier, si ϕ(<)=1 /n! pour toute permutation <, ce premier
terme est la valeur de Shapley. Autrement dit, dans ce cas, appliquer ce mécanisme
implique la répartition des coûts totaux de l’entreprise selon la règle Shapley-Shubik.
Dans la déﬁnition de t
ϕ
i , on retranche fi(ˆ δi(m)) de la contribution de la division i
puisqu’elle supportera directement ce coût.
À titre d’exemple, considérons le cas où n =3 . La première rangée du tableau qui
suit donne les six permutations < des éléments de N, la deuxième les sous-ensembles
<1 et la troisième les sous-ensembles <1 ∪ {1} :
< {1,2,3} {1,3,2} {2,1,3} {2,3,1} {3,1,2} {3,2,1}
<1 ∅ ∅ {2} {2,3} {3} {3,2}
<1 ∪ {1} {1} {1} {1,2} {1,2,3} {1,3} {1,2,3}
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6[c({1}) − c({0})] (cas {1,2,3})
+1
6[c({1}) − c({0})] (cas {1,3,2})
+1
6[c({1,2}) − c({2})] (cas {2,1,3})
+1
6[c({1,2,3}) − c({2,3})] (cas {2,3,1})
+1
6[c({1,3}) − c({3})] (cas {3,1,2})
+1
6[c({1,2,3}) − c({3,2})] (cas {3,2,1})
−f1(ˆ δ1(m1)












Mis à part le terme −f1(ˆ δ1(m1)), c’est précisément la formule à laquelle on est
arrivé dans le chapitre 2 quand on a dérivé la règle Shapley-Shubik. À ce titre, ce
mécanisme est intéressant puisqu’on retrouve la propriété de monotonie forte discutée
à la section 7.2 et si importante pour éviter les incitations perverses. Ce mécanisme
est donc de nature à inciter les divisions à l’innovation et à la réduction des coûts.
Pour compléter cet exemple, supposons que les fonctions de coûts sont données
par (7.7) et (7.8) avec k =2 0 , a =4 0 , c =1 0et que la demande véridique soit q =
(30,30,30).L as o l u t i o nˆ δ du problème (7.4) donne alors18 ˆ δ(30,30,30) = (20,20,20) et,
c o m m ec o û tt o t a lm i n i m a l ,C(q)=f0(q−ˆ δ(q))+
Pn
i=1 fi(ˆ δi(q)) = 63.43+60 = 123.43.
La réparation des coûts donne t
ϕ
i (q)=2 1 .1447, pour tout i, soit un tiers du coût total
du centre. C’est un résultat qui s’explique par le fait que les trois divisions demandent
un même bien privé homogène. C’est la somme des quantités produites pour les trois
divisions qui entre dans la fonction f0.
En terminant, il est important de souligner trois points. Premièrement, si les fonc-
tions de coût des divisions sont linéaires, alors on ne peut utiliser la méthode de répar-
tition des coûts t
ϕ
i qui vient d’être déﬁnie car elle violerait la contrainte incitative. La
18À noter que si le vecteur de demande véridique était q =( 9 ,9,9), on aurait alors δ(q1,q 2,q 3)=
(9,9,9). On est donc vraiment en présence d’une fonction de coût telle que δi (q)=m i n {qi,P),c ’ e s t -
à-dire qui ne dépend que de qi.
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discontinuité à un point ki > 0 est importante dans le dernier résultat de Schmeidler
et Tauman. Deuxièmement, si ˆ δi ne dépend que de qi a l o r sl em é c a n i s m ed é ﬁni à la
sous-section 7.4.1 n’est pas nécessairement satisfaisant.
Finalement, dans cette section, on a vu certains cas où l’on peut trouver un mé-
canisme de révélation qui satisfait aux trois contraintes d’eﬃcacité, d’incitation et de
rationalité individuelle. Il est certain qu’il est souhaitable pour l’entreprise d’être en
mesure de mettre en place un tel mécanisme. Par contre, dans le cas spéciﬁque des
incitations à la réduction des coûts dans la ﬁrme, il est certes plus important de maxi-
miser les gains plutôt que de s’assurer que le mécanisme couvre les coûts. La recherche
d’un mécanisme équilibré est moins importante lorsqu’existe une instance capable de
ﬁnancer le déﬁcit. Cela n’est pas le cas dans un contexte de coopération entre ﬁrmes
où il est important de couvrir les coûts, car on peut penser qu’aucune des ﬁrmes n’est
évidemment prête à assumer le déﬁcit potentiel.
7.5 Conclusion
Nous avons vu que les problèmes relatifs au caractère incitatif des mécanismes
de partage de coûts se présentent sous diverses formes. Il est ainsi diﬃcile de traiter
l’ensemble de ces problèmes de manière intégrée et complète sans avoir recours à un
formalisme analytique avancé. Nous avons préféré considérer de manière explicite trois
cas particulièrement importants décrits dans l’introduction. La présentation rigoureuse
quoique succincte de ces trois cas nous a permis d’illustrer non seulement les diﬃcultés
que pose notre approche au partage des coûts mais aussi tout son potentiel.
Aﬁn de choisir la bonne taille d’une infrastructure et d’économiser autant que
possible sur les coûts d’investissement, il faut en général au responsable (le Centre dans
le langage de ce chapitre) certaines informations qui lui sont typiquement inconnues et
pour lesquelles il doit s’en remettre à des agents ou partenaires qui voudront utiliser
leurs informations privilégiées de manière stratégique. Ces problèmes sont endémiques
à toute société, toute alliance, tout partenariat et toute entreprise publique ou privée.
Malgré leur importance, ils sont souvent totalement escamotés dans la pratique. Cela
s’explique en partie par le niveau de diﬃculté de l’analyse des incitations, dans le cadre
du partage des coûts entre autres. En eﬀet, l’analyse des incitations dans des contextes
d’information incomplète est un des domaines les plus exigeants en science économique.
Le niveau de formalisme de ce chapitre, qui était inévitable, en a donné un aperçu.
Malgré les diﬃcultés, il y a des solutions ou du moins des approches méthodo-
logiques pour obtenir des solutions parfois souvent imparfaites mais du moins trans-
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parentes et éclairantes. Nous avons montré qu’il est possible de tenir compte de ces
contraintes d’incitation dans la détermination ou le choix d’une règle de partage des
coûts et nous avons indiqué la marche à suivre dans certains cas particulièrement
importants.
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7.A Annexe : incompatibilité entre monotonie en coali-
tion et test du coeur
Considérons la fonction de coût c déﬁnie sur N = {1,2,3,4,5} telle que les coûts





et, pour toute autre coalition S, par le coût minimal des coalitions ci-dessus qui
contiennent S,p a re x e m p l ec({1,2})=min{c({1,2,3}),c ({1,2,4,5}),c ({1,2,3,4,5})}=
min{3,12,12} =3 .S il af o r m u l ex de partage des coûts communs est dans le coeur,
alors x(S) ≤ c(S) pour tout S et en particulier pour les 5 premières coalitions ci-dessus
dans lesquelles chaque entité de N apparaît 3 fois. En faisant la somme de ces condi-
tions pour les 5 coalitions en question, on obtient ainsi 3x(N) ≤ 36.O r ,x(N)=1 2et
donc chacune des conditions x(S) ≤ c(S) pour les 5 coalitions ci-dessus doit en fait être
serrée : x(S)=c(S). L’unique solution de ce système d’équations est x =( 3 ,0,0,6,3).
Ce point forme le coeur du jeu à lui seul.
Considérons maintenant une autre fonction de coût identique à la première sauf que
c({1,2,4,5})=9et c({1,2,3,4,5})=1 1 . Le coeur ne contient alors que la solution
x =( 0 ,1,2,7,1).A i n s i ,x2 et x4 ont tous deux augmenté alors qu’aucune des coalitions
comprenant les entités 2 et 4 n’ont vu leurs coûts communs augmenter et que certaines
d’entre elles ont vu leurs coûts diminuer.
Prenons maintenant une méthode de répartition de coûts quelconque qui donne
toujours une répartition du coeur. Appliquée aux deux exemples qui précèdent, cette
m é t h o d ev ad o n cd o n n e rl e srépartitions uniques qu’on a trouvées. La méthode en
question n’est donc pas monotone en coalition.L ap r e u v es eg é n é r a l i s eàN ≥ 5.P a r
contre, dans plusieurs cas concrets spéciﬁques, il peut être possible de déterminer une
règle de partage qui soit à la fois dans le coeur et incitative, c’est-à-dire monotone en
coalition.
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8.1 Introduction
Dans les chapitres précédents on a parfois parlé de tariﬁcation (au coût moyen, au
coût marginal, à la Aumann-Shapley) mais le problème abordé en était essentiellement
un de partage de coûts. On supposait que les quantités demandées par les diﬀérents
agents ou entités étaient données et il s’agissait de répartir entre ces derniers le coût de
les satisfaire de façon conjointe. La question abordée dans le présent chapitre est plus
générale. On admet que la façon même de répartir les coûts peut avoir une inﬂuence sur
les demandes elles-mêmes. On suppose donc que les agents, clients ou consommateurs
ont une fonction de demande pour les services, qu’on suppose connue avec certitude.1
La question étudiée est celle de la détermination des tarifs de façon à maximiser le
bien-être des agents, tout en couvrant les coûts de production.
De façon assez générale, les infrastructures ont été mises en place à grand frais,
alors que leur coût d’opération est relativement faible. L’intérêt général commanderait
qu’on tarife l’usage de ces infrastructures à leur coût marginal, en prenant soin d’y
inclure tous les coûts d’opportunité, dont ceux liés à la congestion et à la pollution. À
tout le moins, on devrait abaisser les tarifs de manière à assurer une pleine utilisation
de ces infrastructures. Ce résultat est connu par les économistes comme la solution de
premier rang (ﬁrst best). À l’autre bout du spectre, le gestionnaire de l’infrastructure
pourrait exercer tout son pouvoir de marché et maximiser ses proﬁts privés, compte
tenu de la demande.
L’objectif visé se situe le plus souvent entre ces deux solutions. Il faut collecter
suﬃsamment de recettes pour couvrir les coûts ou, du moins, une partie d’entre eux.
Dans l’intérêt général, les recettes totales doivent alors être prélevées grâce à une
gestion aussi proche que possible du premier rang, c’est-à-dire en maximisant (grâce
à une tariﬁcation au coût marginal) l’usage de l’infrastructure, pour le plus grand
bien-être des citoyens. On cherche ce que les économistes appellent une solution de
second rang (second best), c’est-à-dire la meilleure solution étant donnée la contrainte
budgétaire imposée au gestionnaire. Le problème est de déterminer les tarifs de manière
à atteindre cet objectif.
C’est la problématique abordée dans ce chapitre. On suppose que la contrainte
budgétaire ne peut pas être modiﬁée. On débute par la tariﬁcation à la Ramsey-
Boiteux, aussi dite linéaire. Dans ce cas, il n’y a qu’un prix par unité de bien ou
service, bien qu’il puisse varier d’un bien à un autre. Ensuite, on montre qu’on peut
faire mieux avec des tarifs polynômes ou non linéaires, comprenant des charges ﬁxes,
1Le cas où elle ne l’est pas est abordé en partie dans le chapitre 7.
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des prix d’usage, etc. On termine par un bref survol des applications qui ont été faites
de la tariﬁcation linéaire et non linéaire.
8.2 Tariﬁc a t i o nàl aR a m s e y - B o i t e u x
La théorie économique nous enseigne que, pour assurer la maximisation du bien-
être des consommateurs, les biens et services doivent être vendus à leur coût marginal
social.2 Cependant, en présence d’économies d’échelle, ce mode de tariﬁcation donne un
déﬁcit. Une solution possible consiste à combler ce déﬁcit par une subvention, comme
on le fait pour le transport en commun et la production de spectacles par exemple.
Dans d’autres situations, cela est politique m e n ti m p o s s i b l ee to nr e q u i e r tp l u t ô tq u e
le responsable de la production s’autoﬁnance, au moins en partie. Pour ce faire, il doit
alors majorer les prix, du moins certains d’entre eux, au dessus des coûts marginaux.
La règle de Ramsey-Boiteux indique comment opérer cette majoration, tout en
générant le moins de distorsions possibles par rapport aux consommations de premier
rang obtenues avec la tariﬁcation au coût marginal. Elle maximise le bien-être total
des consommateurs sous la contrainte budgétaire. Elle suppose la fonction de demande
connue ou, du moins, l’élasticité de cette dernière. La déﬁnition ainsi que quelques
illustrations de ce concept fondamental sont données à l’annexe 8.A.1.
Il sera plus aisé de comprendre la règle de Ramsey-Boiteux si on comprend bien
la manière dont un monopole ﬁxerait les prix pour maximiser son proﬁt. On va donc
commencer par ce problème, d’abord avec un catégorie de clients et ensuite deux. On
passera ensuite assez naturellemen tàl ar è g l ed eR a m s e y - B o i t e u x .
8.2.1 Maximisation du proﬁt avec une catégorie de consommateurs
Considérons un monopole qui produit un bien à un coût marginal c constant3.
Ce monopole fait cependant face à un coût ﬁxe C, nécessaire au fonctionnement et
à l’entretien de l’infrastructure. C’est le type de conﬁguration de coûts qui justiﬁe
l’existence d’un monopole. Dans ce cas, le coût marginal est en eﬀet toujours inférieur
au coût moyen et ce dernier est toujours décroissant. La tariﬁcation au coût marginal
donnerait forcément un proﬁt négatif.
2Ce dernier inclut les dommages à l’environnement et les eﬀets pervers pour les autres agents.
3Cela signiﬁe que la production de toute unité supplémentaire entraîne un coût additionnel c.
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Supposons pour l’instant qu’il n’y a qu’une catégorie de consommateurs, avec une
demande d’élasticité η(p). Pour maximiser le proﬁt, le prix p doit être choisi de manière







Ainsi, pour maximiser le proﬁt, il faut choisir un prix p de manière à ce que la marge
(p−c) réalisée par rapport au prix soit égale à l’inverse de l’élasticité.4 De plus, le prix
ne doit pas être si faible que la demande dépasse les capacités de production.
Une justiﬁcation intuitive de l’expression ci-dessus est la suivante. La réduction du
prix d’une unité (∆p = −1) a deux eﬀets. Le premier est négatif, puisqu’il correspond
à une diminution directe du proﬁtd e∆p × q = −q. Le deuxième eﬀet est positif et
correspond à l’accroissement de la quantité demandée suite à la baisse du prix. En




entraîne une augmentation du proﬁtd ’ u nm o n t a n t:






× η(p) × q
Pour maximiser le proﬁt, il faut que les deux eﬀets s’annulent :
(p − c)
p
× η(p) × q = q
En divisant les deux parties de cette égalité par η(p) × q, on obtient la règle (8.1).
Comme cas particulier, si le coût marginal de production c e s tn u l ,l ep r i xd o i tê t r e
ﬁxé de manière à égaliser l’élasticité à 1 (η(p)=1 ) . De façon générale, le prix p ne
doit jamais être ﬁxé de sorte que l’élasticité soit inférieure à 1.6
8.2.2 Maximisation du proﬁt avec deux catégories de consommateurs
Considérons maintenant le cas où il existe deux catégories de consommateurs, avec
des élasticités respectives η1 (p) et η2 (p), pouvant être servies à des coûts marginaux
respectifs c1 et c2. Pour les mêmes raisons et suivant les mêmes intuitions que pour
4Dans la littérature sur le monopole, on réfère au rapport
p − c
p
sous le vocable d’indice de Lerner.
Voir Lerner (1934), Dunlop (1939) et Rothschild (1942).
5Voir (8.6) à l’annexe 8.A.1.
6Avec η (p) < 1, une augmentation de prix d’une unité (∆p =1 ) entraînerait une augmentation
directe du proﬁtd e∆p × q = q. La baisse indirecte, due à l’augmentation de prix, serait inférieure à
la hausse directe. On aurait en eﬀet p × ∆q = η (p) × q>−q. En termes absolus, |p × ∆q| <q .
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L am a r g er é a l i s é ep a rr a p p o r ta up r i xp o u rc h a q u et y p ed ec o n s o m m a t e u r sd o i tê t r e
égale à l’inverse de l’élasticité de la demande de ce même type de consommateurs. La
marge réalisée par rapport au prix doit être d’autant plus importante que la demande
des consommateurs a une faible élasticité. L’intuition derrière ces formules est la sui-
vante. Les consommateurs dont la demande est moins élastique sont moins sensibles
aux variations de prix que ceux dont la demande est plus élastique. Ils peuvent faire
face à un prix plus élevé, payer une marge plus importante, sans pour autant diminuer
sensiblement leur consommation. Les consommateurs ayant une élasticité plus grande
paieront un prix plus proche du coût marginal qu’ils imposent au producteur. On veut
ainsi qu’ils maintiennent la quantité demandée à un niveau élevé.
Comme cas particuliers, si les coûts marginaux des deux catégories de consomma-
teurs sont nuls (c1 = c2 =0 ), alors chaque prix pi doit être ﬁxé de sorte que l’élasticité
ηi(pi) soit égale à 1.
8.2.3 L’optimum de second rang avec deux catégories de consomma-
teurs
Supposons dorénavant que le monopole n’ait pas le droit de maximiser ses pro-
ﬁts mais qu’on lui permette simplement de couvrir ses coûts, c’est-à-dire d’atteindre
l’équilibre budgétaire.7 Comment alors doivent être ﬁxés les prix qui atteignent l’objec-













Dans cette formule, λ est ﬁxé de façon à satisfaire la condition d’équilibre budgétaire.
On trouve cette valeur en résolvant un système d’équations simultanées, par tâtonne-
ment si nécessaire. Si on pose λ =1 , on retrouve la solution qui maximise le proﬁt.
Avec λ =0 , on obtient les prix de la solution de premier rang, p1 = c1 et p2 = c2,
qui donnent un déﬁcit. La solution de second-rang, correspondant au cas de l’équilibre
budgétaire, est quelque part entre les deux : 0 < λ < 1.L e sp r i xq u is o n td é ﬁnis par
7S’agissant d’entreprises publiques, on pourrait exiger qu’elles récupèrent un certain pourcentage
de leurs coûts. La notion d’équilibre budgétaire peut s’entendre dans ce sens également.
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( 8 . 2 )s o n td i t sd eR a m s e y - B o i t e u x . 8 La règle (8.2) elle-même est souvent appelée la
règle de l’inverse de l’élasticité.
Si c1 = c2 =0 , les prix doivent être tels que :
η1 (p1)=η2 (p2)=λ (8.3)
À l’optimum de second rang, les prix sont alors choisis de sorte que les élasticités des
deux catégories de consommateurs soient égales et inférieures à l’unité. Ce résultat
montre que la structure des prix est, dans un sens, équitable : les deux types de
consommateurs réagissent de manière similaire à une augmentation marginale des prix,
puisque leurs élasticités sont égales. Cette propriété d’équité est une caractéristique
importante de la structure de ces prix.
Dans le cas plus général, les marges réalisées en ﬁxant les prix optima de second
rang (les membres gauches de (8.2)) sont proportionnelles, et non plus égales, à l’inverse
des élasticités des demande respectives des consommateurs. Les marges sont donc plus
faibles que lorsque le proﬁtd el ’ e n t r e p r i s ee s tm a x i m i s é .L ef a c t e u rλ,i n f é r i e u rà1 ,
reﬂète la contrainte d’équilibre budgétaire imposée au gestionnaire de l’entreprise, qui
ne peut pas proﬁter pleinement de son pouvoir de marché pour maximiser ses proﬁts.
Comme pour la maximisation du proﬁt, les consommateurs à forte élasticité bénéﬁ-
cient d’une marge plus faible, par rapport au coût marginal, que ceux à faible élasticité.
L’intuition est la même : si l’entreprise décidait d’une marge trop élevée, ces consom-
mateurs auraient intérêt à se tourner vers un bien substitut. À l’inverse, les marchés
où la demande est peu élastique peuvent supporter une marge plus élevée sans que les
consommateurs modiﬁent leur choix de façon sensible pour un produit substitut.
La règle de ﬁxation des prix exprimée en (8.2) permet à l’entreprise d’atteindre
l’équilibre budgétaire, tout en minimisant la distorsion par rapport à l’optimum de
premier rang (pour lequel les prix sont égaux aux coûts marginaux). Même si les
consommateurs à faible élasticité couvrent une plus grande part des coûts de fonction-
nement et de maintenance, ils bénéﬁcient tout de même de la présence des consomma-
teurs dont l’élasticité est plus grande, puisque ceux-ci contribuent aussi à l’équilibre
budgétaire de l’entreprise.
8.2.4 Prise en compte des élasticités croisées
Jusqu’à maintenant, il a été question de deux catégories de consommateurs mais
d’un seul bien ou service. On peut interpréter la règle (8.2) comme s’appliquant à
8Pour une présentation plus poussée, voir Brown et Sibley (1986). Voir également Ramsey (1927)
et Boiteux (1956).
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la demande pour deux biens diﬀérents mais à condition que la demande d’un bien
dépende uniquement de son prix. Dans de nombreuses situations, les diﬀérents services
dont il faut établir les tarifs sont cependant des substituts ou des compléments. Par
exemple, l’électricité aux heures creuses est, jusqu’à un certain point, un substitut pour
l’électricité aux heures de pointe. La quantité demandée dans une période dépend non
seulement du tarif pour cette période mais également de celui qui s’applique aux autres
périodes. On peut toujours choisir de faire la lessive durant les heures creuses plutôt
qu’en période de pointe, en fonction du tarif pour les diﬀérentes périodes. Il importe
alors d’en tenir compte dans la dérivation des tarifs optimaux.
Supposons que l’entreprise vende deux services et que la demande pour le service
i soit donnée par qi = di (p1,p 2). Convenons de noter η12 (p1,p 2) l’élasticité croisée de
la demande du service 1 par rapport au prix du service 2. De même, η21 (p1,p 2) est
l’élasticité croisée de la demande du service 2 par rapport au prix du service 1. La règle























Les termes s1 et s2 sont souvent appelés les super élasticités des demandes pour les
deux biens. Ils deviennent respectivement η1 et η2 quand η21 = η12 =0 . Àn o t e rq u e
les termes c1 et c2 peuvent ne pas être constants et même dépendre de tout le vecteur
(q1,q 2). La formule pour le cas où l’entreprise produit plus de deux biens est donnée
à l’annexe 8.A.2.
8.3 La tariﬁcation non linéaire
Si l’on se contente d’une tariﬁcation linéaire, déﬁnie par un seul nombre ou mo-
nôme, la formule de Ramsey-Boiteux indique comment faire payer les diﬀérents types
de consommateurs de manière à maximiser le bien-être social. Cependant, la théorie
économique nous enseigne qu’il est possible de faire mieux, en oﬀrant aux consomma-
teurs un menu de diﬀérents tarifs polynômes, parmi lesquels chacun peut librement
choisir. Un tarif polynôme est un tarif non linéaire, déﬁni par diﬀérents prix qui s’ap-
pliquent à diﬀérentes caractéristiques de la demande. Un tarif non linéaire peut, par
exemple, être composé d’une charge ﬁxe et de diﬀérents prix par unité pour diﬀérentes
utilisations de l’infrastructure. Cette section débute avec la déﬁnition d’un tarif binôme
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(à deux parties). Ensuite, on déﬁnit un menu de tarifs binômes et on généralise enﬁn
cette déﬁnition aux tarifs polynômes.9
8.3.1 Menu de tarifs polynômes
Un tarif binôme est déﬁni par un couple (f,p),o ùf est une charge ﬁxe, par pé-
riode de temps par exemple, et p une charge variable qui s’applique à l’utilisation de
l’infrastructure (nombre de passages, nombres de minutes, distance parcourue, etc.).
Considérons maintenant une suite de tarifs binômes (f1,p 1),(f2,p 2),(f3,p 3),...,t e l l e
que :
p1 >p 2 >p 3 > ···
f1 <f 2 <f 3 < ···
Cette suite constitue un menu de tarifs binômes, si l’on permet aux consommateurs de
choisir, dans cette suite, le couple (fi,p i) suivant lequel ils vont être facturés. En sup-
posant qu’ils vont choisir le meilleur tarif, c’est-à-dire celui qui minimise leurs dépenses
totales, on obtient la courbe de facturation illustrée dans la Figure 8.1. Cette courbe
illustre la recette totale obtenue d’un consommateur, en fonction de son utilisation
de l’infrastructure. Chaque paire (fi,p i) déﬁnit une droite d’ordonnée à l’origine fi et
de pente pi. Cependant, seules les parties pleines de la droite doivent être considérées,
puisque tout point des parties en pointillés est dominé, en termes de coût, par un point
situé en-dessous, sur une autre droite.
Le concept de tarif binôme peut être généralisé à un nombre quelconque de compo-
santes. Par exemple, un tarif peut prendre la forme (fi,p i,r i,s i),o ùfi est un charge
ﬁxe et pi, ri et si représentent des charges variables, chacune aﬀérente à une caracté-
ristique diﬀérente du service. Par exemple, pi pourrait être le prix à la minute d’une
communication Internet, ri celui du volume d’information téléchargée et si celui du
volume téléversé. Un tel vecteur est un tarif polynôme. Une suite de tarifs polynômes
est un menu de tarifs polynômes.
La théorie économique récente nous enseigne qu’il est toujours possible de faire
mieux avec un menu de tarifs polynômes qu’avec un tarif linéaire, disons p1 >c .P l u s
exactement, il est possible d’avantager certains consommateurs, sans en défavoriser
d’autres, tout en augmentant les recettes nettes. On peut comprendre comment en
considérant deux consommateurs, l’un à faible demande et l’autre à forte demande. Soit
q1 et q2 les utilisations respectives de l’infrastructure par ces deux consommateurs à un
9Pour une présentation plus extensive, voir Wilson (1993).
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Figure 8.1 — Courbe des charges avec un menu de tarifs binômes
prix unique p1. Supposons q1 <q 2 et proposons maintenant le menu {(f1,p 1),(f2,p 2)}
aux consommateurs, avec p2 <p 1 et des charges ﬁxes f1 =0et f2 =( p1 − p2)q2.L e s
consommateurs peuvent choisir la même tariﬁcation que précédemment, c’est-à-dire
p1, puisque f1 =0 , ou bien ils peuvent choisir (f2,p 2).L ac h a r g eﬁxe f2 satisfaisant :
f2 + p2q2 = p1q2
le consommateur 2, en choisissant (f2,p 2),p a i el am ê m ef a c t u r eq u ’ a v e cu np r i xu n i q u e
p1 et consomme la même quantité q2. Toutefois, étant donné que le prix variable par
unité de service est plus faible (p2 <p 1), ce consommateur peut envisager d’augmenter
sa demande, au moins à long terme, ce qui se traduira par une augmentation des
recettes de l’entreprise.
En ce qui concerne le consommateur 1, il va vraisemblablement choisir de conserver
la tariﬁcation initiale p1, puisque, avec q1 <q 2 :
f2 > (p1 − p2)q1
et donc :
f2 + p2q1 >p 1q1
à moins qu’il ne trouve plus avantageux de payer la charge ﬁxe f2 et d’accroître sa
consommation au prix p2. En tout état de cause, il ne se plaindra pas, sa situation ne
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pouvant évoluer que dans le bon sens. Le fait que toutes les structures tarifaires soient
disponibles à tous les consommateurs confère à cette forme de tariﬁcation un principe
d’équité notable, celui d’absence d’envie. Chaque utilisateur peut choisir le tarif qui
convient le mieux à ses besoins et ses particularités.
Si le gérant de l’infrastructure n’a pas besoin des recettes supplémentaires qu’appor-
terait ce menu de tarifs (s’il a déjà atteint l’équilibre budgétaire), il peut le redistribuer
aux consommateurs en réduisant les charges fi et pi. Ainsi, on a montré comment, en
partant d’un prix unique linéaire p1, il est possible d’améliorer le bien-être de chaque
agent en introduisant une autre tariﬁcation (f2,p 2),o ùp2 <p 1.
8.3.2 Menu optimal
Une question venant naturellement à l’esprit est de savoir s’il existe une structure
optimale pour de tels tarifs. La réponse est positive. Cette structure optimale dépend
de la nature des diﬀérentes demandes, plus particulièrement des élasticités η1(p) et
η2(p) des deux consommateurs ou groupes de consommateurs (marchés, demandes).
En fait, quand on considère des tarifs polynômes, il faut distinguer l’élasticité par
rapport à la charge ﬁxe de l’élasticité par rapport à la charge variable. Ces élasticités
sont en principe diﬀérentes et la structure tarifaire optimale dépend des deux.
Dans la recherche du menu optimal de tarif s ,o nd o i ts ’ a s s u r e rq u el ec o n s o m m a -
teur 1 choisira, volontairement et naturellement, le tarif (f1,p 1),a l o r sq u el ec o n s o m -
mateur 2 préférera (f2,p 2).E no u t r e ,l e sd i ﬀérents tarifs (fi,p i) doivent être conçus de
sorte que la contrainte d’équilibre budgétaire soit vériﬁée et que l’infrastructure soit
utilisée de façon optimale, c’est-à-dire à son maximum.
Si l’on peut améliorer l’utilisation de l’infrastructure, tout en satisfaisant la contrainte
d’équilibre budgétaire, en passant d’un tarif linéaire unique p1 àu nm e n ud et a r i f sb i -
nômes {(f1,p 1),(f2,p 2)}, on peut améliorer davantage l’utilisation de cette infrastruc-
ture avec un menu {(f1,p 1), (f2,p 2), (f3,p 3)} et ainsi de suite. Le nombre maximum
de composantes à un menu de tarifs polynômes correspond au nombre de diﬀérents
types de consommateurs ou groupes de consommateurs qui utilisent l’infrastructure.
Rappelons que, en construisant ce menu de tarifs, on doit s’assurer que chaque type
de consommateur trouvera avantageux de choisirl et a r i fq u il u ie s td e s t i n é ,c ’ e s t - à - d i r e
que le consommateur 1 doit préférer (f1,p 1) à tout autre tarif, le consommateur 2 le
tarif (f2,p 2), le consommateur 3 le tarif (f3,p 3) et ainsi de suite. On dit alors que
les tarifs permettent l’auto-sélection des consommateurs, ou encore que ces tarifs sont
auto-sélectifs.
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Il faut bien sûr traiter cette complication supplémentaire avec beaucoup d’atten-
tion. En particulier, les diﬀérents tarifs (fi,p i) doivent être déterminés de manière
à satisfaire la contrainte d’équilibre budgétaire, tout en maximisant l’utilisation de
l’infrastructure. L’élaboration de tarifs polynômes à n-parties est évidemment plus
complexe que celle de tarifs binômes.
8.3.3 Un exemple
On a vu qu’une tariﬁcation polynôme peut être plus eﬃcace qu’un tarif linéaire
simple. On a aussi insisté sur le problème d’auto-sélection qu’il faut résoudre lorsqu’on
établit une telle tariﬁcation. Voyons maintenant un exemple illustrant ces idées. En
particulier, on va déterminer un couple de tarifs binômes qui permette d’atteindre une
solution plus eﬃcace que celle obtenue par les prix de Ramsey-Boiteux.
Supposons qu’il existe deux consommateurs, dont les fonctions de demande respec-
tives sont :
q1 = 100 − 10p1
q2 =1 0 − 0.5p2
Le coût total qui doit être couvert est ﬁxe et égal à 75$.
Tarifs de Ramsey-Boiteux










1 +1 0 p2 − 0.5p2
2 =7 5
La première équation est équivalente à η1 (p1)=η2 (p2) et la deuxième représente la
contrainte d’équilibre budgétaire. La solution est :
p1 =0 .6698
p2 =1 .3397
Si ces prix sont proposés aux consommateurs, leurs demandes respectives sont :
q1 =9 3 .302
q2 =9 .3301
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Tarifs binômes auto-sélectifs
Avec les tarifs de Ramsey-Boiteux, le consommateur 2 préférerait payer p1 plu-
tôt que p2.C er é s u l t a te s tg é n é r a l:l at a r i ﬁcation à la Ramsey-Boiteux ne satisfait
pas au principe d’absence d’envie. Cela signiﬁe qu’elle ne satisfait pas à la contrainte
d’auto-sélection non plus : le consommateur2ai n t é r ê tàs ef a i r ep a s s e rp o u rl ec o n s o m -
mateur 1.
On va à présent montrer qu’il existe une structure tarifaire (un menu){(f1,p 1),(f2,p 2)}
permettant d’atteindre une meilleure solution que celle obtenue avec les prix de Ramsey-
Boiteux. Rappelons que fi est une charge ﬁxe, pi un tarif par unité consommée et que
chaque consommateur peut librement choisir entre les deux paires (f1,p 1) et (f2,p 2).
Cette structure tarifaire est {(8,0.574),(2,1.1493)}. Les deux composantes de ce menu
de tarifs binômes déﬁnissent les deux droites tracées sur la Figure 8.2. La courbe for-
mée des deux segments pleins donne les dépenses totales en fonction de la quantité
demandée.
Pour l’instant, faisons l’hypothèse simpliﬁcatrice que les charges ﬁxes, 8 ou 2, n’ont
pas d’impact sur la demande des consommateurs. Seules les charges variables entrent
en compte dans leurs fonctions de demande. Si le consommateur 1 choisit la paire
(8,0.574) et le consommateur 2 la paire (2,1.1493), leurs demandes respectives sont :
q1 =9 4 .26
q2 =9 .425
Ces consommations sont supérieures à celles calculées avec les prix de Ramsey-Boiteux.
En outre, les recettes liées à cette tariﬁcation sont exactement de 75$.
Il reste à montrer que le consommateur 1 va eﬀectivement choisir la paire (8,0.574)
et le consommateur 2 la paire (2,1.1493). Sur la Figure 8.2, on voit que q1 =9 4 .26
coûte moins cher au consommateur 1 avec le premier tarif qu’avec le deuxième et que
q2 =9 .425 coûte moins cher au consommateur 2 avec le deuxième tarif qu’avec le
premier. De plus, q1 se situe à droite du point d’équivalence des deux tarifs, alors
que q2 se situe à gauche de ce point. Cependant, on devrait comparer les surplus des
consommateurs plutôt que les dépenses totales. Que sont ces surplus?












Figure 8.2 — Deux tarifs binômes
Considérons la fonction de demande représentée dans la Figure 8.3. Si le tarif
linéaire est 5$, alors le surplus des consommateurs dans ce marché est donné par
l’aire ombrée, moins toute charge ﬁxe f.E ne ﬀet, on peut interpréter la courbe de
demande comme représentant le prix maximum que le consommateur est prêt à payer
pour chaque unité de service. Ainsi, s’il paie en réalité 5$ pour une unité qu’il serait
prêt à payer 10$, comme pour la 5e unité, le consommateur réalise un surplus de 5$
sur cette unité. En reproduisant ce même raisonnement pour toutes les unités de bien
achetées, on obtient le triangle ombré, qui représente le surplus brut du consommateur.
Le surplus net s’obtient en retranchant la charge ﬁxe qu’il doit payer pour avoir accès
à l’infrastructure. Avec une fonction de demande de la forme q = b − ap, le surplus,








Appliquons cette formule pour calculer le surplus du consommateur 1 avec chacun
des deux tarifs binômes. On obtient :
S1(8, 0.574) = 436.24
S1 (2, 1.1493) = 389.67.
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Figure 8.3 — Le surplus des consommateurs lorsque le prix est ﬁxé à 5$
Il est clair que le consommateur 1 gagne à choisir la première paire de la structure
tarifaire, (8,0.574). Quant au consommateur 2, on obtient :
S2(8, 0.574) = 86.34
S2 (2, 1.1493) = 86.83.
Le consommateur 2 a donc intérêt à choisir le tarif (2,1.1493).
En résumé, cette tariﬁcation, où les paires (charge ﬁxe, charge variable) ont été spé-
cialement déterminées pour les consommateurs 1 et 2, entraîne une solution meilleure
que celle de Ramsey-Boiteux et satisfait au principe de non envie et à la condition
d’auto-sélection. Il n’est donc pas nécessaire d’imposer un tarif à un consommateur.
Cette tariﬁcation permet aussi d’accroître le surplus de chaque consommateur. Remar-
quons aussi que les charges variables de chaque tarif tiennent compte des diﬀérentes
élasticités de la demande. On a en eﬀet p1 <p 2 c o m m ea v e cl ar è g l ed eR a m s e y -
Boiteux. En fait, p1 et p2 sont les prix optimaux de Ramsey-Boiteux pour f1 =8et
f2 =2 . Toutefois, ces choix de f1 et f2 ne sont pas nécessairement optimaux.
Prise en compte de l’eﬀet de la charge ﬁxe
Jusqu’à maintenant, on a supposé que les charges ﬁxes, f1 et f2, n’avaient aucun
impact sur la demande. En réalité, elles peuvent inﬂuencer la demande. Supposons donc
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que la partie ﬁxe du tarif a un eﬀet négatif sur la quantité demandée. Par exemple,
supposons que la fonction de demande soit de la forme d(f,p)=b−ap−cf. La fonction






(b − cf− ap)
2
− f
Soit les demandes des deux consommateurs :
q1 = 100 − 10p1 − 0.5f1
q2 =1 0 − 0,5p2 − 0.5f2
Avec de telles fonctions de demande, voyons que les tarifs non linéaires :
{(11.2638, 0.574), (4.7751, 1.1493)}
satisfont la condition d’auto-sélection. En eﬀet, les surplus du consommateur 1 selon
ces deux tarifs sont :
S1 (11.2638, 0.574) = 381.4832
S1 (4.7751, 1.1493) = 366.052
Ainsi, il est clair que le consommateur 1 va choisir le premier tarif (11.2638, 0.574).
Les surplus du consommateur 2 sont :
S2 (11.2638, 0.574) = 5.3915
S2 (4.7751, 1.1493) = 44.7555
Le consommateur 2 préfère donc le deuxième tarif (4.7751, 1.1493).E ns o m m e ,l e s
consommateurs 1 et 2 ont toujours intérêt à choisir les tarifs respectifs (11.2638,0.574)
et (4.7751,1.1493) qui ont été conçus pour eux.
8.4 La tariﬁcation linéaire et non linéaire en pratique
Nous présentons maintenant une brève revue de certains articles qui étudient la
tariﬁcation à la Ramsey-Boiteux et la tariﬁcation non linéaire (polynôme). Ce survol
inclut des analyses empiriques.
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8.4.1 La tariﬁc a t i o nàl aR a m s e y - B o i t e u x
Le secteur de l’électricité fait partie des secteurs où les tarifs optimaux sont utilisés
de façon extensive. Dans une étude portant sur un échantillon de fournisseurs privés
d’électricité, Naughton (1988) développe un modèle de régulation par les prix où les
préférences du régulateur sur les catégories de consommateurs peuvent varier. Cette
analyse montre que la structure tarifaire alors en vigueur favorisait davantage les pe-
tits consommateurs, résidentiels ou commerciaux, en leur facturant, pour des raisons
d’équité, des prix inférieurs aux prix de second rang de Ramsey-Boiteux. En général, les
consommateurs commerciaux étaient les moins favorisés (car les moins politiquement
organisés). La règle de Ramsey-Boiteux aurait commandé d’augmenter légèrement les
prix destinés à la consommation résidentielle, sans modiﬁer les prix à la consommation
industrielle, de réduire de façon signiﬁcative les prix de l’électricité à usage commercial
et d’augmenter les charges ﬁxes.
Dans de nombreux pays, on a vu la tariﬁcation traditionnelle de l’électricité (tarif
uniforme ou tarifs par période) évoluer vers de nouvelles formes qui tiennent compte
des coûts marginaux variables de fournir le service et ce de façon dynamique. Une
particularité importante de ces nouveaux tarifs est qu’ils sont le plus souvent proposés
comme options au tarif de base, de sorte que les consommateurs peuvent choisir entre
l’ancien et les nouveaux tarifs. Sur sept pays européens étudiés, six oﬀrent des tarifs
par période comme alternative au tarif unique de base.
Dans une expérience de tariﬁcation dynamique réalisée en Finlande, Räsänan et al.
(1997) proposent un grille de tarifs qui aurait donné au consommateur la possibilité
de choisir le tarif le mieux adapté à son type de consommation. Il y a quatre types de
tarifs envisagés : un prix uniforme, un tarif avec prix par période, un menu de deux
prix uniformes et un menu de deux tarifs avec prix par période. Cette étude montre
q u el ’ o p t i o nd ed e u xt a r i f sa v e cp r i xp a rp é r i o d ed o n n el e sb é n é ﬁces les plus élevés. En
permettant aux consommateurs de choisir entre plusieurs tarifs, on peut accroître le
bien-être social.
Un autre secteur dans lequel on a constaté que la règle de Ramsey-Boiteux était
utile est celui des transports. La tariﬁcation à la Ramsey-Boiteux a été proposée pour
facturer l’accès aux aéroports non congestionnés. S’il existe des excès de capacité, la
tariﬁcation au coût marginal entraîne un déﬁcit. Cela conduit l’aéroport à imposer des
frais ﬁxes supérieurs aux coûts marginaux, ce qui provoque d’autres ineﬃcacités. En
général, la base pour les frais d’atterrissage est le poids de l’appareil (poids maximum
à l’atterrissage ou poids maximum au décollage). Une étude de Morrison (1982) évalue
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l e sp r i xo p t i m a u xd eR a m s e y - B o i t e u xp o u r les aéroports non encombrés et montre
que les frais optimaux d’atterrissage doiventd é p e n d r ed uc o û tm a r g i n a ld el ’ a é r o p o r t ,
de l’élasticité de la demande et du coût du vol. Ces frais doivent croître avec le coût
marginal de l’aéroport et le coût du vol et décroître avec l’élasticité de la demande.
Ces trois paramètres peuvent être liés à deux particularités de chaque vol : la taille (ou
le poids) de l’appareil et la distance qu’il parcourt. Cette étude conclut que les prix
d’accès à un aéroport devraient être basés sur la taille (le poids) et la durée du vol.
Des prix à la Ramsey-Boiteux ont aussi été calculés pour le transport en commun
dans la partie est de la région de la Baie de San Francisco. Dans cette région, les
transporteurs ont un monopole naturel puisque leur coût marginal est inférieur au
coût moyen. Cela implique qu’une tariﬁcation au coût marginal entraîne un déﬁcit.
Train (1977) a montré que, en déﬁnissant des prix de Ramsey-Boiteux, les utilisateurs
du service par autobus subventionneraient l’usage du rail. Cependant, dans cette région
de la Baie de San Francisco, les usagers de l’autobus ont des revenus plus faibles que les
usagers du chemin de fer. Du point de vue de l’équité, cette subvention croisée semble
tout à fait inopportune. L’étude propose alors que les prix de Ramsey-Boiteux soient
ajustés de manière à prendre en compte ces considérations d’équité.
L’application de la tariﬁcation à la Ramsey-Boiteux aux services postaux a aussi
été abondamment étudiée. Les Services postaux des États-Unis (USPS) ont été créés en
1970 en tant que compagnie gouvernementale semi-autonome. L’USPS est contrainte à
l’équilibre budgétaire et chaque catégorie de courrier doit prendre en charge les coûts
directs et indirects qui lui sont imputables, ainsi qu’une fraction des coûts institution-
nels. Pour partager les coûts institutionnels, non imputables à une catégorie particulière
de courrier, les services postaux se sont, pour un temps, servis de la règle de l’inverse
de l’élasticité. Mais même si cette règle était utilisée en 1974, il n’existait pas d’es-
timation de ces élasticités, qui n’ont été disponibles qu’en 1976. La méthode utilisée
alors consistait à classer les catégories de courrier suivant les élasticités relatives de la
demande.
L ar è g l es i m p l ed el ’ i n v e r s ed el ’ é l a s t i c i t éa u r a i té t éa p p r o p r i é es il e sp o s t e sp r o d u i -
saient des services répondant à des demandes indépendantes. Cependant, il existe des
relations de substitution entre les diﬀérentes catégories de courrier. L’USPS, reconnais-
sant l’existence des élasticités-prix croisées non nulles, a tenté d’introduire cette notion
dans l’établissement de ses tarifs. En 1978, l’application de la règle de Ramsey-Boiteux
a tenu compte des élasticités-prix croisées, sous forme de contrainte, et plus tard, les
modèles de demandes utilisés par USPS ont explicitement pris en compte les eﬀets prix
croisés.
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Une autre particularité, qui distingue encore les services postaux de beaucoup
d’autres services publics, est l’existence de services substituts ou compléments dans
le secteur privé. Sherman et George (1979) ont remarqué que USPS ne prenait pas
correctement en compte la concurrence des produits du secteur privé, ni les eﬀets de
ses propres tarifs sur les proﬁts du secteur privé. Ils dérivent un système d’équations
permettant de caractériser les prix optimaux en prenant en compte les interdépen-
dances avec le secteur privé. Scott (1986) compare les tarifs appliqués par USPS avec
ceux qui seraient obtenus en appliquant la règle de Ramsey-Boiteux généralisée, tout
en tenant compte de la concurrence. Le fait que chaque prix soit augmenté de la “va-
leur du service” que représente la partie du coût institutionnel a pour conséquence
que les tarifs choisis par USPS sont assez proches de ceux calculés grâce aux principes
généraux de la règle de Ramsey-Boiteux, même si on n’utilise pas explicitement cette
dernière règle.
En Angleterre, la poste n’a pas fait d’études statistiques élaborées des demandes
de ses produits, même si quelques travaux préliminaires ont été réalisés. Albon (1989)
évalue la tariﬁcation à la Ramsey-Boiteux sous le régime alors en vigueur de deux
niveaux de prix (première et deuxième classes) et montre que la diﬀérence de prix entre
l e sc o u r r i e r sd ep r e m i è r ee td e u x i è m ec l a s s es est bien plus importante que ce qu’elle
devrait être. Cette étude constate aussi que la tariﬁcation des envois nationaux ne
dépend pas assez explicitement de la distance. L’analyse suggère une structure de prix
à quatre niveaux, suivant la catégorie (première et deuxième classes) et la destination
(urbain et rural). Une tariﬁcation à la Ramsey-Boiteux avec quatre niveaux de tarifs
aurait entraîné une augmentation du volume de courrier envoyé.
Dans une autre étude du service téléphonique, Train (1994) calcule les tarifs auto-
sélectifs optimaux pour Bell of Pennsylvania, et les compare aux tarifs uniques et à la
tariﬁcation au coût marginal. L’analyse montre que les tarifs auto-sélectifs conduisent
à un surplus social supérieur à celui obtenu avec la tariﬁcation obligatoire au coût
marginal.
8.4.2 Tarifs polynômes
Les compagnies d’électricité utilisent fréquemment des tarifs binômes ou poly-
nômes. Par exemple, la compagnie Commonwealth Edison proposait en 1976 un ta-
rif polynôme de la forme suivante : un abonnement de 1.20$ et deux prix unitaires,
0.0418$ et 0.03148$, suivant que la consommation était inférieure ou supérieure à
100 kWh (Brown et Sibley, 1986). Dans cet exemple, l’abonnement est le même, quelle
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que soit la consommation. Dans d’autres cas, la charge ﬁxe elle-même peut varier avec
la consommation. Électricité de France (EDF) propose ce genre de tariﬁcation. Les
tarifs d’EDF reposent sur un système élaboré de prix non linéaires. Un exemple est
le tarif bleu qui oﬀrent trois options aux consommateurs. Chaque option consiste en
un abonnement mensuel et un prix par unité d’énergie consommée. L’abonnement est
calculé suivant un programme non linéaire et est d’autant plus élevé que les besoins
sont grands. Les consommateurs peuvent choisir entre les trois options suivantes : tarif
de base, tarif “heures creuses”, tarif “périodes critiques” (Wilson, 1993).
Par rapport au tarif de base, l’abonnement du tarif “heures creuses” est plus élevé
et celui du tarif “périodes critiques” est plus faible. Avec le tarif de base, le prix unitaire
de l’électricité est constant alors que les deux autres tarifs ont chacun un deuxième prix.
Avec le tarif “heures creuses”, le prix est réduit pendant les périodes creuses alors que
le tarif “périodes critiques” impose un prix très élevé pour l’électricité consommée en
p é r i o d ed ep o i n t e ,p é n a l i s a n tl ac o n s o m m a tion en période de très forte demande où la
capacité est saturée. Ce tarif bleu est en fait une combinaison de trois tarifs binômes,
chacun consistant en un abonnement et une charge pour l’énergie consommée. Les
trois options oﬀrent à chaque consommateur la possibilité de choisir le tarif binôme
qui minimisent ses dépenses étant donné son proﬁl de consommation.
Il existe de surcroît un tarif jaune et un tarif vert, qui sont dans l’ensemble simi-
laires au tarif bleu, si ce n’est qu’ils font dépendre la facturation d’autres facteurs,
comme la saison, le mois, la durée de la consommation, etc. Mais, en général, les petits
consommateurs ont le choix entre des tarifs moins raﬃnés et moins complexes que
les grands consommateurs (industries, etc.). Avec la mise en œuvre de tels tarifs non
linéaires, EDF couvre ses coûts et incite les consommateurs à utiliser les ressources
énergétiques de façon plus eﬃcace.
Lorsque le prix payé par les consommateurs dépend de la quantité consommée, il
est fréquent que ce prix soit dégressif : plus on consomme, plus le prix unitaire est
faible. Dans certains cas cependant, cela peut être le contraire : par exemple, un prix
progressif peut être opportun, aﬁn d’encourager l’utilisation eﬃcace de l’énergie. Ainsi,
la compagnie China Light and Power de Hong Kong est passée d’un tarif dégressif
à un tarif uniforme en 1994, puis à un tarif progressif à trois niveaux en 1996 et
enﬁn à un tarif progressif à quatre niveaux en 1998. Les prix élevés pour les niveaux
supérieurs de consommation découragent le gaspillage, alors que les prix faibles pour
les consommations des niveaux inférieurs sont destinés à protéger les usagers à faibles
revenus qui consomment peu d’énergie. Certaines métropoles, comme Tokyo ou San
Francisco, appliquent aussi des tarifs progressifs pour les particuliers.
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La facturation des services téléphoniques est une autre illustration de l’application
des tarifs polynômes. Aux États Unis, depuis 1984, les fournisseurs de services inter-
urbains paient deux charges (par minute) pour connecter leurs usagers aux réseaux
existants : une charge pour la ligne aﬁn de couvrir les coûts d’accès à la boucle locale,
invariants par rapport au traﬁc, et une autre charge, qui dépend du traﬁc, couvrant
les services de commutation de l’appel ainsi que les frais d’interurbain. En général, ces
charges sont transférées aux consommateurs par le biais d’un prix d’appel interurbain
(par minute) uniforme. Comme ces frais devenaient considérables pour certains grands
consommateurs, ces derniers ont commencé à installer des systèmes de connexions di-
rectes, aﬁn de contourner la boucle locale et la commutation des appels. En 1986, les
opérateurs ont déposé une requête auprès de la Federal Communications Commission
(FCC) aﬁn d’obtenir qu’un prix non linéaire soit facturé directement aux consomma-
teurs, dans le but d’empêcher le contournement pratiqué par les grands consommateurs.
Les prix proposés auraient avantagé les grands consommateurs, mais auraient désavan-
tagés les usagers consommant peu. Heyman et al. (1987) ont calculé le tarif polynôme
(la combinaison de tarifs binômes) qui aurait assuré qu’aucun type de consommateurs
ne soit désavantagé par rapport au tarif uniforme. Leurs résultats apparaissent dans le
Tableau 8.1, de même que les prix proposés par la compagnie NYTel.
Tarif non linéaire proposé Tarif polynôme proposé par Heyman et al.
Utilisation par NYTel ($/min) Abonnement ($/mois) Prix unitaire ($/min)
0-60 0.0961 0 0.0756
61-1000 0.0713 0 0.0756
1001-2000 0.0484 0.52 0.0752
2001-7000 0.0352 29.18 0.0674
7001-20000 0.0302 342.17 0.0446
20000+ 0.0269 3495.58 0.0238
Tableau 8.1 — Comparaison d’un prix non linéaire et d’un tarif polynôme
Les usagers, de par leur consommation, choisissent le tarif auquel ils seront soumis.
Le tarif polynôme proposé par Heyman et al. maximise le surplus social et avantage
les grands consommateurs sans désavantager les usagers à faible consommation.
Dans certains cas, des tarifs binômes ou polynômes se cachent derrière des services
prétendument diﬀérents. À titre d’illustration, AT&T, dans les années 1980, vendait un
s e r v i c ed et é l é p h o n i eW A T S( “ W i d eA r e aT e l ephone Service”) à un tarif présentant des
ristournes à partir de certaines quantités consommées, alors qu’il proposait un service
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“Message Toll” à un prix uniforme, consistant en un prix unitaire élevé. L’argument
avancé par la compagnie était que ces services étaient distincts et donc qu’ils pouvaient
être vendus à des prix diﬀérents. La FCC a cependant jugé que ces deux services avaient
tellement de points communs qu’on pouvait considérer qu’ils constituaient un même
et unique service et que leur diﬀérence de prix devait être justiﬁée par des diﬀérences
de coûts seulement. D’après la FCC, c’était un cas de discrimination permettant de
faire payer moins cher aux grands consommateurs, ce qui d’après le Communications
Act était illégal (Brown and Sibley, 1986).10
8.4.3 Remarques
Certaines caractéristiques se retrouvent de façon récurrente dans la mise en œuvre
des tarifs optimaux, qu’ils soient simples ou polynômes. En général, les industries où
l’on retrouve ce genre de tarifs sont des monopoles naturels qui, par déﬁnition, ont des
coûts marginaux de production substantiellement plus faibles que leurs coûts moyens.
Il existe diﬀérentes méthodes de ﬁxation des prix qui ne correspondent pas toujours
à l’application explicite de la méthode de Ramsey-Boiteux (la règle de l’inverse de
l’élasticité). Cependant, même lorsque d’autres méthodes sont employées, les éléments
essentiels de la méthode de Ramsey-Boiteux sont implicitement compris dans les prix
et ceux-ci ne divergent jamais trop des prix optimaux de Ramsey-Boiteux. Lorsque
diﬀérents types de produits sont concernés, la question de l’équité émerge, puisqu’il
existe des possibilités de subventions croisées entre les diﬀérents groupes de consom-
mateurs. Les paramètres des fonctions de coût et de demande sont indispensables à
la détermination des prix optimaux. Enﬁn, notons que ces informations peuvent être
obtenues avec plus ou moins de facilité suivant les contextes étudiés.
8.5 Conclusion
La valorisation des infrastructures passe en partie par la répartition eﬃcace de leur
coût. De plus, on exige souvent qu’une infrastructure se ﬁnance par la tariﬁcation, en
totalité ou du moins en partie. Dans ce chapitre, nous avons voulu montrer comment
on peut approcher cette question de la manière la plus eﬃcace possible en ﬁxant les
prix de manière à se rapprocher le plus possible d’un optimum de premier rang. En
pratique, diverses contraintes, autres que la contrainte budgétaire, peuvent inﬂuen-
10On a vu que la discrimination dans les prix pouvait se justiﬁer par des considération d’eﬃcacité
économique, ce qui ne veut pas dire qu’elle soit équitable.
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cer la tariﬁcation. L’approche générale et les principes de tariﬁcation que nous avons
développés dans ce chapitre permettent de considérer des contraintes de toutes sortes.
Un des concepts qui ont été explorés est celui de la tariﬁcation à la Ramsey-Boiteux,
qui consiste à ﬁxer les prix des diﬀérents biens ou services en fonction de l’inverse de
l’élasticité de leurs fonctions de demande. Les tarifs polynômes semblent encore plus
intéressants. Ils peuvent être construits comme des menus de diﬀérentes composantes,
où chaque composante comprend une charge ﬁxe (abonnement) et des prix relatifs à
diﬀérentes caractéristiques de la consommation. L’aspect le plus important de cette ap-
proche est que les consommateurs ont la liberté de choisir, dans le menu, la composante
qui leur convient le mieux.
Par contre cette tariﬁcation n’est pas immune aux critiques au plan de l’équité. De
plus, dans un contexte concret, il peut être diﬃcile d’avoir toute l’information requise
(par exemple l’information sur les demandes) pour calculer les prix de Ramsey-Boiteux.
L at â c h er i s q u ed es ’ a v é r e re n c o r ep l u sd i ﬃcile s’il s’agit d’établir un menu de tarifs
non linéaires.
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8.A Annexes
8.A.1 Les élasticités de la demande
Les prix inﬂuencent les recettes de deux façons. Un prix appliqué à un bien (ou ser-
vice) donné engendre une recette précise mais ce prix a vraisemblablement un impact
sur la quantité totale demandée. Ainsi, une augmentation du prix peut accroître ou
décroître les recettes. Le résultat ﬁnal dépend de l’amplitude de la réaction de la de-
mande à un changement des prix. Les économistes ont une mesure de cette amplitude :
l’élasticité de la demande. Commençons par l’exemple d’une hypothétique demande :





Dans cet exemple, l’augmentation du prix de 1$ induit une baisse de 6 unités dans
la quantité demandée, quel que soit le prix initial considéré. Cependant, l’impact sur
la recette dépend de la situation de départ. Le concept d’élasticité permet de saisir
cette caractéristique.
Pour un prix donné p,l ’ élasticité de la demande, dénotée η(p),e s td é ﬁnie par :
η(p)=−
% variation de la quantité échangée
% variation du prix


















où q représente la quantité demandée, p le prix unitaire et ∆ une variation de la variable
(prix ou quantité). On peut réécrire ces formules de la manière suivante :







Ainsi, l’élasticité indique de quel pourcentage la demande va varier si le prix varie de
1%.
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Tableau 8.2 — Calcul des élasticités
Le Tableau 8.2 donne les résultats du calcul des élasticités de l’exemple de demande,
où ¯ p représente le prix moyen et ¯ q la quantité moyenne.
Une élasticité de 3
7 ou 0.43 indique qu’une variation relative du prix de 2
3 (1$ par
rapport à 1.5$, ou 66%) induit une variation relative de signe opposé de 2
9 (ou de
-29%), c’est-à-dire :











L’élasticité n’est généralement pas une constante. Elle varie en fonction du point de
référence, c’est-à-dire en fonction du niveau de demande à partir duquel le changement
de tarif est eﬀectué ou considéré. C’est pour cette raison que l’on fait dépendre η de
p : η(p). Comme la demande q décroît, ou du moins n’augmente pas, lorsque le prix
augmente, l’élasticité η(p) augmente normalement avec le prix p.C ’ e s tl ec a sd a n s
l’exemple précédent, bien que la pente de courbe de demande soit constante quel que
soit le prix p :
∆q
∆p = −6. L’élasticité croît avec p car le ratio
p
q augmente avec p.
La variation de la recette est aussi liée à l’élasticité. Un accroissement du prix
entraîne une augmentation de la recette si et seulement si l’élasticité est inférieure à 1,
c’est-à-dire si η(p) < 1. Une diminution du prix augmente les recettes si et seulement
si l’élasticité est supérieure à 1, η(p) > 1.
La valeur de l’élasticité est essentiellement déterminée par trois facteurs :
— l’existence ou non de proches substituts : l’élasticité est d’autant plus grande
qu’il existe des biens substituts, puisque les consommateurs peuvent éviter une
augmentation du prix en achetant ces biens substituts.
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— l’importance du bien dans le budget ou dans un sous-budget (par exemple, le
coût du taxi entre la résidence et l’aéroport dans le coût total d’un déplace-
ment Montréal-Paris; plus cette part est faible, plus l’élasticité de la demande
de service de taxi est faible).
— l’échelle de temps considérée : plus la période étudiée est longue, plus l’élasticité
est élevée car plus nombreuses sont les possibilités d’ajustement.
Deux cas particuliers sont à mentionner. Le premier est celui de la demande par-
faitement inélastique. La demande est alors totalement insensible aux variations de
prix, au moins dans l’intervalle des prix considérés. Il est plausible que la demande soit
inélastique à court terme, mais cela est moins probable à long terme. Le deuxième cas
est celui de l’élasticité constante. Par exemple, si la demande peut être exprimée par la
fonction q = Ap −α dans l’intervalle considéré, où A est une constante, alors η(p)=α,
quelles que soient les valeurs de p choisies dans l’intervalle. Un exemple d’une telle





On peut déﬁnir d’autres élasticités, par rapport à d’autres variables, comme le
revenu ou les prix des autres biens. Par exemple, supposons que la demande pour un
bien i dépende non seulement de son prix pi m a i sé g a l e m e n td up r i xd em − 1 autres
biens. Formellement, la demande pour le bien i est donnée par qi = di (p1,...,p m).
On peut alors déﬁnir l’élasticité de la demande pour le bien i par rapport au prix du







On parle alors d’élasticité croisée.
8.A.2 Les prix de Ramsey-Boiteux dans le cas général
U n ee n t r e p r i s ep r o d u i tm biens et la demande pour le bien i e s td o n n é ep a r
qi = di (p1,...,p m),i =1 ,...,m.On suppose di diﬀérentiable. Les élasticités croisées





. Supposons qu’on peut inverser le système de
fonctions de demande pour obtenir pi = fi (q1,...,p m). On peut alors déﬁnir les élas-






que, dans le cas général (plus de deux biens), on exprime la règle de Ramsey-Boiteux
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Si ϕij =0∀j 6= i, on a alors ϕii =
1
ηii
, si bien que si = ηii, ∀i. Autrement, la relation
entre les ηij et les ϕij est plus complexe, si bien que chercher à exprimer la formule
qui précède en termes des élasticités ηij donnerait une formule très lourde et diﬃcile à
interpréter. Dans le cas de deux biens, on peut cependant montrer que cette formule
est équivalente à celle donnée par (8.2).
CIRANO 2006 322Chapitre 8. Tariﬁcation optimale des infrastructures communes
Références
Albon, R., 1989. “Some observations on the eﬃciency of British postal pricing”,
Applied Economics, 21, 461-73.
Aumann, R.J. et L.S. Shapley, 1974. Values of Non-Atomic Games,P r i n c e t o n ,N J:
P r i n c e t o nU n i v e r s i t yP r e s s .
Boiteux, M., 1956. “Sur la gestion des monopoles astreints à l’équilibre budgétaire,”
Econometrica, 24, 22-40.
Brown, S.J., et Sibley, D.S., 1986. The theory of public utility pricing, Cambridge
University Press, Cambridge.
Clarke, E., 1971. “Multipart Pricing of Public Goods,” Public Choice, 11, 17-33.
Dunlop, J.T., 1939. “Price Flexibility and ‘The Degree of Monopoly”’, Quarterly
Journal of Economics, 53, 522-534.
Heyman, D., Lazorchak, J., Sibley, D., et Taylor, W., 1987, “An Analysis of Tapered
Access Charges for End Users”, in Trebing, H. (ed.), Proceedings of the Eighteenth
Annual Williamsburg Conference on Regulation, Michigan State University Press, East
Lansing, MI.
Lerner, A.P., 1934. “The Concept of Monopoly and the Measurement of Monopoly
Power”, Review of Economic Studies, 1, 157-175.
Morrison, S.A., 1982. “The Structure of Landing Fees at Uncongested Airports : An
Application of Ramsey Pricing”, Journal of Transport Economics and Policy, 16(2),
151-59.
Naughton, Mc., 1988. “Regulatory Preferences and Two-Part Tariﬀs:T h eC a s eo f
Electricity”, Southern Economic Journal, 55, 743-58.
Ramsey, F.P., 1927. “A Contribution to the Theory of Taxation”, Economic Jour-
nal, 37, 47-61.
Räsänen, M., Ruusunen, J., et Hämäläinen, R.P., 1997. “Optimal tariﬀ design under
consumer self-selection”, Enegery Economics, 19(2), 151-67.
Rothschild, K.W., 1942. “The Degree of Monopoly”, Economica, 9, 24-39.
Scott, F.A.(JR.), 1986. “Assessing USA Postal Ratemaking : An Application of
Ramsey Prices”, Journal of Industrial Economics, 34(3), 279-90.
Sherman, R., et George, A., 1979. “Second-Best Pricing for the U.S. Postal Service”,
Southern Economic Journal, 45, 685-95.
Train, K.E., 1977. “Optimal Transit Prices under Increasing Returns to Scale and
a Loss Constraint”, Journal of Transport Economics and Policy, 11(2), 185-94.
CIRANO 2006 323Chapitre 8. Tariﬁcation optimale des infrastructures communes
Train, K.E., 1994. “Self-Selecting Tariﬀs Under Pure Preferences Among Tariﬀs”,
Journal of Regulatory Economics, 6, 247-64.
Wilson, R.B., 1993. Nonlinear Pricing,O x f o r dU n i v e r s i t yP r e s s ,N Y
CIRANO 2006 324Postface
Bien que partage des coûts et tariﬁcation soient liés, nous avons traité principale-
ment de partage des coûts communs dans les sept premiers chapitres de cet ouvrage
et principalement de tariﬁcation dans le huitième chapitre. Le titre « Partage des
coûts et tariﬁcation des infrastructures » suggère pourtant qu’il y a des liens directs
et importants entre le partage des coûts et la tariﬁcation dans la valorisation des in-
frastructures. Mais en réalité, tant dans les entreprises que dans les administrations, il
n’y a pas nécessairement une corrélation très forte entre la conception des tarifs et les
méthodes de répartition des coûts.
La concordance entre la répartition des recettes et celle des coûts ne peut donc
habituellement être vériﬁée que par simulation et, à la rigueur, ex post. La divergence
entre les deux représente ce qu’on qualiﬁe communément d’interﬁnancement entre les
classes de clients. Lorsqu’un client paie moins que ce qu’il aurait dû payer en vertu de
la répartition des coûts, on dit qu’il est ﬁnancé par les clients qui paient plus que leur
part de coûts. De manière générale, les exigences des organismes de régulation portent
à la fois sur les règles de répartition des coûts et sur les tarifs. On veut parfois que les
règles de répartition des coûts soient les plus « équitables » possibles et que les règles
de détermination des tarifs ne produisent pas trop d’interﬁnancement et donc, donnent
des résultats qui se rapprochent de la répartition des coûts. Mais souvent la dichotomie
est plus forte : on veut que le partage des coûts communs soit « équitable » et que la
tariﬁcation soit proche des coûts marginaux. L’entreprise, régulée ou non, sera quant
àe l l ep r é o c c u p é ea up r e m i e rc h e fp a rl e positionnement concurrentiel des diﬀérents
tarifs, par les risques inhérents à chaque catégorie de consommateurs et, jusqu’à un
certain point, par la cohérence entre les classes tarifaires.
Les préoccupations des régulateurs, en ce qui concerne la répartition des coûts et
la prise en compte de cette répartition dans la ﬁxation des tarifs, ne sont généralement
pas au diapason des exigences d’une tariﬁcation optimale ou eﬃcace, déﬁnie en termes
de contribution, des biens ou services considérés, à la maximisation du bien-être de
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diﬀérence entre ce que les consommateurs seraient prêts à payer pour un bien ou un
service et la valeur des ressources additionnelles requises pour leur procurer ce bien.
En l’absence de toute contrainte de budget ou de rentabilité et dans la mesure où un
bien ou service contribue globalement au mieux-être de la population, la règle d’or
de la tariﬁc a t i o no p t i m a l ev e u tq u el ep r i xd ec eb i e no us e r v i c es o i tﬁxé à son coût
marginal, donc à l’accroissement de coût (proprement déﬁni) qu’entraîne la fourniture
des unités marginales de ce bien.
Dans les industries où les rendements d’échelle sont croissants à cause, entre autres,
des coûts ﬁxes élevés d’infrastructure, l’application d’une telle règle entraînerait des
proﬁts négatifs, donc des pertes pour l’entreprise, malgré le fait que cette règle de ta-
riﬁcation permet de maximiser la contribution de ce bien au bien-être de la société. Si
on impose une contrainte de budget ou de proﬁtabilité et qu’on s’en tient à des tarifs
uniformes sur l’ensemble de la consommation de chaque client, cette règle doit être
modiﬁée par l’introduction d’écarts entre les tarifs des diﬀérentes classes de service et
leurs coûts marginaux respectifs. Ces écarts doivent être inversement proportionnels
aux élasticités de la demande pour les diﬀérentes classes de services (demandes des di-
vers regroupements de clients). C’est par ailleurs précisément le genre de prescription
que doit suivre un monopole pour maximiser son proﬁt ou encore une entreprise qui,
sans être un monopole, bénéﬁcie d’un certain pouvoir de marché. Lorsque le proﬁtr é a -
lisable est plafonné (possiblement à 0) par un régulateur, la règle demeure valable, avec
la diﬀérence que les écarts qui sont introduits entre prix ou tarifs et coûts marginaux
seront majorés indirectement par le plafond sur les proﬁts. Les prix qui en résultent
sont souvent appelés prix à la Ramsey-Boit e u x .O np a r l ea u s s id el ar è g l ed el ’ i n v e r s e
de l’élasticité.
Dans le chapitre 8, nous avons montré qu’il est possible de faire mieux, en ce sens
que la contrainte de plafonnement du proﬁt peut être satisfaite tout en augmentant le
bien-être, avec des tarifs à deux ou plusieurs parties, dont l’une peut constituer une
charge ﬁxe. Là encore, la détermination des composantes de ces tarifs doit obéir à une
règle généralisée de l’inverse de l’élasticité. On doit tenir compte, entre autres, des
élasticités de la demande par rapport aux frais ﬁxes (abonnement) et par rapport aux
taux/prix unitaires applicables aux diverses tranches de quantités consommées.
Ainsi, la théorie économique suggère qu’il n’y ait pas de mal, bien au contraire, pour
un monopoleur, sujet à une réglementation de ses proﬁts, ou encore pour une entreprise
avec pouvoir de marché plus ou moins limité par la concurrence, à se préoccuper de
la proﬁtabilité relative des biens et services oﬀerts et, par conséquent, à discriminer
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dont ils peuvent bénéﬁcier. À l’inverse, une tariﬁcation basée exclusivement sur une
formule de partage des coûts, même si cette formule obéit à des critères d’équité fort
défendables, peut donner des résultats très diﬀérents d’une tariﬁcation eﬃcace dans la
mesure où elle ne tient aucunement compte des élasticités des diﬀérentes composantes
des demandes globales et spéciﬁques des diverses clientèles.
L’intégration du partage des coûts et de la tariﬁcation optimale ou eﬃcace, dans la
valorisation des infrastructures, peut être assurée comme suit. Ce sont les coûts ﬁxes
communs qui sont responsables des distorsions nécessaires des tarifs par rapport aux
coûts marginaux. Ces coûts ﬁxes communs pourront et devront généralement être ré-
partis, dans une première étape, entre les diﬀérents groupes de clients, selon l’une des
formules de partage que nous avons étudiées dans cet ouvrage et qui aura été choisie
en fonction de ses propriétés. La tariﬁcation optimale fera en sorte de récupérer, pour
chaque groupe de clients, les coûts ﬁxes qui lui ont été attribués. En supposant qu’il
y a, au sein d’un groupe donné, plusieurs catégories de clients, les tarifs demandés
aux diverses catégories de clients s’écarteront de leurs coûts marginaux d’approvi-
sionnement respectifs dans des proportions qui dépendront de l’inverse des élasticités
des demandes de ces catégories de clients. Ainsi, dans l’exemple du gazoduc reliant
Montréal, Québec, Saguenay et la Beauce discuté au chapitre 2, nous avons vu que
la méthode Shapley-Shubik allouait le coût ﬁxe du gazoduc (12 662.26) de la manière
suivante : 3 728.22 à la Beauce, 4 097.10 à Saguenay et 4 836.94 à Québec. Dans le cas
de Québec, le coût ﬁxe ainsi attribué devrait être récupéré en tarifant le gaz naturel
aux diﬀérentes catégories de clients de la région de Québec (ménages, commerces, in-
dustries et administrations par exemple) en fonction des coûts marginaux de satisfaire
la demande des diﬀérentes catégories de clients et de l’inverse de l’élasticité de leurs
demandes respectives, conformément à la règle Ramsey-Boiteux. Il en serait de même
pour les autres régions.
La tariﬁcation eﬃcace exige qu’on connaisse les élasticités des demandes exprimées
par les catégories de clients au sein de chacun des groupes, une tâche diﬃcile et exi-
geante mais bien connue. Il faut distinguer les élasticités par rapport aux prix propres
des élasticités croisées, tant de court terme (plus faibles) que de moyen ou long terme
(plus élevées). C’est aussi par la modélisation des élasticités que les eﬀets des pressions
concurrentielles peuvent en bonne partie être pris en compte.
La tariﬁcation eﬃcace globale, intégrant l’étape du partage des coûts communs,
peut être visualisée dans la ﬁgure qui suit.
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- Du partage des coûts à la tariﬁcation -
Cette dernière s’interprète de la manière suivante. Une ﬁrme supporte divers coûts
pour satisfaire ses clients. Ces coûts se partagent en coûts communs (au départ non
attribuables) et coûts attribuables ou spéciﬁques. Au cours d’une première étape (à
gauche de la ligne en pointillés), les coûts communs sont répartis, à l’aide d’une méthode
appropriée de partage des coûts, entre les divers groupes de clients identiﬁés. La ﬁrme
a ainsi attribué les coûts communs qui ne l’étaient pas au départ. Une fois cette étape
franchie, on passe à la phase de tariﬁcation proprement dite (à droite de la ligne en
pointillés). Il convient au cours de cette étape de récupérer, pour chaque groupe de
clients, l’ensemble des coûts attribués à ce groupe. Les coûts qui étaient attribuables
au départ pourront souvent être récupérés par une tariﬁcation au coût marginal. Les
coûts communs attribués aux divers groupes, dans la première étape, seront récupérés
grâce aux distorsions par rapport aux coûts marginaux qui, elles, seront calculées en
f o n c t i o nd el ar è g l ed el ’ i n v e r s ed el ’ é l a s t i c i t é .Ac es t a d e ,c h a q u eg r o u p ed ec l i e n t s
sera possiblement scindé en plusieurs catégories et le processus de tariﬁcation pourra
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proposées pour chaque groupe.
Nonobstant le caractère eﬃcace ou optimal de cette procédure, il est possible que
son application entraîne le façonnement de tarifs qui pourraient être perçus comme
diﬃcilement acceptables au plan politique. Dans un tel cas, il serait inopportun de
modiﬁer de manière ad hoc la règle de partage des coûts communs, choisie au départ
pour ses propriétés d’équité et de cohérence, ou la règle de tariﬁc a t i o nàl aR a m s e y -
Boiteux (contraintes de tarifs uniformes et de proﬁtabilité), permettant de s’éloigner
le moins possible des niveaux de consommation eﬃcaces (obtenus par une tariﬁcation
au coût marginal). Il faudrait plutôt recourir à des mécanismes incitatifs de support
direct pour aider et compenser les clients à protéger et ce, sans manipulation des tarifs.
Partage des coûts équitable et cohérent d’un côté et tariﬁcation optimale ou eﬃcace
(accompagnée de mécanismes d’atténuation des impacts, le cas échéant) de l’autre sont
des outils essentiels et complémentaires dans la valorisation des infrastructures.
CIRANO 2006 3292020, rue University, 25e étage, Montréal (Québec) H3A 2A5
Tél.: (514) 985-4000  •  Téléc.: (514) 985-4039 
www.cirano.qc.ca  •  info@cirano.qc.ca
Centre interuniversitaire de recherche en analyse des organisations