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Introduction
The countries of the Comonwelth of Intependent States (CIS) represent a very heterogeneous group of transition economies. The overall development is dominated by Russia (see Mayes and Korhonen, 2007) . It accounts for almost 75 percent of nominal US dollar GDP and 50 percent of the population of the entire region. At the lower edge, some small states like Kyrgyzstan and Moldova have an output share of less than 1 percent.
Despite frequent critique, Russia is also the leading reformer in the region (Shleifer and Treisman, 2005) , influencing possibly the economic policies in other CIS counries also by its conduct of reforms. Although the region seems to be dominated by the Russian economy, the earlier analyses show a surprisingly low role of regional factors. Both Chaplygin, Hughes Hallett and Richter (2006) and Shiells, Pani and Jafarov (2005) find only a low degree of business cycle correlations in the region. Thus the level of trade integration remains low since the break-up of the Soviet Union (Fidrmuc and Fidrmuc, 2000) . Moreover, Tiffin (2008) notes that also the level of financial integration in the region is below expectations. Moreover, nearly all countries show a slight negative trend of regional trade. Despite of this, Fungáčová and Solanko (2008) have noted that
Russian policy intends to become a global financial center. However, Russian achievements in this field suffered clearly significant losses during the financial crisis since the second half of 2008. Russia and some other countries of the region are also well equipped with natural resources (oil, gas and minerals). Behind this, Russia is generally found not to be deeply integrated to the world economy (Koźluk, 2008, Korhonen and Mehrotra, 2009) . Similar evidence for other CIS countries is largely not available.
In recent years, the boom in world demand exerted a strong upward pressure on GDP growth, implying a faster catching up towards the per capita income of industrialized countries. As a rule, this process was accompanied by an appreciation of exchange rates (see Figure 1 ) and an accumulation of foreign reserves.
- Figure 1 about hereStarting in 2003, more or less, both the Azerbaijani Manat and the Kazakh Tenge appreciated by 20 percent against the US Dollar. Higher exports of raw materials and soaring inflows of foreign investment raised demand for the CIS currencies, which caused concerns whether this appreciation is sustainable (Oomes and Kalcheva, 2007, and Égert and Leonard, 2008 Égert (2005) .
The analysis is built upon a FAVAR (factor augmented VAR) model. Country specific models include nominal exchange rates, the common factor of exchange rates in the CIS countries, and global drivers. Global, regional and idiosyncratic shocks are identified in a standard Cholesky fashion. In this framework, the relative importance of idiosyncratic The paper is organized in several sections. The econometric framework is reviewed in the next section (section 2). Section 3 presents the data and the empirical results. The final section (section 4) offers some conclusions.
The FAVAR model
The drivers of exchange rates are explored in a FAVAR framework. The VAR model is a convenient tool to study the dynamic interactions that drive the evolution of nominal exchange rates in CIS countries. The basic VAR specification, however, is extended by a common factor structure to proxy the regional element in the CIS exchange rates. This is recommended for two reasons. First, a large variable set can be compressed by the factor approach. Second, the regional element can affect exchange rates not only with a delay, but also in a contemporaneous way. In this sense, the common factor relieves the identification of regional shocks.
The empirical strategy resembles the Stock and Watson (2005) approach to examine the driving forces of business cycles. The regional variable is defined as the principal component of the residuals from a first step VAR regression. Country exchange rates are regressed on their own lags, and lagged exchange rates from all the other CIS countries.
Similarly to Marcellino, Stock and Watson (2003) , the model is given by
where y is the ix1 vector of nominal exchange rates, and a(L) is a (ixi) matrix polynomial in the lag operator, and i is the number of countries. The VAR errors u follow a common factor structure, where f is the (kxi) matrix of k common regional factors, Γ is a (ixk) matrix of factor loadings, and ε is a vector of idiosyncratic shocks.
After constructing regional factors, country individual VAR models are estimated. They are built upon three variables, i.e. a global variable (g), the regional common factor (f) and the country exchange rate (s). The global variable is measured, inter alia, by the level of world trade, a stock market index and the oil price. The shocks are exactly identified in a triangular fashion by using the Cholesky decomposition. Due to the ordering (g, f, s), a global shock is allowed to affect all variables in a contemporaneous way.
While the regional shock has an immediate impact on the national evolution, the latter can affect the region only with a delay. Then, inference is conducted on the basis of a decomposition of the h-step ahead forecast error for the exchange rate. In particular, its variance can be traced to global, regional and idiosyncratic shocks. Since these fractions are orthogonal by construction, they sum of to 1. Hence, the relative contribution of the various shocks to the forecast error variance can be interpreted as a percentage.
Overall, a two-step procedure is applied for the FAVAR analysis. At the first step, a regional factor is constructed. Afterwards, this factor is embedded as an ingredient of the FAVAR model in the second stage. Bernanke, Boivin and Eliasz (2005) have compared this approach with the results based on a one step procedure. They conclude that the two-step approach is more practical and better performing than the joint estimation of all parameters.
Data and results
The evidence is based on end of month data for nominal exchange rates against the US and financial crisis ( summer 2008).
-Figure 2 about here-
The first step is to construct the common regional factor. At this stage, a VAR model is estimated for the CIS exchange rates. According to Sims, Stock and Watson (2002) and Juselius (2007) , a level specification is favouralbe to capture possible cointegration relationships. According to the Schwarz Bayesian information criterion, a lag length equal to 1 is the optimal choice. Then, a principal component is conducted on the grounds of the VAR residuals. Due to the information criteria provided by Bai and Ng (2002) , the first two principal components seem to be appropriate. They represent almost 60 percent of the overall variance of exchange rates in the first subsample, and 50 percent in the second period. In terms of this statistic, the relevance of regional components seems to have decreased over the recent years, i.e. the currencies have become more differentiated. In order to obtain a unique measure, the regional factor is defined as a linear combination of the first two principal components (see Figure 2) . In the second step, VAR models are estimated at the individual country level. They include a global variable, the regional factor and the respective exchange rate. To shed light on the robustness of the results, the global variable is measured, inter alia, by the global trade (as a proxy for real shocks) and the evolution in international stock markets (financial shocks), and the oil price,. As a rule, the Schwarz-Bayesian information criterion recommends a lag order of 1 throughout the specifications. Global, regional and idiosyncratic shocks are identified using the triangular structure outlined above, and the relative importance of these shocks to explain forecast errors of exchange rates is assessed by a variance decomposition exercise, see Table 1 for the results.
- Table 1 
about here-
Although the results show a relative heterogeneous pattern, some similarities emerge.
First, the results are quite different over the two subperiods. Hence, an analysis for the entire period would be inappropriate. More general, this finding points to the fact that empirical work for the CIS countries should take instabilities into account, as the countries are in a period of transition. Second, while the idiosyncratic shocks are still most important for the determination of exchange rates, their relevance has decreased. In contrast, the relevance of regional shocks seems to have increased over the recent period.
The 
Conclusion
From an external perspective, the economic development of the CIS countries is expected to be dominated by the Russian economy, which represents the largest market in the region. Surprisingly, this has not been found in earlier studies, which looked either at synchronization of business cycles or the degree of financial integration between the CIS countries.
In this paper this issue is addressed by means of FAVAR models. This presents the first analyis of this kind for the CIS countries. In particular, nominal exchange rate movements are decomposed to global, regional and idiosynchratic shocks for two periods: Moreover, the results show that global real and finacial shocks have had a significantly different impact across the CIS countries. On the one hand, the financial shocks tend to gain importance. In fact, they are the major source of exchange rate variation in Russia, Kazakhstan and Kyrgyzstan. On the other hand, the relevance of global real shocks remained relatively low. A similar finding of increased regionalization has been reported by Fidrmuc and Fidrmuc (2003) after the Russian financial crisis. 1999-2003 2004-2010 1999-2003 2004-2010 1999-2003 2004-2010 Source: Own estimations.
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