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a b s t r a c t
In this paper,we consider the initial-boundary value problem for a nonlinear Kirchhoff type
equation with the damping term and spring boundary conditions. We establish the global
existence and uniqueness of solutions to this problem in time, and give an example and
simulation to illustrate our results. For the proof, we use the Faedo–Galerkin approximate
method. Finally, we study the asymptotic behavior of solutions and some of its simulation
results. Results of this paper are able to apply industrial parts such as a typicalmodelwidely
used to represent threads, wires, magnetic tapes, belts, band saws, and so on.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we consider the following initial-boundary value problem for a nonlinear Kirchhoff type equation with
spring boundary conditions:
utt(x, t)− a(x)B(‖∇u(t)‖2)∆u(x, t)+ Ku(x, t)+ λut(x, t)+ ηuxt(x, t) = 0, (x, t) ∈ (0, 1)× (0, T ); (1.1)
a(0)ux(0, t)− h0u(0, t) = 0, a(1)ux(1, t)+ h1u(1, t) = 0, t ∈ (0, T ); (1.2)
u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ (0, 1), (1.3)
where K , η, h0, and h1 are given nonnegative constants; λ, and T , the given positive constants; u0, u1, a(x), and B, the given
functions; u(x, t), the transversal displacement of the strip at spatial coordinate x and time t . The hypotheses on these
functions for our purpose will be specified later. (1.1) describes the nonlinear vibrations of an elastic string. And also, (1.2)
means both ends attached with springs depends on spring constants h0, h1 (Fig. 1). In (1.1), λut is called a weak damping
term and we call−λ∆ut instead of λut a strong damping term.
Many authors dealt with vibrations of homogeneous string and had many research results in the literature. But, to
our knowledge, there are a few results for the nonhomogeneous string with mixed boundaries. This paper dealt with
the vibration of nonhomogeneous string with spring boundaries. In fact, our model considered the effect of nonuniform
properties (quality, density, elasticity) in the spring as well as weak damping.
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Fig. 1. Physical situation of the nonlinear vibrations of an elastic string with spring boundary.
Its original equation is given by
ρh
∂2u
∂t2
=

p0 + Eh2L
∫ L
0

∂u
∂x
2
dx

∂2u
∂x2
(1.4)
for 0 < x < L, t ≥ 0, where u = u(x, t) is the lateral displacement at the space coordinate x and time t; E, the Young’s
modulus; ρ, the mass density; h, the cross section area; L, the length; p0, the initial axial tension. This equation was first
introduced by Kirchhoff [1] (see [2]); hence, (1.4) is known as the Kirchhoff-type equation. When K = λ = η = 0 and
the Cauchy or mixed problem for (1.1) has been studied by many authors (see [3–6]). In particular, many authors have
investigated the nonlinear wave equation when a(x) ≡ 1 without the Coriolis force term (i.e., η = 0) acting on the system
(1.1)–(1.3) (see [3,4,7–11]).
On the other hand, in [12] Chen et al. investigated the equation
∂2u
∂t2
+ 2γ ∂
2u
∂t∂x
+ (γ 2 − 1) ∂
2u
∂x2
= 3E
2
∂2u
∂x2

∂u
∂x
2
, (1.5)
where u(x, t) is the transverse displacement at the axial coordinate x and time t; γ , the axial speed; E, the Young’s modulus
(all dimensionless). Furthermore, Aassila and Kaya [13] investigated the system (1.1)–(1.3) with a(x) ≥ a0 > 0 and
a(x), ax(x) ∈ L∞(Ω), and the Dirichlet boundary condition without the Coriolis force and forcing and dissipative terms. In
the case of a systemwithmixed boundaries, some systemswith various boundaries are studied by Bentsman and Hong [14],
Vitillaro [15], Bociu and Lasiecka [16] and so on. In addition, Long [10] investigated system (1.1)–(1.3) with a(x) = 1 and
without the Coriolis force. The authors mentioned above have only studied the local existence (no global existence) of
solutions to their problems because of the nonlinearity of the term a(x)B(‖∇u‖2). And also, many researchers (see [14,
17]) investigated the asymptotic behavior of a solution for various practical systems by using some simulation.
The first objective of this paper is to verify the existence and uniqueness of solutions to the system (1.1)–(1.3) with the
weak damping term; then, we provide an example to illustrate our results. We study the global existence of solutions to
the problem with damping; the main technique for the proof is based on Galerkin’s approximate method and Gronwall’s
inequality. The second objective of this paper is to investigate the energy decay of solutions to system (1.1)–(1.3). Finally,
we try to show some simulations for the results.
2. Preliminaries
Throughout the paper, wewill abbreviate to some notationsΩ = (0, 1), T > 0, Lp = Lp(Ω),H1 = H1(Ω),H2 = H2(Ω),
where H1,H2 are the usual Sobolev spaces onΩ .
The norm in L2 is denoted by ‖ · ‖. We also denote by ⟨·, ·⟩ the scalar product in L2 or pair of dual scalar product of
continuous linear functional with an element of a function space. We denote by ‖ · ‖X the norm of a Banach space X and
by X ′ the dual space of X . We denote by Lp(0, T ; X), 1 ≤ p ≤ ∞ the Banach space of the real functions u : (0, T ) → X
measurable, such that
‖u‖Lp(0,T ;X) =
∫ T
0
‖u(t)‖pXdt
1/p
for 1 ≤ p <∞,
and
‖u‖L∞(0,T ;X) = esssup
0<t<T
‖u(t)‖X for p = ∞.
And also we put for some positiveM ,
W (M, T ) = {v ∈ L∞(0, T ;H2) : vt ∈ L∞(0, T ;H1), vtt ∈ L∞(0, T ; L2), ‖v‖L∞(0,T ;H2) ≤ M, ‖vt‖L∞(0,T ;H1) ≤ M,
‖vtt‖L∞(0,T ;L2) ≤ M, |u(0, t)| ≤ M, |u(1, t)| ≤ M, |ut(0, t)| ≤ M, |ut(1, t)| ≤ M}.
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Lemma 2.1 ([18, Theorem 6.2.1, p. 137]). There exists the Hilbert orthonormal base {wj} of L2 consisting of the eigenfunctionswj
corresponding to the eigenvalue λj such that
0 < λ1 ≤ λ2 ≤ · · · ≤ λj ≤ · · · , lim
j→+∞ λj = +∞. (2.1)
Furthermore, the sequence {wj/λj} is also the Hilbert orthonormal base of H1. On the other hand, we have also wj satisfying
the following boundary value problem:
−∆wj = λjwj, inΩ, (2.2)
a(0)wjx − h0wj(0) = a(1)wjx + h1wj(1) = 0, wj ∈ C∞(Ω). (2.3)
Lemma 2.2 ([10], Modified Embedding Theorem). The embedding V ↩→ C0(Ω) is compact, where ‖v‖V =|v(0, t)|2 + ‖∇v(t)‖2 12 and
‖v‖C0(Ω) ≤
√
2‖v‖V , for v ∈ V . (2.4)
The proof of Lemma 2.2 is also straightforward and we omit it.
3. The existence and uniqueness theorem of solution
Wemake the following assumptions:
(A1) h0 > 0, h1 ≥ 0, K ≥ 0, λ > 0, η ≥ 0 and 2λ ≤ η;
(A2) a(x) > 0 for all x ∈ Ω, a(x) ∈ L∞(Ω), ax(x) ∈ L∞(Ω);
(A3) 0 < l1 ≤ essinf0≤x≤1a(x), esssup0≤x≤1a(x) ≤ L1, L1(< +∞) > 0;
(A4) 0 < l2 ≤ essinf0≤x≤1ax(x), esssup0≤x≤1ax(x) ≤ L2, L2(< +∞) > 0;
(A5) B ∈ C1(R+), B(τ ) ≥ b0 > 0, B′(τ ) < δ, where δ is a positive constant, 0 < τ ≤ ‖∇u(t)‖2 for 0 ≤ t ≤ T ;
(A6) K0 = K0(M, T ) = sup0≤τ≤M2 B(τ ) > 0 for 0 ≤ t ≤ T .
Theorem 3.1 (Global Existence). Let B : [0,+∞] → [0,+∞] satisfy the non-degeneracy condition (i.e. B(‖∇u0‖2) > 0). Let
us assume that (A1)–(A6) hold and initial data (u0, u1) ∈ H2(Ω)× H1(Ω).
Then there exists a positive number M for every T > 0 such that system (1.1)–(1.3) admits a unique global solution u in
W (M, T ).
Proof. The proof consists of several steps.
Step 1. The Faedo–Galerkin approximation (introduced by Lions [19]). Consider the basis for H1 as wj = wj/λj in
Lemma 2.1. Put
um(t) =
m−
j=1
cmj(t)wj, (3.1)
where cmj(t), 1 ≤ j ≤ m, satisfy the system of linear differential equations
⟨umtt − a(x)B(‖∇um‖2)∆um + Kum + λumt + ηumxt , wj⟩ = 0, (3.2)
um(0) = um0, umt(1) = um1, (3.3)
where
um0 → u0 strongly in H2(Ω), (3.4)
um1 → u1 strongly in H1(Ω). (3.5)
It should be noted that (3.2) is a system of ordinary differential equations for cmj(t). The local existence of solutions of system
(3.2)–(3.3) is guaranteed by the Picard–Lindelöf Theorem on functional analysis concepts, which is known to have a local
solution in an interval [0, Tm)with 0 < Tm ≤ Tmax < +∞. The extension of the solution to the entire interval [0,+∞) is a
consequence of the following estimates.
Step 2. A priori estimates. Set
Pm(t) = ‖umt(t)‖2 + ‖∇umt(t)‖2 + K
‖um(t)‖2 + ‖∇um(t)‖2
+ B(‖∇um(t)‖2)⟨a(x), |∇um(x, t)|2 + |∆um(x, t)|2⟩. (3.6)
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Then, from (3.1)–(3.3) and (3.6), it follows that
Pm(t) = Pm(0)− 2λ
∫ t
0
‖ut(s)‖2 + ‖∇ut(s)‖2 ds− 2 ∫ t
0
B(‖∇um(s)‖2)⟨ax(x)∇um(x, s), umt(x, s)⟩ds
+ 2
∫ t
0
(B(‖∇um(t)‖2))′⟨a(x), |∇um(x, s)|2 + |∆um(x, s)|2⟩ds
+ 2η
∫ t
0
⟨∇umt(x, s),∆umt(x, s)− umt(x, s)⟩ds+ 2
∫ t
0
B(‖∇um(s)‖2)a(1)umx(1, s)umt(1, s)ds
− 2
∫ t
0
B(‖∇um(s)‖2)a(0)umx(0, s)umt(0, s)ds+ 2
∫ t
0
[umtt(1, s)umxt(1, s)− umtt(0, s)umxt(0, s)] ds
+ 2K
∫ t
0
[um(1, s)umxt(1, s)− um(0, s)umxt(0, s)]ds+ 2λ
∫ t
0
[umt(1, s)umxt(1, s)− umt(0, s)umxt(0, s)] ds
= Pm(0)− 2λ
∫ t
0
‖ut(s)‖2 + ‖∇ut(s)‖2 ds+ I1 + I2 + I3 + I4. (3.7)
Now, we estimate the integral terms Ii (i = 1, 2, 3, 4) on the right-hand side of (3.7).
First integral. By using Cauchy–Schwarz inequality with ε, and also assumptions (A4) and (A6), we derive
I1 = −2
∫ t
0
B(‖∇um(s)‖2)⟨ax(x)∇um(x, s), umt(x, s)⟩ds
≤ 2K0L2ε
∫ t
0
‖∇um(s)‖2ds+ K0L22ε
∫ t
0
‖umt(s)‖2ds. (3.8)
Second integral. From the assumption (A5) and using Cauchy–Schwarz inequality, we have
I2 = 2
∫ t
0
(B(‖∇um(t)‖2))′⟨a(x), |∇um(x, s)|2 + |∆um(x, s)|2⟩ds
≤ 2L1δ
∫ t
0
‖∇um(s)‖2 + ‖∆um(s)‖2 ds. (3.9)
Third integral. We can also deduce that
I3 = 2η
∫ t
0
⟨∇umt(x, s),∆umt(x, s)− umt(x, s)⟩ds
≤ η
∫ t
0
‖∆umt‖2 + 2‖∇umt(s)‖2 + ‖umt(s)‖2 ds. (3.10)
Fourth integral (Boundary estimate). Using boundary conditions and assumptions (A2) and (A5), we can derive
I4 = 2
∫ t
0
B(‖∇um(s)‖2) [a(1)umx(1, s)umt(1, s)− a(0)umx(0, s)umt(0, s)] ds
+ 2
∫ t
0
[umtt(1, s)umxt(1, s)− umtt(0, s)umxt(0, s)] ds+ 2K
∫ t
0
[um(1, s)umxt(1, s)
− um(0, s)umxt(0, s)]ds+ 2λ
∫ t
0
[umxt(1, s)umt(1, s)− umxt(0, s)umt(0, s)] ds
≤ B(‖∇um(0)‖2)

h0|um(0, 0)|2 + h1|um(1, 0)|2
− B(‖∇um(t)‖2) h0|um(0, t)|2 + h1|um(1, t)|2
+ 2δ
∫ t
0

h0|um(0, s)|2 + h1|um(1, s)|2

ds+ K
[
h0
a(0)
|um(0, 0)|2 + h1a(1) |um(1, 0)|
2
]
− K
[
h0
a(0)
|um(0, t)|2 + h1a(1) |um(1, t)|
2
]
+ h0
a(0)
|umt(0, 0)|2 + h1a(1) |umt(1, 0)|
2
−
[
h0
a(0)
|umt(0, t)|2 + h1a(1) |umt(1, t)|
2
]
− 2λ
∫ t
0
[
h0
a(0)
|umt(0, s)|2 + h1a(1) |umt(1, s)|
2
]
ds. (3.11)
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Combining (3.7)–(3.11) and applying (3.4) and (3.5) to them, we get
Pm(t) ≤
[
2+ 3K0L1 + 2K + (h0 + h1)L1 + (1+ K)

h0
a(0)
+ h1
a(1)
]
M2 − B(‖∇um(t)‖2)[h0|um(0, t)|2
+ h1|um(1, t)|2] − K
[
h0
a(0)
|um(0, t)|2 + h1a(1) |um(1, t)|
2
]
−
[
h0
a(0)
|umt(0, t)|2 + h1a(1) |umt(1, t)|
2
]
+ 2(K0L2ε + L1δ)
∫ t
0
‖∇um(s)‖2ds+

K0L2
2ε
+ η − 2λ
∫ t
0
‖umt(s)‖2ds+ 2(η − λ)
×
∫ t
0
‖∇umt(s)‖2ds+ (2L1δ + η)
∫ t
0
‖∆um(s)‖2ds+ 2δ
∫ t
0
[h0|um(0, s)|2 + h1|um(1, s)|2]ds
− 2λ
∫ t
0
[
h0
a(0)
|umt(0, s)|2 + h1a(1) |umt(1, s)|
2
]
ds.
Put
Rm(t) = ‖um(t)‖2 + ‖∇um(t)‖2 + ‖umt(t)‖2 + ‖∆umt(t)‖2
+‖∆um(t)‖2 + |um(0, t)|2 + |um(1, t)|2 + |umt(0, t)|2 + |umt(1, t)|2. (3.12)
By the assumption (A1), we have
min

1, K , b0l1,
h0
a(0)
,
h1
a(1)
, h0

b0 + Ka(0)

, h1

b1 + Ka(1)

Rm(t)
≤
[
2+ 3K0L1 + 2K + (h0 + h1)L1 + (1+ K)

h0
a(0)
+ h1
a(1)
]
M2 + 2(K0L2ε + L1δ)
∫ t
0
‖∇um(s)‖2ds
+

K0L2
2ε
+ η − 2λ
∫ t
0
‖umt(s)‖2ds+ 2(η − λ)
∫ t
0
‖∇umt(s)‖2ds+ (2L1δ + η)
∫ t
0
‖∆um(s)‖2ds
+ 2δ
∫ t
0
[h0|um(0, s)|2 + h1|um(1, s)|2]ds+ 2λ
∫ t
0
[
h0
a(0)
|umt(0, s)|2 + h1a(1) |umt(1, s)|
2
]
ds. (3.13)
Using the assumption (A1), we get the following inequality because of the positivity of all coefficients in the right hand
side of (3.13).
Rm(t) ≤ C(M, T )+ C(T )
∫ t
0
Rm(s)ds, 0 ≤ t ≤ Tm ≤ Tmax, (3.14)
where
C(M, T ) =

2+ 3K0L1 + 2K + (h0 + h1)L1 + (1+ K)

h0
a(0) + h1a(1)

M2
min

1, K , b0l1,
h0
a(0) ,
h1
a(1) , h0

b0 + Ka(0)

, h1

b0 + Ka(1)
 , (3.15)
C(T ) =
2

K0L2

ε + 14ε
+ 2η + δ(h0 + h1 + 2L1)+ λ  h0a(0) + h1a(1)
min

1, K , b0l1,
h0
a(0) ,
h1
a(1) , h0

b0 + Ka(0)

, h1

b0 + Ka(1)
 . (3.16)
By applying Gronwall’s inequality, we deduce from (3.14) that for sufficiently small ε(>0),
Rm(t) ≤ C(M, T ) exp[C(T )T ] ≤ [C(M)]2, 0 ≤ t ≤ T ≤ Tmax, (3.17)
where C(M)(≈ C(M, T )) is a positive constant; C(M, T ) and C(T ) are given by (3.15) and (3.16), respectively. SetM = C(M);
then, we have the boundedness of norms relating Rm(t) in (3.12). On the other hand, by using Eqs. (1.1), (3.17), and the
assumptions (A3), (A6), we get
‖umtt(t)‖ ≤ ‖a(x)B(‖∇u(t) ‖2)∆u(x, t)− Ku(x, t)− λut(x, t)− ηuxt(x, t)‖
≤ ‖a(x)B(‖∇u(t) ‖2)‖ ‖∆u(t)‖ + K‖u(t)‖ + λ‖ut(t)‖ + η‖uxt(t)‖
≤ (L1K0 + K + λ+ η)M. (3.18)
That is, Tm = Tmax. Therefore, by (3.17) and (3.18), we obtain
um ∈ W (M, T ) for allm. (3.19)
D. Kim, I.H. Jung / Computers and Mathematics with Applications 62 (2011) 3004–3014 3009
Step 3. Passage to the limit. From (3.19) and the Dunford–Pettis theorem, we can extract from {um} a subsequence {ukm}
such that
ukm → u in L∞(0, T ;H2)weak*, (3.20)
ukmt → ut in L∞(0, T ;H2)weak*, (3.21)
ukmtt → utt in L∞(0, T ; L2)weak, (3.22)
a(x)B
‖∇um(t)‖2∆um(t)→ χ weak in L∞(0, T ; L2), (3.23)
where u ∈ L∞(0, T ;H2), χ ∈ L∞(0, T ;H2), and k = 1, 2, . . . .
Limits (3.20)–(3.23) allow us to pass to the limit in the approximate equation so that we can deduce that u ∈ W (M, T ).
Now we show that u is a solution in W (M, T ) to the system (1.1)–(1.3). First, we try to prove that χ =
a(x)B
‖∇u(t)‖2∆u(t). For all v ∈ L∞(0, T ; L2(Ω)), we have∫ t
0
(χ − a(x)B ‖∇u(s)‖2∆u(s), v)ds = ∫ t
0
(χ − a(x)B ‖∇um(s)‖2∆um(s), v)ds
+
∫ t
0
a(x)B
‖∇um(s)‖2 (∆um(s)−∆u(s), v)ds
+
∫ t
0
(a(x)[B ‖∇um(s)‖2− B ‖∇u(s)‖2]∆u(s), v)ds. (3.24)
From (3.20) and (3.23), we deduce that the first and second terms on the right-hand side of (3.24) tend to zero asm →∞.
For the last term, using assumptions (A3) and (A5), and (3.17), we can derive that for some constant C(L1)(>0),∫ t
0
(a(x)[B ‖∇um(s)‖2− B ‖∇u(s)‖2]∆u(s), v)ds ≤ C(L1) ∫ t
0
[‖∇um(s)‖2 − ‖∇u(s)‖2]|(∆u(s), v)|ds. (3.25)
From (3.24) and (3.25), we get χ = a(x)B ‖∇u(t)‖2∆u(t); that is, asm tends to infinity, we have
a(x)B
‖∇um(t)‖2∆um(t)→ a(x)B ‖∇u(t)‖2∆u(t) weak in L∞(0, T ; L2).
Therefore, from the above result and (3.20)–(3.23), we deduce that there exists u ∈ W (M, T ) satisfying the following
equation when we take limits in (3.2) and (3.3) withm →∞
⟨utt − a(x)B(‖∇u‖2)∆u+ Ku+ λut + ηuxt , w⟩ = 0,
for allw ∈ H1, and the initial conditions
u(0) = u0, ut(1) = u1,
which completes the proof of existence.
Step 4. Uniqueness of solutions. The global solutions of the initial-boundary value problem (1.1)–(1.3) is unique for all
t ∈ [0, Tmax], Tmax > 0. In fact, suppose u andu are two solutions of (1.1)–(1.3). Therefore, φ = u−u satisfies
φtt(x, t)− a(x)B(‖∇u(t)‖2)∆φ(x, t)+ Kφ(x, t)+ λφt(x, t)+ ηφxt(x, t)
= a(x)B(‖∇u(t)‖2)− a(x)B(‖∇u(t)‖2)∆u(x, t), (x, t) ∈ (0, 1)× (0, T );
a(0)φx(0, t)− h0φ(0, t) = 0, a(1)φx(1, t)+ h1φ(1, t) = 0, t ∈ (0, T );
φ(x, 0) = 0, φt(x, 0) = 0, x ∈ (0, 1).
(3.26)
Taking the scalar product on L2(Ω) of φt with both sides of the first equation of (3.26), by using the assumptions (A3)–(A6)
and Cauchy–Schwarz inequality, we deduce that
1
2B(‖∇u(t)‖2)
d
dt
[
‖φt(t)‖2 +
∫ 1
0
a(x)B(‖∇u(t)‖2)|∇φ(x, t)|2dx+ K‖φ(t)‖2
]
+ d
dt
[
h1
2
|φ(1, t)|2 + h0
2
|φ(0, t)|2
]
≤
∫ 1
0

a(x)B(‖∇u(t)‖2)− a(x)B(‖∇u(t)‖2)∆u(x, t)φt(x, t)dx
+ 1
4B(‖∇u(t)‖2)

(L2K0 + L1δ)‖φx(t)‖2 + (L2K0 + 2λ+ η)‖φt(t)‖2 + η‖φxt(t)‖2

. (3.27)
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The first term on the right-hand side of (3.27) is upper bounded by using assumptions (A2)–(A6) and the result of (3.23), we
have ∫ 1
0

a(x)B(‖∇u(t)‖2)− a(x)B(‖∇u(t)‖2)∆u(x, t)φt(x, t)dx
≤ C1‖∇u(t)−∇u(t)‖ ‖∆u(t)‖ ‖φt(t)‖ ≤ C2‖∇φ(t)‖ ‖φt(t)‖, (3.28)
where C1 and C2 are positive constants. Substituting (3.28) into (3.27) we get
d
dt
[
‖φt(t)‖2 +
∫ 1
0
a(x)B(‖∇u(t)‖2)|∇φ(x, t)|2dx+ K‖φ(t)‖2
]
+ d
dt
[
h1
2
|φ(1, t)|2 + h0
2
|φ(0, t)|2
]
≤ C3 ‖φx(t)‖2 + ‖φt(t)‖2 ,
where C3 = maxmaxt∈[0,T ] ‖φxt (t)‖2,L2K0+2λ+η+L1δ+ C22 
min

1
2K0
,1
 > 0.
From this, by integration from 0 to Tmax for t and using the assumptions (A3) and (A5) and (3.26), it yields
‖φt(t)‖2 + l1b0‖∇φ(x, t)‖2 + K‖φ(t)‖2 + h12 |φ(1, t)|
2 + h0
2
|φ(0, t)|2
≤ C4 ∫ Tmax
0
‖φt(t)‖2 + ‖∇φ(x, t)‖2 + ‖φ(t)‖2 + |φ(1, t)|2 + |φ(0, t)|2 dt,
where C4 is clearly a positive constant. Applying Gronwall’s inequality, we get φ(t) = 0 for all t ∈ [0, Tmax], which implies
that the sequence {um} of approximations converges to the unique solution of (1.1)–(1.3). Therefore, the proof of Theorem3.1
is complete. 
Remark 3.2. In the case of a system using strong damping term instead of weak damping term, we can easily get the same
result of solutions guaranteed by the boundedness of Rm(t)which is using the above proof.
Now we introduce an example to illustrate Theorem 3.1 as follows:
Example 3.3. We consider the following nonlinear wave equation with spring boundary conditions
utt(x, t)− exp(x)
‖∇u‖2∆u(x, t)+ u(x, t)+ ut(x, t)+ uxt(x, t) = 0 in (x, t) ∈ (0, 1)× (0,∞),
exp(0)ux(0, t) = u(0, t), exp(1)ux(1, t) = −u(1, t) on (0,∞),
u(x, 0) = exp

−64

x− 1
2
2
, ut(x, 0) = 0 in (0, 1),
where δ(>0) is a constant.
Actually, the above example satisfies the assumptions (A1)–(A6) and the given conditions for existence. Therefore, its
global unique existence is guaranteed by Theorem 3.1.
4. Asymptotic behavior
In this section, we study the asymptotic behavior of the generalized energy as t →+∞
F(t) = 1
2
[
‖ut(t)‖2 +
∫ 1
0
a(x)B(‖∇u(t)‖2)|∇u(x, t)|2dx+ K‖u(t)‖2
]
+ 1
2

h1b0|u(1, t)|2 + h0b0|u(0, t)|2

, (4.1)
where u is the unique solution of the system (1.1)–(1.3) given by Theorem 3.1.
To continue the proof, we need to introduce three new functionals
E0(t) = 12
∫ 1
0
|ut(t)|2 + |∇u(t)|2 dx, (4.2)
E(t) = 1
2
∫ 1
0
|ut(t)|2 + a(x)B(‖∇u(t)‖2)|∇u(x, t)|2 + K |u(t)|2 dx, (4.3)
F(t) = E(t)+ 1
2

h1b0|u(1, t)|2 + h0b0|u(0, t)|2

. (4.4)
In general, we say that E0(t) is the kinetic energy and E(t) is the energy including not only kinetic facts but also potential
facts.
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Theorem 4.1 (Energy Decay). Let q > η + L1δ ≥ 0 and λ ≥ L
2
2K
2
0
L1δ
≥ 0, and suppose that every definition and hypothesis in the
previous chapter holds. Then, the solution u(x, t) of the system (1.1)–(1.3) satisfies the following energy decay estimates; there
exists a positive constant C4 such that
E(t) ≤ α1E0(0) exp{−C4t} for all t ≥ 0.
Proof. Multiplying the first equation in the system (1.1)–(1.3) by ut and applying the boundary condition (1.2), we have
1
2
d
dt
‖ut(t)‖2 +
∫ 1
0
ax(x)B(‖∇u(t)‖2)ut(x, t)ux(x, t)dx+ 12
d
dt
∫ 1
0
a(x)B(‖∇u(t)‖2)ux(x, t)ux(x, t)dx
− 1
2
∫ 1
0
a(x)(B(‖∇u(t)‖2))′ux(x, t)ux(x, t)dx+ h12 B(‖∇u(t)‖
2)
d
dt
|u(1, t)|2 + h0
2
B(‖∇u(t)‖2) d
dt
|u(0, t)|2
+ K
2
d
dt
‖u(t)‖2 + λ‖ut(t)‖2 + η
∫ 1
0
uxt(x, t)ut(x, t)dx = 0.
Dividing both sides by B(‖∇u(t)‖2) since B(‖∇u(t)‖2) > 0, we get
1
2B(‖∇u(t)‖2)
d
dt
[
‖ut(t)‖2 +
∫ 1
0
a(x)B(‖∇u(t)‖2)|∇u(x, t)|2dx+ K‖u(t)‖2
]
+ d
dt
[
h1
2
|u(1, t)|2 + h0
2
|u(0, t)|2
]
+ 1
2B(‖∇u(t)‖2)
∫ 1
0
ax(x)B(‖∇u(t)‖2)ut(x, t)ux(x, t)dx− 14B(‖∇u(t)‖2)
×
∫ 1
0
a(x)(B(‖∇u(t)‖2))′ux(x, t)ux(x, t)dx+ 12B(‖∇u(t)‖2)
[
λ‖ut(t)‖2 + η
∫ 1
0
uxt(x, t)ut(x, t)dx
]
= 0.
From the assumptions (A3)–(A6) and the Cauchy–Schwarz inequality, we deduce that
1
2B(‖∇u(t)‖2)
d
dt
[
‖ut(t)‖2 +
∫ 1
0
a(x)B(‖∇u(t)‖2)|∇u(x, t)|2dx+ K‖u(t)‖2
]
+ d
dt
[
h1
2
|u(1, t)|2 + h0
2
|u(0, t)|2
]
+ 1
2B(‖∇u(t)‖2)
[
λ− ϵL2K0 − η2

‖ut(t)‖2 +

q− L2K0
2ϵ
− η
2

‖∇u(t)‖2
]
− 1
2B(‖∇u(t)‖2)

q+ L1δ
2
− L2K0
4ϵ

‖∇u(t)‖2 ≤ 0.
Letting L2K02q−η ≤ ϵ ≤ L2K02(η+L1δ) by the condition for q of Theorem 4.1 which is the positive constant and using the global
existence results (i.e., ‖∇u(t)‖ ≤ M), we have
1
2B(‖∇u(t)‖2)
d
dt
[
‖ut(t)‖2 +
∫ 1
0
a(x)B(‖∇u(t)‖2)|∇u(x, t)|2dx+ K‖u(t)‖2
]
+ d
dt
[
h1
2
|u(1, t)|2 + h0
2
|u(0, t)|2
]
+ 1
2B(‖∇u(t)‖2)

C1‖ut(t)‖2 + C2‖∇u(t)‖2
 ≤ 0, (4.5)
where C1 = λ− ϵL2K0 − η2 , C2 = q− L2K02ϵ − η2 and C1, C2 are nonnegative constants from the assumptions of Theorem 4.1.
Multiplying (4.5) by the Kirchhoff part B(‖∇u(t)‖2), we get the following result from (A5):
1
2
d
dt
[
‖ut(t)‖2 +
∫ 1
0
a(x)B(‖∇u(t)‖2)|∇u(x, t)|2dx+ K‖u(t)‖2
]
+ 1
2
d
dt

h1b0|u(1, t)|2 + h0b0|u(0, t)|2
+ C3
2
‖ut(t)‖2 + ‖∇u(t)‖2 ≤ 0,
where C3 = min {C1, C2}.
From (4.1)–(4.4), we deduce that
d
dt
F(t)+ C3
2
E0(t) ≤ 0. (4.6)
Proposition 1 (Energy Equivalence).
α0E0(t) ≤ F(t) ≤ α1E0(t) for all t ≥ 0,
where α0 = min {1, l1b0 + K} and α1 = max {1, K , L1K0, b0(h1 + h0)M}.
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Fig. 2. Solution’s shapes on the whole time with spatial parts.
Proof. By the assumptions (A3) and (A6), we have
max {1, K , L1K0, b0(h1 + h0)M} E0(t) ≥ F(t).
And also, applying the assumptions (A3) and (A6), Lemma2.2, and the positivity of 12

h1b0|u(1, t)|2+(h0b0+K)|u(0, t)|2

,
we deduce
min {1, l1b0 + K} E0(t) ≤ F(t). 
From (4.6) and Proposition 1, we get
E0(t) ≤ E0(0) exp{−C4t} for all t ≥ 0 and as t →+∞.
From Proposition 1, we get F(t) ≤ α1E0(t). This implies that
F(t) ≤ α1E0(0) exp{−C4t} for all t ≥ 0 and as t →+∞.
By the positivity of 12

h1b0|u(1, t)|2 + h0b0|u(0, t)|2

, we also deduce
E(t) ≤ α1E0(0) exp{−C4t} for all t ≥ 0 and as t →+∞. 
5. Numerical results
Now, we try to deal with numerical simulation results for the special system under some assumptions of Example 3.3.
In the numerical results section, we consider two parts, that is, solution’s shapes in time and simulation of energy decay of
solutions.
5.1. Solution’s shapes in time
When it comes to the numerical results of solutions, our purpose is to show solution for 3-dimension (i.e. u(x, t), x, t) in
the system. We consider that boundaries exp(0)ux(0, t) = u(0, t) at x = 0 and exp(1)ux(1, t) = −u(1, t) at x = 1 in the
system as we know. So, some displacement of solutions relating rates of change for the time at x = 0 in the physical sense
is not happened to solution’s shapes, even though the boundary has some spring. But displacements of solutions are deeply
happened as time goes on. This is the reason why the internal system has terms relating time derivatives. In reality, the
simulation of our system makes maximum displacement at x = 1. The situation composing many terms with derivations
of time and spatial parts under some conditions means that there exists a damped structure for the control of unexpected
vibration with boundaries. And we consider that f (x, t) is neglected with respect to the numerical results because the term
has a small enough impact on the whole system. Solution’s shapes in full-time and t = 1 including boundaries are given in
Figs. 2 and 3, respectively.
Moreover, as mentioned in Remark 3.2, if wewould change theweak damping term ut to the strong damping term−∆ut
in our system, then we can get results as given in Figs. 4 and 5.
5.2. Simulation of energy decay
In this section, we try to compare E(t) and E0(t)with respect to the previous energy decay results. The aim of this section
is to show that time and energy functions behavior depends on time t in whole time interval in the system. As we got the
previous theoretical energy decay result (Theorem 4.1), we can get the simulation when the constant α1 equals 1.6 and
C4 = 4.4 (see Fig. 6).
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Fig. 4. Solution’s shapes on the whole time with spatial parts with strong damping term.
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Fig. 5. Solution’s shapes at time t = 1 with strong damping term.
In Section 5, for the numerical results, we used the standard finite difference method (FDM) and MATLAB.
6. Conclusions
We dealt with analytical results and their numerical simulations. We established the global existence and uniqueness of
weak solutions to this problem in time, and give an example and simulation to illustrate our results. For the proof, we use
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Fig. 6. Energy decay results.
the Faedo–Galerkin approximatemethod. Finally, we try to get the asymptotic behavior of energy and its simulation results.
These results are very useful, indeed, our results are able to apply industrial parts such as a typical model widely used to
represent threads, wires, magnetic tapes, belts, band saws, and so on.
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