ABSTRACT This paper presents a fast, high-precision, and fully automatic windowing method based on deep convolutional neural network (CNN) for magnetic resonance imaging (MRI). Displaying a magnetic resonance (MR) image with a data depth of 12/16 bits on regular 8-bit monitors usually needs a windowing process to remap the full range of pixel intensity to a subrange. However, adaptively and automatically adjusting the windowing parameters of MR images under various viewing conditions is a challenging problem in medical image processing due to the low contrast and high grayscale range. We present a novel method based on the deep CNN's to estimate the windowing parameters that can match the adjustment of human experts precisely and quickly. The network acts as a typical end-to-end mapping function that takes the raw pixels of the MR images as input and directly outputs the corresponding estimation of the optimal windowing parameters. To speed up the inference, we utilize a space-to-depth (STD) conversion to reduce the spatial resolution of input images, and thus the computing burden of the inference process. The extensive experiments on the dataset annotated by clinicians show that the proposed method can accurately predict the optimal windowing parameters of an MR image with a size of 1024×1024 in less than 0.01 s. Due to the high effectiveness and efficiency of the proposed method, it is highly applicable for various clinical and research purposes.
I. INTRODUCTION
In the field of magnetic resonance imaging (MRI), a main problem of visualizing magnetic resonance (MR) images is that MR images with a data depth of 12 bits or 16 bits have a much wider full pixel intensity range than the typical 8 bits that the ordinary diagnostic displays can handle [1] . Despite recent studies have demonstrated that a human observer can perceive up to 900 shades of gray, most current viewing applications only support 256 (i.e., 2 8 ) depth levels [2] , [3] . To display any 12-bit or 16-bit MR image on commonly used 8-bit computer monitors, the pixel intensity range of this image needs to be remapped in general. A typical remapping process is the so-called windowing process that maps the pixel intensity linearly from a subrange [y c − y w , y c + y w ]
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to [0, 255] , where y c and y w represent window level (WL) and (a half of) window width (WW) respectively. The display quality of MR images greatly depends on these two windowing parameters, and improper adjustment of these parameters will seriously affect the visual effect of the images, and even cause the unnecessary loss of valuable diagnostic information in the images [4] .
A simple and direct manner is to manually adjust y c and y w through human operators. But this is time-consuming and energy-intensive, and the adjustment results vary greatly due to the effects of observation conditions and individual differences between human operators. Thus, if these two parameters can be adjusted automatically, it will be beneficial for both research and clinical purposes. However, automatic adjustment of these two parameters is usually a complicated problem for various objective or/and subjective reasons, such as the spatial distribution of pixel intensity, different image types, individual differences of human experts and varying observation conditions, etc [4] . Therefore, it is difficult for automatic adjustment methods to precisely match the results reported by clinical experts. Nevertheless, if automatic adjustment is almost as good as that set by a human expert and only minor readjustments would be required, then the display in MR systems would be greatly simplified [7] .
At present, there have been several techniques developed for automatically adjusting these windowing parameters of medical images, e.g., Gabor-relying adjustment of image levels (GRAIL) [3] , the comprehensive hierarchical neural networks (HNN)-based automatic and robust adjustment of the display window [4] , the neural network based automatic adjustment of display window [7] and the global contrast stretching (GCS) [9] , etc. However, most these traditional methods are based on histogram information of MR images and its derivatives to some extent, with the use of manually extracted features. Consequently, these meaningful and taskrelated features are specially selected and carefully designed by human experts based on their domain knowledge, making the quality of these features heavily dependent on the domain knowledge and the relevant experience of human experts. This may cause the poor generalization of the method and not suitable for varying MR images. Besides, methods based on specific prior knowledge (e.g., histograms or spatial distributions) or traditional shallow learning (e.g., HNN) have very limited representational ability and cannot well reflect the nonlinear relationship between MR images and their optimal window parameters.
Inspired by the great success of deep learning techniques [10] , especially deep convolutional neural networks (CNNs) [5] , we explore an end-to-end deep model to predicate the nonlinear relationship between MR images and their optimal windowing parameters, termed as automatic windowing convolutional neural network (AWCNN). Given an image x ∈ R H ×W , where H and W represent the height and width of x, automatically windowing the pixel intensity of x aims to finding a mapping function f (x) that describes the relationship between x and its windowing parameters y = [y c , y w ] T :
where θ is the set of model parameters. Once the parameters of the model are determined, predicting the windowing parameters is easy and forthright. Then, remapping process is simply implemented through linearly stretching or shrinking the subrange of the full pixel intensity range [y c −y w , y c +y w ] to the display range [0, 255]:
where a = y c − y w and b = y c + y w are the lower and upper bounds of the subrange, respectively. x is a pixel in the MR image x andx is the remapping of x that forms the imagex to be displayed. It is worth noting that a does not have to be greater than or equal to 0, and b does not have to be smaller than or equal to the upper bound of the full pixel intensity range 2 12 − 1 or 2 16 − 1. A remarkable difference between the proposed method and the previous methods is that it does not require to design and extract representational features manually due to the ability of CNN models to autonomously extract features from the original data. It takes the raw pixels of the MR image as input and generates the desired windowing parameters y. Profiting from the powerful representational capacity of deep CNN models, the proposed model is able to accurately match the adjustments of human experts (Fig.1) , greatly simplifying the operation of displaying MR images on common monitors. In addition, we also utilize a space-to-depth (STD) conversion ( Fig.2(a) ) before feeding the image to the model to compress the inference of the model into low resolution (LR) image space, which significantly reduces computation and memory consumption. Interestingly, the STD layer also improves the prediction accuracy to a certain extent although it seems counterintuitive. Consequently, the proposed model is highly efficient and can process a MR image of size 1024×1024 in less than 0.01 seconds with the support of a regular NVIDIA GeForce GTX 1080 Ti GPU (Table 1) , implying its valuable practicability.
The remaining of this paper is organized as follows. We first present some previous contributions related the present work in section II, and then describe the details of the proposed method in section III. Next, section IV gives the quantitative and qualitative results of experimental analyses. Finally, we discuss some related topics and future work in section V and conclude the whole work in section VI.
II. RELATED WORK A. CONVOLUTIONAL NEURAL NETWORK
One of the most successful models for digital image analysis and processing is deep convolutional neural network (CNN) that can date back to the late 1980s [11] . The first successful real-world application of CNN is introduced by LeCun et al. [5] for hand-written digit recognition (LeNet). However, the usage of CNNs did not gather momentum until the prominent contribution of Krizhevsky et al. [6] to the VOLUME 7, 2019 FIGURE 2. The schema of the proposed AWCNN and a building block. (a) The AWCNN consists of n convolutional building blocks and m fully connected (FC) layers. A space-to-depth (STD) layer is used to reduce the spatial dimension of the image before it is fed into the model. (b) Each convolutional building blocks consists of the repeated application of three 3×3 convolutional layers (zero-padded), each followed by a rectified linear unit (ReLU) [8] . A 2×2 max pooling layer with a stride of 2 is used for downsampling. The number of feature maps in each block is doubled by the first convolutional layer.
ImageNet large scale visual recognition challenge (LSVRC) in 2012 [12] . The network explored by them is the famous AlexNet that won the competition by a large margin.
In the next few years, with the emergence of advanced computing devices and high-quality large-scale datasets (e.g., ImageNet [12] , DIV2K [13] etc.), as well as the development of related theories and techniques for efficiently training deep networks, deep CNNs have shown an explosive popularity in many fields and greatly promoted the best state of various computer vision tasks,such as image classification [6] , [14] - [17] , object detection [18] - [20] , face recognition [21] - [23] , image generation (image superresolution [24] - [31] , image denoising [32] - [34] etc.). However, this is attributed to not only the outstanding performance of deep CNNs, but also the convenience to extract features from data automatically. The proposed automatic windowing method for MR images also benefits from these advantages to a large extent.
B. AUTOMATIC WINDOWING FOR MRI
Most of previous methods for auto adjustment of windowing parameters are very restricted to certain type of MR images or operate very differently from human adjustment. They usually perform the calculation based on some prior knowledge about MR images, such as perceptual metric [3] , graylevel histogram [7] and MR image type [35] etc. These methods apply finite information to estimate the windowing parameters according to hand-crafted features and specific calculation, resulting in limited or even impractical applications. Some more advanced methods based on multi-layer perceptrons (MLPs) were also developed. An early work is introduced by Ohhashi et al. [7] which utilized a three-layer HNN to model the relationship between the input MR image x and its windowing parameters [y c , y w ] T . However, they simply extracted a group of six features (combined with sine and cosine transforms) from the graylevel histogram of x for model training. Further, Lai and Fang [4] proposed a comprehensive HNNs based algorithm for automatic and robust adjustment of display parameters. They combined wavelet histogram and spatial statistical information of the MR image for feature generation, which overcomes the problem of using pure histogram information only. They also presented an adaptive display window adjustment system with the online adaptation capability [36] .
The features utilized by these methods need to be carefully designed and manually extracted from the input data. But they are usually not robust enough and cannot adequately represent the discriminative information of the raw data [37] . Moreover, the traditional shallow models have very limited representational ability and can hardly match the adjustment by human experts with high accuracy. On the other hand, the proposed method optimizes an end-to-end mapping between the MR image x and its optimal windowing parameters y = [y c , y w ] T , without manual feature extraction. Besides, it is capable of estimating more accurate results of windowing parameters due to the excellent performance of CNNs. Further, the STD conversion makes it not only a quantitatively superior method, but also a faster and practically useful one.
III. PROPOSED METHOD A. OVERALL NETWORK STRUCTURE
The target of automatic windowing for MRI is to estimate the desired windowing parameters y = [y c , y w ] T of the input MR image x, which match the adjustment of human experts as precisely as possible. The complicated nonlinear relationship between x and y is modeled as a deep CNN architecture that forms an end-to-end mapping from x to y, i.e., y = f (x; θ). The overall structure of the proposed AWCNN model is simple and outlined in Fig.2 . It consists of three parts: (1) a STD layer to reduce the spatial resolution of the original input images; (2) a nonlinear mapping composed of several building blocks to build the hierarchical features; and (3) a linear transform to convert these features into the final estimation, which consists of a series of fully connected (FC) layers.
Given an input image x, it is first converted into a LR image x 0 through the STD layer:
where F STD (·) denotes the function corresponding to the STD layer, and r is the rate of the STD conversion. The main purpose of the STD layer is to reduce the spatial resolution of x so as to improve the computational efficiency of model inference. Then, several building blocks are used to extract the hierarchical features from x 0 :
where n is the number of building blocks, and F i (·) is the function of the i-th building block. Iteratively, the output of the entire nonlinear mapping from the spatially converted image x 0 can be obtained as follows:
where x n = y 0 is also the input of the linear transform that consists of m FC layers. Denote the linear function of the j-th FC layer asF j (·), i.e., y j =F j (y j−1 ), j = 1, 2, . . . , m, we can also get the iterative formula for the linear transform in a similar way:
Each FC layer in the linear transform phase can be equipped with different numbers of neurons, but there are only 2 neurons in the last FC layer, which are used to map the features to the label space of the MR images, i.e., [y c , y w ] T .
B. BUILDING BLOCKS
Each building block in the nonlinear mapping contains three convolutional layers, each followed by a nonlinear rectified linear unit (ReLU) [8] layer. Let x i,0 = x i−1 denote the input feature map of the ith building block, the basic Conv + ReLU operations in the block can be represented as:
where w i,j and b i,j are the convolution kernels and biases of the jth convolution layer in the ith block, and '' * '' denotes the convolution operation. Besides, the number of feature maps in each building block is doubled by the first convolutional layer. Therefore, the number of the feature maps in x i,j is twice that of
Next, a 2×2 max pooling layer is used to reduce the spatial dimension of feature maps at the end of the block.
where P(·) represents the 2×2 max pooling layer, and x i is the output of the ith building block. The entire structure of each building block is shown in Fig.2(b) . This mapping process of gradually reducing the spatial dimensions and increasing the depth of the hierarchical features is similar to the left part of U-Net [38].
C. SPACE-TO-DEPTH CONVERSION
To reduce the computational cost and memory occupation of the model inference, and thus improve the practicability of the algorithm, we apply a space-to-depth (STD) conversion to the original image before feeding it into the model, as shown in Fig.3 . Given an input MR image x ∈ R H ×W ×D , where D indicates the number of channels and usually equals to 1 for 2D MR slices, the STD layer converts x into another image with decreased spatial resolution and increased channel number in the following way:
where
is the output tensor of the STD layer and r is the rate of STD conversion. This implies that a small image patch of size r × r × D in x is rearranged into a single voxel in x 0 with the shape of 1 × 1 × (r 2 · D). It is worth noting that this operation seems to prevent the model from dealing with the images of any size because it requires that H and W must be divisible by r. However, we can solve it by simply cropping or zero-padding the image to the expected size that matches the STD conversion.
Although the STD conversion destroys the spatial integrity of the images, the impact on the performance of the model is acceptable in the scenario of automatic windowing parameter predication for MRI. This is because the slight change in the prediction accuracy of the model will not significantly affect the display effect of the images and the readjustment of human experts. Besides, the reduced spatial information is shifted to channel direction rather than totally lost, which can make up for the issue to some extent. Most importantly, the STD layer can significantly ease the computational burden and memory consumption, improving the feasibility of deployment in practical applications. We will elaborate on it in section IV.
D. TRAINING OBJECTIVE
The target of learning an end-to-end mapping function f that predicates the optimal windowing parametersŷ = f (x; θ) is to determine the parameters θ of the model, whereŷ is the estimation of the windowing parameters y = [y c , y w ] T set by human experts. This is usually achieved by minimizing the loss function betweenŷ and y. Given a training dataset D =
, where N represents the number of training VOLUME 7, 2019 samples, l 1 loss is applied for training the model:
Although the l 2 loss is easier to optimize due to the continuity of the first derivative, the l 1 loss is more robust to outliers and more suitable for the problem of automatically adjusting the display parameters of MR images. This is primarily because the optimal windowing parameters of MR images often vary greatly due to the very wide range of pixel intensity, as well as the quality of annotations of human experts is also uneven due to various subjective or objective factors. 
IV. EXPERIMENTAL RESULTS

A. DATASET AND ANNOTATION
The dataset contains 15745 real MR images collected by Centauri 1.5T scanner of Alltech Medical Systems Co., LTD. It is annotated by 17 clinicians from three different hospitals to show the best visualization on a regular monitor according to their domain knowledge and relevant experience. The annotation is executed repeatedly and retrospectively to reduce individual difference. Note that the purpose of data annotation is to make MR images have the best overall visual effect on a regular display, rather than focusing on specific tissue structure or pathology. The MR images have the size of 512×512 and are generated from different patients (subjects), body parts, and acquisition sequences, as shown in Fig.4 . The entire dataset is randomly divided into 3 subsets for training, validation and testing, which we denote as D, V and T respectively. The training set includes 12715 images (|D| = 12715) and the testing set has 3000 images (|T | = 3000), and the remaining images are used for validation. The validation set V contains only a relatively small number of images (|V| = 30) for quick validation during model training.
B. IMPLEMENTATION DETAILS
Input images are normalized before feeding into the STD layer. Fig.2 shows the detailed configuration of our AWCNN model. We set n = 5 and m = 3 for the model. The number of channels in building blocks is {32, 64, 128, 256, 512} and that of neurons in the first two FC layers is set to 1024, both of which are followed by a dropout operation with a probability of 0. In addition, the network parameters are initialized according to Xavier initialization [40] . As an initial attempt, the learning rate is decayed in a piecewise constant way, i.e., it is initialized as 10 −4 for all convolutional layers and halved at every 200K iterations.
C. EVALUATION METRICS
We use two typical metrics to evaluate the performance of the model in this paper: mean relative error (MRE) and mean absolute error (MAE) [4] , which we denote as R(·) and A(·) respectively. Given a MR image x (i) , the MRE of y c and y w can be represented as:
where y represents y c or y w , andŷ t ∈ {ŷ
w } denotes an estimate of y t ∈ {y
w }. Correspondingly, the MAE of the model is defined as following:
To further illustrate the superiority of the proposed model over other methods, we also adopt Pearson product-moment correlation coefficient (PPMCC) to evaluate the correlation between model predictions and sample labels.
where Cov(ŷ, y) is the covariance betweenŷ and y, and σŷ and σ y are the standard deviation ofŷ and y, respectively.
D. MODEL ANALYSIS
In this section, we study several components of the proposed AWCNN model, including the STD conversion and its scale factors, decays of learning rate and loss functions. 
1) SPACE-TO-DEPTH CONVERSION
To investigate the impact of STD on the performance of the model, we implement a reference model with the same settings as our AWCNN except that it has no STD layer (r = 0). Thus, although the reference structure has approximately the same number of parameters and network depth as AWCNN, the feature maps are in higher dimensional space and take more computation and memory occupation. Table 1 collects the related performance indexes of the models, from which we can observe that AWCNN (r = 4) not only has higher efficiency than the reference model (r = 0), but also performs better. In fact, the STD layer is also in favor of quick training. It takes about 10 hours to train the AWCNN model (r = 4), while training reference model (r = 0) takes about 60 hours. This phenomenon may be due to the fact the small images obtained by the STD conversion layer shares some information with the original input image x to a large extent, such as the overall brightness, morphological characteristics etc., which affects the decision-making of human experts on WW and WL adjustment. More importantly, reducing the spatial size of the input image helps the model ''see'' a larger region of the input image. However, the STD layer is different from the pooling layer in that the pooling operation will lose information of the input, but the STD conversion will not. 
2) PATCH SIZE
The STD conversion rate r is also the size of the image patch where the pixels are converted from space to depth in the original MR image, as shown in Fig.3 . We compare the performance of the proposed AWCNN model with different patch sizes in this section. Table 2 shows the performance comparison between these models, including the reference structure described in section IV-D.1 (r = 0). It can be seen that the model has the lowest testing error and average time consumption when r = 4. The performance of the model becomes worse when r is less or greater than 4. The possible reason for this phenomenon is that, on the one hand, the STD layer will destroy the spatial integrity of the input image, thus reducing the prediction accuracy of the model; on the other hand, it will expand the field of vision of the model on the input image and improve the performance of the model. The positive and negative effects of the STD layer reach a good compromise when r = 4. Another thing worth explaining is that the time consumption seems to be increasing when r > 4. This is mainly because we evaluate the time efficiency of the model on high-performance GPUs, and the efficiency increase brought by reducing spatial dimension is not so obvious when r 4. Besides, a larger r will increase the number of kernels in the first convolutional layer, which will also decrease the efficiency of the model to some extent.
To further illustrate the performance difference between these models, we also measured the percentage of samples in different error ranges, as shown in Fig.5 . Overall, the model still presents the best performance when r = 4, and the worst performance when r = 0. This further verifies the superiority of the STD layer in improving the prediction accuracy of the proposed AWCNN model. However, in the low error range ( 15%), the model performs best when r = 8. But in the high error range, the model presents better performance at r = 4. In summary, the model gives higher efficiency and accuracy when r = 4. It is therefore the optional setting when performing the subsequent experiments.
3) SPATIAL DIMENSIONALITY REDUCTION
The STD conversion provides a manner to reduce the spatial dimensionality of the original input MR image x. In general, there are also two other typical methods to shrink the spatial dimension of feature maps in deep neural networks, i.e., resizing based on interpolation and pooling layer. Compared with the STD layer, both of them only reduce the spatial size of feature maps and do not increase the number of feature channels. So intuitively, they will cause more information loss than the STD conversion.
We also compare these three methods to reduce the spatial dimension of feature maps. Table 3 collects the results of the quantitative comparison when r = 4. It can be observed that the STD conversion gives the lowest MRE and MAE for both y c and y w . Moreover, the bicubic resizing exhibits slightly better results than the max-pooling operation, which is consistent with the intuition.
4) OBJECTIVE FUNCTIONS
Learning the end-to-end mapping function for predicating the windowing parameters y from the original MR image x requires the determination of network parameters θ, which is usually done by minimizing the loss between the predication VOLUME 7, 2019 of the model and the annotation by human experts. Despite the l 1 loss in (10) is used to train our model, we also check the impact of other loss functions on the performance of the model, including the l 2 loss in (14) and Huber losses with different values of δ in (15):
Here e i = f (x (i) ; θ) − y (i) and δ is the point where the Huber loss function changes from a quadratic to linear. Table 4 displays the performance comparison between the models trained with different loss functions when r = 4. As can be seen, the model trained with l 1 loss shows the best predication ability of windowing parameters. This implies that l 1 loss function favors low MRE and MAE and improves the performance of deep models w.r.t. the problem of automatic windowing parameter predication. Besides, the Huber loss is used in robust regression and less sensitive to outliers in data than l 2 loss. From Table 4 , we can see that the performance of the model decreases as δ decreases. But on the whole, the performance of the model trained with Huber losses is still inferior to that of the model trained with the l 1 loss. This is because our evaluation metrics are MRE and MAE, which are formally similar to l 1 loss.
5) LEARNING RATE DECAYS
The manner of the learning rate decay is another important factor that affects the convergency of model training. In this section, we investigate the impact of several different decays of learning rate on the performance of the model. As shown in Fig.6 , it includes inverse time decay (ITD), cosine decay (CD), exponential decay (ED) and piecewise constant decay (PCD). In each case, the learning rate is initialized as 10 −4 and stops at almost the same position to minimize the impact of different scales of learning rate. be observed that the model performs relatively better when the learning rate decays in the way of ED, which even moves beyond the model trained with PCD adopted by our previous experiments. To further illustrate the performance difference among these learning rate decays, we also conducted the error boundary analysis on the results obtained from different learning decays, as shown in Fig.7 . It can be observed that in all error ranges, the model trained with the learning rate that decays in the way of ED presents obviously better performance than the models trained with other learning rate decay methods.
E. COMPARISON WITH OTHER METHODS
In this section, we compare the proposed AWCNN method with several other windowing methods quantitatively and qualitatively, including global contrast stretch (GCS) [9] , Gabor-relying adjustment of image levels (GRAIL) [3] and the method adopted by the Alltech medical systems Co. LTD (ALLTECH). However, all these methods belong to traditional methods. To further illustrate the advantages of the proposed methods, we also include two methods based on deep learning [10] , i.e., LeNet [11] and AlexNet [6] . We modify the original LeNet and AlexNet by substituting the last FC layer with a bielemental output layer, similar to Fig.2(a) . For the sake of fairness, we always use the same hyperparameter settings, such as batch size, learning rate decay and parameter initialization, optimizer etc. to train these deep models.
1) QUANTITATIVE EVALUATION
The quantitative results on the testing dataset are shown in Table 6 . It can be seen that the deep learning based methods surpass traditional methods by a large margin in predication accuracy, which illustrate the superiority of deep models over traditional techniques. This is principally because deep CNNs have the ability to adequately extract features from training data and the powerful representational ability to map the complex nonlinear relationship between the original MR images and their optimal windowing parameters. Besides, we can also see that the proposed model outperforms the classic LeNet [11] and AlexNet [6] , in terms of accuracy, correlation to sample labels (i.e., PPMCC) and execution efficiency. Our AWCNN model is more expressive than LeNet and AlexNet in that it has more model parameters and a deeper network structure. On the other hand, it still has higher execution efficiency since the STD layer enables the inference process executed in LR image space, thus reducing computational consumption. From this point of view, the effect of the STD layer in automatic windowing of MR images is similar to that of ESPCNN [26] in image super-resolution. For execution efficiency, all deep learning based methods can achieve the similar level near to that of GCS [9] , supported by a single NVIDIA GeForce GTX 1080 Ti GPU. It is noteworthy that GRAIL [3] is an iterative optimization-based method, which results in extremely slow execution.
To further illustrate the performance difference between the compared methods, we also conduct error bound analysis on the results of these methods, as shown in Fig.8 . The proposed AWCNN model provides the best predication for window center y c (Fig.8(a) ), followed by LeNet [11] and AlexNet [6] . GCS has the worst performance since it simply map the entire intensity range to [0, 255] in a linear way. For window width y w , our AWCNN model also shows the best performance. In the low error range ( 15%), the AWCNN exceeds LeNet [11] and AlexNet [6] significantly, while in the high error range ( 15%), the situation is reversed. The GRAIL method [3] performs poorly in predicting window width y w (Fig.8(b) ), which may be due to its initial design for mammographic images. However, it presents good PPMCC values, indicating that its predication results are correlated with sample labels well. ALLTECH is a traditional method with relatively good performance, but it is still far worse than our AWCNN method, especially in the low error range.
2) QUALITATIVE EVALUATION
Different windowing parameters will give observers distinct visual experience, especially when these parameters are quite different. Fig.9 displays the visual comparison between the methods mentioned above. The first two rows are two different brain MR images of different types and the last two rows are two spinal MR images of the same type. The last column (ground truth) corresponds to the results adjusted by human clinical experts. As can be observed, the results of GCS [9] tend to be darker than normal brightness range, while those of GRAIL [3] tend to be brighter (similar to overexposure in photography). The results of ALLTECH are relatively better than GCS and GRAIL, but still a little dark on the whole. Since the GCS does not take any consideration of the image content and it simply compresses the intensity of all the pixels linearly to [0,255], there will be an overall darkening effect. These traditional methods do not take full consideration of image content information, resulting in relatively inferior results. For instance, the GCS method [9] simply stretch the intensity range of all pixels linearly to [0, 255], equivalently for each pixel. The GRAIL [3] method aims at enhancing image contrast, causing many details of the image lost. Besides, it can be seen that all methods based on deep CNNs show obviously better visual effect than the traditional methods. However, our AWCNN model gives more accurate quantitative results than LeNet [11] and AlexNet [6] . This implies that human experts only need to make more minor readjustments according to the results of our AWCNN model to achieve a good display effect.
Further, we show the visual comparison of more body parts in Fig.10 , from which we can observe similar results. These MR images have optimal windowing parameters with larger floating range (e.g., the first two rows). However, the proposed AWCNN model can still predict these parameters very well. This shows that our AWCNN model can provide a good prediction for different body parts, whose optimal windowing parameters possibly locate in very different data ranges. In addition, since the training samples are collected form different hardware equipment (MRI scanners) and MRI acquisition sequences, indicating that it is also applicable in these different cases.
V. DISCUSSION AND FUTURE WORK
A. TRAINING DATA Typically, the methods based on machine learning (including deep learning) techniques utilize extra information extracted from training data to perform prediction tasks. Therefore, the quality of the training data is critical to the performance of learning models. To improve the quality of training data, the optimal windowing parameters of our MR training images are annotated by professional human experts. The parameters are cross-verified and corrected several times for minimizing annotation error. Even so, the training data still can not match the quality of data for conventional natural image processing tasks (e.g., image classification and recognition) because the high-quality annotation of medical data often needs specific domain knowledge, but this is usually unnecessary for natural images. In addition, even when training data is annotated by domain experts, the label noise can be a significant limitation in developing deep learning algorithms, whereas in computer vision community, the annotation noise of natural images is typically relatively low [41] . The proposed AWCNN model is also affected by the annotation noise. Therefore, decreasing labeling noise and improving the quality of training data will be part of our future work.
B. STD CONVERSION
The STD layer before feeding MR images into the model is the key factor to reduce computing consumption and speed up model execution. It also enables the extension of model parameters and network depth, giving the proposed AWCNN model more expressive capacity. Unlike bicubic resizing and pooling operation (max or average pooling), the STD layer shrinks the spatial size of inputs and increases the number of feature channels. Therefore, the spatial information of the input image is transferred to the channel direction instead of being completely lost, as in the cases of bicubic resizing and VOLUME 7, 2019 FIGURE 10. Visualization effect according to the windowing parameters calculated by different methods. We covered several typical body parts to illustrate the superiority of the proposed AWCNN method to other methods. Ground truth indicates the parameters set by human clinical experts (y c /2y w ).
pooling operation. The quantitative comparison displayed in Table 3 verifies this conclusion. Thus, an intuitive manner to improve the model performance may be replacing all pooling layers in the model with STD layers. This will increase the number of parameters in the entire model to some extent and imrpove the representational capacity of the model, which is also part of our future work.
C. APPLICATION AND DEPLOYMENT
In addition to predication precision, another important factor to be considered for algorithm application and deployment is the execution efficiency. Table 1 and Table 6 exhibit that the proposed method provides a comparable execution efficiency to ALLTECH, which is a mature and broadly applied method for MRI automatic windowing. Although the results presented are GPU-enabled, we speculate that utilizing CPUs to conduct the computation will not significantly decrease the execution efficiency because once the model is trained and the model parameters are fixed, it only takes one feedforward propagation to test an input. Combined with its high prediction accuracy, it can be seen that the proposed method has valuable potential practical application.
To deploy our method in conventional MRI scanners, there are several ways to use the trained model. Since we employ TensorFlow to implement the model, one can directly install TensorFlow ( 1.7.0) on the terminal to deploy it. We can also save the model to the disk (such as *.pb files) and use third-party tools to process it. A more radical approach is to take out model parameters and treat them as simple numerical matrices, and then manipulate these parameters independently as required.
VI. CONCLUSION
In this paper, we present a novel method based on deep CNNs to estimate the optimal windowing parameters of MR images that usually have a much wider full pixel intensity range than the typical 8-bit displays. During the first moments of MR image screening, clinical experts spend a non-negligible amount of time to perform ordinary windowing parameters adjustments, expecting to maximize the presence of all sorts of elements. The proposed AWCNN model is composed of a series of stacked convolutional building blocks, followed by several FC layers. The main novelty of this work is the introduction of the STD layer to compress model inference into LR image space, which reduces computational overhead greatly without significant performance loss. Profiting from the ability of CNNs to automatically extract features from raw data, our AWCNN model takes the original MR images as input and does not require any manual effort for feature engineering. Moreover, the STD layer makes it comparable to traditional methods in term of execution efficiency. This improves the practicability of the proposed method to a large extent. Therefore, it has the potential to be integrated to the diagnosis workflow, allowing radiologists to start screening sessions with better initial windowing parameters and keep on modifying them as needed. 
