In this paper, we have modified the Jelinski-Moranda (J-M) model of software reliability using imperfect debugging process in fault removal activity. The J-M model was developed assuming the debugging process to be perfect which implies that there is one-to-one correspondence between the number of failures observed and faults removed. But in reality, it is possible that the fault which is supposed to have been removed may cause a new failure. In the proposed modified J-M model, we consider that whenever a failure occurs, the detected fault is not perfectly removed and there is a chance of raising new fault/faults due to wrong diagnosis or incorrect modifications in the software. In this paper, we develop a modified J-M model which can describe the imperfect debugging process. The parameters of our modified J-M model are estimated by using maximum-likelihood estimation method. Applicability of the model has been shown on the failure data set of Musa.
INTRODUCTION
Over the last two decades, measurement of software reliability has become increasingly important because of rapid advancements in microprocessors and software. Today computer systems have been widely used for control of many complex systems. For critical systems failure of a computer system may result in disaster. The quality of software system can be described by many metrics such as complexity, portability, maintainability, availability, reliability, etc. Software reliability is a user oriented metric. The software failure is the departure of the software output from the system requirement and specification. There are many reasons for software to fail but usually these are attributed to the design problems resulting from new or changed requirements, revisions, corrections, etc. The software failures are introduced by the system analysts, designers, programmers and managers during different phases of the software development life cycle. To detect and remove these errors, the software system is tested. The quality of software system in terms of reliability is measured by the removal of these errors. Reliability is defined in terms of operational performance that one cannot measure before the product development is finished. In order to provide reliability indicators before the system is completely built, a reliability model is developed on the factors that affect reliability and the reliability predictions are made based on one's understanding of the system while it is under development [1, 2].
Software reliability is defined as the probability of failure-free operation of a computer program for a specified time in a specified environment [2] . Over the years, efforts made to estimate and measure software reliability has led to the development of many software reliability models. The J-M model [3] has a simple structure and assumptions. Use of the J-M model always yields an over optimistic reliability prediction [4] . Musa [5] proposed the basic execution time model with similar assumptions to the J-M model but introduced many important refinements. Goel and Okumoto [6] proposed the first Non Homogenous Poisson Process (NHPP) model. They assumed that the failure removal phenomenon follows NHPP. Yamada et al. [7] described the s-shapedness to the time delay between the failure observation and corresponding error removal. Ohba [8] attributed the sshapedness to the mutual dependency between the software errors. Most of the software reliability models assume that the error removal process (debugging) is perfect, i.e. when an attempt is made to remove a fault (cause of failure) the fault is removed with certainty. This assumption may be unrealistic, due to the complexity of software systems and vague understanding of the software requirements or specification. The testing team may not be able to remove the faults perfectly and the original error can be replaced by another error. The new fault may generate new failures when this part of the software system is traversed during the testing phase. The concept of imperfect debugging was first introduced in software reliability models by Goel [9] by introducing probability of imperfect debugging to the J-M model. Kapur and Garg [10] introduced the imperfect debugging process in the Goel and Okumoto model. They assumed that the error removal rate per remaining error is reduced due to the imperfect debugging. Chang and Liu [11] proposed a nonGaussian state space model to formulate an imperfect debugging phenomenon in software reliability. Shyur [12] developed the software reliability growth model with both imperfect debugging and change-point problem. Kapur et al. [13] presented a discrete software reliability growth model and the concept of two types of imperfect debugging during software fault removal phenomenon with Logistic Fault removal rate. Prasad et al. [14] used imperfect debugging and change-point problem into the software reliability growth model based on the well-known exponential distribution. Raju [15] discussed how to integrate a log-logistic testing-effort function into inflection s-shaped NHPP growth models to get a better description of the software fault detection phenomenon under imperfect debugging environment. In this paper, we shall examine the J-M model, possibly the earliest and certainly one of the most well known black-box models. A modified J-M model is proposed in this paper assuming that the fault removal process is imperfect. The J-M
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Volume , June 2012 39 model was developed assuming the debugging process to be perfect i.e. the detected fault is removed with certainty, this assumption is highly unrealistic. In reality, it is possible that the detected fault may not be removed perfectly and the fault, supposed to have been removed may cause a new failure. In our modified J-M model, we consider that whenever a failure occurs, the detected fault is not perfectly removed and there is a chance of raising new fault/faults, due to wrong diagnosis or incorrect modifications in the software. We extend the J-M model by relaxing the assumptions of perfect debugging process and considering imperfect debugging process in fault removal activity. We consider that the probability of perfect debugging, the probability of imperfect debugging and the probability of raising new fault/s are independent of the testing time. We estimate the parameters of our modified J-M model using maximum likelihood estimation method. To check the validity of our modified J-M model, the model has been tested on the Musa system 1 failure data set. We have shown how the failure rate varies on failure number for the two models. Finally, the prediction analysis is presented and some conclusions are drawn. The rest of the paper is organized as follows. Section 2 presents the classical J-M model, its assumptions and estimation of this model parameters. The modified J-M model with imperfect debugging phenomenon is presented in section 3. This section discusses the assumptions, formulation and parameter estimation of the proposed model. Section 4 gives numerical results showing the data and prediction analysis of the J-M model and the modified J-M model using failure data set. Sensitivity analysis of the proposed model is also presented in this section. Finally, conclusions are drawn in section 5.
THE J-M MODEL
The J-M model [1, 3, 16] is one of the earliest and most widely cited software reliability models to describe the failure behavior of a software system. It belongs to the exponential failure time class of models [1].
Model Assumptions
The assumptions made in the J-M model include the following: (i) The number of initial software faults is unknown but fixed and constant.
(ii) Each fault in the software is independent and equally likely to cause a failure during a test.
(iii) Time intervals between occurrences of failure are independent, exponentially distributed random variables.
(iv) The software failure rate remains constant over the intervals between fault occurrences.
(v) The failure rate is proportional to the number of faults that remain in the software.
(vi) A detected fault is removed immediately and no new faults are introduced during the removal of the detected fault.
(vii) Whenever a failure occurs, the corresponding fault is removed with certainty. 
Model Formulation
The reliability function at the th i failure interval is given by
and mean time to failure ) (MTTF for the
Parameter Estimation
If the failure data set } 0 ; ,...., , { 2 1  n t t t n is given, the parameters N and  in the J-M model can be estimated by using the maximum likelihood estimation method as follows:
and
The maximum likelihood estimate of N i.e. N can be obtained by solving the equation (6) . Substituting the estimated value of N from equation (6) Then the current value of software reliability can be calculated by (4) as follows:
MODIFIED J-M MODEL WITH IMPERFECT DEBUGGING PHENOMENON
The imperfect debugging is a common practical situation and the J-M model does not take this into account. The assumptions (vi) and (vii) of the J-M model state that whenever a failure occurs, the detected fault is removed with certainty and no new faults are inserted during the removal of the detected fault. These are highly unrealistic assumptions for the J-M model. We extend the J-M model by relaxing the assumptions of perfect debugging process and considering the imperfect debugging process in fault removal activity. During an imperfect debugging process, there can be two types of imperfect removal: (i) the fault is not removed successfully while no new faults are introduced and (ii) the fault is not removed successfully while new faults are created due to incorrect diagnoses. We consider the second type of imperfect removal and this type of debugging process is known as a birth-death Markov process [17] . This is the most practical situation in fault removing activity. We allow the imperfect debugging process to introduce new faults into the software due to incorrect modifications or diagnoses.
Model Assumptions
The assumptions for our modified J-M model are similar to the J-M model except that it does not consider the perfect debugging process in fault removal activity. Our modified J-M model assumes that the debugging process is truly imperfect. In order to modify the J-M model with imperfect debugging, we replace the assumptions (vi) and (vii) of the J-M model by the following new assumption: Whenever a failure occurs, the detected fault is removed with probability , p the detected fault is not perfectly removed with probability q and the new fault is generated with probability r . So it is obvious that 1    r q p and r q  .
Model Formulation
The software failure rate function between the 
and MTTF for the
then the failure behavior of the modified model becomes the same as the J-M model. Thus, the J-M model may be regarded as a special case of this modified model.
Parameter Estimation
Maximum likelihood estimation method has been used to ( , ,..., ; , )
Taking the natural logarithm of the above likelihood function, we get
By taking the first partial derivative of the above loglikelihood function with respect to N and ,  respectively, and equating them to zero, we get the following likelihood equations:
From equation (15), we get
Now putting the value of ˆ from equation (16) into equation (14), we obtain
We get the maximum likelihood estimate N by solving the equation (17) and putting this estimated value into equation (16) to obtain the maximum likelihood estimate .

The software reliability function can be obtained from (11) as follows:
The estimated mean time to failure for the
NUMERICAL EXAMPLE 4.1 Model validation using Musa Data Set
In this section, we have concentrated on analysis of the software reliability data set published by Musa [18] . To check the validity of our modified J-M model, it is tested on the Musa system 1 failure data set. The values of p and r are supposed to be known. In all the existing software failure data sets, these values are not provided. The estimation of p and r from the failure data is also not possible since the parameters estimation tend to be unstable.
Data analysis
The data and estimates of parameters of both the J-M model and the modified J-M model with imperfect debugging are shown in Table 1 . 
, the quality of reliability prediction of the models may be judged by examining the estimated failure distribution functions of the models.
From Table 1 , we can see that normally the failure rate for our modified J-M model with imperfect debugging is greater than or equal to the failure rate of the J-M model. It is also noted that the MTTF is infinite for some intervals of times between failures in J-M model. So this model assumes that there are no more faults in the software although faults are present in the software at that time. In our modified J-M model, the MTTF is not infinite for every interval between failures. So this is more realistic in practical sense as it implies that till then fault is remaining in the software. This is the most practical situation in software fault debugging process. When 1  p and 0  r i.e. for perfectly debugging procedure, our considered imperfect debugging modified J-M model approaches to the J-M model. Figure 1 . From the graph of Figure 1 , we get the clear idea about the failure behavior of the two models. The failure rate is maximum at the beginning of the testing process. As the fault content of the software is decreasing i.e. the failure number is increasing, the failure rate of our model is decreasing. This practical event occurs at the time of debugging.
Prediction analysis
In order to compare the quality of prediction of the two models, we consider the sequences of probabilities for [19, 20, 21] . We can examine the quality of each model by plotting the sample distribution function of the i u 's and comparing it with the distribution function of ) 1 , 0 ( U , which is the line of unity slope through the origin. We use the quantile-quantile plot [4] which is a plot of the order set of n number of i u 's against n i / , where n is the sample size and i is the rank of the sample point. The closeness of the plot to the line of unity slope is an indication of the closeness of the i u 's to uniformity and so an indication of the quality of prediction of the model. The closer the plot to the line of unity slope, the more likely the i u 's is from a random sample of the uniform distribution, and so the better the model. The goodness-of-fit test can be performed by formal statistical tests. In this paper, we have used the Kolmogorov-Smirnov (KS) test. KS distance is the maximum vertical deviation between the plot and the line of unity slope. Table 1 The quantile-quantile plot of the data in Table 1 is shown in Figure 2 . The KS distance is 0.165 for the J-M model, and 0.14 for the modified model. The results show that the modified model yields a better prediction in this case.
Sensitivity Analysis of the Proposed Model
To study the performance of our modified J-M model with imperfect debugging, sensitivity analyses have been presented Figure 3 . From the graph, we can see that the failure rate is maximum for 9 . 0  p and 05 . 0  r . But as p is increasing and r is decreasing, we are able to remove more and more faults perfectly. So the failure rate is decreasing which can be found from the Table  2 .
Table 2. KS distances for different values of p and r for different value of q
From Table 2 , we can see that for fixed value of q, as p is decreasing and r is increasing, the KS distance is decreasing. So we get better predictions as p is decreasing and r is increasing for some fixed value of q. Again, for fixed value of r, as p is increasing and q is decreasing, the KS distance is increasing. It is also noted that for fixed value of p, as q is decreasing and r is increasing, the KS distance is decreasing. So in this case we also get better predictions. From Table 2 , it is clear that we get better predictions in our model for the smaller value of (p-r). In reality, the value of (p-r) is less than 1 and it decreases in most of the cases of debugging process during testing. So our model excellently predicts the software reliability in practical sense.
CONCLUSION
We develop a modified J-M model which assumes the imperfect debugging process in fault removal activity during the testing phase. In our proposed model, we assume that whenever a failure occurs, the detected fault is not perfectly removed and there is a chance of raising new fault/s. We consider that the perfect debugging probability, the imperfect debugging probability and the probability of arising new fault are independent of the testing time. A set of failure data is given for illustration. From the experimental results, we have seen that the failure rate is normally high for our modified J-M model. So we need to increase the probability of perfect debugging and to decrease the probability of raising new fault/s during the fault removing process. Again, the difference between the probability of perfect debugging and the probability of raising new fault/s should be decreased to get better software reliability prediction. The experimental results also show that our proposed model yields a better prediction than the J-M model.
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