Abstract. We study the large-time behaviour of the nonlinear oscillator
Introduction
We study the behaviour of the nonlinearly damped oscillator (1.1) m x (t) + f (x (t)) + k x(t) = 0 where m, k > 0 are constants and f is a nonlinear real function, representing nonlinear friction or other damping effects. We are interested in understanding the long-time effect of a nonlinear damping term on the stabilization of the trajectories. Special attention is given to stabilization in finite time, i.e., to the existence of so-called fast orbits. If f (s) is monotone near s = 0, the existence of such orbits is completely characterized in terms of f , cf. Theorem 4.3.
The equation with linear damping, i.e., f (x ) = A x with A > 0, appears in all ODE textbooks and leads to decay towards x = 0 with an exponential rate in time, according to three different possibilities. The alternative depends on the relative size of A with respect to m and k. More precisely, there is a critical value A 0 = (4 m k) 1/2 , and the values A < A 0 are known as subcritical damping, those with A > A 0 as supercritical or overdamping, cf. [17] ; the critical value A 0 corresponds to a double root of the associated characteristic polynomial, p(r) = mr 2 + Ar + k. In the subcritical case solutions decay to zero after infinitely many oscillations since the origin is a stable focus in phase plane (phase planes are carefully explained and analyzed below). In the two other cases, at most a change of sign is allowed (a stable node). We recall that for A = 0 there is no damping and the picture in phase plane is a center, while for A < 0 the origin is an unstable point. Therefore, the stabilization problem is not posed in those cases.
In order to follow a path of increasing difficulty and obtain information as detailed as possible in the process, we devote special attention to the power-like case We have mentioned the case α = 1. It is easily seen by linearization that when α > 1, the behaviour of this equation for small x is essentially the same as in the subcritical case, so that stabilization to zero takes place in infinite time and it happens with infinitely many oscillations in forward time.
This leaves the exponents α < 1 as interesting cases to study. The case α = 0, known as Coulomb friction, is well known in control theory and can be explicitly integrated, [19] . The study below allows to observe a new and interesting nonlinear decay behaviour, namely, complete stop in finite time : there is a time t 0 < ∞ such that x(t 0 ) = x (t 0 ) = 0. Moreover, there is one orbit with x(t 0 ) = 0 and the rest of orbits stop at different final locations, see below Section 3.
In the case α ∈ (0, 1) it was proved by Haraux [16] that orbits (x(t), x (t)) go to (0, 0) as t increases. This case has been further studied by Díaz and Liñán [10] in a recent paper appeared in the journal of the Spanish Academy of Sciences. The authors establish the existence of orbits with complete stop in finite time and orbits with decay in infinite time with an exponential rate, and this happens for all α in that range. However, though the formal analysis gives a clear picture, the authors state the rigorous analysis as an open problem and exhibit partial progress towards that goal using super-and subsolution estimates.
This note contains a complete rigorous analysis of all cases α < 1. Actually, our study is based on two standard tools of dynamical systems: phase-plane analysis and blow-up to resolve the singularities. In the main application of the method we arrive at a singularity with a normal form which happens to be a saddle as expected. This establishes the existence and uniqueness of a distinguished orbit, that we call the fast orbit, representing complete stop in finite time. The rest of the orbits move locally away from this behaviour. A study of phase plane leads on one side of the fast orbit to orbits that change sign (oscillations), and on the other side to slow orbits that come to rest in infinite time with no oscillation for large times. Regularity is shown and asymptotic expansions are obtained and justified.
The analysis is extended past α = 0 to the case of singular friction α ≤ 0, where stabilization at x = 0 takes place only along the fast orbit. The rest of the orbits stabilize in finite time to points x ∞ = 0.
Afterwards, we turn our attention to a general case where f is not necessarily powerlike. Assuming as basic assumptions that f (v) is continuous and C 1 smooth for v = 0, that f (v)v > 0 for v = 0, and f is monotone near v = 0, we obtain a necessary and sufficient condition on f for the existence of a fast orbit. The condition consists of the integrability at s = 0+ or 0− of the function 1/f (s), cf. Theorem 4.3 and the rest of Section 4. Monotonicity of f (s) is required only for small values of s, and it can be replaced by even weaker conditions. As for the basic assumptions, we remark that in the application to a spring subject to friction it is natural to assume that the friction force is a monotone function of the speed. So the characterization leaves out only "pathological forms" of f , but mathematically these forms do exist.
In order to give the reader some insight into related mathematical questions, we add a section where the necessary and sufficient condition is compared to the similar solution to the question about finite traveling waves and finite propagation, which is a main issue in nonlinear diffusion. The origin of the similarity is explained. Before proceeding with the proofs, the motivation coming from nonlinear wave equations is discussed. This completes our purpose in the paper.
Motivation from wave equations
The present investigation was started by the author as a first step with a view to understanding the behaviour of a damped string,
To our knowledge, this problem remains open. But it may be interesting to note that our analysis applies when we consider the simpler model
where the norm u t 2 is taken for every fixed t in L 2 (R). If we take as space domain I = (0, a) and look for solutions which solve the problem with zero Dirichlet boundary data, we may try the Ansatz
with ω = π/a. In that situation X(t) must solve our original equation in the form
. We get complete stop of the string in finite time for a class of initial configurations when p < 1. The result can be extended to friction terms of the form g( u t 2 )u t with suitable g. We leave the translation of our results of Section 4 to the reader.
The phase plane
Let us fix α between 0 and 1. We first prepare the problem. Following standard practice, we introduce the velocity variable v = −x and write equation (1.1) as a system in the form (2.1)
Dividing both equations we get
We observe that the study of the phase plane is trivial in the quadrants Q-II, {(x, v) : x < 0, v > 0}, and Q-IV, {(x, v) : x > 0, v < 0}, where no approach to the origin (0, 0) takes place since the sign of the friction term (−a|v| p−1 v) helps the sign of the elastic term (bx) in forcing the solutions to go past x = 0. This is a well-known argument that we will explain later in some detail in the case of general f , see Section 4.2. Moreover, by symmetry x → −x, v → −v, we can reduce quadrant Q-III to the first. Hence, only quadrant Q-I= {(x, v) : x > 0, v > 0} need be studied. In this case we may write the equation as
The behaviour of solutions near the steady state, x = v = 0, is described in the following result. (ii) In the two first types x(t) and x (t) have one sign, either positive or negative; in the third type, x(t) oscillates a number of times until it is captured into the fast orbit or the slow orbits (the latter being more probable). This is easy to see from the pictures and the observation that solutions go eventually to (0, 0). Fast orbit. Our analysis begins with the formal computation for the fast orbit. Only the inertial and friction terms are taken into account in the end, the elastic term b x turns out to be lower-order, so that dv/dx ∼ av
. In order to normalize the calculation we introduce the variable
We see that 0 < α ≤ 1 translates into 0 < β ≤ 1. The constants a 1 and b 1 are given by
In case α = 1 this is reduced back into the well known linear system, and the analysis produces either a stable focus or a stable node, depending on a 1 and b 1 , as explained in the Introduction.
Blow-up. The analysis of the case α < 1 needs another preparatory step (resolution of the singularity) in the form of blow-up. Since the formal analysis produces a (possible) solution of the form w(x) ∼ a 1 x, we introduce the blow-up variable
or equivalently,
. This is the equation that has to be carefully analyzed as ξ → 0, ξ > 0. We can also write it as a system:
There are two critical points, namely, A: ξ = 0, z = 0 and B: ξ = 0, z = 1.
The normal form: a saddle. We are now ready for the rigorous theory. It is clear that near A the linearized system has a saddle-point topology, the configuration we are looking for. In fact, the system is (locally) a small and smooth perturbation of (2.10)
It has two eigenvalues, λ 1 = d 1 with eigenvector v 1 = (0, 1); and λ 2 = −1 with eigenvector
We are done. The theory (cf. [15, 21] ) says that there is only one orbit entering the origin (ξ = 0, z = 0) (the stable manifold) with eigenvalue −1 and tangent vector v 2 at (0, 0). It takes infinite time in doing so in the s variable, more precisely it converges in an exponential way; but ξ is finite: ξ → 0 of course. We call this manifold (curve) Γ * .
Summing up the theory, we have.
Theorem 2.2 The stable manifold is given by a C
where a 2 = b 2 /(d 1 + 1) and the remaining coefficients can also be calculated by formal methods.
This implies that
) ,
as predicted by the formal analysis. Finally, integration of dt = −dx/v gives (2.13)
for some finite d depending on the parameters and t 0 depending on the initial location, and for t < t 0 . These are the expressions for the unique fast orbit which ends its trajectory in the first quadrant.
There exists a symmetric fast orbit, Γ * * , given by the expression x * * (t) = −x * (t) with negative amplitudes (eventually). Both Γ * and Γ * * can be prolonged back in time as far as we want, and they spiral away from zero. Together they form the complete fast orbit Γ. This is all.
The numerical calculations show the orbits of the nonlinear systems (2.5) and (2.9), corresponding to parameters α = 1/2, a = b = 1, hence β = 1/3. The latter picture unfolds the singularity of the former at (0, 0); it separates the fast orbit (which is now the orbit entering (0, 0)) from the slow orbits (which enter (0,1)). It clearly displays the fast orbit as the stable manifold near a hyperbolic point of a planar dynamical system. Change of sign. We now consider the orbits that change sign. They are represented in Figure 2 by the orbits that pass to the second quadrant in the (x, w) plane, i.e., they lie on top of Γ. This means that z(ξ) < z * (ξ). By the saddle-point structure of Figure 3 around (0,0), these orbits go to minus infinity as ξ → 0, which means that
Now, we know from Equation (2.8) that dw/dx ≤ a 1 . Due to the location in the phaseplane we also have dw/dx > 0. This means that there exists the limit lim x→0 w(x). We conclude that it cannot be zero, hence it can only be positive. In other words, all these solutions cross over to the second quadrant and represent solutions that change sign. 
Then (2.3) becomes
and then
y .
An analysis of the linearized situation near y = 0, η = 0 allows to conclude that all orbits in our class satisfy the behaviour 3) and characterizes the behaviour of slow orbits near rest. Indeed, in slow orbits the inertial term represents a secondary effect.
On the oscillating states
As a conclusion of the foregoing analysis, we find that for α < 1 all orbits have a finite number of sign changes in their positive evolution. Moreover, solutions starting near the origin have one or no change sign, and these two situations can be precisely characterized by regions limited by the fast orbits Γ * and Γ * * , which constitute the fast manifold Γ.
Thus, the region with no oscillations in the first and fourth quadrants is limited by Γ * on the right and the vertical axis on the left. A symmetric situation with Γ * * instead of Γ * happens in the second and third quadrants of the phase-plane (x, v). This does not form a complete neighbourhood of the origin, some orbits near (0, 0) change sign.
The region of one sign-change is formed in Q-I, Q-IV by the region exterior to Γ * limited by the vertical axis and the continuation of Γ * * to those quadrants. A symmetric situation occurs in Q-II, Q-III.
The union of those regions completely surrounds the origin. Therefore, orbits near the origin change sign at most once.
The process of counting oscillations can be continued iteratively farther away from the origin.
3 Singular damping, α ≤ 0 3.1. Coulomb friction. We begin by reviewing the well-known case α = 0. The basic equation becomes
in the first and second quadrants, and
in the third and fourth. These equations can be integrated once to give
where L = b/a. The analysis of the fast orbit is still valid in the limit α → 0 putting in the calculations of previous section α = β = 0, γ = 1, so that w = v 2 and a 1 = 2 a. We get the expressions for the fast orbit in the form (2.12), (2.13). Thus,
There is a symmetric situation in the third quadrant, i.e., with v and x reversing signs.
However, the slow orbits are replaced in the limit by stabilization to a positive location 0 < x ∞ ≤ L in the first and fourth quadrants, and to the symmetric situation in the second and fourth, with exactly the same rate of approach (since they are the same orbits up to horizontal displacement in the (x, v) plane.
It is easily observed that any orbit stops in a finite time at a point in the interval −L ≤ x ≤ L after a finite number of oscillations.
Case α < 0. The basic equation becomes (with ε = −α):
and the symmetric situation for v < 0 (just as before). The fast orbit is studied as before and has a similar expansion. The difference lies in its behaviour for large x: it represents a particle that comes from x = ∞, takes on speed and then stops in finite time.
Instead of the slow orbits we obtain orbits that stop completely in finite time at any point x ∞ = 0. They have an analogous behaviour at x = ∞.
In all cases α ≤ 0 solutions may change sign only once, since the level v = 0 is accepted only as a complete stop in finite time. On the other hand, when α > 0 complete stop in finite time happens only at x = 0 and for the fast orbit.
Study with a general damping term
We are now ready to attack the problem of existence of a fast orbit for the equation with a general damping term, (1.1). Here we do not assume that f is a power, but only that f is a real continuous function such that f (s) s > 0 for s = 0 (so that f (0) = 0). We also assume for convenience the smoothness f ∈ C 1 for s = 0. Later on, we will also need a small extra condition on the behaviour at s = 0, for instance that f is increasing in small neighbourhood. We will discuss the existence of a fast orbit in the first quadrant, i.e., for x > 0, v = −x > 0, and then only the values of f for s < 0 are involved. The discussion of the existence of a fast orbit for x < 0 can be done under similar assumptions on the values of f (s) for s > 0 and need not be repeated.
Formal analysis. Equation (1.1) is written in the notation of Section 2 as
Therefore, it is convenient to work with the function f (s) = −f (−s). In order to study fast orbits we can make the same formal assumption as in Section 2 and solve
This gives the behaviour for orbits with x > 0, v = −x > 0:
Therefore, the conjecture is that the existence of a fast orbit in the first quadrant depends on the condition 
Ruling out infinitely many oscillations.
We will first eliminate the possibility of stop in finite time for solutions which oscillate infinitely many times. This is a consequence of a time calculation which is best made in "radial coordinates", where we introduce the variables r, φ through
and the right-hand side is less than b
in the first and third quadrants. Therefore, completing a turn of π/2 radians in those quadrants takes a time at least π/ (2 √ b) , and the whole turn takes at least double of that time, i.e., we have
for each period. We conclude that finite-time stop orbits must necessarily be eventually monotone, and this can only happen in the first and third quadrants. Note that in the second quadrant x < 0 and dx/dt < 0, so that no orbit can approach the origin inside that quadrant. A symmetric situation occurs in the fourth quadrant.
Topological considerations.
Before we address the question of the existence of a fast orbit we discuss the more general question of existence of a monotone orbit with x > 0. Let us perform some preliminary analysis using only topological arguments in the phase-plane. By eventually monotone we mean that x(t) and v(t) = x (t) are positive for all t ≥ t 0 , i.e., it lives eventually in the first quadrant of phase plane. Immediate inspection says that the graphs of the orbits in the first quadrant are increasing in the region R 1 = { f (v) > x} and decreasing in R 2 = { f (v) < x}. It is also clear that the only allowed transition as x increases is from R 1 to R 2 . Finally, any orbit that moves downwards towards zero in x must eventually pass to region R 1 and then either it goes to (0, 0) or it goes over to the second quadrant.
We conclude from this analysis that once an eventually monotone orbit exists there exist infinitely many, i.e., all those lying below it in the first quadrant of the phase plane. In principle, for monotone f there are three options: an eventually monotone orbit can go to zero in a fast or slow way, or it can stabilize to a point x ∞ > 0. When f (v) → 0 as v → 0 the last situation cannot happen.
In order to check whether there exist eventually monotone orbits we use a shooting method: for every a > 0 we solve the initial value problem
to obtain a unique solution v a (x). This family is ordered, and moreover, each orbit is monotone in K 1 , i.e., until it hits the line f (v) = b x. We may take the limit
Standard arguments show that only two options exist.
(i) the limit is defined in an interval 0 ≤ x ≤ x 0 and then it is a positive and eventually monotone orbit. This is what happens for instance for supercritical linear damping and also in the power case with α < 1.
(ii) the family {v a (x) : a > 0} is defined on intervals that go to zero as a → 0 so that no monotone solution exists in the limit. This is what happens for subcritical linear damping, as the reader will easily check.
In order to sort these cases we observe that once there exists a non-trivial limit in the above process for some nonlinearity f 1 , there will be a nontrivial limit for all f 2 such that f 2 (v) ≥ f 1 (v) for v near 0. This follows from comparison of the direction fields in phase plane. Moreover, with obvious notations,
We also have the following practical result to decide between options (i) and (ii), which follows from the linear friction case plus the previous topological analysis. 
The constant in the condition is sharp.
Necessary condition.
We can now prove one part of our conjecture. 
Proof. By hypothesis we have a fast orbit which means that the limit of the v a (x) is not trivial. Next, we compare the direction fields of our equation and
Since for the latter the direction field is bigger we conclude that the corresponding orbits v a (x) are larger, hence the limit (let us call it v 1 (x)) is larger, v 1 (x) ≥ v(x), as long as both are defined and monotone. Hence, the orbit of (4.11) goes to zero with a higher velocity that v, and since this an orbit with fast rate of stabilization, so is v 1 (x). But
We conclude that the integral must be finite. We also conclude easily that for the original
Finally, using t − t 0 = x 0 dx/v and the previous estimate we get the second inequality:
This completes the necessity part.
4.5. The main result. In order to obtain a necessary and sufficient condition we require f to satisfy (4.4) plus a small condition on the behaviour at v = 0. A condition of superlinear behaviour at v = 0−, like v/f (v) ≤ C is sufficient. We can then prove our full conjecture. 
Proof. We only have to prove the sufficiency part. Under condition (4.4) we construct a fast monotone solution v 1 (x) of the equation
We prove easily that for this orbit:
The last quantity goes to zero as
and the last factor goes to zero as v → 0 by the integrability assumption. This means that for small x > 0 the function v = v 1 (x) is a subsolution to the original equation, that we write in the form v
Using the construction argument with v a , we see that we are in option (i), so that an eventually monotone orbit v # (x) exists for the original problem and v # (x) ≥ v 1 (x). This also means that it is a fast orbit. 
The proof consists only of estimating in the range of monotonicity:
and the last quantity tends to zero as c → 0 by the main integrability assumption. Next, we note that quasi-monotonicity in the form f (v) ≥ −K f (v) is also sufficient to get the same conclusion. We have the following clearcut consequence. Remark 3. Non-existence of fast orbits. As a consequence of the results, we have superlinear situations where fast orbits do not exist, for instance if
Then all orbits can be classified as eventually oscillating or slow. This does not happen in the power case for α < 1. Actually, it extends the supercritical linear case.
Remark 4. The condition for the fast orbit in the third quadrant, i.e., with x(t) < 0 and x (t) = −v > 0, is similar:
We discuss now a serious question, what may happen when the assumptions are not fulfilled, in other words, we want to find the limits of the result.
Remark 5. The sufficiency of condition (4.4) is false if no extra behaviour at zero (like monotonicity or superlinearity) is imposed. Here is a counterexample. It is easy to construct an f satisfying (4.4) that has infinitely many local minima v n accumulating at v = 0 with f (v n ) ∼ 0, such that for every n there is an orbit crossing the line x = f (v) at v ∼ v n that passes to the second quadrant (it oscillates). Then monotone orbits cannot exist. Hint: start with an example where f (v n ) = 0. Then make a small perturbation iteratively for n = 1, 2, . . . Remark 6. The same happens if f (s)s takes on negative values in any lateral neighbourhood of s = 0 (depending on whether we look for positive or negative fast orbits). Hence, the sign condition for f is essential at least near the origin. Otherwise, no monotone solutions can exist.
The case when f is bounded away from zero. We have assumed that f is continuous at v = 0 with f (0) = 0. In order to generalize the Coulomb case and the power cases with α < 0 we may assume that f (v) is bounded from below away from zero (
Then there is necessarily one fast orbit, the rest are orbits that stop at other points. The proof is an easy adaptation of Section 3 plus the topological arguments to this situation. We refrain from giving more details on this issue.
5 Fast orbits in other contexts 5.1. Fast orbits in Nonlinear Diffusion. We have obtained a criterion that solves the question of existence of fast orbits, i.e., those that correspond to a nonlinearly damped oscillator that stops in finite time. It is remarkable that the same mathematical condition on the nonlinear function determines the validity of the property of finite speed of propagation in filtration equations of the type
where φ is monotone increasing function,
is its inverse and we put v = φ(u), u = f (v). The condition, exactly (4.16), appears in the work of Oleinik et al. [20] in 1958 and the related questions have been extensively studied since then, see [2] , [9] .
It is worth commenting the idea on which the similarity of results relies in such different problems. Indeed, the characterization of the property of finite propagation for equation (5.1) is performed by reducing it to the existence of a certain type of travelling waves, namely those that reach the level u = v = 0 at a finite distance. A travelling wave is a solution of the form
with c = 0, say c > 0. The equations for U and for V = φ(U ) are:
where the prime denotes derivative with respect to s. We want to obtain solutions U (s) which are positive in an interval, say 0 ≤ s < s 0 and vanish at s 0 with slope φ(U ) = V = 0 so that they are continued as U = 0 for s > s 0 (at least as weak solutions). In other words, we look for a fast orbit for V = φ(U ). The equation for V resembles the two first terms of equation (1.1) but not exactly, because of the different form of the last term. Indeed, integrating once we get
from which the standard condition of fast orbit follows as the condition for a correct travelling wave. If we want to see the similarity of equations we have to introduce the variable W such that W = V and then the last equation is written as Up to trivial changes this equation is the same as the first terms of (1.1), which are the ones involved in determining the fast orbit. By the way, W can be directly obtained by looking for travelling waves of the so-called gradient-dependent nonlinear diffusion equation
An even more direct similarity happens for the so-called dual porous medium equation,
Of course, these equations are closely related. In all cases the condition of finite propagation, which is often called preservation of compact support, is given by
Comments on the dynamical classification.
The idea of the 3-fold alternative (slow -fast -oscillatory) is also well known in nonlinear diffusion, particularly in the study of the class of special solutions called self-similar solutions. We refer to [6, 18] among many other papers. It is a beautiful mathematical result that deserves to be better known.
It is important to note that the above 3-way alternative is not the only that appearing in this type of framework. Thus, a different 3-way alternative appears in the study of travelling waves for the equation with α < 1. There, the profiles reach zero in 3 ways that represent advancing and receding waves, separated by one stationary wave, cf. [12, 13, 14] . If we perform the TW analysis like in the previous section, we will see that the equations obtained are 3-term variations of (1.1), but in this case they cannot be reduced to it.
In another example, self-similar profiles of u t = (u m−1 u x ) x can be classified in the same way (slow, fast or oscillatory orbits) if m > 0, but the classification becomes slowfast -superfast if m ≥ 0, so-called very fast diffusion, cf. [11] .
The use of asymptotic methods has a long story in dynamics, both for ODEs and also for PDEs. For instance, the pioneering work of Prandtl in boundary layer theory in hydrodynamics at the beginning of the 20th century combines both subjects. The early work was formal mathematics and a large part of work on complex engineering problems still is, but rigorous development is now on sure foot in many basic examples. We have applied here some of the basic ideas to solve the problem of stabilization of a nonlinearly damped oscillator. We refer to classical texts like [7, 15, 21] for more material on ODEs, normal forms, stable, unstable and center manifolds, etc.
As for blow-up techniques, a very beautiful analysis of blow-up of a singularity happens in the study of focusing solutions of the porous medium equation. This has been studied by Aronson and collaborators, [4, 5, 1] , and extended to other models in [3, 8] .
