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We show that a matroid is representable over GF(3) if and only if no minor 
is the five-point line or the Fano matroid, or their duals. Tutte’s famous cbarac- 
terization of the regular matroids is a corollary. A key lemma states that two 
representations of the same matroid in the same vector space over CF(3) may be 
transformed one into the other by inverting some points through the origin and 
taking a linear transformation; no result of this kind holds in larger fields. 
1. INTR~D~cTI~N 
If T is a finite subset of the points of a vector space V#) over a field F, 
the minimal linearly dependent subsets of T are the circuits of a matroid, 
Such matroids are said to be vectorial, or representable (over F). Vectorial 
matroids were discussed by Whitney in the first paper on matroid theory [E], 
but they have not yet been satisfactorily characterized. It is known that any 
minor of a vectorial matroid is vectorial (and representable over the same 
field F), so one might hope for a forbidden minor theorem-see [4] for disilln- 
sionment. 
An easier problem is the determination of the minor-minimal matroids not 
representable over some particular field F-easier insofar as it has been 
solved in one case, when F is GF(2). Tutte [7] showed that a matroid is 
binary if and only if it has no Ue2 minor. In this paper we solve the problem 
when F is GF(3). 
The main theorem of this paper has also been obtained (i~dep~ude~t~y~ 
by Bixby [2], and he attributes it to Ralph Reid; however, 
never published. 
The proof given in this paper is of interest, because we find that it is 
possible to abstract most of it out of the context of representable matroi~s 
into general matroid theory-the most complicated part of our proof 
consists of lemmas saying that certain connectivity/isomorphism properties 
imply the existence of certain minors. One might hope that these lemmas 
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would also give Tutte’s forbidden minor characterization of the regular 
matroids [7]. But here we derive Tutte’s result as a corollary of the main 
theorem. 
We shall assume a basic knowledge of matroid theory; [3, 9, 10, 111 
give good introductions to the subject, and our terminology is that of [3], 
which is universal enough to be clear, extended as follows. E(M) is the 
set of elements of a matroid M, and for T C E(M), M\T = M x (E(M) - T) 
is the matroid with elements E(M) - T and with circuits just those circuits 
of M contained in E(M) - T. M/T = M 0 (E(M) - T) = (M*\T)*, where 
M* is the dual matroid of M. The prefix “co-” dualizes a term (for example, 
coloop, coparallel, cocircuit). U, k denotes the matroid with IZ elements, 
every k-subset of which is a base. F, denotes the Fano matroid. 
2. CONNECTIVITY LEMMAS 
The binary relation “X = y or there is a circuit of M containing both x and 
y” is an equivalence relation [12], and divides E(M) into equivalence classes 
called the elementary separators of M. Any union of elementary separators is 
a separator of M. T C E(M) is a separator of M if and only if M 0 T = 
M x T. If T is an elementary separator of M, then M x T (= M 0 T) is 
called a component of M. M is connected if it has at most one component 
(that is, exactly one, unless E(M) = ia) and disconnected otherwise. 
LEMMA 2.1 (Tutte [S]). If M is connected and x E E(M), then either 
M\(x) or M/(X} is connected. 
ProoJ: Suppose that both M\(x) and M/(x} are disconnected. Let Y, 2 be 
elementary separators of M\{x}, M/(x}, respectively. Then 
0 f Y#E(M)-{(x}#Zf 0. 
Choose distinct y, z E E(M) - {x> such that 
I yn {Y, 4 = I 2 n iv, 41 = 1 
(it is easy to see that this is possible). M is connected, so there is a circuit C 
of M containing y and Z. If x 6 C then C is a circuit of M\(x); and if x E C 
then C - (x> is a circuit of M/(x}. Each of these is contrary to our choice of 
y, Z, as required. 
LEMMA 2.2. If M is connected, but M\(x) is disconnectedfor each element 
x, then 
X(M) = (x: there exists y E E(M) coparallel to x} 
contains a base of M*. 
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Pro05 We proceed by induction on 1 E(M) - 
the result is true, so we suppose that X(M) C E( 
X(M). M\(x] is not connected, so by Lemma 2.1, is connected, If 
y E E(M/{x}), then M\(y} is disconnected, so there i rtition Y1 , Yz of 
E(M) - (J+ with Y I + o + Y, such that any circuit of I&I intersecring 
both Y, and Y, contains y; x E Y1 , say. If Y1 = {x}, then any ckcuit of M 
containing x contains y, because x is not a loop. But then xR y are 
contrary to our choice of x. Thus Y, - ix> + M , and no circuit of 
intersects both Y, - (x> and Y, , so iM,/{x)\(u> is 
Now if 21, E(M/(x}), 24, u are coparallel in 
coparallel in (~1, so X(&I/(x]) = X(M). Thus 
(M/{x})*, by induction, and so contains a base o 
d only if U, u are 
contains a base of 
LEMMA 2.3. If M is connected and / E / > 2, and for each element x 
both X> and M/{x> are connected, and for eve 
x9 Y M\{x, y> and LM/{x, y> are diwonnected, 
Proo?J &I has no loops or coloops, because / E 
ted. 1 E(IVQ f 2, for M\E(M) is connected; thus 
lel or coparallel, because are connected 
Let .F be the set of 3-ele 
t cocircuits. For any element x, 
theses of Lemma 2.2, so u(D E 9: x E D> contai 
(working with M*), v(C E 9: x E C> contains a 
No pair of elements is parallel in M, so rk(M) 
2. Thus for each x E E(M), there exists C E F, D E 9 with x E C fl 
/ C n D / # 1 because C is a circuit and D is a cocircuit. 
Suppose that / C1 n C, j = 2 for some C, , C, E 9, and C, = (1, 2, 3j;, 
C, = (1, 2; 4) say. 3, 4 are not parallel, so x {a) 2, 3, 41 = ua2, and 
{l, 3, 4) E g-, 12, 3, 4) E 9, If D E 9 and 1 E then I D nil, 3, 311 f I, 
so 2 ED say. But / D n (2, 3, 4)j f 1, so D C (I, 2, 3, 4); D = (I, 2, 3) say, 
There exists D’ E 9 with 4 E D’, so similarly D’ 2 { 1, 2, 3, 4]>, and 
M 0 (1, 2, 3, 4) = U,” = 1M x (I, 2, 3, 4); 
hence (1, 2, 3, 4) is a separator of M. But M is connected, and so = UA2. 
Thus we may suppose that / C1 n C, 1 < 1 for distinct 67, , C, E P, and. 
similarly that 1 D, n Da 1 < 1 for distinct D, , Dz E %- If there is a unique 
C E 9 containing x, then C contains a base of 
is a line Ubz for some k; k < 3 since otherwise there exist Cl , C2 E .F with 
1 C1 n Cz I = 2. But U2% and Uzz\{x) are discormected, contrary to our 
hypotheses. Thus for x E E(M) there exist distinct C1 ) CS E 9 with x E C1 : 
CT, ; and hence C, n C, = (xl. Choose D E 99 with x E D. Then 
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soD2C,uC,,andifx~C~~thenC=C,orC,,becauseCnD#(x}. 
So C, u C, contains a base of M and hence Y = C, u C, - (x} contains a 
base of M. Y contains a circuit of M, but no member of F, and so Y is a 
circuit of M. If z E E(M) - (C, u C,), there is a circuit C, with z E C, , and 
C, - (z} C Y; and hence for any z E E(M) - (C1 u C,), M\{x, z} is connected. 
So C, u C, = E(M); but then for y E Y there is a unique member of 9 
containing y, a contradiction, which completes the proof. 
LEMMA 2.4. If a, b are distinct elements of M, such that 
(i) for any X C E(M) - {a, b}, X u {a] is a circuit of M if and only if 
X u {b} is, 
(ii) a, b are not both loops and not both coloops; and are not parallel or 
coparallel, 
(iii) M\(a, b} is connected, 
then M has a minor US2. 
Proof. We proceed by induction on 1 E(M)I. The result is vacuously true 
when j E(M)] < 2, and so we suppose that ] E(M)/ > 3. From (i) and (ii), 
neither of a, b is a loop or a coloop. 
Choose z E E(M) - {a, b). We may suppose that M\(z) has no Ub2 minor, 
so that, by induction, one of the conditions (i), (ii), (iii) fails for M\{z}. But 
(i) certainly holds for M\{z}; and if (ii) fails, then either a, b are both coloops 
of M\(z), or a, b are coparallel in M\(z)-thus (a, b, z} is a cocircuit of M 
(any other possibility would contradict the truth of (ii) for M). Then z is a 
coloop of M\{a, b), which is connected, and so E(M) = (a, b, z}-but this is 
contrary to (ii). So (iii) must fail for M\(z), and M\{a, b, z} is not connected. 
By Lemma 2.1, M\{a, b}/(z) is connected, and so condition (iii) holds for 
M/(z). Certainly, condition (i) holds for M/(z), and so we may assume that 
(ii) fails, and hence that (a, b, z} is a circuit of M. This conclusion follows 
for any z E E(M) - (a, b}, and so M may be obtained from a matroid Ut2 
(for some t 3 2) which has a, b amongst its elements, by adding new elements 
parallel to some of the other t - 2 old elements. t f 2, because a, b are not 
both coloops. t f 3, because a, b are not coparallel. t # 4, because M\{a, b} 
is connected; so t 3 5, and M has a U,Z minor which completes the proof. 
[The purpose of the lemma is to give us suitable conditions under which it 
follows from (i) that a, b are parallel. It is clearly necessary to exclude the 
other possibilities in (ii), because in each of these cases (i) is trivially true. 
Possibly condition (iii) could be weakened, but we must exclude U,” somehow; 
and Ub2 satisfies all three conditions, so must be mentioned.] 
LEMMA 2.5. Suppose that Z is a circuit and a hyperplane of the matroid M, 
and that a, b E Z are distinct and not coparallel, and that M\{a, b} is connected. 
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aSupposefirther thatfor any two circuits Cl , C, ) ifi Cl - Z / = / Cz - Z j = 
2 and j Cl u Cz - 2 j = 3 then either a, b E Cl u C, {or Cl A Cs is a circuit. 
Then M has a minor F7. [A denotes symmetric difference, that is, SUYPE ~od~~o 2.1 
Proof. We may assume that no pair of elements ofE - Z are parallel; 
for if x, y E E(M) - 2 are parallel, then M\(x) the hypothese 
the theorem, and if the conclusion holds for then it holds for 
2 is a hyperplane, so there is no circuit C with / C - Z j = 1; and for 
any distinct x, y E E(M) - 2 there is a circuit C with 
x, y E c c z u (x, y>* 
Moreover, since Z is a circuit, for any z E Z there exists such a C with z $ C. 
Then C is uniquely defined-for if C’ is another circuit with 
then there is a circuit contained in C v C’ - (~1, which is impossible. So if 
x, y E CI , G, and C, , C2 C Z u (a-, y> and CI , 62, are distinct, then Z C Cz L’ 
c 2. 
For distinct x, y E E(M) - Z, let A(x, y), B(x, yj be the subsets of Z such 
that (x, y) u A(x, y), (x, y> u B(x, y) are circuits and a $ A@, y), b $ B(x, y). 
If x, y, z E E(M) - Z are distinct, 
by hypothesis; and so we may partition E(M) - Z into two disjoint (possibly 
empty) sets Y, , Y, , such that for distinct x, y E E( Z, b $4~ Y) if 
and only if x, y are in the same Yi . But b E A(x, y) if nly if a E 23(x, y), 
so a $ B(x, y) if and only if x, y are in the same Yi . 
Suppose that C is a circuit with a # G, b E C, and that C A Y, = D. If 
I G r\ Y, 1 > 2, choose x, y E C n Y, , distinct-then there is a circuit 
C’ z c w A(x, y) - (xl, 
with bsC’. So C’n Yz= m, a$C’, bEC’, B C’ n Yl C C n m/, . We 
continue this process to find a circuit C* with a $ j b E G* and C* n Y2 = 
0, jG*nYJ<l.ButZisahyperplane,yet IC*-Zj<l;thisis 
impossible, because C* + Z since a $ C*. Thus any circuit which contains b 
and not a intersects both Y, and Y, . 
Now a, b are not coparallel, so there is a circuit containing b and not a. 
This intersects both Y, and Y, , so Y, and Y, are nonempty. 
Suppose that I Y, I = 1, and Y, = {yI} say. Any circuit of M\(a) containing 
b intersects Y, and so contains y1 . Thus either (b) is a coloop or {b, yl) is a 
cocircuit of M\(a), and so one of {a, b), {a, b, yl>, {b}, (b, yl) is a codrcuit of 
. Z is a circuit and b f Z, y1 $ Z, so the last two cases cannot occur. 
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hypothesis, the first case does not occur. If {a, b, yl> is a cocircuit, then 
(yi} is a coloop of M\{a, b), which is connected; and so E(M) = {a,.b, yl}, 
which is impossible. Thus 1 Y, j > 2, and similarly j Y, 1 > 2. 
For i = 1, 2, put Zi = u(A(x, y): X, y E Yi , distinct). 1 Yi / 3 2, and for 
distinct X, y E Yi , A@, u) # o since by assumption no two elements of 
E(M) - Z are parallel. Thus Z, , Z, # m. 
Suppose that Z, n Z, = m. M\{a, b} is connected, so there is a circuit C 
with a, b’$ C, intersecting both Z, and Z, . Choose C with C - Z minimal. 
If / C n ,Y1 1 > 2, choose distinct x, y E C A Y1 ; there is a circuit 
C’ c c u A(x, y) - (x} 
with c’ n Z, + .@ (because 
0 f C n Z, _C C - A@, y)), 
and then C’ n Z, 5 m, because C’ n A&, v) + o (since C’ Q C). This 
contradicts the minimality of C - Z. On the other hand, / C - Z / > 2; 
so lCnY,j=~CnY,~=l, and CnY,=(yi} say (i=1,2). But 
then C = A(y, , J& and b $ A(y, , yz)-yet y, E Y, , yz E Y, contrary to the 
definition of Y, , Y, . So Z, n Z, # M. 
Choose z E Z, n Z, ; and choose xi, yi E Yi such that z E A&, , vi) 
(i = 1, 2). 
by hypothesis, so we may exchange x1 , y1 if necessary so that z E A(x, , x,) 
and z $4 A(y, , x2). It follows that z 4 A(x, , yz), and z E A(y, , JLJ Now 
Ah , vz> i: B(x, , ~21, b ecause b E -4(x1 , yz); so A(x, , yz) u B(x, , yz) I Z. 
Thus z E %x1 , ~~1; and z $ % , ~3, z 6 B(Y, , v2>, and z E HY, , x2). 
Put MO = M x (Z u {x1 , x2 , y1 , ~~1) 0 Ix1 , x2 , y1 , y2 , a, 6, 4. We claim 
that MO is F, . For {a, b, z} is a circuit of M,, , so it suffices to show that for 
distinct U, z, E {xl , x2 , y1 , y2}, A@, U) n E(MJ and B(u, a) n E(M,) are 
circuits of M, . But certainly they are dependent in MO--and if C is a circuit 
of M with 
C - (Z - (a, b, z}) C A(u, u), 
then b $ C, so C f Z and U, a E C; thus C = A@, v). So A(u, a) n E(M,) 
is a circuit of M, , and B(u, v) is treated similarly-the conclusion follows. 
LEMMA 2.6. If Z is a circuit and a hyperplane of a matroid M, , with 
elements S, and if the matroid M, is obtained,from M1 by replacing the old 
circuit Z by new circuits Z u {z} for each z ES - Z; and if further there 
exist a, b E Z which are distinct and not coparallel in M1 such that M,\{a, b) 
is connected- then either M1 has a minor F, or M, has a minor Ug2. 
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Bvoof. From Lemma 2.5 applied to MI , we may suppose that there are 
circuits G, ) C, of M, , with C, - Z = (x1, y}, C, - Z = (x2 ) y> say, with 
x1 ? xg , y distinct, such that (a, b) $C Cl u C, and CI A. C, is not a circuit of 
1’ Without loss of generality, we assume that a $ 
For distinct U, ZJ ES - 2, there is a circuit G{u, D 
?.a, v E C(l4, v) c z u (la, v>, 
because Z is a hyperplane; and we may choose C(u, U) such that a $ C(U, v)~ 
because Z is a circuit. Then C(u, v) is uniquely defined. 
Now.C, = C(x, , y), and C, = C(x, , y). For any z E Cl A Cz - (;cp 9 x,i, 
there is a circuit C of M, with 
z E c c c, u c, - { y>; 
then a $! C, so x, , x2 E C (because Z is a hyperplane), and C = C(JC, , x2). 
Thus C, n C, C C(x, , x2). But Cl n C, is not a circuit, so there exists 
z E C(X, , x2) n 6;; n C, . 
We claim that M, x (Z u (x1 , x2 , yj) 0 {a, z, x1 9 X, ) y> is U,“. For 
G f c2, C(x 1 , x2), Z U (xl>, 2 U (x2), Z U (y) are &rcuits of M, , so it 
suffices to check that there is no circuit CO of iV& with 
But if CO is not a circuit of M, , then CO = Z U {w} for some w E (x1 , x2 , y) 
and a, z E CO ; and if C,, is a circuit of M, , then CO # .Z (because Z is not a 
circuit of M,) so / C,, - Z 1 2 2 (because Z is a hyperplane of 
a E CO or CO is one of C, f C, ,- C(x, , XJ each of which contains z. The 
CQIldUSiO32 fOllOWS. 
LEMMA 2.7. If M, , M, are distinct matroids, both with elements 3; and 
a, b E % are distinct elements such that 
(9 li@l = M2\{4, 
60 Ml\@) = M2\fbly 
(iii> l\{a, b} (= Mz\(a, b)) is connected, 
(iv) (a, b) is not a cocircuit of MI or of M, ) 
then one of Ml , M, has a minor US2 or F7 . 
Proof. We proceed by induction on j S jD The result is vacuously true 
when/S/ <‘1. 
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M, # M, , so there is a subset of S independent in one of M, , M, and 
dependent in the other. Choose a minimal such subset 2. Then Z is a circuit 
of one of M1 , M, (Ml say) and independent in the other (M,). M,\(a) = 
M,\(a), and M,\(b) = M,\(b), so a, b E Z. 
For z E E(M) - (a, b}, we may assume that either Ml\(z), M,\(z) are not 
distinct, or that one of conditions (i)**(iv) fails for this pair of matroids- 
for otherwise, by induction, one of these matroids (and hence one of M1 , Mz) 
has a minor UEz or F, . But conditions (i)‘and (ii) cannot fail, and if (iv) fails, 
then (a, b, z) is a cocircuit of M1 or of M,--but M,\(a, b} is connected, so 
S = Ia, b, z}, and then a, b are coparallel in M, , contrary to (iv). Thus either 
M,\(z) = M,\(z) or M,\{a, b, z> is not connected. Similarly, either M,/(z) = 
M,/(z) or M,\{a, b}/(z) is not connected. 
Now if z ES - Z, then Z is a circuit of M,\(z) and is independent in 
M,\(z); so M,\(z) # M,\(z). Hence M1\(a, b, z} is not connected. 
On the other hand, if z E Z - {a, b}, then Z - (z} is a circuit of M,/(z) 
and is independent in M,/(z), so M,/(z) f M,/(z). Thus M,\{a, b}/(z) is not 
connected. 
But from Lemma 2.1, for any z E S - {a, b), either M,\{a, b, z} is connected 
or M,\(a, b)/(z) is connected; so Z - {a, b} is the set of all elements z E S - 
(a, b} such that M,\{a, b, z} is connected. Thus Z is uniquely defined, and Z is 
the only subset of S which is a circuit of one of M1, M, and independent in 
the other. 
If z E S - Z, then M1\{a, b, z} is not connected, as before, so M,\{a, b}/{z} 
is connected, by Lemma 2.1. Thus M,/(z) = M,/(z). Z is a circuit of M1 , 
and so is a union of circuits of M,/(z); but Z is independent in M, , so contains 
at most one circuit of Md{z). Thus 2 is a circuit of M,/(z) = M2/{z}, and so. 
Z u {z} is a circuit of M, , for each z E S - 2. 
If C is a circuit of one of M, , M, and not of the other, then by the unique- 
ness of Z, Z C C; so C = Z or Z u {z} for some z E S - Z. In these circum- 
stances Lemma 2.6 applies, and either M, has a minor F7 or M, has a minor 
Us2, as required. 
3. CHAIN-GROUPS 
Let R be a ring which is either the integers (Z) or a field. Let S be a finite 
set. A chain g on S over R is a map from S to R. The domain I g j of g is 
{x E S: g(x) # 0). Iff, g are chains, f + g is defined by 
cf + g>(x) =fW + g(x) (x E 9, 
and if y E R, yf is defined by 
w&4 = ruw> (x E S). 
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A chain-group G on S over R is a class G of chains on S over W closed under 
the above two operations. g E G is an elementary chain of G if g + 8 but for 
anyfc G, if j f / C / g j then f = 0. The domains of the elementary chains of a 
chain-group G are the circuits of a matroid M(G). (For proofs of this and 
some subsequent elementary results about chain-groups, see [9, lo].) 
If g is a chain on S over R and T C S, g / T is the chain on T over R SW 
that (g j T)(x) = g(x) (x E T). When G is a chain-group on S over R, 
and 
GoT={g/T:gEG), 
G x T==(gl T:gEG and gj(S--T)= 
Both G 0 T and G x T are chain-groups on T over R, and M(G) x T = 
M(G x T), M(G) 0 T = M(G 0 T). Let G* be the set of chains n s over 
R such that CsSS g(x) g’(x) = 0 for each g E 6; then (M(G))* = G*), and 
(G x T)* = G* 0 T for T C S, and (G*)* = G. 
A representation of a matroid M over a field F is a map q~ E 
for some positive integer n (where V,(F) is a vector space of 
over I?) such that for X C E(M), X is independent in if and only if the 
restriction of 9 to X is one-to-one and (y(x): x E X} i nearly independent 
in V%(F). If h is a nonsingular linear transformation of Vn(,(F), let h(p): 
-+ V,(F) be defined by 
Then X(y) is a representation of M if 9) is. 
If y is a representation of M over F, we associate a chain-group G(y) 
containing just those chains g on E(M) over F such that x.oEE(M) g(x)p(x) = 0. 
Then M(G(y)) = M, and it is easily seen that M is 
F if and only if there is a chain-group G over F wit 
two representations q~, # of M over F (mapping i 
$/n(F)) satisfy G(y) = G(#) if and only if there is 
formation A of 1’/,(F) such that X(F) = #. It is 
representable over the rationals if and only if 
group G over the integers. 
Thus it is possible to work exclusively with the “‘chain-group” rather than 
the “representation” formulation without in theory any significant loss, 
and to do so gives a marked increase in clarity and simplicity--however, some 
results have an intuitive geometric significance which is lost in the chain- 
group formulation, and also the best way to specify a particular chain- 
group is often to give some corresponding representation; so both formu- 
lations should be borne in mind. 
If R is either Z or a field as before, we say that is representable over 
(G) for some chain-group G over R. This is Gonsistent with our 
previous definition if R is a field. 
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We observe that if G is a chain-group on S over R and a! is a map from S to 
the invertible elements of R, then the chain-group olG, containing just those 
chains f on S over R such that for some g E G, f(x) F= c@)g(x) (X ES), 
satisfies M(olG) = M(G). a-l(aG) = G, where &(x) = (CL(X))-’ (X E S), so 
this provides an equivalence relation on those chain-groups G such that 
M(G) = M. 
There are several characterizations of binary matroids [that is, the matroids 
representable over GF(2)] : 
THEOREM 3.1. The following are equivalent: 
(i) M is binary; 
(ii) M has no minor Ud2 (Tutte [7]); 
(iii) any symmetric d@erence (that is, sum modulo 2) Cl A *a- A C, 
of circuits of M is a disjoint union of circuits of M (Whitney [12]); 
(iv) for any circuit C and cocircuit D, 1 C n D 1 is even; 
(v) for any circuit C and cocircuit D, j C n D 1 # 3 
(this follows from (ii)). 
There are also characterizations for connected matroids in terms of the circuits 
containing some fixed element; see [l, 5, 61. 
If M is binary, there is a unique chain-group G over GF(2) such that 
M = M(G), because GF(2) has only one nonzero element. Thus any represen- 
tation of M in a vector space over GF(2) can be taken by means of a linear 
transformation into any other. This is not true in any other field; because 
multiplying a point (used by a representation) of the vector space by any 
nonzero scalar gives another representation, and this cannot in general be 
obtained from the first by a linear transformation. However, in GF(3) the 
next best thing is true: 
LEMMA 3.2: If Gl , G, are chain-groups on S over GF(3) and M(GJ = 
M(Ga = M, then there is a map a: S + (+l, -l} such that LXG, = G, . 
[We write the elements of GF(3) as + 1, 0, - 1.1 
Proof. We proceed by induction on 1 S / ; the result is trivial when / S j < 1, 
so we suppose that 1 S 1 3 2. We may assume that M is connected, for other- 
otherwise M satisfies the theorem, by our inductive hypothesis applied to its 
components. 
Now olGl = Gz if and only if olGf = G$ ; choose z ES, and then taking 
duals if necessary we may assume that M\(z) is connected, by Lemma 2.1. 
Choose 0~‘: S-+(+1, -11 such that 
(a’Gl) x (S - {z}) = G, x (S - {z]); 
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this is possible by application of our inductive hypothesis to GI x (S - {z>), 
6, x (S - (z>) and arbitrary extension of the resulting map to domain S. 
If there exists 06”: S-+ (+l, -11 such that f~‘(&Gr) = 6, then the theorem 
is satisfied (defining a(x) = a’(x) c/(x) (x ES)), and so it suffices to deal 
with the case when 
G, x (S - (z}) = G, x (S - {z)); 
we henceforth assume this. 
Let z’ 6 S be a new element, and let CL be an isomorphic copy of G, on the 
set (S - (z>) u (A}, obtained by replacing z by z’. Let G+ be the chain-group 
on S w (z’s over GF(3) with chains g, + gi (g, E GI , gi E Gh). Then 6-i x S = 
G and G+ x ((S - {z>) u {z’}) = 6; , because G, x (S - (z>> = 6; x 
(i L (z)). So for X _C S - (21, X U (z> is a circuit of 
X u (z’> is. z, z’ are not coparallel in M(G+), and 
of M(G+), because z is not a loop or coloop of 
connected and / S j > 2). Moreover, M(G+)\(z, z’> = 
connected. Thus by Lemma 2.4, z, z’ are parallel in M( 
representable over GF(3). Let f be a chain of Gf with 
assume that f(z) = 1, and f(z’) = y = &I. Hf g 
chain g’ = g - g(z)f is a chain of Gh , because g’(z) = 0. 
(x E S - {z>), and g’(z’) = - yg(z); and hence defining CX: S + (A- 1, -I> by 
a(x) = I (x f z), a(z) = -y, we have olGl = G2 , as required. 
Thus any representation of M over GF(3) can be taken to any other by 
negating some points and applying a linear transformation. 
CQROLLARY 3.3. IfM is representabie over GF(3) in k/,(GF(3)), and F- 
is a representation of M\(x) for some element x E E then there is a represen- 
tation q~ ofM in V,(GF(3)) such that F,(Y) = 9)-(y) & E E( - ia 
PWC$ Let # be some representation of M in V,(GF(3)). By Lemma 3.2 
there exists a map n: E(M) - (x} ---f (+ 1, -l}, such that G(y-) = G(ol#-), 
where $- is the restriction of # to E(M) - (x). There is a nonsingular 
linear transformation h of Vn(GF(3)) such that 
Define c&x) = h+(x), and y(y) = y-(v) (v E E(M) - (xl). Then q is the 
required representation. 
No such result holds in larger fields, because if F is a field with an element y 
such that y f 0, 1 and y2 # 1 (and every field except GF(2) and W(3) has 
such an element), then 
and 
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are both representations of the rank 3 matroid with two disjoint lines of 
length 3; adding (1, 1, 1) to the first representation produces a matroid not 
obtainable by an extension of the second representation. It follows that no 
analog of Lemma 3.2 holds in larger fields either; and in fact that scalar 
multiplication together with automorphisms of the associated projective 
geometry will not transform one representation into the other. 
If r is a set of chains on S over H, the chain-group generated by I’is the set 
of all finite sums of members of J’ and their negatives, 
If G is a chain-group on S over Z, G is said to be regular if every elementary 
chain of G is a multiple of a primitive chain, that is, an elementary chain 
g E G such that - 1 < g(x) < 1 (x E S). M(G) is then said to be a regular 
matroid. Such matroids are of great theoretical interest-see [7, 9, lo]. 
If g is a chain on S over GF(3), let g+ be the chain on S over Z such that 
- 1 < g+(x) < 1 (x E S) and for each x E S, g(x) is the residue modulo 3 of 
g+(x). [That is, label the elements of GF(3) as + 1, 0, - 1; then g+ is the chain 
g with its values regarded as integers,] 
If g, h are chains on S, we define g * h to be CapS g(x)h(x). 
LEMMA 3.4. M is regular fand only ifM is representable over both GF(2) 
and GF(3). 
Proof. If M is regular, then M is representable over every field (essentially, 
a result of Tutte [9]). For the converse, suppose that M = M(G), where 
G is a chain-group over GF(3), and that M is binary. Let r be the set of 
elementary chains of G, and let r+ = (g+: g E r}. Let G+ be the chain-group 
over Z generated by r+. We claim that M(G+) = M. If we can show this, the 
result follows, because Gf must then be a regular chain-group; for each ele- 
mentary chainf of G+ has domain 1 g / for some g E r, and sofis a multiple 
of g+, which is a primitive chain of Gf. 
Each circuit of M is the domain of a chain in I’+ Z Gf, and so includes a 
circuit of M(G+). It remains to show the converse inclusion. But if g, is an 
elementary chain of Gf and 1 g, / is independent in M, then there exists 
x o I g, 1, and there exists h E G* such that j g,, j n 1 h ( = {x} - and so 
g, * hf # 0. g,, is a sum of members of I’+; so it is sufficient to show that for 
each g E r and for each elementary chain h of G*, g+ * h+ = 0. 
Put / g I = C, / h / = D. We proceed by induction on 1 C n D j. The 
result is true if 1 C n D I < 2, because certainly g * h = 0, so g+ . h+ = 0 
mod 3, and for each x, g+(x) h+(x) is + 1, 0, or - 1. We assume that 
I C n D 1 3 3. D is a cocircuit of M, so each pair of elements of D is the 
intersection of D with some circuit. Thus we can choose a circuit C’ of M 
with C’ - (C v D) minimal subject to the conditions m # C’ n D C C n D. 
Choose x E (C n D) - C’, and y E C’ n D. Now M is binary, so C A C’ is a 
disjoint union of circuits C, ,..., C, say, with x E C, . Now Ci n D _C C n D - 
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( y> for each i, and C, n D # % ; so by the choice of Cl, C’ - C = CI - C. 
Since C, )“‘,, Crc are disjoint, each Ci with i # 1 is a subset of C - (J& 
which is impossible; thus k = 1, and C A C’ is a circuit. 
Let C’ = / g, / and C a C’ = / g, I, where gI , g, are elementary chains of 
G and g2(x) = g(x). Let 
fl = g - g2 - g, > 
f2 = g - g2 9 
.fi = g - gz + & i 
fi ) fa , f3 are all chains of G whose domains do not contain x. Now C’ $67; 
dhoose z E C’ - C, gI(z) f 0, so fi(z),&(z), f3(z) are distinct and one of them 
is zero; but f2(z) = -gZ(z) j; 0, so (replacing g, by -g, if necessary) we may 
assume that fi(z) = 0. Thus, by choice of C’, / fl j n D = o (because 
j fi 1 is a union of circuits of M) and so for each w E D, g(w) = gI(w) + g,(w). 
It follows that for w E D, g+(w) = gl+(w) + g,+(w); because certainly this is 
~~emodula3,andIgjn/g,/nig,/ = ~.BychoieeofC’,botb/g,/n@ 
and j g, j n D are proper subsets of C n D, and so gI+ . h+ = g,+ * h+ = 0 
by induction; it follows that g+ * h+ = 0, as required. 
4. THE PRINCIPAL RESULT 
THEOREM 4.1. M is representable over GF(3) if and only if M has no mirmr 
Ws2, W53,E7,0rF$. 
Proof These four matroids are not representable over GF(3) (this is 
well known and easily verified). For the converse, we proceed by induction on 
j S (, where 5’ = E(M). The result is trivial when j S j < 1, and so we assume 
that / S 1 2 2. We may assume that M is connected, for otherwise we can 
treat its components separately. 
Suppose that z E S and M\{z) is disconnected; let Z be an elementary 
separator. Let MI = M 0 (2 u {z)), and M, = M 0 (,§ - Z). Let G1 9 6, be 
chain-groups on EOM,), E(M,) over GF(3) such that MI = M(GI), M, = 
M(G,) (we may assume that these exist, for otherwise, by induction, one 
of M, , l&--and hence M-- has one of the proscribed minors). Let G be 
the chain-group on S over GF(3) with chains g defined by 
for any pair of chains g, E Gl , g, E G, such that gl(z) = gJ,z). Then G 0 
(Z ” M> = (-4 , and Go@--Z)=G2. LfCCS, andz#C, then Cis a 
circuit of M if and only if C is a circuit of one of MI 3 M, ; and if z E C, then 
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C is a circuit of M if and only if C n (2 u (z}) is a circuit of M, , and 
C n (S - 2) is a circuit of M, . Thus M = M(G), and M is representable 
over GF(3) as required. 
We may thus assume that M\{z} is connected for any z ES. Now M is 
representable over GF(3) if and only if M* is, and M has one of the four 
proscribed minors if and only if M* does; it follows that we may assume 
that M/{z} is connected for each z E S. 
If M = Ud2, then M is representable over GF(3), so we may assume that 
M # U,Z; and by Lemma 2.3, there exist a, b ES, a f b, such that M\(a, b) 
is connected (taking duals if necessary). 
Let G, , G, be chain-groups on S - {a], S - {b}, respectively, over GF(3), 
such that M\(a) = M(G,) and M\(b) = M(Ga (we may assume that these 
exist, by induction). By Lemma 3.2 (or Corollary 3.3) we may choose G, 
such that 
G, x (S - {a, b)) = Gl x (S - {a, b}). 
Let G have chains g, + g, for g, E GI , g, E G2 . Then G is a chain-group on S 
over GF(3), and G x (S - {a)) = G, , and G x (S - {b}) = G, . M\{a, b) is 
connected, and M(G)\(a) = M\(a), and M(G)\(b) = M\(b), so by Lemma 2.7 
either M = M(G) or one of M, M(G) has a Us2 or F7 minor. M(G) has none 
of these minors, because they are not representable over GF(3). So either 
M = M(G), or M has a minor Us2 or F, , completing the proof. 
COROLLARY 4.2 (Tutte [7]). M is regular if und only if M has no minor 
Uh2, F7 , or F,* . 
Proof. M is not representable over GF(2) if and only if M has a Ubz 
minor (Theorem 3.1). M is not representable over GF(3) if and only if M 
has a minor Ubz, Us3 , F7 , or F$ (Theorem 4.1), and Us2 , Us3 have U42 
minors. M is regular if and only if M is representable over GF(2) and GF(3) 
(Lemma 3.4), and the result follows. 
It is clear &at the crux of the proof of our main theorem is Lemma 2.7; 
and it may seem remarkable (and lucky) that this lemma should be true. But 
in fact it can be shown quite easily, from Lemma 3.2, that if M, , M, are 
related as in Lemma 2.7, then one of MI , M, is not representable over GF(3); 
.and so a weak form of Lemma 2.7 is implied by the truth of our main result. 
Note added in pvooJ Lemma 3.2 is proved in [13]. 
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