We are interested in finding a solution to the tensor complementarity problem with a strong M-tensor, which we call the M-tensor complementarity problem. We propose a lower dimensional linear equation approach to solve that problem. At each iteration, only a lower dimensional system of linear equation needs to be solved. The coefficient matrices of the lower dimensional linear systems are independent of the iteration after finitely many iterations. We show that starting from zero or some nonnegative point, the method generates a sequence of iterates that converges to a solution of the problem monotonically. We then make an improvement to the method and establish its monotone convergence. At last, we do numerical experiments to test the proposed methods. The results positively support the proposed methods.
(NCP) with some attractive special structures. In recent years, the study in the TCP has received much attention due to its wide applications in multi-person noncooperative games, hypergraph clustering problem, DNA microarrays and so on, see, for instance, [1, 2, 3] and references therein. We refer to [4, 5, 6] for good reviews in the theory and the applications of TCPs.
In this paper, we focus our attention on numerical methods for solving TCPs. Since TCPs are NCPs, in many cases, they can be solved by existing efficient numerical methods for solving NCPs. Indeed, those methods such as the smoothing Newton method [2] , the nonsmooth Newton method [7] , the Levenburge-Marquardt method [8] , continuation method [9] and the interior point method [10] for solving NCP have been applied to solve TCPs. Another way to develop numerical methods for solving TCPs is to extend the idea of those methods for solving LCPs. For example, Xie, Li and Xu [11] proposed an iterative method for finding the least solution to the TCP with a strongly monotone Z-tensor where the subproblems are lower dimensional tensor equations. After finitely many iterations, the solution of the last tensor equation is a solution of the TCP. Similar to LCP, the TCP can be formulated as a modulus-based nonsmooth equation and then the idea of numerical methods for solving the nonsmooth equation reformulation to LCP can be applied [7, 12] . Recently, Du and Zhang [13] showed that a TCP can be transformed as a mixed integer programming. There are also some other interesting ideas for developing numerical methods to TCPs [14, 15] . We refer to a recent review paper [16] for a good summary in the numerical methods for TCPs.
Quite recently, Guan and Li [17] proposed a linearized method and a lower dimensional linear equation method for solving the TCP with a strong M-tensor (M-TCP). Monotone convergence for both methods was well established. However, to ensure the convergence of the methods, the initial point must be selected in some feasible set. It really restricts the application to the methods because in many case, finding a feasible point is not an easy task. In this paper, we further study numerical methods for finding a solution to the M-TCP. The proposed method can be regarded as an improvement to the method in [17] . The subproblems of the method are also lower dimensional systems of linear equations. The proposed method possesses the following attractive properties.
-At each iteration, only a lower dimensional linear equation needs to be solved.
-The initial point can be set to zero or a solution of some lower dimensional system of linear equations. -The sequence of the generated iterates converges to a solution of the M-TCP monotonically.
We then make an improvement to the method so that the improved method is closer to Newton's method than its unimproved version. We prove that the improved method still possesses monotone convergence property.
The structure of this paper is organized as follows. In the next section, we first introduce some necessary concepts and notations and then propose a lower dimensional linear equation method. We will also establish the monotone convergence of the method. In Section 3, we make an improvement to the method proposed in Section 2 and establish its monotone convergence. In Section 4, we conduct some numerical experiments to test the effectiveness of the proposed methods.
We conclude this section by introducing some notations that will be used throughout the paper. Let R n denote the n-dimensional real Euclidean space. Denote [n] = {1, 2, ..., n}. For a column vector x = (x 1 , x 2 , ..., x n ) T ∈ R n and I ⊆ [n], x I denotes the subvector of x whose elements are x i ∈ R, i ∈ I. For matrix A = (a i j ) ∈ R n×n and I, J ⊆ [n], we denote A I J the submatrix of A with elements a i j , i ∈ I, j ∈ J. For convenience, the principle submatrix A II is abbreviated as A I . Similarly, for a tensor A = (a i1i2...im ) and index set I, we use A I to denote the subtensor of A with elements a i1i2...im , i 1 , i 2 , ..., i m ∈ I. We use T (m, n) to denote the set of all m-order n-dimensional tensors.
A Lower Dimensional Linear Equation Approach To M-TCP
We first introduce the following concept of M-tensor [18].
Definition 1 A tensor A = (a i1i2,...,im ) ∈ T (m, n) is called an M-tensor if it can be written as
where s > 0 is a scalar, I is the identity tensor whose diagonal elements are all ones and off diagonal elements are all zeros, B is a non-negative tensor in the sense that all its elements are non-negative, and ρ(B) is the spectral radius of tensor B. If s > ρ(B), then A is called a strong or nonsingular M-tensor.
In the last definition, we used the concept of the spectral radius of tensors. It is an extension of the spectral radius of matrices. Details can be founded in [4] .
The TCP was first introduced by Song and Qi [19] . It is to find an x ∈ R n such that
where A ∈ T (m, n) and b ∈ R n . The notation Ax m−1 ∈ R n in (2) is a product of tensor A and vector x ∈ R n , which results in an n-dimensional vector whose i-th component is
If A is a strong M-tensor, then the problem is an M-TCP. Since strong M tensors are P tensors, the M-TCP (2) always has a solution [4] . In particular, the so called feasible set
has a least element that is a solution to the M-TCP.
Definition 2 For a tensor A = (a i1...im ) ∈ T (m, n), we call the subtensor M(A) = (ã i1...im ) ∈ T (m, n) the majorization tensor of A whose elements arẽ a i j... j = a i j... j , i, j = 1, 2, . . . , n and all other elements are zeros. The corresponding matrix M(A) = (a i j ) ∈ R n×n with a i j = a i j... j , i, j = 1, 2, . . . , n is called the majorization matrix of A. The subtensor
is called the complement of A with respective to M(A).
For any x = (x 1 , . . . , x n ) T ∈ R n and α ∈ R, we define x [α] = (x α 1 , . . . , x α n ) T whenever it is meaningful. It is easy to get
For simplicity, in the latter parts of the paper, without confliction, we simply denote the majorization matrix M(A) by A and the subtensor M c (A) byĀ, i.e.,
By the use of those notations, the TCP (2) can be written as
We are going to propose a sequential lower dimensional linear equation method to solve the last problem. For an x ∈ R n + = {x ∈ R n | x ≥ 0} , we denote
It is not difficult to see that if we have known a solution x * of the TCP (2), then x * is a solution of the following lower dimensional tensor equation
One the other hand, if for some index set I, the lower dimensional tensor equation
has a nonnegative solutionx satisfying
thenx is a solution to the TCP. The above equivalency between the NCP/LCP and the system lower dimensional nonlinear/linear equations provides a way to develop lower dimensional equation approach to the NCP/LCP. Indeed, the LCP with a Z-matrix can be solved via solving several systems of linear equations (see e.g. [20] ). Such an idea has recently extended to solving the Z-tensor complementarity problem (Z-TCP) by Xie, Li and Xu [11] where the Z-TCP was solved by solving several lower dimensional tensor equations. Our purpose here is to improve the method by Xie, Li and Xu [11] . Specifically, we will propose an iterative method to solve the M-TCP by solving a sequence of systems of linear equations.
From now on, without specification, we always assume that A is a strong M-tensor. It is easy to see that if A is a strong M-tensor, then its majorization matrix A = M(A) is a nonsingular M-matrix, in particular, A −1 exists and is nonnegative.
The following lemma proved by Li, Guan and Wang [21] will be very important in the development of our method.
Lemma 1 If
A is a strong M-tensor, and the feasible set S defined by
is not empty, then S has a largest element that is the largest nonnegative solution to the M-tensor equation
We are in the position to describe the idea of our method, which we call lower dimensional linear equation method. At the beginning, we get an initial point x (0) ≥ 0 as an estimate to x * and an initial index set I 0 = {i | F i (x (0) ) < 0} ∅ as an estimate to I + (x * ) satisfying I 0 ⊆ I + (x * ). In general, at iteration k, suppose we have got an x (k) such that I k = {i | F i (x (k) ) < 0} ∅. We then solve a lower dimensional system of linear equations to get the next iterates x (k+1)
As we shall show that the sequences of iterates {x (k) } and index sets {I k } will satisfy 0 ≤ x (k) ≤ x (k+1) and I k ⊆ I k+1 .
After finitely many iterations, the index set I k will remain unchanged. That is, there is an nonnegative integerk such that I k = I¯k, ∀k ≥k. As a result, the method essentially reduces to a linearized method for finding a nonnegative solution to the lower dimensional nonlinear equation
Since x (k) i = 0 and F i (x (k) ) ≥ 0, ∀i I¯k, any nonnegative solution of the last lower dimensional equation extended with some zero elements is a solution of the M-TCP (2) .
The steps of the method are given below. 
Otherwise, solve the following lower dimensional system of linear equations
to get x (k+1)
Step 2. Determine the index set
Let k := k + 1. Go to Step 1.
Remark 1.
At the beginning, we need to find an x (0) ≥ 0 such that I 0 ∅ and I 0 ⊆ I + (x * ), where x * is a solution to the M-TCP. To this end, we define the index set
If I 0 = ∅, then zero is a trivial solution to the M-TCP (2) . Without loss of generality, we suppose that there are at least one index i satisfying b i > 0, namely, I 0 ∅. It is easy to see that the relation I 0 ⊆ I + (x * ) holds for any solution x * of (2). In this way, we can easily get an initial point x (0) = 0 and I 0 .
We may also consider to find a larger initial point by solving a lower dimensional system of linear equations
to get x (0) I0 and then let x (0) i = 0, ∀i I 0 . It is not difficult to see that such an x (0) meets the requirement that x (0) ≥ 0 and {i | F i (x (0) ) < 0} ∅ unless a i1i2...im = 0, ∀(i 1 , i 2 , . . . , i m ) (i, j, . . . , j), i, j ∈ I 0 .
In the latter case, we can select ρx (0) with ρ ∈ (0, 1) as an initial point.
In what follows, we investigate some interesting properties of the above algorithm.
Since A is a nonsingular M-matrix, so is its principal submatrix A Ik . Therefore, the system of linear equation (5) always has a unique solution unless I k = ∅. As we shall show in Proposition 2 that the index set I k will never be empty. So, the algorithm is well defined.
By the fact F Ik (x (k) ) < 0, we can easily get the following trivial proposition.
Proposition 1 Suppose that A is a strong M-tensor. Then the sequence {x (k) } generated by the sequential lower dimensional linear equation approach is non-decreasing in the sense
The proposition below show that the sequence of index sets {I k } is non-decreasing, i.e., I k ⊆ I k+1 . As a result, the method is well defined. Since I k ⊆ [n] is finite, after finitely many iterations, the index set I k will remain unchanged.
Proposition 2 Suppose that A is a strong M-tensor. Then the sequence of the index sets {I k } generated by Algorithm 1 is non-decreasing, i.e.,
In particular, there is an indexk ≥ 0 such that
Moreover, it holds that
proof We first verify (7) . Indeed, we have
which show (7) . For any i I k , we have
The last inequality yields (8) . The proof is complete. ⊓ ⊔ We conclude this section by showing that the limit of {x (k) } exists and is a solution to the M-TCP (2).
Theorem 1 Suppose that A is a strong M-tensor. Then the sequence of iterations {x (k) } generated by Algorithm 1 converges to a solution to the M-TCP (2) .
proof It follows from the last proposition that there is an indexk such that
By the definition of I k , we always have for k ≥k,
Since A is a strong M-tensor, so is its principal subtensor AĪ. It follows from Lemma 1 that the set FĪ has a largest elementxĪ ≥ x (k) Ik . It together with Proposition 1 shows that the sequence of iterates {x (k) I } is monotone and bounded and hence has a limitx. Taking limits in both sides of (5), we get FĪ(xĪ) = 0. On the other hand, by the definition of x (k) and I k , we always have x (k) i = 0 and F i (x (k) ) ≥ 0, ∀i Ī . Consequently, we claim thatx = (xĪ, 0) is a solution to the TCP (2). ⊓ ⊔
An Improvement
In this section, we make some improvements to the method proposed in the last section. The idea is similar to the approximate Newton method for solving M-tensor equation by Li, Guan and Wang [21] . Instead of solving the lower dimensional linear system (5), we solve the following lower dimensional system of linear equations
where
and ǫ Ik is chosen in the way that ǫ I0 = 0 and for k ≥ 1,
The difference between (5) and (9) lies in the term ǫ Ik = r Ik (x (k) ) − r Ik (x (k−1) ). The role of this term is to make the solution of (9) closer to the point generated by Newton's method for solving F Ik (x) = 0 in x Ik than the solution of (5) . We refer to [21] for details.
In order for the method to be monotonically convergent, we need the requirement α k F Ik (x (k) )+ ǫ Ik ≤ 0, ∀k to ensure the monotone property of
On the other hand, we also need the condition
Combine (10) and (11), we need to choose ǫ Ik that satisfies both of the inequalities above, i.e.,
Practically, we can first letǫ
Ik )} and let ǫ Ik = max{ǫ Ik , ǫ − Ik }. And then solve the system of linear equation (9) to get ax (k+1)
Ik and update the index set I k to get I k+1 = {i | F i (x (k+1) ) < 0}. Otherwise, we let ǫ Ik = 0 and solve (9) to get a x (k+1) Ik . Based on the above arguments, we propose a lower dimensional approximate Newton approach as follows. Algorithm 2. Sequential Lower Dimensional Approximate Newton Approach Initial. Given positive sequence {α k } ⊂ (α min , 1) and positive constant η > 0. Find an initial point
Step 2. Solve the lower dimensional system of linear equations (9) to getx (k+1)
Ik
. Let
The approximate Newton method possesses similar properties to the lower dimensional linear equation method proposed in the last section. In particular, the sequence of iterates generated by the method converges to a solution to the M-TCP monotonically. We summarize the results as a theorem below but omit the proof.
Theorem 2 Suppose that A is a strong M-tensor. Then algorithm 2 is well defined. Moreover, the sequence of iterates {x (k) } generated by the algorithm converges to a solution of the M-TCP (2) montonically in the sense
In addition, the sequence of index sets {I k } is non-decreasing in the sense I k ⊆ I k+1 .
Numerical Results
In this section, we conduct some numerical experiments to test the methods proposed in Sections 2 and 3 on several classes of problems. We implemented our methods in Matlab R2015b and ran the codes on a personal computer with 3.60 GHz CPU and 20.0 GB RAM. We used the tensor toolbox [22] to proceed the related tensor computation. The termination criterion for both methods is set to
or the number of iteration reaches to 1000. In all cases, we take the parameter α k = α be constant.
While conducting numerical experiments, we set the initial point to be x (0) = (0, 0, ..., 0) T , and the elements of the right hand side b is randomly generated by letting b = Ax m−1 with x uniformly distributed in (0, 1). The M-tensors of the test problems were from [12, 23, 24] . Details are given below.
Problem 1. The M-tensor A takes the form A = sI − B, where B is a nonnegative morder tensor whose elements are random values uniformly distribute in (0, 1). The parameter s is set to 1, 1, . .., 1) T , and we set ε = 0.01. We tested the case m = 3, m = 4, and m = 5 with different dimensions. Problem 2. The M-tensor A takes the form A = sI − B, where B is a symmetric morder tensor whose elements are random values uniformly distribute in (0, 1). The parameter s is set to
where e = (1, 1, ..., 1) T , and we set ε = 0.01. We tested the case m = 3, m = 4, and m = 5 with different dimensions. Problem 3. The M-tensor A takes the form A = sI − B, where B is a nonnegative m-order tensor whose elements are defined by b i1i2...im = | sin(i 1 + i 2 + · · · + i m )| and s = n m−1 . We tested the case m = 3, m = 4, and m = 5 with different dimensions.
We tested both methods with different value α on the above three problems with m = 3, m = 4 and m = 5 and different dimensions n. For simplicity, we abbreviate Algorithms 1 and 2, as LD-LEQA, and LD-A-Newton respectively.
For each α, and each pair (m, n), we tested the methods LD-LEQA and LD-A-Newton 100 times and recorded the average performance of both methods. Tables 1 -9 list the performance of both methods on Problems 1-3 with m = 3, m = 4 and 5 and different sizes n. The meaning of each column is given below. 'n': the dimension n of the problem; 'Iter': the total number of iterations; 'Time': the CPU time (in seconds) used for the method; 'I k ': the average update times for the index set I k ; 'Res.': the average final residual min{F(x (k) ), x (k) } ; 'K': the average cycle times between Steps 2 and 3 in the method LD-A-Newton. First, we should point out that the LD-A-Newton method successfully terminated at a solution of the test problems in all cases, and the LD-LEQA method terminated at a solution of the test problems in most cases. In the case m = 3, α = 0.1, the LD-LEQA method failed sometimes. The data in Tables show the efficiency of the proposed methods. The performance of the method LD-A-Newton is a little better than that of the method LD-LEQA. The best value of the parameter for both methods seems to 1. 
