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Abstract
In this paper, we combine discrete empirical interpolation techniques, global mode decompo-
sition methods, and local multiscale methods, such as the Generalized Multiscale Finite Element
Method (GMsFEM), to reduce the computational complexity associated with nonlinear flows in
highly-heterogeneous porous media. To solve the nonlinear governing equations, we employ the
GMsFEM to represent the solution on a coarse grid with multiscale basis functions and apply
proper orthogonal decomposition on a coarse grid. Computing the GMsFEM solution involves
calculating the residual and the Jacobian on the fine grid. As such, we use local and global em-
pirical interpolation concepts to circumvent performing these computations on the fine grid. The
resulting reduced-order approach enables a significant reduction in the flow problem size while
accurately capturing the behavior of fully-resolved solutions. We consider several numerical ex-
amples of nonlinear multiscale partial differential equations that are numerically integrated using
fully- implicit time marching schemes to demonstrate the capability of the proposed model reduc-
tion approach to speed up simulations of nonlinear flows in high-contrast porous media.
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1. Introduction
Nonlinear partial differential equations (PDEs), with multiple scales and/or high contrast in
media properties, represent a class of problems with many relevant engineering and scientific
applications in porous media. Solving these equations using iterative methods, such as Newton
iterations, requires updating the numerical solution of a large system of equations at each itera-
tion using the previous iterate results. Due to the extensive computational requirements resulting
from the disparity of scales and nonlinearity, computing fine-grid solutions becomes prohibitively
expensive. Moreover, these type of problems often involve coefficients that exhibit high-contrast
and heterogeneous distributions. For example, when modeling subsurface flows the underlying
permeability field is often represented as a high- contrast coefficient in the pressure equation. This
complicates the simulation of a large number of configurations for design purposes. As such,
we develop simplified reduced-order models to speed up simulations of nonlinear flows in porous
media within a prescribed accuracy. In this paper, we present a coupled approach for solving non-
linear PDEs that combines local and global model-reduction techniques and the Discrete Empirical
Interpolation Method (DEIM).
Proper Orthogonal Decomposition (POD) is one of the best known global model-reduction
methods. The main purpose of this technique is to reduce the dimension of the dynamical sys-
tem by projecting the high-dimensional system into a lower-dimensional manifold using a set of
orthonormal basis functions (POD modes) constructed from a sequence of snapshots [3, 4, 20,
29, 30]. In addition to order reduction, this technique constitutes a powerful mode decomposi-
tion technique for extracting the most energetic structures from a linear or nonlinear dynamical
process [3, 4, 8, 9, 12, 23–25, 28–30].
Coarse-grid computational models are often preferred because of the computational cost of
solving the systems arising in the approximation of the nonlinear flow equation on the fine grid.
Some accurate reduced-order methods have been introduced and used in various applications, such
as Galerkin multiscale finite elements (e.g., [5, 11, 15–17, 22]), mixed multiscale finite element
methods (e.g., [1, 2, 6, 26]), the multiscale finite volume method (see, e.g., [27]), and mortar mul-
tiscale methods (see e.g., [7, 31]), where Mary Wheeler and her collaborators have made signifi-
cant contributions. The main idea of the these methods is to construct coarse basis functions that
approximate the solution on a coarse grid. Multiscale methods can be considered as local model re-
duction techniques that approximate the solution on a coarse grid for arbitrary coarse- level inputs.
In this paper we apply the enriched coarse space construction from the Generalized Multiscale
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Finite Element Method (GMsFEM) as an effective tool for local model reduction [13, 15, 18, 19].
The combining of the aforementioned local and global model-reduction schemes has been used
for linear problem [13, 22]. A significant reduction in the computational complexity when solv-
ing linear parabolic PDE in [22] has been achieved by combining the concepts of (GMsFEM)
and (POD) and/or Dynamic Mode Decomposition (DMD). In [13], balanced truncation is used to
perform global model reduction and is efficiently combined with the local model reduction tools
introduced in [15]. More recently, local and global multiscale methods are combined to derive
reduced-order models for nonlinear flows in high-contrast porous media. In [21], the proposed
multiscale empirical interpolation method for solving nonlinear multiscale PDEs uses GMsFEM
to represent the coarse-scale solution. To avoid performing fine-grid computations, the discrete
empirical interpolation method introduced in [10] was used to approximate the nonlinear functions
at selected points in each coarse region and then a multiscale proper orthogonal decomposition
technique is used to find an appropriate interpolation vector. Although, the numerical results pre-
sented in [21] proved the applicability of the presented method, the reduction is limited by the full
cost of the evaluation of the projected nonlinear function. When dealing with reduced-order mod-
els of nonlinear systems obtained by projecting the governing equations onto a subspace spanned
by the POD modes, the evaluation of the projected nonlinear term is costly since it depends on the
full dimension of the original system.
In this paper, our main contribution is to circumvent this issue by employing DEIM to approx-
imate the nonlinear functions locally (at selected points in each coarse region) at the offline stage
and globally (at selected points in the domain) at the online stage. For this reason, we refer to our
method as global-local nonlinear approach. The numerical results presented in this paper show
that the proposed method enables significant reduction in the computational cost associated with
constructing projection-based reduced-order models. In addition to the model reduction, the pro-
posed approach allows us to improve the reduced-order solutions in different ways. For instance,
increasing the number of local and global points used at the offline and online stages, respectively,
leads to better approximation (see Example 4.2). Also, using several offline parameter inputs (Ex-
ample 4.3) improves the reduced-order solutions.
The remainder of the paper is organized as follows. In Section 2 we introduce and describe
the model problem, the discrete empirical interpolation method, and generalized multiscale finite
element method. The presented global-local DEIM approach is then discussed in Section 3. Nu-
merical results are presented in Section 4 and conclusions in 5.
3
2. Preliminaries
2.1. Model problem
We consider a time-dependent nonlinear flow governed by the following parabolic partial dif-
ferential equation
∂u
∂t
−∇ · (κ(x;u, µ)∇u) = h(x) in Ω, (1)
with some boundary conditions. The variable u = u(t, x;µ) denotes the pressure, Ω is a bounded
domain, h is a forcing term, and in our case the permeability field represented by κ(x;u, µ) is a
nonlinear function. Here, ∂
∂t
is the time derivative and µ represents a parameter.
2.2. Discrete empirical interpolation method (DEIM)
We approximate with the Discrete Empirical Interpolation Method (DEIM) [10] local and
global nonlinear functions. DEIM is based on approximating a nonlinear function by means of
an interpolatory projection of a few selected snapshots of the function. The idea is to represent a
function over the domain while using empirical snapshots and information in some locations (or
components).
We briefly review DEIM as presented in [10]. Let f(τ) ∈ Rn denotes a nonlinear function
where τ ∈ Rns . Here, in general, ns can be different from n. In a reduced-order modeling, τ has a
reduced representation
τ =
l∑
i=1
αiζi
where l  ns. This leads us to look for an approximation of f(τ) at a reduced cost. To perform a
reduced order approximation of f(τ), we first define a reduced dimensional space for f(τ). That
is, we would like to find m basis vectors (where m is much smaller than n), ψ1,..., ψm, such that
we can write
f(τ) ≈ Ψd(τ), (2)
where Ψ = (ψ1 , · · · , ψm) ∈ Rn×m.
The goal of DEIM is to find d(τ) using only a few rows of (2). In general, one can define d(τ)’s
using m rows of (2) and invert a reduced system to compute d(τ). This can be formalized using
the matrix P
P = [e℘1 , · · · , e℘m ] ∈ Rn×m,
where e℘i = [0, · · · , 0, 1, 0, · · · , 0]T ∈ Rn is the ℘thi column of the identity matrix In ∈ Rn×n for
i = 1, · · · ,m. Multiplying Equation (2) by PT and assuming that the matrix PTΨ is nonsingular,
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we obtain
f(τ) ≈ f˜(τ) = Ψd(τ) = Ψ(PTΨ)−1PTf(τ). (3)
To summarize, approximating the nonlinear function f(τ), as given by Equation (3), requires
the following:
• Computing the projection basis Ψ = (ψ1 , · · · , ψm);
• Identifying the indices {℘1, · · · , ℘m}.
To determine the projection basis Ψ = (ψ1 , · · · , ψm), we collect function evaluations in an
n× ns matrix F = [f(τ1), · · · , f(τns)] and employ POD to select the most energetic modes. This
selection uses the eigenvalue decomposition of the square matrix FTF (left singular values) and
form the important modes using the dominant eigenvalues. These modes are used as the projection
basis in the approximation given by Equation (2). In Equation (3), the term Ψ(PTΨ)−1 ∈ Rn×m is
computed once and stored. The d(τ) is computed using the values of the function f(τ) at m points
with the indices ℘1, · · · , ℘m identified using the following DEIM algorithm.
DEIM Algorithm [10]:
Input: The projection basis matrix Ψ = (ψ1 , · · · , ψm) obtained by applying POD on a sequence
of ns function evaluations.
Output: The interpolation indices −→℘ = (℘1, · · · , ℘m)T
1: Set [|ρ|, ℘1] = max{|ψ1|}
2: Set Ψ = [ψ1], P = [e℘1 ], and
−→℘ = (℘1)
3: for k = 2, ...,m do
- Solve (P TΨ)w = P Tψk for some w.
- Compute r = ψk −Ψw
- Compute [|ρ|, ℘k] = max{|r|}
- Set Ψ = [Ψ ψk], P = [P e℘k ], and
−→℘ =
( −→℘
℘k
)
end for
The computational saving is due to the resulting fewer evaluations of f(τ). This shows the advan-
tage of using DEIM algorithm in our proposed reduction method. However, applying the DEIM
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algorithm to reduce the computational cost of the nonlinear function requires additional computa-
tions in the offline stage, which will be discussed in Section 3.2. Note that these algorithms are
successful if the nonlinear functions admit low dimensional approximations.
2.3. Generalized multiscale finite element method (GMsFEM)
Below we summarize the offline/online computational procedure in the following steps:
1. Offline computations:
– 1.0. Generation coarse grid.
– 1.1. Construction of snapshot space used to compute the offline space.
– 1.2. Construction of a low dimensional space by performing dimension reduction in
the space of local snapshots.
2. Online computations:
– 2.1. For each input parameter set, compute multiscale basis functions.
– 2.2. Solution of a coarse-grid problem for given forcing term and boundary conditions.
In the offline computation, we first construct a snapshot space V ωisnap. Constructing the snapshot
space may involve solving various local problems for different choices of input parameters or
different fine-grid representations of the solution in each coarse region. We denote each snapshot
vector (listing the solution at each node in the domain) using a single index and create the following
matrix
Φsnap =
[
φsnap1 , . . . , φ
snap
Msnap
]
,
where φsnapj denotes the snapshots and Msnap denotes the total number of functions to keep in the
local snapshot matrix construction.
In order to construct an offline space Voff, we reduce the dimension of the snapshot space using
an auxiliary spectral decomposition. The main objective is to use the offline space to efficiently
(and accurately) construct a set of multiscale basis functions to be used in the online stage. More
precisely, we build a snapshot subspace that can approximate with sufficient accuracy any element
of the original snapshot space. The quality of the approximation is determined in the sense defined
via auxiliary bilinear forms. At the offline stage, the bilinear forms are chosen to be parameter-
independent (through nonlinearity), such that there is no need to reconstruct the offline space for
each ν value, where ν is assumed to be a parameter that represents u and µκ in κ(x, u, µκ). To
construct the offline space, we use the average of the parameters over the coarse region ωi in
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κ(x, ν) while keeping the spatial variations. That is, ν represents both the average of u and µ. We
consider the following eigenvalue problem in the space of snapshots,
AoffΦoffk = λ
off
k S
offΦoffk , (4)
where
Aoff = [aoffmn] =
∫
ωi
κ(x, ν)∇φsnapm · ∇φsnapn = ΦTsnapAΦsnap,
Soff = [soffmn] =
∫
ωi
κ˜(x, ν)φsnapm φ
snap
n = Φ
T
snapSΦsnap.
The coefficients κ(x, ν) and κ˜(x, ν) are parameter-averaged coefficients (see [14]). The A denotes
a fine-scale matrix, except that parameter-averaged coefficients are used in its construction. The
fine-scale stiffness matrix A is constructed by integrating only on ωi
A = [amn] =
∫
ωi
κ(x, u, µ)∇φsnapm · ∇φsnapn . (5)
To generate the offline space, we then choose the smallest Moff eigenvalues from Equation (4)
and form the corresponding eigenvectors in the respective space of snapshots by setting φoffk =∑
j Φ
off
kjφ
snap
j (for k = 1, . . . ,Moff), where Φ
off
kj are the coordinates of the vector Φ
off
k . We then
create the offline matrices
Φoff =
[
φoff1 , . . . , φ
off
Moff
]
to be used in the online space construction.
The online coarse space is used within the finite element framework to solve the original global
problem, where continuous Galerkin multiscale basis functions are used to compute the global so-
lution. In particular, we seek a subspace of the respective offline space such that it can approximate
well any element of the offline space in an appropriate metric. At the online stage, the bilinear
forms are chosen to be parameter dependent. The following eigenvalue problems are posed in the
reduced offline space:
Aon(ν)Φonk = λ
on
k S
on(ν)Φonk , (6)
where
Aon(ν) = [aon(ν)mn] =
∫
ωi
κ(x, ν)∇φoffm · ∇φoffn = ΦToffA(ν)Φoff,
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Son(ν) = [son(ν)mn] =
∫
ωi
κ˜(x, ν)φoffm φ
off
n = Φ
T
offS(ν)Φoff,
and κ(x, ν) and κ˜(x, ν) are now parameter dependent. To generate the online space, we then
choose the smallest Mon eigenvalues from (6) and form the corresponding eigenvectors in the
offline space by setting φonk =
∑
j Φ
on
kjφ
off
j (for k = 1, . . . ,Mon), where Φ
on
kj are the coordinates
of the vector Φonk . If κ(x, u) = k0(x)b(u), then one can use the parameter-independent case of
GMsFEM. In this case, there is no need to construct an online space (i.e., the online space is the
same as the offline space). From now on, we denote the online space basis functions by φi.
3. Global-Local Nonlinear Model Reduction
3.1. Local multiscale model reduction
The finite element discretization of (1) yields a system of ordinary differential equations given
by
MU˙ + F(U) = H, (7)
where
U =
(
u1 u2 · · · uNf
)
is the vector collecting the pressure values at all nodes in the local domain and H is the right-hand-
side vector obtained by discretization. Using the offline basis functions, we can write (in discrete
form)
κ(x, u, µ) =
Q∑
q=1
κq(x)bq(u, µ). (8)
This results in
F(U, µ) =
Q∑
q=1
AqΛ
q
1(U, µ)U,
where we have
Aq := [a
q
ij] =
∫
Ω
κq∇φ0i · ∇φ0j , M := [mij] =
∫
Ω
φ0iφ
0
j , H := [hi] =
∫
Ω
φ0ih ,
Λq1(U, µ) = diag
(
bq(u1, µ) bq(u2, µ) · · · bq(uNf , µ)
)
,
and φ0i are piecewise linear basis functions defined on a fine triangulation of Ω.
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Employing the backward Euler scheme for the time marching process, we obtain
Un+1 + ∆t M−1F(Un+1) = Un + ∆t M−1H, (9)
where ∆t is the time-step size and the superscript n refers to the temporal level of the solution.
The residue is defined as:
R(Un+1) = Un+1 − Un + ∆t M−1F(Un+1)−∆t M−1H (10)
with derivative (Jacobian)
J(Un+1) = DR(Un+1) = I + ∆t M−1DF(Un+1)
= I +
Q∑
q=1
∆t M−1AqΛ
q
1(U
n+1) +
Q∑
q=1
∆t M−1AqΛ
q
2(U
n+1), (11)
where
Λq2(U, µ) = diag
(
u1
∂bq(u1,µ)
∂u
u2
∂bq(u2,µ)
∂u
· · · uNf
∂bq(uNf ,µ)
∂u
)
,
and D is the multi-variate gradient operator defined as [DR(U)]ij = ∂Ri/∂Uj . The scheme in-
volves, at each time step, the following iterations
J(Un+1(k) )∆U
n+1
(k) = −
(
Un+1(k) − Un + ∆t M−1F(Un+1(k) )−∆t M−1H
)
Un+1(k+1) = U
n+1
(k) + ∆U
n+1
(k) ,
where the initial guess is Un+1(0) = U
n and k is the iteration counter. The above iterations are
repeatedly applied until ‖ ∆Un+1(k) ‖ is less than a specific tolerance.
In our simulations, we use Q = 1 in (8) as our focus is on localized multiscale interpolation of
nonlinear functionals that arise in discretization of multiscale PDEs. With this choice, we do not
need to compute the online multiscale space (i.e., the online space is the same as the offline space).
We use the solution expansion (i.e., u = Φz) and employ the multiscale framework to obtain a
set of Nc ordinary differential equations that constitute a reduced-order model; that is,
z˙ = −(ΦTMΦ)−1ΦTF(Φz) + (ΦTMΦ)−1ΦTH. (12)
Thus, the original problem with Nf degrees of freedom is reduced to a dynamical system with Nc
dimensions where Nc  Nf .
The nonlinear term (ΦTMΦ)−1ΦTF(Φz) in the reduced-order model, given by Equation (12),
has a computational complexity that depends on the dimension of the full system Nf . As such,
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solving the reduced system still requires extensive computational resources and time. To reduce
this computational requirement, we use multiscale DEIM as described in the previous section.
To solve the reduced system, we employ the backward Euler scheme; that is,
zn+1 + ∆t M˜
−1
F˜(zn+1) = zn + ∆t M˜
−1
H˜, (13)
where M˜ = ΦTMΦ, F˜(z) = ΦTF(Φz), and H˜ = ΦTH. We let
R˜(zn+1) = zn+1 − zn + ∆t M˜−1F˜(zn+1)−∆t M˜−1H˜ (14)
with derivative
J˜(zn+1) = DR˜(zn+1) = I + ∆t M˜
−1
DF˜(zn+1)
= I +
Q∑
q=1
∆t M˜
−1
ΦTAqΛ
q
1(Φz
n+1)Φ +
Q∑
q=1
∆t M˜
−1
ΦTAqΛ
q
2(Φz
n+1)Φ.
The scheme involves, at each time step, the following iterations
J˜(zn+1(k) )∆z
n+1
(k) = −
(
zn+1(k) − zn + ∆t M˜
−1
F˜(zn+1(k) )−∆t M˜
−1
H˜
)
(15)
zn+1(k+1) = z
n+1
(k) + ∆z
n+1
(k) , (16)
where the initial guess is zn+1(0) = z
n. The above iterations are repeated until ‖ ∆zn+1(k) ‖ is less than
a specific tolerance. Furthermore, we use multiscale DEIM to approximate the nonlinear functions
that appear in the residual R˜ and the Jacobian J˜ to reduce the number of function evaluations.
3.2. Global-local nonlinear model reduction approach
We denote the offline parameters by θoff which include samples of the right-hand side h(x)
denoted by hoffi , samples of µ denoted by µ
off
i , and samples of initial conditions denoted by U
off
0,i .
Similarly, the online parameter set is denoted by θon and includes the online source term hon, the
online µ (µon), and the online initial conditions U on0 . We follow a global-local nonlinear model
reduction approach that includes the following steps:
• Offline Stage
The offline stage includes the following steps:
– Consider the offline parameters set θoff = {θoffi } = {hoffi , µoffi , U off0,i}.
– Use θoffi to define the fine-scale stiffness and mass matrices, source terms and multiscale
basis functions.
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– Compute the local snapshots of the nonlinear functions and use DEIM algorithm, as
described in the previous section, to set the local DEIM basis functions and local DEIM
points (Llocal0 ).
– Generate snapshots of the coarse-grid solutions using local DEIM.
– Record Nt instantaneous solutions (usually referred as snapshots) using coarse-grid
approximations from the above step and collect them in a snapshot matrix as:
ZNt = {Z1,Z2,Z3, · · · ,ZNt} (17)
where Nt is the number of snapshots and Nc is the size of the column vectors Zi.
– Compute the POD modes and use these modes to approximate the solution field on the
coarse grid. As such, we assume an expansion in terms of the modes ψi; that is, we let
z(x, t) ≈ z˜(x, t) =
Nr∑
i=1
αi(t)ψi(x) (18)
or in a matrix form
Zn ≈ Z˜n = Ψαn (19)
where Ψ =
(
ψ1 · · · ψNr
)
.
• Online Stage
The online stage includes the following steps:
– Given online θon = {hon, µon, U on0 }
– Use the solution expansion given by (18) and project the governing equation of the
coarse-scale problem onto the space formed by the modes to obtain a set ofNr ordinary
differential equations that constitute a reduced-order model; that is,
α˙ = −(ΨTΦTMΦΨ︸ ︷︷ ︸
Nr×Nr
)−1 ΨT︸︷︷︸
Nr×Nc
ΦT︸︷︷︸
Nc×Nf
F(ΦΨα)︸ ︷︷ ︸
Nf×1
+(ΨTΦTMΦΨ)−1ΨTΦTH. (20)
– Employ Newton’s method to solve the above reduced system. The Newton scheme
involves at each time step the following iteration. We need to solve the linear system
Ĵ(αn+1(k) )∆α
n+1
(k) = −
(
αn+1(k) − αn + ∆t M̂
−1
F̂(αn+1(k) )−∆t M̂
−1
Ĥ
)
(21)
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where
M̂ = ΨTΦTMΦΨ = ΨTM˜Ψ, Ĥ = ΨTΦTH = ΨT H˜, F̂ = ΨTΦTF = ΨT F˜.
Then
αn+1(k+1) = α
n+1
(k) − (̂J(αn+1(k) ))−1
(
αn+1(k) − αn + ∆t M̂
−1
F̂(αn+1(k) )−∆t M̂
−1
Ĥ
)
.
Thus, the original problem with Nf degrees of freedom is reduced to a dynamical
system with Nr dimensions where Nr  Nc  Nf .
– Use global DEIM to approximate the nonlinear functions that appear in the residual
and Jacobian. To do so, we write the nonlinear function F(ΦΨα) in Equation (20) as
F(ΦΨα) ≈ Ψ∗d, (22)
where Ψ∗ = [ψ∗1, ..., ψ
∗
L
global
0
] is the matrix of the global DEIM basis functions {ψ∗i }L
global
0
i=1 .
These functions are constructed using the snapshots of the nonlinear function F(Φz)
computed offline and employ the POD technique to select the most energetic modes
(see Section 2.2). The coefficient vector d is computed using the values of the function
F at Lglobal0 global points.
– Use the solution expansion given by (18) in terms of POD modes to approximate the
coarse-scale solution and then use the operator matrix Φ to downscale the approximate
solution and evaluate the flow field on the fine grid.
4. Numerical Results
In this section, we use representative numerical examples to illustrate the applicability of the
proposed global-local nonlinear model reduction approach for solving nonlinear multiscale partial
differential equations. Before presenting the individual examples, we describe the computational
domain used in constructing the GMsFEM basis functions. This computation is performed during
the offline stage. We discretize with linear finite elements a nonlinear PDE posed on the compu-
tational domain D = [0, 1] × [0, 1]. For constructing the coarse grid, we divide [0, 1] × [0, 1] into
10 × 10 squares. Each square is divided further into 10 × 10 squares each of which is divided
into two triangles. Thus, the mesh size is 1/100 for the fine mesh and 1/10 for the coarse one.
The fine-scale finite element vectors introduced in this section are defined on this fine grid. The
fine-grid representation of a coarse-scale vector z is given by Φz, which is a fine-grid vector.
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In the following numerical examples, we consider (1) with specified boundary and initial con-
ditions, where the permeability coefficient and the forcing term are given by
κ(x;u, µ) = κq(x)bq(u, µ) and h(x) = 1 + sin(2pix1) sin(2pix2).
Here, κq represents the permeability field with high-conductivity channels as shown in Figure 1 and
bq(u, µ) is defined later for each example. We use the GMsFEM along with the Newton method
to discretize (1). Furthermore, we employ the local multiscale DEIM in the offline stage and the
global multiscale DEIM in the online stage to approximate the nonlinear functions that arise in the
residual and the Jacobian.
Figure 1: Permeability field that model high conductivity channels within a homogeneous domain. The minimum
(background) conductivity is taken to be κmin = 1, and the high conductivity (gray regions) with value of κmax =
η (η = 106)
Using the fine-scale stiffness matrix A that corresponds to (1), as defined in (5), we introduce
the relative energy error as
‖E‖A =
√
(U− U˜)TA(U− U˜)
UTAU
. (23)
Moreover, we define w0 to be the solution of the problem
−∇ · (κq(x)∇w0) = h(x) in D, (24)
to use it in the following examples as our initial guess. In the following, we show:
• In the first example, we compare the approximate solution of the reduced system obtained
by applying the global-local approach against the solution of the original system with full
dimension (Nf ) and show the reduction we achieve in terms of the computational cost.
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• In the second example, we show the variations of the error as we increase the number of
local DEIM points, Llocal0 , and global DEIM points, L
global
0 for one selection of the parameter
µ.
• In the third example, we show the effect of using several offline parameters to improve the
reduced-order solutions. As such, we use two offline values of the parameter µ and solve an
online problem for a different value of µ.
• In the fourth example, we use two offline values of µ and show the variations of the errors
as we increase the number of local and global points.
• Random values of the parameter µ with a probability distribution are used in the fifth exam-
ple. We demonstrate the applicability of our approach in this setup.
4.1. Single Offline Parameter
Example 4.1. We consider (1) along with the following offline and online parameters
θoff =

hoff = 1 + sin(2pix1) sin(2pix2),
µoff = 10,
U off0 = w0,
θon =

hon = 1 + sin(2pix1) sin(2pix2),
µon = 40,
U on0 = w0 ∗ 0.5.
where the nonlinear function bq is defined as bq(u, µ) = eµu. Here, the source term does not need to
be fixed for the method to work as we see below. We employ GMsFEM for the spatial discretization
and the backward Euler method for time advancing as described in Section 3.1. Furthermore, we
follow the steps given in Section 3.2 using three DEIM points (Llocal0 = 3) per coarse region to
approximate bq in the offline stage. After generating the snapshots of the coarse-grid solutions
using local DEIM, we compute the multiscale POD modes that are used in the online problem.
We use Lglobal0 = 5 in the online stage to approximate bq globally and then use the generated
POD modes to approximate the coarse-scale solution. In Figure 2, we compare the approximate
solution obtained from the global-local nonlinear model reduction approach with the solution of
the original system without using the DEIM technique to approximate the nonlinear function. A
good approximation is observed in this figure, which demonstrates the capability of global-local
nonlinear model reduction to reproduce accurately the fully resolved solution of a nonlinear PDE.
We have also considered a permeability field that is obtained by rotating the permeability field
κq in Figure 1 such that the three long channels are in the vertical direction. Our numerical results
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show similar accuracy and computational cost compared to the previous case (see Figure 1). In
general, we expect non-homogeneous boundary conditions to affect the numerical results.
The approximate solution shown in Figure 2(b) is obtained using only two POD modes. As
expected, increasing the number of POD modes used in the online stage yields a better approxi-
mation. That is, the error decreases as we increase the number of POD modes used as shown in
Figure 3. The error using two POD modes decreases slightly from 12% (at steady state) to 11.5%
when using three POD modes. The decreasing trend is steeper when considering more POD modes.
For instance, the use of 5 modes yields an error of 4.5%.
(a) Reference Solution (b) Approximate Solution
Figure 2: Comparison between reference solution of the fine-scale problem with that obtained from the global-local
multiscale approach.
Figure 3: Variations of the solution error with the number of POD modes.
In order to illustrate the computational savings, we compute the time for solving the system
of ordinary differential equations given in (7) with and without using the proposed method. We
denote the time for solving the full system by Tfine and the time for solving the reduced system
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using global-local nonlinear model reduction by TGL. Then, the percentage of the simulation time
is given by
R =
TGL
Tfine
∗ 100. (25)
We compute R with respect to different number of DEIM points and POD modes and present the
results in Tables 1 and 2, respectively. In Table 1, the first column shows the number of local DEIM
points (Llocal0 ), the second column represents the number of global DEIM points (L
global
0 ), and the
third column illustrates the percentage of the simulation time. Here two POD modes are used.
As Llocal0 and/or L
global
0 increase, the percentage decreases accordingly. For example, R decreases
from 3.7832 % to 3.3741 % by increasing Lglobal0 from two to three, and to 3.2093 % by increasing
both Llocal0 and L
global
0 from two to three. Decreasing R means that TGL, time for solving the
reduced system, decreases as we increase the number of DEIM points. Therefore, increasing the
number of local and global DEIM points may speed up the simulation in addition to improving the
accuracy as we see in the next example. In Table 2, the numbers of POD modes used for the global
reduction are listed in the first column and the corresponding values of R are shown in the second
column. In this case, we keep the number of local and global DEIM points constant and equal
to two and three, respectively. Now, increasing the number of POD modes inversely affects the
simulation speed-up. That is, increasing the number of POD modes increases the value of R which
means TGL is increasing and hence the speed-up of our simulation is decreasing. For example,
R increases from 3.3741 % when we use two POD modes to 4.0387 % with three POD modes
and keeps increasing as we increase the number of POD modes to be 6.1414 % with five POD
modes. Although, increasing the number of POD modes slows down the simulation, it improves
the accuracy of the approximate solution (see Figure 3). However, the following examples show
the capability in terms of the accuracy of this method when using two POD modes for the global
reduction.
Llocal0 L
global
0 R(%)
2 2 3.7832
2 3 3.3741
3 3 3.2093
Table 1: Variation of the percentage of the simulation time corresponding to different number of local and global
DEIM points. Here we use two POD modes.
POD modes R(%)
2 3.3741
3 4.0387
4 4.9158
5 6.1414
Table 2: Variation of the percentage of the simulation time corresponding to different number of POD modes. Here
we use Llocal0 = 2 and L
global
0 = 3
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Example 4.2. In this example, we use different numbers of local and global DEIM points, Llocal0 =
{1, 2, 3} and Lglobal0 = {1, 2, 3}, to investigate how these numbers affect the error. As in Example
4.1, we consider bq(u, µ) = eµu and the following offline and online parameters:
θoff =

hoff = 1 + sin(2pix1) sin(2pix2),
µoff = 10,
U off0 = w0,
θon =

hon = 1 + sin(2pix1) sin(2pix2),
µon = 40,
U on0 = 0.5w0.
In Figure 4(a), we plot the transient variations of the error while using different numbers of
global DEIM points for a fixed number of local DEIM points equal to one. Increasing the number
of global DEIM points from one to three results in a decrease in the error from 13% to 11% (at
steady state). Further increases in the number of global DEIM points does not yield any improve-
ment in the total error. This is due to the dominance of the local error. Figure 4(b) shows the
decreasing trend of the error as we increase the number of local DEIM points. In Figure 4(c), we
show the variations of the error with increasing the number of both local and global DEIM points.
Increasing the number of DEIM points enables smaller error and then improves the solution accu-
racy. These examples show that the number of local and global DEIM points need to be chosen
carefully to balance the local and global errors.
4.2. Multiple Offline Parameters
Example 4.3. In this example, we define the nonlinear function as bq(u, µ) = eµ(0.9+u) and use
µoff1 = 2 and µ
off
2 = 5, separately, in the offline problem to compute POD modes and DEIM points.
We then combine these to use the total number of POD modes in the online problem with a different
online value of µ (µon = 3). In this example we keep the number of local and global DEIM points
constant and equal to three (i.e., Llocal0 = L
global
0 = 3). Furthermore, we use different online initial
conditions and source term. The following system parameters are considered.
θoff =

hoff = 1 + sin(2pix1) sin(2pix2),
µoff1 = 2,
µoff2 = 5,
U off0 = w0.
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(a) Variations of global DEIM points (b) Variations of local DEIM points
(c) Variations of both global and local DEIM points
Figure 4: Effect of the number of local and global DEIM points on the approximate solution accuracy.
θon =

hon = 1 + sin(4pix1) sin(4pix2),
µon = 3,
U on0 = 0.
We show in Figure 5 that the error decreases when combining two cases that correspond to
different values of offline µ. For instance, the error when considering only one offline case is
about 16% and it goes down to 13% when combining two cases with two different values of offline
µ. Hence, using multiple parameter values in the offline stage improves the method’s accuracy
independently of the online parameters.
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Figure 5: Transient variations of the error (using different offline values of the parameter µ).
Example 4.4. Next, we consider the following parameters
θoff =

hoff = 1 + sin(2pix1) sin(2pix2),
µoff1 = 10,
µoff2 = 40,
U off0 = w0,
θon =

hon = 1 + sin(2pix1) sin(2pix2),
µon = 24,
U on0 = 0.
and the nonlinear function bq(u, µ) = eµu. In this case, we use two offline values of µ while con-
sidering different numbers of local and global DEIM points. The effect of the number of local and
global DEIM points on the error between the reference and approximate solutions when combin-
ing two cases that correspond to two different values of µ is shown in Figure 6. Similar trends to
those of Example 4.2 are observed. Increasing both local and global DEIM points improves the
approximation to the solution. For instance, the error reduces from about 13% when using a local
and a global DEIM point to 2% when using three local and global DEIM points. The error reduc-
tion in this case (when we use two offline µ) is bigger than the one we obtained when only using
one offline µ value where the error decreased from 13% to 7% (see Figure 4(c)). We conclude that
using two offline µ values and increasing number of local and global DEIM points yields a better
approximation. Therefore, choosing the number of local and global DEIM points and the offline
parameter values are the main factors to achieve high accuracy in the proposed method.
Example 4.5. In this example we consider the case with random values of the parameter µ that
has a normal distribution with the mean 25 and variance 4. As in Example 4.3, we use different
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values of the offline parameter µoff = {10, 25, 39}, and compute the POD and DEIM modes.
Further, we combine these modes to get the global POD and DEIM modes that we use in the
online problem. In the online problem, we take uncorrelated random values of µon drawn from
the above probability distribution. We rapidly compute the approximate solution and evaluate the
relative error corresponding to each value of µon. Comparing the mean solutions of the fully-
resolved model and the reduced model demonstrates the capability of the proposed method when
random values of the parameter is employed in the nonlinear functional. Furthermore, we observe
a good accuracy as shown from the error plotting in Figure 7.
5. Conclusions
In this work, we present a global-local nonlinear model reduction approach to reduce the com-
putational cost for solving high-contrast nonlinear parabolic PDEs. This is achieved through two
main stages; offline and online. In the offline step, we use the generalized multiscale finite ele-
ment method (GMsFEM) to represent the coarse-grid solutions through applying the local discrete
empirical interpolation method (DEIM) to approximate the nonlinear functions that arise in the
residual and Jacobian. Using the snapshots of the coarse-grid solutions, we compute the proper
orthogonal decomposition (POD) modes. In the online step, we project the governing equation
on the space spanned by the POD modes and use the global DEIM to approximate the nonlin-
ear functions. Although one can perform global model reduction independently of GMsFEM, the
computations of the global modes can be very expensive. Combining both local and global mode
reduction methods along with applying DEIM to inexpensively compute the nonlinear function can
allow a substantial speed-up. We demonstrate the effectiveness of the proposed global-local non-
linear model reduction method on several examples of nonlinear multiscale PDEs that are solved
using a fully-implicit time marching schemes. The results show the great potential of the proposed
approach to reproduce the flow field with good accuracy while reducing significantly the size of the
original problem. Increasing the number of the local and global modes to improve the accuracy of
the approximate solution is examined. Furthermore, the robustness of proposed model reduction
approach with respect to variations in initial conditions, permeability fields, nonlinear-function’s
parameters, and forcing terms is demonstrated.
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(a) Variations of global DEIM points (b) Variations of local DEIM points
(c) Variations of both global and local DEIM points
Figure 6: Effect of the number of local and global DEIM points on the approximate solution accuracy (using two
offline µ).
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Figure 7: Mean error of approximating the solution by using global-local multiscale approach with random values of
the online parameter µ.
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