The automatic creation of finite automata has long been a goal of the evolutionary computation community. The previous works in the evolution of finite state automata were limited to the evolution of strictly non-modular FSA. Here, a modular architecture to evolve FSA is proposed and a genetic programming procedure for evolving such structures is presented. Results on the Tomita Language benchmark indicate that the proposed procedure is indeed capable of successfully evolving modular FSA and that such modularity can result in a significantly increased rate of optimization.
INTRODUCTION
Finite state automata (FSA) is one of the most important mathematical constructs used in the construction of practical computer programs. Inferring finite automata from sets of positive and negative data samples has been an important problem in computer science and many schemes have been proposed for its solution. The previous schemes were limited to the evolution of strictly non-modular FSA. In this paper a modular architecture to evolve FSA is proposed and a genetic programming procedure for evolving such structures is presented. The proposed architecture is supported by the fact, that, a difficult task when decomposed into simpler subtasks can be solved with lower computational effort, with their solutions combined to give the overall solution. Further, already discovered solutions to subtasks may also be reused to repeatedly solve similar sub problems.
OVERVIEW OF FINITE STATE AUTOMATA
Finite state automata (FSA) consists of a set of states, a start state, set of final states, an input alphabet, and a transition function that maps an input symbol and current state to next state [2] .
Deterministic Finite Automata
A Deterministic Finite Automata (DFA) [2] can be represented by a 5-tuple (Q, ∑, δ, q 0 , F) where, Q is finite nonempty set of states ∑ is a finite nonempty set of inputs called input alphabets δ is a function which maps Q×∑ into Q q 0 ∈ Q is the initial state F⊆ Q is the set of final states.
Non-deterministic Finite Automata
Non-deterministic Finite state automata (NFA) [2] differ from DFAs in that they allow for an input bit to specify multiple possible next moves. A Nondeterministic Finite State Automata is a model with 5-tuple (Q, ∑, δ, q 0 , F) where, Q is finite nonempty set of states ∑ is a finite nonempty set of inputs called input alphabets δ is a function which maps Q × ∑ into Q q 0 ∈ Q is the initial state F ⊆ Q is the set of final states.
OVERVIEW OF GENETIC PROGRAMMING
One of the central challenges of computer science is to get a computer to do what needs to be done, without telling it how to do it. Genetic Programming [3] addresses this challenge by providing a method for automatically creating a working computer program from a high-level program statement of the problem. It achieves this goal of automatic programming by genetically breeding a population of computer programs, using the principles of Darwinian natural selection and biologically inspired operations. GP begins with a population of randomly generated individuals (candidate solutions). It then tests these individuals and assesses their quality. The better ones are then selected to breed and create new individuals, which in turn are tested, selected, and bred. This cycle continues until a sufficiently good solution is found for the problem, or until time or other resources are exhausted [3] .
PROBLEM AND SCHEME SPECIFICATIONS 4.1. Problem Statement
This paper focuses on the problem of automatic creation of finite automata accepting a particular regular language using the genetic programming paradigm. The basic problem is, given a set of positive and negative data samples, automatically infer corresponding automata, which generates or recognizes those samples. Previous works in the evolution of finite state automata were limited to the evolution of strictly non-modular FSA. Here, a modular FSA architecture is proposed and a genetic programming procedure for evolving such structures is presented.
Chromosomal Encoding
Since edge encoding is more suitable for evolving graphs with low connectivity, so, for representing the FSA chromosomes we use edge encoding [10] . Edge encoding uses a tree-structured chromosome, which can develop into a directed graph when executed. Edge encoding's graph-generation process begins with a graph consisting of a single edge. This edge is passed to the root node in the edge-encoding tree, which modifies the edge and passes resultant edges to its children, and so on. Terminals in the edge-encoding tree have no children, and so stop the modification process for a particular edge. After all nodes in the tree have made their modifications, the resultant graph is returned.
To encode an NFA [10] , the basic set of functions and terminals, which are sufficient to build all non-deterministic finite-state automata (NFA) are provided in Table 1 . Also, Figure 1 shows an edge-encoding tree created randomly using those functions and terminals and its equivalent s-expression. Label an edge with a "1", that is, define it to be an edge which can be traversed only on reading a 1.
0
Label an edge with a "0", that is, define it to be an edge which can be traversed only on reading a 0.
∈ 0
Label an edge with an "∈", that is, define it to be an edge which may be traversed without reading any token. Table 1 . Description of function set and terminal set for edge encoding an NFA Figure 1 . An edge encoding genome and its equivalent s-expression
Scheme Specifications
The various algorithms and schemes used [3] while implementing finite state automata through genetic programming are described below in Table 2 .
Table2. Algorithm and Scheme Specifications for implementing Finite Automata using Genetic Programming
PROPOSED EVOLUTION MODEL
The previous work in the evolution of finite automata accepting a particular regular language comprises of, first generating the sample positive strings described by the given regular expression and sample negative strings which are not described by the given regular expression. And then, the finite state automaton is inferred, from these sets of positive and negative data samples, thereby accepting a particular regular language. In the proposed Modular Architecture, we will first breakdown the given regular expression into few smaller sub-expressions, and evolve the finite automata for each of these sub-expressions, and then further combine each of the evolved automata to get the complete automata describing the given regular expression as a whole. Thus, the method reduces the total number of generations needed to evolve finite state automata for a complex regular expression, as breaking it down into simpler smaller sub-expressions reduces the complexity of the search space. Also, the time required and the size of the edge encoding tree as well as the size of the evolved finite automata is reduced.
Design Of Modular Architecture
The design of modular FSA roughly follows Thompson's construction as described in Aho, Sethi, and Ullman [1] and Thompson [5] . Thompson's construction first parses a regular expression into its subexpressions, and then builds an NFA bottom-up by grouping smaller NFAs that represent those subexpressions. By definition, for any regular expression r, one of the following is true.
• r is d. • r is a symbol r´¬.
• rcan be broken down into s t for some regular expressions s and t.
• r can be broken down into s|t for some regular expressions s and t.
• rcan be broken down into s* for some regular expression s. • r can be broken down into (s) for some regular expression s. For each of these cases, the edge encoding which produces the appropriate NFA, and also the NFA itself is given below. Each constructed NFA will have one start-state and one accepting-state, indicated with an "S" and "A" respectively. Case 1. r is d. In this case, the edge encoding for r is simply d. This produces the NFA Case 3. r can be broken down into s t. Let S and T be the edge encodings for s and t, respectively, with NFAs Then the edge encoding for r is (split S (split d T) ), which produces the NFA Case 4. r can be broken down into s | t. Let S and T be the edge encodings for s and t, respectively, with NFAs (split d (double S ( reverse d  ))) d ) d ) , which produces the NFA Finite State Automata Evolution using Modular Architecture Case 6. r can be broken down into (s). Let S be the edge encoding for s, respectively, encoding the NFA Then the edge encoding for r is the same as S, which producing (trivially) the NFA
Proposed Modular Algorithm
1. Given a regular expression, first break it down into 2-4 subexpressions. 2. For each of the sub-expression, define the positive and negative test strings files. 3. Evolve the sub-automata for each of the sub-expressions with the test strings files as the input using Genetic Programming Process. 4. Recompose the final NFA, by grouping each of the evolved subautomata from step (3) using the procedure described in section 5.1. 5. The final NFA is checked for the generalization score, so that it may be a correct solution to the expression.
Example Evolution
To gain a better understanding of the modular evolution, we will here step through the growth of a simple automaton that recognizes the language 1* (10)*. In this, the regular expression is divided into two sub-expression, as 1* and (10)* and for each of the expressions the NFA is evolved using the Basic NFA Evolution Algorithm. The evolved edge encoding tree and the NFA are shown in the Figure 2 and Figure 3 . As we have seen earlier, the edge encoding for r when broken down into s t, where S and T be the edge encoding for s and t respectively, is (split S (split d T)). Thus, the expression 1*(10)* after combining have the encoding tree and the NFA as shown in Figure 4 . 
EXPERIMENTS AND RESULTS

Test Data
To assess the performance of the proposed procedure it was tested on the Tomita Language Set [6] , a popular and nontrivial language induction benchmark. Table 3 shows the decomposition of the Tomita languages into subexpressions for evolution using the modular architecture. (((1|0)(1|0))*(1|0)) ((11|00)*((01|10)(00|11)* (01|10)(00|11)*)*(11|00)*) ((0(01)*(1|00)) | (1(10)*(0|11)))* ((0(01)*(1|00)) (1(10)*(0|11)))* 0*1*0*1* 0*1* 0*1* 
Non-modular Evolution
Fitness Metric
The standard experimental methodology for most Tomita language induction experiments in the literature is to attempt to induce a mechanism, which properly classifies all positive and negative examples in a limited training set [10] . Afterwards, this mechanism is tested for generality on the full population of binary strings of that length. The same accuracy measurement, which was used by the other experiments for the raw fitness metric is used here, namely:
Correct positive examples + Correct negative examples Fraw = 1 -_____________________________________________ Total positive examples + Total negative examples
Population-based Analysis
Two separate sets of experiments were performed to compare the effectiveness of this approach against the existing non-modular approach, evolving FSA for the Tomita Language Set. A total of 30 runs were carried out for each of the Tomita Languages in both the experiment set. Each set of experiments used a population size of 500 machines and evolution lasted for 50 generations or until a solution was found which correctly classified all its training examples. Table 4 summarizes the results, showing the number of generations needed, as well as the number of nodes evaluated, in the best run and the average of the 30 runs, for the Tomita Languages evolved using the non-modular approach. Similarly, Table 5 shows the results for each sub-expression evolution using the modular approach. Figure 5 compares the modular and non-modular approach on the basis of number of generations explored for the Tomita Languages. Similarly, Figure 6 compares both the approaches on the basis of Number of Nodes Evaluated. Table 4 . Number of generations explored and the number of nodes evaluated for the evolution of each Tomita language using non-modular approach Table 6 shows the average elapsed time for the evolution of Tomita Language Sets both using modular and non-modular approach. Also, Figure 7 compares both the approaches on the basis of Time Taken for finding the solution for the Tomita Languages in the best and the average case. All timings are based on Java implementations running on a 706 MHz Pentium processor. Table 6 . Average elapsed time in milliseconds to learn the Tomita languages for both non-modular and modular architecture 
Timing Analysis
Performance Evaluation
The performance over the seven Tomita targets indicates that the proposed modular approach evolves an automaton with statistically increased rate of optimization as compared to the non-modular approach. Furthermore, inspection of the evolved automata showed that all solutions were fully generalizable. Thus, modular approach is able to evolve an NFA with less number of generations explored and fewer number of nodes evaluated with reduced amount of time.
CONCLUSIONS
In this paper, finite state automata for the Tomita Languages are evolved using the genetic modular architecture. The method is simple to understand, easy to implement, and is potentially a powerful tool for evolving complex automata.
The experimental results obtained indicate that the modular architecture is able to evolve finite state machines typically in lesser number of generations and many fewer nodes evaluations than previous non-modular approach. Also, the average time taken to learn a Tomita language with modular method is 9205.64 ms, which compares very favorably with the non-modular method where it is 52305.6 ms. Thus, it can be concluded that the proposed procedure is capable of successfully evolving modular finite state machines and that such modularity can result in a significantly increased rate of optimization.
FUTURE WORK
The present work can be extended in several directions. One possible improvement of the fitness function might be to rate smaller automata higher than larger ones, to stimulate the search towards a minimal, parsimonious solution. The next step consists of refining the design by using Automatically Defined Functions and Modular/Cassette Crossover to swap blocks that occur in the middle of a tree. In the experiments, also the wide degree of qualitative variations between runs indicates that evolution quickly gets stuck at sub optimal solutions. Parallel subpopulations may help in this regard. The evolution of finite state machines using both the basic architecture and the modular architecture can be extended in several areas like, they can be used in the field of grammatical inference (GI), or can be used to encode computations, recognize events, or can be used to solve more real world applications like developing several kinds of software components, including the lexical analysis component of compilers and systems for verifying the correctness of circuits and protocols.
