The paper proposes the idea of implementing a general multi-bit error correcting code (ECC) 
Introduction
Voltage scaling, which is one of the most effective ways to reduce power consumption, is limited by a minimum value referred to as V ccmin beyond which circuits may not function reliably [Taur 98 ]. Voltage scaling beyond V ccmin gives rise to reliability issues, most notably for the memory sub-systems. In order for V ccmin to be reduced to enable ultra-low power modes in microprocessors and other circuits, some means for handling high memory bit failure rates is required.
One general approach that has been proposed in [Wilkerson 08 ] is to trade off cache capacity for reliable low voltage operation. The idea is that in high-voltage operation, failure rate is low, so the entire cache is available. However, in low voltage operation, many memory cells become unreliable, so the cache size is sacrificed to increase reliability. Two approaches were proposed for this in [Wilkerson 08 ] which are based on performing a low voltage characterization test of the memory and identifying the failing cells. One approach (called word-disable) uses two physical lines to configure one logical line where only non-failing words are used. The other approach (called bit-fix) uses 25% of the cache to store a defect map which is used to bypass failing cells. Another approach that has been proposed in [Chisti 09 ] is based on using part of the cache to store the check bits for an Orthogonal Latin Squares (OLS) code [Hsiao 70 ] when operating in low voltage mode. An OLS code is a multi-bit error correcting code which is one-step majority decodable which allows faster encoding and decoding than traditional ECC at the cost of more check bits. The OLS code can be used to encode each cache line and correct errors that may arise due to failing cells as well as due to transient errors. The amount of usable cache size depends on the number of check bits required for the OLS code which in turn depends one how many errors the OLS code can correct.
The idea proposed in this paper is that after manufacturing a chip, a memory characterization test [Chang 07 ] can be performed to generate a defect map that identifies which cells fail or are vulnerable in low voltage operation. Once this information is known, the marginal cells effectively become erasures (i.e., errors with known locations), and it is possible to select a subset of the rows in the H-matrix for an OLS code which are sufficient to provide the desired level of error detection/correction capability in the presence of the defective cells for that particular chip. This reduces the number of check bits that need to be stored in the cache thereby freeing up more of the memory for storing data and improving performance. Note that conventional approaches that use spare rows and columns for repairing memories can only repair a small number of defects and hence are not effective for high defect rates [Kim 98 ]. Because OLS codes use majority decoding for error correction, it is very easy to disable portions of the code by simply masking bits at the input to the voters and adjusting the threshold of the voter. An OLS code can be selectively reduced by storing one configuration bit for each row in the H-matrix which indicates whether or not that row should be included when encoding and decoding. By selectively reducing the number of rows in the Hmatrix that are used, the number of check bits that need to be stored for each word is reduced thereby reducing the amount of redundancy. The idea of postmanufacturing customization of the ECC can be applied to the problem of providing reliable cache operation in ultra-low power modes of operation. A t-error correcting OLS code is selected for a particular cache design based on the expected defect rate and implemented in full with on-chip hardware. It requires c full =n-k check bits for k-information bits. t must be selected large enough to handle the worstcase number of defects in any line of the cache. If some cache line has more than t defects, then the cache is unusable and the chip must be discarded. Based on the desired yield, t is selected appropriately. After a chip is manufactured, a memory characterization test is used to obtain a defect map. It may turn out that for a particular chip, no cache line has more than (t-3) defects present. Thus, the t-error detecting code is overkill. Even if some line has terrors present, it still may not be necessary to use the entire H-matrix of the OLS code. In Sec. 3, a procedure is described for selecting a minimal number of rows in the H-matrix so that e additional transient errors can be corrected in addition to the permanent erasures identified in the defect map. In this way, the number of check bits that are actually used for a particular chip, c used , is smaller than for using the full code, c full , however, the code is still able to provide the desired level of protection. The configuration bits on the chip are set to indicate which rows of the H-matrix to use while all others are disabled. Compared to [Christi 09], the proposed method use up less of the cache for storing the check bits in low power mode, which means less caches misses and resultant memory accesses.
Even though the hardware for the full code, c full is implemented on the chip with the proposed method, the functional design can be done assuming an a priori upper bound on c used , the number of check bits that will actually be used post-manufacture, based on statistical analysis for the defect rate that is to be tolerated. This allows the desired level of fault tolerance to be achieved with fewer redundant memory cells storing check bits. In effect, the proposed method is exploiting the degree of freedom in selecting which portion of a larger code to use to get more leverage from a certain number of check bits in comparison to a conventional approach which uses the same code for every chip. It provides a beneficial tradeoff where a small amount of extra ECC circuitry (hardware redundancy) is added in order to reduce the number of check bits (information redundancy) that needs to be stored in the cache. This increases the performance of the cache while still achieving the desired level of reliability.
Related Work
Most prior work in memory ECC has focused on low failure rates present at normal operating voltages, and has not focused on the problem of persistent failures in caches operating at ultra low voltage where defect rates are very high.
For high defect rates, memory repair schemes based on spare rows and columns are not effective. Much higher levels of redundancy are required that can tolerate multi-bit errors in each cache line. In addition to the techniques in [Wilkerson 08 ] mentioned earlier, other prior work includes the twodimensional ECC proposed by [Kim 07 ] which tolerates multiple bit errors due to non-persistent faults, but is slow and complicated to decode. Similarly the approach in [Kim 98 ] can tolerate as many faults as can be repaired by spare columns, which would be insufficient in the present context with high bit-error rate. In some cases, check bits are used along with spare rows and columns to get combined fault-tolerance. In [Stapper 92 ], interleaved words with redundant word lines and bit lines are used in addition to the check bits on each word. [Su 05] proposes an approach where the hard errors are mitigated by mapping to redundant elements and ECC is used for the soft errors. Such approaches will not be able to provide requisite fault tolerance under high bit error rates when there are not enough redundant elements to map all the hard errors.
The application of OLS codes for handling the high defect rates in low power caches as described in [Christi 09] provides a more attractive solution. While OLS codes require more redundancy than conventional ECC, the one-step majority encoding and decoding process is very fast and can be scaled up for handling large numbers of errors as opposed to BCH codes, which while providing the desired level of reliability requires multi-cycles for decoding [Lin 83] . The post-manufacturing customization approach proposed in this paper can be used to reduce the number of check bits and hence the amount of redundancy required in the memory while still providing the desired level of reliability. Note that the proposed approach does not reduce the hardware requirements for the OLS ECC as the whole code needs to be implemented on-chip since the location of the defects is not known until post-manufacturing test is performed.
Orthogonal Latin Square Codes
A Latin square [Hsiao 70] of order (size) m is an m x m square array of the digits 0, 1, . . . , m -1, with each row and column a permutation of the digits 0,1, … , m -1. Two Latin squares are orthogonal if, when one Latin square is superimposed on the other, every ordered pair of elements appears only once.
In general, a t-error correcting majority decodable code works on the principle that 2t + 1 copies of each information bit are generated from 2t + 1 independent sources. One copy is the bit itself received from memory or any transmitting device. The other 2t copies are generated from 2t parity relations involving the bit. By choosing a set of h Latin squares that are pair-wise orthogonal, one can construct a parity check matrix such that the number of 1's in each column is 2t = h + 2. The orthogonality condition ensures that for any bit d, there exists a set of 2t parity check equations orthogonal on d i , and thus makes the code selforthogonal and one-step majority decodable. Onestep majority decoding is the fastest parallel decoding method. The t-error correcting codes generated by OLS codes [Hsiao 70] have m 2 data bits and 2tm check bits per word.
Let the m 2 data bits be denoted by a vector:
Then the 2tm check-bit equations for t-error correcting are obtained from the following parity check matrix H: Once the H-matrix is constructed, the decoding for each data bit is done using a majority voter as illustrated in Fig. 1 . When decoding data bit d i , the set of bits in each of the 2t H-matrix rows that d i is present in are XORed together and serve as an input to a majority voter along with d i itself giving a total of 2t+1 inputs. Since the set of inputs to the XOR gates are orthogonal, the OLS code will provide the correct output as long as the number of errors is less than half the number of inputs to each voter, i.e., t or less. Note that OLS coding does not need to generate a syndrome, but can "correct" errors directly from majority voting.
Proposed Scheme
The proposed scheme leverages memory tests [Chang 07 ] that can be performed at manufacture time or out in the field when the system is booted up. These tests identify which are the vulnerable bits in the cache. The defect map can then be used to select a subset of the rows from the original t-error correcting OLS matrix. The suspect bits will be referred to as erasures (i.e., errors with known locations). For any cache line, given the defect map, 
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the goal is to be able to correct all erasures along with one or more random errors that may occur on any other bit in that cache line. For ease of explanation, two terms will be defined with respect to each information bit d i -a "good row" and a "bad row". A "good row" for information bit d i is a row of the OLS H-matrix that does not have a '1' in any bit position where there is an erasure in any line in the set of considered cache lines C except for erasures in bit i itself. Such a row can be used to unambiguously decode information bit d i in the presence of the considered erasures. A "bad row" for an information bit d i is one row of the OLS H-matrix which has a '1' in one or more bit positions where one or more erasures exist in the set of considered cache lines C. A small example is shown in Fig. 2 where the set of considered cache lines contains two cache lines where 'E' denotes a vulnerable cell which is treated as an erasure. In this example, H-row1 shown in Fig. 2 would be a good row for any information bit because it does not intersect with any erasure bit. H-row2 intersects with the erasure in d 1 , so it would only be a good row for d 1 , but would be considered a bad row for all other information bits. H-row3 intersects with erasures in both d 3 and d 5 , so it would not be considered a bad row for all information bits.
Each information bit is generated by a majority voter whose inputs correspond to rows in the Hmatrix plus the information bit itself. In a t-error correcting OLS code, each information bit is generated by a 2t+1 input majority voter. By construction of the code, at most t inputs to the majority voter can be bad rows at any given time, so the voter will always produce a correct output as long as the number of errors in any cache line is t or less. In the proposed approach, the goal is to tolerate e transient errors on top of the known erasures identified in the defect map. This can generally be accomplished with much fewer than 2t+1 inputs to the voter, and hence some inputs can be disabled (i.e., masked off). For information bit d i , the set of good and bad rows can be identified for the considered erasures. Inputs to the voter for d i can be disabled provided the following relationship is maintained:
"good rows" -"bad rows" ≥ 2(e+1) (Condition 1)
This ensures that if e transient errors occur which could cause e good rows to become bad rows, the voter will still produce a correct output even if d i itself has an erasure. For example, if e=1, then the voter needs a minimum of 5 inputs with 4 of them coming from good rows and one input coming from d i itself. In the worst case where d i has an erasure and one row has a transient error, the 3 remaining good rows would out vote the two erroneous inputs.
Alternatively, a 7-input voter could be used with inputs coming from 5 good rows, one bad row, and d i itself. Any size voter can be used provided the number of good rows is larger than the number of bad rows by a sufficient amount as per Condition 1. 
B --B -B B - Figure 3 . Covering matrix for example in Fig. 2 The problem of selecting a minimal set of rows so that the inputs to the voter for every information bit satisfies condition 1 for a given set of erasures can be formulated as a covering problem. A covering matrix can be formed where each column corresponds to an information bit, and each row corresponds to a row in the H-matrix. Each entry in the matrix is a 'G' if the row is a good row for the corresponding information bit, a 'B' if it is a bad row, and a '-' if the H-matrix row does not intersect with the information bit. The covering matrix for the small example in Fig. 2 is shown in Fig. 3 . There are 8 information bits and three H-matrix rows. Note that this is not a complete OLS code, but only a small fragment to illustrate how the covering matrix is formed.
Once the covering matrix is formed, then a sufficient number of rows need to be selected to satisfy condition 1 for all information bits. As long as the following condition is satisfied for a t-error correcting OLS code, there will always exist a solution to the covering problem, i.e., if nothing else, the solution where all rows in the OLS H-matrix are included will work.
(Max erasures in any line) + e ≤ t (Condition 2)
While the covering problem is NP-complete, good heuristic algorithms can be employed. For example, a greedy procedure that first selects rows with the maximum number of G's weighted by the difference between the G's and B's for each column could be used. Rows are iteratively selected until a valid solution is found that satisfies Condition 1. Other heuristic covering algorithms can be used as well [Vazirani 04] . Another strategy would be to start with all rows selected and iteratively remove rows as long as condition 1 is satisfied.
Note that the covering problem is solved w.r.t. a set of considered erasures. Ideally, the set of considered erasures (and hence the covering matrix) should be recomputed for each cache line and the covering problem for every cache line should be simultaneously solved. However, the computation complexity for this is infeasible. One solution to simplifying the problem would be to consider all erasures in the cache as occurring in the same line which would allow forming a single covering matrix to solve. However, this would badly over constrain the problem. The proposed procedure is to first consider only the erasures in the worst-case cache line (i.e., the cache line that has the most erasures). Solve the covering problem for that, and then check if it is a valid solution for all other cache lines. If not, then the erasures for one of the cache lines that it is not a solution for are added to the set of considered erasures, and the procedure is repeated. This is done iteratively until a solution that works for all cache lines is found. Typically the worst-case cache lines are the limiting factor, so solving for them typically solves for all cache lines.
Implementation
One way to implement the proposed approach is as follows. The maximum number of erasures that needs to be tolerated in any line of the cache to achieve a desired yield is statistically computed based on the expected memory cell defect probability, the word size of the cache, and the number of lines in the cache. The OLS code is then selected so that it satisfies Condition 2 where the number of bits that the OLS code can correct is equal to the maximum number of erasures in any line plus the number of transient errors that are to be tolerated. Let c full be the number of check bits for the selected OLS code. The maximum number of check bits that the proposed method will require to achieve the desired yield, c used , can then be determined through Monte Carlo simulation. The memory is then designed so that it has c used redundant columns for each line to store the check bits. For the application to low power caches (as described in [Christi 09]), the cache would be reconfigured in low power mode so that it could store c used check bits for each line.
The full OLS code is implemented on the chip for generating all c full check bits when writing to the cache, and for performing the decoding with all c full check bits when reading from the cache. Configuration circuitry is added so that the full OLS code can be reduced down to c used check bits based on the configuration bits that are set for each chip after performing a memory characterization test as illustrated in Fig. 4 . There is one configuration bit for each of the c full check bits for the code. The configuration bit is a '1' if that check bit is to be used, and is a '0' if that check bit is to be disabled. The configuration bits can either be stored with fuses if they are to be one-time programmed at manufacture time, or they can be stored in flip-flops if they are to be programmed by software each time the chip is powered up after performing a memory BIST. Note that the switch networks in Fig. 4 can be simplified by placing constraints on the ways that c full can be mapped to c used .
The decoding process for each data bit is based on majority voting between the H-matrix rows associated with the data bit. The decoding process can be configured as shown in Fig. 5 . Since some H-matrix rows may not be included in the reduced code, so inputs to the voter associated with those rows are masked off with AND gates. The majority voter is replaced with a threshold voter that gives a '1' output if the number of inputs that are equal to '1' is greater than or equal to the threshold T. The value of T is configured so that it is equal to ⎡(number of nonmasked inputs)/2⎤. For example, if there are 7 inputs to the voter, but 2 of them are not part of the reduced code, then they are masked off, and the threshold of the voter is set to 3. As long as no more than 2 out of the 5 non-masked voter inputs are correct, the output of the voter will be correct, so two errors can be tolerated. The control lines in Fig. 5 are generated by control logic that decodes the configuration bits (as shown in Fig. 4) . Table 1 shows the results for a constant cache size of 16KB where simulations were performed for 1000 caches. The first column shows the word size, the second column shows the bit error rate (probability that a bit is defective), and the next two columns show the average and maximum number of check bits required for tolerating all defects among 1000 caches using a conventional OLS code. The last two columns show the same data using the proposed method where the OLS code is customized for each cache for withstanding the effect of one transient error and all erasures.
Experimental Results
As can be seen from the results in Table 1 , significant reduction in the number of check bits can be achieved. The reduction becomes larger for higher bit-error probabilities and larger word sizes. The relatively less improvement for lower bit-error probabilities is due to the small number of erasures that are present. Also, smaller word sizes have less error correction capability. An OLS code for 64 data bits can correct up to 4 errors, an OLS code for 256 data bits can correct up to 8 errors, and an OLS code for 484 data bits can correct up to 11 errors. Table 2 shows the results for different size caches with a word size of 256 bits, for tolerating one transient error on top of all the erasures present in the defect map. As can be seen, with the proposed method, the maximum number of check bits that are required is reduced by 30% to 42% which allows more of the cache to be used for storing data. Fig. 6 shows the distribution of check bits required per cache for the proposed scheme compared to conventional OLS. If a threshold on the number of check bits is set at some point, it can be seen that the yield for proposed method would be much higher. 
Conclusions
The check bit overhead for to numbers of marginal cells in ultra-low is quite large. The proposed method c significantly reduce the check bit overh providing the same level of reliabil when bit-error rates are higher.
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