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ABSTRACT 
The packing of eukaryotic genomes into chromatin plays a fundamental role in 
controlling DNA accessibility, important for different processes such as transcription, 
DNA replication and repair. Faithful transcriptional control in eukaryotic cells relies 
on the precise interplay between regulatory elements in the DNA, nucleosomes and 
transcription factors (TFs). The aim of this study was to analyze: 1) the nucleosome 
organization and chromatin accessibility at regulatory elements in differentiated cell 
types (notably murine macrophages) and 2) the role of the macrophage master 
regulator Pu.1, ATP-chromatin remodelers and H2A.Z histone variant in regulating 
chromatin accessibility. We generated high-resolution genome-wide nucleosome 
maps (by Micrococcal Nuclease digestion) centered on TSS-distal Pu.1 binding 
sites. We found regularly spaced nucleosome arrays with a nucleosome-depleted 
region centered on Pu.1 binding peaks. On the contrary, high nucleosome 
occupancy overlapping regions bound by Pu.1 in macrophages was detected in 
cells depleted of, or not expressing Pu.1 or in in vitro-reconstituted chromatin. Our 
findings suggest that Pu.1 actively maintains nucleosome depletion at regulatory 
regions.  We then focused on the role of chromatin remodelers highly expressed in 
macrophages in regulating nucleosome landscape. In particular, we found that Brg1 
strongly co-localizes with Pu.1 at macrophage regulatory regions, suggesting its 
active role in organizing chromatin accessibility at regulatory elements. We then 
investigated the genomic localization of histone variant H2A.Z. We found that it is 
highly associated with regulatory regions and Pu.1-bound sites in macrophages and 
its binding to macrophage genomic regions is affected by inflammatory stimulus. 
Finally we generated genome-wide DNase-seq, FAIRE-seq and ATAC-seq maps to 
study DNA accessibility and its changes after inflammatory stimulus.      
INTRODUCTION 
The packing of eukaryotic genomes into chromatin plays a fundamental role in 
controlling DNA accessibility, important for different processes such as transcription, 
DNA replication and repair (reviewed in Ehrenhofer-Murray, 2004). In particular, 
eukaryotic gene regulation involves a balance between packaging of the genome 
into nucleosomes and enabling access to regulatory proteins (such as transcription 
factors) and RNA polymerase (Li et al., 2007) at regulatory elements. 
 
Nucleosome stability at regulatory regions is modified in several ways including 
post-translational modification of histones (Zentner and Henikoff, 2013), ATP-
dependent chromatin remodelers that move or displace nucleosomes (Hargreaves 
and Crabtree, 2011), replacement of canonical histones with histone variants 
(Talbert and Henikoff, 2010, 2014) and binding of pioneer transcription factors (Soufi 
et al., 2015; Zaret and Carroll, 2011), characterized by their ability to bind sites in a 
nucleosomal context and make them accessible.  
 
1) Determinants of nucleosome positioning and occupancy  
 
Compaction of genomic DNA into chromatin is a hallmark of all eukaryotic cells 
(Malik and Henikoff, 2003). Chromatin is a nucleoprotein complex, whose basic unit 
is the nucleosome, that comprises 146 base pairs of DNA wrapped 1.7 times around 
an octamer of histone proteins separated by shorter linker DNA (Luger et al., 1997). 
Linker DNA length varies in different species or even depending on the tissue 
considered (Valouev et al., 2011). The histone octamer is composed by a core 
constituted of an (H3/H4)2 tetramer formed for a strong four-helix bundle interaction 
between the two H3 proteins. Interacting with the (H3/H4)2 tetramer are  
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two heterodimers of H2A/H2B, which dock at the DNA entry and exit sites through 
the H2A C terminus-docking domain (Luger et al., 1997) (fig. 1).  
 
Fig. 1) Nucleosome structure. (Adapted from (Weber and Henikoff, 2014)).  
 
Nucleosome positions are usually described through occupancy and positioning.  
Occupancy defines the probability that a DNA sequence is wrapped into a 
nucleosome in a population of cells. Given similar occupancy, the DNA can slide 
along the histone octamer, resulting in different conformations. The less 
conformations the nucleosome can assume, the better its positioning, and vice 
versa. 
Nucleosome positioning and occupancy are dictated by the combined interplay of 
different factors: the intrinsic affinity for nucleosomes of DNA sequences (Kaplan et 
al., 2009; Segal et al., 2006), the barrier-induced statistical positioning (Mavrich et 
al., 2008a), the activity of ATP-dependent chromatin remodeling complexes and 
transcription factors (TFs) competing with nucleosomes for DNA binding 
(Gkikopoulos et al., 2011a; Valouev et al., 2011; Zhang et al., 2011).  Pioneer 
studies showed a much larger contribution of the sequence to occupancy (Segal 
and Widom, 2009; Segal et al., 2006) than positioning (Zhang et al., 2009). In 
general, a moderate G/C content favors nucleosome assembly (Segal et al., 2006; 
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Tillo and Hughes, 2009) but the extreme guanine-cytosine content of some CpG 
islands is not compatible with efficient bending around the histone octamer and thus 
favors the formation of nucleosome-depleted areas (Fenouil et al., 2012; Ramirez-
Carrozzi et al., 2009) that are rapidly accessible to stimulus-activated TFs as well 
as to the basal transcriptional machinery. Furthermore, Poly(dA:dT) tracts are 
virtually nucleosome-excluding sequence. They form stiff structures unable to bend 
around the histone octamer (Nelson et al., 1987; Segal and Widom, 2009). This in 
fact accounts for nucleosome depletion at poly(dA:dT) sequences commonly found 
in S. cerevisiae gene promoters. In human cells, nucleosome-repelling poly(dA:dT) 
tracts flanking moderately (dG:dC)-rich regions delimit container sites, defined as 
sequences able to accommodate positioned nucleosomes in in vitro assembly 
experiments (Valouev et al., 2011). Beside sequence itself, fixed barriers on 
chromosomes generate adjacent ordered arrays of nucleosomes, first described 
under the term of statistical positioning (Kornberg, 1981). A positioned nucleosome 
or another DNA-binding protein or complex as well as a repelling poly(dA:dT) tract 
can act as barriers. 
 
 
Nucleosomal organization at regulatory elements has been the subject of intense 
studies, especially at transcriptional start sites (TSSs) and enhancers. Active and 
poised (namely those in which RNA polymerase II -RNA pol II- is engaged but is not 
elongating into the gene body) TSSs show a particular configuration in which a 
nucleosome free region (NFR) is flanked by two well-positioned nucleosomes 
(named +1 and -1 according to the direction of transcription), followed by a 
nucleosomal array overlapping the initial portion of the gene body (Jiang and Pugh, 
2009). 
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Nucleosome positiosing sequences and poly(dA:dT) tracts upstream of TSSs were 
first ascribed as the barriers responsible for the positioning of the +1 nucleosome, 
from which an array of regularly spaced nucleosomes emanate (Yuan and Liu, 
2008). While the NFR upstream TSSs is largely encoded by the sequence (Yuan 
and Liu, 2008), in vitro reconstitution of chromatin does not recapitulate the in vivo 
pattern. Several studies suggested that RNA Pol II may play a role in the 
maintenance of NFRs at promoters in various species, although this point was 
subject to discussion (Gilchrist et al., 2010; Mavrich et al., 2008b; Schones et al., 
2008; Song et al., 2011a; Valouev et al., 2011; Weiner et al., 2010; Zhang et al., 
2011). In particular, it has recently been shown that the RNA pol II complex is not 
responsible for the maintainance of this pattern (Fenouil et al., 2012).  A crucial role 
for nucleosome organization is carried out by ATP-chormatin remodelers. Indeed 
Zhang et al.  demonstrated that proper nucleosome positioning, spacing, and 
occupancy levels at 5’ ends of most yeast genes was achieved by adding ATP to 
the reaction of in vitro reconstitution of chromatin (Zhang et al., 2011).  The same 
authors showed a position-specific role (relative to the NFR) for many ATP-
dependent chromatin remodelers (Yen et al., 2012). Another study demonstrated 
that Isw1 and Chd1 chromatin remodelers are required to maintain nucleosome 
organization at yeast genes (Gkikopoulos et al., 2011b). Arrays of positioned 
nucleosomes have also been shown to emanate from sites bound by TFs (Kundaje 
et al., 2012) but the contribution of co-factors and ATP-dependent chromatin 
remodeling at TSS-distal cis-regulatory elements still remains to be investigated. 
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2. ATP-dependent chromatin remodelers 
 
ATP-dependent chromatin remodeling enzymes  can re-position, evict, or alter the 
composition of nucleosomes (Clapier and Cairns, 2009a). Chromatin remodelers 
are large multi-subunit complexes with a common SF2 helicase ATPase domain 
comprised of two parts (DExx and HELICc regions) separated by a linker which 
catalyzes ATP-dependent restructuring and repositioning of nucleosomes. They are 
classified into four different families—SWI/SNF, ISWI, CHD and INO80—based on 
the arrangement of other domains in their catalytic subunit as well as their non-
catalytic subunit composition (Hargreaves and Crabtree, 2011; Yodh, 2013). So far, 
studies of chromatin remodelers have predominantly focused on understanding the 
mechanism of ATP-mediated catalysis of nucleosome movement in vitro (Blosser 
et al., 2009; Deindl et al., 2013; Mueller-Planitz et al., 2013; Narlikar et al., 2001; 
Racki et al., 2014; Rippe et al., 2007; van Vugt et al., 2009). Less is known about 
their distribution throughout the genome and their individual roles in chromatin 
reorganization, in particular in mammals. Indeed, genome-wide functional in vivo 
studies have been performed mainly in yeast (Gkikopoulos et al., 2011; Yen et al., 
2012; Zentner et al., 2013, Hughes and Rando, 2015; Parnell et al., 2015) or 
Drosophila (Moshkin et al., 2012).There are only a few genome-wide studies 
performed in mammals (Ho et al., 2009; Schnetz et al., 2009; Yildirim et al., 2011) 
including a recent report (Morris et al., 2013) that illustrates the cooperative nature 
of Brg1, Chd4 and Snf2h ATP-dependent chromatin-remodeling systems in 
mammalian cells. How remodelers are targeted to specific sites in chromatin has 
not been yet elucidated in details.   
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2.1) Families of ATP-dependent chromatin remodelers 
Although all remodeler catalytic subunits share a conserved ATPase domain, each 
family member bears unique flanking domains, allowing their separation into the 
above-mentioned four distinct families (fig.2). In addition to the major subfamilies of 
ATP-dependent chromatin remodelers, at least 20 more subfamilies belong to the 
Snf2 family (Hargreaves and Crabtree, 2011; Yodh, 2013).  
 
Fig.2) Different families of chromatin remodelers. (Adapted from Clapier and Cairns, 2009). 
ATPase subunits of the different families. All remodeler families contain an ATPase domain that is 
split in two parts: DExx (red) and HELICc (orange) divided by a short or long insertion.  Each family 
contains different flanking domains: Bromodomain (light green), HSA (helicase-SANT) domain (dark 
green), SANT-SLIDE module (blue), tandem chromodomains (magenta). 
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 SWI/SNF family  
The SWI/SNF family (Clapier and Cairns, 2009a; Hopfner et al., 2012; Liu et al., 
2011) was discovered through S. cerevisiae screening for suppression of 
transcriptional mutants with a mating-type switching defective/sucrose non-
fermenting phenotype (Neigeborn and Carlson, 1984; Stern et al., 1984). This family 
contains one or two ATPases (depending on the considered species): SWI2/SNF2 
and STH1 in yeast, brahma (BRM) in Drosophila melangaster, and BRM and 
brahma-related gene 1 (BRG1) in mammalian. Purified SWI/SNF complexes contain 
10–12 polypeptides and have an apparent molecular mass of ∼2 MDa in mammals 
(Wang et al., 1996) and 1.14 MDa in yeast (Smith et al., 2003). The ATPase subunit 
together with other 8-14 regulatory subunits forms two tipes of complexes (yeast 
SWI/SNF and RSC; drosophila BAP/PBAP; human BAF/PBAF) (Cairns et al., 1996; 
Imbalzano et al., 1994; Kwon et al., 1994; Mohrmann and Verrijzer, 2005; 
Mohrmann et al., 2004; Papoulas et al., 1998).  Both ATPase subunits have an N-
terminal helicase-SANT (HSA) domain that interacts with actin-related proteins 
(ARP subunits), and a C-terminal Bromo/poly-Bromo domain, which recognizes the 
acetylated lysine residues on the N-terminal tails of histones (Hassan et al., 2002; 
de la Cruz et al., 2005) contributing to promoter targeting. In higher eukaryotes but 
not yeast, β-actin is also a subunit of the remodeling complex, and has been 
postulated to act as a nucleotide exchange factor for the ATPase subunit in human 
BAF (Hargreaves and Crabtree, 2011). SWI/SNF complexes remodel nucleosome 
structure and are capable of mobilizing nucleosomes both by sliding and by 
catalysing the ejection and insertion of histone octamers (Saha et al., 2006). 
Although S. cerevisiae SWI/SNF complexes were identified on the basis of their 
roles in the activation of transcription, evidence indicates that mammalian SWI/SNF 
complexes contribute to both repression and activation. For example, during 
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mammalian T lymphocyte development, BRG1 and BAF57 are required to both 
silence CD4 and activate CD8 expression (Chi et al., 2002). In embryonic stem cells 
(ESCs), BRG1 most commonly acts as a repressor to inhibit programmes that are 
associated with differentiation, but it also facilitates the expression of core 
pluripotency programmes (Ho et al., 2009).  
 ISW1 family  
 
The ISWI (imitation switch) family comprises different ATPases: ISW1 and ISW2 in 
yeast, ISWI in Drosophila and SNF2H and SNF2L in mammalians. The ISWI family 
of remodelers (Clapier and Cairns, 2009a; Hargreaves and Crabtree, 2011; Yodh, 
2013) are smaller compared to SWI/SNF with only 2–4 subunits. The three major 
ISWI complexes (yeast ISW1a/ISW1b/ISW2; NURF, CHRAC, and ACF in 
drosophila and humans) are assembled around the different catalytic subunits. The 
ATPase subunit has unique C-terminal, adjacent SANT and SLIDE domains that 
are responsible for recognition of the nucleosome through interactions with 
nucleosomal and linker DNA and histone tails (de la Cruz et al., 2005).  
The remaining subunits offer additional domains including DNA-binding motifs in 
hCHRAC and dNURF301, plant homeodomains (PDH) and bromodomains (hBPTF, 
hACF1). The ISWI family of remodelers uses DNA translocation to mobilize 
nucleosomes, though ISWI remodelers are typically restricted to movement/sliding 
only and not ejection (Clapier and Cairns, 2009a). Importantly, ISWI generates 
regularly spaced nucleosome arrays by ‘measuring’ the length of DNA linker 
between nucleosomes, and this property is thought to enable gene repression by 
ordering nucleosomes into closely spaced regular arrays that can restrict access to 
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DNA (Bartholomew, 2014; Gangaraju and Bartholomew, 2007; Grüne et al., 2003; 
Tirosh et al., 2010; Whitehouse and Tsukiyama, 2006). 
 
 CHD family  
 
The CHD remodeler family (chromodomain, helicase, and DNA binding) includes a 
number of proteins that are highly conserved from yeast to humans (Hargreaves 
and Crabtree, 2011; Yodh, 2013). The presence of additional structural motifs is 
used to further divide the CHD family into three subfamilies (Hall and Georgel, 2007; 
Marfella and Imbalzano, 2007). CHD1 is the simplest remodeler in this family and is 
comprised of a single catalytic subunit (Chd1) across species (although it can be 
oligomeric in higher organisms). In higher eukaryotes, the NuRD complex contains 
up to ten subunits assembled around the catalytic subunit Mi-2 (Chd4) (Torchy et 
al., 2015). In both Chd1 and Mi-2 catalytic subunits, two tandem chromo-domains 
N-terminal to the ATPase region are involved in recognition of methylated H3 tails. 
Large variability exists in cellular functions of CHD remodelers—some activate 
transcription through nucleosome repositioning or removal, while others such as 
vertebrate Mi2/NuRD are involved in transcriptional repression via histone 
deacetylase (HDAC1/2) and methyl CpG-binding domains (MBD) (Torchy et al., 
2015) . 
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 INO80 family and H2A.Z  
The INO80 chromatin remodelers comprise the most complex family in terms of 
subunit composition across species (Bao and Shen, 2007; Clapier and Cairns, 
2009b; Yodh, 2013). Unlike the other three remodeler families, the INO80 family 
catalytic subunit is defined by a much longer insertion between the two parts of the 
ATPase domain. The ATPase subunit also has an N-terminal HSA domain for 
binding actin and ARPs, other subunits found in the remodelers of this family. 
Although INO80 and SWR have a split ATPase subunit that is otherwise similar to 
the SNF2 family of ATPases, the SWR complex is incapable of carrying out typical 
nucleosome remodeling reactions that involve sliding or eviction of the nucleosome 
(Gerhold and Gasser, 2014; Mizuguchi et al., 2004; Watanabe and Peterson, 2010). 
The INO80 complex is involved in several cellular processes, including transcription 
(Wang et al., 2014; Watanabe and Peterson, 2010; Wimalarathna et al., 2014).  
INO80 has multiple functions in transcriptional activation (via subunit histone 
acetylase (HAT) activity) as well as DNA repair. In fact, the INO80 member of the 
family is the only chromatin remodeling protein in which DNA helicase activity has 
been observed and evidence indicates a role for this complex in the facilitation of 
DNA repair (Gerhold et al., 2015). Similar to the ISWI remodeler family, INO80 
remodelers interact with extranucleosomal DNA in order to mobilize nucleosomes. 
INO80 has been widely implicated in homologous recombination  (Alatwi and 
Downs, 2015; van Attikum et al., 2004, 2007; Fritsch et al., 2004; Lopez-Perrote et 
al., 2014; Nishi et al., 2014; Tsukuda et al., 2005, 2009). Evidence suggests that 
members of this family are capable of histone exchange reactions (Watanabe and 
Peterson, 2010). Swr1, as part of the SWR complex, removes H2A/H2B dimers and 
replaces them with H2A.Z/H2B  (Kobor et al., 2004; Mizuguchi et al., 2004). 
Mammalian SRCAP and p400 (as part of TIP60) are related to yeast SWR and 
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perform the same function (Ruhl et al., 2006a; Xu et al., 2012). In contrast to other 
chromatin remodelers, the ATP hydrolysis activity of SWR is stimulated not by the 
addition of DNA or nucleosomes but by the nucleosomal H2A–H2B dimer 
(Mizuguchi et al., 2004). The soluble H2A.Z–H2B dimer further stimulates ATP 
hydrolysis activity (Luk et al., 2010), whereas the nucleosome-incorporated variant 
dimer does not, which limits the SWR exchange reaction to one direction, making 
SWR incapable of replacing H2A.Z for H2A. The reaction proceeds in a two-step 
process, in which the H2A–H2B dimer is first removed from the nucleosome and the 
H2A.Z–H2B variant dimer bound to the Swc2 subunit (the human orthologue of 
which is YL1) of the yeast SWR complex is then deposited (Wu et al., 2005). 
Instability of the resultant heterotypic H2A.Z-containing nucleosome ensures 
replacement of the second H2A–H2B dimer with the variant (Luk et al., 2010) by the 
yeast SWR complex. Interestingly, acetylation of nucleosomal histones enhances 
this exchange reaction (Kusch, 2004; Ruhl et al., 2006b; Watanabe et al., 2013).  
The budding yeast INO80 complex has been shown to catalyse the reverse reaction 
and replace H2A.Z/H2B dimers with H2A/H2B (Papamichos-Chronakis et al., 2011). 
Intriguingly, the INO80 complex, is also believed to be targeted to the +1 H2A.Z 
nucleosome by recognizing the adjacent NFR (Yen et al., 2013). The INO80 
complex may have a role in preventing H2A.Z mislocalization by targeting the 
unacetylated histone variant. Given its localization to the coding regions of genes 
(Yen et al., 2013), INO80 may function to actively remove any H2A.Z–H2B dimer 
that is misincorporated into these regions. In mammalian cells, the histone 
chaperone ANP32E has been shown to remove H2A.Z from chromatin. In its 
absence there is a genome-wide accumulation of H2A.Z particularly at enhancers 
and insulators, and significantly also at the +1 nucleosome (Mao et al., 2014; Obri 
et al., 2014). Whether mammalian INO80 contributes to H2A.Z removal has not 
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been investigated in details. A recent work (Alatwi and Downs, 2015) demonstrated 
that in human cells the removal of H2A.Z from chromatin after DNA damage is 
dependent on INO80. They also report that the histone chaperone ANP32E similarly 
promotes homologous recombination (HR) and appears to work on the same 
pathway as INO80. The HR defect in cells depleted of INO80 or ANP32E can be 
rescued by H2A.Z co-depletion, suggesting that H2A.Z removal from chromatin is 
the primary function of INO80 and ANP32E in promoting homologous 
recombination. 
 
3) Histone variants 
 
Histones are highly conserved proteins, essential in all eukaryotes and encoded by 
multiple genes, often physically located in clusters (Albig and Doenecke, 1997; 
Marzluff et al., 2002; Schaffner et al., 1978), whose expression is confined during 
S-phase (Marzluff et al., 2008). In eukaryotic cells, in addition to canonical histones 
there are histone variants, whose protein levels are much lower than the canonical 
histones (∼5–10%). 
 
Histone variant expression is not restricted to S-phase because their genes are 
evolutionarily distinct from the canonical ones and physically located outside the 
replication-dependent histone clusters. This feature makes them available through 
all the cell cycle and they can be incorporated in chromatin in response to 
environmental stimuli, which typically are not synchronous with replication (Szenker 
et al., 2011; Zlatanova and Thakar, 2008). The synthesis of histone variants outside 
S-phase and in specific tissues also enables them to perform specialized functions 
such as DNA repair (H2A.X) (Yuan et al., 2010) or kinetochore assembly 
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(centromere protein A; CENP-A) (De Rop et al., 2012). Like the canonical histones, 
variants are generally highly conserved between species, although some variants 
have a restricted species distribution. Of the four core histones, variants of H3 and 
H2A are the most common, with the H2A family containing the highest number of 
variant forms including canonical H2A, H2A.Z, macroH2A, H2A.Bbd and H2A.X 
(reviewed in (Millar, 2013)).  
 
3.1) H2A.Z histone variant 
 
H2A.Z is highly conserved during evolution: it is found in organisms from  
Plasmodium falciparum to  Homo sapiens, with sequence conservation of ∼90% 
(Iouzalen, 1996).  Its sequence identity to the major H2A is only ∼60%, which 
suggests unique and important functions for H2A.Z (Jackson and Gorovsky, 2000; 
Thatcher and Gorovsky, 1994)  (fig.3 shows regions divergent between H2A.Z and 
H2A and among H2A.Z in different species).  
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Fig.3) H2A.Z divergence from H2A and H2A.Z in different species. Adapted from (Mehta et al., 2010; 
Zlatanova and Thakar, 2008). (A) The amino acid sequences of H2A.Z (yeast versus human) and yeast H2A 
versus yeast H2A.Z are aligned (differences are presented in red). (B) A simplified view of H2A.Z structure and 
post-translational modifications. Bars indicate the major regions of divergence between H2A.Z proteins across 
species (blue) and between H2A.Z and H2A (green). Saccaromyces cerevisiae H2A.Z (ScHtz1) and the two 
human isoforms (H2AZ-1, H2A.Z-2) are shown.  
 
The histone variant H2A.Z constitutes only a few percentage of the total H2A cellular 
pool (Ball et al., 1983; West and Bonner, 1980). However, H2A.Z is essential in 
several multi-cellular organisms (van Daal and Elgin, 1992; Faast et al., 2001; Ren 
and Gorovsky, 2001; Ridgway et al., 2004) and required for normal proliferation in 
Schizosaccharomyces pombe and Saccharomyces cerevisiae (Carr et al., 1994; 
Santisteban et al., 2000).   
In vitro studies on H2A.Z containing nucleosome leaded to contrasting results. Using 
isolated budding yeast chromatin, a lower salt concentration was required to 
dissociate H2A.Z/H2B dimers compared to H2A/H2B dimers, suggesting that H2A.Z 
destabilizes the yeast nucleosome (Zhang et al., 2005). By contrast, using isolated 
chicken red blood cell chromatin, a higher salt concentration was required to remove 
H2A.Z (Li et al., 1993). Reconstitution of vertebrate chromatin in vitro using 
recombinant histones also demonstrated that H2A.Z clearly stabilizes the histone 
octamer within the nucleosome (Chen et al., 2013; Park et al., 2004).  
 
The variant H2A.Z has been implicated in a wide range of DNA-mediated processes 
including transcription, DNA repair, and genomic stability such as repair machinery 
at the DNA double-strand breaks (Xu et al., 2012). 
Numerous studies have shown that H2A.Z may play critical roles in heterochromatin 
formation. H2A.Z is required for proper centromere function by maintaining the 
integrity of pericentric heterochromatin, located in the boundary region to prevent 
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the spread of heterochromatin into euchromatin. H2A.Z also co-localized with 
heterochromatin protein HP1α at various constitutive heterochromatic domains in 
different mammalian cell types (Fan et al., 2004; Greaves et al., 2006; Meneghini et 
al., 2003). In mammalian cells, H2A.Z is involved in ESC biology (Creyghton et al., 
2008a; Faast et al., 2001). In particular, recent reports define the importance of 
H2AZ and H2AZ-modifying enzymes in self-renewal of ESCs (Binda et al., 2013; Hu 
et al., 2013a; Li et al., 2012).  
 
 
3.2) H2A.Z histone variant genomic localization 
 
Genome-wide localization experiments in protozoa, fungi, animals, and plants 
(Albert et al., 2007; Creyghton et al., 2008b; Guillemette et al., 2005a; Li et al., 2005; 
Petter et al., 2011; Raisner et al., 2005; Siegel et al., 2009; Whittle et al., 2008; 
Zilberman et al., 2008) demonstrate that H2AZ is highly enriched within the few 
nucleosome surrounding transcriptional start sites (TSSs). There are some species-
specific differences in the relative abundance of H2A.Z in the +1 and −1 
nucleosomes, with the −1 nucleosome enriched in Saccharomyces cerevisiae and 
Homo sapiens, but not in Drosophila melanogaster or S. pombe  (Lantermann et al., 
2010; Mavrich et al., 2008b). Different tissues within the same species also have 
slightly different patterns, for example H2A.Z is absent from the +1 nucleosome in 
mouse testis but not in other mouse cell types that have been examined (Creyghton 
et al., 2008a; Kalocsay et al., 2009; Soboleva et al., 2012). H2A.Z is also enriched 
at gene enhancers in human and mouse cells (Barski et al., 2007; Hardy et al., 2009; 
Jin et al., 2009; Ku et al., 2012a) and the high enrichment of H2A.Z at genes and 
gene regulatory elements is the most generally conserved feature of H2A.Z 
localization.  The chromatin remodeler Swr1 is responsible for H2A.Z deposition in 
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chromatin and INO80 (and AnpE in mammals) are responsible for its eviction (see 
INO80 family in the section on Chromatin Remodelers).  
 
3.3) Effects on transcription of H2A.Z  
 
The relationship between H2A.Z occupancy and gene activity levels is complex.  
In both budding and fission yeasts the presence of H2A.Z is negatively correlated 
with transcription (Buchanan et al., 2009; Guillemette et al., 2005b; Zhang et al., 
2005), whereas in humans and mice it is positively correlated with transcriptional 
activity (for low to moderately expressed genes) (Cui et al., 2009; Nekrasov et al., 
2012). This major difference appears to reflect when H2A.Z is incorporated into the 
+1 nucleosome. In yeast, H2A.Z is deposited when the promoter is in a repressed 
or basal state (Guillemette et al., 2005b; Raisner et al., 2005; Zhang et al., 2005). 
Following transcriptional activation and productive elongation by RNA Pol II, H2A.Z 
is displaced from the +1 nucleosome, thus yielding a negative correlation between 
H2A.Z and transcriptional activity. By contrast, a positive correlation for humans and 
mice implies that H2A.Z is deposited during the transcriptional activation process 
(most likely immediately before or concomitantly with RNA Pol II). However, 
analogous to the situation in yeast, as the transcription rate increases H2A.Z is 
displaced from the +1 nucleosome, thereby yielding a negative correlation (Cui et 
al., 2009; Nekrasov et al., 2012). In a recent study done using Drosophila cells, 
Weber et al. demonstrated that +1 nucleosome barrier correlates with nucleosome 
occupancy but anticorrelates with enrichment of histone variant H2A.Z and the 
depletion of H2A.Z results in a higher barrier to RNA pol II  (Weber et al., 2014). 
These observations are supported by results in yeast, where H2A.Z increased the 
elongation rate of RNA pol II at a single fusion gene (Santisteban et al., 2011). In 
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contrast, human H2A.Z nucleosomes in vitro were completely refractory to 
transcription (Thakar et al., 2010).  
 
H2A.Z located in the gene body has been shown to be correlated negatively with 
transcription (Cui et al., 2009; Hardy et al., 2009; Nekrasov et al., 2012) as well as 
being linked with gene silencing (Barski et al., 2007; Coleman-Derr and Zilberman, 
2012; Farris, 2005; Jin et al., 2009). A role for H2A.Z in transcriptional repression 
has been established in plants where H2A.Z is specifically enriched in the bodies of 
repressed genes that are induced by environmental and developmental stimuli 
(Coleman-Derr and Zilberman, 2012; Kumar and Wigge, 2010). 
H2A.Z has also been revealed to be involved in gene activation; H2A.Z enrichment 
in promoters is negatively correlated with CpG methylation in plant and mammalian 
cells and is enriched at the promoters of inducible genes to poise genes for rapid 
transcriptional activation (Conerly et al., 2010; John et al., 2008; Sutcliffe et al., 
2009; Zilberman et al., 2008).   
In particular, together with DNA-binding proteins such as Foxa2, H2A.Z regulates 
nucleosome depletion and promotes gene activation in differentiating cells. 
Knockdown of either FOXA2 or H2A.Z impairs nucleosome positioning, chromatin 
remodeling, and mouse ESC differentiation to endoderm/hepatic progenitor cells (Li 
et al., 2012). Another study further underscores the role of H2A.Z in promoting 
binding of TFs and chromatin modifiers at regulatory regions (Hu et al., 2013a). 
Knockdown of H2A.Z in mouse ESCs leads to increased nucleosomal occupancy, 
concomitant decrease in the Oct4 binding and diminished association of the MLL 
and PRC2 methyltransferase complexes with active and poised enhancers and 
promoters. Consequently, H2A.Z knockdown in mouse ESCs results in 
misregulation of both pluripotency and developmental genes, impairing self-renewal 
and differentiation (Creyghton et al., 2008; Hu et al., 2013).  
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A role of H2A.Z in maintaining chromatin accessibility  is  suggested by the evidence 
that H2A.Z depletion in murine embryonic stem cells increases overall nucleosome 
level at p300-intergenic sites and reduces the accessibility of ∼20% of DNase 
Hypersensitivity Sites (DHSs) (Hu et al., 2013). 
Recently Brunelle et al. demonstrated by genome-wide approaches that H2A.Z is 
present at a subset of active enhancers bound by the estrogen receptor alpha (ERα) 
(Brunelle et al., 2015). They also showed that H2A.Z-enriched enhancers are 
associated with chromatin accessibility, H3K122ac enrichment and hypomethylated 
DNA that upon estrogen stimulation produce enhancer RNAs (eRNAs), and recruit 
RNA pol II as well as RAD21, a member of the cohesin complex involved in 
chromatin interactions between enhancers and promoters. Importantly, their 
recruitment and eRNAs production are abolished by H2A.Z depletion. 
 
Another aspect that is important to consider to understand H2A.Z role in 
nucleosome stability and control of transcription is its association with H3.3 histone 
variant. Nucleosomes containing H2A.Z and H3.3 appear to be less stable and 
therefore easier to displace from DNA than canonical nucleosomes (Jin and 
Felsenfeld, 2007). Jin et al. demonstrated that double-variant H3.3/H2A.Z-
containing nucleosome is unstable in vivo and it is associated to active TSSs (Jin et 
al., 2009).  
Numerous studies showed an enrichment of H2A.Z and H3.3 histone variants at 
both active and poised enhancer and promoter regions of multiple cell types, 
including ESCs (Barski et al., 2007; Creyghton et al., 2008b; Hu et al., 2013b; Jin 
and Felsenfeld, 2007; John et al., 2008; Ku et al., 2012b, Yukawa et al., 2014).  
Moreover, other highly accessible regions of the genome, which included DNase I 
hypersensitive sites and CTCF (CCCTC- binding factor zinc finger protein) binding 
sites, also contained this H3.3/H2A.Z-containing nucleosome (Jin et al. 2009) and 
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might be important for the bindings of CTCF and cohesin to mediate higher-ordered 
chromatin organization (Millau and Gaudreau, 2011; Nekrasov et al., 2012). 
Another aspect to be taken into consideration is that H2AZ is post-translationally 
modified by acetylation, SUMOylation, ubiquitination, and methylation of lysines 
(reviewed in Sevilla and Binda, 2014). 
H2A.Z sumoylation has been implicated in DNA repair in S. cerevisiae (Kalocsay et 
al., 2009), ubiquitination correlates with localization to the inactive X chromosome 
(Xi) in mammals (Sarcinella et al., 2007), whereas N-terminal acetylation leads to 
nucleosome destabilization (Thambirajah et al., 2006). It was suggested that H2A.Z 
acetylation works as a switch-like mechanism to modulate H2A.Z nucleosome 
stability, ascribing repressive functions to the unmodified and activating functions to 
the acetylated form (Marques et al., 2010). Furthermore, acetylated H2A.Z was 
found associated with active genes, but its role at these sites is not yet completely 
understood (Sevilla and Binda, 2014). For example Valdés-Mora et al. showed that 
acetylated  H2AZ is solely found at the TSS of actively transcribed genes (Valdés-
Mora et al., 2012).  
 
4) Murine macrophages as a model to study genome accessibility 
and gene regulation  
 
 
Bone marrow derived macrophages (BMDMs) from M. musculus represent a very 
suitable system to study genome organization and regulation of transcription.  
In particular, macrophages constitute a very well studied and dynamic system where 
massive transcriptional and epigenomic changes can be induced by external stimuli. 
For example, stimulating macrophages with lipopolysaccharide (LPS) can mimic the 
innate immune response to bacteria in vitro. This results in massive reorganization 
of chromatin and transcription on a very short time scale. Furthermore, genomic 
regulatory elements and the master regulators of macrophage identity (in particular 
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the lineage determining factor Purine rich box 1-Pu.1-) are known (Smale and Natoli, 
2014 , Lawrence and Natoli, 2011).   
 
4.1) Transcriptional regulation of inflammatory response in 
macrophages  
 
Macrophage stimulation by LPS has been extensively used to study their response 
to inflammatory stimulus. The complexity of the inflammatory response requires 
several hundreds of genes to be activated in a kinetically complex fashion, with 
some genes rapidly activated immediately after the stimulus (‘primary’ response 
genes, PRGs) and others induced with slower kinetics (‘secondary’ response genes 
-SRGs- and some slowly activated primary response genes). 
PRGs are formally defined as genes that can be induced without de novo protein 
synthesis, while SRGs require new protein synthesis for inducible expression 
(Herschman, 1991). The promoters of most PRGs such those encoding tumor 
necrosis factor alpha (TNFα), superoxide dismutase 2 (SOD2), and prostaglandin 
G/H synthase 2 (PTGS2)—contain a CpG island (Deaton and Bird, 2011; 
Hargreaves et al., 2009; Ramirez-Carrozzi et al., 2009). The very high CG content 
of CpG islands tends to directly interfere with the assembly of stable nucleosomes 
(Fenouil et al., 2012; Ramirez-Carrozzi et al., 2009), allowing the rapid activation of 
these genes without nucleosome eviction by chromatin remodeler complexes. CpG 
island promoters show also high level of H3K4me3, histone acetylation and RNA 
Pol II already in unstimulated macrophages, indicating that are transcribed at low 
basal level (Ramirez-Carrozzi et al., 2009). An increase in H3K4me3 and 
H4K5/8/12Ac occurs upon stimulation and is associated with an increase in Ser2- 
phosphorylated RNA Pol II, productive elongation and generation of normally 
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spliced transcripts (Hargreaves et al., 2009; Medzhitov and Horng, 2009). The 
promoters of SRGs, such as the Nitric oxide syntase 2 (Nos2) and the Interleukin 6 
(Il6) genes, as well as of some PRGs with delayed activation kinetics such as Ccl5, 
show low basal levels of H3K4me3 and H3/H4Ac (Escoubet-Lozach et al., 2011; De 
Santa et al., 2009). SRG promoters are also characterized by a comparatively lower 
G+C content and a sequence context that favors nucleosome occupancy, explaining 
the requirement for a nucleosome remodeling step triggered by the SWI/SNF 
chromatin-remodeling for their activation (Hargreaves et al., 2009; Ramirez-
Carrozzi et al., 2009). 
A recent genome-scale analysis of nascent transcripts in LPS-induced 
macrophages revealed that CpG islands are in fact also present at some SRG 
promoters not constitutively transcribed probably because of the lack/inactivity in 
the basal state of TFs required for their transcription (Bhatt et al., 2012). However, 
non-CpG island genes differ from CpG island-containing genes because they are 
induced by a larger magnitude after stimulation (Bhatt et al., 2012), possibly 
because of their tighter control in the basal state. 
 
4.2) Macrophage genome organization  
 
Studies of regulatory elements in macrophages have indicated that competence for 
responses to an inflammatory stimulus is programmed at an early stage of 
differentiation by factors involved in lineage commitment and macrophage identity, 
which are responsible for the organization of the macrophage-specific cis-regulatory 
repertoire (Ghisletti and Natoli, 2013; Lichtinger et al., 2012; Natoli, 2010; Smale 
and Natoli, 2014). In macrophages, the same genomic location includes binding 
 
 
32 
sites for macrophage-specific lineage-determining TFs and for ubiquitously 
expressed TFs, which are recruited on these regions upon stimulation. 
 
4.2.1) Chromatin features of distal cis-regulatory elements 
 
 
In general, gene expression is regulated through many cis-regulatory elements, 
including core promoters and promoter-proximal elements, as well as cis-regulatory 
modules localized at greater distances from the TSSs, such as enhancers, silencers 
and insulators.   
These cis-regulatory elements are relatively nucleosome depleted, as demonstrated 
by DNAse I-hypersensitivity-based approaches or by FAIRE (formaldehyde-
assisted isolation of regulatory elements) assay which allows the recovery of the 
soluble (i.e. nucleosome-free) fraction of the chromatin (Ernst et al., 2011; Giresi 
and Lieb, 2009; Neph et al., 2012a; Sabo et al., 2006; Song et al., 2011b ). 
Enhancers were first identified as stretches of DNA that, when inserted up- or 
downstream of transgenes, were able to augment gene expression irrespective of 
orientation (Banerji et al., 1981). Enhancers can increase basal transcription levels 
from gene promoters and TSSs at distances ranging from hundreds of bases to 
megabases (Heinz et al., 2015). Enhancers regulate transcription by looping into 
close 3D proximity with target gene promoters (Su et al., 1991). This model is 
supported by several independent experimental observations, such as the 
frequencies of distal DNA sequence ligation using chromatin conformation capture 
(3C), and by florescence in situ hybridization (FISH) (Cubeñas-Potts and Corces, 
2015; Pombo and Dillon, 2015). Terminally differentiated cells have a unique 
repertoire of enhancers (Heintzman et al., 2009; Rada-Iglesias et al., 2011; 
Stergachis et al., 2013; Visel et al., 2009a) that is generated by TFs that control 
lineage specification (Calo and Wysocka, 2013a; Natoli, 2010). Indeed, enhancers 
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function as integrated TF binding platforms containing clustered recognition sites for 
multiple TFs (reviewed in Spitz and Furlong, 2012). Most TFs are unable to bind 
their cognate sites when embedded in a nucleosomal context, except for pioneer 
factors. Pioneer factors are functionally defined as sequence-specific DNA-binding 
proteins able to bind to their target sites covered by nucleosomes. Subsequent 
recruitment of chromatin remodelers by pioneer factors results in stable local 
opening of the chromatin, thus making it competent for other factors to bind. Once 
bound, pioneer factors act in some cases as placeholders that will be replaced by 
other TFs at later stages of development (Zaret and Carroll, 2011). 
Enhancers are characterized by high levels of mono-methylation of histone H3 
Lysine 4 (H3K4me1) in the absence of significant levels of tri-methylation of the 
same residue (H3K4me3), which is instead highly enriched at promoters (Barski et 
al., 2007; Heintzman et al., 2007, 2009; Zhou et al., 2011). Specifically, in a given 
cell, enhancer elements can be broadly categorized as inactive, primed, poised, or 
active (Barski et al., 2007; Ernst et al., 2011; Heintzman et al., 2007). An inactive 
enhancer is defined as DNA that is either sequestered as heterochromatin, actively 
repressed by DNA methylation or generally lacks the marks of an alternate enhancer 
state. A primed enhancer is defined by mono- or dimethyl modifications on histone 
H3 lysine 4 (H3K4me1/2) (He et al., 2010) but lacks additional active marks (see 
below). Particularly during early embryogenesis, poised enhancers can additionally 
be marked with tri-methylation of histone H3 on lysine 27 (H3K27me3), which is a 
marker of active repression and is mutually exclusive with acetylation on the same 
residue (Rada-Iglesias et al., 2011). Finally, active enhancers generally exhibit 
acetylation of histone H3 lysine 27 (H3K27ac) (Creyghton et al., 2010; Rada-Iglesias 
et al., 2011). Interestingly, active enhancers are also actively transcribed by RNA 
pol II giving rise to enhancer RNA, or eRNA  (Andersson et al., 2014; Kim et al., 
2010; Lam et al., 2013; De Santa et al., 2010). Additional marks associated with 
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active enhancers include binding of histone acetyltransferases (HATs) such as p300 
and CBP (Ghisletti et al., 2010; Heintzman et al., 2009; Visel et al., 2009b). 
Interestingly, enhancers are also characterized by a distinctive nucleosomal 
composition, being enriched in noncanonical histone variants, mainly the H2A 
variant H2A.Z and H3.3 (Calo and Wysocka, 2013b; Zlatanova and Thakar, 2008).   
Enhancers are located non-uniformly with respect to genes, such that some genes 
are located in enhancer-rich regions of the genome, whereas others have few or no 
enhancers in their proximity. Super-enhancers were initially defined as large (tens 
of kilobases in length) genomic loci with an unusually high density of enhancer-
associated marks, such as binding of the Mediator complex, relative to most other 
genomic loci (Hnisz et al., 2013; Pott and Lieb, 2015; Whyte et al., 2013). These 
regions can also be defined by high-density and/or extended (>3 kb) depositions of 
the histone mark H3K27ac (Hnisz et al., 2013; Parker et al., 2013). A substantial 
fraction of super-enhancers and nearby genes are cell type-specific, and the gene 
sets that are associated with super-enhancers in a given cell type are highly 
enriched for the biological processes that define the identities of the cell types (Hnisz 
et al., 2013; Parker et al., 2013). 
 
The initial characterization of enhancers involved in LPS-inducible gene expression 
in macrophages was based on the ability of stimulus-activated TFs, such as NF-κB 
and IRFs, to promote the recruitment of the p300 HAT. LPS-inducible p300 
recruitment unveiled thousands of enhancers and revealed their underlying 
sequence features. In addition to binding sites for LPS-activated TFs such as NF-
κB, AP-1, and IRF, these enhancers were almost invariably associated with binding 
sites for Pu.1, an ETS family protein that controls myeloid development and is 
expressed at very high levels in terminally differentiated macrophages (Ghisletti et 
al. 2010).   
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4.2.2) Pu.1: the master regulator of macrophage differentiation   
 
 
Pu.1 is the essential macrophage-determining TF: it is constantly expressed at high 
levels in macrophages and is required to induce and to maintain macrophage 
differentiation and viability (Nerlov and Graf, 1998). 
Pu.1 is exclusively expressed in cells of the hematopoietic lineage and belongs to 
the ETS family of TFs, one of the largest families of winged helix-loop-helix DNA-
binding proteins. The ETS family includes almost 30 members that can be assigned 
to four classes based on their binding specificity (Wei et al., 2010). 
Pu.1 (Spi1) and its paralogs SpiB and SpiC recognize both in vitro and in vivo highly 
specific sequences that differ at a few critical positions (mainly at the 5’ of the binding 
site) from the binding sites of all other ETS proteins (Wei et al., 2010, fig.4). 
 
Fig.4) Pu.1 binding on DNA.Pu.1 ETS domain binding to DNA (adapted from 1PUE PDB entry) 
(a) and Pu.1 binding to its positioned weight matrix (PWM) (b) are represented. 
 
Several studies with Pu.1 gene-disrupted mice indicate that Pu.1 is a critical 
regulator of differentiation within the hematopoietic system and is particularly 
important for myeloid and B lymphocyte lineage development (Nerlov and Graf, 
1998). Pu.1_/_mice, which are born alive but die of severe septicemia within 48 h, 
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are characterized by a normal amount of erythrocytes and megakaryocytes, but they 
lack mature myeloid and B cells (McKercher et al., 1996; Scott et al., 1994). More 
recently, conditional knockout mouse models indicated that Pu.1 is not essential for 
myeloid and lymphoid lineage commitment, but it is absolutely required for the 
normal differentiation of most myeloid lineages and B cells (Carotta et al., 2010; 
Iwasaki et al., 2005). Pu.1 is expressed at different levels in mature blood cells. 
Precisely, high levels favor macrophage differentiation, whereas about tenfold lower 
levels of Pu.1 are associated with B-cell development (Bakri et al., 2005; Dahl et al., 
2003; DeKoter, 2000). Pu.1 overexpression in fibroblasts induces their trans-
differentiation into macrophage-like cells, while its absence blocks terminal 
macrophage differentiation from myeloid precursors indicating that its activity is 
necessary and sufficient to specify macrophage identity (Ghisletti et al., 2010; Heinz 
et al., 2010). 
 
4.2.3) Pu.1 role in controlling macrophage genomic landscape 
  
Genome-wide mapping of Pu.1 binding revealed that its distribution is widespread 
in the macrophage genome (Ghisletti et al. 2010; Heinz et al. 2010) and that is 
constitutively associated with nearly all TSSs and enhancers marked by H3K4me1 
(Ghisletti et al. 2010; Heinz et al. 2010). A recent study (Ostuni et al., 2013) showed 
that Pu.1 is  also recruited after different inflammatory stimuli to regulatory elements 
that were unbound by TFs and unmarked in unstimulated cells (namely latent 
enhancers). These latent enhancers acquire H3K4me1 and H3K27Ac and undergo 
an increase in accessibility over several hours after stimulation, thus reflecting a 
slow process of chromatin reorganization that depends on the functional 
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cooperation between stimulus-activated TFs (such as Stat1 and Stat6 induced in 
response to IFN-γ and IL-4, respectively) and Pu.1.  
Other two recent studies elucidated that environment dictates tissue-specific 
epigenetic enhancer signatures independently of cellular origin and thus plays a 
dominant role in specifying cellular identity (Gosselin et al., 2014; Lavin et al., 2014). 
Upon transfer of differentiated macrophages from one tissue to another (Lavin et 
al., 2014) or upon tissue culture with factors specific for a different tissue (Gosselin 
et al., 2014), macrophages can acquire to a large extent the newly induced identity. 
In particular, Gosselin et al. demonstrated that distinct tissue environments drive 
divergent programs of gene expression by differentially activating a common 
enhancer repertoire and by inducing the expression of divergent secondary 
transcription factors that collaborate with Pu.1 to establish tissue-specific 
enhancers.  Lavin et al. elucidated that the environment is capable of shaping the 
chromatin landscape of transplanted bone marrow precursors, and even 
differentiated macrophages can be reprogramed when transferred into a new 
microenvironment. 
In B cells, where Pu.1 concentration is about 10-fold lower than in macrophages, 
Pu.1 distribution (as well as the enhancer repertoire) is completely different, which 
might reflect a higher dependence on cooperative interactions provided by B-cell-
specific partner TFs (Heinz et al, 2010). 
Several experimental evidences suggested that Pu.1 could act as a pioneer factor 
during macrophage differentiation. Interestingly, Pu.1 binding is able to promote the 
deposition of H3K4me1 and to create small open regions of accessible DNA that 
can be bound by other TFs, such as those activated by inflammatory stimuli. Indeed, 
Pu.1 expression in non-myeloid cells or in Pu.1-negative myeloid progenitors is 
sufficient to induce nucleosome-free DNA sequences at the same genomic regions 
identified as enhancers in macrophages (Ghisletti et al., 2010; Heinz et al., 2010a). 
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The unique distribution of Pu.1 in macrophages suggests that it could also directly 
promote the looping of distant enhancers onto cognate TSSs.  
3C in Hematopoietic Stem Cells demonstrated that Pu.1 autoregulation through its 
distal regulatory element, the 14 kB URE (Upstream Regulatory Element), is due to 
the formation of a chromosome loop that allows promoter–enhancer interactions 
and consequently gene activation (Leddin et al., 2011; Staber et al., 2013). Also in 
dendritic cells, Pu.1 was recently reported to control long distant contacts between 
regulatory elements and the IRF8 gene (Schönheit et al., 2013). However the role 
of Pu.1 in 3D organization remains to be clarified.  
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AIMS OF THE WORK 
 
The aim of this study was to clarify the nucleosome organization and DNA 
accessibility at regulatory elements in mouse macrophages and the role of the 
lineage determining transcription factor Pu.1, chromatin remodelers and histone 
variants in controlling it. We used mouse primary macrophages as a highly 
specialized cell type in which the master regulator of the myeloid lineage Pu.1  acts 
as a global genome organizer. As already described in the previous section, Pu.1 
binds virtually the entire repertoire of H3K4me1-positive regions and a large fraction 
of TSSs (Ghisletti et al., 2010; Heinz et al., 2010b). Pu.1 expression in fibroblasts 
(Ghisletti et al., 2010) or in Pu.1-negative myeloid precursors (Heinz et al., 2010) is 
sufficient to drive the deposition of H3K4me1 and to locally increase DNA 
accessibility. This suggests that Pu.1 may act as a pioneer factor to create the 
macrophage-specific repertoire of accessible cis-regulatory elements together with 
other TFs expressed at different phases of myeloid differentiation (Lichtinger et al., 
2012). Indeed the role of Pu.1 in actively open condensed chromatin and to recruit 
other TFs, chromatin modifiers and nucleosome remodelers was not still 
demonstrated.  Given these premises, our first goal was to elucidate the role of Pu.1 
in nucleosome organization at macrophage enhancers. Our second aim was to 
understand which factors are involved together with Pu.1 in nucleosome 
organization at macrophage regulatory regions, in particular ATP-dependent 
chromatin remodelers and H2A.Z histone variant. ATP-dependent remodelers are 
fundamental to obtain nucleosome arrays (Zhang et al., 2011) and  their role in 
nucleosome organization in macrophages has not been yet elucidated. H2A.Z 
histone variant was another important factor to study in defining macrophage 
landscape at regulatory elements. Indeed H2A.Z is a specialized histone variant 
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associated with enhancers (Jin et al., 2009; Yukawa et al., 2014),  whose role is still 
controversial. Finally, we wanted to study the opening of chromatin at regulatory 
sites and its regulation after inflammatory stimulus by DNA accessibility techniques 
(DNase I digestion of chromatin, FAIRE and ATAC-seq).  
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MATHERIAL AND METHODS 
 
Cell culture. Animal experiments were performed in accordance with the Italian 
Laws (D.L.vo 26/2014), which enforce the EU 2010/63 Directive. 
Bone marrow cells were isolated from C57B6/Jhsd mice and plated in 10 cm dishes 
for 6 days in 10 ml of BM-medium (Dulbecco's Modified Eagle's Medium (DMEM)) 
supplemented with 20% low-endotoxin fetal bovine serum (FBS), 30% L929 
conditioned medium, 1% glutamine, 1% penicillin-streptomicin, 0.5% sodium 
pyruvate and 0.1% β-mercaptoethanol). Stimulations were carried out at day 6 with 
LPS from E.Coli serotype EH100 (Alexis) at 10 ng/ml. 
Antibodies. The anti-Pu.1 rabbit polyclonal antibody was generated in-house 
against the N-terminus of mouse Pu.1 (aa. 1-100; NP_035485.1) and affinity 
purified. Brg1, Chd4 and H2A.Z antibodies from Abcam (ab70558, Ab72418 and  
ab4174) were used in ChIP experiments. Normal Rabbit IgG (Santa Cruz, SC2027) 
were used as control in ChIP. Anti-vinculin antibody (Sigma V9131) or anti-histone 
H3 (Abcam Ab1791) were used as loading control in Western blots. Secondary 
IRDye antibodies were from Li-Cor (#926-68021 and 926-32210); Odyssey scanner 
and software (Li-Cor) were used for infrared fluorescence acquisition and 
quantification.  
Nucleosome mapping. MNase digestion was performed starting from 8-12 x 106 
cells. All the steps before MNase digestion were performed on ice and centrifugation 
at 4° C. After 2x washes with PBS, cells were scraped in PBS and pelleted at 1200 
RPM for 5 minutes. Cell pellets were then resuspended in a 15 mM NaCl, 15 mM 
Tris-HCl [pH 7.6], 60 mM KCl, 2 mM EDTA, 0.5 mM EGTA, 0.3 M sucrose buffer 
(0.5 mM PMSF, 1 mM DTT, 0.2 mM spermine, 1 mM spermidine). Intact nuclei were 
obtained by lysing the cells with NP40 (0.2% final concentration, 5 min incubation 
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on ice). After centrifugation and supernatant removal, nuclei were washed with a 15 
mM NaCl, 15 mM Tris-HCl [pH 7.6], 60 mM KCl, 0.3 M sucrose buffer (0.5 mM 
PMSF, 1 mM DTT, 0.2 mM spermine, 1 mM spermidine). A limited MNase digestion 
was carried out on intact macrophage nuclei to generate a mixture of mono- and 
poly-nucleosomes (mainly mono-nucleosomes). In particular, digestion was 
performed with 1.3 units of MNase (Roche 10107921001) in a 20 mM Tris-HCl [pH 
7.6], 5 mM CaCl2 digestion buffer, for 100 minutes at 37°C. Digestion was stopped 
by adding EDTA to a final concentration of 50 mM. DNA was purified from octamer 
proteins with the Qiagen PCR purification kit. Purified DNA was then run in a 1% 
agarose gel and the mononucleosomal band cut and purified first with Millipore DNA 
Gel Extraction Kit and then with the Qiagen PCR purification kit. Mononucleosomal 
DNA was prepared for HiSeq2000 sequencing using the Illumina standard protocol. 
Paired-end sequencing with a 100 bp read length and high sequencing depth (200 
M filtered, uniquely aligned reads/sample) was performed. 
ChIP sequencing. ChIP was carried out starting from 5-8 x 106 cells (for Pu.1 ChI-
seq), or 25-50 x 106 cells (for Brg1, Chd4 and H2A.Z) using a previously described 
protocol (Ghisletti et al., 2010). Briefly, BMDM were fixed 10 minutes at RT with 
formaldehyde (SIGMA F8775) at 1% final concentration. Crosslinking was stopped 
by addition of Tris-HCl pH 7.6 (125 mM as final concentration). After three washes 
with PBS, cells were collected and lysated. Cross-linked nuclear lysate was then 
sonicated to share cross-linked DNA to 300-500 bp fragments and then 
immunoprecipitated with 5 μg of specific antibody or normal rabbit IgG. Antibodies 
were pre-bound to G protein-coupled paramagnetic beads (Dynabeads) in PBS-
0.5% BSA and incubated with lysates overnight at 4°C. Beads were washed six 
times in a modified RIPA buffer (50 mM HEPES [pH 7.6], 500 mM LiCl, 1 mM EDTA, 
1% NP-40, 0.7% Na-deoxycholate) and once in TE containing 50 mM NaCl. DNA 
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was eluted in TE-2% SDS and crosslinks reversed by incubation overnight at 65°C. 
DNA was then purified by QIAquick PCR purification kit (Qiagen) and quantified with 
PicoGreen (Invitrogen). ChIP validation was performed by qPCR analysis with 
specific primers and Syber Green Master Mix (Applied Biosistems). ChIP DNA was 
prepared for HiSeq2000 sequencing following standard protocols. 
 
Retroviral infection for H2A.Z depletion. The hairpin used in this study to deplete 
H2A.Z was selected among five designed using a publicly available software 
(http://katahdin.mssm.edu/siRNA). The sequence is available upon request. The 
shH2A.Z sequence was cloned in the MSCV-based pLMP retroviral vector (Dickins 
et al., 2005). The empty vector containing a scrambled sequence was used as 
control.  At day 0 bone marrow cells were isolated and 4 x 106 cells/plate were 
seeded in 10 cm dishes in TET-free BM medium. Cells were infected twice (in two 
consecutive days after plating) using supernatants from transfected Phoenix-ECO 
packaging cells. Puromycin selection (3 μg/ml) started on day 3. Cells were 
recovered at day 7. 
 
Recombinant retroviruses were produced by transient transfection of ecotropic 
Phoenix cells. In brief, Phoenix cells were plated at 2x106 cells/10-cm plate 24h 
before transfection. Calcium phosphate transfection was performed with 10 µg of 
the retroviral plasmid of interest. The medium of Phoenix cells was replaced with 
10ml of medium with 20 µM chloroquine. Plasmid DNA was added to 2.8 µg of pCL-
Eco packaging vector, 61 µl of 2M CaCl2 and water up to 500 µl. Then 500 µl of 
HBS Buffer2x were dripped into the mix. The mixture was dispensed on the phoenix 
cells by dripping. After 16h of incubation, the medium was replaced with 5 ml of 
target cell medium. After 24h and 48h from the medium changing the supernatant 
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of Phoenix cells supplemented with Polybrene (8 µg/ml) and HEPES pH 7.5 was 
added to BMDM cells.   
 
Inducible retroviral infection for Pu.1 depletion. The hairpin used in this study to 
deplete Pu.1 was selected among five designed using a publicly available software 
(http://katahdin.mssm.edu/siRNA). The sequence is available upon request. The 
shPU.1 sequence was cloned in a modified version of TtRMPVIR inducible retroviral 
vector (Genbank HQ456318) (Zuber et al., 2011) in which the puromycin resistance 
gene was inserted. The empty vector, containing an sh-Renilla sequence was used 
as control. At day 0 bone marrow cells were isolated and 4 x 106 cells/plate were 
seeded in 10 cm dishes in TET-free BM medium. Cells were infected twice (in two 
consecutive days after plating) using supernatants from transfected Phoenix-ECO 
packaging cells. Puromycin selection (3 μg/ml) started on day 3. At day 5, shPU.1 
expression was induced for 48 hours using doxycycline (0.5 μg/ml). 
DNase I digestion. We applied the method described in Neph et al., 2012 with 
minor modifications. Briefly, DNase digestion was performed starting on 10 x 107 
cells. Cell pellets were resuspended in a 15 mM NaCl, 15 mM Tris-HCl [pH 8], 60 
mM KCl, 1 mM EDTA, 0.5 mM EGTA, 0.15 mM spermine, 0.5 mM spermidine buffer 
and lysed upon addition of a 0.2% NP40 (final concentration). Nuclei were washed 
and resuspended at a concentration of 1 x 108/ml in the initial solution without NP-
40. Parallel limited DNase digestion were carried out with 1 x 107 nuclei, 60 units of 
DNase I (Roche, 04716728001) in the provided DNase buffer, for 10 minutes at 
37°C. The reactions were stopped with an equal volume of a 100 mM NaCl, 50 mM 
Tris-HCl [pH 8], 0.1% SDS, 100 mM EDTA, 0.3 mM spermine,1 mM spermidine, 
RNAse A 10 µg/ml solution for 15 minutes at 55° C, Proteinase K was added at final 
concentration of 0.5 mg/ml and the samples were incubated for 2-16 h at 55° C. 
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After a standard phenol-chloroform DNA extraction, a 10-40% sucrose gradient 
ultra-centrifugation was performed for 24 h at 25000 rpm, 25° C (described in detail 
in Sabo et al., 2006). DNA from the fractions with fragments smaller than 1.2 kb was 
purified with Qiaquick PCR purification kit (Qiagen) and loaded on a 1% agarose 
gel. All the fragments <500 bp were purified from the gel with standard methods 
(Qiagen gel exraction kit) and prepared for sequencing on HiSeq2000. Single-read 
sequencing with a 50 bp read length and high sequencing depth (400 M filtered, 
uniquely aligned reads/sample) was performed. 
Protein extraction and western blot. Whole cell lysate was obtained with a lysis 
buffer “Buffer 1”(250mM NaCl, NP40 0,2%, Tris-HCl pH8 50mM, EDTA 0,5mM 
and EGTA 0,5mM) for Pu.1 experiments and UREA 8M for H2A.Z experiments. 
The proteins obtained were separated according to their molecular weight by 
electrophoresis in a polyacrylamide gel and transferred into a Protran nitrocellulose 
filter of 0.45 microns. After the blocking of the non specific sites by incubation in 
TBST buffer (20mM Tris-HCl pH7.5, 500mM NaCl, 0.1% Tween-20) supplemented 
with 5% milk, the filter were subjected to hybridization with specific antibodies. 
Quantified images were acquired either using Li-Cor with secondary IR-Dye 
antibodies or the Chemidoc from Bio-Rad. 
In vitro nucleosome assembly. Naked genomic DNA was purified from mouse 
macrophages by three consecutive phenol/chloroform extractions. DNA was 
sonicated to obtain fragments smaller than 2 kb, and fragments ranging from 600 to 
2,000 bp were purified with Solid-Phase Reversible Immobilization (SPRI) beads 
(Agencourt AMPure XP, Beckman Coulter). DNA was combined with recombinant 
histones (EpiMark™ Nucleosome Assembly Kit, NEB E5350) to generate 
nucleosomes by salt dialysis (Luger et al., 1999). DNA molecules were considered 
as multiple of 150 bp nucleosome-assembling units. Assembly reaction was 
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performed mixing octamers and nucleosome-assembling units in a 1:2 molar ratio 
so that DNA was not limiting and octamer would assemble according to the 
sequence preference. 
 
FAIRE-seq. We applied the method described in Giresi and Lieb, 2009 with minor 
modifications. Briefly, we fixed 5-8 x 106 cells for 10 minutes at RT with 1% 
formaldehyde (SIGMA F8775). Crosslinking was stopped by addition of Tris-HCl 
pH 7.6 (125 mM as final concentration). After three washes with PBS, cells were 
collected and lysated. Cross-linked nuclear lysate was then sonicated to share 
cross-linked DNA to 100-1000 bp fragments. After a phenol/clorophorm extraction, 
we purified free DNA in aqueous phase with Qiagen Minelute PCR columns and 
quantified it with Nanodrop. FAIRE validation was performed by qPCR analysis 
with specific primers and Syber Green Master Mix (Applied Biosistems). FAIRE 
DNA was prepared for HiSeq2000 sequencing following standard protocols. 
 
ATAC-seq. We performed ATAC-seq using the method described in Buenrostro et 
al., 2015 with minor modifications. Briefly, 50.000 cells were scraped in PBS and 
pelleted by centrifugation for 20 min at 500g and 4º C. Cell pellets were washed 
once with 1x PBS and cells were pelleted by centrifugation using the previous 
settings. Cell pellets were re-suspended in 25 µl of cold lysis buffer (10mM Tris-HCl 
pH 7.4, 10mM NaCl, 3mM MgCl2, 0.1% Igepal CA-630) and nuclei were pelleted by 
centrifugation for 20 min at 500g, 4 ºC. Supernatant was discarded and nuclei were 
re-suspended in 25 µl reaction buffer containing 2 µl of Tn5 transposase and 12.5 
µl of TD buffer (Nextera Sample preparation kit from Illumina). The reaction was 
incubated at 37ºC for one hour. Then 5 µl of clean up buffer (900mM NaCl, 300mM 
EDTA), 2ul of 5% SDS and 2 µl of Proteinase K (NEB) were added and incubated 
for 30 min at 40 ºC. Tagmentated DNA was isolated using 2x SPRI beads cleanup. 
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For library amplification, two sequential 9-cycle PCR were performed in order to 
enrich small tagmentated DNA fragments. We used 2 µl of indexing primers included 
in the Nextera Index kit and KAPA HiFi HotStart ready mix. After the first PCR, the 
libraries were selected for small fragments (less than 600 bp) using SPRI cleanup. 
Then a second PCR was performed with the same conditions in order to obtain the 
final library. DNA concentration was measured with a Qubit fluorometer (Life 
Technologies) and library sizes were determined using Bioanalyzer (Agilent 
Technologies). Libraries where sequenced on a Hiseq 2000 for an average of 20 
million reads per sample. 
Computational methods.  
All the analyses were performed by Bioinformatician lab members (I. Barozzi, 
C. Balestrieri and A. Termanini).  
 
ChIP-seq. After quality filtering, 51 nt long single-end reads were aligned onto the 
mm9 release of the murine genome using Bowtie v0.12.7 (Langmead et al., 2009). 
Only unique alignments were retained, allowing up to two mismatches compared to 
the reference genome. Peak calling was performed using MACS v1.4 (Zhang et al., 
2008). Cell type specific inputs were used as controls. In order to visualize the raw 
profiles on the Genome Browser (Meyer et al., 2013), wiggle files were generated 
with MACS v1.4 and converted to Bigwig (Fujita et al., 2011). Induced and repressed 
regions were found using MACSv1.4, with the untreated sample as control.  
MNase-seq. Paired-end reads were mapped to the mouse genome using Bowtie 
(Langmead et al., 2009). Wiggle tracks at single bp resolution were generated with 
BedTools (Quinlan and Hall, 2010). PeakSplitter (Salmon-Divon et al., 2010) was 
used to extract nucleosomal positions from this population-averaged profile. Paired-
end fragments for ESCs, NPCs and MEFs were retrieved from the literature (Teif et 
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al., 2012). Pu.1-bound regions were sorted according to the NDR occupancy level. 
The number of midpoints of the nucleosomal fragments falling into the central 300 
bp of each region was calculated and used as a proxy for the overall occupancy of 
the area.  
DNase-seq, FAIRE-seq and ATAC-seq. Reads alignment and peak calling was 
performed as for ChIP-seq data. Briefly, Reads were aligned to the mouse genome 
using Bowtie and Peak calling was performed using MACSv1.4 (Zhang et al., 2008) 
using default parameters and the option –no-lambda.  Induced and repressed 
regions were found using MACSv1.4, with the untreated sample as control.  
TFBSs over-representation analysis. We used Pscan (Zambelli et al., 2009) to 
detect statistically significant over-represented DNA motifs. Given a dataset of 
position weight matrices (PWMs), representing experimentally determined binding 
preferences for known transcription factors (TFs), Pscan scans each input 
sequence for the best match to each one of these PWMs. It then uses these 
values to build a distribution and compare it with that obtained applying the same 
procedure to a background set. Pscan returns a p-value for each PWM so that 
significantly over-represented binding motifs can be identified. 
Functional Annotations Using GREAT. GREAT 1.8 (McLean et al., 2010) was run 
with standard parameters against the whole mm9 genome as background. GO 
Biological Process ontology was considered.  
Statistics and plots. All plots were drawn and statistics was performed using the 
R package.     
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RESULTS 
 
1) Role of Pu.1 in nucleosomal organization at macrophage 
regulatory regions 
 
1.1) Nucleosomal organization at Pu.1-bound TSS-distal regions  
 
Pu.1 is the master regulator of macrophage differentiation and mediates the 
deposition of H3K4me1 and an increase in accessibility at its binding sites (Ghisletti 
et al., 2010; Heinz et al., 2010b). To clarify the role of Pu.1 as global organizer of 
nucleosomes in macrophages, we obtained high-resolution nucleosome maps and 
centered them on Pu.1-bound TSS-distal regulatory regions. A MNase digestion 
was carried out on intact macrophage nuclei at different times of digestion (20 and 
100 minutes, fig.1). We chose the digestion that generated a mixture of mono- and 
poly-nucleosomes with mainly mono-nucleosomes. (fig. 1, 100 min digestion).   
 
Fig. 1)  MNase digestion and selection of the mononucleosomal band from agarose gel.   
A Mnase digestion on intact nuclei was performed at different time points (20 and 100 minutes). A 
prolonged digestion to obtain mainly mononucleosomes (100 min) was chosen and 
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mononucleosomal DNA was recovered from agarose gel. Samples coming from 8 millions of 
untreated macrophages were loaded on each of the four  lanes per time point .  
 
Mononucleosome-sized DNA fragments were then purified from agarose gel and 
subjected to paired-end 100 bp read length sequencing at high sequencing depth. 
By pooling four replicates, we obtained 825 millions of uniquely aligned, filtered and 
properly paired sequencing reads that allowed us to generate a high-resolution view 
of nucleosome arrays. TSS-distal sites were defined upon annotation of the Pu.1-
bound sites to Ensembl genes (Flicek et al., 2012), resulting in 59’481 regions. 
TSS-distal Pu.1 peaks corresponding to macrophage-specific enhancers (Ostuni et 
al., 2013) were used as central anchoring points for the generation of nucleosome 
maps (fig. 2).  
 
Fig. 2) Regular arrays of nucleosomes centered at Pu.1-bound enhancers in macrophages. 
Cumulative distribution of midpoints of nucleosomal sequencing fragments centered on the summit 
of TSS-distal Pu.1 sites in macrophages. The number of fragments in each 10-bp bin was normalized 
by the total number of fragments in the area.  
 
We detected regular arrays of nucleosomes (with up to seven nucleosomes on each 
side of the Pu.1-bound region) with a nucleosome-depleted region (NDR) centered 
on the Pu.1 summit, which indirectly suggests a role for Pu.1 as a nucleosomal 
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barrier. Notably, nucleosome depletion surrounding Pu.1-bound sites was 
independently observed in ChIP-seq experiments based on sonicated chromatin 
(Ghisletti et al., 2010; Heinz et al., 2010), thus suggesting that it was not due to 
digestion of labile nucleosomes with high sensitivity to MNase. 
Since this cumulative distribution is not informative of the behavior of individual 
genomic regions, we generated a heatmap in which Pu.1 summit-centered 
nucleosome patterns were sorted based on the decreasing width of the central NDR 
and split into deciles (fig. 3). Regions at the bottom of the heatmap (10th decile) are 
characterized by a narrow NDR surrounded by two well-positioned nucleosomes 
and other nucleosomes with overall high occupancy. Regions at the top of the 
heatmap (1st decile) showed a wider NDR less clearly demarcated because of the 
much lower degree of occupancy of the flanking nucleosomes.   
 
Fig. 3) TSS-distal Pu.1-bound sites in macrophages were sorted according to the induced 
NDR. Nucleosome patterns (MNase) and Pu.1 binding profiles are shown as heatmaps. MNase 
heatmaps ordered from top to bottom based on decreasing occupancy of the NDR and divided in 
deciles. The counts exceeding the 95th percentile of the overall distribution were set to its value. 
Considering MNase data, these counts were then normalized in the range 0–1 separately for each 
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region. The same procedure was applied to ChIP-seq data, except that the 0–1 normalization was 
applied to the entire data set.  
 
Pu.1 occupancies were relatively similar in magnitude across all deciles, with slightly 
higher scores only in the first decile (fig. 4). This suggest that different degrees of 
Pu.1 occupancy are not a major determinant of the width of the NDR. Other factors 
such as chromatin remodelers or other partner TFs could be responsible for the 
different width of NDR at Pu.1-bound enhancers. 
 
Fig. 4) Binding of Pu.1 in in the different deciles. Pu.1 ChIP-seq score (according to MACS) of 
the peaks in different deciles are shown. Groups are significantly different (p = 7.89e-95 in a Kruskal-
Wallis test) even though only the first decile (larger NDRs) displays a marked increase in ChIP-seq 
determined occupancies. 
 
1.2) Nucleosomal patterns in unrelated cell-types and in in vitro 
reconstituted chromatin  
To better determine the role of Pu.1 in nucleosome organization, we then analyzed 
nucleosome occupancy at macrophage Pu.1-bound sites in cell types that do not 
express Pu.1. Nucleosome sequences from embryonic stem cells (ESCs), neural 
precursors (NPCs) and mouse embryonic fibroblasts (MEFs) (Teif et al., 2012) were 
aligned to the summit of Pu.1 peaks. In all the three cases, high nucleosome 
occupancy extending for about a single nucleosome length and precisely 
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overlapping the macrophage Pu.1-bound, nucleosome-depleted regions was 
detected (fig. 5). 
 
Fig. 5) Pu.1-bound, nucleosome-depleted macrophage enhancers are covered by 
nucleosomes in unrelated cell types. Cumulative distributions of the midpoints of the nucleosomal 
fragments centered on distal Pu.1 sites in macrophages and in unrelated cells that do not express 
Pu.1 (ESCs=embrionic stem cells, NPCs=neural precursors and MEFs=mouse embrionic 
fibroblasts). The number of midpoints in each 10-bp bin was scaled according to the total number of 
regions and sequencing depth.  
 
To investigate the role of DNA sequence in controlling the nucleosomal landscape 
at Pu.1 sites, we assembled nucleosomes in vitro (experiment done by M. 
Simonatto). Naked genomic DNA extracted from mouse macrophages was 
sonicated and a smear of 600 to 2’000 bp fragments was purified and combined 
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with recombinant histones to generate nucleosomes by salt dialysis (Luger et al., 
1999). Assembly conditions in which DNA was not limiting were used to specifically 
focus on the effects of the primary sequence on nucleosome positioning (Luger et 
al., 1999; Valouev et al., 2011). The cumulative distribution of fragments bound to 
nucleosomes in vitro (fig. 6) shows an overall high nucleosome occupancy 
(compared to random data) and a nucleosome positioned over the Pu.1-binding site 
in macrophages. Although nucleosome occupancy is affected by several factors, 
these data suggest that Pu-1-bound regions have an intrinsic high nucleosome 
occupancy (dictated by sequence features) that is overcome by Pu.1 binding in 
macrophages.   
 
Fig. 6) TSS-distal Pu.1-bound regions show an increase in nucleosomal density in in vitro 
reconstituted chromatin. Cumulative midpoints distribution from in vitro assembled nucleosomes 
(bin = 10 bp). 
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1.3) Effects of Pu.1 Depletion on Nucleosome Occupancy 
To better clarify the role of Pu.1 in counteracting DNA sequence-driven nucleosome 
occupancy and maintaining nucleosome depletion and accessibility of the 
underlying regulatory regions, we generated nucleosome maps in Pu.1-depleted 
macrophages. We first obtained a retroviral vector for inducible, doxycycline-
regulated expression of an shRNA targeting Pu.1. We chose an inducible system in 
order to deplete Pu.1 only in differentiated macrophages, because Pu.1 is essential 
for macrophage differentiation (Nerlov and Graf, 1998). A vector containing a 
scrambled shRNA was used as a control (empty vector). Bone marrow-derived cells 
(that proliferate and differentiate in macrophages in M-CSF-containing medium) 
were infected at day 1 and 2 after plating, selected in puromycin and then induced 
to express the Pu.1-shRNA at day 5. 48h after shRNA induction, a ca. 60% depletion 
of Pu.1 protein was obtained in two independent experiments (repl. 1 and 2 in fig. 
7; notably, a complete depletion of Pu.1 would not be compatible with macrophage 
survival). 
   
Fig.7. Evaluation of Pu.1 depletion in retrovirally infected cells.  Acute depletion of Pu.1 in 
terminally differentiated macrophages using a retrovirus-encoded Tet-regulated shRNA. Data from 
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two biological replicates are shown. Vector with scrambled shRNA was used as a control. Protein 
levels measured by Western blot (vinculin was used as loading control). 
 
We then performed a Pu.1 ChIP-seq experiment on Pu.1-depleted cells compared 
to the control to classify regulatory regions based on the level of reduction of Pu.1 
binding. The reduction of Pu.1 binding controlled by qPCR on selected targets is 
shown in figure 8.  
 
Fig. 8) Pu.1 binding reduction in shPu.1 cells compared to the control.  Pu.1 binding reduction 
measured by ChIP-qPCR on selected targets (neg=negative target) as % on input. Standard 
deviation is shown.  
 
TSS-distal Pu.1 peaks identified by ChIP-seq were then divided in quartiles based 
on the Pu.1 signal ratio in Pu.1-depleted vs. control cells, the fourth quartile 
corresponding to the stronger reduction in Pu.1 binding. After generating MNase 
high-resolution nucleosome maps in Pu.1 depleted and control cells, we investigate 
the nucleosome distribution at the TSS-distal Pu.1 binding sites found by ChIP-seq 
divided in the above-described quartiles (fig. 9). A strong and statistically significant 
(p << 0.01, Wilcoxon signed-rank test) increase in nucleosomal reads at Pu.1-bound 
enhancers was detected in both experiments, particularly in the fourth quartile. 
0,0
0,2
0,4
0,6
0,8
1,0
1,2
1,4
1,6
neg target PU.1 target 1 PU.1 target 2 PU.1 target 3
%
 o
f 
in
p
u
t
control
shPu.1
 
 
57 
These data indicate that Pu.1 is necessary to maintain the NDR at genomic regions 
that tend to be reincorporated into nucleosomes upon its depletion. 
 
Fig. 9) Nucleosome occupancy in Pu.1-depleted macrophages. Pu.1 peaks were divided in 
quartiles based on the degree of signal reduction in Pu.1-depleted vs. control cells. The 4th quartile 
corresponds to Pu.1 peaks with the higher reduction in binding occupancy in depleted cells. 
Distributions of the midpoints of the nucleosome fragments were centered on the summit of Pu.1 
peaks. MNase-seq data from two different biological replicates were independently analyzed. 
 
 
 
 
58 
2) Role of chromatin remodelers at macrophage regulatory regions 
Chromatin remodelers may be differentially required for full Pu.1 binding to 
sequences characterized by high nucleosomal occupancy. Consistent with the 
notion that displacement of nucleosomes and formation of nucleosome arrays 
requires the activity of ATP-dependent remodelers (Zhang et al., 2011), we next 
wanted to investigate their impact on nucleosome organization and chromatin 
opening at Pu.1 distal elements in macrophages. 
 
        2.1) Chromatin remodeler expression in macrophages  
 
Looking at the expression profiles of ATPase subunits of chromatin remodeler 
complexes in RNA-seq data of BMDM previously produced in the laboratory, we 
noticed that Chd4/Mi2b, Brg1/Smarca4 and Brm/Smarca2 were the most expressed 
in macrophages (table 1, FPKM of total polyA RNA in basal state respectively 29, 
13.3 and 11.7). Furthermore, the induction of Chd4/Mi2b and Brg1/Smarca4 
expression after 4h LPS treatment suggested a specific role of these factors in the 
rearrangement of macrophage chromatin after the inflammatory stimulus.   
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Table 1) Expression of chromatin remodeler ATPase subunits.  
Total polyA RNA FPKM (Fragments Per Kilobase of transcript per Million mapped reads) for different 
ATPase subunits of chromatin remodelers are shown for BMDM in basal conditions (UT) and after 
4h LPS stimulation.  
 
Notably, a Mass Spectrometry analysis of Pu.1 binding partners previously done in 
our laboratory identified Chd4/Mi2b, Brg1/Smarca4 and Brm/Smarca2 (together 
with other regulatory subunits of the corresponding complexes) as top scoring 
proteins interacting with Pu.1 (table 2). 
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Table 2) Interactome of Pu.1 identified by high resolution mass spectrometry. Top scoring 
protein identified by mass spectrometry are shown. Pu.1 was immunoprecipitated with specific 
andtibody on crosslinked chromatin. After an I-Gel protein digestion, mass spectrometry was 
performed. 
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      2.2) Chromatin remodelers occupancy on macrophage genome in basal 
conditions 
 
According to these evidences, we focused our analysis on Brg1, Brm and Chd4 role 
in mouse macrophage genome remodeling. To this aim, we performed ChIP-seq 
experiments to investigate their genome-wide localization in macrophages in basal 
conditions. Only Brg1 and Chd4 Chip-seq experiments produced good datasets 
which have been analyzed. 
For Brg1, 43,213 binding sites were identified in the mouse macrophage genome 
(MACS score> 50) (a representative snapshot is reported in fig.10b).  48% of total 
Brg1 binding regions were localized in intergenic regions and 52% in promoters and 
intragenic regions (16% in promoters, 6% in exons and 30% in introns, fig. 10a).  
 
 
Fig. 10) Brg1 genomic occupancy. Genomic distributions of Brg1 at annotated genic regions 
(number of regions and percentage) (a) and a representative ChIP-seq snapshot (b) are shown.  
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For Chd4, 13,044 peaks were identified (MACS score> 100). 24% of them are 
localized in promoters, 41% in intergenic regions and 35% in intragenic ones (fig. 
11a). For this analysis, MACS score> 100 was used instead of >50 as for Brg1, 
since Chd4 ChIP-seq resulted in broader peaks as represented in fig 11b. 
 
Fig.11) Chd4 genomic occupancy. Genomic distributions of Chd4 remodeler at annotated genic 
regions (number of regions and percentage) (a) and a representative ChIP-seq snapshot (b) are 
shown.  
We then investigated the co-localization of Brg1 and Chd4 and we found that 81% 
of Chd4 peaks overlap with Brg1 peaks (MACS score> 100) (fig 12). This high co-
occupancy between the two factors may suggest a cooperative role of Chd4 and  
Brg1 in most of the regions bound. Conversely, only 58% of total Brg1 peaks overlap 
with Chd4, suggesting that Brg1 could have specific functions in regulating the 
opening of a distinct regulatory region subset. It would be interesting to better 
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elucidate which subsets are specifically bound only by Brg1 or Chd4 to better 
determine their functions on chromatin opening. 
 
Fig. 12) Co-localization of Brg1 and Chd4 on genomic targets. Venn diagram displaying overlaps 
of binding-site occupancy between Brg1 and Chd4 (a) and a representative ChIP-seq snapshot of 
an overlapping peak (b) are shown.  
 
        2.3) Brg1 binding to Pu.1-bound regulatory elements 
 
We then moved to investigate the role of Brg1 in cooperating with Pu.1 in opening 
chromatin at its binding regions and in particular at regulatory elements.  
First, we looked at the co-localization between total Brg.1 and Pu.1-bound regions 
in macrophage genome. Notably, 85% of Brg.1 peaks overlapped with Pu.1 binding 
sites, suggesting an involvement of Brg1 in nucleosome organization at Pu.1-bound 
regulatory regions (fig. 13). 
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Fig. 13) Brg1 binding to Pu.1 sites. Venn diagram displaying overlaps of binding-site occupancy 
between Pu.1 and Brg1 (a) and a representative ChIP-seq snapshot of overlapping peaks (b) are 
shown.  
 
We then investigated the recruitment of Brg1 at macrophage regulatory regions 
bound by Pu.1. We focused our analysis on TSS-distal Pu.1-bound regulatory 
regions. Heatmap of fig.14 shows the binding of Brg.1 at TSS-distal Pu.1 sites 
compared to the opening of the chromatin observed by MNase digestion. Notably, 
regulatory regions bound by Pu.1 are significantly enriched for the binding of Brg1, 
confirming its role in remodeling nucleosomes at these regions.  
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Fig. 14) Brg1 binding at TSS-distal regulatory regions bound by Pu.1. Heatmap showing MNase, 
Pu.1 and Brg1 signal at TSS-distal Pu.1 binding sites. MNase heatmaps are ordered from top to 
bottom based on decreasing occupancy of the NDR. MNase signal was normalized per row and the 
others are shown as absolute values. Bin=10 bp. The counts exceeding the 95th percentile of the 
overall distribution were set to its value. Considering MNase data, these counts were then normalized 
in the range 0–1 separately for each region. The same procedure was applied to ChIP-seq data, 
except that the 0–1 normalization was applied to the entire data set.  
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3) Role of H2A.Z histone variant at regulatory regions 
Regulatory regions are associated with the presence of histone variants, in 
particular H2A.Z and H3.3 (Jin et al., 2009; Yukawa et al., 2014), but the role of 
H2A.Z in transcription and gene regulation has not been completely clarified. 
            3.1) H2A.Z genomic binding to chromatin 
In order to elucidate the role of the H2A.Z histone variant at regulatory regions, we 
mapped its genomic locations through a ChIP-seq experiment in mouse 
macrophages. We detected 31,335 H2A.Z binding sites in the mouse genome 
(MACS score> 50), 43% of which were localized in intergenic regions and 57% in 
promoters and intragenic regions (35% in promoters, 6% in exons and 16% in 
introns, fig. 15).   
 
Fig.15) H2A.Z genomic binding to chromatin. Distributions of H2A.Z binding at annotated genic 
regions (number of regions and percentage) (a) and a representative ChIP-seq snapshot (b) are 
shown.  
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          3.2) H2A.Z binding at macrophage regulatory regions  
In order to elucidate the role of H2A.Z at macrophage regulatory regions, we 
evaluated its distribution at open regulatory regions. Notably, 80% of the H2A.Z 
peaks overlap with DNase I hypersensitivity regions (see section 4 for the details on 
this technique) underlying its functions at regulatory elements. 
The strong presence of H2A.Z in open chromatin leaded us to investigate its co-
localization with typical marks of genomic regulatory elements. Notably, H2A.Z 
binding sites showed very high overlap with the selected marks. In particular,  91.3% 
of H2A.Z binding  regions overlap with H3K4me1 (that generally marks enhancers 
and promoters), 43.75% with H3K4me3 (that mostly marks promoters), 68% with 
H3K27ac (that marks active enhancers) and 37.5% with RNA pol II (that indicates 
transcribed regions) (table 3 and in fig. 16 representative snapshots are shown).  
 
Table 3) H2A.Z co-localization with marks of regulatory regions. Overlaps of binding-site 
occupancy between H2A.Z and histone marks, RNA pol II and Pu.1 are shown.  
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Fig. 16) H2A.Z co-localization with marks of regulatory regions. A representative snapshot is 
shown.  
We also investigated the co-localization of H2A.Z with Pu.1 (table 3) and we 
obtained that 75% of the H2A.Z peaks overlapped with Pu.1 binding sites, 
suggesting a specific role of H2A.Z at Pu.1-bound macrophage regulatory regions 
that needs to be further investigated.  
To understand the function of H2A.Z binding to TSS and in particular the association 
of its binding with macrophage specific TFs, we performed a motif finding analysis 
on H2A.Z positive versus H2A.Z negative TSS (the best 10 TF matrixes rescued by 
the Pscan are shown in table 4). From this analysis, we found as over-represented 
in H2A.Z-positive TSS some members of ETS family (ETV5, ELK1, ELK4) and 
members of kruppel-like family (Klf7) and E2F3, which is involved in cell cycle 
progression. This is consistent with data previously produced in the laboratory that 
identified ETS proteins as overrepresented in TSS of genes basally expressed in 
macrophages.  
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Table 4. TFBS over-representation analysis on H2A.Z positive TSSs. We used Pscan (Zambelli 
et al., 2009) to detect statistically significant over-represented DNA motifs in H2A.Z positive TSSs 
versus negative one. Top 10 best score TFBSs are shown. Background= H2A.Z negative TSSs.  
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        3.3) Dynamic changes of H2A.Z genomic occupancy  after LPS treatment  
To better evaluate the role of H2A.Z in maintaining macrophage regulatory 
landscape under perturbations, we performed ChIP-seq experiments in 
macrophages under inflammatory conditions. In particular, we stimulated cells with 
LPS at different time points (30 min, 2h and 4 h) to investigate H2A.Z binding 
changings after short and longer stimulations.  
As shown in table 5, after LPS treatment we obtained a number of regions 
compatible with those obtained in basal conditions. We found that H2A.Z binds 
24,986 regions after 30 min of LPS treatment, and respectively 26,596 after 2h and 
27,702 after 4h. Considering the regions differentially bound by H2A.Z in stimulated 
macrophages compared to untreated ones, LPS stimulus induced H2A.Z de novo 
binding in 103 regions after 30 minutes of treatment, 1,332 after 2h and 2,690 after 
4h (a representative snapshot of induced regions is shown in fig 17a). On the 
contrary, a huger number of H2A.Z binding sites were repressed after LPS stimulus 
(1,394, 2,809 and 4,604 regions respectively after 30 minutes, 2 h and 4 h of LPS 
stimulus, a representative snapshot of induced region is shown in fig 17b). The fact 
that a fraction of the total number of H2A.Z binding sites is induced (ca 10% at 4h 
LPS) or repressed (ca 20% at 4h LPS) after inflammatory stimulation suggested a 
role of H2A.Z at regulatory regions of LPS-regulated genes.  
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Table 5. H2A.Z-bound regions after LPS stimulus. Total number of H2A.Z bound regions (MACS 
score> 50) in UT, 0.5 h, 2h and 4h LPS treated cells and induced and repressed peaks in LPS treated 
compared to untreated macrophages are shown.  
 
Fig. 17) Representative snapshots of regions induced (a) or repressed (b) after LPS treatment. 
Black box: significant vs background, red box: induced peaks compared to untreated sample, blue 
box: repressed peaks compared to untreated sample.  
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3,3.1) Colocalization of H2A.Z with Pu.1  after LPS treatment 
To better clarify the interactions between H2A.Z and Pu.1 in macrophages in basal 
state and after LP overrepresentation of distinct ontology terms associated with the 
neighboring genes. GREAT (genomic regions enrichment of annotations tool) computes the 
enrichment of ontology terms in a set of genomic regions extracted from sequencing data 
(McLean et al. 2010). When considering the S treatment, we divided the Pu.1-bound sites 
found at MACS score> 100 in proximal (+/- 2500 bp) and distal (> 2500 bp) from 
TSS. In untreated macrophages, 78% of total H2A.Z peaks (19,850/25,436) overlap 
with Pu.1 sites. In particular, 59.8% of these overlapping peaks (11,864/19,850) are 
located at Pu.1-bound distal sites and 40.2% (7,986/19,850) at proximal ones. 
A gene ontology performed on these overlapping peaks was performed using 
GREAT ( genomic regions enrichment of annotations tool) GREAT computes the 
enrichment of ontology terms in a set of genomic regions extracted from sequencing 
data (McLean et al. 2010). GO biological processes best score terms revealed that 
in untreated macrophages the TSS-distal, H2A.Z-PU.1 overlapping peaks are 
related mainly to regulation of cytokine biosynthesis, toll-like receptor signaling and 
negative regulation of immune response. (table 6, on the left). On the contrary, TSS-
proximal H2A.Z-Pu.1 peaks are mainly related to protein folding and RNA export 
from the nucleus (table 6, right part). 
  
 
 
73 
Table 6. Gene Ontology on H2A.Z-Pu.1 overlapping peaks in macrophages in basal 
conditions. Best 10 GREAT results for GO biological processes are represented for H2A.Z and Pu.1 
common peaks in UT macrophages, divided in TSS-distal (>2500 bp from TSS) and proximal ones 
(+/- 2500 bp from TSS). 
After 4 hours of LPS treatment a total of 22,147 H2A.Z peaks were detected at 
MACS score >100, 74% of which overlap with Pu.1-bound sites (16,394/22,147). 
53% of these overlapping peaks are located at Pu.1-bound distal sites 
(8,683/16,394) and 47% at proximal ones (7,711/16,394). A gene ontology 
performed on these overlapping peaks was performed using GREAT. GO biological 
processes best results revealed that in 4h LPS treated macrophages the TSS-distal, 
H2A.Z-PU.1 overlapping peaks are related mainly to regulation of cytokine 
biosynthesis, cytoskeleton and microtubule transport and ser/tre kinase activity, all 
processes related to LPS response (table 7, on the left). TSS-proximal H2A.Z-Pu.1 
peaks are mainly related to  protein folding, rRNA  and tRNA processing and export 
from the nucleus (table 7, right part), according to new protein synthesis after 
stimulus . 
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Table 7. Gene Ontology on H2A.Z-Pu.1 overlapping peaks in macrophages after 4 hours of 
LPS. Best 10 GREAT results for GO biological processes are represented for H2A.Z and Pu.1 
common peaks in LPS-treated macrophages, divided in TSS-distal (>2500 bp from TSS) and 
proximal ones (+/- 2500 bp from TSS). 
We then analyzed peaks induced and repressed after 4h LPS treatment.  A total of 
3,986 repressed and 2,304 induced peaks was identified at MACS score>100. At 
4h  of LPS treatment, 630 of total 2,304 H2A.Z induced peaks overlap with Pu.1 
genomic sites, of which 478 (75.9%)  co-localize with Pu.1 TSS-distal peaks and 
152 (24.1%) with proximal ones. 2,344 of total 3,986 repressed genes overlap with 
Pu.1 peaks, of which 86.2% (2021) overlap with TSS-distal Pu.1 peaks and 323 
(13.8%) with TSS-proximal ones.  A gene ontology on H2A.Z-Pu.1 overlapping 
peaks was performed. For LPS-induced peaks no statistically significant results 
were obtained. For LPS-repressed peaks, GO biological processes revealed that 
TSS-distal peaks are related mainly to response to bacteria, cell activation and 
citochine production (table 8, left side). TSS-proximal peaks are mainly related to 
immune response (table 8, right side).  
 
Table 8. Gene Ontology on repressed H2A.Z peaks overlapping with Pu.1  in macrophages 
after 4 hours of LPS. Best 10 GREAT results for GO biological processes are represented for 
H2A.Z-repressed, Pu.1 overlapping peaks in 4h LPS-treated macrophages, divided in TSS-distal 
(>2500 bp from TSS) and proximal ones (+/- 2500 bp from TSS). 
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In basal conditions and after 4h LPS, distal peaks are associated with 
tissue/macrophage specific functions and proximal peaks are mostly associated to 
housekeeping functions (e.g. RNA processing).  4h-LPS repressed peaks are 
mainly associated to inflammatory response activation. 
        3.4) H2A.Z depletion  
The obtained results suggest a specific role of H2A.Z at macrophage regulatory 
regions in basal conditions and after LPS stimulus. To understand the impact of 
H2A.Z on regulatory regions function, we depleted it in mouse macrophages. We 
first generated a retroviral vector for an shRNA targeting H2A.Z. A vector containing 
a scrambled shRNA was used as a control (empty vector). Bone marrow-derived 
cells (that proliferate and differentiate in macrophages in M-CSF-containing 
medium) were infected at day 1 and 2 after plating, selected in puromycin and then 
collected at day 7 after seeding to allow a complete differentiation of BMDMs. A ca. 
75% depletion of H2A.Z protein was obtained in independent experiments (fig.18).  
 
Fig. 18) Evaluation of H2A.Z depletion in retrovirally infected cells.  Depletion of H2A.Z in 
macrophages using a retrovirus-encoded shRNA. Vector with scrambled shRNA (empty vector) used 
as a control. Protein levels measured by Western Blot (histone H3 was used as loading control) (a) 
and quantification of  H2A.Z depletion (b) are shown.  
 
 
76 
We then performed a ChIP experiment to evaluate the decrease in H2A.Z chromatin 
binding in the shH2A.Z cells compared to control. We evaluate the binding of H2A.Z 
at selected targets and we found that H2A.Z binding is not affected in the shH2A.Z 
cells compared to the control (fig. 19). These results may indicate that an H2A.Z 
depletion of 75% is not enough to exert an impact on H2A.Z binding to DNA.  
 
Fig. 19) Effects of H2A.Z depletion on binding to target regions. H2A.Z binding reduction 
measured by ChIP-qPCR on selected targets (neg=negative target) as % on input. Standard 
deviation is shown.  
4) Techniques for mapping DNA accessibility 
4.1) DNase hypersensitivity sites in macrophage genome  
Generally, enhancer activation requires the presence of multiple TFs, including 
lineage-specific TFs (such as Pu.1) and sequence-dependent effectors of signaling 
pathways, ensuring integration of intrinsic and extrinsic environmental cues at these 
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elements. As mentioned above, occupancy of TFs at enhancers is associated with 
regions of nucleosomal depletion, exhibiting high sensitivity to DNA nucleases such 
as DNase I. Indeed, mapping DNase I hypersensitive sites has historically been a 
valuable tool for identifying all different types of regulatory elements, including 
promoters and enhancers (Boyle et al., 2008; Galas and Schmitz, 1978; Gross and 
Garrard, 1988; Hesselberth et al., 2009a; Sabo et al., 2006; Song and Crawford, 
2010). More recently, DNase I hypersensitivity experiments at high sequencing 
depth have been adapted to obtain base-pair resolved TF footprints (Neph et al., 
2012a, 2012b; Piper et al., 2014; Sherwood et al., 2014; Sung et al., 2014; Yardımcı 
et al., 2014). Indeed, the binding of sequence-specific TFs protects the underlying 
DNA from DNase cleavage, leaving footprints within the hypersensitive sites.  
To characterize open chromatin sites corresponding to regulatory regions in 
macrophage genome and TFs that bind along with (or without) Pu.1 at regulatory 
elements, we performed a DNase I-seq experiment based on a mild DNase I 
digestion. According to the method used in (Neph et al., 2012a), we carefully select 
the concentration of DNase and time of digestion in order to have a very small 
portion of genomic DNA digested. We did the digestion with the selected limited 
concentration of DNAse I on intact nuclei. As shown in fig. 20a, after digestion 
almost all the genomic DNA was at high molecular weight (>10 Kb), with a little 
smear under the major high molecular weight band. After a sucrose gradient 
centrifugation of the digested DNA to separate low form high molecular weight DNA, 
small DNase hypersensitivity fragments (<500 bp) were purified from agarose gel 
(fig. 20b). The recovered fragments were then sequenced at high sequencing depth.  
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Fig. 20) DNase digestion of chromatin and separation of small DNase hypersensitivity 
fragments. Parallel limited DNase digestion were carried out on 1 x 107   intact nuclei each, 10 
minutes at 37°C to obtain a limited digestion of genomic DNA (a). Fractions recovered after sucrose 
gradient are shown (b). Fractions from 8 to 11 contained small DNase hypersensitivity fragments 
(<500 bp) that were recovered from agarose gel and sent to sequencing.  
Samples from BMDMs in basal conditions and treated with LPS (0.5, 2h and 4h) 
were obtained to study the dynamic changes in chromatin opening after 
inflammatory stimulus. After sequencing, we obtained respectively 411, 283, 237 
and 259 millions of PCR filtered and uniquely aligned reads for the different 
samples. Using MACS (score>50) we identified respectively 158,176 DNase 
hypersensitivity regions in the untreated sample, 129,297 after 0.5 h of LPS 
treatment, and respectively 116,426 after 2h and 177,511 after 4h. Considering the 
regions differentially open in stimulated macrophages compared to untreated ones, 
LPS stimulus induced  4278 de novo DNase hypersensitivity regions after 30 
minutes of treatment, 7,533 after 2h and 12,600 after 4h. A lower number of DNase 
hypersensitivity regions were repressed after LPS stimulus (1,432, 2,168 and 3,015 
regions respectively after 30 minutes, 2 h and 4 h of LPS stimulus) (table 9). 
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Table 9. Open chromatin regions identified by DNase-seq after LPS stimulus. Total number of 
DNase hypersensitivity regions (MACS score>50) in UT, 0.5 h, 2h and 4h LPS treated cells and 
induced and repressed peaks in LPS treated compared to untreated macrophages are shown.  
After evaluating the power of different available TF footprint identification tools 
(Barozzi et al., 2014a), TF footprint identification trough Wellington (Piper et al., 
2014) is ongoing in order to find TFs  binding to macrophage regulatory regions 
alone or in combination with Pu.1 in basal conditions and after inflammatory 
stimulus. 
4.2) Set up of other DNA accessibility techniques  
In order to develop cheaper and easier techniques to investigate DNA accessibility 
we set up FAIRE (Formaldehyde Assisted Isolation of Regulatory Elements)-seq 
and ATAC (Assay for Transposase-Accessible Chromatin)-seq on macrophages in 
basal conditions and after inflammatory stimulus. 
FAIRE is a simple procedure for genome-wide isolation of nucleosome-depleted 
DNA from chromatin. It is based on formaldehyde fixation of chromatin and phase-
separation of protein-free DNA. We performed a FAIRE experiment on BMDMs 
(protocol adapted from Giresi and Lieb, 2009), on formaldehyde-fixed cells. After 
cell lysis and chromatin sonication, we performed a phenol-chloroform extraction of 
the nucleosome-free DNA (Figure 21). The recovered DNA was sequenced by 
single-end sequencing with a 50 nt read length and a sequencing depth of 90M raw 
reads. As a first attempt aimed at identifying differences in DNA accessibility in each 
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condition versus a theoretical random distribution and among conditions, we used 
MACS (Zhang et al., 2008) with a high stringency (p-value <1e-10). Even though 
these are very preliminary analyses, we could already identify thousands of 
constitutively open regions, as well as hundreds of regions undergoing changes in 
accessibility after LPS treatment (fig. 22).  
 
 
 
Fig. 21) Control of FAIRE DNA on agarose gel.  FAIRE was performed on 15 millions of BMDMs 
untreated (UT) and treated 0.5h, 2h and 4h with LPS. Reference chromatin: chromatin after 
sonication (100 bp-1000 bp fragment size range); FAIRE DNA: nucleosome-free DNA fragments 
recovered after phenol-chloroform extraction (75-200 bp fragment size distribution). 
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Fig. 22. Examples of a FAIRE constitutively open region (a) and a region undergoing 
changes in accessibility after LPS treatment (b).  Representative snapshots of FAIRE-seq. 
Samples untreated and treated with LPS are indicated. Black box: significant vs. random 
distribution, red box: significantly more accessible after LPS treatment. 
 
ATAC-seq (Buenrostro et al., 2013 and 2015) is a very powerful technique to 
investigate open chromatin sites with a very low amount of cells. It is based on direct 
in vitro insertion of sequencing adapters into accessible regions of chromatin by Tn5 
transposase. We performed ATAC-seq on BMDMs in basal conditions and after 
inflammatory stimulus. After cell lysis, tagmentation reaction with Tn5 transposase 
was performed on 50,000 cells. DNA library was obtained from tagmented 
fragments using Nextera kit (Illumina) and it was sequenced on Hiseq 2000 for an 
average of 20 million reads per sample. We obtained good data and bioinformatics 
analyses are ongoing. ATAC-seq peaks are highly overlapping with open chromatin 
regions found by DNAse-seq (fig, 23).  
 
 
82 
 
Fig.23. Comparison between ATAC-seq and DNAse-seq. Representative snapshot of ATAC-seq 
(pink) and DNAse.seq (black)  peaks in macrophages in basal conditions are shown.  
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DISCUSSION 
 
1) Nucleosome organization at regulatory regions   
 
Our findings on nucleosome organization at macrophage enhancers allowed us to 
clarify the interplay between nucleosome occlusion of regulatory DNA sequences 
and TF binding. In particular, we demonstrated that the lineage-determining TF 
Pu.1 is necessary to maintain a NDR at bound sites in macrophages that tends to 
be reincorporated into nucleosomes upon its depletion. Moreover, the NDR 
corresponding to Pu.1-bound sites is absent in cells that do not express Pu.1. 
Notably, high nucleosome occupancy at regulatory regions is overcomed by Pu.1 
in macrophages, the specific cell type in which the activity of the enhancers is 
required to drive their gene expression program. This could suggest that high 
nucleosome occupancy in unrelated cell types may prevent the binding of TFs to 
macrophage-specific regulatory regions and the unscheduled activation of 
macrophage genes. Indeed, we demonstrated through a computational model that 
a minimal set of DNA sequence and shape features accurately predicted both Pu.1 
binding and nucleosome occupancy genome-wide in unrelated cell types (Barozzi 
et al., 2014b). This finding implies that the same evolutionary forces that act to 
maintain the functionality of TF binding sites jointly control nucleosome deposition, 
thus preserving the gatekeeper function of nucleosomes during the evolution of 
regulatory DNA. 
All the study was performed in macrophages in basal conditions.  It would be 
interesting to investigate the changes in nucleosome positioning and occupancy 
after LPS stimulus at regulated genes and the role of Pu.1 in orchestrating 
nucleosome changes. Even though we reached an unprecedented sequencing 
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depth for a nucleosomal pattern in a single cell type, the number of fragments 
describing each nucleosome in the population is too low to define nucleosome 
positions with high confidence at regulatory regions of specific genes whose 
transcription is perturbed after LPS stimulation. To this regard, MNase-ChIP 
technique (already set up in the laboratory) can be used to obtain a higher 
resolution. Briefly, after the digestion of chromatin with MNase, a ChIP on markers 
of regulatory regions (e.g. H3K4me1, H3K4me3 or H3K27ac normalized on total 
H3) is performed and sequenced, allowing to obtain resolution at single 
nucleosomes with low sequencing depth. As a second strategy, target enrichment 
(TE) can be utilized. Target enrichment is commonly used in next generation 
sequencing (NGS) workflows to eliminate genomic DNA regions that are not of 
interest for a particular experiment.  By only targeting specific regions, one can 
obtain greater depth of DNA sequencing coverage for regions of interest. 
Considering the high range of G+C that must be covered and the extensive 
overlap with repetitive elements (Tewhey et al., 2009) standard TE strategies will 
be inappropriate. Instead, locus-specific enrichment of mononucleosomal DNA 
using hybridization to BACs could be used. BAC-based enrichment increases the 
coverage up to 500 fold, compared to previous genome-wide sequencing efforts 
(Yigit et al., 2013). 
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2) Functions of chromatin remodelers at regulatory regions  
 
Data previously obtained in the laboratory identified Brg1, Brm and Chd4 as the 
most expressed ATPase subunits of chromatin remodeler complexes in BMDMs. 
The finding that they were found as top scoring proteins interacting with Pu.1 
underlies their role in defining macrophage nucleosome landscape. Our results 
confirmed that Brg1 strongly co-localizes with Pu.1 on macrophage genome, in 
particular at distal Pu.1-bound regulatory regions.  Brg1 and Chd4 also co-localize 
on genomic regions suggesting cooperative functions. Our results are in accordance 
with a previous study (Morris et al., 2013) performed in a mouse mammary epithelial 
cell line in which they found an overlap of 76% of Chd4 sites with Brg1. In their study, 
Brg1 overlap with Chd4 is higher than what we found (74% versus 58%), suggesting 
unique specific functions of Brg1 in mouse macrophages. Conversely, another study 
performed in Drosophila (Moshkin et al., 2012) came to diametrically different 
conclusions, as distinct remodelers were found to have non-overlapping genome-
wide distributions. This could be due to differences in chromatin remodeler functions 
in insect versus mammalian cells. 
 An interesting issue that needs to be addressed is to understand the distinct roles 
of Brg1 and Brm, the two ATPase subunits of the SWI/SNF complex, almost 75% 
identical to each other, whose specific functions in macrophages are not yet 
elucidated. Another key experiment that needs to be done to clarify the division of 
labor among the different chromatin remodelers is to deplete each of them and to 
evaluate their impact on chromatin organization and transcription. Interestingly, 
Chd4 and Brg1 total RNA was induced after LPS stimulus, suggesting a dynamic 
role in response to inflammatory stimulus that needs to be further investigated. 
Notably, previous studies demonstrated that Brg.1 regulates gene expression 
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programs in response to interferon stimulation (Cui et al., 2004; Liu et al., 2002) and 
Toll-like receptor signaling pathways (Lai et al., 2009; Ramirez-Carrozzi et al., 
2009).  
In particular, Ramirez-Carrozzi et al. performed Brg1/Brm knock-down in murine 
macrophages followed by stimulation with LPS through Toll-like receptor 4 (TLR4) 
that revealed that only a subset of TLR4-induced genes require SWI/SNF 
complexes for activation. Almost all secondary response genes (i.e., genes requiring 
new protein synthesis for activation) exhibited strong SWI/SNF dependence, 
whereas primary response genes (i.e., genes activated in the absence of new 
protein synthesis) could be divided into SWI/SNF-dependent and independent 
classes. Notably, in a previous study it was demonstrated that Chd4  (Mi-2beta) was 
selectively recruited in macrophages after LPS stimulus along with the SWI/SNF 
complexes to the control regions of secondary response and delayed primary 
response genes, acting antagonistically to limit the induction of these gene classes 
(Ramirez-Carrozzi et al., 2006).  
 Finally, a crucial aspect that is important to elucidate is the direct role of Pu.1 in 
recruiting the chromatin remodelers, through the evaluation of their binding to Pu.1-
bound sites in Pu.1-depleted macrophages.  
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3) Role of H2A.Z histone variant at regulatory regions  
 
H2A.Z role in regulating transcription is controversial. Our results indicate that 
it is associated with regulatory regions in macrophages and strongly co-
localize with Pu.1 (75% of overlap at bound genomic regions). We also 
demonstrated that H2A.Z binding to genomic regions is regulated by LPS 
treatment, suggesting a dynamic role in regulating gene expression after 
inflammatory stimulus. We obtained a good depletion of H2A.Z (75%) with a 
retroviral vector, but this had no effect on its binding on selected targets.  To 
exclude that the unseen effect is due to the fact that only a small fraction of 
H2A.Z is incorporated in chromatin, we performed a preliminary western blot 
on cytoplasmic, nucleoplasmic and chromatin fractions that confirmed that 
H2A.Z is all associated to chromatin (data not shown). However, it would be 
possible that the residual H2A.Z level is sufficient to exert its functions. To 
bypass the variability and difficulty to obtain high level of protein knockdown 
in BMDMs, we could use the CRISPR/Cas9 tecnhology (Ran et al., 2013) to 
obtain the complete H2A.Z knockout in macrophage cell lines (e.g. RAW 
cells). However, results in cell lines might not fully recapitulate the depletion 
effects obtained in primary cells. To this regard, a valuable tool now available 
in our laboratory is a Cre-dependent Cas9 knockin mouse (Platt et al., 2014) 
that could allow to obtain gene knock-out directly in BMDMs, through the ex 
vivo delivery of guideRNAs on bulk population. Using this tool, we could have 
a full H2A:Z knock-out, not reachable with retroviral infection.   
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4) DNase hypersensitivity sites  
 
The identification of DNase hypersensitivity regions in basal conditions and after 
inflammatory stimulus could allow us to study dynamic changes in DNA 
accessibility. A major issue of this technique is the number of cells (10 x 107) to 
obtain sufficient quantity of DNase hypersensitivity fragments to be sequenced, due 
to the loss of material in the laborious steps of sucrose gradient fractionation and 
recovery of fragments from agarose gel. We tried to optimize the protocol using 
Ampure Beads (Agencourt) instead of sucrose gradient to separate small digested 
fragments, but we obtained a higher background. To study open chromatin sites, 
we also performed FAIRE-seq (Giresi and Lieb, 2009). FAIRE-seq is based on 
formaldehyde fixation of chromatin and phase-separation of protein-free DNA. 
Compared to DNAse-seq, FAIRE is a simpler technique and allows the recovery of 
a higher amount of DNA starting with a smaller number of cells, but it also leads to 
higher background and has a bias in identifying promoters of active genes (Song et 
al., 2011c). Recently we set up ATAC-seq (Buenrostro et al., 2013) as an alternative 
technique to DNAse-seq. ATAC-seq has the advantage to capture open chromatin 
sites using a simple two-step protocol with 500–50,000 cells. It was also 
demonstrated that ATAC-seq allows the detection of TF footprints and individual 
nucleosomes at nucleotide resolution (Buenrostro et al., 2013; Schep et al., 2015).  
We performed DNase-seq at high sequencing  depth to identify footprints of  TFs 
cooperating with Pu.1 in defining the macrophage accessible regulatory landscape 
(Hesselberth et al., 2009b; Neph et al., 2012a).   After evaluating the power of 
different available TF footprint identification tools (Barozzi et al., 2014a), TF footprint 
identification trough Wellington (Piper et al., 2014) is ongoing. Through TF 
footprints, we potentially could identify the binding of hundreds of different TFs to 
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their genomic motifs from a single DNase-seq experiment. In this way, we could 
elucidate regulatory circuits and partner TFs cooperating with Pu.1 in defining 
macrophage-specific gene expression program. In particular we will be able to 
identify partner TFs binding with Pu.1 at regulatory regions and TF that binds Pu.1 
negative regions important for gene regulation in BMDMs. It will be also interesting 
to elucidate the changings in recruiting TF at regulatory regions after LPS treatment.  
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