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ON THE MULTIPLICITY AND CONCENTRATION OF POSITIVE
SOLUTIONS FOR A p-FRACTIONAL CHOQUARD EQUATION IN RN
VINCENZO AMBROSIO
Abstract. In this paper we deal with the following fractional Choquard equation{
εsp(−∆)spu+ V (x)|u|
p−2u = εµ−N
(
1
|x|µ
∗ F (u)
)
f(u) in RN ,
u ∈W s,p(RN), u > 0 in RN ,
where ε > 0 is a small parameter, s ∈ (0, 1), p ∈ (1,∞), N > sp, (−∆)sp is the fractional p-Laplacian,
V is a positive continuous potential, 0 < µ < sp, and f is a continuous superlinear function with
subcritical growth. Using minimax arguments and the Ljusternik-Schnirelmann category theory, we
obtain the existence, multiplicity and concentration of positive solutions for ε > 0 small enough.
1. Introduction
In this paper we focus our attention on the following nonlinear fractional Choquard equation{
εsp(−∆)spu+ V (x)|u|
p−2u = εµ−N
(
1
|x|µ ∗ F (u)
)
f(u) in RN ,
u ∈W s,p(RN ), u > 0 in RN ,
(1.1)
where ε > 0 is a parameter, s ∈ (0, 1), p ∈ (1,∞), N > sp, 0 < µ < sp and V : RN → R and
f : R → R are continuous functions. The fractional p-Laplacian operator (−∆)sp is defined, up to
normalization factors, for any u : RN → R smooth enough by
(−∆)spu(x) = 2 lim
r→0
∫
RN\Br(x)
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|N+sp
dy (x ∈ RN).
The above operator is a nonlocal version of the classical p-Laplacian ∆p and it is an extension of
the fractional Laplacian (−∆)s (that is p = 2); see [18, 26] for more details.
When s = 1, p = 2, V (x) ≡ 1, ε = 1 and F (u) = |u|
2
2 , we can see that (1.1) reduces to the
Choquard-Pekar equation
−∆u+ u =
(
1
|x|µ
∗ |u|2
)
u in RN (1.2)
which goes back to the description of a polaron at rest in Quantum Field Theory by Pekar [43] in
1954. In particular, when u is a solution to (1.2), we can see that ψ(x, t) = u(x)e−ıt is a solitary
wave of the following Hartree equation
ı
∂ψ
∂t
= −∆ψ −
(
1
|x|µ
∗ |ψ|2
)
ψ in R3 × R+,
introduced by Choquard in 1976 to describe an electron trapped in its own hole as approximation
to Hartree-Fock Theory of one component plasma; see [30, 44].
From a mathematical point of view, equation (1.2) and its generalizations have been widely
investigated. Lieb [29] proved the existence and uniqueness, up to translations, of the ground
state to (1.2). Lions [32] obtained the existence of a sequence of radially symmetric solutions via
critical point theory. Ma and Zhao [33] showed the symmetry of positive solutions for a generalized
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Choquard equation. Moroz and Van Shaftingen [39] established regularity, radial symmetry and
asymptotic behavior at infinity of positive solutions. For other interesting results on Choquard
equations we refer to [1, 3, 24, 40, 51] and the survey [41].
Recently, the study of problems involving fractional and nonlocal operators has received a great
interest in view of concrete real-world applications, such as phase transitions, anomalous diffusion,
population dynamics, optimization, finance, conservation laws, ultra-relativistic limits of quantum
mechanics, quasi-geostrophic flows and many others; see [18, 37]. In particular, when p = 2 in (1.1),
a large number of papers have been devoted to the study of fractional Schro¨dinger equations [27]
involving local nonlinearities; see for instance [2, 6, 9, 19, 20, 48] and the references therein.
However, in the literature there are only few papers dealing with fractional Schro¨dinger equations
like (1.1) in which the nonlocal term appears also in the nonlinearity. Frank and Lenzmann [22]
proved analyticity and radial symmetry of positive ground state for the L2 critical boson star
equation
(−∆)
1
2u+ u =
(
1
|x|µ
∗ |u|2
)
u in R3.
d’Avenia et al. [14] dealt with the regularity, existence and non existence, symmetry and decay
properties of solutions to
(−∆)su+ u =
(
1
|x|µ
∗ |u|p
)
|u|p−2u in RN .
Shen et al. [49] investigated the existence of ground state solutions for a fractional Choquard equa-
tion involving a general nonlinearity. In [7] the author used penalization technique and Ljusternik-
Schnirelmann theory to study the multiplicity and concentration of positive solutions to
ε2s(−∆)su+ V (x)u = εµ−N
(
1
|x|µ
∗ F (u)
)
f(u) in RN
when the potential V has a local minimum.
On the other hand, in the last few years, a great attention has been focused on the study of fractional
p-Laplacian problems. Indeed, from the mathematical point of view, the fractional p-Laplacian has
taken relevance because two phenomena are present in it: the nonlinearity of the operator and its
nonlocal character. For instance, fractional p-eigenvalue problems have been considered in [23, 31],
some interesting regularity results for weak solutions can be found in [17, 25, 42], several existence
and multiplicity results for problems set in bounded domains or in the whole of RN have been
established in [5, 8, 10, 16, 21, 34, 45], while p-fractional Choquard equations have been studied in
[11, 28, 46].
Motivated by the above papers, in this work we aim to study the existence, multiplicity, and
concentration of positive solutions for the fractional Choquard equation (1.1) assuming that the
potential V : RN → R verifies the following condition due to Rabinowitz [47]:
(V ) V∞ = lim inf |x|→∞ V (x) > V0 = infx∈RN V (x),
and the nonlinearity f : R→ R is a continuous function satisfying the following hypotheses:
(f1) there exist C > 0 and q1, q2 >
p
2 with
p
2 (2−
µ
N
) < q1 ≤ q2 <
p∗s
2 (2−
µ
N
) such that
|f(t)| ≤ C(|t|q1−1 + |t|q2−1) ∀t ∈ R;
(f2) there exists θ > p such that 0 < θF (t) ≤ 2f(t)t for all t > 0, where F (t) =
∫ t
0 f(τ)dτ ;
(f3) t 7→
f(t)
t
p
2
−1
is increasing for t > 0.
The main result of this paper establishes the existence of multiple positive solutions of (1.1) involving
the Ljusternik-Schnirelmann category of the sets M and Mδ defined as
M = {x ∈ Λ : V (x) = V0} and Mδ = {x ∈ R
N : dist(x,M) ≤ δ}, for δ > 0.
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We recall that if Y is a given closed set of a topological space X, we denote by catX(Y ) the
Ljusternik-Schnirelmann category of Y in X, that is the least number of closed and contractible
sets in X which cover Y ; see [35, 52]. More precisely, we are able to prove that
Theorem 1.1. Suppose that V verifies (V ), 0 < µ < sp and f satisfies (f1)-(f3) with
p < q1 ≤ q2 <
p(N − µ)
N − sp
.
Then, for any δ > 0, there exists εδ > 0 such that, for any ε ∈ (0, εδ), problem (1.1) has at least
catMδ(M) positive solutions. Moreover, if uε denotes one of these positive solutions and xε ∈ R
N
its global maximum, then
lim
ε→0
V (xε) = V0,
and there exists C > 0 such that
0 < uε(x) ≤
CεN+sp
εN+sp + |x− xε|N+sp
∀x ∈ RN .
We note that the restriction on the exponents q1 and q2 is justified by the following Hardy-
Littlewood-Sobolev inequality:
Theorem 1.2. [30] Let r, t > 1 and 0 < µ < N such that 1
r
+ µ
N
+ 1
t
= 2. Let f ∈ Lr(RN ) and
h ∈ Lt(RN ). Then there exists a sharp constant C(r,N, µ, t) > 0 independent of f and h such that∫
RN
∫
RN
f(x)h(y)
|x− y|µ
dxdy ≤ C(r,N, µ, t)|f |r|h|t.
Indeed, when we consider the model case F (u) = |u|q, we can see that∫
RN
(
1
|x|µ
∗ F (u)
)
F (u) dx
is well-defined if F (u) ∈ Lt(RN ) for t > 1 such that 2
t
+ µ
N
= 2. Then, using the fractional Sobolev
embeddingW s,p(RN ) ⊂ Lr(RN ) for all r ∈ [p, p∗s], we have to require that tq ∈ [p, p
∗
s] which together
with the fact that we are considering the subcritical case, forces to suppose that
p
2
(
2−
µ
N
)
< q <
p∗s
2
(
2−
µ
N
)
.
Here, we only consider the case q > p.
The proof of Theorem 1.1 is obtained applying suitable variational methods. We would like to
note that our result improves and extends Theorem 1.4 in [3] in the fractional setting because here
we assume that f is only continuous. Indeed, differently from [3], we cannot apply standard Nehari
manifolds arguments to study (1.1) due to the fact that the Nehari manifold associated with (1.1)
is not differentiable. To overcome this difficulty, we use some variants of critical point theorems
due to Szulkin and Weth [50]; see Sections 3 and 4. We also emphasized that the presence of the
fractional p-Laplacian operator and the convolution term, both nonlocal operators, make our study
more complicated with respect to [3], and a more accurate inspection will be done; see Section 2
for some useful technical results.
Indeed, after proving that the levels of compactness are strongly related to the behavior of the
potential V (x) at infinity (see Proposition 5.1), we are able to deduce the existence of a ground
state solution for (1.1) provided that ε > 0 is sufficiently small. Then, we obtain multiple solutions
by using a technique due to Benci and Cerami [12]. The main ingredient is to make precisely
comparisons between the category of some sublevel sets of the energy functional associated with
(1.1) and the category of the setM . We also investigate the concentration of positive solutions uε of
(1.1). More precisely, we combine a Moser iteration technique [38] with the Ho¨lder regularity results
obtained for (−∆)sp (see [17, 25]) to deduce that uε(x) decays at zero as |x| → ∞ uniformly in ε.
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This information together with the continuity of V will be fundamental to infer that uε concentrates
around global minimum of the potential V as ε→ 0. Moreover, arguing as in [10, 11] and using the
recent result in [16], we find out that the solutions of (1.1) have a power-type decay at infinity; see
at the end of Section 6.
As far as we know, there are no results in the literature concerning the multiplicity and concentration
of positive solutions to (1.1) using the Ljusternik-Schnirelmann category theory, so the goal of the
present paper is to give a first result in this direction.
The body of the paper is the following. In Section 2 we collect some lemmas which will be useful
along the paper. In Section 3 we outline the variational framework for studying (1.1). Section 4
is devoted to the study of the autonomous problem associated with (1.1). In Section 5 we provide
a first existence result for (1.1). The last section focuses on the multiplicity and concentration of
solutions to (1.1).
Before concluding this introduction, we would like to recall that using the change of variable
u(x) 7→ u(εx) we can see that problem (1.1) is equivalent to the following one{
(−∆)spu+ V (εx)|u|
p−2u =
(
1
|x|µ ∗ F (u)
)
f(u) in RN ,
u ∈W s,p(RN ), u > 0 in RN ,
(1.3)
which will be considered in the next sections.
2. Preliminaries
In this section we introduce the notations and we give some lemmas which we will use later.
Fix s ∈ (0, 1) and p ∈ (1,∞). We denote by Ds,p(RN ) the completion of C∞c (R
N ) with respect
to the Gagliardo seminorm
[u]ps,p =
∫∫
R2N
|u(x)− u(y)|p
|x− y|N+sp
dx dy,
or equivalently
Ds,p(RN ) =
{
u ∈ Lp
∗
s (RN ) : [u]s,p <∞
}
.
Let us define the fractional Sobolev space
W s,p(RN ) =
{
u ∈ Lp(RN ) :
|u(x) − u(y)|
|x− y|
N+sp
p
∈ Lp(R2N )
}
endowed with the natural norm
‖u‖ps,p = [u]
p
s,p + |u|
p
p.
For reader’s convenience, we recall the following fundamental embeddings:
Theorem 2.1. [18] Let s ∈ (0, 1) and p ∈ (1,∞) be such that N > sp. Then there exists a constant
S∗ = S(N, s, p) > 0 such that for any u ∈ D
s,p(RN )
|u|pp∗s ≤ S∗[u]
p
s,p. (2.1)
Moreover, W s,p(RN ) is continuously embedded in Lq(RN ) for any q ∈ [p, p∗s] and compactly in
Lqloc(R
N ) for any q ∈ [p, p∗s).
We also have the following Lions-type lemma.
Lemma 2.1. Let N > sp. If (un) is a bounded sequence in W
s,p(RN ) and if
lim
n→∞
sup
y∈RN
∫
BR(y)
|un|
pdx = 0
where R > 0, then un → 0 in L
t(RN ) for all t ∈ (p, p∗s).
p-FRACTIONAL CHOQUARD EQUATION 5
Proof. Let τ ∈ (r, p∗s). By the Ho¨lder and Sobolev inequality we have for all n ∈ N
|un|Lτ (BR(y)) ≤ |un|
1−α
Lr(BR(y))
|un|
α
Lp
∗
s (BR(y))
≤ C|un|
1−α
Lr(BR(y))
‖un‖
α
s,p
where α = τ−r
p∗s−r
p∗s
τ
. Now, covering RN by balls of radius R, in such a way that each point of RN is
contained in at most N + 1 balls, we find
|un|
τ
τ ≤ C sup
y∈RN
(∫
BR(y)
|un|
rdx
)(1−α)τ
‖un‖
ατ
s,p.
From the assumption and the boundedness of (un) in W
s,p(RN ), we obtain that un → 0 in L
τ (RN ).
Using an interpolation argument we get the thesis. 
Next, we collect some technical results which will be very useful along the paper.
Lemma 2.2. Let u ∈ W s,p(RN ) and φ ∈ C∞c (R
N ) be such that 0 ≤ φ ≤ 1, φ = 1 in B1(0) and
φ = 0 in RN \ B2(0). Set φr(x) = φ(
x
r
). Then
lim
r→∞
[uφr − u]s,p = 0 and lim
r→∞
|uφr − u|p = 0.
Proof. Since φru → u a.e. in R
N as r → ∞, 0 ≤ φ ≤ 1 and u ∈ Lp(RN ), we can apply the
Dominated Convergence Theorem to see that limr→∞ |uφr − u|p = 0. Now, we show the first
relation of limit. Let us note that
[uφr − u]
p
s,p ≤ 2
p−1
[∫∫
R2N
|u(x)− u(y)|p|φr(x)− 1|
p
|x− y|N+sp
dxdy +
∫∫
R2N
|φr(x)− φr(y)|
p|u(y)|p
|x− y|N+sp
dxdy
]
=: 2p−1[Ar +Br].
Invoking the Dominated Convergence Theorem it is easy to deduce that Ar → 0 as r → ∞.
Concerning Br, recalling that 0 ≤ φr ≤ 1, |∇φr|∞ ≤ C/r and using the polar coordinates, we
obtain∫∫
R2N
|φr(x)− φr(y)|
p
|x− y|N+sp
|u(y)|pdxdy
=
∫
RN
∫
|x−y|>r
|φr(x)− φr(y)|
p
|x− y|N+sp
|u(u)|pdydx+
∫
RN
∫
|x−y|≤r
|φr(x)− φr(y)|
p
|x− y|N+sp
|u(y)|pdydx
≤ C
∫
RN
|u(y)|p
(∫
|x−y|>r
dx
|x− y|N+sp
)
dy +
C
rp
∫
RN
|u(y)|p
(∫
|x−y|≤r
dx
|x− y|N+sp−p
)
dy
≤ C
∫
RN
|u(y)|p
(∫
|z|>r
dz
|z|N+sp
)
dy +
C
rp
∫
RN
|u(y)|p
(∫
|z|≤r
dz
|z|N+sp−p
)
dy
≤ C
∫
RN
|u(y)|pdy
(∫ ∞
r
dρ
ρsp+1
)
+
C
rp
∫
RN
|u(y)|pdy
(∫ r
0
dρ
ρsp−p+1
)
≤
C
rsp
∫
RN
|u(y)|pdy +
C
rp
r−sp+p
∫
RN
|u(y)|pdy
≤
C
rsp
∫
RN
|u(y)|pdy ≤
C
rsp
→ 0 as r →∞.
Hence, Br → 0 as r→∞ and we can conclude the proof of lemma. 
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Lemma 2.3. Let w ∈ Ds,p(RN ) and (zn) ⊂ D
s,p(RN ) be a sequence such that zn → 0 a.e. and
[zn]s,p ≤ C for any n ∈ N. Then we have∫∫
R2N
|A(zn + w)−A(zn)−A(w)|
p′dx = on(1),
where A(u) := |u(x)−u(y)|
p−2(u(x)−u(y))
|x−y|
N+sp
p′
and p′ = p
p−1 is the conjugate exponent of p.
Proof. Firstly, we deal with the case p ≥ 2. Using the Mean Value Theorem, the Young inequality
and p ≥ 2, we can see that for fixed ε > 0 there exists Cε > 0 such that
||a+ b|p−2(a+ b)− |a|p−2a| ≤ ε|a|p−1 + Cε|b|
p−1 for all a, b ∈ R. (2.2)
Taking
a =
zn(x)− zn(y)
|x− y|
N+sp
p
and b =
w(x)− w(y)
|x− y|
N+sp
p
in (2.2) we obtain∣∣∣ |(zn(x) + w(x))− (zn(y) +w(y))|p−2((zn(x) + w(x))− (zn(y) + w(y)))
|x− y|
N+sp
p′
−
|zn(x)− zn(y)|
p−2(zn(x)− zn(y))
|x− y|
N+sp
p′
∣∣∣
≤ ε
|zn(x)− zn(y)|
p−1
|x− y|
N+sp
p′
+Cε
|w(x) − w(y)|p−1
|x− y|
N+sp
p′
.
Let us consider the function Hε,n : R
2N → R+ defined by
Hε,n(x, y) := max
{
|A(zn + w)−A(zn)−A(w)| − ε
|zn(x)− zn(y)|
p−1
|x− y|
N+sp
p′
, 0
}
.
We can see that Hε,n → 0 a.e. in R
2N as n→∞, and
0 ≤ Hε,n(x, y) ≤ C1
|w(x)− w(y)|p−1
|x− y|
N+sp
p′
∈ Lp
′
(R2N ).
Then, using the Dominated Convergence Theorem, we have∫
R2N
|Hε,n|
p′dxdy → 0 as n→∞.
On the other hand, from the definition of Hε,n, we deduce that
|A(zn + w)−A(zn)−A(w)| ≤ ε
|zn(x)− zn(y)|
p−1
|x− y|
N+sp
p′
+Hε,n,
so we obtain
|A(zn + w)−A(zn)−A(w)|
p′ ≤ C2
[
εp
′ |zn(x)− zn(y)|
p
|x− y|N+sp
+ (Hε,n)
p′
]
.
Therefore
lim sup
n→∞
∫∫
R2N
|A(zn +w) −A(zn)−A(w)|
p′dxdy ≤ C2ε
p′ lim sup
n→∞
[zn]
p
s,p ≤ C3ε
p′ ,
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and by the arbitrariness of ε > 0 we get the thesis.
Now, we suppose that 1 < p < 2. Using Lemma 3.1 in [36], we know that
sup
c∈RN ,d6=0
∣∣∣∣ |c+ d|p−2(c+ d)− |c|p−2c|d|p−1
∣∣∣∣ <∞.
Taking
c =
zn(x)− zn(y)
|x− y|
N+sp
p
and d =
w(x)− w(y)
|x− y|
N+sp
p
,
we can conclude the proof applying the Dominated Convergence Theorem. 
In order to study (1.3), for any ε > 0, we introduce the following fractional Sobolev space
Wε =
{
u ∈W s,p(RN ) :
∫
RN
V (εx)|u(x)|p dx <∞
}
endowed with the norm
‖u‖pε = [u]
p
s,p +
∫
RN
V (εx)|u(x)|p dx.
In view of assumption (V ) and Theorem 2.1, it is easy to check that the following result holds.
Theorem 2.2. The spaceWε is continuously embedded inW s,p(RN ). Therefore, Wε is continuously
embedded in Lr(RN ) for any r ∈ [p, p∗s] and compactly embedded in L
r
loc(R
N ) for any r ∈ [1, p∗s).
When the potential V (x) is coercive, we can obtain the compactness of Wε into the Lebesgue
spaces Lr(RN ).
Theorem 2.3. Let V∞ =∞. Then Wε is compactly embedded into L
r(RN ) for any r ∈ [p, p∗s).
Proof. Firstly, we assume that r = p. From Theorem 2.2 we know that Wε ⊂ L
p(RN ). Let (un) be
a sequence such that un ⇀ 0 in Wε. Then, un ⇀ 0 in W
s,p(RN ).
Let us define
M := sup
n∈N
‖un‖ε <∞. (2.3)
Since V is coercive, for any η > 0 there exists R = Rη > 0 such that
1
V (εx)
< η, for any |x| > R. (2.4)
Since un → 0 in L
p(BR(0)), there exists n0 > 0 such that∫
BR(0)
|un|
pdx ≤ η for any n ≥ n0. (2.5)
Hence, for any n ≥ n0, by (2.3)-(2.5), we have∫
RN
|un|
pdx =
∫
BR(0)
|un|
pdx+
∫
BcR(0)
|un|
pdx
< η + η
∫
BcR(0)
V (εx)|un|
pdx ≤ η(1 +Mp).
Therefore, un → 0 in L
p(RN ).
When r > p, using the conclusion of r = p, interpolation inequality and Theorem 2.1, we can see
that
|un|r ≤ C[un]
α
s,p|un|
1−α
p ,
where 1
r
= α
p
+ 1−α
p∗s
, which yields the conclusion as required. 
Let us prove the following splitting for the Wε-norm in the spirit of the Brezis-Lieb Lemma [13].
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Lemma 2.4. If (un) is a bounded sequence in Wε, then
‖un − u‖
p
ε = ‖un‖
p
ε − ‖u‖
p
ε + on(1).
Proof. From the Brezis-Lieb Lemma [13] we know that if r ∈ (1,∞) and (gn) ⊂ L
r(Rk) is a bounded
sequence such that gn → g a.e. in R
k, then we have
|gn − g|
r
Lr(Rk) = |gn|
r
Lr(Rk) − |g|
r
Lr(Rk) + on(1). (2.6)
Therefore ∫
RN
V (εx)|un − u|
p =
∫
RN
V (εx)|un|
p −
∫
RN
V (εx)|u|p + on(1),
and taking
gn =
un(x)− un(y)
|x− y|
N+sp
p
, g =
u(x)− u(y)
|x− y|
N+sp
p
, r = p and k = 2N
in (2.6), we can see that
[un − u]
p
s,p = [un]
p
s,p − [u]
p
s,p + on(1).

The next lemma is a variant of the Brezis-Lieb Lemma [13] (see also [1]) for the nonlocal term.
Lemma 2.5. Let (un) ⊂ W
s,p(RN ) be such that un ⇀ u in W
s,p(RN ). Set vn = un − u. Then we
have
Σ(un)− Σ(vn)−Σ(u) = on(1),
and for any ϕ ∈ Wε such that ‖ϕ‖ε ≤ 1 it holds
〈Σ′(un)− Σ
′(vn)− Σ
′(u), ϕ〉 = on(1),
where
Σ(u) :=
1
2
∫
RN
K(u)(x)F (u(x)) dx and K(u)(x) :=
∫
RN
F (u(y))
|x− y|µ
dy.
Proof. We only show the validity of the first statement because the second one can be proved using
similar arguments. For more details we refer the interested reader to [1].
Firstly, we show that
F (un)− F (vn)→ F (u) in L
2N
2N−µ (RN ). (2.7)
By the Mean Value Theorem, assumption (f1) and Young’s inequality we can see that for any ε > 0
there exists Cε > 0 such that
|F (un)− F (vn)|
2N
2N−µ ≤
∣∣∣∣∫ 1
0
f(un − tu)u dt
∣∣∣∣
2N
2N−µ
≤
[
|u|(|un|+ |u|)
q1−1 + |u|(|un|+ |u|)
q2−1
] 2N
2N−µ
≤ ε(|un|
2Nq1
2N−µ + |un|
2Nq2
2N−µ ) + C(|u|
2Nq1
2N−µ + |u|
2Nq2
2N−µ )
which together with
|F (u)|
2N
2N−µ ≤ C(|u|
2Nq1
2N−µ + |u|
2Nq2
2N−µ )
implies that
|F (un)− F (vn)− F (u)|
2N
2N−µ ≤ ε(|un|
2Nq1
2N−µ + |un|
2Nq2
2N−µ ) + C(|u|
2Nq1
2N−µ + |u|
2Nq2
2N−µ ).
Let us define
Gε,n = max
{
|F (un)− F (vn)− F (u)|
2N
2N−µ − ε(|un|
2Nq1
2N−µ + |un|
2Nq2
2N−µ ), 0
}
,
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and we observe that Gε,n → 0 a.e. in R
N as n→∞ and
0 ≤ Gε,n ≤ C(|u|
2Nq1
2N−µ + |u|
2Nq2
2N−µ ) ∈ L1(RN ),
because of p < 2Nq12N−µ < p
∗
s and p <
2Nq2
2N−µ < p
∗
s in view of p < q1 ≤ q2 <
p(N−µ)
N−sp .
Hence, invoking the Dominated Convergence Theorem, we get Gε,n → 0 in L
1(RN ) as n→∞.
On the other hand, from the definition of Gε,n it follows that
|F (un)− F (vn)− F (u)|
2N
2N−µ ≤ ε(|un|
2Nq1
2N−µ + |un|
2Nq2
2N−µ ) +Gε,n,
so, using the boundedness of (un) in W
s,p(RN ), we can deduce that
lim sup
n→∞
∫
RN
|F (un)− F (vn)− F (u)|
2N
2N−µ ≤ Cε ∀ε > 0.
This ends the proof of (2.7). Then, in view of Theorem 1.2, we have
1
|x|µ
∗ (F (un)− F (vn))→
1
|x|µ
∗ F (u) in L
2N
µ (RN ). (2.8)
Now, let us note that∫
RN
(
1
|x|µ
∗ F (un)
)
F (un)−
(
1
|x|µ
∗ F (vn)
)
F (vn)
=
∫
RN
(
1
|x|µ
∗ (F (un)− F (vn))
)
(F (un)− F (vn)) + 2
∫
RN
(
1
|x|µ
∗ (F (un)− F (vn))
)
F (vn).
(2.9)
Since F (vn)⇀ 0 in L
2N
2N−µ (RN ), we can use (2.7), (2.8) and (2.9) to obtain the thesis. 
3. Variational framework
In order to study (1.3), we will look for critical points of the following Euler-Lagrange functional
Jε :Wε → R defined by
Jε(u) =
1
p
‖u‖pε − Σ(u)
where
Σ(u) =
1
2
∫
RN
K(u)(x)F (u(x)) dx and K(u)(x) =
∫
RN
F (u(y))
|x− y|µ
dy.
In view of (f1), Theorem 2.2 and Theorem 1.2, it is easy to check that Jε is well-defined, Jε ∈
C1(Wε,R) and its differential is given by
〈J ′ε(u), v〉 =
∫∫
R2N
|u(x)− u(y)|p−2(u(x)− u(y))(v(x) − v(y))
|x− y|N+sp
dxdy +
∫
RN
V (εx)|u|p−2uv dx
−
∫
RN
∫
RN
F (u(y))
|x− y|µ
f(u(x))v(x) dxdy
for any u, v ∈ Wε. Let us introduce the Nehari manifold associated with (1.3), namely
Nε := {u ∈ Wε \{0} : 〈J
′
ε(u), u〉 = 0}.
Firstly, we show that Jε verifies the assumptions of the Mountain Pass Theorem [4].
Lemma 3.1. Jε verifies the following properties:
(i) there exist α, ρ > 0 such that Jε(u) ≥ α for any u ∈ Wε such that ‖u‖ε = ρ;
(ii) there exists e ∈ Wε with ‖e‖ε > ρ such that Jε(e) < 0.
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Proof. Using (f1) and applying Theorem 1.2 we get∣∣∣∣∫
RN
K(u)F (u) dx
∣∣∣∣ ≤ C|F (u)|t|F (u)|t ≤ C (∫
RN
(|u|q1 + |u|q2 dx)t
) 2
t
, (3.1)
where 1
t
= 12(2 −
µ
N
). Since p < q1 ≤ q2 <
p∗s
2 (2 −
µ
N
), we can see that tq1, tq2 ∈ (p, p
∗
s), and from
Theorem 2.2 we have (∫
RN
(|u|q1 + |u|q2)t dx
) 2
t
≤ C(‖u‖q1ε + ‖u‖
q2
ε )
2. (3.2)
Putting together (3.1) and (3.2) we can deduce that∣∣∣∣∫
RN
(
1
|x|µ
∗ F (u)
)
F (u) dx
∣∣∣∣ ≤ C(‖u‖q1ε + ‖u‖q2ε )2 ≤ C(‖u‖2q1ε + ‖u‖2q2ε ).
Therefore, we obtain
J (u) ≥
1
p
‖u‖pε − C(‖u‖
2q1
ε + ‖u‖
2q2
ε ),
and being q2 ≥ q1 >
p
2 we can see that (i) holds. Fix u0 ∈ W
s,p(RN ) \ {0} such that u0 ≥ 0, and
we set
h(t) = Σ
(
tu0
‖u0‖ε
)
for t > 0.
Using (f2), we deduce that
h′(t) = Σ′
(
tu0
‖u0‖ε
)
u0
‖u0‖ε
=
∫
RN
(
1
|x|µ
∗ F
(
tu0
‖u0‖ε
))
f
(
tu0
‖u0‖ε
)
u0
‖u0‖ε
dx
=
1
t
∫
RN
1
2
(
1
|x|µ
∗ F
(
tu0
‖u0‖ε
))
2f
(
tu0
‖u0‖ε
)
tu0
‖u0‖ε
dx
>
θ
t
h(t). (3.3)
Integrating (3.3) on [1, t‖u0‖ε] with t >
1
‖u0‖ε
, we find
h(t‖u0‖ε) ≥ h(1)(t‖u0‖ε)
θ
which implies that
Σ(tu0) ≥ Σ
(
u0
‖u0‖ε
)
‖u0‖
θ
εt
θ.
Consequently, we have
Jε(tu0) =
tp
p
‖u0‖
p
ε − Σ(tu0) ≤ C1t
p − C2t
θ for t >
1
‖u0‖ε
.
Taking e = tu0 with t sufficiently large, we can see that (ii) holds. 
Now, we prove the following lemma related to the function K(u) which will be very useful in the
sequel.
Lemma 3.2. Assume that (f1)-(f3) hold, 0 < µ < sp and p < q1 ≤ q2 <
p(N−µ)
N−sp . Let (un) be a
bounded sequence in Wε. Then there exists C0 > 0 such that
|K(un)|∞ ≤ C0 for any ε > 0. (3.4)
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Proof. Let us note that (f1) yields
|F (t)| ≤ C(|t|q1 + |t|q2) for all t ∈ R.
Then, we can see that
|K(un)(x)| =
∣∣∣∣∫
RN
F (un)
|x− y|µ
dy
∣∣∣∣
≤
∣∣∣∣∣
∫
|x−y|≤1
F (un)
|x− y|µ
dy
∣∣∣∣∣+
∣∣∣∣∣
∫
|x−y|>1
F (un)
|x− y|µ
dy
∣∣∣∣∣
≤ C
∫
|x−y|≤1
|un(y)|
q1 + |un(y)|
q2
|x− y|µ
dy + C
∫
RN
(|un|
q1 + |un|
q2) dy
≤ C
∫
|x−y|≤1
|un(y)|
q1 + |un(y)|
q2
|x− y|µ
dy + C (3.5)
where in the last line we used Theorem 2.2 and ‖un‖ε ≤ K. Now, we take
t ∈
(
N
N − µ
,
Np
(N − sp)q1
]
and r ∈
(
N
N − µ
,
Np
(N − sp)q2
]
.
Applying the Ho¨lder inequality and using Theorem 2.2 and ‖un‖ε ≤ K, we can see that∫
|x−y|≤1
|un(y)|
q1
|x− y|µ
dy ≤
(∫
|x−y|≤1
|un|
tq1 dy
) 1
t
(∫
|x−y|≤1
1
|x− y|
tµ
t−1
dy
) t−1
t
≤ C
(∫ 1
0
ρN−1−
tµ
t−1 dρ
) t−1
t
<∞. (3.6)
because of N − 1− tµ
t−1 > −1. Similarly, we get∫
|x−y|≤1
|un(y)|
q2
|x− y|µ
dy ≤
(∫
|x−y|≤1
|un|
rq2 dy
) 1
r
(∫
|x−y|≤1
1
|x− y|
rµ
r−1
dy
) r−1
r
≤ C
(∫ 1
0
ρN−1−
rµ
r−1 dρ
) r−1
r
<∞ (3.7)
in view of N − 1− rµ
r−1 > −1. Putting together (3.6) and (3.7) we can see that∫
|x−y|≤1
|un(y)|
q1 + |un(y)|
q2
|x− y|µ
dy ≤ C for all x ∈ RN
which in view of (3.5) yields (3.4). 
Since f is only continuous, the next results are very important because they allow us to overcome
the non-differentiability of Nε. We begin proving some properties for the functional Jε.
Lemma 3.3. Under assumptions (V ) and (f1)-(f3) we have for any ε > 0:
(i) J ′ε maps bounded sets of Wε into bounded sets of Wε.
(ii) J ′ε is weakly sequentially continuous in Wε.
(iii) Jε(tnun)→ −∞ as tn →∞, where un ∈ K and K ⊂ Wε \{0} is a compact subset.
Proof. (i) Let (un) be a bounded sequence in Wε and v ∈ Wε. Then, from (f1) and Lemma 3.2 we
deduce that
〈J ′ε(un), v〉 ≤ C‖un‖
p−1
ε ‖v‖ε + C‖un‖
q1−1
ε ‖v‖ε + C‖un‖
q2−1
ε ‖v‖ε ≤ C.
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(ii) Assume that un ⇀ u in Wε and take v ∈ C
∞
c (R
N ). Then, we know that
〈J ′ε(un), v〉 =
∫∫
R2N
|un(x)− un(y)|
p−2(un(x)− un(y))(v(x) − v(y))
|x− y|N+sp
dxdy +
∫
RN
V (εx)|un|
p−2unv dx
−
∫
RN
∫
RN
F (un(y))
|x− y|µ
f(un(x))v(x) dxdy.
The weak convergence gives that∫∫
R2N
|un(x)− un(y)|
p−2(un(x)− un(y))(v(x) − v(y))
|x− y|N+sp
dxdy
→
∫∫
R2N
|u(x)− u(y)|p−2(u(x) − u(y))(v(x) − v(y))
|x− y|N+sp
dxdy
and ∫
RN
V (εx)|un|
p−2unv dx→
∫
RN
V (εx)|u|p−2uv dx.
Now, the growth conditions on f and the boundedness of (un) in Wε imply that F (un) is bounded
in L
2N
2N−µ (RN ). Moreover, un → u a.e. in R
N and the continuity of F gives that F (un)→ F (u) a.e.
in RN . Therefore, F (un)⇀ F (u) in L
2N
2N−µ (RN ). Using Theorem 1.2, we know that the convolution
term
1
|x|µ
∗ w(x) ∈ L
2N
µ (RN ) ∀w ∈ L
2N
2N−µ (RN ),
and it is a linear bounded operator from L
2N
2N−µ (RN ) to L
2N
µ (RN ). Accordingly,
1
|x|µ
∗ F (un)⇀
1
|x|µ
∗ F (u) in L
2N
µ (RN ).
Since f has subcritical growth, we know that f(un) → f(u) in L
r
loc(R
N ) for all r ∈ [1, p
∗
s
q2−1
).
Therefore, we get ∫
RN
(
1
|x|µ
∗ F (un)
)
f(un)v →
∫
RN
(
1
|x|µ
∗ F (u)
)
f(u)v.
In conclusion, 〈J ′ε(un), v〉 → 〈J
′
ε(u), v〉 for all v ∈ C
∞
c (R
N ), and using the density of C∞c (R
N ) in
Wε we get the thesis.
(iii) Without loss of generality, we may assume that ‖u‖ε = 1 for each u ∈ K. For un ∈ K, after
passing to a subsequence, we obtain that un → u ∈ Sε. Then, using (f2) and Fatou’s Lemma we
can see that
Jε(tnun) ≤ Ct
p
n − Ct
θ
n → −∞ as n→∞
where we used that θ > p. 
Lemma 3.4. Under the assumptions of Lemma 3.3, for ε > 0 we have:
(i) for all u ∈ Sε, there exists a unique tu > 0 such that tuu ∈ Nε. Moreover, mε(u) = tuu is the
unique maximum of Jε on Wε, where Sε = {u ∈ Wε : ‖u‖ε = 1}.
(ii) The set Nε is bounded away from 0. Furthermore Nε is closed in Wε.
(iii) There exists α > 0 such that tu ≥ α for each u ∈ Sε and, for each compact subset W ⊂ Sε,
there exists CW > 0 such that tu ≤ CW for all u ∈W .
(iv) For each u ∈ Nε, m
−1
ε (u) =
u
‖u‖ε
∈ Nε. In particular, Nε is a regular manifold diffeomorphic
to the sphere in Wε.
(v) cε = infNε Jε ≥ ρ > 0 and Jε is bounded below on Nε, where ρ is independent of ε.
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Proof. (i) For each u ∈ Sε and t > 0, we define h(t) = Jε(tu). From the proof of the Lemma 3.1 we
know that h(0) = 0, h(t) < 0 for t large and h(t) > 0 for t small. Therefore, maxt≥0 h(t) is achieved
at some t = tu > 0 satisfying h
′(tu) = 0 and tuu ∈ Nε. Now, we note that tu ∈ Nε if and only if
‖u‖pε =
∫
RN
∫
RN
F (tu(y))
t
p
2 |x− y|µ
f(tu(x))
t
p
2
−1
u(x) dxdy. (3.8)
Using (f2) and (f3), we can see that the functions
t 7→
F (t)
t
p
2
and t 7→
f(t)
t
p
2
−1
are increasing for t > 0, so the right hand side in (3.8) is an increasing function of t. Then, it is
easy to verify the uniqueness of a such tu.
(ii) Using Theorem 1.2 and (f1), we can see that for all u ∈ Nε
‖u‖pε ≤ C(‖u‖
2q1
ε + ‖u‖
2q2
ε )
so there exists κ > 0 such that
‖u‖ε ≥ κ. (3.9)
Now we prove that the set Nε is closed in Wε. Let (un) ⊂ Nε such that un → u in Wε. In view
of Lemma 3.3 we know that J ′ε(un) is bounded, so we can deduce that
〈J ′ε(un), un〉 − 〈J
′
ε(u), u〉 = 〈J
′
ε(un)− J
′
ε(u), u〉 + 〈J
′
ε(un), un − u〉 → 0
that is 〈J ′ε(u), u〉 = 0. This combined with ‖u‖ε ≥ κ implies that
‖u‖ε = lim
n→∞
‖un‖ε ≥ κ > 0,
that is u ∈ Nε.
(iii) For each u ∈ Sε there exists tu > 0 such that tuu ∈ Nε. From the proof of (ii), we can see that
tu = ‖tuu‖ε ≥ κ.
Now we prove that tu ≤ CW for all u ∈ W ⊂ Sε. Assume by contradiction that there exists
(un) ⊂ W ⊂ Sε such that tun → ∞. Since W is compact, there is u ∈ W such that un → u in Wε
and un → u a.e. in R
N . Using Lemma 3.3-(iii), we can infer that Jε(tunun) → −∞ as n → ∞,
which gives a contradiction because (f2) implies that
Jε(u)|Nε =
∫
RN
K(u)
[
1
p
f(u)u−
1
2
F (u)
]
dx ≥ 0.
(iv) Let us define the maps mˆε :Wε \{0} → Nε and mε : Sε → Nε by
mˆε(u) = tuu and mε = mˆε|Sε . (3.10)
In the light of (i)-(iii), we can apply Proposition 8 in [50] to deduce that mε is a homeomorphism
between Sε and Nε and the inverse of mε is given by m
−1
ε (u) =
u
‖u‖ε
. Therefore Nε is a regular
manifold diffeomorphic to Sε.
(v) For ε > 0, t > 0 and u ∈ Wε \{0}, we can argue as in Lemma 3.1 to see that
Jε(tu) ≥
tp
p
‖u‖pε − C(t
2q1‖u‖2q1ε + t
q2‖u‖2q2ε ).
Hence, we can find ρ > 0 such that Jε(tu) ≥ ρ > 0 for t > 0 small enough. On the other hand,
using (i)-(iii), we know (see [50]) that
cε = inf
u∈Nε
Jε(u) = inf
u∈Wε \{0}
max
t≥0
Jε(tu) = inf
u∈Sε
max
t≥0
Jε(tu) (3.11)
which yields cε ≥ ρ and Jε|Nε ≥ ρ. 
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Now we introduce the functionals Ψˆε :Wε \{0} → R and Ψε : Sε → R defined by
Ψˆε = Jε(mˆε(u)) and Ψε = Ψˆε|Sε ,
where mˆε(u) = tuu is given in (3.10). As in [50] we have the following result:
Lemma 3.5. Under the assumptions of Lemma 3.3, we have that for ε > 0:
(i) Ψε ∈ C
1(Sε,R), and
Ψ′ε(w)v = ‖mε(w)‖εJ
′
ε(mε(w))v for v ∈ Tw(Sε).
(ii) (wn) is a Palais-Smale sequence for Ψε if and only if (mε(wn)) is a Palais-Smale sequence for
Jε. If (un) ⊂ Nε is a bounded Palais-Smale sequence for Jε, then (m
−1
ε (un)) is a Palais-Smale
sequence for Ψε.
(iii) u ∈ Sε is a critical point of Ψε if and only if mε(u) is a critical point of Jε. Moreover the
corresponding critical values coincide and
inf
Sε
Ψε = inf
Nε
Jε = cε.
Using a variant of the Mountain Pass Theorem without Palais-Smale condition [52], we know that
there exists a Palais-Smale sequence (un) ⊂ Wε at the level cε such that
Jε(un)→ cε and J
′
ε(un)→ 0.
Lemma 3.6. Let c ∈ R and (un) be a Palais-Smale sequence of Jε at level c. Then (un) is bounded
in Wε.
Proof. Using assumption (f2) (which implies that K(un) ≥ 0) we have
c+ on(1)‖un‖ε = Jε(un)−
1
θ
〈J ′ε(un), un〉
=
(
1
p
−
1
θ
)
‖un‖
p
ε +
1
θ
∫
RN
K(un)
(
f(un)un −
θ
2
F (un)
)
dx
≥
(
1
p
−
1
θ
)
‖un‖
p
ε,
and being θ > p we get the thesis. 
4. The limit problem
In this section we deal with the autonomous problem associated with (1.3), that is{
(−∆)spu+ µ|u|
p−2u =
(
1
|x|µ ∗ F (u)
)
f(u) in RN ,
u ∈W s,p(RN ), u > 0 in RN ,
(Pµ)
where µ > 0. The corresponding functional is given by
Iµ(u) =
1
p
‖u‖pµ − Σ(u)
which is well defined on the space Xµ =W
s,p(RN ) endowed with the norm
‖u‖pµ := [u]
p
s,p + µ|u|
p
p.
Hence, Iµ ∈ C
1(Xµ,R) and its differential I
′
µ is given by
〈I ′µ(u), ϕ〉 =
∫∫
R2N
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|N+sp
(ϕ(x)− ϕ(y)) dxdy
+ µ
∫
RN
|u|p−2uϕdx−
∫
RN
∫
RN
F (u(y))
|x− y|µ
f(u(x))v(x) dxdy
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for any u, ϕ ∈ Xµ. Let us define the Nehari manifold associated with Iµ, that is
Mµ =
{
u ∈ Xµ \ {0} : 〈I
′
µ(u), u〉 = 0
}
.
Arguing as in Section 3 we can prove the following lemma.
Lemma 4.1. Under the assumptions of Lemma 3.3, for µ > 0 we have:
(i) for all u ∈ Sµ, there exists a unique tu > 0 such that tuu ∈ Mµ. Moreover, mµ(u) = tuu is
the unique maximum of Iµ on Wε, where Sµ = {u ∈ Xµ : ‖u‖µ = 1}.
(ii) The set Mµ is bounded away from 0. Furthermore Xµ is closed in Xµ.
(iii) There exists α > 0 such that tu ≥ α for each u ∈ Sµ and, for each compact subset W ⊂ Sµ,
there exists CW > 0 such that tu ≤ CW for all u ∈W .
(iv) Mµ is a regular manifold diffeomorphic to the sphere in Xµ.
(v) dµ = infMµ Iµ > 0 and Iµ is bounded below on Mµ by some positive constant.
(vi) Iµ is coercive on Mµ.
Now we define the following functionals Ψˆµ : Xµ \ {0} → R and Ψµ : Sµ → R by
Ψˆµ = Iµ(mˆµ(u)) and Ψµ = Ψˆµ|Sµ .
Lemma 4.2. Under the assumptions of Lemma 3.3, we have that for µ > 0:
(i) Ψµ ∈ C
1(Sµ,R), and
Ψ′µ(w)v = ‖mµ(w)‖µI
′
µ(mµ(w))v for v ∈ Tw(Sµ).
(ii) (wn) is a Palais-Smale sequence for Ψµ if and only if (mµ(wn)) is a Palais-Smale sequence
for Iµ. If (un) ⊂Mµ is a bounded Palais-Smale sequence for Iµ, then (m
−1
µ (un)) is a Palais-
Smale sequence for Ψµ.
(iii) u ∈ Sµ is a critical point of Ψµ if and only if mµ(u) is a critical point of Iµ. Moreover the
corresponding critical values coincide and
inf
Sµ
Ψµ = inf
Mµ
Iµ = dµ.
Remark 4.1. As in (3.11), from (i)-(iii) of Lemma 4.1, we can see that dµ admits the following
minimax characterization
dµ = inf
u∈Mµ
Iµ(u) = inf
u∈Xµ\{0}
max
t≥0
Iµ(tu) = inf
u∈Sµ
max
t≥0
Iµ(tu). (4.1)
Lemma 4.3. Let (un) ⊂ Mµ be a minimizing sequence for Iµ. Then, (un) is bounded and there
exist a sequence (yn) ⊂ R
N and constants R, β > 0 such that
lim inf
n→∞
∫
BR(yn)
|un|
pdx ≥ β > 0.
Proof. Arguing as in the proof of Lemma 3.6, we can see that (un) is bounded in Xµ. Now, assume
by contradiction that for any R > 0 it holds
lim
n→∞
sup
y∈RN
∫
BR(y)
|un|
pdx = 0.
Since (un) is bounded in Xµ, we can apply Lemma 2.1 to see that
un → 0 in L
t(RN ) for any t ∈ (p, p∗s). (4.2)
Since 〈I ′µ(un), un〉 = 0 we get
‖un‖
p
µ =
∫
RN
K(un)f(un)undx.
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Taking into account (f1), Lemma 3.2, (4.2) and the fact that (un) is bounded in Xµ, we have
0 ≤ ‖un‖
p
µ ≤ C(|un|
q1
q1
+ |un|
q2
q2
)→ 0
from which we deduce that un → 0 in Xµ. 
Let us conclude this section proving the following existence result for (Pµ).
Lemma 4.4. For all µ > 0, problem (Pµ) has at least one positive ground state solution.
Proof. From (v) of Lemma 4.1, we know that dµ > 0 for each µ > 0. Moreover, if u ∈ Mµ verifies
Iµ(u) = dµ, then m
−1
µ (u) is a minimizer of Ψµ and it is a critical point of Ψµ. In view of Lemma
4.2, we can see that u is a critical point of Iµ. Now we show that there exists a minimizer of Iµ|Mµ .
Applying Ekeland’s variational principle there exists a sequence (νn) ⊂ Sµ such that Ψµ(νn) → dµ
and Ψ′µ(νn) → 0 as n → ∞. Let un = mµ(νn) ∈ Mµ. Then, thanks to Lemma 4.2, Iµ(un) → cµ
and I ′µ(un) → 0 as n → ∞. Arguing as in Lemma 3.6, (un) is bounded in Xµ and un ⇀ u in Xµ.
From Lemma 4.3, we can find (yn) ⊂ R
N and R, β > 0 such that
lim inf
n→∞
∫
BR(yn)
|un|
pdx ≥ β > 0.
Set vn(x) = un(x + yn). Then
∫
BR(0)
|vn|
pdx ≥ β2 . Since Iµ and I
′
µ are invariant by translation, it
holds that Iµ(vn)→ dµ and I
′
µ(vn)→ 0. Observing that (vn) is bounded in Xµ, we may assume that
vn ⇀ v in Xµ, for some v 6= 0. Arguing as in (ii) of Lemma 3.3, we can deduce that I
′
µ(v) = 0. Since
v 6= 0, we can deduce that v ∈ Mµ. Hence, Iµ(v) ≥ cµ and using Fatou’s Lemma we can conclude
that Iµ(v) = dµ. Now, recalling that f(t) = 0 for t ≤ 0 and |x− y|
q−2(x− y)(x−− y−) ≥ |x−− y−|q
for all q ≥ 1, we can deduce that 〈I ′µ(v), v
−〉 = 0 implies that v ≥ 0 in RN . Arguing as in Lemma
6.5, we can obtain that v ∈ L∞(RN ) and applying Corollary 5.5 in [25] we have v ∈ C0,α(RN ).
Using the maximum principle in [15] we can conclude that u > 0 in RN . 
5. Existence of a ground state solution
In this section we focus on the existence of a solution to (1.3) provided that ε is sufficiently small.
Firstly, we can note that arguing as in Lemma 4.3 we have the following result:
Lemma 5.1. Let (un) ⊂ Nε be a sequence for Jε such that Jε(un)→ c and un ⇀ 0 in Wε. Then,
one of the following alternatives occurs
(a) un → 0 in Wε;
(b) there are a sequence (yn) ⊂ R
N and constants R, β > 0 such that
lim inf
n→∞
∫
BR(yn)
|un|
pdx ≥ β > 0.
Proof. Assume that (b) does not hold true. Then, for any R > 0 it holds
lim
n→∞
sup
y∈RN
∫
BR(y)
|un|
pdx = 0.
Since (un) is bounded in Wε, from Lemma 2.1 it follows that
un → 0 in L
r(RN ) for any r ∈ (p, p∗s). (5.1)
Then we can proceed as in Lemma 4.3 to get the thesis. 
In order to get a compactness result for Jε, we need to prove the following auxiliary lemma.
Lemma 5.2. Assume that V∞ < ∞ and let (vn) ⊂ Nε be a sequence such that Jε(vn) → d with
vn → 0 in Wε. If vn 9 0 in Wε, then d ≥ dV∞.
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Proof. Let (tn) ⊂ (0,+∞) be such that (tnvn) ⊂MV∞ .
Claim 1: We aim to prove that
lim sup
n→∞
tn ≤ 1.
Assume by contradiction that there exist δ > 0 and a subsequence, still denoted by (tn), such that
tn ≥ 1 + δ ∀n ∈ N. (5.2)
Since 〈J ′ε(vn), vn〉 = 0, we have
[vn]
p
s,p +
∫
RN
V (εx)|vn|
pdx =
∫
RN
∫
RN
F (vn(y))f(vn(x))vn(x)
|x− y|µ
. (5.3)
On the other hand, tnvn ∈ MV∞ , so we get
tpn[vn]
p
s,p + t
p
n
∫
RN
V∞|vn|
pdx =
∫
RN
∫
RN
F (tnvn(y))f(tnvn(x))tnvn(x)
|x− y|µ
. (5.4)
Putting together (5.3) and (5.4) we obtain∫
RN
(V∞ − V (εx)) |vn|
pdx =
∫
RN
∫
RN
[
F (tnvn(y))f(tnvn(x))vn(x)
tp−1n |x− y|µ
−
F (vn(y))f(vn(x))vn(x)
|x− y|µ
]
.
By assumption (V ) we can see that, given ζ > 0 there exists R = R(ζ) > 0 such that
V (εx) ≥ V∞ − ζ for any |x| ≥ R. (5.5)
Now, taking into account the fact that vn → 0 in L
p(BR(0)) and the boundedness of (vn) in Wε,
we can infer that∫
RN
(V∞ − V (εx)) |vn|
pdx =
∫
BR(0)
(V∞ − V (εx)) |vn|
pdx+
∫
BcR(0)
(V∞ − V (εx)) |vn|
pdx
≤ V∞
∫
BR(0)
|vn|
pdx+ ζ
∫
BcR(0)
|vn|
pdx
≤ on(1) +
ζ
V0
∫
BcR(0)
V (εx)|vn|
pdx
≤ on(1) +
ζ
V0
‖vn‖
p
ε ≤ on(1) + ζC.
Thus, ∫
RN
∫
RN
[
F (tnvn(y))f(tnvn(x))tnvn(x)
|x− y|µ
−
F (vn(y))f(vn(x))vn(x)
|x− y|µ
]
≤ ζC + on(1). (5.6)
Since vn 9 0 in Wε, we can apply Lemma 5.1 to deduce the existence of a sequence (yn) ⊂ RN ,
and the existence of two positive numbers R¯, β such that∫
BR¯(yn)
|vn|
pdx ≥ β > 0. (5.7)
Let us consider v¯n = vn(x + yn). Taking into account that V0 < V (εx) and the boundedness of
(vn) in Wε, we can see that (v¯n) is bounded in W
s,p(RN ). Then we may assume that v¯n ⇀ v¯ in
W s,p(RN ). By (5.7) there exists Ω ⊂ RN with positive measure and such that v¯ > 0 in Ω. Using
(5.2), (5.6), and the facts f(t)
t
p
2−1
and F (t)
t
p
2
are increasing for t > 0 in view of (f2) and (f3), we can
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infer
0 <
∫
Ω
∫
Ω
|vn(x)|
p
2 |vn(y)|
p
2
|x− y|µ
[
F ((1 + δ)vn(y))f((1 + δ)vn(x))(1 + δ)vn(x)
(1 + δ)
p
2 |vn(x)|
p
2 (1 + δ)
p
2 |vn(y)|
p
2
−
F (vn(y))f(vn(x))vn(x)
|vn(y)|
p
2 |vn(x)|
p
2
]
=
∫
Ω
∫
Ω
[
F ((1 + δ)vn(y))f((1 + δ)vn(x))(1 + δ)vn(x)
(1 + δ)p|x− y|µ
−
F (vn(y))f(vn(x))vn(x)
|x− y|µ
]
≤ ζC + on(1).
Taking the limit as n→∞ and applying Fatou’s Lemma we obtain
0 <
∫
Ω
∫
Ω
[
F ((1 + δ)v(y))f((1 + δ)v(x))(1 + δ)v(x)
(1 + δ)p|x− y|µ
−
F (v(y))f(v(x))v(x)
|x− y|µ
]
≤ ζC
for any ζ > 0, and this is a contradiction.
Now, we distinguish the following cases:
Case 1: Assume that lim supn→∞ tn = 1. Then there exists (tn) such that tn → 1. Using
Jε(vn)→ d and (tnvn) ⊂MV∞ we have
d+ on(1) = Jε(vn)
= Jε(vn)− IV∞(tnvn) + IV∞(tnvn)
≥ Jε(vn)− IV∞(tnvn) + dV∞ . (5.8)
Now, we note that
Jε(vn)− IV∞(tnvn)
=
(1− tpn)
p
[vn]
p
s,p +
1
p
∫
RN
(V (εx) − tpnV∞) |vn|
pdx+Σ(tnvn)− Σ(vn).
(5.9)
Taking into account assumption (V ), vn → 0 in L
p(BR(0)), tn → 1, (5.5), and
V (εx)− tpnV∞ = (V (εx)− V∞) + (1− t
p
n)V∞ ≥ −ζ + (1− t
p
n)V∞ ∀|x| ≥ R
we get ∫
RN
(V (εx)− tpnV∞) |vn|
pdx
=
∫
BR(0)
(V (εx)− tpnV∞) |vn|
pdx+
∫
BcR(0)
(V (εx)− tpnV∞) |vn|
pdx
≥ (V0 − t
p
nV∞)
∫
BR(0)
|vn|
pdx− ζ
∫
BcR(0)
|vn|
pdx+ V∞(1− t
p
n)
∫
BcR(0)
|vn|
pdx
≥ on(1) − ζC, (5.10)
Since (vn) is bounded in Wε and tn → 1, we can conclude that
(1− tpn)[vn]
p
s,p = on(1). (5.11)
Putting together (5.9), (5.10) and (5.11), we get
Jε(vn)− IV∞(tnvn) = Σ(tnvn)− Σ(vn) + on(1)− ζC. (5.12)
On the other hand, using Lemma 3.2, (f1) and tn → 1, we get
Σ(tnvn)− Σ(vn) =
1
2
∫
RN
K(tnvn)(F (tnvn)− F (vn)) +
1
2
∫
RN
K(vn)(F (tnvn)− F (vn)) = on(1).
(5.13)
Hence, taking into account (5.8), (5.12) and (5.13), we can infer that
d+ on(1) ≥ on(1) − ζC + dV∞ ,
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and taking the limit as ζ → 0 we have d ≥ dV∞ .
Case 2: Suppose that lim supn→∞ tn = t0 < 1. Then we can extract a subsequence, still denoted
by (tn), such that tn → t0 < 1 and tn < 1 for any n ∈ N. Since 〈J
′
V∞
(tnvn), tnvn〉 = 0 and
IV∞(tnvn) ≥ dV∞ , and using the fact that t 7→
1
p
f(t)t − 12F (t) is increasing for t > 0 by (f2) and
(f3), we have
dV∞ ≤ IV∞(tnvn)
= IV∞(tnvn)−
1
p
〈I ′V∞(tnvn), tnvn〉
=
1
p
∫
RN
∫
RN
F (tnvn(y))f(tnvn(x))tnvn(x)
|x− y|µ
−
1
2
∫
RN
∫
RN
F (tnvn(y))F (tnvn(x))
|x− y|µ
≤
1
p
∫
RN
∫
RN
F (vn(y))f(vn(x))vn(x)
|x− y|µ
−
1
2
∫
RN
∫
RN
F (vn(y))F (vn(x))
|x− y|µ
= Jε(vn)−
1
p
〈J ′ε(vn), vn〉
= d+ on(1).
Letting the limit as n→∞ we can infer that d ≥ dV∞ . 
In view of the previous lemma, we can show that the Palais-Smale condition holds in a suitable
sublevel, related to the ground energy at infinity.
Proposition 5.1. Let (un) ⊂ Nε be such that Jε(un)→ c, where c < dV∞ if V∞ <∞ and c ∈ R if
V∞ =∞. Then (un) has a convergent subsequence in Wε.
Proof. Arguing as in Lemma 3.6 we can see that (un) is bounded inWε. Then, up to a subsequence,
we may assume that
un ⇀ u in Wε,
un → u in L
q
loc(R
N ) for any q ∈ [1, p∗s),
un → u a.e. in R
N .
(5.14)
Using (f1), (5.14) and the fact that C
∞
c (R
N ) is dense in W s,p(RN ), it is standard to check that
J ′ε(u) = 0. Now, let vn = un − u. In view of Lemma 2.4 and Lemma 2.5 we can see that
Jε(vn) =
‖un‖
p
ε
p
−
‖u‖pε
p
− Σ(un) + Σ(u) + on(1)
= Jε(un)− Jε(u) + on(1)
= c− Jε(u) + on(1) =: d+ on(1). (5.15)
Moreover, we can prove that J ′ε(vn) = on(1). Indeed, applying Lemma 2.3 and Lemma 3.3 in [36]
with zn = vn and w = u we get∫∫
R2N
|A(un)−A(vn)−A(u)|
p′dx = on(1), (5.16)
and ∫
RN
V (εx)||vn|
p−2vn − |un|
p−2un + |u|
p−2u|p
′
dx = on(1). (5.17)
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From the Ho¨lder inequality, we have for any ϕ ∈ Wε such that ‖ϕ‖ε ≤ 1
|〈J ′ε(vn)− J
′
ε(un) + J
′
ε(u), ϕ〉|
≤
(∫∫
R2N
|A(un)−A(vn)−A(u)|
p′dxdy
) 1
p′
[ϕ]s,p
+
(∫
RN
V (εx)||vn|
p−2vn − |un|
p−2un + |u|
p−2u|p
′
dx
)p′ (∫
RN
V (εx)|ϕ|pdx
) 1
p
+ |〈Σ′(vn)− Σ
′(un) + Σ
′(u), ϕ〉|,
and in view of Lemma 2.5, (5.16), (5.17), J ′ε(un) = 0 and J
′
ε(u) = 0 we obtain that 〈J
′
ε(un), ϕ〉 =
on(1) for any ϕ ∈ Wε such that ‖ϕ‖ε ≤ 1.
On the other hand, using (f2), we can see that
Jε(u) = Jε(u)−
1
p
〈J ′ε(u), u〉 =
1
p
∫
RN
∫
RN
F (u(y))f(u(x))u(x)
|x− y|µ
−
1
2
∫
RN
∫
RN
F (u(y))F (u(x))
|x− y|µ
≥ 0.
(5.18)
Now, suppose that V∞ <∞. From (5.15) and (5.18) it follows that
d ≤ c < dV∞
which together with Lemma 5.2 implies that vn → 0 in Wε, that is un → u in Wε.
Finally, we deal with the case V∞ =∞. Then, by Theorem 2.3, we deduce that vn → 0 in L
r(RN )
for all r ∈ [p, p∗s). This fact combined with (f1) and Lemma 3.2 yields∫
RN
K(vn)f(vn)vndx = on(1). (5.19)
In view of 〈J ′ε(vn), vn〉 = on(1) and (5.19) we can infer that
‖vn‖
p
ε = on(1),
which gives un → u in Wε. 
Now, we are ready to prove the main result of this section.
Theorem 5.1. Assume that (V ) and (f1)-(f3) hold. Then there exists ε0 > 0 such that problem
(1.3) admits a ground state solution for any ε ∈ (0, ε0).
Proof. From (v) of Lemma 3.4, we know that cε ≥ ρ > 0 for each ε > 0. Moreover, if u ∈ Nε verifies
Jε(u) = cε, then m
−1
ε (u) is a minimizer of Ψε and it is a critical point of Ψε. In view of Lemma 3.5
we can see that u is a critical point of Jε.
Now we show that there exists a minimizer of Jε|Nε . Applying Ekeland’s variational principle
there exists a sequence (vn) ⊂ Sε such that Ψε(vn) → cε and Ψ
′
ε(vn) → 0 as n → ∞. Let
un = mε(vn) ∈ Nε. Then, from Lemma 3.5 we deduce that Jε(un) → cε, 〈J
′
ε(un), un〉 = 0 and
J ′ε(un)→ 0 as n→∞. Therefore, (un) is a Palais-Smale sequence for Jε at level cε. It is standard
to check that (un) is bounded in Wε and we denote by u its weak limit. It is easy to verify that
J ′ε(u) = 0. Let us consider V∞ =∞. Using Lemma 2.3, we have Jε(u) = cε and J
′
ε(u) = 0.
Now, we deal with the case V∞ < ∞. In view of Proposition 5.1 it is enough to show that
cε < dV∞ for ε > 0 small enough. Without loss of generality, we may suppose that
V (0) = V0 = inf
x∈RN
V (x).
Let µ ∈ R be such that µ ∈ (V0, V∞). Then we can see that dV0 < dµ < dV∞ . Let ηr ∈ C
∞
c (R
N ) be
a cut-off function such that ηr = 1 in Br(0) and ηr = 0 in B
c
2r(0). Let us define wr(x) := ηr(x)w(x),
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where w ∈W s,p(RN ) is a positive ground state to autonomous problem (Pµ), which there exists by
Lemma 4.4. Take tr > 0 such that
Iµ(trwr) = max
t≥0
Iµ(twr).
Our next claim consists in finding r sufficiently large such that Iµ(trwr) < dV∞ .
Assume by contradiction Iµ(trwr) ≥ dV∞ for any r > 0. Taking into account wr → w in W
s,p(RN )
as r → ∞ in view of Lemma 2.2, trwr and w belong to Mµ and using assumption (f3), we have
tr → 1, and
dV∞ ≤ lim inf
r→∞
Iµ(trwr) = Iµ(w) = dµ
which is impossible since dV∞ > dµ. Hence, there exists r > 0 such that
Iµ(trwr) = max
τ≥0
Iµ(τ(trwr)) and Iµ(trwr) < dV∞ . (5.20)
Now, condition (V ) implies that there exists ε0 > 0 such that
V (εx) ≤ µ for all x ∈ supp(wr), ε ∈ (0, ε0). (5.21)
Therefore, by (5.20) and (5.21), we deduce that
cε ≤ max
τ≥0
Jε(τ(trwr)) ≤ max
τ≥0
Iµ(τ(trwr)) = Iµ(trwr) < dV∞
which implies that cε < dV∞ for any ε > 0 sufficiently small. 
6. Proof of Theorem 1.1
In this last section we investigate the multiplicity of solutions to (1.1). First of all, we need to
introduce some useful tools.
Fix δ > 0, and let w be a ground state solution for (PV0) (whose existence is guaranteed by Lemma
4.4). Let η be a smooth nonincreasing cut-off function defined on [0,∞) satisfying η(t) = 1 if
0 ≤ t ≤ δ2 and η(t) = 0 if t ≥ δ.
For any y ∈M , we define
Ψε,y(x) = η(|εx− y|)w
(
εx− y
ε
)
,
and we denote by tε > 0 the unique positive number such that
max
t≥0
Jε(tΨε,y) = Jε(tεΨε,y).
Finally, we consider Φε :M → Nε defined as Φε(y) = tεΨε,y.
Lemma 6.1. The functional Φε satisfies the following limit
lim
ε→0
Jε(Φε(y)) = dV0 uniformly in y ∈M.
Proof. Assume by contradiction that there exist δ0 > 0, (yn) ⊂M and εn → 0 such that
|Jεn(Φεn(yn))− dV0 | ≥ δ0. (6.1)
Let us note that using the change of variable z = εnx−yn
εn
, we have
Jεn(Φεn(yn)) =
tpεn
p
[η(|εn · |)w]
p
s,p +
tpεn
p
∫
RN
V (εnz + yn)(η(|εnz|)w(z))
p dz
− Σ(tεnη(|εn · |)w). (6.2)
In view of the Dominated Convergence Theorem and Lemma 2.2, it is easy to check that
lim
n→∞
‖Ψεn,yn‖εn = ‖w‖V0 ∈ (0,∞)
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and
lim
n→∞
Σ(Ψεn,yn) = Σ(w).
Since tεnΨεn,yn ∈ Nεn, we can see that
tpεn‖Ψεn,yn‖
p
εn =
∫
RN
∫
RN
F (tεnΨεn,yn)f(tεnΨεn,yn)tεnΨεn,yn
|x− y|µ
,
so we can deduce that
‖w‖pV0 = limn→∞
∫
RN
∫
RN
F (tεnΨεn,yn)f(tεnΨεn,yn)tεnΨεn,yn
tpεn |x− y|µ
. (6.3)
Taking into account f(t)
t
p
2−1
and F (t)
t
p
2
are increasing for t > 0, η = 1 in B δ
2
(0) and B δ
2
(0) ⊂ B δ
2εn
(0) for
all n big enough, we obtain∫
RN
∫
RN
F (tεnΨεn,yn)f(tεnΨεn,yn)Ψεn,yn
tp−1εn |x− y|µ
≥ |B δ
2
(0)|
F (tεnw(z¯))
(tεnw(z¯))
p
2
f(tεnw(z¯))
(tεnw(z¯))
p
2
−1
∫
B δ
2
(0)
w(z)p (6.4)
where w(z¯) = minz∈B δ
2
(0) w(z) > 0 (we recall that w ∈ C(R
N ) and w > 0 in RN by Lemma 4.4).
Hence, if tεn →∞, we can use (f2) to see that
lim
t→∞
F (t)
t
p
2
= lim
t→∞
f(t)
t
p
2
−1
=∞
which together with (6.3) and (6.4) gives a contradiction. Then, there exists t0 ≥ 0 such that
tεn → t0 ≥ 0. In particular, from (f1) and (6.3), we can see that t0 > 0.
Recalling that w is a ground state to (PV0) and using the fact that the maps
f(t)
t
p
2−1
and F (t)
t
p
2
are
increasing for t > 0, we can conclude that tεn → t0 = 1. Accordingly,
lim
n→∞
Σ(tεnη(|εn · |)w) = Σ(w)
and passing to the limit in (6.2), we get
lim
n→∞
Jεn(Φεn(yn)) = IV0(w) = dV0 ,
which contradicts (6.1).

For any δ > 0, let ρ = ρ(δ) > 0 be such that Mδ ⊂ Bρ(0). Let Υ : R
N → RN be defined as Υ(x) = x
for |x| ≤ ρ and Υ(x) = ρx|x| for |x| ≥ ρ. Then, we consider the barycenter map βε : Nε → R
N given
by
βε(u) =
∫
RN
Υ(εx)|u(x)|p dx∫
RN
|u(x)|p dx
.
Lemma 6.2. The function βε verifies the following limit
lim
ε→0
βε(Φε(y)) = y uniformly in y ∈M.
Proof. Suppose by contradiction that there exist δ0 > 0, (yn) ⊂M and εn → 0 such that
|βεn(Φεn(yn))− yn| ≥ δ0. (6.5)
From the definitions of Φεn(yn), βεn and η, we can see that
βεn(Φεn(yn)) = yn +
∫
RN
[Υ(εnz + yn)− yn]|η(|εnz|)w(z)|
p dz∫
RN
|η(|εnz|)w(z)|p dz
.
Recalling that (yn) ⊂M ⊂ Bρ(0) and using the Dominated Convergence Theorem, we obtain that
|βεn(Φεn(yn))− yn| = on(1)
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which contradicts (6.5).

At this point, we prove the following compactness result which will be crucial in the sequel.
Lemma 6.3. Let εn → 0
+ and (un) ⊂ Nεn be such that Jεn(un) → dV0 . Then there exists
(y˜n) ⊂ R
N such that vn(x) = un(x+ y˜n) has a convergent subsequence in W
s,p(RN ). Moreover, up
to a subsequence, yn = εny˜n → y ∈M .
Proof. Since 〈J ′εn(un), un〉 = 0 and Jεn(un)→ dV0 , we can argue as in Lemma 3.6 to see that (un)
is bounded in Wεn . Now, we show that there exist a sequence (y˜n) ⊂ R
N , and constants R > 0 and
β > 0 such that
lim inf
n→∞
∫
BR(y˜n)
|un|
p dx ≥ β > 0. (6.6)
Suppose that condition (6.6) does not hold. Then, for all R > 0, we have
lim
n→∞
sup
y∈RN
∫
BR(y)
|un|
p dx = 0.
Since we know that (un) is bounded in W
s,p(RN ), we can use Lemma 2.1 to deduce that un → 0
in Lq(RN ) for any q ∈ (p, p∗s). Taking into account 〈J
′
εn
(un), un〉 = 0 and applying Theorem 1.2
and (f1), we can infer that ‖un‖εn → 0 as n → ∞. Then, Jεn(un) → 0 as n → ∞, and this is a
contradiction because of Jεn(un)→ dV0 > 0.
Now, we set vn(x) = un(x+ y˜n). Then, (vn) is bounded in W
s,p(RN ), and we may assume that
vn ⇀ v 6≡ 0 in W
s,p(RN ) as n → ∞. Fix tn > 0 such that v˜n = tnvn ∈ MV0 . Since un ∈ Nεn , we
can see that
dV0 ≤ IV0(v˜n) = IV0(tnun) ≤ Jεn(tnun) ≤ Jεn(un) = dV0 + on(1)
which gives IV0(v˜n) → dV0 . From Ekeland’s variational principle, we may assume that (v˜n) is a
bounded (PS)dV0 . In particular, we get v˜n ⇀ v˜ in W
s,p(RN ) for some v˜ 6≡ 0, and I ′V0(v˜) = 0.
Using Lemma 2.3 and 2.5, we can deduce that
IV0(v˜n − v˜)→ dV0 − IV0(v˜) and I
′
V0
(v˜n − v˜)→ 0.
Since Fatou’s Lemma gives
dV0 = lim
n→∞
IV0(v˜n) = lim
n→∞
(
1
p
〈Σ′(v˜n), v˜n〉 − Σ(v˜n)
)
≥
(
1
p
〈Σ′(v˜), v˜〉 − Σ(v˜)
)
= IV0(v˜) ≥ dV0 ,
we can infer that
IV0(v˜n − v˜)→ 0 and I
′
V0
(v˜n − v˜)→ 0.
Therefore,
‖v˜n − v˜‖
p
V0
≤ C
[
IV0(v˜n − v˜)−
1
θ
〈I ′V0(v˜n − v˜), v˜n − v˜〉
]
→ 0,
that is
v˜n → v˜ in W
s,p(RN ). (6.7)
This and the fact that tn → t0, for some t0 > 0, yield vn → v in W
s,p(RN ) as n→∞.
Now, we set yn = εny˜n, and we aim to prove that (yn) admits a subsequence, still denoted by
yn, such that yn → y, for some y ∈ M . Firstly, we show that (yn) is bounded. We argue by
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contradiction, and we assume that, up to a subsequence, |yn| → ∞ as n→∞. Taking into account
(6.7) and V0 < V∞, we get
dV0 = IV0(v˜) < IV∞(v˜)
≤ lim inf
n→∞
[
1
p
[v˜n]
p
s,p +
1
2
∫
RN
V (εnx+ yn)|v˜n|
p − Σ(v˜n)
]
= lim inf
n→∞
[
tpn
p
[un]
p
s,p +
tpn
p
∫
RN
V (εnz)|un|
p − Σ(tnun)
]
= lim inf
n→∞
Jε(tnun)
≤ lim inf
n→∞
Jε(un) = dV0
which gives an absurd. Therefore, (yn) is bounded, and we may assume that yn → y ∈ R
N . Clearly,
y ∈M otherwise we can argue as above to get a contradiction. 
Now, we define a map h : R+ → R+ given by h(ε) = maxy∈M |Jε(Φε(y))− dV0 |. By Lemma 6.1, we
know that h(ε)→ 0. Let us consider
N˜ε = {u ∈ Nε : Jε(u) ≤ dV0 + h(ε)},
and we note that N˜ε 6= ∅ because Φε(y) ∈ N˜ε for all y ∈M . Moreover, we can see that
Lemma 6.4.
lim
ε→0
sup
u∈N˜ε
dist(βε(u),Mδ) = 0.
Proof. Let εn → 0 as n→∞. For any n ∈ N, there exists un ∈ N˜εn such that
sup
u∈N˜εn
inf
y∈Mδ
|βεn(u)− y| = inf
y∈Mδ
|βεn(un)− y|+ on(1).
Therefore, it is suffices to prove that there exists (yn) ⊂Mδ such that
lim
n→∞
|βεn(un)− yn| = 0. (6.8)
We note that (un) ⊂ N˜εn ⊂ Nεn , from which we deduce that
dV0 ≤ cεn ≤ Jεn(un) ≤ dV0 + h(εn).
This yields Jεn(un) → dV0 . Using Lemma 6.3, there exists (y˜n) ⊂ R
N such that yn = εny˜n ∈ Mδ
for n sufficiently large. Setting vn = un(·+ y˜n) and using a change of variable, we can see that
βεn(un) = yn +
∫
RN
[Υ(εnx+ yn)− yn]|vn|
p dx∫
RN
|vn|p dx
.
Since εnx+ yn → y ∈M , we deduce that βεn(un) = yn + on(1), that is (6.8) holds.

6.1. Multiple solutions to (1.1). Now we show that (1.3) admits at least catMδ (M) positive
solutions. In order to achieve our aim, we recall the following result for critical points involving
Ljusternik-Schnirelmann category; see [35].
Theorem 6.1. Let U be a C1,1 complete Riemannian manifold (modeled on a Hilbert space). As-
sume that h ∈ C1(U,R) bounded from below and satisfies −∞ < infU h < d < k < ∞. Moreover,
suppose that h satisfies Palais-Smale condition on the sublevel {u ∈ U : h(u) ≤ k} and that d is not
a critical level for h. Then
card{u ∈ hd : ∇h(u) = 0} ≥ cathd(h
d).
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Since Nε is not a C
1 submanifold ofWε, we cannot directly apply Theorem 6.1. However, in view
of Lemma 3.4, we know that the mapping mε is a homeomorphism between Nε and Sε, and Sε is a
C1 submanifold ofWε. Therefore, we can apply Theorem 6.1 to Ψε(u) = Jε(mˆε(u))|Sε = Jε(mε(u)),
where Ψε is given in Lemma 3.5.
Theorem 6.2. Assume that (V ) and (f1)-(f3) hold. Then, for any δ > 0 there exists ε¯δ > 0 such
that, for any ε ∈ (0, ε¯δ), problem (1.3) has at least catMδ(M) positive solutions.
Proof. For any ε > 0, we define αε : M → Sε by αε(y) = m
−1
ε (Φε(y)). Using Lemma 6.1 and the
definition of Ψε, we can see that
lim
ε→0
Ψε(αε(y)) = lim
ε→0
Jε(Φε(y)) = dV0 uniformly in y ∈M.
Thus, there exists ε˜ > 0 such that S˜ε := {w ∈ Sε : Ψε(w) ≤ dV0 + h(ε)} 6= ∅ for all ε ∈ (0, ε˜), where
h(ε) = |Ψε(αε(y))− dV0 | → 0 as ε→ 0.
Putting together Lemma 3.4, Lemma 3.5, Lemma 6.1, Lemma 6.2 and Lemma 6.4, we can find
ε¯ = ε¯δ > 0 such that the following diagram
M
Φε→ N˜ε
m−1ε→ S˜ε
mε→ N˜ε
βε
→Mδ
is well defined for any ε ∈ (0, ε¯).
In view of Lemma 6.2, there exists a function θ(ε, y) with |θ(ε, y)| < δ2 uniformly in y ∈ M for
all ε ∈ (0, ε¯) such that βε(Φε(y)) = y + θ(ε, y) for all y ∈ M . Then, we can see that H(t, y) =
y + (1 − t)θ(ε, y) with (t, y) ∈ [0, 1] ×M is a homotopy between βε ◦ Φε = (βε ◦mε) ◦ αε and the
inclusion map id :M →Mδ. This fact implies that catS˜ε(S˜ε) ≥ catMδ(M).
On the other hand, let us choose a function h(ε) > 0 such that h(ε)→ 0 as ε→ 0 and such that
dV0 + h(ε) is not a critical level for Jε. For ε > 0 small enough, we deduce from Proposition 5.1
that Jε satisfies the Palais-Smale condition in N˜ε. Then, by (ii) of Lemma 3.5, we infer that Ψε
satisfies the Palais-Smale condition in S˜ε. Hence, by Theorem 6.1, we obtain that Ψε has at least
cat
S˜ε
(S˜ε) critical points on S˜ε. In the light of (iii) of Lemma 3.5, we can infer that Jε admits at
least catMδ(M) critical points. 
6.2. Concentration of the maximum points. In what follows, we study the behavior of max-
imum points of solutions to (1.3). Firstly, we establish L∞-estimate using a variant of the Moser
iteration argument [38].
Lemma 6.5. Let vn be a solution to{
(−∆)spvn + Vn(x)|vn|
p−2vn =
(
1
|x|µ ∗ F (vn)
)
f(vn) in R
N
vn ∈W
s,p(RN ), vn > 0 in R
N ,
(6.9)
where Vn(x) = V (εnx+ εny˜n), and εny˜n → y ∈M .
If vn → v 6= 0 in W
s,p(RN ), then there exists C > 0 such that
|vn|∞ ≤ C for all n ∈ N.
Furthermore
lim
|x|→∞
vn(x) = 0 uniformly in n ∈ N,
and there exists σ > 0 such that |vn|∞ ≥ σ for any n ∈ N.
Proof. For any L > 0 and β > 1, let us consider the function
γ(vn) = γL,β(vn) = vnv
p(β−1)
L,n ∈ Wε
where vL,n = min{vn, L}. Let us observe that, since γ is an increasing function, then it holds
(a− b)(γ(a)− γ(b)) ≥ 0 for any a, b ∈ R.
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Define the functions
Λ(t) =
|t|p
p
and Γ(t) =
∫ t
0
(γ′(τ))
1
p dτ.
Fix a, b ∈ R such that a > b. Then, from the above definitions and applying Jensen’s inequality we
get
Λ′(a− b)(γ(a) − γ(b)) = (a− b)p−1(γ(a)− γ(b)) = (a− b)p−1
∫ a
b
γ′(t)dt
= (a− b)p−1
∫ a
b
(Γ′(t))pdt ≥
(∫ a
b
(Γ′(t))dt
)p
.
In similar way, we can prove that the above inequality is true for any a ≤ b. This means that
Λ′(a− b)(γ(a) − γ(b)) ≥ |Γ(a) − Γ(b)|p for any a, b ∈ R. (6.10)
By (6.10),
|Γ(vn)(x)− Γ(vn)(y)|
p ≤ |vn(x)− vn(y)|
p−2(vn(x)− vn(y))((vnv
p(β−1)
L,n )(x)− (vnv
p(β−1)
L,n )(y)).
(6.11)
Now, we take γ(vn) = vnv
p(β−1)
L,n as test function in (6.9). Then, in view of (6.11),
[Γ(vn)]
p
s,p +
∫
RN
V (εnx)|vn|
pv
p(β−1)
L,n dx
≤
∫∫
R2N
|vn(x)− vn(y)|
p−2(vn(x)− vn(y))
|x− y|N+sp
((vnv
p(β−1)
L,n )(x)− (vnv
p(β−1)
L,n )(y)) dxdy +
∫
RN
V (εnx)v
p
nv
p(β−1)
L,n dx
=
∫
RN
(
1
|x|µ
∗ F (vn)
)
f(vn)vnv
p(β−1)
L,n dx. (6.12)
Since Γ(vn) ≥
1
β
vnv
β−1
L,n , and invoking Theorem 2.1, we get
[Γ(vn)]
p
s,p ≥ S
−1
∗ |Γ(vn)|
p
p∗s
≥
(
1
β
)p
S−1∗ |vnv
β−1
L,n |
p
p∗s
. (6.13)
On the other hand, from the boundedness of (vn) and Lemma 3.2, it follows that there exists C0 > 0
such that
sup
n∈N
|K(vn)|∞ ≤ C0. (6.14)
From the growth assumptions on f , for any ξ > 0 there exists Cξ > 0 such that
|f(vn)| ≤ ξ|vn|
p−1 +Cξ|vn|
p∗s−1. (6.15)
Choosing ξ ∈ (0, V0), and using (6.13), (6.14) and (6.15), we can see that (6.12) yields
|wL,n|
p
p∗s
≤ Cβp
∫
RN
|vn|
p∗sv
p(β−1)
L,n dx, (6.16)
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where wL,n := vnv
β−1
L,n . Now, we take β =
p∗s
p
and fix R > 0. Observing that 0 ≤ vL,n ≤ vn, we can
deduce that∫
RN
vp
∗
s
n v
p(β−1)
L,n dx =
∫
RN
vp
∗
s−p
n v
p
nv
p∗s−p
L,n dx
=
∫
RN
vp
∗
s−p
n (vnv
p∗s−p
p
L,n )
pdx
≤
∫
{vn<R}
Rp
∗
s−pvp
∗
s
n dx+
∫
{vn>R}
vp
∗
s−p
n (vnv
p∗s−p
p
L,n )
pdx
≤
∫
{vn<R}
Rp
∗
s−pvp
∗
s
n dx+
(∫
{vn>R}
vp
∗
s
n dx
) p∗s−p
p∗s
(∫
RN
(vnv
p∗s−p
p
L,n )
p∗sdx
) p
p∗s
. (6.17)
Since vn → v in W
s,p(RN ), we can see that for any R sufficiently large(∫
{vn>R}
vp
∗
s
n dx
) p∗s−p
p∗s
≤
1
2Cβp
. (6.18)
Putting together (6.16), (6.17) and (6.18) we get(∫
RN
(vnv
p∗s−p
p
L,n )
p∗s dx
) p
p∗s
≤ Cβp
∫
RN
Rp
∗
s−pvp
∗
s
n dx <∞
and taking the limit as L→∞, we obtain vn ∈ L
(p∗s)
2
p (RN ).
Now, using 0 ≤ vL,n ≤ vn and passing to the limit as L→∞ in (6.16), we have
|vn|
βp
βp∗s
≤ Cβp
∫
RN
vp
∗
s+p(β−1)
n dx,
from which we deduce that(∫
RN
vβp
∗
s
n dx
) 1
(β−1)p∗s
≤ (Cβ)
1
β−1
(∫
RN
vp
∗
s+p(β−1)
n dx
) 1
p(β−1)
.
For m ≥ 1 we define βm+1 inductively so that p
∗
s + p(βm+1 − 1) = p
∗
sβm and β1 =
p∗s
p
. Then(∫
RN
vβm+1p
∗
s
n dx
) 1
(βm+1−1)p
∗
s
≤ (Cβm+1)
1
βm+1−1
(∫
RN
vp
∗
sβm
n dx
) 1
p∗s(βm−1)
.
Let us define
Dm =
(∫
RN
vp
∗
sβm
n dx
) 1
p∗s(βm−1)
.
Using an iteration argument, we can find C0 > 0 independent of m such that
Dm+1 ≤
m∏
k=1
(Cβk+1)
1
βk+1−1D1 ≤ C0D1.
Taking the limit as m→∞ we get |vn|∞ ≤ K for all n ∈ N. Moreover, from Corollary 5.5 in [25],
we can deduce that vn ∈ C
0,α(RN ) for some α > 0 (independent of n) and [vn]C0,α(RN ) ≤ C, with
C independent of n. Since vn → v in W
s,p(RN ), we can infer that lim|x|→∞ vn(x) = 0 uniformly in
n ∈ N. Moreover, using vn → v 6= 0 in W
s,p(RN ) again, it follows that there are (yn) and β,R > 0
such that ∫
BR(yn)
|vn|
p dx ≥ β.
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If |vn|∞ → 0, then we have
β ≤
∫
BR(yn)
|vn|
p dx ≤ |BR(0)||vn|
p
∞ → 0
which gives a contradiction. Hence, there exists σ > 0 such that |vn|∞ ≥ σ for all n ∈ N. 
At this point, we are able to conclude the proof of Theorem 1.1 as follows. Let uεn be a solution
to (1.3). Then vn = uεn(·+ y˜n) solves the problem{
(−∆)spvn + Vn(x)|vn|
p−2vn =
(
1
|x|µ ∗ F (vn)
)
f(vn) in R
N
vn ∈W
s,p(RN ), vn > 0 in R
N ,
where Vn(x) = V (εnx+εny˜n), and (y˜n) ⊂ R
N is given by Lemma 6.3. Moreover, up to a subsequence,
yn := εny˜n → y ∈ M and vn → v in W
s,p(RN ). If pn denotes a maximum point of vn, then there
exists R > 0 such that |pn| ≤ R for all n ∈ N, by Lemma 6.5. Thereby the maximum point of uεn
is given by zεn = pn + y˜n and we get εnzεn → y ∈ M . From the continuity of V we deduce that
V (εnzεn)→ V (y) = V0 as n→∞. Therefore, if uε is a solution to (1.3) then wε(x) = uε(x/ε) is a
solution to (1.1). Hence, the maximum points ηε and zε of wε and uε, respectively, satisfy ηε = εzε
from which we can infer that V (ηεn)→ V0 as n→∞.
Finally, we give an estimate on the decay properties of solutions wn of (1.1). For this aim, using
Lemma 7.1 in [16], we can find a positive function ω and a constant C > 0 such that for large
|x| > R0 it holds that ω(x) ≤
C
1+|x|N+sp
and (−∆)spω +
V0
2 ω
p−1 ≥ 0. From Lemma 6.5, (6.14) and
(6.15) we obtain for some large R1 > 0
(−∆)spvn +
V0
2
vp−1n =
(
1
|x|µ
∗ F (vn)
)
f(vn)−
(
Vn −
V0
2
)
vp−1n
≤
(
1
|x|µ
∗ F (vn)
)
f(vn)−
V0
2
vp−1n
≤ 0 for |x| > R1.
In view of the continuity of vn and ω, there exists some constant C1 > 0 such that ψn := vn−C1w ≤ 0
on |x| = R2, where R2 = max{R0, R1}. Moreover, arguing as in Remark 3 in [10], we can prove
that (−∆)spψn+
V0
2 ψ
p−1
n ≤ 0 holds for |x| ≥ R2. Thus, by the maximum principle [15], we infer that
ψn ≤ 0 for |x| ≥ R2, that is vn ≤ C1w for |x| ≥ R2. Recalling that wn(x) = un(
x
εn
) = vn(
x
εn
− y˜n)
we can deduce that
wn(x) = un
(
x
εn
)
= vn
(
x
εn
− y˜n
)
≤
C˜
1 + | x
εn
− y˜n|N+sp
=
C˜εN+spn
εN+spn + |x− εny˜n|N+sp
≤
C˜εN+spn
εN+spn + |x− ηεn |
N+sp
which gives the required estimate.
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