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Abstract
Evolutionary Deep Learning
by Emmanuel DUFOURQ
The primary objective of this thesis is to investigate whether evolutionary
concepts can improve the performance, speed and convenience of algorithms
in various active areas of machine learning research.
Deep neural networks are exhibiting an explosion in the number of pa-
rameters that need to be trained, as well as the number of permutations of
possible network architectures and hyper-parameters. There is little guid-
ance on how to choose these and brute-force experimentation is prohibitively
time consuming. We show that evolutionary algorithms can help tame this
explosion of freedom, by developing an algorithm that robustly evolves near-
optimal deep neural network architectures and hyper-parameters across a
wide range of image and sentiment classification problems. We further de-
velop an algorithm that automatically determines whether a given data sci-
ence problem is of classification or regression type, successfully choosing
the correct problem type with more than 95% accuracy. Together these al-
gorithms show that a great deal of the current "art" in the design of deep
learning networks - and in the job of the data scientist - can be automated.
Having discussed the general problem of optimising deep learning net-
works the thesis moves on to a specific application: the automated extraction
of human sentiment from text and images of human faces. Our results re-
veal that our approach is able to outperform several public and/or commer-
cial text sentiment analysis algorithms using an evolutionary algorithm that
learned to encode and extend sentiment lexicons. A second analysis looked
at using evolutionary algorithms to estimate text sentiment while simulta-
neously compressing text data. An extensive analysis of twelve sentiment
datasets reveal that accurate compression is possible with 3.3% loss in classi-
fication accuracy even with 75% compression of text size, which is useful in
environments where data volumes are a problem.
Finally, the thesis presents improvements to automated sentiment anal-
ysis of human faces to identify emotion, an area where there has been a
tremendous amount of progress using convolutional neural networks. We
provide a comprehensive critique of past work, highlight recommendations
and list some open, unanswered questions in facial expression recognition
iv
using convolutional neural networks. One serious challenge when imple-
menting such networks for facial expression recognition is the large number
of trainable parameters which results in long training times. We propose
a novel method based on evolutionary algorithms, to reduce the number
of trainable parameters whilst simultaneously retaining classification perfor-
mance, and in some cases achieving superior performance.
We are robustly able to reduce the number of parameters on average by
95% with no loss in classification accuracy. Overall our analyses show that
evolutionary algorithms are a valuable addition to machine learning in the
deep learning era: automating, compressing and/or improving results sig-
nificantly, depending on the desired goal.
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1Chapter 1
Introduction
Progress in machine learning [177] has skyrocketed over recent years. Ma-
chine learning has been applied to a vast number of domains such as product
recommendations, social media analysis, search engines, face identification
and emotion analysis. Machine learning is transforming academic research
by enabling researchers to gain insights into problems which would take hu-
mans a great amount of time. This transformation is also noticeable in indus-
try where machine learning is being used to automate challenging tasks. The
number of research articles published on machine learning has also drasti-
cally increased especially with the undeniable attention that deep learning
[138, 229, 85] has received.
Amongst the large number of machine learning algorithms which have
been proposed over the years is one which has been inspired by biological
evolution. Just as Leonardo da Vinci and the Wright brothers studied the
flight of birds to enable their works on creating a flying machine [219, 102],
researchers have turned to nature to develop evolutionary computational
methods (which use natural selection to blend and evolve a population of
candidate solutions to find an optimal or near-optimal solution) [15, 270, 69,
14] to enable them to solve optimisation problems.
1.1 Purpose of the Study
The primary objective of this thesis is to investigate how evolutionary ma-
chine learning can be adapted and applied to various active areas of research.
Based on literature surveys, we explore and investigate the modifications
necessary to address these areas which have not previously been researched.
The focus was not to investigate on how to create new state-of-the-art ap-
proaches, but rather to evaluate and investigate novel approaches. We for-
mulate the following six objectives for this thesis.
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1. Does the problem require estimating a continuous value (regression)
or a discrete class label (classification)? This is perhaps the most ba-
sic question faced when tackling a new supervised learning problem.
Humans are able to study a dataset and decide whether it represents
a classification or a regression problem, and consequently make deci-
sions which will be applied to the execution of a neural network. The
objective is to propose a machine learning algorithm that can automat-
ically identify the problem type with the aim of moving towards algo-
rithms that are more intelligent. The proposed method will be applied
to various classification and regression datasets.
2. Deep neural networks continue to show improved performance with
increasing depth, an encouraging trend that implies an explosion in the
possible permutations of network architectures and hyper-parameters
for which there is little intuitive guidance. Following from the previ-
ous objective, we propose to investigate how an evolutionary algorithm
can be applied to optimise neural network architectures and associated
hyper-parameters. The proposed method will be investigated by ex-
perimenting on various problem types such as natural language pro-
cessing and computer vision problems.
3. For adult humans, interpreting the underlying emotions in text is usu-
ally performed unconsciously and with apparent ease. We are able to
recognize emotions in emails, sentiments in our social media feed and
appreciate the subtle nuances of conflicting views in novels. Neverthe-
less, even for humans text can be notoriously easy to misinterpret. For
machines, on the other hand, sentiment analysis is highly non-trivial.
The objective is to propose and investigate how an evolutionary algo-
rithm can be applied to this problem domain. The proposed approach
will be evaluated on a number of text sentiment datasets.
4. Following the previous objective, we pose the following question, can
textual data be compressed intelligently without losing accuracy in
evaluating sentiment? There are often a large number of redundant
words which humans use when expressing their sentiment about some-
thing. The objective is to propose an evolutionary algorithm which can
compress text in such as way that the classification accuracy is not sig-
nificantly impacted. The proposed approach will be evaluated on a
number of text sentiment datasets.
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5. There have been a large number of studies focusing on using convolu-
tional neural networks for facial expression recognition. We propose
as an objective, to provide a critical analysis of works using convo-
lutional neural networks for facial expression recognition. The anal-
ysis should enable researchers who are new to the field to rapidly gain
knowledge as to different available approaches. Furthermore, the ob-
jective is to provide established researchers with unanswered questions
which need addressing.
6. One challenge when implementing convolutional neural networks for
facial expression recognition is the large number of trainable parame-
ters. This can result in large training times and the inability to train
deep networks on limited hardware. Following the previous objective,
we propose to investigate how evolutionary machine learning can be
incorporated with convolutional neural networks in order to achieve
good predictive performance while simultaneously reducing the num-
ber of trainable parameters. The proposed approach will be evaluated
on various facial expression recognition datasets.
1.2 Contributions
This thesis makes the following contributions:
1. Experimenters and researchers make a lot of decisions when imple-
menting neural networks. For example, when creating deep neural
networks, the number of parameters must be selected in advance and
furthermore, a lot of these choices are made based upon pre-existing
knowledge of the data such as the use of a categorical cross entropy
loss function. Humans are able to study a dataset and decide whether
it represents a classification or a regression problem, and consequently
make decisions which will be applied to the execution of the neural
network. There have not been any previous attempts to propose an al-
gorithm that can automatically discriminate between classification and
regression problems and to automatically decide on the loss function
and number of units in the last layer of a neural network. We propose
the Automated Problem Identification (API) algorithm, which uses an
evolutionary algorithm interface to TensorFlow to manipulate a deep
neural network to decide if a dataset represents a classification or a
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regression problem. We test API on 16 different classification, regres-
sion and sentiment analysis datasets with up to 10,000 features and
up to 17,000 unique target values. API achieves an average accuracy
of 96.3% in identifying the problem type without hardcoding any in-
sights about the general characteristics of regression or classification
problems. These findings are revealed in chapter 4.1.
2. Following the previous contribution, we examined how to adapt an
evolutionary algorithm to enable the automatic creation of deep neural
networks. We propose Evolutionary DEep Networks (EDEN), a com-
putationally efficient neuro-evolutionary algorithm which interfaces to
any deep neural network platform, such as TensorFlow. We show that
EDEN evolves simple yet successful architectures built from embed-
ding, 1D and 2D convolutional, max pooling and fully connected layers
along with their hyper-parameters. Evaluation of EDEN across seven
image and sentiment classification datasets shows that it reliably finds
good networks – and in three cases achieves state-of-the-art results –
even on a single GPU, in just 6-24 hours. Our study provides a first at-
tempt at applying neuro-evolution to the creation of 1D convolutional
networks for sentiment analysis including the optimisation of the em-
bedding layer. These findings are revealed in chapter 4.
3. The ability to identify sentiment in text, referred to as sentiment anal-
ysis, is one which is natural to adult humans. This task, however, is
not one which a computer can perform by default. Identifying senti-
ments in an automated, algorithmic manner will be a useful capabil-
ity for business and research in their search to understand what con-
sumers think about their products or services and to understand hu-
man sociology. Here we propose two new genetic algorithms for the
task of automated text sentiment analysis. The genetic algorithms learn
whether words occurring in a text corpus are either sentiment or am-
plifier words, and their corresponding magnitude. Sentiment words,
such as ’horrible’, adds linearly to the final sentiment. Amplifier words
in contrast, which are typically adjectives/adverbs such as ’very’, mul-
tiply the sentiment of the following word. This increases, decreases or
negates the sentiment of the following word. The sentiment of the full
text is then the sum of these terms. This approach grows both a senti-
ment and amplifier dictionary which can be reused for other purposes
and fed into other machine learning algorithms. We report the results
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of multiple experiments conducted on large Amazon data sets. The re-
sults reveal that our proposed approach was able to outperform several
public and/or commercial sentiment analysis algorithms. These find-
ings are revealed in chapter 5.
4. Text reviews are often lengthy and contain a lot of extra words which
do not contribute to the sentiment which is being expressed by the au-
thor. We propose a novel evolutionary compression algorithm, PAR-
SEC (PARts-of-Speech for sEntiment Compression), which makes use
of Parts-of-Speech tags to compress text in a way that sacrifices minimal
classification accuracy when used in conjunction with sentiment analy-
sis algorithms. An analysis of PARSEC with eight commercial and non-
commercial sentiment analysis algorithms on twelve English sentiment
data sets reveals that accurate compression is possible with (0%, 1.3%,
3.3%) loss in sentiment classification accuracy for (20%, 50%, 75%) data
compression with PARSEC using LingPipe, the most accurate of the
sentiment algorithms. Other sentiment analysis algorithms are more
severely affected by compression. We conclude that significant com-
pression of text data is possible for sentiment analysis depending on
the accuracy demands of the specific application and the specific sen-
timent analysis algorithm used. These findings are revealed in chapter
6.
5. Humans are generally good at recognising emotions which are por-
trayed on another person’s face. Can the same be said for machines?
In recent years, there has been a tremendous amount of progress in the
field of computer vision using deep learning methods, namely by con-
volutional neural networks. How good are these convolutional neural
networks at recognising facial expressions? With the explosion of re-
search outputs using convolutional neural networks for facial expres-
sion recognition in recent years, it is an appropriate time to review
the state of the art in this field, provide a critical analysis of what has
and has not been achieved, and synthesize recommendations for each
step of the process needed for facial expression recognition. This work
serves as a guide to those who are new to the field. This survey pro-
vides a critique of past work, highlights recommendations and lists
some open, unanswered questions in facial expression recognition that
deserve further investigation. The survey and analysis is presented in
chapter 7.
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6. The previous objective dealt with reviewing studies that use convolu-
tional neural networks for facial expression recognition. Convolutional
neural networks are known to result in a large number of neural net-
work parameters. Can these parameters be reduced intelligently in
such a way as to preserve the predictive ability of the convolutional
neural network? We propose and investigate an evolutionary algo-
rithm for facial expression recognition. The proposed algorithm ex-
tracts patches from an image and trains the convolutional neural net-
work on the patches instead of the entire face. The objective was to
minimise the number of parameters and maximise the classification ac-
curacy. We demonstrate that the algorithm can reduce the number of
parameters on average by 95% and simultaneously increase the clas-
sification accuracy. The method and findings are presented in chapter
8.
1.3 Thesis Layout
In this section we present the layout of the thesis and briefly describe the
contents of each chapter.
Chapter 2 - Introduction to Machine Learning
The reader is introduced to machine learning. Supervised machine learning
problems are typically either regression or classification problems. In this
chapter we present the characteristics and discuss both classification and re-
gression problems. We define the metrics which are used to evaluate such
problems and introduce the reader to terminology used throughout the the-
sis. The chapter then discusses evolutionary algorithms and presents the
reader with the fundamental knowledge required to understand the method.
The various aspects of the method are described in detail. Finally, the chapter
introduces deep neural networks.
Chapter 3 - Neuro-evolutionary Problem Identification
Researchers and experimenters typically make certain premeditated deci-
sions based on whether they are addressing a classification or regression
problem. In this chapter we present a novel approach which enables an al-
gorithm to automatically make these decisions using evolutionary machine
learning.
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Chapter 4 - Neuro-evolutionary Architecture Optimisation
When using a neural network one has to make a lot of decisions with regards
to the architecture of the network and the associated hyper-parameters. In
this chapter we present an evolutionary approach which attempts to optimise
neural network architectures and the hyper-parameters.
Chapter 5 - Automated Classification of Text Sentiment
The ability to identify sentiment in text, referred to as sentiment analysis, is
one which is natural to adult humans. In this chapter we propose an evolu-
tionary algorithm for text sentiment analysis. We report the results of multi-
ple experiments conducted on large Amazon data sets.
Chapter 6 - Text Compression for Sentiment Analysis via Evo-
lutionary Algorithms
Following the previous contribution, in this chapter, we propose a novel evo-
lutionary compression algorithm which makes use of Parts-of-Speech tags to
compress text in a way that sacrifices minimal classification accuracy when
used in conjunction with sentiment analysis algorithms.
Chapter 7 - Facial Expression Recognition and Convolutional
Neural Networks
Humans are generally good at recognising emotions which are portrayed on
another person’s face. With the explosion of research outputs using convo-
lutional neural networks for facial expression recognition in recent studies,
it is an appropriate time to review the state of the art in this field, provide
a critical analysis of what has and has not been achieved, and synthesize
recommendations for each step of the process needed for facial expression
recognition.
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Chapter 8 - Evolutionary Facial Expression Recognition
The previous chapter reviews studies that use convolutional neural networks
for facial expression recognition. The review reveals that convolutional neu-
ral networks achieve state-of-the-art performance as opposed to other ma-
chine learning methods. In this chapter, we explore a novel idea which at-
tempts to optimise the predictive performance of convolutional neural net-
works for facial expression recognition and simultaneously, reduce the num-
ber of trainable network parameters without compromising on the classifica-
tion accuracy.
Chapter 9 - Conclusion
We conclude this thesis by providing a summary of the findings which were
observed throughout the experiments conducted in the previous chapters.
We highlight the objectives presented in the first chapter and discuss how
these have been met. This chapter provides direction for future research.
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Introduction to Machine Learning
2.1 Introduction
This chapter introduces the reader to machine learning. The following sec-
tion introduces the general idea and history of machine learning. Section
2.3 introduces various terminology and presents the reader with the primary
steps to undertake when implementing a machine learning algorithm. An
introduction to evolutionary algorithms is presented in section 2.4 which is
the fundamental technique used throughout this thesis. The various aspects
of the evolutionary algorithm are discussed in detail. Section 2.5 provides
an introduction to deep learning and equips the reader with the necessary
knowledge for the methods implemented in this thesis. Finally, section 2.6
concludes this chapter.
2.2 Introduction to Machine Learning
Machine learning algorithms deal with the creation of models which enable a
computer program to recognise patterns, learn relationships between data,
make predictions and mimic the brain’s ability to learn [177]. Mitchell [177]
stated that “a computer program is said to learn from experience E with re-
spect to some class of tasks T and performance measure P if its performance
at tasks in T, as measured by P, improves with experience E". Certain tasks,
or problems are far too challenging and would take too long for a human
to solve. Machine learning on the other hand has been used to solve a vast
number of problems. For example, a large number of data classification tasks
were solved using machine learning [126], more specifically using genetic
programming in [65]. The performance measures are discussed in the fol-
lowing subsections. The experience, E, can be supervised or unsupervised.
In supervised machine learning the problems have input variables for which
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the algorithm can be applied on to obtain output values. Unsupervised ma-
chine learning refers to problems for which there are input variables but there
are no output variables which need predicting. Here the machine learning al-
gorithm learns useful properties of the structure of this dataset [85].
Early works in machine learning date back to 1950’s where Arthur Samuel
[224] proposed and invented an algorithm which played the board game
checkers. Since then several breakthroughs were made, notably when Deep-
Blue [26] outperformed chess champion Garry Kasparov. LeCun [137]
demonstrated that a machine learning algorithm, namely a convolutional
neural network could learn how to recognise hand written digits in 1998.
Neural networks gained significant attention in 2012 when they were used
to win the ImageNet challenge where the task is to correctly identify images
from a corpus of millions of images [130]. More recently, DeepMind pro-
duced AlphaGo, a machine learning algorithm which outperformed grand-
master Lee Sedol, a champion at the game of Go in 2016 [236]. Figure 2.1
highlights a number of selected advances in machine learning from the 1950’s
to the present.
Present, 2018
1959 - Samuel proposed
a machine learning
algorithm to play board
game checkers.
1996 - IBM's DeepBlue
outperformed chess
champion Garry
Kasparov.
2016 - AlphaGo
outperformed professional
Go player.
2012 - ImageNet challenge
winner used convolutional
neural network.
1998 - LeCun proposed
a convolutional neural
network which can
perform digit recognition.
2015 - DeepMind proposed
DQN which achieves human
level performance on Atari
Breakout game.
FIGURE 2.1: Timeline illustrating selected significant advances in machine learning
from the 1950’s to the present.
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Applications of machine learning algorithms include, but are not limited
to:
• sentiment analysis [193]
• assisting people with limited mobility [95]
• pneumonia detection [211]
• skin cancer classification [72]
Examples of machine learning algorithms include, but are not limited to:
• metaheuristics including evolutionary algorithms [22]
• neural networks [75]
• decision trees [127]
• support vector machines [43]
2.3 Applying Machine Learning
This section introduces various concepts and terminology associated with
the implementation of machine learning algorithms. Figure 2.2 illustrates
the steps which are performed in such implementations. These steps are ex-
plained in further details in the subsections below.
2.3.1 Dataset terminology
The first step in implementing a machine learning algorithm is to acquire a
dataset. A dataset can be defined as a collection of records which encode some
information about a particular problem. Each record, or row in a dataset is
referred to as an example or instance. Thus, a dataset is made up of a number
of examples. Each example in turn is made up of a number of features and
often a target. The features, or attributes denote the characteristics of the ex-
amples and the target denotes the variable which must be predicted for each
example [23]. Features can be discrete or continuous values. Thus, typically
a dataset is made up of a number of examples and corresponding targets.
There can be one or multiple features and, one or multiple targets. In clas-
sification tasks the target is also referred to as the class. A machine learning
model is thus one which can map the input features to the targets [131]. In
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Obtain the dataset
Split the dataset for training and testing
Train the model on the training data
Evaluate the model on the testing data
FIGURE 2.2: Primary steps involved when implementing a machine learning algo-
rithm. The steps exclude any pre-processing that needs to be done to the dataset and
hyper-parameter optimisation for the algorithm.
the case of a classification task the model is also referred to as the classifier.
Figure 2.3 illustrates an example of a dataset which is made up of a number
of examples. Each example has a number of features and a target.
2.3.2 Classification and Regression
In classification tasks the objective is to construct a model that can correctly
predict the classes for as many examples as possible. A perfect classifier is
one that correctly predicts all of the examples. The targets are discrete finite
categories. Classification problems with two classes are referred to as binary
classification, and if the problem has more than two then it is called multi-
class classification. On the other hand, regression problems have continuous
values in the targets. For regression, the objective is to construct a model
that can predict values as close as possible to the targets in each example.
A perfect model for a regression problem is one that predicts the exact val-
ues for all of the examples. Classification and regression problems are both
supervised machine learning problems.
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Feature 1 Feature 2 Feature 4 Feature 5
Example /
instance
Target /
class
Dataset
Feature
Feature 3 Target
FIGURE 2.3: Highlighting the primary components related to the dataset terminol-
ogy. The dataset is represented by the whole table. Each row in the dataset is an
example, for which the examples are made up of a number of features and targets.
In the figure there are five features and one target. Each feature is represented as a
column, and the right most column is the target.
2.3.3 Data splitting
The dataset needs to be split so that a model can be evaluated and to deter-
mine its performance. Typically, the dataset will be split in such a way that
there is training data for which the model learns from – this is the training
phase. Furthermore, the dataset needs to be split in such a way that some
of the data can be used to evaluate how the model is doing on data it has
not seen before (i.e. an unbiased performance evaluation)[131] – this is the
testing phase. The unseen data is referred to as the test data. The test data is
used to evaluate the trained model. Training a model and evaluating its per-
formance on the same training data is not a true representation of the model
as the model can be fit perfectly to the training data and thus achieve per-
fect predictive ability on that data [280]. It is thus important that the training
and testing data are disjoint sets [280]. The model is thus optimised on the
training data and its performance is evaluated on the test data which was
not used in the training process [280]. Two common methods for splitting a
dataset are k-fold cross-validation and holdout.
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1 2 3 4 5 6 7 8 9 10
1 2 3 4 5 6 7 8 9 10
1 2 3 4 5 6 7 8 9 10
Run 1
Run 2
Run 3
1 2 3 4 5 6 7 8 9 10Run 10
Test data
FIGURE 2.4: Illustrating 10-fold cross-validation. The dataset is split into 10 disjoint
partitions and the algorithm is trained on 9 partitions and tested on the remaining
one. The training data is coloured in green and the testing data in red. In the first
run partition 10 is used as the test set. Then, the algorithm is executed again except
this time the test set is another partition, in run 2 partition 9 is used as the test set.
This is repeated 10 times until eventually the first partition is used for testing and
the remaining ones are used for training.
In k-fold cross-validation the dataset is split in k disjoint partitions of ap-
proximately equal size and then k-1 partitions are used for training and the
remaining partition k is used for testing [21]. Furthermore, each partition k
is used exactly once for testing, and as a consequence each partition has a
chance to be evaluated. Figure 2.4 illustrates how 10-fold cross-validation is
used.
In holdout the dataset is split into two disjoint partitions, the training and
the testing set. The training data is used for training and once this is com-
plete the model is applied to the test data. The percentage of data used for
training and testing varies amongst studies, however commonly used values
are 2/3 and 1/3 for training and testing respectively [21]. Another variation
of this approach is to split the full dataset into three disjoint partitions, the
training, validation and test set. The rationale for doing this is that in the
former approach (2 splits) the hyper-parameters of the model are being se-
lected based on the test data. In the latter case (3 splits), the training data is
used during the training process, and once complete the model is evaluated
on the validation data. In this setting multiple models can be evaluated. The
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Training data Validation data Test data
Entire dataset
FIGURE 2.5: Illustrating how a dataset is split into training, validation and testing
sets. Each set is disjoint. Models are trained on the training data, then evaluated on
the validation data. Multiple models can be evaluated in this manner. The model
which achieves the best performance on the validation data is then selected and
applied to the test data.
model achieving the best performance on the validation data can then be ap-
plied to the test data. In this approach the hyper-parameters are fine-tuned
to the validation data and not the test data. Other methods of splitting the
dataset include bootstrapping and leave-one-out [280]. Figure 2.5 illustrates
the holdout splitting.
2.3.4 Model Evaluation
The previous subsection mentioned that the model is applied and evaluated
on the validation or testing data. In this section we introduce evaluation met-
rics. Evaluation metrics are problem dependent and vary amongst studies.
The purpose of the metric is to define a function which returns a value that is
used to evaluate the performance of the model, which ultimately answers the
question: how good is the model on a particular dataset? Commonly used
metrics include the accuracy, sensitivity, specificity, F1 score, log loss, mean
absolute error, mean squared error metrics, precision and recall. It is common
to use accuracy in classification problems, whereas the mean squared error
is often used for regression problems. In this section we review the accu-
racy and mean squared error as it is used throughout the thesis. Additional
information on the other metrics are detailed in [230].
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Let yi denote the target label for example i, y¯i denote the model’s pre-
dicted output for example i and n denote the number of examples.
The accuracy measure is defined as the number of correctly classified ex-
amples divided by the total number of examples. Accuracy can be computed
for both binary and multi-class classification. The training and test accuracy
are computed separately. The accuracy metric is defined in equations 2.1 and
2.2.
Accuracy = ∑
n
i=1 pi
n
(2.1)
where
pi =
1 if y¯i was correctly predicted0 otherwise (2.2)
The mean squared error is defined in equation 2.3. This function mea-
sures the distance between the model’s prediction and the correct value. The
result is squared to increase the penalty for predictions which are far from
the correct values and also assists in dealing with negative and positive pre-
dictions and targets. The mean squared error is computed on the training
and test data separately.
MSE =
1
n
n
∑
i=1
(yi − y¯i)2 (2.3)
2.4 Introduction to Evolutionary Algorithms
Evolutionary algorithms (EAs) are nature-inspired algorithms for which the
processes performed in the algorithm takes ideas from the analogy of bio-
logical evolution [15, 270, 69, 14]. EAs are population based methods and are
used to solve optimisation problems. The population consists of a number of
individuals for which these individuals have particular representations (sub-
section 2.4.1 discusses this in detail). The individuals represent a solution
to the optimisation problem. Biological processes are applied to a popula-
tion of individuals; these processes evolve the population. The manner in
which the population is represented and the way the population is evolved
depends on the particular type of EA. There are various types of EAs such as
genetic algorithms [84], genetic programming [128], gene expression programming
[78] and neuro-evolution [234]. Neuro-evolution makes use of EAs to create
neural networks [290]. EAs are stochastic and thus multiple executions of an
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EA on a particular problem can result in various solutions. As a consequence
the algorithm may not converge to the optimal solution on each execution.
However, the stochastic nature does have a strength; multiple interesting so-
lutions can be obtained as opposed to other machine learning methods that
produce the same model upon each execution (e.g. decision trees [127]).
A genetic algorithm (GA) [84] is an evolutionary algorithm [69] inspired
by ‘survival of the fittest’ in nature that can be used to solve optimisation
problems. A GA evolves a population of chromosomes which are made up
of several genes. Each gene is an input feature. The size of the population
is a user-defined parameter. Each chromosome represents a candidate solu-
tion to the optimisation problem. Each chromosome is evaluated in order
to determine how successful it is at solving the optimisation problem. The
evaluation is obtained by computing the fitness of each chromosome. For
a maximisation problem, a chromosome with a higher fitness is considered
better, whereas a chromosome with a smaller fitness is considered weaker.
Algorithm 1 illustrates the pseudocode for a GA. An initial population of
chromosomes is randomly created in step 2, and each chromosome is eval-
uated in step 3 to determine if a solution to the optimisation problem exists
from the initial population. In step 5, the algorithm enters into a generational
loop until the maximum number of generations is met, or until a solution to
the optimisation problem is found. The maximum number of generations is
a user-defined parameter. The various aspects are discussed in the sections
which follow.
Algorithm 1: Genetic algorithm
input : generation_max: maximum number of GA generations
output: The best chromosome from the evolutionary process
1 begin
2 Create an initial population of chromosomes.
3 Evaluate the initial population.
4 generation← 0.
5 while generation ≤ generation_max do
6 generation← generation+ 1.
7 Select the parents.
8 Perform the genetic operators.
9 Replace the current population with the new offspring created
in step 8.
10 Evaluate the current population.
11 return The best chromosome.
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2.4.1 Individual Representation
The representation of each individual in the population is dependent on the
type of EA implemented. For genetic programming, the individuals are en-
coded using a tree structure (see figure 2.6 left) which are made up of func-
tions and terminals [205]. In GAs, the individuals are referred to as chromo-
somes (see figure 2.6 right) and in turn, the chromosomes are made up of a
number of genes. The chromosomes encode the solution to the problem for
which the EA is being applied to. The experimenter decides on how to en-
code the genes and decides on the length of the genes. Each chromosome in
the population represents a solution to the problem and thus, a GA searches
and attempts to optimise the chromosomes in a solution space. The solu-
tion space consists of all the possible permutations of the possible values for
which the genes encode.
2.4.2 Initial Population Generation
The first step in the algorithm is to initialise a population. This step is per-
formed once the practitioner has decided upon a representation for each indi-
vidual in the population. We can denote this population as generation zero.
This initialisation is typically randomly performed so that the population
can contain a variety of solutions which represent various candidate solu-
tions to the optimisation problem. For genetic algorithms, the length of the
chromosomes is either fixed or vary and this is dependent on the problem.
Algorithm 2 presents the pseudocode to initialise a chromosome population
of fixed size. The practitioner has to specify the population size in advance.
When a chromosome is created, the genes which make up the chromosome
are randomly selected from the available values. Once the initial population
has been created, the next step is to evaluate each individual.
2.4.3 Fitness Evaluation
A fitness function [15] is defined to evaluate each individual in the popula-
tion to compute its fitness. We can denote the fitness as a numerical value
which represents the performance of the individual. The EA uses the fitness
function to guide the population through the search space during the evolu-
tionary process. The fitness obtained from the function should be able to dis-
tinguish between strong and weak individuals. The fitness function should
enable the evolutionary process to distinguish between solutions which are
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FIGURE 2.6: Illustrating two representations. On the left there are two parse
trees, each parse tree is an indvidiual. This representation is used in genetic
programming. In this example the parse trees encodes the following functions:
3+ f eature1 ∗ f eature2 and f eature1− 10 where the features are input variables from
some dataset. On the right there are two chromosomes, each chromosome is an
individual. This representation is used in genetic algorithms. In this example the
chromosome encodes a solution to the travelling salesman problem [11]. There are
five genes and each gene encodes the order of the cities to visit. In the top chro-
mosome, city A is visited first, then D, B, C, E and return back to city A. Different
individual representations are used for the various types of evolutionary algorithms
and problem domains.
far from an optimal solution, near an optimal solution and those which have
reached an optimal solution.
Based on the problem which is being addressed the fitness should be de-
fined to either be maximised or minimised. For example, in a classification
problem one could define the function so as to maximise the classification
performance. In a regression problem, one could define the fitness function
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Algorithm 2: Creating an initial chromosome population.
input : population_size: the population size
input : size: the maximum length of a chromosome
output: The initial population
1 begin
2 for i← 0 to population_size do
3 Initialise a chromosome with length equal to size
4 for each gene in the chromosome do
5 Randomly select a value for the gene from the available
values
6 Add the chromosome to the initial population
such that the error between the correct values and the predictions are min-
imised.
The fitness function is applied to each individual once the initial popula-
tion has been created, and is also applied whenever an individual is modified
to compute its new fitness.
A fitness function can be single or multi-objective. A single objective fit-
ness function evaluates the individuals based on a single metric, for exam-
ple classification accuracy [23]. A multi-objective fitness function [300] uses
several metrics to compute the fitness, for example the classification accu-
racy and the complexity of the chromosome. The user can define what the
complexity represents. For example, assume that the number of genes in a
chromosome denotes the complexity of the gene. Then a chromosome with
5 genes which achieves a classification performance of 60% should obtain a
better fitness than another chromosome with 25 genes for which it achieves
the same classification accuracy of 60%.
2.4.4 Parent Selection
Once a suitable fitness function has been defined the first step in the gener-
ational loop (step 7 in algorithm 1) can be executed, i.e. the parents can be
selected. The parent selection method is a process that enables the EA to se-
lect certain individuals in the population which will act as parents for repro-
duction (discussed in the next section). A suitable parent selection method
should be selected. For instance, one method could be to always select in-
dividuals in the population that have the best fitness. The result of such
an approach is that the algorithm could become elitist and the population
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could rapidly converge towards particular sub-optimal solutions. This ap-
proach does not allow for diversity amongst the different individuals and for
weaker individuals to remain in the population. Weak individuals, through
the evolutionary process can yield stronger solutions in future generations.
Diversity in the population enables the EA to explore a variety of candidate
solutions.
Common parent selection methods include fitness-proportionate, roulette
wheel, rank and tournament selection (see [20] for comparisons). In this sec-
tion we review the tournament selection method as it is frequently used.
The pseudocode for tournament selection is presented in algorithm 3 and
is illustrated in figure 2.7. This selection method has one user-defined param-
eter, namely, the tournament size. Let k be the tournament size. Tournament
selection randomly selects k chromosomes from the current GA population,
and compares the fitness of each of the k chromosomes. The chromosome
with the highest fitness is returned as the parent chromosome. If a tie oc-
curs, then a random chromosome is selected to break the tie, or alternatively,
some metric can be used. An execution of tournament selection returns a
single parent. Thus if n parents are required, then the algorithm is executed
n times.
The tournament size sets the selection pressure [175]. A large tournament
size implies that a large number of chromosomes will be compared and will
render the EA more elitist. If the tournament size is equal to the population
size then the EA will most likely result in premature convergence towards
a local optimum. Conversely, a small tournament size implies that few in-
dividuals are compared. Thus, the tournament size is an important hyper-
parameter which must be fine-tuned to enable the EA to select appropriate
parents for reproduction.
2.4.5 Genetic Operators
The previous section describes how parents are selected. Once the parents
are selected then the genetic operators can be applied. The resulting individual
from applying a genetic operator on a parent is referred to as an offspring. The
parents are obtained from the population in the current generation, and the
offspring are inserted into the population of the next generation. The initial
population is randomly generated and thus most likely will not contain an
optimal solution to some optimisation problem. The genetic operators are
applied in step 8 in algorithm 1.
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Fitness = 10%
Fitness = 10%
Fitness = 30%
Individual with the
best ﬁtness in the
competing pool is
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Population of individuals
FIGURE 2.7: Illustrating tournament parent selection. There is a population of six
individuals. In this example the tournament size is three and therefore three indi-
viduals are randomly selected from the population. Any individual can be randomly
selected more than once. In this example the individual illustrated in green (with a
fitness of 10% was selected twice). Finally, the individual in the pool with the high-
est fitness is returned as the parent. In this case, the individual with a fitness of 30%
is returned.
Algorithm 3: Pseudocode for tournament selection.
input : size: size of the tournament
output: The best chromosome which will be used as a parent
1 begin
2 current_best← null
3 for i← 1 to size do
4 random_chromosome← randomly select a chromosome from
the population
5 Evaluate random_chromosome
6 if fitness of random_chromosome > fitness of current_best then
7 current_best← random_chromosome
8 return current_best
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FIGURE 2.8: Illustrating the reproduction genetic operator. The chromosome on
top (in green) is the parent chromosome. A copy of the parent is made and is the
offspring (shown in red) of the reproduction genetic operator.
The role of the genetic operators is to modify the individuals so that the
EA can traverse through the search space (combination of parameters and
resulting fitness value) with the goal of finding the global optimal solution.
The operators either enable the EA to explore or exploit the search space.
Operators that enable exploring are those that make large changes to the in-
dividuals such that the offspring are in a different area of the search space
to the parents. Conversely, operators that enable exploitation are those that
produce offspring in a similar area of the search space to the parents. The
combination of both exploration and exploitation is what enables the EA to
get unstuck from local optimal solutions through exploration, but to also con-
verge towards optimal solutions through exploitation. The user defines the
amount of exploration and exploitation which the EA should conduct. The
genetic operators depend on the problem domain. Thus for certain problems,
contraints have to be put in place so that the modifications from the operators
do not violate any rules of the problem domain.
In this section we review the three most commonly used genetic opera-
tors.
Reproduction
The reproduction operator is the simplest of the three. It uses the parent
selection method to obtain one parent and then creates a copy of the individ-
ual. The copied individual is then inserted into the new population. Figure
2.8 illustrates the reproduction operator.
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Mutation
The parent selection method is used to obtain a single parent and then a
copy of it is created. A random element of the individual is selected and
modified. In genetic programming, a single point is selected within the parse
tree and an entire new sub-tree is generated at that point. In GAs a single
gene can be randomly modified with a new one. This operator allows the EA
to add genetic diversity to the individuals by randomly changing parts of the
individuals. The mutation operator is illustrated in figure 2.9.
Crossover
Two parents are obtained using the parent selection method and copies of the
parents are created. Genetic material between the parents are exchanged by
randomly selecting part of parent 1 and parent 2, and then swapping them
to create the offspring. When conducting this exchange the other parts of the
individuals are usually not modified. Assume that two parents P1 and P2 are
obtained. Now assume that a random part of P1 is selected and denote that
as S1, and similarly S2 is randomly selected from P2. Then two offspring O1
and O2 can be created by duplicating all of the genetic material from P1 and
P2 except for S1 and S2. The swap is performed by adding S1 into O2 and by
adding S2 into O1. This operation allows the EA to exploit the local search
space of the parents. Figure 2.10 illustrates the crossover operator.
Gene 1 Gene 2 Gene 3
Gene 1 Gene 3
Mutation  
genetic operator 
New
value for
gene 2
FIGURE 2.9: Illustrating the mutation genetic operator. The parent chromosome is
shown on top (in green). This operator randomly selects some genetic material, in
this case the second gene was randomly selected. The operator then changes the
value at that position with a new one. The other genetic material is not affected. The
offspring is shown at the bottom (in red) along with the new genetic material (in
blue).
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FIGURE 2.10: Illustrating the crossover genetic operator. The two parents are shown
on top (first parent is shown on the left in green and the second parent is shown on
the right in blue). This operator randomly selects some genetic material from each
parent and swaps them whilst keeping the other genetic material constant. In this
example the second gene from each parent was randomly selected and swapped to
create two offspring shown on the bottom.
2.4.6 Generations and Termination
The EA iterates for a number of generations as is denoted in the while loop in
step 5 from algorithm 1. Each generation has its own population of individ-
uals. Assume that the population size is set to N. During each generation, g,
parents are selected from the population of generation g, and then offspring
are created and inserted into the population of generation g + 1. Once the
new population in generation g+ 1 is created (by creating N offspring), then
the population from generation g is cleared. Thus, only a single population
is retained in memory and evolved. In this manner, the populations iterate
from one generation to another. The practitioner defines the termination cri-
terion. For example, one could specify that the algorithm must iterate for G
generations and then terminate. Alternatively, one could specify that if the
fitness of the best individual across X generations does not improve then the
EA must terminate. Figure 2.11 illustrates the generational loop.
2.5 Introduction to Deep Learning
Deep neural networks, or deep learning [138, 229, 85], have gained a lot of at-
tention over recent years. There are a vast number of research articles that im-
plement some variant of deep learning by either proposing new techniques
or by applying it to various application domains. In the computer vision
community deep learning has received a lot of attention.
Chapter 2. Introduction to Machine Learning 26
Fitness = 30% Fitness = 15%
Fitness = 23% Fitness = 18%
Fitness = 32% Fitness = 10%
Fitness = 24% Fitness = 28%
offspring 1 offspring 2
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FIGURE 2.11: Illustrating the process of selecting parents from one generation, cre-
ating offspring and inserting the offspring into the new generation. In generation
zero there are four individuals for which the first step is to evaluate each of them.
Secondly, parents are selected using a parent selection method and then the genetic
operators are applied to those parents to create offspring. The offspring are shown
on the right (with dotted lines). Finally, the offspring are inserted into the new gener-
ation. The number of offspring in generation one is equal to the number of individ-
uals in the previous generation. The new population is evaluated, and this process
is repeated for a number of generations.
Applications of deep learning include:
• colouring grey scale images [34]
• real time pose estimation [262]
• automatic image annotation [182]
• self driving cars [104]
• video games [178]
• voice generation [189]
Neural networks are loosely inspired by neuroscience [85] in the sense
that the neural networks are made up of weights connected to units which
output a signal, which in turn resemble the dendrites connected to the cellu-
lar body which output through the axon [28, 76, 276]. Figure 2.12 illustrates
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this analogy. Neural networks are not models of the brain, they instead rep-
resent a function approximation of some optimisation problem [85]. First,
an introduction to the simplest unit, a perceptron, is presented. Then the re-
maining subsections discuss further details related to deep neural networks
which are used throughout this thesis.
axon from
previous
neuron
dendrite
synapse
x
w × x
WX + b
f(
W
X
+
b
)
soma
output
dendrite
FIGURE 2.12: Illustrating the analogy which neural networks take from neuro-
science. The input, x, is equivalent to the synapses, the multiplication of the weights
and the input, w× x, is equivalent to the dendrite, the application of the activation,
f (WX + b), is similar to the soma cellular body and the output of the function is
similar to the output dendrite.
2.5.1 Perceptron
A perceptron maps some input vector x to a single output value. Perceptrons
are binary classifiers and thus output either 0 or 1. To achieve this mapping,
the perceptron uses some function f (x). Equation 2.4 presents the function
f (x). The dot product is computed between the weights, w, (wi denotes the
ith weight), and the input vector (xi denotes the ith vector component).
f (x) =
1 i f ∑wixi > 00 otherwise (2.4)
Initially the weights are typically randomly initialised real values. Here
the goal is to optimise the weights such that the network can learn which
of the input features are important. Following this logic, larger weights en-
able the corresponding input features to have a greater contribution to the
function. Similarly, smaller weights (or weights of value 0) enables the cor-
responding input to have minimal contribution. The perceptron is a single
layer network.
In order to enable the perceptron to approximate a larger number of linear
classifiers, a bias term can be added which allows the function to be shifted
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FIGURE 2.13: Illustrating a perceptron single layer network. There are two inputs,
x1 and x2, and two weights w1 and w2. The perceptron is a linear classifier which
computes the dot product between the input features and the weights and adds a
bias term, b. The network produces an output y.
horizontally. Equation 2.5 presents the modified function f (x, b) to incorpo-
rate the bias term. Figure 2.13 illustrates an example of a perceptron along
with the inputs, weights and bias.
f (x) =
1 i f ∑wixi + b > 00 otherwise (2.5)
2.5.2 Activation Functions
The function f (x, b) from the previous subsection was a simple threshold-
ing function (referred to as a step function) which outputs either 1 or 0. The
function enabled the perceptron to model linear classifiers. In general, the
function which is applied to the inputs and weights is refered to as an activa-
tion function. One is not limited to only using the step function. Alternative
functions include hyperbolic tangent, sigmoid, softmax and ReLU.
Equation 2.6 presents the ReLU activation function [183]. The function
outputs a value of 0 when the input is less than zero, and the value x is output
when the input is greater than zero.
f (x) = max{x, 0} (2.6)
The sigmoid activation function [232] is presented in equation 2.7. This
function maps the input values to a bound, between 0 and 1, and can be
interpreted as the probability of success.
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f (x) =
1
(1+ e−x)
(2.7)
Equation 2.8 presents the softmax activation function [19]. This activation
function is useful when dealing with multiclass classification problems. This
is the case because the output of the values from the softmax function sum
to 1, and additionally, each output is between 0 and 1. Each value is the
probability associated with each class.
f (x) =
exj
D
∑
i=1
exi
(2.8)
where
D = dimension of x (typically the number of classes)
j = 1, ..., D
Additional activations have been proposed over the years, these include
leaky ReLU [160], PReLU [97] and ELU [38]. The choice of activation is im-
portant. For example, if the targets for some dataset are values which range
from 1 to 5 then it does not make sense to use the hyperbolic tangent function
as this outputs values between -1 and 1.
2.5.3 Multi-layer network
Subsection 2.5.1 discussed the perceptron, a single layer network. However,
to enable the network to approximate more complex functions the network
needs to contain more than one layer. This subsection introduces multilayer
perceptrons (MLPs). The complexity arises from the fact that several func-
tions can be connected in a chain. For instance, functions f1 and f2 can be
connected as follows: f (x) = f2( f1(x)). Here the function f (x) is more com-
plex than the individual functions. Goodfellow et al. [85] describe this chain
as the most commonly used structures of neural networks. In this example,
function f1 is referred to as layer 1 and f2 is layer 2. Following this logic, any
number of layers can be added in the chain, and hence the name ‘deep neural
networks’ given that the length of the network can be large. The number of
functions which are chained together is refered to as the depth of the neu-
ral network. Figure 2.14 illustrates a neural network with two layers, i.e., the
networks approximates the function f (x) = f2( f1(x)). The units are grouped
vertically at each layer. The first group of units is the input layer, and the last
group of units is the output layer. All other layers between the input and the
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FIGURE 2.14: Illustrating a 2 layer neural network. There are three input units, two
hidden units and one output unit. The units are stacked vertically. In the MLP, each
unit is connected to every other unit in the previous layer. There are 6 weights in the
first layer and 2 weights in the second.
output layer are refered to as hidden layers. In the figure there is one hidden
layer.
From figure 2.14 there are three calculations which need computing. As-
sume that the sigmoid activation function is applied on each layer. First,
the output value of h1 must be computed. This is obtained by comput-
ing (w1,1 × x1) + (w2,1 × x2) + (w3,1 × x3). Next the sigmoid activation
function is applied to the previously computed value, let’s denote this as
h1. Now the value of h2 can be computed in a similar way. We compute
(w1,2× x1) + (w2,2× x2) + (w3,2× x3) and apply the sigmoid activation func-
tion to that result, denote the result as h2. Finally, to compute o1 we need to
compute (h1 × w3) + (h2 × w4), and once again the sigmoid activation func-
tion is applied. This value is now the output of the neural network.
More generally, the previous layer acts as input to the next layer. The
process which was described is refered to as a forward pass and the network
is refered to as a feedforward network. Such a name is given because the
information flows through the function and intermediate computations, and
finally flows to the output o [85]. The output of an activation function is the
input to the following layer. Figure 2.15 illustrates each of these computa-
tions graphically.
2.5.4 Optimisers
Here we review some commonly used optimisation algorithms for updating
the weights of the neural network. Goodfellow et al. [85] state that there is no
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FIGURE 2.15: Illustrating the three separate computations required to perform a
forward pass through the network in figure 2.14. Each block denotes a computation.
The left two must be computed first. The output from those two are then used as
input to the third block, and in turn, the output from this block is the output of the
network.
best optimisation algorithm and that the choice is typically seletected based
on the experimenters experience with the algorithm.
Gradient descent
Given some objective function, J(θ), and associated parameters, θ, we can
apply the gradient descent algorithm to update the parameters and find so-
lutions which minimise the objective function J(θ). The gradient of J(θ), at
any θ, is the direction in which J(θ) rises the steepest. In order to minimise
J(θ), one has to compute its gradient at the current value of θ, and take a step
along the opposite direction, that is, move along the negative of the gradient
of the objective function by computing −∇θ J(θ).
Gradient descent is an iterative algorithm and performs a number of
steps. The learning rate, η, is a hyper-parameter which represents the size
of each step. A large η can result in missing the local minimum, whereas a
small η can result in very long optimisation times. This is illustrated in figure
2.16.
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Equation 2.9 presents the parameter updates performed during a single
step in the gradient descent algorithm. A termination criterion can be used
to determine when to stop repeating the steps (for example, when the cost
function J(θ) stops reducing over a number of steps). Figure 2.17 illustrates
a network which will be used provide an example of the computations per-
formed during a gradient descent step.
θ = θ − η ×∇θ J(θ) (2.9)
Start of
optimisation
Start of
optimisation
θ θ
 J(θ)  J(θ)
FIGURE 2.16: The effect of the learning rate, η. On the left, a small learning
rate will result in many small gradient steps which can lead to long opti-
misation times. On the right, a large learning rate can result in missing the
optimal solution.
Let b = 1 be the bias of the network in 2.17; the network can thus be ex-
pressed as yˆ = θ0 + θ1x1 + θ2x2. Assume that the objective function is defined
as J(θ) = (yˆ(θ) − y)2, where yˆ is the network’s prediction, y is the correct
value, θ0, θ1 and θ2 are the network parameters θ. Following equation 2.9, we
can perform the calculations in eqution 2.10 to compute the new values for
the weights θ1 and θ2. In a similar way, we can perform the calculations in
equation 2.11 to obtain the new value for the bias θ0.
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FIGURE 2.17: Network to illustrate gradient descent.
θ1 = θ1 − η ∂J(θ)
∂θ1
= θ1 − η(∂J(θ)
∂yˆ
× ∂yˆ
∂θ1
)
= θ1 − η(2(yˆ− y)× x1)
θ2 = θ2 − η ∂J(θ)
∂θ2
= θ2 − η(∂J(θ)
∂yˆ
× ∂yˆ
∂θ2
)
= θ2 − η(2(yˆ− y)× x2
(2.10)
θ0 = θ0 − η ∂J(θ)
∂θ0
= θ0 − η(∂J(θ)
∂yˆ
× ∂yˆ
∂θ0
)
= θ0 − η(2(yˆ− y)× 1)
(2.11)
Stochastic gradient descent
In batch gradient descent, the gradients (−∇θ J(θ)) for each example in the en-
tire training data are computed after which the parameters are updated. This
renders the approach slow as the batch contains all training examples. To
overcome this stochastic gradient descent (SGD) can be applied instead. The
primary difference is that SGD executes the parameter update after each
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training example in the training set, i.e. a batch size of 1. Both batch gradi-
ent and stochastic gradient descent are executed over a number of iterations,
referred to as epochs. One epoch means that all of the training examples have
completed one forward and backward pass (discussed in subsection 2.5.4).
Another variation is mini-batch gradient descent. Here a random sample of
size equal to a user-specified batch size is drawn from the training set. The
random sample is used to compute the gradient step and update the param-
eters.
Alternative approaches
Modifications to gradient descent have been proposed over the years to en-
hance the performance in various ways. This subsection and the following
one discusses some of these alternative approaches.
Gradient descent with momentum [206] takes analogy from Newton’s law
of motion in which it introduces a velocity term which enables gradient de-
cent to take faster gradient steps towards the minimum. The velocity “is
the direction and speed at which the parameters move through parameter
space” [85]. Figure 2.18 illustrates the contour lines for some cost function
for which we are trying to optimise the values of θ1 and θ2. The contour lines
represent the values of the cost function at the various points of θ1 and θ2.
The solid blue lines represent a path that gradient descent may take. There
are a lot of oscillations which slow down the convergence towards the min-
imum (denoted as the center circle). Momentum attempts to smooth the
steps of gradient descent by taking larger steps in the horizontal direction
and smaller steps in the vertical. A path that momentum could take is illus-
trated in the dotted red line. In real-world applications of neural networks,
there are more than just two parameters and thus the figure only serves as
an example to illustrate the idea behind the approach. Additional variations
include RMSProp [99] and Adam [123]. These share similar ideas of speeding
up convergence with different subtleties to the algorithm to achieve this.
Backpropagation
Optimisers such as SGD or Adam make use of the gradient of the cost func-
tion with respect to each of the parameters of the network. However, in deep
neural networks, computing these gradients can be computationally expen-
sive especially since a lot of the terms in the calculation are duplicated. Back-
propagation [223] provides a method for efficiently computing the gradients
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FIGURE 2.18: Illustrating the oscillations that take place during gradient descent in
the solid blue line and the faster convergence which is achieved by momentum in
the dotted red line. Two parameters θ1 and θ2 are shown. The contour lines represent
the values of some cost function, J(θ1, θ2), at the various settings of θ1 and θ2.
of the objective function with respect to each of the weights in the network.
All of these gradients are required to update the weights with respect to the
error the network makes.
Computing the gradient of the objective function with respect to layers
close to the input require the calculation of derivatives of units deeper in the
network (by using the chain rule). Consider the neural network in figure
2.19.
Now, to use an optimiser (such as gradient descent) we will need to com-
pute the gradients. Let’s assume that we wish to compute the gradients ∂o∂x1
and ∂o∂z1 . Note that in the function o = o(h1, h2), o is a function of h1 and h2.
Also, h1 and h2 are functions of z1 and z2, and z1 and z2 are functions of x1
and x2. Using the chain rule, the gradients can be computed. First compute
∂o
∂h1
and ∂o∂h2 . Next, we can compute
∂o
∂z1
as shown in equation 2.12, the equa-
tion has two terms since o is a function of h1 and h2 which in turn are both
functions of z1.
The next derivative to compute is ∂z1∂x1 which is shown in equation 2.13.
Notice in that equation that the first two terms have a repeated derivative
∂z1
∂x1
. We can take the derivative out, and place the two terms between brack-
ets as shown in equation 2.14. Now notice that the term between the brack-
ets has been computed before, in equation 2.12. So we can rewrite ∂o∂x1 using
equation 2.15. The equation can be further simplified by replacing the re-
peated expression in the second and third term in equation 2.15. Following
this logic, backpropagation provides an efficient manner to avoid repeated
calculations by reusing partial derivatives which were previous computed
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FIGURE 2.19: Illustrating a neural network with 3 layers. Backpropagation avoids
the repeated computations of derivatives.
[85]. All of the partial derivatives are required for the weight update and
backpropagation provides a recursive methodology.
∂o
∂z1
=
∂o
∂h1
∂h1
∂z1
+
∂o
∂h2
∂h2
∂z1
(2.12)
∂o
∂x1
=
∂o
∂h1
∂h1
∂z1
∂z1
∂x1
+
∂o
∂h2
∂h2
∂z1
∂z1
∂x1
+
∂o
∂h1
∂h1
∂z2
∂z2
∂x1
+
∂o
∂h2
∂h2
∂z2
∂z2
∂x1
(2.13)
∂o
∂x1
= (
∂o
∂h1
∂h1
∂z1
+
∂o
∂h2
∂h2
∂z1
)
∂z1
∂x1
+
∂o
∂h1
∂h1
∂z2
∂z2
∂x1
+
∂o
∂h2
∂h2
∂z2
∂z2
∂x1
(2.14)
∂o
∂x1
=
∂o
∂z1
∂z1
∂x1
+
∂o
∂h1
∂h1
∂z2
∂z2
∂x1
+
∂o
∂h2
∂h2
∂z2
∂z2
∂x1
(2.15)
2.5.5 Deep neural network layers
Fully connected layers
Fully connected layers have a weight connection between each unit in layer i
with each unit in the previous layer i-1. The dot product between the weights
in layer i and the output from the units in layer i− 1 are computed, and then
typically an activation is applied. Figure 2.20 illustrates an example of a fully
connected layer.
Convolutional layers
Convolutional layers [139] apply a convolution operation to extract features
from an image (in the case of 2 dimensional convolution). The convolution
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unit 2
unit 3
Layer i-1
Layer i
unit 1
FIGURE 2.20: Illustrating a fully connected layer. Here each unit in layer i is con-
nected to every other unit in layer i-1. There are 12 parameters since each of the four
units connect to each of the other three units. The dotted lines denote connections to
other layers.
operation is applied to two real valued functions and in turn returns another
function, let us denote this as F = x ∗ w. In this example the convolution is
applied to functions x and w, and the resulting function is F.
In the case of convolutional layers in the context of deep learning, the
function x is typically an input image, and w is referred to as a filter or kernel.
A filter has a width and a height. The depth of a filter is the same as the depth
of the input image. A colour image is represented by three colour channels,
namely red, green and blue channels – thus the depth of a colour image is 3.
The resulting function, F, is referred to as a feature map or activation map. For
discrete convolutions, the filters convolve (or slide) around the input image
horizontally and vertically. Given an image I and a filter K, each pixel (i, j)
in the feature map, F, is computed using the expression in equation 2.16.
This computation is executed each time the filter is moved, and this is the
convolution operator, ∗, in the expression F = x ∗ w. During the sliding of
the filter, the expression in equation 2.16 is computed.
Figure 2.21 illustrates an example of applying the convolution operator to
an input image. In this example the input image is 5x5 and the filter is of size
3x3. The bottom part of the figure illustrates how the value of 3 in position
(1,1) in the feature map is computed. The filter is placed on the image and
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the dot product of the corresponding values in the image is computed. The
filter then slides one by one pixel to the right on the input image and the dot-
product is computed again to get a value of 0. Once the filter can no longer
move to the right it goes down by one pixel and repeats the process. This is
repeated until all of the values in the feature map are computed. Each value
in the filter is a weight, for which the neural network must optimise.
F(i, j) = (I ∗ K)(i, j) =∑
m
∑
n
I(i + m, j + n)K(m, n) (2.16)
The feature map has its own width, height and depth. The depth of the
feature map is determined by the number of filters (a user-defined param-
eter). Thus, if an experimenter wants to create 10 filters, then the depth of
the feature map is 10. The features are stacked on the depth dimension. The
width and the height of the feature are affected by the stride that the filter
uses. The stride denotes the number of pixels for which the filter is moved
horizontally and vertically. A large stride will result in a smaller feature map
(in terms of the width and the height). Typically, a stride value of 1 or 2 is
used.
Figure 2.22 illustrates an example of an input image, a filter and the re-
sulting feature map when the convolutional operator is applied. In the figure
there is only one filter so the depth of the feature is one. The stride is set to
one. The figure illustrates the new size of the feature. An input image of size
32x32 for which a filter of size 5x5 is applied to will result in a feature of size
28x28 (784 pixels). For each of those 784 pixels, the dot product of the filter
with the corresponding region of the image is computed.
Convolutional layers can be one or two dimensional. One dimensional
convolutional layers can be applied to natural language processing. In such
a case the text is often converted into a sequence of numbers and thus the
filter is represented as a vector. All of the remaining details are the same.
Pooling layers
Pooling layers are typically applied after convolutional layers. Their purpose
is to reduce the spatial size of the previous layer. As a consequence, the
number of parameters are reduced. The pooling layer is applied separately
to each depth of the previous layer. The pooling layer takes on its own width,
height and stride, and is applied to the previous layer in a similar way as the
filter in the convolutional layer. The operation that is executed is however
different. Pooling typically provides a summary statistic of the neighbouring
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FIGURE 2.21: Illustrating, on top, an image, a filter and the resulting feature. The
bottom half of the figure illustrates how the values in the feature are obtained. The
sum of the element-wise multiplication between the filter and the corresponding
region of the image are computed. In the left example, the computed value is 3. The
filter is then shifted by one pixel, and the computation is repeated. This is performed
until every value in the feature map is computed. The figure illustrates a second
example where the value of 1 is computed in the feature map.
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FIGURE 2.22: Illustrating the width and the height of the input image, the filter and
the feature map.
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FIGURE 2.23: Illustrating the spatial reduction achieved by performing max pooling.
Here the width and the height of the filter is 2x2, and the stride is set to 2. Max
pooling computes the maximum value in each of the four regions.
pixels. Max pooling [303] is a commonly used layer, typically with a filter
width and height of 2x2. Here the maximum value is returned. Figure 2.23
illustrates an example of the resulting feature from the max pooling layer.
The max pooling layer has no parameters which are optimised during the
optimisation of the neural network. Average pooling is an alternative to max
pooling.
Dropout
Dropout is a regularisation technique which assists in preventing over-fitting
when training a neural network [243]. A keep probably p is typically asso-
ciated with dropout which is a user-defined hyper-parameter. During each
epoch, each unit within the network is ignored with a probabilty of p. These
ignored units are not taken into consideration when the network performs
a forward or backward pass, and thus enables the network to optimise the
weights despite the reduced number of units.
2.5.6 Software
Over the years, various software packages have been developed to enable
researchers and practitioners to implement neural networks. While it is be-
yond the scope of this thesis to evaluate each of the available software, we
present a list of commonly used ones.
• Caffe [111], primarly for C++ users
• DeepLearning4J [257], primarily for Java users
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• Keras [35], primarily for Python and R users
• PyTorch [199], primarily for Python users
• Tensorflow [1], primarily for Python and C users
2.5.7 Network Architecture
Another consideration when implementing a neural network is the design of
the architecture [85]. The architecture refers to the number of layers in a net-
work, the number of units in each layer, and how these layers are connected
to each other. Since each layer has its own hyper-parameters, in this thesis,
the term architecture refers not only to the structure of the network but also
to all of the associated hyper-parameters. Typically, the layers are connected
to each other in a chain like manner, layer i is connected to layer i+1 and so
on. Goodfellow et al. [85] denotes the first layer as h(1) = g(1)(W(1)Tx+ b(1))
and the second layer is defined as h(2) = g(2)(W(2)Th(1) + b(2)), where W
are the weights, x is the input, b is the bias and g is the activation function.
The second layer makes use of the output from the first layer. Goodfellow et
al. state that the validation error is used to guide an experimenter in finding
the most suitable network and that this is achieved through experimentation
[85].
2.6 Conclusion
This chapter provided an introduction to machine learning. The reader was
presented with various concepts and terminology related to machine learn-
ing. The concept of classification and regression was introduced. Methods
to split the data into training and validation sets were described and further-
more, approaches for evaluating the performance of a machine learning al-
gorithm was discussed. Next, the reader was presented with an introduction
to evolutionary algorithms. Despite the fact that such algorithms are com-
putationally expensive and take long to run, their stochastic nature allows
for a variety of solutions to be evolved as opposed to a method which pro-
duces identical solutions. Finally, we introduced deep learning. The percep-
tron was introduced and then more complicated multi-layer networks were
discussed. Various activation functions were presented. The chapter then
discussed various types of layers. In addition to the layers discussed, there
are other ones which we have not explored, such as long short-term memory
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units [101] widely used as layers in recurrent neural networks. We thus lim-
ited the discussion to concepts which are used throughout this thesis. The
following chapters describe how evolutionary algorithms can be adapted to
solve a variety of machine learning problems.
43
Chapter 3
Neuro-evolutionary Problem
Identification
3.1 Introduction
In this chapter, a GA harnessed to a dynamic and flexible deep learning
framework is proposed for the automated identification of problems. We
call this the Automated Problem Identification (API) algorithm and show that it
can successfully determine if a dataset is a classification or a regression one;
and furthermore, recommend whether to use the categorical cross entropy or
mean-squared error loss function. To achieve this we use neuro-evolution.
API will recommend which layers (e.g. convolutional or fully connected) –
from a known set – to use, either as the final architecture or as the input to
further optimisation.
Section 3.2 provides the reader with a more detailed formulation of prob-
lem identification and discusses certain related work. Section 3.3 discusses
the proposed approach and this is followed by details on the proposed algo-
rithm in section 3.4. The experimental setup is presented in section 3.5 and
the findings are revealed in section 3.6. Finally, section 3.7 concludes this
chapter.
3.2 Problem Identification
Regression or classification? This is perhaps the most basic question faced
when tackling a new supervised learning problem. Typically, a significant
amount of human insight and preparation is required prior to executing
machine learning algorithms. For example, when creating deep neural net-
works, the number of parameters must be selected in advance and further-
more, a lot of these choices are made based upon pre-existing knowledge of
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the data such as the use of a categorical cross entropy loss function. Humans
are able to study a dataset and decide whether it represents a classification
or a regression problem, and consequently make decisions which will be ap-
plied to the execution of the neural network.
As the performance of machine learning algorithms has skyrocketed over
recent years the often unspoken relationship between the human data sci-
entist and the machines they run has evolved significantly. A great deal of
work has been put into new state-of-the-art methods, and researchers are
constantly optimising the various aspects of machine learning algorithms.
Such efforts include proposing algorithms for optimising hyper-parameters
and network architectures [217] and the latest trends show increasing em-
phasis on algorithms that require less human intervention. Consider the au-
tomatic statistician project 1 which aims at removing the data scientist from
the process of understanding data by using Bayesian model selection.
Real et al. [217] propose an evolutionary algorithm for optimising im-
age classification neural networks which requires no human intervention in
creating the networks. Similarly, Zoph and Le [305] use recurrent neural net-
works along with reinforcement learning in order to achieve a similar goal.
It is clear from these research efforts that this is a trend that will continue,
driven both by potential industrial profits to compensate for shortages of
expensive data scientists and by the general goal of artificial general intelli-
gence.
Nevertheless, for most current machine learning algorithms, there is a
considerable amount of human intervention which must be performed prior
to the final execution of the algorithm. For example, setting the number of
parameters, pre-processing the data, deciding on the loss function and in-
terpreting the results, to name a few. Another example, and perhaps the
first of the steps in the data science process, is problem identification: "does a
supervised set of data correspond to a classification or regression problem?" Under-
standing which type of the two problems a given dataset represents is a step
in the direction of automated machine learning research and is the subject of
this chapter.
Classification problems typically represent a set of problems whereby the
goal is to create a predictive model that can discriminate between various
known classes. CIFAR-10 and MNIST are examples of classification datasets
where the goals are to identify the correct label (airplane, automobile, bird,
cat etc... and digits respectively) for each image. For regression problems,
1https://www.automaticstatistician.com/index/
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the predictive output is continuous (as opposed to discrete in the case of
classification). An example of a regression dataset is the Boston housing price
regression dataset for which the goal is to predict the median value of the
houses.
In the context of deep learning [138], when presented with a dataset, typ-
ically one will verify whether the data represents a classification or a regres-
sion problem, and then will decide on the loss function and network layers
accordingly. For the CIFAR-10 image dataset, one might consider using con-
volutional, dropout and fully connected layers (based on the layers used in
the VGG network [237]); and for the Boston housing price dataset one might
use fully connected and dropout layers. Furthermore, a decision should be
made with regards to which loss function to use. For CIFAR-10 one might
use categorical cross entropy (see 3.3.2), and use the mean squared error loss
function for the Boston housing case. As researchers in machine learning, in
most cases, these decisions can be made with relative ease. For a machine,
on the other hand, this decision is non-trivial and current machine learning
algorithms do not automatically decide if a given dataset is a classification or
a regression problem; nor do they recommend a loss function.
An application of automatic problem identification is one that allows an
algorithm to perform predictive modelling in an environment where various
dataset types are supplied and little human intervention is provided.
3.3 Proposed API Approach
In the following subsections we define our proposed approach. We provide
details on how the proposed approach is adapted in terms of the GA de-
tails. Figure 3.1 illustrates an example of a network which was produced by
a chromosome when the CIFAR-10 dataset was input into API. The resulting
architecture is very similar to one that a human might use for the problem.
3.3.1 API chromosome
In this section and the following subsections, we describe the API chromo-
some along with a description about each of the genes within the chromo-
some. In this chapter, the word layer refers to the layers in deep neural net-
work architectures. Each chromosome is made up of four genes, namely,
the neural network loss function, the number of units in the last layer of
the neural network, the activation function used in the last layer and the
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FIGURE 3.1: Each chromosome contains four genes of which one gene represents
a network architecture. The figure illustrates an example of a network architecture
generated by an API chromosome (which was obtained at the end of an execution
of the API algorithm). The input dataset was CIFAR-10 – an image classification
dataset. The chromosome, presented in figure 3.2, recommended that the last layer
should have 10 units and that these should use the softmax activation function. Fur-
thermore, the chromosome recommended using the categorical cross entropy loss
function, and consequently, correctly determined that the dataset was a classifica-
tion problem.
configuration of the layers (configurations are explained in section 3.3.5). A
chromosome thus encodes a neural network architecture along with the loss
function.
Figure 3.2 illustrates an example of an API chromosome. In the exam-
ple, the chromosome encodes the following neural network architecture, a
fully connected layer, followed by dropout and two fully connected layers.
Furthermore, the chromosome will apply the categorical cross entropy loss
function (during the training of the neural network) and the last layer has 10
units of which the activation function is softmax. The following subsections
provide additional details about the four genes.
Categorical
cross
entropy 
10 Softmax 
[2, 0, 3, 3,
0, 0, 1, 2,
1, 1]
FIGURE 3.2: Example of an API chromosome which encodes the categorical cross
entropy error loss function, 10 units in the last layer of the network which has the
softmax activation function. The architecture of the network is denoted as [2, 0, 3, 3,
0, 0, 1, 2, 1, 1] for which a convolutional layer is mapped to 0, a fully connected layer
to 1, dropout to 2 and max pooling to 3.
We chose to use GAs since the number of genes can easily be modified in
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order to encode additional complexity. GAs have previously been successful
in optimising complex search spaces. It was deemed appropriate to use GAs
since API searches through a space of network architectures in addition to
other parameters. We can thus increase the complexity of the chromosomes
by including more parameters. We explore this in the following chapter.
3.3.2 Loss function
This gene represents the loss function that will be used when training the
network and it takes on two possible values: Mean Squared Error (MSE)
and Categorical Cross Entropy (CCE) loss. Let yi denote the target label for
sample i, y¯i denote the model’s predicted output for sample i and n denote
the number of training samples. The mean-squared error used in this study
is presented in equation 3.1.
MSE =
1
n
n
∑
i=1
(yi − y¯i)2 (3.1)
For example, let y = [2.2 5.5 0.2] and assume that some network N1 pre-
dicts y¯ = [2.1 5.0 0.2] then MSEN1 ≈ 0.09. Similarly, assume that another
network N2 predicts y¯ = [0.0 2.5 3.2] then MSEN2 ≈ 7.61. Network N1 is
preferred since 0.09 < 7.61 (a smaller value is better). When using the MSE,
the objective of an optimisation algorithm will be to minimise the MSE value
to reduce the distance between the correct values and the model’s predicted
values. The CCE used in this study is presented in equation 3.2.
CCE = −
N
∑
i=1
yi ln y¯i (3.2)
When using this loss function the objective is to minimise the CCE in such
a way to make the network predictions as similar to the labels as possible.
In this case, the target labels will be represented as a vector (often one-hot
encoded vectors, discussed in section 3.3.6) and the network predictions will
also be in a vector of the same length. For example, let yi = [0 1 0] and
assume that some network N1 predicts y¯i = [0.1 0.8 0.1] then CCE for sample
i is − ln(0.8) ≈ 0.22. Similarly, assume that another network N2 predicts
y¯i = [0.7 0.1 0.2] then for sample i, CCE = − ln(0.1) ≈ 2.30. Network N1 is
preferred since 0.22 < 2.30 (a smaller value is better).
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3.3.3 Number of units in last layer
The second gene denotes the number of units in the last layer in the network.
There are two possible values for this gene: one or U, where U denotes the
number of unique values in Y (Y represents the target values for a dataset).
Formally, U = |S|, where S = {yi}i∈{1,...,N} and N is the number of samples.
For example, assume that for some dataset Y = (0, 1, 0, 2, 3, 2, 3, 0, 2, 3, 1, 1)
then U = 4 since there are 4 unique values in the targets. In the case of
classification or regression it would be incorrect to have values other than
one or U in the last layer, for example using 5 units in a 7 class classification
problem.
3.3.4 Last layer function
This gene takes on four possible values and denotes which activation func-
tion will be used in the last layer in the network. The possible values are:
{linear, relu, sigmoid, softmax}. Here ‘relu’ refers to rectified linear units.
Given some input x to a layer, the equations for each of the activation func-
tions are presented in equations 3.3 to 3.6 respectively.
f (x) = x (3.3)
f (x) = max(x, 0) (3.4)
f (x) =
1
(1+ e−x)
(3.5)
f (x) =
ex
D
∑
i=1
exi
(3.6)
where
D = dimension of x
3.3.5 Configuration of layers
Each chromosome has a gene which corresponds to the architecture of the
network which we define as the configuration. The configuration represents
the exact sequence of the network layers and is stored in a list. The first
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element in the configuration represents the first layer and the last element
represents the last layer. There are four possible values which each element
in the configuration can take, namely: convolution, fully connected, dropout
[243] and max pooling. Here, convolution refers to two-dimensional con-
volution. We add dropout to the list of possible configuration values even
though dropout is not a layer.
The size of the configurations is randomly selected between 5 and 15. The
configurations are initialised randomly during the initial population genera-
tion and modified during the mutation operator; these are explained in sec-
tions 3.4.1 and 3.4.2 respectively. Each of the layers are mapped to an integer
value, i.e. convolution is mapped to 0, fully connected to 1, dropout to 2 and
max pooling to 3. Each chromosome has exactly one configuration.
We provide the following example to illustrate the configurations. Let
the configuration for a chromosome be: [2, 0, 3, 3, 0, 0, 1, 2, 1, 1]; figure 3.1
illustrates this network. The network is comprised of several convolution
and max pooling layers followed by fully connected and dropout layers.
3.3.6 Chromosome fitness evaluation
In this study, we designed a fitness function to discriminate between classi-
fication and regression problems. When the proposed system commences,
it splits the dataset into two subsets, the features, X and the labels Y. The
labels are then converted into their corresponding one-hot encoded values –
a process for encoding single categorical variables into a vector. The length
of the vectors corresponds to the number of unique values. For example, a
classification problem with 3 class values will result in one-hot encoded vec-
tors of length 3. For example, if a label has a value of 0 and the unique Y
values are {0, 1, 2}, then the one-hot encoded value of ‘0’ is [1 0 0], ‘1’ is [0
1 0] and ‘2’ is [0 0 1]. The system retains both Y and the one-hot encoded Y
values. The dataset is split such that 50% of the data is in the training set and
the remaining in the validation set.
Each chromosome is evaluated as follows. The chromosome’s loss func-
tion is used to train the neural network on the training data. If the chromo-
some’s loss function was categorical cross entropy, then the one-hot encoded
Y values are used during training. However, if the loss function was mean
squared error, then the Y values are used during training.
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The validation loss is recorded during the optimisation of the neural net-
work across the epochs. Let the validation loss be V0, V1, ..., Ve where e de-
notes the total number of epochs and Vi denote the validation loss for epoch i.
We define the change in validation as follows, δval = average(V1, V2, ..., Ve)−
V0. Finally, we define the ratio in validation drop, R, as R =
δval
V0
.
For each chromosome, after the optimisation of the neural network has
taken place, we compute R, and if R > 0 then this implies that the network
has not done any learning since the validation loss increased. Furthermore,
if R = 0 then once again the network has not managed to learn anything
since the validation loss has remained constant over the epochs. Finally, if
R < 0 we conclude that given the drop in validation loss, that the network
has managed to learn.
The model then predicts the output values on the validation data. The
predictions and the validation target values are compared using mean
squared error. We chose to use the mean squared error to be consistent with
the comparisons. In the case whereby the network has not learnt anything
we penalise the chromosome with a fitness of infinity. However, in the case
whereby the network has learnt, i.e. R < 0, then we assign the computed
validation mean squared error as the fitness of the chromosome. The objec-
tive of the API algorithm is thus to minimise the fitness of each chromosome
by rewarding networks that learn and have a small mean squared error on
the validation set. The lower the fitness value the better a chromosome per-
formed.
Figure 3.3 illustrates a plot which explains the fitness of a chromosome.
The plot is separated in two where R = 0. From the plot, it is observed that
when R ≥ 0 then the fitness is set to a very large value. When R < 0 then
the value of the fitness corresponds to the mean squared error whereby a
smaller value is better. For the sake of the example, a straight line was drawn
for R < 0 to illustrate that a smaller mean squared error results in a better
chromosome fitness.
Since the chromosomes are randomly generated, it is possible that they
represent invalid networks for particular features and labels on a given
dataset. For example, assume that, for some chromosome, the number of
units in the last layer is 1 and the categorical cross entropy loss function is
used. Given the previous description in this subsection, the one-hot encoded
Y values should be used during training. However, in the example, the num-
ber of outputs is 1 and thus a one-hot encoded vector cannot be compared to
a single value. To illustrate with another example, consider a chromosome
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FIGURE 3.3: During the training of each neural network on the validation data we
record the validation loss. We then determine whether or not the network has learnt.
If the network has not learnt (R ≥ 0) then we penalise the chromosome with a very
large fitness. However, if the network was able to learn (R < 0) then we assign the
mean squared error as the fitness value.
that tries to use convolutional layers on a feature based regression dataset –
this is of course not feasible. Invalid chromosomes such as this are penalised
with a fitness of infinity. Section 3.4.3 describes how the chromosome makes
the discrimination between regression and classification.
3.4 The API Algorithm
The following subsections explain how each aspect of the GA has been al-
tered to determine if a given dataset is a classification or regression prob-
lem. Furthermore, the algorithm recommends the following upon termina-
tion: the loss function which should be used in order to enable the training
of a neural network, the number of units and type of activation function in
the last layer and finally, a simple network architecture is also recommended.
The API algorithm performs optimisation in two phases, namely in optimis-
ing the GA population, and since each chromosome represents a neural net-
work, optimisation is performed when training the networks.
3.4.1 Initial population generation
Each chromosome has a fixed length of 4 genes (discussed in section 3.3.1).
During the creation of a chromosome, each gene is randomly created based
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on the values each gene can take on. The pseudocode for creating a chromo-
some is presented in algorithm 4. The initial fitness of each chromosome is
set to infinity.
Algorithm 4: Creating a chromosome.
1 begin
2 Initialise an empty chromosome.
3 Set the loss function to either categorical cross entropy or mean
squared error.
4 Set the number of units in the last layer to either one or U.
5 Set the activation function in the last layer to either linear,
sigmoid, softmax or relu.
6 Create a random configuration.
3.4.2 Genetic operators
Mutation and crossover were implemented in this study. Their implementa-
tion details for this study are described below.
Mutation
The mutation operator randomly selects a gene and alters the value within
the gene with a new random value. The values assocaited with each gene are
discussed in sections 3.3.2 to 3.3.5. The operator changes a single gene upon
execution.
Figure 3.4 illustrates the application of the mutation operator on a parent
chromosome, and the resulting offspring is illustrated. From the example,
the fourth gene was selected for mutation which implies that the configu-
ration of the network is regenerated. In the figure, the parent chromosome
configuration was changed from [1, 2, 1, 1] to [1, 1, 1, 1, 1] in the offspring.
Crossover
The crossover method we implement randomly selects a position p in the
range [0, n] — where n denotes the length of the chromosome — within the
parent chromosomes; the same position p must be selected within the two
parents. Two offspring are created, and all the genes except those at position
p are copied across to the corresponding offspring without modification. The
genes in position p are swapped, i.e., the gene in position p from parent1 is
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FIGURE 3.4: Example of the mutation operator being applied to a parent chromo-
some. The fourth gene was selected for mutation and consequently a new configu-
ration was generated for the offspring.
inserted into position p in offspring2, and similarly, the gene in position p from
parent2 is inserted into position p in offspring1.
An example of the application of the crossover operator is presented in
figure 3.5. The figure shows two parent chromosomes. The crossover point
was the third gene from each parent, i.e. the last activation function was
swapped between the parents. The offspring show the result of the crossover.
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FIGURE 3.5: Example of the crossover operator being applied two parent chromo-
somes. The third gene from both of the parents were selected for crossover. As a
result, the last activation functions were swapped between the parents.
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3.4.3 Algorithm termination and final decision
At the end of the generational loop, the best chromosome is output. The loss
function in the best chromosome is then used to decide if the dataset was
a classification or a regression problem. If the loss function was categorical
cross entropy, then the problem was labelled as classification. However, if
the loss function was mean squared error then the problem was labelled as
regression.
3.5 Experimental Setup
This section describes the experimental set up which was used to evaluate
the performance of API. The algorithm was programmed in Python 3.6.0 and
TensorFlow 1.1.0 [1]. We made use of certain functions provided by Tensor-
Flow – such as tf.nn.conv2d 2 and tf.nn.dropout 3– to interface the neural net-
works found in each chromosomes with TensorFlow. API was evaluated on
a machine with an Intel Core i7-6700K CPU and 16GB RAM.
3.5.1 Datasets
Table 3.1 presents the 16 datasets which were used in this study along with
their characteristics and type. All of the datasets were obtained from the
UCI machine learning repository [147] except for CIFAR-10 and CIFAR-100
which were obtained from [129], MNIST from [137], CrowdFlower 4, Aloi 5
and IMDB 6 were obtained externally. In this study, CrowdFlower represents
the ‘emotion in text’ dataset. The assumptions are that there are no missing
values in each dataset and that categorical features are converted to corre-
sponding numerical features using a one-hot encoding approach. Of course,
it would be possible to implement an imputation method [169] to overcome
datasets with missing values, however, this was not part of the scope of this
study. The algorithm standardises each feature. Where possible, we used
1000 samples for training and 1000 for validation. Boston housing, for exam-
ple, did not have that many samples. In this case, we simply equally split
2https://www.tensorflow.org/api_docs/python/tf/nn/conv2d
3https://www.tensorflow.org/api_docs/python/tf/nn/dropout
4https://www.crowdflower.com/data-for-everyone/
5https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/multiclass.html
6https://keras.io/datasets/
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TABLE 3.1: The 16 datasets used in this study. We used datasets from four problem
domains with various characteristics and are denoted as follows: ‘D’ represents data
classification, ‘R’ for regression, ‘IC’ for image classification and ‘SA’ for sentiment
analysis. The types ‘D’, ‘IC’ and ‘SA’ denote classification problems. The unique
targets refers to the unique number of outputs in the target values for each dataset.
For example, for CIFAR-10 has 10 unique target classes, whereas Relative CT Slice
has 2001 unique target values. For CrowdFlower and IMDB we used a bags of words
approach in order to generate word embeddings.
Dataset Features Unique Targets Type
Aloi 128 1000 D
Isolet5 617 26 D
Letter Recognition 16 26 D
Sensorless Drive 48 11 D
Year Prediction 90 89 D
Boston Housing 13 506 R
CCPP 4 4837 R
Concrete Comp 15 1030 R
Forest Fires 29 17380 R
Physiocochemical 9 15903 R
Relative CT Slice 384 2001 R
CIFAR-10 3072 10 IC
CIFAR-100 3072 100 IC
MNIST 784 10 IC
CrowdFlower 1000 13 SA
IMDB 10000 2 SA
the dataset into two sets. We distinguish between data and image classifi-
cation problems because in the former the data is typically resented by one-
dimensional vectors; whereas, image classification datasets are commonly
represented as three-dimensional arrays. API can adapt to the various input
shapes without human intervention.
3.5.2 Experimental parameters
The GA and neural network parameters used in this study are presented in
tables 3.2 and 3.3 respectively. These parameters were obtained by prelim-
inary runs of the algorithm. The purpose of this study was to evolve chro-
mosomes that could determine whether a given dataset was classification or
regression in addition to several other outputs. Certain variables had to re-
main fixed in order to evolve the chromosomes. Each parameter in table 3.3
was set to a fixed value.
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TABLE 3.2: The GA parameters used in this study. Preliminary experiments revealed
that we did not need to use a large population size or a large number of generations
to evolve accurate solutions.
Parameter Value
Crossover rate 70%
Mutation rate 30%
Number of generations 10
Tournament size 5
Population size 50
3.6 Results and Discussion
The results obtained by API are presented and discussed in this section. The
Aloi dataset was included in the experiments because one could hypothesise
that if a dataset has a large number of targets then it is a regression dataset.
For this reason, we included Aloi as it has a much larger number of classes in
comparison to the other classification datasets. The accuracy results achieved
by API on the 16 datasets across the 20 runs are presented in figure 3.6. On
each run the entire API evolutionary process was executed. When discrim-
inating between regression or classification problems, API obtained an av-
erage accuracy of 96.3%, the lowest accuracy was 90% which was obtained
on 3 datasets and the highest accuracy was 100% which was achieved on 7
datasets.
Table 3.4 presents the number of times, out of 20 runs, that API incorrectly
classified each dataset. There were 3 datasets for which API incorrectly clas-
sified two runs, this represents an accuracy of 90%. There was no dataset for
which the performance across the runs was less than 90%.
In the case of the two misclassifications for the CIFAR-10 dataset, the fit-
ness for chromosomes having the mean squared error and the categorical
cross entropy loss function were very close. It happened to be that, for that
particular run, the former had a slightly lower fitness. In the second case,
the population was rapidly dominated by chromosomes having the mean
squared error loss function as the generational loop progressed. A similar
observation was made for the other incorrectly classified runs. Two possible
ways of overcoming this issue would be to re-introduce genetic diversity into
the population by randomly initialising a number of chromosomes across the
generations. This would thus allow chromosomes containing both types of
loss functions to be present in the population. Alternatively, increasing the
tournament size could allow for weaker chromosomes to remain in the pop-
ulation which could in turn preserve the balance between the chromosomes
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FIGURE 3.6: Accuracy (%) results obtained by API on the various datasets. The accu-
racy denotes API’s ability to correctly determine if each dataset was a classification
or a regression problem. For each dataset, 20 runs of the algorithm were executed.
The lowest accuracy was 90% and API achieved 100% accuracy on 7 datasets. The
average accuracy across the datasets was 96.3%.
containing both loss functions.
Next, we present for each dataset a random chromosome that was
evolved. These chromosomes were randomly selected from each of the 20
runs. The networks varied in size from 5 to 15 layers, however, in most cases
the networks were deep. The architecture generated for the image classifica-
tion problems are more complex than the ones generated for the other prob-
lems. In particular, the evolved chromosome for the CIFAR-10 dataset was
of interest because the configuration resembles an architecture that a human
might generated when creating a deep neural network for image classifica-
tion. For instance, consider AlexNet [129], which is made up of a series of
convolutional and max pooling layers towards the start of the network, and
ends with three fully connected layers. In a similar way, the chromosome’s
architecture which is presented below has a similar structure of convolutions
and max pooling layers followed by fully connected and dropout layers.
In the following list of results, the dataset name is provided along with the
problem type. For the last activation function, ‘MSE’ denotes mean squared
error, and ‘CCE’ denotes categorical cross entropy. For the configurations,
convolution is mapped to 0, fully connected to 1, dropout to 2 and max pool-
ing to 3. In each example the chromosome was able to correctly classify the
dataset.
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TABLE 3.3: The neural network parameters used in this study. When training a
neural network contained in a chromosome each of the parameters listed in this
table were applied.
Parameter Value
Number of epochs 5
Weight initialisation - mean 0.0
Weight initialisation - standard deviation 0.01
Number of units in all layers except last 100
Activation functions in all layers except last relu
Number of filters in each convolution layer 10
Convolution filter size 2x2
Convolution strides 1
Max pooling size 2x2
Max pooling stride 1
Dropout keep probability 0.8
Learning rate 0.001
Optimiser Adam [123]
Batch size 2048
TABLE 3.4: The number of runs for which the algorithm incorrectly classified each
dataset. The objective of API was to discriminate between regression and classifi-
cation datasets. For each dataset we performed 20 API runs. A perfect accuracy of
100% was achieved on 7 datasets. For the types, ‘D’ represents data classification,
‘R’ for regression, ‘IC’ for image classification and ‘SA’ for sentiment analysis.
Dataset Type Number of Incorrectly Classified Runs
Aloi D 2
Isolet5 D 1
Letter Recognition D 0
Sensorless Drive D 1
Year Prediction D 2
Boston Housing R 0
CCPP R 1
Concrete Comp R 0
Forest Fire R 1
Physiocochemical R 0
Relative CT Slice R 0
CIFAR-10 IC 2
CIFAR-100 IC 0
MNIST IC 0
CrowdFlower SA 1
IMDB SA 1
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• Dataset: Aloi – Classification
Chromosome: Units: 1000, Loss: CCE, Activation: linear, Configura-
tion: [2, 1, 1, 2, 1]
• Dataset: Isolet5 – Classification
Chromosome: Units: 1, Loss: MSE, Activation: softmax, Configura-
tion: [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]
• Dataset: Letter Recognition – Classification
Chromosome: Units: 26, Loss: CCE, Activation: sigmoid, Configura-
tion: [1, 2, 2, 1, 2, 2, 1, 1, 2, 1, 1]
• Dataset: Sensorless Drive – Classification
Chromosome: Units: 11, Loss: CCE, Activation: relu, Configuration:
[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]
• Dataset: Year Prediction – Classification
Chromosome: Units: 64, Loss: CCE, Activation: sotmax, Configura-
tion: [1, 2, 2, 2, 1, 2, 2, 1, 2, 2, 1]
• Dataset: Boston Housing – Regression
Chromosome: Units: 1, Loss: MSE, Activation: softmax, Configura-
tion: [2, 1, 1, 2, 1, 1, 1, 1, 2, 1]
• Dataset: CCPP – Regression
Chromosome: Units: 1, Loss: MSE, Activation: softmax, Configura-
tion: [1, 2, 2, 2, 1, 1, 1, 1, 2, 2, 1]
• Dataset: Concrete Comp – Regression
Chromosome: Units: 1, Loss: MSE, Activation: softmax, Configura-
tion: [1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]
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• Dataset: Forest Fire –Regression
Chromosome: Units: 1, Loss: MSE, Activation: softmax, Configura-
tion: [1, 2, 2, 2, 1, 1, 2, 2, 1, 2, 2, 2, 1, 1, 2, 1]
• Dataset: Pysiocochemical – Regression
Chromosome: Units: 1, Loss: MSE, Activation: softmax, Configura-
tion: [1, 1, 1, 2, 2, 1, 1, 2, 1, 1, 1, 1, 1, 2, 1]
• Dataset: Relative CT Slice – Regression
Chromosome: Units: 1, Loss: MSE, Activation: softmax, Configura-
tion: [1, 2, 1, 1, 2, 1, 1]
• Dataset: CIFAR-10 – Image classification
Chromosome: Units: 10, Loss: CCE, Activation: linear, Configuration:
[3, 3, 0, 0, 2, 3, 3, 0, 0, 0, 1]
• Dataset: CIFAR-100 – Image classification
Chromosome: Units: 100, Loss: CCE , Activation: sigmoid, Configura-
tion: [2, 0, 3, 3, 0, 0, 1, 2, 1, 1, 1]
• Dataset: MNIST – Image classification
Chromosome: Units: 10, Loss: CCE, Activation: relu, Configuration:
[2, 0, 2, 0, 3, 0, 1]
• Dataset: CrowdFlower – Sentiment analysis
Chromosome: Units: 13, Loss: CCE, Activation: sigmoid, Configura-
tion: [1, 2, 1, 1, 1, 2, 2, 1, 2, 2, 1, 1, 1, 2, 1]
• Dataset: IMDB – Sentiment analysis
Chromosome: Units: 2, Loss: CCE, Activation: softmax, Configura-
tion: [2, 1, 2, 1, 2, 1]
Some of the other chromosomes in the other runs for CIFAR-10 evolved
similar architectures, but this was not always the case. For example, in one
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particular run, the evolved architecture was: [0, 0, 0, 2, 2, 2, 2, 0, 0, 1]. In
this case, the architecture was primarily made up of dropout and convolu-
tional layers – there was only one fully connected layer. For certain runs, the
evolved architectures were made up of deep networks containing only fully
connected layers. For example, from the list of results above, consider the
chromosome presented for the Sensorless Drive dataset; the architecture was
[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1].
The number of epochs used throughout the optimisation of the neural
networks was small. It would thus be of interest to extend this study in order
to investigate the architectures which would be generated by using a larger
number of epochs. One drawback of API is the computational effort required
to obtain the results. On average, a single experiment took 49 minutes to run.
It would be of interest to further decrease the population size to determine
to which extent it can be reduced whilst retaining its current accuracy in dis-
criminating between classification and regression problems.
3.7 Conclusion
In this chapter, we presented the Automated Problem Identification (API)
algorithm, a genetic algorithm coupled to deep networks to automatically
determining whether a dataset represents a regression or classification prob-
lem. While great effort has been put into improving and proposing new ma-
chine learning algorithms, typically the practitioner must still decide on the
loss function, neural network architecture, number of units in each layer and
select appropriate activation functions prior to the execution of the neural
network. We propose API with the goal of moving towards general artificial
intelligence and automated machine learning that requires little to no human
intervention.
API was applied 20 times on 16 different datasets drawn from various
problem domains and data characteristics. We find that API correctly identi-
fied the problem type with an average accuracy of 96.3% running only on a
single CPU. Furthermore, API was able to recommend whether to use mean
squared error or categorical cross entropy, a suitable number of units in the
last layer together with the activation function, and furthermore, recommend
a network architecture. Despite not being the primary focus of this study, the
proposed algorithm generated interesting and relevant deep architectures.
The following chapter discusses the next phase of this research which is
to develop an algorithm which can optimise the entire pipeline for creating
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deep neural networks; whereby, the goal is simply to provide the algorithm
with a dataset (without specifying if the problem is a classification or regres-
sion problem) and in return, get a deep neural network which can produce
competitive results. This would completely remove the human from the
pipeline. It would be of interest to determine if the evolved networks could
outperform those created by humans. It is clear, with the efforts of various
researchers that the machine learning community should steer towards algo-
rithms which are completely automated requiring no human intervention.
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Chapter 4
Neuro-evolutionary Architecture
Optimisation
4.1 Introduction
Deep neural networks are powerful but unintuitive beasts whose wrangling
requires experience along with significant trial and error to achieve good per-
formance. The performance of such networks continue to improve as the
depth is increased, e.g. [244]. Along with the rising influence of deep learn-
ing in all fields means it is becoming even more important to develop meth-
ods to automatically design optimal or near-optimal network architectures
and hyper-parameters. Chapter addressed the problem of enabling an al-
gorithm to determine the problem type; this chapter focuses on enabling an
algorithm to optimise suitable network architectures to be trained on prob-
lems. Deciding on the exact nature and order of the layers, choice of activa-
tion functions, number of units in fully connected layers, number of filters
in convolutional layers and other variables in creating deep neural networks
is non-trivial. Is there a way to be competitive with only a small amount of
computing power, such as a single GPU?
One solution, which we pursue here, is to evolve good neural networks
through the use of EAs. Such neuro-evolutionary algorithms [234] are not
new, spanning nearly three decades, see e.g. [297], [12], [105], beginning with
a study that evolved the weights of the neural network [176].
We introduce related work and the rationale in section 4.2. We then dis-
cuss the proposed method and details related to the evolutionary algorithm
in section 4.3. The experimental set up is presented in section 4.4. In section
4.5 we present the findings and conclude this chapter in section 4.6.
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4.2 Related Work and Rationale
Here we briefly summarise recent related work on neuro-evolutionary algo-
rithms, which, by contrast to this study, have used very significant comput-
ing resources. Real et al. [217] proposed a neuro-evolutionary approach to
optimise neural networks for image classification problems using a parallel
system executed on 250 computers and achieved considerable success on the
CIFAR image problems. Zoph and Le [305] instead use recurrent neural net-
works along with reinforcement learning to learn good architectures. Eight
hundred networks were trained on 800 GPUs. Such et al. [245] apply neuro-
evolutionary to reinforcement learning tasks.
Miikkulainen et al. propose CoDeepNEAT [173] in which a population of
modules and blueprints are evolved. The blueprints are made up of several
nodes which point to particular modules representing neural networks. Thus
their proposed approach allows for the evolution of repetitive structures by
enabling the blueprints to reuse evolved modules. Desell [52] proposed EX-
ACT, a neuro-evolutionary algorithm for deployment on a distributed cluster
which they executed across 4500 volunteered computers and evolved 120,000
networks to tackle the MNIST dataset. Their approach did not use pooling
layers and was limited to two dimensional input and filters.
In this chapter we propose Evolutionary DEep Networks (EDEN), a neuro-
evolutionary algorithm that combines the strengths of GAs and deep neural
networks to explore the search space of neural network architectures, their
associated hyper-parameters and the number of epochs to be applied. In
our study, we explore additional features – such as the optimisation of em-
bedding layers – and increase the complexity on the existing research. With
EDEN we are interested in addressing two questions: can we evolve gener-
ally good architectures and hyper-parameters for a broad range of problems
(not just image classification)? Can this be successfully achieved on a single
GPU, as opposed to the very large clusters used in previous studies?
We interface EDEN to TensorFlow [1] and thus new layers, functions and
other features can easily be incorporated and controlled by EDEN as these
represent function calls to the respective TensorFlow functions. Addition-
ally, EDEN is not limited to TensorFlow, other modern deep neural network
platforms can be interfaced. Figure 4.1 illustrates an example of a neural
network architecture encoded by an EDEN chromosome.
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FIGURE 4.1: Each EDEN chromosome contains two genes, encoding the learning
rate and a neural network. The figure illustrates an example of a neural network
evolved using EDEN for a sentiment analysis task. EDEN created an embedding
layer with an output dimension of 120, followed by three 1D convolutional layers.
EDEN evolved the number of filters, each filters’ dimension along with each cor-
responding activation function. For the last layer, the selected activation function
which EDEN determined was the sigmoid function. The learning rate for this chro-
mosome is 0.0023.
The associated video1 illustrates the evolution of the chromosomes dur-
ing the execution of EDEN on the MNIST image classification problem. The
population converges to an efficient solution made up primarily of two-
dimensional convolutional layers, similar to the state of the art. This con-
vergence is illustrated in the video.
4.3 Proposed Approach
In this study we use the traditional GA. We additionally increment the num-
ber of neural network epochs along with the number of generations to ex-
plore the best value for the number of epochs. Algorithm 5 presents the GA
used.
We choose to use GAs since the complexity of the chromosomes can be
increased or decreased based on the number of genes which are encoded.
GAs provide a further key advantage over other optimisation algorithms:
they fluently handle complex combinations of discrete (e.g. layer type) and
continuous (e.g. learning rate) search spaces, making them ideal for neuro-
evolutionary studies; e.g. [217, 63].
1https://vimeo.com/234510097
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Algorithm 5: Modified genetic algorithm used in this study
input: epochs: number of neural network epochs
input: population_size: population size
input: generation_max: maximum number of GA generations
1 begin
2 generation← 0.
3 epochs← epochs.
4 population_size← population_size.
5 Create an initial population of chromosomes.
6 Evaluate the initial population.
7 while generation ≤ generation_max do
8 if generation 6= 0 then
9 epochs← (epochs +1).
10 population_size← (population_size −10).
11 Select the parents.
12 Create offspring using the genetic operators.
13 Replace the current population with the new offspring created
in step 12.
14 Evaluate the current population.
15 generation← generation+ 1.
16 return The best chromosome.
4.3.1 Proposed Chromosome
Each EDEN chromosome is made up of two genes, and these genes constitute
the required components to optimise a single neural network on some given
input classification dataset. The two genes encode the learning rate and the
network architecture. The learning rate within the chromosome denotes the
actual value which is applied during the training of the neural network. The
architecture represents the exact order of the neural network layers and op-
erations. Figure 4.2 illustrates an example of an EDEN chromosome.
4.3.2 Network Layers
The following layers and operations were made available to EDEN: two-
dimension convolution [139], one-dimension convolution [122], fully con-
nected, dropout [243], one-, and two-dimension max pooling [303] and em-
bedding [161]. Inappropriate choices (such as using a 2-D convolution for a
text sentiment problem) are penalised as described in [63].
For the sentiment analysis tasks, instead of using pre-trained vectors such
as Word2Vec [174], or setting a pre-determined embedding dimension size,
we decided to allow EDEN to learn the dimension of the word embeddings as
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FIGURE 4.2: An example of an EDEN chromosome. There are two genes. The first
gene (purple) encodes the learning rate and the second gene (green) encodes the
neural network architecture along with the hyper-parameters for the various layers.
part of the optimisation. Figure 4.3 illustrates how the embedding operates.
We created a dictionary by mapping each unique word to their frequency
count in the training data. We took the top 1000 most frequent words and
used this to encode the text into vectors of integers. Enabling EDEN to opti-
mise both the vocabulary size and the embedding would result in significant
computation time and hence this was not included in this study.
4.3.3 Activation Functions
When a layer is randomly generated an activation function is also randomly
selected. Convolutional layers can choose between the following functions:
{linear, leaky relu, prelu, relu}. Fully connected layers choose from: {linear,
sigmoid, softmax, relu}. The last fully connected layer in the network can
use any of: {linear, sigmoid, softmax}. These functions were selected as they
are commonly used in literature. It is however possible to include a larger
number of activations functions.
4.3.4 Initial Population Generation
The initial population generation method used in this study was inspired by
the ramped-half-and-half method proposed by Koza [128] which enables the
creation of candidate solutions of various sizes. In a similar manner, we im-
plemented an initial population generation method that would create neural
network architectures of various sizes to increase the amount of diversity in
the initial population (as opposed to a population that is skewed towards a
particular size).
Algorithm 6 presents the initial population generation method used in
this study and algorithm 7 outlines the pseudocode on how a chromosome is
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[[0.5, 0.2, 0.1], [0.1, 0.4, 0.5],
[0.7, 0.1, 0.7]] 
FIGURE 4.3: An example of the embedding operation. In this example assume that a
vocabulary has been created which contains 5 words indexed 0 to 4. Assume that a
sentence needs to be converted in the embedding space and the sentence is mapped
using the vocabulary to corresponding integer values [0, 1, 3]. The embedding layer
is presented in the figure. In this example the vocabulary size is 5 and the embed-
ding dimension is 3 (user-defined). Thus, this layer maps the vocabulary indexed
words into a vector of length 3. The example illustrates how the sentence [0, 1, 3]
is converted into [[0.5, 0.2, 0.1], [0.1, 0.4, 0.5], [0.7, 0.1, 0.7]] by replacing the indices
with the corresponding embedding
.
randomly generated. In certain cases, invalid architectures can be generated,
these invalid architectures are discarded and a new one is generated.
Given our computational limitations, we had to limit the search space
by setting bounds on certain variables. Real et al. [217] did not implement
these limitations, however it is worth noting that in their study they used
250 machines. The keep probability (probability that a weight is not removed
during dropout) for dropout was randomly generated between 0 and 1 as
these are the only acceptable values.
The bounds for each variable are listed below. These were empirically
determined through trial experiments.
• number of filters in 1D and 2D convolution: [10, 100]
• filter size for 1D and 2D convolution: [1, 6]
• kernel size for 1D and 2D max pooling: [1, 6]
• number of units in fully connected layers: [10, 100]
• embedding layer output size: [100, 300]
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Algorithm 6: Creating initial population of chromosomes of various
architecture sizes
input: population_size: population size
1 begin
2 for i← 0 to population_size do
3 Generate chromosome with size = (b i10c+ 1)
4 Determine number of parameters
5 Evaluate chromosome’s validation accuracy
6 Add chromosome to initial population
Mutation - replace operator
0.007
Fully Connected 
Units: 3 
Activation: Softmax 
Conv2D 
Filters: 32 
Size: 3x3 
Activation: ReLU 
MaxPool2D 
Size: 3x3 
Conv2D 
Filters: 64 
Size: 2x2 
Activation: ReLU 
0.007
Fully Connected 
Units: 3 
Activation: Softmax 
Conv2D 
Filters: 32 
Size: 3x3 
Activation: ReLU 
MaxPool2D 
Size: 3x3 
Fully Connected 
Units: 128 
Activation: ReLU 
FIGURE 4.4: Illustrating the replacement mutation operator. The chromosome on
top is the parent chromosome and the one on the bottom is the offspring. The last
convolutional layer in the parent was replaced with a fully connected layer in the
offspring (highlighted in bold).
4.3.5 Mutation
The recombination genetic operator was not included in our study, similar
to Real et al. [217]. For each execution of the mutation operator a single par-
ent is obtained using tournament selection. The mutation operator is applied
to the parent to generate offspring1. The mutation operator is then applied
to offspring1 and consequently creates offspring2. The fitness of offspring1,
offspring2 and the original parent chromosome are compared. The chromo-
some with the lowest fitness (the proposed method is formulated as a min-
imisation problem) is returned and placed into the new population. Prelim-
inary experiments revealed that performing mutation once on a parent pro-
hibited the algorithm from sufficiently exploring the search space. It is for
this reason that we repeat the mutation operator to generate two variations
of offspring.
The details about how the mutation operator changes a chromosome are
as follows. For a given chromosome, the operator randomly changes either
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Algorithm 7: Creating an EDEN chromosome.
input: chromosome_size: maximum number of genes in chromosome
1 begin
2 Initialise an empty chromosome.
3 layer_type← ‘cnn’
4 for i← 0 to chromosome_size− 1 do
5 if i = 0 then
6 dropout_allowed← false
7 else
8 dropout_allowed← true
9 new_layer← CreateLayer(dropout_allowed, layer_type)
10 Append newlayer to chromosome
11 if newlayer is fully connected then
12 layer_type← ‘non-cnn’
13 Randomly create fully connected layer and append to
chromosome
14 return chromosome.
15 Function CreateLayer (dropout, type)
16 if type = ‘cnn′ then
17 if dropout = true then
18 Randomly create convolution, fully connected or dropout
operation
19 else
20 Randomly create convolution layer
21 else
22 if dropout = true then
23 Randomly create fully connected layer or dropout
operation
24 else
25 Randomly create fully connected layer
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0.08
Fully Connected 
Units: 5 
Activation: Softmax 
Conv2D 
Filters: 32 
Size: 3x3 
Activation: ReLU 
Conv2D 
Filters: 64 
Size: 2x2 
Activation: ReLU 
Mutation - addition operator
0.08
Fully Connected 
Units: 5 
Activation: Softmax 
Conv2D 
Filters: 32 
Size: 3x3 
Activation: ReLU 
MaxPool2D 
Size: 2x2 
Conv2D 
Filters: 64 
Size: 2x2 
Activation: ReLU 
FIGURE 4.5: Illustrating the addition mutation operator. The chromosome on top
is the parent chromosome and the one on the bottom is the offspring. The opera-
tor added a 2D max pooling layer after the first convolutional layer in the parent
(highlighted in bold).
the chromosome’s learning rate or the neural network layers. In the case
that the learning rate is selected, then a new value for the learning rate is
randomly generated as was discussed in section 4.3.1. In the case where the
neural network layers are selected, then the operator either adds a new layer,
deletes a layer or replaces one. Figures 4.4, 4.5 and 4.6 illustrate the replace,
addition and deletion mutation operators.
The choice is made based on the size of the architecture. If the size of the
chromosome’s architecture has reached the maximum size (predetermined
by the experimenter), then a layer can either be deleted or replaced. How-
ever, if the size is less than the maximum allowed size then a layer can either
be added, deleted or replaced. A constraint was put in place so that the mu-
tation operator cannot remove the first or last layers (which would resulting
in an invalid network).
Deletion is performed by randomly selecting any layer (excluding the first
or last layers) and removing it from the network architecture in the chro-
mosome. Replacement is performed by randomly selecting a layer within the
architecture and removing it. An entirely new layer is generated and inserted
in the same position as the one which was removed. Addition generates a new
layer and adds it anywhere in the architecture.
It is possible that the randomness within the mutation results in invalid
neural network architectures. After each application of the mutation opera-
tor, a check is performed to assess the validity of the resulting architecture.
If mutation generates an invalid architecture, then the mutation operator is
applied again until a valid one is generated.
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0.002
Fully Connected 
Units: 10 
Activation: Softmax 
Conv2D 
Filters: 32 
Size: 3x3 
Activation: ReLU 
Conv2D 
Filters: 64 
Size: 2x2 
Activation: ReLU 
0.002
Fully Connected 
Units: 10 
Activation: Softmax 
Conv2D 
Filters: 32 
Size: 3x3 
Activation: ReLU 
Mutation - delete operator
FIGURE 4.6: Illustrating the delete mutation operator. The chromosome on top is
the parent chromosome and the one on the bottom is the offspring. The last convo-
lutional layer from the parent was deleted.
The number of neural network parameters is computed for each off-
spring. These parameters represent the number of trainable weights in the
neural network. Larger values denote more complex models, and small num-
bers consequently denote less complex ones.
4.3.6 Chromosome Evaluation
A fitness function is required to steer EDEN towards an optimal solution.
For this study, we chose a fitness function that makes use of the error on
the validation set (the dataset was split into training, validation and testing
subsets) as well as the number of trainable parameters. The relative impor-
tance of these two is controlled by α, a complexity parameter. This fitness
function rewards less complex and more accurate models compared to more
complex, less accurate ones. Furthermore, it helps to break ties when two
chromosomes have the same validation error. We fix α = 1 (such that there is
an equal weighting between the network error and complexity), but this can
be changed depending on the relative importance of performance versus the
need for small networks in the problem at hand.
Once the mutation operator generates an offspring, the architecture and
hyper-parameters which are encoded in the chromosome are used to train a
neural network using TensorFlow. The training data is used in the training of
the network. The categorical cross entropy loss function is used during train-
ing. Once the network is done training then the neural network is evaluated
on the validation data using the fitness function. The fitness obtained from
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the function is then stored as the chromosome’s fitness. The fitness function
used in this study is presented in equation 4.1.
fitness(Net) = valerror(Net) + α
(
1− 1
Np(Net)
)
(4.1)
where
Net = the neural network being evaluated
valerror = the validation error
Np = the number of trainable parameters
α = complexity parameter (default α = 1)
4.4 Experimental Setup
For each dataset, we executed EDEN 5 times and averaged the results (sim-
ilar to [217]). EDEN was evaluated on a single machine with a MSI GeForce
GTX1070 and 16GB of CPU RAM. During the evolutionary process an ex-
periment used between 4GB to 7GB CPU RAM based on the dataset, and
the GPU utilisation varied from 50 to 99 percent during the training of the
neural networks. The algorithm was developed in Python 3.6.1, TensorFlow
1.2.1 and Keras 2.0.6 [35]. The operating system was Ubuntu 16.04 LTS.
4.4.1 Datasets
Table 4.1 presents the datasets for which EDEN was evaluated on. IMDB
[161] and Electronics [112] are sentiment analysis datasets. The other datasets
– namely, MNIST [137], CIFAR-10 [129], Fashion-MNIST [285] and the two
EMNIST datasets [40] – were image classification problems. For each dataset,
EDEN was trained on the training data, the validation set was used to evalu-
ate the performance of the chromosomes and the test set was used when re-
porting the results. Each dataset was obtained pre-labelled with the ground
truth. The training and testing split is presented in the table. The datasets
did not contain any missing values, and the class values were converted into
their respective one-hot encoded values.
4.4.2 Parameters
Table 4.2 present the GA and neural network parameters used throughout
this study. Preliminary runs were conducted by searching a range of values
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TABLE 4.1: The 7 datasets used in this study. The number of training and testing
samples are provided along with the number of classes for each dataset. The IMDB
and Elec datasets are sentiment analysis problems, and the remaining datasets are
image classification problems.
Dataset Training Testing Classes
CIFAR-10 50,000 10,000 10
Elec 25,000 25,000 2
EMNIST - Balanced 112,800 18,800 47
EMNIST - Digits 240,000 40,000 10
Fashion-MNIST 60,000 10,000 10
IMDB 25,000 25,000 2
MNIST 60,000 10,000 10
TABLE 4.2: The GA and neural network parameters used in this study. We con-
ducted additional experiments to select these parameters. The number of genera-
tions was not set to a high value to avoid extreme runtimes. The neural network
parameters were used by EDEN during the training of the neural networks.
Parameter Value
Number of generations 10
Initial population size 100
Tournament size 7
Number of epochs starting value of 3, incremented
by 1 every generation
Weight initialisation - mean &
standard deviation
0.00, 0.01
Batch size 1024
Optimiser Adam [123]
for each of the hyper-parameters to obtain these final values. The purpose
of EDEN was to, amongst other things, evolve the neural network’s hyper-
parameters and thus the parameters presented in the table were the only
values which were input into EDEN.
4.5 Results and Discussion
Table 4.3 presents the average test accuracy and number of trainable param-
eters. The best results (for the population size which we used) were obtained
when using the Adam optimiser. EDEN was initially configured to include
the optimiser function in the chromosome, but the results revealed that this
did not improve performance. It is possible that a larger population size
would have yielded interesting results by searching for the most optimal net-
work optimiser.
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TABLE 4.3: The average best EDEN test accuracy (%) after 10 generations and 13
epochs of training (standard deviation shown in parentheses). The average number
of trainable EDEN parameters and the previous state-of-the-art results and refer-
ence are also shown along with the average learning rates (denoted LR) which were
evolved for the best chromosomes.
Dataset Test Accuracy LR Params State of the art (%)
CIFAR-10 74.5 (3.1) 0.0024 172,767 97.14 [79]
Elec 87.2 (0.5) 0.0040 26,625 93.17 [272]
EMNIST-Bal. 88.3 (0.8) 0.0019 168,843 78.02 [40]
EMNIST-Digits 99.3 (0.1) 0.0027 3,001,576 95.90 [40]
Fashion-MNIST 90.6 (0.5) 0.0059 4,624,447 89.7 [285]
IMDB 85.8 (0.6) 0.0053 319,185 93.34 [272]
MNIST 98.4 (0.3) 0.0031 1,857,601 99.79 [273]
Dataset Train time
IMDB 9
Elec 7
EMNIST-balanced 18
EMNIST-digits 24
CIFAR-10 12
Fashion-MNIST 6
TABLE 4.4: Average training times, in hours, for a single EDEN experiment.
EDEN achieved new state-of-the-art results on the EMNIST-balanced,
EMNIST-digits and Fashion-MNIST datasets. For the two sentiment analy-
sis tasks (Elec and IMDB) EDEN evolved neural networks which produced
good – but sub-state-of-the-art – accuracy despite EDEN’s ability to optimise
the embedding layer. In future work, we will determine the effect of also
allowing EDEN to optimise the vocabulary size. The average evolved learn-
ing rate ranged between 0.00186 and 0.0059. The average execution times,
in hours, for a single EDEN experiment of ten generations are shown in ta-
ble 4.4. In addition, we enforce the constraint that no networks receive more
than 13 epochs of training. As a result EDEN took, on average, 12 hours
for the MNIST dataset (accuracy 98.4%); significantly less than the 2 month
execution time of EXACT which achieved a similar accuracy of 98.32% [52].
EDEN did not, however, produce competitive results on CIFAR-10, ob-
taining an average test accuracy of 74.5% after 13 (80.5% after 100 epochs)
training epochs of the final network evolved after 12 hours, compared to the
current 97.14% state-of-the-art [79]. This is primarily due to the 7-layer depth
constraint we imposed due to running EDEN on a single GPU. As a result the
best model that EDEN evolved had only 172,767 parameters, only 0.7% of the
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FIGURE 4.7: Illustrating the change in mean fitness over the GA generations for the
MNIST data. Error bars show the 5% and 95% percentile values in fitness across the
population. Initially there is significant variance in the fitness which reduces as the
solutions improve and the population converges. We also show the best three net-
works from the initial, mid-point and final generations, along with their associated
hyper-parameters. Here C2D, MP2D, DO, FC represent 2D convolution, 2D max
pooling, dropout and fully connected layers respectively.
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FIGURE 4.8: Change in mean learning rate over the GA generations. Error bars
show the 5% and 95% percentile value in terms of the learning rate variance in the
population. Initially the chromosomes are random so there is a lot of variance in the
learning rate. This changes as the population converges towards better solutions.
26.2 million used in the state-of-the-art [79]. Figures 4.7 and 4.8 illustrate the
change in fitness and learning rate over the evolutionary process. Both fig-
ures show the convergence of the population. The fitness rapidly decreases
from the random initial population to generation 3, after which the fitness
decreases at a slower rate.
4.6 Conclusion
Determining optimal or efficient deep neural network architectures and
hyper-parameters is a challenging task. Researchers and practitioners who
are new to the creation of deep neural networks can benefit from algorithms
which automatically create architectures and determine hyper-parameters.
In our study, we propose EDEN, a neuro-evolutionary algorithm that inter-
faces with TensorFlow – or any other deep neural network platform – to au-
tomatically create architectures and optimise hyper-parameters. Here EDEN
was evaluated on classification problems, but can easily be applied to regres-
sion problems.
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EDEN is designed to evolve efficient deep networks and for each dataset
was executed on a single GPU running for 24 hours or less. The findings re-
veal that competitive results can be obtained using significantly less compu-
tational power than has been deployed in other neuro-evolutionary studies.
Evaluated on image classification and sentiment analysis problems, EDEN
achieves state-of-the-art results in three of seven datasets. This study is also
a first attempt at applying neuro-evolution to the creation of 1D convolu-
tional networks for sentiment analysis, optimising an embedding layer for
sentiment analysis. In future work, we intend on extending EDEN to evolve
generative adversarial networks architectures, as well as exploring parallel
implementations. Furthermore, modifications such as using simulated an-
nealing [133] to optimise the learning rate would be interesting as opposed
to randomly generating values.
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Chapter 5
Automated Classification of Text
Sentiment
5.1 Introduction
The amount of data collected from users around the world and stored for
posterity has skyrocketed over the past decade as websites such as Twitter,
Amazon and Facebook have facilitated the publication and aggregation of
micro opinion pieces that allow individuals to record their sentiments to-
wards things, people and events. This data is clearly of value to researchers,
organizations and companies to understand sentiment both as individuals
and on average, and as well as to identify trends. The automated detection
of emotions and attitudes towards a particular subject, event or entity is what
we will call sentiment analysis [193, 148].
In section 5.2 the rationale and related work is presented. Section 5.3
presents the classification-value pair, a pair of values which allows the GA
to perform sentiment analysis. The proposed algorithm is described in sec-
tion 5.4. The experimental setup is presented in section 5.5 and the results
are revealed in section 5.6. Section 5.7 discusses an extension to the proposed
approach which attempts to incorporate context into the algorithm. Finally,
section 5.8 concludes this chapter.
5.2 Related Work and Rationale
The ability to identify sentiment in text, referred to as sentiment analysis, is
one which is natural to adult humans. This task is, however, not one which
a computer can perform by default. Identifying sentiments in an automated,
algorithmic manner will be a useful capability for business and research in
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their search to understand what consumers think about their products or
services and to understand human sociology.
Sentiment analysis has been applied to many problem domains; for in-
stance, determining sentiments of consumers towards products, or mining
social media to gain an understanding of the public’s opinion on matters
such as corruption [148, 193, 216].
For adult humans, interpreting the underlying emotions in text is usu-
ally performed unconsciously and with apparent ease. We are able to rec-
ognize emotions in emails, sentiments in our social media feed and appreci-
ate the subtle nuances of conflicting views in novels. Nevertheless, even for
humans text can be notoriously easy to misinterpret. For machines, on the
other hand, sentiment analysis is highly non-trivial. From the year 2000 on-
wards, a number of researchers have begun contributing towards the field of
sentiment analysis [193]. This area of research is highly active, increasingly
so, due to the vast amount of digital information available, and the amount
of sentiments expressed online. With the rapid increase in computational
power available in the recent years and the extreme amount of data available
online, it is clear that developing novel sentiment analysis methods will be
beneficial to organisations in order to enable them to understand what the
public feels about their products and services.
GAs have been used before in sentiment analysis studies, though not pri-
marily for actual sentiment determination but rather for feature selection and
reduction, e.g. [3, 115, 45]. In the work of Abbasi [3] et al. the chromosomes
had length equal to the total number of features, and the genes were encoded
with a 0 or a 1 depending on whether or not that particular feature was to be
used or not. The GA optimized which features to use from the original set,
and a support vector machine (SVM) classifier [98] (for which the aim in a
classification problem is to obtain a decision boundary which best separates
the training examples within the classes) was then applied to that feature set
in order to train and predict the reviews. Genes were encoded in a similar
manner for feature selection with the ultimate goal of reducing the number
of features in the study of Kalaivani and Shunmuganathan [116].
GAs were also used to optimize features in several other studies, such as
that of Paramesha and Ravishankar [197] who used a GA in order to allocate
weights to features. Govindarajan [88] proposed an ensemble approach us-
ing Naive Bayes and a GA. Smith [238] proposed the use of GA to reduce the
number of features as did Acampora and Cosma [5].
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Carvalho et al. [29] present a novel GA approach whereby a fixed chro-
mosome is split in two parts, a positive and a negative part. A set of 25
positive and 25 negative words were seeded into the algorithm. Their ap-
proach attempts to find which of those words should be added into the re-
spective parts of the GA chromosomes in order to maximize the accuracy of
classifying Twitter tweets. A chromosome is then evaluated using a distance
measure based on the words in the tweets in relation to the words in the
chromosome. Thus, for example, if a particular chromosome is evaluated on
some tweet, and the words in the tweet are considered to be nearer (based on
the distance measure) to the positive words in the chromosome than to the
negative, then the tweet is classified as positive.
Das and Bandyopadhyay [50] make use of a GA for subjectivity detection.
Even though this area of research does not deal with sentiments, the research
is aligned. Ten features were chosen and a number of predetermined val-
ues were assigned to each feature. An example of two features used were
parts-of-speech and SentiWordNet values. The former takes up to 45 possi-
ble parts-of-speech values; and latter 2 values, positive or negative. The aim
behind the research was to optimize the best set of features.
By contrast, the rationale behind the present study is not to propose a
new GA feature selection method; instead, the focus is to propose a GA that
determines the sentiment of reviews without making use of a feature set. Fur-
thermore, our approach treats each individual piece of text with a sentiment
as a mathematical formula made up of unknown variables corresponding to
each word in the text. Thus, the goal is to use a GA to simultaneously solve
for the unknown variables as a step towards correctly predicting the total
sentiment of a piece of text.
5.3 Classification-Value Pair
In our study, each word is assigned both a ‘classification’ and a ‘value’ that
we call a classification-value pair in the form ‘classification:value’. Classifica-
tions take on one of two types, namely either sentiment or amplifier. Intuitively
this captures the difference between words that carry sentiment directly (e.g.
‘horrible’, ‘sad’, ‘wonderful’) and adjectives/adverbs that modify the senti-
ment of the following word (e.g. ‘very’, ‘not’, ‘little’). In addition to this
classification every word is given exactly one value associated with that clas-
sification, taken from this list:
• Sentiment ∈ {-1.0, 0.0, 1.0}
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• Amplifier ∈ {0.5, 1.0, 1.5}
For this classification-value pair, a sentiment value of -1, 0 and 1 repre-
sents a negative, neutral and positive sentiment respectively. The three val-
ues for the amplifier represent different intensification values, i.e. a value of
1.5 is a larger amplification than a value of 0.5. These values were selected
by conducting various preliminary runs on a range of positive and negative
values.
A word is referred to as an unknown word if its classification-value is
not known. Examples of three classification-value pairs are: sentiment:1.0,
amplifier:0.5, and sentiment:-1.0.
The goal of this study is to optimize and determine the classification-
value pairs for certain unknown words within a data set, given that, a num-
ber of words already have known classification-value pairs. The words
which already have a known classification-value pair are stored in a dic-
tionary. Words in a dictionary do not have to be optimized and their
classification-value pairs are never altered.
In this study we use two dictionaries, one for sentiment words and one
for amplifier words. Known sentiment words were added into the senti-
ment dictionary, and similarly, known amplifier words were added into the
amplifier dictionary. This was done to provide seeds as to guide the GA to
converge to the correct solutions. Furthermore, the proposed algorithm can
extend these dictionaries in order to create a sentiment lexicon. Details re-
garding which dictionaries were used are provided in section 5.6.
5.4 Proposed Methods for Optimizing Classifica-
tion - Value Pairs
This section describes the use of machine learning in order to optimize the
classification-value pairs for the unknown words in the sentences of a data
set. We propose Genetic Algorithm for Sentiment Analysis (GASA). Each aspect
of the GA is explained in terms of how it has been adapted for GASA in the
following subsections.
5.4.1 GASA chromosome representation
Each gene within a chromosome is made up of the classification-value pair
for an unknown word (not in the sentiment or amplifier dictionary). The
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length of the chromosome is equal to the number of unknown words in the
training corpus. The classification for each unknown word corresponds to
a gene in the chromosome, and thus the classification of unknown words:
word1, word2, word3, . . . ,wordn is mapped to: gene1, gene2, gene3,. . . , genen —
where n represents the number of unknown words in a training corpus. This
mapping is never changed.
In order to illustrate the chromosome representation, suppose there are
three unknown words: word1, word2, word3. Figure 5.1 illustrates an example
of a candidate chromosome of length 3. The illustrated chromosome corre-
sponds to the following classification:
• word1 in gene position 1 is classified as a sentiment word with a value
of 1.0
• word2 in gene position 2 is classified as an amplifier word with a value
of 0.5
• word3 in gene position 3 is classified as a sentiment word with a value
of 0.0
Sentiment: 
1.0 
Ampliﬁer: 
0.5 
Sentiment: 
0.0 
word1 word2 word3
FIGURE 5.1: Example of a GASA chromosome. The chromosome has three genes,
one for each word. Each word is mapped to a sentiment or amplifier type. The first
word is classified as a sentiment with a value of 1 (positive sentiment), the second to
an amplifier of 0.5 and the third to a sentiment of 0 (neutral sentiment).
5.4.2 GASA initial population generation
Prior to creating the initial population, the unknown words have to be in-
put into the GA. The initial population size is set to the same value as the
user-defined population size. Each chromosome has a fixed length which is
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set to the number of unknown training words. The pseudocode for creating
a chromosome is presented in algorithm 8. The genes which make up the
chromosome are created by randomly selecting either a sentiment or an am-
plifier classification and assigned a value randomly as described in section
5.3.
Algorithm 8: Creating a chromosome.
input: size: the number of unknown words
1 begin
2 Initialise the length of the chromosome to size
3 for each gene in the chromosome do
4 Randomly select a classification type.
5 Randomly select a corresponding value for the classification
type previously obtained in step 4.
5.4.3 GASA chromosome evaluation
Every chromosome is evaluated on each example in the data set. In this
study, an example corresponds to text. Assume that chromosome c is be-
ing evaluated. Chromosome c is applied to every example in the data
set, and each word within the examples is examined in order to obtain its
classification-value pair. Assume that chromosome c is evaluating example i,
whereby the text for example i is made up of the following words: w1, w2, w3,
. . . , wn, and n denotes the length of example i.
If a word wj from example i is in the sentiment dictionary, then wj is clas-
sified as a sentiment word, and its corresponding value is retrieved from the
sentiment dictionary. Similarly, if wj is in the amplifier dictionary, then wj is
classified as an amplifier word, and its corresponding value is obtained from
the amplifier dictionary. If however, wj is unknown, then its classification-
value pair is retrieved from the corresponding gene in chromosome c (since
the genes encode words and their classification-value pairs).
Once the classification-value pair for every word in an example of data
has been obtained, these classification-value pairs are converted into a math-
ematical expression in order to obtain the sentiment for the example. The
mathematical expression is evaluated sequentially from left to right. Algo-
rithm 9 presents the pseudocode to evaluate expressions. Amplifier words
boost the sentiment words, whereas the sentiment words accumulate each
other. If the final word is an amplifier, then that value is simply added onto
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the result. A positive output denotes a positive sentiment, and a negative
output denotes a negative sentiment.
The fitness of a chromosome is determined as the total number of exam-
ples for which the sentiment output by the chromosome is equal to the correct
sentiment from the data set. Assume that some data set has sentences s1, s2,
and s3, and these have correct sentiments of positive, negative, positive respec-
tively. If some chromosome evaluates each sentence to: negative, negative,
negative, then the fitness of that chromosome is one, since, it only correctly
classified the second sentence.
Algorithm 9: Pseudocode for arithmetically evaluating a sentence.
input : sentence: the sentence to be evaluated
output: The sentiment for the evaluated sentence
1 begin
2 sentiment_count← 0
3 amplifier_count← 0
4 for each word in the sentence do
5 if word is an amplifier then
6 amplifier_count← amplifier_count + word’s amplifier value
7 else
8 if amplifier_count is non-zero then
9 sentiment_count← sentiment_count + amplifier_count ×
word’s sentiment value
10 else
11 sentiment_count← sentiment_count + word’s sentiment
value
12 if amplifier_count is non-zero then
13 sentiment_count← sentiment_count + amplifier_count
14 return sentiment_count
5.4.4 GASA genetic operators
For this study we use mutation and crossover. Their implementation details
are described below.
5.4.5 GASA mutation
The mutation genetic operator makes use of a single parent chromosome.
The classification-value for a single gene in the parent is modified to a new
one. Figure 5.2 illustrates the application of the mutation operator on a parent
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chromosome, and the resulting offspring is illustrated. The second gene in
the parent was changed from a classification of “amplifier” with a value of
0.5 to a classification of “sentiment” with a value of 1.0.
Sentiment: 
1.0 
Ampliﬁer: 
0.5 
Sentiment: 
0.0 
Sentiment: 
1.0 
Sentiment: 
0.0 
Parent
chromosome
Offspring
chromosome
Mutation operator
Sentiment: 
1.0 
word1 word2 word3
FIGURE 5.2: Example of GASA mutation. The second gene was selected for mutation
and was changed from an amplifier with a value 0.5 to a sentiment with a value of
1.0. The other genes remain unchanged.
5.4.6 GASA crossover
The crossover method we implement randomly selects a position p in the
range [0, n] — where n denotes the length of the chromosome — within the
parent chromosomes; the same position p must be selected within the two
parents. Two offspring are created, and all the genes except those at position
p are copied across to the corresponding offspring without modification. The
genes at position p are swapped, i.e., the gene in position p from parent1 is
inserted into position p in child2, and similarly, the gene in position p from
parent2 is inserted into position p in child1.
Figure 5.3 illustrates the application of the proposed crossover operator
on two parent chromosomes; the resulting offspring are also illustrated. In
this case, the value of p was 2, implying that the second gene was swapped
amongst the parent chromosomes.
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Ampliﬁer: 
1.0 
Ampliﬁer: 
0.5 
Sentiment: 
0.0 
Ampliﬁer: 
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FIGURE 5.3: Example of GASA crossover. The second gene was swapped between
the parents, i.e. the amplifier in the second gene from parent 1 was swapped with the
sentiment in the second gene from parent 2. The result of the crossover is observed
in the offspring chromosomes. All of the other genes remain unchanged.
5.5 Experimental Setup
This section describes the experimental set up which was used in order to
evaluate the performance of GASA. GASA was programmed in Java and the
experiments were conducted at the University of Geneva on the Baobab clus-
ter.
5.5.1 Data sets
Based on the literature surveyed, there is no consistency in terms of the num-
ber of data sets used in previous studies. Furthermore, the total number of
reviews also varies from one study to another. For example, Che et al. [30]
used a data set containing only 878 reviews, whereas the data set used in
the study of Wang et al. [274] had 108,891 reviews — the number of reviews
largely differ between these two. Pang et al. [194] and Govindarajan [88]
used 2,000 reviews, whereas Acampora and Cosma [5] used 95,084. Parame-
sha and Ravishankar [197] used 2,243. Carvalho et al. [29] used two data sets
which had 359 and 1,908 reviews. There is no study which guides researchers
to a set of recommended benchmark data sets for sentiment analysis.
For this study, eight data sets were constructed from several Amazon data
sets. The Amazon data sets were obtained from Leskovec and Krevl [141]
and McAuley et al. [168]. Each example in the Amazon data sets is made
up of a short summary, a review and a star rating which were provided by a
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user. The star rating was used to label the datasets using a value of 2.5 as a
threshold between negative and positive classes. An example of an instance
of data is as follows:
• summary: “Pittsburgh - Home of the OLDIES"
• review: “I have all of the doo wop DVD’s and this one is as good or
better than the 1st ones. Remember once these performers are gone,
we’ll never get to see them again. Rhino did an excellent job and if you
like or love doo wop and Rock n Roll you’ll LOVE this DVD !"
Four Amazon data sets were randomly selected, namely: Cell Phones and
Accessories (Cellphone), Office Products (Office Prod), Grocery and Gourmet
Food (Foods) and Video Games. From these four large data sets, eight data
sets (four summary and four review data sets) were created for this study.
The summary data sets were created by randomly selecting 1000 positive
and 1000 negative summaries from a problem domain. Similarly, the review
data sets were created by randomly selecting 1000 positive and 1000 negative
reviews from a problem domain. For example, the created Cellphone review
data set had reviews selected from the Amazon Cellphone data set only. Sim-
ilarly, the created Foods summary data set had summaries selected from the
Amazon Foods data set only.
These data sets were created since they represent different problem do-
mains and contain a similar number of instances as compared to that pre-
sented in [194, 192] and allow for a large number of experiments to be per-
formed. The eight data sets used in this study are listed in table 5.1. Stop
words and other irrelevant words were not removed from the data. For these
to have no contribution to the overall sentiment, GASA must classify them
as either ‘sentiment’ or ‘amplifier’ with a value of 0.
5.5.2 Experimental parameters
The parameters used for the GASA experiments are presented in table 5.2.
These parameters were obtained by exploring a large range of values on pre-
liminary runs. The following section presents the results obtained by GASA
on several experiments.
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TABLE 5.1: Data sets used in this study. Four review and four summary data sets
were created. Each data set had 2,000 examples.
Data set Number of positive/negative instances
Cellphone 1000/1000 reviews
Office Prod 1000/1000 reviews
Foods 1000/1000 reviews
Video Games 1000/1000 reviews
Cellphone 1000/1000 summaries
Office Prod 1000/1000 summaries
Foods 1000/1000 summaries
Video Games 1000/1000 summaries
TABLE 5.2: GASA parameters used in the study.
GASA Parameter Value
Population Size 200
Parent selection method Tournament
Tournament size 7
Maximum number of generations 500
Crossover rate 60%
Mutation rate 40%
5.6 Results and Discussion
This section is split into three subsections. The purpose of the algorithm dis-
cussed the first subsection was to determine whether a given word was a sen-
timent or an amplifier word. The second subsection describes experiments
whereby the goal was to determine the value of the sentiment word. And
finally, the third subsection presents the results when GASA was compared
to other sentiment analysis algorithms. The results from the first two exper-
iments demonstrate GASA’s ability to generate a sentiment lexicon whereas
the third experiment illustrates how GASA performs as a sentiment analysis
algorithm.
The amplifier dictionary was seeded with two words: “not” and “never”;
each had a value of “-1”, representing negation. The sentiment dictionary
was obtained from [103] which we refer to as “HuLiu-6786". This dictionary
contains 6,786 known sentiment words labelled as either positive or negative.
5.6.1 Predicting ‘sentiment’ or ‘amplifier’
Several experiments were conducted whereby the classification problem was
converted into a 2-class problem, namely sentiment and amplifier classes.
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Each word in the HuLiu-6786 dictionary was considered as a sentiment
word. Ten-fold cross-validation was used on the HuLiu-6786 dictionary
whereby during each experiment, 9 folds from the dictionary were used for
training, and the remaining fold from the dictionary was used for testing.
GASA had to predict whether each word in the test fold was a sentiment or
an amplifier. The training and testing data was made up of dictionary words
and not reviews or summary data.
GASA’s fitness function did not take into consideration (during the evo-
lutionary process) whether or not a training dictionary word was correctly
classified as a sentiment or not. Thus, during the evolutionary process for
these experiments, GASA did not directly optimize the chromosomes in or-
der to correctly distinguish between the two classes. Instead, GASA’s goal
was to correctly classify the overall sentiment of as many instances (reviews
or summary data) as possible.
For these experiments, two data sets were created from the Cellphone, Of-
fice Products, Foods and Video Games data sets. Namely, all of the summary
data combined and all of the review data combined. Thus, the two combined
data sets had 8,000 instances each.
The results for these experiments are presented in tables 5.3 and 5.4. Each
row in the table represents a particular word frequency condition; this is
followed by the corresponding average number of dictionary words in the
training data which met the word frequency condition and the average test
accuracy across the 10-folds. Note that this test accuracy is in terms of the
2-class problem of distinguishing between a sentiment or amplifier word as
described above.
The word frequency condition is read as follows: a value of ‘> 10’
means that the experiment only took into consideration the training dictio-
nary words which occurred at least 10 times in the review/summary data. In
table 3, there were an average of 446 training dictionary words which had a
frequency of 10. Similarly, a value of ‘> 250’ means that the experiment only
took into consideration the training dictionary words which occurred at least
250 times in the review/summary data. There was an average of 23 words in
the training data which had a frequency of 250. The condition ‘> 0’ implied
that a dictionary word had to occur at least once in the review/summary
data.
The purpose of using the word frequency condition was to determine the
effect on the number of times a word was present in the training data and
GASA’s ability to correctly classify the words in the test set which also had
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TABLE 5.3: Test accuracy (%) results on the two class problem (sentiment and am-
plifier) on all of the review data combined into a single data set. Ten-fold cross-
validation was used.
Word Frequency Total number of dictionary words Accuracy (%)
> 0 1917 51.4
> 10 446 54.8
> 15 334 55.5
> 20 260 56.4
> 100 56 64.5
> 250 23 72.0
TABLE 5.4: Test accuracy (%) results on the two class problem (sentiment and am-
plifier) on all of the summary data combined into a single data set. Ten-fold cross-
validation was used.
Word Frequency Total number of dictionary words Accuracy (%)
> 0 626 55.1
> 10 76 68.4
> 15 56 67.9
> 20 41 75.6
such a frequency.
When all of the words are taken into consideration, i.e. a frequency value
‘> 0’ , GASA achieved an accuracy of 51.39% and 55.11% on the review
and summary data respectively. The accuracy improved when the word fre-
quency condition was increased. In terms of the review data, the accuracy
went from 51.39% to 72.00% when the word frequency was increased from
‘greater than 0’ to ‘greater than 250’.
For the combined summary data, when the words had a frequency of at
least 20 the accuracy was 75.61% as opposed to an accuracy of 55.11% for a
frequency condition greater than 0. The combined review data set had more
words than the combined summary data set because the summaries are short
text. For this reason, the conditions were stopped at 20 for the combined sum-
mary data. Words from the dictionary which occur with a small frequency
are more challenging for GASA to correctly classify as a sentiment or ampli-
fier since they occur infrequently in the data. Nonetheless, the findings reveal
that GASA is able to extend a sentiment and amplifier lexicon provided that
the words occur with a large frequency in the training data.
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TABLE 5.5: Test accuracy (%) results on the two class problem (positive and negative
sentiment) on all of the review data combined into a single data set. Ten-fold cross-
validation was used.
Word Frequency Total number of dictionary words Accuracy (%)
> 0 1917 36.6
> 10 446 44.4
> 15 334 46.7
> 20 260 49.2
> 100 56 69.6
> 250 23 82.6
5.6.2 Predicting the value of the sentiment
A set of experiments was conducted in order to determine how effective
GASA would be at classifying the sentiment value of a set of words instead
of sentences. In order to achieve this, the HuLiu-6786 dictionary was used,
and a certain percentage of the words in the dictionary were considered as
unknown. The problem was converted into a 2-class classification prob-
lem, namely positive and negative sentiment values. Thus, in terms of the
classification-value pair, only the “value” aspect was taken into considera-
tion.
The HuLiu-6786 dictionary contained more sentiment words than were
present in the data sets, and thus only the dictionary words found in the
training data sets were considered — this set was named S.
Ten-fold cross-validation was used in the following manner: 10 folds were
randomly created from S, 9 folds were seeded into GASA and the algorithm
was executed as defined in section 5.4. At the end of the GA generational
loop the algorithm had to predict the sentiment value of the words in the test
fold as either “positive” or “negative”. The predictions were then compared
against the correct values in order to determine the accuracy. Similarly to the
experiment described in subsection 5.6.1, GASA did not directly optimize
the chromosomes in order to correctly distinguish between the two classes.
GASA’s objective was to correctly classify the overall sentiment of as many
instances (reviews or summary data) as possible.
For these experiments, the same data sets which were described in subsec-
tion 5.6.1 were used. The results for these experiments are presented in tables
5.5 and 5.6. Subsection 5.6.1 describes how to interpret the tables. Dictionary
words in the combined summary data set which had a frequency value of at
least 20 resulted in an accuracy of 95.12%. Sentiment words had to appear a
greater number of times in the combined review data set in order to achieve a
Chapter 5. Automated Classification of Text Sentiment 93
TABLE 5.6: Test accuracy (%) results on the two class problem (positive and negative
sentiment) on all of the summary data combined into a single data set. Ten-fold
cross-validation was used.
Word Frequency Total number of dictionary words Accuracy (%)
> 0 626 53.0
> 10 76 86.8
> 15 56 92.9
> 20 41 95.1
higher accuracy; more precisely, words which had a frequency of at least 250
times resulted in an accuracy of 82.61%. These results reveal that GASA is
able to extend a sentiment lexicon provided that the words occur frequently.
5.6.3 Comparison ofGASAwith commercial Sentiment Tools
How good is GASA? To check we compared GASA seeded with the HuLiu-
6786 dictionary to other sentiment analysis methods including AlchemyAPI
[106], MeaningCloud [170], NLTK [188], Lexalytics [142], LingPipe [8], Stan-
ford sentiment analysis [239, 162], SentiStrength [260, 259] and Dandelion
API [241]. AlchemyAPI, MeaningCloud, Lexalytics and Dandelion are com-
mercial APIs. LingPipe and SentiStrength have both commercial and non-
commercial licences. The results of the comparison are presented in table
5.7.
In terms of the summary data, the top 3 ranking methods in order of per-
formance were LingPipe, AlchemyAPI and GASA with an average test ac-
curacy of 77.75%, 72.88% and 69.92% respectively. When comparing GASA
to the four commercial APIs, AlchemyAPI achieved the best accuracy, while
GASA outperformed Dandelion, Lexalytics and MeaningCloud.
In terms of the review data sets, the top three performing methods were
LingPipe, AlchemyAPI and SentiStrength. GASA was outperformed by
two commercial API, namely AlchemyAPI and Dandelion. GASA achieved
higher test accuracy when compared to two commercial APIs, namely, Lexa-
lytics and MeaningCloud.
Subsections 5.7.3 and 5.7.3 presents some of the data and correct and in-
correct classifications made my GASA.
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5.7 Extending GASA (CA-GASA)
When determining the classification for an unknown word w, the GASA al-
gorithm does not take into consideration the words before and after w, i.e. it
is context independent. This ignores the fact that many words have differ-
ent meanings — with different sentiments. How can we begin to allow for
multiple, context-dependent sentiments? We propose to allocate a context-
dependent classification to an unknown word w; an approach we call Con-
text Aware GASA (CA-GASA). In order to achieve this, several modifications
to GASA are required. The primary modification lies within the representa-
tion of the chromosomes.
Each gene contains two principle parts, the context classification and the
context-free classification. When a word in an instance of data is evaluated
the classification-value pair is obtained from either the context classification
or context-free classification. Two lists of words are used in order to make
this decision, namely listnext and listprevious. When a CA-GASA chromosome
is evaluated on an instance of data i on a word w, the context classification-
value pair is allocated if the word w is surrounded by the words in listnext and
listprevious. If this is not the case, then the context-free classification-value pair
is allocated. This process is further discussed below. Figure 5.4 illustrates an
example of a CA-GASA chromosome.
In order to enable multiple classification-value pairs to be associated with
a word, a new gene encoding is used. For a word w, each gene has the fol-
lowing properties:
• The word w.
• The context rule which is defined as follows:
– The maximum possible size of the next context words, denoted as
nextsize.
– The maximum possible size of the previous context words, de-
noted as previoussize.
– The list of the next context words, denoted as listnext.
– The list of the previous context words, denoted as listprevious.
– The number of words to look ahead and compare with listnext ,
denoted as numberahead.
– The number of words to look behind and compare with listprevious,
denoted as numberbehind.
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– The context classification-value pair.
• The context-free classification-value pair.
5.7.1 CA-GASA chromosome evaluation
Assume that a CA-GASA chromosome c is being applied to an instance of
data. A word w in the sentence is evaluated as follows. Starting from the
word w, look at the next numberahead words from w and add them to the
listx. Once again, starting from the word w, look at the previous numberbehind
words from w and add them to the listy.
Let the size of listx be denoted as sizex, and let the size of listy be denoted
as sizey. Let the number of words in the intersection between listx and listnext
be denoted by a, and let the number of words in the intersection between listy
and listprevious be denoted by b.
If a+bsizex+sizey ≥ 0.5, then the word w is classified by the context classifica-
tion value. Otherwise, the word w is classified by the context-free classifica-
tion value.
The CA-GASA chromosome in figure 5.4 has one next context word,
“ship”, and one previous context word, “book”. Assume the sentence “the
ship sunk” is being evaluated, and the classification-value for the word
“sunk” is being determined. In this case listx is empty, and listy = {ship, the}.
Consequently, sizex = 0 and sizey = 2. The intersection between listx and
listnext is empty, and the intersection between listy and listprevious is {ship},
and thus, a = 0 and b = 1. The word “sunk” is classified by the context
classification-value since 0+10+2 ≥ 0.5, i.e. “sunk” is classified as a sentiment
word with a value of -1.0 (since the context classification-value pair in the
figure is a sentiment with value of -1.0).
5.7.2 CA-GASA Results
From table 5.8, when HuLiu-6786 was seeded into the proposed methods, it
is observed that GASA outperformed CA-GASA on 2 summary data sets, and
tied in the other data sets, whereas CA-GASA outperformed GASA on 3 of the
review data sets. One drawback of CA-GASA is that the search space is sig-
nificantly larger than GASA and as a result the training time is much longer.
Given this drawback, CA-GASA was not tested against the other sentiment
analysis algorithms.
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Word:  
sunk
Sentiment: 
0.0 
Context classiﬁcation
Contex-free classiﬁcation
=
1
=
1
nextsize
previoussize
=
book
= 
ship
listnext
listprevious
=
2
=
2
numberahead
numberbehind
Sentiment:  
-1.0 
FIGURE 5.4: Example of a CA-GASA chromosome. The genes corresponding to con-
text classification are denoted in red. The context-free classification gene (in green)
is applied when the context classification has not found a match. In this example the
chromosome will predict a negative sentiment if the word ‘ship’ is found before the
word ‘sunk’. In the case where none of the words in the context list are found then
the context-free classification is returned, in this case, a neutral sentiment.
TABLE 5.8: Test accuracy (%) on the summary and review data showing a compar-
ison between GASA and CA-GASA. Ten-fold cross-validation was used, and all of
the data sets had a size of 2000. Both GASA and CA-GASA were seeded with the
HuLiu-6786 sentiment dictionary.
Summary Data Review Data
Data set GASA CA-GASA GASA CA-GASA
Cellphone 73.6 71.8 69.1 70.2
Office Prod 71.8 70.7 71.0 68.2
Foods 65.8 65.8 67.2 67.4
Video Games 69.4 69.4 65.5 67.0
In order to address the large training time, it would be of interest to de-
termine if an approach could be proposed in order to find which words in
some data set have more than one meaning, and to create the context clas-
sification for those words only. This would reduce the complexity of CA-
GASA whilst retaining the ability to perform word disambiguation. Un-
known words which only express one sentiment regardless of the context
could be represented using GASA, and words which have more than one
sentiment could use the CA-GASA representation.
5.7.3 Text Correctly Classified by GASA
This section presents a random sample of the reviews which were correctly
classified by GASA. The reviews were obtained from the Video Game data
set. The reviews were lemmatized (reducing words to their base form, for
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example: ’walking’ becomes ’walk’) using Stanford CoreNLP [162]. The sen-
tence “we thought this movie was quite entertaining” is lemmatized as fol-
lows: “we think this movie be quite entertaining”. The results are compared
to the following four sentiment analysis entities: NLTK, Alchemy API, Sen-
tiStrength and MeaningCloud. The reviews are as follows:
Text: “have purchase the original when release several year ago, and thoroughly
enjoy it, I be excite to see a new version out for 2006. it live up to the challenge I
expect from this game. it be difficult to find truly challenging puzzle game, and you
will not be disappoint with this. my only disappoint come after solve it as the original
provide a video of the programmer, although this version do offer the opportunity to
replay and select from several final outcome.”
Result: Correctly classified by GASA as positive.
Text: “have not finish it yet, but it sure be a lot of fun! yes, there be/will be
even better game. and yes, maybe GTA V be better (it have at least three time more
budget so no surprise there). but Watch Dogs be truly a great game! some have
unrealistically high expectation or be real hater and should just stick to buy gta
every five year instead of buy each game and then give they bad review over and
over... before write another obvious review: yes, WE all KNOW that “gta5” be
NOT “watch dog” “call of duty” be NOT “candy crush” and “Far Cry 3” be NOT
“Tetris””
Result: Correctly classified by GASA as positive.
Text: “I recommend this game. very little communication loss or problem. if
problem occur they be very good as about replace what you lose. the game be fun to
play.”
Result: Correctly classified by GASA as positive.
Text: “I buy this game because I remember how Madden use to be. I have hear
the gameplay be break (it be, horribly), but I think, hey, if I get use to the stupid game
glitch at least it will look good. no. wow be I wrong. everything about this game be
atrocious . the only thing that look crisp in this game be the score, which incidentally
be the only reason I know it be display in hd. every time a player score a touchdown
he literally run through the stand and disappear into the mesh. I could go on, but
just think that I pay more than $ 5 for this game be make I extremely angry right
no.”
Result: Correctly classified by GASA as negative.
Text: “I play game on a desktop pc in my office, and on a laptop in the living
room. I also frequently rebuild my machine and upgrade hardware. I be interested
in the online community that will follow this game, however I will not support such
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strict measure in copy protection. I have cancel my pre-order and may purchase later
once this limited activation process be remove.”
Result: Correctly classified by GASA as negative.
5.7.4 Text Incorrectly Classified by GASA
This section presents a random sample of the reviews which were incorrectly
classified by GASA. Refer to the previous subsection for details regarding the
data, lemmatization and the algorithms used for comparison. The reviews
are as follows:
Text: “I like final Fantasy 13 but it just do not draw I in that well and the story
be slightly confusing. with that be say I absolutely love final Fantasy 13-2! the story
be weird because of time travel, but I think it be awesome. they seem to have fix
everything about the first one. I also like the fact that this game have multiple ending
and new game plus! buy it!”
Result: The correct classification for the review is positive. GASA clas-
sified it as negative. Three of the algorithms correctly classified the text as
positive, and one algorithm classified it as negative.
Text: “outstanding shooter game. it be set in world war two and you better not
run out in the open. good graphic and story.”
Result: The correct classification for the review is positive. GASA clas-
sified it as negative. Only one algorithm correctly classified the text. Two
algorithms classified it as neutral and the remaining algorithm classified it as
negative.
Text:“they sit a little bit loose on the controller’s peg, so there be some extra play.
not shabby, not stellar. put some more life into a controller that you think you be go
to lose.”
Result: The correct classification for the review is positive. GASA clas-
sified it as negative. All of the algorithms incorrectly classified the text as
negataive.
Text: “this headset rock, that be all you need to know. unless you need more, here
be some pro’s and con’s. pro’s 1. affordable price2. long cable3. lightweight design4.
adjustable microphone5. Chat Boost / Independent Game and Chat Sound6. stereo
ExpanderCon’s 1. slightly complicated set - up2. cheap ear Cushions The hiss sound
people complain about be negligible, it disappear after just a few minute of use and be
otherwise drown out by game. amazing quality and durability at a affordable price,
highly recommend. UPDATE : 2/18/11 the microphone serve I very well for only
17 day before the Right Earphone cease to function. a day later, the right earphone
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completely fall off. I get off recommend the product initially, but the fact that the
headset can stop work so quickly be terrible. I be return these for a refund and be go
to try another headset. I no longer recommend these headphone.”
Result: The correct classification for the review is negative. GASA clas-
sified it as positive. Three of the algorithms correctly classified the text as
negative whereas the other classified it as neutral.
Text:“Brunswick pro Bowling be not worth much. game be slow, unnatural, and
poor scripting. I can not believe someone can not make a better program then the Wii
bowling which be do pretty good. do not waste you money. I want sport game that
actually feel and act like real sport. how hard can that be?”
Result: The correct classification for the review is negative. GASA clas-
sified it as positive. Three of the algorithms correctly classified the text as
negative whereas the other classified it as positive.
5.8 Conclusion
Being able to determine the sentiment of text is a useful ability to businesses
and other entities in order to gain an understanding of people’s opinions on
their products and services. This study proposed a GA approach in order
to classify the sentiment of sentences by optimizing unknown words as ei-
ther a sentiment or an amplifier word. A way to represent the sentiments
and amplifiers through the use of simple mathematical expressions in order
to evaluate the final sentiment of sentences is proposed. The experimental
results revealed that GASA was able to outperform certain commercial APIs.
One advantage of GASA is that the algorithm can grow a sentiment dic-
tionary (by using the classification-value pairs for the words which were op-
timised during training) which can be reused or further improved upon. The
experiments suggested that if a particular word appeared a large number of
times in the training data set, then the proposed method is likely to correctly
classify its sentiment.
We also proposed CA-GASA, and the rationale behind this modification
was to provide the ability to allocate a sentiment based on the context for
which the words are in. This method requires additional work in order to
reduce the complex search space. It would also be of interest to investigate
if an ensemble of GASA chromosomes could outperform the accuracy of a
single one. In the next chapter we extend our idea by investigating the effect
of sentence compression in the context of sentiment analysis.
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Chapter 6
Text Compression for Sentiment
Analysis via Evolutionary
Algorithms
6.1 Introduction and Rationale
Can textual data be compressed intelligently without losing accuracy in eval-
uating sentiment? To illustrate the idea, consider the sentence “I went home
yesterday, opened the door and was immediately faced with a terrible shock".
The key sentiment-encoding phrase is “terrible shock". We thus want to pro-
pose an algorithm that can learn to evolve rules that can effectively do this
compression. The remaining words in the sentence do not contain any useful
information in determining the sentiment expressed, and thus the rules can
discard those words. Reducing the amount of text needed to determine the
sentiment and reduce the processing overhead when sending text to remote
servers for analysis.
In this chapter, we propose a novel EA which is tasked with compress-
ing text, whereby the objective is to retain the correct sentiment classification
of the compressed text. To achieve this, the EA makes use of Parts of Speech
(POS) to determine which POS can be removed from the text without hinder-
ing the classification performance.
Feng et al. [77] proposed a Chinese text compression method with the
objectives of preserving the sentiment of opinions expressed in the text and
ensuring that the compressed sentence is grammatically correct. The authors
proposed a score function with three primary functions: a word significance,
a linguistic and an opinion scoring function. The score function was ap-
plied to each candidate sentence and the result was divided by the number of
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words in the compressed sentence. The compressed sentence with the high-
est value after these operations was deemed to be the final compressed sen-
tence. One Chinese data set of compressed sentences was manually created
to evaluate their proposed approach. The study revealed that their proposed
approach was able to outperform a traditional sentence compression method
when the sentences were evaluated - in terms of the opinion and grammar -
by a human. A compression rate of 47% was achieved.
Che et al. [31] also proposed a text compression method for sentiment
analysis. In their study, they make use of 10 features (which are determined
for every word) to perform the compression. The features are grouped into
basic, sentiment related, semantic and syntactic features. The basic features
include the words before and after the word for which the features are being
constructed for; they also include the POS tags for those words. There are
two sentiment features, namely a binary field denoting if the word is a per-
ception word and if it is a polarity word. These words were obtained from
an existing lexicon. The semantic features include prefix and suffix charac-
ters and also Brown word features which helps identify that words which are
written differently represent the same concept. They also include word em-
bedding which makes use of Word2Vec [174] to determine if two words have
a similar meaning. The syntactic feature makes use of a single feature which
indicates the relationship between the words in the sentence. The sentence
compression is conducted prior to the sentiment analysis. The results reveal
that the F-score was improved from 64.70% (no compression) to 67.49% (with
compression).
With the limited amount of existing work in this field, we propose and in-
vestigate PARts-of-Speech for sEntiment Compression (PARSEC), which makes
use of an EA to achieve text compression with minimal loss in sentiment ac-
curacy. Section 6.2 introduces and presents examples of POS. Next, section
6.3 discusses the proposed PARSEC method. The experimental setup is pre-
sented in section 6.4 and section 6.5 reveals the results. Experiments on fixed
compression rates were conducted and these are discussed in section 6.6. Fi-
nally, section 6.7 concludes this chapter.
6.2 Parts-of-Speech
POS, in languages, are defined as the primary groups of words that are gram-
matically similar. Common POS include, but are not limited to: adjectives,
verbs and nouns.
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TABLE 6.1: Common POS along with their tag, description and examples.
POS Description Examples
DT Determiner a, the
JJ Adjective wonderful, massive
NN Noun, singular house, phone
NNS Noun, plural cities, boxes
RB Adverb very, rather
TO To to
VB Verb explain, be
VBD Verb, past tense involved, skipped
In this study, the Stanford Log-linear Part-Of-Speech Tagger [263] was
used to convert the original data sets into their corresponding POS tags.
Thus, each word in a dataset was converted into a POS tag, and the length of
each sentence in the original dataset was identical to that of the POS tagged
dataset. For example, if the following sentence was found in the original
dataset: “this is a great product”, it would be converted into “DT VBZ DT JJ
NN” (which corresponds to the POS equivalent) in the POS tagged dataset.
We used the Penn Treebank tag set [163, 256]. This set contains 36 tags
and an additional 12 tags to denote certain characters such as comma, semi-
colon and other characters. Tabe 6.1 presents common POS tags, descriptions
and examples.
6.3 Proposed Compression Method
6.3.1 Compressor
This study proposes a new type of individual for EAs – referred to as a com-
pressor – which reduces the length of sentences when applied to a dataset.
The compressor is made up of several rules, and in turn, each rule is made
up of a sequence of POS tags and a decision. The decision is applied when-
ever its sequence of POS tags matches the POS tags in the data. The decisions
represent the indices of the words which will be removed in the matched se-
quence. Figure 6.1 illustrates an example of a compressor.
In the following explanation, let X denote some original dataset for which
PARSEC is being applied to, and let Y denote the equivalent POS dataset.
Furthermore, let Xi,j denote sentence i and word j in X, and Yi,j denote sen-
tence i and word j in Y.
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R1 R2 R3 R10...
...
 = 2 
 = 1 
Numbertags
Numberdecisions
 = 3 
 = 2 
Numbertags
Numberdecisions
Tags = [JJ, NN] 
Decisions = [0] 
Tags = [NN, VB, RB] 
Decisions = [0, 2] 
FIGURE 6.1: An example of a PARSEC compressor with 10 rules. The first and last
rules are shown. Each rule encodes a number of POS tags and decisions. The tags
denote the POS tags for which each rule will try and match. Finally, the decisions
encode the word index which will be deleted. Rule 1 will delete any word which is
at index 0 each time the rule matches. Rule 10 will delete words at index 0 and 2.
The compressor in figure 6.1 has 10 rules denoted as R1, R2, R3, ..., R10.
The first rule, R1, has 2 tags which are represented by the sequence “JJ, NN”.
This rule has one decision, and that is, to delete the word at index 0. This
implies that when this particular compressor is applied, rule R1 will find
POS tags in Y corresponding to the sequence “JJ NN”.
Let Yl,m and Yl,m+1 denote two consecutive words in Y which have the
sequence “JJ NN”. The decision in R1 is to delete index 0, thus R1 will delete
Yl,m and consequently it will delete Xl,m. Thus, the size of X and Y has been
reduced by one. Each time R1 finds the exact sequence “JJ NN”, the POS tag
and word corresponding to “JJ” (index 0) in Y and X are deleted.
Similarly for R10, let Yl,m, Yl,m+1 and Yl,m+2 denote three consecutive
words in Y which have the sequence “NN VB RB”. The decision in R10 is
to delete index 0 and 2, thus R10 will delete Yl,m, Yl,m+2, Xl,m and Xl,m+2 from
Y and X respectively for each occurrence of the POS tags “NN VB RB”.
When a rule is being processed, if an end of sentence punctuation mark
(“?”, “!”, “.”) occurs, then the rule evaluation immediately stops. This mech-
anism was incorporated so that the sequence of tags – which is encapsulated
by a rule – is applied to a single sentence and is not applied across two sep-
arate sentences. For example, consider the two following sentences “This
book was really funny. Great, tomorrow is Friday.” which corresponds to:
“DT NN VBD RB JJ. JJ, NN VBZ NNP.” Assume that some rule has the fol-
lowing tags “JJ JJ” and the decision is to delete both indices. If the punctu-
ation marks are not taken into consideration, then the rule will match with
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 = 2 
 = 2 
Numbertags
Numberdecisions
 = 3 
 = 1 
Numbertags
Numberdecisions
Tags = [DT, VBZ] 
Decisions = [0, 1] 
Tags = [DT, JJ, NN] 
Decisions = [1] 
This is a really great book. The introductory chapter was pleasantly written.
Compressor 
DT    VBZ    DT    RB   JJ    NN.    DT    JJ    NN    VBD    RB    VBN 
0         1 0       1      2
                   DT    RB   JJ    NN.    DT            NN    VBD    RB    VBN 
Rule1: delete
index 0 and 1
Rule 2: delete
index 1
Step 1. Convert
sentence to POS.
Step 2. Find where the
rules match the text
Step 3. Delete based
on the decisions.
Step 4. Compute the
compressed sentence.
"a really great book. The chapter was pleasantly written."
FIGURE 6.2: Illustrating how PARSEC compresses text. In the example the compres-
sor has two rules. The original sentence is displayed as “This is a really great book.
The introductory chapter was pleasantly written.” The first rule matches with DT
and VBZ. The second rule matches with DT, JJ and NN. The first rule states that both
indices 0 and 1 must be deleted. The second rule states that only words at index 1
must be deleted. The figure presents the compressed POS sequence along with the
compressed sentence.
the words “funny” and “great”. This will result in “This book was really .
, tomorrow is Friday.” Consequently, the sentiments in these two sentences
are no longer positive. However, if punctuation is taken into consideration,
then the rule will not delete any words since the full stop separates the two
sentences.
In this study, we define the term ‘wildcard’, which represents the notion
of ‘any POS’ tag and is denoted with a ‘*’ symbol. Thus, when a rule is being
evaluated, the wildcard POS can match with any POS in the POS dataset. For
example, if a rule has the following tags: “JJ * NNP”, then any POS sequence
that has ‘JJ’, followed by any POS, followed by ‘NNP’ will cause the rule to
match with that POS sequence.
Algorithm 10 presents the generalised pseudocode to match the tags in a
rule with the POS tags in the POS dataset. The algorithm also presents how
to delete words from the original and POS dataset once a rule matches with
a sequence. Figure 6.2 illustrates how the compression takes place.
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Algorithm 10: Pseudocode to apply a compressor to a sentence and
compress the text.
input: compressor the compressor to evaluate
input: original_sentence the original sentence
input: POS_sentence the POS sentence
input: length_sentence the length of the sentence to evaluate
1 begin
2 for each rule in compressor do
3 tag_in_rule← the tags inside rule
4 rule_decisions← the decisions inside rule
5 for i← 0 to length_sentence do
6 match← true
7 for j← 0 to length(tag_in_rule) do
8 if tag_in_rule [j] not equal POS_sentence [i + j] then
9 match← false
10 break loop and go to line 6, set i← i + 1
11 if match equal true then
12 for k← 0 to length(rule_decisions) do
13 flag original_sentence [i + rule_decisions[k]]
14 compressed_sentence← delete all words in original_sentence
that have been flagged.
15 return compressed_sentence
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6.3.2 PARSEC initial population generation
The pseudocode for creating an initial population of compressors is pre-
sented in algorithm 11. Several individuals are created based on a predefined
user parameter, namely the population size. Several rules have to be created
for each compressor. There must be at least one rule, and a user-defined pa-
rameter, namely maxrules, is implemented to restrict the total number of rules.
When creating the rules, the algorithm iterates until it has reached maxrules,
and a probability value of 0.5 was set to determine if a rule was to be cre-
ated or not, as can be seen on line 9 in algorithm 11. Each rule consists of
two primary parts, namely the tags and the decisions, the pseudocode for
the creation of those respective parts are presented in algorithms 12 and 13.
Algorithm 12 shows that wildcards are not added to the start or end of the
compressor tag rule sequence.
Algorithm 11: Pseudocode to create the initial population of com-
pressors.
input: population_size the number of compressors to create
1 begin
2 for i← 0 to population_size do
3 CreateCompressor()
4 Evaluate compressor.
5 Add compressor to the initial population.
6 Function CreateCompressor ()
7 new_compressor← create a blank compressor
8 for j← 0 to max_tags do
9 if rand() < 0.5 then
10 CreateRule() and add rule to new_compressor
11 if Compressor has no rule then
12 CreateRule() and add rule to new_compressor
13 return new_compressor
14 Function CreateRule ()
15 new_rule← create a blank rule
16 Create the tags using algorithm 12 and add the rules to
new_rule.
17 Create the decisions using algorithm 13 and add the rules to
new_rule.
18 return The initial population.
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Algorithm 12: Pseudocode to create POS tags.
input: minimum_tags the minimum number of allowed pos tags
input: maximum_tags the maximum number of allowed pos tags
1 begin
2 pos_list← { }
3 number_tags← random[minimum_tags, maximum_tags ]
4 for i← 0 to number_tags do
5 if i = 0 then
6 Create a tag (excluding wildcard) and add it to pos_list
7 else if i = number_tags −1 then
8 Create a tag (excluding wildcard) and add it to pos_list
9 else
10 Create a tag (including wildcard) and add it to pos_list
11 return pos_list
6.3.3 PARSEC fitness function
The pseudocode for the fitness evaluation of a compressor is presented in
algorithm 15. Each example (an example can be made up of several sen-
tences) in the uncompressed dataset is considered in turn. The sentiment for
each example in the uncompressed dataset is computed using algorithm 14.
The compressor is applied to the uncompressed sentence and a compressed
example is created. The sentiment of the compressed example is computed
using algorithm 14. The compressed sentiment is then compared to the un-
compressed sentiment.
Algorithm 13: Pseudocode to create decisions.
input: number_tags the number of tags
1 begin
2 for i← 0 to number_tags do
3 if random[0,1] < 0.5 then
4 Add i to decision_list
5 return decision_list.
If these are the same then the compressed example has had no effect on
the sentiment when compared to the uncompressed one. Conversely, if the
values are different, then there are two possibilities. Either the compressed
sentiment is equal to the correct sentiment as labelled in the training data
(in which case the compressor is rewarded) or it is not (in which case the
compressor is penalised). Thus, the fitness function takes into consideration
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the number of examples for which the compressor produces the correct sen-
timent prediction.
Algorithm 14: Pseudocode for baseline evaluation.
input : sentence the sentence to be evaluated
input : dictionary the dictionary of sentiment words
input : negation_words the list of negation words
output: The sentiment for the evaluated sentence
1 begin
2 sentiment_score← 0
3 negation← false
4 for each word in the sentence do
5 if word is in dictionary and negation is true then
6 sentiment_score← sentiment_score + (-1 × word’s sentiment
value)
7 if word is in dictionary and negation is false then
8 sentiment_score← sentiment_score + word’s sentiment value
9 if word is in negation_words then
10 negation← swap polarity
11 else
12 negation← false
13 return sentiment_score
A multi-objective fitness function was created to combine the fitness, the
average reduction in terms of the length of the sentences before and after
compression, and the size of the compressor in terms of the number of rules.
Thus, the objective was to maximize the fitness and average reduction in
sentences, and to minimize the size of the compressor.
6.4 Experimental Setup
6.4.1 Datasets and Setup
Twelve data sets were created by randomly selecting reviews from corre-
sponding Amazon review datasets [141]. For each created data set, 1000 posi-
tive and 1000 negative reviews were randomly selected from the larger corre-
sponding Amazon data set. The larger Amazon data sets were obtained from
[141, 168]. The data sets were: Amazon Instant Video (AIV), Apps for An-
droid, Automotive, Baby, Beauty, Digital Music, Health and Personal Care,
Musical Instruments (MI), Patio Lawn and Garden, Pet Supplies, Tools and
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Algorithm 15: Pseudocode to compute fitness of a compressor.
input : compressor the compressor to evaluated
input : sentence a list of sentences for which compressor will be
evaluated on
input : original_lengths a list of lengths for each sentence in the
original data set
input : original_sentiments a list of sententiment values determined
by applying algorithm 14 on the original data set
input : correct_sentiments a list of correct sententiment values for the
original data set
input : number_rules the number of rules that compressor has
output: The sentiment for the evaluated sentence
1 begin
2 for i← 0 to number_of_sentences do
3 compressed_sentence← apply compression to sentences [i].
4 compressed_sentiment← apply algorithm 14.
5 if compressed_sentiment is not equal to original_sentiments [i]
then
6 if compressed_sentiment is equal to correct_sentiments [i] then
7 raw_fitness← raw_fitness+ 1
8 else
9 raw_fitness← raw_fitness− 1
10 average_change← average_change + (Length(sentences [i]) -
Length(compressed_sentence))
11 raw_fitness← raw_fitness + [0.5 × (average_change/
number_of_sentences)] − (0.1 × number_rules)
12 return raw_fitness
Chapter 6. Text Compression for Sentiment Analysis 111
TABLE 6.2: The lower (LCB) and upper (UCB) compression bound constrain the
algorithm by ensuring that the compression rate for each compressor is between the
two values respectively. The table presents the LCB and UCB values (%) along with
the minimum and maximum number of rules used in the experiments. These set
compression rates were enforced and the performance of PARSEC was measured on
several datasets. The values for the minimum and maximum number of rules were
determined by additional trial runs.
LCB UCB compressionRulesmin compressionRulesmax
10 13 5 50
15 18 10 70
20 13 20 90
25 28 40 120
30 33 90 150
50 53 350 500
Home Improvement, and Toys and Games. Each example in the Amazon
data sets is made up of a short summary, a review and a star rating which
were provided by a user. The star rating was used to label the datasets using
2.5 as a threshold between negative and positive classes.
We propose a set of experiments whereby the compression rate is a user
parameter and PARSEC must generate compressors that can compress the
original datasets to reach the specified compression rate.
To achieve this, a lower and upper user-defined compression bound were
defined. The lower compression bound (LCB) was implemented to ensure
that the compressors did not result in a compression ratio less than the spec-
ified value. Similarly, the upper compression bound (UCB) ensured that the
compressors did not result in a compression ratio greater than the specified
value. Thus, every compressor in the EA population had to have a compres-
sion rate between the LCB and UCB. Table 6.2 presents the LCB and UCB
used. It was observed that a greater number of rules were needed to achieve
higher compression rates. For example, in the case of a compression require-
ment between 50 to 53 percent, a small number of rules would result in a
compression rate smaller than the required range. This is the so because a
small number of rules will remove a smaller amount of text.
Furthermore, two additional user-defined parameters were implemented
to ensure that the total number of rules within each compressor re-
mained within a certain bound. The two parameters were named
compressionRulesmin and compressionRulesmax. The compressionRulesmax pa-
rameter prevents compressors from having an extremely large number of
rules. Both parameters aid in restricting the search space in terms of the
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number of rules to create and maintain for each compressor during the evo-
lutionary process. The initial population generation had to respect the LCB
and UCB, and respect the minimum and maximum number of rules. The
mutation operator also had to respect these constraints.
Crossover and mutation enabled PARSEC to exploit and explore the
search space. Crossover was implemented by randomly selecting a rule from
two parent chromosomes and exchanging them. Mutation was implement-
ing by randomly selecting a rule within a parent chromosome and creating a
new rule in its place.
6.4.2 Sentiment analysis algorithms
Several sentiment analysis algorithms were applied to the original and com-
pressed datasets to determine the difference in accuracy and to investigate
the performance of PARSEC. The following algorithms were used in this
study: SentiStrength [260, 259], MeaningCloud [170], Vivek [184], Stanford
[239], uClassify [264], Sentiment140 [83], Intellexer [68] and LingPipe [8].
6.4.3 Execution of experiments
We first applied the sentiment analysis algorithms described in section 6.4.2
to the original datasets and recorded the test accuracy. Then, we ran PARSEC
using the baseline evaluation to create compressor rules. Once the compres-
sors were created, we applied the compressors to the original datasets to gen-
erate the compressed data. We applied the sentiment analysis algorithms on
the compressed data and recorded the test accuracy. In the following section
we report on the change in accuracy between the compressed and original
data. PARSEC evolved a population of 250 compressors over 100 genera-
tions, the crossover rate was 60% and mutation rate was 40%. PARSEC was
developed in Java 1.8.
6.5 Results and Discussion
Figure 6.3 shows the average change in test accuracy across the different
sentiment analysis algorithms based on the compression rates. The general
trend is a decrease in performance with the largest decrease in performance
observed by Sentiment140. LingPipe and SentiStrength were the only two
methods that achieved a positive change in performance (on certain datasets)
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TABLE 6.3: Average change in test accuracy (%) across all the data sets when PAR-
SEC models were created for 75% compression rate.
Algorithm Change in
Test Accuracy
Original
Accuracy
Compressed
Accuracy
LingPipe -3.2 79.7 76.4
MeaningCloud -4.2 62.5 58.2
SentiStrength -6.9 67.8 60.8
uClassify -6.4 80.7 74.3
on compression rates of 10% and 15% respectively. When experimenting
with PARSEC we posed the following question. For a predetermined drop
in accuracy, how much compression is achievable by PARSEC? For a thresh-
old of -1% change in accuracy, Vivek and LingPipe were able to achieve up to
30% compression. For this same threshold five methods could achieve up to
20% compression rate. Regardless of the compression rate used, both Stan-
ford and Sentiment140 did not obtain any result less than -1%. These two
algorithms produced the weakest performance with PARSEC.
For a threshold of -2%, five algorithms could achieve up to 30% compres-
sion rate and LingPipe was able to achieve up to 50% compression. When the
threshold was set to -3% four methods could achieve up to 50% compression.
We additionally wanted to determine the change in test accuracy when a
much larger compression rate was used. Table 6.3 presents the results when
a compression rate of 75% was used. Only certain algorithms were tested
due to our limited access to the sentiment analysis algorithms. These results
reveal that a large compression rate is achievable without a great loss in test
accuracy: LingPipe obtained a loss of -3.3% accuracy.
An example of PARSEC compression is as follows. The original sentence
(which contains 56 words): “this was a wonderful movie involving fascinating
people who were such great actors and actresses. the events were interesting and
I never got tired of watching the episodes. I was so sad to see that they will not
go to keep going with the life of all these inhabitants of Lark rise and candleford.
Mrs. Hamlin”. The compressed sentence (22 words): “this was wonderful movie
involving fascinating people who actresses. got tired. so sad to see not keep going
rise candleford. Mrs. Hamlin”.
Figure 6.4 highlights are four rules which were randomly selected from
a PARSEC model to illustrate some of the evolved rules. This model had a
total of 38 rules. The POS tags are presented in order of appearance between
square brackets. The indices start from zero. Rule 1 denotes that if the POS
“NNP” is followed by “JJ”, then delete both words. Rule 4 denotes that if
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FIGURE 6.3: Change in average test accuracy across the different sentiment analy-
sis algorithms for different text compression rates enforced by PARSEC, averaged
across all the data sets. A higher positive value indicates a better result. The vari-
ous sentiment analysis algorithms are denoted as follows: IN, LP, MC, S140, SS, ST,
uC and V refer to Intellexer, LingPipe, MeaningCloud, Sentiment140, SentiStrength,
Stanford, uClassify and Vivek respectively. The accuracy obtained by LingPipe out-
performed all the other methods. Furthermore, LingPipe obtained an average posi-
tive change in accuracy of 0.1% for 10% compression. At a compression rate of 50%,
LingPipe obtained an change in accuracy of -1.2% averaged over all the datasets,
illustrating that it works well with PARSEC.
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“IN” is followed by any POS and then followed by “VB”, then delete the
word at index 1.
R1 R2 R3 R4
 =2 
 =2 
Numbertags
Numberdecisions
Tags = [NNP, JJ] 
Decisions = [0, 1] 
 =2 
 =2 
Numbertags
Numberdecisions
Tags = [VBG, NNP] 
Decisions = [0, 1] 
 =2 
 =2 
Numbertags
Numberdecisions
Tags = [IN, CC] 
Decisions = [0, 1] 
 =2 
 =1 
Numbertags
Numberdecisions
Tags = [IN, *, VB] 
Decisions = [1] 
FIGURE 6.4: Illustrating four rules which were extracted from
a PARSEC compressor.
6.6 Detailed results for fixed compression rate ex-
periments
Tables 6.4 to 6.9 present the difference in test accuracy results for the various
compression rates. The various sentiment analysis algorithms are abbrevi-
ated as follows: IN, LP, MC, S140, SS, ST, uC and V refer to Intellexer, Ling-
Pipe, MeainingCloud, Sentiment140, SentiStrength, Stanford, uClassify and
Vivek respectively. For a compression rate of 10%, the best and worst change
in accuracy were obtained by LingPipe and Sentiment140 respectively. Based
on all the findings for 10 per cent compression, there were 21 cases across all
the methods and data sets whereby the change in accuracy was greater than
zero. For a compression rate of 15% the number of cases was 17 whereby
LingPipe obtained the best average change in accuracy with a value of 0.0%.
The best change in accuracy for 20% compression rate was obtained by
uClassify with a value of 0.7 on two data sets. There were six data sets for
which uClassify reduced the data up to 20% and for which the test accuracy
on the compressed data was better than on the original data. Additionally,
there were 14 cases in total across all the algorithms whereby the change in
accuracy was greater than zero for 20% compression.
The findings revealed that for the compression rate of 25% there were
14 cases for which the change was greater than zero, and the best change
in average accuracy was obtained once again by LingPipe with a value of
-0.3%. There was a reduction performance in terms of the number of cases
having a change greater than zero when a compression of 30% was used;
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notably 9 cases. uClassify however, on 5 datasets, had a test accuracy greater
than zero. Finally, only two algorithms were able to obtain improvements in
terms of the changes for a compression rate of 50%, namely uClassify and
LingPipe, with changes in 3 and 2 data sets respectively.
6.7 Conclusion
This study empirically demonstrates that machine learning can reduce the
amount of data needed to determine the sentiments within sentences with
little loss in accuracy. To achieve this, we proposed an evolutionary algo-
rithm, PARSEC, which evolves a population of chromosomes which encode
rules for compression based on the removal of POS.
We studied the test accuracies achieved by eight sentiment analyis algo-
rithms when set compression rate thresholds were enforced. Two algorithms
showed marginal improvements in accuracy on several data sets for a com-
pression rate of 15%. Additionally, there were 9 data sets whereby some of
the algorithms were able to yield an improvement in accuracy for a compres-
sion rate of 30%. At a threshold of -1% sentiment accuracy loss, two meth-
ods were able to achieve up to 30% compression, five methods up to 20%
compression, and six methods up to 10% compression. The best performing
algorithm, LingPipe, showed only modest losses in accuracy even at high
compression: 3.3% for a four-fold data compression.
It would be of interest to incorporate the PARSEC algorithm directly into
a sentiment analysis algorithm instead of via a simple dictionary approach.
One could achieve this by replacing the fitness function used in the evolu-
tionary phase with a more sophisticated sentiment analysis algorithm. This
would allow the emergence of an algorithm where the compression and sen-
timent analysis are mutually optimised for best performance.
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IN LP MC S140 SS ST uC V
AIV -0.9 0.0 0.4 -2.1 -0.3 -3.0 -1.9 -0.9
MI 0.1 0.3 -0.7 -1.9 -0.4 0.5 -0.4 -1.4
Digital Music -1.0 0.2 -0.3 -2.5 -0.1 -1.9 -0.4 -2.0
Baby 0.0 0.4 -0.2 -2.7 0.0 -1.2 0.3 0.2
Patio & Garden -0.1 0.4 -0.2 -2.1 -0.2 -0.7 0.9 -0.9
Automotive -1.1 0.4 -0.5 -2.1 0.0 -1.1 0.7 -0.9
Pet Supplies -1.2 0.3 -0.4 -2.9 -0.4 0.3 0.0 -1.6
Apps for Android -1.4 0.0 -0.5 -2.5 -0.3 -3.5 0.0 -1.6
Beauty -0.5 0.0 0.2 -1.2 0.0 -0.5 -0.7 -0.4
Tools & Home 0.8 -0.1 -1.0 -2.3 -0.6 -1.7 0.5 0.0
Toys & Games -0.5 0.0 -1.5 -1.8 0.2 -3.1 -0.1 -1.4
Health & Personal 0.4 0.1 -0.4 -1.6 -0.3 -1.4 0.5 -0.4
Average -0.4 0.1 -0.4 -2.1 -0.2 -1.4 0.0 -0.9
TABLE 6.4: Percentage difference between the compressed and original test accuracy
when a compression rate between 10% and 13% was imposed. The column titles
IN, LP, MC, S140, SS, ST, uC and V refer to Intellexer, LingPipe, MeaningCloud,
Sentiment140, SentiStrength, Stanford, uClassify and Vivek respectively. Percentage
differences greater than or equal to zero are highlighted in bold.
IN LP MC S140 SS ST uC V
AIV -1.1 -1.1 -0.2 -2.7 0.1 -3.2 -2.0 -0.6
MI 1.1 0.5 -0.8 -2.9 -0.8 0.0 -1.3 -0.8
Digital Music -1.6 0.4 -0.7 -3.6 -0.5 -2.3 -1.2 -2.1
Baby 0.0 -0.9 -0.5 -2.4 0.2 -2.0 0.6 -0.1
Patio & Garden -0.3 -0.4 -0.3 -3.5 -0.6 -1.2 0.5 -1.0
Automotive -1.4 0.6 -1.0 -2.8 -0.3 -2.2 0.9 -0.8
Pet Supplies -1.1 0.6 -0.2 -3.8 -0.6 -1.3 0.2 -2.9
Apps for Android -1.7 -0.3 -0.9 -4.2 -0.5 -3.4 -1.0 -3.2
Beauty -0.9 -0.3 -0.7 -3.5 -0.2 -1.3 -1.8 -1.2
Tools & Home -0.2 0.0 0.0 -3.0 -0.3 -1.7 1.2 0.7
Toys & Games -1.3 -0.2 -1.2 -1.6 -0.1 -1.1 -0.8 -1.8
Health & Personal 0.1 0.0 -0.6 -2.8 -0.5 -2.6 0.2 -0.4
Average -0.7 0.0 -0.6 -3.0 -0.3 -1.8 -0.3 -1.2
TABLE 6.5: Percentage difference between the compressed and original test accuracy
when a compression rate between 15% and 18% was imposed. The column titles
IN, LP, MC, S140, SS, ST, uC and V refer to Intellexer, LingPipe, MeaningCloud,
Sentiment140, SentiStrength, Stanford, uClassify and Vivek respectively. Percentage
differences greater than or equal to zero are highlighted in bold.
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IN LP MC S140 SS ST uC V
AIV -1.7 -1.2 0.3 -4.0 -0.4 -3.1 -1.8 -1.8
MI 0.2 1.1 -1.1 -2.5 -0.6 0.4 -1.2 -1.4
Digital Music -2.2 -0.4 -0.2 -3.5 -1.2 -3.1 -1.7 -2.0
Baby -0.7 -0.4 -0.4 -2.7 -0.8 -2.2 0.5 -1.1
Patio & Garden -0.9 -1.1 -1.2 -3.7 -0.5 -2.2 0.5 -0.9
Automotive -1.6 0.2 -0.3 -3.5 -0.9 -2.8 0.3 -1.7
Pet Supplies -1.0 0.4 -1.3 -3.5 -0.4 -2.1 0.7 -2.2
Apps for Android -1.7 -0.1 -1.6 -4.8 -0.4 -4.5 -1.7 -3.3
Beauty -1.1 0.2 -0.6 -4.0 -1.0 -1.1 -1.2 -1.2
Tools & Home 0.6 -0.1 -1.2 -4.4 -0.7 -1.9 0.0 -1.5
Toys & Games -1.5 0.0 -0.4 -3.3 -0.2 -2.8 -1.5 -1.9
Health & Personal 0.0 -0.4 -1.0 -4.2 -1.2 -1.7 0.7 -0.9
Average -0.9 -0.1 -0.7 -3.7 -0.7 -2.2 -0.5 -1.6
TABLE 6.6: Percentage difference between the compressed and original test accuracy
when a compression rate between 20% and 23% was imposed. The column titles
IN, LP, MC, S140, SS, ST, uC and V refer to Intellexer, LingPipe, MeaningCloud,
Sentiment140, SentiStrength, Stanford, uClassify and Vivek respectively. Percentage
differences greater than or equal to zero are highlighted in bold.
IN LP MC S140 SS ST uC V
AIV -2.4 -1.6 -0.6 -3.7 -0.2 -6.0 -2.5 -2.0
MI -0.6 1.0 -0.1 -4.8 -1.0 -1.6 -0.1 -1.8
Digital Music -1.9 -0.1 -0.5 25.1 -0.5 -2.4 -2.9 -3.5
Baby 0.1 -0.9 0.5 -4.4 -0.5 -2.6 -0.4 -0.6
Patio & Garden -0.9 -1.4 0.1 -4.7 -0.9 -1.5 0.6 -1.6
Automotive -2.0 0.1 0.1 -3.3 -1.5 -4.2 0.5 -0.4
Pet Supplies -0.8 0.0 -0.7 -5.3 -0.6 -1.7 0.1 -2.9
Apps for Android -2.4 -0.4 -1.4 -6.7 -0.9 -3.4 -0.9 -3.4
Beauty -1.1 0.2 -0.7 -5.5 -0.6 -2.1 -1.8 -2.4
Tools & Home -0.8 -1.0 -1.6 -5.2 -1.1 -3.6 0.0 -0.3
Toys & Games -1.2 -0.5 -1.1 -5.7 -0.2 -2.7 -1.0 -3.6
Health & Personal 0.3 0.9 0.0 -3.9 -0.3 -2.8 -0.9 -1.1
Average -1.1 -0.3 -0.5 -2.3 -0.7 -2.9 -0.7 -1.9
TABLE 6.7: Percentage difference between the compressed and original test accuracy
when a compression rate between 25% and 28% was imposed. The column titles
IN, LP, MC, S140, SS, ST, uC and V refer to Intellexer, LingPipe, MeaningCloud,
Sentiment140, SentiStrength, Stanford, uClassify and Vivek respectively. Percentage
differences greater than or equal to zero are highlighted in bold.
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IN LP MC S140 SS ST uC V
AIV -2.3 -2.1 -0.1 -8.2 -1.3 -7.0 -2.3 -2.5
MI -0.5 0.6 -1.1 -6.9 -1.6 -2.4 -1.9 -2.8
Digital Music -3.3 -1.1 -1.0 -6.2 -1.7 -3.6 -2.8 -4.9
Baby -0.8 -0.7 0.2 -6.1 -1.1 -5.3 0.7 -1.3
Patio & Garden -1.8 -1.2 -1.7 -6.6 -1.5 -4.3 -0.3 -2.2
Automotive -1.2 -0.4 -0.9 -4.8 -1.5 -4.7 0.8 -2.6
Pet Supplies -2.2 -0.9 -1.1 -5.8 -1.0 -4.4 1.6 -2.8
Apps for Android -3.0 0.0 -2.1 -7.7 -1.1 -6.4 -2.1 -5.3
Beauty -2.4 -0.2 -1.1 -7.7 -1.2 -4.6 -1.9 -3.2
Tools & Home -0.9 0.0 -1.3 -5.9 -1.5 -5.0 0.4 -1.1
Toys & Games -2.2 0.0 -1.6 -6.0 -0.2 -5.0 -0.7 -3.0
Health & Personal -0.6 -0.3 -0.6 -6.1 -0.7 -5.3 0.7 -2.0
Average -1.8 -0.5 -1.0 -6.5 -1.2 -4.8 -0.6 -2.8
TABLE 6.8: Percentage difference between the compressed and original test accuracy
when a compression rate between 30% and 33% was imposed. The column titles
IN, LP, MC, S140, SS, ST, uC and V refer to Intellexer, LingPipe, MeaningCloud,
Sentiment140, SentiStrength, Stanford, uClassify and Vivek respectively. Percentage
differences greater than or equal to zero are highlighted in bold.
IN LP MC S140 SS ST uC V
AIV -5.8 -4.2 -1.8 -15.6 -3.4 -13.2 -7.8 -8.2
MI -1.9 0.8 -0.9 -15.1 -2.6 -6.9 -3.9 -7.6
Digital Music -5.5 -1.3 -1.9 -15.3 -3.5 -9.9 -5.5 -9.0
Baby -1.4 -1.4 -1.7 -12.4 -2.4 -11.2 -1.5 -5.6
Patio & Garden -3.8 -1.8 -2.1 -13.9 -2.5 -10.1 -0.5 -4.7
Automotive -3.7 -2.4 -1.9 -12.6 -2.8 -7.9 0.1 -4.6
Pet Supplies -1.8 -1.6 -2.2 -14.9 -2.5 -8.0 0.6 -6.2
Apps for Android -6.2 -1.6 -4.8 -17.1 -4.4 -12.4 -4.3 -11.0
Beauty -3.0 -0.1 -1.8 -15.3 -3.0 -8.7 -4.1 -7.8
Tools & Home -2.2 0.1 -2.2 -14.3 -3.6 -9.5 1.0 -4.9
Toys & Games -4.8 -1.2 -2.0 -12.7 -1.8 -10.1 -4.3 -7.2
Health & Personal -2.2 -0.2 -2.0 -12.1 -2.2 -10.1 -1.1 -5.0
Average -3.5 -1.2 -2.1 -14.3 -2.9 -9.8 -2.6 -6.8
TABLE 6.9: Percentage difference between the compressed and original test accuracy
when a compression rate between 50% and 53% was imposed. The column titles
IN, LP, MC, S140, SS, ST, uC and V refer to Intellexer, LingPipe, MeaningCloud,
Sentiment140, SentiStrength, Stanford, uClassify and Vivek respectively. Percentage
differences greater than or equal to zero are highlighted in bold.
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Chapter 7
Facial Expression Recognition and
Convolutional Neural Networks
7.1 Introduction
It is a well-studied phenomenon that the majority of human communication
is non-verbal in many situations, for example see [171]. Facial expressions
play an important role both in such non-verbal communication and in con-
veying emotion. The human face provides a lot of information [108]. As
a result Facial Expression Recognition (FER) [261] is an important task for re-
searchers interested in building algorithms or robots that interact effectively
with humans. In the past few years CNNs have, as with other computer
vision tasks, become the leading approach to FER.
With the explosion of research outputs using CNN for FER in recent years,
it is an appropriate time to review the state of the art in this field, provide
a critical analysis of what has and has not been achieved, and synthesize
recommendations for each step of the process needed for FER. This chapter
serves as a guide to those who are new to the field. It provides a critique
of past work, highlights recommendations and list some open, unanswered
questions in FER that deserve further investigation. In particular this will
inform our decisions in the next chapter where we present an evolutionary
approach to CNNs for FER.
This chapter focuses on CNN methods published until early 2018 which
have been applied to image FER. This study surveyed different types of ar-
ticles available including conference proceeding publications, journal arti-
cles and pre-prints. The articles surveyed were not limited to any particular
database. Several aspects were considered when reviewing each paper. The
primary aspects were focused on extracting information regarding the im-
plementation of the CNN as well as the rationale behind each decision made
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in the entire process (i.e. from pre-processing the data to evaluating and re-
porting results).
This chapter is structured in such a way that each primary aspect of im-
plementing a CNN for FER is discussed separately. Thus, researchers with
knowledge in certain areas can focus on those that they are most interested
in, and furthermore, researchers who are new to the field can gain knowledge
on each of the necessary implementation steps. The outline of the chapter is
as follows. Section 7.2 presents the rationale and discusses related literature
reviews. Section 7.3 discusses the available FER datasets. Section 7.4 de-
scribes the pre-processing steps that can be applied to boost the classification
accuracy of the CNNs. CNN architecture selection, design and optimisa-
tion is vital in the success of implementing CNNs. This study reviews this
in the context of the existing FER works in section 7.5. A review on hyper-
parameter selection and optimisation is presented in section 7.6. Section 7.7
presents the results on commonly used datasets obtained from the studies
surveyed. Finally, section 7.8 concludes this study. The extended review is
provided in Appendix A.
7.2 Rationale
Interest in facial expressions date back to works in the eighteenth century
where Darwin discussed the universality of emotions across mammals [49].
Ekman and Friesen proposed that the expressions are classified into six
classes, namely, happiness, sadness, anger, surprise, disgust and fear [70].
Different classification have been established across the years [190]. Early
works date back to 1973 where Kanade [117] proposed an automatic facial
identification recognition system and in 1978 Suwa et al. [250] proposed an
automatic FER system. Figure 7.1 illustrates a subject that is expressing sur-
prise and is an example of the type of images that a system would have to
classify. There has since been a lot of work in this field of research given the
progress in computer vision research, see [44] for a review of works from
2003 to 2012. Kumari et al. [132] describes certain traditional approaches
which have been applied to FER. This area of research has been applied to a
wide number of application areas which include pain detection [153], moni-
toring stress in space flight [60], assisting with autism [39], human computer
interaction [4], empathic robots to encourage medicine intake [222], an alter-
native to CAPTCHA human verification [67] and E-learning [246].
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FIGURE 7.1: A subject expressing surprise. Here the goal of a FER system would be
to read in the image and output ‘surprise’ as prediction. The image is from the CK+
dataset.
There are existing literature reviews on the topic of machine learning and
FER. This study provides a more comprehensive and detailed critical anal-
ysis of the literature – specifically in terms of CNNs. Table 7.1 provides the
reader with rapid insights on some of the high-level insights which are dis-
cussed in this study. Corneanu et al. [42] provides a useful taxonomy of FER
and computer vision research areas such as face localisation, feature extrac-
tion, classification and multimodal fusion – these are discussed in the context
of RGB, thermal and 3D images. In terms of the classification areas not a lot
of CNN studies were analysed. Pramerdorfer and Kampel [209] compared
6 CNN studies of depths 5 to 11 against VGG [237], Inception [251], ResNet
[96] and an ensemble on a single dataset. The best model was VGG achiev-
ing 72.7% accuracy with 1.8 million parameters as opposed to ResNet which
obtained 72.4% with 5.3 million parameters. Pantic and Rothkrantz [195] dis-
cussed some neural network studies but did not focus on CNNs, similarly,
[227, 282] did not describe CNN related works. Martinez and Valstar [164]
reviewed a number of studies and described challenges and opportunities in
FER research such as medical, marketing and audience monitoring as well as
human computer interaction studies. They did not review studies that im-
plemented CNNs. Ghayoumi [80] discussed a few CNN studies. Zhang [299]
discussed a few deep belief networks and CNNs. Ko [124] describe a num-
ber of long short term memory CNN approaches which have been applied to
FER. Latha and Priya [135] discuss 17 CNN studies which have been applied
to FER. The existing reviews provide valuable insights into the application
of CNNs to FER but an even further critical analysis with a larger number of
studies is still to be conducted and is the rationale behind this work. Figure
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7.2 presents a flowchart which illustrates the primary aspects which are to be
considered when implementing a CNN for FER. The flowchart presents the
aspects which are reviewed in this chapter and appendix A.
7.3 Dataset
Several datasets for the task of FER have been made available over the years.
The development of such datasets is a tedious task. Certain datasets were
created in laboratory environments whereby subjects were asked to pose cer-
tain facial expressions and photographs were taken. In other cases, datasets
are created by collecting images from the Internet using search engines. Indi-
viduals were then asked to assign an emotion to these images. Each dataset
has its own problems and advantages and this section reviews and provides
an analysis the most commonly used ones. A large list of facial datasets is
presented in [220]. Figure 7.3 illustrates an individual conveying the six most
common classes of expressions found across the datasets. Table 7.2 lists the
top 5 most commonly used datasets from the studies surveyed.
The Extended Cohn-Kanade dataset (CK+) [154] was used in 35% of the
articles surveyed and is an extension of the Cohn-Kanade dataset (CK). Even
though CK+ is an improved version of CK, it was found that authors still
made use of the older version – it was used in 8% of the studies. The CK
dataset contains 486 sequence images of 8 posed expressions obtained from
97 subjects. The resolution is 640x490. The enhanced dataset contains 123
subjects and has images of spontaneous smiles and additional posed expres-
sions. A subset of the images are typically used since the dataset is made
up of image sequences. In most cases the last three frames of the sequence
images were used as those frames represented the subject’s peak pose of the
expressions [203, 191, 100]. The first frame was used to obtain images for the
neutral expression [278, 288].
The Japanese Female Facial Expression (JAFFE) dataset [158] was smaller
compared to CK+, it contained 213 images of individuals posing 7 expres-
sions and was obtained from 10 subjects. The resolution of the images is
256x256. This dataset was used in 23% of the studies. The Facial Expres-
sion Recognition Challenge 2013 (FER’13) dataset [86] was used in 32% of the
studies and contains 35,887 images of subjects displaying 7 expressions. The
images are smaller than other widely used datasets with a resolution of 48x48
pixels. The dataset was created using the Google search API. The Karolinska
Directed Emotional Faces (KDEF) dataset [155] contains 4900 images of 70
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End
Start
Get a dataset (posed or "in the
wild" (e.g. CK+ or FER'13)
Does the data need
enhancing?
Pre-process the data (e.g.
histogram equalisation or
landmark detection)
Is there enough data?
Augment the data (e.g.
horizontal ﬂipping)
Use an ensemble?
Decide on fusion method (e.g.
add fully connected layer after
each CNN model)
Train CNN from
scratch?
Use transfer learning
(e.g. make use of
AlexNet or VGGFace)
Use existing architecture
or implement custom CNN
architecture (e.g. 3
convolutional, 3 pooling
and 2 fully connected
layers)
Select validation method
 (e.g. 10-fold cross-
validation)
Select fair method to
report and compare results
(e.g. compare against
other CNN studies in the
literature)
Yes
Yes
Yes
Yes
No
No
No
No
FIGURE 7.2: Flowchart illustrating the primary steps involved when implementing
a CNN for FER. The flowchart also illustrates the aspects which are reviewed in this
thesis (both in this chapter and in Appendix A).
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TABLE 7.1: The table presents the primary aspects that needs consideration when
implementing a CNN for FER. This table serves as a high-level summary of the in-
sights. The thesis discusses these in greater detail.
Primary
aspects
Recommendation & insights
Datasets For purposes of benchmarking against other studies use
CK+, JAFFE and FER’13. Supplement with “in the wild”
datasets to overcome issues with posed datasets.
Pre-
processing
Recommend both pre-processing (in particular histogram
equalisation) and detection of facial landmarks. For the
latter the Viola Jones algorithm is most commonly used
Data aug-
mentation
Horizontal flipping can be used to increase amount of data
by 2 folds. Combination of cropping (4 corners and center)
and then flipping can increase data by 10 folds.
Transfer
learning
If size of dataset is small then apply transfer learning, e.g.
implement AlexNet. Alternatively, extract features from
the last convolutional (or first fully connected) layer and
input those features into a SVM (or other algorithm).
Ensembles The simplest implementation is to combine each CNN by
connecting each of them to a single fully connected layer
followed by an output layer.
Implementing
custom
architecture
A good starting point is to implement 3 convolutional, 3
max pooling and 2 fully connected layers. The ReLU
activation function can be used in all layers and add a
softmax activation to the output layer.
Using
existing
architectures
Recommend starting with AlexNet and VGG-Face. Using
an existing architecture implies that less time is spent
determining the optimal depth and associated
hyper-parameters.
Network and
hyper-
parameter
optimisation
Recommend using an optimisation algorithm to find the
best choice of network architecture and hyper-parameters
(e.g. EDEN in Chapter 4). This is currently a very
under-explored area in the literature.
Validation
techniques
Run a large number of executions of the CNN instead of a
single execution. Conduct cross-dataset experiments.
Accuracy metric should be used to benchmark with
majority of studies.
Reporting
results
A standard on how to compare and report results is
currently lacking. In section A.6.9 we propose such a
standard to be followed.
Chapter 7. Facial Expression Recognition 126
TA
B
L
E
7.
2:
C
ha
ra
ct
er
is
ti
cs
of
th
e
m
os
tc
om
m
on
ly
us
ed
FE
R
da
ta
se
ts
.P
os
ed
re
fe
rs
to
w
he
th
er
or
no
tt
he
da
ta
se
th
as
im
ag
es
of
su
bj
ec
ts
po
si
ng
th
e
ex
pr
es
si
on
s.
La
b
de
no
te
s
w
he
th
er
or
no
t
th
e
da
ta
se
t
ha
s
im
ag
es
of
su
bj
ec
ts
in
a
la
bo
ra
to
ry
se
tt
in
g.
“I
n
th
e
w
ild
”
re
fe
rs
to
da
ta
se
ts
th
at
ha
ve
im
ag
es
of
pe
op
le
ex
pr
es
si
ng
re
al
is
ti
c
ex
pr
es
si
on
s,
ty
pi
ca
lly
im
ag
es
ar
e
ob
ta
in
ed
fr
om
th
e
In
te
rn
et
.U
sa
ge
de
no
te
s
th
e
pe
rc
en
ta
ge
th
at
ea
ch
da
ta
se
tw
as
re
po
rt
ed
in
th
e
st
ud
ie
s
su
rv
ey
ed
.
C
K
+
FE
R
’1
3
JA
FF
E
SF
EW
K
D
EF
Po
se
d
Y
N
Y
N
Y
La
b
Y
N
Y
N
Y
Su
bj
ec
ts
12
3
-
10
-
70
Et
hn
ic
D
iv
er
si
ty
Y
Y
N
Y
-
G
en
de
r
(M
/F
)
31
/6
9
-
0/
10
0
-
50
/5
0
A
ge
18
-5
0
-
-
1-
70
18
-3
7
Im
ag
es
59
3
35
,8
87
21
3
70
0
4,
90
0
Ye
ar
20
10
20
13
19
98
20
11
19
98
“I
n
th
e
w
ild
”
N
Y
N
Y
N
R
es
ol
ut
io
n
64
0x
49
0
48
x4
8
25
6x
25
6
72
0x
57
6
56
2x
76
2
U
sa
ge
35
%
32
%
23
%
11
%
8%
C
la
ss
es
A
ng
er
(4
5)
,
di
sg
us
t(
59
),
fe
ar
(2
5)
,
ha
pp
y
(6
9)
,
sa
dn
es
s
(2
8)
,
su
rp
ri
se
(8
3)
,
co
nt
em
pt
(1
8)
,n
eu
tr
al
(-
)
A
ng
er
(4
95
3)
,
di
sg
us
t(
54
7)
,
fe
ar
(5
12
1)
,
ha
pp
y
(8
98
9)
,
sa
dn
es
s
(6
07
7)
,
su
rp
ri
se
(4
00
2)
,
ne
ut
ra
l
(6
19
8)
A
ng
er
(3
0)
,
di
sg
us
t(
19
),
fe
ar
(3
2)
,
ha
pp
y
(3
1)
,
sa
dn
es
s
(3
1)
,
su
rp
ri
se
(3
0)
,
ne
ut
ra
l(
30
)
A
ng
er
(1
04
),
di
sg
us
t(
81
),
fe
ar
(9
0)
,
ha
pp
y
(1
12
),
sa
dn
es
s
(9
2)
,
su
rp
ri
se
(8
6)
,
ne
ut
ra
l(
98
)
A
ng
er
(7
00
),
di
sg
us
t(
70
0)
,
fe
ar
(7
00
),
ha
pp
y
(7
00
),
sa
dn
es
s
(7
00
),
su
rp
ri
se
(7
00
),
co
nt
em
pt
(7
00
),
ne
ut
ra
l
(7
00
)
Chapter 7. Facial Expression Recognition 127
FIGURE 7.3: Illustrating the six common expressions found in the majority of the
FER datasets. The top row has images of an individual expressing surprise, sadness
and happiness. On the bottom row the individual is expressing disgust, anger and
fear. The images are from the KDEF dataset.
subjects each displaying 7 expressions. The subjects were selected based on
certain criterion, for example, they could not have facial hair or eyeglasses.
The ages varied between 20 to 30 years, and there was an even gender bal-
ance. The resolution of the images is 562x762 pixels. This dataset was used
in 8% of the studies. The Static Facial Expressions in the Wild (SFEW) dataset
[54] was used in 11% of the studies. It contains 700 images obtained from 95
subjects which were extracted from the Acted Facial Expressions in the Wild
(AFEW) dataset – a video dataset. The ages of the subjects varied from 1 to
70.
Other datasets which were used include: MMI Facial Expression
Database (MMI) [196] used in 7% of studies, Toronto Face Dataset (Toronto)
[248] used in 7%, Radboud Faces Database (RAFD) [134] used in 7%, Emo-
tion Recognition in the Wild (EmotiW) [57, 55] used in 7%, Binghamton
University 3D Facial Expression (BU-3DFE) [291] used in 3% of the studies
which is a 3D dataset thus containing expressions posed at various angles,
Bosphorus [228] is also a posed 3D dataset and was used in 1%, CMU Multi-
PIE [89] which used multiple illumination conditions used in 3%, Facial Ex-
pression Recognition and Analysis Challenge (GEMEP-FERA2011) [268] con-
tains images from different angles and illumination intensity - it was used in
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2%, MPLab GENKI Database (GENKI) [265] used in 2%, Multimedia Un-
derstanding Group (MUG) Facial Expression [6] used in 1%, Natural Visi-
ble and Infrared facial Expression (USTC-NVIE) [275] was proposed to in-
troduce an infrared dataset and was used in 1% of studies, Oulu-CASIA
NIR&VIS [253] contains images sequences of subjects under three different
illumination conditions (from bright to dark) and was used in 1% of the stud-
ies, iCV Multi-Emotion Facial Expression Dataset (iCV-MEFED) [157] con-
tains posed laboratory images of much higher resolution compared to most
datasets (5184x3456 pixels) and was used in 1% of the studies. Lawrence et
al. [136] used the ORL Database of Face released in 1994.
Limitations in reproducibility of results and in comparisons are inevitable
in the case where authors collect their own images and do not release the
data. Furthermore, no comparison can be made in the case where authors
do not provide details about the dataset used [165]. Certain studies used
datasets which were collected from the Internet. Baumgartner et al. [17] col-
lected their own dataset to overcome the issue that most datasets are only
available for academic use. The dataset contains 280,000 images which was
obtained from Flickr 1 by searching for images based on a list of keywords for
7 expressions. Lucey et al. [154] collected a dataset of 5 expressions and [51]
created a balanced dataset of 2,156 images containing 7 expressions. Song
et al. [240] collected images from the Internet which were manually labelled
but further details are not available. Mollahosseini et al. [180] describe their
process of creating an “in the wild” dataset. They used 2 people to label the
images which were collected from Google, Bing and Yahoo for which 1250
emotion keywords were used in 6 languages. The images which had the
most agreement between the 2 taggers were for the ‘happy’ emotion. Peng
et al. [201] created a similar dataset of 2000 images using Google and Baidu
using 6 keywords. They also show that their CNN outperforms traditional
methods on this dataset.
A significant limitation in some of the datasets used from the studies sur-
veyed is that they are of posed expressions in a laboratory setting and con-
sequently do not contain representative images of facial expressions which
humans convey spontaneously – an example is presented in figure 7.4. The
figure also illustrates an image which is more representative of human emo-
tions, datasets containing non-posed emotion are referred to as ‘in the wild’
datasets.
1www.flickr.com
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FIGURE 7.4: Illustrating the difference between images from “in the wild” datasets
and laboratory posed datasets. The former is far more realistic than the latter. Left:
spontaneous emotion which appears realistic. Right: posed emotion in a laboratory
Variations in head pose, illumination, ethnicity, age, occlusion from eye-
glasses, beard and moustache are factors which render FER challenging are
not included in most of the datasets. CK+ and JAFFE for instance were both
created in laboratory setting and subjects were asked to pose. Furthermore,
the subjects in KDEF were amateur actors who were asked to rehearse the
expressions. The dataset however has an equal gender balance. JAFFE is
limited by the gender and ethnicity imbalance. CK+ addresses ethnic diver-
sity however the dataset is still imbalanced with 81% images are of Euro-
Americans, 13% Afro-Americans and 6% images of other ethnic groups. To
deal with the limitations of posed laboratory settings, authors have released
datasets of images of spontaneous non-laboratory facial expressions – these
are referred to as “in the wild” datasets. FER’13, SFEW and EmotiW’17 are
examples of such datasets. From the trends in FER competitions (e.g. [56]),
it is evident that effort is being concentrated on FER in the wild, yet a large
number of studies are using older datasets.
On average, based on the literature surveyed, two datasets (a rounded-up
value) were used in the research articles. As a result, one can immediately
ask if it is sufficient to report on the novelty of a new research idea by con-
ducting experiments on two datasets. From the no free lunch theorem it is
clear that if a method performs well on one dataset it is not necessarily true
that the method will perform just as well on another dataset. It would thus
be scientifically more correct to use a larger number of datasets. Why is this
not the case? Acquiring access to most datasets requires obtaining permis-
sion from the author of the dataset and signing an end user agreement form.
It is possible that researchers are not able to gain access to certain datasets
because of this. JAFFE is easier to obtain compared to other datasets as a
signed end user agreement is not required, this dataset was used in 23 % of
the studies.
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7.4 Pre-processing
Pre-processing is a vital step when dealing with image data. This can be de-
scribed as some method to transform the original input image using some
image manipulation function. The function renders a new image with the
ultimate goal being that the new image will help the predictive performance
of the classifier. Applying a CNN directly to images which have not been
pre-processed in some way can yield weaker recognition performance. For
example, consider a dataset containing images of people for which the light-
ing conditions across the face are not consistent. It would be more suitable
to attempt to correct the variation in illumination in such a way to have the
same amount of lighting exposure across the entire face so that the CNN can
learn useful features across the entire face. This section describes and analy-
ses the different approaches that authors have used in their studies.
The use of resizing was reported in a large number of papers. Here val-
ues ranged from 48x48 to 256x256 pixels. In most studies the authors resized
their images to 48x48 or 64x64 pixels. Studies which used the former res-
olution include [2, 149, 293, 179, 207, 267, 278] and studies which used the
latter include [286, 156, 32, 289]. Large resolutions which were used include
128x128 [181], 224x244 [207, 215] and 256x256 [33]. Despite the fact that most
used 48x48 pixels, there does not seem to be a lot of consistency within the
studies and there has not been a comparison to guide future research in se-
lecting an optimal resolution. In certain studies whereby the authors use a
pre-defined CNN architecture they resize the images to match the input for
which the architecture expects. Pilla et al. [203] used Viola Jones [271] to
crop images to 156x176 then resize (using bicubic interpolation) to 227x227
to match the input requirements for AlexNet [130]. Viola Jones is a com-
monly used method to perform object detection and is typically used for face
detection.
Authors make use of face detection algorithms to either extract features,
align the faces or crop the images. To align faces the studies primarily make
use of the location of the eyes and re-align them so both are horizontal. Once
the landmarks and face has been detected the image can be cropped so that it
contains only relevant facial pixels around the eyes and mouth which elimi-
nates irrelevant facial parts and background noise [203].
Cropping is often applied, for examples, see [283, 292]. The Viola Jones
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face detection algorithm was implemented the most frequently, typically au-
thors made use of the Open Source Computer Vision Library (OpenCV) im-
plementation 2 to achieve this. OpenCV is a widely used library for image
processing. Studies which used this approach include [288] which cropped
the images to 39x39 pixels, [113] also did the same and cropped to 48x48 and
[294] cropped the images to 128x128. DLIB 3 is a C++ library which performs
facial landmark detection and was used by [235] and [215] to extract and
crop faces. If faces were not detected by DLIB in [215] then the Viola Jones
approach was applied as an alternative. IntraFace [287] (a software package
for face image processing) was also used to extract landmarks, detect and
align the faces. Mollahosseini and Mahoor [179] and Kim et al. [120] used
this approach and resized the images to 48x48 pixels, [59] used Viola Jones
and IntraFace to extract faces and [186] used Viola Jones to detect faces and
IntraFace was used to remove false positives. A similar approach for remov-
ing false positives was used in [92] whereby an ensemble of regression trees
was used and a CNN model was used to remove the false positives. The
same ensemble of decision trees for face detection was used in [91]. Luxard
FaceSDK 4 was used in [214]. Kim et al. [121] used Zhu-Ramanan [304] and
Viola Jones for face detection and Surace et al. [247] used Google Vision API
5 for face detection.
Studies made use of equalization techniques to overcome the issues in
variation of lighting conditions. In a controlled laboratory environment,
there is typically less drastic variation in lighting conditions since the equip-
ment used remains static, however in more complex settings and “in the
wild” datasets this issue has to be dealt with to enable the CNN to achieve su-
perior performance. Six of the studies made use of some form of equalisation.
Yu and Zhang [293] implemented histogram equalisation [187] (a method
for adjusting image intensities to enhance the image contrast) and then nor-
malised the pixels, their approach was evaluated on the SFEW dataset. The
authors of [233] conducted experiments which compare the performance of
their CNN with and without histogram equalisation. Their findings reveal
that superior results can be achieved using histogram equalisation. Kim et al.
[121] investigated the use of a CNN ensemble with different pre-processing
applied to the input images of the CNNs. The three methods used were either
to use the original image, illumination normalisation using the Illumination
2https://opencv.org
3http://dlib.net
4https://www.luxand.com
5https://cloud.google.com/vision/
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Normalization techniques for robust Face recognition (INFace) toolbox 6 and
contrast enhancement using MATLAB. A similar approach was conducted
in [120]; an ensemble of CNNs was used for which certain CNNs used ei-
ther illumination normalisation, contrast enhancement or histogram equali-
sation. Shin et al. [235] compared histogram equalisation (implemented us-
ing OpenCV), isotropic diffusion based normalisation, DCT-based normali-
sation and difference of Gaussian (all three implementing using INFace tool-
box). The best average performance was achieved using histogram equali-
sation when compared on FER’13, SFEW, CK+, KDEF and JAFFE. Normal-
isation and standardisation of the input pixels were reported in studies, for
examples see [242, 73, 255, 225].
There were five studies for which there were no claims of any pre-
processing being performed to the input images, see [16, 25, 37, 18, 146].
It is unclear whether these studies did not include any pre-processing steps
or if the authors did not report any details about this. From the study of
[204] it is clear that a much larger improvement in classification accuracy
can be achieved when using pre-processing as opposed to not using it. They
compare test accuracy results obtained on 32x32, 64x64 and 128x128 pixel
images when using no pre-processing and when using cropping, global con-
trast normalisation, local normalisation, histogram equalisation, salt and pa-
per and speckle noise, and a combination of cropping along with noise. Each
of the aforementioned pre-processing techniques outperformed the experi-
ments without pre-processing on all three resolutions. The best overall aver-
age accuracy was obtained when using cropping and adding noise.
From the studies surveyed it was observed that Viola Jones face detection
was conducted the most often, Sannikov et al. [226] states that it is a rapid
method which requires little computational effort and achieves good recog-
nition accuracy. Kim et al. [120] found that IntraFace was able to achieve up
to 85% accuracy in detecting faces in the FER’13 dataset. It would be of in-
terest to compare the different methods used in literature, and additionally,
to benchmark other algorithms which have not been used in the studies sur-
veyed to find the most suitable one across various FER datasets. Cropping
is usually conducted once the face has been detected and is applied to re-
move background information and to extract only the facial region. Restrict-
ing the CNN inputs to only the face region can reduce processing time and
the number of trainable neural network parameters in the first layer given
that the input image is smaller than the original one. It would be of interest
6http://luks.fe.uni-lj.si/sl/osebje/vitomir/face_tools/INFace/
Chapter 7. Facial Expression Recognition 133
to investigate further into how much cropping is suitable and to determine
the optimal bounding box around a face which yields the best performance
across several datasets.
Resizing was applied once the faces had been detected and cropped. In
the studies for which the authors used existing CNN models resizing was
often done so that the images match the input requirements of the architec-
ture. The studies of [179] and [149] mention that reducing resolution does not
significantly impact the prediction performance but does decrease training
time. It would be of interest to verify this claim by conducting experiments
on several FER datasets. From the literature, it was observed that histogram
equalisation resulted in increased overall performance and is primarily used
to cater for the variations in illumination across the face.
Luo et al. [156] conducted a unique set of experiments. The authors pro-
pose a novel input image transformation from RGB colour channels into 3
different channels. Here the new channels are referred to as AGE; angle-,
gradient- and edge-values. The performance of a CNN was compared using
RGB and AGE input features on the SFEW dataset – the results reveal that the
CNN performed better using AGE features. It would be of interest to devise
an optimisation algorithm to determine the most optimal input transforma-
tion as an alternative to RGB or greyscale images. Typically authors did not
make use of RGB images, instead, converted the images into greyscale im-
ages, for examples see [252, 66, 293, 221, 27].
It was observed that certain studies did not use, or did not mention the
use of pre-processing techniques. Furthermore, it was observed that in cer-
tain studies there were details which were lacking, for example studies men-
tion that faces were extracted but it is unclear as to how this was performed.
Lopes et al. [152] demonstrate the benefits of applying pre-processing as op-
posed to not applying it. Finally, it was noticed that a great number of studies
do not report on the time taken to conduct pre-processing on a test image.
7.5 Network Architectures
Constructing an optimal CNN architecture and the selection of the hyper-
parameters is a challenging task. There are no problem domain indepen-
dent rules on how to determine these and they have mostly been achieved
through trial and error by running many different settings and evaluating
the performance on validation data [119]. Fewer parameters are obtained
when constructing a shallow CNN, however, as a consequence in most cases
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TABLE 7.3: Illustrating the number of times that each existing architecture was re-
ported in the studies surveyed.
Architecture Number of times reported
AlexNet [130] 11
VGG-16 [237] 5
VGG-Face [198] 4
Variants of Inception [251] 2
Variants of ResNet [96] 2
Xception [36] 1
the performance is not as good when compared to a deep model which has
a larger number of trainable parameters. There is a trade-off between per-
formance and training time as well as computational requirements. Further-
more, the choice of hyper-parameters will largely affect the performance of
a CNN, for example, consider the effects of a large learning rate as opposed
to a smaller one. Which activation functions should be used? How will the
performance of a CNN for FER be affected by the choice of loss function?
Early CNNs for FER – published in 1997 – include [136] which implemented
2 convolutional layers, 2 pooling and 1 fully connected layer. This section re-
ports on the analysis of the CNN architectures and hyper-parameters which
have been reported in the literature.
From the studies surveyed, it was found that 26 studies did not imple-
ment their own CNN, instead the authors of these studies used existing ar-
chitectures from the literature. This does not necessarily imply that the au-
thors used the exact pre-trained weights which were trained for each model,
but rather that they used the overall structure of the layers and then either
fine-tuned, applied transfer learning or trained the model from scratch. Im-
mediately a question can be posed, why were those particular architectures
selected by the authors as opposed to another one from the literature?
Table 7.3 presents the architectures along with the number of times each
one was reported in the literature. VGG-Face was used in [231, 215, 277, 200].
AlexNet was used in [203, 167, 166, 302, 33, 186, 191, 91, 146, 267, 81]. VGG-
16 was used in [207, 210, 277, 294, 2]. Variants of Inception were used in [283,
92]. ResNet32 and ResNet101 were used in [208] for which the latter achieved
better performance. Peng et al. [200] used both ResNet and VGG-Face which
were pre-trained on the CK+ dataset and fine tuned on another FER dataset.
Both models have a softmax layer and the maximum probability across both
models was used as the final prediction. Xception was used by Abbas and
Chalup [2].
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The observations reveal that only a few authors provided their rationale
for their choice of architecture. Rationale for using VGG-based models were
described in 4 studies. The authors of [207] state their rationale for using
VGG-16 is because it is the most commonly used model for object recogni-
tion. Schwan et al. [231] used VGG-Face because it was freely available and
achieves good results. VGG-Face was used in [92] because it is the state-of-
the-art in face recognition. Additionally, the authors used ResNet152 because
it also is state-of-the-art on the ImageNet dataset. VGG-Face was used in
[215] because it was already pre-trained on face recognition and was deemed
appropriate for FER. Chen et al. [33] used AlexNet since other studies in
the literature have used the pre-trained model and it achieved good perfor-
mance. Good speed and accuracy are listed as reasons for using AlexNet
in [186]. Faster R-CNN was explored in [144] and it would be of interest to
further explore this on additional datasets. The most commonly used archi-
tectures were AlexNet (very few authors justified this choice as opposed to
using another architecture), followed by VGG-16 and VGG-Face.
Next we discuss the studies which did not use an existing architecture
from the literature, but instead proposed their own custom one. Five stud-
ies reported that their implementations were inspired from another existing
study in the literature. The implementation in [13] was based on the Xcep-
tion model; the authors used depth-wise separable convolutional layers [114]
which was used to reduce the number of trainable parameters as opposed to
canonical convolutional layers. Burkert et al. [25] implemented a CNN which
was inspired by GoogleNet [251], the authors mention the success of this
architecture in existing literature and represents the rationale behind their
architecture selection. Their architecture is composed of several parallel fea-
ture extraction blocks, and these blocks contain parallel convolutions and
max pooling operations which are followed by a concatenation operation.
The authors of [179] state the success of the Inception architecture in litera-
ture as rationale for basing their implementation on it. Sang et al. [225] and
Barsoum et al. [16] implemented architectures that were inspired by VGG.
The authors of [225] point out the simplicity in the design of the architecture
and its success in the 2014 ImageNet challenge. They reconstruct the original
model and reduce the number of trainable parameters by reducing the num-
ber of filters in the convolutional layers in an attempt to reduce overfitting.
Barsoum et al. [16] mention that various architectures were investigated but
eventually implement a network inspired by VGG, the authors however do
not provide a rationale for this decision. Ali et al. [71] based their network
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from the architecture implemented in [90] for which the author attempted to
optimise the number of filters, depth, pooling layers and dropout probabili-
ties within a certain range of values. The authors of [210] used VGG-16 and
VGG-Face along with two architectures whereby one was much deeper than
the other. The deeper custom model (made up of convolutional, max pool-
ing, batch normalisation, dropout and several fully connected layers) outper-
formed the other models. Alizadeh and Fazel [9] implemented three custom
architectures of increasing depth. The deepest architecture did not yield the
best results. The architecture (ranked 2nd in terms of depth) with 4 convolu-
tional, 4 max pooling along with batch normalisation on all layers obtained
the best result. The authors of [81] split the FER13 data into three groups,
neutral class vs. all of the classes combined, individual classes except for
the neutral class and the all of the individual classes. The authors compared
GoogLeNet and AlexNet on these groups. In the first group GoogLeNet per-
formed the best, in the second group the performance obtained at the last
iteration was similar for both architectures and in the last group AlexNet did
the best. AlexNet, VGG-19 and GoogLeNet were compared in [267]. The net-
works were trained on KDEF for 40 iterations and evaluated on JAFFE. The
best result was obtained using VGG-19.
Table 7.4 presents the average architecture that were implemented by the
authors of the studies examined. The table only reports on the architecture
of custom implementations and not on studies which used existing archi-
tectures. It was observed that most authors had a max pooling layer for
each convolutional layer. Models inspired by VGG for example had more
convolutional layers than pooling layers. Despite the fact that few authors
provide rationale for their choices it was interesting to see most implemen-
tations used a kernel size of 5x5 in their first convolutional layer. This table
can serve as an initial guide on the architecture that one can implement when
constructing a CNN for FER.
Table 7.5 presents the activation functions which were used in the studies
that implemented their own custom CNN architecture. ReLU was used the
most often in both the convolutional and fully connected layers with values
of 36 and 20 respectively. Hyperbolic tangent was used in the convolutional
layers in three studies and two studies used it in the fully connected lay-
ers. Sannikov et al. [226] mention that in their preliminary findings ReLU
lead to worse results than hyperbolic tangent. There was only one study
[7] that used LeakyReLU in the convolutional layers to overcome the dying
ReLU problem (whereby the neurons output zero for any input). Sigmoid
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TABLE 7.4: Average, standard deviation, minimum and maximum of the CNN ar-
chitectures used in the studies for which the authors implemented their own archi-
tecture. This table only reports on the studies which implemented a single architec-
ture. Only one value for the kernel size is presented since the same value is used for
both the width and height of the kernel. The first kernel denotes the kernel size used
in the first convolutional layer. On average, authors implemented 3 convolutional
layers consisting of 42 filters (in the first layer) of size 5x5, 3 pooling layers along
with 2 fully connected layers at the end (values rounded to nearest integer).
Dense Convolutional Pooling
Layers Layers Filters (first layer) First Kernel Size Layers
Mean 2.2 3.2 42.3 5.1 2.7
S. Dev 0.9 1.5 26.0 1.6 0.6
Min 0.0 1.0 4.0 3.0 1.0
Max 4.0 10.0 100.0 11.0 4.0
TABLE 7.5: The table presents the activation functions (refer to section 2.5.2 for de-
tails on activation functions) that were reported in the studies that implemented
their own CNN architecture. The number of times that each function was used in
the convolutional and fully connected layers are shown.
Activation function Convolutional layers Fully connected layers
ReLU 36 20
LeakyReLU 1 0
PReLU 2 1
was only used in the convolutional layers in a single study. PReLU was used
in the convolutional layers in two studies [172, 301] and in the fully con-
nected layers in a single study [301]. Only a few authors provided a rationale
for their choice in activation function, nor did they attempt to optimise their
CNN’s performance by experimenting with various functions. Three studies
reported their decision to use ReLU was to overcome the vanishing gradi-
ent problem [113, 140, 279]. Lopes et al. [152, 222, 149, 156] mention that
ReLU learns fast and was their rationale for using it. For the output layer the
softmax function was used in almost every study. Tang [255] compared the
softmax to L2-SVM on a single dataset and the results reveals that L2-SVM re-
sults in better performance. It would be of interest to further investigate this
approach and validate its performance on multiple FER datasets. Although
it is true that the objective of FER studies is not to propose new or investigate
activation functions, authors should attempt to optimise such details to boost
the overall classification performance.
Dropout was used in either the convolutional or fully connected layers
in 29 of the studies which implemented their own architecture. Dropout
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was used more frequently in the fully connected layers than in the convo-
lutional layers. Certain authors stated that dropout was used as a regular-
isation technique. Additionally, other regularisation techniques were used
such as batch normalisation (BN) [107], local response normalisation (LRN)
[130] and L1/L2 regularisation – these techniques were found in 10 studies.
[172, 277, 13] used BN after each convolutional layer, Luo et al. [156] used
it after the first 2 out of the 4 convolutional layers and Ucar [266] used it af-
ter the first convolutional and after the last convolutional layer. [172, 156]
mention that their rationale for using BN was to reduce the training time. L1
and L2 normalisation was used on each layer in [37]. LRN was used after the
convolutional and pooling layers in [25] and after some of the convolutional
and pooling layers in [222, 247]. Few studies investigate the effect of regu-
larisation techniques in the context of FER. Hinz et al. [100] investigated 8
variations of dropout, BN and max pooling dropout [281] on the CK dataset
using 10-fold cross-validation. A fixed architecture of 3 convolutional and 2
fully connected layers followed by a softmax output was used in these exper-
iments. The findings revealed that BN helped achieved faster convergence.
The best result was achieved when using max pooling dropout after each
convolutional layer, dropout after each fully connected layer and BN after
each layer.
7.6 Network and Hyper-Parameter Optimisation
From the studies surveyed, it was observed that there was not a lot of dis-
cussion on network architecture optimisation. It is unclear whether authors
did not attempt to optimise their network architecture or whether they omit-
ted these details. Twelve studies stated that some form of optimisation was
conducted. Alizadeh and Fazel [9] attempted to determine the most suit-
able network by implementing three architectures. The first had 2 convolu-
tional and 1 fully connected layer, the second had 4 convolutional and 2 fully
connected layers, and finally the authors tried up to 6 convolutional layers.
They state that the deepest model did not result in an improvement in perfor-
mance, and that the best architecture was the network with 4 convolutional
layers. Raghuvanshi and Choksi [210] tried to optimise the number of fully
connected and convolutional layers as well as the number of filters in the con-
volutional layers. Their findings reveal that increasing the number of filters
in the initial layers did not lead to an improvement in performance, however
increasing the number of filters at deep layers lead to improvements. They
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also observed that using 4 fully connected layers outperformed using a sin-
gle one. Sonmez and Cangelosi [252] provided very few details except that
the authors tried different depths of 3, 5 and 7 – a depth of 5 resulted in the
best performance. Jung et al. [113] tried to optimise the number of neurons
in two fully connected layers, the authors do not mention how this was done
or what values were tested. Shan et al. [233] attempted to determine the op-
timal number of filters in the first two convolutional layers by evaluating on
JAFFE and CK+. The values used for the first was 4, 6 and 8, and for the
second they used 10, 12 and 14. The findings show that 6 and 12 filters in
the first two convolutional layers respectively yielded the best performance.
Sang et al. [225] compared various network depths (5, 7, 9 and 11) by in-
creasing the number of convolutional layers. The best result was obtained
from a depth of 9 which resulted in an increase from 70.2% (depth 5) accu-
racy to 71.9% (depth 9) and then decreased for a depth of 11. Li et al. [145]
mentioned that they optimised the number of convolutional layers and fil-
ters but do not provide any details of the optimisation. Kim et al. [120] tried
1 or 2 convolutional, and 2 or 3 fully connected layers both with and without
max pooling. The best result was achieved with 2 convolutional and 2 fully
connected layers along with max pooling. They mention that increasing the
number of neurons in the fully connected layers from 500 to 1000 improved
performance and that increasing from 2 to 3 fully connected layers did not
yield improvements. Spiers [242] optimised the number of neurons in the
fully connected layers by trial and error but no further details are provided
as to what values were used, the best values were 384 and 192 for the first and
second fully connected layer respectively. Sannikov et al. [226] mention that
hundreds of experiments were conducted to determine the best architectures
which had the least number of trainable parameters and for which the pre-
dictive error was below a specified threshold. Ali et al. [71] state that several
architectures were tested but provide no further details. Valero [267] investi-
gated different max pooling kernel sizes of 2x2, 4x4 and 10x10 – the best was
2x2. They determined the effect of increasing the number of neurons in the
fully connected layers from 3 to 2048 for which the results reveal that there is
no need for more than 128 neurons. They further compared using 2, 3, 5 and
10 fully connected layers, the results revealed that there is no need for more
than 5 after which the performance decreased.
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Based on the studies discussed it is clear that not a lot of research has been
done in optimising the CNN architectures for FER tasks. Furthermore, au-
thors simply mention that they experimented with this but provide no dis-
cussion on which values were tested and what their methodology was. It
is true that running multiple CNNs with various architectures and training
these from scratch is a computationally expensive task, but such an explo-
ration could be valuable to help guide future studies by providing insights
into suitable architectures.
The methodologies that authors have used to optimise the hyper-
parameters associated with training CNNs are discussed next. The find-
ings reveal that few authors attempted to optimise the hyper-parameters.
Ten studies mention that some form of optimisation was conducted. Pons
and Masip [207] performed a grid search on certain hyper-parameters then
trained and validated the CNNs to determine the most optimal values.
Raghuvanshi and Choksi [210] attempted to optimise the learning and
dropout rate but they do not discuss their approach. Alizadeh and Fazel [9]
also do not provide their methodology but the authors mention that different
values for the learning rate and regularisation were performed on 30 epochs.
Sonmez and Cangelosi [252] mention that different values were explored for
the batch size and number of epochs, their optimal values were 25 and 100
respectively. Luo et al. [156] tried different batch sizes with values of 64, 128,
256 and 512 – the best was 256. Shan et al. [233] optimised the learning rate
by trying values ranging from 0.1 to 0.9 on the JAFFE and CK+ datasets. The
best values were 0.5 and 0.7 respectively. Mavani et al. [166] mention that
they optimised the learning rate, regularisation, dropout and decay rate but
provide no evidence or details on their methodology. Similarly, [71, 7] men-
tion that different hyper-parameters were explored but the approach was not
discussed. Valero [267] explore different learning rates and their effects when
applied to different optimisers, 7 optimisers were investigated along with 6
values for the learning rate ranging from 0.1 to 0.001. The findings reveal
that Nesterov [185], Momentum, RMSProp and Adam all achieve the highest
accuracy on different learning rates. Xiang and Zhu [284] randomly sampled
values and evaluated the performance on the validation images. Surace et al.
[247] mention that preliminary experiments revealed that RMSProp outper-
formed Adam and Adagrad [62].
From the studies surveyed it is apparent that authors omit the details of
their methodology and the values investigated when attempting to optimise
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the hyper-parameters. Those who did discuss this examined only a few pa-
rameters on a small number of datasets. Hyper-parameter optimisation is an
essential part of training CNN models to achieve high accuracies and more
details should be provided in future work.
The average of the number of epochs and batch size was computed for
the studies which reported on these values. The average number of epochs
was 790 (median value of 100), minimum of 20 and maximum of 10,000. The
average batch size was 107 (median value of 100), with a minimum of 25 and
maximum of 256. It was observed that a large number of studies did not
report on these values. The most commonly reported optimiser was stochas-
tic gradient descent which was used in 20 studies. There were a number of
studies which did not report on their choice of optimiser. In terms of the loss
function, the cross-entropy function was most commonly reported. Pons and
Masip [208] proposed an interesting loss function whereby two tasks were
learned simultaneously (FER and action unit (AU) recognition). Typically
two loss functions would be used (softmax for FER and sigmoid for AU);
instead, the authors proposed a single sigmoid cross-entropy function and
showed that it outperformed the former approach. Using ResNet101, the au-
thors report (on the SFEW dataset) 40.3% on the former approach and 45.9%
on their new proposed loss function. There were a number of studies that
did not report on their choice of loss function.
The weight initialisation method used by authors was also analysed – few
authors reported their approach. Jung et al. [113] used a value of 0.05 and
0.01 to initialise the weights for the convolutional and fully connected layers
respectively. Shan et al. [233] randomly initialised the values between -1 and
1. The authors of [152, 247] used the Xavier initialisation approach [82]. The
authors of [59, 118, 119] initialised their values from a Gaussian distribution.
[221, 218] used an auto-encoder to obtain the initial weight values.
7.7 Results from Literature
Tables 7.6 to 7.11 presents the results obtained from the studies surveyed for
each of the most popular datasets. The table also presents the validation
method along with the data augmentation used.
Chapter 7. Facial Expression Recognition 142
TABLE 7.6: Classification accuracy results (%) on the CK+ dataset. The results are
presented in ascending order for each validation method. The validation values are
represented as follows 3-CV (3-fold stratified cross-validation), 10-CV (10-fold cross-
validation), Hold (holdout) and LODO (leave-one-dataset-out), LOSU (leave-one-
subject-out) and LOSO (leave-one-sample-out). The data augmentation techniques
are defined as follows C (crop), F (flip), R (rotation), S (shift), O (other) and Z (zoom).
Result Validation Augmentation Study
90.00 3-CV - [27]
86.54 10-CV - [113]
92.06 10-CV - [286]
92.22 10-CV - [150]
96.40 10-CV F, R, S, O [118]
96.95 10-CV - [302]
98.30 10-CV - [302]
98.60 10-CV F, R, S, O [24]
99.10 10-CV F, R, O, Z [7]
99.60 10-CV - [25]
80.30 Hold - [233]
80.41 Hold F, R [18]
83.00 Hold O [145]
94.40 Hold - [191]
97.00 Hold - [283]
97.60 Hold - [292]
98.52 Hold C, F [203]
88.50 LODO R, S, O [294]
99.38 LOSU O [252]
96.02 LOSO - [167]
TABLE 7.7: Classification accuracy results (%) on the JAFFE dataset. The results are
presented in ascending order for each validation method. The validation values are
represented as follows 10-CV (10-fold cross-validation), Hold (holdout) and LODO
(leave-one-dataset-out). The data augmentation techniques are defined as follows C
(crop), F (flip), R (rotation), S (shift), O (other) and Z (zoom).
Result Validation Augmentation Study
88.70 10-CV - [151]
94.10 10-CV - [94]
98.12 10-CV - [167]
76.74 Hold - [233]
86.38 Hold C [46]
87.70 Hold - [74]
91.40 Hold R, S, Z [73]
96.10 Hold - [266]
44.32 LODO O, R, S [294]
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TABLE 7.8: Classification accuracy results (%) on the FER’13 dataset. The results
are presented in ascending order for each validation method. The validation values
are represented as follows 10-CV (10-fold cross-validation) and Hold (holdout). The
data augmentation techniques are defined as follows C (crop), F (flip), R (rotation),
S (shift), O (other) and Z (zoom).
Result Validation Augmentation Study
98.60 10-CV F, O, R, S [24]
48.00 Hold F, S [210]
60.7 Hold - [284]
65.03 Hold C, F [149]
67.21 Hold F, R, S, Z [53]
69.80 Hold - [231]
70.74 Hold C [110]
71.20 Hold - [255]
71.80 Hold - [301]
71.90 Hold C, F, O R [225]
73.73 Hold C, F [120]
96.00 Hold F [140]
TABLE 7.9: Classification accuracy results (%) on the EmotiW’17 dataset. The re-
sults are presented in ascending order for each validation method. Hold represents
the holdout validation method. The data augmentation techniques are defined as
follows C (crop), F (flip), R (rotation), S (shift), O (other) and Z (zoom).
Result Validation Augmentation Study
72.83 Hold F, R, S, Z [2]
78.53 Hold F, R, Z [215]
79.78 Hold - [277]
80.60 Hold - [92]
80.90 Hold C, F, O [254]
TABLE 7.10: Classification accuracy results (%) on the SFEW dataset. The results
are presented in ascending order for each validation method. The validation val-
ues are represented as follows 2-CV (2-fold cross-validation), 10-CV (10-fold cross-
validation) and Hold (holdout). The data augmentation techniques are defined as
follows C (crop), F (flip), S (shift) and O (other)
Result Validation Augmentation Study
26.14 2-CV - [150]
47.70 5-CV F [179]
42.90 Hold - [207]
54.30 Hold C, F [172]
55.15 Hold F, O [59]
61.29 Hold O [293]
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TABLE 7.11: Classification accuracy results (%) on the KDEF dataset. The results are
presented in ascending order for each validation method. The validation values are
represented as follows 10-CV (10-fold cross-validation), Hold (holdout) and LODO
(leave-one-dataset-out). Data agumentation was not applied by these authors.
Result Validation Augmentation Study
88.27 10-CV - [302]
72.55 LODO - [294]
46.00 Hold - [71]
92.50 Hold - [221]
96.93 Hold - [222]
7.8 Conclusion
This chapter surveyed works on FER and CNN. Each major step when de-
signing and implementing a CNN for FER has been discussed. Additional
information is provided in Appendix A. This work serves as a guide to those
who are new to the field and need to make a lot of fundamental decisions.
Furthermore, the critical analysis of the existing literature has resulted in a
list of several aspects which have not yet been explored and for which both
novel and established researchers can address. It was observed that there
is a significant lack of standards amongst published works and this survey
aims at bringing this to the attention of researchers and that efforts are put in
place to adhere to the guidelines provided so as to establish standards across
future work. This will result in works which contain a greater amount of
detail and allow for fair comparisons. There is no doubt that a great deal of
work is yet to be done in the field of FER. CNNs have enabled researchers to
achieve superior classification accuracy as opposed to the earlier traditional
methods. Examples of traditional methods for extracting features include lo-
cal binary pattern [125], gabor filters [159] and histogram of gradients [47] for
which a SVM or nearest neighbour [10] classify would use. CNNs however
can perform both feature extraction and classification.
With the distribution of new “in the wild” datasets, and researchers focus-
ing on additional factors such as context within the images, the field will sky-
rocket with progress and systems which implement FER will become more
robust. CNNs can result in a lot of trainable parameters which take a long
time to train and furthermore require advanced hardware. With the correct
effort, future CNNs will be able to achieve state-of-the-art performance with
fewer computational requirements which can be used in useful areas such
as medical applications. The next chapter proposes and investigates an al-
gorithm to reduce the number of neural network weights associated with
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models trained for FER.
As a final remark, authors are encouraged to no longer discuss traditional
methods as a rationale for implementing a CNN. It is clear from the studies
surveyed that CNNs outperform older traditional methods. It was also ob-
served that a large number of studies cite the success of AlexNet as a mo-
tivation for implementing a CNN. Once again it is clear that AlexNet and
other more recent CNNs achieve superior performance on image recognition
tasks and authors are encouraged to use alternative rationales to drive their
research.
146
Chapter 8
Evolutionary Facial Expression
Recognition
8.1 Introduction
In the previous chapter we reviewed studies which applied CNNs to FER. It
is clear from the results presented in that chapter that CNNs achieve state-
of-the-art performance on FER tasks as opposed to other machine learning
methods. Training CNNs often result in a large number of trainable param-
eters. This in turn implies that long training times are to be expected on
limited hardware.
In this chapter, we explore a novel idea which attempts to optimise the
predictive performance of CNNs for FER and simultaneously, reduce the
number of neural network trainable parameters without compromising on
the classification accuracy. We ask the following, can we achieve similar
predictive performance when training a model on small image patches (ex-
tracted from an image) as opposed to the entire image of the face? Are certain
facial features more discriminative for FER and can an evolutionary algo-
rithm discover these areas? Can an evolutionary algorithm optimise the size
of small image patches to reduce the input image size and consequently the
number of trainable CNN parameters?
Section 8.2 introduces the proposed EA for FER. Section 8.3 presents the
experimental setup and the results are discussed in section 8.4. Finally, sec-
tion 8.5 concludes this chapter.
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Extracted patches
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to CNN
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FIGURE 8.1: Illustrating the primary idea behind EvoFER. Instead of inputting an
entire face image into a CNN to get the prediction, we propose to input patches to
achieve similar predictive performance. The extracted imaged are stacked to form a
new image.
8.2 Proposed Approach
Based on the literature there have been no prior attempts at using an evo-
lutionary algorithm to extract patches from images with the objective of re-
ducing the number of trainable CNN parameters and to retain (or improve)
classification performance. We propose Evolutionary Facial Expression Recog-
nition (EvoFER) in this section. EvoFER extracts a number of patches from
the original image and stacks the patches to form a new image. Figure 8.1
illustrates the original image being input into a CNN and an example of four
extracted patches being inputted into the same CNN. The resolution of the
original image is 281×381 whereas the patches are each 50×50. Thus, the
number of trainable CNN parameters using the original image is greater than
the number of parameters when using the patches.
The objective function for EvoFER is multi-objective. Firstly, EvoFER at-
tempts to reduce the number of trainable parameters as opposed to the num-
ber of parameters which would be used when training on the full image. The
second objective is to achieve the highest possible classification accuracy us-
ing the patches as opposed to using the full image. Further details about the
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objective function are presented in subsection 8.2.5. The following subsec-
tions describe EvoFER.
8.2.1 Chromosome
EvoFER chromosomes contain 2 fixed genes and then allows for a number
of pair of genes to be added. The first two genes denote values α and β
which represent the width and height of the patches to be extracted. The
remainder of the chromosome denotes (x, y) pairs. Each x and y pair are the
coordinates of the top left point of the corresponding patch to be extracted
from the original image. The coordinates x and y are relative to the location
of the nose. The nose is used as a reference point and was obtained using
OpenCV and DLIB 1. The patch is extracted by obtaining the coordinate (x, y)
and using α and β to obtain the entire patch. A chromosome thus encodes
the location and size of the patches to be extracted from the original images.
A chromosome must have at least one (x, y) pair. User-defined parameters
specify the maximum number of (x, y) pairs allowed in each chromosome.
The patches are stacked on top of each other vertically which in turn creates
a new image. The order of the patches is not important. Figure 8.2 illustrates
an example of a chromosome with two patches. The width of the patches to
be extracted is 10 and the height is 20. The location of the top left corner of
each patch to extract relative to the coordinates of the nose are (10, 30) and
(-10, -5). The figure illustrates the exacted patches.
8.2.2 Initial Population Generation
We use the standard initial population generation algorithm. We propose al-
gorithm 16 to generate the EvoFER chromosomes. This algorithm is executed
a number of times based on the number of chromosomes to create. A random
value for α and β is assigned to each chromosome based on a corresponding
bound which is pre-defined by the experimenter. The values of α and β are
not modified during the evolutionary process.
Upon the creation of a chromosome, the number of patches is randomly
assigned based on a user specified bound. For each patch to be created, a
random value for x and y is created. These values are randomly generated
based on the image width and height as is illustrated from lines 11 to 14 in
algorithm 16. This was done so that the patches remain as closely as possible
within in the bounds of the image. Initially, the evolutionary algorithm can
1http://dlib.net/imaging.html
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Algorithm 16: Creating an EvoFER chromosome.
input: min_alpha: minimum size for alpha
input: min_beta: minimum size for beta
input: max_alpha: maximum size for alpha
input: max_beta: maximum size for beta
input: min_patches: minimum number of patches allowed
input: max_patches: maximum number of patches allowed
1 begin
2 Initialise an empty chromosome.
3 alpha← random[min_alpha, max_alpha ]
4 beta← random[min_beta, max_beta ]
5 patches← random[min_patches, max_patches ]
6 for i← 0 to patches do
7 X← GenerateX(alpha)
8 Y← GenerateY(beta)
9 Append (X, Y) to chromosome
10 return chromosome.
11 Function GenerateX (alpha)
12 return random[−(image_width/2− alpha),
image_width/2− alpha]
13 Function GenerateY (beta)
14 return random[−(image_height/2− beta),
image_height/2− beta]
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x = 10
y = 30
 
 
x = −10
y = −5
Chromosome
gene 1 gene 2
Extracted patch 1
from gene 1
Extracted patch 2
from gene 2
FIGURE 8.2: Illustrating a EvoFER chromosome which extracts two patches. The
width of the patches to extract is 10 and the height is 20. The figure illustrates how
the chromosome is applied to an image to extract a patch. The green dotted line
is the first patch and the solid blue line is the second patch. The genes encode the
location of the top left corner of the patches to extract. These coordinates are relative
to the coordinates of the nose which is used as an anchor point. The location of the
nose is obtained using OpenCV and DLIB.
create patches which contain redundant pixels (for example the background,
hair, clothing). We do not bias the algorithm towards initialising on patches
of interest, such as the mouth or eyes.
8.2.3 Mutation
We propose two mutation operators to traverse through the search space.
The first is a variation of the standard mutation operator and the second is
tailored to the problem domain. When the mutation function is applied one
of four things can be executed depending on the number of patches in the
chromosomes, namely adding, changing, removing or shifting. The shift oper-
ation is a novel method which we describe below. Changing and shifting is
always allowed, however adding and removing is only allowed under the
following conditions:
• if the number of patches is less than the maximum allowed then a patch
can be added
• if the number of patches is greater than the minimum allowed then a
patch can be removed
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Adding a new patch simply generates a value for x and y in a similar way
to the functions presented in algorithm 16. The new patch is appended to the
chromosome. Removing a patch consists of randomly selecting a (x, y) pair
to be removed. Changing a patch randomly selects one and then replaces the
(x, y) pair with new values.
Algorithm 17 presents the pseudocode for applying shift mutation to a
chromosome. A patch is randomly selected from the chromosome and then
the x and y values are extracted from the patch. The pair is then perturbed
by values ranging between [−alpha, alpha] and [−beta, beta]. This enables
the algorithm to shift the patch in a random direction. The standard mu-
tation operator allows the algorithm to take a large jump in the pixel space,
whereas shift mutation restricts the jump. Figure 8.3 shows an example of the
shift mutation and standard mutation operators being applied to a EvoFER
chromosome.
(x1, y1)
(x2, y2)
x2 = x1 + δx
y2 = y1 + δy 
(x1, y1)
(x2, y2)
FIGURE 8.3: Illustrating shift mutation on the left and standard mutation on the
right. In shift mutation the patch is shifted, using values of δ, within the associated
bounds of [−alpha, alpha] and [−beta, beta]. For the standard mutation the patch
can jump anywhere.
8.2.4 Crossover
The standard crossover operator is applied to the (x, y) pairs between two
parent chromosomes. Specifically, let (x1, y1) and (x2, y2) be a pair of coordi-
nates within parents P1 and P2. Then offspring C1 is created by copying all of
the genes in P1 however, x1 is replaced with x2 and similarly, y1 is replaced
with y2. Chromosome C2 is created by copying all of the genes in P2 however,
x2 is replaced with x1 and similarly, y2 is replaced with y1. The offspring are
evaluated and the one with the highest fitness is returned.
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Algorithm 17: Applying shift mutation.
input: alpha: patch width
input: beta: patch height
input: chromosome: the chromosome which will be mutated
1 begin
2 mutation_patch← randomly select a patch from chromosome
3 xi ← x value from mutation_patch
4 yi ← y value from mutation_patch
5 deltax ← GenerateDeltaX(alpha)
6 deltay ← GenerateDeltaY(beta)
7 xi ← xi + deltax
8 yi ← yi + deltay
9 return chromosome.
10 Function GenerateDeltaX (alpha)
11 return random[−alpha, alpha]
12 Function GenerateDeltaY (beta)
13 return random[−beta, beta]
Figure 8.4 shows an example of the crossover operator being applied to
two EvoFER chromosomes. The second patch from each parent chromosome
is swapped to create the two offspring.
8.2.5 Chromosome Evaluation
Before executing the evolutionary process, we run a CNN model M on the
image dataset and record the validation accuracy and the number of neural
network trainable parameters. Once the model is trained we apply the model
to the test images and record the test performance – we denote this as the
baseline model.
Each chromosome Ci is evaluated on every image Xj in the dataset. When
determining the fitness for Ci, the corresponding image patches Ek are ex-
tracted from Xj based on the number of (x, y) pairs in Ci. All the extracted
patches Ek are stacked upon each other which produce a new image Nj. That
is, each chromosome will be applied to each Xj which creates a correspond-
ing image Nj. The new images Nj are input into the CNN model M. When
computing the fitness score, we make use of the baseline validation accuracy
and number of trainable CNN parameters. This is done to assign a fitness
score that compares relative performance of chromosomes to the baseline
CNN with the ultimate goal of improving the chromosome accuracy and re-
ducing the number of parameters.
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FIGURE 8.4: Illustrating the crossover operator swapping the second patch between
both parent chromosomes. All other genes within the parents are not swapped when
creating the offspring. The crossover operator can swap any of the patches between
the parents.
We propose the fitness function presented in equation 8.1. The function
considers both the effect of the validation accuracy and the number of train-
able parameters between the network produced on images N and the images
X. The objective is to maximise the fitness. When the validation accuracy of
the chromosome is larger than the baseline then ScSb is a larger number. Simi-
larly, when the number of parameters obtained by the network as a result of
the chromosome is smaller than the number of parameters obtained by the
baseline then Pb−PcPb is a larger number. We allow a parameter WS to fine-tune
the weight allocated to the validation accuracy. This way, the experimenter
can decide on the important of the validation as opposed to the number of
parameters in advance. The value of WS was determined through trial runs.
Fitness (chromosome) = e
{
WS
(
Sc
Sb
)
+
( Pb−Pc
Pb
)}
(8.1)
where
WS = the weight of the validation accuracy
Sc = the validation accuracy for the chromosome
Sb = the validation accuracy for the baseline network
Pc = the number of trainable parameters for the chromosome network
Pb = the number of trainable parameters for the baseline network
We provide an example of the fitness computation of a baseline and chro-
mosome. Suppose that a CNN is trained on a FER dataset and the valida-
tion accuracy averaged over R runs is computed to be 0.65. Assume that
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the number of trainable parameters for the network is 12,189,447. Now as-
sume that the proposed algorithm is executed and that the validation ac-
curacy of a chromosome is 0.31 and that the number of trainable parame-
ters is 123,063 (a smaller value is obtained since the input images consist of
smaller patches than the original images). Then we have 0.310.65 =≈ 0.48 and
12,189,447−123,063
12,189,447 ≈ 0.99. Let WS = 5. The final calculation for the fitness of the
chromosome is e(5∗0.48+0.99) ≈ 29.67. Since the objective is to maximise the
fitness then a larger value denotes a better chromosome.
For each chromosome, we execute a CNN and allow it to train on the
transformed images (made up of extracted patches). We use Keras and
Tensorflow to achieve the training of the CNN. The pipeline of contrusting
patches and training the CNN is illustrated in figure 8.5.
Chromosome i
Apply
chromosome
to each
training
image
Extract the
patches
Input
patches to
the CNN
CNN
Train CNN
using Keras
and Tensorﬂow
Trained CNN
Record validation
accuracy and
number of
parameters
Compute
ﬁtness and
return score
FIGURE 8.5: Illustrating the EvoFER pipeline. Each chromosome is applied to the
training data which in turns generates a new set of training images made up of
patches. The patches along with the associated target classes are input into the CNN.
The CNN, inspired by the findings from chapter 7, is trained using Keras and Ten-
sorflow. Once the training is complete, the validation accuracy and number of pa-
rameters are used in the computation of the fitness. The process is repeated for each
chromosome in the population.
8.3 Experimental Setup
In this section we describe the experimental setup which was used to evalu-
ate the performance of EvoFER. The rationale behind the decisions made to
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guide the experiments were based on the review discussed in the previous
chapter.
8.3.1 Datasets
To evaluate the performance of EvoFER we conducted a number of experi-
ments on the datasets listed below. Details regarding these datasets are avail-
able in the previous chapter in section 7.3. These datasets were selected since
they are commonly used in the literature and represent different characteris-
tics (gender, age, ethnic diversity and image resolution).
• JAFFE [158]
• KDEF [155]
• MUG [6]
• RAFD [134]
8.3.2 Pre-processing
Pre-processing was shown to improve classification performance as was dis-
cussed in section 7.4. We implemented histogram equalisation on each of
the images. Additionally, we converted each image into greyscale as the ad-
ditional information available in colour images does not impact the perfor-
mance of FER. To achieve this, we made use of OpenCV as it is commonly
used in literature as discussed in section 7.4.
8.3.3 Data Augmentation
The application of CNNs often require large datasets to enable good predic-
tive performance; this is discussed in greater detail in section A.1 and pro-
vides a rationale for our decisions. We implemented a number of augmen-
tation techniques. For each training image we retain the original image and
supplement the dataset with augmented images using the following tech-
niques:
• horizontal flipping
• blurring
• noise
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• rotate by -5 and -10 degrees
• rotate by 5 and 10 degrees
These augmentation techniques were only applied to the training images.
The test images were kept in their original form. For each training image
we generated an additional 9 images by applying two levels of blurring and
noise. These were achieved by using imgaug2 – a software package for image
augmentation. Table 8.1 presents the number of images which were used
for training for each dataset after we applied the augmentation techniques.
Figure 8.6 presents the augmentation techniques applied to an image.
TABLE 8.1: Number of training images used for each dataset after the images were
augmented. The images were augmented using rotation, blurring, random noise
and horizontal flipping.
Dataset Training images after augmentation
JAFFE 1,910
KDEF 6,860
RAFD 10,152
MUG 2,800
8.3.4 Network Architecture
Figure 8.7 presents the CNN architecture which we propose to use for the
EvoFER experiments. The architecture was inspired by our findings from
chapter 7. More specifically, the reviewed works used on average 3 convo-
lutional layers with max pooling in between them, and two fully connected
layers at the end of the network. The ReLU activation function was used
the most frequently in all layers except for the last where softmax was used.
We thus used the literature to guide our decisions, and furthermore various
modifications of the architecture were explored using preliminary runs on
the JAFFE dataset by varying the depth, activation function and parameters.
The proposed architecture consists of three convolutional and max pool-
ing layers, along with two fully connected layers. Dropout was applied after
each of the layers except for the last one. The ReLU activation function was
used for all the layers except for the last fully connected layer whereby the
softmax function was used. It would also be possible to optimise the network
2https://github.com/aleju/imgaug
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original image horizontal flip blurring
noise -10 degree rotation 10 degree rotation
FIGURE 8.6: Illustrating the different augmentation techniques which were used to
increase the number of training images.
using our previous approach, EDEN, as described in chapter 4, however, we
chose to use the findings from the literature guide our decisions. Our find-
ings in section A.3 reveal that using an ensemble will result in superior clas-
sification performance, however, we wanted to examine the effect of using
patches as input to enhance the performance.
We run two sets of experiments. In the first, we run EvoFER using the
literature inspired network and use the patches as input to the CNN. In the
second set of experiments, we run the same literature inspired network and
use the full image as input to the CNN. We denote experiments conducted
on the full images as the baseline.
8.3.5 Training and testing
In section A.5 we discuss that it is more correct to evaluate the performance
of FER algorithms when the train and test split are subject independent. That
is, the subjects that are used for training do not occur in the test data. We im-
plement this approach in our experiments. To split the training data into
a training and validation set, we randomly set 30% of the data for valida-
tion and the remaining images are used for training. The images not used
for training and validation are used for testing. We repeat the execution of
EvoFER ten times and average our results. This is conducted for both the
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Conv2D, 16 ﬁlters, 3x3 
MaxPool2D, 2x2 
Dropout, 0.5 prob 
Conv2D, 32 ﬁlters, 3x3 
MaxPool2D, 2x2 
Dropout, 0.5 prob 
Conv2D, 64 ﬁlters, 3x3 
MaxPool2D, 2x2 
Dropout, 0.5 prob 
Fully Connected, 128 units 
Dropout, 0.5 prob 
ReLU
ReLU
ReLU
ReLU
SoftmaxFully Connected, C units 
FIGURE 8.7: The CNN architecture which is proposed for the experiments. This net-
work was inspired by the findings from chapter 7. ’Conv2D’ denotes 2D convolution
and ’MaxPool2D’ denotes 2D max pooling. The associated parameters are listed. In
the case of convolutional layers we provide the number of filters and the kernel size.
For max pooling we provide the kernel size. For dropout we provide the keep prob-
ability. For fully connected layers we provide the number of units. The last fully
connected layer takes on a value of ’C’ for the number of units as this is dependant
on the number of emotion classes in each dataset.
evaluation of the baseline and for the evolutionary process. The choice of
optimiser was selected based on our previous work from chapters 4.1 and 4.
We selected the adam optimiser and a batch size of 8.
8.3.6 EvoFER Parameters
Table 8.2 provides the details of the parameters associated with the evolu-
tionary algorithm. The parameters associated with the training of the CNN
are presented in table 8.3. Finally, table 8.4 presents the parameters associ-
ated with the initialisation of the chromosomes during the initial population
generation and mutation operation. These parameters were chosen by per-
forming a search on a number of values which obtained from the literature
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review in chapter 7 and by performing a random hyper-parameter search.
TABLE 8.2: Parameters associated with the evolutionary algorithm.
Parameter Value
Population size 100
Tournament size 7
Crossover percentage 50
Mutation percentage 50
Generations 15
Fitness function, WS 5
TABLE 8.3: Parameters associated with the CNN.
Parameter Value
Number of epochs 10
Optimiser Adam
Batch size 8
TABLE 8.4: Additional parameters used in the initial population generation and mu-
tation operator.
Parameter Value
min_alpha 30
max_alpha 50
min_beta 30
max_beta 50
min_patches 1
max_patches 4
8.4 Results and Discussion
Table 8.5 presents the average test classification accuracy results. The base-
line accuracy (literature inspired CNN model with original images) and
EvoFER accuracy (the same literature inspired CNN model with extracted
patches from best chromosome) are presented. The CNN architecture and
hyper-parameters were the same for both results. The findings reveal that
on all of the datasets EvoFER was able to outperform the same CNN model
which had been trained on the original images. The smallest improvement
in accuracy was observed in the KDEF dataset with an improvement of 1.3%.
The largest improvement in classification accuracy was obtained on the MUG
dataset with a value of 20.6%. This indicates that given a fixed architecture,
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TABLE 8.5: Test classification accuracy (%) for the CNN network on the original
images and performance when using EvoFER. The standard deviation is presented
in parentheses. In both cases the same CNN architecture and hyper-parameters are
used based on the findings from chapter 7. EvoFER inputs patches extracted from
the original image. The baseline is the same CNN, however, the full image is used
as input. The findings reveal that the performance is superior when EvoFER is used.
Dataset Baseline Accuracy EvoFER Accuracy Difference
KDEF 61.9 (1.6 ) 63.2 (2.9) 1.3
JAFFE 60.0 (4.7) 75.5 (4.4) 15.5
RAFD 75.4 (3.4) 80.4 (2.3 ) 5.0
MUG 45.8 (3.8) 66.4 (5.0) 20.6
an EA can be applied in such a way to extract patches from an image and to
train the CNN on those patches and achieve competitive performance.
Why did EvoFER achieve superior performance to the baseline method?
It is hypothesised that EvoFER is able to obtain better predictive performance
given that it inputs extracted patches to the CNN and consequently the num-
ber of neural network parameters are reduced. The average number of neu-
ral network trainable parameters obtained in the experiments are presented
in table 8.6. For each dataset the number of neural network parameters for
EvoFER is significantly less than for the baseline CNN. The baseline CNN
inputs larger images of the faces compared to EvoFER which inputs smaller
extracted patches. The percentage difference achieved by EvoFER for KDEF,
JAFFE, RAFD and MUG are 88%, 97%, 97% and 98% respectively. The largest
difference in parameters was obtained on the JAFFE dataset with a reduction
of over 7 million parameters. It is observed on the JAFFE dataset that the
standard deviation for the number of parameters is zero, which indicates
that in each execution of the algorithm, EvoFER extracted the same number
of patches of the same size. Despite the large standard deviation on the KDEF
dataset the number of parameters is still distant from the baseline parame-
ters.
Figures 8.8 to 8.11 illustrate the patches which were extracted from the
best chromosome in generation 0 and the last generation for the various
datasets. Each row presents the patches which were extracted from a ran-
dom test example.
Figure 8.8 illustrates the patches for the JAFFE dataset. In both cases the
best chromosome from the initial and final population extracted two patches.
For generation 0, both patches were around the left eye region. This of course
is sub-optimal as that does not provide the CNN with enough information
to discriminate between the various emotion classes. The best chromosome
Chapter 8. Evolutionary Facial Expression Recognition 161
TABLE 8.6: The average number of trainable neural network parameters when us-
ing the original image and EvoFER extracted patches. The standard deviation is
presented in parentheses. The percentage difference in parameters is shown in the
last column. These findings reveal that EvoFER can significantly reduce the number
of trainable neural network parameters.
Dataset Baseline Parameters EvoFER Parameters Difference %
KDEF 1,218,944 145,741 (15,782) 1,073,203 88.0
JAFFE 7,397,127 155,543 (0) 7,241,584 97.9
RAFD 2,152,520 45,528 (6,476) 2,106,992 97.9
MUG 2,574,279 47,027 (6,345) 2,527,252 98.2
extracts patches around the left eye region and includes the eyebrow. The
second patch extracts pixels around the center and right region of the mouth.
Figure 8.9 illustrates the patches for the KDEF dataset. In generation 0 the
chromosome extracts four patches. The first and last patch are redundant as
the first extracts pixels around the hair and the other around the neck. This
does not help discriminate between expressions. The second and third patch
are better since they extract pixels between the eyes and near the left corner of
the mouth. In the case of the best chromosome in generation 15, two patches
are extracted. Combined, they extract pixels near the left eye and half of the
mouth.
The extracted patches for the MUG dataset are presented in figure 8.10.
The best chromosome from generation 0 extracts two patches, one near the
left ear and the other contains pixels around the nose and mouth. The first
patch does not assist in distinguishing between expressions. The best chro-
mosome from the final generation extracts three patches. The second and the
third patch are similar since they both extract pixels around the left eye. The
first patch extracts pixels around the center of the mouth.
Finally, figure 8.11 presents the patches extracts for the RAFD dataset.
For generation 0, the best chromosome extracts four patches of which the
first, second and last contain redundant information. Those patches cannot
help the CNN distinguish between the various expression classes. The third
patch extracts pixels near the right eye and eyebrow. For the last generation,
the best chromosome extracts two patches. The first contains pixels around
the mouth and chin, and the second contains pixels capturing the mouth,
nose and eyes (no information about the eyebrows).
From the figures it is observed that the best predictive performance is
achieved when pixels around the eyes and mouth are obtained. The best
chromosome from the each of the last generations extracted two patches on
3 of the 4 datasets. We can deduce that those areas are the most salient when
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Generation 0 Generation 15
FIGURE 8.8: Illustrating the patches extracted from the best chromosome in gen-
eration 0 and in the last evolutionary generation. Each row presents the patches
which were extracted for randomly selected test examples in the JAFFE dataset. The
best chromosome from generation 0 extracted two patches. The patches were both
around the left eye region. The best chromosome from the last generation extracted
two patches, one around the left eye region and the other around the mouth.
distinguishing between expressions on the datasets examined. We did not
have sufficient computing resources to compare the results to state-of-the-art
CNNs which use much deeper network with a larger number of parameters.
The findings do reveal that on a fixed architecture which was inspired by the
literature, EvoFER is able to enhance the performance by using patches as
input.
What is the processing time for EvoFER given that the nose has to be lo-
cated prior to the application of the chromosome? We examined the time
it took to perform the necessary pre-processing steps for EvoFER and in the
case of the baseline CNN. These findings are presented in table 8.7. The time,
in seconds, is presented for the two methods to pre-process and predict the
expression for 10 images. In the case of KDEF, RAFD and MUG, EvoFER
took approximately twice as long as the baseline method. This is because
EvoFER has the extra overhead of needing to locate the nose to establish a
reference point for the chromosome. EvoFER took less time than the base-
line on the JAFFE dataset. It can be hypothesised that this is the case since
the resolution of the images in the JAFFE dataset is much smaller than the
other datasets. It would be of interest to reduce the resolution of images in
the other datasets to determine if this could result in faster execution times
for EvoFER. Despite the fact that EvoFER has additional overhead, the pro-
cessing time is not sufficiently large and could thus still be implemented in a
real-world setting.
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Generation 0 Generation 15
FIGURE 8.9: Illustrating the patches extracted from the best chromosome in genera-
tion 0 and in the last evolutionary generation. Each row presents the patches which
were extracted for randomly selected test examples in the KDEF dataset. The best
chromosome from generation 0 extracted four patches. The patches extracted pixels
around the hair, between the eyes, the left corner of the mouth and around the neck.
The best chromosome from the last generation extracted two patches. The first was
around the left eye and the second was around the left center of the mouth.
Generation 0 Generation 15
FIGURE 8.10: Illustrating the patches extracted from the best chromosome in genera-
tion 0 and in the last evolutionary generation. Each row presents the patches which
were extracted for randomly selected test examples in the MUG dataset. The best
chromosome from generation 0 extracted two patches. The first patch was around
the left ear and hair and the second around the nose and mouth. The best chromo-
some from the last generation extracted three patches around the mouth, nose and
left eye.
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Generation 0 Generation 15
FIGURE 8.11: Illustrating the patches extracted from the best chromosome in gener-
ation 0 and in the last evolutionary generation. Each row presents the patches which
were extracted for randomly selected test examples in the RAFD dataset. The best
chromosome from generation 0 extracted four patches. Two patches were extracted
around the t-shirt, the third around the right eye brow and eye, and the last around
the right ear. The best chromosome from the last generation extracted two patches.
The first was around the mouth and the second contained the mouth, nose and eyes.
TABLE 8.7: Average time taken (seconds) to process 10 images using EvoFER and
the baseline. The results are averaged over 10 executions. The standard deviation
is shown in parentheses. The baseline method applies the pre-processing steps de-
scribed in section 8.3.2. EvoFER applies the same pre-processing steps and addi-
tionally locates the nose to enable the chromosome to extract patches. In the case
of KDEF, RAFD and MUG, the baseline CNN is roughly twice as fast than EvoFER.
EvoFER is faster than the baseline on the JAFFE dataset.
Dataset EvoFER Baseline
JAFFE 0.27 (0.01) 0.29 (0.01)
KDEF 0.42 (0.01) 0.18 (0.01)
RAFD 0.28 (0.01) 0.14 (0.01)
MUG 0.23 (0.01) 0.13 (0.01)
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8.5 Conclusion
This chapter proposes a novel evolutionary algorithm to extract patches from
images with the goal of transforming images into a more compact one whilst
retaining the predictive performance (or increasing it) and to reduce the num-
ber of trainable parameters. We propose a chromosome representation which
allows the algorithm to encode locations relative to the nose. The chromo-
somes also encode the width and height of the patches to be extracted at each
location. We introduce a fitness function which combines the relative perfor-
mance of each chromosome to a baseline execution. The baseline execution
consists of running a CNN on the original images. The multi-objective fitness
function attempts to optimise the validation accuracy and number of train-
able parameters. To enable us to interface each chromosome to the training
of a CNN we use Keras and Tensorflow.
We evaluated EvoFER and the findings revealed that it can achieve supe-
rior performance to the exact CNN architecture trained on the entire image.
Furthermore, the findings revealed that EvoFER can reduce the number of
trainable parameters, on average, up to 95%. EvoFER was able to optimise the
search for optimal patch locations and size to enable the CNN to distinguish
between the various expressions (without any insights hardcoded into the
algorithm). Initially EvoFER could select patches which did not contain parts
of the face at all. In several cases there was patches which were located near
people’s hair. Through the evolutionary process, EvoFER extracted patches
generally around the eyes and mouth which enabled the CNN to achieve
better predictive performance.
In future work we will explore the combination of EDEN (see chapter 4)
and EvoFER so that the optimal network architecture is evolved along with
the patches to be extracted. Furthermore, additional experiments across var-
ious fixed architectures will be conducted to futher evaluate EvoFER.
166
Chapter 9
Conclusion
This chapter provides a summary of the findings which were achieved in
this thesis. Furthermore, additional future work for each of the objectives is
presented. The overall objective addressed in this thesis was to evaluate how
EAs could be adapted to solve various modern machine learning problems.
Six objectives were addressed, and these were introduced in greater detail in
section 1.1. A brief summary of the objectives is listed below. The remainder
of this chapter discusses how each of the objectives have been attained.
1. Objective 1: Automatic identification of classification and regression
problems.
2. Objective 2: Evolutionary algorithm to evolve deep neural network
architectures.
3. Objective 3: Using an evolutionary algorithm to perform text senti-
ment analysis.
4. Objective 4: Compressing text for sentiment analysis.
5. Objective 5: Review of studies using convolutional neural networks
for facial expression recognition.
6. Objective 6: Using an evolutionary algorithm to reduce the number of
neural network parameters for facial expression recognition.
Objective 1 - Automatic Problem Identification
Through the application of neuro-evolution, API, as discussed in chapter 4.1,
was proposed for which the algorithm can identify whether a dataset rep-
resents a classification or a regression problem. Furthermore, API evolves
a neural network architecture and automatically selects a suitable loss func-
tion. API was tested on 16 different classification, regression and sentiment
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analysis datasets with up to 10,000 features and up to 17,000 unique target
values. API achieved an average accuracy of 96.3% in identifying the prob-
lem type without hardcoding any insights about the general characteristics
of regression or classification problems. This study is an initial attempt at re-
moving the practitioner from a section of the machine learning process. The
practitioner would have to decide on the problem type and make decisions
about the number of units in the last layer and loss function, API overcomes
this issue.
Objective 2 - Evolving Neural Network Architec-
tures
Goodfellow et al. state that “the ideal network for a task must be found via
experimentation guided by monitoring the validation set error” [85]. Fol-
lowing the previous objective, a neuro-evolutionary method was proposed
to further remove the human practitioner from the neural network architec-
ture design. In chapter 4, EDEN was proposed with the objective of evolving
the architecture and associated hyper-parameters for various problems. The
findings reveal that EDEN evolves simple yet successful architectures built
from embedding, 1D and 2D convolutional, max pooling and fully connected
layers along with their hyper-parameters such as the number of filters, filter
size, number of fully connected units and the embedding dimension. EDEN
was evaluated on seven image and sentiment classification datasets, and the
results demonstrate that the proposed method can produce competitive re-
sults. The study was a novel attempt at applying neuro-evolution to the cre-
ation of 1D convolutional networks for sentiment analysis. To achieve this,
EDEN evolved the embedding dimension in the embedding layer. It would
be useful to extend EDEN so that it can evolve more complex neural net-
works, such a recurrent neural networks [249] and generative adversarial
neural networks [87].
Objective 3 - Evolutionary Text Sentiment Analysis
This objective dealt with proposing an evolutionary algorithm for sentiment
analysis for which the focus was not to use the algorithm as a feature selec-
tion method, but rather, to enable it to predict sentiments for textual data.
In chapter 5, GASA was proposed for which the genes in the chromosome
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encoded either a sentiment or an amplifier along with corresponding val-
ues for the words. The algorithm had to optimise the classification-value
pair. GASA was compared against eight commercial and non-commercial
sentiment analysis algorithms to evaluate its performance. The approach
was tested on four review datasets and the results revealed that GASA was
able to outperform certain commercial algorithms. One advantage of GASA
is that the algorithm can grow a sentiment dictionary which can be reused
or further improved upon. The experiments suggested that if a particular
word appeared a large number of times in the training data set, then the pro-
posed method is likely to correctly classify its sentiment, and thus enable
the construction of a sentiment lexicon. GASA performed well when trained
on short sentences. A limitation of GASA is the long computational time and
that the genetic operators manipulate a small section of the chromosome thus
rendering the traversal of the search space slow. An extension of GASA is to
encode n-grams for which the gene encodes more than one word, namely, n,
words.
Objective 4 - Evolutionary Text Compression for
Sentiment Analysis
When investigating the previous objective, it was observed that the length of
certain text reviews was long. Thus, an objective was formulated to propose
a method that can compress text in such a way that the overall sentiment
which is being expressed is not affected. Chapter 6 proposed PARSEC, an
evolutionary algorithm which makes use of parts-of-speech to compress tex-
tual data. The algorithm learns which sequence of parts-of-speech can be re-
moved from a sentence whilst attempting to preserve the sentiment. PARSEC
was applied to eight commercial and non-commercial sentiment analysis al-
gorithms to investigate the effect of the compression. This investigation was
conducted on twelve sentiment datasets. The findings reveal that a compres-
sion rate of 50% was possible with a loss of -1.2% in classification accuracy.
Furthermore, with a loss of -3.2% in classification accuracy, a compression
rate of 75% was attained. The results indicate that evolving chromosomes
which encode a sequence of parts-of-speech – for which the chromosome
deletes words – can successfully be applied as a text compression method.
The associated loss in accuracy depends on the amount of compression the
experimenter wants. In this approach, a simple heuristic rule was applied
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during the evolutionary process to evaluate the sentiment of the compressed
sentences. This was done so that the fitness evaluation was rapid. It would
be of interest to incorporate a pre-trained neural network based sentiment
classifier into PARSEC and investigate the resulting performance.
Objective 5 - Convolutional Neural Networks and
Facial Expression Recognition
This objective consisted of reviewing studies which used convolutional neu-
ral networks for the task of image facial expression recognition. A compre-
hensive review is presented in chapter 7 and appendix A. The review studied
works published until early 2018. The review was split into several sections
whereby each section discussed a primary aspect which a practitioner should
consider when implementing such a neural network. The review serves as a
guide for those who are new to the field and want to learn the various aspects
which need consideration. To achieve this, a number of recommendations are
presented to the reader. Furthermore, the review also presents ideas for fu-
ture research in image facial expression recognition. It would be of interest to
extend this work by reviewing studies on video facial expression recognition
as this is a natural extension of the image based recognition.
Objective 6 - Evolutionary Facial Expression Recog-
nition
Following from the previous objective, chapter 8 proposed a novel evolution-
ary algorithm to enable a neural network to reduce the number of trainable
parameters without compromising on the predictive performance of a facial
expression classifier. The chapter introduced EvoFER, a multi-objective evo-
lutionary algorithm which extracts patches from an image and uses those
patches to train a convolutional neural network. The approach was evalu-
ated on four facial expression datasets and the findings revealed that EvoFER
was able to reduce the number of neural network parameters by up to 95% on
average. Furthermore, the predictive performance achieved on the extracted
patches was superior to using the entire face image. It would be of interest
to extend the approach to video facial expression recognition, for example a
long short-term memory network could be trained and the patches used as
input.
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These various results show that EAs can play a powerful role in enhanc-
ing deep learning by removing the need for human dabbling in the design of
the architectures and significantly reducing the complexity of the resulting
networks. It will be interesting to see how far this trend will continue in the
future, and to what extent EAs will be used alongside future breakthroughs
in machine learning.
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Appendix A
Additional Material on Facial
Expression Recognition and
Convolutional Neural Networks
Section A.1 describes data augmentation techniques which can be applied to
generate additional images which in turn can increase the classification ac-
curacy given that CNNs often require large datasets. Section A.2 highlights
computational hardware requirements for training the CNNs. Ensembles
achieves greater classification accuracy than a single CNN. These studies are
reviewed in section A.3. Transfer learning has shown to achieve good re-
sults and helps one save time by not training a CNN from scratch, this is
discussed in section A.4. Correctly reporting on results and conducting fair
comparisons is an important consideration, this is reviewed in section A.5.
Section A.6 combines the findings and critical analysis of the literature. The
section provides the reader with recommendations on how to implement a
CNN for FER. The section also provides ideas for future research.
A.1 Data Augmentation
Deep learning models require a large amount of representative training data
to perform well. Training CNNs from scratch (i.e. random initialisation of
weights) on small data sets can result in models that perform poorly. This
issue is certainly also the case for FER. To overcome this issue, data aug-
mentation techniques can be implemented to create additional training data.
Augmenting the data also assists in dealing with the issue of overfitting [225].
The most commonly used techniques from the studies surveyed are listed
in table A.1. Horizontal flipping (mirroring) was the most wisely used tech-
nique. This is a simple technique that allows one to double the amount of
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Augmentation Technique Studies
Horizontal flipping 30
Rotation 13
Cropping 12
Zooming 6
TABLE A.1: Commonly used data augmentation techniques. Horizontal flipping
was reported the most frequently. This method does not have an associated param-
eter thus it is easy to implement and provides a rapid way to increase the amount of
data by two folds.
training data using a simple flipping operation. [267] implemented both hor-
izontal and vertical flipping. Assuming that test images are aligned such
that the eyes are at the top and the mouth is at the bottom of the image, then
applying a vertical flip on the training data will not augment the data in a
representative manner. Examples of studies that used horizontal flipping in-
clude [298, 9, 51, 18, 113]. Figure A.1 illustrates an image which has been
flipped horizontally and rotated.
FIGURE A.1: Illustrating the original image (top) along with two images which were
augmented using horizontal flipping (bottom left) and 15 degree anti-clockwise ro-
tation (bottom right). The images are from the CK+ dataset.
Rotation and cropping were also widely used. Rotation requires more at-
tention to detail during implementation given that the rotation angles must
be specified. Assuming that face alignment is performed on training and test
images, then augmenting the data with a large rotational angle will generate
training images which will not be as representative as the aligned test im-
ages. Most studies did not report on the angles which were used and there
was variation in the values from the studies which did report the angles, for
example see [2, 118, 119]. Two studies rotated by 45 degrees [225, 53], [7]
Appendix A. Additional Material on FER and CNNs 173
used a value of 30, and [215, 298] used 10 degrees – rotations were all done
both clockwise and anticlockwise. Smaller angles (1, 2, 3 degrees) were used
in [18], the authors do not investigate whether such small angles provide
enough variation in the image to be considered as an additional training ex-
ample. A much larger rotation was used in [267] which rotated with a value
of 90 degrees. The optimal rotational angle that should be used for data aug-
mentation remains unknown from the literature surveyed.
Cropping was used nearly as often as rotation and various approaches
were defined to achieve this. Randomly cropping the image to a specified
size ranging from 42x42, 48x48 and 56x56 were reported. Here the original
image is larger, and the authors either randomly crop patches or preform
location specific predefined crops of patches from the original image. The
most commonly used approach was to crop five patches of fixed size from
the original image, i.e. the four corners and the center of the image were
cropped. Once again the cropped size was smaller than the original image,
for instance, in [121], the original image was 48x48 and the cropped patches
were of size 42x42. Extracting five crops from the image was performed by
[235, 120]. [240] extracted 5 crops of 88x88 from 96x96 images, [156] extracted
a 56x56 crop from 64x64 images. In some cases additional augmentation was
performed on the cropped images, for example [121] cropped 5 patches and
then applied horizontal flipping to each crop, consequently the authors aug-
ment their data 10 folds. This was also conducted in [172]. [46] extracted
every possible 48x48 patch from the 64x64 original images resulting in 16
crops per image. Single crops are extracted from the original images in [225,
110]. Additional studies that conducted cropping include [203, 149, 254, 51].
It was observed that in certain studies cropping was applied to the train and
test images, for example, [110] cropped the 4 corners of the test images and
flipped them. These additional images were used by the CNN and the class
probabilities were averaged for the final prediction.
There is no study which attempts to determine which cropping technique
is most optimal for data augmentation in the field of FER. Cropping reduces
the amount of pixels in the training images which consequently reduces the
number of input pixels to the CNN. This ultimately reduces the number
trainable parameters in the model.
Zooming was used as a data augmentation technique in six studies. There
was variation in the implementation and no analysis on the optimal approach
was been investigated. [215] zoomed the images by 10%, [53] zoomed by a
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factor of 1.2, [7] zoomed on the four corners of the input image, [267] ran-
domly selected patches of the image and then zoomed in, [73] zoomed in
and out of the image but provided no details about the zoom factor, and fi-
nally [2] provides no details on their implementation. It is challenging to
conclude as to which implementation is the best given that there is no con-
sistency in the implementations. It would be of interest to further investigate
this augmentation technique and to gain insight as to why it is not used as
frequently as the other approaches.
Augmentation by collecting extra data was applied in [37, 254]. In the
former 1000 additional images were collected for each class. In the latter,
Tan et al. collected 2000 additional images for each class using Baidu and
Google search engines. Such an augmentation approach is useful; however,
it is a tedious one. To deal with the time complexity involved in labelling
new images one can make use of services such as Amazon Turk 1 to take
advantage of crowdsourcing the labelling task.
Only a few studies reported the software which was used to perform data
augmentation – OpenCV was used in five studies. There are no further im-
plementation details reported for data augmentation. From the articles sur-
veyed in this paper, 47% of the studies used data augmentation techniques.
This observation is surprising as it is well known that deep learning models
perform better with additional data. In certain studies, there was no mention
whether data augmentation was implemented. It is possible, however, that
data augmentation was implemented without the authors mentioning it. In
certain studies the authors report that no augmentation was used at all.
A.2 Programming and Hardware
This section discusses the choice of programming framework which were
used to implement the CNNs as well as the hardware used and training
times. Eight different frameworks were used, the platforms were Tensor-
flow [1], Caffe [111], MatConvNet [269], Keras [35], TFLearn [48], Torch [41],
Lasagne [58] and Theano [258]. Out of the studies reviewed, 38 reported their
choice of framework. Caffe was used the most frequently, it was reported in
20 studies. The next framework which was used most frequently was Ten-
sorflow which was reported in 5 studies. The remaining frameworks were
used in 3 or less studies. Details are presented in table A.2. It is beyond the
1https://www.mturk.com
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Framework Number of studies
Caffe 20
Tensorflow 5
Keras 3
MatConvNet 3
Lasagne 2
Theano 2
Torch 2
TFLearn 1
TABLE A.2: The different frameworks which were used in the studies surveyed
along with the number of times each one was used.
scope of this literature review to comment on which framework is the most
suitable one in terms of performance.
Training a CNN on a GPU is considerably faster than on a CPU. Through-
out the studies surveyed, 17 studies reported the use of a GPU in their ex-
periments. A total of 13 different GPUs were reported for which the Titan
X was used in three studies and was the most commonly used GPU. GPUs
with larger memory are an advantage as they allow for large CNN architec-
tures to be stored in memory. The use of GPUs as an online service, such as
Amazon AWS was reported in [267]. [283] reported that experiments were
conducted on CPUs. In terms of CPU RAM, five studies reported the amount
of RAM used, the values varied from 2GB [226] to 65GB [204]. Seven studies
report training or test time, [242] trained their model in 10 minutes and [226]
required up to 40 hours to train theirs. The authors of [240] report that a test
image can be evaluated in 50 milliseconds, [301] reports 18 and 43 millisec-
onds on their two models and [207] needs up to 70 seconds to process a test
image.
Here the main findings are that authors do not report sufficient detail with
regards to the software and platform used as well as the hardware which was
used. There is also a lack of reporting in terms of the training and test time
for image. Consider the application of FER in robotics, here the goal would
be to create a FER model that can process images as rapidly as possible in
real time. Thus, reporting on the evaluation time to process a test image is
valuable information to compare between different studies.
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FIGURE A.2: Illustrating the difference between the two primary ensemble methods
which were observed in the studies surveyed. The figure on the top shows the struc-
ture of individual fusion. In this approach the predictions of each CNN are combined
to form a final prediction. The bottom figure shows the structure of the concatenation
fusion. In this approach the individual CNNs are combined into a fully connected
layer which in turn produces the final prediction.
A.3 Ensembles
This section reviews studies which have used ensembles of CNNs with or
without additional ML approaches applied to FER tasks. Out of the studies
reviewed there were 22 of them which implemented ensembles. The stud-
ies were clustered based on the overall system structure proposed and two
primary groups were found. These groups differ primarily on how the au-
thors implement the fusion of the individual CNNs. In the first type, which
is denoted as individual fusion, the studies obtain the predictions from each
individual CNN and apply some fusion mechanism to combine the predic-
tions into a single prediction which is used as the output of the ensemble. An
example is a simple majority vote across each CNN.
The other primary type, which is denoted as concatenation fusion, is where
a single concatenation layer is applied to combine each CNN. This layer is
then used to establish the final prediction which serves as the output of the
ensemble. Figure A.2 illustrates these two approaches. Other variations were
observed and will be discussed.
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Studies which used the individual fusion approach are now discussed.
[301] used three CNNs with a similar architecture however, each CNN took
in images at different input scales. The images were scaled by a factor of 1.0,
2.0 and 2.14. Each CNN was trained separately on the FER’13 dataset and an
average feature for each class is computed from the last fully connected layer
in each CNN; softmax is then applied to compute the final prediction. The
individual CNNs are compared to the ensemble and the findings reveal that
the ensemble outperformed the individual networks. [267] also made use
of three CNNs in their ensemble. In this study each CNN was the AlexNet
network.
The authors of [7] implemented three CNNs, two of which are made up of
two primary branches. One branch uses a CNN and scale invariant feature
transforms (SIFT). The other uses a CNN and dense-SIFT. SIFT and dense-
SIFT are hand crafted features. Features from both branches are combined
into a fully connected layer. The authors execute their proposed method as
three models, CNN only, CNN with SIFT and CNN with dense-SIFT. Each
of the three primary models use the softmax function in the last year. These
probabilities are fused together by averaging the predictions and the largest
one is used as the final prediction. The proposed ensemble is evaluated on
FER’13 and CK+. Once again the ensembles outperform the individual net-
works. [254] proposed an ensemble which contained two main components.
The first contained two CNNs. The first was a custom CNN architecture
which was pre-trained on a face recognition dataset and this CNN was ap-
plied to crops of aligned faces. The second CNN was applied to crops of non-
aligned faces; this was ResNet34 which was pre-trained on a FER dataset.
The second main component of the ensemble was ResNet101 (pre-trained on
ImageNet) and was tasked with predicting the overall image emotion. The
authors explored combinations of weights assigned to each model when fus-
ing the predictions. The highest weight was assigned to the CNN which took
in aligned faces as input. The authors of [279] use a probability based fusion
function and then choose the highest corresponding class as the final predic-
tion. Each CNN outputs a probability for each of the classes. The individual
CNNS were trained and evaluated on a validation dataset. A number of the
CNNs were selected to be in the ensemble based on their individual valida-
tion performance. The authors compared majority, weighted majority and
probability based fusion on the FER’13 dataset and their findings indicated
that the probability based fusion was the most suitable method. They addi-
tionally compared different ensemble sizes from 1 to 100 – they observed that
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approximately 35 members formed the most suitable ensemble on FER’13,
JAFFE, CK+ and EmotiW’15 datasets.
Studies which implemented the concatination fusion approach are now
discussed. [222] used two CNNs which was followed by a concatenation
layer. The first CNN used the top half of the input image (thus learning fea-
tures around the eyes and eyebrows) and the second used the bottom half
of the input image (thus learning the useful features around the mouth).
The proposed approach was evaluated on the KDEF dataset and the authors
compared the ensemble to a single CNN with the identical architecture. A
fair comparison cannot be concluded since the ensemble was run with less
epochs than the single CNN model. [149] trained three CNNs separately –
made up of 8, 9 and 10 layers – inspired by VGG. The three CNNs were
combined using a concatenation layer and then the softmax operation was
applied. The ensemble was evaluated on FER’13 and the authors demon-
strated that it outperformed the individual CNNs. [286] also implemented
three CNNs and combined them using a concatenation layer. In compari-
son to [149], the authors of [286] implemented identical CNNs. Their ap-
proach was evaluated on JAFEE and CK+. Three CNNs were connected to
two fully connected layers in [73]. Here each CNN uses a different kernel
in the first layer, the sizes were 5x5, 7x7 and 9x9. The ensemble was ap-
plied to the JAFEE dataset. [94] made use of two parallel CNNs made up of
convolutional and max-pooling layers. The first convolutional layer in one
of the CNNs was pre-trained as a convolutional auto-encoder after which
the weights were frozen during the optimisation of the ensemble. The two
CNNS were concatenated and this was followed by a logistic regression func-
tion. Their approach was evaluated on JAFEE. Two pre-trained CNNs were
used to form an ensemble which was combined using a concatenation layer
and followed by the softmax operator in [2]. The first CNN was the Xception
model [36] which was pre-trained on FER’13 and the second was VGG-16
pre-trained on ImageNet. The ensemble was evaluated on Group Affect 2.
In [289] the authors attempt to solve age estimation and FER in a single en-
semble made up of two CNN components. The features from each CNN
are concatenated together and their approach was evaluated on the Lifespan
and FACES datasets. [91] extracted 256 features from AlexNet and 136 fa-
cial landmark features from the input images. Here the ensemble was made
up of those two branches and then the features were concatenated and in-
put into another fully connected layer. This ensemble was evaluated on the
iCV-MEFED dataset.
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The other studies which implemented ensembles used different ap-
proaches to the ones previous discussed. The following discussion now pro-
ceeds to describe studies whereby the ensemble is made up of CNN and
non-CNN features which were input into another machine learning algo-
rithm and then fused. [215] implemented an ensemble which was made up of
three primary components. The first two were used applied when a face was
detected in the input image. Here a CNN and hand-crafted approach were
used – the CNN was VGG-Face. Both of these were used as input to a ran-
dom forest. The third component was applied when no face was detected in
the input image – the authors used VGG-16 pre-trained on ImageNet in this
component. Each component of the ensemble used random forest to perform
the individual predictions and a weight was assigned to each of them. The
weights were obtained based on the validation accuracy. The authors eval-
uated their ensemble on the Group Affect 2 dataset and their findings show
that the ensemble outperformed the individual components.
[277] used a similar approach whereby a component of the ensemble was
applied when faces were detected and another applied when the faces were
not detected. In this study 8 CNNs were used when faces were detected.
These include VGG-Face, VGG-16 and custom CNN architectures. In the sec-
ond component one CNN and two non-CNNs were applied to the entire im-
age. Features were extracted from each of the members in the ensemble and
input into a recurrent neural network and SVM. Their ensemble was evalu-
ated on the Group Affect 2 dataset. In the study of [278] a number of CNNs
were randomly generated by randomly initialising the architecture and pa-
rameters. Each CNN was applied (without being optimised) on the training
data and the output of each CNN was used to train one echo state network.
The ensemble predicts on new examples by enabling each CNN to predict
and the majority vote is used to obtain the final prediction. The authors anal-
yse the performance when creating ensembles of varying sizes from 5 to 80
members. Their approach was evaluated on JAFFE and CK. This approach
benefits from the fact that a large ensemble can be created without training
each individual CNN. Hand-crafted features, namely the centralised binary
patterns are extracted from input features alongside a CNN pre-trained on
face images in the study of [151]. Both sets of features are used as input into
a SVM. The ensemble was evaluated on JAFEE and CK+.
The following discussion now proceeds to describe two studies which
use unique approaches which cannot be clustered with the previous ones.
[207] examined an ensemble of 72 custom CNN architectures and another
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ensemble of 64 VGG-16 networks. Instead of using a conventional fusion
approach, the authors propose to use a CNN to decide on the final predic-
tion by considering the probability output for each of the ensemble mem-
bers on each of the images. Their approach was evaluated on SFEW 2 and
the authors compared various fusion strategies and ultimately demonstrate
that their CNN fusion method outperformed traditional methods. [121] cre-
ated 12 groups of 36 CNNs whereby the CNNs in each group had a different
architecture, used different pre-processing on the input images and used a
different seed to initialise the weights. The authors compared different over-
all structural approaches made up of various levels on how to combine each
group into a hierarchy. Using a single level, they demonstrated that using an
exponential weighted average fusion approach was better than more com-
mon approaches such a majority voting and averaging. Their approach was
evaluated on the EmotiW’15 dataset.
A key idea with building an ensemble is ensuring diversity within the
members of the ensemble. The authors of [120] attempt to deal with this issue
by creating an ensemble of 9 CNNs for which each network is made up from
a combination of different input image normalisation techniques and differ-
ent seeds. Each CNN has an identical architecture, namely, 3 convolutional
and 3 max-pooling layers followed by 2 fully connected layers. The ensem-
ble is evaluated on the FER’13 dataset and the authors compared average
and majority voting fusion methods. Their final solution used the average
of the probabilities from each CNN since similar performance was obtained
on both fusion approaches. Different weight initialisations were explored by
[293]. In their study 6 CNNs were combined to form an ensemble. Each
CNN was trained independently and the authors assigned weights to each
member of the ensemble to fuse the predictions and obtain a final prediction.
These weights were optimised separately in an additional step. The ensem-
ble was evaluated on the FER’13 and SFEW datasets. The authors show that
the ensemble outperforms the individual CNNs.
A number of authors implemented an ensemble and then compared the
performance of the individual CNNs to the ensemble. In these experiments
the findings reveal that the ensembles outperform the single CNNs. This
result was confirmed by each study that conducted such a comparison. It is
well established in machine learning research that an ensemble will usually
outperform its individual members and thus less emphasis should be placed
on this in future work.
The proposed ensembles were most commonly evaluated on the FER’13
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and JAFFE datasets, and on average, evaluated on a single dataset. It would
be of interest to evaluate new proposed ensembles on a larger number of
datasets and to apply them on non-posed datasets and non-laboratory set-
tings to determine their performance. It was observed that there was a lack of
detail with regards to the fusion method when combining the individual en-
semble members. In [209] the authors mention that their ensemble of 8 CNNs
was able to outperform the current state-of-the-art on the FER’13 at the time
of publication but the details of the exact members of the ensemble are not
provided nor the fusion method. Few studies reported the rationale behind
using the number of members in their ensemble. Most studies used less than
10 members in their ensemble. It would be of interest to examine the effect of
the ensemble size across various architectures and datasets (including both
posed and “in the wild” datasets). Despite the obvious improvement in per-
formance which an ensemble provides it does simultaneously result in larger
training times given that CNNs already take relatively long to train. It was
observed that few studies address the primary issue around incorporating
diversity amongst the members of the ensembles. Certain studies allowed
for some differences in architecture and input pre-processing. It would be of
interest to further explore this in the case of FER. It was also observed that
there have been few attempts at proposing or exploring novel fusion meth-
ods. Using a concatenation layer to combine features from various CNNs
overcomes the issue of optimising a fusion mechanism. It would be of inter-
est to compare whether a concatenation approach yields similar performance
to an optimised fusion method.
A.4 Transfer Learning
CNNs which have been trained on some image dataset can be applied to an-
other dataset, in such a case the knowledge which been acquired by training
the original dataset is reused – this process is referred to as transfer learn-
ing [85]. This section surveys the studies which have used transfer learning
in the context of CNNs and FER. From the studies surveyed, 30 of them re-
ported the use of transfer learning. When applying transfer learning with an
existing CNN architecture, the input for the architecture can expect, for in-
stance, 3 channel inputs. To deal with this it was observed that authors would
create copies of their greyscale input images to obtain the correct number of
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channels, for example see [294, 203]. AlexNet [130] and VGG [237] based ar-
chitectures were used the most frequently. AlexNet was reported in 6 stud-
ies and architectures similar to VGG-16 were reported in 6 studies. Other
reported architectures include ResNet variants [96], Inception modules and
GoogleNet [251]. The implementations varied from one study to another.
It was observed that authors used transfer learning in one of two ways,
either by loading existing weights from an architecture which was trained on
some other problem, or to initialise the weights of an architecture and then
pre-train it on some dataset and fine tune on a FER dataset (two training
phases in this case).
For the former case, authors loaded the existing weights and then fine-
tuned the weights on a FER dataset. In other studies the convolutional layer
weights were frozen and the fully connected layers were fine tuned on a
FER dataset, for example [66]. The last layer would often be replaced with
a new one which would correspond to the number of classes in the FER
dataset. This was done because the initial architectures were often trained
on ImageNet which would have 1000 classes, and consequently, 1000 units
in the last fully connected layer. Here authors would randomly initialise the
weights in the new fully connected layers and fine-tune these weights on a
FER dataset, for example see [293]. [93] used VGG-16 which was pre-trained
on ImageNet and then fine-tuned the model on the AffectNet dataset for 80
epochs. Pre-trained models on ImageNet were also used in [166, 186, 302,
81].
In the latter case, authors would use either an existing architecture or a
custom architecture and then pre-train it on some dataset and then fine-tune
it on a FER dataset. [17] pre-trained a 24-layer CNN on a celebrity iden-
tification dataset. The authors collected 280,000 images from Flickr to cre-
ate a fine-tuning dataset which expressed 7 emotions. In [296], the authors
pre-trained a CNN on a face identification dataset and then fine-tuned the
model on FER’13 and SFEW by replacing the last fully connected layer with
7 units. Similarly, [289] pre-trained a CNN on the Morph Album dataset (face
identification) and fine-tuned the model on the Lifespan and Faces emotion
datasets. Instead of pre-training on a face identification dataset, the authors
of [293] and [7] pre-trained their models on an FER dataset. [293] pre-trained
on the entire FER’13 dataset. The convolutional layers were frozen, and the
fully connected layers were fine-tuned on the SFEW training dataset. [7] pre-
trained on FER’13 and fine-tuned their CNN on CK+.
There were certain studies that would make use of a forward pass through
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a CNN that was pre-trained on a dataset (FER or non-FER) and then extract
the features at a given layer. These features would then be used as input
into a classifier which would be optimised for the FER task. Here, typically
the SVM classifier was optimised and fine-tuned on a FER dataset. [167]
used AlexNet which was pre-trained on ImageNet and the authors obtained
9216 features from the third pooling layer. These features were input into a
SVM for which a grid search was used to obtain the best parameters. The
method was evaluated on JAFFE and CK+ (using the last frame). [191] also
extracted features from AlexNet. In this study the authors extracted 9216
features (from the last pooling layer) and 4096 features (from the first fully
connected layer). These features were input into a SVM and the method
was evaluated on CK+. [215] used VGG-Face [198] which was already pre-
trained on a face recognition task. Here 512 features from a pooling layer
(before the first fully connected layer) and 4096 features from the second fully
connected layer were extracted. Combined, the authors input these features
into several classifiers and found that random forest yielded the best results.
The approach was evaluated on the EmotiW’17 dataset. The authors of [288]
used a custom CNN architecture which was made of 4 convolutional and
max pooling layers followed by two fully connected layers. The model was
pre-trained on MSRA-CFW – a face recognition dataset – and 120 features
were extracted from the first fully connected layer and input into SVM (the
authors used LIBSVM 2 as implementation software). The advantage of this
approach is that the CNN can extract salient features which are useful for
FER tasks and in turn have the freedom to input these features into a suitable
classifier which can be further optimised.
Six studies compared their results with and without transfer learning.
[289] pre-trained a CNN on the Morph Album dataset and fine-tuned the
model on the Lifespan and Faces datasets. The same network which was
initialised with random Gaussian weights had a weaker performance than
the pre-trained model. [121] pre-trained a CNN on the FER’13 and Toronto
datasets. Various kernel sizes in the convolutional layers and number of
units in the full connected layers were compared. The equivalent networks
which were randomly initialised had weaker performance than the pre-
trained ones. It is observed that the pre-trained models achieve a higher
validation accuracy in the first few epochs when compared to the models
which were randomly initialised. A similar observation is made in the work
of [2]. [221] used a convolutional auto-encoder to initialise the weights of the
2https://www.csie.ntu.edu.tw/ cjlin/libsvm/
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convolutional layers in their CNN model. The KDEF dataset was used for
pre-training. [207] conducted a similar comparison to [121] whereby various
convolutional kernel sizes and number of units in the fully connected layers
were compared. The authors compared the usefulness of pre-training on a
combination of datasets. On average, the pre-trained models outperformed
the equivalent CNN without pre-training. It was however observed that this
was not the case when the CNN was pre-trained on the MMI dataset. The
weaker performance could be a result of only using 80 images from MMI to
pre-train the CNN. Here the insight is that pre-training on a small dataset
does not provide much of an advantage over random weight initialisation.
[294] show that transfer learning outperformed random weight initialised
models on 4 out of 5 datasets across 10 runs.
The choice of dataset for pre-training could impact performance. Pre-
training on a dataset with images of faces would be ideal since the convo-
lutional layers learn facial features which are useful for FER. Pre-training
on datasets which contain additional classes which are not related to faces
could result in a weaker positive impact – here the convolutional layers could
be learning features which help discriminate between the classes instead of
learning features useful for faces.
From the studies surveyed several observations were made and recom-
mendations can be suggested to address certain shortcomings. There is a
lack of detail in terms of method which was used to initialise the weights.
For instance, some studies froze the convolutional layers and then trained
the weights in the fully connected layers from scratch. Authors should men-
tion how the weights in these layers were initialised. Details regarding ex-
actly which layers are frozen, which are fine-tuned and which are randomly
initialised should be provided. It was observed that in certain studies the
authors did not mention which dataset was used to fine-tune certain lay-
ers. In the case whereby existing architectures are used, certain studies do
not specifically mention if they are loading the existing pre-trained weights,
if they are training the model from scratch, or if certain layers only are be-
ing fine-tuned. An attempt was made to reason why AlexNet was used
frequently. Thorough conclusions cannot be drawn without a fair compar-
ison between the different architectures. However, it was observed that the
weights for AlexNet are publicly available without any license restrictions.
It is clear that using transfer learning leads to improved results and thus au-
thors are encouraged to implement it. It also reduces the overhead of hav-
ing to train a model from random weight initialisations which can take long
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especially on weaker hardware, or in the case of multiple experiments (i.e.
when multiple architectures are being compared or if k-fold cross-validation
is used).
A.5 Validation and Reporting of Results
This section analyses the ways in which authors report their findings and
how they compare their results to other methods. The purpose was to de-
termine the trends in which authors conduct the validation of their methods,
and to determine whether the comparisons that authors make to other stud-
ies in the literature are fair and scientifically correct.
On average, most studies used a single metric to report the performance
of their CNN. The most commonly used metric was the accuracy measure
and was reported in 83 studies. Accuracy is reported in a wide number of
machine learning papers outside of the field of FER and is widely accepted as
a conventional metric to use. For certain datasets one has be cautious about
the accuracy paradox when using this metric. There is sufficient overall class
balance in most FER datasets for this to not be a concern when reporting with
accuracy, for example, the average class distribution for CK+ and FER’13 is
16% and 14% respectively (both containing 7 classes). The next metric which
was used the most was F-score, it uses precision and recall which is more
suitable for imbalanced datasets – this was reported in three studies. [167]
reported on both accuracy and F-score, [149] reported on both but the find-
ings are not compared to literature. Precision and recall was only reported in
[149]. [33] used the average true positive rate across 5-folds and compared
their result to a single study which also used the same metric and dataset.
[294] discuss micro- and macro-average accuracy whereby the latter is used
to deal with class imbalance, they report their results using micro-averaged
accuracy. Studies that make use of metrics other than accuracy provide little
insight into the information that these metrics are revealing and thus it can be
concluded that these metrics do not provide insightful information beyond
which can be obtained from the accuracy metric. Implementing a different
metric in comparison to the most commonly used one – being the accuracy
metric – introduces complexities when comparing results and conducting a
fair comparison.
Reporting results using a confusion matrix was performed in 42 studies.
A confusion matrix can provide useful insight into which facial expressions
are easier and more complex to correctly classify. It can furthermore be used
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to get an understanding on which expression could benefit from additional
images by either collecting more images or using data augmentation tech-
niques. Across all the studies which used a confusion matrix, happiness was
the expression which was correctly classified the most often and fear was the
most misclassified expression. Fear was misclassified as either anger, disgust
or sadness. Fear is the minority class in the CK+ dataset but this is not the
case for FER’13. It would be of interest to determine whether this expression
is misclassified due to the expression class distribution or because there is
little visual saliency between fear and the other negative expressions within
both the posed and “in the wild” datasets. There were no consistent mis-
classified expressions for each individual dataset and there are not enough
results for each dataset to make concrete conclusions.
The different approaches authors took to validate their experiments were
compared. The most commonly used approach was holdout, whereby the
dataset was split into either training and test sets or, training, validation and
test sets – this approach was reported into 42 studies. K-fold cross-validation
was used in many studies, here authors used different values of k whereby
19 studies reported the use of 10-fold cross-validation. Using different val-
ues of k than what most existing studies can result in unfair comparisons.
[172] used 8-folds whereby 6 were used for training and the remaining 2
were used for validation and testing. [32] used 4-folds and compared their
results to three studies which also used 4-folds. [294] gathered 7 datasets for
which 6 were used for training and the last one was used as the validation
set. [94] evaluated their approach on the JAFFE dataset and to validate their
method they randomly extract a single image for each expression from each
subject and was descried as a leave-one-out approach. [252] used a leave-
one-subject-out approach whereby a single subject was used for testing and
the remaining subjects were used for training – this was applied to the CK+
dataset. A similar validation method was used in [167] on the CK+ dataset.
The result obtained by [252] was greater than [167]. It was observed that in a
number of studies it was not possible to determine what validation technique
was used, and thus, any comparison to such studies is not possible.
There were few studies for which the authors mentioned the number of
times they executed their validation approach by conducting multiple runs.
The primary concern is that reporting a result based on a single execution
of a proposed approach is not statistically significant when compared to a
study that has repeated experiments with the same experimental settings.
Furthermore, reporting a single run of holdout is less statistically correct as
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opposed to a 10-fold cross-validation for which the 10 runs are averaged and
authors can report on the standard deviation in the results. A discussion on
the statistical significance of results falls outside of the scope of this study,
however the findings raise an immediate question with regards to the cor-
rectness in the way authors have been reporting their results. [203] used
holdout, repeated their experiments 10 times and reported on the best re-
sults along with the average performance across the 10 runs. The authors
however do not report on the standard deviation of the results. [181] also re-
ported on the best and average performance, however the authors reported
their findings across 50 runs. [252] reported their results across 5 runs and
also did not report on the standard deviation. [152] ran their experiments up
to 10 times and reported on the standard deviation when reporting their re-
sults on the BU-3DFE and JAFFE datasets, however this was not done when
reporting on their cross-database experiments. [94] conducted two experi-
ments, the one used the leave-one-out approach and the second used 10-fold
cross-validation. Both experiments were repeated 15 times and the average
accuracy along with the standard deviations are presented. [294] report their
minimum, maximum and average result along with the standard deviation
across 10 runs. On the JAFFE dataset, the minimum result was 40.4% and
the maximum was 50.2%. Assume that the authors had only conducted a
single experiment which happened to be run which obtained the best accu-
racy. It would not be fair to report and compare that result with other studies
as the best result is not representative of the overall average performance of
44%. Thus, one can put into question the fairness and statistical correctness
of the results from studies which either do not mention how many runs they
conducted, or those that conducted only a single run.
A new trend of experiments was observed. In these experiments, CNNs
are trained on a given dataset and then evaluated on another dataset. This
has often been referred to as cross-dataset, or cross-database validation and
was reported in two studies from 2016 [179, 146]. [294] states that report-
ing results on a single dataset is not sufficiently representative of the model’s
ability to generalise and thus cross-dataset experiments are more appropri-
ate. [172] trained a CNN on CK+ and evaluated on MMI then evaluated the
performance by training on MMI and evaluating on CK+. [231] trained on
FER’13 and evaluated on AFEW. [18] trained three networks, one on RAFD,
the other on CK+ and the third on a mixture of the datasets. The authors
evaluated each of the three CNNs on RAFD, CK+ and JAFFE. [152] trained
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a CNN on CK+ and evaluated it on BU-3DFE and then on JAFFE, the exper-
iments were averaged from 8 runs. [179] trained their CNNs on 6 datasets
and evaluated the performance on another dataset, this was repeated so that
each dataset was used as the test set. The authors compared their results to
4 studies which also conducted cross-dataset experiments. [294] also trained
their models on 6 datasets and evaluated on the remaining dataset, a compar-
ison against other cross-dataset methods was also conducted. [166] trained
a CNN on CFEE dataset and evaluated on RAFD. [151] trained a CNN on
CK+ and evaluated on JAFFE. [302] compared the performance when train-
ing and testing on CK+ and RAFD. [24] evaluated their approach by training
and testing on the combination of CK+, NovaEmotions and FER’13. On av-
erage the studies evaluated their cross-dataset experiments on 2 datasets and
few studies compared these results to other literature papers. It would be
of interest to compare the performance of cross-dataset experiments on pose
and “in the wild” datasets to determine whether posed datasets can success-
fully be used when evaluating on non-posed ones.
On average, authors of studies compared their results to less than 2 re-
sults found in the literature with a large number of studies not conducting
any comparison to the literature. There were three studies for which the
authors compared their results to more than 5 other literature studies on a
single dataset. [172] compared their findings on the SFEW dataset to 9 stud-
ies, 7 studies for MMI and 8 studies for CK+. [59] compared against 5 to
11 other studies and [266] compared against 5 to 9 studies. Furthermore, in
addition to comparing to other studies found in the literature, few authors
compared their proposed methods to other CNN studies. On the other hand,
44 studies compared their results to their own implementation of another
type of CNN, and 11 studies compared their results to non-CNN implemen-
tations. Comparisons were made to local binary patterns [202] which were
used as input features in [32, 240]. [214] compared their results to a decision
tree, multi-layer perceptron and SVM classifiers. SVMs were also used for
comparisons in [213]. A comparison was made against k-nearest neighbours
in [233]. Other non-CNN approaches were used in [288, 266, 27]. [51, 208]
compared their approach to Microsoft Emotion API3.
Several papers which are submitted to FER competitions and are then
published do not compare their results to literature as these competitions
often release a new dataset for which participants must specifically report
their results on. These papers are often compared to a baseline paper which
3https://azure.microsoft.com/en-us/services/cognitive-services/emotion/
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would have been provided by the organisers of the competition. [255] sub-
mitted a CNN solution to ICML’13, [121, 186] submitted to EmotiW’15, [91]
to DCER&HPE’17 and [215, 2] to EmotiW’17. In such submissions it would
be of interest to compare various CNN architectures to the submitted solu-
tion so that a number of results can be obtained which will enable future re-
search to benchmark against. [225, 149] compared their results to the Kaggle
leader board for the FER’13 challenge. Immediately one can put into ques-
tion whether it is fair and useful to compare results to benchmark results on
leader boards. It could be of interest to enable online competitions in a fair
setting, such as through Kaggle, which could allow for a larger audience of
participants to achieve new state-of-the-art results. Tables 8 to 7.6 presents
the results obtained for each of the most popular datasets. The table also
presents the validation method along with the data augmentation used.
A.6 Recommendations and Future Work
This section presents recommendations for future implementations of CNN
for FER based on the studies surveyed. These should enable rapid imple-
mentation of a CNN and provide details on how to conduct experiments,
report on results and various other important aspects to be considered. This
section also presents ideas for future investigations which have not yet been
explored in addition to those mentioned in the previous sections.
A.6.1 Datasets
The choice of dataset is important when conducting comparisons with other
studies. There were a few studies that used private datasets for which other
authors most likely will not be able to compare to and thus any conclusions
drawn on the private datasets cannot be verified or benchmarked. The most
commonly used dataset was CK+, and authors used the first frame (neutral
class) and last three frames (most expressive in terms of emotions) since this
is an image sequence dataset. JAFFE and FER’13 were also widely used. In
terms of comparing against existing studies authors should benchmark their
future works with at least those three datasets. However CK+ and JAFFE
have limitations, and thus authors are strongly encourage authors to bench-
mark on “in the wild” datasets. Authors are urged to not solely report on
posed laboratory datasets.
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The development and release of new “in the wild” datasets would be
beneficial. There is a need for them as laboratory posed datasets do not
reflect how humans express spontaneous facial expressions. Furthermore,
laboratory datasets have constant light settings which is not realistic. New
datasets should consider catering for gender, ethnicity and age balance [282]
as well as variations in lighting conditions (which can affect performance
[282]). JAFFE for instance is limited in terms of variations in gender and
ethnicity. Variations in age can greatly impact the performance of the clas-
sifier as facial features such as wrinkles and nasolabial folds [289] will have
an impact. New datasets should also contain images of individuals with eye-
glasses, facial hair and other features that can obscure the face – this of course
renders the task more complex but simultaneously more realistic. Should a
new dataset be released, then the authors are encouraged to evaluate multi-
ple CNN architectures on the new dataset. This could include using several
custom architectures and to use existing state-of-the-art CNNs to provide an
initial benchmark.
Most existing datasets have few emotion classes which is not entirely
truthful to what humans convey. As humans, we express various combi-
nations of the six basic emotions which are referred to as compound emo-
tions [61], for example, happily surprised and angrily disgusted. Authors of
datasets are encouraged to create more complex datasets with a larger vari-
ety of emotions. Additionally, efforts should be placed on the construction
of 3D image datasets since it is unrealistic to only be able to conduct FER on
subjects that are facing forward. Few studies reported results on BU-3DFE,
see [152, 294, 298, 143, 109] for studies which applied CNNs to this dataset.
[299] also mentions some of the observations which were presented here. Sec-
tion 7.3 highlights various studies which discuss how they constructed new
datasets – this can serve as a guide for authors wishing to create new ones.
The primary drawback is that constructing such new datasets is extremely
time and resource consuming.
A.6.2 Pre-processing
It is clear that including pre-processing has benefits. These include reducing
the number of trainable neural network parameters, reducing the processing
time and achieving higher classification accuracy. It is recommended that fu-
ture works implement pre-processing, and clearly report on which algorithm
was used and how. Histogram equalisation should be applied to deal with
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variations in illumination. Viola Jones can be used for face detection but it
is advised to use another algorithm to boost the performance or reduce the
number of false positives. Authors should report on the pre-processing time.
Section 7.4 lists several experiments for future research. By conducting these
experiments authors can then apply certain methods which are supported
by scientific evidence instead of using techniques without clearly stating the
rationale behind the methods selected and to avoid a lot of inconsistency
within the literature. One challenge which will be faced in attempting to de-
termine the most optimal pre-processing techniques is that there are lot of
factors to consider, for example, the variations across datasets and the CNN
architecture. Training a large number of architectures across a large number
of datasets and for which various pre-processing techniques are examined
will be a computationally expensive experiment.
A.6.3 Data Augmentation
In terms of data augmentation, future works should implement some form
of augmentation to increase the number of training samples as this is es-
sential in training deep learning models. At the very least, horizontal flip-
ping should be implemented as this doubles the amount of images available.
OpenCV can be used to achieve this; it requires little computational effort
and there are no parameters associated with this technique making it the
easiest to implement. Rotation was also used commonly and can greatly aug-
ment the data especially if this is done both in the clockwise and anticlock-
wise direction. The challenge with rotation is selecting the angles to use. The
most frequently used values were 45 and 10 and by using both of these val-
ues the dataset is augmented by 5 folds. Cropping was also commonly used.
Assume that an original image is 48x48, then authors commonly extracted
five 42x42 patches from the top left, top right, bottom left, bottom right and
centre of the original image. One advantage of applying cropping is that it re-
duces the input image size and consequently the number of neural network
trainable parameters. By applying this approach the dataset is augmented
by 5 folds, furthermore, these cropped images can be flipped and rotated for
additional augmentation. Zooming was used in a number of studies but it is
unclear as to what the optimal zoom factor is.
Given that horizontal flipping, rotation, cropping and zooming are the
most commonly used techniques, it would be of interest to conduct an anal-
ysis on how much benefit each of these augmentation techniques actually
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provide using statistical tests across a number of datasets. It would also be
of interest to determine the most suitable parameters associated with these,
such as rotational angle, crop size and zoom factor across various datasets.
It is unclear why certain authors used certain techniques over another, for
example, why would horizontal flipping and zooming be chosen instead of
horizontal flipping and rotation? There is a lack of justification in most stud-
ies. Authors are encouraged to share insights when selecting particular tech-
niques over others (as well as their justifications about their choice of associ-
ated parameters) and to provide details regarding which software was used
as it was noticed that this was often omitted.
A.6.4 Hardware and Programming
It is known that training deep learning models is a time-consuming task es-
pecially when the number of trainable parameters is large and there is a lot of
training data. It was noticed that there are some authors which have trained
their models on CPUs. Ideally a GPU should be used as this will result in
faster training times and large models can be trained; one drawback is that
GPUs are expensive. The most commonly reported GPU was the Titan X. To
overcome the need of training a model from scratch authors can use transfer
learning and fine tune a smaller set of weights – this is discussed in the fol-
lowing subsection. It was noticed that some authors are using online services
such as Amazon AWS to train their models, this can be beneficial as opposed
to purchasing expensive hardware.
Authors are encouraged to report on their choice of deep learning frame-
work as it was observed that a large number of studies omitted such details.
The most commonly used framework was Caffe. To the best of our knowl-
edge we have not found any recent academic article which benchmarked
frameworks, but we have observed that there are blog posts and other on-
line documentation of such benchmarks. Authors are encouraged to report
on the number of trainable parameters in their CNNs as well as to report on
the training and testing times. Reporting on test times can be of value espe-
cially when executing (and benchmarking) CNNs for FER on robots (such as
in [13]) or mobile devices with more limited hardware. Real time execution
of CNNs for FER is still a challenge to address [299] and few studies attempt
to deal with this.
Appendix A. Additional Material on FER and CNNs 193
A.6.5 Ensembles
Studies that implement ensemble methods should clearly report on the over-
all structure of their approach and describe in detail how the fusion of the
individual members of the ensemble take place. Researchers should focus
efforts on an analysis of the effect of the ensemble size and attempt to de-
velop a method to optimise the best ensemble size. One way to achieve this
could be to implement a similarity index between networks in the ensem-
ble to remove redundant members. For example, there is little use in having
two or more members which output similar predictions across the datasets.
It might be of interest to develop a similarity index amongst network archi-
tectures to optimise diversity between the networks and the effect that such
optimisation would have in increasing the overall ensemble. Furthermore,
it would be of interest to implement a boosting type of ensemble whereby
examples in the dataset that are correctly classifies by many members of the
ensemble receive a smaller weight, and examples which are incorrectly clas-
sified by the members receive a higher weight. Authors either implement
a fusion of the individual predictions or add a concatenation layer to com-
bine multiple CNNs. It would be useful to examine these two approaches in
greater detail and to conduct a thorough comparison to set the standard for
future research. Given that ensembles outperform single CNNs it is recom-
mended that future research attempts to incorporate an ensemble instead of
focusing on single CNN methods. Any such comparisons or future investiga-
tions should be conducted across multiple datasets – on average researchers
concluded their findings on a single dataset and it is thus recommended that
a larger number of datasets is used, especially “in the wild” datasets.
A.6.6 Transfer learning
From the studies surveyed it was clear that applying transfer learning
improved the classification accuracy as opposed to training from scratch.
AlexNet was used the most frequently and it is thus recommended using
that architecture and weights as a starting point. Authors should report in
detail how transfer learning was used in their study. Studies should mention
which architecture was used and if the weights were loaded. Details should
be provided about which layers are frozen, which are fine-tuned and which
are randomly initialised (and how random initialisation is conducted). The
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datasets which were used for pre-training and fine-tuning should be men-
tioned. Any changes which are made to loaded architectures should be men-
tioned. Pre-training on a face identification dataset and fine-tuning on a FER
dataset will yield good results as opposed to training all the weights from
scratch. In section 7.3, a large list of datasets which could be of benefit in
order to pre-train a CNN is presented. This also helps to save time and is rec-
ommended for authors that have limited hardware. It would be of interest to
investigate the effect of freezing various layers in the network and to deter-
mine its effect on the results. It would also be of interest to load an existing
dataset and to develop an optimisation algorithm which can determine the
optimal architecture given the frozen layers. Furthermore, it would be useful
to determine for a given frozen CNN architecture, what is the best classifier
to be used along with the features extracted from the CNN, i.e. extracting fea-
tures from a CNN and using these features as input to various optimisation
algorithms. [215] address this, however it would be useful to further explore
this across various algorithms (SVMs and random forests were investigated)
and FER datasets.
A.6.7 Architecture and hyper-parameter selection
There were a number of studies that used existing CNN architectures as op-
posed to implementing their own from scratch. In most cases the authors do
not justify their choice. Thus, it is recommended that authors provide some
rationale for their selection, for instance if certain preliminary experiments
were conducted to rule out the possibility of using another model. Simply
using a model without comparing the possibility of using another implies
that the results reported may not be the most optimal results which could
have been obtained had another architecture been used. It was observed that
AlexNet was used the most often, this was followed by VGG-16 and VGG-
Face. Given that authors frequently used these architectures, it would be
of interest to compare these across multiple datasets to determine which of
the three is the most optimal architecture and establish the best of the three
as a benchmark for future research. This comparison could also include an
experiment on how long it takes to process an image and the hardware re-
quirements required to run the model. This will help in determining the
feasibility of implementing such models on external devices such as robots
or smart TVs. [13] used depth-wise separable convolutional layers as men-
tioned in section 7.5. It would be interesting to further evaluate this approach
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on multiple FER datasets since the goal was to reduce the number of trainable
network weights.
From the studies surveyed, the average CNN architecture consisted of
3 convolutional layers with 42 filters (in the first layer) of size 5x5, 3 pool-
ing layers along with 2 fully connected layers. This can serve as a starting
point for future research, however, it is recommended that the architecture
undergoes a thorough optimisation. It was found that in a lot of studies a
significant amount of information was omitted in terms of the network archi-
tecture. Authors are encouraged to provide the number of trainable neural
network parameters to facilitate comparisons with future work in terms of
the efficiency of the models.
In terms of the choice of activation functions for the convolutional and
fully connected layers, the ReLU function was used the most frequently since
it overcomes the vanishing gradient problem and trains fast. Authors are
thus recommended to use this function in future works in their initial inves-
tigations. There have been studies which propose new activation functions
so as to improve the overall performance of deep learning architectures and
authors are encouraged to keep up to date on these to boost the performance
of their CNNs, for example see [38] and [212]. Authors are encouraged to
report on all of the details regarding their choices of activation functions, a
number of studies omitted these details and reproducibility becomes chal-
lenging in these circumstances.
The experiments conducted in [100] provided useful insights on the ef-
fects of regularisation on the CK dataset. From the findings, it is recom-
mended to apply dropout after fully connected layers, BN after each layer
and max pooling dropout after each convolutional layer. It would be inter-
esting to further explore the findings achieved by the authors on a larger
number of datasets to generalise the findings.
Little work has been done in exploring useful CNN architectures for FER
across a wide variety of datasets. Authors often do not provide details as to
how they optimised their architectures and thus it is unclear as to whether
or not they actually did this. Those who have attempted to optimise their
architectures often did not explore a large number of different settings, and
provide little details on their methodology. It is possible that authors want
to omit performing such optimisations given the large computational effort
required in training a CNN from scratch. It would be valuable to further
study this by proposing an optimisation strategy across various datasets.
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Future work could then base their architectures on the results of such stud-
ies. One approach would be to use an optimisation algorithm to explore the
search space of possible architectures as was conducted in [64]. In addition
to architecture optimisation, hyper-parameter optimisation is an important
step when attempting to train CNNs to achieve high accuracies. It was ob-
served that authors do not provide a lot of details and that only a few hyper-
parameters were optimised.
In future work, authors are recommended to explore a wide variety of val-
ues across various datasets to determine the best combination of architecture
and hyper-parameters. It is also recommended that authors provide details
of any optimisation that they have used and which values were explored as
this will add value to the body of knowledge and help guide researchers.
There were no studies which conducted an in-depth investigation on the ef-
fect of weight initialisation in the context of FER datasets. For completeness,
it would be interesting to examine this in addition to the other considerations
previously discussed when implementing CNNs. Authors are encouraged to
report on the initialisation method that was used as a large number of stud-
ies have omitted such details, furthermore, all hyper-parameters should be
clearly stated (e.g. learning rate, batch size etc.).
In terms of the loss function and optimiser it is recommended that the
cross-entropy loss function and stochastic gradient descent are used as start-
ing points based on the literature surveyed. Once again many authors did
not provide these details to the reader. There was a lot of variance in terms
of the number of epochs used thus recommending an optimal value is chal-
lenging, and the same can be said for the batch size.
A.6.8 Validation and reporting
The accuracy metric was used the most frequently and can easily be com-
pared amongst existing and future research. Certain authors have made use
of additional measures but sufficient evidence that justifies the need for ex-
cluding accuracy was not found. Little rationale was provided when a dif-
ferent metric was used. Authors should be cautious when using a different
metric as consequently any comparisons to existing research is no longer fea-
sible. Authors are recommended to present a confusion matrix when report-
ing their results to provide an insight into which expressions were challeng-
ing to correctly classify as this can be used to further improve the proposed
methods. It was observed that the confusion matrices were not normalised in
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certain studies and this makes the interpretation of the results slightly chal-
lenging, it is thus recommended that the results are normalised so that in-
sightful information can rapidly be obtained at a glance.
To ensure that comparisons of future work are fair, authors should con-
sider validating their results using more commonly used approaches to those
used in literature. Holdout and 10-fold cross-validation were used the most
frequently and it would justify reporting results using one of those. It would
however, be more appropriate to report on multiple runs of holdout instead
of one so as to get a distribution of the performance of the method instead of
a single execution (which could obtain a good result by chance). Reporting
on 10-fold cross-validation would be more suitable than a single holdout run.
Often the CNN models and weights are not made publicly available and thus
reproducing and comparing results can be challenging. Authors should thus
conduct more than one experiment and should report on the number of runs
conducted. In addition, authors should report on the standard deviation of
their results when conducting multiple runs.
Reviewers should be more strict with comparisons. Comparisons with
existing studies should be conducted in a fair manner, i.e. authors should
compare similar validation methods together otherwise the comparison can
be misleading into thinking that a proposed method is better than it actu-
ally is. Additionally, when conducting cross-dataset comparisons the same
training and testing datasets should be compared – it was observed that this
was not always the case. It was observed that certain studies combined mul-
tiple datasets together, although this provides a larger number of training
instances and testing examples (which enables better statistical rigour), it si-
multaneously renders comparisons challenging because it is unclear on what
the test data actually is especially if the authors provide little detail on how
they constructed the splits.
Authors are encouraged to report results using cross-dataset experiments
so that the generalisation of the method across datasets can be determined.
Here it would be useful to report on as many datasets as possible and to
compare against other studies which have done the same. It would be of
particular interest to evaluate the performance on “in the wild” datasets as
opposed to only using laboratory posed datasets. Cross-dataset results in ex-
isting studies achieve weaker accuracy as opposed to training and testing on
the same dataset, but by reporting on cross-dataset results it can encourage
future research to place efforts to boost the performance in such experiments.
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Future studies should compare their findings to CNN methods and not com-
pare against non-CNN methods as it has been shown in numerous studies
that the traditional hand-crafted methods do not perform as well as CNNs
for FER. A large number of papers published in 2017 describe traditional
hand-crafted feature based methods for solving FER, it is thus encouraged
that future work no longer uses this as a rationale for proposing a CNN based
method. Authors are also encouraged to compare future results to the large
number of CNN studies published from 2017.
A.6.9 Fairness in reporting results
This section discusses the matter of fairness in validation as much work has
yet to be done in ensuring that future work reports results in a fair manner.
There has been a lot of variation in the way authors validation their findings
and few attempts have been made to set a benchmark standard. Lopes et al.
[152] describe that a fair comparison is one whereby the same subjects should
not be found in the training and testing sets. In their work they split the
images into 8 groups containing a number of subjects each, and that the same
subject is not found in more than one group. From all the studies reviewed,
it was found that their work contained the most emphasis on fairness. [295]
compare two experiments, one which allowed the data to contain the same
subjects (not the same images) in the training and testing sets, and the second
which ensured that the subjects used in training were not used for testing.
This was compared on the JAFFE and CK datasets using various classifiers
(non-CNN) and the findings reveal a weaker performance in the latter case.
It is important to note that the images in the CK dataset are images extracted
from a video sequence and consequently two images expressing any emotion
within a short time difference are almost identical.
The following experimental design is recommended such that future
work can be compared in a fair manner and to ensure a standard that enables
uniformity. The experiments are named as follows subject independent, subject
dependent, dataset independent and dataset dependent. In subject independent
experiments, authors can report their results by ensuring that subjects in the
training and testing sets are independent of each other. In subject dependent
experiments, authors can use the same subjects for training and testing but
should ensure that the same images are not used in both sets. These two ex-
periments should be conducted on a single dataset and can be repeated on
additional datasets – this is similar to the approach described by [295]. Since
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a great deal of CNN research has been applied to existing datasets and a vast
amount of experimental results exist, authors are encouraged to report on
cross-dataset experiments. This will test the generalisability in an even more
challenging environment than the subject independent test. In dataset in-
dependent experiments, authors should report their results by ensuring that
datasets in the training and testing sets are independent of each other. Finally,
in the dataset dependent experiments, authors can use the same datasets in
the training and testing phases but should ensure that the same images are
not used in both sets. These four experiments represent every combination
of results which were found in the literature and will ensure that future com-
parisons are fair to the extent that the same data is being compared.
Extracting images from a video sequence can result in multiple images
which are nearly identical especially if the frames are extracted at a small
time interval from each other. As discussed in section A.6.1, it would be
encouraged that “in the wild” datasets are created, however should there
be a need to create a dataset for particular subjects, then the time intervals
between which the images are obtained should be large so as to avoid the
issue previously described. The rationale here is that it is unlikely that, for
a particular expression, images obtained at large time intervals are nearly as
identical to images obtained at a small time interval difference (e.g. frames
extracted from a video sequence).
Authors of new datasets are encouraged to provide pre-defined splits, for
example training, validation and test sets and a k-fold cross-validation split
so that uniformity can be established when reporting on new datasets. This
ensures that authors do not split the data in various unconventional manners
which render comparisons complex.
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