Abstract-As a powerful tool, ontology has been widely applied in social science, medicine science and computer science. In computer networks, especially, ontology is used for search extension, thus boost the quality of information retrieval. Ontology concept similarity calculation is an essential problem in these applications. A new method to get similarity between vertices on ontology graph is by machine learning, and multi-dividing algorithm is suitable for ontology problem. It is usually get an ontology function which maps the vertices of ontology graph to real numbers. Such function is given by learning a training sample which contains a subset of vertices of ontology graph. In this paper, we study the properties of best ontology function for this method. Some results under different loss functions are given.
I. INTRODUCTION
In information retrieval, ontology has been used to compute semantic similarity (see [1] ) and search extensions for concepts. Every vertex on an ontology graph represents a concept; a user searches for a concept A, will return similarities concepts of A as search extensions. Let G be a graph corresponding to ontology O, the goal of ontology similarity measure is to approach a similarity function which maps each pair of vertices to a real number. Choose the parameter M ∈ + , the concepts A and B have high similarity if Sim(A,B)>M. Choose the parameter M∈ + , let A,B be two concepts on ontology and Sim(A,B)>M, then return B as retrieval expand when search concept A. Therefore, the quality of similarity functions plays an important role in such applications. Moreover, ontology is also used in image retrieval (see [2] [3] [4] [5] ) in networks. Some effective methods for ontology similarity measure can be found in [6] [7] [8] [9] [10] [11] . Gao [12] explore the learning theory approach for ontology similarity computation in a setting when the ontology graph is a tree. It forms k branches in the tree and any two vertices belong to different branches have no edge between them. The concepts in the same branch of the tree should have higher similarity, compared with concepts in different branches. Using the multi-dividing algorithm in which the k parts correspond to the k classes of vertices of k rates. The rate values of all classes are decided by experts. Then, a vertex in a rate a have large value than any vertex in rate b (where 1 ≤ a< b ≤ k) under ontology function f.
At last, the similarity between two vertices is judge by the difference between two real numbers which they corresponding. Thus the multi-dividing algorithm is reasonable to learn a similarity function for an ontology graph with a tree structure. Example 1. As Fig. 1 , the graph of "University" ontology has three branches: Courses, Student, and Academic Staff. Thus, k=3, vertices in this ontology graph can be divided into three rates, a vertex in Courses, Student, and Academic Staff has rate 1, 2, and 3, respectively. 
The loss is invariant under any order-preserving transformation of f. For each pair of a x and a x', the ontology 0-1 loss of f is defined as
where I π =0 if π is true; otherwise, I π =1.
In this paper, we study the characteristics of ontology function. We show that the best ontology functions for this algorithm under convex loss produce the same ordering as the likelihood ratio of the different rates over the instance space. We specify the optimal ontology function explicitly in relation to the underlying probability distribution for a certain class of loss functions including the exponential loss and the hinge loss.
II OPTIMAL ONTOLOGY FUNCTION
Let g i be the probability distribution function X for i'th rate, where 1 ≤ i ≤ k. For simplicity, we further assume that 0 < g i (x) <1 for each i and x∈X. Technically, this assumption can be relaxed to include 0 or 1 without changing the results, but some additional consideration would be necessary.
The following theorem shows that the optimal ontology function for multi-dividing ontology is any order-preserving function of the likelihood ratio * 0
. For notational convenience, let
denote the ontology error rate of f under the multi-dividing ontology loss, where X a and X b are, respectively, a instance randomly drawn from the distributions with g a and g b .
Theorem 1. For any ontology function
(ii) X is discrete. We consider the following partition of X ×X, which depends on f and * 0 f (for fixed a and b):
That is, X×X = 
By switching x a and x b , we can show that f .
III ONTOLOGY WITH CONVEX LOSS
In many applications, researchers usually use a convex surrogate loss instead of 0-1 loss for computational advantages of convex optimization. So, the goal of this section is identifying the form of the minimizers of convex ontology risks and examining the properties of the optimal ontology functions. Consider non-increasing, non-negative convex loss functions l:
) as a loss for a ontology function f and a pair of instance x a and x b .
Let 
A． Special case
Theorem 2 show some special conditions on the loss function under which the theoretically best ontology function can be specified explicitly. Theorem 2. Suppose that l is differentiable, l'(s) < 0 for all s∈ , and l'(-s)/l'(s) = exp(s/ α ) for some positive constant α . Then the best ontology function under the loss l is of the form
where β is an arbitrary constant.
Proof. For fixed a, b, and (X
and 0 otherwise. So,
To find the minimizer of R l (f), we only need to find f such
we minimizing
with respect to s. By l is differentiable, the above expression is minimized when
increasing since l is convex and l' < 0. Let v 0 be the point which satisfies
, taking v b = v 0 , and solving for
Since the proper of f* through G meets that G
. We get G -1 (t)= α log(t) for some α . By G is increasing, α is positive, and thus G(s) = exp(s/ α ), which is assumed in the theorem. According to G(s) = exp(s/ α ), we obtain
B． General case
We consider convex loss criteria to deal with a general loss l beyond those covered by Theorem 2. Theorem 3 states the general relation between the likelihood ratio 
(ii) If l' is one-to-one, then for almost every (x, z) ∈X × X,
Proof. Recall that
, where δ is a real number. By l is convex, s( δ ) is a convex. Since f* minimizes the risk, we get
In terms of the equation above holds for any h and f is arbitrary, we get
and for almost every x∈X,
For z satisfying (1), we obtain ( '( *( ) *( ')) ( ') ' 0. -f*(z))<0 for almost all x' given z, which means the integral on the right hand side strictly negative. Now, we consider a pair of x and z satisfying (1).
(i) Suppose that
The fact that 
The strict inequality holds from l' is one-to-one. Again leading to contradiction since both bounds are 0. Similarly, assuming f*(z) <f*(x) yields the same contradiction. So, f*(x) = f*(z). Similar results can be prove for discrete X. Obviously, the subdifferential is a non-empty closed interval. As an example, the subdifferential of hinge loss l(s) = (1-s) + at s=1 is [-1, 0]. The derivative for a convex function l may not be defined at some points, but a subderivative is always defined though it may not be unique. At differentiable points of function, the subderivative is uniquely determined. The function is globally minimized at s 0 iff zero is contained in the subdifferential at s 0 .
C． Support vector ontology
In this section, we get general properties of optimal ontology functions under the hinge loss. W.l.o.g., we assume that the risk minimizer f* is unique (up to an additive constant). Theorem 4. For discrete space X, let
Suppose that f* is unique up to an additive constant. Then for every (x, z) ∈X × X,
Proof. Let X = 
For given ontology function f, let s i = * 1
We can represent f as Suppose s be any point outside the ball around s* with radius δ , and s= s* + l · u for a unit vector u with l > δ .
According to convexity of R n , we have More specific results of optimal ontology under the hinge loss show as follows. s ; otherwise, let B j be block which contains I, choose t i ∈ {0, 1} such that (clearly, such a choice of t i is always available) for every pair of (p, p')
, using mathematical induction, we prove that t i for each i∈ C j can be set to 
D．Integer-valued ontology functions
By Theorem 5, we only to consider integer-valued functions for finding f* under the hinge loss. Let K be the (
To check the value of steps (K-1) on the minimal ontology risk or the usefulness of the number of distinct values K, let 
IV CONCLUTION
In this paper, we show that the best ontology functions under convex loss criteria produce the same ordering as the likelihood ratio of the different rates over the instance space. For a certain class of loss functions including the exponential loss and the hinge loss, we specify the optimal ontology function explicitly in relation to the underlying probability distribution.
