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Abstract
Place cells in the mammalian hippocampus signal self-location with sparse spatially stable
firing fields. Based on observation of place cell activity it is possible to accurately decode an
animal’s location. The precision of this decoding sets a lower bound for the amount of infor-
mation that the hippocampal population conveys about the location of the animal. In this
work we use a novel recurrent neural network (RNN) decoder to infer the location of freely
moving rats from single unit hippocampal recordings. RNNs are biologically plausible mod-
els of neural circuits that learn to incorporate relevant temporal context without the need to
make complicated assumptions about the use of prior information to predict the current
state. When decoding animal position from spike counts in 1D and 2D-environments, we
show that the RNN consistently outperforms a standard Bayesian approach with either flat
priors or with memory. In addition, we also conducted a set of sensitivity analysis on the
RNN decoder to determine which neurons and sections of firing fields were the most influen-
tial. We found that the application of RNNs to neural data allowed flexible integration of tem-
poral context, yielding improved accuracy relative to the more commonly used Bayesian
approaches and opens new avenues for exploration of the neural code.
Author summary
Being able to accurately self-localize is critical for most motile organisms. In mammals,
place cells in the hippocampus appear to be a central component of the brain network
responsible for this ability. In this work we recorded the activity of a population of hippo-
campal neurons from freely moving rodents and carried out neural decoding to determine
the animals’ locations. We found that a machine learning approach using recurrent neural
networks (RNNs) allowed us to predict the rodents’ true positions more accurately than a
standard Bayesian method with flat priors (i.e. maximum likelihood estimator, MLE) as
well as a Bayesian approach with memory (i.e. with priors informed by past activity). The
RNNs are able to take into account past neural activity without making assumptions
about the statistics of neuronal firing. Further, by analyzing the representations learned by
the network we were able to determine which neurons, and which aspects of their activity,
contributed most strongly to the accurate decoding.
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Place cells, pyramidal neurons found in CA1 and CA3 of the mammalian hippocampus [1–4],
exhibit spatially constrained receptive fields, referred to as place fields. In general, the activity
of place cells is considered to be stable [5, 6]; place fields are typically robust to the removal of
specific environmental cues [7, 8], persist between visits to a location [9], and in the open field
do not strongly depend upon an animal’s behaviour [2, 5]. Upon exposure to a novel enclosure
the firing correlates of place cells rapidly ‘remap’; place fields change their firing rate and rela-
tive position, forming a distinct representation for the new space [10–12]. For these reasons
place cells are widely held to provide the neural basis of self-location, signalling the position of
an animal relative to its environment and thus being a necessary element for the control of spa-
tial behaviours, such as navigation, and the retention of spatial memories [2]. Unsurprisingly
then, given information about the activity of a population of place cells, it is possible to decode
the location of an animal with a relatively high degree of accuracy [13, 14].
However, although place cell activity is strongly modulated by self-location this relationship
is non-trivial and not exclusive. For example, during rest and brief pauses, but also during
motion, the place code can decouple from an animal’s current location and recapitulate trajec-
tories through the enclosure [15]; ‘replaying’ previous experience [16] or, perhaps, foreshad-
owing future actions [17]. Similarly, when animals run on linear runways or perform
constrained navigational tasks, such as T-maze alternation, place cell activity becomes strongly
modulated by behaviour, disambiguating direction of travel [18], prospective and retrospective
trajectories [19, 20], and the degree of engagement with a task [21]. Furthermore, although
place fields are repeatable they are not static. Even though remapping occurs rapidly in a novel
environment, the newly formed firing fields continue to be refined during subsequent experi-
ence, a process that appears to persist for several hours [10, 13, 22, 23]. Even in familiar envi-
ronments, that animals have visited many times, the spatial activity of place cells is known to
exhibit incremental changes that can result in the generation of distinct spatial codes [23–26],
which might be important for encoding goal locations [27] or other non-spatial variables [28].
As such, although hippocampal activity provides considerable information about an animal’s
self-location the representation is dynamic: accumulating changes and sometimes encoding
other variables both spatial and non-spatial.
A common approach used to interrogate neural representations, such as that of place cells,
is decoding; the accuracy with which a variable, such as self-location, can be decoded from the
brain, places a useful lower limit on the amount of information present [13, 14]. In the case of
place cells, decoding methodologies typically apply a Bayesian framework to calculate a proba-
bility distribution over the the animal’s position, given the observed neural data [14, 16, 29].
Decoding to a specific location is then accomplished via a maximum likelihood estimator
applied to the probability distribution. However, the accuracy of Bayesian methods depends
on accurate information about the expected activity of neurons. For place cells, activity
recorded over the course of tens of minutes is typically used to estimate the firing rate of each
cell at different points in the animal’s enclosure, with instantaneous rates assumed to exhibit
Poisson dynamics. However, for the reasons outlined above, it is not clear that hippocampal
activity can be modelled in this way. Indeed, the variability of place cell firing rates is known to
greatly exceed that expected from a Poisson process [30]. As such, it is likely that Bayesian
methods, as currently applied, do not provide an accurate reflection of the accuracy with
which the hippocampus encodes self-location.
To better understand these constraints, we trained a deep recurrent neural network (RNN)
[31–33] to decode rodent location from the firing rates of CA1 neurons. At each time step the
network was presented with a vector corresponding to the spike counts of hippocampal cells
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within a given time window. After accumulating information for 100 time-steps the network
was required to predict the animal’s location—supervision being provided in the form of the
animal’s true location. We found that decoding with the trained RNN was consistently more
accurate than a standard Bayesian approach [14, 29] with flat priors (essentially a MLE) as well
as a Bayesian decoder with priors informed by the animals’ historic activity [14, 16]. This dem-
onstrates that RNNs are able to capture the relationship between a temporal sequence of neural
activity and an encoded variable without the necessity of explicit assumptions about the under-
lying noise model or complicated hand-coded priors. Further, inspection of the trained net-
work allowed us to identify both the relative importance of individual neurons for accurate
decoding and the locations at which they were most informative. Thus, not only does the accu-
racy of the RNN set a new limit for the amount of information about self-location encoded by
place cells but more generally this work suggests that RNNs provide a useful approach for neu-
ral decoding and provide a means to explore the neural code.
Results
In the following Results section we summarize the decoding performance with three decoders.
The simple Bayesian decoder uses spike counts from a single time window centered around the
location measurement. It combines the likelihood of these spike counts occurring in different
locations with a flat prior to make a decision, meaning it is essentially a maximum likelihood
estimator (MLE). The Bayesian with memory[14] employs a prior informed from self-location
and movement speeds decoded from previous time steps (memory) as well as knowledge
about the locations the animal most often visits, and combines it with the likelihood calculated
based on the spike counts in the current time window.
The third decoder, recurrent neural network (RNN), is a machine learning algorithm that
learns from examples via gradient descent [31]. In particular, by providing the network with a
sequence of spike count vectors from 100 consecutive time windows and the location at the
center of the last window, the algorithm learns to predict the latter from the former. As the net-
work has access to neural activity from many preceding time windows, it learns to use this as
contextual information to improve decoding accuracy. Learning is achieved by incrementally
modifying the connection strengths in the network in order to minimize the mean squared
error loss. The direction of change can be found by calculating the gradient of the loss with
respect to each parameter.
In this work we used a type of recurrent neural network called long-short term memory
(LSTM, [34]). All reported results are obtained with a network consisting of two 512-unit
LSTM layers followed by a linear output layer (2 values, one for each coordinate). For more
detailed description of the network, its inputs and training parameters see the Methods section
and the code in GitHub.
High accuracy decoding of self-location in 2D environments
To test the RNN’s ability to decode rodent location based on hippocampal activity we first
characterized the decoding error for a single animal foraging in a 2D arena (1m x 1m square).
Single unit recordings were made using tetrodes from region CA1 of five rats. In all animals
less than 10% of the recorded neurons were interneurons, characterized by narrow waveforms
and high firing rates. Rat R2192 yielded the greatest number of simultaneously recorded hip-
pocampal neurons (n = 63). Since the number of recorded neurons is expected to correlate
with decoding accuracy, we first focused on this particular animal.
Neural data was processed to extract action potentials and these were assigned to individual
neurons using the amplitude difference between tetrode channels [35] (see Methods). The
Efficient neural decoding of self-location with a deep recurrent network
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006822 February 15, 2019 3 / 22
input features for the RNN-decoder then consisted of spike counts for each neuron within a
set of time windows. The length of time windows was parametrically varied between 200 ms
and 4000 ms in 200 ms increments. Each consecutive window started 200 ms later than previ-
ous one (this means 0% overlap for 200 ms windows, 50% overlap for 400 ms windows, 80%
overlap for 1000 ms windows, etc. See “Feature extraction” in Methods). The network was pre-
sented with spike counts from 100 windows before being asked to predict the animal’s location
at the center of the latest window.
As the RNN training process is stochastic, 10-fold cross validation (CV) procedure was run
multiple times for each window size. For each of these runs we trained 10 models (for each
fold of CV) and extracted the mean and median results across the folds. Black dots on Fig 1
correspond to these different realizations of the 10-fold CV procedure (notice multiple dots
per window size). 10-fold cross validation was also applied to the Bayesian decoders.
For both the mean (Fig 1a) and median (Fig 1b) of the validation errors, the error curve
was convex with lowest errors obtained at intermediate values. Best median decoding accuracy
was achieved with time window of 1200 ms (median error = 10.18±0.23 cm). Best mean decod-
ing was achieved for a time window of 1400 ms (mean error = 12.50±0.39) cm). Using longer
or shorter time windows lead to higher errors—likely because spike counts from shorter win-
dows are increasingly noisy, while the animal’s CA1 activity is less specific to a particular loca-
tion for longer windows. For all time windows, the accuracy of the RNN considerably
exceeded that of both the simple Bayesian decoder (dashed red line) and the Bayesian decoder
with memory (solid red line). The lowest median decoding error achieved with the simple
Bayesian decoder was 12.00 cm (17.9% higher than for the RNN; this accuracy was obtained
with multiple different window sizes), lowest mean error was 15.83 cm with a 2800 ms win-
dow. The Bayesian decoder with priors informed by the animal’s historic activity was more
accurate than the naive Bayes approach but was still considerably less accurate than the RNN
(lowest mean decoding error was 15.46 cm with 2000 ms windows, and lowest median 11.31
cm with 1400ms windows).
The RNN has the ability to flexibly use information from all 100 input vectors and thus inte-
grates contextual information over time. This results in lower mean and median errors as com-
pared to the two baseline Bayesian approaches. The naive Bayesian method with flat priors
does not have access to information about past activity, resulting in lowest accuracy. Equally,
the Bayesian decoder with memory incorporates past activity to form an informed prior, but
does this in a predefined manner, being less flexible than the RNN. Notice also that the RNN
Fig 1. Accurate decoding of position with a RNN. Location decoding errors based on CA1 neural data recorded from 1m square open field environment
as a function of time window size. (a) shows mean error and (b) median error. Blue lines represent errors from the RNN decoder and red lines from
Bayesian approaches. Results for the RNN approach are averaged over different independent realizations of the training algorithm. Black dots depict the
mean/median error of each individual model. Results shown are for animal R2192.
https://doi.org/10.1371/journal.pcbi.1006822.g001
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approach achieves its best results for shorter time windows than the Bayesian approaches (see
also Table 1 for optimal window size results from other animals). We hypothesize that the
RNN’s efficient use of contextual information helps it to overcome the stochastic noise in the
spike counting obtained for shorter time windows.
Beyond the global descriptors of mean and median error, we also inspected the distribution
of decoding error sizes (Fig 2a).
The RNN error distribution followed a unimodal curve with most predictions deviating
from the rat’s true position by 6-8 cm and few errors were larger than 35 cm (1.7% of
errors > 35 cm, see Fig 2a). The Bayesian classifiers achieve more very low (<2 cm) errors, but
also an abundance of very large (>50 cm) errors (�8% of errors > 35 cm,�2.7%> 50 cm; for
both Bayesian classifiers).
In many cases single unit recordings yield fewer than the 63 neurons identified from
R2192. We hypothesised that the RNN’s ability to use contextual information would be
increasingly important in scenarios where neural data was more scarce. To test this prediction
we randomly downsampled the dataset available from R2192, repeating the training and
decoding procedure for populations of neurons varying in size from 5 to 55 in increments of 5.
As expected we saw that decoding accuracy reduced as the size of the dataset reduced. How-
ever the RNN was considerably more robust to small sample sizes, decoding with an error of
30.9 cm with only 5 neurons vs. 46.0 cm error for the Bayesian decoder (Fig 2b).
Population-level results in 2D and 1D environments
In total we analyzed recordings from five animals as they foraged in a 2D open field environ-
ment (1m x 1m square). For each of these 5 datasets, we determined the best performing time
window size (similarly to Fig 1) for the RNN architecture (composed of 2-layers of 512 LSTM
units), simple Bayesian decoder (MLE), and Bayesian decoder with memory. The optimal time
window sizes for the five 2D foraging datasets are given in top half of Table 1 along with the
length of the recording and the number of identified neurons.
In the 2D decoding task, for different animals, the mean error (mean across cross validation
folds) ranged between 12.5-16.3 cm and median between 10.3-13.1 cm (Fig 3a and 3b). Inter-
estingly, despite some recordings yielding as few as 26 or 33 cells, the decoding accuracy using
RNNs is roughly similar. In all cases the mean and median decoding results from the RNN
decoder outperformed both the standard Bayesian approach and Bayesian with memory.
We also performed decoding on 1D datasets recorded while the same 5 animals shuttled
back and forwards on a 600 cm long Z-shaped track for reward placed at the corners and ends
(Table 1) [36]. As before we applied RNN and Bayesian decoders to 10-fold cross validated
Table 1. Datasets for 2D and 1D decoding tasks. Number of data points, number of recorded neurons, and the optimal time window for the three decoders for each of
the 5 analyzed animals and for both decoding tasks.
Task Rat ID Length of recording Neurons recorded Optimal window for RNN Optimal window for simple Bayes Optimal window for Bayes with memory
2D R2192 1081 s 63 1400 ms 2800 ms 2000 ms
R2198 1281 s 33 2000 ms 1800 ms 2000 ms
R2336 1234 s 48 1800 ms 2800 ms 2800 ms
R2337 1456 s 43 1800 ms 2800 ms 2600 ms
R2217 1500 s 26 1600 ms 3400 ms 3400 ms
1D R2192 1394 s 72 1400 ms 2800 ms 2200 ms
R2198 1934 s 49 2200 ms 3400 ms 1800 ms
R2336 1900 s 71 1400 ms 4400 ms 3600 ms
R2337 2778 s 71 1600 ms 2000 ms 400 ms
R2217 1595 s 40 1400 ms 5400 ms 3800 ms
https://doi.org/10.1371/journal.pcbi.1006822.t001
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data, selecting in each case the optimal time window size (Table 1). The RNN decoder greatly
outperformed the two Bayesian decoders in all 5 data sets when comparing mean errors (Fig
3c). In the 2D task the largest possible error was 141.7 cm (if the predicted location is in the
corner diagonally opposite to the true location), whereas in 1D task it is 600 cm (if the opposite
end of the track is predicted). In the 1D task a small number of extremely large errors will
inflate the mean error, whereas the median will be less affected (Fig 3c and 3d). Examining the
median errors we found that RNN outperformed the Bayesian decoders in all cases. However
for four of the five animals the difference in error was relatively small (Fig 3d). For the fifth rat
with the fewest recorded cells (R2117, n = 40), the RNN clearly outperformed the Bayesian
approaches, having a median decoding error that was almost half that of what the two types of
Bayesian decoders achieved.
Analysis of results obtained with RNN-decoder
Next to understand how behavioural and neural variability influenced decoding accuracy we
focused on the results obtained from rat R2192 in the 1m square—the animal with the greatest
number of neurons and the lowest decoding error.
Fig 2. Comparison of RNN and Bayesian decoders. (a) Histogram of error sizes, generated in each case with the best performing time window (1400 ms for
RNN, 2800 ms for flat Bayesian and 2000ms for Bayesian with memory). Both types of Bayesian decoders make more very large errors (0.02% vs 2.7% of
errors> 50 cm). Errors are grouped into 2 cm bins, the last bin shows all errors above 50 cm. (b-c) Downsampling analysis demonstrates the RNN decoder is
more robust to small dataset sizes. Data from R2192 was downsampled and all three decoders were trained with a random subset of the available neurons. For
each sample size, 10 random sets of neurons were selected and independent models trained as before using 10-fold cross validation. Dots represents (b) mean
and (c) median error for each downsampled dataset. Lines indicate the (b) mean of means and (c) mean of medians over sets of the same size.
https://doi.org/10.1371/journal.pcbi.1006822.g002
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First we examined the decoding error as a function of the rat’s location. It is important to
note that the animals’ behaviour is non-uniform—the rats visit some parts of the arena more
often than others (see Fig 4a). Since more training data is available for frequently visited
regions it is expected that any decoding approach would be most accurate in those locations.
The spatial distribution of decoding error for R2192 seems to confirm this conjecture—well
sampled bins in the center of the enclosure and portions of its borders are more accurately
decoded (Fig 4b). To confirm this, we calculated the correlation between the decoding error
and the number of training data points located within 10 cm radius of the predicted data
point, finding a significant negative correlation (Spearman’s Rank Order, r = −0.16, pval�
0.001, dof = 4412).
Fig 3. Spatial decoding across animals in 2D and 1D environments. (a-b) Decoding results in a 1m square environment. The RNN consistently outperforms
the two Bayesian approaches in all 5 data sets. Mean and median errors across cross validation folds, respectively. (c-d) Decoding errors from a 600 cm long Z-
shaped track. RNN consistently yields lower decoding errors than the Bayesian approaches, the difference is more marked when mean (c) as oppose to median
(d) errors are considered.
https://doi.org/10.1371/journal.pcbi.1006822.g003
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Another important factor influencing the decoding accuracy is the distribution of neural
activity across the 2D enclosure. In particular, place fields of the recorded hippocampal cells
do not cover the enclosure uniformly. Clearly it would be difficult for the algorithm to differ-
entiate between locations where no cell is active. As such, it is likely that areas where more neu-
rons are activated are decoded with higher precision. Our results confirm that the sum of spike
counts across neurons at a given location is strongly anti-correlated with the prediction error
made at that location (Fig 4c, Spearman’s Rank Order, r = −0.31, pval� 0.001, dof = 4412).
We also inspected the x and y components of the decoding error separately. Previous work
suggests that, in the case of grid cells, contact with an environmental boundary results in a
reduction of error in the representation of self-location perpendicular to that wall [37]. Such a
relationship would be expected if boundaries function as an elongated spatial cue, used by ani-
mals to update their representation of self-location relative to its surface. Accordingly, we
found that for RNN decoding based on CA1 neurons, the decoding accuracy orthogonal to
Fig 4. Analysis of the errors in function of location and neural activity for rat R2192. (a) The trajectory of the rat during the entire
trial. Not all parts of the arena are visited with equal frequently. (b) The average size of errors made in different regions of space. Color of
each hexagon depicts the average euclidean error of data points falling into the hexagon. More frequently visited areas (as seen from (a))
tend to have lower mean error. (c) Sum neural activity in different regions of space. For each data point we sum the spike counts of all 63
neurons in a 1400 ms period centered around the moment the location was recorded. The color of the hexagon corresponds to the
average over all data points falling into the hexagon. Areas where sum neural activity is high have lower prediction error. (d) Prediction
error of a coordinate decreases if the animal is closer to the wall perpendicular to that coordinate.
https://doi.org/10.1371/journal.pcbi.1006822.g004
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environmental boundaries increased with proximity to that boundary (Fig 4d, Spearman’s
Rank Order between error and distance to wall in the region up to 25cm from the wall,
r = 0.31, p� 0.001, dof = 3968). The result also held for x (r = 0.35, p� 0.001, dof = 2101) and
y (r = 0.25, p� 0.001, dof = 1855) coordinates separately. Conversely, decoding error parallel
to the boundary was not modulated by proximity.
Furthermore, an additional factor that seemed to influence prediction accuracy was the ani-
mal’s motion speed. Predictions were more reliable when the rat was moving as opposed to
stationary. The mean prediction error for speeds below 0.5 cm/s being 16.5 cm, higher than
the 12.1 cm average error for all speeds above 0.5 cm/s (two-sided Welch’s t-test, t = 10.62,
p� 0.001, median errors 8.68 cm and 7.74 cm accordingly). It seems plausible that the lower
prediction accuracy during stationary periods might be due to place cells preferentially replay-
ing non-local trajectories during these periods [38]. A second interesting observation is that
the prediction error does not increase at higher speeds (two-sided Welch’s t-test between
errors in data points where speed is in range from 0.5 cm/s to 10.5cm/s and errors in data
points with speed above 10.5cm/s, t = 0.31, p = 0.76).
Sensitivity analysis
The accuracy of any neural decoder represents a useful lower bound on the information about
the decoded state contained by the recorded neurons. Thus, a biologically relevant question is
how such information is distributed among the neurons, across space and time. In short we
asked which features of the neuronal activity are the most informative at predicting the ani-
mal’s position. To this end we conducted two different types of sensitivity analyses to measure
robustness to different types of perturbations. For a visualization of the representations learned
by the RNN, see the dimensionality reduction analysis (using t-SNE) in S1 Text, S2 and S3
Figs.
Knockout approach. A simple way to estimate the relevance of a specific input in a pre-
dictive model is to remove it (to knock out) and observe how the prediction accuracy changes.
If the input is removed before training, the model can learn to compensate for the missing
information—knockout with retraining. However, if the input is removed after training—
knockout without retraining—the model cannot adapt or compensate.
Here we used knockout without retraining. The RNN was applied, as before, to predict
locations based on a validation dataset in which the activity of a single neuron was set to zero.
The knock-out procedure was repeated for each input neuron separately and mean prediction
error calculated. Thus we were able to rank neurons by sensitivity—the greater the error
increase due to the knocking-out the more crucial the neuron was for the model.
The most influential neuron (neuron #55) was visually identified as an inhibitory neuron
based on the lack of clear firing fields and high firing rate (Fig 5). In someways it is surprising
that this neuron was identified as having the greatest influence on the model—prior work sug-
gests that inhibitory cells do not provide much information about self-location. However, the
model’s sensitivity to this neuron is likely due to its high firing rate. Neuron #55 had a firing
rate 4 times higher than any other neuron, meaning its removal eliminates the largest number
of spikes from the analysis. The other 4 most influential neurons appear to be typical pyrami-
dal place cells characterized by clear place fields [2]. The knocking out of these top neurons
induced a sizable decrease (> 1cm) in the prediction accuracy.
For more than half of the neurons knocking them out decreased the prediction accuracy
only slightly (less than the standard deviation of accuracy, calculated over 10 realizations of the
complete model). Among those less influential neurons we found both putative inhibitory
interneurons and pyramidal cells with no clear place fields and a lower than average firing
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rate. For example, the rate map of the least influential neuron, was characterized by a low firing
rate #9 (Fig 5f). As suggested by the most and least influential neurons, importance according
to knock-out analysis correlated strongly with firing rate (Spearman’s Rank Order, r = 0.50,
pval< 0.001, dof = 61).
Gradients with respect to input. A different way to investigate which neurons most
strongly influence decoding accuracy is a gradient analysis. In this analysis we calculate the
derivatives of the loss function (mean squared prediction error) of the RNN with respect to the
inputs (spike counts of neurons) at different time points. By definition these derivatives show
how much a small change in a spike count influences the error. This type of sensitivity analysis
is quite different from the knock out analysis—knockout sensitivity measures the impact of
silencing a neuron, gradient sensitivity measures the impact of a neurons activity deviating
from the expected value.
For each predicted location we asked how sensitive the model was to each of the input spike
counts. Since our RNN input is a set of 100 spike count vectors (length of time series), each of
length 63 (number of neurons), this amounts to 63x100 gradients per sample. Considering
that the whole data set contains around 4400 samples we obtain a 4400x63x100 cubic array of
gradient values. To reveal different aspects of the sensitivity of the model, we can average this
Fig 5. Results of knockout analysis. The firing rate maps of the most (a-e) and least (f) influential neurons according to the knockout analysis. Colour bar to
the right of each plot indicates the firing rate in Hz. With the complete dataset the mean error was 12.50±0.28 cm. When knocking out neurons 55, 26, 41, 17,
23 (the five most influential) and 9 (the least influential), the mean error increased to 14.72 cm, 13.80 cm, 13.66 cm, 13.50 cm, 13.49 cm and 12.58 cm
respectively.
https://doi.org/10.1371/journal.pcbi.1006822.g005
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array of gradients across three dimensions—samples, neurons, or position in the input
sequence.
Averaging gradients across all samples and all time windows provided one average gradient
value per neuron. Similarly to the knock-out analysis this indicated how relevant the neuron is
for the prediction. The two sensitivity measures (knock-out and gradient) were strongly corre-
lated (Spearman’s Rank Order, ρ = 0.57, p� 0.001, dof = 61), but not equivalent. The tests
ranked some neurons very differently. For example, the high-firing inhibitory neuron #55
which influences the accuracy most strongly according to knock-out analysis is ranked 47th
out of 63 neurons by the gradient sensitivity analysis. Thus illustrating, that despite that fact
both measures broadly concur, the gradient and knockout analyses capture different notions
of robustness with respect to input perturbations. Interestingly, neither of the two sensitivity
measures correlated with the spatial information theoretic measure proposed by Skaggs et al.
[39] (Spearman’s Rank Order, gradient-vs-Skaggs: ρ = −0.22, pval = 0.08, dof = 61; knock-vs-
Skaggs: ρ = −0.09, p = 0.48, dof = 61). This suggests that that the Skaggs Information Score cap-
tures a specific aspect of each neuron’s influence in the context of a population of place cells.
The measures we propose are complementary to the Skaggs Information Score and potentially
reveal different notions of sensitivity.
In a second step, we investigate how sensitivity with respect to a neuron’s spike count
depends on whether the animal is within its place field or not. Place fields are of variable shape
and size and, moreover, a small proportion of the recorded cells have no distinct place fields.
Also the firing rates and gradient strengths vary greatly between neurons. Thus, we used firing
rate as a proxy to indicate proximity of the animal to a given neuron’s place field—firing rate
being maximal when the animal is near the centre of a place field, diminishing the further is
moves away from that point. Hence after normalizing both the firing rates and the strength of
gradients we averaged over all recorded cells (see the Sensitivity measures subsection in Meth-
ods). We saw that sensitivity decreases when the firing rate increases (Fig 6). Hence, indicating
that at maximal firing rate—near the center of place field, for example—small changes in firing
rate are less influential than they are towards the edges of the firing field. Broadly this accords
with theoretical considerations which indicate that, in general, neural responses are most
informative in the regions of their coding space where the firing rate changes most rapidly for
a given change in the encoded variable [40]. In the case of place cells this corresponds to the
edges of the place field. Conversely, outside of the place field, where firing rates fall close to 0
Hz, the sensitivity of the RNN to the neuron is again slightly lower (Fig 6).
Fig 6. Gradient analysis: Sensitivity decreases with activity. (a) Place field of an example neuron. (b) Sensitivity field—absolute values of gradients in different
locations for the same neuron. (c) Normalized sensitivity as a function of normalized activity across neurons.
https://doi.org/10.1371/journal.pcbi.1006822.g006
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Discussion
We have shown that the sequential processing afforded by an artificial recurrent neural net-
work (RNN) provides a flexible methodology able to efficiently decode information from a
population of neurons. Moreover, since a RNN decoder is a neural network, it represents a
biologically relevant model of how neural information is processed. Specifically, when applied
to hippocampal neural data from freely moving rats [2], the network made use of the past neu-
ral activity to improve the decoding accuracy of the animals’ positions. In a 2D open field
arena (1m x 1m), the RNN decoder was able to infer position with a median error of between
10.3 cm to 13.1 cm for 5 different rats. These results represented a marked improvement over
both a simple Bayesian decoder using a flat prior [14, 16, 29], which bases its decision solely on
spike counts from a single time window centered around the moment of position measure-
ment, as well as a Bayesian decoder incorporating priors informed by the animals’ behaviour
and recent spiking history [14].
Bayesian methods are known to be optimal decoders when using appropriate priors [41].
However, when applied to neural decoding it is difficult to determine these appropriate
priors—as a result sub-optimal approximations are commonly used. Hence we propose that
RNNs offer a practical methodology to incorporate sequential context without the need to
choose or estimate specific priors over high-dimensional spaces. The improvement in 2D posi-
tion decoding observed for the RNN was mirrored by similar results from a 1D decoding task
using hippocampal recordings made while animals ran on a 6 meter track. Here again, the
RNN decoder achieved equal or better results than the Bayesian approaches.
Making use of the past neural activity as contextual information, the RNN seems more
robust to noise than the two Bayesian classifiers. In particular when using shorter time win-
dows the spike counts become noisier and the Bayesian models’ prediction accuracy degraded
rapidly. In contrast the RNN decoder was more resistant to the variability of spike counts,
likely due to its ability to combine information over the complete sequence of past inputs. Sim-
ilarly, in situations where fewer neurons were available and hence the total amount informa-
tion was reduced, the RNN exhibited a pronounced advantage over the Bayesian decoders.
Equally, in the 1D task the benefit of the RNN was most evident for animal R2217, which had
the fewest recorded neurons. Nevertheless notice that fewer recorded neurons does not neces-
sarily mean lower accuracy. As described in Section 2.3.1, the error depends strongly on the
amount of training data available (length of recording) and the quality of the cells (amount
and location of firing). Taken together these results suggest that RNN decoding of neural data
may prove to be particularly useful in situations where large populations of neurons are not
available or are difficult to stably maintain.
Beyond quality and amount of data available, the size of error the RNN decoder made was
also seen to depend on the distance of the animal from the walls and its instantaneous speed.
At higher speeds (above 10.5 cm/s) the decoding accuracy does not decrease, but when the ani-
mal is immobile (below 0.5 cm/s) the error was significantly higher than when in motion. We
hypothesize that while stationary hippocampal activity may reflect non-local activity associated
with sharp-wave ripple states [38].
Beyond providing more accurate decoding, the neural network approach also provides a
new means of conducting sensitivity analyses. While knockout-type sensitivity analyses can be
applied to both Bayesian and RNN decoders, the latter approach also supports gradient analy-
ses. The two types of sensitivity—knockout and gradient—are correlated, but not identical. By
design knockout analyses answers how the system behaves if an input is completely removed,
while gradient analyses investigated how the system behaves in response to small perturbations
to that input. Having access to the gradients with respect to each spike count makes is possible
Efficient neural decoding of self-location with a deep recurrent network
PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1006822 February 15, 2019 12 / 22




All procedures were approved by the UK Home Office, subject to the restrictions and provi-
sions contained in the Animals Scientific Procedures Act of 1986.
Data collection
Animals and surgery. Five male Lister Hooded rats were used in this study. All proce-
dures were approved by the UK Home Office, subject to the restrictions and provisions con-
tained in the Animals Scientific Procedures Act of 1986. All rats (330 − 400g / 13 − 18 weeks
old at implantation) received two microdrives, each carrying eight tetrodes of twisted 17μm
HM-L coated platinum iridium wire (90% and 10%, respectively; California Fine Wire), tar-
geted to the right CA1 (ML: 2.2mm, AP: 3.8mm posterior to Bregma) and left medial entorhi-
nal cortex (MEC) (ML = 4.5mm, AP = 0.3 − 0.7 anterior to the transverse sinus, angled
between 8 − 10˚). Wires were platinum plated to reduce impedance to 200 − 300kO at 1kHz.
After rats had recovered from surgery they were maintained at 90% of free-feeding weight
with ad libitum access to water, and were housed individually on a 12 − hr light/dark cycle.
MEC data was not analysed for this study.
Recording. Screening was performed post-surgically after a 1-week recovery period. An
Axona recording system (Axona Ltd., St Albans, UK) was used to acquire the single-units and
positional data (for details of the recording system and basic recording protocol see Barry et al
(2007). The position and head direction of the animals was inferred using an overhead video
camera to record the location of two light-emitting diodes (LEDs) mounted on the animals’
head-stages (50 Hz). Tetrodes were gradually advanced in 62.5μm steps across days until place
cells (CA1) and grid cells (MEC) were identified.
Experimental apparatus and protocol. The experiment was run during the animals’ light
period. First, animals ran on a Z-shaped track, elevated 75cm off the ground with 10cm wide
runways. The two parallel tracks of the Z (190 cm each) were connected by a diagonal section
(220cm). The entire track was surrounded by plain black curtains with no distal cues. During
each track session, animals were required to complete laps on the elevated Z-track. Specifically,
the animals were required to run from the start of Arm1 to the end of Arm3, stopping at the
track corners and ends in order to receive a food reward. If the animals made a wrong turn at
the corners, reward was withheld. Three animals (R2192, R2198, and R2217) were trained to
run on the track for 3 days before recording commenced. For the other animals (R2336,
R2337), recordings were made from the first day of exposure to the Z-track task. These record-
ings constitute the dataset we refer to as the 1D decoding task.
Following the track session the same animals completed a 20min random foraging session
in a square (1m x 1m) enclosure. Coverage of the enclosure was encouraged by rewarding ani-
mals with sweetened rice. These recordings constitute the dataset we refer to as the 2D decod-
ing task. Not all animals’ recordings were used.
Decoder based on recurrent neural networks
Deep learning is a class of algorithms that learn a hierarchy of representations or transforma-
tions of the data that make the problem of classification or regression easier [31, 33]. In
particular, deep neural networks, inspired by biological neural circuits, consist of layers of
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computational units called neurons or nodes. The deepness means that there are multiple
“hidden” layers between the input and output. By tuning the connection weights between its
layers a neural network can learn to approximate a function from a set of examples, i.e., pairs
of related input and output data. In this work we are interested in training a neural network to
decode the rat spatial coordinates from the activity recorded from its hippocampal cells.
Whereas feed-forward neural networks learn to predict an output based on a single input,
recurrent neural networks (RNNs) can deal with series of inputs and/or outputs [32, 33]. In
particular, a recurrent network can preserve information from previous inputs by means of
feedback connections (loops between its units). Having access to past information can be use-
ful to minimize errors in certain tasks. Such memory of past inputs also means that the order
in which the inputs are presented to the network may change the eventual predictions, and
thus integrate contextual information over time. A naive implementation of RNNs can only
maintain information from a few past inputs, making it possible for the network to detect only
immediate trends, but not long timescale dependencies. Advanced realizations of recurrent
networks, such as long-short term memory (LSTM) [34] and gated recurrent units (GRU)[42,
43] have specific architecture and sets of parameters that control to what extent past activity
should be remembered or overwritten by a new input [43]. This makes them capable of inte-
grating knowledge over a longer sequence. Through using past inputs as contextual informa-
tion these networks have achieved outstanding performance with noisy sequential data such as
text and speech.
Network architecture. A RNN can be made to predict (i) a series of outputs based on a
series of inputs, (ii) a series of outputs given only one input, and (iii) one output given a series
of inputs. For our location prediction task we are interested in the latter—given hippocampal
activity (spike counts) over a longer period of time, we aim to predict one set of spatial coordi-
nates—the animal location.
The architecture, illustrated in Fig 7c, of the RNN used in this work consists of an input
layer (same size as the number of recorded neurons) followed by two 512-node LSTM layers,
and an output layer (2 nodes, one for each spatial coordinate x and y).
Feature extraction. The features of neural data used for decoding are the spike counts of
all N cells recorded (forming a spike count vector, as shown in Fig 7a and 7b). In particular, the
recurrent neural network is presented with a series of 100 of such spike count vectors, corre-
sponding to activity of all cells in 100 overlapping time windows. The shift between consecu-
tive time windows was fixed to 200 ms for all window sizes (this means 0% overlap in 200 ms
windows, 50% overlap in 400 ms windows, 80% overlap in 1000 ms windows). Across the 100
time steps we consider activity from approximately 20 seconds.
Based on this series of 100 spike count vectors the recurrent network was trained to predict
the rat’s location in the center of the last (100th) time window. Thus, each sequence of 100 vec-
tors plus the correct location of the rat at the center of the last time window forms one data
point for training the RNN.
Training procedure of RNNs. During the training procedure the network aims to mini-
mize an objective function, in our case the mean squared error of the coordinates. The learning
is done for 50 epochs (full cycles of training data) using a constant learning rate 0.001 and
RMSprop optimizer (a variant of stochastic gradient descent, see [44] for detailed description),
with a mini-batch size equal to 64. All computations were performed with custom-made
scripts using Keras neural network library [45]. The training of 10-fold cross validation took
approximately 4 hours on GeForce GTX Titan X graphics card.
The code for training the RNN models, can be found in https://github.com/NeuroCSUT/
RatGPS. The repository also contains data sets (pre-procesed into spike counts and locations
per timewindow) and plotting scripts to generate the figures. All necessary data for RNN
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approaches is contained in 1D/data and 2D/data subfolders of the repository, for the Z-track
and open field respectively.
Model search. When searching for the best recurrent neural network model we scanned a
number of architectures. Initially, we experimented with “many-to-many” models that predict
a location per timestep, and with bidirectional RNN models [46] that also consider future
activity. Ultimately we adopted a “many-to-one” approach which provided superior prediction
accuracy (compared to “many-to-many”) and relied only on past information (unlike bidirec-
tional). We experimented with both LSTM and GRU [43] recurrent units. We scanned the
number of recurrent layers in the range (1 to 4) and the number of units per layer in range
(128 to 2048). We added Dropout [47] with drop probability {0, 0.2 or 0.5} after each LSTM
layer.
We tried Adam [48] and RMSProp optimizers with different learning rates (10e−2 to 10e−4)
and batch sizes (5 to 100). Learning rate was multiplied every {1, 5 or 10} epochs with a coeffi-
cient {0.1, 0.5 or 1.0}. We trained models for 10, 50 and 100 epochs. We did not use early stop-
ping because we report cross validation performance and hence using a validation set at any
stage of the training process might inflate the results.
As the number of possible parameter combinations is huge, we did not run a complete grid
search, instead we removed values from consideration if they decreased validation perfor-
mance or increased computational cost without improving the model.
Bayesian decoder
Spatial decoding was also implemented using a Bayesian framework [14, 29, 49] subject to
10-fold cross validation (see also the next subsection). Specifically, for each fold, 90% of the
Fig 7. Feature extraction from spiking data and neural network architecture. (a) Extracting a sequence of spike count vectors from spiking data. Each
subsequent input originates from an overlapping time period, shifted 200 ms forward in time. (b) The input data that the RNN decoder will use is a sequence of
spike count vectors from these time windows. (c) The network used for decoding consists of an input layer (size equals number of recorded neurons), two
hidden layers containing 512 long-short term memory (LSTM) units and an output layer of size 2 (x and y coordinates). The spike count vectors are inserted to
the input layer one by one at each timestep. The network produces a prediction for x and y coordinates only at the end of the sequence, at t = 100.
https://doi.org/10.1371/journal.pcbi.1006822.g007
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data was used to generate ratemaps for hippocampal neurons—spike and dwell time data were
binned into 2 cm square bins, smoothed with a Gaussian kernel (σ = 1.5 bins), and rates calcu-
lated by dividing spike numbers by dwell time. Note, for the Z-maze only, positional data was
linearised before binning.
Next, with the remaining 10% of the data, using temporal windows (200 ms to 4000 ms)
each of which overlapped with its neighbours by half, we calculate the probability of the ani-
mal’s presence in each spatial bin given the observed spikes—the posterior probability matrix
[14, 16, 29].
Specifically during a time window (T) the spikes generated by N place cells was K = (k1,. . .,
ki,. . ., kN), where ki was the number of spikes fired by the i−th cell. The probability of observing










where x indexes the 2 cm spatial bins defined on the Z-track/foraging environment and αi(x)
is the firing rate of the i − th place cell at position x, derived from the ratemaps.
In the case of the simple Bayes decoder, to compute the probability of the animal’s position












where R is a normalizing constant depending on T and the number of spikes emitted. Note in
this case we do not use the historic position of the animals’ to constrain P(x|K) thus the proba-
bility estimate in each T is independent of its neighbours. Finally, position was decoded from
the posterior probability matrix using a maximum likelihood method—selecting the bin with
the highest probability value. Decoding error was then taken as the Euclidean distance between
the centre of the decoded bin and the centre of the bin closest to the animal’s true location.
Finally for the Bayes decoder with memory we made two further changes. First for each ani-
mal P(x), the probability of being at position x, was calculated directly from the experimental
data for the entire trial, giving:










Second, following [14] we incorporated a continuity constraint such that information
about the animal’s decoded position in the previous time step was used to calculate the condi-
tional probability of P(xt | spikest, xt−1).
Pðxt j spikest; xt  1Þ ¼ C � PðxjKÞ � normDistðxt  1; sigmaÞ
Where C is a normalising constant and normDist is a normal distribution centred on the ani-
mal’s decoded position in the previous time step with sigma equal to the mean distance trav-
elled per time step in the previous 15 time steps multiplied by a scaling factor which was set to
1 for the open field decoding and 5 for linear track.
The implementations of these two approaches can be found in the Bayesian folder of the
GitHub repository https://github.com/NeuroCSUT/RatGPS. Please notice that the data for
MLE and Bayesian apporaches must be downloaded and added to the Bayesian/Data folder
manually, as the files were too large do be added to GitHub. As instructed in the README
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files in the repository, the data can be found via DOI (https://doi.org/10.5281/zenodo.
2540921).
Cross validation and averaging of results
The reported errors for both Bayesian and RNN approach are measured using a 10-fold cross
validation method that divides the D data points between training and validation sets. Due to
the overlap between consecutive time windows a random assignment of data points to training
and validation sets would imply that for most of the validation data points a highly correlated
neighbouring sample can be found in the training set. This would result in an artificially high
validation accuracy that does not actually reflect the model’s ability to generalize to new,
unseen data.
Instead, in our analysis the first fold in cross validation simply corresponds to leaving out
the first 10% of the recording time and training the model on the last 90% of data. The second
fold, accordingly, assigns the second tenth of recordings to the validation set, and so on. For
RNNs we need to additionally discard 99 samples at each border between training and valida-
tion sets. Remind that the input for RNNs is a series of 100 spike count vectors—to avoid any
overlap between training and test data we remove validation data points that have at least one
shared spike count vector with any training data point.
For each fold we train a model on the training set and calculate the error on the validation
set. All reported errors are the validation errors—errors that the models make on the one tenth
of data that was left out of the training procedure. To increase the reliability of the results, we
perform 10-fold cross validation procedure multiple times and report the mean and median of
the errors. This is done only for the RNN decoder, because the Bayesian decoder is determin-
istic and repeating cross-validation procedure multiple times is not necessary.
Analysis of decoding results
Quantifying prediction errors. When decoding rat locations in the 2D arena, prediction















where y^ and x^ are the locations predicted by the decoder, y and x are the true locations and N
is the number of data points.
The training procedure for recurrent neural networks is stochastic, potentially resulting in
different solutions with the same starting conditions. We repeat the 10-fold cross-validation 10
times, giving us 10 independent predictions for each data point. We report the average of
errors over these 10 realizations (and not the error of the averaged prediction).
For evaluating the x-coordinate (y-coordinate) errors only the x (y) component of the posi-

















In an additional experiment, we also decode the rat locations on a 600 cm long Z-shaped
track. The position of the rat along the track is considered as a 1D coordinate ranging from 0
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in one end of the track to 600 in the other end of the Z-shape. To obtain these 1D coordinates
the actual locations extracted from camera images are projected to the nearest point on a Z-
shaped ideal trajectory. The prediction error of the model is quantified by absolute distance
between the predicted and true position along this 1D coordinate.
Sensitivity measures. For knock-out analyses we set the activity of the neuron under con-
sideration to zero in all validation data points and then calculate the validation errors. The
activity is not annulled during training of the model, so the system can not learn to compen-
sate or adapt. We repeated this knock-out procedure for each neuron in turn.
The gradient of the loss function with respect to inputs was calculated using back-propaga-
tion through time [50], similarly to how gradients with respect to weights are found. Indeed,
for updating the connection weights of the network at training time, the algorithm needs to
calculate the gradients of the loss function with respect to the weights [31]. These gradients tell
us how a small change in a particular weight would influence the final output error. In here we
ask a similar question—how much would a small deviation in a certain input change the final
loss. It is important to notice that when talking about sensitivity we disregard the sign of the
gradient, in all results we use the absolute values (magnitudes) of gradients. We compute gra-
dient strengths for each validation set data point and separately for each neuron’s spike count
for each position in the time series of T inputs (T = 100). This results in a D × N × T matrix of
gradient values. To draw further conclusions from the gradient values, we need to average or
manipulate this 3D matrix along different dimensions. For example, when calculating the neu-
rons that the model is most sensitive to, we need to average across all data points and all time
steps, so we are left with one value per neuron.
When investigating the relationship between sensitivity and location on the place field (on
Fig 6c), we also need to normalize the spike counts and gradient magnitudes of different neu-
rons, so that we could aggregate them. To do this one would usually divide the spike count
with the maximum value, resulting in measures between 0 and 1 for all cells. In the case or
low-firing neurons, however, the noisiness of the data means that the maximum value can be
an outlier (we can have maximum count of 4, whereas no other value is above 2). We therefore
choose to divide the spike counts with the 99th percentile of the spike count values instead. A
few values end up being above 1, but the normalized value distributions of low and high firing
neurons look more similar. We do a similar 99-th percentile normalization on the absolute val-
ues of gradients. For each normalized firing rate we have one corresponding normalized gradi-
ent size. We can then plot how the normalized gradient size depends on normalized firing
rate.
Supporting information
S1 Fig. Mean prediction error for different instantaneous movement speeds. Movement
speed is based on the distance covered in 200 ms. The first bar is the average over the errors
for speeds in range [0, 0.5] cm/s, the second for (0.5, 1.5] cm/s, etc. The error is highest when
the rat is not moving or moving very slowly. Notice that speeds in the range of 1-2 cm/s can
also be the results of head movements. At higher speeds the exact velocity does not seem to
influence accuracy. Note that the bars do not contain the same amount of data points. Appar-
ent changes in the mean error at higher velocities can be attributed to noise as we have less
data points there.
(TIF)
S2 Fig. t-SNE analysis. Top row: colouring reflects if the data point’s true location is near a
wall. Bottom row: points are colored by the X-coordinate of true location of the data point and
sized accoring to Y-coordinate. The left column illustrates how the the coloring schemes look
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on the true XY-coordinates. The right column shows the schemes applied on activations of
nodes in the second layer of the RNN model at t = 100, reduced to 2D by t-SNE. Notice that
data points with similar true locations are also nearby in activity space.
(TIF)
S3 Fig. t-SNE analysis. Top row: data points are colored according to instantaneous speed.
Bottow row: data points a colored accoring to instantaneous direction of movement. Left col-
umn shows the correspondence between true location and speed and direction. In the right
column the colouring schemes are applied to activations of nodes in the second layer of the
RNN model at t = 100, reduced to 2D by t-SNE. There is no visible correspondence between
RNN activations and neither speed nor direction.
(TIF)
S4 Fig. Gradient analysis. a-e) Temporal profiles of relative importance for 5 selected neurons
among the highest contributing neurons according to gradient analysis. Notice that the pro-
files peak at different time steps. f) Temporal profile of the least important neuron according
to gradient analysis.
(TIF)
S1 Text. t-SNE analysis of RNN representations of input data.
(PDF)
S2 Text. Temporal gradient analysis.
(PDF)
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