ABSTRACT: [Research objective] Breast mass segmentation is a crucial step in computer-aided diagnosis systems. The objective of this study is to propose a breast mass segmentation method using mean-shift clustering and statistical analysis. [Research method] The proposed method is described as follows. Firstly, the mean-shift algorithm splits the breast mass image into different clusters. Subsequently, the clusters of interest are identified by finding the overlapping of the split clusters and a circle covering the mass. Finally, Levene's test and Welch's test are both used to determine whether or not to merge clusters among clusters of interest. [Research result] The experimental results show that the proposed can perform mass segmentation effectively even if the margin of a mass is obscure and difficult to identify. In addition, the experiments also show that the Zernike moments method and the k-means method are effective methods to classify the shape of a breast mass.
INTRODUCTION
Breast cancer is the most common type of cancer in women. Breast cancer in the past 50 years, in developed and developing countries has become a major health issue for women, which is a rising trend. About 1 in 8 (12.4%) U.S. women will develop invasive breast cancer over the course of her lifetime. In 2016, an estimated 246,660 new cases of invasive breast cancer are likely to be diagnosed, along with 61,000 new cases of non-invasive breast cancer (also known as carcinoma in situ). About 40,450 women are likely to die in 2016 from breast cancer, though there has been a decrease in death rates since 1989, with larger decreases in women under the age of 50. These decreases are thought to be the result of treatment advancements, earlier detection through screening, and increased awareness. On average, a new breast cancer case is diagnosed in every 2.2 minutes and a woman is died due to breast cancer in every 13 minutes [1] . Although breast cancer is a fatal disease, patients still have high chances of survival if malignancy is detected at an early stage. Unfortunately, a high percentage of breast cancer cases are overlooked by radiologists during routine screening [2] . While false negatives can cost lives, false positives can cause panic and lead to unnecessary treatments. It has been reported that only 15-34% of the patients subjected to biopsy are found to actually have malignancies [3] . Mammography is a reliable screening tool in early detection, diagnosis and clinical management of breast cancer. Image analysis methods targeted to aid mammographic interpretation have evolved in computer-aided detection (CAD). Breast mass segmentation is considered a crucial step in CAD systems. Several methods have proposed for segmentation of breast masses, such as the studies [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Terada et al. [16] applied mean shift algorithm and an Iris filter to identify the possible regions and obtain gradient vectors of an image.
According to BI-RADS standards, mammographic masses are described by three characteristics -shape, margin, and density. These characteristics are evaluated by medical professionals to determine whether a mass is likely to be benign or malignant. Each mass involves three lesion characteristics, each of which is described by the most similar morphological feature. The combinations of various morphological features from the three lesion characteristics tend to present different degrees of likelihood of being benign or malignant. For instance, masses with round-, oval-and lobular-shaped masses with smooth margins are usually seen as a benign. However, masses of the aforementioned shapes but rugged margins are likely to be malignant. Irregular-shaped masses with indistinct or speculated margin are also likely to be malignant [22] .
In this work we propose a mean-shift clustering and statistical analysis for breast mass segmentation. The rest of this paper is organized as follows: Section 2 indicates materials and methods. Section 3 discusses the experiments and the results. Section 4 concludes this study. Table 1 . BI-RADS standards for classification of breast masses.
MATERIALS AND METHODS

Mean-shift algorithm
Mean-shift algorithm regards data clustering as a probability density estimation problem in the feature space. The given points are considered as sampled from the underlying probability density function. Dense clusters correspond to the local maxima of the probability density function. In the procedure of mean-shift algorithm, each data point is associated with the nearby peak of probability density function of the given dataset. For each data point, mean-shift algorithm defines a window around each data point and computes the mean of the data points. Then it shifts the center of the window to the mean, and repeats the algorithm till it converges. After each iteration, the window shifts to a denser region of the dataset. The steps of mean-shift algorithm are: (i) estimate the density in the feature space; (ii) compute the local maxima of the density; (iii) assign each data point to one local maximum. Given a set of n data points xi , i =1,…, n, in the d-dimensional space , the multivariate kernel density estimator with kernel K(x) is defined as (1) where h is the bandwidth parameter satisfying h > 0 and K is the radially symmetric kernel satisfying (2) where c k,d is a normalization constant which makes k(x) integrate to one. The function k(x) is the profile of the kernel, only for x≥0, ||.|| is a norm, and x is a point in the d-dimensional feature space. Applying the profile notation, the density estimator in Equation (1) can be written as
For analyzing a feature space with the density f(x), we have to find the local maxima of this density. The local maxima are located among the zeros of the gradient . The gradient of the density estimator in (3) is (4) This study defines the function g(x) = -k′(x) and introduces g(x) into Equation (4) generates (5) The first term of (5) is proportional to the density estimate at x computed with the kernel G(x)=cg,d (||x||   2   ) shown as (6) The second term is the mean shift (7) Introducing Equation (7) and Equation (6) into Equation (5) yields
Equation (8) can be rewritten as
Therefore, it is obvious that the mean-shift vector m h,G (x) computed with kernel G is proportional to the normalized density gradient estimate obtained with kernel K. The mean-shift vector always directs to the direction of maximum increase in the density and the procedure is guaranteed to converge at a nearby point where the estimate in Equation (3) has zero gradient.
Clusters of interest
Once the aforementioned mean-shift algorithm is applied in a breast mass image, a number of clusters can be identified based on gray-level intensity. To find those clusters of interest, a circle Ω is created with the radius γ and the center Pc, which is the brightest point of breast mass. This study calculates the average βi of the intensity of the region Ri in the image. The clusters of interest is considered the overlapping region of the circle region Ω and regions Ri, which is expressed as Equation (10). (10) where is the threshold determined by Otsu method [21] . Otsu method can find the optimal value separating those two classes so that their combined spread is minimal. The parameter 0.4 was found by the empirical tests of this study. Figure 1 shows that mean-shift algorithm is applied to split a breast mass image into a number of clusters based on image intensity. A total of 18,244 clusters were identified after performing the mean-shift algorithm. Figure 2 (left) shows that the black clusters meet Equation (10) while the green regions do not meet the criteria.
Mergence of clusters
Two points were observed in this case. Given a variable Y with sample of size N divided into k subgroups, where Ni is the sample size of the i-th subgroup, the Levene's test statistic is defined as 
Levene's test
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Welch's test
Welch derived an approximate test for equality of means without the homogeneous variance assumption [22, 23] . The statistic is given by (12) where , , and . The
Welch statistic has an approximate F distribution with (k-1) and f degrees of freedom. The degree of freedom f is expressed as (13) Since the weight used in Welch statistic is , one cannot compute the statistic if any one group has zero standard deviation. Moreover, sample sizes of all groups have to be greater than or equal to zero. 
Feature extraction
The Zernike moments are used to extract the features of the object. The Zernike moments are derived from a set of complex polynomials orthogonal over the interior of a unit circle U: x 2 +y 2 ≤1. The form of a 2-dimensional Zernike polynomial Vn,m defined in the polar coordinate system is expressed as (14) where n and m are called order and repetition, respectively. The order n is a non-negative integer, and the repetition m is an integer satisfying n -|m| = an even number and |m| ≤ n. j is the imaginary unit . Rn,m(ρ) is the 1-dimensional radial polynomial, which is defined as (15) As the Zernike moments are the projection of image f(x,y) onto these orthogonal basis functions, image I0 can be decomposed into a weighted sum of the Zernike polynomials (16) where An,m are the Zernike moments, which are the coefficients of the Zernike polynomials. The Zernike moments of image f(x,y) with continuous intensity are calculated according to the following equation (17) For a digital image of N×N pixels, the discrete form of the Zernike moments for an image is expressed as follows: (18) where λ=δA/π is a normalizing constant. δA is the elemental area of the square image when projected onto the unit circle of Zernike polynomials. As the Zernike basis functions take the unit circle as their domain, the circle must be specified before any moments are calculated. 

In the first step the mass is segmented and projected onto a unit circle of fixed radius. This step makes the resulting moments invariant to translation and scale, in addition to the rotation-invariance nature possessed by Zernike polynomials. Since the method of the Zernike moments expands an image into a series of orthogonal bases, the accuracy of shape representation depends on the number of moments used from the expansion. To human eyes, the coefficients of the orders higher than the 5 th order are too small to measure reliably so high-order coefficients can always be ignored. In this study the first-4 order Zernike moments are sufficient to yield an effective and reliable measurement. The first 4-order Zernike moments result in a total of 15 moments. A list of selected Zernike polynomials and their physical meanings relative to primary aberrations are shown in Table 2 . Figure 7 illustrated the physical meanings of Zernike polynomials up to 4 th order. 
EXPERIMENTS AND DISCUSSIONS
In the experiments of this study, the breast images were obtained from the database of the Mammographic Images Analysis Society (MIAS) [24] . The size of each image was 1024 × 1024 pixels. All of the images have been annotated for class, severity and location of abnormality, character of background tissue, and radius of circle enclosing the abnormality. To perform evaluation, this study extracted the regions with breast masses. Since category of mass shape is determined by subjective judgment, we perform the data grouping. We utilize the Zernike moments to classify those masses into five groups by using k-means method. Table 3 shows average and variance of five groups of masses in different shapes. 
CONCLUSIONS
The contribution of this paper is two-fold. First, we propose a mean-shift clustering method and statistical analysis for breast mass segmentation. This method enables us to perform mass segmentation if the margins of masses are obscure and difficult to identify. Second, the method for category of breast masses is also proposed in this study. We use Zernike moments to describe the shape of breast masses. Then, the k-means method is used to classify the breast masses into different categories.
