Latin hypercube is a sampling technique for searching n dimensional space. Like Monte Carlo methods, it retains random qualities, and yet Latin hypercube is consistently more effective than Monte Carlo. Despite this fact, not a single paper has been published in IEEE TRANSACTIONS ON MAGNETICS on its use. Field analysis is a long way from delivering vectorized solutions where a vector of inputs can be processed. Stochastic algorithms are exceptionally inefficient compared to their deterministic counterparts. The best optimization tool would be a deterministic method which quickly and effectively interrogates the search space. Latin hypercube sampling, combined with pattern search solutions, comes close to achieving that objective. An improved solution for the magnetic TEAM Workshop problem 22 is presented using these tools.
I. INTRODUCTION
A S field analysis codes become more sophisticated, attention is increasingly focused on how best to use available analysis tools to improve devices. Multivariable optimizations are characterized by multiple local minima. Although stochastic algorithms, such as simulated annealing and genetic algorithms, have some success in avoiding local minima, their execution time is an order of magnitude longer than deterministic methods and the chance of a global minimum is only enhanced, not guaranteed. Professional stochastic algorithms offer a hybrid analysis. Here the stochastic algorithm serves only as the starting function. The switch over point is uncertain and the method does not guarantee location of the global minimum.
Latin hypercube sampling more effectively samples the search space, but provides the randomness required to investigate effectively. The technique is easily employed by all deterministic methods. In addition, the new pattern search tools can gainfully use the technique for intermediate search during mesh expansion and contraction. Latin hypercube sampling applies to both uniform bounds and infinite bounds, where the latter involves an inverse error function to get the sample points.
II. LATIN HYPERCUBE SAMPLING
Latin hypercube sampling (LHS) is a form of stratified sampling that can be applied to multiple variable optimizations to circumvent the shortcomings of the best deterministic methods [1] , [2] . Only four journal papers have ever appeared in IEEE discussing the use of Latin hypercube, and none in IEEE TRANSACTIONS ON MAGNETICS. Three of the four focus on statistical modeling [3] - [5] . Regis targets an optimization problem using Latin hypercube as a means for representing his investigation space with a multivariate function, specifically, a radial basis function [6] . He does not optimize the original function, but only the fit function obtained using a Latin hypercube approach.
The Latin hypercube method is commonly used to reduce the number of runs necessary for a Monte Carlo simulation to achieve a reasonably accurate random distribution [7] . Stratified sampling is a method of searching a population to guarantee a subpopulation spread consistent with the probability of the various subgroups. Random sampling occurs within the subgroups or strata. This procedure reduces the number of runs necessary to sufficiently sample a population of multiple variables. In its simplest form, Latin hypercube is a technique for efficiently choosing the initial guess in conjunction with a deterministic algorithm, increasing the confidence level that a global minimum has been found with minimum effort. But it can be integrated into the main function of other approaches, such as pattern search.
The points are found by randomly sampling among substrata regions and using the inverse cumulative function of the data (lower quantile tail of the sample normal distribution) to back calculate the converted sample point. A quantile is a division of any distribution into equal ordered subgroups; terciles are thirds, quartiles are quarters, quintiles are fifths, deciles are tenths, and centiles are hundredths. Sampling problems in optimization typically fit in one of two categories, normal and uniform distribution profiles. In a normal distribution, points cluster about the mean. The probability of finding a point in each of the five segments shown in Fig. 1 is 20%, so that
The cumulative distribution value at point is the probability of finding a point at . A Latin hypercube distribution function with n samples is found by randomly assigning points to one of intervals (illustrated as one of the five intervals on the vertical ordinate of Fig. 2 ) and then solving the inverse probability function for the value on the horizontal abscissa. The error function is defined as (2) 0018-9464/$25.00 © 2008 IEEE For a normally distributed random distribution with a mean and standard deviation , this value comes through the inverse error function (3) A one-variable example helps illustrate how this works. Consider reconstructing a log sigmoid function from seven sample points including the ends. Latin hypercube sampling delivers a significantly better sampling fit nearly all the time, as shown in Fig. 3 . One indicator of this improvement can be gauged by integrating the squared difference of the sample prediction and the actual function.
A. Two Variable Sampling
There is an interesting two-variable function in MATLAB called "peaks," obtained by translating and scaling Gaussian distribution functions shown in the upper inset of Fig. 4 . The middle inset is obtained from a two-dimensional Latin hypercube sampling of the peaks function. Each of the variables and are built using a uniform probability function. The lower inset is obtained from a Monte Carlo sampling of the function. The power of the Latin hypercube sampling is easily detected by a visual comparison of these two sampled functions with the original function.
Latin hypercube can be used with both stochastic and deterministic algorithms, but is perhaps better suited to the latter. All deterministic methods are initial condition dependent. Restarting these algorithms with a Latin hypercube spread saves computation time and increases the confidence level of finding a global minimum. It can also be used with novel algorithms, such as pattern searches, to speed computation as the algorithm progresses.
B. Magnetic Field Optimization
It is difficult to find a better magnetic field optimization problem than international TEAM Workshop problem 22 [8]- [10] . Two concentric coils carry current with density 22.5 MA/m , as shown in Fig. 5 . This superconducting magnetic energy storage device (SMES) must store 180 MJ, but not exceed a certain critical field within the conductor itself. With in Tesla and in A/mm , this relation is
With set to 3 mT and set to 180 MJ, the objective function is defined as Energy
The objective is to determine the best parameters in Fig. 5 to minimize (5) subject to the constraint in (4). The problem has both a three-variable and an eight-variable version.
The author has written a MATLAB code using elliptic integrals to represent the vector potential and field of the coil represented as filaments [11] , followed by Gauss Legendre integration over the domain of the coil.
Sequential quadratic programming (SQP) algorithms are among the more powerful deterministic methods that use gradient information [12] , [13] . The response surface method attempts to build an -dimensional surface of the problem and then to examine how that surface varies with the system unknowns [14] . The three-variable version of TEAM Workshop problem 22 has about 14 local wells if the optimization is treated as a response surface. The results show that, except for very small run number groups, a Latin hypercube is virtually assured of always improving the probability of finding the minimum over a Monte Carlo approach, and especially as the run number increases.
C. Latin Hypercube and Pattern Search
Pattern search algorithms were first introduced by Hooke and Jeeves in 1961 [15] . This author was able to find only seven papers in IEEE TRANSACTIONS ON MAGNETICS where the technique was employed. In [16] , a generic pattern search was combined with simulated annealing, attempting to avoid localized wells. In [17] , a pattern search was used as a secondary step for a gradient-based algorithm. A standard form of the pattern search algorithm was used in magnet design, along with the response surface method in [18] . Most recently, Dilettoso [19] and Kim [20] used a genetic algorithm to identify the radius of local wells, what they calls "niches," and then used a pattern search to find the optimum within the niche. Whereas Dillettoso and Kim started with a stochastic genetic algorithm, Drago used the same two-step optimization approach, but began with simulated annealing [21] . Rao [22] did similar work in using a variant of simulated annealing followed by a pattern search to determine an optimal design. His annealing step was interesting in that he broke the problem into a family of convex optimization problems with different weighting functions.
A pattern search/Latin hypercube algorithm is slower than an SQP algorithm, but when the restart penalty is added to increase the confidence level, the computational advantage of the pattern search algorithm becomes evident (Fig. 6) . LHC Start is a deterministic method merely restarted using LHC. The probability of determining the global minimum is found by reworking the problem 100 times with a different starting point on each start. The Latin hypercube/pattern search algorithm is a clear winner. This algorithm was also compared to a hybrid genetic algorithm-SQP algorithm; if both are nonvectorized, the genetic hybrid proves to be about 10 times slower than a pattern search with Latin hypercube approach.
III. RESULTS
The eight-parameter optimization for TEAM Workshop problem 22 is challenging. To speed up processing time, an accelerated mesh convergence was employed in which the grid contraction is advanced as the algorithm approaches convergence. This eight-parameter optimization requires approximately 6 h on a 3 GHz Pentium IV. Table I shows the restraints and best dimensions, as reported by the TEAM Workshop problem 22 originator [8]. Table II shows the reported "best" web solution results and those derived using the discussed Latin hypercube pattern search algorithm. The calculation of the field and the energy involves the integration of elliptic integrals, and so is likely to vary slightly depending on how those integrals are performed numerically. The third row of Table II gives the results of this author's calculation using the old result parameters in Table I , and shows that the two methods of evaluating the key indices are reasonably close.
The new objective function is about one order of magnitude smaller than the present best solution, and the parameters are quite different. By chance, the algorithm reversed the radial placement of the positive and negative coils, a reversal which has no consequence.
IV. CONCLUSION
Latin hypercube algorithms will increase the performance of all deterministic algorithms by increasing the probability of finding the global minimum over Monte Carlo counterparts. This is the most straightforward use of Latin hypercube sampling features. However, Latin hypercube searches also increase the performance of pattern search algorithms within the algorithm by speeding up the polling direction search. A proper choice of mesh expansion and contraction can sometimes yield a 100% confidence level for finding the global minimum. The reader should not expect this to be the norm. Unless considerable time is spent selecting mesh alteration rates, the algorithm will be shown to yield many local minima. A superior solution is found for the rather challenging eight-parameter TEAM Workshop problem 22 using this method. Unscented transformations may hold promise as an alternative for this technique [23] .
