Abstract-In this paper, an iteration method is proposed for supervised polarimetric synthetic aperture radar (SAR) image classification. In this iterative approach, the optimization of polarimetric contrast enhancement (OPCE) is employed for enlarging the distance between the mean values of two kinds of targets and the Fisher method is employed for reducing the variances of two distributions. Using the proposed approach, polarimetric SAR image can be classified only after a few iterations. For comparison, the authors also use the maximum likelihood (ML) classifier for classification, based on the complex Wishart distribution. The classification results of a NASA/JPL AIRSAR L-band image over San Francisco demonstrate the effectiveness of the proposed approach.
INTRODUCTION
Classification of Earth terrain is one important application of polarimetric synthetic aperture radar (SAR) remote sensing. Many methods have been employed for classification of polarimetric SAR data, based on the maximum likelihood (ML) [1] , artificial neural network (NN) [2, 3] , support vector machines (SVMs) [4] , or other approaches [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] 19] . Among these methods, the ML classifier [1] can be employed for obtaining accurate classification results, but it is based on the assumption of the complex Wishart distribution of the covariance matrix. If the covariance matrix of the polarimetric SAR data does not conform to the Wishart distribution, one may obtain unsatisfactory classification results. It is hence important to propose a new approach to classification which is independent of any assumption of a statistical distribution. More recently, the authors proposed a method for polarimetric SAR image classification [19] , based on the generalized optimization of polarimetric contrast enhancement (GOPCE) [17] . However, only the distance between the function mean values of two kinds of targets were considered in the method [19] , the variances of the function distributions of two kinds of targets were not considered.
In this paper, an iteration method is proposed for supervised polarimetric SAR image classification, based on the optimization of polarimetric contrast enhancement (OPCE) and the Fisher method. In this iterative approach, the OPCE is employed for enlarging the distance between the mean values of two kinds of targets and the Fisher method is employed for reducing the variances of two distributions. Using the proposed approach, polarimetric SAR image can be classified only after a few iterations. For comparison, the maximum likelihood classification is also used. The classification results of a NASA/JPL AIRSAR L-band image over San Francisco demonstrate the effectiveness of the proposed approach.
OPCE AND FISHER'S METHOD

OPCE
Let TA and TB denote two kinds of targets, and let K (T A) and K (T B) be the average Kennaugh matrices of TA and TB , respectively. For the OPCE, we need to find the optimal polarization states g and h such that the power ratio of the two kinds of targets is maximal:
subject to : g
Using an iteration method [18] , the optimal polarization states g m and h m are easily obtained.
Fisher's Method
For a kind of targets, any parameter, such as the received power, the polarization entropy, has a distribution.The OPCE can be used to enlarge the distance between the mean values of two kinds of targets. To classify two kinds of targets, however, we not only need to enlarge the distance between two mean values, but also need to reduce the two variances of both kinds of targets. On the other hand, for different targets, the entropy and the similarity parameters should be different. For this reason, we consider the following expression:
where r 1 and r 2 are similarity parameters defined in [16] , respectively. r 3 = H denotes the polarization entropy. Now we apply the Fisher method for obtaining the unknown coefficients x i by the following optimization:
where F P is defined by (2) . Please note that (2) is linear for variables x i . (3) is hence a Rayleigh ratio and x i can easily be obtained by solving an eigenvalue equation.
PROPOSED APPROACH
Based on the OPCE and the Fisher method, we propose a supervised classification method. The basic idea of the method is to divide the mixed targets of two classes into three parts: two parts have been classified clearly, belonging to two different classes; and the other part is still mixed, it will also be re-divided into three parts by the OPCE and the Fisher method in the next iteration. The proposed classification scheme consists of the following steps:
Step 1 Obtaining some results from the training sites (1.1) After selecting the training sites of a polarimetric SAR image, denote all the classes as C 1 , C 2 , . . . , C k by the order of the average span of every class, where the average span of C j is less than that of C j+1 . (1.2) For two neighbor classes (denoted as C j and C j+1 ) of training sites, remove all the pixels which their spans are larger than the average span of C j+1 or less than the average span of C j . Denoting the remainders as C 1 j and C 1 j+1 , and letting the remainders be the TA and TB in (2, 3), respectively, then obtain the optimal coefficients and optimal polarizations, denoted as x 1 m (j), g 1 m (j) and h 1 m (j). (1.3) Calculating FP by Eq. (2), remove all the pixels for which their FPs are larger than the average FP of C 1 j+1 or less than the average FP of C 1 j . Denoting the remainders as C 2 j and C 2 j+1 and letting the remainders be the TA and TB in (1, 3) , respectively, then obtain the optimal coefficients and optimal polarizations, denoted as x 2 m (j), g 2 m (j) and h 2 m (j), respectively. (1.4) Repeat Step 1.3 until the number of the final remainders is less than one percent of the total number of C j and C j+1 . Denote the optimal coefficients and optimal polarizations of the final OPCE as x n m (j), g n m (j) and h n m (j), respectively. In addition, denote the final remainders as C n+1 j and C n+1 j+1 .
Step 2 Classification of a polarimetric SAR image (2.1) An arbitrary pixel of a polarimetric SAR image is divided into one of three classes, i.e., C 1 (if the span is less than the average span of the first training site), C k (if the span is larger than the average span of the k-th training site), and a mixed class of C j and C j+1 . (2.2) If a pixel is classified to the mixed class of C j and C j+1 , then calculate FP by Eq. (2) by using x 1 m (j), g 1 m (j) and h 1 m (j). If the corresponding FP is larger than the average FP of C 1 j+1 (defined by Step 1.2), than the pixel is classified to C j+1 ; if the corresponding FP is less than the average FP of C 1 j (defined by Step 1.2), then the pixel is classified to C j . If the pixel is not classified to C j , neither it is to C j+1 , then repeat the above processing by using x i m (j), g i m (j) and h i m (j), i = 2, 3, . . . , n. If the pixel is not classified to C j or C j+1 after n times, then divide the pixel to C j or C j+1 by using the distance between the corresponding FP associated with x n m (j), g n m (j) and h n m (j) and the average FP of C n+1 j or C n+1 j+1 .
A Note: For some special case, if the span distribution of one kind of targets has a very large variance, it may be necessary to classify not only two neighbor kinds of targets, but also arbitrary two kinds of targets. Classification results by ML.
Figure 2.
Classification results by the The NASA/JPL AIRSAR L-band data of San Francisco is used to illustrate the effectiveness of the proposed approach to classification. Fig. 1 shows the span image. Fig. 2 illustrates the classification results by using the proposed approach. Table 1 (a) shows the classification accuracy by the proposed method. For comparison, we also use the maximum likelihood classifier based on the complex Wishart distribution for the polarimetric covariance matrix, the corresponding classification results and classification accuracy are shown in Fig. 3 and Table 1 (b), respectively. From Table 1 (a) and (b), we conclude that the classification accuracy (on average) by the proposed method is a little better than that by the maximum likelihood classifier. Please note that any assumption on probability distribution is not necessary in the proposed approach, whereas the ML is based on the assumption of the complex Wishart distribution for the polarimetric covariance matrix.
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