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a b s t r a c t
Golub, Wu and Yuan [G.H. Golub, X. Wu, J.Y. Yuan, SOR-like methods for augmented
systems, BIT 41 (2001) 71–85] have presented the SOR-like algorithm to solve augmented
systems. In this paper, we present the modified symmetric successive overrelaxation
(MSSOR) method for solving augmented systems, which is based on Darvishi and Hessari’s
work above. We derive its convergence under suitable restrictions on the iteration
parameter, determine its optimal iteration parameter and the corresponding optimal
convergence factor under certain conditions. Finally, we apply the MSSORmethod to solve
augmented systems.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, the iterative method to solve augmented systems(
A B
BT 0
)(
x
y
)
=
(
b
q
)
(1)
is considered, where A ∈ Rm×m is symmetric and positive definite, B ∈ Rm×n, n ≤ m is of column full rank. Under these
assumptions, (1) has a unique solution. Systems such as (1) are important and appear in many different applications of
scientific computing, such as finite element approximation to solve the Navier–Stokes equation, constrained optimization,
generalized least squares problems, etc [1–3].
Since the coefficient matrix of (1) is large and sparse, iterative methods for solving (1) are effective because of storage
requirements and preservation sparsity. The well-known SOR is a simple stationary iterative method, which is popular in
engineering applications. One can see [12] for a comprehensive survey. Yuan [4,5] and Yuan and Iusem [6] have presented
several variants of the SOR method and preconditioned conjugate gradient methods to solve general augmented systems
such as (1) arising from generalized least squares problems where A can be symmetric and positive semidefinite and B can
be rank deficient. In [7], Golub et al. have presented several SOR-like algorithms to solve augmented systems (1). Bai et al. [8]
have presented GSOR-like algorithms to solve augmented systems (1) and obtained the optimal parameter and extended
the results of [7].
Recently, Darvishi and Hessari [9] considered the following splitting:(
A B
−BT 0
)
=
(
A 0
0 Q
)
−
(
0 0
BT 0
)
−
(
0 −B
0 Q
)
,
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with Q being nonsingular symmetric and applied the Symmetric SOR (SSOR) method to solve (1). Let
Jw =
(1− w)2I − w2(2− w)A−1BQ−1BT −w(2− w)A−1B+ w
3(2− w)
1− w A
−1BQ−1BTA−1B
w(2− w)Q−1BT I − w
2(2− w)
1− w Q
−1BTA−1B
 .
Using the symmetric SOR method to solve augmented systems, Darvishi and Hessari [9] gave the following result.
Theorem 1 ([9]). Suppose that µ is an eigenvalue of Q−1BTA−1B. If λ satisfies
(1− w)(1− λ)(λ− (w − 1)2) = w2(w − 2)2λµ (2)
then λ is an eigenvalue of Jw . Conversely, if λ is an eigenvalue of Jw such that λ 6= (w − 1)2, λ 6= 1 and µ satisfies (2), then µ
is a nonzero eigenvalue of Q−1BTA−1B.
By observing the work of [9], it is easy to find that it is very difficult to determine its optimal iteration parameter and the
corresponding optimal convergence factor from (2) in that the order of parameterw is very high. To overcome this difficulty,
this paper is devoted to a splitting coefficient matrix of (1) different from [9] to reduce the order of the parameter and the
optimal parameter is determined under certain conditions.
The outline of this paper is as follows. In Section 2,wepresent themodified symmetric successive overrelaxation (MSSOR)
method to solve augmented systems. In Section 3, we study the optimal parameter for the MSSOR method defined in
Section 2 and also the behavior of its spectral radius. In Section 4, we apply theMSSORmethod to solve augmented systems.
Finally, the paper is concluded in Section 5.
2. Modified symmetric SOR method
For the sake of simplicity, we rewrite system (1) as(
A B
−BT 0
)(
x
y
)
=
(
b
−q
)
.
where A ∈ Rm×m is symmetric and positive definite, B ∈ Rm×n. To construct the MSSOR method, we consider the follow
splitting:(
A B
−BT 0
)
= D− L− U,
where
D =
(
A 0
0 Q
)
, L =
(
0 0
BT
1
2
Q
)
, U =
(
0 −B
0
1
2
Q
)
,
and Q is nonsingular symmetric matrix.
Let
z(k) =
(
x(k)
y(k)
)
, c =
(
b
−q
)
.
From the symmetric SOR, we obtain the following scheme:
(D− wL)z(k+ 12 ) = [(1− w)D+ wU]z(k) + wc.
That is,
z(k+
1
2 ) = L˜wz(k) + w(D− wL)−1c, (3)
where
L˜w = (D− wL)−1[(1− w)D+ wU] =
 (1− w)I −wA−1Bw(1− w)
1− w2
Q−1BT I − w
2
1− w2
Q−1BTA−1B
 .
Note that
D− wL =
(
A 0
−wBT
(
1− w
2
)
Q
)
.
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Since the matrix A is symmetric and positive definite and Q is nonsingular, therefore
det(D− wL) =
(
1− w
2
)n
det(A) det(Q ) 6= 0
if and only if 1− w2 6= 0, i.e.,w 6= 2.
And so by the backward SOR, we compute z(k+1) from z(k+
1
2 )
z(k+1) = U˜wzk+ 12 + w(D− wU)−1c (4)
where
U˜w = (D− wU)−1[(1− w)D+ wL] =
(1− w)I −
w2
1− w2
A−1BQ−1BT −wA−1B
w
1− w2
Q−1BT I
 .
From (3) and (4), we get the MSSOR iterative method as follows:
z(k+1) = Ωwz(k) + C,
with
Ωw = U˜w˜Lw
=
(1− w)
2I − 2w
2(1− w)
1− w2
A−1BQ−1BT −w(2− w)A−1B+ 2w
3
1− w2
A−1BQ−1BTA−1B
2w(1− w)
1− w2
Q−1BT I − 2w
2
1− w2
Q−1BTA−1B

and
C = w(2− w)
A
−1b− w
2
(1− w2 )2
A−1BQ−1BTA−1b+ w
(1− w2 )2
A−1BQ−1q
w
(1− w2 )2
Q−1BTA−1b− 1
(1− w2 )2
Q−1q
 .
Modified symmetric SOR(MSSOR) method: Given initial vectors x(0) ∈ Rn and y(0) ∈ Rm, and a relaxation factorw > 0. For
k = 0, 1, 2, . . . until the iteration sequence {(x(k), y(k))T} is convergent, computey(k+1) = y(k) + 4wQ
−1BT
2− w [(1− w)x
(k) − wA−1By(k) + wA−1b] − 4w
2− wQ
−1q
x(k+1) = (1− w)2x(k) − wA−1B[y(k+1) + (1− w)y(k)] + w(2− w)A−1b
where Q is an approximate (preconditioning) matrix of the Schur complement matrix BTA−1B.
To study the convergence region for parameter w in the MSSOR method to solve augmented systems (2), we need the
following Theorem 2.
Theorem 2. Suppose that µ is an eigenvalue of Q−1BTA−1B. If λ satisfies
(1− λ)(λ− (w − 1)2) = 4w2λµ (5)
then λ is an eigenvalue of Ωw . Conversely, if λ is an eigenvalue of Ωw such that λ 6= (w − 1)2, λ 6= 1 and µ satisfies (5), then
µ is a nonzero eigenvalue of Q−1BTA−1B.
Proof. Suppose that λ and x are eigenvalue and eigenvector ofΩw , respectively. Then, we have
Ωwx = λx.
By calculation, we obtain that(
(1− w)2I −w(1− w)A−1B
w(1− w)Q−1BT
(
1− w
2
)2
I − w2Q−1BTA−1B
)(
x1
x2
)
= λ
(
I wA−1B
−wQ−1BT
(
1− w
2
)2
I − w2Q−1BTA−1B
)(
x1
x2
)
.
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So we get the following two equations:{
((w − 1)2 − λ)x1 = w(1+ λ− w)A−1Bx2
(1− λ)
(
1− w
2
)2
x2 − (1− λ)w2Q−1BTA−1Bx2 = w(w − 1− λ)Q−1BTx1
Hence from the first equation, we have
x1 = w(1+ λ− w)
(w − 1)2 − λ A
−1Bx2.
Taking the place of x1 in the second equation yields
(1− λ)
(
1− w
2
)2
x2 − (1− λ)w2Q−1BTA−1Bx2 = w(w − 1− λ)w(1+ λ− w)
(w − 1)2 − λ × Q
−1BTA−1Bx2.
By simple manipulations, it is easy to get that
(1− λ)(λ− (w − 1)2)x2 = 4λw2Q−1BTA−1Bx2.
Suppose that µ is an eigenvalue of Q−1BTA−1Bx2, then we have
(1− λ)(λ− (w − 1)2) = 4w2λµ.
We can prove the second assertion by reversing the process. 
Remark 1. Obviously, the order of parameter w in Eq. (5) is lower than (11) of [9], which is a good signal to us for the
determination of the optimum value of the parameter.
The following lemma is quoted for the latter use.
Lemma 1 ([10]). Consider the real quadratic equation x2−bx+d = 0, where b and d are real numbers. Both roots of the equation
are less than one in modulus if and only if, |d| < 1 and |b| < 1+ d.
Theorem 3. Let A and Q be symmetric positive definite, and B be of full rank. Assume that all eigenvalues µ of Q−1BTA−1B are
real and positive. Then we have the following cases for the relaxation parameter of the MSSOR method:
Case 1: if 0 < µ ≤ 14 , the MSSOR method converges for allw such that 0 < w < 2.
Case 2: if µ = 12 , the MSSOR method converges for allw such that 0 < w < 1.
Case 3: if 14 < µ and µ 6= 12 , the MSSOR method converges for allw such that
0 < w <
1−√4ρ − 1
1− 2ρ =
2
1+√4ρ − 1 < 2,
where ρ is the spectral radius of Q−1BTA−1B.
Proof. After some simple manipulations on (5), we get
λ2 − [1+ (w − 1)2 − 4w2µ]λ+ (w − 1)2 = 0. (6)
By setting b = 1+ (w − 1)2 − 4w2µ and d = (w − 1)2. From Lemma 1, we have
|(w − 1)2| < 1.
Also, the above inequality is equal to
|w − 1| < 1.
Hence, it is easy to get that
0 < w < 2.
From |b| < 1+ d in Lemma 1, we have
|1+ (w − 1)2 − 4w2µ| < 1+ (w − 1)2.
Therefore
−1− (w − 1)2 < 1+ (w − 1)2 − 4w2µ < 1+ (w − 1)2.
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The above relation changes to the following inequalities:
− 4w2µ < 0 (7)
and
2+ 2(w − 1)2 − 4w2µ > 0. (8)
It is easy to see that inequality (7) is true ifw 6= 0 and µ > 0.
From (8), we have
w2(1− 2µ)− 2w + 2 > 0. (9)
Case 1: If 0 < µ < 14 , from (9) it is easy to obtain that
∆ = (−2)2 − 4 · 2 · (1− 2µ) = 4(−1+ 4µ) < 0.
It is not difficult to get that the MSSOR method converges for allw such that 0 < w < 2 with 0 < µ < 14 . If µ = 14 , we get
1
2
w2 − 2w + 2 > 0.
It is easy to obtain thatw 6= 2. That is, if µ = 14 , the MSSOR method converges for allw such that 0 < w < 2.
Case 2: If µ = 12 , we get
−2w + 2 > 0.
It is easy to obtain thatw < 1. That is, if µ = 12 , the MSSOR method converges for allw such that 0 < w < 1.
Case 3: If 14 ≤ µ < 12 , by straightforwardly solving (9), we immediately obtain
w <
1−√4µ− 1
1− 2µ .
Let
f (µ) = 1−
√
4µ− 1
1− 2µ .
It is easy to prove that f (µ) is monotone decreasing function in [ 14 , 12 ). As for any µwe have µ ≤ ρ, hence Case 3 holds.
If µ > 12 , we get
w2(2µ− 1)+ 2w − 2 < 0. (10)
By straightforwardly solving (10), we immediately obtain
w <
−1+√4µ− 1
2µ− 1 .
Analogously, Case 3 holds and this completes the proof. 
3. Choice of the optimal relaxation parameter
In the section,wepresent the following theorems to provide the choice of the optimal relaxationparameter. For simplicity
of notation, let ρ = ρ(Q−1BTA−1B) and 0 < µ0 = minµ6=0 µ, where µ is a nonzero eigenvalue of Q−1BTA−1B.
Theorem 4. If µ0 > 14 , then
ρ(Ωw) =

|1− w|, if 0 < w ≤ 2
1+ 2√ρ ,
0.5[|1+ (w − 1)2 − 4w2ρ| + w
√
(1− 4ρ)((w − 2)2 − 4w2ρ)], if 2
1+ 2√ρ ≤ w ≤
2
1+√4ρ − 1 .
Moreover, the optimal parameter wo and ρ(Ωwo) are given respectively by
wo = 21+ 2√ρ and ρ(Ωwo) =
2
√
ρ − 1
2
√
ρ + 1 .
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Proof. From (6), it follows that
λ = 0.5[1+ (w − 1)2 − 4w2µ± w
√
(1− 4µ)((w − 2)2 − 4w2µ)].
It is not difficult to find that λ is complex if (1− 4µ)((w − 2)2 − 4w2µ) ≤ 0. Further, we obtain that
(w − 2)2 − 4w2µ ≥ 0.
That is,
(w − 2− 2w√µ)(w − 2+ 2w√µ) ≥ 0,
which is equivalent to the following form
((2
√
µ− 1)w + 2)((1+ 2√µ)w − 2) ≤ 0.
So λ is complex if −22√µ−1 ≤ w ≤ 21+2√µ and real ifw ≤ −22√µ−1 orw ≥ 21+2√µ . Then
|λ| =

|1− w|, if 0 < w ≤ 2
1+ 2√µ,
0.5[|1+ (w − 1)2 − 4w2µ| + w
√
(1− 4µ)((w − 2)2 − 4w2µ)], if 2
1+ 2√µ ≤ w ≤
2
1+√4µ− 1 .
Since 21+2√µ is a monotonically decreasing function, it is easy to find that we get
ρ(Ωw) =

|1− w|, if 0 < w ≤ 2
1+ 2√ρ ,
0.5[|1+ (w − 1)2 − 4w2ρ| + w
√
(1− 4ρ)((w − 2)2 − 4w2ρ)], if 2
1+ 2√ρ ≤ w ≤
2
1+√4ρ − 1 .
For the optimal parameter, we rewrite (5) as gw(λ) = fw(λ), where we define
gw(λ) =
[
λ− 1+ w
w
]2
and fw(λ) = (1− 4µ)λ.
Clearly, gw(λ) and fw(λ) pass though the point (1, 1) and (0, 0) respectively for all w since gw(1) = 1 and fw(0) = 0. The
straight line fw crosses the parabolic curve gw . Similar to the analysis in ([11], pp. 110–111) the optimal parameterwo is the
choice that guarantees that fwo is a tangent line of gwo . Using the same idea, we get
wo = 21+ 2√ρ > 0,
because g ′w(λ) = 2(λ− 1+ w)/w2 and f ′w(λ) = 1− 4µ. We also have
ρ(Ωwo) = |1− wo| =
2
√
ρ − 1
2
√
ρ + 1 . 
In [7], Golub et al. gave the following theorem on the choice of the optimal relaxation parameter of the SOR-like method for
augmented systems.
Theorem 5 ([7]). If µ0 > 14 , then
ρ(Mw) =

√
1− w, if 0 < w ≤ 2
√
ρ − 1
ρ
,
0.5[|2− w − w2ρ| + w
√
(wρ + 1)2 − 4ρ], if 2
√
ρ − 1
ρ
≤ w ≤ 4
1+√4ρ + 1 ,
where
Mw = (D− wL)−1[(1− w)D+ wU] =
(
A 0
−wBT Q
)−1 (
(1− w)A −wB
0 Q
)
.
Moreover, the optimal parameter wb and ρ(Mwb) are given respectively by
wb = 2
√
ρ − 1
ρ
≤ 1 and ρ(Mwb) =
|√ρ − 1|√
ρ
.
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Here, we now give the following result, which is a criterion for choosing between the SOR-like method and the MSSOR
method to solve augmented systems.
Theorem 6. Under conditions of Theorems 4 and 5, then
(1) ρ(Ωwo) > ρ(Mwb), if ρ >
3+√5
8 ;
(2) ρ(Ωwo) < ρ(Mwb), if
1
4 < ρ <
3+√5
8 ;
(3) ρ(Ωwo) = ρ(Mwb), if ρ = 3+
√
5
8 .
Proof. If ρ ≥ 1, then
ρ(Ωwo)− ρ(Mwb) =
2
√
ρ − 1
2
√
ρ + 1 −
√
ρ − 1√
ρ
= (2
√
ρ − 1)√ρ − (2√ρ + 1)(√ρ − 1)
(2
√
ρ + 1)√ρ
= 1
(2
√
ρ + 1)√ρ > 0.
If 14 < ρ < 1, then
ρ(Ωwo)− ρ(Mwb) =
2
√
ρ − 1
2
√
ρ + 1 −
1−√ρ√
ρ
= (2
√
ρ − 1)√ρ − (2√ρ + 1)(1−√ρ)
(2
√
ρ + 1)√ρ
= 4ρ − 2
√
ρ − 1
(2
√
ρ + 1)√ρ .
Further, we have the following conclusion:
4ρ − 2√ρ − 1 = 0, if ρ = 3+
√
5
8
,
4ρ − 2√ρ − 1 > 0, if 3+
√
5
8
< ρ < 1,
4ρ − 2√ρ − 1 < 0, if 1
4
< ρ <
3+√5
8
.
In other words, we get
ρ(Ωwo)− ρ(Mwb) = 0, if ρ =
3+√5
8
,
ρ(Ωwo)− ρ(Mwb) > 0, if
3+√5
8
< ρ < 1,
ρ(Ωwo)− ρ(Mwb) < 0, if
1
4
< ρ <
3+√5
8
,
which is completed. 
4. Numerical example
In this section, we give two examples to illustrate the MSSOR method to find the solution of the related augmented
systems and compare the results between the MSSOR method and the SOR-like method provided [7].
In our computations of two examples, we chose the right hand side vector (bT, qT)T ∈ Rm+n, such that the exact solution
of the augmented system (1) is (x(∗)T , y(∗))T = (1, 1, . . . , 1)T ∈ Rm+n. All runs with respect to both the SOR-like and the
MSSORmethod are started from initial vector (x(0)
T
, y(0)
T
)T = 0, and terminated if the current iteration satisfies ERR < 10−9,
where
ERR =
√
‖x(k) − x∗‖22 + ‖y(k) − y∗‖22√
‖x(0) − x∗‖22 + ‖y(0) − y∗‖22
,
with (x(k)
T
, y(k)
T
)T the final approximation solution. Choosing thematrix Q , as an approximation to the matrix BTA−1B in the
following Examples 1 and 2, accords to the cases listed in Table 1.
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Table 1
Choices of matrix Q .
Case no. Matrix Q Description
I BTAˆ−1B Aˆ = tridiag(A)
II BTAˆ−1B Aˆ = diag(A)
Table 2
The minimum positive eigenvalue µo of Q−1BTA−1B for Example 1.
m 128 512 1152
n 64 256 576
m+ n 128 512 1152
Case I µo 0.5319 0.5088 0.5040
Case II µo 0.5162 0.5044 0.5020
Table 3
Optimal parameter, spectral radius and IT for Example 1.
m 128 512 1152
n 64 256 576
m+ n 128 512 1152
Case I SOR wopt 0.5958 0.3657 0.2620
ρ(Mwb ) 0.6358 0.7964 0.8591
IT 62 130 200
MSSOR wo 0.3081 0.1848 0.1316
ρ(Ωwo ) 0.6919 0.8152 0.8684
IT 78 147 218
Case II SOR wopt 0.4664 0.2720 0.1915
ρ(Mwb ) 0.7305 0.8533 0.8992
IT 92 191 293
MSSOR wo 0.2375 0.1367 0.0960
ρ(Ωwo ) 0.7625 0.8633 0.9040
IT 108 208 311
Example 1 ([7]). Consider the augmented linear system (1) in which
A =
(
I ⊗ T + T ⊗ I 0
0 I ⊗ T + T ⊗ I
)
∈ R2p2×2p2 ,
B =
(
I ⊗ F
F ⊗ I
)
∈ R2p2×p2 ,
and
T = 1
h2
· tridiag(−1, 2,−1) ∈ Rp×p, F = 1
h
· tridiag(−1, 1, 0) ∈ Rp×p,
with⊗ being the Kronecker product symbol and h = 1p+1 the discretization mesh-size.
For Example 1, we set m = 2p2 and n = p2. Hence, the total number of variables is m + n = 3p2. In Table 2, we list
the minimum positive eigenvalue µo of Q−1BTA−1B, for different values ofm and n. In Table 3, we list wopt and wo, and the
corresponding ρ(Mwb) and ρ(Ωwo), the iteration number (IT), of the SOR-like and the MSSOR methods, respectively, for
various problems sizes (m, n).
Example 2 ([8]). Consider the augmented linear system (1) in which
A =
(
I ⊗ T + T ⊗ I 0
0 I ⊗ T + T ⊗ I
)
∈ R2p2×2p2 ,
B =
(
I ⊗ F
F ⊗ I
)
∈ R2p2×p2 ,
and
T = 1
h2
· tridiag(−1, 2,−1) ∈ Rp×p, F = 1
h
· K ∈ Rp×p,
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Table 4
The minimum positive eigenvalue µo of Q−1BTA−1B for Example 2.
m 128 512 1152
n 64 256 576
m+ n 128 512 1152
Case I µo 0.5305 0.5086 0.5040
Case II µo 0.5160 0.5044 0.5020
Table 5
Optimal parameter, spectral radius and IT for Example 2.
m 128 512 1152
n 64 256 576
m+ n 128 512 1152
Case I SOR wopt 0.5692 0.3382 0.2376
ρ(Mwb ) 0.6563 0.8135 0.8731
IT 63 128 196
MSSOR wo 0.2933 0.1706 0.1193
ρ(Ωwo ) 0.7067 0.8294 0.8807
IT 79 146 215
Case II SOR wopt 0.4399 0.2489 0.1722
ρ(Mwb ) 0.7484 0.8666 0.9098
IT 94 191 291
MSSOR wo 0.2235 0.1250 0.0863
ρ(Ωwo ) 0.7765 0.8750 0.9137
IT 111 209 310
with
K = (kij) ∈ Rp×p, kij = 1
2
√
2pi
e−
|i−j|2
8 , i, j = 1, 2, . . . , p,
⊗ being the Kronecker product symbol and h = 1p+1 the discretization mesh-size.
For Example 2, we have m = 2p2 and n = p2. The total number of variables is m + n = 3p2. Note that the matrix K
is a highly ill-conditioned Toeplitz matrix with rapidly decaying singular values. In Table 4, we give the minimum positive
eigenvalue µo of Q−1BTA−1B with the different values of m and n. In Table 5, we list wopt and wo, and the corresponding
ρ(Mwb) and ρ(Ωwo), the iteration number (IT), of the SOR-like and the MSSOR methods, respectively, for various problems
sizes (m, n).
By observing Examples 1 and 2, it is not difficult to see that when m increases, the optimal parameter wopt and wo are
deceasing, however, the corresponding optimal convergence factors ρ(Mwb) and ρ(Ωwo) of the SOR-like and the MSSOR
methods gradually increases. It is clear that both methods have reasonably small convergence factors, and the asymptotic
convergence factor of the SOR-like method is smaller than that of the MSSOR method when the optimal parameter is
employed. It is easy to know that the iteration number of the SOR-like method is smaller than that of the MSSOR method
when the optimal parameter is employed. In other words, with the optimal parameter employed, the MSSORmethod is less
efficient than that of the SOR-likemethod. Therefore, we need to improve ourmethod, such as introduce another parameter
β which is similar to the idea of [8]. We will study this case in the future.
5. Conclusion
In this paper, the MSSOR method has been established to solve augmented systems, which is a simple and powerful
scheme to solve (1). Convergence analysis has been given. We derived its optimal iteration parameter w. From Theorem 6
and numerical examples, it is not difficult to find that the SOR-like method is superior to the MSSORmethod. So we need to
further improve the MSSOR method, such as introduce another parameter β which is similar to the idea of [8]. With regard
to this case, we will further study henceforth.
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