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It is important for engineers and designers to be able to accurately estimate the damping within
a structure; however, this is not a trivial task. Simplifications are often made in an effort to
make damping estimation easier, but these simplifications rely on assumptions that may not be
universally true. One important assumption is that the excitation input for a structure may be
modeled as broad-band noise, but traffic loading on a bridge likely violates that assumption. Traffic
loads are characterized by the velocities of the vehicles and trains crossing the bridge, which gives
the input specific frequency content. This added complexity increases the difficulty in accurately
estimating the damping.
The problem of traffic crossing a bridge was studied by creating a finite element model of a
bridge using a beam system that consisted of a series of stringers resting on top of a larger girder.
Traffic loads were then simulated using moving point loads and moving masses to represent cars
and trains crossing the bridge. In addition to the traffic loading case, an ambient loading case was
conducted using uniform broad-band noise as a means of comparison. The accelerations at several
locations along the bridge span were recorded and used as input for a variety of operational modal
analysis (OMA) methods.
The OMA methods included both frequency domain techniques, such as Frequency Domain
Decomposition (FDD), and time domain based identification, such as blind source separation (BSS).
The results from the various OMA methods demonstrated how traffic loading creates distortion in
the frequency response spectra of the bridge. This distortion had adverse effects for damping ratio
estimation and in certain cases led to extreme errors. The mode shape estimates were not found
to be affected by the distortion, but that meant that mode shape estimates could not be used to
identify potentially erroneous damping estimates.
The cause for the distortion was later identified as the driving frequencies produced by the
vehicle-bridge interactions. The term “driving frequency” refers to the frequency created by a car
traveling over a bridge or, by analogy, by a moving load traveling over a beam. This frequency
is directly correlated with the speed of the vehicle and the length of the bridge. By considering
a single moving point load traveling across the bridge, the responses of the stringers and girder
were studied and the effects of the driving frequencies were better quantified in both the time and
frequency domains.
It was found that peaks in frequency domain appear at the even multiples of each car’s driving
frequency, and as more cars travel across the bridge the peaks of closely spaced driving frequency
multiples begin to merge. As the number of cars increases to a full hour-long simulation and the
car velocities become uniformly distributed over a given interval, numerous peaks merge together
to form sustained regions of elevated energy in the frequency domain. These regions distort the
frequency response spectra of the bridge and obscure the modal information.
In order to deal with these distorted regions, a new approach to modal identification was
proposed that focused on using partial information from the modal peaks. The peaks in the
frequency domain were divided into left- and right-side spectra in order to take advantage of any
undistorted portions of the modal peaks. These side spectra were analyzed using a curve-fitting
approach based on combining optimization methods with clustering analysis. The presence of
distortion presented certain challenges to traditional curve-fitting approaches, such as polynomial
least squares, but the optimization algorithm was able to overcome these issues while also adding
efficiency to the curve-fitting process. The clustering analysis was used to quickly find the optimal
subsets within the optimization-based curve-fitting results.
By performing curve-fitting to side spectra, different sets of modal parameters were produced
that fit each side. It was found that the modal parameters for the intact or undistorted side com-
pared favorably with the true modal parameters. While this optimization and clustering methodol-
ogy could not account for all types of distortion, it demonstrated large improvements as compared
to traditional OMA approaches for the modes most severely impacted by the distortion. Another
potential benefit of this method is that the distributions within the final clusters could be used to
provide ranges of possible values for the damping ratios instead of only a single value.
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CHAPTER 1. INTRODUCTION & OUTLINE
Chapter 1
Introduction & Outline
The proper maintenance and sustainability of a nation’s infrastructure is essential, and among
the key aspects of its sustainability are the assurance of structural safety and the avoidance of
economic and commuter disruption due to failures or urgent repairs. Among the challenges still
facing the research community is fully quantifying all of the factors that contribute to structural
safety and one of the more critical factors is damping. Knowing the extent of damping present
in structures such as tall buildings and long span bridges is of great importance because of the
benefits of energy dissipation for aerodynamic stability, the reduction of response due to seismic
loading and the general reduction of excessive vibration which can lead to common fatigue failures.
However, structural damping cannot often be easily and reliably measured from collected sample
data nor can it be simply derived from an analytical formula. As a result, the improved precision
of damping estimation has become widely sought after within the field of system identification.
System identification techniques frequently rely upon output-only models because often only
the response is known and no information exists for the forces exciting a given system. The family
of methods for performing system identification on output-only systems are commonly referred to
as operational modal analysis (OMA). Output-only models force the user to make assumptions
about the input, most commonly that the input is some type of uniform, broad-band noise. This
assumption, while mathematically convenient, may not be true in some common cases.
When cars and trains travel over a bridge they often do so within a certain range of velocities
or at repeated frequencies, meaning that the traffic excitation is not broad-band in its truest sense.
This complicates the identification of the bridge parameters because employing an OMA approach
1
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requires assumptions of system time-invariance and ambient excitation. Specifically, the assumption
of ambient or broad-band excitation does not seem appropriate given the fact that vehicular traffic
often has certain frequencies in greater proportion.
There have been developments in OMA aimed at dealing with non-ambient excitations and
excitation with frequency dominated components, but these techniques and methods are not well-
equipped to deal with the frequencies generated by vehicle-bridge interactions. As a result the
frequencies created by these vehicle-bridge interactions, so-called “driving frequencies”, often cause
significant problems in the identification of modal parameters, especially modal damping ratios.
This dissertation will demonstrate the impact of traffic loading on the identification of modal
parameters, detail how driving frequencies interfere with identification efforts, and present a novel
methodology that accounts for driving frequencies in an attempt to overcome their often deleterious
effects.
Much of the research presented in this dissertation comes from papers that have been published
[1], papers that are currently in the review process [2, 3] or papers that are in preparation [4].
1.1 Dissertation Outline
This dissertation focuses on several aspects of the problem created by traffic loads on a bridge. The
second chapter of the dissertation focuses on the creation of a finite element bridge model and the
simulation of traffic loading. The bridge was modeled as a series of stringers resting atop a larger,
continuous girder, and the derivation and organization of this stringer-girder system is presented.
A full description of the simulation of traffic loads as moving loads and masses is included, as is a
discussion of the simulated ambient noise excitation used as a basis for comparison. Validations and
verifications of the bridge model are given, and brief comparisons to actual bridge data are made
in order to demonstrate the bridge model’s ability to replicate real-world conditions. Additionally,
a short discussion on the loss of orthogonality in mode shapes and change in natural frequencies
due to the presence of the moving mass is included.
The third chapter of the dissertation focuses on analyzing the simulated bridge responses. A
full review of the OMA performed on the bridge using Frequency Domain Decomposition (FDD)
[5] and blind source separation (BSS) is included. The background and theory for both of these
2
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methods are included as are details of their implementation for analysis of the traffic simulations.
Since BSS consists of a wide variety of methods, a detailed description is also given for the specific
technique chosen.
The fourth chapter focuses on the estimates of the modal damping ratios. The results of the
FDD method show how the traffic loading produced distortion in the frequency response spectra
that caused extremely large errors in the damping estimates for certain modes. The estimates
gained from the BSS method are also provided, and these results are then compared to the FDD
method both in terms of accuracy and the impact of the distortion. Additional simulations and
analyses are also presented that attempt to quantify distortion in terms of its nature, its ability to
be detected, and its range of its effects.
The fifth chapter of the dissertation details the cause of the distortion. A detailed derivation
and discussion of driving frequencies are first presented. This is followed by analyses of the bridge
response created by a single car crossing in the time domain, as well as in the frequency domain
using Fourier Series. Other studies are then performed using increasing numbers of cars to exhibit
how the number of cars changes the appearance of the distortion created by the driving frequencies
in the frequency response. A brief comparison of the response of the Manhattan Bridge to the traffic
simulations is included as a premise for introducing the possible appearance of driving frequencies
in real-world data sets.
The sixth chapter of the dissertation provides a new methodology for damping estimation in
the presence of distorted modal information. First a discussion of frequency response function
(FRF) curve-fitting is introduced, and this is followed by the results of attempted polynomial least
squares FRF curve-fitting. The section also introduces the idea of dividing a modal peak into left
and right side-spectra, an idea that forms the basis for this new methodology. There is a brief
discussion of FRF curve-fitting using a Monte Carlo approach, but this approach was ultimately
replaced by a more efficient optimization-based algorithm. A new optimization-clustering curve-
fitting methodology is proposed and this section includes a discussion on the chosen algorithm
(pattern-search), as well as the clustering analysis used for increased efficiency. Finally, the results
of this new methodology are compared against traditional OMA approaches in order to demonstrate
the relative effectiveness of this new method.
The final chapter presents the important conclusions and contributions of this research. Addi-
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tionally, some directions of future research are suggested.
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Chapter 2
Modeling & Simulating the Moving
Mass Problem
2.1 Introduction
Simulating the traffic excitation along a bridge may be modeled by simplifying the problem
to moving loads and masses traveling across beams. The response of a beam to a moving load
was first addressed by Timoshenko [6] and Jeffcott [7], and the initial analysis was expanded to
a two-span beam by Ayre et al. [8]. Consideration was later given to the problem of moving
masses traveling across a beam by Stanisic [9–11] who compared a moving force and a moving
mass to show the differences in the response of a simply-supported beam. Sadiku and Leipholz [12]
demonstrated that a moving force does not provide an upper bound for the moving mass problem.
The exploration of a series or sequence of moving masses led to the study of partially distributed
moving masses traveling across a beam [13, 14].
It has been shown that for masses moving across thin beams, the Euler-Bernoulli model is
sufficient [15]. Work done by Rao demonstrated that the inertial effect of the mass is more important
when it is traveling at lower velocities [16]. When including the inertial effects of a moving mass it
was suggested by Lee [17] that if the contact between the mass and beam is to be modeled, then the
separation of a mass at high velocities must be considered. When including a moving mass term the
acceleration of the mass may be transformed from its total derivative form into partial derivative
5
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form that includes the local acceleration, the same as the beam, and the remaining “convective”
terms [10, 14]. The importance of the convective acceleration terms that arise when including a
mass was analyzed [18] and it was found that when the mass is traveling at low velocities, these
additional convective terms are negligible. Thus, a mass traveling across a thin beam may be
modeled using a Euler-Bernoulli beam that includes inertial effects but ignores the contact forces
and the convective acceleration of the mass [15–18].
A comprehensive finite element analysis was conducted by Lin and Trethewey [19] to model
the response of a beam to moving force and moving mass, and additional attention was given to
modeling the response due to a partially distributed moving mass [20]. More recently, an expansive
tutorial on moving-load dynamic problems was conducted by Ouyang [21] that provides brief reviews
of various types of moving load problems.
2.2 Model Formulation
2.2.1 Bridge Model
The phenomena of traffic crossing a bridge, as represented by train and car crossings, was modeled
using finite elements in MATLAB [22] with the analogy of loads traveling across a beam. The beam
model consisted of a large, continuous bridge girder with a series of smaller, simply supported
stringers resting atop it (Figure 2.1). The structure was created in this manner in an effort to
simulate the global effects of the bridge superstructure while also including the local efforts created
by the bridge deck such as the discontinuity in rotation between deck panels.
The finite element bridge model was formulated based on Euler-Bernoulli beam theory. The
general form of the Euler-Bernoulli beam equation for constant material properties with viscous
damping and forced vibrations is shown in Equation 2.1, where u (x, t) represents the transverse
displacement of the beam, E is the Young’s Modulus, I is the moment of inertia, A is cross-sectional
area, ρ is the density, and c is the viscous damping constant.
Bridge girder 
Deck stringer 
Figure 2.1: Sample Model Set-up (actual model used in simulations has 100 stringers)
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Bridge girder Deck stringers
EeIe 225.2× 1011Nm2 4.2× 107Nm2














= f (x, t) (2.1)
This equation was used to describe the dynamic behavior of both the larger bridge girder and
the supported stringers; however, instead of considering all of the beams as one system, the girder
and stringers were treated separately. Their relationship with each other was revisited on the nodal
level once the finite elements had been created. The Galerkin method was chosen for the finite
elements and the full formulation of the mass and stiffness matrices may be found in Appendix A.
The values used for the element stiffness and mass properties are shown in Table 2.1.
Instead of using an element damping term dependent on c as in Equation 2.1, damping was
introduced using the Rayleigh model based on proportionality with the mass and stiffness matrices,
as shown in Equation 2.2, where a0 and a1 are constants and M, C and K represent the mass,
damping and stiffness matrices, respectively. For this implementation the proportionality was based
on the fully assembled, global mass and stiffness matrices in their initial configurations, prior to
any added mass. The change from local to global damping did not affect the manner in which the
damping matrix was constructed as the mass and stiffness matrices still used the shape functions,
or derivatives thereof, in their construction.
C = a0M + a1K (2.2)
In order to determine the constants a0 and a1 from Equation 2.2, the following relationship was










Damping ratios were set at 3% for global modes 1 and 9, and their natural frequencies were
attained by solving the eigenvalue problem. Using the prescribed damping ratios and corresponding
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Table 2.2: Modal Properties
natural frequencies, the constants a0 and a1 were found. The natural frequencies and damping ratios
for the first ten modes of the bridge model are given in Table 2.2.
Each element on the larger girder and smaller stringers was given four degrees of freedom, two
vertical displacements and two rotations. At each node location in the model the global assignment
for the vertical degrees of freedom was the same for the bridge girder and the deck stringers because
the simple support of the stringers guaranteed that they experienced the same vertical displacements
as the girder (Figure 2.2). The rotational degrees of freedom were treated differently. The bridge
girder was given continuity of moment from element to element, but its rotations were separated
from the deck stringers. Adjacent deck stringers were given individual rotational degrees of freedom
to better simulate the jointed nature of an actual bridge deck. Each node in the model was thus
given four degrees of freedom: 3 separate rotations (1 for the girder and 1 for each stringer) and
1 vertical displacement in common. In total the model consisted of 101 nodes, resulting in 100
elements. The girder had a span of length L = 435.2m, leading to an element length le = 4.352m,
and each stringer was designed to have the length of a full element. The bridge girder to stringer
span ratio was then 1/100.
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Figure 2.3: Traveling Car Load
2.2.2 Bridge Loads
For the modeling of the traffic loads on the bridge, separate forcing functions were developed for
the larger bridge girder and smaller stringers to represent the train and car crossings, respectively.
The smaller stringers were subjected to moving car loads and their own self-weight. The car loads
were modeled as a series of point loads traveling at a constant velocity (shown in Figure 2.3), while
the self-weight was a uniformly distributed load. The total deck stringer load Fd is expressed in
Equation 2.4, where f cari and v
car
i are the car force and velocity for the i
th car, δ () is the Dirac
delta function, ρdAd is the mass per unit length of the deck stringer, and g is the gravitational
constant.
Fd (x, t) =
∑
i
f cari δ (x− vcari t) + ρdAdg (2.4)
Each car was assigned a weight and velocity based on a uniform distribution in order to simulate
how different cars and trucks would impart a unique force at their location at any given time as
they traveled across a stringer beam. Due to the varying speeds, it was possible for multiple cars
to be present on a particular stringer.
The bridge girder experienced load from the train and its own self weight. The trains were
9





Figure 2.4: Traveling Train Mass
treated as uniform partially distributed moving masses of mass per unit length M s and length l,
traveling at a constant velocity vs (Figure 2.4). The trains were given a length ratio of l = L/6
and the mass ratio per unit length was set at M
s
Mbridge
= 0.09, meaning the total mass ratio was
1.5%. The impact of the added mass on the damping ratios was investigated and it was found
that the relative change in the damping ratios was less than 1% for every mode except mode 1,
which experienced a relative change of 1.42%. Therefore, the chosen train mass ratio had a very
limited effect on the damping characteristics of the model and for the purposes of later damping
ratio estimation, its effects were neglected.
The velocity of the trains was prescribed so that an individual crossing would last approximately
one minute, and this time scale was chosen based on observations of subway trains crossing the
Manhattan Bridge. The equation for the force imparted by the trains is given in piece-wise form
in Equation 2.5 and since the trains were treated as distributed masses, an inertial component was
included.
f (x, t) =








vst ≤ x < vst+ l
0 vst+ l ≤ x < L
(2.5)
The acceleration experienced by the train is given in Equation 2.5 in its total derivative form;
however, this acceleration may be expanded into the following expression that includes the convec-
















The first term in Equation 2.6 is the acceleration of the bridge girder at the point of contact
with the train, and this is the acceleration term most commonly used. The next two terms are the
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Coriolis acceleration and the centripetal acceleration of the moving mass. Given that the train was
given a constant velocity, the last term in Equation 2.6 may be ignored. It has been shown in [18]
that a certain critical velocity Vcr determines whether the Coriolis and centripetal accelerations
are necessary. In [18], Vcr is defined as ≈ 0.4V ′ where V ′ = 2L/Tp in which Tp is the fundamental
period of the bridge. The fundamental period was found to be Tp = 4.563 s and that resulted in a
critical velocity of Vcr = 76.3m/s. The velocity of the train was held below this critical velocity,
meaning that the Coriolis and centripetal accelerations could be ignored and that only the first
term of Equation 2.6 remained. When the self-weight of the girder was included, the full expression
for the load Fg on the bridge girders was







[H (x− vst)−H (x− vst− l)] + ρgAgg (2.7)
where H (· · · ) is the Heaviside unit function and ρgAg is the mass per unit length of the girder.
Taking Equation 2.7 and combining it with the sum of all nd deck stringer loads shown in Equa-
tion 2.4 gives the total load f (x, t) experienced by the bridge model with mg and mdi representing
the mass per unit length of the bridge girder and the ith deck stringer, respectively.






















Following the same steps shown previously for the Euler-Bernoulli equation, the forcing function
in Equation 2.8 was transformed from its partial differential equation form to the strong from, and
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Utilizing Galerkin’s method as presented in Appendix A, the weak form of the force was dis-
cretized with the Galerkin approximations in Equations A.3 and A.7 and the Hermite shape func-
tions introduced in Equations A.4 and A.6. After some simplifications, the final expression for the
discretization of the force was found. Given the manner in which the loads were applied, the loads
were separated into girder (Equation 2.10a) and stringer (2.10b) assignments with ng el and nd el
































For Equation 2.10a, ΩMs was used to signify the portion of the bridge girder domain over which
the train mass was traveling, i.e. the portion of the girder for which the Heaviside function in
Equation 2.9 is non-zero. Additionally, xj was the x-coordinate at which the Dirac delta function
in Equation 2.9 was non-zero, i.e. xj = v
car
j t.
The first term in Equation 2.10a is of the same construction as the mass matrix shown in
Appendix A in Equation A.11, and thus that first term became the train mass matrix. The
negative sign that was in front of the integral in Equation 2.10 changed sign when the forcing terms





This mass was added to the existing mass matrix of the bridge model at the appropriate nodes,
but as the train moved along the bridge girder, the nodes to which the mass and its weight were
added would change creating a dynamic inertial effect. The same principle of node changing applied
to the car loads in the first term of Equation 2.10b because as the car traveled across the stringers,
the stringer to which its load was applied would change.
2.2.3 Time Domain Solution
Once the global mass, damping, and stiffness matrices were assembled and the forcing vector was
constructed, the Newmark Method was employed to solve the equation of motion in the time
12
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domain (Equation 2.12). The mass matrix M includes the mass of the bridge structure, girder and
stringers, as well as the moving mass term shown in Equation 2.11, while the force vector F(t)
includes all of the gravity forces and moving car loads identified in Equations 2.10a and 2.10b.
Md̈ + Cḋ + Kd = F(t) (2.12)
As described in [23] the Newmark method integration scheme is based on the following Equa-
tions.
t+∆tḋ = tḋ +
[
(1− δ) td̈ + δ t+∆td̈
]
∆t (2.13a)






td̈ + α t+∆td̈
]
∆t2 (2.13b)
where δ and α are parameters that control the integration accuracy and stability. By manipu-
lating the Newmark equations in 2.13 and the equation of motion in 2.12 the solutions for the
displacements, velocities, and accelerations at time t+ ∆t were found.
The chosen parameters were δ = 12 and α =
1
4 because they provided unconditional stability.
These parameters constitute the Newmark constant-average-acceleration method and in addition
to its unconditional stability, this method does not create any artificial amplitude decay, which was
critical for maintaining the integrity of the model’s damping characteristics. When choosing a size
for ∆t, constraints were placed on its size based on model accuracy and the prevention of period
elongation for a given mode. Model accuracy was guaranteed up to a certain period Tp based on
the relationship ∆t ≤ Tp10 . The prevention of period elongation for a given natural period Tn was
dependent upon ∆tTn < 0.01. It was desired for the model to accurately include its first 10 modes,
all without any period elongation, and therefore the relationship for period elongation controlled.
The natural period for the 10th mode was T10 = 0.0457 s, producing ∆t = 4.5× 10−4 and sampling
frequency of Fs = 2222.22Hz.
2.3 Model Simulations
A series of basic validation tests were performed before conducting the simulations with the MAT-
LAB model. Using Abaqus/CAE [24], a simple finite element model of a bridge with support
13
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FEM vs. Analytical Soltuion for dynamic response of a car traveling across support stringer
FEM
Analytical
Figure 2.5: Stringer Response to Traveling Car Load
stringers was constructed and this model was used to test the natural frequencies of the MATLAB
model. While the Abaqus model was not able to exactly recreate the simply-supported nature of
the deck stringers sitting atop the larger bridge girder, the closest physical equivalent was chosen
by approximating the simple supports as rigid links with releases at their ends that would provide
the stringers the freedom to rotate independently and yet still supply the requisite stiffness in the
vertical direction. Given the convenience of using MATLAB to model the desired bridge girder-
stringer set-up, and the fact that MATLAB allowed more control in prescribing and designing the
moving masses and loads, MATLAB was considered a better option for the simulations and Abaqus
was used primarily as a source of model validation. The natural frequencies of the first ten vertical
modes of the Abaqus model were compared against the MATLAB model and the maximum relative
error was 1.25% for the 10th mode, with the majority of modes having a relative error less than
1%. This was considered a strong match given the slight differences in deck stringers and boundary
conditions between the finite element models.
The dynamic responses to the cars and trains were also compared. The dynamic response
of the deck stringers to the moving car loads was validated by comparing the MATLAB finite
element solution against the analytical solution for a traveling point load (Figure 2.5). The relative
root-mean-square error over the total dynamic response time history was found to be less than
3.24× 10−6%.
The dynamic response of the train crossing was validated by comparing the results to the
14
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Figure 2.6: Sample beta distribution
work done for partially distributed masses traveling across Euler-Bernoulli beams [15, 20]. The
MATLAB model was adjusted to fit the parameters of the studies in these previous works, and
the maximum deflection was found to be 5.583 mm, while it was 5.78 mm in [15] and 5.51 mm
in [20], for relative errors of −3.4% and 1.3% respectively. The mesh was checked for its absolute
accuracy by running the same traffic simulation of train and car crossings for various mesh sizes.
The simulations demonstrated convergent behavior with increasing mesh size, and the 101 node
mesh was found to demonstrate sufficicent accuracy while also providing acceptable time efficiency.
Before modeling any traffic, ambient excitation simulations were conducted using white noise
because it was considered important to have tests with ambient excitation input for the purposes
of future comparison against the traffic excitation simulations. A separate time history of white
noise excitation was applied to each node in order to simulate the wind loads experienced by a
bridge in ambient conditions. The white noise was modeled using a beta distribution of random
numbers (Figure 2.6). The choice of a beta distribution for the random noise was non-essential,
but this distribution provided the flexibility to shift the mean and easily control the variance and
skewness of the distribution. Due to the small size of ∆t, the noise was filtered in order to lower
its frequency from the sampling frequency to 101Hz.
Traffic was simulated using car and train crossings with no ambient noise. The PSDs of the
traffic and noise forcing functions are plotted in Figure 2.7. Comparing their PSDs demonstrates
15
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Comparison of Forcing Function PSDs
Trac
Noise
Figure 2.7: Comparison of PSD of Forcing Functions
how different the traffic excitation is in comparison to ambient noise, and therefore it is expected
that the traffic loading will lead to much different response PSDs. Unlike the PSD of white noise
the PSD of the traffic forces changes with frequency and is not constant, but it changes slowly over
the frequency range. It is possible that these changes are gradual enough that they would not sig-
nificantly affect any individual modal peak and that the traffic forcing would still loosely constitute
the broad-banded excitation necessary for OMA. The nature of the traffic forcing PSD indicates
that the OMA techniques considered for this analysis may have difficulty providing estimates as
accurate as for the responses from the noise forcing, but given that there are no peaks or sharp
changes in the traffic forcing PSD, the exact location, type, or extent of the problems encountered
cannot be readily predicted.
The simulations lasted one hour in order to replicate the type of record length one might use
in real-world ambient monitoring experiments. The deflection time histories shown in Figures 2.8a
and 2.8b demonstrate that the traffic simulations approximated the appearance of actual bridge
deflection data, and the simulated acceleration time histories also resembled bridge records. The
large spikes in the deflection plots in Figure 2.8 are caused by train crossings on the respective
bridges. The small rises in deflection that immediately precede and follow the large deflection
spikes in Figure 2.8b are likely caused by interactions with the torsional and lateral modes of the
bridge, but these modes were not included in the two-dimensional finite element model and therefore
16
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Sample Midpoint Deflection for Traffic Simulation
(a) Traffic Simulation (b) Manhattan Bridge
Figure 2.8: Comparison of Midpoint Deflections
the deflection time histories have slightly different appearances. While the model consisted of 101
nodes, information was only taken from eleven equally spaced points to represent gathering sensing
data on a real bridge using a limited number of channels. Only accelerations were recorded at these
locations as it was assumed that the instrumentation on the bridge would have been limited to
accelerometers.
The natural frequencies of the bridge model changed as the mass crossed (Figure 2.9). The
amount by which the frequency decreased was dependent on the location of the mass on the bridge,
with the greatest decrease occurring when the mass was at the midspan of the bridge. The changes
in frequency happened repeatedly over the course of a full simulation as there were several train
crossings in the one hour time period. The change in the 1st natural frequency shown in Figure 2.9
was small at only −1.46%, but the mass per unit length ratio was less than 9% and the total mass
ratio was even smaller at 1.5%. Thus it is expected that a longer or heavier train would have an
even greater impact on the change in natural frequency.
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Change in 1st Natural Frequency during Train Crossing
Figure 2.9: Change in Natural Frequency
2.4 Loss of Orthogonality in Mode Shapes due to Added Moving
Masses
One of the techniques commonly used to solve structural dynamics problems that involve one or
more moving loads traveling across a beam is based on the assumption of orthogonal mode shapes.
This type of solution assumes that the deflection response of the beam u (x, t) may be broken down
into a spatial component φn(x) and a time component hn(t) for each mode n using separation of
variables, as shown in Equation 2.14. The spatial components are the same as mode shapes and in
order to express the total deflection of the beam as a summation of mode shapes, Equation 2.14
requires that the mode shapes be orthogonal to each other.




From a partial differential equations (PDE) perspective orthogonality is required in order to
uniquely determine the coefficients associated with the functions φn(x) and hn(t) [25]. Additionally,
some solutions take a matrix-based linear algebra approach [26], but orthogonality is still required
in this case in order to diagonalize the mass, stiffness and damping matrices that describe the
system. The diagonalization allows a multi-degree of freedom (MDOF) system of n × n matrices
to be more simply described by a series of n de-coupled SDOF systems. The loss of orthogonality
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in the mode shapes would remove critical aspects of both PDE and linear algebra type solutions.
The use of separation of variables and the assumption of orthogonal modes have been made to
more conveniently solve the dynamics problem for a moving force [27], moving mass [28, 29], and
partially distributed moving masses [13]. While mathematically convenient, this assumption does
not seem valid for all cases. For the case of a moving force, the modes would remain orthogonal, but
once additional mass is introduced into the system, the mode shapes would change and orthogonal-
ity could be lost. A brief discussion of how the presence of added mass impacts the orthogonality
between modes is presented here.
2.4.1 Evaluating Orthogonality
The bridge was modeled as a larger girder supporting a series of stringer beams and the larger girder
had simply supported boundary conditions. From the general beam theory, it has been shown [16]







The mode shapes of the finite element bridge model were calculated at every point in time as the
train crossed by solving the generalized eigenvalue problem and finding the eigenvectors. For the
original simulation the mass of the train was only 1.5% of the total bridge mass (9% of the mass
per unit length along the train) and therefore, it was not expected for the added mass to have a
significant impact on the mode shapes. The mode shape for Mode 1 of the bridge at the initial
time step (t = 0) and at the time at which the train reaches the midpoint of the beam (t = tmp)
are compared to the true mode shape from Equation 2.15 in Figure 2.10. The initial FEM mode
shape matches the analytical mode shape and there is only a slight difference for the FEM mode
shape at tmp. These results suggested that while the mode shapes changed in time, the effects of
the train’s added mass were small.
The orthogonality (or normalization) between mode shapes was evaluated using the following
expression in which δi,j is the Kronecker delta.
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Longitudinal Bridge Axis (m)




FEM at t = 0
FEM at t = tmp
Figure 2.10: Comparison of Estimated Mode Shapes for Mode 1
φTi φj = δi,j where δi,j =

0, if i 6= j
1, if i = j
(2.16)
The generalized eigenvalue problem was recalculated at each time step, but Figure 2.11a shows that
the mode shapes for Mode 1 maintained a consistent normalization of unity. When Mode 1 was
checked for orthogonality with other modes, namely Modes 2 – 5, it was found that their product
no longer obeyed the Kronecker delta condition (Figure 2.11b). When the train is at the midpoint
of the bridge the products of Mode 1 with Modes 3 and 5 reach their maximum values, whereas the
maximum products for Modes 2 and 4 occur slightly before and after that point. Once the train has
left the beam, noted by texit, the mode shape products return to 0. This same normalization check
was made for other modes and it was repeatedly found that each mode maintained a normalization
of unity with respect to itself, but the normalization values with respect to other modes were
all non-zero when the train was crossing the bridge. However, given how small the mode shape
products were (all less than 0.03), they could likely be treated as 0 and approximate orthogonality
could be assumed between mode shapes.
20
CHAPTER 2. MOVING MASS PROBLEM




















(a) φT1Mφ1 vs. Time




























Figure 2.11: Comparison of Mode Orthogonality vs. Time
2.4.2 Frequency Change
Besides the mass, the stiffness also shares a well-known relationship with the mode shapes because
natural frequency may be determined from their product, as in Equation 2.17. Using this relation-
ship, Figure 2.12 was created for the natural frequency of Mode 1 (ω1) and it shows the change in
ω21 as the train crosses. This observation has been made previously, but it is important to note the
correlation of the changes in frequency with the position of the train and the behavior of the mode
shapes. Comparing the minimum frequency, found at tmp, against the natural frequency for Mode
1 without any added mass shows only a relative change of -1.46%, and the mean frequency over
the single train crossing had a relative error of -0.48%. Modes 2 – 10 exhibited the same results or
better. Therefore, as with the mode shapes, the frequency may be considered unchanged despite
the added mass.
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Figure 2.12: Change in ω21 over Time
Analytical Equation for Change in Frequency
An analytical solution for the natural frequency of a girder under a vehicle load is presented in [30],






where Knv and Mns represent the effective vehicle stiffness and mass, respectively, and m and Lb
represent the mass per unit length and length of the beam, respectively. From [30] the effective
vehicle mass term Mns for a single vehicle load is given by Equation 2.19
Mns = ms sin
2 nπ (vt− ai)
Lb
(2.19)
where ms is the mass of the vehicle, v is the vehicle velocity, and ai is the position of the vehicle.
These equations were applied to the train loads crossing the bridge model. Since the trains were
not assigned a stiffness their effective stiffness was simply zero, and even as partially distributed
masses, each train was considered a single vehicle load. An equation for the natural frequency of
the bridge model was developed by modifying Equations 2.18 and 2.19 into Equation 2.20.
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ω2n =
ω2n




For this equation the mass term in the denominator was normalized using mLb2 . Also, since the
train was a partially distributed mass its position was represented by the position of its midpoint
l/2. The results of this analytical solution are compared to the frequencies determined from the
finite element model for Mode 1 in Figure 2.13, and the analytical model performs well. Since
it is a sine-based function, adjustments would need to be made for the entrance and exit of the
train, but aside from those times the analytical solution performs reasonably well and captures the
general behavior of the frequency change. When measured from tent to texit in Figure 2.13, times
denoting the entrance and exit of the midpoint of the train, respectively, the relative norm error
for analytical solution compared to the FEM solution is only 0.0224%.
Other modes were compared using this equation and it was found that the error continually
increased for higher modes, with Mode 10 having a relative norm error near 1% when the analytical
frequency was compared to the FEM frequencies. A rise in error was expected as this method is very
approximate. However, this equation properly captured the phase and frequency of the changes
in the natural frequencies, which could be potentially useful. While Equation 2.20 represents a
good starting point, it is necessary to continue the development of equations for changes in natural
frequency due to the presence of moving masses.
2.4.3 Orthogonalization with Increasing Mass
Additional simulations were performed in which the mass of the train was progressively increased to
5ms, for a total mass ratio of 7.5%, using integer increments. For each simulation the orthogonality
between modes was revisited, and Figure 2.14a shows the change in orthogonality between Modes
1 and 2 from the original mass ms to the largest mass 5ms. As the mass of the train increases
the lack or loss of orthogonality becomes more pronounced and by the largest train, the maximum
value of φ1φ
T
2 is 0.09 and no longer negligible. The mode shape product φiφ
T
i remains at unity for
all times and train masses, but clearly the relationship between different mode shapes changes with
increasing mass.
Further evidence is provided in Figure 2.14b which shows the maximum value of φ1φ
T
n (addi-
tional figures may be found in Appendix B). These values should always be zero and for the original
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Figure 2.13: Comparison of Frequency Change for ω1 over Time





































Maximum Orthogonality between Mode 1 and Other Modes vs. Train Mass Value





















Figure 2.14: Comparison of Mode Orthogonality for Varying Train Mass Values
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Comparison of Mode Shapes for Mode 1




FEM at t = 0
FEM at t = tmp
(a) Mode 1







Longitudinal Bridge Axis (m)




FEM at t = 0
FEM at t = tmp
(b) Mode 3
Figure 2.15: Comparison of Estimated Mode Shapes for Train Mass 5ms
train mass ratio they nearly are, but as the mass ratio increases, these values rise. Once the train
mass reached its largest value of 5ms, none of the Modes 2 though 5 could be properly classified
as orthogonal with Mode 1. Over the time period for a full train crossing the mean value for φ1φ
T
2
for a train with mass 5ms was 0.0492, which is still significant. Much of the work done on moving
masses and loads traveling across beams focuses on the period of a single crossing and that makes
the results shown in Figures 2.14a and 2.14b even more significant because they demonstrate that
added mass potentially invalidates the assumptions about orthogonal mode shapes.
This can be further demonstrated by comparing mode shapes from the model at t = 0 and
tmp against the shape derived from separation of variables for the largest mass (Figure 2.15). The
change in the shape of Mode 1 when the train is at the midpoint of the bridge in Figure 2.15a is
much easier to observe than it was in Figure 2.10. Figure 2.15b demonstrates that Mode 3 exhibits
a similar change in mode shape as the train passes through the midpoint of the bridge. This shows
that all modes experience some change in mode shape and, more importantly, that the mode shapes
do not change in a manner that maintains their orthogonality. Additionally, the extent to which
the orthogonality between mode shapes is lost increases with the mass ratio.
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Figure 2.16: Change in ω1 for Varying Train Mass
2.4.4 Frequency with Increasing Mass
It was shown earlier that besides the impact on mode shapes, a moving mass also influences the
natural frequencies. The changes in the natural frequency for Mode 1 due to increasing the train
mass are shown in Figure 2.16. For the largest train mass the relative error from the largest change
in frequency is -6.6%, occurring at tmp, and the relative error for the mean frequency is -3.0%. The
analytical solution still works with the increased mass, but the relative norm error increased to
0.104%.
For Modes 2 through 10 the relative errors from the largest changes in frequency and mean
frequencies remain consistently greater than ±3.5% and −2.7%, respectively, but still less than
the corresponding values for Mode 1. These errors are significant enough that solutions for single
mass crossings of significant mass ratio should at least consider using a time dependent frequency
ωn(t) instead of a constant; however, this would have the effect of making the equations of motion
non-linear.
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Chapter 3
Applied Methods of Operational
Modal Analysis
3.1 Introduction
Operational Modal Analysis, or OMA, refers to approaches taken to estimate or determine
modal parameters of a structure when there is no information about the excitation or input. Thus
OMA represents a system identification approach for output-only models. Once measurements or
recordings of a structure’s response have been taken OMA techniques such as Enhanced Frequency
Domain Decomposition (EFDD) [31], Stochastic Subspace Identification (SSID) and polynomial
least squares (PLS) are used to discover the modal damping ratios and natural frequencies. A
helpful review of system identification using OMA methods may be found in [32].
The EFDD method is an extension of the original Frequency Domain Decomposition (FDD)
method developed by Brincker et al. [33]. The basis of this method is creating the spectral density
matrix of the response and then performing Singular Value Decomposition (SVD). From the singular
values and singular vectors the modal frequencies and mode shapes may be recovered, and Brincker
later demonstrated how the EFDD method could also produce the modal damping estimates [31].
Among the more classical OMA methods, there are several frequency domain analysis methods
that attempt to use different PLS-based curve-fitting techniques to generate frequency response
functions (FRF), and then modal frequency and damping can be estimated from the FRF [34].
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The SSID method has applications in both the frequency and time domain, and many different
variants of this method have been shown to be effective in estimating modal parameters [35, 36]. The
Enhanced Canonical Correlation Analysis (ECCA) proposed by Hong et al in [37] is a time domain-
based SSID method that uses weighting matrices to more effectively distinguishing the structural
modes from noise/numerical modes. It was shown in [37] that this method was developed with the
aim of enhancing the estimation of modal parameters, such as frequency and damping, in long-span
bridges. In addition, other OMA methods such as Hilbert Transforms [38], AutoRegressive (AR)
and AutoRegressive Moving Average (ARMA) models [39–41] and transmissibility measurements
[42] are used for modal parameter identification.
One of the emerging techniques in the field of output-only system identification is so-called
“blind” identification. The increasing popularity originates from the concept of blind source sepa-
ration (BSS) which has the ability to extract source signals from recorded outputs and recover the
corresponding mixing system without requiring any a priori information. A series of comprehensive
reviews of algorithms and applications of BSS methods have been conducted in [43], as well as
in [44] which focuses on Independent Component Analysis (ICA) methods. Among the earliest
contributors to BSS, Tong et al. [45] proposed the algorithm for multiple unknown signal extrac-
tion (AMUSE) and Belouchrani et al. [46] proposed second-order blind identification (SOBI). In
addition to temporal methods, a time-frequency signal approach was developed in [47].
While the BSS techniques were already being applied to the fields of neural processing [48],
statistics and mathematics [49], and communication [50], challenges remained for the implemen-
tation of BSS to structural dynamics. It was identified in [51] that the temporal response of
mechanical systems is not related to the excitation via a static mixture but rather a convolutive
mixture, and this convolutive relationship constituted a more difficult problem to solve. However,
it was shown in [52] that a static mixture could be used if the sources were conceptualized as virtual
sources, noting the parallel between the mode shapes of a structure and the columns of the mixing
matrix. Thus the modal coordinates may be thought of as virtual sources or virtual inputs and
the “de-mixing” of these virtual inputs from the recorded outputs becomes a traditional problem
of modal identification.
Recent work [53–55] has shown that the AMUSE and SOBI algorithms produce virtual source
components that remain consistent with modal responses without any modification to the recorded
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data. BSS has also been successfully combined with wavelet-based methods for identification in
[56, 57]. Due to these continued advances, BSS has seen increasing viability and validity as an
option for OMA [58]. A summary of current state of BSS as related to OMA can be found in [59].
Traditionally, an OMA approach requires assumptions of system time-invariance and ambient
excitation, and thus it would be expected for there to be some difficulties encountered for the
case of traffic loading. Specifically, the assumption of broad-banded excitation does not seem
appropriate given the fact that vehicular traffic often has certain frequencies in greater proportion,
but there have been developments in OMA that are aimed at dealing with excitation with frequency
dominated components and non-stationary excitations.
With respect to FDD, Brincker et al. in [60] have presented methods of detection for harmonic
components. Built into the ECCA method is a means of differentiating between true structural
modes and spurious modes possibly arising from the frequency of the excitation using model order
and singular values [37]. Within the realm of BSS methods, a new Modified Cross-Correlation
(MCC) method has been proposed that allows for the application of SOBI to non-stationary re-
sponses [61]. Extensions of this method have produced results for the identification of earthquake-
excited structures [62] and underdetermined structural cases [63]. While using output only methods
with structures excited by non-ambient white noise remains a challenge, the current state-of-the-art
in OMA methods are designed to try to account for these issues.
3.2 Frequency Domain Analysis
3.2.1 Background and Theory
Once the simulations were completed the eleven channels of acceleration data were treated as
signal input a(t) to create an 11 × 11 cross-power spectral density (CPSD) matrix Ĝaa (jω) that
would serve as an estimate to the real CPSD matrix Gaa (jω) of the acceleration responses. The
estimated CPSD Ĝaa (jω) was created using Welch’s averaged, modified periodogram method of
spectral estimation [64]. For the averaging, a Hanning window was applied and a 50% overlap was
used in order to minimize leakage.
The frequency resolution ∆f was identified as a critical parameter for the CPSD calculation.
It was shown in [65] that a ratio of bandwidths controls the bias error in the spectral estimates
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Figure 3.1: Bias Error vs. ∆fBr
of Ĝaa (jω), where bias error is defined as the difference in expected value of the estimates from
the true value. Bias error affects the CPSD by underestimating peaks and overestimating valleys,
artificially inflating damping ratios. The two bandwidths of concern were the half-power bandwidth
of the resonant peak of interest Br and the effective bandwidth (frequency resolution) of the window
being used Be as shown in Eqs. 3.1 and 3.2, respectively. The bandwidth ratio relates to the idea
of needing a time window long enough to fully capture the decrement of the damping for a given
mode.
Br = 2ζfr (3.1)




The work done by Bendat and Piersol [65] considered only a rectangular window and the ratio
of bandwidths needed to produce a bias error of 1% or less was found to be Br∆f = 5.75. A more
thorough analysis was performed by Schmidt [66], and it was shown that the amount of error was
also controlled by the type of window being used. A comparison of the bias error dependencies on
bandwidth and window type is shown in Figure 3.1.
The work in [66] demonstrated that the ratio given by [65] for a 1% bias error would actually
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Table 3.1: Bandwidth Requirements for Desired Bias Error εb
be closer to Br∆f = 31.8 for a simple rectangular window. Table 3.1 was prepared by [66] and it
presents the bandwidth ratios for a desired amount of bias error εb based on window type. Table
3.1 refers to the bias error of the spectral estimates at a given modal peak and this value is negative
to reflect the underestimation.
Since this analysis incorporated a Hanning window, the bandwidth ratio was reduced to Br∆f =
11.5 [66]. In an effort to provide an upper bound on the bias error at 1%, the bandwidth ratio
was set at 16. Using these parameters and the chosen size of ∆t, the minimum window size was
computed for each of the first ten modes.
Table 3.2 reflects the minimum window sizes need for each mode for bias errors of 1%. Based
on Table 3.2 a large window of size N = 2.704 × 106 would be required in order to limit the bias
error to less than 1% on Mode 1. An hour-long simulation with ∆t = 4.5× 10−4 produced 8× 106
points, which meant Nreq for Mode 1 did not provide many averages. The averaging was increased
by choosing another window size N = 3.138 × 105, smaller by nearly a power of 10 and based on
requirements for Mode 5, but this introduced greater bias error for the first four modes.
By accounting for and controlling the bias error it was ensured that Ĝaa (jω) was an accurate
estimate of Gaa (jω). The spectral relationship that exists between measured acceleration responses
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Mode Br Nreq
1 0.0132 2.704× 106
2 0.0156 2.285× 106
3 0.0260 1.368× 106
4 0.0542 6.575× 105
5 0.1133 3.138× 105
6 0.2209 1.609× 105
7 0.3982 8.930× 104
8 0.6698 5.309× 104
9 1.0643 3.341× 104
10 1.6131 2.204× 104
Table 3.2: Minimum Window Sizes
a(t) and the input forces f(t) is shown in Equation 3.3
Gaa (jω) = ω
4H (jω)Gff (jω)H (jω)
T (3.3)
where Gff (jω) is the 11× 11 CPSD matrix of the forcing input, H (jω) is the frequency response
function (FRF) matrix, and − and T represent the complex conjugate and transpose of a matrix,
respectively. Following the work in [33] it was shown that the FRF matrix in Equation 3.3 may be










where n is the number of modes, λk is the pole, and Rk is the residue, and further that the residue




where φk is the mode shape vector and γk is the modal participation vector.
When the input is ambient white noise, the CPSD matrix of the forcing input becomes a
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constant matrix Sff . Taking advantage of the constant matrix for white noise input, substituting























This equation may be simplified by multiplying the two partial fraction factors and then taking

















In this form, Ak is the k




















2 (jωk − λk)
(3.9)
It was proposed in [33] that the term in the denominator of Equation 3.9 will dominate if there
is light damping, and therefore the residue will become proportional to the mode shape vector
Ak ∝ RkSffRk = φkγTk SffγkφTk = CkφkφTk (3.10)
where Ck is a scalar constant. Upon approaching some modal frequency ω, the number of modes
that contribute to the FRF will be limited to typically one or two modes. Therefore, for a lightly
damped structure, the response CPSD may be written in a simpler fashion that takes advantage














The FDD method [33] was then implemented as a means to decompose Ĝaa at its discrete
frequencies ωi using Singular Value Decomposition (SVD), as shown in Equation 3.12
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Ĝaa (jωi) = UiSiU
H
i (3.12)
where Ui = [ui1, ui2, . . . , ui11] is a unitary matrix containing the singular column vectors uij and
Si is a diagonal matrix containing the singular values sij . In the vicinity of a given modal peak,
the first singular value and first singular vector will correspond to that dominant mode. If only
that one mode is dominant, then modal participation in Equation 3.11 will be reduced to one term.
This means that the dominant singular vector ui1 will serve as an estimate of the mode shape φ in
Equation 3.11 as
φ̂ = ui1 (3.13)
and the dominant singular value will serve as an estimate of the auto-power spectral density (auto-
PSD) function of the corresponding single degree-of-freedom (SDOF) system for that mode [33].
If there is enough resolution around the modal peak and if there are enough frequency lines that
belong to the dominant mode, then the full auto-PSD function may be defined for that mode’s
corresponding SDOF system. Thus, the advantage of this method was that it allowed for the
creation of a full set of SDOF systems, each of which corresponded to a different mode, that could
be individually analyzed.
3.2.2 Implementation
A total of ten simulations were run with only ambient excitation using the beta distribution of
random numbers described previously. Figures 3.2a and 3.2b show that the first ten modes were
visible within the singular values, but there was noticeably less energy in the higher modes. The
larger window size required for Mode 1 also generated a noisy spectrum in which modes 9 and 10
were not clean enough to easily identify (Fig. 3.2a). The increase in averaging from the smaller
window provided a much smoother spectrum (Fig. 3.2b), but this came at the expense of greater
bias error for the first four modes.
Nine traffic simulations were conducted using the car and train crossings without any added
noise. It was previously stated that the FDD method relies upon the assumption that the CPSD
matrix of the forcing function is a constant matrix, an assumption critical to the simplification
made in Equation 3.7. The responses shown by the model and actual bridge data in Figures 2.8a
34
CHAPTER 3. OPERATIONAL MODAL ANALYSIS















SVD of Noise−based Simulation, 11 Channels
(a) Large Window (based on Nmin for Mode 1)













SVD of Noise−based Simulation, 11 Channels
(b) Small Window (based on Nmin for Mode 5)
Figure 3.2: Comparison of Singular Values for Ambient Simulations
and 2.8b would suggest that traffic loading is not representative of ambient noise and should not be
characterized in the same manner as an ambient-type stationary process. This would mean that the
bridge traffic response data would be poor candidates for the FDD method. However, in practice
this distinction is often ignored and the analysis is completed using FDD or some similar method.
For the purposes of this study, the traffic simulation data was treated as input for the FDD method
in the same manner as the ambient noise data in order to expose any potential differences.
The singular value plots shown in Figures 3.3a and 3.3b demonstrate that the first ten modes
were still visible, but the singular values from the traffic simulations showed noticeable distortion
as compared to the ambient case, especially for modes 4, 5 and 7, where distortion is defined as
the sharp gains and losses in singular values over certain ranges of frequencies. Figure 3.3b shows
that this peak distortion was not affected by an increase in averages when the smaller window was
used.
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SVD of Traffic−based Simulation, 11 Channels
(a) Large Window












SVD of Traffic−based Simulation, 11 Channels
(b) Small Window
Figure 3.3: Comparison of Singular Values for Traffic Simulations
3.3 Verification of FEM Results with ODE Simulations
There was a possibility that the finite elements and Newmark implementation included some op-
erator or numerical errors, especially since the model involved constant time-updating of the mass
matrix and forcing vectors, and that these errors were responsible for the distorted appearance of
the SVDs in the FDD method. With the discovery of the strange patterns of distortion in Figure
3.3, it was important to confirm that this distortion phenomenon was physical and not numeri-
cal. Therefore simulations involving moving loads traveling across a beam were conducted using
a state-space approach solved by ordinary differential equations (ODE) as a basis for comparison
against the finite element model.
A discussion of the state-space formulation and the various ODE solvers considered may be
found in Appendix C. Ultimately it was determined the ODE solvers provided by MATALB were
the most efficient method of producing results. Two different MATLAB ODE solvers were used,
ode23 and ode15s, and the FDD method was applied to the displacement time histories taken from
both of these solvers. Figure 3.4 presents the SVDs of the displacement response spectra, and from
this figure it is apparent that the distortion observed in the finite element model simulations is also
present here. The distortion to the SVDs in Figure 3.4 occurred in the same manner and at the
same frequencies as in the finite element simulations. Acceleration time histories had been used
for the finite element simulations, but it was more convenient to use displacements for the ODE
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simulations due to the state-space configuration.
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Figure 3.4: Singular Value Decomposition plots for ODE Simulations
The evidence of distortion in the ODE solutions is important because it proves that this phe-
nomenon was not somehow related to the finite element formulation or Newmark implementation.
It was later discovered that the distortion could be explained, but it was still necessary to attempt
to solve the problem using a different approach and show that the same pattern of distortion was
observed. Only traveling point loads (cars) were tested for the ODE solvers because they were
found to be the principally responsible for the observed distortion and the cars had the same effect
on ODE responses as in the finite element responses.
Initially there was hope that an ODE solver would offer savings on computational time, but
the stiff nature and high dimensionality greatly challenged the efficiency of the many ODE solvers
considered for this problem. For this reason, finite element models were used for all subsequent
simulations when parameters for the cars and trains were adjusted.
3.4 Blind Source Separation
3.4.1 Background and Theory
BSS aims at recovering the source signals from the observed output signals. The traditional problem
statement for BSS is given in Equation 3.14 where x(t) is the vector of observed outputs, s(t) is
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the vector of source signals, and A is the mixing matrix. When used for modal identification, it is
assumed that the measured or observed data is a static (linear) mixture of the component sources.
x(t) = As(t) (3.14)
The aim of BSS is to use the observed outputs to solve for the original sources, as shown in
Equation 3.15 where ŝ(t) is the vector of estimated source signals and W is the “de-mixing” matrix.
The de-mixing matrix W is the inverse of the mixing matrix A.
ŝ(t) = Wx(t) (3.15)
When using BSS there are two inherent assumptions that must be made about the unknown
sources, namely that it is not possible to determine their variances and their order. These as-
sumptions arise because the mixing matrix is only identifiable up to the scaling and permutation
of its rows or columns. For instance, any scalar multiplier of one of the sources si (t) could be
canceled by dividing the corresponding column of the mixing matrix ai by the same scalar. This
problem arises because the inverse of the mixing matrix W and the estimated sources ŝ(t) must
be solved simultaneously. Typically the variances are adjusted such that they are equal to one, i.e.
E{s2i (t)} = 1. However, this adjustment only serves to help resolve ambiguity with the amplitudes
of the sources; the sign remains ambiguous. As to the problem of order, this does not impede the
source separation algorithm and may be resolved by reconsidering the BSS problem statement as
Equation 3.16
x = AP−1Ps (3.16)
in which P is a permutation matrix with inverse P−1. The elements of Ps are the original sources
but in a different order and the matrix AP−1 is just a new unknown mixing matrix [44].
A direct connection between BSS and structural dynamics has been established [51, 52]. The
typical equation of motion for a linear system is given in Equation 3.17 where M is the mass
matrix, C is the damping matrix, K is the stiffness matrix, f(t) is the forcing vector, and x(t) is
the displacement vector.
Mẍ(t) + Cẋ(t) + Kx(t) = f(t) (3.17)
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In Equation 3.17, x(t) represents the general response of the system, and this response may be
expressed through modal expansion [26] as the following
x = Φq (3.18)
where Φ is the modal transformation matrix containing the mode shapes and q is the vector of
modal coordinates. From Equation 3.18 the parallels between BSS and modal expansion becomes
clear because the modal coordinates may be viewed as the sources q = s and the modal transforma-
tion matrix as the mixing matrix Φ = A [53, 54]. Using modal coordinates as the virtual sources
also allows for the assumption that the sources are uncorrelated and independent [53]. Once this
connection has been established, problems of modal identification may be solved using BSS. In
order to account for the issues of unknown variances for the separated source signals, the inputs
for the BSS algorithm are often centered and whitened to ensure zero-mean and unit variance,
respectively. The problem of unknown order is often resolved during system identification or OMA
because the frequencies and mode shapes indicate the order within the structure.
SOBI, developed by [46], is a BSS method that relies upon second-order statistics while taking
advantage of the temporal structure of the responses. As with many BSS variants, SOBI has the
benefit of producing source components without any modification to the original measured data.
The basis of the SOBI is the diagonalization of the time-lagged covariance matrices of the outputs.
Since the virtual sources are uncorrelated and independent due to the nature of modal coordinates,
the covariance matrix for the sources is a diagonal matrix Rs (τ) [46]. The covariance matrices of
the output then take the structure shown in Equation 3.19.








= ARs (τ) A
T (3.19)
The premise of SOBI relies upon finding some matrix that diagonalizes Rx (τ) in order to then
estimate A. The SOBI method may be broken down into three primary steps: whitening, orthogo-
nalization and unitary transformation. The first step of whitening involves a linear transformation
of the observed response data, such that the whitened data are uncorrelated with unit variance.
The orthogonalization step is then applied to diagonalize covariances matrices formed using the
whitened data Rx̄ (τ), as defined by Equation 3.20, where x̄ is the whitened data and Q is the
whitening matrix.
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= QRx (τ) Q
T (3.20)
The whitened covariance matrix can be diagonalized by a unitary matrix QA and from this
unitary product the the mixing matrix A may be determined. A more thorough review of the
methodology and theory for SOBI may be found in Appendix D.
Estimation of the eigenvectors that will diagonalize the whitened covariance matrices is the
crucial step in SOBI. SOBI serves as an extension of the earlier AMUSE method, but it overcomes
the shortcomings of AMUSE by simultaneously diagonalizing several covariance matrices with dif-
ferent time lags as opposed to choosing one specific time lag τ . The key to success of the SOBI
method is finding the set of estimated eigenvectors that jointly approximately diagonalize (JAD)
the covariance matrices Rx̄ (τ) at several time lags. Since it may not be possible to find a matrix
that exactly diagonalizes all of the covariance matrices, the off-diagonal terms of the approximated
diagonal matrices are often minimized [46]. For this research, the simultaneous minimization of the
off-diagonal terms was accomplished using a Jacobi rotation algorithm [67], a technique that was
proposed for SOBI methods by [68].
The final step in the SOBI process is the unitary transformation. If the JAD is successful in
finding a set of eigenvectors, then the whitened covariance matrices are approximately diagonalized
by some matrix Vx̄ and thus the unitary matrix may be estimated. The estimate of the mixing
matrix may then be found using Equation 3.21, where Â represents the estimate of A.
Â = Q−1Vx̄ (3.21)
Modified SOBI with Windowing
A new technique that uses several overlapping windows on the whitened responses was proposed
in [62]. This technique was proposed as a way to handle cases in which the measured responses are
second-order non-stationary, but this method works just as effectively on stationary data. Given
the non-ambient nature of the traffic excitation observed in [1] and this method’s demonstrated
ability to perform identification from non-stationary input [62], this method appeared to be a strong
candidate for modal parameter identification for the traffic simulations. For this method the entire
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whitened response is successively trimmed by length s to construct several overlapping windows
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Figure 3.5: Formation of Multiple Covariance Matrices Using Windowing
The convenience of this method is that each window generates a different set of whitened co-
variances matrices from the same original data set and that creates a large framework of covariance
matrices to diagonalize. For example, the covariance matrix for the pth lag, for the kth window
(Tk) is shown in Equation 3.22, where N is the number of points in the total whitened sequence
and nk is the starting point in the whitened sequence for the kth window.





x̄ (n) x̄T (n− p) (3.22)
It is shown in [62] that the covariance matrix R̂x̄ (Tk, p) may be treated in the same manner
as Rx̄ (τ). As with the standard SOBI method, the key problem becomes the joint approximate
diagonalization of the covariance matrices at several time lags over all of the windows. There is no
a priori information as to which lag is best suited to find an approximate diagonalization, so the
matrices R̂x̄ (Tk, p) must be diagonalized for a total of l lags over a set of m windows. The steps
necessary to accomplish this windowed version of the SOBI method are fully summarized in [62].
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3.4.2 Implementation
Parameters
Once the simulations were completed, the eleven channels of recorded accelerations were treated
as the mixed outputs for the BSS method. Sample power spectral densities (PSDs) of the mixed
outputs from a noise simulation are shown in Figure 3.6. Multiple modes are visible in both PSD
but the number of modes varies between the channels. Additionally, there is no clear dominant
mode as both channels show two or three modes with comparably high power.









(a) Channel 8 Response










(b) Channel 11 Response
Figure 3.6: PSD of Mixed Outputs from Sample Noise Simulation
The sample PSDs from traffic simulation outputs are given in Figure 3.7, but they have some
noticeable differences. The most obvious difference is the distortion present as represented by the
sharp losses and gains in power, and this is the same phenomena occurring over the same frequency
range that had been observed when the FDD method was applied to the traffic simulations in
Section 3.2.2. The PSD of the traffic excitation was shown in Figure 2.7, but this does not seem
to explain the observed distortion. The PSD of the traffic excitation showed a gradual, relatively
smooth loss in power over the frequency range, and that behavior does not reflect the sharp rises
and falls in power seen in the PSD of the responses. The outputs share a few similarities with the
noise simulations in that multiple modal frequencies are visible at each channel with no dominant
mode present. It was not known what effect the distorted outputs would have on the performance
of the BSS algorithm.
Prior to implementation, the simulated acceleration measurements were down-sampled in order
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(a) Channel 8 Response










(b) Channel 11 Response
Figure 3.7: PSD of Mixed Outputs from Sample Traffic Simulation
to ease the computational burden. The sampling frequency had been set very high, at Fs =
2222.22Hz, in order to accommodate the requirements for the finite element model. However, this
sampling frequency was much greater than what was required for the purposes of modal parameter
identification. The down-sampled frequency needed enough resolution to include Mode 10, so
acceleration was down-sampled to a frequency of F
′
s = 69.44Hz. Using this frequency significantly
reduced the the number of points needed for computation while also providing a Nyquist frequency
F
′
ny = 34.72Hz large enough to include all of the desired modes of interest. The Nyquist frequency
was actually large enough to include Mode 11 (f11 = 26.44Hz), which was important since the
BSS algorithm identifies one source for every output. However, the natural period of Mode 11 was
not given consideration when the critical time step was chosen for the finite element model and
therefore its modal parameters would not be estimated due to the possibility of period elongation.
After completing the whitening step, the covariance matrices of the whitened data were found
using the windows described in Section 3.4.1 and based on the work in [62]. The data was divided
into m = 50 windows with a corresponding shift parameter of s = 5000. The PSD of the traffic
forcing shown in Section 2.3 would only loosely fit the criteria for broad-band excitation, but that
PSD was not enough to quantify the stationarity, or non-stationarity, of the response. In addition,
the PSD of the traffic simulation responses in Figure 3.7 put the potential non-stationarity of the
responses further into question.
One of the possible ways to characterize the non-stationarity of a response is by measuring the
coefficient of variation of several variances calculated from non-overlapping time segments of the
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response, as seen in [62]. For both the noise and traffic simulations, the acceleration response from
each of the 11 channels was divided into 50 non-overlapping windows and the variance of each
window was calculated. The coefficient of variation (CoV) for the variance of each channel was
then determined (Figure 3.8a). The CoV for the traffic simulations are elevated in comparison to
the noise simulations, but not significantly. For a perfectly stationary response one would expect
for the CoV to be at or near zero, and while the noise responses have non-zero CoVs, the maximum
value is less than 4%, and even the traffic simulations have a maximum CoV at 6.67%. Given the
nature of the PSD of the traffic outputs, slightly elevated CoV values were not surprising.
The average CoV value over all of the channels of a simulation is shown in Figure 3.8b and this
figure further emphasizes that the traffic simulations are not significantly different than the noise
simulations in terms of non-stationary characterization. The average CoV values for the noise are
consistently at or near 3% and the traffic simulation CoVs show greater variation but only between
4 and 6%. As a means of comparison, the average CoV values calculated from the responses in [62]
were between 50-60% which is orders of magnitude larger.


















(a) CoV Values for Each Channel
























(b) Average CoV Values
Figure 3.8: Coefficient of Variation Values for Model Simulations
The responses from traffic excitation cannot be classified as strictly stationary and could only
be classified as weakly non-stationary at best. In addition to windowing, a weighting factor λ
(0 < λ ≤ 1) is incorporated in [62] that modifies the covariance for a given lag as λl−iR̂x̄ (Tk, p = i).
This was based on the premise set forth in [69] that the later lags would be more likely to contain new
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information for non-stationary sources. Given the similarity between the noise and traffic response
data and the weak non-stationary statistics in comparison to the work in [62], the weighting factor
was assumed to be of minor importance for this implementation.
At the conclusion of each simulation, the accuracy of the estimated mixing matrix Â was
evaluated with respect to the modal matrix Φ using the modal assurance criterion (MAC). The
MAC values are used to determine the correlation between the ith theoretical structural mode φi










For the simulation, the theoretical modes were taken from the eigenvectors of the finite element
model and the identified modes were the columns of the estimated mixing matrix Â. The MAC
values range from 0 to 1, with 1 representing perfect correlation. Ideally all identified modes would
have MAC values of 1, but any value greater than 0.98 was considered a strong match for this
analysis. A series of weighting factors were tested on a traffic simulation, and the MAC values for
the first two modes and last two modes were computed at each successive lag and the results are





















































Figure 3.9: MAC Values for Selected Modes using Different Weighting Factors λ
Both of the smaller weighting factors displayed instability and persistent fluctuations in the
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MAC values. While there were times at which the smaller λ values had the MAC values closest
to 1, the average MAC values from the smaller λ values were always less than those from λ = 1.0.
The numerical values were probably less important than the behavior of the MAC values in Figure
3.9 because only the weighting factor λ = 1.0 demonstrated convergent behavior. When tracking
the behavior of the MAC values over the increasing number of lags, convergence only occurs for
λ = 1.0 as its MAC values either asymptotically approach their peak or gradually decrease after
having reached their peak. The convergent behavior implied stability, but it also meant that an
ideal number of lags could be determined with reasonable confidence.
One sample noise simulation and one traffic simulation were tested using the weighting factor
λ = 1.0 and by 50 lags all eleven modes in the sample noise simulation had MAC values greater
than 0.99 and nine out of the eleven modes in the sample traffic simulation had reached 0.99 (Figure
3.10). Modes 3 and 5 from the traffic simulation that had MAC values below 0.98 after 50 lags
still failed to reach that mark after 100 lags. Based on these results the full implementation used
a weighting factor λ = 1.0 and maximum lag l = 66.
















MAC Values vs. lag for Noise Simulation
(a) Sample Noise Simulation
















MAC values vs. lag for Traffic Simulation
Mode 3
Mode 5
(b) Sample Traffic Simulation
Figure 3.10: MAC Values vs. lags for Sample Model Simulations
Results
Using the parameters described previously the modified, windowed SOBI algorithm was applied
to all ten of the noise simulations and all nine of the traffic simulations. For each simulation the
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average MAC values MACavg were found for each mode across all lags. The mean values of the
MACavg were found for the noise and traffic simulations and the results are shown in Table 3.3a.
The mean MACavg for Modes 1 and 2 in the noise simulations were slightly below 0.98, but Modes
3 and 5 for the traffic simulations had MACavg values significantly below 0.98, which was expected


























(b) Mean MACmax Values
Table 3.3: MAC Value Comparisons for Model Simulations
The MAC values at the maximum lag MACmax were also tracked for each mode and Table
3.3b presents the mean MACmax values for the noise and traffic simulations. Modes 1 and 2 from
the noise simulations had exceeded 0.98 by the maximum lag, with Mode 1 being the only mode
below 0.99. So despite the lower averages both Modes 1 and 2 had achieved acceptable MAC
values by the maximum lag. Modes 3 and 5 from the traffic simulations also demonstrated that
their mean MACavg was not an accurate reflection of their mean MACmax because their mean
MACmax values showed improvements of about 7 and 15%, respectively. Mode 3 showed the most
significant change, and while neither mode achieved a high enough MAC value to be considered a
strong estimate, both modes were at least able to post MAC values in exceedance of 0.90.
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Table 3.4: Mean Identified Dominant Frequencies for Sources (Hz)
The estimated source signals were produced for each simulation with Equation 3.15 using the
inverse of the mixing matrices generated at the maximum lag. For this step the estimated mixing
matrices were applied to the response data at its original sampling frequency in order to use the
entire recordings for each simulation. The mean identified dominant frequencies for each of the
eleven source signals is shown in Table 3.4, and these frequencies appeared in the same order for
each simulation. Comparing Table 3.4 to the natural frequencies shown in Table 2.2 shows that each
of the first ten modes was uniquely identified, with the first source for both simulations representing
Mode 11.
The PSD of the estimated modal response for Modes 1 and 4 in the noise simulation are shown
in Figure 3.11. These two modes were chosen because they represented the lowest (Mode 1) and
highest (Mode 4) mean MACmax values for the noise simulations. The PSDs demonstrate the
separation of modes between sources, and even though Figure 3.11a shows some additional power
at another modal frequency, Mode 1 is clearly dominant.
The modal responses were also estimated for the traffic simulations and Figure 3.12 shows the
estimated sources for Modes 1 and 4. Neither of these modes represented the lowest of the mean
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Figure 3.11: PSD of Estimated Modal Responses from Sample Noise Simulation
MACmax values for the traffic simulations, as Mode 1 was tied for the highest value (see Table
3.3b) with Mode 4 boasting a value greater than 0.99. Both modes exhibited good separation but
they also showed that the distortion was still present. The distortion appears to occur over the
same frequency range indicating that this phenomena would likely be present in all modes but that
only certain modes would be affected. From Figure 3.12a it appears as though the peak of Mode
1 is completely intact while Figure 3.12b makes the impact of the distortion on Mode 4 harder to
judge.























Figure 3.12: PSD of Estimated Modal Responses from Sample Traffic Simulation
Since there was added focus on Modes 3 and 5 during the discussion of MAC values, sample
PSDs for those modal responses were plotted as well in Figure 3.13. Despite the lower MAC values,
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these modes demonstrate good separation but they still suffer from the distortion problems and as
expected, the distortion occurs in the same frequency range observed for Modes 1 and 4. Even with
the distortion, the peak for Mode 3 appears unaffected, however Mode 5 seems to fallen within the
distorted frequency range. Comparing the results of the separated modes in Figures 3.12 and 3.13
one can conclude that the lower MAC values do not seem to identify affected modes as Modes 1
and 3 appear unaffected and Modes 4 and 5 appear altered. This analysis may be taken a step
further by examining the estimated mode shapes themselves.





















Figure 3.13: PSD of Estimated Modal Responses from Sample Traffic Simulation
A comparison of mode shape estimates for Modes 3 and 4 are presented in Figure 3.14, where
the mode shapes taken from the eigenvectors of the finite element bridge model are referred to as
the “true” mode shapes. Mode 3 for the traffic simulation had the lowest mean MACmax for any
mode and the relative accuracy of the MAC values was reflected as the traffic simulation estimate
was considerably worse than the noise simulation estimate when compared to the true mode shape.
However, Mode 3 was about a 90% match for MAC value which means that even though it looked
poor in comparison, it still represented a decent estimate.
The traffic simulation mode shape estimate for Mode 4 was a much better approximation,
but that further proves that the accuracy of the mode shapes does not indicate the presence or
severity of distortion for a given mode because the response of Mode 4 clearly experienced greater
interference or alteration from the distortion. The converse also appears to be true as the distortion
observed in the modal responses did not have any affect on the identified mode shapes. Therefore,
it may be stated that a BSS algorithm optimized for potential non-stationary excitation succeeded
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in finding accurate mode shape estimates but failed to identify potential distorted modal responses.
The extent of the distortion was evaluated when the damping ratios of the peaks were estimated.
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Figure 3.14: Sample Mode Shape Estimates based on Discrete Channel Locations
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Recall that the FDD method uses the SVD to create a set of SDOF systems that corresponds to
the different modes. Each SDOF system had an auto-PSD function that was isolated and then
transformed back into the time domain using an inverse Fast Fourier Transform (IFFT) to create
an autocorrelation function for a single degree-of-freedom (SDOF) system, which has an established
proportionality with the free response of the SDOF system [70]. From the autocorrelation in the
time domain, the frequency and damping values of each SDOF system were recovered.
The logarithmic decrement δ for each mode was estimated using the autocorrelation function
generated by each SDOF system. The peaks of the autocorrelation within 90% to 20% of the
maximum amplitude were selected after [71] (Figure 4.1a).
Following the example of [72], the natural logarithms of the peak amplitudes were computed
and they were plotting against their measurement number, where the first peak is measurement 1.
Equation 4.1 describes the line fitting these points
ln (yi) = axi + b (4.1)
where ln (yi) is the natural logarithm of the selected peak amplitudes, xi is the measurement
number, a is the slope of the line, and b is a constant, equivalent to an intercept. The best fit line
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−7 Autocorrelation function with selected peaks
(a) Autocorrelation Function



















(b) Peak Amplitudes vs. Best-fit Line
Figure 4.1: Sample Autocorrelation
for the peaks selected from the sample autocorrelation function is shown in Figure 4.1b. Given
that Equation 4.1 had only two unknowns and data from multiple points, a least squares solution
for an over-determined problem was used to solve for the constants a and b. The equation for the
logarithmic decrement of the peaks in the autocorrelation is given by
ln (yi) = −δxi + lnx0 (4.2)
Thus, from Equation 4.1 the constant a is an estimate of −δ and b is an estimate of lnx0. From





where ζ is the damping ratio.
4.1.2 Estimates
For the FDD method the damping ratios were estimated for the ambient noise and traffic simulation
using both the larger and smaller windows (Figure 4.2). Using the larger window, it was observed
that the mean values for the damping ratio estimates from the ten ambient excitation simulations
were fairly accurate. For those simulations, the relative error based on the mean damping estimate
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was less than 7% for Modes 2 through 9 (Table 4.1). The error for Mode 10 was much greater
than that of the other modes, but there was not much measured energy in Mode 10, as Figure 3.2
demonstrated. It was found that the coefficient of variation of the damping estimates for Mode
1 was at least 50% greater than any of the coefficients of variation for the other modes, thus the
relative lack of averaging had its greatest impact on the damping estimates for Mode 1 and that
resulted in a larger error as compared to the other first few modes in the ambient simulations.
The mean values from the traffic simulation estimates showed reasonable approximations of
the true damping value for a few modes but extremely large error for others. Generally the error
from the mean damping values of the traffic simulations was larger as compared to the ambient
simulations. One notable exception was for Mode 1 where the error from the traffic simulations was
significantly lower than ambient simulations. It was found that the coefficient of variation of the
damping estimates for Mode 1 in the traffic simulation was approximately the same as compared
to the ambient simulation, meaning that while the mean of the damping estimates for Mode 1
was closer to the true value for the traffic simulation, Mode 1 was subject to the same degree of
variation in both simulations. The most extreme deviation from the true damping ratio occurred
at Mode 4, where the mean from the traffic simulations produced an error in excess of 300%, but
Modes 7 and 9 also had errors consistently above 50% (Table 4.1).









































Figure 4.2: ζ Estimates Comparison
The same general error patterns presented themselves with the estimates taken using the smaller
window size, and the damping ratio estimates for the last few modes experienced modest improve-
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ments due to the increase in averaging (Table 4.1). For the traffic simulation, Modes 8, 9 and 10
appeared to benefit the most from the smaller window as those errors saw the greatest reductions.
For the ambient noise simulations the first few modes increased in error and changed in sign, as

























Table 4.1: Relative Error (in %) for ζ Estimates from FDD Method
The damping was also estimated using the ECCA method, and the results were similar to those
given by the EFDD method. For the noise simulations, the results of the ECCA mirrored the EFDD
in that the estimates for all modes had relative errors at or less than ±10% with the exception of
Modes 1 and 10. For the traffic simulations, the ECCA provided comparable estimates for all of
the modes, with some being more accurate and others less. The estimates for Mode 4 still exceed
300 to 400 % of the actual value and the ECCA also struggled to accurately estimate Mode 7.
Despite the time domain approach and different technique used to solve for the damping ratio, the
ECCA method still exhibited poor estimates for the modes of interest (Modes 4 and 7) in the traffic
simulations while providing comparably accurate estimates for the other modes in both noise and
traffic simulations.
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Mode Shape Analysis
It was shown in Equation 3.13 that at a modal peak the dominant singular vector will serve as
an estimate of the mode shape. Using this estimate, a correlation function was defined after [73]
wherein the first singular vector at neighboring frequency lines was checked for orthogonality with
the mode shape estimate to confirm whether the singular value on that frequency line belongs to
that mode (Equation 4.4). This function uses a value similar to the modal assurance criterion
(MAC) to check whether a singular value belongs to the given mode; however, instead of the true
mode shape, the modal estimate at the peak is being used as the reference. This correlation function
was used in an effort to improve the singular values selected for a given mode and thus produce
the best possible estimate.
φ̂Hui1 = 1 (4.4)
This correlation function technique was applied to Mode 4 due to the unusually large errors in
the damping estimates from the traffic simulations. Samples of both the ambient noise and traffic
simulations were analyzed and the dominant singular vectors φ̂ were chosen to compare against
the true mode shape (Figure 4.3a). Despite the large error shown for traffic simulations in Table
4.1, both types of simulations were able to approximate the discrete mode shape for Mode 4 with
relatively strong accuracy, and the estimates from the different types of simulations had similar
profiles (Figure 4.3b).
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(a) True Mode Shapes
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(b) Estimated Mode Shapes
Figure 4.3: Comparison of Mode Shapes for Mode 4
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A similar number of points were selected for each simulation using the correlation function in
Equation 4.4 and these points comprised a similar frequency range, as shown in Figures 4.4a and
4.4b. The fact that the mode shape was accurately estimated and the correlation function selected
similar points as compared to the noise simulations indicated that the singular vectors from traffic
simulations were not affected in the same manner that the peak distortion present affected the
singular values. Therefore, the singular vectors for the traffic simulations did not provide any
information on the accuracy of the singular values.

















SVD of Ambient Noise Simulation
(a) Mode 4 Ambient Noise














SVD of Traffic Simulation
(b) Mode 4 Traffic
Figure 4.4: Points Selected Using φ̂Hui1 on Mode 4
Additional Analyses
Another technique commonly applied to damping estimation is to isolate each channel and calculate
the power spectral densities individually for each mode. For this method a separate estimate of the
damping ratio was made for a given mode at each channel location. Figure 4.5a demonstrates that
the damping error pattern for the ambient noise simulations was markedly different as compared
to the traffic simulations. The traffic simulations had error consistently above 300% at locations
at the which the error for the noise simulations was less than 25%. At the locations in which the
error for the noise simulations surpassed 100%, the error for the traffic simulation remained 200
to 300% higher. Additionally the error from the traffic simulation exhibited greater variation at
the channel locations as compared to the consistent behavior from the estimates of the ambient
noise simulations. The results of this analysis of error at channel locations indicated that the peak
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distortion experienced by the traffic simulations in their SVD was not channel or location dependent
because some amount of distortion was present at every channel. As with the correlation function,
this technique also failed to identify a problem with the damping estimates for Mode 4.
Modes 6 and 7 were also analyzed using the channel-by-channel approach because Table 4.1
shows that these neighboring modes had low error for both types of simulations for Mode 6 but
the error greatly increased for the traffic simulation for Mode 7. The error patterns created by the
different simulation types were mostly indistinguishable for Mode 6 in Figure 4.5b. While the error
plots did not perfectly align, they were close enough together to reinforce the fact that both types
of simulations had error below 5% for Mode 6. In Figure 4.5c Mode 7 showed a similar phenomena
observed for Mode 4 in Figure 4.5a because different error patterns existed for noise and traffic
simulations. This difference suggested that distortion would also be present in Mode 7.







































Damping Estimation Error for Mode 6 vs. Channel Location
(b) Mode 6






















Figure 4.5: Relative Error at Each Channel Location Using a Channel-by-Channel PSD-based
Approach for Estimating Damping
The distortion expected for Mode 7 was clearly visible when comparing the noise and traffic
simulations in Figures 4.6a and 4.6b. The same correlation function φ̂Hui1 was used to select
points, and the dominant singular vector still provided reasonable estimates of the mode shape. As
first observed with Mode 4, the singular vectors did not provide any indication that a portion of
the singular values had experienced severe distortion, and thus the singular vectors could not be
employed to guarantee that the selected points would provide accurate estimates.
It was important to note that not all modes were affected by the train and car crossings. Modes
6 and 8 provided damping ratio estimates with comparable accuracy to the noise simulations, and
Modes 2, 3, and 5 provided results with an acceptable level of error. The distortion was revealed
to be a more localized effect because several modes with lower levels of error were adjacent to
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(b) Mode 7 Traffic
Figure 4.6: Points Selected Using φ̂Hui1 on Mode 7
distorted modal peaks. Mode 6 consistently provided estimates with 10% error or less for both
types of simulations, and the mean of those estimates produced relative error no greater than
3.36% for either type of simulation using either window size, yet Mode 7 had significant distortion
shown previously and Mode 5 had elevated error for the traffic simulations. A similar observation
could be made about the relative accuracy of Modes 3 and 5 as compared to Mode 4 in between




The damping ratios of the first ten modes were estimated for the noise and traffic simulations using
the PSDs of the separated modal responses, such as those found in Figures 3.11, 3.12 and 3.13. In
order to recover the damping ratios, the spectra could be transformed back to the time domain
using an IFFT to generate the autocorrelation and the damping ratio would then be estimated from
the decay in the same manner as for the FDD estimates. Since the isolated modal responses were
transformed into their respective PSDs, careful attention was given to controlling the bias error in
the resulting spectra. As done previously for the FDD method, two different window sizes were
chosen: a large window that met the requirements for Mode 1 and a smaller window that greatly
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increased the averaging but also introduced greater bias error in the lower modes.
In addition to controlling bias error, it was considered whether each modal peak should be
separated from the rest of the spectra before applying the IFFT. While the SOBI method had
already isolated the modal peaks from the other structural modes, it was unclear how the distortion
present throughout the PSDs in Figures 3.12 and 3.13 would compromise the results. After being
separated from the remainder of the spectrum, the modal peaks were placed in a zero-padded
vector prior to the IFFT, but it was found that the use of a zero-padded vector did not provide
any improvement in the damping ratio estimates. Therefore, the IFFT was applied to the complete
PSDs from the estimated source signals for both types of simulations.
4.2.2 Estimates
The mean damping ratio estimates were found for the noise and traffic simulations and the mean
estimates for the larger window based on requirements for Mode 1 are shown in Figure 4.7. Modes
4 and 7 from the traffic simulations demonstrate egregious over- and underestimation, respectively,
adjacent to relatively good estimates. Modes 5 and 9 for the traffic simulations were less accurate
than their respective estimates in the noise simulations but not to the extent of Modes 4 and 7.
Mode 10 was also highly inaccurate, but that may be associated with the difficulty in parameter
estimation for higher modes, as Mode 10 had noticeable error for the noise simulation as well.
The accompanying relative errors for the mean ζ estimates are shown in Table 4.2, and the
relative error for Mode 4 is considerably larger than for Modes 7 and 10, proving that the estimate
for Mode 4 is even worse than Figure 4.7 would indicate. The sample response PSDs in Figures
3.12 and 3.13 showed signs of the distortion, and from those figures it appeared as though Mode
5 had experienced a similar degree of alteration as Mode 4 but Table 4.2 demonstrates that was
not true. The BSS algorithm performed well for the noise simulations as all ten modes had relative
errors in their mean ζ estimates of less than ±8%, with only Modes 1 and 10 much greater than
±5%. While the relative error for Mode 1 was greater than Modes 2 – 9, it was not uncommon for
the first mode to have a rather large relative error, even up to 20% [58, 74].
The mean estimates for the smaller window, based on Nmin for Mode 5, are displayed in Figure
4.8. The mean ζ estimates appear to follow the same pattern as the estimates in Figure 4.7,
but Table 4.3 shows that most of the estimates for Modes 5 – 10 for the noise simulation slightly
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Figure 4.7: Comparison of ζ Estimates based on












Table 4.2: % Relative Error in Mean ζ
Estimates based on Nmin for Mode 1
improved by comparison. The increase in averaging led to better estimates for the noise simulations
as intended, but did not have much of an effect on the traffic simulations. Modes 7 still had a relative
error in excess of −50%, Mode 4 was still above 100%, and the estimate for Mode 5 became worse,
increasing to over 30%.
There was little change to the estimate for Mode 10 for either simulation as it remained elevated
in comparison to other modes, and it was found that there may not have been enough energy or
excitation in Mode 10 for a reliable estimate. Also, the effect of the bias error led to a perceptible
change in the estimates for Modes 1 – 4 from the noise simulations as the error for those modes
uniformly increased, transitioning from under- to overestimation. The bias error effects were present
in the traffic simulation damping estimates but were less noticeable.
In addition to the mean estimates and their corresponding relative error, the relative root-mean-
square (RMS) error was computed for each mode for both window sizes. It was expected for the
RMS errors to reflect the patterns found in the relative error of the mean estimates and the results
confirmed this (Figure 4.9). Beyond confirming the poor estimates for Modes 4 and 7 for the traffic
simulation, the RMS error also revealed that Mode 5 for the traffic simulation also had significantly
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Figure 4.8: Comparison of ζ Estimates based on












Table 4.3: % Relative Error in Mean ζ
Estimates based on Nmin for Mode 5
elevated error both in terms of its corresponding mode in the noise simulations and as compared
against the other modes in the traffic simulations.
The RMS error demonstrated that there was comparable accuracy among the estimates for a
few modes (Mode 2, 3, 6, 8, and 9) between the noise and traffic simulations across both window
sizes, and that the error for Mode 1 while not exactly comparable, was still low for both simulations.
One potential drawback is that RMS error does not serve as a good indicator of the presence of
bias error because it does not discriminate between the under- and overestimation that took place
when the window size changed.
Both the relative error and RMS error showed that the MAC value results from the BSS
algorithm had no relation to the damping ratio estimates. The two modes with the lowest MAC
values for the traffic simulations were Modes 3 and 5, but both of the error metrics demonstrated
that Mode 3 was comparably accurate to Mode 3 from the noise simulation and extremely accurate
in comparison to other modes from the traffic simulation. Mode 5 had elevated error as compared
to its counterpart in the noise simulation, but it still had lower errors as compared to the other
modes from the traffic simulation.
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Relative rms Error in ζ Estimates − Mode 1 Nmin
Traffic
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(a) Window based on Nmin for Mode 1















Relative rms Error in ζ Estimates − Mode 5 Nmin
Traffic
Noise
(b) Window based on Nmin for Mode 5
Figure 4.9: Relative RMS Error vs. Mode for Different Window Sizes
Among the most conspicuously poor estimates from the traffic simulations, Modes 4 and 7, the
lowest MACmax value was 0.9975 for Mode 4 and Mode 7 had a higher MACmax values than its
corresponding mode in the noise simulation. Also, Mode 10 had error measures comparable to
Mode 5, but its MACmax value was above 0.995. For the traffic simulations the accuracy of the
mode shapes clearly did not correlate with the accuracy of the damping estimates, and thus, the
results of the BSS algorithm did not contain any predictive power.
The distortion was first shown in the PSDs of the estimated modal responses computed using
the estimated mode shapes, but even those did not provide much indication as to the extent of the
distortion. From Figures 3.12b and 3.13b it appeared as though Modes 4 and 5 were on opposite
ends of a distorted frequency range, but Mode 4 was much more deeply affected. The modal
responses and their PSDs provided the first indications of distortion in the traffic simulations, but
it was not possible to determine the impact of the distortion prior to the damping ratio estimation.
4.3 Comparison between Methods
The results from the BSS method were compared to the previous FDD method results using the
RMS error measure. The relative RMS error calculated using the larger window for the first
ten modes is shown for the BSS method in Figure 4.9a and FDD method in Figure 4.10a, and
there are some similarities between the methods. Both methods performed similarly for the noise
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simulations and relatively well for a few modes in the traffic simulations, and Modes 4 and 7 in the
traffic simulations were equally problematic. But there was a difference with Modes 5 and 9.
Figure 3.13b showed that Mode 5 suffered considerable distortion, similar to Mode 4, so rela-
tively large error would be expected for this mode. This was reflected in the BSS method as Mode
5 was among the modes with larger error, but for the FDD method Mode 5 had one of the lowest
RMS errors for the traffic simulation. Conversely, the FDD method had elevated error for Mode
9 in the traffic simulation and for the BSS method its error was low. The PSD of the estimated
modal response for Mode 9 from a sample traffic simulation is shown in Figure 4.10b, and while not
entirely unaffected, the prominent part of the modal peak does not experience the same extent of
distortion as Modes 4 and 5, or even Mode 7 (Figure 4.10c). It would be expected for all of those
modes to have larger error than Mode 9, but that is only the case for the BSS method.
Although both methods shared similar results for many modes for both simulations and strug-
gled with some of the same modes for the traffic simulation, the BSS method provided more reliable
results because its errors, and therefore estimates, better reflected the observed distortion in the
modal response PSDs.
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Traffic
Noise
(a) Relative RMS Error for FDD













PSD from Estimated Modal Response − Mode 9 − Traffic Simulation
(b) Mode 9 Est. Response

















PSD from Estimated Modal Response − Mode 7 − Traffic Simulation
(c) Mode 7 Est. Response
Figure 4.10: RMS Error for FDD Method and Additional Modal Response PSDs from Traffic
Simulations
4.4 Modified Noise
The PSDs of the forcing functions were shown in Figure 2.7 as a means of comparing the traffic
excitation to ambient noise. In order to determine the effect of the input PSD on the performance
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of the FDD and BSS methods, a simulation was conducted in which stationary noise excitation was
given approximately the same PSD as the traffic forcing. This was accomplished by creating white
noise records for each node, taking their FFT, and then multiplying their FFT by the square root
of the original traffic forcing PSD. The so-called “modified noise” PSD is compared to the original
traffic forcing PSD in Figure 4.11 and it is clear that the traffic has modulated the noise, giving
this modified noise the same spectral power characteristics. An IFFT of the modified noise created
the input for a sample simulation.








Comparison of Traffic Forcing PSDs
Original (vehicle-based)
Modied Noise
Figure 4.11: Comparison of Traffic Forcing PSDs
The FDD method was used to generate the SVD of the response PSD from the modified noise
simulation, as shown in Figure 4.12a. The influence of the modified noise is obvious, but the effect
is different from the traffic simulations as the PSD of the response follows the behavior of the
modified noise excitation and exhibits a slow, gradual decrease in power. The resulting responses
from the modified noise simulations were also treated as outputs for the BSS method. The PSDs
of the outputs shown in Figures 4.12b and 4.12c show no signs of any distorted ranges and bear
little resemblance to the original traffic outputs shown in Figure 3.7. Again the modified noise has
visibly influenced the PSDs but not in the same manner as the original traffic forcing PSDs.
The significant difference between the original traffic simulations and the modified noise are
further demonstrated by the separated sources, shown in Figures 4.13a and 4.13b. While the
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SVD of Modified Noise Simulation
(a) SVD of Modified Noise Re-
sponse PSD










PSD from Output Signal − Channel 8 − Modified Noise
(b) Channel 8 Response









PSD from Output Signal − Channel 11 − Modified Noise
(c) Channel 11 Response
Figure 4.12: Results of Simulations Using Modified Noise PSD
effects of the modified noise altered the appearance of the recovered modal responses, there was
still no sign of any consistent distortion. The different modes were not separated as well as in
Figures 3.11 and 3.12, but the relative difference between the dominant peak and the other visible
peaks is several orders of magnitude. Additionally, the appearance of the modal responses may be
explained by the appearance of the modified noise in Figure 4.11 as the responses, like the outputs,
seem to mirror the behavior of the modified noise PSD with their gradual loss of power, modal
peaks excepted. The MACmax values for the modified noise were above 0.99 for both Modes 3 and
4, and Figure 4.13 shows that the estimated mode shape for Mode 3 is much closer to the estimate
from the noise simulations.









PSD from Estimated Modal Response − Mode 3 − Modified Noise
(a) PSD – Mode 3









PSD from Estimated Modal Response − Mode 4 − Modified Noise
(b) PSD – Mode 4
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(c) Mode Shape – Mode 3
Figure 4.13: Recovered Modal Responses and Mode Shapes from Modified Noise Simulation
Even with the altered PSDs, the damping ratio estimates and corresponding errors were com-
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parable to the mean values and errors observed in the noise simulations. For both methods, the
estimate for the damping ratio of Mode 4 was within about 30% of its targeted value and that for
Mode 7 was even closer, bringing both estimates within reasonable proximity of their true values.
While these individual estimates were not as close as for the ambient noise case, it was expected
for the modification in the response PSD to cause elevated errors in the damping estimates. These
increases were orders of magnitude smaller than the errors seen in the traffic simulations where the
error for Mode 4 was in excess of 300%. These results suggest that the nature of the traffic forcing
PSD was not primarily responsible for the poor mode shape estimates and increased error in the
damping ratio estimates that was observed for the traffic simulations. Also, the modified noise
simulations demonstrated that excitation that only loosely fits the broad-band descripion may still
provide acceptable results.
4.5 Additional Analyses
4.5.1 Quantifying Distortion via Frequency
Considering its localized nature an attempt was made to quantify the distortion. It was found that
the frequencies at which the singular values rise and fall in power correspond to the frequencies of
cars crossing each stringer element. It was mentioned earlier that the bridge model was created
without continuity in the stringer rotations in order to replicate the effects of expansion joints, and
this discontinuity led to the distortion effect observed in the singular values. The uniform distribu-
tion of velocities at which the cars could travel was prescribed as ranging from 16m/s (35.79mph)
to 22.75m/s (50.89mph) and the length of each stringer was set at 4.352m. The period of crossing
Tcross for a single car over a stringer then fell between 0.272 and 0.191 seconds producing crossing
frequencies in a range from 3.68Hz (fcross,min) to 5.23Hz (fcross,max). Highlighting these frequen-
cies and their higher harmonics on a sample SVD produced Figure 4.14. From Figure 4.14 the
relationship between the extrema of the car crossing frequencies and localized regions of distortions
becomes apparent.
The distortion phenomenon can be more readily understood by viewing the cars passing a sensor
location as a series of traveling pulses with randomly spaced intervals between them. Figure 4.15a
presents a sample time history of cars passing a sensor location, and a quasi-periodic behavior
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Figure 4.14: SVD Highlighting the Range of Stringer Crossing Frequencies, fcross,min to fcross,max,
Related to the Imposed Vehicle Velocity Distribution
may be observed in the traffic forcing. Given the distributions of weights and velocities for the
traffic, the traffic forcing time history is not exactly a series of pulses but may be considered pulse-
like. The resulting PSD of the full time history for the traffic force is shown in Figure 4.15b with
the range of stringer crossing frequencies highlighted as in Figure 4.14. Unlike Figure 4.14, the
relationship between the crossing frequencies and the appearance of the traffic force PSD is not
apparent. Therefore the dynamics of the traffic forcing did not provide ample insight or significant
indication of the distortion present at the crossing frequencies in the bridge response. Additionally,
it was discussed earlier that the FDD operates under the assumption that the CPSD of the forcing
input may be considered constant, but the sample PSD in Figure 4.15b demonstrates that the
constant assumption is not strictly true for traffic loading.
For the case in which all cars travel at the same velocity, the cars may be treated directly as
a pulse train and the crossing period treated as a pulse period Tpulse, and therefore it is expected
that the singular values of the response would be affected at the pulse frequency and its harmonics,
where the pulse frequency fpulse is defined as 1/Tpulse. Figure 4.16a shows an example of a traffic
simulation in which all of the cars traveled at the same velocity and the pulse-like behavior of the
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Sample Time History of Traffic Force on Bridge Node
(a) Sample Time History


















Figure 4.15: Traffic Forcing Time History and Corresponding PSD with Highlighted Range of
Stringer Crossing Frequencies, fcross,min to fcross,max
cars can be readily observed. If cars were able to travel at two discrete velocities, then the pulse
analogy could not be applied so directly, but the general pulse-like effect would still be present with
two pulse frequencies fpulse,1 and fpulse,2, as shown in Figure 4.16b. At two distinct velocities with
adequate spacing between them, the cars still behaved like two separate pulses, but as the discrete
velocities become more closely spaced the small rise in power in the singular values starts to blend
together.
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(a) Single Pulse Frequency















SVD for cars travelling at two discrete velocities
fpulse,1 2fpulse,1 3fpulse,1
fpulse,2 2fpulse,2 3fpulse,2
(b) Two Pulse Frequencies















SVD for cars travelling at four discrete velocities
fpulse,1 fpulse,4
(c) Four Pulse Frequencies
Figure 4.16: SVD of Cars Traveling at Discrete Velocities
For the case of four discrete velocities shown in Figure 4.16c, the first three were spaced more
closely than the fourth and the result was an increase in power from their pulse-like nature that
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became more sustained over the range of closely-spaced velocities, especially in the third and fourth
singular values. Whereas the previous cases demonstrated only isolated peaks resulting from the
pulse velocities, the case with four discrete velocities showed a more consistent behavior and started
to resemble rise in power that was observed in the singular values from the traffic simulations shown
previously.
The rise in power can be seen in a gradual sense by comparing the magnitude of the third and
fourth singular values to the first in Figures 4.16a through 4.16c and observing that the third and
fourth singular values are beginning to encroach upon the second singular values in Figure 4.16c.
Given the results of increasing the number of discrete velocities while decreasing their spacing, it
would be expected that for a given continuous distribution of velocities the rise in singular values
would be completely sustained from one velocity extreme to the other and so significant that the
affected range would have orders of magnitude more power than its surroundings.
4.5.2 Attempted Detection of Harmonic Excitation in Traffic Simulations
One problem that can arise in system identification is the presence of spurious peaks in the response
spectrum that are actually related to frequencies of the excitation. For output-only systems the
separation of modal peaks from harmonic peaks in the frequency spectrum of the response data
was addressed in [60], which proposed an indicator for the presence of harmonic modes based on
probability density functions (PDFs). A method for separating structural modes from harmonic
components was introduced in [75] that compared the PDFs of structural vs. harmonic modes using
the kurtosis. This method was expanded in [76] to include an application for the FDD method
and in [77] to eliminate of harmonic component influences. The presence of ambient and harmonic
excitation in civil structures was covered in [78].
As Figure 4.14 demonstrates, the spectra experienced a series of rises and falls in power at the
so-called crossing frequencies, fcross,min and fcross,max. Additionally, the location of these distorted
regions repeated at integer multiples of the crossing frequencies. These distorted regions along the
spectra could possibly fit the classical description of harmonic excitation, especially since they are
not limited to a single frequency. Therefore an investigation was conducted to determine whether
the harmonic detection methods for FDD developed in [76] would identify the structural modes
located in the distorted regions as problematic.
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Background
The basis for the harmonic detection is the difference in the PDFs fX(x) of a true structural mode
and a harmonic component. For a true structural mode, the PDF will be normally distributed,
as given by Equation 4.5 where µ is the mean and σ is the standard deviation. The basis for
considering the PDF of a structural mode to be approximately Gaussian comes from the application
of the central limit theorem [60].








It was shown in [60] that a harmonic component may be treated as a stochastic variable and that
the corresponding PDF may be defined as shown in Equation 4.6 where a represents the amplitude.









The PDFs for both the structural and harmonic modes are plotted in Figure 4.17. The main
difference between the PDFs, as first highlighted in [60], is that the distribution for the structural
mode has one peak whereas the distribution for the harmonic component has two peaks. For the
harmonic component, the two distinct peaks are a result of the PDF approaching infinity at ±a.
Thus the difference in shape and peaks between the PDFs creates a helpful indicator for determining
whether an empirically calculated PDF constitutes a structural or harmonic response.
Beyond a simple, visual comparison of PDFs, the kurtosis may also be used as a basis for
harmonic component indication. The kurtosis γ is the fourth central moment of a stochastic
variable, and it measures the peakedness of the underlying PDF [79]. The calculation of the
kurtosis, normalized with respect to the standard deviation as in [76], is given in Equation 4.7
where E is the expectation.







For a normal distribution the kurtosis is 3, and therefore the number 3 is often subtracted from
Equation 4.7 in order to give a value of 0 for normal distributions. Using the definition of kurtosis
provided by Equation 4.8, the PDF of a structural mode is considered mesokurtic (kurtosis of zero)
whereas the PDF of a harmonic component is leptokurtic, meaning it has a positive kurtosis.
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fX(x) for Structural Component
(a) PDF of Structural Mode











fX(x) for Harmonic Component
(b) PDF of Harmonic Component
Figure 4.17: Comparison of PDFs for structural and harmonic modes







Application to Traffic Simulations
The general method of identifying harmonic components was presented in [76] and later expanded
in [78]. The authors in [76, 78] provided a series of steps that will be quickly summarized.
1. Normalize each measurement channel yi(t) such that is has unit variance and zero mean
2. Perform band-pass filtering around each frequency of interest fj (here modal frequencies were
used since they were known a priori)
3. Calculate the kurtosis γ∗ij of at each fj for every signal yi(t)
4. Calculate the mean kurtosis value γ∗j over all channels at each frequency fj
5. Calculate the median value mj of the kurtosis values γ
∗
ij over all channels at each fj
6. Assess how close the mean and median values are to 0
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(b) Median Kurtosis Value mj
Table 4.4: Comparison of Mean and Median Kurtosis Values
The median value is used in addition to the mean because it serves as a more robust measure of
the sample because it can account for possible outliers [78]. This harmonic indicator method was
applied to a sample traffic simulation, as well as a simulation subjected to only ambient excitation.
The results are given in Table 4.4. In calculating the mean kurtosis values, absolute values were
used in order to prevent cancellations. This was a necessary step because subtracting 3 created
negative values from the empirically determined values that originally were slightly less than 3 but
still positive.
When comparing mean and median values, the two values that were significantly higher were
Mode 5 for the traffic simulations and Mode 1 for the noise simulations. Both of these modes
had elevated means and medians as compared to the other modes in their simulation and the
corresponding mode for the opposite simulation type; however, these values were still close to 0 in
a relative sense. Figure 4.18a shows that Mode 5 lies within the distorted range, but it is hardly
the only mode. Immediately adjacent to Mode 5, Mode 4 is within the same distorted range yet
its kurtosis values provide no indication.
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SVD of Traffic Simulation
Mode 5
(a) Traffic Simulation














SVD of Noise Simulation
Mode 1
(b) Noise Simulation
Figure 4.18: Sample SVD from Traffic and Noise Simulations
Mode 1 for the noise simulation does not appear to be much different from any of the other
modes in Figure 4.18b and, more importantly, there is no harmonic component to detect. It
is possible that the behavior of Mode 1 near 0 Hz is responsible for its elevated kurtosis values
because the singular values tail off to a vertical asymptote instead of remaining more horizontal.
For all of the other modes across both simulations the kurtosis values were quite close to 0 as would
be expected for structural modes.
As a comparison, for the traffic simulations the relative error of the damping estimates for Mode
4 was in excess of 200% versus a relative error of around 20% for Mode 5. Also, there were several
other modes in the traffic simulations that had greater errors in their damping estimates than Mode
5. For the noise simulations Mode 1 had the largest relative error, but since there are no harmonic
peaks to detect, the elevated kurtosis values for Mode 1 do not indicate anything significant. Given
that the kurtosis values were all near 0 and predicted unaffected structural modes, and that of
the two modes flagged, one was on the lower end of distortion for the traffic simulation and the
other did not contain harmonic components, it could be said that this technique was unsuccessful
in identifying the distorted ranges in the traffic simulation.
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Results
The important result from Table 4.4 is that the noise and traffic simulations are essentially indis-
tinguishable from a kurtosis standpoint. Most of the kurtosis values predicted purely structural
modes and the slightly elevated values for the two noted modes did not correlate to significant
findings. Thus, the distortion to the singular values in the traffic simulations could not be detected
using this harmonic indicator technique. This is likely because the distortion does not stem from
the frequencies of excitation, but rather the crossing frequencies of the cars as they travel across
the bridge.
4.5.3 Altering Traffic Parameters
The distortion within the singular values was further tested by altering the traffic parameters,
specifically the distribution of car velocities, and performing an additional simulation. The resulting
singular values show a similar pattern of distortion in Figure 4.19a as compared to Figure 3.3b,
but different modes were affected and the distortion appeared less pronounced. The altered traffic
parameters resulted in altered crossing frequencies, and the distortion followed the new crossing
frequencies highlighted in Figure 4.19a. This meant that if the distribution of car velocities and
expansion joint locations or bridge panel lengths are known, the approximate areas affected could
possibly be predicted. For this newer model, the crossing frequencies most directly influenced
Modes 3 and 5, and it was expected that those damping estimates would be subjected to the
greatest increase in error.
The damping ratios were estimated for the altered traffic simulation and it was discovered that
Mode 5 was primarily affected, while the modes most heavily distorted by the original traffic, Modes
4, 7 and 9, showed error more consistent with the ambient noise simulations (Fig. 4.19b). Mode 3
was not significantly affected even though it was in close proximity to the crossing frequency and
distortion range. The influence of the distortion on the damping estimates decreased for the altered
traffic simulation and there were no errors greater than 100%. However, the error for the damping
estimates was still consistently larger than for the ambient noise simulations. Therefore, the modes
that were likely affected by the distortion could be predicted, but the extent to which they were
affected could not. Changing the traffic parameters demonstrated that the modes affected in the
model were dependent on the traffic conditions and that the modes affected could be predicted.
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SVD of Traffic Simulation
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(a) Altered Traffic Simulation























(b) ζ Estimate Comparison
Figure 4.19: Results of New Traffic Parameters
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Among the first discussions of the problem of train-induced vibrations on railways was conducted
by Inglis [80] who made some initial observations about dynamic amplification. A thorough review
of vehicle-bridge vibrations and dynamics may be found in [81]. As the research on dynamic
amplification factors has continued [82–84], an increasing amount of attention has been given to
the frequency content, especially resonant frequencies [85], critical train speeds [86], and the natural
frequencies of the bridge girders [30]. More recently, two main frequency components have been
identified in the response of bridges to train loads: the dominant and driving frequencies.
Research on vehicle-bridge interactions by Ju et al. [87] has shown that trains with repeated
carriages of constant length have so-called “dominant” frequencies that depend on the vehicle speed
and length between carriages or axles. These dominant frequencies include higher multiples of the
original and certain multiples may have greater participation depending on various parameters.
However, dominant frequencies are associated with the dimensions of a repeating moving load and
thus, they are not necessarily well suited to explain the effects caused by a single vehicle. The
work of Yang and Lin in [88] showed that for a single vehicle the vibration response will include
terms dependent on the driving frequency, which is related to the duration of the moving load
across a span. Recent works [88–90] have demonstrated that driving frequencies include several
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multiples, but the primary frequency of concern is the first multiple because it makes the greatest
contributions to the response. The connection between driving frequency, dynamic amplification
factors, and bridge damping was explored in [91].
5.2 Car Traffic
While previously discussed in Section 4.5.1, the origin of the crossing frequencies and the nature
of the distortion were investigated more thoroughly. The distortion was discovered to occur (and
recur) at frequencies directly proportional to a car crossing a single stringer beam. These frequencies




N = 1, 2, 3, . . . (5.1)
where Ls was the length of the stringer and N is the crossing frequency multiple. These crossing
frequencies and their multiples are highlighted in Figure 5.1, clearly defining the regions of observed
distortion. In the figure, fcross,min refers to the frequency created by the car with the minimum
velocity vcar,min and fcross,max conversely refers to the car with the maximum velocity v
car,max; the
crossing frequencies range from fcross,min = 3.68Hz to fcross,max = 5.22Hz.






















Figure 5.1: Example of Distortion That Occurs at Crossing Frequencies
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Due to the separated nature of the rotational degrees-of-freedom (DOFs) in the bridge model,
each stringer could be considered an individual simply-supported (SS) beam and as such, when a
car was traveling across the bridge model, the vehicle was essentially completing a series of separate
SS beam crossings. A moving load traveling across a SS beam was also the example used by [88]
to demonstrate the presence of driving frequencies. A brief review of relevant vibration theory will
be quickly conducted in order to better explain driving frequencies. The dynamic equation for the
vertical displacement of beam u from an external load is expressed by Equation 5.2, where E is the
Young’s modulus, I is the moment of inertia, A is cross-sectional area, ρ is the density, and f (x, t)







= f (x, t) (5.2)
For the case of a moving load, the external forcing function may be considered to be the same
as a single car load from Equation 2.4. While the dynamics of the vehicle itself must be considered
for the external forcing function, it has been shown in [88, 89] that when the vehicle mass is much
less than the bridge mass, these dynamic effects may be assumed negligible and thus the vehicle
excitation reduces to its weight. This produces Equation 5.3, where f car is the car weight and V
is the velocity of the car.
f (x, t) = f carδ (x− V t) (5.3)
The solution to Equation 5.2 may be obtained using modal expansion, using φn(x) and qbn(t)
to denote the mode shape and generalized modal coordinate of the nth mode.




For a SS beam, the mode shapes are know to be sinusoidal and thus, Equation 5.4 may be
further simplified into Equation 5.5, where Lb is the length of the SS beam.









Substituting Equation 5.5 for the displacement u (x, t) into Equation 5.2, and then multiplying
both sides of the equation by φm(x) and integrating with respect to x over the length of the beam
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f carδ (x− V t)φm dx (5.6)
Since the mode shapes of a SS are sinusoidal, their orthogonality may be used to simplify
Equation 5.6. The orthogonality condition allows for the subscript m to be changed to n and
Equation 5.6 is reduced to the modal coordinate equation of motion for the nth mode (Equation













Completing the integration of the numerator and denominator in the forcing term on the RHS




















which, when compared to the crossing frequency, is similarly dependent on the velocity V of the
vehicle and the length Lb of the bridge or beam being crossed. For the case of the bridge model,





A direct connection may be made between the proposed driving frequencies and the observed
crossing frequencies as they are related by even multiples, in that the even multiples (n = 2, 4, . . .)
of the driving frequencies match the crossing frequencies. The relationship between the crossing
frequency and the n = 2 multiple of the driving frequency is given in Equation 5.11.
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In order to examine driving frequencies more closely, a simulation was conducted in which a
single car traveled across the bridge. Displacements and rotations were monitored at different fixed
points as the car traveled.
5.2.1 Single Car Crossing
The loads and responses associated with the rotational DOFs of the stringer were considered first,
and the point being monitored was the rotational DOF of the stringer at the left extreme of the
model shown in Figure 2.1, specifically the rotational DOF at the left end of the stringer. The
highlighted circles in Figure 5.2 show the time at which the car reaches each successive node.





















Figure 5.2: Rotational Response of Stringer at Left Extreme of Bridge Model
The stringer response resembles the typical analytical solution for a moving load traveling across
a SS beam with the pulse-like nature of the moving load and free vibrations that follow. The PSD of
the response is provided in Figure 5.3 and it shows a pattern of behavior consistent with a half-sine
pulse (in time) with lots of energy at the first driving frequency (highlighted by a 1) and its even
multiples (also identified by number). There is a noticeable rise in power around 35-40 Hz, but this
is near the first natural frequency of the stringer; therefore the rise in power would be expected
given the free response behavior of the stringer once the car has left.
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Figure 5.3: PSD of Rotation of Stringer at Left Extreme of Bridge Model
The PSD of the stringer response can be better understood by considering the Fourier Series
of a half-sine pulse. A typical half-sine pulse is shown in Figure 5.4 with its accompanying Fourier
Series approximation. While this half-sine pulse does not perfectly capture the rotational behavior
shown in Figure 5.2, it still provides an acceptable approximation of the stringer behavior. The









−Ls < x ≤ 0
0 0 < x < Ls
(5.12)
The Fourier coefficients for the half-sine pulse may be found using Equation 5.12 and the well-
known equations for the Fourier Series of an arbitrary function shown in Equation 5.13.
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dx ∀n ≥ 1 (5.13c)
The final expressions for the coefficients are shown in Equation 5.14 and it may be observed
that the coefficients are only non-zero for n = 1 and all even n. A Discrete Fourier Transform
(DFT) may be used to provide a representation of a PSD at discrete frequencies, and even though
a DFT is often composed of a series of coefficients at numerous non-integer frequencies, the Fourier
Series may be used to provide a rough approximation of its appearance based on the coefficient
values at the integer frequencies. Therefore, the Fourier Series of a generic half-sine pulse explains
the observed behavior in the PSD of the rotational response from the stringer in Figures 5.3.
83














2 n = 1
0 n > 1
(5.14c)
After analyzing the stringer, the deflection of the girder at the same location was investigated.
Since the car loads were applied to the shared vertical DOFs but only the stingers’ rotational
DOFs, the girder did not directly experience the entire car load, only the vertical load component.
Therefore, the response of the girder is a result of both the vertical component of the car load and
the response of the stringer being imparted on the girder at shared vertical DOFs. For the girder
deflections it was desired to observe the response induced by the stringer response separate from
its response to the car load. In order to accomplish this, the same single car crossing simulation
was conducted with the stringer rotational DOFs connected to each other forming a continuous
multi-span stringer.
The difference in the girder deflection between the two simulations was so small that plotting
the two cases against each other did not reveal a clearly distinguishable difference. Instead, the
differential deflection was plotted (Figure 5.5), where the difference was found by subtracting the
original response from the response found with the multi-span stringer. This differential deflection
then represents the additional deflection present in the original case when compared to the multi-
span stringer case. The differential deflection has relatively minute amplitudes of vibration, with a
magnitude on the scale of 10−7, but the individual girder deflections were only on the order of 10−4.
The girder deflections follow a similar pattern to the stringer except that once the car passes the
node of interest, the deflections are sustained due to the continuity of the girder. Each node in the
girder experiences the car crossing each stringer, even as the car travels farther away. The response
in the girder changes accordingly with the distance from the car’s excitation, but the continuity
within the girder allows this crossing phenomenon to repeat every time the car begins to cross a
new stringer.
The frequency content, including the subtle half-sine pulse nature of the stringer response, is
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(a) Car Enters Domain




























(b) Car Near Midpoint
Figure 5.5: Differential Deflection of Girder at Left Extreme of Bridge Model
directly transferred to the girder when the car passes over a given location, but the response of the
girder loses some of its resemblance to the original crossing as the car travels farther away. Figure
5.5b shows the response of the left end of the girder as the car approaches the mid-span of the
bridge. While the response has clearly transformed from the original, it still maintains the same
general frequency content but with a different appearance and different amplitudes as the half-sine
pulse behavior has become less apparent. Even though the appearance of the pulse becomes harder
to detect, it is clear that the vibrations follow a cyclic pattern that is renewed each time the car
crosses a stringer, producing a cycle with a period of VLs .
The PSD of the differential deflection in the girder is shown in Figure 5.6, where this PSD
represents the additional power or energy that is only present when the stringers are separated
as in the original simulation. The girder’s PSD shows that the first driving frequency has little
energy but all of the even multiples of the driving frequency have peaks, and this correlates well
with the behavior of the even-numbered multiples seen in the stringer response PSD (Figure 5.3).
A small rise in power occurs in the PSD between 35-40 Hz, but that is due the natural frequency
of the stringers which were clearly visible in Figures 5.5a and 5.5b, and a similar rise occurred in
the stringer PSD, so that would be expected here.
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Figure 5.6: PSD of Differential Deflection of Girder at Left Extreme of Bridge Model
As with the stringer response, the behavior in the girder response PSD may be further explained
using a Fourier Series. If the girder were to experience the same idealized half-sine pulse each time
the car crossed, the general response would be similar to Figure 5.7. While there are higher
frequencies and additional dynamic effects present in the girder response shown in Figure 5.5a, the
general repetition of pulses may be seen to occur, especially when considering the cyclic nature.
Most of the higher frequency vibrations observed within Figure 5.5 are associated with the first
natural frequency of the stringers and thus may be excluded from the idealized repeating pulses
because their contribution to the PSD occurs over the 35-40 Hz range. Consecutive pulses may
be expressed as a function provided by Equation 5.15. In terms of the girder, this function would














Ls < x < 2Ls
(5.15)
The resulting Fourier coefficients may be found by inserting Equation 5.15 into Equation 5.13
and solving, as shown in Equation 5.16. These coefficients are similar to the coefficients for the
half-sine pulse but with one notable difference; the coefficient at n = 1 is now zero. For repeating
or consecutive pulses the only non-zero coefficients are for the even terms, and this helps explain
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Figure 5.7: Consecutive Half-Sine Pulses with Fourier Series Approximation
why there is no peak at the driving frequency with n = 1 in the PSD of the girder in Figure 5.6.
Even as the response changes, as it does from Figure 5.5a to 5.5b, the primary driving frequency











bn = 0 ∀n (5.16c)
The reason for the narrower peaks in the PSD of the girder deflections as compared to the
stringer rotations may be explained by considering the repetition of the consecutive pulses the
girder experienced. For instance, the PSD of the girder response taken after the first two stringers
were crossed by the car has a similar appearance to the PSD of the stringer from the car crossing
(Figure 5.8a). The influence of the natural frequencies of the stringer is notable in the 35-40 Hz
range and the peaks and valleys do not perfectly correlate with the driving frequency locations to
some of the dynamic effects from the girder, but, in general, the first pair of car crossings produces
a PSD that would be expected based on the PSD of the stringer crossing.
As more stringer crossings are included, the PSD begins increase in power, concentrating the
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Figure 5.8: PSD of Differential Deflection of Girder for Varying Number of Car Crossings
power in its peaks and increasing the loss in the valleys. The PSDs made after ten and thirty
crossings in Figures 5.8b and 5.8c, respectively, demonstrate this transformation. Given the consol-
idation of power in the peaks of the even driving frequencies observed in Figure 5.8, the appearance
of the final PSD in Figure 5.6 taken after the car had crossed all of the stringers may be understood.
It is important to remember that the girder analysis was performed on the differential deflection
between the simulations. Since both simulations had the same modal contributions taking their
difference resulted in the modal information being canceled out. This explains why there are
no modal peaks present in Figure 5.6. While it may not seem like the consecutive pulses serve
as an ideal representation of the differential girder response, when one considers that the modal
information has already been taken out and that the higher frequency oscillations are due to the
natural frequency of the stringer, the pulses may be understood to generally capture of the global
behavior. If the Fourier Series of a repeating half-sine pulse may be considered representative of
the global behavior of the differential deflection of the girder, then the occurrence of peaks in the
PSD at only the even multiples of the driving frequency may be explained.
5.2.2 Two Cars Crossing Bridge
A test simulation was performed using two cars crossing at times separated by several seconds. The
car crossings were independent events, but they were close enough to guarantee that the first car
would still be on the bridge when the second one entered. The rotations of the stringer at the left
end point of the bridge are shown in Figure 5.9a, and each car’s crossing of this stringer is visible.
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The first car is lighter and faster than the second car, which explains the difference in amplitude
and crossing time.


















Left Endpoint Stringer Rotations
(a) Rotational Response of Stringer
















(b) PSD of Differential Deflection of Girder
Figure 5.9: Responses Quantities from the Left Extreme of the Bridge Model for Two Cars Crossing
The deflections of the girder at the left end point were also monitored for both simulations, and
the resulting differential deflection was found using the same method as for the single car crossing.
The PSD of the differential girder deflection is presented in Figure 5.9b and it shows that two sets
of peaks are clearly visible, indicating the presence of two cars traveling at different speeds. The
set of peaks identified with “x’s” correlate with the first car crossing and the set of “o’s” correlate
with the second car. As was previously observed, the peaks from both cars occur at even multiples
of the driving frequency. Also, the peaks from the first even multiple (n = 2) are the largest and
there is a small increase in energy in the 35-40 Hz range corresponding with the natural frequency
of the stringers. Even with the presence of a second car traveling at a different speed, the PSD of
the girder response follows the same patterns observed for the single car crossing.
5.2.3 Multiple Cars Crossing Bridge
Simulations were performed in which several cars crossed the bridge at random intervals for a limited
duration of time and the cars were assigned a speed and weight based on uniform distributions. For
a single car crossing, the driving frequencies were identified in the PSD of the girder’s differential
deflection response at all of the even multiples. For two cars traveling across the bridge, the even
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multiples of the driving frequencies were visible for both cars. Therefore, when several cars were
present it was expected that the even multiples of the driving frequencies for all of the cars should
be visible, and Figure 5.10 confirms this theory.






PSD of Differential Deflection at Left End of Girder for Several Car Crossings
fmin 2fmin 3fmin
3fmax2fmaxfmax
Figure 5.10: PSD of Differential Deflection of Girder at Left Extreme of Bridge Model for Several
Cars Crossing
The frequencies identified in Figure 5.10 as fmin and fmax represent the minimum and maximum
driving frequencies for which n = 2, as shown in Equation 5.11 with fmin and fmax corresponding
to the cars with the slowest Vmin and fastest Vmax velocities in the distribution, respectively. The
multiples of fmin and fmax may then be understood to represent the n = 4, 6, . . . multiples of the
minimum and maximum driving frequencies, i.e. 2fmax = 4
Vmax
2Lb
= 2VmaxLb . From Figure 5.10 it is
clear that all of the peaks of the driving frequencies combined to form steady regions of increased
power, and that the power decreases to its original level in between driving frequency regions. The
transition is easiest to observe between the first and second sets of driving frequencies, but it stills
exists between the second and third.
Considering the rises in power at even multiples previously observed as a series of peaks in
both Figures 5.6 and 5.9b, these sustained regions of increased power seem reasonable given the
larger distribution of velocities. It also important to note the rise in magnitude of the peaks as
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the number of cars increased. Comparing Figures 5.6, 5.9b and 5.10 shows a clear progression in
magnitude as the number of cars increased, and thus for a longer simulation with many more cars
traveling at velocities within the same uniform distribution, a much more substantial rise in power
would be expected.
The full hour-long traffic simulations may be viewed as simply a greater expansion of the
simulation with several cars. Given the pattern of behavior shown in the PSDs of the girder
deflections as the number of cars and velocities increased, it would be expected for this pattern to
continue for the hour-long simulation and for the resulting PSDs of the girder responses to have
repeated gains and losses bookending regions of sustained power. This is precisely the type of
behavior observed in Figure 5.1. Additionally, Figure 5.10 sets the precedent for fcross,min and
fcross,max, as well as their respective multiples.
The SS nature of the stringers led to half-sine pulse-like responses of their rotational DOFs that
had frequency content related to the first driving frequency and its even multiples. The SS stringers
produced an increase in deflection of the girder, observed through the differential deflection, that
resulted in each node of the girder experiencing the car crossing each beam. Due to the cyclic
nature of the girder response to cars crossing the SS stringers, the girder deflection resulting from
this phenomenon could be idealized as consecutive half-sine pulses that contain frequency content
related to the even multiples of the driving frequency of the cars. Therefore the distortion observed
in the vertical responses of the traffic simulations may be understood as being a product of the
driving frequencies in the car loads.
The PSD of the stringer rotations is not as helpful when describing the motion of several car
crossings traveling at various speeds. The PSD due to all of the car crossings is shown in Figure 5.11,
but unlike the PSD for a single car crossing in Figure 5.3, this contains little obvious information
linking it to driving frequencies. The occurrence of multiple, simultaneous crossings obscures the
pulse-like behavior of the response from any one car crossing and leads to a PSD that does not reflect
the local behavior of each car. Using the same recording, the cars were segregated by velocity by
dividing the velocity distribution into ten “bins”, and the PSD for the stringer rotational response
created by the car crossings in each velocity bin were plotted in Figure 5.11.
The resulting PSDs from the segregated velocities were not as clear as for a single car, but
the peak-and-valley behavior becomes much easier to observe and the PSD from the last bin was
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highlighted in bold in order to demonstrate the recognizable behavior. As the number of cars and
car velocities increase, the PSD of the car crossings loses its visible connection to the Fourier Series
of a half-pulse, even though the pulse-like nature of each individual car crossing remains intact.











Figure 5.11: PSD of Rotation of Stringer at Left Extreme of Bridge Model for Several Cars Crossing
5.3 Train Traffic
Unlike the car traffic, a limited number of trains crossed the bridge during a simulation and each
crossing was an isolated event. An example of the bridge girder response to a sample traffic
simulation is shown in Figure 5.12a and the influence of the train crossings is apparent. Figure
5.12b shows the bridge response to a series of train crossings without any other traffic loads. Due to
their slower velocities and gradual entrance and exit, the trains do not produce much of a response
nor do they provide much excitation in the girder. Thus the bridge response to a series of train
crossings takes on the appearance of a series of half-sine pulses of different amplitudes.
The nature of the train crossings meant that they would likely create driving frequencies in the
response of the girder in accordance with Equation 5.10. The effect would be similar to the cars
crossings except the trains affected the bridge on a global level and so the characteristic length in
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the driving frequency would be the full length of the bridge girder. Given the speed of the train
and length of the bridge the first driving frequency was 0.00765 Hz, meaning its even multiples
were most likely to affect Mode 1 of the bridge model (0.2192 Hz). The PSD of the bridge response
to the series of train crossings is shown in Figure 5.13 with the multiples of its first few driving
frequencies labeled. The train crossing PSD is noisier than the PSDs of the cars crossing a stringer,
but it has a similar appearance and, as expected, the majority of the energy is concentrated in the
first frequency and its even multiples.




















Sample Deflection Time History
(a) Full Traffic Simulation




















Bridge Response to Train Crossings
(b) Series of Train Crossings
Figure 5.12: Sample Time Histories for Bridge Girder Response
As compared to the car crossing PSD, one main difference in the train crossing PSD occurs at
the driving frequency multiples of 12, i.e. n = 12, 24, . . . , because the peaks have become relative
valleys. This is explained by the dominant frequencies of the train, and these frequencies are
marked by the starred numerals (1∗, 2∗, . . .) in Figure 5.13. As mentioned previously, the dominant
frequency is related to the carriage length of the train and the dependence on a length dimension
explains why this frequency did not appear for the car loads. The train was modeled as one
consistent mass and its carriage length was the same as its total length, L6 (where L is the length
of the bridge girder), whereas the cars were simply modeled as traveling points. According to the
definition in [87], the expression for the dominant frequencies fdo of the bridge model is given as
follows
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where LT is the length of the train. Given the relationship between the length of the train and the



















This relationship between dominant and driving frequencies continues for all of the driving
frequencies that are multiples of 12. Since it would have been difficult to separate the effects of the
driving and dominant frequencies due to their overlapping nature, their effects shall be considered
together and attributed to the driving frequency for the purposes of this analysis.
The relative effects of adding more trains or trains of different velocities had already been
studied using cars. Therefore, the trains were investigated in terms of increasing mass and a series
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of simulations were performed for varying train mass ratios. Seven simulations were performed at
each of the integer multiples of the initial mass ratio of 1.5% for n = 2, . . . 5, meaning the largest
train had a mass ratio of 7.5%. An in-depth study of the effects of varying mass on SDOF system
may be found in Appendix E. The SDOF system in Appendix E was given similar pulse-like mass
changes, making for an interesting comparison.
In Section 2.2.2 it was mentioned that the original train with mass ratio 1.5% led to a maximum
relative change in the damping ratio of 1.42% for Mode 1. Over the course of the full simulation,
the mean damping value had a relative change of about 0.1% as compared to the true value, and
the damping ratio only changed while the train was present, which was a limited amount of time.
When the mass ratio was increased to 7.5% the damping value for Mode 1 had a maximum relative
change of 6.92%, but the mean damping value for Mode 1 over a full simulation still only had a
relative change of 0.52%, and this was the greatest change among all modes. The increases in mass
led to changes in the damping ratios, but even the most severely impacted mode saw its damping
ratio change in mean value by less than 1% relative to the true value. So the influence of the mass
on the damping ratios was not considered a significant factor.
The eleven channels of acceleration responses were input into the FDD algorithm, and Figure
5.14 shows the resulting first singular values around the peak for Mode 1 for various train mass
ratios. Figure 5.14 shows that the driving frequencies became visible once the trains were present
in the simulations and that their energy, as measured by the magnitude of the singular values,
gradually increased along with the corresponding mass ratio. The driving frequencies are evident
but hard to distinguish for the trains with lower mass ratios, as Figure 5.14b demonstrates, but
for the largest mass ratio the peaks and valleys in the spectrum coincide well with their predicted
location, as in Figure 5.14c. The presence of the first dominant frequency can also be detected by
the pronounced dip in the singular values around 0.1 Hz, which is most noticeable in Figure 5.14c.
The same patterns with driving and dominant frequencies were detected with the modified
SOBI algorithm. After identifying the driving and dominant frequencies, the extent to which they
impacted the ability of the various OMA techniques to correctly identify modal properties was
investigated.
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(b) 3.0% Mass Ratio














(c) 7.5% Mass Ratio
Figure 5.14: Comparison of Driving Frequencies for Varying Train Mass Ratios
5.4 Impact on Damping Estimates
5.4.1 Frequency-based Identification
The damping ratios were previously estimated using the FDD and modified SOBI methods in
Sections 4.1.2 and 4.2.2, respectively. The impact that the car crossings created in the frequency
response was fairly pronounced as the distortion could be visually identified (Figure 5.1), but the
damping ratios for each mode were estimated using information from the frequency domain, and
the impact of the distortion on those estimates was less clear. The damping ratios were estimated
for the first ten modes, but it was found that the estimates for Mode 10 were consistently poor,
even when the bridge was subjected to uniform broad-band noise, due to a lack of excitation and
modal participation. Therefore, the investigation into the effects of the distortion will only consider
the first nine modes.
The RMS errors for the damping ratio estimates from the traffic simulations are presented in
Figure 5.15. A basic comparison of the results was covered in 4.3, but in general both methods had
elevated RMS error in the traffic simulations for Modes 4 and 7, albeit with different magnitudes,
and differences for Modes 5 and 9. This was expected since Mode 4 falls within 0.5 Hz of fcross,min
and Mode 7 within 0.5 Hz of both 2fcross,max and 3fcross,min, thus both modes were in close
proximity to frequency ranges distorted by driving frequencies. Figure 5.15b shows that the BSS
method experienced elevated error in Mode 5, but this reflected the conspicuous distortion to its
PSD and Mode 5 was within 0.5 Hz of fcross,max. The elevated error for Mode 9 in the FDD
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method, however, was previously found to be an unreliable result and not indicative of distortion.
Also, Mode 1 was closest to the train driving frequencies and even though these simulations were
conducted with the train mass ratio at only 1.5%, any train with non-zero mass would create some
driving frequency peaks in the frequency response.















































Figure 5.15: RMS Errors in Damping Ratio ζ Estimates
Both methods produced damping estimates via autocorrelation functions produced by IFFTs
on modal PSDs. Figure 5.16 provides sample autocorrelation functions for Modes 2, 4, 5, and
7, but not all of their appearances properly reflect their RMS errors. The points selected for
calculating the logarithmic decrement are highlighted in Figure 5.16, but only Mode 2 exhibits
proper exponential decay associated with linear damping. However, Figure 5.15a shows that Modes
2 and 5 had comparable error and despite the increased error of Mode 5 in Figure 5.15b, a magnitude
more comparable to Modes 4 or 7 would have been expected considering the appearance of its
autocorrelation function. This implies that lower RMS errors for Mode 5 were not grounded
in accurate estimates but rather based on good fortune as to how the distortion affected the
autocorrelation.
Once the peaks are selected, the decrement can be found by taking their natural log and forming
a linear plot as demonstrated in Figure 5.17. The slope of the line that best fits the linearized points
becomes the estimate of the logarithmic decrement. Figure 5.17 adds more evidence to the claim
that Mode 5 is no better an estimate of true decay than Modes 4 or 7, but only that the slope of
the best-fit line for Mode 5 happened to be closer to the true value for the logarithmic decrement.
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Figure 5.16: Autocorrelations from Selected Modes using FDD Method
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Figure 5.17: Sample of Best-fit Lines for Selected Autocorrelation Peaks
The autocorrelation functions and resulting peak amplitude points of these modes were under-
standably deformed because their frequency responses were visibly distorted, but the consequences
were more difficult to determine as these three modes similarly affected by distortion produced a
wide range of errors in their damping ratio estimates. While adjustments could be made to select
fewer points or find the group of points that best fit the true damping value, that solution assumes
that the true value is known and, more importantly, does not address the fundamental problem
within the autocorrelation function.
Linear Fit of Autocorrelation Functions
The error in the linear fit between the selected points and best-fit line may be calculated using
Equation 5.19.
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e = b−Ax (5.19)
where e is the error vector, b is the vector containing the natural log values of the selected peaks,
A is the linear matrix, and x is the solution vector containing the estimate of the decrement. In
order to account for the natural over- and under-estimation that occurs with linear best-fit lines,
an error norm may be defined by Equation 5.20.
‖e‖2 = ‖b−Ax‖2 = (b−Ax)T (b−Ax) (5.20)
Using this error norm, the linear fits of the autocorrelation functions for the first ten modes
over all traffic simulations were found and the results are compiled in Table 5.1. This error norm
represents the distance between the selected points and the best-fit line for a given mode, and since
this distance measure may be directly compared mode-to-mode, normalization was not necessary.
Using this table, one would expect that Modes 5 and 7 produced the estimates with the highest
error and that Mode 4 was among the more reliable estimates, even more reliable than Mode 2.
However, this was not found to be true. This error measure provides more evidence that the
presence of driving frequencies has complicated consequences which can raise doubts about the
resulting modal damping estimates even if their RMS error is low or their linear fit is good.
5.4.2 Random Decrement Technique
In order to determine the impact of frequency-based identification on the damping ratio estimates,
the separated source signals from the BSS method were also analyzed using the Random Decrement
(RD) technique [70, 92]. The RD technique is a time domain method that uses ensemble averaging
to approximate the single degree of freedom response. Since the BSS method separated the modal
coordinates, the time history for each modal coordinate could be individually analyzed to produce
its RD signature which is analogous to its free vibration response [92].
The damping ratios were estimated based on the logarithmic decrement in the exponential decay
using the same approach as for the generated autocorrelation functions. The RMS errors from the
damping ratio estimates are presented in Figure 5.18 and they show many of the same features seen
in Figure 5.15b. Mode 4 still has by far the largest error and the error for Mode 5 is still noticeably
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Table 5.1: Mean Error Norm for Linear Fit for Each Mode
less than Modes 4 and 7. Also, this error measure further demonstrates the inaccuracy of the FDD
method as Modes 5 and 9 resemble the BSS results produced using the PSDs.



















Relative rms Error in ζ Estimates − Random Decrement Method
Figure 5.18: Relative RMS Errors in Damping Ratio ζ from Random Decrement Technique
Examples of the RD signatures produced for Modes 2, 4, 5, and 7 are given in Figure 5.19.
Despite the entirely different approach, these random decrement signatures strongly resemble the
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Figure 5.19: Random Decrement Signatures for Selected Modes
autocorrelation functions in Figure 5.16. Modes 4, 5, and 7 exhibit the same problems with their
exponential decay and Mode 5 still produces the best estimate. The similarity in results between
these different methods implies that the problem is not related to only the frequency spectra but is
actually inherent to the response of the bridge. The manner in which the traveling car loads create
rotations in the SS stringers that transfer to the girder fundamentally changes an aspect of the
response that cannot be easily resolved with OMA techniques and cannot be predicted in terms of
its impact on modal parameter estimation.
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5.4.3 Influence of Moving Mass
In addition to the modes mentioned previously, Mode 1 received some extra focus because its
elevated errors would be associated with the driving and dominant frequencies of the train. Unlike
the modes affected by the car traffic, the effect of the train driving and dominant frequencies on
Mode 1 did not leave any noticeable distortion. The modal peaks in Figures 5.14b and 5.14c clearly
show the presence of the driving frequencies, and even the dominant frequency in Figure 5.14c, but
the peak for Mode 1 appears intact in comparison to the peak shown for no trains in Figure 5.14a.
In terms of frequency, Mode 1 is between the 28th and 29th multiple of the train driving frequency
and the 2nd and 3rd dominant frequency, and so even by proximity, the case for Mode 1 is much
different than for the other modes with elevated error.
Even though the train did not produce noticeable distortion to Mode 1, its possible effects on
Mode 1 were studied by increasing the train mass ratio and the resulting relative RMS error in the
damping ratio estimates are presented in Table 5.2. The RMS errors demonstrate that even for
simulations with no trains the damping error for Mode 1 is comparable to simulations with a train
mass ratio of 1.5% or 3.0%, and this is reflected in Figure 5.14. Another interesting conclusion
is that even when the train mass ratio reaches 7.5% and its RMS error has greatly increased, the
RMS error would still be significantly less than that for Mode 4.
In addition to the RMS error, the coefficient of variation (CoV) of the damping estimates was
presented in order to demonstrate their increasing unreliability. Even though the maximum RMS
error for Mode 1 is less than that for Mode 4 and comparable to Mode 7, its CoV approaches
50% which is more than twice the CoV’s for Modes 4 or 7. It has already been shown that the
additional mass on the trains did not significantly impact the mean value of the damping ratio, so
the increased CoV was not related to any changes in the damping ratio. The RMS error in the
damping ratio estimates shows a significant rise for train mass ratios of 6.0 and 7.5%, and this is
accompanied by similar increases in CoV values.
The autocorrelations for Mode 1 were plotted in an attempt to discover how they were being
distorted as a result of the driving and dominant frequencies. The autocorrelations for the smaller
mass ratios did not show any discernible signs of distortion, but Figure 5.20 provides an example
of the autocorrelation for a large mass ratio and the distortion is similar to problems witnessed in
Figure 5.16. Given that there was no direct distortion to the modal peak, it was interesting that
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Table 5.2: Mode 1 Damping Ratio ζ1 Statistics for Increasing Train Mass Ratios
distortion was detectable in the autocorrelation, even if it was not as pronounced as for Modes 4,
5 and 7.
The error norm of the linear fit was found for the autocorrelation functions of Mode 1 and Table
5.3 shows a sharp jump between the mass ratios of 4.5 and 6.0%. The increase in the error norm
reflects some of the increases shown in Table 5.2, further indicating that above a 4.5% train mass
ratio, the damping ratio estimates for Mode 1 become considerably less reliable. The disturbance
in the autocorrelation initiates around 65 seconds, which is the period of the train’s primary driving
frequency and corresponds to the time it takes for each train to cross the bridge.







Table 5.3: Mean Error Norm for Linear Fit for Bridge Model Simulations
Figure 5.21 presents sample autocorrelations derived from an IFFT of the PSD of the bridge
response to a series of train crossings in Figure 5.13. The autocorrelation functions were generated
based on two different frequency windows. Figure 5.21a shows the autocorrelation of the train
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Autocorrelation of Mode 1 Acceleration Response
65 seconds
Figure 5.20: Autocorrelation of Mode 1 For Bridge Model
crossings for a window with a frequency range from 0 to 0.50 Hz, and there is no obvious source
for the distortion.
When the frequency range is slightly altered to 0.09 Hz to 0.50 Hz there is a clear disturbance
in the signal in Figure 5.21b around 65 seconds of time lag. The amplitudes of these two autocor-
relation functions vary by several orders of magnitude, making the autocorrelation function from
the smaller window seem insignificant in comparison. However, these magnitudes are based on the
PSD of the bridge response to only train crossings (in Figure 5.13) in which all of the energy is
concentrated near 0 Hz and there is little modal excitation. Once additional loads are present and
the bridge structure has its modes fully excited most of the energy near 0 Hz will become much
less significant (in a relative sense) than it was previously.
For instance, the frequency response of Mode 1 greatly amplifies the region around 0.2 Hz and
this would, by analogy, result in the amplification of the PSD of the train crossings around 0.2 Hz,
away from where the majority of its energy or power usually resides. Thus, the autocorrelation
function in Figure 5.21b is more representative of how the train crossings affects the bridge response
in the presence of additional traffic loads because, similar to the adjusted window, different regions
of the train crossing PSD will be amplified.
Therefore, the presence of a driving frequency and its multiples in the response spectrum may
cause problems beyond altering the appearance of the response PSD because the shape and char-
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Autocorrelation of Train Crossings − window 0 − 0.50 Hz
65 seconds
(a) Full Window - 0 - 0.50 Hz













Autocorrelation of Train Crossings
65 seconds
(b) Adjusted Window - 0.09 - 0.50 Hz
Figure 5.21: Comparison of Windows for Autocorrelation of Train Crossing
acter of response autocorrelations of modes seemingly far from the primary driving frequency may
still be adversely affected. Tables 5.2 and 5.3 indicated that these effects only began to manifest
themselves once the train mass ratio surpassed a certain limit, near 4.5%. The analysis of the
SDOF system with varying mass in Appendix E mirrored that of the increasing train mass ratios,
and the results in Appendix E reinforce the results presented in this section.
5.4.4 Additional Analyses
Unlike the train crossings, the PSD of car crossings from the stringers cannot be used to easily
explain the appearance of the autocorrelation functions of modes affected by the car driving fre-
quencies. A PSD produced from several cars crossing over a stringer for a limited duration was
shown in Figure 5.11 and Figure 5.22 presents the PSD of the car crossings after a full hour-long
simulation. It was previously demonstrated in Figure 5.11 that the total stringer response PSD
could be created from the superposition of several PSDs from individual car crossings. However
even with this superposition, the car crossing PSD from an hour-long simulation does not directly
translate to distorted areas in the vertical acceleration response PSD in Figure 5.1 like the train
crossing PSD did with the region around Mode 1 in the response PSD for larger train mass ratios.
The PSD from car crossings in Figure 5.22 does not have any obvious features that correlate
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well with the highlighted crossing frequencies in Figure 5.1, despite the fact that the PSD in
Figure 5.22 is essentially composed of a series of individual car crossings that produce the driving
frequencies that form the highlighted crossing frequency ranges. When different frequency windows
were applied to Figure 5.22 and then transformed back into the time domain via IFFT, as was done
for the train crossing PSD, connections between disturbances in the autocorrelation functions of
the stringer rotations and girder responses could not be made. Therefore connecting the distortion
observed in the bridge response PSD with the PSD of cars crossing a stringer becomes increasingly
difficult as the number of cars and the duration of the simulation increase.












PSD of Left End Stringer Rotations from Car Crossings
Figure 5.22: PSD of Rotations of Stringer from Car Crossings for Traffic Simulation
5.5 Manhattan Bridge Data
Data recorded from the Manhattan Bridge was analyzed in an effort to connect the distortion
observed in simulated traffic conditions on a finite element model. This data was collected in 2008
and was taken over a one-hour time period in which the bridge would have experienced normal
traffic conditions with lots of car crossings. A total of seven sensors were used, each of which
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collected three channels of acceleration data. For this analysis only the data recorded from the 3rd
channel (the z-axis, perpendicular to the plane of the bridge) was included. The acceleration data
was processed using the FDD method, and the SVD plot of the Manhattan Bridge data is shown
in Figure 5.23.





















SVD of Manhattan Bridge Data
Figure 5.23: Singular Value Decomposition of Manhattan Bridge Acceleration Data
The appearance of the Manhattan Bridge data is similar to the traffic simulations, shown
in Figures 3.3 and 5.1. Both figures show increases and decreases in power albeit over a different
range of frequencies. The data from the Manhattan Bridge has a greater number of modes (which is
related to the presence of torsional dynamics) and modes more closely spaced together as compared
to the simulated data, but its general pattern of behavior more consistent with the traffic simulation.
When compared to the SVDs from the ambient noise simulations in Figure 3.2, the Manhattan
Bridge data has much greater variation in power of its singular values and has a more volatile
appearance.
The Manhattan Bridge data was also considered from a BSS perspective. The PSDs from two
output channels of vertical accelerometer data are plotted in Figure 5.24 and these PSDs share a
resemblance with output PSDs from the traffic simulations shown in Figure 3.7. While the bridge
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model was intended as a generic bridge structure and not meant to explicitly reflect the Manhattan
Bridge, the Manhattan Bridge data shared features similar to the distorted ranges from the traffic
simulations in terms of both the SVDs of the response and PSDs of the recorded channels.

















Figure 5.24: PSD from Manhattan Bridge Response Data
The rises and falls in power in the traffic simulations were found to correlate with frequencies
created by cars crossing the stringer beams designated as crossing frequencies fcross, defined by
Equation 5.1. The crossing frequencies were found to be related to the driving frequencies that
result from moving loads. Evidence of these frequencies may be found in the SVD of the Manhattan
Bridge.
Crossing frequencies for the Manhattan Bridge were predicted by finding values to satisfy Equa-
tion 5.1. The length of the bridge deck panels was determined using a combination of photographs
and documentation. From the elevation plan of the bridge shown in Figure 5.25, the average
distance between cables was found to be about 18 ft or about 5.49 m.
Images captured using Google Maps [93] show that there are six cables separating joints. Figures
5.26a and 5.26b, provided by [93], show a consecutive stretch of bridge roadway that constitutes a
single panel. In the figures, the joints at the south and north ends of the panel are marked with
white arrows, and the six cables separating the panel of interest are labeled. Figure 5.26a shows
the first through third cables, whereas Figure 5.26b contains the third through sixth cables.
Combining the cable spacing information from the elevation view with the fact that there are six
cables for each panel, it was determined that the approximate length of each panel was equivalent
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(b) North-facing view of bridge panel
Figure 5.26: Panel along Manhattan Bridge Roadway (Images from Google Maps Streetview)
to five times the spacing between cables or about 90 ft. This length represents Ls in Equation 5.1
and the velocities needed to fulfill the remainder of the equation may be assumed. According to
the highway and traffic rules published by the New York City Department of Transportation [94]
the official speed limit in New York City is 30 mph. Other information sources claim that the speed
limit on New York City bridges is raised to 40 mph [95]. Therefore, it could be reasonably assumed
that cars would travel across the Manhattan Bridge at speeds ranging from 25 to 45 mph depending
on traffic, and these speeds were used as the minimum and maximum velocities, respectively.
Plugging these values into Equation 5.1 yields the following two expressions for f1 and f2.
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= 0.73 Hz (5.21b)
The proposed crossing frequencies f1 and f2 are denoted by the two black lines in Figure
5.27. These proposed frequencies do not capture the waxing and waning of the singular values
as accurately as in the simulation, but they do approach the frequency limits of the elevated
segment. Due to the increased number of identified modes, there are many peaks in the first set of
singular values and this increases the difficulty of more precisely identifying the modes that may
be altered or affected. Upon closer inspection the proposed frequencies f1 and f2 actually seem to
more adequately capture the rise and fall in the fourth singular values as opposed to the first. As
mentioned earlier the length and velocities chosen were based on rough but reasonable estimates
and ultimately represent purely speculative values.















SVD of Manhattan Bridge Data
f1 f2
Figure 5.27: SVD of Manhattan Bridge Data with Highlighted Crossing Frequencies
It is possible that real-world car velocities are not distributed uniformly as was used in the traffic
simulations. The drastic nature of the distortion in the simulations is due in part to the uniform
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distribution because that imposes hard limits on the minimum and maximum while providing
uniform power across the distribution. If real-world car velocities were distributed with negative
skewness, for example, then the uneven rise in singular values observed for the Manhattan Bridge
data may be expected. The unknown nature of the distribution and the estimation of the velocities
factor into the approximate nature of this analysis, but even considering that, the frequencies f1
and f2 identify a majority of the range over which the power in the singular values has increased.
It is also important to note that the repeated nature of the crossing frequencies does not
manifest itself as clearly in the Manhattan Bridge data. This may be due to the more complex
nature of the bridge structure or the existence of several different so-called “characteristic” lengths,
but it remains unexplained. Despite the lack of repetition of crossing frequencies, as well as the
other issues mentioned previously, the preliminary analysis of the bridge data shows promising
connections to the traffic simulations. The improved quantification of the parameters for crossing
frequencies of the Manhattan Bridge as well as a further investigation into the possible presence of
distortion in its SVDs and PSDs are the subjects of ongoing and future work.
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6.1 Polynomial Least Squares in Conjunction with BSS
6.1.1 Introduction
Curve-fitting through polynomial least squares (PLS) is a commonly used method for modal identi-
fication from FRF measurements [34, 96–99]. The recorded acceleration time histories were treated
as the measurements of the bridge response, but they were used as input for the modified SOBI
method. This modified SOBI method then produced the estimated modal responses for the first ten
modes, essentially creating SDOF systems for each mode. Using these SDOF responses, the PSDs
were found for each mode and these PSDs were treated as the measurements, or input, for the PLS
curve-fitting. There has been notable success in the past performing PLS curve-fitting on multiple
degree-of-freedom (MDOF) systems [34, 97], but given the distortion to the frequency response
spectra caused by the traffic loading, it was hoped that taking advantage of the SDOF systems
created by the SOBI method would reduce the complexity of the problem and, thus, enhance the
probability of success.
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6.1.2 Review of PLS Curve-Fitting
A brief review of relevant least squares and curve-fitting theory will be quickly conducted. In the
time domain, the input and response of a linear system are related via convolution, as shown in
Equation 6.1, where f(t) is the input, x(t) is the response and h(t) is the impulse response function




h (t− τ) f (τ)dτ (6.1)
Equation 6.1 may be transformed into the frequency domain via Fourier Transform producing
Equation 6.2, where F (ω) and X (ω)) are the Fourier Transforms of the input and response,
respectively, and H (ω) is the FRF.
X (ω) = H (ω)F (ω) (6.2)
The general equation describing an FRF is given in Equation 6.3, where ak and bk are constants











In this case where it is assumed that the forcing is relatively smooth in the range of the modal
peak, the PSDs were used instead of the Fourier Transforms. Assuming a linear system, the PSDs
of the inputs Sff (ω) and responses Sxx (ω) are related by Equation 6.4.
Sxx (ω) = |H (ω)|2 Sff (ω) (6.4)
The SOBI method produced estimates of the modal responses. For a linear system, the modal
responses q(t) and modal inputs r(t) are related to the general system responses and inputs through
the modal transformation matrix Φ, as shown in Equation 6.5. The modal inputs r(t) represent
the forcing functions for each modal DOF.
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q(t) = ΦTx(t) (6.5a)
r(t) = ΦT f(t) (6.5b)
Using Equations 6.4 and 6.5, it can be shown that the PSDs of the modal responses Sqq (ω) are
related to the modal inputs Srr (ω) as in Equation 6.6.
Sqq (ω) = |H (ω)|2 Srr (ω) (6.6)
Further, since the BSS method provides SDOF systems, the FRF may be simplified to the well
known expression for an FRF of an damped SDOF system in Equation 6.7, where mn, ωn, and ζn
are the modal mass, natural frequency ,and damping ratio of the nth mode.
H (ω) =
1
mn (ω2n − ω2) + i (2ωωnζn)
(6.7)
Combining Equation 6.6 and Equation 6.7 produces the expression for the PSD of a SDOF










It is often assumed in practice that the system is output-only, meaning that there is no infor-
mation or measurement for the inputs. For these systems, it is convenient to assume that the input
is broad-band stationary or broad-band white noise as this assumption often helps to make modal
identification possible. Applying this assumption means that the PSD of input would be a constant
Srr, which means that Equation 6.8 may be further simplified. Additionally, the measured responses
were accelerations, not displacements, and thus the Equation 6.8 must also be updated to reflect
the relationship for the acceleration PSDs by using the relationship Sq̈q̈ (ω) = ω
4Sqq (ω). Making
the PSD of the input constant and converting to the acceleration response produces Equation 6.9,
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Using the PSD of the SDOF systems shown in Equation 6.9 meant that the curve-fitting equation
would vary slightly from the traditional curve-fitting that use the FRF in Equation 6.3. If S̄q̈q̈ (ω)
may be considered the measured PSD from the data, then the error between the measured PSD
and analytical PSD may be expressed as in Equation 6.10.







In order to remove the denominator, both sides of Equation 6.10 are multiplied by the denom-
















S̄q̈q̈ (ω)− c2ω4 (6.11)










In addition to this new error definition, Equation 6.11 may be further simplified by consolidating










S̄q̈q̈ (ω)− c2ω4 (6.13)
















S̄q̈q̈ (ωk)− c2ω4k (6.14)






The minimization of this error norm can be accomplished using least squares. The expression
for the error in Equation 6.14 may be reorganized into the more standard vector-based expression
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for least squares Ax−b. After factoring and simplifying, the final expressions for A, b, and x are
given in Equation 6.16
AN×3 =

ω41 −S̄q̈q̈ (ω1)ω41 −S̄q̈q̈ (ω1)ω21
ω42 −S̄q̈q̈ (ω2)ω42 −S̄q̈q̈ (ω2)ω22














S̄q̈q̈ (ω1) S̄q̈q̈ (ω2) S̄q̈q̈ (ω3) · · · S̄q̈q̈ (ωN )
]T
(6.16c)
Using these matrices and vectors, the error to be minimized in Equation 6.15 may be restated






This equation may be solved using least squares, as shown in Equation 6.18.
ATAx = ATb (6.18)
The vector x is the solution vector for the polynomial coefficients and the values found from
least squares will approximate the quantities shown in Equation 6.19. From the solution vector,











6.1.3 PLS Curve-Fitting on Traffic Simulations
Sample PSDs of modal responses estimated with the modified SOBI method are shown in Figure 6.1.
No measurement or process noise was added to the acceleration responses or the modal responses,
and thus any noise in the spectra is the result of spectral averaging. As discussed previously, the
presence of the distortion is unmistakable and it was expected that the distortion would impact the
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performance of the PLS curve-fitting. In order to mitigate the effects of the distortion, the peaks
were isolated from the majority of the spectra by defining a modal frequency range surrounding
the peak. The curve-fitting only considered the PSD over this limited, user-defined range.






















Figure 6.1: Sample PSDs of Modal Responses from Traffic Simulation
FRFs were generated based on Equation 6.9 and the results of the curve-fitting on the separated
modes were extremely poor for Modes 4 and 5, two of the modes most directly affected by the
distortion. Figures 6.2a and 6.2b demonstrate the severity of the inaccuracy for the curve-fitting of
these two modes. For Mode 4 the distortion led to a curve that does not remotely match its PSD,
and the curve-fit for Mode 5 produced two peaks. It was found that the presence of two peaks in
the estimated PSD meant that the damping ratio recovered from the third entry of the solution
vector in Equation 6.19 was imaginary, and taking the absolute value, or modulus, of the estimated
damping ratio still did not produce an accurate result. This occurred despite the fact that all of
the entries in the solution vector were real-valued.
For several of the modes that were unaffected or minorly affected by the distortion, the curve-
fitting algorithm produced estimates of the damping ratio that were relatively comparable to the
results gained using an IFFT on the modal PSD via either the FDD or BSS method. However,
the PLS estimates were considerably worse than the IFFT-based estimates for Modes 4 and 5.
Additionally, in order to account for the possible effects of bias error in the spectra, different
window sizes were investigated for producing the PSDs, but it was found that the window size did
not result in any noticeable improvement in terms of producing real-valued estimates or increased
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accuracy.












































Figure 6.2: Sample Curve-Fitting of PSDs from Traffic Simulation
In order to determine the effectiveness of the method, the simulations with uniform broad-band
noise were also tested. Using these simulations, it was found that the estimated natural frequencies
and damping ratios were real-valued for Modes 4 and 5, and the accuracy of these damping ratio
estimates was comparable to or slightly better than the original estimates found using IFFTs.
Samples of the curve-fitting for Modes 4 and 5 are shown in Figure 6.3. The improvements in
comparison to the traffic simulations are obvious, both in terms of the appearance of the modal
PSDs and the curve-fits.
The PSD of the input was assumed to be constant in Equation 6.9 in an effort to simplify the
equations for the curve-fitting algorithm. However, it has been previously shown in Section 2.3
that this assumption is false for the case of traffic loading. A comparison of the PSDs from traffic
loading and uniform broad-band noise was presented in Figure 2.7. The PSD of the traffic loading
clearly violates the constant assumption, but its decline in power is gradual enough that it remains
smooth over the limited frequency ranges around modal peaks.
To account for this difference and include the traffic forcing in the FRF, curve-fitting was also
attempted using the more traditional transfer function approach. The transfer function relationship
is essentially found by combining Equations 6.2 and 6.5 to produce Equation 6.20, where Q (ω) and
R (ω) are the Fourier Transforms of the modal response and force, respectively. The modal forces
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Figure 6.3: Sample Curve-Fitting of PSDs from Noise Simulation
were found in the same manner as the modal responses, in that the mode shapes from the SOBI
method could be applied to the forcing vector to produce the modal forcing vector for a given
mode. Since the modal responses were still being used, the FRF described by H (ω) was still a
SDOF system, as in Equation 6.7, and the responses were acceleration recordings, so the numerator





After several attempts using transfer functions to approximate the FRFs, no improvements
were found. Sample curve-fits for Modes 4 and 5 are shown in Figure 6.4 and the results are no
better than they were for the modal PSDs. Whether assuming the PSD of the traffic loading to be
constant or including the Fourier Transform of the traffic forcing in the transfer function, neither
option produced satisfactory results.
6.1.4 Constrained Least Squares
A recurring problem during the PLS curve-fitting process was that estimated modal parameters for
the FRF curves of the traffic simulations were imaginary. In attempt to correct this, solutions for
least squares problems with inequality constraints were investigated. The typical problem statement
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Figure 6.4: Sample Curve-Fitting of Transfer Functions from Traffic Simulation
for inequality-constrained least squares is given in Equation 6.21
Ax = b (6.21a)
Gx ≥ h (6.21b)
where G and h represent the constraint matrix and constraint solution vector, respectively.
Based on the solution vector x in Equation 6.19, the inequality constraints for this problem
would require that the first two entries in x be greater than zero and that the third entry be less
than zero. However, those are not strict enough. The solutions produced by the standard least
squares method were within these constraints but occasionally produced imaginary values when
the modal parameters were recovered. Thus, a better way to define the problem and the solution
vector boundaries was sought.
One of the most common solutions to this problem is modifying Equation 6.17 with the con-
straint equation. Similar methods are found in [100] and [101] that make use of complementary
solutions, such as in Equation 6.22, where z functions like a Lagrange multiplier and w is a surplus
vector. In Equation 6.22, r serves as a substitution wherein r = Ax− b.
min rT r− zT (Gx−w − h) (6.22)
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Both methods in [100] and [101] combine Equations 6.21 and 6.22 to develop systems of equa-
tions that produce solutions with the given inequality constraints. However, the success of these
methods relies upon finding the proper values for z and w. This is often a difficult task and would
have to be repeated for each modal FRF curve; therefore, these methods were not ideal for FRF
curve-fitting.
Equation 6.23 shows the regularized least squares problem presented in [102], where λ is the
regularization parameter, L is a specifically chosen matrix, and x0 is the initial guess to the solution
vector x. This method relies upon making an informed initial guess of the solution vector with
the least squares result updating that guess, and in [102] experiments had been conducted that
provided empirical data from which reasonable assumptions about the initial values could be made.
min ‖Ax− b‖2 + λ
2‖L (x− x0)‖2 (6.23)
While the work of [102] demonstrates that this method is very effective for inequality constraints,
the equations used for updating require further information, such as covariance matrices for the
coefficients in the solution vector. There is no data set to draw upon for initial coefficient values
or covariances for the FRF curves, and that ultimately made this method too problematic for
FRF applications. There other methods that use iterative schemes and combinations of updating
initial values and Lagrange multipliers [103], but in general these methods still suffer from the same
drawback of requiring additional information (Lagrange multiplier values, complementary solution
values, or initial values) that is often difficult or tedious to obtain.
This problem was also investigated using different MATLAB solvers, such as fmincon and
lsqlin. These solvers allow for upper and lower bounds to be placed on the entries in the solution
vector, placing much tighter constraints on the possible solution. Different conditions and param-
eters were chosen for both solvers, but unless the bounds and starting points were closely based on
the actual values of the modal parameters, these solvers often produced similar values, if not the
same, as the original least squares estimation. These solvers required such a prohibitive amount of
information about the desired parameters in order to produce an improved result that they were
not feasible for repeated use over multiple modes. Therefore, the least squares family of solutions
was not given further consideration.
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6.2 Monte Carlo Simulations
After encountering the difficulties associated with PLS curve-fitting, a stochastic approach was
taken. A Monte Carlo (MC) simulation was produced by assuming a natural frequency and damping
ratio from a distribution and then producing a sample FRF based on Equation 6.9. The fit of the
FRF in comparison to the data was assessed based on the relative RMS error between the two
curves. Since the amplitudes of the peak value and tail ends of the modal peak differ by several
orders of magnitude, the RMS error was based on taking the log10 of both curves in order to prevent
the error being based only on the few points surrounding the peak. The specific choice of log10 was
made because the PSDs vary by several powers of 10, as seen in Figures 6.2 and 6.3, however other
log measures could have been used instead.
The distributions for the natural frequencies were based on the peak values in the modal PSDs.
The peak value in a PSD is often assumed to be the natural frequency, but due to noise with
the spectra, a uniform distribution was created for values ranging from 95% to 105% of the peak
frequency value. The damping ratio was selected from a uniform distribution of possible values
ranging from 0 to 5%. Unlike the natural frequency, the range of values for the damping ratio was
independent of the modal PSD and, thus, the same for each mode.
Due to the distortion in the PSDs for Modes 4 and 5, the error in the curve-fit was not based
on the entire modal peak. The modal peak was divided into left- and right-side spectra and the
best-fit for each side was independently found. For instance, it would appear that the left side of
the modal peak for the PSD of Mode 4 shown in Figure 6.1b is less affected by the distortion than
the right side and thus the left side may more accurately reflect the true modal properties for Mode
4.
The left- and right-side spectra were defined with the modal frequency ranges used for the PLS
curve-fitting. The left-side ranged from the lower bound frequency to the peak frequency and the
right-side ranged from the peak frequency to the upper bound. Due to the variability of the natural
frequency in the uniform distribution for the FRF, the location of the peak frequency, and thus the
frequency ranges of the side spectra, changed accordingly.
For each mode, a MC simulation of 10,000 runs was conducted, and a sample result for Mode
4 is shown in Figure 6.5. The contours created by the MC simulation are not neatly convex, and
this is partly due to allowing variability in the natural frequency. Updating the location of the
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peak frequency provided for a better comparison between the modal PSD and the generated FRFs,
but it also hindered the ability of the MC method to determine which parameters produced the





















































Figure 6.5: Error Surfaces from Monte Carlo Simulation for Mode 4
The MC results are subject to some interpretation because when comparing Figures 6.5a and
6.5b it is not evident which side, left or right, produced a curve that better represents the modal
PSD of Mode 4. The surface produced for the left-side spectrum displays a greater responsiveness
to the different modal parameters and the minima from this data set are lower than those from
the right-side spectrum. A comparison of the FRFs produced using the modal parameter set with
the lowest error is shown in Figure 6.6. The two side spectra produced two distinct results, but in
doing so, they describe two viable curves for the PSD and provide two sets of possible values for
the damping ratio and natural frequency of Mode 4.
Similar results were found when the MC simulation was applied to the FRF for Mode 5. Fig-
ure 6.7 shows the contours for the left- and right-side spectra and their appearance shares many
similarities with those of Mode 4, the most important being the lack of an obvious minimum for
either side.
As with Mode 4, the best curve-fits for both sides were plotted against the modal PSD in Figure
6.8, and the results again display two markedly different results that each provide good fits for their
respective portion of the PSD. The natural frequencies selected for the best fits are notable because
neither uses the peak value of the PSD, but the right-side spectrum has actually selected the true
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Figure 6.7: Error Surfaces from Monte Carlo Simulation for Mode 5
natural frequency for Mode 5. This demonstrates the importance of allowing the peak frequency
for the side spectra to change with the natural frequency of the FRF because the original peak
value in the modal PSD may not be representative of that mode’s true natural frequency.
While the MC method is clearly more helpful than the PLS curve-fitting and resulted in rel-
atively accurate values for Mode 5, the contours shown in Figures 6.5a and 6.5b do not contain
obvious minima and thus simply selecting the lowest point does not seem like a robust solution.
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Figure 6.8: Comparison of Best Curve-fits for Mode 5 from Sample Monte Carlo Simulation
Further, in order to find these values 10,000 simulations were performed for each mode. Considering
these issues, an optimization method was sought that would take advantage of the progress made
using the MC curve-fitting approach but provide more robust and more efficient solutions.
6.3 Optimization of Curve-Fitting
A pattern-search optimization method [103] was used in order to increase the efficiency of the curve-
fitting process. Pattern-search methods are based on choosing a certain set of search directions at
each iteration and then evaluating the cost function, in this case the relative error in the curve-fit,
at a given step length along each of these directions. A new point is adopted as the center of the
search if the value of its cost function is significantly lower than the previous center point. When a
new point is chosen, the frame of the search changes as the directions of the search now reflect the
new point and the size of the step may grow or shrink. A full account of pattern-search algorithms
may be found in [103].
For the FRF curve-fitting process, the pattern-search was divided into a series of steps. The
first step was to determine whether an appropriate solution could be found using the entire FRF
around a peak, not dividing it into left- and right-side spectra. If this could be accomplished,
then that mode could be excluded from the following steps. The next step was to run a basic
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pattern-search using a coarse distribution of possible damping ratios. A finite number of evenly
distributed damping ratios ranging from 0 to 5% were input with the same peak frequency in order
to determine whether the pattern-search would converge to a localized area of solutions.
The Density-Based Spatial Clustering of Applications with Noise (DBSCAN) clustering algo-
rithm was used in order to determine the relative localization of the pattern-search results [104].
The DBSCAN algorithm was chosen because it is a density-based clustering scheme that is based
upon connecting points within certain distance thresholds. Essentially, the density associated with
a particular point is obtained by counting the number of points in a region of specified radius
around the point and points with a density above a specified threshold are counted as clusters
[105].
The radius or distance between points that constitute a cluster depended on the results of the
optimization and thus, this distance threshold differed for each mode. Additionally, the DBSCAN
clustering algorithm allows for arbitrary shapes for the clusters of points in contrast to other
methods that are centroid- or distribution-based. A potential drawback of the DBSCAN algorithm
is that not all points are assigned to a cluster because points that do not fit within a cluster are
classified as noise or border points; however, this was not found to be an issue for this application.
A refined search was performed after the coarse search and the results of the clustering analysis
determined the parameters of the refined search. Since the point with the minimum error could
possibly fall outside of a cluster, a simple decision model had to be employed. If a cluster was found
that contained the point with minimum relative error for all of the pattern-search runs, then the
frequency and damping ratio of the centroid of that cluster were used for the refined pattern-search.
If the point with minimum relative error was not contained within a cluster, then the following
refined search was performed using the original uniform distribution of possible damping ratios.
When applying the pattern-search method to FRF curve-fitting, the search frame was defined
by two axes: one for natural frequency fn and one for damping ratio ζn (Figure 6.9). The damping
ratios for all modes fell between 0 and 5%, but their natural frequencies varied by orders of magni-
tude. In order to account for this, the search directions [p1, p2, p3, p4] were modified for each mode.
The damping ratio components of the search directions (piζ) were the same for all modes, but the
natural frequency components (pif ) were directly proportional to each identified peak frequency.
While the magnitude of the search directions differed between the coarse and refined searches, their
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Figure 6.9: Search Directions for FRF Curve-fitting Pattern-Search
6.3.1 Full Modal Peak Pattern-Search
For the first step, an FRF curve-fitting was attempted for the entire modal frequency range around
each peak. As with the MC method, the curves were adjusted using log10 in order to account for
the variation in magnitude over the full modal peak. The results from performing pattern-search
optimization on the first ten modes for each of the nine traffic simulations is shown in Figure 6.10a.
Using the log10-based system, the relative RMS error for the curve-fitting showed that Modes 3, 8,
9, and 10 all had error at or less than 5%. Given the differentiation that occurs about the 5% RMS
error line in Figure 6.10a, all modes below were deemed eligible for full modal peak curve-fitting
and all modes above were candidates for the left- and ride-side spectra pattern-search.
The relative RMS error found using pattern-search curve-fitting without the log10-based ad-
justment is presented for comparison in Figure 6.10b. Modes 4, 5 and 7 would be selected for
side-spectra using either criterion, but it is less obvious which other modes should be candidates
for the left- and right-side pattern-search based on Figure 6.10b. Evaluating the curve-fits based
solely on RMS error fails to provide a clear demarcation between good and poor fits among the
various modes, demonstrating that a log10-based approach promotes better decision making as the
modes requiring left- and right-side pattern-search optimization are clearly separated.
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Relative RMS Error for Pattern−Search of Full Modal Peaks
(a) log10-based Relative RMS Error


























Relative RMS Error for Pattern−Search of Full Modal Peaks
(b) Relative RMS Error
Figure 6.10: Comparison of Relative RMS Error for Pattern-Search Results from Full Modal Peaks
6.3.2 Side Spectra Pattern-Search
Coarse Search
For the modes remaining after the full modal peak fitting, the left- and right-side spectra curve-
fitting consisted of a few steps. The first step was the coarse search briefly described above. For
this search, eleven equally-space damping ratios were taken from a uniform distribution ranging
from 0 to 5% and each of these damping ratios was paired with the peak frequency of the given
modal PSD, where the peak frequency was taken at the highest point in the PSD. These damping
ratio-frequency pairs were used as the initial conditions for both the left- and right-side spectra
pattern-search opimization.
As with the MC method, the left- and right-side spectra were created by dividing the modal
PSD by its peak frequency and defining the side spectra using the peak frequency and the upper
and lower limits of the modal frequency range. Within the optimization algorithm, the location of
the peak frequency that determined the range for the left- and right-side spectra changed with the
natural frequency of the FRF.
The coarse search had larger magnitudes for its search directions and that meant constraints
would be necessary for both search parameters. In general, the constraints were limited to algebraic
inequality constraints of the form given in Equation 6.24, where θ is the parameter vector, D is a
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known matrix and c is a known vector defining the admissible space.
Dθ ≤ c (6.24)
In order to prevent negative damping ratios, the damping ratios were constrained such that ζi ≥ 0,
where ζi is the damping ratio for the ith mode. Given the rather large search directions, the natural
frequencies were constrained to stay within a region directly proportional to the peak frequency.
Following the methods in [101, 106], if one of the parameters was found to violate its constraint,
then the parameter was projected back into the admissible space by means of Equation 6.25, where θ
is the parameter projected into admissible space, W is a weighting matrix, and D̃ and c̃ correspond
to the rows of the active constraints of D and c respectively. Based on the work in [106], the
weighting matrix was taken as the identity matrix I.







The user could further refine the search directions or constraints for the frequencies within the
pattern-search optimization since natural frequencies may be quite recognizable. The algorithm for
this study assumed that the natural frequencies were unknown since they may be obscured by the
distortion from the traffic input, and therefore, the constraints and search directions were relatively
large. However, for the special case in which the natural frequencies are known prior, the user could
simply convert this algorithm to a single parameter optimization based on damping ratio.
The relative RMS error for the curve-fitting was log10-based for the coarse search, and therefore
could be compared to the MC results, as in Figure 6.11. Using only eleven initial damping ratio-
frequency pairs, the pattern-search optimization found points among the minima from the MC
method that included 10,000 sets of initial points. The advantage to the pattern-search optimization
is apparent, but the lack of a true minimum point meant that an additional refined search was
necessary to better determine the final parameters for the estimated FRF.
The optimization results from these eleven initial inputs were analyzed using a clustering algo-
rithm in order to determine if any of the various inputs produced similar solutions. The clustering
analysis was performed using the DBSCAN algorithm and each cluster had to contain a minimum
of four out of the eleven possible points.
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Figure 6.11: Coarse Pattern-Search Results Compared Against Monte Carlo Results
A refined search was performed after the coarse search and the results of the clustering analysis
determined the parameters of the refined search. All clusters were checked to determine whether
or not they contained the minimum point. If the minimum was a member of a cluster, then the
damping ratios and natural frequencies contained within that cluster were used to form the uniform
distributions of the refined search. If the minimum point was not contained within any cluster,
then the refined search used the same peak frequency and uniform distribution of damping ratios
as for the coarse search.
Refined Search
For each refined search 100 pattern-search optimization simulations were performed using a natural
frequency and damping ratio randomly chosen from their respective distributions, and the initial
parameter distributions were based on the results of the coarse analysis. The DBSCAN cluster
analysis was then performed and a potential cluster was now required to contain at least ten out
of the 100 possible points. If the solution did not converge to a stopping point, a maximum of six
refined searches were performed before the process was terminated. The algorithm for the refined
search is summarized by the flow chart in Figure 6.12.
In the event that the point with the minimum error was not within any clusters, the refined
search was run again with new distributions for the parameters. The frequency distribution was
limited to simply the frequency of the minimum point. For the damping ratio, a uniform distribution
was created in which the mean µ was the damping ratio of the minimum point and the coefficient
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Figure 6.12: Refined Pattern-Search Algorithm
132
CHAPTER 6. FRF CURVE-FITTING THROUGH OPTIMIZATION
of variation CoV was reduced by 25% of its previous value. Figure 6.12 shows that the initial
value of CoV was assumed to be 1. Therefore if the first refined search does not yield any clusters
containing the minimum point, the CoV of the damping ratio is reduced to 0.75, and as the refining
process continues, CoV would decrease accordingly.
The bounds [a, b] of the uniform distribution for the damping ratio are proportional to µ and
CoV and found using Equations 6.26a and 6.26b
a = µ− d (6.26a)
b = µ+ d (6.26b)




Using the new distribution for the damping ratio and the frequency from the minimum point, a
new series of 100 pattern-search optimization simulations were conducted.
The new distributions of the damping ratios for subsequent refined searches were defined in
this way in order to continually limit them without entirely removing the random selection of the
initial values. It was desired to maintain the uniform distribution for each refined search and to
base that distribution on the damping ratio of the minimum point. However, as the number of
refined searches increased, it was also desired to tighten the bounds of the uniform distribution in
order to converge upon the best fit. This was accomplished by focusing on limiting the CoV in
the distributions because the CoV for a uniform distribution is directly related to its bounds and
mean value, as shown by Equations 6.26 and 6.27.
If the minimum point was within a cluster, then the size of the cluster with the smallest error
was checked. The error of the cluster was evaluated using its centroid. The location of the minimum
point was not confirmed because it could be reasonably assumed that if it were in a cluster, it would
be in the cluster of points with the smallest error since the clusters were based on density, and thus
distance.
If the cluster with the smallest error did not have at least 50% of the possible points, then new
distributions were created. The new distributions were based on the centroid of the cluster with the
133
CHAPTER 6. FRF CURVE-FITTING THROUGH OPTIMIZATION
damping ratio from the centroid becoming the new mean µ in the uniform distribution. The CoV
for the new distribution would be 50% of the previous value and the limits for the new distribution
were defined using Equation 6.27 and µ ± d. Using the new damping ratio distribution and the
frequency from the centroid of the cluster with the smallest error, a new refined pattern-search was
initiated.
If the minimum point was within a cluster and the cluster with the smallest error had at least
50% of the possible points, then the coefficient of variation of the distances of the points in the
cluster to its centroid was checked. This was a measure to determine how tightly packed together
the points were within the cluster. If the coefficient of variation of the distances was less than 50%,
then the refined search process was concluded. In addition, if the cluster with the smallest error
contained more than 75% of the possible points, then the refined search was also stopped. This
second measure was used as a stopping criterion because if the vast majority of the points could
be considered to reside within a single cluster, then no further refinement would be necessary.
If the coefficient of variation of the distances was too large and the cluster contained less
than 75% of the points, a new damping ratio distribution was created using the centroid of the
cluster with the smallest error. The process for creating the new uniform distribution follows the
methodology discussed previously with the one difference being that the CoV of the damping ratio
was reduced by 75%. The new damping distribution and frequency at the cluster centroid could
then be used for an additional set of refined search simulations.
Generally speaking, the pattern-search algorithm portion of the refined search was the same for
all steps and similar to the algorithm used for the coarse search. One difference was that the search
directions were significantly smaller for the frequencies since it was assumed that the coarse search
had found the proper range for natural frequencies. Since the search directions were smaller for
the natural frequencies, there were no constraints on the frequencies. The search directions for the
damping ratios were the same and the same constraint of non-negative damping ratios was applied.
Another difference between the two search types was that the refined search did not use log10
for its relative RMS error calculations. The purpose of the coarse search was to find a general
range of parameters that fully described the shape of the modal peak, and using log10 meant that
equal weight was given from peak to tail. The refined search was intended to focus on accurately
estimating the damping ratio and thus the top-most portion of the peak was of greatest importance.
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From structural dynamics, it is well known that the modal information between the half-power
bandwidth points is the most crucial for damping estimation, and therefore, by not making any
adjustments or weights, the refined search ensured that the points within that bandwidth would
have the greatest influence.
A sample of the progression and convergence of the refined search is given in Figure 6.13. The
results of the initial search are given in Figure 6.13a. The points labeled “optimal cluster” are
those points within the cluster with the lowest error in the centroid. Each figure contains 100 runs,
but as the refined search narrows, the points increasingly overlap. Figure 6.13c shows that by the
























































































Figure 6.13: Progression of Refined Pattern-Search for Left-Side Spectrum of Mode 4
Results
The side spectra pattern-search was run for the modes with elevated error in Figure 6.10a from the
full spectrum analysis, Modes 1, 2, and 4 – 7. The accuracy of the damping ratio estimates was
evaluated using the relative RMS error. The error was found using the centroids of each cluster
from the final iteration, and since multiple clusters were possible for a particular mode, a weighted
RMS error was developed.
The calculation for the weighted RMS (wRMS) error for the kth mode over all of the hour-long
traffic simulations is given in Equation 6.28, where Nsim is the number of traffic simulations, Ncl
is the number of clusters for the kth mode in the ith simulation, ζ̂ij is the damping ratio estimate
based on the centroid of the jth cluster, and ζk is the actual damping ratio.
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The weights wij are based on the size of the cluster and calculated such that the sum of the
weights is unity, as demonstrated in Equation 6.29. Thus, if each simulation consisted of one cluster




wij = wi = 1 (6.29)
A comparison between the relative weighted RMS error from the refined pattern-search and
the relative RMS error found using IFFTs on the modal PSDs and using the RD technique on the
modal coordinates is presented in Figure 6.14 for Modes 1, 2, and 4 – 7, where the relative error
was calculated by normalizing the RMS errors by their respective damping ratios. When using
IFFTs, the damping ratios were estimated using two different window sizes in order to account for
the presence of bias error in the estimates. Figure 6.14 represents the IFFT estimates based on the
optimal windows for each mode: large window for Modes 1, 2 and 4, small window for Modes 5, 6
and 7. For the purposes of comparison, the refined pattern-search (RPS) operated by curve-fitting
the spectral response from a large window for Modes 1, 2 and 4 and a small window for Modes 5,
6 and 7.
As compared to the previous results, the estimates based on the side spectra led to extreme
reductions in error for Mode 4 on its left side and noticeable reductions in error for Mode 5 on its
right side. For Modes 1, 6 and 7, the refined pattern-search was comparable or resulted in slight
increases in error for the optimal side, but the increase in error was significant for Mode 2. Both
side spectra from the refined pattern-search of Mode 2 had error in excess of 100%, whereas using
IFFTs or the RD technique resulted in error between 22% and 14%.
The error in the damping ratio estimates from the refined pattern-search was also evaluated
using only the centroid from the main cluster. The main clusters were found to contain between
70-90% of the data points within the refined searches. There were no weights in this calculation
since a single estimate was used for each simulation. The RMS error based on using only the main
cluster was compared to the weighted RMS in Figure 6.15.
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Figure 6.14: Comparison of Relative RMS Errors Found Using Refined Pattern-Search and Previous
Methods
Mild improvements may be observed for Mode 2, and there are noticeable improvements for the
left side of Mode 4 and right side of Mode 7. Other than those, the main cluster produced nearly
the same estimate as the weighted RMS that takes all clusters into account. That was expected
since the refined pattern-search often resulted in either only one cluster or one cluster that was
significantly larger than the others, minimizing their contribution.
The likely cause for the elevated error in Mode 2 was the noise in the modal PSD, where noise
refers to the poor spectral averaging in the PSD as there was no measurement noise added to these
signals. An example of the modal response PSD for Mode 2 is given in Figure 6.16 and the large
signal-to-noise ratio is evident. The large RMS errors for the refined pattern-search of the left- and
right-side spectra may be better understood by considering the sample curve-fits in Figure 6.16.
Both curve-fits failed to converge to a solution close to the true modal peak because there are
several locations along either side of the peak that could serve as spurious peaks due to the large
amount of noise. It was shown in Section 6.2 that the error surface for curve-fitting the modal
PSDs is not neatly convex, and for modes such as Mode 2, this problem is further exacerbated by
the large window and reduced averaging which increase the noise in the PSD signal. It is possible
that using velocity or displacement recordings would be helpful for modes with lower frequencies,
such as Mode 2, but only acceleration responses were recorded during the traffic simulations.
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Figure 6.16: Sample PSD of Mode 2 with Curve-fits
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6.4 Optimization with Savitzky-Golay Filtering
6.4.1 Savitzky-Golay Filter
The Savitzky-Golay smoothing filter was applied to the modal PSDs in an attempt to mitigate
the noise. The Savitzky-Golay filter is a method of data smoothing that employs a local least-
squares polynomial approximation [107]. It is a particular type of low-pass filter that is often used
to render visible the details of spectral lines in noisy spectrometric data [108]. Using a moving
window approach, this filter attempts to approximate the underlying function within the window







If the data values in the window may be described by f [n], where [n] describes a set of 2M + 1
points centered at n = 0, then it is desired for the polynomial p(n) to minimize the mean-squared
error described by Equation 6.31. For clarification purposes, the window is of size 2M + 1 and is
centered such that there are M points to the right and to the left of the center point at n = 0.
This equation may be used for any other set of data points because the window may be shifted to
center a different value and the origin will then be redefined to its new position. Thus each set of











k − f [n]
)2
(6.31)
A smoothed value produced by the polynomial will replace the original data value at the center
of each window. This smoothed value is obtained by evaluating p(n) at the center point n = 0
and at this point the output value will be the same of the 0th coefficient, i.e. p(0) = a0. To
determine the polynomial coefficients, Equation 6.31 is differentiated with respect to each unknown
coefficient and the corresponding derivatives are set to zero. Performing these steps and following











nif [n] i = 0, 1, . . . , N (6.32)
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The N+1 equations for the coefficients expressed in Equation 6.32 are the typical equations for a
least squares approximation. Equation 6.32 may be recognizable as the least squares approximation
when placed into matrix form. The matrix A will be defined as having elements αn,i, defined by
Equation 6.33, and have dimensions (2M + 1)× (N + 1).
αn,i = n
i −M ≤ n ≤M i = 0, 1, . . . , N (6.33)
These elements are a component of the polynomial on the RHS of Equation 6.32. The product
of AT and A is a symmetric matrix of dimension (N + 1)× (N + 1). Expressed as product matrix







ni+k i = 0, 1, . . . , N k = 0, 1, . . . , N (6.34)
From Equation 6.34, it is shown that the elements of the product matrix are a component in
the polynomial on the LHS of Equation 6.32. The polynomial coefficients ak may be expressed as
a vector a = [a0, a1, . . . , an]
T and the data values within the window f [n] may be expressed as a
vector f = [f(−M), . . . , f(−1), f(0), f(1), . . . , f(M)]T . Using these vectors and matrices, Equation
6.32 may be represented in matrix form as Equation 6.35.
ATAa = AT f (6.35)






Only the coefficient a0 is needed since the output at the center of window will be expressed





is an important observation because it means that the coefficient a0 is a linear combination of




AT only depends on N and M , the same
weighting coefficients coefficients will be obtained at each group of 2M + 1 input samples. Thus,
this least squares smoothing process may be seen as a shift-invariant discrete convolution process
[107].
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6.4.2 Application
The filter was applied to the modal PSDs using the MATLAB function sgolay [22]. Since the FRFs
being fitted to the PSDs for each mode were quartic functions (Equation 6.9), the polynomial
approximations within the Savitzky-Golay filter were also chosen as quartic. The effects of the
Savitzky-Golay filter may be clearly observed in Figure 6.17 as the filtered PSD for Mode 2 has a
cleaner appearance.
While the filtered signal is not devoid of noise, the amount of noise has been greatly reduced and
this is especially true around the peak, which is crucial to accurate curve-fitting since the refined
pattern-search did not use a log10-based approach. The base of the modal PSD remains relatively
noisy in comparison to the peak even after filtering, but since this portion of the modal frequency
range is a few orders of magnitude smaller than the peak, the noise is not concerning. While the
base of the modal peak is included in the modal frequency ranges, its contribution to the error


















PSD for Mode 2
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PSD for Mode 2
(b) With Savitzky-Golay Filtering
Figure 6.17: Comparison of PSDs for Mode 2
The Savitzky-Golay filter was applied to all of the modal PSDs and the pattern-search opti-
mization was run again. As before, Modes 1, 2 and 4 only used the large window and Modes 5, 6
and 7 used the small window. The damping ratio estimates found using the Savitzky-Golay filter
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Figure 6.18: Comparison of Relative RMS Errors of the Standard and Savitzky-Golay Filtered
Refined Pattern-Searches
were compared to the original refined pattern-search results using the weighted RMS error (Figure
6.18). The influence of the Savitzky-Golay filter is most evident for Modes 1 and 2 as the weighted
RMS demonstrate noticeable improvement, especially for the left-side spectra of Mode 2. This was
expected since both of these modes relied upon the larger window and thus had less averaging in
their PSDs, but the drastic improvement for the left-side spectra of Mode 2 evinces how crucial
limiting noise is for damping ratio accuracy. There are also small improvements for the optimal
(lower-error) sides of Modes 4, 5 and 6. Mode 7 shows an increase, but it is only slight.
The results gained from the refined pattern-search with Savitzky-Golay filtering (RPS with S-G)
are also closer to the original IFFT and RD results (Figure 6.19). The error for both Modes 1 and
2 are elevated in comparison, but their optimal side spectra (the left sides in this case) produce
results with error relatively close to the IFFT and RD estimates. This is important because now
all modes from the RPS method are at least comparable to, if not better than, their original IFFT
and RD estimates.
6.4.3 Curve-Fit Errors
Aside from the issue of noise, another potential problem when curve-fitting Modes 1 and 2 was that
while neither mode was severely distorted, neither mode perfectly fit the general shape of its FRF.
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RPS with S−G − Left
RPS with S−G − Right
Figure 6.19: Comparison of Relative RMS Errors between RPS with Savitzky-Golay Filtering and
Previous Methods
Figure 6.16 showed that the PSD of Mode 2, in addition to being noisy, did not conform to the
expected shape of the FRF. It has been shown previously that the shape of the PSDs are a result
of the traffic excitation, although they do not directly reflect the PSD of the traffic excitation itself
[3]. Even though they do not reside in areas of intense distortion, Modes 1 and 2 were still affected
by the traffic input and thus their PSDs were altered enough to prevent them from matching their
respective FRFs.
The error in the fit of the estimated FRF curves was used as the cost quantity for the objective
functions of the pattern-search. Since the modal parameters were known, FRFs reflecting these
“true parameters” could be generated for each mode and their fit to the PSDs could also be assessed.
Comparing the RMS error in the curve-fits from the refined pattern-search FRFs against the true
modal parameter FRFs demonstrates that in many cases the optimization algorithm would not
have chosen the true values.
Table 6.1 presents these RMS errors for the curve-fits, and the curves generated from the refined
pattern-search (Refined PS) have lower RMS error than the true curves (True Parameters) for every
mode on either side. The values in Table 6.1 were found by comparing the various FRFs against
the modal PSDs that underwent Savitzky-Golay smoothing.
Aspects of Table 6.1 are reflected in Figure 6.19. For instance, the disparity in the curve-fit
143
CHAPTER 6. FRF CURVE-FITTING THROUGH OPTIMIZATION
errors for the left and right sides of Modes 4 and 5 correlate with the differences in the RMS errors
for the damping ratios. From the perspective of the true parameters in Table 6.1, it is clear which
sides of Modes 4 and 5 were most severely affected, and the refined pattern-search results reflect
that but to a lesser extent.
The results from the true parameters for Mode 7 demonstrates that neither side is able to
achieve even a decent fit. Modes 1 and 2 have similar error on either side in Table 6.1, and while
this is not exactly the case for the RMS error of the damping ratios in Figure 6.19, it demonstrates
that neither side provided especially helpful information in determining the true parameters.
















Table 6.1: Comparison of RMS Error (%) in Curve-fit of FRFs Produced by True Modal Parameters
and Optimized Parameters
Due to the elevated RMS error in the curve-fit on both sides of Mode 7, its modal PSD was
given closer examination. Figure 6.20 shows that the natural frequency for Mode 7 resides within
the most distorted region, which explains why the refined pattern-search did not come close to
approximating the damping ratio from either side. This is in contrast to Modes 4 and 5 because
Figures 6.6 and 6.8 demonstrated that despite the rather severe distortion to both of those modes,
selecting the natural frequency, or a frequency very close to it, was still possible from one side.
Comparing Modes 4, 5 and 7 implies that a modal PSD must be distorted in a manner such
that the undistorted or unaltered region still includes the natural frequency or an intact portion of
its modal peak. The type of distortion experienced by Mode 7 illustrates a possible limitation of
curve-fitting based on left and right-side spectra.
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PSD for Mode 7
f7
Figure 6.20: PSD of Mode 7 with Natural Frequency Highlighted
6.4.4 Damping Ratio Distributions
While the centroid of the clusters provides useful information, the distribution of damping ratios
within the cluster offers the user additional insight. Typically OMA methods produce a single value,
but these distributions provide additional data about the concentration or spread of values. In this
instance, conclusions could be drawn about the damping ratio estimates without comparisons to
or knowledge of the actual damping ratios. Only the clusters of damping values from the optimal
side spectra for each mode were analyzed. This meant the left-side spectra for Modes 1, 2, 4, and
7 and right-side spectra for Modes 5 and 6.
The RMS errors presented previously compared the cluster centroids to the true damping ratios.
However, for the cases in which the actual damping ratios are unknown, the spread of values
within the clusters allows a user to determine the convergence and precision of the estimates. The
coefficients of variation were found for the each of the main clusters from the optimal side spectra
for each mode and the results are given in Figure 6.21a. All but two values in Figure 6.21a fall
below 8%, which is reasonably low; however, the coefficient of variation was a design parameter
within the refined search and therfore low values would be expected.
In several cases the coefficients of variation are small enough where the cluster may essentially
be treated as a single point, and therefore the centroid is nearly the same as every value within the
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(a) Coefficients of Variation (in %) for the Damp-
ing Ratio Estimates
























COV of Fit Error Norms and Damping Ratios from Main Clusters
(b) Coefficients of Variation (in %) of Curve-Fit
Error Norms vs. Damping Ratio Estimates
Figure 6.21: Measures of Coefficients of Variation from the Main Clusters for Each Mode
cluster. In these cases the optimization-clustering method functions like other OMA methods, and
the previous section showed that it was more accurate than those methods in terms of RMS error
for distorted modes, and comparably accurate for non-distorted modes.
Figure 6.21b plots the coefficients of variation of the error norms for the curve-fits against
the coefficients of variation for the damping ratio estimates for each main cluster. The correlation
coefficient between these measures was found to be 0.86 indicating significant positive correlation, as
evidenced by the line in the plot. While it is not surprising that greater variation in curve-fits yields
greater variation in damping ratios, this provides the user with useful knowledge moving forward.
For a given cluster with a larger coefficient of variation, and thus greater spread of damping values,
the user could make a claim to the reliability of the estimate for that mode without even knowing
its true damping ratio and then take a few different approaches to tackling the problem.
Using the different damping ratio and natural frequency pairs within the cluster, sample FRFs
could be plotted and compared to the PSD from the data in order to make a judgment based on
visual appearance. Additionally, user could run the optimization-clustering algorithm again, more
tightly constraining or even fixing the natural frequency in an effort to exert more control over the
generated FRFs and thereby hope to reduce the variation in the resulting damping ratios. Or more
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simply, the user could use the distribution within the cluster to present the damping ratio estimate
as a range bounded by confidence intervals.
For instance, the cluster with the largest variation in damping ratios, Simulation 5 for Mode
1, has a 95% confidence interval for its damping ratios that spans from 0.0285% – 0.0458% based
on its refined pattern-search results. That range may seem large, but it represented the worst case
within this data set and the true damping ratio for Mode 1, 3%, happens to be contained within
that range. Even in the absence of a tight cluster, this optimization-clustering method presents
the user with a series of options that could potentially lead to improved estimates (by running the
algorithm again with modified parameters) or lead to better quantification of damping ratios that
prove difficult to estimate. All of this is accomplished without the knowledge of the true damping
ratio.
The cluster results were also analyzed using box-and-whisker plots, and Figure 6.22 provides
a sample plot for the left-side spectra of Mode 2. For the boxes in the plot, the line inside the
box indicates the median value within the cluster, the edges of the box indicate the 25th and 75th
percentiles, and the whiskers extended to the extreme data points not considered outliers. Any
outliers are indicated by a ‘+’ sign, but as expected, the strong convergent behavior of the RPS
produced very few outliers. The clusters are labeled, but most simulations only had a “main”
cluster because the vast majority of points, if not all of them, were contained within that cluster
by the final iteration. For a few simulations a secondary cluster was also produced.
Whereas the previous discussion focused on the distribution within a given cluster, these plots
help compare results for the clusters for a given mode across simulations. Figure 6.22 echoes the
results shown in Figure 6.21a, demonstrating that the main clusters for Mode 2 are fairly tight,
with the notable exception for Simulation 8. Figure 6.22 also shows that they generally fall within
±33% of the true value.
For the Simulation 2, the secondary cluster is actually closer to the true value of the damping
ratio, but it was shown that the true value typically did not produce the minimum error for the
curve-fitting process. It is also important to remember that Mode 2 had the highest disparity
between the errors from the IFFT and RD results and the pattern-search results, and thus Figure
6.22 represents the results for the most difficult case.
More important than the proximity to the true values, though, is the proximity of the clusters
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Figure 6.22: Distribution of Damping Estimates for Left-Side Spectra of Mode 2
to each other. Figure 6.22 demonstrates that even for the worst case, several of the clusters across
simulations produce a similar final result, the notable exceptions being Simulations 3, 5, and 8.
Figure 6.23 presents the box-and-whisker style plots for the right side-spectra for Mode 6 and the left
side-spectra for Mode 7. Both modes display mostly tightly packed clusters that are concentrated
among a similar range of values. Mode 6 has a more reliable range in its boxes, and they are
all located around ±10% of the true value. The boxes for Mode 7 are not as accurate, but their
distribution is similarly concentrated, albeit around a value that is 50% greater than the actual
damping ratio.
The inherent variability of damping ratio estimates is one the challenges encountered in the
damping estimation process, and therefore the coefficients of variation were found for the damping
ratio centroids for each of the main clusters. These values, along with the corresponding coefficients
of variation for the IFFT and RD estimates, are given in Table 6.2.
Table 6.2 shows that among the centroids Mode 2 had the highest coefficient of variation, but
this was not surprising giving the distribution of clusters within Figure 6.22. While the coefficient
of variation for the centroids of Mode 2 was greater than the corresponding values for the other
estimate types, it was still reasonably close. Mode 1 also had a slightly elevated coefficient of
variation in comparison to the IFFT and RD methods, but the variation in centroids was generally
comparable to the variation present for the other methods.
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(b) Left-Side Spectra Mode 7
Figure 6.23: Distribution of Damping Values for Side Spectra
Table 6.2 also presents the coefficients of variation found by ignoring the centroids and simply
including all of the points in all of the main clusters for each mode. This is potentially helpful since
it assigns an equal weight to all of the estimates. The results are quite similar to the those of the
centroid, and therefore either of these measures could be implemented by a user to determine the
consistency of the results.
It is common practice in structural health monitoring to take a series of recordings over the
period of a day or a week, and then analyze each record individually, creating several estimates
of the desired parameters. When subjected to this sort of evaluation, Table 6.2 shows that the
optimization-clustering method produces similar variation in its results as compared to other OMA
methods. Further, the ability of this proposed method to produce repeatable results was indepen-
dent of the actual damping ratios for each mode. By comparing the variation in the centroids this
proposed method was shown to produce reliable and consistent damping estimates.
As was mentioned previously, for the cases of known natural frequencies the user can refine the
search in that direction based on that knowledge and that could potentially produce better estimates
of the damping ratio. Mode 2 seemed like a good candidate for this test since its natural frequency
was rather obvious from its modal PSD. It was found that minimizing the search directions for
frequency on Mode 2 produced enhanced results, as the generated curves had natural frequencies
very close to the peak frequency in the modal PSD, and this led to a noticeable reduction in the
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CHAPTER 6. FRF CURVE-FITTING THROUGH OPTIMIZATION
Mode IFFT RD Centroids All Points
1 21.68 17.58 27.70 26.13
2 21.45 14.94 28.50 25.31
4 64.71 20.58 23.58 22.87
5 25.66 27.52 21.02 19.82
6 6.71 16.21 8.16 7.82
7 32.38 22.58 17.68 17.08
Table 6.2: Coefficients of Variation (%) of the Damping Ratios from Previous Methods and Main
Clusters
weighted RMS error. However, such changes reduce the automated nature of the algorithm and
could have potentially deleterious impacts on other modes, such as Modes 4 and 5, where the true
natural frequency is less apparent.
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Several important conclusions may be drawn from the research presented in this dissertation. One
important conclusion is that the non-ambient nature of traffic loading leads to significant problems
when performing OMA on bridges excited by traffic. A basic comparison of the PSDs produced by
uniform broad-band noise and simulated traffic excitation demonstrated that traffic loading lacked
the constant power in the frequency domain that is often used to characterize ambient excitation.
The simulations of traffic loading revealed that the nature of the traffic loads caused significant
distortion to the frequency response spectra, which significantly disrupted the modal information
and interfered with modal identification.
Several different traditional OMA approaches to modal parameter identification were employed
in both the frequency and time domain, but none of these methods could fully overcome the
challenges posed by traffic loading. As a result, the accurate estimation of modal damping ratios
could not be successfully accomplished. The frequency domain-based EFDD method [31] provided
the least accurate results for the damping ratio estimates and its errors did not correlate well
with the regions of observed distortion. A BSS-based method [62] was used to estimate the mode
shapes and modal coordinate responses in the time domain, and then two different approaches were
attempted in an effort to estimate the damping ratios. The first approach used the PSDs of the
modal responses and the second employed the RD technique, but neither method demonstrated
sufficient accuracy in their estimates.
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During the OMA process it was found that mode shapes could be relatively accurately estimated
using either the FDD or BSS method, even for modes showing distortion in the frequency response
spectra. However, it was also discovered that the mode shapes could not be used to indicate
or detect regions of distortion in the frequency response spectra. A correlation function defined
within the FDD method failed to identify the distorted ranges. Additionally, no connection could
be found between the MAC values in the BSS method and the distorted modes. This led to
the further conclusion that the accuracy of mode shapes was independent of the accuracy of the
damping ratios.
It was discovered that the distortion originated from the presence of driving frequencies, a
phenomenon inherent to moving loads that depends on the velocity of the load and the length
of the structure being crossed. The response created by a single car demonstrated how driving
frequencies manifest themselves in a pulse-like manner and these pulses were decomposed using
Fourier Series. In the stringers of the bridge model the response resembled half-sine pulses, and
the resulting Fourier Series showed that energy would be concentrated in the primary driving
frequency and its even multiples. In the larger girder, the response resembled consecutive pulses
and its Fourier Series revealed that only the even multiples would have energy.
The PSDs of the girder response confirmed this Fourier analysis as peaks were found at their
predicted locations, namely the even driving frequency multiples. It was then shown that each
car added to the traffic simulation would produce its own set of peaks in the PSD of the girder
response, with each set corresponding to even driving frequencies of that additional vehicle. As the
number of cars increased, the peaks from the driving frequencies began to merge, forming regions of
sustained power. Thus, the distortion in the frequency response spectra of the traffic simulations,
which included numerous cars traveling over the bridge, could be explained.
Lastly, a new method of accounting for the distorted frequency response spectra was developed.
It was found that the damping ratio estimates for distorted modes could be improved by taking
advantage of the untampered or unaltered portions of the modal peak. The proposed method
divided each modal peak into a left and right side-spectra, and then a combination of optimization
and clustering analysis was used to find the best fit FRF for each side-spectra. The results of this
new method showed significantly reduced errors for some of the modes most severely affected by
the distortion, demonstrating promise for other future applications of this method.
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This dissertation also included a brief discussion about data gathered from the Manhattan
Bridge. While the distortion from driving frequencies was not explicitly proven, it was shown that
the frequency response spectra of the Manhattan Bridge data exhibits some of the same features
associated with the distortion in the traffic simulations. Additionally, a range of driving frequencies
were assumed based on potential velocities and characteristic lengths, and this corresponded to a
frequency range in the Manhattan Bridge response spectra in which distortion was a reasonable
assumption. The important conclusion from this analysis, though, was that the response of the
Manhattan Bridge did not resemble the ambient excitation simulations and thus the presence of
driving frequencies or other distorting phenomena is possible, if not likely.
This indicates that damping estimates gained from the application of various OMA methods
on real-world data may not be as reliable as previously thought. However, the newly proposed
optimization-clustering method overcomes some of the challenges posed by data collected under
normal traffic conditions. It is suggested that the proposed optimization-clustering method or
other such modifications to existing OMA methods be given more consideration when OMA is
performed in the future on similarly complicated real-world problems.
7.2 Contributions
This dissertation includes several contributions to the fields of system identification and operational
modal analysis, as well as the larger knowledge bases of civil engineering and engineering mechanics.
There has been ongoing research on the effects of moving loads, moving masses, and even series of
moving loads and masses on beam responses, but combining them into a multi-modal transportation
simulation was a novel development. Selecting velocities for the moving point loads from a uniform
distribution and randomly spacing the intervals between each load represented a new approach to
simulating a series of moving loads as previous studies featured prescribed velocities and periodic
crossings. Additionally, the stringer-girder beam system represented an original way to model a
bridge for the moving load or moving mass problem and this type of model captures behaviors not
present in a single-beam bridge model.
This research also made an important contribution by highlighting the important difference
between the assumed conditions of traffic loading (ambient excitation) and its actual conditions
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(car and train forcing). This was illustrated though comparisons of the input, the response spectra,
and the identified modal parameters. In addition, the results of the damping ratios estimates
found using various OMA methods are a useful contribution as some potential limitations of these
methods were demonstrated.
While driving frequencies are a known phenomenon in vehicle-bridge interaction dynamics, this
dissertation presented a novel discussion of driving frequencies in the frequency domain and an
original analysis of their consequences in frequency response spectra. Evidence was also presented
for the presence of driving frequencies in real-world data sets, and thus attention was drawn to the
possibility that damping estimates made from these data sets may have to account for some type
of distortion to the modal information.
Finally, a novel optimization-clustering algorithm was proposed for modal parameter identifica-
tion. This method approaches the estimation of modal parameters from a unique perspective and
represents an innovative combination of optimization and clustering analysis. Further, this new
method demonstrated strong performance for modes that suffered from distortion by the driving
frequencies, instances in which other OMA methods struggled and produced extremely large errors.
7.3 Directions for Future Research
The proposed optimization-clustering algorithm will be continually developed in order to increase
efficiency and applicability. This method has currently been applied to only simulated data sets,
but applications to the Manhattan Bridge are planned for the near future. It is also hoped to modify
this algorithm to improve its ease-of-use such that it could be posted for public consumption and
thus be used by other researchers and scientists.
While the bridge model encompasses many of the features found on real-world bridges, one
of the main aspects missing is torsional modes. Estimating the modal parameters for torsional
modes is often among the most difficult tasks in system identification and a three-dimensional
bridge model will be pursued that can incorporate these effects. Additionally, cellular automaton
(CA) models will be investigated to introduce accelerations and decelerations into the vehicles and
therefore more closely replicate real-world traffic conditions. Including a CA-based traffic model
could further connect the phenomena observed in the bridge models with real-world data.
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Further analysis of the Manhattan Bridge data and other real-world data sets are a primary
objective for future research. Better quantification of the potential impact of distortion on real-
world data sets is a desired goal, as is a better understanding of issues related to how driving
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[10] M. Stanĭsić, J. Euler, and S. Montgomery, “On a theory concerning the dynamical behavior
of structures carrying moving masses,” Ingenieur-Archiv, vol. 43, pp. 295–305, 1974.
156
BIBLIOGRAPHY
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Appendix A
Finite Element Formulation
For the purposes of finite elements the Euler-Bernoulli beam equation was put into the strong
form (S) as shown in Equation A.1, where L is the length of the beam and f represents some
forcing function. The strong form and resulting equations were representative of both the bridge
girder and smaller stringers. The pinned-pinned boundary conditions were chosen to reflect the




EIu,xxxx + ρAu,tt + cu,t = f 0 ≤ x ≤ L
u (0, t) = u,xx (0, t) = 0 (pinned− pinned)
u (L, t) = u,xx (L, t) = 0
u (x, 0) = 0
u,t (x, 0) = 0
(A.1)
From the strong form shown in Equation A.1, the weak form was developed by multiplying
the strong form equation by a weight function w (x) and integrating over the domain from 0 to L.
After integrating by parts the final expression for the weak form (W ) is shown in Equation A.2
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(W ) :
















w|w ∈ C0, w(0) = w(L) = 0, w,xx(0) = w,xx(L) = 0
}
u (x, 0) = 0
u,t (x, 0) = 0
(A.2)
where C0 denotes a smooth function.
From the weak form equation the Galerkin method was used to formulate the finite elements.
The Galerkin approximation for both the trial solution of the displacement function u (x, t) and
the weight function w(x) are shown in Equation A.3
u (x, t) ≈ uh (x, t) =
∑
I
NI(x)dI (t) = N(x)d (t) (A.3a)
w(x) ≈ wh(x) =
∑
I
NI(x)wI = N(x)w (A.3b)
where N(x) is the vector for Hermite polynomial shape functions, given in Equation A.4, and d (t)

























The Galerkin approximation was also used for the second spatial derivatives of the trial solution


















wI = B(x)w (A.5b)
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The Galerkin approximation allowed for the weak form equation to be broken down from a
single integral over the global domain (0, L) to a summation of integrals over each element domain
(xe1, x
e
2). Following the example of [109] the transpose of the weight function was used because as a
scalar w(x) does not affect the value of the expression, but this change is necessary for consistency





































The superscript ’e’ was added to the trial solution and weight function, as well as the material
properties, in order to indicate that these particular functions pertain to that specific element.
Using the matrix definitions provided in Equations A.3 through A.7, applying them to an element
domain, and substituting them into Equation A.8 produced the matrix form of the Galerkin method
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Since the weight function we cannot be equal to zero for a non-trivial solution, the expression
inside the brackets must be equal to zero. From the terms inside the bracketed expression, the









After carrying out the integration steps, the final forms of the stiffness and mass matrices for





12 6le −12 6le
6le 4 (le)2 −6le 2 (le)2
−12 −6le 12 −6le






156 22le 54 −13le
22le 4 (le)2 13le −3 (le)2
54 13le 156 −22le
−13le −3 (le)2 −22le 4 (le)2
 (A.13)
where le is element length, Ee represents the Young’s Modulus of the element, Ie is the element’s
moment of inertia, Ae is element cross-sectional area, and ρe is the element density.
The final form of the element displacement vector is given in Equation A.14, where ve and θe
represent vertical and rotational degrees of freedom, respectively. The element displacement vector
is the same for the girder and stringers, and the global placement of the degrees of freedom is
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Appendix B
Additional Examples of φiφ
T
j
In addition to the results for Mode 1 shown in Section 2.4.3, the mode shape product φiφ
T
j was
also evaluated for all i 6= j for some other modes. The results for Modes 2 through 5 are given
in Figure B.1, where the x-axis refers to the multiple of the train mass ms, i.e. 5 ≡ 5ms. These
results reflect the same patterns observed for Mode 1, and even the relative maxima are similar.
For the largest train mass all of the mode shape products are at least 0.05 with some coming closer
to 0.09 and 0.10. In the absence of the train mass, all of these values would be zero.
These results demonstrate that there is not a special combination of modes or mode shapes
that manage to remain perfectly orthogonal throughout the period of the mass traveling across the
beam, and that any combination of modes will have a non-negligible product φiφ
T
j . This indicates
that systems with added mass or moving masses must account for the changing orthogonality of
mode shapes when the ratio between the added mass and the mass of the system approaches or
exceeds 7.5%.
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(a) Maximum φ2φTn Values































(b) Maximum φ3φTn Values





























(c) Maximum φ4φTn Values




























(d) Maximum φ5φTn Values
Figure B.1: Additional Orthogonality Comparisons for Varying Train Mass Values
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Appendix C
State-Space and ODE Implementation
C.1 State-Space Formulation
In order to solve the moving load simulations with ODE solvers, the equation of motion had be
transformed into the state-space formulation. Following the examples provided in [110], the typical
equation of moving for the response x (t) of a structural system is given in Equation C.1, where M,
C and K are the mass, damping and stiffness matrices, respectively, and f (t) is the forcing vector.
Mẍ (t) + Cẋ (t) + Kx (t) = f (t) (C.1)
This equation may be modified to reflect the acceleration response, as shown in Equation C.2.
ẍ (t) = M−1f (t)−M−1Kx (t)−M−1Cẋ (t) (C.2)
For the state-space formulation, the state variables must first be declared. Two state variables
were used for this formulation, x1 (t) and x2 (t), and their relationship to the structural response
x (t) is given in Equation C.3.
x1 = x (C.3a)
x2 = ẋ = ẋ1 (C.3b)
The state variables can then be placed in a single vector x̄ defined by Equation C.4.
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and then using relationships and substitutions from Equations C.2 and C.3 the expression for x̄ in















Typically, this matrix expression is further simplified to Equation C.8.
˙̄x = Ax̄ + Bu (C.8)
where the matrices A and B are given by Equations C.9a and C.9b, and the vector u is used to









The typical notation for ordinary differential equation problems is given in Equation C.10, and
this can be easily related to Equation C.8. For the state-space equations, the variable x̄ is equivalent
to y, ˙̄x reflects dydt and the function f is represented by the RHS of Equation C.8 For simplicity in
notation, the scalar expression in Equation C.10 is used for the ODE discussion in the following
section, but the specific ODE being evaluated is the state-space expression in Equation C.8.
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dy
dt
= f (t, y) (C.10)
C.2 ODE Solvers
C.2.1 Runge-Kutta Method
For the ODE solution to the moving load simulations a 4-stage (or 4th order) Runge-Kutta (RK)
method was first developed. The code for the Runge-Kutta method was based on examples provided
in [111]. The 4-stage RK method uses four function evaluations per step to achieve O(h4) accuracy
and the function evaluations are combined using the Simpson quadrature rule. The four stages and
function evaluation are shown in Equations C.11 and C.12, respectively.
Y1 = yi (C.11a)
Y2 = yi +
h
2
f (ti, Y1) (C.11b)

























+ f (ti+1, Y4)
)
(C.12)
When implementing this method it is important to select the proper time step size that will
guarantee stability. A general ODE system may be expressed using Equation C.13, in which y is
the solution vector of dimension n× 1 and f is some operator.
y′ = f (y) (C.13)
The absolute stability properties are then determined from the Jacobian matrix J, which is
defined by Equation C.14. The eigenvalues of the Jacobian matrix are then used to form a region
of stability in the complex plane.
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· · · · · · ∂fn∂yn
 (C.14)
The stability plane for the Forward Euler method is a simple circle on the complex plane of
radius 1 centered at the coordinate (−1, 0). The regions of stability for the RK methods become
more complex with increasing order, however the Forward Euler region is contained within all RK
regions and may therefore be taken as a conservative estimate. For the Forward Euler method,
the relation between the absolute stability and the eigenvalues λ of the Jacobian matrix may be
expressed by Equation C.15, where h represents the time step size.
|1 + hλ| ≤ 1 (C.15)
When solving for the eigenvalues for the Jacobian, it is important to consider the ratio of the
largest to smallest eigenvalues. Problems in which this eigenvalue ratio is much greater than one
are characterized as stiff [112].
In Section C.1 the problem of loads traveling across a beam was constructed as an ODE using






and the stability of the system then comes directly from eigenvalues of the A matrix in state-space.
The eigenvalues λi of A were found to range from Re(λi) = −0.0413 to Re(λi) = −2.6275 × 106,
and using the absolute value of the complex eigenvalues only raised the minimum λi to 1.3771.
However, either criterion clearly shows that this is a stiff system as the ratio is much greater than
one. An approximation of the largest allowable time step was found by substituting the largest
eigenvalue into Equation C.15 and using a quick simplification.
∣∣−2.6275× 106h∣∣ < 2 =⇒ h < 7.611× 10−7
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This time step was very small even in comparison to the time step required by finite elements
and using it would have made the problem too computationally expensive. The simulations were
supposed to last an hour, meaning that the RK method would have required over 470 million
calculations. This was the most conservative estimate, based on requirements for Forward Euler,
but it was found that instability was reached when the time step size was increased to h = 1×10−6,
not even twice as large as the recommended h. Despite the convergent behavior of the RK method
for appropriate time step sizes, this method could not be realistically implemented because it took
about 90 seconds of computational time for 0.02 seconds of simulation time, meaning that it would
have taken over 4500 hours to finish a single hour-long simulation. The code it self worked fast, in
that 90 seconds 10,000 steps were completed, but there were simply too many steps and so a faster
alternative was sought.
C.2.2 Implicit Methods
Implicit methods offer some advantages when trying to solve stiff problems because it is possible to
achieve greater stability with larger time step sizes [111]. Implicit methods come with the added cost
of requiring solvers such as Newton-Raphson, but the increased time step size often compensates
for the time required for the iterative solvers. The classic implicit solver is the backward Euler
method, described by Equation C.17.
yi+1 = yi + hf (ti+1, yi+1) (C.17)
For the backward Euler equation, the solution vector yi+1 may be solved for using the set-up
shown in Equation C.18.
F (yi+1) = yi+1 − yi − hf (ti+1, yi+1) = 0 (C.18)
This equation may be then solved using the familiar Newton-Raphson method shown in Equa-
tion C.19 and this iterative method continues until some tolerance is met relating to xn and xn+1,
where both xn and xn+1 represent possible solutions to yi+1. For the backward Euler method the
first iteration uses some initial guess of the solution to yi+1 for xn and by the final iteration xn+1
represents the converged solution to yi+1.
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The implicit nature of this method makes it quite robust, but solving the implicit step is not
trivial for a problem of higher dimension, and for the state-space set-up used for this ODE, the
dimension was approximately 1× 800. The large dimension of the ODE proved to be troublesome
as the Newton-Raphson solver often took an too long to converge to the correct solution and move
onto the next time step. A slight improvement to the backward Euler method is the Crank-Nicolson
method which combines the backward and forward Euler methods as shown in Equation C.20. This
method takes advantage of more information from previous time steps in solving for the next step,
but it ultimately suffered from some o the same problems as the backward Euler method.
yi+1 = yi +
h
2
[f (ti, yi) + f (ti+1, yi+1)] (C.20)
A few modifications were made to this method in order to make it a more feasible choice for a
higher dimension problem. First the Newton-Raphson method could be better adapted for problems
of higher dimension using Equation C.21, where A is the Jacobian matrix, fi is simply a vector
expression of the function f (ti, yi) and the indices i and (s) refer to the time step and iteration
step, respectively. This equation is essentially a combination of Equations C.19 and C.20 but it
























The other major modification was the incorporation of a variable time-stepping method, similar
to the extrapolation method for the trapezoidal rule suggested by [112]. This method reduces the




The tolerance was defined using the 2-norm of the current solution and the solution from the
previous, larger time step; for the first iteration, the solution was compared to the initial conditions.
Defining the tolerance in this manner was strict enough because for unstable time step sizes the
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solution vector would become so large so fast that there would often be several orders of magnitude
between the current solution and the previous time step.
Using this method the time steps could increase to sizes close to those required for the finite
element model, but the larger time steps often took greater amounts of computational time. For
instance, choosing a time step of 1 × 10−5, ten times larger than the allowable size for the RK
method, took about 130 seconds of computational time for only 0.0069 seconds of simulation time.
Despite the larger time step there were no savings in computational time. When the time step was
increased to 2× 10−5, the computational time slowed down to 0.00064 seconds of simulation time
in 130 seconds of computational time.
The increased computational time was due to both the iterative Newton-Raphson solution and
the variable time stepping because when the initial time step h0 was as large as 2×10−5 the actual
size of the time step needed for stability was sometimes as small as 1.25× 10−6. This considerably
smaller time step would then require many more calculations in order to reach the next step. As
for the Newton-Raphson solver, even the improved method required several iterations due to the
relatively high dimensionality of the problem. Even though a method was found that could handle
larger initial time step sizes and guarantee a convergent solution, the amount of computational
time required made this method impractical for a full simulation.
C.2.3 Other Methods
Other methods were investigated in addition to Runge-Kutta and implicit methods. A multi-
step method based on the Adams-Bashforth algorithm was attempted [111]. This PECE method
(Predict-Evaluate-Correct-Evaluate) was an explicit method that used an initial guess for the fol-
lowing time step i + 1 based on the previous two time steps i,i − 1, and then used this guess
to improve upon the final solution for the following time step. As an explicit method, though,
PECE did not offer any time savings and did not offer the 4th order accuracy of the RK method.
Therefore, this method was not pursued further.
A semi-implicit Runge-Kutta method [112] offered comparable accuracy to the RK method
with the added benefit of potentially large time steps based on its implicit behavior. However,
the implicit nature of this method meant that it would still succumb to the relatively expensive
computational cost of the Newton-Raphson solver. As a Runge-Kutta type method, there were four
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separate calculations for each time step, and this meant that each time step required four separate
Newton-Raphson iterative solutions, which proved to be too computationally expensive as well.
C.2.4 MATLAB ODE Functions
The ODE solvers built into MATLAB were considered as an alternative to manual solvers. The
MATLAB solver ode23 was chosen originally because its low accuracy is offset by its ability to
work efficiently, and then the solver ode15s was later chosen due to the relative stiff nature of the
problem. Due to the increased computational efficiency of MATLAB’s own functions, both of these
were used to generate simulations.
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Appendix D
SOBI Formulation
D.1 Second-Order Blind Identification (SOBI)
SOBI is based on the diagonalization of the time-lagged covariance matrices of the outputs, relying
on second-order statistics and taking advantage of the temporal structure of responses. For the
case of structural dynamics the sources si are the same as modal coordinates qi, and therefore they
are independent and uncorrelated and Rs (τ) is a diagonal matrix (Equation D.1).
Rs (τ) = E
[
s (t+ τ) sT (t)
]
= diag [ρ1 (τ) , · · · , ρn (τ)] (D.1)
The covariance matrices of the output take the following structure shown in Equations D.2a and
D.2b.
Rx (0) = E
[
x (t) xT (t)
]
= ARs (0) A
T (D.2a)
Rx (τ) = E
[
x (t+ τ) xT (t)
]
= ARs (τ) A
T (D.2b)
Thus if we can find a matrix that diagonalizes Rx (τ), we can find an estimate of A.
The first step in the SOBI method is whitening. Whitening is a linear transformation of the
observed data, such that the whitened data are uncorrelated and have unit variance. This is
conveniently accomplished by finding the eigenvalue decomposition of the autocorrelation at zero-
lag, as in Equation D.3.
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where Vx is the matrix of eigenvectors and Λx is the diagonal matrix of eigenvalues. The whitening
of the data is then realized by the linear transformation shown in Equation D.4.






where x̄ is the whitened response and Q is the whitening matrix. The whitening step is important
because it changes the mixing matrix A into a unitary matrix U that is both normalized and
orthogonal, as in Equation D.5.
x̄ = Qx = QAs = Us (D.5)
The second step is orthogonalization, and this is applied to diagonalize the whitened covariance
matrix Rx̄ (τ) defined by Equation D.6.




= QARs (τ) A
TQT = URs (τ) U
T (D.6)
Because U is unitary and Rs (τ) is diagonal, any whitened covariance matrix Rx̄ (τ) will be diago-
nalized by the unitary transform U. The eigenvalue decomposition is then found for the covariance
matrix Rx̄ (τ). This step is performed using joint approximate diagonalization, meaning that sev-
eral whitened covariance matrices are simultaneously diagonalized in order to produce the best
possible estimate of its eigenvectors.
Rx̄ (τ) = Vx̄Λx̄V
T
x̄ (D.7)
The final step is a unitary transformation, which produces an estimate of mixing matrix Â
using the following equations.
Û = Vx̄ = QÂ (D.8a)
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D.1.1 Whitening Proof
For the purposes of SOBI, as well as BSS in general, it is assumed that the sources si(t) have unit
variance and are uncorrelated [53]. The covariance of the sources at the zero time lag can then be





= Rs (0) = I (D.9)
For the SOBI method, it is desired to take the measured outputs and then whiten them via
linear transformation, such that the whitened data x̄ have unit variance and are uncorrelated.
Prior to whitening, the mean must be removed from x(t). The whitening step is accomplished
using Equation D.10, where Q is defined as the whitening matrix.
x̄ = Qx = QAs (D.10)
Due to the nature of the whitened data, it is expected that x̄ will have a unitary covariance matrix
Rx̄ (0) = I. The covariance of the whitened data at the zero time lag may be calculated in terms























ATQT = QAATQT (D.12)










QT = QRx (0) Q
T (D.13)






= QAATQT = QRx (0) Q
T (D.14)
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This creates the following relationship
Rx (0) = AA
T (D.15)
demonstrating that the whitening matrix Q may be determined from Rx (0) provided there is little
noise in the covariance matrix. Using an eigenvalue decomposition on the covariance matrix Rx (0)
yields Equation D.16
Rx (0) = VxΛxV
T
x (D.16)
where Vx is the orthogonal matrix of eigenvectors and Λx is the diagonal matrix of eigenvalues.







Inserting Equation D.17 into Equation D.10 yields the new description of the whitened data as



















x = I (D.19)
Therefore it may be shown that the whitened data are uncorrelated with unit variance, and
that, as expected, the whitened data have a unitary covariance matrix.





D.1.2 Unitary Transformation Proof
Combing Equations D.12 and D.20 demonstrates that a unitary matrix may be defined as
QAATQT = UUT = I (D.21)
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This means that for any whitening matrix Q there exists a unitary matrix U = QA. The whitening
step is crucial because it allows the original mixing matrix A to transform into a new unitary matrix
U that is both normalized and orthogonal. The original description of the whitened data may be
updated to include the unitary matrix, as shown in Equation D.22.
x̄ = QAs = Us (D.22)
The importance of the unitary matrix U becomes evident during the diagonalization and orthog-
onalization step because any covariance matrix Rx̄ (τ) from the whitened data will be diagonalized
by U.
D.2 Joint Approximate Diagonalization
The main goal of SOBI is to simultaneously diagonalize all covariance matrices R̂x̄ (τk) by trying
to form diagonal matrix D using the Equation D.23, where V is the best estimate of the orthogonal
matrix Vx̄ that will approximately diagonalize all R̂x̄ (τk).
D = VT R̂x̄ (τk) V (D.23)
However, finding a matrix that exactly diagonalizes all of the covariance matrices may not be
possible, and any estimate of the diagonalizing matrix will be strictly approximate. Therefore, the
appropriate joint diagonalizer V will correspond to the minimum of the performance index J as
given by Equation D.24, which seeks to minimize the off-diagonal terms [46]. For Equation D.24,
N denotes the number of covariance matrices begin considered, i.e. number of lags, and ns refers







Using the windowing technique the matrices R̂x̄ (Tk, p) must be diagonalized for a total of l
lags over a set of m trimmed windows. It is intended for each covariance matrix R̂x̄ (Tk, p) to
form a diagonal matrix D as in Equation D.23. This minimization of performance index J for the
windowed covariance matrices is given in Equation D.25.
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For the purposes of this research, a Jacobi Angle rotation algorithm [67] was used to find the
minimum of the performance index.
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Appendix E
Study of Varying Mass Using Single
Degree-of-Freedom Case
E.1 Model
In order to better understand the effects of time-varying mass, a single degree-of-freedom (SDOF)
model was constructed. This model was designed such that its natural frequency approximately
matched the natural frequency of Mode 1 of the bridge model. The SDOF model was also subjected
to a time-varying mass that had the same period (65 seconds) and mass ratio as the train crossings.
As with the bridge model the time-varying mass imparted a force on the SDOF system due to
gravity (Figure E.1) while also contributing added mass to the system’s existing mass. In order to
simulate the smaller loads created by the cars, a vector of random noise was added to the excitation.
Simulations for the SDOF model were performed for mass ratios ranging from 0% (pure noise) to
10.5% based on increments of 1.5%, with ten one-hour-long simulations at each mass ratio. The
damping in the SDOF model was prescribed based on the relation in Equation E.1
c = 2ζωM (E.1)
where ζ is the damping coefficient, ω is the natural frequency and M is the mass of the original
system. The natural frequency was set at 0.2193 Hz and the damping coefficient was prescribed at
0.03.
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Sample Forcing Time History for Time−Varying Mass
Figure E.1: Sample Forcing Time History for Time-Varying Mass from SDOF Model
E.2 Damping Estimates
The damping ratio was estimated using the FDD method modified for a SDOF system and the
results are shown in Table E.1. The mean values in Table E.1 indicate that trains with mass
ratios 7.5% and below have comparable accuaracy in their estimates of the damping ratio. This is
reflected in the relative errors which were calculated based on the mean values and have absolute
values of approximately 10% or less. The mean values, and thus relative errors, rise once the mass
ratio reaches 9%.
The standard deviations and coefficients of variation (CoV) were also calculated for each mass
ratio, and these revealed another interesting pattern. The CoV begins to rise sooner than the mean
and relative error. When the mass ratio is 7.5% the mean appears to be an acceptible estimate,
but its standard deviation is so large that this mean value is not a reliable representation of the
data set.
A better way to quantify the increasing unreliability of the damping ratio estimates may be
demonstrated using RMS error. Table E.2 shows the RMS error for the damping ratio estimates for
each set of simulations for a given mass ratio and this error is much more reflective of the pattern
observed in the CoV values. Using the CoV and the RMS error demonstrates that the damping
estimates become less accurate and less reliable as the mass ratio increases.
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Mass Ratio Mean Std Dev CoV Rel Error
0% 0.0286 0.0067 0.2334 -0.0473
1.5% 0.0293 0.0096 0.3272 -0.0230
3.0% 0.0299 0.0075 0.2507 -0.0039
4.5% 0.0313 0.0052 0.1647 0.0439
6.0% 0.0268 0.0060 0.2228 -0.1065
7.5% 0.0275 0.0110 0.4010 -0.0846
9.0% 0.0187 0.0081 0.4327 -0.3778
10.5% 0.0225 0.0139 0.6205 -0.2511
Table E.1: Damping Ratio Statistics from SDOF Simulations









Table E.2: Damping Ratio RMS Error from SDOF Simulations
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E.3 Driving Frequencies
It was shown previously that the driving frequencies from the simulated car crossings caused some
distortion in the response spectra, and therefore it was expected that the forcing from the time-
varying mass would generate its own driving frequencies. The forcing function for the SDOF system
was shown in Figure E.1 and since its pseudo-crossings are far enough apart, they may be considered
as half-sine pulses with varying amplitudes. Using Fourier Series, it was shown in Section 5.2.1 that
the driving frequency from a half-sine pulse-like input will have power at n = 1 as well as all even
integers. The power spectral density (PSD) for the time-varying mass forcing function is shown in
Figure E.2 with the first few driving frequencies marked, clearly resembling the PSD in Figure 5.3.
Assuming that SDOF system remains linear even with the small changes in mass, the result
of the time-varying mass excitation on the system response may be expressed with Equation E.2.
It should be noted Equation E.2 is meant to consider purely the excitation produced by the time-
varying mass and does not reflect the change in mass itself.
Sxx (f) = |H (f) |2Stt (f) (E.2)
where S (f)tt is the PSD of the excitation, |H (f) |2 is the FRF of the SDOF system and S (f)xx
is the PSD of the system response. Since the measured responses were acceleration time histories,
Equation E.2 may be adjusted for acceleration responses using the relation
Sẍẍ (f) = f
4Sxx (f) (E.3)
creating the following equation
Sẍẍ (f) = f
4|H (f) |2Stt (f) (E.4)
In addition to the time-varying mass a noise vector was added to simulate the effect of car traffic,
but the noise was assumed to be white and thus its PSD was a constant. Figure E.3a provides
the appearance of the acceleration response spectrum for noise-only excitation and Figures E.3b
and E.3c present the response spectra for different mass ratios. When considering the PSD of
the acceleration responses it was assumed that the effect of the driving frequencies would be very
apparent for the low frequencies; however, the factor of f4 in Equation E.4 greatly diminished the
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Figure E.2: PSD of Sample Forcing Time History for Time-Varying Mass from SDOF Model
relative magnitudes of the driving frequency contribution in the lower frequencies when compared
to its original PSD in Figure E.2.
The magnitudes of the peaks from the driving frequencies were found to increase with the mass
ratio of the train as shown in Figures E.3b and E.3c. When the mass ratio is 4.5% the first few
driving frequency peaks have power on the order of 1/1000 of the modal peak. When the mass ratio
increased to 10.5% the ratio between the power of the driving frequency peaks and the modal peak
decreased an order of magnitude to 1/100. The mass ratio little more than doubled, but the relative







Driving Frequencies for SDOF Accel Response − No Added Mass
Frequency (Hz)
(a) No Mass
















(b) 4.5% Mass Ratio














(c) 10.5% Mass Ratio
Figure E.3: Comparison of Driving Frequencies for Varying Mass Ratios
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Autocorrelation of Acceleration Response − window 0 − 0.50 Hz
65 seconds
Figure E.4: Autocorrelation of Modal Peak from SDOF Model
power of the driving frequency increased nearly 10 times. Ultimately, though, the modal peak
remained relatively intact for even the largest mass ratio.
E.3.1 Impact on Autocorrelation Functions
Even though its impact was not as obvious in the frequency domain, it was expected that the driving
frequencies of the time-varying mass load were primarily responsible for the damping estimates of
the SDOF system in Table E.1. The adverse effects of the driving frequencies became much more
apparent once a sample autocorrelation function was plotted (Figure E.4). The autocorrelations
were generated via IFFT of the modal peaks and used to find the estimates in Table E.1 in the
same manner as for the full bridge model simulations. Unlike the modal PSDs, the distortion to
autocorrelation function is obvious as the decay from the damping is stalled and does not resume
until about 65 seconds, which is the period of the time-varying mass. Given that the damping
ratio is estimated based on the decay, this sort of distortion would present an obvious obstacle to
accuracy.
The reason for this distortion may be better understood by considering the behavior of the
forcing function. In order to generate the autocorrelation in Figure E.4 the modal peak was
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Autocorrelation of Forcing Function − window 0 − 0.50 Hz
65 seconds
Figure E.5: Autocorrelation of Forcing Function of Time-Varying Mass from SDOF Model
isolated from the rest of the spectrum over a specified frequency range and placed into a zero-
padded vector. If the chosen frequency range went from 0 to 0.50 Hz, as it did for the response
PSD, then the IFFT of the time-varying mass forcing function PSD in Figure E.2 would produce
the autocorrelation function in Figure E.5. The 65-second mark is highlighted in this figure, but
there does not appear to be any significant change in the function at that time, especially when
compared to the autocorrelation from the response PSD in Figure E.4.
The PSD of the SDOF system to only noise excitation is shown in Figure E.3a and this may be
considered as an approximation of the FRF of the SDOF system. It is apparent from this figure
that the majority of the energy or power for the SDOF modal peak occurs close to the peak itself
around 0.2 Hz. Choosing an arbitrary cut-off closer to the peak at 0.09 Hz would limit the window
to 0.09 – 0.50 Hz, and Figure E.6a shows that the adjusted window does not affect the appearance
of the autocorrelation of the response. When this same window is applied to the forcing function
its autocorrelation is completely changed, as is evident by comparing Figure E.6b to Figure E.5.
Looking more closely at the PSD of the forcing function in Figure E.2 reveals that the majority of
the power or energy is close to 0 Hz and by not including this portion of the spectrum the general
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Autocorrelation of Acceleration Response − window 0.09 − 0.50 Hz
65 seconds
(a) Autocorrelation of Accel Response











Autocorrelation of Forcing Function − window 0.09 − 0.50 Hz
65 seconds
(b) Autocorrelation of Forcing Function
Figure E.6: Comparison of Autocorrelations for Cut-Off at 0.09 Hz
shape and character of its autocorrelation function are fundamentally altered.
The magnitudes of the autocorrelation functions in Figures E.5 and E.6b vary by 4 orders of
magnitude, seemingly making the windowed autocorrelation function insignificant in comparison.
However, these magnitudes are relative and based on the PSD of the forcing function in Figure E.2
in which all of the energy is concentrated near 0 Hz. Once this PSD is passed through the linear
filter of the SDOF system (its FRF), the energy near 0 Hz is significantly reduced (Figures E.3b
and E.3c) and that portion becomes much less significant than it was previously. Thus, Figure
E.6b and its notable disturbance at 65 seconds represent the result of amplifying the portion of the
forcing function PSD between 0.09 – 0.50 Hz.
Figures E.4 and E.6a represent the amplification of the forcing function PSD by the FRF of the
SDOF system, which given the frequency range of its modal peak produces a similar disturbance
around 65 seconds. Therefore, the presence of a driving frequency and its multiples in the response
spectrum may adversely impact the response autocorrelation even if they fail to significantly or
visibly alter the appearance of the response PSD. Tables E.1 and E.2 demonstrated that these
effects only begin to manifest themselves once the mass ratio of the time-varying mass reaches a
certain limit, near 7.5%
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Autocorrelation of Acceleration Response
Figure E.7: Autocorrelation of Response with Highlighted Peaks
E.3.2 Adjusted Estimates
Once it was known that the autocorrelations were being distorted for the larger mass ratios ad-
justments were made to the damping estimation process. Typically the damping ratio is estimated
by taking all of the peaks in the autocorrelation that fall within 20-90% of the maximum peak
amplitude, and for typical autocorrelations, this method works extremely well. When this method
is applied to the distorted autocorrelation shown in Figure E.6a, it results in peaks being selected
that have compromised the estimated decay (Figure E.7). Figure E.7 demonstrates that a more
restrictive or comprehensive criteria must be implemented to ensure that only peaks associated
with the original decay are selected.
While it may seem as though the altered decay would result in a poor damping ratio estimate
and reveal the distorted autocorrelation function, this was not always found to be true. There
were instances in which a deformed decay still managed to produce a relatively accurate estimate.
Another measure of error in the damping estimates was assessing the linear fit of the selected peaks.
Using the error norm described in Equation 5.20, the linear fit of each autocorrelation for the SDOF
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Table E.3: Mean Error Norm for Linear Fit for SDOF Simulations
system simulations was found and the results are compiled in Table E.3. The mean values show
a generally increasing trend as the mass ratio increases, with the noted exception at 4.5%. These
results reflect the findings of the CoV values in Table E.1 and RMS errors in Table E.2 as there is
clear separation in accuracy between 9 and 10.5% mass ratios and the rest of the simulations. The
simulations with 6 and 7.5% mass ratios also seem to fall within a transition zone between reliable
and unreliable estimates.
In order to demonstrate the possible use of the linear fit as a means for discriminating against
poor estimates, a quick comparison was made by checking how many estimates had a relative error
greater than ±20% against how many estimates had an error norm for linear fit greater than 0.01.
Both of these values were chosen arbitrarily, but once an estimate has error in excess of 20% it is
safely classified as inaccurate and a line with a close fit will have an error norm below 0.01. Using
the relative error criteria, 41 simulations were selected among the 80 ran in total, and using the
linear fit criteria only 31 were selected, with 27 simulations being selected by both criteria.
At first it seemed as though the linear fit error norm did not perform well in identifying in-
accurate estimates, but 87% of the simulations it identified had large relative errors compared to
merely 66% of the large relative error cases identifying poor linear fit. This points to poor linear
fit being a strong indicator of an inaccurate estimte, but large relative error not necessarily being
an indicator of poor fit or poor selection of peaks. The simulations with larger relative error but
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(a) Best-fit - good fit, high error


























(b) Best-fit - poor fit, low error
Figure E.8: Comparison of Best-fit Lines for Sample SDOF Simulations
small error norms for the linear fit were simply cases of bad estimates because the autocorrelation
would exhibit the proper decaying behavior, just not for the appropriate decrement or damping
ratio. The result is simply an inaccurate estimate.
For instance, compare the two plots in Figure E.8. The best-fit line in Figure E.8a touches all
of the points, whereas the selected points in Figure E.8b are decidedly less linear and there are four
points that never make contact with their best-fit line. The best-fit line in Figure E.8a seems more
representative of the data, but it resulted in an estimate with a larger relative error (43%) than
the best-fit line in Figure E.8b (-2.5%). Nothing is actually amiss with the estimate in Figure E.8a
other than its inaccuracy; however, the result of Figure E.8b would have been much different if the
first 5 points had been chosen instead. This example shows that trusting only the final result of
the estimate could be problematic because it does not fully evalute the source of the estimate, the
autocorrelation.
All of the damping estimates were recalculated by selecting the maximum number of points that
would keep the error norm of the linear fit below 0.01, essentially ensuring that the peaks chosen
would have a continuous decaying behavior. The statistics from these recalculations are presented
in Table E.4. Table E.4 shows that the revised estimates for all mass ratios have relative error less
than ±10%, which is a significant improvement. The mean values are closer together now among
all mass ratios and the standard deviations have decreased because many of the extreme estimates
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Mass Ratio Mean Std Dev CoV Rel Error RMS Error
0% 0.0298 0.0061 0.2041 -0.0064 0.0058
1.5% 0.0304 0.0085 0.2788 0.0127 0.0080
3.0% 0.0306 0.0061 0.2000 0.0210 0.0058
4.5% 0.0313 0.0055 0.1747 0.0424 0.0053
6.0% 0.0292 0.0035 0.1205 -0.0279 0.0034
7.5% 0.0302 0.0073 0.2424 0.0080 0.0070
9.0% 0.0270 0.0049 0.1818 -0.0997 0.0055
10.5% 0.0318 0.0085 0.2673 0.0596 0.0083
Table E.4: Damping Ratio Statistics from SDOF Simulations for ‖e‖2 < 0.01
that led to large deviations were the result of poor peak selection in the autocorrelation. As a result
of accouting for the distortion in the autocorrelation, the previous pattern in the CoV values has
disappeared.
Further, there is no longer a pattern in the RMS error, which had previously evinced a strong
correlation with increasing mass ratio. By considering the linear fit of the selected peaks in the
autocorrelation, the effects of the driving frequencies were reduced and the accuracy of the damping
estimates was improved. It should also be observed that the estimates converged upon the true
value of 0.03 over all mass ratios. The convergent behavior shown in the mean and the reductions
in standard deviations and CoV values indicate that all simulations were approximating the same
value.
It should be noted that using this method does not come without caveats. While the integrity
of the estimates has been generally improved, some of the estimates did suffer, albeit slightly.
Comparing Table E.1 to E.4 will show that the relative error for a 3.0% mass ratio actually increased
slightly from less than 1% to about 2% in magnitude. Also, using this method will often decrease
the number of points selected and by lowering the number of points the error norm will naturally
decrease. Additionally, a minimum number of peaks needed to make a reliable estimate must be
specified in order to ensure that enough points are used to represent the larger sample.
Perhaps the largest issue is the user-driven bias. The proper selection of points becomes an
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iterative, subjective process, and this lack of automation and objectivity comprises the viability of
this process for OMA applications.
E.4 Comparison to Train Loading
The built-in similarity of the time-varying mass to the train loads in the traffic simulations reinforced
some of the findings from Chapter 5. This SDOF model better illustrated the wide-ranging effects
of driving frequencies, and the results of the SDOF analysis showed that the primary effect of the
driving frequencies was the distortion of the autocorrelation. The results of Section 5.2 revealed that
driving frequencies were primarily responsible for the poor damping estimates in the simulations
and Section 5.3 showed that they caused the same type of distortion to the autocorrelation seen
in the SDOF system. For the SDOF model the issues with the autocorrelation were partially
accounted for by improving the selected peaks, but the inherent complexity of the bridge model
prevented some of these additional steps being taken, such as trying to reduce the norm errors for
different modes.
While aspects of the SDOF analysis are not fit for OMA applications, the investigation of this
SDOF system helped illuminate some of the issues related to driving frequencies. Based on these
results, simple SDOF systems should be considered a useful tool for breaking down more complex
problems and for studying certain facets of a larger problems.
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