Often the challenge associated with tasks like fraud and spam detection is the lack of all likely patterns needed to train suitable supervised learning models. This problem accentuates when the fraudulent patterns are not only scarce, they also change over time. Change in fraudulent pattern is because fraudsters continue to innovate novel ways to circumvent measures put in place to prevent fraud. Limited data and continuously changing patterns makes learning signi cantly di cult. We hypothesize that good behavior does not change with time and data points representing good behavior have consistent spatial signature under di erent groupings. Based on this hypothesis we are proposing an approach that detects outliers in large data sets by assigning a consistency score to each data point using an ensemble of clustering methods. Our main contribution is proposing a novel method that can detect outliers in large datasets and is robust to changing patterns. We also argue that area under the ROC curve, although a commonly used metric to evaluate outlier detection methods is not the right metric. Since outlier detection problems have a skewed distribution of classes, precision-recall curves are better suited because precision compares false positives to true positives (outliers) rather than true negatives (inliers) and therefore is not a ected by the problem of class imbalance. We show empirically that area under the precision-recall curve is a better than ROC as an evaluation metric. The proposed approach is tested on the modi ed version of the Landsat satellite dataset, the modi ed version of the ann-thyroid dataset and a large real world credit card fraud detection dataset available through Kaggle where we show signi cant improvement over the baseline methods.
INTRODUCTION
Outlier detection is an important problem with several applications. The goal in outlier detection is to nd those data points that contain useful information on abnormal behavior of the system described by the data. Such data points are a small percentage of the total population and identifying and understanding them accurately is critical for the health of the system.
Credit card fraud detection is one such problem that is often formulated as an outlier detection problem. Credit card fraud is one of the common type of frauds that occur in e-commerce marketplaces and it is important to have robust mechanisms in place to detect * This work was done while the author worked at eBay it in timely manner. In credit card fraud detection, the situation aggravates by the fact that the fraudulent behavior patterns keep changing. This is because fraudsters keep innovating novel ways to scam people and online systems. Combination of changing patterns and fewer labeled data points makes it an extremely challenging problem to keep any marketplace safe and secure.
In this work we ip the problem and rather than focusing on fraudulent behavior we try to learn good behavior. We hypothesize that unlike bad behavior good behavior does not change with time and data points representing the good behavior have consistent spatial arrangements under di erent groupings. Based on this hypothesis we propose an ensemble of clustering methods for outlier detection. We create an ensemble by running clustering with di erent clustering parameters such as by varying k in k-means. Each data point is assigned to a cluster in each run and therefore after k runs, every data point can be represented by k di erent centroids (corresponding to their assigned cluster of each run). These centroids vectors can be considered as di erent ngerprints of the data point and can be combined to generate one signature representation of the corresponding data point. Signature of the data sample can represent di erent properties of that data sample depending on how it is generated. In our case we are interested in the signature that represents the good behavior or consistency as per our hypothesis. We generate this signature by combining these k centroids per data point to generate a single score per data point weighted by the size of their respective cluster. This weighted similarity score represents consistency signature and measures consistency of individual data point or good behavior. We hypothesize that low consistency can be seen as a sign of outlier-ness. The main advantages of our method are (i) No prior knowledge of outliers or inliers is needed. (ii) The algorithm suggested for clustering can easily be implemented in a distributed manner. (iii) Proposed algorithm is general in nature and does not require k-means algorithm as the only base clustering algorithm. One can use any clustering algorithm as long as it assigns a cluster to every data point and the said cluster can be represented as a vector in the feature space. Experimenting with di erent clustering algorithms can be part of the future work.
Additionally, we also argue for a better evaluation metric for outlier detection techniques. Commonly used area under the Receiver Operating Characteristic curve is not the right metric because inliers (true negatives) are signi cantly higher than outliers (true positives). Precision-recall curves are better suited because precision compares false positives to true positives (outliers) rather than true negatives (inliers) and therefore is not a ected by the problem of class imbalance.
The performance of our approach is tested on three publicly available datasets -the modi ed version of the Landsat satellite dataset of UCI machine learning repository, the modi ed version of the ann-thyroid dataset of the UCI machine learning repository and the credit card fraud detection dataset available in Kaggle [4] .
The rest of the paper is organized as follows. Section 2 describes the related research in the area of outlier detection. Section 3 explains our hypothesis. Section 4 outlines the algorithm for consistency estimation. Data sets descriptions and results are outlined in Section 5. Section 6 highlights the observations followed by conclusion in Section 7.
RELATED WORK
Several approaches have been proposed for outlier detection based on di erent assumptions and techniques. One of the most common and intuitive ways to detect outliers is by assuming an underlying distribution for the data. For Gaussian distribution we can either model all the attributes together as one multivariate distribution or by modeling each attribute as a separate Gaussian distribution [9] . Other commonly used approaches are based on the distance measure. In this approach it is assumed that all regular data points lie close to each other and outliers are far from them [19] . Nearest neighbor techniques have been employed to detect outliers with this assumption [16] . Another approach is clustering based approach where it is assumed that regular data points make clusters and anomalies are either not part of any cluster or make separate clusters [19] . However, data often make di erent clusters for different set of attributes and these clusters lie in di erent subspaces. To overcome this issue, sub space clustering is performed with an assumption that all the subspaces are axis parallel to reduce the complexity of exploring subspaces. Chandola et al. [3] cover a more comprehensive survey on related work in the eld of outlier detection and clustering in high dimensional data. Recently ensemble of unsupervised methods is used for outlier detection [1] [22] [4] . Ensemble is proven to be more e ective than a single method and is heavily used in supervised setting [8] [15] . However, use of ensemble in unsupervised setting and for outlier detection has its own challenges and is not studied as thoroughly as the use of ensemble for supervised setting. Aggarwal et al. [1] and Zimek et al. [21] did separate studies to consolidate the work done using ensembles for outlier detection and highlighted the challenges associated with it.
HYPOTHESIS
Consider an application of credit card fraud detection. Here, it is easier to obtain samples with good non-fraud behavior than samples that exhibit a fraudulent pattern as the latter is scarce and time variant. Once a fraud pattern is accurately determined it is just a matter of time before fraud shifts to a di erent area exhibiting a totally di erent pattern. However, if we can develop a method that can estimate a measure of consistent behavior (good behavior) for each data point then we can identify outliers as data points with low consistency score. We refer to the data points that exhibit good non-fraud patterns as consistent data points. We consider data points that belong to the same cluster (or close proximity clusters) under di erent spatial groupings as being consistent. This is especially true when the data points have features that are highly correlated. Based on this understanding, we attempt the problem of outlier detection by estimating a consistency score for every data point [14] . One way to estimate the consistency for every data point is by running an ensemble of unsupervised clusters. Since the spatial arrangements of consistent points do not change, they should form closed clusters. We run the simple k-means clustering algorithm N times for di erent values of k where k can range from 2 to K. The N runs of k-means on the sample set will assign each data point to N clusters with N centroids associated with their respective clusters. Note that each data point is represented by N centroids corresponding to the N runs.
Next step is to estimate the consistency score for each data point. We use dot product to calculate this consistency score. Dot products are often used as a proxy for similarity of two vectors. However we have several vectors (centroids) per data point (from di erent runs of k means) representing di erent nger prints of the corresponding data point. We have to calculate one signature from these di erent nger prints in the form of vectors. One way is to compute how similar all these nger prints are to each other and somehow combine them to generate one scalar signature (consistency score of that data point). We do this by adding dot products of all N 2 combinations of centroids for every data point. We have to normalize this score to get a score between 0 and 1 per data point where 1 would mean highly consistent and 0 would mean poor consistency. However, rather than adding the dot products of all centroid combinations per data point we propose taking weighted average of their dot products based on the size of the cluster. The motivation behind this is that although inliers and outliers may fall in di erent clusters under di erent groupings but they still are found together within their respective classes. In other words, if outliers are clubbed together under di erent groupings, size of those clusters will be small. Therefore, a size weighted score will be a way to discount consistency of outlier samples.
Algorithm 1 Consistenc EstimationMethod

Require:
Θ ← dataset with n data points AvgSimScore ← n dimensional array procedure Run k-means on Θ for K = {k 1 ,k 2 ,k 3 .. k N } for i = 1...n do
where C k is a centroid of a cluster x belongs to AvgSimScore(i) =wei hted_score end for end procedure
CONSISTENCY ESTIMATION
Given a set of data points {Θ = x 1 ,x 2 ,x 3 .. x n } that contain a relatively small sample of outliers {O = o 1 ,o 2 ,o 3 .. o m } such that m < < n, the goal is to e ectively identify the outlier pool. Each data point can have multiple attributes and each attribute is denoted by x i j where i is the data point index and j is the attribute index. A consistent data point set is determined using an ensemble of k-means clusters, K = {k 1 ,k 2 ,k 3 .. k N }. The value of k ranges from a small number to a large number where the largest run k N <= n, the sample size. Each data point, after running the suit of k-means clusters, will belong to N clusters with C centroids where C = {c 1 ,c 2 , .. ,c N }.
We measure the similarity of two centroids based on their vector similarity scores. For each data point, consistency is determined by estimating the weighted average similarity score(s) of the centroids it belongs to as shown below
where cos is the cosine similarity metric and C i is the vector centroid of cluster i. Here n i and n j are the number of data points in the i and j clusters. If the average similarity score for a data point is very high (closer to 1) then the centroids are very close to each other, and the data point is considered to be consistent. Algorithm 1 highlights all the steps of consistent data selection method.
EXPERIMENTS
The motivation for this approach comes from trying to identify fraudulent consumers on an e-Commerce platform. On a data set that contains transactions for a given day, identifying fraudulent patterns is not easy. Each time the e-Commerce company introduces new consumer aided features or imposes restrictions on certain transactional behaviors, it opens new doors and avenues for some consumers to misuse and abuse the platform. Our algorithm shows tremendous potential in identifying fraudulent transactions. We observed that the samples in the lower score buckets, had higher recall for fraudulent transactions. However, due to the con dentiality of the data set, these results cannot be reported in this paper. In order to show the e cacy of the proposed approach we test it on publicly available datasets. We rst show a proof of concept on two data sets from the UCI machine learning repository. Finally we run a thorough analysis on a credit card fraud detection dataset available in Kaggle[4] 1 .
Implementation Details
We run the proposed algorithm for nding the consistent data points and get a weighted similarity score as consistency score for each data point. Our hypothesis is that the most consistent data points will have a high consistency score. We also propose that the data points with poor consistency scores are more likely to be outliers. Therefore, we ag the ones with poor score as fraudulent transactions. However, since our algorithm is an ensemble of kmeans for di erent values of k, it runs into same issues that kmeans algorithm does. First, k-means is sensitive to the order in the data is presented. Therefore, we randomize our datasets and run our algorithm 10 times to get an estimate of variance order can incur. We observed that algorithm is robust to the order of the data as each run is an ensemble of di erent values of k which normalizes the e ect of order. We report standard deviation in each experiment to validate this claim. Second, we normalize datasets while running experiments along the feature dimensions as part of the preprocessing. Lastly throughout our experiments and analysis we will refer outliers as positives and inliers as negatives.
How to select K?
Performance of k-means algorithm depends on the value k. Although there are several guidelines to select the appropriate k, we used Silhouette Score [17] to determine the right values of k. Silhouette Score can be calculated for every data point and it is a measure of how well that data point belongs to its assigned cluster.
Silhouette score takes value between 0 and 1 where 1 is the best value and -1 is the worst. 0 indicates overlapping clusters while -1 indicates that the wrong cluster is assigned to a sample.
To estimate Silhouette score for any data point d i we need two distances. First, we calculate the average distance of a data point with all other data points in the same cluster(α) as shown in equation 1. Second, we calculate the average distance of a data point with all the data points in the neighbor cluster(β) as shown in equation 2. Silhouette score for the data point d i is a function of these two distances as shown in equation 3.
Further we calculate the Silhouette score for each cluster C i by averaging the score of all the samples in that cluster. We nally calculate the Silhouette score of the entire dataset D by averaging the scores of all the clusters as shown in equation 4 and 5.
Since our algorithm requires di erent values of k, we calculated the Silhouette score for entire dataset using equation 5 for every k and ensure that Silhouette score for the dataset is at-least positive in each run. Our implementation takes parameters as a starting value of k, nal value of k and a step size.
Evaluation
We have two classes in our application namely fraudulent and nonfraudulent transactions. It is common to use Receiver Operator Characteristic (ROC) curves to evaluate binary classi ers as they re ect how number of correctly labeled positive samples vary with the number of incorrectly labeled negative examples. However, in our case, we have a problem of huge class imbalance as the number of samples for positive class in the credit card fraud detection dataset are only 0.172% of the total samples. Therefore, we care more about the performance of the proposed algorithm in identifying the positive samples than in identifying the negative ones. Davis et al. [6] argue that ROC curves can present a misleading overview of the performance if the dataset has class imbalance issue. They suggest that Precision-Recall curves are better suited for problems with large skew in classes because Precision compares false positives to true positives rather than true negatives and therefore is not a ected by the problem of class imbalance. Note that because of large number of true negatives in the dataset even a big change in the number of false positives only results in the small change in the false positive rate used for estimating AUROC. Hence, we are going to use area under the precision recall curve (AUPRC) as our primary metric to evaluate the performance of the proposed and baseline methods. Note that majority of the work in the outlier detection literature has used AUROC as their metric for evaluation [4] [22] [1] [18] without paying heed to the nuances between AUROC and AUPRC. We provide our performance on AUROC as well to compare our method with existing work but we will prove that even inferior performance in terms of AUPRC can look comparable when measured in terms of AUROC. We will prove empirically that algorithms that optimizes the area under the ROC curve are not guaranteed to optimize the area under the PR curve [6] . We provide the de nition of these metrics below for sake of completion. 
Satimage-2
The Landsat satellite dataset from the UCI repository [7] is a small sub-area of a scene, consisting of 82 x 100 pixels. Each line of data corresponds to the multi-spectral values of a 3x3 square neighborhood of pixels completely contained within the 82x100 sub-area. Each line contains the pixel values in the four spectral bands (converted to ASCII) of each of the 9 pixels in the 3x3 neighborhood and a number indicating the classi cation label of the central pixel. The number is a code for the di erent types of soil. There are no examples with class 6 in this dataset.
The Satimage-2 dataset 2 is prepared from the original dataset for the purpose of outlier detection by combining training and test data. Class 2 is down-sampled to 71 outliers, while all the other classes are combined to form an inlier class. Total number of data points in the dataset are 5803 and outliers form the 1.2% of the total data points. Number of features in the dataset is 36.
Our proposed method gets near perfect performance on this dataset on metric AUROC with minimal standard deviation. The results are shown in the table 1.
AUPRC
AUROC Mean Standard Deviation Mean Standard Deviation 0.95 0.0034 0.99 0.0003 Table 1 : AUROC and AUPRC of the proposed method on the Satimage-2 dataset after 10 runs
Zimek et al. [22] proposed ensemble of outlier detection techniques based on subsampling and used Satimage-2 in their work. They argued that subsampling leads to a better model than using the full data and creating an ensemble of such models created from subsampling further improves the performance. They used LOF [2] , LDOF [20] and LoOP [11] as base methods and AUROC as their metric. Figure 7 of [22] shows us that only in the case of sample fraction of 0.1 their method comes close to the performance of our proposed method for all three base classi ers. Our method signicantly outperforms their method in all other settings for all three base methods. Likewise, Aggarwal et al. [1] also used an ensemble of LOF and average k-NN based on subsampling for di erent k. Figure 8 of their work [1] shows that our proposed method is either comparable to theirs in few settings and outperforms theirs in most settings. Both of these works used AUROC as their metric like most of the work in literature. However, we argue that AUPRC is a better metric for outlier detection and no one reported their performance on AUPRC. We argue that performance measured on AUPRC is a better measure of the quality of any outlier detection algorithm. As shown in the table 1, our performance using AUPRC is also high with minimal standard deviation. Since the performance of our method is highly consistent we show the AUPRC curve of one of the 10 runs in gure 2.
Thyroid
The original thyroid disease (ann-thyroid) dataset from the UCI machine learning repository [7] is a classi cation dataset suited for training ANNs. It has 3772 training instances and 3428 testing instances. It has 15 categorical and 6 real attributes. The problem is to determine whether a patient referred to the clinic is hypothyroid. Normal (not hypothyroid), hyper-function and subnormal functioning are the three classes in the original dataset. For the purpose of outlier detection, 3772 training instances are used, with only 6 real attributes. The hyper-function class is treated as outlier class and other two classes are inliers. Total number of outliers in the dataset are 93 i.e. 2.46% of the total data points.
Sathe et al. [18] combined spectral techniques with local densitybased methods for outlier detection (LODES) and used Thyroid dataset in their work. They also reported performance of other methods such as LOF [2] , HiCS [10] , OutDST [5] and FastABOD [12] . Performance of our proposed method after 10 runs along with the other baseline methods is shown in the table 2. We got the secondbest performance out of all the method with minimal standard deviation. However, Sathe et al. [18] did not report their performance on AUPRC which we argue to be a better metric for outlier detection. On AUPRC, we got a mean of 0.5584 with a standard deviation of 0.0081 after 10 runs of the proposed method. Note that the standard deviation is small so the performance of the proposed Table 2 : AUROC of the proposed method after 10 runs and the other baseline methods as reported by [18] on the Thyroid dataset Figure 5 : Precision Recall curve of the proposed method on the credit card fraud detection dataset ordered by time of the transactions method is quite consistent in every run. Therefore, we show the AUPRC curve of one of the 10 runs in gure 1.
Credit Card Fraud Detection
In this section we do a thorough analysis of the proposed approach on the credit card fraud detection dataset available in Kaggle [4] . The dataset contains credit card transactions made in September 2013 by European cardholders in two days. It has 284,807 samples of which 492 samples are fraudulent transactions. The dataset is highly unbalanced as the positive class samples are only 0.172% of all data points. This dataset is anonymized and contains only numerical input variables which are the result of a PCA transformation. It has 30 features out of which the only features which have not been transformed with PCA are Time and Amount features. Time is the seconds elapsed between each transaction and the rst transaction in the dataset and Amount is the transaction amount. Class is the response variable and it takes value 1 in case of fraud and 0 otherwise.
Like previous experiments, we run our proposed algorithm 10 times and the results on AUPRC are shown in the gure 4. Note that the precision is high till recall of 0.4 and it drops after that. Therefore, we can identify 40% of the fraud cases with the proposed algorithm with high precision. This is very useful in industry setting where a high percentage of fraudulent transactions are detected without any manual judgement.
We compare our performance with the work of Pozzolo et al. [4] . They argued that for an extreme case of class imbalance such as this dataset, under-sampling can signi cantly improve the performance of the outlier detection algorithms. They showed the performance of Logit Boost, SVM and Random Forest for di erent values for the ratio of prior probabilities of two classes. Like most of the work in literature, they also chose AUROC as their metric and the results can be seen in the gure 5 of their work [4] . For all three base methods, the AUC is above 0.9.
We also calculated the AUROC for our method and the results are shown in the gure 6 and tables 3 and 4. Our mean AUROC is 0.8937 with a standard deviation of 0.033. However, as explained earlier, we believe for such an imbalance dataset, AUROC presents a misleading view of the performance of the outlier detection algorithm. To validate our claim, we also ran Isolation Forest [13] on the credit card fraud detection dataset. Isolation Forest builds a tree like structure by randomly selecting and then splitting feature to isolate every data point. Authors argue that the outliers are often closer to the root of the tree while the inliers are isolated at the deeper end. Isolation Forest gets comparable performance to the work of Pozzolo et al. [4] as shown in gure 7 and tables 3 and 4 but perform signi cantly worse than our proposed method on AUPRC as showed in the gure 3 and tables 3 and 4. This shows that algorithms that optimizes the area under the ROC curve are not guaranteed to optimize the area under the PR curve. This validates our claim that to get an accurate estimate of the performance of the outlier detection algorithm we should use AUPRC as the metric. It is possible to get good AUROC because of good performance on true negatives (non-fraudulent transactions) which is not as important as getting the true positives correct in a use case like credit card fraud detection. This is exhibited by Isolation Forest where it outperforms our proposed method in terms of AUROC but does signi cantly worse than the proposed algorithm on AUPRC.
Precision Recall curves of di erent runs of Isolation Forest on the credit card detection dataset is shown in the gure3. Note that Isolation Forest draws a xed number of samples to train each base estimator. Therefore, running it di erent times will result in di erent results because of the di erent samples drawn each time. To account for this behavior, we ran Isolation Forest 10 times just like the proposed method. Since, nth run of the proposed method is run on di erent dataset than the nth run of Isolation Forest we cannot plot the performance of two algorithm together for each run. Therefore, we have plotted their 10 runs separately as it is not possible to compare the two simultaneously.
We also conducted an experiment to address the issue of kmeans to the order in which data is presented. In credit card fraud detection dataset, one of the non-transformed features is time. Each data point has a time feature which is the time elapsed between that transaction and the rst transaction. We presented the data Table 4 : Mean and Standard Deviation of AUPRC and AUROC on credit card fraud detection dataset Figure 6 : ROC curves of di erent runs of the proposed algorithm using time i.e. as the transaction occurred and removed time from further analysis. We get an AUPRC of 0.2231. This performance of the proposed method is signi cant because in AUROC, there is an implicit baseline value of 0.5 which represents when the model has no information or predictive power. In AUPRC on the other hand, there is no such implicit baseline value. So, a baseline algorithm with no predictive power will ag everything as an outlier and it'll be right 0.172% times (number of positive samples in the dataset). Therefore, in our dataset a baseline model with no predictive power will have an AUPRC of 0.00172. As shown in the table 3 we get a mean AUPRC of 0.2656 with minimal standard deviation and for time ordered experiment we get an AUPRC 0.2231. In both cases it is a signi cant jump from the baseline model of no predictive power.
OBSERVATIONS
Since the credit card fraud detection dataset is transformed using PCA except for time and amount features, it is safe to assume that the individual dimensions are orthogonal to each other. We estimated variance captured by each dimension as a proxy for the information contained in the respective dimensions. As shown in table 6 rst six principal components (out of 28) contains about half of the information (47.31% of variance). So, we decided to plot the rst principal component against second, third against fourth and fth and sixth to get di erent views of the data. We plotted original data along with how our proposed algorithm does at di erent thresholds and is shown in the gure 8. The second row is of the original data showing how outliers are placed against inliers. As it can be seen that a good chunk of outlier are separated from inliers as evident in the plot of rst principal component against second. However, there are some fraudulent transaction that overlap with non-fraudulent transactions in all three views of the data. These data points are di cult to visualize as they overlap so positive ones are hidden behind the negative ones. To visualize that positive samples are there hidden behind the negative ones, we plotted only positive samples in the rst row. Since we plotted only the positive samples, the plots in the rst row are in a di erent scale than the plots in the rest of rows and they appear to be zoomed in. However, it is clear by looking into the plots in row 1 and 2 that there are overlapping positive and negative samples and only negative ones are shown in row 2.
It is clear that separating the outliers from inliers when they are overlapping will be really challenging for any algorithm. As shown in the third row of the gure 8, if we go with a threshold of 0.1 where we ag every data point with less than 0.1 score as outliers we get lot of true positives right with some false positives where outliers are separated from inliers. However, as expected algorithm has di culty separating inliers from outliers when they overlap. Therefore, we see a lot of false negatives. In this case an ideal method would be the one that can maximize the true positives while minimizing the false negatives. As we increase the threshold we see the number of false negatives going down but number of false positive keep on increasing. The right trade-o in this situation will depend on the application and domain. For instance, in situations where only xed number of recommendations can only be made for human judgements then we would want those recommendations to be high quality. Therefore, our goal would be to maximize precision in that case and choose a low threshold.
As a concrete example consider a use case where the team responsible for detecting fraudulent transactions has to make recommendation to the customer service team of the most likely fraudulent transactions that they can examine. In such use case we can only make limited recommendation due to limited resources and limitations of human judgement. We can observe that in gure 5 for a recall of 0.4, we have a precision of 0.1. Therefore, we can detect 40% of the 492 ( 200) outliers by manually examine only about 2000 data points. This is a huge gain as the total number of data points are 284,807 data points. We are getting great returns on the recommendations made using the proposed method. Di erent threshold can be chosen according to the requirement and capacity of the team.
Another use case would be if the team wants to build a training set for a novelty detection system or for learning a one-class classi er. One way in which novelty detection di ers from outlier detection is that in novelty detection the training dataset should not be contaminated. That is in ideal condition it should not have any anomalies or outliers. Our proposed method can be used to collect such pure dataset by selecting the data samples with high consistency score. In the credit card detection dataset we can observe that data points with high consistency score were largely true negatives as shown in table 5. Such training set can be used to learn good consumer behavior.
As can be observed from table 5 our proposed method is highly accurate in identifying true negatives or good consumer behavior. Our method can be immensely helpful as out of 284,807 samples we can safely rule out 139220 as true negatives based on threshold of 0.5. We will make few mistakes (29) that is acceptable in industry at this scale. Moreover, we can also identify about 40% of the false positives with recommending only about 2000 data samples.
CONCLUSION
In this paper we propose a method that shows tremendous potential in identifying outliers and pure inliers by assigning a consistency score to each data point. The proposed method assumes no prior knowledge of either the outliers or inliers. We showed that application of proposed method in di erent scenarios such as to make recommendation for potential outliers for further investigation with high precision and to create training sets for novelty detection algorithms. We also argued for a better evaluation metric and showed that area under the precision recall curve is better than area under the ROC curve. Lastly, we showed the e cacy of our method on both UCI datasets and a real world credit card fraud detection dataset. Table 6 : Percentage of variance captured by di erent principal components of credit card fraud detection dataset
