This paper surveys approaches to the discovery of patterns in biosequences and places these approaches within a formal framework that systematises the types of patterns and the discovery algorithms. Patterns with expressive power in the class of regular languages are considered, and a classi cation of pattern languages in this class is developed, covering the patterns that are the most frequently used in molecular bioinformatics. A formulation is given of the problem of the automatic discovery of such patterns from a set of sequences, and an analysis is presented of the ways in which an assessment can be made of the signi cance of the discovered patterns. It is shown that the problem is related to problems studied in the eld of machine learning. The major part of this paper comprises a review of a number of existing methods developed to solve the problem and how these relate to each other, focusing on the algorithms underlying the approaches. A comparison is given of the algorithms, and examples are given of patterns that have been discovered using the di erent methods.
Introduction
Recently it has become relatively cheap and easy to determine nucleotide and protein sequences, and a considerable number of sequences has been amassed, representing a total length of several hundreds of millions of symbols. Moreover there are many di erent databases containing such sequence data. The emphasis in genome projects has moved from the acquisition of sequence data towards the analysis of this data. The aim of the analysis is the extraction of all sorts of biological \meaning" of these sequences, for example concerning the evolutionary history of the respective macromolecules and their three-dimensional structure and function. One way of analysing the sequences is to group them into families, each family being a set of sequences believed to be biologically (i.e., evolutionarily, structurally or functionally) related, and for each family to try to nd common features or patterns. In this paper we survey methods for the automatic discovery of such patterns. Di erent kinds of patterns can be used for characterising sequences and the corresponding macromolecules. For proteins and protein sequences we should distinguish between sequence patterns and structure patterns. Structure patterns describe features of the three-dimensional structures of the macromolecules, and may also include information about the corresponding sequences. Sequence patterns describe pure sequence (syntactic) properties. In this paper we consider only sequence patterns, and also regard sequences and strings to be synonymous terms. For instance, C-x(2,4)-DE] is a sequence pattern matching any sequence containing a substring starting with C, followed by between two and four arbitrary symbols, followed by either a D or an E. This pattern is an example of a deterministic pattern (a deterministic pattern either matches or does not match a given sequence). Patterns may also be probabilistic, i.e., assigning a probability to the match between a sequence and the pattern. Examples of probabilistic patterns are pro les and Hidden Markov Models. Deterministic patterns are simple and pure mathematical concepts, and are easier to interpret than probabilistic patterns. On the other hand, probabilistic patterns have more modelling power. The goal of automatic pattern discovery is, given a set (family) of sequences, to nd new, a priori unknown patterns, that are common to (matches) all, or most of the sequences in the set. If it is discovered that a certain pattern matches all or most of the sequences in the famliy, then it is possible that the presence of this particular pattern plays a part in determining the biological function of the corresponding macromolecules. Also if we detect in a new sequence the presence of a pattern known to be characteristic for a certain family, then we can hypothesise that the new sequence belongs to that family, even if we do not know its biological properties yet. In this way patterns may be used for the classi cation of biosequences and for predicting their properties. A pattern is said to be diagnostic for a family if it matches all the known sequences in the family, and no other known sequences. Many of the known protein families have been collected in the PROSITE database (Bairoch, 1992) . For most of the families a diagnostic pattern is given; for some families, the pattern given is not perfectly diagnostic | it may fail to match some sequences in the family, and/or it may match some known sequences outside the family. For example, accession number PS00028 in PROSITE (release 13, November 1995) gives the zinc nger c2h2 family containing 279 proteins in SWISS- PROT (release 32, November 1995) . The pattern C-x(2,4)-C-x(3)-LIVMFYWC]-x(8)-H-x(3,5)-H matches all 279 known member sequences, but also 26 other sequences in SWISS-PROT. Powerful automatic pattern discovery algorithms may enable us to look for patterns in a large variety of potentially related biosequences. For example, such methods may be used to automatically construct patterns for the PROSITE database. These patterns are currently constructed semi-manually. Apart from the fact that this is a tedious process, this method does not guarantee that all the possible patterns are explored and that the best patterns are found. Another example of the use of pattern discovery algorithms could be the analysis of DNA sequences believed to be involved in gene regulation. More generally, one could possibly discover new and unexpected relationships and regularities in biological sequences. Thus pattern discovery methods may prove to be an important tool for knowledge discovery and data mining in biosequence databases. In this paper we consider the problem of the automatic discovery of deterministic patterns in biosequences. This is a machine learning problem, namely that of extracting general rules from particular instances. In this context, the pattern is the general rule and sequences are the instances of the rule. Given a set of positive examples (sequences in some family), and possibly a set of negative examples (sequences not in this family), the problem is to nd patterns matching the positive examples and not the negative examples (if given). Many nontrivial and interesting methods have been developed for this problem and it would appear that the eld would bene t from some systematisation. For this reason, we have designed a framework consisting of the following ve dimensions. The rst is based on formulating the problem of pattern discovery in the framework of machine learning, e.g., the pattern discovery problem is related to learning from only positive examples, from both positive and negative examples, and to learning from noisy data. Second, we de ne a pattern language that e ectively includes most of the deterministic pattern languages used in biocomputing, and by restricting this general language we can obtain pattern languages studied by particular authors. The third dimension is based on the formulation and study of the concept of a tness measure describing how well a discovered pattern ts the training data as well as rating our a priori belief in the patterns. Fourth, the pattern discovery algorithms can be rated according to whether they are guaranteed to nd the patterns of the highest tness or not. Finally, along the fth dimension, we divide the pattern discovery algorithms themselves depending on the algorithmic paradigms underlying them. We distinguish between algorithms that are based on the enumeration of possible patterns and on choosing the ttest ones (patterndriven or PD), algorithms based on looking for common parts in sequences (sequence-driven or SD), and algorithms based on a combination of these paradigms. The structure of this paper is as follows. In section 2 we describe the rst four dimensions of the framework. We also give a discussion of whether or not the pattern languages used give su cient expressive power to describe the crucial biological features of the sequences. In section 3 we de ne the PD and SD approaches to pattern discovery, and also describe ways of combining these approaches. A survey is given of many of the currently known automatic pattern discovery methods. We place each of the surveyed methods within the common framework, and furthermore we identify the main algorithmic ideas of each method and show how these ideas relate to each other. In Appendix A we present some basic information about the speci c existing algorithms, and in Appendix B we give examples of the results of computational experiments, and samples of the patterns which have been discovered, for some of the existing methods. These experimental data are taken from the papers describing each of the methods. We conclude with a discussion of the possibility of establishing some benchmarks in the area of pattern discovery in biosequences.
2. De nition and discussion of the problem.
In this section we formulate the problems related to learning from biosequences. After giving a semi-formal speci cation of the problems, we sketch a three step approach to solving these problems, and discuss each step separately.
The formulation of the problems
Let F + be a set of sequences corresponding to a set of proteins sharing de nite functional or structural properties (e.g., containing the same type of protein domain). We say that F + is a family. The set F + is a subset of the total set of all possible strings over the amino-acid (or nucleotide) alphabet . The sequences in F ? = ? F + constitute the set of sequences outside the family. This is sketched in gure 1. Note that while all sequences in F + correspond to biological macromolecules, there may be sequences in F ? not corresponding to such molecules.
For example, not all sequences over the amino-acid alphabet correspond to foldable proteins. The training sets are in dark colour. In the left column, both positive and negative examples are given, while in the right column only positive examples are given. In the top row, clean training set can be assumed, while in the bottom row clean training set cannot be assumed.
function will be called a string function. Let g be a string function de ned as follows:
We will call g a characteristic function for the family F + . The basic problem studied in this paper is that of automatically nding string functions f approximating the characteristic function g for the family F + . An algorithm for solving this problem takes as input a training set consisting of positive examples, which are sequences from F + , and optionally negative examples, which are sequences from F ? . This is a machine learning problem, namely that of learning a general rule from a set of examples. When both positive and negative examples are given, we call it the classi cation problem, and when only positive examples are given, we call it the conservation problem. These problems are discussed below, and several more formal problem de nitions are given, each with di erent assumptions about the training set. We discriminate between the case when the training set is assumed to be correct (clean data), and the case when there may be errors in the training set (noisy data). These di erent situations and the corresponding problem de nitions are illustrated in gure 2.
Classi cation problem
Suppose we are given a set of sequences S + believed to be members of a family F + , and a set S ? of sequences believed not to be members, i. C1a: nd compact \explanations" of known sequences, and C1b: try to predict the family membership of yet unknown sequences.
In reality sequences come from biological experiments and may contain errors (Kristensen, et al., 1992) , as well as may possibly have been wrongly included in the set of positive or negative examples. Therefore in general we cannot assume clean input and we should allow for some noise in the training set. In the noisy case, it is di cult to formulate all the aspects of the problem precisely. Unlike the case C1, we cannot select the classi er functions only from those which return correct TRUE/FALSE values for the entire training set. We need to nd a balance between how well the classi er function ts the training set (i.e., how much is meant by \most"), and our a priori belief in how likely it is that di erent functions are able to correctly classify new sequences. The ways of assessing the latter are discussed later.
Conservation problem
Sometimes it is useful to nd features common to a family of sequences, even if they are not unique to the family. In this case we do not want to construct a classi er function, but rather a function showing what is characteristic of the family. We call such a function a conservation function.
Let us say that a function is conserved in a set of sequences S if it returns TRUE for all sequences in S. Also, we say that a conservation function is interesting if it has a low probability of returning TRUE for random sequences 1 , one function being more interesting than another if it has a lower probability of returning TRUE for random sequences.
C2: Suppose there exists a set of sequences F + . Given a set S + such that S + F + , nd interesting string functions (i.e., having low probability of returning TRUE for random sequences) that return TRUE for all sequences in S + and have high likelihood of returning TRUE for the sequences in F + . Note that an instance (S + ) of the conservation problem is closely related to an instance (S + ; S ? ) of the classi cation problem where S ? consists of random sequences outside F + . A method for solving the classi cation problem should be used if a classi er function is wanted in cases where there are sequences outside the family F + that are very similar to sequences in that family.
N2: Suppose there exists a set of sequences F + . Given a set S + such that S + \F + is small 2 , nd interesting string functions (i.e., having low probability of returning TRUE for random sequences) that return TRUE for most sequences in S + and have high likelihood of returning TRUE for the sequences in F + .
In order to solve the problems C1-N2 we will split them into three subproblems.
1. Find a good class of string functions from which the approximating function f is chosen for a particular real-world problem. We call this class the solution space, hypothesis space, or target class. 2. De ne a ranking of the solution space, evaluating how good each function is for the given training set (i.e., how likely it is to approximate g). We call it a tness measure.
3. Develop an algorithm returning those classi er functions from the given solution space that rate high enough according to the tness measure.
The success in solving the prediction part of the problems depends on how successfully we chose the solution space and tness measure, even if the algorithm is perfect in the sense of nding all the ttest patterns. In the next section we discuss possible solution spaces.
Solution spaces.
We have de ned string functions as predicates returning TRUE or FALSE values. However, it is possible to generalise the de nitions of string functions so that they return real values indicating the likelihood (or probability) that a given sequence belongs to a given family. A possible classi cation of di erent functions ranging from probabilistic to deterministic ones, has 1 We assume some distribution for random sequences, for example we assume that the symbols in the sequences are independent and identically distributed (i.i.d.), i.e., pa = 1 j j . Alternatively the frequencies of the symbols (in the training set, or in a database of nucleotide/protein sequences) can be used to de ne the symbol probabilities, i.e., pa = fa. 2 The distinction between Hidden Markov Models (HMMs), Bayesian Networks, Templates and pro les is not strict, and depends on the detailed de nitions of the models and the pro les used. Each of these models have application elds for which it is better suited. More on the statistical functions can be found in (Krogh et al., 1994; Baldi et al., 1994 ) (on Hidden Markov Models), (Gribskov, et al., 1987; Bucher and Bairoch, 1994 ) (pro les), and (Chan, et al., 1992) (alignments). Some authors have used maximum likelihood models for nding good blocks 3 (Lawrence and Reilly, 1990; Lawrence et al., 1993; Bailey and Elkan, 1995; Bailey, 1995) . Here we focus on the deterministic end, and particularly on patterns with expressive power within the class of regular languages.
Input alphabets
The ways of de ning string functions will depend on the properties of the input alphabets. There are di erences between nucleotide (DNA/RNA) and protein sequences that should be taken into account. Protein sequences are sequences over a 20-letter alphabet p = f A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y g. Nucleotide sequences (DNA/RNA) are sequences over 4-letter alphabets DNA = fa,t,g,cg; and RNA = fa,u,g,cg:
The set of amino acids p may be grouped in classes K 1 ; : : : ; K n in di erent ways according to their physio-chemical properties, e.g., in AACC (Amino Acid Class Covering) hierarchical groups taken from (Smith and Smith, 1990 ) (K 1 = fD,Eg, K 2 = fK,R,Hg, K 3 = fN,Qg, K 4 = fS,Tg, K 5 = fI,L,Vg, K 6 = fF,W,Yg, K 7 = fCg, K 8 = fMg, K 9 = fA,Gg, K 10 = fPg, K 11 = fD,E,K,R,H,N,Q,S,Tg, K 12 = fI,L,V,F,W,Y,C,Mg, and K 13 = p ), or using Venndiagrams (Taylor, 1986) , or in some other way. Also, substitution matrices, e.g., PAM (Dayho , 1978) , and Blosum (Heniko and Heniko , 1992) , can be de ned giving statistics for each pair of amino acids for how often they are found in equivalent positions in proteins that are within a certain evolutionary distance. Similar groupings and scoring matrices can be used in analysis of nucleotide sequences, however this, seems to play a less important role than in protein sequence analysis. Both protein sequences and nucleotide sequences can be translated into smaller alphabets. Such a translation is called an indexing, and is obtained by making a partition 4 of the basic alphabet , and translating symbols in the same partition into the same symbol in the reduced alphabet. For example, amino acids are either hydrophobic, neutral, or hydrophilic, and can be mapped onto a three-symbol alphabet hydro = f+; 0; ?g (e.g., (Karlind and Ghandour, 1985; Arikawa et al., 1992) This does not apply, however, to the character b i standing for the whole , which is usually denoted by x (or sometimes by ), e ectively meaning the wildcard (or don't-care) character. Here we will use x for the wildcard. Wildcards are sometimes also referred to as spacers. Let x(p; q), where p and q are non-negative integers and p q, be a wildcard of length from p to q, and let L(x(p; q)) be de ned as a set of all words over of length between p and q, i.e., L(x(p; q)) = f 2 jp j j qg. Let X be the set of all objects of the form x(p; q). The class of languages that can be expressed using generalised regular patterns is a subset of regular languages. From now on, by`pattern' we will understand a generalised regular pattern. We introduce the following pattern classi cation based on limiting the pattern alphabet to di erent combinations of sets , , X, and f g, and limiting whether the symbol can appear in an arbitrary place in a pattern, or only at the beginning and at the end. For patterns where can appear only at the beginning and at the end, i.e., for patterns of the type = 0 , = 0 , and = 0 we will distinguish between the following cases restricting the alphabet of 0 :
In the second case when can appear in an arbitrary place we de ne classes:
Note that these classes can be partially ordered in a lattice, A being the bottom element and I the top element. The class A corresponds to substring patterns, and the class G to regular patterns of Shinohara (1983) . The class F corresponds to the class of patterns most frequently used in the PROSITE database. In PROSITE notation, the leading and closing symbols are not used, being written simply as . The notation permits attachment of the pattern to the beginning or end of a sequence by using a leading < or closing > symbol, thus becomes < >.
Any of the classes containing the alphabet can be further re ned by choosing a particular alphabet (i.e., particular subsets K 1 ; : : : K n ). We can also restrict the solution space by considering patterns of a speci c (or up to a speci c) length.
De ning the string functions via patterns
The simplest way to de ne a classi cation (conservation) function using a pattern is
An extension of this approach is to allow for approximate matching between the pattern and the string. A measure of the distance between two strings can be used (e.g., edit or Levenshteins distance (Levenshtein, 1966) ). If dist ( 1 ; 2 ) is the distance between two strings 1 , and 2 , then the distance between a string and a pattern can be de ned as Dist( ; ) = min 0 2L( ) dist( 0 ; ): Hence the de nition of classi er/conservation function f can be generalised to include approximate matching:
for some given constant const. More advanced distance measures, involving use of amino acid substitution matrices (Dayho , 1978; Heniko and Heniko , 1992) and di erent ways of penalising gaps, have also been used, for example in database similarity search programs, e.g., (Altschul et al., 1990; Lipman and Pearson, 1985) .
Patterns can also be used for de ning classi cation/conservation functions in more complicated ways than just exact (a), or approximate (b) membership of a language. We are aware of two more ways reported in the literature: c membership to a union of pattern languages, i.e., f( ) = TRUE, if 2 L ( 1 ) : : : L( n ) where 1 ; : : : ; n are patterns of some class (Arimura et al., 1994; Shoudai et al., 1995; Brazma et al., 1996b) . d using decision trees over patterns (for the de nition of a decision tree see (Arikawa et al., 1993) ).
Method c is useful when a family contains several subfamilies and whilst there is a strong conserved pattern in each subfamily, the family as a whole share only a weak conserved pattern.
Note that the learning of unions of patterns languages from positive examples is closely related to unsupervised learning { the task of simultaneously nding a set of patterns, and subfamilies (i.e., subsets) of the training set, so that each subfamily shares a distinct pattern.
Since most of the information about the function for the considered classes of string functions is given by the underlying patterns, we will from now on often refer to patterns instead of functions.
Do the solution spaces give su cient expressive power?
The PROSITE database contains many examples of protein families which have diagnostic consensus patterns of the type de ned above. For example, the zinc nger proteins all have cysteine or histidine amino acids in certain positions. In these cases, the class of generalised regular patterns may be su cient. In many other families the features conserved between the sequences are more subtle. Probably there does not exist any consensus pattern diagnostic for the helix-turnhelix family. Patterns of correlations exist (e.g., pseudo-knots in RNA secondary structures) that give crossing dependencies taking us even beyond what can be compactly described using context-free grammars.
The choice of a target class C for our approximation functions f (i.e., the rst part of our approach) is a trade-o between what classes of functions are expressive enough to allow description of the crucial biological features of sequences, and for what classes of functions we can develop an e cient algorithm for nding string functions from examples, i.e., what classes can be learned e ciently. For a particular problem, we want to choose a class C as small as possible for e ciency reasons, but at the same time C should be expressive enough to contain a function f approximating g as de ned by equation (1) at the beginning of this section.
After we have chosen the solution space C, the problem of nding the function f from positive and negative examples S + and S ? has some similarity to PAC-learning (probably approximately correct learning) (Valiant, 1984; Shinohara and Arikawa, 1995) . The di erence between our case and PAC learning is that PAC learning requires approximation within any given precision, while in our case it may not be possible. Also, a potentially in nite number of examples are assumed to be available in PAC learning, while in our case we have only a nite number of examples, and frequently this number is quite small. Moreover, it is possible that the shortest description of any good approximation function f is simply a comprehensive collection of all the positive examples. In this case, the task of learning from biosequences is not so much that of approximating a hypothetical function g, but rather just discovering interesting properties of g.
Ranking discovered patterns and functions
In most of this subsection we assume that a conservation or classi cation function is de ned directly from a single pattern using method a (exact match) or b (approximate match). In this way we are able to talk about ranking patterns instead of string functions, thus making it easier to relate the discussion to papers describing pattern discovery methods.
Our aim is to nd a pattern such that the string function f de ned by is as close as possible to the characteristic function of the family (as de ned by equation (1)). However, as the characteristic function is unknown (note that we have only a part of the family known), we have to nd an indirect way of evaluating patterns from the training set and their syntactic form. In practice, a tness measure is de ned as a function F( ; S) ! R that takes two arguments and returns a real. The rst argument is a pattern from a particular pattern class. The second argument is the training set. The value of the function should show how good the pattern is in respect to the training set. Sometimes the values can be normalised to 0; 1].
If we have chosen a very restricted solution space (e.g., based on patterns of class A of a xed length), the tness measure can be very simple, particularly in the case of clean data. It can have just two values 0 and 1, assigning 1 to the patterns matching all the positive example sequences, and none of the negative example sequences for the classi cation problem. In the noisy case, we can use this simple two value tness measure by assuming a certain maximum level of noise (say, 30%), and assigning 1 to the patterns correctly classifying at least the remaining portion (i.e., 70%) of the training set. A weakness of using a 0/1-valued function is that the approach then depends heavily on the choice of the noise threshold. Instead of using 0/1-valued function we can use a function that increases continuously with the number of sequences matching the pattern. For instance, for the classi er problem such a tness measure F 1 can be based on how many of the respectively positive and negative examples match the pattern P. For each of the candidate string functions f 1 ; : : : ; f n , we count the number of false positives (F P), i.e., s 2 S ? and f(s) =TRUE, and false negatives (F N), i.e., s 2 S + , and f(s) = FALSE. We also de ne the number of true positives (T P) as the number of sequences s in S + for which f(s) =TRUE, and the number of true negatives (T N) as the number of sequences in S ? for which f(s) =FALSE. The sensitivity of a function f (Lathrop et al., 1993) can be de ned as Sn(f) = TP TP + FP (2) Similarly, the speci city of the function can be de ned as
The proposed functions may be ranked according to their sensitivity, speci city, or to some combination of both 5 . We rely heavily on the choice of the solution space in the case of the described tness measures, as they rate equally all the patterns matching the same portion of the given sequences. If we choose too general a solution space, for instance including the regular expression s2S + s, then, particularly for the conservation problem, it can lead to over tting the training set and the string functions obtained may be not useful at all for prediction. The heavy burden of making the right choice of the solution space can be relieved by using a more subtle tness measure that depends not only on how well the pattern ts the training data, but also includes as a factor some a priori rating of the patterns. For instance, we can express the tness measure as F( ; S) = F 1 ( ; S) F 2 ( ), where F 1 ( ; S) shows how well the pattern ts the training data and F 2 ( ) gives an a priori rating of the pattern. The a priori rating F 2 can be based on Occam's razor principle (see (Hutchinson, 1994) ), which says that when several theories explain (past) observations equally well, the simplest theory is better. It is possible to prove formally that under certain assumptions the simplest patterns are likely \to predict the future better". In the case of the classi cation problem the evaluation can be based on Occam's Razor rather directly: simpler patterns correctly classifying the same number of examples should be a priori rated higher. Concretely, we can de ne F 2 ( ) as the reverse to the number of bits needed to describe the pattern . The dependence on the training data, in this case, can still be a 0/1-value function: F 1 ( ; S) = 1, if the function classi es (is conserved) the given percentage of sequences in the training set correctly, F 1 ( ; S) = 0 otherwise.
In the case of the conservation problem we want to rate a priori higher the patterns that are more \interesting" in the sense of the de nition in section 2.1.2, i.e., that have smaller likelyhood of matching a random sequence. For this we can use the information content of the pattern (Jonassen, et al., 1995) for a priori rating. Information content means the amount of information provided by the knowledge that the pattern matches a sequence. Amongst the patterns that match the same number n of sequences, we give a higher rating to the ones with a greater information content. This may paradoxically seem to be the opposite of Occam's Razor principle, since it will generally rate more complex patterns higher. Nevertheless the Occam's Razor is used here: since we are not given any negative examples, we assume that all random sequences are equally likely to serve as negative examples. A more obvious way of applying Occam's Razor principle for conservation problem is through the minimum description length principle, discussed later. Another way of de ning the tness measure for the conservation problem is based on the statistical signi cance of the patterns (e.g., (Waterman, et al., 1984; Staden, 1989a; Neuwald and Green, 1994; Sewell and Durbin, 1995) ), de ned as follows. Suppose p 1 ; : : : ; p n are patterns such that each p i matches a subset S i of S + . Then, for a pattern p i , the pattern probability is the probability that p i matches at least jS i j out of jS + j random sequences (of the same length and 5 One possible combined measure is the correlation coe cient between two sets; (1) the set of sequences in S+, and (2) the set of sequences in the set S+ S? for which the function f returns TRUE. The correlation coe cient is C = (T P TN ? FP FN)= p (T P + FP) (F P + TN) (T N + FN) (F N + TP); which is 1:0 when there are no false positives or negatives, 0:0 when f is random with respect to S+, and S?, and ?1:0 when there are only false positives and false negatives.
composition as the sequences in S + ) purely by chance. In this analysis the sequences and the sequence positions are assumed to be independent. The pattern signi cance can be de ned as the reverse of the pattern probability, thus patterns having lower probability should be ranked higher. Note that statistical signi cance of the pattern will increase either if the information content of the pattern increases or if the pattern matches more sequences. In this way both aspects of the tness measure are taken into account. A closely related way is to measure the information content of the block de ned by the substrings in the training set matching a pattern (Lawrence et al., 1993; Staden, 1989b) . A problem in this case is that a relatively small number of very similar sequences can result in a block of a large size. Therefore the assumption of some minimal number of sequences needed to match the pattern is still required. A way of avoiding this is considered in (Jonassen, et al., 1996) . A direct way to apply Occam's Razor principle for the case of conservation problem is based on the minimum description length (MDL) principle (Rissanen, 1978; Li and Vitanyi, 1993; Brazma, et al., 1996a) , which gives a tness measure easily applicable to the problem of unsupervised learning. Considering string functions de ned from a pattern (a in our classi cation) or a set of patterns (c), the MDL principle says that the best pattern (or set of patterns) is the one that minimises the sum of the length (in bits) of the description of the pattern(s); and the length (in bits) of the sequences when encoded with the help of the pattern(s).
Such a tness measure for conservation functions de ned by unions of patterns is developed in (i.e., case c) . A coding scheme is introduced using PROSITE type patterns for compression of sequences. The tness value of a conservation function is de ned to be proportional to the compression of the training set that can be achieved using the set of patterns de ning the function. It is shown that this tness measure can be expressed as the sum of the information contents of each pattern (Jonassen, et al., 1995) times the number of sequences matching the respective pattern, minus a correction independent of the number of matched strings.
Search algorithms and guarantees
The speci cations of the problems C1 -N2 are rather informal, leaving a number of notions unde ned, including \high likelihood" and \most sequences". In practice, any learning algorithm for solving these problems is e ectively designed for a speci c target class C and uses a speci c tness measure F. The input of such an algorithm is the training set S, and the algorithm is required, given the training set S, to produce a set of patterns P from the class C such that the tness value F( ; S), for 2 P, is \relatively" high. If it can be proved that the algorithm will produce the speci ed portion of the patterns with the highest tness value F( ; S) among all the patterns in C (i.e., either the ttest pattern, or a given number or percentage of the ttest patterns, or all the patterns with a tness higher than a given constant), then it is said to be guaranteed to nd the best pattern (or best patterns).
The success in the prediction of the properties of unknown sequences (i.e., in nding a good approximation function f) relies on choosing an appropriate pattern class C and a good tness measure F. Evaluating this is outside the scope of a mathematical de nition, and should rely either on experimental evaluation or on the judgement of an expert. A set of sequences excluded from the training set may be used as a test set in order to evaluate how good the discovered patterns are at predicting family membership of unknown sequences. This is a standard evaluation method used in experimental machine learning, however, the number of known sequences is too small for the performance of this kind of experiment for most families known at present. In order to test a new method for pattern discovery, it can also be applied to well known families to show that it is able to recover already known conserved patterns. The ultimate test of the signi cance of the pattern, however is its correspondance to some region conserved in the family for structural or functional reasons.
Various algorithms for nding classi cation or conservation functions having high tness according to the given measure from the given class are discussed in the next section.
Algorithms for pattern discovery
In this section we rst discuss algorithms for nding classi cation and conservation functions de ned directly from generalised regular patterns using methods a and b (the exact and approximate match of a pattern) given in Section 2.2.3. Most of the algorithms described below, are for the discovery of patterns exactly matching some subset of the positive examples (see also the table given in appendix A). At the end of the section we brie y describe methods for nding functions de ned using unions and decision trees of patterns (methods c and d).
At the highest level, we can divide the pattern discovery algorithms in two groups. The rst, which we call pattern-driven (PD) approaches, is based on enumerating candidate patterns in a given solution space and picking out the ones with high tness. The second, which we call sequence driven (SD) approaches, comprises algorithms that try to nd patterns by comparing the given strings and looking for local similarities between them. For instance, an SD algorithm may be based on constructing a local multiple alignment of the given sequences and then extracting the patterns from the alignment by combining the segments common to most of the sequences. The advantage of the PD approaches is that in this way it is possible to guarantee nding the best patterns up to some limited size (by pattern size or length we understand the minimal mumber of bits needed to describe the pattern), almost regardless of the total length of the examples. The reason for this is that it is usually possible to organise the algorithm so that it is linear-time in this length. On the other hand the size of the pattern-space is exponential in the length of the patterns. PD algorithms guaranteed to nd the pattern with the highest tness value, have worst case time complexity exponential in the length of the patterns. Thus, PD algorithms can be guaranteed to nd only patterns of limited size. It is also possible to combine PD and SD approaches in a single algorithm. It may be possible to discover patterns of an almost arbitrary size by SD algorithms. A weakness of the SD approach is that in general it is impossible to guarantee optimality of the results without sacri cing e ciency. The reason for this is that the algorithmic problems on which precise comparison of multiple sequences can be based (e.g., the problem of constructing the optimal multiple alignment or nding the longest common subsequence) are NP-hard (Wang and Jiang, 1994; Garey and Johnson, 1979) , and therefore SD approaches have to be based on heuristics. In general SD algorithms tend to work well if the sequences are su ciently similar.
In the following subsections we describe in more detail the basic ideas of PD, SD and combined approaches to pattern discovery. When discussing time-complexity of the algorithms we will use n for the number of sequences, l for the average length of the sequences, and L for the total length of the sequences. We will not give precise time-complexity evaluations for all algorithms systematically, since this would often require to explain the algorithms in more detail than a ordable for the lenght constraints, also detracting the reader from the main algorithmic ideas. We present the basic information about each algorithm separately in Appendix A, and present some sample patterns discovered by some of the algorithms in Appendix B.
Pattern driven approaches
The general framework of pattern driven algorithms can be formulated as follows:
de ne the solution space C (i.e., a set of patterns) and the tness measure, enumerate the patterns in the solution space, calculate the tness of each pattern with respect to the given examples, report the ttest patterns.
The most straightforward implementation of the PD approach is explicit enumeration of all the patterns from the pattern space one by one. For instance, if the patterns are subwords (i.e., of the class A de ned in section 2.2.2) of length 3 in the alphabet fa, c, g, tg, and if we use f0; 1g as a value of tness measure, assigning 1 to the patterns that correctly classify the given portions of the training sequences and 0 to the others, then the algorithm can enumerate all the words aaa, aac, aag, : : : ; ttt, calculate their tness by counting in how many examples each is present, and output the words that have the tness value 1.
In the simplest case of substring patterns (class A) this approach was rst applied in the early 1980's (Queen, et al., 1982; Waterman, et al., 1984) and later in (Staden, 1989b) . The search space is limited to xed length patterns and the algorithms count the number of sequences in the training set that approximately match the pattern 6 . For a priori ranking of the patterns, Waterman et al. (1984) estimate the statistical signi cance of the discovered patterns, while Staden (1989b) calculates a measure of the information content of the block consisting of the segments that approximately match. Recently, Wolferstetter et al. (1996) have used a similar method (their tness measure based on information content of the pattern) coupled with a userfriendly Web-interface for discovering conserved motifs in genome regulatory regions. The time complexity of these algorithms is linear in the total lenght of the sequences and exponential in the lenght of the patterns. The straightforward enumeration approach can be easily extended to more complicated patterns. Smith et al. have used this approach for discovering patterns containing characters from the basic alphabet and wildcards (Smith, et al., 1990 ). The algorithm enumerates all possible patterns consisting of three conserved positions with constant spacings within a pre-set range, i.e., patterns in class B from section 2.2.2. The patterns considered can be written in the form a 1 -x(d 1 )-a 2 -x(d 2 )-a 3 , where a 1 , a 2 , and a 3 are characters from the basic alphabet, and d 1 and d 2 are the number of wildcard characters x in between them (for instance, H-x(2)-A-x(6)-G is such a pattern). In this case, only the numbers of sequences that exactly contain the pattern are counted. The user provides the minimum number of sequences that should contain the pattern in order for it to be considered. The patterns are evaluated using a heuristic tness measure, and the patterns with the highest tness are reported in the end. The time complexity of this part of the algorithm is O(d 2 L), where d is the miximal value of d 1 and d 2 . (Smith, et al., 1990 ) also uses elements of the SD approach to extend the patterns found by enumeration (see section 3.3 and appendix B). An interesting extension of this method has been reported in (Suyama, et al., 1995) , which in addition permits the discovery of patterns containing exible length wildcards (i.e., patterns of the class E).
An obvious problem in this straightforward enumeration is that of e ciency. The size of the search space for patterns of length l grows as O(j j l ). However, the number of patterns can be reduced if we impose some restrictions on the pattern class. For instance, in the method of Smith et al. (1990) there are 20 10 20 10 20 = 800000 candidate patterns of the type a 1 -x(d 1 )-a 2 -x(d 2 )-a 3 to be checked if the distance range is 10 (i.e., 0 d 1 < 10 and 0 d 2 < 10) and a i 2 p . However this number becomes impractical for more general pattern classes. Therefore some method for pruning the solution space, either by a provably accurate method or by using heuristics should be found if we want to increase the size and complexity of the patterns.
Methods for pruning during the search
A rigorous approach for pruning the search space can be based on representing it as a tree and pruning the subtrees rooted with patterns having a tness under some threshold. For instance, if we are looking for simple patterns (i.e., of the class A) in the alphabet fa,c,g,tg, then a part of the pattern space can be represented as the tree in gure 3. This tree can be traversed in either a breadth-rst or a depth-rst manner; both of these ways have been explored by Sagot et al. (1995b) . The breadth-rst approach can be more time-economic in practice because the pruning of the search tree can be more e cient than in depth-rst search. For instance, for a substring act to be present in a su cient number of sequences, both substrings ac and ct should have been found earlier if the search is done breadth-rst. If depth-rst search was used, we would only require that the substring ac should have been found earlier. Unfortunately breadth-rst search can realistically only be applied to very short patterns, because the number of the patterns to be remembered grows very fast using Figure 3 : Pruning of the search tree. If, for instance, we have found that a substring tga is not present in su ciently many sequences, then there is no need to look for any of tgaa, tgac, tgag, tgat. If, on the other hand, the substring tgc has been found in a su cient number of the sequences, then one can hope that at least some of the substrings tgca, tgcc, tgcg, tgct may also be present in these sequences.
this method. Therefore for practical purposes depth-rst search is used.
A very e cient implementation of this idea for substring patterns is the Karp-Miller-Rosenberg (KMR) (Karp, et al., 1972) algorithm 7 . The idea is extended by Sagot et al. (1995b) to nd more complicated patterns of class C containing symbols denoting groups of the basic alphabet.
Unfortunately, the e ciency of the algorithm decreases when amino acid symbols are present in many groups. Also, if some groups are very large (containing many basic symbols) this slows the search because extending patterns with such symbols often produce conserved patterns, and hence large parts of the search tree have to be explored. For this reason (Sagot, et al., 1995b) does not allow wildcard characters. On the other hand it can be seen that dealing with wildcard characters should be quite easy. For instance, if we have found that the tness of the pattern tgc is high enough, then by using wildcards the patterns can be potentially extended not only to patterns tgca, : : :, tgct, but also to patterns tgcxa; : : : ; tgcxt; tgcxxa; : : : ; tgcxxt; tgcxxxa; : : : ; : : : and each of them should be checked for tness. Neuwald and Green (1994) presents a method using this approach. They apply a pruning mechanism based on a measure of statistical signi cance of the patterns, avoiding to explore extensions of patterns with low signi cance thus speeding up the depth-rst search signi cantly. Also, they introduce a new, so-called block data structure and use this to very e ciently nd the set of substrings matching each pattern. Neuwald and Green allows group characters in patterns (i.e., the alphabet ) for groups consisting of pairs of amino-acids, hence giving patterns of class D.
In a later paper, Sagot and Viari (1996) have presented an alternative approach, which uses a depth-rst search to discover patterns containing ambiguous symbols as well as wildcards. In principle one need not specify beforehand which groups of letters are to be used in ambiguous pattern positions. In practice this works for nucleotide sequences, however, for protein sequences (where there are 2 20 ? 1 possible non-empty groups) one needs to de ne a priori the character groups to be used. For each possible group one can set an upper limit on the number of occurrences of this group in a pattern. Together with a constraint on the minimum percentage of sequences to contain a pattern, this is used to prune the search. Also, if two patterns match the same sequence segments, and one is a generalisation of the other, only extensions of the least general pattern is explored further. The time-complexity of this algorithm is O(Lkg k ), where g is the maximal number of character groups containing the same letter. Jonassen et al. (1995) describes an algorithm where the use of a depth-rst search strategy combined with the block data structure introduced in (Neuwald and Green, 1994) , is pushed even further. This algorithm is able to discover patterns having both ambiguous positions (groups of amino acids) and exible spacings (gaps), giving patterns in the class F. The user de nes restrictions on the kind of patterns that can be discovered, e ectively de ning a subclass of F. The algorithm sets out to nd all patterns in this subclass matching at least some minimum number N min of the positive sequences. The search tree is pruned so that extensions of patterns matching less than N min sequences, are not analysed. The algorithm works in two phases, and normally during the rst phase only patterns consisting of single letter positions and wildcards 7 The KMR algorithm can be adapted for nding all substrings present in at least k out of the given n sequences in time O(N log N), where N is the total length of the sequences. Note that the same task can be solved in time O(N) by generalised su x trees.
are considered. The best patterns found during the rst phase are passed on to a second phase where they are subjected to an either exhaustive or heuristic search where ambiguous pattern symbols might be added. A tness measure for patterns is de ned, and the algorithm is guaranteed to nd the highest scoring patterns within the subclass of F that match at least N min of the positive examples.
In addition to using an SD-element to limit the search space (see section 3.3.2), Jonassen (1997) also introduces branch-and-bound and heuristics to make the pruning of the search tree more e cient. This speeds the search signi cantly, especially for sets of quite similar sequences. In both (Jonassen, et al., 1995; Jonassen, 1997) an SD element is used to specialise patterns discovered in the depth-rst search. Experiments clearly show that pruning the search space in combination with e cient data structures substantially increases e ciency of the algorithms. Nevertheless the algorithms are still worst-case exponential in the length of the patterns, and no nontrivial speed-up over the straight-forward algorithms has been proved theoretically. Note that although all the algorithms reported here are for the conservation problem, the same algorithms can be used for the classi cation problem by using an appropriate tness measure. This has been used for instance by (Ogiwara et al., 1992 ).
Sequence-driven approaches
The common elements of the sequence driven approaches can be summarised as follows: For sequences s 1 ; : : : ; s k 2 S + , make sets P fs 1 g = fs 1 g; P fs 2 g = fs 2 g; : : : ; P fs k g = fs k g.
Iterate: choose i and j in some given way and combine the sets P S i and P S j into a new set P S i S j such that P S i S j is a set of patterns with high tness that matches all (or most of the) sequences from S i S j . In general more than two sets may be combined in one iteration step.
In the end we obtain a set P S + of patterns conserved in S + (or in most of S+).
For example, suppose we are given three sequences: s 1 = AWCEFGHJKLM (4) s 2 = EFGOPAWRJKLS (5) and s 3 = TAWUVOPHJKL (6) According to the SD approach, we make three initial sets of patterns P fs 1 g = fAWCEFGHJKLMg, P fs 2 g = fEFGOPAWRJKLSg, and P fs 3 g = fTAWUVOPHJKLg. Suppose, for instance, that the chosen order for joining these sets is that rst P fs 1 g and P fs 2 g are joined and then the result is joined with P fs 3 g . Further, let the method of choosing the common patterns be such that after the rst step we get a set of two patterns P fs 1 ;s 2 g = f*AW*JKL*; *EFG*JKL*g (note that both these patterns match s 1 and s 2 , and that both patterns are the longest in the sense that no extension matches s 1 and s 2 ). In the next step, joining P fs 1 ;s 2 g with P fs 3 g , the algorithm may detect that only the rst pattern: *AW*JKL* is shared by the third sequence and hence will obtain P fs 1 ;s 2 ;s 3 g = f*AW*JKL*g. This pattern is the ttest in the sense that it is the longest regular pattern that matches all three sequences. Various SD methods di er in 1. the particular pattern space and the representation of patterns (e.g., local alignments may be used to represent the patterns), 2. the way the sets to be combined are chosen (i.e., in the methods for choosing i and j in the iteration step), 3. how the combination is done (dynamic programming, heuristics) and how the ( ttest) patterns are chosen, 4. whether one, most, or all patterns/alignments are kept.
Joining the pattern sets can be done, for example, by using dynamic programming (Needleman and Wunsch, 1970; Smith and Waterman, 1981; Sanko and Kruskal, 1983) . Dynamic programming algorithms usually guarantee nding the ttest patterns common to the given pair of sets for a given tness function. If negative examples are given (i.e., the classi cation problem), these can be taken into account in the iteration step (e.g., the patterns present in the negative examples may be excluded from the resulting set). The problems of pattern discovery and local multiple sequence alignment are very closely related, and some SD algorithms store local alignments instead of patterns during the iteration. Note that SD algorithms that are based on combining pairs of pattern sets in each step, as in the example above (or, indeed, any limited number of sets) usually cannot be guaranteed to nd the ttest patterns common to S + in the end, even if each iteration step is guaranteed to nd the ttest pattern common to the pair of sets that are combined in the step. (This is similar to building multiple alignment by pairwise alignments, which also cannot guarantee nding the optimal alignment in the end.)
The earliest SD algorithms for nding a regular pattern (class G) common to a set of strings that we are aware of (Shinohara, 1983; Nix, 1983) were developed by the computational learning community, and do not have a direct relation to biocomputing. These algorithms are based on nding the longest common subsequence (LCS) 8 for pairs of sequences. The algorithm starts by nding the LCS of the two shortest sequences, and in the following steps takes the current shortest sequence and nds its LCS with the result of the previous steps. Although this algorithm is not guaranteed to nd the LCS of the set of sequences, it has been proved in (Shinohara, 1983; Nix, 1983 ) that it learns the right regular pattern in the sense of inductive inference (Gold, 1967) 9 in polynomial time. 8 By a subsequence of two sequences a1 : : : an, and b1 : : : bm, we mean a sequence c1 : : : c k , such that there exist i1 < : : : < i k and j1 < : : : < j k for which c1 : : : c k = ai 1 : : : ai k = bj 1 : : : bj k . 9 That is, if the sequences have been obtained from some given pattern by \ lling-in" the wild-cards, and if the there are \many enough" and \wide enough variety" of such sequences given to the algorithm, then the algorithm Figure 4 : Example of dendrogram for sequences X 1 ; X 2 ; X 3 ; X 4 ; X 5 . Pairs X 1 , X 2 , and X 3 , X 4 are the most similar among themselves, and the sequence X 5 is the most di erent from any of the other sequences. The algorithm aligns X 1 to X 2 , obtaining P 1 , X 3 to X 4 , obtaining P 2 , then P 1 to P 2 obtaining P 3 , and nally, P 3 to X 5 obtaining P 4 . Patterns P 1 , P 2 , P 3 , and P 4 match sequences which are below each of them, thus P4 matches all the sequences.
Best pair comparison based heuristics
An algorithm for nding patterns in biosequences based on pairwise comparison is given in . This approach uses the fact that pairs of sequences, as well as pairs of sequences and patterns, and pairs of patterns, can be aligned by dynamic programming algorithms. The algorithm also exploits the fact that the characters of the basic alphabet (i.e., p ) can be organised in partially ordered hierarchical groups. First, an estimated phylogenetic tree (so-called dendrogram) is built using the estimated relative distances among the sequences. For instance, a possible dendrogram of sequences X 1 ; X 2 ; X 3 ; X 4 ; X 5 where pairs X 1 , X 2 , and X 3 , X 4 are the sequences most similar among themselves, but the sequence X 5 is the most di erent from any of the other, is given in gure 4. The pairs (sequence, sequence), or in later stages (sequence, pattern) or (pattern, pattern) are aligned at each node of the dendrogram starting bottom-up, and a common pattern is obtained from each pair via dynamic programming. The result of aligning two characters is the character denoting the smallest possible group in the hierarchy containing both characters, which may already denote a group of basic characters. The scoring is positive, but decreases with groups higher up in the hierarchy 10 . Gaps are penalised as w = w 0 + w e k, where w 0 is the gap opening penalty, w e is the gap extension penalty, and k is the gap length. If, while aligning a pattern to a pattern, two gaps are aligned, only gap extensions (if needed) are penalised, but not the gap opening. Note that pairwise alignments are guaranteed to give an optimal (i.e., the most speci c) pattern correctly restores the given pattern (or a pattern equivalent to the given) in time O(l 4 n). Note that this in fact means that the approximation function f that is found by the algorithm is equivalent to the characteristic function g. 10 In the AACC hierarchy, a match to a basic character is scored +3, at the next levels +2 and +1, and a match to a wildcard is scored 0.
/\ /\ /\ /\ ... \ basic sequence Figure 5 : A dendrogram where one sequence is chosen as a basic sequence and all other sequences are aligned against it common to the two sequences/patterns aligned, but this does not give any guarantee about the optimality of patterns higher up in the dendrogram with respect to all given sequences. In addition to the pattern that is common to all sequences, the algorithm also obtains patterns common to subsets of related sequences, therefore the algorithm can be also used for classi cation (in fact for unsupervised learning). A di erent heuristic is developed by Roytberg (1992) . One sequence is selected as the basic sequence, and all the other sequences (so-called serial sequences) are aligned against it. This approach corresponds to a dendrogram of the type given in gure 5. The algorithm nds the substrings in the basic sequence that have approximate matches in all, or in a speci ed percentage, of the serial sequences, additionally ensuring that the respective substrings from the serial sequences are similar to each other 11 .
All pair comparison heuristics
A heuristic based on nding pairwise similarities between all pairs of sequences is described by Schuler et al.(1991) . The algorithm begins by comparing all pairs of input sequences. It locates for each pair the substrings that score high enough, thus obtaining so-called 2-blocks
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. Next, it attempts to extend such 2-blocks to three sequences. For this, it checks all pairs of 2-blocks having one sequence in common, and 3-blocks are extracted from those with similar enough parts in all three sequences. Then the same idea is applied to 3-blocks to extend them to 4-blocks and so on. Theoretically there may be exponentially many blocks to try, but in practice, if the threshold for similarity scores has been set high enough, the number of hypothesis is manageable. A very similar approach is also described in (Brodsky et al., 1992) . A heuristic representing pairwise alignments by so-called dot-matrices is described by Vingron and Argos (1991) . Given a pair of sequences b 1 : : : b l and c 1 : : : c m , a dot matrix A = a i;j ] is a matrix of size l m with elements a i;j de ned as follows: a i;j = 1 if b i = c j , otherwise a i;j = 0. Figure 6 : Dot-matrices of strings (4)- (5) and (5)- (6) For instance, the dot matrices 4-5 and 5-6 for the sequences (4), (5), and (6) are given in gure 6. The algorithm calculates dot matrices for all pairs of sequences and lters out similarities (nonzero entries in the matrices) that are not consistent with the other dot matrices by using Boolean multiplication 13 . For instance, the result of Boolean multiplication for the matrices in gure 6 is given in gure 7. Note that the resulting matrix is di erent from the dot-matrix for the strings (4)- (6) in that only substrings present in all three sequences, namely AW and JKL have 1 in the respective positions (and not the matching character H).
In general, if sequences X 1 ; : : : ; X n are given, there exist n(n ? 1)=2 dot matrices M 1;1 ; M 1;2 ;
: : : ; M 1;n ; M 2;2 ; M 2;3 ; : : : ; : : : ; M n;n . The matrix resulting from the Boolean multiplication M k;m = M k;l M l;m shows which substrings are common to all three sequences X k , X l , and X m . By xing k and m, and taking all possible l's (not equal to k or m), we can nd substrings common to all strings. It is also possible to nd all substrings common to X k and X l and at least a given number of other sequences by similar algebraic matrix manipulations. The time complexity of the algorithm is O(l 3 n 4 ). Vingron and Argos (1991) describe a heuristic based on such matrix manipulations for nding \signi cant" (i.e., with relatively high tness) substrings common to a majority of the sequences. More general dot matrices can also be de ned using real instead of boolean values representing the similarity scores between the positions. However, it should be noted that if a non-transitive similarity relation is used (e.g., de ned from PAM or Blosum matrices), the algorithm may nd sets of substrings some of which are not similar to each other (the algorithm guarantees 3-consistencies, but not k-consistencies for k > 3 (Freuder, 1978) ).
After the dot matrices have been ltered, a directed graph is constructed with one node for each 13 A Boolean multiplication of such matrices is de ned the same way as ordinary matrix multiplication, except that the Boolean summation is used (i.e., 0+0=0, 0+1=1, 1+0=1, and 1+1=1).
The dot-matrix for strings (4)- (6) (left), and the resulting dot-matrix from Boolean multiplication (4){ (5) (5){ (6) (right) possible local alignment of similar substrings, and edges between all nodes. Two special nodes (source and sink) are added, the source node corresponding to all sequence starts being aligned, and the sink node to all sequence ends being aligned. Each edge u ! v in the graph is given a weight depending on the relative positions of the substrings corresponding to nodes u and v.
Dijkstra's algorithm (Aho, et al., 1983 ) is used to nd the highest scoring path from the source to the sink node. This path de nes a partial global alignment of the sequences. It should be noted that an extremely e cient algorithm for nding the longest substrings common to at least k out of n given sequences can be based on su x-trees (McCreight, 1976; Ukkonen, 1992; Hui, 1992) . This gives an algorithm for the substring patterns (i.e., the patterns of class Aa), which is linear-time in the total length of the examples and independent of the length of the patterns. However, no very e cient su x-tree based algorithms are currently known for nding approximately conserved substrings. A related approach use directed acyclic word graphs (DAWGs) instead of su x trees (Clift et al., 1986 ).
Algorithms for the classi cation problem
SD algorithms can also be used in the case when both positive and negative sequences are given (i.e., for the classi cation problem). This has been done by Kudo et al. (1992) . The approach is primarily designed for nding patterns at gene splice-site 5' end, and since all such sites have a xed position of 100% conserved GT, the sequences can be pre-aligned by aligning GT. The target language in (Kudo et al., 1992 ) is a union of subwords, either with wildcards (i.e., Bc and without ), or in the more general case containing arbitrary combinations of basic characters (i.e., Cc and without ). The algorithm nds the least general set of patterns that covers all the positive examples, and does not contain any negative examples in iterative steps. Each step of the iteration introduces wildcard characters in order to unify some positive examples, but so that none of the negative examples is matched. More precisely, it attempts to unify by the introduction of wildcards in non-matching positions, rst pairs of positive examples, then triples from sequences contained in the successful pairs, then quadruples from successful triples, etc, until such uni cation is no longer possible without the inclusion of negative examples. The problem of nding patterns from positive and negative examples has also recently been studied by Tateishi and co-workers (Tateishi and Miyano, 1995; . They use a somewhat di erent de nition of the classi cation problem. The positive and negative examples are provided in pairs (pos 1 ; neg 1 ); (pos 2 ; neg 2 ); : : : ; (pos n ; neg n ), and the aim is to nd a classi cation function able to distinguish between pos i and neg i for each i, but not necessarily between pos i and neg j for i 6 = j. They show that the problem of nding a pattern maximising correctly classi ed pairs is still NP-hard. A greedy algorithm for approximating the solution for a simple pattern class C from pre-aligned sequences having the same length is given. Some heuristics for more complicated patterns are also proposed.
Combined approaches
The most obvious way to combine PD and SD approaches is to use SD for re ning (expanding or combining) the patterns found by PD search. It is also possible to limit the search space prior to the search by using SD elements.
3.3.1. Using SD approach for re ning PD found patterns SD approach for re ning PD found patterns can be used in a number of ways. The rst way is to use a PD approach for spotting some candidate patterns, mark the position of the candidate patterns in the sequences, align the sequences so that the positions of candidate patterns are aligned together, nally extend the candidate pattern while the tness of the emerging pattern is increasing.
This method is used in (Smith, et al., 1990; Jonassen, et al., 1995; Jonassen, 1997) . A modi cation of this approach is used by Landraud, et al.(1989) . In this algorithm rst of all a variation of KMR is used to nd all substrings present in at least k out of the given n substrings. In the next step, the substring having \the best" approximate similarities, in some precisely de ned sense, in the remaining n ? k sequences, is picked out from the substrings found in the rst step. The strings are aligned so that the respective substrings are aligned together in all the sequences. After that, the second step is repeated separately for the parts of the sequences that are to the left and to the right of the substrings used in the previous stage. This is repeated while possible, i.e., a divide-and-conquer strategy is used. A similar method has been used by Martinez (1988) . Another explicit way of combining PD and SD approaches is described by Ogiwara et al. (1992) . The basic idea is to use a PD approach to nd relatively short candidate substrings, to transform the original sequences into di erent data structures consisting of these substrings joined by \gaps", and nally to align the data structures obtained and to extract the common patterns. Let us consider this approach in some more detail. The algorithm is for the classi cation problem, i.e., it uses both positive and negative examples. All words of the given length are enumerated in a PD manner and a count is taken of in how many positive examples and how many negative examples each is present. In practice tetra-, penta-, and hexapeptide patterns (i.e., substrings of length 4 to 6) are counted. Only those strings that are present in at least f percent of positive examples, and in none of the negative examples are retained; in practice two cases: f = 100% and f = 70% are considered.
Next the positions of these words and their nearest neighbours are marked in the positive examples. In this case \nearest neighbour" means having no more than one di erence (insertion, deletion or substitution). Thus the examples are transformed to new structures of the type: p 1;j g 1;j p 2;j g 2;j : : : p n;j , where p i;j are the frequent substrings, and g i;j are integers equal to the distance between the starting positions of i-th and i + 1-th substrings in the j-th example. In the second stage the transformed examples are aligned by using heuristics of pairwise alignment. (Neuwald and Green, 1994; Saqi and Sternberg, 1994) After having combined patterns, Neuwald and Green (1994) additionally calculate an initial pro le from the (ungapped) alignment de ned by the substrings matching a combined pattern (the simplest form of a pro le is a position dependent scoring matrix, giving one score to each amino acid for each position in a segment to match the pro le). The pro le is iteratively re ned by realigning the sequences to the pro le, throwing away non-signi cant matches, and recalculating the pro le. In (Heniko and Heniko , 1991) , a combined PD and SD algorithm is developed for nding frequent blocks in protein databases. The rst stage simply uses the algorithm of (Smith, et al., 1990) , thus nding patterns and the respective blocks in a PD manner, and then extends them (see the beginning of this subsection). The positions of the patterns are marked on the initial examples. Next the \best" set of patterns that occur in the same order without overlapping in a critical number of sequences is found. Such an ordering is called a path. A graph is constructed where nodes represent patterns, and an arc extends from node b 1 to b 2 if pattern b 1 precedes pattern b 2 and does not overlap in at least the critical number of sequences. The graph is searched for the best path according to a de ned scoring scheme. Note that this step is similar to the last step of Vingron and Argos' algorithm (Vingron and Argos, 1991). 3.3.2. Methods for limiting the search space prior to the search A simple heuristic for limiting the search space can be based on an assumption that the patterns that are present approximately (within some distance) in many sequences are likely to be present in an exact form in at least some. This is not strictly true because the most t pattern may be a kind of average, e.g., Steiner's sequence 14 , itself not present in a single sequence. However if a su cient number of sequences are given, it may be likely that at least one of the sequences will match the pattern exactly. Therefore a heuristic can be based on the enumeration of only those substrings that are present in at least one sequence. This reduces the search space drastically, since there are only O(N 2 ) substrings for a set of strings with total length N. If the length of the substrings is bounded by l, then there are only O(lN) patterns to be considered, instead of O(j j l ). This approach has been used by Saqi and Sternberg (1994) , where a statistical significance measure has also been used for sorting out the interesting patterns. Additionally, after nding the most frequent substrings (Saqi and Sternberg, 1994) cluster the most similar ones, and generalise them to nd more complicated patterns from their alignments, thus introducing the second SD element in their algorithm. The time complexity of this algorithm is O(L 2 + t) where t is the time needed for clustering the similar substrings.
The described heuristic can be taken even further by using a random subset of the training set instead of the entire training set. If the number of sequences in the subset is large enough, then it is statistically likely that any substring that occurs approximately in su ciently many sequences in the training set will occur in an exact form more than a certain number of times in the random subset 15 . Therefore it is su cient to enumerate only those substrings that are present in many enough copies. Moreover, the strings in the subset can be represented as a generalised su x tree (Hui, 1992) , and then the potential candidates for the pattern can be selected in linear time (Wang et al., 1994) . Thus the algorithm becomes linear-time in the length of the sequences and the patterns. A di erent way of limiting the search space is proposed by Jonassen (1997) . Here a pattern graph is de ned. A path in this graph corresponds to a set of patterns, and a depth-rst search strategy is used to search for the paths corresponding to patterns matching at least N min of the positive examples with the highest tness. It is possible to derive a pattern graph from an existing multiple sequence alignment, for instance an alignment of a subset of the sequences in S + , so that only patterns consistent with the alignment are considered. This gives a smaller search space, and can be considered as an SD-element.
Learning unions of patterns and decision trees
So far we have only considered algorithms for discovering string functions de ned by one pattern from a subclass of generalised regular patterns (i.e., functions of type a and b). However, several algorithms have been reported that are able to discover more complex string functions based on unions of regular patterns or decision-trees over regular patterns, i.e., functions of type c and d.
14 By Steiner's sequence for the set sequences A1; : : : ; A k , we understand a sequence B minimising P k i=1 distance(Ai; B). Note that B may not be any from A1; : : : ; A k . 15 The necessarily size of the subset can be estimated by using random sampling theory.
Algorithms for discovering these classes of functions have been reported in (Arikawa et al., 1993; Arimura et al., 1994; Shoudai et al., 1995) , where the authors prove that the classes of these concepts can be learned from examples in polynomial time in the sense of inductive inference or PAC-learning. Unfortunately, the order of the polynomials is too high and therefore various heuristics have to be used in practical applications. Arikawa et al. (Arikawa et al., 1993; consider learning from both positive and negative examples, i.e., the classi cation problem. In (Arikawa et al., 1993 ) the method for learning decision trees rst introduced by Quinlan (Quinlan, 1986 ) is used. In (Arikawa et al., 1992) an algorithm for learning so-called elementary formal systems has been developed. In practice only a special case of elementary formal systems is used, which in fact is the union of a bounded number of regular patterns. Aditionally a study is also made in (Arikawa et al., 1993) of how the indexing of the basic alphabet can be performed automatically so that the classi cation of the positive and negative examples remains correct. The problem is proved to be NP-hard, and a heuristic for its approximation is given. Such an automated indexing allows to reduce the search space by reducing the alphabet. In (Arimura et al., 1994) a method for learning the union of an a priori bounded number of regular patterns from positive examples is developed. The algorithm nds the most speci c union of pattern languages containing all positive examples. Note that in this approach the fact that the number of patterns in a union is bounded by some a priori given constant is essential, as otherwise the algorithm would simply return the union of all sequences in the training set. This sets an a priori limit on the number of subfamilies that can be discovered in the sequences. In the noisy data case this also means an assumption about the level of noise. Shoudai et. al. has similar limitations. An algorithm for grouping the sequences and ltering out noise without an a priori assumption on the level of noise and the size of the groups has been developed by Wu and Brutlag (1995) . On the other hand, this algorithm requires the sequences to be pre-aligned. The algorithm uses so-called beam-search method for splitting the training set into subfamilies in alternative ways and generating the candidate pattern. An algorithm for discovering unions of an unbounded number of patterns and without any assumption on the level of noise from non-pre-aligned sequences is developed in . The patterns are of the PROSITE type (i.e., class F). The algorithm uses a tness measure based on the MDL principle (see section 2.3) to balance between how well a set of patterns covers the given examples, and how compact it is. The algorithm is based on the pattern discovery algorithm Pratt (Jonassen, 1997) and on a greedy set covering algorithm. The greedy algorithm guarantees nding the union of patterns within a logarithmic multiplier to the optimum. Experiments are reported showing that the algorithm correctly splits a family of biosequences into subfamilies discovering a strong pattern within each of the family, and thus e ectively performs unsupervised learning (see section 2). For instance, the algorithm nds three subfamilies sharing common patterns in chromo domain family.
Conclusions
The aim of this work has been to give a survey of methods for the automatic discovery of patterns in biological sequences and to establish some systematisation of this area. For this reason we have designed a framework, which contains formalisations of the problems of pattern discovery and evaluation, and also classi cations of pattern languages and algorithmic approaches. We have looked at algorithms for the discovery of deterministic patterns with expressive power inside the regular languages, chosing to describe some that we consider to be representative of the complete set. We have identi ed the main algorithmic ideas of each of these methods and shown how these ideas relate to each other. For practical purposes it would be valuable for each of the algorithms to de ne precisely what kinds of patterns it can \see" and to compare the existing algorithms on the basis of this criteria. We think that this survey is a step towards this goal. While dealing with these problems we have noticed that di erent authors employ very di erent computational experiments to test their algorithms and to convince the reader of the usefulness or superiority of their algorithms. The number and lengths of the sequences used, the types of sequence families and the ways in which the results are presented vary greatly, although the algorithms are frequently intended to solve the same problem. We believe that it would be bene cial for the eld if an attempt were to be made to establish some systematisation regarding which experiments could be used for testing the algorithms. Although this survey shows that many nontrivial and e cient pattern discovery algorithms have been developed recently, biologists need considerably more powerful algorithms for e cient knowledge discovery in view of the growing volume of biosequence data. Algorithms are required which are able to discover more complicated or subtle patterns in larger training sets containing unknown levels of noise. We hope that this survey will help to move the eld forward towards these aims.
Authors
Algorithms Software
Pattern Pre G +/-Domain Name Src/Ex Platform Obtain (Nix, 1983) Ga N N + N/A (Shinohara, 1983) Ga N Y + N/A (Waterman, et al., 1984) Ab N Y + + protein, DNA (Martinez, 1988) Gb N N + protein, DNA GENALIGN (Landraud, et al. 1989) Gb N N + protein, DNA (Staden, 1989b) Ab N Y + DNA Src (Fortran) Vax VMS n/a (Smith and Smith, 1990) Fa N N + protein (Smith, et al., 1990) Ba (Ogiwara et al., 1992) Ga N Y/N +/-protein (Roytberg, 1992) Ab N N + protein, DNA MuSCo IBMPC, IBM/370 n/a avail (Arikawa et al., 1993) Gd N N +/-protein (Neuwald and Green, 1994) Da N N + protein ASSET Src SPARC2 a/ftp (Saqi and Sternberg, 1994) Ca N N + protein (Wang et al., 1994) (Sagot, et al., 1995b ) Ca N Y + protein (Sagot, et al., 1995a) Ab N Y + protein (Sagot and Viari, 1996) Da N Y + protein, DNA Fc, Fd N N +/-protein BONSAI n/a (Suyama, et al., 1995) Ea N Y + protein GAPE Src (Fortran) Sun A (Wu and Brutlag, 1995) 
