Abstract. We study a random conductance problem on a d-dimensional discrete torus of size L > 0. The conductances are independent, identically distributed random variables uniformly bounded from above and below by positive constants. The effective conductance A L of the network is a random variable, depending on L, and the main result is a quantitative central limit theorem for this quantity as L → ∞. In terms of scalings we prove that this nonlinear nonlocal function A L essentially behaves as if it were a simple spatial average of the conductances (up to logarithmic corrections). The main achievement of this contribution is the precise asymptotic description of the variance of A L .
Introduction and statement of the main result
This article is about a random conductance problem on the integer lattice Z d . We regard Z d as a graph with edge set B = {(x, z) ∈ Z d × Z d | |x − z| = 1}. For edges (x, z) ∈ B, we also write x ∼ z. We define the set of conductances a(e) on the edges e ∈ B by Ω = [λ, 1] B for some fixed 0 < λ ≤ 1. We equip Ω with the σ-algebra F generated by cylinder sets and with a probability measure P. We assume that P is invariant under the group of transformations τ z : Ω → Ω defined by a(·) → a(z + ·) for all z ∈ Z d , and that this group of transformations acts ergodically on (Ω, F, P).
A realization a ∈ Ω is a countable set {a(e)} e∈B of conductances and is called an environment. If X t is a continuous-time random walk in this random environment a with infinitesimal generator
Lu(x) := z∼x a(x, z)(u(z) − u(x)), acting on functions u : Z d → R, then the rescaled walk εX t/ε 2 (parabolic scaling) converges to a Brownian motion in R d with some covariance 2A hom , as ε → 0 (in a P-annealed sense [20] , and in a quenched sense [30, 23] if P is a product measure, for example). We refer to A hom as the effective conductivity of the random environment, and it is characterized by ξ · A hom ξ = E [(ξ + ∇φ) · a(ξ + ∇φ)(0)] , (
for all ξ ∈ R d with |ξ| = 1, where φ and a are defined as follows. For x ∈ Z d , we set a(x) := diag [a(x, x + e 1 ), . . . , a(x, x + e d )] where e i is the i th standard basis vector in R d . We use ∇ to denote the forward discrete gradient (u :
componentwise by [∇u(x)] i = u(x + e i ) − u(x) for all i ∈ {1, . . . , d}, and φ : Z d × Ω → R is defined, for almost every realization a, as the unique solution of
This φ is called the corrector in the direction ξ. The generator L can also be written as
for all u : Z d → R and all x ∈ Z d , where ∇ * is the backward discrete gradient (u :
) for all i ∈ {1, . . . , d}. Since ∇φ is a stationary function of a (that is, ∇φ(x+z, a) = ∇φ(x, a(·+z)) for all x, z ∈ Z d and P-almost every a), and the measure P is preserved by translation of a, the expectation in (1.1) does not depend on the point where the argument is taken. Throughout this paper, P will be a product measure P = π ⊗B where π is a Borel probability measure on [λ, 1] . In this case, the conductivity A hom is actually a scalar multiple of the identity matrix. In particular, A hom is independent of the unit vector ξ. Henceforth, we will use A hom to denote this scalar quantity. The convergence of the rescaled walk εX t/ε 2 to a Brownian motion with covariance 2A hom may be regarded as a central limit theorem (quenched or annealed) for a random walk in a random environment. Alternatively, from the point of view of stochastic homogenization theory for PDEs [28, 21] , A hom is the effective or homogenized coefficient for the operator L (or its continuum analogue). In this context, formula (1.1) for A hom comes from an application of the ergodic theorem, in the form of the almost sure identity
(1.2) Viewing (1.2) as an ergodic theorem, one may ask whether a central limit theorem also holds for an appropriate renormalization of the sum in (1.2). This question is highly non trivial since the gradient of the corrector ∇φ(·, a) is a nonlinear nonlocal function of the random field a, and it is not clear how (and even whether) mixing properties of a can be transmitted to ∇φ. Nevertheless, understanding the map a → ∇φ(·, a) and the statistics of quantities like the sum in (1.2) is the key to the development of a quantitative theory of stochastic homogenization. In addition to its theoretical interest, stochastic homogenization is used as a practical tool in scientific computing to reduce the complexity of computations for highly heterogeneous materials, see for instance [7, 6] in the applied mathematics community and [32, 19] 2 in the applied mechanics community. In order to make practical use of the homogenization theory, one needs to approximate A hom . When the law of a can be periodized on large scales (cf. discussion in [9, Paragraph 3.2.3] ), a general consensus is that A hom should be approximated by periodization. More precisely, following [12, Section 5] , we define for L ∈ N the set T L = [0, L) d ∩ Z d which we regard as a discrete torus of size L, and we define the edges B L = {(x, x + e i ) | x ∈ T L , i = 1, . . . , d}. For all x, z ∈ T L we say that x ∼ z if |x − z| = 1, where | · | is the distance on the torus. We define a periodic extension of the coefficient a by
Equivalently,
The map a → a L defined in this way maps Ω to Ω; under this map, the measure P pushes forward to a measure which concentrates on L-periodic coefficients. Therefore, we regard a L as an element of Ω L = [λ, 1] B L which is equipped with the product measure P L = π ⊗B L , π being the measure on [λ, 1] associated with P = π ⊗B . The periodic approximation φ L of φ is now defined to be the unique L-periodic solution of the corrector equation
satisfying x∈T L φ L (x) = 0, and we define the averaged energy density A L (or effective conductance on the discrete torus T L ) as
Observe that A L and φ L depend implicitly on the unit vector ξ, whereas A hom does not depend on ξ; nevertheless, the estimates of this manuscript will be uniform in ξ. The contributions of Neukamm, Otto, and the first author [12] (which started with [14] , based upon [25] ) established that
This estimate contains two statements: the control of the random error due to fluctuations of A L around E [A L ] and the control of the systematic error A hom − E [A L ] due to periodization of the law (see [12, Theorem 2] ). As empirical evidence suggests [35] , not only in terms of scaling but also in terms of convergence in law the associated CLT is expected to hold true. As a second step towards a CLT, the second author proved in the continuum setting [26, 27] (where the discrete elliptic equation on the torus is replaced by a divergence form linear elliptic PDE) that the fluctuations of
(rescaled by the square-root of the variance) are asymptotically normal. The aim of this contribution is to go beyond the scaling (1.7) and the asymptotic normality, and prove the associated full central limit theorem for A L by estimating the
Let P be a nontrivial product measure, ξ ∈ R d with |ξ| = 1 be fixed, A L be given by (1.6), and A hom by (1.1). Then there exists σ > 0 such that for all L ∈ N we have On the one hand, this result gives a complete numerical analysis of the widely-used periodization method in computational mechanics. On the other hand, it is the first quantitative central limit theorem in stochastic homogenization (a qualitative version has been proved in [3] , albeit in the perturbation regime of small ellipticity contrast). It shows in particular that L d 2 (A L − A hom ) fluctuates as the centered Gaussian of variance σ 2 up to a small error in Wasserstein distance. In view of the recent contributions [16, 17, 1, 18, 27] , we believe this result holds true for a continuum equation as well.
The result of Theorem 1 is probabilistic in nature. However, the arguments of probability theory are wrapped up into some well-known estimates that hold for product measures, and most of the work relies on analysis. Estimate (1.8) combines three statements:
Let us quickly address (i) and (ii). The normal approximation of A L was already unravelled by the second author in [26, 27] in the continuum setting. Its proof exploits the product structure of the law in two respects: the validity of the Efron-Stein inequality (in the spirit of the covariance estimate of Lemma 2.6) and the refinement by Chatterjee of Stein's method (see Theorem 2 below). To make this strategy work, moment bounds on ∇φ L are needed. These are obtained in [26] in the continuum setting following the approach of [14] (they are however suboptimal for d = 2) and using averaged gradient bounds on the Green function. The adaptation of this approach to the discrete setting dealt with here is straightforward (and optimal for all d ≥ 2) given the moment bounds of [12] and the annealed estimates on the Green function of [22] . The result is the following proposition. We display its proof for completeness in Section 3:
As already mentioned, the quantitative estimate of E [A L ] − A hom is the object of [12, Proposition 3], which we recall here for completeness:
We now turn to the main achievement of this article: the definition of σ and the estimate
This result is proved in Section 2. Its proof essentially builds upon ideas and results of [14, 10, 12, 22, 34, 27] . Their combination is however subtle and rather technical. The general strategy is as follows. The only important probabilistic ingredient is a covariance estimate (in the spirit of the Efron-Stein inequality, see Lemma 2.6). We shall 4 also take advantage of a logarithmic-Sobolev inequality in the form obtained in [22] (see Lemma 2.2), but in view of our recent contributions [16, 13] this is less essential (though it is convenient and holds true for product measures, as considered here). As opposed to the error term [12] for which the limit A hom is well-defined, the estimate of σ 2 − L d var [A L ] first requires us to define the asymptotic standard deviation σ. Although we are not now able to do this by a direct approach (σ is formally given by a series which is not absolutely convergent), we shall argue that
we shall localize the dependence of the correctors with respect to a L and a L ′ to some region of size not exceeding L (therefore independent of L ′ ) by adding a massive term to the corrector equation of magnitude µ (which we think to be of order L −2 ), giving rise to an approximate corrector φ L,µ , cf. (2.4). We are thus left with two contributions to estimate
the error due to boundary conditions (whose influence is tamed by the massive term) and a systematic error due to the modification of the corrector equation by the massive term. The latter is the most subtle error term. It involves the fourth moment E |∇φ L,µ − ∇φ L | 4 . On the one hand, relying on the optimal bounds of the spectrum of L projected on the local drift obtained in [12] , we shall estimate the second moment E |∇φ L,µ − ∇φ L | 2 by spectral theory. On the other hand, we shall upgrade the estimate of the second moment to the fourth moment by using the logarithmic-Sobolev inequality. To make this strategy work we rely on the sensitivity calculus introduced in [14] (which essentially measures how much the solution of a PDE depends on changes of the coefficients) and on the optimal annealed estimates of the Green functions obtained in [22] . Since the CLT scaling naturally improves with dimension, our approximation φ L,µ of φ L will not be precise enough in high dimensions. This will be solved by using higher order approximations obtained by Richardson extrapolation (with respect to µ), as introduced in [10] .
Theorem 1 is then a direct combination of Propositions 1-3. Up to logarithmic corrections, the three terms (1.9), (1.10), and (1.11) yield the same contribution to (1.8 Let us conclude this introduction by mentioning a couple of recent results towards Theorem 1, besides the works [26, 27] by the second author in the continuum setting. In [3] , Biskup, Salvi, and Wolff proved that for λ close enough to 1 (that is, in the perturbative regime of small ellipticity contrast), there exists some asymptotic standard deviation σ > 0 such that the following convergence in law holds:
as L → ∞, where G σ is a normal variable with variance σ 2 > 0, and A L,dir is the averaged energy on ([0, L) ∩ Z) d of the approximation of the corrector φ by using homogeneous Dirichlet boundary conditions (instead of the periodic boundary conditions used here). Their proof relies on Meyers' estimates for the bounds on the corrector and on LindenbergFeller type conditions for the CLT, so that their result addresses (i) and (iii) in a qualitative way and in a perturbative regime (whereas (ii) is expected to be of order L −1 for Dirichlet 5 boundary conditions, that is, larger in general than the fluctuations of order L − d 2 ). In [29] , Rossignol proves that in the periodic setting the random variable
converges in law to a standard normal, as L → ∞. This result is a qualitative version of Proposition 1 (that is, without error estimate). We refer to [2] for a recent survey of several other problems related to random conductance models.
2. Asymptotic behavior of the rescaled variance and proof of Proposition 3
2.1. Structure of the proof and auxiliary results. From a formal expansion, one expects the following formula to hold for σ 2 :
where
. Yet, we are not able to prove that this formula makes sense. Indeed, this sum displays cancellations which cannot be unravelled by using the triangle inequality (each term is expected to scale as the mixed second gradient of the elliptic Green function, the sum of which converges but is not absolutely convergent). Instead, we will show that σ L is a Cauchy sequence which has a positive limit σ as L → ∞.
To circumvent the difficulty in making sense of (2.1), we make use of a regularization of the corrector equation by a massive term of magnitude µ > 0, and let φ µ : Z d × Ω → R be the unique bounded solution of
2) (such a solution is measurable on Ω and can be defined by the Green representation formula for all a ∈ Ω -and not only P almost surely). Then the formula
makes sense (we shall prove that the covariances are summable). Likewise, for all L ∈ N we consider the unique [0,
where a L (·, a) is the periodic extension of a defined at (1.4).
In a second step we compare ∇φ µ,L to ∇φ L and ∇φ µ,L to ∇φ µ , and then optimize µ with respect to L to show that σ L is Cauchy as L → ∞. The fact that the limit is positive is a consequence of the following proposition. 
Although we do not prove that the limit σ of σ L coincides with (2.1), this optimization in µ is a way to take implicitly into account the cancellations in (2.1).
From a technical point of view, it is not enough to replace ∇φ L by ∇φ L,µ in large dimensions since the scaling of the CLT improves wrt the dimension whereas E |∇φ L − ∇φ L,µ | 2 has a limited precision (which turns out to be µ d up to dimension 4, where it saturates at µ 4 ). To enhance the convergence rate and make the approximation error smaller than the CLT scaling, we shall use Richardson extrapolation. As opposed to [12] , we use the Richardson extrapolation at the level of the corrector rather than at the level of the homogenized coefficients.
Definition 2.1 (Richardson extrapolations). For all µ > 0 and L ∈ N, the sequences
, and by the general induction formula
We then set
Proposition 3 is then a consequence of Proposition 4 and of the following two propositions. Indeed, for all L ∈ N and all L < L ′ ≤ 2L, we have for all µ > 0 and
Optimizing this inequality with respect to µ yields (by taking
Let now M, L ∈ N with M ≥ L, and let m ∈ N 0 be such that 2 m L < M ≤ 2 m+1 L. Then, by the triangle inequality, we have
so that σ 2 L is a Cauchy sequence, from which we deduce the existence of the limit σ 2 and the estimate
Proposition 4 then implies that σ 2 > 0, so that (2.10) turns into the desired estimate (1.11):
Proof of Proposition 4.
A version of this was proved by Wehr [33] under an additional regularity assumption about the law of a(e) and with Dirichlet boundary conditions for φ L , but without the uniform lower bound assumption a(e) ≥ λ > 0. See also [26] for a continuum version of Proposition 4. The starting point is the lower bound
is the conditional expectation of X, given conductivity a(j) on the edge j ∈ B L , that we shall apply to the averaged energy A L of the corrector φ L . This lower bound follows from the fact that the random variables {a(j)} j∈B L are independent under the product measure
Due to stationarity and the fact that
where j is the edge j = (0, 0 + e i ). We claim that
as L → ∞. This fact, the lower bound (2.11), and the stationarity of a imply that for
, we write the variance as
where π is the law of a(j) on [λ, 1], and π ⊗ π is the product measure on
Letâ and a coincide except at edge j, and denote by a 
Therefore, with j = (0, 0
We claim that there is a constant c > 0, independent of L and j = (0, j + e i ), such that
Therefore,
Returning to (2.13), we conclude that
Thus, as long as π, the law of a(j), is nontrivial, the desired bound (2.12) holds. It remains to prove (2.15), which is a discrete version of [26, Lemma 2.2] . Suppose a L and a ′ L are two periodic coefficients which agree everywhere except on
From this and the triangle inequality it follows that
which implies (2.15). 9
We reformulate the first term of the RHS. By the weak form of the corrector equation
Expanding the square of the RHS of (2.17), using Cauchy-Schwarz' inequality, and stationarity, this yields
, and it remains to bound the first term of the RHS of (2.18) , that is, the fourth moment of |∇φ L − ∇φ L,k,µ |. The desired bound (2.7) in Proposition 5 will follow from (2.18) and the estimate
To prove the latter it will be convenient to write this difference in the form of
where the identity holds as functions of 20) by integration between 0 and µ and the triangle inequality:
The strategy to prove (2.20) is to start with the second moment (using spectral theory) and increase the integrability by using a logarithmic-Sobolev inequality.
We now address the estimate of the second moment using spectral theory.
where the multiplicative constant is independent of µ and L.
Before we give the proof of Lemma 2.1 based on spectral theory, let us give the intuition for this scaling when k = 1. First of all, since the bounds are polynomial, we may
This yields the a priori estimate
the RHS of which we can write as a covariance
This covariance is the source of cancellations, which can be unravelled either by the use of spectral theory or by the use of the covariance estimate of Lemma 2.6 below (this more intuitive approach is carried out in [15] 
would not yield the right scaling. As opposed to the direct approach based on the covariance estimate, the spectral approach allows one to treat all k at once.
Proof of Lemma 2.1. Estimate (2.21) is a consequence of the optimal bound on the spectral exponents conjectured in [24] and proved in [12] on the elliptic operator −∇ * · a L ∇ in probability. We recall this spectral result in the first step, and then prove the claim by induction in the last two steps.
Step 1. Spectral theory. We follow the approach introduced in [28] 
is invariant by integer shifts of the torus, we can define a difference calculus on the Hilbert space L 2 (Ω L , P L ). We define the forward discrete derivative D as the map (ψ :
for all i ∈ {1, . . . , d}, and the backward discrete derivative D * as the map (ψ :
which exists by the Riesz representation theorem (for
, and likewise for derivatives with respect to µ.
which yields the starting point of this proof:
where the multiplicative constant does not depend onν, L, or ξ (|ξ| = 1). This is the key to the proof of (2.21).
Step 2. Spectral formula for the RHS of (2.22): we claim that 24) where the multiplicative constant does depend on k, but not on µ and L. By definition, for all µ ≥ 0 and k ∈ N,
and for all k ∈ N,
Hence, by ellipticity of a L , and the spectral theorem, we have
The claim (2.24) then follows from the following identity, that we shall prove by induction, 25) where
j=0 a j µ j ν k−1−j is the sum of monomials of total degree k − 1. For k = 1,
and (2.25) holds with p 1 ≡ −1. Assume that (2.25) holds at step k ∈ N. Note that
By the induction assumption,
and (2.25) holds at step k + 1. The claim (2.24) then follows from bounding monomials µ j ν k−1−j by (µ + ν) k−1 for all j ∈ {0, . . . , k − 1}, µ, ν ≥ 0.
Step 3. Proof of (2.21). Note that by an a priori estimate on Dφ L and spectral calculus,
Hence,ˆ∞
so that the main contribution to the RHS of (2.21) comes from the spectral integral between 0 and 1, which we shall estimate using (2.23) -in the spirit of [24, 10] . The fundamental theorem of calculus and Fubini's theorem imply that for all f ∈ C 1 ((0, 1]), 
which completes the proof of (2.21).
We now turn to the bound of the fourth moment, for which we appeal to the following form of the logarithmic-Sobolev inequality (LSI) satisfied by product measures (see in particular [22, Lemma 4]):
26)
where for all e ∈ B L , a L (e) denotes the i th entry of the diagonal matrix a L (z) at point z ∈ T L for which e = (z, z + e i ).
We shall call the derivative of X with respect to a L (e) in (2.26) a vertical derivative, following the terminology of [12] . With the help of Lemma 2.2 we shall upgrade Lemma 2.1 to
Before we turn to the proof of Lemma 2.3 proper, we recall the definition of periodic Green's functions, the standard quenched estimates which follow from the De GiorgiNash-Moser theory, and the annealed bounds obtained by Marahrens and Otto under the validity of (2.26). 30) where the multiplicative constant depends on q, next to d and λ.
We refer the reader to [11, Proof of Lemma 3.1] for the pointwise bound on G L,µ , and to [22, Theorem 1] for the annealed bounds (which we have stated here with the massive term and periodic boundary conditions, the results hold as well on Z d and/or with µ = 0).
We are now in position to prove Lemma 2.3, which is the most technical part of this article.
Proof of Lemma 2.3.
We proceed in four steps. In the first step we present the general strategy for k = 1 (in particular, for d = 2 and d = 3 it will imply the result for all k ∈ N). In the second step we derive a general formula for the vertical derivative
In the third step, we estimate the supremum of this derivative, and we conclude in the fourth and last step.
Step 1. Proof of (2.27) for k = 1. 
Let e = (z, z + e i ) for some z ∈ T L and i ∈ {1, . . . , d}. The function φ L,1,µ (and therefore ∂ µ φ L,1,µ , in view of (2.32)) is differentiable with respect to a L (e) (see for instance [14, Lemma 2.4]). Differentiating (2.31) with respect to a L (e) yields
which we may rewrite by the Green representation formula as
Likewise, differentiating (2.32) with respect to a L (e) yields
so that we have by the Green representation formula and (2.33)
which finally yields
In order to use the LSI (2.26) with X = ∇∂ µ φ L,1,µ (x), it remains to bound the supremum of (2.35) with respect to a L (e). 
We start with the suprema of Green's functions and claim that for all e = (z, z + e i ) and
Letâ L coincide with a L on T L \ {z}, let denote byĜ L,µ the periodic Green function associated withâ L , and set δG :
which turns, by the Green representation formula, into
, this implies (2.37) by the triangle inequality with the choice x = z. This also implies (2.39) by the triangle inequality provided we prove (2.38). Let j ∈ {1, . . . , d}. The function ∇ y j δG(·, y) satisfies the equation
The estimate (2.36) follows from (2.37)-(2.39) provided we show that
We start with (2.40). Letφ L,1,µ be the corrector associated withâ L , and set δφ := φ L,1,µ −φ L,1,µ . The function δφ satisfies the equation
which yields the a priori estimate
and proves (2.40) by the triangle inequality. We now turn to the proof of (2.41). Formula (2.35) for x = z, combined with (2.40) for x = z and (2.37) & (2.38), turns into a differential inequality for the quantity u : a L (e) → ∇∂ µ φ L,1,µ (z) on [λ, 1]:
from which the desired estimate (2.41) follows. The proof of the sensitivity estimate (2.36) is complete.
Substep 1.3. Application of the LSI (2.26) to
We apply (2.26) to X = ∇∂ µ φ L,1,µ (0) for some general q ≥ 1 and some ε > 0 to be fixed later, and bound the second RHS term using (2.36) and the triangle inequality:
, (2.42)
where we have set
We start with the second RHS term. By the triangle inequality, for all q ≥ 1,
We focus on the summand. By the Hölder and triangle inequalities,
.
We then appeal to the boundedness of the finite moments of |∇φ L,1,µ | (cf. [12, Proposition 1]) and to the annealed estimates (2.29) and (2.30) on the Green functions in Lemma 2.4, which yields for µ 1.) We thus obtain for the second RHS term of (2.42):
e −c √ µ|z|
We now turn to the first RHS term of (2.42) and apply Hölder's inequality to
with exponents (
An elementary energy estimate on
so that this estimate turns by stationarity into We are now in position to conclude the proof of this step. The combination of (2.26) with (2.42), (2.43), and (2.45), shows there exists some constant C(q) < ∞ such that for all ε > 0:
We then choose ε > 0 small enough so that we may absorb the second RHS term in the LHS. Lemma 2.3 for k = 1 then follows from Lemma 2.1. By definition of the Richardson extrapolation, this also yields by the triangle inequality for all k ∈ N and all q ≥ 1,
which, in the case k > 1, is only optimal for d = 2, 3. Note that combined with (2.41), the moment bounds of [12, Proposition 1] , and the annealed estimate (2.29), this also yields
which we will use in the sequel. It remains to prove (2.27) for k ≥ 2. We proceed by induction. The rest of the proof follows the same strategy as in Step 1. Since the result is already proved for d = 2, we shall now assume that d > 2 so that we do not have to use bounds on the Green function itself for d = 2. 20
Step 2. Representation formula for the vertical derivative of
where dα j (·; µ) is a positive measure on the interval ( µ 2 , µ) of total mass bounded by 2. This formula directly follows from the corresponding formula for
By induction, it holds that
Differentiating this equation with respect to µ yields
By definition (2.5) of the Richardson extrapolation we rewrite the second RHS term as
Next we differentiate (2.49) with respect to a L (e) and obtain
This yields the Green representation formula
from which (2.46) follows by induction starting with (2.34) for k = 1.
Step 3. Supremum of the vertical derivative of 
For x = z, using (2.38) in the form of sup |∇∇G| 1, this yields a differential inequality for a L (e) → ∇∂ µ φ L,k,µ (z), from which we infer that
The combination of (2.52) and (2.53) yields the desired estimate (2.50).
Step 4. Proof of (2.27) by induction.
The induction assumption at step k ∈ N reads: for all q ≥ 1,
which directly implies the claim by discarding the supremum in the expectation. For k = 1, (2.54) is a consequence of (2.36) and (2.27) (which we proved in Step 1 for
1 uniformly with respect to µ ≥ 0, and
Assume now that (2.54) holds at step k ∈ N. From the logarithmic-Sobolev inequality in the form of (2.26) and the sensitivity estimate (2.50), we learn that
is bounded by the sum of k + 3 terms: the second moment
which is controlled by Lemma 2.1, the nonlinear term
, which we absorb in the LHS for ε small enough (arguing as for (2.45)), and k + 1 linear terms. We start with the estimate of the last linear term, which involves ∇φ L,1,µ k . In addition to g µ (cf. (2.51)), we define h µ , γ µ :
Since all the finite moments of ∇φ L,1,µ k are bounded and the measures dα k−j have mass of order one, we have by Hölder's inequality, and the annealed estimates (2.29) and (2.30):
Since the functions g µ , h µ and γ µ are bounded pointwise for d > 2, we may directly estimate this (2k + 3)-ple sum (by comparison to the corresponding integrals), which yields the desired RHS of (2.54). We now estimate the k remaining linear terms, which involve {∇∂ µ φ L,j,µ } j=1,...,k . We proceed as above and use in addition the induction assumption up to step k in the suboptimal form for d > 2, for all 1 ≤ j ≤ k and q ≥ 1:
which follows from bounding the RHS of (2.54) for d = 3. This yields for all 1
by a direct comparison of the (2j + 1)-ple sum for d > 2 to integrals. This estimate is of higher order than the RHS of (2.54) and holds for all 1 ≤ j ≤ k. This proves that
To prove the same bound on the supremum (2.54), we appeal to (2.53), and bound the terms α and β as above using in addition the induction assumption.
2.4. Proof of Proposition 6. We start by proving that (2.3) and the associated Richardson extrapolation variants are well-defined.
Lemma 2.5. For all k ∈ N and µ > 0, let φ k,µ be as in Definition 2.1. Then, σ 2 k,µ ∈ R + is well-defined as the following sum:
In order to prove Lemma 2.5 we shall appeal to the following covariance estimate valid for product measures (cf. [15, Lemma 3]):
56)
where for all e ∈ B L , a L (e) denotes the i th entry of the diagonal matrix a L (z) at point z ∈ Z d for which e = (z, z + e i ).
Proof of Lemma 2.5. We split the proof into three steps. We first estimate vertical derivatives for k = 1, then prove the summability of the series by applying the covariance estimate of Lemma 2.6 and appealing to the annealed estimates of Lemma 2.4. We then conclude in the last step for k > 1.
Step 1. Vertical derivative of the energy density for k = 1 and proof of sup a(e)
where E µ (x) := (ξ + ∇φ µ ) · a(ξ + ∇φ µ )(x), e = (z, z + e i ) for some i ∈ {1, . . . , d}, and G µ is the massive Green function on Z d associated with the operator µ − ∇ * · a∇. By the Leibniz rule,
so that (2.33) (in its whole space version, the proof of which is identical) yields
The desired estimate then follows from taking the supremum over a(e) on the mixed second gradient of the Green function and on the gradient of the corrector, as we already did in (2.38) and (2.40) on the L-torus (the proofs are identical).
Step 2. Proof of the summability of the RHS of (2.55) for k = 1. Let x ∈ Z d . The covariance estimate (2.56) on Ω yields
We estimate each term using (2.57), the boundedness of the fourth moment of the gradient of the corrector (cf. [12, Proposition 1] ) and the annealed estimate (2.29) (also valid on the whole space with the massive term), so that by Cauchy-Schwarz' inequality and stationarity of ∇φ µ ,
We may then estimate the above covariance as follows:
Summing (2.59) over x ∈ Z d finally yields
that is, the claimed summability.
Step 3. Reduction to the case k = 1. By definition of the Richardson extrapolation,
for some coefficients c j,k . The result for k > 1 thus follows from the corresponding result for k = 1 by the triangle inequality.
We are in position to prove Proposition 6. For notational convenience we center the periodic cell at 0 in the following.
Proof of Proposition 6.
As for the proof of Lemma 2.5, by definition of extrapolation and by the triangle inequality it is enough to prove the claim for k = 1, so that we only consider k = 1 in the proof and we drop the subscript k in our notation. We split the proof into four steps. We start with a reformulation of σ 2 µ − σ 2 L,µ as the sum of three terms, which we estimate one by one.
Step 1. Reduction of the claim. We first argue that
and ⌈t⌉ denotes the smallest integer larger or equal to t. Indeed, by stationarity,
In particular, (2.60) allows one to rewrite the difference σ 2 µ − σ 2 L,µ as the sum of three terms
, where
The desired estimate (2.8) then follows from the combination of the following three estimates:
which we prove in the last three steps.
Step 2. Proof of (2.61).
By bilinearity of the covariance, the Cauchy-Schwarz and triangle inequalites, and stationarity of the energy densities E µ and E L,µ , we have
On the one hand, by definition of the energy densities E L,µ and E µ and by [12, Proposi-
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On the other hand, by definition of a L , we have for
so that by Cauchy-Schwarz' inequality and [12, Proposition 1],
It remains to estimate the RHS of (2.67). To this end, recall that for µ > 0, the function φ L,µ is the unique bounded solution on Z d of
where a L is the periodic extension on
and the Green representation formula yields for all
By the triangle inequality, Cauchy-Schwarz' inequality, the annealed estimate (2.30) in Lemma 2.28, and [12, Proposition 1], this turns into
The combination of (2.64)-(2.68) proves the desired estimate (2.61) by summation over
Step 3. Proof of (2.62) . 29
This is a direct consequence of the covariance estimate (2.59) in the proof of Lemma 2.5, after summation over
Step 4. Proof of (2.63).
The proof is similar to the proof of (2.62). The starting point is the defining equation (2.31) on the torus. Using the covariance estimate of Lemma 2.6 on Ω L , the same proof as for (2.58) leads to
for all x, z ∈ T L , e = (z, z + e i ) for some i ∈ {1, . . . , d}, and where (in this step) |x − z| denotes the distance on the torus
this yields as in
Step 3,
3. Normal approximation and proof of Proposition 1 3.1. Structure of the proof and auxiliary results. Using Chatterjee's version [4] of Stein's method, we shall prove that
where G is a standard normal random variable.
The combination of Proposition 7 with the moments bounds E [|∇φ L | q ] 1 for all q ≥ 1 from [12, Proposition 1] and with the lower bound on σ L from Proposition 4 proves Proposition 1.
The structure of the argument for Proposition 7 is similar to the analysis in [27] in the continuum setting. The main ingredient is a result on normal approximation due to Chatterjee [4] . Under the product measure
; we want to know whether the distribution of f (a) is close to normal.
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for ℓ ∈ B L . That is, we replace the j th component of a by the j th component of a ′ . Similarly, for any set of edges B ⊂ B L , we define a coefficient a B by replacing a(ℓ) by a ′ (ℓ), for all ℓ ∈ B. Next, define the discrete difference
This is a function of both a and a ′ (of a and a ′ (j)) and we sometimes write ∆ j f (a, a ′ ) to emphasize this point. If j / ∈ B, then define
The following identity is due to Chatterjee:
where Y ∼ N (0, 1),
, 
Proof of Proposition 7.
We split the proof into four steps. The strategy consists in applying Theorem 2 to A L and use the moment bounds on ∇φ L of [12, Proposition 1] and the annealed bounds on the Green function of [22] gathered in Lemma 2.4 to estimate the RHS of (3.3). In the first step we simplify the RHS of (3.3) using the Efron-Stein inequality. In the second step we control the sensitivity ∆A L of the effective conductance with respect to local changes of the conductances via the sensitivity ∆φ L of the corrector itself. The sensitivity of the corrector is then estimated in Step 3, and we conclude the proof in Step 4.
Step 1. Reformulation of the RHS of (3.3). Let us define
in the RHS of (3.3) can be estimated by the Efron-Stein inequality ( [8] , [31] ). To this end, we introduce a third 31 coefficient a ′′ = {a ′′ (ℓ)} ℓ∈B L which is an independent copy of a and a ′ . Let us define coefficient a k by
In particular, ∆ k g(a, a ′ ) = 0 if g(a, a ′ ) does not depend on a k . We use the notation g k to denote the action of replacing a(k) by a ′′ (k) in the argument of g:
Let us emphasize that a k will always refer to (3.4) while a j refers to (3.2). The coefficients a j and a k have the same law, but the coefficient denoted by a j is not equivalent to a k even when the values of the indices k and j are the same.
Applying the Efron-Stein inequality and then Minkowski's inequality, we have
By Jensen's inequality,
where we have used the notation ∆ j f (a B ) to indicate averaging with respect to the set B. Specifically, if S L,j denotes the collection of all subsets B ⊂ B L which do not contain the index j (recall Remark 3.2), then
From (3.6) and (3.7), we see that the right side of (3.3) is controlled by the sums
Step 2. Sensitivity estimate of f and control of ∆f j and ∆ k ∆ j f . 32
As announced, we apply Theorem 2 to the random variable
We thus need to compute and estimate the terms ∆ j f and ∆ k ∆ j f appearing in (3.3). Let us introduce the notation φ j L = φ L (x, a j ), φ k L = φ L (x, a k ) (recall (3.2) and (3.4)). Given an edge j ∈ B L such that j = (x, x + e ℓ ), we use the notation ∇φ L (j) for the scalar [∇φ L (x)] ℓ = φ L (x + e ℓ ) − φ L (x), which is the forward difference of φ L across the edge j. We claim that for all j = k ∈ B L and q ≥ 1,
(3.14)
By (2.14) in the proof of Proposition 4, we have
We will say that the matrix ∆ j a = diag[a j (x, x + e 1 ) − a(x, x + e 1 ) , . . . , a j (x, x + e d ) − a(x, x + e d )] is "supported on edge j" to mean that if j = (y, y + e ℓ ) then (∆ j a(x)) m,n = 0 except when x = y and m = n = ℓ. Hence
which immediately implies
This estimate yields (3.12). Indeed, since φ L is stationary with respect to integer shifts and because a and a j have the same law, the random variables |∇φ L (j, a)| and |∇φ L (j, a j )| are identically distributed, so that (3.12) follows. Now we prove (3.13). Jensen's inequality implies
Therefore from (3.12) we obtain
It remains to prove (3.14). If j = k, then (a j ) k = (a k ) j , and therefore we have the chain of identities
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We then insert (3.15) and rearrange the terms:
. This turns into (3.14) by Cauchy-Schwarz' inequality. If k = j, then (a j ) k = a j so that ∆ k ∆ j f (a) = −∆ k f (a). Hence we have
when j = k.
Step 3. Sensitivity estimate of ∇φ L . We claim that for w k := ∆ k φ L (x, a), we have
where ∇ x ∇ y G L (j, k, a) is the mixed second gradient of the periodic Green function G L (x, y, a) of Lemma 2.4 (with µ = 0) at edges j = (x, x + e ℓ ) and k = (y, y + e m ). Indeed, since the function w k satisfies
in T L , the Green representation formula yields
Hence, 19) from which (3.17) follows since ∆ k a is supported on edge k, and |∆ j a| ≤ 1.
Step 4. Conclusion. It remains to combine the estimates of Steps 2 and 3 to bound the sums S 1 , S 2 , and S 3 defined in (3.9)-(3.11). We start with S 1 . By (3.14) in Step 2 and (3.17) in Step 3, we have 
By the annealed estimate (2.30) (for µ = 0) in Lemma 2.4, this turns into
The same estimate holds in the case j = k; this is obtained by using (3.16) in the place of (3.14) to bound ∆ k ∆ j f . Therefore, we have proved
The estimate of the sum S 2 is very similar. By Jensen's inequality (recall Remark 3.2),
If k ∈ B ⊂ B L , then ∆ k (∆ j f (a B )) = 0, since ∆ j f (a B ) doesn't depend on a(k) in this case (although it does depend on a ′ (k)). On the other hand, if k / ∈ B∪{j}, then ∆ k (∆ j f (a B )) = ∆ k ∆ j f (a B ) has the same as the law of ∆ k ∆ j f (a). Consequently, by (3.12) and (3.14) in
Step 2, (3.17) in Step 3, and Hölder's inequality as above, we obtain
(1+|j−k|) −d , as above, which implies
By (3.12) we also have
In view of Theorem 2, (3.6), (3.7), and these bounds on S 1 , S 2 , and S 3 we conclude that
