We present a technique to implement three-dimensional ͑3-D͒ object recognition based on phase-shift digital holography. We use a nonlinear composite correlation filter to achieve distortion tolerance. We take advantage of the properties of holograms to make the composite filter by using one single hologram. Experiments are presented to illustrate the recognition of a 3-D object in the presence of out-of-plane rotation and longitudinal shift along the z axis.
Introduction
Pattern recognition is a critical issue for several types of applications. Much research has been done especially on correlation techniques because correlators can be efficiently implemented through optical systems. [1] [2] [3] [4] However, most of the previous studies were focused on two-dimensional ͑2-D͒ correlation. Because real objects are three dimensional, it would be useful to be able to recognize three-dimensional ͑3-D͒ objects. Some researchers made attempts to address the problem by mapping 3-D functions into 2-D images. 5, 6 Another approach consisted of computing many 2-D correlations with several views of the object. 7 In one technique, 3-D correlation was performed with a joint transform correlator, which requires several pictures to be taken of an input scene from various angles. 8 In this paper we present a technique for distortiontolerant 3-D object recognition. A possible solution to measure the depth of an object is to use a hologram because holograms record the phase of an optical wave as well as its amplitude. In particular, digital holography is well adapted to image processing because the data are immediately available in a numerical format. 9 Some research has already been performed in which phase-shift digital holograms were used to recognize 3-D objects. 10, 11 However, these preliminary results do not address the problem of distortion invariance. In this paper we describe our use of phase-shift digital holograms of a 3-D object to generate a nonlinear composite filter to improve the distortion tolerance of the 3-D object recognition. 12, 13 A composite filter is a combination of several reference images. 14 In our case, these images are various views of a 3-D object reconstructed from the recorded phase-shift digital holograms. They include views of the object after rotations or longitudinal shifts of the reconstruction plane along the z axis. In Section 2 we describe our experimental setup; in Section 3 we explain how we construct the composite filters; and, in Section 4 we show the experimental results of object recognition and compare several methods for making the composite filter. In Sections 5 and 6 we present a discussion of our technique and conclusions, respectively.
Description of the Experiment
The proposed system is described in Fig. 1 . It is based on a Mach-Zehnder interferometer architecture. A laser beam is divided into one reference arm and one object arm. On both arms, the beams are expanded and spatially filtered. The object beam illuminates a 3-D object that diffracts light detected by the CCD camera. The reference beam passes through a half-wave plate RP 1 and a quarter-wave plate RP 2 . The beam is linearly polarized and can be phase modulated by rotation of the two retardation plates. Depending on the position of the fast and slow axes of both plates, we can achieve a phase retardation of 0, ͞2, , or 3͞2. We can thus record four phase-shifted interferograms with which we can compute the complex field U 0 ͑x, y͒ of the wave in the plane of the sensor. 15 This function contains the phase of the wave as well as its amplitude, and it allows us to reconstruct the complex field U d ͑x, y͒ in any plane at distance d from the camera. 10, 16 This is done by use of the Fresnel-Kirchhoff formula,
where
represents the point-spread function of the free space, denotes the wavelength of the beam, and the symbol ‫ء‬ stands for the 2-D convolution. In principle, it would be possible to reconstruct the object with only one of the four interferograms. Indeed, it is possible to simulate the readout of the hologram when the hologram is multiplied with the reference wave and Eq. ͑1͒ is applied to simulate the propagation. This would give an image of the object as the first diffraction order. However, there are two reasons why we cannot use this method in our experiment. The first one is that we do not precisely know the reference beam. We designed it to be close to a uniform plane wave, but there are defects that we do not know. The second reason is that the size of the pixels of the camera ͑9 m͒ limits the frequency of the spatial carrier. This means that the reference beam has to be almost parallel to the object beam for the fringes to be larger than the pixels. When we read the hologram, all the diffraction orders are thus superimposed, and it is not possible to separate the image of the object from the unwanted orders. This is why we have to use the four-interferogram phaseshift technique to compute the complex field of the object beam.
Construction of the Filter
In this section we explain how we make and use the composite filter.
A. Speckle Problem
Our aim is to recognize a reference 3-D object among various different 3-D objects. To achieve this, we have to construct a filter that will be used to compute correlations with the input 3-D objects. In principle, we could make this filter by using the complex field-in any plane-of the beam diffracted by the 3-D object. Indeed, this field contains the complete information concerning the 3-D object, including the depth information. However, usual 3-D objects are rough at the scale of the wavelength, and so a speckle pattern results, that is, high-frequency spatial variations of both the amplitude and the phase of the beam. These variations-especially in the phaseprevent us from performing a realistic correlation measurement. Indeed, they imply that the correlation lengths in every direction are very short, typically less than 1 mm. This means that an object can be recognized only if it is replaced exactly in its original position. Moreover, another object, even though its global structure is identical to the one of the reference object, is likely to have a different microstructure and therefore cannot be recognized.
Because we want to deal with macroscopic objects, we have to remove these fast spatial variations by removing the phase of the complex field and keeping only the amplitude information. This has to be done in the plane of the object because, after propagation, the original amplitude information is spatially redis- tributed ͑which is due to the random phase͒, and it is completely scattered. Even in the plane of the object, although the macroscopic structure is visible, it is covered with an amplitude speckle that reduces the correlation measurements. In addition, we use a k-law nonlinear filtering 13 that improves the correlation discrimination by enhancing the edges of the objects. If there is an intensity speckle, the filtering will primarily rely on the speckle grains rather than on the object edges. We therefore have to smooth the amplitude distribution of our images. We do this by averaging each block of 8 ϫ 8 pixels of the image. From a 1024 ϫ 1024 pixel image, we thus obtain a new image with 128 ϫ 128 pixels. This also allows us to reduce the computation time. However, some amplitude variations remain after this process, and we remove them by performing a median filtering over 7 ϫ 7 pixels. Namely, for each pixel we classify the values of the 49 closest neighbors in an ascending order, and we keep the 25th value. Figure 2 presents reconstructed images of a die both before and after we removed the speckle pattern. The levels are scaled to enhance the contrast.
B. Construction of the Composite Filter
We now describe the process we use to create the correlation filter. First, we acquire one digital hologram of a reference object. From this 1024 ϫ 1024 pixel hologram U 0 ͑x, y͒, using Eq. ͑1͒, we reconstruct the complex field U d ͑x, y͒ in the plane of the object at the known distance d from the camera. Then we remove the random phase, and we smooth the amplitude as described above using averaging plus median filtering. With the same hologram or other holograms of the same object, we can now reconstruct views of the object in another focus plane or with a different angle of view ͑see Subsection 4.A͒. At this stage we have several images with various views of our object that represent various types of distortion. We normalize the energy of these views, and we use them to make a nonlinear composite filter as described in Ref. 13 . Specifically, we compute the Fourier transforms of the training images, and we raise their Fourier amplitudes to the kth power while retaining their Fourier phase. After that, we combine them linearly in such a way that the resulting composite filter produces the same output peak for each training image.
C. Utilization of the Composite Filter
To test the filter, we record digital holograms of the reference object with other locations and orientations and also holograms of different objects. Again, we use each hologram to reconstruct the complex field in a given plane. Then we remove the phases and the intensity speckle patterns, and we normalize the energy of the images. Finally, we compute the nonlinear correlation between the composite filter and each resulting image. We point out that the correlation depends on the choice of the reconstruction plane. Even if the tested object is identical to the reference object, a correlation peak is obtained only if the reconstruction plane is roughly the plane of the object. In any other plane, the image of the object is blurred and therefore does not match the filter. This system thus allows us to detect the depth location of the object. 11 
Experimental Results
In this section we demonstrate the construction and the utilization of distortion-tolerant filters.
A. Rotation Tolerance
In our experimental setup we use an argon laser tuned to 515 nm. Our reference object is a die whose dimensions are 5 mm ϫ 5 mm ϫ 5 mm. We use a Kodak Megaplus digital camera with 2028 ϫ 2044 pixels, but we use only 1024 ϫ 1024 pixels at a time. By changing the location of this 1024 ϫ 1024 pixel window inside the hologram, we can change the angle of view of the reconstructed image of the die ͑Fig. 3͒. The only thing to do is to multiply the windowed hologram by a tilt phase factor before we proceed to the reconstruction to correct the tilt of the optical axis. 10 In our case, the reference object is at a distance d ϭ 420 mm from the camera, and the maximum lateral shift of the window is L ϭ 9 mm, which allows us to change the angle of view by ␣ ϭ L͞d ϭ 1.2°. We use one centered window and two extreme windows to reconstruct three views of the die with a regular angle change of 0.6°. Figure 4 presents the three corresponding reconstructed images. We use these images to make the composite filter with a nonlinear factor k ϭ 0.1. This high nonlinearity is intended to improve the discrimination capability of the system.
Once we have computed the filter, we must test it with different objects. Here our primary concern is to achieve rotation tolerance. Therefore we record 19 holograms of the reference die with several outof-plane rotations. For each new hologram, the die is rotated by roughly 0.5°around the axis that is orthogonal to Fig. 1 . The overall rotation angle is around 9°. For every hologram, we reconstruct the corresponding image in the plane of the object. These 19 images are our nontraining true targets ͑images 1-19͒. Image 10 is obtained from the hologram we used for making the composite filter, but with a different window. To study the robustness of the object recognition, we also record holograms of the die with a different illumination ͑image 20, see The important issue is to recognize the die from other objects. We therefore obviously need several false targets to test the discrimination of our filter. Hence we use seven various objects ͑images 22-28͒, some of which are shown in Fig. 6 . The correlation outputs for images 25 and 10 are plotted in Figs. 7͑a͒  and 7͑b͒, respectively. Figures 8͑a͒-8͑c͒ give the values of the output peaks for all the images with various filters. Figure 8͑a͒ corresponds to a simple filter made with only one view of the die, whereas Fig.  8͑b͒ corresponds to the above-described composite filter. This latter filter was designed to obtain an output peak of 1 for the training targets. For the nontraining images, obviously we obtain an output lower than 1. However, it can be seen that it is easy to discriminate true targets from false targets when
of the outof-plane rotated object. Moreover, we can further improve the results by using holograms of the rotated die to reconstruct other views of the object and to include them into the composite filter. For example, we use the holograms corresponding to images 3 and 16. As described above, these were recorded with the die rotated by Ϯ3°compared with the previous reference hologram. With each of these holograms, we reconstruct three images of the die with three laterally shifted windows. Combined with the previous reference images, we thus have nine different views of the die with which we make our composite filter. The output results are shown in Fig. 8͑c͒ . One can see an improved discrimination, especially for extreme rotation angles.
B. Longitudinal Shift Tolerance
As we mentioned above, even when we test an object that is similar to the reference, we obtain only a high output peak when the reconstruction plane is the plane of the object. In some cases it is useful to lower the sensitivity to longitudinal shifts along the z axis. This allows us to reduce the number of reconstructions that have to be computed to recognize the object. Therefore we designed a new composite filter that includes defocused images of the reference object. Namely, we use again the same hologram for our first composite filter discussed in Subsection 4.A ͑the one corresponding to image 10͒ and also the same three reconstruction windows. However, for each window, in addition to reconstructing the image of the object in the focus plane, we also reconstruct views with a defocus of Ϫ20, Ϫ10, 10, and 20 mm. We finally obtain 3 ϫ 5 ϭ 15 images with which we make the composite filter.
We then test the filter with the hologram corresponding to image 21. The evolution of the output peak value versus longitudinal shift along the z axis can be seen in Fig. 9 for both this new filter and the filter discussed in Subsection 4.A ͑with three focused images͒. It appears that the new filter is less sensitive to longitudinal shift in the reconstruction of the image. Indeed, the recognition of the die is achieved over a wider range of longitudinal shifts along the z axis. Moreover, Fig. 10 gives the output values for all the test images. Figure 10 is to be compared with Fig. 8͑b͒ ͑the filter made with focused views only͒. Although the responses to false targets are slightly higher with the longitudinal shift-tolerant filter, the recognition of true targets is improved. Actually, the performance of this filter is comparable with the one made with three holograms ͓Fig. 8͑c͔͒, but this time we need only one single hologram to construct the filter.
Discussion of the Technique
If we use amplitude images of the object to perform the 3-D recognition, it may seem that it would be easier to take 2-D images of the object with a conven- tional camera. Our holographic technique may appear to have a few drawbacks: It requires laser illumination, a reconstruction calculation, and removal of the speckle. However, the principle of this holographic method is much more powerful than that of a 2-D image-based recognition. A hologram requires no focusing. The object can be at any distance from the camera without the need to adjust an objective. The 3-D location of the object can then be found accurately by use of the 3-D correlation. 11 Even more interesting is the possibility to record simultaneously several objects that are at different distances from the camera. This is impossible with a conventional 2-D imaging technique. Similarly, a single hologram can provide both focused and unfocused images of an object, which is useful for construction of the composite filter ͑see Subsection 4.B͒. Moreover, the hologram actually contains the phase information of the object beam. The holographic technique could be used without dismissing the phase if we applied it to nonscattering objects or removed the speckle without removing the phase. We are currently studying the properties of the speckle to be able to use both amplitude and phase in the recognition process.
Conclusion
We proposed and demonstrated a distortion-tolerant 3-D recognition system using digital holography. The holograms are used to reconstruct digitally the images of a 3-D object in several planes and with several angles of view. The speckle effects are removed by suitable filtering. A nonlinear composite filter is made with these reconstructed views of the object. We compare three different composite filters: ͑1͒ with only one hologram but several views reconstructed with different windows, ͑2͒ with several holograms to improve rotation tolerance, and ͑3͒ with only one hologram and several focus distances. All these filters-and in particular the last twoyield better results than a conventional filter. As a result, the system is able to recognize the reference object from other objects used in our experiments. The detection is performed even though the object is rotated within a 9°range. This range could be easily extended by the addition of training images when the composite filter is made. We also achieve a reduction of sensitivity against the choice of the reconstruction plane. We show that both the longitudinal shift tolerance and the rotation tolerance can be obtained when one single hologram of the reference object is used to make the composite filter. In this case we use the properties of holograms, which contain 3-D information about the object. We note that other types of distortion tolerances-such as scale tolerance-could be achieved as well by use of a suitable training set of images. 
