Abstract. Within the framework of classical linear regression model integral optimal design criteria of stochastic nature are considered and their properties are established. Their limit behaviour generalizes that of the distance stochastic optimality criterion. As an example a line fit model is taken.
Introduction
A literature on optimal design criteria is very extensive. For references see Shah and Sinha (1989) and Pukelsheim (1993) , for example. However, stochastic optimality criteria have gained a momentum only recently, though the most known criterion of such type was put forward by Sinha already in 1970. In the paper we consider the classical linear regression model
where the n Â 1 response vector Y ¼ ðY 1 ; Y 2 ; . . . ; Y n Þ 0 follows a multivariate normal distribution, X ¼ ðx 1 ; x 2 ; . . . ; x n Þ 0 is the n Â k model matrix of the full rank k, k a n, b ¼ ðb 1 ; b 2 ; . . . ; b k Þ 0 is the k Â 1 parameter vector, EðYÞ ¼ Xb is the expectation vector of Y and DðYÞ ¼ s 2 I n is the dispersion matrix of Y, where s 2 ¼ VðY i Þ > 0 is unknown while I n is the n Â n identity matrix. Letb b be the least squares estimator (LSE) of b being at the same time the best linear unbiased estimator. The dispersion matrix ofb b is Dðb bÞ ¼ s 2 n ðX 0 XÞ À1 . In the sequel we deal with so-called continuous or approximate design. Each continuous design x is a discrete probability measure taking values p i b 0 at vectors x i , i ¼ 1; 2; . . . ; l, that is x ¼ fx 1 ; x 2 ; . . . ; x l ; p 1 ; p 2 ; . . . ; p l g; X l i¼1 p i ¼ 1:
With a design x we associate its k Â k moment matrix MðxÞ
n , i ¼ 1; 2; . . . ; l, l a n, where n i are integers and P l i¼1 n i ¼ n, then Dðb bÞ ¼ s 2 n M À1 . Throughout the paper, we writeb b ¼b bðxÞ orb b ¼b bðMÞ to emphasize the dependence ofb b from the design x or from the moment matrix M, respectively.
An optimality criterion is a function from the closed cone of nonnegative definite matrices into the real line. Saying 'stochastic optimality criteria' we mean functions depending on the moment matrices through a probability. The most known criterion of such type is the distance stochastic (DS) criterion mentioned by Shah and Sinha (1989) . Sinha (1970) introduced this concept in certain treatment design settings. Liski et al. (1998 Liski et al. ( , 1999 studied the properties of the DS-criterion under the classical linear regression model (1).
Definition 1. A design x
Ã is said to be DS(e)-optimal for the LSE of b in (1) if it maximizes the probability Pðkb bðxÞ À bk 2 a eÞ for a given e > 0, where k Á k denotes the Euclidean norm in R k . When x Ã is DS(e)-optimal for all e > 0, we say that x Ã is DS-optimal.
It is worth noting that here, for convenience, we modify the definition of the DS(e)-criterion a little using the expression kb bðxÞ À bk 2 instead of kb bðxÞ À bk as it was in the above-mentioned papers. Of course, such a modification has no influence on the existence of the DS-optimal design as well as on the properties of the DS-criterion.
The DS(e)-criterion function is defined as c e ½M ¼ Pðkb bðMÞ À bk 2 a eÞ:
Clearly, the function depends on the moment matrix M only through its eigenvalues l i , i ¼ 1; 2; . . . ; k, and can be rewritten in the form (see Liski et al. 1999 )
where
It is worth noting that the DS(e)-optimal design itself is not of great interest from the viewpoint of practice since usually it depends on unknown s.
The following properties of the DS-criterion are worth being noted (see Liski et al. 1999) .
A. The criterion is isotonic relative to Loewner ordering, that is for any two moment matrices M 1 and M 2 , Here the relation M 1 b M 2 for two matrices means that M 1 À M 2 is a nonnegative definite matrix.
B. The criterion is Schur-concave as a function of the eigenvalues l i , i ¼ 1; 2; . . . ; k as well as Schur-concave as a function of their log's. It means that for any two vectors ðl 1 ; . . . ; l k Þ; ðm 1 ; . . . C. The criterion is concave as a function of the eigenvalues l i , i ¼ 1; 2; . . . ; k if and only if k a 2, that is
for all a A ½0; 1 and for all l 1 ; l 2 A R 2 þ . D. The DS(e)-criterion is equivalent to the D-criterion as e ! 0 and to the E-criterion as e ! y. The equivalence means the following:
, then c e ½M 1 > c e ½M 2 for all su‰ciently small e > 0; (b) if c e ½M 1 b c e ½M 2 for all su‰ciently large e, then l min ðM 1 Þ b l min ðM 2 Þ; if l min ðM 1 Þ > l min ðM 2 Þ, then c e ½M 1 > c e ½M 2 for all su‰ciently large e.
Last property describes the limit behaviour of the DS(e)-criterion and shows its relation with the traditional criteria. It also yields a conclusion which is important from the viewpoint of practice. If a design is DS-optimal then it is also D-optimal and E-optimal. Moreover, minimization of the probability Pðkb bðxÞ À bk 2 > eÞ simultaneously for all e > 0 is equivalent to minimization of Egðkb bðxÞ À bk 2 Þ for all increasing functions g such that the expectation exists (see Marshall and Olkin 1979, Section 17.A) . In particular, one can take gðxÞ 1 x. Therefore, if a design is DS-optimal then it is also A-optimal.
It is worth noting that in the case k ¼ 2 it is possible to find necessary and su‰cient conditions characterizing design domination relative to the DScriterion (see Lemma 1 in Zaigraev 2002) . Namely, a design x 1 is at least as good as x 2 with respect to the DS-criterion for the LSE of b if and only if ðlog l 1 ; log l 2 Þ 0 w ðlog m 1 ; log m 2 Þ;
where l 1 a l 2 are the eigenvalues of Mðx 1 Þ, m 1 a m 2 are those of Mðx 2 Þ, while 0 w means weak upper majorization (see Marshall and Olkin 1979 , Section 1.A).
Investigation of the stochastic criteria through generalizing the DS-criterion has been started in Liski and Zaigraev (2001) and continued in Zaigraev (2002) . In the first paper the stochastic convex (SC) criterion is introduced.
Definition 2. Let A be a class of sets in R k and each A A A is convex and symmetric with respect to the origin. A design x Ã is said to be SC A -optimal for the LSE of b in (1) if it maximizes the probability Pðb bðxÞ À b A AÞ for all A A A.
A design x Ã is SC-optimal if it maximizes the probability Pðb bðxÞ À b A AÞ for all sets A H R k which are convex and symmetric with respect to the origin.
Evidently, if A is a class of all k-dimensional balls centered at the origin then the SC A -criterion is simply the DS-criterion. Another useful example of the SC A -criterion is that when A is a class of all sets in R k which are convex and symmetric with respect to the axes. As it was shown in Liski and Zaigraev (2001) , there exists SC A -optimal design for the LSE of b in a line fit model on the interval ½À1; 1 considering in the next section. It is of the form fÀ1; 1; 0:5; 0:5g. But there is no SC-optimal design here.
Another criterion, namely the shape stochastic (SS) criterion, is investigated in Zaigraev (2002) . Let the class A be of the form
for a given set
where r is a positive continuous function on the unit sphere S kÀ1 in R k .
Definition 3.
A design x Ã is said to be SS r ðeÞ-optimal for the LSE of b in (1) if it maximizes the probability Pðb bðxÞ À b A ffiffi e p A r Þ for a given e > 0 and given r. When x Ã is SS r ðeÞ-optimal for all e > 0, we say that x Ã is SS r -optimal.
In particular, the SS r -criterion is simply the DS-criterion if rðeÞ 1 1. Again we would like to note that the SS r ðeÞ-optimal design, in general, depends on unknown s.
As it follows from Liski and Zaigraev (2001) , the SS r -criterion is isotonic relative to Loewner ordering if and only if the set A r is convex and symmetric with respect to the origin. The limit behaviour of the SS r ðeÞ-criterion when e ! 0 or e ! y is established in Zaigraev (2002) .
However, the preceding criteria seem to be quite strong (see also Mandal et al. 2000) . On the other hand, dealing with them in practice it is more important to control the situation when e is rather small or moderate and less important to know what happens when e is su‰ciently large. Motivated by those arguments, we take into consideration two integral stochastic (IS) criteria both weaker than the DS-criterion.
Definition 4. A design x
Ã is said to be IS1(e)-optimal for the LSE of b in (1) if it minimizes Ð e 0 Pðkb bðxÞ À bk 2 > tÞ dt for a given e > 0. When x Ã is IS1(e)-optimal for all e > 0, we say that x Ã is IS1-optimal. A design x Ã is said to be IS2(e)-optimal for the LSE of b in (1) if it minimizes Ð y e Pðkb b À bk 2 > tÞ dt for a given e b 0. When x Ã is IS2(e)-optimal for all e b 0, we say that x Ã is IS2-optimal. respectively. Both functions depend on the moment matrix M only through its eigenvalues l ¼ ðl 1 ; . . . ; l k Þ. Thus we also use the notations c 1; e ½l and c 2; e ½l, respectively. The paper is organized as follows. The main results are given in Section 2, where we establish some properties of the integral criteria and consider a line fit model. A kind of generalization of the integral criteria is proposed in Section 3. Section 4 consists of concluding remarks. The proofs of theorems can be found in Appendix.
Integral stochastic criteria
We start with enumerating the properties of the integral stochastic criteria that follow directly from those of the DS-criterion given in the previous section.
A. The integral stochastic criteria are antitonic relative to Loewner ordering.
B. They are Schur-convex as functions of the eigenvalues of the moment matrix as well as Schur-convex as functions of their log's.
C. The integral stochastic criteria are convex as functions of the eigenvalues of the moment matrix for k a 2.
D. If a design is DS-optimal then it is also IS1-optimal and IS2-optimal. The next result improves property C.
Theorem 1. The IS2-criterion is convex as a function of the eigenvalues of the moment matrix for all k b 1 while IS1-criterion is not convex for k b 3.
The limit behaviour of the integral stochastic criteria is established in the following theorem.
Theorem 2. If e ! 0 then the IS1(e)-criterion is equivalent to the D-criterion while the IS2(e)-criterion is equivalent to the A-criterion.
If e ! y then the IS1(e)-criterion is equivalent to the A-criterion while the IS2(e)-criterion is equivalent to the E-criterion.
Proofs of both theorems are given in Appendix. From Theorem 2 one can obtain necessary conditions for design domination relative to the integral criteria if k ¼ 2. Corollary 1. Let k ¼ 2. If x 1 is at least as good as x 2 with respect to the IS1-criterion for the LSE of b then
If x 1 is at least as good as x 2 with respect to the IS2-criterion for the LSE of b then
Here l 1 a l 2 are the eigenvalues of Mðx 1 Þ and m 1 a m 2 are those of Mðx 2 Þ.
Thus for k ¼ 2 property D can be improved.
Corollary 2. Let k ¼ 2. A design is DS-optimal for the LSE of b if and only if it is IS1-optimal and IS2-optimal.
As an example consider a line fit model when we have n b 2 uncorrelated responses
with expectations EðY ij Þ ¼ b 1 þ b 2 x i and variances VðY ij Þ ¼ s 2 . In this case a continuous design x specifies distinct values x 1 ; x 2 ; . . . ; x l chosen from a given experimental domain (usually an interval ½a; b) and assigns to them weights p i b 0 such that
As it was shown in Liski et al. (1999) , for the line fit model (4) on the interval ½a; b ¼ ½À1; 1 the DS-optimal design exists and has the form fÀ1; 1; 0:5; 0:5g. But for ½a; b ¼ ½0; 1 there is no DS-optimal design; all designs of the form f0; 1; p; 1 À pg, 0 < p < 1, are admissible (see Liski and Zaigraev 2001) . The DS(e)-optimal design exists but determined by the value
is given in Zaigraev (2002) . The function p Ã ðdÞ increases monotonically from p 0 ¼ 0:5 (D-optimal design) to p y ¼ 0:6 (E-optimal design).
As to the integral criteria, it follows from property D that the design fÀ1; 1; 0:5; 0:5g is IS1-optimal and IS2-optimal under the line fit model (4) on ½À1; 1.
If we consider ½a; b ¼ ½0; 1, then again only designs of the form x p ¼ f0; 1; p; 1 À pg, 0 < p < 1, should be taken into account. Clearly, both IS1(e)-and IS2(e)-optimal designs are determined by p Ã ¼ p Ã ðdÞ. In Figure 1 the graphs of p Ã ðdÞ for the integral criteria are given. Both functions increase monotonically. It is seen that the assertion of Theorem 2 holds since, as it is known:
p is the A-optimal design, (iii) x 0:6 is the E-optimal design. Also the assertion of Corollary 2 holds and the DS-criterion is splitted onto two the parts, namely the IS1-criterion and the IS2-criterion.
Another example when the DS-optimal design, and as a consequence both IS1-and IS2-optimal designs, exists is that of an m-way, m > 1, linear fit model with or without an intercept (see Liski et al. 1999, Liski and Zaigraev 2001) . However, such models are out of the scope of the paper and will be considered elsewhere.
The SS r (e)-criterion instead of the DS(e)-criterion
One could propose the SS r ðeÞ-criterion function instead of the DS(e)-criterion function to derive the integral criteria like in Definition 4. Namely, define new integral criteria as follows:
both for a given e > 0. We call them the ISS1 r ðeÞ-criterion and the ISS2 r ðeÞ-criterion, respectively. Similarly, the criteria
are called the ISS1 r -criterion and the ISS2 r -criterion, respectively. In particular, if rðeÞ 1 1 then we obtain the IS1-criterion and the IS2-criterion, respectively. Integral stochastic optimal design criteria in linear modelsIt turns out that Theorem 2 admits a generalization. Since 
In view of Theorem 1 from Zaigraev (2002) it can be shown, similarly as it is done in Theorem 2 here, that the ISS1 r ðeÞ-criterion is equivalent to the D-criterion as e ! 0.
If the function rðeÞ is twice continuously di¤erentiable in a neighbourhood of any point from the set Arg min Examples of the limit maximin criterion are given in Zaigraev (2002) .
Consider the line fit model (4) on the interval ½0; 1 and denote
As it was stated in the previous section, only designs of the form x p ¼ f0; 1; p; 1 À pg, 0 < p < 1, should be taken into account. It can be shown by direct calculation that the optimal design relative to the L-criterion is determined by
It is of interest to note that p 0 can take any value from the interval ð0; 1Þ depending on the choice of D. Moreover, p 0 > 0:5 if d 1 > 2d 2 , and p
Again both ISS1 r ðeÞ-and ISS2 r ðeÞ-optimal designs are determined by p Ã ¼ p Ã ðdÞ. To show the possible dependence of p Ã on d, we consider the same three cases as in Zaigraev (2002) : From (7) it follows that
As it was mentioned in Zaigraev (2002) , the corresponding values of p y for the limit maximin criterion are:
ðaÞ p y ¼ 0:7; ðbÞ p y ¼ 0:4; ðcÞ p y ¼ 0:5:
Graphs of the function p Ã ðdÞ for (a) and (b) are given in Figure 2 and Figure 3 , respectively. As one can see, they are di¤erent from each other. Those in Figure 2 look like the graphs in Figure 1 and both functions are monotonically increasing. But in Figure 3 both functions decrease monotonically. Anyway, in each case the SS r -criterion, similarly as the DS-criterion, is splitted onto two the parts, namely the ISS1 r -criterion and the ISS2 r -criterion. As to the case (c), both functions coincide and form a straight line p Ã ðdÞ 1 0:5. It means that there is no ISS1 r -and ISS2 r -optimal designs in (a) and (b), but they exist in (c). The design f0; 1; 0:5; 0:5g is optimal.
It turns out that it is not by occasion. There exists a class of matrices D for which the SS r -optimal design, and as a consequence both ISS1 r -and ISS2 roptimal designs, exists. This class, described in Zaigraev (2002) , consists of the matrices having the form
For all such matrices p 0 ¼ 0:5. Similar situation takes place for the line fit model (4) on ½À1; 1. Here it is enough to take into account only designs of the form x p ¼ fÀ1; 1; p; 1 À pg, 0 < p < 1. When D is of the form (6), it can be shown by direct calculation that the optimal design relative to the L-criterion is determined by
Again p 0 can take any value from the interval ð0; 1Þ depending on the choice of D. Since p 0 ¼ 0:5 if and only if d 2 ¼ 0, the SS r -optimal design, and as a consequence both ISS1 r -and ISS2 r -optimal designs, exists if and only if the matrix D is diagonal. Now consider the case when rðe 1 ; e 2 Þ ¼ minfje 1 j À1 ; je 2 j À1 g and denote it by (d). Then for the line fit model (4) on the interval ½0; 1 the limit maximin criterion is determined by p y ¼ 0:5 (see Zaigraev 2002) . In Figure 4 the graphs of the function p Ã ðdÞ for the integral criteria are given. In contrast to the previous cases, both functions are not monotonic. As one can easily see, neither ISS1 r -optimal design nor ISS2 r -optimal design exist here. Moreover, the SS rcriterion is not splitted onto two the parts.
As to the line fit model (4) on ½À1; 1, the SS r -optimal design, and as a consequence both ISS1 r -and ISS2 r -optimal designs, exists due to Lemma 2 from Liski and Zaigraev (2001) . Of course, any other reasonable weight function could be considered as well. Some open questions. According to property D from Section 2, if a design is DS-optimal then it is also IS1-optimal and IS2-optimal. Corollary 2 improves this property for k ¼ 2 confirming that also the reverse assertion holds. Thus for k ¼ 2 the DS-criterion is splitted onto two the parts: the IS1-criterion and the IS2-criterion. It seems that it is not the case for k b 3. An open question of interest is the following. In general, what should be added to IS1-optimality and IS2-optimality to obtain DS-optimality? As one can see, in all examples above considered all three optimal designs, namely the DS(SS r )-optimal design, the IS1(ISS1 r )-optimal design and the IS2(ISS2 r )-optimal design exist or do not exist simultaneously. Are there any examples when a design is IS1-optimal and/or IS2-optimal but is not DSoptimal? Are there any examples when there exists IS1(IS2)-optimal design but does not exist IS2(IS1)-optimal design?
A question of interest is also the relation of the DS-criterion and the matrix means F-criterion (see e.g. Pukelsheim 1993, Section 6), that is the criterion
Such a criterion for a given p is called F p -criterion.
There are a lot of similarities between the DS-criterion and the F-criterion. Both family of the criteria depend on the moment matrix only through its eigenvalues. Moreover, they are increasing as functions of the eigenvalues of the moment matrix and Schur-concave. They also have a similar limit behaviour: the D-criterion as the one endpoint and the E-criterion as the another endpoint. At last, both family contain the A-criterion, as a particular case. A series of open questions arises. If both the DS-optimal design and the F-optimal design exist, do they always coincide? Does the existence of one optimal design imply that of another one? Does the class of the DS(e)-optimal designs coincide with that of the F p -optimal designs? For example, the answer to the last question is positive for the line fit model (4) on ½0; 1, when optimal designs are determined by a single parameter. But what happens in case of more complicated models, e.g. for the cubic model on ½À1; 1, when optimal designs are determined by two parameters?
All those questions are waiting for the exhaustive answers. , i ¼ 1; 2; . . . ; k, while the matrix A with elements
is nonpositive definite for all l A R k þ and all f A F (cf. Liski et al. 1999, pp. 200-201) . Therefore, gðl; fÞ is a concave function of l A R k þ for all f A F (see e.g. Marshall and Olkin 1979, p. 448) .
Taking derivatives of the function I ðl; fÞ with respect to l, we get Nonnegative definiteness of q 2 I qlql 0 is evident. This proves convexity of the function I ðl; fÞ given e > 0 for all f A F and all c > 0 and, as a consequence, that of c 2; e ½l:
The theorem is proved. we get the A-criterion from the IS2(e)-criterion as e ! 0 and from the IS1(e)-criterion as e ! y. Pðkb bðMÞ À bk 2 > eÞ:
Thus for su‰ciently small e > 0 minimization of Ð e 0 Pðkb bðMÞ À bk 2 > tÞ dt is equivalent to that of Pðkb bðMÞ À bk 2 > eÞ. The desired result follows now from the limit behaviour of the DS(e)-criterion (see property D in Section 1).
To prove the assertion for the IS2(e)-criterion as e ! y, we apply Theorem 5.1 (b) from Liski et al. (1999) On the other hand, assume that c 2; e ½l 1 ; . . . ; l k a c 2; e ½m 1 ; . . . ; m k for all su‰ciently large e:
Suppose for a moment that l 1 < m 1 . Then by the same reasoning as before, c 2; e ½l 1 ; . . . ; l k > c 2; e ½m 1 ; . . . ; m k for all su‰ciently large e and we obtain a contradiction. Hence, l 1 b m 1 that completes the proof.
