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Abstract
In this paper, we concern ourselves with the determination and evaluation of polynomials that are orthogonal
with respect to a general discrete Sobolev inner product, that is, an ordinary inner product on the real line plus
a ﬁnite sum of atomic inner products involving a ﬁnite number of derivatives. In a previous paper we provided a
complete set of formulas to compute the coefﬁcients of this recurrence. Here, we study the numerical stability of
these algorithms for the generation and evaluation of a ﬁnite series of Sobolev orthogonal polynomials. Besides,
we propose several techniques for reducing and controlling the rounding errors via theoretical running error bounds
and a carefully chosen recurrence.
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1. Introduction
In the last few years many researchers have studied orthogonal polynomials in Sobolev spaces (see
[2,10,19–21] for more details). The computational aspects of their determination have been much less
studied (see [8,15–17]).
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In this paper we study the numerical stability of the generation and evaluation of Sobolev orthogonal
polynomials in the particular case where the measures related to derivatives are purely atomic with a
ﬁnite number of mass points. That is, given a set of K evaluation points {c1, . . . , cK} (the support of the
discrete measure), a set of indexes that indicate the maximum order of derivatives in each evaluation
point {r1, . . . , rK} and a set of non-negative coefﬁcients {ji | j = 1, . . . , K; i = 0, . . . , rj }, we deﬁne
the Sobolev inner product
〈p, q〉W =
∫
R
p(x) q(x) d0(x)+
K∑
j=1
rj∑
i=0
ji p
(i)(cj ) q
(i)(cj ), ji0. (1)
This particular case is an important kind of discrete Sobolev inner products and it was recently studied
in [8]. The case of having only one mass point involving only one derivative of ﬁxed order was studied
in [15].
The paper is organized as follows; in Section 2 we review some basic results, in Section 3 we give the
generation formulas and we analyze their stability numerically, in Section 4 we analyze the problem of
the evaluation of a ﬁnite series of monic Sobolev orthogonal polynomials and in Section 5 we propose
several modiﬁcations in order to improve the numerical stability of the evaluation algorithm.
2. Preliminaries
The standard orthogonal polynomials are orthogonal with respect to a “standard” inner product
〈p, q〉 =
∫
R
p(x) q(x) d0(x), (2)
where 0 is a positive Borel measure on the real line with inﬁnitely many points at the support.
This particular case generates, among others, the classical families of orthogonal polynomials [1] that
are usually evaluated [5,13,14] by means of the three-term recurrence relation that they satisfy:
p0(x)= 1, p1(x)= x − 0,
pr(x)= (x − r−1) pr−1(x)− r−1 pr−2(x), r2, (3)
where the coefﬁcients i , i ∈ R are explicitly known in some special cases, as the Jacobi, Gegenbauer,
Chebyshev, generalized Laguerre and Hermite orthogonal polynomials [1].
From the above recurrence relation, simply by differentiation, it is also possible to obtain a recurrence
[12] for the derivatives of the monic orthogonal polynomials
p(k)r (x)= kp(k−1)r−1 (x)+ (x − r−1)p(k)r−1(x)− r−1 p(k)r−2(x), r max{2, k}. (4)
The L2-norms of the standard orthogonal polynomials are easily obtained from the expression
‖pn(x)‖2 = n ‖pn−1(x)‖2 =
n∏
i=0
i , 0 =
∫
R
d0(x). (5)
As we deal in this paper both with Sobolev and standard inner products, in what follows any expression
with subindexW refers to the inner product (1) and without subindex, to (2).
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The Sobolev polynomials in the case of discrete measures satisfy a linear recurrence relation as was
proved in [10].
Lemma 1 (Evans et al. [10]). Suppose there exists a polynomial h : R −→ R of degree g1 such that
∀p, q polynomials
〈hp, q〉W = 〈p, hq〉W . (6)
Let {qn(x)} be the orthogonal polynomial sequence generated by 〈·, ·〉W . Then {qn(x)} satisﬁes the
(2g + 1)-term recurrence relation
h(x) qn−g(x)=
n∑
k=max{0,n−2g}
bn,k qk(x), (ng), (7)
where
bn,k = 〈h qn−g, qk〉W〈qk, qk〉W
, (ng; max{0, n− 2g}kn). (8)
We remark that for the starting polynomials q0(x), . . . , qg−1(x) the recurrence relation involves all the
previous polynomials. They may be generated with
x qi−1(x)=
i∑
k=0
bi,k qk(x), bi,k = 〈x qi−1, qk〉W〈qk, qk〉W
. (9)
3. Generation algorithms
From Lemma 1 a ﬁrst step is the determination of a polynomial h(x) such that 〈hp, q〉W = 〈p, hq〉W
for all p, q polynomials. In that case Lemma 1 states that the Sobolev orthogonal polynomials can be
generated by means of a linear recurrence. Initially, we consider
h1(x)=

1+ K∑
j=1
rj

∫ x
0
K∏
j=1
(t − cj )rj dt, (10)
h2(x)=
K∏
j=1
(x − cj )1+rj . (11)
Both polynomials aremonic and they satisfy (6).Wedenotegi := degree(hi(x)), that isg1 := 1+∑Kj=1 rj
and g2 := K +∑Kj=1 rj and we use the notation Pn for the space of polynomials of degree equal or
lower than n.
In [8] the complete set of formulas to obtain the coefﬁcients {bij } of (7) and (9) was given. The
propositions below (Propositions 2 and 3) present a summary of the algorithms of [8] for obtaining the
coefﬁcients in the initialization process (the gi ﬁrst polynomials {q0(x), . . . , qgi−1(x)}) and in the general
case (ngi), respectively.
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Proposition 2. Let {q0(x), q1(x), . . . , qg−1(x)} be amonic orthogonal polynomial basis ofPg−1 (where
g := degree(h1(x)) or degree(h2(x))) with respect to (1) and {p0(x), p1(x), . . . , pg−1(x)} with respect
to (2). Then
q0(x)= 1,
xql−1(x)= ql(x)+
l−1∑
s=0
bl,s qs(x), 1 l < g,
where
bl,s = l,s + 1‖qs‖2W


l∑
m=s+1
l,m
K∑
j=1
rj∑
i=0
jip
(i)
m (cj )q
(i)
s (cj )


being
l,l = 1,
l,l−1 = al−1,l−2 + l−1,
l,l−2 = al−1,l−3 + al−1,l−2 l−2 + l−1,
l,m = al−1,m−1 + al−1,m m + al−1,m+1 m+1, m= s, . . . , l − 3,
with as,t given by
as,t =−
1
‖pt(x)‖2
K∑
j=1
rj∑
i=0
ji q
(i)
s (cj ) p
(i)
t (cj ), t0,
as,t = 0, t < 0.
(12)
Proposition 3. Let {q0(x), q1(x), . . .} be the sequence of monic orthogonal polynomials with respect to
(1) and {p0(x), p1(x), . . .} with respect to (2). Then
(a) if we consider the polynomial h1 given by (10) and its power series expansion h1(x)=∑g1i=0 h¯ixi ,
h1(x) qn−g1(x)= qn(x)+
n−1∑
j=max{0, n−2g1}
bn,j qj (x), ng1,
where
bn,j = 1‖qj‖2W


j∑
i=0
n−g1,i ‖pi‖2 aj,i +
K∑
s=1
rs∑
l=0
sl h1(cs) q
(l)
n−g1(cs) q
(l)
j (cs)

 ,
n,j =
min{n,j+g1}∑
l=max{0,j−g1}
an,l

 g1∑
k=|l−j |
h¯kc
k
l,j

 ,
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(b) if we consider the polynomial h2 given by (11) and its power series expansion h2(x)=∑g2i=0 h¯ixi ,
h2(x) qn−g2(x)= qn(x)+
n−1∑
j=max{0, n−2g2}
bn,j qj (x), ng2,
where
bn,j = 1‖qj‖2W
j∑
i=max{0,n−2g2}
n−g2,i ‖pi‖2 aj,i,
n,j =
min{n,j+g2}∑
l=max{0,j−g2}
an,l

 g2∑
k=|l−j |
h¯kc
k
l,j

 ,
being ai,j given by (12) and
c0n,n = 1,
c1n,n+1 = 1, c1n,n = n, c1n,n−1 = n (n1),
cin,n−i = n−i+1 ci−1n,n−i+1,
cin,n−i+1 = n−i+2 ci−1n,n−i+2 + n−i+1 ci−1n,n−i+1,
cin,s = s+1 ci−1n,s+1 + s ci−1n,s + ci−1n,s−1, (n− i + 1<s <n+ i − 1).
cin,n+i−1 = n+i−1 + ci−1n,n+i−2,
cin,n+i = 1.
Furthermore,
‖qs‖2W = ‖ps‖2 +
K∑
j=1
rj∑
i=0
jip
(i)
s (cj )q
(i)
s (cj ).
The above formulas to obtain the coefﬁcients {bij } are, in general, quite unstable numerically. The
main reasons are the appearance of ‖pi‖ in the formulas and the necessity of computing derivatives of
polynomials at the support of the discrete measures. It is well known that the evaluation of derivatives is
a highly unstable problem and it can lead to severe rounding errors [6]. On the other hand, the L2-norms
‖pi‖ decrease very fast in the case of Jacobi polynomials and grow in the case of Hermite and Laguerre
polynomials. Therefore, in the formulas we will have terms of very different sizes, which may create
cancellation of digits.
In Fig. 1 we present the evaluation of the square of the L2-norm, with respect to their own inner
products, of the classical and the Sobolev polynomials of two families: Chebyshev and Hermite. The
computations have been done by using 128 and 256 bits of precision in the mantissa (note that 53 bits is
the standard double precision). Rounding errors render the computation completely inaccurate in some
cases using 128 bits. One of the reasons is the decay of ‖pi‖2, from 1 to 10−30, which requires the use of
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Fig. 1. Evaluation (degree 0–50) of the square of the L2-norm of four families of Sobolev orthogonal polynomials compared
with the associated classical orthogonal polynomials. On the left, Chebyshev–Sobolev polynomials with: (a) one mass point
c = 1.5 up to 1st derivative, = 110 , using 128 bits, (b) three mass points cj =−1, 0, 0.5 up to 3rd derivative, ij = 110 , using
128 bits, and (c) the same as (b) but using 256 bits. On the right, Hermite–Sobolev polynomials with: (d) one mass point c= 1.5
up to 1st derivative, = 110 , using 128 bits, (e) three mass points cj =−1, 0, 0.5 up to 5th derivative, ij = 110 , using 128 bits
and (f) the same as (e) but using 256 bits.
a high precision. In the ﬁgures we have plotted both precisions (128 and 256 bits) in the cases with three
mass points in the discrete measure. We can observe that for low degrees both computations are similar
but for degrees higher than 15 the results are completely different (cases b–c, e–f), generating, in the case
of 128 bits, inaccurate coefﬁcients {bij }.
From Fig. 1 it is clear that in the computation of the recurrence coefﬁcients {bij } it is necessary to use
multiple-precision software.
As the computation of the coefﬁcients {bij } can be unstable, we have performed several numerical
tests in order to study the numerical behaviour of the formulas. In Fig. 2 we present the maximum degree
that permits one to obtain the recurrence coefﬁcients of Chebyshev–Sobolev polynomials up to machine
precision in double precision (a relative error of order 10−15) by using different number of bits in a
multiple-precision program. From the ﬁgures we observe that with 512 bits we can obtain polynomials
of high degree (n> 200). Also, it is clear that when a mass point in the discrete support is outside the
canonical interval [−1, 1] the rounding errors increase and so we can only obtain polynomials of lower
degree. Also, when the number of points or the order of derivatives increases, the onset of instability
problems occurs earlier. If we compare the use of h1 and h2 in the generation formulas it seems that
the use of h2 is better for low derivative orders, but for high derivative orders the use of h1 is more
stable.
In Fig. 3 we present some numerical tests with Hermite–Sobolev polynomials. From the ﬁgures we
observe a similar behaviour as for Chebyshev–Sobolev polynomials but now the formulas are much more
stable.
In the numerical determination of the recurrence coefﬁcients overﬂow problems may appear due to the
growth of theL2-norms ‖pi‖. One question about this phenomenon is if overﬂow occurs at the same time
as severe rounding errors. The answer is negative. If we want to maintain 15 precision digits we could
generate much fewer polynomials than if we wait until overﬂow occurs. In Tables 1 and 2 we present
the maximum degree which permit one to guarantee 15 precision digits and the degree where overﬂow
occurs (the symbol—implies no overﬂow up to degree 200).
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Fig. 2. Behaviour of the maximum degree to guarantee 15 precision digits for several families of Chebyshev–Sobolev orthogonal
polynomials depending on the number of bits of precision in the calculation process.
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Fig. 3. Behaviour of the maximum degree to guarantee 15 precision digits for several families of Hermite–Sobolev orthogonal
polynomials depending on the number of bits of precision in the calculation process.
Table 1
Maximum degree in order to maintain 15 precision digits (ﬁrst row on each case) and degree where overﬂow problems appear
(second row) in the determination of the coefﬁcients {bij } for Hermite–Sobolev polynomials by using 64 bits of precision
Derivative Hermite
c = 0 1.5 0.5, 1.5 ±1, 0 0, 0.5, 0.75 −1, 0, 0.5
1st >200 131 105 41 37 26
— — — — — —
5th 29 9 6 8 6 7
— — 50 57 35 35
In all the previous tests it is clear that the use of high precision is necessary. We remark that this fact
does not imply a severe restriction because the recurrence coefﬁcients are determined only once and
they can be stored, and afterwards the evaluation or generation of the Sobolev polynomials uses the al-
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Table 2
Maximum degree in order to maintain 15 precision digits (ﬁrst row on each case) and degree where overﬂow problems appear
(second row) in the determination of the coefﬁcients {bij } for Chebyshev–Sobolev polynomials by using 64 and 128 bits of
precision
Bits Derivative Chebyshev
c = 0 1.5 0.5, 1.5 ±1, 0 0, 0.5, 0.75 −1, 0, 0.5
64 1st >200 9 10 23 20 16
— 38 45 — — —
5th 18 8 5 7 5 6
169 42 35 17 14 14
128 1st >200 31 31 >200 >200 >200
— 60 67 — — —
5th >200 23 8 10 9 8
— 59 41 35 16 16
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4
tim
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(s)
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64 128 256 512
precision bits
1024 64 128 256 512
precision bits
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5
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Fig. 4. Evolution of the computer time in the multiple-precision generation of the coefﬁcients for the determination of
Hermite–Sobolev orthogonal polynomials with two points in the discrete support and taking up to the ﬁrst derivative on them.
ready calculated recurrence coefﬁcients. It is interesting to note that nowadays there are several excellent
multiple-precision libraries, as gmp (a GNUmultiple-precision library in C, more details can be found in
http://www.swox.com/gmp),mpfun andmpf90 (F77 and F90multiple-precision libraries ofBai-
ley [3,4], for more details, http://www.nersc.gov/d˜hbailey/mpdist/mpdist.html). In
all our calculations we have used, on a workstation SUN ULTRASPACRC I at 167MHz, gcc (GNU C) for
double precision tests and the GNU gmp library for multiple precision tests. In Fig. 4 and in the Tables
3 and 4 we present the computational time in the determination of the recurrence coefﬁcients for several
families of Hermite–Sobolev orthogonal polynomials. Obviously, when the number of bits in the compu-
tation increases, the computer time increases also, but in all situations the computer time is manageable.
Besides, when the number of mass points and the order of the derivatives grows, the computer time
increases. It is interesting to remark that the use of the polynomial h1 in the formulas leads to higher
computational time than the use of h2. On the other hand, the use of h1 generates lower order recurrences
than h2.
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Table 3
Computer time (in seconds) in the determination of the coefﬁcients {bij } for Sobolev polynomials with one, three or ﬁve mass
points and using up to the 1st derivative
Degree Bits 1st derivative
1 point 3 points 5 points
h h1 h2 h1 h2
50 256 0.16 0.98 0.55 1.72 1.27
1024 0.60 6.05 2.57 9.71 5.34
200 256 2.25 15.59 5.59 27.13 11.14
1024 8.67 102.53 25.25 163.33 46.8
Table 4
Computer time (in seconds) in the determination of the coefﬁcients {bij } for Sobolev polynomials with three mass points and
using up to the 1st, 3rd and 5th derivative
Degree Bits 3 points
1st derivative 3rd derivative 5th derivative
h1 h2 h1 h2 h1 h2
50 256 0.98 0.55 2.53 1.63 3.89 3.14
1024 6.05 2.57 14.93 8.29 22.98 15.40
200 256 15.59 5.59 45.82 14.11 23.01 15.36
1024 102.53 25.25 276.72 72.50 496.16 141.86
4. Evaluation of Sobolev orthogonal polynomial series
Once the coefﬁcients bij have been obtainedwe have a homogeneous (2g+1)-order recurrence relation:
q0(x)= 1, qn(x)=
n−1∑
k=0
b∗n,k qk(x), 0<n<g,
qn(x)=
n−1∑
k=max{0, n−2g}
b∗n,k qk(x), ng, (13)
with g = degree(h(x))(h(x)= h1(x) or h2(x)) and where we deﬁne, by using the coefﬁcients bij given
by Propositions 2 and 3, the coefﬁcients
b∗n,n−1 = x − bn,n−1, b∗n,k =−bn,k, for n<g,
b∗n,n−g = h(x)− bn,n−g, b∗n,k =−bn,k, for ng.
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Then, an extension of the Clenshaw–Smith algorithm [9,23] for the evaluation of a ﬁnite Sobolev
orthogonal polynomial series
q(x)=
n∑
i=0
diqi(x), (14)
at x0 is given by

n(x0)= dn,
k(x0)=
min{n−k, 2g}∑
i=1
b∗k+i,k k+i(x0)+ dk, k = n− 1, . . . , 0,
(15)
q(x0) :=
n∑
i=0
di qi(x0)= 0(x0).
In this paper we assume that the computations are carried out in a ﬂoating-point arithmetic that obeys the
models [18]
ﬂ(x op y)= (x op y)(1+ ), ﬂ(x op y)= (x op y)
1+  , ||, ||u, (16)
where op ∈ {+,−,×,÷} and u is the unit roundoff. Also we denote ˜n := nu/(1− nu)= nu+ O(u2)
and we assume the notation â for the computed value of a. Finally, an elementary classical result of error
analysis useful for our purpose states that if |i |u then∏ni=1 (1+ i)= 1+ 	n with |	n| ˜n.
First, note that Clenshaw’s algorithm may be formulated using matrix notation. Let R ∈ R(n+1)×(n+1)
be the matrix
R =


1 −b∗1,0
. . . −b∗2g,0
1 −b∗2,1
. . . −b∗2g+1,1
. . .
. . .
. . .
. . .
. . .
. . .
. . . −b∗n−2g+1,n−2g
. . .
. . .
. . .
1 −b∗n,n−1
1


, (17)
then the algorithm is equivalent to solving the (2g + 1) diagonal upper triangular linear system
R = d, (18)
where , d ∈ Rn+1 are the column vectors  = (0, 1, . . . , n)T and d = (d0, d1, . . . , dn)T, and then
q(x)= 0 q0(x).
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Fig. 5. Behaviour of the Skeel condition numbers for four families of Sobolev–Gegenbauer orthogonal polynomials (parameter
= 0, 1, 3, 5) of degree 15 considering: left: two mass points cj =±1 up to 3rd derivatives on them and using the polynomial
h2(x) and right: one mass point c = 1 and up to 3rd derivative on it. In all the cases the order in the curves, from bottom to the
top, is = 0, 1, 3, 5.
Now, a classical rounding error bound for linear systems [18] is
‖− ̂‖∞
‖‖∞  ˜2g cond∞(R), (19)
where cond∞(R)= ‖ |R−1| |R | ‖∞ (denoting by |R| the matrix which elements are |rij |) is the Skeel’s
[18] matrix condition number.
As a ﬁrst test of the numerical stability of the problem of the evaluation of Sobolev orthogonal poly-
nomials series, we have computed several condition numbers of different matrices R (17).
In the tests we have focused our attention on two particular families of orthogonal polynomials
(Chebyshev, in the interval [−1, 1], and Hermite, in the interval (−∞,∞)). Note that the Cheby-
shev polynomials are a particular case of the more general family of Gegenbauer polynomials Cn(x)
[1]. In order to see the dependence on the parameter  we present in Fig. 5 the Skeel condition num-
bers of four particular cases  = 0, 1, 3, 5 of degree 15. In the ﬁgures the results are similar for all
the Sobolev polynomials (obviously the condition numbers are larger for large values of ) and there-
fore in the following we only analyze one particular case as illustration of the stability of the different
polynomials.
In Fig. 6 we present the behaviour of the Skeel’s condition number of the matrix R in the case n= 15
and for several cases of Chebyshev–Sobolev and Hermite–Sobolev orthogonal polynomials. From the
ﬁgures we can see that the Chebyshev case is much more unstable in the Sobolev families, in some cases
by several orders of magnitude. Besides, the behaviour of the matrix generated with the polynomial h2(x)
leads to more stable recurrences in all cases. In the particular case of symmetric mass points ci = ±1
(top) the difference among the standard and Sobolev polynomials is reasonably small for low derivative
orders and using h2, but the difference grows fast with the derivative order. In the case of one mass point
c the condition number is very large when c is far from the middle of the support interval x = 0 and also
it grows with the derivative order.
In order to study in more detail the stability of the linear recurrence that generates the Sobolev or-
thogonal polynomials we use a rounding error bound designed for linear recurrences (see [7] for more
details).
R. Barrio, S. Serrano / Journal of Computational and Applied Mathematics 181 (2005) 299–320 311
 -2  -1 0 1 2
100
105
100
105
1010
 -2  -1 0 1 2
100
105
1010
 -10  -5 0 5 10
100
1010
1020
100
1010
1020
 -10  -5 0 5 10
100
1010
1020
 -2  -1 0 1 2
100
105
1010
 -10  -5 0 5 10
100
1010
1020
h11
h2
1 h21,2
h11,2
h21,2,3
h11,2,3
Classic
hc=0
hc=0.5 h
c=1
hc=1.5
hc=1.5
hc=1
hc=0.5
hc=0
h2
h1
Classic
Classic
Chebyshev Hermite
c=-1,+1, 1st to 3rd derivatives
up to 1st derivative
up to 3rd derivative
point x point x
Fig. 6. Behaviour of the Skeel condition number for two families of Sobolev orthogonal polynomials of degree 15 considering:
top: two mass points cj =±1 and up to 1st, up to 2nd and up to 3rd derivatives on them and using the polynomial h1(x) or h2(x),
middle: one mass point c=0, 0.5, 1 or 1.5 and up to 1st or up to 3rd derivative on it, and bottom: c1=0, 1,0=1,1=1,2= 110 ,
c2 = 0.75, 2,0 = 0, 2,1 = 110 and c3 = 1.5, 3,0 = 3,1 = 0, 3,2 = 110 and using h1(x) or h2(x).
Theorem 4 (Barrio et al. [7]). The error in the evaluation by means of a Clenshaw’s algorithm of a
n-degree polynomial q(x)=∑ni=0 diqi(x) written as a linear combination of a polynomial basis {qi(x)}
that satisﬁes a (2g + 1)-order homogeneous linear recurrence (13) is bounded by
|̂q(x)− q(x)|u ·
n∑
s=0
s |ds | + O(u2), (20)
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being


0 = (2g + 2) |q0(x)|,
s = (2g + 2) |qs(x)| +
s−1∑
j=0

j,s |qj (x)|, s = 1, . . . , n− 1,
n =
n−1∑
j=0

j,0 |qj (x)|,
(21)

j,s = 2 |r−1j+1,s+1| +
min{2g−1,j−1}∑
t=1
(2g + 2− t) |b∗j+t,j | |r−1j+t+1,s+1|, (22)
where r−1ij are the (i, j)-elements of R−1 (17) given by
r−1ij =


0, j < i,
1, j = i,
min{2g,n−i+1}∑
t=1
b∗t+i−1,i−1 · r−1i+t,j , j > i.
Now we present the results of several numerical tests done in double precision with unit roundoff
u  1.1 × 10−16. The numerical evaluation has been compared with the multiple-precision evalua-
tion computed with 1024 bits of precision. In the numerical tests we evaluate the polynomial q(x) =∑50
i=0 1/(i + 1)3 qi(x) where {qi(x)} are the Sobolev orthogonal polynomials of a particular family.
In the Fig. 7 we present the relative rounding error and the relative rounding error bound given by
Theorem 4 (in fact in the theorem the bound is an absolute error bound, the relative error bound is
obtained just by dividing by |q(x)| in the non-zero cases) in the evaluation of Chebyshev–Sobolev
orthogonal polynomial series. The bounds in the particular cases of the classical orthogonal polynomials
are taken from [5]. First we remark that the error bound given by the above theorem gives a correct
information about the behaviour of the rounding errors. Obviously, the bounds are higher than the real
errors but the bounds simulate the shape of the error curves. From the ﬁgureswe obtain similar conclusions
to those obtained by using the Skeel condition number (Fig. 6). Note that Skeel condition number will
give, in general, more pessimistic rounding error bound estimates than Theorem 4 (see [5] for some
comparisons). From the ﬁgures we may observe as h2(x) leads, in general, to more stable recurrences.
In the particular case of symmetric mass points ci = ±1 (case A) we observe that the rounding errors
are controlled by using h2, but if we use h1 instead, we obtain unstable linear recurrences and therefore
the rounding error invalidates the evaluation result. In the case of one mass point, case B, the rounding
errors are very large when c is far (c = 1) from the middle of the support interval and when we evaluate
points far from x = 1. Besides, the rounding error grows with the derivative order, but this increment is
small. In the case of c = 0 the evaluation is accurate enough. Finally, in the case C, the rounding errors
are small in the neighbourhood of the mass points ci = 0, 0.75, 1.5, but they are too large when we are
in other regions.
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5. Improving the accuracy in the evaluation of Sobolev series
In view of the ﬁgures of the last section it is clear that when we want to evaluate a ﬁnite series of
Sobolev orthogonal polynomials it is necessary to control the rounding errors. This can be reached by
means of a rounding error bound (as Theorem 4) and by improving, if possible, the numerical stability
of the evaluation algorithm. In this section we propose three different schemes.
5.1. Running error bound + multiple-precision
Obviously, if we repeat the evaluation by using a multiple-precision software we will obtain better
results, but it is important to use this alternative only when needed. In order to determine when to use a
multiple-precision software we may employ the rounding error bound given by Theorem 4, that gives us
an “a priori” error bound. Instead, we propose to use a running error bound [18], that is, “a posteriori”
error bound. Therefore, we present a version of the extended Clenshaw–Smith algorithm which includes
the corresponding running error bound.
Theorem 5. A running error bound of the extended Clenshaw–Smith algorithm is given by
|̂0 − 0|u · 0 + O(u2), (23)
where 0 is derived from
n = · · · = n+2g = 0,
k = |̂k| +
2g∑
i=1
{k+i + (2g − i + 1) |̂k+i |} |b∗k+i,k|, k = n− 1, . . . , 0 (24)
and ̂k are the computed values of k (15).
Proof. With k := ̂k − k , we have n = · · · = n+2g = 0. For k = n − 1, . . . , 0, we have to obtain k
such that
|k|u k + O(u2). (25)
Note that n = · · · = n+2g = 0.
Applying formulae (16) to the computation of (15), we can derive
(1+ 	1)̂k =
2g∑
i=1
b∗k+i,k ̂k+i (1+ 	2g−i+1)+ dk.
Substituting ̂k = k + k we get
k + k + 	1 ̂k =
2g∑
i=1
b∗k+i,k k+i + dk +
2g∑
i=1
b∗k+i,k k+i +
2g∑
i=1
b∗k+i,k ̂k+i 	2g−i+1.
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multiple-precision evaluation of the Chebyshev–Sobolev approximation of degree 50 of the function f (x)= (x + 1)2 sin(4x),
where the discrete Sobolev measure have one mass point c = 1 up to 1st derivative in the discrete part of the inner product. In
the ﬁgure on the left we use double precision and on the right multiple-precision (on the left of the vertical line we use 96 bits
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Therefore,
k =
2g∑
i=1
b∗k+i,k k+i +
2g∑
i=1
b∗k+i,k ̂k+i 	2g−i+1 − 	1 ̂k.
Since 	j = ju+ O(u2), we can write
|k|
2g∑
i=1
|b∗k+i,k| |k+i | + u ·


2g∑
i=1
(2g − i + 1) |b∗k+i,k| |̂k+i | + |̂k|

+ O(u2)
and using that n = · · · = n+2g = 0 we obtain the result. 
In Fig. 8 we show the behaviour of the theoretical error bounds, T4 stands for the bound given by
Theorem 4 and T5 for the running error bound (Theorem 5), and the relative error in a multiple-precision
evaluation of a Sobolev series. Note that we present relative error bounds and relative rounding errors, that
is, for q(x) /≈ 0 we divide by |q(x)|.We have considered the development up to degree 50 of the function
f (x) = (x + 1)2 sin(4x) in Chebyshev–Sobolev orthogonal polynomials considering one mass point
c= 1 up to 1st derivative in the discrete part of the inner product. In the ﬁgures on the left we use double
precision (53 bits on the mantissa) and on the right we use multiple precision (96 bits on the mantissa for
x <− 0.5 (on the left of the vertical line) and 64 for x >− 0.5). The turning point x =−0.5 is the point
where the relative running error in double precision is greater than 10−10. Therefore, from the ﬁgures we
can observe how the combined use of rounding error bounds (in this case the running error bound) and
multiple-precision libraries permits us to evaluate Sobolev series accurately. It is important to remark that
the use of the running error bound has a much lower computational complexity than the use of the bound
given by Theorem 4 and usually gives us a sharper bound [18]. In fact, the computational complexity
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Fig. 9. Behaviour of the Skeel condition number for two families of Chebyshev–Sobolev orthogonal polynomials of degree 15
by considering the cases B (only with c = 1) and C of Fig. 7 but now with the polynomial h(x)= ps(x) h2(x).
of the bound of Theorem 4 is of order O(gn2), whereas the computational complexity of the extended
Clenshaw–Smith algorithm is 2 ng ﬂops and the computational complexity of the running error bound
(24) is 4ng ﬂops+ 4ng integer operations (the factors (2g− i+1)). Therefore, taking into account only
the ﬂoating point operations, the computational complexity of the Clenshaw–Smith algorithm equipped
with the running error bound is only three times the complexity of the Clenshaw–Smith algorithm alone.
5.2. Modiﬁed recurrences: changing the polynomial h
In view of the differences in the use of h1(x) or h2(x) one may consider if the use of other polynomials
h(x) would improve the numerical stability. We have considered the modiﬁcation
h(x)= ps(x)h2(x),
withps(x) a polynomial of degree s. Note that this polynomial satisﬁes (6), but if instead ofh2 we consider
h1 then it does not commute. We remark that the algorithm of generation of the Sobolev orthogonal
polynomials in the case h2 can also be used in the case of the modiﬁed polynomial h(x).
In order to study the effect of the use of h(x) = ps(x)h2(x) we present in Figs. 9 and 10 the Skeel
condition number, the relative rounding error and rounding error bounds (Theorem 4) by considering the
cases B (only with c=1) and C of Fig. 7 but nowwith the modiﬁed polynomials h(x)=ps(x) h2(x). That
is, two families of Chebyshev–Sobolev orthogonal polynomials are considered; (B): one mass point c=1
up to 3rd derivative on it and using the polynomials h(x)=h2(x), x3 h2(x), (x+1) h2(x), (x+1)2 h2(x),
(x + 1)3 h2(x) or (x + 1)4 h2(x) and (C) c1 = 0, 1,0 = 1,1 = 1,2 = 110 , c2 = 0.75, 2,0 = 0, 2,1 = 110
and c3 = 1.5, 3,0 = 3,1 = 0, 3,2 = 110 and using the polynomials h(x) = h2(x), (x + 0.75) (x +
1.5)2 h2(x), (x + 0.75) (x + 1.5)3 h2(x) or (x + 0.75)2 (x + 1.5)3 h2(x). Note that in both cases the last
polynomial, that is, h(x)= (x+ 1)4 h2(x)= (x2− 1)4 (case B) or h(x)= (x+ 0.75)2 (x+ 1.5)3 h2(x)=
x3 (x2− (0.75)2)2 (x2− (1.5)2)3 (case C), has symmetric zeros. If we look at the Skeel condition number
(Fig. 9), we observe as theoretically this modiﬁcation leads to better conditioned recurrences. In Fig. 10
we have tested a particular series of degree 50. From the ﬁgures we can observe as the multiplication by
x3 in the case B improves slightly the rounding errors but only at the middle of the interval. If we want
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to improve the results in all the interval, and especially for x < − 0.5, we have to multiply by powers
of (x + 1). We have stopped our tests when we have obtained a polynomial with symmetric zeros, that
is, we multiply by
∏K
j=1 (x + cj )1+rj (if cj = 0). We can observe that this strategy has managed to
obtain a stable recurrence and therefore the rounding errors are very low in both cases. This fact gives us
a criteria for stabilization of the evaluation of Sobolev series: when the polynomial h(x) has symmetric
zeros we obtain a stable recurrence for the evaluation of Chebyshev–Sobolev series, therefore we will
use the polynomial
h(x)=
K∏
j=1
(x2 − c2j )1+rj , (ci = cj , for i = j)
in the generation algorithms. Obviously this criteria is based on a few numerical tests and it is an open
question its theoretical proof and if this criteria is useful for all kind of Sobolev series.
Finally, let us note that thismodiﬁcation involves the use of different polynomials h(x) in the generation
algorithm of the recurrences and, as the degree of the polynomial h increases, the order of the recurrence
increases also. In the worst case the order of the recurrence will be twice of the order of the original
recurrence, and therefore the cost in the evaluation algorithms will also be twice the original. This small
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increment in the computational complexity will lead to an important improvement in the numerical
precision, of several orders of magnitude.
5.3. Non-bounded intervals: Laguerre and Hermite polynomials
A last alternative has to be taken into account in the cases of the Laguerre (L()n (x)) and Hermite
(Hn(x)) families of polynomials. In these cases the interval of evaluation can be large because these
polynomials are orthogonal in non-bounded intervals. In [11,22] different “scaled” Laguerre functions
have been proposed, one example is
L˜
()
n (x)= exp(−x/2)L()n (x).
For the Hermite polynomials, taking into account the relations among Laguerre and Hermite polynomials
[1]
Hn(x)= (−1)n/2 2n (n/2)!L(−1/2)n/2 (x2), n even,
Hn(x)= (−1)(n−1)/2 2n ((n− 1)/2)!L(1/2)(n−1)/2(x2), n odd,
we propose the following scaled Hermite functions
H˜n(x)= exp(−x
2/2)
2n n/2! Hn(x).
For the Sobolev orthogonal polynomials we propose to use similar scaled functions, but taking into
account that we work with monic orthogonal polynomials. So, we deﬁne the “scaled” Laguerre- and
Hermite–Sobolev functions (denoted by L˜S or H˜S, respectively) as
L˜S
()
n (x)=
exp(−|x|/2)
n! LS
()
n (x),
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H˜Sn(x)= exp(−x
2/2)
n/2! HSn(x).
In Fig. 11 we show the behaviour of the Hermite–Sobolev orthogonal polynomials and the scaled
Hermite–Sobolev functions of degrees 1, . . . , 10. From the ﬁgures we observe as the scaled functions
have a much lower range of values as the original polynomials, as occurs in the other scaled functions
proposed in the literature [11,22].
6. Conclusions
As conclusions, we remark that the generation of Sobolev orthogonal polynomials and the evaluation of
ﬁnite series of Sobolev orthogonal polynomials are problems thatmay be unstable numerically. Therefore,
in order to control the stability, we recommend the use of multiple-precision libraries in the generation
algorithms in order to obtain correct coefﬁcients bij of the linear recurrence. Note that the determination
of the recurrence coefﬁcients is done only once, so the use of multiple-precision is not a problem.
In the evaluation algorithms we recommend three alternatives. If we may use multiple-precision li-
braries we propose their combined use with a running error bound in order to detect possible unstable
situations and thus to obtain a more accurate evaluation. On the other hand, an effective way of reducing
the rounding errors is to use a different polynomial h in the generation algorithms. This alternative, com-
bined also with a running error bound, is the option recommended by the authors because with a small
increment in the computer time we reduce and control the rounding errors. Another possibility is the use
of scaled functions in the case of orthogonal polynomials in non-bounded intervals.
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