I. INTRODUCTION
We shall be concerned here with the solution of the following matrix Riccati differential equation ( RE) which lies at the heart of many systems problems, e.g. optimal control (e.g. [3] ) and least -squares estimation ( e.g. [4] ): dt P(t) = FP(t) + P ( t)FT + Q -P ( t)DP(t), P(0) = TI (7) In this paper F, Q, and D are assumed to be known constant matrices.
It has been shown in a wide body of literature that if P s (.) is the solution of dt P s (t) = FP s (t) + P s (t ) FT + Q -P s (t)DP s ( t), t > s, P s ( s) = 0
i.e. a solution of (t) anchored to zero at time s, then one can recover P(.) from P s (.) through the relation P(t) = P s (t) + 0(t,slPs(.))[I + P(s) 11 ( t,slP s (.)) ] -1 P(s) 0T (t,slP s (.))
where ^(., s Equation (3) has been known at least since the work of Sandor [5] who obtained it in a slightly different form (he assumed that P(s) is nonsingular). To the best of our knowledge the representation (3), in fact for general nonsym- namely that for all t > s > 0, Ps(t) = PO(t -s); 1^(t,slPs(.)) = 0(t-s,0IP0(.));
µ(t,slPs(.)) = µ(t -s,OIPO(.)) relation which prompt the simpler notation 4, 0 (t) = 0 ( t,olPO(.)) and u0 ( t) = p(t,OIPO(.)).
Thus ( 3) can now be written as
an expression that leads to the following recursive algorithm given independently by (ii) Compute MIS), k = 1,2,3, ..
• recursively, starting with P(0) = n 0 , through
Note that step ( ii) is an integration -free step. Equation ( 9) is of course just ( 8) with t = ( k+t)d and s = kd. The simplicity of (9) makes it an attractive candidate for use in numerical computation. However, this algorithm has certain undesirable features which include numerical sensitivity to the initial matrix no, and a lack of symmetry. One can avoid the influence of no on the recursions by computing P 0 (k6) and then obtaining P(.) through the
[this is just (8) The result (10) is better numerically because it avoids the cumulative effects of an ill-conditioned no which can propagate through (9) .
Note that (10) requires the computation of (P O (kd) and P O (kd); but these terms are of interest. Monitoring to gives an on-line measure of stability of the time varying linear system (4); and P O is useful for analyzing the advantages to be gained from smoothing. Lemma 1: For t > s > 0 we have
More recently, this lemma has been studied in independent work by Sidhu and Desai[1] and Ljung et al. [2] where it has been shown that P O (.), 00(-) and p O (.) can be interpreted as elements of a scattering matrix that can be used to salve two-point boundary value problems. Then the results of the lemma have an interpretation in terms of adding layers of a scattering medium. The time-varying and nonsymmetri •o cases are also considered in
By setting t = (k+1)6 and s = d in these equations one can obtain recursions that provide P 0 (k6), 0 0 ( k6) and u 0 ( k6) at k = 1,2,3,...; this is left to the reader ( see also [161) . Instead we present a recursion that is of special value when solving the algebraic RE.
IV. AN INTERVAL DOUBLING ALGORITHM
An algorithm that recursively generates P 0 (.), to(.), and 11 0 (.), at the points t = 2 k d, k = 0,1,2, ..., i . e. progresses geometrically (doubling the interval at each recursion), follows readily from lemma 1. For this, set s = 2 kd and t = 2s = 2 k+1 6 in the equations of lemma 1. Thus we have:
Algorithm 2: Interval-Doubling. Integration-Free Recursions (i) As for algorithm 1, for a preselected 6 > 0, compute P O W, 00(6), 11 0 (6) from (2), (4)- (5).
(ii) Then recursively compute P O ( 2k 6), 0 0 ( 2k 6), 110 ( 2k 6) through the recursions
P O (2 k+1 6) = 0 0 (A H I + P 0 (2 k 6)11 0 (2 k 6 ) 1 -1 0 0 (2 k 6) q`wTNAL PACE IS POORWhen P 0 (.) and p 0 (.) are nonsingular matrices, the recursions can be put in a symmetric form. The symmetric form involves additional matrix inversions. However, exploiting symmetry can reduce certain of the computations and numerical errors. We omit details of such a formulation because in Section V the interval doubling algorithm is discussed using matrix square roots which implicitly preserve both symmetry and positivity of t'he v8^;iance matrices.
Algorithm 2 can be used to solve the algebraic RE:
since P = lim P(t). When (F,Q 112 ) is stabilizable and (F,D 112 ) is detectable, t + the limit is independent of the initial value Rol Using II O = 0 it follows that
The idea of using interval doubling algorithms for solving the steadystate problem and hence the algebraic RE was proposed in [12] . There, an iterative method, quite different from the one given here, was developed It is interesting to note that the above results hold without change for the discrete-time Riccati equation, i.e. for i = 0,1,2, ..., To make our square-root algorithm transparent, we start by rewriting 
P(i+1) = W i W + Q -[VIP(i)H T +C][I+HP(i)HT ] -1 [CT +HP(i)V T ], P(0) = n0
where I n is the n X n identity matrix, and S is partitioned consistent with (25) as S11 S12 s REPRODUCIBILITY (IF T11, Having established this lemma it is easy to obtain the following:
Algorithm 3: Square-Root Interval-Doubling Algorithm i) Construct an orthogonal S (k) such that
where R (k) is upper triangular.
(ii) By using implicitly defined orthogonal transformations SA k) and S(k) construct upper triangular matrices Ak+1 and rk+1 such that 
