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Abstract
In this work, we consider the nonlinear eigenvalue problems
u′′ + ra(t) f (u) = 0, 0 < t < 1
u(0) = u(1) = 0
where a : [0, 1] → [0,∞) is continuous and a(t) 6≡ 0 on any subinterval of [0, 1]; f : R → R is continuous, and there exist
two constants s2 < 0 < s1 such that f (s1) = f (s2) = f (0) = 0, f (s) > 0 for s ∈ (0, s1) ∪ (s1,+∞), f (s) < 0 for
s ∈ (−∞, s2)∪ (s2, 0), the limits f0 = lim|s|→0 f (s)s , f∞ = lim|s|→∞ f (s)s exist. Using global bifurcation techniques, we study
the global behavior of the components of nodal solutions of the above asymptotically linear eigenvalue problems.
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1. Introduction
In [5], Ma and Thompson were concerned with determining values of r for which there exist nodal solutions of the
boundary value problems
u′′ + ra(t) f (u) = 0, 0 < t < 1, (1.1r)
u(0) = u(1) = 0, (1.2)
where a and f satisfy the assumptions:
(H1) f ∈ C(R,R) with s f (s) > 0 for s 6= 0;
(H2) there exist f0, f∞ ∈ (0,∞) such that
f0 = lim|s|→0
f (s)
s
, f∞ = lim|s|→∞
f (s)
s
; (1.3)
(H3) a : [0, 1] → [0,∞) is continuous and a(t) 6≡ 0 on any subinterval of [0, 1].
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Using the Rabinowitz global bifurcation theorem, Ma and Thompson established the following
Theorem A. Let (H1), (H2) and (H3) hold. Assume that for some k ∈ N, either
λk
f∞
< r <
λk
f0
, (1.4)
or
λk
f0
< r <
λk
f∞
. (1.5)
Then problem (1.1r) and (1.2) has two solutions u
+
k and u
−
k such that u
+
k has exactly k − 1 zeros in (0, 1) and
is positive near 0, and u−k has exactly k − 1 zeros in (0, 1) and is negative near 0. In (1.4) and (1.5), λk is the kth
eigenvalue of
ϕ′′ + λa(t)ϕ = 0, 0 < t < 1
ϕ(0) = ϕ(1) = 0. (1.6)
Remark 1.1. It is well known that the eigenvalues of (1.6) are given by
0 < λ1 < λ2 < · · · < λk < λk+1 < · · · , lim
k→∞ λk = ∞;
for each k ∈ N, λk is simple and the corresponding eigenfunction ϕk has exactly k − 1 zeros in (0, 1); see Elias [3]
and Walter [9].
Of course the natural question is what would happen if f is allowed to have some zeros in R \ {0}? The purpose of
this work is to study the global behavior of the components of nodal solutions of (1.1r) and (1.2) under the condition:
(H4) There exist two constants s2 < 0 < s1, such that f (s1) = f (s2) = 0, f (s) > 0 for s ∈ (0, s1) ∪ (s1,∞),
f (s) < 0 for s ∈ (−∞, s2) ∪ (s2, 0).
We know from the proof of [5, Theorem 1.1] that the assumptions (H1)–(H3) imply that the component from the
trivial solution at (λkf0 , 0)p and the component from infinity at (
λk
f∞ ,∞)p are coincident (notice that we use (λkf0 , 0)p
and ( λkf∞ ,∞)p to denote the ‘points’ in some product spaces, and use (a, b) to denote the usual open interval in
this work). However, we will show in the next section that these two components are disjoint under the assumptions
(H2)–(H4). Hence the essential role is played by the fact of whether f possesses zeros in R \ {0}.
Remark 1.2. Ambrosetti and Hess [2] studied the global behavior of the components of positive solutions of Dirichlet
problems of asymptotically linear elliptic equations. However they gave no information about the “sign-changing
solution”. They showed that if f (s0) ≤ 0 for some s0 > 0, then the branch of the positive solution from the trivial
solution and the branch of positive solutions from infinity are disjoint. In [2], they do not treat the higher eigenvalue
case in this work.
Remark 1.3. The existence and multiplicity of positive solutions have been studied by many authors; see for example,
Amann [1], Henderson and Wang [4] and the references therein.
2. Statement of the results
Let us have Y = C[0, 1] with the norm
‖u‖∞ = max
t∈[0,1]
|u(t)|
and let us have
E = {u ∈ C1[0, 1]|u(0) = u(1) = 0},
with the norm
‖u‖E = max{‖u‖∞, ‖u′‖∞}. (2.1)
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Define L : D(L) ⊂ E −→ Y by setting
Lu := −u′′, u ∈ D(L) (2.2)
with
D(L) = {u ∈ C2[0, 1] | u(0) = u(1) = 0}. (2.3)
Then L−1 : Y → E is completely continuous.
Let ζ, ξ ∈ C(R,R) be such that
f (u) = f0u + ζ(u), f (u) = f∞u + ξ(u). (2.4)
Clearly
lim|u|→0
ζ(u)
u
= 0, lim|u|→∞
ξ(u)
u
= 0. (2.5)
Let us consider
Lu − λa(t) f0u = λa(t)ζ(u) (2.6)
as a bifurcation problem from the trivial solution u ≡ 0, and
Lu − λa(t) f∞u = λa(t)ξ(u) (2.7)
as a bifurcation problem from infinity. We note that (2.6) and (2.7) are the same, and each of them is equivalent to
(1.1r) and (1.2).
Let E = R× E under the product topology. As in [7], we add the points {(λ,∞)p|λ ∈ R} to our space E. Let S+k
denote the set of functions in E which have exactly k − 1 simple zeros in (0, 1) and are positive near t = 0, and set
S−k = −S+k , and Sk = S+k ∪ S−k . They are disjoint and open in E . Finally, let Φ±k = R× S±k and Φk = R× Sk .
Remark 2.1. It is worth remarking that if u is a nontrivial solution of (1.1r) and (1.2) in which a and f satisfy
(H2)–(H4); then u ∈ Sνk for some ν ∈ {+,−} and k ∈ N. To see this, let us define
q(t) =

f (u(t))
u(t)
, u(t) 6= 0,
f0, u(t) = 0.
Thus problem (1.1r) and (1.2) is equivalent to
u′′ + ra(t)q(t)u = 0, 0 < t < 1, (2.8)
u(0) = u(1) = 0. (2.9)
Obviously a(·)q(·) satisfies (H3). By [3], all of the zeros of the nontrivial solutions u are simple, and accordingly
u ∈ Sνk for some ν ∈ {+,−} and k ∈ N.
The results of Rabinowitz [8] for (2.6) can be stated as follows: For each integer k ≥ 1, ν ∈ {+,−}, there exists a
continuum Cνk,0 of solutions of (2.6) joining (λkf0 , 0)p to infinity, and Cνk,0 \ {(
λk
f0
, 0)}p ⊂ Φνk .
The results of Rabinowitz [7] for (2.7) can be stated as follows: For each integer k ≥ 1, ν ∈ {+,−}, there exists a
continuum Dνk,∞ of solutions of (2.7) meeting ( λkf∞ ,∞)p, and Dνk,∞ \ {( λkf∞ ,∞)}p ⊂ Φνk .
Theorem 2.1. Let (H2), (H3) and (H4) hold. Moreover, assume
(H5) f satisfies the Lipschitz condition in [s2, s1].
Then
(i) for (λ, u) ∈ C+k,0 ∪ C−k,0,
s2 < u(t) < s1, t ∈ [0, 1];
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(ii) for (λ, u) ∈ D+k,∞ ∪D−k,∞, we have that either
max
t∈[0,1]
u(t) > s1,
or
min
t∈[0,1] u(t) < s2.
Corollary 2.1. Let (H2), (H3), (H4) and (H5) hold. Assume that for some k ∈ N,
λk
f∞
< r <
λk
f0
. (2.10)
Then
(i) if r ∈ ( λkf∞ , λkf0 ], then (1.1r) and (1.2) has at least two solutions u+k,∞ and u−k,∞, such that u+k,∞ has exactly
k − 1 zeros in (0, 1) and is positive near 0, and u−k,∞ has exactly k − 1 zeros in (0, 1) and is negative near 0;
(ii) if r ∈ (λkf0 ,∞), then problem (1.1r) and (1.2) has at least four solutions u+k,∞, u−k,∞, u+k,0 and u−k,0 such that
u+k,∞ has exactly k − 1 zeros in (0, 1) and is positive near 0; u+k,0 has exactly k − 1 zeros in (0, 1) and is positive near
0; u−k,∞ has exactly k − 1 zeros in (0, 1) and is negative near 0; u−k,0 has exactly k − 1 zeros in (0, 1) and is negative
near 0.
Corollary 2.2. Let (H2), (H3), (H4) and (H5) hold. Assume that for some k ∈ N,
λk
f0
< r <
λk
f∞
. (2.11)
Then
(i) if r ∈ (λkf0 ,
λk
f∞ ], then (1.1r) and (1.2) has at least two solutions u+k,∞ and u−k,∞, such that u+k,∞ has exactly
k − 1 zeros in (0, 1) and is positive near 0, and u−k,∞ has exactly k − 1 zeros in (0, 1) and is negative near 0;
(ii) if r ∈ ( λkf∞ ,∞), then problem (1.1r) and (1.2) has at least four solutions u+k,∞, u−k,∞, u+k,0 and u−k,0 such that
u+k,∞ has exactly k − 1 zeros in (0, 1) and is positive near 0; u+k,0 has exactly k − 1 zeros in (0, 1) and is positive near
0; u−k,∞ has exactly k − 1 zeros in (0, 1) and is negative near 0; u−k,0 has exactly k − 1 zeros in (0, 1) and is negative
near 0.
Remark 2.2. Making a comparison between Theorem A and the above two corollaries, we see that as f has zeros
s1, s2 : s2 < 0 < s1, the bifurcation structure of the nodal solutions of (1.1r) and (1.2) becomes more complicated:
two new nodal solutions are born when r > max{λkf0 ,
λk
f∞ }.
3. Proof of the main results
In this section, we prove Theorem 2.1 and Corollaries 2.1 and 2.2.
Proof of Theorem 2.1. Suppose on the contrary that there exists (λ, u) ∈ C+k,0 ∪ C−k,0 ∪D+k,∞ ∪D−k,∞ such that either
max{u(t) | t ∈ [0, 1} = s1
or
min{u(t) | t ∈ [0, 1} = s2.
Let
0 = τ0 < τ1 < · · · < τk = 1
denote the zeros of u. We divide the proof into two cases.
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Case 1. max{u(t) | t ∈ [0, 1]} = s1.
In this case, there exists j ∈ {0, . . . , k − 1} such that
max{u(t) | t ∈ [τ j , τ j+1]} = s1, (3.1)
and
0 ≤ u(t) ≤ s1, t ∈ [τ j , τ j+1]. (3.2)
Let us consider the two-point boundary value problem
u′′ + λa(t) f (u) = 0, τ j < t < τ j+1, (3.3λ)
u(τ j ) = u(τ j+1) = 0. (3.4)
By (H2), (H4) and (H5), there exists m ≥ 0 such that a(t) f (s)+ ms is strictly increasing in s for s ∈ [s2, s1]. Then
Lu + λmu = λ(a(t) f (u)+ mu), t ∈ (τ j , τ j+1) (3.5)
and, since Ls1 = 0 = f (s1),
(L + λm)s1 = λ(a(t) f (s1)+ ms1). (3.6)
Subtracting, we get
(L + λm)(s1 − u(t)) ≥ 0, t ∈ (τ j , τ j+1) (3.7)
and
s1 − u(τ j ) > 0, s1 − u(τ j+1) > 0. (3.8)
The maximum principle [6] implies that s1 > u(t) in [τ j , τ j+1], a contradiction.
Therefore
u(t) < s1, t ∈ [0, 1].
Case 2. min{u(t) | t ∈ [0, 1]} = s2.
In this case, there exists j ∈ {0, . . . , k − 1} such that
u(t0) = min{u(t) | t ∈ [τ j , τ j+1]} = s2,
and
0 ≥ u(t) ≥ s2, t ∈ [τ j , τ j+1].
Let us consider the two-point boundary value problem
u′′ + λa(t) f (u) = 0, τ j < t < τ j+1,
u(τ j ) = u(τ j+1) = 0.
By (H2), (H4) and (H5), there exists m ≥ 0 such that a(t) f (s)+ ms is strictly increasing in s for s ∈ [s2, s1]. Then
Lu + λmu = λ(a(t) f (u)+ mu), t ∈ (τ j , τ j+1)
and, since Ls2 = 0 = f (s2),
(L + λm)s2 = λ(a(t) f (s2)+ ms2).
Subtracting, we get
(L + λm)(s2 − u(t)) ≤ 0, t ∈ (τ j , τ j+1)
and
s2 − u(τ j ) < 0, s2 − u(τ j+1) < 0
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The maximum principle [6] implies that s2 − u(t) < 0 in [τ j , τ j+1], a contradiction.
Therefore
s2 < u(t), t ∈ [0, 1].
Proof of Corollary 2.1 and 2.2. Since problem (1.10) and (1.2) has a unique solution u ≡ 0, we get
(C+k,0 ∪ C−k,0 ∪D+k,∞ ∪D−k,∞) ⊂ {(µ, z) ∈ R× E |µ ≥ 0}. (3.9)
Take Λ ⊂ R as an interval such that Λ ∩ { λ jf∞ | j ∈ N} = { λkf∞ } andM as a neighborhood of ( λkf∞ ,∞)p whose
projection on R lies in Λ and whose projection on E is bounded away from 0. Then by [7, Theorem 1.6 and Corollary
1.8], we have that for each ν ∈ {+,−}, either
(1o) Dνk,∞ \M is bounded in R× E in which case Dνk,∞ \M meets {(λ, 0)|λ ∈ R}, or
(2o) Dνk,∞ \M is unbounded.
Moreover if (2o) occurs and Dνk,∞ \M has a bounded projection on R, then Dνk,∞ \M meets (µˆ,∞)p where
µˆ ∈ { λ jf∞ | j ∈ N} with µˆ 6= λkf∞ .
Obviously Theorem 2.1(ii) implies that (1o) does not occur. So D+k,∞ \M is unbounded.
Remark 2.1 guarantees that D+k,∞ is a component of solutions of (2.7) in S+k which meets ( λkf∞ ,∞)p. Otherwise, if
there exist (η1, y1) ∈ D+k,∞ ∩ S+k and (η2, y2) ∈ D+k,∞ ∩ S+h for some k 6= h ∈ N, then by the connectivity of D+k,∞,
there exists (η∗, y∗) ∈ D+k,∞ such that y∗ has a multiple zero point in (0, 1). However this contradicts Remark 2.1.
Therefore there is no h ∈ N with h 6= k such thatD+k,∞ also meets ( λhf∞ ,∞)p′ and consequently ProjR (D+k,∞ \M)
is unbounded. Thus
ProjR (D+k,∞) ⊃
(
λk
f∞
,+∞
)
. (3.10)
Similarly, we get
ProjR (D−k,∞) ⊃
(
λk
f∞
,+∞
)
. (3.11)
By Theorem 2.1, for any (λ, u) ∈ (C+k,0 ∪ C−k,0),
‖u‖∞ < max{s1, |s2|} := s∗. (3.12)
(3.12) and (2.6) imply that
‖u‖E < max{λ‖a‖∞ max|s|≤s∗ | f (s)|, s
∗} (3.13)
which means that the sets {(µ, z) ∈ C+k,0|µ ∈ [0, d]} and {(µ, z) ∈ C−k,0|µ ∈ [0, d]} are bounded for any fixed
d ∈ (0,∞). This together with the fact that C+k,0 and C−k,0 join (λkf0 , 0)p to infinity yields respectively that
ProjR(C+k,0) ⊃
(
λk
f0
,+∞
)
(3.14)
and
ProjR(C−k,0) ⊃
(
λk
f0
,+∞
)
. (3.15)
Combining (3.10) and (3.11) with (3.14) and (3.15), we conclude the desired results.
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