Introduction
A large part of the work of Olga A. Ladyzhenskaya is devoted to the deep analysis of mathematical problems arising in fluid mechanics, especially to the study of the NavierStokes equations (NSE) including the stationary variant as well as the time dependent situation in dimensions 2 and 3. Some of her fundamental results are highlighted in the monograph [La1] and in the papers [La2] , [La3] , [La4] , [La5] , [LK] . In our note we limit ourselves to the stationary case in 2D and try to exhibit conditions which imply the constancy of entire solutions, i.e. of solutions defined on the whole plane. Roughly speaking our goal is to obtain Liouville-type results not only for (NSE) but also for the case of fluids with shear dependent viscosity. We first look at entire solutions of the homogeneous (NSE) (1.1) −µ∆u + u k ∂ k u + ∇π = 0 together with the incompressibility condition (1.2) div u = 0 .
Here u : R 2 → R 2 denotes the velocity field, π : R 2 → R is the pressure and µ stands for the constant viscosity. W.l.o.g. we can assume that µ = 1, moreover, throughout this paper we adopt the convention of summation w.r.t. indices repeated twice. In 1978 the following result was obtained by Gilbarg and Weinberger [GW] : THEOREM 1.1. Suppose that (1.1) and (1.2) hold on the entire plane and that the (weak and thereby classical) solution u : R 2 → R 2 is of finite energy in the sense that
Then the constancy of u follows.
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One major ingredient of their proof is to introduce the vorticity ω := ∂ 1 u 2 −∂ 2 u 1 satisfying the linear elliptic equation (1.4) ∆ω − u · ∇ω = 0 ,
and to give precise estimates for the growth of Dirichlet's energy of ω on annuli in terms of the radius with the help of the maximum-principle valid for solutions of equation (1.4) . Approximately 30 years later Koch, Nadirashvili, Seregin, Sverǎk [KNSS] studied entire solutions u(t, x) of the much more delicate instationary variant of (1.1) and as a byproduct of their investigations they could replace (1.3) by the requirement that u is a bounded function, more precisely: |u| < ∞ , then u = u 0 for some vector u 0 ∈ R 2 .
We just wish to remark that the proof of Theorem 1.2 uses the linearity of the leading part of (NSE) in an essential way. An interesting question is, if we can weaken condition (1.5). In [BFZ] we could show:
for some α < 1/3. Then the constancy of u follows.
Since the proof of Theorem 1.3 is rather selfcontained, we will present it in Section 2. It would be very interesting to know, if actually α < 1 is admissible in (1.6).
In her book [La1] Olga A. Ladyzhenskaya proposes also to study fluids with variable viscosity. One approach is to replace (1.1) through the equation
where ε(u) is the symmetric gradient of the velocity field and where T D is the deviatoric part of the stress tensor. For further mathematical and also physical explanations we refer to the monographs of Ladyzhenskaya [La1] , Galdi [Ga1] , [Ga2] and Málek, Necǎs, Rokyta, Růžička [MNRR] as well as to the book [FS] . We assume that
for a potential H being of the form
we see that the variable viscosity is given by
Following standard terminology we say that the flow is shear thickening (thinning), if µ is an increasing (decreasing) function of |ε|.
Next we formulate our hypotheses imposed on the density h occurring in the structural condition (1.9). We suppose that h satisfies:
(A1) h is strictly increasing and convex; we have h ′′ (0) > 0 and lim
There is a constant a > 0 such that h(2t) ≤ ah(t) for all t ≥ 0 (doubling property) .
In the shear thickening case we have
In the shear thinning case we have h
it is immediate that (A3 I ) and (A3 II ) express the fact that the fluid is shear thickening and shear thinning, respectively.
iii) (A1) together with (A2) implies the balancing condition
and for a suitable positive constant c. In fact, 0 = h(0) ≥ h(t) − th ′ (t) holds by convexity, whereas by (A2) and the monotonicity of h
iv) It is easy to see that from (A2) it follows
v) If we are in the shear thickening case (A3 I ), then
and (A1) implies on account of h ′′ (0) > 0 that our energy is of at least quadratic growth.
vi) In the shear thinning case we have
Note that according to (1.13 
Summarizing the results obtained in [Fu] , [FZ] and [Zh] we have: 
and u is assumed to be bounded.
Note that the lower bound imposed on h ′′ in part b) of Theorem 1.4 together with h(0) = h ′ (0) = 0 implies that h(t) ≥ ct ln(1 + t), t ≥ 0. Since the case of bounded solutions for shear thinning flows is treated in the cited references only for the Prandtl-Eyring model, a proof of part b) of Theorem 1.4 will be provided in Section 3. Let us clarify our terminology: a function u ∈ C 1 (R 2 , R 2 ) is called a weak solution of (1.7) and (1.2), if (1.2) holds in the pointwise sense and if
A discussion of the hypothesis u ∈ C 1 can be found in e.g. [Fu] , [FZ] , [Zh] .
We emphasize that Theorem 1.4 requires the existence as well as the positivity of D 2 H(0) so that we can cover the non-degenerate p-case and also the Prandtl-Eyring fluid. Concerning the degenerate p-case we proved in [BFZ] :
implies the constancy of u.
ii) If
iii) Let p > 2 and let u ∞ ∈ R 2 denote a vector such that a) in case 2 < p < 6:
Then we obtain u = u ∞ . 
Proof of Theorem 1.3
Let u denote an entire solution of (1.1) and (1.2) satisfying (1.6). Introducing the vorticity
and from div u = 0 we infer
. We specify ϕ = η 2ℓ ω 2q−3 and get
By Young's inequality the first term on the r.h.s. of (2.3) is estimated through
to the second term on the r.h.s. of (2.3) we apply (2.2). This yields after appropriate choice of δ (2.4)
Now we return to (2.1) and apply Young's inequality one more time with the result
hence for δ sufficiently small (2.5)
Next we specify η: let R ≥ 1 and choose η = 1 on
We use (2.6) on the r.h.s. of (2.5) and get
and if we apply (2.4) on the r.h.s. quoting (2.6) one more time it follows
Young's inequality yields
and for ℓ ≫ 1 we have 2ℓ
hence, for δ small enough, we obtain from (2.7) (2.8)
Recall that α < 1/3. Therefore we can fix a sufficiently large exponent q with the property that 2 + (3α − 1)q < 0 , and (2.8) shows
and R → ∞, hence ω ≡ 0 on R 2 . This together with div u = 0 shows that u is harmonic and the constancy of u then follows from (1.6) and results concerning entire harmonic functions.
Bounded solutions in the shear thinning case
Throughout this section we assume that h satisfies (A1,2) and (A3 II ) together with h ′′ (t) ≥ c/(1 + t) and that u ∈ C 1 (R 2 , R 2 ) denotes a bounded solution of (1.7) and (1.2). Then it is an easy exercise to show that u is in the space W 2 2 loc (R 2 , R 2 ), which follows from the non-degeneracy of D 2 H and the local boundedness of ∇u. For proving the constancy of u we first claim:
Proof of Lemma 3.1: Recalling (1.15) we have
Here
From (3.2) we obtain
We have
and if δ is chosen small enough and if we take into account the inequality
≤ const (compare the remarks after (1.14)) in combination with (1.10) it follows
The quantities T i are estimated as follows: it clearly holds (3.4)
We have for any δ > 0 by Young's inequality and the properties of w
hence (replacing δ by δ/4 and quoting (1.14)) (3.5)
Next we observe
and from
it follows using Hölder's inequality
Inserting (3.4) -(3.7) into (3.3) we get
for any δ > 0 and all Q R (x 0 ). The δ-Lemma of Giaquinta and Modica (cf. Lemma 0.5 in [GM] ) and its slight extension stated in Lemma 3.1 of [FZ] then yields
and since u is bounded we have established (3.1).
Next we like to prove the validity of (3.8)
Note that from (3.8) we immediately get (recalling our hypotheses imposed on h) (3.9)
For the discussion of (3.8) we return to equation (1.15). Replacing ϕ by ∂ α ϕ for ϕ ∈ C ∞ 0 (Q3 2 R (x 0 ), R 2 ) with div ϕ = 0 we obtain by partial integration
2 ) = ∂ α u·∇η 2 and select w α according to [Ga1] from the space
Finally we choose ϕ := η 2 ∂ α u − w α in (3.10). Equation (3.10) then yields
where "⊙" is the symmetric product of vectors. Using the Cauchy-Schwarz inequality for the bilinear form D 2 H(ε(u)) in combination with Young's inequality we obtain for any δ > 0 (observe that D 2 H(ε)(σ, σ) ≤ c|σ| 2 on account of (A3 II ) and the remarks after (1.14))
Here we have abbreviated (3.14)
By applying exactly the same arguments to S 1 we see
and (3.15) is valid for any choice of δ > 0.
Next we look at S 3 : it holds
and since we are in the 2D-case, the first integral on the right-hand side vanishes. This shows
and we obtain (3.16)
for a constant c depending on u L ∞ (R 2 ) . Finally we discuss S 4 again using the boundedness of the velocity field:
Putting together our estimates (3.13) -(3.17) and returning to (3.12) we have shown for any δ > 0 the validity of the inequality
. In order to control Dirichlet's integral on the righthand side of (3.18) in an appropriate way, let us select
We have by Korn's inequality
and if we recall the support property of η, inequality (3.18) in combination with the above estimates implies
We have by Hölder's and Young's inequality
where τ is any positive number. During our calculation we have used that
on account of (A3 II ). Recalling our assumption
concerning the shear thinning case in Theorem 1.4, the above chain of inequalities is established. Choosing
we get with a new constant c(δ) recalling also (3.14)
whereas the choice
With (3.20) and (3.21) we return to (3.19) writing again c(δ) for constants depending on δ (and u L ∞ (R 2 ) ) and replacing the parameter δ by δ/3. We obtain:
To estimate (3.22) we can apply Lemma 3.1 from [FZ] and get for all squares
Now, if the case R ≥ 1 is considered, inequality (3.23) implies the bound (3.24)
Clearly the assumptions imposed on h yield (
H (ε(u)) dx and since we still assume that R ≥ 1, we get from (3.1) the bound (3.25)
Now, if we insert (3.25) into (3.24), our claims (3.8) and (3.9) are clearly established.
In a final step we show (3.26)
Obviously (recall (3.14)) equation (3.26) gives ∇ε(u) = 0, hence ∇ 2 u = 0 so that u must be affine. But since we assume u ∈ L ∞ (R 2 , R 2 ), the constancy of u clearly follows. It remains to prove (3.26): let
Going through the calculations leading to (3.18) with the choice x 0 = 0, a closer look at the quantities S i , i = 1, . . . , 4, implies the inequality
where we have abbreviated T3 2 R := Q3 2 R − Q R and where on the right-hand side of (3.27) the integration over T3 2 R has to be performed in appropriate places due to the support properties of ∇η. In the calculations after (3.18) we estimated Q 3 2 R |∇u| 2 dx, but of course we can bound T 3 2 R |∇u| 2 dx in the same way by choosing ϕ ≡ 1 on T3 2 R , 0 ≤ ϕ ≤ 1, |∇ϕ| ≤ c/R and spt ϕ ⊂ Q 2R − Q R/2 =: T 2R . This yields (3.28)
and from the arguments used after (3.19) we deduce
Putting together (3.28) and (3.29) and going back to (3.27) we obtain choosing δ = 1/2
|u| 2 dx −→ 0 as R → ∞, and from (3.25) we obtain (R ≥ 1)
At this stage we like to remark that here it is essential to integrate b just over the set T 2R . Let us finally look at the quantity
. By (3.28) and (3.29) we have
and the second factor on the right-hand side goes to zero as R → ∞ as observed earlier.
Returning to our previous bound
we see in combination with (3.25) and (3.8) that R −1 Q 3 2 R |∇u| 2 dx stays bounded, which means that also Ψ(R) −→ 0 as R → ∞. Therefore the passage to the limit in (3.30) finally yields our claim b ∞ = 0.
Some related problems
Let Ω ⊂ R d , d = 2, 3, denote a bounded domain having a smooth boundary ∂Ω. In 1933 J. Leray [Le] investigated the solvability of an exterior problem for (NSE) which reads as follows (w.l.o.g. µ = 1) (4.1)
Here u ∞ is a prescribed vector from R d , and (4.2) has to be interpreted as uniform convergence. The threedimensional case of (4.1) along with (4.2) is well understood and different from the 2D-situation. A nice explanation together with the historical background is provided in Galdi's paper [Ga3] . There it is also outlined how in the twodimensional case the solvability of (4.1) and (4.2) with arbitrary vector u ∞ ∈ R 2 is related to the up to now open question if for u ∞ = 0 the equations (4.1) and (4.2) admit only the trivial solution u ≡ 0. Of course we could not prove or disprove the conjecture that u must be identically zero, however it holds (see [BF2] ) These results apply to the non-degenerate p-case, 1 < p < ∞, as well as to the Prandtl-Eyring fluid. The proof of Theorem 4.1 is based on energy estimates in the spirit of Lemma 3.1, where now one has to work on the exterior domain R 2 − Ω. Note that in (ii) actually a rather strong decay of u at infinity is required.
Next recall that in Theorem 1.4 the Prandtl-Eyring fluid model is included with potential H given by H(ε) = |ε| ln (1 + |ε|). However, the applicability of Theorem 1.4 is limited to solutions u of class C 1 , and in order to motivate Theorem 1.4 for this particular fluid model one should firstly discuss the (weak) solvability of the e.g. homogeneous boundary value problem on some bounded smooth domain Ω ⊂ R 2 with given volume forces f : Ω → R 2 and secondly investigate the differentiability properties of such weak solutions. The first question was recently answered in the paper [BDF] . Letting h(t) = t ln(1+t) we introduce the space Since they work in the Sobolev space
, it is possible to adjust the Lipschitz truncation technique, which roughly speaking replaces a function u through a Lipschitz function u different from u only on a small set. In [BDF] we provide a similar procedure where now a field w from V 1,h 0,div is replaced through a solenoidal one having bounded symmetric gradient and being different from w again on a set with small measure. This yields However, we know nothing about the regularity properties of this solution u, and up to now there are no existence results in the 3D-case.
