Abstract. This paper examines a popular stock message board and finds slight daily predictability using supervised learning algorithms when combining daily sentiment with historical price information. Additionally, with the profit potential in trading stocks, it is of no surprise that a number of popular financial websites are attempting to capture investor sentiment by providing an aggregate of this negative and positive online emotion. We question if the existence of dishonest posters are capitalizing on the popularity of the boards by writing sentiment in line with their trading goals as a means of influencing others, and therefore undermining the purpose of the boards. We exclude these posters to determine if predictability increases, but find no discernible difference.
Introduction
Stock message boards give users a place to ask questions, find useful information and discuss rumors regarding a chosen stock. Of the stock message boards on the internet, Yahoo hosts one of the largest and most popular online communities, with boards for over 6000 stocks. Participation on the Yahoo boards varies from posts once a month to thousands of posts per day. Posts tend to be shorter and less thoughtfully written on average than a newspaper article, and the discussions tend to be more conversational in nature. In addition to contributing written posts, the poster on the Yahoo message boards has the ability to choose a long-term sentiment disclosure of his/her recommendation for readers (i.e. "strong buy", "buy", "hold", "sell", and "strong sell"). This sentiment is displayed at the bottom of the message (see Figure 1 ) and is referred throughout this paper as "explicit sentiment."
There are numerous reasons why individuals participate in conversations on message boards. The primary reason is to exchange ideas regarding publicly traded stocks. Das and Chen (2007) mention that while large institutions express their opinions on a stock via * mrechenthin@gmail.com published stock forecast, stock message boards provide smaller investors a place to converse and share their opinions. Cao et al. (2002) argue that participants of the market do not always have the confidence to act upon their trading ideas. These sidelined individuals seek out others who share similar opinions to gain confidence to trade. Message boards may therefore be the ideal venue for these individuals to interact. It is this interaction that may play a role in the movement of stock prices. As we know from basic psychology, emotion plays a significant role in the decision making process. A message board post or news article may influence an investor's or trader's emotion which may indirectly influence the stock's price. Antweiler and Frank (2004) and Das and Chen (2007) find evidence that seems to support this hypothesis that message board activity coincides with stock volatility 1 .
1 Volatility describes the variability (i.e. the standard deviation) of the stock returns, or the magnitude and speed of the stock price fluctuations. Das and Chen calculate volatility as the difference between the high and low stock prices for the day divided by the average of the open and closing price. Antweiler and Frank use a measure of volatility, called the Sharpe ratio, which is a measure of return per unit of deviation in excessive of a benchmark. Both measures of volatility are popular. It is one thing to predict volatility, yet another and far more interesting, to predict price direction. Recent research examining crowd-sourced information contained within blogs and message boards to predict the direction of stock market prices has shown positive results. Schumaker and Chen (2009) used linguistic and statistical techniques to predict market direction using news articles and produced a small profit using their model when tested against a benchmark. Choudhury et al. (2008) using a SVM showed that the activity on blogs are correlated with the underlying stock direction. Li et al. (2011) uses a multi-kernel learning algorithm on news articles and historical price information to improve a baseline model. Wex et al. (2013) used 45 million Reuters news stories over eight years to help explain oil price movements. Additionally, Balakrishnan et al. (2010) used quarterly financial filings to predict a stock's performance. The sentiment and tone of the filings were found to be slightly predictive of future stock returns.
Other than traditional blogs and message boards, Twitter has recently become a popular source of data for finding market predictability. For example in Ruiz et al. (2012) the authors found high levels of correlation between Twitter and stock volumes and this along with the stock's price was shown to produce a small profit. According to (Brown 2012; Ruiz et al. 2012; Sprenger & Welpe, 2010 ) the loosely based convention on Twitter when discussing stocks is to use a hashtag followed by the stock's symbol (i.e. #AAPL, $AAPL, or #Apple). However, the lack of consistency among posters in hashtag use, and the high level of noise makes finding post related to a specific stock difficult.
An example of this difficulty in finding tweets relating to a specific stock is Apollo Group Incorporated (symbol: APOL). A Twitter search finds post related to Apollo Theater in Harlem, Apollo the Greek god, Apollo 13 manned mission to the Moon, and numerous unrelated companies. In (Ruiz et al., 2012 ) the authors used different hashtags, along with several filters, such as if the tweet uses the word "stock", to find relevant, stock specific posts, but also states "when we determined that a rule-based approach was not feasible, we removed that company from our dataset." This difficulty prevented the use of Twitter as a source in our research. Many papers have instead examined Tweets not related to a particular stock, but instead to the overall stock market. For example, Bollen et al. (2011) examined ten million Twitter feeds to predict the overall market movement up to six days in advance using six dimensions of mood. Zhang et al. ( , 2012 ) also used Tweets confined to the United States to find overall slight market predictability.
With the potential for huge profit, it is no surprise that hedge funds and large institutional traders are looking into the use of sentiment analysis within their trading models. According to Aite Group, a financial services consulting company, as of the end of 2010, 35% of professional trading firms were exploring the use of sentiment analysis in their models, up from 2% in 2008 (Bowley, 2010) . Several stock trading websites display a crowd-sourced sentiment that is displayed when a user inputs a stock (see Figure 2 for two sentiment detecting websites). Examples of websites that provide sentiment analysis for stocks (either for free or for a subscription fee service) include: DataMinr, Bloomberg, MarketWatch, The Motley Fool, and The Stock Sonar 2 . There is, however, a lack of transparency on how these websites calculate 2 DataMinr, www.dataminr.com, recently raised $30 million and partnered with Twitter to identify credible tweets; Bloomberg, www.bloomberg.com, is one of the largest financial data services; MarketWatch, www.marketwatch.com, is owned by Dow Jones & Company; The Motley Fool, www.fool.com, since 1993 has been providing financial advice to individual investors and has a syndicated newspaper column along with two New York Times best sellers; and The Stock Sonar, www.thestocksonar.com, is a popular sentiment website and also mentioned in (Feldman, Rosenfeld, Bar-Haim, & Fresko, 2011). positive versus negative stock sentiment. With the incentive being profit, a dishonest message board poster could undermine the system to make stocks appear to have sentiment inline with their trading goal ("bullish" sentiment if they own the stock or "bearish" sentiment if they are short the stock and want to push the stock down) as a means of influencing others.
Message boards can be abused, since users can post anonymously. DeMarzo et al. (2003) argue that people give more weight to the opinions of those with whom they talk and this kind of belief makes it profitable to be an influential participant within the message boards. Short sellers (those who profit when the stock drops in price) trying to frighten others into panic selling are mixed into the boards. Arther Levitt, former Security and Exchange Commission (SEC) Chairman stated "I encourage investors to take what they see over chat rooms not with a grain of salt but with a rock of salt." An act where individuals disseminate false information through message boards and/or email and then sell their stocks at artificially inflated prices is a "pump and dump" scam (Gu, Konana, Liu, Rajagopalan, & Ghosh, 2006) . By enticing others to buy the stock, the scammers create a high demand for the stock which raises the price. This sudden increase in the stock's price entices others to believe the hype and to buy shares as well. When the individuals behind the scheme sell their shares at a profit and stop promoting the stock, the price plummets, and other investors are left holding stocks which are worth significantly less than what they paid for it. A study by Frieder and Zittrain (2007) examined stocks where "pumpers" previously sent large quantities of emails to entice others to buy, and found that investors who bought the stocks lost, on average, 5.25% in the two day period following touting.
A famous case of "pump and dump" involved 15-year old high school student Jonathan Lebed who would purchase stocks in advance, and then send spammed touts on Yahoo message boards on the same day. His six-month trading profits amounted to $800,000. The SEC settled a case against Jonathan in which he had to give up a portion of his profits, with interest (Lewis, 2001 ). This profit potential in stocks for the individuals doing the touting, creates an ideal environment for abuse and demonstrates the importance to filter spammers and other irrelevant posts.
The main contribution of this paper is to examine posts (and their posters) of eleven popular stocks on the Yahoo Finance message boards. The value of the message boards itself can be established by the percentage of on-topic communication and the level of underlying stock predictability, as determined by the sentiment contained with the posts. Using supervised learning algorithms, we use the sentiment contained in the message board to attempt to predict the underlying stock price and find slight predictability when combined with historical price information. Lastly, using four metrics of finding outliers among posters, we find posters whose post raise suspicion. We theorize this may be the existence of possible "pump and dumpers" (participants whose intent is to influence others to artificially inflate stocks prices). These posters are excluded to determine if predictability increases, but we find no discernible difference.
The rest of the paper is organized as follows: In Section 2 we empirically examine nearly 70,000 Yahoo Finance message board posts over eleven stocks and their near 7,000 posters to determine if the data can aid in the discovery of worthwhile knowledge. In Section 3 we discuss the use of supervised learning methods to determine the sentiment of posts and compare this with the posters own explicitly provided sentiment. In Section 4 the best performing sentiment model is used to determine if predicted and/or explicit sentiment can be used to predict the future market price. Section 5 examines users who we surmise to be possible "suspicious" users due to four metrics. The first is the frequency of posts; a user who posts over a certain criterion is deemed an outlier. The second metric is username similarity. We found users who had high Levenshtein username similarity to others wrote a statistically significant greater number of posts and provided more sentiment. Third, we examined text similarity of posts by different users. Less than seven percent of users had high levels of similarity but these users wrote over 52% of messages. The last metric we examined for finding potential suspicious users was the length of time the account was opened. With the ease of opening a Yahoo account, we expected greater number of spam messages from short-term accounts; however, this is not what was found. Lastly we exclude the "suspicious" users to determine if predictability increases but find no discernible difference.
Overview of boards

Data collected
We examined 67, 849 posts regarding eleven widely-traded stocks over a varying timespan, which can be seen in Table 1 . This represented the entire collection of messages posted during the timespan for the particular stock. The stocks were chosen due to their large number of posts and high trading volumes. The average number of posts among stocks was 145[±98] per day, with the least being Bristol-Myers Squibb with an average of 40[±23] per day and Cisco being the highest with an average of 445[±228] per day. The posts were retrieved using a program written in Java by one of the authors that utilized the opensource JSoup API. In addition to storing the user's posts, the message title, the date and time of posts, and the users explicit sentiment (if provided), we retrieved user specific information such as the date their Yahoo account was opened.
It is important to note that Yahoo does monitor its message boards along with the help of its members. A "report abuse" link on posts allows users to report messages that go against Yahoo's terms-of-service 4504 196[±169] agreement; this includes high levels of profanity, racism, threatening language or other forms of abuse. In addition, messages that include promotion of a commercial website (spamming), libel, off-topic comments, and the publishing of personal information that puts others at risk of fraud is subject to deletion. Nevertheless, we take a random sample of 1, 677 messages and find that over 68.8% of those messages escape filtering and are classified by us as off-topic. We will discuss this further in the paper.
Posts
2.2.1. Typical post Consider the following post by user, "irrational_ fed_selloff", posted on July 13, 2011 on the Nokia (stock symbol: NOK) message board (see the message also in Figure 3a ):
WAY OVERSOLD So much cash on the books. So many patents = Leader in all woreless devices patents. Suing Google next for patent violations = strategic $ gain and make sure Android does not harm but enhance Nokia's future. Too many strong hand plays. Weakness is WAY OVERSOLD.
Notice the poor grammar, preference for capital letters, and misspellings within the message; this is quite common in the examined posts. In addition to containing an explicit sentiment of "strong buy" which was provided by the user, the context of the post would lead most to interpret this as a positive message. First, the poster mentions that the company is "way oversold" and second, he provides statements that would be interpreted by most as positive -strong cash position, worldwide leader, and a strategic goal of reducing competition through legal maneuvers (i.e. suing Google). A second example is given in Figure 3b . However in this post, the author is quite negative toward the stock, yet selects a "strong buy" explicit sentiment. This is either a mistake (i.e. he clicked the wrong box), or the user is attempting to mislead sentiment-capturing websites that use a more naïve algorithm of capturing sentiment only as a count of the explicit sentiment. Later in this paper we use evaluators to manually label the implied sentiment provided by the user within the text of the post to determine how often this happens.
Posts on average included 42[±72] words with a median of 19 words and 90% of the posts under 100 words (see Figure 4 ). There are a total of 60, 326 unique words in the collection of 67, 849 post. Replies to existing posts on the message boards made up 65.1%[±9.4%] of the total number of posts on the board, with an average of 3[±4] replies per posts. As pointed out by Antweiler and Frank (2004) , it is possible that the structure of the Yahoo Finance message boards makes it easier for users to "reply" to earlier messages rather than create his/her own messages. Only on the main message board page can users "Start a new topic", whereas users can "Reply" on any page.
The high number of replies to existing messages creates a complex multi-threaded structure of communication within the posts and often within the same topic header. As explained in Wang et al. (2008) , if Participant C disagrees with B's disagreement with A's opinion, then C agrees with A. An individual's reply could be could be seen as in agreement toward another post in the thread that is negative toward the subject. This adds complexity to the problem. Furthermore, 10.6%[±4.1%] of all posts including links to other articles or websites. Links make analysis more difficult, since a true analysis of the posts would also follow the link to which the article is referring. In this paper, we treat all posts as independent of one another within the algorithm, but did ask that the individuals who helped us classify the training set posts take into consideration the thread in which the posts belonged.
To understand how the words are distributed across the message board posts, Zipf's law is a commonly used model. This is the empirical principal where the j th most common word is proportional to 1/j. The 10 most common words in the collection are the, to, and, a, of, in, is, that, you, it. Figure 5 displays log 10 rank on x-axis and log 10 collection frequency on the y-axis. While the terms in the message board posts do not fit the distribution perfectly, it does well enough to provide for approximations.
Daily and hourly distribution of posts
As can be expected, the majority of posts are on market trading days (Monday through Friday) with 84.5% of posts (see Figure 6 ). The ending of the trading week (Thursday and Friday) appears to have more activity, but this is not statistically significant. messages that are posted during the week are posted during opening hours, with a tapering-off of messages after the market closes. Similar results were found by Antweiler and Frank (2004) where they theorize these messages could be due to day traders or individuals checking and conversing about their stocks from their work. In addition, messages posted during the evening may be from smaller and less active traders who are posting when they are off work. The high level of off-topic conversations on the message board outside of market hours, which we will later discuss, gives credibility to this theory.
Posters
Varying levels of activity among the posters are found in the boards. 51.1% of posters write one message during the course of the dataset timespan, which as a proportion, accounts for a total of 5.2% of the posts. 1.8% of users write 100+ messages, which account for a total proportion of 47.3% of posts. The top poster to the individual boards alone writes from 7.01% to 21.49% of all the posts for the observed stocks during the observed timespans. In addition, In Figure 8 , we show the percentage of messages by proportion of posters broken down with stock symbol. From this chart, we can observe that in the Wal-Mart (symbol: WMT) message board, 95% of all the messages are written by 29% of posters, while in the stock Google (symbol: GOOG), 95% of the messages are written by a much larger proportion, 81%, of posters. If the board is truly open and active by many posters with many different ideas, then it would be expected to have a large percentage of posters writing the messages such as Google (Symbol: GOOG). On the other end of the spectrum, a message board that is mostly dominated by a few would have a large percentage of posts written by a small minority of posters such as Wal-Mart (Symbol: WMT).
Explicit and implied sentiment consistency
As mentioned previously, posters can explicitly choose a sentiment along with their posts. These sentiment options are "strong buy", "buy", "hold", "sell", or "strong sell" (see Table 2 ). On average 17.3%[±8.4%] of the observed stocks' posts included explicit sentiment, with bullish explicit sentiment ("strong buy" or "buy") being most common in 7 out of the 11 stocks (see Table 3 ). Boeing (stock symbol: BA) had the lowest level of users supplying explicit sentiment with their message, with Intel (stock symbol: INTC) posters supplying the highest as a percentage of messages posted. Extreme sentiment, such as "strong buy" and "strong sell" are more common when the user has explicitly provided a sentiment, than are sentiments of "hold", "buy" and "sell." This can be seen in Figure 9 .
The question remains: What is the sentiment of the remaining 82.7% of the posts that do not include explicit sentiment, and furthermore, is the authorprovided explicit sentiment representative of the poster's writings within the posts? How often do users post explicit sentiment of "strong buy", yet write a bearish sentiment, as seen in Figure 3b ? Answering these question can help us determine the suitability of the message boards in predicting stock prices. To accomplish this, we first needed to evaluate and label a samplingof our posts. We used Amazon Mechanical Turk, a service to "crowdsource" labor intensive tasks. The service is a marketplace where requesters can post tasks and workers, known as Turkers, can complete the tasks for small sums of money.
Three Turkers, all from the United States, read 1976 randomly sampled posts, or roughly 3% of the total, and were instructed to label them as either "bullish" (positive outlook), "neutral", "bearish" (negative outlook), or "off-topic." A simple majority across the three evaluators was used, otherwise the post was discarded. As explained in (Ipeirotis, Provost, & Wang, 2010 ) the quality of Turkers varies and to ensure high quality, a preliminary labeling of 100 sampled posts by one of the authors found roughly 70% to be off-topic. Turkers who labeled posts inconsistent with this were re-examined to determine if their work was credible. In addition, we found that requiring Turkers to explain their labeling of a post with a one sentence explanation improved the quality of work.
A total of 325 Turkers were paid to label the 1976 posts with each on average completing 20[±56] tasks. The workers were paid $0.03 for the completion of both tasks (label and explain). There was perfect agreement among the three evaluators on 39.12% of the posts and 84.87% of the posts received at least majority agreement. Posts with no agreement were discarded from the training set; this left 1677 posts with at least majority agreement among the Turkers.
In Table 4 , the evaluator's determined "true" sentiment of the posts is compared with the poster's own attached explicit sentiment, if provided. Posts where the evaluator's sentiment label agreed with the underlying poster's explicit sentiment are highlighted in bold. This table shows a 44.9% chance that a post is identified as consistent with the underlying poster's explicit sentiment (the Turkers and poster agree). Additionally the probability that the message is evaluated as bullish when the underlying sentiment is a "strong buy" or "buy" is 48.9%. The probability of a post being evaluated as neutral when the poster provides an explicit sentiment of "hold" is 42.3%. Lastly the probability of a post being bearish given the poster has given a sentiment disclosure of "strong sell" or "sell" is 40.9%. This demonstrates that posters are providing explicit sentiment inconsistent with the written post. Of the messages that contain explicit sentiment, 40.5% are classified by the evaluators as off-topic.
In addition, 4.4% of the posts where the poster has attached an explicit sentiment of "strong buy" or "buy", were evaluated by the Turkers as actually being a bearish posts. Likewise, 2.5% of the posts where the poster gave an explicit sentiment of "strong sell" or "sell", were given a true sentiment of bullish by the Turker evaluators. The user provided explicit sentiment is consistent with the true sentiment of the messages in less than half of the posts examined.
High levels of off-topic/spam posts
Our dataset contains high levels of off-topic posts, with 68.8% of randomly sampled postings classified as such. A message is labeled off-topic when the post is clearly unrelated to the the message board and unrelated to the stock market discussion. Surprisingly, of all the off-topic posts the evaluators marked, very few were found to contain advertisements. Instead, the spam was largely political discussion and/or personal attacks on other users. Four examples of these off-topic posts are shown below:
• "Very consistent with Obama's stated goal of wealth redistribution. By 'wealth', he means anyone with over $10,000 in net worth. He wants that redistributed to his democrap people too." • "Killing old people is Obamas answer to save Medicare and social security. Obama-care will deny old people the care they need in the last years of their life." • "You can't blame Bush when Chenny did his thinking for him." • "I told you to stop acting stoooooopid, ya moron.
SHUT UP, SIT DOWN!"
The high level of off-topic posts within the Yahoo Finance message boards raises questions about the value of the boards themselves.
Classification of sentiment
Examining meta-feature priors
Only 17.3% of posts included user provided explicit sentiment, and of these posts, our evaluators agreed with the posters underlying sentiment in 44.9% of cases. To examine the post dynamics further, we use five additional meta-features that have previously (Castillo, Mendoza, & Poblete, 2011) been found successful in sentiment detection and compare our evaluators' labeling of the messages to determine if any interesting comparisons can be found. These features include the explicit sentiment (if any) associated with the post, if the post was a "reply" to another post, the number of words, if it was posted during market hours, and if the post included a URL. Table 5 includes these features along with the prior probability of a message being labeled as either "bullish", "bearish", or "off-topic" by the evaluators. As mentioned in Section 2.2.2, we theorize that messages posted during the evening could be novice individual traders conversing on the message boards during the evening when they are off work. Examining the 1677 posts that were manually classified by the Amazon Turkers, we find that a larger percentage of off-topic messages were found outside of market hours (76.8%), then during (63.2%). Using a chisquare test of independence we find statistically larger amounts of off-topic posts when the market is closed (p-value = 4.994e-09) when measured as a percentage of messages written. As a percentage of spam through the day, this can be seen in Figure 10 . Additionally, from Table 5 messages posted during the trading day were almost twice as likely to contain sentiment of bullish or bearish (25.5%) than messages posted outside of trading hours (14.3%).
In Castillo et al. (2011) , the authors found URL's to be an ideal feature to find credibility within Twitter posts. However, in our research, we found no discernible difference in using URLs to find on or off-topic posts. Furthermore, the probability of a post being labeled as bullish, neutral, or bearish is not statistically significant.
Supervised learning
In this section six different text classification algorithms are examined and compared to predict the unknown sentiment. In three separate experiments we compare model predictability using the text of the posts ("bag of words") as a feature set, the meta-data feature set, and then a combined "bag of words" and meta-data feature set. The objective is to find posts that would provide bullish or bearish sentiment that would influence the reader of that board. This becomes a three-class problem with classes of bullish, bearish, and a combined neutral and off-topic posts.
Representation of data
Message board posts can be represented as a simple vector of words or terms. The first step in building the learning algorithm is to break these posts into a set of terms, called the "bag of words" approach, which treats the words as a set of features within the model. Stopwords, or frequently occurring words that add little to the meaning of the sentence (i.e. a, by, for, in, is, or, the, to), were removed and Porter's stemming algorithm was used to reduce the dataset further. Stemming breaks words to their stems or roots, which reduces the size of the indexing structure and may increase recall. A decrease in precision may occur however, when words with different meaning are reduced to the same stem, but in our model, better results were found with stemming enabled. Language models often estimate a word independent of the surrounding words with the order in which the word appears irrelevant. In our model, to keep modest contextual and semantic information, we used an n-gram approach with n being 2. For example, the phrase "stocks going down fast" would be split into terms "stocks_going", "going_down" and "down_fast" with an underscore combining the words. While this increases the size of the feature set, in testing the model, better results were found. Improved performance was not found beyond 2. To offset this increased size in the dataset, and to create a more realistic model with greater generalizability (lower over-fitting), terms that appeared in two documents or less were eliminated.
Weights are assigned according to their importance to the particular document, using the popular TF-IDF scheme. The term frequency (TF) is the number of times a words appears within the posts, while the inverse document frequency (IDF) is the log of the number of posts divided by the number of posts that contain the word (DF). The TF is then multiplied by the IDF as seen in Equation 1.
Thus the TF-IDF increases proportionately to the number of times the word appears in the posts, yet is offset by appearance of the word in the corpus. The higher the TF-IDF, the more important that word is to the post in differentiating it from other posts. Our use of text along with the posts' meta-data features (Table 5) is a different approach to analyzing poster sentiment than many existing papers. For example, in Mizumoto (2012) the authors use a simple dictionary based approach to assign polarity to certain words within posts and arrive at an aggregate post polarity score. An example given in the paper is: "The design is very good and its function is superior to the others. But the price is high." For this sentence the words "good" and "superior" have a positive dictionary polarity and the word "high" receives a negative dictionary polarity. Their method therefore gives the sentence an overall positive polarity. This is an interesting method, and one similar to Das and Chen (2007) , but as was shown previously, some of the meta features provide high levels of separation among the sentiment classes. This is knowledge that may help with sentiment classification that is being left out of those papers.
Learning algorithms
Five popular supervised learning algorithms for text classification were used in this paper, the Support Vector Machine (SVM), Naive Bayes, decision tree with boosting, decision table, and the k-Nearest Neighbor (kNN). Lastly, a simple majority vote among the five algorithms is examined, i.e. three of the five algorithms should agree on the posts classification. In addition, to overcome the problem of having an unbalanced dataset, stratified sampling is employed.
The first classifier, the SVM, has long been recognized as being able to efficiently handle highdimensional data and has been shown to perform well on text classification. The classifier is fed with prelabeled posts and meta-data and by selecting points as support vectors, the SVM searches for a hyperplane that maximizes the margin. After training, a prediction model is built to make predictions for the new incoming data. The SVM is a two-class classifier that works with our three class problem by making multiple binary classifications (one-versus-one between every pair of classes).
The second classifier, the Naive Bayes algorithm, is an efficient probabilistic model that examines the likelihood of features appearing in the predicted classes. The naive aspect of the algorithm is the assumption of word independence, or that the conditional probability of a word given a class is independent from the conditional probabilities of other words given that class. The algorithm works by scanning the training data once to estimate the probabilities required for classification, and can be updated easily when new data comes in because the probabilities can be revisited with the new information.
The third classifier, a decision tree using a boosting ensemble method, has shown good results with text classification (Apté, Damerau, & Weiss, 1997) . The J48 open-source version of the C4.5 decision tree was used with the popular AdaBoost variation of the boosting algorithm. For the continuous term weight attributes calculated by the TF-IDF algorithm, the decision tree algorithm considers all possible split positions and selects the one that produces the best partition. Boosting is an ensemble method that uses a weighted training set to improve model performance during a series of iterations. At the start of the training iterations, each training example begins with a weight of one. At the end of each iteration, the algorithm places more weight on misclassified examples and less weight on correctly identified ones to be used in the next iteration. Schaphire (1990) proved that it is theoretically possible to boost a weak classifier that performs slightly better than random into one that achieves arbitrary performance.
The fourth algorithm, the decision table classifier, is built on the conceptual idea of a lookup table. The classifier returns the majority class of the training set if the decision table (lookup table) cell matching the new instance is empty. In certain datasets, classification performance has been found to be higher using decision tables than more complicated models. A further description can be found in (Kohavi & Sommerfield, 1998; Knobbe & Ho, 2006; Kohavi, 1995) .
The fifth algorithm, the kNN, takes the most frequent class as measured by the weighted euclidean distance among the k set of training examples in the dimension space. The k is optimized in our model using a genetic algorithm, as k = 1 is often not sufficient due to noise and outliers in the dataset. According to (Yang & Liu, 1999) the kNN has been shown to work as well as more complicated models. A downside to this model is the slow classification times.
The final method uses a simple majority vote among the five algorithms. It is often not clear as to which of the classifiers are optimal for the particular problem, given that are a large pool of classifiers tested. The simple choice is to choose the classifier that maximizes the chosen performance metric on the cross validation of the training set, but it does not guarantee optimal performance. Voting among multiple classifiers has been shown to sometimes increase classification accuracy (Jain, Ginwala, & Aslandogan, 2004) .
Metrics examined
Model performance is evaluated using precision, recall, F-measure, and the kappa statistic. Precision and recall are more popular measure of performance in text classification and the results are often compared with one another. The precision is the number of correctly identified positive examples divided by the total number of examples that are classified as positive. The recall is the number of correctly classified positive examples divided by the total number of true positive examples in the test set. Precision and recall are often achieved at the expense of the other, i.e. high precision is achieved at the expense of recall and high recall is achieved at the expense of precision. An ideal model would have both high recall and high precision. The F-measure, which can be seen in Equation 2, is provided which is a harmonic measure of precision and recall in a single measurement.
Accuracy, while it is high for our models (ranges from 67.26% to 81.75%), is not a good measure of model performance and therefore not included for our evaluation. In an unbalanced dataset, a model may misidentify all positive classes and still have high levels of accuracy; pure randomness is not taken into account with the accuracy metric. The receiver operating characteristic (ROC curve) is a common alternative to accuracy with binary classification problems, with the area under the ROC curve (AUC) used as a measure to compare different classifiers. While the AUC can be adapted for use with or on multi-class problems, the result is not as intuitive. An alternative is Cohen's kappa statistic, which takes into consideration randomness of the class and provides an intuitive result. The metric can be observed in Equation 3 where P 0 is the total agreement probability and P c is the agreement probability which is due to chance.
The kappa statistic is constrained to the interval [−1, 1], with a kappa κ = 0 meaning that agreement is equal to random chance, and a kappa κ equaling 1 and −1 meaning perfect agreement and perfect disagreement respectively (Kaymak, Ben-David, & Potharst, 2012; Ben-David, 2008 ).
Performance
Three groups of models were built: bag of words only, meta-data only, and a combined bag of words with meta-data. A casual observation of the results found in Tables 6, 7 , and 8 finds that the models easily identify the neutral/off-topic class, however considering this is 79.1% of the data, this is to be expected. This bullish and bearish classes are of Table 6 Model performance using 10-fold cross validation where the features used were the "bag of words" only Table 8 Model performance using 10-fold cross validation where the features used were the "bag of words" and additional meta-features particular interest considering this is what influences others to act in the market. The class distribution of these two classes are 11.3% and 9.5% respectively. Examining the "bag of words" model in Table 6 , it can be observed that boosted decision tree performs the best according to the kappa statistic at 0.296[±0.093], but it is not statistically higher than the Support Vector Machine or the decision table. The kNN with a k optimized at 3 performs significantly worse at a kappa of 0.036[±0.040]. Additionally, the F-measure for the top three models range from 35.59% to 36.84% for the bullish class and from 23.59% to 28.90% for the bearish class. The best combination among the models appears to be the SVM with a F-measure of 35.59% for bullish and 28.90% for bearish. This model identifies 30.53% of all relevant bullish posts and correctly classifies 42.65% of all attempted bullish post. Likewise for bearish posts the SVM identifies 23.75% of all relevant bearish posts and correctly identifies 36.89% of all attempted bearish posts.
In Table 7 the meta-features are used as the only set of features in the model. In this model, the Naive Bayes model has the highest mean kappa statistic at 0.284[±0.061], but this is not statistically higher than the boosted decision tree or the kNN. Since the meta-data was discretized to allow for comparisons for all six models, information was lost which would have possibly allowed the SVM to have greater performance. The SVM is able to be applied to categorical variables by creating dummy variables for each categorical attribute value presented in the data. While this allows the other models to work, such as the Naive Bayes, it loses information in the dataset with which the SVM generally excels. This is a reason why the SVM works so well with the "bag of words" featureset; the words are represented as numerical weights from TF-IDF calculations. Additionally the SVM performed poorly on classifying the bearish instances; it classified all as spam. The kNN with a genetic algorithm optimizing k at 22 showed significant improvements from using the "bag of words" featureset. The best performing model from the meta-data featureset, the Naive Bayes, performed as well as the best performing model from the "bag of words" featureset, the boosted decision tree.
The combined "bag of words" and meta-features featureset can be seen in Table 8 . While the boosted decision tree has the highest kappa, it is not statistically superior to the SVM (0.371[±0.037] vs 0.351[±0.073]). However, the boosted decision tree is significantly better than the best performing models from the other two datasets; the SVM is statistically the same as the best performing models. We conclude therefore that the boosted decision tree is the best performing model when examining the kappa statistic. Examining the F-measure, the decision is split, with the boosted decision tree having a higher metric for bullish sentiment while the SVM has higher performance for the bearish sentiment.
In all six of the models, using all three of the featuresets, both the precision and recall are higher for the bullish post than for the bearish posts. This may be related to the Amazon Turkers having difficulty in evaluating posts that are often a fine line between a bearish posts and a rant. The low performance levels of the models demonstrates the difficulty in performing sentiment analysis on frequently poorly written, ambiguous, online posts. As noted in Das and Chen (2007) message board posts sentiment analysis is more difficult than creating spam filters, where the characteristics of spam versus non-spam emails are distinct. The difference between a bullish versus neutral/spam posts and a bearish versus neutral/ off-topic posts is often subtle resulting in high levels of false positives. However, anytime humans are involved, results can vary. We tried to minimize this as much as possible by following ideas from Ipeirotis et al. (2010) by paying three Mechanical Turkers to analyze posts and then using majority voting to arrive at the evaluation. We additionally found that requiring Turkers to explain their labeling of a post with a one sentence explanation and also by confining the workers to the United States improved the quality of work. Also, all of the messages included in the training set were read over by one of the authors (who worked seven years as a trader at the Chicago Stock Exchange) to provide an extra layer of assurance.
Examining important features
In Table 9 the χ 2 statistic for the top features are examined for the three models. This statistic evaluates the worth of an attribute by computing the value of the chi-squared statistic with respect to the class.
In the bag of words model, the top two words are the appropriate "buy" and "sell." The n-gram "bristol_myers" is the name of one of the stocks covered in our dataset and it is observed to be used 50% bullish. Also to no surprise, the term "Obama" has a χ 2 of 48.9 and is observed to be 78% in the neutral/spam class -post mentioning the President is political in nature and not often related to a particular stock. Examining the top meta-features in the other two models, the "explicit sentiment" feature has the largest χ 2 at 486.3, followed by the "Count the number of days the author has been active", and third the Levenshtein edit distance metric feature. As explained earlier in this paper, in 44.9% of the instances in which explicit sentiment is given, the true sentiment is identical to the explicit. This provides a high level of separation for the classes and is an ideal feature to include in the model.
Prediction of stock price
Introduction
In this section we use the stock's predicted sentiment and the user-provided explicit sentiment along with the post count, volatility, and stock market movement over n days for training in a neural network. The features are optimized with a genetic algorithm and the model is then used to predict the stock's future direction of "up" or "down." In theory, message board posts can influence board participants, and since these individuals can affect the stock market, we intend to discover if this relationship is measurable against a benchmark that included historical price data only. The methodology and results follow.
Data
The best performing sentiment model, the boosted decision tree, is used to find the sentiment from the remaining 66, 172 posts. This predicted sentiment, along with the user-provided explicit sentiment and post counts are aggregated for each stock from the close of the previous trading day t − 1 until the close of trading day t. For each of the attributes, three calculations create features which are then lagged to capture the underlying trend. The first calculation is the log value of the attribute for t − n where n is 0, 1, 2, 3. The second feature is the percentage change of the attribute from time t for t − n where n is 1, 2, 3. Lastly a change in the direction of the value at time t is compared to the value at time t − n with 1 equaling "up" and 0 equaling "down." The feature calculations are shown in Table 10 . The attributes' descriptions appear next.
Price attribute Price is the daily closing price of the stock adjusted for dividends.
Volatility attribute The stock's intraday volatility is the variation of the price over time and is calculated 186 M. Rechenthin et al / Stock chatter: Using stock sentiment to predict price direction Table 10 The log attribute, percentage change from t − n, and the binary feature indicating an "up" or "down" movement in attribute direction from t to t − n Type Description Continuous log(attribute) t−n where n = 0, 1, 2, 3 Continuous (attributet − attribute t−n )/attribute t−n where n = 1, 2, 3
Binary attributet > attribute t−n where n = 1, 2, 3 daily for each stock by subtracting the stock's daily low price from the stock's daily high price and dividing over the average of the daily opening and closing prices. There are multiple ways of calculating this, but we used the method explained in (Das & Chen, 2007) . Post count attribute This is the total number of posts that are provided for a particular stock for time t.
Predicted sentiment attribute (bullish and bearish) This is the predicted sentiment which was obtained by using our best classifier, the boosted J48 decision tree, by using the "bag of words" and meta-features. The third class that was predicted (neutral/spam) is not given since the sentiment should not influence traders.
Explicit sentiment attribute (buy and sell) This is the user provided sentiment which can be selected from Figure 1 . "Strong buy" and "buy" were combined into "buy", and "strong sell" and "sell" were combined into "sell."
Classification
An artificial neural network (ANN) was used for the classifier to predict the future up or down movements in the stock price. Studies provide some evidence that nonlinear models are able to produce better predictive results and of these models, the ANN has provided strong results for classifying financial instruments. Additionally, ANN works well where the data contains high amounts of noise or information is missing (Yu, Wang, & Lai, 2005; Yoon & Swales, 1991) .
Specifically the ANN was a feed-forward ANN trained by a back-propagation algorithm with one hidden layer of size n calculated from the formula in Equation 4. Favorable findings were found using 500 training cycles with a learning rate of 0.3 and a momentum of 0.2. n = (number of features + number of classes) 2 + 1
The posts' data that was obtained for the eleven stocks was retrieved during different timespans (see Table 1 ). In addition, the observed stocks have high correlations among one another with correlations for price as high as 0.947 and post count correlations as high as 0.710. Using cross-validation with the ANN in predicting the individual stocks up or down movement and obtaining a variance of performance, would therefore not be appropriate. Instead, bootstrap sampling was done with the training set comprised 75% of the data and the test set made up of the remaining 25%. Twenty new training sets were bootstrapped with replacement and tested using the ANN on the test set.
Feature selection and performance measures
A genetic algorithm (GA) is used for feature selection of classifier input variables in order to reduce the model complexity and increase the model interpretability. Feature selection is a process of selecting a subset of the original data to reduce feature redundancy or to eliminate features with little information while maintaining an acceptable classification performance. An additional benefit to finding the "optimal" subset of features from a larger subset of features is the reduction of training time of the classifier. The GA is especially suitable for this task because it performs a randomized search and is not susceptible to getting stuck in a local minima (Kim & Street, 2004; Vafaie & De Jong, 1992; Jarmulak & Craw, 1999) . Principal component analysis (PCA), a popular dimensionality reduction algorithm, is not appropriate in this case because PCA does not consider the relationship between the response and other input variables in the process of data reduction.
The GA population begins with five randomly generated vectors of binary genes (the chromosomes), with relevant features represented as "1." Selection is accomplished via tournament, with two chromosomes chosen at random and entered into a tournament against each other. The classifier trains and tests on both chromosomes separately and returns an evaluation function, which is accuracy in our balanced testing set. The best performing, according to accuracy, is chosen to be used as the parent. A tournament is done a second time to get another parent. These parents are then combined via a uniform crossover operator of probability of 0.50 to create a new, hopefully better, offspring. Mutation of 3% was used to add diversity into the population and to ensure that it is possible to explore a greater percentage of the search space. Lastly, thirty generations were used before the process completed.
In measuring performance, accuracy is included since the class distribution is nearly even. In the test set, price t is greater than price t+1 in 44 out of 84 observations (the "up" class), or 52.38% of observations. In this experiment, we are testing to determine if either the explicit or predicted sentiment is more predictive of the market. Both are compared against the baseline performance measure, which is defined as the model built using features calculated from the price and volatility attributes.
The F-measure, which was included in the prediction of sentiment, is not included since the precision and recall are not equally important in the prediction of "up" or "down" movements. Additionally ROC is not included because of its inability to handle example-specific costs. For example, precision in a trading model is more important than missing a trading opportunity. This can be compared to a bank accepting or denying a credit card transaction based on the probability of it being a fraudulent transaction. Approving a fraudulent transaction would amount to the credit card company losing the transaction cost, while denying a legitimate transaction amounts to a relatively small amount and a slightly annoyed customer (Fawcett, 2004) . This is similar to trading in that missing an opportunity to trade (recall) is small compared to the loss of capital for incorrectly identifying the trade (precision).
Results
Performance of the three models compared to the baseline for t + 1 days can be seen in Table 11 . The baseline is an optimized model containing only the price and volatility attribute features and has an accuracy of 56.67%[±4.33%]. The model containing all the features (price and volatility along with both predicted and explicit sentiment features) has an accuracy of 57.74%[±4.03%], the model containing price and volatility along with explicit sentiment features (excludes the predicted sentiment) has an accuracy of 54.88%[±4.83%], and lastly the model containing the price and volatility along with predicted sentiment features (excludes the explicit sentiment) has an accuracy of 62.86%[±2.43%]. The model containing the price and volatility features along with the predicted sentiment performs statistically higher than the model containing the price, volatility, and explicit sentiment features. This demonstrates that the predicted sentiment is more predictive of the market direction than just including the explicit sentiment for t + 1 days; significance was not found at t + 2 or t + 3 days. Additionally excluding the price and volatility features resulted in no significance over the baseline.
The features included in the best performing model can be seen in Table 12 . Cumulative post counts, price, price volatility, and both predicted bullish and bearish sentiment are observed to contribute to the predictability of the future price of the market. Explicit sentiment however, is not found to contribute to predictability.
Examining extreme posters
Who are these users?
Within the message boards, a suspicious user would be one who provides a large number of posts or posts across multiple accounts. A "pump and dumper" is the term for an individual who posts multiple messages, often through several accounts, as a means of influencing others to buy and sell stock. His or Feature log(cumulative posts) t−n where n = 0, 1, 2, 3 log(price) t−n where n = 0, 1, 2 (price t − price t−n )/price t−n where n = 2 price t > price t−n where n = 1, 2 log(volatility) t−n where n = 1 (price volatility t − price volatility t−n )/price volatility t−n where n = 1, 2 log(predicted bullish sentiment) t−n where n = 2, 3 (predicted bullish sentiment) t > (predicted bullish sentiment) t−n where n = 1 log(predicted bullish sentiment) t−n where n = 0, 1, 2, 3 (predicted bearish sentiment) t > (predicted bearish sentiment) t−n where n = 3 her goal is to disseminate false information through venues such as message boards as a means of inflating or deflating the price of the stock. A second group of users, who appear to be significant on the online message boards, are those who post offtopic communications online. Often these posters create contagious chaos by attacking others; these users are of no value to individuals searching for stock related information. An example of an off-topic communication by user Chavo Ortega on the message boards posted the following off-topic message on April 18, 2012:
You are a pathetic punk. Get off the library computer and go downtown to beg for change. I am assuming you will be dumpster diving for lunch and dinner, before using your begging money for a cheap bottle of booze. You are such a bum.
In this section we examine posters who post large amounts of messages, and those who we suspect of having multiple accounts. These suspected multiple account owners are found using two methods. The first metric that we used is the Levenshtein edit distance metric to determine username similarity among posters (Iofciu, Fankhauser, Abel, & Bischoff, 2011) . In the second metric we use cosine similarity to determine if the posted messages of users have strong similarity to existing users' posts.
Lastly we examine the length of time a poster has had an account opened. The ease of opening a new account on Yahoo may lead to abuse, and with an incentive to be an influential agent on stock message boards (DeMarzo et al., 2003) , we wanted to explore the relationship (if any) between the length of time an account was open and the quality of posts. Results of the following analysis can be found in Table 13 .
Frequent posters
Seeing that the top posters to the individual stock boards write anywhere from 7.01% to 21.49% of all the messages, we ask if this is representative of an individual with legitimate concerns and ideas, or an individual looking to mislead others? Counting only the days on which the top poster of each stock posts messages, we find an average of 18[±9] messages per day. While day-traders, often trading from the loneliness of their homes and perhaps seeking companionship with others online, this number still appears outside of the range of normal posting behavior. Table 14 illustrates the average number of posts by posters on days in which they are active. Over 99% of all posters are writing less than an average of ten posts per day, with less than 1% writing eleven or more per day. Less than 0.09%, or 6 users from our dataset, are writing 26 or more posts per day. As a percentage of participation on the message board, users writing 11 or more posts contribute 19.4% of all messages while being less than 1% of active users. In our study, these users are considered outliers, or "suspicious", while those who post less are considered to be within the normal range of posting behavior.
By examining the posting behavior of these two groups, we find that the "suspicious" group provides slightly more explicit sentiment of "strong buy", "buy", "hold", "sell" and "strong sell" with their posts. This number is statistically significant 3 with 17.4% of suspicious posts and 15.6% of non-suspicious posts containing explicit sentiment.
Username similarity
Some users appeared to be posting under multiple usernames. Examples found included, "madmilken67", "madmilker69", "madmilken69", "madrnilker69", "madmilker79", "madmilken69", "madlecher69" (leche is Spanish for milk), and "rnadrnilker". Another example is "bobbyjoe51", "bubblyjoe51", "bubbyjoe51", and "bublyjoe51." The Levenshtein edit distance metric measures the minimum number of edit operations required to transform username 1 to username 2 . A conservative estimate to deem a username suspicious was determined to be where another username shared 75% of the total characters. This found 498 usernames out of the 6906 during the timespan that were potentially suspicious, or roughly 7% of the total 4 . While it is possible that Yahoo's alternative username suggestion algorithm is partially to blame for username similarities (see Figure 11) , a statistical analysis comparing the mean number of posts by the usernames which had a low Levenshtein edit distance metric (the suspicious users) and the users 4 Our metric for determining if a user was suspicious was if it shared similarity with at least one other user. The majority of all usernames did not share similarity with another, however, for those who did, 70% shared similarity with 1 other, 20% with 2, and 10% with 3 or more. Our lack of data at these smaller scales did not produce results that would have generalized well, so we excluded it from this paper. with a high Levenshtein edit distance metric (the nonsuspicious users), found statistical difference between the two groups, with 25.7 ± 99.7 and 8.6 ± 39.3 posts respectively. From Table 15 , users with a high Levenshtein edit distance metric comprised 92.79% of posters and wrote 81.30% posts, while the suspicious users comprised 7.21% of posters and wrote 18.85% of posts.
Post similarity
Users with similar usernames were found to write a statistically greater number of messages. We now consider the text similarity of post by different usernames. Strong similarity of post text could signify another method of finding one user potentially writing under multiple account. A common similarity function for text is the cosine similarity, which is the measure of similarity of two vectors by measuring the cosine angle between them. The posts are represented as simple vectors of words or terms. Stopwords were removed, which are frequently occurring words that add little to the meaning of the sentence (i.e. a, by, for, in, is, or, the, to). The vector V (post 1 ), derived from the post, contains one vector component for each term in the dictionary. The vector components are calculated using TF-IDF weighting which was explained in earlier in this paper. To quantify the similarity between two posts, the cosine similarity of vector V (post 1 ) and V (post 2 ) are calculated using the formula in Equation 5.
The numerator represents the dot product of the vectors V (post 1 ) and V (post 2 ), and the denominator is the product of their Euclidean lengths (Manning, Raghavan, & Schütze, 2008) . There are a total of 6906 posters writing a combined 67, 849 posts. The posts for each author were combined and those whose total number of words (with stopwords omitted) amounted to less than 20 were eliminated. This prevented strong cosine similarity of users who wrote one small posts only, for example, "This stock is a strong buy." This reduced our number of examined users to 4250 and reduced our total number of examined similarities (
) from 23.8 million comparisons to 9 million. Figure 12 shows the proportion of the total number of comparisons where the cosine similarity between two posts are between sim 1 and sim 2 . Over 97.5% of the post comparisons are below a cosine similarity metric of 0.40.
We mark users that have cosine similarities of above 0.70 to be deemed suspicious. This amounts to a total of 464 poster accounts with a total of 3776 connections among the group with cosine similarities above 0.70. Examining these 464 users, or 6.7% of the total, it is found that they write 52.7% of the total posts and provide 45.0% of all the user provided explicit sentiment (see Table 16 ). The suspicious group is also found to provide a statistically greater number of explicit sentiment that is "strong buy" (mean of 0.5 ± 4.1 per user versus 5.3 ± 29.5) and that is "strong sell" (mean of 0.3 ± 4.9 per user versus 2.29 ± 19.4).
Two examples of accounts that have high similarities with other posters follow. The poster ball_ keller, iaxaytvwqzt, kayla.frye9, kjhsdjhi, pdbdyxpafjy, rodgers.har, xludptmdetu all appear to be the same individual with perfect cosine similarity of 1.0 among the group. The messages posted are rambling, "you should be happy the markets going up if the market just went down you wouldn't be able to trade it anymore." These seven usernames are all quite different, and the Levenshstein edit distance metric previously discussed, would not have found any similarities. An additional example of high cosine similarity among posters is the user fred.jackson who has very high levels of similarity with 56 other accounts. These accounts post mostly insults toward other users. The objective of this user is unknown and emails to the user have not been returned.
Length account open
Yahoo allows users to have an online profile that displays information about the user, such as the length his or her account had been opened, age, gender, and location of residence. We captured the total length of time the 6906 posters accounts had been open at the end of the study to determine if a higher than normal rate of messages came from users whose accounts had been open for shorter periods of time. Opening an account on Yahoo is easy and anonymous, so we wanted to determine if there was a correlation between the number of posts, levels of explicit sentiment, We binned users into five groups according to the length their account had been opened: less than 3 months, 3 to 6 months, 6 months to 1 year, 1 year to 5 years, and greater than 5 years. A sixth group was added for members for which we were unable to retrieve account information. A setting within the profile allows users to hide the length their accounts have been open.
By default, Yahoo account profiles are publicly available, however within our dataset, as seen in Table 17 , 46.5% of the account profiles were hidden, meaning the user of the account made an explicit decision to hide the account details for whatever reason (this information is also visualized in Figure 13 ). While this percentage appears high, we are unable to compare this to a group of Yahoo members outside of the stock message boards. Yahoo has recently changed the access to this information and it is no longer able to be retrieved on a large scale basis. However, the authors of this paper believe anecdotally that this percentage appears high.
Examining only those posters who supply their account information, posters whose accounts had been open for less than 3 months (new users) describe 17.5% of users, yet write only 9.5% of total posts and provide only 5.9% of the total explicit sentiment. Because accounts are easy to open and the incentives high, we expected scammers to more frequently open new accounts as a means of expressing their sentiment via messages and explicit sentiment disclosure. However, this is the opposite of what was found -new users did not post as frequently. On second observation, this does appear to be consistent with literature on the behavior of individuals new to any group; new users tend to observe (e.g. lurk) until they become aware and confident of the dynamics of the group. According to Nonnecke and Preece (2000) , these new users can make up over 90% of all online groups. Users in our dataset appear to become more active on the boards after six months, accounting for a larger percentage of both posts written and explicit sentiment provided. Examining users based on the length of account opened to find suspicious users does not appear to be worthwhile in the message boards.
Predictability when eliminating the "suspicious" users
From Section 5, suspicious users are those who posts an abnormally large number of posts, or who are suspected of posting across multiple accounts. While it is not certain that these users are seeking to influence others in an unethical way, such as by touting stocks (i.e. "pump and dumpers"), their activity on the message boards raises suspicion. Citing the study by Frieder and Zittrain in (2007) , where "pumpers" sent large quantities of messages in an attempt to entice others to buy, found that investors who bought lost on average 5.25%. This suggests that these users are providing sentiment opposite of their true trading decision. Our hope is that by eliminating these participants in the message boards, predictability will increase.
The first step is eliminating all users who write on average eleven or more posts per day, had a low Levenshtein edit distance metric (high similarity to existing usernames), and a high Cosine similarity of posts when comparing to other users' posts. This reduces the posts count to 27, 370. Using the same feature reduction methodology as stated previously, the results for predicting the price direction can be found in Table 18 . The results in Table 18 show no discernible difference over the baseline (price and price volatility only) featureset. The predicted sentiment of the suspicious users therefore was found to be predictable of the market direction for the following trading day. The authors believe there are several possible reasons why greater predictability was not found with these users removed. First, the suspicious users may be influential enough to get others to buy and sell based on their recommendations. If the influence is strong enough, this would move the underlying stock price. A second possibility is that posts were reduced over 50% when excluding the suspicious users. The suspicious users often provided sentiment on days when other posters were not. For example, the average daily predicted bullish sentiment is 19.66[±15.05] for all users, and 11.03[±9.60] when excluding suspicious users. Average daily predicted bearish sentiment is 7.62[±5.82] for all users, and 3.63[±3.41] when excluding suspicious users. This lack of sentiment and diversity of sentiment appears to adversely affect predictability. Third, there is no "ground truth" as to what a suspicious user is. We have no way of knowing if these users are actually "pump and dumpers" or simply energetic posters with strong opinions.
To demonstrate the reduction in sentiment when excluding suspicious users, Figure 14 examines Wal-Mart (symbol: WMT) predicted sentiment over eleven days. The graph aggregates predicted bullish sentiment in gray and bearish sentiment black. As can be seen in Figures 14a and 14b , the reduction in sentiment during this period is 71%.
Conclusion
In conclusion, this paper examined the posts and participants of a popular online message board. A small 17.3% of posts included explicit sentiment of "strong buy", "buy", "hold", "sell" and "strong sell." Using a supervised text classification model, we were able to find sentiment contained in approximately double the posts. Spam was found in 68.8% of posts which raised questions about the usefulness of the boards. Additionally, certain features related to the posts and posters displayed stronger probabilities of being classified by evaluators as either "bullish", "neutral", "bearish", or "off-topic." Messages posted during market hours had lower prior probabilities of off-topic messages and had higher probabilities of sentiment than messages posted outside of market hours.
We explained that with the potential for profit in stocks and the popularity of online sentiment trading websites, certain mischievous individuals may be attempting to influence others within the message boards. These "pump and dumpers" may be undermining the online sentiment trading websites to have sentiment inline with their trading goals ("bullish" sentiment if they own the stock or "bearish" sentiment if they are short the stock and want to push the stock down). Four methodologies were examined for finding these outlier users, with two of these methods finding the existence of users that had the potential of having multiple accounts. The Levenshstein edit distance found similarity of usernames and Cosine similarity found posters with similar writings. This found posters with varying levels of sentiment and offtopic posts.
Lastly we used artificial neural networks to determine that the markets were predictable when using the predicted sentiment, but was not predictable when using the poster's own explicitly provided sentiment. Eliminating the suspicious users (i.e. the potential "pump and dumpers") to determine if predictability increased, we found no discernible difference.
