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A ,,Nash program" c¶elkit}uz¶ese, hogy minden axiomatikusan meghat¶arozott
kooperat¶³v j¶at¶ek megold¶as¶at egy megfelel}o nemkooperat¶³v alkuj¶at¶ek r¶eszj¶at¶ek
tÄok¶eletes Nash egyens¶ulypontjak¶ent is el}o tudjuk ¶all¶³tani. Ebben a cikkben az
¶ugynevezett L-Nash megold¶ast vizsg¶aljuk ebb}ol a szempontb¶ol. A k¶etszem¶e-
lyes alkuprobl¶em¶ak egy sz¶eles oszt¶alya eset¶en bebizony¶³tjuk, hogy az L-Nash
megold¶as kooperat¶³v alkuj¶at¶ek egyens¶ulyi ki¯zet¶esek¶ent val¶o el}o¶all¶³t¶as¶ara min-
den olyan implement¶al¶as alkalmas, amely mag¶at a Nash alkumegold¶ast is el}o
tudja ¶all¶³tani. A probl¶em¶ak egy m¶asik oszt¶alya eset¶eben az L-Nash megold¶ast
aszimptotikusan ¶all¶³tja el}o Rubinstein v¶altakoz¶o aj¶anlatt¶eteles alkuj¶at¶ek¶anak
megfelel}o m¶odos¶³t¶asa.
1 Bevezet¶es
TÄobb, mint Äotven ¶ev telt el Nash ir¶anymutat¶o munk¶ainak (Nash (1950),
(1953)) megjelen¶ese ¶ota, de az a kutat¶asi ir¶any, amelyet meghirdetett, ¶es
amely Nash-program n¶even v¶alt kÄozismertt¶e, m¶eg mindig ¶ujabb ¶es ¶ujabb
eredm¶enyeket produk¶al ¶es mintegy ir¶anyt}uÄul szolg¶al azok sz¶am¶ara, akik j¶a-
t¶ekelm¶eleti kutat¶asaikban egy modellt, vagy megold¶askoncepci¶ot k¶et oldalr¶ol
is meg szeretn¶enek kÄozel¶³teni. Ennek a vizsg¶alati m¶odszernek a legkit}un}obb
p¶eld¶aj¶at maga Nash adta, aki a k¶etszem¶elyes kooperat¶³v j¶at¶ekok axiomatikus
¶es alkumodellk¶ent val¶o elemz¶es¶et Äosszekapcsolta, ezzel p¶eld¶at mutatva a ko-
operat¶³v ¶es nemkooperat¶³v j¶at¶ekelm¶elet egyÄuttes alkalmaz¶as¶ara.
A Nash ¶altal vizsg¶alt modell egyszer}u, minden sallangt¶ol megtiszt¶³tott ¶es
csak a l¶enyegre koncentr¶al: hogyan egyezhet meg k¶et j¶at¶ekos abban, hogy
a lehets¶eges kimenetelek halmaz¶ab¶ol (a hasznoss¶agi t¶erben) mely elemet v¶a-
lassz¶ak ki kÄozÄos megegyez¶essel. Tudv¶an azt, hogy ez a megegyez¶es valami-
lyen alkufolyamat eredm¶enye lehet, a probl¶em¶at alkumegold¶asnak (bargaining
solution) nevezte.
JelÄoljÄuk F -fel a lehets¶eges kimenetelek (ki¯zet¶esek) halmaz¶at ¶es d =
(d1; d2)-vel az egyet nem ¶ert¶esi (disagreement) ki¯zet¶est. Az (F;d) p¶arost,
ahol F ½ IR2+, d 2 IR2, k¶etszem¶elyes alkuprobl¶em¶anak nevezzÄuk. FeltesszÄuk,
hogy F konvex, kompakt ¶es van olyan x 2 F , hogy x > d. Ez egy ki-
csit kev¶esb¶e ¶altal¶anos megfogalmaz¶as, mint Nash¶e, de a l¶enyeget nem ¶erinti.
A (kooperat¶³v) j¶at¶ek abb¶ol ¶all, hogy a k¶et j¶at¶ekos t¶argyal egym¶assal arr¶ol,
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hogy F melyik elem¶et v¶alassz¶ak. Ha sikerÄul megegyezni, ¶es a v¶alaszt¶as
x¤ 2 F , akkor az els}o j¶at¶ekos megkapja az x¤1 ki¯zet¶est, a m¶asodik pedig
x¤2-ot. Ha nem sikerÄul meg¶allapodniuk, akkor az els}o j¶at¶ekos a d1, a m¶asodik
a d2 ,,bÄuntet}o" ki¯zet¶est kapja. Ha adott az (F;d) alkuprobl¶ema, akkor
mit tekintsÄunk megold¶asnak? JelÄoljÄuk A-val az alkuprobl¶em¶ak halmaz¶at.
Egy Ã : A ! IR2 fÄuggv¶enyt megold¶asfÄuggv¶enynek vagy rÄoviden megold¶asnak
nevezÄunk.
Az axiomatikus megkÄozel¶³t¶es igyekszik kÄovetelm¶enyeket megfogalmazni,
amelyek intuit¶³ven elfogadhat¶ok, ¶es egy¶ertelm}uen meghat¶aroznak egy megol-
d¶ast. Nash axi¶om¶ai (kÄovetelm¶enyei) a kÄovetkez}oek:
1. Lehets¶egess¶eg: minden (F;d) alkuprobl¶em¶ara Ã(F;d) 2 F .
2. Racionalit¶as: minden (F;d)-re Ã(F;d)¸ d.
3. Pareto-optimalit¶as: ha f 2F ¶es f ¸ Ã(F;d), akkor f = Ã(F;d).
4. Sk¶ala fÄuggetlens¶eg: ha ®1; ®2 > 0, ¯1, ¯2 tetsz}oleges, ¶es
d0 = (®1d1 + ¯1; ®2d2 + ¯2)
F 0 = f(®1x1 + ¯1; ®2x2 + ¯2) : (x1; x2) 2 Fg;
akkor Ã(F 0;d0) = (®1Ã1(F;d) + ¯1; ®2Ã2(F;d) + ¯2).
5. Kedvez}otlen alternat¶³v¶akt¶ol val¶o fÄuggetlens¶eg: ha F 0 ½ F; (F 0;d) 2 A;
¶es Ã(F;d) 2 F 0, akkor Ã(F 0;d) = Ã(F;d).
6. Szimmetria: ha (x1; x2) 2 F akkor ¶es csak akkor, ha (x2; x1) 2 F ¶es
d1 = d2, akkor Ã1(F;d) = Ã2(F;d).
TekintsÄuk a kÄovetkez}o maximum feladatot, amelynek c¶elfÄuggv¶eny¶et Nash
szorzatnak nevezzÄuk:
(x1 ¡ d1)(x2 ¡ d2) ! max
(x1; x2) 2 F
x1 ¸ d1
x2 ¸ d2 :
Ennek a feladatnak pontosan egy megold¶asa van, melyet Nash-alkumegol-
d¶asnak (NAM) nevezÄunk. Legyen ' az a megold¶asfÄuggv¶eny, amely minden
alkuprobl¶em¶ahoz a NAM-ot rendeli.
1. T¶etel (Nash 1950). ' az egyetlen megold¶asfÄuggv¶eny, amely az 1-6. kÄove-
telm¶enyeket kiel¶eg¶³ti.
Ez a megkÄozel¶³t¶es semmit sem mond a konkr¶et alkufolyamatr¶ol, csak a
v¶egeredm¶enyt karakteriz¶alja az axi¶om¶ak seg¶³ts¶eg¶evel. Nash eredeti gondo-
lata volt, hogy minden alkuprobl¶em¶ahoz konstru¶aljunk egy nem-kooperat¶³v,
az alkufolyamatot r¶eszletesebben modellez}o j¶at¶ekot ¶ugy, hogy lehet}oleg en-
nek a j¶at¶eknak egyetlen r¶eszj¶at¶ek tÄok¶eletes Nash egyens¶ulypontja (NEP)
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legyen ¶es ebben az egyens¶ulypontban a j¶at¶ekosok ki¯zet¶ese egyezz¶ek meg
az axi¶om¶akkal egy¶ertelm}uen meghat¶arozott NAM-mal. A j¶at¶ekot ¶ugy kell
megkonstru¶alni, hogy a kooperat¶³v megold¶as expliciten semmi esetre sem
szerepeljen a j¶at¶ek le¶³r¶as¶aban ¶es lehet}oleg mag¶at a megold¶ast ne haszn¶aljuk
a j¶at¶ek param¶etereinek meghat¶aroz¶as¶ahoz.
Egy ilyen nemkooperat¶³v j¶at¶ekra maga Nash mutatott p¶eld¶at (Nash (1953)),
amelyet tÄobb m¶as kÄovetett (pl. Rubinstein (1982), Howard (1992)). Ezt
a vizsg¶alati m¶odszert, az axiomatiz¶al¶as ¶es a nem-kooperat¶³v implement¶aci¶o
harmoniz¶al¶as¶at egy¶eb megold¶asok (p¶eld¶aul a Kalai-Smorodinsky megold¶as,
Moulin (1984), a Shapley ¶ert¶ek, Dasgupta ¶es Chiu (1998) eset¶ere is alkalmaz-
t¶ak a Nash program ir¶anymutat¶as¶at kÄovetve. Nem c¶elunk a Nash program
teljes ¶attekint¶ese, Binmore, K. et al. (1992) ¶es Serrano (2005) munk¶ai ezt
megteszik.
Ebben a cikkben egy olyan kooperat¶³v megold¶as nemkooperat¶³v imple-
ment¶aci¶oj¶aval foglalkozunk, amely el}oszÄor Forg¶o (1983) munk¶aj¶aban jelent
meg, majd Forg¶o ¶es Szidarovszky (2003) az axi¶omatiz¶al¶assal ¶es a tÄobbkrit¶e-
rium¶u dÄont¶esekkel val¶o kapcsolat¶anak kimutat¶as¶aval eg¶esz¶³tette ki. Ebben a
dolgozatban haszn¶alt¶ak a szerz}ok az L-Nash megold¶as (LNAM) elnevez¶est.
Az LNAM azt a megold¶ast jelenti, amelyet a NAM-ok hat¶ar¶ert¶ekek¶ent ka-
punk akkor, ha az egyet nem ¶ert¶es bÄuntet¶es¶enek m¶ert¶eke egy adott rÄogz¶³tett
ir¶anyban a v¶egtelenhez tart.
Az LNAM nemkooperat¶³v alkuj¶at¶ekkal val¶o implement¶aci¶oj¶aval foglalko-
zunk ebben a cikkben. Megmutatjuk, hogy bizonyos esetekben el¶eg nagy,
de v¶eges bÄuntet¶es kil¶at¶asba helyez¶es¶evel is el lehet ¶erni az LNAM-ot ¶es ¶³gy
mindazok a modellek kÄozvetlenÄul alkalmazhat¶ok, amelyek a NAM-ot imple-
ment¶alj¶ak. Amennyiben ilyen v¶eges bÄuntet¶es nincs, akkor Rubinstein (1982)
v¶altakoz¶o aj¶anlatt¶eteles alkumodellj¶enek megfelel}o adapt¶aci¶oj¶aval megmu-
tatjuk, hogy ez a modell ugyan¶ugy, mint a NAM-ot, az LNAM-ot is aszimp-
totikusan implement¶alja.
2 Poliedrikus lehets¶eges tartom¶any
Legyen C(®) = (F;¡®r) egy k¶etszem¶elyes alkuprobl¶ema, ahol r > 0; ®>0.
Az F ½ IR2+ a lehets¶eges kimenetelek konvex, kompakt halmaza, r az egyet
nem ¶ert¶esi (disagreement) ir¶any, ® az egyet nem ¶ert¶es bÄuntet¶es¶enek m¶ert¶eke.
Minden ®-ra, a C(®) alkuprobl¶em¶ahoz tartoz¶o Nash-f¶ele alkumegold¶asnak
(NAM) nevezzÄuk a b(®) 2 IR2+ kimenetelt, ha b(®) az egyetlen megold¶asa
az al¶abbi probl¶em¶anak:
P (®) : (x1 + ®r1)(x2 + ®r2) ! max




(r1x2 + r2x1) :
M a felt¶etelek miatt mindig l¶etezik. TekintsÄuk most a kÄovetkez}o probl¶em¶at









(x1; x2) 2 F
r1x2 + r2x1 = M :
Q-nak egyetlen megold¶asa van, amelyet L-Nash alkumegold¶asnak nevezÄunk.
(Az L bet}u a limit sz¶ora utal). Az LNAM fogalom el}oszÄor Forg¶o (1983)-ban
szerepel, r¶eszletes elemz¶ese ¶es kÄulÄonbÄoz}o tulajdons¶agai pedig Forg¶o ¶es Szi-
darovszky (2003)-ban tal¶alhat¶ok meg. Ugyanitt szerepel a kÄovetkez}o t¶etel,
amely a P (®) ¶es a Q feladat megold¶asai kÄozÄott l¶etes¶³t kapcsolatot:
2. T¶etel. Ha b(®) a C(®) alkuprobl¶ema NAM-ja, akkor lim®!1 b(®) = z,
ahol z az LNAM (a Q feladat megold¶asa).
MegjegyezzÄuk, hogy Forg¶o ¶es Szidarovszky (2003)-ban ¶altal¶anosabban
szerepel ez a t¶etel (n-szem¶elyes alkuprobl¶em¶ara), de ebben a cikkben csak
a k¶etszem¶elyes alkuprobl¶em¶akkal foglalkozunk.
Fontos speci¶alis eset, amikor az F polit¶op. Ez a helyzet p¶eld¶aul akkor,
amikor F -et egy bim¶atrix j¶at¶ekb¶ol vagy egy tÄobbkrit¶erium¶u dÄont¶esi probl¶e-
m¶ab¶ol sz¶armaztatjuk (l¶asd az 1: ¶es 2: p¶eld¶akat k¶es}obb).
Forg¶o ¶es Szidarovszky (2003)-ban erre vonatkozik a kÄovetkez}o t¶etel:
3. T¶etel. Ha F polit¶op, akkor van olyan ®0 ¸ 0, hogy minden ® > ®0 eset¶en
b(®) = z, vagyis a NAM megegyezik az LNAM-mal.
Ez a t¶etel akkor fontos, ha az LNAM-ot olyan nemkooperat¶³v alkuj¶a-
t¶ekokkal akarjuk ezen j¶at¶ekok NEP-jek¶ent el}o¶all¶³tani, amelyeket a NAM-
ra dolgoztak ki. Ha azonban az LNAM nemkooperat¶³v alkuj¶at¶ekk¶ent val¶o
realiz¶aci¶oj¶ara ezt az utat akarjuk kÄovetni, akkor az alkuprobl¶ema primer
adataib¶ol el}ore kell tudnunk becsÄulni azt az ®0 kÄuszÄob¶ert¶eket, amely fÄol¶e
emelve az egyet nem ¶ert¶es bÄuntet¶es¶enek m¶ert¶ek¶et, a NAM m¶ar nem v¶altozik.
A 3. T¶etel bizony¶³t¶asa Forg¶o ¶es Szidarovszky (2003)-ban l¶enyeg¶eben egzisz-
tencia bizony¶³t¶as ¶es ¶³gy ebb}ol kÄozvetlenÄul nem tudunk ®0-ra becsl¶est (fels}o
korl¶atot) adni. K¶etszem¶elyes alkuprobl¶ema eset¶eben azonban viszonylag egy-
szer}uen, a probl¶ema primer adataib¶ol tudunk ilyen becsl¶est konstru¶alni. Ezt
fogjuk most megtenni.
TegyÄuk fel, hogy az F polit¶op cs¶ucspontjai p1; . . . ;pk ¶es z az LNAM (a
Q feladat megold¶asa). A P (®) feladat c¶elfÄuggv¶enye ¶³gy is ¶³rhat¶o:
x1x2 + ®(r1x2 + r2x1) + ®
2r1r2 ! max
Legyen p = (p1; p2);q = (q1; q2) az F k¶et Pareto-optim¶alis cs¶ucspontja.
Mivel a NAM mindig Pareto-optim¶alis felÄuleten van (ez az egyik axi¶oma!),
ez¶ert a P (®) feladat megold¶asa vagy Pareto-optim¶alis cs¶ucspontban, vagy k¶et
ilyen cs¶ucspont ¶altal meghat¶arozott szakaszon van, amelyet Pareto-optim¶alis
szakasznak fogunk nevezni. Legyen
T = fx : x =¸p + (1 ¡ ¸)q; 0 · ¸ · 1g
Az L-Nash megold¶as implement¶aci¶oj¶ar¶ol . . . 117
a p ¶es q pontok ¶altal meghat¶arozott szakasz. A Nash-szorzat (P (®) c¶elfÄugg-
v¶enye) a konstans tag elhagy¶asa ut¶an a T szakaszon a kÄovetkez}o:
f(¸) = (¸p1 + (1 ¡ ¸)q1)(¸p2 + (1 ¡ ¸)q2) + ®r1(¸p2 + (1 ¡ ¸)q2) +
+ ®r2(¸p1 + (1 ¡ ¸)q1) :
Ha a NAM a [p;q] szakasz belsej¶ebe esik, akkor ott
f 0(¸) = 2(p1 ¡ q1)(p2 ¡ q2)¸ + (p1 ¡ q1)q2 + (p2 ¡ q2)q1 +
+ ®(r1(p2 ¡ q2) + r2(p1 ¡ q1)) = 0 :
(1)
Ez csak akkor ¶allhat fenn minden el¶eg nagy ®-ra, ¶es ez¶altal minden ® ¸ 0-
ra, ha
r1(p2 ¡ q2) + r2(p1 ¡ q1) = 0 : (2)
Ez azt jelenti, hogy abban az esetben, amikor az LNAM egy Pareto-optim¶alis
szakasz belsej¶ebe esik, akkor ®0 = 0. Mivel r1; r2 > 0, p 6= q ¶es [p;q] Pareto-
optim¶alis szakasz, ez¶ert (p1 ¡ q1)(p2 ¡ q2) < 0. ¶Igy minden el¶eg nagy ®-ra a
NAM csak akkor eshet a [p;q] szakasz belsej¶ebe, ha a
0 < ¡(p1 ¡ q1)q2 + (p2 ¡ q2)q1
2(p1 ¡ q1)(p2 ¡ q2)
< 1 (3)
egyenl}otlens¶egek teljesÄulnek. Ha (2) ¶es (3) fenn¶allnak, akkor a [p;q] szakaszt
elfogadhat¶onak nevezzÄuk. Ha a [p;q] szakasz elfogadhat¶o, akkor a ¸p + (1 ¡
¸)q pontot, ahol
¸ = ¡(p1 ¡ q1)q2 + (p2 ¡ q2)q1
2(p1 ¡ q1)(p2 ¡ q2)
a [p;q] szakasz kritikus pontj¶anak nevezzÄuk. KÄonny}u l¶atni, hogy ebb}ol legfel-
jebb egy van. Legyen K a Pareto-optim¶alis cs¶ucspontok ¶es a legfeljebb egy
Pareto-optim¶alis elfogadhat¶o szakasz kritikus pontj¶anak v¶eges halmaza.
Az el}obbiek alapj¶an vil¶agos, hogy az LNAM a K halmaz pontjainak egyike
¶es meghat¶arozhat¶o az al¶abbi egyszer}u algoritmussal:
Sz¶amoljuk ki az r1x2 + r2x1fÄuggv¶eny ¶ert¶ek¶et az F cs¶ucspontjaiban. Ha
a maximum csak egyetlen pontban v¶etetik fel, akkor ez az LNAM. Ha kett}o
pontban (enn¶el tÄobb nem lehet, mivel k¶et dimenzi¶oban vagyunk), akkor ezen
k¶et pont ¶altal meghat¶arozott szakasznak a kritikus pontja az LNAM, ameny-
nyiben ez l¶etezik, vagy pedig a k¶et cs¶ucspont kÄozÄul az, amelyikben a Q feladat
c¶elfÄuggv¶eny¶ert¶eke kisebb.
A NAM meghat¶aroz¶as¶ara Kaneko (1992) adott egyszer}u ¶es hat¶ekony v¶eges
algoritmust.
Ezeket az eredm¶enyeket is fel fogjuk haszn¶alni arra, hogy egy fels}o becsl¶est
adjunk arra az ®0 ¶ert¶ekre, amelyre fenn¶all, hogy minden ® > ®0 eset¶en a
NAM ¶es az LNAM egybeesik.
A fentiek alapj¶an a K halmazb¶ol most m¶ar kihagyhatjuk a kritikus pontot
(maradnak az F Pareto-optim¶alis cs¶ucspontjai), mivel arra m¶ar megvan az
egzakt ®0 = 0 als¶o korl¶at.
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Legyen b(®) a NAM az ® param¶eter fÄuggv¶eny¶eben, z az LNAM ¶es tegyÄuk
fel, hogy b(®) 6= z. Ekkor fenn¶allnak az al¶abbi egyenl}otlens¶egek:
M = r1z2 + r2z1 ¸ r1b2(®) + r2b1(®)
z1z2 + ®(r1z2 + r2z1) = z1z2 + ®M < b1(®)b2(®) + ®(r1b2(®) + r2b1(®)) :
A m¶asodik egyenl}otlens¶eg az¶ert szigor¶u, mert b¶armely ® > 0-ra a NAM az
egyetlen maximaliz¶al¶oja a Nash szorzatnak. Ezekb}ol az egyenl}otlens¶egekb}ol
azt kapjuk, hogy
®(M ¡ (r1b2(®) + r2b1(®)) < b1(®)b2(®) ¡ z1z2 : (4)
g(b(®)) := M ¡ (r1b2(®)+r2b1(®)) nem lehet 0, mert akkor a jobb oldalnak
poz¶³t¶³vnak kellene lenni, ami ellentmond annak, hogy z a Q feladat egyetlen
megold¶asa.
Ha b(®) 2 K, akkor legyen
s = min
y2K;g(y)>0











mivel z ¸ 0.
N¶ezzÄuk most azt az esetet, amikor b(®) =2 K. Ez akkor fordulhat el}o, ha
C := r1(p2 ¡ q2) + r2(p1 ¡ q1) 6= 0 :
(Ha C = 0, akkor azt m¶ar l¶attuk, hogy ha (3) nem ¶all fenn, akkor a NAM
a [p;q] szakasz egyik v¶egpontj¶aba esik, ezek pedig de¯n¶³ci¶o szerint benne
vannak a K halmazban.)
Legyen A = 2(p1 ¡ q1)(p2 ¡ q2), B = (p1 ¡ q1)q2 + (p2 ¡ q2)q1. Ekkor az
(1) egyenl}os¶eg ¶³gy n¶ez ki:













Ezt (5)-tel Äosszevetve azt kapjuk, hogy ha a NAM ¶es az LNAM kÄulÄonbÄoznek,
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akkor ® > ®0 esetben a NAM egybeesik az LNAM-mal.
L¶athattuk, hogy ®0 kisz¶am¶³t¶as¶ahoz csak eredeti adatok, F cs¶ucspontjai,
valamint az r egyet nem ¶ert¶esi ir¶any szÄuks¶egesek. Ha a probl¶em¶at egy
bim¶atrix j¶at¶ekb¶ol sz¶armaztatjuk, akkor az F cs¶ucspontjai ki¯zet¶esp¶arosokb¶ol
kerÄulnek ki ¶es eleve rendelkez¶esre ¶allnak.
1. P¶elda. TekintsÄuk a kÄozismert Gy¶ava ny¶ul bim¶atrix j¶at¶eknak azt a
v¶altozat¶at, amelyben a j¶at¶ekosok aszimmetri¶aja abban nyilv¶anul meg, hogy
az egyet nem ¶ert¶es az egyiknek ÄotszÄor jobban ,,f¶aj", mint a m¶asiknak. Az A













A kimenetelek s¶³kj¶an h¶arom Pareto-optim¶alis pont van:
p = (1; 7); q = (6; 6); t = (7; 1)
¶es k¶et Pareto-optim¶alis szakasz: [p;q] ¶es [q; t]. TegyÄuk fel, hogy az egyet
nem ¶ert¶esi ir¶any: r = (5; 1): Ekkor a Pareto-optim¶alis cs¶ucspontokban az
r1x2 + r2x1 fÄuggv¶eny ¶ert¶eke rendre 36; 36 ¶es 12. Sem a [p;q] sem a [q; t]
szakaszon nincs kritikus pont. A [p;q] szakasz eset¶eben C = 0; ¶³gy csak az S
¶es s ¶ert¶ekeket kell kisz¶amolni. Ezek az ¶ert¶ekek rendre: S = 36, s = 24, amely-
b}ol az ®0 = 1:5 ¶ert¶eket kapjuk. A [q; t] szakasz eset¶eben C = 24, A = ¡10,
B = 34, amib}ol ¡A+jBjjCj = 1:83.
¶Igy az ®0-ra a maxf1:5; 1:83g = 1:83 ¶ert¶eket
kapjuk. Ez el¶eg j¶o becsl¶es, mert a legkisebb ®0, amely mellett a NAM ¶es
LNAM egybeesik, 0.
2. P¶elda. A tÄobbkrit¶erium¶u dÄont¶esi probl¶em¶at (TKDP) el lehet helyezni
j¶at¶ekelm¶eleti kÄornyezetben is (l¶asd Forg¶o (1983), Forg¶o ¶es Szidarovszky (2003).
Ekkor az egyes krit¶eriumokhoz rendeljÄuk a j¶at¶ekosokat, akik v¶alasztanak
egyet az alternat¶³v¶ak kÄozÄul. Ki¯zet¶es csak akkor van, ha mindenki ugyanazt
az alternat¶³v¶at v¶alasztotta, ellenkez}o esetben a ki¯zet¶es tart a ¡1-hez, egy
adott egyet nem ¶ert¶esi ir¶any ment¶en. Mint azt Forg¶o ¶es Szidarovszky (2003)
bebizony¶³totta, a tÄobbkrit¶erium¶u dÄont¶esi probl¶ema, amennyiben az egyes
krit¶eriumokat pozit¶³v s¶ulyokkal l¶atjuk el ¶es line¶aris s¶ulyoz¶as alapj¶an v¶alasztjuk
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ki a legjobb alternat¶³v¶at, ekvivalens a hozz¶arendelt j¶at¶ek LNAM-j¶anak meg-
hat¶aroz¶as¶aval, ahol az egyet nem ¶ert¶esi ir¶any komponensei az egyes s¶ulyok
reciprokai. Ha a line¶aris s¶ulyoz¶as alapj¶an tÄobb alternat¶³va kÄozÄott holtverseny
alakul ki, akkor kÄozÄulÄuk a Q feladat megold¶as¶aval v¶alasztjuk ki a TKDP
megold¶as¶at. Nagyon sok esetben az egyes krit¶eriumokat egy¶enek ¶es/vagy
szervezetek testes¶³tik meg, akiknek az alkuja r¶ev¶en alakul ki a kompromisszu-
mos megold¶as. Term¶eszetes m¶odon ad¶odik, miut¶an a s¶ulyokb¶ol kisz¶amoltuk
az egyet nem ¶ert¶esi ir¶anyt, hogy kisz¶am¶³tsunk az el}obbiek szerint egy fels}o
korl¶atot arra a kÄuszÄob¶ert¶ekre, amelyen felÄul az ¶³gy kapott egyet nem ¶ert¶esi
pontot haszn¶alva a nem-kooperat¶³v Nash alkumodellek egyens¶ulypontk¶ent
¶all¶³tj¶ak el}o a TKDP egyszer}u s¶ulyoz¶assal kiv¶alasztott ,,megold¶as¶at". Mi most
is term¶eszetesen csak a k¶etszem¶elyes (k¶et krit¶erium¶u) esettel foglalkozunk.
N¶ezzÄunk egy egyszer}u esetet, ahol az egyes alternat¶³v¶akat az al¶abbi vek-
torok jellemzik:








s¶ulyvektort rendeljÄuk, amely azt jelenti, hogy a
j¶at¶ekelm¶eleti modellben az egyet nem ¶ert¶esi ir¶any r = (2; 3), az F halmaz
cs¶ucspontjai pedig a;b;c. Ezekb}ol b ¶es c Pareto-optim¶alis pontok, a [b;c]
szakasz pedig az egyetlen Pareto-optim¶alis szakasz. Az LNAM a z = b pont.
Most C = 2 6= 0, A = ¡16, B = 8, S = 6, s = 8 ¶es ¶³gy ®0 = ¡A+jBjjCj = 12.
A legkisebb ®0, amely mellett a NAM ¶es LNAM egybeesik, 4.
3 Sima Pareto-hat¶ar
Ha a lehets¶eges kimenetelek halmaza nem poliedrikus, akkor nem felt¶etlenÄul
van olyan ®0 , hogy minden ® > ®0-ra a NAM ¶es az LNAM egybeesik. Az
al¶abbi alkuprobl¶ema egy p¶elda erre az esetre.
3. P¶elda. Legyen az F = f(x; y) 2 IR2+ : x2 + y2 · 1g a lehets¶eges kime-
netelek halmaza, az r = (1; 3) pedig az egyet nem ¶ert¶esi ir¶any. Az LNAM a





® > 0 egyet nem ¶ert¶esi bÄuntet¶es m¶ert¶ek mellett a NAM az
(x + ®)(y + 3®) ! max
(x; y) 2 F
feladat megold¶asa. Mivel a NAM az x2 + y2 = 1 ¶altal meghat¶arozott Pareto-
hat¶aron van, a fenti feladat ekvivalens az
(x + ®)(y + 3®) ! max
x2 + y2 = 1




) pont semmilyen ¸
Lagrange-multiplik¶ator ¶ert¶ek mellett sem el¶eg¶³ti ki az
y + 3® ¡ 2¸x = 0
x + ® ¡ 2¸y = 0
x2 + y2 = 1
Az L-Nash megold¶as implement¶aci¶oj¶ar¶ol . . . 121
els}orend}u felt¶eteleket egyetlen ® ¸ 0 mellett sem.
Mint ebb}ol a p¶eld¶ab¶ol l¶atszik, az LNAM implement¶al¶as¶ahoz vagy a NAM
implement¶al¶asait kell m¶odos¶³tani, vagy esetleg teljesen ¶ujakat konstru¶alni
abban az esetben, amikor nincs olyan ®0, hogy minden ® > ®0-ra a NAM ¶es
az LNAM egybeesik.
Mi a kÄovetkez}okben Rubinstein v¶altakoz¶o aj¶anlatt¶eteles (VA) modellj¶et,
Rubinstein (1982), haszn¶aljuk fel kiindul¶opontnak az LNAM implement¶al¶a-
s¶ara az alkuprobl¶em¶ak egy speci¶alis oszt¶aly¶anak eset¶eben.
Legyen C(®) = (F; ¡®r) egy k¶etszem¶elyes alkuprobl¶ema, ahol r > 0
az egyet nem ¶ert¶esi ir¶any, ® > 0 az egyet nem ¶ert¶es bÄuntet¶es¶enek m¶ert¶eke,
F = f(x; y) 2 IR2+ : y · g(x)g a lehets¶eges kimenetelek halmaza. FeltesszÄuk,
hogy g : IR+ ! IR monoton csÄokken}o, folytonosan di®erenci¶alhat¶o, szigor¶uan
konk¶av fÄuggv¶eny. Az¶³gy de¯ni¶alt alkuprobl¶ema oszt¶alyt (® minden lehets¶eges
¶ert¶ek¶ere) nevezzÄuk rÄoviden C alkuprobl¶em¶anak.
Az F halmaz ¶³gy konvex, kompakt, ¶es az y = g(x) ¶altal meghat¶arozott
Pareto-hat¶ara ,,sima". Legyen a = g¡1(0), b = g(0) (g¡1 l¶etezik g mono-
tonit¶asa miatt). Az F -et ¶³gy az al¶abbi egyenl}otlens¶eg rendszer lehets¶eges
megold¶asaik¶ent is lehet de¯ni¶alni:
0 · x · a
0 · y · b
y · g(x) :
(6)
C(®)-nak minden ®-ra l¶etezik NAM-ja, amelyet az (x + ®r1)(y + ®r2) Nash
szorzat egy¶ertelm}u maximumpontjak¶ent kapunk. Ezeknek a hat¶ar¶ert¶eke, ha
® ! 1 az LNAM, amelyet viszont az r2x + r1y line¶aris fÄuggv¶eny szint¶en
egy¶ertelm}u maximumpontjak¶ent nyerhetÄunk. Az egy¶ertelm}us¶eget a g fÄugg-
v¶eny szigor¶u konk¶avit¶asa biztos¶³tja. Mivel mind a NAM, mind az LNAM a
Pareto hat¶aron van, ez¶ert (6)-ban az y = g(x)-szel lehet az y · g(x) egyenl}ot-
lens¶eget helyettes¶³teni, ¶es ¶³gy mind a NAM, mind az LNAM meghat¶aroz¶asa-
kor a [0; a] z¶art intervallumon egy egyv¶altoz¶os fÄuggv¶enyt kell maximaliz¶alni.
Adott ®-ra a NAM-ot az
f(x) = (x + ®r1)(g(x) + ®r2) ! max
0 · x · a (7)
feladat megold¶as¶aval kapjuk. A c¶elfÄuggv¶eny els}o deriv¶altja:
f 0(x) = g(x) + xg0(x) + ®(r1g
0(x) + r2)
f 0(0) = g(0) + ®(r1g
0(0) + r2) :
Ha g0(0) < ¡r2r1 ¶es ® > ®0 = ¡
g0(0)
r1g0(0)+r2
, akkor f 0(0) < 0, ¶es ¶³gy a (7) feladat
megold¶asa x = 0, y = g(0), ami egy¶uttal az LNAM is.
VegyÄuk most a c¶elfÄuggv¶eny deriv¶altj¶at az x = a pontban
f 0(a) = g(a) + ag0(a) + ®(r1g
0(a) + r2) = ag
0(a) + ®(r1g
0(a) + r2) :
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Ha f 0(a) > 0, akkor x = a a (7) feladat optim¶alis megold¶asa. Ez tetsz}olegesen
nagy ®-ra akkor ¶es csak akkor ¶allhat fenn, ha r1g0(a) + r2 > 0. Ekkor, ha




akkor a NAM ¶es az LNAM egybeesnek. Ezt az eredm¶enyt t¶etel form¶aj¶aban
is megfogalmazzuk.
4. T¶etel. Ha a C alkuprobl¶ema oszt¶alyra fenn¶all, hogy vagy g0(0) < ¡r2r1 ,
vagy pedig g0(a) > ¡ r2r1 , akkor van olyan v¶eges ®0, hogy minden ® > ®0
eset¶eben az LNAM egybeesik a NAM-al.
KÄovetkezm¶eny. Ha a 4. T¶etel felt¶etelei fenn¶allnak, akkor minden olyan
implement¶aci¶o, amely el}o¶all¶³tja a NAM-ot, kell}oen nagy egyet nem ¶ert¶esi
,,bÄuntet¶es" mellett az LNAM-ot is el}o¶all¶³tja.
A tov¶abbiakban teh¶at csak azzal az esettel foglalkozunk, amikor a C-
be tartoz¶o alkuprobl¶em¶ak LNAM-ja a Pareto-felÄulet (relat¶³v) bels}o pontja.
Ekkor az LNAM az
r2x + r1y ! max
y = g(x)
Lagrange-feladat megold¶asa. Ha (x¤, y¤) az LNAM, akkor az els}orend}u
felt¶etelb}ol a kÄovetkez}o egyenl}os¶egeket kapjuk:
g0(x¤) = ¡r2
r1
y¤ = g(x¤) :
(8)
Ennek az egyenletnek a megold¶asa egy¶ertelm}u (mivel g0 monoton csÄokken}o),
¶es az pontosan x¤.
A VA modell diszkr¶et id}ovel dolgozik: t = 1; 2; . . .. Aj¶anlatnak nevezzÄuk
az F egy pontj¶at. A j¶at¶ekosok felv¶altva tesznek aj¶anlatokat, minden p¶aratlan
id}opontban az els}o j¶at¶ekos, minden p¶aros id}opontban a m¶asodik. Ha az egyik
j¶at¶ekos aj¶anlat¶at a m¶asik elfogadja, akkor ez lesz a ki¯zet¶es, ¶es a j¶at¶eknak
v¶ege. Ha nem, akkor ± > 0 val¶osz¶³n}us¶eggel az alkufolyamat megszakad, a
j¶at¶eknak v¶ege, a j¶at¶ekosok rendre a ¡®r1 ¶es ¡®r2 ,,bÄuntet}o" ki¯zet¶eseket
kapj¶ak. Az alkufolyamat 1¡± val¶osz¶³n}us¶eggel folytat¶odik, ¶es ¶ujabb aj¶anlatot
tesz valaki, aki ¶eppen soron van.
Ebben a j¶at¶ekban egy strat¶egia az a terv (fÄuggv¶eny), amely b¶armely id}o-
pontban egy aj¶anlatot rendel a kor¶abbi aj¶anlatok alkotta b¶armely lehets¶eges
tÄort¶enethez. A NEP-et ¶es a r¶eszj¶at¶ek tÄok¶eletes NEP-et ebben a j¶at¶ekban a
szok¶asos m¶odon de¯ni¶aljuk. Azt a speci¶alis strat¶egi¶at, amelyben az aj¶anlat-
t¶etelek nem fÄuggnek (konstansok) a kor¶abbi tÄort¶enett}ol, stacioner strat¶egi¶anak
nevezzÄuk.
Rubinstein alapvet}o t¶etele a kÄovetkez}o, amelyet rÄogz¶³tett egyet nem ¶ert¶esi
pont (® rÄogz¶³tett) eset¶ere bizony¶³tott.
5. T¶etel (Rubinstein (1982), Osborne ¶es Rubinstein (1994)). A VA j¶at¶eknak
egyetlen r¶eszj¶at¶ek tÄok¶eletes NEP-je van, amely stacioner strat¶egi¶akb¶ol ¶all.
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¶Igy a j¶at¶ek lefoly¶asa, ha a j¶at¶ekosok az egyetlen (x¤; y¤) stacioner strat¶egi¶at
j¶atssz¶ak, igen rÄovid. Az els}o j¶at¶ekos a t = 1 id}opontban megteszi az (x¤; y¤)
aj¶anlat¶at, amit a m¶asodik j¶at¶ekos elfogad, megtÄort¶ennek a ki¯zet¶esek ¶es a
j¶at¶ek v¶eget ¶er. JegyezzÄuk meg, hogy (x¤; y¤) fÄugg a ± val¶osz¶³n}us¶egt}ol.
Sz¶amunkra fontos m¶eg a kÄovetkez}o t¶etel is.
6. T¶etel (Rubinstein (1982), Osborne ¶es Rubinstein (1994)). Ha ± > 0,
akkor a VA j¶at¶ek egyetlen stacioner strat¶egi¶aj¶aban a ki¯zet¶esek tartanak a
NAM-hoz, ha ± ! 0.
A VA j¶at¶ek teh¶at a NAM aszimptotikus implement¶aci¶oja ¶es ¶³gy ha ±-t
el¶eg kicsinek v¶alasztjuk, akkor tetsz}olegesen kÄozel kerÄulhetÄunk a NAM-hoz.
Mi a helyzet az LNAM-al? Ha olyan aszimptotikus implement¶aci¶ot sze-
retn¶enk, amely a 6. T¶etelen nyugszik, akkor az ® ¶es ± param¶eterek ¶ert¶ek¶et
egyszerre kellene a v¶egtelenhez illetve a null¶ahoz tartatni, ¶es m¶eg a k¶et kon-
vergencia egym¶ashoz val¶o viszony¶aval is tÄor}odni kell. Ezt ¶ugy csin¶aljuk
meg, hogy veszÄunk egy 0 < ¯ < 1 param¶etert, ¶es de¯ni¶alunk egy olyan
VA j¶at¶ekot, amelyben a bÄuntet¶es m¶ert¶eke ® = 1¯ , a t¶argyal¶asok megsza-
kad¶as¶anak val¶osz¶³n}us¶ege pedig ± = ¯2. Az ezekkel a param¶eterekkel de¯ni¶alt
VA j¶at¶ekot jelÄoljÄuk VA(¯)-val.
7. T¶etel. B¶armely ¸ > 0 sz¶amhoz van olyan ¯0, hogy minden 0 < ¯ < ¯0
eset¶en a VA(¯) j¶at¶ek egyetlen r¶eszj¶at¶ek tÄok¶eletes NEP-j¶enek ki¯zet¶esvektora
¸-n¶al kisebb t¶avols¶agra van az LNAM-t¶ol.
Bizony¶³t¶as. RÄogz¶³tett ¯ eset¶en az 5. T¶etel ¶ertelm¶eben a VA(¯) j¶at¶eknak
van egy¶ertelm}uen meghat¶arozott r¶eszj¶at¶ek tÄok¶eletes NEP-je. KÄonny}u bel¶atni
(l¶asd p¶eld¶aul Forg¶o et al. (1999), hogy ennek az egyens¶ulypontnak olyan
stacioner strat¶egi¶akb¶ol kell ¶allni, hogy b¶armelyik j¶at¶ekos sz¶am¶ara kÄozÄombÄos
legyen, hogy a m¶asik aj¶anlat¶at elfogadja-e vagy visszautas¶³tja-e.
Ha teh¶at (x1; y1) az els}o j¶at¶ekos aj¶anlata, akkor a m¶asodik j¶at¶ekos (x2; y2)
aj¶anlat¶ara fenn kell ¶allni az al¶abbi egyenl}os¶egeknek:
y1 = g(x1)
y2 = g(x2)
x2 = ±(¡®r1) + (1 ¡ ±)x1
y1 = ±(¡®r2) + (1 ¡ ±)y2 :
Egyens¶ulyban x1 = x2; y1 = y2. Az indexeket elhagyva azt kapjuk, hogy
(x; y) 2 F akkor ¶es csak akkor egyens¶ulyi aj¶anlat, ha x kiel¶eg¶³ti a
g(x) + ±®r2 ¡ (1 ¡ ±)g(¡±®r1 + (1 ¡ ±)x) = 0
egyenletet. Ha rÄogz¶³tjÄuk az x¤ egyens¶ulyi aj¶anlatot, ¶es ® = 1
¯
, ± = ¯2, akkor
¯ > 0-ra a kÄovetkez}o egyenletet kapjuk:
f(¯) = g(x¤) + ¯r2 ¡ (1 ¡ ¯2)g(¡ ¯r1 + (1 ¡ ¯2)x¤) = 0 :
Mindk¶et oldal ¯ szerinti deriv¶altj¶at v¶eve kapjuk a
f 0(¯) = r2 + 2¯g(¡¯r1 + (1 ¡ ¯2)x¤) + (1 ¡ ¯2)g0(¡¯r1 + (1 ¡ ¯2)x¤) = 0
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egyenletet, ami szint¶en minden ¯ > 0 eset¶en fenn¶all. RÄogz¶³tett ¯-ra a
fenti egyenletnek egyetlen x(¯) megold¶asa van (l¶asd Forg¶o et al. (1999),
310. oldal). Minden ¯ > 0-ra x(¯) 2 F , ¶es mivel F kompakt, g0 folytonos,
¶³gy minden f¯ig nullsorozatra fx(¯i)g minden torl¶od¶asi pontja kiel¶eg¶³ti az
f 0(0) = r2 + r1g
0(x) = 0
egyenletet. A g0 fÄuggv¶eny monoton csÄokken}o, ez¶ert a
g0(x) = ¡r2
r1
egyenletnek egyetlen megold¶asa van, ami (8) miatt megegyezik az x¤-gal, ami
pontosan az els}o j¶at¶ekos ki¯zet¶ese az LNAM-ban.
A 7. T¶etel ¶all¶³t¶as¶at ¶ugy is meg lehet fogalmazni, hogy a VA j¶at¶ek aszimp-
totikus implement¶aci¶oja az LNAM-nak, az adott felt¶etelek mellett.
4 ÄOsszefoglal¶as
Megmutattuk, hogy k¶etszem¶elyes j¶at¶ekok eset¶eben az LNAM megold¶ast asz-
imptotikusan el}o lehet ¶all¶³tani a Rubinstein-f¶ele VA j¶at¶ek r¶eszj¶at¶ek tÄok¶eletes
NEP-jek¶ent mind sima, mind szakaszonk¶ent line¶aris (a lehets¶eges kimenetelek
halmaza polit¶op) Pareto-hat¶ar eset¶eben. Polit¶op lehets¶eges kimenetelek hal-
maza ¶es bizonyos nem-polit¶op esetben az alkuprobl¶ema primer adataib¶ol
becsÄulve tudunk olyan ®0 sz¶amot megadni, hogy minden ® > ®0 eset¶en az
LNAM megold¶as egybeesik az ® bÄuntet¶es-m¶ert¶ek}u Nash-f¶ele alkuprobl¶ema
megold¶as¶aval. Ezekben az esetekben minden olyan implement¶aci¶o, amely
el}o¶all¶³tja a NAM-ot, egy¶uttal az LNAM-ot is el}o¶all¶³tja, ha az ® ,,bÄuntet}o"
param¶eter el¶eg nagy.
Az eredm¶enyek k¶etszem¶elyes alkuprobl¶em¶akra vonatkoznak. A kiter-
jeszt¶es n-szem¶elyes alkuprobl¶em¶akra nem trivi¶alis, ¶es tov¶abbi kutat¶ast ig¶enyel.
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ON IMPLEMENTING THE L-NASH SOLUTION IN TWO-PERSON
BARGAINING GAMES
According to the ,,Nash program" every axiomatically determined cooperative so-
lution to a game should also be obtained as a noncooperative Nash outcome of a
reasonable noncooperative bargaining game. The L-Nash solution de¯ned by Forg¶o
(1983) can be characterized as the limiting point of the Nash bargaining solution
when the disagreement point goes to negative in¯nity in a ¯xed direction. In Forg¶o
and Szidarovszky (2003), the L-Nash solution was related to the solution of multi-
citeria decision making problems and two di®erent axiomatizations of the L-Nash
solution were also given in this context. In this paper, ¯nite bounds are established
for certain special two-person bargaining problems, making it possible to apply all
the implementation models designed for the Nash bargaining problem to obtain the
L-Nash solution as well. For another set of problems where this method does not
work, a version of Rubinstein's alternative o®er game is shown to asymptotically
implement the L-Nash solution.
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IR¶ANY¶IT¶ASELM¶ELET ¶ES AZ ASZIMMETRIKUS
INFORM¶ACI¶OS J¶AT¶EKOK ELM¶ELETE1
BADICS JUDIT { GÄOMÄORI ANDR¶AS
Pannon Egyetem (Veszpr¶em) { Budapesti Corvinus Egyetem
KÄozgazdas¶agi alkalmaz¶asait tekintve az optim¶alis ir¶any¶³t¶asok elm¶elete, vagy
rÄoviden ir¶any¶³t¶aselm¶elet (optimal control theory) a dinamikus optimaliz¶al¶as
j¶ol ismert eszkÄoze. S}ot, att¶ol tartunk, hogy a kÄozgazd¶aszok fej¶eben ¶es gyakor-
lat¶aban az ir¶any¶³t¶aselm¶elet t¶uls¶agosan is, csaknem elv¶alaszthatatlanul Äossze-
fon¶odott az id}obeli dÄont¶esi probl¶em¶ak kezel¶es¶evel.2 Ezt az Äosszefon¶od¶ast
k¶³v¶anjuk oldani, amikor igyekszÄunk r¶air¶any¶³tani a ¯gyelmet egy olyan alkal-
maz¶asi terÄuletre, amelynek semmi kÄoze az id}obeli dÄont¶esekhez, ann¶al tÄobb a
j¶at¶ekelm¶elethez, pontosabban az aszimmetrikus inform¶aci¶os j¶at¶ekok elm¶ele-
t¶ehez. ¶Igy¶³r¶asunkban |a v¶eg¶en bemutatott illusztrat¶³v p¶eld¶at¶ol eltekintve|
semmi ¶uj sincs. Ismertet¶esÄunket azoknak az olvas¶oknak (kÄozgazd¶aszoknak,
hallgat¶oknak) sz¶anjuk, akik tÄobb¶e-kev¶esb¶e, vagy ak¶ar j¶ol ismerik az ir¶any¶³-
t¶aselm¶elet szok¶asos alkalmaz¶asait, ¶es ¶erdekl}odnek egy ett}ol elt¶er}o alkalmaz¶as
ir¶ant. El}oszÄor a hagyom¶anyos alkalmaz¶ast id¶ezzÄuk fel rÄoviden a |minden
bizonnyal| legismertebb p¶eld¶an, majd az aszimmetrikus inform¶aci¶os j¶at¶ek-
elm¶eleti alkalmaz¶ast mutatjuk be, v¶egÄul ez ut¶obbit illusztr¶aljuk egy p¶eld¶aval.
1 Az ir¶any¶³t¶aselm¶elet klasszikus alkalmaz¶asa
Az optim¶alis ir¶any¶³t¶asok elm¶elet¶et Pontrjagin dolgozta ki munkat¶arsaival az
Äotvenes ¶evekben. 1961-ben, tan¶³tv¶anyaival kÄozÄosen publik¶alta eredm¶enyeit,
a kÄonyv a kÄovetkez}o ¶evben angol ford¶³t¶asban is megjelent, ¶³gy a hatvanas
¶evekben ismertt¶e v¶alt.3 Amellett, hogy sz¶amos tudom¶anyterÄuleten (a ¯zika
kÄulÄonbÄoz}o terÄuletei, m}uszaki tudom¶anyok, stb.) alkalmazz¶ak, m¶ar az eml¶³tett
¶evtizedben felkeltette a kÄozgazd¶aszok ¶erdekl}od¶es¶et is. A kÄozgazdas¶agi alkal-
maz¶as alapgondolata minden jel szerint Arrow nev¶ehez f}uz}odik, azonban az
egyik els}o ¶es mindm¶aig alighanem legtÄobbet id¶ezett alkalmaz¶ast Dorfman-
1Be¶erkezett: 2006. szeptember 6. Az els}o szerz}o munk¶aj¶at a T17 48680 sz. OTKA p¶aly¶a-
zat t¶amogatta. E-mail: badicsj@gtk.uni-pannon.hu, andras.gomori@uni-corvinus.hu.
2P¶eld¶aul egy kÄozgazd¶aszoknak ¶³rt matematika k¶ezikÄonyv ir¶any¶³t¶aselm¶eleti alfejezet¶enek
els}o mondata ¶³gy sz¶ol: ,,Az ir¶any¶³t¶aselm¶eletb}ol megtanulhatjuk, hogyan oldjunk meg foly-
tonos id}obeli maximaliz¶al¶asi feladatokat, ha a c¶elfÄuggv¶enyben integr¶al, a korl¶atban pedig
differenci¶alegyenlet szerepel." Klein [2002], 469. oldal. Egy m¶asik, hasonl¶o kÄonyv ir¶any¶³-
t¶aselm¶eleti fejezet¶enek pedig ez a c¶³me: ,,Er}oforr¶asallok¶aci¶o az id}oben: ir¶any¶³t¶aselm¶elet."
Silberberg { Suen [2001], 617. oldal.
3Legismertebb v¶altozata a kÄonyv 1986-os kiad¶asa, l¶asd: Potrjagin et al. [1986]. Si-
monovits Andr¶as sz¶³ves kÄozl¶es¶eb}ol tudjuk, hogy magyarul is olvashat¶o: Potrjagin et al.
[1968]. Az ir¶any¶³t¶aselm¶elet tÄort¶enet¶er}ol l¶asd: McShane [1989].
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nak kÄoszÄonhetjÄuk.4 A klasszikus kÄozgazdas¶agi alkalmaz¶as illusztr¶aci¶ojak¶ent
id¶ezzÄuk fel mi is Dorfman p¶eld¶aj¶at rÄoviden!5
Egy v¶allalat a [0; T ] folytonos id}ointervallumban dolgozik ¶es minden t 2
[0; T ] id}opontban megv¶alasztja x dÄont¶esi v¶altoz¶oj¶anak x(t) ¶ert¶ek¶et. x lehet
a v¶allalat term¶ek¶enek ¶ara, az output mennyis¶ege, a befektetett t}oke mennyi-
s¶ege, vagy b¶armi, amit}ol c¶elfÄuggv¶eny¶enek ¶ert¶eke (mondjuk pro¯tja) fÄugg.
Ugyanakkor a v¶allalatnak minden t id}opontban rendelkez¶es¶ere ¶all a t}oke k(t)
mennyis¶ege, amely kor¶abbi tev¶ekenys¶eg¶et}ol (dÄont¶eseit}ol) fÄugg. Ezt a kapcso-
latot a
_k(t) = f(k(t); x(t); t)
di®erenci¶alegyenlet ¶³rja le. A v¶allalat c¶elfÄuggv¶eny¶enek ¶ert¶eke (ha tetszik,
,,pillanatnyi pro¯tja") a t id}opontban
u(t) = u(k(t); x(t); t) :
Ugyanakkor a v¶allalat c¶elfÄuggv¶eny¶enek a [0; T ] id}ointervallumon vett teljes





u(k(¿); x(¿); ¿) d¿ ;
felt¶eve, hogy
_k(t) = f(k(t); x(t); t) :
Ezzel el}ottÄunk ¶all a legegyszer}ubb ir¶any¶³t¶aselm¶eleti feladat, amelyben x-et
ir¶any¶³t¶asi v¶altoz¶onak (control variable), k-t ¶allapotv¶altoz¶onak (state variable)
szok¶as nevezni.
¶Esszer}u feltenni, hogy a folyamat elej¶en a v¶allalat m¶ar rendelkezik a t}oke
egy adott mennyis¶eg¶evel, legyen ez k0. Ekkor ¶³rhatjuk, hogy k(0) = k0. De
|a feladat jelleg¶et}ol fÄugg}oen| megkÄovetelhetjÄuk, hogy a v¶allalat ¶ugy z¶arja
a folyamatot, hogy rendelkez¶es¶ere ¶alljon a t}oke egy adott |mondjuk kT |
mennyis¶ege, azaz legyen k(T ) = kT , vagy el}o¶³rhatjuk, hogy ez a t}okemennyi-
s¶eg ne legyen kisebb (vagy nagyobb) egy adott ¶ert¶ekn¶el, azaz k(T ) ¸ kT . A
feladatot |term¶eszet¶et}ol fÄugg}oen| m¶eg enn¶el bonyolultabb peremfelt¶etelek
mellett is megfogalmazhatjuk.
A megold¶ashoz szÄuks¶eg van a Hamilton-fÄuggv¶enyre
H = u(k(t); x(t); t) + ¸(t)f(k(t); x(t); t) ;
4L¶asd: Arrow [1968], Arrow { Kurz [1970], Dorfman [1969].
5Term¶eszetesen itt nem k¶³v¶anunk bevezet¶est adni az ir¶any¶³t¶aselm¶eletbe, a p¶eld¶at csak
annyira r¶eszletezzÄuk, amennyire ahhoz szÄuks¶eges, hogy majd Äosszehasonl¶³tsuk azzal az
alkalmaz¶assal, amit val¶oban be k¶³v¶anunk mutatni. Az ir¶any¶³t¶aselm¶elet ir¶ant ¶erdekl}od}o
olvas¶o sz¶amos, kÄozgazd¶aszoknak ¶³rt matematika kÄonyv kÄozÄul v¶alogathat, p¶eld¶aul: Chi-
ang [1992], Dixit [1990], Fuente [2000], Klein [2002], L¶eonard { Long [1992], Kamien {
Schwartz [1991], Seierstad { Sydsaeter [1987], Silberberg { Suen [2000], Sydsaeter { Ham-
mond [2005], Takayama [1994]. Magyar nyelven: Tallos [1998], Simonovits [1998]. Megol-
datlan probl¶em¶akat t¶argyal Blondel { Megretski [2004]. Egy ¶erdekess¶eg: az eml¶³tett t¶³pus¶u
kÄonyvek kÄozÄul tal¶an Allen h¶³res m}uve (Allen [1962]) az egyik utols¶o, amely a vari¶aci¶o-
sz¶am¶³t¶assal v¶eget ¶er.
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ahol ¸(t) az ¶ugynevezett Pontrjagin-multiplik¶ator (co-state variable).6










m¶asr¶eszt a transzverzalit¶asi felt¶etel
¸(T ) = 0 :
A modellben ¸(t) az ¶allapotv¶altoz¶o margin¶alis nÄoveked¶es¶enek a c¶elfÄugg-
v¶eny optim¶alis ¶ert¶ek¶ere tett hat¶as¶at adja meg (a t}oke ¶arny¶ek¶ara). Ebb}ol rÄog-
tÄon kÄovetkezik, hogy mivel ez a hat¶as a folyamat v¶eg¶en z¶erus, ¶³gy ¸(T ) = 0,
ami ¶eppen a transzverzalit¶asi felt¶etel.
A feladat az els}orend}u felt¶etelekb}ol ¶es a transzverzalit¶asi felt¶etelb}ol meg-
oldhat¶o.7
Dorfman modellj¶et v¶egel¶athatatlan sorban kÄovett¶ek a hasonl¶o megfonto-
l¶asokra ¶epÄul}o kÄozgazdas¶agi alkalmaz¶asok. Tal¶an az egyik legnagyobb alkal-
maz¶asi terÄulet a nÄoveked¶eselm¶elet.8 De alkalmazz¶ak az ir¶any¶³t¶aselm¶eletet a
meg¶uj¶³that¶o er}oforr¶asok, illetve a korl¶atozottan rendelkez¶esre ¶all¶o ¶es kÄornye-
zetszennyez}o energiaforr¶asok felhaszn¶al¶as¶anak le¶³r¶as¶aban, a politikai Äuzleti
ciklusok, vagy a speci¶alis technol¶ogiai fejleszt¶esek elemz¶es¶eben ¶es m¶eg sz¶amos
m¶as terÄuleten.9 Valamennyi alkalmaz¶as kÄozÄos von¶asa azonban, hogy folytonos
id}obeli dÄont¶esi probl¶em¶akat kezelnek, azaz dinamikus optimaliz¶al¶asi modellek.
A kÄovetkez}okben bemutatand¶o modell nem ilyen.
2 Az ir¶any¶³t¶aselm¶elet alkalmaz¶asa az aszim-
metrikus inform¶aci¶os j¶at¶ekok elm¶elet¶eben
Miel}ott a sz¶oban forg¶o alkalmaz¶ast bemutatn¶ank, helyesnek l¶atszik az alkal-
maz¶asi terÄuletet nagyj¶ab¶ol lokaliz¶alni, kÄornyezet¶eben elhelyezni.10 ElkerÄu-
6Az angol nyelv}u irodalomban m¶as megnevez¶ese: auxiliary variable. Tal¶alkozhatunk
m¶eg a dinamikus Lagrange-multiplik¶ator megjelÄol¶essel is.
7Minthogy f}o c¶elunk egy alkalmaz¶as bemutat¶asa, nem foglalkozunk itt a megold¶as l¶ete-
z¶es¶enek k¶erd¶es¶evel, tov¶abb¶a mindv¶egig feltesszÄuk, hogy a szÄuks¶eges felt¶etelek el¶egs¶egesek
¶es nem foglalkozunk ennek felt¶eteleivel sem. E k¶erd¶eseket illet}oen a kor¶abban hivatkozott
irodalomban t¶aj¶ekoz¶odhat az ¶erdekl}od}o.
8A szinte minden tankÄonyvben id¶ezett p¶elda a Ramsey { Cass { Koopmans modell.
Eredeti v¶altozata (Ramsey [1928]) nem haszn¶alt ir¶any¶³t¶aselm¶eleti eszkÄozÄoket. Cass ¶altal
konstru¶alt v¶altozata (Cass [1965]) m¶ar igen, a Koopmans-f¶ele v¶altozat (Koopmans [1965])
azonban szint¶en nem.
9Illusztr¶aci¶ok¶ent az eml¶³tettekhez l¶asd p¶eld¶aul: Plourde [1970], Forster [1980], Nordhaus
[1975], Arrow [1962], Shell [1966].
10Az ir¶any¶³t¶aselm¶elet legk¶ezenfekv}obb ¶es legels}o j¶at¶ekelm¶eleti alkalmaz¶asa a differenci¶al-
j¶at¶ekok elm¶elete, e terÄuleten maga Pontrjagin is jelent}os eredm¶enyeket ¶ert el.
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lend}o, hogy a j¶at¶ekelm¶elet tÄort¶enet¶enek |itt fÄolÄoslegesnek l¶atsz¶o| r¶eszletei-
ben elvesszÄunk,11 mintegy a kÄozep¶ebe v¶agva kezdjÄuk ott, hogy az inform¶aci¶o
kÄozgazdas¶agtan¶aban alkalmazott j¶at¶ek-modell legegyszer}ubb alakja egy k¶et-
szerepl}os, k¶etl¶ep¶eses, szekvenci¶alis j¶at¶ek, amelyben az egyik szerepl}o teljesen
inform¶alt12, a m¶asik nem. Ha a rosszul inform¶alt szerepl}o nem tudja meg¯-
gyelni a m¶asik dÄont¶esi v¶altoz¶oj¶at, akkor mor¶alis kock¶azati probl¶em¶aval ¶allunk
szemben. Ha azonban nem ismeri a m¶asik f¶el (vagy a helyzet) valamely tulaj-
dons¶ag¶at, akkor a jelens¶eg a kontraszelekci¶o.13 Az inform¶aci¶ohi¶any mindk¶et
helyzetben hat¶ekonys¶agvesztes¶eghez vezet (az azonos, teljes inform¶aci¶os eset-
hez k¶epest). Azonban ismerÄunk eszkÄozÄoket, amelyek kontraszelekci¶o eset¶en
alkalmasak e vesztes¶eg csÄokkent¶es¶ere. Ha az eml¶³tett j¶at¶ekban a j¶ol in-
form¶alt f¶el l¶ep el}oszÄor, akkor ez az eszkÄoz a szign¶aloz¶as (szign¶al-haszn¶alat,
vagy jelz¶es).14 Ha azonban az els}o dÄont¶est a rosszul inform¶alt j¶at¶ekos hozza,
akkor ez az eszkÄoz a sz}ur¶es15. A sz}ur¶esmodell fel¶³r¶as¶aban ¶es megold¶as¶aban
az ir¶any¶³t¶aselm¶elet van seg¶³ts¶egÄunkre. Az alkalmaz¶ast egy elemi p¶eld¶an mu-
tatjuk be.16
Egy szerepl}o megb¶³z egy v¶allalatot egy term¶ek q mennyis¶eg¶enek el}o¶all¶³-
t¶as¶aval ¶es ez¶ert t Äosszeget (transzfert) ¯zet a termel}onek. FeltesszÄuk, hogy
t ¶es q mennyis¶ege meg¯gyelhet}o ¶es bizony¶³that¶o. A megb¶³z¶o a q term¶ek-
mennyis¶egen S(q) tÄobbletet ¶elvez (S0 > 0, S00 < 0; S(0) = 0). A termel}o
¶alland¶o m¶erethozad¶ek mellett dolgozik, kÄolts¶egfÄuggv¶enye C(q) = µq, ahol µ
a termel¶es hat¶arkÄolts¶ege. A megb¶³z¶o c¶elfÄuggv¶enye
V = S(q) ¡ t ;
a termel}o¶e pedig
U = t ¡ µq :
Az inform¶aci¶os aszimmetria abban ¶all, hogy a termel}o ismeri µ ¶ert¶ek¶et (}o
teh¶at a j¶ol inform¶alt f¶el, Äugyviv}o, agent), a megb¶³z¶o (aki a rosszul inform¶alt
f¶el, principal) azonban err}ol csak annyit tud, hogy µ val¶osz¶³n}us¶egi v¶altoz¶o
11Ismert m¶odon Hars¶anyi nem teljes inform¶aci¶os j¶at¶ekra adott els}o megold¶asa
(Harsanyi [1967-68]) nyitott utat a sz¶oban forg¶o terÄulet fejl}od¶es¶enek, amelyben elv¶a-
laszthatatlanul Äosszefon¶odott az aszimmetrikus inform¶aci¶os j¶at¶ekok elm¶elete ¶es az erre
¶epÄul}o kÄozgazdas¶agi elm¶elet, amelyet szok¶as az inform¶aci¶o (vagy az inform¶aci¶os aszim-
metria) kÄozgazdas¶agtan¶anak, szerz}od¶eselm¶eletnek, ÄosztÄonz¶eselm¶eletnek, vagy megb¶³z¶o-
Äugyviv}o (principal-agent) modellnek nevezni. A terÄuletr}ol |az ismert j¶at¶ekelm¶elet ¶es
mikroÄokon¶omia kÄonyveken k¶³vÄul| ¶attekint¶est ad p¶eld¶aul Hillier [1997], Molho [1997],
Macho-Stadler { P¶erez-Castrillo [2001], Bolton { Dewatripont [2005], Salani¶e [1997], Laf-
font { Martimort [2002], La®ont [1993], magyar nyelven GÄomÄori [2001].
12Azaz birtok¶aban van a j¶at¶ek megad¶as¶aban foglalt Äosszes inform¶aci¶onak.
13A mor¶alis kock¶azat kÄozgazdas¶agi elemz¶es¶enek gondolata el}oszÄor Arrow [1963] cikk¶eben
jelenik meg, m¶eg nem minden etikai konnot¶aci¶o n¶elkÄul. M¶ar ilyen ÄosszefÄugg¶esekt}ol
mentesen t¶argyalja Pauly [1968]. A kontraszelekci¶o els}o le¶³r¶asa Akerlof [1970], a szerz}o
eredm¶enyei¶ert 2001-ben Nobel-d¶³jat kapott. A kett}o kÄozÄotti, itt haszn¶alt megkÄulÄonbÄoztet¶es
kiss¶e felsz¶³nes, val¶oj¶aban k¶et kÄulÄonbÄoz}o strukt¶ur¶ar¶ol van sz¶o.
14A szign¶aloz¶as (signaling) Äotlete Spence nev¶ehez f}uz}odik (Spence [1973, 1974]), aki ez¶ert
2001-ben kapott Nobel-d¶³jat.
15A sz}ur¶es (screening) Stiglitz nev¶ehez kÄot}odik (Rothschild { Stiglitz [1976], Stiglitz
[1977], Wilson [1977]), aki 2001-ben kapott eredm¶enyei¶ert Nobel-d¶³jat.
16A kor¶abban hivatkozott irodalom sz¶amos v¶altozatban t¶argyalja.
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F (µ) eloszl¶as- ¶es f(µ) = F 0(µ) s}ur}us¶egfÄuggv¶ennyel a [µ; µ] intervallumon
(f(µ) > 0, 8µ 2 [µ; µ]). Szok¶as µ ¶ert¶ek¶et a j¶ol inform¶alt f¶el t¶³pus¶anak nevezni.
A szerepl}ok szerz}od¶est kÄotnek, amely rÄogz¶³ti, hogy a megb¶³z¶o a termel}onek
milyen q term¶ekmennyis¶eg¶ert, milyen t Äosszeget ¯zet. Ha p¶eld¶aul a szerz}od¶es
t = (1 + ¿)µq alak¶u (0 < ¿ < 1), ez azt jelenti, hogy a megb¶³z¶o ¶altal ki-
¯zetett Äosszeg fedezi a termel}o kÄolts¶egeit ¶es tartalmaz egy ,,kÄolts¶egar¶anyos"
nyeres¶eget. Ez azonban a termel}ot abban teszi ¶erdekeltt¶e, hogy min¶el na-
gyobb kÄolts¶eget ismertessen el a megrendel}ovel, a megrendel}o ezzel szemben
nem tud hat¶ekonyan v¶edekezni, mivel nem ismeri µ val¶odi ¶ert¶ek¶et, ugyanakkor
hasonl¶o okb¶ol a termel}o sem tud b¶armely µ ¶ert¶ek mellett hat¶ekonyan ¶ervelni.
¶Igy minden alapot n¶elkÄulÄoz}o |a gyakorlatb¶ol j¶ol ismert| alkudoz¶as kez-
d}odhet. Ez¶ert olyan szerz}od¶est keresÄunk, amely megkerÄuli ezt a zs¶akutc¶at.
RendeljÄunk minden µ t¶³pushoz egy q(µ) mennyis¶eget, ¶es egy t(µ) Äosszeget.
¶Igy a szerz}od¶es egy (t(µ); q(µ)) fÄuggv¶enyp¶ar, szok¶as ezt szerz}od¶esmenÄunek is
nevezni.
A j¶at¶ek forgat¶okÄonyve a kÄovetkez}o. A rosszul inform¶alt f¶el l¶ep els}ok¶ent,
meghat¶aroz egy szerz}od¶esmenÄut. A j¶ol inform¶alt szerepl}o ezt meg¯gyeli ¶es
vagy elfogadja, vagy elutas¶³tja. Ha elutas¶³tja, a j¶at¶eknak v¶ege, a szerepl}ok
c¶elfÄuggv¶eny¶ert¶eke z¶erus. Ha elfogadja, kiv¶alaszt |a revel¶aci¶os elv szellem¶e-
ben17 | egy tetsz}oleges bµ t¶³pust (azaz a szerz}od¶esmenÄu egy ,,menÄupontj¶at"),
megtermeli a q(bµ) mennyis¶eget ¶es megkapja ¶erte a t(bµ) Äosszeget. A feladat a
(t(µ); q(µ)) szerz}od¶esmenÄu megkonstru¶al¶asa.
Vizsg¶aljuk meg milyen felt¶eteleknek kell eleget tennie a keresett szerz}o-
d¶esmenÄunek! Ha a termel}o µ t¶³pus¶u ¶es bµ t¶³pust v¶alaszt ki, vagy jelent be,
akkor c¶elfÄuggv¶eny-¶ert¶eke
U(bµ; µ) = t(bµ) ¡ µq(bµ) :
A szerz}od¶esmenÄunek azonban olyannak kell lennie, hogy egy µ t¶³pus¶u ter-
mel}o akkor j¶arjon a legjobban, ha a szerz}od¶esmenÄub}ol v¶alasztott bµ t¶³pus
megegyezik val¶odi t¶³pus¶aval, azaz bµ = µ. Ez teljesÄul, ha
@U(µ; µ)
@bµ
= t0(µ) ¡ µq0(µ) = 0 : (1)
Ez az ÄosszefÄugg¶es a termel}o ÄosztÄonz¶esi korl¶atja. Ha a szerz}od¶es eleget tesz
a mondott felt¶etelnek, akkor ÄosztÄonz¶eskompatibilis, vagy igazmond¶asra Äosz-
tÄonz}o. (Szok¶as szepar¶al¶o szerz}od¶esmenÄunek is mondani.) Ekkor a termel}o
optim¶alis c¶elfÄuggv¶eny-¶ert¶eke
U¤(µ) = U(µ; µ) = t(µ) ¡ µq(µ) ;
innen
t(µ) = µq(µ) + U¤(µ) : (2)
17A revel¶aci¶os elvr}ol l¶asd p¶eld¶aul: Myerson [1979], Dasgupta { Hammond { Maskin
[1979], Myerson [1991], 258-263., 294-299.
132 Badics Judit { GÄomÄori Andr¶as










= [t0(µ) ¡ µq0(µ)] ¡ q(µ) :
A jobb oldalon a szÄogletes z¶ar¶ojelben l¶ev}o kifejez¶es azonban az ÄosztÄonz¶esi
korl¶at teljesÄul¶ese eset¶en z¶erus, ¶³gy
dU¤(µ)
dµ
= ¡q(µ) : (3)
Miel}ott megvizsg¶aln¶ank, hogy a szerz}od¶esnek milyen tov¶abbi felt¶etelnek
kell eleget tennie, ¶³rjuk fel a megb¶³z¶o c¶elfÄuggv¶eny¶et! A megb¶³z¶o a V (µ) =
S(q(µ))¡ t(µ) fÄuggv¶eny µ szerinti v¶arhat¶o ¶ert¶ek¶et maximaliz¶alja, ¶³gy c¶elfÄugg-
v¶enye Z µ
µ




[S(q(µ)) ¡ µq(µ) ¡ U¤(µ)] f(µ) dµ :
A szerz}od¶esnek olyannak kell lennie, hogy minden t¶³pus¶u v¶allalat elfogadja,
azaz teljesÄuljÄon a termel}o
U¤(µ) ¸ 0




¶³gy, ha a r¶eszv¶eteli korl¶at a legmagasabb (legkev¶esb¶e hat¶ekony) µ t¶³pusra
teljesÄul, akkor minden t¶³pusra teljesÄul, ez¶ert el¶eg megkÄovetelni, hogy
U¤(µ) ¸ 0
legyen. Ugyanakkor a megb¶³z¶o c¶elfÄuggv¶enye U¤(µ)-ban csÄokken}o, ez¶ert csak
ott lehet maxim¶alis, ahol az ut¶obbi minim¶alis, ez¶ert a fenti korl¶atnak effek-
t¶³vnek kell lennie:
U¤(µ) = 0 :
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U¤(µ) = 0 :
A feladat ir¶any¶³t¶asi v¶altoz¶oja q, ¶allapotv¶altoz¶oja U¤. Az els}o felt¶etel ¶³rja
le az ¶allapotv¶altoz¶o v¶altoz¶as¶at az ir¶any¶³t¶asi v¶altoz¶o fÄuggv¶eny¶eben, az utols¶o
ÄosszefÄugg¶es a r¶eszv¶eteli korl¶atot megfogalmaz¶o peremfelt¶etel.
A feladat Hamilton-fÄuggv¶enye
H = [S(q(µ)) ¡ µq(µ) ¡ U¤(µ)] f(µ) ¡ ¸(µ)q(µ) :
Az els}orend}u szÄuks¶eges felt¶etelek
@H
@q
= [S0(q(µ)) ¡ µ]f(µ) ¡ ¸(µ) = 0;
@H
@U




Tov¶abb¶a szÄuks¶eges a transzverzalit¶asi felt¶etel
¸(µ) = 0 ;
amelynek magyar¶azata az, hogy a Pontrjagin-multiplik¶ator ellentettje, teh¶at
¡¸(µ), az ¶allapotv¶altoz¶o margin¶alis csÄokken¶es¶enek a c¶elfÄuggv¶eny optim¶alis
¶ert¶ek¶ere tett hat¶as¶at adja meg, ¶es ez a hat¶as a [µ; µ] intervallum als¶o hat¶ar¶an
nulla.
Az S(q) fÄuggv¶eny ¶altal¶anos alakja mellett is tehetÄunk n¶eh¶any meg¶allap¶³-
t¶ast. Az els}o szÄuks¶eges felt¶etelb}ol




A m¶asodik felt¶etelb}ol integr¶al¶assal
¸(µ) = F (µ) + C :
Az utols¶o, transzverzalit¶asi felt¶etellel egybevetve
¸(µ) = F (µ) + C = 0 :
Mivel F (µ) = 0, ¶³gy C = 0 ¶es ¸(µ) = F (µ). Ezt felhaszn¶alva




ahonnan q(µ) meghat¶arozhat¶o. A jobb oldal m¶asodik tagja a kock¶azati





¸ 0, akkor q(µ)
18Ez a felt¶etel a leggyakrabban haszn¶alt eloszl¶as-t¶³pusokra teljesÄul.
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nyilv¶an csÄokken}o. Ekkor azonban, ha l¶etezik a feladat megold¶asak¶ent ad¶od¶o
(t(µ); q(µ)) p¶ar, akkor l¶etezik olyan T (q) fÄuggv¶eny is, amely ugyanezt a fel-
adatot ell¶atja. A (t(µ); q(µ)) mechanizmus eset¶en a j¶ol inform¶alt f¶el egy µ
t¶³pust v¶alaszt, dÄont¶ese kijelÄol sz¶am¶ara egy q(µ) termelt mennyis¶eget ¶es egy
ez¶ert kapott t(µ) Äosszeget. M¶³g a T (q) fÄuggv¶eny eset¶en egy q mennyis¶eget
v¶alaszt ¶es ehhez kap egy T Äosszeget.
Ha q(µ) csÄokken}o, akkor l¶etezik inverze µ(q), ekkor legyen
T (q) = t(µ(q)) :
Bel¶athat¶o, hogy a j¶ol inform¶alt dÄont¶eshoz¶o a (t(µ); q(µ)) mechanizmussal
szemben ugyan¶ugy viselkedik, mint az eml¶³tett fÄuggv¶eny eset¶en. Az el}obbi
esetben, mint l¶attuk az igazmond¶o dÄont¶es els}orend}u felt¶etele
t0(µ) ¡ µq0(µ) = 0 ;
m¶³g a m¶asodik esetben az els}orend}u felt¶etel
d
dq
(T (q) ¡ µq) = T 0(q) ¡ µ = t0(µ)µ0(q) ¡ µ = 0 :
Ezt q0(µ)-val szorozva
t0(µ)µ0(q)q0(µ) ¡ µq0(µ) = 0 :
Mivel µ(q) a q(µ) inverze, ez¶ert a k¶et felt¶etel ugyanaz.
¶Erdemes egybevetni a bemutatott klasszikus ir¶any¶³t¶aselm¶eleti alkalmaz¶ast
az im¶enti sz}ur¶esmodellel. Form¶alisan nyilv¶an ugyanarr¶ol a feladatr¶ol van sz¶o,
egy integr¶alt maximaliz¶al¶o fÄuggv¶enyt keresÄunk egy di®erenci¶alegyenlet, mint
korl¶atoz¶o felt¶etel mellett. A dinamikus optimaliz¶al¶as eset¶en a dÄont¶eshoz¶o
,,pillanatnyi" dÄont¶es¶evel meghat¶arozza c¶elfÄuggv¶eny¶enek ,,pillanatnyi" ¶ert¶ek¶et,
azonban ezen ¶ert¶ekek egy id}ointervallum feletti Äosszeg¶et maximaliz¶alja, innen
a c¶elfÄuggv¶enyben az integr¶al. Ugyanakkor pillanatnyi dÄont¶esei nem fÄuggetle-
nek egym¶ast¶ol, ezt a kapcsolatot az ¶allapotv¶altoz¶o teremti meg. A korl¶atoz¶o
felt¶etel ¶eppen azt ¶³rja le, hogy hogyan fÄugg az ¶allapotv¶altoz¶o v¶altoz¶asa az
ir¶any¶³t¶asi v¶altoz¶ot¶ol. Tov¶abb¶a az ir¶any¶³t¶asi v¶altoz¶o ¶ert¶ek¶et keressÄuk minden
id}opontban, azaz olyan fÄuggv¶enyt keresÄunk, amely id}obeli ,,p¶aly¶aj¶at" ¶³rja le.
A sz}ur¶esi feladatban a rosszul inform¶alt f¶el c¶elfÄuggv¶eny-¶ert¶eke fÄugg a j¶ol
inform¶alt f¶el t¶³pus¶at¶ol, amelynek ¶ert¶ek¶et az el}obbi szerepl}o nem ismeri. ¶Igy a
c¶elfÄuggv¶enyben szerepl}o integr¶al a t¶³pus szerinti v¶arhat¶o ¶ert¶ek. A feladatban
azt keressÄuk, hogy a szerz}od¶es |legal¶abbis egyik| ¶ert¶eke hogyan fÄuggjÄon
a t¶³pust¶ol, vagyis az ir¶any¶³t¶asi v¶altoz¶o egy t¶³pus-fÄuggv¶eny. Ugyanakkor a
korl¶atoz¶o felt¶etel di®erenci¶alegyenlete azt ¶³rja le, hogy hogyan v¶altozzon a j¶ol
inform¶alt f¶el optim¶alis c¶elfÄuggv¶eny-¶ert¶eke a t¶³pus szerint (ha tetszik, ,,t¶³pusr¶ol-
t¶³pusra") ahhoz, hogy egyik t¶³pusnak se ¶erje meg a m¶asik t¶³pusnak sz¶ol¶o
menÄupontot v¶alasztani, vagyis val¶odi t¶³pus¶at¶ol elt¶er}o t¶³pust sz¶³nlelni. ¶Igy
a korl¶atoz¶o felt¶etel a j¶ol inform¶alt f¶el ÄosztÄonz¶esi korl¶atja (vagy tartalmazza
azt). Nem hi¶anyozhat a feladatb¶ol egy peremfelt¶etel, ami abb¶ol ad¶odik, hogy
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a j¶ol inform¶alt f¶el visszautas¶³thatja a szerz}od¶est. Ha teh¶at azt akarjuk, hogy
elfogadja, akkor teljesÄulnie kell, hogy a szerz}od¶essel legal¶abb olyan j¶ol j¶arjon,
mint annak elutas¶³t¶as¶aval. Ez a korl¶at a j¶ol inform¶alt f¶el r¶eszv¶eteli korl¶atja
(amelyet c¶elfÄuggv¶eny¶enek monotonit¶asa miatt el¶eg az egyik sz¶els}o t¶³pusra
fel¶³rni).19
A sz}ur¶esi elj¶ar¶as kÄozgazdas¶agi alkalmaz¶asa igen sz¶eles kÄor}u. Legismer-
tebb tal¶an a nemline¶aris ¶ark¶epz¶es.20 De haszn¶alj¶ak a kÄozbeszerz¶esben, a
v¶allalati szab¶alyoz¶as elm¶elet¶eben,21 s}ot, sz}ur¶esi elj¶ar¶as a j¶ol ismert aukci¶o is.22
Az alkalmaz¶asi lehet}os¶egek soksz¶³n}us¶eg¶et23 illusztr¶aland¶o a kÄovetkez}okben
igyekszÄunk egy el¶egg¶e speci¶alis alkalmaz¶ast bemutatni.
3 Egy p¶elda: a v¶als¶agmenedzser d¶³jaz¶asa
Ha egy v¶allalat rossz ¶allapotban van, tÄobb m¶as megold¶as mellett az egyik
lehet}os¶eg, hogy tulajdonosa szak¶ert}ot (vagy szak¶ert}o c¶eget) k¶er fel a probl¶ema
megold¶as¶ara. A szak¶ert}o ¶atvil¶ag¶³tja a v¶allalatot, javaslatokat tesz m}ukÄod¶es¶e-
nek megv¶altoztat¶as¶ara. A tulajdonos ki¯zeti a szak¶ert}o j¶arand¶os¶ag¶at, meg-
teszi a szÄuks¶egesnek v¶elt l¶ep¶eseket, a v¶allalat pedig vagy sikeres lesz, vagy
nem. Felt¶etelezve, hogy a szak¶ert}o |f}ok¶ent munk¶aja elv¶egz¶ese ut¶an| jobban
ismeri a v¶allalatot, mint a tulajdonos, tov¶abb¶a a munk¶aban tan¶us¶³tott igye-
kezet¶er}ol els}osorban mag¶anak vannak inform¶aci¶oi, az eml¶³tett d¶³jaz¶asi feladat
pontos megfogalmaz¶asa val¶osz¶³n}uleg mor¶alis kock¶azati probl¶em¶ahoz vezetne.
Mi azonban megold¶ask¶ent egy sz}ur¶esi elj¶ar¶ast mutatunk be.24
Egy v¶allalat a t = 0 id}opontban pro¯tot nem termel, t}okepiaci ¶ert¶eke
z¶erus. Ez¶ert tulajdonosa megb¶³z egy szak¶ert}ot, akivel szerz}od¶est kÄot a kÄovet-
kez}ok szerint. A t = 0 id}opontban a szak¶ert}o V Äosszeget ¯zet a tulajdonosnak
¶es ¶atveszi a v¶allalat m}ukÄodtet¶es¶et (de az nem v¶alik tulajdon¶av¶a). Egy a
szerz}od¶esben meghat¶arozott, k¶es}obbi T > 0 id}opontban meg¯gyelik a v¶allalat
¶ert¶ek¶et. Ha a v¶allalat ¶ert¶eke nagyobb, mint egy |szint¶en a szerz}od¶esben el}o-
re rÄogz¶³tett| X Äosszeg, akkor a szak¶ert}o kap X Äosszeget (¶es munk¶aja v¶eget
¶ert). Ha kisebb, megkapja a v¶allalatot.
19A bemutatott sz}ur¶esi elj¶ar¶as m¶asfel}ol egy speci¶alis mechanizmus. A mechanizmus-
tervez¶es nyelv¶en sz¶olva, egy adott dÄont¶esi szab¶alyt, szepar¶al¶o, tÄok¶eletes Bayes-i egyens¶uly-
ban implement¶al¶o mechanizmust t¶argyaltunk. A mechanizmus-tervez¶esr}ol l¶asd p¶eld¶aul:
Fudenberg { Tirole [1991], 7. fejezet.
20L¶asd Wilson [1993].
21Az alapm}u Baron { Myerson [1982], egy igen ¶erdekes modell La®ont { Tirole [1986],
amely alapj¶aul szolg¶al egy sok alkalmaz¶ast bemutat¶o kÄonyvnek: La®ont { Tirole [1993].
22L¶asd p¶eld¶aul Wilson [1992]. Egy speci¶alis alkalmaz¶as a hazai irodalomban Es}o { Si-
monovits [2003].
23E soksz¶³n}us¶eg term¶eszetes, ha meggondoljuk, hogy az ¶altalunk bemutatott modell
speci¶alis esete egy ¶altal¶anosabb modellnek. ¶Altal¶anosan ugyanis k¶et szerepl}o cser¶eli ki
k¶et j¶osz¶ag t, ill. q mennyis¶egeit, mikÄozben egyikÄuk rosszul inform¶alt. Az ¶arm¶erce-j¶osz¶ag
megv¶alaszt¶as¶aval jelÄolhetjÄuk ki a vev}ot ¶es elad¶ot, ¶³gy kÄulÄonbÄoz}o v¶eteli ¶es elad¶asi elj¶ar¶asok-
hoz jutunk (l¶asd az eml¶³tett p¶eld¶akat). A szerepl}ok dÄont¶esi sorrendj¶enek megv¶alaszt¶asa
pedig a szign¶al-j¶at¶ekhoz, illetve a sz}ur¶eshez vezet. A modell ¶altal¶anos le¶³r¶as¶at l¶asd p¶eld¶aul
GÄomÄori [2001], 126-135. oldal.
24Az elj¶ar¶as alapÄotlete Hongbin Li [2003] cikk¶eb}ol sz¶armazik, a modell fel¶³r¶asa ¶es
megold¶asa azonban |v¶elem¶enyÄunk szerint| s¶ulyosan hib¶as, ez¶ert jelent}osen ¶atalak¶³tottuk.
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TegyÄuk fel, hogy a szak¶ert}o tev¶ekenys¶ege vagy sikeres, ekkor a v¶allalat
¶ert¶eke a T id}opontban S > 0, vagy sikertelen, ekkor ez az ¶ert¶ek z¶erus. A
sikeress¶eg a szak¶ert}o er}ofesz¶³t¶es¶et}ol fÄugg, legyen ez ut¶obbi a szak¶ert}o dÄont¶esi
v¶altoz¶oja a, ¶ert¶ek¶et a tulajdonos nem tudja meg¯gyelni. Az er}ofesz¶³t¶esnek a
szak¶ert}o sz¶am¶ara kÄolts¶egei vannak, legyen az er}ofesz¶³t¶es haszon¶aldozat-fÄugg-
v¶enye C(a; µ) (Ca > 0; Cµ < 0), ahol µ a v¶allalat azon jellemz}oit foglalja Äossze,
amelyeket a szak¶ert}o pontosan ismer, de a tulajdonos nem. A tulajdonos csak
annyit tud, hogy µ egy val¶osz¶³n}us¶egi v¶altoz¶o a [µ; µ] intervallumon, ismert
F (µ) eloszl¶as-, ill. f(µ) s}ur}us¶egfÄuggv¶ennyel. µ a v¶allalat, vagy a szak¶ert}o
t¶³pusa.
A j¶at¶ek forgat¶okÄonyve a kÄovetkez}o. A tulajdonos meghat¶aroz egy
(V (µ);X(µ))
szerz}od¶esmenÄut, ezt a szak¶ert}o vagy elfogadja, vagy elutas¶³tja. Ut¶obbi eset-
ben mindk¶et szerepl}o ki¯zet¶ese z¶erus. Ha elfogadja, kiv¶alaszt egy bµ t¶³pust ¶es
ki¯zet egy ehhez tartoz¶o V (bµ) Äosszeget, de ezzel kiv¶alaszt egy ehhez tartoz¶o
X(bµ) Äosszeget is. Ezut¶an megv¶alasztja az er}ofesz¶³t¶es a ¶ert¶ek¶et, majd meg¯-
gyelik a v¶allalat ¶ert¶ek¶et ¶es megkapj¶ak a szerz}od¶esnek megfelel}o ki¯zet¶eseket.
Feladatunk a (V (µ);X(µ)) szerz}od¶esmenÄu meghat¶aroz¶asa.
Az¶ert, hogy konkr¶et eredm¶enyeket kaphassunk, adjunk n¶eh¶any ÄosszefÄug-
g¶esnek konkr¶et alakot. Tudjuk, hogy a sikeress¶eg val¶osz¶³n}us¶ege az er}ofesz¶³t¶es
nÄovekv}o fÄuggv¶enye. Legyen az egyszer}us¶eg kedv¶e¶ert a sikeress¶eg val¶osz¶³n}us¶ege
maga az er}ofesz¶³t¶es, ¶³gy a 2 [0; 1] ¶es a v¶allalat ¶ert¶eke a val¶osz¶³n}us¶eggel S,
(1 ¡ a) val¶osz¶³n}us¶eggel z¶erus lesz. Legyen a szak¶ert}o er}ofesz¶³t¶es¶enek haszon-
¶aldozat-fÄuggv¶enye C(a; µ) = a
2
2µ alak¶u. Legyen tov¶abb¶a µ egyenletes eloszl¶as¶u
a [µ; µ] intervallumon, ¶ugy, hogy µ > 0 ¶es |k¶es}obb tiszt¶azand¶o okb¶ol| µ · 1S .
A megold¶as sor¶an a visszagÄongyÄol¶³t¶es szellem¶enek megfelel}oen haladha-
tunk. A szak¶ert}o c¶elfÄuggv¶enye












a(bµ; µ) = µX(bµ) :
Ha bejelentett t¶³pusa megegyezik val¶odi t¶³pus¶aval, azaz bµ = µ, akkor a(µ; µ) =
µX(µ), ezt c¶elfÄuggv¶eny¶ebe helyettes¶³tve, c¶elfÄuggv¶eny¶enek optim¶alis ¶ert¶eke










A tulajdonos bev¶eteli fÄuggv¶enye
R(µ) = V (µ) + a(µ)(S ¡ X(µ)) ;
aki ennek µ szerinti v¶arhat¶o ¶ert¶ek¶et maximaliz¶alja, ¶³gy c¶elfÄuggv¶enye
Z µ
µ
[V (µ) + a(µ)(S ¡ X(µ))] f(µ) dµ :

































Sz¶am¶³t¶asba kell m¶eg vennÄunk a szak¶ert}o r¶eszv¶eteli korl¶atj¶at, azaz minden µ
eset¶en fenn kell ¶alljon, hogy
U¤(µ) ¸ 0 :






¸ 0, azaz U¤(µ) nemcsÄokken}o, ¶³gy, ha a
,,legrosszabb" t¶³pusra, azaz a legalacsonyabb µ ¶ert¶ekre teljesÄul, akkor minden
µ-ra teljesÄul, ¶³gy el¶eg megkÄovetelni, hogy
U¤(µ) ¸ 0
legyen. Azonban azt is l¶attuk, hogy a tulajdonos c¶elfÄuggv¶enye U¤(µ)-ban
csÄokken}o, ez¶ert ott lehet maxim¶alis, ahol ez ut¶obbi minim¶alis, vagyis a fenti
korl¶at e®ekt¶³v:
U¤(µ) = 0 :
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U¤(µ) = 0 :
A feladat ir¶any¶³t¶asi v¶altoz¶oja X, ¶allapotv¶altoz¶oja U¤. Az els}o felt¶etel tartal-
















= µSf(µ) ¡ µX(µ)f(µ) + ¸(µ)X(µ) = 0 ;
@H
@U¤








U¤(µ) = 0 ;
¸(µ) = 0
felt¶eteleket. Az utols¶o ÄosszefÄugg¶es abb¶ol ad¶odik, hogy ¸(µ) jelÄoli azt a hat¶ast,
amelyet a szak¶ert}o optim¶alis c¶elfÄuggv¶eny¶ert¶ek¶enek µ szerinti margin¶alis nÄove-
ked¶ese jelent a tulajdonos optim¶alis c¶elfÄuggv¶eny-¶ert¶ek¶ere. A µ ¶ert¶eke azonban




µf(µ) ¡ ¸(µ) :
A m¶asodik felt¶etelb}ol integr¶al¶assal
¸(µ) = F (µ) + C :
Ezt egybevetve az utols¶o felt¶etellel ¸(µ) = F (µ) + C = 1 + C = 0, innen
C = ¡1, azaz




µf(µ) + 1 ¡ F (µ) :
Most felhaszn¶alva, hogy µ egyenletes eloszl¶as¶u, azaz F (µ) = µ¡µ
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Ugyanakkor

















3 + C1 :















































Nyilv¶anval¶o, hogy mind V (µ), mind X(µ), mind pedig a(µ) nÄovekv}o. Ez
azt jelenti, hogy min¶el magasabb t¶³pus¶u a szak¶ert}o, vagy a v¶allalat (azaz
min¶el ,,tehets¶egesebb" a szak¶ert}o, vagy min¶el jobbak a v¶allalat csak ¶altala
ismert lehet}os¶egei), ann¶al magasabb ¶ert¶ek}u (V;X) p¶art v¶alaszt a szerz}od¶es-
menÄub}ol, tov¶abb¶a ann¶al magasabb er}ofesz¶³t¶est tan¶us¶³t a v¶allalat sikeress¶e
t¶etele ¶erdek¶eben, ¶³gy ann¶al nagyobb val¶osz¶³n}us¶eggel lesz a v¶allalat magas
¶ert¶ek}u. TekintsÄuk p¶eld¶aul a legmagasabb, µ t¶³pust. Er}ofesz¶³t¶ese a(µ) = Sµ.
(Mindenekel}ott azonnal vil¶agoss¶a v¶alik, hogy a µ · 1S megszor¶³t¶asra az¶ert
volt szÄuks¶eg, hogy a · 1 legyen.25) Ugyanakkor a legmagasabb t¶³pus eset¶en
S = X. Ha speci¶alisan µ = 1
S
, akkor ez azt jelenti, hogy a legmagasabb t¶³pus¶u
szak¶ert}o egy V (µ) Äosszeg ellen¶eben, valamint er}ofesz¶³t¶es¶enek haszon¶aldozata
r¶ev¶en hozz¶ajutott egy S = X ¶ert¶ek}u vagyonhoz, a tulajdonos pedig a V (µ)
Äosszeghez.
Az elj¶ar¶as tal¶an ¶ugy interpret¶alhat¶o, hogy a szak¶ert}o a szerz}od¶esmenÄub}ol
val¶o v¶alaszt¶assal mintegy ,,v¶allal¶ast tesz" a v¶allalat el¶erhet}o ¶ert¶ek¶ere (ezt a
25Ha e megszor¶³t¶assal nem ¶elÄunk, akkor minden µ > 1
S
eset¶en a = 1 ¶es ¶³gy a sz}ur¶esi
elj¶ar¶as bonyolultabb¶a v¶alna.
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v¶allal¶ast k¶epviseli X(µ) ¶ert¶eke), ugyanakkor a v¶allal¶ast ,,hiteles¶³ti" a V (µ)
Äosszeg ki¯zet¶es¶evel. T¶ulzott v¶allal¶ast nem ¶erdemes tenni, mert ekkor a ki-
¯zetend}o V (µ) Äosszeg is magas ¶es a v¶allalat ¶ert¶eke nagyobb val¶osz¶³n}us¶eggel
lesz kisebb, mint X(µ) ¶es a szak¶ert}o a kisebb ¶ert¶ek}u v¶allalatot kapja. De
alulv¶allalni sem ¶erdemes, mert ekkor a v¶allalat ¶ert¶eke nagyobb val¶osz¶³n}us¶eggel
lesz nagyobb, mint a t¶ul alacsony X(µ) ¶es a szak¶ert}o az ut¶obbi Äosszeget kapja.
Az elj¶ar¶as l¶enyege azonban az, hogy a j¶ol inform¶alt szerepl}ot nemcsak arra
ÄosztÄonzi, hogy t¶³pus¶anak megfelel}o optim¶alis er}ofesz¶³t¶est tan¶us¶³tsa, hanem
arra is, hogy a szerz}od¶esmenÄub}ol val¶o v¶alaszt¶assal a csak maga ¶altal ismert
val¶odi t¶³pus¶at kinyilv¶an¶³tsa.
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OPTIMAL CONTROL THEORY AND THE THEORY OF GAMES
WITH ASYMMETRIC INFORMATION
Optimal control theory is a well-known tool for dynamic optimization. The paper
presents one of it's lesser-known non-dynamic applications in asymmetric infor-
mation economics, especially in screening. It gives an example of this type of
application.




Egy osztozkod¶asi j¶at¶ekban a szerepl}ok egy j¶osz¶agb¶ol m¶ar rendelkez¶esre ¶all¶o
mennyis¶eget osztanak el egym¶as kÄozÄott, meghat¶arozott szab¶alyok szerint.
¶Erdekes feladat olyan osztozkod¶asi j¶at¶ekok konstru¶al¶asa, amelyek egy a sze-
repl}ok sz¶am¶ara bizonyos igazs¶agoss¶agi krit¶eriumoknak eleget tev}o eloszt¶ast
biztos¶³tanak.
K¶etszerepl}os osztozkod¶asi probl¶em¶ara egy megold¶as a kÄozismert ,,az egyik
felez, a m¶asik v¶alaszt" elj¶ar¶as, amely szerint az egyik szerepl}o saj¶at ¶ert¶ek¶³t¶elete
szerint k¶et egyenl}o r¶eszre osztja az elosztand¶o mennyis¶eget, majd a m¶asik sz-
erepl}o v¶alaszthat egyet a k¶et r¶esz kÄozÄul. M¶ar H¶esiodos (kb. i.e. VII. ¶evsz¶azad)
,,Theogonia" eposz¶aban Prom¶etheusz ¶es Zeusz az egyik felez m¶asik v¶alaszt
elj¶ar¶assal osztozkodtak a kÄozÄosen elfogyasztand¶o h¶uson. Steinhaus [16] ¶alta-
l¶anos¶³totta az elj¶ar¶ast h¶arom szerepl}ore ¶es tan¶³tv¶anyai, Banach ¶es Knaster,
pedig tetsz}oleges n-re. Az ¶altaluk adott elj¶ar¶asok egy ¶ugynevezett ar¶anyos
eredm¶enyt garant¶alnak, ami alatt az ¶ertend}o, hogy b¶armely szerepl}o a tÄobbi
szerepl}o cselekedeteit}ol fÄuggetlenÄul k¶epes az ar¶anyos r¶eszesed¶es¶et biztos¶³tania.
Egy osztozkod¶asi j¶at¶ek megold¶as¶aval szembeni er}osebb igazs¶agoss¶agi elv¶ar¶as
az irigys¶egmentess¶eg, amely kÄovetelm¶eny szerint saj¶at ¶ert¶ek¶³t¶elete alapj¶an
mindenki ¶ugy ¶erzi, hogy }o j¶art a legjobban. Ebben a dolgozatban ¶attekintjÄuk
az ar¶anyos ¶es az irigys¶egmentes osztozkod¶asi elj¶ar¶asokat, tov¶abb¶a ismertetÄunk
n¶eh¶any ¶erdekes nyitott k¶erd¶est.
1 Osztozkod¶asi j¶at¶ek
KezdjÄuk az ¶altalunk vizsg¶aland¶o osztozkod¶asi probl¶em¶aval. JelÄolje a tov¶ab-
biakban N az osztozkod¶asban r¶esztvev}o szerepl}ok v¶eges halmaz¶at, - az
eg¶esz elosztand¶o t¶argyat (a tov¶abbiakban tort¶at), A a lehets¶eges tortasze-
letek halmaz¶at (egy - fÄolÄotti algebra), ¹i : A ! [0; 1] az i 2 N szem¶ely tor-
taszelet ¶ert¶ekel}o fÄuggv¶eny¶et (egy A fÄolÄotti norm¶alt v¶egesen addit¶³v m¶ert¶ek).
A tov¶abbiakban csak folytonos osztozkod¶asi probl¶em¶akkal foglalkozunk: min-
den i 2 N szerepl}o eset¶en minden A 2 A szeletnek van b¶armely ¸ 2 [0; 1]
ar¶any¶u B 2 A, B µ A ¶es ¹i(B) = ¸¹i(A) r¶eszszelete. FeltesszÄuk m¶eg, hogy
a szerepl}ok csak saj¶at ¶ert¶ekel}o fÄuggv¶enyeiket ismerik.
Egy osztozkod¶asi elj¶ar¶as a szerepl}oket meghat¶arozott szab¶alyok szerint
felsz¶ol¶³thatja v¶ag¶asok v¶egrehajt¶as¶ara ¶es tortaszeletek ki¶ert¶ekel¶es¶ere. Az el}obbi
1Be¶erkezett: 2006. okt¶ober 10. A szerz}o kifejezi kÄoszÄonet¶et egy anonim b¶³r¶al¶o hasznos
megjegyz¶esei¶ert. A kutat¶as a Bolyai J¶anos Kutat¶asi ÄosztÄond¶³j t¶amogat¶as¶aval k¶eszÄult. E-
mail: attila.tasnadi@uni-corvinus.hu. URL: www.uni-corvinus.hu/~tasnadi.
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egy A 2 A halmaz megad¶as¶at jelenti, m¶³g az ut¶obbi a megk¶erdezett i szerepl}o
¹i(A) ¶ert¶ekel¶es¶enek megismer¶es¶ere ir¶anyul. Az elv¶egzett v¶ag¶asok, illetve
v¶alaszok fÄuggv¶eny¶eben az elj¶ar¶as ¶ujabb v¶ag¶asok ¶es ¶ert¶ekel¶esek elv¶egz¶es¶ere
sz¶ol¶³tja fel a szerepl}oket, am¶³g m¶eg van elosztand¶o tortaszelet. Egy elj¶ar¶as
v¶eges, ha az eml¶³tett l¶ep¶esek v¶eges sokszor tÄort¶en}o v¶egrehajt¶asa ut¶an felosztja
a tort¶at tetsz}oleges osztozkod¶asi probl¶ema eset¶en. Egy osztozkod¶asi elj¶ar¶as
seg¶³ts¶eg¶evel meghat¶arozhat¶o a torta egy (Ai)i2N (ahol Ai 2 A) feloszt¶asa,
amely az - torta egy part¶³ci¶oja. Adott osztozkod¶asi probl¶ema mellett egy
adott osztozkod¶asi elj¶ar¶as egy olyan j¶at¶ekot hat¶aroz meg, amelyben a szerep-
l}ok (j¶at¶ekosok) akci¶oi a v¶ag¶asok ¶es az ¶ert¶ekel¶esek, ¶es amelynek kimenetele a
torta egy part¶³ci¶oja a vele j¶ar¶o ¶ert¶ekel¶esekkel.
Az osztozkod¶asi elj¶ar¶asokat sz¶amos krit¶erium seg¶³ts¶eg¶evel jellemezhetjÄuk.
Mivel egy alkalmazott elj¶ar¶as sz¶am¶ara ismeretlenek az egyes szerepl}ok tor-
taszelet ¶ert¶ekel}o fÄuggv¶enyei, ez¶ert elv¶arjuk, hogy az elj¶ar¶asok igazmond¶asra
ÄosztÄonÄozzenek, azaz egy tortaszelet ki¶ert¶ekel¶ese eset¶en a szerepl}ok val¶odi
¶ert¶ek¶³t¶eleteiket adj¶ak meg, tov¶abb¶a egy adott ® 2 (0; 1) m¶eret}u v¶ag¶as meg-
kÄovetel¶ese eset¶en a felsz¶ol¶³tott szerepl}o saj¶at ¶ert¶ek¶³t¶elete szerint val¶oban egy
® m¶eret}u szeletet v¶agjon le. Az igazmond¶asra ÄosztÄonz¶est azzal ¶erheti el
egy elj¶ar¶as, hogy minden egyes szerepl}o ,,hazudoz¶as¶aval" csak Äonmag¶anak
¶arthat. Egy nagyon egyszer}u igazmond¶asra ÄosztÄonz}o elj¶ar¶as a ,,diktat¶orikus",
azaz amelyik az eg¶esz tort¶at egy el}ore kiszemelt szem¶elynek adja. Mi a
,,diktat¶orikus" elj¶ar¶assal szemben valamilyen igazs¶agoss¶agi krit¶eriumnak is
eleget tev}o elj¶ar¶asokat keresÄunk. A legegyszer}ubb igazs¶agoss¶agi krit¶erium
az ar¶anyoss¶ag krit¶eriuma, amely megkÄoveteli, hogy minden egyes szerepl}o
megfelel}o dÄont¶esek eset¶en garant¶alni tudja Äonmaga sz¶am¶ara (a tÄobbi szerepl}o
cselekedeteit}ol fÄuggetlenÄul) saj¶at ¶ert¶ek¶³t¶elete szerint a torta ar¶anyos r¶esz¶et
(n szerepl}o eset¶en egy 1=n-ed ¶ert¶ek}u r¶eszt). Enn¶el er}osebb igazs¶agoss¶agi
krit¶erium az irigys¶egmentess¶eg krit¶eriuma, amely azt kÄoveteli meg, hogy min-
den egyes szerepl}o saj¶at ¶ert¶ek¶³t¶elete szerint a torta egyik leg¶ert¶ekesebb r¶esz¶et
kapja (8i; j 2 N : ¹i(Ai) ¸ ¹i(Aj), ahol (Ai)i2N a torta egy feloszt¶asa).
2 Ar¶anyos osztozkod¶asi elj¶ar¶asok
Ebben a szakaszban h¶arom ar¶anyos ¶es v¶eges osztozkod¶asi elj¶ar¶ast; tov¶abb¶a
egy ar¶anyos, de nem v¶eges elj¶ar¶ast ismertetÄunk.
2.1 Fink elj¶ar¶asa
Tal¶an Fink elj¶ar¶asa [11] ¶all szellem¶eben a legkÄozelebb ,,az egyik felez, a
m¶asik v¶alaszt" k¶etszem¶elyes elj¶ar¶ashoz. K¶et szem¶ely eset¶en ,,az egyik felez,
a m¶asik v¶alaszt" elj¶ar¶as alkalmazand¶o. H¶arom szem¶ely eset¶en k¶erjÄuk meg
az A szem¶elyt a torta felez¶es¶ere, majd B-t a k¶et szelet kÄozÄul a nagyobbik
kiv¶alaszt¶as¶ara. Ezek ut¶an k¶erjÄuk meg kÄulÄon-kÄulÄon A-t ¶es B-t a saj¶at szeletÄuk
felharmadol¶as¶ara. V¶egÄul C mindk¶et r¶eszb}ol v¶alaszthat egy-egy harmadot.
Ekkor C mint utols¶o v¶alaszt¶o garant¶alhatja mag¶anak (saj¶at ¶ert¶ek¶³t¶elete sze-
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rint)2 a torta 1=3-¶at. Ha A ¶es B a saj¶at fel¶et val¶oban harmadolta, akkor a
torta fel¶enek k¶etharmada garant¶alt sz¶amukra, ehhez persze az is kell, hogy
az elej¶en A val¶oban felezzen, majd B a nem kisebbik felet v¶alassza. Teh¶at az
elj¶ar¶as igazmond¶asra ÄosztÄonÄoz, ar¶anyos ¶es v¶eges.
Az elj¶ar¶ast az n szerepl}os esetre rekurz¶³van de¯ni¶aljuk. TegyÄuk fel, hogy
n ¡ 1 szerepl}o m¶ar ar¶anyosan elosztotta a tort¶at az n ¡ 1 szem¶elyes Fink-
elj¶ar¶assal. K¶erjÄuk most az n ¡ 1 szem¶elyt arra, hogy az ¶altaluk legal¶abb
1=(n ¡ 1)-re ¶ert¶ekelt r¶eszÄuket n egyenl}o r¶eszre ossz¶ak. Ezek ut¶an v¶alasszon
az n-edik szem¶ely minden egyes szem¶ely r¶esz¶eb}ol egy szeletet. Mint utols¶o
v¶alaszt¶o sz¶am¶ara garant¶alt az ar¶anyos r¶esze; tov¶abb¶a, ha az els}o n¡1 szem¶ely






Fink elj¶ar¶as¶anak el}onye, mint ez a rekurz¶³v de¯n¶³ci¶ob¶ol l¶athat¶o, hogy egy
az osztozkod¶ashoz k¶es}obb csatlakoz¶o szem¶ely nem okoz probl¶em¶at az elj¶ar¶as
sz¶am¶ara. Megjegyzend}o m¶eg, hogy Fink elj¶ar¶asa n! ¡ 1 v¶ag¶ast ig¶enyel, ha
a m¶ar jelenlev}o szem¶elyek minden egyes szeletÄuket i egyenl}o r¶eszre osztj¶ak
az i-edik szem¶ely (i = 2; . . .n) ,,¶erkez¶esekor". Egy hasonl¶o nagys¶agrend}u
v¶ag¶ast ig¶enyl}o egyszer}u ar¶anyos elj¶ar¶ast illet}oen l¶asd [17]. Fink elj¶ar¶as¶anak
v¶ag¶asig¶enye csÄokkenthet}o azzal, hogy az i-edik szem¶ely megjelen¶esekor a m¶ar




2 = n(n + 1)(2n + 1)=6 v¶ag¶as szÄuks¶eges.
2.2 Banach ¶es Knaster elj¶ar¶asa
Az els}o n szem¶elyes ar¶anyos osztozkod¶asi elj¶ar¶ast Banach ¶es Knaster (l¶asd
Steinhaus [16]) adta. Az n = 2 esetre az elj¶ar¶as az egyik felez ¶es a m¶asik
v¶alaszt elj¶ar¶ast haszn¶alja. Ha n > 2, akkor els}o l¶ep¶esk¶ent 1 lev¶ag egy szeletet
a tort¶ab¶ol, majd tov¶abb adja a lev¶agott szeletet 2-nek. 2 megn¶ezi a szeletet,
¶es ha ¶ugy gondolja, a szeletet egy v¶ag¶assal kiigaz¶³thatja. DÄont¶es¶et}ol fÄugg}oen
az eredeti kiigaz¶³tatlan vagy a kiigaz¶³tott szeletet adja tov¶abb 3-nak. Az
elj¶ar¶as ¶³gy ism¶etl}odik, am¶³g egy szelet n-hez nem ¶er. Ekkor n eldÄontheti,
hogy elfogadja-e a szeletet vagy elutas¶³tja. Ha n elfogadja, akkor n t¶avozik
a szelettel ¶es 1; . . . ; n ¡ 1 osztozkodnak az Äosszes megmaradt r¶eszen. Ha
n elutas¶³tja a szeletet, akkor a szeletet annak kell elvinnie, aki legutolj¶ara
v¶agott. A legutols¶o v¶ag¶o t¶avozik, m¶³g a tÄobbi n ¡ 1 szem¶ely osztozkodik a
megmaradt Äosszes tortaszeleten.
M¶eg azt kell meggondolnunk, hogy Banach ¶es Knaster elj¶ar¶asa val¶oban
mindenkinek garant¶alja az ar¶anyos r¶esz¶et. Az n = 2 esetben ez nyilv¶an igaz.
TegyÄuk fel, hogy Banach ¶es Knaster elj¶ar¶asa n ¡ 1 szem¶ely eset¶en mindenki
sz¶am¶ara biztos¶³tja a tort¶ab¶ol az ar¶anyos r¶eszesed¶est. Az n szem¶elyes esetet
vizsg¶alva kezd}ol¶ep¶esk¶ent 1-nek saj¶at ¶ert¶ek¶³t¶elete alapj¶an legal¶abb a torta n-ed
r¶esz¶et kell lev¶agnia, mivel ha 1=n-n¶el kisebb r¶eszt v¶ag, megkock¶aztatja, hogy
az 1=n-n¶el kisebb szeletet neki kelljen elvinnie, hiszen az utols¶o v¶ag¶o szerep¶ebe
kerÄulhet. Ha pedig 1 egy 1=n-n¶el nagyobb r¶eszt v¶ag le, akkor el}ofordulhat,
2A tov¶abbiakban nem ¶³rjuk ki, hogy egy adott h¶anyadot mindig az adott szem¶ely
¶ert¶ek¶³t¶elete szerint ¶ertjÄuk.
146 Tasn¶adi Attila
hogy az utols¶o v¶ag¶o vagy n egy, az 1 ¶ert¶ek¶³t¶elete szerint 1=n-n¶el nagyobb
szeletet visz el. Ekkor viszont 1 egy olyan n¡1 szem¶elyes osztozkod¶asban fog





h¶anyada biztos¶³tott. Az 1-re vonatkoz¶o ¶ervel¶est ism¶etelve a tÄobbi szerepl}onek
is le kell v¶agnia a hozz¶a kerÄul}o darabb¶ol a saj¶at ¶ert¶ek¶³t¶elete szerinti 1=n ¶ert¶ek}u
szeletet, ha az szerinte 1=n-n¶el tÄobbet ¶er. Az els}o kÄor ut¶an egy szem¶ely
elt¶avozik legal¶abb 1=n-nel, ¶es visszamarad egy, a tÄobbiek ¶altal kÄulÄon-kÄulÄon
legal¶abb (n¡1)=n-re ¶ert¶ekelt r¶esz, amelyet m¶ar egy n¡1 szem¶elyes elj¶ar¶assal
osztanak el egym¶as kÄozÄott.
Banach ¶es Knaster elj¶ar¶asa els}o kÄor¶eben legfeljebb n¡1-en v¶agnak. Ezek
ut¶an a m¶asodik kÄorben m¶ar csak n¡1-en osztozkodnak a megmaradt r¶eszen,
ami a legrosszabb esetben n ¡ 2 v¶ag¶ashoz vezethet. Most m¶ar csak n ¡ 2-
en vesznek r¶eszt a megmaradt r¶eszek eloszt¶as¶aban. Ezt a gondolatmenetet
folytatva ad¶odik, hogy legfeljebb (n ¡ 1)n=2 v¶ag¶as szÄuks¶eges, ami nyilv¶an
kedvez}obb Fink m¶odszer¶en¶el.
2.3 Even ¶es Paz elj¶ar¶asa
Az ismert v¶eges osztozkod¶asi elj¶ar¶asok kÄozÄul a nagys¶agrendileg legkevesebb
v¶ag¶ast ig¶enyl}o elj¶ar¶ast Even ¶es Paz [10] adta meg, amely az oszd meg ¶es
uralkodj elven alapul. Az n = 2 esetben ,,az egyik felez ¶es a m¶asik v¶alaszt"
elj¶ar¶ast alkalmazza, m¶³g az n = 3 esetre Banach ¶es Knaster elj¶ar¶as¶at.
TegyÄuk fel az egyszer}us¶eg kedv¶e¶ert, hogy a tort¶at csak p¶arhuzamos v¶a-
g¶asokkal oszthatjuk fÄol. K¶epzeljÄunk mondjuk egy t¶eglalap alak¶u tort¶at ¶es
t¶erjÄunk r¶a a n¶egyszem¶elyes esetre. K¶erjÄunk fel h¶arom szem¶elyt arra, hogy
p¶arhuzamos v¶ag¶asokkal kÄulÄon-kÄulÄon ossz¶ak fel k¶et egyenl}o r¶eszre. NevezzÄuk
a medi¶an v¶ag¶onak3 azt a szem¶elyt, aki a kÄoz¶eps}o v¶ag¶ast v¶egezte el. K¶erjÄuk
meg a negyedik, mondjuk i, szem¶elyt arra, hogy jelÄolje meg a kÄoz¶eps}o v¶ag¶ast¶ol
balra ¶es jobbra l¶ev}o r¶eszek kÄozÄul a sz¶am¶ara ¶ert¶ekesebbet. Ha i a bal oldali
r¶eszt v¶alasztja, akkor a bal oldali r¶eszen a medi¶an v¶ag¶ot¶ol balra v¶ag¶o szem¶ellyel
osztozkodik, m¶³g a jobb oldali r¶eszen a fennmarad¶o k¶et szem¶ely osztozkodik.
Mindk¶et r¶eszen a k¶et-k¶et szem¶ely ,,az egyik felez ¶es a m¶asik v¶alaszt" elj¶ar¶assal
osztozkodik. Hasonl¶oan j¶arhatunk el, ha i a jobboldali r¶eszt v¶alasztja.
Ha mindenki igazmond¶o, akkor kÄonnyen l¶athat¶o, hogy mind a n¶egy szem¶ely
sz¶am¶ara biztos¶³tott a torta egynegyede. A negyedik szem¶ely nyilv¶an igaz-
mond¶o, azaz kijelÄoli a sz¶am¶ara ¶ert¶ekesebb oldalt. A h¶arom felez}o szem¶ely
hamis felez}opont megad¶as¶aval ¶ugy kerÄulhet a medi¶an v¶ag¶o szerep¶ebe, hogy
ezek ut¶an egy a sz¶am¶ara csak a torta fel¶en¶el kevesebbet ¶er}o tortar¶eszen kell-
jen majd osztozkodnia. Teh¶at egy ,,hazudoz¶o" szem¶ely megkock¶aztatja az
ar¶anyos r¶eszesed¶es¶enek elveszt¶es¶et.
Az Äotszem¶elyes eset a n¶egyszem¶elyes elj¶ar¶as kisebb m¶odos¶³t¶as¶at ig¶enyli.
Most n¶egy szem¶elyt arra k¶erÄunk fel, hogy balr¶ol jobbra n¶ezve ossz¶ak fel
a tort¶at p¶arhuzamos v¶ag¶asokkal 2 : 3 ar¶anyban. NevezzÄuk most medi¶an
v¶ag¶onak azt a szem¶elyt, aki balr¶ol jobbra n¶ezve a m¶asodik v¶ag¶ast v¶egezte
el. Az ÄotÄodik, mondjuk i, szem¶elyt}ol megk¶erdezzÄuk, hogy a medi¶an v¶ag¶ast¶ol
3Ha a medi¶an v¶ag¶o szem¶elye nem egy¶ertelm}u, akkor v¶alasszuk valamelyikÄuket.
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balra l¶ev}o r¶esz ¶er-e sz¶am¶ara 2=5-Äot. Ha igen, akkor a medi¶an v¶ag¶ot¶ol balra
v¶ag¶o szem¶ellyel osztozkodjanak a medi¶an v¶ag¶ast¶ol bal oldali r¶eszen; kÄulÄonben
pedig a medi¶an v¶ag¶ot¶ol jobbra l¶ev}o r¶eszen osztozkodjon a medi¶an v¶ag¶ot¶ol
jobbra v¶ag¶o k¶et szem¶ellyel. A fennmarad¶o r¶eszen a marad¶ek h¶arom, illetve
k¶et szem¶ely osztozkodjon. A n¶egyszem¶elyes esethez hasonl¶oan ellen}orizhet}o,
hogy az elj¶ar¶as igazmond¶asra ÄosztÄonÄoz ¶es ar¶anyos.
A p¶aros szerepl}os eset a n¶egyszem¶elyes esethez hasonl¶oan megadhat¶o.
Nevezetesen, egy szerepl}o kiv¶etel¶evel mindenki felez, majd a nem felez}o sze-
repl}o kijelÄoli a medi¶an v¶ag¶as ¶altal elv¶alasztott k¶et r¶esz kÄozÄul az ¶ert¶ekesebbiket.
Ezek ut¶an k¶et fele annyi szerepl}os osztozkod¶as v¶egzend}o el. A p¶aratlan sze-
repl}os eset az Äotszerepl}os esettel anal¶og. Ha n = 2k + 1, akkor 2k szem¶ely
p¶arhuzamos v¶ag¶asokkal felosztja a tort¶at balr¶ol jobbra n¶ezve k : k +1 ar¶any-
ban. A 2k + 1-edik szem¶ely pedig eldÄonti, hogy a medi¶an v¶ag¶o ¶altal megha-
t¶arozott k¶et r¶esz melyik¶enek osztozkod¶as¶aban k¶³v¶an r¶eszt venni k ¡ 1, illetve
k szem¶ellyel.
Bizony¶³that¶o, hogy Even ¶es Paz elj¶ar¶as¶anak a v¶ag¶asig¶enye n log2 n nagy-
s¶agrendben nÄovekszik. Sgall ¶es Woeginger [14] igazolta, hogy az olyan ar¶anyos
osztozkod¶asi elj¶ar¶asok kÄor¶eben, amelyek az egyes szerepl}oknek egym¶as mel-
letti intervallumokat juttatnak, nem tal¶alhat¶o nagys¶agrendileg n log2 n-n¶el
kevesebb v¶ag¶ast ig¶enyl}o elj¶ar¶as. Nyitott k¶erd¶es azonban, hogy ha a szerepl}ok
nem szomsz¶edos szeleteket is kaphatnak, akkor konstru¶alhat¶o-e olyan v¶eges
ar¶anyos elj¶ar¶as, amely nagys¶agrendileg kevesebb v¶ag¶assal is be¶eri.
2.4 Dubins ¶es Spanier mozg¶o k¶eses elj¶ar¶asa
Dubins ¶es Spanier elj¶ar¶asa [9] az eddig ismertetett elj¶ar¶asokkal ellent¶etben
egy nem v¶eges ar¶anyos eloszt¶asi elj¶ar¶as, ugyanis a szerepl}oknek egy a torta
fÄolÄott balr¶ol jobbra mozg¶o k¶es elhelyezked¶es¶enek b¶armely pillanat¶aban ki kell
¶ert¶ekelniÄuk a k¶est}ol balra elhelyezked}o tortaszeletet.
Kezdetben helyezzÄunk el egy k¶est a torta bal sz¶el¶en, amelyet elind¶³tunk a
torta jobb sz¶ele fel¶e. A k¶est az osztozkod¶asban r¶esztvev}o n szem¶ely b¶armelyike
meg¶all¶³thatja, ¶es ekkor a k¶es lev¶agja a torta bal sz¶el¶et}ol a pillanatnyi elhe-
lyezked¶es¶eig terjed}o szeletet, amelyet a k¶est meg¶all¶³t¶o szem¶ely kÄoteles elvinni.
A visszamarad¶o szeleten m¶ar csak n ¡ 1 szem¶ely osztozkodik az elj¶ar¶ast
ism¶etelve, elind¶³tva a k¶est a megmaradt szelet bal sz¶el¶et}ol. Az elj¶ar¶as ad-
dig ism¶etl}odik, am¶³g m¶ar csak egy szem¶ely marad h¶atra.
Dubins ¶es Spanier elj¶ar¶asa arra ÄosztÄonÄoz egy szem¶elyt, hogy pontosan
akkor ¶all¶³tsa meg a k¶est, amikor el¶eri az ar¶anyos r¶eszesed¶es¶et. Nyilv¶an
nem ¶erdemes a k¶est az ar¶anyos r¶eszesed¶es el}ott meg¶all¶³tani, hiszen ekkor az
ar¶anyos r¶eszesed¶esn¶el kevesebb jut a k¶est le¶all¶³t¶o szem¶elynek. Ha az ar¶anyos
r¶eszesed¶es¶en¶el tov¶abb engedi egy szem¶ely a k¶est, akkor pedig megkock¶aztatja,
hogy valaki m¶as el}otte meg¶all¶³tja a k¶est, ¶es ¶³gy egy (n ¡ 1)=n-n¶el kisebb
szeleten k¶enytelen osztozkodni n ¡ 1 szem¶ellyel. Ezek ut¶an m¶ar kÄonnyen
l¶athat¶o, hogy az elj¶ar¶as ¶altal¶aban is ar¶anyos.
Dubins ¶es Spanier elj¶ar¶asa nyilv¶an csak n ¡ 1 v¶ag¶ast ig¶enyel, ami kedve-
z}obb az Even ¶es Paz elj¶ar¶as¶an¶al eml¶³tett n log2 n nagys¶agrendn¶el. Ez a javu-
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l¶as azonban csak ¶ugy ¶erhet}o el, hogy a szerepl}ok kontinuum sok ki¶ert¶ekel¶est
v¶egeznek.
3 Irigys¶egmentes osztozkod¶asi elj¶ar¶asok
Ebben a szakaszban egy v¶eges h¶arom szem¶elyes irigys¶egmentes elj¶ar¶ast ¶es egy
nem v¶eges irigys¶egmentes elj¶ar¶ast ismertetÄunk.
3.1 Selfridge ¶es Conway elj¶ar¶asa
Selfridge ¶es Conway [4] elj¶ar¶asa h¶aromszem¶elyes osztozkod¶asi probl¶em¶akra
szolg¶altat egy irigys¶egmentes feloszt¶ast.
K¶erjÄuk fÄol A-t arra, hogy harmadolja el a tort¶at. JelÄoljÄuk a h¶arom ad¶od¶o
I , J ¶es K szeletet ¶ugy, hogy ¹B(I) ¸ ¹B(J) ¸ ¹B(K), azaz B sz¶am¶ara I
a leg¶ert¶ekesebb, J a m¶asodik leg¶ert¶ekesebb ¶es K a harmadik leg¶ert¶ekesebb
szelet. K¶erjÄuk fel B-t arra, hogy igaz¶³tsa le I-t J-vel azonos ¶ert¶ek}ure. JelÄolje
L a leigaz¶³tott szeletet ¶es M = I n L a lev¶agott darabot.4 V¶alasszon most a
h¶arom szem¶ely a J; K ¶es L szeletek kÄozÄul a C, B, A sorrendben, ahol ha C
nem L-et v¶alasztja, akkor B kÄoteles L-et elvinnie.5 K¶et esetet kÄulÄonbÄoztetÄunk
meg.
(a) Ha B vitte el L-et, akkor C-t megk¶erjÄuk arra, hogy ossza fel M -et
h¶arom egyenl}o r¶eszre. Ezek ut¶an v¶alasszon a h¶arom szem¶ely a h¶arom
szelet kÄozÄul a B, A, C sorrendben.
(b) Ha C vitte el L-et, akkor B-t k¶erjÄuk meg arra, hogy harmadolja el
M -et. Majd C, A ¶es B v¶alasszanak egym¶as ut¶an a h¶arom szelet kÄozÄul.
Bel¶atjuk, hogy a Selfridge{Conway-elj¶ar¶as egy irigys¶egmentes eloszt¶ast szol-
g¶altat. N¶ezzÄuk az (a) esetet. Az A a B-t nem irigyelheti, hiszen B az I-nek
csak egy r¶esz¶et kapta. Az A a C-t sem irigyelheti, mivel az els}o kÄorben C-
vel azonos ¶ert¶ek}u szelethez jutott ¶es a m¶asodik kÄorben C el}ott v¶alaszthat.
B senkit sem irigyelhet, mivel az els}o kÄorben az egyik legnagyobb szeletet
vitte el ¶es a m¶asodik kÄorben pedig els}onek v¶alaszthatott. C sem irigyelhet
senkit, mert az els}o kÄorben el}oszÄor v¶alaszthat ¶es a m¶asodik kÄor h¶arom egyenl}o
szeleteinek egyik¶et kapta. A (b) eset hasonl¶oan igazolhat¶o. Tov¶abb¶a nem
neh¶ez bel¶atni, hogy az elj¶ar¶as igazmond¶asra ÄosztÄonÄoz.
Selfridge ¶es Conway elj¶ar¶asa egy v¶eges irigys¶egmentes elj¶ar¶as, amely nem
terjeszthet}o ki tÄobb szem¶elyre. Ismertek ugyan tÄobbszem¶elyes irigys¶egmentes
v¶eges elj¶ar¶asok is, ezek azonban nem korl¶atosak (l¶asd [4] ¶es [13]), ami alatt az
¶ertend}o, hogy rÄogz¶³tett sz¶am¶u szerepl}o eset¶en is konstru¶alhat¶ok tetsz}olegesen
sok v¶ag¶ast ig¶enyl}o osztozkod¶asi probl¶em¶ak.
4M = ;, ha B sz¶am¶ara I ¶es J azonos ¶ert¶ek}u.
5Az M = ; esetben m¶ar itt v¶eget ¶er az elj¶ar¶as.
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3.2 Brams, Taylor ¶es Zwicker elj¶ar¶asa
Brams, Taylor ¶es Zwicker [5] elj¶ar¶asa egy n¶egyszem¶elyes irigys¶egmentes kor-
l¶atos mozg¶o-k¶eses elj¶ar¶as, amely Austin [1] k¶etszem¶elyes mindk¶et f¶el sz¶am¶ara
pontosan 50%-ot juttat¶o elj¶ar¶as¶ara, valamint a Selfridge ¶es Conway elj¶ar¶as¶a-
ban rejl}o gondolatokra ¶ep¶³t.
Austin elj¶ar¶as¶an¶al az egyik szerepl}o, mondjuk A, k¶et p¶arhuzamos k¶est
mozgat folyamatosan balr¶ol jobbra ¶ugy, hogy a k¶et k¶es kÄozÄotti terÄulet sz¶am¶ara
mindig a torta fel¶et ¶erje. Indul¶askor a bal oldali k¶es a torta bal sz¶el¶en¶el
helyezkedik el, m¶³g a jobb oldali k¶es A felez}opontja fÄolÄott.6 Abban a pillanat-
ban, amikor B meg¶all¶³tja a k¶et k¶est, A elv¶egzi a k¶esek ¶altal kijelÄolt helyeken a
k¶et v¶ag¶ast. Ezek ut¶an sorsol¶assal (mondjuk ¶ermedob¶assal) eldÄontend}o, hogy
melyik szerepl}o kapja a kÄoz¶eps}o szeletet. Ekkor a m¶asik szerepl}onek meg-
marad a k¶et sz¶els}o szelet. Ha B nem ¶all¶³tan¶a meg a k¶eseket m¶eg miel}ott a
jobb oldali k¶es el¶ern¶e a torta jobb sz¶el¶et, akkor A a bal oldali k¶essel elfelezi
a tort¶at, majd ¶ermedob¶assal eldÄontik a szeletek sors¶at. Nyilv¶an A-nak v¶egig
Äugyelnie kell arra, hogy a k¶et k¶es kÄozÄotti szelet a torta fel¶et ¶erje sz¶am¶ara. B-
nek, akkor kell meg¶all¶³tania a k¶eseket, amikor A-val egyezik az ¶ert¶ek¶³t¶elete.
K¶erd¶eses m¶eg, hogy van-e ilyen pillanat. Ha B ¶ert¶ek¶³t¶elete, a k¶et f¶el tort¶at
illet}oen, indul¶askor megegyezik A ¶ert¶ek¶³t¶elet¶evel, akkor m¶ar is tal¶altunk egy
ilyen pillanatot. KÄulÄonben B sz¶am¶ara a k¶et k¶es kÄozÄotti szelet (i) ¶ert¶ekesebb
vagy (ii) ¶ert¶ektelenebb a m¶asik szeletn¶el. Ha B elengedn¶e a jobb oldali k¶est a
torta jobb oldali v¶egpontj¶aig, akkor a k¶et k¶es kÄozÄotti szelet (i) ¶ert¶ektelenebb
vagy (ii) ¶ert¶ekesebb lesz a m¶asik szeletn¶el. Folytonoss¶agi megfontol¶asb¶ol
l¶etezik egy olyan kÄozbÄuls}o pillanat, amikor B sz¶am¶ara a k¶et k¶es kÄozÄotti szelet
azonos ¶ert¶ek}u a k¶et sz¶els}o szelettel.
T¶erjÄunk most r¶a Brams, Taylor ¶es Zwicker elj¶ar¶as¶ara. El}oszÄor Austin
elj¶ar¶as¶anak k¶etszeri alkalmaz¶as¶aval A ¶es B elnegyedeli a tort¶at. A kapott
X1, X2, X3 ¶es X4 r¶eszekre ekkor ¹A(Xi) = ¹B(Xj) minden i; j = 1; 2; 3; 4-
re. TegyÄuk fel, hogy ¹C(X1) ¸ ¹C(X2) ¸ ¹C(X3) ¸ ¹C(X4). Ossza fel C az
X1 r¶eszt Y1 ¶es Y2 r¶eszekre ¶ugy, hogy ¹C(Y1) = ¹C(X2). V¶alasszanak az Y1, az
X2, az X3 ¶es az X4 r¶eszek kÄozÄul a D;C;B;A sorrendben, azzal a kikÄot¶essel,
hogy ha D nem Y1-et v¶alasztotta, akkor C kÄoteles Y1-et elvinni. Az els}o
(v¶alaszt¶asi) kÄor ut¶an senki sem irigyel senkit, mivel D az els}o v¶alaszt¶o, C az
¶altala ¶³t¶elt k¶et legnagyobb r¶esz egyik¶et vitte el, ¶es A;B sz¶am¶ara maradt k¶et
1=4 ¶ert¶ek}u r¶esz.
N¶ezzÄuk azt az esetet, amikor D viszi el Y1-et. Ossza ekkor B ¶es C az
Y2 r¶eszt az Austin-f¶ele elj¶ar¶assal n¶egy egyenl}o r¶eszre. A kapott Z1, Z2,
Z3 ¶es Z4 r¶eszekre teh¶at Y2 = [4i=1Zi, ¹B(Zi) = ¹B(Y2)=4 ¶es ¹C(Zi) =
¹C(Y2)=4 minden i = 1; 2; 3; 4-re. Ezek ut¶an a szerepl}ok a D; A; C;B sorrend-
ben v¶alasztanak a Z1; Z2; Z3; Z4 r¶eszek kÄozÄul. B¶armelyikÄuk csak az el}ottÄuk
v¶alaszt¶ot irigyelhetn¶e, tov¶abb¶a B ¶es C senkit sem irigyel, mivel Y2-t n¶egy
azonos ¶ert¶ek}u r¶eszre osztott¶ak. V¶egÄul A nem irigyli D-t, mert D egy legfel-
jebb X1 ¶ert¶ek}u r¶eszhez juthat.
6Az egyszer}us¶eg kedv¶e¶ert tegyÄuk fel, hogy nincsenek A ¶es B sz¶am¶ara nulla ¶ert¶ek}u
tortaszeletek.
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A m¶asik eset, amikor C viszi el Y1-et, hasonl¶o. Ossza ekkor B ¶es D az Y2-t
az Austin-f¶ele elj¶ar¶assal n¶egy egyenl}o r¶eszre. A szerepl}ok most a C;A; D; B
sorrendben v¶alasztanak. B¶armelyikÄuk csak az el}ottÄuk v¶alaszt¶ot irigyelhetn¶e,
tov¶abb¶a B ¶es D senkit sem irigyel, mivel Y2-t n¶egy azonos ¶ert¶ek}u r¶eszre
osztott¶ak. V¶egÄul A nem irigyli C-t, mert C X1-nek egy r¶eszszelet¶et kapja.
Megjegyzend}o, hogy n¶egyn¶el tÄobb szem¶elyre csak " > 0 kÄozel¶³t}o vagy nem
korl¶atos irigys¶egmentes elj¶ar¶asok ismertek (l¶asd [4]-ben ¶es [13]-ban).
4 ÄOsszefoglal¶as
MegismerkedtÄunk n¶eh¶any ar¶anyos ¶es irigys¶egmentes osztozkod¶asi elj¶ar¶assal.
A t¶argyalt elj¶ar¶asokon k¶³vÄul tov¶abbi elj¶ar¶asok tal¶alhat¶ok [4]-ben ¶es [13]-ban.
A dolgozatban h¶arom nyitott k¶erd¶est eml¶³tettÄunk:
1. Tal¶alhat¶o-e Even ¶es Paz elj¶ar¶as¶an¶al hat¶ekonyabb v¶eges osztozkod¶asi
elj¶ar¶as?
2. Tal¶alhat¶o-e n¶egyszem¶elyes v¶eges ¶es korl¶atos irigys¶egmentes elj¶ar¶as?
3. Tal¶alhat¶o-e Äotszem¶elyes korl¶atos mozg¶o-k¶eses irigys¶egmentes elj¶ar¶as?
A mozg¶o-k¶eses elj¶ar¶asokra vonatkoz¶o frissebb eredm¶enyeket illet}oen l¶asd
[3]. Az osztozkod¶asi probl¶em¶ak eset¶en enyh¶³thet}o p¶eld¶aul a folytonos oszt-
hat¶os¶ag felt¶etele vagy az azonos m¶ert¶ek}u kÄovetel¶esek felt¶etele (l¶asd [4]-ben
¶es [13]-ban). A tortaszelet ¶ert¶ekel}o fÄuggv¶enyek v¶eges additivit¶as¶anak gyen-
g¶³t¶es¶evel (tel¶³t}od¶es) foglalkozik [8] ¶es [12]. M¶as igazs¶agoss¶agi krit¶eriumokat
(pl. a legrosszabbul j¶ar¶o j¶arjon a lehet}o legjobban) vizsg¶al [6], [7] ¶es [15]. [18]
igazolja, hogy nem tal¶alhat¶o egyszerre Pareto hat¶ekony ¶es irigys¶egmentes
k¶etszem¶elyes elj¶ar¶as. Hat¶ekony, illetve irigys¶egmentes eloszt¶asok l¶etez¶es¶evel
foglalkozik [2].
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GAMES OF FAIR DIVISION
In this survey we presented several proportional and envy-free cake-cutting algo-
rithms. We also mentioned some interesting open problems.
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STABIL P¶AROS¶IT¶ASI MODELLEK ¶ES EZEKEN ALAPUL¶O
KÄOZPONTI P¶AROS¶IT¶O PROGRAMOK1
BIR¶O P¶ETER
Budapesti M}uszaki ¶es Gazdas¶agtudom¶anyi Egyetem
¶Attekint}o jelleg}u dolgozatom c¶elja bemutatni a legfontosabb stabil p¶aros¶³t¶asi
modelleket, ¶es ezek f}o alkalmaz¶asi terÄuletek¶ent a |bizonyos gazdas¶agi, t¶ar-
sadalmi helyzetekben minden szerepl}onek elfogadhat¶o megold¶ast k¶³n¶al¶o|
kÄozponti p¶aros¶³t¶o programokat. Emellett ismertetek n¶eh¶any friss kutat¶asi
eredm¶enyt a p¶aros¶³t¶as-piacok dinamik¶aj¶ara, illetve a stabil p¶aros¶³t¶asi prob-
l¶em¶ak bonyolults¶ag¶ara vonatkoz¶oan. V¶egÄul megmutatom, hogy ez a modell-
csal¶ad mik¶ent helyezhet}o el a kooperat¶³v j¶at¶ekelm¶elet t¶argykÄor¶eben.
Bevezet¶es
Stabilnak nevezÄunk egy olyan egyens¶ulyi helyzetet, ahol nincsenek olyan sze-
repl}ok, akiknek lehet}os¶egÄuk van egy ¶uj egyÄuttm}ukÄod¶es l¶etrehoz¶as¶ara, amely-
ben mindannyian jobban j¶arn¶anak (felbontva ekÄozben esetleg m¶as jelenlegi
kapcsolataikat). Gale ¶es Shapley 1962-es, klasszikuss¶a v¶alt cikk¶eben [20]
a h¶azass¶agi kapcsolatok alapmodellj¶en szeml¶eltette ¶es elemezte a probl¶em¶at.
Egy term¶eszetes algoritmus seg¶³ts¶eg¶evel megmutatt¶ak, hogy mik¶ent tal¶alhat¶o
tetsz}olegesen megadott preferenci¶akra egy stabil p¶aros¶³t¶as ¯¶uk ¶es l¶anyok kÄo-
zÄott. A stabilit¶as itt azt jelenti, hogy nincs olyan blokkol¶o p¶ar, melyben
mindk¶et f¶elnek meg¶ern¶e az ¶uj h¶azass¶agot megkÄotnie (elhagyva esetleg jelen-
legi h¶azast¶ars¶at).
A stabil p¶aros¶³t¶as probl¶ema, ¶es az ennek kÄulÄonf¶ele ¶altal¶anos¶³t¶asaib¶ol kapott
modellcsal¶ad a j¶at¶ekelm¶elet ¶es a kombinatorikus optimaliz¶al¶as egyik fontos
kutat¶asi terÄulet¶ev¶e v¶alt az elm¶ult ¶evtizedekben. Ennek tal¶an legf}obb magya-
r¶azata, hogy a modellek igen hasznosnak bizonyultak gazdas¶agi ¶es t¶arsadal-
mi probl¶em¶ak le¶³r¶as¶ara, s}ot, az ezekre ¶epÄul}o algoritmusokat egyre sz¶elesebb
kÄorben kezdt¶ek el alkalmazni kÄozponti p¶aros¶³t¶o programokban. Dolgozatom
c¶elja az alapmodellek ¶es a legismertebb alkalmaz¶asok bemutat¶asa.
A stabil p¶aros¶³t¶as probl¶em¶at p¶aros gr¶afok eset¶en napjainkban is gyakran
t¶argyalj¶ak a h¶azass¶agi kapcsolatok kontextus¶aban. A p¶elda haszn¶alat¶ahoz
azonban hallgat¶olagosan h¶arom dolgot biztosan felteszÄunk: minden szerepl}o-
nek legfeljebb egy h¶azast¶arsa lehet, h¶azass¶ag csak ¯¶u ¶es l¶any kÄozÄott l¶etesÄulhet,
tov¶abb¶a nincs ki¯zet¶es (hozom¶any) a szerepl}ok kÄozÄott. A stabil p¶aros¶³t¶asi
modellek legfontosabb ¶altal¶anos¶³t¶asai pontosan ezen felt¶etelek felold¶as¶aval
kaphat¶ok meg, a dolgozat eszerint tagol¶odik fejezetekre.
1Be¶erkezett: 2006. okt¶ober 12. E-mail: pbiro@cs.bme.hu.
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Az els}o fejezetben Gale ¶es Shapley klasszikus eredm¶enyeit mutatom be
az eredeti form¶aj¶aban. A stabil h¶azass¶ag megtal¶al¶as¶ara |valamint a leg-
fontosabb alkalmaz¶asok alapvet}o elj¶ar¶as¶aul| szolg¶al¶o ,,le¶anyk¶er}o algoritmus"
elemz¶es¶et ismertetem ¶es m}ukÄod¶es¶et egy p¶eld¶an szeml¶eltetem.
A m¶asodik fejezetben egy szerepl}o tÄobb kapcsolatot is l¶etes¶³thet egyszerre
egy adott kv¶ota erej¶eig. A stabil b-p¶aros¶³t¶as probl¶ema szint¶en megoldhat¶o
a Gale-Shapley algorimussal, a gyakorlatban is ezt a m¶odszer alkalmazz¶ak
sz¶eles kÄorben k¶etoldali piacokon. A kÄozponti p¶aros¶³t¶o programok kÄozÄul bemu-
tatom a legismertebbeket: az egyetemi felv¶eteli rendszert |melyet haz¶ankban
is l¶enyeg¶eben ebben a form¶aban m}ukÄodtetnek| illetve a gyakornok elhe-
lyez¶es¶et.
A harmadik fejezetben a k¶etoldali piacok helyett egyoldaliakat vizsg¶alunk.
A stabil p¶aros¶³t¶as probl¶em¶at itt p¶aros gr¶afok helyett tetsz}oleges gr¶afokon
¶ertelmezzÄuk ¶es szobat¶ars probl¶em¶anak nevezzÄuk. Megmutatom, hogy ekkor
csak a stabil f¶el-p¶aros¶³t¶asok l¶etez¶es¶et lehet garant¶alni. Ismertetek n¶eh¶any ¶uj
eredm¶enyt a piac dinamik¶aj¶at, illetve a probl¶em¶ak bonyolults¶ag¶at illet}oen.
Alkalmaz¶asra p¶eldak¶ent az oszthatatlan javak p¶aronk¶enti cser¶ej¶et hozom,
melynek egyik fontos megval¶osul¶asak¶ent lehet eml¶³teni a p¶aronk¶enti vesecsere-
programokat.
Az utols¶o, negyedik fejezetben megengedjÄuk a ki¯zet¶est a szerepl}ok kÄozÄott.
A k¶et modellcsal¶ad kÄozti kÄulÄonbs¶eget a hozz¶ajuk szorosan kapcsol¶od¶o j¶at¶ek-
elm¶eleti probl¶em¶ak bemutat¶as¶aval igyekszem megvil¶ag¶³tani. Megmutatom,
hogy a ki¯zet¶eses esetben a stabil megold¶as l¶etez¶ese p¶aros gr¶afon |amely
ekvivalens a hozz¶arendel¶esi j¶at¶ekok magj¶anak nemÄuress¶eg¶evel| egyszer}u kÄo-
vetkezm¶enye Egerv¶ary 1931-es t¶etel¶enek.
Az itt kÄozÄolt ¶³r¶as nagy r¶esze, b}ovebb terjedelemben, megtal¶alhat¶o kÄozgaz-
d¶asz diplomamunk¶amban [7].
1 Stabil h¶azass¶ag probl¶ema
Gale ¶es Shapley [20] m¶elt¶an h¶³ress¶e v¶alt cikk¶eben a stabil p¶aros¶³t¶asok k¶etoldali
alapmodellj¶et h¶azass¶agkÄot¶esekkel szeml¶eltette. A cikk egyik kÄulÄonlegess¶ege,
hogy semmilyen matematikai formul¶at nem haszn¶alnak benne, ¶all¶³t¶asaikat
j¶ozan ¶esszel kÄonnyen meg¶erthet}o kÄoznyelvi ¶ervel¶essel bizony¶³tj¶ak. Ennek
szellem¶eben szeretn¶em ¶en is bel¶atni k¶et legfontosabb t¶etelÄuket, ¶es csak ezut¶an
ismertetem a probl¶ema form¶alis le¶³r¶as¶at.
Legyen adva ¯¶uknak ¶es l¶anyoknak egy-egy halmaza. Egy ¯¶u ¶es egy l¶any
kÄozÄott lehets¶eges a h¶azass¶agkÄot¶es, ha kÄolcsÄonÄosen elfogadhat¶onak tal¶alj¶ak
egym¶ast. FeltesszÄuk, hogy mindenki szigor¶u rangsort tud fel¶all¶³tani lehets¶eges
partnerei kÄozÄott. C¶elunk egy stabil h¶azas¶³t¶as l¶etrehoz¶asa, vagyis ¶ugy rendezni
p¶arokba a l¶anyokat a ¯¶ukkal, hogy ne legyen blokkol¶o p¶ar: egy olyan ¯¶u ¶es
l¶any, akik nem egym¶as h¶azast¶arsai, de mindketten boldogabbak lenn¶enek
egym¶assal. M¶ask¶eppen fogalmazva, ha egy ¯¶u ¶es egy l¶any nem h¶azas, akkor
legal¶abb az egyikÄuknek jobban kell szeretnie a jelenlegi h¶azast¶ars¶at, ez¶ert nem
lesz elcs¶ab¶³that¶o. Egy stabil p¶aros¶³t¶as el}o¶all¶³that¶o a le¶anyk¶er}o algoritmussal,
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melynek menete a kÄovetkez}o.
Minden ¯¶u az els}o kÄorben tegyen aj¶anlatot a sz¶am¶ara legjobban tetsz}o
l¶anynak. Ha egy l¶any tÄobb aj¶anlatot is kapott, akkor tartsa meg a legjobb
udvarl¶ot, a tÄobbit utas¶³tsa vissza. A visszautas¶³tott ¯¶uk tegyenek aj¶anlatot
a kÄovetkez}o l¶anynak preferenci¶ajuk szerint. Minden kÄorben a l¶anyok, akik
tÄobb aj¶anlatot is kapnak, csak a legjobbat tarts¶ak meg felt¶etelesen, a tÄobbi
k¶er}ot utas¶³ts¶ak vissza v¶eglegesen.
¶Eszre kell vennÄunk, hogy ¶³gy a visszautas¶³tott ¯¶uk nekik egyre kev¶esb¶e
tetsz}o l¶anyoknak k¶enytelenek aj¶anlatot tenni, m¶³g a l¶anyok helyzete mindig
csak javulhat a folyamat sor¶an. Emiatt egy ¯¶u ugyanannak a l¶anynak biz-
tosan nem tehet aj¶anlatot k¶etszer az algoritmus sor¶an, a folyamat teh¶at legfel-
jebb annyi kÄorben biztosan v¶eget ¶er, ah¶any lehets¶eges p¶ar volt. Amikor m¶ar
senki nem akar, vagy nem tud ¶uj aj¶anlatot tenni, akkor az udvarl¶o ¯¶ukb¶ol
f¶erjek lesznek, a marad¶ek ¯¶ukat viszont m¶ar minden lehets¶eges partnerÄuk
visszautas¶³totta, ¶³gy }ok aggleg¶enyek maradnak.
Bel¶atjuk, hogy az eredm¶eny egy stabil p¶aros¶³t¶as. P¶aros¶³t¶as, hiszen minden
¯¶u egyszerre legfeljebb csak egy l¶anynak udvarolt, ¶es minden l¶any legfeljebb
egy k¶er}ot tartott meg minden kÄorben. A stabilit¶as igazol¶as¶ahoz vegyÄunk egy
¯¶u-l¶any p¶art akik nem egym¶as h¶azast¶arsai az algoritmus v¶eg¶en. Ennek k¶et
oka lehet, vagy udvarolt a ¯¶u a l¶anynak, de az visszautas¶³totta, vagy nem
is udvarolt neki. Ha a ¯¶ut a l¶any visszautas¶³totta valamikor az algoritmus
sor¶an, akkor abban a pillanatban volt egy jobb k¶er}oje a l¶anynak, de mivel a
l¶any csak egyre jobb ¶es jobb aj¶anlatot kapott, ez¶ert a legv¶eg¶en is kedvez}obb
udvarl¶oja (f¶erje) lesz a ¯¶un¶al. Ha viszont a ¯¶u nem is tett aj¶anlatot a l¶anynak,
akkor az csak az¶ert lehetett, mert mindv¶egig neki jobban tetsz}o l¶anyoknak
udvarolt, ¶³gy a folyamat v¶eg¶en is olyan feles¶eget kap, akit jobban kedvel a
l¶anyn¶al. Ezzel bebizony¶³tottuk a kÄovetkez}o t¶etelt:
T¶etel (Gale-Shapley, 1962). A stabil h¶azass¶ag probl¶em¶anak mindig l¶etezik
megold¶asa.
A le¶anyk¶er}o algoritmus ¶altal adott eredm¶enyr}ol azonban tÄobb is elmond-
hat¶o. Minden ¯¶u olyan feles¶eget kap, akin¶el jobbat semmilyen m¶as stabil
p¶aros¶³t¶asban nem kaphatott volna. M¶ask¶eppen fogalmazva: minden ¯¶u a
legjobb stabil p¶arj¶at kapja, vagyis a p¶aros¶³t¶as ¯¶u-optim¶alis.
T¶etel (Gale-Shapley, 1962). A le¶anyk¶er}o algoritmussal kapott megold¶as op-
tim¶alis minden ¯¶unak.
Ennek igazol¶as¶ahoz vezessÄunk be egy de¯n¶³ci¶ot: mondjuk azt, hogy egy
l¶any el¶erhet}o egy ¯¶u sz¶am¶ara, ha van olyan stabil p¶aros¶³t¶as, amelyben }ok
egym¶as h¶azast¶arsai. Indirekt m¶odon tegyÄuk fel, hogy Andr¶as volt az els}o
olyan ¯¶u az algoritmus sor¶an, akit egy sz¶am¶ara el¶erhet}o l¶any, Kati vissza-
utas¶³tott. Ez csak ¶ugy tÄort¶enhetett meg, hogy abban a pillanatban Katinak
volt egy jobb k¶er}oje, mondjuk Bal¶azs. Bal¶azsnak biztosan nincs Katin¶al
jobb el¶erhet}o partnere, hiszen akkor nem Andr¶as lett volna az els}o olyan
¯¶u, akit egy el¶erhet}o partner visszautas¶³tott. Emiatt Bal¶azs abban a sta-
bil p¶aros¶³t¶asban sem kaphat jobb feles¶eget Katin¶al, amikor Andr¶as ¶es Kati
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egym¶assal h¶azas. Ez ellentmond¶as, hiszen Kati ¶es Bal¶azs ekkor egy blokkol¶o
p¶art alkotna.
A stabil h¶azas¶³t¶as probl¶ema le¶³r¶asa term¶eszetes m¶odon adhat¶o meg gr¶af-
elm¶eleti nyelvezettel. A szerepl}oket egy gr¶af cs¶ucsainak feleltetjÄuk meg, ha
k¶et szerepl}o egym¶asnak kÄolcsÄonÄosen elfogadhat¶o, akkor kÄozÄottÄuk egy ¶el fut a
gr¶afban. Amennyiben a cs¶ucsok halmaza kett¶eoszthat¶o oly m¶odon (p¶eld¶aul
¯¶ukra ¶es l¶anyokra), hogy ¶elek csak a k¶et halmaz kÄozÄott futnak, akkor a gr¶afot
p¶arosnak nevezzÄuk. P¶aros¶³t¶asnak nevezÄunk egy ¶elhalmazt, ha abban semelyik
k¶et ¶elnek nincs kÄozÄos pontja, vagyis az ¶elhalmaz fÄuggetlen. A lehets¶eges
partnereken vett preferenci¶ak szerint minden cs¶ucsnak szigor¶u rendez¶ese van
a r¶a illeszked}o ¶eleken. Ha p¶eld¶aul egy v cs¶ucsra illeszkedik f ¶es e ¶el, ¶es f jobb
mint e, akkor azt f >v e-vel jelÄoljÄuk. Ezt az ¶abr¶akon egy ir¶any¶³tott szÄoggel
jelezhetjÄuk, ami e ¶elb}ol f ¶elre mutat. A kapcsolatok ¶es egy¶eni rangsorok
megad¶as¶ara gyakran preferencia-list¶akat haszn¶alunk. Itt az egyes szerepl}ok
list¶aj¶aban a sz¶am¶ara elfogadhat¶o partnerek vannak felsorolva a preferencia
szerint csÄokken}o sorrendben.
TÄomÄor le¶³r¶ast adhatunk a stabil p¶aros¶³t¶asokra a karakterisztikus fÄuggv¶eny
seg¶³ts¶eg¶evel. Egy adott G = (V;E) gr¶afban egy M µ E p¶aros¶³t¶as le¶³r¶as¶ara
de¯ni¶aljunk egy xM : E ¡! f0; 1g karakterisztikus fÄuggv¶enyt, ahol minden
e 2 E ¶elre teljesÄul, hogy
xM (e) =
½
1 ha e 2 M
0 ha e =2 M
Ekkor az adott gr¶afra, ¶es az egy cs¶ucsra illeszked}o ¶elek rendez¶es¶ere (G; O)




xM (e) · 1 minden v 2 V -re
(S) Stabilit¶as:





Vagyis egy ¶elhalmaz p¶aros¶³t¶as, ha minden cs¶ucsot legfeljebb egy p¶aros¶³-
t¶asbeli ¶el fed. A p¶aros¶³t¶as pedig stabil, ha minden p¶aros¶³t¶asban nem szerepl}o
e ¶elhez tal¶alhat¶o olyan v cs¶ucs, amelyre e illeszkedik ¶es amely fedve van a
cs¶ucs ¶altal prefer¶alt f p¶aros¶³t¶asbeli ¶ellel.
1. P¶elda V¶egÄul l¶assunk egy p¶eld¶at a stabil p¶aros¶³t¶as probl¶em¶ara ¶es a
Gale-Shapley algoritmusra:
Fi¶uk Preferencia L¶anyok Preferencia
A : [K;L] K : [B;A; C]
B : [M;L; K] L : [A; B]
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EsetÄunkben Andr¶asnak p¶eld¶aul legjobban Kati tetszik, m¶asodsorban Lau-
ra, M¶onival pedig nem lehet kapcsolata (nem ismerik egym¶ast, vagy valame-
lyikÄuk ink¶abb egyedÄul marad, mintsem ebben a h¶azass¶agban r¶eszt venne). A
le¶anyk¶er}o algoritmus sor¶an Andr¶as Katinak, Bal¶azs M¶oninak, Csaba pedig
szint¶en Katinak tesz aj¶anlatot. Kati a k¶et aj¶anlatb¶ol a sz¶am¶ara kedvez}obbet,
Andr¶as¶et tartja meg. A visszautas¶³tott Csaba a m¶asodik kÄorben M¶oninak
kezd el udvarolni, melynek hat¶as¶ara M¶oni kikosarazza addigi k¶er}oj¶et, Bal¶azst.
V¶egÄul, a harmadik kÄorben Bal¶azs aj¶anlatot tesz Laur¶anak, amit }o elfogad.
Nincs tÄobb visszautas¶³t¶as, az algoritmus meg¶all, Andr¶as Katival, Bal¶azs Lau-
r¶aval, Csaba pedig M¶onival kÄot h¶azass¶agot. Meggondolhatjuk, hogy ha a
l¶anyok tenn¶ek az aj¶anlatokat (¯¶uk¶er}o algoritmus), akkor az Andr¶as-Laura,
Bal¶azs-Kati, M¶oni-Csaba p¶arok jÄonn¶enek l¶etre, ¶es ¶³gy k¶et l¶any is jobban
j¶arna.2
A stabil p¶aros¶³t¶as probl¶em¶aj¶anak tanulm¶anyoz¶as¶ahoz remek kiindul¶opont
Roth ¶es Sotomayor [35], valamint Gus¯eld ¶es Irving [22] kÄonyve. Az el}obbi
kÄozgazdas¶agi, j¶at¶ekelm¶eleti n¶ez}opontb¶ol, m¶³g az ut¶obbi algoritmuselm¶eleti,
kombinatorikus aspektusb¶ol ad ¶atfog¶o le¶³r¶ast a t¶emakÄorr}ol. Aj¶anlom tov¶abb¶a
Fleiner [17] munk¶aj¶at, a stabil p¶aros¶³t¶asokkal kapcsolatos m¶elyebb matema-
tikai, h¶al¶oelm¶eleti, gr¶afelm¶eleti ÄosszefÄugg¶esek meg¶ert¶es¶ehez.
2 Kapacit¶asos modellek, b-p¶aros¶³t¶as probl¶ema
Magyarorsz¶agon, ¶ugy gondolom, hogy mindenki sz¶am¶ara egy term¶eszetes
elv¶ar¶as az egyetemi felv¶eteli rendszerrel szemben, hogy ha egy di¶akot nem
vesznek fel egy szakra, akkor az csak k¶et okb¶ol kÄovetkezhet be: vagy egy
sz¶am¶ara kedvez}obb helyre vett¶ek fel a di¶akot, vagy a szak kv¶ot¶aja lett feltÄoltve
jobb jelentkez}okkel. A vil¶ag sok m¶as hely¶en, p¶eld¶aul az EgyesÄult ¶Allamokban
m¶egsem m}ukÄodtetnek ilyen rendszert, ¶es nem csak a stabilit¶as term¶eszetes
felt¶etele s¶erÄul, hanem a felvettek l¶etsz¶ama is hektikusan v¶altozhat egyes
egyetemeken, mert a sikeres jelentkez}ok egy r¶esze csak az utols¶o pillanat-
ban dÄont arr¶ol, hogy hov¶a iratkozik be. M¶asr¶eszr}ol viszont haz¶ankban az
iskolai felv¶eteleken k¶³vÄul tudtommal sehol m¶ashol nem alkalmaznak kÄozponti
p¶aros¶³t¶o programot, m¶³g a vil¶ag sok m¶as hely¶en, p¶eld¶aul az EgyesÄult ¶Allamok-
ban sz¶eles kÄorben haszn¶alnak ilyen centraliz¶alt elj¶ar¶asokat a munkaer}opiacon,
f}ok¶ent gyakornokok elhelyez¶es¶ere m¶ar 1952 ¶ota.
Mi ennek az oka? V¶elem¶enyem szerint, legf}ok¶eppen az, hogy a fenti piacok
szerepl}oi nincsenek kell}ok¶eppen tudat¶aban ezen kÄozponti p¶aros¶³t¶o rendsze-
rek t¶arsadalmi ¶es gazdas¶agi haszn¶anak, ¶es esetleg tartanak a szabad dÄont¶esi
2A kutat¶asok egy fontos ir¶anyvonala a szerepl}ok strat¶egi¶aj¶anak elemz¶ese. A k¶erd¶es
leegyszer}us¶³tve ¶ugy fogalmazhat¶o meg, hogy egy elj¶ar¶as sor¶an a szerepl}onek ¶erdemes-e
mindig igazat mondani, a val¶os preferenci¶aj¶at megadni a kÄozponti programnak, avagy
el tud-e ¶erni jobb v¶egeredm¶enyt, ha n¶eha hazudik. Megmutathat¶o, hogy a le¶anyk¶er}o
algoritmus eset¶en minden ¯¶unak optim¶alis strat¶egia az igazmond¶as. A l¶anyok kÄozÄul viszont
n¶eh¶anynak ¶erdemes hazudnia abban az esetben, ha nem csak egy stabil megold¶asa van
a feladatnak. A fenti p¶eld¶aban mondjuk ha Kati eltitkoln¶a, hogy Andr¶ast is hajland¶o
elfogadni f¶erjnek, akkor v¶egÄul Bal¶azst kapn¶a a le¶anyk¶er}o algoritmus eredm¶enyek¶ent. A
k¶erd¶eskÄor r¶eszletes elemz¶ese megtal¶alhat¶o Roth ¶es Sotomayor [35] kÄonyv¶enek 4. fejezet¶eben.
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joguk csorbul¶as¶at¶ol. Alvin Roth a terÄulet tal¶an legismertebb kÄozgazd¶asza egy
tanulm¶any¶aban [33] a kÄovetkez}oket ¶³rta a p¶aros¶³t¶o-programokr¶ol: ,,VegyÄuk
¶eszre, hogy az itt vizsg¶alt kÄozpontos¶³tott piacok nem jelentenek kÄozponti
tervez¶est, ahogyan a legtÄobben ezt ¶ertelmezik, mivel ezek a piacok ¶ugy let-
tek megalkotva, hogy ¶erz¶ekenyek legyenek a szerepl}ok kinyilv¶an¶³tott pre-
ferenci¶aira, ahelyett, hogy egy tervez}o ezekt}ol fÄuggetlen c¶eljainak el¶er¶es¶et
szolg¶aln¶ak. Ami itt kÄozpontos¶³tva van, az nem az el¶erend}o c¶el, hanem a
piaci mechanizmus maga." Vagyis a kÄozpontos¶³tott p¶aros¶³t¶o-programok olyan
szab¶alyoz¶asi keretet teremtenek, amelyben a szerepl}ok szabad v¶alaszt¶asa ha-
t¶ekonyan juthat ¶erv¶enyre egy vil¶agos, mindenki ¶altal elfogadott automatiz-
mus r¶ev¶en.
A motiv¶aci¶o ismeret¶eben l¶assuk mi a stabil b-p¶aros¶³t¶as probl¶ema form¶alis
megad¶asa. Gr¶afelm¶eletben, ha minden v pontra adva van egy eg¶esz¶ert¶ek}u
b(v) kv¶ota, amelyn¶el tÄobb ¶ellel a v cs¶ucs nem lehet fedve, akkor a felt¶etelt
teljes¶³t}o ¶elhalmazt b-p¶aros¶³t¶asnak nevezzÄuk. A b-p¶aros¶³t¶as illetve a stabilit¶as
krit¶eriuma hasonl¶ok¶eppen le¶³rhat¶o tÄomÄor formul¶akkal a karakterisztikus fÄugg-
v¶enyek seg¶³ts¶eg¶evel. Ez esetben egy Mb µ E(G) b-p¶aros¶³t¶as xMb karakterisz-
tikus fÄuggv¶enye ugyan¶ugy az
xMb(e) =
½
1 ha e 2 Mb
0 ha e =2 Mb




xMb(e) · b(v) minden v 2 V -re
Stabilit¶as:





Gale ¶es Shapley le¶anyk¶er}o algoritmusa a di¶akok elhelyez¶es¶ere is hasonl¶o-
k¶eppen haszn¶alhat¶o, (munk¶ajuk c¶elja pontosan egy ilyen elj¶ar¶as kidolgoz¶asa
volt). A kÄulÄonbs¶eg csup¶an annyi, hogy a kv¶ot¶akkal rendelkez}o egyetemi
szakok a di¶akok jelentkez¶es¶eb}ol nem csak a legjobb aj¶anlat¶at fogadj¶ak el,
hanem annyi darabot tartanak meg a legjobb jelentkez¶esek kÄozÄul, amennyi a
kv¶ot¶ajuk volt. A visszautas¶³tott di¶akok ugyan¶ugy a list¶ajuk szerint tesznek
¶ujabb aj¶anlatokat minden egyes kÄorben. A megold¶asr¶ol hasonl¶o indokl¶assal
bel¶athat¶o, hogy a jelentkez}ok sz¶am¶ara ad optim¶alis megold¶ast.
¶Erdemes megjegyezni, hogy a stabil b-p¶aros¶³t¶as probl¶ema gr¶afelm¶eleti
konstrukci¶okkal visszavezethet}o stabil p¶aros¶³t¶as probl¶em¶ara (r¶eszletes le¶³r¶as
tal¶alhat¶o err}ol Cechl¶arov¶a ¶es Fleiner [14] munk¶aj¶aban).
Egyetemi felv¶eteli elj¶ar¶as
A hazai egyetemi felv¶eteli elj¶ar¶as l¶enyeg¶eben a Gale ¶es Shapley ¶altal kidol-
gozott algoritmust kÄoveti. Fontos kÄulÄonbs¶eg, hogy az egyetemi szakok |
felv¶eteli pontsz¶amok alapj¶an kialak¶³tott| rangsora nem szigor¶uan rendezi
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a jelentkez}oket.3 A m¶asik nem elhanyagolhat¶o elt¶er¶es, hogy a magyar ,,vo-
nalh¶uz¶asos m¶odszer" l¶enyeg¶eben az egyetemi szakok fel}ol futtatja az algorit-
must, ¶³gy a kapott eredm¶eny a di¶akok sz¶am¶ara mindig a lehet}o legrosszabb
megold¶ast adja. Hab¶ar az eredm¶enyek kÄozti kÄulÄonbs¶eg nem biztos, hogy
jelent}os, |v¶elem¶enyem szerint, ¶es a nemzetkÄozi tapasztalatok alapj¶an| a
hazai elj¶ar¶ason m¶ar csak elvi okokb¶ol is ¶erdemes lenne v¶altoztatni.
V¶egÄul megjegyzem, hogy Bolognai-folyamatk¶ent aposztrof¶alt kÄozÄoss¶egi
kezdem¶enyez¶es, melynek c¶elja az Eur¶opai Fels}ooktat¶asi T¶ers¶eg kialak¶³t¶asa,
maga ut¶an vonhatja egy egys¶eges eur¶opai felv¶eteli rendszer bevezet¶es¶enek
szÄuks¶egess¶eg¶et. Hiszen, ha a tÄobbszint}u k¶epz¶es egyik c¶eljak¶ent megval¶osul a
di¶akok nagym¶ert¶ek}u mobilit¶asa, vagyis egyre tÄobb jelentkez}o adja be felv¶eteli
k¶erelm¶et kÄulÄonbÄoz}o orsz¶agokban, akkor a nemzeti felv¶eteli-rendszerek m}ukÄo-
d¶es¶eben zavar keletkezhet, amennyiben az elj¶ar¶asok nincsenek Äosszehangolva.
Gyakornokok elhelyez¶ese
Roth 1984-ben publik¶alt cikk¶eben [32] bemutatta az amerikai orvosi rezi-
densek elhelyez¶es¶ere szolg¶al¶o p¶aros¶³t¶o-program l¶etrejÄott¶enek tÄort¶enet¶et. Sokak
meglepet¶es¶ere kiderÄult, hogy az 1952-ben bevezetett elj¶ar¶as tulajdonk¶eppen
Gale ¶es Shapley |mintegy 10 ¶evvel k¶es}obb kital¶alt ¶es elemzett| algoritmus¶at
haszn¶alja. A stabil eredm¶enyt ad¶o programot a piac szerepl}oi ¶erdekeiket fel-
ismerve gyorsan elfogadt¶ak, ¶es a program gyakorlatilag v¶altozatlan form¶aban
m}ukÄodik ma is. Az egyik, a sokasod¶o elemz¶esek hat¶as¶ara bekÄovetkezett
v¶altoztat¶as, hogy a 90-es ¶evek v¶eg¶et}ol a k¶orh¶azak helyett a jelentkez}ok fel}ol
futtatj¶ak az algoritmust, hogy ¶³gy az ut¶obbiak sz¶am¶ara optim¶alis megold¶as
lehessen a v¶egeredm¶eny. Hab¶ar meg kell jegyezzem, hogy ez ut¶obbi v¶altozta-
t¶as Roth ¶es Peranson [34] elemz¶ese szerint csak elhanyagolhat¶o kÄulÄonbs¶eget
hozott a gyakorlatban, mindÄossze minden ezredik jelentkez}o kapott m¶asik,
jobb gyakornoki helyet.
A sikerek hat¶as¶ara tÄobb m¶as szakm¶aban (¶³gy p¶eld¶aul Äugyv¶ed-jelÄoltek r¶e-
sz¶ere is) hasonl¶o programokat ind¶³tottak be, ¶es a vil¶ag sz¶amos hely¶en igyekez-
tek kÄozponti p¶aros¶³t¶o-rendszereket bevezetni tÄobb-kevesebb sikerrel. Tanuls¶a-
gosnak tartom Roth [33] cikk¶et, amelyben 10 kÄulÄonbÄoz}o p¶aros¶³t¶o-programot
hasonl¶³t Äossze. Ezek kÄozÄul n¶egy algoritmus adott v¶egeredm¶enyk¶ent stabil
megold¶ast, ¶es hatban el}ofordulhatott az instabilit¶as. A cikkben kÄozÄolt leg-
fontosabb meg¯gyel¶es szerint mind a n¶egy stabil program v¶altozatlan form¶a-
ban haszn¶alatban maradt, m¶³g a m¶asik hat kÄozÄul, kett}o kis volumen}u program
kiv¶etel¶evel, mindegyik megszÄuntet¶esre kerÄult. A k¶etoldali p¶aros¶³t¶as-piacok
r¶eszletesebb megismer¶es¶ehez els}osorban Roth ¶es Sotomayor [35] kÄonyv¶et aj¶an-
lom. Tov¶abb¶a Alvin Roth honlapj¶at, ahol a rengeteg tanulm¶any mellett
sz¶amos alkalmaz¶as el¶erhet}os¶ege is megtal¶alhat¶o.
3Ebb}ol ad¶od¶o probl¶em¶ak kÄozÄul az egyik, hogy a kv¶ot¶ak betÄolt¶ese nem lesz egyenletes.
Emiatt, tudom¶asom szerint, nemr¶egiben egy ¶uj m¶odos¶³t¶as bevezet¶es¶er}ol kezdem¶enyeztek
vit¶at, melynek c¶elja, hogy a sz¶azal¶ekokban ki¶ert¶ekelt dolgozatok eredm¶enyeit nem kerek¶³tik,
hanem egy-az-egyben pontsz¶amm¶a alak¶³tj¶ak. ¶Igy sokkal kevesebb jelentkez}onek lesz azonos
pontsz¶ama, ez l¶enyegesen jav¶³that az algoritmus hat¶ekonys¶ag¶an.
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V¶egÄul szeretn¶em kiemelni, hogy a felgyÄulemlett nemzetkÄozi tapasztalatok
alapj¶an val¶osz¶³n}us¶³thet}o, hogy m¶eg rengeteg ¶uj piacon lehet sz¶am¶³tani hasonl¶o
p¶aros¶³t¶o-programok beind¶³t¶as¶ara. Az EgyesÄult ¶Allamokban p¶eld¶aul az elm¶ult
¶evekben a bostoni ¶altal¶anos iskol¶akn¶al [1] ¶es a new yorki gimn¶aziumokn¶al [2]
vezettek be kÄozponti felv¶eteli elj¶ar¶ast. Hasonl¶ok¶eppen nem tartan¶am rossz
Äotletnek, ha haz¶ankban is egy kÄozponti program seg¶³ten¶e a gyakornokok el-
helyez¶es¶et.
3 Egyoldali modellek, szobat¶ars probl¶ema
A stabil p¶aros¶³t¶as probl¶ema ¶altal¶anos eset¶et stabil szobat¶ars probl¶em¶anak
nevezzÄuk, mert itt b¶armely k¶et szerepl}o kÄozÄott l¶etrejÄohet a p¶arkapcsolat.
Ekkor a feladatot le¶³r¶o gr¶af tetsz}oleges lehet, de ett}ol eltekintve a karakte-
risztikus fÄuggv¶ennyel tÄort¶en}o megad¶as ugyanazon (S) ¶es (P) egyenl}otlens¶e-
gekkel ¶³rhat¶o le. A probl¶em¶at m¶ar Gale ¶es Shapley is felvetette alapcikk¶eben,
s}ot p¶eld¶at is adtak arra n¶ezve, hogy nem mindig l¶etezik megold¶asa egy ilyen
feladatnak:






Itt az els}o h¶arom szerepl}o ,,kÄorbe szereti egym¶ast". KÄonnyen l¶athat¶o,
hogy egyik p¶aros¶³t¶as sem lehet stabil, hiszen ha h¶arm¶ojuk kÄozÄul b¶armely
kett}o p¶art alkotna, akkor a harmadik el tudn¶a cs¶ab¶³tani a p¶ar egyik tagj¶at.
Gondoljuk p¶eld¶aul azt, hogy n¶egy teniszj¶at¶ekos keres partnert mag¶anak, min-
denki heti egy ¶ora j¶at¶ekra. Andr¶as Bal¶azzsal j¶atszana legsz¶³vesebben, majd
Csab¶aval, legkev¶esb¶e pedig D¶enessel. (D¶enest tulajdonk¶eppen mindenki sze-
retn¶e elkerÄulni, mert mindig k¶esik ¶es gyeng¶en is j¶atszik.) Erre a probl¶em¶a-
ra nincs stabil megold¶as. Ha p¶eld¶aul Andr¶as Bal¶azzsal alkotna p¶art, akkor
Csaba D¶enessel lenne k¶enytelen j¶atszani, de ekkor Csaba ¶es Bal¶azs blokkol¶o
p¶art alkotna, mindketten sz¶³vesebben j¶atszan¶anak egym¶assal, mint jelenlegi
partnerÄukkel.
TÄobb mint k¶et ¶evtized eltelt¶evel Irving [23] konstru¶alt el}oszÄor egy olyan
algoritmust, amely tetsz}oleges gr¶af eset¶en megtal¶al egy stabil p¶aros¶³t¶ast,
amennyiben ilyen l¶etezik az adott feladatra. A megold¶asok strukt¶ur¶aj¶anak
r¶eszletes le¶³r¶asa megtal¶alhat¶o Gus¯eld ¶es Irving kÄonyv¶eben [22].
Tan [42] ismerte fel, hogy a stabilit¶ast elront¶o p¶aratlan hossz¶u kÄorÄokben
szerepl}o p¶arkapcsolatokat f¶el-intenzit¶assal v¶eve, egy olyan f¶el-p¶aros¶³t¶ast kap-
hatunk, amely teljes¶³t bizonyos stabilit¶asi felt¶eteleket.
A teniszj¶at¶ekos p¶eld¶ara gondolva Andr¶as, Bal¶azs ¶es Csaba megegyezhet
abban, hogy heti egyszer ÄosszejÄonnek, ¶es egy-egy f¶el¶or¶at j¶atszanak egym¶assal.
¶Igy mindh¶arman egy-egy ¶or¶at j¶atszanak ¶es csak D¶enesnek nem lesz p¶arja. A
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megold¶as stabilit¶asa itt azt jelenti, hogy mindegyik p¶arosban van egy olyan
szerepl}o, aki nem szeretne tÄobb id}ot j¶atszani abban a p¶arban. Ha p¶eld¶aul
Andr¶as ¶es D¶enes kapcsolat¶at n¶ezzÄuk, akkor vil¶agos, hogy Andr¶as miatt nem
fognak }ok semennyit se egym¶assal j¶atszani, mert Andr¶as kitÄolti a teniszre
ford¶³tott egy ¶or¶aj¶at k¶et jobb partnerrel v¶³vott f¶el-f¶el ¶ora j¶at¶ekkal. Ha Andr¶as
¶es Bal¶azs kapcsolat¶at n¶ezzÄuk, akkor a jelenlegi f¶el¶ora j¶at¶ekot Bal¶azs nem
szeretn¶e tov¶abb nÄovelni, hiszen }o a marad¶ek f¶el¶or¶aj¶aban Csab¶aval j¶atszik,
akivel jobban szeret teniszezni.
Egy stabil f¶el-p¶aros¶³t¶asban a szerepl}ok p¶arokat ¶es f¶el-p¶arokat alkothatnak.
Minden szerepl}o legfeljebb egy p¶arban vagy k¶et f¶el-p¶arban lehet benne. A
stabilit¶as felt¶etele, hogy ha k¶et szerepl}o nincs p¶aros¶³tva, akkor legal¶abb az
egyikÄuknek vagy van egy jobb p¶arja, vagy van k¶et jobb f¶el-p¶arja. Tov¶abb¶a,
ha k¶et szerepl}o f¶el-p¶arban van, akkor legal¶abb az egyikÄuknek van egy m¶asik,
enn¶el jobb f¶el-p¶arja. ÄOsszefoglal¶oan, egy f¶el-p¶aros¶³t¶as stabil, ha nincs olyan
blokkol¶o p¶ar, amely szerepl}oinek lehet}os¶ege ¶es egyben kÄolcsÄonÄos ¶erdeke a
kapcsolatuk intenzit¶as¶anak nÄovel¶ese (csÄokkentve esetleg ez¶altal m¶as kapcso-
lataik kihaszn¶alts¶ag¶at). M¶ask¶eppen fogalmazva, ha egy p¶arkapcsolat nincs
teljesen kihaszn¶alva, akkor az intenzit¶as nÄovel¶ese legal¶abb az egyik f¶elnek
nem ¶erdeke, mert a marad¶ek kapacit¶asa le van kÄotve egy vagy tÄobb ked-
vez}obb kapcsolattal.
Egy f¶el-p¶aros¶³t¶ast ¶altal¶aban hM -el jelÄolÄunk, a benne szerepl}o p¶arok hal-
maz¶at M -el, a f¶el-p¶arok halmaz¶at pedig H-val. Vagyis hM = H [ M .
A stabil f¶el-p¶aros¶³t¶as pontos de¯ni¶al¶as¶ahoz, nem kell m¶ast tennÄunk, mint
hogy a p¶aros¶³t¶ast le¶³r¶o fÄuggv¶eny ¶ert¶ekk¶eszlet¶et f0; 1g-r}ol f0; 12 ; 1g-re m¶odos¶³t-
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Ekkor az eredeti (P ) ¶es (S) egyenl}otlens¶egek v¶altozatlan form¶aban ¶³rj¶ak le a
f¶el-p¶aros¶³t¶as illetve a stabilit¶as felt¶etel¶et.
A f¶el-p¶aros¶³t¶as teh¶at azt jelenti, hogy minden cs¶ucs legfeljebb 1 Äossz¶ert¶ekkel
van fedve. A stabilit¶asi krit¶erium pedig azt mondja, hogy ha egy e ¶el nem sze-
repel a f¶el-p¶aros¶³t¶asban (e =2 hM), akkor e egyik v pontj¶aban vagy egy e-n¶el
jobb M -beli ¶ellel, vagy k¶et e-n¶el jobb H-beli ¶ellel van fedve. Egy f¶el-¶ert¶ek}u
(H-beli) e ¶el egyik v¶egpontj¶anak marad¶ek f¶el-kapacit¶asa pedig egy e-n¶el jobb
H-beli f ¶ellel kell hogy fedve legyen.
Az a meg¯gyel¶es, hogy minden f¶el-p¶arhoz kapcsol¶odnia kell az egyik sze-
repl}oj¶en¶el egy m¶asik, n¶al¶an¶al jobb f¶el-p¶arnak, rÄogtÄon azt eredm¶enyezi, hogy
a f¶el-p¶arok kÄorÄoket alkotnak, amely ment¶en a szerepl}ok ,,kÄorben kedvelik
egym¶ast". Az ilyen preferencia-kÄorÄoket ciklusoknak nevezzÄuk. Tan [42] a
kÄovetkez}o t¶etelt l¶atta be a stabil f¶el-p¶aros¶³t¶asokr¶ol:4
T¶etel (Tan, 1990). Minden stabil szobat¶ars feladatra l¶etezik stabil f¶el-p¶aros¶³t¶as,
4Aharoni ¶es Fleiner [4] megmutatta, hogy a t¶etel kÄozvetlenÄul bel¶athat¶o Scarf [39] h¶³res
Lemm¶aj¶ab¶ol is.
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Tov¶abb¶a minden stabil f¶el-p¶aros¶³t¶asban ugyanazok a p¶aratlan ciklusok jÄonnek
l¶etre ¶es ugyanazok a szerepl}ok maradnak p¶aros¶³tatlanok.
K¶erd¶es, hogy mi¶ert hasznos a stabil f¶el-p¶aros¶³t¶as megkonstru¶al¶asa? Egy-
r¶eszt, ha nem tartalmaz p¶aratlan ciklust, akkor egy stabil p¶aros¶³t¶ast tal¶altunk
a gr¶afban, ha pedig tartalmaz p¶aratlan ciklust, akkor tudjuk, hogy nem
l¶etezhet stabil p¶aros¶³t¶as. M¶asr¶eszt lehetnek olyan term¶eszetes feladatok (mint
p¶eld¶aul a fent eml¶³tett teniszj¶at¶ekosok esete), ahol a f¶el-megold¶asnak is van
¶ertelme. V¶egÄul, ha egy stabil f¶el-p¶aros¶³t¶as minden p¶aratlan kÄor¶eb}ol elhagyunk
egy szerepl}ot, ¶es a ciklusok marad¶ek szerepl}oit a kÄorÄok ment¶en p¶arokba ren-
dezzÄuk, akkor egy olyan p¶aros¶³t¶ast kapunk, amely stabil a reduk¶alt halmazon.
M¶ask¶eppen fogalmazva |erre a p¶aros¶³t¶asra n¶ezve az eredeti feladatban|
minden blokkol¶o p¶arban az egyik szerepl}o a mell}ozÄott szem¶elyek kÄozÄul val¶o,
¶³gy a stabilit¶as megmaradhat, ha sikerÄul }oket valahogy kompenz¶alnunk.
A stabil p¶aros¶³t¶as modell alkalmas lehet t¶arsadalmi ¶es gazdas¶agi egyÄutt-
m}ukÄod¶esek le¶³r¶as¶ara. Jackson ¶es Watts [25] a kapcsolati h¶al¶ok alakul¶as¶at
elemezte ebben a kontextusban, m¶³g Angelov [5] a c¶egek Äosszeolvad¶as¶anak
vizsg¶alat¶ara haszn¶alta a stabil szobat¶ars probl¶em¶at. Mindk¶et esetben in-
dokolt a dinamikus szeml¶elet}u megkÄozel¶³t¶es.
A p¶aros¶³t¶as-piac dinamik¶aja
Ebben a r¶eszben Bir¶o, Cechl¶arov¶a ¶es Fleiner [9] munk¶aj¶ab¶ol ismertetem a leg-
fontosabb eredm¶enyeket. A piac dinamik¶aj¶anak vizsg¶alatakor azt a k¶erd¶est
elemezzÄuk, hogy mik¶ent v¶altozik meg a stabil egyens¶ulyi helyzet ¶uj szerepl}ok
bel¶ep¶es¶et kÄovet}oen. K¶etoldali piacok eset¶eben a folyamatot modellez}o algo-
ritmust |egy m¶as k¶erd¶es kapcs¶an| Roth ¶es Vande Vate alkotta meg [36] a
kÄovetkez}ok¶eppen:
¶Erkezzen egy ¶uj szerepl}o, v a piacra, ahol jelenleg egy Mv stabil p¶aros¶³t¶as
¶all fenn. Mi tÄort¶enik? TegyÄuk fel, hogy az ¶uj j¶at¶ekos egyenk¶ent aj¶anlatot tesz
a piac szerepl}oinek a preferenci¶aja szerint. Amennyiben senki sem fogadja el
v aj¶anlat¶at, az azt jelenti, hogy a lehets¶eges partnerei mind egy-egy jobb part-
nerrel vannak kapcsolatban, vagyis az ¶uj szerepl}o senkivel sem alkot blokkol¶o
p¶art, ¶³gy az Mv p¶aros¶³t¶as stabil marad. Amennyiben az ¶uj szerepl}o, v egy ¯¶u,
¶es aj¶anlat¶at egy u l¶any fogadja el el}oszÄor, akkor k¶et eset lehets¶eges: Amennyi-
ben u-nak nem volt p¶arja az Mv p¶aros¶³t¶asban, akkor az M = Mv [ fu; vg
egy stabil p¶aros¶³t¶as lesz az ¶uj piacon. Ha viszont u egy w ¯¶uval volt p¶arban,
akkor u ¶es w kapcsolata felbomlik, u ¶es v ÄosszejÄon egym¶assal, ¶es most w-
nek kell ¶uj p¶art keresnie mag¶anak ¶ugy, mintha }o ¶erkezett volna be a piacra.
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Vagyis Mw = M n fu; wg[ fu; vg stabil p¶aros¶³t¶as lesz, a w ¯¶u n¶elkÄuli piacon.
A mechanizmus folytat¶odik.
¶EszrevehetjÄuk, hogy ha a ¯¶uk tesznek aj¶anlatot, akkor a l¶anyok helyzete
egyre csak javul a folyamat sor¶an, m¶³g a ¯¶uk helyzete egyre rosszabbodik.
Emiatt ugyanaz az aj¶anlatt¶etel k¶etszer nem jÄohet l¶etre, az aj¶anlattev}o-vissza-
utas¶³t¶o mechanizmus biztosan v¶eget ¶er.
Egyoldali piacok eset¶en Tan ¶es Hsueh [43] alkotott egy hasonl¶o inkremen-
t¶al¶o elven m}ukÄod}o algoritmust. Az egyetlen kÄulÄonbs¶eg, hogy ezen ¶altal¶ano-
sabb esetben ciklusok t}unhetnek el illetve ¶ujak form¶al¶odhatnak. Amennyiben
az utols¶o szerepl}o, aki elfogad egy aj¶anlatot egy ciklusbeli szerepl}o, akkor a
ciklus marad¶ek r¶esze stabil p¶arokra bomlik. V¶egÄul, itt el}ofordulhat, hogy
egy szerepl}o, aki kor¶abban aj¶anlatot tett, k¶es}obb aj¶anlatot kaphat. Ebben
az esetben az aj¶anlattev}o-visszautas¶³t¶o mechanizmus v¶eg n¶elkÄul folytat¶odna,
de Tan ¶es Hsueh megmutatta, hogy ekkor az ism¶etl}od¶esben r¶eszt vev}o sze-
repl}okb}ol egy ¶uj ciklust form¶alva kaphatunk egy stabil f¶el-p¶aros¶³t¶ast az ¶uj
piacon.
Blum, Roth ¶es Rothblum [11] a szenior-poz¶³ci¶ok megÄuresed¶es¶enek-betÄol-
t¶es¶enek kontextus¶aban vizsg¶alta a k¶etoldali piacok dinamik¶aj¶at. Az aj¶anlat-
tev}o-elfogad¶o mechanizmus ¶altal kapott sorozat az ,,¶all¶aslehet}os¶egek l¶ancola-
tak¶ent" jelenik meg a munkaer}o-piacon. Megmutatt¶ak, hogy ez a folyamat
l¶enyeg¶eben megegyezik a le¶anyk¶er}o algoritmus azon v¶altozat¶aval, amelyben
az aj¶anlatt¶etelt a ¯¶uk mindig egyenk¶ent teszik. Ebb}ol a meg¯gyel¶esb}ol egy-
szer}uen ad¶odik a kÄovetkez}o fontos t¶etel:
T¶etel (Blum-Roth-Rothblum, 1997). TegyÄuk fel, hogy egy k¶etoldali p¶aros¶³t¶as-
piacon egy M0 stabil p¶aros¶³t¶as ¶all fenn ¶es n¶eh¶any ¶uj ¯¶u ¶erkezik a piacra.
Ekkor az aj¶anlattev}o-visszautas¶³t¶o mechanizmussal kapott ¶uj, M stabil p¶aro-
s¶³t¶asban minden ¯¶u vagy megmarad az M0-beli p¶arj¶aval, vagy egy rosszabb
p¶art kap, aki viszont a legjobb stabil p¶ar sz¶am¶ara az ¶uj piacon.
Az utols¶o piacra ¶erkez}o j¶at¶ekos teh¶at mindig a lehet}o legjobb p¶art kapja
meg. Blum ¶es Rothblum [12] ¶all¶³t¶asa szerint ¶altal¶aban is ¶erdemes min¶el
k¶es}obb ¶erkezni a piacra:
T¶etel (Blum-Rothblum, 2002). Egy k¶etoldali p¶aros¶³t¶as-piac stabil egyens¶ulya
alakuljon ki ¶ugy, hogy a szerepl}ok egym¶as ut¶an l¶epnek be a piacra, majd az
egyens¶uly az aj¶anlattev}o-visszautas¶³t¶o mechanizmus ¶altal jÄojjÄon l¶etre. Ameny-
nyiben k¶et bel¶ep¶esi sorrend csak annyiban kÄulÄonbÄozik, hogy k¶et j¶at¶ekos helye a
sorrendben felcser¶el}odik: az els}oben u megy be el}obb, a m¶asodikban v, akkor u
j¶at¶ekos az els}o sorrend alapj¶an kialakult stabil p¶aros¶³t¶asban nem kaphat jobb
p¶art, mint a m¶asodik sorrend alapj¶an kialakult stabil p¶aros¶³t¶asban.
V¶egÄul, nem szabad elfelejteni, hogy az aj¶anlatot elfogad¶o l¶anyok |hab¶ar
v¶egÄul a lehet}o legrosszabb p¶art kapj¶ak| helyzete javul, s}ot n¶eh¶anyuknak
biztosan jobb p¶arjuk lesz az ¶uj ¯¶u bel¶ep¶ese ut¶an, mint el}otte volt.
T¶etel (Roth-Sotomayor, 1990). TegyÄuk fel, hogy egy k¶etoldali p¶aros¶³t¶as-
piacon a l¶any-optim¶alis stabil p¶aros¶³t¶as ¶all fenn, amikor bel¶ep n¶eh¶any ¶uj ¯¶u,
¶es a l¶anyok egy L halmaza ¶uj p¶art kap. Ebben az esetben minden L-beli l¶any
164 Bir¶o P¶eter
hat¶arozottan jobb p¶art kap b¶armelyik stabil p¶aros¶³t¶asban az ¶uj piacon, mint
kapott ak¶armelyik stabil p¶aros¶³t¶asban a r¶egi piacon; tov¶abb¶a az L-beli l¶anyok
eredeti p¶arjai hat¶arozottan rosszabb p¶art kapnak b¶armely stabil p¶aros¶³t¶asban
az ¶uj piacon, mint kaptak ak¶armelyik stabil p¶aros¶³t¶asban a r¶egi piacon.
A fenti k¶etoldali piacokra vonatkoz¶o t¶etelek megfelel}oit sikerÄult igazol-
nunk egyoldali piacokra, a bizony¶³t¶as¶ahoz a kÄovetkez}o Lemm¶at haszn¶altuk:
3.1 Lemma (Kulcs-lemma). TegyÄuk fel, hogy egy ¶uj szerepl}o, v l¶ep be az egy-
oldali p¶aros¶³t¶as-piacra, ahol egy hMv stabil f¶el-p¶aros¶³t¶as ¶all fenn. Amennyi-
ben v nem alkot blokkol¶o p¶art egy u szerepl}ovel hMv-re n¶ezve, akkor v nem
alkothat stabil p¶art u-val az ¶uj piacon.
Stabil p¶aros¶³t¶asi probl¶em¶ak bonyolults¶aga
A stabil p¶aros¶³t¶asi probl¶em¶akat is alapvet}oen k¶et csoportba tudjuk osztani
a bonyolults¶aguk szerint: vannak olyanok, amelyek megoldhat¶ok polinom
id}oben, illetve olyanok, melyek NP-nehezek.5 A kÄovetkez}okben n¶egy szem-
pont szerint oszt¶alyozva ismertetem }oket.
A feladatot kit}uzhetjÄuk p¶aros gr¶afokra, illetve tetsz}olegesekre. A preferen-
ci¶ak lehetnek szigor¶uak, illetve megengedhetÄunk preferencia-egyez¶eseket (ez
ut¶obbi esetben is akkor lesz egy ¶el blokkol¶o, ha mindk¶et v¶egpontja szigor¶uan
prefer¶alja azt). A k¶erd¶esfeltev¶es szerint a feladat lehet egy stabil p¶aros¶³t¶as
megtal¶al¶asa, avagy egy olyan p¶aros¶³t¶as megkeres¶ese, amelyre n¶ezve a blokkol¶o
¶elek sz¶ama minim¶alis. V¶egÄul a p¶aros¶³t¶asok halmaz¶at megszor¶³thatjuk a maxi-
m¶alis m¶eret}uekre.
Adjunk egy M ahol p¶aros gr¶af tetsz}oleges gr¶af
p¶aros¶³t¶ast, ahol M szigor¶u pref nem szigor¶u szigor¶u pref nem szigor¶u
M tetsz Polinomi¶alis Polinomi¶alis Polinomi¶alis NP-neh¶ez(1)
stabil max Polinomi¶alis NP-neh¶ez(2) Polinomi¶alis (NP-neh¶ez)
a blokkol¶o ¶elek tetsz Polinomi¶alis Polinomi¶alis NP-neh¶ez(3) (NP-neh¶ez)
sz¶amaM-re min max NP-neh¶ez(4) (NP-neh¶ez) (NP-neh¶ez) (NP-neh¶ez)
Azt, hogy NP-teljes azon k¶erd¶es eldÄont¶ese, hogy l¶etezik-e stabil p¶aros¶³t¶as
nem-szigor¶u preferenci¶ak eset¶en (1) el}oszÄor Ronn [30] mutatta meg, majd
k¶es}obb Irving ¶es Manlove [24] adott r¶a alternat¶³v bizony¶³t¶ast. Annak a
probl¶em¶anak az NP-teljes volt¶at, hogy a maxim¶alis m¶eret}u p¶aros¶³t¶asok kÄozÄott
l¶etezik-e stabil, p¶aros gr¶afok eset¶en, nem-szigor¶u preferenci¶akra (2) Manlove
¶es t¶arsai [29] l¶att¶ak be.
A blokkol¶o ¶elek minim¶alis sz¶am¶anak meghat¶aroz¶as¶anak (3) neh¶ezs¶eg¶et
tetsz}oleges gr¶afok eset¶en Abraham, Bir¶o ¶es Manlove [3] l¶att¶ak be. Azt pedig,
5Ha ez ut¶obbiak kÄozÄul b¶armelyikr}ol kiderÄulne, hogy megoldhat¶o polinom id}oben, akkor
az Äosszes NP-teljes probl¶ema is megoldhat¶o volna. Ezt az esetet a sz¶am¶³t¶astudom¶any
szak¶ert}oi nem tartj¶ak val¶osz¶³n}unek. A pontos de¯n¶³ci¶o megtal¶alhat¶o R¶onyai, Ivanyos ¶es
Szab¶o [31] kÄonyv¶eben.
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hogy ez a feladat p¶aros gr¶afokra is neh¶ez, ha megkÄoveteljÄuk, hogy a p¶aros¶³t¶as
maxim¶alis m¶eret}u legyen (4) Manlove bizony¶³totta a kÄozelm¶ultban. S}ot,
mindk¶et esetben az is bebizony¶³tott¶ak, hogy az eml¶³tett ¶ert¶ekeknek m¶eg a
kÄozel¶³t¶es¶ere sincs rem¶eny.6
Egyoldali p¶aros¶³t¶o-programok
A legtÄobbszÄor alkalmazott egyoldali p¶aros¶³t¶o-program val¶osz¶³n}uleg a sakk-
versenyeken haszn¶alt p¶aros¶³t¶o-szoftver, amely a verseny minden fordul¶oj¶aban
eldÄonti, hogy ki kivel j¶atsszon. Mivel a verseny v¶egs}o c¶elja a gy}oztes ki-
hirdet¶ese, ez¶ert tal¶an ¶erthet}o, hogy a sorsol¶ast ir¶any¶³t¶o proced¶ura el}oszÄor
mindig a versenyben vezet}o j¶at¶ekosnak keres megfelel}o ellenfelet, majd ¶³gy
folytatja tov¶abb, kÄulÄon ¯gyelmet ford¶³tva arra, hogy a v¶eg¶en lehet}oleg min-
denki kapjon p¶art. B¶ar tÄort¶ent egy k¶³s¶erlet [27] annak elemz¶es¶ere, hogy a
hivatalos algoritmus helyett ink¶abb stabil p¶aros¶³t¶ast keressen a program, de
v¶elem¶enyem szerint ennek csak akkor lenne ¶ertelme, ha a versenyz}ok c¶elja nem
a gy}ozelem, hanem a sz¶amukra kedvez}o partnerekkel tÄort¶en}o j¶at¶ek volna.
Egy m¶asik alkalmaz¶asi terÄulet lehet az oszthatatlan javak p¶aronk¶enti cse-
r¶eje. Ebben az esetben minden szerepl}onek pontosan egy dolog van a bir-
tok¶aban, amit kicser¶elhetnek egym¶as kÄozÄott egy l¶ep¶esben. Egy relev¶ans al-
kalmaz¶asi lehet}os¶egk¶ent vizsg¶alta Yuan [44] az ¶allami b¶erlak¶asok cser¶ej¶et,
amely a r¶egi szovjet-t¶³pus¶u rendszerekben, ¶es a mai K¶³n¶aban sem k¶epezheti
piaci ad¶as-v¶etel t¶argy¶at. Hasonl¶o jelleg}u, de a vil¶agon mindenÄutt el}ofordul¶o
probl¶ema kezel¶es¶ere szolg¶alnak a p¶aronk¶enti vesecser¶ek koordin¶al¶as¶ara l¶et-
rehozott egyoldali p¶aros¶³t¶o-programok. Err}ol a probl¶emakÄorr}ol ¶³rok most
b}ovebben a fejezet z¶ar¶asak¶ent.
Ha egy beteg ¶es a potenci¶alis donorja (tipikusan egy h¶azasp¶ar) kÄozÄott
immunol¶ogiai okokb¶ol nem lehets¶eges az ¶atÄultet¶es, de van egy hasonl¶o prob-
l¶em¶akkal kÄuzd}o m¶asik p¶ar, ¶es keresztben nincs immunol¶ogiai probl¶ema, akkor
elk¶epzelhet}ov¶e v¶alhat a p¶arok kÄozti vesecsere. N¶eh¶any elszigetelt eset ut¶an
az elm¶ult ¶evekben tÄobb fejlett orsz¶agban hivatalos programokat ind¶³tottak a
vesecser¶ek koordin¶al¶as¶ara.
A programok deklar¶alt c¶eljai ¶es az alkalmazott modellek kÄozÄott azonban
jelent}os kÄulÄonbs¶egek lehetnek. A legtÄobb ma m}ukÄod}o programban, a ves¶ehez
jut¶o betegek sz¶am¶at maximaliz¶alj¶ak. Ez egy maxim¶alis m¶eret}u p¶aros¶³t¶as fela-
dathoz vezet azon a gr¶afon, melynek cs¶ucsai a beteg-donor p¶arok, ¶es ¶el akkor
fut kÄozÄottÄuk, ha lehets¶eges a kereszt-don¶aci¶o (l¶asd a [37] ¶es a [38] cikkeket).
Enn¶el ki¯nomultabb m¶odszer, ha nem csak elfogadhat¶o ¶es nem elfogadhat¶o
ves¶eket kÄulÄonbÄoztetÄunk meg, hanem azt is vizsg¶aljuk, hogy egy vese ,,mennyi-
re j¶o" az adott betegnek. Ennek m¶er}osz¶ama lehet a beÄultetett szerv v¶arhat¶o
¶elettartama. A probl¶ema matematikailag egy s¶ulyozott p¶aros¶³t¶as feladatra
6Az NP-neh¶ez probl¶em¶ak egy r¶esze kÄozel¶³thet}o addit¶³v vagy multiplikat¶³v hib¶aval. Az
¶elkromatikus sz¶am p¶eld¶aul minden gr¶af eset¶en vagy egyenl}o a maxim¶alis foksz¶ammal, vagy
enn¶el eggyel nagyobb. A lefog¶o pontok sz¶am¶anak minimuma pedig felÄulr}ol becsÄulhet}o a
maxim¶alis p¶aros¶³t¶as m¶eret¶enek k¶etszeres¶evel, amely m¶ar polinom id}oben kisz¶am¶³that¶o. A
k¶erd¶eskÄorr}ol b}ovebb le¶³r¶ast tal¶alhat az Olvas¶o Jord¶an, Recski ¶es Szeszl¶er [26] kÄonyv¶eben.
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vezet (ezt a m¶odszert alkalmazz¶ak Ohio ¶allamban, az elm¶eleti h¶att¶ert l¶asd a
[40] cikkben.) V¶egÄul nem elhanyagolhat¶o etikai ¶ervek sz¶olnak a stabil meg-
old¶as alkalmaz¶asa mellett is, ahol nincs k¶et olyan p¶ar, akik kÄolcsÄonÄosen jobb
es¶elyeket kapn¶anak, ha egym¶assal cser¶eln¶enek a programon k¶³vÄul.7
4 Ki¯zet¶eses modellek, NTU/TU-j¶at¶ekok
Ki¯zet¶eses modellekr}ol akkor besz¶elÄunk, ha megengedjÄuk, hogy a l¶etrejÄott
p¶arok illetve t¶arsul¶asok tagjai valamilyen form¶aban kompenz¶alj¶ak egym¶ast.
K¶et dolgot kÄovetelÄunk meg: egyr¶eszt mindenki pontosan meg tudja hat¶arozni
mekkora hasznoss¶agot jelent neki egy lehets¶eges partnerkapcsolatban val¶o
r¶eszv¶etel, m¶asr¶eszt feltesszÄuk, hogy l¶etezik egy olyan ¶atv¶althat¶o hasznoss¶ag¶u
¶aru, amely ¶atadhat¶o a kapcsolatban l¶ev}o szerepl}ok kÄozÄott, ¶es a transzfer
r¶ev¶en ugyanannyival csÄokken az azt ¶atad¶o f¶el hasznoss¶aga, mint amennyivel
a fogad¶o f¶el hasznoss¶aga n}o.
A stabil p¶aros¶³t¶asi modellek ki¯zet¶eses v¶altozat¶anak megold¶asa ez¶ert min-
dig k¶et elem}u: megadjuk, hogy mely p¶arok alakulnak meg ¶es mennyi hasznos-
s¶agot adtak ¶at egym¶asnak a szerepl}ok. A stabilit¶as felt¶etele, hogy ne legyen
olyan megval¶osulatlan (blokkol¶o) p¶ar, melynek tagjai mind jobban j¶arn¶anak,
ha a partnerkapcsolatuk l¶etrejÄonne ¶es megfelel}o ki¯zet¶esekkel kompenz¶aln¶ak
egym¶ast.
Az i szerepl}o hasznoss¶ag¶at egy fi; jg kapcsolatban jelÄoljÄuk ui(fi; jg)-vel.
Egy M p¶aros¶³t¶as eset¶en az ¶atadott ki¯zet¶eseket gy}ujtsÄuk egy p(M) vektorba,
melynek i-edik koordin¶at¶aja, pi(M) jelentse azt a (pozit¶³v vagy negat¶³v) tran-
szfert, amelyet az i-edik j¶at¶ekos kapott. Transzfert csak M -beli p¶arok adhat-
nak egym¶asnak, ¶es egy fi; jg p¶aron belÄul a transzferek Äossz¶ert¶eke term¶eszete-
sen nulla, vagyis pi(M)+pj(M) = 0. Ha egy szerepl}o nem eleme egy p¶arnak,
akkor ¶ertelemszer}uen nem lehet ki¯zet¶ese, vagyis pi(M) = 0 minden M -ben
nem szerepl}o i-re. Egy i j¶at¶ekos Äosszhaszn¶at hi-vel jelÄolve teh¶at hi = 0, ha i
nincs p¶aros¶³tva, ¶es hi = ui(fi; jg) + pi(M), ha i szerepl}o a j-vel alkot p¶art ¶es
pi(M) transzfert kap t}ole.
Egy [M; p(M)] p¶art stabil megold¶asnak nevezÄunk, ha nem l¶etezik olyan
megval¶osulatlan fa; bg blokkol¶o p¶ar, hogy ua(fa; bg) + ub(fa; bg) > ha + hb.
Ekkor ugyanis a-nak ¶es b-nek ¶erdek¶eben ¶allna kil¶epni az M -beli kapcsolataib¶ol
¶es ¶uj p¶art alkotni, majd az a-t¶ol b-nek juttatott ua(fa; bg) ¡ ha ¶es hb ¡
ub(fa; bg) kÄozÄotti hasznoss¶ag ¶atad¶as¶aval mindketten jobban j¶arn¶anak.
Bevezet¶esk¶eppen l¶assunk k¶et p¶eld¶at egy-egy h¶aromszem¶elyes stabil p¶aro-
s¶³t¶asi probl¶em¶ara ki¯zet¶essel ¶es ki¯zet¶es n¶elkÄul. (Az el¶erhet}o hasznoss¶agok
¶abr¶azol¶as¶anak meg¶ert¶es¶ehez seg¶³ts¶eget ny¶ujthat a 3. ¶abra ¶es annak magyar¶a-
zata.)
7Fontos m¶eg megeml¶³teni, hogy a cser¶ek nem csak p¶aronk¶ent kivitelezhet}ok, hanem
elvileg hosszabb kÄorÄokben is. Azonban ¶erthet}o okokb¶ol az Äosszes m}ut¶etet egy id}oben
kell v¶egrehajtani, ¶³gy ha h¶arom p¶ar cser¶el egy kÄorben, akkor m¶ar 6 m}ut}ore ¶es orvos-
csoportra van szÄuks¶eg egyszerre. Ennek ellen¶ere p¶eld¶aul az amerikai NEPKE programban
a h¶armas-cser¶ek is megengedettek. Ekkor a megfelel}o matematikai probl¶em¶ak sok esetben
bizony¶³tottan neh¶ezz¶e v¶alhatnak (l¶asd [10] ¶es [8]).
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3. P¶elda. A h¶arom szerepl}o hasznoss¶aga a p¶arkapcsolatokban legyen a
kÄovetkez}o: ua(fa; bg) = 6, ub(fa; bg) = 3, ub(fb; cg) = 4, uc(fb; cg) = 1,
uc(fc; ag) = 2, ua(fc; ag) = 1.
Az 1. ¶abr¶an l¶athat¶o, hogy a ki¯zet¶es n¶elkÄuli esetben nem l¶etezik stabil
p¶aros¶³t¶as, illetve, hogy a ki¯zet¶eses esetben az fa; bg egy stabil p¶art alkot ha
a 2 ¶es 3 kÄozÄotti hasznoss¶agot ¶atad b-nek.
1. ¶abra. A p¶arok hasznoss¶agai ¶es a stabil megold¶as a ki¯zet¶eses esetben
4. P¶elda. A h¶arom szerepl}o hasznoss¶aga a p¶arkapcsolatokban legyen a
kÄovetkez}o: ua(fa; bg) = 2, ub(fa; bg) = 3, ub(fb; cg) = 2, uc(fb; cg) = 1,
uc(fc; ag) = 2, ua(fc; ag) = 1.
2. ¶abra. A p¶arok hasznoss¶agai ¶es a stabil megold¶as a ki¯zet¶es n¶elkÄuli esetben
A fenti ¶abr¶an l¶athat¶o, hogy a ki¯zet¶es n¶elkÄuli esetben az fa; bg egy stabil
p¶ar, illetve, hogy a ki¯zet¶eses esetben nem l¶etezik stabil megold¶as. Ennek
ok¶at a k¶es}obbiekben r¶eszletezem.
Term¶eszetes feltev¶es, hogy a szerepl}ok egy csoportja ne csak egyf¶elek¶eppen
tudjon egyÄuttm}ukÄodni. ¶Eletszer}u Cechl¶arov¶a ¶es Ferkov¶a p¶eld¶aja [13] a repÄu-
l}og¶ep-pil¶ot¶ak p¶aros¶³t¶as¶ar¶ol. Itt ugyanis egy p¶ar beoszt¶asakor igen elt¶er}o le-
het a kapcsolat meg¶³t¶el¶ese a pil¶ot¶ak r¶esz¶er}ol, att¶ol fÄugg}oen, hogy melyikÄuket
tett¶ek meg els}o- illetve m¶asodpil¶ot¶anak. Hasonl¶ok¶eppen k¶et lehets¶eges kap-
csolat lehet k¶et sakkj¶at¶ekos kÄozÄott egy sakkverseny egy fordul¶oj¶aban, att¶ol































haz¶ankban egy di¶ak ¶es az egyetem egy szakja kÄozÄott, hiszen kÄolts¶egt¶er¶³t¶eses
¶es ¶allamilag ¯nansz¶³rozott form¶aban is ig¶enybe lehet venni az oktat¶ast. A
j¶at¶ekelm¶elet egy klasszikus p¶eld¶aja a h¶azasp¶ar esete, ahol a f¶erj ink¶abb a
focimeccsre, a feles¶eg pedig balettre menne, de persze legink¶abb egym¶as t¶ar-
sas¶ag¶aban.
Meggondolhat¶o, hogy tÄobbf¶ele egyÄuttm}ukÄod¶es jÄohet l¶etre puszt¶an aszerint
is, hogy az egyes szerepl}ok mekkora er}ofesz¶³t¶est ford¶³tanak a kapcsolatra.
Illetve ennek egyszer}us¶³tett v¶altozatak¶ent a szerepl}ok ¶atv¶althat¶o hasznoss¶ag¶u
j¶osz¶ag ¶atad¶as¶aval, transzferrel szint¶en tetsz}oleges m¶ert¶ekben m¶odos¶³thatj¶ak
egym¶as hasznoss¶ag¶at egy kapcsolatban. MegjegyezzÄuk, hogy a folytonosan
v¶altoz¶o el¶erhet}o hasznoss¶agok halmaza j¶ol kÄozel¶³thet}o diszkr¶et kimenetekkel.
A kÄovetkez}o, 3. ¶abr¶an egy p¶ar lehets¶eges egyÄuttm}ukÄod¶eseinek n¶egy eset¶et
mutatjuk be, a kapcsol¶od¶o szem¶elyes hasznoss¶agok megjelen¶³t¶es¶evel. Az els}o
esetben csak egyfajta egyÄuttm}ukÄod¶es lehet a k¶et f¶el kÄozÄott. A m¶asodikban
k¶etf¶ele. A harmadikban sokf¶ele lehet, az el¶erhet}o hasznoss¶agok ak¶ar foly-
tonosan is v¶altozhatnak, ezt kÄozel¶³thetjÄuk v¶eges sok lehets¶eges kimenettel.
V¶egÄul a negyedik p¶elda az ¶atv¶althat¶o hasznoss¶ag¶u esetet mutatja, ahol a k¶et
f¶el egyÄuttm}ukÄod¶es¶enek van egy maxim¶alis Äosszhaszna, amelyet egym¶as kÄozÄott
tetsz}olegesen eloszthatnak. P¶arkapcsolatok eset¶en a tÄobbf¶ele egyÄuttm}ukÄod¶est
p¶arhuzamos ¶elek beh¶uz¶as¶aval tudjuk modellezni, ha gr¶a®al reprezent¶aljuk a
kapcsolati rendszereket.
3. ¶abra. Hasznoss¶agfÄuggv¶enyek egy p¶arkapcsolatban
¶Atv¶althat¶o hasznoss¶ag n¶elkÄuli j¶at¶ekok
Egy ¶atv¶althat¶o hasznoss¶ag n¶elkÄuli j¶at¶ek, rÄoviden NTU-j¶at¶ek, megadhat¶o egy
(N; V ) p¶arral, ahol N = f1; 2; . . . ; ng a j¶at¶ekosok halmaza ¶es V a ki¯zet¶es-
fÄuggv¶eny, amely minden S µ N t¶arsul¶ashoz hozz¶arendel egy IRS-beli V (S)
halmazt, ¶ugy hogy V (;) = ; ¶es minden S µ N; S 6= ;-re:
a) V (S) egy nemÄures ¶es z¶art halmaza IRS-nek
b) ha x 2 V (S) ¶es y · x, akkor y 2 V (S)
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Minden j¶at¶ekos r¶eszt vesz a j¶at¶ekban, ez¶ert a j¶at¶ek kimenete egy V (N)-
beli vektor, melynek koordin¶at¶ai az egyes j¶at¶ekosok el¶ert hasznoss¶ag¶at jelen-
tik. Term¶eszetesen k¶et kimenet kÄozÄul minden j¶at¶ekos azt prefer¶alja, ame-
lyikben a hasznoss¶aga nagyobb. A j¶at¶ek egy x 2 V (N) kimenete benne
van a j¶at¶ek magj¶aban, ha nem l¶etezik olyan (blokkol¶o) S t¶arsul¶as ¶es a tagjai
¶altal el¶erhet}o y 2 V (S) kimenet, melyre yi > xi minden i 2 S-re. Teh¶at
a j¶at¶ekosok egyik csoportj¶anak sem ¶eri meg kil¶epni a nagykoal¶³ci¶ob¶ol, mert
Äonmagukban nem tudn¶anak olyan kimenetet el¶erni, amelyben minden sze-
repl}ojÄuk nagyobb haszonra tehet szert.
Term¶eszetes felt¶etelk¶ent jelentkezhet a szuperadditivit¶as, amely egy NTU-
j¶at¶ekra megkÄoveteli, hogy tetsz}oleges k¶et S; T µ N , S \ T = ; t¶arsul¶asra
V (S) [ V (T ) µ V (S [ T ) teljesÄuljÄon.
Tov¶abbi specializ¶al¶as ut¶an de¯ni¶alhatjuk a part¶³cion¶al¶asi j¶at¶ekot. Itt
feltesszÄuk, hogy adva van a lehets¶eges alapt¶arsul¶asoknak egy B µ 2N hal-
maza, melynek r¶esze minden fig, i 2 N egyszerepl}os t¶arsul¶as (mindenkinek
meghagyjuk a jogot, hogy egyedÄul maradjon). Egy tetsz}oleges S t¶arsul¶as
¶altal legyen el¶erhet}o egy x 2 IRS ki¯zet¶es, akkor ¶es csak akkor ha l¶etezik az
S halmaznak egy olyan Bi 2 B alapt¶arsul¶asokb¶ol ¶all¶o B1 [B2 [ . . . [Bk = S
part¶³ci¶oja, hogy minden ebben r¶esztvev}o Bi t¶arsul¶asra az x kimenetb}ol Bi
szerepl}oinek jut¶o ki¯zet¶es V (Bi)-ben legyen. Ha S µ N -re ¦B(S)-el jelÄoljÄuk
a B alapt¶arsul¶asokb¶ol el}o¶all¶³that¶o part¶³ci¶ok halmaz¶at az S szerepl}oin, akkor
tÄomÄorebb kifejez¶essel:
V (S) = fx 2 IRS : 9¼ 2 ¦B; Bi 2 ¼; x 2 V (B1) £ V (B2) £ . . . £ V (Bk)g
A part¶³cion¶al¶asi j¶at¶ek nagy el}onye, hogy egy kimenet magbeli volt¶anak
vizsg¶alatakor el¶eg csak az alapt¶arsul¶asokra ellen}orizni a stabilit¶asi felt¶etelt.
Igaz ugyanis a kÄovetkez}o t¶etel:
T¶etel. Egy part¶³cion¶al¶asi j¶at¶ekban az x kimenet akkor ¶es csakis akkor mag-
beli, ha nem l¶etezik blokkol¶o B alapt¶arsul¶as (vagyis egy B 2 B ¶es egy y 2
V (B), hogy yi > xi minden i 2 B-re).
A bizony¶³t¶ashoz azt kell csak megmutatni, hogy ha az adott x kimenetre
van egy tetsz}oleges S blokkol¶o t¶arsul¶as, akkor van egy B blokkol¶o alapt¶arsul¶as
is. Ez viszont nyilv¶anval¶o, hiszen az S t¶arsul¶as ¶altal el¶ert y 2 V (S) egy
alapkoal¶³ci¶okb¶ol ¶all¶o part¶³ci¶oval val¶os¶³that¶o meg, teh¶at az ebben szerepl}o
b¶armelyik B alapt¶arsul¶as is blokkol¶o lesz.
Az alapt¶arsul¶asok ¶altal el¶erhet}o ki¯zet¶esekre tett er}os megkÄot¶essel kap-
hatjuk meg a part¶³cion¶al¶asi j¶at¶ekok speci¶alis esetek¶ent a t¶arsul¶asi j¶at¶ekot.
FeltesszÄuk, hogy minden B 2 B t¶arsul¶asra l¶etezik egy v(B) 2 IRB ki¯zet¶es,
hogy a B ¶altal el¶erhet}o m¶as ki¯zet¶esekben egyik B-beli j¶at¶ekos sem kaphat
tÄobbet. Vagyis
V (B) = fx 2 IRB : x · v(B)g
A t¶arsul¶asi j¶at¶ekokban teh¶at nem k¶erd¶es, hogy egy t¶arsul¶as, ha megalakul,
akkor mekkora ki¯zet¶est kapnak bel}ole a tagok. (Ezt ¶ertelmezhetjÄuk ¶ugy is,
hogy csak egy lehets¶eges form¶aja van minden koal¶³ci¶os egyÄuttm}ukÄod¶esnek.)
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¶Igy a j¶at¶ek kimenet¶en el¶eg m¶ar csak azt ¶ertenÄunk, hogy mely alapt¶arsul¶asok
jÄottek l¶etre, a t¶enyleges ki¯zet¶esek ebb}ol egy¶ertelm}uen meghat¶aroz¶odnak. A
t¶arsul¶asi j¶at¶ek kimenetel¶et ez¶ert h¶³vhatjuk egyszer}uen part¶³ci¶onak.
Ebb}ol kifoly¶olag viszont az egyes szerepl}ok term¶eszetes m¶odon tudnak egy
rangsort fel¶all¶³tani az alapt¶arsul¶asok kÄozÄott, amelyben tagok lehetnek: min-
denki azt a t¶arsul¶ast prefer¶alja, ahol a t¶arsul¶as megval¶osul¶asa eset¶en nagyobb
lesz a ki¯zet¶ese. Form¶alisan: ha i 2 Bk ¶es i 2 Bl, akkor Bk ·i Bl ()
vi(Bk) · vi(Bl).
A t¶arsul¶asi j¶at¶ek kimenete, egy ¼ part¶³ci¶o pontosan akkor lesz benne a
j¶at¶ek magj¶aban, ha nincs blokkol¶o alapt¶arsul¶as, vagyis egy olyan l¶etre nem
jÄott t¶arsul¶as, melynek tagjai egy¶ertelm}uen jobban j¶arn¶anak a t¶arsul¶as meg-
val¶osul¶as¶aval, mint a jelenlegi part¶³ci¶oban. Prec¶³zebben fogalmazva, jelÄoljÄuk
B¼[i]-vel azt a t¶arsul¶ast, amelynek az i j¶at¶ekos tagja a ¼ part¶³ci¶oban. De¯n¶³ci¶o
szerint akkor ¶es csakis akkor blokkolja egy B 2 B t¶arsul¶as a kimenetet, ha
minden i 2 B-re vi(B¼[i]) < vi(B), ami a fentiek szerint ekvivalens azzal,
hogy B¼ [i] <i B.
A t¶arsul¶asi j¶at¶ekokat a fentiek miatt de¯ni¶alhatjuk ¶ugy is, hogy minden
szerepl}onek csup¶an a preferenci¶ait adjuk meg azon alapt¶arsul¶asok felett, ame-
lyeknek tagja lehet. A j¶at¶ek mag-beli kimenet¶et pedig egyszer}uen nevezhetjÄuk
stabil part¶³ci¶onak. Amennyiben minden alapkoal¶³ci¶o csak k¶etelem}u lehet,
akkor speci¶alis esetk¶ent megkapjuk a stabil p¶aros¶³t¶as probl¶em¶at.
¶Atv¶althat¶o hasznoss¶ag¶u j¶at¶ekok
Egy j¶at¶ek ¶atv¶althat¶o hasznoss¶ag¶u, rÄoviden TU-j¶at¶ek, ha megadhat¶o egy (N;v)
p¶arral, ahol v most egy hasznoss¶ag-fÄuggv¶eny, amely minden S µ N t¶arsul¶ashoz
egy v(S) 2 IR ¶ert¶eket rendel hozz¶a, amely a t¶arsul¶as ¶altal el¶erhet}o Äosszki¯zet¶est
jelenti. Ezen osztozhatnak a t¶arsul¶as tagjai. Meggondolhat¶o, hogy minden
TU-j¶at¶ek fel¶³rhat¶o NTU-j¶at¶ekk¶ent is a kÄovetkez}o hozz¶arendel¶essel: V (S) =
fx 2 IRS : Pi2S xi · v(S)g minden S µ N; S 6= ;-re.
¶Atv¶althat¶o hasznoss¶ag¶u j¶at¶ekokn¶al, ha az x(S) =
P
i2S x(i) jelÄol¶est hasz-
n¶aljuk, akkor a j¶at¶ek kimenete egy x(N) · v(N) megval¶os¶³that¶o ki¯zet¶es. Ha
x(N) ¸ v(N) ¶es minden i szerepl}ore teljesÄul a xi ¸ v(fig) felt¶etel (vagyis
senki sem kap kevesebb ki¯zet¶est, mint amit egyedÄul is el tud ¶erni), akkor a
kimenetet eloszt¶asnak nevezzÄuk. Egy eloszt¶as benne van a j¶at¶ek magj¶aban, ha
x(S) ¸ v(S) minden S t¶arsul¶asra. A szuperadditivit¶asi felt¶etel TU-j¶at¶ekokra
a v(S) + v(T ) · v(S [ T ) egyenl}otlens¶egnek felel meg.
A mag-megold¶as l¶etez¶es¶enek szÄuks¶eges ¶es el¶egs¶eges felt¶etel¶et pontosan
meg lehet hat¶arozni. A t¶arsul¶asok egy S µ 2N rendszer¶et kiegyens¶ulyozottnak




teljesÄul minden i j¶at¶ekosra. Egy j¶at¶ek kiegyens¶ulyozott, ha minden kiegyen-
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egyenl}otlens¶eg. A t¶emakÄor tal¶an legh¶³resebb ¶all¶³t¶asa a kÄovetkez}o t¶etel:
T¶etel (Bondareva-Shapley). Egy TU-j¶at¶ek magja akkor ¶es csakis akkor nem
Äures, ha a j¶at¶ek kiegyens¶ulyozott.
A part¶³cion¶al¶asi TU-j¶at¶ekokra egy S t¶arsul¶as ¶ert¶eke megegyezik a benne
szerepl}o j¶at¶ekosokb¶ol kialak¶³tott legnagyobb Äossz¶ert¶ek}u alapt¶arsul¶asokb¶ol ¶all¶o
part¶³ci¶o ¶ert¶ek¶evel:
v(S) = maxfv(B1) + v(B2) + . . . + v(Bk) : ¼ 2 ¦B;Bi 2 ¼g
Itt is igaz, hogy egy x eloszt¶as pontosan akkor mag-megold¶as, ha nincs
blokkol¶o alapt¶arsul¶as (vagyis, ha x(B) ¸ v(B) minden B 2 B-re). Ez vi-
szont azt jelenti, hogy ha ¼ egy olyan part¶³ci¶oja N -nek, amelyre a maximum
felv¶etetik, akkor minden Bi 2 ¼-re x(Bi) = v(Bi). Teh¶at, ha a j¶at¶ek magja
nem Äures, akkor egy magbeli x eloszt¶as megval¶os¶³that¶o, ¶ugy is hogy az x(N)
Äossz¶ert¶ek}u ¼ part¶³ci¶o minden egyes Bi alapt¶arsul¶as¶anak tagjai egym¶ast kÄozÄott
|a t¶arsul¶asokon belÄul| osztj¶ak fel az ¶altaluk l¶etrehozott hasznoss¶agot.
Hasonl¶ok¶eppen, meg lehet mutatni, hogy egy part¶³cion¶al¶asi j¶at¶ek kiegyen-
s¶ulyozotts¶ag¶ahoz el¶eg csak az alapt¶arsul¶asokb¶ol ¶all¶o S0 µ B kiegyens¶ulyozott

























ahol S0 szint¶en kiegyens¶ulyozott a ¸0S s¶ulyokkal. A j¶at¶ek magj¶anak l¶etez¶es¶enek
szÄuks¶eges ¶es el¶egs¶eges felt¶etele teh¶at ¶ertelemszer}uen egyszer}usÄodik.
Ha az alapt¶arsul¶asok legfeljebb csak k¶etelem}uek, akkor a part¶³cion¶al¶asi
TU-j¶at¶ek term¶eszetes m¶odon megfeleltethet}o egy stabil p¶aros¶³t¶as probl¶ema
ki¯zet¶eses v¶altozat¶anak. Ugyanis, ha egy fi; jg lehets¶eges p¶ar ¶ert¶eke v(fi; jg) =
ui(fi; jg)+ uj(fi; jg), ¶es az x eloszt¶asb¶ol az i-edik j¶at¶ekos r¶eszesed¶ese term¶e-
szetes m¶odon megfelel a j¶at¶ekos Äosszhasznoss¶ag¶anak, xi = hi = ui + pi(M),
akkor, ha x(N) egy mag-eloszt¶as az el}obbiben, akkor az x(N) = v(N) ¶ert¶eket
megval¶os¶³t¶o M p¶aros¶³t¶as stabil lesz pi(M) = xi ¡ v(BM [i]) ki¯zet¶es mellett
az ut¶obbiban.
Amennyiben a k¶etelem}u alaphalmazokb¶ol k¶epzett gr¶af p¶aros, akkor a
|stabil h¶azass¶ag probl¶ema ki¯zet¶eses v¶altozat¶anak megfelel}o| feladatot
hozz¶arendel¶esi j¶at¶eknak nevezzÄuk. Err}ol Shapley ¶es Shubik [41] l¶atta be 1972-
ben, hogy kiegyens¶ulyozott, ez¶ert a magja nem Äures. L¶assuk v¶egÄul ennek egy
ekvivalens bizony¶³t¶as¶at Egerv¶ary 1931-es t¶etele szerint.
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Legyen adva a G gr¶af minden e ¶el¶ehez egy w(e) s¶uly. Egy p¶aros¶³t¶as Äossz-
s¶uly¶an a p¶aros¶³t¶asban szerepl}o ¶elek s¶ulyainak Äosszeg¶et ¶ertjÄuk. A maxim¶alis
Äosszs¶uly¶u p¶aros¶³t¶as Äosszs¶uly¶at jelÄoljÄuk ºw(G)-vel. Egy c : V =) RV ¶ert¶ek-
ad¶ast a cs¶ucsokon nevezzÄunk fed¶esnek, ha minden e = fu; vg ¶elre c(u)+c(v) ¸
w(e) teljesÄul. Egy fed¶es ¶ert¶eke a cs¶ucsok ¶ert¶ekeinek Äosszege. A minim¶alis ¶er-
t¶ek}u fed¶es ¶ert¶ek¶et jelÄoljÄuk ¿¤w(G)-vel.
Nyilv¶anval¶o, hogy ha M egy maxim¶alis Äosszs¶uly¶u p¶aros¶³t¶as, akkor ak¶ar
csak az M ¶eleinek fed¶es¶ere is kell egy ekkora ¶ert¶ek}u fed¶es, ez¶ert ºw(G) ·
¿¤w(G) teljesÄul minden G gr¶afra. Egerv¶ary Jen}o [15] |K}onig t¶etel¶enek ¶alta-
l¶anos¶³t¶asak¶ent| bel¶atta, hogy a k¶et param¶eter kÄozÄott egyenl}os¶eg ¶all fenn, ha
a gr¶af p¶aros.
T¶etel (Egerv¶ary, 1931). Ha G p¶aros gr¶af, akkor ºw(G) = ¿¤w(G).
A gr¶afelm¶eleti ¶es j¶at¶ekelm¶eleti megfontol¶asok kÄozÄott a kÄovetkez}o megfelel-
tet¶es adhat¶o: Minden e = fi; jg ¶elen legyen akkora w(e) s¶uly, amekkora
az adott fi; jg p¶ar v(fi; jg) ¶ert¶eke. A j¶at¶ek v(N) ¶ert¶eke ebben az eset-
ben egyenl}o ºw(G)-vel, vagyis a maxim¶alis Äosszs¶uly¶u p¶aros¶³t¶as ¶ert¶ek¶evel.
Egerv¶ary t¶etele szerint p¶aros gr¶afban mindig van ugyanekkora ¶ert¶ek}u fed¶es
is. Ennek kÄovetkezm¶enye, hogy egy c minim¶alis ¶ert¶ek}u fed¶esnek kÄolcsÄonÄosen
egy¶ertelm}uen megfelel egy x mag-eloszt¶as (hiszen a c(i) + c(j) ¸ w(fi; jg)
fed¶es-felt¶etel az x(i) + x(j) ¸ v(fi; jg) mag-felt¶etellel ekvivalens). Egerv¶ary
t¶etele teh¶at pontosan a hozz¶arendel¶esi j¶at¶ek kiegyens¶ulyozotts¶ag¶at igazolja.
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Ha a stabil szobat¶ars probl¶ema ki¯zet¶eses v¶altozat¶at tekintjÄuk, akkor an-
nak megoldhat¶os¶aga a fentiekhez hasonl¶ok¶eppen azon m¶ulik, hogy a megfelel}o
s¶ulyozott gr¶afban a maxim¶alis Äosszs¶uly¶u p¶aros¶³t¶as ¶ert¶eke el¶eri-e a minim¶alis
fed¶es ¶ert¶ek¶et. Ez ut¶obbir¶ol bel¶athat¶o (l¶asd b}ovebben [28]), hogy ¶ert¶eke meg-
egyezik a maxim¶alis Äosszs¶uly¶u f¶el-p¶aros¶³t¶as ¶ert¶ek¶evel.8 V¶egÄul a 4. ¶abr¶an egy
Äosszegz}o t¶abl¶azatot l¶athatunk az ismertetett kooperat¶³v j¶at¶ekokr¶ol.
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STABLE MATCHING MODELS AND CENTRALIZED MATCHING
PROGRAMS
The goal of this survey is to introduce the most relevant stable matching models
and its applications. Centralized matching programs can preserve suitable solutions
for a wide range of social and economic problems. Beside this summary, we show
some recent results on the dynamics of matching markets, and we present the
computational complexity of a family of related problems. Finally, we explain how
these stable matching models can be described with game theoretical notions.
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TECHNOL¶OGIAI KIZ¶AR¶AS A T¶AVKÄOZL¶ES PIAC¶AN1
BAK¶O BARNA { BERDE ¶EVA
Budapesti Corvinus Egyetem
CikkÄunkben egy vertik¶alisan integr¶al¶odott ipar¶ag forr¶asvid¶eki inkumbens v¶al-
lalat¶anak kiz¶ar¶ast eredm¶enyez}o strat¶egiai magatart¶as¶ara h¶³vjuk fel a ¯gyel-
met. Bemutatjuk az inkumbens v¶allalat motiv¶aci¶oit, ¶es viselked¶es¶enek hat¶as¶at
a piaci strukt¶ur¶ara. Bebizony¶³tjuk, hogy a kiz¶ar¶as nem csak a torkolatvid¶eki
v¶allalat sz¶am¶ara n¶elkÄulÄozhetetlen input ¶ar¶anak felemel¶es¶evel, hanem a ter-
mel¶esi technol¶ogia alkalmas kiv¶alaszt¶as¶aval is megval¶os¶³that¶o. Egy egyszer}u
modell kapcs¶an megvizsg¶aljuk, hogy a szab¶alyoz¶o hat¶os¶ag milyen mozg¶ast¶errel
rendelkezik, ha el akarja kerÄulni a kiz¶ar¶ast. Mindez kÄulÄonÄos aktualit¶ast nyer
napjainkban, amikor az internet alap¶u telefon¶al¶as (Voice over Internet Proto-
col) egyre nagyobb r¶eszesed¶est harcol ki mag¶anak a telekommunik¶aci¶o piac¶an.
1 Bevezet¶es
Az internetes telefon¶al¶as alkalmaz¶as¶anak lehet}os¶ege nem kis m¶ert¶ekben ren-
dezheti ¶at a kÄozeljÄov}o telekommunik¶aci¶os piac¶at. A hagyom¶anyosan mono-
polista, illetve napjainkban m¶ar oligopolista piacstrukt¶ur¶aval jellemezhet}o
hangtov¶abb¶³t¶as terÄulet¶en az alternat¶³v szolg¶altat¶ok az ¶uj technol¶ogiai lehet}o-
s¶egeket kihaszn¶alva, egyre nagyobb fenyegetetts¶eget jelentenek az inkumbens
v¶allalatok sz¶am¶ara. Majdnem teljes biztons¶aggal megj¶osolhat¶o, hogy a hang
adatcsomagonk¶ent val¶o tov¶abb¶³t¶asa m¶ar rÄovid t¶avon kiz¶ar¶olagos jelleggel fel
fogja v¶altani az anal¶og technol¶ogi¶at, ez¶ert a hagyom¶anyos szolg¶altat¶ok is az
¶uj m¶odszerek alkalmaz¶oi, esetleg tov¶abbfejleszt}oi lesznek. Mindez az internet
vil¶ag¶aban ma m¶ar egy¶ertelm}uen realit¶as. Nem l¶enyegtelen azonban, hogy
a jelenlegi telekommunik¶aci¶os infrastrukt¶ur¶at birtokl¶o tÄobbi v¶allalat milyen
technol¶ogiai megval¶os¶³t¶asokhoz folyamodik a megl¶ev}o h¶al¶ozatok Äosszekapcso-
l¶od¶as¶at ¶es haszn¶alhat¶os¶ag¶at illet}oen. Sz¶els}os¶eges esetben az is felmerÄulhet
|b¶ar ennek nem t¶ul nagy az es¶elye|, hogy a technol¶ogiai ¶uj¶³t¶asok a r¶egi
infrastrukt¶ur¶at kikerÄulve, teljesen a saj¶at maguk ¶altal ki¶ep¶³tett h¶al¶ozatokra
t¶amaszkodnak. Mindenesetre e k¶erd¶eskÄorben nem kisebb szerep jut a sza-
b¶alyoz¶o hat¶os¶agnak, mint a nemr¶egiben felszabdalt telekommunik¶aci¶os piac
visszarendez}od¶es¶enek megakad¶alyoz¶asa, a r¶egi vagy egy ¶uj monopolista piac-
szerkezet kialakul¶as¶anak elkerÄul¶ese, ¶es egy versenyz}oi(bb) ipar¶ag kialak¶³t¶asa.
A jelenlegi infrastrukt¶ur¶at birtokl¶o inkumbens v¶allalatok az Äosszekapcso-
l¶od¶ast lehet}ov¶e tev}o technol¶ogia megv¶alaszt¶as¶aval befoly¶assal lehetnek a pi-
acra bel¶epni sz¶and¶ekoz¶o v¶allalatok kÄolts¶egszerkezet¶ere. Olyan technol¶ogiai
1Be¶erkezett: 2006. szeptember 18. E-mail: barna.bako@uni-corvinus.hu, eva.berde@
uni-corvinus.hu.
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megold¶asok alkalmaz¶as¶aval, amelyek nÄovelik az Äosszekapcsol¶od¶as kÄolts¶egeit,
tov¶abb¶a nehez¶³tik a sz¶amhordozhat¶os¶ag megval¶os¶³t¶as¶at, a telekommunik¶aci¶os
h¶al¶ozatot birtokl¶o forr¶asvid¶eki tradicion¶alis v¶allalat g¶atolhatja a VoIP (Voice
over Internet Protocol, azaz hangtov¶abb¶³t¶as interneten keresztÄul) technol¶ogi¶at
alkalmaz¶o alternat¶³v szolg¶altat¶ok torkolatvid¶eki piacra val¶o bel¶ep¶es¶et.
Az al¶abbiakban egy egyszer}u modell keret¶eben arra a k¶erd¶esre keressÄuk a
v¶alaszt, hogy a szab¶alyoz¶o hat¶os¶ag a helyi h¶al¶ozat (local loop) hozz¶af¶erhet}o-
s¶eg¶enek ¶arszab¶alyoz¶asi strat¶egi¶aj¶aval hogyan hat az inkumbens v¶allalat tech-
nol¶ogiai v¶alaszt¶as¶ara. A piaci bel¶ep¶es elrettent¶ese ugyanis megval¶osulhat erre
alkalmas technol¶ogia v¶alaszt¶as¶aval is, ezt nevezzÄuk technol¶ogiai kiz¶ar¶asnak.
(Az e t¶em¶aval kapcsolatos kÄulÄonbÄoz}o megkÄozel¶³t¶eseket l¶asd pl. Bowman
[1957], Bork [1978], Hart and Tirole [1990], Sibley and Weisman [1998],
Economides [2000], Lessig [2000]-ben.) A technol¶ogiai kiz¶ar¶as alkalmaz¶as¶ara
akkor kerÄulhet pl. sor az inkumbens v¶allalat r¶esz¶er}ol, amikor a piaci kiz¶ar¶as
nem c¶elszer}u, vagy nem lehets¶eges, ¶eppen a szab¶alyoz¶oi hat¶os¶ag ¶armeghat¶a-
roz¶asa miatt.
Amennyiben a forr¶asvid¶eki monopolista a torkolatvid¶eki piacot teljes m¶er-
t¶ekben ellen}orz¶ese alatt tartja, ¶es nem k¶enyszerÄul valamilyen szab¶alyozott
¶aron a torkolatvid¶eki piac term¶ek¶enek el}o¶all¶³t¶as¶ahoz n¶elkÄulÄozhetetlen er}oforr¶as
¶ert¶ekes¶³t¶es¶ere, akkor a monopolista a technol¶ogiailag leghat¶ekonyabb, pon-
tosabban a saj¶at pro¯tj¶at maximaliz¶al¶o infrastrukt¶ura kialak¶³t¶asa mellett
kÄotelezi el mag¶at. Egyben korl¶atozza a sz¶oban forg¶o termel¶esi t¶enyez}o (ese-
tÄunkben a h¶al¶ozat) versenyt¶arsak ¶altali ig¶enybev¶etel¶et (¶arral tÄort¶en}o, azaz
piaci kiz¶ar¶as).
Amennyiben a forr¶asvid¶eki monopolista nem rendelkezik teljes m¶ert¶ek}u
ellen}orz¶essel a torkolatvid¶eki piacon, p¶eld¶aul a szab¶alyoz¶o hat¶os¶ag tev¶ekeny-
s¶eg¶enek eredm¶enyek¶epp, akkor a monopolista ÄosztÄonÄozve lehet kiz¶ar¶o tech-
nol¶ogia alkalmaz¶as¶ara a torkolatvid¶eki piacon. Term¶eszetesen l¶eteznek olyan
esetek, amikor a forr¶asvid¶eki monopolista ilyen kÄorÄulm¶enyek kÄozt sem ¶erdekelt
a torkolatvid¶eki versenyt¶ars kiz¶ar¶as¶aban, mert a torkolatvid¶eki elad¶as se-
g¶³ts¶eg¶evel saj¶at pro¯tj¶at is nÄovelheti. Ez ut¶obbi v¶elem¶enyt els}osorban a
chicag¶oi iskola h¶³vei (Bork [1978], Posner [1976]) osztj¶ak. Ma m¶ar azon-
ban a szakirodalom is egyre ink¶abb azt a n¶ezetet vallja, miszerint hat¶os¶agi
¶arszab¶alyoz¶as eset¶en, a forr¶asvid¶eki v¶allalat term¶ek¶ere utalt torkolatvid¶eki
v¶allalat sz¶am¶³that a forr¶asvid¶eki v¶allalat technol¶ogiai ¶uj¶³t¶asokon keresztÄul
megval¶osul¶o kiz¶ar¶asi strat¶egi¶aj¶ara (Rey and Tirole [2006]). Ennek hat¶as¶ara
a torkolatvid¶eki piacra val¶o bel¶ep¶es, s}ot a m¶ar ott lev}o v¶allalat egyszer}u
m}ukÄod¶ese is kÄolts¶egesebb¶e v¶alik. Amennyiben a szab¶alyoz¶o hat¶os¶ag kiz¶ar¶olag
a monop¶olium ¶altal birtokolt, a torkolatvid¶eki piac term¶ek¶ehez n¶elkÄulÄozhetet-
len termel¶esi t¶enyez}o ¶ar¶ara vonatkoz¶oan hozhat dÄont¶eseket, akkor a kÄovetkez}o
dilemm¶aval k¶enytelen szembesÄulni: alacsony (esetleg hat¶arkÄolts¶eg-alap¶u) ¶arat
el}o¶³rva kÄozvetve a technol¶ogiai kiz¶ar¶ast, magas ¶arat (¶arplafont) megengedve
pedig kÄozvetlenÄul a piaci kiz¶ar¶ast id¶ezheti el}o.
Term¶eszetesen ezt a dilemm¶at ¶arnyalhatja az egyes modellekben, hogy az
egym¶assal egyÄuttm}ukÄod}o, illetve versenyz}o v¶allalatok strat¶egiai v¶altoz¶oja a
mennyis¶eg, vagy az ¶ar, illetve a j¶at¶ek tÄobb f¶azis¶at tekintve, esetleg mindk¶et
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v¶altoz¶o lehet dÄont¶esi kateg¶oria (m¶as ÄosszefÄugg¶esben erre vonatkoz¶oan l¶asd
Tasn¶adi [2006]).
CikkÄunkben a technol¶ogiai kiz¶ar¶as lehet}os¶eg¶evel foglalkozunk. Megmutat-
juk, hogy amennyiben egy vertik¶alisan kapcsol¶od¶o forr¶asvid¶eki v¶allalat saj¶at
technol¶ogiai fejleszt¶es¶evel csÄokkentheti torkolatvid¶eki vet¶elyt¶arsa pro¯tj¶at,
tov¶abb¶a ha az ¶altala k¶³n¶alt Äuvegnyak2 er}oforr¶as, illetve szolg¶altat¶as nagyke-
reskedelmi ¶ara nem kell}oen magas, akkor a forr¶asvid¶eki v¶allalat ¶erdeke, hogy
technol¶ogiai ¶uton z¶arja ki vet¶elyt¶ars¶at a piacr¶ol. Tov¶abbfejlesztjÄuk Sadowski
¶es Straathof (2005) Cournot-piaci modellj¶et, ¶es Stackelberg-piacon is meg-
vizsg¶aljuk, hogy a VoIP technol¶ogi¶ak eset¶eben milyen ¶arszab¶alyoz¶as mellett
kerÄulhet}o el mind a piaci, mind a technol¶ogiai kiz¶ar¶as. V¶egÄul Äosszefoglaljuk
a szab¶alyoz¶o hat¶os¶ag sz¶am¶ara hasznos kÄovetkeztet¶eseinket.
2 A technol¶ogia kiz¶ar¶ast ÄosztÄonz}o kÄorÄulm¶enyek
Egy vertik¶alisan integr¶al¶odott ipar¶ag piaci kiz¶ar¶asa alatt egy n¶elkÄulÄozhetetlen
er}oforr¶as (Äuvegnyak er}oforr¶as) piac¶an megl¶ev}o piaci er}ofÄol¶eny kiterjeszt¶es¶et
¶ertjÄuk, egy tov¶abbi, kieg¶esz¶³t}o piacra. A n¶elkÄulÄozhetetlen er}oforr¶ast termel}o
v¶allalat ¶ugy k¶epes piaci hatalm¶at kiterjeszteni a term¶ek¶et, mint inputot fel-
haszn¶al¶o piacra, hogy kÄozben m¶as v¶allalatokat korl¶atoz az adott er}oforr¶ashoz
val¶o hozz¶af¶er¶esben. Egy er}oforr¶ast akkor tekintÄunk n¶elkÄulÄozhetetlennek, ha
annak a kiz¶art v¶allalatok ¶altali el}o¶all¶³t¶asa, illetve helyettes¶³t¶ese nem, vagy
csak nagyon dr¶ag¶an lehets¶eges, ugyanakkor az er}oforr¶as felhaszn¶al¶asa a vizs-
g¶alt termel¶eshez elengedhetetlen. Ilyen n¶elkÄulÄozhetetlen er}oforr¶as a telekom-
munik¶aci¶os szektorban a helyi hurok (local loop), amelynek ig¶enybev¶etele
n¶elkÄul az egyes v¶egs}o felhaszn¶al¶okat nem lehetne Äosszekapcsolni.
A kiz¶ar¶as kÄulÄonbÄoz}o form¶ai k¶epzelhet}ok el.3 Egy piacr¶ol val¶o kiz¶ar¶as a
monopolista piacstrukt¶ura meg}orz¶es¶et, illetve megszerz¶es¶et eredm¶enyezheti,
ha a n¶elkÄulÄozhetetlen er}oforr¶ast birtokl¶o v¶allalat megtagadja az adott in-
puthoz val¶o hozz¶af¶er¶est m¶as v¶allalatok sz¶am¶ara. Ez tÄort¶enik, pl. akkor, ha a
monopolista egy kell}oen magas ¶ar meghat¶aroz¶as¶aval kiz¶ar¶olag egyetlen, vagy
n¶eh¶any vele integr¶al¶odott v¶allalat sz¶am¶ara teszi el¶erhet}ov¶e az adott input fel-
haszn¶al¶as¶at. Hasonl¶o eredm¶enyre vezetnek a kiz¶ar¶olagos keresked}oi szerz}od¶e-
sek, vagy a franchise meg¶allapod¶asok is. Az integr¶al¶odott v¶allalat teh¶at meg-
tagadhatja a potenci¶alis versenyz}ok sz¶am¶ara az adott er}oforr¶as ¶ert¶ekes¶³t¶es¶et,
de a kiz¶ar¶as ¶arnyaltabb form¶ait is alkalmazhatja. P¶eld¶aul technol¶ogiailag
Äosszef¶erhetetlenn¶e (inkompatibiliss¶e) teheti az adott er}oforr¶ast a potenci¶alis
versenyt¶arsak sz¶am¶ara, vagy ak¶ar ¶arukapcsol¶ast alkalmazva ¶erheti el az adott
er}oforr¶ashoz val¶o eredm¶enytelen hozz¶af¶er¶est (Katz [1989] ¶es Perry [1989]).
Legyen U a forr¶asvid¶eki piac egyetlen szerepl}oje, mely a torkolatvid¶eki
piac sz¶am¶ara n¶elkÄulÄozhetetlen er}oforr¶ast termel. TegyÄuk tov¶abb¶a fel, hogy
a torkolatvid¶eki piac versenyz}oi tulajdons¶agokkal jellemezhet}o, amennyiben
2Az Äuvegnyak (bottleneck) er}oforr¶as olyan n¶elkÄulÄozhetetlen ¶es nem helyettes¶³thet}o,
sz}ukÄosen rendelkez¶esre ¶all¶o er}oforr¶as, amelyet ¶altal¶aban a forr¶asvid¶eki v¶allalat ny¶ujt a
torkolatvid¶eki v¶allalatok r¶esz¶ere. B}ovebben l¶asd pl. Rey{Tirole [2006]-ban.
3A kÄulÄonbÄoz}o kiz¶ar¶asi form¶ak csoportos¶³t¶as¶at l¶asd Rey{Tirole [2006]-ban.
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a torkolatvid¶eki piac szerepl}oi termel¶esÄuk sor¶an akad¶alytalanul (ki-ki a saj¶at
pro¯t-maximaliz¶al¶asi feladat¶ab¶ol sz¶armaztathat¶o m¶ert¶ekben) haszn¶alhatj¶ak
a forr¶asvid¶eki piac term¶ek¶et. A forr¶asvid¶eki monopolista az adott felt¶etelek
mellett befoly¶assal lehet a v¶egterm¶ek (a torkolatvid¶eki piac) piac¶anak szer-
kezet¶ere, az¶altal, hogy valamely torkolatvid¶eki szerepl}o |p¶eld¶aul le¶anyv¶al-
lalata| sz¶am¶ara biztos¶³tja az ¶altala a forr¶asvid¶eken k¶esz¶³tett term¶eket, a
tÄobbi szerepl}ot}ol pedig megtagadja a hozz¶af¶er¶est. Az U v¶allalat erre ÄosztÄon-
z¶est ¶erezhet, hiszen ¶³gy ki tudja terjeszteni a forr¶asvid¶eki piaci monop¶olium¶at
a sz¶oban forg¶o v¶egterm¶ek piac¶ara is.
Rey ¶es Tirole [2006] szerint ahhoz, hogy a forr¶asvid¶eki v¶allalat a torko-
latvid¶eki piacon monopolista pro¯tra tehessen szert, a torkolatvid¶eki piacon
is valamilyen, kiz¶ar¶ast eredm¶enyez}o strat¶egi¶at kell alkalmaznia. P¶eldak¶ent a
szabadalom ¶atad¶as¶at, illetve a franchise szerz}od¶eseket eml¶³tik. Egy licenc-
tulajdonos csak abban az esetben tudja megfelel}oen magas ¶aron ¶ert¶ekes¶³teni
az adott licencet, ha egyben k¶epes hihet}oen elkÄotelezni mag¶at amellett, hogy
nem fogja licenc¶et tov¶abbi v¶allalatoknak is ¶ert¶ekes¶³teni. Hasonl¶o elkÄotele-
z}od¶esi probl¶em¶aval szembesÄul a franchise jogot ¶ert¶ekes¶³t}o v¶allalat is, hisz az
elad¶asi jogot megv¶as¶arolni sz¶and¶ekoz¶o partnere csak akkor hajland¶o megfelel}o
d¶³jat ¯zetni, ha nem kell tov¶abbi versenyt¶arsakt¶ol tartania.
A vertik¶alis integr¶aci¶o megoldhatja az elkÄotelez}od¶esi probl¶em¶at. Egy
olyan szab¶alyoz¶oi kÄornyezetben azonban, mely tiltja a vertik¶alis integr¶aci¶ot
|annak versenyt korl¶atoz¶o hat¶asai miatt| a kiz¶ar¶olagos termel}oi, ill. forgal-
maz¶oi szerz}od¶es helyettes¶³theti az integr¶aci¶ot. Egy ilyen szerz}od¶essel szint¶en
el¶erhet}o a monopol er}o torkolatvid¶eki piacra val¶o kiterjeszt¶ese, ¶es az elkÄotele-
z}od¶esi probl¶ema megkerÄul¶ese. L¶etezhet azonban olyan szab¶alyoz¶oi kÄornyezet,
ill. piaci szitu¶aci¶o, amikor a kiz¶ar¶olagos termel}oi vagy forgalmaz¶oi szerz}od¶es
se val¶os¶³that¶o meg. Ilyen pl. a helyi telefonh¶al¶ozatok esete Eur¶op¶aban. Az
ezekhez val¶o hozz¶af¶er¶est, a nagy telefonmonop¶oliumok lebont¶asa ut¶an, a tu-
lajdonos kÄoteles minden m¶as telefonszolg¶altat¶o r¶esz¶ere biztos¶³tani |m¶eghozz¶a
szab¶alyozott ¶aron|, hogy a h¶³v¶asok Äosszekapcsol¶odhassanak. A technikai
kiz¶ar¶ast azonban ebben az esetben csak nagyon m¶ers¶ekelten tudja kikÄuszÄobÄolni
a szab¶alyoz¶o hat¶os¶ag.
Gilbert ¶es Riordan [2003] cikkÄukben azt vizsg¶alj¶ak, hogy egy n¶elkÄulÄoz-
hetetlen er}oforr¶ast birtokl¶o monop¶oliumnak milyen ÄosztÄonz}oi vannak saj¶at
term¶ek¶enek fejleszt¶es¶ere, puszt¶an abb¶ol a c¶elb¶ol, hogy a torkolatvid¶eki ver-
senyt¶arsak kÄolts¶egeit nÄovelje. Elemzik tov¶abb¶a, hogy a fenti t¶³pus¶u fejleszt¶es
hat¶as¶ara, ex post milyen piaci szerkezet alakul ki a torkolatvid¶eki piacon.
A forr¶asvid¶eki monopolista term¶ekfejleszt¶es¶evel a versenyt¶arsra k¶et hat¶ast
gener¶alhat. Egyr¶eszt a versenyt¶ars(ak) kÄolts¶eg¶enek nÄovel¶es¶evel k¶epes a v¶eg-
term¶ek piaci verseny¶enek intenzit¶as¶at csÄokkenteni, m¶asr¶eszt esetleg akad¶a-
lyozza az adott er}oforr¶as m¶as c¶el¶u, hat¶ekonyabb ig¶enybev¶etel¶et. Ez ann¶al
szembet}un}obb, min¶el nagyobb a torkolatvid¶eki konkurens(ek) kÄolts¶eghat¶e-
konys¶aga. A monop¶olium ilyen ir¶any¶u dÄont¶ese er}osen fÄugg a n¶elkÄulÄozhetetlen
er}oforr¶as ¶ar¶at¶ol. Magas ¶ar eset¶en a monop¶oliumnak ¶erdek¶eben ¶all hat¶ekony
hozz¶af¶er¶est biztos¶³tani a n¶elkÄulÄozhetetlen er}oforr¶ashoz. Alacsony ¶ar mellett
azonban k¶esztet¶est ¶erezhet olyan term¶ekfejleszt¶esre, mely nÄoveli a verseny-
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t¶arsak kÄolts¶eg¶et, ¶es ¶³gy kiz¶arja }oket a piacr¶ol. A tov¶abbiakban egy meghat¶a-
rozott piacforma keretei kÄozt, egy ilyen jelleg}u ÄosszefÄugg¶est vizsg¶alunk.
3 Piaci ¶es technol¶ogiai kiz¶ar¶as Stackelberg-
duop¶oliumban
Az al¶abbi modellben Sadowski ¶es Straathof [2005]-Äos, Cournot-piaci modell-
j¶enek eredm¶enyeit vizsg¶aljuk meg egy Stackelberg-duop¶oliummal jellemezhe-
t}o piaci strukt¶ur¶aban. TegyÄuk fel, hogy az adott piacon k¶et v¶allalat verseng
egym¶assal, mindkett}o az ¶altala termelt mennyis¶egre vonatkoz¶oan hoz dÄont¶est,
oly m¶odon, hogy az inkumbens v¶allalat |U| mennyis¶egi dÄont¶ese a bel¶epni
sz¶and¶ekoz¶o v¶allalat sz¶am¶ara annak dÄont¶eshozatala sor¶an ismert. TegyÄuk fel
tov¶abb¶a, hogy az U v¶allalat a forr¶asvid¶eki piacon monop¶oliumk¶ent tev¶ekeny-
kedik ¶es a forr¶asvid¶eki piacon ¶ert¶ekes¶³tett term¶eke n¶elkÄulÄozhetetlen a torko-
latvid¶eki piac term¶ek¶enek el}o¶all¶³t¶as¶ahoz. Legyen a torkolatvid¶eki piacon az U
v¶allalat versenyt¶arsa az E v¶allalat, mellyel teljesen azonos, homog¶en term¶eket
termel az adott v¶egterm¶ek piac¶an. A forr¶asvid¶eki piacon ¶ert¶ekes¶³tett term¶ek
termel¶esi kÄolts¶ege k, tov¶abb¶a az egyszer}us¶eg kedv¶e¶ert tegyÄuk fel, hogy az
adott termel¶esi t¶enyez}o kÄolts¶egmentesen alak¶³that¶o ¶at a torkolatvid¶eki piac
v¶egterm¶ek¶ev¶e.
Szab¶alyoz¶oi beavatkoz¶as n¶elkÄul az U v¶allalat megtagadja az adott ter-
mel¶esi t¶enyez}o ¶ert¶ekes¶³t¶es¶et az E v¶allalat sz¶am¶ara. A szab¶alyoz¶o hat¶os¶ag an-
nak ¶erdek¶eben, hogy elej¶et vegye a piaci kiz¶ar¶as lehet}os¶eg¶enek, egy c ¶arplafont
hat¶aroz meg az adott termel¶esi t¶enyez}o ¶ert¶ekes¶³t¶es¶et illet}oen, amely mellett az
E v¶allalat bel¶ep a torkolatvid¶eki piacra. A torkolatvid¶eki piacon ¶ert¶ekes¶³tett
mennyis¶egek, x ¶es y, ahol x jelÄoli az U v¶allalat termel¶es¶et, y pedig az E
v¶allalat¶et. A v¶egterm¶ek piac¶an a v¶allalatok ¶altal piacra vitt mennyis¶egek
fÄuggv¶eny¶eben kialakul¶o piaci ¶ar az al¶abbi fÄuggv¶eny ¶altal adott:
p(x; y) = a ¡ b(x + y) (1)
Az U v¶allalat pro¯tja, ¦U a torkolatvid¶eki piacr¶ol sz¶armaz¶o bev¶etel (az
inkumbens v¶allalat is telefonszolg¶altat¶o saj¶at Äugyfelei sz¶am¶ara), valamint a
forr¶asvid¶eki termel¶esi t¶enyez}o ¶ert¶ekes¶³t¶es¶eb}ol sz¶armaz¶o bev¶etel (az inkumbens
v¶allalat szÄuks¶eg eset¶en Äosszekapcsolja, ill. ¶atengedi h¶al¶ozat¶at m¶as telefon-
szolg¶altat¶oknak) Äosszeg¶enek, ¶es a forr¶asvid¶eki term¶ek termel¶esi kÄolts¶eg¶enek,
tov¶abb¶a az ¶uj technol¶ogi¶ara val¶o ¶att¶er¶es m-mel jelÄolt kÄolts¶eg¶enek a kÄulÄonbs¶e-
g¶eb}ol ad¶odik. Az E v¶allalat pro¯tja, ¦E , megegyezik a torkolatvid¶eki term¶ek
elad¶as¶ab¶ol sz¶armaz¶o bev¶etel, ¶es az ennek el}o¶all¶³t¶as¶ahoz szÄuks¶eges forr¶asvid¶eki
term¶ek kÄolts¶eg¶enek, valamint a piacra val¶o bel¶ep¶es kÄolts¶eg¶enek (jelÄolje ezt e)
a kÄulÄonbs¶eg¶evel:
¦U = p(x; y)x + cy ¡ k(x + y) ¡ m
¦E = p(x; y)y ¡ cy ¡ e
(2)
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3.1 Szab¶alyozott Stackelberg-duop¶olium
Legyen a szab¶alyoz¶o hat¶os¶ag ¶altal meghat¶arozott forr¶asvid¶eki term¶ek rÄogz¶³tett
¶ara c, amely mellett az E v¶allalat bel¶ep a torkolatvid¶eki piacra. TegyÄuk m¶eg
fel, hogy a c nagys¶ag¶ara egyetlen v¶allalatnak sincs hat¶asa, teh¶at a c exog¶en.
A Stackelberg-duop¶olium egyens¶uly¶ahoz tartoz¶o piaci ¶ar, illetve a v¶alla-
latok ¶altal termelt mennyis¶egek:
x = (a ¡ k)=2b
y = (a ¡ 2c + k)=4b
p = (a + k + 2c)=4
(3)
Az egyens¶ulyi ¶ar-mennyis¶eg felhaszn¶al¶as¶aval meghat¶arozhat¶ok a v¶allalatok
¶altal egyens¶ulyban realiz¶alt pro¯tnagys¶agok
¦U = [(a + 2c + k)(a ¡ k)=8b] + c[(a ¡ 2c + k)=4b] ¡ k[(3a ¡ 2c ¡ k)=4b] ¡ m
¦E = [(a ¡ 2c + k)(a ¡ 2c + k) ¡ 16be]=16b
(4)
3.2 Piaci kiz¶ar¶as
Szab¶alyozott ¶ar hi¶any¶aban a forr¶asvid¶eki monop¶olium a torkolatvid¶eki piacra
bel¶epni sz¶and¶ekoz¶o potenci¶alis versenyt¶ars bel¶ep¶es¶et korl¶atozhatn¶a a v¶egter-
m¶ek termel¶es¶ehez n¶elkÄulÄozhetetlen termel¶esi t¶enyez}o ¶ert¶ekes¶³t¶esi ¶ar¶anak nÄo-
vel¶es¶evel. Az adott termel¶esi t¶enyez}o mennyis¶eg¶et optim¶alisan megv¶alaszt-
va, meghat¶arozhat¶o az a c ¶ar, amely mellett a bel¶epni sz¶and¶ekoz¶o v¶allalat
pro¯tmaximuma az y = 0 mennyis¶eg mellett val¶osulna meg, azaz nem l¶epne
be a piacra.
Amennyiben a szab¶alyoz¶o hat¶os¶ag is ezt a c ¶ert¶eket adja meg, akkor az
E v¶allalat optim¶alis termel¶esi nagys¶aga z¶erus. Ez egyben azt jelenti, hogy
az U v¶allalat monop¶oliumk¶ent az egyedÄuli pro¯tmaximaliz¶al¶o a piacon. A
monopolista pro¯tot M indexszel jelÄolve, a v¶allalat ¶altal termelt mennyis¶eg
¶es el¶ert pro¯t, illetve a torkolatvid¶eki piaci ¶ar a kÄovetkez}o ¶ert¶ekeket veszi fel:
x = (a ¡ k)=2b
¦M = [(a ¡ k)(a ¡ k)=4b] ¡ m
p(x) = (a + k)=2
(5)
3.3 Technol¶ogiai kiz¶ar¶as
TegyÄuk fel, hogy a forr¶asvid¶eki monopolista k¶et kÄulÄonbÄoz}o |A ¶es B| tech-
nol¶ogia megv¶alaszt¶asa mellett dÄonthet, mely technol¶ogi¶ak m¶as ¶es m¶as lehet}o-
s¶egeket ¶es kÄolts¶egeket biztos¶³tanak a torkolatvid¶eki piacra bel¶epni sz¶and¶ekoz¶o
v¶allalat sz¶am¶ara. Az ¶altal¶anoss¶ag megs¶ert¶ese n¶elkÄul tegyÄuk fel, hogy a bel¶epni
sz¶and¶ekoz¶o v¶allalat az A technol¶ogia eset¶en alacsonyabb bel¶ep¶esi kÄolts¶eggel
szembesÄul, mint a B technol¶ogia eset¶en. A torkolatvid¶eki piacra val¶o bel¶ep¶es,
ha a monopolista az A technol¶ogi¶at alkalmazza, legyen eA, a B technol¶ogia
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mellett pedig legyen eB . A fenti kikÄot¶esek alapj¶an eA < eB . TegyÄuk tov¶abb¶a
fel, hogy a monop¶olium ¯xkÄolts¶ege az A technol¶ogia eset¶en mA, a B tech-
nol¶ogia eset¶en mB, ahol mA < mB |ellenkez}o esetben a monop¶olium mindig
a B technol¶ogi¶at v¶alasztan¶a| ¶es legyen (mB ¡ mA)=2 < eA, mely felt¶etel
a kÄulÄonbÄoz}o technol¶ogi¶ak eset¶en felmerÄul}o ¯xkÄolts¶egek kÄozti indokolatlanul
nagy kÄolts¶egbeli elt¶er¶es kikÄuszÄobÄol¶es¶et szolg¶alja.
Amennyiben a szab¶alyoz¶o hat¶os¶ag nem szab¶alyozza az Äuvegnyak szolg¶al-
tat¶as ¶ar¶at, akkor a monop¶olium mindig az A technol¶ogi¶at v¶alasztja annak ¶er-
dek¶eben, hogy elkerÄulje a technol¶ogiai v¶alt¶as magas ¯x kÄolts¶eg¶et. Ez esetben
a monop¶olium a technol¶ogiai kiz¶ar¶as helyett a piaci kiz¶ar¶as strat¶egi¶aj¶at alkal-
mazza. Amennyiben a szab¶alyoz¶o hat¶os¶ag beavatkozik a torkolatvid¶eki pi-
acra, a forr¶asvid¶eki piac term¶ek¶enek ¶arszab¶alyoz¶asa ¶altal, akkor az U v¶allalat
¶erdekelt lehet a magasabb ¯x kÄolts¶eggel j¶ar¶o B technol¶ogia v¶alaszt¶as¶aban,
hogy megel}ozze az E v¶allalat torkolatvid¶eki piacra val¶o bel¶ep¶es¶et. Az E v¶al-
lalat bel¶ep¶esi dÄont¶ese ennek ¶ertelm¶eben az U v¶allalat technol¶ogi¶ara vonatko-
z¶o dÄont¶es¶et}ol, valamint a szab¶alyoz¶o hat¶os¶ag ¶altal meghat¶arozott c ¶arplafon
nagys¶ag¶at¶ol fÄugg. Az E v¶allalat mindaddig bel¶ep a piacra, am¶³g az al¶abbi
egyenl}otlens¶eg teljesÄul:
¦E(T; c) = [(a ¡ 2c + k)(a ¡ 2c + k) ¡ 16beT ]=16b > 0; T = A; B : (6)
A legmagasabb c, amely mellett az E v¶allalat bel¶ep a torkolatvid¶eki piacra
a fenti egyenl}otlens¶eg c-re val¶o megold¶as¶ab¶ol ad¶odik:
cE(T ) = [a + k ¡ 4(beT )0;5]=2 ; T = A; B ; (7)
ahol a cE(T ) a n¶elkÄulÄozhetetlen er}oforr¶as legmagasabb ¶ara, amely mellett
az E v¶allalat a T technol¶ogia eset¶en bel¶ep a torkolatvid¶eki piacra. L¶athat¶o,
hogy az A technol¶ogia eset¶en ez alacsonyabb, mint a B technol¶ogia eset¶en.
Amennyiben a c ¶arplafon oly m¶odon meghat¶arozott, hogy az E v¶allalat
csak az A technol¶ogia eset¶en l¶ep be a piacra, akkor az U v¶allalat ÄosztÄonz¶est
¶erezhet arra, hogy a B technol¶ogi¶at v¶alassza, ¶es viselje az ezzel j¶ar¶o relat¶³ve
magas ¯x kÄolts¶egeket. Ezzel az esettel szembesÄulÄunk akkor, ha
¦M (B) ¡ ¦U (A; c) > 0 : (8)
A maxim¶alis c, amely mellett a monop¶oliumnak el}onyÄos a B technol¶ogia
v¶alaszt¶asa, a fenti egyenl}otlens¶eg c-re val¶o megold¶as¶ab¶ol ad¶odik.4 A kÄuszÄob-
¶ert¶eket cTF -fel jelÄolve
cTF =
¡
a ¡ [8b(mB ¡ mA)]0;5 + k
¢
=2 : (9)
Ha c > cTF , akkor az U v¶allalat sz¶am¶ara el}onyÄosebb, ha az alacsonyabb
kÄolts¶eg}u A technol¶ogia mellett egy duop¶olium tev¶ekenykedik a torkolatvid¶eki
4Az egyenl}otlens¶eg megold¶as¶ab¶ol k¶et olyan intervallumot kapunk, amelyek eset¶en
az inkumbens v¶allalatnak ¶erdek¶eben ¶all a dr¶ag¶abb technol¶ogia alkalmaz¶asa, jelesÄul a
(¡1; [a+ k¡
p
8b(mB ¡ma)]=2) ¶es az ([a+k+
p
8b(mB ¡ma)]=2;1) intervallumokat,
viszont mivel a cE(A) szigor¶uan kisebb az [a+ k+
p
8b(mB ¡ma)]=2 ¶ert¶ekn¶el, az ut¶obbi
intervallum nem relev¶ans elemz¶esÄunk tekintet¶eben.
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piacon, mintha monop¶oliumk¶ent termelne a magasabb ¯x kÄolts¶eg}u B tech-
nol¶ogi¶aval.
A technol¶ogiai kiz¶ar¶as lehet}os¶ege az al¶abbi dilemma el¶e ¶all¶³tja a szab¶alyoz¶o
hat¶os¶agot: egy t¶uls¶agosan magasra ¶all¶³tott c ¶arplafon elrettenti az E v¶allalatot
a piacra val¶o bel¶ep¶est}ol, m¶³g egy t¶ulzottan alacsony c mellett az U v¶allalat a
B technol¶ogia v¶alaszt¶asa mellett dÄonthet. A szab¶alyoz¶o hat¶os¶ag sz¶am¶ara k¶et
lehets¶eges alternat¶³va ¶all rendelkez¶esre, amelyek alkalmaz¶as¶aval megel}ozheti
mind a piaci, mind a technol¶ogiai kiz¶ar¶ast. Az els}o lehet}os¶ege alapj¶an ¶ugy
kell megv¶alasztania a c nagys¶ag¶at, hogy az kell}ok¶eppen magas legyen, ¶³gy
az U v¶allalat ne a B technol¶ogia alkalmaz¶asa mellett dÄontsÄon. Ugyanakkor
c-nek elegend}oen alacsonynak kell lennie ahhoz, hogy az E v¶allalat bel¶epjen
a torkolatvid¶eki piacra. Azaz a c-t az al¶abbi intervallumb¶ol kell v¶alasztani:5
cTF < c < cE(A) : (10)
Amennyiben a c ¶arplafon meghat¶aroz¶asa lehets¶eges oly m¶odon, hogy az a
fenti intervallumba essen, akkor egy ilyen ¶ar megv¶alaszt¶as¶aval a szab¶alyoz¶o
hat¶os¶ag megel}ozheti ¶ugy a piaci, mint a technol¶ogiai kiz¶ar¶ast. A fenti m¶odon
megv¶alasztott ¶arplafonnal ugyan mindk¶et kiz¶ar¶asi forma elkerÄulhet}o, m¶egis
a megold¶as szuboptim¶alis, hiszen az U v¶allalat m¶eg mindig kell}oen magas
¶arat ig¶enyelhet a forr¶asvid¶eki term¶ek¶e¶ert az E v¶allalatt¶ol. Ebben az esetben
r¶eszleges piaci kiz¶ar¶asr¶ol besz¶elÄunk.
A m¶asodik lehets¶eges alternat¶³va, amellyel a szab¶alyoz¶o hat¶os¶ag mindk¶et
t¶³pus¶u kiz¶ar¶ast megel}ozheti, ha sz¶els}os¶egesen alacsony, esetleg valamilyen
gazdas¶agpolitikai c¶el ¶altal vez¶erelve negat¶³v ¶ert¶eken (ekkor persze elenged-
hetetlen a szubvenci¶o) ¶allap¶³tja meg a c nagys¶ag¶at. Egy kell}ok¶eppen alacsony
c eset¶en az E v¶allalat ÄosztÄonÄozve lehet a piacra val¶o bel¶ep¶esre, m¶eg akkor is,
ha az U v¶allalat a B technol¶ogia v¶alaszt¶asa mellett dÄont. Ekkor c < cE(B).
Tekintettel arra, hogy ilyen felt¶etelek mellett a technol¶ogiai kiz¶ar¶as nem ki-
¯zet}od}o alternat¶³va, az U v¶allalat mindig az A technol¶ogi¶at v¶alasztja.
V¶egÄul egy, a fentiekn¶el esetenk¶ent re¶alisabb szab¶alyoz¶asi lehet}os¶eg az
olyan ¶arplafon meghat¶aroz¶asa, amely alacsonyabb c ¶ert¶eket rendel a B tech-
nol¶ogi¶ahoz, mint az A-hoz. Ily m¶odon b¶armely technol¶ogia v¶alaszt¶asa eset¶en
az E v¶allalat ÄosztÄonÄozve van a piacra val¶o bel¶ep¶esre. Ebben az esetben azon-
ban tÄobb aszimmetrikus inform¶aci¶os probl¶ema merÄulhet fel, amelyek az U
v¶allalat inform¶aci¶os el}ony¶enek kÄovetkezt¶eben v¶egÄul is a bel¶ep¶es megakad¶a-
lyoz¶as¶at eredm¶enyezhetik.
Az al¶abbi t¶abl¶azatban ÄosszegezzÄuk a szab¶alyoz¶o hat¶os¶ag ¶altal v¶alasztand¶o
alternat¶³v¶ak eset¶en kialakul¶o piacform¶akat. A t¶abl¶azat els}o oszlopa a szab¶a-
lyoz¶o hat¶os¶ag lehets¶eges alternat¶³v¶ait mutatja, m¶³g a m¶asodik oszlop az ezen
alternat¶³v¶ak alkalmaz¶as¶ahoz szÄuks¶eges felt¶eteleket tartalmazz¶ak. A harmadik
¶es a negyedik oszlopban az inkumbens v¶allalat ¶altal v¶alasztott technol¶ogia,
illetve a megval¶osult kiz¶ar¶as form¶aja l¶athat¶o.
5Az adott egyenl}otlens¶egrendszer megoldhat¶os¶ag¶anak felt¶etele (mB ¡mA)=2 < eA.
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Szab¶alyoz¶as m¶odja Felt¶etel Alkalmazott Kiz¶ar¶as
technol¶ogia form¶aja
Nincs cE(A) < c A Piaci
Magas ¶arplafon cTF < c < cE(A) A R¶eszleges piaci
Alacsony ¶arplafon cE(B) < c < cTF B Technol¶ogiai
Nagyon alacsony ¶arplafon c < cE(B) A Nincs







A fenti t¶abl¶azat j¶ol mutatja, hogy a szab¶alyoz¶o hat¶os¶ag mindennem}u kiz¶ar¶as-
ellenes int¶ezked¶ese mellett, s}ot, esetleg ¶epp annak kÄovetkezt¶eben, kialakul-
hat a kiz¶ar¶as. Ha ugyanis a hat¶os¶ag t¶ulzottan alacsony ¶arat ¶³r el}o a for-
r¶asvid¶eki infrastrukt¶ura, vagy b¶armilyen forr¶asvid¶eki term¶ek ig¶enybev¶etele
ellen¶ert¶ekek¶ent, akkor kÄonnyen el}ofordulhat a technol¶ogiai kiz¶ar¶as. Ilyenkor
a forr¶asvid¶eki v¶allalat ¶erdek¶eben ¶allhat, hogy |ak¶ar a haszn¶alhat¶os¶ag szem-
pontj¶ab¶ol ¶ertelmetlen| technikai fejleszt¶essel z¶arja ki a torkolatvid¶eki v¶alla-
latot a piacr¶ol. Az ebb}ol a c¶elb¶ol v¶egrehajtott beruh¶az¶as megt¶erÄul a mono-
p¶olium tÄobbletpro¯tj¶ab¶ol.
Nagyon alacsony ¶arplafon eset¶en ugyan nincs ¶ertelme a technol¶ogiai kiz¶a-
r¶asnak, de ilyenkor k¶erd¶es, hogy az ¶ar fedezi-e a forr¶asvid¶eki v¶allalat szolg¶al-
tat¶as¶anak (¶aruj¶anak) kÄolts¶eg¶et. Amennyiben nem, akkor szubvenci¶o n¶elkÄul
hossz¶u t¶avon a forr¶asvid¶eki v¶allalat egyszer}uen abbahagyja a szolg¶altat¶ast.
Minden alaposabb j¶ol¶eti elemz¶es n¶elkÄul bel¶athat¶o, hogy ez nem ¶erdeke a t¶ar-
sadalomnak. L¶etezhet m¶eg a technol¶ogi¶at¶ol fÄugg}o ¶arplafon, aminek viszont az
a buktat¶oja, hogy az ¶arat a technol¶ogia kiv¶alaszt¶asa ut¶an kell meghat¶arozni.
ModellÄunk logik¶aja ezzel ellent¶etes, mivel ¶epp az ¶ar miatt v¶alasztja a forr¶as-
vid¶eki v¶allalat a magasabb kÄolts¶eg}u technol¶ogi¶at. Ha a dr¶ag¶abb technol¶ogia
eset¶en a szab¶alyoz¶o hat¶os¶ag lecsÄokkenti a forr¶asvid¶eki v¶allalat ¶altal ny¶ujtott
szolg¶altat¶as (term¶ek) ¶ar¶at, akkor a forr¶asvid¶eki v¶allalat mindent elkÄovet, hogy
elfedje a hat¶os¶ag el}ol technikai fejleszt¶es¶et. Ez az aszimmetrikus inform¶aci¶os
helyzet miatt esetenk¶ent sikerÄulhet is neki.
CikkÄunk tanuls¶aga szerint nincsen egy¶ertelm}u recept arra, hogy egy for-
r¶asvid¶eki szolg¶altat¶ot mik¶ent k¶enyszer¶³tsenek r¶a a torkolatvid¶eki v¶allalattal
(v¶allalatokkal) tÄort¶en}o kooper¶aci¶ora. A kooper¶aci¶o megtagad¶asa eset¶en vi-
szont elk¶epzelhet}o, hogy a torkolatvid¶eki v¶allalat ki¶ep¶³ti a saj¶at Äon¶all¶o infra-
strukt¶ur¶aj¶at (Äon¶all¶o inputtermel¶es¶et), ¶es fÄuggetlen¶³ti mag¶at a forr¶asvid¶eki
v¶allalatt¶ol. Az ilyen helyzet elemz¶ese azonban m¶ar tov¶abbi vizsg¶alatot ig¶enyel.
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TECHNOLOGICAL FORECLOSURE IN THE TELECOMMUNICATIONS
MARKET
In this article we bring notice to the strategic behavior of a downstream incumbent
company in a vertically integrated industry resulting in foreclosure. We introduce
the motivations of the incumbent company and the result of its behavior on the
market structure. We prove that foreclosure can be realized not only through in-
creasing the price of the input good necessary for the downstream company but
through the appropriate selection of the production technology. Using a simple
model we investigate what are the possibilities for the regulating authority if it
wants to avoid foreclosure. These are particularly actual questions nowadays when
Voice over Internet Protocol (VoIP) gains greater and greater share in the telecom-
munications market.
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