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Abstract
We derive an explicit formula, with no cancellations, for expanding in the basis of Grothendieck
polynomials the product of two such polynomials, one of which is indexed by an arbitrary per-
mutation, and the other by a simple transposition; hence, this is a Monk-type formula, expressing
the hyperplane section of a Schubert variety in K-theory. Our formula is in terms of increas-
ing chains in the k-Bruhat order on the symmetric group with certain labels on its covers. An
intermediate result concerns the multiplication of a Grothendieck polynomial by a single vari-
able. As applications, we rederive some known results, such as Lascoux’s transition formula
for Grothendieck polynomials. Our results are reformulated in the context of recently introduced
Pieri operators on posets and combinatorial Hopf algebras. In this context, we derive an inverse
formula to the Monk-type one, which immediately implies a new formula for the restriction of
a dominant line bundle to a Schubert variety.
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
Grothendieck polynomials are representatives for Schubert classes in the K-theory
of the variety of complete ?ags in Cn. They were introduced by Lascoux and Sch@utzen-
berger in [15], and studied in more detail in [12]. These polynomials are generalizations
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of Schubert polynomials, which represent Schubert classes in cohomology, and were
introduced by Lascoux and Sch@utzenberger in [14]. Both Schubert and Grothendieck
polynomials are indexed by permutations in the symmetric group. An important open
problem in algebraic combinatorics is to describe combinatorially the expansion of a
product of two Schubert polynomials in the basis of Schubert polynomials; the corre-
sponding coeGcients are known as Littlewood–Richardson coe4cients. In the simplest
case, one of the polynomials is indexed by a simple transposition. The corresponding
multiplication rule is known as Monk’s formula [20]; in the context of generalized ?ag
varieties, corresponding to arbitrary Lie groups, it is known as Chevalley’s formula [5].
Monk’s formula highlights the importance of a suborder of the Bruhat order on the
symmetric group, known as the k-Bruhat order. Subsequent work on the Littlewood–
Richardson coeGcients conIrmed the strong relationship between them and the com-
binatorics of the k-Bruhat order (see [3]). For instance, the Pieri formula for Schubert
polynomials (which is concerned with the multiplication of such a polynomial by an
elementary or complete homogeneous symmetric polynomial) is expressed in terms of
chains in the k-Bruhat order (see the next section).
In this paper we generalize Monk’s formula to Grothendieck polynomials, thus ob-
taining a formula for the hyperplane section of a Schubert variety in K-theory. As
expected, the k-Bruhat order plays a central role again, although the generalized for-
mula is more complicated, in the sense that it involves chains of arbitrary length in
the k-Bruhat order (rather than just length 1, as in the classical Monk formula). It is
interesting to compare these chains with those in the Pieri formula for Schubert polyno-
mials (see below). In fact, there is a common generalization of the Monk-type formula
in this paper and the Pieri formula for Schubert polynomials, which is a Pieri-type
formula for Grothendieck polynomials [17]. Let us also note that none of the formulas
mentioned above involves cancellations; furthermore, all formulas except the last, most
general one, are multiplicity free.
An intermediate result in deriving the generalized Monk formula is a formula for
multiplying a Grothendieck polynomial by a single variable, which appears in Sec-
tion 3. A corollary to this formula is Lascoux’s transition formula for Grothendieck
polynomials in [13].
In Section 5, we reformulate our two multiplication rules for Grothendieck poly-
nomials in the context of Pieri operators on posets. These operators were recently
introduced in [2], and one of the main applications was to a new framework for the
Littlewood–Richardson problem for Schubert polynomials. In our context, Pieri oper-
ators prove to be useful too, allowing us to easily derive a formula which is, in a
certain sense, the “inverse” of the generalized Monk formula. In fact, the inversion is
best seen in the more general context of combinatorial Hopf algebras deIned in [1],
where it is just the convolution inverse in a certain Hopf algebra. We conclude by
deriving a corollary to our inverse formula, which turns out to be a formula for the
restriction of a dominant line bundle to a Schubert variety. This formula is no longer
multiplicity free, but, on the other hand, it involves no negative terms.
There are a couple of related results in the literature. A Monk-type formula for
Grothendieck polynomials already appeared in [12]. In a sense, it is more general than
ours, because it involves double Grothendieck polynomials, and is thus relevant to the
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T -equivariant K-theory of the ?ag variety. However, the mentioned formula generally
involves cancellations, unlike ours. Let us also note that a diMerent formula for the
restriction of a dominant line bundle to a Schubert variety appeared in [9]. It involves
Young tableaux and a construction in terms of keys of tableaux. This formula was later
generalized in [21] to ?ag varieties corresponding to arbitrary complex semisimple Lie
groups, based on Littelmann paths. It is not clear how to relate the formulas in terms of
tableaux and Littelmann paths to our formula in terms of chains in the k-Bruhat order.
Although the existing formulas are in terms of double Grothendieck polynomials, unlike
ours, there are two advantages to the latter: (1) it immediately gives the Monk-type
formula by the inversion procedure mentioned above, whereas it is not clear how to
invert the other two formulas; (2) it is an identity in an algebra of formal power series,
not just for Schubert classes in K-theory.
2. Background
In this section we give a brief introduction to the theory of Schubert and Grothendieck
polynomials; for more information, we refer the reader to [8,12,18,19].
Let Fln be the variety of complete ?ags (0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn−1 ⊂ Vn =
Cn) in Cn. This is an irreducible algebraic variety of complex dimension ( n2 ). Its
integral cohomology ring H∗(Fln) is isomorphic to Z[x1; : : : ; xn]=In, where In is the
ideal generated by symmetric functions in x1; : : : ; xn with constant term 0; here, the
elements xi are identiIed with the Chern classes of the dual line bundles L∗i , where
Li := Vi=Vi−1 are tautological line bundles. The variety Fln is a disjoint union of cells
indexed by permutations w in the symmetric group Sn. Their closures are the Schubert
varieties Xw, of complex dimension l(w); here l(w) denotes the length of w, that is,
the number of its inversions. The Schubert polynomial Sw(x) (deIned below) is a
certain polynomial representative for the cohomology class corresponding to Xw. It is
a homogeneous polynomial in x1; : : : ; xn−1 of degree l(w) with nonnegative integer
coeGcients.
The K-theory K0(Fln) of the ?ag variety is the Grothendieck ring of complex vector
bundles over Fln under direct sum and tensor product. We have that K0(Fln) is isomorphic
to the same ring as H∗(Fln); but this time we identify xi with the K-theory Chern class
1−1=yi of the line bundle L∗i , where yi := 1=(1−xi) represents Li in the Grothendieck
ring. The classes dual to the structure sheaves of Schubert varieties form the natural
basis of K0(Fln). The class indexed by w is represented by the Grothendieck poly-
nomial Gw(x) (deIned below). This is a nonhomogeneous polynomial in x1; : : : ; xn−1
whose lowest homogeneous component is the Schubert polynomial Sw(x).
Note that both structure theorems above (for H∗(Fln) and K0(Fln)) hold, more
generally, for ?ag bundles Fl(V ) corresponding to a vector bundle V of Inite rank n
on a variety X . In this case, H∗(Fl(V )) and K0(Fl(V )) are free modules over H∗(X )
and K0(X ) with bases given by Schubert and Grothendieck polynomials, respectively.
Both the Schubert polynomials Sw(x) and the Grothendieck polynomials Gw(x), for
w in S∞, form bases of Z[x1; x2; : : : ]; here S∞ :=
⋃
n Sn under the usual inclusion
Sn ,→ Sn+1.
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The construction of Schubert and Grothendieck polynomials is based on the divided
di9erence operators @i and the isobaric divided di9erence operators i, which were
originally introduced in the more general context of ?ag varieties corresponding to
Kac-Moody Lie algebras. As operators on P := Z[x1; x2; : : : ], these are deIned as
follows:
@i :=
1− si
xi − xi+1 ; i := @i(1− xi+1) = 1 + (1− xi)@i; (2.1)
here si is the adjacent transposition ti; i+1 acting in the obvious way on P, 1 is the
identity on P, and xi denotes multiplication by xi. We will need the following formula
for the action of i on a product of two polynomials, which is derived from a similar
formula for @i (see [18, p. 23]):
i(fg) = (if)g+ (sif)((i − 1)g): (2.2)
Schubert and Grothendieck polynomials are deIned inductively for each w in Sn
by setting Swn0 (x) = Gwn0 (x) = x
n−1
1 x
n−2
2 : : : xn−1 for w
n
0 := [n; n − 1; : : : ; 1] the longest
permutation in Sn (we use the one-line notation for permutations throughout, unless
otherwise speciIed), and by letting
@iSw(x) =Swsi(x); iGw(x) =Gwsi(x) if l(wsi) = l(w)− 1: (2.3)
The deInition of Grothendieck polynomials does not depend on the chosen chain in
the weak order on Sn from wn0 to w because the operators i satisfy the braid relations
ij = ji if |i − j|¿ 2;
ii+1i = i+1ii+1;
similarly for Schubert polynomials. In addition, we have @2i =0 and 
2
i =i. The latter
relation implies the following counterpart to (2.3):
iGw(x) =Gw(x) if l(wsi) = l(w) + 1: (2.4)
Also note that Schubert and Grothendieck polynomials have a stability property, in the
sense that their deInition does not depend on n; this allows us to deIne them for w
in S∞.
Finally, we mention the classical Monk formula. But Irst let us recall the Bruhat
order on the symmetric group, and its suborder known as the k-Bruhat order, where k
is a positive integer. The Bruhat order was Irst deIned and studied by Ehresmann [6];
it is given by its covering relations w6wtab, where l(wtab) = l(w) + 1. The k-Bruhat
order Irst appeared in the context of Monk’s formula, and was studied in more detail in
[3]; it is given by the same covering relations as the Bruhat order, with the exception of
the extra condition a6 k ¡b. Note that both the Bruhat and the k-Bruhat orders have
nonrecursive characterizations, which are not mentioned here. With these deInitions,
the classical Monk formula can be stated as
Sv(x) (x1 + · · ·+ xk) =Sv(x)Ssk (x) =
∑
w
Sw(x); (2.5)
where the summation is over all covers w of v in the k-Bruhat order.
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Let us also mention at this point the Pieri formula for Schubert polynomials, since
it is interesting to compare the chains in k-Bruhat order it involves and those in the
generalized Monk formula below. As mentioned in the introduction, these two formu-
las have a common generalization, which is the Pieri-type formula for Grothendieck
polynomials in [17]. Recall that the Schubert polynomial indexed by the cycle (k −
p+1; k −p+2; : : : ; k +1) is the elementary symmetric polynomial ep(x1; : : : ; xk). We
have
Sv(x) ep(x1; : : : ; xk) =
∑
#
Send(#)(x); (2.6)
where the summation is over all saturated chains in k-Bruhat order
# := (v= w0¡k w1¡k · · ·¡k wp = end(#));
where wi = wi−1taibi ,
bp6 bp−16 · · ·6 b1; and ai = aj for all i = j:
It is not hard to see that this formula is multiplicity free.
3. Multiplying a Grothendieck polynomial by a single variable
Let v be a Ixed permutation in S∞, and k a positive integer. DeIne the set Pk(v)
to consist of all permutations
w = vta1k : : : tapk tkb1 : : : tkbq ;
in S∞ such that p; q¿ 0, p + q¿ 1, the length increases by precisely 1 upon multi-
plication by each transposition, and
ap¡ap−1¡ · · ·¡a1¡k¡bq¡bq−1¡ · · ·¡b1:
Given a permutation w in Pk(v), deIne %k(w; v) := (−1)q+1.
The order in which the transpositions above are applied is best seen in the picture
below.
ap a2 a1... bp b2 b1...k
Theorem 3.1. We have
xkGv(x) =
∑
w∈Pk (v)
%k(w; v)Gw(x):
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Proof. We may assume that v is a permutation in Sn and k6 n. We will prove the
above statement by decreasing induction on the length of v. If v = wn0 is the longest
permutation in Sn, we have
xkGv(x) =Gvtk; n+1(x);
indeed, in this case both v and vtk;n+1 are dominant permutations, and it is known (see
[12]) that
Gw(x) = x
c1
1 x
c2
2 : : :
for any dominant permutation w, where (c1; c2; : : :) is the code of w (recall that a
dominant permutation is one whose code is a weakly decreasing sequence).
It is now enough to show that if the formula holds for a permutation v in Sn (for
any k =1; : : : ; n), it also holds for vsi, where 16 i¡n and l(vsi) = l(v)− 1. We Ix i
and consider the following cases, depending on the value of k.
Case 1: Assume that k ¡ i. According to (2.2), we have
xkGvsi(x) = i(xkGv(x)): (3.2)
Consider the following sets of permutations:
P′k(v) := {wsi :w∈Pk(v) and l(wsi) = l(w)− 1};
P′′k (v) := {w :w∈Pk(v) and l(wsi) = l(w) + 1}:
Using induction, (3.2), (2.3), and (2.4), it follows that
xkGvsi(x) =
∑
w∈P′k (v)
%k(wsi; v)Gw(x) +
∑
w∈P′′k (v)
%k(w; v)Gw(x): (3.3)
Hence we need to show that∑
w∈P′k (v)
%k(wsi; v)Gw(x) +
∑
w∈P′′k (v)
%k(w; v)Gw(x) =
∑
w∈Pk (vsi)
%k(w; vsi)Gw(x): (3.4)
Note that if we restrict formula (3.4) to the permutations in P′k(v) and Pk(vsi) of length
l(v), we obtain essentially Monk’s formula for Schubert polynomials. For simplicity we
restrict (3.4) to the permutations in P′k(v), P
′′
k (v), and Pk(vsi) of length l(v)+ 1, since
the cases of greater lengths are similar. Hence we consider permutations of the form
vtkl1 tkl2si in P
′
k(v), of the form vtkl in P
′′
k (v), and of the form vsitkl1 tkl2 in Pk(vsi). The
restriction of formula (3.4) to these permutations follows from the following remarks.
(1) Assuming {l1; l2} ∩ {i; i+ 1}= ∅, we have that w= vtkl1 tkl2si lies in P′k(v) if and
only if w = vsitkl1 tkl2 lies in Pk(vsi), and %k(wsi; v) = %k(w; vsi).
(2) We have that w = vtkisi lies in P′k(v) if and only if w = vsitk; i+1 lies in Pk(vsi),
and %k(wsi; v) = %k(w; vsi). On the other hand, w = vtk; i+1si lies in P′k(v) if and
only if w = vsitki lies in Pk(vsi), and %k(wsi; v) = %k(w; vsi).
C. Lenart / Journal of Pure and Applied Algebra 179 (2003) 137–158 143
(3) Based on the previous remark, it follows that w = vtkl1 tkl2si lies in P
′
k(v), where
the sets {l1; l2} and {i; i+1} have precisely one element in common, if and only
if w lies in Pk(vsi), and %k(wsi; v) = %k(w; vsi).
(4) We have that w = vtki lies in P′′k (v) if and only if w = vtk; i+1tkisi lies in P
′
k(v),
and %k(w; v) = 1, %k(wsi; v) = −1; hence the two terms corresponding to these
permutations on the left-hand side of (3.4) cancel out.
(5) The permutation vtkl does not lie in P′′k (v) for l = i, and the permutation vsitk; i+1tki
does not lie in Pk(vsi).
Case 2: Assume that k ¿ i + 1. Formula (3.3) still holds, so we still need to prove
(3.4). We proceed in a similar way. Remarks (1)–(3) still hold, while remarks (4)
and (5) are replaced with the following ones.
(4’) We have that w= vtk; i+1 lies in P′′k (v) if and only if w= vsitk; i+1tki lies in Pk(vsi),
and %k(w; v) = %k(w; vsi) = −1; hence we have two equal terms on the left and
right-hand sides of (3.4).
(5’) The permutation vtkl does not lie in P′′k (v) for l = i + 1, and the permutation
vtk; i+1tkisi does not lie in P′k(v).
Case 3: Assume that k = i. According to (2.2), we have
xiGvsi(x) = i(xi+1Gv(x))− xi+1Gv(x) +Gv(x): (3.5)
Proceeding in a similar way to the previous cases, the induction step amounts to proving
that ∑
w∈P′i+1(v)
%i+1(wsi; v)Gw(x)−
∑
w∈Pi+1(v)\P′′i+1(v)
%i+1(w; v)Gw(x) +Gv(x)
=
∑
w∈Pi(vsi)
%i(w; vsi)Gw(x): (3.6)
Again, this is essentially Monk’s formula when restricted to permutations of length
l(v). The formula restricted to permutations of length l(v) + r for r¿ 1 follows from
the following remarks.
(1) We have that w=vti+1; l1 : : : ti+1; lr+1si lies in P
′
i+1(v) if and only if w=vsitil1 : : : tilr+1
lies in Pi(vsi), and %i+1(wsi; v)=%i(w; vsi). Hence we have two equal terms on the
two sides of (3.6). Note that in this case none of the indices l1; : : : ; lr+1 equals i
or i + 1.
(2) We have that w = vti+1; l1 : : : ti+1; lr lies in Pi+1(v) \ P′′i+1(v) if and only if w =
vsitil1 : : : tilr ti; i+1 lies in Pi(vsi), and %i+1(w; v) = −%i(w; vsi). Hence we have two
equal terms on the two sides of (3.6).
Case 4: Finally, assume that k = i + 1. According to (2.2), we have
xi+1Gvsi(x) = i(xiGv(x)) + xi+1Gv(x)−Gv(x): (3.7)
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Proceeding in a similar way to the previous cases, the induction step amounts to
proving that∑
w∈P′i (v)
%i(wsi; v)Gw(x) +
∑
w∈P′′i (v)
%i(w; v)Gw(x)
+
∑
w∈Pi+1(v)
%i+1(v; w)Gw(x)−Gv(x) =
∑
w∈Pi+1(vsi)
%i+1(w; vsi)Gw(x): (3.8)
Again, this is essentially Monk’s formula when restricted to permutations of length
l(v). The formula restricted to permutations of length l(v) + r for r¿ 1 follows from
the following remarks.
(1) We have that w = vtil1 : : : tilr+1si lies in P
′
i (v) and lr+1 = i + 1 if and only if
w=vsiti+1; l1 : : : ti+1; lr+1 lies in Pi+1(vsi); furthermore, %i(wsi; v)=%i+1(w; vsi). Hence
we have two equal terms on the two sides of (3.8). Note that in this case none
of the indices l1; : : : ; lr+1 equals i or i + 1.
(2) We have that w = vtil1 : : : tilr ti; i+1si lies in P
′
i (v) if and only if w = vtil1 : : : tilr lies
in P′′i (v), and %i(wsi; v) = −%i(w; v). Hence the corresponding two terms on the
left-hand side of (3.8) cancel out.
(3) We have that w=vti+1; l1 : : : ti+1; lr lies in Pi+1(v) if and only if w= vsiti+1; iti+1; l1 : : :
ti+1; lr lies in Pi+1(vsi); furthermore, %i+1(w; v) = %i+1(w; vsi). Hence we have two
equal terms on the two sides of (3.8).
Example 3.9. We have
x3G13452(x) = (G13542(x)−G14352(x)) + (G14532(x)−G34152(x))
+ (G34512(x) +G34251(x))−G34521(x):
The brackets contain the Grothendieck polynomials indexed by permutations of the
same length, which have the same degrees of their lowest homogeneous components.
The following tree illustrates the way in which the permutations in the formula are
constructed; the edges are labeled by the corresponding transpositions.
13452
14352
14532 34152
t34 t23
t13
t35
t34
t34
t34
13542
34512 34251
34521
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We easily deduce, as a corollary to Theorem 3.1, the transition formula for Grothen-
dieck polynomials, which forms the object of [13]. Recall that if k is the last descent
of the permutation v in S∞ (that is, the greatest k such that v(k)¿v(k + 1)), then
Gv(x) is a polynomial in x1; : : : ; xk .
Corollary 3.10 (Lascoux [13]). Let k be the last descent of v, and let u := vtkl, where
l is de;ned by
v(l) = max{v(i) : i¿ k and v(i)¡v(k)}:
Let 16 i1¡ · · ·¡im¡k be the positions for which l(utijk) = l(u) + 1. Then
Gv(x) =Gu(x) + (xk − 1)[Gu(x) · (1− ti1k) : : : (1− timk)];
where tjk acts on Gw(x) by Gw(x) · tjk := Gwtjk (x).
Proof. Let I := {i1; : : : ; im}, and for any J ⊆ I , let
tJk := tj1k : : : tjpk ;
where J := {j1¡ · · ·¡jp}. By Theorem 3.1, the formula to prove is equivalent to∑
∅=J⊆I
(−1)|J |+1GutJk (x) +
∑
J⊆I
∑
w∈Pk (utJk )
(−1)|J |%k(w; utJk)Gw(x) =Gv(x): (3.11)
Each permutation w indexing a Grothendieck polynomial on the left-hand side of (3.11)
can be written as
w = utj1k : : : tjpk tjp+1k : : : tjqk tjq+1k : : : tjrk ;
where
j1¡ · · ·¡jp−1¡jp¿jp+1¿ · · ·¿jq; jq+1¿ · · ·¿jr ¿k;
and {j1; : : : ; jp} ⊆ I:
Assuming that q¿ 0, the permutation w appears precisely twice on the left-hand side of
(3.11); indeed, the two appearances correspond to J={j1; : : : ; jp} and J={j1; : : : ; jp−1}.
Furthermore, the corresponding two signs are opposite. On the other hand, it is easy to
check that there is a unique permutation with q=0, namely v. Hence (3.11) holds.
4. Monk’s formula for Grothendieck polynomials
Let v be again a Ixed permutation in S∞, and k a Ixed positive integer. DeIne the
following order on pairs of positive integers:
(a; b)6 (c; d) if and only if (b¿d) or (b= d and a6 c): (4.1)
Consider the set -k(v) consisting of saturated chains in the k-Bruhat order
v= w0¡k w1¡k · · ·¡k wp;
where p¿ 1, wi = wi−1taibi (with ai ¡bi), and
(a1; b1)¡ (a2; b2)¡ · · ·¡ (ap; bp): (4.2)
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Given any chain #, we denote by end(#) its last element, and by l(#) its length.
Furthermore, we deIne the set .k(v) to consist of all permutations end(#) for # in
-k(v).
The order in which the transpositions above are applied is best seen in the picture
below, being indicated by the numbers on the corresponding curves. It is interesting to
notice, by comparison, that these chains in k-Bruhat order diMer from those in the Pieri
formula for Schubert polynomials (2.6) in two ways: (1) there might be coincidences
between the left positions ai in the corresponding transpositions; (2) the left positions
ai of the successive transpositions having the same right position bj form an increasing
sequence, whereas in (2.6) they are unordered. Being a common generalization of (2.6)
and Theorem 4.3 below, the Pieri-type formula for Grothendieck polynomials in [17]
involves chains in k-Bruhat order which generalize the two types of chains mentioned
above.
k
1
2
3
5
6
7
8
4
Theorem 4.3. We have
Gv(x)Gsk (x) =
∑
w∈.k (v)
(−1)l(w)−l(v)+1Gw(x):
Proof. We Irst prove the closely related formula
Gv(x)Gsk (x) =
∑
#∈-k (v)
(−1)l(#)+1Gend(#)(x): (4.4)
It is known from [12], as well as [7,16], that
Gsk (x) = 1− (1− x1) : : : (1− xk); (4.5)
whence
Gsk (x) =Gsk−1 (x) + xk −Gsk−1 (x)xk : (4.6)
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Note that the latter formula is just a special case of the transition formula in Corollary
3.10. Thus, we can prove (4.4) by induction on k. For k = 1 it is just a special case
of Theorem 3.1, since Gs1 (x) = x1.
Each permutation w in the set Pk(v) (see the deInition at the beginning of the
previous section) determines a unique saturated chain in Bruhat order from v to w.
Let Ck(v) denote the collection of these chains. Let Cˆk(v) and -ˆk(v) denote the
sets obtained from Ck(v) and -k(v) by adding the chain of length 0 consisting of
the permutation v only. Given a chain # in Ck(v), we denote by l˜(#) the number
of permutations in # obtained by applying a transposition tkl with l¿k to the previ-
ous permutation.
Assuming that (4.4) holds for k − 1, and using (4.6), we have
Gv(x)Gsk (x) =
∑
(#1 ;#2)
(−1)l(#1)+l˜(#2)+1Gend(#2)(x); (4.7)
here the summation ranges over all pairs (#1; #2) of chains, not both of length 0, with
#1 in -ˆk−1(v) and #2 in Cˆk(end(#1)).
We now deIne a sign-reversing involution on the above set of pairs (#1; #2). Let #1 :=
(v = w0¡w1¡ · · ·¡wp) and #2 := (wp = w′0¡w′1¡ · · ·¡w′q); let wi := wi−1taibi
and w′j := w
′
j−1tklj . It is convenient to represent the two chains by the sequences
(ta1b1 ; : : : ; tapbp) and (tkl1 ; : : : ; tklq). If none of the two sequences contains a transposition
of the form tlk with l¡k, then the pair (#1; #2) is Ixed by the involution. Assume
that p¿ 0, and bp = k, and at least one of the following holds
q= 0 or l1¿k or ap¿l1:
Then we map the pair (#1; #2) to the pair of chains represented by the sequences of
transpositions
(ta1b1 ; : : : ; tap−1bp−1 ) and (tapk ; tkl1 ; : : : ; tklq):
In the remaining case, we have p= 0, or bp = k, or the following (simultaneously):
q¿ 0 and bp = k and ap¡l1¡k:
Then we map the pair (#1; #2) to the pair represented by
(ta1b1 ; : : : ; tapbp ; tl1k) and (tkl2 ; : : : ; tklq):
It is not diGcult to check that the map deIned above is indeed an involution on the
set over which the summation in (4.7) ranges. Furthermore, the involution is clearly
sign-reversing, because it increases or decreases l(#1) by 1, but does not change l˜(#2).
Hence, all terms in the summation in (4.7), except those corresponding to the Ixed
points of the involution, cancel; indeed, the involution preserves end(#2). Thus we
proved that (4.4) holds.
In order to deduce Theorem 4.3 from (4.4), we need to show that the summation
in the latter formula is multiplicity free (after collecting terms). This is done in the
following proposition, and thus the proof is complete.
Proposition 4.8. For any w in .k(v), there is a unique chain # in -k(v) with
end(#) = w.
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Proof. We assume that v; w lie in Sn. Let # be a chain in -k(v) with end(#)=w, which
we represent as a sequence of transpositions t := (ta1b1 ; : : : ; ta1br ; ta2c1 ; : : : ; ta2cs ; : : :), as we
did in the proof of Theorem 4.3; we have a1¡a2¡ · · · ; b1¿ · · ·¿br , c1¿ · · ·¿cs
etc. First note that v(i) = w(i) implies that none of the transpositions above act on
position i. Hence we may assume without loss of generality that v(i) = w(i) for all
i = 1; : : : ; n; thus a1 = 1, a2 = 2, etc.
Position br is clearly determined by v and w only; in fact br = v−1(w(1)). Let
0 := v(1) and 1 := v(br) = w(1). We will show that b1; : : : ; br−1 are also determined
by v and w. We claim that we have either v(i)¡0 or v(i)¿1 for all i satisfying
1¡i¡br or bj ¡ i¡bj−1 for some j = 1; : : : ; r, where we set b0 := n. This implies
that r=1−0 and bj=v−1(0+j) for j=1; : : : ; 1−0−1. The uniqueness of c1; : : : ; cs; : : :
follows by an inductive argument.
The above claim is clearly true for i with 1¡i¡br; indeed, otherwise one of the
transpositions t1b1 ; : : : ; t1br would increase length by more than 1 when successively
multiplying v on the right (recall that l(wtab) = l(w) + 1 if and only if w(a)¡w(b)
and either w(i)¡w(a) or w(i)¿w(b) for all i=a+1; : : : ; b−1). Now consider i with
bj ¡ i¡bj−1 for some j=1; : : : ; r. Let tmi be the leftmost transposition in the sequence
t which acts on position i, and let v′ be the permutation in the chain # it multiplies on
the right. We may assume that v(m)¡0, since otherwise v(m)¿1, whence v(i)¿1.
Let # := v(bj−1) if j¿ 1, and # := 0 otherwise. By an argument similar to one used
above, we have that v(i)¡0 or v(i)¿#. Hence, it is enough to show that we cannot
have v(i)= v′(i)¿#. Assuming that this is true, we are led to a contradiction once we
prove that v(m)¡v′(bj)6 #, since it would follow that the transposition tmi or one
preceding it (and still acting on position m) increases length by more than 1.
The only thing left to prove is that v(m)¡v′(bj)6 #. The second inequality is clear
since (vt1b1 : : : t1br )(bj) = #, and the value on position bj weakly decreases upon multi-
plication by subsequent transpositions. Now assume that v′(bj)¡v(m). Then there has
to be a permutation v′′ in the chain # which is multiplied on the right by a transposi-
tion tlbj , such that l¡m, v
′′(l)¡v(m), and v′′(bj)¿v(m); indeed, (vt1b1 : : : t1br )(bj)=
#¿ 0¿v(m), and the value on position bj weakly decreases. But then the length
increases by more than 1 upon multiplying v′′ by tlbj , which is not possible.
The above proof provides the following algorithm for Inding the unique chain in
k-Bruhat order from a permutation v to a permutation w in .k(v). More explicitly, we
want to Ind the sets Bi (possibly empty) for i = 1; : : : ; k, such that
w = v
→∏
i∈{1;:::; k}
←∏
b∈Bi
tib;
where the right and left arrows indicate that the indices in the noncommutative products
are increasing and decreasing, respectively.
Algorithm 4.9.
Step 1: Let i := 1.
Step 2: If v(i) = w(i) then Bi := ∅; go to Step 5.
C. Lenart / Journal of Pure and Applied Algebra 179 (2003) 137–158 149
Step 3: Let
Bi := {j : j¿k; v(j) = w(j); and v(i)¡v(j)6w(i)}:
Step 4: Let
v := v
←∏
b∈Bi
tib:
Step 5: Let i := i + 1; if v = w then go to Step 2 else output the sets Bi. STOP.
Example 4.10. We have
G21534(x)Gs3 (x) = (G23514(x) +G31524(x) +G216345(x))
− (G32514(x) +G236145(x) +G316245(x)) +G326145(x):
The brackets contain the Grothendieck polynomials indexed by permutations of the
same length, which have the same degrees of their lowest homogeneous components.
The following tree illustrates the way in which the permutations in the formula are
constructed; the edges are labeled by the corresponding transpositions.
21534
3152423514 216345
32514 236145 316245
326145
t24
t14t24t24
t24 t14 t36
It would be interesting to compare the algorithmic complexity of generating these
trees of permutations with the complexity of applying the operators in [12]. Recall
that these operators give the expansion of the product in the Monk-type formula with
cancellations, whereas our formula has no cancellations. So one would expect the latter
to be more eGcient.
It was shown in [12] that if the permutation v in Sn has unique ascent at some
position k, that is
v(1)¿v(2)¿ · · ·¿v(k)¡v(k + 1)¿v(k + 2)¿ · · ·¿v(n);
then .k(v) is the whole interval (v; wn0] in Bruhat order (recall that w
n
0 := [n; n −
1; : : : ; 1]). We can rederive this result from Theorem 4.3, but, since it seems that the
proof is slightly longer than the one in [12], we do not reproduce it here. Instead, we
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rederive the special case of the Pieri-type formula in [16] for Grassmannian permuta-
tions, which corresponds to multiplication by Gsk (x).
Recall that a permutation is called Grassmannian if it has a unique descent at some
position k, that is,
v(1)¡v(2)¡ · · ·¡v(k)¿v(k + 1)¡v(k + 2)¡ · · · :
The name is motivated by the fact that the corresponding Schubert classes (both in
cohomology and K-theory) are pulled back from a Grassmannian projection. Grass-
mannian permutations v are best represented by their corresponding partition
3(v) = (v(k)− k¿ v(k − 1)− k + 1¿ · · ·¿ v(1)− 1¿ 0):
Conversely, given k and a partition 3 with at most k parts, there is a unique Grassman-
nian permutation v(3; k) with descent at k corresponding to the partition 3. It turns out
that the Grothendieck polynomial Gv(3;k)(x) is a symmetric polynomial in x1; : : : ; xk ;
thus, it will be denoted by G3(x1; : : : ; xk). In particular, G(1)(x1; : : : ; xk) =Gsk (x). With
this notation, a special case of Theorems 3.1 and 3.2 in [16] can be restated as follows.
Corollary 4.11 (Lenart [16]). We have
G3(x1; : : : ; xk)G(1)(x1; : : : ; xk) =
∑
4
(−1)|4|−|3|G4(x1; : : : ; xk):
Here |4|; |3| denote, as usual, the sum of parts of the corresponding partitions; the
summation ranges over all partitions 4 with at most k parts whose Young diagrams
are obtained from that of 3 by adding |4| − |3| boxes, with no two in the same row
or column.
Proof. The fact that v is Grassmannian with descent at k combined with condition
(4.2) on the saturated chains # in k-Bruhat order appearing in Theorem 4.3 implies
that
ap¡ap−1¡ · · ·¡a1; bp ¡bp−1¡ · · ·¡b1 and
v(bi)− v(ai) = 1; i = 1; : : : ; p:
This translates into the above condition on the partitions 4 corresponding to end(#);
clearly, end(#) is still Grassmannian with descent at k.
Remark 4.12. Theorem 4.3 still holds if we use a slightly diMerent order on pairs on
positive integers than the one deIned in (4.1), namely
(a; b)  (c; d) if and only if (a¡c) or (a= c and b¿d); (4.13)
all the other deInitions remain unchanged. This fact is deduced from the following
observation: if
(a; b)6 (c; d) and (a; b)  (c; d);
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then the integers a; b; c; d are all distinct, whence the transpositions tab and tcd commute.
The same is true if
(a; b)  (c; d) and (a; b)¿ (c; d):
In fact, it turns out that the two orders 6 and  on pairs are used in the Pieri-type
formulas in [17] for multiplying Gv(x) by G(1p)(x1; : : : ; xk) and G(p)(x1; : : : ; xk), respec-
tively. This is the reason for which both work in the context here.
5. Pieri operators and related multiplication formulas
In this section we introduce two new families of noncommutative Pieri operators on
the Bruhat order and the k-Bruhat order on the symmetric group, which are inspired
by Theorems 3.1 and 4.3. Pieri operators on posets were introduced in [2]. We brie?y
recall the main elements of the constructions involved.
Let (P;6) be a graded poset with rank function rk :P → Z+, and let ZP be the
free graded Z-module generated by the elements of P. For an integer m¿ 0, a (right)
Pieri operator on P is a linear map Uhm :ZP → ZP which respects the poset structure;
by this it is meant that for all x in P, the support of x · Uhm in ZP consists only of
elements y in P such that x¡y and rk(y)− rk(x) = m.
Now recall the Hopf algebra NC of noncommutative symmetric functions deIned in
[10]; as an algebra, this is just the free associative algebra over Z with a generator
hm in each positive degree m. Its dual is the Hopf algebra Qsym of quasi-symmetric
functions (see [10,11]). The latter has two remarkable bases, namely the monomial
quasi-symmetric functions M0 and the fundamental quasi-symmetric functions F0; both
are indexed by compositions 0 = (01; : : : ; 0l) of positive integers of arbitrary length
l = l(0). Note that the basis {M0} is dual to the basis of complete NC-functions
{S0 := h01 : : : h0l}.
Given an inInite family of Pieri operators { Uhm: m=1; 2; : : :}, the map hm → Uhm turns
ZP into a (right) graded NC-module. Given x; y in P, the association to any 8 in NC
of the coeGcient of y in x ·8 is a linear map on NC. Hence, these matrix coeGcients
are elements of Qsym, and we have a collection of quasi-symmetric functions K[x;y]
associated to every interval [x; y] of P.
Now letHP be the free Z-module with basis given by cartesian products of intervals
of P, modulo identifying all singleton intervals [x; x] with the unit 1, and empty intervals
with 0. ThenHP is a graded Z-algebra whose product is cartesian product of intervals,
and there is a natural coalgebra structure which turns it into a Hopf algebra (see
[22]). According to [2], the map which associates to every interval [x; y] of P the
quasi-symmetric function K[x;y] can be extended to a map K on HP, and we have the
following result justifying the construction.
Theorem 5.1 (Bergeron et al. [2]). The map K :HP → Qsym is a morphism of Hopf
algebras.
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An important family of Pieri operators, called descent Pieri operators in [2], are
associated with (edge)-labeled posets. These are graded posets whose covers are la-
beled with elements of a totally ordered set; in fact, the deInition in [2] is based on
posets with edges labeled with integers, but for our purposes it is helpful to allow la-
belings with elements of any totally ordered set. One of the main examples of descent
Pieri operators in [2] was suggested by the Pieri formula for Schubert polynomials
(2.6). Since these Pieri operators commute, the corresponding quasi-symmetric func-
tions are, in fact, symmetric, and contain information about the Littlewood–Richardson
coeGcients corresponding to the multiplication of a Schubert polynomial by a Schur
polynomial.
Recall that given a labeled poset P, the descent Pieri operator is deIned by
x · Uhm :=
∑
#
end(#);
where the summation ranges over all saturated chains # of length m starting at x,
# :x 31→ x1 32→ · · · 3m→ xm = end(#);
with no descents, that is, 316 326 · · ·6 3m. We deIne Pieri operators Uem simi-
larly, with the only exception that we require (strictly) decreasing chains, that is,
31¿32¿ · · ·¿3m. The reason for the notation is that, according to Proposition 5.4
below, the map hm → Uhm turning ZP into a graded NC-module maps the noncommu-
tative elementary symmetric functions em to Uem (cf. the deInition of em in [10]).
To a subset I = {i1¡ · · ·¡ip} of {1; : : : ; m − 1}, we associate the composition
0(I) := (i1; i2 − i1; : : : ; m− ip) of m. Given a saturated chain # in a labeled poset with
labels 31; : : : ; 3m, let D(#) be the descent composition of #, that is, the composition
associated to the descent set {i : 3i ¿3i+1} of #. Then it was proved in [4] that the
quasi-symmetric functions associated to descent Pieri operators can be written
K[x;y] =
∑
#
FD(#); (5.2)
where the sum is over all saturated chains # in the interval [x; y].
We have the following result, for which we present two proofs: the Irst is more
algebraic, while the second is more combinatorial. Let
H :=
∞∑
m=1
(−1)m−1 Uhm: (5.3)
Proposition 5.4. We have
(1− H)−1 =
∞∑
m=0
Uem:
First Proof. Consider x¡y in P with rk(y) − rk(x) = m. The coeGcient of y in
x · Hp multiplied by (−1)m−p is obtained by summing over all compositions 0=
(01; : : : ; 0p) of m the coeGcients of y in x · Uh01 : : : Uh0p . But these are just the coeGcients
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of M0 in K[x;y], by the deInition of the latter. We deduce that the coeGcient of y
in x · (1 − H)−1 is (−1)mf(K[v;w]), where f :Qsym → Z is the specialization map
deIned by f(M0) = (−1)l(0). It is convenient to switch to the basis of fundamental
quasi-symmetric functions. Recall that given a subset I of [n−1] := {1; : : : ; n−1}, we
have
F0(I) =
∑
I⊆J⊆[n−1]
M0(J ):
Thus, we have
f(F0(I)) =
{
(−1)n if I = [n− 1]
0 otherwise:
Therefore, the coeGcient of y in x · (1− H)−1 is just the coeGcient of F0([m]) in the
expansion of K[x;y] in the basis of fundamental quasi-symmetric functions. By (5.2),
the latter coeGcient is the number of decreasing saturated chains from x to y.
Second Proof. We prove that the operator( ∞∑
m=0
(−1)m Uhm
)( ∞∑
m=0
Uem
)
is just the identity. Thus, we have to prove that for m¿ 0 we have
m∑
i=0
(−1)i Uhi Uem−i = 0:
In order to do this, we construct a sign-reversing involution on the saturated chains
of length m determined by the operator on the left-hand side of the above identity. A
typical chain # produced by the operator (−1)i Uhi Uem−i has two sequences of labels
(316 · · ·6 3i) and (3i+1¿ · · ·¿3m);
where at most one can be empty. If we have (i = m) or (0¡i¡m and 3i ¿3i+1),
then the same chain is produced by the operator (−1)i−1 Uhi−1 Uem−i+1. Otherwise, we
have (i = 0) or (0¡i¡m and 3i6 3i+1). Hence, in this case, # is also produced by
the operator (−1)i+1 Uhi+1 Uem−i−1.
Remark 5.5. In the framework of combinatorial Hopf algebras in [1], the operator
: :=
∞∑
m=0
Uhm
based on increasing chains is viewed as a multiplicative functional on the Hopf algebra
HP associated to a labeled poset P. Indeed, we can deIne :([x; y]) to be the coeGcient
of y in x · :; hence :([x; y]) is the number of increasing saturated chains from x to
y. Such a functional is called a zeta function for the corresponding Hopf algebra, and
the pair (HP; :) is called a combinatorial Hopf algebra. Similarly, :′ := 1−H deIned
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in (5.3) can be viewed as a diMerent zeta function. According to Proposition 5.4, the
linear functional
4 :=
∞∑
m=0
(−1)m Uem
counting decreasing chains is the convolutional inverse of :; this means 4=:◦S, where
S is the antipode of HP. The functional 4 is called the MCobius function of (HP; :).
The Irst family of Pieri operators we deIne is suggested by Theorem 3.1 (the
notation is the same as in Section 3). Thus, we take our poset to be S∞ with Bruhat
order, Ix a positive integer k, and set
v · Uhm :=
∑
w∈Pk (v)
l(w)−l(v)=m
%k(w; v)w: (5.6)
These operators do not commute, as shown in the example below; hence the corre-
sponding quasi-symmetric functions K[v;w] are not symmetric.
Example 5.7. For n= 4 and k = 1, we have
[1; 3; 2; 4] · Uh2 =−[3; 2; 1; 4]; whence [1; 3; 2; 4] · Uh2 Uh1 =−[4; 2; 1; 3]:
But
[1; 3; 2; 4] · Uh1 = [2; 3; 1; 4] + [3; 1; 2; 4]; whence [1; 3; 2; 4] · Uh1 Uh2 = 0:
The multiplication of a Grothendieck polynomial Gv(x) by xk is modeled by the
operator
∑∞
i=1
Uhi. But the quasi-symmetric functions K[v;w] encode more information
than just the mentioned multiplication. Indeed, we have the following result.
Proposition 5.8. The coe4cient of Gw(x) in the expansion of the product x
p
k Gv(x) in
the basis of Grothendieck polynomials is obtained by applying to K[v;w] the special-
ization map fp :Qsym→ Z de;ned by
fp(M0) :=
{
1 if l(0) = p
0 otherwise:
Proof. The argument is the same as the one used in the Irst proof of Proposition
5.4.
Let us now deIne a family of Pieri operators suggested by Theorem 4.3 (the notation
is the same as in Section 4). Thus, we Ix a positive integer k, take our poset to be
S∞ with k-Bruhat order, and set
v · Uhm :=
∑
w∈.k (v)
l(w)−l(v)=m
w: (5.9)
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Based on Proposition 4.8, we can see that this operator is a descent Pieri operator;
indeed, we label a cover w¡wtab (with a¡b) of the k-Bruhat order with the pair
(a; b), and use the order on pairs deIned in (4.1).
Our descent Pieri operators (5.9) do not commute, whence the corresponding quasi-
symmetric functions are not symmetric; indeed, Example 5.7 shows this too. On the
other hand, the multiplication of a Grothendieck polynomial Gv(x) by Gsk (x) is mod-
eled by the operator H deIned in (5.3). The quasi-symmetric functions K[v;w] encode
more information than just the mentioned multiplication. For instance, it is easy to de-
rive a similar result to Proposition 5.8 related to the multiplication of a Grothendieck
polynomial Gv(x) by Gsk (x)
p.
Proposition 5.4 immediately implies an inverse formula to our Monk-type formula
in Theorem 4.3; note that the former has no negative signs, unlike the latter. In order
to state the inverse formula, let <k(v) be the set of all decreasing saturated chains
starting at v, including the chain of length 0; the total order on labels is still the one
deIned in (4.1). Let also Qk(v) consist of all permutations end(#) for # in <k(v).
Theorem 5.10. The following identity holds in the algebra of formal power series
Z[[x1; x2; : : : ]], where yi := 1=(1− xi):
(y1 : : : yk)Gv(x) =
∑
w∈Qk (v)
Gw(x):
Proof. According to (4.5), we have
1
1−Gsk (x)
= y1 : : : yk :
Hence the above multiplication is modeled by the operator (1 − H)−1, and, thus,
Proposition 5.4 applies. We only have to prove that the formula obtained in this way
is multiplicity free, and this is done in the next proposition.
Proposition 5.11. For any w in Qk(v), there is a unique chain # in <k(v) with end(#)=
w.
Proof. Let # be a chain in <k(v) with end(#)=w. As in the proof of Proposition 4.8,
we represent # as a sequence of transpositions t := (ta1b1 ; : : : ; ta1br ; ta2c1 ; : : : ; ta2cs ; : : :). We
now have a1¿a2¿: : : ; b1¡ · · ·¡br , c1¡ · · ·¡cs, etc.
Positions a1; a2; : : : are clearly determined by v and w only. So is position br; in fact
br = v−1(w(a1)). We claim that
b1 = min{i : k ¡ i6 br and w(a1)¡w(i)6w(br)}:
Similarly, for 16p¡r, we claim that
bp+1 = min{i : bp¡ i6 br and w(bp)¡w(i)6w(br)}:
Indeed, denote the minimum by m, and assume that bp+1¿m (we cannot have bp+1¡m,
because bp+1 must clearly lie in the above set). Since w(bp)¡w(m)¡w(br) and
(wta1b1 : : : ta1bp)(a1) = w(bp), it follows that one of the transpositions ta1bp+1 ; : : : ; ta1br
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must increase length by more than 1 (cf. the necessary and suGcient condition for a
transposition to increase length by 1, stated in the proof of Proposition 4.8). This is a
contradiction, and therefore all positions bi are uniquely determined by v and w. The
uniqueness of c1; : : : ; cs; : : : follows by an inductive argument.
Remark 5.12. (1) The proof of Proposition 5.11 provides a similar algorithm to 4.9
for constructing the unique chain in <k(v) from a permutation v to some permutation
w in Qk(v).
(2) It is not hard to see that the lengths of increasing chains in k-Bruhat order
starting at any given permutation in S∞ are bounded, but the lengths of decreasing
chains are not. This explains why the summation in Theorem 4.3 is Inite, whereas the
one in Theorem 5.10 is inInite.
Finally, we present a new formula for the restriction of a dominant line bundle to a
Schubert variety. This is in terms of chains in the k-Bruhat order, and, unlike all the
other formulas in this paper, it is not multiplicity free. As stated in the introduction, it
is not clear how to relate this formula to the one in [9] in terms of Young tableaux,
and the more general one in [21], based on Littelmann paths. The advantages of our
formula are the fact that it is straightforward to invert, and the fact that it is an identity
in an algebra of formal power series, not just for Schubert classes in K-theory.
Recall that yi := 1=(1− xi) are representatives for the classes [Li] of the tautological
line bundles Vi=Vi−1 on the ?ag variety Fln (or, more generally, on the ?ag bundle
Fl(V ), cf. Section 2). A dominant line bundle is one of the form L3 := L⊗311 : : : L
⊗3n
n ,
where 3 := (31¿ · · ·¿ 3n¿ 0) is a partition. Its class in K-theory is represented by
the monomial y3 := y311 : : : y
3n
n . Let 4 := (41¿ · · ·¿ 4k ¿ 0) be the conjugate partition
of 3.
Corollary 5.13. The following identity holds in the algebra of formal power series
Z[[x1; x2; : : : ]], where yi := 1=(1− xi):
y3Gv(x) =
∑
#
Gend(#)(x);
where the summation is over all chains of the form
# : v= w0
#1→w1 #2→ · · · #k→wk = end(#);
where #i is a (decreasing saturated) chain in <4i(wi−1) with end(#i)=wi, for i=1; : : : ; k.
Proof. Just notice that y3=(y1 : : : y41 ) : : : (y1 : : : y4k ). We can now apply Theorem 5.10
repeatedly.
Example 5.14. We reproduce the example in [9, p. 721], working with Grothendieck
polynomials in only one set of variables instead. We have
(y31y2y3)G3124(x) =G3124(x) + (3G4123(x) +G3142(x))
+ (2G4132(x) +G3241(x)) + 2G4231(x) + : : : :
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The brackets contain the Grothendieck polynomials indexed by permutations of the
same length, which have the same degrees of their lowest homogeneous components.
In the right hand side of the formula, we only indicated the Grothendieck polynomials
indexed by permutations in S4; indeed, if we are working in K0(Fl4), as in [9], the
others do not appear. Here 3 = 4 = (3; 1; 1), so we have three subchains, in 3-, 1-,
and 1-Bruhat orders, respectively. The following tree illustrates the way in which the
permutations in the formula are constructed; the edges are labeled by the corresponding
transpositions, as well as by the numbers of the subchains (1, 2, or 3) to which those
transpositions can possibly belong.
3124
4123 3142
4132 3241
4231
t13
t24t13
t34t14
{1}
{1}
{1,2,3}
{2,3}
{2,3}
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