Tapping-mode atomic force microscopy has wide applications for probing the nanoscale surface and subsurface properties of a variety of materials in a variety of environments. Strongly nonlinear effects due to large variations in the force field on the probe tip over very small length scales and the intermittency of contact with the sample, however, result in strong dynamical instabilities. These can result in a sudden loss of stability of low-contact-velocity oscillations of the atomic-force-microscope tip in favor of oscillations with high contact velocity, coexistence of stable oscillatory motions, and destructive, nonrepeatable, and unreliable characterization of the nanostructure. In this paper, dynamical systems tools for piecewise-smooth systems are employed to characterize the loss of stability and associated parameter-hysteresis phenomena.
INTRODUCTION
Tapping-mode atomic force microscopy (TMAFM) has become an essential tool for surface science. The fundamental physical component of an atomic force microscope is a cantilever beam (∼ 100µm in length) with a finely engineered tip (normally a 3µm tall pyramid with ∼ 30nm end radius [1] . When in tappingmode operation, the cantilever oscillates near the sample surface making very short intermittent contact, thus sampling the attractive as well as repulsive effects of the surface interactions. As tapping mode involves only intermittent contact, it greatly reduces the effects of adhesion and friction on the dynamics of the cantilever tip as compared to contact-mode AFM. Relatively low contact velocities also imply significantly less damage to the sample as compared to contact mode. Consequently, tapping mode has become the method of choice for high-resolution topographical measurements of soft and fragile materials that are difficult to examine otherwise. In addition to topographical measurements, tapping-mode microscopy can also be used to sample elastic, viscoelastic, electrical, and thermal properties of the surface through a variety of methods of signal processing [2] [3] [4] [5] .
The interactions between the AFM cantilever and the sample are inherently nonlinear. Nonlinear phenomena, such as the coexistence of multiple system attractors and a variety of bifurcation scenarios affect the operation and, more importantly, the interpretation of the signal produced by the microscope. Indeed, dramatic instabilities may occur as a result of the tip-sample interactions that deteriorate the imaging quality as well as result in damage to the sample surface. Advanced methods of dynamical systems analysis should therefore be employed to predict, explain, and control the cantilever dynamics.
As an example of nonlinear phenomena, Gleyzes et al reported that two branches of stable periodic oscillations of the vibrating tip in TMAFM may be observed under sweeps in the forcing frequency [6] . This bistable behavior and the resultant hysteresis phenomena were found to be associated with the attractive tip-sample interactions [7] [8] [9] [10] [11] as well as the repulsive tip-sample interactions [11] [12] [13] [14] . During typical operation, TMAFM uses feedback control to maintain the root-mean-square value of the tip oscillation at a constant level. Since a desired amplitude can be achieved from two different oscillating solutions corresponding to two different tip-sample separations, the tip dynamics could simply switch between these two different motions and thus generate useless images, as pointed out by García and San Paulo [13] . The switching between high and low amplitude oscillations during scanning may also cause heavily distorted images and sudden topographic variations in the images that are not reflected in the topography of the sample. A detailed analysis of the origins of the high-and low-amplitude oscillations and their connections is therefore necessary to better understand the occurrence of hysteresis. This would also be expected to yield design tools for passive and active redesign of the tapping-mode control strategy to eliminate such hysteresis and to enable more robust imaging.
A number of mechanical models have been used to describe the oscillating AFM cantilever. In the most common approach, the cantilever is treated as a lumped spring-mass system. Sebastian et al [14] described the tip-sample interaction force as that given by a piecewise-linear spring-damper system. Lee et al [15] presented a distributed-parameter model of the cantilever and studied the numerical solution using a modern bifurcation analysis software, AUTO [16] . The numerical results qualitatively capture the experimentally observed phenomena. A detailed numerical and analytical computation of the model of Lee et al can be found in the work of Yagasaki [17] . It was observed by van de Water and Molenaar [18] that the dynamics of the TMAFM could be approximated by those of low-contactvelocity motions in impact oscillators. Indeed, based on work by Nordmark and collaborators [19, 20] on impact oscillators, it was demonstrated that the bifurcation characteristics of the TMAFM dynamics could be qualitatively captured by a square-root map. To the authors' best knowledge, a detailed bifurcation analysis of the dynamics of TMAFM that properly accounts for rapid variations in the tip-sample interaction force is not available in the literature. The aim of this paper is to perform such an analysis of the cantilever dynamics with particular emphasis on features believed to be associated with reduced imaging quality as discussed above.
MATHEMATICAL MODEL
The cantilever in TMAFM is supported by a periodically vibrating dither piezo, see Figure 1 . The vibrating frequency is usually close to the resonance frequency of the cantilever. In addition to the effective forcing due to the accelerated support, the overall cantilever dynamics are influenced by the tip-sample interaction force, by the intrinsic damping of the cantilever, and by damping due to motion through the ambient environment. Deflection of the cantilever is typically measured by the reflection of a laser signal off the tip and onto a photo diode as shown in Figure 1 . Commonly, feedback is implemented to control the offset between the sample and the neutral position of the cantilever support with the aim of sustaining a constant root-mean-square oscillation amplitude of the cantilever tip. As the cantilever traverses topographical features of the sample, the change in offset is measured and related to the surface geometry. The tip-sample interaction consists of long-range attractive forces and short-range repulsive forces. Relative to the typical length scales of the cantilever motion, the attractive and repulsive forces change appreciably over small distances and are thus often modeled by piecewise-smooth forcing functions with well-defined boundaries enclosing their respective regions of applicability (e.g., Derjaguin/Muller/Toporov (DMT) theory [21] ). Smoothed versions of these contact models (e.g., [14, 15, 17, 22, 23] ) may yield acceptable approximations to the contact physics and the system dynamics. They fail, however, to highlight the significance of the rapid variations in forcing on bifurcations in the system response. In contrast, retaining distinct boundaries between regions of distinct forcing enables a mathematical treatment of system bifurcations associated with these boundaries, so-called discontinuity-induced bifurcations.
In a piecewise-smooth model of an AFM cantilever studied by Sebastian et al. [14] , the attractive force is represented by a linear spring with negative stiffness, the repulsive force is represented by a linear spring with positive stiffness, and linear dampers are introduced to account for the energy dissipation during the tip-sample interaction (cf. Figure 2) . The dynamics of the cantilever are governed by a piecewise-smooth dynamical system corresponding to the equation of motion
where the piecewise-linear function
(2) describes the tip-sample interaction. Here, x measures the deflection of the cantilever tip relative to its equilibrium deflection in the absence of support oscillations,
is the coefficient of intrinsic and ambient damping, and mγ and ω represent the excitation amplitude and frequency due to the oscillation of the dither piezo, respectively. Moreover, s characterizes the equilibrium separation between the cantilever tip and the onset of the repulsive tip-sample interactions. Finally, d represents the distance from the onset of the attractive forces to the onset of the repulsive forces and reflects a material property of the sample.
Using the harmonic balance method, Sebastian et al estimated parameter values for Equation (1) that yielded good agreement between numerical predictions and experimental measurements. They showed that the corresponding dynamical system possesses two branches of periodic solutions: one with low oscillation amplitude and the other with high oscillation amplitude [14] . However, the transitions between the two branches were not fully explored. In the following sections, we present a detailed bifurcation analysis of this dynamical system using the parameter values listed in Table 1 , consistent with those studied in [14] . For convenience, we denote by free oscillations those motions of the cantilever, for which the cantilever tip remains outside of both the attracting and repelling regions. Cantilever motions that involve passage through the attracting region but not the repelling region will be referred to as non-contacting oscillations. Finally, we denote by contacting oscillations those motions of the cantilever, for which the cantilever tip passes through the repelling region. Methods for simulation and for finding periodic solutions of piecewise-smooth systems can be found in, e.g., [24] [25] [26] .
Figures 3, 4, and 5 show the variations in oscillation amplitude of the cantilever x max , in the maximum penetration − (x min + s) of the tip into the repulsive region, and in the phase shift relative to the excitation during one period of the system response under changes in the equilibrium tip-sample separation s, as numerically obtained using the Newton-Raphson method and parameter continuation. These results are consistent with the numerical and experimental data reported in [14] . Clearly, for sufficiently large equilibrium separations (s 24 in Figures  3, 4 , and 5), free steady-state periodic oscillations of the cantilever exist that are not influenced by interaction forces with the sample and for which the oscillation amplitude and phase shift (= −90 • ) is independent of changes in the equilibrium separation. At a critical value of the equilibrium separation denoted by A in Figures 4 and 5, tangential contact is achieved between the free steady-state oscillation and the state-space discontinuity corresponding to the onset of the attractive force. Under further decreases in the equilibrium separation, the oscillation amplitude and the phase shift of the resultant non-contacting steady-state periodic oscillations decrease from their free-oscillation values. At a critical value of the equilibrium separation denoted by C in Figure 4 and 5, tangential contact is achieved between the noncontacting steady-state oscillation and the state-space discontinuity corresponding to the onset of the repulsive force. Under further, very small decreases in the equilibrium separation, the resultant contacting steady-state periodic oscillation disappears in a saddle-node bifurcation, here denoted by SN 1 . The corresponding branch of unstable, periodic contacting oscillations emanating from this point persists under increases in the equilibrium separation until it disappears in yet another saddle-node bifurcation, here denoted by SN 2 . Finally, the corresponding branch of stable, periodic contacting oscillations emanating from this point persists under large decreases in the equilibrium separation. The coexistence of two branches of stable non-contact and contact periodic oscillations of the cantilever over some range of equilibrium separations has been implicated as a possible source of reduced imaging quality in TMAFM (e.g., [13] ). Indeed, since the contacting oscillations involve attractive as well as repulsive interactions with the sample, they generate a more distinctive response related to the surface topography and are therefore more desirable for imaging purposes. Experimental measurements, however, show the possibility of jumps in the system response between the two branches for intermediate values of the equilibrium separation. García and San Paulo [13] explained the transition between the two branches as a result of changes in the sizes of the basins of attraction of the competing periodic oscillations as the tip-sample separation varies (considerable reductions in the size of the basin of attraction of the non-contacting oscillation are observed for s ≈ 15). With the inclusion of the mostcommonly used feedback scheme, such jumps result in variations in the equilibrium offset that do not correspond to changes in surface topography and a resultant loss of resolution in the sample characterization.
The bifurcation scenario described above is intimately related to the existence of steady-state periodic oscillations that achieve tangential (or grazing) contact with the system discontinuities corresponding to the onset of the attractive and repulsive forces, respectively. Indeed, every such occurrence is found to be associated with a kink in the corresponding bifurcation branch and the possibility of dramatic changes in the stability of the response. In addition to the points A and C referred to previously, additional points of grazing contact are found at B, D, and E, although these are not associated with any dramatic changes in stability. Further information about the shape of the corresponding trajectories can be found in [27] .
Discontinuity-induced bifurcations of periodic oscillations, characterized by the existence of periodic oscillations with grazing contact with system discontinuities, are well-known to result in dramatic changes in the existence and stability of recurrent motions (e.g., [25, [28] [29] [30] , but see also [18] ). Their analysis can be traced to a description of the local dynamics in the vicinity of such grazing periodic oscillations. For periodic oscillations with no or only transversal intersections with system discontinuities, such local analysis can be achieved through a straightforward analysis of the variational equations (accounting for the discontinuities through the introduction of so-called saltation matrices and their higher-order equivalents [25, 26] ) and results in a local description with as much smoothness as the original vector fields and discontinuities. In contrast, in the presence of grazing contact, the local analysis necessarily results in only piecewisesmooth local descriptions with the possibility of infinite derivatives along the boundaries between the different domains of definition. This nonsmoothness and possible lack of differentiability is a beast altogether different from what can occur in a smooth system and requires special tools, for example, the use of socalled discontinuity mappings as originally introduced by Nordmark [19] (but see also [29, 30] ).
DISCONTINUITY MAPPINGS Local Analysis
Following Dankowicz and Nordmark [29] , without loss of generality, consider a flow defined on some neighborhood of x = 0 and governed by the differential equations
where the smooth event function h D is associated with a dis-
h D x (0) = 0, and where F 1 and F 2 and the associated flow functions Φ 1 and Φ 2 can be smoothly extended to the entire neighborhood of x = 0. Without loss of generality, assume that D is sufficiently flat, i.e., such that h D is linear to sufficiently high order. For the case that D is not flat, D can be made at least locally flat through the introduction of a sequence of appropriate coordinate transformations (cf. [30] ). As an example, if h D (x) = x + s, the corresponding discontinuity surface corresponds to the onset of the repulsive forces on the AFM cantilever tip in the model considered in the previous section.
Assume that x = 0 is a local minimum in the value of h D along flow trajectories corresponding to Φ m for m = 1, 2. It follows that h D
, that the vector fields F 1 and F 2 are tangential to D at x = 0 and that
for m = 1, 2. By continuity, it follows that all flow trajectories corresponding to Φ m for m = 1, 2 close to x = 0 achieve a local minimum in h D in the vicinity of x = 0. Now, introduce a local Poincaré section P given by the zero-level-surface of [20, 29, 30] for further detail on the concept of discontinuity mappings and their derivation). Consider a trajectory segment of the original dynamical system in the vicinity of the grazing trajectory segment shown as a solid curve in Figure 6 . The trajectory intersects D at x in and x out . Then, x in lies on a trajectory segment of Φ 1 that intersects P after some small positive time at the point x 0 . Similarly, x out lies on a trajectory segment of Φ 1 that intersects P after some small negative time at the point x 1 . Now introduce the discontinuity mapping D : P → P , such that x 1 = D (x 0 ), as the composition of the following steps:
1. Flow from x 0 to x in for a time t 1 < 0 with Φ 1 ; 2. Flow from x in to x out for a time t 2 > 0 with Φ 2 ; 3. Flow from x out to x 1 for a time t 3 < 0 with Φ 1 , i.e., such that D (x 0 ) = Φ 1 (Φ 2 (Φ 1 (x 0 ,t 1 ) ,t 2 ) ,t 3 ). We note, in particular, that D (0) = 0. To arrive at a functional expression for D, we seek to express the flow times in terms of the corre- sponding initial conditions in state space and the corresponding parameter values.
Step 1. Consider the scalar-valued function
where
It follows that
such that E (1) (0, 0, 0) = 0 and
The implicit function theorem implies the existence of a unique smooth function τ (x, y) for x ≈ 0 and y ≈ 0, such that τ (0, 0) = 0 and
It is straightforward to show that y) ) is identically equal to zero, it follows that all its derivatives must vanish at (0, 0). As the smooth function τ (x, y) is implicitly defined by Equation (12), we can compute arbitrary partial derivatives of τ at (0, 0) using implicit differentiation. Now let
Since Φ 1 is smooth, we can compute arbitrary partial derivatives of D 1 at (0, 0) .
Step 1 is completed by expanding D 1 (x, y) to desired order in the deviation from (0, 0) and
Step 2. Consider the scalar-valued function
Let
such that E (2) (0, 0) = 0 and
The implicit function theorem implies that there exists a unique smooth function τ (x) for x ≈ 0, such that τ (0) = 0 and
It is straightforward to show that
) is identically equal to zero, it follows that all its derivatives must vanish at 0. As the smooth function τ (x) is implicitly defined by Equation (21), we can compute arbitrary partial derivatives of τ at 0 using implicit differentiation. Now let
Since Φ 2 is smooth, we can compute arbitrary partial derivatives of D 2 at 0.
Step 2 is completed by expanding D 2 (x) to desired order in the deviation from 0 and substituting the result of step 1 for x. Step 3. Finally, consider the scalar-valued function
such that E (3) (0, 0) = 0 and
It follows from the implicit function theorem that there exists a unique smooth function τ (x) , such that τ (0) = 0 and
It is straightforward to show that t 3 = −τ (x). Since
) is identically equal to zero, it follows that all its derivatives must vanish at 0. As the smooth function τ (x) is implicitly defined by Equation (25), we can compute arbitrary partial derivatives of τ at 0 using implicit differentiation. Now let
Since Φ 1 is smooth, we can compute arbitrary partial derivatives of D 3 at 0.
Step 3 is completed by expanding D 3 (x) to desired order in the deviation from 0 and substituting the result of step 2 for x.
Motivated by the AFM application, we now assume that F 1 (0) = F 2 (0). While this affects the final form of the expression for D, it does not affect the general methodology developed above which may be applied also in the case when F 1 (0) = F 2 (0) as discussed further in the work of di Bernardo et al [30] . Keeping terms up to order 3/2 in x, we find, after a fairly lengthy computation,
where y = −h D x (0) · x and α and C are constant matrices that can be computed entirely in terms of values of the vector fields and the event function h D , and their derivatives at x = 0. Although everywhere continuous and continuously differentiable, the discontinuity mapping is only piecewise C 2 with a second derivative that grows beyond all bounds as x → D.
Global Analysis
Now suppose the existence of a global flow outside of the neighborhood described in the previous section, such that a smooth Poincaré mapping P smooth : P → P can be defined for all x ≈ 0 by patching together flow trajectories of Φ 1 on the local neighborhood with the global flow. In particular, assume that P smooth (0) = 0, i.e., such that the reference trajectory segment considered above lies on a grazing periodic trajectory of the global flow. Then, by the above construction, it is possible to construct a Poincaré mapping P that accounts for the presence of the discontinuity D and the brief, but non-negligible contribution of F 2 through the following composition
In particular, to order 3/2 in x,
where P smooth,x (0) can be obtained numerically through the solution of the variational equations of the global flow along the grazing periodic trajectory for one period.
Given a grazing periodic trajectory of a piecewise-smooth dynamical system, local coordinates may be introduced so that the point of grazing contact corresponds to x = 0 as per the discussion above. It follows that the composite Poincaré mapping (29) may be numerically simulated on neighborhoods of x = 0 to investigate the dynamics in the vicinity of the grazing trajectory. Indeed, the influence of a parameter µ on the existence and stability of recurrent motions in the vicinity of a grazing periodic trajectory may be studied by the inclusion of µ in the state vector, recognizing thatμ = 0. In particular, if x = x µ , it follows that
and thus
where 
Stability
The persistence of near-grazing periodic trajectories and their stability properties may be investigated analytically from Equation (31) . To linear order, a fixed point of P is given bỹ
where Γ = (I − Px) −1 P µ . Assume that the family of fixed points of P smooth intersects D transversally at 0, such that p = h D
Without loss of generality, we assume p > 0. When µ > 0, it follows that h D x (0) · x = p µ > 0 and therefore persistence and stability of near-grazing periodic trajectories is straightforward to analyze in terms of the linear approximation to the smooth Poincaré mapping. Consider, instead, the case µ < 0 as follows. Then, the Jacobian matrix of P evaluated at the fixed point is given by where
Let λ 0 be an eigenvalue of Px and assume φ 0 and ψ 0 are the corresponding right and left eigenvectors, respectively, such that
We normalize the eigenvectors such that ψ T 0 · φ 0 = 1. We then find the eigenvalue λ and eigenvector φ of J using the following perturbation approach (see also [31] ). Assume
and
Multiplying both sides of the above equation by ψ T 0 and solving for λ 1 yields
i.e.,
It follows that the eigenvalue of the periodic motion is continuous at µ = 0, i.e. the grazing bifurcation point. However, since
there is the possibility of dramatic changes in the stability of the periodic trajectories in the vicinity of the grazing periodic trajectory.
In the case of the grazing periodic trajectory corresponding to the point C in Figures 4 and 5 , λ 1 ≈ 166.22 + 3.14i corresponding to a rapid change in the eigenvalue following the grazing contact. This is also reflected in the occurrence of a saddlenode bifurcation in the immediate vicinity of C. In contrast, in the case of the grazing periodic trajectory corresponding to the point A, λ 1 ≈ −5.70 * 10 −6 + 0.13i. It follows that changes in the eigenvalues near A are less dramatic. This is again supported by the persistence of a stable periodic trajectory for a large interval of parameter values about A.
CONCLUSION
Parameter hysteresis in the AFM cantilever dynamics during tapping-mode operation has been documented by other researchers as a potential cause of image distortion and loss of resolution. In this paper, we have investigated the nonlinear dynamics of the vibrating tip and traced the existence of hysteresis to a discontinuity-induced saddle-node bifurcation originating in grazing contact. In particular, a discontinuity-mapping was formulated that enables the analysis of the near-grazing dynamics solely based on conditions at grazing. Indeed, on some neighborhood of the point of grazing contact, the discontinuity mapping and the corresponding composite Poincaré mapping are able to accurately capture the near-grazing dynamics and the associated bifurcations.
The choice of a linear form of the vector field in between discontinuities is clearly highly idealized. The quantitative agreement between the numerical predictions and experimental results obtained previously by Sebastian et al. [14] as well as the independence of the analysis methodology on the exact nature of the vector field (as long as the discontinuities are retained), however, make us confident that qualitatively similar results would be obtained using a piecewise nonlinear model.
Changes in stability on a neighborhood of a point of grazing contact of the cantilever tip were shown to be reducible to a set of characteristic constants. Since these constants are a property of the grazing orbit and the vector fields near the point of grazing contact, one would expect that different tips, samples, and driving conditions could result in different bifurcation scenarios, for example, the loss of stability of the non-contacting oscillation near A. Indeed, while for the specific model and parameter values studied here, hysteresis occurs in the switching between attractive region and repulsive region, it has been numerically and experimentally observed that hysteresis may also occur during the switching between free vibration and attractive force region [7] [8] [9] [10] . The proposed approach thus provides a useful tool for evaluating the feasibility of imaging given certain values for material and control parameters. Preliminary work by the authors also show that the discontinuity-mapping approach may be employed to design active control strategies that robustly modify the bifurcation behavior over a range of values of material parameters and thus to improve image quality.
