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Neural networks for language modeling have been proven effec-
tive on several sub-tasks of natural language processing. Training
deep language models, however, is time-consuming and computa-
tionally intensive. Pre-trained language models such as BERT are
thus appealing since (1) they yielded state-of-the-art performance,
and (2) they offload practitioners from the burden of preparing
the adequate resources (time, hardware, and data) to train models.
Nevertheless, because pre-trained models are generic, they may
underperform on specific domains. In this study, we investigate the
case of multi-class text classification, a task that is relatively less
studied in the literature evaluating pre-trained language models.
Our work is further placed under the industrial settings of the fi-
nancial domain. We thus leverage generic benchmark datasets from
the literature and two proprietary datasets from our partners in the
financial technological industry. After highlighting a challenge for
generic pre-trained models (BERT, DistilBERT, RoBERTa, XLNet,
XLM) to classify a portion of the financial document dataset, we
investigate the intuition that a specialized pre-trained model for
financial documents, such as FinBERT, should be leveraged. Never-
theless, our experiments show that the FinBERT model, even with
an adapted vocabulary, does not lead to improvements compared
to the generic BERT models.
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1 INTRODUCTION
Financial institutions receive, process, generate, and send a consid-
erable amount of financial documents on a daily basis, including
but not limited to policy descriptions, financial statements, prospec-
tuses, customer reports. The first step towards the exploitation of
these large volumes of documents is to ensure their proper clas-
sification. In most cases, however, as observed in several firms’
workflows, document classification remains a significantly manual
process. Yet, manual classification is known to be error-prone, with
catastrophic implications in the application in industrial settings:
at JP Morgan, contract interpretation errors stem from manual pro-
cessing errors and lead to 80% of the firm’s loan servicing errors [51].
Automated text classification has been extensively investigated in
the literature [3]. Although it remains, so far, scarcely adopted by
financial institutions [25], potentially due to the substantial effort
that must be undertaken to train and keep machine learning models
up-to-date and accurate. Nevertheless, in recent years, Pre-trained
Language Models (PLMs) have offered the research and practice
communities with a breakthrough for adopting automated Natu-
ral Language Processing (NLP) techniques, even with limited time
and computational resources. PLMs are further appealing since
they have yielded state-of-the-art performance1 in many NLP sub-
tasks [43]. However, their performance for the task of full-document
classification is not yet perceived as reliable as for other sub-tasks,
making our project partners in the finance industry reluctant to
deploy them in their highly regulated environments.
1https://gluebenchmark.com/leaderboard
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Online repositories share a large variety of released PLMs. For in-
stance, we can find more than 5 000 models under community mod-
els2. These PLMs are generated under various settings, although
with limited information to their applicability to industrial datasets
and tasks. Therefore, we argue for the present need to validate exist-
ing models for different tasks and domains rather than incessantly
spending resources to build and release model variants.
Pre-trained models increasingly appear as the new standard of
industry best practices. Indeed, leveraging pre-trainedmodels in the
industry offers several benefits, including (1) the ease of integration
within a production workflow, (2) the possibility to achieve high
performance quickly, i.e., without too many fine-tuning iterations,
(3) the opportunity to escape the need of huge labeled datasets for
training, as well as (4) their applicability across various use cases
and tasks. Furthermore, in practice, training deep neural networks
from scratch generally requires specialized computing architec-
ture (e.g., Tensor Processing Units (TPU)) and incur significant
costs. Indeed, training the BERT-based model has been evaluated
in the literature to cost approximately $7 000 for 4 days usage of
4 Clouds TPUs [40]. Moreover, the carbon footprint generated by
the redundant process remains problematic, as is the use of public
cloud resources to process critical business, which can raise data
confidentiality and privacy concerns for companies.
Nevertheless, recent works begin to formulate some criticisms
over the performance of PLMs on specific datasets [28, 31]. A sum-
mary insight of these experiments is that PLMs should be used with
great care as their performance may be task-dependent and dataset-
dependent. Therefore, it is important to investigate the capabilities
of existing models and architectures in these dimensions so as to
identify improvement directions.
In the scope of our collaborative projects with partners from the
financial technology industry, we undertook the task of assessing
pre-trained language models for several NLP tasks. In this paper,
we discuss our experiments and the yielded insights for the case of
document classification. We notably assess the value of leveraging
a specialized model against the use of generic models pre-trained
on common text data. To the best of our knowledge, this work is
the first to study PLMs for multi-class text classification for the
financial domain. Concretely, we address the following Research
Questions (RQs):
RQ1: What is the performance of generic pre-trained language
models on the task of multi-class text classification? We perform
the experiments on datasets from both financial and non-financial
domains to draw a comparison baseline.
RQ2: Does FinBERT (a financial domain-specific languagemodel)
outperform the generic pre-trained language models on datasets
from financial domains for the task of multi-class text classification?
RQ3: To what extent does the vocabulary impact the perfor-
mance of pre-trained language models in the multi-class text classi-
fication task? We investigate the overlap between the vocabularies
and explore the performance that can be gained with a custom
vocabulary.
This paper is organized as follows. Section 2 overviews some re-
lated work while Section 3 provides some background information
2https://huggingface.co/models
about language models. We present our experimental setup in Sec-
tion 4 and discuss the results in Section 5 as well as an enumeration
of some threats to validity. Finally, Section 6 concludes the paper.
2 RELATEDWORK
In the last decade, many proposed NLP approaches exploited neu-
ral networks, which use task-specific data and word embeddings
such as word2vec [29] and GloVe [33]. Transformer models, which
remove recurrence as well as convolution and depend on attention,
were introduced by Vaswani et al. [42]. It led to a paradigm shift in
NLP domain such that pre-trained deep language representation
models come to play as a commonly-used type of natural language
models.
2.1 Pre-trained Language Models (PLMs)
PLMs are language models that have been trained with a large
dataset while remaining agnostic to the specific tasks they will be
employed on. In practice, to leverage PLMs, the last output layers
must be adapted to the task: this is referred to in the literature as
the fine-tuning step.
OpenAI GPT [34], BERT [10], XLNet [47] and XLM [8] are ex-
amples of pre-trained models that can be fine-tuned to various NLP
tasks. PLMs received huge attention after BERT achieved state-of-
the-art results on 11 NLP tasks [10]. Variants of the BERT model
and other PLMs can be found in online repositories. Currently,
more than 5 000 models have already been made available to the
community. These models can be broadly categorized as either: a)
adaptation to a specific task and/or a specific domain, or b) opti-
mization, where the goal is to improve the core of the model or
reduce its computational cost.
While BERT achieves excellent performance in several NLP sub-
tasks, several researchers focused on creating PLMs specifically
adapted to the context of a given specific domain, usually by ei-
ther fine-tuning or fully re-training BERT—pre-training in BERT
terminology—on another corpus. Accordingly, approaches have
been proposed for biomedical language [20], scientific papers [7],
clinical notes [4, 14] and financial news [6].
Concurrently, others have experimented to adapt PLMs to tasks
not originally evaluated by BERT authors. Such processes usually
only involve fine-tuning BERT, being much less computationally
expensive than pre-training BERT on another corpus. Adhikari et al.
[2] propose to fine-tune BERT to yield a model able to classify a
full document, while Lee and Hsiang [19] tackle the problem of
classifying patents.
Other research has focused on optimizing PLMs, known to be
expensive, and generally hard to pre-train. For instance, distil-
BERT [38] proposes a modified trade-off between pre-training and
fine-tuning, which allows to obtain a smaller model, easier to train,
while conserving most of the performance of the original BERT
model. On the other hand, Liu et al. [24] argue that BERT requires
more training, and proposed RoBERTa, a model trained for longer
than the original BERT. Their study shows that RoBERTa generally
outperforms BERT.
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2.2 Evaluation and Limitations of PLMs
PLMs being relatively recent, an active field of research is devoted
to uncovering and documenting their limitations. Niven and Kao
[31] thoroughly examine BERT accuracy on the Argument Rea-
soning Comprehension Task. They show that the results of BERT
on this task can be accounted for by taking advantage of spurious
statistical cues in the dataset. This paper claims that all models
achieve random accuracy on adversarial datasets, and suggests the
use of adversarial datasets as a standard in the future.
McCoy et al. [28] investigate why machine learning systems
(including BERT) perform well on a given test set. They found that
BERT (and other models) performance may not generalize on other
corpora. Schick and Schütze [39] show that language models may
struggle to deal with rare words despite being trained on a big
amount of data. Furthermore, they showed that the frequency of
words is highly important in language models understanding. It
can be concluded that datasets with a high number of unique words
can be quite challenging for language models.
Sun et al. [41] make detailed experiments on BERT and suggest
several techniques to improve the results on text classification task.
Yu et al. [50] propose a BERT-based model for text classification to
utilize more task-specific knowledge and achieve better results on
multi-classification task. Yeung [49] inserts legal domain vocabulary
to BERT, reports no improvement and explains their findings by the
high overlap between vocabularies. Elwany et al. [11] investigate
BERT on large legal corpora and report improvement after fine-
tuning on the legal domain.
Li et al. [22] investigate BERT-based models for entity normal-
ization task for biomedical and clinical domain. The study does
not detect statistical significance between biomedical and clinical
domain, and concludes that the domain effect on models is not
statistically significant if the domains of the models are close, while
domain effect becomes more visible on distant domains. Peng et al.
[32] conduct an empirical study on BERT and its variations on
biomedical and clinical domain, and show that fine-tuning models
outperform state-of-the-art transformer models.
Like this related work, our paper aims to contribute to this grow-
ing literature of empirical evaluations of existing PLMs.
2.3 Text classification
Text classification is one of the classical tasks in NLP. Numerous
methods have been proposed to tackle this task, including but
not limited to, the use of Naïve Bayes [12, 16, 27, 36, 52], support
vector machines [35], random forest [46], hierarchical attention
networks [48] and convolutional neural networks [15, 18]. Text
classification task can have four levels of granularity, based on
text size, which are document level, paragraph level, sentence level
and sub-sentence level [17]. Another important aspect is the type
of classification, as classification can be either binary (i.e., either
a text is member of a group or not), multi-class (i.e., only one
among several possible classes), or multi-label (i.e., each input can
be associated with several classes).
Multi-class text classification, which is the focus task of our work,
has been investigated by several research works in the literature.
Li and Vogel [21] improve multi-class classification by using sub-
class information and present their results on the 20News dataset,
which is one of the datasets used in this paper. Damaschk et al.
[9] inspect multi-class classification on datasets that contain un-
balanced classes with noisy examples. They conclude that further
pre-processing of data, such as removing noisy examples and set-
tling the unbalanced classes, improves the results. Anne et al. [5]
classify patent documents to multi-classes and improve results by
removing miss-classified files from the training dataset and inject-
ing synthetic data to reduce data imbalance. Lim [23] examines
various machine-learning approaches for multi-class text classifica-
tion on a specific domain of legal documents; One of the important
challenges the study faced is this lack of labeled data, which is one
of the problems in domain-specific studies.
Overall, although text classification has been studied with var-
ious approaches, the literature is limited in terms of works that
investigate the use of PLMs for the specific task of text classification.
3 BACKGROUND
PLMs are complex systems, and they significantly differ from pre-
vious approaches in both their inner workings and in their usage.
In this section, we introduce several key concepts that are funda-
mental to understanding experiments with PLMs3. We focus on the
most prominent PLM, BERT, but all BERT-based approaches use
the same concepts.
To obtain a high-performance PLM, Devlin et al. [10] combined
various building blocks, all of which may contribute to BERT im-
provements over previous approaches.
3.1 Representation of Text
Before being fed to any machine learning algorithm, textual data
must be brought to a suitable form. BERT passes its text input
through three layers to transform each token of the input into a
vector representation. First, the input text is tokenized, and special
[CLS] and [SEP] tokens are added at the beginning and end of each
input. Then, tokens are passed to an embedding layer, and tokeniza-
tion using WordPiece [45] is performed to generate a vocabulary
that contains all English characters, and the most common words
and subwords found in the training corpus. This layer transforms
each token into a 768-dimensional vector representation. BERT
further processes the text to consider positional information and to
make the neural-network compatible with BERT training method
(discussed below).
3.2 Pre-Training
BERT builds its Language model through a first phase of training,
named pre-training. This pre-training is performed on the two
tasks of “Masked Language Modeling” (MLM) and “Next Sentence
Prediction” (NSP). In the MLM phase, the BERT approach randomly
masks (i.e., replaces) some of the words in each input with a special
token, and then attempts to predict the original value of the masked
words. In the NSP phase, the model is fed pairs of sentences as input.
The objective is to predict correctly whether the second sentence
in the pair is the following sentence in the original document, or is
unrelated. BERTNSP training phase uses 50% of the input pairs from
the original document, while the second sentences of remaining
pairs are chosen randomly from the original document.
3Our descriptions here are vastly over-simplified. We refer interested readers to [10]
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The insights of Devlin et al. [10] are that the MLM training
would teach BERT to model relationships between words, while the
NSP would let BERT learn relationships between sentences, both
training tasks complementing each other to build a task-agnostic
language model that is aware of relationships between words and
between sentences.
3.3 Fine-Tuning
After the pre-training, BERT is not yet ready to be used for standard
NLP tasks. Instead, it must be adapted to the task at hand via a Fine-
Tuning phase. In practice, this fine-tuning will train the last layers of
the neural network to leverage the language model (captured in the
other layers of the neural network) to perform the task. Typically,
users of BERT would only need to perform this fine-tuning phase,
which requires orders of magnitude less computational power than
a full pre-training.
3.4 Vocabulary
PLMs are highly adaptable to different domains and tasks. One of
the reasons for their flexibility is that they address the vocabulary
problem by using subword tokenization methods. BERT extracts
subword tokens in the form of WordPiece [45] tokens. Each input
word is split until it matches one of the tokens in BERT’s Word-
Piece vocabulary. BERT vocabulary, which contains 30 522 words
and subwords, is constructed by using the frequency of sequences
of characters in the BERT corpus [30]. This approach may have
drawbacks on niche domains like finance, law, and science because
of the high number of words unique to this domain. Several studies
on specific domains address this drawback by employing a cus-
tom vocabulary, that is constructed on a domain-specific dataset.
Nevertheless, there is no consensus on the improvement achieved
by using a custom vocabulary between the results of those stud-
ies [7, 49].
4 EXPERIMENTAL SETUP
In this section, we describe the PLMs, their parameters, and the
datasets we use to investigate our research questions.
4.1 Replication of pre-trained Language
Models
In our experiments, we useHuggingFace’s Transformers library4 [44]
as the source for all PLMs. As described in Section 3, all PLMs
require fine-tuning to be adapted to the task at hand. We hence
fine-tuned all PLMs so they could be used for multi-class text clas-
sification. In all our experiments, we use the same parameters for
fine-tuning: train batch size of 16, evaluation batch size of 16, maxi-
mum sequence length of 128, and adam learning rate of 4e−5. We
also perform our experiments for 1, 3, and 5 fine-tuning epochs.
Those values are among the values that “work well across all tasks”
according to Devlin et al. [10].
4https://github.com/huggingface/transformers
4.2 Other approaches evaluated
In addition to the original BERT, our work compares the perfor-
mance of several other PLMs. Here, we briefly present those ap-
proaches.
DistilBERT [38] is presented as a “smaller, faster, cheaper, and
lighter” (distilled) version of BERT. It is 60% faster than BERT, re-
ducing the size of the BERT model by 40%, while keeping 97% of
its language understanding capability.
RoBERTa [24] is designed by re-evaluating and modifying de-
sign decisions of BERT. RoBERTa manages to improve the perfor-
mance of BERT by pre-training longer than BERT, with a larger
batch size, modifying the MLM pre-training, and by skipping the
NSP pre-training phase.
XLNet [47] uses a generalized auto-regressive pre-trainingmethod
rather than the auto-encoder based pre-training of BERT. XLNet
outperforms BERT on a set of 20 NLP tasks, including text classifi-
cation.
XLM [8] is modified BERT tailored to specifically address two
tasks, namely, cross-lingual classification and machine translation.
XLM uses Byte-Pair Encoding (BPE) instead of words or charac-
ters encoding, so as to increase the shared vocabulary between
languages. It trains BERT with dual-language input to learn cross-
language context. It further initializes pre-trained BERT together
with translation of model embeddings to improve Back-Translation.
FinBERT 5[6] is a BERT-based PLM dedicated to the finan-
cial domain. It brings additional pre-training to specialize BERT
on the financial domain by using a subset of Thomson Reuters
Text Research Collection [37]. TRC2-financial contains 46 143 docu-
ments and approximately 400K sentences. FinBERT also fine-tunes
its model for financial sentiment classification by using Financial
PhraseBank [26]. We have included FinBERT in our experiments
for multi-class classification since FinBERT is specifically targeted
at our domain of interest.
4.3 Datasets
In this study, we perform our experiments on four datasets. The
20News and BBC datasets are already used and available to the NLP
research community. The BBC dataset comes from BBC News [13].
It comprises 2225 articles, which are labeled under one of the five
categories, namely: business, entertainment, politics, sport, or tech.
The training set contains 1490 news articles and the test set contains
735 articles. The 20News dataset is a collection of 18 846 newsgroup
documents with 20 classes available online [1].
For this study, we collected two datasets (named here Proprietary-
1 and Proprietary-2). These two datasets are obtained from two
different European financial institutions that manage large numbers
of debt and fund securities. These proprietary datasets contain both
public and confidential text documents related to those securities,
and thus cannot be made public. The two proprietary datasets
are real-world extracts of the typical inflow of documents that
financial institutions need to classify before further processing
such as data extraction can proceed. We note that from both an
internal business perspective and from a regulatory standpoint,
there is a strong emphasis on the correctness of the document
processing pipeline, regardless of it being manual or automatic.
5FinBERT can be found at https://github.com/ProsusAI/finBERT
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Indeed, financial institutions must, by law, act when regulatory
documents are emitted for security. Failure to do so can lead to
major business impact, coupled with potential fines from their local
finance regulation body; Repeated offenses could even lead to the
loss of their license to operate on financial markets.
The Proprietary-1 dataset contains 22 323 financial documents
with eleven classes. The document classes and the number of docu-
ments in each class can be seen in Table 1.
Document Number Document Class
72 Annual Financial Statement
1808 Base Prospectus









Table 1: Proprietary-1 Dataset
The Proprietary-2 dataset has six classes and 1135 documents
in it. The document classes and the number of documents in each
class can be seen in Table 2.
Document Number Document Class




290 Basic Program Prospectus
264 Unit Prospectus
Table 2: Proprietary-2 Dataset
We note that while documents from both Proprietary-1 and
Proprietary-2 serve the same purpose of fully describing the events
and life-cycle of securities, they do not have exactly overlapping
classes nor the same number of classes. This is explained by the
fact that regulatory document types are defined by national finance
regulation bodies, and the two financial institutions we obtained
our datasets from, operate in different countries. A summary of our
datasets is presented in Table 3.
5 RESULTS AND DISCUSSION
In this section, we will first answer the three research questions
(RQs) that we formulated in the Introduction (cf. Section 1). Then,
we discuss the threats to validity related to our study.
5.1 Answers to the Research Questions
RQ1: What is the performance of generic pre-trained lan-
guage models on the task of multi-class text classification?
To draw a comparison baseline, we apply the 5 generic PLMs
introduced previously (i.e., BERT, DistilBERT, RoBERTa, XLM, and
XLNet) on the four datasets presented in Section 4.3. We recall
that both 20News and BBC contain non-financial documents, while
Proprietary-1 and Proprietary-2 only contain financial documents.
Table 4 presents the precision, recall, and F1-score measures
(respectively noted P, R and F1 in the table) obtained when exper-
imentally applying the 5 PLMs using 10-fold cross-validation. In
the initial BERT paper [10], the authors have empirically validated
the number of epochs which should be used in BERT-based ex-
periments. They have shown that results are not improved after 5
epochs. Following this, the scores presented in Table 4 are detailed
for 1, 3 and 5 epochs. On the BBC dataset, the best precision, re-
call and F1 score are achieved by RoBERTa for three epochs. The
performance scores are extremely high with 0.99 for each metrics.
RoBERTa is performing the best on the four datasets. However,
other approaches are very close and often reach the performance
levels of RoBERTa. Indeed, on the 20News dataset, except Distil-
BERT, the other approaches perform as well as RoBERTa, and on
the Proprietary-1 dataset, all approaches perform identically.
On the two smallest datasets, BBC and Proprietary-2, the generic
PLMs perform extremely well, F1-scores being 0.99 and 0.97 respec-
tively, while on the two biggest datasets, 20News and Proprietary-1
(which are an order of magnitude –10 times– bigger than the small
ones), the performance drops. In particular, it is noteworthy that
on the Proprietary-1 dataset, the performance of all the approaches
is significantly lower than on other datasets. Further investigations
reveal that among the 11 classes of documents of the Proprietary-1
dataset, three specific classes of financial documents lead to low
performance, suggesting that they may be difficult for the generic
PLMs.
RQ1 Answer: While the performances of the 5 generic PLMs
are generally very close when applied to a given dataset, RoBERTa
is performing the best.
The performances of the generic PLMs are (very) high, except
on the biggest dataset of financial documents where we can see a
degradation of the performance (less than 0.90 of F1-score).
RQ2: Does FinBERT outperform the generic pre-trained lan-
guage models on datasets in financial domains for the task
of multi-class text classification?
Following our experiments in RQ1, the results suggested that spe-
cific datasets of financial documents may not be properly classified
with generic PLMs. We thus proceed to investigate the possibility
to use a financial domain-specific language model to improve the
classification scores on financial datasets. To that end, we compare
FinBERT (a domain-specific language model which is further pre-
trained and fine-tuned on financial data) against RoBERTa (which
yielded the best results in the previous experiment). Table 5 presents
the results for one, three and five epochs. Again the precision, recall,
and F1-score are computed using ten-fold cross-validation.
As expected, on non-financial datasets (BBC and 20News), Fin-
BERT is not performing better than RoBERTa. However, in con-
trast, we would expect FinBERT to outperform RoBERTa on both
Proprietary-1 and Proprietary-2 financial datasets. As shown in Ta-
ble 5, that is not the case. Indeed, at best, FinBERT reaches the same
level of performance as RoBERTa.
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# classes # documents # sentences # words # unique words avg. # words
BBC 5 2225 39 697 472 483 23 435 212
20News 20 18 846 307 953 3 234 347 213 673 171
Proprietary-1 11 22 333 12 825 637 306 833 891 2 897 642 13 745
Proprietary-2 6 1135 1 198 371 30 129 324 578 234 26 545
TRC2-financial - 46 143 400K 29M - -
Financial Phrasebank 3 - 4845 63 883 10 445 13
FiQA [-1,1] - 1174 12 122 4459 9
Table 3: Datasets Statistics
Epoch 1 3 5
Datasets Model P R F1 P R F1 P R F1
BBC
BERT 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97
DistilBERT 0.97 0.97 0.97 0.97 0.97 0.97 0.98 0.98 0.98
RoBERTa 0.98 0.98 0.98 0.99 0.99 0.99 0.98 0.98 0.98
XLM 0.89 0.88 0.88 0.97 0.97 0.97 0.97 0.97 0.97
XLNet 0.97 0.97 0.97 0.98 0.98 0.98 0.98 0.98 0.98
20News
BERT 0.85 0.85 0.85 0.92 0.92 0.92 0.93 0.93 0.93
DistilBERT 0.82 0.82 0.82 0.90 0.90 0.90 0.91 0.91 0.91
RoBERTa 0.84 0.84 0.84 0.92 0.91 0.91 0.93 0.93 0.93
XLM 0.89 0.89 0.89 0.92 0.92 0.92 0.93 0.93 0.93
XLNet 0.85 0.85 0.85 0.91 0.91 0.91 0.93 0.93 0.93
Proprietary-1
BERT 0.86 0.88 0.87 0.88 0.89 0.88 0.88 0.89 0.88
DistilBERT 0.86 0.88 0.87 0.88 0.89 0.88 0.88 0.89 0.88
RoBERTa 0.83 0.86 0.83 0.88 0.89 0.88 0.87 0.88 0.87
XLM 0.81 0.84 0.81 0.88 0.89 0.88 0.83 0.86 0.83
XLNet 0.83 0.86 0.82 0.88 0.89 0.88 0.88 0.89 0.88
Proprietary-2
BERT 0.70 0.81 0.74 0.95 0.95 0.95 0.96 0.96 0.95
DistilBERT 0.72 0.84 0.78 0.96 0.96 0.96 0.97 0.96 0.96
RoBERTa 0.89 0.89 0.87 0.95 0.95 0.95 0.97 0.97 0.97
XLM 0.71 0.70 0.70 0.91 0.91 0.91 0.94 0.94 0.93
XLNet 0.91 0.90 0.89 0.94 0.94 0.93 0.97 0.96 0.96
Table 4: Results on both financial and non-financial datasets. In bold are the best results for each dataset.
Epoch 1 3 5
Datasets Model P R F1 P R F1 P R F1
BBC RoBERTa 0.98 0.98 0.98 0.99 0.99 0.99 0.98 0.98 0.98FinBERT 0.96 0.96 0.96 0.97 0.96 0.96 0.96 0.96 0.96
20News RoBERTa 0.84 0.84 0.84 0.92 0.91 0.91 0.93 0.93 0.93FinBERT 0.86 0.86 0.86 0.92 0.92 0.92 0.93 0.93 0.93
Proprietary-1 RoBERTa 0.83 0.86 0.83 0.88 0.89 0.88 0.87 0.88 0.87FinBERT 0.86 0.88 0.87 0.88 0.89 0.88 0.88 0.89 0.88
Proprietary-2 RoBERTa 0.89 0.89 0.87 0.95 0.95 0.95 0.97 0.97 0.97FinBERT 0.74 0.82 0.76 0.96 0.95 0.95 0.97 0.96 0.96
Table 5: Comparison of FinBERT against RoBERTa
One possible explanation to these results is that, even if FinBERT
has been pre-trained and fine-tuned with financial text data, the
specific documents that were leveraged in FinBERT may still be
significantly different from the documents contained in Proprietary-
1 and Proprietary-2. We will explore this hypothesis in the next
RQ.
RQ2 Answer: On the specific task of multi-classification of
financial documents, our experiments show that FinBERT, which
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Epoch 1 3 5
Datasets Model P R F1 P R F1 P R F1
Proprietary-1 FinBERT 0.86 0.88 0.87 0.88 0.89 0.88 0.88 0.89 0.88FinBERT-Custom 0.85 0.87 0.85 0.88 0.88 0.88 0.88 0.89 0.88
Proprietary-2 FinBERT 0.74 0.82 0.76 0.96 0.95 0.95 0.97 0.96 0.96FinBERT-Custom 0.70 0.79 0.74 0.94 0.94 0.94 0.95 0.95 0.95
Table 6: Comparison of FinBERT against FinBERT with customized vocabulary
is a pre-trained model specialized on financial domain, does not
outperform a generic PLM such as RoBERTa.
RQ3: To what extent does the vocabulary impact the per-
formance of pre-trained language models in the multi-class
text classification task?
Prior works have established that the vocabulary can have an im-
pact on the performance of the pre-trained language model BERT.
For example, SciBERT [7], which includes the custom SciVocab
vocabulary, achieved better results than the BERT base model for
scientific papers. Although SciBERT was trained on Biomedical and
Computer Science papers from scratch, we note that its custom
vocabulary has only a 42% overlap with the BERT vocabulary, sug-
gesting that the custom vocabulary contributed to the performance
improvement.
We propose to investigate the overlap between the vocabulary
of FinBERT, which is the same as for BERT, and the actual vocabu-
lary of documents extracted from Proprietary-1 and Proprietary-2
datasets of our experiments. Hereafter we refer to the latter vocab-
ulary as our custom vocab6. The overlap of our custom vocab with
BERT Vocab is 15%, which is even lower than the overlap found
for SciBERT. This finding suggests that changing the vocabulary of
FinBERT could be required to achieve the improved performances
over the BERT base model that was initially expected.
Therefore, we have employed our custom vocab7 with the Fin-
BERT model. Table 6 describes the performance that is obtained
with FinBERT-custom (i.e., FinBERTwith our custom vocab) against
the performance of FinBERT (i.e., with the BERT vocab). We note
that, while the small overlap between vocabularies suggested the
custom vocab could lead to some performance improvement, the
results do not meet this expectation. These results suggest that
the performance of PLMs cannot be simply increased by adapting
the vocabulary. Instead, a full pre-training from scratch may be
necessary to actually take advantage of the custom vocabulary as
well as the specificities of the training dataset.
RQ3 Answer: Using a custom vocabulary on the pre-trained
FinBERT model does not appear to be sufficient for yielding higher
performance than what could be obtained with the BERT generic
vocabulary for the classification task of financial documents.
5.2 Threats to Validity
Our empirical study carries a few threats to validity, which we have
attempted to mitigate. First, the general insights that we provide in
the application of PLMs may not generalize beyond the specific task
6The custom vocabulary is generated by SentencePiece on the union of Proprietary-
1 and Proprietary-2. SentencePiece is available at https://github.com/google/
sentencepiece
7Accordingly, we resized the FinBERT model to fit the size of our vocabulary
of full-text multi-classification. It was, however, the focus of this
study. Secondly, the financial documents that form our dataset come
exclusively from our industry partners and may thus be very spe-
cific. However, this dataset is of significant size and is associated to
real transactions with clients from around the world. Unfortunately,
at this point, we cannot share these proprietary documents due to
legal constraints. Finally, we have investigated FinBERT as a recent
approach to specializing a pre-trained BERT model. Although it is
not yet considered as a state of the art in the literature, it is the most
relevant work we have found in the literature, and the intuition
behind its re-training appeared relevant for our investigations.
6 CONCLUSION
In this study, we investigated multi-class text classification task in
the finance domain. We assessed the performance of several generic
PLMs on public generic datasets as well as on proprietary datasets
of real-world financial documents. We then assessed the added
value of FinBERT, which is a PLM tailored to the financial domain.
However, we found that FinBERT was unable to obtain higher
performance than the generic PLMs on our financial document
classification task. We investigated whether a custom vocabulary
could improve the performance of FinBERT. Our experiments show
that it did not.
Overall, while the performance thatwe obtained on our Proprietary-
2 dataset is sufficiently high to consider an integration into financial
institution’s business processes, none of the PLMs we investigated—
not even the finance-specialized FinBERT—achieved sufficient ac-
curacy on our Proprietary-1 dataset to be put in production.
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