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Introduction 
This thesis will be centered on the field of microeconometrics by dealing with 
models that describe the behavior of individual decision making units. Mi-
croeconomic theory provides a rich framework to analyze and understand the 
motive of individual decision units. Econometrics has the task to quantify the 
structure describing individual decision actions for a given population using 
data that are real measurements characterizing the individuals of this pop-
ulation. There is surely an important interaction between both disciplines. 
Econometrics needs the knowledge of microeconomics to specify the models 
quantifying the individual behavior. However, econometrics results are impor-
tant to economic theory to validate the assumptions and hypotheses postulated 
or to guide the specification of new hypotheses. 
The models discussed in this thesis belong to the class of qualitative choice 
models (also known as discrete choice models). These models specify the prob-
ability that a given individual will choose a particular alternative from a well 
specified set of alternatives. Probit, logit, conditional probit and multinomial 
logit are examples of such models. There are many applications in economics 
concerning qualitative choice models including choice of housing (choice be-
tween buying a certain good or a substitute), transportation (choice between 
individual or public transportation on the way to work) and labor market 
(choice of a worker whether to take a job offer or not). For example, Train 
(1986), investigates household vehicle demand. Some of his models estimate 
the probability of a household to own one, two or more automobiles, others 
estimate the probability of a household to choose one vehicle amongst a set 
of classes of different vehicles (foreign vs domestic, or choice between auto-
mobiles of different sizes are examples). Horowitz (1993) presents a model to 
estimate the probability of choice between automobile and transit for travel to 
work. van Soest (1992) fits a neoclassical structural model oflabor supply (or 
choice between labor and leisure) of both spouses. Berridge (1993) models job 
security. 
INTRODUCTION 
Parametric models like the probit and the logit are very popular because 
they are computationally tractable and easy to interpret. They rely on the 
specification of a certain distribution (respectively the standard normal or the 
logistic) for the probabilities of choice and the homoscedasticity (that is equal 
variance for all individuals) but real situations can be more complex. That 
is, heterogeneity among the preferences of the decision makers is likely to be 
present or the probabilistic structure of the model may not follow exactly the 
probit or logit classic specification. 
An alternative to parametric models relying on much less assumptions are 
semiparametric models like the so-called single index. Briefly, these models 
consist in an unknown transformation of a linear function with an unknown 
finite number of parameters while parametric models like the probit or logit 
consist in a known transformation of the same sort of linear function. That is, 
semiparametric models do not make assumptions about distributional proper-
ties of the data and as it will be shown in chapter 2 they allow for heterogeneity 
in data. They rely much more on the information given by the data. 
Parametric models have attractive features not shared by semiparametric 
models. A very important one is that the first allow a richer interpretation 
of the problem. Usually they are easier to estimate. They make possible to 
derive related models (for instance by calculating derivatives). However, a 
misspecified parametric model can mislead the nature of the data and lead 
to wrong inferences. Consequently, one should safeguard from misspecified 
parametric models. 
The aim of this dissertation is to develop a set of tools that allow to test 
the specification of a parametric binary choice model within a semiparametric 
approach. This amounts to compare the parametric model with the semipara-
metric rival. The test procedure of Horowitz and Hardie (1994) is a privileged 
tool to pursuit this aim. The properties of this test procedure on models with 
binary responses were not studied by the authors. This work carries out a 
carefully study of those properties. It also proposes improvements to the test 
procedure of Horowitz and Hardie (1994) which enhances significantly its per-
formance. 
All along the manuscript two data sets are used to illustrate the procedures 
under analysis. These are the data about the choice of transportation in the 
way to work of Horowitz (1993) and credit-scoring ofFahrmeir and Tutz (1994). 
A description of these data sets is included in the introduction of chapter 1. 
The plan of the thesis is the following. Chapter 1 introduces the binary 
choice model. The most well known parametric specifications are discussed. 
INTRODUCTION 
An overview of models for discrete responses other than binary is also pre-
sented. Chapter 2 is devoted to the semiparametric binary choice model. Some 
basic concepts about nonparametric regression estimation are also introduced. 
Chapter 3 makes a brief outline of several testing procedures that can be ap-
plied to the main problem motivating this work and are in some way a source 
of inspiration to the test of Horowitz and Hardie (1994). There, it is explained 
why this test is preferable. The chapter proceeds with a detailed analysis of the 
test procedure. Chapter 4 analyzes the performance of the Horowitz and Hardie 
(1994)'s test on binary choice models. Chapter 5 introduces an improvement 
to this test based on bootstrap while chapter 6 presents some analytical correc-
tions to the bias and variance of the test statistic which ameliorate significantly 
its behavior in finite samples. Chapter 7 applies the techniques under study to 
test the adequacy of the logit fit in two real data sets concerning respectively 
unemployment after apprenticeship and credit-scoring. 
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with a clear decreasing increment rate from a certain level on of the differential 





Probability of to choose car 
-2.0 -1.0 0.0 1.0 2.0 
Figure 1.1: Logit fit of the probability of individual choice of car for travel to 
work as function of transit fare minus automobile cost. 
Fahrmeir and Thtz (1994) introduce an example of credit-scoring. The 
aim is to estimate the probability of an individual that has borrowed a credit 
amount is to be considered a potential risk by not paying back the debt as 
agreed upon by contract. As before the probability is a function of a set of 
covariates which influence the credit-ability of the individual here considered 
as risk factors. These covariates include, among others, the following: running 
account with categories no, medium, and good; duration of credit in months; 
amount of credit; payment of previous credits with categories good and bad; 
intended use, with categories private and professional. 
Figure 1.2 shows a fit of the mentioned probability as function of the amount 
of credit borrowed for the data in Fahrmeir and Thtz (1994). The fit was 
obtained by logistic regression. The probability of a client constitute a potential 
risk increases with the amount of credit borrowed and is always below 0.8. 
Later on, within the chapter, the assumptions underneath the models just 
presented will be discussed, alternative models combining the effect of sev-
eral covariates will be examined as well. The economic motivation and in-
terpretation of the binary model are discussed together with the alternative 
'' 
•' 










Probability of risky client 




Figure 1.2: Logit fit of the probability of a client to be a potential risk as function 
of the amount of credit borrowed. 
9 
strictly econometric formulation. Parametric models like the probit, random-
coefficients probit, logit and complementary log-log are analyzed. 
The particular decision or attribute of the individual can be expressed by 
a random variable (the dependent variable) assuming only the values 0 or 1. 
When the individual has to choose in a set of more than two mutually exclusive 
alternatives or may verify one among more than two attributes the response is 
no longer binary. Models for categorical responses other than binary are much 
more complex. While this thesis concentrates on binary response models this 
chapter gives also a general overview of other categorical response models. 
At the end of the chapter four different simulated data sets are introduced. 
They will be used during the work to illustrate the applicability of the methods 
in study. 
1.2 The Utility Function Approach 
The binary choice model can be derived from utility theory. This approach is 
very popular among econometricians due to its clear economic insight and can 
be found for instances in Amemiya (1981, 1983), Hausman and Wise (1978), 
10 CHAPTER 1. PARAMETRIC BINARY MODEL 
Judge, Griffiths, Hill, Liitkepohl and Lee (1985), and Train (1986). 
In this approach the binary choice model is derived based on certain as-
sumptions that define the behavior of the individual decision makers. Suppose 
that an individual decision maker is confronted with the choice between two 
different (and mutually exclusive) alternatives or attributes. For sake of clear-
ness lets identify one alternative by I and the other by II. Economic examples 
are, among others, the choice of an individual to travel to work by automobile 
(alternative I) or by transit (alternative II), the choice of an individual to 
buy a certain product (alternative I) or not (alternative II), the choice of an 
individual to participate in the labor market (alternative I) or not (alternative 
II), the choice of an enterprise to invest (alternative I) or not (alternative II). 
The individual choice is represented by a random variable, Y,:, that assumes 
the value y; = 1 if one alternative is chosen, say alternative I, or Yi = 0 if the 
other is chosen, say alternative II. 
Each individual has an indirect utility associated to each alternative rep-
resented by an utility function. The utilities depend on the particular char-
acteristics of the individual decision maker and the specific attributes of the 
alternative. Relatively to the example introduced about the probability of 
mode choice to travel to work one may assume that each individual has an 
utility associated with travelling by automobile and another utility associated 
with travelling by transit. Both utility functions depend on exogenous variables 
characterizing the individual like the number of cars owned by the household 
and the respective mode of travel like the time and fare of automobile for the 
first and the time and fare of transit for the second. 
To simplify the specification of the individual utilities a common procedure 
used in economics and econometrics is based on the "representative individual" 
approach. This approach postulates the existence of a "representative" or 
"average" individual who is supposed to have tastes equal to the average over 
all individual decision makers. Let us assume that the indirect utilities of the 
"representative" individual associated to alternative I, say V1 , and associated 
to alternative II, say Vo, depend on a set of exogenous variables z, representing 
the individual characteristics, and Wj with j = 0, 1 corresponding to the specific 
attributes of each alternative as faced by the individual according to 
vl = V(z, WI, 'Y) 
Vo = V(z, wo, 'Y) (1.1) 
where V( •) is a function known up to a vector of parameters 'Y with finite 
dimension. Usually one assumes that V( •) is a linear function. 
It is further assumed that all individuals have a common structure in their 
' ' 
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utilities which is the "representative" individual utility structure, that is the 
function V( • ). Moreover, the variation of the individual tastes from the "av-
erage" is captured in the utility function only by a random component not 
observable. 
Define the indirect utility of the ith individual associated to alternative 
I for which Yi = 1 as U1i and the indirect utility associated to alternative 
II corresponding to Yi = 0 as Uoi· The utilities of a given individual of the 
population, say individual i, have two components. One, depends only on 
factors observable by the econometrician and has a common structure for all 
individuals equal to the utility of the "representative" individual. This part is 
referred to as the representative utility and expresses the average behavior of 
the population. The other, contains all influences that are unknown and gives 
the deviation of the individual tastes from the average behavior. This part is 
non-observable and random. Therefore, individual utilities are stochastic. 
According to the above reasoning the utilities of individual i can be ex-
pressed as 
uli = V(zi,Wli,l)+fli 
Uoi = V(zi, Woi, 1) + foi (1.2) 
where V(•) are the representative utilities and fji, j = 1,0, are random vari-
ables representing the stochastic part of the utilities which reflect the random 
tastes of the individual. 
The aim is to fit the probability that the ith individual chooses alternative 
I, that is P(Yi = 1). The individual i will choose alternative I if the indirect 
utility associated to it is greater than the indirect utility associated to the other 
alternative. The aimed probability becomes P(U1i > Uoi) or according to (1.2) 
P{e-li- foi > V(zi, Woi, 1)- V(zi, wli, 1)} (1.3) 
This probability depends on the distribution of the individual utilities, more 
precisely, on the distribution assumed for the deviation of the random tastes, 
fli - foi. Then 
(1.4) 
with G( •) the distribution function of fli - foi. To conclude, the specification 
of the binary choice model depends on the particular function assumed for the 
representative utilities, V( • ), and the particular distribution assumed for the 
random utilities or more precisely the distribution G( •). 
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1.3 The Latent Variable Model 
The binary choice model can be formulated by a latent variable model as in 
Maddala (1983). Suppose that underlying the choice variable Yi which assumes 
the values 1 or 0 there is a real-valued random variable Y;* known as the latent 
variable, such that 
Yi 1 if Yi > 0 
Yi = 0 otherwise (1.5) 
The usual approach assumes that the latent variable has a linear behavior 
defined by the relationship 
where Xi is a vector of observable exogenous random variables taking values in 
JRk which express the individual and the alternative characteristics, and Ui is a 
real-valued non-observable random variable whose stochastic structure will be 
examined later. From now on we will assume that Yi* has the linear behavior 
given in last equation. 
The probability that individual i chooses alternative I given the values 
observed for the exogenous variables is, 
P(Yi = 1IXi =xi)= P(Y;* > OIXi =xi)= P(ui > -xff3) (1.6) 
In practice the latent variable Y;* is non-observable. Furthermore, to esti-
mate the probability model (1.6) is not necessary to know the particular value 
assumed by the latent variable. In the following it will be shown how the latent 
variable is related to the individual utilities which are very difficult to observe 
in real situations. 
The latent variable model and the formulation based on the utility theory 
are closely related. Assuming that the representative utility in (1.2) is linear 
then the deviation in the representative utilities of individual i becomes 
where /O are the elements of 1 that are coefficients of the variables in Zi in 
utility Uoi, 11 are the elements of 1 that are coefficients of the variables in Zi 
in utility U1i and t are the remainder elements of 1 which are the coefficients 
of variables in Wji, j = 0, 1. Consider that 11 -'Yo and t constitute the vector 
of parameters (3, that the vector of exogenous Xi is formed by variables Zi 
"' --~----------------------~---------------------------------------------
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(like the number of cars owned by the household in the running example) and 
( Wli - wo;) (like transit travel time minus automobile travel time and transit 
travel fare minus automobile travel fare in the mentioned example) and finally 
put fli- <o; = u;, with x;, u; and /3 as in model (1.6). With this change of 
variables the deviation of representative utilities presented above becomes just 
xf {3 and consequently the probability that Uli > U0; in equation (1.3) reduces 
to P( Ui > -xT {3) which is also the probability P(Y/ > OIX; = x;) in equation 
(1.6). Therefore the distribution G( •) of fli- <o; conditional on X; = x; is the 
distribution function of u; conditional on the same variable. From now on each 
time the distribution of u; or fli- <o; is referred to the distribution conditional 
on X; = x; of those random variables is meant. 
Note that the linear function xf {3 can be generalized in order to include 
some interaction terms or known transformations of explanatory variables. 
These interactions and transformed variables are treated merely as new exoge-
nous variables enlarging the vector of explanatories x;. Also, except if stated 
otherwise, it is assumed that x; has as first element 1 in order to include an 
intercept term. 
Very often the probability of choosing alternative I (1.4) is defined with 
respect to the distribution function of <oi -£1i or equivalently to the distribution 
of -u; normalized by a certain "convenient" variance resulting in the function 
F(•). 
Considering a sample of n individuals and assuming that their random 
utilities are all identically distributed the binary choice model is defined by 
P(Yi =!IX;= x;) = F ( x~/3) i = 1, · · ·,n 
with o-2 the variance of u; weighted by the particular variance that scales F( • ). 
In practice we are not able to identify o-2 which is absorbed by the coefficient 
values for the explanatories. Consequently, from now on, to ease the notation 
in the homoscedastic case where utilities are identically distributed, the coef-
ficients f3 are supposed to be normalized by o-. This amounts to consider that 
the probability of choice is given simply by the equation 
P(Yi = !IX;= x;) = F(xf !3) i = 1, · · ·, n (1. 7) 
The analysis of equation (I. 7) suggests some comments. First, the rela-
tion with equation (1.4) reveals that the probability of choice of an alternative 
depends only on the difference in the individual utilities associated to each 
alternative and not on their absolute value. Consequently the choice of ex-
planatory variables is restricted to the choice of variables that describe the 
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ordered or sequential. Because the focus of this thesis is on binary response 
models the survey in this section has not the aim to provide a deep and detailed 
study but to give a general overview on models for multinomial responses. 
As before, the individual will choose the alternative that maximizes his 
utility and utilities have a deterministic part giving the representative utility or 
the average behavior and a unobserved and random part which is the deviation 
in individual tastes from the average behavior. 
Suppose that the individual i faces m different and mutually exclusive al-
ternatives. Let Pji = P(Yi = jjX; = x;), j = 1, · · ·, m, be the probability that 
individual i chooses alternative j and assume that this probability is a function 
of linear indexes according to Pji = Fj(xfd3, · · ·, x'f'n;/3), with Xji, j = 1, · · ·, m, 
a vector with explanatory variables with the same dimension as {3. One can as-
sume that the observations for the responses, Yi, are arising from a multinomial 
distribution defined on m different categories where category j has probability 
Pji for individual i. 
Parametric models assume a known form for Fj ( •) and the estimation of 
the probabilities of interest is reduced to the estimation of the parameters {3 by 
the maximum likelihood method. To obtain the maximum likelihood estimator 
it is useful to define the following set of dummy variables 
Yii 1 if Yi = j 
Yji 0 otherwise j = 1, · · ·, m i = 1, · · ·, n 
Then the log likelihood function may be written as 
n m 
l = L LYii log Pji (1.17) 
i=l j=l 
Maximization of the log likelihood (1.17) is much more complicate than the 
maximization of the log likelihood of the binary model. The complexity de-
pends also on the particular parametric model considered for Fj(•) and on the 
structure of the alternatives or attributes (whether they are unordered, ordered 
or sequential). Details can be found for example in Amemyia (1983). 
1.6.1 Unordered Multinomial Models 
An example of unordered alternatives can be found in Hausman and Wise 
(1978). The problem they study is the individual choice of mode to travel to 
work. Individuals face three alternatives: driving the own car, sharing rides, 
and riding a bus. There is no order relation between these alternatives. 
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The most common model in this problem is known as the multinomiallogit 
model. The multinomiallogit is often used in practice because the calculations 
necessary to obtain the maximum likelihood estimates are simpler than in other 
common parametric models like the multinomial probit. The model verifies, 
exp(x'[iP) 
j=1,···,m-1 m-1 





1 + 2: exp(x]iP) 
i=1 
Amemyia (1983) shows how the multinomiallogit can be derived from utility 
maximization. 
The multinomiallogit assumes that random utilities related to each alterna-
tive are independent. This assumption implies that alternatives are dissimilar. 
Suppose that an individual in choosing the transportation mode to work is 
faced with the alternatives own car, bus, and train. The probability of driving 
the car is P1 = P(U1 > U2, U1 > U3) with U1, U2, U3 the utilities associated to 
driving the own car, riding by bus and riding by train. The multinomiallogit 
assumes that the events (U1 > U2) and (U1 > U3) are independent meaning 
that riding by bus has no common characteristic for the individual with riding 
by train. However those alternatives are not completely dissimilar given that 
both represent public transportation. Consequently, the multinomial logit is 
underestimating P1 because it ignores that if the individual prefers the car to 
the bus and u1 > u2 makes u1 > u3 more likely. 
McFadden has called this characteristic of the multinomiallogit the "inde-
pendence from irrelevant alternatives" (IIA) (McFadden, 1981). When some 
alternatives are similar a model should be used that to some extent does not 
verify this property. This is the case for the generalized extreme-value (GEV) 
model and the conditional probit (already referred to for the binary problem). 
The first model is derived assuming that random utilities have a GEV dis-
tribution and has as particular formulations the nested logit model and the 
higher-level nested logit model described in Amemyia (1983). The second as-
sumes that random utilities have a join normal distribution with a certain 
covariance matrix allowing for correlation among different alternatives and is 
described in Hausman and Wise (1978). 
24 CHAPTER 1. PARAMETRIC BINARY MODEL 
coefficients st. errors 
Intercept -1.2216 0.3022 
Number of cars 2.3081 0.2243 
Out-of-vehicle travel time 0.0622 0.0173 
In-vehicle travel time 0.0092 0.0095 
Travel cost 0.0169 0.0021 
Table 1.1: Results of the logit fit on the problem of mode choice for 
travel. 
by the household, transit travel time relatively to automobile and transit fare 
relatively to automobile costs although in-vehicle travel time may not be sta-
tistically significant to explain the probability of choice. Figure 1.4 shows the 
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Figure 1.4: Logit fit of the probability of individual choice of car for travel to 
work. 
Table 1.2 shows the estimates obtained for the logit fit of the credit-scoring 
data while the fit is plotted in Figure 1.5. The probability of a client to be 
considered a potential risk is a function of the duration of credit in months, 
payment of previous credits with values 0 for good and 1 for bad, amount of 
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coefficients st. errors 
Intercept -1.6232 0.3428 
Duration of credit 0.0253 0.0078 
Payment of previous credits 1.2900 0.2359 
Amount of credit 0.0001 0.0000 
Monthly payment 0.2080 0.0734 
Age -0.0215 0.0069 
Table 1.2: Results of the logit fit on the problem of credit-scoring. 
credit, percentage of monthly payment in the individual income and age of 
the client. The probability of a client to be a potential risk grows with the 
duration of credit, a bad payment of previous credits, the amount borrowed 
and the weight of the monthly payment on individual income. On the other 
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Figure 1.5: Logit fit of the probability of a client to be a potential risk. 
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1.8 An Example 
This section introduces four simulated data sets which differ in the link function 
considered. These data sets will be used in the remainder of this thesis to 
illustrate the reasoning of the methods to be presented. They are described in 
the following. 
Four parametric models were considered for the conditional probability of 
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with <p( •) the standard normal density. 
Models (1.21) and (1.22) are classic parametric models, the logit and the 
CLL. Model (1.23) is a logit model perturbed by a bump with height given by 
1.25 and width equal to 1.5. The value 1.25 was chosen such that the conditional 
expectation of Yi will never decrease when xf (3 increases. Finally, model (1.24) 
is a logit model with heteroscedasticity where the heteroscedasticity is given 
by the function s( xr (3). 
These models were chosen because they may be considered typical to char-
acterize some frequent situations that may arrive in problems with binary re-
sponses. 
The logit model is the most used for problems with no presence of hetero-
geneity in data which are well depicted by a symmetric link while the CLL is 
a popular alternative model when a non-symmetric link is required. 
The logit with bump link in (1.23) is a deviation from the logit link which 
make the conditional probability function to be flatter on a neighborhood of 
the index function centered at zero as can be seen in the lower left plot of 
Figure 1.6. In that region the link has an increasing rate almost equal to zero. 
Mind that the index function translates the difference in the utility associated 
to each alternative. In general it may be interpreted as the difference in the 
score assigned by the individual to each alternative. Consequently, when the 
index is around zero it means that the score allocated by the individual to each 
. : 
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alternative is very similar. It is natural to think that individuals have some 
difficulties to decide which alternative to choose in those cases. This behavior 
can be translated by a weak increase of the cumulated conditional probability 
of choice, or by the flatness of the link function, in the region where the index 
assumes values around zero and can be represented by the logit with a bump 
link in (1.23). On the other side, this model can be viewed as giving merely 
an alternative behavior of individuals relatively to the logit where individuals 
prefer more strongly alternative one under an unfavourable score (when the 
index assumes negative values) and prefer it less under a favourable score of 
this alternative relatively to the other (when the index assumes positive values) 
than those individuals behaving according to the logit model. 
The logit with heteroscedasticity represents a deviation from the logit model 
that incorporates heterogeneity among individuals by considering an heteroscedas-
tic latent variable or heteroscedastic stochastic utilities. The presence of het-
erogeneity among individuals may be relevant in practical situations. See as 
example the application on mode-choice of travelling in the way to work of 
Horowitz (1993). 
For all experiments the index function was assumed to be 1 - xil + 2xi2 
and the number of observations was set to 500. The regressors were generated 
independently from a standard normal. For sake of comparison the same data 
set for the regressors was used in all experiments to generate the response from 
a Bernoulli distribution with probability of success given respectively by mod-
els (1.21) to (1.24). Thus, individual i has explanatory variables with the same 
magnitude in all data sets, with i = 1, · · ·, 500. On the othr hand, the endoge-
nous variable was generated using the same random seed in all experiments. 
Figure 1.6 shows the four models introduced. The logit with a bump (lower 
left), the logit with heteroscedasticity (upper right) and CLL (lower right) are 
plotted together with the logit model. 
In practice the true link function is unknown and a common behavior is to 
assume that data come from a logit specification. Assuming a logit link results 
in a misspecification when estimating data sets generated by models (1.22), 
(1.23), and (1.24). 
Figure 1. 7 shows the shapes of the introduced models with the parametric 
logit fit obtained in each data set respectively. The logit fit was plotted against 
the estimated index, xT p, while the true models were plotted against the true 
index xT f3 (which is the same in all experiments according to what was said 
before). The upper left shows data generated from the logit estimated assuming 
a logit. The fit and the true model are coincident. All the other plots in the 
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Figure 1. 6: Upper left- the logit model, lower left- the logit with a bump (thick line) 
and the logit, upper right- the logit with heteroscedasticity {thick line} and the logit, 
lower right - the complementary log-log and the logit. The values for the response 
generated by the model in the plot are identified by crosses. 
figure show misspecified fits. 
A feature to remark in Figure 1. 7 is that the length of the fitted index for the 
misspecified models in the upper right and lower left, identified in the figure by 
the range of the support of the logit fit, shows a tendency to underestimate the 
range of the true index. This happens because in fact the variance of the latent 
is different in all models given that f3 is the same for all but each link is defined 
for a different scale. When estimating the data with a logit link the estimates of 
the standard deviation of the latent will automatically scale the estimates of f3 
(weighted by the the standard deviation of the logistic distribution). Therefore, 
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Figure 1. 7: Upper left- the logit model, and logit fit, lower left- the logit with a bump 
(thick line) and parametric logit fit, upper right- the logit with heteroscedasticity {thick 
line) and parametric logit fit, lower right- the complementary log-log and parametric 
logit fit. The values for the respective response in each plot are identified by crosses. 
to be different in each specification. 
Plots in Figure 1.7 may lead to an erroneous judgment of the kind of the 
deviation the logit fit has from the true model. To compare this deviation one 
has to normalize the fitted index or alternatively the true index in order that 
j3 and /3 are in the same scale by making the necessary adjustments with the 
standard deviations of the true and the logit links. Figure 1.8 shows the plots 
with the true index normalized by dividing by the standard deviation of the 
respective true link and multiplying by the standard deviation of the logit link. 
The CLL was also adjusted in location. 
The lower left of Figure 1.8 shows that the bump in the shape of the true 
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Figure 1. 8: Upper left - the logit model, and logit fit, lower left - the logit with a bump 
{thick line) and parametric logit fit, upper right- the logit with heteroscedasticity {thick 
line} and parametric logit fit, lower right- the complementary log-log and parametric 
logit fit. The values for the respective response in each plot are identified by crosses. 
Index normalized. 
link is not captured by the ill-specified parametric fit. The upper right shows 
the logit with heteroscedasticity. Note that plotting the probabilities against 
the index divided by the heteroscedastic variance function modifies the shape of 
the curve. Now the curve shows a bump which is not captured by the logit fit. 
However the deviation is not so great as in the case before. In the lower right 
the CLL model with misspecified logit fit is given. Here, the misspecification 
of the fit is not explicit given that the true CLL model is very close to the logit 
fit. 
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intercept X1 X2 
logit 0.7870 -1 1.4601 
(0.1093) (0.12235) (0.1413) 
logit with 0.4933 -1 1.3317 
bump (0.1557) (0.1669) (0.1733) 
logit with 0.5162 -1 1.1725 
heterosc. (0.1704) (0.1809) (0.1821) 
CLL 1.2772 -1 1.5647 
(0.1321) (0.1220) (0.1571) 
Table 1.3: Results of the logit fit on the simulated data. 
Standard errors inside brackets. 
estimated by the logit fit. Mind that the location is absorbed into the estimate 
of the constant term. The logit with a bump and logit with heteroscedasticity 
links are referred to the same location as the logit. Thus, is natural that the 
logit fit of data from those models has no location inaccuracy as the figure 
shows. 
All the plots show that the spread of the fitted index is very close to the 
spread of the normalized true index which induces that the misspecified logit 
fit is able to assess correctly the variance of the latent variable (though it is 
not identifiable in practice). Mind that in the plots in the lower left the true 
index was normalized by multiplying f3 by a constant while in the lower right 
it was normalized by adding a constant and multiplying by another. Therefore 
one can conclude that in those examples the slope coefficients in f3 are well ap-
proximated up to a proportional constant by the respective elements of /3. This 
subject will be examined later on in the next chapter. For the heteroscedastic-
ity case in the upper right the same conclusion holds if one considers that the 
heteroscedasticity is reflected in the distortion of the logit link as is shown in 
the plot. More precisely, the function s( •) is absorbed into the link which then 
is not anymore a logit as in the right upper plot of Figure 1.6. 
Table 1.3 shows the logit estimates for the coefficients f3 in the four data sets 
introduced. The estimates are normalized from being divided by the absolute 
value of the coefficient estimate of the first regressor in order to be on the same 
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scale for the different data sets. The logit fit was implemented in XploRe 3 using 
the GLM module. The estimates are not much different except the estimate of 
the intercept of the CLL model which is clear larger than the others. 
However, even if the misspecified logit fit gives accurate estimates of the 
slope coefficients in f3 up to a constant the true probability curves are deviat-
ing from the logit fit because of not taking into account the existence of bumps 
in the link for the logit with a bump and logit with heteroscedasticity mod-
els. When data are generated by the CLL model it is hard to distinguish the 
difference between the true link and the misspecified parametric estimate by a 
merely inspection of their plot. However, that distance may be assessed using 
another tool like a test statistic. 
This work aims to study and to improve tools that allow to detect mis-
specification on the link function of a binary choice model by evaluating if the 
deviation between a parametric estimate of the link and the true function is 







The Semiparametric Binary 
Choice Model 
2.1 Introduction 
In chapter 1 some parametric binary choice models were introduced. First, 
models that do not allow for the existence of heterogeneity on tastes of the 
individuals were focused. These are the logit, probit, and CLL. While results 
are almost the same whether probit or logit are used this is not the case with 
the CLL. Second, heterogeneity among individuals was introduced with the 
RCP model. Here heterogeneity appears as heteroscedasticity verifying a very 
particular parametric form namely the variances of the latent variables Y;* are 
given by xTI:.xi with I:. a k X k positive definite matrix. 
All the parametric models are derived based on distributional assumptions 
of the latent variable Y;* (or equivalently of the random utilities). These as-
sumptions are somehow restrictive since they imply certain behavior of the 
individuals and may induce misspecification of the parametric model. In this 
case, maximum likelihood estimates may be inconsistent or inefficient engen-
dering predictions about the individual choice that can be entirely wrong. 
To be robust to the kind of misspecification mentioned above one can define 
a model where no assumptions (or very few) are made about the distribution 
of the latent variable. In this chapter a model will be presented that fulfills 
this aim. It widens the parametric assumptions about the individuals behavior 
in order to be more general and more flexible than the parametric models 
33 
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presented within a semiparametric approach. It also includes the parametric 
models as particular cases. This model is recognized in the literature as single 
index model (SIM) and can be applied to a wide class of problems from which 
binary responses are just a particular case. 
The specification of the semiparametric model and its estimation will be 
addressed within the chapter. The estimation methods that are yn-consistent 
are privileged for reasons that will become more clear in the subsequent chap-
ters. The construction of confidence bands based on the semiparametric fit will 
be also discussed and introduced as a first tool to compare a parametric model 
with the semiparametric rival. 
2.2 The model 
The semiparametric model can be viewed as a generalization of the paramet-
ric model. The purpose of the semiparametric approach is to widen the as-
sumptions regarding the link function F( •) while avoiding the curse of dimen-
sionality that is hampering fully nonparametric techniques when applied to 
high-dimensional data. The semiparametric model overcomes the curse of di-
mensionality by aggregating the multidimensional variable Xi into the single 
(parametric) index xr /3, while maintaining the nonparametric assumption that 
the specification of the link in equation (1.9) is unknown. A SIM formulation 
of the binary choice model can be seen for example in Stoker (1992). 
The single index model for binary responses takes on the following form 
E(Yi\Xi =xi)= P(Yi = 1\Xi =Xi)= F(x[ /3) i = 1, · · ·, n (2.1) 
with F(•) an unknown ("smooth") function with range contained m [0, 1] 
which, as in (1.9), is not necessarily a distribution function. 
The SIM may incorporate heterogeneity in tastes across individuals if it is 
manifested as heteroscedasticity. The heteroscedasticity is of unknown form 
and has to depend on the index function. To make more clear note that model 
(2.1) can be written 
i = 1, · · ·,n 
with g(•) assuming values on [0, 1], u(•) always positive, and both unknown 
functions. Here, if u( •) is not equal to a constant it can be seen as the variance 
function of a heteroscedastic latent variable. In practice the function u( •) is 
not identifiable and it is absorbed into the unknown link resulting in F( • ). The 
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main restriction of the SIM model (2.1) is the linearity of the utility functions 
or the linearity of the latent variable Y;*. 
In the SIM the intercept is not identifiable and it is subsumed in the link 
function. Note that the mean of the random part of the latent variable, more 
precisely the mean of the variable -u; with u; as in (1.5), is unknown. When 
the link F( •) is parametric it has a known fixed location which may not be the 
true mean of -Ui. The difference between the fixed location in F( •) and the 
true mean of -u; is given by the intercept of the model. Thus, in parametric 
models the intercept is normalized not only by the scale imposed to the link 
but also by its fixed location. For example, probit and logit models have fixed 
location equal to zero therefore the intercept gives the mean of -u; for a given 
scale. Because in the SIM F( •) is free there is not an automatically fixed 
location allowing to identify the intercept which is instead absorbed in F( • ). 
The same will happen to the scale. That is, because F( •) is unknown it can 
not impose a natural scale and location for the index like in parametric models. 
To conclude, for parametric models the link F( •) is defined for a given location 
and scale which fixes a natural normalization for the coefficients /3, that is the 
scale and the intercept value. In the SIM the procedure is inverse. Because 
the link is unknown it is necessary to define a convenient normalization for f3 
exogenously which fixes naturally the scale and location of the link F( •). This 
means that scale and location will be absorbed into the link. 
One strategy to normalize the vector f3 consists on fixing the intercept equal 
to zero and one of the other component coefficients equal to 1. This will be 
the nor~alization used in this work. Therefore, the vector of coefficients f3 
(without intercept) is uniquely identified up to a multiplicative constant. From 
now on it will be considered that the vector of coefficients f3 in the SIM has no 
intercept. 
2.3 Semiparametric estimation of the SIM 
Estimation of the semiparametric model (2.1) proceeds in two steps. First, the 
coefficient vector /3 has to be estimated. Let us call this estimate /3 and xf j3 
the estimated index. The second step estimates the link function by smoothing 
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Figure 2.2: Probability curve of a client being a non potential risk as function 
of the amount of credit borrowed: logit fit and kernel regression. 
2.3.1 WADE Estimator 
This method is a modification of average derivative estimation (ADE) (Hardie 
and Stoker, 1989). ADE is motivated by the following property of single index 
models of the form (2.1) 
E{\7 F(x;)} = E ( d~;f3) (3 = 1f3 
where the expectation is taken with respect to the distribution of X; and 
\7 F(x;) =oF/ax;. 
Assuming that F( •) is a.e. first differentiable in X;, (3 can be estimated up 
to a constant by estimating the mean of the gradient vector \7 F(x;). On the 
other hand, if \7 F(x;) is proportional to f3 then any weighted average of the 
derivatives \7 F(x;) will also be proportional to (3. Let w(x;) be a weighting 
function. Then 
This equation motivates the WADE procedure. The aim is to choose a con-
venient weight function in order to make the estimation of the mean of the 
' 'i 
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weighted gradient vector easier than the estimation of the mean of its un-
weighted counterpart. Powell et al. (1989) show that this is accomplished if 
the weight function is the density function of X;. 
Suppose that X; is continuously distributed with density p(x;) which is also 
differentiable. Put w(x;) = p(x;). Under some suitable regularity conditions 
(see Powell et al., 1989) integration by parts allows to write 
E{p(xi)'v F(x;)} = -2E{Yi'Vp(x;)}. (2.5) 
with 'Vp(x;) the gradient vector of p(x;). Therefore, estimating f3 up to a 
constant amounts to estimate the derivative of the density of X;. 
Given a sample of n individuals the WADE estimator (with weight p(x;)) 
for a constant times (3 is given by 
A -2~ -
d =- L... Yi 'Vp(x;). 
n i=l 
(2.6) 
The estimate of the gradient of the density of X; is obtained by kernel 
smoothing. For theoretical reasons the estimate at point x; omits the ith 
observation in the smoothing process according to 
vP( X;) = n ~ 1 t. ( ~) k+l f{' (Xi ~ X j ) 
Jr• 
where k is the number of explanatory variables in X;. 
Powell et al. (1989) show that dis asymptotically normal distributed with 
asymptotic covariance matrix consistently estimated by 
where 
A 4~ T "T I:d = - LJ r(xi)r(x;) - 4dd 
n . • 
n ( ) k+l ( ) A 1 1 ,, Xi- Xj r(xi) = n _ 1 ~ h A h (y;- Yj) 
Jr• 
(2.7) 
Note that WADE can be applied only to "continuous" explanatory variables. 
That means, categorical regressors or dummy variables cannot be included in 
the model. For some problems this can be an undesirable restriction. 
2.3.2 Maximum Quasi-Likelihood Estimator 
Klein and Spady (1993) propose as estimate of f3 the value that maximizes the 
log likelihood of the binary choice model (1.14) when F(x[ (3) is substituted 
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by Fhi(xT /3) a nonparametric kernel regression with bandwidth h, calculated 
excluding observation i and usually known as leave-one-out (100) kernel re-
gression. The 100 estimator is defined by, 
n 
2:: I< { ( v - xJ /3) / h} Yi 
~ 'f:.' 
Fhi( v) = 3'-'-:~:--------- (2.8) 
L I< {(v- xJ/3)/h} 
#i 
where all the variables have the same meaning as before. 
The introduction of the above estimate in the likelihood function results 
in a so-called quasi-likelihood. For theoretical purposes the authors introduce 
a trimming in the quasi-likelihood to eliminate observations with imprecise 
estimators of F( •). In practice the trimming has revealed to be not important 
and can be omitted. 
The maximization of the quasi-likelihood is performed iteratively in the 
same way as any nonlinear function. Bonneu, Delecroix and Malin (1993) 
advise to consider for the bandwidth h in each iteration the value s(xT iJ)n- 115 
where s(xr i3) is the sample standard deviation of the index xr i3 i = 1, ... , n 
with i3 the actual estimate of f3 in that iteration. 
Klein and Spady (1993) prove the asymptotic normality of the quasi-likelihood 
estimator /3. They show that 
vn(/3- /3) ..!:..., N(O, ~) 
with 
{( oF) (oF)T 1 }-
1 
~ = E o/3 o/3 F(1 - F) (2.9) 
To estimate the covariance matrix ~ it suffices to plug-in in (2.9) the stan-
dard estimates of the unknowns, respectively f3 and F and take the sample 
mean. Because the information equality between the negative of the Hessian 
matrix and the expected outer product gradient still holds in this problem the 
covariance above can be also estimated with White's (1982) estimator. Note 
that for inference purposes the quasi-likelihood may be treated like an usual 
likelihood function. Therefore, the estimates for the variance of the coefficients 
returned by a conventional likelihood routine are still valid. On the other side 
the classic likelihood ratio tests can be performed in the same manner with the 
quasi-likelihood as with a likelihood function. 
Klein and Spady (1993) show that the maximum quasi-likelihood estimator 
is asymptotically efficient under the assumption of independence of the random 
component of the latent variable, Ui, and the regressors. 
'' 
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2.3.3 Semiparametric Least Squares Estimator 
Ichimura (1993) introduces a semiparametric estimator of the SIM (2.1) which 
is based on a least squares argument. More precisely he proposes to choose for 
[3 the value that maximizes in f3 the function 
(2.10) 
with Fhi(xT /3) the estimate of the conditional expectation E(YiiX[ /3) given 
in (2.8). Here, also as in the case before, for theoretical reasons the target 
function (2.10) should include a trimming function to eliminate observations 
for which the kernel regression is imprecise. In practice the trimming can be 
ignored. 
Maximization of (2.10) is performed iteratively using the usual methods of 
maximizing a nonlinear function. 
Ichimura (1993) proves that under some regularity conditions the estimator 
resulting from maximizing (2.1) is asymptotically efficient and asymptotically 
normally .distributed as Klein and Spady's (1993) estimator presented before. 
Consequently its covariance matrix is given by (1/n)~ with~ as in (2.9). 
The semiparametric least squares estimator and the quasi-likelihood estima-
tor are asymptotically equivalent given that they converge to the same limiting 
law. Whether to use one or the other depends on which one of the target 
functions, (2.10) or the quasi-likelihood, is easier to maximize. 
2.4 The Example Revisited 
Table 2.1 shows the normalized estimates for the coefficients f3 in the four 
models introduced in chapter 1. The first column contains the parametric 
logit fit for each of the four data sets already shown in chapter 1. The other 
columns show the semiparametric fit using respectively the Klein and Spady 
(1993) method and weighted average derivative estimation. As before the quasi-
likelihood estimates were determined using Gauss with a maximization routine 
which was gently provided by Bo Honore and Ekaterini Kyriazidou and the 
WADE estimates were obtained with XploRe 3 for bandwidth h = 0.8. All the 
coefficient estimates are normalized from being divided by the absolute value 
of the coefficient estimate of the first regressor. 
The estimates are not much different except for the logit in Klein and Spady 
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X1 -1 -1 -1 
(0.12235) (0.0976) (0.1145) 
X2 1.4601 1.3967 1.4802 
(0.1413) (0.1055) (0.1089) 
Logit with a bump 
intercept 0.4933 
(0.1557) 
X1 -1 -1 -1 
(0.1669) (0.1389) (0.1795) 
X2 1.3317 1.6267 1.2326 
(0.1733) (0.2570) (0.1754) 
Logit with heterosc. 
intercept 0.5162 
(0.1704) 
X1 -1 -1 -1 
(0.1809) (0.1571) (0.1882) 
X2 1.1725 1.0304 1.1453 




X1 -1 -1 -1 
(0.1220) (0.1990) (0.1074) 
X2 1.5647 1.6436 1.5477 
(0.1571) (0.2896) (0.1156) 
Table 2.1: Results of the Parametric and Semiparametric fits. 
Standard errors inside brackets. 
with bump where the semiparametric estimate for x2 is a little closer to the 
true value 2. This result confirms the intuition stated before with the analysis 
of the plots in Figure 1.8 and is coherent with the result of Ruud (1983) to be 
discussed below. The estimates for the standard deviations are also all rather 
near and show that all coefficients are non null. 
Ruud (1983) studies the properties ofthe maximum likelihood estimatorfor 
,, 
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discrete responses when the link function is misspecified. The author concludes 
that in this situation the maximum likelihood procedure can provide consistent 
estimates for the slopes coefficients up to a scaling factor if 
E(XiiXtf3) = xTf3 i= l, .. ·,n 
When the regressors are jointly normal distributed as in the experiments treated 
here, the above condition is verified. Ruud (1986) extends this result for a 
more general behavior of the regressors. That is, by determining appropriate 
transformations of the sample data points in order that the regressors verify 
the above condition the author defines a weighted M-estimator which gives 
consistent estimates up to a factor of proportionality for the slope coefficients 
of the index function even when the link function is misspecified. 
2.5 Confidence Bands 
In last section it was pointed out that in certain conditions the parametric and 
semiparametric estimates of the index function in a binary choice model do 
not differ much. However, in those situations the parametric estimate of the 
link may deviate from the link estimate in the semiparametric model. In the 
semiparametric model the link is estimated using only very few assumptions 
given the index. To check the parametric assumptions one may assess how 
significantly the parametric fit deviates from the semiparametric fit. If the 
parametric model is correctly specified both fits should be close. Statistically 
one can consider both fits are close if the parametric fit lies inside of a confidence 
band of the semi parametric fit and consequently conclude that the parametric 
model is well specified. 
This section is devoted to the determination of uniform confidence bands 
for the semiparametric fit. It shows how they can be used as a tool to check 
the specification of a binary choice model. Figure 2.6 is an example of this 
procedure showing the parametric fit (thick line) and the semiparametric uni-
form confidence band. The data were generated from a logit with a bump and 
were estimated parametrically assuming a wrong specification, the plain logit. 
Clearly the confidence bands together with the semiparametric estimate of the 
link (line with circles) reveal the existence of the bump. 
The literature on confidence limits for the regression function is not very 
abundant and is mainly centered on the nonparametric approach. Hardie 
(1990) gives an exhaustive description about the construction of pointwise con-
fidence intervals and uniform bands on nonparametric regression showing some 
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applications. Still in the context of non parametric regression Hardie and Mar-
ron (1991) use the wild bootstrap to calculate simultaneous confidence bars, 
Hardie and Bowman (1988) use bootstrap to deduce pointwise confidence limits 
and Rodriguez-Campos and Cao-Abad (1983) introduce a bootstrap procedure 
specifically for discrete choice models in order to built pointwise confidence 
intervals. Horowitz (1993) deduces semiparametric uniform confidence bands 
to asses the specification of a random-coefficients probit model for binary re-
sponses. 
Uniform confidence bands have the advantage of allowing a global evaluation 
of the curve given that the coverage probability is defined globally all over the 
region where the bands are calculated. Thus, uniform confidence limits are 
more conservative than pointwise limits. Pointwise limits are usually easier to 
calculate but they allow only a local evaluation of the curve. For this reason 
only uniform bands are focused in this work. 
The advantages of using confidence bands to check the link specification are 
the easy-to-understand insight and the easy visual evaluation of the paramet-
ric model compared to the alternative in a way that permits to judge if the 
difference between both is statistically significant or not. In case of misspecifi-
cation it can also provide an hint of the type of deviation from the null which 
may lead in a possible reformulation of the parametric model as is suggested 
by Figure 2.6. 
The remainder of the chapter will describe how to construct semiparametric 
uniform confidence bands. To exemplify the different procedures applications 
will be made with two simulated data sets introduced before - the logit model 
and the logit with a bump. The true index function is the same in both cases. 
The first data set illustrates the situation where the parametric model is well 
specified while the second illustrates a case of misspecification given that the 
data is estimated parametrically assuming the classic logit model (thus without 
incorporating the bump). 
The construction of semiparametric confidence bands requires as a first 
step an estimate of the coefficients j3 of the index function, /3 to aggregate the 
multidimensional X variable. Then, all the techniques will be pursued using 
the fitted index. 
To estimate j3 in the first step a y'n-consistent estimator should be used. 
Horowitz (1993) uses the estimator under the null, that is the maximum likeli-
hood estimator for the parametric link, which has the advantage of being easily 
calculated. However if the model is misspecified this estimate can be incon-
sistent. In this case it is not clear that the kernel estimate of the link based 
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on a inconsistent projection of the index is going to be accurate or at least to 
capture the deviation of the true link from the assumed parametric link. 
Another option is to estimate f3 with a semiparametric estimator which 
is still y'n-consistent under the semiparametric alternative model for example 
the estimator of Klein and Spady (1993) or Delecroix and Hristache (1994). 
As stated before semiparametric estimators cannot identify the scale and the 
location (intercept) of the index xT /3. Consequently, a normalization of the 
vector of parameters is usually enforced. Scale and location will be incorporated 
in the estimate of the link. 
A practical problem arises when comparing graphically the parametric with 
the semi parametric fit on the index projected under the semiparametric alterna-
tive. The plot draws the conditional probabilities against the fitted index. For 
each observation the parametric and the semiparametric index will be different 
(even when the same normalization of the coefficients is imposed in both). This 
difference may create a distortion on the plot. 
One way of avoiding the kind of distortions mentioned in the paragraph 
above is by means of the procedure described in the algorithm 2.1. 
1. Estimate f3 with a semiparametric estimator obtaining p. 
Calculate the fitted index v; = xT p, i = 1, · · ·, n. 
2. Estimate the scale and the location of the parametric model 
given the fitted index v;,i = 1, · · ·, n. This corresponds to es-
timate by maximum likelihood the parameters c and s on the 
model 
P(Y; = 11Vi = v;) = F(c+ sv;), i = 1, · · ·, n. 
3. Plot the parametric fit F(c + sv;) together with the semi-
parametric fit and respective confidence limits against v;, i = 
1, · · ·, n. 
Algorithm 2.1: How to plot the parametric fit against the semiparametric fitted 
index 
Despite the more complexity in calculations it seems reasonable to use the 
index estimated semiparametrically to safeguard accuracy in case that the as-
sumed parametric model is ill specified. However, in the examples presented 
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Figure 2.3: Uniform confidence bands. Calculations were done with the para-
metric fitted index. The data was generated from a logit link. 
here there is not a significant difference between both strategies which can be 
explained by the results of Ruud (1983, 1986) mentioned before. 
There are basically two ways of constructing uniform confidence bands. 
One, consists in calculating pointwise confidence bars in a very fine grid of the 
projected index and correct the level with the Bonferroni correction in order to 
have simultaneous coverage. The drawback of this approach is that often the 
intervals may be quite wide specially if the grid has many points. The reason is 
that the correction to obtain global coverage probability assumes independence 
of the curve estimates between each point. Thus, to have global coverage of 
1 - 2a over a grid of np points the Bonferroni method corrects the level for 
each point in order to be equal to 1- 2(ajnp). 
Another method considers Fh( v)-F( v) a stochastic process and bases a uni-
form confidence band on the asymptotic Gaussian distribution of supv !Fh ( v)-
F(v)j. This is the approach taken by Horowitz (1993). 
Horowitz (1993, p. 60) derives this distribution for h( v) computed semi-
parametrically according to (2.2) with j3 the parametric estimate. However the 
Nadaraya-Watson estimator has an asymptotic bias proportional to the second 
moment of the kernel, the derivative of the regression function and the marginal 
density of x. In practice the bias is hard to estimate. Hardle (1990) proposes 
•' 
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Figure 2.4: Uniform confidence bands. Calculations were done with the para-
metric fitted index. The data was generated from a logit link with a bump. 
two approaches to deal with the bias. One is to choose h, the bandwidth, pro-
portional to n-115 times a sequence that tends slowly to zero in order that the 
bias vanishes asymptotically. The other uses bootstrap to estimate the bias. 
A more direct and easy method to correct the bias in the N adaraya-Watson 
estimator is the one proposed by Bierens (1987). Applying Bierens' result to 
the SIM gives (Bierens, 1987, p. 110) 
Vnh(F(xT [3)- F(xT [3)} ~ N (o, ~(~;~) CK) (2.11) 
as 
00 




Here Ft(XT [3), t = h, s is the classic Nadaraya-Watson estimator in (2.2) for 
bandwidth t. Moreover h = cn- 115 , s = cn- 815 with c > 0 and 0 < 8 < 1. 
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The uniform confidence band incorporating Bierens' bias correction is calcu-
lated based on the following conjecture which combines Horowitz's and Bierens' 
results. 
n~oo P { y'0.48log n [ 0ilis~p { ~~~))} -l/
2
IF(v)- F( v)l 
-dn] < z} = exp{-2exp(-z)} (2.14) 
where 1 < 8 < 5/3 and 
dn = (0.48logn) 112 + (0.48logn)- 112 log{C.K/(27T2)} 1/ 2 
(2.15) 
-oo 
while Ph ( v) is the kernel density estimate of p( v) given by 
n ( T' ) Ph(v) = (nh)- 1 ~K v- ~i f3n , (2.16) 
and the other variables have the same meaning as before. 
The confidence band is given by 
- Co: K (J' Vi 
{ } 
Cl/2'( ) 
F(vi) ± (0.48logn) 1/ 2 + dn {nhph(vi)} 112 ' i = 1, · · ·,n (2.17) 
with Vi = xr Pn the fitted index for the i-th observation and 
(2.18) 
Algorithm 2.2 calculates the uniform confidence bands with Bierens' cor-
rection according to the procedure described above. This algorithm is imple-
mented in XploRe 3 on the procedure UNIFBAND which code is given in the 
appendix. 
Uniform confidence bands incorporating Bierens' bias correction are shown 
in Figures 2.3 and 2.4 for the index estimated parametrically and Figures 2.5 
and 2.6 for the index estimated with the estimator of Klein and Spady (1993). 
As before the particular estimate of the index does not produce significant 
differences in the shape of the confidence limits. 
The semiparametric estimate (line with circles) deviates clearly from the 
parametric estimate (thick line) and induces the shape of the bump of the true 
link that generated the data. 
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Figure 2.5: Uniform confidence bands. Calculations were done with the semi-
parametric fitted index. The data was generated from a logit link. 
Before finishing this section a remark should be done. The construction of 
the semiparametric confidence limits is bandwidth sensitive. Oversmoothing 
should be specially avoided because it can lead very easily to false rejections. 
Undersmoothing shows too much structure, e.g. little bumps, in the link. 
Heuristically the link is expected not to be very wiggly. Automatic procedures 
of bandwidth selection like least-squares cross validation have a tendency to 
undersmooth the data. A heuristic procedure of bandwidth choice can be taken 
instead. It consists on the following. Try different bandwidths and choose the 
smallest that doesn't give a rough wiggly curve. This was the conduct taken 
in the examples shown in this section. In much empirical applications with 
simulated data this procedure proved to give satisfactory results. 
2.6 The Travel Mode-Choice and Credit-Scoring 
Applications 
Let us return again to the applications introduced on the mode choice for 
travelling and credit-scoring. 
Table 2.2 presents the semi parametric estimates of the coefficients of the in-
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Figure 2.6: Uniform confidence bands. Calculations were done with the semi-
parametric fitted index. The data was generated from a logit link with a bump. 
dex function and the respective estimated standard deviations for the problem 
of mode-choice for travelling in the way to work obtained with the maximum 
quasi-likelihood estimator. These estimates were determined using Gauss. As 
before the probability of travel mode-choice has as explanatory variables: num-
ber of cars owned by the travelers household, transit out-of-vehicle travel time 
minus automobile out-of-vehicle travel time (identified in the table by out-of-
vehicle travel time), transit in-vehicle travel time minus automobile in-vehicle 
travel time (identified in the table by in-vehicle travel time) and transit fare 
minus automobile travel cost (identified in the table by travel cost). The regres-
sors have been standardized to have mean zero and standard deviation equal to 
one. This transformation is convenient for the calculation of the semiparametric 
estimates in the maximization of the quasi-likelihood. The same table includes 
also parametric estimates assuming a logit model for the standardized regres-
sors verifying the same normalization as the semiparametric estimates in order 
to be comparable. The parametric estimates were obtained with XploRe 3. 
The semiparametric estimates are close to those obtained from the logit 
model. Figure 2.7 shows the parametric fit together with the semiparametric 
fit. The logit fit is plotted against the normalized parametric fitted index to be 
in the same scale as the semiparametric fit. The link in the semiparametric fit 
was estimated by kernel regression according to (2.2) with bandwidth h = 0.8. 
•· 
•· 
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1. Estimate the coefficients f3 in the index function, Pn. 
Calculate the fitted index V; = xr Pn, i = 1, ... ' n. 
2. For all v; obtained in step 1, i = 1, · · ·, n: 
2.1 calculate fA( v;) by kernel regression on xJ Pn with 
bandwidth h according to (2.2) 
2.2 Calculate F8 (v;) in the same way using bandwidths. 
2.3 With Fh(Vi) and F8 (v;) construct the bias corrected 
F(v;) . Use the Bierens' correction defined in (2.13). 
4. Choose a in order to have a confidence level of 1- a. 
Set Ca such that exp{ -2 exp( -ca)} = 1 - a. 
5. For all v; obtained in step 1, i = 1, · · ·, n: 
5.1 Calculate the confidence limits 
F(v;) ± [{ca/(0.48logn) 112} + dn]X 
{ c;pu(v;)}j{nhph( v;)}1/2' 
with CK, Ph(v;) and fr(v;) given respectively by 
(2.12), (2.16) and (2.18), dn as defined in (2.15) and 
1 < 8 < 5/3. 
6. Plot the parametric regression and the confidence bands 
against the fitted index xf fin i = 1, ... , n. 
Algorithm 2.2: Semiparametric uniform confidence bands with Bierens' correc-
tion 
The semiparametric fit deviates from the logit essentially in the tails of the 
conditional probability curve. 
Table 2.3 shows the semiparametric estimates for the coefficients of the 
index function with respective estimated standard deviations for the credit-
scoring application obtained also with maximization of the quasi-likelihood. 
As before the probability of being a risky client has as explanatory variables: 
duration of credit in months, payment of previous credits (0 for good and 1 
for bad), amount of credit, percentage of monthly payment in the individual 
income and age of the client. The regressors have been standardized for the 
reasons pointed out before. The same table includes also parametric estimates 
assuming a logit model with the standardized regressors for sake of comparison. 
Here too, parametric estimates and semiparametric estimates are not much 
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semiparametric fit logit fit 
coeffi.c. st. errors coeffi.c. st. errors 
Intercept 1.4848 0.1023 
Number of cars 1.0000 0.1174 1.0000 0.0972 
Out-of-vehicle travel time 0.1672 0.0586 0.3114 0.0933 
In-vehicle travel time 0.0685 0.0518 0.0826 0.0841 
Travel cost 0.2671 0.0448 0.3199 0.0717 
Table 2.2: Results of the semiparametric fit and logit fit on the problem of mode choice 
for travel. 
~ 
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Figure 2. 7: Semiparametric fit and Logit fit of the probability of individual choice 
of car for travel to work. 
different. 
Figure 2.8 shows the semiparametric fit together with the logit fit. Again 
the logit fit was plotted against the parametric fitted index with the same nor-
malization as the semiparametric fitted index to be both in the same scale. As 
before the semi parametric fit was obtained by kernel regression with bandwidth 
h = 3. The semiparametric fit diverges considerably from the logit fit in the 
upper tail due mainly to the lack of observations in that region. However in the 
region where observations are concentrated the semiparametric fitted link de-
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semiparametric fit logit fit 
coeffi.c. st. errors coeffi.c. st. errors 
Intercept -3.0144 0.2434 
Duration of credit 1.0000 0.1593 1.0000 0.3093 
Payment of previous credits 1.0247 0.1468 1.2047 0.2201 
Amount of credit 0.8296 0.1148 0.5808 0.3231 
Monthly payment 0.2305 0.0611 0.7629 0.2686 
Age -0.6405 0.1006 -0.7983 0.2581 
Table 2.3: Results of the semiparametric fit and logit on the problem of credit-scoring. 
viates slightly from the logit showing the existence of bumps in the probability 
curve. 
Semipar. VS parametric fit 
0 
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Figure 2.8: Semiparametric fit and Logit fit of the probability of a client to be a 
potential risk. 
Figures 2.9 and 2.10 show an uniform confidence band for the semiparamet-
ric fit for respectively the travel mode-choice probability curve and the credit 
scoring. The bandwidths used to calculate the kernel regression were respec-
tively h = 0.8 and h = 3. A logit fit on the normalized semiparametric fitted 
index is also plotted to assess the specification of the logit link according to 
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Figure 2.9: Uniform confidence bands for the probability of individual choice of 
car to travel to work. Calculations were done with the semiparametric fitted index. 
the procedure described in section 2.5. 
In both examples is not clear that the logit fit lies completely inside the 
confidence bands raising some suspicions about the correctness of the logit 
specification in these problems. This issue will be addressed in further chapters. 
2. 7 Concluding Remarks 
An important question faced by the econometrician in modeling binary depen-
dent variables is which specification to choose. One point is clear, between logit 
and probit the choice is irrelevant. 
The choice of a specific model depends on the information and knowledge of 
the econometrician about the problem and data in question. However, it would 
be convenient to have a way of checking the adequacy of the chosen specifi-
cation with the data to safeguard from ill-specified models that can produce 
inconsistent estimates and seriously erroneous predictions. 
Heterogeneity on the behavior of the decision makers is likely to occur 
especially in cross-section models. As it was pointed out before, some of the 
more used parametric models neglect the effect of heterogeneity like the classic 
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Figure 2.10: Uniform confidence bands for the probability of a client to be a 
potential risk. Calculations were done with the semiparametric fitted index. 
probit or logit. More generally, it may be difficult to characterize in practice 
the distribution of the non-observed behavior of individuals. Therefore, usually 
it is assumed that it has a normal or a logistic form and a misspecification error 
may be present. This thesis deals with testing procedures that aim to detect 
the kind of misspecification just mentioned in a parametric model. 
One can check a parametric model by comparing it with other paramet-
ric alternative. For example, one can implement a log likelihood ratio test 
to compare a probit model with a conditional probit model because they are 
nested. Indirectly the conditional probit and a logit are also compared (given 
the similarities between probit and logit). However this kind of test detects 
misspecification in a very restricted set and one has to have a very clear idea 
about the structure of the possible deviation from the null, that is the alterna-
tive model. 
Chesher (1984) introduces a specification test to detect neglected hetero-
geneity in a parametric model. Heterogeneity is conceived as leading to varia-
tion in parameters assumed constant to all decision makers. Thus, heterogene-
ity results in models with random coefficients. 
The author derives a score test for the hypothesis that the variances of the 
parameters of interest are zero in the case where the parametric model (without 
56 CHAPTER 2. SEMIPARAMETRIC BINARY MODEL 
heterogeneity) is well specified. The test statistic is derived without specifying 
a particular distribution for the parameters of interest which has to verify only 
a general set of regularity restrictions (see Chesher, 1984). Therefore the set 
of models in the alternative hypothesis is a wide set in which the RCP is a 
particular element. The author shows that the test statistic turns out to be 
the information matrix test introduced by White (1982). 
This work follows a different approach. The idea is to have a testing proce-
dure to detect any sort of deviation of the link function leading to a wide class 
of alternative models. When there is very little information about the kind of 
possible deviations from the assumed parametric model this can be a useful 
strategy. The kind of test just mentioned can detect arbitrary heterogeneity 
when it brings out a misspecification of the assumed parametric link function. 
The remain of this thesis studies and develops some recent existent tools 
allowing to test the specification of the stochastic structure of a parametric 
binary choice model in a wide set of deviations from the null. This corresponds 
to detect unspecified deviations of the link function keeping the index xr (3 
fixed in order to avoid the curse of dimensionality and is equivalent to test the 
specification of a parametric model against a single index model. As it was said 
before, this alternative allows for heterogeneity of the form of heteroscedasticity 
as a function of the index. 
Most of the econometricians and statisticians favor parametric models mostly 
because they are easy and ample interpretable in corresponding to economic 
theory. Often they are also easily to estimate than semiparametric or nonpara-
metric models. However, a parametric model that is not correctly specified 
according to the information transmitted by the data may be misleading the 
true nature of the population behavior and may lead to inconsistent inferences. 
Returning to the examples introduced in section 1.8 and more precisely 
to the plot in the lower left of Figure 1.8, observe that there is a systematic 
deviation from the true curve that has generated the data (the logit with a 
bump) and the misspecified parametric fit assuming a logit. This example 
shows it is important to have tools that assess a possible misspecification of 
parametric models. These tools can also be extended as means to test the 
adequacy of economic theory (see as example Hildenbrand, Hardie and Jerison, 
1991). On the other hand, they may also provide a guidance to the definition 
of a new specification for the model or to give a guidance for the reformulation 
of the theory behind. 
This thesis proceeds with the analysis of methods to assess the specifica-
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techniques. One possible approach evaluates the specification of a parametric 
model based on the construction of confidence bands for a semipararnetric fit 
and was already studied in this chapter. The other is by means of hypotheses 





Chapter 1 introduces some parametric binary choice models like the logit, the 
probit, the complementary log-log and the conditional probit. The binary 
choice model can be represented as P(Y = 1jX = x) = F( xT /3) and was 
characterized to have two distinct components: the link function F( •) and the 
index function, xT /3. The index was interpreted as the deterministic part of 
the latent variable in (1.5) or the deterministic part of individual utilities which 
reflect the average behavior over all individuals. The link was understood to 
be determined by the distribution function characterizing the latent variable or 
the distributional properties of stochastic utilities. Note also that the link can 
be viewed simply as a nonlinear regression function operating on the index, a 
linear function that aggregates a set of explanatory variables. 
Misspecification of the parametric binary choice model can be due to a 
wrong choice of the link or an ill-specified index function. This work is con-
cerned with misspecification on the link function or on parametric distributional 
properties assumed in the model. From here on it will be assumed that the in-
dex has a linear specification according to what was asserted in the antecedent 
chapters. Note that the linearity of the index is a very popular assumption. 
However, the procedures in study allow for parametric specifications other than 
linear. 
Assuming correct a linear form for the index function then misspecifica-
tion can still occur due to omitted relevant variables, like interaction terms, 
or wrong transformations of the included variables. Collet (1991) develops 
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several graphical tools to deal with these problems. Another approach is con-
templated on the framework of Generalized additive models (GAM) of Hastie 
and Tibshirani (1990). 
GAM models consist on a parametric fixed link operating on an additive 
function which is a sum of a finite number of univariate functions, that is, 
each acting in one explanatory variable. These functions are unknown and 
are estimated nonparametrically. Thus, GAM allows for nonparametric trans-
formations of the explanatory variables of the index function. Turlach (1994) 
develops testing techniques to allow variable selection in GAM. If one defines 
exhaustively the set of explanatory variables and then apply these techniques 
can have still a parsimonious model and a low risk of omitting relevant vari-
ables. 
As principle followed in this thesis the index is assumed to be well specified. 
Therefore, the analysis of the tools mentioned above is not in the scope of this 
work. In practice the following procedure can be pursued. Before testing the 
specification of the link function perform an analysis of the index function for 
the assumed link using the tools mentioned in the precedent paragraphs in order 
to choose a correct specification of the index. It is important to remark however 
that it is not yet well known how the functional form of the link influences the 
index specification and vice versa. Therefore, if the link is reformulated one 
should verify if the index is still well specified given the new specification of the 
link function. Experience says that usually it is. If not, one has to reformulate 
the index. Then, the link should be tested again and the all procedure should 
be repeated till the link or the index specification are accepted. 
Chapter 2 has introduced a more flexible formulation for the binary choice 
model, the SIM. Flexibility arrives from substituting the fixed parametric link 
by an unknown function keeping the parametric index. The resulting model is 
semiparametric. 
The semiparametric model safeguards from misspecification on the link. 
However, parametric models have their own recognized virtues. Namely, es-
timation and inference are easier and analysts like to know the form of the 
functions they deal with for interpretation purposes or to derive related mod-
els (for example by calculating analytical derivatives). Therefore, the point of 
view of this work is to retain the parametric specification of the binary choice 
model but having means of checking its adequacy (which may eventually guide 
on a possible reformulation) to shelter from ill-specified models. 
A first procedure to assess the correctness of the link was introduced in 
chapter 2 with the construction of a semiparametric uniform confidence band. 
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Here, the aim is to evaluate the specification of the link function by means of 
a formal hypotheses test. 
3.1.1 The Problem 
Suppose a set of observations {Yi, xi} which are realizations of the random 
variables (Yi, Xi), i = 1, · · · , n. Assume that these observations are independent 
and identically distributed to the random variable (Y, X) where X is a k-
dimensional vector assuming values in JRk and Y is a binary variable assuming 
only the values 0 or 1. Presume that the data were estimated assuming the 
parametric model 
P(Y = 1JX = x) = E(YJX = x) = F(xT/3) 
with F( •) a parametric link function which may assume one of the particular 
forms presented in chapter 1. 
The aim is to know whether the data are adequately fitted by the parametric 
model F( xT !3) given the index function. This amounts to test for any deviations 
of the functional form of the link F( •) assuming a given (correct) specification 
of the index. In this case a semi parametric test should be performed according 
to 
E(YJX = x) = F(xT/3) 
E(YJX = x) = H(xT /3) (3.1) 
with H( •) an unknown continuous function that assumes values between 0 and 
1. Note that the model under the alternative hypothesis is the semiparametric 
model studied in chapter 2. Note also that the semiparametric test is a test of 
nested hypotheses in the sense that the alternative includes the null hypothesis. 
The semiparametric test searches for misspecification in a wider set than a 
parametric test, that is a test where the alternative model is a parametric one. 
The later reduce to the comparison between two parametric models. On the 
other hand, semiparametric tests detect misspecification in a more restrict set 
than nonparametric tests where the alternative is a nonparametric model. The 
later detect any kind of deviations of a parametric model and can be viewed 
as goodness-of-fit tests. 
To perform the semiparametric test in the context of binary choice model 
according to (3.1) the test procedure of Horowitz and Hardie (1994) also known 
as the HH-test can be used. This test procedure is very appealing given its 
easy implementation and fruitful motivation. The HH-test can be applied to 
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a variety of models to which the binary choice model is only a particular case. 
This chapter introduces the HH-test on the context of binary choice models. 
First, a brief review of some existing testing techniques that can be applied to 
the problem in study and are somehow related with the HH-test is presented 
below. 
3.1.2 Specification Tests for Binary Choice Models 
The HH-test is inspired in the framework of Conditional Moment (CM) tests 
introduced in the seminal work of Newey (1985). CM specification tests consti-
tute an important framework that inspired most of the actual test procedures 
regardless of being parametric, semiparametric or nonparametric. 
CM tests are based on the estimation of a set of moment conditions that 
have to be verified when the null hypothesis is true and violated under the 
alternative. The motivation of CM tests comes from the property verified in 
models with exogenous variables in which the expectation of the score vector 
of an observation, conditioned on the exogenous variables, is zero. This implies 
that functions of exogenous variables should be uncorrelated with the elements 
of the score vector, and suggests that a specification test could be performed 
based on sample covariances of functions of exogenous variables and the score 
function evaluated at the maximum likelihood estimator. Newey (1985) con-
structed such a statistic and found a Chi-square asymptotic distribution under 
the null with degrees of freedom equal to the number of moment conditions 
evaluated. The well known White (1982) specification test based on the infor-
mation matrix equivalence theorem can be considered as an example of a CM 
test. 
By choosing adequately the precise moment conditions to evaluate one 
obtains statistics for consistent testing against specific alternatives like het-
eroscedasticity, omitted variable or non-normality. Newey (1985) gives inter-
esting examples of this procedures for the probit model. 
Semiparametric specification tests in binary response models constitute a 
recent field of research and only a few approaches are known. The Bayesian 
proposals of Czado (1992) and Chappell, Czado and Newton (1993) are exam-
ples. However, the Bayesian approach of qualitative choice models is not in the 
scope of this work. 
Another proposal can be found in Whang and Andrews (1993). The authors 
present a test statistic with a Chi-square asymptotic distribuiton which is very 
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order to allow for an infinite-dimensional estimator like a non parametric density 
function or regression function estimator. 
The authors use their test procedure to test distributional assumptions like 
normality which can be applied in particular to binary choice models. This is 
equivalent to test a probit model under the null against a SIM according to 
the semiparametric test (3.1). The test procedure is based on the evaluation of 
the first order conditions of a semiparametric estimator for the parameters of 
the index function, like the estimators of Ichimura (1993) or Klein and Spady 
(1993), at the parametric estimate obtained under the null, the probit model 
in this example. If the parametric model is correctly specified then those first 
order conditions evaluated at the probit estimate should be very close to zero 
and consequently the test statistic should be also close to zero. 
The authors claim that in presence of misspecification if the parametric 
estimator is not consistent the test is usually consistent. However, empirical 
experience shows that most of the time semiparametric estimates of the coef-
ficients of the index do not differ significantly from parametric estimates. As 
example see the results obtained in table 2.1 in chapter 2. One reason pointed 
there for this behavior is developed by Ruud (1983). If parametric and semi-
parametric estimates of the index are close one can expect that the power of 
Whang and Andrews (1993)'s test will be very poor in finite samples. On the 
other hand usually the first order conditions of the semiparametric estimator 
are complicate to compute making difficult to calculate the test statistic. 
Turlach (1994) introduces also a test procedure that allows to perform the 
semi parametric test (3.1) in order to assess the correctness of the link function. 
The test statistic evaluates the difference between the weighted average deriva-
tive estimate of the index and a convenient scaled parametric estimate obtained 
under the null. Again as in the precedent test procedure it is necessary that 
both estimates differ significantly for the test to have power in finite samples. 
For the reasons pointed before this will not be always the case. Turlach (1994) 
identifies some situations characterized for certain local alternatives against 
which the test has no power. 
The test techniques of Whang and Andrews (1993) and Turlach (1994) have 
in common the fact that they appraise misspecification in the link function by 
a certain evaluation of the discrepancies between the parametric estimate of 
the coefficients of the index function and the semiparametric one. Those tests 
require that the semiparametric and the parametric estimates are considerably 
different in order to have power in finite samples. In practice this may not 
happen as it was pointed out before which makes the practical performance of 
those tests very doubtful and turns preferable the use of other testing strategies 
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like the HH-test. 
The motivation behind the HH-test seems to be more appealing. Devia-
tions on the parametric link are assessed by evaluating the difference between 
the parametric estimate of P(Y = 1IXT,8) and the respective nonparametric 
estimate (given the same estimate of the index, XT ,8, which has to be con-
sistent under both hypotheses), weighted by the residuals of the parametric 
regression. This is very much the idea behind the construction of confidence 
bands pursued in chapter 2 to test the correctness of the parametric regression. 
One can assess the specification of the parametric binary choice model by 
a nonparametric test procedure. Assuming that the index is correctly specified 
then if the test possibly detects deviations from the null they are due to an ill 
specification of the link function. 
Recently some nonparametric testing techniques have been developed that 
somehow have inspired the HH-test, reason that makes them worth to mention 
here in the following. 
Bierens (1990) is based on a CM condition that is verified when the para-
metric model is correct and violated when some unspecified deviation from 
the parametric model occurs. Proen~a (1993) shows a comparison between 
the power in finite samples of Bierens (1990)'s test and the HH-test with a 
simulation study for some binary choice models. The study reveals that the 
HH-test performs better to test a parametric model against the semiparametric 
alternative of (3.1). 
Azzalini, Bowman and Hardie (1989) generalize the likelihood ratio test in 
order to compare a parametric model with a nonparametric alternative. The 
asymptotic distribution of the test statistic is very difficult to derive and the 
authors advise the use of bootstrap to deduce the critical values. Bootstrap 
makes the test computationally demanding. 
Hardie and Mammen (1993) use a different approach. They evaluate the 
statistical significance of a 12-distance between the parametric model and a 
nonparametric estimate and deduce the asymptotic distribution of the test. 
However, the asymptotic bias and variance of the test need big sample sizes to 
be accurately estimated. Therefore, the authors advise the use of wild bootstrap 
instead. As before, the implementation of the test is computationally burden. 
A goodness-of-fit test specifically constructed for binary regression models 
was introduced by le Cessie and van Houwelingen (1991). The test aims to 
detect all deviations from a hypothesized parametric model. It is based on 
a statistic entailing nonparametric smoothing of the standardized residuals of 
1 i 
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the parametric fit. Smoothing the residuals of the parametric model instead 
of the data has the advantage of avoiding the typical bias of nonparametric 
estimation because under the null the residuals have conditional expectation 
zero. Although the authors do not deduce explicitly the asymptotic distribution 
of the statistic, they claim based on the results of simulations that it can be 
well approximated by a given scaled Chi-square distribution. To improve the 
power of the test in finite samples they obtain a finite sample correction for 
the bias and variance of the statistic when the null is a logit model. The 
approach ofle Cessie and van Houwelingen (1991) was important to inspire the 
improvements to the HH-test to be proposed in chapter 6. 
Gozalo (1993) introduces a test statistic to compare a parametric or semi-
parametric model against a nonparametric alternative. The test statistic is 
based on the square of the difference between the model estimated under the 
null and its nonparametric estimate which is then divided by the variance of the 
latter. The resulting statistic has a Chi-square limiting distribution. Gozalo 
(1993)'s procedure requires samples with many observations not only to guar-
antee the accuracy of the nonparametric estimator of the regression function 
and the estimate of the respective variance but also because the calculation of 
the statistic needs the splitting of the sample. 
Semiparametric tests are advantageous over nonparametric tests because 
they elude the so-called curse of dimensionality which means that the rate of 
convergence is getting slower when the number of explanatories increases and 
the typical lack of power on finite samples that may arrive to nonparametric 
test procedures. The idea behind the semiparametric approach is to restrict the 
set of alternatives in order to gain power in finite samples but still test against 
a large set of misspecification. Dimensionality is reduced by aggregating the 
multidimensional explanatory variable with a parametric index function. 
3.2 The HH-test Statistic 
In this section the HH-test statistic is introduced in two steps. First, it will be 
assumed that the index function is totally known, that is, the coefficients vector 
j3 is known and is not necessary to be estimated. This approach is unrealistic 
but theoretically has some important features that have to be distinguished. 
In the second step j3 is unknown and has to be estimated. This is the usual 
situation in practice. It will be seen that estimation of j3 brings some distortions 
in finite samples relatively to the ideal asymptotic behavior of the statistic 
affecting its performance. 
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3.2.1 Known Index Function 
Suppose that the index function is completely known, that is, the coefficients (3 
are known. Define Vi = X'[ (3 the known index function and r( Vi) the residuals 
of the parametric regression obtained as r(vi) = Yi- F(vi)· 
The HH-test evaluates the difference between the model with the paramet-
ric assumed link F( Vi) and a respective non parametric estimate, call it in the 
moment F(vi)· This estimate can be based on the Nadaraya-Watson kernel 
regression defined in (2.2). The test statistic is obtained based in the difference 
between both functions weighted by the residuals of the parametric regression, 
that is will be function of r(v;){F(vi)- F(v;)}. When the parametric model 
is misspecified F(vi) and F(vi) should differ in a large amount not explained 
only to random sampling error making the statistic significantly different from 
zero. On the other hand, if the parametric model is correctly specified both 
functions should be near and the statistic should assume values close to zero. 
One condition for the above reasoning to be valid is that the nonparametric 
regression F ( v;) is asymptotically unbiased. Asymptotic unbiasedness of kernel 
regression estimators can be achieved with Bierens' bias correction defined 
in (2.13) within chapter 2. On the other hand, for technical reasons (which will 
be analyzed later in the continuation of the section) F( v;) has to be independent 
of Yi. This goal can be attained with the 100 estimator introduced in chapter 2 
in equation (2.8). In the sequel the non parametric regression of the dependent 
variable on the index function with 100 estimation and Bierens' bias correction 
will be denoted by Fi ( •). 
Finally the test statistic is given by, 
n 
Tn = v'hl: u(v;){Yi- F(vi)}{Fi(vi)- F(vi)} (3.2) 
i=l 
where his the bandwidth used in the kernel regression and Fi(v;) the 100 





2: K {(v- Vj)/t} 
j-:fii 
(3.3) 
t = h,s 
Here h = cn-115 , s = cn- 615 with c > 0, 0 < 8 < 1. Observe that F;(v) 
is a linear combination of two 100 estimates, h;(v) and F.;(v), calculated 
<I 
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for different bandwidths respectively h and s. On the other hand, u(vi) is a 
non-negative weight function that down-weights extreme observations. 
Suppose that Fh(v;), the simple Nadaraya-Watson in (2.2) is used on the 
calculation of the HH-statistic instead of F; (vi). Then, if the bandwidth 
tends to zero, the sum 2::~1 u(vi){Yi - F(vi)}{Fh(v;)- F(v;)} approaches 
I:~=l u(v;){Yi- F(v;)}{Yi- F(v;)}, which has a finite, positive expectation. 
In practice, this implies that the mean of this version of the statistic depends 
strongly on the bandwidth, which is undesirable. To arrange that Tn has zero 
mean regardless of the bandwidth it is necessary to assure that the two factors 
Fh(v;)- F(v;) and Yi- F(v;) are independent for all i. This is accomplished 
when LOO estimate is used on nonparametric regression and will be called 
as independence correction. This reasoning is supported by the results of the 
simulations performed and to be presented later in next chapter. 
Horowitz and Hardie (1994) have shown that under Ho and under some 
suitable regularity conditions a central limit theorem of Hall (1984) holds and 
Tn is asymptotically distributed as a N(O, Uf) with, 
00 
(T2 T 2CK J u(v)2{u2(v)} 2dv 
-oo 
00 
CK = j K(u) 2du 
-oo 
u2( v) V[YIXT ,B = v] 
(3.4) 
3.2.2 The HH-test as a CM test 
The HH-test can be formulated as a CM test according to the framework of 
Newey (1985). 
When the parametric model is correctly specified then 
E{Y- F(XT ,B) IX= x} = 0 
Thus, functions of explanatory variables should be uncorrelated with the resid-
uals Y- F(XT ,B). This has suggested Newey (1985) to deduce a specification 
test statistic based on the evaluation of the moment conditions 
E{Mj(Y,X,,B)} = E[{Y- F(XT ,B)}wj(X,,B)] = 0 j=1, ... ,q (3.5) 
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where Wj(X, (3) j = 1, ... , q are weighting functions chosen in a way such that 
at least one of the q conditions in (3.5) fails when the alternative hypothesis 
is true. When the model is correct clearly by the law of iterated expectations 
the condition (3.5) is true. Because the test is based on the verification of 
conditional moment restrictions it is called a conditional moment (CM) test. 
By choosing adequately the weight functions Wj ( •) one obtains statistics for 
consistent testing against specific alternatives. See Newey (1985) for examples 
of parametric alternatives and Bierens (1990) for a nonparametric alternative 
test. 
The HH-test can be formulated as a CM test because the test statistic (3.2) 
may be derived based on a moment condition similar to conditions in (3.5) for a 
particular choice of the weight function w(X, (3). Given that the aim of the test 
is to assess the discrepancies between the parametric model and the alternative 
semiparametric SIM, or equivalently detect any deviation from the parametric 
link, it is natural to suggest for w(X, (3) the following expression 
w(X, (3) = u(XT (3){H(XT (3)- F(XT (3)}, 
where u(XT (3) is a non-negative weight function and H(•) is unknown. The 
moment condition becomes 
E[{Y- F(XT (3)}u(XT (3){H(XT (3)- F(XT (3)}] = 0 (3.6) 
If the parametric model is correctly specified the above moment condition 
is clearly true. Under the alternative H 1 , that is E(YJX) = H(:r:T (3) the HH-
test will be powerful if the condition (3.6) is violated. Therefore, the HH-test 
will work when the parametric link function is misspecified if the following 
condition 
E[{H(XT (3)- F(XT (3)}u(XT (3){H(XT (3)- F(XT (3)}] =f; 0, 
is verified. Thus, to keep the power of the test the weight u( v) has to be chosen 
such that E[u(XT (3){H(XT (3)- F(XT f3)P] be positive. 
The HH-statistic (3.2) estimates the moment condition (3.6) by a sample 
moment using the available observations {Yi, Xi}, i = 1, · · ·, n. However, this 
condition includes the function H(•) which is unknown. When calculating the 
test statistic it has to be substituted by a consistent estimate, a non parametric 
kernel regression of E(Y JXT (3) on XT (3 denoted by Fi( •) which, for the reasons 
already explained, includes also independence correction by 100 estimation 
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3.2.3 The HH-statistic Under the Alternative 
Horowitz and Hiirdle (1994) derive the distribution of the HH-test statistic 
under local alternative hypotheses. They consider the sequence of alternatives 
H n defined by, 
where .6-n, n = 1, 2, ... is a sequence of uniformly bounded functions that con-
verges uniformly to a limit function .6.( v). 
Under the sequence of alternative models Hn the HH-test statistic (3.2) 
is asymptotically distributed as a N(f.l, O'f) with f.l = E{u(XT f3).6.*(XT f3)2} 
with .6-*(XT/3) = .6-(XT/3)- F'(XTf3)XTr where 'Y = limn-112h- 114 (/3- /3) 
when n goes to infinity. Hence the HH-test statistic has a positive asymptotic 
mean under alternatives whose distance from the null is O(n- 112h- 114 ) and 
therefore has power on this set of alternatives. 
The HH-test and the nonparametric test ofHiirdle and Mammen (1993) are 
equivalent in one-dimensional problems in the sense that they detect misspec-
ification for models with the same rate of distance to the parametric model. 
The benefits of the semi parametric test are visible for higher-dimensional prob-
lems because it will keep the same one-dimensional rate of distance while the 
nonparametric test suffers from the curse of dimensionality, that is the rate 
becomes slower with the increase of dimension. 
To conclude, under many alternatives, there will be systematic differences 
between F;(v;) and the-assumed F(v;). Given that Horowitz and Hardie (1994) 
proved that Tn has positive mean when E[Y; iv;] is not F( v;) then Tn can be used 
to construct a one-sided test for the adequacy of a specified link function which 
rejects for large values. The one-sided test improves the power of the test in 
finite samples.1 For large enough sample sizes this test rejects ifTn/O'T > z1-a, 
where z1_a is the 1 -a percentile of a standard normal distribution. 
3.2.4 Estimated Index Function 
In practice the linear index function has to be estimated and f3 has to be 
replaced in the calculation of the statistic by a consistent estimate /3. Consider 
v; =X'{ /3. In this situation the statistic is given by 
n 
Tn = v'hl: u(v;){Y;- F(vi)}{F;(v;)- F(v;)} (3.7) 
i=l 
1 I am grateful to Joel Horowitz for this remark 
----~--- ----
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The independence correction works as long as the index Vi is known. If the 
coefficients in the index have to be estimated, Fi(ih)- F(vi) and Yi- F( Vi) be-
come dependent, since F (vi) and Fi (Vi) depend on Yi via the estimation of the 
model parameters. This produces a non-zero finite sample expectation of the 
test statistic under the null hypothesis; as the simulations in this thesis suggest, 
this bias remains important even for samples of thousand of observations. 
One condition for the test to work asymptotically is that the estimator of 
the index coefficients is yin-consistent. Therefore it converges faster than the 
nonparametric estimate of the link function and consequently asymptotically 
the statistic behaves like in the situation of known linear index. 
Call Tn ( v) to the HH -statistic calculated for the known index according 
to (3.2) and Tn( v) to the HH-statistic calculated at the estimated index as 
in (3.7). Horowitz and Hardle (1994) try to prove that asymptotically Tn(v) 
has the same behavior as Tn ( v) and thus is distributed under the null according 
to a N(O, u:j,) with u:j, as in (3.4). Unfortunately their proof is not totally 








In their proof Horowitz and Hardle (1994) consider an arbitrary nonstochas- ·1 
tic sequence {,Bn} in JRk verifying y'n(,Bn -,B) = 0(1). Define v = xT Pn ] 
and call Tn ( v) to the HH-statistic calculated at X'{ Pn. The authors claim jl 
that Tn(v) - Tn(v) = op(1) if Tn(v) - Tn(v) = op(1) because Pn is arbi- jJ 
trary. However, this is not completely true but Tn(v)- Tn(v) = op(1) if ' 
SUPf3nTn(v)- Tn(v) = op(1). 
To construct the test statistic it is necessary to define u( v) and to obtain an 
estimate of u2 ( v). Technical reasons force u( v) to be continuous, independent 
of the sample and with support contained within that of xT ,B. In practical 
applications the last restriction is the most important. One suggestion is to 
consider u( v) identically equal to one in its support and zero otherwise. The 
authors remark that depending on how u:j, is estimated, using a support of u( v) 
that exceeds the support of XT ,B may cause a substantial positive bias for this 
estimate and a corresponding loss of power. They suggest to define the support 
of u( v) based on the fitted values xr /J excluding the 5% or 2.5% biggest and 
the 5% or 2.5% smallest values. This conduct proved to be reasonable in the 
simulations of Proen~a (1993) with binary choice models. 
For estimating u2 ( v) a consistent estimator under H o has to be used that 
should not become excessively large under H 1 in order to avoid a loss of power. 
For binary response models o-2 (v) is a well known function of F(v) and can be 
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HH-stat p-value HH-stat p-value 
h = 0.2 1.49 0.93 h = 1.6 1.15 0.88 
h = 0.4 2.30 0.99 h = 1.8 0.58 0.72 
h = 0.6 3.09 1.00 h = 2.0 0.04 0.52 
h = 0.8 3.42 1.00 h = 2.2 -0.47 0.32 
h = 1.0 3.09 1.00 h = 2.4 -0.59 0.16 
h = 1.2 2.45 0.99 h = 2.6 -1.53 0.06 
h = 1.4 1.78 0.96 h = 2.8 -2.10 0.02 
Table 3.1: Results of the HH-test on the mode-choice to travel data set. 
The HH-statistic divided by its estimated standard deviation and respective 
p-value. 
estimated under the alternative by 
Algorithm 3.1 calculates the HH-test. This algorithm is implemented in 
XploRe 3 on the procedure HHTEST which is included in the Appendix. 
The semiparametric hypothesis test on performing the analysis conditional 
on the index xr (3 detects misspecification for models E(Y jXT (3 = v) = 
F(v). Nevertheless it can detect also misspecification for the broad model 
E(YjX) = F(xT (3) under certain conditions. To be more specific suppose 
that the later model is not correct and the true specification of E (Y IX = x) 
is m(x). Horowitz and Hardie (1994) show that the HH-test is consistent if 
Exlvm(X) =/= F(v) where Ex1v denotes the expectation relative to the distri-
bution of X conditional on xr (3 = v, on a subset of the support of w{ x, (3} 
that has positive probability. Therefore, the test is inconsistent to detect 
any kind of misspecification if P{m(x) = F(xT(3)} < 1 but the expectation 
Exjv{m(X)} = F(v) is verified almost everywhere in the support of u(•). 
3.3 The Travel Mode-Choice and Credit-Scoring 
Applications 
In this section the HH-test is applied to the data sets analyzed in last chapters, 
that is the travelling mode choice on the way to work and credit-scoring, to 
test the adequacy of the logit fit. The HH-test is calculated according to 
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1. Estimate the coefficients f3 in the index function, by maximum 
likelihood with the parametric model obtaining ~ . 
Calculate the fitted index vi = xT ~' i = 1, · · ·, n . 
2. For all Vi obtained in step 1, i = 1, · · ·, n: 
2.1 calculate Phi( vi) the 100 kernel regression with 
bandwidth h smoothing relatively to Vj = xJ ~ ac-
cording to (2.8) 
2.2 Calculate Psi( vi) in the same way using bandwidths. 
2.3 With Phi( vi) and Psi( vi) construct the bias corrected 
Fi(vi) . Use the Bierens' correction defined in (3.4). 
3. Define the weight function u( •) to be equal to one for the 90% 
or 95% central values of the ordered Vi, i = 1, · · ·, n. 
4. Calculate the HH-statistic 
n -
Tn = VFi I: u(vi){Yi- F(vi)}{Fi(vi)- F(vi)}. 
i=l 
5. Calculate the estimate of the standard deviation of the statistic, 
UT by 
n 
(2CK /n) L { u( vi)}2 [Phi( vi){1- Phi( vi)W /Phi( vi), (3.8) 
i=l 
with Phi( vi) and CK given respectively by 
and (2.12). 
n 
Phi(v) = (nh)- 1 L K{(v- Vj)/h} (3.9) 
j=l 
Ni 
6. Choose the size of the test to be a. Set Caf2 and C0 equal 
respectively to the quantiles 1 - a/2 and 1 -a of a standard 
normal. 
Accept the parametric model if 
• ITn/ UTI < Caf2 for a two sided-test 
• Tn /iTT < Ca for a one-sided test 
Otherwise, accept that the parametric model is misspecified. 
Algorithm 3.1: The HH-test 
3.3. APPLICATIONS 
HH-stat p-value 
h = 0.2 0.65 0.74 
h = 0.4 0.78 0.78 
h = 0.6 0.46 0.68 
h = 0.8 0.05 0.52 
h = 1.0 -0.76 0.22 
h = 1.2 -1.78 0.03 
h = 1.4 -2.78 0.00 
Table 3.2: Results of the HH-test on the credit-scoring data set. The HH-
statistic divided by its estimated standard deviation and respective p-value. 
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algorithm (3.1) using XploRe 3. Several values for the bandwidth hare tried. 
The results concerning the mode choice to travel data are in Table 3.1 while 
Table 3.2 contains the results for the credit-scoring data set. 
The value of the HH-test statistic divided by its estimated standard devi-
ation depends clearly on the bandwidth used. For both data sets it gives dif-
ferent conclusions on acceptance or rejection of the logit model depending on 
the bandwidth used. In general, when the bandwidth is small the HH-statistic 
tends to assume positive values while it tends to be negative for superior values 
of the bandwidth, decreasing with the increase of h. 
Figure 3.1 and Figure 3.2 show the parametric logit fit and the kernel re-
gression on the parametric index respectively for the mode-choice to travel and 
credit-scoring data. The kernel regression was calculated for several bandwidths 
to illustrate undersmoothed and oversmoothed fits. 
For the credit-scoring the region where the parametric fit and kernel regres-
sion are more apart corresponds the the region where there are few observations 
which can affect the accuracy of the kernel regression there. Thus, it is not 
surprising that the HH-test doesn't give a rejection of the logit fit for band-
widths smaller than 1.2, though for h = 0.4 the p-value is high. For h = 1.2 
and h = 1.4 the HH-test rejects the parametric model which can be due merely 
to oversmoothing the data as it is discussed below. In the travel mode-choice 
data the kernel regression deviates clearly from the logit fit. Thus, it is under-
standable that the HH-test leads to rejection for almost all bandwidths tried. 
These results are consistent with the conclusions reached in chapter 2 when 
using uniform confidence bands to check the specification of the logit fit. 
In Figure 3.1 and Figure 3.2 it can be seen that undersmoothing makes 
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Figure 3.1: Mode choice to travel data: parametric regression and kernel regression. 
Upper left- h=0.4, lower left- h=1.2, upper right- h=2.0 and lower right- h=2.8 
the kernel regression too wiggly. The HH-statistic tends to be high in this 
case because of the erratic behavior of the kernel regression. On the other 
hand, oversmoothing provokes a systematic behavior of the kernel regression 
which tends to be over the parametric fit in the region where observations for 
the response are mainly equal to zero (and consequently parametric residuals 
tend to be negative) and to be under the parametric fit when the parametric 
residuals tend to be positive. Therefore for observations in the first region the 
statistic is made by the product of mainly negative residuals times the difference 
between the kernel regression and the parametric fit which is positive while for 
observations in the second region this difference is negative but the parametric 
residuals are mainly positive. That explains why for bigger bandwidths the 
HH-statistic tends to be negative. When the bandwidth gets greater the kernel 
~~ 
--------~--~------------------------------------------------------------------
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Figure 3.2: } 
Credit-scoring data: parametric regression and kernel regression. Upper left -
h=0.2, lower left - h=0.6, upper right - h=l.O and lower right- h=l.4 
regression deviates successively more from the parametric fit and therefore the 
HH-statistic tends to assume smaller negative values which can lead easily to 
rejection. Therefore, these examples suggest that oversmoothing can provoke 
severe undesirable effects on the behavior of HH-test leading to false rejections 
of the parametric model. This issue deserves to be further analyzed and will 
be subject of chapter 4. 
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3.4 Concluding Remarks 
The HH-test appears to be an appealing tool to test the link specification in 
qualitative choice models. It combines an easy implementation with a direct 
and intuitive interpretation. The semiparametric approach avoids the curse of 
dimensionality and reduces the complexity of the problem. Before considering 
the HH-test an useful tool for the practioner, its behavior in finite samples has 
to be investigated. 
Horowitz and Hardie (1994) do not explore the empirical finite sample prop-
erties of the HH-test for discrete choice models. Careful studies on this subject 
are presented by Proen~a (1993) and Proen~a and Ritter (1993). Their main 
goal is to assess the empirical size and power of the test in finite samples. It 
is important to know the relation between power and the dimension of the 
sample to have a benchmark on the sample size needed to get reliable results 
on rejection or acceptance of the assumed parametric specification. It is also 
important to evaluate the influence of bandwidth choice (for a given sample 
dimension) on the power and size. The data analyzed in this chapter suggest 
that oversmoothing may induce a pernicious behavior of the HH-test, namely 
leading to false rejections of the parametric model. These questions will be the 




Finite Sample Properties of 
the HH-test 
4.1 Introduction 
This chapter aims to study the :finite sample properties of the HH-test statistic 
for testing the specification of the link function in models with binary responses. 
This study will be done by simulations. 
One important issue is to evaluate the effect of bandwidth choice on the 
properties of the test. The ideal would be to have a test robust to the choice of h 
under the null although it is very likely that h will always influence the detection 
of a specific alternative. In order to assess the influence of the bandwidth 
either in rejecting a true hypothesis or in rejecting a false hypothesis, all the 
experiments were implemented for a set of different bandwidths. 
One main purpose is to study the empirical size and empirical power of 
the test in :finite samples and to analyze the effect of the sample size on the 
accuracy of the test (that is to accept Ho when Ho is true and to reject it 
otherwise). In the experiment Ho is chosen to be a logit model. The data 
are generated from several link functions: logit, logit with a bump, logit with 
heteroscedasticity and complementary log-log. Those models were introduced 
already in chapter 1. For the logit, H 0 is true. The others are included in 
the set of alternatives of the semiparametric test (3.1). They were chosen in 
order to have different type of possible deviations from the logit that may occur 
frequently in practice as it was pointed out in chapter 1. 
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When calculating the HH-test statistic two corrections have to be used: the 
independence correction by using the leave-one-out kernel regression and the 
Bierens' to correct the bias. Specially the last one is computationally expensive 
(it amounts to calculate two kernel regressions instead of one). The importance 
of those corrections on the achievement of the normal asymptotic behavior of 
the statistic will be a subject of study in this chapter. 
As it was pointed out in chapter 3, to derive the limiting distribution of the 
HH-test statistic it is necessary to do an approximation that consist in substi-
tuting the statistic evaluated at the the fitted index by the statistic evaluated 
at the true index. Although evaluating the statistic at the true index or at the 
fitted index may be asymptotically equivalent, in finite samples some discrep-
ancies may arise. In this case the performance of the test would be negatively 
affected due to a bad approximation of the critical values of the test by the 
adequate percentiles of the standard normal. For this reason the behavior of 
the statistic evaluated at the true index and the statistic evaluated at the fitted 
index will be analyzed and compared. The aim is to assess how significantly 
the empirical size and power of the test is affected by estimating the coefficients 
in the index function. 
In calculating the HH-test statistic choices have to be made about the 
weight function and the specific 8 for Bierens' correction in (3.4). In a former 
study of Proen~a (1993) these aspects were analyzed by simulations. Because 
they have turned not to be of main interest, their analysis will not be pursued 
here but referred to. In the mentioned work, it was concluded that the particu-
lar value chosen for 8 was not important for the performance of the test. It was 
also concluded that considering the weight function defined equal to one for 
the 90% central values of the fitted index and zero otherwise is not damaging 
the performance of the test. This conduct has the advantage of choosing the 
weight function "automatically". 
The plan of the chapter is as follows. Section 2 describes the general char-
acteristics of the simulation study. Section 3 analyzes the repercussion of the 
independence and Bierens' corrections on the behavior of the statistic. Section 
4 evaluates the effect of estimating the index function. Section 5 studies the 
performance of the empirical power and size of the HH-test for finite samples 
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Figure 4.1: Upper left - the logit model, lower left - the logit and the logit with a 
bump, upper right - the logit and the logit with heteroscedasticity, lower right - the 
logit and the complementary log-log. 
4.2 Description of the Experiment Design 
This section describes the general characteristics of the simulation studies of 
this chapter. 
The hypothesis H o considered in all studies is the logit model, 
Ho: E{YIX = x} = {1 + exp(-xT ,8)}- 1 = F(xT ,8) (4.1) 
Four different models are considered: the logit, the logit with a bump, the 
logit with heteroscedasticity and the Complementary-log-log. Their expressions 
are defined in respectively (1.23), (1.24) and (1.22). A plot with the shape of 
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these models can be seen in Figure 4.1. 
For each model 500 samples of n observations were generated. The data 
generation processes are described in chapter 1, section 1.8. All calculations 
were performed in GAUSS. 
For the sample size n the values of 100, 200, 400 and 1000 are considered 
while the bandwidth h assumes the values 0.2, 0.4, 0.6, 0.8, 1, 1.2. 
For the calculation of the HH-test statistic the weight function u( •) is 
defined to be equal to one for all xr /3n (or xr (3 when the statistic is evaluated 
at the true index) except for 5 percent at either extreme, where it is zero. The 
parameter 8 used in Bierens' bias correction was fixed equal to 0.4. A previous 
study included in Proen'<a (1993) shows that these choices are reasonable and 
not relevant for the performance of the test. 
4.3 The Role of Independence and Bias correc-
tions 
This section studies the small and moderate sample effect of independence and 
Bierens' bias corrections on the achievement of the normal limiting distribu-
tion of the HH-statistic. The study also examines the effect of changing the 
bandwidth in the behavior of the statistic. 
4.3.1 Description of the study 
Four different versions of the statistic will be considered corresponding to the 
absence of both corrections, the absence of only bias correction, the absence of 
only independence correction and the HH-test statistic including both correc-
tions. These versions of the statistic are given below. 
n 
T/; = h 112 I: u(xf (3){yi - F(xf (3)}{1\(xf (3)- F(xf (3)}, (V1) 
i=l 
with A(•) as in equation (2.2), 
n 
T/; = h 112 I: u(xt (3){yi- F(xt (3)}{Fih(xt (3)- F(xt (3)}, (V2) 
i=l 
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with Fh(•) as in (2.8), 
n 
T~ = h112 'E u(xT ,B){y;- F(xT ,B)}(F(xT ,8)- F(xT ,8)}, (V3) 
i=l 
where 
with s = hn(l-ofS); and 
n 
T~ = h112 L u(xT ,B){y;- F(xT ,B)}{F;(xT ,8)- F(xT ,8)}, (V4) 
i=l 
with F;( •) as in (3.4) and s as before. These versions correspond to a clas-
sic Nadaraya-Watson estimator (VI), a leave-one-out Nadaraya-Watson esti-
mator (V2), a Bierens' bias corrected Nadaraya-Watson estimator (V3), and 
a Bierens' corrected leave-one-out Nadaraya-Watson estimator (the full HH-
statistic), respectively. 
All this versions of the statistic were calculated for the true index function. 
This is the ideal situation, i.e., when the HH-test can attain the best perfor-
mance, because no noise is introduced by the estimation of ,8. Thus a behavior 
close to the limiting normal distribution should be expected when the sample 
size grows. On the other hand, possible anomalies in this behavior due to the 
absence of the corrections in the statistic can be more purely identified. 
The study proceeds as follows. Given a model for F(xT ,8) and a sample size 
n, 500 samples (y;, x;)9 , i =I,···, n, g =I,···, 500, are generated according to 
the description in section 4.2. Here only two models were considered for F( •), 
the logit model and the logit with a bump according respectively to (1.2I) and 
(1.23). For each generated sample the versions of the statistic (VI), (V2), (V3) 
or (V4) are calculated for the different values of the bandwidth. The values of 
the statistic standardized by its asymptotic standard deviation estimated ac-
cording to (3.8) are reported. The aim is to describe some characteristics of the 
statistic distribution for each version, bandwidth and sample size. Therefore 
the empirical mean, median, standard deviation, 5th percent and 95th percent 
percentiles were calculated based in the values for the standardized statistic (in 
each version) obtained in the 500 samples. 
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Figure 4.2: The logit link with the leave-one-out kernel estimate with h = 1. 
4.3.2 Results 
For the HH-test statistic with both corrections, given by (V4), the lower right 
plots in Figures 4.3, 4.4, 4.5 and 4.6 show the 5th, 95th percentiles and the 
mean of the standardized statistic calculated under H 0 for the bandwidths 
h = 0.2, 0.4, · · ·, 1.2 and the sample sizes 100, 200, 400 and 1000; together with 
5th and 95th percentiles of the standard normal. 
For 100 observations the percentiles of the statistic almost coincide with 
the respective percentiles of the standard normal and the mean of the statistic 
is almost zero for all the bandwidths considered. The variance is stable and 
close to one. 
For 200, 400 and 1000 observations, one notices a fanning out of the variance 
which becomes more important as the size of the sample and the bandwidth 
grow. This feature becomes apparent for bandwidth larger than a certain level 
that depends on the sample size (e.g for n = 200 it happens for h larger than 0.8 
while for n = 1000 it happens for h larger than 0.4). Possibly this is an effect 
of oversmoothing in the nonparametric estimation of the link also detected 
in chapter 3, section 3.3, when the HH-test was applied to the data sets of 
travelling mode-choice and credit scoring. 
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Figure 4.2 shows the logit link together with the kernel regression with 
bandwidth h = 1 for 400 data points. This bandwidth is oversmoothing the 
data with the result that the kernel estimate is flatter than the logit curve. This 
deviation due to oversmoothing is expressed by a high value of the statistic and 
the consequent divergent behavior of the percentiles. When the sample size 
is smaller oversmoothing will occur for bigger bandwidths in a way inversely 
related with the number of observations. 
The results allow to conclude that the behavior of the HH-test statistic 
under the null with ideal conditions (evaluated at the true index) approaches 
very accurately the limiting normal critical values and mean even for small 
sample size given that the bandwidth is small enough. 
The absence of Bierens' bias correction on the HH-test using variation (V3), 
produced the simulation results shown in the the lower left plots in Figures 4.3, 
4.4, 4.5 and 4.6. The picture is very similar whether the bias correction is 
implemented or not. For the smaller sample size tried n = 100 there is a slight 
difference in the 95th percentile, that is, the absence of the bias correction 
slightly under-evaluates the respective percentile of the standard normal. 
Omitting independence correction using versions (V2) or (V1) has a clear 
significant effect on the behavior of the test. The plots on the upper sides of 
Figures 4.3, 4.4, 4.5 and 4.6 show that without independence correction the 
statistic is very bandwidth dependent under the null and has a strong positive 
bias which increases with decreasing bandwidth. 
The behavior of the four versions of the HH-test under the alternative logit 
with a bump is shown in Figures 4.7, 4.8, 4.9 and 4.10. 
Omitting independence correction has the same effect as before as is shown 
in the upper plots of the referred Figures. The absence of Bierens' correction 
has a slight effect only for small sample sizes (100 and 200) resulting in a slight 
under evaluation of the 95th percentile. 
For 100 observations the results are very disappointing. For all bandwidths 
the mean of the statistic is practically zero suggesting a total absence of power 
of the test. The mean of the HH-test statistic increases with the sample size as 
expected. It increases also with bandwidth suggesting that bigger bandwidths 
are more able to detect this kind of alternative. For n = 400 the mean of the 
statistic (on the right lower plot) overcomes the critical value of the test, the 
95th percentile of the normal for h larger than 0.8 while for n = 1000 the mean 
is always bigger than the upper critical value for all bandwidths considered. 
The study suggests that the independence correction is essential, while the 
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Figure 4.3: Effect of bias and independence corrections. 100 observations, logit 
model, true index. Solid lines: 5th, mean and 95th empirical percentiles; dashed lines: 
5th and 95th percentiles of standard normal distribution. 
Bierens' correction, although required for theoretical reasons, has little practical 
importance for small to medium sample sizes. Under the null, convergence to 
the asymptotic distribution is rapid for small bandwidth. Large bandwidth 
cause problems. Under the alternative the test shows a notorious lack of power 
for small sample sizes. However for moderate sample sizes the results are 
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Figure 4.4: Effect of bias and independence corrections. 200 observations, logit 
model true index. Solid lines: 5th, mean and 95th empirical percentiles; dashed lines: 
' 5th and 95th percentiles of standard normal distribution. 
4.4 The Effect of Estimating the Index Func-
tion 
The results in section 4.3 show that the HH-test statistic converges quickly to 
its limiting distribution under the null (provided that the bandwidth is not too 
large). Also, under the alternative analyzed the mean of the statistic overcomes 
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Figure 4.5: Effect of bias and independence corrections. 400 observations, logit 
model, true index. Solid lines: 5th, mean and 95th empirical percentiles; dashed lines: 
5th and 95th percentiles of standard normal distribution. ' 
suggest a good performance of the statistic but the statistic was calculated 
under the ideal situation where the index function is completely known. 
In practice to calculate the HH-test statistic the coefficients of the index 
function have to be estimated. The usual procedure estimates the index under 
the null by maximum likelihood which has the advantage of a much more 
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Figure 4.6: Effect of bias and independence corrections. 1000 observations, logit 
model, true index. Solid lines: 5th, mean and 95th empirical percentiles; dashed lines: 
5th and 95th percentiles of standard normal distribution. 
If there is misspecification one may expect that the index estimate under 
the null will not be very accurate and this would have negative consequences on 
the power of the test. However, remembering the result of Ruud (1983) already 
mentioned in chapter 1, the parametric estimate for the slope parameters of 
the index can be consistent up to a factor scale if the link function is misspec-
ified when the explanatories are normally distributed which is the case in this 
simulation study. Even under the null, the estimation of f3 introduces a cer-
tain "noise" into the statistic. Although this "noise" is asymptotically zero it 
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Figure 4. 7: Effect of bias and independence corrections. 100 observations, logit with 
a bump, true index. Solid lines: 5th, mean and 95th empirical percentiles; dashed 
lines: 5th and 95th percentiles of standard normal distribution. 
can have a significant effect for samples of finite size damaging the appropriate 
behavior pointed out in section 4.3. 
This section analyzes the behavior of the HH-test statistic by simulations 
when the coefficients of the index function are estimated by maximum like-
lihood. As before the designs considered are the logit and the logit with a 
bump corresponding respectively to (1.21) and (1.23). The HH-test statistic 
is computed according to (3.7) and the values of the statistic standardized by 
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Figure 4.8: Effect of bias and independence corrections. 200 observations, logit with 
a bump, true index. Solid lines: 5th, mean and 95th empirical percentiles; dashed 
lines: 5th and 95th percentiles of standard normal distribution. 
the standard deviation estimated by (3.8) are reported. The results are given 
in Figure 4.11 and tables 4.1 and 4.2. 
Figure 4.11 shows the mean and 5th and 95th percentiles of the statistic 
(for estimated index function) under the null (line), under the alternative (dot-
ted line) and the same percentiles and mean of a standard normal distribution 
(dashed line). The plots in the Figure reveal that the estimation of the index 
function induces a negative bias in the statistic under the null. That is, the 
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Figure 4.9: Effect of bias and independence corrections. 400 observations, logit with 
a bump, true index. Solid lines: 5th, mean and 95th empirical percentiles; dashed 
lines: 5th and 95th percentiles of standard normal distribution. ~~, 
empirical mean of the HH-test statistic is persistently below zero for all band-
widths even for samples with 1000 observations. One can also notice that the 
mean is closer to the 5th percentile than the 95th percentile suggesting that 
the statistic has a skewed distribution. 
For small sample sizes the variance of the statistic starts to shrink for large 
bandwidths. However when the sample size gets larger the variance shrinks for 
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Figure 4.10: Effect of bias and independence corrections. 1000 observations, logit 
with a bump, true index. Solid lines: 5th, mean and 95th empirical percentiles; dashed 
lines: 5th and 95th percentiles of standard normal distribution. 
(specially for n = 1000). 
These results are more explicit in table 4.1. There it can be seen that 
the empirical mean of the statistic is negative and the median is even smaller; 
both remain almost the same for all sample sizes and decrease with increasing 
bandwidth. The 95th percentile and the 5th percentile also vary with the 
bandwidth reflecting the shrinking in the variance referred before followed by 
its expansion for the bigger sample sizes and large bandwidths. 
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Figure 4.14: Rates of rejection of one-sided HH-test under the null {line) and un-
der misspecification considering a logit with bump {line with circles), logit with het-
eroscedasticity (line with stars) and complementary log-log (line with crosses), for a 
nominal level of 10%. 
for 200 observations the positive shift is less than 5% except for the logit with 
heteroscedasticity when h > 0.8. For the complementary log-log and the logit 
with bump the rejection rates decrease when h increases. 
Note that the test is more able to detect the alternative logit with het-
eroscedasticity than the others when the bandwidth is set to h = 1 and h = 1.2 
for samples with 100 and 200 observations. However, this ability to reject is 
-l 
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Figure 4.15: True model (thick line) with the kernel estimate (h = 0.4} and the 
parametric estimate assuming a logit (line with circles). 
due to a severe oversmoothing in the kernel regression. The upper right plot 
in Figure 4.15 shows this oversmoothing for a sample with 400 points. On 
the other side, the test shows a severe lack of power to detect misspecification 
when data is generated from a logit with a bump or a complementary log-log 
for sample of size 200. 
When the sample size grows to 400 and 1000 observations the empirical 
power is improved. However the rejection rates for the complementary log-log 
are far from being satisfactory even for 1000 observations staying below 28% as 
is patent in table 4.6. The logit with bump achieves better rejections rates when 
the bandwidth is large. For 400 observations table 4.5 shows that the best rate 
achieved is 50.4% for h = 1.2 at the 10% nominal level. However for n = 1000 
the empirical power is greater than 80% for all bandwidths and greater than 
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Figure 4.16: True model (thick line) with the kernel estimate (h = 1} and the 
parametric estimate assuming a logit (line with circles). 
98% for h = 1.2. The empirical power for the logit with heteroscedasticity is 
very unsatisfactory for bandwidths smaller than 0.8. However for bandwidths 
h = 1 and h = 1.2, it yields approximately the same performance as for the 
logit with bump. For 1000 observations and h = 1.2 the rejection rate is about 
95%. 
The empirical size of the two-sided test is still much below than the nominal 
size for samples with 400 observations except when h = 0.2 or h = 1.2. For 
samples with 1000 observations the empirical size grows too quickly for the 
largest bandwidths. Table 4.6 shows that for h = 1 the empirical size is about 
16% while for h = 1.2 is about 24% for a nominal size of 10%. This fact confirms 
the dependency under the null of the HH-test on the bandwidth chosen already 
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two-sided one-sided two-sided one-sided 
10% 5% 10% 5% 10% 5% 10% 5% 
Logit Logit with a bump 
h = 0.2 7.6 2.8 4.6 2.4 7.6 2.8 7.4 4.2 
(1.19) (0.74) (0.94) (0.68) (1.19) (0.74) (1.17) (0.90) 
h = 0.4 0.8 0.2 2.2 0.4 2.8 1.8 4.4 2.8 
(0.40) (0.20) (0.66) (0.28) (0.74) (0.59) (0.92) (0.74) 
h = 0.6 0.2 0.0 0.8 0.2 0.8 0.6 1.8 0.8 
(0.20) (0.40) (0.20) (0.40) (0.35) (0.59) (0.40) 
h = 0.8 0.0 0.0 0.2 0.0 0.0 0.0 0.6 0.0 
(0.20) (0.35) 
h = 1.0 0.0 0.0 0.0 0.0 0.4 0.0 0.0 0.0 
(0.28) 
h = 1.2 0.4 0.0 0.0 0.0 1.0 0.2 0.0 0.0 
(0.28) (0.44) (0.20) 
Logit with Heteros. CLL 
h = 0.2 6.4 3.6 6.4 4.4 13.6 6.2 8.8 5.6 
(1.09) (0.83) (1.09) (0.92) (1.53) (1.08) (1.27) (1.03) 
h = 0.4 2.0 1.0 2.6 1.8 3.6 1.2 4.0 2.4 
(0.20) (0.44) (0.71) (0.59) (0.83) (0.49) (0.88) (0.68) 
h = 0.6 0.8 0.4 1.0 0.8 0.4 0.4 1.8 0.4 
(0.40) (0.28) (0.44) (0.40) (0.28) (0.28) (0.59) (0.28) 
h = 0.8 0.8 0.2 0.0 0.0 0.4 0.2 0.6 0.4 
(0.40) (0.20) (0.28) (0.20) (0.35) (0.28) 
h = 1.0 7.0 1.6 0.0 0.0 0.2 0.0 0.2 0.2 
(1.14) (0.56) (0.20) (0.20) (0.20) 
h = 1.2 17.6 7.0 0.0 0.0 0.0 0.0 0.0 0.0 
(1.70) (1.14) 
Table 4.8: Percentages of rejections of the HH-test for 100 observations. Standard 
errors between brackets. 
null hypothesis. 
The rejection rates in the one-sided test are in general greater than those 
in the two-sided test specially for the logit with a bump. The dependency 
on the bandwidth under the null is drastically reduced. Table 4.6 shows that 
the empirical size for samples with 1000 observations is smaller than 6% for a 
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two-sided one-sided two-sided one-sided 
10% 5% 10% 5% 10% 5% 10% 5% 
Logit Logit with bump 
h = 0.2 6.4 1.8 3.6 1.8 10.8 6.0 17.0 10.2 
(1.09) (0.59) (0.83) (0.59) (1.39) (1.06) (1.68) (1.35) 
h = 0.4 0.8 0.4 1.0 0.4 9.2 5.6 15.2 9.2 
(0.40) (0.28) (0.44) (0.28) (1.29) (1.03) (1.61) (!'.29) 
h = 0.6 0.2 0.2 0.4 0.2 4.8 3.0 11.4 4.8 
(0.20) (0.20) (0.28) (0.20) (0.96) (0.76) (1.42) (0.96) 
h = 0.8 0.0 0.0 0.0 0.0 3.2 1.0 8.6 3.2 
(0.79) (0.44) (1.25) (0.79) 
h = 1.0 0.2 0.0 0.0 0.0 3.0 1.2 11.0 3.0 
(0.20) (0.76) (0.49) (1.40) (0.76) 
h = 1.2 2.6 0.4 0.0 0.0 5.2 1.8 16.2 5.2 
(0.71) (0.28) (0.99) (0.59) (1.65) (0.99) 
Logit with Heteros. CLL 
h = 0.2 6.8 3.8 9.8 5.8 7.2 4.0 8.0 5.4 
(1.13) (0.86) (1.33) (1.05) (1.16) (0.28) (1.21) (1.01) 
h = 0.4 3.4 1.8 4.6 3.4 5.8 2.6 6.0 4.4 
(0.81) (0.59) (0.94) (0.81) (1.05) (0.71) (1.06) (0.92) 
h = 0.6 0.8 0.4 1.6 0.4 3.6 2.0 5.2 3.6 
(0.40) (0.28) (0.56) (0.28) (0.83) (0.20) (0.99) (0.83) 
h = 0.8 9.0 2.6 0.0 0.0 2.2 1.4 4.2 2.2 
(1.28) (0.71) (0.66) (0.53) (0.90) (0.66) 
h = 1.0 27.2 14.2 0.0 0.0 1.6 0.4 2.8 1.6 
(1.99) (1.56) (0.56) (0.28) (0.74) (0.56) 
h = 1.2 40.2 25.2 0.0 0.0 0.6 0.0 1.8 0.6 
(2.19) (1.94) (0.35) (0.59) (0.35) 
Table 4.4: Percentages of rejections of the HH-test for 200 observations. Standard 
errors between brackets. 
nominal size of 10%. 
The empirical power for samples with 100 and 200 observations is still prac-
tically nonexistent. With the increase of the sample size to 400 and 1000 obser-
vations the empirical power is improved. Although, the complementary log-log 
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two-sided one-sided two-sided one-sided 
10% 5% 10% 5% 10% 5% 10% 5% 
Logit Logit with a bump 
h = 0.2 6.6 1.6 2.6 1.6 31.4 25.2 38.2 31.2 
(1.11) (0.56) (0.71) (0.56) (2.08) (1.94) (2.17) (2.07) 
h = 0.4 1.6 0.4 1.0 0.6 35.0 27.6 42.4 35.0 
(0.56) (0.28) (0.44) (0.35) (2.13) (2.00) (2.21) (2.13) 
h = 0.6 0.4 0.4 0.6 0.4 34.4 27.8 45.4 34.4 
(0.28) (0.28) (0.35) (0.28) (2.12) (2.00) (2.23) (2.12) 
h = 0.8 1.0 0.0 0.4 0.2 36.2 28.4 49.8 36.2 
(0.44) (0.28) (0.20) (2.15) (2.02) (2.24) (2.15) 
h = 1.0 2.4 0.8 0.6 0.0 44.2 32.2 56.2 44.2 
(0.68) (0.40) (0.35) (2.22) (2.09) (2.22) (2.22) 
h = 1.2 8.6 3.6 0.8 0.2 50.4 42.2 63.6 50.4 
(1.25) (0.83) (0.40) (0.20) (2.24) (2.21) (2.15) (2.24) 
Logit with Heteros. CLL 
h = 0.2 13.8 8.2 17.8 11.8 9.2 5.0 11.2 7.6 
(1.54) (1.23) (1.71) (1.44) (1.29) (0.97) (1.41) (1.19) 
h = 0.4 6.0 3.6 10.2 6.0 7.8 4.8 11.2 7.6 
(1.06) (0.83) (1.35) (1.06) (1.20) (0.96) (1.41) (1.19) 
h = 0.6 3.2 0.8 1.0 0.8 6.4 3.8 9.4 6.4 
(0.79) (0.40) (0.44) (0.40) (1.09) (0.86) (1.31) (1.09) 
h = 0.8 31.6 17.4 0.0 0.0 4.8 3.0 8.0 4.8 
(2.08) (1. 70) (0.96) (0.76) (1.21) (0.96) 
h = 1.0 58.2 44.4 0.0 0.0 4.0 2.4 6.4 4.0 
(2.21) (2.22) (0.28) (0.68) (1.09) (0.28) 
h = 1.2 67.6 59.0 0.0 0.0 3.6 1.8 6.4 3.0 
(2.09) (2.20) (0.83) (0.59) 1.09) (0.76) 
Table 4.5: Percentages of rejections of the HH-test for 400 observations. Standard 
errors between brackets. 
satisfactory given that even for n = 1000 the best rate achieved is about 38%. 
Curiously the one-sided test doesn't work at all for data generated from the 
logit with heteroscedasticity for h > 0.4. However, note that for h = 0.2 the 
rejection rate is superior than the rejection rates obtained for the CLL. 
Figures 4.15 and 4.16 show the designs used in the simulation study (thick 
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two-sided one-sided two-sided one-sided 
> ' 
10% 5% 10% 5% 10% 5% 10% 5% 
Logit Logit with a bump 
h = 0.2 5.8 1.8 3.2 2.0 82.2 74.8 86.6 74.8 
(1.05) (0.59) (0.79) (0.20) (1.71) (1.94) (1.52) (1.94) 
h = 0.4 1.2 0.6 1.6 1.0 89.8 86.0 92.4 89.8 
(0.49) (0.35) (0.56) (0.44) (1.35) (1.55) (1.19) (1.35) 
h = 0.6 0.8 0.4 1.6 0.8 94.2 90.4 96.2 94.2 
(0.40) (0.28) (0.56) (0.40) (1.05) (1.32) (0.86) (1.05) 
h = 0.8 6.0 0.8 1.8 1.2 96.4 93.8 98.6 96.4 . ' 
(1.06) (0.40) (0.59) (0.49) (0.83) (1.08) (0.53) (0.83) 
h = 1.0 15.8 9.0 2.6 1.4 97.8 96.2 98.6 97.8 
(1.63) (1.28) (0.71) (0.53) (0.66) (0.86) (0.53) (0.66) 
h = 1.2 23.8 16.4 5.4 2.8 98.2 97.4 98.6 98.2 
(1.90) (1.66) (1.01) (0.74) (0.59) (0.71) (0.53) (0.59) 
Logit with Heteros. CLL 
h = 0.2 38.8 30.8 45.0 38.8 17.6 13.4 24.8 13.4 
(2.18) (2.06) (2.22) (2.18) (1.70) (1.52) (1.93) (1.52) 
h = 0.4 22.8 17.6 29.8 22.8 23.0 17.2 32.8 23.0 
(1.88) (1.70) (2.05) (1.88) (1.88) (1.69) (2.10) (1.88) 
h = 0.6 16.6 8.8 4.6 3.2 27.2 18.2 35.8 27.2 
(1.66) (1.27) (0.94) (0.79) (1.99) (1.73) (2.14) (1.99) 
h = 0.8 73.0 63.2 0.0 0.0 27.4 21.0 36.0 27.4 
(1.99) (2.17) (1.99) (1.82) (2.15) (1.99) 
h = 1.0 91.4 86.8 0.0 0.0 27.8 20.6 36.4 27.6 
(1.25) (1.51) (2.00) (1.81) (2.15) (2.00) 
h = 1.2 94.6 92.2 0.0 0.0 27.8 21.0 37.8 27.6 
(1.01) (1.20) (2.00) (1.82) (2.17) (2.00) 
Table 4.6: Percentages of rejections of the HH-test for 1000 observations. Standard 
errors between brackets. 
line) for the same sample as in Figure 4.1 together with the parametric estimate 
assuming a logit (line with circles) and the leave-one-out bias corrected kernel , · 
regression (line) given by (3.4) with bandwidth h = 0.4 (Figure 4.15) and 
bandwidth h = 1 (Figure 4.16). With correct specification (upper left plot) 
the parametric fit coincides with the true model and the kernel regression for 
h = 0.4 while for h = 1 the kernel regression deviates slightly from both 
4.6. CONCLUDING REMARKS 105 
in the upper tail and a little more on the lower tail. This deviation due to 
oversmoothing becomes more severe for larger bandwidths or larger sample 
sizes and explains the too big rate of rejections under the null pointed before. 
Note that the kernel regression is able to catch the bump in the logit with 
a bump and logit with heteroscedasticity for h = 0.4. When the bandwidth 
is set to 1 there is a severe oversmoothing in the mentioned models. On the 
other hand, the kernel regression and the logit regression are very close to the 
complementary log-log which clarifies about the unsatisfactory performance of 
the test for this model. 
4.6 Concluding Remarks 
This chapter studied the performance of the HH-test. It starts by analyzing the 
behavior of the statistic in "ideal conditions" that is, when the index function 
is known and has not to be estimated. In this situation the HH-test statistic 
has shown an appropriate behavior in the sense that the mean, standard devi-
ation and the 5% and 10% percentiles were close to the respective quantities 
of the standard normal if the bandwidth was not too large. For this behavior 
the independence correction was essential while the Bierens' correction had a 
negligible effect. 
Although the estimation of the coefficients in the index function by maxi-
mum likelihood (under the null) has asymptotically no effect, in finite samples 
it provokes a distortion of the distribution of the statistic. The distortion con-
sists of a negative bias which persists even in samples with 1000 observations, 
a skewness of the distribution, and a shrinking or an expansion of the variance 
depending on the bandwidth and sample size. 
The distortion mentioned above has some prejudicial consequences on the 
performance of the HH-test. Firstly, the distribution of the statistic under the 
null depends on the bandwidth for the two-sided test with the inconvenient that 
for large bandwidths the empirical size of the test becomes too large inducing 
false rejections. Secondly, the negative bias damages the power of the test when 
the asymptotical critical values from the standard normal are used. 
The performance of the HH-test in rejecting a false model depends, as 
expected, on the particular alternative considered. Therefore, the HH-test has 
shown to be more able to detect the alternative logit with a bump. In particular 
for samples with 1000 observations the empirical power for this alternative 
is remarkably good. Remind that Figure 4.15 shows that the misspecified 
parametric logit fit deviates clearly from the logit with a bump while it is very 
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close to the logit with heteroscedasticity and to the CLL (specially to the CLL) 
explaining the bad performance of the HH-test in these last two models. 
The one-sided test is almost bandwidth robust under the null. However, 
the empirical size and empirical power are not much better than those obtained 
with the two-sided test. It has even an inferior performance than the two-sided 
test for great values of the bandwidth. However this superior performance of 
the later may be due merely to oversmoothing. In practical applications it 
can have a pernicious effect because it entails a too great first-type error, that 
is, a too great possibility of rejecting a well specified parametric model. The 
rejection rates of the logit for h = 1.0 and h = 1.2 in samples with 1000 
observations confirm this idea. 
Improvements are necessary to the implementation of the HH-test in small 
samples. This improvements can be done under two different perspectives. 
One is based on finding critical values for the test that are more accurate 
than the asymptotical given by the standard normal, that is, to find critical 
values that are closer to the true critical values of the test than the respective 
standard normal. The other is based on modifying the HH-test statistic to 
correct from bias and bandwidth dependency under the null in order to turn , , 
the asymptotical critical values more accurate, that is make the true critical 
values of the test closer to the respective standard normal. Those approaches ' !' 
will be subject of the next chapters. · 
' ' 
Chapter 5 
Bootstrapping the HH-test 
5.1 Introduction 
The study of the performance of the HH-test statistic included in chapter 4 re-
veals that the statistic has a negative bias and its distribution under the null in 
finite samples depends on the bandwidth in a way not captured by the asymp-
totic normal distribution. Thus, the HH-test test shows an unsatisfactory lack 
of (empirical) power to detect unspecified misspecification of the link function 
in binary response models. 
In this chapter, a better approximation to the distribution of the HH-test 
statistic in finite samples is attempted to be achieved by the use ofthe bootstrap 
method. The aim is to find critical values for the test that are more accurate 
than those provided by the standard normal distribution and consequently to 
improve the empirical power of the test. 
Hall (1992) gives evidence that studentization improves the performance of 
the bootstrap. He proves for some problems that with studentization the boot-
strap approximation to the true distribution of the statistic is superior than the 
classical normal approximation given that it makes an error of order Op( n- 1) 
while the last has an error of order O(n- 112). Hoping to profit from this su-
periority, the bootstrap method included in this chapter was implemented also 
with studentization. 
To prove a superiority of the bootstrap over the standard normal approxi-
mation one needs tools like Edgeworth Expansions. This is the approach taken 
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1. Given a sample (xi, Yi), i = 1, ... , n calculate the ML estimate 
for {3 in the index function,,B, assuming the parametric model 
F(xT [3). Here ML with bias reduction according to Firth (1992) 
is advised to be used. 
Calculate the fitted index Vi = xr ,B, i = 1, ... ' n. 
Determine the statistic Tn given in equation (3.7) together with 
the respective estimated standard deviation, UT given by (3.8). 
2. Generate a bootstrap sample with size n by drawing Yi from 
the Bernoulli distribution with parameter F(xT ,B), i = 1, · · ·, n. 
Estimate the coefficients {3 by performing one iteration in the 
M.L. algorithm of step 1 from starting point ,B with the boot-
strap sample (Yi, xi)· Mosbach (1992) proves that this estimate 
is also yin-consistent (assuming the parametric model). 
Calculate the bootstrapped HH-test statistic T; according to 
(5.12) together with the estimate of its standard deviation, 8-T 
obtained from (3.8) replacing ,B by ,8*. 
3. Repeat step 3 B times. 
4. Calculate the bootstrap critical value c~ for a test of size a. 
Hall and Titterington (1989) give a formula for c~ in one-sided 
test based on the following. Define M to be 
M=(B+1)(1-a) 
Order the B values T~ / 8-T obtaining t~[l] · · · t~[B]' 
Consider c~ = t~[M]' 
5. Accept Ho at a a level if 
Tn/8-T < c~. 
(5.13) 
Otherwise accept that the parametric model is misspecified. 
Algorithm 5.1: Parametric bootstrap for binary responses. 
defined by (1.22). When data are generated from a logit Ho is true. When 
data are generated from the logit with bump or the CLL H o is false and the 
bootstrap test should lead to rejection. Data were generated according to the 
description in chapter 1, section 1.8. The shapes of these models can be seen 
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1. Generate a pseudo sample of size n. 
First, generate the explanatories Xi, i = 1, · · ·, n. Choose f3 and 
fix the link function F(•). 
Generate Yi from a Bernoulli distribution with parameter 
F(xTf3), i= 1, .. ·,n. 
2. Call steps 1 to 5 of the bootstrap algorithm 5.1. 
3. Repeat steps 1 and 2 S times obtaining S values for the stan-
dardized statistic 
(T/frT)!, ... , (T/frT)s 
and S bootstrap critical values c~1 , ... , c~5 . 
4. Determine the bootstrap empirical power according to, 
#{(T/frT)i > c~i, i = 1, ... , S}. 
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Algorithm 5.2: The simulation procedure to calculate the empirical power of the 
bootstrap test. 
in Figure 4.1 of chapter 4. 
All the simulations have been performed in GAUSS using S = 500 pseudo 
data sets with sample size n = 200 and B = 199 bootstrap replications of each 
data set. B was chosen according to (5.13) in order to have M = 190 for a 
one-sided test at 10% level. 
In conducting the HH-test, the values for h = 1 and h = 0.3 have been 
chosen. This choice was made after a graphical analysis of the kernel regression 
estimate. The value h = 1 oversmooths a little bit the data for the logit design 
and logit with a bump while h = 0.3 undersmooths the data. Note that the 
aim is not to find the best semiparametric estimate from the data but to have 
a tool that detects deviations from the assumed link function. 
The weight function u( v) has been considered identically equal to one within 
an interval limited by the 95% and the 5% percentiles of the ordered fitted 
values of v. 
The results obtained using standard normal critical values, the HH-test, and 
bootstrap critical values, the BHH-test, are shown in Table 5.1. Together with 
a two-sided test a one-sided test was also tried (e.g. using the 90% percentile 
to test at a 10% significance level). The one-sided test is motivated by the fact 
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two-sided one-sided 
HH-test BHH-test HH-test BHH-test 
Logit 
h = 0.3 4.4 10.6 2.4 7.4 
h = 1.0 1.4 8.4 0.0 15.0 
Logit with a bump 
h = 0.3 9.0 23.4 12.0 35.4 
h = 1.0 1.8 48.6 4.6 60.0 
CLL 
h = 0.3 5.6 11.2 5.8 11.4 
h = 1.0 1.0 21.0 1.4 30.6 
Table 5.1: Percentages of rejections using normal critical values and bootstrap 
critical values. Nominal size is 10% 
that the HH-test statistic has mean bigger than zero under the alternative and 
consequently this test can achieve higher power. 
The empirical size of the test is measured by the percentage of rejections 
of the logit model in the 500 trials. The empirical size of the test given by 
the normal critical values is considerably below the nominal size of 10% which 
is better approximated by the bootstrap test. This is clearly the consequence 
of the negative bias observed in the statistic. The empirical power of the 
classical HH-test (percentage of rejections for logit with a bump and for the 
CLL) is completely inexistent in this example which was expected given that 
the sample size is small. The bootstrap achieves remarkably better empirical 
power specially for bandwidth h = 1. For this bandwidth and despite the small 
size of the sample the rejection rate for the logit with bump can be considered 
very satisfactory. As expected one-sided test leads to an improvement of the 
power. 
The results are in agreement with the studies ofProen~a (1993) and Proen~a 
and Ritter (1993) and show again the negative bias in the statistic. The statistic 
is slightly sensitive to the bandwidth under the null. For the type of alternatives 
used, undersmoothing induces a significant loss on the power of the test. These 
results show clearly that the bootstrap is beneficial in this problem. 
The shape of the simulated density of the standardized HH-test statistic 




5.3. MONTE CARLO STUDY 
h = 0.3 
'·' d"'"'l•ted HH·•~•~btl.: 
115 
h = 1. 0 
-1.0 :.o ).0 
•i•ulated HH-•~tbtic 
Figure 5.1: This Figure shows the simulated density of the HH-test statistic 
(plus), the bootstrap density under the null (cross}, the bootstrap density under the 
alternative logit with bump (circle} and the bootstrap density under the alternative 
complementary log-log (star) for one sample (randomly chosen}. The densities in 
the left window refer to the HH-test conducted with bandwidth equal to 0.3 while 
for the densities in the right window the HH-test was conducted with bandwidth 
equal to 1. 
ment are presented in Figure 5.1. They correspond to one sample of the 500 
pseudo-samples randomly chosen. The density estimates were obtained using 
kernel smoothing with a bandwidth of 0.8 and a Quartic kernel. The standard 
normal density is also included as a fat solid line in the same Figure. Again 
the negative bias and the bootstrap remedy are obvious. 
The simulated density of the HH-test statistic is undoubtedly distinct from 
the standard normal having a clear mode left of zero. The bootstrap densities 
are very close to the simulated HH-test density whether under the null or the 
alternative (specially when the HH-test is conducted with h = 1) supporting 
the believe of accurate bootstrap critical values. For h = 0.3 the bootstrap den-
sity under the logit with a bump deviates a little from the HH-test simulated 
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HH-stat 5% c.v. 90% c.v. 95% c.v. 
Travel mode-choice data 
h = 0.4 2.05 -1.33 0.39 0.70 
h = 0.7 0.16 -1.69 0.34 0.68 
credit-scoring data 
h = 0.1 0.65 -1.55 0.59 1.20 
h = 0.2 0.33 -1.38 0.65 1.06 
Table 5.2: Results of the BHH-test on the mode-choice to travel and credit-
scoring data sets. The HH-statistic divided by its estimated standard devia-
tion and the bootstrap critical values for the two-sided and one-sided tests of 
size 10%. 
density in the left tail and in kurtosis. However this deviation may not have 
consequences on defining inaccurate critical values specially for the one-sided 
test. The Figure reveals that the distribution of the HH-test statistic is band-
width dependent and is negatively biased compared to the standard normal. 
Bootstrap is very successful on providing a better approximation to the true 
distribution of the HH-test statistic than the standard normal. 
5.4 The Travel Mode Choice and Credit-Scoring 
Applications 
In this section the bootstrap test is applied to the data sets under study in this 
dissertation: the travel mode-choice and credit-scoring. 
Calculations were done with GAUSS according to algorithm 5.1. Given 
that bootstrap calculations are burdensome only two bandwidth values were 
tried for each data set. They were chosen based in the results of the HH-
test included in section 3.3, chapter 3, with the aim to depict the different 
bandwidth-behavior of the statistic. 
The results for the HH-test included in section 3.3 were performed with 
XploRe which uses the Quartic kernel while the program in GAUSS is defined 
for the Gaussian kernel. Given that the bandwidth depends on the particular 
kernel considered bandwidth values used here and in the mentioned section 
have to be different in order to obtain the same value for the HH-statistic. 
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allows to determine the bandwidth for the Gaussian kernel that gives approxi-
mately the same amount of smoothing as a given bandwidth used in the Quartic 
kernel. Therefore, the bandwidths in Table 5.2 were obtained by a canonical 
transformantion according to Hardie (1990) using XploRe 3. For the travel 
mode-choice problem the bandwidths h = 0.4 and h = 0.7 are equivalent re-
spectively to bandwidths h = 1.1 and h = 1.8 for the Quartic kernel while 
for the credit-scoring problem bandwidths h = 0.1 and h = 0.2 are equivalent 
<1 respectively to bandwidths h = 0.3 and h = 0.5 for the Quartic kernel. 
The values assumed by the HH-statitic in both problems are consistent 
with the values in Table 3.1 and Table 3.2. For the travel-mode choice data 
the results of the BHH-tesf lead to the same conclusion as the HH-test in 
section 3.3. That is, for h = 0.4 the test indicates that the logit model should 
be rejected while it indicates that the logit is well specified if the bandwidth 
value is set to h = 0.7. However the bootstrap critical values are smaller than 
the respective critical values given by the standard normal, namely on the right 
tail, revealing the negative bias of the HH-statistic mentioned already in the 
precedent chapters. 
For the credit-scoring problem the bootstrap one-sided test leads to rejec-
tion of the logit specification when h = 0.1 while the classical HH-test leads 
to acceptance. For h = 0.2 both HH-test and BHH-test give the same conclu-
sion although the bootstrap critical values are smaller in magnitude than those 
given by the standard normal. Once more they reflect the negative bias of the 
HH-statistic. 
To conclude, one may consider that the acceptance of the logit fit as result 
of the BHH-test when greater values of the bandwidth are used is due to a 
permanence in the power of the test of the pernicious effect of oversmoothing 
focused in section 3.3. On the other hand, the more accurate bootstrap critical 
values overcome the prejudicial effect of the negative bias in the HH-statistic by 
leading to rejection of the logit fit in the credit-scoring problem for h = 0.1 and 
the one-sided test while the HH-test indicates acceptance. Therefore, there 
are important forewarnings to consider a possible misspecification of the logit 
fit in both problems under study. 
5.5 Concluding Remarks 
A bootstrap procedure was proposed in this chapter with the aim to find more 
accurate critical values for the HH-test than the critical values provided by the 
standard normal approximation. 
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The bootstrap is perfomed under the assumed parametric model because 
the purpose is to determine a better approximation to the distribution of the 
HH-statistic under the null hypothesis than the one given by the standard 
normal. 
The simulations performed have shown that the bootstrap test, BHH-test, 
achieves better rejection rates than the HH-test. On the other hand, the sim-
ulated bootstrap distribution shows to be closer to the simulated distribution 
of the HH-statistic under the null than the standard normal. Therefore, one 
may conclude that bootstrap reveals to be beneficial to improve the perfor-
mance of the HH-test reducing the pernicious effect of the negative bias of the 
HH-statistic. 
The bootstrap critical values obtained for the applications travel-mode 
choice and credit-scoring under study in this dissertation reveal the existence of 
the negative bias of the HH-statistic and indicate misspecification of the logit 
fit in the credit-scoring data while the HH-test leads to acceptance of the null. 
.. 
Chapter 6 
A modified HH-test 
The analysis of the performance of the HH-test carried out in chapter 4 led to 
the conclusion that the HH-test behaves poorly in samples of small size when 
the asymptotical critical values of the standard normal are used. This poor 
behavior, expressed in a lack of power of the tel)t, is due mainly to the presence 
of a persistent negative bias in the statistic (even in samples with 1000 obser-
vations) and to a bandwidth dependency of the variance of the statistic. These 
distortions are manifested when the index function is estimated by maximum 
likelihood under the null hypothesis and they are not present when the statistic 
is evaluated at the true index function. However, in practice the coefficients 
in the index function are unknown and have to be estimated. Maximum likeli-
hood estimation under the null has the advantage of being easily implemented 
simplifying considerably the application of the test. 
Chapter 5 presents a method to improve the performance of the HH-test in 
finite samples based on the bootstrap. The aim is to find more accurate critical 
values for the test than the asymptotical standard normal. 
Another perspective to improve the performance of the test is based on 
the definition of analytical corrections to the HH-test statistic in order to 
eliminate the negative bias and to find an estimate of the variance in finite 
samples less dependent on the bandwidth. That is, the modifications would 
turn the asymptotical critical values more accurate. This is the approach taken 
in this chapter. 
This chapter presents a modification to the HH-test statistic that aims to 
reduce its bandwidth dependency. This modification was proposed by Proen<;a 
and Ritter (1994). The modified HH-test (from now on referred to as MHH-
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not be explicitly derived although the expressions for the first and second mo-
ments corrected from the effect of using the residuals of the parametric fit were 
obtained but are complex and not easy to implement. 
One advantage of the modified statistic relatively to the HH-test is that 
the asymptotic bias on the kernel regression is no longer present. In fact, 
f(xf (3) has expectation zero conditional on Xi, i = 1, · · ·, n. Consequently 
Bierens' correction is not needed anymore and calculations become simpler. 
Another important aspect of this feature is related to the bandwidth. Now the 
bandwidth does not need to converge to zero at the rate n- 1/ 5 as in Horowitz 
and Hardie (1994) because there is no need to balance bias and variance in 
the mean integrated squared error. For the modified statistic the bandwidth 
can converge slower to zero which improves the power of the test under local 
alternatives to a level closer to parametric tests. The conclusion is that the 
modified statistic shows a stronger bandwidth independence under the null 
than the HH-test statistic. Thus, the problem of optimal bandwidth choice , ~ 
under the null is no longer relevant in this case. 
Define f as the vector containing the smoothed residuals f 1 , · · ·, fn with 
fi = f(xf (3). f can be written as f = W r, the product between the matrix 
that contains the smoothing weights (usually known as the smoothing matrix) 
and the vector of residuals r = (r1 , · · ·, rn)', where ri = r(xf (3). For the leave-
one-out Nadaraya-Watson estimator the smoothing matrix has elements Wij 
defined as 
{ 
K[(xf {3-x'f {3)/h] 
.. _ 'L:K[(xff3-x'[f3)/h] 
w,J - i¢'' 
0 
if i # j 
(6.2) 
if i = J. 
The MHH-test statistic can therefore be expressed as 
where the matrix U is a diagonal matrix with elements Ui = u(xt (3). The 
matrix UW is not symmetric. In the following derivations, it is more convenient 
to work with a symmetrized version given by W* = (1/2)(UW + WTU) which 
enables us to write MTn as the quadratic form 
Since the r(xf (3) are mutually independent, so that E[rirj lxiXj] = 0, have 
expectation conditional on Xi equal to zero under the null, and since the ele-
ments in the diagonal of W* are zero the expectation of MTn conditional on 
Xi is zero under the null. Straightforward calculations show that its variance 
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is given by 
O"~n 2h L L <T2(xT ,8)<T2 (xJ ,B)wi/ 
i #i 
0"1-T h L L <T2(xT ,8)<T2(xJ ,B)(u(xT ,B)w[i + u(xT ,B)wiJu(xJ ,8)wJi)· 
i #i 
with <T2(xT ,8) = F(xT ,8){1- F(xT ,8)}. 
The modified version has the same asymptotic distribution under the null 
as the HH-test statistic as it is stated in the next theorem. 
Theorem 6.1 Under Ho and under the assumptions in Horowitz and Hardie 
{1994) the MHH-test statistic is asymptotically distributed as N(O, O"~) with O"~ 
as in equation (3.4). 
The proof of this theorem follows the proof in Horowitz and Hardie ( 1994) and 
is given in the appendix. 
6.2· Effect of Estimating the Index Function 
In practice, the residuals r( xT ,8) have to be substituted by the fitted residuals, 
where as before P is the maximum likelihood estimate under the null. The 
MHH-test statistic becomes, 
(6.3) 
where r is the vector with the n residuals r1, · · ·, rn defined above and W* is 
obtained as defined before but with ,8 replaced by /3 in (6.2), the smoothing 
matrix. 
An imediate consequence of estimating the coefficients in the index func-
tion is that the residuals ri = r(xT /3) are no longer mutually independent. 
Therefore, the resulting statistic has no longer zero mean. 
The following analyzes the effect of the estimation of the coefficients in the 
index function on the moments of the statistic when the parametric model is 
the logistic link. It makes use of the approximation of ri to ri for logistic 
regression employed in le Cessie and van Houwelingen (1991). Following these 
authors, the vector offited residuals r = (r1···rn)', where ri = r(xT/3), that 
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is the vector of residuals of the parametric fit is related to the vector of "true" 
by 
(6.4) 
where H is the matrix 
X is the design matrix with rows Xi, i = 1, ... , n and V is a diagonal matrix 
with the weights Vi = u 2(xT (3). The expression for r in (6.4) results from a 
Taylor expansion of Yi- F(xTP) about its value for (3 = (3 when F(•) is the 
logit link. 
Given (6.4) the MHH-test statistic defined in (6.3) can be approximated by 
AMTn = JhrT(I- HfW*(I- H) r = JhrT Dr. 




where H* = V 112 X(X'VX)- 1 X'V 112 • In general, this expectation is nonzero 
and Proen\<a and Ritter (1994) conjecture that it is negative in most cases. 
Note that W* is symmetric, but not always positive definite. Nevertheless, the 
expression tr(V112W*V 112H*) can be rewritten astr[(X'VW*VX)(X'VX)- 1] 
and one sees that it suffices that the trace of matrix X*'W* X* with the "stan-
dardized" design 
X*= VX(X'VX)- 112 
is positive to make the expectation negative. This was the case in all situations 
studied by Proen\<a and Ritter (1994) and in all examples in this chapter. 





h 2:: dii{E[r(x[ (3)4]- [u2(x[ (3)F} + 2 2::2:: u2 (x[ (3)u2 (xJ (3)dii 
i j¢i 
h l:dii{u2 (x[ (3)- 4[u2 (x[ (3)] 2 } + 2 2::2:: u2 (x[ (3)u2 (xJ (3)dii 
i jt.i 
n 
2tr(DV DV) + 2:: dfi[u2(x[ (3)- 6u4 (x[ (3)]. (6.7) 
i=1 
The conditional expectation and variance of AMTn can be taken as approx-
imations of the conditional expectation and variance of the MHH-test statistic 
. ' 
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evaluated for the fitted index function. They can be easily estimated under the 
null because the only unknowns are the conditional variances of the residuals 
172 (:x:T (3). Therefore expression (6.6) with 172 (•) substituted by c72(•) gives the 
bias correction and expression (6.7) with 172( •) substituted by c72 ( •) gives a 
bandwidth robust estimate of the variance of the statistic in finite samples. 
Algorithm 6.1 calculates the MHH-test. This algorithm is implemented in 
XploRe 3 on the procedure MODHHTST which is included in the Appendix. 
6.3 Alternative Bias Correction 
To determine the bias correction presented in last section it is necessary to 
calculate the smoothing matrix W and the matrix H. Both are matrices of 
dimension n x n. For small to moderate sample sizes they are not hard to 
compute. Also, Proen<;a and Ritter (1994) propose an alternative way to de-
termine the bias correction which does not use the matrices mentioned before. 
Moreover, this approach is more general and seems to have an extended appli-
cability. 
The bias in the HH-test and MHH-test statistics is caused by the depen-
dence among the fitted residuals introduced by the estimation of the parameter 
vector (3. A first order Taylor expansion of r(:x:T /3) = Yi - F(:x:T /3) about its 
value in r( xr (3) = Yi - F( xr (3), the residual for the assumed parametric model, 
gives 
r(xf /3) = r(:x:T (3)- (/3- (3)xi172(xf (3) + op(n- 112 ) 
On the other hand {3 is a linear estimate of Y and thus can be written as 
{3 = C + AXTY. Substituting {3 in the above formula by this linear expression, 
after some trivial algebra one can write the following expectation 
E[r(xT /3)r(xJ /3)] -2172 (xT (3)172 (:x:J (3)xT Axi 
+ 172 (xf (3)172 (xJ (3)xf AXTVXA:x:i + op(l). 
Suppose now that each fitted residual r( xf /3) is obtained without the i'th 
observation. That is, r(:x:T P) is calculated using the fitted coefficients P-i = 
C+AX:~'iY-i where X_i and Y-i denote the X matrix and theY vector without 
row i respectively. The above formula yields 
with V0 a n-1 diagonal matrix with elements v1, · · ·, Vi-1, 0, · · ·, 0, Vj+1, · · ·, Vn. 
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1. Estimate parametrically f3 in the index function, obtaining p. 
Calculate the fitted index v; = xT p, i = 1, · · ·, n. 
Calculate the parametric residuals f; = y; - F( v;), 
i = 1, ···,nand define the vector f = [r1, · · ·, rn] . 
2. Define the weight function u( v;) to be equal to one for the 90% 
or 95% central values of the ordered v;, i = 1, · · ·, n. 
3. Calculate the smoothing matrix W with elements W;j, 
i = 1, ···,nand j = 1, · · ·, n where 
{ 
K[(v1-v;)fhJu(v;) if i ::/= j 
~K[(v;-v;)fhJ 
Wij = '*' 
0 ifi=j 
4. Calculate the MHH-statistic 
n 
Tn = Vh L fTWf. 
i=l 
5. Calculate the estimated bias correction and variance: 
5.1 calculate the H matrix H = VX(XTVx)- 1 xT 
where X is the design matrix and V is a diagonal 
matrix with the parametrically estimated conditional 
variances of 1i' u2 (vi). 
5.2 calculate the matrix D =(I- H)TW(I- H) 
5.3 calculate the bias correction according to 
be = Vh L; dii o-2 (Vi) 
5.4 calculate the estimate of the corrected variance 
n 
&j. = 2tr(DVDV) +I: dti[u2(vi)- 6u4 (vi)]. 
i=l 
6. Choose the size of the test to be a. Set Caf2 and Ca equal 
respectively to the quantiles 1- a/2 and 1 -a of a standard 
normal. 
Accept the parametric model if 
• I(Tn- bc)/&TI < Caf2 for a two sided-test 
• (Tn- bc)/&T < Ca for a one-sided test 
Otherwise, accept that the parametric model is misspecified. 
Algorithm 6.1: The MHH-test 
'' 
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This correction reduces the covariance between the residuals since the first 
term in the preceding expression has vanished and the second is of smaller size. 
In practice this conduct amounts to calculate the statistic using the "leave-
one-out" residuals Yi - F(x'{' Pi) instead of the usual residuals Yi - F(x'{' P). 
The applied studies where this method was implemented suggest that it is as 
effective as the direct adjustment. 
6.4 Performance of the Modified Statistic 
This section analyzes the performance of the MHH-test statistic by a simu-
lation study. For sake of comparison the simulations here were designed to 
mimic the simulations about the performance of the HH-test. Thus, the mod-
els underlying the data generation are the four different designs introduced in 
chapter 4, respectively the logit in (1.21), the logit with a bump given by (1.23), 
logit with heteroscedasticity defined by (1.24) and complementary log-log given 
by (1.22). The data were generated according to the description in section 1.8). 
The weight function is the same as before being defined in the mentioned sec-
tion. The test was implemented for the same grid of bandwidths as in chapter 4, 
i.e. 0.2, 0.4, · · ·, 1.2. The samples were generated with size 100, 200 and 400. 
Samples with 1000 observations were not tried here because they demanded 
a computational effort too big too afford. Anyway the features analyzed in 
this study are more compelling for samples of small size. For each study the 
number of simulations was set to 200. The number of simulations used in chap-
ter 4, 500, was not possible to use here because computations are much more 
demanding. Note that an inferior number of simulations will produce a lower 
precision of the results. 
This study will not be as detailed as the sudy in chapter 4. One reason is 
because computations are much more burdensome for the MHH-test. On the 
other side, here the aim is more focused on assessing the performance of the 
MHH-test in correcting from bias and bandwidth dependency of the variance 
and the respective consequences on the improvement of the empirical size and 
power relatively to the HH-test. 
The study proceeds as follows. After generating a sample under the null 
(from a logit model) or under one of the three other alternative models consid-
ered (logit with bump, logit with heteroscedasticity and complementary log-
log), the coefficients in the index function are estimated by maximum likeli-
hood assuming a logit model obtaining the residuals ri = Yi - F(x'{' P). The 
MHH-test statistic is calculated according to (6.3). The explicit bias correction 
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Figure 6.1: MHH-test statistic with fitted index. Solid lines: 5th, mean and 95th 
empirical percentiles under Ho - Logit link; dashed lines: 5th and 95th percentiles 
of standard normal distribution. 
defined in (6.6) is calculated together with the estimated standadard deviation 
according to (6.7). Then, the values of the statistic after subtraction from the 
bias correction and division by the estimated standard deviation are retained. 
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In a first step some descriptive statistics about the bias corrected standard-
ized statistic under the null will be analyzed in a similar way as in section 4.4. 
Then after the study will concentrate on the assessment of the empirical size 
and power of the MHH-test. 
Figure 6.1 shows the 5%th, 95%th empirical percentiles and the mean of 
the bias corrected standardized statistic together with the respective quantities 
ofthe standard normal. Now the picture is much more stable than for the HH-
test. 
Although the mean of the statistic is still below zero the negative bias 
is clearly smaller in absolute value than the bias in the HH-test. Table 6.1 
shows that the bias lies between -0.01 and -0.19 while for the HH-test was 
between -0.34 and -0.76 (see table 4.1). The test shows some weekness on 
approximating the 5%th percentile of the standard normal. The respective 
percentile of the statistic is systematically greater than the latter and shows an 
increasing tendency with the increase of the bandwidth. The variance of the 
MHH-test statistic can be considered satisfactorily stable. It is always very 
close to one varying between 0.89 and 1.02. 
Figure 6.2 shows the simulated densities of the MHH-test statistic obtained 
by kernel smoothing with bandwidth 0.8 and the standard normal density (thick 
line). The different densities result from cconducting the test with respectively 
h = 0.2 (line with circles), h = 0.4 (line), h = 0.6 (line with stars), h = 0.8 
(line with crosses), h = 1 (line with plus) and h = 1.2 (dotted line). The mode 
of the MHH-test distribution is negative but close to zero and the distribution 
is slightly skweed to the right. There is still some bandwidth dependency on 
the shape of the densities but much less than in the case of the HH-test. 
The results in figures 6.1 and 6.2 .and in table 6.1 allow to conclude that 
the MHH-test has achieved satisfactorily the two main goals proposed. The 
corrections seem to be effective in reducing the bias and almost eliminating the 
bandwidth dependency of the distribution of the statistic under the null. The 
robustness to the bandwidth is translated by a stable estimate of the standard 
deviation very close to the asymptotic one. These results are not completely 
meaningful if not associated with an improved power of the test. This will be 
the subject of investigation in the following. 
The results about empirical power and empirical size of the MHH-test 
statistic are reported in figures 6.3 and 6.4 and tables 6.2, 6.3 and 6.4. 
The empirical size of the two-sided test is measured by the percentage of 
the 200 simulations run for which the absolute value of the bias corrected stan-
dardized MHH-test statistic was bigger than the asymptotical critical value 
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MHH-test density N=100 
MHH-test density N=200 
MHH-test density N=400 
Figure 6.2: Simulated densities of the MHH-test statistic under Ho conducted 
with h = 0.2 (line with circles), h = 0.4 {line), h = 0.6 (line with stars}, h = 0.8 
(line with crosses}, h = 1 {line with plus), h = 1.2 {dotted line) and standard 
normal {thick line). 
(that is the percentage of rejections or rejection rate) when the data is gener-
ated from a logit model, design (1.21). The empirical power is given by the 
percentage of rejections when the data is drawn from the other designs used 
'' 
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REJECTIONS RATES N=100 
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Figure 6.3: Rates of rejection of two-sided MHH-test under the null {line) and 
under misspecification considering a logit with bump {line with circles), logit with 
heteroscedasticity {line with stars) and complementary log-log {line with crosses), 
for a nomina/level of 10%. 
but it is estimated parametrically assuming a logit .. At a nominal level of 10% 
and 5% the critical values ofthe two-sided test are respectively 1.645 and 1.96. 
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Figure 6.4: Rates of rejection of one-sided MHH-test under the null (line) and 
under misspecification considering a logit with bump (line with circles), logit with 
heteroscedasticity (line with stars) and complementary log-log (line with crosses), 
for a nominal level of 10%. 
The rejection rate in the one-sided test are given by the percentage of the 
200 runs for which the HH-test statistic was bigger than the asymptotical 
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Figure 6.5: Residuals smoothed with the LOO kernel regression for h = 0.4. 
respectively 1.285 and 1.645. 
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Figure 6.3 shows the rejection rates of the statistic for the two-sided test 
at a 10% nominal level. For all sample sizes the empirical size (line) is better 
approximated than by the HH-test and seems to be almost the same for all 
bandwidths revealing some bandwith robustness of the test under the null. 
For samples with 100 observations the empirical power is very unsatisfactory, 
although it is much better than the empirical power obtained with the HH-test 
for the same situations (except for logit with heteroscedasticity when h = 1.2 
and complementary log-log with h = 0.2). For the logit with bump (line with 
circles) the highest rejection rate is 16.5% as shows table 6.2 while with the 
HH-test the best rate for the same number of observations and the same model 
is 4.6%. The logit with heteroscedasticity (line with stars) has a best rejection 
rate 13.5% and the complementary log-log (line with crosses) 12.5%. 
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Figure 6. 6: Residuals smoothed with the LOO kernel regression for h = 1. 
For 200 observations the improvement in the power relatively to the HH-test 
is also very clear (except for the logit with heteroscedasticity when h = 1.2). 
The logit with bump attains the rejection rate of 38.5% while the best rate 
in the HH-test was 10.8%, the logit with heteroscedasticity achieves 26.5% of 
rejections and the complementary log-log 22% while with the HH-test the best 
rate was 8%. 
In samples with 400 observations the best improvement in the empirical 
power is verified when data is generated from the complementary log-log. In 
this case the best rate of rejection is 36.5% while with the HH-test was 9.2%. 
For the logit with bump the best rate is 65.5% against 50.4% and for the logit 
with heteroscedasticity is 43.0% against 67.6%. 
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h=0.2 h=0.4 h=0.6 h=0.8 h=l.O h=1.2 
n=100 
5th percent. -1.37 -1.28 -1.16 -1.13 -1.14 -1.11 
median -0.30 -0.26 -0.30 -0.33 -0.30 -0.29 
95th percent. 1.74 1.91 1.89 1.96 1.90 1.67 
mean -0.09 -0.07 -0.06 -0.07 -0.09 -0.12 
st. deviation 1.02 0.96 0.95 0.95 0.93 0.89 
n=200 
5th percent. -1.38 -1.24 -1.13 -1.10 -1.06 -1.04 
median -0.21 -0.26 -0.24 -0.34 -0.34 -0.37 
95th percent. 1.55 1.51 1.75 1.73 1.96 1.85 
mean -0.11 -0.10 -0.09 -0.10 -0.11 -0.12 
st. deviation 0.92 0.87 0.87 0.89 0.91 0.92 
n=400 
5th percent. -1.45 -1.36 -1.16 -1.12 -1.13 -1.00 
median -0.28 -0.36 -0.18 -0.36 -0.41 -0.31 
95th percent. 1.42 1.53 2.00 1.98 1.56 1.74 
mean -0.15 -0.19 -0.01 -0.12 -0.15 -0.05 
st. deviation 0.98 0.94 0.93 0.93 0.92 0.89 
Table 6.1: Percentiles, mean and standard deviation of the MHH-test statistic 
under correct specification 
The empirical size is always very close to the nominal level of the test and the 
empirical power is greater in all situations, although the one-sided MHH-test 
cannot beat the two-sided HH-test with h = 1.2 for the logit with heteroscedas-
ticity. However, mind that the rejections in that case were artificial in the sense 
they were due to a severe oversmoothing of the data. 
Figures 6.5 and 6.6 show the residuals of the parametric regression ( assum-
ing a logit) smoothed by the 100 kernel regression estimator for bandwidth 
respectively of h = 0.4 and h = 1. The data are the same as in figure 4.15. 
The smoothed residuals under correct mispecification (upper left), that is 
when data are generated by the logit model, have a very irregular behavior 
close to zero~ Under misspecification it would be expected that residuals devi-
ate more from zero. However for the logit with heteroscedasticity the residuals 
are still close to zero (elucidating the not so good performance of the test in this 
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two-sided one-sided two-sided one-sided 
10% 5% 10% 5% 10% 5% 10% 5% 
Logit Logit with a bump 
h = 0.2 6.5 3.5 9.5 5.5 12.5 9.0 16.5 12.0 
(1.74) (1.30) (2.07) (1.61) (2.34) (2.02) (2.62) (2.30) 
h = 0.4 8.5 4.5 10.0 8.5 16.5 11.5 21.0 16.5 
(1.97) (1.47) (2.12) (1.97) (2.62) (2.26) (2.88) (2.62) 
h = 0.6 8.0 4.0 9.5 8.0 14.5 14.0 20.0 14.5 
(1.92) (1.39) (2.07) (1.92) (2.49) (2.45) (2.83) (2.49) 
h = 0.8 6.0 4.5 9.0 6.0 16.0 11.0 21.0 16.0 
(1.68) (1.47) (2.02) (1.68) (2.59) (2.21) (2.88) (2.59) 
h = 1.0 6.5 3.5 8.5 6.5 6.5 5.5 10.5 6.5 
(1.74) (1.30) (1.97) (1.74) (1.74) (1.61) (2.17) (1.74) 
h = 1.2 5.5 3.0 8.5 5.5 5.0 4.0 9.0 5.0 
(1.61) (1.21) (1.97) (1.61) (1.54) (1.39) (2.02) (1.54) 
Logit with Heteros. CLL 
h = 0.2 11.0 7.5 18.5 10.0 13.0 9.0 11.0 7.5 
(2.21) (1.86) (2.75) (2.21) (2.38) (2.02) (2.21) (1.86) 
h = 0.4 11.0 8.5 15.5 10.5 9.0 7.0 8.0 4.5 
(2.21) (1.97) (2.56) (2.17) (2.02) (1.80) (1.92) (1.47) 
h = 0.6 12.0 9.0 15.0 12.0 14.5 10.0 10.5 8.0 
(2.30) (2.02) (2.52) (2.30) (2.49) (2.21) (2.17) (1.9.2) 
h = 0.8 12.5 11.0 16.0 12.5 16.5 12.5 12.5 9.5 
(2.34) (2.21) (2.59) (2.34) (2.62) (2.34) (2.34) (2.07) 
h = 1.0 11.5 9.0 18.0 11.5 15.0 11.0 11.0 7.5 
(2.26) (2.02) (2.72) (2.26) (2.52) (2.21) (2.21) (1.86) 
h = 1.2 13.5 10.0 17.5 13.5 10.0 7.0 7.0 4.5 
(2.42) (2.21) (2.69) (2.42) (2.21) (1.80) (1.80) (1.47) 
Table 6.2: Percentages of rejections of the MHH-test for 100 observations. Stan-
dard errors between brackets. 
case) but with a tendency to be positive revealing some misspecification. The 
existence of misspecification is clear in the behavior of the smoothed residuals 
for the logit with bump and complementary log-log. Note that oversmoothing 
may hide the structure on the residuals and consequently may hide misspeci-
fication. That is the case for instance for the logit with a bump when h = 1 
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two-sided one-sided two-sided one-sided 
10% 5% 10% 5% 10% 5% 10% 5% 
Logit Logit with a bump 
h = 0.2 6.5 2.5 8.5 4.5 24.0 20.0 31.0 24.0 
(1.74) (1.10) (1.97) (1.47) (3.02) (2.83) (3.27) (3.02) 
h = 0.4 4.0 3.0 7.0 4.0 35.0 30.5 42.0 35.0 
(1.39) (1.21) (1.80) (1.39) (3.37) (3.26) (3.49) (3.37) 
h = 0.6 6.0 2.5 9.5 6.0 38.5 34.5 49.5 38.5 
(1.68) (1.10) (2.07) (1.68) (3.44) (3.36) (3.54) (3.44) 
h = 0.8 5.5 4.5 8.0 5.5 32.0 25.5 40.0 32.0 
(1.61) (1.47) (1.92) (1.61) (3.30) (3.08) (3.46) (3.30) 
h = 1.0 5.0 4.5 8.0 5.0 25.5 18.5 31.0 25.5 
(1.54) (1.47) (1.92) (1.54) (3.08) (2.75) (3.27) (3.08) 
h = 1.2 5.5 4.0 8.0 5.5 21.0 14.5 29.0 21.0 
(1.61) (1.39) (1.92) (1.61) (2.88) (2.49) (3.21) (2.88) 
Logit with Heteros. CLL 
h = 0.2 16.0 12.5 23.0 16.0 11.0 6.0 15.0 9.5 
(2.59) (2.34) (2.98) (2.59) (2.21) (1.68) (2.52) (2.07) 
h = 0.4 16.5 13.0 23.0 16.5 9.5 7.5 16.5 9.5 
(2.62) (2.38) (2.98) (2.62) (2.07) (1.86) (2.62) (2.07) 
h = 0.6 20.0 16.5 27.5 20.0 14.5 11.0 23.5 14.5 
(2.83) (2.62) (3.16) (2.83) (2.49) (2.21) (3.00) (2.49) 
h = 0.8 20.0 17.0 22.0 20.0 15.0 12.0 19.5 15.0 
(2.83) (2.66) (2.93) (2.83) (2.52) (2.30) (2.80) (2.52) 
h = 1.0 26.0 23.0 30.5 26.0 17.5 15.0 21.5 17.5 
(3.10) (2.98) (3.26) (3.10) (2.69) (2.52) (2.90) (2.69) 
h = 1.2 26.5 21.0 30.5 26.5 22.0 19.5 27.0 22.0 
(3.12) (2.88) (3.26) (3.12) (2.93) (2.80) (3.14) (2.93) 
Table 6.3: Percentages of rejections of the MHH-test for 200 observations. Stan-
dard errors between brackets. 
6.5 Comparison between the MHH-test and the 
BHH-test 
This section compares the performance of the MHH-test relatively to the boot-
strapped HH-test, the so-called BHH-test, introduced in chapter 5. With that 
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two-sided one-sided two-sided one-sided 
10% 5% 10% 5% 10% 5% 10% 5% 
Logit Logit with a bump 
h = 0.2 5.0 2.5 6.0 3.5 48.0 43.0 54.0 47.5 
(1.54) (1.10) (1.68) (1.30) (3.53) (3.50) (3.52) (3.53) 
h = 0.4 4.5 2.0 7.5 3.5 57.5 53.5 64.5 57.5 
(1.47) (0.99) (1.86) (1.30) (3.50) (3.53) (3.38) (3.50) 
h = 0.6 6.5 5.0 8.5 6.5 65.5 58.5 72.5 65.5 
(1.74) (1.54) (1.97) (1.74) (3.36) (3.48) (3.16) (3.36) 
h = 0.8 6.5 5.0 8.5 6.5 59.0 55.0 68.0 59.0 
(1.74) (1.54) (1.97) (1.74) (3.48) (3.52) (3.30) (3.48) 
h = 1.0 4.5 3.0 6.0 4.5 61.5 54.5 66.0 61.5 
(1.47) (1.21) (1.68) (1.47) (3.44) (3.52) (3.35) (3.44) 
h = 1.2 5.5 3.5 8.5 5.5 58.5 52.5 67.0 58.5 
(1.61) (1.30) (1.97) (1.61) (3.48) (3.53) (3.32) (3.48) 
Logit with Heteros. CLL 
h = 0.2 31.0 24.5 38.5 31.0 11.0 6.0 15.0 9.5 
(3.27) (3.04) (3.44) (3.27) (2.21) (1.68) (2.52) (2.07) 
h = 0.4 34.5 27.0 44.0 34.5 9.5 7.5 16.5 9.5 
(3.36) (3.14) (3.51) (3.36) (2.07) (1.86) (2.62) (2.07) 
h = 0.6 38.0 33.5 45.0 38.0 14.5 11.0 23.5 14.5 
(3.43) (3.34) (3.52) (3.43) (2.49) (2.21) (3.00) (2.49) 
h = 0.8 43.0 38.5 47.5 43.0 24.0 21.0 31.0 24.0 
(3.50) (3.44) (3.53) (3.50) (3.02) (2.88) (3.27) (3.02) 
h = 1.0 39.0 35.0 47.0 39.0 33.5 23.0 39.0 33.5 
(3.45) (3.37) (3.53) (3.45) (3.34) (2.98) (3.45) (3.34) 
h = 1.2 37.5 34.5 43.5 37.5 36.5 30.5 40.5 36.5 
(3.42) (3.36) (3.50) (3.42) (3.40) (3.26) (3.47) (3.40) 
Table 6.4: Percentages of rejections of the MHH-testfor 400 observations. Stan-
dard errors between brackets. 
purpose a simulation study was performed for 200 pseudo samples. In each 
sample the BHH-test was calculated according to algorithm 5.1 of chapter 5 
considering bandwiths h = 0.4 and h = 1. Empirical size and empirical power 
of the BHH-test were determined according to algorithm 5.2 of chapter 5. 
The results obtained for samples with 100 observations are shown in ta-
,, 
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two-sided one-sided 
BHH MHH BHH MHH 
Logit 
h = 0.4 8.0 8.5 9.5 10.0 
(1.92) (1.97) (2.07) (2.12) 
h = 1.0 6.5 6.5 11.0 8.5 
(1.74) (1.74) (2.21) (1.97) 
Logit with a bump 
h = 0.4 20.5 16.5 26.0 21.0 
(2.85) (2.62) (3.10) (2.88) 
h = 1.0 29.5 6.5 39.0 10.5 
(3.22) (1.74) (3.45) (2.17) 
Logit with Heteros. 
h = 0.4 10.0 11.0 14.5 15.5 
(2.12) (2.21) (2.49) (2.56) 
h = 1.0 8.5 11.5 8.0 18.0 
(1.97) (2.26) (1.92) (2.72) 
CLL 
h = 0.4 14.0 9.0 10.0 8.0 
(2.45) (2.02) (2.12) (1.92) 
h = 1.0 16.5 15.0 18.5 11.0 
(2.62) (2.52) (2.75) (2.21) 
Table 6.5: Percentages of rejections of the BHH-test and MHH-test for 100 
observations and nominal size of 10%. Standard errors between brackets. 
ble 6.5 while for samples with 200 observations can be seen in table 6.6. Sam-
ples of greater size were not experimented given the heavy calculations required 
by the bootstrap. 
There is not a clear superiority of one of the tests procedures. When the 
data is generated by the logit with heteroscedasticidy the MHH-test proved to 
perform better regardless the sample size or the bandwidth. For h = 0.4 and 
samples with 100 observations the performance achieved by both tests is close 
with a slight superiority of the BHH-test for the Logit with a bump and the 
CLL models which may not compensate the greater expense in calculations of 
this test. When the sample size is 200 and h = 0.4 the MHH-test presents a 
better performance. For bandwidth h = 1 the BHH-test shows better results in 
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two-sided one-sided 
BHH MHH BHH MHH 
Logit 
h = 0.4 10.0 4.0 7.5 7.0 
(2.12) (1.39) (1.86) (1.80) 
h = 1.0 9.5 5.0 16.0 8.0 
(2.07) (1.54) (2.59) (1.92) 
Logit with a bump 
h = 0.4 27.0 35.0 39.5 42.0 
(3.14) (3.37) (3.46) (3.49) 
h = 1.0 44.0 25.5 55.0 31.0 
(3.51) (3.08) (3.52) (3.27) 
Logit with Heteros. 
h = 0.4 12.5 16.5 21.0 23.0 
(2.34) (2.62) (2.88) (2.98) 
h = 1.0 13.5 26.0 2.5 30.5 
(2.42) (3.10) (1.10) (3.26) 
CLL 
h = 0.4 12.0 9.5 13.5 16.5 
(2.30) (2.07) (2.42) (2.62) 
h = 1.0 20.5 17.5 33.5 21.5 
(2.85) (2.69) (3.34) (2.90) 
Table 6.6: Percentages of rejections of the BHH-test and MHH-test for 200 
observations and nominal size of 10%. 
empirical power when data are generated from a logit with a bump and a CLL. 
However, for samples with 200 observations the one-sided BHH-test shows a 
too great empirical size. 
The results do not allow to elect a test procedure as the preferable to use 
in all situations. One possible option consists in using the MHH-test if the 
computing environment allows to make calculations with matrices with many 
rows and columns as observations in the data set. In this situation the MHH-
test is preferable because the calculations should be faster and more direct (e.g. 
can be made in XploRe 3 with procedure MODHHTST) and should not perform 
worst than the BHH-test. If possible both tests should be claculated. When 
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can be still implemented because though it needs more calculations it consumes 
less RAM because it works with matrices of smaller size. 
6.6 Concluding Remarks 
The results described before allow to draw the following conclusions. The 
MHH-test approximates considerably better the empirical size to the nominal 
size of the test than the HH-test. Moreover, the size is pratically independent 
of the bandwidth and is not expected to explode provoking a too high rate of 
false rejections (Proen~a and Ritter (1994) performed simulations for samples 
with 1000 observations revealing also a stable size of the test). 
The MHH-test improves in general the empirical power relatively to the 
HH-test specially for the complementary log-log. However it is not able to 
beat the performance of the two-sided HH-test with large bandwidth for the 
logit with heteroscedasticity. This may be irrelevant considering that the good 
performance there was artificial because it was due essentially to a significant 
oversmoothing of the data. In practice oversmoothing can be dangerous giving 
that it can lead to the rejection of a well specified model and consequently 
should be avoided. 
The superior behavior of the MHH-test relatively to the HH-test is due to 
the reduction of the negative bias and the bandwidth dependency. To obtain 
these features is vital to use the bias correction in (6.6) and the corrected 
variance defined by (6.7). Some simulations performed within the work of this 
thesis have shown that the MHH-test without the bias correction does not 
perform much better than the HH-test due to the presence of the negative 
bias. To not burden the text these results were not included here. 
The one-sided test is specially advised to use given that has a better per-
formance than the two-sided test in all situations analysed. 
The power of the test depends on the bandwidth. This fact should be 
understanded as a feature. An examination of the behavior of the test statistic 
versus the bandwidth used in the smoothing operation which indicates rejection 
of the parametric assumed model in some part and acceptance in another is 
by no means contradictory. On the contrary, it provides information about the 
way the alternative differs from the null hypothesis. 
The MHH-test proved in general to perform at least as good as the boot-
strap correction of the HH-test, the BHH-test. However the MHH-test in-
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ple size. Therefore, its calculation needs great amounts of RAM as the sample 
size grows. For example, for samples with 400 observations it needs almost 
16 of RAM. This means that for samples with thousands of observations the 
MHH-test is difficult to apply in practice. In this case the practioneer should 
use the BHH-test to avoid the pernicious effect of the negative bias in the HH-
statistic and improve the power of the test. Although the BHH-test incurs in 
more calculations than the MHH-test it needs smaller amounts of RAM. 
The dimension of the two data sets under study in this dissertation, the 
travel-mode choice and credit-scoring, made impossible the calculation of the 
MHH-test with the computational means available during this work. However, 
one expects that the possible conclusions the MHH-test would reach would 
not be too different from those obtained with the BHH-test in chapter 5. To 
see an illustration of how the MHH-test behaves with real data proceed to 





This chapter has the aim to exemplify how the techniques introduced in this 
dissertation can be applied in analyzing a real data set with binary responses. 
Two data sets were used along all the chapters of this work to illustrate 
the methods in study. These data sets were already used and analyzed, though 
in different contexts, by respectively Horowitz (1993) and Fahrmeir and Tutz 
(1994). The conclusions reached by the methods introduced in this thesis are 
in conformity with the results obtained by those authors. 
This chapter analyzes two different data sets. One, concerns the problem 
of unemployment after apprenticeship. These data were analyzed in Proen<;a 
and Werwatz (1994) and was elaborated during the research performed for this 
thesis. The study presented here follows closely the mentioned work. Details 
about the procedures used to make the calculations in XploRe are omitted here. 
The reader who is interested in those details should see Proen<;a and Werwatz 
(1994). 
The other data set consists in another example of a credit-scoring problem 
and it is a subsample of a an original data set analyzed at Institut de Statistique, 
Universite Catholique de Louvain, by Cecile Denis and Agnes Chalon under the 
supervision of Professor Jean-Marie Rolin. They have used. a Bayesian approach 
with different proposes than those guiding this work. 
The aim here is to test the adequacy of the logit model assuming that 
the linear index is correctly specified. That is, to compare the logit model 
143 
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against the semiparametric S.I.M. in (2.1). After analyzing the parametric and 
semi parametric estimates for the coefficients of the index function uniform con-
fidence bands will be calculated together with the HH-test and its corrections 
BHH-test and MHH-test. 
7.2 Modelling Unemployment after Apprentice-
ship 
This section is dedicated to the analysis of the data set about unemployment 
after apprenticeship. The data was kindly provided by Axel Werwartz. A 
description of the data set is presented below. 
7.2.1 The Data 
This section gives a brief description of the data used in this study. All data 
.used in this project refer to the former West-Germany. 
For the purposes of this study a sample of 462 individuals was extracted 
from the first nine waves (1984-1992) of the GSOEP (German socioeconomic 
panel). For a detailed description of the GSOEP see Projektgruppe (1991). 
Each year, respondents are asked whether they have completed an apprentice-
ship in the previous year. Those who answered "yes" to this question sometime 
between 1985 and 1992 were included in our sample. 
The dependent variable UNEMP takes on the value "1" if an individual is 
registered as unemployed at the time of the survey in the year following the 
completion of the apprenticeship. It takes on the value "0" if the individual 
is employed. Proen~a and Werwatz (1994) assume that the probability than 
UNEMP takes on the value "1" is related to the following set of explanatory 
variables, summarized in table 7.1: 
SCHOOLING and ~E are trying to measure general human capital and 
are expected to have a negative effect on the probability of being unemployed. 
E:=-RNINGS is supposed to capture "the value of an apprenticeship". Again, 
one expects a negative coefficient for this variable. The effect of CITYSIZE 
is not clear cut, a priori, but one can make a case that, ceteris paribus, larger 
cities offer more employment opportunities and therefore a negative coefficient 
should be expected. It has been observed that for small firms (especially in 
the artisan sector) the number of apprenticeship positions provided exceeds 
the number of workers retained after the apprenticeship is completed. Hence, 
,, I 










age of the respondent in the year 
the apprenticeship was completed 
years of schooling 
gross monthly earnings as an apprentice 
size of the city the respondent lives in 
at the time the apprenticeship was completed 
size of the firm where the respondent was apprenticed 
percentage of people apprenticed 
in the occupation of the respondent divided 
by the percentage of people employed in 
this occupation in the entire economy 
unemployment rate in the state the respondent lived 
in during the year the apprenticeship was completed 
Table 7.1: Explanatory Variables for the unemployment after apprenticeship 
data. 
FIRMSIZE is likely to have a negative effect on the probability of being un-
employed. DEGREE and UR~E are variables that are generated from 
information provided by Germany's federal statistical bureau, the Statistisches 
Bundesamt. UR~E is supposed to capture the overall employment situa-
tion in the state the respondent lived in at the time he or she completed an 
apprenticeship. Clearly, one expects a positive coefficient for this variable. DE-
GREE derives its name from the fact that by definition the variable measures 
the degree to which an occupation is "overapprenticed". That is, suppose that 
20% of all apprentices are trained as mechanics but only 10% of all workers 
in the entire German economy work as mechanics. Then DEGREE will take 
on the value g:i = 2. Hence, if a respondent has completed an apprenticeship 
that is "overapprenticed" in the sense just described then DEGREE will take 
on values greater than "1". A significant positive coefficient of this variable 
would indicate that those who completed an apprenticeship in overapprenticed 
occupations face a higher probability of becoming unemployed after the ap-
prenticeship is finished. 
A final remark to stress that this data is not a panel data because each year 
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Logit Fit - Full Model 





Figure 7.1: The logit fit for the full model. The data points are identified by 
crosses. Unemployment data. 







To start with, a logit model was estimated including all explanatory variables ]1
1 described above plus an intercept term. This model will be referred to as the 1 
"full model". The results of the parametric fit were obtained using XploRe j 
3. They are shown in table 7.2. The plot of the logit regression is shown in 
figure 7.1. 
The coefficients of all variables, with the exception of :#=-GE and FIRM-
SIZE, have the expected signs. The coefficient of DEGREE is negative but f 
highly insignificant. In fact, most coefficients are statistically insignificant at 
the 5% level. Hence, several variables should be dropped on the basis of their 
low t-ratios. 
Note that this strategy is open to criticism. First of all, McCullagh and 
Neider (1989) have pointed out that in the binary logit model the true distri-
bution of the t-statistic may be poorly approximated by the t-distribution for 
samples of the size encountered in this application. Moreover, t-tests hinge on 
the assumption that the logit link is correctly specified. This assumption has 
not been tested, yet. 
Still, :#=-GE, SCHOOLING, and FIRMSIZE were eliminated from the 
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coeff. st. errors 
INTERCEPT -4.27032 2.25014 
:#:-GE 0.03718 0.11426 
SCHOOLING -0.01280 0.17347 
E::-RNINGS -0.00070 0.00098 
CITY SIZE -0.00048 0.00042 
FIRM SIZE 0.00025 0.00265 
DEGREE -0.00116 0.00200 
UR~E 0.23398 0.06504 
454 Degrees of freedom 
237.394 Deviance 
490.030 Pearson's x2 
Table 7.2: Results of the Logit Fit- Full Model. Unemployment data. 
coeff. st. errors 
INTERCEPT -3.65076 0.99971 
E::-RNINGS -0.00065 0.00094 
CITY SIZE -0.00046 0.00041 
DEGREE -0.00116 0.00199 
UR~E 0.23540 0.06503 
457 Degrees of freedom 
237.511 Deviance 
488.129 Pearson's x2 
Table 7.3: Results of the logit fit- restricted model. Unemployment data. 
model. E::-RNINGS and DEGREE were kept in the model despite their low 
t-values because these variables are particularly interesting from an economic 
point of view. This leads to the "restricted model" with DEGREE, E::-RN-
INGS, CITYSIZE and UR~E as explanatory variables. The results of the 
logit fit for the restricted model are given in table 7.3. The respective plot has 
shown to be very similar to the plot of the logit fit for the full model as can be 
seen in for instance in Figure 7.3. 
As in the full model, UR~E has a significant positive effect and appears 
to be the most important predictor of the probability of being unemployed. 
In the following section, estimates for the semi parametric fit of the restricted 
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Logit WADE Klein-Spady 
h=l.25 h=l.5 h=l.75 
E:;!:-RNIN GS -1.00 -1.00 -1.00 -1.00 -1.00 
(1.45) (1.18) {1.43) (1.64) (0.60) 
CITYSIZE -0.72 -0.47 -0.66 -0.81 -0.64 
(0.63) (0.27) (0.37) (0.45) (0.09) 
DEGREE -1.79 -1.52 -1.93 -2.25 -2.16 
(3.06) (2.63) (3.22) (3.73) (1.20) 
UR~E 363.03 245.74 319.47 384.45 314.60 
(100.05) (85.65) (108.33) (127.94) (67.81) 
Table 7.4: Results of the Semiparametric fit - restricted model. Standard errors 
between brackets. Unemployment data. 
model will be presented and compared with the logit estimates obtained above. 
7.2.3 The Semiparametric Fit 
The semiparametric fit was estimated by the methods of WADE and Klein and 
Spady (1993) introduced in chapter 2. The WADE estimates were obtained 
with XploRe 3 while the others were calculated using GAUSS as in chapter 2. 
For technical reasons, a Mahalanobis transformation has to be applied to 
the explanatory variables in order to eliminate correlation and to standardize. 
After estimating the coefficients of the transformed variables by WADE one can 
get coefficient estimates for the untransformed variables by postmultiplying the 
vector of coefficients of the transformed variables by the transformation matrix. 
Details about these calculations can be seen in Proen<;a and Werwatz (1994). 
The coefficient estimates of the untransformed variables are reported in 
table 7 .4. The respective standard errors are inside brackets. 
Recall that in the semiparametric model of the form (2.1) the intercept of 
the index xT j3 has to be subsumed into the definition of the link function as it 
was explained in chapter 2. Hence, no estimate for f3o will be obtained from the 
semiparametric fit. Moreover, the scale of the coefficients was normalized by 
dividing all coefficients by the absolute value of the coefficient of EPRNINGS. 
The same scale normalization was applied to the logit estimates of table 7.3. 
The normalized logit estimates are reported for purposes of comparison. 
' ' 
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The signs of the estimated coefficients of all explanatory variables are nei-
ther varying with the bandwidth chosen in the second step of the semi paramet-
ric estimation nor do they differ between the legit model and the single index 
model. Note that for h = 1.5 the coefficient estimates of the two models are 
quite close. Hence, it appears that the logit link is not grossly misspecified. 
The following sections take a closer look at this issue. 
7.2.4 Testing the Adequacy of the Logit Link 
In this section, the adequacy of the link function of the logit model is going to be 
tested using the tools under study in this dissertation. More specifically, these 
tools consist of uniform confidence bands and the specification test developed by 
Horowitz and Hardie, the HH-test, together with its corrections introduced in 
this thesis which lead to the BHH-test and the MHH-test studied respectively 
in chapter 5 and chapter 6. 
To construct the uniform confidence band the index xT f3 is estimated semi-
parametrically (see table 7.4 for the coefficient estimates). With f3 estimated 
semiparametrically one believes that the confidence limits are more robust in 
case of misspecification. However, comparing graphically the confidence limits 
with the parametric fit is more complicated in this situation because the semi-
parametric link function is not defined on the same scale as the Logit link. To 
overcome this problem algorithm 2.1 presented in chapter 2. 
The uniform confidence band was obtained with XploRe 3 running proce-
dure UNIFBAND. Figure 7.2 shows the resulting plot. 
The confidence band in Figure 7.2 unequivocally speak in favor of the logit 
link. Yet, as it was focused in chapter 2 this procedure is rather an informal 
way to test the adequacy of F(u) = 1/[1 + exp( -u)]. 
The HH-test was applied to the restricted model for a grid of bandwidths 
ranging from 0.5 to 1.75. The value of the statistic for each bandwidth along 
with the respective p-values are shown in table 7.5. For all bandwidths tried the 
test does not reject the logit link. Figure 7.3 shows the Legit fit along with the 
leave-one-out (LOO) estimate used in the HH-test for a bandwidth of h = 1. 
The corresponding plot with the classic Nadaraya-Watson estimate in place of 
the 100 estimate looks very similar and is not shown here. The parametric 
and the semiparametric fit are very close, suggesting a correct specification of 
the legit link. 
The MHH-test was also calculated for the restricted model. Because this 
test is computationally expensive it was calculated only for three bandwidth 
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Figure 7.2: The Logit fit (thick line), the semiparametric estimate (line with 
circles) and the uniform confidence bands (broken line). The index was estimated 












PARAMETRIC AND LOO KERNEL 
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Figure 7.3: The Logit fit for the restricted model (thick line) and the LOO 
semiparametric fit used in the HH-test (line). The data points are identified by 
crosses. Unemployment data. 
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h HH-test p-value 
0.50 -1.0741 0.141 
0.75 -1.0210 0.154 
1.00 -0.9276 0.177 
1.25 -0.8764 0.190 
1.50 -0.8449 0.199 
1.75 -0.7862 0.216 
Modified HH-test 
0.75 -0.6224 0.329 
1.00 -0.4716 0.357 
1.25 -0.4449 0.361 
Table 7.5: Results for the HH-test and Modified HH-test. Unemployment data. 
PARAMETRIC AND KERNEL ESTIM. 
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Figure 7.4: The Logit fit for the restricted model (thick line) and the semi-
parametric kernel regression {line). The data points are identified by crosses. 
Unemployment data. 
values. However, the test is bandwidth robust under the null and consequently 
it is likely that for other bandwidth values we would obtain very similar results. 
Figure 7.5 shows the residuals of the parametric fit together with their 
smoothed counterparts to which the leave-one-out estimator was applied. The 
---------
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h HH-test 5% c.v. 90% c.v. 95% c.v. 
0.3 -0.7567 -1.13 0.66 1.02 
0.4 -0.6551 -1.08 0.49 0.91 
0.5 -0.5730 -1.33 0.87 1.38 
Table 7.6: Results for the HH-test and bootstrap critical values. Unemployment 
data. 
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Figure 7.5: The residuals of the Logit fit for the restricted model (crosses} and 
the residuals smoothed by LOO {line). Unemployment data. 
bandwidth was set to h = 1. The smoothed residuals are practically equal to 
zero indicating that the logit link is well specified. The corresponding picture 
with the residuals smoothed by the Nadaraya-Watson estimator is very similar 
and is not included for space reasons. The value of the test statistic indicates 
that the logit link should not be rejected. Note that the modified statistic has 
a greater value than the HH-test statistic reflecting the bias correction. 
Table 7.6 shows the bootstrap corrected critical values for the HH-test to-
gether with the HH-statistic. Note that the bandwidth is different because this 
results were obtained using the Gaussian kernel while for the results presented 
before the smoothing was performed with the Quartic kernel. This problem 
was focused already in chapter 5. The values in the mentioned table indicate 
,. 
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also that the logit fit should not be rejected. 
7.3 The Credit-Scoring problem 
This section is devoted to the analysis of the data set about credit-scoring 
referred to in the introduction of this chapter. The same structure of analysis 
used with the unemployment data is also pursued here except that given the 
dimension of the sample the MHH-test was not possible to be calculated. 
A brief description of the data used in this section is given in the following. 
7 .3.1 The Data 
The data set contains 1812 observations referring to customers leaving in the 
Flemish region of Belgium that make orders by phone to a given firm. The 
ordered products are sent to the customers and they pay the bill (if they decide 
to keep the product) by several installments. 
The dependent variable CLIENT takes on the value "1" if a client is a 
good client, that is, pays the installments with no serious delays. It takes on 
the value "0" otherwise. 
The explanatory variables that were considered to be related to the prob-
ability of a client to be good are summarized in Table 7.7. TOTCRED, the 
logarithm of the total amount of credit borrowed by the client measures the 
importance of the debt and it is expected that it contributes negatively to the 
probability of being a good client. frGE characterizes the client and one ex-
pects as older the client is there are greater chances of having a better economic 
status and to be more responsible. Therefore this variable should have a coeffi-
cient with positive sign. PRICE is the price of the most expensive commodity 
in the order and can be considered a proxy to measure the economic status of 
the client. Consequently, its coefficient should be positive. MULTIOWNER 
takes on the value "1" if more than one person has signed the same order and 
it is equal to "0" if only one person is responsible for the order. One should 
expect a negative contribute of this variable for the probability of being a good 
client because if more than one person are responsible for the same debt each 
one feels less obliged to fulfill its payment. MULTIORDERS takes on the 
value "1" if more than one order was done by the same client at the same day 
and takes on the value "0" otherwise. A negative value for the coefficient of 
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Definition/ Comments 
logarithm of total amount of credit borrowed 
age of the client 
price of the most expensive good in the order 
more than one person owning the same order 
more than one order by the same client 
Table 7. 7: Explanatory Variables for the credit-scoring data. 
the same day one expects that this client has a less responsible behavior and 
consequently feels less dutiful to fulfill the payments. 
An additional remark concerning the use of the logarithm transformation 
in the total amount of credit. Some fits were obtained with the total amount of 
credit on the original levels but their results were not as good as those obtained 
when the logarithm transformation was in use. 
7.3.2 The Parametric Fit 
A logit model was adjusted to the data in study including all the explanatory 
variables in Table 7.7 plus an intercept term. The resulting fitted probability 
curve for a client to be a good one can be seen in Figure 7.6. One remarks that 
this probability is always over 0.6. 
The estimated coefficients and respective estimated standard errors are in-
cluded in Table 7.8. The signal of all estimates is in agree to the anticipations 
made before. 
Analyzing the t-statistics for each coefficient one may conclude that the 
variables PRICE and MULTIORDERS are not important to explain the 
probability of being a good client. Therefore, another logistic regression was 
run in a data set without including those variables. The results can be seen in 
Table 7.9. 
For the restricted model all coefficients are statistically different from zero 
based on the values of the t-statistics. Again, they have the expected signs. 
Figure 7.7 shows the plot of the logit fit for the restricted model. There 
is not much difference between this fit and the logit fit for the model with 
all variables except that the lower bound for the probability is greater in the 
restricted model. The restricted fit is preferable attending at the parsimonious 
,I 
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Figure 7. 6: The logit fit for the full model. The data points are identified by 
crosses. Credit-scoring data. 
coeff. st. errors 
INTERCEPT 3.64554 1.36303 
TOTCRED -0.30001 0.16280 
~E 0.02744 0.00557 
PRICE 0.00001 0.00002 
MULTI OWNER -0.46530 0.16408 
MULTIORDERS -0.41105 0.34746 
1806 Degrees of freedom 
1178.4 Deviance 
1798.8 Pearson's x2 
Table 7.8: Results of the Logit Fit- Full Model. Credit-scoring data. 
principle. 
7.3.3 The Semiparametric Fit 
Thinking in a possible misspecification of the legit link the coefficients for 
the explanatory variables TOTCRED, ~E and MULTIOWNER were 
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Logit Fit - Restricted Model 
1.5 2.0 2.5 3.0 3. 5 
index 
Figure 7. 7: The logit fit for the restricted model. The data points are identified 
by crosses. Credit-scoring data. 
coeff. st. errors 
INTERCEPT 2.98927 0.89093 
TOTCRED -0.21892 0.09222 
P"GE 0.02753 0.00556 
MULTI OWNER -0.47042 0.16385 
1808 Degrees of freedom 
1180.1 Deviance 
1808.6 Pearson's x2 
Table 7.9: Results of the logit fit - restricted model. Credit-scoring data 
estimated semiparametrically by the method of Klein and Spady (1993). The 
results are in Table 7.10. 
The semiparametric and parametric estimates have both the same signs. 
However, the standard error of the semiparametric estimate for the coefficient 
of MULTI OWNER shows that this variable is not statistically significant to 
explain the probability of being a good client. 
Next, the parametric and semiparametric fits will be compared in order to J 
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Table 7.10: Results of the Semiparametric fit - restricted model. Credit-scoring 
data. 
conclude if the logit model is adequate to fit the credit-scoring curve for these 
data. 
7.3.4 Testing the Adequacy of the Logit Link 
In order to assess the adequacy of the logit link uniform confidence bands and 
the HH-test with the bootstrap-corrected critical values are calculated. 
The uniform confidence bands were calculated using each the semiparamet-
rically and the parametrically estimated index. The respective plots can be 
seen in Figure 7.8 and Figure 7.9. Note that the amount of smoothing is dif-
ferent in both plots. In Figure 7.9 the amount of smoothing is greater. Note 
also that the bandwidth values used in each plot are not comparable because 
the respective estimated indexes are in a different scale. 
In both plots the logit fit lies inside the confidence bands suggesting that it 
is well specified in this problem. However, one can notice that the left tail of the 
semi parametrically fitted probability curve lies clearly over from the parametric 
curve indicating that possibly the lower bound of being a good client is slightly 
greater than the one shown by the logit fit. 
The HH-test is calculated for different bandwidths. Figure 7.10 shows the 
shape of the kernel regression for those bandwidths. Bandwidth h = 0.08 is 
moderately undersmoothing the data while bandwidth h = 0.3 is moderately 
oversmoothing it. 
The results for the HH-statistic and bootstrap critical values are contained 
in Table 7.11. The 90% and 95% bootstrap critical values reflect the typical 
negative bias of the HH-test. The HH-statistic assumes negative values for 
all bandwidths. For h = 0.08 the test indicates rejection of the logit link 
whether one considers the standard normal critical values or bootstrap critical 
values. Curiously, for h = 0.30 the BHH-test leads to rejection while with 
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Figure 7.8: The Logit fit {thick line}, the semiparametric regression {h=2} (line 
with circles) and the uniform confidence bands (broken line). The index was 
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Figure 7.9: The Logit fit {thick line}, the semiparametric regression {h=0.3} 
(line with circles) and the uniform confidence bands (broken line}. The index was 
estimated parametrically. Credit data. 
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Figure 7.10: The Logitfit and the semiparametric kernel regression for the restricted 
model. The data points are identified by crosses. Upper left- h=O.OB; lower left-
h=0.15; upper right- h=0.23; lower right - h=0.30 
the standard normal critical values the test indicates no rejection of the logit 
link. Is very much possible that those rejections are artificially created by too 
much undersmoothing and oversmoothing. Therefore, and considering also the 
result of the uniform confidence band, one should be more inclined to accept 
the correctness of the logit link in this problem. 
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h HH-test 5% c.v. 90% c.v. 95% c.v. 
0.08 -1.6539 -1.49 0.69 1.27 
0.15 -1.3292 -1.38 0.34 0.93 
0.23 -1.3113 -1.38 0.04 0.36 
0.30 -1.4591 -1.43 0.05 0.50 
Table 7.11: Results for the HH-test and bootstrap critical values. Credit-scoring 
data. 
7.4 Concluding Remarks 
In this section it was illustrated how the adequacy of the link function of a para-
metric binary choice model can be evaluated using the statistical techniques 
investigated in this thesis. 
Two different real data sets were used concerning different problems. One, 
refers to the problem of unemployment after apprenticeship while the other is 
a credit-scoring problem. 
In the application about unemployment after apprenticeship it turned out 
that the specification of the parametric model, the logit model, could not be 
rejected. For the credit-scoring application results are not so clear but one is 
more inclined to accept also the logit model. 
Conclusions 
This thesis studies the problem of testing the specification of the link function 
in a binary response model, the function F( •) in 
P(Yi = 1IXi =xi)= E(YiiXi =xi)= F(xT!3) i = 1, · · ·,n 
where Yi can assume only the values 0 or 1. 
Chapter 2 introduces the binary response model and explores its natural 
economic motivation and interpretation. In this framework individuals choose 
one of the two alternatives by maximizing their indirect utilities which are 
stochastic. The link function is derived based on the distribution assumptions 
made for the stochastic utilities of the individual decision makers. 
The binary response model can be viewed as a nonlinear regression model 
where the link function has not to be a distribution function but its range 
has to be contained in (0, 1) in order that the conditional expectation of the 
dependent is positive and less than 1. 
Classic parametric models define for F( •) a distribution function like the 
normal, the logistic or the double exponential leading to respectively probit, 
logit or complementary log-log models. One used strategy assumes that all 
individuals are identically distributed. In practice this hypothesis may be un-
realistic and heterogeneity among individuals should be considered. One can 
introduce the heterogeneity parametrically by defining a parametric function 
that models the heteroscedasticity in the model. This is the case of the random-
coefficients probit model. 
An alternative to parametric models considered in this thesis is the single 
index model (SIM). This model results from assuming that the link F( •) is 
unknown but the index, xf {3 is defined parametrically. Thus, this may be 
considered a semiparametric model. The SIM allows for heterogeneity among 
individuals if it depends on the index xf {3. Chapter 2 develops the study of 
the semiparametric binary choice model. 
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A semiparametric approach has the advantage of avoiding the curse of di-
mensionality by aggregating a multidimensional variable in a parametric index 
function. This is the approach taken in this work. 
This thesis analyzes and develops techniques that allow to detect unspecified 
deviations of the link function given a parametric (and particularly linear) 
specification for the index in a binary choice model. These deviations may 
include heterogeneity among individuals. The procedure is equivalent to test 
the specification of a parametric binary choice model against the SIM. 
One way is based on the calculation of semiparametric confidence bars and 
confidence bands for the parametric model. This approach has the advantage 
of allowing an analysis which is highly graphical and can help on finding the 
structure of the possible deviation from the assumed model. This procedure is 
analyzed in chapter 2. 
A different strategy assesses the specification of a parametric model by 
means of a formal specification test. Chapter 3 discusses some specification 
tests that allow to compare the parametric binary choice model against the 
semiparametric SIM to conclude that the most convenient procedure is the 
HH-test introduced by Horowitz and Hii.rdle (1994). The overcoming of the 
HH-test in this problem is due to a more appealing motivation and to an easier 
implementation. 
The properties about the behavior of the test in models with binary re-
sponses were not known. This dissertation studies the performance of the test 
in finite samples for the binary choice model. This is done in chapter 4. The 
conclusions are that the test statistic shows a negative bias and a bandwidth 
dependency under the null which damage severely the power of the test. The 
negative bias is mainly due to the need of estimating the index to calculate the 
statistic. 
Next, this dissertation proposes an improvement of the HH-test in order to 
reduce the harmful consequences of the negative bias and bandwidth depen-
dency under the null. It consists in finding more accurate critical values for the 
test in finite samples. Two approaches are explored, the use of bootstrap and 
the derivation of analytical corrections. 
Chapter 5 proposes a bootstrap procedure of the HH-test, the so-called 
BHH-test. Results of a simulation study reveal that the bootstrap is clearly 
beneficial in this problem. 
Chapter 6 introduces a modification of the HH-test, called MHH-test, 
which has the same asymptotical distribution as the first but a better ap-
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proximation for the first and second moments in finite samples and reduces 
the bandwidth dependency under the null. This approximation was deduced 
taking into account the distortion caused by the parametric estimation of the 
index function necessary to calculate the test statistic. Therefore, using the 
corrected moments the negative bias is almost eliminated which leads to a im-
provement in the power of test in finite samples. The simulation studies show 
that this improvement is very satisfactory. 
The improvements of the HH -test defined in this thesis have the counterpart 
of a greater complexity of calculations. Specially for the MHH-test where 
the correction of the statistic moments evolves the calculation of products of 
matrices of size n x n with n the sample size which is very computational 
demanding for samples from moderate to big sizes. In this case the use of the 
bootstrap procedure introduced is specially advised. A comparison between 
the performance of the BHH-test and the MHH-test has shown that there is 
not a clear superiority from one of the procedures. If possible both should be 
calculated. 
A relevant and very difficult problem, not completely answered in this thesis, 
concerns the choice of the bandwidth that maximizes the power of the test 
keeping the size in the right level. Undersmoothing and oversmoothing have in 
general a pernicious effect leading to false rejections and consequently should 
be rejected. Oversmoothing usually leads to great negative values for the HH-
statistic. The one-sided test helps to prevent from those false rejections. The 
one-sided test is supported by the result of Horowitz and Hardie (1994) that 
under the alternative the statistic has an asymptotic positive mean. 
This dissertation give some guidelines about bandwidth choice for the spec-
ification tests in study based mainly on empirical considerations. First, it is 
advised to start with a plot of the semiparametric fit for several bandwidths 
and then choose the smallest one that does not give a very wiggly curve. It 
was noticed that the size of the bandwidth is related to the particular variance 
of the index. It would be interesting to investigate further this issue in order 
to find an optimal relation between both. This is a subject to be tackled in 
future work. 
The testing procedures studied are more able to detect deviations from the 
parametric model that have the shape of bumps. This includes also some pat-
terns of heterogeneity. Remember the shape of the logit with heteroscedasticity 
in Figure 1.8 where the probability curve is plotted against the index divided 
by the respective heteroscedastic variances. The not so good results obtained 
for the CLL model are understandable given the closeness between the logit 
fit and the true CLL. But if the logit curve depicts so well the features of the 
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true model in cases where it is not the logit itself then misspecification is not 
serious and on the other side one needs a enormously quantity of observations 
to make a testing procedure being able to reject the misspecified fit. 
This thesis also shows how the specification methods analyzed can be suc-
cessfully implemented using an adequate and comfortable computational envi-
ronment like XploRe 3. 
Appendix A 
Proof of Theorem 6.1 
The proof of theorem 6.1 follows the proof in Horowitz and Hardie (1994) 
closely, although fewer approximations are needed for the modified statistic 
than for the original one. The assumptions, mainly conditions on boundedness, 
and smoothness can be found in Horowitz and Hardie (1994, pp. 25-26). We 
begin with a lemma that shows that we can substitute the statistic by an 
approximation with a deterministic denominator. The asymptotic distribution 
is then derived from a central limit theorem for degenerate U-statistics of Hall 
(1984). In addition to the notation introduced in Section 6, we use f(TJ;) = 
r(1Ji)ph(rli)fp(1J;), with 1Ji = xr j3 and P('TJ;), the "true" density of the linear 
predictors, and its estimate 
ph(TJ;) = n1h L K[(1Ji - 'TJ;)jh]. 
jf:.i 
Lemma A.l Define MT{' = Vh"£; u('TJ;)r(1J;)f(1J;). Under the assumptions 
of Horowitz and Hiirdle {1994) 
MTh = MTf + op(1) 
Proof: 
Notice that MTh = MT{' + R 1 with R1 = Vh"£; u('TJ;)[r(1J;) - f('TJ;)]. By 
lemma 1 of Horowitz and Hardie (1994) IP(TJ)- ph(TJ)I = O((log n)112 /(nh) 112 ) 
almost surely and uniformly over 1J. That allows us to write 
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almost surely and R1 = ..fh~; u(1J;)r(1J;)f(1J;)[p(ru)- ph(?J;)]/P(?J;) + op(1). 
E(R1) = 0 because f(?J;) does not depend on r(?J;). Next we shall prove that 
V(R!) = o(1) where V(•) stands for variance. 
V(R1) = hE{~ u2(ry;)r2(ry;)f(?J;) 2[p(ry;)- ph(7J;W fp(ry;) 2 
+ LL u(ry;)u(7JJ)r(1J;)r(1JJ)f(ry;)f(7Jj) 
i j':/;i 
and 
E { u( 7J;)r( ry;)f( 1Jj) [p( 1Jj) -ph ( 1Jj )]/ p( ry;)} 
= u( 1]i)u2 ( ry;)E{ K[(?J; - 1Ji )/h](1/nh )[1/p(7Jj )2][p( 1]j) -ph ( 1Jj)]} 
= o(n- 1 ) 
Therefore, 
V(R!) = hE { u(?J;)2r(ry;?f(ry;) 2[p(?J;)- ph(1J;)] 2 jp(?J;)2 } 
< [hjp(1J;) 2]E { ~ u(ry;)2 r(?J;) 2f(ry;) 20((logn)/(nh))} 
almost surely. Following Bierens (1987) (pp 104) E[f(ry;)2] = 0(1/(nh)) uni-
formly over 1J (and given that by assumption u( •) is bounded) consequently 
V(R1) = o(1). From Chebyshev's inequality R1 = op(1). Q.E.D. 
Proof of theorem 1: 
Define Z; = ( 1Ji, r( 1]i)) and 
An(Z;, Zj) = ~n u(1J;)r(ry;)r(7Jj) K[(ry~~i~;)/h] 
Hn(Z;, ZJ) An(Z;, Zj) + An(ZJ, Z;) 
= 1 [u(ry;) u(?JJ)] 
..fhn r(1J;)r(7Jj) p(ry;) + p(?Jj) K[(ry; -1]j )/h] 
Jl(Z;) = E[Hn(Z;, ZJ)JZ;] = 0 
Qn(Z;, Zi) E[Hn(Z!, Z;)Hn(Z!, Zi )JZ;, Zj] 
Given Lemma 1 and after some algebra the modified HH-statistic can be writ-
ten 
MTh = LLHn(Z;, Zj) + Op(1) 
i j <i 
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The first term in the formula above is a U-statistic and given that f.L(Zi) = 0 
this is a degenerate U-statistic. According to Theorem 1 of Hall (1984) this 
U-statistic will converge in distribution to a N(O, o-t) if 
{E[Qn(Z;,Zj) 2]- n- 1E[Hn(Z;,Zi)4]}f{E[Hn(Z;,Zj)2]} 2 - 0, (A.1) 
(1/2)n2 E[Hn(Z;, Zi )2] - o-t (A.2) 
asn-oo 
Qn(Z;, Zj) = n~h Ez/i,j {r(1Jz)r(1J;) [;i~;j + ;(~i)] 
x K[(1Ji -1JZ)/h]K[(1Jj -1Jz)/h]r(1Jz)r(1J;) [;i~;~ + ;(~~)]} 
= n~h j r(1J;)r(1Jj)R(1JZ, 1];, 1Jj)K[(1Ji -1Jz)/h]K[(1Ji- 1Jz)/h] 
p( 1JZ )d1Jz 
and R( •) is a bounded continuous function. Making a change of variable ,; = 
( 7]1 - 1Ji) / h gives, 
and 
Qn(Z;, Zi) = J r(h,; + 1J;, 1J;, 1Ji )K(,;)K[,; + (1Ji- 1Ji )/h]p(1Ji + h,;)d,; 
E[Qn(Zi, Zj)2] = cn-4 J Rn(h6 + 7];, h6 + 7]j, 1J;, 7Ji )K(6)K(6) 
x K[6 + (7Ji -1]j)/h]K[6 + (7Ji -7Ji)/h]p(h6 + 7Ji) 
X P(6 + 7Ji)P(1Ji)P(1Jj)d6d6d1J;d7Jj 
= O(n-4)0(h) = a(1) (A.3) 
Regarding E[Hn(•)4 ] note that, 
Hn(Z;, Zi )4 = n-4h- 2 Rn(Z;, Zi) 
and Rn(Z;, Zj) is bounded uniformly over n. Therefore 
n- 1E[Hn(Z;,Zj)4 ] = 0(1/(n5h2)) 
Considering E[ H n ( • )2] we have 
(A.4) 
Hn(Zi, Zi )2 = An(Zi, Zj)2 + An(Zi, Z;)2 + 2An(Z;, Zi )An(Zj, Zi) 






K[( 7}j - 7Ji)/ hF 
n 2 E[An(Zi, Zi )2] = J ;i ~;j: o-2 ( 1Ji)o-2 (h,; + 7J;)K(.;)2p( 1Ji)p(h,; + 7J;)d,;d1Ji 
= CK j u(ry?[o-2 (ry)Fd1J + a(l) (A.5) 
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By arguments similar to those used to obtain (A.5) 
Therefore, 
n2 E[Hn(Zi, Zj) 2] = 4CK j u(7J)2 [cr2 (7JWd7J + o(l) (A.6) 






* UNIFBAND macro ****************************************************** 
*********************************************************************** 



















at a% level for a binary responses model. * 
* 
y = UNIFBAND (x y h {a {m}}) * 
* 
x n x 1 matrix 
y n x 2 matrix 
projected index 
1. col = dependent variable (0 or 1) 




h scalar bandwidth for kernel regression * 
a scalar 0 < a < 100 ; default=90 * 
m n x 1 m should be given only If the data is * 
binomial with m the vector with the * 
c n x 4 matrix 
binomial coeficients. * 
* 




semiparametric est. P(Y=1IX) * 
lower confidence limit 
upper confidence limit 










; * x = read(kyphosis) 
; * y x[,4] 
; * X = X(, 1: 3] 
; * x = matrix(rows(x))-x 
; * (itres b bvar stat) = GLMBILD(x y) 
169 







v = X*b 













** Isabel Proenca, 940727 ********************************************* 
*********************************************************************** 
proc(cb) = unifband(x y h a m) 
vex = 0 
error(cols(x).<>1 "UNIFBAND: COLS(X) <> 1") 
error(cols(y).<>2 "UNIFBAND: COLS(y) <> 2") 
if((exist(a).=1)) 
error(cols(a) .<>1 "UNIFBAND: COLS(a) <> 1") 
error(a.<O .1 a.>= 100 "UNIFBAND: wrong choice of a") 
else 
a = 90 
endif 
if((exist(m).=1)) 
error(cols(m).<>1 "UNIFBAND: COLS(m) <> 1") 
else 




n = rows(x) 
yhat = y[,2] 
y =y[,1] 
yhat sort(x-yhat 1) 
x = sort(x-y 1) 
y = x[,2] 
x = x[, 1] 
delt = 4/3 
h = h~delt 
s = h*n~(O.S/5) ; bandwidth for bias correction 
br = (h/s)~2 
(num den) = sker(x y s) 
ms = (num./den) 
(num den) = sker(x y h) 
mh = num. /den 
fhat = (mh- br*ms)./(1-br) Bierens' bias correction 




fhat = fhat.*(fhat.>O).*(fhat.<=1) + (fhat.>1) 
vy = m.*mh.*(1-mh) 
ck 5/7 
c1 = sqrt(0.4*delt*log(n)) 
dn = c1 + (1/c1)*0.5*log(3./(4*pi~2)) 
cbw (ct./c1 + dn)*sqrt((vy.*ck)./den) 
cbl = fhat - cbw 
cbl = cbl.*(cbl.>O) 
cbu = fhat + cbw 
cbu = cbu.*(cbu .<= 1) + (cbu.>1) 
cb = x-fhat-cbl-cbu 
show the parametric regression and the confidence bands 
cbu x-cbu-mask(n 1 white) 
cbl x-cbl-mask(n 1 white) 
npt ceil(n/10); 
q ((aseq(O n 1)Yonpt).=O) 
fhat x-fhat-vtocc((q.=0).*31 + (q.=1).*95) 
yhat yhat-mask(n 1 yellow) 
y x-y-mask(rows(y) 1 X white) 
tit string("uniform c.b. at %2.0f%%" a) 
capture on 
writecon(27) 
show(yhat cbl cbu fhat y s2d) 
u = update(y 5 point) 
u = update(yhat 1 solid line thick xaxis "index ") 
u = update(cbl 2 line dotted title tit) 
u = update(cbu 3 line dotted yaxis "E(YIX)") 
u = update(fhat 4 line solid) 




* HHTEST macro ******************************************************** 
*********************************************************************** 










cation of the link function of a binary choice * 
model (assuming the index is correctly specified).* 
* 
(t p) = HHTEST (vhat y yhat h {c {m}}) * 
* 




n x 1 matrix * 
n x 1 matrix with the parametric estimate of E(YIX)* 
scalar (positive) -- the bandwidth for kernel * 












regression with Quartic kernel * 
scalar 0 =< c < 1 (optional) -- proportion of the * 
sample to be cut in each extreme. Default is 0.05. * 
n x 1 or the scalar 1. m should be given only for * 
binary responses. If the data is binomial m is the * 
vector with the binomial coeficients. If the data is* 
bernouli, m=1. m is necessary to calculate the vari-• 
ance of y. If y is not binary the variance will be * 










the statistic value 
the p-value of t 
* * Example: LIBRARY(GLM) 
* x = read(kyphosis) 
* y x[,4] 
* x = x[,1:3] 
* x = matrix(rows(x))-x 


































** Isabel Proenca, 940724 ********************************************* 
*********************************************************************** 
proc (t p)= hhtest(vhat y yhat h c m) 
error(cols(y)<>1 ": COLS of Y <> 1") 
error(cols(yhat)<>1 ": COLS of YHAT <> 1") 
error(cols(vhat)<>1 ": COLS of VHAT <> 1") 
capture on 
x vhat-yhat-y 
n = rows(x) 
x = sort(x 1) 












res1 = y - yhat 
s = h*n-(0.8/5) 
br = (h/s)-2 
IF ((exist(c).=O)) 
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c = 0.05 ; proportion to cut off in each side of the sample 
else 
error((c.<O) .f (c.>=1) ": wrong choice of c: 0 =< c < 1") 
END IF 
(fhath den) = krgloo(vhat y h) 
(fhats den) = krgloo(vhat y s) 
free(den) 
fhat = (fhath- br*fhats)./(1-br) remove bias from fhat 
mhi = vhat-fhat 
res2 = fhat-yhat 
cut off the extreme values 
ind1 = ceil(c*n)+1 
ind2 = ceil((1-c)*n) 
res1 res1[ind1:ind2,] 
res2 = res2[ind1:ind2,] 
conditional variance of Y 
if((exist(m).=1)) 
error(cols(m)<>1 .1 (m<>1) "· wrong choice of m") 
vy = m.*fhat.*(1-fhat) 
else 
rs = (y- fhat).*(y- fhat) 
(num den) = sker(vhat rs h) 
vy = num./den 
end if 
vy = vy[ind1:ind2,] 
H-H test statistic 
t = sum(res1.*res2) 
variance of t 
ck = 5/7 
(fu phat) sker(vhat 0 h) 
----~··-----
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phat = phat[ind1:ind2,] 
itg = sum(vy~2./phat) 
vt = 2*ck*itg 
t t/sqrt(vt) 
p = cdfn(t) 




dat-mask(n 1 X white) 
wri tee on (27) 
show(dat par mhi s2d) 
u = update(par 2 yaxis "E(YIX)") 
u = update (par 2 line solid xaxis "index ") 
u = update (mhi 3 line solid title "parametric and LOO kernel") 
writecon(27) 
show(dat par mhi s2d) 
mh = regest(vhat-y h) 
wri tecon(27) 
show(dat par mh s2d) 
u update(par 2 yaxis "E(YIX)") 
u = update(par 2 line solid xaxis "index ") 
u = update(mh 3 line solid title "parametric and kernel estim.") 
writecon(27) 
show(dat par mh s2d) 
endp 
*********************************************************************** 
* MODHHTST macro******************************************************* 
*********************************************************************** 













specification of the link function of a binary choice * 
model (assuming the index is correctly specified). * 






n X k 
n X 1 
n x 1 
n x 1 
scalar 
matrix with the explanatory variables 
matrix with the projected index 
matrix 
matrix with the parametric estimate of 









regression with Quartic kernel * 
t scalar -- the statistic value * 
; * 
; * 
p scalar -- the p-value of t 









x = read(sim) 
y x[,3] 
x = x[,1:2] 
(itres beta bvar stat) 
LIBRARY(SMOOTHER) 
LIBRARY(ADDMOD) 
GLMBELO (x y 0) 
* 
(t p be) = hhtest(x itres[,1] y itres[,2] h) 













** Isabel Proenca, 940627 ********************************************* 
*********************************************************************** 
proc (t p) = modhhtst(x vhat y yhat h) 
error(cols(y)<>1 ": COLS of Y <> 1") 
error(cols(yhat)<>1 "· COLS of YHAT <> 1") 
error(cols(vhat)<>1 ": COLS of VHAT <> 1") 
capture on 
dat = vhat-yhat_y_x 
n = rows(dat) 
dat = sort(dat 1) 
x dat[,4:cols(dat)] 
vhat = dat [, 1] 
yhat = dat [, 2] 
y = dat[,3] 
free(dat) 
res = y - yhat 
H matrix 
vmat yhat. *(1.-yhat); 
vx vmat ·* x; 
a inv( (x '* vx)); 
hmat vx*a*x'; 
hmat = unit(n) - hmat; 
free vx; 
smoothing matrix with weight fc 
dif (vhat .- vhat')./h 
wmat quartic(dif) 
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free(dif) 
qO quartic(O) 
wmat wmat .- diag(matrix(n i qO)); 
den sum(wmat) .- qO; 
ind (den.= 0); 
wmat = wmat./(den .+ ind); 
wmat = wmat.*(i.-ind); 
free (den ind); 
calculate the statistic terms 
resmo wmat*res; 
tn res'*resmo; 
calculate the variance and the bias correction 
dmat = hmat'*wmat*hmat; 
free wmat; 
pari = 0; 
be= 0; 
i = i; 
while (i . <= n) ; 
cold = dmat[,i]; 
si = vmat[i,]; 
be = be + cold[i,]*si; 
cold = cold.*cold; 
par2 = cold[i,]*(si-4*si~2); 
cold[i,] = 0; 
pari = pari+2*si*sum(cold.*vmat) + par2; 
i = i+i; 
endo; 
free (cold dmat); 
st sqrt(pari); 
tn = tn - be; 
t = tn./st; 
write(t t) 
p = pdfn(t) 
write(p p) 
plot of parametric and semiparametric estimates 
res = vhat-res 
resmo = vhat-resmo 
zero= (vhat[i,]lvhat[n,])-(010) 
I 
;dat = dat-mask(n 1 X white) 
writecon(27) 
show(zero res resmo s2d) 
u = update(zero 1 line dashed yaxis "residuals") 
u = update(res 2 point xaxis "index ") 
u = update(resmo 3 line solid title "residuals -- LOO kernel") 
writecon(27) 
show(zero res resmo s2d) 
mh = regest(res h) 
writecon(27) 
show(zero res mh s2d) 
u update(zero 1 line dotted yaxis "residuals") 
u = update(res 2 point xaxis "index ") 
u = update(mh 3 line solid title "residuals-- kernel estim.") 
writecon(27) 
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