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Abstract
In [M.R. Casali, Computing Matveev’s complexity of non-orientable 3-manifolds via crystallization theory, Topology Appl.
144(1–3) (2004) 201–209], a graph-theoretical approach to Matveev’s complexity computation is introduced, yielding the complete
classiﬁcation of closed non-orientable 3-manifolds up to complexity six. The present paper follows the same point-of view, making
use of crystallization theory and related results (see [M. Ferri, Crystallisations of 2-fold branched coverings of S3, Proc.Amer. Math.
Soc. 73 (1979) 271–276; M.R. Casali, Coloured knots and coloured graphs representing 3-fold simple coverings of S3, Discrete
Math. 137 (1995) 87–98; M.R. Casali, From framed links to crystallizations of bounded 4-manifolds, J. Knot Theory Ramiﬁcations
9(4) (2000) 443–458]) in order to signiﬁcantly improve existing estimations for complexity of both 2-fold and three-fold simple
branched coverings (see [O.M. Davydov, The complexity of 2-fold branched coverings of a 3-sphere, Acta Appl. Math. 75 (2003)
51–54] and [O.M. Davydov, Estimating complexity of 3-manifolds as of branched coverings, talk-abstract, Second Russian-German
Geometry Meeting dedicated to 90-anniversary of A.D.Alexandrov, Saint-Petersburg, Russia, June 2002]) and 3-manifolds seen as
Dehn surgery (see [G.Amendola, An algorithm producing a standard spine of a 3-manifold presented by surgery along a link, Rend.
Circ. Mat. Palermo 51 (2002) 179–198]).
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The notion of complexity for 3-manifolds was introduced in 1990 byMatveev [25]; recently, many interesting results
have been obtained about it and through it, by different researchers (recall, for example, [26,24,28,5,3,27,6], etc.).
Matveev’s complexity is based on the existence, for each compact 3-manifold M3, of a simple spine, i.e. a subpoly-
hedron P ⊂ Int (M3) satisfying the following two properties:
(i) the link of each of its points can be embedded in  (the 1-skeleton of the 3-simplex);
(ii) if M3 = ∅ (resp. M3 = ∅), then M3 (resp. M3 minus an open 3-ball) collapses to P.
Work performed under the auspices of the G.N.S.A.G.A. of the C.N.R. (National Research Council of Italy) and ﬁnancially supported by
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Deﬁnition 1 (Matveev [25]). For each compact 3-manifold M3, (Matveev’s) complexity of M3 is deﬁned as
c(M3) = min
P
c(P ),
where the minimum is taken over all simple spines P of M3 and c(P ) denotes the number of true vertices (i.e. points
whose link is homeomorphic to ) of the simple spine P.
Following [10] (where the attention is reserved to the non-orientable case, only), the present paper looks at Matveev’s
complexity from a slightly different point of view, i.e. through another combinatorial theory for representing
3-manifolds, which makes use of particular edge-coloured graphs, called gems or, under additional hypotheses, crys-
tallizations (see [17] or [4] for a survey on this representation theory for PL-manifolds of arbitrary dimension).
By a little generalization of ideas contained in [10], an algorithmic computation (easily implementable via computer)
is obtained, directly yielding an estimation of Matveev’s complexity c(M3) from any gem of M3: see Proposition 2.1
On the other hand, within crystallization theory, a lot of affords have been carried out, in order to analyze relationships
with other manifold representation methods, and to obtain algorithmic “translating” procedures: in particular, see [16]
for relationships with 2-fold branched coverings of S3, [7] for 3-fold simple branched coverings of S3, [13] for general
branched coverings of S3 and [9] for framed link associated to 3-manifolds obtained by Dehn surgery in S3.
The present paper shows how translating procedures to manifold representation by edge-coloured graphs allow to
improve existing estimations for complexity of both 2-fold and three-fold simple branched coverings (see [15,14]) and
3-manifolds obtained by Dehn surgery (see [1]):
• Let M2(L) denote the (unique) 2-fold covering of S3 branched over link L. According to [15], c(M2(L))4k, k
being the number of intersection points in a projection L¯ of link L.
Via crystallization theory, we obtain:
c(M2(L))2(k + p − mb − ma − 3)4k − 8,
where p is the bridge number of L¯, mb1 is the order of a bridge ¯ and ma is the relative order of an independent
arc ¯ (i.e. an arc not consecutive to ¯ and containing ma0 crossing points not belonging to ¯).
• Let M3(K,) be the 3-fold simple covering of S3 branched over knot K with monodromy . According to [14],
c(M3(K,))2k + 2, k being the number of crossing points in a diagram of knot K.
Via crystallization theory, if the diagram is assumed to be 3-coloured, we obtain:
c(M3(K,))2k − 2m − 12 2k − 14,
where m is the order of an arc of the 3-coloured diagram (K,).
• LetM3(L, d) denote the closed orientable 3-manifold obtained byDehn surgery on the framed link (L, d).According
to [1], c(M3(L, d))6(k˜+1)+ (l−1), k˜ being the number of crossing points in a connected “self-framed” diagram
L˜ of (L, d) with l components.
Via crystallization theory, we obtain:
c(M3(L, d))6k + 2t − 4l − 2(m − 1) −
∑
p=1,...,s
tjp6k + 2t − 4l − 2,
k being the number of crossing points in a connected diagram L¯ of link L, t =∑i=1,...l ti being the number of
“additional curls” yielding a self-framed diagram of L (so that k˜ = k + t holds) and m being the order of a region of
L¯ whose boundary involves components Lj1 , . . . , Ljs of L.
1 Note that in [10] this graph-theoretical approach to Matveev’s complexity computation—applied to results of [8]—has allowed to complete the
classiﬁcation of closed non-orientable 3-manifolds up to complexity six, which ﬁrst appeared in [2]; moreover, existing crystallization catalogues
obviously yield upper bounds for Matveev’s complexity of any involved manifold (see [11,12] for the orientable 3-dimensional case).
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2. GM-complexity and extended GM-complexity
Representation theory via edge-coloured graphs turns out to be useful to deal with the whole class of piecewise
linear (PL) manifolds, without assumptions about the dimension, the connectedness, the orientability or the boundary
properties. In the present work, however, we restrict our attention to closed and connected PL-manifolds of dimension
n = 3; hence, we will brieﬂy review only basic notions and results of the theory concerning this particular case.
A 4-coloured graph (without boundary) is a pair (, ), where = (V (), E()) is a regular multigraph (i.e. it may
include multiple edges, but no loop) of degree four and  : E() → 3 = {0, 1, 2, 3} is a proper edge-coloration (i.e.
it is injective when restricted to edges incident to any vertex v ∈ V ()).
The elements of the set 3 = {0, 1, 2, 3} are said to be colours of ; thus, for every i ∈ 3, an i-coloured edge is an
element e ∈ E() such that (e) = i. For every i, j ∈ 3 let iˆ (resp. i,j ) (resp. iˆ,jˆ ) the subgraph obtained from
(, ) by deleting all the edges of colour i (resp. by deleting all the edges of colour c ∈ 3 −{i, j}) (resp. by deleting all
the edges of colour c ∈ {i, j}). The connected components of i,j (resp. iˆ) (resp. iˆ jˆ ) are said to be {i, j}-coloured
cycles (resp. iˆ-residues) (resp. {iˆ, jˆ}-coloured cycles of ), and their number is denoted by gi,j (resp. giˆ) (resp. giˆjˆ ).
A 4-coloured graph (, ) is called contracted iff, for each i ∈ 3, the subgraphiˆ is connected (i.e. iff giˆ =1 ∀i ∈ 3).
Every 4-coloured graph (, ) may be thought of as the combinatorial visualization of a 3-dimensional labelled
pseudocomplex (see [21]) K(), which is constructed according to the following instructions:
• for each vertex v ∈ V (), take a 3-simplex (v), with its vertices labelled 0, 1, 2, 3;
• for each j-coloured edge between v and w (v,w ∈ V ()), identify the bidimensional faces of (v) and (w) opposite
to the vertex labelled j, so that equally labelled vertices coincide.
In case K() triangulates a (closed) PL 3-manifold M3, then (, ) is said to be a gem (gem = graph encoded
manifold) representing M3.2
Finally, a 4-coloured graph representing a (closed) 3-manifold M3 is said to be a crystallization of M3 if it is also
a contracted graph; by construction, it is not difﬁcult to check that this is equivalent to require that the associated
pseudocomplex K() contains exactly one i-labelled vertex, for every i ∈ 3. The representation theory of PL-
manifolds by edge-coloured graphs is often called crystallization theory, since every PL-manifold is proved to admit a
crystallization (and hence, obviously, a gem representing it, too): see PezzanaTheoremand its subsequent improvements
([17] or [4]).
The embedding of a coloured graph into a surface is said to be regular if the connected components split by the image
of the graph onto the surface are open balls (called regions of the embedding) bounded by the image of bicoloured
cycles; interesting results of crystallization theory (mainly related to an n-dimensional extension of Heegaard genus,
called regular genus and introduced in [19]: see [17] or [4], together with their references) relay on the existence of
this type of embedding, for graphs representing manifolds of arbitrary dimension. As far as the 3-dimensional case is
concerned, it is well-known that, if (, ) is a bipartite (resp. non-bipartite) crystallization of M3, then for every pair
,  ∈ 3 a regular embedding i, :  → F, exists, F, being a closed orientable (resp. non-orientable) surface of
genus g, − 1.
On the other hand, if (, ) is a bipartite (resp. non-bipartite) non-contracted edge-coloured graph representing M3,
then for every pair ,  ∈ 3 a regular embedding i, :  → F, exists, F, being a closed orientable (resp.
non-orientable) surface of genus g, − gˆ − gˆ + 1.
In the contracted case, let nowD (resp.D′) be an arbitrarily chosen {, }-coloured (resp. {ˆ, ˆ}-coloured) cycle of
(, ); we denote by RD,D′ the set of regions of F, − (x ∪ y) = F, − i,((, −D) ∪ (ˆ,ˆ −D′)).
Deﬁnition 2. Let M3 be a closed 3-manifold, and let (, ) be a crystallization of M3. With the above notations,
Gem–Matveev complexity (or GM-complexity, for short) of  is deﬁned as the non-negative integer
cGM() = min{#V () − #(V (D) ∪ V (D′) ∪ V (	))/D ∈ ,,D′ ∈ ˆ,ˆ,	 ∈ RD,D′ },
2 Construction of K() directly ensures that, if (, ) is a gem of M3, then M3 turns out to be orientable (resp. non-orientable) iff  is bipartite
(resp. non-bipartite).
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while GM-complexity of M3 is deﬁned as the minimum value of GM-complexity, where the minimum is taken over ‘
minimal3 crystallizations of M :
cGM(M
3) = min{cGM()/(, ) minimal, |K()| = M3}.
The following key result, due to [10], justiﬁes the choice of terminology:
Proposition 1 (Casali [10]). For every closed 3-manifold M3, GM complexity gives an upper bound for Matveev’s
complexity of M3:
c(M3)cGM(M3).
Since the edge-coloured graphs obtained via translating procedures from other manifold representation theories fail
to be minimal and generally fail also to be contracted, slight modiﬁcations are needed, both for GM-complexity of a
single gem and for GM-complexity of a given 3-manifold.
Deﬁnition 3 (Casali and Cristofori [11]). Let M3 be a closed 3-manifold. (Non-minimal) GM-complexity of M3 is
deﬁned as the minimum value of GM-complexity, where the minimum is taken over all crystallizations of M:
c′GM(M3) = min{cGM()/(, ) crystallization of M3}.
Let us now take into account the case of a non-contracted gem (, ) of M3.
Let K, (,  ∈ 3) be the following bipartite graph:
• V (K,) = V ′ ∪ V ′′, where V ′ (resp. V ′′) is in bijection with the set of ˆ-residues (resp. ˆ-residues) of ;
• E(K,) is in bijection with the set of {ˆ, ˆ}-coloured cycles of  : E(K,) contains an edge (v′, v′′) if and only
if (, ) contains an {ˆ, ˆ}-coloured cycle which is both a subgraph of the ˆ-residue of  corresponding to v′ and a
subgraph of the ˆ-residue of  corresponding to v′′.
Finally, let D={D1, . . .Dgˆ+gˆ−1} (resp. D′ = {D′1, . . . ,D′gˆ+gˆ−1}) be a collection of {, }-coloured (resp. {ˆ, ˆ}-
coloured) cycles of (, ) corresponding to a maximal tree of Kˆ,ˆ (resp. K,); we denote byRD,D′ the set of regions
of F,− i,((,−∪i=1,...,gˆ+gˆ−1Di )∪ (ˆ,ˆ−
⋃
j=1,...,gˆ+gˆ−1D
′
j )), i, :  → F, being a regular embedding
of  into a closed surface of genus g, − gˆ − gˆ + 1.
Deﬁnition 4. LetM3 be a closed 3-manifold and let (, ) be an edge-coloured graph representingM3.With the above
notations, GM-complexity of  is deﬁned as the non-negative integer
cGM() = min
⎧⎪⎨
⎪⎩#V () − #
⎡
⎢⎣
⎛
⎝ ⋃
Di∈D
V (Di )
⎞
⎠ ∪
⎛
⎜⎝ ⋃
D′j∈D′
V (D′j )
⎞
⎟⎠ ∪ V (	)
⎤
⎥⎦
/
D ⊂ ,,
D′ ⊂ ˆ,ˆ,	 ∈ RD,D′
⎫⎪⎬
⎪⎭
Deﬁnition 5. Let M3 be a closed 3-manifold. Extended GM-complexity of M3 is deﬁned as the minimum value of
GM-complexity, where the minimum is taken over all edge-coloured graphs representing M3 (without assumptions
3 Here, the notion of minimality is referred to the order of the edge-coloured graph; hence, a result of [23] ensures that, for any handle-free
3-manifold M3, cGM(M3) is realized by a rigid crystallization of M3, i.e. a crystallization with the property that two equally coloured edges belong
to a common bicoloured cycle at most.
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about contractedness):
c˜GM(M
3) = min{cGM()/|K()| = M3}.
The following result allows to consider non-minimal GM-complexity and extended GM-complexity as “improve-
ments” of Gem–Matveev one, in order to Matveev’s complexity estimation.
Proposition 2. For every closed 3-manifold M3, the following chain of inequalities holds:
c(M3) c˜GM(M3)c′GM(M3)cGM(M3).
Proof. The second and third inequalities are straightforward.As far as the ﬁrst one is concerned, it is necessary to point
out that, if (, ) is a (possibly non-contracted) gemofM3 andD={D1, . . . ,Dgˆ+gˆ−1} (resp.D′={D′1, . . . ,D′gˆ+gˆ−1})
is a collection of {, }-coloured (resp. {ˆ, ˆ}-coloured) cycles of (, ) corresponding to a maximal tree of Kˆ,ˆ (resp.
K,), then
(F,, x, y) =
⎛
⎜⎝F,, i,
⎛
⎝, − ⋃
Di∈D
Di
⎞
⎠ , i,
⎛
⎜⎝ˆ,ˆ − ⋃
D′j∈D′
D′j
⎞
⎟⎠
⎞
⎟⎠
turns out to be an Heegaard diagram for M3: see [18, Proposition 15(f)].
According to [25, Proposition 3], an associated simple spine P of M3 may be obtained from any Heegaard diagram
(F,, x, y) by considering the simple polyhedron union of F, and the meridional discs of the two handlebodies, and
then by removing the 2-component corresponding to an arbitrary region 	 of F, − (x ∪ y). Since the number of
vertices of P obviously equals #V ()−#[(⋃Di∈DV (Di ))∪ (⋃D′j∈D′V (D′j ))∪V (	)], the existence of a simple spine
for M3 having c c˜GM() vertices directly follows. 
3. Complexity of 2-fold coverings
As pointed out in [15, Theorem 1], the following estimation for complexity of general branched covering of S3 is a
direct consequence of Matveev’s results (see [25, Propositions 4 and 5]):
Proposition 3 (Matveev [25]). If link L admits a projection with k crossing points and M˜ is an n-fold covering of S3
branched over L, then c(M˜)4nk.
In case n = 2, where a unique branched covering exists, a better estimation has been already obtained:
Proposition 4 (Davydov [15, Theorem 2]). Let M2(L) denote the (unique) 2-fold covering of S3 branched over link
L. If L admits a projection with k crossing points, then c(M2(L))4k.
As far as crystallization theory is concerned, double coverings are represented by a direct and quick procedure, due
to [16]: in fact, a crystallization F(L) of M2(L) may be easily “drawn over” any bridge-presentation of L, by means
of the construction depicted in Fig. 1 (where the 2-bridge presentation of the trefoil knot is taken into account).4
Proposition 5. Let L¯ be a p-bridge projection of link L, with k crossing points (kp2). If L¯ admits a bridge ¯
with order mb (i.e. containing mb1 crossing points) and an independent arc ¯ with relative order ma (i.e. an arc not
consecutive to ¯ and containing ma0 crossing points not belonging to ¯), then
c(M2(L))2(k + p − mb − ma − 3)4k − 8.
4 Note that, for each link L, the crystallization F(L) admits an involution, 
 say, which exchanges colour 0 (resp. 2) with colour 1 (resp. 3): since

may be thought of as the (planar) symmetry whose axis contains the projections of the bridges of L, crystallizations arising from Ferri’s procedure
are said to be 2-symmetric.
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Fig. 1.
Proof. By Ferri’s procedure, crystallization F(L) is directly proved to have order 2(k + p); moreover, the {0, 1}-
coloured cycleD of F(L) corresponding to ¯ has length 2(mb + 1), while the {2, 3}-coloured cycleD′ corresponding
to ¯ has exactly 2(ma + 1) vertices not belonging to D.5
Then, by Deﬁnition 2,
cGM(F (L))2(k + p) − 2(mb + 1) − 2(ma + 1) − r ,
where r denotes the length of a chosen region in RD,D′ .
Since r2 obviously holds, the thesis directly follows (via inequalities pk and mb1 and Proposition 2):
c(M2(L))c′GM(M2(L))2(k + p − mb − ma − 3)4k − 2(mb − 1) − 2(ma + 4)4k − 8. 
Remark. Note that, as pointed out in [25, Remark, p. 111], if the projection L¯ of an unsplittable link has k6 crossing
points, then it always admits a bridge and an independent arc satisfying mb + ma2; moreover, apart very few cases,
r4 can actually be assumed (see [25, p. 125]). Hence, estimation cGM(F (L))4k − 12 usually holds.
4. Complexity of 3-fold simple coverings
Let us now consider 3-fold simple coverings of S3 branched over knots, i.e. the 3-fold coverings determined by
a monodromy which sends each arc into a transposition. As it is well-known, an important theorem by Hilden and
Montesinos (see [20,29]) allows to consider each closed orientable 3-manifold as a branched covering of this type.
In [14], the following improvement of the general Matveev’s estimation for n = 3 has been announced:
Proposition 6 (Davydov [14, Theorem 2]). Let M3(K) denote a 3-fold simple covering of S3 branched over knot K.
If K admits a projection with k crossing points, then c(M3(K))2k + 2.
A classical way to visualize a 3-fold simple covering of S3 branched over K makes use of a coloured diagram (K,)
of K, where each arc of K (thought of as a generator for 
1(S3 − K), by Wirtinger presentation) is “coloured” by the
corresponding transposition in the associated monodromy  : 
1(S3 − K) → 3 (3 being the set of permutations
on the set {1, 2, 3} and R = red,G = green,B = blue being the colours associated to the transpositions in 3).
As far as crystallization theory is concerned, it is important to know that (K,) may be always assumed to be a
3-coloured diagram, i.e. a coloured diagram such that, at every crossing, the incident edges have three distinct colours:
5 Note that, if no independent arc exists, i.e. if each arc of L¯ is consecutive to ¯, than the number of vertices inD′ not belonging toD has to be
decreased by one (resp. two), according to the number of end-points shared by ¯ and ¯; so, in this case, the ﬁnal estimation of c(M2(L)) has to be
increased by the same value.
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see [7, Lemma 1]. In fact, in [7], a quick procedure is obtained,6 which allows to algorithmically construct a gem
(K,) of the 3-fold simple covering of S3 branched over K with monodromy , M3(K,) say, directly “drawn
over” the 3-coloured diagram (K,).7
Fig. 2 illustrates the quoted algorithm for a 3-colored knot (K,) such that M3(K,)L(2, 1).
Proposition 7. Let (K,) be a 3-coloured diagram of knot K, with k crossing points and an order m arc. Then,
c(M3(K,))2k − 2m − 12.
6 For sake of completeness, we point out that direct algorithmic procedure obtained in [7] for 3-fold simple branched coverings is nothing but a
suitable simpliﬁcation of a general construction—due to [13]—for the whole class of branched coverings of S3.
7 Note that, as a consequence of Hilden–Montesinos theorem, every closed orientable 3-manifold M3 admits a gem of the class H =
{(K,)/(K,)}, (K,) being a 3-coloured diagram of a knot.
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Proof. Gem (K,) arising from the algorithmic procedure described in [7] is directly proved to have order 2k, k
being the number of crossing points in the 3-coloured diagram (K,). Further, {0, 3}-coloured (resp. {1, 3}-coloured)
(resp. {2, 3}-coloured) cycles of (K,) are in bijection with the R-coloured (resp. G-coloured) (resp. B-coloured)
arcs of the coloured diagram (K,) of K; more precisely, each R-coloured (resp. G-coloured) (resp. B-coloured) arc
 of (K,) gives rise to a {0, 3}-coloured (resp. {1, 3}-coloured) (resp. {2, 3}-coloured) cycle of (K,) of length
2(m + 2), m being the order of , i.e. the number of its undercrossings. On the other hand, {0, 1}-coloured cycles of
(K,) are in bijection with the regions associated to the coloured diagram (K,) of K, when B-coloured arcs are
deleted. Moreover, it is easy to check, by construction, that subgraph 
jˆ
turns out to be connected, for each j ∈ 3,
while subgraph 3ˆ has three connected components (i.e.: g0ˆ = g1ˆ = g2ˆ = 1 and g3ˆ = 3).
Let us now apply the estimation of extended GM-complexity of M3(K,) given by GM-complexity of (K,),
with {, } = {0, 1}. If D = {D1,D2,D3} is any collection of three {0, 1}-coloured cycles of (K,), belonging to
different 3ˆ-residues of (K,) itself, and D′ is any ﬁxed {2, 3}-coloured cycle of (K,), then for any choice of a
region 	 ∈ RD,D′ we have:
c˜GM(M
3(K,))cGM((K,))2k − #(V (D1) ∪ V (D2) ∪ V (D3) ∪ V (D′) ∪ V (	)).
Now, if knotK admits an arc of (maximal) orderm, then(K,)may be assumed to have a {2, 3}-coloured cyclewith
length 2(m + 2); on the other hand, {0, 1}-coloured cyclesD1, D2,D3 of (K,), belonging to different 3ˆ-residues,
may be always assumed to be disjoint and to have length four at least.
As a consequence, via Proposition 2, we have
cGM(M
3(K,))2k − 2(m + 2) − #((V (D1) ∪ V (D2) ∪ V (D3) ∪ V (	)) − V (D′));
since bothDi (i = 1, 2, 3) and 	 surely have at least two vertices not belonging toD′, the thesis directly follows. 
5. Complexity of manifolds associated to framed links
Let (L, d) be a framed link, with L=L1 ∪· · ·∪Ll ⊂ S3 and d = (d1, ..., dl), LiS1 and di ∈ Z for every 1 i l.
As it is well-known, framed links may be thought of as a representation tool for orientable 3-manifolds, via the
following basic result (which actually admits several generalizations and improvements):
Proposition 8 (Wallace [30], Lickorish [22]). Every closed orientable 3-manifold M3 may be obtained from S3 by
Dehn surgery on a suitable framed link (L, c) :
M3 = M3(L, d) = (S3 − ( ◦N1 ∪ · · · ∪
◦
Nl))
⋃

(N1 ∪ · · · ∪ Nl),
N1 ∪· · ·∪Nl being a regular neighbourhood of L in S3 and  being a union of PL-homeomorphisms i : Ni → Ni,
so that a meridian curve i of Ni has linking number di with its image i (i ), for every 1 i l.
In [1], an estimation of Matveev’s complexity of M3(L, d) is given, starting from a “self-framed” diagram L˜ of
(L, d), i.e. an oriented planar diagram of L so that the algebraic sum of the signs of all self-crossings on the component
Li equals the framing di , for every i = 1, . . . , l.8
Proposition 9 (Amendola [1, Theorem 1.5]). Let M3(L, d) denote the closed orientable 3-manifold obtained by Dehn
surgery on the framed link (L, d). IfL˜ is a “self-framed” diagram of (L, d) with l components, k˜ crossing points, s
sub-diagrams and s0 isolated plain circles, then c(M3(L, d))1 + l + 6k˜ + 6s0 + 4s.
Remark. Note that—as already pointed out in the ﬁrst paragraph—if the diagram of the framed link (L, d) with
l components is assumed to be connected, then Amendola’s estimation yields c(M3(L, d))6(k˜ + 1) + (l − 1).
In particular, for every framed knot (K, d), c(M3(K, d))6(k˜ + 1) holds.
8 Note that, for any planar diagram L¯ of L, a “self-framed” diagram L˜ of (L, d) may be easily obtained, by adding to the ith component
ti = |di − w(L¯i )| (positive or negative) “additional curls” (w(L¯i ) being the “writhe” of L¯i ), for every i = 1, . . . , l.
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Within crystallization theory, a suitable procedure exists, which associates to any planar and connected diagram L¯
of a framed link (L, d) a 4-coloured graph (L¯, d), representing the closed orientable 3-manifold M3 = M3(L, d):
see [9, Theorem 3].
For example, if (T ,+1) is the 1-framed trefoil knot and T¯ is the standard (three crossings) projection of T, then
the associated 4-coloured graph (T¯ ,+1) is shown in Fig. 3 (note that, since T¯ admits three positive crossings, two
negative additional curls have to be considered, in order to obtain a self-framed diagram of (T ,+1)).
Note that, in the case of a disconnected diagram, the procedure described in [9] may be simply applied to each
connected component, and the manifold associated to the whole framed link results obviously to be the connected sum
of the manifolds represented by the 4-coloured graphs associated to every component. Hence, additivity property of
complexity with respect to connected sum allows to restrict the attention—without loss of generality - to the connected
case.
Proposition 10. Let L¯ be a planar (connected) diagram of link L, with l1 components and k crossing points. If L¯
admits a region of order m whose boundary involves components Lj1 , . . . , Ljs (s1) of L, then
c(M3(L, d))6k + 2t − 4l − 2(m − 1) −
∑
p=1,...,s
tjp ,
where t =∑i=1,...,l ti and ti = |di − w(L¯i)|,∀i = 1, . . . , l.
Proof. Let (L, d) be a given framed link and L¯ any planar (connected) diagram of L. First of all, according to the
procedure described in [9, Theorem 3], we have to choose, for every component Li of L, an arc belonging to Li , in
order to add ti = |di −w(L¯i)| (positive or negative) “additional curls” yielding a self-framed diagram of (L, d). Then,
(L¯, d) contains a well-deﬁned order eight (resp. order four) subgraph for every crossing (resp. additional curl) of
(L¯, d), a {1, 2}-coloured cycle of length 2(m+ r) for every region of L¯ (having m crossings and r0 additional curls
in its boundary) and two {0, 3}-coloured cycles of length 2(ki + ti ) for every component Li of L¯ (having ki crossings
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and ti additional curls). As a consequence, (L¯, d) has order 8k + 4t , k =∑i=1,...,l ki being the total number of
crossing points of L¯ and t =∑i=1,...,l ti being the total number of additional curls yielding a self-framed diagram of L.
Moreover, direct construction allows to check that, if L is a link with l1 components, then the 4-coloured graph
(L¯, d) has exactly one cˆ-residue (resp. l cˆ-residues), for c ∈ {0, 3} (resp. c ∈ {1, 2}).9
Let us now apply the estimation of extended GM-complexity of M3(K,) given by GM-complexity of (L¯, d),
with {, } = {0, 3}.
In order to choose a collection D = {D1, D2, . . . ,D2l−1} of {0, 3}-coloured cycles of (L¯, d) corresponding to a
maximal tree of K1,2, we point out that (L¯, d) contains—besides two {0, 3}-coloured cycle (of length 2(ki + ti )) for
each componentLi of link L—a {0, 3}-coloured cycle (of length four) corresponding to each crossing point of L. Hence,
it is not difﬁcult to check that D = {D1, D2, . . . ,D2l−1} may consist of a {0, 3}-coloured cycle (of length 2(ki + ti ))
for each component Li of link L and of l − 1 {0, 3}-coloured cycles (of length four) corresponding to crossing points
of L that “connect” all the l components of L.
Further, ifD′ is the {1, 2}-coloured cycle of (L¯, d) corresponding to the region R¯ of L¯ with order m, we know that
#V (D′) = 2(m + r), r being the number of additional curls inserted in the boundary of R¯, and that D′ shares exactly
r common vertices with D = {D1, D2, . . . ,D2l−1}; in particular, if Lj1 , . . . , Ljs are the components of L involved in
the boundary of R¯, then (L¯, d) may be constructed so to have r =∑p=1,...,s tjp .
Hence, for any choice of a region 	 ∈ RD,D′ we have
cGM((L¯, d))(8k + 4t) − #(V (D1) ∪ · · · ∪ V (D2l−1) ∪ V (D′) ∪ V (	))
(8k + 4t) −
⎧⎨
⎩[2(k + t) + 4(l − 1)] +
⎡
⎣2
⎛
⎝m + ∑
p=1,...,s
tjp
⎞
⎠− ∑
p=1,...,s
tjp
⎤
⎦+ h
⎫⎬
⎭ ,
where h = #[V (	) − (V (D1) ∪ · · · ∪ V (D2l−1) ∪ V (D′))].
Since h2 obviously holds, the thesis directly follows via Proposition 2:
c(M(L, d)) c˜GM(M(L, d))6k + 2t − 4l − 2(m − 1) −
∑
p=1,...,s
tjp . 
Remark. Note that—with the above notations—the self-framed diagram L˜ of (L, d) obtained from the connected
diagram L¯ by suitable addition of curls has k˜= k+ t crossing points. Hence, Proposition 10 yields c(M3(L, d))cGM
((L˜, d))6k˜−4t−4l−2(m−1)−∑p=1,...,s tjp . In particular, if K¯ is any diagramof a knotK and K˜ is the self-framed
diagramof (K, d)obtained from K¯ by suitable addition of curls, then c(M3(K, d))cGM((K˜, d))6k˜−5t−2(m−1)
follows.
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