Abstract. Many regular graphs admit a natural partition of their edge set into cliques of the same order such that each vertex is contained in the same number of cliques. In this paper, we study the mixing rate of certain random walks on such graphs and we generalize previous results of Alon, Benjamini, Lubetzky and Sodin regarding the mixing rates of non-backtracking random walks on regular graphs.
Introduction
Let G = (V, E) be a connected, non-complete and non-bipartite graph. Assume that its edges are partitioned into a set of cliques K such that each clique in K has the same order l and each vertex of G is contained in precisely d cliques from K. Obviously, |K| = d|V | l and G is d(l − 1)-regular. When l = 2, this is equivalent with G being d-regular and K is just the set of edges of G.
Let ǫ ∈ [0, 1/d] be a fixed constant. In this paper, we study the mixing rate of the following random walk W ǫ on the vertices of G. Start with an arbitrary vertex. In the first step, the current vertex picks one of its d(l − 1) neighbors uniformly at random. In each subsequent step, the walk can stay in the same clique (from K) as the most recent used edge with probability ǫ by uniformly choosing one of the l − 1 neighbors in the current clique, or else it can leave the clique containing the most recent edge with probability 1 − ǫ by uniformly choosing one of its remaining (d−1)(l−1) neighbors. After the first step, the probability of choosing a neighbor in the current clique is p s := ǫ l−1 (we call p s the staying probability) and the probability of choosing a neighbor in a different clique is p l := 1−ǫ (d−1)(l−1) (we call p l the leaving probability).
When l = 2 and ǫ = 1/d, W ǫ is the usual random walk on the vertices of a regular graph G whose behavior is well studied [1, 13] . In particular, it is known that the mixing rate (see Definition 1.1) of such random walk is ρ = max(|λ2|,|λn|) d(l−1) (see [13, Corollary 5.2] is the set of (w 0 , w 1 , · · · , w k ) such that w t ∈ V , w t−1 w t ∈ E for all t ∈ [k], w t−1 = w t+1 ; w t−1 w t and w t w t+1 cannot be both in the same clique from K. Furthermore when ǫ = 0 and l = 2, W ǫ is a non-backtracking random walk on G whose behavior has been studied extensively in recent years [2, 3, 8, 10] . In particular, Theorem 1.1 in [2] will be a special case of our Theorem 1.2.
Define the k-steps transition probability of W ǫ as follows:
uv := P(X k = v|X 0 = u). Note that if ρ(G) < 1, then the k-steps transition probability distribution converges to uniform distribution as k → ∞ (i.e. the total variance of the probability distribution P Let d(l − 1) = λ 1 ≥ λ 2 ≥ λ 3 ≥ · · · ≥ λ n be the eigenvalues of the adjacency matrix of G. Let N be the vertex-clique incidence matrix of G corresponding to the clique partition K. The rows of N are indexed by the vertices of G and the columns are indexed by the cliques in K. For any x ∈ V (G) and K ∈ K, N (x, K) = 1 if x is contained in K and 0 otherwise. It is straightforward that the adjacency matrix of G equals N N t − dI. This implies that λ n ≥ −d. The following are the main results of our paper. its last step with probability ǫ, and then choose its last position with probability 1/(l − 1). This means that we permit a "little" backtracking in each step with probability ǫ/(l − 1). However if ǫ = 0, we have a cliquewise non-backtracking random walk defined in Remark 1.1.
Proofs of main results
Proof of Theorem 1.2. Let G ′ be the bipartite vertex-clique incidence graph of G. More precisely, G ′ will have color classes V = V (G) and K with x ∈ V and K ∈ K being adjacent if and only if x ∈ K. Clearly, G ′ is a bipartite (d, l)-biregular graph with each vertex in V having degree d and each vertex in K having degree l. A k-step random walk x 0 → x 1 → · · · → x k on G is equivalent to a 2k-step random walk
Also, by our setting K i = K i+1 with probability ǫ, for 0 ≤ i ≤ k − 1; and
We define the weight of walk on G ′ to be δ m if this walk backtracks exactly m times. If m = 0, the weight of such a walk will be 1 and the walk is nonbacktracking. If ǫ = 0 or 1/d, which implies δ = 0 or 1 respectively, then the weight will reduce to the number of walks. A walk in G ′ can only backtrack on the color class corresponding to the vertices of G. This means that consecutive steps of the form K → x → K are allowed, but consecutive steps of the form x,y equals the sum of the weights of all walks of length k from x to y in G ′ . Let R (k) be the upper left n × n principal matrix of A (2k) and V (k) be the upper left n × n principal matrix of A (2k−1) A. We claim that the probability transition matrix corresponding to the random walk W ǫ equals (2.1)
Recall that W ǫ is a random walk on the vertices of G with a clique partition K that works as follows. After picking a neighbor at random in the first step, the walk will continue by picking a neighbor of the current vertex with the probability of choosing a neighbor in the current clique being p s := ǫ l−1 and the probability of choosing a neighbor in a different clique being p l :=
To prove (2.1), we only need to observe that by our definition of δ, note that each walk with k steps containing exactly m times staying in its previous clique is assigned a probability of
Let U k (x) be the Chebyshev polynomials of the second kind of degree k ≥ 0:
U k (cos(θ)) = sin (k + 1)θ sin θ It is known that these polynomials satisfy the recurrence relation
We claim that (2.8)
where R = R (1) , i.e. the adjacency matrix of G. To prove this claim, we will first obtain a recurrence relation for the matrices A (k) which will enable us to find a recurrence relation for the matrices R (k) . The result will then follow by induction on k.
Clearly
If K is a clique in K and y ∈ K in G, then the weight of the walk: K → y → K is δ. Therefore the sum of the weights of all walks from K to K with length 2 is lδ. Thus, A (2)
For k ≥ 2, we claim that
A * ,y equals the sums of the weights of the walks * = w 0 , w 1 , . . . , w k = K of length k from * to K, where K ∈ K ranges through all neighbors of y in G ′ . If w k−1 = y then * = w 0 , w 1 , . . . , w k = K, w k+1 = y is a walk of length k + 1 with no backtracking at the last step and the total weight of such walks is A If * ∈ V (G ′ ) = V ∪ K and K ∈ K, then A (k) A * ,K equals the sums of the weights of the walks * = w 0 , w 1 , . . . , w k = z of length k from * to z, where z ∈ V ranges through all neighbors of K in G ′ . If w k−1 = K then * = w 0 , w 1 , . . . , w k = z, w k+1 = K is a walk of length k + 1 with no backtracking at the last step and the total weight of such walks is A (k+1) * ,K . If w k−1 = K, then the weight of all walks * = w 0 , w 1 , . . . , w k with w k−1 = K is (l − 1)(1 − δ)A (k−1) * ,K , where l − 1 comes from the l − 1 choices of w k such that w k = w k−2 and 1 − δ comes from the fact that for every such walk, we need to keep the δ-portion of backtracking at the last step.
Using (2.9), (2.10), (2.11), we obtain the following recurrence relations:
With R = R (1) , a simple calculation yields (2.12)
We will use strong induction on k to prove our claim (2.8) . For the base case k = 1, by plugging in
2 − 1, we have
Also, for k = 2, we have that
For the induction step, assume that (2.8) is true for every l ≤ k and we will prove it for k + 1. Because q k is a linear combination of Chebyshev polynomials, we have the recurrence relation q k+1 (y) = 2yq k (y) − q k−1 (y) for every k ≥ 1. Therefore we have
This completes the induction process.
Let 1 = µ 1 (k), µ 2 (k), · · · , µ n (k) denote the eigenvalues of P (k) , and let
We claim that
To see this, note that the unit vector
corresponding to the eigenvalue µ 1 = 1. Therefore
On the other hand
Using (2.1) and that R = R (1) is the adjacency matrix of G, we get that (2.15)
where λ i is the i-th largest eigenvalue of R. We will use the following lemma whose proof is contained in the Appendix.
Thus, if l(1 − δ) ≤ d, by (2.14), (2.15) and (2.16), we obtain that
The random walk W ǫ will converge to uniform distribution ifρ < 1. This would be implied by
We will verify (2.18) in the following argument. If λ 2 ≥ (l − 2)(1 − δ), then since G is connected, λ 2 < d(l − 1) and therefore,
From the observation contained on page 2 just before Theorem 1.2, we know that
and, since the graph is non-bipartite, λ n > −d. Consequently, we have that
Lastly 
In fact, by the fact that δ → 1 when ǫ → 1/d, we get that
.
This finishes the proof of the case
where
Because ψ(y) ≥ 1 for all y, we deduce that since there exists some i such that
Note that the random walk W ǫ converges to uniform distribution in this case as well. If λ i = λ i+1 = · · · = λ n = −d where i is the smallest index with this property, then the mixing rate is
To make sure that this is strictly less than 1, we need λ
, then we have the same argument as in the proof of the case
On the other hand, for λ i−1 , we can use the same argument as that of λ 2 by noting that
Proof of Corollary 1.3. Substitute δ by 0 in Theorem 1.2.
3. Comparing the mixing rates of simple, non-backtracking and cliquewise non-backtracking random walks 3.1. The mixing rates of the usual random walk and the cliquewise non-backtracking random walk. 
are true, then ρ < ρ, where ρ is the mixing rate of the simple random walk on G andρ is the mixing rate of the cliquewise non-backtracking random walk on G.
Proof of Corollary 3.1. As mentioned in the introduction, it is known that ρ = 
. We will discuss in three cases.
• Case 1:
For Case 1, we claim that this case implies λ 2 ≥ l − 2. Because if otherwise then we have
which means that G is complete, contradicts to our assumption on G. Therefore it is clear that λ 2 > |λ n | as l − 2 > 0. So for this case, we have
Note that, since the graph G is connected, then
Thus we have
by (3.5)
= ρ which provides Case 1. For Case 2, we have
So it suffices to prove
and, because of d ≥ l and the fact that λ n ≥ −d
Thus the left hand side of (3.8) is:
which provides Case 2.
For Case 3, we claim that this case still implies that λ 2 ≥ l − 2 (by which we will derive the value of ρ). To see this, the fact |λ n | ≤ |λ 2 | and the fact that G is not complete imply that λ 2 ≥ 0. Further if λ 2 ≤ l − 2, we have that
2 by the fact that d ≥ l, which is impossible. So we have
So it suffices to prove (3.12)
In this case, we still have (3.9) holds. Therefore by the same argument of Case 2, the left hand side of (3.12) is:
which ends the proof of Corollary 3.1. • For Case 1,
• For Case 2,
Proof of Corollary 3.2. For Case 1, we have, by (3.1) and (3.2) and the fact that ψ(x) ≥ x, we have
which attains its minimum at λ 2 = 2 (d − 1)(l − 1)+(l−2), which provides (3.13). To see this bound is not trivial, just note that 2 (d − 1)(l − 1) + (l − 2) > (l − 2), therefore the right hand side of (3.13) is positive.
For case 2, by (3.6) and (3.7) and the fact that ψ(x) ≥ x, we have
which attains its minimum at |λ n | = d, which provides (3.14).
For case 3, by (3.10) (3.11) and the facts that ψ(x) ≥ x and |λ n | ≥ λ 2 − 2(l − 2), we have
which provides (3.15) . To see that this is not a trivial bound, it suffices to prove that
This is clear because d ≥ l, therefore
which ends the proof of Corollary 3.2.
Remark 3.2. In Corollary 3.2, if we set l = 2, then all cases reduce to
which is the same as Corollary 1.2 in [2] .
3.2.
Comparison of the mixing rates of the non-backtracking random walk and the cliquewise non-backtracking random walk. 
Define ρ ′ as the the mixing rate of a non-backtracking random walk on G, then if λ := max λ2,λn |λ i − (l − 2)| ≥ 2 (d − 1)(l − 1), then we have the following 5 cases:
then the ratio:
, then the ratio:
Moreover, we have
Before proving Corollary 3.3, we need to prove that our classification in Corollary 3.3 is reasonable.
which means that the five cases are reasonable.
Proof of Claim 1. The first inequality is by the fact that
The third inequality is by the fact that
To see the last inequality, we will prove that for every x ∈ [0, l − 2]:
Then setting x = l − 2. In fact, we have the left hand side equals to the right hand side when x = 0, then (3.21) holds if the derivative of the left hand side is larger tan 0. This is clear since 1
which provides Claim 1.
Proof of Corollary 3.3. As showed in [2] ,
where ψ is the same as our definition of ψ.
1. For case 1, we claim that case 1 implies that λ 2 ≥ l −2. Because if otherwise, then we have (l − 2) − λ 2 ≥ (l − 2) − λ n , therefore λ 2 ≤ λ n , which means λ 2 = λ n , contradicts to the fact that G is not complete. Therefore we have
We claim that ρ/ρ ′ is increasing in λ 2 . In fact, we will show that for a := l − 2,
. Consider the numerator of the derivative of f (x):
Furthermore we claim that
therefore the last equation is non-negative, which provides our previous claim. In fact, (3.26) comes from the fact that x ≥ 2 (d − 1)(l − 1) + (l − 2) ≥ l − 2 = a by Claim 1. For (3.27), note that (3.28)
This is clear since
2 . Thus, ρ/ρ ′ attains its maximum at λ 2 = d(l − 1) − 1 (since G is not complete) and its minimum at 
2. For case 2, we have that both |λ n | and |λ 2 | are no-larger than 2 d(l − 1) − 1.
. So we have the mixing rates:
therefore ρ/ρ ′ attains its maximum at |λ n | = 2 d(l − 1) − 1 and its minimum at
, which provides (3.17).
Remark 3.4. To get a simpler upper bound of D(d, l), note that
where the inequality is by the fact that
and this bound is simpler than D(d, l) but is not sharp. because if l = 2, then the D(d, 2) is 1, but the this bound is 2.
3. For case 3, we have |λ n − (l − 2)| ≥ |λ 2 − (l − 2)| and |λ n | ≤ λ 2 . Thus we have
Moreover, since (3.29) and (3.30) hold at |λ n | = 2 d(l − 1) − 1 and λ 2 = 2 d(l − 1) − 1, thus the corresponding discussion in Case 2 is valid, which yields the same upper bound with Case 2. For the lower bound, we have that at
which is equivalent to the lower bound of Case 1. Therefore Case 3 shares the same lower bound with Case 1. 4. For case 4, we firstly claim that |λ n − (l − 2)| ≥ |λ 2 − (l − 2)|. To see this, if λ 2 ≥ l − 2, we already have |λ n | ≥ λ 2 , therefore
we have the mixing rates:
We claim that ρ/ρ ′ is decreasing in |λ n |. In fact, we will show that for a := l − 2, b := 4(d − 1)(l − 1), c := 4(d(l − 1) − 1), the function defined by:
Consider the numerator of the derivative of f (x):
Furthermore we claim that √ x 2 − c − (x + a) 2 − b ≤ 0 therefore the numerator is non-positive, which provides our previous claim. To see this, note that 
where the last inequality is by the fact that
For case 5, we firstly claim that Case 5 implies λ 2 ≥ l −2. In fact, |λ n | ≤ |λ 2 | implies λ 2 ≥ 0, otherwise we have λ n ≥ λ 2 , contradicts to the fact that G is not complete. Then suppose λ 2 ≤ l − 2, we have that
On the other hand |λ n | ≤ λ 2 ≤ l − 2, so we have 2 d(l − 1) − 1 ≤ l − 2, which contradicts to Claim 1. So we have the mixing rates:
, similar to Case 4, we have the same upper bound D(d, l) with Case 4. For the lower bound, we have ρ/ρ ′ ≥ ρ(|λ n |)/ρ ′ |λ n | + 2(l − 2) by the fact that λ 2 −(l −2) ≤ |λ n |+(l −2). We claim that ρ(|λ n |)/ρ ′ |λ n |+2(l −2) is increasing in |λ n |. In fact, we define
where f (x) is defined in (3.25). Therefore
, ∞) by Claim 11. Therefore it attains its minimum at |λ n | = 2 d(l − 1) − 1, which provides (3.20) . To see that
On the other hand, in order to prove
Therefore we have
To see the last inequality, we have that f (x) is actually increasing on
by (3.26) and (3.28) in the proof of Case 1. And it is easy to verify that 2
is decreasing for l ≥ 3, to see this, substituting l by k + 1 with k ≥ 2, we have 
where A(d, l) and C(d, l) are defined in Corollary 3.3.
Proof of Corollary 3.4. Define λ
We need to use Theorem 1 in [7] : If the diameter of G is ≥ 2k + 2 ≥ 4, then
, then the diameter will converge to infinity, which is greater than 4 as n large enough. So by this theorem, we have
On the other hand, we have
which provides (3.39). The result (3.40) is by (3.44) and the fact that
Remark 3.7. A special case is l = 2, then λ = λ ′ and (3.38), (3.39) yield:
, this is the same as the conclusion of Corollary 1.2 in [2] . And (3.40) yields ρ/ρ = 1.
Examples
The readers less familiar with some of the notions used in this section (partial geometry, point graph, Latin square graphs) may wish to consult [5, 9, 16] .
Corollary 4.1. Suppose G is the point graph of a partial geometry pg(K, R, T ), then if R ≥ 3, K ≥ 3, R ≥ K, the cliquewise non-backtracking random walk converges slower than the non-backtracking random walk, in other words,ρ > ρ ′ . Moreover,ρ
Proof of Corollary 4.1. We have that G is a d(l − 1)-regular graph as defined in the first section, with d = R, l = K. We have
On the other hand, since |λ n | = R ≥ |K − 1 − T | = |λ 2 |, we have
, we havẽ
To seeρ/ρ ′ > 1, note that this is equivalent to
which is clearly true. Proof of Corollary 4.2. 1. We have, since T ≤ R ≤ K − 1,
Remark 4.1. In Corollary 4.1, the reason why we assume
Thus by Corollary 1.3 and the fact that pg(K, R, T ) has only three eigenvalues, the mixing rate,ρ, of the cliquewise non-backtracking random walk satisfies
which ends the proof of 1.
2. If
Hence we have
which ends the proof of 2. 3. We have T = 1, hence
We firstly consider the case when R ≤ (K − 3)/4 + 5/ 4(K − 1) , we have
and
then we have
It can be shown thatρ/ρ ′ is increasing with respect to R, in fact, from the last equation, define
is increasing with respect to R by noting that the function f (x) := x + (K − 2)/x is increasing for x ≥ √ K − 2 and (K − 1)(R − 1) ≥ √ K − 2. On the other hand,
is increasing with respect to R. Thereforeρ/ρ ′ attains its maximum at R = (i.e. upper bound). On the other hand,ρ/ρ ′ attains its minimum at R = 2, thus the lower bound:ρ
, hence (4.7), (4.8), (4.9) and (4.10) hold. Since (4.10) is increasing with respect to R, so we only need to verify that (4.10)< 1 for R = K/4 − 1. We have, at
where B(R) is defined by (4.11). Since B(R) is increasing with respect to R, therefore we have
We claim that (4.12)≤ 1 for K ≥ 17 and hence (4.10)< 1 if K ≥ 17, in fact, it suffices to prove that for K ≥ 17,
which is obviously true. On the other hand, if K < 17, then by our assumption 2 ≤ R ≤ K/4 − 1 ⇒ K ≥ 12. Thus we have six possibilities, they are: (2, 13) , (2, 14) , (2, 15) , (2, 16) .
Proof of Corollary 4.4. We have
Since we have d < l and λ n = −d, then by Corollary 1.3, we havẽ ρ = 1
For ρ ′ , we clearly have
We have the following inequality forρ/ρ ′ :
We claim that f (l) < 1 for l ≥ 23, thereforeρ/ρ ′ < 1 for l ≥ 23. In fact, we have
We have
On the other hand, if 9 + 2 √ 14 < l < by (4.18), which ends the proof of Corollary 4.4.
Suppose that we have t orthogonal l × l Latin squares with t < l − 2 and l > 3. Consider the partial geometry induced by these Latin squares and the point graph of this partial geometry. Then we have d = t + 2 < l, λ 2 = l − t − 2 > 0 and λ n = −t − 2. Then by Corollary 1.3 and by the fact that 2 (t + 2)(l − 1) > 2(t + 1) > t = |λ 2 − (l − 2)|, the mixing rate of the cliquewise non-backtracking random walk equalsρ = 1 (t + 1)(l − 1) .
The mixing rate ρ ′ of the non-backtracking random walk will be
To see this, firstly note that if λ 2 ≥ |λ n |, then the fact l ≥ 3(t+2)+2 (2t + 5)(t + 1) is equivalent to λ 2 ≥ 2 d(l − 1) − 1. On the other hand, if λ 2 ≤ |λ n |, then we have |λ n | = t + 2 ≤ 2 (t + 2)(t + 2) − 1 ≤ 2 d(l − 1) − 1. Therefore we have if t + 2 < l ≤ 3(t + 2) + 2 (2t + 5)(t + 1),
The case that l ≥ 3(t + 2) + 2 (2t + 5)(t + 1) will be a bit more complicated. But we have that
(by the fact that l ≥ 2(t + 2) ⇒ l − (t + 2) ≥ l/2)
So a sufficient condition forρ < ρ ′ is that l ≥ 16(t + 2) 2 /(t + 1). Moreover, we have, by (4.19),ρ
Moreover if t = 1, we obtain Corollary 4.4.
Appendix
Before proving Lemma 2.1, we firstly state a well known result:
Lemma 4.5. Define T as the unit circle in C. If θ/π / ∈ Q, then the range of e ikθ : Z → T is dense on T.
Proof of Lemma 2.1.
Therefore lim sup k→∞ |q k (y)| 1/k ≤ 1. Next, if θ/π ∈ [0, 1/2]\Q, take a sequence of integers k j such that lim j→∞ sin(k j + 1)θ = 1 by Lemma 4.5. So we have lim j→∞ sin k j θ = cos θ > 0 by the fact that e i(kj +1)θ → i, which yields
On the other hand, if d = 2 and δ = 0, we have l(1 − δ) > d by the assumption of the lemma, therefore l > d = 2, which yields 
