In this paper, we discuss nonlocal Cauchy problems for fractional order nonlinear differential systems. Firstly, an important matrix associated with fractional order and two functionals are constructed. Further, some sufficient conditions which guarantee such matrix convergent to zero matrix are presented. Secondly, by using three fixed point theorems via the techniques that use convergent to zero matrix and vector norm, some existence results for the solutions of such fractional order nonlinear differential systems are given under different conditions. Finally, some examples are given to illustrate the results.
Introduction
In 1695, the concept of fractional derivative appeared for the first time in the famous correspondence between L'Hospital and Leibniz. Thereafter, many mathematicians have further developed this area and we can mention the studies of Euler, Laplace, Fourier, Abel, Liouville, Riemann, Weyl, Riesz, Caputo, Hadamard, Erdélyi, Kober, Grünwald and Letnikov. In the past fifty years, fractional calculus has played a very important role in various fields such as mechanics, electricity, chemistry, biology, economics (notably control theory) and signal and image processing.
It is well known that fractional derivatives provide an excellent tool for the description of memory and hereditary properties of various materials and processes. In particular, fractional order differential equations appear naturally in the fields such as viscoelasticity, electrical circuits, nonlinear oscillation of earthquake etc. There are some remarkable monographs that provide the main theoretical tools for the qualitative analysis of fractional order differential equations, and at the same time, show the inter-connection as well as the contrast between integer order differential models and fractional order differential models, such as [1] [2] [3] [4] [5] [6] [7] [8] [9] . On the one hand, there has been a significant development in Cauchy problems, boundary value problems, nonlocal problems, impulsive problems and iterative problems for fractional order differential equations and related optimal controls, feedback control and controllability, as seen in the papers . On the other hand, there are few works on the same topic for systems of nonlinear fractional order differential equations,as seen in [35] [36] [37] [38] [39] [40] . Recently, Dong et al. [18] studied the following nonlocal Cauchy problems for fractional order differential equations in a Banach space X :
(1) where the symbol D 0 denotes the Caputo fractional derivative of order with the lower limit zero, F : J ×X → X is strongly measurable with respect to the first variable and continuous with respect to the second variable and nonlocal term G : C (J X ) → X . By virtue of fractional calculus and Banach, Krasnoselskii fixed point theorems, some existence results of solutions for the equation (1) are presented when F and G satisfy Lipschitz continuous and linear growth conditions, which extended the results in [19] to infinite dimensional spaces. It is remarkable that Nica [41] applied a new method to study the following nonlocal Cauchy problems for first order nonlinear differential system:
where [18, 41] , we discuss nonlocal Cauchy problems for fractional order nonlinear differential systems as follows:
Let By using standard methods via fractional calculus (see Definitions 1-3), it is not difficult to verify that the system (3) is equivalent to the following integral system in
Consequently, existence of solutions for the system (3) can be turned into a fixed point problem in C [0 1] 2 for an operator T defined as follows:
where T := (T 1 T 2 ) and T 1 , T 2 are given by
Inspired by the approach in [18, 41] , we construct an important matrix M α β associated with the fractional order and functionals α β and give some sufficient conditions to guarantee M α β convergent to zero matrix. Then, we can apply some possible fixed point theorems via the techniques that use convergent to zero matrix and vector norm to derive the existence results of solutions for the system (3) under different conditions.
Preliminaries
We recall some basic definitions of the fractional integrals and derivatives. For more details on fractional calculus, see Kilbas et al. [3] .
Definition 1.
The fractional order integral of the function ∈ L 1 ([ ] R) of order ∈ R + is defined by
where Γ is the Gamma function.
Definition 2.
For a function given on the interval [ ], the th Riemann-Liouville fractional order derivative of , is defined by 
Definition 3.
The Caputo derivative of order for a function : [ ] → R can be written as
We recall the following fundamental definitions, properties and results [41] [42] [43] which will be used in the sequel.
Definition 4.
( [43] ) A square matrix M is said to be convergent to zero if M → 0 as → ∞. 
Lemma 5. (Lemma 2, [43]) The following statements are equivalent: (i) M is a square matrix convergent to zero. (ii) I − M is nonsingular and (I

Lemma 6.
(Lemma 1.1, [41] ) If A is a square matrix that converges to zero and the elements of another square matrix B are small enough, then A + B also converges to zero.
Definition 7.
( [41, 42] ) Let X be a nonempty set. By a vector-valued metric on X we mean a mapping :
In general, we call (X ) a generalized matrix space whose convergence and completeness are similar to the usual metric spaces.
Definition 8.
( [41, 42] ) An operator T : X → X is called contractive associated with the above on X , if there exists a convergent to
We recall three well-known fixed point theorems. For the proofs and more information we refer the reader to [44] [45] [46] [47] . To end this section, we introduce a square matrix
Theorem 9. (Perov fixed point theorem) Suppose that (X ) be a complete generalized metric space and T : X → X a contractive operator with Lipschitz matrix M. Then T has a unique fixed point * and for each
where > 0 = 1 2 and
As an application of Lemma 5, we give some sufficient conditions which will guarantee M α β convergent to zero.
Lemma 12.
The matrix M α β defined in (5) Proof. It is easy to obtain
which implies the following three possible cases:
when ∆ = 0;
By virtue of Lemma 5 (iii) and making some necessary computation, we can derive the conclusion immediately.
Assumptions and main theorems
We state the following assumptions:
[H1]: : J × R 2 → R are jointly continuous functions and for all ¯ ¯ ∈ R, some > 0 = 1 2, such that
: J × R 2 → R are Carathéodory functions, and for all ∈ R, some > 0 = 1 2 such that
: J × R 2 → R are Carathéodory functions, and for all ∈ R and some > 0 = 1 2 such that
where 0 < γ θ < 1 = 1 2.
[H1 ]: : J × R 2 → R are Carathéodory functions, and for all ∈ R and some > 0 = 1 2 such that
where γ θ > 1 = 1 2.
[H1 ]: : J × R 2 → R are jointly continuous functions, and for all ∈ R and ∈ [0 1] such that
where 
implies |ρ| E ≤ R 1 , where
Under the above assumptions, we can derive the following theorems.
Theorem 13.
Assume 
Proofs of the main theorems
In this section, we will apply Theorems 9-11 to prove the above existence results of the system (3).
According to [H3] and Theorem 5 (iv), one can find that I −M α β is invertible and its inverse (I −M α β ) −1 has nonnegative elements. Then we define
HereM 1 = 1 max ,M 2 = 2 max with max = max ∈J | ( 0 0)|, max = max ∈J | ( 0 0)|. In order to apply Perov fixed point theorem, we divide our proof into two steps.
Step 1. We check the operator T defined in (4) maps U into U. For that, for any ( ) ∈ U and 0 < 1 < 2 < 1, by using [H1] and [H2], one can obtain
where M 1 = sup ( )∈J× U | ( )|. As a result,
Moreover, we find that
Note that
Submitting (7) to (6), we have 
whereM 2 = 2 max .
Combining (8) and (9) we obtain
Step 2. We verify that T defined in (4) is a generalized contraction. In fact, for all ( ) (¯ ¯ ) ∈ U, let¯ 1 = 1 (· ¯ ¯ ), using [H1] and [H2], we have
which yields that
Submitting (11) to (10), we have
Similarly, we can obtain
We can then put (12) and (13) together and rewrite as
Now, one can apply Theorem 9 to derive the desired result due to [H3]. The proof is completed.
Proofs of Theorem 14.
Let
It is obvious that U is a nonempty, bounded, closed and convex subset of C [0 1] 2 . In order to apply Schauder's fixed point theorem, we divide our proof into three steps.
Step 1. We show that T (U) ⊂ U. 
Submitting (15) to (14), we have
Similarly, we have
Combining (16) and (17) we obtain
In what follows, we will prove that the operator T is completely continuous.
Step 2. We show that the operator T is continuous. Let ( ) be a sequence such that ( ) → ( ) in U. Denote 1 (·) = 1 (· (·) (·)) and 1 (·) = 1 (· (·) (·)). Then for each ∈ J, we have
Similarly, one can show that T 2 is continuous. Thus, T is continuous since T 1 and T 2 are continuous.
Step 3. We verify that T (U) is relatively compact. It follows from T (U) ⊂ U that T (U) is uniformly bounded. Now, we only need to show that T is an equicontinuous operator. In fact, for any ( ) ∈ U and 1 2 ∈ J with 1 < 2 , we can obtain
Similarly, we obtain
From the above facts, we know that T (U) is an equicontinuous set. Hence T (U) is relatively compact. Finally, one can apply the Theorem 10 to show that the system (3) has a solution in U. This completes the proof.
Proofs of Theorem 15.
Define For any ( ) ∈ U , one can obtain
Next, one can repeat the same arguments in the proofs in Theorem 14 to obtain the desired result.
Proofs of Theorem 16.
Define
For any ( ) ∈ U , one can obtain
Next, one can repeat the same arguments in the proofs in Theorem 14 again to obtain the desired result. So we omit the rest proof.
Proofs of Theorem 17.
We will work in X = C [0 1] 2 with the norm X . Let R > R 1 and consider the mapping T :
≤ R}. In order to apply Leray-Schauder fixed point theorem, we divide our proof into two steps.
Step 1. We show that T is a completely continuous operator. From Theorem 14, we obtain that T is continuous. Hence, we need to prove that T (B R ) is relatively compact set. Firstly, we show that T (B R ) is uniformly bounded. For any ( ) ∈B R , ∈ J, we have
which implies that T 1 (B R ) is uniformly bounded. Similarly, we can show that T 2 (B R ) is also uniformly bounded. Thus, T (B R ) is uniformly bounded. Secondly, we show that T (B R ) is an equicontinuous set. In fact, for any ( ) ∈B R and 1 2 ∈ J with 1 < 2 , we obtain
From the above facts, we know that T (B R ) is an equicontinuous set. As a result, T (B R ) is relatively compact set.
Step 2. We prove that the set { : = λT ( ), for λ ∈ [0 1]} is bounded where = ( ). Then, for ∈ [0 1], we have
Similarly, one can obtain
It follows from (19) and (20), we have
which yields that |ρ| E ≤ R 1 due to [H4]. Since |ρ| E = X and R 1 < R, one has X < R. Now one can apply Theorem 11 to obtain the existence result.
Examples
In this section, we give some examples to illustrate our existence results.
Example 18.
Consider the following fractional order system: It is obvious that
Moreover, it follows Now all the assumptions in Theorem 15 are satisfied, the system (23) has at least one solution.
Conclusion
In this paper, we study a system of two scalar fractional order nonlinear differential equations with Caputo fractional derivatives under nonlocal Cauchy conditions. By utilizing fixed point theorems, the techniques that use convergent to zero matrix and vector norm, existence results for the solutions to the considered system are derived when the nonlinear terms satisfy Lipschitz condition, linear growth condition and sublinear growth condition respectively.
