In this paper, we construct the simultaneous confidence band (SCB) for the nonparametric component in partially linear panel data models with fixed effects. We remove the fixed effects, and further obtain the estimators of parametric and nonparametric components, which do not depend on the fixed effects. We establish the asymptotic distribution of their maximum absolute deviation between the estimated nonparametric component and the true nonparametric component under some suitable conditions, and hence the result can be used to construct the simultaneous confidence band of the nonparametric component. Based on the asymptotic distribution, it becomes difficult for the construction of the simultaneous confidence band. The reason is that the asymptotic distribution involves the estimators of the asymptotic bias and conditional variance, and the choice of the bandwidth for estimating the second derivative of nonparametric function. Clearly, these will cause computational burden and accumulative errors. To overcome these problems, we propose a Bootstrap method to construct simultaneous confidence band. Simulation studies indicate that the proposed Bootstrap method exhibits better performance under the limited samples.
Introduction
In the literature, there were a large amount of studies about parametric linear and nonlinear panel data models, and Arellano (2003) , Baltigi (2005) , and Hsiao (2003) Recently, the fixed effects models are frequently used in econometrics and biometrics.
In this paper, we consider the following partially linear panel data models with fixed effects:
Y it = X τ it β + g(Z it ) + α i + V it , i = 1, · · · , n, t = 1, · · · , T, In this paper, combining the idea of least-squares dummy-variable approach in parametric panel data models with the local linear regression technique in nonparametric models, we use the profile least-squares dummy-variable method proposed in Su and Ullah (2006) to remove the fixed effects, and further obtain the estimators of parametric and nonparametric components, which do not depend on the fixed effects. Under some suitable conditions, we establish the asymptotic distribution of their maximum absolute deviation between the estimated nonparametric component and the true nonparametric component, and hence the result can be used to construct the simultaneous confidence band of the nonparametric component. In order to construct the simultaneous confidence band based on the asymptotic distribution, we first need to estimate the asymptotic bias and conditional variance, and choose the bandwidth for estimating the second derivative of nonparametric function. These will cause computational burden and accumulative errors, and it becomes difficult for the construction of the simultaneous confidence band.
To overcome these problems, we further propose a Bootstrap method to construct the simultaneous confidence band of the nonparametric component in model (1.1).
The rest of the paper is organized as follows. In Section 2, we use the profile leastsquares dummy-variable approach to obtain the estimators of the parametric and nonparametric components, and present the asymptotic properties. In Section 3, we propose the Bootstrap method to construct the simultaneous confidence band. In Section 4, simulation studies are used to illustrate the proposed method under the limited samples. The technical proofs of the main theorems are presented in the Appendix.
2 Estimation procedure and asymptotic properties
Estimation procedure
Let {(Y it ; X τ it , Z it ), i = 1, · · · , n, t = 1, · · · , T } be an independent identically distributed (i.i.d.) random sample which comes from model (1.1). In this paper, we consider the asymptotic theories by letting n approach infinity and holding T fixed. In this section, we consider the estimation procedure to first remove the fixed effects, and further obtain the efficient estimators of parametric and nonparametric components.
For ease of notation, let
Then model (1.1) can be written as the following matrix form,
where I n is an n × n identity matrix, e T is a T -dimensional column vector with all elements being 1, and ⊗ denotes the Kronecker product. Furthermore, by the identification assumption
can be rewritten as
Given α and β, model (2.2) is a version of the usual nonparametric fixed effects panel data model
We first apply the local polynomial method (see the details in Fan and Gijbels, 1996) to
, where h is a bandwidth, and let
In what follows, we outline the estimation procedure for β and g(·).
Given η = (α τ , β τ ) τ , we define the following weighted least-squares objective function
Minimizing the above objective function (2.5) with respect to G(z), we can obtain the solution of G(z) as follows
Define the smoothing operator by
Then, we can define the estimator of g(z) by
where m τ (z) = e τ M(z), e = (1, 0) τ is a 2 × 1 vector.
Since the fixed effects is an n-dimensional unobserved variable, it is difficult to obtain the consistent estimator for the fixed effects. Therefore, we first need to remove the fixed effects from the model, and further obtain the estimators of parametric and nonparametric components. By (2.7), we define the following objective function
where
Taking derivative of (2.8) with respect to α and setting it equal to zero, we have
Obviously, the estimator of the fixed effects depends on β. Based on the idea of leastsquares dummy-variable approach in panel data parametric models and the nonparametric local linear regression technique, we then apply the profile least-squares dummy variable method to estimate parameter vector β.
Plugging (2.9) into (2.8), we then minimize the profile least-squares objective function with respect to β. Thus, we obtain the profile least-squares estimator of β aŝ
By (2.10) and (2.9), we havê
α i = 0 and (2.11), the estimator of
i . By (2.6), (2.10) and (2.11), and some simple calculations, we can obtain the estimator
By (2.7) and (2.12), we get the estimator of g(z) aŝ
Remark 1. From (2.10) and (2.13), it is easy to see that the estimators of β and g(·) do not depend on the fixed effects.
Asymptotic properties
In order to obtain the main results, we first present the following technical conditions.
and Z i can be defined similarly. E X it 2+δ < ∞ and E V it 2+δ < ∞ for some δ > 0. Let
, where f t (z) is the continuous density function of Z it , and f t (z) is bounded away from zero and infinity on [0, 1] for each t = 1, · · · , T . Let (C6) The bandwidth h satisfies that nh 3 / log n → ∞, nh 5 log n → 0, as n → ∞.
where " L −→" denotes the convergence in distribution.
Theorem 2. Assume that conditions (C1)-(C6) hold and h
Then for all z ∈ [0, 1], we have
and if K(A) = 0, 
where d n is the same as d n in the Theorem 2 except that h is replaced by h/(d − c).
Theorem 3 presents the asymptotic distribution of the maximum absolute deviation forĝ ′ (·)
Simultaneous confidence band for the nonparametric function
Since the asymptotic bias and variance ofĝ(·) in Theorem 2 involve some unknown quantities, we cannot apply Theorem 2 to construct simultaneous confidence band of g(·) directly.
In order to construct the simultaneous confidence band of g(·), we first need to get the consistent estimators of the asymptotic bias and variance ofĝ(·). By Theorem 1, the asymptotic bias ofĝ(z) is
Thus, the consistent estimator of the asymptotic bias is bias(ĝ(z)) = h 2 µ 2ĝ ′′ (z)/2, where the estimatorĝ ′′ (z) of g ′′ (z) is obtained by using local cubic fit with an appropriate pilot bandwidth h * = O(n −1/7 ), which is optimal for estimating g ′′ (z) and can be chosen by the residual squares criterion proposed in Fan and Gijbels (1996).
Next we will estimate the asymptotic variance ofĝ(z). For simplicity, suppose that the random errors V it are i.i.d. for all i and t. By the proofs of theorem, we have
Using the similar approximate local homoscedasticity in Li, Peng and Tong (2013), the asymptotic variance ofĝ(z) is defined by
LetV = Y −Ŷ be the residual, whereŶ =ĝ + Xβ + Dα. By (2.10), (2.11) and (2.13), we haveV
Obviously, the residualV does not depend on the fixed effects, and is a linear function of Y . By the normalized weighted residual sum of squares, σ 2 (z) can be estimated bŷ
. we have
where d n is defined in Theorem 2.
By Theorem 4, we construct the (1 − α) × 100% simultaneous confidence band of the nonparametric function g(z) as However, c α and Var(ĝ(z|D)) are unknown. We will get their estimators using the bootstrap method. Suppose that we have the estimatorsĉ α and Var * (ĝ(z|D)) of c α and
Var(ĝ(z|D)), respectively. Then we can obtain the (1 − α) × 100% simultaneous confidence band of g(·) as followsĝ
The Bootstrap procedure is given as follows:
(1) By (2.14), obtain the residualsV = (
(2) For each i = 1, · · · , n, t = 1, · · · , T , obtain the bootstrap error V * it =V it ε it , where ε it are i.i.d. ∼ N (0, 1) across i and t. Generate the bootstrap sample member Y * it by Y * it =Ŷ it + V * it , i = 1, · · · , n, t = 1, · · · , T . (3) Given the bootstrap resample {(Y * it , X it , Z it ), i = 1, · · · , n, t = 1, · · · , T }, obtain the estimators of β and g(·), and denote the resulting estimate byβ * andĝ * (·), as the bootstrap estimators of β and g(·), respectively. 
Use the upper α percentileĉ α of T * k , k = 1, · · · , N, to estimate the upper α quantile c α of T .
We can construct the (1 − α) × 100% simultaneous confidence band of g(·) by (3.1) when we obtain the estimators of c α and Var(ĝ(z|D)).
Simulation studies
We conduct simulation studies to assess the performance of our proposed method. Our simulated data are generated from the following model: In this simulation, we only consider α i are correlated with the covariate Z i. , and generate In our simulation studies, we apply the Epanechnikov kernel K(z) = 0.75(1 − z 2 ) + for estimating the nonparametric function. Finding an appropriate bandwidth can be of both theoretical and practical interest. To implement the estimation procedure described in Section 2, we need to choose the bandwidth h. One can select h by minimizing the generalized cross validation criterion. Here we use the following cross validation method to automatically select the optimal bandwidth h CV .
where Y
−it it
denote the fitted values that are computed from data with measurements of
. The cross validation bandwidth h CV is then defined to be the minimizer of CV(h).
We fix T = 5 and examine the finite sample performance of the proposed method when the sample size is taken as n = 100, 150 and 200. For each case, 1000 replicates of simulated realizations are generated, and the nominal level is taken as 1 − α = 0.95.
The results are given in Tables 1-2 and Figure 1 . Table 1 gives the bias, the standard deviation and the mean squared error of the estimatorβ for c = 0 and c = 1. From Table 1 , we can find that the bias, the standard deviation and the mean squared error are decreased as the sample size n increases for two cases. For the same sample size n, the results of c = 1 are better than those of c = 0. Model (4.1) is reduced to partially linear random effects model when c = 0. From (2.10) and (2.13), it is easy to see that, in order to remove the fixed effects from the model, we loss some sample information to obtain the estimators of parametric and nonparametric components. So the profile least-squares dummy-variable method is not suitable for the partially linear random effects model, and the resulting estimators of parametric and nonparametric components are not efficient.
Thus, we need develop the effective estimation procedure to estimate the random effects models, such as the generalized profile least squares method or the generalized estimating equation (GEE).
Based on the asymptotic distribution and the Bootstrap method, Table 2 gives the average probabilities of the simultaneous confidence band for the nonparametric function g(·) when the nominal level is 1−α = 0.95, where "method one" denotes the method based on asymptotic distribution and "Bootstrap" denotes the method based on the Bootstrap procedure in Table 2 . For the bootstrap procedure, we use M = 200 bootstrap replications to estimate c α and Var(ĝ(z|D)).
From Table 2 , it is easy to see that the average coverage probabilities of the simultaneous confidence band for the nonparametric function obtained by the two methods tend to 0.95 as the sample size n increases for three cases. When c = 0, the average coverage probabilities are lower than those of c = 0.5 and 1. In addition, we also can find that the Based on the asymptotic distribution and the Bootstrap method, Figure 1 gives the 95% pointwise confidence bands of g(·) for n = 100, 150, 200 and c = 0, 0.5, 1, respectively. Figure 1 reveals that the performance of asymptotic confidence bands is not worse than that based on the bootstrap procedure. In addition, the confidence bands obtained by the two methods become narrow as the sample size n increases for three cases. From Table 2 and Figure 1 , it is easy to observe that, although the bootstrap method works better than the method based on asymptotic distribution, the proposed asymptotic distribution method is comparable with the bootstrap method.
5 Appendix: proofs of the main results 
Lemma 2. Assume that conditions (C1)-(C6) hold, we have
where ζ n = (e n−1 e τ n−1 )(nh) −1 √ ln n.
Lemma 3. Assume that conditions (C1)-(C6) hold, we have
Lemma 4. Assume that conditions (C1)-(C6) hold, we have
Lemma 5. Assume that conditions (C1)-(C6) hold, we have and Lemma 2, we havê
Invoking the Taylor expansion, we have
where Z it is close to z ∈ [0, 1]. By (5.1) and (5.2), we havê
For the first term of (5.3), some simple calculations yield that
(5.4) By (5.3), (5.4) and some calculations, we have
From the results of Lemmas 1-4, it is easy to show that J 11 = o p (1) and J 14 = o p (1).
Again invoking the results of Lemmas 1-3 and β − β = O p (n −1/2 ) in Theorem 1, we can prove that J 15 = o p (1).
Now we consider J 12 and J 13 . Let M (Z it , z) be a typical column of M(z), where
For J 12 , by Lemma 1 and some calculations, we can show that
By Lemma 2 and Lemma 5, and using the same argument for J 13 and some simple calculations, we can show that
V is and Σ g = ν 0σ 2 (z)f −2 (z).
By (5.5) and (5.6), it is easy to obtain that V is . Next, we approximate the process I 1 (z) as follows. Note that
By Lemma 1, we have By (5.13) and (5.14), and invoking the result of Theorem 2, we finish the proof of Theorem 4. ✷
