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WEIGHT THEORY FOR ULTRAPRODUCTS
MARTIJN CASPERS
Abstract. For a family of von Neumann algebras Mj equipped with normal weights ϕj
we define the ultraproduct weight (ϕj)ω on the Groh–Raynaud ultrapower
∏
j,ω
Mj . We
prove results about Tomita-Takesaki modular theory and consider ultraproducts of spatial
derivatives. This extends results by Ando–Haagerup and Raynaud for the state case. We
give some applications to noncommutative Lp-spaces and indicate how ultraproducts of
weights appear naturally in transference results for Schur and Fourier multipliers. Using
ideas from complex interpolation with respect to ultraproduct weights, we give a new
proof of a theorem by Raynaud which shows that
∏
j,ω
Lp(Mj) ≃ L
p(
∏
j,ω
Mj). We
complement the paper by showing that spatial derivatives take a natural form in terms of
noncommutative Lp-spaces.
1. Introduction
Ultraproducts form a very useful tool in the study of Banach spaces. This was first
observed in [DaCa72] after which many applications were found. We mention a couple
here. Firstly in von Neumann algebra theory ultraproducts play a very prominent role. This
was for example the case in the classification of hyperfinite factors [Con76], [Haa87]. Also
Connes’ famous – still unresolved – embedding problem (equivalently the QWEP conjecture)
is formulated in terms of ultraproducts. Recall that it states that every separable II1-factor
embeds in an (Ocneanu) ultraproduct of the hyperfinite II1-factor. There are (further)
strong connections of ultraproducts with free probabiltiy theory, see e.g. [Jun05], [Pop14]
or [Hou15] or model theory/descriptive set theory, see e.g. [FHS13], [BCI16].
A second application can be found in noncommutative harmonic analysis, i.e. harmonic
analysis for nonabelian groups, harmonic analysis on group von Neumann algebras or vec-
tor valued semi-commutative analysis. It is often very useful to asymptotically intertwine
Fourier multipliers to obtain sharp bounds for them or to discretize them. This asymp-
totic intertwining technique or “transference method” was applied in many places, see for
instance [NeRi11], [CaSa15], [CPPR15], [Ric15], [Gon16]. We may view such an asymptotic
intertwining property as a (non-asymptotic) intertwining property between ultraproduct
maps (we omit further details here but refer to these references and further discussions
below).
Whereas the definition of ultraproducts of Banach spaces is rather elementary it is often
quite non-obvious what properties the ultraproduct Banach space has. For example, if
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one takes an ultraproduct of Lp-spaces, it is a non-trivial result that the resulting space
is again an Lp-space. The latter fact is due to Raynaud [Ray02]. In [Ray02] Raynaud
also proved that the ultraproduct of the Tomita–Takesaki modular automorphism group
of states localizes to the modular automorphism group of the ultraproduct state, i.e. the
bounded case of Theorem A below. In addition Raynaud proves a similar result for the
Connes cocycle derivative.
More recently, in [AnHa14] Ando and Haagerup gave a complete outline of different ul-
traproducts of von Neumann algebras and their relations. In particular they considered the
Groh-Raynaud ultraproduct and the Ocneanu ultraproduct and showed that the Ocneanu
ultraproduct is isomorphic to a corner algebra of the Groh-Raynaud ultraproduct. Ando and
Haagerup proved many things about ultraproducts. For example they extended Raynaud’s
results on Tomita–Takesaki theory to ultraproducts of possibly different von Neumann al-
gebras with a new proof. They were also able to answer questions on asymptotic central
sequences, type and factoriality of ultraproducts.
In this paper we shall only be dealing with the Groh-Raynaud ultraproduct whose name
originates from [Gro84] and [Ray02]. Recall that it is defined as follows. Let ω be a
nonprincipal ultrafilter on N and for every j ∈ N let Mj be a von Neumann algebra.
Assume that Mj is represented on the standard Hilbert space Hj . Let H =
∏
j,ωHj be
the ultraproduct Hilbert space. A bounded sequence (xj)ω with xj ∈ Mj acts on H by
(xj)ω(ξj)ω = (xjξj)ω. The closure in the strong topology of such (xj)ω in B(H) is called
the Groh-Raynaud ultraproduct. We denote this ultraproduct by M. In [Ray02] (see also
[Gro84]) it was proved that M∗ ≃
∏
j,ω(Mj)∗ by extending the pairing 〈(ρj)ω, (xj)ω〉 =
limj,ω ρj(xj).
The aim of this paper is the study of ultraproduct weights. Whereas one can easily define
ultraproducts of (normal) functionals it is a priori not clear how ultraproducts of normal
weights should be defined. The problem lies in the fact that there is no bound on a sequence
(ϕj)ω and therefore a naive definition 〈(ϕj)ω, (xj)ω〉 = limj,ω ϕj(xj) does not make sense.
Indeed it could very well be that the right hand side of this expression is non-zero whereas
(xj)ω is (the equivalence class of) the 0 element.
In [AnHa14] ultraproducts of weights were discussed briefly for the first time. The ap-
proach is defined in the case that ϕj is a fixed weight on a fixed von Neumann algebra (i.e.
the weight and von Neumann algebra do not depend on j). In this case one sets (ϕ)ω = ϕ◦E
where E is the conditional expectation of the ultraproduct on the von Neumann subalgebra
of fixed sequences. This gives a different notion of ultraproduct weights than Definition 1.1,
see Remark 4.6. The weights from [AnHa14] are sometimes insufficient for applications. For
example one cannot prove Corollary 5.3 because there is very few control over the supports
of the ultraproduct weights from [AnHa14]. Moreover, typical weights appearing in the
literature do depend on the index. For example the weights occuring in [CaSa15, Section 5]
WEIGHT THEORY FOR ULTRAPRODUCTS 3
are given by Tr(PF · PF ) on B(L2(G)) where F are Følner sets on a locally compact group
G (the Følner sets give the net structure).
In this paper we introduce ultraproducts of weights in the following way.
Definition 1.1. Let ϕj be a normal (not necessarily faithful or semi-finite) weight on Mj .
Then we define the ultraproduct weight ϕ = (ϕj)ω as
(ϕj)ω := sup {ρ = (ρj)ω | ρj ∈ (Mj)+∗ , ρj ≤ ϕj , ‖ρj‖ bounded in j}.
Note that the definition agrees with the ultraproduct of bounded normal functionals. We
now summarize the main results of this paper. Firstly we prove that the modular theory of
an ultraproduct localizes in the sense of the following theorem.
Theorem A. Let Mj be von Neumann algebras with normal, semi-finite, faithful weights
ϕj . Let M =
∏
j,ωMj and let ϕ = (ϕj)ω be the ultraproduct weight on M. Assume that
ϕ is semi-finite. Let pϕ be the support projection of ϕ. Then,
σϕt (pϕ(xj)ωpϕ) = pϕ(σ
ϕj
t (xj))ωpϕ.
We also prove the analogue of Theorem A for cocycle derivatives, see Theorem 4.17.
Theorem A generalizes the result in [Ray02] and [AnHa14] where it was proved for the case
that ϕj ’s are bounded uniformly in j. Note that [Ray02] and [AnHa14] give different proofs.
In this paper we give a third proof through the theory of spatial derivatives. In fact we
prove the following, which is (opposed to Theorem A) new even in the case that the ϕj ’s
are bounded functionals.
Theorem B. Let Mj be von Neumann algebras with normal, semi-finite, faithful weights
ϕj . Let M =
∏
j,ωMj and let ϕ = (ϕj)ω be the ultraproduct weight on M with support
projection pϕ. Assume that ϕ is semi-finite. Let Jj be the modular conjugation acting on the
standard Hilbert space Hj of Mj and let Jω = (Jj)ω which acts on H =
∏
j,ωHj. Suppose
that ψj are normal, semi-finite, faithful weights on the commutant M′j with ultraproduct
ψ = (ψj)ω. Assume that ψ is semi-finite. Let rψ be the support of ψ and set pψ =
JωrψJω, qψ = pψrψ. Assume that pϕ ≤ pψ. Then qψ(H) is an invariant subspace of
(
dϕj
dψj
)
ω
and,
(1.1)
dϕ
dψ
= qψ
(
dϕj
dψj
)
ω
qψ.
The statement of Theorem B uses ultraproducts of positive self-adjoint operators which
we define in this paper and takes values in the extended positive cone. So (1.1) needs to be
interpreted in the extended positive cone of M. Along the way of proving Theorem B we
also discuss whether or not every normal weight onM can be written as an ultraproduct of
weights on Mj. For states this is true, but for weights it no longer holds, see Proposition
4 MARTIJN CASPERS
4.18. In fact it seems that normal, semi-finite and faithful weights on an ultraproduct von
Neumann algebras rarely appear as an ultraproduct.
Using Theorem B we can show that ultraproduct von Neumann algebras admit locally
a nice interpolation structure. As a consequence we reprove Raynaud’s theorem [Ray02,
Theorem 3.1].
Theorem C. We have,
(1.2) Lp(
∏
j,ω
Mj) ≃
∏
j,ω
Lp(Mj).
The crucial novelty lies in how Theorem C was proved, see Theorem 5.2 and Corollary 5.3
(we found it more suitable to surpress these slightly more technical statements in Theorem
C making them more explicit in Section 5). We show that the isomorphism of (1.2) is
canonical and allows us to see
∏
j,ω L
p(Mj) locally as complex interpolation spaces in a
natural way through this isomorphism. In many situations this complex interpolation is
useful. For example in [CaSa15] isometric embeddings of Lp-spaces were considered. It
follows from our result that these isometries may be obtained through interpolation as well.
Similar situations/ideas occur in [CPPR15] and [Gon16].
In the last part of this paper, in Appendix A, we show that spatial derivatives take a
natural form in terms of noncommutative Lp-spaces. These results are probably known
amongst experts but have not appeared in the literature so far.
Structure. In Section 2 we recall preliminaries on ultraproducts and Tomita-Takesaki theory.
Section 3 contains preliminaries on noncommutative Lp-spaces associated with an arbitrary
von Neumann algebra. In Section 4 we introduce and study ultraproducts of weights. In
particular we prove Theorem A and Theorem B. Section 5 is devoted to a proof of Theorem
C. The Appendix A contains explicit forms of spatial derivatives on the standard form. We
use these results in the main part of this paper.
General notation. We use [x] for the closure of an operator x and x · y = [xy].
2. Preliminaries
For standard results on von Neumann algebras we refer to [Tak79] and [Tak00] and
adopt most of its notation. Von Neumann algebras will typically be denoted by M and
N and Hilbert spaces by H. N is usually an arbitrary von Neumann algebra whereas M
shall be an ultraproduct. We use N∗ for the predual and it induces the σ-weak topology
on N . We freely use the various other topologies on N summarized in [Tak79, Theorem
II.2.6]. N+ is the cone of positive (bounded) operators in N and N+∗ the space of positive
normal functionals. For x ∈ N and ρ ∈ N∗ we write ρx for the functional (ρx)(y) = ρ(xy)
and similarly (xρ)(y) = ρ(yx). For ξ ∈ H we write ρξ,ξ for the inner product functional
ρξ,ξ(x) = 〈xξ, ξ〉.
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2.1. Weight theory. Let N be a von Neumann algebra. A weight on N is a map ϕ :
N+ → [0,∞] that satisfies:
(1) ϕ(λx) = λϕ(x) for x ∈ N+ and λ ≥ 0;
(2) ϕ(x+ y) = ϕ(x) + ϕ(y) for x, y ∈ N+.
Alternatively one can say that ϕ preserves convex combinations on the cone N+. We set,
nϕ = {x ∈ N | ϕ(x∗x) <∞}.
From the inequality x∗y∗yx ≤ ‖y‖2x∗x it follows that ϕ(x∗y∗yx) ≤ ‖y‖2ϕ(x∗x) and there-
fore nϕ is a left ideal. We set mϕ to be the span of n
∗
ϕnϕ. Also set m
+
ϕ = mϕ ∩ N+. Then
mϕ is the linear span of m
+
ϕ . Recall the following definitions.
(1) The weight ϕ is called faithful if ϕ(x) = 0, x ∈ N+ implies that x = 0;
(2) The weight ϕ is called semi-finite if nϕ is σ-weakly dense in N . This is equivalent
to σ-weak density of mϕ in N or σ-weak density if m+ϕ in N+;
(3) The weight ϕ is called normal if ϕ(supk xk) = supk ϕ(xk) for every bounded increas-
ing net {xk}k∈K in N+.
Every weight in this paper shall be normal and from this point we assume that so is ϕ.
Let e ∈ N be the projection such that N e equals the σ-strong closure of nϕ. Let f ∈ N
be the projection such that N f equals {x ∈ N | ϕ(x∗x) = 0}. ϕ is semi-finite on eN e and
faithful on fN f . The projection e − f is called the support of ϕ and we denote it by pϕ.
Note that in this paper we also consider supports of weights ψ on the commutant N ′ which
shall be denoted by rψ to distinguish. If N is represented on the standard Hilbert space we
set the opposite support pψ = JrψJ where J is the modular conjugation of the standard
form defined below.
Now assume that ϕ is normal, semi-finite and faithful. We have a non-degenerate inner
product,
nϕ × nϕ → C : (x, y) 7→ ϕ(y∗x),
from which we may complete nϕ to a Hilbert space Hϕ. We write Λϕ : nϕ → Hϕ for the
identification map. nϕ is a σ-weak/norm closed map. We have a normal representation of
N on Hϕ given by πϕ(x)Λϕ(y) = Λϕ(xy) where x ∈ N and y ∈ nϕ. We may identify N
with its image πϕ(N ) and shall omit πϕ in the notation. We let,
S0 : (⊆ Hϕ)→ Hϕ : Λϕ(x) 7→ Λϕ(x∗), x ∈ nϕ ∩ n∗ϕ.
S0 is preclosed and we set is closure to be S. S has polar decomposition S = J∆
1
2 . Here
the anti-linear isometry J is called the modular conjugation and the positive operator ∆ is
called the modular operator. We set σϕt (x) = ∆
itx∆−it, t ∈ R, x ∈ N which is the modular
automorphism group of ϕ. Tomita-Takesaki theory shows that σϕ is a strongly continuous
1–parameter group of automorphisms of N (i.e. the non-trivial part is that it preserves N ).
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We need a couple of standard tools from modular theory. Firstly we set,
Tϕ = {x ∈ N | x is analytic with respect to σϕ and ∀z ∈ C : σϕz (x) ∈ nϕ ∩ n∗ϕ}.
If we view Tϕ as a subset of Hϕ then Tϕ is a Tomita algebra as explained in [Tak00]. For
a, b ∈ Tϕ there exists a normal state ϕab that is defined by
ϕab(x) = ϕ(bxσ
ϕ
−i(a)).
The set of such states is dense in N∗. If ϕ is a state then ϕab = ϕab. The following lemma is
a standard approximation argument. Recall that on bounded sets the strong and σ-strong
topology agree so that the lemma can in fact be derived from (the proof of) [Ter82, Lemma
9].
Lemma 2.1. There exists a net aj ∈ Tϕ such that for every z ∈ C the net ‖σϕz (aj)‖ is
bounded and such that aj → 1 and σϕi/2(aj)→ 1 in the σ-strong topology.
2.2. Standard forms. We first recall the definition of the standard form as it was reduced
to in [AnHa14, Lemma 3.19]. See also [Haa75].
Definition 2.2. Consider a 4-tuple (N ,H, J,P) consisting of a von Neumann algebra N
that is represented on a Hilbert space H, an anti-linear isometry J on H with J2 = 1 and
P ⊆ H a closed convex cone which is self-dual, i.e. P = P0 where
P0 = {ξ ∈ H | 〈ξ, η〉 ≥ 0, η ∈ P}.
Then (N ,H, J,P) is called a standard form if JNJ = N ′, Jξ = ξ, ξ ∈ P, xJxJ(P) ⊆ P, x ∈
N .
Standard forms are unique in the sense that if (N ′,H′, J ′,P ′) is another standard form
for which N and N ′ are isomorphic, then there exists a unitary U : H → H′ such that
N = U∗N ′U, J = U∗J ′U and UP = P ′. Moreover, this unitary is unique. For ρ ∈ N∗ there
exists a unique vector ξ ∈ P such that ρ = ρξ,ξ. We will denote this vector with D
1
2
ρ , see
below.
2.3. The extended positive cone. Let N be a von Neumann algebra. The extended
positive coneN+ext is defined as the space of all lower semi-continuous mappingsN+∗ → [0,∞]
that preserve convex combinations. Note that N+ext is itself a cone, meaning that it is closed
under taking convex combinations and multiplication by scalars ≥ 0. Each x ∈ N+ext admits
a spectral resolution
(2.1) 〈x, ρ〉N+ext,N+∗ =
∫ ∞
0
λ dρ(eλ) + ρ(p) · ∞,
where eλ, λ ∈ [0,∞) is an increasing net of projections and p = 1 − supλ eλ. We take the
convention 0 · ∞ = 0. We may naturally view N+ inside N+ext as the set of all elements
for which the projection p on the infinite part is 0 and eλ is the spectral resolution of a
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bounded operator (that is, there exists λ such that eλ = 1). For x ∈ N+ext and q ∈ N a
projection we say that x and q commute if all eλ, λ ≥ 0 and p in (2.1) commute with q. We
shall also write P∞(x) for p and P<∞(x) for 1− p.
2.4. Spatial derivatives. Spatial derivatives for von Neumann algebras have been intro-
duced by Connes in [Con80]. A comprehensive summary may also be found in [Ter82]. Let
N be a von Neumann algebra acting on a Hilbert space H. We emphasize that in general H
is not necessarily the standard form Hilbert space, but in this paper this is always the case.
We fix a normal, semi-finite, faithful weight ψ on the commutant N ′. Let (Hψ,Λψ, πψ) be
a GNS-construction for ψ. For ξ ∈ H we define Rψ(ξ) as the densely defined operator given
by the closure of the (preclosed) mapping:
(2.2) Λψ(x) 7→ xξ, x ∈ nψ.
Let D(H, ψ) denote the vectors for which the operator Rψ(ξ) is bounded. The vectors in
D(H, ψ) are called the ψ-bounded vectors. It is easy to check that Rψ(xξ) = xRψ(ξ), x ∈ N
and in particular that D(H, ψ) is invariant under N . Also Rψ(ξ)πψ(y) = yRψ(ξ), y ∈ N ′ so
that it follows that for ξ ∈ D(H, ψ) the operator Rψ(ξ)Rψ(ξ)∗ ∈ N . More generally there
exists θψ(ξ, ξ) ∈ N+ext determined by
〈ρη,η, θψ(ξ, ξ)〉 =
{
‖Rψ(ξ)∗η‖2Hψ η ∈ Dom(Rψ(ξ)∗)
∞ otherwise.
Let ϕ be a normal (not necessarily semi-finite or faithful) weight on N . We define a
closed quadratic form qϕ(ξ) = 〈ϕ, θψ(ξ, ξ)〉 which has domain all ξ ∈ D(H, ψ) such that
θψ(ξ, ξ) ∈ m+ϕ . For all other ξ we have qϕ(ξ) =∞. Then the spatial derivative dϕdψ is defined
as the element in B(H)+ext determined by:
〈
(
dϕ
dψ
) 1
2
ξ,
(
dϕ
dψ
) 1
2
ξ〉 = qϕ(ξ).
If ϕ is semifinite then dϕdψ is an unbounded positive self-adjoint operator on H. The support
of ϕ equals the support of dϕdψ . Recall also that if ϕ is semi-finite and faithful – so that
dϕ
dψ
is invertible as an unbounded operator – we have(
dϕ
dψ
)it
x
(
dϕ
dψ
)−it
=σϕt (x), x ∈ N .(2.3)
In Appendix A we relate spatial derivatives to noncommutative Lp-spaces.
3. Noncommutative Lp-spaces
Noncommutative Lp-spaces associated with an arbitrary von Neumann algebra were in-
troduced by various people. In [Haa77], [Ter81] Haagerup defined them as subspaces of
weak Lp-spaces of the core of a von Neumann algebra (recall that the core is defined as
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N ⋊σϕ R with ϕ a normal, semi-finite, faithful weight on N ). Later Hilsum [Hil81] gave an-
other definition based on Connes’ spatial derivative [Con80]. Note that Hilsum’s approach
in [Hil81] in fact uses Haagerup’s earlier construction to show that his Lp-spaces form a
vector space. Other approaches through the complex interpolation method can be found in
the papers by Kosaki [Kos84b], Terp [Ter82] and Izumi [Izu97].
Here we use Hilsum’s definition as it is closest to the spatial theory we already studied.
Of course our results translate into any of the other definitions mentioned.
3.1. Definitions. Let N be a von Neumann algebra acting on a Hilbert space H. Let ψ
be a normal, semi-finite, faithful weight on the commutant N ′. A closed densely defined
operator x on H is called γ-homogeneous with γ ∈ R if,
xa ⊆ σψiγ(a)x, for every a ∈ N ′ analytic for σψ.
We now have the following theorem, see [Con80].
Theorem 3.1. Let x be a closed, densely defined operator on a Hilbert space H. Write
x = u|x| for the polar decomposition. Then the following are equivalent:
(1) x is (−1)-homogeneous.
(2) u ∈ N and |x| is (−1)-homogeneous.
(3) u ∈ N and |x| equals the spatial derivative dϕdψ for some normal, semi-finite weight
ϕ on N .
In particular every positive self-adjoint (−1)-homogeneous operator occurs as a spatial
derivative. Also note that if x ≥ 0 is (−1/p)-homogeneous then xp is (−1)-homogeneous.
This allows us to set the following definition.
Definition 3.2. Let N be a von Neumann algebra. Let ψ be a normal, semi-finite, faithful
weight on the commutant N ′. The Connes–Hilsum Lp-space Lp(N , ψ) is defined as the
space of all closed, densely defined (−1/p)-homogeneous operators x such that if x = u|x|
is the polar decomposition then |x|p = dρdψ for some ρ ∈ N+∗ . We define,
‖x‖p = ρ(1)1/p.
Connes–Hilsum Lp-spaces are Banach spaces sharing many of the properties of classical
Lp-spaces, such as Ho¨lder estimates, reflexivity, interpolation, et cetera. It is proved in
[Ter82] that for two choices of normal, semi-finite, faithful weights ψ1 and ψ2 we have that
Lp(N , ψ1) and Lp(N , ψ2) are isometrically isomorphic. We will write Lp(N ) in case it is
clear which weight ψ is chosen.
3.2. Interpolation. In [Ter82] Terp proved that Lp(N ) is a complex interpolation space
betweenN and its predualN∗. We give a brief description here. More details on the complex
interpolation method can be found in [BeLo76]. We also refer the reader to [Cas13] for a
slightly more elaborate discussion of what we introduce in this section.
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Fix again a normal, semi-finite, faithful weight ψ on N ′ and denote the associated Lp-
spaces by Lp(N ). Let ϕ be a normal, semi-finite, faithful weight on N . We define the
space
K = {x ∈ N | ∃ϕ(−1/2)x ∈ N∗ s.t. ϕ(−1/2)x (y∗z) = 〈Jx∗JΛϕ(z),Λϕ(y)〉}.
It is proved in [Ter82] that mϕ ⊆ K. By definition there is a map j∞ : K →֒ N : x 7→ x.
Also there exists a map j1 : K →֒ N∗ : x 7→ ϕx. If we equip K with the norm ‖x‖K =
max{‖x‖, ‖ϕx‖} then the embeddings j1 and j∞ are contractions. Dualizing them yields a
commutative diagram:
(3.1) M∗  p
j∗
∞
""❉
❉❉
❉❉
❉❉
❉
K
.

j1
==⑤⑤⑤⑤⑤⑤⑤⑤
 p
j∞ !!❈
❈❈
❈❈
❈❈
❈
K∗,
M
-

j∗1
<<②②②②②②②②
Within K∗ it makes sense to speak about the intersection ofM andM∗ and in fact it turns
out that M∩M∗ = K. Applying the complex intpolation method at parameter θ ∈ [0, 1]
to this diagram yields a Banach space (N ,N∗)[θ]. Let jp : K →֒ (N ,N∗)[1/p], p ∈ [1,∞) be
the natural inclusion. It is proved in [Ter82] that for p ∈ [1,∞) we have
(N ,N∗)[ 1
p
] ≃ Lp(N ).
Moreover under this isomorphism the mapping j1 is given by sending
∑
j y
∗
j zj with yj, zj ∈
nϕ to ∑
j
d
1
2
ϕy
∗
j · [zjd
1
2
ϕ ], where dϕ =
dϕ
dψ
.
We simply write d
1
2
ϕxd
1
2
ϕ with x =
∑
j(y
∗
j zj) for this expression as it does not depend
on the decomposition of x into summands (see [GoLi99] for similar considerations). For
completeness we mention that in [Izu97] also embeddings of suitable subspaces of N into
N∗ were considered that are different fromK. Also we note that, for x, y ∈ K with 0 ≤ x ≤ y
we have
(3.2) ϕ(−1/2)x ≤ ϕ(−1/2)y , and ϕx ≤ ‖x‖ϕ.
For x ∈ m+ϕ we have ‖ϕ(−1/2)x ‖ = ϕ(x).
Remark 3.3 (Standard forms, Lp-spaces and the Dϕ-notation). In this paper we shall
use noncommutative L2-spaces in order to explicitly write down GNS-representations of
different weights on the same Hilbert space. Throughout the paper κ′ shall be a fixed
normal, semi-finite, faithful weight on a von Neumann algebra N ′. (In Section 4 onwards
we may assume that κ′j is a fixed nsf weight on M′j and κ′ is a fixed nsf weight on M, with
no relation between κ′j and κ
′). We will use Lp(N ) = Lp(N , κ′). For a normal weight ϕ on
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N we write
Dϕ =
dϕ
dκ′
.
The map ϕ→ Dϕ is order preserving. We set,
Tr(Dϕ) = ϕ(1), for Dϕ ∈ L1(N )+,
and extend linearly to L1(N ). Suppose that ϕ is normal, semi-finite and faithful. For
ρ := ϕ
(−1/2)
x with x ∈ m+ϕ ⊆ K the associated D-operator is given by
Dρ = D
1
2
ϕ
√
x(D
1
2
ϕ
√
x)∗,
for which we shall write D
1
2
ϕxD
1
2
ϕ as explained above, see [Ter82, Eqn. (38)]. For z ∈ nϕ
we have that the closure of zD
1
2
ϕ is in L2(N ). We shall again omit such closures in the
notation as elements of noncommutative L2-spaces are closed by definition. We also have
that zDϕz
∗ = Dzϕz∗ , see [Ter81, Theorem III.14]. In fact we can extend our notation a
bit in the following way. Suppose that ϕ is a normal, semi-finite (not necessarily faithful)
weight on N and let x ∈ m+ϕ then we write ϕ(−1/2)x for the functional
N ∋ y 7→ ϕ(−1/2)pϕxpϕ (pϕypϕ)
and note that the latter functional was defined in the corner pϕNpϕ. We have that ϕ(−1/2)x ≤
ϕ
(−1/2)
y if and only if pϕxpϕ ≤ pϕypϕ. Finally recall that [Ter82, Theorem II.36],
(N , L2(N ), J : x 7→ x∗, L2(N )+)
is a standard form. For the inner product we have 〈ξ, η〉 = Tr(η∗ξ).
4. Ultraproducts of weights
Given a series of normal weights ϕj on von Neumann algebrasMj we define its ultraprod-
uct in a way that generalizes the ultraproduct of normal states. We also develop the spatial
theory of ultraproducts. Consequently we are able to prove results on Tomita–Takesaki
theory (such as Theorem A in the introduction).
4.1. Groh-Raynaud ultraproducts. Let ω be a non-principal ultrafilter on the natural
numbers N. All of the constructions in this section will work for an arbitrary set instead of
N, but we take this assumption for simplicity. Another reason for making this convention is
that also the results in [AnHa14] were proved under the same assumption (with again the
remark that most constructions go through immediately for arbitrary sets). Indices over N
will typically be denoted by j and therefore we omit N in the notation from now on.
Suppose that Xj are Banach spaces. Then consider the space A of all series (xj)j with
xj ∈ Xj and supj ‖xj‖Xj <∞. We put a semi-norm on A by setting ‖(xj)j‖ = limj,ω ‖xj‖Xj .
Let A0 be the space of all x ∈ A with ‖x‖ = 0. Then ‖ · ‖ descends to the quotient
space A/A0 and the latter space is called the Banach space ultraproduct which we denote
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by
∏
j,ω Xj . The equivalence class of a sequence (xj)j in
∏
j,ω Xj will from this point be
denoted by (xj)ω. This notation is taken from [AnHa14]. Note however that [Ray02] uses
the notation (xj)
• for (xj)ω.
If each Xj is a Hilbert space then so is
∏
j,ω Xj in a natural way. If each Xj is a C∗-algebra
then so is
∏
j,ω Xj . It is not true that if each Xj is a von Neumann algebra then the Banach
space ultraproduct
∏
j,ω Xj is a von Neumann algebra. Therefore we define ultraproducts
of von Neumann algebras differently.
We recall the Groh-Raynaud ultraproduct of von Neumann algebras. First note that if
Aj is a C
∗-algebra acting on a Hilbert space Hj then (xj)ω ∈
∏
j,ω Aj acts naturally on∏
j,ωHj by (xj)ω(ξj)ω = (xjξj)ω.
(1) For a family of von Neumann algebras Mj that are represented on a Hilbert space
Hj we define the abstract ultraproduct
∏
j,ω(Mj ,Hj) as the closure in the strong
operator topology of the ∗-algebra of operators (xj)ω acting on
∏
j,ωHj.
(2) For a family of von Neumann algebrasMj we define the Groh-Raynaud ultraproduct∏
j,ωMj as
∏
j,ω(Mj ,Hj) where Hj is the standard form Hilbert space.
As shown in [AnHa14, Remark 3.6] the strong closure in the above definitions is necessary.
In this paper if we write x = (xj)ω ∈ M we mean that x ∈ M is an element that can be
written as a sequence (xj)ω. That is, x is contained in the Banach space ultraproduct of
Mj .
Recall that besides the Groh-Raynaud ultraproduct there are other definitions of ul-
traproducts (such as the Ocneanu ultraproduct) which will not be used in this paper. A
complete and detailed account of different ultraproducts and their relations was given by
Ando–Haagerup in [AnHa14].
It is proved in [Ray02] that there is a natural pairing between
∏
j,ωMj (ultraproduct
of von Neumann algebras) and
∏
j,ω(Mj)∗ (ultraproduct of Banach spaces) determined by
〈(ρj)ω, (xj)ω〉 = limj,ω ρj(xj) and moreover through this pairing
∏
j,ωMj =
(∏
j,ω(Mj)∗
)∗
.
Recall also [AnHa14] that for the commutants we have
(∏
j,ωMj
)′
=
∏
j,ωM′j . We use
these facts without further reference.
4.2. Ultraproducts of unbounded operators. In this section we define the ultraproduct
of elements in the extended positive cone (Mj)+ext. We do this using a bounded transform.
We define the continuous increasing and operator monotone function
F (s) =
s
1 + s
, s ∈ [0,∞).
For x ∈ M+ext with decomposition (2.1) there is a unique F (x) ∈ M+ given by
〈F (x), ρ〉M,M∗ =
∫ ∞
0
F (λ) dρ(eλ) + ρ(p).
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Conversely for x ∈ M+ with ‖x‖ ≤ 1 and spectral decomposition x = ∫∞0 λ deλ we set
F−1(x) ∈ M+ext by
〈F−1(x), ρ〉M,M∗ =
∫ ∞
0
F−1(λ) dρ(eλ) + ρ(p) · ∞,
where p =
∫∞
0 δ1(λ)deλ, i.e. the projection on the eigenspace of the eigenvalue 1. As F
is operator monotone and strongly continuous it preserves suprema of bounded increasing
nets. Now if Mj are von Neumann algebras and xj ∈ M+j,ext then we set its ultrapower by
(4.1) (xj)ω = F
−1((F (xj))ω).
Note that if xj ∈ M+j,ext is contained inM+ and its uniform norm converges to 0 then (4.1)
equals zero so that our notation (xj)ω is unambiguous.
We need some results on spectral calculus on ultraproducts. Firstly for a continuous
function f and x = (xj)ω ∈ M we have
f((xj)ω) = (f(xj))ω , (xj)ω ∈M.
Indeed this can be seen by approximating f with polynomials. In the unbounded situation
we need two lemmas.
Lemma 4.1. Let f : [0,∞) → [0,∞) be a continuous function for which f(t) has a limit
in [0,∞] as t→∞. Let xj ∈ (Mj)+ext. Then f((xj)ω) = (f(xj))ω.
Proof. As the limit f(t), t → ∞ exists we may view F ◦ f ◦ F−1 as a continuous function
[0, 1]→ [0, 1]. Then we have,
f((xj)ω) = f(F
−1((F (xj))ω)) = F−1 ◦ (F ◦ f ◦ F−1)(F (xj)ω)
=F−1(((F ◦ f ◦ F−1) ◦ F (xj))ω) = F−1((F (f(xj)))ω) = (f(xj))ω.

The statement of the previous lemma does not hold for the function f(t) = eit, see
[AnHa14, Example 4.7]. However if we restrict to a suitable spectral subspace we get the
following lemma. We use χA for the indicator function on a set A.
Lemma 4.2 (Lemma 4.4 of [AnHa14]). Let xj be positive self-adjoint operators affiliated
with a von Neumann algebra Mj . Let x = (xj)ω ∈ M+ext be its ultrapower. Let K ⊆ H be
the space given by ∪λ>0χ( 1
λ
,λ)(x)H. Then for every t ∈ R,
(x|K)it = (xitj )ω|K.
For an operator A ∈ B(H)+ext we set P∞(A) for the projection p defined in the spectral
resolution (2.1). We also set P<∞(A) = 1−p. The next lemma shows that we may compute
values of ultraproducts in a natural way.
Lemma 4.3. Let Aj be (unbounded) positive self-adjoint operators acting on a Hilbert space
Hj with domain Dom(Aj). Let A := (Aj)ω be its ultraproduct which is contained in B(H)+ext
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with H = ∏j,ωHj. Let ξj ∈ Dom(Aj) and suppose that ‖ξj‖2 is bounded so that we may
put ξ = (ξj)ω ∈ H. We have,
(4.2) 〈A,ωξ,ξ〉 ≤ lim
j,ω
‖A
1
2
j ξj‖22.
Moreover, let ξ ∈ P<∞(A)H be such that supj ‖A
1
2
j ξj‖22 is finite. Then we get an equality,
(4.3) A
1
2 (ξj)ω = P<∞(A)(A
1
2
j ξj)ω.
Proof. Let Gλ be a continuous function supported on [0, 2λ] such that 0 ≤ Gλ ≤ 1 and
Gλ(s) = 1 for all s ∈ [0, λ]. The projection P<∞(A) is given by the supremum of the
projections Gλ(A), λ ≥ 0. Write ξ1 = P<∞(A)ξ, ξ2 = (1 − P<∞(A))ξ. Then, writing
ξ1 = (ξ1,j)ω,
〈A, ρξ1,ξ1〉 = sup
λ>0
〈A, ρGλ(A)ξ1,Gλ(A)ξ1〉 = sup
λ>0
〈(AjGλ(Aj))ω, ρξ1,ξ1〉
=sup
λ>0
lim
j,ω
‖A
1
2
j Gλ(Aj)ξ1,j‖22 ≤ limj,ω ‖A
1
2
j ξ1,j‖22.
(4.4)
This shows (4.2) in case ξ2 = 0. If ξ2 6= 0 then write ξ2 = (ξ2,j)ω. There exists 0 <
ǫ < ‖ξ2‖ such that for every λ > 0 there exists U ∈ ω such that for all j ∈ U we have
‖χ(λ,∞)(Aj)ξ2,j‖ > ‖ξ2‖ − ǫ. But then clearly limj,ω ‖A
1
2
j ξj‖22 = ∞. The inequality (4.2)
then follows.
It remains to prove the final statement. Take ξ = (ξj)ω ∈ P<∞(A)H, suppose that
supj ‖A
1
2
j ξj‖22 is finite. Firstly note that A acts on P<∞(A)H as an unbounded operator
and that the assumptions ensure that ξ is in the domain of A
1
2 by (4.2). Note that (as in
(4.4)) we get again,
P<∞(A)(A
1
2
j ξj)ω = lim
λ→∞
Gλ(A)(A
1
2
j ξj)ω
= lim
λ→∞
(Gλ(Aj)A
1
2
j ξj)ω = lim
λ→∞
Gλ(A)A
1
2 (ξj)ω = A
1
2 (ξj)ω.
This concludes the proof. 
Note that in (4.3) the projection P<∞(A) is necessary. For example, let H = L2(R).
Take ξj = j
−1/2χ[j,j+1] and let Aj be the multiplication operator with the identify function
s 7→ s. Then (ξj)ω = 0 whereas (Ajξj)ω 6= 0.
4.3. Ultraproducts of weights. For two normal weights ρ and ϕ on a von Neumann
algebra M we say that ρ ≤ ϕ if ρ(x) ≤ ϕ(x) for every x ∈M+. For an increasing net (ρk)k
of normal weights we say that ϕ = supk ρk if ϕ is the smallest weight majorizing each ρk.
In fact for an increasing net (ρk)k with ρk ∈ M∗ we may define a normal weight ϕ as,
ϕ(x) = sup
k
〈ρk, x〉M∗,M, x ∈ M+.
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Note that ϕ is not necessarily semi-finite. If the net (ρk)k were to be bounded then ϕ ∈M∗
and the convergence ρk → ϕ is in norm (as ‖ρk − ϕ‖ = ϕ(1) − ρk(1)→ 0).
Now we recall the following theorem, which is a strengthening of [Tak00, Theorem
VII.1.11 (iv)]. We give a proof here.
Theorem 4.4. Let ϕ be a normal, semi-finite, faithful weight on a von Neumann algebra
N . Consider the set
Fϕ = {ρ ∈ N∗ | ρ ≤ ϕ} .
Then ϕ = supρ∈Fϕ ρ.
Proof. We need to prove that Fϕ is a net in N∗ (note that this is stronger than [Tak00,
Theorem VII.1.11]). Take ρ ∈ N∗ with ρ ≤ ϕ. Let Dρ and Dϕ be the associated densities.
As Dρ ≤ Dϕ we have D−
1
2
ϕ DρD
− 1
2
ϕ ≤ 1. In fact xρ := [D−
1
2
ϕ DρD
− 1
2
ϕ ] ∈ N as xρ is 0-
homogeneous. We claim moreover that x ∈ K (see Section 3). Indeed, take y, z ∈ nϕ.
As,
[zD
1
2
ϕ ] · [D−
1
2
ϕ DρD
− 1
2
ϕ ] ·D
1
2
ϕy
∗ ⊇ zD
1
2
ϕD
− 1
2
ϕ DρD
− 1
2
ϕ D
1
2
ϕy
∗ ⊇ zDρy∗,
we have that [zD
1
2
ϕ ][D
− 1
2
ϕ DρD
− 1
2
ϕ ]D
1
2
ϕy∗ ⊇ z ·Dρ · y∗ and as z ·Dρ · y∗ ∈ L1(N ) the inclusion
is actually an equality by [Hil81, Theorem 4]. Then,
y∗z 7→ 〈Jx∗ρJΛ(z),Λ(y)〉 = 〈xρJΛ(y), JΛ(z)〉 = Tr([zD
1
2
ϕ ] · xρ ·D
1
2
ϕy
∗)
=Tr([zD
1
2
ϕ ] · [D−
1
2
ϕ DρD
− 1
2
ϕ ] ·D
1
2
ϕy
∗) = Tr(z ·Dρ · y∗) = ρ(y∗z),
(4.5)
extends boundedly to the normal functional ϕ
(−1/2)
xρ = ρ, so that xρ ∈ K. Now let ρ1, ρ2 ∈
Fϕ. Let xρ1 and xρ2 be the associated operators as before. The function F (s) = s(1+s)−1 is
operator monotone and operator concave. We let x ∈ N+ be such that F−1(x) = F−1(xρ1)+
F−1(xρ2) (note that this equality takes values in N+ext on which we have well-defined spectral
calculus). We have xρ1 ≤ x, xρ2 ≤ x by operator monotonicity of F and further x ≤ 1.
Furthermore as F is operator concave and F (2F−1(s)) = 2s(1 + s)−1 ≤ 2, s ∈ R, we have,
x =F (F−1(xρ1) + F
−1(xρ2)) = F
(
1
2
(2F−1(xρ1) + 2F
−1(xρ2))
)
≤F (2F−1(xρ1)) + F (2F−1(xρ2)) ≤ 2(xρ1 + xρ2).
So x ∈ K. Therefore for i = 1, 2 we get ϕ(−1/2)xρi ≤ ϕ
(−1/2)
x ≤ ϕ. This shows that Fϕ is a
net. Taking an net ej ∈ m+ϕ , ej ≤ 1 converging to 1 strongly and such that ‖ej‖ ≤ 1 gives
that ϕ
(−1/2)
ej ր ϕ. So ϕ = supρ∈Fϕ ρ. 
Definition 4.5. As before let Mj be von Neumann algebras and let M =
∏
j,ωMj be
its ultraproduct. Let ϕj be a normal weight on the von Neumann algebra Mj . Consider
the set F := Fϕj ,j∈N of all ultraproducts (ρj)j ∈ M∗ with ρj ∈ Fϕj and ‖ρj‖ bounded in
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j. Then set ϕ = supρ∈F ρ. We call ϕ the ultraproduct weight and we denote it by (ϕj)ω.
Clearly ϕ is normal.
Remark 4.6. In [AnHa14] another ultraproduct of weights was considered. Suppose that
N is a von Neumann algebra equipped with a fixed normal weight ϕN . Let Mj = N and
let M = ∏j,ωN be its ultraproduct. There exists a conditional expectation E :M→ N :
(xj)ω 7→ limj,ω xj, where the limit is understood in the σ-weak topology. The normal weight
ϕM = ϕN ◦ E is in [AnHa14] defined as the ultraproduct of the fixed series of weights ϕN .
This definition does not agree with ours. Take for example N = L∞(R) with weight ϕN the
integral against the standard Lebesgue measure. Take fj the indicator function on [j, j+1].
Then fj → 0 in the σ-weak topology. So ϕN ◦ E((fj)ω) = 0. Whereas 〈(ϕ)ω , (fj)ω〉 = 1. It
is easy to check that in general ϕM ≤ (ϕ)ω.
4.4. Spatial theory of ultraproducts. Let again Mj be a sequence of von Neumann
algebras and let (Mj ,Hj , Jj , Pj) be its standard form which we may and will identify
(uniquely, see discussion below Definition 2.2) with (Mj , L2(Mj), Jj , L2(Mj)+). Let M =∏
j,ωMj be its Groh-Raynaud ultrapower which acts on the ultraproduct Hilbert space
H =∏j,ωHj. By [AnHa14] (M,H, Jω ,P) is a standard form where P is the positive cone
given by the vectors (ξj)ω with ξj ∈ Pj . Therefore we may and will identify (M,H, Jω ,P)
with (M, L2(M), J : x 7→ x∗, L2(M)+) and again there is a unique such identification.
Recall also that for a normal, semi-finite, faithful weight ϕj on Mj the map z 7→ zD
1
2
ϕj is
a GNS-construction and the analogous result holds for weights on M. If ρ = (ρj)ω is a
vector in M∗ we get vectors D
1
2
ρ and D
1
2
ρj in the respective positive cones P and Pj . Then
D
1
2
ρ = (D
1
2
ρj )ω. In the weight case we get Lemma 4.10 below.
For the next lemma we use the notation ‖z‖2,ϕ = ϕ(z∗z). Also recall again the conven-
tions on closures of operators in Lp-spaces from Remark 3.3.
Lemma 4.7. Let N be a von Neumann algebra. Suppose that (ρk)k∈K is an increasing net in
N∗ with supremum a normal, semi-finite weight ϕ. Let z ∈ nϕ. Then, ‖zD
1
2
ρk − zD
1
2
ϕ‖2 → 0.
Proof. Without loss of generality we may assume that ϕ is faithful, because if it is not then
we may consider ϕ+ ϕ′ instead where ϕ is a normal, semi-finite weight with support equal
to 1− pϕ and for which z ∈ nϕ′ . Then ϕ′ = supρ′∈Fϕ′ ρ′ so that the ρk + ρ′ with k ∈ K and
ρ′ ∈ Fϕ′ form an increasing net converging to ϕ + ϕ′. Then, assuming that we can prove
the lemma for ϕ+ ϕ′, we have ‖zD
1
2
ρk+ρ′
− zD
1
2
ϕ+ϕ′‖2 → 0. By orthogonality,
‖zD
1
2
ρk+ρ′
− zD
1
2
ϕ+ϕ′‖22 = ‖zD
1
2
ρk − zD
1
2
ϕ‖22 + ‖zD
1
2
ρ′ − zD
1
2
ϕ‖22
so that ‖zD
1
2
ρk − zD
1
2
ϕ‖2 → 0.
Because ϕ is faithful we may consider its Tomita algebra Tϕ. We first prove the lemma
under the assumption that z ∈ Tϕ. As ρk ≤ ϕ we have that D
1
2
ρk ≤ D
1
2
ϕ . So that xρk =
16 MARTIJN CASPERS
D
− 1
4
ϕ D
1
2
ρkD
− 1
4
ϕ is an element of N with norm ≤ 1. Moreover (xρk)k∈K is an increasing net
with supremum equal to 1 (see the proof of Theorem 4.4). In particular xρk → 1 in the
strong topology. Now,
‖zD
1
2
ρk − zD
1
2
ϕ‖22
=〈zD
1
2
ρk , zD
1
2
ρk 〉+ 〈zD
1
2
ϕ , zD
1
2
ϕ 〉 − 〈zD
1
2
ϕ , zD
1
2
ρk 〉 − 〈zD
1
2
ρk , zD
1
2
ϕ 〉
=〈zD
1
2
ρk , zD
1
2
ρk 〉+ 〈zD
1
2
ϕ , zD
1
2
ϕ 〉 − 〈zD
1
2
ϕ , zD
1
4
ϕxρkD
1
4
ϕ 〉 − 〈zD
1
4
ϕxρkD
1
4
ϕ , zD
1
2
ϕ 〉.
(4.6)
We have, c.f. Remark 3.3,
〈zD
1
2
ρk , zD
1
2
ρk〉 = Tr (zDρkz∗) = Tr (Dzρkz∗)→ Tr (Dzϕz∗) = Tr (zDϕz∗) = 〈zD
1
2
ϕ , zD
1
2
ϕ 〉.
Then we get as xρk → 1 strongly (and as z ∈ Tϕ each of the following expressions is well
defined),
〈zD
1
2
ϕ , zD
1
4
ϕxρkD
1
4
ϕ 〉 = Tr
(
D
1
4
ϕxρkD
1
4
ϕz
∗zD
1
2
ϕ
)
=Tr
(
xρkD
1
4
ϕz
∗zD
3
4
ϕ
)
→ Tr
(
D
1
4
ϕz
∗zD
3
4
ϕ
)
= 〈zD
1
2
ϕ , zD
1
2
ϕ 〉.
And similarly,
〈zD
1
4
ϕxρkD
1
4
ϕ , zD
1
2
ϕ 〉 → 〈zD
1
2
ϕ , zD
1
2
ϕ 〉.
This shows that (4.6) converges to 0.
Next we treat a general z ∈ nϕ. Let zl ∈ Tϕ be such that ‖z − zl‖2,ϕ → 0. Recall again
that ‖z − zl‖2,ρk ≤ ‖z − zl‖2,ϕ. So let ǫ > 0 and take l such that ‖z − zl‖2,ϕ < ǫ. Then let
k0 be such that for k ≥ k0 we have ‖zlD
1
2
ρk − zlD
1
2
ϕ‖ < ǫ. We get that,
‖zD
1
2
ρk − zD
1
2
ϕ‖2 ≤ ‖zD
1
2
ρk − zlD
1
2
ρk‖2 + ‖zlD
1
2
ρk − zlD
1
2
ϕ‖2 + ‖zlD
1
2
ϕ − zD
1
2
ϕ‖2 < 3ǫ.
This shows that ‖zD
1
2
ρk − zD
1
2
ϕ‖2 → 0. 
Lemma 4.8. For every j let pj be an atomic projection in Mj . Then (pj)ω is atomic in
M.
Proof. The set (pj)ωM(pj)ω is the closure of all series (pj)ω(xj)ω(pj)ω = (pjxjpj)ω where
(xj)ω ∈ M. So it equals the Banach space ultraproduct
∏
j,ω pjMjpj ≃
∏
j,ω C ≃ C. 
Lemma 4.9. Let ϕ = (ϕj)ω be an ultrapower of normal, semi-finite, faithful weights ϕj .
Assume that ϕ is semi-finite. For ρj ∈ Fϕj ⊆ (Mj)∗ set xρj = D
− 1
2
ϕj DρjD
− 1
2
ϕj . We have that
the supremum over ρ = (ρj)ω ∈ F := Fϕj ,j∈N of (xρj )ω is 1.
Proof. Firstly note that the elements (xj)ω with xj ∈ m+ϕj and xj ≤ 1 form an increasing
net that converges to 1 (see the proof of Theorem 4.4). Recall that for xj ∈ m+ϕj we have
xj = xρxj where ρxj := ϕ
(−1/2)
j,xj
(see (4.5)), but there is not necessarily a uniform bound
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on the ρxj . Now fix some (xj)ω with xj ∈ m+ϕj and xj ≤ 1. Take a spectral decomposition
xj =
∫
λ dExj (λ). Note that the support of the spectral measure is contained in [0, 1]. Let
Sj ⊆ (0, 1] be the set of (non-zero) atoms, i.e. the set of s ∈ (0, 1] such that
∫
δsdExj(λ) is
non-zero, say xj,s. For later use let x˜j = xj −
∑
s∈Sj xj,s be the non-atomic part of xj. We
decompose xj,s further into xj,s =
∑
k∈Kj,s xj,s,k in such a way that either ‖ρxj,s,k‖ ≤ 1 or
1
‖xj,s,k‖xj,s,k is an atomic projection inMj . For the non-atomic part for every j we may take
closed intervals Ij,t ⊆ (0, 1] indexed by t such that yj,t =
∫
Ij,t
λ dEx˜j (λ) has the property
that ‖ρyj,t‖ ≤ 1.
Now let A be the set of all ultraproducts (zj)ω where zj is one of the xj,s,k’s or yj,t’s
defined above. We claim that limj,ω ϕj(zj) < ∞. Indeed if this were not to be the case
then for every C > 1 there exists U ∈ ω such that for every j ∈ U we have ϕj(zj) > C.
But this means that for every j ∈ U , we had chosen zj to be a multiple of an atomic
projection, i.e. pj :=
1
‖zj‖zj. Then (pj)ω is an atomic projection on M (see Lemma 4.8)
and (pj)ωM(pj)ω ≃ C. But then 〈(ϕj)ω, (pj)ω〉 = limj,ω ϕj(pj) > C. We may therefore
take decreasing sets U1 ⊇ U2 ⊇ . . . in ω such that we may pick for every j ∈ Uk an
atomic projection pj such that ϕj(pj) > k. Then 〈(ϕj)ω, (pj)ω〉 = limj,ω ϕj(pj) =∞ which
contradicts that ϕ is semi-finite (as (pj)ω is atomic).
The previous paragraph shows that for (zj)ω ∈ A we have that ρzj is bounded in j (as
‖ρzj‖ = ϕj(zj)) and so (ρzj )ω ∈ F . By construction (xj)ω is the smallest element that is
bigger then all (zj)ω ∈ A. Then as all elements (xj)ω with xj ∈ m+ϕj have supremum 1 we
see that also the supremum of (xρj ) with (ρj)ω ∈ F equals 1. 
Lemma 4.10. Let ϕ = (ϕj)ω be an ultrapower of normal, semi-finite, faithful weights ϕj .
Assume that ϕ is semifinite. Let zj ∈ nϕj be bounded in j such that also ‖zj‖2,ϕj is bounded.
Then (zj)ω ∈ nϕ and,
(zjD
1
2
ϕj )ω = (zj)ωD
1
2
ϕ .
Proof. Firstly, with F as in Definition 4.5, as,
〈(ϕj)ω, (z∗j )ω(zj)ω〉 = sup
ρ∈F
lim
j,ω
〈ρj , z∗j zj〉 ≤ lim
j
〈ϕj , z∗j zj〉 <∞,
it follows that (zj)ω ∈ nϕ. Now by Lemma 4.10,
(zj)ωD
1
2
ϕ = lim
ρ∈F
(zj)ωD
1
2
ρ = lim
ρ∈F
(zj)ω(D
1
2
ρj )ω = lim
ρ∈F
(zjD
1
2
ρj )ω,
and we claim that this limit equals (zjD
1
2
ϕj )ω. To see this let yj ∈ nϕj be bounded in j such
that also ‖y∗j‖2,ϕj is bounded. Then, using the notation of Lemma 4.9 and using [Ray02,
Theorem 5.1] in the last equality,
lim
ρ∈F
(zjD
1
2
ρj )ω(y
∗
j )ω = lim
ρ∈F
(zjD
1
2
ρjy
∗
j )ω
= lim
ρ∈F
(zjD
1
4
ϕjxρjD
1
4
ϕjy
∗
j )ω = lim
ρ∈F
(zjD
1
4
ϕj )ω(xρj )ω(D
1
4
ϕjy
∗
j )ω.
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which converges to (zjD
1
2
ϕjy
∗
j )ω = (zjD
1
2
ϕj )ω(y
∗
j )ω by Lemma 4.9. Then let ξ be the norm
limit limρ∈F (zjD
1
2
ρj )ω. We see that for all (yj)ω with ‖y∗j ‖2,ϕj bounded we have ξ(y∗j )ω =
(zjD
1
2
ϕj )ω(y
∗
j )ω. But this can only happen if ξ = (zjD
1
2
ϕj )ω (indeed we can take a net of
(yj)ω’s that are positive and increasing to 1 as follows from the argument given in the proof
of Lemma 4.9). This concludes the proof. 
Lemma 4.11. Let ϕ = (ϕj)ω be an ultrapower of normal, semi-finite, faithful weights ϕj .
Assume that ϕ is semifinite. Let yj, zj ∈ nϕj be bounded in j such that also ‖yj‖2,ϕj and
‖zj‖2,ϕj are bounded. Then,
(ϕ
(−1/2)
y∗j zj
)ω = ϕ
(−1/2)
(y∗j zj)ω
Proof. We have using Lemma 4.10 for the second equality,
〈(ϕ(−1/2)y∗j zj )ω, (xj)ω〉 = 〈Jω(xj)
∗
ωJω(yjD
1
2
ϕj )ω, (zjD
1
2
ϕj )ω〉
=〈Jω(xj)∗ωJω(yj)ωD
1
2
ϕ , (zj)ωD
1
2
ϕ 〉 = 〈ϕ(−1/2)(y∗j zj)ω , (xj)ω〉.

Lemma 4.12. Let ϕ = (ϕj)ω be an ultrapower of normal, semi-finite, faithful weights
ϕj . Assume that ϕ is semifinite. Let z ∈ nϕ. Then there exists a net zk = (zk,j)ω with
zk,j ∈ nϕj such that ‖zk,j‖2,ϕj is bounded in j and pϕ(zk,j)ωpϕ is bounded in k. Moreover
pϕ(zk,j)ωpϕ → pϕzpϕ strongly and Λϕ(pϕ(zk,j)ωpϕ)→ Λϕ(pϕzpϕ) in norm.
Proof. To start with take z ∈ m+ϕ . Consider the set A of elements a = (aj)ω with aj ∈ m+ϕj
and such that ‖√aj‖2,ϕj is bounded and ϕ(−1/2)(aj )ω ≤ ϕ
(−1/2)
z . The same proof as in Theorem
4.4 shows that A is a net with respect to the order on positive elements. We claim that
(4.7) sup
a∈A
pϕapϕ = pϕzpϕ.
Indeed let y be such that supa∈A pϕapϕ = pϕypϕ. Note that pϕypϕ ≤ pϕzpϕ so that pϕypϕ ∈
m
+
ϕ . As the weights ϕj are normal semi-finite and faithful, the functionals ϕ
(−1/2)
j,b with
b ∈ m+ϕj are dense in (Mj)+∗ . Therefore we may find bj ∈ m+ϕj such that ϕ
(−1/2)
z−y = (ϕ
(−1/2)
j,bj
)ω.
We may assume moreover that ‖ϕ(−1/2)j,bj ‖ ≤ ‖ϕ
(−1/2)
z−y ‖. That is ϕj(bj) ≤ ‖ϕ(−1/2)z−y ‖. Then set
b˜j = bj(1 + bj)
−1. We get that b˜j ≤ bj and ‖
√
b˜j‖2,ϕj ≤ ϕj(bj) is bounded. Set b˜ = (˜bj)ω.
In particular this shows using Lemma 4.11 that ϕ
(−1/2)
b˜
= ϕ
(−1/2)
j,(˜bj)ω
≤ (ϕ(−1/2)j,bj )ω = ϕ
(−1/2)
z−y .
We conclude that b˜ := (˜bj)ω ∈ A. This also implies that pϕb˜pϕ ≤ pϕ(z− y)pϕ. But then for
every a ∈ A we have
pϕ(a+ b˜)pϕ ≤ pϕypϕ + pϕ(z − y)pϕ = pϕzpϕ.
We see that for every a ∈ A we have a+ b˜ ∈ A. But this can only happen if b˜ = 0 in which
case pϕ(z − y)pϕ = 0. This concludes (4.7). As suprema are attained in the strong toplogy
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we get,
lim
a∈A
pϕapϕ = pϕzpϕ.
We also get that,
(4.8) ‖Λϕ(pϕzpϕ − pϕapϕ)‖22 = ϕ((pϕzpϕ)2) + ϕ((pϕapϕ)2)− ϕ(pϕzpϕapϕ)−ϕ(pϕapϕzpϕ)
Note that
√
pϕzpϕ ∈ nϕ and we may write
pϕapϕ = (pϕzpϕ)
1/2((pϕzpϕ)
−1/2(pϕapϕ)(pϕzpϕ)−1/2)(pϕzpϕ)1/2,
and xa := (pϕzpϕ)
−1/2(pϕapϕ)(pϕzpϕ)−1/2 is increasing over a ∈ A with supremum equal
to the support of pϕzpϕ. By normality of ϕ we see that,
ϕ((pϕapϕ)
2)→ ϕ((pϕzpϕ)2), and
ϕ(pϕzpϕapϕ) = ϕ((pϕzpϕ)
3
2xa(pϕzpϕ)
1
2 )→ ϕ((pϕzpϕ)2).
Similarly ϕ(pϕapϕzpϕ)→ ϕ((pϕzpϕ)2). So (4.8) converges to 0.
Next we need to prove the lemma for general z ∈ nϕ through a standard core argument.
Firstly note that as every element in mϕ can be written as the sum of four elements in m
+
ϕ ,
the result follows for mϕ. Now take z ∈ pϕnϕpϕ. Let {el}l be a bounded net in pϕnϕpϕ of
positive elements approximating 1 in the strong topology. Note that elz ∈ mϕ. We have
elz → z strongly and Λϕ(pϕelzpϕ) → Λ(pϕzpϕ) in norm. In turn the beginning of the
proof shows that we may approximate pϕelzpϕ in the graph norm of Λϕ with bounded nets
of elements pϕzkpϕ = pϕ(zk,j)ωpϕ such that ‖zk,j‖2,ϕj is bounded in j and pϕ(zk,j)ωpϕ is
bounded in k. 
Lemma 4.13. Let ϕ = (ϕj)ω be an ultrapower of normal, semi-finite, faithful weights ϕj .
Assume that ϕ is semifinite. Let pϕ be the support of ϕ. Then there exists a bounded net
zk = (zk,j)ω on M such that zk → pϕ in the σ-weak topology and such that zk,j are analytic
for σϕj with σ
ϕj
i/2(zk,j) bounded (in both j and k) and with (σ
ϕj
i/2(zk,j))ω → pϕ in the σ-weak
topology.
Proof. Firstly for t ∈ R consider the ultraproduct of ∗-homomorphisms (σϕjt )ω. For x ∈ M
we have 〈(ρj)ω, (σϕjt )ω(x)〉 = 〈(ρj ◦ σϕjt )ω, x〉. Note that t 7→ (σϕjt )ω is not necessarily
strongly continuous (in fact in [AnHa14] it is proved it is usually not) but it is measurable
in the sense that for f ∈ L1(R) we define ∫
R
f(t)(σ
ϕj
t )ω(x)dt as the element determined by
〈(ρj)ω,
∫
R
f(t)(σ
ϕj
t )ω(x)dt〉 = 〈(
∫
R
f(t)ρj ◦ σϕjt )ω, x〉.
Now we claim that pϕ is invariant for this homomorphism. Indeed, take x = (xj)ω ∈ M
with ‖xj‖ and ‖x∗j‖2,ϕ bounded. Then, applying Lemma 4.10 twice,
(∆itj )ω(D
1
2
ϕx) = (∆
it
j )ω(D
1
2
ϕjxj)ω = (D
1
2
ϕjσ
ϕj
t (xj))ω = D
1
2
ϕ (σ
ϕj
t (xj))ω.
Hence (∆itj )ω(D
1
2
ϕx) ⊆ pϕH. Since ((∆itj )ω)−1 = (∆−itj )ω we see that actually (∆itj )ωpϕH =
pϕH. Then it follows that (σϕjt )ω(pϕ) = (∆itj )ωpϕ(∆−itj )ω = pϕ.
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By Kaplansky’s density theorem let yk = (yk,j)ω be a bounded net converging in the
σ-weak topology to pϕ. We set zk,j =
1√
pi
∫∞
−∞ e
−t2σϕjt (yk,j)dt. Then we have σ
ϕj
v (zk,j) =
1√
pi
∫∞
−∞ e
−(t−v)2σϕjt (yk,j)dt which is bounded. Also, for ρ = (ρj)ω ∈ M∗,
〈ρ, (zk,j)ω〉 =〈( 1√
π
∫ ∞
−∞
e−t
2
ρj ◦ σϕjt ( · )dt)ω, (yk,j)ω〉
→〈( 1√
π
∫ ∞
−∞
e−t
2
ρj ◦ σϕjt ( · )dt)ω, pϕ〉
=〈(ρj)ω,
∫ ∞
−∞
e−t
2
(σ
ϕj
t )ω(pϕ)dt〉
=〈ρ, pϕ〉,
so that (zk,j)ω → pϕ σ-weakly. Similarly,
〈ρ, (σϕji/2(zk,j))ω〉 =〈(
1√
π
∫ ∞
−∞
e−(t−i/2)
2
ρj ◦ σϕjt ( · )dt)ω, (yk,j)ω〉
→〈( 1√
π
∫ ∞
−∞
e−(t−i/2)
2
ρj ◦ σϕjt ( · )dt)ω, pϕ〉 = 〈ρ, pϕ〉.
This concludes the proof. 
Lemma 4.14. Let ϕ be a normal, semi-finite, faithful weight on a von Neumann algebra N .
Let x ∈ nϕ. Let a ∈ N be analytic for σϕ. Then xa ∈ nϕ and ‖xa‖2,ϕ ≤ ‖σϕi/2(a)‖‖x‖2,ϕ.
Proof. That xa ∈ nϕ follows from [Tak00, Lemma VIII.2.4]. We have
〈Λϕ(xa),Λϕ(xa)〉 = 〈Jσϕ−i/2(a∗)JΛϕ(x), Jσϕ−i/2(a∗)JΛϕ(x)〉
=〈Jσϕi/2(a)σϕi/2(a)∗JΛϕ(x),Λϕ(x)〉 ≤ ‖σϕi/2(a)‖2‖x‖22,ϕ.

Theorem 4.15. Let ϕj be normal, semi-finite, faithful weights on Mj with ultraproduct
ϕ = (ϕj)ω. Let ψj be normal, semi-finite, faithful weights on M′j with ultraproduct ψ =
(ψj)ω. Let pϕ be the support of ϕ and let rψ be the support of ψ. Put pψ = JωrψJω and
qψ = pψrψ. Assume that both ϕ and ψ are semi-finite and pϕ ≤ pψ. Then we have,
qψ
(
dϕj
dψj
)
ω
qψ =
dϕ
dψ
.
Furthermore qψ and
(
dϕj
dψj
)
ω
commute.
Proof. Let A be the set of all vectors a = (aj)ω such that ‖aj‖2,ϕj is bounded. Let B be the
set of all vectors b = (bj)ω such that ‖bj‖2,ψj is bounded. Firstly we claim that the linear
span of the vectors pψA∗pψBpψD
1
2
ψ forms a core for
(
dϕ
dψ
) 1
2
. Indeed by Lemma A.5 it suffices
to show that every element y ∈ pψn∗ϕpψnψpψ, say y = pψy∗1pψy2pψ with y1 ∈ nϕ, y2 ∈ nψ,
may be approximated by elements in span pψA∗pψBpψD
1
2
ψ in the graph norm of
(
dϕ
dψ
) 1
2
.
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Now it follows from Lemma 4.12 that we may find nets {ak}k in A and {bl}l in B such that
pψakpψ and pψblpψ are bounded, such that a
∗
k → y∗1 and bk → y2 strongly and such that
D
1
2
ϕpψa
∗
kpψ → D
1
2
ϕpψy
∗
1pψ and pψblpψD
1
2
ψ → pψy2pψD
1
2
ψ in norm. Then,
‖pψa∗kpψblpψD
1
2
ψ − pψy∗1pψy2pψD
1
2
ψ‖2
≤‖pψa∗kpψblpψD
1
2
ψ − pψa∗kpψy2pψD
1
2
ψ‖2 + ‖pψa∗kpψy2pψD
1
2
ψ − pψy∗1pψy2pψD
1
2
ψ‖2
≤‖pψa∗kpψ‖‖pψblpψD
1
2
ψ − pψy2pψD
1
2
ψ‖2 + ‖pψa∗kpψy2pψD
1
2
ψ − pψy∗1pψy2pψD
1
2
ψ‖2,
which goes to 0. Similarly ‖D
1
2
ϕpψa
∗
kpψblpψ − D
1
2
ϕpψy
∗
1pψy2pψ‖2 → 0. This concludes the
claim, see Theorem A.3.
Now fix a = (aj)ω ∈ A and b = (bj)ω ∈ B. Let zk = (zk,j)ω be a bounded net in M
converging to pψ strongly. Assume moreover that each zk,j is analytic for σ
ϕj and that
σ
ϕj
i/2(z
∗
k,j) is bounded uniformly in j and that (σ
ϕj
i/2(z
∗
k,j))ω → pψ strongly, see Lemma 4.13.
This ensures that (ajz
∗
k,j)ω ∈ A by Lemma 4.14. Set xk,l = zka∗zlb so that xk,l = (xk,l,j)ω =
(zk,ja
∗
jzl,jbj)ω. We get by Theorem A.3, Lemma 4.10 and again Theorem A.3,(
dϕ
dψ
) 1
2
pψxk,lpψD
1
2
ψ = D
1
2
ϕpψxk,lpψ = D
1
2
ϕxk,lpψ
=(D
1
2
ϕjxk,l,j)ωpψ =
((
dϕj
dψj
) 1
2
xk,l,jD
1
2
ψj
)
ω
pψ.
(4.9)
So that, by Lemma 4.3 and Lemma 4.10,
‖
(
dϕ
dψ
) 1
2
pψxk,lpψD
1
2
ψ‖22 ≥ 〈
(
dϕj
dψj
)
ω
, ρ
(xk,l,jD
1
2
ψj
)ω ,(xk,l,jD
1
2
ψj
)ω
〉 = 〈
(
dϕj
dψj
)
ω
, ρ
xk,lD
1
2
ψ
,xk,lD
1
2
ψ
〉.
Taking the limit in k, l gives xk,lpψD
1
2
ψ → pψa∗pψbpψD
1
2
ψ and D
1
2
ϕpψxk,lpψ → D
1
2
ϕpψa
∗pψbpψ
in norm. This shows that (using closedness of the quadratic form associated with
(
dϕj
dψj
)
ω
),
‖
(
dϕ
dψ
) 1
2
pψa
∗pψbpψD
1
2
ψ‖22 = limk,l ‖
(
dϕ
dψ
)1
2
pψxk,lpψD
1
2
ψ‖22
≥ lim
k,l
〈
(
dϕj
dψj
)
ω
, ρ
xk,lD
1
2
ψ
,xk,lD
1
2
ψ
〉 = 〈
(
dϕj
dψj
)
ω
, ρ
pψa∗pψbpψD
1
2
ψ
,pψa∗pψbpψD
1
2
ψ
〉.
By Lemma 4.12 the span of the set of vectors pψa
∗pψbpψD
1
2
ψ with a ∈ A and b ∈ B is dense
in pψHpψ = qψ(H). We see that qψ ≤ P<∞
((
dϕj
dψj
)
ω
)
. Therefore, from (4.9) and Lemma
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4.3, (
dϕ
dψ
)1
2
pψxk,lpψD
1
2
ψ = pψ
(
dϕ
dψ
) 1
2
pψxk,lpψD
1
2
ψpψ
=pψ
((
dϕj
dψj
) 1
2
xk,l,jD
1
2
ψj
)
ω
pψ = qψ
(
dϕj
dψj
) 1
2
ω
(xk,l,jD
1
2
ψj
)ω.
and taking limits in k, l gives (using closedness of the operators),
(4.10)(
dϕ
dψ
) 1
2
pψa
∗pψbpψD
1
2
ψ == qψ
(
dϕj
dψj
) 1
2
ω
(pψa
∗pψbpψD
1
2
ψ ) = qψ
(
dϕj
dψj
) 1
2
ω
qψ(pψa
∗pψbpψD
1
2
ψ ).
We proved in the first paragraph that the span of the vectors pψa
∗pψbpψD
1
2
ψ with a ∈ A
and b ∈ B forms a core for
(
dϕ
dψ
) 1
2
so that we get from (4.10) that
(
dϕ
dψ
) 1
2 ⊆ qψ
(
dϕj
dψj
) 1
2
ω
qψ
and as both sides are self-adjoint we actually have(
dϕ
dψ
) 1
2
= qψ
(
dϕj
dψj
) 1
2
ω
qψ.
It remains to prove that qψ(H) is an invariant subspace of
(
dϕj
dψj
)
ω
. In order to do so take
a bounded net zk = (zk,j) such that zk → pψ strongly and such that each zk,j is analytic
for σϕj with (σ
ϕj
−i/2(zk,j))ω bounded and strongly convergent to pψ, c.f. Lemma 4.13. Set
P<∞ = P<∞
((
dϕj
dψj
)
ω
)
. Then, using closedness of the operators involved, Lemma 4.3 for
the third equality, and using that we saw that qψ ≤ P<∞,(
dϕj
dψj
) 1
2
ω
pψa
∗pψbpψD
1
2
ψ = limk,l,m
(
dϕj
dψj
) 1
2
ω
zka
∗zlbzmD
1
2
ψ
= lim
k,l,m
(
dϕj
dψj
) 1
2
ω
(zk,ja
∗
jzl,jbjzm,jD
1
2
ψj
)ω = lim
k,l,m
P<∞
(
(D
1
2
ϕjzk,ja
∗
jzl,jbjzm,j
)
ω
=P<∞(σ
ϕj
−i/2(zk,j))ω(D
1
2
ϕja
∗
j )ωzl(bj)ωzm = P<∞pψ(D
1
2
ϕja
∗
j )ωpψ(bj)ωpψ
=pψ(D
1
2
ϕja
∗
j )pψ(bj)ωpψ ∈ qψ(H).
So we conclude that
(
dϕj
dψj
) 1
2
ω
preserves qψ(H).

4.5. Modular theory. In this section we show that Theorem 4.15 implies results on mod-
ular theory and Radon-Nikodym derivatives. We first prove Theorem A of the introduction.
Theorem 4.16. Let ϕj be normal, semi-finite, faithful weights on Mj . Let ϕ = (ϕj)ω be
the ultraproduct weight on M with support pϕ. Assume that ϕ is semi-finite. Then,
σϕt (pϕ(xj)ωpϕ) = pϕ(σ
ϕj
t (xj))ωpϕ.
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Proof. Let ψj be the opposite weight of ϕj (see [Tak00]) and let ψ = (ψj)ω be its ultraprod-
uct. Letting again rψj be the support of ψj and pψj = JjrψjJj . We have pϕj = pψj and as
the support of ψ equals JωpϕJω we also have pϕ = pψ. Hence we may apply Theorem 4.15
to find that,
(4.11)
dϕ
dψ
= qψ
(
dϕj
dψj
)
ω
qψ.
Now since pϕ = pψ the kernel of
dϕ
dψ acting on qψ(H) is 0. Therefore (4.11) shows that the
restriction of
(
dϕj
dψj
)
ω
to the invariant subspace qψ(H) has kernel equal to 0 and qψ is disjoint
from the infinite projection in the spectral resolution of
(
dϕj
dψj
)
ω
(see (2.1)). This shows that
qψ(H) is contained in ∪λ>0χ[ 1
λ
,λ](
(
dϕj
dψj
)
ω
)H. Applying Theorem 4.15 and Theorem 4.2 and
noting in addition that qψ and
((
dϕj
dψj
)it)
ω
commute then shows,
(
dϕ
dψ
)it
=
(
qψ
(
dϕj
dψj
)
ω
qψ
)it
= qψ
((
dϕj
dψj
)it)
ω
qψ.
Then we apply (2.3) twice to get,
σϕt (qψ(xj)ωqψ) =
(
dϕ
dψ
)it
qψ(xj)ωqψ
(
dϕ
dψ
)−it
=qψ
((
dϕj
dψj
)it)
ω
qψ(xj)ωqϕ
((
dϕj
dψj
)−it)
ω
qψ = qψ
((
dϕj
dψj
)it)
ω
(xj)ω
((
dϕj
dψj
)−it)
ω
qψ
=qψ
((
dϕj
dψj
)it
xj
(
dϕj
dψj
)−it)
ω
qψ = qψ(σ
ϕj
t (xj))ωqψ.
This also yields that σϕt (pϕ(xj)ωpϕ) = pϕ(σ
ϕj
t (xj))ωpϕ as pϕMpϕ → qϕMqϕ : x 7→ qϕxqϕ is
a (non-spatial) isomorphism (see [AnHa14, Lemma 3.26] or [Haa75, Corollary 2.5, Lemma
2.6]). 
We refer to [Tak00, Section VIII.3] for the definition of the cocycle derivative.
Theorem 4.17. Let ϕj and ρj be normal, semi-finite, faithful weights on Mj . Let ϕ =
(ϕj)ω and ρ = (ρj)ω be their ultraproduct weights on M. Assume that ρ and ϕ are semi-
finite with equal support p. Then,
(4.12) p
((
Dϕj
Dψj
)
t
)
ω
=
((
Dϕj
Dψj
)
t
)
ω
p =
(
Dϕ
Dψ
)
t
.
Proof. Let ψ = (ψj)ω be an ultraproduct of normal, semi-finite, faithful weights ψj on Mj
such that ψ is semi-finite with support r = JωpJω. Set q = pr. Then by [Tak00, Theorem
IX.3.8], Theorem 4.15, Theorem 4.2 (which is applicable, c.f. the proof of Theorem 4.16)
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and once more [Tak00, Theorem IX.3.8], we see that,(
Dϕ
Dρ
)
t
=
(
dϕ
dψ
)it(dψ
dρ
)it
= q
(
dϕj
dψj
)it
ω
q
(
dψj
dρj
)it
ω
q
=q
(
dϕj
dψj
)it
ω
(
dψj
dρj
)it
ω
= q
((
dϕj
dψj
)it(dψj
dρj
)it)
ω
= q
((
Dϕj
Dρj
)
t
)
ω
.
Adapting the second line of this equation in the obvious way also gives(
Dϕ
Dρ
)
t
=
((
Dϕj
Dρj
)
t
)
ω
q.
Under the isomorphism pMp ≃ qMq : x 7→ qxq (c.f. [AnHa14, Lemma 3.26] or [Haa75,
Corollary 2.5, Lemma 2.6]), this yields (4.12). 
4.6. Related results. We end this section with a discussion about the following question.
If ρ ∈ M∗ then it can always be written in the form ρ = (ρj)ω as M∗ ≃
∏
j,ω(Mj)∗. But
can a weight on M always be decomposed in this way? We answer this question in the
negative.
Proposition 4.18. There exists an ultraproduct M = ∏j,ωMj with normal, semi-finite,
faithful weight ϕ on M such that ϕ cannot be written as the ultraproduct of normal, semi-
finite, faithful weights on each of the Mj’s.
Proof. Suppose that there exists x ∈ M+ that is not of the form (xj)ω, i.e. it is not
contained in the Banach space ultraproduct of the Mj’s (see [AnHa14, Remark 3.6] for an
example). Suppose that ϕ is a normal, semi-finite, faithful weight on M such that x ∈ m+ϕ
(note that such a weight always exists), then ϕ cannot be written as an ultraproduct (ϕj)ω of
normal, semi-finite and faithful weights ϕj onMj . Indeed as x ∈ m+ϕ we have ϕ(−1/2)x ∈ M+∗
which we write as ϕ
(−1/2)
x = (ϕ
(−1/2)
j,xj
)ω with xj ∈ m+ϕj . Let Gλ be a continuous function
such that 0 ≤ Gλ ≤ 1 with Gλ(s) = 1 for s ∈ [0, λ] and Gλ(s) = 0 for s ∈ [2λ,∞). Because
by Lemma 4.11 we have ϕ
(−1/2)
Gλ(xj)ω
= (ϕ
(−1/2)
j,Gλ(xj)
)ω ≤ (ϕ(−1/2)j,xj )ω = ϕ
(−1/2)
x and ϕ is faithful it
follows that Gλ(xj)ω ≤ x and for λ > ‖x‖ we get equality (Gλ(xj))ω = x. This contradicts
that x cannot be written as an element (xj)ω. 
The following proposition shows that sometimes ultraproduct weights are faithful. Note
that we do not claim that τ in the next proposition is semi-finite, in fact this is not true as
for suitable ultrafilters it would contradict [Ray02, Proposition 1.14].
Proposition 4.19. Let Mj be type I von Neumann algebras. Let τj :Mj → [0,∞] be the
trace that is determined by τj(p) = 1 for every atomic projection p ∈ Mj . Then τ := (τj)ω
is faithful on
∏
j,ωMj .
Proof. We first claim that for elementary elements 0 ≤ x := (xj)ω ∈
∏
j,ωMj we have
τ(x) = 0 implies x = 0. Indeed, we may assume that xj ≥ 0. If τ(x) = 0 then this implies
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that for every series of atomic projections (pj)ω we have 〈(pjτjpj)ω, (xj)ω〉 = 0. But this
implies that limj,ω pjxjpj = 0. So that (pj)ω(xj)ω(pj)ω = 0. Let λj be the largest eigenvalue
of xj and let p
′
j be the corresponding spectral projection. Let pj be an atomic subprojection
of p′j. Then 0 = (pj)ω(xj)ω(pj)ω = (pjxjpj)ω = (λjpj)ω. So limj,ω λj = 0 and therefore
(xj)ω = 0.
Now let 0 ≤ x ∈ ∏j,ωMj be arbitrary such that τ(x) = 0. Suppose that x 6= 0. Let
(pj)ω be a series of atomic projections such that x(pj)ω is non-zero. Then also (pj)ωx(pj)ω is
non-zero and moreover this element is contained in (pj)ω
(∏
j,ωMj
)
(pj)ω ≃
∏
j,ω pjMjpj ,
so it falls in the case of the first paragraph. Then 0 = τ(x) ≥ τ((pj)ωx(pj)ω) 6= 0, which is
a contradiction. Hence x = 0. 
Remark 4.20. In view of Theorem 5.2 it would be interesting to know if for every ul-
traproduct M = ∏j,ωMj we can find some normal, semi-finite, faithful weights ϕj on
Mj such that the ultraproduct (ϕj)ω is again normal, semi-finite and faithful. Taking into
account the previous propositions we do not expect that this holds.
5. Applications to noncommutative Lp-spaces
In this section we prove Theorem C of the introduction. We need the following version
of the Powers–Størmer inequality. A proof can be found in [CPPR15, Lemma 2.2]. Note
that this lemma only holds for semi-finite von Neumann algebras. The general case can be
deduced using [Kos84a, Proposition 7 and Lemma B].
Proposition 5.1 (Powers–Størmer inequality). Let N be an aribtrary (not necessarily semi-
finite) von Neumann algebra. We have for x, y ∈ L1(N )+ that
‖x 1p − y 1p ‖pp ≤ ‖x− y‖1.
Let ψ be a weight on the commutant N ′ of a von Neumann algebra N which we assume
is in standard form. Recall that the opposite weight is defined as the weight ψop on N that
is given by ψop(x∗x) = ψ(z∗z) where z = Jx∗J .
Theorem 5.2. Let ψj be normal, semi-finite, faithful weights on M′j with ultraproduct
ψ = (ψj)ω which we assume to be semi-finite. Let rψ be the support of ψ and let pψ = JωrψJω
and qψ = pψrψ. We have an isomorphism,
pψ
∏
j,ω
Lp(Mj , ψj)
 pψ →≃ Lp(qψMqψ, ψ),
that is determined by (
dρj
dψj
) 1
p
ω
7→
(
dρ
dψ
) 1
p
,
where ρ = (ρj)ω with ρj ∈ (Mj)∗ uniformly bounded in j and such that pρ ≤ pψ.
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Proof. Throughout this proof we shall refer to the following special types of elements.
(∗) Let Aj ∈ Lp(Mj)+ be a sequence bounded in j in the ‖ · ‖p-norm and of the form
Aj =
(
dρj
dψj
) 1
p
.
with moreover ρj ∈ (Mj)∗ bounded uniformly in j and such that ρ = (ρj)ω has
support pρ ≤ pψ. Set A = (Aj)ω.
We may view A as in (∗) as an element of ∏j,ω Lp(Mj , ψj) because it follows that
‖Aj‖p = ‖Apj‖1/p1 is bounded uniformly in j.
On the other hand we have Ap = (Apj )ω by Lemma 4.1. We may apply Theorem 4.15
which shows that qψ(H) is an invariant subspace for (Apj )ω on which (Apj )ω acts as an
unbounded operator, namely dρdψ . This shows that qψ(Aj)ωqψ ∈ Lp(qψMqψ, ψ) with
‖qψ(Aj)ωqψ‖pLp(M,ψ) = ρ(1) = limj,ω ρj(1) = limj,ω ‖Aj‖
p
Lp(Mj ,ψj) = ‖(Aj)ω‖
p∏
j,ω L
p(Mj ,ψj).
So the proof so far shows that A 7→ qψAqψ gives an isometry from the closed linear span
in
∏
j,ω L
p(Mj , ψj) of operators A as in (∗) to the space Lp(qψMqψ, ψ). We need to prove
that such operators A are dense in pψ
(∏
j,ω L
p(Mj , ψj)
)
pψ and that the range equals
Lp(qψMqψ, ψ).
Claim 1. We claim that the A’s from (∗) are densely contained in pψ
(∏
j,ω L
p(Mj , ψj)
)
pψ.
Proof of Claim 1. Firstly let us show that the elements A from (∗) are indeed contained
in
∏
j,ω L
p(Mj , ψj). To do so it suffices to show that (Apj )ω is in pψ
∏
j,ω L
1(Mj , ψj)pψ,
which is equivalent to showing that (ρj)ω is in pψ
(∏
j,ω(Mj)∗
)
pψ (as the correspondence∏
j,ω(Mj)∗ ≃
∏
j,ω L
1(Mj) preserves the left and right module action of
∏
j,ωMj ). But
the latter is true by assumption, see (∗).
It remains to show density. By Powers–Størmer, c.f. Proposition 5.1, it suffices to show
density of the elements Ap with A as in (∗) in pψ
(∏
j,ω L
1(Mj , ψj)
)
pψ. Let ϕ be the
opposite weight of ψ. We have pϕ = pψ for the supports. The set ϕ
(−1/2)
x with x ∈ pϕm+ϕpϕ
is dense in (pψMpψ)+∗ . So fix such an element x ∈ pϕm+ϕpϕ. Let A be the set of all series
(xj)ω with xj ∈ m+ϕj such that ϕ
(−1/2)
j,xj
is bounded uniformly in j and ϕ
(−1/2)
(xj )ω
≤ ϕ(−1/2)x .
Recall also that (ϕ
(−1/2)
xj )ω = ϕ
(−1/2)
(xj)ω
by Lemma 4.11. We have pψ(xj)ωpψ ≤ pψxpψ and
in fact exactly as in the proof of Lemma 4.12 one can show that supa∈A pψapψ = pψxpψ.
Then also supa∈A ϕ
(−1/2)
a = ϕ
(−1/2)
x . This shows that the functionals ϕ
(−1/2)
a with a ∈ A
are dense in (pψMpψ)+∗ . Now use that we have an isometric correspondence (pψMpψ)+∗ ≃
pψ
(∏
j,ω(Mj)+∗
)
pψ ≃ pψ
(∏
j,ω L
1(Mj , ψj)+
)
pψ under which the functional ϕ
(−1/2)
a , a =
(aj)ω ∈ A corresponds to Apj :=
(
dϕj,aj
dψj
)
. As A = (Aj)ω clearly satisfies (∗) we conclude
our claim.
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Claim 2. We claim that the qψAqψ’s from (∗) are dense in Lp(qψMqψ, pψ).
Proof of Claim 2. The proof is essentially the same as in Claim 1. By the Powers–
Størmer inequality it suffices to show that (qψAqψ)
p = qψA
pqψ with A as in (∗) is dense in
L1(qψMqψ, ψ)+. Then it suffices to show the density in (qψMqψ)+∗ of all positive normal
functionals on qψMqψ that are of the form (ϕ(−1/2)j,xj )ω where xj ∈ m+ϕj are such that both
xj and ϕ
(−1/2)
j,xj
are bounded uniformly in j. This is exactly what the previous paragraph
shows.

In particular we give a new proof of the following result due to Raynaud, see [Ray02,
Theorem 3.1].
Corollary 5.3. Let Mj be von Neumann algebras and let M =
∏
j,ωMj. For every
p ∈ [1,∞] we have an isomorphism,
Lp(M) ≃
∏
j,ω
Lp(Mj).
Proof. For p = ∞ this is by definition so assume that p ∈ [1,∞). The proof follows by an
inductive limit argument if we could show that the isomorphisms of Theorem 5.2 agree on
intersection taking into account the isomorphism given by a change of weight.
LetN be an arbitrary von Neumann algebra. If ψ1, ψ2 ∈ N+∗ are such that pψ1 ≤ pψ2 then
we have Φψ1,ψ2 : L
p(pψ1Npψ1 , ψ1) ⊆ Lp(pψ2Npψ2 , ψ2) isometrically and the isomorphism is
given by
(
dρ
dψ1
) 1
p 7→
(
dρ
dψ2
) 1
p
with ρ ∈ N∗ having support pρ ≤ pψ1 .
Going back to ultraproducts take ψ1 = (ψ1,j)ω ∈ M′∗ and ψ2 = (ψ2,j)ω ∈ M′∗ with sup-
ports rψ1 and rψ2 and opposite supports pψ1 and pψ2 . We denote the supports of the ψk,j’s
similarly. Assume that pψ1 ≤ pψ2 . We may and will assume that for every j we have sup-
ports pψ1,j ≤ pψ2,j (indeed one may replace ψ1,j by rψ2,jψ1,jrψ2,j and as rψ1 ≤ rψ2 ≤ (rψ2,j )ω
we have (rψ2,jψ1,jrψ2,j )ω = (rψ2,j )ω(ψ1,j)ω(rψ2,j )ω = (ψ1,j)ω). Now the isomorphisms so far
give a commutative diagram (as is clear from their explicit prescriptions),
pψ1
(∏
j,ω L
p(pψ1,jMjpψ1,j , ψ1,j)
)
pψ1
Thm5.2
//
∏
j,ω Φψ1,j ,ψ2,j

Lp(qψ1Mqψ1 , ψ1)
Φψ1,ψ2

pψ2
(∏
j,ω L
p(pψ2,jMjpψ2,j , ψ2,j)
)
pψ2
Thm5.2
// Lp(qψ2Mqψ2 , ψ2).
So take an increasing net {ψk}k in M∗ with pψk → 1. Then taking the inductive limit of
the isomorphisms pψk
(∏
j,ω L
p(Mj , ψk,j)
)
pψk ≃ Lp(qψkMqψk , ψk) of Theorem 5.2 yields
the result. 
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Appendix A. Spatial derivatives on the standard form
We compliment this paper by showing that the spatial derivative attains a nice represen-
tation on the standard form, at least if the standard form is represented as
(A.1) (N , L2(N ), J, L2(N )+),
where J : x 7→ x∗. See [Ter82] for a discussion on standard forms and Lp-spaces.
We fix again notation, keeping the appendix self-contained. Let N be a von Neumann al-
gebra. Let κ′ be some normal, semi-finite, faithful weight on N ′ and set Lp(N ) = Lp(N , κ′).
We assume that N is represented in standard form, ie. (A.1). For a normal weight ϕ on N
we write again Dϕ for dϕ/dκ
′. For a normal, semi-finite, faithful weight ϕ on N we set
Iϕ = {ω ∈ N∗ | The map Λϕ(x) 7→ ω(x∗), x ∈ nϕ extends boundedly} .
By the Riesz theorem for ω ∈ Iϕ there exists a vector ξ(ω) ∈ Hϕ such that
〈ξ(ω),Λϕ(x)〉 = ω(x∗).
It follows (see also [Cas13]) that ξ(yϕ) = Λϕ(y), y ∈ (Tϕ)2 and as ϕy =σϕ
−i(y)
ϕ it follows
that
(A.2) ξ(ϕy) = Λϕ(σ
ϕ
−i(y)), y ∈ (Tϕ)2.
Fix a normal, semi-finite, faithful weight ψ on N ′ and let ψop be the opposite weight on
N . Recall that it is defined as ψop(x∗x) = ψ(y∗y), for x = Jψy∗Jψ with y ∈ N ′ so that
x ∈ N . Recall that if x ∈ nρ then xD
1
2
ρ ∈ L2(N ) with ‖xD
1
2
ρ ‖2 = ρ(x∗x). We shall also
write Dψ for Dψop (as ψ is a weight on N ′ there can be no confusion). Note that we have
nψ = Jψn
∗
ψopJψ and a GNS-construction for ψ is given by Jz
∗J 7→ D
1
2
ψz, where z ∈ n∗ψop .
For an element D ∈ L1(N )+ we recall that Tr(D) = ρ(1) where ρ is such that D = dρdψ . We
extend this integral/trace to L1(N ) by linearity. Now we have the following.
Lemma A.1. Let ξ ∈ L2(N ) and suppose that the mapping f : N∗ → C : ω 7→ 〈ξ(ω), ξ〉 is
bounded. Then there exists x ∈ nψop such that ξ = Λψop(x).
Proof. Because f is bounded there exists x∗ ∈ N such that f(ω) = ω(x∗). We claim that
x ∈ nψop . Let y ∈ (Tψop)2 and let aj ∈ Tψop be a bounded net converging to 1 in the σ-
strong topology and such that also σψ
op
i/2 (aj) is bounded and convergent to 1 in the σ-strong
topology, c.f. Lemma 2.1. Then xaj ∈ nψop and xaj → x in the σ-strong topology. Also we
have,
〈ξ(ψopy ),Λψop(xaj)〉 = ψop(a∗jx∗σψ
op
−i (y)) = 〈ξ(ψopya∗j ), ξ〉
=〈Λψop(σψ
op
−i (ya
∗
j )), ξ〉 = 〈Jσψ
op
i/2 (aj)JΛψop(σ
ψop
−i (y)), ξ〉
=〈Jσψopi/2 (aj)Jξ(ψopy ), ξ〉.
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So we see that Λψop(xaj) converges weakly to ξ as the vectors ξ(ψ
op
y ) are dense in L2(N )
(c.f. (A.2) and [Cas13, Lemma A.2]). As Λψop is σ-weak/weak closed this implies that
x ∈ nψop and moreover that Λψop(x) = ξ. This proves the claim. 
Lemma A.2. The set of ψ-bounded D(L2(N ), ψ) equals {xD
1
2
ψ | x ∈ nψop}. Furthermore
we have Rψ(xD
1
2
ψ ) = x.
Proof. Write πr(z), z ∈ N for the right multipliciation mapping L2(N )→ L2(N ) : x 7→ xz.
In particular πr(z) ∈ N ′ and πr(z) = Jz∗J . Recall that Λψ : πr(z) 7→ D
1
2
ψz with z ∈ n∗ψop is
a GNS-construction for ψ. As for x ∈ nψop we have that xD
1
2
ψ ∈ L2(N ) we have for z ∈ n∗ψop ,
Rψ(xD
1
2
ψ ) : D
1
2
ψz = Λψ(πr(z)) 7→ πr(z)xD
1
2
ψ = xD
1
2
ψz.
In particular xD
1
2
ψ is ψ-bounded and R
ψ(xD
1
2
ψ ) = x.
Conversely, let y ∈ (Tψop)2 and take ξ ∈ D(L2(N ), ψ) ⊆ L2(N ) and set x = Rψ(ξ). Then
we have,
〈ξ(yψop), ξ〉 = Tr(ξ∗yD
1
2
ψ ) = Tr(D
1
2
ψy
∗ξ) = Tr(σψ−i/2(y
∗)D
1
2
ψξ)
=Tr(D
1
2
ψξσ
ψ
−i/2(y
∗)) = Tr(D
1
2
ψR
ψ(ξ)Λψ(πr(σ
ψ
−i/2(y
∗))))
=Tr(D
1
2
ψxD
1
2
ψσ
ψ
−i/2(y
∗)) = Tr(xDψy∗) = Tr(yDψx∗) = yψop(x∗).
This shows that yψ
op 7→ 〈ξ(yψop), ξ〉 extends boundedly to a map N∗ → C (using that
functionals yψ
op with y ∈ (Tψop)2 are dense in N∗). Then applying Lemma A.1 shows that
ξ = Λψop(x) for some x ∈ nψop and therefore ξ = xD
1
2
ψ . 
Theorem A.3. Let ϕ be a normal, semi-finite, faithful weight on N and let ψ be a normal,
semi-finite, faithful weight on N ′. Let Dom(G) = {xD
1
2
ψ | x ∈ n∗ϕ ∩ nψop}. Consider the
mapping,
(A.3) G : Dom(G)→ L2(N ) : xD
1
2
ψ 7→ D
1
2
ϕx.
Then G =
(
dϕ
dψ
) 1
2
. In particular G is closed and positive self-adjoint on the domain defined
by (A.3).
Proof. The domain of
(
dϕ
dψ
) 1
2
equals all ψ-bounded vectors for which 〈ϕ, θψ(xD
1
2
ψ , xD
1
2
ψ )〉 is
finite. So by Lemma A.2 these are exactly all vectors of the form xD
1
2
ψ with x ∈ nψop for
which ϕ(xx∗) is finite, i.e. x ∈ n∗ϕ. From Lemma A.2 we see that for x, y ∈ nψop we have
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θψ(yD
1
2
ψ , xD
1
2
ψ ) : D
1
2
ψz 7→ yx∗D
1
2
ψz. Consequently for x ∈ n∗ϕ ∩ nψop we have,
〈
(
dϕ
dψ
)1
2
(xD
1
2
ψ ),
(
dϕ
dψ
) 1
2
(xD
1
2
ψ )〉
=〈ϕ, θψ(xD
1
2
ψ , xD
1
2
ψ )〉 = ϕ(xx∗) = 〈x∗D
1
2
ϕ , x
∗D
1
2
ϕ 〉
=〈J(x∗D
1
2
ϕ ), J(x
∗D
1
2
ϕ )〉 = 〈D
1
2
ϕx,D
1
2
ϕx〉 = 〈G(xD
1
2
ψ ), G(xD
1
2
ψ )〉.
This implies that G ⊆
(
dϕ
dψ
) 1
2
. 
Corollary A.4. Using the notation of Theorem A.3, for the Connes cocycle derivative we
have: (
Dϕ
Dψop
)
t
= DitϕD
−it
ψ .
Proof. For any normal semi-finite faithful weight ρ on N ′ we have (see [Tak00, Theorem
IX.3.8]) (
Dψop
Dϕ
)
t
=
(
dϕ
dρ
)it(dψop
dρ
)−it
,
so that the proposition follows from Theorem A.3. 
Finally we need an approximation argument for one of our proofs.
Lemma A.5. Let ϕ be a normal, semi-finite, faithful weight on N and let ψ be a normal,
semi-finite, faithful weight on N ′. The set xD
1
2
ψ with x ∈ span n∗ϕnψop is a core for
(
dϕ
dψ
) 1
2
.
Proof. Let {ej}j be a net in n∗ϕ converging to 1 strongly and such that also σϕ−i/2(ej)
converges to 1 strongly. Let x ∈ n∗ϕ ∩ nψop . Then ejx ∈ n∗ϕnψop . Then we have that,
ejxD
1
2
ψ → xD
1
2
ψ ,
in norm and
D
1
2
ϕejx = σ
ϕ
−i/2(ej)D
1
2
ϕx→ D
1
2
ϕx,
in norm. By Theorem A.3 we see that therefore the linear span of n∗ϕnψ is a core for(
dϕ
dψ
) 1
2
. 
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