Abstract-This paper presents an approach to the evaluation of the reverse link capacity of a CDMA cellular voice system which employs power control and a variable rate vocoder based on voice activity. It is shown that the Erlang capacity of CDMA is many times that of conventional analog systems and several times that of other digital multiple access systems.
I. INTRODUCTION
OR any multiuser communication system, the measure F of its economic usefulness is not the maximum number of users which can be serviced at one time, but rather the peak load that can be supported with a given quality and with availability of service as measured by the blocking probability (the probability that a new user will find all channels busy and hence be denied service, generally accompanied by a busy signal). Adequate service is usually associated with a blocking probability of 2 percent or less. The average traffic load in terms of average number of users requesting service resulting in this blocking probability is called the Erlang capacity of the system.
In virtually all existing multiuser circuit-switched systems, blocking occurs when all frequency slots or time slots have been assigned to a voice conversation or message. In code division multiple access (CDMA) systems, in contrast, users all share a common spectral frequency allocation over the time that they are active. Hence, new users can be accepted as long as there are receiver-processors to service them, independent of time and frequency allocations. We shall assume that a sufficient number of such processors is provided in the common base station such that the probability of a new arrival finding them all busy is negligible. Rather, blocking in CDMA systems will be defined to occur when the interference level, due primarily to other user activity, reaches a predetermined level above the background noise level of mainly thermal origin. While this interference-to-noise ratio could, in principle, be made arbitrarily large, when the ratio exceeds a given level (about 10 dB nominally), the interference increase per additional user grows very rapidly, yielding diminishing returns and potentially leading to instability. Consequently, we shall establish blocking in CDMA as the event that the total interference-to-background noise level exceeds 1/77 (where q = 0.1 corresponding to 10 dB), and we determine the Erlang capacity which results in a 1 percent blocking probability. We Manuscript received March 16, 1992; revised November 16, 1992 . Part of this paper was presented at the IEEE International Symposium on Information Theory, San Antonio, TX, January [17] [18] [19] [20] [21] [22] 1993 .
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emphasize, however, that this is a "soft blocking" condition, which can be relaxed as will be shown, as contrasted to the "hard blocking" condition wherein channels are all occupied.
Also, in conventional systems, a fraction of the time or frequency slots must be set aside for users to transmit requests for initiating service, and a protocol must be established for multiple requests when two or more users collide in simultaneously requesting service. In CDMA systems, even the users seeking to initiate access can share the common medium. Of course, they add to the total interference and hence lower the Erlang capacity to some degree. We shall demonstrate that this reduction is very small for initial access requests whose signaling time is on the order of a few percent of the average duration of a call or message.
Conclusions will be drawn regarding the relative increase in Erlang capacity of a direct sequence spread-spectrum CDMA system over existing FDMA and TDMA systems.
CONVENTIONAL BLOCKING
In conventional multiple access systems, such as FDMA and TDMA, traffic channels are allocated to users as long as there are channels available, after which all incoming traffic is blocked until a channel becomes free at the end of a call. The blocking probability is obtained from the classical Erlang analysis of the M / M / S / S queue, where the first M refers to a Poisson arrival rate of X calls/s; the second M refers to exponential service time with mean l / p s/call; the first S refers to the number of servers (channels); and the second S refers to the maximum number of users supported before blockage occurs.
The Erlang-B formula [ 11 gives the blocking probability under these conditions where X/p is the offered average traffic measured in Erlangs. Of course, the average active number of users equals Thus, for the conventional AMPS system with 30 kHz channels K = 7 frequency reuse factor' and 3 sectors, the number ( X / P ) ( l -Pblocking).
It should be noted that the reuse factor of 7 applies strictly only to North American analog systems. Digital TDMA systems have been proposed for other regions with lower reuse factors (4 or even 3 
In fact, however, none of the three assumptions above holds since a) the number of active calls is a Poisson random variable with mean A/p (there is no hard limit on servers); b) each user is gated on with probability p and off with c) each user's required energy-to-interference Eb/Io ratio is varied according to propagation conditions to achieve the desired frame error rate (zl percent). For simplicity, we continue to assume that all cells are equally loaded (with the same number of users per cell and sector which are uniformly distributed over each sector).
With assumptions a), b), and c) replacing l), 2), and 3), the condition for nonblocking, replacing (1) becomes (4) with IC, the number of users/sector, being a Poisson random variable with mean A/p; and v being the binary random variable taking values 0 and 1, which represents voice activity, with 
Taking W = spread-spectrum bandwidth R = data rate, Eb = bit energy, No = thermal (or background) noise density, IO = maximum total acceptable interference density (interference power normalized by W ) , and f = ratio of other cell interference (at base station for given sector)-to-own sector interference2 then the condition for nonblocking is whence it follows that
21n [7] , a tight upper bound on other-cell interference is derived, which gives f = 0.55 for the propagation parameters of interest.
(7)
where 77 is given by (3) . Hence, the blocking probability for CDMA becomes
Setting this equal to a given value (nominally 1 percent) establishes the Erlang capacity of a CDMA cellular system. Again, we note that this is a "soft blocking" phenomenon which can be occasionally relaxed by allowing Io/No, and consequently 1 -77, to increase.
Naturally, when condition (8) is exceeded, call quality will suffer. Thus, this probability is kept sufficiently low so that we can ensure high availability of good quality service. Conventional multiple access systems also are limited to providing good quality service only on the order of 90-99 percent of the time because of the variability of interference from just one or a few other users, in contrast with the CDMA case where quality depends on an average over the entire user population.
To evaluate this blocking probability, we must determine the distribution function of the random variable 2 which in Empirical Eh/Io probability density and log-normal approximation ( m = 7.0 DB; sigma = 2.4 dB). turn depends on the random variables U, k , and E , representing voice activity, number of users in a sector, and &/Io of any user, respectively. The distribution of U is given by (5) . Since k is Poisson, its distribution is given by second moments of E are given by
where X and are the arrival and service rates as defined in the previous section.
On the other hand, E, the Eb/Io ratio of a single user, depends on the power control mechanism which attempts to equalize the performance of all users. It has been demonstrated that inaccuracy in power control loops are approximately lognormally distributed with a standard deviation between 1 and 2 dB [4] . However, since under some propagation conditions (e.g., with excessive multipath) higher than normal &/Io will be required to achieve the desired low error rates, the overall distribution, also log-normally distributed, will have a larger standard derivation. An example drawn from field trials with all cells fully loaded, in which &/IO is varied in order to maintain frame error rate below 1 percent is shown by the histogram of Fig. 1 . As demonstrated by the dotted curve, the histogram is closely approximated by a log-normal probability density, with the mean and standard deviation of the normal exponent equal to 7 and 2.4 dB, respectively. Hence, we shall use the log-normal approximation3
where x is a Gaussian variable with mean m M 7 dB and standard deviation o M 2.5 dB. Note then that the first and
Although all moments exist, the moment generating function of E does not converge; hence the ordinary Chernoff bound for the blocking probability (8) 3~n the following, we could use the exact empirical distribution in numerically computing the Chernoff bound (13). Using the log-normal approximation gives us more flexibilitv in obtaining a general analytical result. Actually, the This bound, obtained through numerical integration of (151, is plotted, for the sing1e sector case, as the upper curve Of Fig* 2. U approximation is slightly pessimistic (an upper bound) since it appears from Fig. 1 that the empirical histogram is slightly skewed to the left of the lognormal approximation with the same mean and standard deviation. Fig. 1 is typical of data from a large number of field tests conducted in widely varying terrain in a large number of cities and in several countries.
4Note that m is the mean of the exponent of the log-normal variable. Since eorn = this is the value of &/Io corresponding to the mean (dB)
value, but it is not the true mean. It can be shown by symmetry that it is the median, while the true mean is related to it by (11).
Edited A much simpler approach is to assume a central limit theorem approximation for 2 and to compute its mean and variance. Then
Now since 2 is the sum of IC random variables, where k is itself a random variable, we have from [5] , letting E' = E/exp(prn), [2(b42] . (20) Using (18) and (20) in (17) yields the lower curve of Fig. 2 .
It is commonly accepted that a Chernoff upper bound overestimates the probability by almost an order of magnitude.
Moreover, a simulation involving on the order of one million frames was run to evaluate the tightness of the bound and the accuracy of the approximation. Results shown in Fig. 2 indicate excellent agreement with the approximation, with at most I percent discrepancy in Erlang capacity for the nominal 1 percent blocking probability. Thus, we shall henceforth use only central limit approximations, given the much greater ease of computation, which will allow us to obtain more general and more easily employed results. We note that for any specific case, a strict upper bound can always be obtained by numerically computing the Chernoff bound based on the empirical distribution of E b / l o as given in (A.3) of Appendix I. We note, however, that the approximation underestimates this upper bound by at most a few percent.
IV. GENERAL ERLANG CAPACITY FORMULA INCLUDING OTHER CELL INTERFERENCE
Before deriving the general formula, we consider the effect of users in other cells which are power controlled by other base stations. It has been shown both analytically [3] and by simulation that the interference from surrounding cells increases the average level at the base station under consideration by a fraction between 1/2 and 2/3 of that of the desired cell's users when the propagation attenuation is proportional to the fourth power of the distance times a log-normally distributed component whose differential standard deviation is 8 dB. The results of an improved upper bound on the mean outer-cell interference fraction f as derived in [7] and shown in Table I .
We note also that each user which is controlled by an othercell base station will also have an &/IO which is distributed according to the histogram of Fig. 1 . Hence, this other-user interference can also be modeled by the same log-normal distribution as assumed for users of the desired cell. We can now modify (18) to accommodate other-cell users as well. The total number of other-cell users is generally much larger, but their average power is equivalent to that of kf users. We shall therefore model them as such, recognizing that this is
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somewhat pessimistic since, with a larger number of smaller received power users, the mean power will remain the same but the variance will be reduced. In any case, accepting this approach as an overbound, we find that the mean and variance 
we note that F(B,a = 2.5) = 0.695 while F(B,a = 0 ) = 0.86. Thus, it follows that the incremental loss due to power control inaccuracy F ( B , a = 2.5)/F(B, U = 0) = 0.8. This means that in this case a standard deviation of 2.5 dB in power control causes a reduction of only 1 dB in capacity. Fig. 3 and 4 also show that results are not very sensitive to the level of blocking probability. Doubling the latter only increases capacity by about 2 percent. Note finally that substituting 
Using (24) and (25), this can be expressed as a formula for Erlang capacity where
with B given by (26). Fig. 3 is a plot of (Q-l)'-the factor of B which depends on Pblocking. Fig. 4 shows plots of F(B,a) as a function of B for several values of a, the standard deviation in decibels of the power-controlled Eh/Io. We note finally that the Erlang capacity, as given by (27), is the same as the capacity predicted under ideal assumptions (2) but increased by the inverse of the voice activity factor l / p and decreased by the reduction factor F(B,a) given in In the preceding, the total received interference-to-noise Io/No was assumed fixed, and blocking probability was evaluated as a function of average user loading Alp. Now suppose the blocking probability is fixed at 1 percent, but for each user loading X/p, the minimum value of Io/No is determined to achieve this. This can be established by varying 77 = N o / I o < 1 and determining from (27) the X / p value for which blocking probability equals 1 percent for each lo/No level.
More importantly, from &/NO, we may determine the minimum value of received signal power-to-background noise for each user, and consequently the minimum transmitted power per user, given the link attenuation, the receiver sensitivity, and antenna gains. The minimum required received signal-tobackground noise per user S / ( N o W ) is obtained by equating the average sum of the per-user ratios weighted by the average voice activity factor to the total other user interference-to-noise ratio
Thus, where 1/77 = Io/No is fixed, as noted above, and A/p is the resulting loading to achieve &,locking = 0.01 for this value of 7, as given by (26)-(28). Fig. 5 shows the per-user signalto-background noise ratio as a function of the relative Erlang capacity for the same parameters used in the last section. The inverse of q, the interference-to-noise density Io/No ranges from 1 to 10 dB as the capacity varies over a factor of 8. The important point is that the per-user power can be reduced by about 8 dB for lightly loaded cells, It also helps to justify the choice of Io/No = 10 dB for blocking when all cells are heavily loaded, since per-user power requirements increase rapidly above this point. VI. INITIAL ACCESS send access requests simultaneously. In CDMA, in which the allocated commodity is energy rather than time or frequency, access requests can share the COmmOn channel with ongoing users. The arrival rate of user requests is taken to be calls/s, which is the same as that for ongoing calls under the assumption that all requests are eventually served. Since newly Prior to initiating a call on the reverse link, a user must signal a request to the base station. In conventional systems, a time or frequency slot is allocated for the purpose of access request, and a protocol is provided for recovering from collisions which occur when two or more new users Edited by Foxit Reader Copyright(C) by Foxit Software Company,2005 Company, -2006 For Evaluation Only.
arriving users are not power controlled until their requests are recognized, the initial power level will be taken to be a random variable uniformly distributed from 0 to a maximum value, corresponding to a (bit) energy level of Ehf. Thus, the initial access energy level is yEhf where y is a random variable with probability density function O < y < l = { i: otherwise.
If this initial power level is not sufficient for detection: and hence acknowledgment is not received, the user increases his power in constant decibel steps every frame until his request is acknowledged. Thus, the initial access user's power grows exponentially (i.e., linearly in decibels) with time, taken to be continuous since the frame time is only tens of milliseconds long. Hence, the energy as a function of time for initial access requests is
where S is fixed. Letting -r denote the time required for an initial access user to be detected, it follows from (30) to (31) that
T > 0 (32) where the last equation follows from the fact that y is uniformly distributed on the unit interval. Thus, the "service time" for any initial access requests (time required for acceptance) for all users is exponentially distributed with mean 1/S s/message. The consequences of this observation are very significant. We have thus shown that with Poisson distributed arrivals and exponentially distributed service time, the output distribution is also Poisson. This then guarantees that the distribution for users initiating service is the same as for newly accessing users. Furthermore, at any given time, the power distribution for users which have not yet been accepted is also uniform. As for the service time distribution, according to (32), this is exponential with mean service time equal to 1/S. Thus, the total interference of (4) is augmented by the interference from initial accesses. When normalized as in (IS), this introduces an additional term in the mean and variance of Z', (18) and (20), respectively. Calling this Z", we have, ignoring for the moment surrounding cells,
where y is uniformly distributed on the unit interval and is independent of Enf/Io. Thus E ( y ) = 1/2 and E(?') = We assume initially that the access request is detected (immediately) when the initial access user's energy reaches E l f , hut it remains undetected until that point. Below, we shall take E .~I to be itself a random variable, with distribution similar to Eb. It should also be noted that initial access detection is performed on an unmodulated signal, other than for the user's pseudorandom code which is known to the base station. It should thus be more robust than the demodulator performance at the same power level. 
BE( E ) , E [ ( Eh,r/10)~] = O2 E ( e 2 ) .
If surrounding cells support the same coverage load as the given cell, initial accesses will also produce the same relative interference. Introducing this term as well, we obtain, from (33) and (34), If we take the arbitrary scale factor B = 3/2-a reasonable choice since this places the detection bit energy level at 50 percent higher than the operating bit energy level-we find that the effect is to increase the Erlang level ( X / p ) by the factor Note that p/S is the ratio of mean detection time-to-mean message duration, which should be very small. If, for example, p/S = 0.0055, corresponding to a mean access time of 1 s (50 frame)6 for a 3-min mean call duration, this means that the effect of initial accesses is to reduce the Erlang traffic by about 1 percent (a negligible cost considering the notable advantages).
VII. CONCLUSIONS
The foregoing analysis represents a conservative estimate of the Erlang capacity of direct sequence spread-spectrum CDMA. Classical blocking was replaced by the condition that the total interference exceeds the background noise by 10 dB, and Erlang capacity was defined as the traffic load corresponding to a 1 percent probability that this event occurs. The three random variables which contribute to this event were modeled as follows: 1) Poisson traffic arrival, exponentially distributed message length, and arbitrarily many servers ( M / M / c c in the terminology of queuing theory [ 11); 2) voice activity factor p equal to 40 percent, as established by extensive experimental measurements on ordinary speech conversations [6] ; 6Note that at a data rate of 9600 bits/s, each 20 ms voice frame contains 192 bits. For Eb/Io z 7 dB, the frame energy-to-interference level is about 32 dB-an ample value to virtually assure detection in one frame. The main conclusion is that the Erlang capacity of CDMA is about 20 times that of AMPS. This is based on establishing the blocking condition as the event that the total interferenceto-noise-ratio exceeds 10 dB. This "soft" blocking condition can be relaxed to allow a maximum ratio of 13 dB. for example, for particularly heavily loaded sectors. When traffic is light, much lower interference-to-noise ratios can be imposed which translate into much lower mobile transmitted powers, a particularly valuable feature in prolonging battery life for portable subscriber units.
Finally, a significant byproduct of spectrum sharing is the very small Erlang capacity overhead required to accommodate initial access requests along with ongoing traffic, as demonstrated in the last section. The total interference is then the sum of (B.3) and (B.7), where the latter is integrated over all regions not including the six central region pairs A and B. The result equals Nu( l + f ) . By performing this numerical integration, the othercell interference factor f was obtained for various values of LL and go, as shown in Table I .
