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Abstract
This thesis studies the acceleration of particles to super-thermal energies in explosive 
solai" events as well as the magnetic changes in connectivity that may be responsible 
for changes in the morphology of quiescent filaments. Firstly a review of some of the 
observations of solar flare dynamics js  given, as well as an introduction to the competing 
theories attempting to explain both particle acceleration and filament formation.
An explanation of the numerical FORTRAN code that is used to calculate the tra­
jectories of particle distribution functions in prescribed electromagnetic fields is given. 
Examples of known fields are used to test the accuracy of the code and the simple exam­
ple of the well-known Litvinenko current sheet field is investigated.
The results of chai'ged particle orbit calculations in prescribed electric and magnetic 
fields motivated by magnetic reconnection models are then presented. The electromag­
netic fields are chosen to resemble a current sheet with a localised reconnection region. 
The dependence of the model on the important physical parameters is considered.
An introduction to the mathematical formulation of a collapsing magnetic trap is 
given. The same numerical code is used to calculate single electron orbits in this more 
complicated time dependent electromagnetic field. Consideration of important previous 
work is given before describing the best attempts to model the movement of fiaie loops 
in a realistic fashion.
Finally the process of flux cancellation and filament formation is studied using a range 
of data including ground-based H a  and SoHO MDI magnetograms. It is found that the 
cancellation occurs at the ends of H a  sections of the filament and is accompanied by a 
noticeable increase in the H a  intensity and linkage of the sections. Measurements of the 
amount of flux cancelled at each site show it is in agreement with an estimate of the axial 
flux contained in the filament.
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Prelude
Of all the principal animal characteristics, the most important to our lives is curiosity. 
It may have killed the cat but it is the reason for almost every scientific and technological 
breakthrough in history. Without curiosity there would have been no invention of the 
steam engine or the light bulb and man would certainly not have walked on the moon. 
We would be content to live our lives with minumum fuss or excitement, so long as we 
had food and shelter. We should therefore be thankful that natural selection has favoured 
those individuals who seek to push the limits of what we can achieve. No child should 
ever be told that he asks too many questions.
The sum of all human knowledge grows exponentially, and knowledge really is power. 
The power to understand where we have come from and the power to manipulate our en­
vironment. So whatever we can do to increase our knowledge in some way empowers the 
human race. Even the pursuit of knowledge without focus should be considered useful.
To use the excuse that a red traffic light appeared green due to the doppler effect one 
would have to be going fast enough to get a $ 100 million speeding fine.
The earth spins at a rate on the surface of about lO&ms” ,^ while travelling round the 
sun at a rate of about 30kms~^. The whole solar system is travelling around the galaxy 
at about 21A:ms“ * so when all of these are in the same direction we are actually moving 
at over 60kms~^, even when we stand still.
In 1897 the state o f Indiana court declared that the value o f pi, to be used in all 
calculations, should be set at 4. This rather hampered the efforts o f all the physicists and 
mathematicians for 20 years or so.
In 1456 Hailey’s comet was excommunicated by Pope Calixtus HI as an instrument 
of the devil. It was blamed for (amongst other things) earthquakes, illness and the birth 
of two-headed animals.
The human eye perceives green more quickly than red. Vision experts say red for 
danger and green for safety is exactly the wrong way around.
The Leaning Tower of Pisa has 296 steps. The Empire State building has 1,860, Big 
Ben 374 and the Eiffel Tower 1665. My house has 17.
The moon appears to revolve around the Earth from east to west, but it actually moves 
from west to east - because the Earth*s rotation is faster than the moon’s revolution.
The wound rubber thread that makes up the inside of a golf ball will stretch just about 
as far as a good golfer might drive the ball off the tee: 285 yards.
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Chapter 1
Introduction
“Forget the Sun! It is a drearily predictable place. All it does is burn hydrogeii, 
boil plasma and expel protons. There is nothing new in that story. Nothing worth 
your study.”
Albert Withers, in FLARE by Roger Zelazny, 1992.
1.1 Introducing the Sun
The Sun (or Sol) is our closest star and by far the greatest source of energy in the solar 
system. As stars go it is a fairly normal, boring even, G2 class yellow dwarf. However, as 
the nearest star to us by a factor of nearly 300,000 (the next closest, Proxima Centauri, is 
4.24 light years away) we can study it in much more detail than we could possibly hope to 
look at others. The fact that it is a typical example of a middle-aged star is an advantage 
to scientists hoping to discover as much as possible about not only oui' sun but other stars 
in general too.
The sheer size and power of our sun means that even relatively minor fluctuations 
can have a profound impact on the Earth’s climate. For example, it is thought that the 
cool spell around the 17th Century (known as the Maunder Minimum) was connected to 
a period when the Sun was particularly quiet, with very few visible sun spots. We are also 
able to track the effects of explosions in the sun’s atmosphere (solar flares) and obseiwe 
highly accelerated particles entering the Earth’s atmosphere, manifest most beautifully as 
the Aurora Borealis and Australis. Other effects of such energetic particles include short- 
ch'cuits and potential danger to astronauts. These are just a few of the main reasons for 
trying to understand the workings of our nearest star, especially the enormous eruptive 
events like flares. Even if there were no obvious practical gain in studying the sun I
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Figure 1.1: Cartoon showing the main layers o f the sun, taken from Kaler (1992).
suspect many of our community would still dedicate their time to the subject for the 
curiosity, the intellectual challenge or, in the words of Sir Edmund Hilary: “Because it 
was there.”
The sun can be broadly defined in layers, working outward from the core. We will 
very briefly describe the main layers and how they interact before concentrating on ex­
plosive events and the observations and theories we have at present. An explanation of 
the acceleration of huge numbers of electrons and ions in solar flares is still very much 
a work in progress, as is the formation and eruption of prominences. This has made the 
study of both so interesting.
1.1.1 The Solar Interior
The sun is a huge ball of plasma (ionised gas) and essentially a massive nuclear reactor, 
producing vast quantities of energy by the fusion of hydrogen into helium. This happens 
in the hot core where the outward force of the gas pressure balances the huge inward 
gravitational force. For a long time theoretical models have been used to predict the tem­
perature and density of the core. In the last few decades we have started to detect neutrinos 
(almost mass-less particles created by nuclear fusion). These tiny particles escape from 
the core and pass through the Earth but are notoriously difficult to detect. Researchers are
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starting to find out more about the structui'e of the core from helioseismology, which uses 
the sun’s natural resonances to glean information about the structure of the interior (just 
like seismology on Earth).
The interior can be broadly split into the core, a zone of predominantly radiative 
energy transfer and a convection zone. The core extends out to 0.2bRsun while the 
zone of radiative energy transfer extends out to M 0,7Rsum where Rsun is defined as 
the visible surface, or photosphere. At this point convective motions start to dominate, 
giving rise to the long-observed granulation and supergranulation on the photosphere (see 
below); Between the radiative and convective zones is the thin tachocline layer which is 
believed to be responsible for the solai' dynamo, the process by which large (and possibly 
small) scale magnetic fields are generated in the sun. This governs the 11 year Solar 
Cycle - the rise and fall of numbers of sunspots and flares observed on the sun.
1.1.2 The Photosphere and Chromosphere
The photosphere is the visible surface of the sun. The temperature of about 6,000 K 
means that thermal emission is in our visible range (thermal emission flom the other, 
much hotter, layers of the sun is mostly in the extreme ultra-violet and X-ray range). 
Beyond the photosphere is the hotter chromosphere (tens of thousands of Kelvin) and a 
thin transition region to the extremely hot, rarified corona. The photosphere has been 
studied for by far the longest time and our best telescopes have been able to pick out 
very fine structures. The laigest and most obvious features to be seen are sunspots. These 
areas of intense magnetic field (typically over 0.1 Tesla, or thousands of Gauss) are cooler 
than the surroundings and appear dark. They have a characteristic central umbra and 
outer penumbra, appearing usually in groups in areas classed as Active Regions due to 
their strong and complicated magnetic structure. The line-of-sight magnetic field can be 
studied using the Zeeman Effect. The Zeeman effect is the splitting of a spectral line into 
several components in the presence of a magnetic field. Images of the strength of the line 
of sight magnetic field can be made by studying the strength of this line splitting effect. 
These magnetogram images have become a major tool for studying not only the large 
scale fields but also the intricate “Magnetic Carpet”, the phrase used to describe the small 
scale flux covering the entire solar surface.
Looking more closely at the surface, there is a fine granular structure. These “gran­
ules” are maybe 1000km in diameter and cover the whole visible surface. It is believed 
that they are a manifestation of the convective motion as material rises in the centr e of a 
cell, then moves to the outside as it cools. The lifetime of such granular* cells is around 10
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minutes. There is also a larger scale “supergranule” structure, with an average diameter 
of something like 30,000km. Magnetic flux emerging from below tends to concentrate 
around the edges of these supergranule cells.
A common and useful imaging tool for studying the chromosphere is to make spectral 
line images. The most popular line is the Hydrogen Alpha {Ha) line at 6563 Angstroms, 
but other lines such as Helium II and Calcium II are often used as well. The Ha line high­
lights the abundance of ionised hydrogen at around 10,000K around the chromosphere. 
A particularly interesting feature seen in Ha is known as a prominence, or filament. The 
phenomenon is explained in Section 1.2.3. Other much hotter features have to be imaged 
in ultra-violet spectral lines or even X-rays. We rely on simultaneous multi-wavelength 
observations to build up a full picture of the dynamics of solar events.
One of the longest running mysteries we face is the sudden rise in temperature above 
the photosphere. This cannot be due to a simple heat transfer if the only heat source is 
assumed to be in the core of the sun. The second law of thermodynamics would ensure 
that the temperature cannot rise away from the heat source. But the solar atmosphere, or 
corona, is actually much hotter than the photosphere so there must be some mechanism 
that is heating the atmosphere very efficiently. The temperature increases monotonically 
through a region called the chromosphere (after the Greek for “colour”) then much faster 
in a thin transition region to the corona. The chromosphere was first seen in eclipses as a 
reddish halo around the sun, hence the name.
1.1,3 The Corona
Much less dense that the photosphere but between 1 and 2 million Kelvin, the corona is the 
most spectacular pai't of the sun. There is still much debate as to the mechanism behind 
the rise in temperature between the photosphere and the corona, and a definitive answer is 
some way off. There are a number of attractive theories such as small scale wave heating 
(e.g. Lee and Roberts, 1986; Parker, 1991; Poedts, 2002) or tiny magnetic reconnection 
events (e.g. Liu et al., 2002; Priest et al., 2003, see later in the introduction for a summary 
of reconnection). The rarified nature of the corona means that magnetic pressure effects 
dominate over plasma pressure effects and so the “low beta approximation” can be used. 
The study of the corona is often carried out using magnetohydrodynamics (MHD), a 
powerful tool that treats the plasma as a fluid. In many situations in solar research MHD 
is a valid and much simpler description than a kinetic approach.
In the lower corona we see mostly closed magnetic field lines but there is also a lot of
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open magnetic field, along which plasma streams out into the solar system. This is Icnown 
as the solai' wind and was first understood by Parker (1958). Nowadays we can measure 
the speed and composition of the wind veiy accurately and use it to infer properties of the 
sun we would otheiwise find hai'd to measure.
The basic properties of the various layers of the sun ai e contained in Table 1.1, below.
Region Inner Radius (Rs) Temperatuie (K) Density (m )^
Core 0 15,000,000 R,1032
Radiation Zone 0.25 7,000,000 % 10^ ^
Convection Zone 0.7 2,000,000 %1029
Photosphere 1. 5,800 1023
Chromosphere 1.01 varies (rises) % 10^ ^
Corona 1.02 1,500,000 10^ ®
Solar Wind 10. 2,000,000 10® -  IQi®
Table 1.1: Basic properties of the standar d solar model, collated from a variety of sources.
1.2 Eruptive Events
The subject matter of our research and therefore also of this thesis is related to eruptive 
events in the corona. Chapters 2 to 6 study particle acceleration in solar flares by look­
ing at kinematic models. Chapter 7 details work on the separate topic of prominence 
formation. Below we introduce the basic definitions of the phenomena.
1.2.1 Solar Flares
A flare can be defined by a sudden brightening in H a  emission but there are usually 
simultaneous emissions in wavelengths right across the electromagnetic spectrum asso­
ciated with the event. All of these indicators are actually a secondary response to the 
conversion of magnetic energy into heat and non-thermal particle acceleration up in the 
corona. The secondaiy obseiwations often include waves such as Moreton Waves (More- 
ton, 1964) and radio bursts. Large flares release a total energy of 10^  ^ Joules or more. 
These days flare sizes are classified according to the pealc X-ray flux measured by the 
GOBS satellite.
X-ray flare intensity is measured in units of power per area or Watts per metre squared. 
Each letter (A, B, C, M or X) represents a certain numeric value and the numbers follow­
ing the letter in the flare classification multiply that value. The numeric values of the
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Figure 1.2: A solar flare seen in H a  on the solar disc (bright white object). Courtesy o f the 
National Solar Observatory, Sacramento Peak.
letter classes are listed below:
• A = 1.0 X 10-®(M/m-2)
.  B =  1.0 X 10-^(Wm-2)
• C =  1.0 X 10-®(H m-2)
• A/ =  1.0 X 10-®(H'm-2)
• A =  1.0 X lQ -\W m -^ )
The largest flare on record happened recently, on November 4th, 2003. It was finally 
classified as an X-28 flare. It came from a particularly large active region that produced a 
number of other X-class flares and will keep data analysts busy for years.
It is actually possible to see flares in white light, but usually only in particularly en­
ergetic events. The first observations, in 1859, were of a white light flare, but these days 
analysis of white light signatures of flares are a very small part of observational work. 
Much more time is spent trying to understand the ultra-violet and X-ray enhancements in 
terms of both the heating of the plasma to tens of millions of degrees and the acceleration 
out of the thermal population of a large number of electrons and ions.
Figure 1.3 shows observations at a range of wavelengths for a large and long-duration 
flare. It can be broadly split up into an impulsive phase and a gradual phase. The peak
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Figure 1.3: Multi-wavelength observations o f the famous 6th March 1989 solar flare, taken from 
the NASA web-site.
of highly energetic particles (seen in hard X-rays and gamma rays) rises sharply and lasts 
for a short space of time (a few minutes at the most). Clearly the graph shows variation 
on timescales of seconds or less. In fact, it has been observed that hard X-rays can vary 
on timescales as short as ms. Meanwhile the soft X-rays, which show mildly accelerated 
particles or plasma heating, show a much more gradual rise and fall, lasting for an hour 
or more.
The bulk of this thesis concerns itself with particle acceleration in solar flares so we 
describe the main observational constraints in a little detail in Section 1.3. We also in­
troduce the competing acceleration mechanisms before concentrating on DC acceleration 
models in later chapters.
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1.2.2 CMEs
“Coronal mass ejections (or CMEs) are huge bubbles o f gas threaded with magnetic field 
lines that are ejected from the sun over the course o f several hours^.” The definition of a 
CME and that of a solar flare are different but the two are often related. Both come from 
magnetic restructuring on the sun but the flare is the brightening in H a  and the associated 
signatures in ultra-violet and X-ray wavelengths while the CME is the actual escape of 
plasma into space. It is possible to see flares without CMEs and also CMEs without flares 
although they are often observed together. In active regions, flares usually occur with 
filament eruptions and most of the standard models of flares involve a flux tube ejection 
triggered by a re-structuring of the magnetic field below.
1.2.3 Prominences
Figure 1.4: Example o f a filament, seen in absorption in H a .  This image was taken in September 
1997 at Big Bear Solar Observatory and is analysed in Chapter 7.
Any cloud of material visible above the solar surface in the H a  line may be called 
a prominence. Basically it is a volume of cool, dense plasma located in the corona.
' Taken from the Marshall Space Flight Center web-site.
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supported in this state by some force that balances the downward push of gravity (by now 
almost unilaterally accepted to be magnetic). Temperatures of prominences tend to be 
a couple of orders of magnitude lower than the corona while densities are a couple of 
orders of magnitude higher. The term prominence comes from the earliest observations 
at eclipses where these massive structures can be seen sticking out from the limb of the 
sun. Figure 1.5 shows an example. It was a long time before people linked these with 
observations of filaments (e.g. Figure 1.4) which are seen in H a  absorption on the solar 
disk. The two terms are now known to be simply alternative names for the same thing 
and both still tend to be used. In keeping with tradition I will continue to use either name 
as seems appropriate.
Figure 1.5: The grandaddy prominence, seen on the limb in H a .  Taken by the High Altitude 
Observatory, 28th June, 1945.
Broadly speaking there are two distinct types of prominence, quiescent and active. 
Active ones are observed in active regions and can be very dynamic, lasting a matter of 
hours before erupting. They are usually associated with flares and/or CMEs. Quiescent 
prominences are much longer-lived. They tend to appear in the remnants of past active 
regions in areas of much weaker magnetic field, lasting for weeks or even months before 
erupting. Basic questions such as the general structure of prominences and how they 
are supported are still under debate, but there seems no doubt that the magnetic field is 
the important factor. Typically, quiescent filaments are about 10, GOGA with a magnetic 
field of % IGG. The length and height vary greatly, with some large filaments as long as 
2GG M m  or as high as 70 Mm, but the width is usually smaller, up to IGMm. Section 1.5
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gives the basics of filament formation observations and theories vyhile Chapter 7 contains 
our calculations of flux cancellation during the formation of a quiescent prominence.
1.2,4 Magnetic Reconnection
By now it is accepted by most astrophysicists that the only way of releasing the kind of 
energies obseiwed in eruptive events on the sun is by a release of magnetic energy. In the 
corona magnetic forces dominate and free energy is stored in non-potential (twisted, or 
sheared) fields. The most logical way for this release to happen is by magnetic reconnec­
tion. In MHD, the equation of induction states:
^  =  V X (y X B) +  TyV^ B (1.1)
where v is here the plasma velocity and q the magnetic diffusivity, assumed usually 
to be constant. As a result the second term on the right hand side is often referred to as 
the diffusive term, determining how easily the plasma can slip across field lines. The first 
term on the right hand side is known as the convection term. The ratio of the first term on 
the right hand side to the second is the magnetic Reynolds number and is normally Z$> 1 
in the corona. This can be known as the “frozen in” condition because the plasma is in 
effect frozen to magnetic field lines. On very small lengthscales, the diffusive term can 
become important and the plasma can slip across field lines. This means that the field can 
re-configure itself, or reconnect. Neglecting the diffusive term is known as ideal MHD 
and so regions where the diffusive forces become significant, such as current sheets, are 
known as non-ideal (reconnection) regions. As a magnetic field re-configures it will relax 
to a lower energy state and release the excess energy as plasma heating, waves or particle 
acceleration. Theoretically this can happen easily on but direct observations of magnetic 
reconnection have been hard to come by. Magnetic reconnection studies in laboratory 
plasmas are improving all the time (e.g. review by Yamada, 1999; Cothran et al., 2003). 
Below is a brief outline of the excess energy stored in the coronal magnetic field.
The equation of motion in a quasi-neutral plasma is given by:
dv =  “ Vp +  j X B +  pg (1.2)
The ~  tenn is a time derivative moving with the plasma, given by | |  -f v • Vv. The
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pressure gradient is given by Vp, j  x B is the Lorentz force and pg the gravity force. Other 
terms such as viscous forces aie sometimes included but for most coronal applications the 
above equation is a good approximation.
By compaiing the sizes of the four terms we can simplify this picture considerably. 
For velocities significantly smaller than the Alfvéïi speed {Bq/  ffpdpQ, where po is the 
permeability of free space) the term on the left hand side can be neglected, while the low 
density of the corona means that the last term on the right hand side can be ignored for 
length scales on or below the order of thousands of km. The ratio of the plasma pressure 
to the magnetic pressure is known as the plasma beta, given by 2pqp/B q <C 1 in the 
corona. Thus we aie left with the equation for what is known as a force-free field:
0 = j x B  (1.3)
Using the definition of j  we get:
j =  V X B/po (1.4)
(V X B/po) X B =  0 (1.5)
V X B =  (%B (1.6)
The most simple solution to this equation is to set a  =  0, known as the potential field. 
This can be shown to be the lowest energy state a magnetic field can take, equivalent to 
a totally curl-fr ee field. However, a  can take non-zero values and the approximation of a 
constant a  is known as a linear force-free field. The most general solution is a  constant 
(non-lineai’ force free field); although o; must be constant along a pai'ticulai* field line it 
can be a function of position in general. This is a surprisingly difficult equation to solve 
and it is fortunate that often the potential field solution is a good approximation. For 
very laige scales, such as hundreds of Mm the corona looks very much like a potential 
field, but in active regions for example the field is obviously highly twisted or sheared, a  
can be thought of as a measure of the twist in the magnetic field, linked to the concept 
of helicity. Excess magnetic energy can be stored by flux tubes either being entwined 
(wrapped around each other in some way) or by individual flux tubes having a twist. 
Helicity combines both of these ideas and the total helicity seems to be conserved in the 
corona at most times. Some of this free energy can be released by magnetic reconnection.
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slow-mode shock
diffusion
region
Figure 1.6: Cartoon of Petschek’s reconnection model. In-flow is from the top and bottom, while 
out-flow is left and right. Reconnection takes place in the diffusion region. There is a fast-mode 
shock in the outflow region, bounded by slow-mode shocks at either edge of the grey areas on the 
cartoon.
Mathematical models of reconnection have been around for over 40 years, with im­
portant work done by Sweet (1958), Parker (1963) and Petschek (1964). Figure 1.6 shows 
a cartoon of the Petschek reconnection model, taken from Priest (1982). The issue for the­
oreticians has been to find a maximum reconnection rate that is quick enough to explain 
the explosive energy release of a solar flare. The reconnection rate is the speed at which 
oppositely directed magnetic field lines are driven together and allowed to reconnect. 
Petschek’s maximum rate is given in the paper by:
^0,max
7T
41n(2Mg,^Am)
(1.7)
This value is still somewhat of an estimate, but depends only logarithmically on the 
Reynolds numbers (Rrn)- The problem is that to explain the energy release rate involved 
in a large flare, a huge proportion of the magnetic energy stored in the corona needs to be 
released in seconds, which at present is difficult to explain. We do not wish to delve too 
deeply into the theory of magnetic reconnection in this thesis. Suffice to say that it may 
be extremely important in the energy release in the corona and much of our work uses the
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principle of a reconnection region as integral to the flare process.
1.3 Observations of Solar Flares
1.3.1 History of Flare Observation
The first explicit mention of what can be interpreted to be the corona was made by Byzan­
tine historian Leo Diaconus (ca. 950-994), as he observed the total eclipse of 22 Decem­
ber 968 from Constantinople^. It reads: “...at the fourth hour o f the day ... darkness 
covered the earth and all the brightest stars shone forth. And it was possible to see the 
disk o f the sun, dull and unlit, and a dim and feeble glow like a narrow band shining in a 
circle around the edge o f the disk.” This mai'ks the beginning of man’s fascination with 
the dynamic outer edge of the sun that can be seen with the naked eye only during an 
eclipse.
The origin of solar flare studies began much later with Richard Carrington in 1859. He 
was studying a prominent group of sunspots on September 1, when suddenly “two patches 
o f intensely bright and white light broke out.” The patches brightened rapidly and then 
decayed again. Luckily the observation was confirmed by another English astronomer. 
This is the first example of a white light flare. Very few flares can be seen in white light 
so this was a particulaiiy fortuitous observation.
Much later again, in 1892, George Ellery Hale^ devised the spectroheliograph, an 
instrument scanning the sun in a narrow range of frequencies (spectral lines). In July of 
that year* he used it to observe two flares, followed about a day later by large magnetic 
storms in the earth’s atmosphere. This was around the time that scientists like Hale started 
to realise that the magnetic field plays a vital role in the dynamic events observed on the 
sun. After World War II scientists began monitoring the cosmic radiation, the flow of 
high-energy ions arriving from distant space, using arrays of geiger counters and other 
instruments. Starting in 1942 they occasionally saw peaks of intensity after strong flares. 
Since then the use of X-ray and gamma-ray detectors to observe solar flares has become 
more and more prevalent. The Earth’s atmosphere blocks most X-rays and gamma-rays 
(fortunately for us) so to begin with observations were restricted to instruments aboard 
short rocket flights.
In 1973 Skylab was launched as a semi-permanent scientific space station. For the
^Now Istanbul, Turkey,
^Founder of the great astronomical observatories on Mt. Wilson and later on Mt. Palomar.
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three crews that manned it there was the chance to gather the biggest data sets of solar 
emissions yet and also the first extended observations of X-rays from the sun. After 1974 
it was abandoned due to the expense of using Saturn V rockets to re-supply it. There was 
a plan to send the newly-developed space shuttle to boost Skylab's orbit or refurbish the 
station but greater than expected solar activity expanded Earth’s atmosphere, hastening 
Skylab’s fall from orbit, and it re-entered our atmosphere in 1979. Meanwhile the Soviets 
launched 7 different Salyut stations with varying degrees of success. Following on from 
that the Mir Space Station and now the International Space Station have provided full 
time laboratories in space but in terms of solar observations more important roles have 
been played by Spacelab and the Solar Maximum Mission. Solar science was studied on 
Spacelab 2 as well as some of the ATLAS missions in the 80s and 90s, producing both 
images and spectroscopic information of high quality. The Solar Maximum Mission, 
launched in 1980 as the first purely solar science satellite, had instruments to measure 
X-rays, gamma-rays and ultra-violet emissions, giving about 9 years of unprecedented 
information about high-energy particles on the sun. This signalled a real acceleration in 
our understanding of intricate processes on the sun.
Nowadays the GOES spacecraft regularly monitors such emissions in X-ray bands 
(0.5-4 Angstroms and 1-8 Angstroms), and X-ray cameras aboard satellites such as Yohkoh 
(launched in 1991, lost in 2002) have taken some remarkable flare pictures. With the 
advent of RHESSI (launched 2002) the possibility of combining images with spectral in­
formation at a huge range of frequencies has got solar flare theorists and observers very 
excited.
1.3.2 Recent Flare Observatories 
GROUND BASED DATA
There is now a large network of ground-based observatories providing daily images of 
the sun in wavelengths that are not affected too much by the Earth’s atmosphere. The 
relatively new Swedish Im telescope at La Palma (opened May 2002) can produce images 
at a resolution better than 100km which is giving observers the best ever sunspot pictures. 
Other major observatories producing a range of full-disk images in iTa or He II as well 
as magnetograms include Kitt Peak, Kanzelhohe, Big Bear and Meudon.
The most useful ground-based data from the point of view of particle acceleration 
comes from the radio telescopes such as the Siberian Solar Radio Telescope, Nançay Ra­
dioheliograph in Paris or the Nobeyama Radioheliograph in Japan. These instruments
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make full disk observations in radio wavelengths of accelerated electrons in flares. The 
temporal resolution is on the order of 100 ms, better than all of the X-ray imaging satel­
lites.
Yohkoh
Launched in 1991, Yohkoh, meaning sun-beam, was launched into space flom the Kagoshima 
Space Center in Southern Japan. There were four instmments on the satellite detecting 
energetic emissions flom the sun: the Bragg Crystal Spectrometer (BCS), the Wide Band 
Spectrometer (WBS), the Soft X-ray Telescope (SXT) and the Hard X-ray Telescope 
(HXT). The WBS was designed to provide spectra across the full range of wavelengths 
fl'om soft X-rays to gamma rays with a time resolution on the order of one second or bet­
ter. The BCS was also a spectrometer while the SXT and HXT telescopes were designed 
to make full-disk images in different X-ray wavelengths, resolving features down to 2.5 
arc-seconds (or 1,760 km on the sun). The energy range of the SXT instmment was 0.5 
to 4.0 keV while the energy range for HXT was 14 to 93 keV. These were the best images 
ever seen of the solar corona and the 10 year s of near-continuous viewing have provided 
many new insights into the dynamics of solar flares.
SoHO
The Solar and Heliospheric Obserwatory was launched in 1995 as a joint NASA/ESA 
project and has been extremely successful in producing data on almost all aspects of 
solar activity. It orbits in the LI Lagrangian point between the Earth and the sun where 
the gravitational attractions of the two objects balance. There are 12 instruments aboard 
SoHO, broadly falling into 4 categories:
® Solar Interior: SOI, MDI (both solar oscillation imagers), GOLF (global velocity 
oscillations) and VIRGO (inadiance variations)
® Inner Corona/ Transition Region: EIT (UV telescope), CDS and SUMER (both 
spectrometers)
® Outer Corona: LASCO and UVCS (both coronagraphs)
® In-Situ Solar Wind: SWAN (anisotropies), CELIAS (composition) and CEPAC (en­
ergetic paiticles)
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Of course the great advantage of SoHO is its range of data and uninterrupted coverage 
of the sun. While it may not have the resolution of TRACE or the wavelength range of 
RHESSI, it rarely misses a flare.
TRACE
The Transition Region And Coronal Explorer was launched in 1998 and designed to make 
high resolution (as fine as 1 arc second) images of the high temperature chromosphere and 
transition region of the sun. The field of view is 8.5 by 8.5 arc minutes and there are filters 
for a number of specific bands of wavelengths (e.g. 173 A, 195 A and 284A, known usually 
as Fe I X  y Fe X I I  and Fe A Clines respectively) which make images at narrow bands of 
temperatures. For the first time observers could regularly make movies of flares in great 
detail at these wavelengths, picking out very fine post flare loops.
RHESSI
2002 02 20. 11:06:00 -  11:06;40 
1 2 -1 4  keV 14 16 heV 1 6 -1 8  keV
1 8 -2 0  keV 2 0 -2 2  keV 2 2 -2 4  keV
V
2 4 -2 6  keV 2 6 -3 0  keV 3 0 -8 0  k#V
Figure 1.7: First images from the RHESSI satellite, 20th February 2002.
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The RHESSI satellite, standing for (Reuven) Ramaty High Energy Solar Spectro­
scopic Imager, was launched in Febmary 2002. Its main objective is to look at X-ray 
and gamma-ray emission in flares. For the first time ever, this one instmment can study 
wavelengths from 5 keV all the way up to 17 MeV and make images at a range of differ­
ent energies. Its nine germanium detectors are extremely sensitive and get good spectral 
resolution {IkeV  resolution up to % 100A:eC, ^keV  resolution up to IM eV  and about 
5 keV above that). Imaging at gamma ray energies is extremely difficult and pictures 
like those from the TRACE satellite are practically impossible. The spatial resolution is 
about 2 arcseconds to 100A;eC, 7 arcseconds to 400/ceC and 36 arcseconds above IM eV. 
Images with reasonable spatial and time resolution (10s of seconds) can be formed by 
Fourier transforms made up by making use of the spacecraft’s spin. The data is much 
more time consuming to analyse than previous observatories but it looks like RHESSI 
will be able to answer many questions concerning with particle acceleration, the heating 
of plasma in flares and relative abundances of heavy ions. RHESSI has already seen some 
gamma ray flares and brought up a few surprises for theorists. A gr eat number of the new 
observations from RHESSI have been published recently, e.g. Lin et al. (2003), Hurford 
et al. (2003) and Holman et al. (2003). Results include the discovery of separate hard 
X-ray and gamma ray sources in some flares, possible coronal curTcnt sheets and contour 
plots of a number of ranges of wavelengths. Some of the results are discussed later in this 
chapter.
Figure 1.7 shows an image at a number of different energies, ranging fr'om 12 keV in 
the top left pictur e, to as high as 80keV in the lower right. Light signifies higher intensities 
while dark denotes lower intensity. What is clear is that the higher energy particles are 
situated in more concentrated areas than lower energy particles. It is thought that this 
image looks down on a coronal loop (or loops) and while the lower energy emission is 
ar ound the top of the loop, the emission fr om higher energy particles is located at the 
foot-points only. Further study will almost certainly answer a lot of our questions about 
accelerated particle behaviour.
1.3.3 Particle Acceleration Signatures
There have been many review articles giving the observational constraints imposed on 
solar* flar*e models. Miller et al. (1997) sum up the important challenges concisely while 
Aschwanden (2002) gives a very thorough analysis of the current state of our understand­
ing. Here we show a few examples of recent data, highlighting the main characteristics 
of flares.
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Figure 1.8: Overlay plot made by Sam Kriicker (University o f California, Berkeley) o f RHESSI 
X-ray contours over a TRACE 1600A image o f a flare.
Figure 1.3 showed the basic phases of a flare in the last section. The soft X-ray 
count monitors thermal emission of the heated plasma. The gradual rise and fall gives a 
timetable of the plasma heating during a flare. On the other hand, the hard X-ray spectrum 
measures non-thermal, highly energetic electrons while the M eV  gamma-ray spectrum 
comprises bremsstrahlung continuum produced by electrons, and a number of strong nu­
clear de-excitation lines which give us information about accelerated ions. Interpreting 
the HXR observations above 30&eU or so normally assumes that the emission is mostly 
bremsstrahlung emission and that energetic particles lose most of their energy in colli­
sions and is referred to as the thick-target model. A full discussion of thick and thin target 
emission is beyond the scope of this thesis (see e.g. Brown and McClymont, 1975). The 
temporal variation in these graphs is much shorter than the soft X-ray graph.
Figure 1.7 is typical of RHESSI observations and shows the advantages of the instru-
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Figure 1.9: Energy spectrum for two typical flai'es, talcen from Lin et al. (1982).
ment. Images at a range of wavelengths mean that we can try to infer the locations of 
the accelerated electrons and ions relative to thermal emission. Figure 1.8 shows exactly 
the kind of contour images that make RHESSI so useful. The 30-50 keV bremsstrahlung 
shows (we believe) highly accelerated electrons at the loop footpoints while the lower 
energy 15-20 keV emission comes from the whole loop. Soft X-ray emission often fills 
the flaring loops, an effect usually attributed to chromospheric evaporation. The idea is 
that very energetic particles, accelerated in the coronal portions of the magnetic loops, 
are channelled down to the footpoints of the loops where they impact the much denser 
chromosphere. The chromospheric material is intensely heated, and evaporates back up 
into the coronal portion of the loops. (A pressure imbalance is created by the intense 
heating, and the ’’evaporated” chromospheric plasma moves up the legs of the loops to 
reconcile the imbalance.) Until about 10 years ago hard X-rays were almost always found 
at loop foot-points but Masuda et al. (1994) found evidence of a hard X-ray source at the 
loop-top and since then many others have witnessed the same phenomenon. The process 
by which electrons emit such a quanitity of 50 keV radiation in the rare corona is still a 
matter of debate.
20 Introduction
Some important observations of accelerated particles in flares have been known for 
the last 20 years. Figure 1.9 shows two examples of energetic particle spectra from Lin 
et al. (1982). These and many other flares were analysed at a wide range of energies and 
the resultant spectra fitted to power laws. In all of these cases at least 2 and sometimes 3 
separate power laws were needed to get a good fit, giving rise to the idea that there may 
well be more than one acceleration mechanism at work. Kane et al. (1982) find similar 
results. This type of analysis is distinct from the break between thermal and non-thermal 
components of a flare, which is usually fitted at somewhere between 10 and 20 keV. It 
has also been observed that over time the energy spectrum of a flare will vary, usually in 
a soft-hard-soft pattern, but not always. There are some theories that claim to re-create a 
broken power law spectrum with a single acceleration mechanism but the wide variety of 
shapes and slopes makes it very difficult for a single theory to explain all the data.
Flares and filament eruptions often go hand in hand. The set of images in Figure 1.10, 
from Li et al. (2003), show a range of data for a flaring active region. The top image 
is an MDI filtergram, showing a number of sunspots. Three positive and three negative 
spots (denoted by p’s and n’s) are marked. The middle panel shows the magnetogram 
information, while the bottom panel shows in H a  two filaments that erupt at the same 
time as an X-cIass flare. The flare was confined to the rectangular marked region.
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Figure 1.10: A flaring active region, from Li et al. (2003). Top: MDI filtergram showing a number 
of sunspots. Middle: Magnetogram image o f the same region. Bottom: H a  line centre image, 
including two filaments denoted by FI and F2.
The image in Figure 1.11 comes from a long-duration flare on March 18th 1999. The 
standard models of flares (e.g. Figure 1.14) show stretched field lines coming away from 
the reconnection region having a cusp-like structure. The authors also make a case for 
the observation of inflows into what is assumed to be a reconnection region above the top 
of the cusp. It is unlikely that we will ever have direct measurements of a current sheet 
or reconnection region due to the small lengthscales involved. From our distance of 150
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Figure L U :  YOHKOH image o f a cusp-like structure from a flare analysed in a recent paper 
byVokoyama et al. (2001).
million km we would need an amazingly high resolution telescope. From an Earth orbit, 
1 arcsecond resolution is about 725km on the solar surface, so we would need to go down 
to something like 0.001 arcsecond resolution.
Very recently RHESSI has been used to try and infer details about coronal current 
sheets. Figure 1.12, from Sui and Holman (2003), is claimed to be evidence for an ex­
tended current sheet. It is proposed that a current sheet lies between these sets of contours. 
If a reconnection region is assumed to be between these sources then the highest heating 
would be found nearest to the reconnection region, with lower temperature enhancements 
(i.e. lower energies) found further away, as seen in the data. The other piece of evidence 
given in the paper is an increasing separation between the coronal source and the loop-top 
source with time, signifying (possibly) an expanding current sheet. Not everyone agrees 
with these conclusions from the data, but the evidence for current sheets in the corona is 
growing.
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Figure 1.12: This figure shows RHESSI images in different energy bands, the three sources near 
to the solar surface are (in ascending darkness) 6-8, 10-12 and 16-20 keV, while those above the 
limb are (also ascending in darkness) 10-12, 12-14 and 14-16 keV,
Finally, Figure 1.13 shows an exciting new result. This type of image, only possible 
with RHESSI, is taken from Hurford et al. (2003) and shows a clear separation between 
the neutron capture line at 2.2 MeV and the accelerated electron bremsstrahlung energy 
bands. The neutron capture line is known to be produced as a result of energetic protons 
so this shows evidence that one of two things is happening: either the acceleration sites for 
electrons and ions are different, or the two populations are split soon after acceleration. 
This has been a surprise to observers who had assumed that the accelerated populations 
would be coincident.
Below is a summary of the most important acceleration signatures in large flares:
Accelerated electrons up to MeV energies and ions up GeV energies (in small num­
bers)
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Figure LIS:  RHESSI contours at different energy bands overlaid onto a TRACE image o f post­
flare loops. Taken from Hurford et al. (2003).
• Huge numbers of accelerated electrons and ions. There is evidence that 
electrons are be accelerated to over 20 keV. This is equivalent to a coronal volume 
of nearly (lO^m)^ and a significant problem for flare models.
•  Acceleration times of less than a second, and variation possibly on the order of tens 
of milliseconds. Acceleration times to the higher energies may be a few seconds.
• The high-resolution X-ray and gamma-ray instruments show a broken power law 
spectrum in many cases. For example, Lin et al. (1982) give examples of flares 
where the spectrum is best fit to a broken power law with the break around 100 keV 
(Figure 1.9). This suggests a two-stage acceleration of some sort.
•  There is a noticeable enhancement in the abundance of^He  compared with "^He. 
This is not easily explained by simple models such as DC electric field acceleration. 
There is also an enhancement of other ions like Ne, Mg, Si and Fe.
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• Type III radio bursts moving away from the sun, simultaneous with hard X-ray 
footpoint emission. This implies bi-directional (upward and downward) electron 
beams.
• Greater number of electrons detected at the loop foot-points than above the accel­
eration region (by about 3 orders of magnitude)
• The separation of accelerated electron and ion footpoints in a small number of flares 
(Hurford et al., 2003, Figure 1.13), pointing to either different acceleration sites for 
the two species or a separation soon after acceleration.
1.3.4 Inferred Flare Geometry
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Figure 1.14: Cartoon summarising current knowledge of flare geometry, Aschwanden (2002). 
SXR stands for Soft X-rays, HXR Hard X-rays and MW microwave radiation.
Using all of the observational evidence we have now, it is possible to place a few 
constraints on the acceleration site. Figure 1.14 shows a good 2-D cartoon of a solar flare 
from Aschwanden (2002). Obviously cartoons are highly simplified versions of the real 
thing and it is likely that actual solar flares have strong dependence in the 3rd co-ordinate
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that 2-D or 2 1/2-D models do not take into account. However, the cartoon can capture 
some of the essential physics in a way that is easy to envisage.
The cartoon shows the bi-directional beams, which can be used to bracket the vertical 
extent of the acceleration region. Kane et al. (1982) found that the upward beams need 
to travel around 75,000 km before Langmuir waves form and type III bursts can be de­
tected. At the other end there have been many studies into inferring a minimum height of 
the acceleration region from time of flight measurements. It relies on higher energy elec­
trons having higher velocity and so a shorter time of flight from the acceleration region to 
collisional loss at the footpoint. There are so many assumptions (e.g. simultaneous injec­
tion of all energies, free propagation, corrections for helicity and pitch angles, negligible 
loss-time) that it is difficult to obtain accurate values.
Measurements have been made of the height of soft X-ray loops as well as the above­
loop source in the Masuda flare (13th January 1992), Aschwanden et al. (1996). They 
measure the peak of the soft X-ray loop at a height of 12.5 Mm, while the estimate of the 
top of the hard X-ray loop is 14.8 Mm and the above loop-top source at 22.1 Mm. They 
infer the acceleration region is located at a minimum height of 44 Mm.
The simultaneous footpoint emission (as measured e.g. by Sakao, 1994) has been 
said to imply an injection of the accelerated particles somewhere near the top of the loop. 
The two footpoints coincide within 0.5 seconds. However, if particles are travelling at a 
tens of thousands of kilometres per second, the injection could be almost anywhere in the 
loop. Alternative observations such as Masuda loop-top sources or those in Figures 1.11 
and 1.12 suggest that the injection may be near the top of flare loops.
There are some flares where a second, weaker set of footpoints have been identified 
and it is believed these correspond to quadrupolar reconnection (e.g. Hanaoka, 1996), in 
which case the acceleration region can be confined to a much more compact area, leaving 
no room for an extended, large scale current sheet. The work of Chapters 3 to 5 looks at 
some ways of satisfying most of these conditions with relatively simple models.
1.4 Particle Acceleration Mechanisms
There are many different theories proposed to explain the acceleration signatures men­
tioned above. The bulk of this thesis will analyse DC electric field acceleration in re­
connecting current sheets or in collapsing magnetic traps. The two other much-proposed 
types of theory are shock wave acceleration and stochastic acceleration. Below I will give
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a brief outline of each.
1.4.1 Shock Waves
It is widely accepted that shock waves will form in a variety of circumstances during solar 
flares. The observational evidence, both direct and inferred, includes reconnection out­
flows, type II radio bursts and plasmoid ejections. Recently there have been observational 
claims to see a termination shock below the reconnection region in a flare (Waimuth & 
Mann, private correspondance). The fact that shocks will be present around the accelera­
tion region is not in doubt but the big question is: how efficient an accelerator will such 
a shock be and can it accelerate the number of particles we infer? This is not a question 
that any of the proposed acceleration mechanisms have yet been able to answer.
Shock waves are waves with non-lineai' amplitudes that propagate faster than the 
speed with which information travels. The crest of the wave moves faster than its lead­
ing or trailing edge. This causes a progressive steepening of the front portion of the 
wave as the crest catches up and eventually the pressure, density and temperature gradi­
ents become large enough that dissipative processes aie no longer negligible. A balance 
is reached between the steepening and dissipative forces, forming a steady shock wave. 
Since the shock wave tiavels faster than the sound speed, Cg, information cannot be prop­
agated ahead to signal its arrival. If the shock speed greatly exceeds Cg we have a strong 
shock whereas if the speed is only just larger than Cg we have a weak shock. The dissipa­
tion inside the shock front leads to a gradual conversion of the energy being carried by the 
wave into heat. Early work established that, depending on phase and pitch angle, a par­
ticle initially upstream of a planar shock can either be transmitted or reflected at a shock 
front due to the increased magnetic field strengh downstream of the shock. In both cases 
the particle can gain energy during the single encounter with the shock (e.g. Sonnerup, 
1969).
Shock acceleration basically falls into 3 categories. One is the first-order Fermi mech­
anism (e.g Lee and Fisk, 1982). The second is the reflection and shock drift acceleration 
, which is usually related to high Mach number (the ratio of plasma flow speed and the 
local sound speed) collisionless, quasi-perpendicular shocks. The third mechanism is a 
stochastic process (second-order Fermi acceleration). These three mechanisms can be 
distinguished from each other but usually they work together with different relative con­
tributions depending on the properties of the shock.
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SHOCK DRIFT ACCELERATION
In shock drift acceleration, particles gain energy by drifting in the induced electric field 
along the shock surface. Much of the early work on this subject was done by Sonnerup 
(1969), who used the fact that when viewed in the shock rest frame, an electric field is 
produced by the motion of the plasma across the magnetic field.
Figure 1.15: Magnetic trap between the high temperature turbulent current sheet and the shock 
front. Particles are injected from the reconnection region (top) and move down field lines. Some 
of them are reflected at the fast shock (dashed line) above the soft X-ray flare loop (in black) and 
experience first-order Fermi acceleration (from Somov and Kosugi, 1997).
When the particle hits the shock, it starts to drift along the induction electric field 
which lies in the shock front. Therefore, it gains energy. Depending on the pitch angle 
and the phase of the gyration, some upstream particles can drift along the shock front for 
long distances and receive large energy gains. Also some particles will gyrate in such a 
way that they can turn back to the upstream region. That is to say, they can be reflected 
(see collapsing trap model later in this thesis). Shock drift acceleration occurs because 
the induction electric field accelerates the particle when it has a larger gyroradius in the 
upstream region and decelerates it when it has a smaller gyroradius in the downstream 
region (this can be thought of as a VB drift, see Chapter 2). The positive work in the 
upstream region exceeds the negative work in the downstream region and so a net accel­
eration results (Jones and Ellison, 1991).
The acceleration is most efficient when the shock propagates almost perpendicular to 
the field (about 1° to 2°) but this limits the high acceleration to only a small percentage of 
electrons (e.g. Wu, 1984). For this reason, in solar research shock-drift acceleration has
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traditionally only been applied to radio type II bursts.
FERMI ACCELERATION AT SHOCKS
Fermi (1954) studied the origin of cosmic radiation in galactic magnetic fields. His work 
gave rise to what aie widely known as Fenni first-order and second-order acceleration. 
Both have been applied to solar* acceleration problems. First-order Fermi acceleration 
can be thought of as a gain in energy from a particle that is reflected by an approaching 
magnetic mirror (i.e. an area of enhanced magnetic field - see Chapter 2). The particle 
gains some energy from the movement of the mirror. In second-order Fermi acceleration 
particles caught in small magnetic “mirrors” will either gain energy or lose it depending 
on if the mirror is converging or diverging (i.e. whether the particle meets a region of 
strong field moving towards or away from it). The net result is a gain in energy since the 
particle is more likely to see a converging minor force. So the main difference between 
first and second order Fermi acceleration is that the first-order mechanism is a systematic 
gain in energy while the second-order mechanism is a stochastic process and so really 
belongs in the next section.
With regards to shock waves, first-order Fermi acceleration has been adapted thus: An 
electron ahead of the shock front passes through the shock and is reflected by magnetic 
inhomogeneities behind it. It gains energy from this bounce and goes back across the 
shock to be reflected by inhomogeneities ahead of the shock. In this way the electron (or 
ion) can bounce back and forth across the shock, gaining energy each time. This model 
is viable for flares if four observational requirements aie met (Tsuneta and Naito, 1998):
(1) Net acceleration has to overcome the collisional loss rate.
(2) Energy gain has to be sufficient to explain the b^keV  hai'd X-ray loop-top 
emission seen in flares.
(3) Acceleration time has to be < Is to explain the impulsive X-ray bursts.
(4) The number of accelerated electrons must be py 10^  ^— 10^  ^electrons s~^.
Studies have shown that some pre-acceleration is needed to overcome the collisional 
loss rates. This ranges from E  > 4keV  up to about E  > 20keV (see e.g. Bai et al., 
1983; Tsuneta and Naito, 1998). The idea was extended by Somov and Kosugi (1997) to 
combine this type of shock acceleration with a collapsing magnetic trap. In Chapter 6 we 
propose a model for acceleration in a collapsing trap without a shock, but the model could 
in future be extended to look like Somov and Kosugi’s cartoon (Figure 1.15). In the case
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of a collapsing trap with a shock particles gain energy from the shrinkage of magnetic 
field lines in the trap a?zd from Fermi acceleration at each mirroring with the shock front. 
Numerical work such as ours and that of Karlicky and Kosugi (2004) are the first to really 
analyse this mechanism in a solar context.
1.4.2 Stochastic Acceleration
Stochastic acceleration can basically be defined as any process in which particles gain 
and lose energy in small increments but over time there is a systematic gain in energy. 
The most often used example is acceleration by waves. There are other stochastic mech­
anisms, such as second order Fermi acceleration or the small scale turbulence invoked by 
many authors. Basically all of these methods require a similar assumption to begin with: 
a volume filled with turbulence, pockets of enhanced magnetic field or a variety of waves. 
In all of these cases this assumption is the major weakness of the model. No author has 
yet come up with a plausible scenario for the production of such turbulence in a large 
volume. The strength of all of these models is that given a large enough volume realistic 
flare spectra can be obtained, with efficient acceleration of electrons and protons. Miller 
et al. (1997) discuss all acceleration processes, but pay particular attention to stochastic 
wave acceleraion. Particles can interact with a range of waves, “jumping” from one to an­
other and gaining a large amount of energy. Basically the acceleration is calculated from 
a diffusion equation in momentum space. These types of model at present lack spatial 
information but aie not constrained by a localised acceleration site and so do not come up 
against the particle number problem.
Examples of stochastic models include e.g. Miller and Roberts (1995); Miller et al.
(1996); Tenters and Miller (1998). There are also many authors that have studied turbu­
lent magnetic fields in the reconnection outflow (eig. Moore et al., 1995; Larosa et al., 
1996).
1.4.3 DC Electric Fields
The most direct and simple way to accelerate large numbers of particles is by a direct 
cuiTcnt electric field. If we know the spatial and time dependence of E and B we can in 
principle calculate the accelerating forces on a charged particle in a collisionless plasma:
=  q [E(i) +  v(t) X B(i)] (1.8)
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m  and q are the mass and charge of the particle respectively, while the velocity, electric 
field and magnetic field are in general all functions of position and time. It is easy to 
see that the electric field is directly linked with dv/dt, the acceleration of tire particle. 
By far the most efficient acceleration comes from electric fields parallel to the magnetic 
field. In astrophysical plasmas it is believed that strong electric fields can be formed in 
reconnection regions e.g. near X-points or in current sheets. In the simplest case, the 
electric field can be calculated from Ohm’s law:
E =  ?7j  -  V X B (1.9)
The contribution from the v x B force is always perpendicular to B and so very in­
efficient as an accelerator, whereas yyj can in some circumstances have a significant com­
ponent parallel to the magnetic field, providing very efficient acceleration. The electric 
fields we use in later chapters are super-Dreicer but sub-Dreicer models have also been 
proposed (e.g. Benka and Holman, 1994). An individual particle two main forces acting 
on it: the electric field force and scattering (collisions). Dreicer (1959) calculated the 
critical (Dreicer) field:
where % is the charge on an ion, eo is the permittivity of free space. In A is the 
Coulomb logaiithm and A# is the Debye length. This critical field is the electrical field 
magnitude just strong enough to cause thermal electrons to undergo runaway acceleration, 
i.e. the electric force dominates the collisional scattering. In sub-Dreicer fields a small 
proportion of particles (those in the tail of the distribution with high enough velocities) 
will still be able to runaway. These types of model require much longer lengthscales than 
super-Dreicer fields.
A great wealth of literature exists on acceleration in Super-Dreicer fields (e.g. Speiser, 
1965b; Litvinenko, 1996; Browning and Vekstein, 2001; Hamilton et al., 2003), much of 
which will be discussed in later chapters.
COLLAPSING TRAP MODELS
Recently a new class of DC electric field models has emerged. Somov and Kosugi
(1997) proposed that an inductive electric field would be created by the movement of
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magnetic field lines caused by reconnection events in the corona. Figure 1.15 in the 
previous sub-section shows the magnetic field lines stretched by a rising current sheet in 
an eruptive event. The reconnection process leads to an outflow that allows field lines to 
relax back to a more dipolar (low energy) state. This fast movement of field lines means 
that ^  is significant and induces an electric field. This field will be largest where the 
movement of field lines is fastest, i.e. at the loop tops. Particles can become trapped 
by the stronger B they experience near the chromosphere and bounce back and forth, 
experiencing the accelerating force at the loop top many times.
This type of model is quite attractive. It would generate beams of electrons at certain 
locations on the chromosphere (footpoints, as observed). The potential for large numbers 
of particles to be accelerated is also an advantage over traditional current sheet models. 
Studies like those of Birn et al. (2000), which find a higher electric field in the collapsing 
trap region than the centre of the current sheet in magnetospheric reconnection simula­
tions, suggest that the model should be investigated for coronal conditions. Chapter 6 
gives the details of our initial attempts to calculate test particle orbits in a coronal collaps­
ing trap.
1.5 Filament Formation
It is important to remember that the dynamic, explosive processes that cause flares, CMEs 
and filament eruptions are similar. The complex magnetic behaviour that leads to such 
massive energy release and particle acceleration appears to build up over many hours or 
days. The build-up of stored energy before a big flare (or during the formation of a long- 
lived filament) is in many ways as important a process to understand as the release of 
energy itself.
In a review by Martin (1998), the important observational conditions for the formation 
of a filament were given as:
• Filaments are located at the boundary between regions of opposite polarity mag­
netic field. This is known as the polarity inversion line (PIL). Further, long mag­
netically defined filament channels are sometimes seen to form along the PIL. 
These have all chromospheric fibrils aligned with the polarity boundary. They 
have also been descibed as “voids without plages or chromospheric fine structures” 
(Gaizauskas et al., 1997). Filaments only form in completely developed channels 
where no fibrils cross the PIL. The channel appears to be a necessary but not suffi-
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cient condition for the formation of a filament.
• There is usually a system of overlying coronal loops. Almost all observations show 
coronal aicades high over the filament channel.
• Observations always show the convergence of regions of opposite-polarity mag­
netic field towards the mutual boundary. There are also usually examples of can­
cellation of magnetic flux, i.e. the mutual disappearance of patches of opposite 
polaiity flux.
• Filaments have a chirality, or handedness. This is usually defined in terms of the 
direction of the barbs (a fishbone structure that may link filaments to roots in the 
photosphere) compared to the direction of the field lines parallel to the filament. 
Sections of filament with like chirality can combine into one long filament, while 
this is not seen for sections with opposite chirality. Chirality and helicity are so 
defined as to always have the same sign.
• A cavity is often seen aiound the filament. Martin proposed that the cavity exists 
because filaments and arcades have opposite helicity.
• The barbs often have both blue and red shift patterns. This implies both upward and 
downward flows and could be the most important source of mass material feeding 
and/or draining the filament.
There are many issues regar ding fundamental questions about filament formation and 
eruption that ar e still to be agreed upon. For example, the origin of mass in the filament 
could be from chromospheric evaporation or from twisted flux ropes emerging from the 
photosphere. The magnetic structure is still largely a mystery and authors are unclear 
whether the filament sits in dips in the magnetic field, or in a twisted cocoon. What is 
reasonably clear is that a loss of magnetic stability causes the eruption, whether the result 
of shearing motions or an increase of twist to the filament itself. Below we show a few 
of the arguments given by Martens and Zwaan (2001), Rust (2001) and Aulanier et al. 
(2002).
1.5.1 Magnetic Shearing Models
Aulanier, Antiochos and other authors have produced many papers in the last few years 
(e.g. Antiochos et al., 1994, 2000; Aulanier et al., 2002) which propose a model of fil­
ament formation involving a strongly sheared magnetic arcade. They use a full MHD
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simulation with driven shearing motions at the photosphere yielding a complex 3-D dis­
tribution of magnetic dips with many of the observed properties of filaments. These are 
usually a part of magnetic breakout models where the strongly sheared underlying field 
breaks through the weak overlying field. The entire formation process differs from the 
emerging flux rope models in that filaments form as a direct result of the shearing motions 
on coronal arcades, matter condensing gradually and sitting in the dips in field lines rather 
than emerging as a complete structure from the photosphere. The origin of the mass in 
the filament is not perhaps justified entirely.
1.5.2 Emerging Flux Rope Models
Rust (2001) argues against the standard view that filaments are caused by condensation 
from coronal matter. He claims that the mass in a quiescent filament is comparable to 
the total mass in the corona so it is not a feasible mechanism. In this model subsurface 
motions generate toroidal flux ropes which, if twisted sufficiently, can migrate into the 
corona to form filaments. Thus the filament mass comes up from the dense photosphere. 
The matter is ejected (the eruption) after sufficient accumulation of twist. In principle the 
twisting of the flux rope is driven purely by sub-surface processes manifested as footpoint 
motions and the further emergence of the rope itself but this scenario is not incompatible 
with the Martens and Zwaan model mentioned earlier. In the case of long-lived filaments 
it is entirely plausible that sections of flux rope emerge to form filament segments which 
then link via a head-to-tail model.
1.5.3 Head-to-Tail Linkage Model
Martens and Zwaan (2001) give a simple model of the way converging fragments of oppo­
site polarity could reconnect in a way that captures many of the observational signatures 
of filament formation. Oppositely charged fragments with no previous connections con­
verge at the PIL and as they reconnect the field lines become horizontal and so appear to 
“cancel”. The cartoons in Figure 1.16 show how the process introduces a twist of 7t/2  to 
the filament.
In this way, segments of like chirality can connect to form long quiescent filaments. 
The observations show this type of behaviour to be fairly commonplace. H a  blobs can 
often coalesce to form one long structure during the days before the eruption of the fila­
ment. The theory is that when enough twist has been added to the filament it will become 
magnetically unstable and erupt. This theory does not address the issue of the origins of
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Figure 1.16: Cartoon, taken from Martens & Zwaan (2001), describing the head-to-tail linkage 
model of filament formation. The time sequence runs top left, top right, bottom panel.
the filament segments or how the eruption happens - it is confined to the linkage observed 
during formation.
All three of the above types of model capture many of the observationally significant 
aspects of filament formation but the debate about which is the most significant and/or 
likely scenario is still running. In Chapter 7 we take a detailed qualitative look at the 
formation of one quiescent filament in particular between three decaying active regions. 
We then make some measurements of flux cancellation and compare them to an estimate 
of the flux travelling through the filament. Finally we discuss the implications for the 
above models.
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1.6 Outline of Thesis
The rest of the thesis is organised as follows: Chapter 2 describes the basic equations and 
the FORTRAN code used to solve them. It discusses some of the complications faced, 
gives an explanation of the guiding centre theory we employ and highlights some of the 
tests carried out.
Chapter 3 introduces the world of simple reconnecting current sheet models. We look 
briefly at the work of Speiser (1965b) before concentrating on the analytical approach of 
Litvinenko (1996). We examine the analytical solution before including our own numer­
ical solutions to his electromagnetic field configuration.
Chapter 4 outlines our approach to a more realistic current sheet formation, with par­
ticular emphasis on restricting the accelerating electric field to a small region in the centre 
of the sheet' .^ We show accelerated electron spectra, using a distribution of 2 x 10  ^ test 
particles and discuss the possible links to recent solar flare observations.
Chapter 5 shows further work on the current sheet model. We discuss the implications 
of changing the aspect ratio of the sheet, altering the way we restrict the accelerating 
electric field or using a variety of maximum electric field strengths.
Chapter 6 introduces a simple collapsing magnetic trap model. This work has been 
carried out in collaboration with Paolo Giuliani. We discuss the mathematical and the­
oretical structure of such a model and carry out test particle simulations using the same 
basic numerical code. We show that extensive particle acceleration is feasible by this 
mechanism and that it may provide a way of answering the particle number problem.
Chapter 7 discusses measurements of flux cancellation in filament formation^, carried 
out in collaboration with Piet Martens at Montana State University, USA. We analyse 
SoHO EIT and MDI data alongside ground-based H a  data and find evidence of flux 
cancellation during the formation in iïo: of the filament. We also include a brief analysis 
of observations of two other filaments.
'^ The work in Chapter 4 was accepted for publication in Solar Physics Journal, October 2004 
^The work in Sections 7.1 to 7.3 has been published in Volume 218 of Solar Physics Journal, 2003
Chapter 2 
The Basic Equations and Numerical 
Code
“While the advent o f  big computers has made possible massive theoretical mod­
elling, little has been added to our understanding by these calculations ... The input 
parameters are too poorly known and the fine structure is complex and obscure”
Harold Zirin, Astrophysics of the Sun, (1988)
The numerical work in this thesis is based on a series of FORTRAN 90 codes. A 
lot of the FORTRAN programming skills have come from previous experience and from 
Numerical Recipes (1986). The basic function of the code is to calculate the motion of a 
charged particle in a collisionless plasma according to the equations:
=  q [E(t) +  v(i) x B(t)] (2.1)
■ = I
This is a system of 6 ordinary differential equations that can be solved numerically 
fairly easily. Under simple circumstances such as constant electric and magnetic fields 
the equations can be integrated analytically. Basic electromagnetic theory states that the 
effect of a constant electric field on a particle is direct acceleration. Meanwhile a particle 
in a constant magnetic field will gyrate around the fieldline. The magnetic field works 
perpendicular to the particle’s motion (the Lorenz force, v x B is perpendicular to v and 
B) and so does no work on it. Thus the magnetic field does not contribute to acceleration 
except when a changing magnetic field induces an electric field. Below we show an 
example of the way analytical solutions can be found for simple fields.
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2.1 Simple Analytical Solution
Take the electric and m agnetic fields:
B = (5, 0, 0) (2.3)
E =  (0, 0, 2 +  3sinwf) (2.4)
So:
=  0 (2.5)dvx
dt
^  =  5vz (2 .6)dt
=  2 +  Ssinwf — 5vy (2.7)
dt
Substituting (2.6) into (2.7) gives the equation:
— ^  4- 25uy =  10 +  15 sincjf, (2.8)
d v  ^
with general solution and particular integral (respectively):
G eneral =  A  cos 5t +  J5 sin (2.9)
PI =  C +  Dsincjf (2.10)
= -D w ^sinw t (2 .11)
dt^
-jDw^sinwf +  25((7 +  Dsincut) =  10 +  15sinwf (2.12)
a  =  10/25 =  2/5 (2.13)
D  =  15/(25 -  w^) (2.14)
Thus (using t=0 to find the constants A, E, B and F):
Vy =  A cos5t  +  Bsin5^ +  2/5 +  15sino;i/{25 “  (2.15)
A =  VyQ — 2/5  (2.16)
y — (A/5) sin5t — (J5/5) cos5t +  (2/5)t — 15cosa;t/a;(25 — CJ^ ) +  (2.17)
E  =  2/0 +  B /5  +  15/w(25 -  (2.18)
+ ^cos5 t +  3wcoswi/(25 — (2.19)
5 dt
B  =  %o -  3w/(25 -  w )^ (2.20)
z  =  {A/5)cos5t+{B/5)sm5t+ 3sincüt/{25 — oj )^ + F  (2.21)
F = z o - A / 5  (2.22)
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Figure 2.1: Plot projected onto the y-z plane of a particle trajectory in the simple field described 
above. This was created using a fixed stepsize 5th order Runga-Kutta code.
It is clear that the motion of the particle in this electromagnetic field configuration 
is already quite complex. Figure 2.1 shows the x-y plane of an example particle motion 
in the field. This plot was created using the Interactive Data Language (IDL). All further 
particle orbit plots will make use of IDL. This particular* example comes from a nurherical 
comparison between the analytical and numerical solutions, used to test the accuracy of 
the code.
As soon as the fields become much more complicated than this simple example an 
analytical solution becomes extremely difficult to find. As a result there is very little 
analytical work on acceleration in current sheets. Speiser (1965b) finds analytical solu­
tions for very simple cunent sheets and later Litvinenko (1996) uses clever techniques to 
find analytical values for energy gains in a slightly more general current sheet formation. 
Most other work on DC acceleration, paiticulaily in the last 20 years, has focused on 
numerical solutions. The quote at the start of this chapter is now significantly out of date 
and the speed of computers combined with ever-improving input parameters from obser­
vations means that numerical work is becoming more relevant by the year. It is likely 
that analytical work on complicated electromagnetic fields has now gone as fai* as it can 
and computers will be our only means of answering the questions we have about particle 
acceleration.
Below we outline the basic mechanics of the code and discuss a few of the particulais 
such as relativistic concerns, guiding centre theory, distribution functions and normalisa­
tion. Appendix A contains a full version of the code, with extensive comments included to
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explain how it works, while Appendix B contains a full explanation of the normalisation 
technique.
2.2 The Basic Mechanics of the Code
We use a 5th order Runga-Kutta algorithm to solve the first order ordinary differential 
equations. The simplest method of solving a system of ODEs is the Euler method:
2/n+l — Vn T" h f  {Xji, i/n} (2.23)
which moves the system forward with a time-step of h. However, it usés derivative 
information from only at the beginning of the interval and so a sizeable error can be 
expected. The local error in each step is of order but over the course of many steps 
a global error builds up of one order lower, i.e. order h. Thus the step size has to be 
incredibly small to keep the error minimal. A better idea is to use a more sophisticated 
algorithm, by which the higest order error can be eliminated. An example is the 2nd-order 
Runga-Kutta method, given by:
ki = hf{xn,yn)  (2.24)
h  =  h f  +  i / i ,  yn +  i/ci^ (2.25)
Vn+l — 2/n +  2^ (2.26)
The local error in this method is of the order h?. Using further terms in the algorithm 
can eliminate the third and fourth order errors. In the code we choose to use a 5th-order 
Runga-Kutta algorithm, checked against the 4th-order solution to maintain a required 
precision. The difference between the 5th-order and 4th-order solutions is kept below a 
specified small parameter given by EPS in the code. The algorithm itself can be seen 
in the subroutine rkck in Appendix A. It takes up many more lines of code than the 
2nd-order method (above), with 5 ’k’ terms but follows the same basic form.
The first versions of the code used a fixed stepsize, which is fine for relatively simple 
electromagnetic fields or, more to the point, slowly changing fields in space and time. 
However, a much more computationally efficient method is to use an adaptive stepsize. 
This is done in the code by measuring the difference between the 4th and 5th-order Runga-
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Kutta algorithms and defining that as the absolute error. The rkqs subroutine in Appendix 
A takes one quality-controlled step, maintaining a required accuracy by increasing or 
decreasing the step-size as needed. If necessary it then goes back and re-calculates the 
step with the smaller stepsize. With a variable stepsize the code can tip-toe through tricky 
patches and take much lai'ger steps where particle motion, is relatively simple. In the 
example of a magnetic mirror (such as a dipole) the code takes very small steps neai' the 
mirror points while it takes fai' laiger steps around the rest of the orbit. Mirror points can 
often be the downfall of fixed stepsize codes. In cunent sheet simulations the code takes 
small steps through the resistive region.
The integration is driven by the rkdrive subroutine which runs the code from to to ti, 
the start and finish times. It monitors whether the particle has left the numerical ’box’. For 
different situations the box will be defined in different ways. For example, in our current 
sheet work the orbits are calculated until the particle has reached a certain distance away 
from the acceleration region, for our purposes more sensible than stepping the code for a 
fixed time. The results are then stored, either every step, every n steps or (for calculating 
many orbits at once) just the final velocities and position.
Below is a summary of the workings of the code:
• The main program. This appeal's at the bottom of the code and reads in the initial 
conditions, calls the driver routine and writes the results to a file.
•  The rkdrive subroutine. The main driver of the code. Takes the system from initial 
to final time. Stops when the particle leaves the prescribed box. Calls the rkqs 
subroutine.
• The rkqs subroutine. Takes one quality-controlled step. Increases or decreases 
stepsize to maintain accuracy. Calls the rkck subroutine.
• The rkck subroutine. Takes one step according to the 5th-order Runga-Kutta Cash- 
Karp algorithm. Calls the derivs subroutine.
• The derivs subroutine. Works out the right hand side of the equations of motion. 
Can use either the full equations or the guiding centre equations.
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2.3 Guiding Centre Theory
For large length-scales and timescales the calculation of a full particle orbit can involve a 
huge number of steps. Each gyration needs a number of steps to be resolved fully and so 
to compute the full trajectory of a large number of particles would require a huge amount 
of computing time. The way around this is to use the guiding centre equations of motion 
(Northrop, 1963). The guiding centre is the instantaneous centre of the gyrational motion 
of the particle. Thus, in this formulation the gyrational motion around the magnetic field 
line is discarded and the information retained is the particle’s motion along the field as 
well as the drift across field lines.
Briefly, the method for finding the equations (as set out in Northrop) is to split up the 
position of the particle into:
r  =  R+( 5  (2.27)
where R is the position of the guiding centre and 5 is a vector from the guiding centre 
to the particle position. We can precisely determine 5\
(2.28)
qB'^ \  B 2
where E and B are evaluated at r. From here, with a great deal of algebra we can 
determine R by a Taylor series expansion. The guiding centre equations, to lowest order, 
are:
dv\\ qE\\ n dB
-rr  — ------------- â ^dt m  m  as
dh ■ (2.29)
dr uB  X V B  m  B
di =
8b ,9 b
."II % + ' ' 119;  +
t.|l (ue ■ V) b +  ^  +  «11 ^  +  (ue . V) ub] + « ||b  (2,30)
where:
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d
ds
2B
B
|B |’
(b-V) ,
Ue =  (2.31)
fj, is known as tiie magnetic moment and is approximately constant for slowly chang­
ing magnetic fields. It is equivalent to W ^ / B ,  the perpendiculai' energy over the magnetic 
field strength. One great advantage of this approach is that 6 ODEs have been reduced 
to 4 by this assumption. The equations aie more complicated though, and the time taken 
to compute one step is similai' for both full-orbit and guiding-centie equations. The huge 
advantage is that much larger step-sizes can be taken.
The ug is  known as the E x B drift and is normally the dominant of the drift terms. In 
regions of fast-changing magnetic field the other terms start to become more important. 
The second term on the right hand side of Equation (2.30) is known as the grad B drift, 
while the other terms aie known collectively as the acceleration drifts. The real advantage 
of these approximations (as well as making the particle orbits much more clear to the eye) 
is to save computing time. Since the code does not need to resolve the gyrational motion, 
the time steps can be much larger and so the total number of time steps in the code is 
much smaller for guiding centre codes.
The drifts highlights important points about paiticle orbit theory. One can see from 
Equation (2.31) that the E x B drift is independent of charge and mass and so does not 
lead to charge separation. However, the other drift effects, which only come into effect 
when B is rapidly changing, depend on both q and m. This means that when these drifts 
aie significant there will be a separation of electrons and ions. This does not need to be a 
very large separation to have a great effect since neighbouring field lines can diverge over 
lai'ge distances. The question of whether this is a likely explanation for the separation of 
accelerated electron and ion sources in a few lai’ge flares will be considered in Chapter 4.
The guiding centre equations aie valid only under certain circumstances. They rely 
in particular on the particle moving in a regular gyrational pattern, so magnetic field con­
figurations where the particle drifts significantly over the course of one gyration cannot 
be described in terms of the above equations. Basically, as long as the time vaiiation of 
the field is much slower than the gyro-period, and the spatial variation of the field is on a
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scale much larger than the gyro-radius then guiding centre theory is valid. In current sheet 
studies, the addition of a guide field parallel to the electric field ensures that even near the 
X-point (where the other 2 components of B are close to 0) the particle remains gyrating 
about the constant guide component. Without this guide field, or when it is small the 
guiding centre approximations would break down (e.g. Browning and Vekstein, 2001). 
For a thin current sheet field, the gyro-radius of protons is sufficiently large (a factor of 
43 larger than electrons) that the approximation is not valid, even though it can be used 
for electron acceleration. Where appropriate we will justify our use of the guiding centre 
equations where we have used them in later chapters.
2.4 Relativistic Equations
Under almost all circumstances we can rely on the equations of motion used above. How­
ever since we are dealing with particle acceleration there are circumstances where the 
velocity becomes a significant fraction of the speed of light, c ^  3 x and we
need to take into account relativistic effects. The relativistic factor:
7  =  - 7= =  (2.32)
is almost exactly 1 for small velocity but grows as the velocity becomes a sizeable 
fraction of c. It is usually assumed that a non-relativistic treatment is acceptable as long
as the energy is lower than the rest mass energy, which in the case of electrons is 511
keV. The equations giving the kinetic energy of a particle in non-relativistic and then in 
relativistic terms is:
K .E. =  ^mov^ (2.33)
K .E. =  moC^(7 -  1) (2.34)
For a full particle orbit code, the modified (relativistic) equations of motion, given in 
the same notation as we have used previously, are:
dy q
dt m V (? E - i - v x B - ^ ( E ' v ) (2.35)
—  =  V (2.36)
dt
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So apart from the I / 7  factor there is also an extra (E • v) term which modifies the 
orbit slightly. A similar modification has to be made to the guiding centre equations. This 
can be found on page 32 of Northrop (1963) but the equations aie not included here since 
they are not used later in our work.
For a velocity 10 % of c the difference between the values given by Equations (2.33) 
and (2.34) for energy is only 0.2 %. For a velocity of 50 % c the difference is approxi­
mately 20 %. In fact, if we put the speed of light into the non-relativistic kinetic energy 
equation the energy turns out to be less than 300 keV.
However, in a numerical code the non-relativistic equations will give an aitificially 
high velocity (higher than given by the relativistic code) which is then off-set by the dif­
ference in the equations for calculating energy. The energies calculated by the relativistic 
and non-relativistic codes are extremely close even up to a few hundred keV (see Table 
3.1 in Chapter 3 on the Litvinenko current sheet for details.) At over 400 keV the error in 
the non-relativistic code is only 6 keV, even though the relativistic code is working with 
velocity values as high as 84 % of c. Thus we conclude that for the purposes of solar flare 
accelerated particles, where the vast majority aie well below 500 keV, a non-relativistic 
treatment is good enough. We realise that above a few hundred keV our results for elec­
trons will become more and more inaccurate but we are looking primarily at electrons 
with energies of tens of keV where the relativistic effects are insignificant.
2.5 Distribution Functions
In this work we do not aim for a fully self-consistent approach to modelling solai' flaie 
conditions. To do that we would need to monitor the movement of up to 10^ ® particles 
m~^ and the effect of that movement on the forces acting on each paiticle. It will be 
a number of years before computing power can even attempt models of this kind so we 
need to make a lot of simplifications. Rather than a full MHD model we have chosen 
static electric and magnetic fields and by using test paiticles ignore the feedback of the 
acceleration on the fields. However, we need to account for the vaiiety of energies and 
pitch angles that thermal particles naturally have. We can reasonably assume that particles 
aie initially uniform in space but we use the closest model to what is seen in nature for 
the vai'iability in our two other vaiiables, U|| and /x: a Maxwellian distribution.
Below we describe how we create a Maxwellian distribution in and ji to describe 
a population of initially thermal particles with a range of pitch angles (fj_/t;||). We take 
enough test particles to get a smooth distribution but not so many as to slow down the
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integration more than necessary.
We take distributions in t)|| and at a range of initial positions. If each distribution 
function can represent say 1,000,000 particles then by taking 200 initial positions we have 
a simulation of 200,000,000, enough to make a reasonably smooth accelerated particle 
spectrum.
The basic form of a Maxwellian distribution is:
/  (a:) =  /o  e ( ^ ) (2.37)
where the thermal speed is y jK ^ T jm  (K b =  1.3807 x 10 J  K  )^.
Since uy is a two-tailed distribution (it can be positive and negative) while /z is a one­
tailed distribution the form of each distribution function looks slightly different, and so 
the area under the curve is worked out in a slightly different way. Figure 2.2 shows the 
shape of each curve.
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Figure 2.2: Left: the two-tailed distribution function of ^ |{. Right: One-tailed distribution of fi.
For use in the code we need to be able to discretise the distribution function and 
assign a weighting to each particular value of v\\ and }i. To get the weighting right we 
need to make the area under the distribution curve equal to the number of particles in 
our simulation. The easiest thing to do is scale our distribution functions to have an area 
of 1 and then multiply the final result by the number of particles we want (in this case 
1,000,000). For functions of the form:
f ( x )  = A e (2.38)
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To get an ai*ea = 1, set:
While functions of thé following form ai*e much simpler:
f  (x) =  A  ■
A = B
If we use the values: 
me -  9.1095 X 10-31
=  1.3807x 10-^3
T =  2M K.
then the distribution function (with area = 1) in SI units works out to be:
/(æ ) =  y ( 0 )e ( - " M  (2.39)
33where /(O) =  0.8925 x lO^^ A =  12578.931 and B = 0.140 x 10
We choose to discretise this function into 340 values in ■U|j and 170 in /z, which covers 
over 99.5 % of the area under the curve. This gives a possible 57,800 paiticle orbits to 
calculate and represents our population of 1,000,000 by assigning the calculated weights 
(to the nearest whole number) to each orbit. The figure is somewhat aibitraiy since each 
“weight” is basically a probability of a pai ticle in the distribution having a particular value 
of ?;|j and /z. We want to calculate an integer number of distinct particle orbits which is 
why the weights are rounded to the nearest whole number. If we take N to be much 
smaller than 1,000,000 then a lot of the weights are <0 .5  and are rounded down to 0, so 
we lose many particle orbits at the tail of the distribution. For N = 1,000,000 we cover 
almost the entire distribution function, but do not need to calculate particle orbits that are 
in the extreme tails of the distribution (and so do not affect the resultant energy spectrum 
because there are so few of them). In this way, the number of unique particle orbits is 
always less than 57,800 (not necessarily equal to 57,800 since some will have a weight
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of 0). The error in each energy bin in our plotted histograms in Chapters 4 and 5 can be 
determined by the number of independent particle orbits in each bin (on which the noise 
properties are based) and by the weighting of each particle.
2.6 Normalisation
The equations we solve can be normalised with respect to a length-scale (L) and a timescale 
(T). The system will then be defined in units of these new scales rather than metres and 
seconds. The advantage to this is mostly numerical - it is much more logical to work 
with manageable numbers in the code. For example, if an electron stays in a current sheet 
for 10“®s and gyrates on a time scale much smaller again it makes sense not to work in 
seconds, but the gyro-period, Og \  Normalising all terms in the equations will not alter 
the relationship between ternis on the right hand side but it will allow us to work in terms 
of the "characteristic scales” of the system. Keeping the sizes of numbers reasonable 
ensures that the effect of computer error is minimised for the duration of the integration.
In the full-orbit code the sensible timescale to use is the gyro-period, For
accuracy we need to resolve each gyration, so we will take a minimum of a few steps 
per gyro-period. In the case of the reconnecting current sheets (Chapters 3 to 5) the sheet 
width is on the order of metres so using the standard units of length is fine. In a collapsing 
trap model (Chapter 6), where we deal with thousands of km we must use a more sensible 
length-scale.
Appendix B contains the details of the way to normalise both the full-orbit and guiding 
centre equations in general and then with respect to specific time and length scales. In the 
full orbit case, with T = and L = 1, we get:
^  =  e E - l -v x B  (2.40)
where:
mEo (2.41)
So the V X B term becomes of order 1, while the electric field term is scaled accord­
ingly. When we use the guiding centre equations it is no longer necessary to use the 
gyro-period as a time scale since we can take much larger steps. It now makes more
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sense to use the strongest drift motion, the E x B drift, as a characteristic velocity of the 
system. To do this we can set ^  where E q, B q and L are set by the choice of fields 
and T can subsequently be found. E q and B q aie characteristic electric and magnetic field 
strengths of the system. Here we simply quote the resulting normalised equations from 
Appendix B:
4
dt
qBlLÈ\\
mEn
9b 9b .
^ + « l l ^  +  ( u ^ - V ) b (2.42)
dt
?ti£ ‘o/ z B  X S/B  
llE H -----—------h
fill (ÛS-V)b  +
B2
dû E
mEo B 
5ÛS
X +
d t
+  fi|| +  (Ûü7 • V) Ûjfî! -f fi||b C143)
These aie what we use in calculating the guiding centre orbits of a distribution of 
particles in a current sheet. To find the energy we need to be caieful that we correctly 
account for the length and timescales in converting the normalised paiallel and perpen­
dicular velocities back to mks units. We briefly discuss specific normalisations where we 
use them later in the thesis.
2.7 Testing The Code
For the sake of building up a numerical code that can be trusted we employed a number of 
tests to monitor the accuracy. The first and most obvious test was to compare the results 
given by the code with known analytical solutions. This can only include particularly 
simple fields, as we mentioned at the start of this chapter. To test the code in situations of 
more complexity we used the Litvinenko field (Litvinenko, 1996, see Chapter 3) and the 
dipole field. The Litvinenko field is a simpler version of our later current sheet model, 
but with a particle motion that is qualitatively known. The dipole field is a well known 
magnetic field configuration that has been extensively studied, for example in magneto- 
spheric physics (e.g. Stern, 1984) and stellar magnetospheres (e.g. Fendt, 2003). Below 
we show a little of the work on known analytical solutions and the dipole field.
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2.7.1 Testing Against Analytical Solutions
It is a matter of a couple of lines of code to calculate a known analytical solution and 
compare it with the numerical values worked out by the Runga-Kutta algorithm. Figure 
2.3 shows the error building up with time for a particle orbit in a very simple configuration 
(a constant magnetic field and zero electric field). FORTRAN assigns a certain space 
for recording floating point numbers (typically 32 bits), which gives them a maximum 
accuracy of around 7 to 8 significant figures. Double precision (which was used for all 
integrations) assigns double the space to the variable, so that variables are accurate to 
more than double the significant figures. The same code as used in Figure 2.3, with 
single precision, has associated errors of 10~  ^ or so. The figure shows that the code is 
exceptionally accurate in solving the particle equations of motion.
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Figure 2.3: Build-up of global error with time for a very simple constant magnetic field code.
When analytical solutions are not available we use the difference between the 5th and 
4th order Runga-Kutta algorithms as the error used to monitor the precision of the code. 
Figure 2.4 shows this error for the simple electromagnetic field used at the beginning of 
this chapter. By varying the required precision, e, this error can be kept at lower or higher 
values but will not build up since the stepsize is varied to maintain such a difference 
between the 5th and 4th order schemes. This error is distinct from the global error that 
will naturally build up due to the errors associated with Runga-Kutta schemes in general 
and also due to the computer error, which in double precision is minimal.
By checking the global error against known analytical solutions, we were satisfied 
that there are no mistakes in the coding of the algorithms or the equations in the code.
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Figure 2.4: Difference between the 5th and 4th order Runga-Kutta algorithms for the electromag­
netic fields in Equations (2.6) and (2.7). This time the variables are in double precision. Altering 
the required accuracy (e) will increase or decrease these error values.
2.7.2 Checking the Guiding Centre Equations
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Figure 2.5: Comparison o f the full orbit code with the guiding centre code for the electromagnetic 
field o f Litvinenko (1996). The black lines in each image are full orbit motion while the red lines 
show the guiding centre motion. The left panel shows the x and y values while the right panel 
shows y and z motion.
A great deal of time was spent checking that the guiding centre equations of motion 
were normalised correctly and coded up without mistakes. We compared the guiding 
centre code with analytical solutions for simple fields in the same way as previously men­
tioned for the full orbit equations. We have also taken time to compare both quantitatively 
and qualitatively some full orbit trajectories with their guiding centre counterparts. Fig­
ure 2.5 shows such an example for the field of Litvinenko (1996) (see Chapter 3 for a
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full analysis). Getting exactly the same initial conditions is impossible since the phase 
infonnation (i.e. where the particle is on its gyration around a field line) is thrown away 
in the guiding centre equations. However, for as close to identical initial conditions as 
possible, the two trajectories match almost exactly.
2.7.3 Testing with the Dipole Field
A more complicated field with which to test of our code is the well-studied dipole field. 
This is the field produced by taking a positive and a negative magnetic source infinitely 
close together at the origin. It can be pictured easily as being similar to the traditional 
pattern of iron filings around a bar magnet. If we shrink the magnet down to a point then 
this gives the dipole field. The advantage of using this field is that it clearly shows a 
variety of drift motions in a well known configuration. Our work in Chapter 6 is based on 
a stretched dipole relaxing back into its natural state so the code must be able to handle 
the magnetic minor motions characteristic of dipole fields.
A dipole field is given by the equations:
^  (.-2+^2^+,2)5/2 • (2-45)
The electric field is 0, so there is no acceleration in this configuration. We used this 
field to check that the code conserves energy, which it does to great accuracy. However 
any stretching or relaxing of the dipole will involve a time-dependence to B which will 
induce an electric field and cause particle acceleration. This is the basis of Chapter 6.
Figure 2.6 shows how a dipolar field looks in the example of the Earth’s magnetic 
field. The predominant motion of the particles (ignoring the gyrational motion around 
field lines) is along the field lines in a polar direction. However, as the particle moves 
nearer to the dipole the fieldlines get closer and closer together so the particle experiences 
an ever stronger field. This increase in magnetic field strength causes an increase in the 
perpendicular velocity of the particle (since ^  is conserved). In a dipole with no electric 
field the particle’s total energy is conserved so the parallel velocity must fall. Eventually 
U|| reaches 0 and ’bounces’ back in the other direction.
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Figure 2.6: Cartoon o f the Earth’s magnetic field, which locally looks much like a dipole. The 
electrons and protons both drift along field lines and bounce back and forth but electrons drift the 
opposite way to ions in the equatorial direction. Cartoon taken from the internet.
There is also a drift in the equatorial direction that is charge dependent so that elec­
trons and ions drift in opposite directions around the dipole. All of these motions are 
pictured in Figure 2.6. This all makes the dipole field a good test case, in particular for 
the guiding centre code.
Figure 2.7 shows an electron orbit in the dipole field. This image was produced using 
ihcxplotSd procedure in IDE, which puts 3-D images into perspective so they can be seen 
clearly. The overall motion of the particle is very clear since the fine detail of the gyration 
has been discarded. The three main drifts are all obvious and stable. This is an advantage 
of the guiding centre code. Since many less steps are taken for a particular time interval 
than the full orbit code the computer error does not build up as quickly and sensitive 
motion such as a dipole orbit is more accurately captured. This qualitative stability is a 
good sign that the code is robust over time.
We used the dipole field to show the variation of p. By using the full orbit code but 
keeping track of the quantity p = v \/2 B ,  we produced Figure 2.8. It tracks the magnetic 
moment of the electron as it moves in a dipole field. Although there are variations (which 
actually correspond to the times the particle is near the equator and B  is much weaker 
rather than the bounce points), the same constant value is returned to each time. We 
found that with more steps in the code this variation became less and less significant. 
In general as long as the magnetic field seen by the particle is not extremely weak the 
conservation o f ^ i s a  good approximation.
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Figure 2.1: A particle orbit, run for a longer time. All three main drifts can be seen clearly: drift 
up and down field lines, bouncing motions and equatorial drift. The orbit starts on the far right 
side o f the picture.
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Figure 2.8: The evolution o f /i as an electron moves in a dipole field. Time is plotted on the x  axis 
against /x on the y  axis. The value o f // varies periodically but returns to the same constant value 
each time.
To summarise, this chapter has explained how the FORTRAN code works, introduced 
the guiding centre equations, addressed the subject of relativistic corrections, explained 
our use of distribution functions, shown how we normalise the equations and mentioned 
some of the tests we carried out. We have used the code, or modifications of it, throughout
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Chapters 3 to 6 to calculate distributions of particle orbits and ultimately energy spectra 
for a range of flai’e applications. As often is the case with computer programs, the code 
itself is not greatly complex, but difficult to write coiTectly.

Chapter 3 
Analysis of a Simple Reconnecting 
Current Sheet
“I could take out o f my life eveiything except all my experiences at St Andrews 
and still have had a rich, full life"
Bobby Jones, golfer (1930).
Chapter 2 showed that the equations that determine motion through a plasma can 
become very complicated to solve exactly. Many authors have carried out studies of 
analytical solutions for certain simple electromagnetic fields, designed to mimic current 
sheets in the corona. With analytical solutions we can, in principle, find accurate estimates 
of maximum energy gain and acceleration times without needing to calculate particle 
orbits. The important question is: how realistic can these analytical solutions get? In this 
chapter we analyse the reconnecting current sheet solution of Litvinenko (1996).
One of the first analytical models of a current sheet is the work of Harris (1962) 
who finds an exact solution to the Vlasov equation describing a layer of plasma confined 
between two regions of oppositely directed magnetic field. Later in the 1960s Speiser 
published a number of papers describing the motion of particles in a current sheet and 
analysing the effect of a small perpendicular component to the magnetic field (Speiser, 
1965a,b, 1968). Litvinenko and Somov (1993) and later Litvinenko (1996) studied the 
effect of adding a parallel component, B||, to the electric field. The qualitative effect 
of B|| is to guide the paiticle, keeping it magnetised even neai* the 2-D null point (By 
2-D null I mean the point where in the plane Bx and By are 0. Traditionally magnetic 
reconnection has centred around 2-D null points. In reality, a third component means that 
it is not actually a null point at all). This keeps the paiticle in the current sheet for longer, 
allowing more efficient acceleration. They also argue that a 3-D magnetic null point is 
rai*e (e.g. Gorbachev et al., 1988), while a 2-D null with a non-zero Bz component is more
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likely.
In this chapter we outline the approaches taken by Speiser and Litvinenko, analyse the 
analytical solution approach of Litvinenko and then use numerical techniques to calculate 
particle trajectories in these electromagnetic fields,
3.1 Speiser and Litvinenko’s Approach
Speiser’s analytical work starts with a simple linear model of a current sheet, given by:
B =  -Bo(i//u)êa; (3.1)
E =  — (3.2)
where a represents the sheet half-width. For consistency, we have used our own no­
tation rather than that in the 1965 paper. The solution of the equations is really no more 
difficult than the example solution at the start of Chapter 2. The particles move in an 
oscillatory fashion about y = 0 (the centre of the sheet). The net result for such a sim­
ple model is unbounded acceleration in the z-direction because particles never leave the 
sheet.
The next level of complexity introduced was a small perpendicular component to B 
(Bx) so that the field expressions become:
B =  B q {—{y/a)èx + ^±èy) (3.3)
E =  —E qQz (3.4)
Speiser found that with the addition of this component the energy gain is inversely 
proportional to the square of the perpendicular component of B. Thus a small B x  will 
not push the particle out of the sheet too quickly and still allow efficient acceleration. 
Typically a value of ^x ~  0.01 was proposed. In this configuration there is at least a 
maximum energy gain in the sheet, but it is still extremely simplistic.
Litvinenko (1996) adds another level of complexity to the work of Speiser. The prin­
cipal difference in Litvinenko’s current sheet is the inclusion of a large longitudinal com­
ponent to the magnetic field, B\y This means that even when 13% 0 near the centre
of the sheet, there is always a (reasonably strong) guiding field. The effect of this Bn is
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extremely important, since particles no longer have meander-like orbits near the centre 
of the sheet. It has the effect of keeping the particles in the cmrent sheet longer than 
Speiser’s model, allowing greater acceleration. The greater complexity makes the equa­
tions much harder to solve and Litvinenko uses a consideration of timescales (e.g. Bender 
and Orszag, 1978) to solve the equations approximately. The paper also looks for the 
critical value of the longitudinal field component at which the type of motion changes 
from the Speiser-type motion to the fully magnetised motion char acteristic of a large B||. 
The region between Speiser-type motion (negligible B\\) and magnetised motion (domi­
nating jB||) is between about =  4 — 10. (in agreement with Martin et al., 1994),
In the paper, and in our later work this value is taken to be about 100, so we are well 
into the magnetised regime. With analytical solutions it was also possible to input typical 
coronal parameters to find values for the maximum energy gain and timescales on which 
acceleration occurs.
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Figure 3.1: Field lines in the Litvinenko reconnecting curxent sheet. 2-D projection in the x-y 
plane. The electric field is constant and in the z-direction, out of the page.
Physically, electrons enter the sheet from the top and gain energy from £?|[ as they 
drift across until they are ejected from the the bottom. Our numerical studies have shown 
that particles gain significant velocity in both the x and z directions (see Section 3.3). 
Figure 3.1 shows a 2-D projection of the current sheet. Since the sheet varies only with 
y and particles all enter and leave the sheet at the same values of y (either side of the 
sheet) no real distribution of energies is gained, other than the natural variation in initial 
energy that paiticles will have. Litvinenko’s suggestion is that particles are injected into 
the sheet in different positions which creates the spectium. In Section 3.3 we look at both 
possibilities. This simple configuration was meant to highlight the possibility of efficient 
acceleration, representing the inner part of a reconnection scenario and so consideration 
of the overall energy spectra is not of great concern. The work essentially shows how 
individual particles can gain laige energies from quasi-static electric fields. Here, as
60 Analysis o f a Simple Reconnecting Current Sheet
with most current sheet studies, the electromagnetic fields are taken to be static since 
the timescale on which acceleration happens is extremely short compared to the overall 
restructuring of the field. It is also not meant to be a self-consistent treatment of the whole 
complex flare scenario.
The magnetic and electric fields are given by:
E =  (0,0, Æ'o) (3.5)
B =  (3.6)
The equation of motion:
m ^  =  9 |E  +  v x B )  (3.7)
can be rewritten in dimensionless form with the timescale, and the
length scale, a, as:
S  -  4 - ( 4  <“
Ê  -  - 4 - S  
g  = ' + « 4 + 4
The dimensionless electric field is defined to be:
£ = ^ .  (3.11)aqBl
The plan was to find a solution to the equations in the limit of a large longitudinal 
magnetic field. By explicitly integrating the z-component of the above equations and 
inserting the resulting dz/dt into the other two, the result is:
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4 - 4  -  a - ^
4 + 4  -
The initial conditions aie assumed to be:
(3.1:!)
(3.1:»
æ]t=o =  0, y]t=o =  3/0,
dx' dy' dz
dt — ^0,t=o dt
= 2/0,
t=o dt f=0
— 0 , 
=  0 . (3.14)
rco and zq can be set to 0 without loss of generality and the final assumption, that 
zq =  0, means that the paiticle inflow to the current sheet is much smaller than the 
speed subsequently gained. This is a reasonable assumption since the acceleration in the 
sheet is strong. An approximate solution to equations (3.12) and (3.13) can be found by 
the method of multiple time scales (Bender and Orszag, 1978). In brief, this involves 
defining a “fast time” variable, f  and so the system of equations (3.12) and (3.13) 
can be re-written:
d?x
dt*^
dy _
dt* k
~  3/o): CL15)
d^y dx
ûhr - ~ y t -C||2
-
1^1 ^ k
(3.16)
Formally, x  and y are considered as functions of 2 variables, t* and t. The above 
equations are expanded as power series in the small parameter, 67\  like so:
1 1
X — X q +  — +  . . (3.17)
The differentiation is done as follows:
A  -  A  l A
dt* dt*
(3.18)
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Putting the power series for x and y into Equations (3.15) and (3.16), along with the 
above rule for differentiation, then collecting terms the terms of lowest order in we 
get:
Integrating these equations yield zero-order solutions of the form:
Jfo == -H Z?(f)(X)s(f* 4-4&(f)) 0/21)
Ko =  (3.22)
One can then collect the first order and second order terms in from Equations 
(3.15) and (3.16) and obtain approximate values for x{t) and y{t).
3.2 Recalculating the Solutions
We tried to independently calculate the solutions in the paper using this method of multi­
ple time scales to get to Litvinenko’s zero-order solutions:
fll V 1^17 2f|| 8(|
4  +  2/0
(||
cos I Çiit +  + arctan ^  ) (3.23)
V %|| yo j
f  f||* +  + arctan (3.24)V 4(|| yoJ(||
Sin
To find A,B,C and D from Equations (3.21) and (3.22) we collect the terms of first 
order in We can choose A-D in such a way that the first-order solutions depend 
only on X i and Yi, i.e. we choose A-D so that the right hand sides of equations (3.25)
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and (3.26) vanish. The terms depending on t are called secular terms and often cause the 
series to diverge rather than converge. For this reason they are suppressed by our choice 
of the free parameters A-D.
(3.25)^  dYo 2d^Xp dl*2 Qf* dt*dt (^11
dl*2 Qf* Ql dt*dt (^11
From Equation (3.25) we choose to make the right hand side equal to 0:
0 =  C{t) — È{t) sin{t* +  0) — B{t)(j)cos{t* +  ÿ) 4-
2È{t) sin(t* + <l)) + cos{f +  0) -  ^  (3.27)
So, equating the trigonometric terms and other terms:
C{t) = ^  ^  C(t) = ^  + Co
qi 2(||
0 =  È{t) s in (f +  (/>)-}- B{t)fcos{t*  +  ÿ) (3.28)
Similarly:
A{t) — — ---- +  Aq (3.29)
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È{t) cos{t* -{-(/>)= B{t) sin(f* (j>) (j> — (3.30)
Equations (3.28) and (3.30) can be combined together to give:
B{t)‘^ — —B ( tY f  (3.31)
But in the zero-order solution given by Litvinenko (Equations 3.23 and 3.24), B is 
given by:
64 Analysis o f a Simple Reconnecting Current Sheet
B{t) =  - Y É ± K  (3.32)
<11
This does not depend on t so È{t) must =  0. Hence (3.31) implies either B[t) =  0 or 
-  e t /k )  =  0- lo equation (3.23), 0 is given by:
f  = ( -A  4- arctan (3.33)
\46|| y o j
è  = § -  (3.34)
This doesn’t quite satisfy the above condition, by a factor of two. Thus the solutions 
are only satisfied by B being identically =  0. The conclusion is thus that the zero-order 
solutions given by equations (3.23) and (3.24) are wrong. They can be made correct by 
taking the cosine and sine components to be identically equal to 0. Immediately after 
giving the zero-order solutions, Litvinenko then takes the initial velocity to vanish, effec­
tively making B = 0 in his solutions anyway. If there is an error in the calculations, it 
is cancelled out by this move. We took the opportunity to check the accuracy of Litvi­
nenko’s zero-order solution arid the more accurate series solution (Equations 27 and 28 in 
his paper) against our numerical solutions. The results are shown by Figure 3.2. It is clear 
that the series solution is far more accurate (as should be the case) than the zero-order so­
lution. Thus, any inconsistencies with the zero-order solution are of little consequence to 
the basic message of the paper.
3.2.1 Energy Considerations
The typical coronal parameters used in the paper are as follows:
Bo =  100 G 
Eo =  1000 Vm~^
k  =
=  0.01
a =  Im  (3.35)
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Figure 3.2: Comparison of the paiticle motion found by our numerical solution (solid line) with 
the Litvinenko zero-order solution (dot-dashed line) and the series solution (dashed line). We use 
all of the terms in the series solution quoted in the paper, giving the first-order solution. It is clear 
that the series solution is far closer to the numerical solution than the zero-order solution. In each 
case the basic particle motion is very similar.
The justification of such a large electric field is found in Martens (1988) who argues 
that the effective resistivity in current sheets is up to 5 orders of magnitude larger than the 
classical Spitzer value due to the length scales being much shorter than the mean free path 
of particles in the coronal plasma. Another argument, used e.g. by Vlahos et al. (2004) 
is that when the gradients in B become large enough, micro-instabilities cause turbulence 
which enhances the resistivity by a similar* amount. Either way, it is generally believed 
that in cunent sheets the resistive term may be much larger than first thought. There 
are many alternative ideas for generating such a highly super-Dreicer field, often using 
the Hall Current, j  x B, e.g. Pritchett and Coroniti (2004). Chapter 5 contains a brief 
look at electric fields generated by Hall physics. There is some observational evidence 
for fields this strong in solar flares (see e.g. Foukal and Behr, 1995, who use the Stark 
effect to calculate field stiengths) so we take a peak electric field of the same strength in 
further work (Chapters 4 & 5). There have also been attempts made to use the indirect 
measurements from flaie ribbon movement to calculate possible electric field strengths 
(e.g. Fletcher et a l, 2004). Litvinenko finds that these parameters suggest a maximum 
energy gain of «  IQOkeV, so we test our numerical code with the same parameters.
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3.3 Numerical Results
It is a relatively simple exercise to numerically integrate particle orbits for the Litvinenko 
current sheet field. The fact that the motion in the field is well understood from an intuitive 
point of view makes it a good test for the FORTRAN code. Figure 3.1 shows how the 
RCS looks in the x-y plane. The constant electric field and parallel guiding magnetic field 
are coming out of the page.
The timescale from the normalisation outlined in Chapter 2, and scaled electric 
field work out to be:
e —
m
mEo
aqBl 5.69 X 10
- 5
(3.36)
CL37)
The particle leaves the RCS when the absolute value of y exceeds 1. It is assumed infi­
nite in the other 2 directions. Electrons enter at the top of the sheet and drift downwards, 
leaving at the bottom end. Obviously the opposite is the case for protons. Figure 3.3 
shows an example orbit as a 3-D plot. The particle slowly drifts across in the y direction 
but travels much further in both the x  and directions in the meantime. The gyrational 
motion quickly becomes insignificant compared to the drift motions as the particle gains 
energy.
.......Q .O
...........
Figure 33: Example of a typical 3-D particle orbit. The beginning of the orbit is at the bottom of 
the image. The gyrational motion is clear to begin with but becomes masked by the acceleration 
parallel to the field very quickly.
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Figure 3.4: Graph of velocity against time in the Litvinenko field.
The run shown took the velocity from a normalised value of py 0 to 7.3 x 10“  ^ (or 
Ad 128,000kms~^) in t % 2000, equivalent to about 10“*^ seconds. This is almost identi­
cal to the acceleration times Litvinenko obtained by analytical methods in his paper. As 
shown in Figure 3.4 the velocity increase slows as the particle in about to leave the sheet. 
This is because it has been turned away from the z-direction by the small perpendicular 
component of the field. The highest gain in velocity was obtained when a particle was 
started at one side of the current sheet (i.e. about y = 0.9) and allowed to drift across its 
whole width. The code gave a maximum increase in normalised velocity of 0.1068. To 
convert the velocity increase to an increase in kinetic energy we convert the normalised 
velocity into a dimensional velocity again and use the non-relativistic kinetic energy ap­
proximation as follows:
V — VqV*
dr a dr*
dt f d F
5.693 X 10- 1 0
CL38)
1
Kinetic Energy =  -m v
2..*^-rnv^v
8 .8  X keV
2 m M keV (3.39)
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There is almost exactly a factor 2 difference between the values given by the analytical 
solution and our numerical simulation. We are not sure exactly where this comes from 
but we attribute the discrepancy to either Litvinenko’s assumption of a sheet half-width 
of Im (where of course the particle can experience 2m acceleration in the y direction as it 
drifts across the whole sheet), or that he only accounts for acceleration in the z direction. 
We find that the velocity in the x  direction is similar to the velocity in the z direction at 
the end of a particle orbit. The acceleration time in this case is 1.76 x 10~®s. This is 
easily fast enough to explain even the most small-scale time variations observed in X-ray 
emission in solar flares.
3.3.1 Accelerating a Population of Particles
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Figure 3.5: Increase in kinetic energy for different start points in the reconnecting current sheet. 
Maximum energy gain is (obviously) at the top of the sheet where the particle can drift across the 
entire width.
We have established an efficient acceleration mechanism and shown that a parallel 
electric field of 1000^771"^ can relatively easily produce energetic electrons over 100 
keV by both the analytical and test particle approach, even with a current sheet width of 
only 2m. The next step is to try and simulate a population of particles. Figure 3.5 shows 
the gain in energy for test particles started at different points across the sheet. With a 
simple configuration and constant E\\ the near-linear nature of the relationship between 
2/0 and energy gain is hardly a surprise. The configuration does not vary with x or z so 
consideration of a variety of xq and zq positions will not alter energy gains at all.
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Figure 3.6: Energy spectrum created by using a distribution function in f|| and ju, and starting 
particles from a range of values for xq, but yo =  1- Due to the simplicity of the field tiie range of 
initial velocities is inconsequential since all particles receive around the same acceleration from 
E\\.
We then calculate what happens to a thermal distribution of particles (see Section 2.5), 
first injecting all particles at the top of the sheet (Figure 3.6) and then spreading initial 
positions evenly across the sheet (Figure 3.7). It is clear from the first of these figures that 
the variation in U|| and p  has little effect on final energy. The “spike” is extremely narrow, 
covering a range of 5 keV at most.
The second figure shows at least how an energy spectrum could be built up, but the 
simplicity of the model means that there are still a series of discrete energies correspond­
ing to e^ch of the initial positions across the sheet. In order to generate something looking 
more like a power law we must consider a more complex system. Some authors (e.g. Bu­
lanov and Sasorov, 1976; Bruhwiler and Zweibel, 1992) use a similar' constant electric 
field with an X-point magnetic field, where energy gain is determined mostly by time 
spent in the numerical box (corresponding to the near-X-point region). This generates 
more realistic spectra, as does our choice of a profiled parallel electric field where we 
restrict the resistive region in a similar way to Schopper et al. (1999). Our approach to 
the problem is detailed in Chapters 4 and 5.
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Figure 3.7: Energy spectrum created this time using the same distribution function and starting 
particles from a range of values for yo across the sheet (left), xq is 0 throughout. The energy 
gain is dependent entirely on the length of time electrons stay in the sheet. As such, there is no 
real slope to the spectrum and the area under each “spike” is approximately equal. The height of 
the spikes varies in a random fashion but closer inspection (right) shows that this is just due to 
the slight spread of energies present in the distribution of particles. There is a gap between each 
distribution of particles. If we take significantly more initial values for yo the gaps will be filled 
in and the spectrum made totally flat.
3.4 Relativistic Considerations
As mentioned in Chapter 2 the effect of relativity must be included when the velocity is 
a significant fraction of the speed of light, c. We were concerned that the total veloci­
ties given by the code were on the order of 0.9c. This must surely require a relativistic 
treatment. Table 3.1 shows this not to be the case.
Eo Non-relativistic Relativistic
(V cm~^) v/c Energy, keV v/c Energy, keV
1 0.28 20.16 0.27 20.16
10 0.91 209 0.71 210
20 1.30 428 0.84 434
30 1.60 652 0.90 670
Table 3.1: Final velocity as a fraction of c and final kinetic energy for a range of values of Eq in 
the Litvinenko field. Comparison of non-relativistic (left) and relativistic (right) full-orbit codes. 
Note that the values for v/c vary much more widely than for energy, which is remarkably similar 
even at the highest (mildly relativistic) eneries.
The table shows that discrepancies between the velocity given by the non-relativistic 
and relativistic codes increase for greater velocities. However, the kinetic energy calcu­
lations agree very well even over 400 keV. Since the velocities are consistently over­
estimated by the non-relativistic code the time that particles remain in the sheet will 
also be over-estimated by a similar fraction. As long as the fields are not highly time-
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dependent, this is a minor problem. However, the higher velocities in the non-relativistic 
code may mean that the.particle motion is slightly altered when compared with the rela­
tivistic code. In the relatively simple, static configuration of Chapters 4 and 5 we judge 
the non-relativistic approximation to be sufficient. In the case of a collapsing magnetic 
trap (Chapter 6) we may have to be more careful.
3.5 Conclusions
The numerical calculations we carried out back up the analytical solutions of Litvinenko. 
The simple reconnecting current sheet with guide field can accelerate electrons strongly 
in an extremely short space of time. We find a possible energy gain of twice the value 
found by using the analytical solution. This could be due to us using the frill width of the 
sheet and/or taking into account all three velocity components. The field is too simple to 
get a power law energy spectrum, but may provide one or two ideas to those looking at 
the overall particle acceleration problem.
If we address the bigger picture for an instant, the main problem with the approach 
taken in this chapter is explaining the huge number of par ticles that are accelerated. The 
footpoint sources imply over electrons are accelerated in a large fiare. If we
assume a high density of ar%d a sheet inflow of py lOOOAims"  ^ (almost certainly
an over-estimate) we still need a strong E\\ and a sheet with an extent of 10,000 km in both 
the X and z direction to accelerate so many particles. At present there is no observational 
evidence for or against such a large-scale super-Dreicer field. However, it seems from 
observations that the flare trigger and primar y acceleration site are almost certainly high 
in the corona where a large scale current sheet may well form as part of the reconnection 
process.
In the next two chapters we outline an attempt to model a reconnecting curTcnt sheet 
with a combination of a Harris sheet (Harris, 1962) and an X-point field. We try to extend 
the ideas used by Litvinenko and other authors in their analytical ciuTent sheet work to a 
numerical approach.

Chapter 4 
Electron Acceleration in a Reconnecting 
Current Sheet
“O f course some sort o f  general idea they must have, if they were to do their work 
intelligently - though as little o f one if they were to be good and happy members 
o f society, as possible. For particidars, as evetyone knows, make fo r  virtue and 
happiness; generalities are intellectually necessary evils."
Aidons Huxley, Brave New World, 1932.
We present the results of charged paiticle orbit calculations in prescribed electric and 
magnetic fields motivated by magnetic reconnection models. Due to the presence of a 
strong guide field the paiticle orbits can be calculated in the guiding centre approximation. 
The electromagnetic fields aie chosen to resemble a reconnecting magnetic current sheet 
with a localised reconnection region. An initially Maxwellian distribution function in 
the inflow region can develop a beam-like component in the outflow region. Possible 
implications of these findings for acceleration scenaiios in solai* flaies will be discussed.
4.1 Introduction
The acceleration of huge numbers of charged par ticles to high energies in solar flares is 
still very much an unsolved problem. Many different mechanisms have been proposed 
but none can as yet explain all of the observational signatures in a satisfactory way. In 
the present chapter we focus on direct electric field acceleration. In general we expect 
that several different acceleration mechanisms will be at work either simultaneously or 
sequentially during solar flares.
Direct electric field acceleration is usually studied in the framework of reconnecting
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current sheets (e.g. Martens, 1988; Martens and Young, 1990; Litvinenko and Somov, 
1993; Litvinenko, 1996; Zharkova and Gordovskyy, 2004) or in X-point like configu­
rations (e.g. Bulanov and Sasorov, 1976; Bruhwiler and Zweibel, 1992; Fletcher and 
Petkaki, 1997; Browning and Vekstein, 2001; Litvinenko and Craig, 2000; Craig and 
Litvinenko, 2002; Heerikhuisen et al., 2002). In such studies the electric and magnetic 
fields are usually assumed to be independent of time and have a simple dependence on 
the spatial coordinates. In particular, a spatially constant electric field is normally im­
posed, either by assumption or as a consequence of stationarity and an assumed spatial 
invariance. Exceptions are studies which use fields from MHD simulations (e.g. Kliem, 
1994) or time-dependent solutions of the linearized MHD equations (e.g. Petkaki and 
Mackinnon, 1997; Hamilton et al., 2003). The acceleration of charged particles is then 
investigated by studying the particle orbits in the given electromagnetic fields.
This method has not only been applied to solar flares, but also to other astrophysical 
phenomena, e.g the acceleration of particles to ultra-relativistic energies in active galactic 
nuclei and jets (e.g. Schopper et al., 1999; Nodes et al., 2003). It is interesting to compare 
these studies with those of solar flares, even though the different parameter regimes do 
not necessarily allow for a direct application of the results to the Sun. For example, the 
radiation reaction force or the interaction of the particles with the energetic photons of a 
background radiation field are negligible in the solar case.
Magnetic reconnection is generically associated with a localised magnetic field-aligned 
component of the electric field caused by the violation of the ideal Ohm’s law (e.g. Hesse 
and Schindler, 1988; Schindler et al., 1991; Hesse, 1995). This localisation of the electric 
field component parallel to the magnetic field is not included in the models of reconnect­
ing current sheets or X-points mentioned above. It is one of the objectives of the present 
paper to generalise the previous models to include a spatially varying field-aligned com­
ponent of the electric field which drops to zero outside the reconnection region.
We also aim at combining the pictures of reconnecting current sheet and X-point con­
figurations and study a current sheet configuration containing an X-point. For simplicity 
we will assume that our fields are spatially invariant in one direction. Since we expect the 
particle acceleration time-scale to be much shorter than the MHD time-scale we will also 
assume that the electromagnetic fields do not change over the time-scales we consider. 
This is not the same as suggesting that the fields are static. Therefore any electric field in 
this paper should be considered as an inductive field and not as potential field.
Following Litvinenko (1996) we assume the presence of a strong magnetic field com­
ponent in the invariant direction. This allows us to use the guiding centre approximation
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for the paiticle orbits. Under the assumption of collisionless transport, we investigate in 
detail how a Maxwellian distribution in the reconnection inflow region is modified by the 
electromagnetic fields, in pai'ticular the dependence of the energy distribution function on 
position in the reconnection outflow region.
We would like to emphasise that we have not attempted to carry out a self-consistent 
investigation. The electromagnetic fields used in the present paper have been chosen in 
such a way that they on the one hand give a reasonable representation of fields in and 
around regions undergoing magnetic reconnection, but on the other hand aie still simple 
enough to allow for a lai'gely analytical treatment. The paiticles are treated in the sense of 
non-relativistic test paiticles and no back reaction of the paiticles onto the fields has been 
taken into account. A fully self-consistent treatment would require Vlasov or particle-in- 
cell simulations. Although considerable progress has been made over the past few years 
(e.g. Hesse et al., 2002; Drake et al., 2003; Ricci et al., 2003; Pritchett and Coroniti, 
2004), a fully self-consistent treatment of a compaiable problem still seems to be too 
ambitious.
The chapter is organized as follows: In Section 4.2 we describe in detail how we de­
termine the electi'omagnetic fields we use. In Section 4.3 we give the equations of motion 
we solve and describe how we calculate the particle distribution functions in the outflow 
region. Section 4.4 gives the results of our calculations and discusses the dependence of 
those results on model pai ameters like maximum electric field strength or the dimensions 
of the dissipative region. Finally, Section 4.5 gives a detailed discussion of the results and 
conclusions.
4.2 The Electromagnetic Fields
Our aim is to study the acceleration of charged particles in electromagnetic fields which 
mimic the fields occurring during the reconnection phase of a solai’ flare. Previous work 
has concentrated on either current sheet or X-point configurations. In the present contribu­
tion we will aim to combine these two configurations by assuming an overall current sheet 
configuration with an embedded X-point. The X-point marks the centre of the non-ideal 
region which allows magnetic reconnection to occur. The magnetic field is completed by 
a strong field component perpendiculai' to the current sheet/X-point configuration. This 
guide field has the effect of increasing the period of time for which par ticles stay inside the 
reconnection region in which they feel strong accelerating electric field (e.g. Litvinenko, 
1996), We will assume that for electrons the guide field is strong enough to guarantee that
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Figure 4.1: An example o f the field configuration used in this paper (using L  — 10). Note that for 
graphical reasons the configuration is not shown with the correct aspect ratio, so that it is actually a 
lot more elongated in the rc-direction than shown here. The solid lines are projections of magnetic 
field lines onto the æ-%/-plane (contours of the flux function A). The non-ideal region in which a 
field-aligned component of the electric field exists is outlined by the dashed contours.
the guiding centre approximation can be used to calculate the particle orbits. As in pre­
vious papers on this subject (Bruhwiler and Zweibel, 1992; Litvinenko, 1996; Browning 
and Vekstein, 2001), the field configuration used in the present paper is invariant in one 
direction (the %-direction).
4.2.1 The Magnetic Field
To ensure V • B =  0 we write the magnetic field in the form 
B =  VA X z  - f  BzZ. 6U )
Here A{x^y) is the magnetic flux function and we assume that — B q is the constant 
magnitude of the guide field. Normalising the magnetic field with respect to the guide 
field Bo, we assume that the flux function is given by
A{x, y) = M r [cosh {y) -f exp (— . 0L2)
The corresponding magnetic field has the structure of a Harris sheet (Harris, 1962) for 
large |a;| or |j/|, but contains an X-point at a; =  ^ =  0 (see Figure 4.1). As already stated 
above we have assumed that the magnetic field in the x-y-pime has been normalised to 
the value of the z-component of the field, so A =  B^oo/^o where B^oo is the value of 
Bx in the limit |y| —)■ oo and Bq is the value of the guide field. In normalised units
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the amplitude of the guide field is therefore equal to one. In our standard case the value 
of Bo will be assumed to be 50 G and A =  1, but the results can of course be scaled 
by an appropriate factor since we use dimensionless equations. The components of the 
dimensionless magnetic field are given by
%  =  A (4.3)cosh y +  exp(—
2A æexp(-æ^/L^) 
cosh y +  exp(—
B , = 1.0 (4.5)
^  - / - J ,  (4.4)
Length scales have been normalised in such a way that the cunent sheet half-width 
Les is one, and L represents the extension of the X-type region of magnetic field in the y- 
direction measured in units of Les- The actual value of Les for current sheets in the solar 
corona is unknown observationally, but for example in MHD reconnection simulations 
(e.g. Zeiler et al., 2002; Shay et al., 2003) studying the formation of current sheets a 
typical sheet thickness is found to be about 10 ion inertial lengths (10c/Wpj, where Upi 
is the proton plasma frequency). For typical coronal conditions (particle density n  =  
10^  ^m~^) this is % 70 m. However, Litvinenko (1996) uses a sheet half-width of 1 m, 
and later Litvinenko (2003) quotes a typical width of 10 m. For comparison, a typical 
electron Larrnor radius using the thermal velocity for a temperature of T =  2 • 10® AT is
6.3 ' 10~® m in a 50 G magnetic field. As it is still completely unclear what range of 
widths a reconnecting current sheet might have, we usually take 10 m as a reference width 
in our configuration. As we will operate with suitable nondimerisionalised equations, an 
increase or decrease of the reference width would increase or decrease the other length 
scales by the same factor.
A basic assumption of our model is that the timescale on which particles are acceler­
ated is much shorter than the timescale on which the electric and magnetic field changes. 
We will therefore neglect any time dependence of the magnetic and electric fields and 
consider the fields as a snapshot being taken during their slow time evolution.
4,2.2 The Current Density
We will need the current density j when we determine the electric field used in our model. 
In our normalisation the current density is given by
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with
1^ (1 — j l? )  coshy -{- — 1 —
(coshy +=  A---------------- -^------- . . .    • (4.7)
For large \x\ this current density tends to the Harris sheet current density j =  — (A/ cosh^ y) z  
but for re ~  0 it behaves differently, due to the X-point structure.
4.2.3 The Electric Field
The electric field used for our particle orbit calculations should resemble the electric 
fields known to be associated with magnetic reconnection. We emphasise, however, that 
we regard this purely as a motivation for our choice of electric field and that in the present 
paper we do not aim to find an electric field which satisfies all equations of kinematic or 
full MHD. We rather aim to find an electric field which captures the essential features of 
the electric field, in and around a reconnection region. In particular, we want the field- 
aligned component of the electric field to be localised, i.e. to go to zero quickly away 
from the reconnection region. This allows a clear distinction between the parallel (field 
aligned) electric field usually thought to be responsible for particle acceleration and the 
perpendicular electric field associated with the bulk in- and outflow of the reconnection 
region.
As a proxy for finding such an electric field we use Ohm’s law in the usual non-ideal 
MHD version,
B =  yj -  V X B, (4.8)
to determine an appropriate electric field (a similar approach has been taken by Zharkova 
and Gordovskyy, 2004). Here v represents the bulk flow velocity of plasma into and out 
of the reconnection region and y the resistivity of the plasma.
The resistive yj term is responsible for the parallel (field-aligned) electric field com­
ponent whereas the v  x B  term represents the perpendicular electric field component due 
to plasma convection.
The localisation of the current density in the y-direction automatically causes a local­
isation of the parallel electric field in y, but there is no corresponding localisation of E\\ in 
the a;-direction. We achieve this localisation by making the resistivity space dependent,
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similai* to resistive MHD simulations (e.g. Schopper et al., 1999; Nodes et al., 2003) :
cosh^(a:/L^^) cosh^(y/B^y) ’
where the length scales and L^y allow for the possibility of choosing the variation 
of 77 in a; and y separately from each other, and also to change these length scales with 
respect to the length scale of the magnetic field. We will use this possibility to restrict the 
spatial extent of the parallel electric field. The constant % influences the magnitude of 
the par allel electric field directly, and the value of % is chosen to fix the maximum value 
of the parallel electric field at a; =  y =  0 given by
E q — B^(0,0) =  yo7z(0,0) =  770 A . (4.10)
We will usually choose this value of E q to be comparable to previous work (e.g. Litvi­
nenko, 1996 uses a value of 10 V/cm), but we will also carry out calculations with a 
lower maximum value of the electric field. We would like to emphasise again that we are 
considering Ohm’s law only as a proxy for determining a reasonable electric field con­
figuration. An example of the resulting localised par allel electric field is shown in Figure 
4.1 using dashed contours.
The components of the electric field perpendicular to the magnetic field are deter­
mined by the flow field v. Consistent with the two-dimensional nature of the magnetic 
field, we choose the flow field to have only x- and y-components. In agreement with 
the usual reconnection theory for two-dimensional fields plus guide field component we 
assume that the flow is incompressible, i.e.
V =  V'lj) X z. (4.11)
We choose the stream function i}j to have the form
7/) =  VyooLyx tmih{x/Lyx) tành{y/Lyy). (4.12)
The corresponding velocity field Vfiow has components
The velocity field has a stagnation point at the magnetic X-point, with inflow localised 
around the y-axis and outflow localised around the æ-axis. The flow speed in both di­
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rections has a finite asymptotic value. The asymptotic value of the flow speed in the 
y-direction is given by Vyoo. The corresponding value in the rc-direction differs by the 
ratio of the length scales Ly^/L^y. In the present paper we assume that Ly^ — L  and 
Lyy =  1, i.e. that the flow field varies on the same length scales as the magnetic field. 
Since L is larger than 1 in the current sheet configurations used by us, we automatically 
get a slow inflow and fast outflow, with the asymptotic outflow velocity being a factor 
L  faster than the inflow velocity. This is consistent with the usual view that magnetic 
reconnection causes an accelerated outflow from the reconnection region.
The magnitude of the flow velocity is a free parameter of our model. We fix this 
parameter by assuming that the asymptotic outflow speed is a few tenths of the coronal 
Alfvèn velocity, consistent with many reconnection models. The inflow speed then fol­
lows according to the ratio of the length scales of the flow. We regard an outflow speed 
of 300 km/s as typical, corresponding to a coronal Alfvèn speed of about 1000 km/s. We 
emphasise again that we will use dimensionless quantities throughout so that appropri­
ately scaled speeds are possible. The major quantity needed for our calculations is the 
resulting perpendicular component of the electric field, the flow field is only proxy for 
calculating this part of the electric field and thus only of secondary importance.
4.2.4 Summary
We briefly summarise here the approach we have taken and how well pur assumed field 
satisfies the MHD equations. Our B field is a modified Harris sheet with an X-point 
in the centre. Our parallel electric field is restricted to the region around the X-point. 
This choice of E  is the principal dilference between our work and recent studies (e.g. 
Litvinenko, 1996; Browning and Vekstein, 2001), who take a constant E  = E qz. This 
choice implies that V x E is non-zero. This is deliberate since we view this configuration 
as a snapshot of an inductive field, but we ignore the time-dependence of B assuming that 
the electron acceleration timescale is much shorter than the MHD timescale.
In our configuration A  satisfies the Grad-Shafranov equation only approximately, 
since it is close to the A of a Harris sheet. The velocity field Vfiow is a stagnation flow 
ensuring V • v =  0, with in-flow and out-fiow velocities not inconsistent with the general 
theoretical picture of reconnecting current sheets (e.g. Priest and Forbes, 2000). We em­
phasise once again that some assumptions have been made in order to create a reasonably 
simple model that captures the essential features of an X-type current sheet.
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4.3 The Particle Equations of Motion
The electromagnetic fields of the previous section are used to calculate the orbits of elec­
trons within these fields, in particular* to study the acceleration of electrons in these fields. 
In the present paper we find that some particles reach mildly relativistic energies (up to 
500 keV) but so few reach such values that we have chosen to use the nonrelativistic 
equations of motion, given by:
E + ^ x Bdt
(4A5)
where r(t) is the position of the particle at time t, rUe is the electron mass, and e the 
elementary charge.
Due to the guide field component included in our model magnetic field, the electron 
motion can always be regarded as a combination of a guiding centre drift and a gyrational 
motion. Because the gyrational motion happens on much smaller spatial and time scales 
than the drift motion it will limit the size of the time step in any numerical method used 
to solve Eq. (4.15) and increase the amount of computing time needed dr amatically.
It is therefore much more convenient to use the guiding centre or drift approximation 
to calculate the electron trajectories. With the electromagnetic fields given in Section 4.2 
the guiding centre theory provides us with an excellent approximation to the true electron 
orbits, but avoids the limitations on the time steps of full orbit methods.
In the guiding centre approximation tire true position of the par ticle r{t) is approx­
imated by the guiding centre position R (t), which is the centre of the instantaneous 
gyrational motion. The particle velocity is split into a gyrational component and drift 
component. The drift component is given by the time derivative of the guiding cen­
tre position R(t), whereas the gyrational component only appears in the magnetic mo­
ment fj, — m ev\/2B ^, which is an adiabatic invariant. To calculate the electron trajecto­
ries within the guiding centre approximation we use the equations as given by Northrop 
(1963), We use the same normalisation as above (length scales normalised to the current 
sheet half-width Les, magnetic fields to the value of the constant guide field Bo, electric 
fields to the value of at a; =  y — 0, Bq), but in addition we normalise velocities by 
Bq/Bq and time by L csB q/E q. With this normalisation the guiding centre equations take 
the form
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According to our approximation of the evolution of the electromagnetic fields we neglect 
the terms containing time derivatives.
Equations (4,16) and (4.17) contain one dimensionless parameter e, defined by
rrieEo 1
eB iL
61.21)
O-^ cs 6,g-
Here, We,g is the electron gyrofrequency in the guide field Bq and T is timescale defined 
by LcsBq/Eq, which can be interpreted as an E  x B-drift time across one current sheet 
half-width (note, however, that Eq is the value of the parallel electric field at the X - 
point and that B q is the value of the guide field). Since we assume the drift approximation 
to be valid we expect that the timescale defined by the gyrofrequency is much smaller than 
the drift timescale, and thus e should be small. Indeed, if we rewrite e using typical values 
for the various quantities it is defined by we get
5.686 • 10 2 Les
-1 'B q
-2 r Eq  1
m G. y / c m _
(4.22)
For our standard values Les =  10 m, Bq =  50 G and E q =  10 V/cm one obtains e A) 
2.275 • 10“®. Therefore in Eq. (4.16) the first term will be dominant where E\\ is of any 
noticeable strength (i.e. inside the reconnection region). In Eq. (4.17) the first two terms 
(E X B-drift and guiding centre motion along the field) will be the most important terms, 
but we include all terms in our calculations.
4.3 The Particle Equations o f Motion 83
The guiding centre approximation remains valid as long as changes in the magnetic 
field are on time and lengthscales much bigger than the gyro-radius and period. Without 
Bz pai ticles have meander orbits neai* the magnetic null point, but the addition of a strong 
guide field ensures it remains valid in the whole domain of study.
4.3.1 Particle Distribution Functions
To simulate a population of paiticles with different initial conditions, we start our guiding 
centre calculations at a fixed position y — y^n outside the current sheet. The configuration 
is invariant in z so we need only vary x to simulate different initial positions. Since we 
are using the guiding centre approximation, we have less fieedom than in a full particle 
orbit calculation regarding the initial (guiding centre) velocity (note that Eqs. (4.16) and 
(4,17) are only four first order differential equations corresponding to four independent 
initial conditions, whereas the full equations of motion require six initial conditions). 
Thus we can only prescribe U|| in addition to the initial position. However, the value of 
the magnetic moment jâ can also be varied for different orbits, but as ^ is a constant of 
motion, strictly speaking it is not to be regaided as an initial condition.
To model a coronal particle population we assume that at each initial position the 
particles have a Maxwellian energy distribution and that the particle density is the same 
for each initial position. The initial particle distribution function is then given by
f i x ,  vii, if) = fo exp f   I (4.23)
Assuming a coronal temperature of 2 • 10® K the electron thermal speed { ^ /k ^ îÿ n f )  is 
py 5.5 ' 10® km/s (measured in units of our velocity normalisation, the thermal speed is 
fy 6.5[Bo/(y/cm)]-i[Bo/G]).
Over the time and length scales considered here the corona is largely collisionless, and 
so the value of the particle distribution function stays constant along particle orbits. We 
therefore transport the value of the distribution function along calculated particle orbits 
and construct a final distribution function in the reconnection outfiow region (at constant
X  --
The initial conditions for the particle orbits are determined as follows. In x  w6 take 
200 initial values spread uniformly across the length of the current sheet. In velocity space 
we sample the parallel velocity up to about 4 times the thermal velocity in both positive 
and negative directions with a total 340 different values for the initial t;||. For each x  and
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each U|| value we calculate particle orbits for 170 different values of ^  between 0 and 
% 5000^ In total, each simulation involves about 10  ^particle orbits.
The orbits are classified according to the field lines on which they cross x — Xout and 
by their energy at that position. The position ’bins’ are created by separating particles 
according to final y position. It is then possible to create energy spectra for different 
positions in relation to the projected separatrix field lines. For better comparison with 
the observations the energy spectra for the different cases are usually created with 1 keV 
resolution, although some plots are created with a coarser resolution for smoothness. We 
remark that these energy values can be rescaled for different values of Eq and Bq (Eq and 
Bq, say) by multiplying the energy values by the factor {Bq/BqY{Eq/Eq)~‘^, provided 
the value of the parameter e is kept constant at the same time (if e changes the particle 
orbits and thus the distribution function will change).
4.4 Results
4.4.1 Typical Trajectories
Due to the relatively strong guide field in our configuration the particles are strongly mag­
netized. As already briefly discussed in Section 4.3, the guiding centre motion consists 
of a perpendicular component mainly given by the dominant E  x B-drift and the field- 
aligned component. The E  x B-drift velocity is basically identical with the bulk flow 
field (Eqs. (4.13) and (4.14)) that we have used as a proxy to determine a reasonable elec­
tric field in the ideal region. Without an area of enhanced resistivity all electron guiding 
centres would cany out this type of motion.
However, those particles that pass near to the origin feel the effects of the parallel 
electric field and are strongly accelerated. Figure 4.2 shows examples of projections of 
two typical orbits onto the a;-y-plane. One orbit passes above the resistive region (dashed 
line), whereas the other one passes through it (dash-dotted line). The particular examples 
are chosen to represent the two basic, distinct types of motion. The parameter values of 
the electric and magnetic field used in this example are given in Table 4.1.
For the first trajectory the initial conditions used were x  =  —5.0, y = 2.0, =  10.0
‘ In our normalisation the electron Larmor radius for a given magnetic moment y  can be written as 
7’i  «  8.04 - lQt~^[EolVcmr^\[BolG]~^\/y/B{x,y)m. For our standard values Eo =  10 and
Fo =  50 G we obtain for y  — 5000 and B(x, y) = la. Larmor radius of % 2.3 • lO"^ m, still a lot smaller 
than Les. This value is about twice the Larmor radius of an electron with v± = vthermai in a plasma of 
temperature 2 • 10® K.
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Table 4.1: Parameter values of electromagnetic field for orbits in Fig. 4.2
Parameter Value
Eo/Vcm -^ 10
Bo/G 50
A 1
Lcs/m 10
B /LfQs 10
e 2.275 • 10-G
7^]X /  ^ CS 1.666
L^y /  Les 0.166
>N
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1
0
1
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Figure 4.2: Two example particle trajectories (dashed and dash-dotted lines) superimposed onto 
projected magnetic field line contours
and p. =  500.0. For this trajectory the gain in energy is negligible because it does not pass 
close enough to the resistive region to feel much of the parallel electric field.
In the other case the initial conditions are x = 6.5, y ~  2.0, üh =  —10.0 and fj> =  
500.0. The particle experiences some trapping effects as it bounces between the stronger 
field regions away from the X-point and is given a chance to drift right in towards the 
origin, receiving a much greater amount of energy. The example shown represents a gain 
in energy of ar ound 50 keV. The particle leaves the sheet following field lines close to the 
separatrix (the field line coming directly from the X-point).
The highly restricted resistive region implies that the exact particle orbits are ex­
tremely sensitive to the initial parallel and perpendicular* velocity. Energy gain is entirely 
dependent on how close the particle drifts to the X-point. Thus the shape of the energy 
spectra can be expected to depend on the geometry of the current sheet.
86 Electron Acceleration in a Reconnecting Current Sheet
In our orbit calculations the code stops when the trajectory reaches 30 Les in the x~ 
direction (corresponding to 300 m  if we use Les =  10 m). Almost all the acceleration 
occurs in the first 10 Les in the x-direction. We run the code to a; =  30 Les to ensure that a 
particle has had the chance to gain maximum energy. The initial and final kinetic energies 
are calculated from the equation
L^ kin — +  mB (4,24)
in our usual normalisation.
In the present paper we only treat electrons since the values for the proton/ion Larmor 
radii would generally not allow for the guiding centre approximation to be used. Since the 
question of separation of accelerated protons and electrons has recently attracted some at­
tention (e.g. Hurford et al., 2003; Zharkova and Gordovskyy, 2004) we nevertheless want 
to briefly discuss this issue here. In the ideal case, with no resistive region, there is hardly 
any separation of accelerated electrons and ions whatsoever, whereas in the presence of 
a large and spatially constant parallel electric field the separation of accelerated electrons 
and ions is total. However, Figure 4.2 highlights the more complicated motion in a hy­
brid model like ours. It is possible for particles to exit the sheet in all four corners but 
the effect of the E\\ in the non-ideal region will be to separate the accelerated electrons 
and ions. Since there is a gradual boundary between the ideal and resistive regions this 
separation will be extremely complex but confined to only the accelerated particles.
We also remark that in a self-consistent treatment of the acceleration process any 
tendency for charge separation would be accompanied by a strong modification of the 
electric field the consequences of which are difficult to assess. We would therefore like to 
re-emphasise that any results purely based on test particle calculations like ours are useful 
but should not be over interpreted.
4.4.2 Evolution of Particle Distributions
To construct a full sample of initial conditions for a current sheet with the parameters 
listed in Table 4.1 we took a range of values for the initial position along the length of the 
sheet (a:o). The invariance in .g of our model allowed us to set %o =  0 throughout, and we 
used yo — 2 Les, corresponding to particles drifting in from the top of the sheet as it is 
shown in Fig. 4.1. We need only consider the positive value of yo since the symmetry of 
the model implies that the energy spectra will be the same above and below the X-point.
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Figure 4.3: Double logaiithmic plot of final energy spectrum using an initially Maxwellian parti­
cle distribution function. The initial position in x ranges from —5 Les to 5 L^s- For the parameters 
given in Table 4.1 the bin width is 1 keV.
Combining these initial conditions with the distribution function in velocity space 
discussed earlier, we calculated the orbits of around 10  ^particles. The total final energy 
spectrum is shown as a double logarithmic plot in Figure 4.3. From the plot we see 
that obviously a vast majority of particles receive little or no acceleration. These are 
the particles that do not pass near the %-point region (corresponding to particles with 
trajectories similar* to the dashed line orbit in Fig. 4.2). For energies above a couple of 
keV, the spectrum has a power law shape with an index of T ^  1.6. This value 
is certainly a little harder than most observations of fiares (e.g. Holman et al., 2003 find 
values of 2.5 < 7  < 3.5 for photon spectra. They calculate predicted electron spectra of 
between 1.5 and 2.5 after the impulsive phase. Our bin width is constant at 1 keV and 
so can be compared directly with their spectra which show electrons per KeV). However, 
Lin et al. (1982) find values of 7  % 1.5 for the part of the spectrum between 10 and 
100 keV  in many fiares. Our 7  is comparable to the value predicted by Heerikliuisen 
et al. (2002). The spectrum could be softened by the inclusion of energy loss mechanisms 
or by a different choice of parameters.
The power law extends all the way up to around 500 keV, where the non-relativistic 
approximation is certainly no longer accurate. However, only such a small number of 
electrons reaches these energies that this is not of too great concern. The plot highlights
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Figure 4.4: Left: Energy spectrum of particles collected next to the separatrix field line above the 
X-point. Right: Energy spectmm from next to the separatrix below the X-point.
the facts that
1. Energy gains of the right order of magnitude for flares are possible in our current 
sheet configuration and that
2. The total final energy distribution is of a power law shape for energies above % 
2 keV  with a power law index which is not a huge amount harder than observations.
Figure 4.4 shows two examples of electron spectra, grouped according to the value of 
y as they reach the sampling position a: =  30 Les- This means that particles are collected 
into groups according to the field lines along which they are moving away from the X- 
point region. The two examples shown are from around the separatrix field line above the 
X-point and below the X-point. It is clear that a smaller number of particles passes below 
the X-point from above, and also that these two groups of field lines account for all of the 
accelerated particles. The huge bulk of thermal particles does not appear in these plots 
- tliey are spread across the whole range of field lines. Again the energy distributions 
roughly follow power laws, with the lower separatrix distribution being slightly more 
ragged and showing a total lack of particles at low energies. This is of course because 
any particle that has crossed from y > 0 to y < 0 must have passed through a part of 
the acceleration region. Both of the spectra in Figure 4.4 have significant bumps, around 
70 keV in the left image and 25 kev in the right. We believe that these are a kind of 
noise-like effect. As we mentioned in Section 2.5, the number of separate particle orbits 
is significantly less than the number of particles represented in the graph. This is manifest 
more and more at higher energies where n is lower.
Figure 4.5 shows an example where we use a finer resolution for the y ‘bins’. The 
four examples shown are from just above the separatrix field line above the X-point. The
4.4 Results 89
100101
10®
10°
100101
Energy, keV Energy, keV
c  1 0 ' '
Energy, keV
c  10"
Energy, kev
Figure 4.5: Each graph shows a double logaiithmic plot of tlie energy spectrum for a particulai* 
y  f i n a l  ‘bin’. The bottom-right graph is the spectrum from field lines next to the separatiix above 
the X-point, while bottom-left, top-right and top-left are consecutive bins progressively further 
from the separatiix. The energy gains are smaller than in Figure 4.3 because we use a smaller 
maximum electric field to show the effect as clearly as possible. It is obvious that pai'ticular bands 
of energy have been paititioned according to the field lines along which they leave the current 
sheet. The bottom-right bin contmns all of the particles that reach such high energies in the entire 
simulation (in addition to the corresponding bin below the X-point).
most accelerated particles are found next to the separatrix field line with less energetic 
particles found in consecutive particle bins further above the separatrix. A calculation 
with a lower maximum electric field (and therefore lower maximum energy gain) was 
used to create Figure 4.5 because it shows the effect most clearly. It is obvious from the 
symmetry that a clearly defined bi-directional beam of energetic electrons is created. The 
results we show ar e for particles entering the sheet from only the top so that if we were to 
include the particles from below the numbers of paiticles leaving the box in the positive 
and negative ^-direction will be equal.
If we were to use even finer resolution (i.e. smaller bin size), the paiticles can be 
sorted extremely accurately into energy bands by tracking which field lines they leave the 
box along. The most energetic particles aie always found very close to the séparatrices, 
with lower energies always found successively further from these field lines.
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Figure 4.6: Energy spectra for a range of values of the maximum electric field, Eq. The solid 
line is the original spectram (E q — 10. V/cm), the dashed line represents E q = 1. V/cm  and the 
dot-dashed line E q = 0.1 V/cm. Apart from a clearly different maximum energy gain the spectral 
index gets steeper for lower E q values.
4.4.3 Variation of the Basic Parameters
We look now at the sensitivity of these results with respect to changes of the current sheet 
parameters and/or initial conditions.
We therefore calculated energy spectra for a variety of initial spatial conditions. As 
the model has z-invariance, the zq value makes no difference and a change of yo to values 
larger than 2 will not change the results as particles will just drift into the current sheet 
from greater distance without gain in energy. Therefore, we vary only xq. Taking a 
range from —10 Tes to 0 instead of —5 Les to 5 Les in the principal run, we obtain an 
almost identical spectrum, with the exception of a few extra particles that reach energies 
higher than 500 keV. This corresponds to a few initial conditions that let the particle 
drift gradually towards the separatrix field line and follow it in towards the X-point. 
As stated above, altering the value of yo also has little effect. When yo is closer to the 
non-ideal region we see a slight enhancement of accelerated particles, which is a natural 
consequence of making it easier for particles to reach the dissipative region. We conclude 
that not* unexpectedly the variation in initial position does not significantly change the 
previous results.
4A  Results 91
c
1 0 010
Energy, keV
Figure 4.7: The energy spectrum obtained from a weaker, but more diffuse resistive region. The 
maximum value of Eq is 0.05 y cm“  ^ but the area where resistivity is important is much larger 
than in the previous case.
The parameter about which observations tell us the least is the parallel electric field 
E q. Foukal and Behr (1995) calculate an estimate of an upper limit on the electric field in 
a particular flare to be 35 y  /cm  using the Stark effect, while Martens (1988) argued 
that the effective resistivity in a reconnection region can be up to 5 orders of magnitude 
higher than the classical Spitzer value, giving rise to a parallel field strength similar' to the 
10 V/cm  we use. The maximum size of the par allel electric field has a direct influence on 
the energy gain. Figure 4.6 shows the effect of varying Eq by two orders of magnitude. 
Since varying Eq alters the parameter e (see Equation 4.21) the whole motion of the 
particle is changed. Not only is the possible energy gain reduced but the spectrum is 
steepened. The value of 'y is % 2.6 for E q = 1.0 V/cm  and ~  4 for =  0.1 V/cm.
The spatial restriction of the resistive term can also be altered and Figure 4.7 shows 
an example of a less restricted parallel field with a maximum value of 0.05 V/cm . The 
par ameter values are contained in Table 4.2. The graph shows that maximum energy gains 
are increased by the less restricted field (compared to the lower graph in Figure 4.6) but 
the energies are weaker than in Figure 4.3 due to the lower E q. However, a much greater 
proportion of particles gain energy. The spectrum is much flatter and the huge bulk of 
par ticles in the lowest energy bin are not present. The clear* bump in the spectrum just 
over 10 keV  is a geometrical effect, caused by the large number of electrons which pass
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Table 4.2: Parameter values for a current sheet model with a weaker, but more extended Eq
Parameter Value
Eo/Vcm-i 0.05
Bo/G 50
A 1
10
LlL,s 10
e L138-10-7
Erjx/ Ecs 10
Er)y /  EcS 1
0.5 ^
-0 .5
— 5 0 5- 1 0 10
Figure 4.8: Magnetic field lines in the analytical reconnecting current sheet model of Litvinenko 
(1996)
below the %-point and are accelerated on the way past.
4.4.4 Comparison with Constant Electric Field Model of Litvinenko
For comparison with our current sheet model, we have also carried out similar calcu­
lations for the fields used by Litvinenko (1996). Figure 4.8 shows the configuration 
(projected onto the rc-^-plane) of the analytical reconnecting current sheet in Litvinenko 
(1996). Bz and Ez come out of the page. The electric field E  and the magnetic field B 
are given by
B =  B o ( - ! / / a ,a , f | |)  ’ (4-25)
E  =  (0,0,Eo). (4.26)
The field is intended to model the inner part of a current sheet, given by the first terms 
of a Taylor expansion. The invariance in x  means that it is sufficient in this configuration 
to study a single initial x-position. Figure 4.9 shows the energy spectrum created by the 
same numerical method to the previous section, using the same distribution function in vy 
and F' The uniform energy gain in the sheet so far outweighs the initial variation in kinetic
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Figure 4.9: Energy spectrum produced by particles in the Litvinenko RCS
energy that the distribution function is almost mono-energetic. The energy gain agrees 
very well with the energy gain for par ticles that pass near* to the origin in our model.
It is possible to obtain a broader energy distribution by considering particles with 
different initial values of y. This does not produce a power law though. In the paper 
Litvinenko estimates a spectrum with 7  =  2 if % x. Heerikhuisen et al. (2002)
use similar* arguments to predict a power law with 7  =  1.5. Our numerical results agree 
well with both these estimates and Litvinenko’s predicted energy gains of a few hundred 
key.
The intention of the present paper is to combine a current sheet configuration à la 
Litvinenko (1996) with a spatially limited region of parallel electric field and to include 
a wider area outside the centre of the reconnection region. The comparison of the results 
highlights the gains to be made from this approach: more realistic energy spectra and 
bi-directional electron beams.
4.5 Discussion and Conclusions
Using the non-relativistic guiding centre equations of motion we have tracked the change 
in energy of Maxwellian distributions of electrons. This work can be thought of as a natu­
ral extension to previous work (e.g. Litvinenko, 1996; Browning and Vekstein, 2001). We 
have used a more “realistic” electromagnetic field configuration with a similar maximum
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of the electric field (10 Vjcm ) to find a power law distribution of energy (with index 
% 1.5) in the reconnection outfiow region. The high energy particles are concentrated 
around the separatrix field lines so that we get a beam-like spatial structure of the distri­
bution function. In the case of a weaker maximum electric field we find both a reduction 
in the possible energy gains and a steepening of the spectrum while a less restricted resis­
tive region has the effect of flattening the spectrum and particularly accelerating a great 
number of particles by a small (< 20 keV) amount. In all these cases the acceleration is 
entirely dependent on the geometry of the model. The closer a particle gets to the %-point 
the more energy it receives.
We believe that there are a number of significant advantages to this type of model:
1. We have shown that it is possible to create power law spectra which, while not 
quite consistent with observations, are encouragingly close to the harder part of 
broken power-law observations (e.g. Lin et al., 1982 find 7  =  1.5 for electrons up 
to % 100 keV).
2. Bi-directional electron beams. The geometry of the model gives rise to equal num­
bers of accelerated electrons moving upwards and downwards (or left and right as 
our model is drawn).
3. Charge separation. The resistive region creates a partial separation of accelerated 
electrons and ions. The strength of the separation is dependent on the restriction 
of the parallel electric field. The field lines diverge upon leaving the reconnection 
region so even a small separation would be vastly amplified over the distance to 
the chrombspheric footpoints. However, any conclusions about charge separation 
based on results which do not take the back reaction of the electric field into account 
should be regarded with caution.
4. The most energetic electrons collect along the séparatrices. There is observational 
evidence (e.g. Metcalf et al., 2003) that the locations of flare-associated chromo- 
spheric hard X-ray radiation are preferrably aligned with the intersection of mag­
netic separatrix (or quasi-separatrix) surfaces with the chromosphere. This would 
be consistent with the fact that particle beams in our model leave the reconnection 
region along the separatrix field lines.
On the other hand; the major shortcoming of any reconnection DC field model is that 
the total number of accelerated particles is too small to solve the number problem (e.g. 
Miller et al., 1997; Aschwanden, 2002). Assuming a typical active region coronal density
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of 10 °^ cm~^ and using the inflow rate of 30 kms~^ from our model we can work out the 
number of particles coming into the acceleration region around the X-point from both 
sides. Even if we assume limits of 10  ^m  in the x  and z direction the particle flux into the 
sheet would only be % 6 x (This would imply that we assume a continuous string
of X-points over a range of 10 M m. This sort of filamentaiy reconnection scenario has 
been suggested e.g. by Kliem, 1994). Furthermore, looking at the energy spectra only 
around 0.1 % of the particles reach energies of 10 keV  or above. In conclusion the flux of 
electrons reaching energies over lOkeV is about 6 x lO^^s"^ for the optimistic assumption 
of length scales in x and z, alot lower than the values required for a big flare which are of 
the order of at least 10^^s“  ^ (Miller et al., 1997). We also mention that our model is of a 
2-D nature and that we have not yet properly included the third dimension. Even though 
it is not entirely obvious how e.g. the distribution functions would change, it is intuitively 
clear that a restriction of the acceleration region (i.e. the region of parallel electric field) 
in the third direction limits the distance in z that the particles could be accelerated over 
and thus the possible energy gain. It will probably make the par ticle number problem 
worse, not better. The details will of course depend on the properties of a prospective 3D 
model. We plan to investigate this question in the future.
There are various possibilities, by which this shortfall in particle flux could be over­
come, but all of these are outside the scope of this paper and are thus at the present time 
of a purely speculative nature. A number of numerical investigations using both MHD 
and kinetic theory show the tendency of the reconnection process to break up into several 
reconnection sites (e.g. Kliem, 1994; Kliem et al., 2000; Shay et al., 2003) or to lead to 
secondary instabilities (e.g. Rogers et al., 2000). In this limit the reconnection process 
would acquire a stochastic nature on large spatial and time scales, with an individual re­
connection event probably looking similar to the process described in the present paper. 
Recent investigations of particle acceleration in reconnecting electromagnetic fields of 
stochastic type have been carried out by Vlahos et al. (2004) and Turkmani et al. (2004) 
and show promising results, but in our opinion the direct connection to solar* flares is not 
yet entirely obvious.
Further possibilities are that the reconnection generated beams and/or the bulk out­
flow acts as a trigger* for* another acceleration mechanism like a fast mode termination 
shock (e.g. Somov and Kosugi, 1997; Tsuneta and Naito, 1998) or a collapsing mag­
netic trap (with or without a fast mode shock; e.g. Somov and Kosugi, 1997; Karlicky 
and Kosugi, 2004). Last but not least the reconnection outflow and/or the beams could 
generate favourable conditions for a turbulent cascade which leads to further* stochastic 
acceleration in the way discussed by e.g. by Miller* and co-workers (Miller* and Roberts,
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1995; Miller et al., 1996; Lenters and Miller, 1998).
Chapter 5
Further Current Sheet Work
"The creation continues incessantly through the media o f  man. But man does 
not create... he discovers. Those who look fo r  the laws o f  nature as a support fo r  j
their new works collaborate with the creator. Copiers do not collaborate. Because I
o f this, originality consists in returning to the origin.” ;
Antoni Gaudi
The previous chapter gave a full description of the way we deteiinined the electi-omag- 
netic field configuration in our cuiTcnt sheet model. It also presented the most important ■
results and oui* main conclusions. As far as possible we expressed eveiything in terms 
of a few parameters (such as E q, B q, Les) that can easily be altered. The purpose of this •
chapter is to explore the effects of changing some of the parameters of the model (within 
the bounds of plausible solar flare conditions) and look at potential modifications to the 
model.
Section 5.1 looks in more detail at the original simulation summarised by Table I 
in Chapter 4. Section 5.2 will show the effects of altering most of the basic parameters, 
while Section 5.3 will concentrate on the way we have defined the resistive region electric 
field. Section 5.4 will outline a possible major modification to the model in the light of the 
evidence of MHD simulations by Pritchett and Coroniti (2004). Section 5.5 will consider 
some issues that would influence attempts to improve the model and finally Section 5.6 is 
a discussion with conclusions.
5.1 The Standard Parameters in More Detail
Chapter 4 contains some discussion of the distinct types of particle motion in the current 
sheet and includes a figure with two example orbits in the x  — y  plane. Figure 5.1 shows
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Figure 5.1: The x, y and z positions of a single particle orbit with respect to time, all on the same 
plot. The black line denotes the x position, with orange denoting y and dark red denoting z.
the 3 components of position plotted on the same graph with respect to time for the orbit 
shown with a dash-dotted line in Figure 4.2. It shows that the z-position (which is the 
main accelerating direction) varies in a similar way to the z-position. The oscillatory 
motion in x is due to the trapping effect seen in Figure 4.2. The rapid acceleration comes 
towards the end of the particle orbit, co-inciding with the minimum in the ^-position 
(or more properly, when the particle is close to the X -point). This is exactly where the 
parallel electric field becomes important.
It is a relatively easy matter to plot particle energy with respect to time and even to split 
the energy into a perpendicular and parallel component. Figure 5.2 shows the total kinetic 
energy of the particle orbit shown in Figure 5.1, while Figure 5.3 shows a breakdown into 
parallel and perpendicular components. Note particularly that in Figure 5.2 the sudden 
increase in energy co-incides exactly with the approach towards the minimum ^-position.
Figure 5.3 shows clearly that all of the energy gain is in the parallel component of 
velocity. The perpendicular velocity varies minimally as B  varies across the sheet since 
=  m v \/2 B  is conserved, but around f % 14 the main acceleration takes the parallel 
velocity off the scale very quickly. Meanwhile the perpendicular component is hardly 
affected. Clearly the acceleration is all due to the parallel E from ryjz.
The timescale of the electron acceleration is of great interest. It has long been known
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Figure 5.2: The above graph shows in black the ^-position o f the particle (an easy way o f deter­
mining how close the particle is to the X -point) with the kinetic energy, (in keV) in blue.
Figure 5.3: The two lines show the relative importance o f parallel and perpendicular components 
to the velocity o f the particle in the current sheet. The black line represents parallel velocity and 
purple represents the perpendicular component.
that an advantage of DC acceleration models is that they can accelerate electrons ex­
tremely quickly and easily explain the 100s of millisecond variation in A^-ray obser­
vations. In this electron orbit the time runs from 0 to % 14.5 E x B drift timescales 
which corresponds to about 0.7 ms, but all of the acceleration happens between f % 14 
and t % 14.5, corresponding to actual acceleration times of about 0.03 ms, easily short
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enough to explain observed variations.
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Figure 5.4: The relationship between the final ^-position o f the particle and maximum energy in 
the full distribution simulation. Clearly the accelerated particles all congregate around a certain 
set o f Aeld-lines. The red line shows the total number o f particles in each bin. In the red case we 
have plotted 10 x the log o f the values so that the two lines can be compared.
We show in Figure 5.4 the particular field lines on which the particles leave the current 
sheet. This plot was created by finding the maximum energy gain in each of the y final 
bins and plotting this maximum energy as a function of y final- The red line shows the 
total particle numbers in each bin. We have plotted this logarithmically for clarity and it 
shows that particles are spread across the sheet, present in every bin between % —1.5 and 
2 .2 .
It is clear that the most energetic particles are concentrated extremely closely around 
certain field lines. We calculated that at the exit point of the numerical box (x =  30Lcs) 
the séparatrices lie aty = ±1.317. A quick glance at Figure 5.4 will confirm that highly 
energetic particles leave the box roughly along the séparatrices. The most high energy 
electrons are not necessarily exactly along séparatrices since the drift motions will move 
them onto other field lines as they leave the acceleration region. These high energy parti­
cles also have a range of initial positions and energies. Figure 5.5 goes one stage further 
and shows the number of particles over 5 keV around each of the 4 separatrix field lines. 
There is total separation of the accelerated particles onto just 2 séparatrices, with ener­
getic electrons only leaving the current sheet along the positive x, negative y and negative 
X, positive y directions.
We argued in Chapter 4 that a model such as this causes a separation of accelerated
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Figure 5.5: We have plotted here some o f the field lines around the séparatrices and measured the 
number o f particles that reach over 5 keV  leaving the numerical box in each o f the 4 directions. 
The numbers are next to the separatrix field lines. It is clear that there is total segregation o f the 
accelerated electrons into just 2 comers o f the box. We remind the reader that this is just for a 
simulation o f particles entering the sheet from the top. If we include the symmetry o f the particles 
from below as well the numbers in the top left and bottom right comers would be equal.
electrons and ions. The simple model proposed by Litvinenko (1996) sees ions and elec­
trons separated, while Hamilton et al. (2003) have shown that accelerated protons leave 
the region of an X-point toward just two of the four comers and our preliminary studies 
of proton orbits suggest that the most accelerated ions leave the region along the opposite 
séparatrices to the electrons. Since protons have such large gyro-radii the guiding centre 
theory is not valid near the centre of our current sheet so we have not been able to calculate 
distribution functions to compare results with the electron studies. However, in principle 
a geometry such as our field will separate the most accelerated electrons and ions due to 
the drift motions that depend on mass and charge as well as creating bi-directional beams. 
These are features that other models of ft are acceleration often struggle to explain.
5.2 Investigating the Dependence of the Model on Basic 
Parameters
The modelling of a coronal current sheet is such a difficult business because we have so 
many parameters that are very weakly constrained. The value of B  can be found from 
studying the Hanle effect (e.g Bommier and Sahal-Brechot, 1982; Sahal-Brechot et al., 
1986) or from magnetic field extrapolations of chromospheric or photospheric magne- 
tograms (e.g Régnier et al., 2002). Still, B  can vary by at least an order of magnitude 
depending on height and the field strength at the photosphere. The current sheet width.
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Les-, is also quite an unknown quantity, as stated in earlier chapters. The values quoted in 
Section 4.2 are tens of metres, whereas the best resolution data we can get at present is 
measured in kilometres so we have no hope of resolving current sheet widths. The max­
imum value of the parallel electric held is very weakly constrained by both theory and 
observations, while the aspect ratio (i.e. the ratio of sheet length to width) of the current 
sheet may also affect the energy spectra. The length of the sheet will determine to some 
extent the limitation on numbers of energetic electrons produced. Some variations have 
been investigated in Chapter 4 (e.g. variation of Emax, more diffuse resistive region). We 
look at the effects of altering the rest of these parameters below.
5.2.1 Changing the Initial Conditions
c
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Figure 5.6: Energy spectrum o f the original simulation in black with a second run using different 
Xo values superimposed in blue. The blue line uses initial values for xo from -10 to 0 while the 
black line uses -5 to 5. The slightly increased numbers o f accelerated particles are due to particles 
having a greater chance to drift in towards the X-point.
The initial conditions chosen in Chapter 4 do not leave much room for alteration. 
Since the model is independent of the z co-ordinate we can always set Zq = 0 without 
loss of generality. In the same way, yo needs to be a value outside the sheet so that 
particles can drift into the acceleration region but not so high that they simply drift over 
the top. yo = 2 seems to be a sensible value and we found that the energy spectra does
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not change significantly for small changes in o^- The range in values for and p are set 
from the distribution function (see Section 2.5), which leaves only xq. Figure 5.6 shows 
two simulations with different sets of values for xq, the black line encompassing the range 
Xq 6  [—5,5] and the blue line xq G [—10,0]. The blue line clearly shows more energetic 
particles, attributed to the fact that electrons have more chance to drift in to the centre 
of the sheet if they start a little way off to the left or right. This is because the principal 
motion of the electron is along the field lines which will in general take the electron over 
the top of the current sheet. The E x B drift motion causes the electron to move towards 
the centre of the sheet and if the particle starts its orbit further away from the X-point it 
has more chance to drift onto field lines that take it close to the X-point. For this reason 
we choose to take a range of Xq from —20 to 20 in most simulations, in order to see the 
widest range of possible electron orbits in the configuration.
5.2.2 Dependence of the model on B q
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Figure 5 .7; Energy spectrum for the case when B q is lOG (The standard value used is 500). The 
black line represents the original simulation while green represents the lOG field.
It is not immediately clear exactly what effect a higher or lower magnetic field will 
have on the energetic particle spectrum. Other authors (e.g Browning and Vekstein, 2001 ; 
Zharkova and Gordovskyy, 2004) have analysed the role of the strength of the guide field 
in depth so we just show the result of using a smaller value of B q in the simulation. Figure
104 Further Current Sheet Work
5.7 corresponds to Bq =  lOG. It is immediately apparent that the maximum energy gain 
has been reduced. The relationship between components of the magnetic field has not 
been changed so this effect is entirely due to a lower force exerted on the particle by the 
magnetic field.
The figure shows no change in the spectrum up to at least 50 keV  but then a marked 
drop in very high energy particles, with a maximum energy gain about a factor of 2 
weaker. The spectrum looks much steeper at the high energy end than in the standard 
simulation, where Bq — 50G. It would be interesting to compare this result to obser­
vations in order to see if flares from active regions show harder spectra than those from 
weak field regions.
5.2.3 Changing the Size of the Current Sheet Region
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Figure 5.8: This energy spectrum represents an identical set of parameter values to the original 
particle simulation, with the exception o f a lengthscale a factor o f 2 smaller (i.e. Les =  5m.). 
Black again represents the original simulation, light blue is the small lengthscale spectrum. 
(Higher numbers o f particles at intermediate energies can probably be attributed to the fact that 
the same range o f values o f xq covers a relatively wider range when the lengthscale is a factor 
o f two smaller). Note that the number of particles reaching over 200 keV is much lower for the 
smaller lengthscale.
We can change the length and thickness of the current sheet without altering the aspect 
ratio by simply changing the value of Les- We have chosen a current sheet half-width of
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10m for our main simulation, but in Figure 5.8 we show the spectrum that comes from 
a simulation when Les =  5 m. Perhaps surprisingly the spectrum is only mildly affected 
by this reduction in the size of the sheet. In reality the actual number of electrons in the 
sheet would be a lot smaller but the proportion reaching say 5 keV  is basically unchanged. 
This implies that most particles still do not go near the resistive region. The shape of the 
spectrum is identical to the original 10m wide current sheet up until over 100 k e \ \  where 
there is a restriction in the maximum energy particles. However, we point out that some 
particles reach the highest energies of up to 500 keV  even in this smaller sheet.
The smaller proportion of particles at very high energies is no surprise since we have 
in effect made the resistive region smaller when we changed Les- We study the effect 
of changing this resistive region while keeping the same Les in Section 5.3.1. Here it 
appears that the basic shape of the spectrum (and thus the value of 7 , the power law 
index) is almost unaffected by changes in the size of Les-
5.2.4 Altering the Aspect Ratio
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Figure 5.9: Energy spectrum for a current sheet with an aspect ratio o f 20, rather than the standard 
10. We have used a maximum electric field of 100 Vm~^ and compared the stretched current sheet 
(red line) with the standard picture for Emax =  1 0 0 (black line).
An interesting point to look at is the effect of stretching the field lines. Figure 5.9 
shows the effect of changing the aspect ratio from 10 to 20, stretching the field by a factor
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of 2. This means that the resistive region is also stretched and therefore covers a bigger 
volume so we would expect an increase in the acceleration. There is also the added effect 
that due to the more stretched geometry particles are more likely to be started a long way 
to the left or right of the X-point and have time to drift onto field lines that take them 
closer to the X-point, gaining more energy. We used a maximum electric field an order of 
magnitude lower than in the main simulation so that particles do not become relativistic. 
The black line shows the spectrum for an aspect ratio of 10, with the red line showing 
the stretched configuration. It is obvious that the stretch has had a severe effect on the 
spectrum, multiplying the number of energetic particles by something like an order of 
magnitude. This effect is decidedly more profound than the variation in initial condition, 
Bq or L(-g.
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Figure 5.10: Energy spectrum for a current sheet with an aspect ratio o f 100 (red line), compared 
to the previous example o f 20 (black line).
In fact, the spectrum for Emax =  100 Km~^ looks very similar to the standard picture, 
where Emax = 1000 V We expect current sheets in solar flares to be much longer 
than they are wide and so investigated a much larger aspect ratio, where length/width 
=  100, in Figure 5.10. The extremely stretched configuration (shown in red) shows a 
little more acceleration than the aspect ratio =  20 example (shown in black) but basically 
a very similar power law shape. This suggests a saturation in the effect of the stretch, 
leading us to believe that an extremely long current sheet (on the order of M m) would 
still have a power law spectrum with a similar shape.
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5.3 Consideration of the Resistive Electric Field
Since the most important force in this model is in the region of large parallel electric 
field, we look at a few alternative configurations for the non-ideal region. Below we 
describe three different possible changes that could affect the acceleration of electrons in 
the model. The first is the effect of further restriction of the non-ideal region. Second, the 
use of a central region of constant electric field, rather than a field that decays away from 
the X  -point. Thirdly we look at a z-dependence of the non-ideal region.
5.3.1 Restricting the Parallel Field Further
10°
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Figure 5.11: Left: Energy spectrum for a range o f progressively more restricted resistive regions. 
The top (black) line is for a slightly more restricted case than the original simulation and shows 
a nearly identical energy spectrum. The two green lines below are more and more restricted 
acceleration regions (see text for details) while the short line on the far left is the case with no 
resistive region at all. Right: A close up view of the middle part o f the spectmm for clarity.
We show in Figure 5.11 the energy spectra for a number of different restrictions of the 
resistive region. The expression for the resistive term is given by:
cosh {Cx/Lx) cosh. (Cy)
(5.1)
where C is a constant set to 6 usually. This restricts the resistive region to a small area 
around the X-point, but we can restrict the region further by increasing the value of C. 
Figure 5.11 shows spectra for values of C = 10, 14, 18 and the limit C = oo, which is the 
same as a configuration without the resistive term at all. In all of these cases the maximum 
electric field is still 1000 Vm~^ but the volume where the electric field is strong will get
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progressively smaller for higher values of C. It is encouraging to see that when no resistive 
term is included the particles receive little or no acceleration (as we would expect). For 
the other cases, it appears that within the range of values of C used, the restriction of 
the non-ideal region does not alter the shape of the spectrum or the maximum energy 
gain, rather it simply restricts the number of particles that are accelerated. The close- 
up image shows that the three spectra have pretty much parallel slopes between 10 and 
100 keV. It is interesting that the spectra for C = 14 and C = 18 are very similar but 
both are so far below the spectrum of C = 10. All of these values of C correspond to 
a heavily restricted resistive region. We have no real explanation as to why the spectral 
index changes little for the range of values of C. However, we have already seen that for 
a much more unrestricted field the spectrum starts looking very different. Figure 4.7 in 
the previous chapter showed the spectrum for C = 1 when E^ax — 5 Vm~^. With such a 
diffuse resistive region we see geometric effects such as the bump in the spectrum around 
10 keV. In truth the spatial confinement of any parallel E is almost a free parameter at 
present. More sophisticated simulations will probably give us a better idea of a realistic 
profile for the parallel electric field region. For now it is interesting to see that the power 
law index, 7 , appears unchanged by the restrictions.
5.3.2 The Simple Case of a Constant Electric Field
The simplest assumption to make about the parallel electric field is that it is constant in 
space and time. This is the configuration that most previous work (e.g. Speiser, 1965b; 
Litvinenko, 1996) used. Recently, Zharkova and Gordovskyy (2004) studied a configu­
ration with an electric field defined as constant in the centre of a current sheet and zero 
outside the sheet. Their work also included the v x B force, as we do. We show here an 
energy spectmm created fiom our current sheet magnetic field and a similar constant elec­
tric field in the centre. We replace the 77] term with a constant field of strength 1000 Vm~^ 
inside the region where \ y \  < 0.5 and \ x / L c s \  < 0.5 and 0 outside that region. This is 
most similar to the work of Zharkova and Gordovskyy (2004), although we still take our 
formulation of the magnetic field. Figure 5.12 shows that the shape of the spectmm is 
totally different. It is basically flat between about 5 and 500 keV. This shows a similar 
behaviour to our attempts to create energetic particle spectra fi*om the Litvinenko field in 
Chapter 3. The spectrum does look particularly strange. The large number of particles 
that are not accelerated is an indication that most particles pass above the acceleration 
region as in previous cases. However, so many particles gain high energies. Remember 
that the electric field is at a peak of lOOOVrnT  ^ throughout a large region in this case,
5.3 Consideration o f the Resistive Electric Field 109
10  1 0 0  
Energy, keV
1000
Figure 5.12: The rather different-looking energy spectrum for the same magnetic field configura­
tion but a totally different shape to the resistive region. The parallel electric field is defined as a 
switch-on field, set to 1000 when |y| < 0.5 and \ x / L c s \  < 0.5.
whereas in previous examples the electrons entering the acceleration region would expe­
rience a fairly weak field if they just catch the edge of the region. We believe that in such 
a large region of strong field like this the acceleration is determined entirely by the time a 
particle spends in the electric field, rather than by a combination of time and the position 
in the sheet (which determines how strong the electric field is) in previous examples. This 
is what makes the spectrum here look similar to our spectra in Chapter 3. Certainly a few 
particles are so strongly accelerated that the non-relativistic tieatment becomes less than 
accurate. We do not believe that such strong lai'ge scale electric fields are realistic.
However, Turkmani et al. (2004) use a similai* “switch-on” approach to the resistive 
term. They define the enhanced resistivity to switch on above a set critical value for the 
curl of the magnetic field. The simulation involves a region of many little acceleration 
regions of different sizes, and realistic-looking power law spectra can be created from the 
geometric complexity of the model. This work is very appealing but such fine stmcture 
does not as yet explain what triggers the laige scale structure evident in massive solai* 
flares. Figure 5.12 shows that each of their small resistive regions will not produce a 
power law spectrum, but in their work the combination of many of these regions appeal's 
to do so.
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Figure 5.13: A second graph of y final plotted against the maximum energy gain for each particular 
bin. This shows the location of accelerated particles in the constant electric field model.
Figure 5.13 shows the same information as Figure 5.4 but for the constant electric 
field data. It highlights the fact that the particles leave the current sheet in basically the 
same place regardless of the parallel electric field shape. We have used a slightly coarser 
resolution of y final bins, but it is clear that the energetic particles leave the sheet in the 
same fashion in both cases. If the electric field is found near the centre of the sheet the 
logical consequence is that energetic particles leave along or near the séparatrices.
5.3.3 Including a ^-dependence
We assume a total invariance of the magnetic field and the resistive electric field in the 
z-direction, but it is probably not realistic to assume a semi-infinite extent to the z- 
component of the field. We ran simulations with progressively tighter dépendance on 
z to find out roughly how small a lengthscale we need take for a restriction of the par­
allel electric field in z before the energy spectrum is significantly altered. This means a 
modification of the r)} term as follows:
V = cosh {Ox I  La;) cosh (Cy) cosh {CzjLf)
(5.2)
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Figure 5.14: Energy spectrum for two different restrictions o f the resistive region in z. The top 
(black) line uses a lengthscale in the z-direction o f 10km (compared with 100m for x) and shows 
no reduction in the energy gains compared with the original, unrestricted case. The bottom (red) 
line uses a lengthscale o f 1km in z and clearly reduces the possible energy gains significantly.
Figure 5.14 shows the spectra we calculate if we take =  10 km  first, then 1 km. 
Clearly a lengthscale of 10 km  makes very little difference to the maximum energy gains 
or the shape of the spectrum, while a 1 km  lengthscale limits the maximum energy gain 
to around 250 keV. The shape of the spectrum between 10 and 100 kev is mostly un­
affected. It is possible for the reader to see a slight steepening of the spectrum for the 
more restricted in z case. The power law indices are about 7 =  1.4 for =  10 km  and 
7 =  1.7 for Lx =  1 km. Relating these values to observed power laws is tricky since we 
have not looked at energy loss mechanisms.
The reason that a z-dependence to the resistive region makes a diflference is straight­
forward. When a particle experiences a large electric field in the z-direction, it will be 
accelerated indefinitely (see e.g. Speiser, 1965b). In a clearly defined current sheet the 
acceleration stops as soon as the particle leaves the sheet. In our configuration the electric 
field is restricted to the area around the X-point and the particle acceleration is negligible 
when the particle leaves that area. During that time, it will have travelled something like 
a kilometre in the z-direction. As long as the z-extent of the current sheet is unrestricted, 
the limiting factor is the x  and y dimensions of the sheet, but if we make a z restriction 
in the extent of the resistive region, as we have done, then there is little effect until we
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restrict it on the order of 1 km. The interesting point is that this restriction steepens the 
spectrum, which may be of interest for future study.
Unfoitunately this does not help any consideration of the number problem. For a 
mechanism such as this to accelerate up to 10 ®^ 5"^ electrons the total extent of the electric 
field needs to be extremely extensive (tens of thousands of km). The evidence from MHD 
simulations (e.g Bim et al., 2000; Pritchett and Coroniti, 2004) is that the electric field 
may be concentrated in very restricted areas, which makes the number problem even more 
difficult to solve.
5.4 Electric Field Concentrated Around the Séparatrices
Very recently, kinetic simulations of magnetic reconnection have shown that the peak 
electric field in a current sheet field such as ours may be concentrated around the sepa­
ratrix field lines rather than the centre of the sheet (Pritchett and Coroniti, 2004). They 
use particle-in-cell simulations to follow the motion of electrons in self-consistent electric 
and magnetic fields. They use an external mechanism to drive reconnection and de-form a 
typical Hams sheet (Hands, 1962) into an X-type reconnecting current sheet very similar 
to our own, including Hall effects to study collisionless rather than dissipative reconnec­
tion. They study the effect of a strong guide field (By in their paper, Bz here) on the 
motion and hence the electric fields. Figure 3 in their paper shows clearly the peaks of the 
parallel electric field predominantly along one set of opposite diagonals of the separatrix 
field lines.
We present here a very brief study of the effect of super-imposing a peak electric field 
along the séparatrices, almost exactly matching the numerical work of Pritchett. This can 
be done reasonably easily since we have defined the magnetic field in terms of a vector 
potential, A. The potential remains constant along field lines so we can define individual 
field lines by a specific value for the potential. The vector potential at the origin will 
simply be:
A =  In [coshO +  e“] =  ln2 =  0.693147. (5.3)
Since the séparatrices go through the origin they have the same value of A. Now we 
can define the centre of this new electric field peak as being A — 0.69314, and have 
a similar decay away from this as in the 77J term. Since we only want one of the two 
separatrix field lines we need to use a couple of lines like this in the code:
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Figure 5.15: This graph shows the magnitude of the super-miposed electric field in the area close 
to the separatrix field line in oui" code. The y-axis is a log scale, so the field is extremely well 
restricted to the séparatrices.
IF (X*Y > 0.) THEN
^  cosh2[0(A-O.69314)]
with 9 the quantity we need to work out, determining how quickly the electric field 
drops off away fiom the séparatrices. Using x x y  > 0  gives us the separatrix field lines in 
,the top right and bottom left comers of the curTent sheet, ignoring the top left and bottom 
right. With a peak value of E  normalised to 1 at A =  0.69314 we want the value to be 
insignificant by A =  0.6 (i.e. a short distance from the separatrix in real terms). Setting 
0 =  50 gives a value o fE ? ^  10~^ at 0.6, while 9 = 100 gives E  % 10~®. We choose to 
use 0 =  70 which gives E  % 10~^.
Ther e are a number of things we can do with this new resistive “separatrix” term 
for the field. Figure 5.16 shows three of these. The black line is the result of particles 
accelerated in a simple super-position of the separatrix term onto the original curxent 
sheet field. The two most interesting things to note are that the maximum energy gain is 
restricted to just under 200 keV  and the bump in the spectmm around 10 keV. We will 
discuss the bump a little later but the lower maximum energy gain is slightly counter­
intuitive. We have after all increased the volume of electric field in the model by adding a 
term. Our belief is that the separatrix electric field causes particle acceleration which over­
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Figure 5.16: Energy spectrum for the electric field concentrated around the separatrix. The black 
line denotes field with resistive regions in the centre of the sheet and around the separatrix. Dark 
green denotes a more restricted resistive region in the centre of the sheet, while light green is for 
a resistive region only along the separatrix field lines.
rides the drift towards the centre o f  the current sheet before it gets close enough to reach 
m ildly relativistic energies. In a sense, the separatrix electric field term interferes with  
the central resistive region. However, this is a preliminary study and these com m ents are 
merely conjecture. The dark green line in Figure 5.16 uses a much more restricted central 
non-ideal region (i.e. w e take a larger value for C; see Section 5.3.1) and electrons reach 
energies up to around 450 k e V . The sam e bump is present around 10 k e V ,  as it is in the 
light green line as w ell. This line represents a numerical simulation without the central 
non-ideal region at all. The parallel electric field just peaks around the separatrix field  
lines. The energy gains are again increased, suggesting that w e are correct in assum ing 
that the two parallel E regions som ehow  interfere with each other. This result is extrem ely 
recent. It is som ewhat o f  a mystery that the super-position o f  the electric field terms 
should actually restrict the particle acceleration. Future work could w ell try to investigate 
and quantify this effect.
This bump in the spectra around 10 k e V  is interesting. It is similar to the bump in the 
model with a more diffuse but weaker electric field in the last chapter and w e believe it is 
a geom etrical effect o f  the separatrix field. In previous cases, electrons that do not drift 
in to the centre o f  the sheet receive little or no acceleration, but now  another possibility
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Figure 5.17: The black line shows the same spectrum as the black line in the previous figure. In 
the lower (red) line the strength o f the electric field along the séparatrices drops off further away 
from the centre of the sheet.
is presented: particles that drift along field lines and catch some acceleration from the 
edge of the electric field stretching along the separatrix. This theory is backed up by the 
evidence of Figure 5.17, where the same separatrix plus non-ideal region as the black 
line in Figure 5.16 (black line again here) is compared to a situation where the separatrix 
electric field is confined better. We define the separatrix term to decay with a (1/ cosh) 
dependence away from the origin. This means that the field gets weaker and weaker for 
greater values of [xj. The bump in the distribution moves back to around 6 or 7 keV  just 
as we would expect if the particles that just hit the edge of the separatrix field are now 
experiencing a weaker field.
Taking a look at the effect of this separatrix field term on the power law shape of the 
spectra is not simple. The bump evident in all 3 lines of Figure 5.16 distorts any true 
power law shape. However, it is obvious at least that the black line (representing the case 
C =  10 plus the separatrix E term) shows the steepest spectrum, with 7 > 2 between 20 
and 100 keV. The dark green line ((7 =  14 plus the separatrix term) with more restricted 
central E term is less steep, with 7  % 1.5 while the purely separatrix term line (light 
green) shows an extremely flat spectrum.
If we define the separatrix electric field term to be centred around the opposite comers
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Figure 5.18: Comparison of the energy spectra obtained from simulations with the separatrix 
electric field term centred around the top right and bottom left separatrix field lines (black line) 
and centred around the top left and bottom right field lines (blue line).
(top left and bottom right) of the current sheet we find come rather strange results (see 
Figure 5.18). There is a similar bump of particles reaching between 5 and 10 keV  but a 
sharp drop in those reaching above 10 keV. There is a very flat spectrum above 10 keV  
with few particles accelerated, although some do reach nearly 300 keV, more than in the 
previous case (the black line in the figure). We are unsure how to interpret such a result, 
other than that it is clear that it makes a great difference to the energetic particle spectra 
which set of séparatrices the peak electric field lies along.
This line of research is extremely recent, inspired as it is by the recent results of 
Pritchett and Coroniti (2004). The possibilities for developing a much more thorough 
model of current sheet acceleration using this new information are extensive and will 
hopefully not be ignored.
5.5 Possible Improvements to the Model
We are trying to model one of the most complex physical situations in the solar system. 
The sheer number of particles, range of energies and observational signatures present in 
solar flares make a fully consistent treatment almost impossible. We say “almost”, since
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who knows how sophisticated and powerful numerical simulations will be in future? The 
point is that we have to make decisions on what to include in a model and what to leave 
out.
In our model we have emphasised many times that we have not tried to create a self- 
consistent solution, rather we take a plausible magnetic field configuration that approx­
imately satisfies the MHD equations and prescribe what we believe to be a realistic en­
hancement to the background electric field (E = —y x  B) in the centre of the sheet. We 
have taken an enhanced resistivity to do the job, but it is merely a proxy to construct the 
field we wanted. We could without much difficulty have chosen to include the the Hall 
Current (as in Pritchett and Coroniti, 2004) or micro-turbulence.
This model does not include a time dependence or the back reaction of the movement 
of particles on the fields. Any self-consistent approach should do this, but at the moment 
it would be beyond the computing power of the scientific community to simulate a large 
number of paiticles at good resolution in a self-consistent fashion. We can include colli­
sions, but in this case the lengthscales aie so small compaied to the mean free path that 
collisions can be considered unimportant. In the case of a collapsing trap (see Chapter 6), 
collisions will become more important for two reasons: the lengthscales are on the order 
of megametres, rather than metres here, and the particles reach chromospheric heights 
where collisions aie far more frequent. We believe that in the case of current sheet studies 
a relatively simple approach, where we can have a cleai' understanding of the model is 
most sensible at present.
5.6 Discussion
This chapter and the previous two have all developed our model of a reconnecting current 
sheet with what we describe as a more realistic approximation of the parallel electric field, 
confined as it is to the region around the X-point in our configuration. This chapter par­
ticularly has looked at the dependence of the model on the basic pai ameters and begun to 
point in directions that we could take this research in future. In particular*, the adaptation 
of tire model to include a peak of the electric field along two of the separatrix field lines 
has produced interesting results and merits further study. Table 5.1 shows a summary of 
the effects of altering all of the parameters, including the addition of a separatrix electric 
field.
Many of the conclusions to be drawn about our model were made in the last chapter. 
Even taking into account the freedom we have to vary parameters such as J5, Emax and
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Parameter
Changed
Effect on Energetic Particles Effect on 7
Xq Better choice of Xq allows more particles to 
drift into centre of sheet —^ more particles ac­
celerated
Minimal
Bo Restricts maximum gain. 5x smaller B q 
leads topy 2 x smaller maximum energy gain.
Minimal
Les Minimal (slight restriction in top gains from 
2 x smaller Les)
Minimal
Bjnax Huge. Emax of lOx smaller leads to at least 
10 X fewer accelerated particles and maxi­
mum energy gain of just over 100 keV
Smaller Emax steepens 
spectra noticeably
Aspect ratio, 
L^
Bigger aspect ratio increases particles accel­
erated. Saturates for very big values of Lx
Tends to a 7  1.5 for 
very big Lx
C More restricted 7?j leads to less accelerated 
particles but no change of spectrum shape. 
Very unrestricted introduces geometrical 
effects to the spectrum
Minimal, harder spec­
trum when C very small
L, As Lz gets smaller, maximum energy gains 
start to be restricted
Steepening of spectrum 
as Lz gets smaller
Separatrix
term
Produces bump in spectrum around 10 keV. 
Can restrict enery gains when separatrix term 
interferes with ?7j region
Can steepen significantly
Table 5.1: Summary of the effects of altering each of the parameters of the model.
Les without contradicting observational evidence, the main advantages and disadvantages 
are the same. Direct current models capture the geometrical constraints of solar flare 
observations very well; Bi-directional beams, separation of energetic electrons and ions 
and extremely fast acceleration times (e.g. Bruhwiler and Zweibel, 1992; Kliem, 1994; 
Litvinenko, 1996; Browning and Vekstein, 2001; Zharkova and Gordovskyy, 2004, and 
the work in the previous Chapter). However, the problem they always come up against is 
that of the number of accelerated electrons and ions. The observational evidence of up to 
10^^  s~^ accelerated electrons and 10^ ® 5“  ^ accelerated ions (Miller et al., 1997) implies 
a total volume of plasma where the parallel electric field is significant over 10 Mm x 
10 M m X 10 Mm which is hard to reconcile as part of a consistent flare picture.
As we stated in Chapter 4, even if we assume that there is an ordered structure of many 
such X-points/current sheets the number of accelerated electrons is four or five orders of 
magnitude too small to account for the observations. However, observers have often told 
us that the number of accelerated particles leaving the sun is a few orders of magnitude 
smaller than those inferred from X-ray observations on the solar surface. In addition it
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seems clear that the flare trigger manifests itself first in the primai'y acceleration site char­
acterised usually by a coronal reconnection region in flaie cartoons. It is possible that DC 
current sheet type models account for the bulk of these upward moving electrons and act 
as a trigger for another mechanism that produces many more accelerated particles closer 
to the chromosphere. This second mechanism could be due to a shock wave, turbulence, 
small scale X-points or current sheets (as proposed by Vlahos et al., 2004). It could also 
be due to the collapsing magnetic field lines trapping and accelerating particles as pro­
posed e.g. by Somov and Kosugi (1997) or Kaiiicky and Kosugi (2004). It is to models 
of this type that we next turn our attention.

Chapter 6 
Particle Acceleration in Collapsing 
Magnetic Traps
“We're caught in a trap 
I can't walk out
Because I love you too much baby 
Why can't you see
What you're doing to me
When you don't believe a word I say?
We can't go on together 
With suspicious minds
And we can't build our dreams 
On suspicious minds."
Suspicious Minds, written by Mark James
6.1 Introduction
Recently a new type of particle acceleration model has begun to arouse interest amongst 
solar physicists: the simple collapsing magnetic trap. It has been known since the days of 
Faraday and Maxwell that a time-dependent magnetic field induces an electric field and 
this is the basic premis of the new class of model. Somov and Kosugi (1997) proposed 
a scenario where rising current sheets in dynamic events stretch coronal field lines. The 
reconnection process allows these stretched field lines to relax back into a more dipolar- 
state. This movement of field lines creates an electric field which accelerates electrons 
and ions. Similar ideas have been used in MHD simulations of reconnection in the mag- 
netotail (e.g. Birn et al., 1997, 1998, 2000). They found that the peak electric field in 
the simulation occurs not in the X-point region as expected but in the outflow region on 
the earthward side where the magnetic field lines are moving most quickly. Some obser­
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vational evidence exits for a similar field line shrinkage in the corona, the best example 
being the quantitative work of Forbes and Acton (1996) who measure flare loops from the 
SXT telescope on YOHKOH. They find that field lines shrink by roughly 25% of their 
initial height during a number of solar flares.
The field (see e.g. Figure 1.15 in Chapter 1) acts as a magnetic trap because it is 
essentially a modified dipole shape and particles bounce back from the regions of strong 
field (in this case the lower corona) in the same way as in the dipole model described in 
Section 2.7.3. The difference here is that the induced electric field can accelerate particles 
out of a steady bouncing motion and they can eventually gain enough parallel velocity 
“escape” the trap. In the solar flare case this would correspond to particles reaching the 
dense chromosphere. Birn et al. (2000) described three acceleration mechanisms at work: 
“quasi-potential” acceleration when the particle is subjected to a strong, steady electric 
field; Fermi acceleration and also betatron acceleration. Fermi acceleration (Fermi, 1954) 
in this instance describes the acceleration due to an inward motion of the bounce points 
(or footpoints in flares). This is discussed in Section 6.2. Betatron acceleration on the 
other hand describes acceleration from the strengthening of the magnetic field between 
the bounce points. This is more relevant to flare models and is investigated in Section 6.3.
An important point to make is that the electric field here comes from -dB / dt, not from 
7;j. This means that we could expect the peak value to be weak compared to values used 
for current sheet models that use anomalous resistivity to create strong fields. However, 
Birn et al. (2000) find that the inductive field is larger than the reconnection field in 
their simulations. The lengthscales involved are much larger - a few megametres for the 
trap model compared with tens or hundreds of metres in current sheets. That in itself is 
good news as regards the particle number problem. The large systems of loops below 
the primary acceleration site hold easily enough particles to explain all of the accelerated 
particles in flares. The purpose of this preliminary work is to investigate how much energy 
such collapsing trap models can put into particle acceleration.
We look first at a simple approaching dipoles model. By using the FORTRAN 90 code 
from previous chapters we can find test particle orbits in the collapsing trap and calculate 
potential energy gains in the system. In Section 6.3 we look at stretched dipole models. 
We set out the basic theory behind one possible transformation and then show how test 
particles are affected by the collapsing trap. We include recent results and summarise the 
current state of our understanding, along with future directions for the model.
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6.2 Approaching Dipoles
Gisler and Lemons (1990) describe a magnetic trap with two dipoles moving together as 
well as a constant overlying field. In this configuration (seen in Figure 6.1) it is possible 
for particles to become trapped on field lines between the two converging dipoles. As 
the centres of each dipole move towards each other, the trap shortens and so the particle 
reaches the bounce point earlier and earlier. Each time the particle bounces it gains energy 
until eventually it has enough parallel velocity to escape the trap. If the particle is confined 
to the exact field line connecting the two dipoles then theoretically it could gain an infinite 
amount of energy, since the magnetic field becomes infinitely strong at the centre of a 
dipole. However, in practice the particle drifts away from that particular field line and 
can eventually escape across onto field lines that extend far away from the dipole. In 
the corona the escape of a particle would be characterised by an electron reaching the 
chromosphere where it loses its energy in collisions, producing x-ray radiation.
Figure 6.1: Field lines in a double dipole configuration. The two dipoles have centres xq and x \ 
which move directly towards each other, shortening the magnetic trap at each bounce and causing 
acceleration, x  is measured horizontally and y  vertically.
This acceleration process, known as Fermi type 11 acceleration, can be thought of as 
an increase in parallel velocity of the particle. We show a little later the precise way
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electrons gain enery in the trap.
Mathematically the magnetic field configuration comes fi-om:
B =  V X A (6.1)
where A is the magnetic vector potential, as in Chapter 4. This is given by;
A kz m z
 ^ {o? A -{ x -  X m \ f  +  y ‘^  A
(62)
{a? a {x -  Xm2) A y ' ^ A  z^)
^  ^  
2 (a2 A ( x ~  X m if A  y^ A
(6.3)
(a ^  A ( x -  X m 2 f  A y ^ A  z ^ )
3/2
where x ^ i  and Xm2 are the centres of the two dipoles, functions of time, rc =  0 is 
between the two centres of the dipoles. In the simplest case they are set to move linearly 
inwards at equal and opposite velocities. The first expression on the right hand side of 
each equation describes a constant field (of strength k) in the 2:-direction, out of the page 
as seen in Figure 6.1. The other terms describe the two dipoles. To work out the E 
associated with the moving dipoles, we take Faraday’s equation:
V X E =  —V X
We can choose a gauge such that =  0. In general there is no reason why =  0 
should always be true. This case is one specific set of solutions. It can be thought of as a 
simple case where the only electric force is that induced by the magnetic field. So E can 
be found from:
(6.4)
‘ dt (6.5)
A V(j) (6.6)
6.2 Approaching Dipoles 125
u
O
dj
c
o
-4- '
oo_
,5
,0
0,0
- 1.0
.5
0 2010 30 40 50
time
Figure 6.2: Particle x position (oscillating line) and velocity (increasing line, red) as functions o f 
time in the double dipole trap. The particle escapes the trap at t just over 40. Units are arbitrary in 
this simple model.
E„ = —
d t
y _ (x  -  Xml) +
d t
(a^ + (z -  X m l )^  +
(x  -  Xm2)
(a 2 {x -  Xm2)^ +  1/2 +
__________________ { x  -  X m l )
{o2 +  {x  -  Xml)^ +  +  z"^Ÿ^^
3m y ^  ( x  -  Xm2)
(a^ +  ( x -  Xm2)^ + y ^  +  z ‘^ Ÿ^^
(6.7)
(6 .8)
Using the full-orbit equations of motion in our FORTRAN code, it was seen that the 
particle gains energy around each bounce, as expected by theory. The bounces become 
more frequent as the dipoles converge, but the energy gains are similar each time. Even­
tually the particle breaks the trap and escapes from the box. Here the particle has drifted 
onto a field line not connecting the two dipoles and escaped in the ^-direction (see Figure
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6.1). Figure 6.2 shows the energy gain in a step-wise fashion as the particle oscillates 
from one side of the trap to the other. The red line shows that in just 6 bounces the par­
ticle’s velocity can increase by about an order of magnitude, from about 0.1 to 1.1 in the 
arbitrary units. The velocity has increased by an order of magnitude.
We could use the guiding centre equations to fully study the model, but there is a flaw 
in using a model of this kind to try and simulate collapsing magnetic traps in flares. It is 
the tops of the loops shrinking back from a cusp-like state to a more dipolar one that is be­
lieved to be responsible for the collapsing trap. For this reason we focussed more closely 
on a stretched single dipole model for the collapsing magnetic trap. The footpoints of 
an individual loop, anchored in the chromosphere as they are, will not move significantly 
in the space of a few seconds or even minutes. Flare footpoints are observed to move 
but these movements are attributed to the instrument viewing different field lines as time 
progresses. A solar flare collapsing trap will have to rely not on this Fermi acceleration 
of the footpoints moving but on the betatron acceleration of the build up of magnetic field 
strength as the loop tops shrink. This powerfirl effect of the footpoint movement will 
appear again later as a hindrance to our first model attempts.
6.3 Stretched Dipole Models
For over 20 years the magnetospheric community has been using a stretched dipole as a 
model for the magnetotail. Stem (1984) describes a class of transformations that preserve 
the desired properties of B while stretching in a particular direction to give the charac­
teristic ’tail’ shape. This configuration is not dissimilar to that outlined by Somov and 
Kosugi (1997) or indeed to the generic flare cartoon pictures where the loop system is 
stretched by a rising current sheet. In this case the footpoints remain relatively still while 
the loop-tops move toward the photosphere with time.
The acceleration mechanism is not Fermi-type but betatron acceleration. As the par­
ticle makes successive bounces it moves with the trap and experiences a larger magnetic 
field strength at the loop-top each time. Since p  =  m v \/2 B  is preserved, v± must in­
crease and this contributes to the higher kinetic energy.
A simple model of this effect has been developed recently by Karlicky and Kosugi 
(2004). They take a one-dimensional magnetic field with a dip in B at the centre, creating 
a simple trap. The field is given by:
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B{t) =  Bo ( 1 -  - COS 27ræ_ -M le (6.9)
The field strength in the centre rises with time so the particle gains energy by the 
betatron effect. This simple model showed that in principle a large number of elections 
and ions could be accelerated in this way. If a large proportion of the particles present in 
the flare loops below a reconnection site experience a similar effect, they could all gain 
energy. We aim to show here that the same effect can be extended to more complicated 
field configurations. This work has been cairied out by Dr Paolo Guiliani, Dr Neukirch 
and myself. The bulk of the work calculating mathematical transformations to mimic 
collapsing loops was done by Paolo, while the numerical particle orbits have been pre­
dominantly done by myself. We have been in close consultation throughout. We take a 
stretched dipole (similar to Stern, 1984) and let it relax back to a dipolai- state. We then 
track the orbits of test particles to assess the potential energy gains. This is an attempt to 
mimic more realistically a coronal magnetic tiap. The following pages show that it is not 
straightforward.
6.3.1 Mathematical Description of the Trap
We choose to work in a similar co-ordinate system to that used by the magnetospheric 
community (e.g. Birn et al., 2000). The x  direction is the loop height, z represents the 
loop width and y is the guide field, similar to in previous chapters. We apply a stretch 
in the x direction only, so our choice of By is essentially unrestricted. Having made our 
choice for By at to we then have no control of its evolution and certain choices can cause 
problems. This is discussed later.
We have the situation:
B , =
dx
(6 .10)
A fluid particle follows a trajectory x(t, Xq) that satisfies 
xo ,t)
x(to) =  Xo
^ ( x o , t  =  v (x ,t)
(&11)
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If the inverse transformation is given by 
Xo = Xo(x{t),t) (6.12)
then we must have
i(xo , to) =  A ( x o (x ( t ) ,  t ) ,  to) =  A ( x ( t ) ,  t)  (6.13)
Knowledge of A  completely determines Bx and B^. In order to determine By we 
consider the induction equation
= V X (v X B) =  (B • V)v — (v ♦ V)B — B V • v (6.14)
For the y—component we have
^  =  ( B - V K - ( v V ) B „ - B ^ V - v  , (6.15)
^  +  (v • V)By =  (B ■ V)vy - B y V - w  (6.16)
=  (B • V)% -  B„V • V (6.17)
D t 
where
£ . |  +  v . V  » J 8)
If we assume that Vy =  0, we have
^  = - B y V - v  (6.19)
The above equation has the same form as the mass continuity
^  =  -p V  • V (6.20)
and therefore expresses a conservation law.
From the above we can calculate the time dependent B and from Equation (6 .6) we 
can derive E. There are a number of possible transformations that will create a collapsing 
trap of the form we desire. We discuss below the first two proposed models.
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6.3.2 First Trap Model
Our first model is a simple transformation that stretches a 2-D dipole in the x-direction. 
We then let the stretched state relax back to a dipolar state as t  progi*esses. We take By 
to be initially constant. The dipole has no intrinsic scale so we first study some generally 
qualitative properties of the model before we try and apply parameters suitable to a flare 
scenario.
Description of the Model
Consider a dipolar field, stretched initially at to- We now look at a transfoimation that 
relaxes back to a standaid 2-D dipole for t -> oo. This transfoimation can be written as:
X = at tanh ' at
z = z{t) (6 .21)
The constant c has dimensions of velocity and can be adjusted arbitrarily. Transfor­
mation (6.21) is defined for x and z > 0. Also notice that it is not a 1-to-l transformation. 
The inteiwal [0, oo) is mapped into the finite inteiwal [0, ct). At time t, all points x > c t  
do not have a counteipait in the a;—axis. Appendix C contains the mathematical deriva­
tion of the transformation and the resulting magnetic fields. Here we just quote the fields 
themselves:
B, = B oL^  ^ (6.22)
tanh^ (^ ) +  z^) ^
(cttanh (§ ))  (tanh^ (§ ) -  l)  (c fftan h " (§ ) -  ^  ^^4)
{cH^ tanh^ (g) +  z^)
The expressions for Ey and Ez get quite long and are not included here. Ey comes 
from the Bz term and Ez from By, while Ex =  0. Bq and L  are included for dimen­
sional reasons. In effect B q sets the strength of the magnetic field and L sets the relative 
strength of By to the other components of B. From the analytical expressions of the fields 
we calculate all of the time and space derivatives of E and B that we need to calculate
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particle orbits using the guiding centre equations. Where necessary the computer pack­
age MAPLE can carry out time consuming differentiations. Below we present the initial 
results.
Results
-100
200 400 600 200 400 600
Figure 6.3: Two snapshots o f magnetic field lines at different times. The green shading shows the 
accelerating electric field, Ey.  High field is signified by light shades, low field by dark shades. The 
left hand image shows a great deal o f stretch to the dipole, with a significant peak o f the electric 
field at large values o f x around z=0. By the time o f the right hand image a greater proportion o f  
the field lines resemble a dipole shape and the peak intensity o f the electric field is much reduced.
Figure 6.3 shows magnetic field lines (contours of the potential A) at two times (t=l 10 
and t=l 80 in normalised units) with Ey in green shading. In the first image a large number 
of field lines are to all intents and purposes “open”. In fact, many of the field lines are 
outside the range where this transformation is valid (see equation C.8 in Appendix C). In 
the second image far more of the field lines have collapsed to the dipolar state and the 
electric field is much weaker. The peak value of Ey is at its strongest when the collapse 
is at its fastest, which is for early values of t. The speed of the collapse is controlled 
by the parameter c. A larger c means a slower collapse but energy gains of individual 
particles will be sensitive to the initial time, to, initial position (and therefore the field 
line it started on) and the pitch angle (ratio of v±_ to tiy). The peak value of Ey increases 
with increasing x, which is not ideal for coronal conditions. There should in principle be 
a maximum velocity that corresponds to a reconnection outflow, inducing the maximum 
Ey.  Birn et al. (2000) find a maximum E some way away from the A -point. However, 
as a first approximation we can calculate particle orbits confined to a region where the 
electric field behaves as we expect, i.e. we can restrict our numerical box by stating a 
maximum value for x.
6.3 Stretched Dipole Models 131
These contour plots highlight very well the cusp-like field lines that closely resemble 
observational data from flares seen with YOHKOH and TRACE. The region to which 
we confine test particles is similar to that plotted in Figure 6.3. The precise boundaries 
of the box are somewhat arbitrary. We stop the simulation if the x or z values grow to 
above 1000. while we take a value of a: =  10 to represent the chromosphere, below which 
electrons are deemed to have escaped the trap and lost energy to coulomb collisions. Until 
we apply physical parameters to the model this value of x is somewhat arbitrary.
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Figure 6.4: Left; Example particle orbit in the collapsing trap field. The speed of collapse and 
integration time can be controlled by the input parameters to the code. The particle begins at 
(100,0,0) and follows field lines, bouncing back from the regions of strong field. As it gains 
energy the bounce points get lower and lower, while the top of the orbit moves towards x=0 as 
the trap collapses. Right: Total kinetic energy calculated from 4- pB  of the particle. The 
energy gains correspond to the time the particle spends in the high Ey region (see Figure 6.3).
Figure 6.4 shows a typical particle orbit started with roughly thermal energy at initial 
position (100,0,0). The gradual collapse of the trap is immediately obvious and the as­
sociated energy increase is in keeping with our theoretical predictions. The increases in 
energy correspond to the times when the particle is near z =  0 (at the top of the loop) and 
there is a slight decrease in energy at each bounce point. This is due to the bounce points 
moving apart a little, which produces the reverse of the Fermi acceleration of the previ­
ous section. The bounce points will move as the particle gains energy fi"om the betatron 
effect. During the orbit the pitch angle is also constantly changing as B changes. The 
combination of pitch angle and total velocity determine the point at which the particle 
is turned back. As long as this movement is minimal the deceleration does not make a 
large impact. The example in Figure 6.4 shows modest energy gains but since we are not 
relating the speed of collapse to a physical velocity this is not a concern here.
The rather complicated expression for By gives rise to an electric field component Ez. 
This can in general be made initially smaller than the main accelerating field Ey but as
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Figure 6.5: Particle orbit (top left) with xq =  200 in the collapsing trap. After only a few bounces 
the particle motion changes and it bounces between a footpoint and the top o f the loop. This can 
be explained by the increasing By (bottom left) as the trap collapses. By is initially constant but 
must increase as field lines close together in the trap. The bottom left image shows the By  seen 
by the particle during the orbit. The black line in the top right image show the x point at which 
the singularity in By sits as a function o f time. The red line shows the x position o f the particle, 
which is eventually confined by the ever increasing By.  The bottom right panel shows the large 
energy gains (in arbitrary untis), an artificial effect o f the field.
the trap collapses, By increases and so does E^. Since the transformation is not a 1-1 
mapping there is a region of validity x < ct and a singularity in the calculation of By .  
The region inside the singularity in By is given by x < 1/2 In . This is shown
in the top right panel in Figure 6.5. The particle bounces between x % 80 and 200 until 
( % 104 where it is clearly close enough to the boundary (where By is infinite) to see 
the increasing By.  The exact B y  the particle sees is plotted in the bottom left panel and 
actually causes a trapping effect (seen in the orbit itself, top left panel). The electron 
bounces not between the two field line end points but between one end and the strong 
By at the loop top (seen in the top left panel). The high acceleration seen in the bottom 
right panel is thus an effect of the huge increase in By at the loop top. We expect an 
increase in By but an infinitely large By is certainly not physical and so we deem this 
large acceleration a sort of artificial effect of the model.
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It is possible to eliminate this effect by removing By altogether. Even starting with 
a very small guide field, it will become significant as the particle nears the boundary 
of validity. With By =  0 the effect is absent but we have already discussed how the 
transformation is not 1-1 so we look at a second class of transformations that does satisfy 
this condition.
6.3.3 Second Attempt - a Logarithmic Collapse
The problems associated with the first transformation, that it is not a 1-1 mapping and 
the associated singularity in By, can be eliminated in a number of ways. A simple loga­
rithmic transformation removes this problem and retains all of the favourable aspects of 
the previous collapsing trap. The pealc of Ey still increases monotonically with x  but the 
overall relaxing-to-dipole shape is consistent with our vision of the model.
Description of the Model
We consider the following transformation:
æ =  (a t)'’ In ^1 +  (6.25)
where a is introduced for dimensional reasons and 6 > 0 is an exponent that determines 
the specific transformation. In practice h determines the speed of collapse of the trap back 
to a dipolai* state. The larger h is, the quicker the collapse. We see that this is a 1-to- 
1 transformation between x 6 {0, oo) and x € (0,oo), which eliminates the problems 
associated with a singularity in By in the previous example. Using the result
ln(l -j- c) Cj 6 —y 0 (6.26)
we see that as t oo we have
X X (6.27)
By using a similai’ method to Appendix C we can get expressions for B and E in 
this particulai' class of tiaps. By is again initially uniform, which means that as the trap 
collapses its value will increase in the region of fastest collapse. Thus, the lengthscale L 
is chosen such that it remains small compared with B^ and does not induce a large E^. 
The analytical expressions for B are:
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The electric field and derivative expressions get very messy but can be calculated 
using a package such as MAPLE and converted directly into FORTRAN code.
The velocity of collapse, can in principle be calculated analytically or alternatively 
found numerically from the code. We wish eventually to set the collapse velocity to a 
sensible reconnection outflow speed at the top of the trap. This value will be lower for 
later times in the particle orbit. We will discuss the attempt to use physical parameters 
later in the chapter.
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Figure 6.6: Example particle orbit in the logarithmic collapsing trap field. The particle bounces 
back and forth between the positive z  and negative z  sides, moving a little inward in x  each time. 
The start point was xq =  80 and zq =  5. The right panel shows the modest energy increase in 
each bounce.
This formulation of a collapsing trap is not greatly different from the first attempt, so 
unsurprisingly Figure 6.6 looks much the same as its counterpart, Figure 6.4. The figure 
shows a slow collapse of the trap, with a very modest gain in total energy of the particle
6.3 Stretched Dipole Models 135
(a factor o f  1.3 in 17 bounces). A s with the last trap m odel, the particle gains energy by  
betatron acceleration from the loop-tops o f  field lines collapsing in the x  direction. N otice  
in the energy graph that the energy decreases slightly betw een the regions o f  acceleration.
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time
Figure 6.7: Contributions o f parallel and perpendicular velocity for a test particle in a collapsing 
trap with no By guide field term. The black line represents the parallel component, purple is the 
perpendicular component with respect to time. At the bounce points the parallel velocity is 0 and 
all the energy is in perpendicular motion. Between bounces the parallel velocity grows then falls 
back to 0.
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Figure 6.8: Consideration o f the contributions o f parallel and perpendicular velocity for a test 
particle in a collapsing trap with a guide field By.  The black line represents parallel velocity, 
the light blue line perpendicular velocity and the dark blue line is the total energy (scaled). For 
comparison purposes the x position o f the particle during the same time interval is plotted on the 
right hand graph. The parallel velocity actually has a local minimum at the loop tops, an effect not 
present in the previous figure. This must be attributable to the guide field building up at the loop 
tops. Since p  remains constant, if  B  increases so must the perpendicular velocity at the expense 
of parallel velocity.
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We can split up the different contributions to the kinetic energy of the particle by 
plotting the parallel and perpendicular components separately. Figure 6.8 shows just a 
few particle bounces in the right hand panel with the parallel component (black) and 
perpendicular (light blue) in the left panel. To see the general trend a scaled total energy 
term is plotted in dark blue, clearly rising a small amount over the three bounces.
The downward spikes in the parallel energy component are easy to understand as the 
parallel velocity is exactly 0 at the bounce points. At these points the perpendicular com­
ponent should be at its maximum, which is just about the case. However, we would expect 
the parallel component to rise and fall steadily between the bounces. Instead there is a 
minimum around the loop-top, which must be the particle experiencing a large magnetic 
field built up by the collapse of the trap. This can only be caused by the guide field. By, 
which we could choose to set to 0 to avoid this effect occurring. As long as -yn does not 
reach 0 at the loop tops this effect should not interfere with acceleration in the model.
We show the case with no By term in Figure 6.7. The behaviour of the parallel com­
ponent of kinetic energy is much simpler. We have not included a graph of the bounce 
points since it is clear that =  0 represents the particle bounce. Between bounce points 
the parallel component simply rises and then falls back at the next bounce point as we 
would expect. The small By that gives rise to the behaviour in Figure 6.8 has no major 
effect on the acceleration in the model.
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Figure 6.9: Left: comparison of the size of the Ey and Ez terms experienced by the particle in 
the collapsing trap. The relative sizes of the terms depend strongly on the relative sizes of and 
the ambient field, By.  The larger term here (top line) is Ey  while the dashed line is The peak 
electric field is found at large x values for both components. Right: for comparison we include the 
magnetic field component B^ (solid line) and the x component of the position (dashed line, scaled 
by a factor of 100).
We compare the size of the accelerating field Ey and Ez in Figure 6.9. In the right 
hand panel we plot the particle movement in x  (allowing us to see where the bounce times
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are) and Bx as a function of time. In this instance we have ensured that Ey E^. Note 
that the peak electric field values are at the loop-top as we would expect. In addition 
the electric field gets progressively weaker as the collapse continues. We expect such 
behaviour since Ey is dependent on Vx, the speed of collapse of the trap, which decreases 
with time.
These types of graph are useful indicators that we have a good idea what is happening 
in the code. We do however encounter a major problem with the model: orbits that look 
like those in Figure 6.11. The figure shows an example of particle deceleration, not a 
good sign for an acceleration model. The reason for this effect can be seen in the left 
hand panel. The bounce points of the orbit are moving apart significantly with each of the 
first few bounces. This is the exact opposite of the Fermi acceleration mechanism at work 
in Section 6.2 and clearly outweighs the betatron acceleration caused by the collapsing 
field lines.
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Figure 6.10: Similar plot to Figure 6.4, showing snapshots o f magnetic field lines. The green 
shading again represents the accelerating electric field, Ey.  The 1-1 nature o f the transformation 
means that there are no open field lines in these images in contrast to the first trap model. The two 
images are at times t  =  20 and i =  80 in non-dimensional units, but this is somewhat arbitrary 
since we can alter the speed o f collapse o f the trap by varying the parameters a and h.
This is merely an example orbit and it is easy to create many images with different 
initial conditions but similar decreases in kinetic energy. The magnetic field snapshots 
shown in Figure 6.10 appear to show field lines moving not just inwards in x  but also 
outwards in the z direction. This effect is an optical illusion since the program that plots 
a range of field lines does not necessarily plot exactly the same field lines. Since the 
transformation varies only in x, an outward movement of the fieldlines in the z direc­
tion is impossible. However, Figure 6.11 does show the bounce points of the electron 
orbit moving outwards slightly in z as the particle bounce point moves along the field 
line the particle drifts across field lines and of course the entire field lines are moving
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continuously.
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Figure 6.11: A typical example o f a trajectory that leads to a loss o f energy. The left panel shows 
the particle orbit while in the right panel the rapidly varying line shows the x  position o f the 
particle with respect to time and the other line the total energy, scaled to fit the axis. Initial 
position is ar =  400, z =  10.
This bounce point motion is an unwanted feature of the model. The parts of coronal 
loops observed to move significantly are the tops, not the entire loops. The movement of 
the field lines along the whole of the orbit means that acceleration is determined by the 
balance of the accelerating betatron effects and the decelerating Fermi effects rather than 
by the strength of Ey .  Hence in Figure 6.12 the energy gain comes predominantly in the 
later part of the orbit even though Ey decreases throughout the simulation time. Careful 
consideration of the bounce points highlights why: the bounce points move apart notice­
ably with each bounce at the start of the simulation whereas by the end any movement 
is much more subtle. The original example (Figure 6.6) was taken from the middle part 
(time running from 3.9 to 4.2) of this simulation.
15 0  2 0 0  2 5 0 3 .0 3 .5 4 .0 4 .5 5 .0
time
Figure 6.12: These images show more o f the particle orbit from the example shown in Figure 6.6. 
The time runs for a factor o f about 6 longer than the original images show. This captures all the 
essential effects o f the model.
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The orbit described in Figure 6.12 contains a large number of bounces - at least 50. 
If we wish to simulate coronal loops of length > 50 M m paiticles will take up to a 
second or more just to complete one bounce. Even highly energetic electrons will take a 
significant fraction of a second per bounce so an orbit with 50 or more bounces is a lot to 
try and reconcile with flare observations of acceleration times on the order of Is. We now 
describe how we attempt to use realistic physical values for the model parameters.
Physical Parameters
We ai*e aiming for a model of a collapsing trap that we can relate to acceleration in solar 
flai'es, so the choice of important parameters in the model must be motivated by observa­
tional evidence.
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Figure 6.13: Particle orbit for a much faster collapse of the trap. For the initial conditions see 
Table 6.1.
Eventually we aim to use similar distribution functions to those used in Chapters 4 
and 5 for the parallel and perpendicular* velocities of the particle, but we will need to be 
careful over the choice of initial positions. In a solar flare the particles would either be 
injected from the primary acceleration region above the loop-tops or would reside initially 
in the collapsing loops. Injected particles will have some pre-acceleration but the resident 
loop particles will be thermal. At this point we are still testing the model with single 
particle orbits.
The code is normalised with respect to a characteristic magnetic field, Bq, electric 
field, E q and lengthscale, L. We take B q =  50G and scale the magnetic field to be 
approximately equal to 50G at the position (100,0,0). We leave E q — 1. and set L to 
10000.0 so that 1 in our normalised length units represents 10km in the model. This all 
imposes the timescale T to be equal to 50 so that one second is represented by 0.02 in the 
code.
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The velocity field comes from dx/d t and is given by the following expression: 
b (in (l 4- x /{a ty )  {at)^ +  In (l +  x/{atY) x  — x)
V, =  -
=  ^ { x — + x/(a tŸ ) {{atŸ + x)) (6.31)
It is this we hope eventually to use to set the speed of the collapse to a physical value, 
corresponding at the peak of the trap to Alfvénic velocities of around lOOOAjms" ,^ an 
estimate of the reconnection outflow. The flow velocity for Figure 6.13 is on the order of 
hundreds of kms~^ at the top of the initial loop.
Parameter Value
Bo 50 0
Eo 1.0
LENGTH 10000.0
T 50.0
b (the exponential) 2
a (constant) 1.0
io 1.5
Xo 1200.0
yo 0.0
Zq 20.0
-10000.0
p 2.0 X 10®
Table 6.1: Parameters used to obtain Figure 6.13.
The energy gain is very low for the example shown in Figure 6.13. In fact, we found 
that in general a faster collapse of the trap did not produce more acceleration. If anything 
there is a greater tendency for the reverse, decelerating effect. Figure 6.13 highlights very 
well the fact that particles are not really experiencing a shorter distance between bounce 
points at all so much as a different shape of field line.
There is certainly plenty more study that we could do for this particular model to really 
understand the particle movement but the fundamental problem, that the whole field lines 
move rather than just the loop tops collapsing and the potential for excessive movement 
of footpoints means that a move to a slightly altered model is the sensible choice. We 
briefly introduce the proposed model below.
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Figuf'e 6.14: Cartoon showing magnetic field lines in the proposed new collapsing trap model, 
the left panel at time to, the right panel at time t\ > to. The crucial difference is the use of two 
monopoles rather than a single dipole. This will give a static base to the field lines as they collapse. 
The chromosphere can be defined at a constant height above the monopoles.
6.4 Proposed New Model
We propose to model coronal loops by two monopoles separated by a fixed distance in­
stead of a single dipole. We will then stretch the field in the vertical direction and let it 
relax with time. The important aspects to the model are that the movement of field lines 
is greatest near* loop-tops and also greater higher in the corona. Ideally the model could 
incorporate an X-type structure representing the primary acceleration region. Figure 6.14 
shows how the magnetic field lines might look in 2-D.
6.5 Discussion and Conclusions
There are many directions in which this relatively new line of research could go. We 
have shown in this chapter the mathematical derivation of a few types of collapsing mag­
netic trap, that particle acceleration is possible and highlighted some of the difficulties in 
simulating such a scenario. Obvious advantages of a collapsing trap model are the large 
number of electrons and ions that can be affected (the entire loop), the simple structure of 
the model and the generation of concentrated chromospheric footpoint sources.
We believe that we understand enough about the particle orbits in magnetic traps 
to construct a better model, like that proposed in Section 6.4. This, we expect, will 
eliminate the strong decelerating force present in previous models, leaving the particle to 
experience the kind of acceleration found by Karlicky and Kosugi (2004). There are still
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modifications we can make, such as the inclusion of particle collisions (which could be 
incorporated into the model in the way described by Fletcher, 1997) and a detailed look 
at the Ey induced by a realistic Vxy the speed of collapse. We have already shown some 
interesting results and the potential of the model in this chapter. This is very much a work 
in progress and in my opinion we can move quite quickly to implement the improvements 
and start to calculate energetic particle spectra from distribution functions.
The eventual goal of this project should not be to try and prove that collapsing traps 
can solve the number problem in flares, but to investigate the effect of the collapsing 
field lines on the bulk of particles with an open mind. A successful conclusion to the 
project could either be encouraging signs that this method can explain the huge number 
of electrons with energies over 10 keV, or that it must be ruled out.
Chapter 7 
Measurements of Flux Cancellation 
during Filament Formation
“Intelligence cannot be employed without enlightenment and intuition.
Intelligence cannot be used without humanity & generosity.
The work o f  intelligence cannot succeed without subtlety and ingeniousness.”
Sun Tzii, The Art of Wai* (% 600 BC).
We study the process of flux cancellation and filament formation in a nest of three 
decaying Active Regions, using data from SoHO MDI and BIT, and Ho; images from 
Meudon and Big Bear. We find that there are no apparent EUV loops connecting the two 
poles of a cancelling feature prior to and during cancellation, suggesting an absence of 
coronal magnetic connectivity between these opposite polarity flux patches.
We further find that the cancellation occurs at the ends of the H a sections of the 
filament and is accompanied by a noticeable increase in H a intensity and linkage of the 
H a sections, but that the locations of the links remain the weakest in H a absorption. We 
present our measurements of the amount of flux cancelled at each site and show it is in 
agreement with an estimate of the axial flux contained in the filament (Section 7.2.4). We 
also observe two events of flux emergence, and find that they do not influence the filament 
formation in this case.
We compare our results with similar* measurements in recent papers and find agree­
ment for the amounts of cancelled flux per patch, except for one case in a young emerging 
Active Region, for which we provide an alternative interpretation. We conclude in Sec­
tion 7.3 that our measurements of flux cancellation ar e consistent with both the scenarios 
in which the filament is formed through “head-to-tail” linkage, as well as the scenario in 
which filament flux tubes emerge as a whole from below the photosphere, but that only
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the former scenario is consistent with the apparent absence of coronal magnetic links 
between the cancelling magnetic patches.
Subsequently we include some analysis of a further example, a large quiescent fila­
ment observed over an area of weak magnetic field. We show that the magnetic activity 
surrounding the formation of the filament is much more difficult to connect directly with 
changes in H a  signatures.
7.1 Introduction
In this chapter we present measurements of the cancellation of flux in magnetic elements 
that are located at the sites of linkage between successive sections of an H a filament. 
These data are of interest because Martin and co-workers (Livi et al., 1985; Martin et al., 
1985; Hermans and Martin, 1986; see also the review by Martin, 1990) established in the 
1980’s that the apparent mutual cancellation of patches of opposite polarity magnetic field 
is strongly coiTelated with the formation of filaments at the magnetic Polarity Inversion 
Line (PIL) between these patches. Van Ballegooijen and Martens (1989), Ridgway and 
Priest (1993), Priest et al. (1996), and Galsgaard and Longbottom (1999) showed that this 
cancellation can lead to a restructuring of the magnetic field resulting in the formation 
of helical flux tubes. Such flux tubes have magnetic ‘dips’ that can keep the cool Ha 
absorbing plasma of filaments suspended high in the corona, far above its barometric 
scale-height. Van Ballegooijen and Martens also showed that continued flux cancellation 
can drive the loss of equilibrium of the helical flux tube, possibly causing its eruption. 
Hence it appeared that a key element of the formation of prominences and their eruptions 
had been understood.
More recent observations in the 1990’s have forced us to revise this picture substan­
tially, but the central role of flux cancellation as the driver of filament evolution remains 
intact. Observational evidence reviewed by Martin (1998), and exemplified by the fine 
case study of Gaizauskas et al. (1997) demonstrates that the observed mutually cancelling 
flux elements may not have magnetic connections above the photosphere prior to cancel­
lation, as for example evidenced by the absence of connecting H a fibrils. While flux 
cancellation seems to occur at any PIL, filament formation is only observed in so-called 
filament channels (“plages couloirs”), in which there appear to be no magnetic connec­
tions across the PIL at the level of the Ha absorbing structures. Indeed much older obser­
vations, e.g. Foukal, (1971), and the review of Martres and Bruzek (1977), had already 
established that fibrils on either side of the filament channels are nearly parallel to the
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channel axis, while their ends appear to turn away from the PIL, Maitens and Zwaan 
(2001) interpret filament channels as regions of a special magnetic topology, lacking lo­
cal magnetic connections across tlie PIL, in contrast to the theoretical models cited above, 
but analogous to so-called “bald spots” (e.g. Titov et al., 1993). Starting with this topo­
logical condition, Martens and Zwaan then present a “head-to-tail” linkage model for the 
formation and eruption of prominences (Section 1.5.3), and demonstrate that flux cancel­
lation still results in the formation of helical flux tubes, but with only very few turns, in 
agreement with observations (Vrsnak et al., 1991). The same mechanism accounts for the 
“linkage” of successive filament segments into extensive filaments, a phenomenon first 
described by McIntosh (1972).
While a conelation between flux cancellation and filament formation is by now well 
established through numerous observations, there have been few studies, except for Litvi­
nenko and Martin (1999), quantifying the amount and rate of flux cancellation, and com­
paring these to the magnetic flux contained in the filament itself. Yet, for any of the 
models described above, these numbers are clearly related. Our current study has been 
motivated by the desire to obtain these numbers for at least one case study, and to verify 
“head-to-tail” linkage. While carrying out this work we encountered several other very 
recent studies by the Big Bear group (Chae et al., 2001; Chae et al., 2002; Chae, 2003) 
addressing the same issue for different filaments. We will compare the results from these 
independent studies with ours in Section 7.3, and show that, with one notable exception, 
they aie compatible.
7.2 Observations and Measurements
7.2.1 Context Data
We chose to study the filament that was seen to move across the sun at low-latitudes in 
the northern hemisphere, erupting on 28 September 1997. It followed the PIL between a 
number of decaying active regions very tightly, as is usual. The filament was seen in Ha 
for at least a month before erupting McAllister et al. (2001).
The magnetic field configuration at the end of September consisted of the merging 
remnants of at least two Active Regions, possibly more. For the September epoch no 
NOAA AR numbers had been assigned to this area because the decay had gone too far. 
In the previous rotation (31 August 1997, Figure 7.1) one finds AR 8076 at N 28 and AR 
8078 at N 20, with AR 8080 at similar latitude, 25 degrees to the west. In the September
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MDI data, shown below, the remnants of the former two AR’s are clearly recognizable, 
while the filament definitely runs along between AR 8076 (above) and AR 8078 (below).
Figure 7.1: NOAA Active region map, 31 August 1997
The BIT image overlaid on the contours of the MDI magnetogram (Figure 7.2) further 
clarifies the magnetic topology of the region: the EUV loops mostly either run parallel 
to the PIL or have one foot point near the PIL and make large angles with respect to the 
PIL and filament. The only exception is an EUV loop crossing North-South at about 2/3 
to the Western edge of the figure. This observation is consistent with the interpretation 
of the filament channel as a region lacking local photospheric connections. The filament 
channel itself is also clearly identifiable as a dark EUV stretch. We interpret this as lack 
of EUV emission rather than absorption of EUV emission from below, because there 
are no loops crossing the PIL that appear to be interrupted by absorption in overlaying 
material, while there is the sole loop described above that crosses the PIL without being 
interrupted. Another interesting EUV feature, not visible in Figure 7.2, but seen in the 
full disk BIT image, is a clear dark transequatorial EUV loop connecting former NOAA 
8076 to NOAA AR 8087 in the Southern hemisphere, a feature that adds even more to 
the magnetic complexity of the region.
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Figure 7.2: SOHO BIT image, 27 September 1997, 19:21 UT, with MDI contours superimposed. 
The scale is 750 x 550 arcseconds.
7.2.2 Description of the Data
Figure 7.3 shows Ha images of the filament on 25 and 27 September. It is immediately 
obvious that in the space of 56 hours the physical appearance of the filament has changed 
considerably. In both images the filament is seen in three or four distinct parts which 
‘snake’ their way along the PIL. In the second image the constituent parts are longer and 
darker, especially the most eastern and western sections. There are two bends in the path 
of the filament, and the appearance in Ha is weakest there. Just prior to the eruption the 
filament was still not seen as a continuous line in Ha, and only the dark western section 
erupted.
For our study we used the daily full disk Ha images published on-line by Meudon 
and Big Bear. The full set can be seen in movies at
http://solar.physics.montana.edu/wood/97Prom2.html. We compared these Ha images 
with MDI magnetogram data from SOHO and created overlaid contour images. Figure
7.4 shows an Ha image with contours of positive and negative magnetic flux, shown in 
white and black respectively. The contour levels are at 40, 60, 80, 100, and 120 Gauss. 
One notices that where the filament is strongest in Ha there is generally a sizable gap 
between the positive and negative field, whereas around the bends in the filament, and at 
each end, the two polarities come much closer together.
The goal of our study was to analyze areas which exhibit changes in the magnetic
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Figure 7.3: Filament seen in H a on September 25 1997, 08:00 UT, Meudon Observatory, Paris 
(left) and September 27, 16:14 UT, Big Bear Solar Observatory (right). The size of each image is 
6(X) X 450 arcseconds.
Figure 7.4: Magnetic field contours over Ha image, September 26, 1997, SOHO MDI and 
Meudon Observatory, Paris. The area of the figure is 700 x 5(X) arcseconds.
field, possibly accompanied by changes in the shape of the filament. Figure 7.5 shows 
a magnetogram image of the area around the filament, and we have circled five specific 
points where, at some stage in the three days before eruption, elements of magnetic flux 
were seen to come together with flux of opposite polarity on the PIL. In all of these cases 
we observed flux disappearance of one or both polarities. We calculated the total change 
in positive and negative magnetic flux in four of these regions, the result of which is 
presented in Section 7.2.3. In the case of the large patches (circle number 1) towards the 
centre of the filament it was impossible to calculate flux change accurately but we have 
calculated the change in spatial separation of the centres of polarity as they move together.
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In all five regions the observations show an area of strong magnetic flux disappear or 
become very much reduced in size in a matter of hours. This tended to happen around the 
bends in the filament and at each end. Of the five areas with conspicuous flux cancellation, 
two are at the end points of filament segments, and two are at bends (see Fig. 7.5). The 
remaining very small patch (number 4) is located along a straight section of the filament.
We also noticed during this time two small patches of flux emergence: bright white 
(positive) blobs appeared in predominantly black (negative) areas. These patches disap­
peared as quickly as they had arrived. We calculate their flux evolution in Section 7.2.4.2.
Figure 7.5: MDI magnetogram with circles showing the principal areas o f flux disappearance, 
September 25, 16:03 UT. The area shown is slighty larger than that of the previous magnetograms 
to emphasise the contrast with the surrounding magnetic field: 800 x 600 arcseconds. The nega­
tive flux in circle 1 is certainly from the remnants of active region 8078, while the positive flux in 
circle 1 comes from AR 8076. The positive flux in circles 3 ,4  and 5 almost certainly comes from 
AR 8080 while the negative flux is again from AR 8078.
7.2.3 Calculating the Line of Sight Magnetic Flux
To calculate the changes in total positive and negative magnetic flux in specific areas of 
MDI magnetograms we used three programs. We will describe our use of these programs 
in some detail to enable others to follow the same procedure without the need for further 
programming. All three codes are available from the authors. The first program, called 
MDIPOINT was adapted from a program by Tom Metcalf. It takes a subarray of the MDI
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image and calculates the latitude and distance to central meridian of the centre of the 
array, as well as the size of pixels, in arcseconds, and other useful pointing information.
This pointing information is then fed into a program called IDEPROJECT, another 
program written by Tom Metcalf, which makes a projection of the subarray, removing 
line of sight effects. The program is available from the Yohkoh package within SolarSoft, 
(http://ydac.mssl.ucl.ac.uk/solarsoft/sswjconcepts.html). Figure 7.6 shows an example of 
such a projected image. This new image has each pixel represented by the same surface 
area on the photosphere.
Finally the third program, BIPOLE, is adapted from a code by Duncan Mackay. It 
allows us to draw a box around the flux patches under study, and then calculates the total 
magnetic field inside the box. Combined with the knowledge of the area of each pixel this 
allows us to find the total positive and negative line of sight magnetic flux. As evidenced 
below, this method for calculating the evolution of flux in a box works best when the 
magnetic patches are relatively isolated from the sides of the box, because then no large 
amounts of flux can be transported through the sides of the box and any changes can be 
safely attributed to cancellation, emergence or submergence.
•a
Figure 7.6: An MDI image subjected to the program IDEPROJECT. The line of sight effects have 
been removed so that each pixel now represents the same area on the sun
7.2.4 Results
In this section we present the calculations of magnetic flux. We express the magnetic 
flux in Maxwells (Gauss cm^). The areas referred to in Table 7.1 are the same as those 
in Figure 7.5. As mentioned previously the calculation involves manually drawing a box
7.2 Observations and Measurements 151
around the flux patches and with area 1 this is difficult because of adjacent flux. When 
an individual flux patch cannot be isolated, the programs will not be able to calculate a 
meaningful value for the change in flux. For this reason, in area 2, where a small positive 
patch was seen to disappear next to a much larger negative patch, only the change in 
positive flux could be measured. Similarly with area 5, just the negative flux change is 
measured.
Area Times (Sept. 97)
24*^  21:00 UT - 25*'' 09:00 UT 
25*/' 08:00 UT - 26*/* 17:36 UT 
26*/' 00:00 UT - 26*/' 17:36 UT 
25*/' 08:00 UT - 26*/' 00:00 UT
Change in positive flux Change in negative flux
4.85 X lO^^Mæ
5.60 X lO ^ H d x
1.59 X lO^^M x  
[undetermined]
[undetermined] 
6.20 X lO^^Mæ
2.59 X lO^^Ma; 
3.64 X lO ^^M x
Table 7.1: Magnetic Flux Calculations. The errors associated with these calculations include the 
level of noise in the MDI data, coupled with the fact that flux patches were circled by hand. The 
values given are the mean of 3 independent calculations of the flux in each case. The variation in 
values is certainly always below 10%.
The results obtained for total change in magnetic flux are all of the same order of 
magnitude. We emphasise that for the two areas where both the positive and negative 
change could be calculated the numbers are similar*, consistent with cancellation of flux. 
A comparison between this flux change and typical flux values in filaments is given in 
Section 7.3. Not shown in the results is a noticeable trend that much of the change in flux 
occurred during the first few hours of the decline. In 4 of the 5 cases the total magnetic 
flux through an area would fall by as much as half in the first 6 hours, followed by a more 
gradual decrease for the rest of the obser*ved period. Due to the nature of the calculations 
it would be extremely difficult to make a more accurate observation about the way the 
magnetic flux decayed.
Separation of Large Flux Patches
The area shown by circle 1 in Figure 7.5 represents by far the biggest patches of positive 
and negative flux along the PIL. It was impractical to try and calculate figures for flux 
cancellation here because there are no isolated flux patches to draw our box around. It 
is however immediately appaient from Figure 7.7 that the two areas move together until 
they touch. Using the same programs as earlier in the paper, it was possible to determine 
the spatial separation of the two centres of flux and calculate how far they moved toward 
each other between the two images. The separation in the left image was 24.8 Mm and in 
the right hand image it was 18.3 Mm, representing a movement together of the centres of 
polarity of 6.5 Mm in almost 48 hours.
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Figure 7J: Large positive and negative flux patches moving together, 24 Sept, 00:00 UT - 25 
Sept, 22:30 UT. The area shown is 99 x 99 arcseconds.
Changes in Morphology of the Filament
It is clear from Figure 7.3 that the magnetic field activity is accompanied by a significant 
change in the filament morphology. During the period of time when the cancellation 
occurs the filament becomes obviously more connected in Ha and thicker, but the link 
at the bends remains weak, while the straight sections lengthen and become stronger. In 
general cancellation occurs at the ends of visible Ha sections of the evolving filament. 
The cancellation is accompanied in most of these cases by a noticeable increase in the 
intensity and links between the filament sections, but the visible links between the sections 
are weak in the bends, where there remains little Ha absorption. Area 1 shows the biggest 
patch of flux cancellation and the corresponding area in the Ha images show that there 
is still a gap in the absorption. The filament is more pronounced on either side of this 
gap. A similar effect is seen around area 3, on the other bend. At the north end of the 
filament, there is cancellation in area 2, accompanied by a significant strengthening of the 
filament along the straight left hand section. The same thing happens on the west side of 
the filament. The cancellation at area 4 is accompanied by a much stronger absorption as 
well as in area 5, at the very bottom of the filament.
Emergence of New Flux
We observed that late on 26 September two spots of positive flux emerged on the negative 
side of the PIL. One of these spots was located right in the middle of a patch of strong 
negative polarity. They are circled and marked 1 and 2 in Figure 7.8. Using the same 
programs we calculated the change in positive magnetic flux around the emergence sites
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as they appeared then disappeared. Obviously it was impossible to track the negative flux 
change because the emergence sites were both in an area of already predominant negative 
polarity. Table 7.2 shows that in the course of six hours both areas show a significant rise 
in positive magnetic flux and then over the rest of the day an equally significant fall. In the 
case of the flux patch 1 the positive magnetic flux fell by almost 95%. We have found no 
corresponding changes in the filament morphology, and conclude that the sudden emer­
gence and disappearance of these patches did not influence the filament evolution.
For reference we also calculated the total magnetic flux in the large areas marked by 
A and B in Figure 7.8. The total turns out to be between one and two orders of magnitude 
larger than the sorts of changes in flux we have been seeing for this filament.
%
Figure 7.8: Magnetogram image showing 2 spots of flux emergence, 27 September, 06:00 UT. 
The size is 620 x 530 arcseconds.
Area Times (Sept. 97) Change in Magnetic Flux
1 27**' 00:00 UT - 06:00 UT +3.88 X
27*/' 06:00 UT - 28*/' 00:00 UT -8.23 X lO^^Mx
2 27*/' 00:00 UT - 06:00 UT +3.33 X
27*/' 06:00 UT - 28*/' 00:00 UT -2.99 X lO^^Mz
A Total Positive Flux % 1.10 x 10'^ ^M x
B Total Negative Flux % 1.79 x lO^^Mx
Table 7.2: Emergence and disappearance of magnetic flux
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7.3 Interpretation and Discussion
If we interpret the observations of flux cancellation described above as either magnetic 
reconnection driving “linkage” as described by Martens and Zwaan (2001), or as the 
emergence of wholly formed flux tubes from below the photosphere as advocated, for 
example, by Rust (2001), then in either case the amount of flux through the filament has 
to be of the same order as the amount of flux disappearing.
We do not have direct measurements of magnetic field available for the September 
1997 filament of this paper. Measurements of the magnetic field strength in filaments 
have been performed regularly in the 1980’s by Leroy and collaborators in France using 
the Haiile effect (Leroy, 1989; Bommier and Leroy, 1998), but these observations have 
been discontinued. Leroy (1989) describes that the axial component of the magnetic 
field in filaments is by far the strongest, while the transverse component (with respect 
to the PIL) is inverse, i.e. opposite to the direction expected in a potential field linking 
the dominant polarities on both sides of the PIL. The vertical component of the field is 
zero within the accuracy of the measurements. The latter two features are consistent with 
the interpretation of the filament material hanging in the slings of the magnetic field in a 
tube, although other interpretations are possible as well (e.g. Antiochos et al., 1994). In 
the absence of direct field strength measurements for our filament we will use the typical 
values given by Leroy (1989).
The axial flux through the filament represents the flux that disappeared from the pho­
tosphere through cancellation in both models referred to abovek For a typical filament 
radius of 10,000 km (our filament ranges from about 6 or 7 to 14 arcseconds wide at 
central meridian) and a typical axial field strength (Leroy 1989) of about 10 G for fila­
ments outside of the strong active regions connected to sunspots, we find a flux of about 
3 X10^ ® Mx, very similar to our measurements of cancelled flux, and much less than the 
typical flux of patches along the PIL (A and B in Figure 7.8). Thus we find consistence 
in order of magnitude.
Similar numbers have been found for most, but not all, case studies of flux cancella­
tion in a series of papers by Chae and co-workers (Chae et al., 2000; Chae et al., 2001; 
Chae et al., 2002; Chae, 2003), and in a study of Litvinenko and Martin (1999). However, 
the study of NOAA 8668 in the 2000, 2002, and 2003 papers by Chae et al. provides an 
example of filament “linkage” (their “small box” in the 2000 paper) with a corresponding
’ For the model of flux tube emergence we assume that the cancelling features represent the photospheric 
cross sections of an emerging U-type loop, since parts of the filament loop are already fully formed above 
the photopshere
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flux cancellation of the order of 10^  ^Mx, too large to be contained in even an active re­
gion (B 100 G) filament. This finding is difficult to reconcile with filament fomiation 
thi'ough the emergence of an entii'e flux tube (Rust, 2001), or by formation thiough can­
cellation and linkage. Our conjecture is that most of the magnetic field in the cancelling 
features was directly connected between the two poles prior to the cancellation, so that 
most of the field lines simply submerge, rather than reconnect and become part of the 
filament. Only a small subset of fieldlines that linlc to other regions reconnect to fomi the 
filament. Further studies with the help of vector magnetograms can verify this hypothesis.
As we pointed out above, both the models for filament fomiation through flux tube 
emergence and through cancellation and linkage predict a rough equality between the 
amount of flux cancelled and the amount of flux within the filament. The distinction 
between the two models lies in the magnetic topology at the onset of the cancellation. 
Emergence of a flux tube starts with the emergence of an arcade of loops and the increase 
of unsigned flux, until the axis of the filament rises above the photosphere. At that point 
the diverging photospheric motions reverse and become converging, and the appearance 
of flux cancellation starts.
In the case of linkage there are no initial magnetic connections between the cancelling 
regions, and there is no need for an initial phase with diverging photospheric motions and 
emerging flux. The filament formation studied in the present paper seems more consistent 
with the latter model, as there is no sign of flux emergence prior to the formation of 
the filament (in fact, the two cases of flux emergence we found are wholly unrelated 
to the filament formation), while the cancelling patches of flux originate fi*om different 
active regions, and are therefore less likely to be connected in the corona, and most likely 
not connected below the photosphere either. Their initial lack of coronal connectivity is 
indeed strongly suggested by the EUV loops shown in Figure 7.2.
We surmise that outside of active regions, e.g. poleward of the AR belt, in the switch- 
back region and the polar crown, where flux emergence coherent over large scales as 
required for the fonnation of large filaments through flux tube emergence is not observed, 
filament formation through linkage as proposed by Martens and Zwaan (2001) is the 
sole mechanism for filament formation. Inside of active regions, flux tube emergence, 
as modeled, for example by Magara and Longcope (2001), remains a distinct possibility, 
as well as the formation of filaments under the influence of rotating sunspot motions, 
generating shear* along the PIL, discovered by TRACE., and described in a paper by Brown 
et al. (2002).
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7.4 Observations of Other Filaments
We analysed two more filaments in some detail: a large quiescent filament in a region of 
weak magnetic field and a polar crown filament. The original study was concerned with 
gaining qualitative data of filament formation in H a, MDI magnetograms and as many 
other wavelengths as possible. For the first case (Sections 7.1 to 7.3) we were then able to 
calculate magnetic flux cancellation rates for a number of specific examples of opposite 
polarity fragments coalescing. This was convenient since the magnetic fragments were 
usually possible to isolate, but strong enough to be obvious to the eye. As we show below 
this was more difficult for the August 1997 filament and impossible for the polar crown 
filament of July 1999, so the data for the later filament is omitted. In both cases the 
magnetic field was much weaker than for the first example. Several authors have begun 
to calculate cancellation rates in active region filaments (e.g. Chae et al., 2002, Welsh, 
in preparation) The problem in that case can be in isolating the cancelling flux patches. 
Here we just show the results for the other two filaments.
7.4.1 The August 1997 Filament
Figure 7.9: H a  image o f the August 1997 filament, seen dark in absorption, taken a few days 
before eruption.
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This filament was observed during July and August of 1997, near solar minimum. It 
was particularly stable, visible for at least 40 days before the eruption on the 27th August. 
It comes from a region of very weak magnetic field that barely registers on magnetogram 
images. In this case there are no active regions in the vicinity and it is difficult to make 
out the PIL from the MDI images. This filament is larger than the September 1997 one 
but much less well defined (see Figure 7.9 for the H a  image from August 23rd). The 
lower contrast between the filament and the background suggests that this filament is less 
dense than the previous example.
The filament barbs are very clear in Figure 7.9. Barbs are the thin feet-like structures 
that extend outwards from the main body of a filament. They are usually inclined rather 
than straight outwards. For example, in Figure 7.9 the largest section of filament has a 
barb (or maybe two) on the left side pointing southwards and one on the right pointing 
roughly outwards. The barbs are thought to link filaments with the chromosphere and 
are shown up particularly well in these images. Their relevance to the flux cancellation 
episodes we study is beyond the scope of this thesis but may warrant further study.
03 :40:45 08:40:46
08:4 0 :5 1 08:4 0:52
Figure 7.10: H a thumbnails o f the filament at approximately 24 hour intervals up to the day o f 
eruption. Note the definite linkage that has happened over the course o f the first 6 images. The 
eruption occurs between the 6th and 7th images.
Figure 7.10 shows the development of the H a  signatures of the filament for 8 days 
before it erupts. In fact, the filament is clearly visible a full solar rotation before the 
eruption (late July 1997), This is a very good example of the linkage of small segments 
of filaments in action. The first 4 images (top left to top right) of Figure 7.10 show a 
number of distinct blobs of H a, implying that the structure is much more complicated 
than a simple arcade of loops supporting the dense material. The later images have clearly 
joined into a smaller number of distinct blobs, almost (but not quite) all linking together 
into a long, continuous shape.
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This qualitative work again lends support to the head-to-tail linkage model of Martens 
and Zwaan (2001). The changing morphology of the filament during the days before 
eruption suggests that the magnetic field connections are continually changing and that 
the loss of force balance leading to the eruption is a gradual process that builds up with 
time. The coalescence of the blobs o f H a  absorption is consistent with the cartoon shown 
in Figure 1.16. It is clear from Figure 7.10 that, in f fa a t  least, the filament is comprised of 
small sections that link together with time before the eruption. If sections of the filament 
were to connect as shown in Figure 1.16 then we could expect to see H a  bridge the gap 
and some evidence of flux disappearance in the same area. This is roughly the case.
The head-to-tail linkage model, mentioned in section 1.5 consists of small scale recon­
nection events between coalescing magnetic field of opposite polarity. Thus the magnetic 
flux cancellation we see is not an annihilation of field, but a change in connectivity giving 
rise to horizontal field which is not picked up by a line of sight magnetogram. By this 
same token it is perfectly possible for the cancellation to be the emergence of a U shaped 
loop or the submergence of a horse-shoe shaped loop so not all of the magnetic flux has to 
contribute to the filament flux. It can be seen fi*om the cartoons that the process introduces 
a twist (of 7t/ 2) to the filament field. Theory suggests that flux tubes will become kink 
unstable after a small number of twists so this addition of twist (helicity) to the filament 
could be what eventually causes the loss of force balance and hence the eruption.
Day ’+ve’ flux Change in Flux ’-ve flux’ Change in Flux
21 Aug
22 Aug
23 Aug
5.93 X 10^ ® 
4.53 X 10^ 9 
3.14 X 10^ ®
-1.40 X 10^ ® 
-1.39 X IQi®
6.76 X IQi» 
3.67 X 10^ ® 
2.51 X 1Q19
-3.09 X 10^ 9 
-1.16 X 10^ ®
Table 7.3: Calculation o f the change in positive and negative magnetic flux for small patch seen 
to disappear on August 23rd 1997.
In the case studied here, with a weak surrounding magnetic field, it proved difficult to 
spot patches of obvious flux cancellation as in the September 1997 example. Figure 7.11 
shows two H a  images where the magnetic field contours have been superimposed. The 
images were taken about 24 hours apart. There is by no means such an obvious divide 
of one polarity and the other but it is clear that the filament sits between areas of broadly 
positive and broadly negative field, i.e. along the PIL. Due to this much weaker and less 
structured nature, we only found one or two examples of flux cancellation. Table 7.3 
shows the calculation of change in flux of the patch of positive and negative field marked 
by the arrow in the top image of Figure 7.11. The changes in positive and negative flux 
are around —4 x 10^ ® Mx which is the same order of magnitude as those observed in 
the September 1997 filament. This result implies that in the same way this flux could be
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feeding the filament as it grows. Without a much better time resolution of magnetogram 
images, it will be difficult to track the small fragments in a weak field like this with any 
great confidence, but this example does at least seem to back up the work we carried out 
with more confidence on the stronger September 1997 filament.
. n
. - . v ;  . . f
Figure 7.11: Magnetic field contours overlaid onto H a  images o f the filament 3 (left) and 2 (right) 
days before eruption. The filament segments have joined in at least 3 places between the two 
images. The filament lies around an area o f predominantly negative (red) field, but since the 
magnetic fragments are weaker and more randomly positioned it is more difficult to make out 
areas o f possible cancellation correlating with a change in the H a  image. The arrow in the top 
image shows one such area o f flux cancellation. The calculations o f changes in the flux are shown 
in the table 7.3.
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7.5 Discussion
Section 7.3 summarises the findings for the September 1997 filament. The observations 
and measurements of flux cancellation during filament formation suggest that a head-to- 
tail linkage type model is at work. The Martens and Zwaan model is probably much 
more applicable to quiescent filaments than to active region filaments, where the flux tube 
emergence models may better fit the observations. Quiescent filaments over regions of 
relatively strong magnetic field provide much more suitable data for analysing magnetic 
flux cancellation than those over very weak field, especially polar crown filaments. With 
the cuiTent level of observational evidence it will be difficult to conclude anything about 
these huge features.
The August 1997 case gave similar evidence to the September filament, that move­
ment of the magnetic field is responsible for the continued formation of the filament, but 
the data was much more inconclusive. The balance between shearing motions, flux tube 
emergence and flux cancellation may differ on an individual basis for filaments, but it is 
our belief that flux cancellation has an important role to play for most quiescent filaments. 
The head-to-tail linkage model, backed up by our observations, may be a way of tracking 
the twist going into the filament. If we can find a way of accurately keeping track of the 
twist in a filament this could give us a chance to predict when they might lose stability 
and eiupt.
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Appendix A: Example of the Adaptive 
Step-size, Guiding Centre, Runga-Kutta 
Code
! # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  
! This is the file disfn.f90
! The module disfn works out the distribution function values in a 
! systematic way. This particular version splits the area up into 
1340 values for parallel velocity and 17 0 for mu. 
I # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
MODULE DISFN
IMPLICIT NONE
CONTAINS
SUBROUTINE INIT(VPAR,MU,FREQ)
REAL,DIMENSION(340,170),INTENT(OUT) : : VPAR,MU
INTEGER,DIMENSION(340,170) , INTENT(OUT) : : FREQ 
REAL : : DIST,ACTUAL 
INTEGER : : I,J ,TOTAL
TOTAL=0
DO I = 1,340 
DO J = 1,170
I This bit works out the range of values for vpar and mu.
VPAR(I,J) = -99.3 + (0.6* I)
MU(I,J) = 3 0 . * (J-1) + 15.
! This is the distribution function itself. The values for vpar 
1 and mu are the midpoints of the discrete ranges.
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DIST = (19.12153)*EXP(-1.3195E-3*(0.5*(VPAR(I,J)**2) + &
& MU(I,J)))
!Actual = the value given by the .distn function multiplied by the area 
! of one segment
ACTUAL = DIST*18.
lANINT gives the nearest integer value.
FREQ(I,J) = ANINT(ACTUAL)
! Total is just a check to see how many particles in total the 
! function works out. It should come to 1,000,000
TOTAL = TOTAL+FREQd, J)
ENDDO
ENDDO
! PRINT *,'TOTAL =',TOTAL 
END SUBROUTINE 
END MODULE DISFN
! # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
! This is the main program file for calculating particle orbits. All of 
! the ODE integration is done in the module UESTUFF while the program 
! ORBITS at the bottom sets the initial conditions and records the 
! results
! ##################################################################### 
MODULE UESTUFF 
CONTAINS
SUBROUTINE RKDRIVE(RSTART,VPARSTART,MU,Tl,T2,EPS,Hi)
Î# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
! Driver routine with adaptive stepsize control. It goes from Tl to 
!T2 with accuracy eps. The variable RSTART inputs the intial variables 
!but returns the final values. Similarly T2 inputs the final time but 
! returns the time the particle leaves the box. 
! # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
IMPLICIT NONE
INTEGER : : NOK, NBAD
REAL, INTENT(IN) :: EPS, Hi,MU
REAL, INTENT{INCUT) : : Tl,T2
REAL, INTENT(INCUT) , DIMENSION(3) ; : RSTART
INTEGER ; : NSTPMAX,NKEEPMAX
REAL : : TINY
PARAMETER (NSTPMAX=10000000,NKEEPMAX = 10001, TINY^l.Oe-20)
INTEGER : : I, NSTP
REAL ; : H, HDID, HNEXT, T
REAL, DIMENSION(3) : : DRDT, R, RSCAL
REAL : : VPAR, VPARSTART, DVPARDT
T=T1
H=SIGN(H1,T2-T1)
NOK = 0 
NBAD = 0 
DO I = 1,3
R(I) = RSTART(I)
ENDDO
VPAR = VPARSTART
DO NSTP = 1, NSTPMAX
CALL DERIVS (T, R, DRDT, VPAR, DVPARDT,MU)
DO I = 1,3 ! Scaling used to monitor accuracy
RSCAL(I) = ABS(R(I))+ABS(H*DRDT(I)) + TINY 
ENDDO
IF((T+H-T2)* (T+H-Tl) >0.) THEN
H=T2-T ! if stepsize can overshoot, decrease 
END IF
! Calls the quality controlled stepper routine
CALL RKQS(R ,DRDT,VPAR,DVPARDT,T ,H ,MU,EPS,RSCAL,HDID,HNEXT) 
! Records the number of good (successful) and bad steps 
IF (HDID == H) THEN 
NOK = NOK+1 
ELSE
NBAD = NBAD+1 
ENDIF
IF((T-T2)* (T2-T1) >= 0.) THEN !Are we done?
DO I =1,3
RSTART(I)=R(I)
ENDDO
VPARSTART = VPAR
RETURN ! normal exit
ENDIF
! Particle leaves the box if y value is too big
IF(ABS(R(2)) >=3.) THEN
! PRINT *, 'Particle has left the sheet at t = ' , T 
DO I = 1,3
RSTART{I)=R(I)
ENDDO 
T2 = T
VPARSTART = VPAR 
RETURN 
ENDIF
ialso if X value is too big (normal exit of current sheet field)
IF(ABS(R(D) >=30.) THEN
! PRINT *, 'Particle has gone too far in x direction at t = ', T 
DO I = 1,3
RSTART(I)=R(I)
ENDDO 
T2 = T
VPARSTART = VPAR 
RETURN 
ENDIF
H=HNEXT
ENDDO ! if we get to nstpmax...
PRINT *, 'too many steps in odeint'
STOP
RETURN
END SUBROUTINE
SUBROUTINE RKQS (R ,DRDT,VPAR,DVPARDT,T ,HTRY,MU,EPS,RSCAL,HDID,HNEXT)
! # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  
! this subroutine is the stepper and basically calls rkck to take one 
! step while monitoring truncation error to ensure accuracy. It 
! adjusts stepsize. Inputs are what you'd expect. Outputs are new 
! values of R, DRDT, T, hdid and hnext. 
! # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
IMPLICIT NONE
REAL, INTENT(INOUT), DIMENSION(3) :: R, DRDT
REAL, INTENT(IN) :: EPS, HTRY,MU 
REAL, INTENT(INOUT) ;; T 
REAL, INTENT(OUT) :: HDID, HNEXT
REAL, INTENT(IN), DIMENSION(3) : : RSCAL
INTEGER : : I
REAL : : VPAR,DVPARDT,VPARTEMP,HMIN
REAL : : ERRMAX, H, HTEMP, TNEW, SAFETY, PGROW, PSHRINK, ERRCON
REAL, DIMENSION(3) RERR, RTEMP
PARAMETER (SAFETY=0.9, PGROW=-0.2, PSHRINK=-0.25, ERRC0N=1.89e-4)
PARAMETER (HMIN = l.E-6)
lErrcon is a value equal to (5/safety)**(1/pgrow). See use below.
H=HTRY ! Initial value for stepsize
! Calls the cash-karp algorithm for one Runga-Kutta step 
11 CALL RKCK(R ,DRDT,VPAR,DVPARDT,T ,H ,MU,RTEMP,VPARTEMP,RERR)
ERRMAX=0. ! Evaluate accuracy
DO I = 1,3
ERRMAX=MAX(ERRMAX,ABS(RERR(I)/RSCAL(I)))
ENDDO
ERRMAX = ERRMAX/EPS ! Scale error to our required tolerance
IF(ERRMAX > 1.) THEN ! Error too big - reduce stepsize.
HTEMP = SAFETY*H*(ERRMAX**PSHRINK)
H = SIGN(MAX(ABS(HTEMP),0.1*ABS(H)),H)
TNEW = T + H 
IF (TNEW == T) THEN
PRINT *, 'STEPSIZE UNDERFLOW IN RKQS'
STOP
ENDIF
IF (H <= HMIN) THEN 
H = HMIN 
HDID = H 
T=T+H 
DO I = 1,3 
R (I)=RTEMP(I)
ENDDO 
RETURN 
ENDIF 
GOTO 11
ELSE ! Step succeeded. Compute size of next one
IF (ERRMAX > ERRCON) THEN
HNEXT=SAFETY*H*(ERRMAX**PGROW)
ELSE ! no more than factor 5 increase.
HNEXT=5.*H 
ENDIF 
HDID=H 
T=T+H 
DO I = 1,3
R (I)=RTEMP(I)
ENDDO
VPAR = VPARTEMP 
RETURN 
ENDIF
END SUBROUTINE
SUBROUTINE RKCK (R ,DRDT,VPAR,DVPARDT, T, H,MU, ROUT,VPAROUT, RERR)
!# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  
IThis part basically takes one Runga-Kutta step, given 3 position 
'variables, vpar,mu,t, and stepsize h. It calculates a 5th and 4th 
! order solution and takes the difference as the error 
!# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
IMPLICIT NONE 
INTEGER : : I 
REAL : : H, T,MU
REAL, DIMENSION(3) : : R, DRDT, ROUT, RERR 
REAL, DIMENSION(3) :: AK2, AK3, AK4, AK5, AK6, RTEMP 
REAL 
REAL 
REAL 
REAL
VK2, VK3, VK4, VK5, VK6, VPARTEMP, VPAROUT, VPAR, DVPARDT
A2, A3, A4, A5, A5, B21, B31, B32, B41, B42, B43
B51, B52, B53, B54, B61, B62, B63, B64, B65
Cl, C3, C4, C6, DCl, DC3, DC4, DC5, DC6 
PARAMETER (A2 = 0 .2,A3 = 0 .3,A4 = 0.6,A5=l.,A6=0.875,B21=0.2,B31=3./40. ,& 
& B32=9./40.,B41=0.3,B42=-0.9,B43=1.2,B51=-ll./54.,B52=2.5, & 
& B53=-70./27.,B54=35./27.,B61=1531./55296.,B62=175./512., &
& B63=575./13824.,B64=44275./110592.,B65=253./4096., &
& Cl=37./378.,C3=250./621.,C4=125./594.,C6=512./1771., &
& DCl=Cl-2825./27648.,DC3=C3-18575./48384. , &
& DC4=C4-13525./55296.,DC5=-277./14335.,DC6=C6-0.25)
DO I = 1,3 ! first step
RTEMP(I) = R(I) + B21*H*DRDT(I)
ENDDO
VPARTEMP = VPAR + B21*H*DVPARDT
CALL DERIVS (T+A2*H, RTEMP, AK2, VPARTEMP,VK2,MU) ! second step
DO I = 1,3
RTEMP(I) = R(I) + H * (B31*DRDT(I)+B32*AK2(I))
ENDDO
VPARTEMP = VPAR+ H * (B31*DVPARDT +B32*VK2)
CALL DERIVS (T+A3*H, RTEMP, AK3,VPARTEMP,VK3,MU) ! third step
DO I = 1,3
RTEMP(I) = R(I) + H*(B41*DRDT(I)+B42*AK2(I)+B43*AK3(I))
ENDDO
VPARTEMP = VPAR + H*(B41*DVPARDT+B42*VK2+B43*VK3)
CALL DERIVS (T+A4*H, RTEMP, AK4,VPARTEMP,VK4,MU) ! fourth step 
DO I = 1,3
RTEMP(I) = R(I) + H*(B51*DRDT(I)+B52*AK2(I)+B53*AK3(I) &
& + B54*AK4(I))
ENDDO
VPARTEMP = VPAR + H* (B51*DVPARDT+B52*VIC2+B53*VK3 &
& + B54*VK4)
CALL DERIVS (T+A5*H, RTEMP, AK5, VPARTEMP, VK5,MU) ! fifth step 
DO I = 1,3
RTEMP(I) = R(I) + H*(B61*DRDT(I)+B62*AK2(I)+B63*AK3(I) &
& + B64*AK4(I)+B65*AK5(I))
ENDDO
VPARTEMP = VPAR + H*(B61*DVPARDT+B62*VK2+B63*VK3 &
& + B64*VK4+B65*VK5)
CALL DERIVS (T+A6*H, RTEMP, AK6, VPARTEMP, VK6,MU) ! sixth step 
DO I = 1,3 ! accumulate increments with weights
ROUT(I) = R(I) + H*(C1*DRDT{I)+C3*AK3(I)+C4*AK4(I)+C6*AK6(I)) '
ENDDO
VPAROUT = VPAR + H*(Cl*DVPARDT+C3*VK3+C4*VK4+C6*VK6)
! estimate error as difference between 4th and 5th order methods 
DO 1= 1,3
RERR(I)=H*(DC1*DRDT(I)+DC3*AK3{I)+DC4*AK4(I)+ &
& DC5*AK5(I)+DC6*AK6(I))
ENDDO
RETURN
END SUBROUTINE
SUBROUTINE DERIVS (T, R, DRDT, VPAR, DVPARDT,MU)
! # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  
! This part of the program simply works out the right hand side 
! of the coupled ODEs. The values of q, m, and the electromagnetic 
! field are to be included in the code. 
! # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
IMPLICIT NONE
REAL, INTENT(IN) :: T,MU
REAL, DIMENSION(3), INTENT(INOUT) :: R
REAL, DIMENSION(3) 
REAL, DIMENSION(3) 
REAL, DIMENSION(3)
B,E
DBDX,DBDY,DBDZ,DBDT,DEDT
GRADE,DBETADT,DBETADX,DBETADY,DBETADZ
REAL, DIMENSIONO) :: EDRIFT,DUEDT
REAL :: MODE, DMODBDS, DVPARDT, VPAR, EPAR,GRADBT
GRADDRIFT,DBETADS,UEGRADB 
ACCDRIFT, OTHERS 
DRDT,GILMOUR
REAL, DIMENSIONO)
REAL, DIMENSIONO)
REAL, DIMENSIONO)
REAL :: Q,M,BO,L,EO
Q = -1.6022E-19 
M = 9.1095E-31
! Gets all the variables and fields from this subroutine (below) 
CALL FIELDS(R,T,GILMOUR,E ,B ,DBDX,DBDY,DBDZ,DBDT,DEDT)
L = GILMOUR(l)
BO = GILMOUR(2)
EG = GILMOUR(3)
MODE = SQRT(B(1)**2 + B(2)**2 + B(3)**2)
EPAR = (DOT(E,B))/MODE
GRADE(1) = (DOT(B ,DBDX))/MODE 
GRADE(2 ) = (DOT(B ,DBDY))/MODE 
GRADE(3) = (DOT(B,DBDZ))/MODE 
GRADBT = (DOT(B ,DBDT))/MODE
!We'11 call Bx/B BETAX. Got to call it something.
! So these are arrays of three (BETAX,BETAY,BETAZ)
DBETADX = DBDX/MODB - B*GRADB(1)/MODE**2 
DBETADY = DBDY/MODB - B*GRADB(2)/MODE**2 
DBETADZ = DBDZ/MODE - B*GRADB(3)/MODE**2 
DBETADT = DBDT/MODE - B*GRADBT/M0DB**2
'At the bottom are functions for dot and cross products 
EDRIFT = (CROSS(E,B))/(M0DB**2)
!Need to get the derivatives of components of the Edrift:
DUEDT = (CROSS(DEDT,B)+ CROSS(E,DEDT)- 2.*EDRIFT*DOT(B,DBDT))/ & 
& (MODE**2)
DMODBDS = (B(l)*B(1)*DBDX(1) + B (1)*B(2)*DBDY(1) + B(l)*B(3)* & 
&DBDZ(1)+ B(2)*B(1)*DBDX(2) + B (2)*B(2)*DBDY(2) + B(2)*B(3)* & 
&DBDZ(2) + E(3)*B(1)*DBDX(3) +B(3)*B(2)*DEDY(3) +B(3)*B(3)* & 
&DEDZ(3))/(MODE**2)
GRADDRIFT = CROSS(B,GRADE)/ (MODE**2)
DBETADS = (B(l)*DBETADX + B(2)*DBETADY + B {3)*DBETADZ)/(MODB)
UEGRADB = (EDRIFT(1)*DBETADX + EDRIFT(2)*DBETADY + EDRIFT( 3 ) *  & 
& DBETADZ)
1Ail the acceleration drift terms, to be crossed with B 
ACCDRIFT = VPAR*DBETADT + (VPAR**2)*DBETADS + VPAR*UEGî^DB + DUEDT
! all the terms that make up the last bit of the parallel equation 
OTHERS,= DBETADT + VPAR*DBETADS + UEGRADB
! The equations of motion
DVPARDT = ((Q*L*(B0**2))/(M*EO))*EPAR - MU*DMODBDS + &
& DOT(EDRIFT,OTHERS)
DRDT = EDRIFT +((M*EO)/(Q*L*BO**2))*(MU*GRADDRIFT + &
&CROSS(B ,ACCDRIFT)) + VPAR*(B/MODE)
END SUBROUTINE
SUBROUTINE FIELDS(R ,T ,GILMOUR,E,B,DBDX,DBDY,DBDZ,DBDT,DEDT)
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  
The fields themselves. If the expressions for the derivatives of 
B-component8 are particularly large then they will not get in the 
way of the rest of the code. 
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
REAL, DIMENSION( 3 ) , INTENT(IN) 
REAL, DIMENSION( 3 ) , INTENT(OUT) 
REAL, DIMENSION( 3 ) , INTENT(OUT) 
REAL, INTENT(IN) :: T 
REAL :: L,BO,EO
REAL, DIMENSION( 3 ) , INTENT(OUT) 
REAL ; : -X,Y,Z
REAL :: VXO,VYO,VX,VY,XPAR
R
B,E
DBDX,DBDY,DBDZ,DBDT,DEDT
GILMOUR
L =
BO =
EO =
! Dummy variables tend to be named after guitarists. Please do not 
Ibe alarmed to find Dave Gilmour, Eric Clapton & co. at various 
(points in the code
GILMOUR(1) 
GILMOUR(2) 
GILMOUR{3)
= L 
= BO 
= EO
X = R(l) 
Y= R(2) 
Z= R(3)
! In and out 
VXO =
VYO =
flows (bulk velocity)
XPAR = R(l)/L
B(l) =
B(2) =
B(3) =
VX =
VY =
E(l) =
E (2 ) =
E(3) =
DBDX(1 
DBDY(1 
DBDZ(1 
DBDX(2 
DBDY(2 
DBDZ(2 
DBDX(3 
DBDY(3 
DBDZ(3
DBDT(1 
DBDT(2 
DBDT(3
DEDT(1 
DEDT ( 2 
DEDT(3
END SUBROUTINE
FUNCTION CROSS(A,B)
! simple function to work out the cross product 
IMPLICIT NONE
REAL,DIMENSION(3) : : A,B,CROSS
CROSS(1) =A(2)*B(3) -A(3)*B(2)
CROSS(2) =A(3)*B(1) -A(1)*B(3)
CROSS(3) =A(1)*B(2) -A{2)*B(1)
END FUNCTION CROSS
FUNCTION DOT(A,B)
! simple function to work out the dot product
IMPLICIT NONE
REAL, DIMENSION(3) :: A,B
REAL : : DOT
DOT = A(1)*B(1) + A(2)*B(2) + A(3)*B(3)
END FUNCTION DOT 
END MODULE UESTUFF
PROGRAM ORBITS
1# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #  
! The main program. Sets the initial values of all the variables by 
(using the module disfn. Calculates all the orbits needed for a 
(distribution function and collates the results into bins according 
(to final y position and energy. Then writes to a file. 
( # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
USE UESTUFF 
USE DISFN
IMPLICIT NONE
INTEGER : : NKEEPMAX 
PARAMETER{NKEEPMAX=10001)
REAL, DIMENSIONO) : : RSTART
REAL :: Tl, T2, Hi, EPS, VPARSTART,MU
REAL, DIMENSION(340,170) :: PAR,MOM,ENERGY,YFIN
INTEGER, DIMENSIONO40, 170) : : FREQ
REAL, DIMENSION(40,500) : : BIN
INTEGER :: I,J,K,X,Y
REAL :: CLAPTON,HENDRIX, SANTANA
LOGICAL : : FOUND
! Read in the starting position values and the start and end time.
CALL INIT(PAR,MOM,FREQ)
Hi = 0.001 
EPS = l.E-17 
BIN = 0
OPEN(UNIT=1,FILE="parameter.txt",FORM="formatted")
READ(1,*) SANTANA 
CLOSE{1)
DO I = 1,20
DO J = 1,340
DO K = 1,170
FOUND = .FALSE. • *
Tl = 0. . .
T2 = 5.E3
RSTART(1) = SANTANA +(0.1*1)
RSTART(2) = 2.
RSTART(3) =0.
VPARSTART = PAR(J,K)
MU = MOM(J,K)
(don't calculate orbit when frequency is zero. That would be silly 
IF (FREQ(J,K)==0) THEN 
ENERGY(J,K)=0.
YFIN(J,K) = 0.
GOTO 1 
ENDIF
(Call the rk sophisticated driver, which then works out the arrays 
(for the time steps and positions.
CALL RKDRIVE(RSTART,VPARSTART,MU,Tl,T2,EPS, Hi )
(Calculate final energy (in keV) from the final parallel velocity 
(and mu.
ENERGY(J,K) = 1.137E-4 * ((VPARSTART**2) + 2.*MU)
Y F I N ( J , K )  = RSTART( 2 )
(Sort the results into discrete energy bins and according to 
! final position in y.
DO X = 1,40
CLAPTON = - 4 . + ( X * 0 . 2 )
HENDRIX = -4.2+(X*0.2)
IF (YFIN(J,K) < CLAPTON .AND.YFIN(J,K) > HENDRIX) THEN 
DO Y=l,500 
IF (ENERGY(J,K) <= Y) THEN 
BIN(X,Y)= BIN(X,Y) + FREQ(J,K)
FOUND = .TRUE.
EXIT
ENDIF
ENDDO
IF (FOUND) EXIT 
ENDIF 
ENDDO
! If any particles reach above 500 keV, put them in the final bin,
IF (.NOT.FOUND) THEN
BIN(40,500) = BIN(40,500)+FREQ(J,K)
ENDIF
1 ENDDO 
ENDDO 
ENDDO
(Write the results to a file.
OPEN (UNIT = 10, FILE = 'dist .dat',FORM='formatted')
WRITE (10,*) BIN 
CLOSE(10)
END PROGRAM ORBITS

Appendix B: Normalisation Methods
Below are the normalisations we used in our numerical work for both the full-orbit and guiding 
cenhe equations. We show botli the general case and the specific normalisations we talce in each 
case.
In all of tire examples below we normalise according to these assumptions:
dt
V
1 d 
T £
V = -
B  
E
V
L
BoB
EqÉ
The full orbit equations of motion can be normalised as seen below:
U .V = [E + V X B] (B.l)
L dv _ ±
m BoÉ + ^ v x B (B.2)
dv
dt mL m
(B.3)
Now it is obvious why the timescale T = fig  ^ ^  is used. It simplifies the equations to
d^r
=  e B  4- V X B (B.4)
where e =  ^ .
The guiding cenhe equations are normalised as shown below. This is how they appear in 
Northrop (1963):
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du[| __ gB|[ ^  dB
dt m m ds
db dh 'hdt (B.5)
dR // B X VB m  B
~dt =  +
ab
q B2 '' L^ll ^
U|] (u^ • V) b + - ~ -  + Uji + (ug • V) ugj + i>||b 
They are normalised with respect to L and T as below:
(B.6)
d ^
dt
gT^SoSii .SB  ,
  - ' ' S J  +mL
EoT^
LBq Ue (B.7)
dR
dt
TEq _ mp. B X VB mT  B
H ------- — -------!----- iT'zr— =— X
L B q
E q
m
qTBo B2
«II ( Û E - V ) b + ^ ®
qLBo LT2 
f +  « l l ^  I +
L /  S b ^ .jS b -  ^
When we normalise with respect to the E  x  B drift what happens is w e set L /T  =  Eq/Bq 
and the equations become:
ds (B.9)
m
dt
m B o / i B x V B  mEo B r  dh ^2 ^h
= "®+îLBg B2 + ^ I ï U " l l ^ + ’'llæ + 
«Il (Ù£ • V) b +  ^  + «Il ^  + (ÛB ■ V) ûb] + «||b (B.IO)
Appendix C: Mathematical Derivation 
of Collapsing Trap Fields
The transformation is given by: 
ct tanh ' ct
z ~ z{t) ' (C.l)
Introducing Bq and L as a reference magnetic field and length scale used to properly normalise 
physical quantities, the final field is given by
A(x,z) =  (C.2)
At times t < oo the field A{x.{t),t) = Â(x(x(t), t) ,î)
Equation (C.l) can be inverted to give
/ æ \  c t , ^ c t + x
x{t) = c t tanh- =  y  In )  (C-4)
defined for t > x/c  (and t < —x/c).
If the fluid ti*ajectory is starting at xq at time t = to, then we must have
X = cto tanh (C.5)
Using this in tire explicit expression for x(t) we get
tanh(æo/cto)^
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The inverse transformation is
__ cto / I + ft/tp)tanh(a;(t)/c^) 
2 ^ -  (t/tg)tanh{a;(i)/cf) (C.7)
This is defined for 
that is
x{t) < ctarctanh
As t  -> GO, we get
lim x{t) < c to
i tanh (s) < to
(C.8)
(C.9)
Consider now 
dxo [l — ttaxùi^{x/ct)] to
dx [ ^ 0 —  ^tanh(æ /  ct)] - [to A t tanh(æ/ct) ] . (C.10)
The Jacobian matrix of the transformation {x(t)^z(t)) (xo-,zo) is diagonal and the Jacobian 
determinant is given by dxo/dx. Therefore the ?/—component of the magnetic field evolves ac­
cording to
By{x,z,t) = Ê{xo,zo,t) dxrdx = Ê{xo{x,z,t),zo{x,z,t),t)
dxo
dx
By{x,z,t) -
[l — #anh^(æ/cÉ)] Îq
[ip — #anh(a;/ct)] • [tp-f ttanh(æ/ct)] B
The fluid velocity field is defined as follows:
dv(x, t) = —x(t, x)
Simple, but tedious, mathematical manipulations of the basic transformation (C.l) yields
3jVx = y — c Em\x{x/ct) cosh{x/ct)
Vz =  0
(C.ll)
(C.12)
This information can be used to relate the velocity of collapse to physical parameters and set 
the parameters so as to best imitate the coronal field during a flare.
Bibliography
Antiochos, S. K., Dahlburg, R. B., and Klimchuk, J. A. (1994). ’’The magnetic field of solar 
prominences”. Astrpphys. J. Letters, 420:L41-L44.
Antiochos, S. K., MacNeice, R J., and Spicer, D. S. (2000). The Thermal Nonequilibrium of 
Prominences. Astrophys. J., 536:494-499.
Aschwanden, M. (2002). Particle acceleration and kinematics in solar flares. Kluwer.
Aschwanden, M., Hudson, H., Kosugi, T., and Schwarz, R. (1996). Electron time of flight mea­
surements during the Masuda flare, 1992 January 13. Astrophys. J., 464:985-998,
Aulanier, G., DeVore, C., and Antiochos, S. (2002). Prominence magnetic dips in three- 
dimensional sheared arcades. Astrophys. J., 567:L97-L101.
Bai, T., Hudson, H., Felling, R., Lin, R., Schwartz, R., and von Rosenvinge, T. (1983). First-order 
Fermi acceleration in solar flares as a mechanism for the second-step acceleration of prompt 
protons and relativistic electrons. Astrophys. J., 267:433-441.
Bender, C. and Orszag, S. (1978). Advanced mathematical methods fo r  scientists and engineers. 
McGraw-Hill.
Benka, S. and Holman, G. (1994). A thermal/nontherrnal model for solar" hard x-ray bursts. A^ - 
tîvphys. J., 435(l):469-4Sl.
Birn, J., Thomsen, M„ Borovsky, J., Reeves, G., and Hesse, M. (2000). Particle acceleration in 
the dynamic magnetotail. Physics o f Plasmas, 7(5):2,149-2,156,
Birn, J., Thomsen, M., Borovsky, J., Reeves, G., McComas, D., Belian, R., and Hesse, M. 
(1997). Substorm ion injections:geosynchronous observations and test particle orbits in three- 
dimensional dynamic MHD fields. J. Geophys. Res., 102(A2):2,325-2,341.
Birn, J., Thomsen, M., Borovsky, J., Reeves, G., McComas, D., and Hesse, M. (1998). Substorm 
electron injections:geosynchronous observations and test particle simulations. J. Geophys. Res., 
103(A5):9,235-9,248.
Bommier, V. and Leroy, J. L. (1998). ’’Global Pattern of the Magnetic Field Vectors Above Neutral 
Lines from 1974 to 1982: Pic-du-Midi Observations of Prominences”, In ASP Conf. Sen 150: 
lAU Colloq. 167: New Perspectives on Solar Prominences, page 434.
Bommier, V. and Sahal-Brechot, S. (1982). The Hanle effect of the coronal L-alpha line of hydro­
gen - Theoretical investigation. Solar Phys., 78:157-178.
Brown, D. S., Nightingale, R. W., Alexander, D., Schrijver, C. J., Metcalf, T. R., Shine, R. A., 
Title, A. M., and Wolfson, C. J. (2002). Observations of rotating sunspots and their effect 
in the corona. In SOLMAG 2002. Proceedings o f  the Magnetic Coupling o f the Solar Atmo­
sphere Euroconference and lAU Colloquium 188, 1 1 - 1 5  June 2002, Santorini, Greece. Ed. H. 
Sawaya-Lacoste. ESA SP-505. Noordwijk, Netherlands, pages 261-264.
Brown, J. and McClymont, A. (1975). The height distribution of flare hard X-rays in thick and 
thin target models. Solar Phys., 41:135-151.
181
Browning, P. and Vekstein, G. (2001). Particle acceleration at an X-type reconnection site with a 
parallel magnetic field. J. Geophys. Res., 106(A9): 18,677-18,692.
Bruhwiler, D. and Zweibel, E. (1992), Energy spectrum of particles accelerated near a magnetic 
X line. J. Geophys. Res., 97(A7): 10,825-10,830.
Bulanov, S. V. and Sasorov, P. V. (1976). Energy spectrum of particles accelerated in the neigh­
borhood of a line of zero magnetic field. Soviet Astronomy, 52:763-771.
Chae, J. (2003). The Formation of a Prominence in NO A A Active Region 8668. II. Trace Ob­
servations of Jets and Eruptions Associated with Canceling Magnetic Features. Astrophys. J., 
584:1084-1094.
Chae, J., Denker, C., Spirock, T. J., Wang, H., and Goode, P. R. (2000). High-Resolution Ha Ob­
servations of Proper Motion in NO A A 8668: Evidence for Filament Mass Injection by Chro- 
mospheric Reconnection. Solar Phys., \95\3y3-346.
Chae, J., Moon, Y., Wang, H., and Yun, H. S. (2002). Flux Cancellation Rates and Converging 
Speeds of Canceling Magnetic Features. Solar Phys., 207:73-85.
Chae, J., Wang, H., Qiu, J., Goode, P. R., Strous, L., and Yun, H. S. (2001). The Formation of 
a Prominence in Active Region NOAA 8668.1. SOHO/MDI Observations of Magnetic Field 
Evolution. Astrophys. J., 560:476^489.
Cothran, C., Landreman, M., Brown, M., and Matthaeus, W. (2003). Three-dimensional structure 
of magnetic reconnection in a laboratory plasma. J. Geophys. Res. Letters, 30(5): 17-21.
Craig, I. J. D. and Litvinenko, Y. E. (2002). Particle acceleration scalings based on exact analytic 
models for magnetic reconnection. Astrophys. J., 570:387-394.
Drake, J. F., Swisdak, M., Cattell, C„ Shay, M. A., Rogers, B. N., and Zeiler, A. (2003). Formation 
of electron holes and particle energization during magnetic reconnection. Science, 299:873- 
877.
Dreicer, H. (1959). Electron and ion runaway in a fully ionized gas. I. Physical Review, 
115(2):238-249.
Fendt, C. (2003). MHD simulations of the long-term evolution of a dipolar magnetosphere sur­
rounded by an accretion disk. Astrophysics and Space Science, 287(l):59-64.
Fermi, E. (1954). Galactic magnetic fields and the origin of cosmic radiation. Astrophys. J., 
119(1).
Fletcher, L. (1997). Numerical simulations of coronal particle trapping. Astron. Astrophys. , 
326:1,259-1,267.
Fletcher, L. and Petkaki, P. (1997). Particle acceleration and transport in reconnecting plasmas. 
Solar Phys., 172:267-270.
Fletcher, L., Pollock, J., and Potts, H. (2004). Tracking of TRACE Ultraviolet Flare Footpoints. 
Solar Phys., 222:279-298.
Forbes, T. G. and Acton, L. W. (1996). Reconnection and Field Line Shrinkage in Solar Flares. 
Astrophys. J., 459:330-341.
Foukal,, P. (1971). ’’Moiphological Relationships in the Chromospheric H-alpha Fine Structure”. 
Solar Phys., 19:59-71.
Foukal, P. and Behr, B. (1995). Testing MHD models of prominences and flares with observations 
of solar plasma electric fields. Solar Phys., 156:293-314.
Gaizauskas, V., Zirker, J. B., Sweetland, C., and Kovacs, A. (1997). ’’Formation of a Solar Fila­
ment Channel”. Astrophys. J., 479:448.
Galsgaard, K. and Longbottom, A. W. (1999). Formation of Solar Prominences by Flux Conver­
gence. Astrophys. J., 510:444-459.
Gisler, G. and Lemons, D. (1990). Election fermi acceleration in collapsing magnetic traps: 
computational and analytical approach. J. Geophys. Res., 95(A9): 14,925-14,938.
Gorbachev, V., Kelner, S., Somov, B., and Shvaits, A. (1988). A new topological approach to the 
question of the trigger for solar flai'es. Soviet Astronomy, 32(3):308.
Hamilton, B., McClements, K. G., Fletcher, L., and Thyagaiaja, A. (2003). Field-guided proton 
acceleration at reconnecting X-points in flares. Solar Phys., 214:339-352.
Hanaoka, Y. (1996). Flai'es and Plasma Flow Caused by Interacting Coronal Loops. Solar Phys., 
165:275-301.
Hams, E. G. (1962). On a plasma sheath separating regions of oppositely directed magnetic field. 
Nuovo Cimento, 23:115-.
Heerikliuisen, J., Litvinenko, Y. E., and Craig, I. J. D. (2002). Proton acceleration in analytic 
reconnecting current sheets. Astrophys. J., 566:512-520.
Hermans, L. M. and Martin, S. F. (1986). Small-scale eruptive filaments on the quiet sun. In 
Coronal and Prominence Plasmas, pages 369-375.
Hesse, M. (1995). Three-dimensional magnetic reconnection in space- and astrophysical plas­
mas and its consequences for particle acceleration. In Klare, G., editor, Reviews of Modern 
Astronomy, volume 8, pages 323-348. Asti'onomische Gesellschaft.
Hesse, M., Kuznetsova, M., and Hoshino, M. (2002). The structure of the dissipation region for 
component reconnection: Particle simulations. J. Geophys. Res. Letters, 29:4-1.
Hesse, M. and Schindler, K. (1988). A theoretical foundation of general magnetic reconnection. 
J. Geophys. Res., 93:5559-5567.
Holman, G., Sui, L., Schwartz, R., and Emslie, A. (2003). Electron bremsstrahlung hard X-ray 
spectra, electron distributions, and energetics in the 2002 July 23 solar flare. Astrophys. J., 
595:L97-L101.
Hurford, G., Schwartz, R., Krucker, S., Lin, R., Smith, D., and Vilmer, N. (2003). First gamma-ray 
images of a solar flare. Astrophys. J., 595:L77-L80.
Huxley, A. (1932). Brave New World. Penguin-Books.
Jones, F. and Ellison, D. (1991). The Plasma Physics of Shock Acceleration. Space Science 
Reviews, 58:259-
Kaler, J. (1992). Stars. Scientific American Library.
Kane, S., Benz, A., and Treumann, R. (1982). Electron acceleration in impulsive solar* flares. 
Astrophys. J., 263:423-432.
Kariicky, M. and Kosugi, T. (2004). Acceleration and heating processes in a collapsing magnetic 
trap. Astron. Astrophys. ,419:1159-1168.
Kliem, B. (1994). Particle orbits, trapping, and acceleration in a filamentary cunent sheet model. 
Astrophys. J., 90:719-728.
Kliem, B., Kariicky, M., and Benz, A. O. (2000). Solar* flare radio pulsations as a signature of 
dynamic magnetic reconnection. Astron. Astrophys. , 360:715-728.
Larosa, T. N., Moore, R. L., Miller, J. A,, and Shore, S. N. (1996). New Promise for Electron 
Bulk Energization in Solar* Flares: Preferential Fermi Acceleration of Electrons over Protons in 
Recorinection-driven Magnetohydrodynamic Turbulence. Astrophys. J., 467:454—v.
Lee, M. and Fisk, L. (1982). Shock acceleration of energetic par ticles in tire heliosphere. Space 
Science Reviews, 32:205-228.
Lee, M. and Roberts, B. (1986). On the behavior* of hydromagrietic surface waves. Astrophys. J.,
301:430-439.
Lenters, G. T. and Miller, J. A. (1998). Electron Acceleration in Solar Flares by Fast-Mode Waves: 
Coulomb Collisions. Astrophys. J., 493:451-+.
Leroy, J. L. (1989). "Observation of prominence magnetic fields”. In Dynamics and Structure of 
Quiescent Solar Prominences, pages 77-113.
Li, J., D.L.Mickey, and LaBonte, B. (2003). Observations of a Two Ribbon White Light Flare. 
American Astronomical Society, SPD meeting.
Lin, R., Krucker, S., Hurford, G., Smith, D., Hudson, H., Holman, G., Schwartz, R., Dennis, 
B., Share, G., R.J.Muiphy, Emslie, A., Johns-Krull, C., and Vilmer, N. (2003). RHESSI ob­
servations of particle acceleration and energy release in an intense solar gamma-ray line flare. 
Astrophys. J., 595:L69-L76.
Lin, R., Mewaldt, R., and Hollebeke, M. V. (1982). The energy spectrum of 20 keV - 20 MeV 
electrons accelerated in large solar flares. Astrophys. J., 253:949-962.
Litvinenko, Y. (1996). Particle acceleration in reconnecting current sheets with a nonzero mag­
netic field. Astrophys. J., 462:997-1004.
Litvinenko, Y. (2003). Particle acceleration by a time-varying electric field in merging magnetic 
fields. Solar Phys., 216:189-203.
Litvinenko, Y. and Craig, I. (2000). Flare energy release by flux pile-up magnetic reconnection in 
a turbulent current sheet. Astrophys. J., 544:1,101-1,107.
Litvinenko, Y and Somov, B. (1993). Particle reconnection in reconnecting current sheets. Solar 
Phys., 146:127-133.
Litvinenko, Y. E. and Martin, S. F. (1999). Magnetic reconnection as the cause of a photospheric 
canceling feature and mass flows in a filament. Solar Phys., 190:45-58.
Liu, B., Mineshige, S., and Shibata, K. (2002). A Simple Model for a Magnetic Reconnection- 
heated Corona. Astrophys. J. Letters, 572(2):L173-L176.
Livi, S. H. B., Wang, J., and Martin, S. F. (1985). The cancellation of magnetic flux. I - On the 
quiet sun. Australian Journal of Physics, 38:855-873.
Magara, T. and Longcope, D. W. (2001). Sigmoid Structure of an Emerging Flux Tube. Astrophys. 
J. Letters, 559:L55-L59.
Martens, P. (1988). The generation of proton beams in two-ribbon flares. Astrophys. J., 330:L131- 
L133.
Martens, P. C. and Zwaan, C. (2001). Origin and Evolution of Filament-Prominence Systems, 
Astrophys. J., 558:872-887.
Martens, P. C. H. and Young, A. (1990). Neutral beams in two-ribbon flares and in the geomagnetic 
tail. Astrophys. J. Supplement, 73:333-342.
Martin, R., Speiser, T., and Klamczynski, K. (1994). Effect of By on neutral line ridges and 
dynamical source ordering. J. Geophys. Res., 99(A12):23,623-23,638.
Martin, S. F. (1990). "Conditions for the formation of prominences as infeiTed from optical ob­
servations”. InlAU Colloq. 117: Dynamics of Quiescent Prominences, pages 1-46201.
Martin, S. F. (1998). "Conditions for the Formation and Maintenance of Filaments - (Invited 
Review)”. Solar Phys., 182:107-137.
Martin, S. F., Livi, S. H. B., and Wang, J. (1985). The cancellation of magnetic flux. II - In a 
decaying active region. Australian Journal of Physics, 38:929-959.
Martres, M. J. and Bmzek, A. (1977). "Active Regions”. In ’'Illustrated Glossary for Solar and 
Solar-terrestrial Physics”, Astrophysics and Space Science Library. Volume 69, volume 69,
pages 53-70. Dordrecht, D. Reidel Publishing Co.
Masuda, S., Kosugi, T., Hai'a, H., Tsuneta, S., and Ogawara, Y. (1994). A loop-top hard X-ray 
source in a compact solar 11 aie as evidence for magnetic reconnection. Nature, 371(6497):495.
McAllister, A. H., Martin, S. F., Crooker, N. U., Lepping, R. P., and Fitzemeiter, R. J. (2001). 
A test of real-time prediction of magnetic cloud topology and geomagnetic storm occurrence 
from solar signatures. J. Geophys. Res., 106:29185-29194.
McIntosh, P. S. (1972). ” ”. Rev. Geophys. Space ScL, 10:837.
Metcalf, T. R., Alexander, D., Hudson, H. S., and Longcope, D. W. (2003). TRACE and Yohkoh 
Observations of a White-Light Flaie. Astrophys. J., 595:483-492.
Miller, J., Cargill, P., Emslie, A., Holman, G., Dennis, B., LaRosa, T., Winglee, R., Benka, S., and
Tsuneta, S. (1997). Critical issues for understanding particle acceleration in impulsive solar*
flares. J. Geophys. Res., 102(A7): 14,631-14,659.
Miller, J., LaRosa, T., and Moore, R. (1996). Stochastic electron acceleration by cascading fast 
mode waves in impulsive solar flares. Astrophys. J., 461:445-464.
Miller, J. and Roberts, D. (1995). Stochastic proton acceleration by cascading alfven waves in 
impulsive solar* flares. Astrophys. J., 452:912-932.
Moore, R. L., Larosa, T. N,, and Orwig, L. E. (1995). The wall of reconnection-driven magneto­
hydrodynamic turbulence in a large solar* flare. Astrophys. J., 438:985-966,
Moreton, G. (1964). Ha shock wave and winldng filaments with the flare of 20 September 1963. 
Atronomical Journal, 69:145.
Nodes, C., Birk, G. T., Lesch, H., and Schopper, R. (2003). Particle acceleration in three- 
dimensional tearing configurations. Physics of Plasmas, 10:835-844.
Northrop, T. (1963). The adiabatic motion of charged particles. Interscience.
Parker, E. (1958). Dynamics of the Interplanetary Gas and Magnetic Fields. Astrophys. J., 
128:664-676.
Parker, E. (1963). The solar* flare phenomenon and the theory of reconnection and annihilation of 
magnetic fields. Astrophys. J. Supplement, 77(8): 177-211.
Parker, E. (1991). The phase mixing of Alfven waves, coordinated modes, and coronal heating. 
Astrophys. J., 376:355-363.
Petkaki, P. and Mackinnon, A. (1997). Particle acceleration in dynamical collisionless reconnec­
tion. Solar Phys., 172:279-286.
Petschek, H. (1964). Magnetic field annihilation. In Physics of Solar Flares, Proceedings of the 
AAS-NASA symposium held 28-30th October, 1963, page 425.
Poedts, S. (2002). MHD waves and heating of the solar corona. In SOLMAG 2002. Proceedings 
of the Magnetic Coupling of the Solar Atmosphere Euroconference and lAU Colloquium 188, 
pages 273-280.
Press, W, Flannery, B., Teukolsky, S., and Vetterling, W. (1986). Numerical Recipes. Cambridge 
University Press.
Priest, E. (1982). Solar Magnetohydrodynamics. D. Reidel.
Priest, E. and Forbes, T., editors (2000). Magnetic reconnection : MHD theoiy and applications.
Priest, E., Longcope, D., and Titov, V. (2003). Binary Reconnection and the Heating of the Solar* 
Corona. Astrophys. J., 598(l):667-677.
Priest, E. R., van Ballegooijen, A. A., and Mackay, D. H. (1996). A Model for* Dextral and 
Sinistral Prominences. Astrophys. J., 460:530-543.
Pritchett, P. and Coroniti, F. (2004). Three-dimensional collisionless mangetic reconnection in the
presence of a guide field. J. Geophys. Res., 109(A1):A01220.
Régnier, S., Amari, T., and Kersalé, E. (2002). 3D Coronal magnetic field from vector magne- 
tograms: non-constant-alpha force-free configuration of the active region NOAA 8151. Astron. 
Astrophys. ,392:1,119-1,127.
Ricci, R, Lapenta, G., and Brackbill, J. U. (2003). Electron acceleration and heating in collision­
less magnetic reconnection. Physics of Plasmas, 10:3554-+.
Ridgway, C. and Priest, E. R. (1993). Prominence support in helical coronal fields formed by 
photospheric motions. Solar Phys., 146:277-296.
Rogers, B. N., Drake, J. P., and Shay, M. A. (2000). The onset of turbulence in collisionless 
magnetic reconnection. J. Geophys. Res. Letters, 27:3157-3160.
Rust, D. M. (2001). A new paradigm for solar filament eruptions. J. Geophys. Res., 106:25075- 
25088.
Sahal-Brechot, S., Malinovsky, M., and Bommier, V. (1986). The polarization of the O V I1032 
A line as a probe for measuring the coronal vector magnetic field via the Hanle effect. Astron. 
Astrophys. , 168(l-2):284—300.
Sakao, T. (1994). Characteristics of solar flare hard X-ray sources as revealed with the hard X-ray 
telescope aboard the yohkoh satellite. PhD thesis, Natl. Astron. Obs., Mitaka, Tokyo, Japan.
Schindler, K., Hesse, M., and Birn, J. (1991). Magnetic field-aligned electric potentials in nonideal 
plasma flows. Astrophys. J., 380:293-301.
Schopper, R., Birk, G., and Lesch, H. (1999). Particle acceleration in three-dimensional recon­
nection regions: a new test particle approach. Physics of Plasmas, 6(11):4,318-4,327.
Shay, M., Drake, J., Swisdak, M., Dorland, W., and Rogers, B. (2003). Inherently three dimen­
sional magnetic reconnection: a mechanism for bursty bulk flows? J. Geophys. Res. Letters, 
30(6):1,345-1,348.
Somov, B. and Kosugi, T. (1997). Collisionless reconnection and high-energy particle acceleration 
in solar flares. Astrophys. J., 485:859-868.
Sonnerup, B. (1969). Acceleration of Particles Reflected at a Shock Front. J. Geophys. Res., 
74:1301-1304.
Speiser, T. (1965a). Particle trajectories in a model cuiTent sheet, based on the open model of the 
magnetosphere, with applications to auroral particles. J. Geophys. Res., 70:1,717.
Speiser, T. (1965b). Particle trajectories in model current sheets. J. Geophys. Res., 70:4,219- 
4,226.
Speiser, T. (1968). On the uncoupling of parallel and perpendicular particle motion in a neutral 
sheet. J. Geophys. Res., 73(3):1,112-1,113.
Stern, D. (1984). Tail modeling in a stretched magnetosphere (1) Methods and transforms. J. 
Geophys. Res., 92(A5):4,437-4,448.
Sui, L. and Holman, G. (2003). Evidence for the formation of a large-scale current sheet in a solar 
flare. Astrophys. J., 596:L251-L254.
Sweet, P. (1958). The neutral point theory of solar flares. In Proceedings of the International 
Astronomical Union Symposium on Electromagnetic Phenomena in Cosmical Pyhsics, pages 
123-134.
Titov, V. S., Priest, E. R., and Demoulin, P. (1993). Conditions for the appearance of "bald 
patches" at the solar surface. Astron. Astrophys. , 276:564-570.
Tsuneta, S. and Naito, T. (1998). Fermi acceleration at the fast shock in a solar flare and the 
impulsive loop-top hai'd x-ray source. Astrophys. J., 495:L67-L70.
Tiirkmani, R., Vlahos, L., Galsgaard, K., Cai'gill, R J., and Isliker, H. (2004). Pai'ticle acceleration 
in stressed coronal magnetic fields. Astrophys. J. Letters, page submitted.
van Ballegooijen, A. A. and Martens, P. C. H. (1989). "Formation and eruption of solar promi­
nences". Astrophys. J., 343:971-984.
Vlahos, L., Isliker, H., and Lepreti, F. (2004). Particle acceleration in an evolving network of 
unstable current sheets. Astrophys. J., 608:540-553.
Vrsnak, B., Ruzdjalc, V, and Rompolt, B. (1991). "Stability of prominences exposing helical-like 
patterns". Solar Phys., 136:151-167.
Wu, C. (1984). A fast fermi process - Energetic electrons accelerated by a trearly perpendicular 
bow shock. J. Geophys. Res., 89:8857-8862.
Yamada, M. (1999). Investigation of the Neutral Sheet Profile during Magnetic Reconnection in 
a Laboratory Plasma. In American Physical Society, 41st Annual Meeting of the Division of 
Plasma Physics.
Yokoyama’ T., Akita, K., Morimoto, T., Inoue, K., and Newmark, J. (2001). Clear evidence of 
reconnection inflow of a solar flare. Astrophysical journal, 546(1):L69-L72.
Zeiler, A., Biskamp, D., Drake, J., Rogers, B., Shay, M., and Scholer, M. (2002). Three- 
dimensional particle simulations of collisionless magnetic recorrrrection. J. Geophys. Res., 
107(A9): 1230-1238.
Zelazny, R. and Thomas, T. (1992). Flare. Baen Books.
Zharkova, V. V. aird Gordovskyy, M. (2004). Particle Acceleration Asymmetry in a Reconnecting 
Nonneutral Cunent Sheet. Astrophys. J., 604:884-891.
Zirin, H. (1988). Astrophysics of the sun. Cambridge University Press.
