We characterize the degrees of freedom η X in a system with two multiple antenna transmitters and two multiple antenna receivers. With M antennas at all nodes we find ⌊ 4 3 M ⌋ ≤ η X ≤ 4 3 M . The MMK scheme [1] built upon successive decoding and/or dirty paper coding schemes is known to achieve the ⌊ 4 3 M ⌋ degrees of freedom. Interestingly, we find that simple zero forcing without dirty paper encoding or successive decoding, suffices to achieve the ⌊ 4 3 M ⌋ degrees of freedom as well. Compared to the interference channels, the multiple access channels and the broadcast channels that are contained in the X channel, each of which allows only M degrees of freedom, we show that the X channel allows a higher multiplexing gain by a factor of at most 
Introduction
There is recent interest in the available degrees of freedom in distributed MIMO communications.
While time, frequency and space all offer degrees of freedom, spatial dimensions are especially interesting for how they may be accessed with distributed processing. A number of possibilities arise in a wireless network with distributed nodes and with multiple (possibly varying across users) antennas at each transmitter and receiver. One can create non-interfering channels through spatial zero forcing, i.e. beamforming in the null space of interference signals. Successive decoding and dirty paper coding are powerful techniques that can also eliminate interference. Zero forcing, successive decoding and dirty paper coding techniques may be combined in many different ways across users, data streams and antennas to establish innerbounds on the maximum multiplexing gain. To determine the maximum multiplexing gain one also needs a converse, or an upperbound on the multiplexing gain that is not limited to specific schemes. In this work we provide achievability as well as converse arguments for the maximum multplexing gain in a MIMO X channel, i.e., a system with two transmitters, two receivers, each equipped with multiple antennas, where independent messages needs to be conveyed from each transmitter to each receiver.
Previous work by several authors has determined the maximum multiplexing gain for various multiuser MIMO systems. For the single user point to point MIMO channel with M 1 transmit and N 1 receive antennas the maximum multiplexing gain is known to be min(M 1 , N 1 ). For the two user MIMO multiple access channel with N 1 receive antennas and M 1 , M 2 transmit antennas at the two transmitters, the maximum multiplexing gain is max(M 1 + M 2 , N 1 ). Thus, the multiplexing gain is the same as the point to point MIMO channel with full cooperation among all transmit antennas. The two user broadcast channel with M 1 transmit antennas and N 1 , N 2 receive antennas has a maximum multiplexing gain of max(M 1 , N 1 + N 2 ) which is the same as the point to point MIMO channel obtained with full cooperation between the two receivers. The multiplexing gain for two user MIMO interference channels is considered in [4] . It is shown that for a (M 1 , N 1 , M 2 , N 2 ) MIMO interference channel (i.e. a MIMO interference channel with M 1 , M 2 antennas at the two transmitters and N 1 , N 2 antennas at their respective receivers), the maximum multiplexing gain is
The MIMO multiple access (MAC) and broadcast (BC) channels show that there is no loss in degrees of freedom even if antennas are distributed among users at one end (either transmitters or receivers) making joint signal processing infeasible, as long as joint signal processing is possible at the other end of the communication link. However the MIMO interference channel (IC) shows that if antennas are distributed at both ends then the degrees of freedom can be severely limited.
For example, consider a MIMO MAC or BC where the total number of transmit antennas is n and the total number of receive antennas is also n. Regardless of how the transmit or receive antennas are distributed among two users, both the multiple access channel and the broadcast channel are capable of achieving the maximum multiplexing gain of n. However, consider the (1, n − 1, n − 1, 1) interference channel which also has a total of n transmit antennas and n receive antennas, but the maximum multiplexing gain of this interference channel is only 1. Thus, distributed processing at both ends severely limits the degrees of freedom.
Researchers have also explored if some of the loss in multiplexing gain from distributed processing can be recovered by allowing noisy communication links between distributed transmitters or distributed receivers so that they can cooperate and share information. These investigations have primarily focused on single antenna nodes. The two user interference channel with single antennas at all nodes is considered by Host-Madsen [2] . It is shown that the maximum multiplexing gain is only equal to one even if cooperation between the two transmitters or the two receivers is allowed via a noisy communication link. Host-Madsen and Nosratinia [3] show that even if communication links are introduced between the two transmitters as well as between the two receivers the highest multiplexing gain achievable is equal to one. These results are somewhat surprising as it can be shown that with ideal cooperation between transmitters (broadcast channel) or with ideal cooperation between receivers (multiple access channel) the maximum multiplexing gain is equal to 2.
An interesting result is recently obtained by Maddah-Ali, Motahari and Khandani in [1] for the two user MIMO X channel with three antennas at all nodes. The MIMO X channel is physically identical to the MIMO interference channel. However, in the interference channel there are only two messages (M 11 from transmitter 1 to receiver 1 and M 22 from transmitter 2 to receiver 2) whereas in the X channel there are two additional messages, M 21 from transmitter 1 to receiver 2 and M 12 from transmitter 2 to receiver 1. The X channel is interesting because it combines elements of interference, multiple access and broadcast channels into one general scenario. The results of [4] establish that with 3 antennas at all nodes, the maximum multiplexing gain for each of the MIMO IC, MAC and BC channels contained within the X channel is 3. However, for the MIMO X channel with 3 antennas at all nodes, the MMK scheme is able to achieve 4 degrees of freedom, thereby strictly surpassing what is achievable on the interference, multiple access and broadcast components individually.
The natural questions that arise are the following: In terms of maximum multiplexing gain, what is the optimal scheme for the MIMO X channel? Is the MMK scheme optimal? How far is the MMK scheme from the maximum multiplexing gain? Is zero forcing optimal on the X channel?
For example, we would like to know if it is possible to achieve a multiplexing gain of more than 4 on the MIMO X channel with 3 antennas at all nodes? These are all open questions that we answer in this work.
A summary of our results is as follows: We show that at least three fourths of the maximum multiplexing gain of the MIMO X channel can be achieved by at least one of the MAC, BC and IC components. The difference between the degrees of freedom achievable with MAC, BC and IC components and the X channel is maximized when M 1 = M 2 = N 1 = N 2 = M . For this case we combine an achievability argument based on the MMK scheme together with a converse to show
Interestingly we show that a simple zero forcing scheme suffices to achieve the ⌊ 4 3 M ⌋ degrees of freedom. Thus, we establish that the MIMO X channel allows a multiplexing gain upto 4/3 times larger than that achieved by the MAC, BC and IC components and that zero forcing achieves the maximum multiplexing gain rounded down to the closest integer value.
The MIMO X, Z and Interference Channels
The X, Z and interference channels are physically the same channel, given by the input output equations:
where Y [1] is the N 1 × 1 output vector at receiver 1, Y [2] is the N 2 × 1 output vector at receiver 2, ] is the N 1 × 1 additive white Gaussian noise (AWGN) vector at receiver 1, N [2] is the N 2 × 1 AWGN vector at receiver 2, X [1] is the M 1 × 1 input vector at transmitter 1, X [2] is the M 2 × 1 input vector at transmitter 2, H [11] is the N 1 × M 1 channel matrix between transmitter 1 and receiver 1, H [22] is the N 2 × M 2 channel matrix between transmitter 2 and receiver 2, H [12] is the N 1 × M 2 channel matrix between transmitter 2 and receiver 1, and H [21] is the N 2 × M 1 channel matrix between transmitter 1 and receiver 2. We assume non-degenerate channel matrices, i.e., all channel matrices are full rank. Perfect channel knowledge is available to all transmitters and receivers. In general, there may be four independent messages in the system:
where M ij represents a message from transmitter j to receiver i. The distinction between the X, Z and interference channels is made purely based on the constraints on the messages. The X channel is the most general case where all messages are allowed. The interference channel is a special case of the X channel with the constraint M 12 = M 21 = φ, i.e. there is no message to be communicated from transmitter 1 to receiver 2 or from transmitter 2 to receiver 1. Finally, the Z channel is another special case of the X channel with the added constraint that M 21 = φ and M 11 is available to receiver 2. Thus, there is no message from transmitter 1 to receiver 2 and receiver 2 knows the message from transmitter 1 to receiver 1 which allows it to reconstruct and eliminate the interference from transmitter 1.
The power at each transmitter is assumed to be equal to ρ. We indicate the size of the message set by |M ij (ρ)|. For codewords spanning n channel uses, the rates R ij (ρ) = log |M ij (ρ)| n are achievable if the probability of error for all messages can be simultaneously made arbitrarily small by choosing an appropriately large n. We can therefore define the degrees of freedom η X , η Z , η I for the X, Z and interference channels respectively as follows:
where the maximization is over all achievable rates. Clearly,
Converse
In order to obtain a converse for the X channel we start with the Z channel and derive an upperbound on its sum rate in terms of the sum rate of a corresponding multiple access channel (MAC).
Degrees of freedom on the MIMO Z channel
Theorem 1 If N 1 ≥ M 2 , then for the Z channel described above, the sum capacity is bounded above by that of the corresponding MAC channel from transmitters 1 and 2 to receiver 1 and with
.
Proof:
The proof is similar to the proof for Theorem 1 in [4] . In the original Z channel, receiver 1 must decode message M 11 and M 12 . Since M 11 is the only message sent from transmitter 1, decoding M 11 allows receiver 1 to eliminate transmitter 1's contribution to the received signal.
By reducing the noise at receiver 1 we make receiver 1 less noisy than receiver 2. This can be done only if M 2 ≤ N 1 because otherwise, no matter how small the noise, it is possible for transmitter 2 to transmit to receiver 2 along the null space of its channel to receiver 1. Since receiver 2 is able to decode M 22 and receiver 1 has a less noisy version of receiver 2's output, it can also decode M 22 . Thus, receiver 1 in the resulting multiple access channel is able to decode all three messages M 11 , M 12 , M 22 and its sum-rate cannot be smaller than the original Z channel.
The following corollary is a direct consequence of Theorem 1.
Proof: If N 1 ≥ M 2 then from Theorem 1 the sum capacity is bounded by the MAC with N 1 receive antennas. If N 1 < M 2 let us add more antennas to receiver 1 so that the total number of antennas at receiver 1 is equal to M 2 . Additional receive antennas cannot hurt so the converse argument is not violated. The sum capacity of the resulting Z channel is bounded above by the MAC with M 2 receive antennas. The multiplexing gain on a MAC cannot be more than the total number of receive antennas. Therefore, in all cases η Z ≤ max(M 2 , N 1 ).
Degrees of freedom on the MIMO X channel
The converse result is presented in the following theorem.
Proof: The terms M 1 +M 2 and N 1 +N 2 represent trivial outerbounds as the multiplexing gain cannot be larger than that of a MIMO channel obtained by full cooperation between all transmitters and full cooperation between all receivers. The bound imposed by the third term is obtained as follows.
From the X channel we can form 4 different Z channels by eliminating one of the 4 messages. Eliminating one message cannot hurt the multiplexing gain of other messages. Therefore, the maximum multiplexing gain for each Z channel results in an upperbound on the sum of the corresponding 3 messages. From Corollary 1 we have max lim
Summing up the equations we have:
MAC-BC-IC Innerbound
Since the MIMO MAC, BC and interference channels are contained in the MIMO X channel and the maximum multiplexing gain for each of these channels is known, we can identify the following MAC-BC-IC innerbound η M BI on the maximum multiplexing gain of the MIMO X channel.
The first two inequalities represent the achievable multiplexing gain for the multiple access channels contained in the X channel. The second set of two inequalities represent the achievable multiplexing gain for the broadcast channels contained in the X channel. The last set of two inequalities represent the achievable multiplexing gain for the interference channels contained in the X channel. The union of these innerbounds can be collectively defined as the MAC-BC-IC innerbound η M BI and can be simplified into the following form:
The following theorem narrows the gap between the innerbound and the outerbound on the multiplexing gain for the MIMO X channel.
Theorem 3
The upperbound on the multiplexing gain of the X channel cannot be more than 4/3 times the MAC-BC-IC innerbound:
, (2) with equality only if
Proof: The proof is straightforward since,
with equality only if
Corollary 2
Proof: Since the RHS is an upperbound on η X , the proof of Corollary 2 follows directly from the statement of Theorem 3.
Therefore, we have established that zero forcing techniques can achieve at least three fourths of the maximum multiplexing gain of the MIMO X channel. The most interesting case is when
when the difference between the η M BI innerbound and the η X upperbound is maximized. The MAC, BC and IC components achieve only M degrees of freedom while η X upperbound is 4 3 M . The difference can be significant. For example with M = 3, 6, 9, η M BI = 3, 6, 9 respectively, but the upperbound says that η X may be as high as 4, 8 and 12 respectively. In the following section we show that indeed the upperbound is tight in these cases and while purely MAC, BC and IC schemes are not optimal, a specialized scheme for the MIMO X channel, called the MMK scheme, achieves the maximum multiplexing gain. Henceforth, we restrict our analysis to the case M 1 = M 2 = N 1 = N 2 = M and discuss the MMK scheme that can achieve the maximum possible multiplexing gain 
Achievability -Zero Forcing and the MMK scheme
The MMK (Maddeh-Ali-Motahari-Khandani) scheme is an elegant coding scheme for the MIMO X channel. In the paper [1] Maddeh-Ali, Motahari and Khandani take a novel approach towards the MIMO X channel, recognizing the broadcast channel, multiple access channel, and the interference channel as elemental components contained within the X channel. Different schemes are known to be optimal for these channels. Dirty paper coding is optimal on the MIMO broadcast channel.
Successive decoding is optimal on the MIMO multiple access channel. While the optimal scheme is not known for the entire capacity region of the MIMO interference channel, zero forcing is optimal in the sense that it achieves the maximum multiplexing gain. The ingenuity of the MMK scheme is how it takes advantage of the MAC, BC and IC components to create a specialized scheme for the X channel that combines zero forcing, dirty paper coding and successive decoding. In [1] it is shown that for a MIMO X channel with 3 antennas at all nodes, a multiplexing gain of 4 is achievable by a combination of dirty paper coding, successive decoding and zero forcing.
In this section we show that a simple zero forcing scheme that does not require dirty paper coding or successive decoding suffices to achieve the 4 degrees of freedom on the MIMO X channel with 3 antennas at all nodes. The zero forcing scheme is motivated by an overlapping interference space idea due to Maddah-Ali, Motahari and Khandani. The key is to make the range space of the interference streams overlap perfectly at the receiver where they are not desired while they continue to be separable through zero forcing at intended receivers. For simplicity of exposition, as in [1] , let us start with the M = 3 case. The notation is similar to [1] . In particular, d ij represents the encoded stream for the message from transmitter j to receiver i and v ij represents the corresponding modulation vector. Note that no dirty paper coding is needed, i.e. all the streams are independently encoded. The output equation is:
Now let us pick the modulation vectors in the following way:
• v 11 is a unit vector orthogonal to the first two rows of H [21] . The projection of v 11 along the third row of H [21] is denoted as c 11 .
• v 12 is a unit vector orthogonal to the first two rows of H [22] . The projection of v 12 along the third row of H [22] is denoted as c 12 .
• v 21 is a unit vector orthogonal to the first two rows of H [11] . The projection of v 21 along the third row of H [11] is denoted as c 21 .
• v 22 is a unit vector orthogonal to the first two rows of H [12] . The projection of v 22 along the third row of H [12] is denoted as c 22 .
With this choice of modulation vectors the input output equations become:
Thus, by throwing away the third dimension of the received signals (i.e. ignoring the third receive antenna output at both receivers) we have two non-interfering 2 × 2 MIMO channels, each of which provides a multiplexing gain of 2 for an overall multiplexing gain of 4.
An interesting observation can be made here. Note that because each receiver throws away the received signal at the third antenna, the same zero forcing scheme works even when the receivers have only 2 antennas each. Thus, the (3, 2, 3, 2) MIMO X channel also has 4 degrees of freedom.
Similarly, it is also possible to design a zero forcing scheme to achieve 4 degrees of freedom For general M , the zero forcing scheme extends directly as follows. We write M = 3m + k where k is either 0, 1 or 2. Therefore ⌊ 4 3 M ⌋ = 4m + k. Now we assign m + k degrees of freedom to the message from transmitter 1 to receiver 1 while all other messages are assigned m degrees of freedom. This is done as follows.
• The modulation vectors for the m + k independently coded message streams from transmitter 1 to receiver 1 are v 1 11 , · · · , v m+k 11 , chosen to be linearly independent unit vectors orthogonal to the first 2m rows of H [21] . In 3m + k dimensional space it is always possible to find m + k vectors that are orthogonal to any given set of 2m vectors.
• The modulation vectors for the m independently coded message streams from transmitter 2 to receiver 1 are v 1 12 , · · · , v m 12 , chosen to be linearly independent unit vectors orthogonal to the first 2m + k rows of H [22] . In 3m + k dimensional space it is always possible to find m vectors that are orthogonal to any given set of 2m + k vectors.
• The modulation vectors for the m independently coded message streams from transmitter 1 to receiver 2 are v 1 21 , · · · , v m 21 , chosen to be linearly independent unit vectors orthogonal to the first 2m + k rows of H [11] .
• Finally, the modulation vectors for the m independently coded message streams from transmitter 2 to receiver 2 are v 1 22 , · · · , v m 22 , chosen to be linearly independent unit vectors orthogonal to the first 2m + k rows of H [12] .
Receiver 1 discards the signal vector components from all but the first 2m + k antennas while receiver 2 discards the signal vector components from all but the first 2m antennas, leading to a total of 4m + k interference free streams and therefore 4m + k degrees of freedom.
As shown for the previous example, the zero forcing scheme also provides 4m + k degrees of freedom for the (3m + k, 2m + k, 3m + k, 2m) and the (2m + k, 3m + k, 2m, 3m + k) MIMO X channels.
Combined with Theorem 2, we have established that for the two user MIMO X channel with M antennas at all transmitters and receivers, the maximum multiplexing gain η X is bounded above and below as ⌊ 
Conclusion
We explored the degrees of freedom in a system with two multiple antenna transmitters and two multiple antenna receivers. The general system, that we call the X channel, is especially interesting because the interference channel, the multiple access channel and the broadcast channels are special cases of this channel. We find that the maximum multiplexing gain on the X channel cannot exceed the maximum multiplexing gain of its constituent MAC, BC and IC channels by more than a factor of 4/3. The worst case for the isolated MAC, BC and IC perspective is when all nodes carry equal number of antennas M . In this case the MAC, BC and IC can achieve only M degrees of freedom, while the maximum multiplexing gain may be as high as 4 3 M . The MMK scheme is known to achieve a multiplexing gain of ⌊ 4 3 M ⌋ with a combination of dirty paper coding, successive decoding and zero forcing. Interestingly, we find that a simple zero forcing scheme that does not require dirty paper coding or successive decoding also achieves a multiplexing gain of ⌊ 4 3 M ⌋. It is not known if the maximum multiplexing gain for the MIMO X channel always takes an integer value. Therefore, it is not known if MMK scheme and the zero forcing scheme, both of which achieve the
