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The purpose of the paper is threefold:
 .1 To develop a useful error bound for the method of alternating projections
which is relatively easy to compute and remember;
 .2 To exhibit a counterexample to a conjecture of Kayalar and Weinert;
 .  .3 To show that in the case of at least three subspaces any error bound
which only depends on the angles between the various subspaces involved can
ne¨er be sharp. Q 1997 Academic Press
1. INTRODUCTION
 .The method of alternating projections MAP is an iterative scheme for
finding the best approximation to any given point in a Hilbert space from
the intersection of a finite collection of closed subspaces. More precisely,
let M , M , . . . , M by k G 2 closed subspaces in the Hilbert Space X, and1 2 k
for any closed subspace M let P denote the orthogonal projection ontoM
 .M. Then P x is the best approximation or nearest point in M to anyM
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w xx g X. The following theorem was established by von Neumann N for
w xk s 2 and by Halperin H for k G 2.
 .1.1. THEOREM von Neumann]Halperin . For each x g X,
n
klim P P ??? P x y P x s 0. 1.1.1 .  .  . .M M M F Mk k -1 1 1 inª`
 .  4kThat is, P x is the limit of the sequence x defined inductively byF M n1 i
x s x and1
x s P P ??? P x n s 1, 2, ??? , .  . .nq1 M M M nk k -1 1
which is obtained by determining best approximations onto the indi¨ idual
subspaces M in the cyclic manner.i
The von Neumann]Halperin theorem has proven useful in a wide
variety of areas of mathematics including solving linear equations
 .``Kaczmarz method'' , image reconstruction, linear prediction theory, and
 w x.computed tomography see, e.g., the survey of the first author D92 .
w xExamples have been given by Franchetti and Light FL and Bauschke,
w x  .Borwein, and Lewis BBL to show that the convergence in 1.1.1 may be
arbitrarily slow.
For each n s 1, 2, . . . , , we see that
n
5 5kP P ??? P x y P x F E n x 1.1.2 .  .  .  . .M M M F M kk ky1 1 1 i
for all x, where
n
kE n [ P P ??? P y P 1.1.3 .  . .k M M M F Mk ky1 1 1 i
is the smallest constant independent of x that works in the inequality
 .1.1.2 . It is important in many practical applications of the MAP to have
 .good estimates for the error bound E n . This would tell us, for example,k
how large an n is necessary to achieve a desired upper bound for
n
kP P ??? P x y P x . .  . .M M M F Mk ky1 1 1 i
The first estimate of this kind was made in the case when k s 2 by
w x  .Aronszajn A see Corollary 2.9 below who showed that
n 2 ny1P P y P F c M , M 1.1.4 .  . .M M M l M 1 22 1 1 2
 .for all n G 1, where c M , M is the ``cosine of the angle between the1 2
 .subspaces M and M '' see Definition 2.1 below . Unaware of Aronszajn's1 2
bound, and independently of each other, later researchers obtained upper
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 . nbounds for the left side of 1.1.4 that were not as sharp, namely, c M ,1
. w x w xM by Smith, Solmon, and Wagner SSW and Franchetti and Light FL ;2
n .w  .xy1 w x 2 ny1 .wc M , M 1 y c M , M by Youla Y ; and c M , M 1 y1 2 1 2 1 2
2 .xy1 w x w xc M , M by Deutsch D84 . Kayalar and Weinert KW gave a brief1 2
and elegant operator-theoretic proof showing that the Aronszajn bound in
 .1.1.4 is actually sharp; that is,
n 2 ny1P P y P s c M , M . 1.1.5 .  . .M M M l M 1 22 1 1 2
w x w xBoth Smith, Solomon, and Wagner SSW and Kayalar and Weinert KW
 .also gave upper bounds for E n for any k G 2. The Smith]Solmon]k
Wagner bound is easy to compute and remember see Corollary 2.8
.below , while the Kayalar]Weinert bound is rather involved and generally
complicated to compute. More precisely, the Kayalar]Weinert bound for
 .the nth iterate E n is the minimum over four constants. Two of thesek
constants involve computing the product of nk factors and the other two
the product of 2nk factors. Moreover, the ith of these factors i s 1,
.2, ??? involves computing the sum of i terms each of which is made up of
quotients of terms involving the cosines of the angles between the various
subspaces involved. In contrast to this, the bound in Theorem 2.7 below is
the minimum of three constants each of which involves the product of at
most k terms. Further, each of these k terms only involves a single cosine
 .of the angle between certain of the subspaces . In particular, the amount
of computation for the Kayalar]Weinert bound for the nth iterate in-
creases with n. But the amount of computation involved in computing the
bound of Theorem 2.7 is fixed and is independent of n.
 .In this paper, we present an upper bound for the error E n for anyk
 .k G 2 that is easy to compute and recall see Theorem 2.7 below . In
 .particular, it yields the sharp bound 1.1.4 when k s 2, and implies the
 .Smith]Solmon]Wagner bounds for general k Corollary 2.8 . It also
agrees with the Kayalar]Weinert bound for a large and important class of
  . .subspaces. See Remark 1 following Corollary 2.10 . Mainly because of
the complicated form of the Kayalar]Weinert bound, we have not been
able to determine what, if any, relationship exists between their bound and
ours; but we have constructed an example in which their bound is sharp
 .and ours is not Example 3.8 . In Section 3 we construct a counterexample
w xto a conjecture of Kayalar and Weinert KW . In fact, the example shows
w x w xthat none of the known bounds given in SSW , KW and given here can
be sharp for k G 3. In Section 4 we observe that all these error bounds can
be used, more generally, for a collection of affine sets, not necessarily
linear subspaces.
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2. BASIC RESULTS
 .Throughout this paper X will always denote a real or complex Hilbert
space and M , M , . . . , M closed linear subspaces. It is well known see,1 2 k
w x .e.g., Au, p. 20, Theorem 2 that the orthogonal projection P onto anyN
 2 .  U .closed subspace N is idempotent P s P , self-adjoint P s P , andn N N N
 .P x is the unique best approximation or nearest point to x from N.N
 .Further, P x is characterized as that point in N with the property thatN
x y P x g N H , 2.0.1 .  .N
where
H <  : 4N [ z g X z , y s 0 for all y g N .
A key observation in determining upper bounds for the error bound
n
k HE n [ P P ??? P y P 2.0.2 .  . .k M M M F M .k ky1 1 1 i
 .n k His that the expression P P ??? P y P may be written as aM M M 1 F M .k ky1 1 i
 w x .product of projections see, e.g., KW, Lemmas 5 and 6 .
To see this, let M s F kM andi i
Q [ P H i s 1, 2, . . . , k . 2.0.3 .  .i M l Mi
Since M ; M , it follows that P commutes with P and P P s P si M M M M Mi i
P P . Hence P Hs I y P also commutes with each P . ThusM M M M Mi i
Q s P P H . 2.0.4 .i M Mi
Using these facts and the idempotency of the Q , we obtaini
n n
HP P ??? P y P s P P ??? P P .  .M M M M M M M Mk ky1 1 k ky1 1
n
Hs P P ??? P P .M M M Mk ky1 1
ns Q Q ??? Q .k ky1 1
ny1s Q Q ??? Q Q Q Q ??? Q . .  .k ky1 1 1 k ky1 1
2.0.5 .
 .From the identity 2.0.5 , we can easily deduce our first basic theorem.
2.1. THEOREM. Let M s F kM and1 i
Q s P H i s 1, 2, . . . , k . 2.1.1 .  .i M l Mi
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Then for n G 1,
n
P P ??? P y P .M M M Mk k -1 1
F abny1 F ancny1 F cn cn ??? cn cn -1 , 2.1.2 .1k 12 23 ky1, k 1k
where
5 5a [ Q Q ??? Q , 2.1.3 .k ky1 1
5 5b [ Q Q Q ??? Q , 2.1.4 .1 k ky1 1
and
5 5c [ Q Q i , j s 1, 2, . . . , k . 2.1.5 .  .i j i j
 .Proof. From 2.0.5 , we deduce
ny15 5E n s Q Q ??? Q Q Q Q ??? Q .  .  .k k ky1 1 1 k ky1 1
5 5 5 5 ny1 ny1F Q Q ??? Q Q Q Q ??? Q s abk ky1 1 1 k ky1 1
 .which proves the first inequality of 2.1.2 .
Using the idempotency of Q , we see thatk
5 5 5 5b s Q Q Q ??? Q s Q Q Q Q ??? Q .  .1 k ky1 1 1 k k ky1 1
5 5 5 5F Q Q Q Q ??? Q s c a.1 k k ky1 1 1k
Thus
ny1ny1 n ny1ab F a c a s a c .1k 1k
 .which proves the second inequality of 2.1.2 .
Finally, using the idempotency of all the Q 's, we obtaini
n 5 5 n 5 5 na s Q Q ??? Q s Q Q Q Q ??? Q Q .  .  .k ky1 1 k ky1 ky1 ky2 2 1
n
5 5 5 5 5 5F Q Q Q Q ??? Q Q .k ky1 ky1 ky2 2 1
s cn cn ??? cn . 2.1.7 .k , ky1 ky1, ky2 21
Since the Q are self-adjoint,i
5 5 5 5 5 5c s Q Q s Q Q * s Q Q s c , 2.1.8 . .i j i j i j j i ji
 .  .  .and hence the third inequality of 2.1.2 follows from 2.1.6 ] 2.1.8 .
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The usefulness of Theorem 2.1 stems from the fact that the c can bei j
computed in terms of ``angles between subspaces,'' and upper bounds on a
and b, which are often sharp, can also be computed in terms of these
angles. Before doing this, it is convenient to introduce two different
notions of ``angle'' between subspaces.
 .  w x.2.2. DEFINITIONS. 1 Friedrichs F . If M and N are closed subspaces
w xin X, the angle between M and N is the angle in 0, pr2 whose cosine is
defined by
H< : < < 5 5c M , N [ sup x , y x g M l M l N , x F 1, .  .
H 5 5y g N l M l N , y F 1 . . 4
 .  w x.2 Dixmier D The minimal angle between M and N is the angle in
w x0, pr2 whose cosine is defined by
< : < < 5 5 5 5 4c M , N [ sup x , y x g M , x F 1, y g N , y F 1 . .0
For convenience, we record some of the basic facts about angles that are
relevant to our work. For these and other results and applications, see the
w xexposition D95 .
 .  .  .2.3. LEMMA. 1 0 F c M, N F c M, N F 1.0
 .  .   .H  .H.2 c M, N s c M l M l N , N l M l N .0
 .  .3 c M, N - 1 if and only if M q N is closed.
 .  .  43 c M, N - 1 if and only if M l N s 0 and M q N is closed.0 0
 .  . 4 c M, N s 0 if and only if P and P commute. In this case,M N
.P P s P .M N M l N
 .  .   :4 c M, N s 0 if and only if M H N i.e., x, y s 0 for all0 0
.x g M, y g N if and only if P P s 0.M N
 .  . 5 5H5 c M, N s P P P .M N M l N .
 .  . 5 55 c M, N s P P .0 0 M N
 .  .  .Remarks. Statements 1 and 2 are obvious. Statement 3 is a conse-
w x  w x .quence of results of Deutsch D84 and Simonic see BB, Lemma 4.10 ,Ï
 . w x  .  . w xwhile 3 is a special case of D84 . Statements 4 and 5 are from D840
 .and it is not known who first proved 5 . The first equivalence of0
 . w xstatement 4 appeared in D95 while the second is well known, but the0
author is unknown to us.
Another fact about angles which will prove useful is stated now. It seems
to be new.
2.4. LEMMA. Let M, N, and S can be closed subspaces of X such that
S ; M l N. Then
c M , N s c M l S H , N l S H . 2.4.1 .  .  .
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Proof. It is easy to verify that
HM l N s M l N l S q M l N l M l N l S .  .
s S q M l N l S H .
Since the orthogonal complement of a sum of subspaces is the intersection
of the orthogonal complements, we obtain
H HH H H Hw xM l N s S q M l N l S s S l M l N l S . .  .
It follows that
HH H Hw xM l M l N s M l S l M l N l S 2.4.2 .  .  .
and
HH H Hw xN l M l N s N l S l M l N l S . 2.4.3 .  .  .
 .  .The result now follows from Eqs. 2.4.2 ] 2.4.3 and the definitions of
H H .  .c M, N and c M l S , N l S .
Before stating our main rate of convergence theorem, it is convenient to
first recall a useful inequality concerning the norm of a product of
w xprojections. It is due to Kayalar and Weinert KW, Lemma 3 .
 .2.5. LEMMA Kayalar and Weinert . Let M and N be any closed sub-
spaces in the Hilbert space X, and let T by any bounded linear operator on X.
Then
2 2 22 25 5 5 5 5 5P P T F c M , N P T q 1 y c M , N P T . 2.5.1 .  .  .M N N M l N
2.6 LEMMA. Let M , M , . . . , M be closed subspaces, M s F kM , and1 2 k 1 i
1r2ky1 k
2a M , M , . . . , M [ 1 y 1 y c M , M . 2.6.1 .  . F1 2 k i j 5 /is1 jsiq1
Then
1r2ky1 kyi
2a M , M , . . . , M s 1 y 1 y c M , M . .  Fk ky1 1 kq1yi j 5 /is1 js1
2.6.2 .
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and
5 5H H HP P ??? PM l M M l M M l M1 2 k
F min a M , M , . . . , M , a M , M , . . . , M . 2.6.3 4 .  .  .1 2 k k ky1 1
 .  .Proof. Equation 2.6.2 follows from 2.6.1 by making the transforma-
 . 5 5 5 5tion M ª M i s 1, 2, . . . , k . Next note that since T* s T fori kq1yi
any bounded linear operator T and since projections are self-adjoint, we
have that
5 5 5 5H H H H H HP P ??? P s P P ??? P .M l M M l M M l M M l M M l M M l M1 2 k k ky1 1
 .Thus to verify 2.6.3 , if suffices to prove
5 5H H HP P ??? P F a M , M , . . . , M 2.6.4 .  .M l M M l M M l M 1 2 kk ky1 1
 .To verify 2.6.4 , we proceed by induction on k. For k s 1,
5 5 5 5HP s P s 0 s a M . .M l M 04 11
 .Assume 2.6.4 holds for any collection of k subspaces. If M , M , . . . , M1 2 kq1
are k q 1 subspaces and M s F kq1M , we apply Lemmas 2.5 and 2.4 to1 i
obtain
5 5 2H H HP P ??? PM l M M l M M l Mkq 1 k 1
2 H H 5 5 2H HF c M l M , M l M P ??? P .kq1 k M l M M l Mk 1
2 H Hq 1 y c M l M , M l M .kq1 k
=5 5 2H H HP P ??? PM l M l M M l M M l Mkq 1 k ky1 1
2 5 5 2H Hs c M , M P ??? P .kq1 k M l M M l Mk 1
22 5 5H H Hq 1yc M , M P P ??? P .kq1 k M l M l M M l M M l Mkq 1 k ky1 1
2 2F c M , M q 1 y c M , M .  .kq1 k kq1 k
=5 5 2H H HP P ??? P .M l M l M M l M M l Mkq 1 k ky1 1
Now set N s M for i s 1, 2, . . . , k y 1, N s M l M , and N si i k k kq1
F kN . Then N s F kq1M s M and for 1 F i F k y 1,1 i 1 i
k kq1
c N , N s c M , M .F Fi j i j /  /jsiq1 jsiq1
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By the induction hypothesis,
2
H H HP P ??? PM l M l M M l M M l Mkq 1 k ky1 1
2
H H Hs P P ??? PN l N N l N N l Nk ky1 1
ky1 k
2 2F a N , N , . . . , N s 1 y 1 y c N , N .  F1 2 k i j 5 /is1 jsiq1
ky1 kq1
2s 1 y 1 y c M , M . Fi j 5 /is1 jsiq1
Thus
2
H H HP P ??? PM l M M l M M l Mkq 1 k 1
2 2F c M , M q 1 y c M , M .  .kq1 k kq1 k
ky1 kq1
2= 1 y 1 y c M , M Fi j 5 /is1 jsiq1
k kq1
2 2s 1 y 1 y c M , M s a M , M , . . . , M . . i j 1 2 kq1 5 /is1 jsiq1
 .This completes the induction step and hence verifies 2.6.4 .
Remark. The fact that
H H HP P ??? P F a M , M , . . . , M .M l M M l M M l M 1 2 k1 2 k
wis reminiscent of a result of Smith, Solmon, and Wagner SSW, Theorem
x2.2 .
Now we come to our main error bound. It is an upper bound for the
 .error E n in terms of the angles between the subspaces involved.k
2.7. THEOREM. Let M , M , . . . , M be closed subspaces, M s Fk M ,1 2 k 1 i
 H H.g :s c M l M , M l M ,i j 0 i j
1r2
ky1 k¡
2~a [ min 1 y 1 y c M , M , Fi j 5¢  /is1 jsiq1
1r2
ky1 kyi ¦
2 ¥1 y 1 y c M , M , Fkq1yi j 5 § /is1 js1
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and
1r22 2 2 2b [ a c M , M q 1 y c M , M m , .  . .1 k 1 k
where
ky1 k
2 2m [ min 1 y 1 y c M , M l M , Fi j 1  /is1 jsiq1
ky1
21 y 1 y c M l M , MF1 k j /js1
ky1 kyi
2= 1 y c M , M . Fkq1yi j 5 /is2 js1
Then
n
P P ??? P y P .M M M Mk ky1 1
F min ab ny1 , a ng ny1 , g n g n ??? g n , g ny1 , 2.7.1 . 41k 12 23 ky1, k 1k
for n s 1, 2, . . . .
Proof. Let Q s P H for each i. The result will follow from Theo-i M l Mi
rem 2.1 when we show that
5 5 H HQ Q s c M l M , M l M , 2.7.2 . .i j 0 i j
5 5Q Q ??? Q F a , 2.7.3 .k ky1 1
and
5 5Q Q Q ??? Q F b . 2.7.4 .1 k ky1 1
 .  .But 2.7.2 is a consequence of Lemma 2.3 5 . Further, since0
a s min a M , M , . . . , M , a M , M , . . . , M 4 .  .1 2 k k ky1 1
  .  ..  .where a M , M , . . . , M is defined as in 2.6.1 , 2.7.3 follows from1 2 k
Lemma 2.6.
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 .To verify 2.7.4 , apply Lemma 2.5 to get
5 5 2 2 H H 5 5 2Q Q Q ??? Q F c M l M , M l M Q Q ??? Q .1 k ky1 1 1 k k ky1 1
2 H Hq 1 y c M l M , M l M .1 k
=5 5 2HP Q ??? QM l M l M ky1 11 k
2 5 5 2s c M , M Q Q ??? Q .1 k k ky1 1
22 5 5Hq 1yc M , M P Q ???Q .1 k M l M l M ky1 11 k
by Lemma 2.4 .
2 2 2F c M , M a q 1 y c M , M .  .1 k 1 k
=5 5 2H H HP P ??? PM l M l M M l M M l M1 k ky1 1
by 2.7.3 . . .
Setting N s M for 1 F i F k y 1, N s M l M , and N s F kN , wei i k 1 k 1 i
k  k .  k .see that N s F M s M, c N , F N s c M , F M l M for1 i i jsiq1 j i jsiq1 j 1
all 1 F i F k y 1, and
5 5 2H H HP P ??? PM l M l M M l M M l M1 k ky1 1
5 5 2H H Hs P P ??? PN l N N l N N l Nk ky1 1
F min a 2 N , N , . . . , N , a 2 N , N , . . . , N .  . 41 2 k k ky1 1
By Lemma 2.6. Further,
ky1 k
2 2a N , N , . . . , N s 1 y 1 y c N , N .  F1 2 k i j 5 /is1 jsiq1
ky1 k
2s 1 y 1 y c M , M l M Fi j 1 5 /is1 jsiq1
and similarly
ky1 kyi
2 2a N , N , . . . , N s 1 y 1 y c N , N .  Fk ky1 1 kq1yi j 5 /is1 js1
ky1
2s 1 y 1 y c M l M , MF1 k j /js1
ky1 kyi
2= 1 y c M , M Fkq1yi j /is2 js1
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if k ) 2, and
a 2 N , N s c2 N , M s c2 M l M , M s 0 .  .  .2 1 2 1 1 2 1
if k s 2. It follows that
5 5 2 2H H HP P ??? P F mM l M l M M l M M l M1 k ky1 1
and hence
2 2 2 2 2 25 5Q Q Q ??? Q F c M , M a q 1 y c M , M m s b . .  .1 k ky1 1 1 k 1 k
 .This proves 2.7.4 .
Our first consequence of Theorem 2.7 shows that the upper bound on
 .  .E n in 2.7.1 is at least as sharp as the corresponding bound of Smith,k
w xSolomon, and Wagner SWW, Theorem 2.2 .
 .2.8. COROLLARY Smith, Solmon, and Wagner . Let
1r2
ky1 k
2c s 1 y 1 y c M , M . Fi j 5 /is1 jsiq1
Then
n n
kP P ??? P y P F c n s 1, 2, . . . . 2.8.1 .  . .M M M F Mk ky1 1 1 i
Proof. Clearly, a F c, where a is defined as in Theorem 2.7. By
Theorem 2.7,
n n ny1 n n
kP P ??? P y P F a g F a F c . .M M M F M 1kk ky1 1 1 i
w xWhen k s 2, we recover a result of Aronszajn A, p. 379 .
 .2.9. COROLLARY Aronszajn . For any pair of closed subspaces M , M ,1 2
n 2 ny15 5P P y P F c M , M 2.9.1 .  . .M M M l M 1 22 1 1 2
for n s 1, 2, . . . .
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 .Proof. By Theorem 2.7 and Lemma 2.3 2 , we obtain
n
5 5P P y P .M M M l M2 1 1 2
F g n g ny1 s g 2 ny1 s c2 ny1 M l M H , M l M H .12 12 12 0 1 2
s c2 ny1 M , M . B .1 2
wRemark. As noted in the Introduction, Kayalar and Weinert KW,
xTheorem 2 gave a direct operator-theoretic proof which showed that the
 .bound in 2.9.1 is sharp, that is, equality holds:
n 2 ny15 5P P y P s c M , M . .M M M l M 1 22 1 1 2
for n s 1, 2, . . . .
Another application of Theorem 2.7 is
2.10 COROLLARY. Suppose that
H  4M l M l M s 0 for all i / j. 2.10.1 .i j
Then
n
5 5P P ??? P y P .M M M Mk ky1 1
F cn M , M cn M , M ??? cn M , M cny1 M , M .  .  .  .1 2 2 3 ky1 k k 1
2.10.2 .
for n s 1, 2, . . . .
Proof. Theorem 2.7 implies that
n n n n ny15 5P P ??? P y P F g g ??? g g . .M M M M 12 23 ky1, k 1kk ky1 1
 .But Lemma 2.4 and 2.10.1 imply that, for all i / j,
g s c M l M H , M l M H s c M l M H , M F M H s c M , M . . .  .i j 0 i j i j i j
This completes the proof.
As an immediate consequence of Corollary 2.10, we deduce a result of
w xKayalar and Weinert KW, Sect. 6.II .
 .2.11. COROLLARY Kayalar and Weinert . Suppose that
H  4M l M l M s 0 i s 1, 2, . . . , k . .i j /
j/i
 .Then 2.10.2 holds.
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 .Remarks. 1 Actually, Kayalar and Weinert phrased their hypothesis as
``M l M H , M l M H , . . . , M l M H are independent subspaces.'' Recall1 2 k
that a collection of subspaces G , G , . . . , G is called independent if1 2 k
g g G for all i and k g s 0 implies that g s 0 for all i. It is not hard toi i 1 i i
 .  4show that G , . . . , G are independent iff G l  G s 0 for each i.1 k i j/ i j
H H  .Thus M l M , . . . , M l M are independent iff 2.11.1 holds.1 k
 .  .  .2 When k s 2, the conditions 2.10.1 and 2.11.1 are automatically
 .  .satisfied and the results 2.10.2 reduces to 2.9.1 which is sharp. Based on
w xthis and other empirical evidence, Kayalar and Weinert KW, Sect. 6.IV
conjectured that the bound given in Corollary 2.11 is sharp. However, in
the next section, we provide a counterexample to this conjecture.
 .3 Since Corollary 2.11 was an immediate consequence of Corollary
2.10 which in turn followed from Theorem 2.7, it follows that the error
 .bounds obtained by Theorem 2.7 in the case when 2.11.1 holds are at
least as sharp as those of Kayalar and Weinert.
3. EXAMPLES
In this section we give an example which disproves a conjecture of
Kayalar and Weinert. In fact, we can show that, when k G 3, it is not
 .possible in general to express the error bound E n as a function of all thek
possible angles between the subspaces in question!
 .  .Thoughout this section, l N will denote real Euclidean N-space, and2
 . e , e , . . . , e will denote the standard unit basis vectors: e j s d i,1 2 N i i j
.j s 1,2, . . . , N . Since most of the examples have some common features, it
is convenient to first state some general facts. Let k G 2 and let M ,1
 .M , . . . , M be d-dimensional subspaces in l N having the properties2 k 2
<M [ span x s s 1,2, . . . , d i s 1, 2, . . . , k , 3.0.1 4  .  .i i s
5 5x s 1 for all i , s, 3.0.2 .i s
 :x , x s 0 whenever s / r , 3.0.3 .i s jr
and
< : <x , x - 1 for every i , j, s with i / j. 3.0.4 .i s js
 4These conditions imply, in particular, that x , x , . . . , x is an orthonor-i1 i2 i d
mal basis for M and x / "x whenever i / j.i i s js
In Lemmas 3.1]3.4 below is is assumed that the subspaces M ,1
4  .  .M , . . . , M ha¨e properties 3.0.1 ] 3.0.4 .2 k
 43.1. LEMMA. M l M s 0 whene¨er i / j.i j
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 4Proof. If x g M l M _ 0 , theni j
d d
 :  :x s x , x x s x , x x , i s i s js js
ss1 ss1
d d
2 2 2< : < 5 5 < : <x , x s x s x , x , i s js
ss1 ss1
 :and x, x / 0 for some s . Theni s 00
d
 :  : :  : :x , x s x , x x , x s x , x x , xi s js js i s js js i s0 0 0 0 0
ss1
implies
< : < < : < < : < < : <x , x s x , x x , x - x , xi s js js i s js0 0 0 0 0
and for any r s 1, 2, . . . , d,
d
 :  : :  : :x , x s x , x x , x s x , x x , xi r js js i r jr jr i r
ss1
implies
< : < < : < < : < < : <x , x s x , x x , x - x , x .i r jr jr i r jr
Thus
d d
2 2< : < < : <x , x - x , x , i r jr
rs1 rs1
which is a contradiction.
3.2 LEMMA. For any distinct indices i and j,
< : <c M , M s max x , x . 3.2.1 . .i j i s js
s
Proof. Assume i / j. By Lemma 3.1, we can write
< : < < 5 5 5 5c M , M s sup x , y x g M , x F 1, y g M , y F 1 . 3.2.2 . 4 .i j i j
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 .  .  .Applying the properties 3.0.1 ] 3.0.3 , we deduce that c M , M is equali j
to
2
  :  : : < :sup x , x x , y , x x x , x F 1,  i s i s jr jr i s
s r s
< : < 2y , x F 1 jr 5
r
2 : : : < : <s sup x , x y , x x , x x , x F 1, i s js i s js i s
s s
< : < 2y , x F 1 jr 5
r
2< : : < < : < < : <F sup x , x y , x max x , x x , x F 1, i s js i r jr i s rs s
< : < 2y , x F 1 jr 5
r
< : <F max x , x using Schwarz's inequality . .i r jr
r
5 5 5 5On the other hand, since x g M , x g M , and x s 1 s x for alli r i jr j i r jr
 .  . < : <  .r, it follows by 3.2.2 that c M , M G max x , x and hence 3.2.1i j r i r jr
must hold.
3.3. LEMMA. For each n G 1,
ky1
n n ny1 :  :P P ??? P x s x , x x , x x 3.3.1 .  . . M M M 1 s js jq1, s k s 1 s k sk ky1 1  /js1
for s s 1, 2, . . . , d.
 .Proof. First recall that the best approximation in M to any x g l Ni 2
is its Fourier expansion in M :i
d
 :P x s x , x x . . M i s i si
ss1
Hence
d
 :  :P x s x , x x s x , x x . M jr jr i s i s jr i r i ri
ss1
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 .for all i, j, and r, where we used property 3.0.3 for the last equality.
Using the fact that the metric projections P are linear, we deduce, by aMi
 .repeated application of 3.3.2 , that
ky1
 :P P ??? P x s x , x x . 3.3.3 .  . . M M M 1 s js jq1, s k sk ky1 1  /js1
 .  .This proves 3.3.1 when n s 1. A simple induction argument, using 3.3.2 ,
finishes the proof.
Our last lemma gives us a useful formula for computing the norm of the
 .n  .product P P ??? P and hence a formula for the error E n .M M M kk ky1 1
3.4. LEMMA. For each integer n G 1,
n
5 5E n s P P ??? P .  .k M M Mk ky1 1
ky1
ny1 n< : < < : <s max x , x x , x . 3.4.1 .k s 1 s js jq1, s 5s js1
k  4Proof. Since M s l M s 0 by Lemma 3.1, P s 0 and hence, using1 i M
Lemma 3.3, we obtain
n n
5 5 5 5E n s P P ??? P s sup P P ??? P x .  . .  .k M M M M M Mk ky1 1 k ky1 1
5 5x F1
d
n  :s sup P P ??? P x , x x . M M M 1 s 1 sk ky1 1  /
5 5x F1 ss1
d ky1
n ny1 :  :  :s sup x , x x , x x , x x 1 s js jq1, s k s 1 s k s /js15 5x F1 ss1
1r22d ky1
ny1 n : :  :s sup x , x x , x x , x 1 s k s 1 s js jq1, s
js15 5x F1 ss1
1r22d ky1
2 ny1 n< : < < : < < : <F sup x , x max x , x x , x 1 s k r 1 r jr jq1,r 5r js15 5x F1 ss1
ky1
ny1 n< : < < : <F max x , x x , x .k r 1 r jr jq1, r 5r js1
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Conversely, the above proof shows that, for each r,
1r22d ky1
ny1 n : :  :E n s sup x , x x , x x , x .  k 1 s k s 1 s js jq1, s
js15 5x F1 ss1
1r22d ky1
ny1 n : :  :G x , x x , x x , x 1 r 1 s k s 1 s js jq1, s
js1ss1
1r2ky1
ny1 2 n 2< : < < : <s x , x x , xk r 1 r jr jq1, r
js1
using property 3.0.3 . .
ky1
ny1 n< : < < : <s x , x x , x .k r 1 r jr jq1, r
js1
Since r was arbitrary,
ky1
ny1 n< : < < : <E n G max x , x x , x . k k r 1 r jr jq1, r 5r js1
 .and thus 3.4.1 is proved.
Kayalar and Weinert conjectured that the bound in Corollary 2.11 is
w x  .sharp KW, Sect. 6.IV . That is, they conjectured that if M l  M li j/ i j
H  4M s 0 for all i, then
n
5 5P P ??? P y P .M M M Mk ky1 1
s cn M , M cn M , M ??? cn M , M cny1 M , M . .  .  .  .1 2 2 3 ky1 k k 1
The following example is a counterexample to this conjecture.
3.5. EXAMPLE
Fix any numbers a , b with 0 - a F b - pr2 and define three 2-
 .dimensional subspaces in l 6 as2
 4M s span x , x i s 1, 2, 3 , .i i1 i2
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where
1
x s e q e , x s ysin b e q cos b e .  .  .11 1 3 12 4 5’2
x s cos a e q sin a e , x s cos b e q sin b e .  .  .  .21 1 2 22 4 5
1
x s ysin a e q cos a e , x s e q e . .  .  .31 1 2 32 4 6’2
 4  .  .It is easy to verify that M , M , M has properties 3.0.1 ] 3.0.4 . Also,1 2 3
one can readily verify that
H  4 H  4M l M q M l M s 0 , M l M q M l M s 0 , .  .1 2 3 2 1 3
and
H  4 3M l M q M l M s 0 , where M s l M . .3 1 2 1 i
Further,
1
 :  :x , x s cos a , x , x s 0,11 21 12 22’2
1
 :  :x , x s 0, x , x s cos b ,21 31 22 32 ’2
1 1
 :  :x , x s y sin a , x , x s y sin b .31 11 32 12’ ’2 2
By Lemma 3.2,
< : <c M , M s max x , x s s 1, 2 4 .1 2 1 s 2 s
1 1
s max cos a , 0 s cos a . 5’ ’2 2
Similarly,
1 1
c M , M s sin b and c M , M s cos b . .  .1 3 2 3’ ’2 2
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By Lemma 3.4,
n n
3E n s P P P y P s P P P .  .  .3 M M M F M M M M3 2 1 1 i 3 2 1
< : < n < : < n < : < ny1s max x , x x , x x , x s 0. 41 s 2 s 2 s 3 s 3 s 1 s
s
However,
cn M , M cn M , M cny1 M , M .  .  .1 2 2 3 3 1
3ny11 n ny1s cos a cos b sin b ) 0. .  . /’2
 .This example therefore shows that the inequality 2.10.2 may be strict.
 .The next example shows that the error bound 2.10.2 is false in general
 .without the hypothesis 2.10.1 .
 .  4  .3.6 EXAMPLE. In l 2 , let M s span e , M s l 2 , and M s span2 1 1 2 2 3
 4  .e q e . Then c M , M s 0 implies that1 2 1 2
cn M , M cn M , M cny1 M , M s 0. .  .  .1 2 2 3 3 1
3  4But since M [s F M s 0 and1 i
n1n
P P P e s e q e , . .M M M 1 1 23 2 1  /2
it follows that
n1n n ’5 5 5 5E n s P P P y P s P P P s 2 . .  .  .3 M M M M M M M3 2 1 3 2 1  /2
n ’ .  .Hence the left side of 2.10.2 is 1r2 2 ) 0 while the right side is 0!
 .Thus the hypothesis 2.10.1 cannot be removed in Corollary 2.10.
Because of the form of the error bounds given by Theorem 2.7, by
w xKayalar and Weinert KW, Sect. 6.II, p. 51 , and by Smith, Solmon, and
w xWagner SSW, Theorem 2.2 , it is natural to ask whether the error bound
n
kE n s P P ??? P y P .  .k M M M D Mk ky1 1 1 i
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can be expressed as a function of all the possible angles between the
 .subspaces involved. As was already noted in 2.9.2 , the answer is affirma-
tive in case k s 2 since then
n 2 ny15 5P P y P s c M , M . . .M M M l M 1 22 1 1 2
Thus it is perhaps surprising that the answer is negati¨ e in general when
k G 3. The following example verifies this.
3.7. EXAMPLE. Fix any angles a , b , g , and d with 0 - a , b , g - pr8
 .and pr8 - d - pr4. In l 8 , define three 4-dimensional subspaces as2
 4M s span x , x , x , x i s 1, 2, 3 .i i1 i2 i3 i4
where
x s e , x s ysin b e q cos b e , x e , x s e .  .11 1 12 3 4 13 5 14 7
x s cos a e q sin a e , x s cos b e q sin b e , .  .  .  .21 1 2 22 3 4
x s ysin g e q cos g e , x s cos d e q sin d e .  .  .  .23 5 6 24 7 8
x s ysin a e q cos a e , x s e , .  .31 1 2 32 3
x s cos g e q sin g e , x s cos d e y sin d e . .  .  .  .33 5 6 34 7 8
 4Then it is easy to verify that the subspaces M , M , M have the1 2 3
 .  .properties 3.0.1 ] 3.0.4 . Also, using Lemma 3.2, we obtain
 4c M , M s max cos a , 0, sin g , cos d s cos a , .1 2
 4c M , M s max sin a , sin b , cos g , cos d s cos g , .1 3
c M , M s max 0, cos b , 0, cos2 2d s cos b , 4 .2 3
 4c M , M l M s c M , 0 s 0, .  .1 2 3 1
 4c M , M l M s c M , 0 s 0, .  .2 1 3 2
and
 4c M , M l M s c M , 0 s 0. .  .3 1 2 3
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Finally, using Lemma 3.4, we deduce
n n
3E n s P P P y P s P P P .  .  .3 M M M F M M M M3 2 1 1 i 3 2 1
2 ny1 2 ns max 0, 0, 0 cos d cos 2d .  . 4
2 ny1 2 ns cos d cos 2d . .  .
Since the angles between the subspaces M and M , M and M , etc.,1 2 1 3
given above only depend on a , b , and g , and not on d , while the error
 .   .E n depends only on d which may be varied in pr8, pr4 independently3
.  .of a , b , and g , it follows that the error E n is not a function of the3
¨arious angles between the subspaces M , M , and M .1 2 3
 .In general, if k ) 3, define M , M , and M as above, and set M s l 81 2 3 i 2
 .for i s 4, 5, . . . , k. Then since P s I the indentity for i ) 3, exactly theMi
same proof as above shows that
2 ny1 2 nE n s cos d cos 2d . .  .  .k
 .Hence we conclude that E n is not a function of the ¨arious anglesk
between the subspaces M , M , . . . , M .1 2 k
In particular, we conclude that when k G 3, the bounds given by Smith,
w x wSolmon, and Wagner SSW, Theorem 2.2 , by Kayalar and Weinert KW,
x Sect. 6.II, p. 51 , and by Theorem 2.7 are not sharp in general. We should
note that the Kayalar]Weinert bounds also contain the norms of certain
projections. But these are always 0 or 1 and are independent of d in our
.example above.
Finally, we mention that Corollary 2.8 shows that the bounds given in
Theorem 2.7 are at least as sharp in general and strictly sharper when
. w x  .k s 2 than those of Smith, Solmon, and Wagner SSW . Also, Remark 3
 .following Corollary 2.11 shows that, under the assumption 2.11.1 , the
bounds of Theorem 2.7 are at least as sharp as those of Kayalar and
w xWeinert KW . However, we have not been able to determine the precise
relationship between the Smith]Solmon]Wagner bound and the
Kayalar]Weinert bound, and between the Kayalar]Weinert bound and
the bound in Theorem 2.7.
We do have two partial results which we state without proof. The first is
 .that when n s 1 and k G 2 arbitrary , the Kayalar]Weinert bound is at
least as sharp as that of Smith]Solmon]Wagner. Also, we have con-
 .structed an example in l 3 with k s 3 and n s 2 with the property that2
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the Kayalar]Weinert bound is sharp while that given by Theorem 2.7 is
not.
 .  43.8 EXAMPLE. In l 3 , let pr4 F u - pr2, M s span e , e ,2 1 2 3
M s span sin u e q cos u e , e , and 4 .  .2 1 2 3
H 4M s span e , e s M l M . .3 1 2 1 2
Then it can be shown that
 4c M , M s cos u , M :s M l M l M s 0 , .1 2 1 2 3
2 35 5P P P s cos u , .M M M1 2 3
3  .the Kayalar]Weinert bound is cos u which is sharp , and the bound
given by Theorem 2.7 is cos u 2 ) cos u 3.
4. GENERALIZATION TO AFFINE SETS
In this section we observe that the error bounds presented here, as well
w x w xas those of SSW and KW , can be applied when the closed subspaces are
replaced, more generally, by any collection of closed affine sets having a
nonempty intersection.
Let V , V , . . . , V be closed affine sets with the property that V [ F k V1 2 k 1 i
 .is not empty, say ¨ g V. Then there are unique closed linear subspaces0
 .M , M , . . . , M so that V s M q ¨ i s 1, 2, . . . , k and V s M q ¨ ,1 2 k i i 0 0
where M s l kM . Using the easily verified and well-known fact that1 i
P x s P x y ¨ q ¨ .  .M q¨ M 0 0i 0 i
for any x g X, it is simple to check that
n n
P P ??? P x y P x s P P ??? P x y ¨ .  .  . .  .V V V V M M M 0k ky1 1 k ky1 1
y P x y ¨ . .M 0
Since the expression on the right of this equality converges to 0 by the von
Neumann]Halperin theorem, it follows that the method of alternating
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projections is also con¨ergent in the case of closed affine sets ha¨ing a
nonempty intersection. Moreover, after n iterations, the error is given by
n
5 5P P ??? P x y P x .  . .V V y1 V Vk k 1
n
5 5s P P ??? P x y ¨ y P x y ¨ .  . .M M M 0 M 0k ky1 1
n
5 5 5 5F P P ??? P y P x y ¨ .M M y1 M M 0k k 1
5 5s E n x y ¨ . .k 0
 .Since we have given upper bounds for E n in Theorem 2.7, they may bek
used here to obtain an upper bound on
n
5 5P P ??? P x y P x . .  . .V V V Vk ky1 1
The case when V is empty is more subtle and can even lead to non-
 w x.convergent sequences see BBL, Sect. 5.7 .
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