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05 Metrics in the space of curves
A. Yezzi ⋆ A. C. G. Mennucci ⋆⋆
Abstract
In this paper we study geometries on the manifold of curves.
We define a manifold M where objects c ∈ M are curves, which we
parameterize as c : S1 → lRn (n ≥ 2, S1 is the circle). Given a curve c, we
define the tangent space TcM of M at c including in it all deformations
h : S1 → lRn of c.
We discuss Riemannian and Finsler metrics F (c, h) on this manifold
M , and in particular the case of the geometric H0 metric F (c, h) =∫
|h|2ds of normal deformations h of c; we study the existence of min-
imal geodesics of H0 under constraints; we moreover propose a conformal
version of the H0 metric.
1 Introduction
In this paper we study geometries on the manifold M of curves. This manifold
contains curves c, which we parameterize as c : S1 → lRn (S1 is the circle).
Given a curve c, we define the tangent space TcM of M at c including in it
deformations h : S1 → lRn, so that an infinitesimal deformation of the curve c
in direction h will yield the curve c(θ) + εh(θ). This manifold M is the Shape
Space that is studied in this paper.
We would like to define a Riemannian metric on the manifold M of curves:
this means that, given two deformations h, k ∈ TcM , we want to define a scalar
product 〈h, k〉c, possibly dependent on c. The Riemannian metric would then
entail a distance d(c0, c1) between the curves in M , defined as the infimum of
the length Len(γ) of all smooth paths γ : [0, 1] → M connecting c0 to c1. We
call minimal geodesic a path providing the minimum of Len(γ) in the class of γ
with fixed endpoints.
A number of methods have been proposed in Shape Analysis to define dis-
tances between shapes, averages of shapes and optimal morphings between
shapes; some of these approaches are reviewed in section §2. At the same time,
there has been much previous work in Shape Optimization, for example Image
Segmentation via Active Contours, 3D Stereo Reconstruction via Deformable
Surfaces; in these later methods, many authors have defined Energy Functionals
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2 1 INTRODUCTION
on curves (or surfaces) and utilized the Calculus of Variations to derive curve
evolutions to minimize the Energy Functionals; often referring to these evolu-
tions as Gradient Flows. For example, the well known Geometric Heat Flow,
popular for its smoothing effect on contours, is often referred as the gradient
flow for length.
The reference to these flows as gradient flows implies a certain Riemannian
metric on the space of curves; but this fact has been largely overlooked. We
call this metric H0 henceforth. If one wishes to have a consistent view of the
geometry of the space of curves in both Shape Optimization and Shape Analysis,
then one should use the H0 metric when computing distances, averages and
morphs between shapes.
In this paper we first introduce the metric H0 in §2.1; we immediatly re-
mark that, surprisingly, it does not yield a well define metric structure, since
the associated distance is identically zero (1). In §4 we analyse this metric; we
show that the lower-semi-continuous relaxation of the associated energy func-
tional is identically zero (see §3.1 and 4.14); but we prove in thm. 4.20 that,
under additional constraints on the curvature of admissible curves, the metric
H0 admits minimum geodesics; we propose in §4.6 an example that justifies
some of the hypotheses in 4.20. We can then define in §4.5 the Shape Space of
curves with bounded curvature, where the metric H0 entails a positive distance.
These hypotheses on curvature, however, are not compatible with the classical
definition of a Riemannian Geometry.
More recently, a Riemannian metric was proposed in [MM] for the space M
of curves (see §2.1.3 here); this metric may fix the above problems; but it would
significantly alter the nature of gradient flows used thus far in various Shape
Optimization problems (assuming that one wishes to make those gradient flows
consistent with this new metric). In this metric, distances measured between
curves are defined using first and second order derivatives of the curves (and
therefore the resulting optimality conditions involve up to fourth order deriva-
tives); as a consequence, flows designed to converge towards these optimality
conditions are necessarily fourth order, thereby precluding the use of Level Set
Methods which have become popular in the field of Computer Vision and Shape
Optimization.
We propose instead in §5 a class of conformal metrics that fix the above
problems while minimally altering the earlier flows: in fact the new gradient
flows will amount to a simple time reparameterization of the earlier flows. In
addition the conformal metrics that we propose have some nice numerical and
computational properties: distances measured between curves are defined using
only first order derivatives (and therefore the resulting optimality conditions
involve only second order derivatives); as a consequence, flows designed to con-
verge towards these optimality conditions are second order, thereby allowing
the use of Level Set methods: we indeed show such an implementation and a
numerical example in §5.3. We also proposed in [YM04] a differential operator
that is well adapted to the problem at hand: we review it here as well, in §5.1.1.
(1)This striking fact was first described in [Mum]
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1.1 Riemannian and Finsler geometries
Let M be a smooth connected differentiable manifold. (2) For any c ∈ M , let
TcM be the tangent space at c, that is the set of all vectors tangent to M at c;
let TM be the tangent bundle, that is the bundle of all tangent spaces.
Definition 1.1 Let X be a vector space; a norm | · | satisfies
1. |v| is positive homogenous, i.e.
λ|v| = |λv| ∀λ ≥ 0 ,
2.
|v + w| ≤ |v|+ |w|
(that, by (1), is equivalent to asking that |v| be convex), and
3. |v| = 0 only when v = 0.
If the last condition is not satisfied, then | · | is a seminorm.
Definition 1.2 We define a Finsler metric to be a function F : TM → lR+,
such that
• F is lower semicontinuous and locally bounded from above, and,
• for all c ∈M , v 7→ F (c, v) is a norm on TcM . (3)
We will also consider it to be symmetric, that is, F (c,−v) = F (c, v).
We will write |v|c for F (c, v), or simply |v| when the base point c can be
easily inferred from the context.
We define the length of any locally Lipschitz path (4) γ : [0, 1]→M as
Len γ =
∫ 1
0
|γ˙(v)|γ(v) dv
and the energy as
E(γ) =
∫ 1
0
|γ˙(v)|2γ(v) dv
We define the geodesic distance d(x, y) as the infimum
d(x, y) = inf Len γ (1.3)
for all locally Lipschitz paths γ connecting x to y.
(2)If M is infinite dimensional, then we suppose that it is modeled on a Banach or Hilbert
separable space (see [Lan99], ch.II).
(3)Sometimes F is called a “Minkowsky norm”
(4)As suggested in [MM], we want to avoid referring to γ as a curve, because confusion arises
when we will introduce the manifold M of closed curves. So we will always talk of paths in
the infinite dimensional manifold M . Note also that these paths are open-ended, while curves
comprising M are closed.
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The path connecting x to y that provides the minE(γ) in the class of all
paths γ connecting x to y is the (minimal length) geodesic connecting x to y. (5)
Note that, in the classical books on Finsler Geometry (see for example
[BCS]), M is finite dimensional, and F (c, v)2 is considered to be smooth and
strongly convex in the v variable (for v 6= 0) (see also 1.1.2); this hypothesis is
not needed, though, for the theorems in §A.
1.1.1 Riemannian geometry
Definition 1.4 Suppose that M is modeled on a Hilbert separable space H. A
Riemannian geometry is defined by associating to M a Riemannian metric g;
for any c ∈ M , g(c) is a positive definite bilinear form on the tangent space
TcM of M at c: that is, if h, k are tangent to M at c, then g(c) defines a
scalar product 〈h, k〉c. If the form g is positive semi-definite then the geometry
is degenerate, and we will speak of a pseudo-Riemannian metric. If it is positive
definite, then tangent space TxM is isomorphic to H, by means of the metric g.
See [Lan99], ch.VII.
A Riemannian geometry is a special case of a Finsler geometry: we define the
norm
|h|c =
√
〈h, h〉 ,
(pseudo-Riemannian geometries produce a seminorm |h|c).
In the following we often drop the base point c from 〈h, k〉c and |v|c.
If M is finite dimensional, then we can write
〈h, k〉c = higi,j(c)kj
in a choice of local coordinates; then the matrix gi,j(c) is smooth and positive
definite.
1.1.2 Geodesics and the exponential map
Suppose that the metric F is a regular Finsler metric, that is, F is of class C2
and F (c, ·)2 is strongly convex (for v 6= 0); such is the case when F (x, v)2 =
|v|2 = 〈v, v〉 in a smooth Riemannian manifold.
Let
γ¨ = Γ(γ˙, γ)
be the Euler–Lagrange O.D.E. characterizing critical paths γ of
E(γ) =
∫ 1
0
|γ˙(v)|2 dv
Define the exponential map expc : TpM → M as expc(η) = γ(1) when γ is
the geodesic curve solving{
γ¨(v) = Γ(γ˙(v), γ(v)), γ(0) = c, γ˙(0) = η (1.5)
Then we may state this extended version of the Hopf–Rinow theorem
(5)As explained in the proposition A.1 in the appendix A, we may equivalently define a
minimal geodesic to be a minimum of minLen(γ), that has been reparameterized to constant
velocity
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Theorem 1.6 (Hopf-Rinow) Suppose that M is finite dimensional and con-
nected, then these are equivalent:
• (M,d) is complete
• closed bounded sets are compact
• M is geodesically complete at a point c, that is, (1.5) can be solved for
all v ∈ lR and all η, that is, the map η 7→ expc(η) is well defined
• for any c, the map η 7→ expc(η) is well defined and surjective;
and all those imply that ∀x, y ∈M there exist a minimal geodesic connecting x
to y.
1.1.3 Submanifolds
The simplest examples of Riemannian manifolds are the submanifolds of a
Hilbert space H . We think of the finite dimensional case, when H = lRn,
or the infinite dimensional case, when we assume that H is separable.
Proposition 1.7 Define the distance d(x, y) = ‖x − y‖ in H. Suppose that
M ⊂ H is a closed submanifold. We may view M as a metric space, (M,d):
then it is complete.
We may moreover induce a Riemannian structure on M using the scalar
product of H: this in turn induces the geodesic distance dg, as defined in (1.3).
Then dg ≥ d, and (M,dg) is complete as well. If M is of class C2, moreover,
then d and dg are locally equivalent. (6)
It is not guaranteed that d and dg are globally equivalent, as shown by this
example
Example 1.8 (7) Let H = lR2 and M = {(s, sin(s2))}. Let xn = (
√
πn, 0) ∈
M . Then d(xn, xn+1)→ 0 whereas dg(xn, xn+1) ≥ 2.
In a certain sense, infinite dimensional Riemannian manifolds are simpler
than their corresponding finite-dimensional: indeed, by [EE70],
Theorem 1.9 (Eells-Elworthy) Any smooth differentiable manifold M mod-
eled on an infinite dimensional Hilbert space H may be embedded as an open
subset of a Hilbert space.
With respect to geodesics, the matter is though much more complicated.
Suppose M is infinite dimensional. In this case, if (M,d) is complete the equa-
tion (1.5) of geodesic curves can be solved for all v ∈ lR; but (unfortunately)
many other important implications contained in the Hopf–Rinow theorem are
false.
The most important example is due to Atkin [Atk75]:
Example 1.10 (Atkin) There exists an infinite dimensional complete con-
nected smooth Riemannian manifold M and x, y ∈ M such that there is no
geodesic connecting x to y.
(6)Proof by standard arguments, see for example sec. VIII.§6 in [Lan99]
(7)We thank A.Abbondandolo for this remark.
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We show a simpler example, of an infinite dimensional Riemannian manifold
M such that the metric space (M,d) is complete, but there exist two points
x, y ∈M that cannot be connected by a minimal geodesic.
Example 1.11 (Grossman) (8) Let l2(lN) be the Hilbert space of real sequences
x = (x0, x1, . . .) with the scalar product
〈x, y〉 =
∞∑
i=0
xiyi
Let ei = (0, 0, . . . , 0, 1, 0, . . .) where 1 is in the i-th position.
N
e
e2
1
e3
3
γ
e0
γ
1
γ
2
We build an ellipsoid
M =
{
x ∈ l2 | x20 +
∑
i=1
x2i /(1 + 1/i)
2 = 1
}
in l2(lN).
Since M is closed, then it is complete (with
the induced metric).
Let N = e0 = (1, 0, 0, . . .), S = −e0 = (−1, 0, 0, . . .).
Let γi be the geodesic starting from γi(0) = N and with starting speed γ˙i(0) =
ei; then there exists a first λi > 0 such that γi(λi) = S (moreover Len(γi) = λi).
Then Len(γi)→ π, but the sequence γi does not have a limit.
Note that we may think of using weak convergence: but γi weakly converges
to the diameter; and ei weakly converges to 0.
See also [Eke78].
It is then, in general, quite difficult to prove that an infinite dimensional
manifold admits minimal geodesics (even when it is known to be complete); a
known result is
Theorem 1.12 (Cartan-Hadamard) Suppose that M is connected, simply
connected and has seminegative curvature; then these are equivalent:
• (M,d) is complete
• for a c, the map η → expc(η) is well defined
and then there exists an unique minimal geodesic connecting any two points. (9)
1.2 Geometries of curves
Now, suppose that c(θ) is an immersed curve c : S1 → lRn, where S1 is the
circle; we want to define a geometry on M , the space of all such immersions c.
M is a manifold; the tangent space TcM of M at c contains all the defor-
mations h ∈ TcM of the curve c, that are all the vector fields along c. Then,
an infinitesimal deformation of the curve c in “direction” h will yield (on first
order) the curve c(u) + εh(u).
If γ : [0, 1]→M is a path connecting curves, then we may define a homotopy
C : S1 × [0, 1]→ lRn associated to γ by C(θ, v) = γ(v)(θ) (more is in §3.2.1).
(8)This example is also in a remark in sec. VIII.§6 in [Lan99]
(9)Corollary 3.9 and 3.11 in sec. IX.§3 in [Lan99]
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1.2.1 Finsler geometry of curves
Any energy that we will study in this paper can be reconducted to this general
form
E(γ) =
∫ 1
0
F
(
γ(·, v), ∂vγ(·, v)
)2
dv (1.13)
where F (c, h) is defined when c is a curve, and h ∈ TcM is a deformation of c;
note that F will be often a Minkowsky seminorm and not a norm (10) on the
space M of immersions (see 1.18).
We look mainly for metrics in the space M that are independent on the
parameterization of the curves c: to this end, [MM] define
Bi = Bi(S
1, lR2) = Imm(S1, lR2)/Diff(S1)
and
Bi,f = Bi,f (S
1, lR2) = Immf (S
1, lR2)/Diff(S1)
that are the quotients of the spaces Immf of smooth immersion, and of the
space Immf (S
1, lR2) of smooth free immersion, with Diff(S1) (the space of au-
tomorphisms of S1). Bi,f is a manifold, the base of a principal fiber bundle, as
proved in §2.4.3 in [MM], while Bi is not. Any metric that does not depend on
the parameterization of the curves c (as defined in eq.(1.15)) may be projected
to Bi by means of the results in §2.5 in [MM] (the most important step appears
also here as 3.10).
Remark 1.14 (extending M) Imm(S1,M) is on open subset of the Banach
space C1(S1 → lRn), where it is connected iff n ≥ 3; whereas in the case n = 2
of planar curves, it is divided in connected components each containing curves
with the same winding number.
To define a Riemannian Geometry on M = Imm(S1,M), it may be conve-
nient to view it as a subset of an Hilbert space such as H1(S1 → lRn), and to
complete it there.
1.3 Abstract approach
As a first part of this paper, we want to cast the problem in an abstract setting.
There are some general properties that we may ask of a metric defined as in
sec. 1.2.1. We start with a fundamental property (that is a prerequisite to most
of the others).
0. [well-posedness and existence of minimal geodesics] The Finsler
metric F induces a well defined (11) geodesic distance d; (M,d) is complete
(or, it may be completed inside the space of mappings c : S1 → lRn); for
any two curves in M , there exists a minimal geodesic connecting them.
Let C be a minimal geodesic connecting c0 and c1. We assume that C is a
homotopy of c0 to c1.
(10)That is, it will fail to satisfy property 3 in definition 1.1
(11)That is, the distance between different points is positive, and d generates the same topol-
ogy that the atlas of the manifold M induces
8 1 INTRODUCTION
1. [rescaling] if λ > 0, if we rescale c0, c1 to λc0, λc1, then we would like
that λC be a minimal geodesic.
A sufficient condition is that F (λc, h) = λaF (c, h) for some a ≥ 0, and all
λ ≥ 0. (12)
2. [euclidean invariance] If we apply an euclidean transformation A to c0,
c1, we would like that AC be a minimal geodesic connecting Ac0 to Ac1
If F (Ac,Ah) = F (c, h) for all c, h, then the above is satisfied.
3. [parameterization invariance] there are two version of this: we define
curve-wise parameterization invariance when the metric does not
depend on the parameterization of the curve, that is
F (c˜, h˜) = F (c, h) (1.15)
when c˜(t) = c(ϕ(t)) and h˜(t) = h(ϕ(t)) are reparameterizations of
c, h
homotopy-wise parameterization invariance Define
C˜(θ, v) = C(ϕ(θ, v), v)
where ϕ : S1 × [0, 1]→ S1, ϕ ∈ C1, ϕ(·, v) is a diffemorphism for all
fixed v. We would like that, in this case, E(C˜) = E(C).
If F can be written as
F = F (c, πNh) (1.16)
(that is, F depends only on the normal part of the deformation) and
if it satisfies (1.15), then, by proposition 3.8, E(C˜) = E(C).
In both cases, the geometric structure we are building depends only on
the embedding of the curves, and not on the parameterization.
The above properties defined in 1,2 are valid for all examples that we will
show; property 3 is satisfied for some of them. Property 0 is possibly the most
important argument.
Definition 1.17 Any metric satisfying the above 1,2,3 is called a geometric
metric.
Note that
Remark 1.18 If F satifies (1.16) then F (c, ·) is necessarily a seminorm and
not a norm (13) on the space M : we should then talk of a pseudo-Riemannian
geometry of curves. The projection of F to the space Bi,f may be nonetheless a
norm.
(12)We could ask F (λc, h) = l(λ)F (c, h) for some l : lR+ → lR+ monotone increasing, with
l(x) > 0 for x > 0; but, if l is continuous, then l(x) = xa for some a ≥ 0
(13)That is, it does not satisfy property 3 in the definition 1.1
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These other properties would be very important in applications in Computer
Vision. (14)
4. [finite projection] There should be a finite dimensional approximation
of our metric, for purposes numerical computation.
A sufficient condition is that the energy E(C) should be well defined and
continuous with respect to a norm of a Sobolov spaceW k,p(I) (with k ∈ lN
and p ∈ [1,∞)): this would imply that we may approximate C by smooth
functions Ch and E(Ch)→ E(C).
5. [embedding preserving] if c0 and c1 are embedded, we would like C(·, v)
to be embedded at all v
6. [maximum principle] In the following, suppose that curves are embed-
ded in lR2, and write c ⊂ c′ to mean that c′ is contained in the bounded
region of plane enclosed by c. (15)
If c0 ⊂ c′0, c1 ⊂ c′1, then we would like that exists a minimal geodesic C′
connecting c′0 to c
′
1 such that C
′(·, v) ⊂ C(·, v) for v ∈ [0, 1].
This is but another version of the Maximum Principle; it would imply that
the minimal geodesic is unique. It is an important prerequisite if we want
to implement numerical algorithms by using Level Set Methods.
7. [convexity preserving] if c0 and c1 are convex, we would like C(·, v) to
be convex at all v
8. [convex bounding] we would like that at all v, (the image of) the curve
C(·, v) be contained in the convex envelope of the curves c0, c1
9. [translation] If a ∈ lRn, if c1 = a + c0 is a translation of c0, we would
like that the uniform movement C(θ, v) = c0(θ)+va be a minimal geodesic
from c0 to c1
So we state the abstract problem: (16)
Problem 1.19 Consider the space of curves M , and the family G of all Rie-
mannian (or, regular Finsler) Geometries F on M . (17)
Does there exist a metric F ∈ G, satisfying the above properties 0,1,2,3?
Consider metrics F ∈ G that may be written in integral form
F (c, h) =
∫
c
f
(
c(s), dsc(s), . . . , d
j
sj c(s), h(s), . . . , d
i
sih(s)
)
ds
what is the relationship between the degrees i, j and the properties in this section?
(14)Some of these properties are much trickier: we do not know sufficient conditions that
imply them
(15)By Jordan’s closed curve theorem, any embedded closed curve in the plane divides the
plane in two regions, one bounded and one unbounded
(16)Solving this problem in abstract would be comparable to what Shannon did for commu-
nication theory, where in [Sha49] he asserted there would exist a code for communication on
a noisy channel, without actually showing an efficient algorithm to compute it.
(17)G is non empty: see [Lan99]. By using 1.9, it would seem that there exists Riemannian
metrics F on M such that (M,F ) is geodesically complete; we did not carry on a detailed
proof.
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2 Examples, and different approaches and re-
sults
We now present some approaches and ideas that have been proposed to define
a metric and a distance on the space of curves; we postpone exact definitions
to section §3.2.
2.1 Riemannian geometries of curves
A Riemannian geometry is obtained by associating to TcM the scalar product
of an Hilbert space H of squared integrable functions. We actually have many
choices for the definition of H .
2.1.1 Parametric (non-geometric) form of H0
• We may define
H = H0(S1 → lRn) = L2(S1 → lRn)
endowed with the scalar product
〈h, k〉 =
∫
S1
〈h(θ), k(θ)〉dθ (2.1)
for all h, k ∈ TcM ; this is a common choice in analysis and geometry
texts (18); however, the resulting metric is not invariant with respect to
parameterization of curves (see (3) on page 8) and is therefore not geo-
metric.
Remark 2.2 This is the most common choice in numerical applications:
each curve is numerically represented by a finite number m of sample
points; thereby discretizing the geometry of curves to the geometry of lRnm.
Therefore (1.13) takes the form∫ 1
0
‖γ˙(v)‖2H0 dv =
∫ 1
0
∫
S1
|∂vγ(θ, v)|2 dθdv (2.3)
that is defined when γ ∈ H1([0, 1] → M). The energy of a homotopy is
then
Es(C) =
∫
I
|∂vC|2
Definition 2.4 We define the space
H1,0
(
I → lRn) = H1([0, 1]→ H0(S1 → lRn))
and define the norm on the above space H1,0 to be∫ 1
0
∫
S1
|γ(θ, v)|2 + |∂vγ(θ, v)|2 dθdv (2.4.⋆)
(18)See ch 2.3 in [Kli82], or the long list of references at the end of II§1 in [Lan99]
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then
Proposition 2.5 H1,0 is the space of all finite energy homotopies, and
the norm (2.4.⋆) above is equivalent to the energy (2.3) on families γ with
fixed end points (by prop. 3.14).
Es(C) is strongly continuous in H
1,0 and is convex, and Es(C) is coercive
(proof by using 3.14). So Es has a very simple unique minimal geodesic,
namely, the pointwise linear interpolation
C∗(θ, v) = (1− v)c0(θ) + vc1(θ)
• As a second choice, we may define in H the scalar product
〈h, k〉 =
∫ l
0
〈h(s), k(s)〉ds =
∫
S1
〈h(θ), k(θ)〉|c˙(θ)|dθ (2.6)
where l is the length of c, ds is the arc infinitesimal, and c˙ = ∂θc.
(19)
This scalar product does not depend on the parameterization of the curve
c; but the resulting metric is still not invariant with respect to reparame-
terization of homotopies (see 3 in 8).
By projecting this metric onto Bi,f and lifting it back to M (using 3.10),
we then devise an appropriate geometric metric, as follows.
2.1.2 Geometric form of H0
We then propose the scalar product
〈h, k〉 =
∫ l
0
〈πNh(s), πNk(s)〉ds (2.7)
where πN is the projection to the normal space N to the curve (see 3.2). From
now on, when we speak of the H0 metric, we will be implying this last definition.
Note that we may equivalently define the scalar product as in (2.6), and only
accept in TcM deformations that are orthogonal to the tangent of the curve.
This would be akin to working in the quotient manifold Bi,f ; or it may be
viewed as a sub-Riemannian geometry on M itself.
This geometric metric generates the energy
EN (C)
.
=
∫
I
|πN∂vC|2|C˙| dθ dv (2.8)
which is invariant of reparameterizations of homotopies (see 3 in page 8). By
proposition 3.10, the distance induced by this metric is equal to the distance
induced by the previous one (2.6).
(19)There is an abuse of notation in (2.6); we would like, intuitively, to define h and k
on the immersed curve c; to this end, we define h(s) and k(s) on the arc-parameterization
c(s) : [0, l] → lRn (with l = len(c)), and pull them back to c(θ) : S1 → lRn, where we write
h(θ), k(θ) instead of h(s(θ)), k(s(θ))
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Unfortunately, it has been noted in [Mum] that the metric H0 does not
define a distance between curves, since
inf EN (C) = 0
(see C.1 and C.3). We will study this metric further in section 4.
There is a good reason to focus our attention on the properties of this metric
(2.7) for curves. Namely, this is precisely the metric that is implicitly assumed
in formulating gradient flows of contour based energy functionals in the vast
literature on shape optimization. Consider for example the well known geometric
heat flow (∂tC = ∂ssC)
(20) in which a curve evolves along the inward normal
with speed equal to its signed curvature. This flow is widely considered to be the
gradient descent of the Euclidean arclength functional. Its smoothing properties
have led to its widespread use within the fields of computer vision and image
processing. The only sense, however, in which this is truly a gradient flow is
with respect to the H0 metric as we see in the following calculation (where L(t)
denotes the time varying arclength of an evolving curve C(u, t) with parameter
u ∈ [0, 1]).
L(t)=
∫
C
ds =
∫ 1
0
|Cu| du
L′(t)=
∫ 1
0
Cut · Cu
|Cu| du =
∫ 1
0
Ctu · Cs du = −
∫ 1
0
Ct · Csu du = −
∫
C
Ct · Css ds
= −
〈
Ct, Css
〉
H0
If we were to change the metric then the inner-product shown above would
no longer correspond to the inner-product associated to the metric. As a conse-
quence, the above flow could no longer be considered as the gradient flow with
respect to the new metric. In other words, the gradient flow would be different.
We will consider this consequence more at length in §5.
2.1.3 Michor-Mumford
To overcome the pathologies of the H0 metric, Michor and Mumford [MM]
propose the metric
GAc (h, k) =
∫ 1
0
(1 +A|κc|2)〈πNh(u), πNk(u)〉|c˙(u)|du (2.9)
on planar curves, where κc(u) is the curvature of c(u), and A > 0 is fixed. This
may be generalized to the energy (21)
EA(C)
.
=
∫ 1
0
∫
S1
|πN∂vC|2(1 +A|H |2)|C˙| dθdv = EN (C) +AJ(C) (2.10)
on space homotopies C(u, v) : [0, 1]×[0, 1]→ lRn. This approach is discussed
in §4.4.1.
(20)We will sometimes write Cv for ∂vC (and so on), to simplify the derivations
(21)J(C) is defined in (4.2); H is the mean curvature, defined in 3.3. Note that both EN (C)
and J(C) are invariant with respect to reparameterization, in the sense defined in 3 on page 8.
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2.1.4 Srivastava et al.
We consider here planar curves of length 2π and parameterized by arclength,
using the notation ξ(s) : S1 → lR2. Such curves are Lipschitz continuous.
If ξ ∈ C1, then |ξ˙| = 1, so we may lift the equality
ξ˙(s) =
(
cos(θ(s)), sin(θ(s))
)
(2.11)
to obtain a continuous function θ : lR→ lR. This continuous lifting θ is unique
up to addition of a constant 2πh, h ∈ Z; and θ(s + 2π) − θ(s) = 2πi, where
i ∈ Z is the winding number, or rotation index of ξ. The addition of a generic
constant to θ is equivalent to a rotation of ξ. We then understand that we
may represent arc-parameterized curves ξ(s), up to translation, scaling, and
rotations, by considering a suitable class of liftings θ(s) for s ∈ [0, 2π].
Two spaces are defined in [KSMJ03]; we present the case of “Shape Repre-
sentation using Direction Functions”, where the space of (pre)-shapes is defined
as the closed subset M of L2 = L2([0, 2π]),
M =
{
θ ∈ L2([0, 2π]) | φ(θ) = (2π2, 0, 0)}
where φ : L2 → lR3 is defined by
φ1(θ) =
∫ 2π
0
θ(s)ds , φ2(θ) =
∫ 2π
0
cos θ(s)ds , φ3(θ) =
∫ 2π
0
sin θ(s)ds
Define Z as the set of representations in M of flat curves; then Z is closed
in L2, and M \ Z is a manifold: (22)
Proposition 2.12 By the implicit function theorem, M \ Z is a smooth im-
mersed submanifold of codimension 3 in L2.
Note that M \ Z contains the (representation of) all smooth immersed curves.
The manifold M \Z inherits a Riemannian structure, induced by the scalar
product of L2; geodesics may be prolonged smoothly as long as they do not meet
Z. Even if M may not be a manifold at Z, we may define the geodesic distance
dg(x, y) in M as the infimum of the length of Lipschitz paths γ : [0, 1] → L2
whose image is contained in M ; (23) since dg(x, y) ≥ ‖x− y‖L2 , and M is closed
in L2, then the metric space (M,dg) is complete.
We don’t know if (M,dg) admits minimal geodesics, or if it falls in the
category of examples such as 1.11.
For any θ ∈M , it is possible to reconstruct the curve by integrating
ξ(s) =
∫ s
0
cos(θ(t)), sin(θ(t)))dt (2.13)
This means that θ identifies an unique curve (of length 2π, and arc-parameterized)
up to rotations and translations, and to the choice of the base point ξ(0); for
this last reason, M is called in [KSMJ03] a preshape space. The shape space S
(22)The details and the proof of 2.12 and 2.15 are in appendix §B
(23)It seems that M is Lipschitz-arc-connected, so dg(x, y) < ∞; but we did not carry on a
detailed proof
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is obtained by quotienting M with the relation θ ∼ θˆ iff θ(s) = θˆ(s − a) + b,
a, b ∈ lR. We do not discuss this quotient here.
We may represent any Lipschitz closed arc-parameterized curve ξ using a
measurable θ ∈M : let arc : S1 → [0, 2π) be the inverse of θ 7→ (cos(θ), sin(θ));
arc() is a Borel function; then ((arc ◦ ξ˙)(s) + a) ∈ M , for an a ∈ lR. We
remark that the measurable representation is never unique: for any measurable
A,B ⊂ [0, 2π] with |A| = |B|, (θ(s) + 2π(1A(s)− 1B(s))) will as well represent
ξ in M . This implies that the family Aξ of θ that represent the same curve ξ is
infinite. It may be then advisable to define a quotient distance as follows:
dˆ(ξ, ξ′)
.
= inf
θ∈Aξ,θ′∈Aξ′
d(θ, θ′) (2.14)
where d(θ, θ′) = ‖θ − θ′‖L2 , or alternatively d = dg is the geodesic distance
on M .
If ξ ∈ C1, we have an unique (24) continuous representation θ ∈M ; but note
that, even if ξ, ξ′ ∈ C1, the infimum (2.14) may not be given by the continuous
representations θ, θ′ of ξ, ξ′. Moreover there are curves ξ that do not admit a
continuous representation θ. As a consequence, it will not be possible to define
the rotation index of such curves ξ; indeed we prove this result:
Proposition 2.15 For any h ∈ Z, the set of closed smooth curves ξ with rota-
tion index h, when represented in M using (2.11), is dense in M \ Z.
2.1.5 Higher order Riemannian geometry
If we want an higher order model, we may define a metric mimicking the defi-
nition of the Hilbert space H1, by defining
〈h, k〉H1 = 〈h, k〉H0 + 〈h˙, k˙〉H0 (2.16)
We have again many different choices, since
• we may use in the RHS of (2.16) the parametric H0 scalar product (2.1),
in which case the scalar product 〈h, k〉H1 is the standard scalar product
of H1(S1 → lRn); then homotopies are in the space
H1
(
[0, 1]→ H1(S1 → lRn))
with norm ∫
I
|γ|2 + 〈∂vγ∂vγ〉+ 〈∂v γ˙, ∂vγ˙〉
• we may use in the RHS of (2.16) the scalar product (2.6) or (2.7). Unfortu-
nately none of these choices is invariant with respect to reparameterization
of homotopies.
We don’t know of many application of this idea; the only one may be con-
sidered to be [You98].
(24)Indeed, the continuous lifting is unique up to addition of a constant to θ(s), which is
equivalent to a rotation of ξ; and the constant is decided by φ1(θ) = 2π2
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2.2 Finsler geometries of curves
To conclude, we present two examples of Finsler geometries of curves that have
been used (sometimes covertly) in the literature.
2.2.1 L∞ and Hausdorff metric
If we wish to define a norm on TcM that is modeled on the norm of the Banach
space L∞(S1 → lRn), we define
F∞(c, h) = ‖πNh‖L∞ = supessθ |πNh(θ)|
This Finsler metric is geometric. The length of a homotopy is then
Len(C) =
∫ 1
0
supessθ |πN∂vC(θ, v)|dv
Hausdorff metric We recall the definition of the Hausdorff metric
dH(A,B)
.
=max
{
max
x∈A
d(x,B),max
y∈B
d(A, y)
}
where A,B ∈ lRn are closed, and
d(x,A)
.
=min
y∈A
|x− y|
Let Ξ be the collection of all compact subsets of lRn. We define the length
of any continuous path ξ : [0, 1]→ Ξ by using the total variation, as follows
lenH γ
.
= sup
T
j∑
i=1
dH
(
ξ(ti−1), ξ(ti)
)
(2.17)
where the sup is carried out over all finite subsets T = {t0, · · · , tj} of [0, 1] and
t0 ≤ · · · ≤ tj .
The metric space (Ξ, dH) is complete and path-metric,
(25) and it is possible
to connect any two A,B ∈ Ξ by a minimal geodesic, of length dH(A,B). (26)
Let Ξc be the class of compact connected A ⊂ lRn; Ξc is a closed subset of
(Ξ, dH); ΞC is Lipschitz-path-connected
(27); for all above reasons, it is possible
to connect any two A,B ∈ Ξc by a minimal geodesic moving in Ξc; but note that
Ξc is not geodesically convex in Ξ.
(28) We don’t know if (Ξc, dH) is path-metric.
Projection of F∞ into Hausdorff metric space When we associate to
a continuous curve c ∈ M its image Im(c) ⊂ lRn, we are actually defining a
natural projection
Im :M → Ξc
(25)Path-metric: dH (A,B) = inf len
H γ where the infimum is computed in the class of Lip
curves γ : [0, 1]→ Ξ connecting A to B
(26)To prove this, note that (Ξ, dH ) is locally compact and complete; and apply A.2
(27)That is, any A,B ∈ Ξc can be connected by a Lipschitz arc γ : [0, 1]→ Ξc
(28)There exist two points A,B ∈ Ξc and a minimal geodesics ξ connecting A to B in the
metric space (Ξ, d), such that the image of ξ is not contained inside Ξc
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This projection transforms a path γ in M into a path ξ : [0, 1] → Ξc; if the
homotopy C(θ, v) = γ(v)(θ) is continuous, then ξ is continuous. Moreover the
projection of all embedded curves c is dense in Ξc.
It is possible to prove that
Len(γ) = lenH(ξ)
for a large class of paths; and then the distance induced by the metric F∞
coincides with dH(Im(c0), Im(c1)).
This is quite useful, since in the metric space generated by the metric F∞,
it is possible to find two curves that cannot be connected by a geodesic (this is
due to topological obstructions); whereas, the minimal geodesic will exist in the
space (Ξc, dH).
For this reason, [CFK03] proposed an approximation method to compute
lenH(ξ) by means of a family of energies defined using a smooth integrand (29),
and successively to find approximation of geodesics.
Unfortunately, the geometry in (Ξ, dH) is highly non regular: for example,
it is possible to find two compact sets such that there are uncountably many
minimal geodesics connecting them. (30)
2.2.2 L1 and Plateau problem
If we wish to define a geometric norm on TcM that is modeled on the norm of
the Banach space L1(S1 → lRn), we may define the metric
F 1(c, h) = ‖πNh‖L1 =
∫
|πNh(θ)||c˙(θ)|dθ
The length of a homotopy is then
Len(C) =
∫
I
|πN∂vC(θ, v)||C˙(θ, v)|dθdv
which coincides with
Len(C) =
∫
I
|∂vC(θ, v) × ∂θC(θ, v)|dθdv
This last is easily recognizable as the surface area of the homotopy (up to
multiplicity); the problem of finding a minimal geodesic connecting c0 and c1 in
the F 1 metric may be reconducted to the Plateau problem of finding a surface
which is an immersion of I = S1 × [0, 1] and which has fixed borders to the
curves c0 and c1. The Plateau problem is a wide and well studied subject upon
which Fomenko expounds in the monograph [Fom90].
3 Basics
3.1 Relaxation of functionals
To prove that a Riemannian manifold admits minimal geodesics, we will study
the energy E(γ) by means of methods in Calculus of Variations; we review some
basic ideas.
(29)The approximation is mainly based on the property ‖f‖Lp →p ‖f‖L∞ , for any measurable
function f defined on a bounded domain
(30)This is an unpublished result due to Alessandro Duci.
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Let X be a topological space, endowed with a topology τ , and Ω ⊂ X , and
f : Ω→ lR.
The function f is lower semi continuous if, for all x ∈ X ,
lim inf
y→x
f(y) ≥ f(x)
Note that, if the topology τ is not defined by a metric, then we can introduce
a different condition: F is sequentially lower semi continuous if, for all x ∈ X ,
for all xn → x,
lim inf
n
f(xn) ≥ f(x)
We define the sequential relaxation Γf of f on Ω to be the function
Γf : Ω→ lR
that is the supremum of all f ′ : Ω→ lR that are sequentially lower semicontin-
uous on Ω, and f ′ ≤ f in Ω. We have that, for all x ∈ Ω,
ΓΩf(x) = min
(xn),xn→x
{lim inf
n
f(xn)}
where the minimum is taken on all sequences xn converging to x, with xn, x ∈ Ω.
f is sequentially lower semicontinuous, iff Γf |Ω = f .
IfX is a metric space, then “sequentially lower semicontinuous functions” are
“lower semicontinuous functions”, and viceversa; so we may drop the adjective
“sequentially”.
Consider again a function f : X → lR: it is called coercive in X if ∀M ∈ lR,
{x ∈ X : f(x) ≤M}
is contained in a compact set.
Proposition 3.1 If f is coercive in X and sequentally lower semi continuous
then it admits a minimum on any closed set, that is, for all C ⊂ X closed there
exists x ∈ C s.t.
f(x) = min
y∈C
f(y)
This result is one of the pillars of the modern Calculus of Variations. We will
see that unfortunately this result may not be applied directly to the problem at
hand (see 4.1).
3.2 Curves and notations
Consider in the following a curve c(θ) defined as c : S1 → lRn.
We write c˙ for ∂θc.
Definition 3.2 Suppose that c is C1; or suppose that c ∈W 1,1
loc
, that is, c admits
a weak derivative c˙. At all points where c˙(θ) 6= 0, we define the tangent vector
T (θ) =
c˙(θ)
|c˙(θ)|
At the points where c˙ = 0 we define T = 0.
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Let v ∈ lRn. We define the projection onto the normal space N = T⊥
πNv = v − 〈v, T 〉T
and on the tangent
πT v = 〈v, T 〉T
so πNv + πT v = v and |πNv|2 + |πT v|2 = |v|2 (that implies |πNv|2 = |v|2 −
〈v, T 〉2).
If c admits the weak derivative ∂θc then T is measurable, so T ∈ L∞ and
πT , πN ∈ L∞(S1 → lRn×n)
A curve c ∈ C1(S1 → lRn) is immersed when |c˙| > 0 at all points. In this
case, we can always define the arc parameter s so that
ds = |c˙(θ)|dθ
and the derivation with respect to the arc parameter
∂s =
1
|c˙|∂θ
We will also consider curves c ∈W 1,1(S1 → lRn) such that |c˙| > 0 at almost
all points.
There are two different definitions of curvature of an immersed curve: mean
curvature H and signed curvature κ, which is defined when c is valued in lR2.
H and k are extrinsic curvatures (31): they are properties of the embedding
of c into lRn.
Definition 3.3 (H) If c is C2 regular and immersed, we can define the mean
curvature H of c as
H = ∂sT =
1
|c˙|∂θT
In general, we will say that a curve c ∈ W 1,1
loc
(S1) admits mean curvature in
the measure sense if there exists a a vector valued measure H on S1 such that∫
I
T (s)∂sφ(s) ds = −
∫
I
φ(s)H(ds) ∀φ ∈ C∞(S1)
that is ∫
I
T (θ)∂θφ(θ) dθ = −
∫
I
φ(θ) |c˙|H(dθ) ∀φ ∈ C∞(S1)
Note that the two definitions are related, since when c ∈ C2, the measure is
H = ∂sT · ds. See also [Sim83], §7 and §16.
We can then define the projection onto the curvature vector H by
πHv =
1
|H |2 〈v,H〉H
(31)See also: Eric W. Weisstein. ”Extrinsic Curvature.” From MathWorld–A Wolfram Web
Resource. http://mathworld.wolfram.com/ExtrinsicCurvature.html
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Definition 3.4 (N) When the curve c is in lR2, and is immersed, we can de-
fine (32) a unit vector N such that N ⊥ T and N is π/2 degree anticlockwise
with respect to T . In this case for any vector V ∈ lR2, πNV = N〈N, V 〉, and,
|V 2| = πNV
Definition 3.5 (κ) if c is in lR2 then we can define a signed scalar curvature
κ = 〈H,N〉
If H is a measure, then k is a real valued measure defined by
κ(A) =
n∑
i=1
∫
A
Ni(θ) dHi(dθ) .
Note that |H | = |κ|.
When c ∈ C2(S1 → lR2) is immersed,
∂sT = κN and ∂sN = −κT .
Remark 3.6 When the curve c is in lR2, and is immersed then
〈H, v〉 = κπNv
whereas for immersed curves c in lRn
|〈H, v〉| ≤ |H ||πNv| (3.6.⋆)
and we do not expect to have equality in general when n ≥ 3, since H is only a
vector in the (n− 1)-dimensional subspace N = T⊥.
3.2.1 Homotopies
Let I = S1 × [0, 1]. We define a homotopy to be a continuous function
C(θ, v) : S1 × [0, 1]→ lRn
This homotopy is a path connecting c0 = C(·, 0) and c1 = C(·, 1) in the spaceM
of curves: indeed any path γ in M is associated to a homotopy C by C(θ, v) =
γ(v)(θ).
We extend the above definitions to homotopies C, isolating any curve c in the
homotopy by defining c(θ) = C(θ, v) for the corresponding fixed v; for example,
when C admits the weak derivative ∂θC then
πT , πN ∈ L∞(S1 × [0, 1]→ lRn×n)
Remark 3.7 We extend the measure H(·, v) on S1, (that is curvature of any
single curve C(·, v)) to a Borel measure Hˆ on I, by
Hˆ(A) =
∫ 1
0
H(Av)dv (3.7.⋆)
(32)There is a slight abuse of notation here, since in the definition N = T⊥ in 3.2 we defined
N to be a “vector space” and not a “vector”
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where Av is the section of A. H can be defined equivalently using the formula
∫
I
T (θ, v)∂θφ(θ, v) = −
∫
I
φ(θ, v)|C˙(θ, v)|H(dθ, dv) ∀φ ∈ C∞c (I)
Moreover we define the length
len(C)(v) =
∫
S1
|C˙(θ, v)| dθ
so that len(C) : [0, 1]→ lR+ is a function of v.
3.3 Preliminary results
Definition 3.8 (Reparameterization) We define the reparameterization of
C to C˜ as
C˜(θ, v) = C(ϕ(θ, v), v) (3.8.⋆)
where ϕ : S1 × [0, 1]→ S1 is C1 regular with ∂θϕ 6= 0. Then (by direct compu-
tation)
∂θC˜(θ, v) = ∂θC(τ, v)∂θϕ(θ, v) (3.8. ⋆ ⋆)
so that T = T˜ sign(∂θϕ); and
πN˜∂vC˜(θ, v) = πN∂vC(τ, v) (3.8.⋄)
whereas
πT˜ ∂vC˜(θ, v) = πT ∂vC(τ, v) + C˙(τ, v)∂vϕ(θ, v) (3.8. ⋄ ⋄)
where τ
.
=ϕ(θ, v).
We may choose to reparameterize using the arclength parameter as in the
following proposition.
Proposition 3.9 (Arc parameter) For any C1 regular homotopy C such that
all curves θ 7→ C are immersed, there exists a ϕ as in (3.8.⋆) above such that
|∂θC˜| is constant in θ for any v (that is, there exists l : [0, 1] → lR such that
|∂θC˜(θ, v)| = l(v))
Proof. We just choose
ϕ(θ, v) =
2π
lenC
∫ θ
0
|C˙(t, v)| dt
On the other hand, we may reparameterize to eliminate πT ∂vC
Proposition 3.10 For any C2 regular homotopy C such that all curves θ 7→ C
are immersed there exists a ϕ as in (3.8.⋆) above such that πT˜ ∂vC˜ = 0.
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Proof. Both πT ∂vC and C˙∂vϕ are parallel to T : so, if ∂vϕ = −〈∂vC, T 〉/|C˙|,
then πT˜∂vC˜ = 0
The O.D.E. 
∂vϕ(θ, v) = − 〈∂vC(τ,v),T (τ,v)〉|C˙(τ,v)|
τ
.
=ϕ(θ, v)
ϕ(θ, 0) = θ, θ ∈ S1
(3.10.⋆)
can be solved for v ∈ [0, 1], since
M(τ, v) = −〈∂vC(τ, v), T (τ, v)〉|C˙(τ, v)|
is periodic in τ and continuous, and then is bounded: that is,
max
S1×[0,1]
M <∞
Defining ψ = ∂θϕ = ϕ˙ we compute
d
dv
ψ(θ, v) =
d
dθ
d
dv
ϕ = −d
dθ
〈∂vC(τ, v), T (τ, v)〉
|C˙(τ, v)| =
= −ψ(θ, v)d
dτ
( 〈∂vC(τ, v), T (τ, v)〉
|C˙(τ, v)|
)
so ψ solves {
∂vψ(θ, v) = −ψ(θ, v)ddτ 〈∂vC(τ,v),T (τ,v)〉|C˙(τ,v)|
ψ(θ, 0) = 1, θ ∈ S1
(3.10. ⋆ ⋆)
and then ∂θϕ > 0 at all times v.
Note that ϕ is not unique: we may change in (3.10.⋆) and simply require that
ϕ(·, 0) be a diffeomorphism. The above result is stated in section 2.8 in [MM];
there C˜ is called a horizontal path, since it is the canonical parallel lifting of a
path in Bi,f to a path in M .
For example, consider the unit circle translating with unit speed along the
x-axis, giving rise to the following homotopy C(θ, v):
C(θ, v) = (v + cos θ, sin θ)
While this is certainly the simplest way to parameterize the homotopy, it does
not yield a motion purely in the normal direction at each point along each curve.
However, the following reparameterization of the homotopy yields exactly the
same family of translating circles (and therefore the same homotopy) but such
that each point on each circle along the homotopy flows exclusively along the
normal to the corresponding circle (i.e. in the radial direction).
C˜(θ, v) = (x˜, y˜)
x˜(θ, v) = v +
(1 − e2v) + (1 + e2v) cos θ
(1 + e2v) + (1− e2v) cos θ
y˜(θ, v) =
2ev sin θ
(1 + e2v) + (1− e2v) cos θ
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In figure 1 we see a comparision between the the trajectories of various points
(fixed values of θ) along the translating circle in the original homotopy C and
its reparameterization C˜.
C C’
C C˜
Figure 1: Reparameterization to πT˜ ∂vC˜ = 0 for the translation of the unit circle
along the x-axis. The dotted line shows the trajectory of a point on the curve.
The above result is suprising, kind of “black magic”: it seems to suggest
that while modeling the motion of curves we can neglect the tangential part of
the motion πT∂vC. Unfortunately, however, this is not the case. We begin by
providing a simple example.
Example 3.11 The curve C(·, v) is translating as in figure 2, with unit speed:
C(θ, v)
.
=c0(θ) + ve1
A
BC
D
e1
Figure 2: Stretching the parameterization
After the reparameterization 3.10, the points in the tracts BC and AD are
motionless, whereas the parameterization in AB is stretching to produce new
points for the curve, and in CD it is absorbing points: then, ∂θC˜ → ∞ if the
curvature in AB goes to infinity.
We now consider the math in more detail.
Proposition 3.12 Suppose that n = 2 for simplicity: define the curvature κ as
per definition 3.5 on page 19.
Suppose in particular that |C˙| = 1 at all points: then
∂v|C˙|2 = 0 = 2〈∂v∂θC, T 〉
By deriving (3.8.⋆) we obtain
∂θC˜(θ, v) = ∂θC(τ, v)ψ(θ, v)
where ψ = ∂θϕ solves (3.10.⋆⋆), that we can rewrite (using |C˙| = 1) as
∂vψ = −ψ〈∂vC,N〉κ
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(where C, κ,N, T are evaluated at (ϕ(θ, v), v)).
Note that |〈∂vC,N〉| = |πN∂vC|. This implies that the parameterization of
C˜ will be highly affected at points where both κ and πN∂vC are big.
So the above teaches us that there are two different approches to the repa-
rameterization: we may either use it to control C˙ or πT∂vC, but not both.
3.4 Homotopy classes
3.4.1 Class C
Given an energy and two continuous curves c0 and c1, we will try to find a
homotopy that minimizes this energy, searching in the class C so defined
Definition 3.13 (class C) Let I = S1 × [0, 1]. Let C be the class of all homo-
topies C : I → lRn, continuous on I and locally Lipschitz in S1 × (0, 1), such
that c0 = C(·, 0) and c1 = C(·, 1).
Such minimum will be a minimal geodesic connecting c0 and c1 in the space of
curves. In this class C we can state
Proposition 3.14 (Poincare` inequality) there are two constants a′, a′′ > 0
such that ∀C ∈ C ∩H1,0,
‖C‖2H1,0(I) ≤ a′ + a′′
∫
I
|∂vC|2 (3.14.⋆)
a′, a′′ > 0 depend on c0 and c1.
3.4.2 Class F of prescribed-parameter curves
In some of the following sections we will change our point of view with re-
spect to the above assumption 3.13 by fixing a measurable positive function
l : [0, 1]→ lR+ and restricting our attention to a family of homotopies such that
|∂θC(θ, v)| = l(v).
Definition 3.15 (class F) The class F contains all of C ∈ C such that
|∂θC(θ, v)| = l(v)
for all θ, v.
In particular, len(C) = 2πl(v).
Note that, by 4.3, if l is not Ho¨lder continuous then the class F will be
too poor to be useful (for example, it will not contain smooth functions). Un-
fortunately the class F is not closed with respect to the weak convergence in
W 1,p
Proposition 3.16 Suppose that l is bounded and |∂θCh(θ, v)| = l(v) for all
h, θ, v; assume that 1 ≤ p < ∞ and ∂θCh ⇀ V weakly in Lp(I → lRn), or
p =∞ and ∂θCn ⇀∗ V weakly-* in L∞(I → lRn).
Then |V (θ, v)| ≤ l(v).
Proof. Since |∂θCh| ≤ sup l, we may always assume that ∂θCh ⇀∗ V weakly-*
in L∞(I → lRn); the result follows immediatly from theorem 1.1 in [Dac82]
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We conclude that
Theorem 3.17 Let 1 ≤ p ≤ ∞. The closure of F ∩ W 1,p with respect to
weak convergence W 1,p is contained in the class F of all C ∈ W 1,p such that
C(·, 0) = c0 and C(·, 1) = c1 are given and |∂θC| ≤ l(v).
Proof. Suppose (Ch) ⊂ F and Ch ⇀ C: we prove that C ∈ F. (Ch) is bounded
in W 1,p: by Rellich-Kondrachov theorem (see thm. IV.16 [Bre86]) (Ch) is pre-
compact in Lp: up to a subsequence, we may assume that Ch → C in Lp and
that Ch → C on almost all points: then C(·, 0) = c0 and C(·, 1) = c1.
Remark 3.18 We could just as well have defined a class of homotopies with
prescribed lengths, where we fix a function lˆ and include in the class all C such
that len(C) = lˆ(v) for all v. However, if the energy E is geometric, then using
the reparameterization 3.9, we can always replace any such C with a C˜ ∈ F,
and E(C) = E(C˜).
3.4.3 Factoring out reparameterizations
If we only consider curves c such that |c˙| ≡ 1, then (as pointed in [MM]) the
group of reparameterizations is S1 ⋉ Z2, where
• the group S1 is associated to the change of the initial point c(0) for the
parameterization, that is, the reparameterization τ ∈ S1 changes the curve
c to c(θ + τ),
• and Z2 means the operation of changing direction, that is, c(θ) becomes
c(−θ)
We extend the above to homotopies satisfying |∂θC(θ, v)| = l(v); the second
reparameterization is not significant; the first one does not affect the normal
velocity πN∂vC; so the reparameterization in the class F does not affect energies
that depend only on πN∂vC (as per eq. (1.16)).
4 Analysis of EN(C)
In this section we will focus our attention on the energy
EN (C)
.
=
∫
I
|πN∂vC|2|C˙| dθ dv
which is associated with the geometric version of the H0 metric. We will derive
a result of existence of minimima of EN in a class of homotopies such that the
curvature is bounded.
Remark 4.1 (winding) Unfortunately, any energy that is independent of pa-
rameterization cannot be coercive. It is then difficult to prove existence of
geodesics by means of the standard procedure in the Calculus of Variations 3.1.
Indeed, suppose that C is a homotopy, and define
Ck(θ, v) = C(θ + k2πv, v)
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∀k ∈ Z; then
EN (Ck) = E
N (C)
(As a special case, consider two curves c0 = c1, and Ck(θ, v) = c0(θ+k2πv);
each Ck is a minimal geodesic connecting c0, c1, since E
N (Ck) = 0).
This proves that EN is not coercive in H1(I), since
∫ |∂vCk|2 → ∞ when
k →∞.
4.1 Knowledge base
Some of the follwing results apply in the class F of homotopies with prescribed
arc parameter |∂θC(θ, v)| = l(v) while others apply in the more general class C.
Consider the integral
J(C)
.
=
∫
I
|H |2|πN∂vC|2|C˙| dθ dv (4.2)
where H is the curvature of C along θ. We now deduce the following result from
[MM]
Proposition 4.3 Suppose that the homotopy C is smooth and immersed: then
by extending to lRn the computation in sec. 3.3 of [MM] we get
d
dv
√
len(C)(v) ≤ 1
2
√∫
S1
〈H, ∂vC〉2|C˙|dθ
and then, for any 0 ≤ v′ < v′′ ≤ 1,
√
len(C)(v′′)−
√
len(C)(v′) ≤ 1
2
∫ v′′
v′
(∫
S1
〈H, ∂vC〉2|C˙|dθ
)1/2
dv ≤
≤ 1
2
√
v′′ − v′
(∫ v′′
v′
∫
S1
〈H, ∂vC〉2|C˙|dθ dv
)1/2
≤
≤
√
J(C)
2
√
v′′ − v′
(by Cauchy-Schwarz and (3.6.⋆)) and this implies that
√
len(C) is Ho¨lder con-
tinuous when J(C) is finite.
Proposition 4.4 (l.s.c. and polyconvex function) Let W,V ∈ lRn. Let
W × V be the vector of all n(n − 1)/2 determinants of all 2 by 2 minors of
the matrix having W,V as columns.
Consider a continuous function f : lRn×2 → lR such that
f(W,V ) = g(W,V,W × V )
where g : lRn(n+3)/2 → lR is convex: then f is polyconvex (33).
(33)The more general definition and the properties may be found sec. 4.1 in [But89], or in 2.5
and 5.4 in [Dac82]
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Let p ≥ 2, suppose f ≥ 0: by theorem 4.1.5 and remark 4.1.6 in [But89]
then ∫
I
f(∂θC, ∂vC)dθdv
is W 1,p-weakly-lower-semi-continuous. (34) This means that, if Ch ⇀ C weakly
in W 1,p, that is
Ch → C, ∂vCh ⇀ ∂vC ∂θCh ⇀ ∂θC (4.4.⋆)
in Lp, (35) then
lim inf
h
∫
I
f(∂θCh, ∂vCh) ≥
∫
I
f(∂θC, ∂vC)
4.2 Compactness
We now list some simple lemmas.
Lemma 4.5 let C˜(θ, v) = C(θ + ϕ(v), v) be a reparameterization; then
inf
ϕ
∫
|πT ∂vC˜|2 =
∫ 1
0
∫
S1
(
πT ∂vC(θ, v) −−
∫
S1
πT∂vC(s, v) ds
)2
dθ dv (4.5.⋆)
Lemma 4.6 (Poincare` inequality in S1) If f : S1 → lRn is C1, then
max |f | −min |f | ≤ 1
π
∫
S1
|df | (4.6.⋆)
so that √∫ ∣∣∣∣f −−∫ f ∣∣∣∣2 ≤ 12π
∫
S1
|df | (4.6. ⋆ ⋆)
For any a ∈ lR, a 6= 0,
max |f | −min |f | ≤ 2
π
∫
S1
|df + a| (4.6.⋄)
so that √∫ ∣∣∣∣f −−∫ f ∣∣∣∣2 ≤ 1π
∫
S1
|df + a| (4.6. ⋄ ⋄)
Lemma 4.7 Suppose C ∈ C2. If we derive ∂v(|C˙|2) we get
∂v(|C˙|2) = 2〈T, ∂v∂θC〉|C˙|
so, (36) when |C˙| 6= 0,
∂v(|C˙|) = 〈T, ∂v∂θC〉 (4.7.⋆)
If the curves are in C2 and we derive ∂θ(πT∂vC), we get
∂θ(πT ∂vC) = ∂θ〈T, ∂vC〉 = 〈H, ∂vC〉|C˙|+ 〈T, ∂θ∂vC〉 = 〈H, ∂vC〉|C˙|+ ∂v(|C˙|)
(4.7. ⋆ ⋆)
(where 〈H, ∂vC〉 = κπN∂vC for curves in the plane).
(34)Sequentially weakly-* if p =∞
(35)We can write equivalently Ch → C or Ch ⇀ C in (4.4.⋆), thanks to Rellich-Kondrachov
theorem (see thm. IV.16 [Bre86])
(36)When |C˙| = 0, then T = 0, by our definition, so the equation (4.7.⋆) holds as well in the
distributional sense
4.3 Lower semicontinuity 27
Proposition 4.8 Let M > 0 be a constant. Suppose that a C2 homotopy
C : I → lRn satisfies |C˙(θ, v)| = l(v) and∫ 1
0
(∫
S1
〈H, ∂vC〉|C˙| dθ
)2
dv ≤M (4.8.⋆)
where H is the curvature of C along θ. Then there exists a suitable reparame-
terizations
C˜(θ, v) = C(θ + ϕ(v), v) (4.8. ⋆ ⋆)
such that ∫
|πT ∂vC˜|2 ≤ 2M
Proof. Suppose that l ∈ C1 (the general proof being obtained by an approxi-
mation argument). We summarize derivations in 4.7,
∂θ(πT ∂vC) = 〈H, ∂vC〉|C˙|+ ∂vl
Applying eqns (4.5.⋆) and (4.6.⋄⋄) (with a = −∂vl) we obtain
inf
ϕ
∫
|πT ∂vC˜|2 =
∫ 1
0
∫
S1
∣∣∣∣πT∂vC(θ, v)−−∫
S1
πT ∂vC(θ˜, v) dθ˜
∣∣∣∣2 dθ dv ≤
≤
∫ 1
0
(∫
S1
|∂θ(πT ∂vC) + a| dθ
)2
≤
∫ 1
0
(∫
S1
|〈H, ∂vC〉|C˙|+ ∂vl − ∂vl| dθ
)2
dv
Note that the reparametrization (4.8.⋆⋆) may be viewed as an unwinding when
confronted with 4.1.
Remark 4.9 1 Note that, if |C˙(θ, v)| = l(v) then∫ 1
0
(∫
S1
〈H, ∂vC〉|C˙| dθ
)2
dv ≤
∫
I
〈H, ∂vC〉2l(v)2 ≤ (sup l)J(C)
So a bound on J(C) should provide compactness.
4.3 Lower semicontinuity
Let α > 0, β > 0, V,W ∈ lRn, define
e(W,V ) = |πW⊥V |α|W |β
and define
Eα,β(C)
.
=
∫
I
e(∂θC, ∂vC)
Note that EN (C) is obtained by choosing α = 2, β = 1. In general if β = 1 then
Eα,β(C) is a geometric energy (see 1.17).
Let W × V be the vector of all n(n− 1)/2 determinants of all 2 by 2 minors
of the matrix having W,V as columns. The identity
|πW⊥V |2|W |2 = |V |2|W |2 − 〈V,W 〉2 = |V ×W |2
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is easily checked (37). Let
f(W,V ) = |V ×W | .
Note that f is a polyconvex function (see 4.4) and that
e(W,V ) = |πW⊥V |α|W |β = |W × V |α|W |β−α (4.10)
and
Eα,β(C) =
∫
I
f(∂θC, ∂vC)
α|∂θC|β−α
We can provide this lower semicontinuity result in the class F.
Proposition 4.11 Let p ≥ 2. Suppose α > β > 0. Fix a continous function
l : [0, 1] → lR+, l ≥ 0, and use it to build the class F. Then Eα,β is W 1,p-
weakly-lower-semi-continuous in the class F.
More precisely: let
C ∈ F, (Ch)h ⊂ F
if Ch ⇀ C weakly in W
1,p, that is,
Ch → C, ∂vCh ⇀ ∂vC ∂θCh ⇀ ∂θC
in Lp, and
l(v) = |C˙(θ, v)| = |C˙h(θ, v)|
then
lim inf
h
Eα,β(Ch) ≥ Eα,β(C)
Proof. We prove the theorem in steps:
• Let λ > 0. Suppose |C˙| ≡ |C˙h| ≡ λ; then
Eα,β(C) = λ
β−α
∫
f(∂θC, ∂vC)
α
is l.s.c. (by 4.4).
• for any homotopy C and any continuous g : [0, 1]→ lR+, define eg(C)(v) :
[0, 1]→ lR+,
eg(C)
.
=
{
g(v)β−α
∫
S1
f(∂θC, ∂vC)
αdθ if g(v) > 0
0 if g(v) = 0
If C ∈ F (that is l(v) = |C˙(θ, v)|) then
Eα,β(C) =
∫ 1
0
el(C)dv
(37)In lR3 we have 〈V,W 〉 = |V ||W | cosα and |V ×W | = |V ||W | sinα, where α is the angle
between the two vectors
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• Consider a piecewise function g ≥ 0 defined
g =
m∑
i=1
giχ[ai,ai+1) (4.12)
and let
Eˆ(C)
.
=
∫ 1
0
eg(C)dv =
m∑
i=1
∫ ai+1
ai
egi(C)dv
then we apply the previous reasoning to all addends and conclude that
lim inf
h
Eˆ(Ch) ≥ Eˆ(C)
• Suppose l is continuous and l ≥ 0. Let τ be the class of piecewise functions
g ≥ 0 defined as in (4.12), such that on any interval [ai, ai+1), either gi = 0
or
gi ≥ sup
[ai,ai+1)
l .
Then for any such g and C ∈ F,∫ 1
0
eg(C)dv ≤ Eα,β(C) .
• choose g in the class τ ; then
lim inf
h
Eα,β(Ch) ≥ lim inf
h
∫ 1
0
eg(Ch)dv ≥
∫ 1
0
eg(C)dv
• Fix C: it is possible to find a sequence (gj) ⊂ τ such that
egj (C)(v)→j el(C)(v)
for almost all points v, monotonically increasing: indeed, let
Aj,i = [i2
−j, (i+ 1)2−j), Ij,i = inf
v∈Aj,i
l(v), Sj,i = sup
v∈Aj,i
l(v)
and
gj(v) =
{
0 if v ∈ Aj,i and Ij,i = 0
Sj,i if v ∈ Aj,i and Ij,i > 0
Then
Eα,β(C) = sup
j
∫ 1
0
egj (C)dv
We would like to prove this more general statement
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Conjecture 4.13 choose Lipschitz homotopies
C : I → lRn, Ch : I → lRn
define
l(v)
.
= lenC, lh(v)
.
= lenCh
If lh → l uniformly and Ch ⇀ C weakly in W 1,p, then
lim inf
h
EN (Ch) ≥ EN (C)
Whereas we cannot generalize the theorem further: this is due to example
4.3.1.
4.3.1 Example
We want to show that EN is not l.s.c. if we do not control the length.
Let α > β > 0, define
e(W,V ) = |πW⊥V |α|W |β = |W × V |α|W |β−α
and define
Eα,β(C)
.
=
∫
I
e(∂θC, ∂vC)
We will actually show that Eα,β is not l.s.c., and that
Proposition 4.14
ΓEα,β(C) = 0
where the relaxation is computed with respect to weak-* L∞ convergence of the
derivatives.
1. For simplicity, we temporarily drop the requirement that the curves C(·, v)
be closed. We then redefine I = [0, 1]× [0, 1].
2. Let C˜ : I → I be a Lipshitz map such that
C˜(θ, 0) = (θ, 0), C˜(θ, 1) = (θ, 1), C˜(0, v) = (0, v), C˜(1, v) = (1, v) .
(4.15)
3. Let h ≥ 1 be integers.
We rescale C˜ and glue many copies of it to build Ch, as follows
Ch(θ, v)
.
=
1
h
C˜
(
(hθ)mod(1), (hv)mod(1)
)
+ bh(θ, v)
where bh : I → lR2 is the piecewise continuous function
bh(θ, v)
.
=
(
1
h
⌊hθ⌋, 1
h
⌊hv⌋
)
(in particular, C1 = C˜). We represent this process in figure 3 on the facing
page.
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C˜ Ch
Figure 3: Tesselation of homotopy C˜ to form Ch
Then
∂θCh(θ, v) = ∂θC˜
(
(hθ)mod(1), (hv)mod(1)
)
∂vCh(θ, v) = ∂vC˜
(
(hθ)mod(1), (hv)mod(1)
)
We may think of Ch as homotopies that connect the same two curves,
namely,
Ch(θ, 0) = (θ, 0) = C˜(θ, 0), Ch(θ, 1) = (θ, 1) = C˜(θ, 1) ,
while extrema points move in a controlled way, namely
Ch(0, v) = (0, v) = C˜(0, v), Ch(1, v) = (1, v) = C˜(1, v) .
4. Let C(θ, v)
.
=(θ, v) be the identity.
The sequence Ch has the following properties
(a) Ch → C in L∞, and more precisely
sup
I
|Ch − C| ≤ 2
h
(b) ∂θCh and ∂vCh are bounded in L
∞, and more precisely,
sup
I
|∂θCh| ≤ |∂θC˜|, sup
I
|∂vCh| ≤ sup
I
|∂vC˜|
and then all Ch are equi Lipschitz;
(c)
∂θCh ⇀ e1 = (1, 0) = ∂θC
and
∂vCh ⇀ e2 = (0, 1) = ∂vC
weakly* in L∞(I). (38)
(38)Proof by lemma 1.2 in [Dac82]
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(d) let l˜(v)
.
= len(C˜), a
.
=
∫
l˜ and
lh(v)
.
= len(Ch)(v) = l˜
(
(hv)mod(1)
)
then lh ⇀ a weakly* in L
∞([0, 1]). (38)
(e) Suppose C˜ is piecewise smooth, so that the curvature Hh of Ch can
be defined almost everywhere. By (4.15), l˜(0) = l˜(1) = 1. If l˜(v) > 1
at some points, then the sequence lh(v) is not equicontinuous: then,
by proposition 4.3, the sequence of integrals∫ 1
0
∫
S1
〈Hh, ∂vCh〉2|C˙h|dθ dv
is unbounded in h. (39)
(f) Eα,β(Ch) is constant in h: indeed∫
I
e(∂θCh, ∂vCh) = h
2
∫ 1/h
0
∫ 1/h
0
e
(
∂θCh, ∂vCh
)
dθ dv =
= h2
∫ 1/h
0
∫ 1/h
0
e
(
∂θC˜(hθ, hv), ∂vC˜(hθ, hv)
)
dθ dv =
=
∫
I
e
(
∂θC˜(θ, v), ∂vC˜(θ, v)
)
dθ dv
that is
Eα,β(Ch) = Eα,β(C˜) (4.16)
5. Let j ≥ 1 be a fixed integer. Let C˜ : I → lR2 be defined by
γ(v) =
{
v if v ∈ [0, 1/2]
(1− v) if v ∈ [1/2, 1] (4.17)
and
C˜(θ, v) =
(
θ, v + γ(v) sin(2πjθ)
)
(4.18)
(note that C˜ is a graph).
We have this further properties
• We know that lh ⇀ a with a =
∫
len C˜; but this limit a is strictly
bigger than 1, whereas lenC ≡ 1
• For θ ∈ [0, 1/h] and v ∈ [0, 1/h]
∂vCh(θ, v) = ∂vC˜(hθ, hv) = (0, 1 + γ
′(hv) sin(2πjhθ))
∂θCh(θ, v) = ∂θC˜(hθ, hv) = (1, 2πjγ(hv) cos(2πjhθ))
Then
sup
I
|∂θCh| ≤ 1 + 2πj, sup
I
|∂vCh| ≤ 2
(39)a fortiori, J(Ch) is unbounded — J(C) was defined in (4.2)
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• We compute
Eα,β(C˜) =
∫
I
e
(
∂θC˜(θ, v), ∂vC˜(θ, v)
)
dθ dv =
=
∫ 1
0
∫ 1
0
|1 + γ′(v) sin(jθ)|α|1 + γ(v)2j2 cos(jθ)2|(β−α)/2 dθ dv
= 2
∫ 1/2
0
∫ 1
0
|1 + sin(jθ)|α|1 + v2j2 cos(jθ)2|(β−α)/2 dθ dv
then
lim
j→∞
Eα,β(C˜) = 0 (4.19)
6. Combining (4.16) and (4.19) we prove that Eα,β is not l.s.c. Indeed for j
large
lim
h
Eα,β(Ch) = Eα,β(C˜) < Eα,β(C) = 1
whereas Ch ⇀ C.
7. to prove 4.14, consider any homotopy C; this may be approximated by a
piecewise linear homotopy, which in turn may be approximated by many
replicas of the above construction.
4.4 Existence of minimal geodesics
Theorem 4.20 Let M > 0.
Let A be the set of admissible curves c : S1 → lRn, such that
• c : S1 → lRn is Lipschitz, and c admits curvature H in the measure sense
(see in 3.3), and moreover
• the total mass |H |(S1) of the curvature H of c is bounded uniformly
|H |(S1) ≤M . (4.20.⋆)
Let c0, c1 be curves in A.
Fix a bounded continuous function l : [0, 1]→ lR+, with inf l > 0.
Let B be the class of homotopies C : I → lRn such that
• C ∈ H1(I → lRn)
• any given curve θ 7→ C(θ, v) is in A
• the curvature can be extended to the homothopy (see 3.7), ∂vC is contin-
uous, and ∫ 1
0
(∫
S1
〈H, ∂vC〉|C˙| dθ
)2
dv ≤M ((4.8. ⋆ ))
• l(v) = lenC(v) = ∫
S1
|C˙| dθ
• C(θ, 0) = c0(θ) and C(θ, 1) = c1
If B is non empty, then the functional EN admits a minimizing homotopy
C∗; this minimum C∗ satisfies all the above requirements, but possibly for con-
dition (4.8.⋆).
34 4 ANALYSIS OF EN (C)
Proof. The proof is divided in two important (and independent) steps
• Let Ch be a sequence such that
limEN (Ch) = inf
C∈B
EN (C)
Up to reparameterization, assume
|C˙h(θ, v)| = l(v) .
By this bound, and the compactness result 4.8, we reparameterize any
term Ch to C˜h by
C˜h(θ, v) = Ch(θ + ϕh(v), v)
so that ∫
|πT ∂vC˜h|2 ≤ 2M ;
moreover∫
|πN∂vC˜h|2 ≤ (max 1
l
)
∫
|πN∂vC˜h|2|C˙| ≤ (max 1
l
)(1 + inf EN ) (4.21)
(definitively in h) and then∫
|∂vC˜h|2 ≤ 2M + (max 1
l
)(1 + inf EN )
whereas ∫
I
|C˙h|2 =
∫ 1
0
l(v)2dv :
then (by the Banach-Alaoglu-Bourbaki theorem (40)) up to a subsequence,
C˜h converges weakly in H
1 to a homotopy C∗.
• We want to prove that |C˙∗(θ, v)| = l(v) for almost all θ, v. We know that
|C˙∗(θ, v)| ≤ l(v), by 3.16. Suppose on the opposite that |C˙∗(θ, v)| < l(v):
then there exists ε > 0 and an measurable subset A ⊂ I with positive
measure, such that |C˙∗(θ, v)| < l(v) − ε for (θ, v) ∈ A. Let Av = {θ :
(θ, v) ∈ A} be the slice of A: then, by Fubini-Tonelli, there is a v such
that the measure of Av is positive. We fix that v. Suppose that Hh is the
curvature of Ch(·, v): then
Hh = l(v)∂θθCh
in the sense of measures. We know that H has bounded mass: so ∂θθCh
has: by Theorem 3.23 in [AFP00], ∂θCh(·, v) is compact in L1(S1), so,
(up to a subsequence), we would have that C˙h(·, v) → C˙∗(·) strongly in
L1(S1): then |C˙∗(θ, v)| = l(v) for that particular choice of v, achieving
contradiction.
• By 4.11, lim infhEN (Ckh ) ≥ EN (C∗): then C∗ is the minimum.
(40)See thm III.15 III.25 and cor III.26 in [Bre86]
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Remark 4.22 If we wish to extend the above theorem, we face some obstacles.
• If we do not enforce some bounds on curvature (as (4.20.⋆) and (4.8.⋆)),
then the example in §4.6 shows that we cannot achieve compactness of a
minimizing subsequence
• If we wish to remove the hypothesis “inf l > 0”, (41) we are faced with
the following problem: if l(v) = 0, then the curve C(·, v) collapses to a
point; consequently if l(v) = 0 on an interval [a, b], then the homotopy
collapses to path on that interval; moreover, the length and the energy
of C restricted to v ∈ [a, b] is necessarily 0, so that E(C) provides no
bound on the behaviour of C: we again lose compactness of a minimizing
subsequence (indeed, the inequality (4.21) needs that infv len(C)(v) > 0,
to be able to control
∫ |∂vC|2).
4.4.1 Michor-Mumford
Let d(c0, c1) be the geodesic distance induced by the metric G
A defined in
[MM] (see eq.(2.9) here). By the results in [MM], we know that (in general) this
distance is non degenerate:
Proposition 4.23 Consider an homotopy C connecting two curves c0 = C(·, 0), c1 =
C(·, 1), and its energy EA(C) .=EN (C) +AJ(C) (see eq.(2.10) here)
By Ho¨lder inequality,(∫
I
|C˙|
)1/2(∫
I
|πN∂vC|2|C˙|
)1/2
≥
∫
I
|πN∂vC||C˙| ≥
∫
I
|∂vC × C˙|
We then obtain the area swept out bound (42)(∫
I
|∂vC × C˙|
)2
≤ E
N (C)∫ 1
0
len(C)
Indeed the leftmost term is the area swept by the homotopy.
By the proposition 4.3, we know that, if J(C) is bounded, then len(C) is
continuous and is bounded. So, if c0 6= c1, and there is no zero-area homotopy
(43) connecting c0, c1, then d(c1, c2) > 0. See also prop. 5.5 here.
We cannot instead currently prove a theorem of existence of minimal geodesics
for the energy EA(C); in this section we have though derived some insight; so
we discuss the conjecture
Conjecture 4.24 Fix two curves c0 and c1. The energy E
A(C) admits a min-
imum in the class C of homotopies connecting c0 and c1.
May we improve the proof of theorem 4.20 to prove this conjecture? We
discuss what is ok and what is wrong.
(41)note that the bound (4.20.⋆) does not imply that inf l > 0
(42)in a form slightly better than the one in §3.4 in [MM]
(43)note that there are curves c0 6= c1 in the completion of the space Bi (the completion is
described in §3.11 in [MM]) that can be connected by a zero-area homotopy
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• We may want to use J(C) to drop the requirement (4.20.⋆) that is, in
turn, used to have l.s.c. of the functional EN ; so we may think of proving
this lemma
“Suppose that we are given a sequence of smooth homotopies Ch, and
J(Ch) ≤M , and Ch ⇀ C weakly in W 1,p: then len(Ch)→ len(C)”
but this is wrong, as seen by this example
Example 4.25 Let Ch : [0, 1]× [0, 1]→ lR2 defined as
Ch(u, v) =
(
u,
1
h
sin(2πhu)
)
and
C(u, v) = (u, 0) .
These homotopies do not depend on v: then J(Ch) = 0. On the other
hand, Ch ⇀ C but len(Ch) is constant and bigger than 1 = len(C).
• We need way to be sure that curves in the homotopy do not collapse to
points (as discussed in 4.22); so we may think of proving this lemma
“Suppose that the homotopy C admits curvature, and J(C) <∞: then
infv len(C)(v) > 0”
but this is wrong, as seen by this example
Example 4.26 Let
c1(θ) = (sin(θ), cos(θ))
be the circle in lR2, and build the homotopy
C(θ, v) = v4c1(θ)
Then
J(C) =
∫ 1
0
1
v8
(4v3)22πv4dv = 32π
∫ 1
0
v2dv = 32π/3
• We need a semicontinuity result on J(C). Indeed we cannot hope in any
cancellation effect in the sum EN (C) + J(C) because the two energies
scale in different ways: (44)
Remark 4.27 (rescaling) Let ε > 0 and C˜ = εC then EN (C˜) = ε3EN (C)
but J(C˜) = εJ(C)
• On the bright side, we do not have a counterexample to show if J(C) is
not l.s.c.; actually, remark (4e) (on page 32) suggests that if Ch → C and
the homotopies have a common border condition (such as (4.15)), and
J(Ch) is bounded, then lim inf E
N (Ch) ≥ EN (C).
(44)and this suggests that the energy EA(C) should not satisfy the rescaling property 1 on
page 8
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• Moreover, by 4.23 we know that the induced distance is in general not
degenerate.
• As pointed in 4.9, the term J(C) in the metric provides compactness in
H1(I)
• Moreover the example in §4.6 shows that we do need to control the cur-
vature of curves to be able to prove existence of minimal geodesics: this
justifies the term J(C) in the Michor-Mumford energy EA (as well as the
bound (4.8.⋆) in theorem 4.20).
4.5 Space of Curves
By using the previous theorem 4.20, we immediatly obtain a metric on a Space
of Shapes.
FixM > 0. Let S be the space of unit length (45) closed immersed C2 curves
such that for any c ∈ S, the curvature κ of c is bounded by M , as
|κ| ≤M .
We may think of S as a “submanifold with border” in the manifold M of all
closed unit length immersed C2 curves.
Then we can use the Riemannian metric
〈h, k〉 =
∫
S1
〈πNh(θ), πNk(θ)〉 dθ
to define a positive geodesic distance in S: by the theorem in the previous
section, this distance admits minimal geodesics:
Proof. indeed, we fix len(C) ≡ 1; we may write
J(C) ≤ K2EN (C)
then we may use the remark 4.9 to obtain compactness of minimizing subse-
quences.
Unfortunately, since S has a border (given by the constraint |κ| ≤M) then
the minimal geodesic will not, in general, satisfy the Euler-Lagrange ODE de-
fined by EN .
4.6 The pulley
We show that there exists a sequence of Lipschitz functions Ch : I → lR2 such
that |πN∂vCh| ≤ 1, |∂θCh| = 1, but
∫
I
|∂vCh| → ∞.
Consider the figure 4 on the following page. The thick line ABCDEF is the
curve θ 7→ C5(θ, 0). The thick arrows represent the normal part πN∂vC5 of the
velocity, while the thin dashed arrows represent the tangent part πT∂vC5 of the
velocity. The circles are just for fun, and represent the wheels of the pulley.
(45)if the conjecture 4.13 holds true, then the “unit length” constraint may be dropped; note
that the formula of the metric is “geometric” (as defined in 1.17); but the minimal geodesics
and the distance are not invariant with respect to rescaling, due to the bound |κ| ≤M .
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AB
C
D
E
F
Figure 4: The pulley Ch, in case h = 5
The movement of C5(θ, v), that is, its evolution in v, is so described: the
part ABCD is still, that is, it is constant in v; in the part DE (respectively
FA) of the curve, vertical segments move apart (resp., together) as the thick
arrows indicate, with horizontal velocity with norm |πN∂vC5| = 1; as the curve
unravels, it is forced to move also parallel to itself.
The generic curve Ch has 2h wheels: h wheels in section DE, to pull apart,
and h wheels in section AF , to pull together; the horizontal tracts in AF and
DF are of lenght ∝ 1/h, so the tract AF straightens up in a time ∆v ∝ 1/h:
at that moment, the movement inverts: so while v ∈ [0, 1], the cycle repeats for
h times.
In this case, the tangent velocity in sectionDF is h times the normal velocity
in sections AF and DE. Then, if we choose the normal velocity to have norm
1, the tangent velocity will explode when h → ∞. This means that the family
of homotopies Ch will not be compact in H
1(I → lR1).
The first objection that comes to mind when reading the above is “this ex-
ample is not showing any problem with the curve itself, it is just giving problems
with the parameterization of the curve”.
Indeed we may reparameterize the curves so that the tangent velocity will
not explode when h→∞: by using 3.10, we obtain that πT˜ ∂vC˜ = 0.
Remembering remark 3.12, we understand that this is not going to help,
though. So we point out this other problem.
Let λ = λ(v, h) be the distance from feature point D to feature point E. Then
∂vλ→∞ if h→∞.
5 Conformal metrics
We recall at this point that the well known geometric heat flow (Ct = Css)
(46)
is truly the gradient descent for the Euclidean arclength of a curve with respect
to the H0 metric. Unfortunately, given the pathologies encountered thus far
with H0, we see that this famous flow is not a gradient flow with respect to
a well behaved Riemannian metric. If we propose a different metric, the new
(46)Recall that we write Cv for ∂vC (and so on), to simplify the derivations
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gradient descent flow for the Euclidean arclength of a curve will of course be
entirely different. For example, the metric (2.9) proposed by [MM] yields the
following gradient flow for arclength:
Ct =
Css
1 +ACss · Css =
κ
1 +Aκ2
N (5.1)
Notice that the normal speed in (5.1) is not monotic in the curvature; and there-
fore the flow (5.1) will not share the nice properties of the geometric heat flow
(∂tC = ∂ssC). For example, embedded curves do not always remain embedded
under this new flow, as illustrated in Fig. 5.
y
x
y
x
Figure 5: Intersections induced by flow (5.1): for big choices of A, the point x
will travel faster than the point y (and in the same direction) and will eventually
cross it.
Given the pathologies of H0 we have no choice but to propose a new metric
if we wish to construct a well behaved Riemannian geometry on the space of
curves. However, we may seek a new metric whose gradient structure is as
similar as possible to that of the H0 metric. In particular, for any functional
E : M → lR we may ask that the gradient flow of E with respect to our new
metric be related to that gradient flow of E with respect to H0 by only a time
reparameterization. In other words, if C(t) represents a gradient flow trajectory
according to H0 and if Cˆ(t) represents the gradient flow trajectory according
to our proposed new metric, then we wish that
Cˆ(t) = C(f(t))
for some positive time reparameterization f : lR → lR, f˙ > 0. The resulting
gradient flows will then be related as follows.
Cˆt = f˙(t)Ct (5.2)
The only class of new metrics that will satisfy (5.2) are conformal modifica-
tions of the original H0 metric, which we will denote by H0φ. Such metrics are
completely defined by combining the original H0 metric with a positive confor-
mal factor φ : M → lR where φ(c) > 0 may depend upon the curve c. The
relationship between the inner products is given as follows.〈
h1, h2
〉
H0
φ
= φ(c)
〈
h1, h2
〉
H0
(5.3)
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Note that for any energy functional E of curves C(t) we have the following
equivalent expressions, where the first and last expressions are by definition of
the gradient and the middle expression comes from the definition (5.3) of a
conformal metric.
d
dt
E(C(t)) =
〈
∂C
∂t
,∇φE(C)︸ ︷︷ ︸
Conformal
Gradient
〉
H0φ
= φ
〈
∂C
∂t
,∇φE(C)︸ ︷︷ ︸
Conformal
Gradient
〉
H0
=
〈
∂C
∂t
, ∇E(C)︸ ︷︷ ︸
Original
Gradient
〉
H0
(5.4)
We see from (5.4) that the conformal gradient differs only in magnitude from
the original H0 gradient
∇φE = 1
φ
∇E
and therefore the conformal gradient flow differs only in speed from the H0
gradient flow.
∂C
∂t
= −∇φE(C) = − 1
φ(C)
∇E(C)
As such and as we desired, the solution differs only by a time reparameterization
f given by
f˙ =
1
φ(C)
The obvious question now is how to choose the conformal factor.
A first suggestion is in the following theorem
Proposition 5.5 (47) Suppose that
min
c
(φ(c)/ len(c)) = a > 0 (5.5.⋆)
Consider an homotopy C connecting two curves c0 = C(·, 0), c1 = C(·, 1), and
its H0φ–energy ∫ 1
0
φ(C(·, v))
∫
S1
|πN∂vC|2|C˙| dθ dv
Up to reparameterization 3.9, |C˙(θ, v)| = len(C(·, v))/2π so we can rewrite
the energy (using (4.10)) as∫ 1
0
2πφ(C(·, v))
len(C(·, v))
∫
S1
|∂vC × C˙|2 dθ dv ≥ 2πa
∫ 1
0
∫
S1
|∂vC × C˙|2 dθ dv ≥
≥ a
(∫ 1
0
∫
S1
|∂vC × C˙| dθ dv
)2
the rightmost term is the square of the area swept by the homotopy.
So, if c0 6= c1, and there do not exist a homotopy connecting c0, c1 with zero
area, then d(c1, c2) > 0.
Although we already know that the H0 metric is not very useful, we may
obtain a lot of insight into how to choose the conformal factor φ by observing
the structure of the minimizing flow (which turns out to be unstable) for the
H0 energy in the space of homotopies. We will then try to choose the conformal
factor in order to counteract the unstable elements of the H0 flow.
(47)We thanks prof. Mumford for suggesting this result.
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5.1 The Unstable H0 Flow
5.1.1 Geometric parameters s and v∗
We have denoted by u ∈ [0, 1] a parameter which traces out each curve in a
parameterized homotopy C(u, v) and we have denoted by v ∈ [0, 1] the pa-
rameter which moves us from curve to curve along the homotopy. Note that
both of these parameters are arbitrary and not unique to the geometry of the
curves comprising the homotopy. We now wish to construct more geometric
parameters for the homotopy which will yield a more meaningful and intuitive
expression for the minimizing flow we are about to derive. The most natural
substitute for the curve parameter u is the arclength parmeter s. We must also
address the parameter v, however. While v as a parameter ranging from 0 to 1
seems to have little to do with the arbritrary choice of the curve parameter u,
the differential operator ∂∂v depends heavily upon this prior choice. The desired
effect of differentiating along the homotopy is mixed with the undesired effect of
differentiating along the contour if flowing along corresponding values of u be-
tween curves in the homotopy requires some motion along the tangent direction.
To see the dependence of ∂∂v on u, note that C(u, v) and Cˆ(u, v) where
Cˆ(u, v) = C
(
u(1+v), v
)
constitute the same homotopy geometrically, and yet ∂C∂v 6= ∂Cˆ∂v .
We will therefore introduce the more geometric parameter v∗ whose corre-
sponding differential operator ∂∂v∗ yields the most efficient transport from one
curve to another curve along the homotopy regardless of “correspondence” be-
tween values of the curve parameters. It is clear that such a transport must
always move in the normal direction to the underlying curve since tangential
motion along any curve does not contribute to movement along the homotopy.
More preceisely, we define the parameteres s and v∗ in terms of u and v as
follows.
∂
∂s
=
1
‖Cu‖
∂
∂u
and
∂
∂v∗
=
∂
∂v
− (Cv · Cs) ∂
∂s
5.1.2 H0 Minimizing Flow
Suppose we now consider a time varying family of homotopies C(u, v, t) : [0, 1]×
[0, 1] × (0,∞) → lRn and compute the derivative of the H0 energy along this
family. Note that the H0 energy, in terms of the new parameters s and v∗ may
be simply expressed as follows (since πNCv∗ = Cv∗).
E(t) =
∫ 1
0
∫ L
0
∥∥Cv∗∥∥2 ds dv (5.6)
In the appendix, we show that the derivative of E may be expressed as follows.
E′(t) = −2
∫ 1
0
∫ L
0
Ct ·
(
Cv∗v∗−(Cv∗v∗·Cs)Cs−(Cv∗·Css)Cv∗+
1
2
‖Cv∗‖2Css
)
ds dv
(5.7)
In the planar case, Cv∗ and Css are linearly dependent (as both are orthogonal
to Cs) which means that
(Cv∗ · Css)Cv∗ = (Cv∗ · Cv∗)Css = ‖Cv∗‖2Css (5.8)
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and therefore
E′(t) = −2
∫ 1
0
∫ L
0
Ct ·
((
Cv∗v∗ − (Cv∗v∗ · Cs)Cs
)− 1
2
‖Cv∗‖2Css
)
ds dv (5.9)
by which we derive the minimization flow
Ct = Cv∗v∗ − (Cv∗v∗ · Cs)Cs −
1
2
‖Cv∗‖2Css
which is geometrically equivalent to the following more simpler flow (by adding
a tangential component):
Ct = Cv∗v∗ −
1
2
‖Cv∗‖2Css (5.10)
Note that the flow (5.10) consists of two orthogonal diffusion terms. The
first term Cv∗v∗ is stable as it represents a forward diffusion along the homotopy,
while the second term −‖Cv∗‖2Css is an unstable backward diffusion term along
each curve. Indeed, numerical experiments show a behaviour that parallels the
phenomenon described in §4.3.1.
5.2 Conformal Versions of H0
We now define the conformal H0φ energy (when the conformal factor φ is a
function of the arclength L of each curve) as
Eφ(t) =
∫ 1
0
φ(L)
∫ L
0
∥∥Cv∗∥∥2 ds dv (5.11)
Once again we compute (in the appendix) the derivative of this energy along a
time varying family of homotopies C(u, v, t).
E′φ(t) = −
∫ 1
0
∫ L
0
Ct·
(
2φ′Lv∗Cv∗ + 2φCv∗v∗ − 2φ(Cv∗v∗ · Cs)Cs
−2φ(Cv∗ · Css)Cv∗ + (φm+ φ′M)Css
)
ds dv
where
m = ‖Cv∗‖2 and M =
∫ L
0
mds =
∫ L
0
‖Cv∗‖2 ds.
As before, we now consider the planar case in which Cv∗ and Css are linearly
dependent and therefore (Cv∗ · Css)Cv∗ = mCss, yielding
E′(t) = −2
∫ 1
0
∫ L
0
Ct·
(
φ
(
Cv∗v∗−(Cv∗v∗·Cs)Cs
)
+φ′Lv∗Cv∗+
1
2
(φ′M−φm)Css
)
ds dv
(5.12)
from which we obtain the following minimizing flow
Ct = φ
(
Cv∗v∗ − (Cv∗v∗ · Cs)Cs
)
+ φ′Lv∗Cv∗ +
1
2
(φ′M − φm)Css
which is geometrically equivalent (by adding a tangential term) to
Ct = φCv∗v∗ + φ
′Lv∗Cv∗ +
1
2
(φ′M − φm)Css (5.13)
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5.2.1 Stable conformal factor
To stabilize the flow in last equation, we look for a φ such that
φ′M − φm ≥ 0 for all (s, v∗) (5.14)
or (assuming M 6= 0)
φ′
φ
= (log φ)′ ≥ m
M
for all (s, v∗) (5.15)
One way to satisfy this is to choose
(logφ)′ = max
s,v∗
m
M
.
= λ (5.16)
giving us
φ = eλL (5.17)
yielding the following flow of homotopies
Ct = e
λL
(
2Cv∗v∗ + 2λLv∗Cv∗ + (λM −m)Css
)
(5.18)
The choice of having φ = eλL satisfies (5.5.⋆); and it agrees also with the
discussion in §5.4, that hints that the energy E(C) associated to the H0φ metric
may be lower semi continuous when φ(c) ≥ len(c). The above conformal metric
does not entail an unique Riemannian Metric on the space of curves: indeed the
choice of λ depends on the homotopy itself.
In the numerical experiments shown in this paper, we chose λ to satisfy
(5.16) at time t = 0 and found that this was enough to stabilize the flow up to
convergence. However, we have no mathematical proof of this phenomenon.
5.3 Numerical results
We note that the minimizing flow (5.13) consists of two stable diffusion terms
and a transport term. As such, we have the option to utilize level set methods
in the implementation of (5.13).
We represent the evolving homotopyC(u, v, t) as an evolving surface S(u, v, t)
S(u, v, t) = (C(u, v), v, t)
We then perform a Level Set Embedding of this surface into a 4D scalar function
ψ such that
ψ
(
C(u, v, t), v, t
)
= 0.
The goal is now to determine an evolution for ψ which yields the evoluton
(5.13) for the level sets of each of its 2D cross-sections. Differentiating
d
dt
(
ψ
(
x(u, v, t), y(u, v, t), v, t
)
= 0
)
−→ ψt +∇ψ · Ct = 0
where ∇ψ = (ψx, ψy) denotes the 2D spatial gradient of each 2D cross-section of
ψ, and substituting (5.13), noting thatN = ∇ψ/‖∇ψ‖, yields the corresponding
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Level Set Evolution.
ψt=ψvv− 2ψv‖∇ψ‖2 (∇ψv ·∇ψ)+
ψ2v
‖∇ψ‖4
(∇2ψ∇ψ)·∇ψ
−1
2
(
ψ2v
‖∇ψ‖2 − λ
∫ L
0
ψ2v
‖∇ψ‖2 ds
)
∇ ·
( ∇ψ
‖∇ψ‖
)
‖∇ψ‖+λLvψv
Note that for simplicity we have dropped the factor eλL from (5.13) since we
are guaranteed that this factor is always positive. As a result, we do not change
the steady-state of the flow by omitting this factor.
If we numerically compute the geodesic of two curves c0, c1 in figure 6, we
obtain the geodesic, which is represented, by slicing it in figure 7 on the next
page and as a surface in figure 8 on the facing page.
Curve c0 Curve c1
Figure 6: Curves c0 and c1
5.4 Example
This example shows why we think that the conformal energy E(C) may be lower
semicontinuous (on planar curves) in the case when φ(c) ≥ len(c).
Fix 0 < ε < 1/2 and λ ≥ 0.
Suppose
c(u) =

(u, uλ) if u ∈ [0, ε]
(u, (2ε− u)λ) if u ∈ [ε, 2ε]
(u, 0) if u ∈ [2ε, 1]
(5.19)
is the curve in figure 9 on page 46.
We define the homotopy C : [0, 1]× [0, 1]→ lR2 by
C˜(u, v) = c(u) + (0, v)
Let with C(u, v) = (u, v) be the identity.
We may tesselate, as explained in point 3 in 4.3.1, to build a sequence of
homotopies Ch such that Ch →h C in L∞ and
∂u,vCh ⇀
∗
h ∂u,vC weakly* in L
∞,
5.4 Example 45
Figure 7: Slices of homotopy
Figure 8: Surface of homotopy
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2ε
2ελ
1
Figure 9: The curve from eq. (5.19)
and E(Ch) = E(C).
Now we compute
len(c) = 1 + 2ε(
√
1 + λ2 − 1) = 1 + 2εα
where we define α =
√
1 + λ2 − 1 for convenience. Note that α ≥ 0.
We compute the energy (using the identity (4.10))
E(Ch) = E(C˜) =
∫ 1
0
∫ 1
0
φ(C)
|∂uC|dudv =
= (1 − 2ε)φ(C) + 2ε φ(C)√
1 + λ2
= φ(C)
(
1− 2ε+ 2ε 1
α+ 1
)
=
= φ(C)
(
1− 2ε α
α+ 1
)
≥
≥ (1 + 2εα)
(
1− 2ε α
α+ 1
)
= 1 + 2ε
(
α− α
α+ 1
− 2εα
2
α+ 1
)
=
= 1 + 2ε
α2 − 2εα2
α+ 1
= 1 + 2εα2
1− 2ε
α+ 1
≥ 1 = EN (C)
A More on Finsler metrics
We now provide two more results on Finsler metrics 1.2, for convenience of the
reader. The first result explains the relationship between the length functional
len(ξ) and the energy functional E(ξ)
Proposition A.1 Fix x, y in the following, and let A be the class of all locally
Lipschitz paths γ : [0, 1]→M connecting x to y.
These are known properties of the the length and the energy.
• If ξ, γ are locally Lipschitz and φ is a monotone continuous function such
that ξ = γ ◦ φ and φ(0) = 0, φ(1) = 1 then Len γ = Len ξ.
• In general, by Ho¨lder inequality, E(γ) ≥ Len(γ)2.
• If γ provides a minimum of minAE(γ), then it is also a minimum of
minA Len(γ) in the same class, E(γ) = Len(γ)
2, and moreover |γ˙(t)|γ(t)
is constant in t, that is, γ has constant velocity.
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• If ξ provides a minimum of minA Len(γ), then there exists a monotone
continuous function φ and a path γ such that ξ = γ ◦ φ, and γ is a
minimum of minAE(γ).
(48)
Proof. By 2.27, 2.42, 3.8, 3.9 in [Men] and 4.2.1 in [AT00].
This second result is the version of the Hopf–Rinow theorem 1.6 to the case
of generic metric spaces.
Theorem A.2 (Hopf-Rinow) Suppose that the metric space (M,d) is locally
compact and path-metric, then these are equivalent:
• the metric space (M,d) is complete,
• closed bounded sets are compact
and both imply that any two points can be connected by a minimal length geodesic.
A proof is in §1.11 and §1.12 in Gromov’s [Gro99], or in Theorem 1.2 in [Men]
(which holds also in the asymmetric case).
B Proofs of §2.1.4
Let Z be the set of all θ ∈ L2([0, 2π]) such that θ(s) = a+k(s)π where k(s) ∈ Z
is measurable, (a = 2π − ∫ k), and
|{k(s) = 0mod 2}| = |{k(s) = 1mod2}| = π
Z is closed (by thm. 4.9 in [Bre86]). We see that Z contains the (representations
θ of) flat curves ξ, that is, curves ξ whose image is contained in a line; one such
curve is
ξ1(s) = ξ2(s) =
{
s/
√
2 s ∈ [0, π]
(2π − s)/√2 s ∈ (π, 2π] , θ =
{
π/2 s ∈ [0, π]
3π/2 s ∈ (π, 2π]
We provide here the proof of 2.12: M \ Z is a manifold.
Proof. Indeed, suppose by contradiction that ∇φ1,∇φ2,∇φ3 are linear depen-
dant at θ ∈M , that is, there exists a ∈ lR3, a 6= 0 s.t.
a1 cos(θ(s)) + a2 sin(θ(s)) + a3 = 0
for almost all s; then, by integrating, a3 = 0, therefore a1 cos(θ(s))+a2 sin(θ(s)) =
0 that means that θ ∈ Z. See also §3.1 in [KSMJ03].
This is the proof of 2.15:
(48)in writing ξ = γ ◦ φ, we, in a sense, define γ by a pullback of ξ: see 2.29 in [Men]. Note
that we could not write, in general, γ = ξ ◦ φ−1: indeed, it is possible that a minimum of
minA Len(γ) may stay still for an interval of time; that is, we must allow for the case when φ
is not invertible.
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Proof. Fix θ0 ∈ M \ Z. Let T = Tθ0M be the tangent at θ0. T is the vector
space orthogonal to ∇φi(θ0) for i = 1, 2, 3. Let ei = ei(s) ∈ L2 ∩ C∞c be near
φi(θ0) in L
2, so that the map (x, y) : T × lR3 → L2
(x, y) 7→ θ = θ0 + x+
3∑
i=1
eiyi (B.1)
is an isomorphism. Let M ′ be M in these coordinates; by the Implicit Function
Theorem (5.9 in [Lan99]), there exists an open set U ′ ⊂ T , 0 ∈ U ′, an open
V ′ ⊂ lR3, 0 ∈ V ′, and a smooth function f : U → lR3 such that the local part
M ′ ∩ (U ′ × V ′) of the manifold M ′ is the graph of y = f(x).
We immediatly define a smooth projection π : U ′ × V ′ → M ′ by setting
π′(x, y) = (x, f(x)); this may be expressed in L2; let (x(θ), y(θ)) be the inverse
of (B.1) and U = x−1(U ′); we define the projection π : U →M by setting
π(θ) = θ0 + x+
3∑
i=1
eifi(x(θ))
Then
π(θ)(s) − θ(s) =
3∑
i=1
ei(s)ai , ai
.
=(fi(x(θ)) − yi) ∈ lR (B.2)
so if θ(s) is smooth, then π(θ)(s) is smooth.
Let θn be smooth functions such that θn → θ in L2, then π(θn) → θ0; if
we choose them to satisfy θn(2π) − θn(0) = 2πh, then, by the formula (B.2),
π(θ)(2π) − π(θ)(0) = 2πh so that π(θn) ∈ M and it represents a smooth curve
with the assigned rotation index h.
C EN is ill-posed
The result C.1 following below was inspired from a description of a similar
phenomenon, found on page 16 of the slides [Mum] of D. Mumford: it is possible
to connect the two segments c0(u) = (u, 0) and c1(u) = (u, 1) with a family of
homotopies Ck : [0, 1]× [0, 1]→ lR2 such that EN (Ck)→k 0. We represent the
idea in figure 10 on the facing page.
We use the above idea to show that the distance induced by EN is zero. (49)
Proposition C.1 (EN is ill-posed) Fix c0 and c1 to be two regular curves.
We want to show that, ∀ǫ > 0, there is a homotopy C connecting c0 to c1 such
that EN (C) < ǫ.
1. To start, suppose that c1 is contained in the surface of a sphere, that is,
|c1| = 1 is constant. Suppose also that |c˙1| = 1. Consider the linear
interpolant, from the origin to c1:
C(θ, v) = vc1(θ)
The image of this homotopy is a cone.
(49)We have recently discovered an identical proposition in [MM]: we anyway propose this
proof, since it is more detailed.
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case v ∈ [1/2, 1]
case v ∈ [0, 1/2]
1/k
v = 3/4
v = 7/8
v = 1
v = 1/2
v = 1/4
v = 1/8
v = 0
v = 1/2
α
∂C
∂v∂C
∂θ
|πN∂vC|2|∂θC| =
= |∂vC|2|∂θC| sin2(α) ∼
∼ |∂vC|
2
|∂θC|
Figure 10: Artistic rendition of the homotopy Ck, from [Mum]
We want to play a bad trick to the linear interpolant: we define a homotopy
whose image is the cone, but that moves points with different speeds and
times. Let ǫ = π/k in the following; we define the sawtooth Z : S1 → [0, ǫ]
Z(θ) =

θ if θ ∈ [0, ǫ]
(2ǫ− θ) if θ ∈ [ǫ, 2ǫ]
(θ − 2ǫ) if θ ∈ [2ǫ, 3ǫ]
(4ǫ− θ) if θ ∈ [3ǫ, 4ǫ]
· · ·
(note that Z(θ) + Z(θ + ǫ) = ǫ, Z(θ) = Z(−θ))
Let
Ck(θ, v) = c1(θ)
2v
ǫ
Z(θ)
for v ∈ [0, 1/2], and
Ck(θ, v) = c1(θ)
(
1− 21− v
ǫ
Z(θ + ǫ)
)
for v ∈ [1/2, 1].
The energy E(Ck) is splitted in two parts for v and in 2k equal parts in θ,
so we compute the energy only for two regions, and then multiply by 2k.
• In region θ ∈ [0, ǫ] v ∈ [0, 1/2], we have
Ck(θ, v) = c1(θ)2
1
ǫ
vθ
∂vCk = c1(θ)2
1
ǫ
θ
∂θCk = c˙1(θ)2
v
ǫ
θ + c1(θ)2
v
ǫ
and
|∂θCk|2 = 4v2 1
ǫ2
(θ2 + 1)
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Since
|πNv|2 = |v − 〈v, T 〉T |2 = |v|2 − (〈v, T 〉)2
then
|πN∂vCk|2 =
∣∣∣∣2ǫ θπN c1(θ)
∣∣∣∣2 = 4ǫ2 θ2(|c1(θ)|2 − (〈T, c1(θ)〉)2) =
=
4
ǫ2
θ2
(
1− 〈∂θC, c1(θ)〉2 1|∂θC|2
)
=
=
4
ǫ2
θ2
(
1−
〈
c1(θ)2
v
ǫ
, c1(θ)
〉2 1
|∂θC|2
)
=
4
ǫ2
θ2
(
1− 4 1
ǫ2
v2
1
|∂θC|2
)
=
=
4
ǫ2
θ2
(
1− 1
1 + θ2
)
=
4
ǫ2
θ4
1
1 + θ2
so that the energy for the part v ∈ [0, 1/2] of the homotopy is
EN (Ck) = 4k
∫ 1/2
0
∫ ǫ
0
|πN∂vCk|2 |∂θCk| dθ dv =
= 4k
∫ 1/2
0
∫ ǫ
0
4
ǫ2
θ4
1
1 + θ2
|∂θCk| dθ dv =
= 16k
1
ǫ2
∫ 1/2
0
∫ ǫ
0
θ4
1
1 + θ2
√
4v2
1
ǫ2
(θ2 + 1) dθ dv =
= 32k
1
ǫ3
∫ 1/2
0
∫ ǫ
0
θ4
1
1 + θ2
v
√
(θ2 + 1) dθ dv =
= 32k
1
ǫ3
1
8
∫ ǫ
0
θ4
1√
(θ2 + 1)
dθ ≤
≤ 4k 1
ǫ3
ǫ5
5
=
4
5
π2
1
k
• similarly in region θ ∈ [0, ǫ] v ∈ [1/2, 1] we have
Ck(θ, v) = c1(θ)
(
1− 21− v
ǫ
(ǫ− θ)
)
but we implicitely change variable θ 7→ θ − ǫ, v 7→ v − 1 to write
Ck(θ, v) = c1(θ)
(
1− 2v
ǫ
θ
)
(this means that we will integrate on θ ∈ [−ǫ, 0] v ∈ [−1/2, 0]). Then
∂vCk = −c1(θ)2θ1
ǫ
and
∂θCk = c˙1(θ)
(
1− 2v
ǫ
θ
)
− c1(θ)2v
ǫ
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|∂θCk|2 =
(
1− 2v
ǫ
θ
)2
+ 4
v2
ǫ2
=
1
ǫ2
(
(ǫ− 2vθ)2 + 4v2
)
|πN∂vCk|2 =
∣∣∣∣2ǫ θπN c1(θ)
∣∣∣∣2 = 4ǫ2 θ2(|c1(θ)|2 − 〈T, c1(θ)〉2) =
=
4
ǫ2
θ2
(
1−
〈
c1(θ)2
v
ǫ
, c1(θ)
〉2 1
|∂θCk|2
)
=
=
4
ǫ2
θ2
(
1− 4v
2
ǫ2
1
|∂θCk|2
)
=
4
ǫ2
θ2
(
(ǫ − 2vθ)2
(ǫ − 2vθ)2 + 4v2
)
Note that
(ǫ− 2vθ)2 + 4v2 ≥ ǫ2(1 + 2v)2 + 4v2 ≥ 2ǫ
4
(1 + ǫ2)2
(C.1.⋆)
(the positive minimum is reached at v = −ǫ2/(2 + 2ǫ2), θ = −ǫ)
Since
|πN∂vCk|2|∂θCk| = 4
ǫ2
θ2
(
(ǫ− 2vθ)2
(ǫ− 2vθ)2 + 4v2
)√
1
ǫ2
(
(ǫ− 2vθ)2 + 4v2
)
=
=
4
ǫ3
θ2
(
(ǫ− 2vθ)2√
(ǫ− 2vθ)2 + 4v2
)
=
4
ǫ
τ2
ǫ2(1 − 2vτ)2√
ǫ2(1− 2vτ)2 + 4v2
where τ = θ/ǫ so the energy for the part v ∈ [1/2, 1] of the homotopy
becomes
EN (Ck) = 2k
∫ 0
−1/2
∫ 0
−ǫ
|πN∂vCk|2|∂θCk| dθ dv =
= 2k
∫ 0
−1/2
∫ 0
−1
4τ2
ǫ2(1− 2vτ)2√
ǫ2(1− 2vτ)2 + 4v2 dτ dv =
= 8π
∫ 0
−1/2
∫ 0
−1
τ2
(1− 2vτ)2√
(1− 2vτ)2 + 4v2/ǫ2 dτ dv
since by (C.1.⋆) the integrand is continuous and positive, and it de-
creases pointwise when ǫ → 0, then so EN (Ck) → 0 as ǫ → 0 (by
Beppo-Levi lemma, or Lebesgue theorem).
2. as a second step, consider a generic smooth curve c1; we could approximate
it with a piecewise smooth curve c′1 , where each piece in C
′ is either
contained in a sphere, or in a radious exiting from 0: by using the above
homotopy on each spherical piece, and translating and scaling each radial
piece to 0, we can have a homotopy
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3. then, given two generic smooth curves c0, c1, we can approximate them as
above to obtain c′0, c
′
1, and build a homotopy
c0 → c′0 → 0→ c′1 → c1
this final homotopy can be built with small energy
Remark C.2 More in general, if α > β > 0 , then the energy∫
I
|πN∂vC|α|C˙|β
is ill-defined, as is shown in 4.3.1.
Proposition C.3 (E is ill-posed) Consider the energy E(C) associated to
the metric (2.6). Fix c0 and c1 to be two regular curves. ∀ǫ > 0, there is a
homotopy C ∈ C connecting c0 to c1 such that E(C) < ǫ.
Proof. Consider a homotopy defined as in the previous proposition; if we mollify
it, we can obtain a regular homotopy C′ such that ‖C′−C‖W 1,3 and ‖C′−C‖∞
are arbitrarily small; then we can reconnect C′ to c0 to c1 with a small cost, to
create C′′: by some direct computation, E(C′′) < 2ǫ.
By using prop. 3.8 on C′′ we obtain a C˜ such that EN (C˜) = EN (C′′), and
since πN˜ C˜ = 0,
E(C˜) = EN (C˜) = EN (C′′) ≤ 2ǫ
D Derivation of Flows
In this section we show the details of the calculations of the minimizing flows
for both the H0 and conformal energies.
D.1 Some preliminary calculus
First we develop in the following subsections some of the calculus that we will
need to work with the geometric parameters s and v∗ introduced in section 5.
D.1.1 Commutation of derivatives
Note that the parameters s and v∗ do not form true coordinates and therefore
have a non-trivial commutator. The third parameter t will come into play later
when we consider a time varying family of homotopies C(u, v, t) and take the
resulting time derivative of either the H0 or the conformal energy along this
family.
D.1 Some preliminary calculus 53
∂
∂t
∂
∂v∗
=
∂
∂t
(
∂
∂v
− Cu · Cv
Cu · Cu
∂
∂u
)
=
∂
∂t
∂
∂v
− Cu · Cv
Cu · Cu
∂
∂t
∂
∂u
−
(
Cut · Cv + Cu · Cvt
Cu · Cu − 2
(Cu · Cv)(Cut · Cu)
(Cu · Cu)2
)
∂
∂u
=
(
∂
∂v
− Cu · Cv
Cu · Cu
∂
∂u
)
∂
∂t
−
Cu ·
(
Ctv − Cu·CvCu·CuCtu
)
+ Ctu ·
(
Cv − Cu·CvCu·CuCu
)
Cu · Cu
∂
∂u
=
∂
∂v∗
∂
∂t
− (Cs · Ctv∗ + Cts · Cv∗) ∂∂s (D.1)
∂
∂t
∂
∂s
=
∂
∂t
(
1
‖Cu‖
∂
∂u
)
=
1
‖Cu‖
∂
∂t
∂
∂u
− Cut · Cu‖Cu‖3
∂
∂u
=
∂
∂s
∂
∂t
− Cts · Cs ∂
∂s
(D.2)
∂
∂v∗
∂
∂s
=
∂
∂v
(
1
‖Cu‖
∂
∂u
)
− Cv · Cs ∂
∂s
(
1
‖Cu‖
∂
∂u
)
=
1
‖Cu‖
∂
∂v
∂
∂u
− Cuv · Cu‖Cu‖3
∂
∂u
− Cv · Cs ∂
∂s
∂
∂s
=
∂
∂s
∂
∂v
− Cvs · Cs ∂
∂s
− Cv · Cs ∂
∂s
∂
∂s
=
∂
∂s
(
∂
∂v
− Cv · Cs ∂
∂s
)
+ Cv · Css ∂
∂s
=
∂
∂s
∂
∂v∗
+ Cv∗ · Css
∂
∂s
(D.3)
D.1.2 Some identities
Here we write down some useful identities regarding various derivatives of the
homotopy with respect to the geometric parameters s and v∗.
1. Cs · Cs = 1
2. Cs · Cv∗ = 0
3. Cv∗s · Cv∗ = Csv∗ · Cv∗ = −Cv∗v∗ · Cs
4. Cv∗s · Cs = −Css · Cv∗
5. Csv∗ · Cs = 0
6. Css · Cs = 0
D.1.3 Commutation of derivatives with integrals
Finally, we write down how to commute derivatives and integrals when differ-
entiating with respect to t or v∗.
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∂
∂t
∫ L
0
f ds =
∂
∂t
∫ 1
0
f‖Cu‖ du =
∫ 1
0
ft‖Cu‖+ f(Cut · Cs) du =
∫ L
0
ft + f(Cts · Cs) ds
=
∫ L
0
ft − fs(Ct · Cs)− f(Ct · Css) ds (D.4)
∂
∂v∗
∫ L
0
f ds =
∂
∂v
∫ 1
0
f‖Cu‖ du =
∫ 1
0
fv‖Cu‖+ f(Cuv · Cs) du =
∫ L
0
fv + f(Cvs · Cs) ds
=
∫ L
0
fv − fs(Cv · Cs)− f(Cv · Css) ds =
∫ L
0
fv∗ − f(Cv∗ · Css) ds (D.5)
D.1.4 Intermediate Expressions
The last step, before begining the flow calculation will be to introduce a few “in-
termediate” expressions that will help keep the the expressions in the upcoming
derivations from becoming too lengthy.
m = Cv∗ · Cv∗ (D.6)
mt = 2Cv∗t · Cv∗ = 2Ctv∗ · Cv∗ (D.7)
ms = 2Cv∗s · Cv∗ = 2Csv∗ · Cv∗ = −2Cv∗v∗ · Cs (D.8)
mv∗ = 2Cv∗v∗ · Cv∗ (D.9)
mv∗v∗ = 2Cv∗v∗v∗ · Cv∗ + 2Cv∗v∗ · Cv∗v∗ (D.10)
M =
∫ L
0
Cv∗ · Cv∗ds (D.11)
Mt =
∫ L
0
2Ctv∗ · Cv∗ + 2 (Cv∗v∗ · Cs)(Ct · Cs)−m (Ct · Css) ds (D.12)
Mv∗ =
∫ L
0
2Cv∗v∗ · Cv∗ −m (Cv∗ · Css) ds (D.13)
Mv∗v∗ =
∫ L
0
2Cv∗v∗v∗ · Cv∗ + 2Cv∗v∗ · Cv∗v∗ −m (Cv∗ · Cssv∗) (D.14)
−m (Cv∗v∗ · Css)− 4 (Cv∗v∗ · Cv∗)(Cv∗ · Css) +m (Cv∗ · Css)2 ds
=
∫ L
0
2Cv∗v∗v∗ · Cv∗ + 2Cv∗v∗ · Cv∗v∗ + 2 (Csv∗ · Cv∗)2 +m (Csv∗ · Csv∗)
−m (Cv∗v∗ · Css)− 4 (Cv∗v∗ · Cv∗)(Cv∗ · Css) ds
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L =
∫ L
0
ds (D.15)
Lt =
∫ L
0
−Ct · Css ds (D.16)
Lv∗ =
∫ L
0
−Cv∗ · Css ds (D.17)
Lv∗v∗ =
∫ L
0
−Cv∗v∗ · Css − Cv∗ · Cssv∗ + (Cv∗ · Css)2 ds (D.18)
=
∫ L
0
Csv∗ · Csv∗ ds− Cv∗v∗ · Css
D.2 H0 flow calculation
We are now ready to begin the flow calculation. We’ll start with the case of
the H0 energy in this subsection and then proceed to the conformal case in the
followin subsection.
We begin by considering a time-varying family of homotopies C(u, v, t) :
[0, 1]× [0, 1]× (0,∞)→ lRn and write the H0 energy as
E(t) =
∫ 1
0
∫ L
0
∥∥Cv∗∥∥2 ds dv = ∫ 1
0
Mdv (D.19)
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Then the variation of E is
E′(t) =
∫ 1
0
Mt dv =
∫ 1
0
∫ L
0
2Ctv∗ · Cv∗ + 2 (Cv∗v∗ · Cs)(Ct · Cs)−m (Ct · Css) ds dv
=
∫ 1
0
∫ L
0
2
(
Ctv − (Cv · Cs)Cts
)
· Cv∗ ds dv +
∫ 1
0
∫ L
0
Ct ·
(
2 (Cv∗v∗ · Cs)Cs −mCss
)
ds dv
= 2
∫ 1
0
∫ 1
0
Ctv · Cv∗‖Cu‖ du dv
+2
∫ 1
0
∫ L
0
(Cv · Cs)(Ct · Cv∗s) + (Cvs · Cs + Cv · Css)(Ct · Cv∗) ds dv
+
∫ 1
0
∫ L
0
Ct ·
(
2 (Cv∗v∗ · Cs)Cs −mCss
)
ds dv
= 2
∫ 1
0
∫ 1
0
− (Ct · Cv∗)(Cuv · Cs)− Ct · Cv∗v‖Cu‖ du dv
+2
∫ 1
0
∫ L
0
(Cv · Cs)(Ct · Cv∗s) + (Cvs · Cs + Cv · Css)(Ct · Cv∗) ds dv
+
∫ 1
0
∫ L
0
Ct ·
(
2 (Cv∗v∗ · Cs)Cs −mCss
)
ds dv
= 2
∫ 1
0
∫ L
0
Ct ·
(
− Cv∗v + (Cv · Cs)Cv∗s + (Cv · Css)Cv∗
)
ds dv
+
∫ 1
0
∫ L
0
Ct ·
(
2 (Cv∗v∗ · Cs)Cs −mCss
)
ds dv
= −
∫ 1
0
∫ L
0
Ct ·
(
2Cv∗v∗ − 2(Cv∗v∗ · Cs)Cs − 2(Cv∗ · Css)Cv∗ +mCss
)
ds dv
In the planar case, Cv∗ and Css are linearly dependent (as both are orthog-
onal to Cs) which means that
(Cv∗ · Css)Cv∗ = (Cv∗ · Cv∗)Css = mCss (D.20)
and therefore
E′(t) = −
∫ 1
0
∫ L
0
Ct ·
(
2
(
Cv∗v∗ − (Cv∗v∗ · Cs)Cs
)−mCss) ds dv (D.21)
by which we derive the minimization flow
Ct = 2
(
Cv∗v∗ − (Cv∗v∗ · Cs)Cs
)−mCss
D.3 Conformal flow calculation
We now define the H0φ energy as
Eφ(t) =
∫ 1
0
φ(L)
∫ L
0
∥∥Cv∗∥∥2 ds dv = ∫ 1
0
φMdv (D.22)
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and compute its derivative as
E′(t) =
∫ 1
0
φ′LtM + φMt dv
=
∫ 1
0
(
−φ′M
∫ L
0
Ct · Css ds+ φ
∫ L
0
2Ctv∗ · Cv∗ + 2 (Cv∗v∗ · Cs)(Ct · Cs)−m (Ct · Css) ds
)
dv
=
∫ 1
0
∫ L
0
2φ
(
Ctv − (Cv · Cs)Cts
)
· Cv∗ ds dv
+
∫ 1
0
∫ L
0
Ct ·
(
2φ(Cv∗v∗ · Cs)Cs − (φm+ φ′M)Css
)
ds dv
= 2
∫ 1
0
∫ 1
0
φCtv · Cv∗‖Cu‖ du dv
+2φ
∫ 1
0
∫ L
0
(Cv · Cs)(Ct · Cv∗s) + (Cvs · Cs + Cv · Css)(Ct · Cv∗) ds dv
+
∫ 1
0
∫ L
0
Ct ·
(
2φ(Cv∗v∗ · Cs)Cs − (φm+ φ′M)Css
)
ds dv
= 2
∫ 1
0
∫ 1
0
−(φCt · Cv∗)(Cuv · Cs)− Ct · (φ′LvCv∗ + φCv∗v)‖Cu‖ du dv
+2φ
∫ 1
0
∫ L
0
(Cv · Cs)(Ct · Cv∗s) + (Cvs · Cs + Cv · Css)(Ct · Cv∗) ds dv
+
∫ 1
0
∫ L
0
Ct ·
(
2φ(Cv∗v∗ · Cs)Cs − (φm+ φ′M)Css
)
ds dv
= 2
∫ 1
0
∫ L
0
Ct ·
(
− φ′LvCv∗ − φCv∗v + φ(Cv · Cs)Cv∗s + φ(Cv · Css)Cv∗
)
ds dv
+
∫ 1
0
∫ L
0
Ct ·
(
2φ(Cv∗v∗ · Cs)Cs − (φm+ φ′M)Css
)
ds dv
= −
∫ 1
0
∫ L
0
Ct ·
(
2φ′Lv∗Cv∗ + 2φCv∗v∗ − 2φ(Cv∗v∗ · Cs)Cs − 2φ(Cv∗ · Css)Cv∗ + (φm+ φ′M)Css
)
ds dv
In the planar case, Cv∗ and Css are linearly dependent (as both are orthog-
onal to Cs) which means that
(Cv∗ · Css)Cv∗ = (Cv∗ · Cv∗)Css = mCss (D.23)
and therefore
E′(t) = −
∫ 1
0
∫ L
0
Ct·
(
2φ
(
Cv∗v∗−(Cv∗v∗ ·Cs)Cs
)
+2φ′Lv∗Cv∗+(φ
′M−φm)Css
)
ds dv
(D.24)
which entails the flow
Ct = 2φ
(
Cv∗v∗ − (Cv∗v∗ · Cs)Cs
)
+ 2φ′Lv∗Cv∗ + (φ
′M − φm)Css
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