We prove a general result on convergence of interfaces in the critical planar Ising model to conformally invariant curves absolutely continuous with respect to SLE(3). Our setup includes multiple interfaces on arbitrary finitely connected domains, and we also treat the radial SLE case. In the case of simply and doubly connected domains, the limiting processes are described explicitly in terms of rational and elliptic functions, respectively.
Introduction
In 2000, Schramm [Sch00] proposed his celebrated tool to study conformally invariant 2D lattice models, the Stochastic Loewner Evolutions (SLE). These are random planar curves that may be thought of as continuous counterparts of interfaces, or discrete curves, in lattice models of statistical physics. Convergence of interfaces to SLE is conjectured in many models at criticality, and some of those conjectures have been proven rigorously [LSW04, Smi01, SS05, SS09, CDHKS13] . We refer the reader to [Law05, Wer04] for the background on Schramm-Loewner evolution.
The Ising model is one of the most studied models of statistical mechanics, and its conformal invariance at criticality has long been conjectured by physicists. In 2006, Smirnov proved this conjecture for fermionic observables in the Ising model [Smi06, CS09] . This, in particular, led to the proof of convergence of the chordal Ising and FK-Ising interfaces to chordal SLE 3 and SLE 16 3 curves, respectively [KS13, CDHKS13] . In the latter case a description of the full scaling limit of loop soups in terms of the SLE( 3 ) process was also announced. Chelkak and Smirnov [CS09] also proved universality of the critical Ising model on isoradial graphs, and Hongler and Kytölä extended convergence of the interface to the case +/−/free boundary conditions, where the scaling limit is dipolar SLE 3 [HK11] .
Most of the SLE literature deals with chordal SLE in simply-connected domains. The SLE's in multiply-connected domains and multiple SLE's are less studied. The difficulties arising in these cases are both conceptual, e. g. there is no unique definition of SLE because of lack of Schramm's principle, and technical, since explicit computations are rarely available. Still, in [Zha08] the convergence of planar loop-erased random walks [LSW04] was extended to the case of multiply-connected domains. In [BBK05] , it was suggested to define multiple SLE using Conformal Field Theory correlation functions. In [LK07, Dub07] , similar definitions were obtained by imposing certain consistency (or "commutation") conditions. Recently, a definition of SLE for arbitrary κ in multiplyconnected domains was proposed in [Law11] , on the grounds of restriction properties of SLE.
The present paper aims at generalizing the convergence results of [CDHKS13] for the interfaces in the Ising model. Let Ω δ and a δ 1 , . . . , a δ 2k ∈ ∂Ω δ be discrete approximations (see Section 2.1 for precise definitions) to a finitely-connected domain Ω with marked points a 1 , . . . , a 2k ∈ ∂Ω. We will work with the low-temperature expansion of the Ising model in Ω δ with "boundary change operators" at a δ 1 , . . . , a δ 2k . More precisely, the configuration set Conf := Conf(Ω δ , a δ 1 , . . . , a δ 2k ) in our model consists of subsets S of edges of Ω δ such that any vertex of Ω δ is incident to an even number of edges S, and a δ 1 , . . . , a δ 2k is the set of boundary edges in S, i. e. those connecting a vertex in Ω δ with one not in Ω δ . The probability of a configuration S is given by
where |S| is the number of edges in S and Z = S∈Conf x |S| is the partition function.
Throughout the paper, the weight x will be set to its critical value:
The reader might be more familiar with the spin representation of the Ising model, which is a random assignment of "+" or "−" spin to each face. In the simply-connected setting, drawing all the edges separating spins of different signs is a two-to-one measure preserving mapping between these two representations. In terms of spins, each boundary arc (a m , a m+1 ) then carries a constant spin boundary conditions, changing from "+" to "−" at marked points. In multiply connected setup, however, the situation is slightly different. In order the above mapping to work, each boundary component should carry an even number of points (if this is not the case, one ends up with spin configurations on a double cover with monodromies −1), and even then the boundary conditions in terms of spins are fixed along one boundary component only, while other components then carry locally monochromatic ones, i. e. the spins are only required to be locally constant with changes at marked points, but we do not prescribe a priory whether they are "+" of "−". Although it would be interesting to treat boundary conditions with completely prescribed spins as well (see Section 5 for discussion of the missing parts), in the present paper we stick to the low-temperature setup and configuration sets Conf(Ω δ , a δ 1 , . . . , a δ 2k ) as above. We do allow boundary components to carry an odd number of marked points.
Any configuration S ∈ Conf(Ω δ , a δ 1 , . . . , a δ 2k ) can be decomposed into a collection of simple, edge-disjoint loops and k interfaces connecting the points a δ 1 . . . , a δ 2k in some way. We wish to describe the scaling limit of (initial segments of) the interface γ δ starting at the point a δ 1 on the boundary component ∂ a 1 Ω δ a δ 1 . Note that we do not specify a priory at which point it ends up. We assume that (Ω δ , a δ 1 , . . . , a δ 2k ) converges to (Ω, a 1 , . . . , a 2k ) in the sense of Carathéodory as seen from some point w ∈ Ω, and that ∂ a 1 Ω consists of more than one point. We require the convergence to be regular near the marked points (a 2 , . . . , a 2k ) in the sense of [ChI11, Definition 3.14], which means that in some small but fixed neighborhood of each a j , the boundaries of Ω δ are vertical or horizontal straight lines. This is a technical assumption, and we believe that with a fair amount of work it can be removed.
In order to describe the law of the interface in multiply-connected setup, we follow [Zha08] and use the common Loewner evolution in the upper half-plane H. We call a finitely-connected domain Λ an almost-H domain if Λ ⊂ H and its boundary consists of R and analytic Jordan arcs. Let g 0 be a conformal map from Ω to an almost-H domain Λ(0) such that g 0 (∂ a 1 Ω) = R. For each δ, we consider a conformal maps g δ 0 from Ω δ to an almost-H domain Λ δ (0), such that as δ tends to zero, g δ 0 converges to g 0 uniformly on compact subsets of Ω, g 0 (a δ m ) → g 0 (a m ) and, moreover, (∂g δ 0 (Ω δ ) → ∂Λ(0) in the sense of C 1 .
We encode the image K δ t := g δ 0 (γ δ ) by the usual chordal Loewner evolution in H, that is, parametrize K δ t by twice the half-plane capacity and consider the maps
where
are conformal maps from H\K δ t to H with hydrodynamic normalization at infinity. These maps satisfy Loewner's equation
, where a δ 1 (t) = g δ t (γ t ) is a (random) continuous driving function which completely determines the curve γ t . Our goal is to describe the law of a δ 1 (t) in the limit. With each almost-H domain Λ with marked points a 1 , . . . , a 2k ∈ ∂Λ we associate the SLE partition function Z (Λ, a 1 , . . . , a 2k ). This function is in general defined in terms of continuous spinor fermionic observables (see (3.1)), which are in turn solutions to a Riemann boundary value problem (see Definition 2.2 and (2.12)). For simply-connected and doubly-connected domains, Z(Λ, a 1 , . . . , a 2k ) can be written explicitly. The SLE partition function is directly related to that of the Ising model, namely, the ratio
is in fact the limit of the corresponding ratios of the Ising model partition functions. We define the drift term by
Given a Loewner chain K t in Λ(0) with a driving force a 1 (t), denote Λ(t) := g Kt (Λ(0)), a j (t) := g Kt (a j (0)) for k = 2, . . . , 2k. Let B t be a standard Brownian motion on R, and let the driving force a 1 (t) be the strong solution to the integral equation
Note that existence and uniqueness of a strong solution to (1.1) is not immediate, since D is a function on the infinitely-dimensional space of almost-H domains (this is the price to pay for simplicity of the half-plane Loewner evolution we employ). However, as was pointed out in [Zha08] that if D(Λ(s), a 1 (s), . . . , a 2k (s)) is Lipschitz in L ∞ norm with respect to a 1 (·), then standard proofs can be easily adapted, see Lemma 3.11. Fix any cross-cut r in Λ(0) that separates g(a 1 ) from other marked points, other boundary components and infinity. We denote by T r the first time that K t (which is the hull driven by the solution a 1 (t) to (1.1) with initial data (Λ(0), {a j (0)}) = (g 0 (Ω), {g 0 (a j )}) hits r. Similarly, denote by T δ r the first time that K δ t hits r. We will say that a random driving force a δ (t) locally converges to a(t) if for any such crosscut r they can be coupled so that sup
|a δ (t) − a(t)| tends to zero in probability as δ → 0. Theorem 1.1. As δ → 0, the process a δ 1 (t), i. e. the random driving force of the conformal image of the discrete Ising interface, locally converges to a 1 (t), i. e. the unique strong solution to (1.1). Remark 1.2. In the SLE literature, one usually proves convergence of curves in a stronger sense, e.g. in supremum norm up to reparametrization. This is also possible in our case, but since the proof is conceptually the same as in [CDHKS13] , we will not present the details here. Note that since the limiting process is almost surely a simple curve (see Section 5), our result automatically implies convergence in Hausdorff metric. Remark 1.3. For simply-connected Ω with boundary marked points a 1 , . . . , a 2k (for which the reference almost-H domain is H itself), the partition function reads Z(H, a 1 , . . . , a 2k ) = Pf 1≤m =n≤2k (a m −a n ) −1 , and Z(H, a 1 (t), . . . , a 2k (t))/Z(H, a 1 (0), . . . , a 2k (0)) is the RadonNikodym derivative of our random curve with respect to chordal SLE 3 . In general, however, a non-constant normalizing factor may be needed to make Z an SLE 3 martingale. This factor does not depend on a 1 and hence does not affect the drift term, so we do not care about it in the present paper.
We now proceed to the doubly-connected case, where it is also possible to describe the driving force as a diffusion on a finitely dimensional space with explicit coefficients. To this end, we use annulus SLE [BB03, Zha04] . We now choose g δ 0 to be conformal maps to an annulus A p = {e −p δ ≤ |z| ≤ 1}, where p δ is the conformal modulus of Ω δ and |g δ 0 (a δ 1 )| = 1. The annulus Loewner equation reads
, where S p (z) = v.p.
is the annulus Schwarz kernel, i. e. the only analytic function in A p satisfying ReS p (z) ≡ 0 for |z| = 1, z = 1, ReS p (z) = const for |z| = e −p and the expansion S p (z) = 1+z 1−z + o(1) as z → 1. The solution g δ t is a conformal map from Ω δ \γ δ [0,t] to A p δ −t , the conformal modulus serves as parametrization, and the curves are described by the driving process θ a δ 1 (t) = Im log a δ 1 (t). In the limit p → ∞, this becomes a familiar radial Loewner evolution.
Given a doubly-connected domain with marked points a 1 , . . . , a 2k , by annulus SLE 3 with partition function Z = Z(p, θ a 1 , . . . , θ a 2k ), we mean the annulus Loewner evolution driven by the unique strong solution to the following integral equation:
where D(p, θ 1 , . . . , θ 2k ) = 3∂ θ 1 log Z(p, θ 1 , . . . , θ 2k ). In fact, we slightly extend the setup by treating also the following situation. Suppose that a δ is a boundary edge and b δ is an inner vertex in Ω δ , and denote by Conf(Ω δ , a δ , b δ ) the set of subsets S of edges in Ω, such that a δ is the only boundary edge in S and all inner vertex have even degrees in S, except for b δ (in the physics language, this configuration set corresponds to "disorder insertion" at b δ ). We will let b δ tend to b ∈ Ω. With this extension, the partition function above will also depend on ρ b = − log |b(t)|.
where Ω is simply-connected, b ∈ Ω and a ∈ ∂Ω, then the interface connecting a δ and b δ converges to radial SLE in Ω from a to b, i. e. the driving process θ a δ (t) for radial Loewner evolution converges in law to √ 3B t ;
2. In the case of doubly-connected domain with two boundary marked points a δ , b δ on the same (respectively, on different) boundary component, the interface locally converges to the annulus SLE with partition function
respectively, where by ds and dn we denote the Jacobi elliptic functions [Rei10] with quarter-periods K = π and K = ρ 1 3. In the case of doubly connected domain with marked points a 1 , . . . , a 2k , the interface starting at a 1 locally converges to the annulus SLE 3 with partition function Z = Pf Z e (p, θ am , θ an ) if each boundary component carries an even number of marked points and
4. In the case of doubly connected domain with marked point a on the boundary and b inside the domain, the interface starting at a δ converges to the annulus SLE 3 with partition function which can be expressed via Weierstrass ℘-function as
Remark 1.5. If there are no other marked points on ∂ a 1 Ω, then local convergence can be replaced by convergence of driving forces in C([0, T ]) for any T < p (or any t in the radial case).
The proof of convergence of discrete interfaces to SLE curves always relies on existence of martingale observables, and their uniform convergence to conformally invariant or conformally covariant limits as the mesh size tends to zero. In the Ising case, the role of such an observable is played by discrete holomorphic fermion proposed by Smirnov [Smi06] . This observable is a solution to certain discrete boundary value problem, which allows one to prove its convergence to the solution to corresponding continuous problem [CS09] . The martingale property of Smirnov's observable crucially relies on the fact that when evaluated on the boundary, the observable is proportional to the Ising model partition function. In multiply connected domains or in radial setup, the original Smirnov's observables might not be a martingale anymore, but it turns out that by employing branching variants of this observable introduced and studied in [ChI11] , it is always possible to regain the martingale property.
The computation of the scaling limit of the martingale observable, carried out in [ChI11] , is the main ingredient of our result. The rest of the proof closely follows one implemented by Zhan [Zha08] for the convergence loop-erased random walks in multiplyconnected domains. It is fair to say that since that work (and the earlier work regarding simply-connected domains [LSW04] ) it is known that convergence of holomorphic of harmonic martingale observable implies the convergence of driving forces of interfaces. In the most general situation of multiply-connected domains, explicit expression for the observable is usually unavailable; however, to identify the scaling limits of driving forces, it suffices to know the conformal covariance properties of the observable and its asymptotic behavior near the marked point a 1 . The proof is rather technical and involves a lot of details, e. g., regarding the regularity properties of the observables. An important trick, also employed in [Zha08] , is the use of compactness arguments with respect to Carathéodory topology in order to get uniform estimates from non-uniform ones.
2 Spinor observables and martingale property
Notation and conventions
By a discrete domain Ω δ we mean a connected finite subset of faces of Z 2 , together with all their incident vertices. By ∂Ω δ we denote the set of edges that are incident to a vertex of Ω δ , but not to a face in Ω δ . If such an edge is incident to two different vertices in V(Ω δ ), we naturally consider it as two distinct edges. Edges incident to a face in Ω δ are called inner.
We will work with the low-temperature contour representation of the critical Ising model in Ω δ (see [Pal07] ). We denote by Conf(Ω δ ) the set of all subsets S of its inner edges, such that each vertex in Ω δ is incident to 0, 2 or 4 edges S. Further, given a subset A of edges of Ω δ , |A| = 2k, we connect the midpoints of edges in A by k paths γ 1 , . . . , γ k running along the edges of E(Ω δ ), and define
where stands for symmetric difference. It is easy to see that this set does not depend on the choice of γ's, and that every S ∈ Conf A (Ω δ ) can be decomposed into a collection of loops and k paths connecting the midpoints of A, such that none of those have transversal intersections or self-intersections.
The spinor observable (see [ChI11] ) is a function defined on the edges of the double cover of Ω δ by
where W (a, z, S), η a ∈ {e ikπ 4 , k = 0, . . . , 7} are given by
• w(γ) is the winding of the curve γ ⊂ S connecting a to z
• l(z) is the number of "non-trivial" loops in S (i. e. those that do not lift as loops to the double cover )
• 1 γa→z is the indicator of the event that γ lifts as a path from a to z on the double cover.
• the boundary edge a ∈ ∂E(Ω δ ) is oriented from its endpoint that belongs to Ω δ and viewed as a complex number, and some choice of the square root is made.
For a domain with 2k − 1 marked points a 1 , . . . , a 2k−1 on the boundary, the observable is defined by a similar formula
where the winding for the curve γ from a 1 to z is defined by adding "artificial arcs" connecting a 2 to a 3 , a 4 to a 5 etc., so that γ really becomes a curve from a 1 to z (see [ChI11, Section 5] ). An alternative representation, essentially due to Hongler [Hon10] , allows to compute this observable in terms of the basic one [ChI11, Proposition 5.8]:
Here Pf P [j] denotes the Pfaffian of the real antisymmetric matrix
from which j-th row and column are removed. A crucial role in our analysis is played by the observables (2.4) with a special choice of the double cover . Namely, for a given set a 1 , . . . , a 2k of boundary marked points, let Z denote the double cover of Ω δ which branches around those and only those inner boundary components that contain an odd number of marked points. It was shown in [ChI11, Proposition 5.6] that
This equality will be essential for the martingale property of the observable. For the rest of the paper, we set F := F Z and will usually omit the double cover from the notation.
Domain slit by an interface and martingale property
In this section we invoke the martingale property of the observable. The computation is based on (2.7) and is essentially the same as [CS09, Remark 2.4] and [HK11, Proposition 9]. For the sake of completeness, we include the proof. Suppose that a domain Ω δ , {a j } ⊂ ∂Ω δ and a configuration S ∈ Conf(Ω δ , a 1 , . . . , a 2k ) is given. Denote by γ the curve in the decomposition of S that starts at a 1 , and by γ [1,n] its initial segment containing n edges a 1 = γ 1 , . . . , γ n . For concreteness, we suppose that the decomposition of S is made in such a way that γ always turns to the right if there is an ambiguity.
We define the domain Ω δ n to be the connected component of Ω δ \{faces incident to γ [1,n] } that contains the marked point a 2 , and by Ω δ n the union of all other connected components. We will only consider the process γ [1,n] while Ω δ n also contains a 3 , . . . , a 2k and has the same topology as Ω δ . We define the boundary edge a 1 (n) ∈ ∂Ω δ n as follows. If the tip of γ [1,n] belongs to Ω n , we set a 1 (n) = γ n . Otherwise, we define a 1 (n) to be the unique edge of ∂Ω δ n which is contained in any configuration S having γ [1,n] as the initial segment of γ (See Figure 1) . Such a 1 (n) is indeed unique, since if there were a possibility to continue the interface from γ n through two different edges d, d ∈ ∂Ω δ n , then all the faces enclosed in the triangle (d, d , γ n ) with sides formed by these continuations and the boundary arc of Ω δ n would be untouched by γ [1,n] , thus belonging to Ω δ n . Proposition 2.1. Let F n denote the filtration on the space of all configurations induced by the initial segments γ [1,n] of the curve γ. Then, for any edge z ∈ Ω δ , the process
stopped at the moment it becomes non-defined (that is, the interface hits or separates one of the boundary components different from ∂ a 1 or marked points), is a martingale with respect to F n .
Proof. We do the case k = 1, since the general case only differs by notation. Denote by Z(Ω δ n , a 1 , a 2 |γ [1,n] ) the restriction of the partition function to the set of configurations having γ [1,n] as its initial segment. Let e i be possible continuations of the curve γ [1,n] on the next step, and p i be corresponding conditional probabilities. Then,
and Ω δ n (bold gray squares). Any possible continuation of the interface enters Ω δ n throw the half-edge a δ (n).
By (2.7), this can be rewritten as
where η e i is the contribution of e i to the complex phase. Hence
were in the last equality we used that configurations in Ω δ n and Ω δ n are independent.
Convergence results for observables
Definition 2.2. Given an almost-H domain Λ with a double cover , and a ∈ ∂Λ, we define the continuous observable f (Λ, a, z) to be the solution to the following boundary value problem:
is a spinor with respect to , i. e. f (Λ, a, z) ≡ −f (Λ, a, z * ) everywhere in Λ, where z * = z are fibers of the same point;
is continuous up to ∂Λ\{a} and satisfies Riemann boundary conditions
where n z denotes the outer normal to Λ at z;
It was shown in [ChI11, Section 3] that the solution to this boundary value problem exists and in unique. Moreover, it is possible to extend this definition to arbitrary finitelyconnected domain (Ω, a) by −→ Ω as δ → 0, and that a δ ∈ ∂Ω δ tends to a ∈ ∂Ω. Then, there exists a sequence of normalizing factors
uniformly on compact subsets of Ω. Moreover if b δ ∈ ∂Ω δ tends to b ∈ Ω δ and the convergence of domains is regular at
Using the pfaffian formula (2.5), one can deduce a similar result for the multi-point case. Define, following the discrete case, the real anti-symmetric matrix (p ) m,n by
where η a = (in a ) − 1 2 , and let
where the last definition is valid whenever P 1 = 0. We then have the following corollary:
uniformly on compact subsets of Ω, and
Proof. We observe that
(the real non-zero factor (iη −1 an F (Ω δ , a n , a n )) in fact does not depend on n). Thus, if one takes
where β j (δ) is the factor from Theorem 2.3 applied to F (Ω δ , a j , ·), then linearity of the Pfaffian guarantees the result.
Derivation of the driving process: heuristics
In this section, we give an unrigorous derivation of the law of the driving process in the scaling limit. For simplicity of notation, we stick to the case of two marked points a, b on the boundary. Assume that γ t is a curve in an almost-H domain Λ driven by a continuous semi-martingale a(t) with the Itô derivative of the form
and such that for any z ∈ Λ, the ratio
which is the continuous counterpart of (2.8), is a martingale with respect to a(t). Our goal is now to identify U t and D t . Applying the conformal covariance (2.9) of f under the Loewner map g t , we can write
, and use the asymptotic expansion
(2.14)
to write
We take the Itô derivative of this expression. Taking into account that
and focusing on the asymptotic expansion around a(t), we deduce the dM t equals
(2.16)
Since the dt term must be identically zero, we conclude
Remark 2.5. It is shown in Lemma 3.15 below that for a , a ∈ R one has
. By (2.7) and Theorem 2.3, the ratio
f (Λ,b,a ) is in fact the scaling limit of ratios of the Ising partition functions with corresponding boundary conditions. This provides a direct link between SLE driving force and partition functions of underlying Ising model. The same relation holds in presence of other marked points.
Proof of Theorem 1.1
The goal of the present section is to make rigorous the heuristics of the previous subsection, thus proving Theorem 1.1. Denote
whenever f is defined, i. e. the coefficient P 1 in (2.11) is non-zero. We fix a domain (Ω, a 1 , . . . , a 2k ) and its approximations (Ω δ , a δ 1 , . . . , a δ 2k ), maps g 0 and g δ 0 from Ω and Ω δ to almost-H domains Λ(0) and Λ δ (0), respectively. We require that ∂Λ δ (0) → ∂Λ(0) in the sense of C 1 (i. e. that there is a bijection between boundary components of ∂Λ δ (0) and ∂Λ(0), such that corresponding components can be parametrized by curves which are uniformly close and have uniformly close first and second derivatives). We also require that g δ 0 → g 0 uniformly on compact subsets of Ω (this implies that a δ m (0) := g δ 0 (a δ m ) converges to a m (0) := g 0 (a m ), 1 ≤ m ≤ 2k). Remark 3.1. One way to construct such a sequence g δ 0 is as follows: fill in all the holes in Ω δ , so that it becomes a simply-connected domain, map it to a disc, then consecutively map the complement of the image of each hole to the complement of the disc, and then use once again a conformal map to the upper half-plane.
Finally, we fix a cross-cut r in Λ(0) that separates a 1 (0) ∈ R from other marked points and other boundary components. The constants in the proof below may depend on all these data (but not on anything else).
Definition 3.2. We denote by Θ Ω (r) the set of all possible pairs (Ω δ n , a 1 (n)), where n is such that g δ 0 (γ [1,n] ) does not intersect r (see section 2.2). We denote by Θ(r) the set of all possible tuples (Λ δ (t), a δ 1 (t), . . . , a δ 2k (t)), t < T δ . We endow Θ Ω (r) with the topology induced from Carathéodory convergence of domains (with respect to any fixed point w ∈ Ω separated from a 1 by (g 0 ) −1 (r)) and the usual convergence of prime ends. We endow Θ(r) with the topology induced from C 1 -convergence of boundaries of almost-H domains and the usual convergence of marked points.
We now state several technical lemmas. The proofs are mainly based on the properties of the boundary value problem (a • ) -(d • ) in Definition 2.2 and compactness arguments, and are postponed to the next subsection.
Lemma 3.3. The sets Θ Ω (r) and Θ(r) are compact and the latter consists of almost-H domains with the same topology as Λ(0) and with C 1 -smooth boundary.
Lemma 3.4. If ∂Ω is smooth near marked points a 2 , . . . , a 2k , theñ f Z (Ω, a 1 , . . . a 2k−1 , a 2k ) = 0.
Lemma 3.5. Under conditions of Theorem 1.1, let C be a compact set in Ω separated from a 1 by the cross-cut g −1 0 (r). Then
uniformly in z δ ∈ C and all possible initial segments γ [1,n] of the interface that stay separated from C by g −1 0 (r). Our next goal is to justify the asymptotic expansion (2.14) and its subsequent differentiation. We start with the case of two marked points (k = 1).
Lemma 3.6. Let (Λ, a, b) ∈ Θ(r). Then we have
2. For any n > 0, the derivative ∂ 
3. Let K t be a Loewner chain in Λ starting at a, and let a * t ∈ K t denotes the point (or a prime end) such that g Kt (a * t ) = a. Then, for any α < 1
4. The real constant c(Λ, a) is uniformly bounded over Θ(r). The O(·)'s and o(·)'s above are uniform over Θ(r) and over z separated away from a.
We would like to formulate a similar lemma for the case of several marked points. However, it turns out that the coefficient P 1 in (2.11) may in general vanish, and in this case the observables has a degenerate behavior near a 1 . To handle this issue, note that we can exchange the role of a 2k with one of a m 's and use instead the observable f (Ω, a 1 , . . . , a m , . . . , a 2k−1 , a 2k , z) . We show that all these observables cannot have a nongeneric behavior at the same time.
Lemma 3.7. There exist a constant c > 0, such that if (Λ, a 1 , . . . , a 2k ) ∈ Θ(r), then there is an m, 2 ≤ m ≤ 2k, such that |P (Λ, a 2 , . . . , a m , . . . , a 2k | > c.
Lemma 3.8. Assuming that the conclusion of the previous lemma holds for m = 2k (and thus that f (Λ, a 1 , . . . , a 2k−1 , ·) is defined), we have
where The next lemma will allow us to use the (almost)-martingale property of the observable to deduce the (almost)-vanishing of coefficients in certain expansion around a 1 , as in (2.16), and eventually to extract information on the driving process.
Lemma 3.9. Let C ⊂ Ω be a compact with non-zero interior separated from a 1 by g
Then there is a constant L > 0 such that the following holds. Let γ [1,n] , be a realization of the initial segment of the interface and let Φ : Λ δ (t) → C be a spinor of the form
with real constants C j , c j , then
Our last technical ingredient concerns regularity of what will eventually be a drift term. Let K t , K t be Loewner chains in an almost-H domain (Λ, a 1 , . . . , a 2k ), with continuous driving processes a (t), a (t) respectively, stopped upon hitting a cross-cut r. Denote
Lemma 3.10. There are constants C, L independent on a , a such that
These conditions, in particular, guarantee existence and uniqueness of solution to (1.1). Then next lemma, which is just a version of Picard-Lindelöf theorem, was proven in [Zha08] , but we will also give a proof for convenience of the reader.
Lemma 3.11. Suppose that D is any drift function (i. e. a function defined on the set of pairs (t; a [0,t] ) such that the Loewner hull K t driven by a [0,t] remains inside the cross-cut r) that satisfies the conclusion of Lemma 3.10. Let w(t) : R → R be a continuous function, such that w(0) is inside r. Then the equation
has a unique solution on an interval [0, τ ], such that any cross-cut separating w(0) from r is hit by K t before τ .
Proof of Theorem 1.1. We follow the standard scheme proposed in [LSW04] and also employed in [SS05, Zha08] . We introduce a small parameter (eventually, will be taken to zero, but δ will be much smaller than ), and stopping times t 0 = 0 < t 1 < t 2 < . . . , such that Λ δ (t j ) is the image of Ω δ \γ [1,n j ] for some n j under g δ t j , and t j is the minimum among all t > t j−1 satisfying this property, and such that either |t − t j−1 | ≥ 2 , or |a δ 1 (t j ) − a δ 1 (t j−1 )| ≥ . Standard estimates in the Loewner evolution theory guarantee that if δ is small enough, then for all t ∈ [t j−1 , t j ] one has
We use the martingale property of the discrete observable, see Proposition 2.1. Given j, assume that conclusion of Lemma 3.4 holds for (Λ δ (t j ), a δ 1 (t j ), . . . , a δ 2k (t j )) with m = 2k, otherwise just change the enumeration of points. Apply the optional stopping theorem to the stopping times t 0 , . . . , t j , . . . . This yields
Pick a compact set C ⊂ Ω with non-zero interior separated from a 1 by r. By Lemma 3.5, one has
if δ is small enough, uniformly in γ [1,n j ] and z ∈ C. Applying the conformal map g δ t and the conformal covariance of the observable f , we may write this as
Due to Lemma 3.8, the difference under the expectation above can be approximated using a Taylor expansion with respect to small parameters ∆ a := E[a δ 1 (t j+1 ) − a δ 1 (t j )] and ∆ t := E[t j+1 − t j ], up to terms of order 3 . This yields that
) with real c m (also depending on ∆ a and ∆ t ). We conclude by Lemma 3.9 that
The denominators f (. . . , a δ 2k (t j )) and numerators ((g δ t ) (z)) 1 2 are uniformly bounded (over Θ(r) and z ∈ C), respectively, from above and below (this can be easily seen by compactness). Hence we can drop the prefactors and write 
It is well known (see [LSW04, Section 3.3] that these relations allow one to construct a coupling of the process w t with a standard Brownian motion B t and a sequence of stopping times τ k for B t , such that w t k = √ 3B τ k and, moreover, the probability that
Note that by (3.10), and the continuity of Brownian motion, this implies that P[max
Let us show that on this event a δ 1 (t) and the solution a 1 (t) to (1.1) are also uniformly close to each other with high probability.
The bound (3.10) and the regularity properties of D t (see Lemma 3.10) ensure that the sum in the definition of w t can be replaced by an integral with a small error, i. e. there is a constant C > 0, such that
We thus can write From Gronwall's lemma, we conclude that |a δ t − a t | ≤ ( + C )e Lt ≤ ( + C )e Lhcap(r) while both hulls remain inside r. Taking to zero concludes the proof.
Proof of technical lemmas
Proof of Lemma 3.3. There is an > 0 such that each domain in the set Θ Ω (r) contains a ball of radius and is contained in a ball of radius −1 around w, which is a sufficient condition for Carathéodory precompactness of domains (and since the domains are uniformly bounded, their boundaries are also compact). If (Ω δ n , a n ) is a sequence of domains Θ Ω (r) which converges in the sense of Carathéodory, consider corresponding Λ δn n ∈ Θ(r) that are images of Ω δ n under g δ Kn • g δ 0 (Ω), where K n = g δ 0 (Ω δ \Ω δ n ). By our assumption on the sequence g δ 0 , the boundaries of Λ δ 0 = g δ 0 (Ω δ ) converge in C 1 , and since K n also Carathéodory converge, the maps g Kn converge uniformly with their derivatives on compacts outside r. Hence precompactness follows.
We now state and prove several auxiliary lemmas.
Lemma 3.12. For any C 1 -compact set Θ of almost-H domains, and any a ∈ R, there is a constant L such that if Λ, Λ ∈ Θ and Λ ⊂ Λ , then for any z ∈ Λ,
Proof. Assume by contradiction that such L does not exist. Then, there exist sequences Λ j , Λ j , z j and L j → ∞, such that |f j (z j )| := |L
. By passing to a subsequence, we may assume that Λ j → Λ and Λ j → Λ in d C 1 metric. We first show that f (Λ j , a, z) → f (Λ, a, z) uniformly in z such that |z − a| > .
To this end, consider h j (z) := Im z f 2 (Λ j , a, w)dw, which is harmonic function in Λ j , continuous up to ∂Λ j \{a}, constant on each boundary component, satisfies ∂ n h ≤ 0 on ∂Λ\a and obeys expansion h j (z) = −Im 1 z−a + O(1), z → a. We may choose the constant of integration so that h j (z) ≡ 0 on R. If h ∞ is a subsequential limit of h j , then clearly h ∞ also satisfies all these properties, so f ∞ := 2 √ ∂ z h ∞ solves the boundary value problem from Definition 2.2, and hence it is equal to f (Λ, a, ·). Thus it remains to justify precompactness. Write h j = P a,Λ j + H j , where the first term is the Poisson kernel and the second one is a harmonic function equal to a constant c m j on m-th boundary component. We have to show that β j := max m |c m j | is bounded. If it were not, then β −1 j h j would converge along a subsequence to a harmonic function which is constant on each boundary component (and bounded near a), but has non-positive outer normal derivative everywhere. Such a function is necessarily zero, and we arrive at a contradiction with the definition of β j .
Thus, f (Λ j , a, z) → f (Λ, a, z) and f (Λ j , a, z) → f (Λ , a, z). If Λ = Λ , thenf j → 0 uniformly over {|z − a| > }. Since it is real on R and analytic up to a, we can extend it by Schwarz reflection to the disc |z − a| < and apply maximum principle, sof j → 0 uniformly everywhere, and we get a contradiction. Thus we assume that Λ = Λ . We aim at showing that the limit off j must satisfy the conditions (a • ) -(c • ) of Definition 2.2; since this limit is bounded near a, it would follow that it is identically zero, which is a contradiction. Note thatf j satisfies (b • ) on R. For z ∈ ∂Λ j \R, we write
where z ∈ ∂Λ j was chosen so that |z − z | < d j and |n z − n z | < d j . Note that both supremums are uniformly bounded in j, as they are dominated by the first and second derivative of corresponding h j , which are bounded, say, by Harnack principle (here we use that, by (b • ), ∂ z h can only have double zeros on ∂Λ j , hence there's no issue when taking square root). We infer that, ifĥ j = Im f 2 j , then
This shows that any subsequential limit ofĥ j is constant along each boundary component and has negative outer normal derivative, and thus it is identically zero. Justifying precompactness as above, we get a contradiction.
Corollary 3.13. For any compact set Θ of almost-H domains, and any a ∈ R, > 0, there is a constant L such that if Λ, Λ ∈ Θ then for any z ∈ Λ, w ∈ Λ with |z − a| > and |w − a| > one has
Proof. Both Λ and Λ can be approximated from above by the same domain Λ with an error 5d C 1 (Λ , Λ). Thus it is sufficient to apply previous lemma and uniform lipschitzness of f (Λ , a, ·) (which follows from compactness).
Remark 3.14. (i) It is easy to see that in the above proof, the nature singularity of f at a is irrelevant. In particular, Corollary 3.13 holds (with the same proof) with f replaced by ∂ a f , ∂ aa f etc. (which we define later on in Lemma 3.6).
(ii) We now deduce from Corollary 3.13 a similar statement for a / ∈ R. Let > 0 and Θ be a compact set of almost-H domains, such that the for any Λ ∈ Θ, diameters of boundary components of Λ and distances between them are bounded from below by d > 0. Suppose
and a 1,2 ∈ ∂Λ 1,2 so that |a 1 − a 2 | < min(d, ) 10
. Let R 1,2 ( ) denote the sets of points that are connected to infinity in the complements ofneighborhoods of the boundary components ∂ a 1,2 a 1,2 , respectively, and let z 1,2 ∈ R 1,2 ( ). Then
where L = L (Θ, d, ) . Indeed, let ϕ 1,2 be conformal maps that map complements of ∂ a 1,2 to H, so that ϕ 1 (a 1 ) = ϕ 2 (a 2 ) = 0 and ϕ 1 (a 1 ) = ϕ 2 (a 2 ) = 1. Then for some
Thus the domains ϕ 1,2 (Λ 1,2 ) are also within Cµ from each other in C 1 -metric, and writing, by (2.9), f (Λ 1,2 , a 1,2 , z 1,2 ) = f (ϕ 1,2 (Λ 1,2 ), 0; ϕ 1,2 (z 1,2 ))(ϕ 1,2 (z 1,2 ))
and applying Corollary 3.13 yields (3.12).
Lemma 3.15. For any almost-H domain (Λ, a 1 , . . . , , a 2k ) and any permutation σ, one has η −1
Proof. We first establish the case k = 1. Consider the harmonic (possibly multi-valued) function h := Im f (Λ, a 1 , z)f (Λ, a 2 , z)dz. It follows from Definition 2.2 that h is locally constant on the boundary, except at a 1 , a 2 , where it has jumps (counted in the direction of a tangent vector oriented to have the domain on its left) of size −πη −1 a 1 f (a 2 , a 1 ) and −πη −1 a 2 f (a 1 , a 2 ), respectively. Since the derivative of h is well-defined on Λ, h itself is well-defined on the universal cover, with additive monodromy. This can only be the case if one jump is negative of the other, i. e. η −1 a 1 f (a 2 , a 1 ) = −η −1 a 2 f (a 1 , a 2 ). For the general case, write η −1 a 2kf (Λ, a 1 , . . . , a 2k ) = Pf 1≤m,n≤2k (p ) m,n and use the case k = 1 and anti-symmetry of the Pfaffian.
Lemma 3.16. For a smooth domain Ω, we have 1.f (a 1 , . . . , a 2k−1 , z) η z , z ∈ ∂Ω\{a 1 , . . . , a 2k−1 }; 2. there exist real numbers c m not depending on z such that
3. h(z) := Im f 2 (. . . , z)dz is a linear combination of a harmonic function obeying constant boundary conditions on each boundary component, and Poisson kernels with non-negative masses at a m .
Proof. The first statement is clear form Definition 2.2, (a • ) -(c • ) and (2.11). By differentiating and taking the square root, we infer that (3) implies (2), and (1) and (2) together imply (3). Note that when k = 1, (a • ) -(d • ) readily imply (3). We now prove (2) with m = 1, and the general case follows similarly. Since the case k = 1 already treats the first term in (2.11), it suffices to prove that 2k−1 n=2 P n · f (a n , a 1 ) = 0. By Lemma 3.15, it is equal to −η a 1 2k−1 n=2 P n · η −1 an f (a 1 , a n ), which is a Pfaffian of a matrix with coinciding first and last column, and thus is equal to zero.
Proof of Lemma 3.4. Applying a conformal map, we may assume that Ω is bounded and ∂Ω is smooth. In the following proof, we drop Ω from the notation. Assume for a moment to be known that (for given a 1 , . . . , a 2k−1 ) the observablef :=f Z (a 1 , . . . , a 2k−1 , ·) does not vanish identically. Consider the harmonic function h(z) = Im (f (. . . , z)) 2 dz. Lemma 3.16 guarantees that h = const = c l on each boundary component l of Λ, and might blow up as a non-negative multiple of the Poisson kernel at each marked point a m . Look at the boundary component l min with a minimal value of the constant c l min . Note that by Harnack principle, on this boundary component we have ∂ n h < 0, in particular, all the residues at a m 's on that component are different from zero. Writẽ
Note that, as z goes along l min , the argument of the denominator changes by 2π. The argument of the numerator changes by 2π at each pole a i ∈ l min and does not change in between. We conclude that the argument of the right-hand side changes by an odd multiple of 2π (and thus f does branch around l min ) if and only if there is an even number of poles (that is, a m 's) on l min . By definition of Z , this is only possible if a 2k ∈ l min . But then |f 2 (Ω, a 1 , . . . , a 2k )| = |∂ n h(a 2k )| > 0 by Harnack principle. It remains to show that the observablef (Ω, a 1 , . . . , a 2k−1 , ·) is not identically zero. We first claim that there exists a small perturbation {a m } of {a m }, such thatf (a 1 , . . . , a 2k−1 , ·) is not identically zero. Indeed, if it was not the case, then each coefficient P j ({a m }) would have to be identically zero. But P j ({a m }) = η −1
(a 1 , . . . , a j , . . . , a 2k−1 ), so the holomorphic functionf (a 1 , , . . . , a j , . . . , ·) vanishes on a boundary arc and hence is also identically zero. By repeating the argument, we deduce that f (a j , z) is identically zero, a contradiction which shows existence of desired perturbation.
If a 1 , . . . , a 2k−1 is such a perturbation, then we can apply the first part of the proof to show thatf (a 1 , . . . , a 2k−1 , a 2k ) = 0. Then Lemma 3.15 implies thatf (a 1 , . . . , a 2k−2 , a 2k , ·) is not identically zero, and hencef (a 1 , . . . , a 2k−2 , a 2k , a 2k−1 ) = 0. Iterating this argument, one can replace each a m by a m .
Proof of Lemma 3.5. . Suppose that the convergence is not uniform, i. e. that there is a collection of δ j → 0, initial segments γ j [0,n j ] in Ω δ j and points z j ∈ C such that the expression in (3.3) stays bounded from below by a constant. Extracting a subsequence, we can then assume that Ω δ j n j Cara −→ Ω , a 1 (n j ) → a 1 and z j → z ∈ C. But Corollary 2.4 then implies that under proper normalization (Ω , a 1 , . . . , z) andf (Ω , a 1 , . . . , a 2k ), respectively. Since the latter quantity is non-zero by Lemma 3.4, one has a 1 , . . . , a 2k ) .
However, (Ω δ j \γ [1,n j ] ; γ n ) also converges to (Ω , a 1 ) in the sense of Carathéodory, since
and every point of their difference can be cut off by a cross-cut of length at most 2δ, whereas γ n j and a 1 (n j ) can be cut off by a common cross-cut of length at most 2δ. Finally note thatf (Ω, a 1 , . . . , z)/f (Ω, a 1 , . . . , a 2k ) is also Carathodory continuous (since numerator and denominator are limits of discrete observables under Carathéodory convergence of domains), and hence the second fraction in (3.3) converges to the same quantity as the first one, which is a contradiction.
Proof of Lemma 3.6. (1) Proven in Lemma 3.16.
(2) Note that if the difference f s := s −1 (f (Λ, a + s, ·)) − f (Λ, a, ·)) has a subsequential limit f 0 (Λ, a, ·) uniformly on {r < |z − a| < R} for any r, R > 0, then this limit has to satisfy
and the properties (a • ) -(c • ) of Definition 2.2. Indeed, extend f s (z) − 1 (z−a)(z−a−s) to Λ by Schwarz reflection, then it is analytic and hence bounded uniformly near a, and so its limit is also bounded. Since these conditions determine f 0 uniquely, it suffices to prove precompactness.
Suppose by contradiction that for some r, R > 0, β s := max r<|z−a|<R |f s | tends to infinity, where {r < |z − a| < R} contains all other boundary components of Λ. Then maximum principle implies, for |z| < r and s small enough,
Similarly, if |z| > R, then |f s (z)| ≤ β s by maximum principle applied to |f s (−z −1 )|. We conclude that β −1 s f s is uniformly bounded on compacts, and hence converges along a subsequence to a spinor f 0 . This spinor satisfies (a • ) -(c • ) and is bounded near a, and thus it is identically zero, which contradicts the definition of β s .
(3) Note that
is bounded near a, and since it also satisfies (a • ) -(c • ), it is identically zero. Arguing as in the proof of (2), we infer that if β t := max r<|z−a|<R |ρ t (z)| tended to infinity for some small r and large R, then β −1 tρ t would be uniformly bounded on compacts, and thus would converge to a spinor which satisfies (a • ) -(c • ) and is bounded near a, which is a contradiction. Henceρ t → 0 uniformly on each r < |z − a| < R.
(4) We prove uniformness (which essentially follows from compactness) for o(t 1+α ) in (3), the rest is similar and is left to the reader. Suppose by contradiction that the desired uniform estimate does not hold. This means that there are sequences (Λ(n), a(n)) ⊂ Θ(r), t n → 0 and K tn (n) such that t −α nρ n tn , as in the proof above, does not tend to zero uniformly. By compactness, we may assume by extraction that (Λ(n), a(n)) → (Λ, a), and then we repeat the argument of part (3) to show that t −α nρ n tn actually does tend to zero, which is a contradiction. The only additional ingredient is that the boundary conditions forρ n away from a survive when taking the limit (Λ(n), a(n)) → (Λ, a), which is obvious, e. g., when they are restated forh = Im ρ 2 .
Proof of Lemma 3.7. It follows from Lemma 3.15 that up to sign, P (Λ, a 2 , . . . , a m , . . . , a 2k ) are coefficients in the decomposition off (Λ, a 2k , a 2 , . . . , a 2k−1 , ·) as a linear combination of f (Λ, a m , ·). By Lemma 3.5, the former does not vanish identically, hence at least one of those coefficients is different from zero. Compactness of Θ(r) and continuity of P (Λ, a 2 , . . . , a m , . . . , a 2k ) then yields the result.
Proof of Lemma 3.8. The identity (3.4) follows from Lemma 3.16 and uniform boundedness of |P 1 | from below. For (3.5), just differentiate the pfaffian formula for f , observing that f (Λ, a 1 , z) is the only term that depends both on a 1 and on z. Finally, let us prove (3.7). One has
where P * m = P (Λ\K t , a * 1 , . . . , a m , . . . , a 2k−1 ). By Lemma 3.6, the first term in the righthand side is equal to − 3 2 ∂ aa f (Λ, a, ·) + c(Λ, A)f (Λ, a, ·) + o(t α ). Thus we have to show that the second term has a limit (with a uniform o(t α ) rate of convergence) and that this limit is a linear combination of f (Λ, a m , ·), i. e. that it has at most first-order singularities at marked points.
Consider
We claim that this quantity is within uniform o(t α ) from
The proof is similar to one in Lemma 3.6 (3). Indeed, write
uniformly on each r < |z − a 1 | < R, provided that R is small enough (where in the last equality we used Remark 3.14). Thus we deduce that any subsequential limit will behave as −
(1) near a 1 , and thus is equal to (3.15) since the latter also satisfies (a • ) -(c • ) and has the same behavior near a 1 . We then justify precompactness as in the proof of Lemma 3.6. Consequently,
where c m 's are some expressions not depending on z and involving P m 's and their "derivatives" lim t→0 t −1 (P * m − P m ) (these derivatives exist and are uniformly bounded over Θ(r), because each P m is a pfaffian involving f (Λ, a m , ·), for which we already know existence). Finally, note that the coefficient on front of ∂ a 1 f (Λ, a 1 , z) is actually zero, since it is a Pfaffian of a matrix with coinciding first and last column.
Proof of Lemma 3.9. Suppose by contradiction that such an L does not exist. Then there is a sequence of domains (Λ(n), a 1 (n) . . . , a 2k−1 (n)) ∈ Θ(r) and a sequence of spinors Φ n in those domains defined by 3.8 with constants
but max gt(C) |Φ n | is bounded. Denote β n := max{C 1,2 (n); c m (n)}. By extracting a subsequence, we may assume that (Λ(n), a 1 (n) . . . , a 2k−1 (n)) → (Λ, a 1 , . . . , a 2k−1 ) and β −1 n Φ n → Φ ∞ , where Φ ∞ is also of the form (3.8), with one of the coefficients equal to one, and hence it is not identically zero. On the other hand, Φ ∞ vanishes on a set with non-zero interior, which is a contradiction.
Proof of Lemma 3.10. Note that D is a ratio of ∂ a 1f andf , and since the absolute value of the latter is uniformly bounded from below (by Lemma 3.4, continuity and compactness), it suffices to prove each estimate for ∂ a 1f andf separately. Using symmetry (Lemma 3.15), each of these can be expressed as a polynomial in ∂ a 1 f (Λ, a 1 , a m ), f (Λ, a 1 , a m ) and f (Λ, a n , a m ), 2 ≤ m = n ≤ 2k.
Note that the Loewner maps g Kt (z) are uniformly Lipschitz (with their derivatives) with respect to the driving process, i. e. for any cross-cut r such that r separates r from a 1 , there is a constant L 1 such that
provided that K t and K t are still "inside" r and z is outside r (see, e. g. [Zha08, Lemma 5.5]). Hence, it suffices to show that the functions in question are Lipschitz with respect to the metric on tuples (Λ, a 1 , . . . , a 2k ) given by d C 1 (Λ , Λ ) + max |a m − a m |, which follows directly from Corollary 3.13 and Remark 3.14.
Proof of Lemma 3.11. Assume without loss of generality that w(0) = 0. Fix a small ε > 0 such that the Loewner chain driven by any driving process a(t) with |a(t)| ≤ 2ε does not exit r up to time 2ε. By continuity, we can fix ε 1 < ε, such that
where a 0 (t) ≡ 0. Consider the map P : a(·) → a (·),
on the space of continuous functions a(·) on [0, ε 1 ] satisfying a(0) = 0. Consider the iterations of this map a j := P(a j−1 ), starting with a 0 ≡ 0. The Lipschitz property guarantees that if ε 1 < L −1 /2, and |a j | < 2ε, |a j−1 | < 2ε, then
where || · || stands for the supremum norm on [0, ε 1 ]. But since we have ||a 0 || = 0 and ||a 1 || ≤ ε, one shows by induction that ||a j+1 − a j || < 1 2 j ε and ||a j || < 2ε for all j. Hence a j form a Cauchy sequence and thus converge to a fixed point of P, which proves the (local) existence of solution. For uniqueness, assume that there are two solutions a 1 (t) and a 2 (t) defined on the same interval (0, τ ). Let t 0 := inf{t : a 1 (t) = a 2 (t)}. The same argument applied to the equation
on the interval [t 0 , t 0 +ε 1 ] with ε 1 small enough insures that ||a 1 −a 2 || = ||P(a 1 )−P(a 2 )|| < 1 2 ||a 1 − a 2 ||, a contradiction. Suppose that a(t) is a solution to (3.9) defined on [0, t 0 ], and corresponding hull K t 0 is separated from r by a cross-cut r 0 . By compactness, there is an ε > 0 which depends only on r and r 0 such that dist(a(t 0 ), g t 0 (r)) < 4ε. Hence, we can choose some ε 1 > 0 that only depends on ε and the constants L and C in Lemma 3.10, and apply the above proof to show that the solution can be continued to the interval [t 0 , t 0 + ε 1 ]. Hence, it can be continued up to the intersection of the hull with r 0 .
Proof of Corollary 1.4
In this section, we describe the proof of Corollary 1.4. This includes three additional ingredients as compared to Theorem 1.1. First, we explain how to transfer the technique from half-plane Loewner chains to annulus and radial ones. Second, we treat the case of the target point inside the domain (or, in other words, on a "microscopic" boundary component consisting of one face). Finally, we compute the partition functions explicitly.
Annulus Loewner chains
We now give an analog of heuristic computation of Section 2.4. As before, we stick to the case of only two boundary points, since the general case only differs by heavier notation. Assume that the curve γ t connecting boundary points a and b in a doubly-connected domain Ω of modulus p is described by the annulus Loewner chain with a driving force θ a (t). Recall that this means that the family of conformal maps g t : Ω\γ [0,t] → A p−t satisfies the annulus Loewner equation
is the annulus Schwarz kernel and a(t) = e iθa(t) . Suppose further that the ratio of the observables
is a martingale, and that the driving process θ a (t) is a continuous semi-martingale satisfying the SDE dθ a (t) = U t dB t + D t dt.
Note that for |a| = 1 we have the following expansions around a:
By conformal covariance, we can write, using the notation b(t) := g t (b) and z(t) :
.
Taking the Itô derivative and calculating the Laurent coefficients in the expansion of dt term near a(t) (which must all be zeros by martingale property) yields
Hence, the law of a(t) is indeed governed by the solution to 1.2 with Z(p, a, b) = |f (p, a, b)|, where f is one of the observables f 0 of f 1 (respectively, non-branching and branching one), depending on whether a and b belong to the same component or not.
One way to make this computation rigorous is just to repeat carefully all the reasoning in the proof of Theorem 1.1. The reader may observe that in the case when a is the only marked points on its boundary component (and there are no marked points inside) there is actually no need to restrict the process up to the hitting time of a cross-cut, the restriction up to any fixed time τ < p will do. Also, in the case of annulus, most of the technical results of Lemmas 3.6 -3.10 follow for free due to the explicit nature of the observables. An alternative approach is to first apply Theorem 1.1, and then observe that if one maps the limiting process to the annulus, the driving force is automatically a continuous semimartingale, and hence the calculation above indeed characterizes it. We leave the details to the reader.
Single-point target boundary component
The proof of Theorem 1.1 does not apply directly to the case of degenerate target boundary component because of wrong normalization: since f (Ω\{b}, a, ·), where the double cover branches around {b}, has a singularity at b, the ratio
will actually converge to zero. The following lemma allows one to fix this issue. Let b δ be an inner vertex of Ω δ , and denote by {b δ } one of its adjacent faces. Denote by Z(Ω δ , a δ , b δ ) the partition function of the Ising model in Ω δ with interface starting at a δ and ending at b δ , and by the double cover that branches only around {b δ }. We introduce an auxiliary factor ϑ(δ) as the discrete harmonic measure of the origin in Z 2 \{Im z = Re z ≤ 0} as seen from [
](1 + i). It can be read from [Dub11] that this factor actually behaves as Cδ 1 2 with explicit value of C, but we do not need this result here. Lemma 4.1. As δ → 0, one has
Proof. This lemma was proven in [CHI, Theorem 2.19], in a different notation. The function F [Ω δ ,a,b] (z) in the notation of the present paper corresponds to the ratio , and thus the result follows from [CHI, Theorems 2.15, 2.19]. Note that although [CHI] treats the particular case when a belongs to a single-face boundary component, in the proof of Theorem 2.19 one deals with the local behavior of F near the singularity at b, thus the proof extends readily.
We will also need an analog of Lemma 3.15. This will involve the spinor f 
Explicit computation of partition functions
We now explicitly compute the partition function Z in simply-connected and doublyconnected domains.
The basic observable in the half-plane reads f (H, a, z) = 1 z − a .
Hence, one has Z(H, a 1 , . . . , a 2k ) = Pf 1≤m<n≤2k (a m − a n ) −1 Pf 2≤m<n≤2k−1 (a m − a n ) −1 .
Let A p be the annulus e −p < |z| < 1. Let |a| = 1, and let f 0,1 (A p , a, z) be two observables corresponding to the trivial and non-trivial covers. In order to derive explicit expressions for f 0,1 , consider the strip S p := {0 < Im z < p} and the covering map ψ : z → e iz . Note that the functions f 0,1 (S p , θ, w) := (ψ (w)) 1 2 f 0,1 (A p , ψ(θ), ψ(w)) are holomorphic in w ∈ S p , anti-periodic (respectively, periodic) with period 2π and have simple poles of residue ±1 at θ + 2πk. Note also that f 0,1 (S p , θ, w) ∈ R for w ∈ R and f 0,1 (S p , θ, w) ∈ iR for w ∈ R + ip. This allows one to continue these functions by Schwarz reflection as 2pi-antiperiodic holomorphic functions in w ∈ C. These conditions characterize the functions uniquely as Jacobian elliptic functions [Rei10] , as stated in the second assertion of Corollary 1.4. For statement 3, we use Pfaffian formula (2.5) and the definition of Z .
In the case of the target point b inside the domain, by Lemma 4.2, it is enough to compute √ −if [Ap,b] (·). Again, map everything to the strip and consider the function −if 2 [Sp,θ+iρ] (w) := −iψ (w)f 2 [Ap,ψ(θ+iρ)] (ψ(w)). This function is analytic and 2π-periodic in w, purely real on R and R + ip and has a simple pole with residue −i at θ + iρ. Schwarz reflection then allows one to extend it to an analytic function in the full plane which is 2pi-periodic and has two simple poles per fundamental domain, namely at θ ± iρ, with residues ∓i. Hence, it also has two zeros per fundamental domain. Since √ −if [Sp,θ+iρ] (w) itself is purely imaginary and 2π-antiperiodic along R + ip, it must have zeros there, which by simple symmetry considerations have to be at θ + π + ip + 2πZ. where constants are determined by the condition to vanish at θ + iρ with derivative equal to i.
Miscellaneous remarks
Using Girsanov's transform and the regularity properties of the drift terms D established above, it is straightforward to show that the limiting driving processes occurring in the present paper are absolutely continuous with respect to √ 3B t , that is, that the initial segments of corresponding curves are absolutely continuous with respect to chordal SLE 3 . Thus, our curves inherit all almost-sure properties of the latter, in particular, they are simple and have Hausdorff dimension 11 3 . The explicit description of scaling limits of multiple Ising interfaces in simply-connected domains with four boundary points obtained in the present paper was conjectured in [BBK05] . Standard SLE techniques together with a priori Ising model estimates allow one to prove the formula for the scaling limit of relative probabilities of two possible types of connection, also settling the conjecture from [BBK05, Section 8.3], see further details in [Izy11] .
In the case of doubly-connected domains with two marked points on the boundary, the corresponding driving processes first appeared in [Zha10] as examples of reversible annulus SLE 3 .
Let us briefly discuss other conformally invariant boundary conditions. The forthcoming work [Izy13] treats convergence of interfaces in presence of free boundary arcs, extending the result of [HK11] . In multiply connected domains, of certain interest is also the case of fixed boundary conditions on all boundary components (rather than monochromatic ones as in the present paper). In this case, the martingale property is satisfied by the ratio F (Ω δ , a δ 1 , . . . , a δ 2k−1 , z) n , and then a straightforward generalization of the proof of Theorem 1.1 gives the description of the driving process: da 1 (t) = √ 3dB t + (D t + 3∂ a 1 log Γ)dt, where D t the drift term for locally monochromatic boundary conditions. The computation of Γ will be done in our joint work in progress with Dmitry Chelkak and Clément Hongler.
