Abstract-Published data describing the probability distributions of data communication system reliability parameters such as availability are very sparse. This paper describes a set of data collected in order to model communication line availability by monitoring operational communication systems. Probability distribution functions for single line availabilities and for the durations of failures are given. A heuristic model for estimating availabilities for more complex systems is presented along with computer simulation data validating the accuracy of the model. The results presented make possible more realistic availability predictions for common types of networks than have previously been computable.
INTRODUCTION

A
VARIETY of designs for distributed function computer communication systems have been developed since the late 1960's, with a wide variety of such systems currently being developed and installed in countries around the world. One of the key concerns in the design of such systems is the reliability of telephone systems for transmitting data, since the great majority of the data communication links currently in use are telephone links.
Reliability of telephone systems is not a new concern, but the new systems being designed, with their emphasis on realtime operation, have forced reliability to be considered in a different way. Prior to this time, a great deal of .effort was spent on understanding bit error characteristics of telephone circuits. This information has allowed various types of error detecting and correcting methods, and corresponding data transmission protocols, to be developed to ensure almost error-free transmission of data. As these error-handling techniques become more successful, long-term communication line outages are becoming the dominant factor limiting data communication reliability. In contrast to short-term bit errors, the new concern is over failures of telephone lines that last minutes or hours.
A considerable amount of very fine work has been done to understand bit error rates. Examples of this work can be found in [l] -[4] . This paper addresses the concern over failures lasting longer than 1 min to augment the information about bit error rates and provide an overall reliability model for a transmission line. Longer term outages such as those motivating this study have received far less attention than bit errors, so no references discussing long-term outages in a manner comparable to [l] -[4] have been published. This paper contains more detailed measurements for long-term outages than have previously been published.
The primary reliability measure studied here is system availability, which can be defined as the probability the system is operational at a randomly chosen instant of time (normally interpreted as the instant when a user wishes to use the system). An equivalent measure is system unavailability, one minus availability, which gives the probability that the system is not operational at a randomly chosen instant of time. Most of the plots given here are distribution functions for unavailability.
The measurement data included here were obtained for systems of the form indicated in Fig. 1 . Two logical machines are interconnected by a communication line provided by a PTT or communications common carrier in the manner shown. The distance between the two machines is variable from a mile or so up to thousands of miles. Furthermore, the routing of the line between the two machines is normally unknown to the customer. (The actual routing distance may be several times the airline distance between the end points [SI .) The two machines may be in any of a variety of countries or even in different countries.
MEASUREMENT DATA
Sources of Data
The next few sections of this paper summarize a set of data which can be used to characterize communication lines. To better appreciate these results, it is important to understand the sources of the data. Despite several obvious weaknesses in the sampling process, .:scribed below, the data obtained have proven to be remarkably consistent. Important parameters such as the mean 6 Id the 90th percentile of availability distributions (the two primary parameters used in the theoretical analysis which follows) tended to differ for different systems observed by only a small fraction of a percent.
Most of the data presented here come from teleprocessing (TP) system logs, which have been compiled by users of TP systems for their own purposes. In some cases, copies of the actual logs were obtained and detailed data were available. In others, oqly reduced summaries were obtained. The data were compiled for a total of 118 multidrop lines, with 415 branches or drops, in North America and Europe. Some lines were configured with multiple branches or drops, while others were point to point. For clarity, the information here is presented on a per-drop basis, with each drop called a branch. The observation times for lines ranged from three months to three years, with most systems (about 90 percent) monitored for at least six months of colltinuous operation. (While a considerable amount of information with shorter observation periods was obtained, this was only used for reasonableness checks on the results.) A total of 1233 line-months and 3799 branchmonths of observations are included in the data. (This excludes a small sample of 11 high-speed, 50 kbit/s lines, used for a curve examining speed variations given below, but otherwise excluded from the summary data.) The earliest data reported date back to 1965, with additional data collected over a ten year period since then.
A list of the major categories of lines considered, and the numbers of branches (drops) in each category, is given in Table I .
The data presented here should not be interpreted as being from an ideal statistical sampling process. The amount of data for some classes of lines is not really adequate, and the sources of hata have not been properly distributed over the various classes of TP systems or over various geographical regions. Neveriheless, it has practical value and is more comprehensive than any similar data published previously. In addition, the TP system logs used were not all recorded under the same conditions. In particular, the definition of a failure was not clearly established; a system or subsystem was defined to have failed when the persons maintaining the log for that system recorded a failure, with various operators displaying different degrees of tolerance for the level of system degradation which they considered to merit recording. In addition, it was not always possible to fully separate out the effects of line or branch failures from those of failures of other equipment such as modems, terminal gear, etc. Although the data given are felt to be dominated by telephone line failures, other failures doubtless enter in also. Unfortunately, the data do not allow the effects of those other failures to be quantified. The procedure used to record the data was, in general, consistent. The TP system operators maintained logs on the operation of each of the branches on their systems. Failures and durations of failures were recorded. For most of the lines, a threshold of 1 min of unsatisfactory operation was used to declare a branch failed. For some of the lines, the threshold used was 10 min.
Although the limited amount of published data on telephone line failures, such as those in [ 6 ] , are not fully adequate for computing availability statistics, they have also been used for reasonableness checks on the data given here. The statistics published by common carriers tend to give higher average availabilities than those given here. The primary reason for this appears to be almost unavoidable differences in the manner in which line failure statistics are obtained. One important difference in failure statistics is the fact that branches were considered to have failed, for the purposes of this study, as soon as the system operators maintaining logs recorded failures, while the common carriers normally cannot record a failure until it is reported to them. This normally means, among other things, that short-duration selfclearing failures are not included in their database. The precise definitions of repair times used here and by the common carriers also differ in a less quantifiable manner. Hence, statistics should not be expected to agree precisely.
Availability Function
An overall probability distribution function for all 415 branches was obtained from the data. First, an availability figure was obtained for each branch by calculating the probability that the branch was operational (i.e., performing satisfactorily) during the observation period.
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After calculating each branch availability, an overall availability distribution function was determined by
(3)
An overall summary curve, summarizing results for dl branches observed, is shown in Fig. 2 where the probabilities are expressed in percentages for all the branches observed. The curve plotted is actually a distribution function for unavailability, one tninus availability, since this gives a plot which is easier to interpret. The two curves are related by
with Ac representing unavailability.
It should be noted that some of the branches were unavailable less than 0.1 percent of the time, while others were unavailable over 10 percent of the time. The total range of observed values, over three orders of magnitude base ten, indicates a very large variation in the behavior of the branches. The ainount of variation is importat since it reflects the uncertainty associated with the random selection of a branch. It should also be noted that 69 percent of all the branches were available 99 percent of the time or better. That is, about two thirds of the branches showed an unavailability of less than one percent.
In order to better understand the branch availability figures, the, effects of several different parameters were examined. The results are discussed below.
Speed Variations
The data were separated into three speed classifications (see Fig. 3 ). Most (328) of the branches observed were transmitting data at 2000 or 2400 bits/s which is classified as medium speed in Fig. 3 . Some of the branches (87) transmitted data at lower speeds, such as 1200 bit& 600 bits/s and lower; these iower.speed branches are grouped and classified accordingly. In addition, a curve obtained from a small sample of 11 high-speed branches (otherwise excluded from the summary data) is included for comparison purposes.
Some improvement in availability at lower speeds is indicated, but the variation within each .class is more significant than the variations between classes. It is possible that a substantial percentage of the difference between availabilities observed at different speeds is due to degraded performance failures, which appear to occur more frequently at higher speeds. It is dso-possible that some of the improvement at lower speeds is due to less careful recording of failures in the logs of system users whose lines operated at these speeds, since these systems tended to have less critical performance requirements. 
Country and Distance Variations
Some of the branches observed passed through more than one country, In general; they were long branches on the order of 100 mi or more. Three classifications of branches are shown in Fig. 4 . Long branches are arbitrarily classified as those longer than 50 airline mi. These long branches are separated into those within one nation, called national branches, h d branches that passed through more than one country, called internati0n.d branches. For contrast, branches shorter than 50 mi that existed within the boundaries of one country are also shown, even though the sample size (see Table I ) is small.
Shorter branches are seen to be more reliable than longer branches. A physical interpretation of this may be that shorter branches are made up of fewer pieces of equipment, have less circuit miies of transmission, fewer weather disturbances, and involve fewer people who may inadvertently disrupt the operation. Longer. branches may be subject to more of these effects. Similarly, longer branches may be thought to contain within them two or more short branch segments whose failures ..would be additive, thus decreasing the availability of longer branches. There is also a difference between longer branches that are international and those contained within one country. In an explanation of this, a number of factors can be cited. There are differences between the equipment in different countries, so mismatches can occur; when repair bf a failure is called for, national responsibility for the repair work may be in question, which can delay the time required to make the repair, etc.
Another set of comparison figures is shown in Fig. 5 . Here two countries are compared for differences in the overall reliability of the branches. While these differences are certainly discernible, the variation within either of these countries is more significant than the variation between the countries. There are, of course, errors in the recording of the data presented here. In addition, errors may also be made in interpreting the results. To help appreciate the subtle factors involved, a supplementary set of data is presented in Fig. 6 . Here the same two countries are compared as in Fig. 5 , but for these data, a common industry that used similar data communication systems was selected in both countries. These two curves are much more closely spaced. 4 way to view this is to visualize that different thresholds of acceptable system performance are imposed in different systems. Some systems are monitored more closely than others; accordingly, failures are recorded with respect to different acceptable performance levels. The reasons for these variations are too complex to elaborate on here, but they seem to exist, and they are reflected in the data. Once again, however, the Variations within one country are considered more significant than the differences between the countries.
Down Time Distribution
In addition to the availability o f a branch, it is important to understand the length of time a failure lasts. Given that the branch is down, a probability distribution is determined for the duration of the down time. Note, from the data, that this is a conditional probability function based on the condition that the failure has already lasted 1 min. While failures occurred that lasted less than 1 min, they were not included. and 16 percent of the failures lasted longer than 1 h. It can also be observed that 50 percent of the failures lasted less than 6 min. In addition to data for failures lasting longer than 1 min, a curve is drawn in a similar fashion for failures lasting longer than 10 min. This was done by changing the condition and counting only failures that lasted longer than 10 min.
One other related plot of interest is given in Fig. 8 which (very roughly) plots duration of failures versus mean time between failures (more precisely, mean time between failures of at least 'this duration), on a log-log .scale, for a 2400 bit/s line. Very short duration ' failures (or bit errors) as well as longer duration failures were considered for this plot. The plot indicates that errors affecting at least one bit (42 ms duration at 2400 bits/s) occur roughly every 40 s. (This corresponds to a burst error rate , which reflect measurements obtained under varying conditions. This is a very general and very approximate set of data and reflects an attempt to simply summarize, and provide a rule of thumb, for understandbg the over+ performance of a branch selected at random and to bring within a common perspective short bit errors and longer failures which are often treated separately. Further details of this measurement study are contained in [7] . An earlier paper by Prqyetero [8] , based on a subset of the data considered here, revealed strong correlations between failures of different communication lines serving a common node, i.e., the standard assumption of independent failures for such lines was shown to be false. Theoretical analysis of failure dependencies are given in [9 ] , [ 18 ] , [ 191 such lines are dependent, but better measurement data on failure dependencies could not readily be extracted from the measurements obtained.
CAUSES OF VARIABILITY IN RELIABILITY PARAMETERS
The primary causes of variability in line failure rates or similar reliability parameters appear to be the tremendous variety of equipment types and ages in the telephone plant (by far the most common source of communication links) and the correspondingly tremendous variety in operating environments for this equipment. A detailed description of the main factors causing reliability problems in the common carrier telephone plant has been given in another paper [ 51 .
The telephone plants in the U.S., 'and in many other countries, are among the most complex systems ever designed and installed by mankind. With design lifetimes for equipment of 20-40 years, and the rapid pace of techno1ogical.change that has occurred within' this time period, a large variety of different types and ages of equipment have -been interconnected to form the installed plant. Further, operating environments for equipment range from almost ideal to cases where there are so many undesirable environmental factors (temperature variation, humidity problems, corrosive atmospheres, strong electromagnetic fields, and other factors) that it is remarkable that the equipment operates at all. Three or four orders of magnitude variation in percentage down t h e or failure rates for different lines or branches do not appear to be at all surprising when these factors are considered.
NETWORKS CONSISTING OF MULTIPLE LINES
Although the measurement data given here give reasonable estimates 'for the distribution functions for some important reliability measures for one line (recall the configuration for measurements in Fig. l) , they do not readily yield comparable data for more 'complex configurations consisting of multiple branches intercqnnected in any of a variety of ways. A heuristic model for approximating the corresponding distributions for at least the most common types of networks is given here, along with the results of a computer simulation study to verify the accuracy of the heuristic model. Additional details on the heuristic model and its validation are given in [ 101 , [ 1 11 .
Heuristic Model Introduction
The model discussed here is a simple heuristic model for approximately computing probability distribution functions for communication system availabilities. The model assumes that failures of different branches are independent (or at least that their availabilities are independent) despite the comments given earlier about this assumption not being valid. Even the independent failure case has not been'treated adequately so far, however, and extensions to handle dependent failure parameters wiU have to come later. All computations given here will be based on use of the overall probability distribution function in Fig. 2 , since this curve is the most realistic one to assume for a general analysis.
A general formula for the availability A of a system composed of a number of independently failing subsystems (with independent repairs also) can be written 'in the form of a sum of products of availabilities Ai of the individual subsystems. General techniques for computing such availabilities are given in [ 121 , [ 131 .
The main sources of difficulty in finding percentile values for overall system availability, for reasonably complex systems, stem frqm the facts that percentiles are defined in terms of .integrals of the appropriate probability densities and that probability laws for sums of products of random variables (even independent random variables) are normally very difficult to evaluate. (A quick verification of this can be obtained by consulting any good probability theory text, e.g., [14] , for the formula giving the probability density for the product of even two independent random variables.) Some limit theorems, such as the centra! limit theorem, might be applicable if there is a fairly large number of terms summed; alternatively, the central limit theorem would imply that the limiting distribution for the product of a large number of independent random variables is log normal. An important constraint for the case of interest, though, i s that all the random variables of interest are between zero and one (since availabilities are probabilities), and this constraint is difficult to incorporate in the limit theorems, which can be expected to converge slowly without the constraint being used. Hence, the alternative heuristic approach described below has been'developed.
The analysis technique is based on first fitting a reasonable analytic curve to availability data for one branch, then approximating a correspbnding analytic curve for the overall system. A reasonable analytic curve (found by trial and error) for a<&-ability of one branch is a beta density [ 151 : , elsewhere with parameters r = 50 and s = 0.5. This density yields a mean availability of 0.990 and a 90th percentile availability of 0.973. These values agree well with the mean and 90th percentile values of 0.990 and 0.975, respectively, which can be computed from the data given in the previous sections of this paper or with the corresponding values of 0.988 and 0.973, respectively, computed from [7] .
The beta distribution curve [cumulative distribution curve for 1 -ai obtained from the density in (l)] is compared with the overall summary curve from Fig. 2 in Fig. 9 . Although the agreement between the two curves is excellent for unavailabil- ities approximately above the 60th percentile, the two curves differ appreciably toward the left ends of the two plots. (The difference is greatly exaggerated by plotting the curves on a semilog scale, however; the two curves would be virtually indistinguishable on a linear scale plot.) Fortunately, the two curves agree closely for the cases of primary interest to the designer of commercial communications based systems, although different parameters chosen to improve the fit in other ranges might be advisable when working with systems, such as some military systems, with extremely high availability requirements. Extremely reliable communication lines are of little concern to many system designers, since they cause no problems for system users. The theoretical.curve was chosen to give good estimates of the percentage of users of the more common commercial systems likely to obtain unsatisfactory reliability rather than to estimate how many customers would have reliability much better than they require. (It should also be noted that the measurement data are least likely to be accurate in the regions where the fit is poor, since the measurement period needed to obtain statistically significant estimates of unavailability for extremely reliable branches considerably exceeds the observation periods actually used, and the nonrigorous "statistical sampling plan" used here should not be expected to give trustworthy results for the tails of the distributions.)
The rest of this paper uses the fitted curve as if it were the true distribution function for unavailability since having an analytical formula greatly simplifies many of the computations. Later comparisons between analytical and simulation results compare the computations made with the heuristic model with simulation results obtained under the assumption the fitted curve is valid. The resulting comparisons are reasonably valid for the percentages of branches or systems likely to cause reliability problems, but they may underestimate the percentage of systems with extremely high availability, -The first and second moments of the density (6), xi and can be used to compute the availabilities of complex systems in terms of sums of products of availabilities of individual subsystems, but the formulas for computing probability dis, tribution functions for functions of random variables are too complex for direct computation of the distribution functions for availabilities, even if availabilities are assumed to be independent. Reasons for eliminating the use of limit theorems from serious consideration have also been discussed. Instead, the approach adopted here is to use techniques given in [12], [13] to compute the first two moments of system availability from the first two moments for individual branches, assuming that branch availabilities are independent. Another beta distribution is then fitted to these first two moments, and this distribution is used for subsequent calculations. One rationale for this approach is that assuming a beta density for the characterization of the complex system is as logical as assuming a beta density for characterizing one branch. Simulation results confirming the validity of this approach are given later.
Computation of appropriate first and second moments for the complex system is fairly simple for cases with independent Ai's. The means can be computed by simply substituting mean values for each of the Ai's in the formula for A , while second moments can be readily computed (at least for cases where the formula for A is reasonably simple) by utilizing the facts that second moments for' products of independent random variables multiply and variances for sums of independent random variables add. These first two moments can then be used to find a new beta density to characterize the complex system by using (9) and (10) to find the parameters of this new density.
Since the availabilities of series (cascade) and parallel combinations of N independent branches are given by the first two moments for these two simple classes of complex systems are given, for independent ai's, by 
with all terms in each product equal when the ai's are identically distributed.
As [ 121 , [ 131 show, most availability block diagrams for complex systems of real interest can be reduced by iterative application of the series and parallel reduction formulas, so the equations given suffice for most cases. A few cases where these formulas do not suffice also exist, but techniques are given in [ 121 , [ 131 for handling these cases also. Although the resulting equations may, in some cases, be horribly messy, they can always be expanded to express total availability in terms of sums of products of availabilities of individual subsystems, so simple modifications of the formulas given here suffice for handling these more complex cases. The formulas given above are sufficient to handle all examples discussed in this paper.
Simulation Studies
Since the heuristic model developed here is far from rigorous, computer simulation has been used to examine the accuracy of the approach. The simulation runs were based on an assumption that the analytical curve in (1) was the true density characterizing one branch. Random variables obeying this distribution were generated to simulate availabilities of individual branches in a complex system and the. rules in [ 121 , [ 131 used for determining the corresponding total system availabilities.
The beta-distributed branches were simulated using what Tocher calls the "top hat" method [ 161 . This involves computing the inverse of the cumulative distribution function so that the availability becomes the dependent variable and the probability becomes the independent variable. If the probabilities are then selected from a uniformly distributed function with values between zero and one, the corresponding availabilities follow the correct density function.
The simulation was run using some modified statistical application programs. The statistical application package used has a program for use with beta densities that computes the availability given the right tail probability. This program was modified so that it would generate a table of values for probabilities from 0.001 to 0.999 in steps of 0.001. Uniformly distributed random numbers were generated using a standard random number generation function.
All branches were assumed to have the beta distribution defined by r = 50, s = 0.5.
Systems were defined to the program as appropriate combinations of series and parallel branches. Once the system was defined, a random number was generated for each branch and ' the corresponding availability was selected from the tabulated data. The system availability was then calculated, for this sample, using the relationships in (10) and (1 1) for series and parallel combinations. (Only networks consisting of iterative combinations of series and parallel blocks have been simulated.)
The process was repeated for a number of samples specified at program run time. The cumulative distribution function was then calculated by converting the availabilities to unavailabilities and accumulating their occurrences into bins specified at run time by a "step size" declaration. The resulting distribution of availabilities is a histogram approximation to the probability density function for unavailability. To compute the cumulative distribution function, the values in the bins were simply accumulated. The resulting data were then plotted. The statistical application package also has a program for computing right tail probabilities given the beta distribution parameters. This program was modified to generate theoretical curves shown on the same figures. The parameters of the beta distribution to be computed, r and s, were calculated using the heuristic technique previously described.
Results
Typical comparisons between theoretical and simulation curves for six different systems are shown in Figs. 10-15. In addition, a plot of percentage error is shown on each figure. Derived values of r and s, maximum error between the two curves, and theoretical values for the means and 90th percentiles of availability are shown in Table 11 . Maximum error for any system was t 6 percent. The match between simulation and heuristic model appears to be excellent, indicating that the approach gives realistic results under the assumptions that the fitted beta distribution is the true distribution characterizing one branch and that different branches fail independently. Since the agreement between the two curves in Fig. 9 is excellent for higher percentile values, the agreement with measured results for complex systems should also be good for higher percentile values (say 80th or higher percentiles) if these complex systems were composed of branches which failed independently.
The results plotted in Figs. 10-15 are directly applicable to the analysis of particular communication paths in some standard forms of networks. For example, a particular communication path in a multidrop system consists of one or more branches in cascade so Figs. 10-13 are applicable. Similar computations give path availabilities in star and loop configurations. More general networks with alternate routing may require separate computations, but the techniques are applicable.
IMPLICATIONS OF RESULTS
Since different communication lines display extreme variability in their reliability parameters (as the measurement data in Figs. 2-6 indicate), when systems are designed entirely on the basis of mean availability values, an appreciable percentage of unhappy system users is inevitable. The techniques developed here at least give approaches to estimating the percentage of unhappy users to be expected. The design can then be altered to appropriately change this percentage if this is desirable.
Both the dependent failure problem and the variable parameter problem indicate that alternative approaches should be carefully considered in lieu of relying heavily on real-time data communications in systems which require extreme reliability. COM-29, NO. 10, OCTOBER 1981 In some cases, it may be possible to reduce such systems' dependence on real-time data communications by putting all the equipment and files needed during normal operation at one location or by providing a stand-alone mode of operation which can be used to survive communications line outages. (Both approaches, applied to operational systems, are described in [17] .) Other design procedures will be better in different situations, but there are too many possibilities to attempt enumeration in this paper. One other possibility is that some systems which are desired may not be feasible. The measurement data included here and the heuristic model for extending results to handle more complex networks consisting of multiple branches allow computation of more realistic reliability predictions than have heretofore been computable. They now make it possible to find reasonable estimates for the probability of system availability falling within certain ranges, rather than simply estimates of mean availability.
EXTENSIOSS TO RESEARCH
Two primary types of extensions to this work are currently under consideration. The first is modification of the simulation runs to generate random variables obeying the measured distribution function for one branch rather than the fitted distribution function. The resulting simulation data should then be slightly more accurate, although little change in higher level percentile values is anticipated. The other modification, which is felt to be considerably more important, is to modify the techniques to at least approximately reflect the dependencies between failures of different branches. Alternative approaches to the problems, including some based on the statistical theory of extreme values, are also being considered.
Further research on developing better techniques for computing the availability of systems with dependent failures (but ignoring the variability of parameters problem) is also being pursued. New results from this research, which extend the techniques in [9] to handle more general forms of distributed networks, are given in [ 18 J , [ 191 . Possibly the most obvious area where the need for further work is suggested by this paper is in obtaining better measurement data. A measurement' program comparable in magnitude to the Bell System 1969-1970 connection survey [2] -[4] is needed in order to obtain truly trustworthy reliability statistics. Until such a measurement program is attempted, there will always be "a problem with the reliability of the reliability statistics offered" (quoting one of the reviewers of this paper). Hopefully, this paper may help motivate a more systematic measurement program.
