The creation of a virtual world environment (VWE) has significant costs, such as maintenance of server rooms, server administration, and customer service. The initial development cost is not the only factor that needs to be considered; factors such as the popularity of a VWE and unexpected technical problems during and after the launch can affect the final cost and success of a VWE. The capacity of servers in a client/server VWE is hard to scale and cannot adjust quickly to peaks in demand while maintaining the required response time. To handle these peaks in demand, we propose to employ users' computers as secondary servers. The introduction of users' computers as secondary servers allows the performance of the VWE to support an increase in users. In this study, we develop and implement five static heuristics to implement a secondary server scheme that reduces the time taken to compute the state of the VWE. The number of heterogeneous secondary servers, conversion of a player to a secondary server, and assignment of players to secondary servers are determined by the heuristics implemented in this study. A lower bound of the performance is derived to evaluate the results of the heuristics.
Introduction
Heterogeneous distributed and parallel systems may operate in an environment where certain system performance features degrade due to unpredictable circumstances, such as sudden machine failures, higher than This research was supported by the NSF under grant CNS-0615170 and by the Colorado State University George T. Abell Endowment.
expected load, or inaccuracies in the estimated system parameters. The environment considered in this research is a virtual world environment (VWE) (e.g., a massive multiplayer online gaming (MMOG) environment). In a VWE, each user controls an avatar (an image that represents and is manipulated by a user) in a virtual world and interacts with other users. In general, most VWEs use a client/server architecture to control the virtual game world. The client/server architecture has some disadvantages: the initial procurement of servers is expensive, server administration is required, customer service is necessary, and the architecture is hard to scale based on demand. In addition to the initial development cost, other factors such as the popularity of a VWE, and unexpected technical problems during and after the launch can also affect the final cost and success of a VWE [24] .
This study focuses on scaling the system based on demand. Consider an environment where each of N users produces a data packet that needs to be processed. There is a main server (M S) that controls the state of the virtual world. If the performance falls below acceptable standards, the M S can off-load calculations to secondary servers (SSs). An SS is a user's computer that is converted into a server to avoid degradation in the performance of the VWE.
The performance of the heterogeneous system used to simulate the game world must not degrade beyond acceptable parameters even if the VWE is oversubscribed. The heuristics must convert users to SSs and assign the remaining users to an existing SS or the M S. This problem is similar to the assignment of tasks to machines (e.g., [3, 6, 25, 27] ) with SS and the M S as machines and the remaining users as tasks.
A session in the VWE is assumed to last for an extended period of time, with a small break between sessions [20] . During these sessions it is assumed that no users enter or leave the game (i.e., the users in a gaming session do not change). These simplifying assumptions make a static resource allocation heuristic viable [1] .
In this study, five heuristics for determining the number of SSs, which users are converted to SSs, and how users are distributed among the SSs and the M S are proposed. The heuristics were used to minimize the time it takes to process the world update requests from all users. A mathematical lower bound is derived to evaluate the performance of the heuristics in this VWE.
This paper is organized as follows. Section 2 provides the problem statement and describes the performance metrics. In Section 3, we focus on the five proposed heuristics. Section 4 discusses the lower bound on our performance metrics. Our results for the five heuristics are shown in Section 5. In Section 6, we provide the related work and in Section 7 we present our conclusions.
Problem Statement

Problem Description
In this study, we will consider an MMOG environment where the performance of a user is sensitive to latency [2] . The purpose of this research is to maintain an acceptable system performance (despite the M S used to maintain the MMOG environment being oversubscribed) without increasing the processing power of the M S. The proposed solution is to convert users to SSs that assist the M S in computation. In the client/server solution shown in Figure 1 (a), all users connect to the M S, therefore the M S is the only machine performing computation. In the SS solution shown in Figure 1(b) , the M S and SSs perform computation and the M S resolves conflicts among users and SSs connected to it.
The allocation of users as SSs has similar security requirements as distributed servers and peer-to-peer based MMOG systems. The issue of security in distributed servers and peer-to-peer MMOG environments are studied in [4] and will not be discussed here because we consider it to be a separate research problem.
The following simplifying assumptions are made about the communication model in this system. The communication time from node (user computer, SS, or M S) A to node B is the same as the communication time from node B to node A; however, the communication time between different pairs of nodes will vary. The communication times among the users, SSs, and the M S do not change during a session. These times are independent of the number of users connected to the SS or M S. These simplifying assumptions are used to reduce the complexity of the simulations.
Without loss of generality, the level of activity in the VWE of all the users is considered identical (i.e., the frequency of interaction with the VWE is the same for all players); therefore, the computational load is based on the number of users (i.e., they have the same computational needs). To model the computation times of the M S and SSs we need to consider how the computation grows with the increase in the number of users. Let n α be the number of users connected to secondary server α (SS α ) and µ α be a constant for SS α (this constant represents the heterogeneity in the computing power of the users' computers, and each user has a different constant). In [15] , latency in a MMOG environment shows a "weak exponential" increase with an increase in players. This study uses these observations to create a model for the MMOG environment. The computation time for an SS (Comp α ) can be calculated as:
Let n secondary be the total number of users connected to all the SSs, n nss be the number of SSs, n main be the number of users connected to M S, and b and c are computational constants of the M S. The computation time of the M S (Comp M S ) is:
Objective Function and Performance Metric
Let RT x represent the Response Time (RT) of a packet (representing an action) sent by the computer of user x (U x ) to the M S (possibly through an SS) and returning to U x (with the corresponding consequence of that action). Let Comm(A, B) be the communication time between node A and node B. The equation used to calculate RT x if U x is connected directly to the M S is:
If a user is connected to an SS α then the equation is:
If U x is SS α then Equation 4 is used with
The performance metric of a resource allocation in this environment is:
The goal of the heuristics is to minimize RT max . The value of RT max will be influenced by three elements: the number of SSs, which users' computers are converted to SSs, and the assignment of non-SS users to an SS or to the M S. If a user is connected to an SS then this user cannot have any users connected to it.
Resource Allocation Heuristics
Overview
All heuristics were limited to a maximum execution time of 10 minutes. Five heuristics for determining an allocation of resources are presented in this section. In this context, resource allocation implies assigning a user in one of three ways: (1) attaching it directly to the MS without making it an SS (although it can become one), (2) attaching it to the MS and making it an SS, or (3) attaching it to an existing SS. An unassigned user is one that has not been assigned yet.
Dual Iterative Minimization
In Dual Iterative Minimization (DIM), a solution is represented in the form of an vector whose i th element indicates the way user i is connected to the M S, either directly or the SS to which it is connected.. A potential host (P H) is a user that is not connected to the M S through an SS; i.e., either it is attached directly to the MS (possibly as an SS) or is unassigned at this point. This heuristic considers assigning an unassigned user to all P Hs or the M S and picks the P H that provides the minimum RT x . If this P H is not already an SS then it is converted to one. The pseudo-code is shown in Figure  2 . A post-optimization procedure is run on the solution from the DIM heuristic. This post-optimization is shown in Figure 3 
Tabu Search
Tabu Search [12] enhances the performance of a local search method by storing the previously visited areas in (2) Perform short hops (to do local search in a neighborhood) for a maximum number of iterations (iter max ) experimentally set to 300.
(3) The set of secondary servers that represent the neighborhood of the final solution from (2) is added as an entry to the tabu list of size 20 (oldest entry in the tabu list is replaced).
(4) Perform a long hop by randomly generating a complete mapping that has a set of secondary servers that is not identical to a set in the tabu list. (5) Steps (2) to (4) are executed until the available time for mapping expires (the time limit was 10 minutes).
(6) The best known mapping is output as the solution (once the available time expires). (1) Mark all users as unassigned.
(2) For each unassigned user (u) in a fixed arbitrary order.
(a) Define minRT as the RT if u is connected directly to the M S.
(b) Among all P Hs, find the P H that minimizes RT of u connected to the M S through P H (RT u→P H→M S ) .
(i) If RT u→P H→M S is less than minRT then attach u to P H, and convert P H to an SS if it is not already one. (ii) Else, attach u directly to the M S.
(c) Mark user u as assigned. For the DPSO, there are P particles (determined empirically), and each particle has N dimensions. The location of the i th particle in the j th dimension (X ij ) indicates whether the j th user is an SS or a non-SS in the i th particle. In general, the position of the particle will represent the set of SS used by the MRT heuristic to determine the full mapping. V ij is the velocity of the i th particle in the j th dimension (V ij ∈ (−∞, ∞)). To convert this velocity to a position a sigmoid function (s(V ij ) = 1/ 1 + e −Vij ) is used (this function returns a value
Each particle i has a best personal (P ij for j : 1 ≤ j ≤ N ) and the swarm has a best global
We define w as the inertia coefficient that slows the velocity of the particle over time, pw as the attraction to the personal best solution, and gw as the attraction of the particle to the global best solution. These three constants are determined empirically. The procedure is shown in Figure 3 .
Ant Colony Optimization
Ant colony optimization (ACO) is a population based approach that mimics the path finding behavior of ants [MaC96] . In an ant colony, ants will wander randomly looking for food. Once food is found the ant returns to the colony while laying a pheromone trail. Other ants are more likely to follow this trail to the food thus strengthing the pheromone trail. In the ACO heuristic, each ant represents a full solution and ants receive positive feedback about past solutions through pheromone trails. the search space using a tabu list so they are not revisited. To make the size of the tabu list reasonable, only the last n (set empirically to 20) visited neighborhoods are saved [12] . The solution was represented by vectors as in the DIM heuristic.
Local moves (or short hops) explore the neighborhood of the current solution, searching for the local minimum. All the moves that we use in the Tabu Search are considered greedy in the sense that we accept a neighboring solution if it has a smaller RT max (better objective function value); however, applying greedy moves may cause the Tabu Search to reach a local minimum that it cannot escape. The global move (or long hop) is used to escape local minima by producing a random solution with a new set of SSs that is not in the tabu list. The procedure for Tabu Search is shown in Figure 4 and the procedure for the short hops is shown in Figure 5 .
Minimum Return Time (MRT)
The Minimum Return Time (MRT) heuristic is based on the Minimum Completion Time (MCT) heuristic [14, 22] . This heuristic is used by the discrete particle swarm optimization heuristic to generate a solution from a set of users that are connected directly to the M S.
Directly connected users (DCUs) are users that are connected directly to the M S. In MRT, the users that are not DCUs are assigned in a fixed arbitrary order to the DCU that gives each user its minimum RT. The pseudocode for implementing the MRT is shown in Figure 6 .
Discrete Particle Swarm Optimization
Discrete particle swarm optimization (DPSO) is based on the original particle swarm optimization [18] . In [18] , the authors developed the algorithm based on the flocking behavior of animals such as birds or fish. Instead of organisms, they called the objects flying through the air "particles." The DPSO implemented in this study is based on the discrete version of particle swarm optimization in [23] .
For the DPSO, there are P (determined empirically) particles, and each particle has N dimensions, where each dimension corresponds to a user. For the i th particle, the value in the j th dimension (X ij ) indicates whether the j th user is a DCU or a non-DCU (0 if the user is not a DCU and 1 if the user is a DCU). A particle has a set of DCUs that will be used by the MRT heuristic to determine the resource allocation. This representation will cause the search space to be a hypercube. The velocity of a particle is used to explore other areas of the hypercube. V ij is the velocity of the i th particle in the j th dimension (V ij ∈ (−∞, ∞)). To convert this velocity to a position a sigmoid function (s(V ij ) = 1/ 1 + e −Vij ) is used (this function returns a value from 0 to 1). At each iteration of the DPSO, the position of particle i may be changed for all i; however, the best personal solution (P * i ), is updated only when particle i finds a better solution. Thus, each particle i has a best personal solution (P * i , an N dimensional vector). The swarm has a best global solution (G * , an N dimensional vector). G * is equal to the P * i with the lowest RT max over all i. The particles will be attracted to their best personal solution and to the best global solution. This attraction allows exploration around the best known solutions. The notation P * ij represents the value (0 or 1) of the j th user for the best personal solution of particle i, and G * j represents the value of the j th user for the best global solution.
We define w as the inertia coefficient that slows the velocity of the particle over time, p w as the attraction to the best personal solution, and g w as the attraction of the particle to the best global solution. These three constants are determined empirically. The particles are allowed to move for iter max iterations. The procedure is shown in Figure 7 .
(1) RT best is equal to the value of RT max of the solution from the DIM heuristic.
(2) For each user (U x ) connected to an SS. is the RT max of the k th ant. Let ∆τ k ij (t) represent how assigning user i to server j influences the update to the pheromone value. If the k th ant assigns user i to server j then
otherwise, user i was not assigned to server j and ∆τ k ij (t) = 0. The value of ∆τ ij (t + 1) represents how attractive the assignment of user i to server j was among all the ants in iteration t and it is calculated using the following equation:
Let τ ij (t) be the pheromone value associated with assigning user i on server j in iteration t, and ρ is the evaporation coefficient. The update equation for the pheromone is:
For s[k], the probability of assigning player i to server j is based on the desirability of this assignment (η (s[k − 1], i, j) ). This desirability is calculated using the following equation:
The equation that calculates the probability of user i being assigned to server j (pre(s[k − 1], i, j)) is influenced by α and β. These variables can be modified to improve the performance of the ACO, for our implementation the best values were determined empirically to be α = 7 and β = 9. The probability is calculated with the following equation:
A random variable (num rand ) is generated with a uniform distribution (U(0,1)). Using num rand , the chosen server (s c ) is the server that satisfies the following equation:
The ACO procedure is shown in Figure 8 .
Min-Min RT
The Min-Min RT heuristic is based on the concept of Min-Min heuristic [13] . The Min-Min heuristic is widely used in the area of resource allocation [7, 10, 11, 13, 15, 16, 18, 25] . It takes a given set of potential SSs and assigns remaining users to a potential SSs or to the M S. Recall that it possible for a potential SS to not have any users connected to it. The procedure to implement the Min-Min RT is shown in Figure  9 . This heuristic is used by the RT Iterative Minimization and the Genetic Algorithm. (1) Start from a complete resource allocation (generated randomly).
(2) Perform short hops (to do local search in a neighborhood) for a maximum number of iterations (iter max ) experimentally set to 300.
(4) Perform a long hop by randomly generating a complete resource allocation that has a set of secondary servers that is not identical to a set in the tabu list.
(5) Steps (2) to (4) are executed until the available time for resource allocation expires (the time limit was 10 minutes).
(6) The best known resource allocation is output as the solution (once the available time expires).
Algorithm 1: Procedure for Tabu Search
(1) Given a predetermined set of SSs, all users that are not in the set of SS are marked as unassigned.
(2) For each unassigned user, the server (main or secondary) that gives the minimum RT is determined (first minimum).
(3) The best paired user/server (i.e., with smallest RT) among all the pairs generated in (2) is selected (second minimum).
(4) The user in the best pair selected in (3) is then assigned to its paired server. 
Min-Min RT
The Min-Min RT heuristic is based on the concept of Min-Min heuristic [14] . The Min-Min heuristic is widely used in the area of resource allocation [7, 10, 11, 14, 16, 17, 19, 27] . It takes a given set of DCUs and assigns remaining users to a DCU or to the M S. The procedure to implement the Min-Min RT is shown in Figure 8 . This heuristic is used by the RT Iterative Minimization and the Genetic Algorithm.
Genetic Algorithm
The genetic algorithm (GA) is a heuristic based on the process of evolution [13] . It uses a chromosome to represent a solution; this solution can be "mixed" with other solutions and "mutated" to produce new solutions.
In this study, the chromosome represents which players are DCUs. To convert this representation to a resource allocation, we use the Min-Min RT heuristic. The procedure for the chosen variation of a GA is shown in Figure 9 . The selection process for this heuristic is done using the linear bias function [26] .
RT Iterative Minimization
This greedy heuristic consists of two phases. In phase 1, we iteratively adjust the number of DCUs (by adding or removing) to minimize RT max . In phase 2, we swap the DCUs with users to minimize RT max . This heuristic also uses the Min-Min RT heuristic to convert a set of DCUs to a resource allocation. The procedure for RT (1) Set the number of executed short hops sh to 0 (2) Do:
(a) Increase sh by 1 and determine the user with RT max (denoted U RT max ). If U RT max is the only one connected to a given SS then go to (3) (to avoid changes in the neighborhood).
(b) For each server S α (M S and all SSs) in a fixed arbitrary order, if assigning U RT max to S α decreases the RT max , then assign U RT max to S α .
(3) While sh < iter max ( = 300) and a better assignment is found in (2b) then go to (2).
(4) Do:
(a) Increase sh by 1 and randomly select a user connected to the M S (U M S ).
(b) For each secondary server SS α (only SSs) in a fixed arbitrary order, if assigning U M S to SS α decreases the RT max , then assign U M S to SS α .
(5) While sh < iter max ( = 300) and a better assignment is found in (4b) then go to (4).
(6) Do:
(a) Increase sh by one and determine U RT max .
(b) For each server S α (M S and all SSs) in a fixed arbitrary order, if assigning U RT max to S α decreases the RT max then assign U RT max to S α . If the assignment of U RT max to S α leaves an SS without any users connected it, then it is removed from the set of secondary servers.
(7) While sh < iter max ( = 300) and a better assignment is found in (6b) then go to (6). (1) A list of users that are not DCUs is generated in a fixed arbitrary order.
(2) The first user in this list is assigned to the DCU that gives it the minimum RT .
(3) The user assigned in (2) is removed from the list.
(4) The computation time for the DCU where the user was assigned is updated. (5) Steps (2) through (4) are repeated until all users have been assigned.
Algorithm 1: Procedure for MRT.
(1) Initialize an array of P particles by N dimensions randomly with 0 or 1 (a value of 0 indicates a user is not a DCU and 1 indicates the user is a DCU).
(2) Determine RT max using the MRT heuristic.
(3) Initialize the global and best personal solutions (P * i s) using the particles in (1), and set the best global solution to the best P * i over all i. 
Lower Bound
The primary purpose of deriving a mathematical lower bound was to evaluate the experimental results of our proposed heuristics. The bound has two components that can be calculated independently. The first component finds the minimum possible computation time of the M S and SSs (by performing an exhaustive search of all possible computation times). This component has three assumptions: (a) communication times are ignored, (b) all users have the same computational constant (→ µ min = min ∀Ux µ x ), and (c) users connected to SSs are evenly distributed among SSs. Component (a) reduces the complexity because heterogeneity in communication is removed from the problem, (b) removes the heterogeneity in computing power of the SSs, and (c) minimizes the maximum computation time among SSs.
The second component is the lower bound on the communication time. This bound is calculated by finding the minimum time each user requires to connect to the M S (either connected directly to the M S or through another user), and then finding the maximum of these times. For the calculation of this second component, the computation time is ignored.
Let n be the total number of users that are connected to the M S, n nss plus n main . The lower bound (LB) is given as:
(b) Determine RT max using the MRT heuristic.
(5) Set the best personal solutions (P * i ) using the particles in (4),and set the best global solution to the best P * i over all i. (1) Given a predetermined set of DCUs, all users that are not in the set of DCUs are marked as unassigned.
(2) For each unassigned user, the server (main or DCU) that gives the minimum RT is determined (first minimum).
(4) The user in the best pair selected in (3) is then assigned to its paired server. (5) Steps (2) through (4) are repeated until all tasks are assigned.
Algorithm 3: Procedure for Min-Min RT
(1) An initial population of 100 (determined empirically) chromosomes is generated.
(2) For each chromosome, the RT max is calculated based on the full resource allocation determined with the Min-Min RT heuristic.
(3) While there are less than 1000 iterations without improvement in the best solution or 10 minutes have not elapsed.
(a) 50 pairs of parents are selected using the linear bias function.
(b) From the 50 pairs of parents, 100 offspring are generated using 2 point crossover. (1) Given a predetermined set of DCUs, all users that are not in the set of DCUs are marked as unassigned.
(b) From the 50 pairs of parents, 100 offspring are generated using 2 point crossover.
(c) For each offspring there is a 1% probability (determined empirically) of mutating each field in the chromosome.
(d) A new population is created with the offspring. If the elite chromosome (the best chromosome found so far) is not in the new population then remove the worst offspring and insert the elite chromosome in its place.
(4) The output is the elite chromosome.
Algorithm 4: Procedure for the GA Figure 9 . Procedure for the GA.
Phase 1:
(1) Randomly pick k (a random number between 0 to N ) users to form the initial set of DCUs (Set SS ), with ρ SS ∈ Set SS .
(2) Create a full resource allocation using Min-Min RT heuristic with Set SS .
(3) Find the user with RT max . If the user is in Set SS with no players connected to it then remove it from Set SS and go to (2) .
(5) For each ρ SS ∈ Set SS . Find the RT max using the Min-Min RT heuristic with Set SS − {ρ SS }. This will create |Set SS | values of RT max and for each a corresponding set of secondary servers.
(6) Find the smallest RT max value and the set of DCUs that gives the smallest RT max from 5, and store them as RT remove and Set remove , respectively.
(7) For each non-SS user (ρ nonSS / ∈ Set SS ). Find the RT max using the Min-Min RT heuristic with Set SS ∪ {ρ nonSS }. This will create N − |Set SS | values of RT max and for each a corresponding set of secondary servers.
(8) Find the smallest RT max value and the set of SSs that gives the smallest RT max from 7, and store them as RT add and Set add , respectively. 
Phase 2:
(1) Determine the set of DCUs in the resource allocation (denoted Set SS ) from the resource allocation produced in Phase 1.
(2) Create a full resource allocation using the Min-Min RT heuristic with Set SS .
(3) Find the user with RT max (denoted U RT max ). If U RT max is in Set SS with no players connected to it then remove it from Set SS and go to (2). (c) For each ρ SS , find the RT max using the Min-Min RT heuristic with Set SS ∪ {ρ toswap } − {ρ SS }. This will create |Set SS | values of RT max and for each a corresponding set of secondary servers.
(d) Find the smallest RT max value and the set of DCUs that gives the smallest RT max from 6(c), and store them as RT SSswap and Set SSswap , respectively.
(e) If RT SSswap < RT ref , then Set SS = Set SSswap ; else, no improvement is obtained. (7) Steps (4) through (6) are repeated until 1000 iterations have passed or no improvement is found. 
The case where U x = U y is considered to account for the case when U x is connected to the M S.
Proof. The proof will be divided into two parts. The first part will be to prove that the computational bound is minimum and the second part will be to prove the communicational minimum. The first part of the bound does an exhaustive evaluation of all possible configurations for n nss and n. This will give us all the possible computations times. It will move n from 1 (only one user connected to the M S) to N (all users connected to the M S). For each of these values of n it will attempt all possible configurations of n nss ≤ n. It is important to note that n nss = 0 is an invalid configuration unless n = N (i.e., the only scenario where we do not have SSs is when all users are connected directly to the M S), and in this case we consider (N − N )/(0) = 0. Because we are considering all the possible configurations it is not possible to get a smaller computation time.
The second part of the bound finds the smallest communication time for each user, then it finds the maximum among these times. This method does an exhaustive search of the possible communication times (through an SS or directly connected to the M S). Therefore, the user with the maximum communication time cannot have a smaller communication time independently of the configuration.
Results
The simulation had 200 users interacting in the MMOG environment. The constants for these simulations were b = 0.03 and c = 0.06 (the values for these constants were set to approximate realistic values for latencies in an MMOG environment). For this study, 100 scenarios were created with varying communication times and µ α for each user. Because the RT max of the optimal solution can be intractable to compute, a lower bound was used to compare the performance of the results. Figure 12 shows the results averaged over the 100 scenarios. All the results are shown with a 95% confidence interval. From Figure 12 , we can observe that the Tabu Search had the worst performance compared to all of the other heuristics. One problem with the Tabu Search is that the long hop can result in a very poor solution. This was improved by seeding the result of the DIM into the Tabu Search. When the DIM is used in the Tabu Search (Seeded Tabu), it outperforms all other heuristics. The DIM, DSPO (1500 iterations using a population of 600 particles with p w and g w equal to 2, and w equal to 1), and GA heuristics performed relatively well compared to all the other heuristics (approximately 20 time units above the LB). The RT for the Seeded Tabu was about 13 time units more than the mathematical lower bound.
If all users were connected to the M S then the RT max would be approximately 1200 time units (200 2 · b + max ∀Ux 2 · Comm(U x , M S) ≈ 1200). The use of the secondary server based approach in our simulations leads to an improvement of an order of magnitude (i.e., 83 time units versus 1200 time units).
Related Work
Various MMOG architectures are reported in the literature (e.g. client/server [9] , peer-to-peer [5, 15, 20] , mirrored server [8] ). Each architecture has its own advantages, for example the client/server and mirrored server allows the company that develops the MMOG environment to maintain a tight control of the game state; however, there is a significant monetary cost associated with maintaining a large-scale MMOG environment. In a peer-to-peer architecture, because of the absence of a centralized game state controller; no peer has full control over the game state making it difficult to assert a consistent VWE. The advantage of using a peer-to-peer architecture is that there is no single point of failure and the MMOG environment can be maintained without a significant monetary cost.
Maintaining a seamless interactive experience for the users is an important factor in MMOG, because an increase in latency within the system can lead to deterioration in the gaming experience [2, 9] . In [15] , the authors show that the latency follows a "weak exponential increase" as the number of users grows in system. Our study focuses on latency as a critical performance parameter that must be maintained and uses the results in [15] to model the relationship between latency and the number of users.
This study proposes a hybrid client/server architecture to combine the best elements of both the centralized client/server and peer-to-peer architectures. Our work is most similar to [21] . In [21] , a distributed system uses intermediate servers (analogous to our definition of secondary servers) to reduce the communication latency to the central server. The main difference between our studies is that in [21] the intermediate servers are predefined and do not participate as users in the VWE. Our work is different from [8, 9] because it considers converting users to secondary servers. This work is also different to [5, 15, 20] because it has a "non-peer" centralized server. The use of the centralized server in the hybrid approach may have a single point of failure, however it allows the game developer to control the MMOG environment and uses peers to reduce the computation of the main server.
Conclusions
This study evaluated an oversubscribed VWE that employs a group of users to do parts of the calculations required to operate a VWE. The main objective of this study was to develop heuristics to evaluate the performance of a secondary server based VWE.
In this study, we showed that the secondary servers add capacity to the main server. This extra capacity can be used to maintain an acceptable performance even when the VWE is oversubscribed. The heuristics were able to improve the performance the M S would be able to have if all users were directly connected to the it by more than an order of magnitude. The LB was calculated to compare the performance of the heuristics to a mathematical bound on performance. The LB indicates that the solutions for the GA and Seeded Tabu Search are close to the LB (by about 17 and 12 time units respectively). It would be interesting to seed the GA with the solution from the DIM heuristic to see if the solution of the GA improves.
A possible expansion of this study is to improve the model by removing the simplifying assumptions (e.g., the constant communication times, same time to the a server and back). This study also assumed that users are willing to become an SS. This problem could also be reformulated using game theory to consider the behavior of selfish and/or cooperative users.
