In addition 
Proof: The results (A29)-(A32) follow immediately from (A24), (A25), and Lemma A4.
I. INTRODUCTION
Recently, Betser and Zeheb [1] have presented a modified adaptive output error algorithm for identification, for both the continuous-time and discrete-time cases. They included an appropriate fixed feedback gain to eliminate the strict positive real (SPR) condition, a wellknown sufficient condition for asymptotic stability of the considered output error algorithm. The stable plant under study for the discretetime case is described by 
The standard estimated output is modified by means of feedback in the following way: 
withB(z) = M j=0b j z 0j andÂ(z) = 1 + N i=1â i z 0j the estimated transfer functions of, respectively, the numerator and the denominator of the unknown plant and l a nonnegative real parameter.
The adaptation algorithm, with e(n) = y(n) 0 T (n01)(n01),
The update procedure can also be written aŝ
where the a posteriori error e(n) is defined as e(n) = y(n) 0 T (n 0 1)(n). Although this form of the algorithm is not directly implementable, it is very convenient for analysis purposes. In [1, Th.
2], a proof was provided for lim n!1 e(n) = 0 for a sufficiently large l > 0. If, in addition, the input u(n) is persistently exciting, then limn!1(n) = .
All these previous considerations apply to the noise-free case. In a more practical situation, an additive noise term should be included in (1) , that now reads as
where (n) is a zero-mean stationary process independent of the input u(n). Note the use of a mixed notation for the filtering of u(n) by a filter whose transfer function is H(z) = B(z) A(z) , so as to express more compactly the vector inner products using operators in z. Following this notation, upon combining (4) and (9), the estimated output modified by feedback for a plantĤ(z) =B (z) A(z) can be written
and for the modified a posteriori output error e(n) the following expression is obtained: 
The case l = 0 is free of bias, since it reduces to the output error method. If l > 0 there will be no bias if and only if 
The following result, which was originally derived by Youla in [2] and used extensively by Regalia in [3] , is the key for learning what types of noise leave the solution of the modified output error algorithm unbiased. , we have the following theorem.
Theorem 1:
The presence of a disturbance term (n) will leave the noise-free solution of the modified output error presented in [1] unaltered if and only if its spectral density function S (z) is of the form S (z) = S(z)S(z 01 ), with
where p(z); q(z) is an arbitrary pair of complementary bounded real functions, K some real constant, and l > 0.
It can be readily checked that S(z) constant, corresponding to a white disturbance, cannot be included in the set specified in 
II. EXAMPLE AND FINAL CONSIDERATIONS
As an illustration of the previous considerations, we ran the same example as in [1] . The plant is a second-order one, i.e., y(n) = 1:6y(n 0 1) 0 0:8y(n 0 2) + u(n):
(20) Fig. 1 shows the results for l = 3, a signal-to-noise ratio (10 log 10
) of 17.3 dB, with (n) and u(n) zero-mean and statistically independent white noise processes, and = 0:001. As noted in [1] , the adaptation process is not stable for l = 0 and 0:004 773. A noticeable deviation from their correct values is observed for a1 and a2, as predicted by the theory. This bias is the price paid for the elimination of the SPR condition in [1] .
For the same example, and using the equation error to drive the adaptation algorithm, the amount of bias suffered by the coefficients can be seen to be 12% for a 1 and 23% for a 2 , higher than the respective 4.5% and 8.3% for the modified output error algorithm. This is an expected result, since the noise leaked into the regressor signalŷ(n) is, from (4), l A(z)+l (n); it can be readily seen that the variance of this noise is less than the variance of (n) in this case. In general, the amount of bias is expected to be higher with the equation error formulation than with the modified output error algorithm, for the same level of disturbance noise and for l < 1.
