Abstract. This work discusses the reconstruction, from a set of real data, of a chaotic attractor produced by a well-known electronic oscillator, Chua's circuit.
INTRODUCTION
One of the great challenges in science is to obtain, from data, mathematical models that are able to explain and reproduce observed phenomena. In order to do so, one must choose a mathematical representation to work with and subsequently define the model structure, that is, determine the model topology. Finally, the model parameters are estimated in such a way as to optimally fit the data. The choice of the model structure, that is, the selection of the basis functions which will compose the model is critical in most cases, regardless of the representation being used. The main motivation for estimating models with simplified structure is not computational, but rather is dynamical, in the sense that models with incorrect structure typically display spurious dynamical regimes. This paper discusses the 
GLOBAL VECTOR FIELD RECONSTRUCTION

A Theoretical background
Consider a continuous time dynamical system described by a set of ordinary differential equations x = /(a?;/i) ,
where x(t) G R n is the state vector that depends on a parameter t called the time and /, the so-called vector field, is an n-component smooth function generating a flow fa-Also, IJL G M p is the parameter vector with p components, assumed to be constant in this work. The system (1) is called the original system and for n = 3 can be written as
It is now assumed that the observer numerically records a single scalar time series. By convention, in this section, the observable is taken to be X± = x. The aim is then to reconstruct a vector field equivalent to the original system using a basis consisting of the observable and its derivatives such as
where d e is the embedding dimension and F depends on d e variables which are x and the d e -1 successive derivatives of x. F can be estimated by using a multivariate polynomial basis on nets [1, 2] . The algorithm requires the definition of reconstruction parameters which are i) d e , the embedding dimension, ii) 7V C , the number of centers at which the function is evaluated, iii) At, the time step between two successive centers. In this work At is constant, but this is not a requirement, iv) JVp, the number of retained multinomials and v) r w , the window length on which the derivatives are computed by using polynomial interpolation over the window. Derivatives are then obtained by analytically derivating such polynomials. The estimated function, F, then reads as
P =i where 9 P are the parameters and ip p are multivariate monomials (or multinomials) of the form (5) where the integers p are related to n rfe -uplets (ni, n 2 ,..., n de ) by a bijective relationship discussed in [1] . The reconstruction parameters d e , Af c , At, N p and r w can be determined with the aid of an error function described in [3] .
Writing (4) at N c centers on the data yields a set of N c equations of the form (6) where ri ^ rj and 1 < rl. 
B Structure selection
The structure selection problem is to choose which multinomials i/} p out of a finite candidate set should be included in the estimated function (4). In this work two different approaches were used.
The first technique was to use prior information about the number and symmetry of the original system fixed points. For the reconstructed system (3) the fixed points are calculated taking X% = 0; ^3 = 0; ...; Z^=i^(^i) z = 0> where the Oi are the coefficients of the monomials which are independent of the coordinates XzjXs,..., Xd e and I = n\ + HZ + ... + n^ is the degree of nonlinearity. It is clear that only multinomials of the form (Xi) 1 determine the values of the t fixed points. Moreover, if one knows how many fixed points there are in the original system and if t is set to such a value, the estimated function will have the same number of fixed points as the original system by construction. Also, information about the fixed point symmetry is clearly related to the terms of the form (X^f [4] .
A major question still remains, namely which multinomials that do not affect the location and number of fixed points should be included in the model? In order to provide an answer to this question a criterion known as the Error Reduction Ratio (ERR) [5] was used. First, parameter estimation is performed for a linear-in-theparameters model of the type
where ^ are constant parameters and Wi(t) are constructed to be orthogonal over the data records.
The maximum mean squared prediction error (MSPE) is achieved when no terms are included in the model, that is, when N p = 0. In this case the MSPE equals X% e (t} where the over-bar indicates time averaging. The reduction in the MSPE due to the inclusion of the ith term, giWi(i), in the auxiliary model of equation (7) is g^w^(t). Expressing this reduction as a percentage of the total MSPE yields the error reduction ratio (ERR) [5] 
Hence those terms with largest values of ERR are selected to form the model.
RESULTS
The system under study is the well known Chua's circuit. It is a three dimensional nonlinear circuit. The observable, the voltage across the capacitor which is connected in parallel with Chua's diode, was sampled at 300Hz resulting in in approximately one hundred samples per pseudo-period.
In the original procedure for state space reconstruction, the number of terms in a model, N p , was increased until a valid model was found. If no such model was found, some of the reconstruction parameters were altered and the procedure was repeated. An important feature of this approach is that the terms are always introduced into the model in the same sequence. Following this procedure, a 38-term model (N p = 38) was obtained from the data described. Hereafter, this model will be referred to as the full model. Conversely, the models obtained implementing the structure selection procedure described in section B will be referred to as parsimonious models in the sense that all such models will have less than 38 terms.
The parsimonious models were obtained by deleting the constant and (-^i) 2 terms from the set of candidate multinomials. This is done to guarantee fixed point symmetry in the estimated models. The remaining terms in the model were automatically selected using (8). As will be seen below, this can result in parsimonious models with better dynamics and less terms.
The first step in the validation was the visual comparison of at tract or projections (onto the x x x plane) obtained with the identified models. Many models were either unstable or simply settled to attractors very different from the original one, as shown in Table 1 . Although different projections of the same attractors could be carried out, this was not done because in this step only a very crude validation is in mind. More rigorous tests are performed in subsequent steps.
After this step 16 models were chosen as candidates. In a second step the largest Lyapunov exponents were estimated and this reduced the number of candidates down to three, namely the 29, 32 and 36-term models. In order to help comparisons, the 18-term model was also selected. Figure 1 shows the projections of the reconstructed attractors. It is pointed out that it would be quite difficult to choose any particular model solely based on these results.
The third step was to compare the fundamental first-return map computed for attractors generated by the models with the one associated with the experimental data, as shown in Figure 2 . According to this criterion, models with 36 and 38 terms are rejected because of the layered structure in the map, which is not observed for the experimental data. Layered static nonlinearities have been previously observed in cases where the models were overparameterized [6] . It is conjectured that the layered structure here is also an indication of overparametrization. The first-return maps of models with 29 and 32 terms are much closer to the experimental one. Although some differences remain, it seems fair to conclude that structure selection has been able to reduce the complexity of the full model resulting in parsimonious models with improved dynamics. Possible reasons for the remaining differences is the difficulty to represent the aforementioned discontinuity by a continuous time model and the fact that around the trivial fixed point the flow is very fast and very few observations were made in this region. This will pose a problem for the estimation of continuous-time models for which the error in the flow is minimized. Before closing this section, it is recalled that only the parsimonious models have symmetric fixed points and a trivial fixed point, as the original system. 
CONCLUSION
This paper has discussed the application of structure selection techniques applied to a continuous time model representation. Model structure is chosen based on i) the number and symmetry of fixed points, and ii) an error reduction ratio criterion (8). The new procedure was tested using real data from a real implementation of an electronic oscillator. As a result, models with fewer terms and better dynamics were obtained. Model performance was assessed by visual inspection of the attractor geometry, largest Lyapunov exponent and, mainly, first return maps. Whereas the first two criteria can only disqualify very bad models, topological characterization of attractors enables a more detailed validation. Finally, the identification procedure is quite sensitive to the number and location of centers and to the derivatives. Also, the application of the structure selection procedure is sensitive to the set of candidate terms. Such problems are not unknown in the related literature and the search for appropriate solutions is currently an open field of research. Other problems that require further investigation is the refinement of the current models and the development of other quantitative approaches to model validation.
