Measurements of pressure near the surface in conditions of wind sea and swell are reported. Swell, or waves that overrun the wind, produces an upward flux of energy and momentum from waves to the wind and corresponding attenuation of the swell waves. The estimates of growth of wind sea are consistent with existing parameterizations. The attenuation of swell in the field is considerably smaller than existing measurements in the laboratory.
Introduction
Our topic here is that of swell waves and their interaction with the atmospheric boundary layer. Here we define swell as waves traveling faster than the local wind. It has long been known that swell waves can have an influence on the momentum flux at the air-sea interface. Indeed, Volkov (1970) and Makova (1975) noted upward momentum fluxes in the presence of swell. These data were interpreted as evidence for a wave-coherent component of the velocity field (also Davidson and Frank 1973) . More recent field observations showing an effect of swell on the air-sea momentum flux include those of Geernaert et al. (1988) , Rieder (1997) , Donelan et al. (1997) , Drennan et al. (1999) , Smedman et al. (1999 Smedman et al. ( , 2009 , and Grachev and Fairall (2001) . The consensus of data shows that swell in the presence of light to moderate winds can dramatically change the air-sea momentum flux over pure wind sea values, increasing it when the swell runs against the wind and reducing it, sometimes to zero or even to an opposite direction, when the swell travels with the wind. Donelan (1990) , Smedman et al. (1999 Smedman et al. ( , 2003 Smedman et al. ( , 2009 ), Högström et al. (2009 Högström et al. ( , 2013 Högström et al. ( , 2015 , and others have shown that strong swells traveling faster than the wind can significantly alter the near-surface mean wind speeds from the logarithmic profiles expected over land or, in most conditions, over the sea. In extreme conditions, wind speeds were observed to be highest near the surface-the ''wave-driven wind'' phenomenon first noted by Harris (1966) in the laboratory.
These studies and others have provided a challenge to the modeling community to simulate the observed behavior. Recent model results (e.g., Kudryavtsev and Makin 2004; Hanley and Belcher 2008; Sullivan et al. 2008; Semedo et al. 2009 ) capture the main features discussed above, and at the same time allow for the study of the basic mechanisms by which swell waves influence the atmosphere. In general, the stress t can be decomposed into three components: viscous stress t n , turbulent stress t t , and a wave coherence stress t w : t(z) 5 t n (z) 1 t t (z) 1 t w (z) .
(
Here z is the height above the surface. Volkov (1970) recognized that swell waves must act on the atmosphere through t w , which at the surface takes the form t w 5 p o ›h/›x, where p o is the pressure at the surface and ›h/›x is the slope of the surface. This term, also known as the form drag, represents the momentum transfer from the wind field to the waves (in the case of wave growth) or vice versa (in the case of wave attenuation).
Likewise, the energy flux into surface waves is given by ›E/›t 5 2p o ›h/›t, where E is the wave energy density. Although considerable efforts have been expended over the decades in measuring the flux p o ›h/›t between waves and the atmosphere, it nevertheless remains one of the least well known fundamental quantities in airsea interaction. This is in large part because p o cannot be measured; instead, pressure must be measured at some distance above the surface and then extrapolated down. Even this is difficult, as the pressure field decays exponentially above the surface. The early field measurements of Dobson (1971) , Elliott (1972b) , and Snyder (1974) were reconciled by Snyder et al. (1981) . Hsiao and Shemdin (1983) , Hasselmann and Bösenberg (1991) , Hristov et al. (1998) , and Donelan et al. (2006) have reported more recent field measurements. Most frequently reported are dimensionless wave growth rates, which we define as
where S hh is the power spectrum of h(t). We note that this dimensionless wave growth parameter z, originally defined by Miles (1957) , is equal to the b parameter of Kahma (1981) and is related to the dimensionless growth parameter g of Snyder et al. (1981) by z 5 (r a /r w )g (here r a , r w are the air and water densities) and to the dimensional b parameter of Plant (1982) by z 5 b/v. For growing wave conditions U/c . 1, where U is the wind speed (subscripts to U refer to the measuring height) and c is the wave phase speed, the wave growth has been found to scale as z 5 (0:2 to 0:3)(r a /r w )(U 5 /c 2 1)
using field data (Snyder et al. 1981) , or based on both field and laboratory data (Plant 1982) z 5 (0:04 6 0:02)(u * /c) 2 cosu,
where u * 5 ffiffiffiffiffiffiffiffi t/r a p is the friction velocity and u is the difference in direction between waves and wind, or z 5 0:28(r a /r w )(U/c 2 1)jU/c 2 1j
according to , using laboratory data with winds referenced to half a wavelength of the waves. As yet, wave growth measurements over swell U/c , 1 in the field are very sparse. The few cases of Snyder et al. (1981) showed z ' 0 over fast waves. Hasselmann and Bösenberg (1991) reported no significant growth or attenuation over swell waves, that is, z not significantly different from zero. Hristov et al. (1998) reported a few cases with ›E/›t 5 2p o ›h/›t , 0 over fast-moving swell waves (U 10 /c , 0.25), but not enough data were collected to allow for anything more than a qualitative interpretation.
Several laboratory studies have investigated the attenuation rates of paddle waves traveling against the wind. While attenuation rates of opposing swell were also found to scale as either (U/c 2 1)jU/c 2 1j (Young and Sobey 1985; or (u * /c) 2 (Peirson et al. 2003) , an additional quadratic dependence on swell steepness ak was found (Young and Sobey 1985) :
where a and k are the amplitude and the wavenumber, and U ' is the free-stream velocity.
The various studies report a wide range of attenuation rates. reported attenuation rates roughly half the amplitude of wind sea growth rates, while Young and Sobey (1985) reported even lower attenuation rates at swell steepnesses typical of ocean conditions. Peirson et al. (2003) reported attenuation rates larger than Donelan's by a factor of 3. Makin et al. (2007) , in one of the few studies of paddle-generated waves traveling in the wind direction, report a strong dependence of the stress distribution on wave steepness, with total stress decreasing for low ak. They did not report attenuation rates of the paddlegenerated waves, as their particular focus was on the interaction of the paddle-and wind-generated waves. However, they do point out several differences between swell waves in the ocean and their paddle-generated counterparts. Paddle-generated waves are much shorter than ocean swells and closer in peak frequency to the wind sea, and so are likely to be more strongly coupled to the wind sea waves. For this reason the strong interaction between paddle waves and wind waves seen in the laboratory (e.g., Mitsuyasu 1966; Phillips and Banner 1974; Donelan 1987) is not usually observed in the ocean (see also Chen and Belcher 2000) . The shorter paddle waves have phase speeds much lower than ocean swells, and usually less than the wind speed. Only at sea does the situation exist where swell waves are significantly faster than the wind. Hence, the analogy of laboratory conditions with those in the field breaks down in the conditions of following swell.
In the absence of field measurements, and without an appropriate analogy in the laboratory, attenuation rates in following swells are still unknown. This was identified by Semedo et al. (2009) as a key need for their modeling efforts. The recent renewal of interest in the topics of wave growth and swell (Högström et al. 2013 (Högström et al. , 2015 recalled to our attention an experiment performed some years ago. During this experiment, conducted from a tower in Lake Ontario, pressure and wave slope measurements were made in a variety of sea states, including following swell. In section 2 we describe the experiment, and in section 3 we present the data. In section 4 we report estimates of energy and momentum flux along with growth rates z from these measurements. In section 5 we put our results in the context of the earlier studies.
Experiment
The data discussed here were collected during autumn 1987 as part of the Water-Air Vertical Exchange Study (WAVES), conducted from an offshore tower in Lake Ontario. The tower, situated in 12-m water, 1.1 km from the western shore of the lake, is operated by the Canada Centre for Inland Waters, Burlington, Ontario. During the WAVES experiment, the tower was instrumented to measure waves, currents, meteorology, turbulence in the lake and atmosphere, and pressure. A detailed description of the experiment, including photographs of the tower and of many sensors, is found in Donelan et al. (1999) . See also Terray et al. (1996) and Drennan et al. (1999) , where other findings from WAVES are presented.
We describe briefly the sensors of particular interest in this paper. Static pressure above the surface was measured using Elliott probes (Elliott 1972a) . These disks of 40 mm diameter and 3 mm thickness are specially designed and machined to eliminate dynamic pressure effects from the probe itself on the pressure field. The pressure ports from the disk are led to one side of a differential pressure transducer (MKS Baratron model 233AH), and also to the other side through a pneumatic low-pass filter. The effect is to high pass the pressure signal and thus to remove spurious contributions longer than O(1000) s. The probes, as well as the extensive calibration and response correction procedures, are further discussed in Donelan et al. (1999) .
Three static Elliott probes were mounted with the disks in the vertical plane on a vaned profiler on the northeast leg of the tower (see Fig. 1 ). Spacing between the probes was 1 m, and the elevation of the lowest probe from the mean water level varied between 1 and 3.9 m. The height of the profiler was adjusted at the start of each run to keep the lowest probe above the waves, but as close to them as possible. The height of the probes was fixed for the duration of each run, avoiding the need for the additional corrections required for pressure measurements in a surface-following frame (e.g., Donelan et al. 2006) .
A capacitance wave wire mounted near the wave profiler was used for surface elevation measurements. The 0.5-0.9-m horizontal distance from the pressure sensors to the wave wire, which varied according to the heading of the vane, was corrected using the calculated phase angles associated with the appropriate wavenumber. Wave data were analyzed for significant wave height and peak frequency v p . In addition, directional wave spectra were calculated using the maximum likelihood method on data from an array of six wave wires arranged in a centered pentagon of a 0.25-m radius. Figure 2 shows sample signals of the three Elliott pressure sensors, along with the surface elevation. Figures 2a and 2c show a case of growing waves, whereas Figs. 2b and 2d show the high coherence found in the presence of swell.
Finally, wind speed and direction, as well as wind stress, were measured using a Gill bivane anemometer on a mast at 12 m. Drennan et al. (1999) discussed the processing associated with the bivane data. All data discussed here were sampled at 20 Hz and processed in runs of 13-90 min. For several of the runs, wind stress data are not available.
Data processing
To reduce any possible distortion effects of the tower on the flow recorded by the Elliott probes, only winds from the open northeast quadrant are used. Other criteria for the wind are stationarity and a speed sufficient to force the wind profiler vane (U 12 . 3 m s
21
). These conditions are much more restrictive than those used in earlier WAVES analyses, and they significantly reduce the size of the dataset to 51 runs.
To simplify the problem, we require that the angle between mean wind direction Q U and peak wave direction Q w be less than 258 and that the waves have unimodal (self-similar) wave spectra. This eliminates the need to explicitly account for directional effects. Whatever they are, they will, under these assumptions, be accounted for in the dependence of the flux and the growth rate on U/c. About half of the runs meet the directionality criteria; of these, 8 had to be rejected because the pressure sensor was not functioning properly (purging, out of range, etc.; see Donelan et al. 1999 for details) .
Nineteen runs meet these stringent criteria. Nine of the runs can be classified as wind sea, with inverse wave ages U 12 /c p around 1.1. One case represents fully developed waves, with U 12 /c p around 0.8. The other nine cases are swell dominated, with U 12 /c p between 0.42 and 0.61. Here we use the measured wind speed at 12 m, and not the standard 10-m wind speed, as the height adjustment has been shown to be questionable in swelldominated conditions . The adjustment, at any rate, could be applied to wind sea cases only, would be small, and would not change the classification (wind sea or swell) of any run. Further quality criteria were applied to the individual frequency components for these runs, as described below. To ensure sufficient stability of the spectral estimates, wide bin width was used. To verify the robustness of the results, we calculated the spectra with two methods: method 1 uses the full run length with 200 degrees of freedom, while method 2 uses half-hour segments (or the run length in the few cases when the run is shorter) with 100 degrees of freedom. To keep the degrees of freedom fixed in both methods (and consequently all points of equal weight) the bin width was wider for the short runs. This means that the bin width considerably varies in method 1, whereas there are only few runs in method 2, where the bin is wider than Dv 5 0.35 rad s 21 .
Method 1 shows somewhat less scatter but has also far fewer points, and therefore the confidence limits for Eq. (11), for example, are wider in method 1 than in method 2. The results and conclusions are similar from both methods.
In line with the simplifying requirement of a unimodal directional wave spectrum aligned with the wind, we use only frequency components from 0.7v p to 2v p , that is, around the peak of the wave spectrum. We refer to this as method 2a. In a subset we have used the components at the peak wave frequency only; this is referred as method 2b. The runs that have accepted bins according to method 2a are listed in Table 1 .
To find the energy flux, we first calculate the crossspectrum S ph (v). The extrapolation of pressure fluctuations from the measurement height z to the water surface was done assuming the decay of e 2kz predicted by classical potential flow theory. Here, k is the wavenumber associated with v. The spectrum of energy flux to waves will then be
where the flux is defined to be negative when the flux is downward and the wave spectrum would potentially be increasing with time. The actual rate of change of the wave spectrum depends besides wind input also on the other source terms of the energy balance equation; a small downward flux could therefore even be cancelled by dissipation. As usual, we will determine the 
dimensionless growth rate z defined by Eq. (2), assuming that the other terms except the input source term and the rate of change of the spectrum term of the energy balance equation vanish. The dimensionless growth rate z for a particular frequency component will then be Figure 3 shows the cospectrum Co(v) 5 ReS ph (v) both without any height adjustment and with the exp(kz) adjustment. For the swell cases (e.g., run 87146 shown in Figs. 3b,d ) near the peak of the wave spectrum, when the coherence between p and h is near one (Fig. 3b) , the adjustment brings the fluxes from the different pressure sensors together. For higher frequencies the extrapolation of the pressure to the surface magnifies the noise: see, for instance, Fig. 3c , where the height-adjusted flux cospectra diverge for v . 3 rad s
, with the highest probe (green curve) showing the largest errors. We therefore have accepted data only from the wavenumbers where the extrapolation is reasonable. The limit of extrapolation was set to 2.7, that is, when kz , 1. The phase shift between the pressure sensors was usually less than 10 degrees, and it varied randomly with a small bias (pressure at the higher level leading the lower; cf. Tables 2, 3 ). Henceforth, we use only the lowest pressure sensor for each run in calculating fluxes and growth rates. To reduce the noise from this source, we required, as in Snyder et al. (1981) , that the maximum phase shift between the lowest two pressure sensors was less than 158. In addition, we required that the coherence between p and h is twice the mean noise level of the coherence found in the high-frequency part of the spectrum. Note that for the wind sea cases (e.g., run 87128 shown in Figs. 3a,c) the coherence between p and h is much lower than during swell. Some of the runs meeting the general criteria have no bins that meet the bin criteria, usually because the coherence does not rise sufficiently above the noise level. The runs that have accepted bins are listed in Table 1 . The total energy flux
cannot be directly calculated from our data because the noise level induced by the height adjustment renders 2ImS ph (v)e kz v essentially useless for frequencies much higher than v p . As an indicator, we have calculated for each run without height adjustment the integrated phase shift f between pressure p at the lowest height and h:
This phase shift f in Table 1 is consistently over 1808 for the wind sea cases U 12 /c p . 1, suggesting downward flux from wind to waves. For eight of the nine swell cases, f is less than or equal to 1808, suggesting upward flux.
Results
The growth rates z and energy fluxes in growing wind sea are shown in Table 2 . The flux calculated for a specific bin is multiplied by Dv 5 0.35 rad s 21 so as to represent the integral contribution. A downward flux is defined to be negative, and an upward flux positive. Table 2 also shows the height extrapolation factor that starts from a modest 10% increase up to the acceptance criterion of 170% increase. In agreement with the findings of Snyder et al. (1981) , the phase shift between the two lowest pressure sensors is random with essentially zero mean. No statistically significant dependence on U 12 /c(v), height, or coherence could be seen. The coherence between pressure and surface elevation is low in the growing sea cases as turbulence dominates the wave coherent flow at the measuring elevations. In the presence of swell, in contrast, the coherence is very high (almost 1) near the swell frequencies. This is also evident in the wind velocity spectra plotted in Fig. 4 . Note especially the collapse of turbulence in the vertical wind component over swell (Fig. 4b) 
line representing the expected inertial subrange behavior of isotropic turbulence is also plotted. Significantly reduced shear-generated turbulence levels in the presence of swell have been reported in, for example, Drennan et al. (1999) and Smedman et al. (1999) . This can be explained by looking at the fluxes of energy. Examples of the energy flux are shown in Fig. 5 . In run 87128a representing growing wind seas, the flux is downward for the frequency bins where U 12 /c(v) . 1 (Fig. 5a ). In the fully developed run 87127, the flux is downward when U 12 /c(v) . 1 and upward when U 12 /c(v) , 1 (Fig. 5b) . In the swell-dominated run 87126a (Fig. 5c) , the flux is upward. Figure 6a shows the growth rates in the frequency bins 0.7v p , . . . , 2v p around the peak v p , and Fig. 6b shows the growth rates when the bin at v p is used. From Table 2 we can see that in the case of a growing sea Fig. 5a is representative for all the bins except one. Of the 12 fully developed bins, one bin shows a downward flux when U 12 /c(v) , 1, and the others agree with Fig. 5b (Table 4) . Table 2 shows that in a growing sea the phase shift between pressure and elevation is usually much more over 1808 than the phase shift between the two pressure sensors. If there is any bias, it will be small compared with magnitude of the flux.
In swell-dominated cases the fluxes are much smaller, and there is more scatter. The energy flux of 2/3 of the bins in Table 3 is upward when half hour sections are used (method 2a; see section 3). In most cases the downward flux is small, and the dataset is consistent with the uncertainty in the extrapolation to the surface as inferred from the statistics of the phase angle difference between the two lowest pressure sensors. When analyzed by method 1, which has more degrees of freedom per bin, 87% of the bins have an upward flux, again in agreement with the statistics of the phase angle difference. Tables 2-4 show that the pressure signal at the higher elevation leads the lower one by about 3 degrees on average. Although this difference is not statistically significant, it still suggests that our estimates of the upward flux during swell are more likely to be underestimated than overestimated. This strengthens our case for an upward flux when U 12 /c(v) , 1. This difference between a growing sea and swell can be seen also when the pressure measurements at higher elevations are considered. Although the coherence between pressure and surface elevation is low in case of growing sea, all three pressure measurements show consistent fluxes in 15 of the 16 half hour segments, as well as in all the three segments of fully developed run 87127. In Fig. 6a , which shows the growth rate as a function of U 12 /c(v), the cases in which fluxes are consistent are distinguished by circles around the symbols. Only a single point of the 49 bins in a growing or fully developed sea is without a circle in Fig. 6a . The trimmed mean (12 most deviating points excluded) of the ratio of the fluxes calculated from the middle versus the bottom pressure sensor is 0.97.
In swell-dominated conditions the situation is again different. While the coherence is high between pressure and surface elevation, the fluxes are consistent only in 2 of the 13 half-hour segments. Only 5 of the 38 points in swell-dominated conditions have circles in Fig. 6a . The trimmed mean (18 most deviating points excluded) of the ratio of the fluxes calculated from the middle versus bottom pressure sensor is now only 0.86. These differences seem to be a real physical phenomenon related to the presence of swell rather than a change in other environmental parameters or an instrumentation problem, since the fluxes in a swell-dominated run 87126 are not consistent, whereas in run 87127, begun only 1 h after run 87126 was completed, the fluxes are consistent. No indication of any instrumental malfunction can be seen between these runs.
The same conclusions hold for the momentum flux estimates, which for individual frequency bins are given by energy flux over phase speed. In the presence of swell the downward momentum flux at high frequencies [those with U 12 /c(v) . 1] can be cancelled by the upward momentum flux at the lower (swell) frequencies. The resultant total flux is near zero, or even upward in extreme cases, as first noted by Volkov (1970) , and so is the friction velocity, which represents the scale of shear-generated turbulence. This explains the high coherence between pressure and waves reported above in swell conditions.
Discussion
In the case of growing waves, our growth rates in Fig. 6a (method 2a) are within the range of the relations derived from earlier experiments, and despite the large scatter, the positive correlation of z with [U 12 /c(v) 2 1] is statistically significant at well over 99% confidence level. When the linear relation is forced through z(1) 5 0, it takes the form z 5 (2:4 3 10 24 6 0:3 3 10
or alternatively,
Results from method 1 are statistically consistent with method 2, but have wider confidence limits. If a quadratic form ) is used instead, we find z 5 0:21(r a /r w )[U 12 /c(v) 2 1]jU 12 /c(v) 2 1j, U 12 /c(v) . 1. (13) The linear relation [Eq. (3)] proposed by Snyder et al. (1981) is closer to our data than the quadratic relation [Eq. (5)] of , but both are within the scatter of our data.
In the case of swell there is no statistically significant correlation between z and U 12 /c(v). To be sure that our main result, the upward flux in case of swell, is robust, we calculated the mean value of the decay rate for swell in three different ways. Method 1 and method 2b (data in Fig. 6b ) both give the mean value of decay rate for swell 20.17 3 10 24 . The 67% confidence limits are largest, 0.06 3 10 24 in case of method 1. In Methods 2a and 2b, confidence limits are the same, 0.04 3 10 24 , but the mean value is 20.1 3 10 24 in the case of method 2a (data in Fig. 6a ). All these values are statistically consistent and the difference from zero is statistically significant in all three methods at the 99% confidence level at least. FIG. 6 . Dimensionless growth rate z vs inverse wave age U 12 /c(v). (a) Growth rates in the frequency bins 0.7v p , . . . , 2v p around the peak v p and (b) growth rates when the bin at v p is used. Wind sea runs are indicated by 3, swell runs by 1, and fully developed sea runs by bullets. The runs in which fluxes calculated from different elevations are consistent at some range around v p are distinguished by circles around the symbols: blue for wind sea and red for swell and fully developed sea. The solid lines represent the spread of the Snyder et al. (1981) data; the dashed lines are the curves of .
The data do not suggest a quadratic relation for swell. If we use it for comparison anyway, the coefficient 0.03 in the quadratic relation (14) is a fit to the data in a least squares sense. The residual when the relation is subtracted from the data does not show any statistically significant trend or obvious curvature, and therefore the quadratic relation is not excluded by the data. If the quadratic relation were valid, the measured decay rate of following swell would be nearly an order of magnitude smaller than the growth rate, and also much smaller than the one reported by in the laboratory for swell against the wind. Figure 7 shows the growth rate as a function of u * /c. In the case of growing waves, our growth rates are consistent with Eq.(4) (Plant 1982) , but for swell they show the attenuation that Eq.(4) does not predict.
The additional dependence on swell slope ak that Young and Sobey (1985) found in laboratory conditions could not be either verified or excluded by our data. The slope ak was calculated from the integrated wave energy over fixed spectral bin width Dv 5 0.35 rad s 21 by a 2 5 2S hh (v)Dv. The growth rate z does not reveal any relations when plotted simultaneously against ak and U 12 /c(v). By taking advantage of the factorial form of Eq. (6), one can study first the dependence of z/(ak) 2 on [U 12 /c(v) 2 1]jU 12 /c(v) 2 1j. The inverse wave age dependence predicted by Eq. (6) cannot be seen in the swell region (Fig. 8a) , but there is a clear transition when U 12 5 c(v). The picture is even more clear when the bins at v p are used only (Fig. 8b) . We can then look at the dependence of z/{[U 12 /c(v) 2 1]jU 12 /c(v) 2 1j} on slope (ak) 2 . No obvious relation can be seen (Fig. 9) . We have calculated the straight line from Eq. (6), assuming that the coefficient would be consistent with the quadratic relation Eq. (13) at the mean of the (ak) 2 in our dataset. [The original coefficient 20.7 in Eq. (6) cannot be compared directly, as it refers to the amplitude of a monochromatic wave in laboratory conditions.] From Fig. 9 we conclude that the data do not suggest the slope dependence of Eq. (6), but it cannot be ruled out either. Figure 5b shows how the energy flux changes its sign when the wave phase speed exceeds the wind speed U 12 . We note also that in Fig. 6a no inverse wave age U 12 /c(v) other than 1 could serve better as the transition point from upward to downward flux. This is in agreement with Eqs. (3), (5), and (6), and in contradiction with Eq. (4). The experimental results showing nearly constant velocity profile in swell-dominated conditions (Högström et al. 2013 (Högström et al. , 2015 remove the need to take into account the elevation of U. Dimensionless growth rate z vs inverse wave age u * /c, where u * is the friction velocity and c is the phase speed. The growth rates are from frequency bins 0.7v p , . . . , 2v p around the peak v p . Wind sea runs are indicated by 3, swell runs by 1, and fully developed sea runs by bullets. The runs in which fluxes are consistent around v p are distinguished by circles around the symbols: blue for wind sea and red for swell and fully developed sea. The dashed line is Plant (1982) .
When wind sea and swell are separated within the wave spectrum, the common practice up to now has been to use U 19.5 /c 5 0.82 or U 10 /c 5 0.78 as the inverse wave age that divides swell and wind sea. Our results call this practice into question and suggest instead that U/c(v) 5 1 is the correct value, at least when wind and swell directions are close.
In our analysis, we have used only the frequency bins 0.7v p , . . . , 2v p in the peak region. In the low-frequency part, the directional spreading increases below 0.7v p and the unidirectional assumption is no longer valid. In the high-frequency part, the height adjustment magnifies the noise. Our analysis suggests that in the presence of swell we also have additional reasons for this restriction. In growing sea cases the fluxes outside this region 0.7v p , . . . , 2v p show larger scatter but behave in a predictable way, provided that the other criteria are fulfilled. In swell-dominated runs the fluxes and growth rates outside the peak region are inconsistent with all the wave growth mechanisms and their Eqs. (3)-(6). The decay rate in swell-dominated runs is largest when the phase speed equals the wind speed [U 12 /c(v) 5 1], and it is reduced to zero as the inverse wave age approaches 0.5. This trend is much reduced when only bins near the peak are used and disappears when only the flux at v p is used (Fig. 6b) . We speculate that the reason for this is the complex interaction between the airflow and swell waves revealed in Högström et al. (2013 Högström et al. ( , 2015 . Far from the peak, the interaction between the airflow and wave components could be very different from the simplified theory of a single monochromatic wave under turbulent flow. (a) Growth rates in the frequency bins 0.7v p , . . . , 2v p around the peak v p and (b) growth rates when the bin at v p is used. Wind sea runs are indicated by 3, swell runs and fully developed sea runs by 1. There are three outliers in (a) that are out of range of the figure; the absolute value of the flux for these outliers is less than 2 mW m 22 .
FIG. 9. Dimensionless growth rate scaled by (U/c(v) 2 1) 2 as a function of slope squared. (a) Growth rates in the frequency bins 0.7v p , . . . , 2v p around the peak and (b) growth rates when the bin at v p is used. Wind sea runs are indicated by 3, swell runs and fully developed sea runs by 1. The dashed line is from Eq. (6) assuming that the coefficient would be consistent with the quadratic relation Eq. (13) at the mean of the (ak) 2 in our dataset. There are two outliers in (a) and one in (b) that are out of range of the figure; these cannot be removed by requiring that the flux is over 2 mW m 22 .
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Conclusions
We have measured directly the growth and decay rate of waves in the field using wave and pressure measurements. The growth rate of wind sea waves [U 12 /c(v) . 1] agrees well with previous measurements. The decay rate of swell moving in the wind direction [U 12 /c(v) , 1] is statistically significant, but does not show any obvious dependence on U 12 /c(v), whereas the growth rate clearly increases with U 12 /c(v). Neither quadratic nor linear growth can be verified or excluded by the data.
The analysis of these data reveals that we are still far from having satisfactory field evidence about energy and momentum fluxes between swell and the atmosphere. During the past 30 years, only three experiments have data on pressure fluctuations above swell. Hasselmann and Bösenberg (1991) reported no significant growth or attenuation over swell waves. Hristov et al. (1998) had a few cases of upward flux over swell waves, but the data do not allow more than a qualitative interpretation. The data presented here are the first field measurements of pressure-wave correlation to show an upward flux during swell at over 99% confidence level, but we are still unable to determine whether quadratic or linear growth is correct, or to verify or reject the slope dependence observed in the laboratory. Analyzing the measurements using numerical modeling of the flow above waves might prove the way to make progress.
The analysis also shows that using the value of the inverse wave age U 19.5 /c 5 0.82 or U 10 /c 5 0.78 as the dividing line between swell and a wind sea, as has commonly been done, may not be correct. We suggest that U/c(v) 5 1 is a better value, at least when the directions of wind and swell are close.
