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Abstract
Markov chains are a useful tool for solving practical problems. In
many real-life situations, we do not know the exact values of initial and
transition probabilities; instead, we only know the intervals of possible
values of these probabilities. Such interval-valued Markov chains were
considered and analyzed by I. O. Kozine and L. V. Utkin in their Reliable
Computing paper. In their paper, they propose an efficient algorithm
for computing interval-valued probabilities of the future states. For the
general case of non-stationary Markov chains, their algorithm leads to the
exact intervals for the probabilities of future states.
In the important case of stationary Markov chains, we can still apply
their algorithm. For stationary chains, 1-step predictions are exact but
2-step predictions sometimes lead to intervals that are wider than desired.
In this paper, we describe a modification of Kozine-Utkin algorithm that
always produces exact 2-step predictions for stationary Markov chains.

1

Formulation of the Problem

Markov chains: brief reminder. In many real-life systems ranging from
weather to hardware to psychological systems, transition probabilities do not
depend on the history, only on the current state. Such systems are naturally
described as finite Markov chains; see, e.g., [2, 3, 8, 14, 15, 16, 17].
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In a finite Markov chain, we have a finite set of possible states s1 , . . . , sn .
At any moment of time t, the state of a system is described by the probabilities
n
P
bi (t) of the state si ; these probabilities must add up to 1:
bi (t) = 1. We also
have, for each moment t, the transition probabilities

i=1

def

pij (t) = P (s(t) = sj |s(t − 1) = si )
that satisfy the condition

n
X

pij = 1.

(1)

j=1

Once we know the state probability vector b(t) = (b1 (t), . . . , bn (t)) at the moment t, we can predict the probabilities bi (t + 1) at the next moment of time
n
P
t + 1 by using the formula bj (t + 1) =
bi (t) · pij (t + 1). Once we know the
i=1

initial probabilities bi (0) and the transition probabilities pij (t), we can use the
above formula to compute bi (1), bi (2), . . . , and thus, to predict the probabilities
bi (t) of different states at different future moments of time.
A practically important case of a Markov chain is a stationary Markov chain
in which the transition probabilities do not depend on time: pij (t) = pij .
Interval-valued finite Markov chains: reminder. In many practical situations, we do not know the exact values of the state and transition probabilities. For example, for transition probabilities pij (t), often, we only know a lower
bound pij and an upper bound pij . In other words, for every i and j, we only
know the interval pij = [pij , pij ] of possible values of pij .
The general situation in which we have partial information about the probability distribution is described, e.g., in [11, 19, 20]. In the corresponding theory,
to describe uncertainty, instead of a single probability distribution, we must
describe a class of probability distributions (e.g., all the distributions consistent with given measurements and/or given expert estimates). Interval-valued
probabilities are an important particular case of such a class.
In their pioneer work [9], I. O. Kozine and L. V. Utkin extended the formalism of finite Markov chains to such interval-valued probabilities. In their
approach, the information about the initial state is described by listing, for
each i, the interval [bi (0), bi (0)] of possible values of bi (0). This means that the
actual probabilities bi (0) must satisfy the conditions
n
X

bi (0) = 1; b1 (0) ≤ b1 (0) ≤ b1 (0); . . . bn (0) ≤ bn (0) ≤ bn (0).

(2)

i=1

We assume that these probability intervals are coherent, i.e., that for every i and for every value bi (0) ∈ [bi (0), bi (0)], there exists a vector
2

(b1 (0), . . . , bi (0), . . . , bn (0)) with this value bi (0) that satisfies the condition (2).
Similarly, the information about the transition probabilities pij (t) is described
by listing, for each i, j, and t, the interval [pij (t), pij (t)].
Based on this information, we must predict the probability bi (t) of different
states at a future moment of time t. Since we only know the values bi (0) and
pij (t) with interval uncertainty, we can only predict the interval [bi (t), bi (t)] of
possible values of bi (t).
Kozine-Utkin algorithm: reminder. In [9], Kozine and Utkin proved
that once we know the interval-valued state probabilities [bi (t − 1), bi (t − 1)]
and the interval-valued transition probabilities [pij (t), pij (t)], we can compute
the (endpoints of the) interval [bi (t), bi (t)] by solving the following two linn
P
ear programming problems: bj (t) = inf
bi (t − 1) · pij (t) and bj (t) =
sup

n
P

bi (t−1) i=1

bi (t−1) i=1

bi (t − 1) · pij (t) under the conditions
n
X

bi (t − 1) = 1;

i=1

b1 (t − 1) ≤ b1 (t − 1) ≤ b1 (t − 1); . . . bn (t − 1) ≤ bn (t − 1) ≤ bn (t − 1).
They show that this algorithm leads to the exact interval for [bi (t), bi (t)].
Thus, if we know the initial interval-valued probabilities [bi (0), bi (0)] and we
want to predict the state at time t, we can use the Utkin-Kozine algorithm to
sequentially compute the interval-valued probabilities [bi (1), bi (1)], [bi (2), bi (2)],
. . . , until we get the desired probabilities [bi (t), bi (t)].
For stationary interval-valued Markov chains, there is room for improvement. For the general non-stationary case, when at each moment of
time t, we may have different transition probabilities pij (t) ∈ [pij (t), pij (t)], this
step-by-step algorithm leads to the exact interval for [bi (t), bi (t)].
Let us show, on a simple example, that for stationary Markov chains, when
the transition probabilities are the same at all moments of time, this algorithm
may lead to a proper enclosure, i.e., to the interval that is wider than desired.
In our simple example, there are two states s1 and s2 . Initially, the system
is in the state s1 , i.e., b1 (0) = [1, 1] and b2 (0) = [0, 0]. The information about
the transition probabilities is as follows:
• we know that the state s2 always transforms into a state s1 at the next
moment of time, and
• we have no information about the transitions from the state s1 .
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In precise terms, p11 = [0, 1], p12 = [0, 1], p21 = [1, 1], p22 = [0, 0]. Based on
this information, we want to predict the state at moment t = 2. We assume
that the Markov chain is stationary, i.e., that the transition probabilities are
the same for the transition from moment 0 to moment 1 and for the transition
from moment 1 to moment 2: pij (2) = pij (1).
Let us first describe the possible values of the desired probabilities bi (2); after
that, we will show that the Kozine-Utkin algorithm leads to a wider interval.
In this example, there is no uncertainty in the initial state, the only uncertainty is in the transition probabilities. Once we select p11 , we can use the fact
that p11 + p12 = 1 to determine the probability p12 as 1 − p11 . Thus, once we
select p11 , we uniquely determine the transition probability matrix
µ
¶ µ
¶
p11 p12
p11 1 − p11
P =
=
,
p21 p22
1
0
and therefore, we can determine the state b(2) = (b1 (2), b2 (2)) by using the
known formula b(2) = b(0)P 2 (see, e.g., [8]). In our case, we have
b(1) = (p11 , 1 − p11 ) and b(2) = (p211 + 1 − p11 , p11 · (1 − p11 )).
In particular, b2 (2) = p11 · (1 − p11 ).
When p11 ∈ [0, 1], the possible values of p11 · (1 − p11 ) form the interval
[0, 0.25]. Thus, the desired interval of possible values b2 (2) is [0, 0.25]. Similarly,
for b1 , we get the range b1 (2) = [0.75, 1].
Let us now describe what the algorithm from [9] will compute. For our example, according to the algorithm from [9], we must first compute b(1), and then
use these interval-valued probabilities to compute (2). Since b(1) = (p11 , 1−p11 )
and p11 ∈ [0, 1], the set of possible values of b1 (1) is exactly [0, 1], and the set
of possible values of b2 (1) is also exactly [0, 1]. One can easily check that the
above linear programming programs lead to exactly these intervals.
The interval-valued state b(1) = ([0, 1], [0, 1]) means, in effect, that we have
no information about the probabilities bi (1). In this case, intuitively, we cannot
predict anything about bi (2) either, i.e., we should have b(2) = ([0, 1], [0, 1]).
Indeed, the above linear programming problem leads to exactly these intervals.
Thus, for b1 (2), we get an interval [0, 1] ⊃ [0.75, 1], and for b2 (2), we get an
interval [0, 1] ⊃ [0, 0.25]. In both cases, the resulting intervals are wider than
desired.
What we are planning to do. In this paper, we describe a modification
of Kozine-Utkin algorithm that always produces exact 2-step predictions for
stationary Markov chains.
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2

Main Idea

As we have mentioned, the Kozine-Utkin algorithm provides the exact interval
for the state probabilities for 1-step predictions, i.e., for the case when we know
the initial (interval-valued) state probabilities b(0) and the (interval-valued)
transition probabilities pij , and we need to apply these transition probabilities
only once.
To help 2-step predictions, it is therefore reasonable to describe interval(2)
valued 2-step transition probabilities pij that describe transitions from the
moment t = 0 directly into the moment t = 2. Once we get these 2-step
(2)
probabilities, we can apply the Kozine-Utkin algorithm to b(0) and pij and
get the exact estimates for b(2).
If we knew the exact values pij of the (1-step) transition probabilities, then
we would be able to compute the 2-step transition probabilities
(2) def

pij = P (s(t) = sj | s(t − 2) = si )
by using the known formula:
(2)
pij

=

n
X

pik · pkj .

(3)

k=1

Thus, in the interval-valued case, in order to find the bounds pij and pij , we
must solve the corresponding quadratic optimization problems:
p(2)
= inf
ij
pkl

n
X

(2)

pik · pkj and pij = inf
pkl

k=1

n
X

pik · pkj

k=1

under the conditions
n
X

pkl = 1; pkl ≤ pkl ≤ pkl .

l=1

From the mathematical viewpoint, the problem is solved: this optimization
(2)
problem will leads us to the exact interval for pij – and thus, to the exact
interval for b(2).
However, from the computational viewpoint, we still have a problem. Indeed,
in the formulation of the Kozine-Utkin algorithm, we need to solve a linear
programming problem. It is known that there exist efficient algorithms for
solving such problems, so we can simply use one of the known algorithms.
In our case, we must solve a quadratic optimization problem. It is known
that in general, quadratic optimization is NP-hard [10, 18]. This means, crudely
speaking, that no efficient general algorithm is possible for solving such problems. As a result, we cannot rely on such a general algorithm, we must design a
new efficient algorithm for solving our specific quadratic optimization problems.
This algorithm will be presented in the following section.
5

3

Main Result

In this section, we describe efficient (O(n3 )) algorithms for computing the exact
lower and upper bounds for 2-step transition probabilities for interval-valued
Markov chains.
Each algorithm consists of three parts. Both algorithm use an auxiliary
“peeling” algorithm for solving quadratic optimization problems with few variables. This peeling algorithm is described in the following section.
The justification for our algorithms is given in the Appendix.

3.1

Auxiliary Peeling Algorithm for Solving Quadratic
Optimization Problems: Reminder

As part of our new algorithms, we will need to find the maximum and the
minimum of a given quadratic function under linear constraints (equalities and
inequalities).
To solve these auxiliary optimization problems, we can use the idea of peeling; see, e.g, [6]. The idea of peeling is a natural extension of the known simplex
techniques for solving linear programming problems. This idea can be described
as follows.
From the geometric viewpoint, a region described by linear equalities and
inequalities is a polytope. The maximum (or a minimum) of a function in this
region is attained either in the interior of this polytope, or in one of its lowerdimensional boundary polyhedral elements: faces, faces of the faces, . . . , all the
way to 0-dimensional elements – vertices.
Based on the equalities and inequalities that describe a polytope, we can
explicitly describe all these polyhedral elements; there are ≈ 2m of them, where
m is the overall number of variables and constraints. For each of these boundary elements, we can select independent variables xi1 , . . . , xid – as many as the
dimension d of this boundary element – and explicitly describe other variables
xi as linear functions of these independent ones. (In the limit case, when we
consider vertices – 0-dimensional boundary elements – there are no independent
variables at all.) If we substitute the expressions for all the variables in terms
of independent ones into the optimized quadratic function, then we get an expression E(xi1 , . . . , xid ) for this quadratic function in terms of d independent
variables xi1 , . . . , xid only. If the minimum or maximum of this expression is in
the interior of the boundary element, then all d partial derivatives w.r.t. these
variables should be equal to 0:
∂E
= 0.
∂xik

(4)

Since the derivative of a quadratic function is a linear function, the equations (4)
forms a system of d linear equations with d unknowns xi1 , . . . , xid . This system
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is easy to solve, so for each boundary element, we get a possible optimum point.
Of course, we also need to check that this solution does belong to this boundary
element (and not to its extension) by checking that all linear inequalities that
define this element are satisfied. (For vertices, we simply compute the value of
the quadratic function.)
Summarizing: we know that, e.g., the minimum is always attained either in
the interior of the polytope, or in the interior of one of the boundary elements,
and for each boundary element, we know how to compute the point where
this minimum is attained (if at all). Thus, to find the minimum of the given
quadratic function, we simply analyze all the boundary elements this way, and
then take the smallest of the corresponding values of the minimized quadratic
function.

3.2

Algorithm for Computing the Exact Upper Bound

First part. First, for each i from 1 to n, we sort the values p1i , . . . , pni into a
decreasing sequence.
Second part.
(2)
pii

Then, for each i from 1 to n, to compute the exact upper bound

(2)
pii ,

for
we do the following. First, by deleting the value pii from the sorted
sequence, we get a sorting of all the values pki (k 6= i) into a decreasing sequence
p(1)i ≥ p(2)i ≥ . . . ≥ p(n−1)i .

(5)

Then, for each k 0 = 1, 2, . . . , n − 1, we do the following:
• first, we compute the value ck0 ; for k 0 = 1, we use the formula
X
c1 = 1 −
pi(k) ;

(6)

k:k>1

for k 0 > 1, we use the formula
ck0 = ck0 −1 − pi(k0 −1) + pi(k0 ) ;

(7)

• we use peeling to solve the problem of optimizing a quadratic function
pi(k0 ) · p(k0 )i + p2ii → max

(8)

of two variables pi(k0 ) and pii under linear conditions that
pi(k0 ) ≤ pi(k0 ) ≤ pi(k0 ) ,

(9)

pii ≤ pii ≤ pii ,

(10)

pi(k0 ) + pii = ck0 ;

(11)

and
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• we compute the value Wk0 ; for k 0 = 1, we use the formula
X
W1 =
pi(k) · p(k)i ;

(12)

k:k>1

for k 0 > 1, we use the formula
Wk0 = Wk0 −1 + pi(k0 −1) · p(k0 −1)i − pi(k0 ) · p(k0 )i ;

(13)

• based on the solution of the quadratic optimization problem, we compute
Vk0 by using the formula
Vk0 = Wk0 + pi(k0 ) · p(k0 )i + p2ii .

(14)

(2)

The actual maximum of pii can then be determined as the largest of the corresponding values Vk0 .
Third part.

Finally, for each i from 1 to n and for each j from 1 to n, to
(2)

(2)

compute the exact upper bound pij for pij , we do the following. First, by
deleting the values pii and pij from the sorted sequence, we get a sorting of all
the values pki (k 6= i, j) into a decreasing sequence
p(1)i ≥ p(2)i ≥ . . . ≥ p(n−2)i .

(15)

Then, for each k 0 = 1, 2, . . . , n − 1, we do the following:
• first, we compute the value ck0 ; for k 0 = 1, we use the formula (6); for
k 0 > 1, we use the formula (7);
• we use peeling to solve the problem of optimizing a quadratic function
pi(k0 ) · p(k0 )i + pij · (pii + pjj ) → max

(16)

of three variables pi(k0 ) , pii , and pij under linear conditions that
pi(k0 ) ≤ pi(k0 ) ≤ pi(k0 ) ,

(17)

pii ≤ pii ≤ pii ,

(18)

pij ≤ pij ≤ pij ,

(19)

pi(k0 ) + pii + pij = ck0 ;

(20)

and
• we compute the value Wk0 ; for k 0 = 1, we use the formula (12); for k 0 > 1,
we use the formula (13);
8

• based on the solution of the quadratic optimization problem, we compute
Vk0 by using the formula
Vk0 = Wk0 + pi(k0 ) · p(k0 )i + pij · (pii + pjj ).

(21)

(2)

The actual maximum of pij can then be determined as the largest of the corresponding values Vk0 .

3.3

Algorithm for Computing the Exact Lower Bound

First part. First, for each i from 1 to n, we sort the values p1i , . . . , pni into a
decreasing sequence.
Second part. Then, for each i from 1 to n, to compute the exact lower bound
(2)
(2)
pii for pii , we do the following. First, by deleting the value pii from the sorted
sequence, we get a sorting of all the values pki (k 6= i) into a decreasing sequence
p(1)i ≥ p(2)i ≥ . . . ≥ p(n−1)i .

(22)

Then, for each k 0 = 1, 2, . . . , n − 1, we do the following:
• first, we compute the value ck0 ; for k 0 = 1, we use the formula
X
pi(k) ;
c1 = 1 −

(23)

k:k>1

for k 0 > 1, we use the formula
ck0 = ck0 −1 − pi(k0 −1) + pi(k0 ) ;

(24)

• we use peeling to solve the problem of optimizing a quadratic function
pi(k0 ) · p(k0 )i + p2ii → min

(25)

of two variables pi(k0 ) and pii under linear conditions that
pi(k0 ) ≤ pi(k0 ) ≤ pi(k0 ) ,

(26)

pii ≤ pii ≤ pii ,

(27)

pi(k0 ) + pii = ck0 ;

(28)

and
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• we compute the value Wk0 ; for k 0 = 1, we use the formula
X
pi(k) · p(k)i ;
W1 =

(29)

k:k>1

for k 0 > 1, we use the formula
Wk0 = Wk0 −1 + pi(k0 −1) · p(k0 −1)i − pi(k0 ) · p(k0 )i ;

(30)

• based on the solution of the quadratic optimization problem, we compute
Vk0 by using the formula
Vk0 = Wk0 + pi(k0 ) · p(k0 )i + p2ii .

(31)

(2)

The actual minimum of pii can then be determined as the smallest of the
corresponding values Vk0 .
Third part. Finally, for each i from 1 to n and for each j from 1 to n, to
(2)
(2)
compute the exact lower bound pij for pij , we do the following. First, by
deleting the values pii and pij from the sorted sequence, we get a sorting of all
the values pki (k 6= i, j) into a decreasing sequence
p(1)i ≥ p(2)i ≥ . . . ≥ p(n−2)i .

(32)

Then, for each k 0 = 1, 2, . . . , n − 1, we do the following:
• first, we compute the value ck0 ; for k 0 = 1, we use the formula (23); for
k 0 > 1, we use the formula (24);
• we use peeling to solve the problem of optimizing a quadratic function
pi(k0 ) · p(k0 )i + pij · (pii + pjj ) → min

(33)

of three variables pi(k0 ) , pii , and pij under linear conditions that
pi(k0 ) ≤ pi(k0 ) ≤ pi(k0 ) ,

(34)

pii ≤ pii ≤ pii ,

(35)

pij ≤ pij ≤ pij ,

(36)

pi(k0 ) + pii + pij = ck0 ;

(37)

and
• we compute the value Wk0 ; for k 0 = 1, we use the formula (29); for k 0 > 1,
we use the formula (30);
10

• based on the solution of the quadratic optimization problem, we compute
Vk0 by using the formula
Vk0 = Wk0 + pi(k0 ) · p(k0 )i + pij · (pii + pjj ).

(38)

(2)

The actual minimum of pij can then be determined as the smallest of the
corresponding values Vk0 .

3.4

Example

For our simple example, in which the 1-step (interval-valued) transition probabilities are:
µ
¶
[0, 1] [0, 1]
,
P=
[1, 1] [0, 0]
the above algorithm leads to the following interval-valued 2-step transition probabilities:
µ
¶
[0.75, 1] [0, 0.25]
P(2) =
.
[0, 1]
[0, 1]
When we apply the Kozine-Utkin algorithm to these interval-valued transition probabilities and to our initial state b(0) = ([1, 1], [0, 0]), we get b(2) =
([0.75, 1], [0, 0.25]) – exactly as desired.

3.5

How Efficient Are Our Algorithms?

We have mentioned that both our algorithms require computation time O(n3 )
to compute the exact lower and upper bounds for the 2-step transition probabilities. A natural question is: is it possible to design even faster algorithms?
An answer to this question comes from the fact that for the case of degenerate
intervals, when we know the exact values of 1-step transition probabilities pij ,
the algorithms must still produce the standard 2-step transition probabilities:
n
P
(2)
pij =
pik · pkj . According to this formula, to compute each of n2 values
(2)

k=1

pij , we need n multiplications and n − 1 additions; hence, the total number of
arithmetic operations is equal to n2 · (n + (n − 1)) = O(n3 ).
So, the algorithm for a more general interval-valued case cannot be faster
than O(n3 ). Since our algorithms require exactly this much time, we can conclude that, in terms of computation time, our algorithms are (asymptotically)
optimal.
Comment. It is worth mentioning that for large n, we can, in principle, compute the 2-step transition probabilities faster than in O(n3 ) time: indeed, the
formula (3) simply means that we multiply a matrix pij by itself, and it is known
(see, e.g., [1] and references therein) that there are algorithms that multiply two
11

matrices in time O(nα ) for α < 3. The first such algorithm was proposed by
Strassen, and several other fast matrix multiplication algorithms have been proposed.
However, these algorithms are rarely practically used for Markov chains because they becomes more efficient than straightforward formula (3) only for very
large n, and in most practical applications of Markov chains, we need chains
with n ¿ 100 states; see, e.g., [15].

4

Final Comment: What About 3-Step Probabilities?

A natural question is: we know how to compute the exact intervals for 2-step
transition probabilities, what about 3-step transition probabilities? 4-step probabilities?
How to compute these probabilities and whether it is even possible to compute the exact intervals for these probabilities in reasonable time, is an open
question. The reason why it may be difficult is that in general, just like the
formula (3) means that the matrix formed by 2-step probabilities is a square of
the matrix pij , the matrix formed by 3-step probabilities is a cube of the original
matrix pij . The square of a matrix can be reduced to a single-use expression
and thus, computed exactly even in the interval case. The cube of a matrix is
difficult to represent in SUE form and, in general, computing the exact cube of
an interval matrix is NP-hard [12].
This NP-hardness of a general problem does not necessarily mean that the
sub-problem of computing the cube of a probability matrix is necessarily NPhard, so there is hope that computing the exact intervals for 3-step transition
probabilities may also turn out to be feasible.
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Appendix: Analysis of the Problem and a StepBy-Step Design of Efficient Algorithms for Solving This Problem
Reduction to SUE expressions. We would like to use interval computations
(see, e.g., [5, 6, 7, 13]) in our estimates. In interval computations, one known
source of excess width is repetition of variables. It is known that if a formula is
a single-use expression (SUE), i.e., if in this formula, each variable only occurs
once, that for such formulas, straightforward interval computations lead to the
exact range (see, e.g., [4]). To avoid this excess width, let us first represent the
expression (3) in SUE form.
The original formulas have few repetitions of variables, so this reduction can
be easily done. The resulting expressions are different for i = j and for i 6= j.
For i = j, we get the following SUE expression:
X
(2)
pii =
pik · pkj + p2ii .
(39)
k6=i

For i 6= j, we get the following SUE expression:
X
(2)
pij =
pik · pkj + pij · (pii + pjj ).
k6=i,j
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(40)

Peeling produces the exact range but requires lots of computations.
(2)
To compute the exact range of pij , we must find the maximum and the minimum of the corresponding expressions (39) and (40) under the conditions (1)
and
(41)
pij ≤ pij ≤ pij .
In other words, we want to optimize a quadratic function under linear constraints (equalities and inequalities). In principle, to optimize such a function,
we can use the peeling algorithm described in the main text.
The only problem with this algorithm – as mentioned in [6] – is that since
we have ≈ 2n boundary elements, this algorithm requires exponential (≈ 2n )
time.
So, if we want to compute the range in polynomial time, we must design a
new algorithm. Our new algorithm will actually use peeling – but not peeling
applied to the original problem, but peeling applied to reduced problems (with
fewer variables).
Reduction to a fewer-dimensional problem: Step 1. Let us describe
how this reduction can be done.
We will start with the case when i = j and we are looking for the maximum
of the quadratic expression (39). In this case, we want to solve the following
problem:
X
pik · pki + p2ii → max
(42)
k6=i

under the conditions that pab ∈ pab for all a and b and that
X
pik + pii = 1.

(43)

k6=i

In (42), the coefficients at pki are non-negative; therefore, the maximum is
attained when each of the terms pki attains the largest possible value pki . In
other words, the solution to the problem (42) is also a solution to the following
problem with fewer unknowns:
X
pik · pki + p2ii → max
(44)
k6=i

under the conditions (43) and
pik ≤ pik ≤ pik .

(45)

Reduction to a fewer-dimensional problem: Step 2. Let pii be the value
for which the maximum is attained. Then, if we fix the value pii , we get the
following problem with one fewer variable:
X
(46)
pik · pki → max
k6=i
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under the conditions (45) and
X

pik = 1 − pii .

(47)

k6=i

Reduction to a fewer-dimensional problem: Step 3. To perform a further reduction, let us sort that the coefficients pki (k 6= i) in decreasing order,
i.e., in such a way that
p(1)i ≥ p(2)i ≥ . . . ≥ p(n−1)i .

(48)

The sums in (46) and (47) do not depend on the order in which we add the
terms. Thus, the above optimization problem can be reformulated as follows:
X
pi(k) · p(k)i → max
(49)
k

(where pi(k) denotes the value pil for which pli = p(k)i ) under the conditions
pi(k) ≤ pi(k) ≤ pi(k)
and

X

pi(k) = 1 − pii .

(50)

(51)

k

In this case, if, for some k1 < k2 , we have pi(k1 ) < pi(k1 ) and pi(k2 ) > pi(k ) ,
2
then we can subtract a small positive value ε > 0 from pi(k2 ) and add this value
to pi(k1 ) , i.e., replace pi(k1 ) with p0i(k1 ) = pi(k1 ) + ε and p0i(k2 ) = pi(k2 ) − ε (we
keep all other values pi(k) unchanged). If ε is small enough, we still satisfy the
conditions pi(k1 ) ∈ pi(k1 ) and pi(k2 ) ∈ pi(k2 ) . Since we added and subtracted the
same value, the sum of the resulting probabilities remains the same hence, the
condition (51) is still satisfied, so the new values p0i(k) satisfy all the necessary
conditions.
If we replace pi(k) by p0i(k) , then the value of the optimized function (49) is
increased by ε · (p(k1 )i − p(k2 )i ). Since the values p(k)i are sorted in decreasing
order, and k1 < k2 , we conclude that the increase is non-negative. Thus, if
pi(k1 ) < pi(k1 ) and pi(k2 ) > pi(k ) , we can change the values of pi(k) in such a
2
way that one of these conditions is no longer true, and increase (or at least not
decrease) the value of the optimized function.
Hence, a maximum is attained at a vector (pi(1) , pi(2) , . . .) for which the
above condition is never satisfied, i.e., for which:
• once pi(k0 ) < pi(k0 ) , we have pi(k) = pi(k) for all k > k 0 , and
• once pi(k0 ) > pi(k)0 , we have pi(k) = pi(k) for all k < k 0 .
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Thus, if there is a k 0 for which pi(k0 ) < pi(k0 ) < pi(k0 ) , we have pi(k) = pi(k) for
all k < k 0 and pi(k) = pi(k) for all k > k 0 .
If there is no such k 0 , i.e., if for every k, pi(k) = pi(k) or pi(k) = pi(k) , then
once pi(k) = pi(k) and hence pi(k) > pi(k) , we have pi(k0 ) = pi(k0 ) for all k 0 < k.
Similarly, once pi(k) = pi(k) and hence pi(k) < pi(k) , we have pi(k0 ) = pi(k0 ) for
all k 0 > k.
In all these cases, there is a borderline value k 0 such that pi(k) = pi(k) for
all k < k 0 and pi(k) = pi(k) for all k > k 0 . Thus, once we fixed k 0 , the optimal
values of all the variables pi(k) are fixed except for one variable: pi(k0 ) . Hence,
once k 0 is fixed, the original optimization problem takes the following form:
pi(k0 ) · p(k0 )i + p2ii → max

(52)

pi(k0 ) ≤ pi(k0 ) ≤ pi(k0 ) ,

(53)

pii ≤ pii ≤ pii ,

(54)

pi(k0 ) + pii = ck0 ,

(55)

under the conditions that

and
where we denoted
X

def

ck0 = 1 −

pi(k) −

k:k<k0

X
k:k>k0

pi(k) .

(56)

This is a quadratic optimization problem with 2 variables under linear constraints, so, for this problem, the peeling method leads to a solution in
22 = const number of computational steps.
Once we compute the optimal values of pi(k0 ) and pii , we can compute the
corresponding value Vk0 of the original objective function as
X
X
Vk 0 =
pi(k) · p(k)i + pi(k0 ) · p(k0 )i +
pi(k) · p(k)i + p2ii .
(57)
k:k<k0

k:k>k0

(2)

The actual maximum of pii can then be determined as the largest of the corresponding values Vk0 .
(2)

Resulting algorithm for computing the upper bound for pii : first
draft. The above analysis leads to the following algorithm for computing, for
(2)

(2)

a given i, the upper endpoint pii of the interval of possible values of pii :
• First, we sort the values pki (k 6= i) in decreasing order:
p(1)i ≥ p(2)i ≥ . . . ≥ p(n−1)i .
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• Then, for each k 0 = 1, . . . , n − 1, we do the following:
– we compute the value ck0 by using formula (56);
– we solve the problem (52)–(55) of optimizing a quadratic function of
two variables pi(k0 ) and pii with linear constraints;
– based on the solution, we compute Vk0 by using the formula (57).
• Finally, we return the largest of the values V1 , . . . , Vn−1 as the solution to
the original optimization problem.
What is the computational complexity of this algorithm? Sorting requires
O(n · log(n)) steps (see, e.g., [1]). After sorting, for each k 0 , we need:
• O(n) steps to compute the sums in ck0 ,
• then a constant number of steps to solve the optimization problem with 2
unknowns, and
• then, again O(n) steps to compute O(n) steps –
the total of O(n) steps. Since we need O(n) steps of each of n − 1 values k 0 , we
thus need a total of O(n2 ) steps. The final computation of the largest of n − 1
values Vk0 requires O(n) steps, so the overall computational complexity of the
after-sorting part of this algorithm is O(n2 ) + O(n · log(n)) = O(n2 ).
This is much larger than O(n) steps that is necessary to compute the value
(2)
of pii in the non-interval case, by using the formula (3). It is therefore desirable
to decrease the computation time of our algorithm. How can we do that?
Decreasing the computation time of the resulting algorithm. It is
indeed possible to reduce the above computation time because we do not really
need to compute ck0 and Vk0 “from scratch” every time: for each k 0 > 1, we can
compute the values of these variables by modifying the previous values. More
specifically, we can compute the auxiliary values
X
X
def
Wk 0 =
pi(k) · p(k)i +
pi(k) · p(k)i ,
(58)
k:k<k0

for which

k:k>k0

Vk0 = Wk0 + pi(k0 ) · p(k0 )i + p2ii .

(59)

To be more precise, we do need to compute the original values c1 and W1 ; they
will be computed as
X
pi(k)
c1 = 1 −
(60)
k:k>1

and
W1 =

X

pi(k) · p(k)i .

k:k>1
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(61)

After that, once we know the values ck−1 and Wk−1 , we can compute the next
values of ck and Wk by using the following easy-to-deduce formulas:
ck = ck−1 − pi(k−1) + pi(k)

(62)

Wk = Wk−1 + pi(k−1) · p(k−1)i − pi(k) · p(k)i .

(63)

and
After this modification, the after-sorting part of the algorithm requires that for
each k 0 = 1, . . . , n − 1, we do the following:
• first, we compute the value ck0 ; for k 0 = 1, we use the formula (60); for
k 0 > 1, we use the formula (62);
• we solve the problem (52)–(55) of optimizing a quadratic function of two
variables pi(k0 ) and pii with linear constraints;
• we compute the value Wk0 ; for k 0 = 1, we use the formula (61); for k 0 > 1,
we use the formula (63);
• based on the solution of the quadratic optimization problem, we compute
Vk0 by using the formula (59).
Here, for k 0 = 1, we need O(n) steps, but for every other k 0 , we only need
finitely many steps. Thus, the overall after-sorting complexity of this algorithm
is O(n) – exactly the same as in the non-interval case.
(2)

Similar algorithm for computing the upper bound for pij (j 6= i).
For the case j 6= i, similar reductions, when applied to the formula (40), lead
to the conclusion that the desired upper endpoints is a solution to the following
simplified optimization problem:
X
pik · pkj + pij · (pii + pjj ) → max
(64)
k6=i,j

under the conditions that pab ∈ pab for all a and b and that
X
pik + pii + pij = 1.

(65)

k6=i,j

After sorting the values pkj (k 6= i, j) in decreasing order, we can prove that there
exists a borderline value k 0 for which pi(k) = pi(k) for all k < k 0 , pi(k) = pi(k)
for all k > k 0 , and the values pi(k0 ) , pii , and pij can be obtained by solving the
following quadratic optimization problem with linear constraints:
pi(k0 ) · p(k0 )i + pij · (pii + pjj ) → max
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(66)

under the conditions that
pi(k0 ) ≤ pi(k0 ) ≤ pi(k0 ) ,

(67)

pii ≤ pii ≤ pii ,

(68)

pij ≤ pij ≤ pij ,

(69)

pi(k0 ) + pii + pij = ck0 ,

(70)

and
where we denoted
def

ck0 = 1 −

X

pi(k) −

k:k<k0

X
k:k>k0

pi(k) .

(71)

This is a quadratic optimization problem with 3 variables under linear constraints, so, for this problem, the peeling method leads to a solution in
23 = const number of computational steps.
The above expression for the objective function can be reformulated as
Vk0 = Wk0 + pi(k0 ) · p(k0 )i + pij · (pii + pjj ).

(72)

Thus, similarly to the case i = j, we can set up the after-sorting part of our
algorithm as doing the following for each k 0 = 1, . . . , n − 2:
• first, we compute the value ck0 ; for k 0 = 1, we use the formula (60); for
k 0 > 1, we use the formula (62);
• we solve the problem (66)–(70) of optimizing a quadratic function of three
variables pi(k0 ) , pii , and pij with linear constraints;
• we compute the auxiliary value Wk0 ; for k 0 = 1, we use the formula (61);
for k 0 > 1, we use the formula (63);
• based on the solution of the quadratic optimization problem, we compute
Vk0 by using the formula (72).
Here, for k 0 = 1, we need O(n) steps, but for every other k 0 , we only need
finitely many steps. Thus, the overall after-sorting complexity of this algorithm
is O(n) – exactly the same as in the non-interval case.
Overall computational complexity. Overall, we need to sort n sequences
corresponding to n different values of i. Thus, all the sorting requires
n · O(n · log(n)) = O(n2 · log(n)) ¿ O(n3 )

(73)

steps. After sorting, we need O(n) steps to compute each of n2 upper bounds;
therefore, we need O(n3 ) after-sorting steps. Overall, the above algorithm requires O(n2 · log(n)) + O(n3 ) = O(n3 ) steps – asymptotically the same number
of steps as in the non-interval case.
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(2)

Similar algorithm for computing the lower bound for pij . To com(2)

pute the lower endpoint for pij , we must use pki instead of pki ; therefore, we
must sort the values pki instead of pki , and we must solve the corresponding
minimization problems instead of the maximization ones.
As a result, we arrive at the O(n3 ) algorithms for computing 2-step transition
probabilities for interval Markov chains that are described in the main text.
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