Background {#Sec1}
==========

In the management of a hydroelectric dam, two events that can have devastating impact on the operations of the dam are very low and high water levels. The former has the tendency to cause a partial shutdown of the operations of the dam and in an extreme case a complete shutdown. On the other hand, the latter can cause flooding due to the spillage of excess water or dam failure in the worst-case scenario. Either way, the impact can be catastrophic with regard to power supply, environment, lives and properties. Therefore, modelling and estimating the frequency of these events remain an important issue for engineers and managers of dams. In this paper, extreme value theory (EVT) is used as a basis for the statistical analysis of very low and high water levels that can have adverse effect on the operations of the Akosombo hydroelectric dam.

EVT is a branch of statistics that deals with the statistical techniques for modelling and estimation of rare events. Unlike most traditional statistical analyses that deal with the center of the underlying distribution, EVT enables us to restrict attention to the behaviour of the tails of the distribution function. Thus, instead of measures of central tendencies such as mean, median and mode, the focus is on the examination of extreme (very small or very large) observations.

Fisher and Tippett ([@CR10]) laid the foundations for EVT for modelling and quantifying phenomena where events are rare and hence less or no data is available. Gnedenko ([@CR12]) unified and formalized the ideas of Fisher and Tippet into the fundamental assumption in EVT known as the extreme value condition. Gumbel ([@CR13]) was the first to give a statistical application of the theory to estimate extremes and the Gumbel distribution was named after him. Beirlant et al. ([@CR2]) reports that the theoretical aspects of EVT have its turning point from the doctoral dissertation by de Haan ([@CR5]) gave comprehensive properties of the sample extremes in a way that compares to the central limit theorem for the sample mean. Since then, interest in the field has been growing steadily and the main thematic research areas have centered on the following: construction of estimators for the extreme value index (EVI); threshold selection; estimation of large quantiles; and reduced bias estimators. In addition, the applicable areas of EVT includes insurance (Embrechts et al. [@CR9]), finance (Embrechts et al. [@CR9]; Gilli and Këllezi [@CR11]), environmental science (Eastoe and Tawn [@CR7]; Katz [@CR18]), sport science (Einmahl and Magnus [@CR8]; Henriques-Rodrigues et al. [@CR14]), metallurgy (Beirlant et al. [@CR2]), earth sciences (Dargahi-Noubary [@CR4]; Pisarenko and Sornette [@CR22]) among others. Moreover, EVT has been used to determine the safe heights for sea dikes in the Netherlands (de Haan [@CR6]).

The construction of the Akosombo dam on the Volta river started in 1961 and was commissioned into operation in January, 1965. The dam is the largest hydroelectric dam in Ghana and provides electricity to Ghana and other neighbouring countries. It is also the largest man-made lake in the world with regard to surface area at 8502 km^2^. Besides rain water, the lake has its major inflow source from the black Volta, the white Volta and the Oti river. The dam has six units of turbine-generators with a combined generating capacity of 1020 MW. This accounts for over 40 % of the entire electricity generation mix of Ghana (VRA [@CR27]). In addition, there are a number of spill ways for spilling excess water.

The dam's operation depends on the level of head water which must be between a minimum and maximum operating level of 240 and 278 feet (ft) respectively. Some of the turbines are shutdown during periods with water levels below 240 ft and this usually result in load shedding of electricity (i.e. a planned electrical power shutdown in parts of the country to prevent the collapse of the entire power system). In addition, the inlet surface of the dam stands at 226 ft: this is the "critical" level above which water can run through the penstocks to generate electrical power. Thus, the generation of electricity from the dam will come to a complete halt for water levels below 226 ft. On the other hand, during spells of high water levels close to 278 ft, the excess water is spilled to avoid overflow or dam failure. The spillage usually causes flooding in communities downstream with its attending destruction to lives and properties.

Taking all these into consideration, EVT offers a solid mathematical foundation to determine extreme cases (very low or high) of water levels in the dam. In this regard, the focus of the paper is to use EVT to analyse the water levels under the present working conditions of the dam to determine:if the water level can fall below the critical level of 226 ft;how high a proposed extension should be such that the probability of a flood in a given year is $\documentclass[12pt]{minimal}
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                \begin{document}$$p =1/100~$$\end{document}$ \[i.e. 100-year (1200-month) return level of a flood\];and for any given height (in ft), the probability that the water level will fall below or rise above it.

The rest of the paper is organized into three sections. The "[Extreme value theory](#Sec2){ref-type="sec"}" section provides an overview of EVT with emphasis on the peaks-over threshold (POT) method and the estimation of parameters of extreme events. In the "[Extreme value analysis of water levels](#Sec5){ref-type="sec"}" section , the estimation techniques described in the previous section are used to analyse the data on the water levels of the Akosombo hydroelectric dam. Finally, the "[Conclusions](#Sec6){ref-type="sec"}" section provides the conclusions drawn from the data analysis in "[Extreme value analysis of water levels](#Sec5){ref-type="sec"}" section.Table 1Summary statistics of water levelsStatisticLeft tailRight tailOverall dataMinimum234.96235.48234.961st quartile247.05249.74248.52Median255.63257.9256.903rd quartile264.56266.77265.71Maximum276.68277.54277.54Standard deviation10.4510.4110.46

Extreme value theory {#Sec2}
====================
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**Theorem 1** {#FPar1}
-------------
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The class of the limiting distributions (I), (II) and (III) are referred to as Gumbel, Pareto and Weibull types of extreme value distribution respectively. Jenkinson ([@CR17]) obtained a representation for the three classes termed as the generalised extreme value (GEV) distribution. The distribution function of the GEV is given by$$\documentclass[12pt]{minimal}
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An alternative method that makes efficient use of the data is the peaks-over threshold (POT) method. The POT method focuses on fitting an appropriate parametric distribution to observations in a sample that exceed a sufficiently high threshold. Assuming that there are enough observations above the threshold, we look for an appropriate conditional distribution for these excesses or exceedances. Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$X=(X_1, \ldots , X_n)$$\end{document}$ be a random sample with an underlying distribution *F* and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$x^F=\sup \{x: F(x)<1\}$$\end{document}$ be the right endpoint of *F*. In addition, let *u* denote the threshold value such that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$u<x^F,$$\end{document}$ and the distribution of the exceedances,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} F_u(x)=P\left( X>u+x|X>u\right) =\frac{1-F(u+x)}{1-F(u)},\quad x\ge 0. \end{aligned}$$\end{document}$$The Pickands--Balkema--de Haan theorem describes how under some general conditions, the limiting distribution of the excesses is described by the generalized Pareto (GP) distribution (Balkema and de Haan [@CR1]; Pickands [@CR21]). The GP distribution is specified by$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} H_\gamma (x)=\left\{ \begin{array}{ll} 1-\left (1+\frac{\gamma (x-u)}{\sigma _u}\right )^{-1/\gamma },& \quad 1+\frac{\gamma (x-u)}{\sigma _u}\ge 0, \; x\ge u, \; \text{ if }\; \gamma \ne 0,\\ 1-\exp \left (-\frac{x-u}{\sigma _u}\right ), & \quad x\ge u, \; \text{ if }~ \gamma =0, \end{array}\right. \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\gamma$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sigma _u$$\end{document}$ are the shape and scale parameters respectively. Here, the shape parameter, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\gamma$$\end{document}$, is the EVI or the tail index. The distribution belongs to the Pareto domain for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\gamma >0$$\end{document}$, Gumbel domain for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\gamma =0$$\end{document}$, and the Weibull domain for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\gamma <0.$$\end{document}$ The Pickands--Balkema--de Haan theorem is stated as follows:

**Theorem 2** {#FPar2}
-------------
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The parameters of the GP distribution can be estimated with the probability-weighted moments (Hosking and Wallis [@CR15]) and the maximum likelihood method (Smith [@CR25]) among others.

An important consideration in the process of fitting a GP distribution is the choice of threshold, *u*. A high threshold results in few observations leading to large variation in estimators. On the other hand, a low threshold results in the inclusion of moderate observations leading to large bias. Therefore, a compromise has to be found between bias and variance. We refer the reader to Scarrott and MacDonald ([@CR24]) for a thorough review of existing methods in the literature for threshold selection.

Parameter estimation of the GP distribution {#Sec3}
-------------------------------------------

In EVT, the most important parameters of interest include high/low quantiles (return levels), exceedance/deceedance probabilities, return periods and right/left endpoints of the distribution function, *F*. However, all the parameters of extreme events depend on the EVI. Thus, the EVI is of primordial importance and must be estimated before any meaningful extreme value analysis can be done.
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The PWM is a generalization of the method of moments with tail observations assigned more weights. For a random variable *X*,  the PWM is defined as$$\documentclass[12pt]{minimal}
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Estimation of other parameters of extreme events {#Sec4}
------------------------------------------------

Having estimated the parameters of the GP distribution, other important parameters of extreme events i.e. exceedance/deceedance probabilities, quantiles (return levels) and return periods can be obtained. The $\documentclass[12pt]{minimal}
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The quantile estimation can also be expressed in terms of the underlying random variable *X*. From ([4](#Equ4){ref-type=""}) and Theorem [2](#FPar2){ref-type="sec"}, we have$$\documentclass[12pt]{minimal}
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Confidence intervals for quantiles and exceedance probabilities can be constructed by using the limiting normal distribution ([12](#Equ12){ref-type=""}) and the delta method (Coles [@CR3]; Beirlant et al. [@CR2]).

Extreme value analysis of water levels {#Sec5}
======================================

In this section, we present an extreme value analysis of the water levels of the Akosombo dam. Firstly, we describe the basic characteristics of the data and then fit the GP distribution to the data. Lastly, we estimate the other parameters of extreme events.

The data consists of 576 pairs of observations of monthly minimal and maximal water levels from the Akosombo dam between the periods January, 1966 and December, 2013. Figure [1](#Fig1){ref-type="fig"} shows the monthly minimal and maximal water levels for the period under consideration. The monthly minimal and maximal water levels are used to study the left and the right tails of the underlying distribution of water levels respectively. In addition, we negated the monthly minimal water level values due to the duality between the distributions for maxima and minima as illustrated in the "[Extreme value theory](#Sec2){ref-type="sec"}" section. Thus, both problems were considered as a maxima problem.Fig. 1Plot of water levels: negated monthly minimal water levels, *left panel*; monthly maximal water levels, *right panel*

The data exhibit some clustering at extreme levels i.e. a month with high (low) water level is likely to be followed by another month with high (low) water level. Such dependence in the data calls into question the independence assumption underlying the GP distribution. Procedures for addressing the problem of dependent exceedances can be found in Leadbetter et al. ([@CR19]), Beirlant et al. ([@CR2]), and Embrechts et al. ([@CR9]). In addition, Coles ([@CR3]) provides a basic procedure to deal with dependent data called declustering. It involves blocking the observations into clusters and the cluster maxima are taken as the independent sample of maxima. Thus, the declustering procedure is used to filter the data so as to achieve a (near-) independent sample of maxima for the application of the POT method. However, only cluster maxima are used and this leads to a less optimum use of data. In our case, the declustering procedure resulted in between 5 and 20 exceedances depending on the number of clusters. However, ignoring the dependence in the data implies that we risk underestimating the return levels and return periods (see e.g. Beirlant et al. [@CR2]; Coles [@CR3]). Such a conservative approach is better in the context of managing a risky operation of a hydroelectric dam. In other words, it is prudent to plan towards shorter return periods of catastrophic events provided by the independent assumption. Therefore, we assume that the water levels are independent and apply the POT method in this study.

Table [1](#Tab1){ref-type="table"} shows the summary statistics of the monthly minimal and maximal water levels. We note that, several water levels recorded were below the minimum operating level of 240 ft but greater than the critical level of 226 ft. As a result, some of the turbines are temporally shutdown on numerous occasions leading to power cuts. However, there has not been a complete shutdown of the dam due to low water levels. On the other hand, the maximum water level recorded was 0.46 ft below the maximum operating level of the dam at 278 ft. When the water level inches towards 278 ft, the dam's spill ways are opened to spill excess water in order to avoid an overflow or dam failure. The spillage causes flooding in the communities downstream and the most recent incident was October, 2010.
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                \begin{document}$$\sigma _u$$\end{document}$ at various thresholds are shown in Fig. [2](#Fig2){ref-type="fig"}. The estimates were obtained from *R* package *evir* and the codes are available upon request from the author. All the estimates of $\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma$$\end{document}$ and its 95 % confidence interval band for both tails at each threshold value are negative. Thus, we conclude that both tails belong to the Weibull domain of attraction: the underlying distribution of the monthly minimal and maximal water levels are bounded on the left and right tails respectively. Using ([20](#Equ20){ref-type=""}), the estimated left and right endpoints for the various thresholds are shown in the left and the right panels of Fig. [3](#Fig3){ref-type="fig"} respectively. Since our interest is in assessing the exceedance probabilities and return periods of some selected levels of the dam, the criterion for selecting the thresholds was the ability to provide reasonable answers to the questions posed in the "[Background](#Sec1){ref-type="sec"}" section.Fig. 2Parameter estimates of the GP distribution: negated monthly minimal water levels, *left panel*; monthly maximal water levels, *right panel*Fig. 3Estimates of the endpoints of underlying distribution of water levels: left endpoint, *left panel*; and right endpoint, *right panel*

Table [2](#Tab2){ref-type="table"} shows the return periods of very low and high water levels for selected levels of the dam resulting in shutdown of turbines and flood respectively. From this table, we make the following deductions to address the three questions in "[Background](#Sec1){ref-type="sec"}" section respectively.

Firstly, we consider the left tail of the underlying distribution of water levels to provide an answer to question 1. In this case, the minimum operating level of 240 ft provides a natural threshold resulting in approximately 10 % deceedances of the monthly minimal water levels. The estimate of $\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma$$\end{document}$ = −0.187 and the 95 % confidence interval is \[−0.240, −0.134\]. The corresponding estimate of the left endpoint is 228.402 ft with a 95 % confidence interval, \[219.431, 237.374\] ft. Thus, the left endpoint estimate is greater than the critical level of 226 ft but the 95 % confidence interval estimate encloses this value. Therefore, we conclude that there is a negligible chance of a complete shutdown of the dam due to low water levels.

Secondly, with regard to the right tail, we selected a threshold value of 272 ft resulting in 56 monthly maximal exceedances. The estimate of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\gamma$$\end{document}$ at this threshold equals −0.30 and the 95 % confidence interval is \[−0.349, −0.252\]. In addition, the right endpoint value at this threshold is 280.180 ft. The corresponding 95 % confidence interval for the right endpoint is \[276.327, 284.036\] ft. Since the right endpoint estimate at this threshold value is greater than the maximum operating level (i.e. 278 ft) of the dam, we can compute the exceedance probabilities and return periods beyond the maximum operating level. An increase of more than 1 ft of the dam's maximum operating level result in a value surpassing the usual 100-year return period of a flood. Therefore, this affords engineers a scientific basis to consider an extension of the dam to reduce the occurrence of flooding and retain more water for the generation of electrical power.

Lastly, the results of the left panel show that the water level is expected to drop below 235 ft (i.e. 5 ft less than the minimum operating level) once every 2 years. As a result, some turbines are expected to be shutdown at least once in every 2 years due to inadequate water levels. Also, the 100-year return level in this case is between 231 and 232 ft. On other hand, the right panel shows the exceedance probabilities and the associated return periods for levels between 278 and 280 ft. The results show that an extension of the maximum operating level of the dam to 279 ft will increase the return period of a flood to approximately once in every 52 years. However, an additional 1 ft extension of the level of the dam increases dramatically the return period as the exceedance probability approaches zero.

We now proceed to perform some diagnostic checks on the accuracy of the fitted GP distribution at the selected thresholds for the left and right tails of the distribution of water levels. Figure [4](#Fig4){ref-type="fig"} presents the quantile--quantile (QQ) plot, probability--probability (PP) plot and the conditional histogram for water level with the fitted GP density superimposed. The QQ and PP plots exhibit a general linear trend. Also, the density plot seems consistent to the fitted histogram especially at the extreme tails. In general, we can conclude that the diagnostic plots show satisfactory support for the fitted GP distributions. In particular, the fit is better in the right tail of the distribution. This can also be seen from the confidence intervals for the parameters of the GP distribution and extreme events: the right tail have shorter interval lengths compared to the corresponding interval lengths on the left tail.Fig. 4Diagnostic plots for GP fit to the Akosombo water level data. The *top panel* shows the plots for negated monthly minimal water levels; the *bottom panel* shows the plots for monthly maximal water levels. In addition, the *leftmost column* shows the QQ-plots; *middlemost column* shows the PP-plots; and the *rightmost column* shows the density estimates superimposed on the histogram of data

Conclusions {#Sec6}
===========

We have shown that extreme value theory (EVT) and in particular the POT method offers a good statistical tool for the description of water levels of the Akosombo dam. It allows us to restrict attention to very low and high water levels. The former has implications for the smooth running of the dam to generate electricity; and the latter, the safety of the dam and its adjoining environments.

The results demonstrate that under the current working conditions of the dam, there is a negligible chance of a complete shutdown of the dam due to inadequate water level. Similarly, we provided a framework that gives engineers the basis to consider an extension of the maximum operating level of the dam to reduce spillage of excess water to once in every 100 years or beyond.

The present study implicitly makes the assumption of stationarity with respect to the influence of climatic conditions on the water levels of the dam. Some of these climatic conditions (e.g. rainfall and temperature) can be taken alongside other factors including volume of inflows and discharged water as covariates to improve estimation and statistical inference. However, some additional research is needed in the future to evaluate the relative merits of the inclusion of these covariates and our present study.
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