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Abstract
An asymptotic scheme is generated that captures the motion of waves within discrete,
semi-discrete and continuous periodic media by creating continuum homogenised
equations. Conventional homogenisation theory is a well-known classical method
valid when the wavelength of any disturbance is long relative to the microstructure.
Unfortunately many of the features of interest in real applications involve wave oscil-
lations that are of high frequency and that have wavelength of the same, or similar,
order to the microstructure; this requires a new version of homogenisation theory:
High frequency homogenisation. This has already been introduced for periodic mi-
crostructured continua in [40] and extended to discrete systems in [41]. Herein we
extend high frequency homogenisation further, to deal with localised defect states and
non-orthogonal geometries for both discrete and continuous media. We also apply the
asymptotic theory to new models, such as in-plane oscillations of the discrete vector
system. In each of the studies presented herein, the homogenisation method is verified
using numerical and/or analytical solutions.
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Chapter 1
Introduction
The bulk of this thesis will focus on the elucidation of a high frequency homogeni-
sation methodology (HFH) in addition to examining its potential applications. This
introduction will present a brief historical overview and the basic concepts, which will
be used throughout the thesis.
1.1 Scalar wave propagation
Waves are defined as a disturbance which propagates through space and is ordinar-
ily accompanied by a transfer of energy from one point to another. They form an
omnipresent part of all of our everyday lives; examples being sound waves, radio
waves, light waves, microwaves, water waves, seismic waves, among others. They
fall into two main categories, namely mechanical and electromagnetic waves. Me-
chanical waves exist within a material medium such as air, water or rock whereby the
energy propagates due to the oscillation of the matter itself whilst the material does
not deviate far from its equilibrium position. Unlike mechanical waves, electromag-
netic waves do not require a medium in which to propagate through but involve the
propagating disturbances in the magnetic and electric field, governed by Maxwell’s
equations. Examples of electromagnetic waves include radio waves, visible light, mi-
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crowaves, X-rays, infra-red and ultra-violet radiation. Furthermore quantum particles
such as electrons, protons and neutrons have a wave associated to them, governed by
Schro¨dinger’s equation; these are known as matter waves. More substantial informa-
tion on mechanical waves and their mathematical analysis are in the following well-
known texts [3, 62, 72, 75]; the corresponding formalism of electromagnetic waves are
in [52, 67, 87].
Note that the fundamental system from which we shall perturb away from, using
our homogenisation method, will resemble linear wave propagation through an ide-
alised homogeneous medium. Hence many of the waves outlined above will be treated
mathematically throughout this thesis, with added nuances.
1.1.1 Mechanical and electromagnetic waves
The following hyperbolic partial differential equation describes propagation of waves
with speed c,
∇2u = 1
c2
∂2u
∂t2
, (1.1)
and is used to model transverse electric (TE) or transverse magnetic (TM) polarised
electromagnetic waves, shear horizontal (SH) polarised elastic waves and pressure
waves. The wavefunction is denoted by u, ∇2 is the spatial Laplacian, t represents
the time component and c =
√
a/ρ, where in acoustics a, ρ are the bulk modulus
and the density of the material respectively, whilst in electromagnetism a is the in-
verse permeability and ρ the permittivity. Asides from chapter 5 where we expound
upon a transient homogenisation theory, the majority of this thesis will deal with time-
harmonic motion. Hence the wavefunction will have a time-dependence exp (−iΩt)
considered understood and suppressed; this reduces equation (1.1) to the following
homogeneous equation,
∇2u+ Ω
2
c2
u = 0, (1.2)
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where Ω is the normalized angular frequency. The two-scale asymptotic method that is
implemented in this thesis focusses predominantly on some variation of equation (1.1).
The extension of HFH in chapters 2 − 4 inclusive is built upon the discrete analogue
of equation (1.2) on a myriad of different geometries, whilst chapter 5 focusses more
on equation (1.1) and its discrete counterpart.
The discrete analogue is derived from the wave equation using Hooke’s law and
Newton’s second law of motion. In chapters 2 and 5 a simple one-dimensional lat-
tice model comprised of uniform masses with additional lengths, tension and other
parameters scaled out of the problem is considered,
M
∂2u
∂t2
= un+1 + un−1 − 2un. (1.3)
Further on we extend the above model to deal with both orthogonal and non-orthogonal
two-dimensional lattices in the time-harmonic regime,
−MΩ2un,m = un+1,m + un−1,m + un,m+1 + un,m−1 − 4un,m, (1.4)
−MΩ2un,m = un+1,m + un−1,m + un,m+1 + un,m−1
+un−1,m+1 + un+1,m−1 − 6un,m. (1.5)
These equations describe the scalar displacement of the discrete square and hexago-
nal mass-spring models, respectively (shown in figure 1.1). Note that these governing
equations are equivalent to a second-order accurate 5 and 7 point approximation to
the Laplacian on a square/hexagonal grid, respectively, for the wave equation (1.2),
considering nearest neighbour interactions only. The purpose of elucidating our ho-
mogenisation theory on these simplified models is that the equations are more tractable
and easier to analyse analytically. The fundamental properties of discrete wave systems
are ever present and permeate through to their more involved continuous counterparts,
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hence they provide a logical starting point in which to explore HFH.
(a) (b)
Figure 1.1: Panel (a) displays the square mass-spring lattice. Panel (b) shows the hexagonal
mass-spring lattice.
In chapter 6 we shall model time-harmonic elastic waves propagating through a
thin plate using Kirchhoff-Love plate theory, which solely deals with the out of plane
displacement through the following fourth-order partial differential equation,
∇4u− Ωˆ2u = 0, (1.6)
where the material parameters are assumed constant and
Ωˆ2 = ρ
(
Eh2
)
Ω2/
[
12(1− ν2)] , (1.7)
is the normalized angular frequency. The parameters h,E, ν and ρ represent the plate
thickness, Young’s modulus, Poisson ratio and density, respectively. This simple re-
lationship is a consequence of the stiffness/thickness relationship for thin plates in
bending. Kirchhoff-Love plate theory is a natural extension of the Helmholtz equa-
tion to a generic model for flexural wave propagation through any spatially varying
thin elastic medium. It offers a very convenient mathematical model for any physicist
wishing to grasp (some of) the physics of platonic crystals using earlier knowledge
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in photonic or phononic crystals. However, while the Helmholtz equation can, with
appropriate notational and linguistic changes, hold for acoustic, electromagnetic, wa-
ter or out-of-plane elastic waves and so encompasses many possible applications, the
Kirchhoff-Love plate theory is dedicated to the analysis of flexural waves. Despite
the similarities there are mathematical subtleties in the analysis, and numerics, of the
scattering of flexural waves owing to the fourth-order derivatives, versus the usual
second-order derivatives for the wave equation of optics (equation (1.2)); even the
waves within a perfect plate have differences from those of the wave equation as they
are not dispersionless.
1.1.2 Dispersion relation
For a linear governing equation the dispersion relation, Ω(κ) determines how temporal
oscillations are related to spatial oscillations via the frequency (Ω) and the wavevector
(κ). The two defining velocities of a wave are the phase and group velocities, denoted
as Vp and Vg and are defined as,
Vp =
Ω
|κ|κˆ, Vg = ∇κΩ, (1.8)
where κˆ is the unit vector in the κ direction. From the two velocities, the group veloc-
ity is the more important as it describes the long-scale envelope modulation of the wave
and thus the motion of energy and mass, whereas the phase velocity merely controls
the apparent motion of crests and troughs, which have limited physical significance.
A system is known as dispersive if different frequencies have different group veloci-
ties. Naturally, a non-dispersive medium is one in which the relationship between the
angular frequency and wavevector is linear. For example, substituting in a plane wave
solution into equation (1.1), where the medium is assumed to be homogeneous yields
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the following dispersion relation,
Ω = ±c|κ|. (1.9)
From this simple equation, it is clear to see that Vp = Vg, hence a wave packet consist-
ing of waves with different frequencies will propagate undistorted through the isotropic
medium. However if the frequency is not directly proportional to the absolute value of
the wavevector we would obtain a relationship of the form,
Ω = F (κ) , (1.10)
where Ω has a non-linear dependence on κ, hence waves within the wave packet will
travel at different velocities causing an apparent distortion of the wave as it propagates.
A prototypical example of a dispersive medium which will be encountered throughout
this thesis is that of a periodic lattice. Note that if we were dealing with an anisotropic
medium then we could also obtain dispersion which would occur at different points in
the non-rotationally symmetric medium. However for ease of exposition of HFH we
shall deal solely with isotropic media where the material parameters are uniform.
1.2 Periodic media
Periodic structures are cellular structures comprised of a tessellating unit cell, whose
geometry governs their static and dynamic responses to external influence such as wave
propagation. In this thesis we will examine both one- and two-dimensional geometries.
But in order to continue, we require first a basic understanding of the underlying theory
of Bloch waves and Brillouin zones, which are concepts most commonly seen in solid
state physics. In solid state physics a Bloch wave is defined as the wavefunction of
a particle placed in a periodically repeating environment [24, 69]. Blochs theorem
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states that for any structure with identical repeating units, the change in complex wave
amplitude across a unit cell, due to a propagation of a plane wave, is independent of
the location of the unit cell within the structure. As a result the energy eigenfunction
for such a system may be written as the product of a plane wave envelope function and
a function which has the inherent periodicity of the structure,
ψnκ(r) = exp (iκ · r)unκ(r), (1.11)
where κ is the Bloch wavevector and unκ(r +R) = unκ(r); R is a translation vector
whose components are integer multiples of the cell dimensions and n ∈ N is the band
index which corresponds to independent eigenfunctions of different energies for fixed
κ. The above equation is equivalent to the following,
ψnκ(r+R) = exp (iκ ·R)ψnκ(r), (1.12)
which describes the phase shift between two points (|R| distance apart) in the periodic
environment.
Wave propagation through any periodic medium is characterised by two length
scales, the wavelength and the periodicity of the medium [62]. The simplest periodic
structure, that we shall consider in this thesis, is the discrete one-dimensional lattice
consisting of an infinite number of equidistant particles (separated by length L). The
elementary cell is defined for this structure as a single mass and the medium of length
L/2 either side of the particle. Hence using equation (1.12) and the known periodicity
of our lattice, we obtain the following relation between the scalar displacement in
neighbouring cells,
u(x+ L) = exp (iκL) u(x), (1.13)
where κ describes the phase shift of the displacement from one cell to the next. This
simple example can be extended to higher dimensions, however the same principle
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holds for all infinite periodic media, in that we need only solve our problem within a
single cell, subject to specific Floquet-Bloch boundary conditions. The manner of the
periodicity affects the nature of the wave propagation through the structure, this can be
explicitly seen via the dispersion relation which gives the frequency, Ω, as a function of
the wavevector, κ. The resulting Bloch dispersion curves, which relate the phase shift
across a cell and the frequency, are vital interpretive tools and originate from Brillouins
seminal work [26].
1.2.1 Brillouin zone
In the previous section we introduced the notion of Bloch waves and indicated how the
inherent periodicity of the structure can be used in conjunction with Bloch’s theorem to
reduce an infinite medium problem down to a single cell, in physical space. Using this
property, it is natural to utilise the correspondence between physical and wavevector
space, by applying the Fourier transform to reduce the problem in wavevector space
down to a finite region. This is of paramount importance, as we wish to truncate our
dispersion curves such that they contain only the most interesting features. This finite
region in which we restrict our wavevectors is known as the first Brillouin zone, which
is a uniquely defined primitive cell in reciprocal space. But before we move on to detail
the construction of the Brillouin zone, we need to formalise key concepts associated to
periodicity in physical space.
Any periodic structure is based on a Bravais lattice which consists of an infinite
array generated by a set of discrete translation vectors
R =
N∑
i=1
niei, ni ∈ N, (1.14)
where ei are the lattice basis vectors and ni are integer weighting functions. Conse-
quently the medium appears identical when viewed from any unit cell. Throughout
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this thesis we shall not venture beyond two-dimensional structures, however many of
the concepts introduced here can be extended to higher dimensions. In two-dimensions
there are 5 fundamental Bravais lattices given by the crystallographic restriction theo-
rem, as shown in Fig. 1.2. Generally, the primitive vectors defining a two-dimensional
periodic lattice are written as
e1 = αA2Di, e2 = A2D [cos θi+ sin θj] , (1.15)
where i, j are the unit orthogonal vectors, α ∈ R is the asymmetry ratio, A2D ∈ R is a
scaling factor and 0 < θ ! π/2.
Moving onto reciprocal space, we obtain the reciprocal lattice basis vectors, e∗i , by
utilising the following orthogonality condition,
ei · e∗j = 2πδij , i, j = 1, 2 (1.16)
which gives us the reciprocal lattice basis vectors
e∗1 =
2π
αA2D
[i− cot θj] , e∗2 =
2π
A2D
cosec θj. (1.17)
The non-dimensional position vector of any point in the medium is given by r =
ξ1i + ξ2j = ζ1e1 + ζ2e2, where ξi, ζi ∈ R for i = 1, 2; using this, along with equation
(1.15), we deduce the following relations
ξ1 = A2D [ζ1α + ζ2 cos θ] , ξ2 = ζ2A2D sin θ. (1.18)
We denote the lattice satisfying equations (1.15)-(1.18) by the general functionϕ(α, θ);
this definition is sufficient as any two-dimensional lattice can be described by its asym-
metry ratio and angular component. For example, the square lattice is denoted by
ϕ (1, π/2) and the remaining Bravais lattices are defined in table 1.1. As previously
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Figure 1.2: Illustrations of the 5 Bravais lattices together with their associated lattice basis
vectors.
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Figure 1.3: Illustrations of the first Brillouin zones for the 5 Bravais lattices. The shaded
region shows the irreducible zone. Parameter values for each of the panels are (a) ϕ(0.7,π/5)
(b) ϕ(0.7, arccos(0.35)) (c) ϕ(0.7,π/2) (d) ϕ(1,π/2) (e) ϕ(1,π/3).
mentioned the significance of the Brillouin zone arises from the fact that the solutions
adhere to Bloch waves in a periodic medium, hence we can restrict ourselves to the
first Brillouin zone in reciprocal space. This is constructed as follows:
• Select any lattice point in the reciprocal lattice as the origin and connect it to
neighbouring points.
• Construct the perpendicular bisectors of these lines. The region of intersection
forms the first Brillouin zone.
Returning to our general two-dimensional geometries we can see that lattices (b)
- (e) in Fig. 1.2 can be considered special cases of the oblique lattice (a); however a
key distinction can be made by analysing the symmetries of the first Brillouin zones
(Fig. 1.3); for oblique lattices that have parameter values (α, θ) which do not coincide
with those found in the 4 distinguished lattices, there exists only a single line of sym-
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Topology General function Restrictions
Oblique ϕ (α, θ) α ̸= 1, θ ̸= π/2
Rhombic ϕ (α, arccos (α/2)) α ̸= 1
Rectangle ϕ (α, π/2) α ̸= 1
Square ϕ (1, π/2) -
Hexagonal ϕ (1, π/3) -
Table 1.1: The 5 fundamental Bravais lattices are defined in the above table. Definitions are
given via the function ϕ(α, θ), as any two-dimensional lattice can be uniquely defined by the
angular component θ and asymmetry ratio α.
metry bisecting the first Brillouin zone. The wavevectors can be restricted further to
only the boundaries of the irreducible part of first Brillouin zone, which results from
elimination of any additional symmetries such as mirror planes that may cause the first
Brillouin zone to become redundant. This bears particular relevance to our analysis
as the majority of features we are interested in, such as stop-bands, critical points and
degeneracies, are captured by traversing along the boundary of the irreducible Bril-
louin zone. Notably one requires some care in doing so (see 7). In chapter 6 we shall
present a general asymptotic theory which will allow for cases in which the cells con-
tain N ∈ N inclusions; this is achieved by associating one or more inclusions to each
lattice point. The position of the inclusions within the unit cell would only impact the
form of the irreducible Brillouin zone, as this is dependent upon the symmetries within
the unit cell, whilst the construction of the first Brillouin zone is dependent upon the
overall periodicity of the structure.
The boundary of the first Brillouin zone, for all the geometries, is given by
G ·
(
κ− G
2
)
= 0, G = m1e
∗
1 +m2e
∗
2, (1.19)
where (m1, m2) takes each of the combinations (0,±1), (±1, 0), and κ = κ1i + κ2j
denotes the Bloch wavevector. This definition allows us to find a general form for
the vertices of the irreducible zone, X,M,N and Γ, for the rhombic, hexagonal and
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orthogonal geometries in wavevector space (fig. 1.3):
X = π cosec(θ)j,
M =
(π
α
[
1 + cot(θ)2
]− π cot(θ) cosec(θ)) i + π cosec(θ)j,
N =
(π
α
[
1− cot(θ)2]+ π cot(θ) cosec(θ)) i + π [cosec(θ)− 2
α
cot(θ)
]
j,
and Γ is the origin. A nigh-on identical formulation holds for one-dimensional struc-
tures, where all the vectors reduce to scalars in the preceding equations.
1.2.2 Dispersion curves
The behaviour of waves propagating through a periodic medium are best illustrated
through a dispersion diagram, which is obtained by plotting the dispersion relation
along a fixed path in reciprocal space. For discrete lattices (chapters 2-4) the explicit
dispersion relation can be easily retrieved analytically, however for more involved con-
tinuum models, such as solving the Helmholtz equation for a doubly periodic array of
Dirichlet holes, numerical techniques must be used. For the most part, it is sufficient
to traverse along the edges of the irreducible Brillouin zone in order to capture the ma-
jority of interesting features of the band diagram, hence we confine ourselves to this
path for the bulk of the thesis.
For illustrative purposes, we present a dispersion diagram (figure 1.5) that will also
feature in chapter 6; it pertains to solving the Helmholtz equation (1.2) on a doubly
periodic medium containing an array of clamped pins arranged in a honeycomb lattice
(figure 1.4). The periodicity of the unit cells in this arrangement are identical to that
of the hexagonal lattice, hence the irreducible Brillouin zone traversed around in fig-
ure 1.5 is shown figure 1.3(e). The edges of the Brillouin zone can be found directly
from equation (1.20) as A = (0, 0), B =
(
0, π/
√
3
)
and C =
(
π/3, π/
√
3
)
. Extrema
points on the dispersion curve are known as standing waves. These ordinarily occur at
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the edges of the irreducible Brillouin zone however for lattices which have a reduced
number of symmetry planes that can occur away from the edges of the zone (see the
analysis of the rhombic lattice in chapter 6). Physically standing waves oscillate in
place with no net energy propagation in either direction as the group velocity equates
to zero; they are also important as they delineate the existence of propagating and non-
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Figure 1.4: The honeycomb arrangement of inclusions with the elementary cell, containing
two inclusions, shown by the dashed lines.
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Figure 1.5: The band diagram for a honeycomb arrangement of Dirichlet inclusions in the
Helmholtz case. Solid lines from solving the Helmholtz equation numerically and the dashed
lines are from the HFH asymptotics.
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propagating frequency regions in the dispersion diagram. A range of frequencies for
which waves do not propagate are more commonly referred to as stop-bands. Within
these ranges the wavevector becomes complex thereby giving rise to evanescent modes
of oscillation. Figure 1.5 contains two stop-bands, a zero-frequency stop-band, which
is attributed to the presence of the rigid pins and a narrow finite stop band located in the
frequency range 2.09 < Ω < 2.19. A shortcoming of traversing along the edges of the
irreducible zone is expounded upon in chapter 7, it demonstrates that flat portions of
the dispersion curves can be obtained along a wavenumber range within the irreducible
Brillouin zone, where the group velocity is zero and highly anisotropic standing waves
occur for a range of |κ|; this range results in slow waves where no energy propagates
along the structure. The frequencies for which we obtain these anisotropic modes can
also be seen by examining both, the path traversed in wavevector space and the sign
of the group velocity near standing wave frequencies. If the group velocity switches
signs along different paths in wavevector space then strongly directional anisotropic
behaviour is expected; this occurs for the second mode at pointB as the sign is positive
along the path BC and negative along AB. As previously mentioned, the Helmholtz
equation can represent single polarization electromagnetic waves, it is well known that
in photonics near Dirac-like points (Ω(0, 0) = 3.5 in figure 1.5) a curious wave phe-
nomena occurs [29]. Sending a plane-wave, through a periodic array of pins arranged
as a honeycomb lattice, at the Dirac-point frequency gives near perfect transmission.
This phenomena occurs because the dispersion curves for the perfect medium (without
constraints) coincide serendipitously with the curves for the honeycomb array at the
Dirac-like point, the resulting effect is that an incoming plane wave passes through as
if there were no inclusions.
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1.3 Defect states
Throughout this thesis we shall corroborate our asymptotic procedure by perturbing
our infinitely periodic structure, and comparing the ensuing solution with a numerical
or analytically precise form. In order to stringently verify our method we shall apply
a localised defect, hence the forcing or the structural variations will be taken to be
concentrated on a very small finite region and therefore will themselves be upon the
scale of the micro-structure. Examples include, varying the masses contained within
a finite radius or removing a finite number of pins within a continuous periodic array
of point-like inclusions. Depending on the manner of the perturbation, either a mode
will be excited into or away from the band gap and we will obtain a localised defect
state or an oscillatory mode, respectively; hence will be able to tune our defect in order
to verify the accuracy of our methodology for both non-propagating and propagating
modes.
In practice, the analysis of defects states is vitally important in identifying impuri-
ties within crystal lattices. This motivated [74, 92] amongst many others to investigate
the topic of understanding resonant modes and vibrational spectra of crystal lattices.
Much of this work is summarised in [18, 82], and the applications to solid state physics
are clearly described by Kittel [69].
As previously stated we will be verifying our asymptotic scheme for discrete struc-
tures analytically and a set of key results described in [15, 81] involve the exact so-
lutions of lattices. Here an individual atom is altered, removed or inserted into an
otherwise perfect structure and these effectively form Green’s functions of the lattice;
Green’s functions still remain of current interest in propagation through discrete lat-
tices [84, 95]. The Green’s functions then encapsulate the behaviour of the lattice
through a neat concise result that then can be utilised to model more general atomic
changes. This allows for an efficient comparison of our homogenisation method.
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1.4 HFH versus classical homogenisation
For long-waves where the frequency is low and the wavelength is much greater than
the inter-particle spacing, a continuum setting is provided by classical homogenisation
theory. This theory takes advantage of the mismatch in scales, between the periodicity
of the medium and the wavelength of the disturbance, to upscale from the microscale
to the macroscale and is well established [17, 21, 110]. However, most, if not all,
of the modern interest and applications are at high frequencies where the wavelength
and inter-particle spacings are of similar scale and usual homogenisation theory is
no longer applicable. This inadequacy has sparked considerable interest in creating
effective continuum models of microstructured media, in various related fields, that
break free from the conventional low frequency homogenisation limitations. A suite
of extended homogenisation theories originating in applied analysis have emerged, for
periodic media, called Bloch homogenisation [7, 23, 35, 64]. There is also a flour-
ishing literature on developing homogenised elastic media, with frequency dependent
effective parameters, also based upon periodic media as in [96]. Complementary to
these is high frequency homogenisation [40, 60], which treats classical homogenisa-
tion as a sub-case, which was introduced for periodic microstructured continua in [40]
and extended to orthogonal discrete systems in [41]. It has also had considerable suc-
cess in modelling effective media for continuous systems in photonics [9] as well as in
frames [99] and elastic plates [8]. This thesis will focus on extending the applicability
of high frequency homogenisation to deal with localised defect states, non-orthogonal
geometries and other idiosyncrasies for discrete, semi-discrete and continuous periodic
media.
1.5 Structure of the thesis
The thesis is comprised of 6 research chapters and is organised as follows:
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Chapter 2 focusses on stringently testing the asymptotic theory by introducing lo-
calised defect states created by altering a single, or finite number, of point masses
within a discrete orthogonal lattice. Asymptotic partial differential equations based
upon a high frequency homogenisation methodology are found in one and two dimen-
sions and the frequencies associated with the localised defect states are then compared
with exact solutions. In two-dimensions, attention is focussed upon a special class of
separable lattices that degenerate into coupled one dimensional systems and upon flat
bands in the dispersion diagram. In this latter situation local asymptotic solutions occur
which switch from elliptic to hyperbolic behaviour; this is equivalent to an isotropic
and highly anisotropic oscillatory pattern.
Chapter 3 extends the range of validity of HFH to deal with non-orthogonal lattices,
namely the discrete hexagonal lattice and honeycomb structure. The latter structure be-
ing considered due to its association with graphene, molybdenum disulphide and other
topical materials. The accuracy of these continuum effective medium equations in de-
scribing the frequency-dependent anisotropy of the lattice structure is demonstrated
versus numerical simulations. The general formulation is extended by introducing a
line defect in the hexagonal lattice and a zigzag line defect in the honeycomb structure.
These line defects which are introduced into an otherwise perfect lattice create surface
waves propagating in the direction of the defect and decaying away from it. Further lo-
calisation by single defects embedded within the line defect is also considered. Finally
the homogenisation of a semi-discrete elastic string structure, consisting of repeated
hexagonal cells, is shown to coincide very closely with its discrete lattice counterpart.
In chapter 4 a complete methodology, based on a two-scale asymptotic approach,
that enables the homogenisation of elastic lattices at non-zero frequencies is developed.
Elastic lattices are distinguished from the scalar lattices which were analysed in the
preceding two chapters, in that two or more types of coupled waves exist, even at low
frequencies. The asymptotic approach provides a method through which the dispersive
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properties of lattices at frequencies near standing waves can be described; the theory
accurately describes both the dispersion curves and the response of the lattice. The
theory is supplemented by an illustrative example for an archetypal two-dimensional
elastic lattice, namely the hexagonal lattice. The efficiency of the asymptotic approach
in accurately describing several interesting phenomena is demonstrated, including dy-
namic anisotropy and Dirac cones.
In chapter 5 we extend the homogenisation method to incorporate a transient com-
ponent for both periodic discrete and continuous media. In the first section of this chap-
ter we deal with a strongly compressed one-dimensional granular chain with Hertzian
contact between the beads. This results in an intrinsic localized mode due to the im-
plicit nonlinearity present within the structure. The interplay between the nonlinearity
and an additional defect, a light-mass impurity, is analysed, with the resulting ho-
mogenised equation shown to be a variant of the well-studied nonlinear Scho¨dinger’s
equation (NLS). In the latter half of the chapter we move onto examining a continuous
case, more specifically an infinite elastic string resting on a weakly nonlinear support.
We demonstrate how the long-scale amplitude modulation satisfies an NLS, similar
to the analogous discrete case, whereby the existence of dark and bright solitons is
dependent upon integrated quantities of the leading and first-order eigensolutions.
In Chapter 6 we move on to continuous media and to analysing the propagation
of waves through microstructured media with periodically arranged inclusions. Both
the Helmholtz equation and the Kirchhoff-Love plate equation are considered. These
equations and arrangement have far ranging applications in many areas of physics and
engineering, stretching from photonic crystals through to seismic metamaterials. In
the high-frequency regime, modelling such behaviour is complicated by multiple scat-
tering of the resulting short waves between the inclusions. The aim in this chapter is to
develop an asymptotic theory for modelling systems with arbitrarily-shaped inclusions
located on general Bravais lattices. We then consider the limit of point-like inclusions,
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the advantage being that exact solutions can be obtained using Fourier methods, and
go on to derive effective medium equations using asymptotic analysis. This approach
allows us to explore the underlying reasons for dynamic anisotropy, localisation of
waves, and other properties typical of such systems, and in particular their dependence
upon geometry. Solutions of the effective medium equations are compared with the ex-
act solutions, shedding further light on the underlying physics. We focus on examples
that exhibit dynamic anisotropy as these demonstrate the capability of the asymptotic
theory to pick up detailed qualitative and quantitative features.
Throughout this thesis we will be using Bloch waves, the reciprocal lattice, and
the reduction, using periodicity to consider the irreducible Brillouin zone and plotting
the dispersion relations around the edges of the Brillouin zone. However in chapter
7 we examine this widely accepted folklore and conclude it as not being perfectly
legitimate. We show definitively that this can be dangerous and that an important
mode of practical significance is missed if this is done in too cavalier a fashion: This
missing mode is illustrated for the design of endoscopes based on discrete mass-spring
periodic structures and photonic crystals.
In the final section some concluding remarks are drawn together and future work
is outlined.
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Chapter 2
Localised point defect states in models
of discrete lattices
2.1 Background
The vibrational modes of discrete lattice structures, created by regular arrangements
of masses and springs, have a distinguished history as models of wave phenomena
in crystal lattices, dating back to Baden-Powell [16], and beyond, as detailed in the
monograph by Brillouin [26]. The fundamental properties of wave systems are nicely
encapsulated by these discrete models and their study is often illuminating and instruc-
tive.
The focus of this chapter will be on localised defect states in the context of a recent
asymptotic homogenisation method [41], whereby we perturb a regular discrete lattice
structure by altering a single, or finite number, of masses. This leads to a so-called
localised defect state: there exist, possibly several, frequencies within the stop-bands
for which spatially decaying vibrational modes are present.
Localised defect states are important in a number of different contexts involving
periodic media, particularly in continuous systems such as those of electromagnetism
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where photonic crystal fibres [66, 130] can be used to guide and control the propa-
gation of light. Although the continuum models are more involved, the same math-
ematical philosophy can be applied to the model discrete systems studied here illus-
trating high frequency homogenisation and subsequent localisation and propagation
behaviour. Hence, the understanding of wave propagation through discrete lattice
structures feeds into topical subjects in modern optics. The emergent field of meta-
materials [59, 119] is also based around periodic media and features such as negative
mass density tensors are illustrated using mass spring models [91]. Thus although
the vibrational modes of discrete lattice systems are classical in nature they remain of
recurrent and fundamental interest.
High frequency homogenisation, as introduced for periodic microstructured con-
tinua in [40] has been extended to deal with discrete systems in [41]. The latter paper
demonstrates that the homogenised equations capture the envelope of the decaying
localised defect state on the long-scale, with rapid oscillations on the short scale, how-
ever the mass variations in that article are assumed to be gradual and themselves on the
long-scale; furthermore the defect state example is only for a one-dimensional chain.
In the present chapter we extend [41] in two distinct directions: the mass varia-
tions are now taken to be concentrated at a point and only a single, or finite number,
of masses are altered; the mass changes are now themselves upon the short-scale. Ad-
ditionally we now consider two-dimensional localised defect states and also introduce
an illustrative separable lattice structure that appears not to have been considered pre-
viously. In a pair of related continuum microstructured medium papers [38, 39] it
is shown that there are exactly solvable checkerboard media that collapse to coupled
one dimensional problems due to an underlying separability in the problem, there is a
similar collapse for a class of discrete systems and this is outlined herein.
The plan of this chapter is as follows: To fix ideas in section 2.2 we begin by con-
sidering a one-dimensional chain and further develop the asymptotic homogenisation
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scheme to deal with variations in a single, or finite number, of masses; localised defect
states are found both exactly and asymptotically. Section 2.3 then develops the two-
dimensional theory and highlights the existence of a separable class of lattice media.
Concluding remarks are drawn together in section 2.4.
2.2 Localisation in chains
To fix ideas we begin by considering the simplest possible situation of a single com-
ponent chain with a single defect; the perfect single component chain was first studied
by Newton in his Principia of 1686 and remains one of the primary models of wave
propagation through lattices: Brillouin [26] has a lengthy description, and it is now
classical. Assuming nearest neighbour interactions, identical spring constants, and a
finite number of defective masses one arrives at the difference equations
yn+1 + yn−1 − 2yn =
⎧⎪⎪⎨⎪⎩
−mynΩ2 for n = −p→ q,
−MynΩ2 otherwise
(2.1)
for the displacements yn, where Ω is the frequency of vibrations, p, q are non-negative
integers and n are integers with n = −∞ . . .∞. Notably a time-dependence of
exp(−iΩt) is considered understood and suppressed throughout this chapter. If the
lattice is perfect, so m = M , Bloch waves are found where there is a phase shift κ
from one mass to the next such that yn+1 = exp(iκ)yn; the dispersion relation that
relates Bloch wavenumber, κ, to frequency, Ω, is simply
Ω =
2√
M
sin
(κ
2
)
. (2.2)
A slightly more general situation is that of a diatomic lattice with M taking values
M1 and M2 for n odd and even respectively: The dispersion relation for the diatomic
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lattice is
(2−M1Ω2)(2−M2Ω2)− 2(1− cosκ) = 0. (2.3)
Fig. 2.1 shows both of these dispersion relations illustrating how a stop-band occurs.
The single mass system, Fig. 2.1(a), has a single dispersion curve and has a stop-band
for frequenciesΩ > 2/
√
M for which no waves propagate, and for low-frequencies the
dispersion relation is clearly linear. The diatomic system is more interesting with two
dispersion curves, commonly called the acoustic and optical branches for the lower,
upper branches respectively. There is a finite stop-band for 2/M1 < Ω < 2/M2 (M1 >
M2) and an infinite stop-band for all frequencies greater than 2(M1 +M2)/(M1M2);
the asymptotics of the Bloch state, shown in Fig. 2.1(b), and a long-scale localised
defect state were derived in [41]. We turn our attention to the single mass chain, but
for short-scale point variations, and begin with the exact solution.
A finite number of altered masses are rapidly treated, as in [15], using the discrete
Fourier transform, from which we ascertain the frequency associated with the localised
defect state. The displacements are as follows
yn =
q∑
j=−p
yjΩ
2(M −m)Inj; (2.4)
for n = −p . . . q and where
Inj =
Q|n−j|
R
, R =
√
w4 − 4w2, Q = 1− w
2
2
+
√
w4
4
− w2, w2 = Ω√M.
(2.5)
For a single altered mass one sets n = j = 0 in (2.5) to give the localised defect state
frequency as
Ω2 =
4M
m(2M −m) =
4
M(1 − ε2) , (2.6)
where ε = 1−m/M will be introduced as a small parameter later. If more than a single
mass is altered, equation (2.4) is reformulated into an eigenvalue problem and solved
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Figure 2.1: Dispersion curves for the one-dimensional uniform lattice, (a) and the diatomic
lattice (b). The exact dispersion curves are the solid lines whilst the asymptotics of the perfect
lattice are the dashed lines. In panel (a) the horizontal line above the exact curve shows the
frequency associated to a localised defect state occurring in the stop-band. In panel (a) the
mass valueM = 1 whilst in (b)M1 = 2 andM2 = 1.
accordingly for the frequency and the displacements yn. The dispersion relation, with
M = 1, for the Bloch waves is shown in fig. 2.1(a), and if m = 0.5 the frequency
for the localised defect state is shown as the horizontal line at Ω = 4/
√
3; note it lies
in the stop-band that extends for all Ω > 2/
√
M and that defect states only occur for
m < 2M .
2.2.1 Numerics for the diatomic lattice
Given a diatomic chain with a finite number of defective masses one can generate
exact relations from which the localised defect states and associated frequencies can
be extracted, this draws upon [15] and can be extended to two-dimensions [28]. It is
none the less worth outlining the procedure here as we use this approach to generate
the exact solutions, for finite altered masses, in the main text.
We initially adjust the difference equations corresponding to mass displacement in
the diatomic chain, as follows
−M2Ω2y2n = y2n−1 + y2n+1 − 2y2n n = −∞...− 1, k + 1...∞
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−m2jΩ2y2j = y2j−1 + y2j+1 − 2y2j j = 0, ...k
−M1Ω2y2n+1 = y2n + y2n+2 − 2y2n+1 n = −∞...− 1, k + 1...∞
−m2j+1Ω2y2j+1 = y2j + y2j+2 − 2y2j+1 i = 0, ...k.
This method is also applicable for non-consecutive defects, anywhere along the lattice,
although for convenience, we shall demonstrate it, using 2k+3 consecutive alterations.
After some algebra, we obtain a pair of equations that must hold, the integrals involved
in the equation are well known, as is shown in (2.10) and (2.11) below.
y2n = −Ω2(2−M1Ω2)
k∑
j=0
(M2 −m2j)y2jϕ(0, j)− Ω2
×
k∑
j=0
(M1 −m2j+1)y2j+1[ϕ(0, j) + ϕ(1, j)] (2.7)
y2n+1 = −Ω2
k∑
j=0
(M2 −m2j)y2j[ϕ(0, j) + ϕ(−1, j)]− Ω2(2−M2Ω2)
×
k∑
j=0
(M1 −m2j+1)y2j+1ϕ(0, j) (2.8)
where
ϕ(q, j) =
1
π
∫ π
0
cos(α(j − n + q))dα
(2−M2Ω2)(2−M1Ω2)− 2(1 + cosα) . (2.9)
This integral is well-known, from [58]
1
π
∫ π
0
cosnxdx
[1 + a2 − 2a cosx] =
⎧⎪⎨⎪⎪⎩
an
(1−a2) for a
2 ! 1
1
an(1−a2) for a
2 > 1
(2.10)
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which can be rewritten in a form convenient for ϕ(q, j)
(2.10) =
sgn(β)√
β2 − 1
⎧⎪⎪⎨⎪⎪⎩
a|n| for a2 ! 1
1
a|n|
for a2 > 1,
(2.11)
β = (2−M2Ω2)(2−M1Ω2)/2− 1, a = β +
√
β2 − 1 (2.12)
Using (2.11) in the explicit calculation of ϕ(q, j) allows for simpler computation of
(2.7) and (2.8) and hence we obtain the precise frequency and displacement values.
2.2.2 Asymptotics
This is, so far, all exact. We now proceed as if we were unaware of this and introduce
a small parameter ε (ε = 1 −m/M ≪ 1) so the original difference equation (2.1) is
written as
yn+1 + yn−1 − 2yn = −MΩ2
(
1 + αε
q∑
k=−p
δn−k,0
)
yn (2.13)
where α is a positive or negative parameter, characterising whether the introduced
masses are heavier or lighter than M and δn−k,0 is the Kronecker delta. We follow
[41] and create an asymptotic continuum description of the lattice using a two-scale
approach based about the standing wave frequency and not, as is conventional in ho-
mogenisation theory, about zero frequency. We introduce a long-scale continuous vari-
able η = εn and a short-scale discrete variable centered around one reference mass and
its immediate neighbours and set
yn+1 = y(η + ε, 1), yn−1 = y(η − ε,−1), yn = y(η, 0) : (2.14)
The long and short scales are now treated independently. On the short scale, since we
are searching for a localised mode at a frequency close to 2/
√
M , where κ = π in the
Bloch dispersion diagram, we assume that locally the masses move out-of-phase with
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each other so
y(η,±1) = −y(η, 0). (2.15)
We now insert this two-scale approach into (2.13) to get
4y(η, 0) + ε2yηη(η, 0) = MΩ
2y(η, 0)
(
1 + αε2
q∑
k=−p
δ(η − kε)
)
(2.16)
up to order ε2 and use δn,0 = εδ(η) to move the mass variation to the long-scale. This
latter property can be shown by recalling the definition of the Dirac Delta function,
∫ ∞
−∞
δ (η) f(η)dη = f(0) = lim
ε→0
∞∑
n=−∞
εfnδ (η) = f0, (2.17)
where η = nε. It follows from equation (2.17) that
lim
ε→0
δn,0
ε
= δ (η) .
We recall that our aim is to identify Ω2 and that we know the behaviour at the
standing wave frequency Ω20 = 4/M inspires an ansatz
y = y0 + εy1 + ε
2y2 + . . . , Ω
2 = Ω20 + εΩ
2
1 + ε
2Ω22 + . . . (2.18)
Proceeding to create a hierarchy of equations from (2.13) in powers of ε and solving
each in turn gives at leading order that Ω20 = 4/M , as expected, and y0(η, 0) = f(η).
Thus at leading order the local behaviour between neighbouring masses on the short-
scale is given by (2.15) and this is modulated by a long-scale envelope function given
by f(η). In the expansion it emerges that, at next order, Ω21 = 0 and y1 is an arbitrary
multiple of y0 and is, without loss of generality, absorbed into y0.
At second order it transpires that, for solvability, f(η) andΩ22 satisfy the differential
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eigenvalue equation
fηη −MΩ22f = MΩ20α
q∑
k=−p
δ(η − kε)f. (2.19)
This is a continuum equation posed entirely on the long-scale and the micro-scale
behaviour has been encapsulated by, in this case simple, coefficients.
It is clearly advantageous to be able to predict a priori where a localized mode will,
or will not occur. The asymptotic technique provides a route for this. The homog-
enized equations are ordinary or partial differential eigenvalue problems (for higher
dimensions). In one dimension they have a form similar to equation (2.19),
αfηη + [β(η)− λ2]f = Lf0 − λ2f0 = 0 , (2.20)
where f(η) is the unknown, λ2 is the eigenvalue and β(η) is a known function with
β → 0 as |η|→∞. The differential operator L is called a positive operator if the eigen-
values can be shown to be positive. For the example (2.20) this is easily determined by
multiplying through by f and integrating with respect to η from−∞ to+∞; assuming
f also decays as η →∞ we have
λ2 =
∫
[−αf 2η + β(η)f 2]dη∫
f 2dη
. (2.21)
The eigenvalues are clearly positive if α < 0 and β(η) > 0 and of indeterminate sign
otherwise; positive eigenvalues imply oscillation at infinity and therefore one cannot
have localized modes. If the conditions leading to a positive operator are not satisfied
then it is unclear, without, further work whether all eigenvalues are positive, or some
negative, and therefore once cannot say anything definitive apart from allowing for the
possibility of localized modes. Using this knowledge we can ascertain that equation
(2.19) immediately provides useful information, that is, if α = +1 there are no ex-
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ponentially decaying localised defect states, therefore one requires α = −1, that is,
lighter defect masses, for defect states.
For defect states we require Ω22 > 0 and we use the continuous Fourier transform
pair, defined as
f˜(ξ) =
∫ ∞
−∞
f(η)eiξηdη, f(η) =
1
2π
∫ ∞
−∞
f˜(ξ)e−iξηdξ (2.22)
to solve (2.19) and obtain
f(η) =
−MΩ20α
2
√
Ω22M
q∑
k=−p
f(kε) exp
(
−
√
Ω22M |η − kε|
)
. (2.23)
Equation (2.23) is reformulated into a matrix eigenvalue problem from which we are
able to deduce the displacement values, up to an arbitrary constant, and Ω22; we also
normalise the displacement so that max|f |= 1.
For the single mass variation, p = q = 0 and the exponentially decaying solution
is
f(η) = exp
(
−
√
MΩ22|η|
)
, with Ω2 = −
√
M
2
Ω20α (2.24)
arbitrary to within a multiplicative constant and the frequency at which this occurs is
given by
Ω2 ∼ 4
M
(1 + ε2) (2.25)
which, when compared to the exact solution (2.6), is accurate up to order ε2 as ex-
pected. A typical comparison of the exact solution and the asymptotics is shown in
fig. 2.2 for ε = 0.1 illustrating the accuracy of the prediction of the envelope f and,
in the caption, of the eigenvalue Ω: a single mass change and four changed masses are
illustrated.
If we were to consider the perfect lattice, in the absence of any defective masses,
we would again obtain equation (2.19) although with α = 0 in the right-hand side.
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Figure 2.2: Panels (a) and (c) depict the lattice arrangement around the central masses whilst
panels (b) and (d) show the respective displacements calculated exactly and using the asymp-
totics. The envelope function, f , for the asymptotics are shown as the dashed lines whilst the
displacement values derived from the exact solution are the solid lines. The original mass value
isM = 1 whereas the replacement mass takes the value m = 0.9. Numerical simulations for
the single mass alteration gives Ω2 = 4.04040 and the asymptotics give Ω2 = 4.04000. For 4
central masses replaced the exact solution yields Ω2 = 4.24884 whereas the asymptotics give
Ω2 = 4.23697.
We then deduce that f(η) = exp(i [κ− π] η/ε) and hence the solution after perturbing
about the standing wave frequency at κ = π is
Ω2 ∼ Ω20 −
(π − κ)2
M
, (2.26)
this is depicted as the dashed lines in the Bloch spectrum, fig. 2.1(a) and, as expected,
corresponds to the asymptotic expansion of the dispersion relation (2.2) near κ = π .
Thus for this example of sharp localisation the asymptotic approach expounded in
[41] clearly works excellently despite the mass variation now being concentrated on
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Figure 2.3: Panels (b) and (d) show localised modes for the out-of-phase case, where ε =
m/M2− 1,α = −2,M1 = 1.6,M2 = 1 and the value of the replacement mass/es ism = 1.1.
Panel (b) is for a single mass substitution in the central position, of the lattice, the exact solution
gives Ω2 ∼ 1.98836 with the asymptotics as Ω2 ∼ 1.98800. Panel (d) is for 4 consecutive
masses being altered, the frequency value is Ω2 ∼ 1.96804 with the asymptotics as Ω2 ∼
1.96089 for the exact value.
the short-scale, but incorporated through the long-scale; in [41] all mass variations are
gradual and in one-dimension. We now explore the asymptotic theory for short-scale
variations further in one dimension by examining the diatomic lattice.
Sharp localisation for the diatomic case, whose dispersion curve is shown in fig.
2.1(b), is analogous to the uniform case albeit with some adjustments. In Ω2, κ space
there is an inherent symmetry in the dispersion curve due to the interchangeability of
the masses M1 and M2 (throughout we have assumed M1 > M2). Whence we focus
our attention on the optical modes that are attributed to the higher branch in the Bloch
spectrum. Also note that there exists a new vibrational mode in the defect free diatomic
lattice at κ = 0 which corresponds to in-phase oscillations.
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There are now two difference equations, similar to equation (2.1),
y2n−1 + y2n+1 − 2y2n = −Ω2M2(1 + εα2g2n)y2n (2.27)
y2n + y2n+2 − 2y2n+1 = −Ω2M1(1 + εα1g2n+1)y2n+1 (2.28)
which correspond to the equations for the displacements in the even and odd positions
in the lattice. For the alteration of a discrete number of masses, the exact solution for
Ω2 and yn is once again derived by implementation of the discrete Fourier transform
method which is an extension of [15] and is shown in section 2.2.1. We define g1(η)
and g2(η) as the long-scale variation for even and odd situated masses respectively, and
for consecutive sharply localised mass variation we have
g1(η) =
q∑
k=−p
δ(η − 2kε), g2(η) =
r∑
k=−p
δ(η − 2kε), (2.29)
where we have used the property 2εδ(η) = δn,0 (as the micro-scale cell is now two
masses wide) and p, q non-negative integers, r = q, q + 1, the latter property is de-
pendent upon whether an even or odd number of masses are altered. The prescribed
method of sharp localisations is easily extended to deal with non-periodic arrange-
ment of masses being altered if the k values in the uniform or diatomic case are non-
consecutive integers. Using the asymptotic method in [41] with the mass variation
defined above, we derive two differential eigenvalue problems which are valid at the
edge of the Brillouin zone, at κ = π
2
M1 −M2 fηη + [Ω
2
2 + α1Ω
2
0g1(η)]f = 0, (2.30)
and at κ = 0
2fηη − [(M1 +M2)Ω22 + (M1g1(η)α1 +M2g2(η)α2)Ω20]f = 0. (2.31)
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Recalling that these are for the optical branch, Ω20 = 2/M2, 2(M1 +M2)/M1M2 re-
spectively for these equations. Note that equation (2.30) only considers the spatial
variation of the even masses. This demonstrates a restriction of (2.30) when we alter
the oddly situated masses significantly in the perfect diatomic chain as they contribute
at the next order in the expansion. The solutions are again found using Fourier trans-
forms in terms of decaying exponentials and the envelope function f and the associated
eigenvalue Ω2 deduced. For the case of 4 consecutive masses being altered it is seen in
fig. 2.3 that the asymptotics and exact solution again show excellent agreement.
2.2.3 Forcing and propagation
A natural counterpart to the localised solutions discussed so far is the forcing problem
[95] and, provided one is outside a stop-band, the ensuing propagating solutions. For
the chain of identical masses forced at a point the counterpart to (2.13) is
yn+1 + yn−1 − 2yn +MΩ2yn = εF δn,0 (2.32)
and for propagating solutions Ω2 < 4/M = Ω20, and F is just a parameter, the exact
solution is readily determined, [92], as
yn =
−iεF
2
exp(i|n|α0)
sinα0
, where α0 = cos
−1(1−MΩ2/2). (2.33)
The central mass in the truncated lattice has an O(ε) forcing thereby allowing the
defect term to propagate to second-order in ε in the asymptotic scheme; this allows for
a direct comparison between the numerics and the asymptotic scheme. It is worthwhile
at this point to digress and discuss how one would proceed should the exact solution
not be so forthcoming. Given that one must, for numerical work, truncate any infinite
system, and the solution oscillates and is not localised; the key issue numerically is
how to absorb these oscillations at some finite location and not allow any reflection.
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Figure 2.4: Comparing discrete PML with the exact solution for forcing at the origin
with frequency Ω = 1.75. The real part of yn is shown with the exact solution as
the crosses connected by lines, the PML numerics are solid circles; these are visually
indistinguishable until we enter the PML region for n > Npml = 150. Similar accuracy
occurs for the imaginary part.
For continua, such as electromagnetic media and elasticity, perfectly matched layers
(PMLs) [22, 115] are the method of choice.
Adapting the PML scheme of Berenger [22], we take
yn+1 + yn−1 − 2ym +MΩ2
(
1− σ(n)
iΩ
)2
yn = δn,0 (2.34)
on a lattice −N ! n ! N with σ(n) = 0 for |n|< Npml. More precisely this
follows from taking a PML scheme for the continuous Helmholtz equation, such
as that of [114], and discretizing it using central differences and introducing σ(n),
σ(n) = (Npml − n)q/N for n > Npml and a symmetric formula for n < −Npml (in
computations q = 2), as the complex stretching: A term of order 1/N is neglected
and then one arrives at (2.34). In PML computations it is often observed, and indeed
proved [115], that nonlinear dependence in σ is advantageous.
For a one-dimensional lattice with N = 250, Npml = 150 with M = 1 an illus-
trative calculation is shown in fig. 2.4 versus the exact solution and the absolute value
of the maximum error of the internal lattice points (|n|< Npml) is 10−3 and decreases
yet further as one move further into the interior of the lattice. Clearly this scheme pro-
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Figure 2.5: Comparing the asymptotic solution to the exact solution (dots): the asymp-
totic solution is illustrated through the envelope function f(η) (solid line). Panels (a)
and (b) show the real part of the solution for ε = 0.25 and 0.5 respectively: Similar
accuracy occurs for the imaginary part.
vides an almost perfect absorbing layer and is also used later in our two-dimensional
computations.
Now to return to the asymptotic scheme: The expansion is as before, with the
counterpart to (2.19) being
fηη +MΩ
2
2f = −F δ(η) (2.35)
with Ω2 = Ω20 − ε2Ω22 and solution
f(η) =
iF
2Ω2
√
M
exp(iΩ2
√
M |η|). (2.36)
Thus, within the propagating frequency range one, close to the standing wave fre-
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quency, predicts the masses to oscillate out of phase and follow a longer-scale oscil-
latory envelope. This is indeed exactly what is observed and the envelope f(η) is
shown in fig. 2.5 where ε is deliberately taken large, is 0.25 and 0.5 to accentuate any
discrepancy.
2.2.4 Random defects
Once again, consider a lattice where a finite number (p+ q+1) of defective masses are
introduced. However this time the perturbation from the original value is dependent
upon a Gaussian random variableX ∼ N (µ, σ2)
yn+1 + yn−1 − 2yn = −MynΩ2
(
1 + εα
q∑
k=−p
δn−k,0Xk
)
, (2.37)
where Xk is a discrete-space i.i.d stochastic process (random field). An equiva-
lent equation of motion to (2.37) can be obtained by altering the right-hand side to
−MynΩ2 (1 + ε2αXn), where for n = −p → q, Xn is an i.i.d stochastic process
whilst for all other values it’s identically zero. After applying HFH we deduce the
following ODE valid in the vicinity of κ = π
fηη(η, R)−MΩ22(R)f(η, R) = MΩ20α
q∑
k=−p
δ(η − kε)Xη(R)f(η, R), (2.38)
where Xη is defined by the relation limε→0Xn = Xη and R denotes the realisation
number. Note that this equation resembles the Schro¨dinger’s equation for a quantum
particle in a Kronig-Penney model. If the alternate right-hand side of equation (2.37)
is taken the resulting Schro¨dinger equation is
fηη(η, R)−MΩ22(R)f(η, R) = MΩ20αXη(R)f(η, R). (2.39)
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The crucial difference between equations (2.38) and (2.39) is the information required
from the continuous stochastic variable Xη; in the former case it’s effectively a
discrete process whilst in the latter, the entire range must be considered.
Note that in equations (2.38) and (2.39) both functions f(η, R) and Ω22(R)
behave as random variables with the underlying mass variation Xk(R) dictating their
behaviour. Our desire is to deduce a relation between ⟨∫∞−∞ fdη⟩, ⟨Ω22⟩ (⟨.⟩ denotes
the mean value) and known quantities of the underlying Gaussian distribution.
We can easily deduce a relation analytically involving ⟨Ω22⟩, if we deal with a single
random impurity (p = q = 0). This is achieved by applying the forward and inverse
Fourier transform to equation (2.38) where eventually after some algebra we get
⟨Ω22⟩ = M
(
Ω20α
2
)2
⟨X20 ⟩. (2.40)
Two different realisations of Xn(R) are shown in figure 2.6 along with their numeri-
cally derived frequencies. These are compared with the mean frequency found, using
equation (2.40).
A relation involving ⟨∫∞−∞ fdη⟩ , for the single defect case, can also be deduced
when we restrict the mass variations to impurities less than the original value. Hence
we consider the square of the original random variable, X2k as opposed to Xk. The
purpose of this restriction is in order to guarantee a localised mode in the band gap,
Ω22 > 0 (additionally need to ensure X
2
k ̸= 0). We integrate equation (2.38) through
the entire range of η to give us
[f(η)]∞−∞ −MΩ22
∫ ∞
−∞
f (η) dη = MΩ20αX0f(0), (2.41)
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Figure 2.6: The above figures show two different realisations, namely panel (a) Xn(1), panel
(b)Xn(2), where p = q = 100, N = 301, ε = 0.005. The expected frequency derived from the
asymptotics is ⟨Ω2⟩ = 4.0001, whilst Ω2(R) = 4.00272, 4.00497 for R = 1, 2 respectively.
the first term disappears as we are dealing with a decaying solution, then we rearrange
and average out the resulting equation to give
−Ω20α⟨X20 ⟩ =
〈
max (Ω22)
∫∞
−∞ fdη
f(0)
〉
, (2.42)
where we have assumed that f(0) ̸= 0 and |f |→ 0 as |η|→∞.
2.3 Two-dimensional theory
In this section we shall implement the asymptotic method for the uniform lattice and
demonstrate the accuracy versus numerics and exact solutions. Localisation is demon-
strated by considering a sharp variation characterised by a step-function, that is, the
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masses within a small circle are all changed; this subterfuge is necessary as, for a sin-
gle changed mass, the asymptotics give a logarithmic singularity at the origin which
is awkward to encompass within a differential eigenvalue problem. For point forcing
however this is unnecessary and the propagating solution is easily identified.
We will then consider a lattice with a particular arrangement of masses that results
in a difference equation which is separable; this separable nature demonstrates a unique
relationship between the one-dimensional and two-dimensional lattice structures. We
apply our asymptotic method to this separable case and demonstrate its efficacy by
considering a gradual variation of the masses. We will also examine an interesting
phenomena which occurs near a flat portion of the dispersion curve, which corresponds
to zero group velocity, where oscillations occur along either or both diagonals of the
square lattice.
2.3.1 Uniform lattice
We begin with the simple lattice of identical masses with mass variation once again
characterised by g(n,m), with masses connected by linear strings with constant ten-
sion and only nearest neighbours interactions considered. This is equivalent to anti-
plane shear of the continuous version,
yn+1,m + yn−1,m + yn,m+1 + yn,m−1 − 4yn,m + Ω2Myn,m
= −Ω2yn,mm0n,mαε2g(n,m) (2.43)
For a perfect lattice,m0n,m = M or α = 0, one introduces a Bloch wavenumber vector
κ = (κ1, κ2) and
yn+Nˆ,m+Mˆ = exp(i[Nˆκ1 + Mˆκ2])yn,m (2.44)
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Figure 2.7: The uniform square lattice is shown in (a), whilst the irreducible Brillouin zone
is the triangle A,B,C in (b). M = 2 in the dispersion curve (c); the dashed lines are from the
asymptotics.
and the resulting dispersion relation is
MΩ2 = 4− 2(cosκ1 + cosκ2) (2.45)
with the dispersion curves shown in fig. 2.7(c). It is important to note that α and εwork
in conjunction, in order to dictate the mass variation and to ensure that the appropriate
terms in the discrete governing equation (2.43) propagate to the desired order.
We let the masses vary radially by defining g(η) = g(r) = H(a− r), where H(x)
is the Heaviside step function and a = nε, n ∈ Q>0. The exact solution is easily
obtained, see for instance [28], via discrete Fourier transforms as
yn,m = −
∑
p
∑
q
(M −mp,q)Ω2yp,q
4π2
∫ π
−π
∫ π
−π
exp[−i(α(n− p) + β(m− q))]
4−MΩ2 − 2(cosα + cosβ) dαdβ
(2.46)
where p2 + q2 < a and the dispersion relation follows when p = q = n = m = 0.
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Figure 2.8: The variables take the following values ε = 0.1,α = (m0/M − 1)/ε2, M = 2
whilst the value of the replaced mass ism0 = 1.8.(a) and (c) show the masses that are replaced
within a continuous radius, r = 1.8ε and r = 2ε respectively , via the introduction of a step
function variation. The corresponding displacements through η2 = 0 are shown in panels (b)
and (d). The numerical method gives Ω2 = 4.1140 and the asymptotics give Ω2 = 4.1096
for variation shown in panels (a)-(b). Similarly for panels (c)-(d) the numerical method gives
Ω2 = 4.1523 and the asymptotics give Ω2 = 4.1372.
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Note that the integral above can be simplified using the exact integrals in (2.10).
For localisation problems, an alternative to the Fourier transform method is to trun-
cate the difference equations and utilise the Kronecker product to formulate a large
matrix eigenvalue problem. The counterpart of forcing is incorporated via a minor
change with the right-hand side of (2.43) being replaced by F δn,0δm,0 in which case, if
one truncates the lattice at some value N , then the matrix equation
(D +MΩ2I/2)Y + Y (D + Ω2MI/2) = F (2.47)
is formed; this is Sylvester’s equation for which highly efficient solution techniques
exist [19]. In this matrix setting,D is the tridiagonal matrix with−2 along the diagonal
and 1 along the off-diagonals, I is the identity matrix, Y is a matrix of the yij and F is
a column vector containing the forcing. For propagating solutions one augments this
with PML as a simple adjustment of that used in the previous section.
As in the one-dimensional case, two-scales are introduced with η = (η1, η2) =
ε(n,m) on the macroscale and ε on the short scale. We are primarily interested in
the highest point of the dispersion curve in fig. 2.7(c) labelled as (i), as this lies at
the edge of the stop-band
(
Ω >
√
8/M
)
and can result in a localised mode when the
structure is perturbed. This highest point corresponds to anti-periodic oscillations in
both directions and so yn+1,m = y(η1 + ε, η2, 1, 0) = −y(η1 + ε, η2, 0, 0) in the two-
scale formulation with a similar form for the other terms in the difference equation.
Assuming that y(η1+ε, η2, 0, 0) = y(η1+ε, η2) is understood then, after some algebra,
we get
ε2(yη1η1 + yη2η2) + 8y +MΩ
2y(1 + αε2g(η)) = 0, (2.48)
where ȷ = (η1, η2). We adopt the ansatz (2.18), and follow through, to get y0(η1, η2) =
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f(η1, η2) where f satisfies the partial differential equation
∇2f −MΩ22f = MΩ20αfg(η) (2.49)
entirely on the long-scale; ∇2 being the Laplacian in η1, η2 and for forcing the right-
hand side is replaced by −F δ(η1)δ(η2).
Recall that as we did for the one-dimensional case, we can use the asymptotic
technique to give us an insight into the location of a localized mode. In two-dimensions
the ordinary or partial differential eigenvalue problem for isotropic oscillations has the
form
α∇2f + [β(η)− λ2]f = Lf − λ2f = 0 , (2.50)
where β → 0 as |η|→ ∞ and is known. Once again we multiply through by f and
integrate with respect to η1 and η2 from −∞ to +∞, we also assume that f decays as
|η|→∞, we obtain the following expression for the eigenvalue
λ2 =
∫
[−α (f 2η1 + f 2η2)+ β(η)f 2]dη1dη2∫
f 2dη1dη2
. (2.51)
Hence the differential operator L is a positive operator if α < 0 and β(η) > 0 and of
indeterminate sign otherwise.
Returning to equation (2.49), we note that for a perfect lattice, α = 0, the Bloch
asymptotics are
Ω2 ∼ 8
M
+
ε2
M
((κ1 − π)2 + (κ2 − π)2) (2.52)
which tallies precisely with the dispersion relation (2.45) in the limit as (κ1, κ2) →
(π, π); these asymptotics are shown as the dashed lines in fig. 2.7(c).
For localisation we alter the masses within a circle of radius a (in the long-scale)
and it is convenient to use polar coordinates with r2 = η21 + η
2
2 . We transform (2.49)
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Figure 2.9: Forced two-dimensional lattice of identical masses with M = 1, Ω2 = 1
and ε = 0.25. Panel (a) shows the real part of ynm, panel (b) the displacements along
the diagonal Real(ynn) with the points the numerical values and the solid line from
(2.58) and (c) showing Real(yn0), so along n with m = 0, with points the numerical
values and the solid lines the envelope function f (2.57).
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Figure 2.10: The same as Figure 2.9, but with ε = 0.5.
into
1
r
d
dr
(
r
df
dr
)
− Ω22Mf −MΩ20αg(r)f = 0 (2.53)
and for the finite number of masses being replaced g(r) = H(a− r), where H(. . .) is
the Heaviside function. We are left with two equations valid in an inner (r < a) and
outer (r > a) region. These are solved for Ω22 to give us
fI = AJ0
(√
Ω22M − αΩ20r
)
, fO = BK0
(
Ω2
√
Mr
)
, (2.54)
where fI , fO denote the inner and outer solutions andA,B are constants. Subsequently
Ω22 is found by matching across r = a to get the relation
dJ0(b2a)/dr
J0(b2a)
=
dK0(b1a)/dr
K0(b1a)
, (2.55)
⇒ b2aJ1(b2a)K0(b1a)− b1aK1(b1a)J0(b2a) = 0 (2.56)
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where b1 = Ω2
√
M and b2 =
√
Ω22M − αΩ20. Hence by equating the two so-
lutions at the boundary a and substituting in the value of Ω22 it follows that B =
AJ0(b2a)/K0(b1a). One then solves this numerically to identify Ω2. Fig. 2.8 shows
typical results, where the variation is shown for two different radii of the step function,
one centred on a mass and another centred within the elementary cell. For the latter
we imposed the following transformation ηi = η¯i + ε/2, where i = 1, 2 and (η¯1, η¯2)
are the new coordinates. Panels (a),(c) show the defect radii of the masses in the lattice
whilst panels (b),(d) show the envelope function f on the long-scale compared with
the displacements, derived from the numerics, on the short-scale.
The forced problem is more easily dealt with and within the propagating region we
set Ω22 = −λ22 and solve
∇2f +Mλ22f = −F δ(η1)δ(η2)
for which the solution is the well-known Green’s function for the Helmholtz equation
f =
Fi
4
H (1)0 (λ2
√
Mr) (2.57)
in terms of the Hankel function H(1)0 . Numerical results are shown in fig. 2.10 using
the solution of (2.47) with PML in an outer layer: The lattice consists of 1000× 1000
masses with a surrounding layer of PML 100 masses deep. A useful asymptotic result
from the exact solution, [84], that
ynn ∼ ∓exp(±in(π − ϕ)) exp(±iπ/4)
2
√
2πn sinϕ
as n→∞, (2.58)
where we assume unit masses, and cosϕ = 1 − (4 − Ω2)2/8 and the upper (lower)
signs are for Ω2 < 4 (Ω2 > 4), is used to check the accuracy of the numerics in panels
(b) of Figs 2.9 and 2.10 ; the difference between the PML numerics and the asymptotic
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solution is less that 10−3 for n > 20.
Typical results are shown in Figs 2.9 and 2.10 for ε = 0.25, 0.5 respectively with
panels (a),(c) showing that there is underlying long-scale structure given by f even
though locally the masses oscillate on the short-scale out-of-phase; moving farther
from the standing wave frequency shortens the long-scale oscillations in f until even-
tually they are the same scale as the local oscillations and the asymptotic scheme even-
tually fails.
2.3.2 Separable case
An interesting connection between one-dimensional chains and two-dimensional sys-
tems can be created by considering separable sytems: In continuous systems this can
be used to find exact dispersion relations for checkerboard media [38]. In the dis-
crete case, one notes that for specific mass variations one can set yn,m = unvm and
then generate equations in the n and m directions coupled through a separation con-
stant. Separability allows for additional insight into the relationship between the one
and two-dimensional lattice structures, as well as further numerical simplification. We
consider the difference equations below
y2n+1,2m + y2n−1,2m + y2n,2m+1 + y2n,2m−1 − 4y2n,2m = −2M1Ω2y2n,2m, (2.59)
y2n+2,2m+1 + y2n,2m+1 + y2n+1,2m+2 + y2n+1,2m − 4y2n+1,2m+1
= −2M2Ω2y2n+1,2m+1, (2.60)
y2n+2,2m + y2n,2m + y2n+1,2m+1 + y2n+1,2m−1 − 4y2n+1,2m
= −(M1 +M2)Ω2y2n+1,2m, (2.61)
y2n+1,2m+1 + y2n−1,2m+1 + y2n,2m+2 + y2n,2m − 4y2n,2m+1
= −(M1 +M2)Ω2y2n,2m+1. (2.62)
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Figure 2.11: Panel (a) shows the arrangement for the separable lattice with Brillouin zone
shown in panel (b). The elementary cell comprises of 4 masses, where, for M1 > M2, the
white mass has the value 2M1, the blue masses are M1 + M2 and the red mass has value
2M2. The dispersion curves shown in panels (c) and (d) are for different mass values. M2 = 1
throughout andM1 = 2, 5 in panels (c) and (d), respectively.
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If we truncate the lattice at some valueN (although this is not formally necessary) then
we reformulate into the following matrix equation
(D + Ω2M¯)Y + Y (D + Ω2M¯) = 0. (2.63)
whereD is a tri-diagonal matrix, with−2 along the main diagonal and 1 along the off-
diagonals; also M¯ = diag(M1,M2,M1,M2...) and Y = (yij) for 1 ! i, j ! N . This
matrix equation takes the form of Sylvester’s equation, which is mainly encountered
in control theory, and for which efficient techniques exist in order to derive solutions
[19].
We introduce matrices U and V that are constructed by repeating the column vec-
tors u and v respectively, for each column of the matrix. Hence
Y = Udiag(v1, v2, ..., vN) = diag(u1, u2, ..., uN)V.
and the matrix equation (2.63) is rewritten as
Pdiag(v1, v2, ..., vN) + diag(u1, u2, ..., uN)Q = 0
where
P = (B + Ω2M)U, Q = V (B + Ω2M).
We exploit the structure of this equation to introduce a separation constant µ2 so that
P = µ2INu, Q = −µ2INv
where u = Ui1,v = Vi1 for i = 1 → N and IN is the N2 identity matrix. We have
therefore derived two coupled eigenvalue problems that, along with the Bloch relation,
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reduce to a pair of coupled dispersion relations for µ2 and Ω2
(2−M1Ω2 + µ2)(2−M2Ω2 + µ2)− 2(1 + cos κ1) = 0 (2.64)
(2−M1Ω2 − µ2)(2−M2Ω2 − µ2)− 2(1 + cos κ2) = 0. (2.65)
Note that when κ1 = κ2 (Along AC in fig. 2.11), there are two curves for which
µ = 0 and the equations above collapse to the dispersion relation for a one-dimensional
diatomic lattice, (2.3).
Similar to the one-dimensional case, standing wave oscillations occur at the edges
of the Brillouin zone and it is around these points that we shall employ the asymp-
totic method outlined in [41]. Typical dispersion relations are shown in fig. 2.11(c)
and these show many interesting features. The majority of local solutions close to the
standing wave frequencies are quadratic, but as |κ|→ 0 with Ω ≪ 1, the previously
quadratic curves exhibit linear behaviour; this results in low-frequency waves (Ω < 1)
and one enters the regime covered by conventional homogenisation. The flat dispersion
curves, along the wavenumber range AC, in the Bloch spectrum where ∂Ω/∂|κ|= 0
correspond to zero group velocity and highly anisotropic standing waves occur here for
a range of |κ|; this range results in slow waves where no energy propagates along the
structure. These solutions are generic and of considerable interest, [34, 102, 118] hav-
ing been studied in monattomic systems, however as we will show here, and implicitly
in [41], the flat bands and consequent standing wave localised patterns also occur in
much more varied systems.
Note that the number and area of the stop bands increases with the difference be-
tween the two fundamental masses M1,M2. This is demonstrated in fig. 2.11(c) and
fig. 2.11(d), where for the case M1 = 5 there are 3 stop bands, a narrow band (be-
tween the lowest branch and the middle branches), a trapped one (between the central
branches and the highest curve) and another, where the frequency tends to infinity
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(above the highest curve). In the dispersion diagram in fig. 2.11(c) (M1 = 2), the
bottom stop band from the previous case disappears whilst the upper finite stop band
is valid for a smaller range of frequencies.
We once again use the natural separation of scales in order to treat this problem
asymptotically, as in [41], however we shall now focus our analysis of localisation
phenomena on specific standing wave frequencies, such as those bordering a stop-
band, those which are related to the one-dimensional diatomic lattice and those which
correspond to a flat band in the dispersion curve (labelled (i)-(v) in fig. 2.11(c)). In
[41] a different arrangement of masses was used which illustrated the efficacy of the
high frequency homogenisation in extracting local dispersion curves, but there was no
attempt to pursue the consequent eigenvectors for localised defect states.
The standing wave frequency, (i), which demarcates the pass and stop-bands is at-
tained when the lattice oscillates periodically in both the η1 and η2 directions. After
solving the leading order problem we derive this frequency and the associated eigen-
vector
Ω20 =
2(M1 +M2)
M1M2
, Y0 =
(
−M2
M1
,−M1
M2
, 1, 1
)T
. (2.66)
The eigenvector indicates the relative displacements of the masses in the elementary
cell, where we define the cell as four masses in the lattice, which are repeated over
the entire structure. Hence we utilise the convention introduced in [41] and define a
displacement vector of the cell as
y2n,2m = [y2n,2m, y2n+1,2m+1, y2n+1,2m, y2n,2m+1]
T . (2.67)
In the two-scale notation, the above vector (2.67) takes the form
y(η) = [y(η, 0, 0), y(η, 1, 1), y(η, 1, 0), y(η, 0, 1)]T , (2.68)
where the separation of scales and lack of explicit dependence on η gives us y0(η) =
79
f(η)Y0 as the leading order displacement.
A variant of the Fredholm alternative states that the linear equation Aˆx = b has
a solution if and only if, for y such that AˆTy = 0,yTb = 0. Here Aˆ ∈ RN×N
and x,b ∈ RN . This motivates our solvability condition at first order which gives us
Ω1 = 0. We subsequently move onto second order where we obtain an isotropic PDE
which connects the second-order correction and the macro-scale variation f(η),
∇2f − (M1 +M2)Ω22f = 0 (2.69)
where∇2 = ∂2η1 + ∂2η2 and ∂kηj = ∂k/∂ηkj is the k’th derivative with respect to ηj . This
equation is analogous to equation (2.49), which encompassed all the information near
the highest standing wave frequency, in the perturbed uniform square lattice.
Along AC (κ1, κ2) : (0, 0) → (π/2, π/2), the dispersion curves are related to
the diatomic chain and a correspondence due to the separable nature of the lattice is
observed in fig. 2.11 (d) where the dark lines in the dispersion curve are exactly those
found for the diatomic chain in one dimension. Additionally the points (i)-(iv) are the
higher dimensional analogues of the standing wave frequencies of the diatomic chain,
where equation (2.69) corresponds to the ODE
fηη − M1 +M2
2
Ω22f = 0. (2.70)
This equation characterises in-phase oscillations in the diatomic chain for a non-zero
standing wave frequency. Point (ii) in fig. 2.11 (c) is associated to a PDE of a sim-
ilar form to equation (2.69) whilst the ODE associated to in-phase oscillations in the
acoustic branch of the dispersion curve is similar to equation (2.70); the only alteration
in both equations is the ”−” sign being changed to a ”+” sign. For points (iii)-(iv) the
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PDE associated to the standing wave frequencies is
∇2f ± (M1 −M2)Ω22f = 0, (2.71)
and the related ODE in the diatomic chain is
fηη ± M1 −M2
2
Ω22f = 0. (2.72)
Hence the phenomena observed in the one-dimensional diatomic case are also evident
in the two-dimensional separable lattice structure.
The point (v) in fig. 2.11 (c) bordering the flat band corresponds to a repeated
eigenvalue, Ω2 = 4/(M1+M2), in the case where the lattice oscillates out-of-phase in
both directions η1 and η2. The asymptotics in this case are more involved and we use
the notation and methodology of [41]. The eigenvectors associated with the repeated
eigenvalue are
Y
(1)
0 = [0, 0, 1, 0]
T , Y(2)0 = [0, 0, 0, 1]
T . (2.73)
Proceeding through the asymptotics, we once again obtain Ω1 = 0 from the first order
problem, however this is a degenerate case due to the repeated eigenvalue, and the
solution is
y1 = Y
(1)
1 f1(η) +Y
(2)
1 f2(η). (2.74)
So there are now two functions f (1,2) to find asymptotic PDEs for. The inhomogeneous
solutions take the values
Y
(1)
1 =
M1 +M2
2(M2 −M1)
[
∂
∂η1
,
∂
∂η2
, 0, 0
]T
, Y(2)1 =
M1 +M2
2(M2 −M1)
[
∂
∂η2
,
∂
∂η1
, 0, 0
]T
.
(2.75)
As the first-order correction to the double eigenvalue is zero, we move onto the second-
order problem and subsequently obtain two decoupled hyperbolic differential equa-
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tions. For j = 1 we get
f1,η1η1 − f1,η2η2 + Ω22(M1 −M2)f1 = 0 (2.76)
whilst for j = 2
f2,η1η1 − f2,η2η2 + Ω22(M2 −M1)f2 = 0. (2.77)
These are in stark contrast to the elliptic PDEs that we obtain at the other standing
wave frequencies. This switch in behaviour is indicative of a fundamental change in
behaviour and, as we shall see later, the forced solutions consist of highly anisotropic
localised states along directions determined by the characteristics of these hyperbolic
equations.
The infinite Bloch lattice near the region C has the following periodicity conditions
fj(η) = fˆj exp
[
i
((
k1 − π
2ε
)
η1 +
(
k2 − π
2ε
)
η2
)]
, j = 1, 2 . (2.78)
where fˆj, j = 1, 2 are constants. If we approach the region C, along the path CB, we
find that κ2 = π/2, hence the dispersion curve is locally independent of η2. We obtain
two independent dispersion relations
Ω2 ∼ Ω20 ±
(κ1 − π/2)2
M1 −M2 +O(ε
3) (2.79)
where the “+” sign corresponds to equation (2.76) and the “-” sign to equation (2.77).
Along CA, κ1 = κ2, hence both PDE’s imply that Ω22 = 0, so Ω
2 ∼ Ω20.
Along AC in the Bloch spectrum κ1 = κ2, therefore it can be seen from equations
(2.76) and (2.77), thatΩ22 = 0. If we were to move to higher orders of ε it would follow
that the second-order term still equates to zero, hence along AC, Ω2 ∼ Ω20 and it can
be seen that the dispersion curve is flat in this region. The flat curve suggests that the
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group velocity is zero along AC, low group-velocities are pertinent to various physical
applications, such as slow light. Along BA the second-order correction does not
vanish, hence we can perturb around the standing wave frequency. So the dependence
of the vibration frequency on the wavenumber is locally quadratic but the appearance
is dependent upon the direction in which one approaches Ω20 = 4/(M1 +M2). In fact
with the exception of the flat bands, the dispersion curve is locally quadratic about all
standing wave frequencies for the separable lattice.
An interesting phenomena occurs when we perturb about this standing wave fre-
quency, as shown in fig. 2.13, the kinematic excitation of the square lattice leads to
modes which resemble a star-wave pattern, the phenomenon is simulated numerically
and using our asymptotic method. To analyse this behaviour using our asymptotic
scheme we force the lattice by applying a force in a single elementary cell of the lat-
tice and solve the amended version of equations (2.76) and (2.77)
f1,η1η1 − f1,η2η2 + Ω22(M1 −M2)f1 = −F δ(η1)δ(η2), (2.80)
along with
f2,η1η1 − f2,η2η2 + Ω22(M2 −M1)f2 = −F δ(η1)δ(η2). (2.81)
Note that the equations (2.80) and (2.81) are similar to the PDE obtained at point (ii)
in fig. 2.7 which is
fη1η1 − fη2η2 + Ω22Mf = −F δ(η1)δ(η2). (2.82)
Hence solving this equation corresponds to a single mass forcing in the central position
of the uniform lattice, after some algebra we obtain the following solution to equation
(2.82)
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f(η1, η2) =
⎧⎪⎨⎪⎪⎩
AK0
(
iΩ2
√
Mγ
)
γ < 0
BH (1)0
(
Ω2
√
Mγ
)
γ > 0
(2.83)
where γ = η21 − η22; K0, H(1)0 are Bessel functions and A,B are constants. Note that
along the characteristics η1 = ±η2, there is a logarithmic singularity.
Figure 2.12: The absolute value of the displacement, |f (η) | is shown for when the uniform
lattice is excited at the frequency Ω2 = 4/M + 0.1, where M = 1. This is obtained directly
from forcing the difference equation (2.43), where F = −1 and a PML has been applied around
the edges.
We can now examine the decoupled equations for the separable lattice structure,
(2.80) and (2.81), where we have applied a forcing to two masses located along the di-
agonal η1 = η2 within the central elementary cell. The short-scale oscillations associ-
ated with the long-scale displacement functions f1 and f2 are shown in fig. 2.13 below.
The displacements about point (v) in the dispersion curve is governed by the equation
y0 = f1Y
(1)
0 + f2Y
(1)
0 , where fj for j = 1, 2 have a star-wave pattern, as shown in
fig. 2.13. This implies that if we excite near the flat-band frequency and force the
elementary cell in such a manner that the lattice favours oscillating anti-periodically in
both directions, we obtain the mass displacements shown in the fig. 2.14, where the
oscillations are only along η1 = η2.
Additionally when we force a single mass at the central position of the separable
lattice we obtain displacements with a star-like formation similar to the uniform
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Figure 2.13: This figure shows the standing wave pattern of the lattice structure for oscillations
in the separable lattice about point (v) in the dispersion curve shown in fig. 2.11. The governing
equations for the long-scale modulation are (2.80) and (2.81) for each figure respectively.
lattice, as shown in fig. 2.13.
The two-dimensional diatomic lattice in [41] has the following coupled equation
which governs motion at the upper flat-band frequency (4/M2, whereM2 < M1); this
is at the edge of the Brillouin zone in an identical location to (v) in the separable lattice,
∇2fi + 2fj,η1η2 + Ω22(M1 −M2)fi = 0 (2.84)
where i ̸= j and can take values 1 or 2 and the associated eigenvectors are identical to
(2.73). Equation (2.84) can be simplified to
(
∂
∂η1
− ∂
∂η2
)2
F¯ + Ω22(M1 −M2)F¯ = 0 (2.85)
where F¯ = f1 − f2. If a forcing is applied to a single mass, equation (2.85) would
resemble (2.82), hence due to the equation’s hyperbolic nature we obtain star-wave
oscillations for the diatomic lattice near the flat band.
If we setM1 = M2 = M/2 in the separable lattice, limiting to an elementary cell
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Figure 2.14: The panel on the left shows the standing wave pattern as governed by the asymp-
totics, whilst the panel on the right shows the displacements when two masses are forced such
that a localised mode about point (v) in fig. 2.11 is located, M1 = 1.1,M2 = 1,Ω2 =
4/(M1 +M2) + 0.05 and F = −2.
consisting of uniform masses, some of the branches in the dispersion curve shown in
fig. 2.11 coalesce, hence a simple substitution of M in equations (2.69), (2.76) and
(2.77) does not give the asymptotics. For example, previously we had two coupled
equations at (v) in fig. 2.11 but due to points (iii)-(v) in fig. 2.11 coalescing into (ii) in
fig. 2.15 and the repeating nature of the elementary cell and the constituent masses we
now obtain four coupled equations.
Perturbing about point (ii) we obtain these equations
2 (f3,η1 + f3,η2) +Mf1Ω
2
1 = 0, 2 (f4,η1 + f3,η2)−Mf2Ω21 = 0,
2 (f1,η1 − f2,η2)−Mf3Ω21 = 0, 2 (f1,η2 − f2,η1)−Mf4Ω21 = 0,
where the leading order displacement takes the form
y0(η) = f1e1 + f2e2 + f3e3 + f4e4.
The eigenvectors ej correspond to a four dimensional unit vector comprised of zeroes
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Figure 2.15: The uniform square lattice is shown in (a) where now we consider the elementary
cell as a set of four masses, whilst the irreducible Brillouin zone is the triangle A,B,C in (b).
M = 1 in the dispersion curve (c); the dashed lines are the asymptotics.
in all locations other than in the j’th position. Note that near the point (ii), the disper-
sion curve from either approach is linear unlike the separable case where the curve was
quadratic near all the standing wave frequencies.
Point (i) located at Ω20 = 4/M in fig. 2.15 is represented by two anisotropic couple
PDE’s
fi,η1η1 − fi,η2η2 −MfjΩ22 = 0,
i, j = 1, 2 and i ̸= j. The corresponding short-scale modulation is characterised by
the eigenvectors
Y0
(1) = [−1, 1, 0, 0]T , Y0(2) = [0, 0,−1, 1]T ,
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the two equations governing the long-scale modulation can be simplified to
F¯η1η1 − F¯η2η2 + Ω22MF¯ = 0 (2.86)
hence if we were to force a single mass we would obtain a star-wave pattern for oscil-
lations in the uniform lattice, as expected from equation (2.82).
2.4 Concluding remarks
We demonstrate here that the high frequency homogenisation approach, when ap-
plied to lattices, creates asymptotic ODE and PDEs that capture the essence of the
macroscale behaviour of a structured discrete medium even when it has defects on
the microscale. This is true in both one and two dimensions and therefore the under-
lying mathematical ideas can be translated into continua with microstructure such as
photonic crystals.
In passing, to highlight the effectiveness of the methodology, we consider a sep-
arable discrete structure that is two-dimensional, but retains some elements of a one-
dimensional medium. It is therefore an ideal model in which to investigate localisation.
Interestingly, the asymptotic PDEs change from elliptic to hyperbolic and localised
standing wave solutions emerge which are generic in these systems.
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Chapter 3
Discrete hexagonal and honeycomb
structures
3.1 Background
The modelling of waves passing through honeycomb structures is enjoying a renais-
sance due to modern settings in graphene [98], honeycomb structures in composites
[121], frame and truss structures [33, 104], and in a continuum setting in photonics
[130]. Particularly striking features are the dynamic, frequency-dependent, anisotropy
of the bulk medium that leads to exciting and topical applications in optical and acous-
tic metamaterials [59] such as negative refraction, lensing and cloaking. Quite remark-
able effects are induced by this effective anisotropy with, at one extreme, all of the
energy being concentrated as directional standing waves creating cross shapes of os-
cillations in both discrete lattice, as seen in the prior chapter and [14, 101] in addition
to frame [33] and photonic [36] systems.
These dynamic problems are approachable for infinite perfect lattices by using an
elementary cell that repeats periodically. Complementary to the study of perfect lattice
systems are those containing defects [81] or Green’s function excitations [18, 95] with
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exact Green’s solutions available for discrete hexagonal, honeycomb [65] or square
[46, 84] lattice systems. Nonetheless these exact solutions, given typically as integrals
or in elliptic functions, often resist simple interpretation [84] and are complicated by
transitions from propagating to stop-band regimes: it is attractive to try to replace a
discrete lattice system, or other basically periodic medium, with an effective continuum
that can reproduce the observed phenomena.
All the prior applications of the high frequency theory, ([40, 9, 99, 8]) have been on
a square lattice and the homogenisation theory was only briefly extended to discrete
square lattice systems in [41, 78]. Our aim herein is to generalise to the important
cases of hexagonal and honeycomb discrete lattice structures thereby creating effective
continuum models for them valid away from low frequency.
An interesting situation occurs for edge states or line defects embedded within
these regular hexagonal or honeycomb lattice of identical masses with a single infinite
line of altered masses. Surface waves then propagate along the line defect, and decay
exponentially perpendicular to the defect. We construct the dispersion curves both ex-
actly and through high frequency homogenisation; the latter represents the line defect
in the continuum setting as an effective string with the lattice and the masses incorpo-
rated into effective parameters. Likewise for the hexagonal and honeycomb line defect
systems dispersion curves and effective properties are extracted and are relevant to, for
instance, the edge states of graphene.
The plan of this chapter is as follows: in section 3.2 we illustrate our homogenisa-
tion theory by initially formulating the problem of wave propagation in hexagonal and
honeycomb geometries. We begin by considering Bloch waves in perfectly periodic
lattices and move on to test the efficacy of our method by comparing our asymptotic
solutions with those found using numerical simulations on lattices which have had an
external force applied on the scale of the microstructure. In section 3.3, we introduce
line-defects into our otherwise perfect lattice structure that lead to Rayleigh-Bloch
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waves. For the honeycomb lattice we demonstrate the two-scale approach for the case
of a lattice containing a single defective mass within the embedded zigzag line defect.
In section 3.4 we demonstrate that the effective equations, associated to a net created
by hexagonally arranged strings, can be deduced efficiently. This is accomplished by
us utilising the structure’s underlying connection with the discrete hexagonal lattice.
3.2 Discrete lattices
We consider both hexagonal and honeycomb lattices as some details are common to
both. A crucial detail is that these micro-structures have a very clear and natural rep-
resentation in a local short-scale lattice coordinate system which is not orthogonal,
whilst on the global long-scale an orthogonal Cartesian coordinate system is natural.
3.2.1 Hexagonal lattices
Formulation
We initially consider wave propagation through a uniform hexagonal lattice, as shown
in figure 4.1(a), where we consider transverse oscillations to the plane; this is some-
times called a triangular lattice [65]. Our two-scale approach will generate an effective
equation describing the macroscale motion explicitly whilst implicitly detailing the
microstructure within the coefficients. With this in mind, we define the short-scale dis-
crete coordinates n,m along the lattice basis vectors e1 and e2 respectively, as shown
in figure 4.1(a).
As we are primarily concerned with long-scale wave propagation through the lattice,
with wavelength potentially on the scale of the microstructure, we assume that the
distance between the masses is ε≪ 1; the basis vectors are explicitly written as
e1 = εi and e2 = ε
(
1/2i+
√
3/2j
)
(3.1)
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Figure 3.1: Panel (a) displays the hexagonal mass-spring lattice where the lattice basis vectors
are indicated by e1 and e2. The one mass and four mass elementary cells are indicated by the
smaller and larger parallelograms, respectively. Panel (b) shows the hexagonal 1st Brillouin
zone, where the irreducible zone for the single mass cell is indicated by the larger triangle
A = (0, 0), B =
(
0, 2π/
√
3
)
, C =
(
2π/3, 2π/
√
3
)
, whilst the irreducible zone for a 4 mass
elementary cell is shown by the dashed red lines E =
(
0,π/
√
3
)
, A, F =
(
π/3,π/
√
3
)
.
Panels (c) and (d) show the dispersion diagram for the single mass and 4 mass elementary
cell, respectively. The dashed lines in panel (c) were derived from the asymptotic method,
using (3.11,3.13). The dot-dash flat portion of the dispersion diagram in (c,d) corresponds to
wavenumbers along the line B, D =
(
π/2,π
√
3/2
)
shown in (b).
where i and j are unit vectors in an orthogonal Cartesian coordinate frame. This repre-
sentation of the lattice vectors provides a connection between the microstructure and
macrostructure as the long-scale coordinates, denoted by η1, η2 and treated as continu-
ous, are based on the orthogonal coordinate system
η1 = ε
(
n +
m
2
)
η2 = ε
(√
3m
2
)
. (3.2)
Note that continuous coordinates have been used extensively in describing motion
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within a myriad of discrete lattices, see [116], [117]. Our aim is to obtain effective
partial differential equations, posed entirely upon this long-scale, that nonetheless cap-
ture the short-scale features within coefficients.
Our analysis begins with a simple model expressed by the difference equation
−MΩ2yn,m = yn+1,m+yn−1,m+yn,m+1+yn,m−1+yn−1,m+1+yn+1,m−1−6yn,m, (3.3)
where yn,m denotes the displacement of the mass situated at r = ne1 + me2, Ω is
the vibration frequency andM is the mass. This governing equation is equivalent to a
second-order accurate 7 point approximation to the Laplacian on a hexagonal grid for
the wave equation [129] considering nearest neighbour interactions only; additionally
lengths, tension and other parameters have been scaled out of the problem which is
non-dimensional. Throughout this chapter we only consider time-harmonic motion,
hence the multiplicative factor exp (−iΩt) (where t is time) is considered understood
and suppressed henceforth. For a defect-free hexagonal lattice, the phase shift between
masses is represented by the Bloch wavenumber vector κ = (κ1, κ2), where κ =
κ1i+ κ2j and the quasi-periodicity condition is defined as
yn+Nˆ,m+Mˆ = exp
[
i
(
Nˆκ1 +
Mˆ
2
[
κ1 +
√
3κ2
])]
yn,m. (3.4)
Substitution into the difference equation (3.3) gives the well-known dispersion relation
(see [14], among others) relating frequency to phase shift as
Ω2 =
1
M
[
6− 4 cos
(κ1
2
)
cos
(
κ2
√
3
2
)
− 2 cos (κ1)
]
, (3.5)
the dispersion curves are shown in figure 3.1(c).
In chapter 7 it will be shown that, for a square lattice, there exists an interesting
mode of oscillation, which is missed if the usual route of plotting the dispersion rela-
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tion (3.5) around the edges of the irreducible Brillouin zone is chosen. This missing
mode is also present for the hexagonal lattice and is formed by traversing the diagonal
path, shown as BD in figure 3.1(b). This mode corresponds to the flat band in the dis-
persion curve (figure 3.1(c)) and implies zero-group velocity for a specified range of κ.
The flat-band is notably more prevalent if we consider an elementary cell comprised of
4 masses (figure 3.1(d), 0 ! κ1 ! π/3 and 0 ! κ2 ! π/
√
3); visually, this is demon-
strated by the way that the smaller triangle is reflected within the larger one of figure
3.1(b). It is anticipated that this missing mode is present within all two-dimensional
Bravais lattices in addition to specific non-Bravais structures such as the periodic hon-
eycomb structure that will be considered later. The oscillations associated with this flat
band, and the highly anisotropic response, is analysed later using asymptotics, (3.22),
and is related to star-waves found in [14].
Asymptotics
Applying the asymptotic method of [41] to the hexagonal mass-spring model allows us
to derive an equation that encapsulates themotion on the long-scale with the microscale
behaviour implicitly defined. This is achieved by treating the long-scale and the short-
scale coordinates as independent, hence the displacement is
yn+N,m+M = y(η1 + η̂1, η2 + η̂2, N,M), (3.6)
in this setting where η̂1 = ε (N +M/2) and η̂2 = ε
(√
3/2
)
M and N,M ∈ Z: nat-
urally we view our macroscale in an orthogonal coordinate frame, (3.2), whilst the
short-scale oscillations take into explicit consideration the hexagonal lattice geome-
try. The first two independent variables in (3.6) are associated with the continuous
macroscale motion along η = η1i + η2j; the latter two variables correspond to the
discrete microscale motion along the hexagonal lattice basis vectors, e1 and e2. For a
perfect lattice the Bloch relation (4.3) is applied to the displacement function and (3.6)
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has the natural separation that
y(η1 + η̂1, η2 + η̂2, N,M) = exp
[
i
(
Nκ1 +
M
2
[
κ1 +
√
3κ2
])]
×y(η1 + η̂1, η2 + η̂2, 0, 0). (3.7)
This is indicative that the purely continuous displacement function y(η1 + η̂1, η2 +
η̂2, 0, 0) is key; we omit the last two arguments hereon and write it as y(η1+η̂1, η2+η̂2),
which is expanded in orders of ε as
y(η1 + η̂1, η2 + η̂2) = y(η) + η̂1
∂y(η)
∂η1
+ η̂2
∂y(η)
∂η2
+
1
2
(
η̂1
2∂
2y(η)
∂η21
+ η̂2
2∂
2y(η)
∂η22
+ 2η̂1η̂2
∂2y(η)
∂η1∂η2
)
+O(ε3). (3.8)
To apply the asymptotic method we expand both the continuous displacement function
and the frequency squared in powers of ε
y (η1, η2) = y0 (η1, η2) + εy1 (η1, η2) + ε
2y2 (η1, η2) +O(ε
3), (3.9)
Ω2 = Ω20 + εΩ
2
1 + ε
2Ω22 +O(ε
3). (3.10)
This separation of scales of the displacement, and the subsequent expansions, are ap-
plied to the difference equation (3.3) with the resulting equations solved in orders of
ε.
Our initial interest is in deriving a continuous equation characterising motion near
the flat band frequency at pointB,
(
0, 2π/
√
3
)
. Following the methodology in [41, 78]
the standing wave frequency is Ω0 =
√
8/M , Ω1 = 0, and the second-order correction
leads to the long-scale equation for y0 (η1, η2) = f (η1, η2) as
3fη2η2 − fη1η1 − 2MΩ22f = 0. (3.11)
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We check the validity of this for a perfect lattice, using the quasi-periodic Bloch con-
dition about κ =
(
0, 2π/
√
3
)
,
f (η1, η2) = Fˆ exp
[
i
(
η1k1 + η2
(
k2 − 2π√
3ε
))]
. (3.12)
Substituting into equation (3.11) generates the asymptotic dispersion relation Ω22 =
k21/2M , where (κ1, κ2) = ε(k1, k2) and Fˆ is an arbitrary constant (κ : B → C in
figure 3.1(c)).
The methodology yields accurate asymptotics around all the standing wave fre-
quencies at the edges of the Brillouin zone, for instance around the point C in the
vicinity of the highest point of the dispersion curve, Ω0 =
√
9/M the long-scale equa-
tion
∇2f − 4
3
MΩ22f = 0, (3.13)
where ∇2 = ∂2η1 + ∂2η2 , ∂ηj = ∂/∂ηj for j = 1, 2, is found. The perturbation from the
standing wave frequency is Ω22 and if this correction is negative then this is a Helmholtz
equation allowing propagating solutions and conversely if this is positive we expect
decaying solutions; this is in agreement with intuition from the dispersion curves. We
compare this long-scale equation and Green’s function lattice forcings in section 3.2.1.
Fourier transform and numerics
A canonical example is the Green’s function for the hexagonal lattice and we modify
the system by forcing the lattice: the left-hand side of equation (3.3) acquires an addi-
tional−F δn,0δm,0 forcing term. We define the semi-discrete Fourier transform, and its
inverse, as
Y (k1, k2) =
∑
n∈Z
∑
m∈Z
yn,m exp (i [k.η(n,m)]) , (3.14)
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yn,m =
1
2ab
a∫
−a
b∫
0
Y (k1, k2) exp (−i [k.η(n,m)]) dk, (3.15)
where k = k1i+ k2j, a = 2π/
(√
3ε
)
b = 2π/ε and η(n,m) = η1i+ η2j describes the
nodal positions. Applying this transform to the amended difference equation gives the
solution as
yn,m = − F
2abε2
aε∫
−aε
bε∫
0
exp
(−i [κ1 (m/2 + n) + κ2 (√3m/2)])
MΩ2 − 6 + 2 cos (κ1) + 4 cos (κ1/2) cos
(√
3κ2/2
)dκ1dκ2.
(3.16)
As expected, the denominator of the function in the integral (3.16) is the dispersion re-
lation (3.5). If Ω >
√
9/M , we obtain a decaying defect mode in the non-propagating
region of the Bloch diagram. In that case, known integrals from [58] reduce (3.16) to
a single integral
yn,m = −F
π
π∫
0
cos [(2n+m) ζ ]
A
√
1− a2
(√
1− a2 − 1
a
)|m|
dζ , (3.17)
where
a = B/A, A = MΩ2 − 6 + 2 cos (2ζ) , B = 4 cos(ζ).
In the propagating region the lattice Green’s function solutions have been obtained in
terms of elliptic integrals for the hexagonal cases [65].
It is convenient to have an efficient, and independent, numerical alternative, and
check, upon our results. Truncating the infinite system to a finite system, N × N , of
masses (the lattice contains N masses in the e1 and e2 direction) and reformulating
the forced variation of the governing equation (3.3) results in the following matrix
equation
DY + Y D + EY E + ETY ET +MΩ2Y = −F. (3.18)
where D,E, F are sparse matrices of size N × N and are zero everywhere, except at
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the following positions
[E]i,i+1 = 1, D = E + E
T − 3IN , [Y ]a,b = ya−χ,b−χ, [F ]χ,χ = 1, (3.19)
where i = 1→ (N − 1), a, b = 1→ N,
IN is the N × N identity matrix and χ = (N + 1)/2. Numerically, we solve (3.18)
by transforming it into a large N2×N2 matrix-vector problem utilising the Kronecker
product. There is the natural question of the boundary conditions to employ and we
utilise a variant of perfectly matched layers (PML), as outlined in chapter [2, section
2.2.3] to prevent spurious reflections from the domain edges.
Forcing and comparison
Given the exact solution, and the matrix approach, of the previous section we proceed
to see how the asymptotic solution fares. We begin near the edge of the Brillouin zone,
at the point C, where κ =
(
2π/3, 2π/
√
3
)
; we augment (3.13) by incorporating the
forcing. The forcing is moved to the long-scale using δn,0δm,0 = ε2δ(η1)δ(η2) and the
asymptotic governing equation is
∇2f − 4
3
MΩ22f = −
4
3
F δ(η1)δ(η2). (3.20)
The solution to (3.20) is the Green’s function to the Pseudo-Helmholtz equation which
is
f = −2F
3π
K0
(
2
√
M
3
Ω2|r|
)
, (3.21)
where |r|= √η21 + η22 and K0(z) is the modified Bessel function [2]. In chapter 2 we
considered square lattices and both elliptic and hyperbolic equations of a similar form
to this hexagonal case were obtained; the solutions for forced square lattices were also
Bessel functions.
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Figure 3.2: In panel (a) the long-scale axisymmetric nature of the lattice displacements, at a
frequency close to Ω2 = 9/M , close to point C , in figure 3.1(b) is demonstrated. Panel (b)
shows a comparison between the asymptotic solution (3.21), the dashed envelope, the numerics
from the matrix equation (3.18) (solid points) and the solution from (3.17) (solid line). The
comparison is taken along the η1 direction (m = 0). In both panels, the frequency is Ω2 =
9/M + 0.005 where M = 1, for the matrix approach the number of points in the lattice is
N = 87 and ε = 0.1.
We now compare the Bessel function solution (3.21) to the yn,m derived using the
Fourier transforms (3.17) and the numerical solution of the matrix problem (3.18). For
frequencies in the band-gap the solutions decay and in this decaying regime typical
results are shown in figure 3.2, where the lattice consists of 6012 masses in (n,m)
space. The asymptotics perform excellently capturing the long-scale decay and local
oscillations respectively.
We now move onto analysing the forced variation of the PDE (3.11) governing
motion near the flat-band at point B,
3fη2η2 − fη1η1 − 2MΩ22f = −F δ (η1) δ (η2) . (3.22)
An important point versus (3.20) is that the PDE in (3.22) has changed character to
99
Figure 3.3: Panel (a) shows the first Brillouin zone where the points associated to the hyper-
bolic PDE’s of the form (3.22) are labelled. Panel (b) shows |yn,m|, derived from the forced
variation of the matrix equation (3.18), for fixed frequency Ω2 =
√
8 − 0.01. The lattice has
been truncated to containN = 301masses in the e1, e2 direction, with PML applied 31masses
deep around the perimeter, the mass value is taken asM = 1.
become hyperbolic; this equation has solutions
f(η1, η2) =
⎧⎪⎪⎨⎪⎪⎩
AK0
(
Ω2γ
√
2M/3
)
γ > 0
BH(1)0
(
Ω2γ
√
2M/3
)
γ < 0
, (3.23)
where γ2 = η22 − 3η21 and A,B are constants and H(1)0 (z) is a Hankel function [2].
An important feature of the solution is that along the e2 and e2 − (1/2)e1 axes we
obtain a logarithmic singularity. For the square lattices treated in chapter 2 a hyper-
bolic equation of the form (3.22) gave lattice oscillations predominantly along the two
characteristics of the associated PDE. For the hexagonal lattice, if the lattice is excited
at the frequency Ω ∼ √8 we obtain star-like oscillations, see figure 3.3(b), along three
characteristics, not just the X-wave oscillations found in the square case along two
characteristics. The three characteristics are justified by examining the PDE’s anal-
ogous to (3.22) which describe standing-wave oscillations at the points indicated in
figure 3.3(a). Points A,B correspond to the PDE (3.11) whilst the following equation
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∂2f
∂ρ2j
− 3 ∂
2f
∂ρ2j+1
+ 2MΩ22y0 = −F δ (ρj) (3.24)
dictates motion about points C,D for j = 1 and E, F for j = 3, where we have used
the following definitions in equation (3.24)
⎛⎜⎝ρ1
ρ3
⎞⎟⎠ =
⎛⎜⎝rot−π/3
rotπ/3
⎞⎟⎠
⎛⎜⎝η
η
⎞⎟⎠ , ρ1 = (ρ1, ρ2)T ,ρ3 = (ρ3, ρ4)T , (3.25)
rotα is the α-rotation matrix of size 22. It follows that the solution to equation (3.24) is
f(ρi) =
⎧⎪⎪⎨⎪⎪⎩
CiH(1)0
(
Ω2υi
√
2M/3
)
υi > 0
DiK0
(
Ω2υi
√
2M/3
)
υi < 0
, (3.26)
for i = 1, υ1 =
√
3ρ21 − ρ22, i = 3, υ2 =
√
3ρ23 − ρ24 and Ci,Di are constants. This
solution indicates that the characteristics at pointsC−D andE−F are±π/3 rotational
transformations to those present at points A − B. If the lattice is excited at the flat
band frequency we obtain a star-like pattern due to the superposition of these X-waves.
These line-localised waveforms, for the hexagonal and square mass-spring lattices are
also discussed in [14], and for lattice frames [34]; these star-like waveforms also occur
for continuous media [36] and even for structured elastic media [10] and are a generic
feature of waves in microstructured media.
3.2.2 Honeycomb structure
Honeycomb structures, as shown in figure 3.4, contain the same basis vectors as the
hexagonal lattice and hence are closely mathematically related, there is however an
important nuance as there are now coupled difference equations to consider.
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Figure 3.4: Panel (a) shows the honeycomb mass-spring model where pn,m (qn,m) represents
the displacement of the white (blue) masses. The magenta dash-dot lines represent integer
values along the e1 axis whilst the dashed lines correspond to integer values along the e2.
Panel (b) shows the dispersion curve for the honeycomb lattice, where M = 1, and where
we have used the irreducible Brillouin zone BAC shown in figure 3.1(b). The asymptotics,
almost indistinguishable from the exact solution (solid lines), are indicated by the blue dashed
lines whilst the red dash-dot lines shows the hidden mode, correspondimg to BD within the
irreducible zone (figure 3.1(b)).
Formulation
The formulation for the honeycomb, figure 3.4(a), follows in a similar vein to that of
the hexagonal lattice, where the long-scale orthogonal coordinate η is now defined as
η1 =
1
2
ε (n−m) η2 =
√
3
2
ε (n+m) , (3.27)
n,m ∈ Z are defined along the honeycomb basis vectors e1 = ε
(
1/2i+
√
3/2j
)
, e2 =
ε
(−1/2i+√3/2j) (as shown in figure 3.4(a)) and ε≪ 1. The non-dimensional form
of the difference equations governing motion in the honeycomb are now the coupled
system
−Ω2Mpn,m = qn,m−1 + qn−1,m + qn,m − 3pn,m
−Ω2Mqn,m = pn,m + pn,m+1 + pn+1,m − 3qn,m, (3.28)
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whereM is the mass value at the locations associated to qn,m, pn,m, as shown in figure
3.4(a). An arbitrary position within the lattice is defined as r = ne1 + me2 and the
basis vectors are shown in figure 3.4(a). A similar Bloch condition to (4.3) holds for
the honeycomb
yn+N,m+M = exp
(
i
[
N
2
(
κ1 +
√
3κ2
)
+
M
2
(√
3κ2 − κ1
)])
yn,m, (3.29)
where N,M ∈ Z and yn,m represents the displacement vector yn,m = [pn,m, qn,m]T .
The dispersion relation is derived by substituting the above Bloch relation into the
difference equations and solving accordingly, thereby giving
Ω2O,A =
3
M
±
√√√√ 1
M2
+
4
M2
cos
(κ1
2
)[
cos
(κ1
2
)
+ cos
(√
3κ2
2
)]
, (3.30)
ΩO represents the optical mode (+) and ΩA the acoustic mode (−). The honeycomb
shown in figure 3.4(a) is a non-Bravais structure that is constructed using a basis, con-
sisting of two masses, replicated over the entire lattice at identical locations to the
masses in the hexagonal structure. Our formulation resembles the phenomenological
nearest-neighbour tight-binding model of graphene, where the primitive basis vectors
are identical to that of the hexagonal lattice, hence it follows that the Brillouin zone for
the honeycomb is given by figure 3.1(b). Due to the similarities in the composition of
the hexagonal and honeycomb lattice, the hidden mode appears in an identical location
in κ space, as shown in the dispersion diagram of figure 3.4(b).
Asymptotics
The coupled difference equations (3.28) are treated in a similar manner to the earlier
hexagonal lattice case; we again define the macroscale in terms of the orthogonal co-
ordinates η = η1i+η2j and the short-scale oscillations using the primitive lattice basis
vectors. Similarly to the hexagonal lattice asymptotics of section 3.2.2 we utilise the
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Bloch relation (3.29) to show the natural separation of scales
p(η1 + η̂1, η2 + η̂2, N,M) = exp
(
i
[
N
2
(
κ1 +
√
3κ2
)
+
M
2
(√
3κ2 − κ1
)])
× p(η1 + η̂1, η2 + η̂2, 0, 0), (3.31)
c.f. (3.7), where η̂1 = ε/2(N − M) and η̂2 = ε
√
3/2(N + M) and N,M ∈ Z;
q(η1 + η̂1, η2 + η̂2, N,M) is treated in an identical manner. The continuous displace-
ment is conveniently written as a vector function, with first component p(η1 + η̂1, η2 +
η̂2, 0, 0) = p(η1 + η̂1, η2 + η̂2) and second component q(η1 + η̂1, η2 + η̂2, 0, 0) =
q(η1 + η̂1, η2 + η̂2). The transformation (3.31) is applied the difference equations and
we Taylor expand as in (3.8); the frequency is expanded in powers of ε, as in (3.10),
and the ansatz
p (η1, η2) = p0 (η1, η2) + εp1 (η1, η2) + ε
2p2 (η1, η2) +O(ε
3), (3.32)
q (η1, η2) = q0 (η1, η2) + εq1 (η1, η2) + ε
2q2 (η1, η2) +O(ε
3). (3.33)
is applied for p and q.
This leads to a series of equations in orders of ε, valid at the various standing
wave frequencies, that we solve order-by-order. Following the methodology of [41,
78] we derive the continuous long-scale equation valid in the vicinity of the point A
κ = (0, 0), this PDE governs motion about the highest point in the dispersion curve.
The leading order (standing wave) frequency and equations relating the displacement
functions are found as
Ω0 =
√
6/M, y0 = [−1, 1]T q0 (η1, η2) , (3.34)
∇2q0 (η1, η2)− 4MΩ22q0 (η1, η2) = 0. (3.35)
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A relationship between the first-order displacement terms is also deduced at O(ε)
p1 = −
(
1
2
[
∂p0
∂η1
+
1√
3
∂p0
∂η2
]
+ q1
)
, (3.36)
where governing equation for q1 can be found atO(ε3). We can also derive the leading
order frequency and displacement function relations, valid near the flat-band frequency
at point B, κ
(
0, 2π/
√
3
)
,
Ω0 =
√
4/M, y0 = [1, 1]
T p0 (η1, η2) , (3.37)
p0,η1η1 − 3p0,η2η2 − 4Ω22Mp0 (η1, η2) = 0. (3.38)
Similar to the previously analysed standing wave frequency, a relationship between the
first-order displacements is found at O(ε)
p1 = −
(
3
2
[
∂p0
∂η1
+
1√
3
∂p0
∂η2
]
− q1
)
. (3.39)
The PDE in (3.38) is hyperbolic and if we excite the lattice at the flat-band frequency
we obtain star-like oscillations similarly to that for the hexagonal lattice in figure
3.3(b). This hyperbolic equation indicates that oscillations occur in an X-shape, pre-
dominately along the directions of the e1 and e2 axis, for both sets of masses associ-
ated to the displacements pn,m and qn,m. When we excite the lattice at the flat-band
frequency we obtain oscillations formed from the superposition of these X-waves.
An important feature of the dispersion curves is that there is the locally linear cross-
ing of the dispersion curves at the point C: the so-called Dirac point. The absence of a
finite stop-band is because of these Dirac points, located at the six corners of the first
Brillouin zone; if we had a diatomic honeycomb structure, with alternating masses
within a single hexagonal cell then a finite stop-band would open up as shown in [51].
When we apply our multiple scales scheme at the Dirac point κ = (2π/3, 2π/
√
3), we
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get the leading order frequency and displacement components
Ω0 =
√
3/M, y0(η1, η2) =
(
−
[√
3/
(
2MΩ21
)] [ ∂
∂η2
− i ∂
∂η1
]
, 1
)
q0 (η1, η2) ,
(3.40)
where q0 is found from solving following elliptic equation
∇2q0 (η1, η2) + 4
3
M2Ω41q0 (η1, η2) = 0, (3.41)
derived using the solvability condition at O(ε).
Fourier transform and numerics
In order to stringently verify our asymptotic method for the honeycomb structure, we
shall apply a localised external forcing to the central mass associated to the qn,m dis-
placements and compare the asymptotics with numerics. For completeness we derive
the exact solution using Fourier transforms, although due to ease of computation, we
shall opt to validate our multiple-scale scheme against numerics.
Initially we use the semi-discrete Fourier transform on pn,m, qn,m, as defined in
(3.14) and (3.15), where η(n,m) = (η1, η2) with ηj defined in (3.27). We apply this
transform to the forced variation of the difference equations, whereby there is an ad-
ditional −F δn,0δm,0 term on the left side of the second difference equation in (3.28).
After some algebra, the resulting equations are solved to find the coupled displace-
ments
qn,m = −F (MΩ
2 − 3)
2π
π∫
0
cos [(n−m) ζ ]
A
√
1− a2
(√
1− a2 − 1
a
)|n+m|
dζ , (3.42)
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where
a = B/A, A = M2Ω4 − 6MΩ2 + 6− 2 cos (2ζ) , B = 4 cos(ζ),
and the displacements pn,m are found by solving the following integral
pn,m = − F
2abε2
aε∫
−aε
bε∫
0
Q(k1, k2)
[
2 cos (κ1/2) exp
(
iκ2
√
3/2
)
+ 1
]
MΩ2 − 3 dκ1dκ2, (3.43)
where Q (k1, k2) denotes the Fourier transform of (3.42).
As in the hexagonal case a useful alternative matrix representation for numerics is
found by truncating the lattice at some fixed value N along the e1 and e2 directions,
and solving the ensuing matrix equations (similar to equation (3.18) for the hexagonal
lattice). The difference equations (3.28), incorporating forcing at the location associ-
ated to the displacement q0,0, are formulated as
DTQ+QD + (MΩ2 − 3)P = 0, DP + PDT + (MΩ2 − 3)Q = −F, (3.44)
D = (1/2)IN + E, [P ]n,m = pa−χ,b−χ, [Q]a,b = qa−χ,b−χ, where a, b = 1→ N
(3.45)
E, F were defined previously, (3.19) and χ = (N + 1)/2. Solving the first equation
for P , substituting into the second, and simplifying gives
HQ+QH+EQE+ETQET = (MΩ2−3)F, H = G+T−(MΩ
2 − 3)2
2
IN , (3.46)
G = (3/2)IN + E + E
T , [T ]N,N = −1. (3.47)
The first equation of (3.46) is solved, as in the hexagonal lattice matrix equation (3.18),
with the resulting displacement vector Q substituted back into the first equation of
(3.44), thereby allowing us to efficiently derive the solution for the displacements pn,m.
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Once again the effects of truncating the domain are ameliorated using discrete PMLs
as described in chapter 2.
Forcing and comparison
The validity of the multiple-scale method for the honeycomb structure is demonstrated
with a comparison between the matrix and asymptotic method, for the pn,m and qn,m
displacements, in the the pass-band, figure 3.5 (a comparison in the decaying region
is trivial due to the corresponding standing wave frequency being located at the origin
in reciprocal space), hence we shall opt to focus on the local oscillations about the
Dirac point. When we force a single mass located at the position associated to q0,0, the
second difference equation in (3.28) is amended with a −F δn,0δm,0/ε term on the left-
hand side. The previous equation (3.41) becomes inhomogeneous with an additional
−4MΩ21F δ (η1) δ (η2) /3 term on the right-hand side, whereby after solving we obtain
the following solution
q0(η1, η2) = −iMΩ21 (F/3)H (1)0
[
2
√
M/3Ω21|r|
]
. (3.48)
Note that the long-scale displacement p0(η1, η2) satisfies an anisotropic equation
(3.40), hence the solution compared to that of the matrix method (figure 3.5) is de-
duced by taking the superposition of the functions at each of the conical points within
the first Brillouin zone.
3.3 Surface waves
We nowmodel Rayleigh-Bloch waves in hexagonal and honeycomb lattices containing
single line defects; here waves propagate along the defect and exponentially decay in
the direction of the e2 axis, (3.1). Our method shows the local frequency variation
about wavevectors, where the lattice oscillates in a standing wave pattern. Throughout
108
5 10 15 20 25
−0.2
−0.1
0
0.1
0.2
0.3
η1
q n
,0
5 10 15 20 25
−0.1
−0.05
0
0.05
0.1
0.15
η1
p n
,0
Figure 3.5: The upper (lower) panels show a comparison of qn,0 (pn,0) between the asymptotic
and matrix method for a fequency near the Dirac point in the dispersion curve for the honey-
comb lattice. The displacements are plotted for the mass value M = 1, where the beginning
of the active PML range is indicated by the dashed vertical line. The asymptotics are shown
by the dashed oscillating lines, whilst the solid curve and points are derived from the matrix
method. The inset shows a closer examination of the two solutions for a specified range of η1.
this section we shall prescribe the defect mass value such that it is less than the bulk
lattice mass value.
3.3.1 Hexagonal Lattice
We consider the lattice shown in figure 3.6(a), where the line defect is located atm = 0
and contains masses with values (M0) that differ from those in the bulk lattice (M1).
This alteration changes the difference equation (3.3) to
yn+1,m + yn−1,m + yn,m+1 + yn,m−1 + yn−1,m+1 + yn+1,m−1 − 6yn,m
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(a) (b)
Figure 3.6: The line defect, in an otherwise perfect lattice, is shown for the hexagonal (a)
and honeycomb structure (zigzag defect) (b); the defects (altered masses) are indicated by the
brightly shaded circles with a broad outline.
=
⎧⎪⎪⎨⎪⎪⎩
−M1Ω2yn,m m ̸= 0
−M0Ω2yn,m m = 0
. (3.49)
We apply the multiple-scale scheme purely in the direction of the line defect, where
the short-scale is now characterised by the discrete variable N taking integer values
0,±1; this represents a diagonal-column of masses in the direction of the e2 axis (fig-
ure 3.1(a)) and its two nearest neighbouring columns. Therefore we only require the
horizontal coordinate in the rectangular lattice system, η = ε(n +m/2), and the dis-
placement yn,m is then denoted by
yn,m = ym (N, η) , (3.50)
in the multiple scales notation. The interpretation is that in the macroscale the line
defect is a continuum interface separating two structures which will have a hexagonal
geometry implicitly defined. It is worth noting that if we were to apply our asymptotic
expansion in both (η1, η2) directions we would be limited to only considering O(ε2)
mass variations.
For the Bloch state we can extract the exact dispersion relation, assuming a con-
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stant phase shift κ between two neighbouring diagonal columns of masses, where κ
is defined in the η direction and takes values in the range [0, 2π). This can be done
directly or as a by-product of the asymptotic scheme, and we choose to do this via the
latter approach.
To proceed we use the two-scale notation with, for instance, yn,m, written as
yn+1,m−1 = ym−1
(
1, η +
ε
2
)
= exp (iκ) ym−1
(
0, η +
ε
2
)
. (3.51)
This expression is substituted into the difference equation (3.49) and we expand the
terms in a similar manner to earlier, equation (3.8), albeit now using a single direction
η in place of (η1, η2), and adopt the expansion (3.10) for Ω2. An analogous ansatz for
the displacement function is used,
ym(η) = y
(0)
m (η) + εy
(1)
m (η) + ε
2y(2)m (η) +O(ε
3) (3.52)
and eventually the leading order problem
eiκ
[
y(0)m + y
(0)
m−1
]
+ e−iκ
[
y(0)m + y
(0)
m+1
]
+ y(0)m−1 + y
(0)
m+1 − 6y(0)m
= −M1Ω20y(0)m − Ω20 (M0 −M1) y(0)m δm,0, (3.53)
emerges. We suppress the notation for the long-scale coordinate and here and here-
after we shall use the convention y(j)m = y
(j)
m (η). Note that in (3.53) there is no explicit
dependence on η hence y(0)m = f(η)Y
(0)
m , where the function f(η) describes the en-
velope modulation in the direction of the defect. Equation (3.53) is solved using the
one-dimensional form of the Fourier transform defined in equations (3.14) and (3.15),
Y˜ (j)(α) =
∑
m
Y (j)m exp
(
−m i
2
[
κ +
√
3α
])
,
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Y (j)m =
√
3
4π
2π/
√
3∫
−2π/√3
Y˜ (j)(α) exp
(
m
i
2
[
κ +
√
3α
])
dα, (3.54)
to obtain the following integral
Y (0)m =
Ω20
2π
π∫
−π
Y (0)0 (M1 −M0) eim(κ+2β)/2
4 cos(κ/2) cos(β) + 2 cos(κ) + Ω20M1 − 6
dβ, (3.55)
and this is
Y (0)m = Y
(0)
0 exp
(
i
2
mκ
)[
−Ω
2
0(M0 −M1)− (2 cos(κ) + Ω20M1 − 6)
4 cos(κ/2)
]|m|
(κ ̸= π)
(3.56)
and for κ = π, Y (0)m ̸= 0⇔ m = 0. Thence the dispersion relation
√
(2 cos(κ) + Ω20M1 − 6)2 − 16 cos2
(κ
2
)
= −Ω20(M0 −M1). (3.57)
This is the exact dispersion relation between frequency-squared (here written as Ω20)
and Bloch wavenumber κ. If one chooses κ = 0 or π, so precisely at a standing
wave frequency, then one can read off the leading order asymptotic solutions from the
solution presented above. The dispersion curves are shown for different M0 values in
figures 3.7(a) and (b).
The leading order asymptotic solutions are a vital building block, and returning
to the asymptotics our interest is in analysing the asymptotes about those standing
wave frequencies in figure 3.7 that display quadratic behaviour, and we can show that
for these frequencies Ω1 = 0. We therefore proceed to O(ε2) where after Fourier
transforming the second-order governing equation is derived. To keep the algebra
succinct, only the ODE’s for fixed κ = 0, π (periodic and anti-periodic oscillations
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along the η direction) are given:
M1Ω20 − 6
4M1
fηη + Ω
2
2f = 0 (κ = 0), fηη −
8
Ω20
Ω22f = 0 (κ = π). (3.58)
From these we see that the line defect acts as an effective string with the geometry built
into the coefficients.
To get the asymptotics for the dispersion curves we can apply the Bloch condition
to the envelope function f(η) such that f(η+ ε) = exp[i(κ−ψ)]f(η) (ψ is location of
the standing wave), by assuming a solution f(η) = exp(iη) it follows that ε = (κ−ψ);
using this property we derive the second-order frequency corrections for κ = 0, π as
Ω2 =
8M1
M0(2M1 −M0) + κ
2M1Ω
2
0 − 6
4M1
+O[κ3],
Ω2 =
8
M0
− (κ− π)2Ω
2
0
8
+O[(κ− π)3]. (3.59)
Note that these solutions pertain to the optical branch of the dispersion curve and are
shown in figure 3.7(a) and (b).
We can interpret the dispersion curves by beginning with a perfect lattice and the
corresponding curves from figure 3.1(c); the path ACB corresponds to waves moving
horizontally through the structure and these are replotted in figure 3.7(a). The reverse
dot-dashed curve shown in figure 3.7(a) originating at 2π is taken at κ2 = ±2π/
√
3,
κ = κ1 : 0 → 2π from the perfect lattice. The lowest Rayleigh-Bloch branch is a
perturbation away from these.
An interesting point is that the natural Brillouin zone changes as one moves from
the perfect lattice to a lattice containing a line defect. Where previously the values of
κ which represented standing wave frequencies for the perfect structure, in the range
[0, π], were located at 0 and 2π/3, they now shift position: with a line defect present the
standing wave initially located at 2π/3, shifts to π as the value ofM0 decreases. This
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Figure 3.7: Panel (a) shows a portion of the dispersion curves for a perfect lattice withM1 =
M0 = 1 from figure 3.1(c) as the dot-dashed curves. The dispersion curves with a line defect
present, M1 = 1,M0 = 0.4 are shown as the solid lines. Asymptotics from (3.59) are shown
(dashed lines) for the upper branch. Panel (b) demonstrates a moving standing wave frequency
where we once again take M1 = 1. The solid curves have mass values M0 = 0.95 (bottom),
0.85 (middle) and 0.8 (upper) . Asymptotes are shown for the solid curve (M0 = 0.95) at
κ = 0 and at the location of the moving standing wave using our two-scale approach. The
asymptotics at κ = π for the curves M0 = 0.85, 0.8 are deduced from the integral (3.55).
Dotted vertical lines represent the initial and final position of the moving standing wave, 2π/3
and π respectively.
phenomenon is due to the fact that whenM0 ≪ 1 the wave is almost entirely localised
in the η-direction (m = 0) hence we are dealing with a quasi-one-dimensional problem
as shown in figure 3.8(b). This results in a distortion of the original hexagonal Brillouin
zone into a single line κ : 0→ π where standing waves are present at either end of the
new irreducible zone.
A disadvantage of our quasi-one-dimensional two-scale approach is related to the
enforced exclusion of cross derivatives ∂2/∂η1∂η2 in our expansion. The presence
of which is attributed to the non-orthogonal geometry under consideration. It fol-
lows that the contribution of this term to the two-dimensional expansion, used for
the perfect hexagonal lattice, dictates the accuracy of our single variable asymptotic
scheme. The coefficient of this cross derivative in the two-dimensional asymptotic
scheme is C sin(κ1/2) sin
(
κ2
√
3/2
)
(C is a constant). When switching from the two-
dimensional to one-dimensional structure κ1 becomes κ and so for κ = 0 our scheme
is accurate ∀M0 ! M . For κ = π the asymptotic method is precise in describing the
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Figure 3.8: This figure demonstrates the decay of the displacement along the e2 axis of the
hexagonal lattice. In panel (a) M = 1,M0 = 0.93,κ ≈ 2.153, whilst in (b), M = 1,M0 =
0.75,κ = π.
local frequency variation solely for the caseM0 ≪ 1. This is due to the absence of the
cross derivative as the wave is completely localised along the defect, figure 3.7(a).
To derive a uniformly valid frequency correction for the moving standing wave
frequency and at κ = π, we asymptotically expand both κ and Ω0, in powers of ε, in
the integrand of equation (3.55) (set m = 0) and solve the ensuing equations in O(ε).
Therefore by using this approach we find that the asymptotic frequency, valid for all
M0 values, at κ = π is
Ω2 =
8
M0
− (κ− π)2Ω
2
0 (M1Ω
2
0 − 10)
8(M1Ω20 − 8)
+O[(κ− π)3]. (3.60)
When M0 ≪ 1 it is seen that Ω2 in the above equation converges to the frequency in
equation (3.59). Additionally we could easily deduce the accompanying ODE, gov-
erning motion about κ = π, by working backwards from the solution (3.60).
3.3.2 Honeycomb Structure
Two distinct types of infinite line-defects can be inserted into the honeycomb structure,
namely zigzag and armchair defects. For ease of exposition we shall solely focus upon
the zigzag defect. More specifically we shall examine the case when a single defect is
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introduced into the zigzag line defect. In contrast to the hexagonal lattice the two-scale
approach now has to cope with coupled difference equations.
Zigzag defect
The zigzag defect, shown in figure 3.6(b) has the defect mass denoted by M0 with
the main lattice mass values given by M1. The presence of the line defect alters the
equations of motion to
qn,m−1 + qn−1,m + qn,m − 3pn,m = −M1Ω2pn,m − [M0 −M1]Ω2pn,mδm,0, (3.61)
pn,m + pn,m+1 + pn+1,m − 3qn,m = −M1Ω2qn,m − [M0 −M1]Ω2qn,mδm,0. (3.62)
For convenience we have rotated the lattice, figure 3.4(a), by π/3 in the counter clock-
wise, whereby the e1 axis is now aligned with the horizontal axis and the line defect
is along the e1 axis. Doing this ensures that the relationship between the long-scale
orthogonal coordinates and the newly defined basis system now resembles that of the
hexagonal lattice, (3.2), enabling us to use many ideas from that geometry.
Homogenisation is applied in a single direction, where the short-scale is charac-
terised a diagonal column of masses in the direction of the e2 axis and its two nearest
neighbours. The arrangement of masses in the honeycomb structure is obtained from
the hexagonal geometry where each point in the hexagonal lattice consists of two basis
masses. Hence the diagonal column of masses is comprised of a single series of pnˆ,m
masses and another single series qnˆ,m, as opposed to the ynˆ,m masses for the hexago-
nal lattice (nˆ is a fixed integer value). The macroscale is the horizontal component of
the orthogonal system and the displacement functions pn,m, qn,m take the form (3.50),
whilst the detailing of the short-scale is identical to that shown in equation (3.51). The
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Figure 3.9: In panel (a) the top two dispersion curves for the zigzag defect are shown, with
M1 = 1,M0 = 0.4 (solid lines). The asymptotes about the standing wave frequencies κ = 0,π
are the dashed lines. The Bloch diagram in panel (b) demonstrates the moving standing wave
(second branch) asM0 = 1→ 0 (M0 = 0.8, 0.6, 0.3, 0.2 are the values taken).
ansatz for the displacement functions is now a vector version of equation (3.52),
pm = [pm (η) , qm (η)]
T = p(0)m + εp
(1)
m + ε
2p(2)m +O
(
ε3
)
,
p(j)m =
[
p(j)m (η) , q
(j)
m (η)
]T
,
where we shall, once again, suppress the notation for the long-scale coordinate p(j)m =
p(j)m (η), q
(j)
m = q
(j)
m (η). The homogenisation theory proceeds in a similar manner to
the hexagonal case, albeit we obtain a coupled set of equations due to the additional
mass per unit cell. The resulting asymptotes along with the exact dispersion curves are
shown in figure 3.9.
The highest branch of the dispersion curves shown in figure 3.9(a), is spawned
from the two underlying curves representing the defect-free lattice (M1 = M0). These
two curves are derived from travelling along the path ACBD and its reverse in the
hexagonal Brillouin zone (figure 3.4(b)); the lattice containing a zigzag defect has
an inherent symmetry about κ = π. The introduction of the line defect results in a
new standing wave mode at κ = π, however unlike the hexagonal lattice case there
is no additional standing wave within the range 0 < κ < π for the highest branch,
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as is demonstrated in figure 3.9(a). However there is a moving standing wave present
along the second highest branch of the zigzag defect dispersion curve 3.9(b), which
disappears atM0 = 0.2 and travels from κ = π → 0 asM0 = 1→ 0.
Defect within the zigzag line-defect
The versatility of the approach that we advocate is illustrated using the coupled system
of equations, associated to the honeycomb, where a single defect is introduced into
the zigzag line defect, see figure 3.10(a). In [68] the efficacy of our methodology was
demonstrated for the uncoupled system with a square geometry, where we only dealt
with a single displacement function. We have omitted the hexagonal lattice case due
to its similarities with the square geometry, and show that localised defect states can
also occur for the honeycomb.
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Figure 3.10: Panel (a) shows a defect within the embedded defect. Panel (b) shows a com-
parison between our asymptotic method (solid lines) and the mass positions found from the
numerics (circles). The number of masses in either direction is taken as N = 41 and the
masses with the positive (negative) displacements are qn,0 (pn,0). The asymptotic curve in the
upper half-plane is f (2)(η) and the lower half-plane curve is f (2)(η − ε/2). The location of
the maximum displacement for pn,0 and qn,0 is indicated by the vertical dashed lines. For the
mass values specified in the text we obtain the following frequency values: Ω = 3.607958243
(numerics) and Ω = 3.607414703 (asymptotics). η = εn where ε = 0.125 and the decay rate
β = 5.082845700.
We leave equation (3.61) unchanged and alter equation (3.62) whereby we multiply
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the defective mass termM0 by the factor (1 + αεδn,0). This term accounts for the mass
change at the position associated to the displacement q0,0 where the newly introduced
defective mass has the value M∗ and where we redefine ε as ε = 1 − M∗/M0 ≪
1. We still apply our two-scales procedure solely in the direction of zigzag defect,
as the new mass alteration only takes affect at O (ε2). For simplicity we shall only
consider defective modes present within the stop-band of the Bloch diagram (figure
3.9(a)) hence we consider locally in-phase behaviour between diagonal columns of
masses, pm (η, 0) = pm (η,±1) (similar for qm (η, 0)). To obtain a mode within the
desired band we require that M1 > M0 > M∗ which in turn implies that α = −1
. Previously for the line-defect we assumed that the long-scale modulation for both
masses contained within the elementary cell of a honeycomb lattice were identical.
However due to the asymmetric nature of our newly introduced defect, we now assume
that p(0)m = f1(η)P
(0)
m , q
(0)
m = f2(η)Q
(0)
m where f1(η) = f2(η − ε/2). This motivates
us to find the correct equation governing motion dependent only on the function f2(η).
Note that our assumption is visually justified by observing the location of the defect
within the masses, as shown in figure 3.10(a).
The asymptotic procedure is identical at leading order to the κ = 0 case, outlined
in the previous section, whilst at O(ε) we now obtain the relation p(1)0 = −q(1)0 . This
change, at an order lower than that of the defect, is due to the Taylor’s expansion of
f2(η − ε/2) at leading order. Finally at O (ε2), for the mass values M1 = 1,M0 =
0.4,M∗ = 0.35 we deduce the following ODE
f2,ηη + τ1Ω
2
2f2 − τ2δ(η)f2 = 0, (3.63)
where τ1 = 1.639940666 and τ2 = 10.16569140. The above equation is expected
to concede a solution of the form f2 = exp (−β|η|), where the decay rate β, along
with Ω22, is to be found. Equations involving the two unknowns are found by examin-
ing the ODE for the case η ̸= 0 and by employing the following continuous Fourier
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transforms,
f˜(γ) =
∫ ∞
−∞
f(η)eiγηdη, f(η) =
1
2π
∫ ∞
−∞
f˜(γ)e−iγηdγ, (3.64)
where eventually we find that β2 = −τ1Ω22 and β = τ2/2.
These asymptotics can be compared with numerics, these use an altered matrix
formulation (3.46). A comparison between the numerics and asymptotics for both
pn,m and qn,m along the zigzag defect, is shown in figure 3.10(b).
3.4 Elastic strings with hexagonal geometry
3.4.1 Formulation
A natural extension is to consider waves propagating through an infinite perfect net
formed from the hexagonal elementary cell shown in figure 3.11. A homogenisa-
tion method was outlined for repeating square cells, containing strings of varying
density [99]. Unlike [99] we use our knowledge of the discrete lattice to construct
homogenised PDE’s. For clarity a uniform structure with elastic strings of constant
density is considered. The first Brillouin zone for this semi-discrete structure is identi-
cal to that of the previous discrete cases (figure 3.1b), and we plot the dispersion curve
around the triangular irreducible zone.
Three useful linearly dependent axes e1, e2, e3 are defined as
e1 = i, e2 = 1/2i+
√
3/2j, e3 = −1/2i+
√
3/2j, (3.65)
where e1, e2 are the lattice basis vectors; the coordinates directed along them are α =
(α, β) and the coordinate directed along strings 5 and 6 is denoted by γ = 1/2 (β − α).
The perfect phase shift between the junctions of the strings, is denoted by the same
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Figure 3.11: The hexagonally arranged elastic string lattice is shown along with its elementary
cell.
Bloch condition as the discrete structure, (4.3). Additionally the string displacements
take the form U (1,2)(α), U (3,4)(β), U (5,6)(γ). The governing equation for each string is
written as
U (1,2)αα +Ω
2r2U (1,2) = 0, U (1,2)ββ +Ω
2r2U (1,2) = 0, U (5,6)γγ +Ω
2r2U (5,6) = 0. (3.66)
A single hexagonal cell is referenced as [n,m], where n,m ∈ Z and n − 1 < α <
n + 1, m − 1 < β < m + 1 and r denotes the inverse wavespeed. The following
quasi-periodic conditions hold for the displacements at the ends of the cell
U (1,2)(n± 1) = exp (±iκ1)U (1,2)(n), (3.67)
U (3,4)(m± 1) = exp
[
± i
2
(
κ1 +
√
3κ2
)]
U (3,4)(m), (3.68)
U (5,6)
(
m− n
2
± 1
)
= exp
[
± i
2
(√
3κ2 − κ1
)]
U (5,6)
(
m− n
2
)
, (3.69)
where for U (i,j) the “+” sign corresponds to U (i) and “−” sign to U (j). We shall once
again focus on standing waves found at the three corners of the irreducible Brillouin
zone, where κ is the orthogonal wavevector. The displacements at the edges of the
elementary cell are dependent on each other via the wavevector component. Additional
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relationships between the 6 strings are constructed using continuity conditions
U (1)(0) = U (2)(0) = U (3)(0) = U (4)(0) = U (5)(0) = U (6)(0), (3.70)
at the central junction and the stress condition at the origin
U (1)α (0)− U (2)α (0) + U (3)β (0)− U (4)β (0) + U (5)γ (0)− U (6)γ (0) = 0. (3.71)
The derivation of this equilibrium condition above, is shown in appendix 3.6. Using
end points of the cell we can turn this elastic string lattice into an equivalent discrete
lattice. This equivalence allows us to use our earlier analysis.
The displacements at the end points (α, β) = (n,m), (n± 1, m), (n,m± 1), (n±
1, m ∓ 1) are written as Un,m, Un±1,m, Un,m±1, Un±1,m∓1. The displacements, solving
equations (3.66) with the end point conditions applied, are
U (1,2) (α) = Un,m cos (Ωr (α− n))± [Un±1,m − cos (Ωr)Un,m]G (α− n) , (3.72)
U (3,4) (β) = Un,m cos (Ωr (β −m))± [Un,m±1 − cos (Ωr)Un,m]G (β −m) , (3.73)
U (5,6) (γ) = Un,m cos (Ωr (γ −m+ n))
± [Un∓1,m±1 − cos (Ωr)Un,m]G (γ −m+ n) . (3.74)
where
G(x) =
sin (Ωrx)
sin (Ωr)
.
3.4.2 Connection with discrete lattice
All the displacements have a two-dimensional continuous dependence on the
macroscale, hence U (j) (α, β) for j = 1→ 6. The total displacement in the continuum
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setting can be written as
U (α, β) = δ (β −m)U (1,2) (α, β) + δ (α− n)U (3,4) (α, β)
+
δ (α− n+ β −m)
2
U (5,6) (α, β)− 3δ (α− n) δ (β −m)U (1,2) (α, β) . (3.75)
Therefore, for a particular frequency Ω, the total displacement (3.75) can be found as
long as the end point displacements Un,m are known. With this motivation in mind,
we invoke the stress condition (3.71) thereby reducing the problem down to a simple
difference equation
(Un+1,m + Un−1,m + Un,m+1 + Un,m−1 + Un−1,m+1 + Un+1,m−1 − 6 cos (Ωr)Un,m)
× r
sin (Ωr)
= 0. (3.76)
Due to the similarity of the above equation, with the discrete hexagonal lattice (3.3),
we can use the previous asymptotics to construct effective PDEs about all standing
waves.
We proceed by applying the periodicity conditions to equation (3.76), where after
some algebra, we obtain the total dispersion relation
sin (Ωr)
[
2 cos
(κ1
2
)
cos
(√
3
2
κ2
)
+ cos (κ1)− 3 cos (Ωr)
]
= 0. (3.77)
The bracketed term closely resembles the dispersion relation for the discrete hexagon
(3.5) and was derived by assuming sin (Ωr) ̸= 0. Hence it follows that the local be-
haviour about standing wave frequencies can be found directly from the discrete model.
Eigenfrequencies satisfying sin (Ωr), correspond to oscillations where the origin and
all end points, within the cell, have zero displacement, therefore at these degenerate
points, the form of the displacement shown in equations (3.72)-(3.74) remains valid.
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The connection between equation (3.77) and the discrete dispersion relation is given
by
cos (Ω0r)− ε sin (Ω0r)Ω1r − ε2
[
(Ω1r)
2
2
cos (Ω0r) + Ω2r sin (Ω0r)
]
+O (ε3)
= 1− M
6
(
ω20 + εω
2
1 + ε
2ω22
)
, (3.78)
where ω2 = ω20 + εω
2
1 + ε
2ω22 is the frequency expansion for the discrete lattice. As
we have previously derived all the necessary ωi’s about standing wave frequencies
for the mass-spring system, we automatically know the local dispersive behaviour for
the string system. Equivalently, by reformulating equation (3.78), with ω21,2 as the
subject, we are able to deduce the correct PDE for the semi-discrete lattice, directly
from the discrete lattice PDE. For example, consider the degenerate point located at
Ω(0, 0)r = 2π in the Bloch diagram (figure 3.12b). The local behaviour about this
point is characterised by the following elliptic equation
Ω1
[
3
2
∇2f (η1, η2) +Mω22f (η1, η2)
]
= 0, (3.79)
where η1, η2 are the orthogonal coordinates and the function f (η1, η2) describes the
envelope modulation of Un,m. The bracketed term was taken directly from the discrete
lattice asymptotics and the presence of the Ω1 factor is due to sin (Ωr) in equation
(3.77). Using equation (3.78) we find the frequency correction to beΩ1 = ±
√
ω22M/3,
where for the perfectly periodic lattice Ω1 = ±|κ|/
√
2, 0. A similar method is used to
deduce all the effective PDE’s, the resulting asymptotics are shown in figure 3.12b.
The above relationship is also true for the discrete and semi-discrete systems based
on the square geometry. The dispersion relation for the discrete lattice and its elastic
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string counterpart are
ω2 =
1
M
(4− 2 [cos (κ1) + cos (κ2)]) ,
sin (Ωr) [cos (κ1) + cos (κ2)− 2 cos (Ωr)] = 0 (3.80)
respectively. The local quadratic behaviour about relevant standing wave frequencies,
are related to their discrete counterpart by the following equation
r
(
Ω0 + ε
2Ω2
)
=
π
2
+ arcsin
(
Mω20
4
− 1
)
+ ε2
Mω22√
8Mω20 −M2ω40
. (3.81)
Dispersion curves for the square elastic string model are shown in figure 3.12a, where
the asymptotics are derived using the known frequencies of the related mass-spring
model.
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Figure 3.12: Panel (a) shows the dispersion curve for elastic strings based on the square
geometry while panel (b) is for the hexagonal structure.
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3.4.3 Forcing
To corroborate our asymptotic method, we once again apply a localised defect on the
scale of the microstructure and compare our ensuing solution with that obtained di-
rectly from solving equation (3.76). Given these end point values, the complete solu-
tion is constructed using equations (3.72)-(3.75). We opt to apply a point forcing at the
junction of the six strings in the central cell. This is equivalent to a jump discontinuity
for the displacement gradient across the origin of a cell and as such the stress condition
(3.71) becomes inhomogeneous; F is now present on the right-hand side of the equa-
tion. Substituting the displacements (3.72)-(3.74) into this amended stress condition,
results in the term F δn,0δm,0/Ω arising in the right-hand side of equation (3.76).
A distinctive feature of the hexagonal elastic lattice, in contrast with the square,
is the presence of band gaps. Hence when a perturbation is applied to the hexagonal
structure, we obtain eigenfrequencies that directly correspond to non-propagatingwave
forms. With this property in mind, we opt to derive solutions within the first stop-band,
2π/3 < Ωr < π. As was the case for the mass-spring system, an explicit solution of
the forced difference equation, is obtained using the semi-discrete Fourier transform or
numerically, by reformulating into a matrix problem. This is then compared directly to
the asymptotic solution, which is identical to the previous solution (3.21), albeit with
MΩ22 → 3
√
3Ω2 and F → F sin (Ωr) /(Ωr). A comparison is shown in figure 3.13.
3.5 Concluding remarks
It is clear that hexagonal and honeycomb discrete structures can be homogenised for
frequencies close to the band edges and effective continuum equation deduced, the
key technical difficulty is that the microscale and macroscale are naturally in differ-
ent coordinate systems. Once that technical issue is overcome the effective equations
are versatile and capture, for instance, the strongly directional anisotropic behaviour
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Figure 3.13: A comparison between the exact (solid line) and asymptotic envelope (dashed
line), along η2 = 0 is shown. The end points are indicated by the solid circles and the frequency
is Ωr = 2π/3 + 0.005.
at critical frequencies. An important point, but not overly emphasised within the main
text, is that efficient and concise matrix representations can be constructed c.f. (3.46)
that, when combined with perfectly matched layers, lead to rapid and efficient numer-
ical solutions.
The perfect lattice systems, although instructive, have well known dispersion re-
lations unlike that for line defects embedded within a perfect lattice. Waves can be
localised to these line defects and dispersion relations emerge that are related to the
perfect lattice and again an effective equaton is deduced. The line defects act as an ef-
fective string, with geometry embedded in the coefficients. As an illustration we alter
a single mass within the zigzag defect and trigger a localised defect mode and that too
is captured by the asymptotic scheme.
An extension to hexagonal frame structures is outlined. The similarity in the frame
to the fully discrete case permits rapid calculation of the effective PDE’s that govern
motion. Although the connection is solely demonstrated for the uniform hexagonal
and square net similar ideas can be applied to other geometries and/or non-uniform
cells.
The scene is therefore now set for an exploration of honeycomb and hexagonal
structures in a variety of settings within the asymptotic procedure.
127
3.6 Appendix: Derivation of stress condition
The harmonic wave equation takes the form∇2u(x, y)+MΩ2u(x, y) = 0where (x, y)
are Cartesian coordinates and∇ = ∂/∂x+∂/∂y. Using coordinates x1, x2, x3 defined
along the axes, (3.65), with the relationship with the orthogonal system is given by
x = x1 − 1
2
(x2 + x3) , y =
√
3
2
(x2 − x3) . (3.82)
The wave equation becomes (3/2)∇2xu(x1, x2, x3) + MΩ2u(x1, x2, x3) = 0, where
∇x = ∂/∂x1+∂/∂x2+∂/∂x3. We integrate this over a small cell, of size ε≪ 1, con-
taining the origin. Using the inherent hexagonal geometry (figure 3.11) we eventually
obtain the following
∫
±ε
3
2
[
δ (x2) δ (x3)
∂2u(1,2)(x1)
∂x21
+ δ (x1) δ (x3)
∂2u(3,4)(x2)
∂x22
+δ (x1) δ (x2)
∂2u(5,6)(x3)
∂x23
]
+MΩ2u(x1, x2, x3) dx = 0. (3.83)
Using the central node condition (3.70), the integral of the non-derivative term is neg-
ligible. Thence from (3.83)
∂u(1) (ε)
∂x1
− ∂u
(2) (−ε)
∂x1
+
∂u(3) (ε)
∂x2
− ∂u
(4) (−ε)
∂x2
+
∂u(5) (ε)
∂x3
− ∂u
(6)(−ε)
∂x3
= 0, (3.84)
where after taking the limit ε→ 0 we deduce the desired condition (3.71).
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Chapter 4
Homogenisation of a discrete vector
system
4.1 Background
Much in the same way as for elastic continua, mechanical problems involving discrete
structures can be broadly categorised into two kinds: scalar problems and vector prob-
lems. It was shown in the previous two chapters that in scalar problems for discrete
media, the response of a uniform structure was governed by a single scalar difference
equation with only one degree of freedom. In this chapter we shall deal with elastic lat-
tices, these are distinguished from scalar lattices in that two or more types of coupled
waves exist, even at low frequencies. In vector problems, the material response of the
structure is characterised by a system of governing equations, partial differential equa-
tions in the case of continua (Navier’s elastic equations for a vector displacement) and
a vector system of difference equations for the case of discrete structures. The analy-
sis of discrete vector problems is more challenging than scalar problems in a similar
sense to that in continua: the elastic Lame´ system is significantly more challenging
than similar problems for systems governed by the Helmholtz operator, for example.
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In some cases, usually for scalar problems, it is clear that a direct correspondence
between discrete and continuous models exists. An example is that the scalar differ-
ence equations for a square lattice mass-spring model have terms corresponding to
the central difference approximation for the Laplacian. However, in general, and par-
ticularly for vector systems, it is unclear how to upscale from the micro-level to an
effective continuum description. In particular, the determination of effective material
properties for microstructured media is of significant topic interest.
High-frequency homogenisation has been applied to a myriad of periodic systems
however apart from [12, 25], for the Lame´ system, all the examples treated thus far
are limited to scalar examples and one aim in this chapter is to understand how one
can extend this methodology to coupled systems, particularly given their importance
as models of cellular structures. In the present chapter, we develop and implement
a finite frequency homogenisation procedure in order to obtain effective continuum
properties for discrete elastic lattices governed by vectorial difference equations.
This chapter is structured as follows. A brief outline of the two distinct types of dis-
crete elastic lattices (truss and frame type) is given in section 4.2.1 before we proceed
in elucidating our theory in section 4.2.3. For simplicity we solely concern ourselves
with archetypal hexagonal lattice (of the truss type). A particular point of of inter-
est is the existence of a Dirac point in the hexagonal lattice and the associated linear
dispersion effects. Numerical illustrations are provided in section 4.2.2 to illustrate
the efficacy of the high frequency asymptotic procedure. The chapter is finalised with
some concluding remarks.
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4.2 Hexagonal lattice
4.2.1 Formulation
There are two fundamental types of mechanical structures: (a) truss-like, and (b)
frame-like. Truss-like structures are those in which the longitudinal stiffness of the
lattice links dominates the problem and the flexural stiffness can be neglected. In this
case, the force exerted between two particles is generated purely by the extension
and compression of the link. The junctions between the links behave as pin-joints:
hexagonal lattices are an example of truss-like structures. Conversely, frame-like
structures are those in which the flexural stiffness of the links must be accounted for,
otherwise the structure becomes degenerate (see, for example[1]). Here, the links are
treated as massless Euler-Bernoulli beams connecting point masses. In the case of
frame-like structures the angle at which the links meet is fixed and the junctions are
endowed with a polar mass moment of inertia: square and honeycomb lattices are
examples of frame-like structures. In both cases the lattice links are assumed to be
slender (i.e. the thickness of the links is assumed to be small when compared with
the length); this is particularly important in the case of frames so that shear effects
can be neglected. Further details on the distinction between trusses and frames can
be found in [86, 1]. In the current chapter, for simplicity, we will examine solely
the dispersive properties of uniform hexagonal lattice within the framework of high
frequency homogenisation.
The formulation of the in-plane problem follows in a similar vein to that of the
hexagonal lattice found in chapter 2. We define the short-scale discrete coordinates
n,m along the lattice basis vectors e1 and e2 respectively, as shown in figure 4.1(a).
We assume that the distance between the masses is ε≪ 1; the basis vectors are written
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as
e1 = εi and e2 = ε
(
1/2i+
√
3/2j
)
We initially consider time-harmonic in-plane oscillations where the non-
dimensionalised equations of motion are written as
−MΩ2pn,m = Y0 − Y3 + 1
2
(Y1 − Y2 − Y4 + Y5) ,
−MΩ2qn,m =
√
3
2
(Y1 + Y2 − Y4 − Y5) , (4.1)
where pn,m, qn,m denotes the vertial and horizontal in-plane displacements of the
(n,m)’th mass and Yi represents the nearest-neighbour interaction force between dif-
ferent masses
Y0 = pn+1,m − pn,m, Y3 = pn,m − pn−1,m,
Y1 =
1
2
(pn,m+1 − pn,m) +
√
3
2
(qn,m+1 − qn,m) ,
Y2 = −1
2
(pn−1,m+1 − pn,m) +
√
3
2
(qn−1,m+1 − qn,m) ,
Y4 = −1
2
(pn,m−1 − pn,m)−
√
3
2
(qn,m−1 − qn,m) ,
Y5 =
1
2
(pn+1,m−1 − pn,m)−
√
3
2
(qn+1,m−1 − qn,m) .
(4.2)
The phase shift between masses is represented by the Bloch wavenumber vector
κ = (κ1, κ2), where κ = κ1i+ κ2j and the quasi-periodicity condition is defined as
p
n+Nˆ,m+Mˆ = exp
[
i
(
Nˆκ1 +
Mˆ
2
[
κ1 +
√
3κ2
])]
pn,m, (4.3)
where pn,m = (pn,m, qn,m)
T . Substitution into the difference equations gives the dis-
persion relationΩ2O,A = A±
√
B, whereO,A refer to the optical and acoustic branches
132
(a)
 e2
 e1
(b)
A
B C
Z
κ2
κ1
Figure 4.1: Panel (a) displays the hexagonal mass-spring lattice where the lattice basis vec-
tors are indicated by e1 and e2. Panel (b) shows the hexagonal 1st Brillouin zone, where
the irreducible zone for the single mass cell is indicated by the larger triangle A = (0, 0),
B =
(
0, 2π/
√
3
)
, C =
(
2π/3, 2π/
√
3
)
. A saddle point of the dispersion curve is located at
Z = [π − arccos(1/8)] (1,√3).
and
A = 1− cos (κ1) + 2
(
1− cos
(κ1
2
)
cos
(
κ2
√
3
2
))
,
B =
[
cos (κ1)− cos
(κ1
2
)
cos
(
κ2
√
3
2
)]2
+ 3 sin2
(κ1
2
)
sin2
(
κ2
√
3
2
)
. (4.4)
The periodicity of the above dispersion relation can be qualitatively seen in the disper-
sion surfaces (figure 4.3) , hence we need only consider the irreducible Brillouin zone
shown in figure 4.1(b). This is because a PDE describing the oscillatory pattern of a
wave associated to a point outside this irreducible zone, is easily retrievable by consid-
ering the PDE associated to the corresponding point within the irreducible zone, using
symmetry properties. Note that the PDEs which will be of a primary concern to us will
be those describing standing wave oscillations therefore we need only to traverse the
edge of this irreducible zone. The dispersion curve obtained by travelling along BAC
in figure 4.1(b) is shown in figure 4.2.
133
Figure 4.2: The Brillouin zone and dispersion curves (black solid) and finite frequency asymp-
totics (dashed red) for the hexagonal elastic lattice.
4.2.2 Numerics
A useful alternative matrix representation for numerics is found by truncating the lat-
tice at some fixed value N along the e1 and e2 directions, and solving the ensuing
matrix equations. Later on we will corroborate our asymptotic method by applying
a forcing to the central mass in the qn,m direction. This defect is chosen due to our
desire in verifying our multiple scale scheme in both a decaying and propagating re-
gions about the band edge, Ω
(
0, 2π/
√
3
)
(fig. 4.1), where the vertical displacement
pn,m = 0. The altered difference equations (4.1) are reformulated as
(
D1 +MΩ
2IN
)
P +
1
4
[ (
P +
√
3Q
)
D2 +D3
(
P −√3Q
)
D3
+DT3
(
P −√3Q
)
DT3
]
= 0,
(
MΩ2 − 3)Q+ √3
4
[ (
P +
√
3Q
)
D2 −D3
(
P −√3Q
)
D3
−DT3
(
P −√3Q
)
DT3
]
= FX¯, (4.5)
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(a) Optical (+) dispersion surface.
κ1
κ 2
(b) Acoustic (-) dispersion surface
κ1
κ 2
Figure 4.3: The irreducible Brillouin zone superimposed on the isofrequency curves
for the hexagonal lattice.
where D3 is an N2 matrix containing 1 along a single secondary diagonal IN is the
N2 identity matrix, D1 = D2 − 3IN , D2 = D3 + DT3 and P,Q are the displacement
matrices for the pn,m, qn,m displacements. The above equations can be arranged to give
Q as a function of P
Q = −
[
P
(
D2
2
)
+
(
D1 +MΩ
2IN
)
P − FX¯√
3
][√
3
2
D2 +
(MΩ2 − 3)√
3
IN
]−1
.
(4.6)
In order to limit spurious reflections associated to propagating solutions, PML-like
boundary conditions chapter [2, section 2.2.3] are applied around the edges of the
domain.
4.2.3 Asymptotics
We now formulate our asymptotic scheme to the difference equations (4.1) in a sim-
ilar manner to the out-of-plane hexagonal lattice (chapter 2) problem whereby the
macroscale is in terms of the orthogonal coordinates η = η1i + η2j and the short-
scale oscillations use the lattice basis vectors. We utilise the Bloch relation to show the
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natural separation of scales
p(η1 + η̂1, η2 + η̂2, N,M) = exp
[
i
(
Nκ1 +
M
2
[
κ1 +
√
3κ2
])]
×p(η1 + η̂1, η2 + η̂2, 0, 0), (4.7)
c.f. (4.7), where η̂1 = ε (N +M/2) and η̂2 = ε
(√
3/2
)
M ; q(η1 + η̂1, η2 + η̂2, N,M)
is treated in an identical manner. The continuous displacement is conveniently written
as a vector function, with first component p(η1+ η̂1, η2+ η̂2, 0, 0) = p(η1+ η̂1, η2+ η̂2)
and second component q(η1+η̂1, η2+η̂2, 0, 0) = q(η1+η̂1, η2+η̂2). The transformation
(4.7) is applied the difference equations and we Taylor expand
p(η1 + η̂1, η2 + η̂2) = p(η) + η̂1
∂p(η)
∂η1
+ η̂2
∂p(η)
∂η2
+
1
2
(
η̂1
∂2p(η)
∂η21
+ η̂2
∂2p(η)
∂η22
+2η̂1η̂2
∂2p(η)
∂η1∂η2
)
+O(ε3), (4.8)
and we expand in a similar fashion for q(η1 + η̂1, η2 + η̂2), the frequency is expanded
in powers of ε,
Ω2 = Ω20 + εΩ
2
1 + ε
2Ω22 +O(ε
3), (4.9)
and the ansatz
p (η1, η2) = p0 (η1, η2) + εp1 (η1, η2) + ε
2p2 (η1, η2) +O(ε
3), (4.10)
q (η1, η2) = q0 (η1, η2) + εq1 (η1, η2) + ε
2q2 (η1, η2) +O(ε
3). (4.11)
is applied for p and q.
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Figure 4.4: The components of the displacement field generated by forcing a small
cluster of nodes at a frequency close the standing wave frequency at point C in figure
4.2.
Dirac cones
At point C, with κ =
(
2π/3, 2π/
√
3
)
, in figure 4.2, the solvability criterion yields
an eigenvalue of multiplicity two, Ω20 = 9/(2M), whence the leading order solution
admits the decomposition
p0 (η1, η2) = f1 (η1, η2) e1 + f2 (η1, η2) e2,
Moving to the O(ε) problem, we find that Ω1 does not necessarily vanish along any
path and instead we obtain the following coupled system of partial differential equa-
tions
3
√
3i
4
[f1,η1 − f2,η2 ] +MΩ21f1 = 0,
3
√
3i
4
[f1,η2 + f2,η1 ]−MΩ21f1 = 0, (4.12)
The system then decouples into a pair of second order partial differential equations
27
16
∇2fj (η1, η2) +M2Ω41fj (η1, η2) = 0, for j = 1, 2. (4.13)
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In this case, the the dispersion curves are locally linear and the response is isotropic,
as expected at Dirac points. Dirac cones are of particular interest due to their disper-
sive properties and are the subject of significant attention in the physics community,
particularly with regard to graphene [98]. It is interesting to observe that Dirac-like
points also occur in discrete elastic systems. We note that since the material param-
eters have been scaled out of the physical system, the Dirac point is stable; that is, it
will persist regardless of the material parameter of the lattice. Figure 4.4 shows the
displacement field generated by by forcing a cluster of nodes at a frequency close to
the standing wave frequency at which the Dirac cone occurs. The displacement field
is approximately isotropic, indicating dispersionless wave propagation, as one would
expect at Dirac cones. The small level of anisotropy can be attributed to the excited of
a non-resonant mode associate with the other dispersion branch.
Note that if we were to apply a power expansion in the vicinity of this point and
expand backwards, we may deduce the elliptic equation (4.13) however the degenerate
coupled system (4.12) would not be as easily retrievable. Equation (4.12) is useful if
we were to consider a system containing a defect, as the effect of the impurity would
propagate through to the decoupled system and the precise form of the inhomogeneity
in the elliptic equation could be missed by expanding backwards
Classical homogenisation
At point A in figure 4.2, κ = (0, 0), the phase shift across the cells is zero: all nodes
move in-phase. For non-trivial solutions, we deduce that Ω0 = 0 and the leading order
solution admits the representation
p0 = f1Y
(1)
0 + f1Y
(2)
0 , (4.14)
where Y
(j)
0 are any constant linearly independent vectors for j = 1, 2. Moving to the
O(ε) equation, we again find Ω1 = 0. Finally atO(ε2)we assume, without loss of gen-
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erality, that Y
(j)
0 = ej; this yields the following system of coupled partial differential
equations
9
8
f1,η1,η1 +
3
8
f1,η2η2 +
3
4
f2,η1η2 +MΩ
2
2f1 = 0, (4.15)
3
8
f2,η1η1 +
9
8
f2,η2η2 +
3
4
f1,η1η2 +MΩ
2
2f2 = 0. (4.16)
The system decouples as
[
3
8
∇2 +MΩ22
] [
9
8
∇2 +MΩ22
]
fj = 0, for j = 1, 2. (4.17)
For a perfect lattice, fj exp(iκ · η/ε) and we immediately obtain the dispersion
branches near the origin
Ω ∼ |κ|
√
3
8
, and Ω ∼ |κ|
√
9
8
. (4.18)
As expected, the response of the lattice is isotropic and the two acoustic dispersion
surfaces are linear in the low-frequency regime. Indeed, one observes the circular
isofrequency curves near the origin in figure 4.3, indicating an isotropic response in
the low frequency regime.
From the low-frequency dispersion equations (4.18) one can infer the classical
shear and compressional wave speeds: c2s = 3/8 and c
2
p = 9/8, from which one can
further deduce the effective elastic moduli: λ = µ =
√
3/4. These agree with those
results found by static analysis [57], energy considerations [103], or similar analysis
of the dispersion equations [104, 33].
Saddle point
A saddle point of the dispersion surfaces occurs at κ = {π − arccos(1/8)} (1,√3).
Although there appears to be a local maximum in figure 4.2 it is, in fact, a saddle point.
This illustrates a key problem with simply plotting dispersion curves around a contour
139
following the edge of the Brillouin zone (see chapter 7) it is possible to misidentify,
or miss entirely, stationary points on the dispersion surfaces. It can also be anticipated
from the level surfaces (figure 4.3(a)) that oscillations will occur predominantly along
three characteristics. The group velocity, vg = ∇κΩ, which indicates the direction
of energy propagation, lies perpendicular to the level surfaces. As we depart from
traversing the edge of the irreducible zone and along either of these contours an almost
flat band arises (figure 4.3(a)). In chapter 7 it is shown that for the square array of
conducting cylinders an almost flat band is present. However unlike the square lattice
mass-spring system some dispersion remains hence the anisotropic oscillations pro-
duced will have minor distortion. Hence, with this knowledge in mind, we anticipate
producing a distorted star like oscillatory pattern at this saddle point frequency.
As a result of the homogenisation method used here; the form of the homogenised
partial differential equation is related to the type of stationary point considered. In
particular, at saddle points the homogenised partial differential equation will be hyper-
bolic, as we have seen earlier.
The solvability condition at leading order gives two eigenfrequencies: Ω20 = 27/8
and Ω20 = 81/16. The first frequency merely corresponds to the lower dispersion curve
at point Z in the Brillouin zone, rather than a standing wave frequency, and is therefore
not of interest to us. We instead concentrate on the second eigenmode, which admits
the decomposition p0(η) = f(η)Y0, where Y0 =
(
1/2,
√
3/2
)T
. The solvability of
the O(ε) problem again implies that Ω1 = 0.
Finally, forming the solvability condition at second-order we obtain the following
hyperbolic partial differential equation
−45
64
fη1η1 +
9
√
3
8
fη1η2 +
27
64
fη2η2 −MΩ22f = 0. (4.19)
Since the homogenised equation is hyperbolic, we expect to observe dynamic
anisotropy and resonant waveforms when the lattice is excite close to this saddle point
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(a) (b) (c)
Figure 4.5: The displacement field generated by various forcing configurations
at frequencies close to the saddle point frequency. In panel (a) the lattice is ex-
cited with a forcing vector F = 1/2
(
1,
√
3
)
exp
[
iκ1n+ im
(
κ1 + κ2
√
3
)
/2
]
, where
κ = {π − arccos(1/8)}(1,√3), over a cluster consisting of the nodes (n,m) ∈
{(0, 0), (±1, 0), (0,±1)}. Panels (b) & (c) show the case when the lattice is forced
at node (n,m) = (0, 0) with forcing vector F = (0, 1) & F = (1, 0) respectively. In
all cases the forcing frequency is Ω2 = Ω20 − 0.05 and the colour scale is linear from
blue (zero) to red (maximal).
frequency. Figure 4.5 shows the displacement field generated when the hexagonal
lattice is excited near the resonant frequency. As noted in [34], the observed dis-
placement field depends on the orientation of the applied forcing. For figure 4.5a,
the forcing is applied to a cluster of nodes, in the direction parallel to the inclined
bonds
(
i.e.
(
1/2,
√
3/2
))
. In figures 4.5b and 4.5c, the forcing is applied to a single
node at (n,m) = (0, 0) in the vertical and horizontal direction respectively. In all
cases, the directions of preferential propagation are defined by the characteristics of
equation (4.19). In particular the angles of the preferential directions, as measured
counter-clockwise from the η1 axis are
θ± = arctan
(
±3
√
7
5
− 4
√
3
5
)
, (4.20)
or θ+ ≈ 0.199 and θ− ≈ 1.25. It is remarked that these angles can also be obtained via
a quadratic expansion of the dispersion surfaces in the vicinity of the saddle point, as
was done in [6]. A similar effect was noted in [34].
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Band edge and resonant waveforms
Proceeding as before, at point B in figure 4.2 with κ =
(
0, 2π/
√
3
)
, the leading
order problem yields two simple eigenvalues Ω20 = 2 and Ω
2
0 = 6. The leading order
solutions admit the decomposition p0 = f(η)Y0, whereY0 = ej; j = 1, 2 for Ω20 = 2
and 6 respectively. Moving to the next to leading order problem, we once again find
that Ω1 = 0 and, since p1 does not appear in the O(ε2) problem, the next to leading
order solution is irrelevant. Imposing the solvability condition on the second order
problem yields the following system of uncoupled partial differential equations
7
8
fη1η1 −
3
8
fη2η2 +MΩ
2
2f = 0, (4.21)
−3
8
fη1η1 −
9
8
fη2η2 +MΩ
2
2f = 0. (4.22)
The uncoupled system describes the effective continuum, or long-scale, behaviour of
the lattice close to the two resonant frequencies. The first partial differential equa-
tion (4.21) is hyperbolic and is associated with dynamic anisotropy and resonant wave-
forms near Ω0 =
√
2. In this case waves propagate along the principle directions,
defined by the characteristics of equation (4.21), but decay exponentially in all other
directions. These directions of preferential propagation can also be inferred from the
hexagonal and star-shaped isofrequency contours plotted in figure 4.3; see [102, 34, 6]
for further details.
The second equation (4.22) is elliptic and is associated with the global maximum of
the dispersion surfaces close to Ω0 =
√
6. In order to corroborate our method we apply
an external forcing to the system at the mass associated to the displacement, p0,0. This
enacts itself in the above equations with an additional forcing term,−F δ (η1) δ (η2) on
the right hand side of equation (4.22); this can be solved in turn to eventually give us
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the first non-zero displacement term in the e1 direction,
9
8
∂2f
∂η22
+
3
8
∂2f
∂η22
−Mω22f = −F δ (η1) δ (η1) ,
−3
4
∂2f
∂η1η2
+ 4p2 (η1, η2) = 0, p (η1, η2) =
⎡⎢⎣ε2p2 (η1, η2) +O (ε3)
f (η1, η2) +O (ε)
⎤⎥⎦ . (4.23)
The first equation in (4.23) can be solved for Ω2 and if it’s real it corresponds to a per-
turbation into the stop-band of the lattice, then it is clear that (4.22) has only evanescent
solutions. On the other hand, if Ω2 is purely imaginary then (4.22) has propagating so-
lutions. This corresponds to a perturbation into the pass-band. The reader’s attention
is drawn to the fact that (4.22) is anisotropic.
We proceed with verifying the efficacy of our method, using the matrix approach
outlined in section 4.2.2. As we wish to analyse modes located within both the stop and
pass-bands, our focus shall be on the global maximum. An O (ε) vertical excitation is
applied to the central mass; the magnitude and direction of the forcing ensures that the
term propagates to the desired second-order equation (equation (4.23)). Solving this
equation gives us the leading-order envelope modulation
ϕ(0,2)(η) =
2iF
3
√
3
H(1)0
(
iω(2,2)
√
8M
3
[
η21 +
η22
3
])
. (4.24)
A direct comparison between the asymptotics and numerics within both, the decaying
and propagating regions, is shown in figure 4.6. The anisotropic nature of the oscilla-
tions is also demonstrated.
4.3 Concluding remarks
The asymptotic theory extended herein can be applied to a wide range of discrete
structures of arbitrary geometry and dimension. Indeed, any discrete system where
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Figure 4.6: Panels (a) & (b) show the evanescent solution (ε = 0.01,Ω22 = 5), whilst
panels (c) & (d) show the propagating solution (ε = 0.1,Ω22 = −5). A pseudocolour
plot of |p (n,m)| is shown in panel (a), whilst q(n,m) is plotted in panel (c). The
numerical solution (solid black) is compared with the asymptotic envelope (red dashed)
for the displacement q (0, m) in panels (b) & (d) for the evanescent and propagating
solutions respectively.
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the interaction between points is linear can be analysed using the scheme extended
in the present chapter. As outlined in the introduction, elastic lattice type structures
are of significant interest in a wide range of physical settings, including biomechan-
ics, structural mechanics, and cloaking. We examine an illustrative example, namely
the two-dimensional hexagonal lattice. As demonstrated in figure 4.5, the two scale
approach used here accurately captures the essential dynamic behaviour at resonant
frequencies away from the low-frequency regime.
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Chapter 5
Transient homogenisation of nonlinear
periodic media
5.1 Background
The mass or force defect induced localised modes demonstrated for linear lattices in
the first three chapters are well understood. The maximum amplitude is found at the
impurity site with the oscillations decreasing exponentially as a function of the dis-
tance from the defect. For the simple one-dimensional chain it was shown in chapter 2
that such modes are solely present for light-mass impurities, whereby a mode is excited
into the band gap such that we obtain anti-periodic oscillations on the microscale. In
addition to the heterogeneity of the otherwise uniform chain inducing localised modes
there are also intrinsic localised modes [113, 112]. The intrinsic localised mode arises
due to the Hertzian interaction of the beads which make up the one-dimensional gran-
ular chain considered herein. The analysis of one-dimensional granular crystals has
become a topical subject recently. The variability and choice in the composition of the
granular beads used allows for the dynamic response to be tuned, hence it is possible
to work with linear, weakly nonlinear and strongly nonlinear systems [97, 111, 42].
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In the present chapter, we consider strongly precompressed granular crystals, hence
the nonlinearity which induces the intrinsic localised mode is weak. This will allow
us to utilise a transient perturbation method, whereby we perturb away from the lin-
ear spectrum. A distinction between impurity induced localised modes and intrinsic
localised modes is that the former does not break the translation invariance of the sys-
tem. Therefore, unlike the previously analysed defect induced localised modes, the
nonlinear localised modes can be excited at any lattice site with the maximum ampli-
tude dependent upon the initial condition of the system. Herein we shall examine the
interaction between intrinsic localisation, introduced through nonlinearity and extrin-
sic localisation, induced by a light-mass impurity.
In the latter half of this chapter wemove onto examining a continuous model, a one-
dimensional elastic string resting on a weakly nonlinear support. The homogenisation
method used here utilises both the transient perturbation method outlined in the first
half of the chapter and the HFH method presented in [40].
The chapter is structured as follows. In section 5.2.1 we formulate the problem
for the discrete one-dimensional granular crystal chain. In the proceeding section we
extend the homogenisation method outlined in [61, 70], where a mass change results
in a corresponding change in radii, such that the small parameter ε is now defined ac-
cording to the ratio of the defect and bulk mass radii. In order to analyse the accuracy
of our asymptotic scheme, for this alternatively defined ε, we perform a parametric
analysis of the underlying linear system in section 5.2.3 and also the ensuing equation
obtained from our homogenisation method. The latter half of this chapter is dedicated
to an analogous asymptotic method applied to a continuous periodic system. The re-
sulting nonlinear Schro¨dinger equation found is identical to that found for the earlier
discrete system and yields soliton solutions, as expected.
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5.2 Discrete nonlinear lattice containing a light-mass
impurity
5.2.1 Formulation
Herein we shall employ a transient homogenisation method to strongly precompressed
uniform granular chains containing a light mass impurity. We shall consider a single
defect and then move onto analysing the time-independent solution near the band edge.
For clarity, let us initially consider the case of two identical beads of radius (R) with a
compressive force (F ) applied at either end. This will result in the beads overlapping
by a finite distance (δ), with a repelling force produced. For sufficiently stiff materials
and relatively small precompression the problem becomes linear, however our focus
will be on small oscillations and strong precompression; therefore the contact force
between the beads will be given by Hertz’s law,
F = Aδ3/2, A =
E
√
2R
3 (1− ν2) , (5.1)
where E is the Young’s modulus and ν is the Poisson ratio.
FF
R
δ
Figure 5.1: Contact force between two beads at equilibrium.
.
We now extend the above principles whereby we consider a finite chain of gran-
ular beads where the displacement of the nth bead is denoted by un and the overlap
between beads of identical radius is given by δ0. The equation of motion satisfied by
148
the displacements is
Mu¨n = A0 (δ0 + un−1 − un)3/2+ − A0 (δ0 + un − un+1)3/2+ , (5.2)
where the subscript + implies that when the quantity within the bracket is negative,
the total term equates to zero. Initially, for ease of exposition, we shall consider the
homogeneous chain where the lattice is assumed finite
(
n ∈ Z[−N,N ]
)
and A0 denotes
the bead-bead interaction. Our focus is on strongly precompressed chains with rela-
tively small disturbances about the equilibrium, therefore we assume |un−1−un|≪ δ0.
Using this condition we Taylor expand the first bracketed term (and second) in (5.2) to
obtain the following expression
A0 (δ0 + un−1 − un)3/2+ ≈ A0δ3/20 +
3
2
A0δ
1/2
0 (un−1 − un)
+
3
8
A0δ
−1/2
0 (un−1 − un)2 −
1
16
Aδ−3/20 (un−1 − un)3 (5.3)
We are able to truncate the prior expansion as we assume small amplitude oscillations.
Equation (5.2) becomes
Mu¨n = K2 (un−1 + un+1 − 2un) +K3
[
(un+1 − un)2 − (un − un−1)2
]
+K4
[
(un+1 − un)3 − (un − un−1)3
]
, (5.4)
where in this expression,K2 = 3A0δ
1/2
0 /2,K3 = 3A0δ
−1/2
0 /8, K4 = −A0δ−3/20 /16.
We now introduce a mass defect into our otherwise homogeneous chain where
for simplicity we initially consider a single light-mass defect; the mass now takes
vector formM = (M, . . . ,M,M,m,M,M, . . . ,M) . Extra details such as additional
defects can be done but this obscures from the main ideas of the theory. Dissimilar
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to our previous applications of HFH, a mass change now induces a corresponding
change in other characteristics, such as a change in radius (R), elastic constant (A)
and precompression (δ0). The new radius, elastic constant (associated to bead-bead
interaction between different masses) and precompression are denoted by r, A1, δ1 and
related to the prior variables via
A1 = A0
(
Rr
R+r
)1/2(
R
2
)1/2 , A1δ3/21 = A0δ3/20 . (5.5)
Thence as a result of this newly introduced defect, the coefficients in equation (5.4)
become vectorised
K2
(L) =
(
K02 , . . . , K
0
2 , K
0
2 , K
0
2 , K
1
2 , K
1
2 , K
0
2 , K
0
2 . . . , K
0
2
)
(5.6)
K2
(R) =
(
K02 , . . . , K
0
2 , K
0
2 , K
1
2 , K
1
2 , K
0
2 , K
0
2 , K
0
2 . . . , K
0
2
)
, (5.7)
the superscripts denote left and right bead-bead interactions and Ki2 =
3Aiδ
1/2
i /2, (i = 0, 1); a similar vector is spawned from the other coefficients K3 and
K4. The equation governing motion in the inhomogeneous nonlinear chain is now
Mnu¨n = K
L
2,n (un−1 − un) +KR2,n (un+1 − un)−KL3,n (un − un−1)2
+ KR3,n (un+1 − un)2 +KL4,n (un+1 − un)3 +KR4,n (un−1 − un)3 . (5.8)
We seek solutions which are perturbations from the dispersion relation of the homoge-
neous linear chain, hence we restrict our model to deal with small mass defects
ε = (1−m/M) = [1− (r/R)3] , (5.9)
in addition to weak nonlinearity, where ε denotes the small parameter in our asymp-
totic expansion. By utilising the former assumption, the left side of equation (5.8)
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is rewritten as M (1− εδn,0). Relation (5.9) is determined by our desire to have the
defect present in the final order ODE. This choice will become apparent as we proceed
through our asymptotics.
Ultimately there are two defects introduced into the leading order periodic lin-
ear system, a mass/radial change and the addition of nonlinear interactions between
neighbouring beads. We substitute r(R; ε) = R (1− ε)1/3 into both equations in (5.5),
eventually obtaining
A1 = A0
(
1− ε
12
)
+O(ε2), δ1/21 = δ1/20
(
1 +
ε
36
)
+O(ε2),
K12 = A0δ
1/2
0
(
3
2
− ε
12
)
+O(ε2). (5.10)
We have omitted showing higher-order terms of K13 , K
1
4 as they do not contribute to
any of the subsequent differential equations that will be deduced. We substitute the
appropriate expansions in (5.10) into equation (5.8) thereby getting
M
[
1− ε2δ(η)] u¨n = K02 (1− ε218 [δ(η) + δ(η − ε)]
)
(un−1 − un)
+K02
(
1− ε
2
18
[δ(η) + δ(η + ε)]
)
(un+1 − un)
+K03
[
(un − un−1)2 + (un+1 − un)2
]
+K04
[
(un − un−1)3 + (un+1 − un)3
]
(5.11)
where we have used the property δn−k,0 = εδ(η − εk)
5.2.2 Asymptotics
We now introduce multiple scales in both space and time, the continuous long scale is
characterised by η = εn and the short scale is defined on an elementary cell containing
the nth mass and its two nearest neighbours. Whilst in time we take the scaling τ =
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t, τ1 = εt and τ2 = ε2t. An example of the two-scale separation is shown below
un+1(t) = un+1(η + ε, τ )
=
[
un+1(η, τ ) + ε
∂un+1
∂η
(η, τ ) +
ε2
2
∂2un+1
∂η2
(η, τ ) +O(ε3)
]
, (5.12)
where κ denotes the short-scale phase-shift between adjacent beads and τ = (τ, τ1, τ2).
Additionally we assume the small-amplitude ansatz
u(η, τ, τ1, τ2) =
∞∑
k=0
εk+1u(k)(η, τ, τ1, τ2). (5.13)
Both expansions (5.12) and (5.13) are used in equation (5.11), with the resulting equa-
tion treated in orders of ε. We should note that in one-dimension our homogenisation
method resembles the asymptotics found in [126, 61]; the distinction between our
method and those of the cited authors becomes noticeable in higher dimensions. Pro-
ceeding with our asymptotics, at leading order we obtain
K02
[
u(0)n+1 + u
(0)
n−1 − 2u(0)n
]
= M
∂2u(0)n (η, τ )
∂τ 2
,
u(0)n (η, τ ) = A0(η, τ1, τ2) + f0(η, τ1, τ2) exp [iθn] + c.c, (5.14)
where c.c denotes the complex conjugate, θn = (κn− Ω0τ) and Ω20 =
(4K02/M) sin
2 (κ/2). The latter dispersion relation is plotted in figure 5.2b. At O(ε)
we derive the following
K02
[
u(1)n+1 + u
(1)
n−1 − 2u(1)n
]
−M ∂
2u(1)n (η, τ )
∂τ 2
= −2MiΩ0
(
vg
∂f0(η, τ )
∂η
+
∂f0(η, τ )
∂τ1
)
+8iK03 sin(κ) sin
2
(κ
2
)
f0(η, τ1, τ2)
2 exp (2iθn) + c.c (5.15)
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where vg = dΩ0/dκ denotes the group velocity. In order to maintain a uniformly valid
expansion we need to set the coefficient of the resonant forcing terms on the RHS of
equation (5.14) to zero. With this in mind, we follow the lead of [126, 61] and assume
that the slow variables (η, τ1) are related to each other, within the envelope function
f0(η−vgτ1, τ2). After removal of the secular terms, we are left with an inhomogeneous
equation which admits the following solution
u1(η, τ ) = A1(η, τ1, τ2) + f1(η, τ1, τ2) exp (iθn)
+i
K03
K02
f0 (η, τ1, τ2)
2 cot
(κ
2
)
exp (2iθn) + c.c. (5.16)
Finally at O (ε2) we deduce the following equation, which relates the leading order
envelope functions with the frequency correction
∂2u(2)n
∂θ2n
−J2
[
u(2)n+1 + u
(2)
n−1 − 2u(2)n
]
+A+exp (iθn)B+c.c+higher-terms = 0 (5.17)
where in order to prevent resonant terms from arising we set the following terms (A
and B) to zero,
A = ∂
2A0
∂ξ2
(
v2g − J2
)− 8J3 sin (κ/2) ∂|f0|2
∂ξ
, (5.18)
B = Ω
2
0
4
∂2f0
∂ξ2
− 2iΩ0∂f0
∂τ2
+
2J3
J2
Ω20f0
∂A0
∂ξ
+
2Ω20
J22
f0|f0|2
(
3
2
J4Ω
2
0 + J
2
3
(
4− Ω
2
0
J2
))
+
f0
18
J2
[
δ(ξ + ε) [exp(iκ)− 1] + δ(ξ − ε) [exp(−iκ)− 1] + 17δ(ξ)Ω
2
0
J2
]
,
Ji = K0i /M for i = 2, 3, 4, ξ = η− vgτ1 and we have also assumed that the first-order
envelope function has a ξ dependence such that f1 (ξ, τ2). Note that our primary focus
is on defect modes induced by the impurity, hence we are interested in analysing eigen-
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frequencies located in the vicinity of the band edge. Two impurity induced modes, for
the radii ratios r/R = 0.8, 0.95, are shown to lie in the band gap above Ω(π), in figure
5.2b. With this motivation in mind, we set κ = π in equation (5.18)
∂A0
∂η
=
−8J3
J2
|f0|2, (5.19)
where we have opted to suppress the integration constant. Utilising the above in equa-
tion (5.2.2), we get the following variation of the nonlinear Schro¨dinger’s equation
∂2f0
∂η2
− 4i√
J2
∂f0
∂τ2
+
16
J2
f0|f0|2
[
3J4 − 4J
2
3
J2
]
−f0
9
[δ (η + ε)− 34δ (η) + δ (η − ε)] = 0, (5.20)
which when solved in conjunction with equation (5.19) , should give us the appropriate
kink-shaped waveform.
In order to verify the implementation of our homogenisation method and to study
the underlying spectrum, we shall initially solve the linear problem
Mnu¨n = K
L
2,n (un−1 − un) +KR2,n (un+1 − un) . (5.21)
For the linear case we assume harmonic motion, a numerical approximation can be
found by using the above set of difference equations and reformulating them as a matrix
problem, as seen in [124]. The resulting numerical solution will be compared to the
solution derived from the harmonic linear variation of equation (5.20)
∂2f0(η)
∂η2
− Ω
2
2
J2
f0(η)− f0(η)
9
[δ (η + ε)− 34δ (η) + δ (η − ε)] = 0, (5.22)
where un ∝ exp [i (Ω20 + ε2Ω22) t]. In order to resolve the above ODE we apply a
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continuous Fourier transform which eventually gives us
f0(η) =
−1
18β
[ exp (−β|η + ε|) f0(−ε) + exp (−β|η − ε|) f0(ε)
−34 exp (−β|η|) f0(0)], β = Ω2√
J2
. (5.23)
This equation can be easily resolved for Ω2 and f0 (η) by letting η = 0,±ε and re-
formulating it into a matrix eigenvalue problem. The ensuing solutions are compared
with those derived directly from the difference equation (5.21) and are shown in
figure 5.3 for two different defect radii (r) values. The eigenfrequencies associated
with these radii are also shown in fig 5.2b. Due to the mass change occurring in the
central position, the Schro¨dinger equation considered is predominantly that of the
attractive delta potential and hence we obtain a single bound state (symmetric) solution
5.2.3 Numerics
A closely related experimental setup of a nonloaded chain of identical elastic spheres
containing a mass defect, is outlined in [122]. Unlike our system though, there is
no permanent precompressive force. However an incident wave, passing through the
chain, is induced by a small striker which results in local precompression. The spheres
interact with a Hertzian potential hence the propagating solitary wave prompts the
system to have locally nonlinear behaviour. This fact, in addition to the presence of
an intruder excites a nonlinear localized mode (NLM), which has the approximate
frequency,
fe ≈
√
3A1/31 F
1/6
0
2πm1/2
. (5.24)
A comparison between the above experimentally obtained frequency and the frequency
found numerically for our amended linear system (5.8), is shown in figure 5.2a. The
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inset shows a comparison between the numerical frequency and our asymptotic one,
found from equation (5.23). The parameter values chosen are identical to those used
in [124] and are shown in the caption of figure 5.2. Note that the accuracy of the
asymptotic scheme decreases in conjunction with r/R, as expected. This is due to
r/R and ε being inversely related, for example for the material parameters chosen,
r/R = 0.85, ε = 0.386.
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Figure 5.2: The main figure in panel (a) shows a comparison between the frequencies
found numerically (solid) from the matrix eigenvalue problem and those found experimentally
(dashed), (5.24). The inset shows a comparison between the frequencies found asymptoti-
cally (dashed) and those found numerically (solid). The material parameters are E = 193GPa
(Young’s modulus), ν = 0.3 (Poisson ratio), ρ = 8027.17kg/m3 (density of beads), R =
4.76mm (radius of original bead) and the static compression force is F = 22.25N. Panel (b)
shows the dispersion curve for our harmonic linear system, where the impurity induced modes
plotted in figure 5.3, are indicated by the solid circles (upper r/R = 0.8, lower r/R = 0.95).
Without the impurity within the chain, equation (5.20), is just the standard nonlin-
ear Schro¨dinger’s equation which is a completely integrable system and can be solved
exactly using the inverse scattering transform [61]. Reducing the equation (5.20) such
that only the dominant Dirac delta function is present
∂2f0
∂η2
− 8i
Ω0
∂f0
∂τ2
− 6
δ20
f0|f0|2+34
9
δ (η) f0 = 0, (5.25)
allows us to easily retrieve the soliton solution [70]. The solution either side of η = 0
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Figure 5.3: A comparison between the asymptotic envelope (5.23) (solid line) and the
numerical solution (oscillating lines) deduced directly from equation (5.22) is shown. In
panel (a) the impurity bead radius is r/R = 0.95, small parameter ε = 1 − m/M =
0.1426, the frequency is found as Ω2 = 130.958kHz (numerics) , 130.950kHz (asymptotics).
Whilst for panel (b) the prescribed defect radius is r/R = 0.8 and ε = 0.4880, Ω2 =
146.241kHz (numerics) , 142.754kHz (asymptotics)
.
can be written as f0 (η, τ2) = F0 (η) exp (−iΩ2τ2), where F0 (η) takes the value
F0 (η) =
⎧⎪⎨⎪⎩ AL sech [BL (η − ηL)] , η ! 0AR sech [BR (η − ηR)] , η " 0 , (5.26)
where AL,R, BL,R and ηL,R are constants to be determined. Substituting the above
solutions into the original equation (5.25) yields the following relations,
BL,R =
−3A2L,R
δ20
, Ω2 =
3A2L,RΩ0
8δ20
, (5.27)
where uniformity of frequency implies that AL = AR, BL = BR and continuity of the
displacement at the origin gives ηL = ηR. Notationally we drop the subscripts from
AL,R, BL,R and let η0 = ηL,R. Integrating equation (5.25) with respect to η between
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the limits η = ±α and letting α→ 0 gives the following discontinuity condition,
lim
α→0
[
∂f0
∂η
(+α)− ∂f0
∂η
(−α)
]
= −34
9
f0(0), (5.28)
which when resolved gives η0 as a function of the amplitude,
η0 =
δ0√
3A
arctan
(
17
√
3δ0
27A
)
. (5.29)
Normalization of the function, |f0(η)|2 gives,
2A2
B
[1 + tanh (Bη0)] = 1, (5.30)
which when used in conjunction with equations (5.27) and (5.29) gives A solely in
terms of the precompression,
A2 = −δ0
3
[
17
9
− 3
2δ20
]
(5.31)
and as δ0 is a prescribed quantity, the long-scale envelope function is now completely
determined. Using equation (5.19) we can ascertain the long-scale function A0 (η, τ2);
it follows that the leading order displacement is
u(0)n (η, τ ) = −
8J3
J2
A2 tanh [B (η − η0)]
+A(−1)n exp [−i (Ω0 + ε2Ω2) τ] sech [B (η − η0)] + c.c. (5.32)
The above solution is shown in figure 5.4, where the radii ratio is taken as r/R = 0.95
and identical parameter values as those found in figure 5.3 have been chosen.
It can be seen from equation (5.32) that the presence of the kink is attributed to
the cubic nonlinear term, when J3 = 0 this underlying tanh term is no longer present.
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Figure 5.4: The time-harmonic solution for the precompressed granular chain containing a
single light-mass impurity
.
Hence we would be left with a symmetric localised mode. Another important point is
that the translational invariance associated with an intrinsic localised mode is no longer
true as the location of the light-mass impurity pins the solution to the origin.
5.3 Continuous string resting on nonlinear support
5.3.1 Formulation
We begin by considering an infinite elastic string resting on a weakly nonlinear support
so the governing equation is
T ∂
2u
∂x2
− ρ(ξ)∂
2u
∂t2
−Ku− αu3 = 0 (5.33)
where we implicitly allow for two-scales, a long scaleX = εx and a short scale ξ = x,
with ρ(ξ) a periodic function on the short scale, that will be used later. The remaining
parameters T ,K and α are assumed constant, although that restriction could be eased
with them also periodic functions on the ξ scale. The parameter α characterises the
nonlinearity and will be assumed later to be of order ε2.
After non-dimensionalizing using a typical wavespeed c0, so xˆ = x, tˆ/c0 = t and
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uˆ = u, with the hatted variables non-dimensional we arrive at
∂2uˆ
∂xˆ2
− r2(ξˆ)∂
2uˆ
∂tˆ2
− βuˆ− ε2ηuˆ3 = 0 (5.34)
where
β = K/T , ε2η = α/T , r(ξ) = c0/c(ξ) (5.35)
where c2(ξ) = T /ρ. We now drop the hat decoration and hereafter operate entirely in
non-dimensional variables unless otherwise stated; notably we are taking weak non-
linearity to facilitate a clear and unambiguous asymptotic expansion.
We now introduce the scalings that separate scales in both time and space, namely
in space there is a long scale X = εx and a short scale ξ = x, and in time
τ = t, τ1 = εt τ2 = ε
2t (5.36)
as is conventional in multiple scales [20] we treat ξ, X and τ, τ1, τ2 as being indepen-
dent.
The scaling is space and time is complemented by an expansion of u
u(ξ, X, τ, τ1, τ2) =
∞∑
i=0
εiui(ξ, X, τ, τ1, τ2) (5.37)
which is motivated by the analysis of [40].
We now substitute the scalings, and collect terms of the same order in ε, with the
aim of solving the resulting hierarchy of equations. An essential observation is that
on the microscale, i.e in the ξ coordinate, the function ui is either perfectly in-phase
(periodic), or perfectly out-of-phase (anti-periodic) across a microcell. Thus either
ui|ξ=1= ui|ξ=−1, uiξ|ξ=1= uiξ|ξ=−1 (5.38)
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or
ui|ξ=1= −ui|ξ=−1, uiξ|ξ=1= −uiξ|ξ=−1 (5.39)
these physically correspond to standing wave solutions in the absence of nonlinearity
cf [40].
5.3.2 Asymptotics
We will treat the periodic case in detail, and just state results for the anti-periodic one.
At leading order we obtain
∂2u0
∂ξ2
− r2(ξ)∂
2u0
∂τ 2
− βu0 = 0 (5.40)
and this equation is entirely upon the ξ and τ scales. This inspires the separable form
u0(ξ, X, τ, τ1, τ2) = U0(ξ)A0(X, τ, τ1, τ2) (5.41)
and U0, f0 satisfy
U0,ξξ + [r
2(ξ)Ω20 − β]U0 = 0,
∂2A0
∂τ 2
+ Ω20A0 = 0 (5.42)
from which
A0(X, τ, τ1, τ2) = f0(X, τ1, τ2) exp(iΩ0τ) + c.c (5.43)
where c.c stands for complex conjugate. Thus we anticipate a frequency of oscillation
Ω0 with associated micro-scale spatial structure given by U0(ξ;Ω0) and modulated
by an amplitude f0(X, τ1, τ2) that varies on the long spatial scale and in time on long
timescales τ1, τ2. The aim of the following analysis is to determine an amplitude
equation for f0(X, τ1, τ2) that then captures this long-scale modulation.
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The next order equation yields
u1,ξξ − r2(ξ)u1ττ − βu1 = −2U0,ξf0,XeiΩ0τ + 2iΛr2(ξ)U0f0,τ1eiΩ0τ + c.c. (5.44)
this inhomogeneous equation is now tackled by ensuring solvability; this is acheived
via the Fredholm alternative and we multiply the right-hand side by U0(ξ) exp(iΩ0τ)
and integrate over a microcell, −1 < ξ ! 1, and over the period, 0 < τ ! t0, of τ .
Doing so, and recalling the periodicity of u1 on the microscale, yields
f0,τ1 [e
2iΛt0 − 1]− 2iΛf 0,τ1t0 = 0 (5.45)
and the complex conjugate of this equation. The left-hand side of equation (5.44) goes
to zero via the solvability condition and all terms on the right-hand side multiplying
exp (inΩ0τ) for n ̸= −1 also equate to zero due to the integration in time. Hence it
follows from equation (5.45) that τ1 is a redundant variable and could have been ig-
nored at the outset, however it is useful to see this explicitly. We could equivalently
have killed τ1 earlier by referring to [40] and noting that the first-order frequency cor-
rection, Ω1 = 0 there. The simplified equation for u1 then has the explicit solution
u1 (ξ, X, τ, τ2) =
[
AXe
iΛτ + AXe
−iΛτ] [V1(ξ)− ξU0(ξ)]
+U0(ξ)f1(X, τ2) exp (iΩ0τ) + c.c (5.46)
where V1(ξ) is an auxiliary function which imposes the boundary conditions, equations
(5.38) and (5.39). where
V1ξξ +
[
r2(ξ)Ω20 − β
]
V1 = 0, (5.47)
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where for in-phase oscillations we get
V1|ξ=1−V1|ξ=−1= 2U0|ξ=1, V1,ξ|ξ=1−V1,ξ|ξ=−1= 2U0,ξ|ξ=1, (5.48)
and for out-of-phase
V1|ξ=1−V1|ξ=−1= 0, V1,ξ|ξ=1−V1,ξ|ξ=−1= 2U0|ξ=1. (5.49)
At second-order we shall identify the amplitude equation
u2,ξξ − r2(ξ)u2,ττ − βu2 = −u0,XX − 2u1,ξX + 2r2(ξ)u0,ττ2 + ηu30 (5.50)
and crucially the nonlinearity appears. Solvability gives the amplitude equation
Tf0,XX + 2iΩ0f0,τ2 + Sf0|f0|2= 0 (5.51)
and the complex conjugate equation. Notably this amplitude equation is entirely upon
the long-scales and is the cubic nonlinear Schro¨dinger equation. The coefficients T
and S are integrals over the microscale so
T = 2
U20 (1)−
∫
V1,ξU0(ξ)dξ∫
r2(ξ)U20 (ξ)dξ
, S = 3η
∫
U40dξ∫
r2(ξ)U20 (ξ)dξ
(5.52)
Note S and Ω0 are positive and with the change of variables
z =
S
2Ω0
τ2, y =
√
S
2|T |X (5.53)
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leads to the conventional form [71]
−σ
2
Ayy + iAz + |A|2A = 0 (5.54)
with σ = sgn(T ) giving anomalous or normal dispersion for σ = ±1 respectively.
Hence for waves propagating along a microstructured surface one can identify the
expected behaviour directly from T . For σ = +1,−1 one can deduce dark and bright
solition solutions respectively.
5.4 Future work
This chapter has laid the foundations for exploring a transient homogenisation method
in the context of discrete and continuous nonlinear systems. The material within this
chapter can be extended in a number of interesting directions. Numerical analysis of
the uni-axially compressed granular chain containing a single light-mass impurity or
double light-mass impurities has already been accomplished in [124]. It was noted that
for two non-adjacent defects an interesting symmetry breaking bifurcation arose. Us-
ing our asymptotic scheme we could refine the previous numerical study by quantify-
ing this symmetry breaking bifurcation analytically. Extensions to higher dimensions
and to alternatives to granular chains such as magnetic chains and wood-pile systems,
where the tunability of the nonlinearity is greater are other potential extensions.
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Chapter 6
General asymptotic theory for
continuous periodic structures
6.1 Background
The design of structures that have material properties that are controllable, or that do
not naturally occur, is highly topical. It is now possible to talk of a negative refractive
index, and to design materials accordingly in acoustics [37] and electromagnetism, or
to design photonic crystals [66] whose overall properties are governed by their regu-
lar microstructure. For design purposes, the arrangement of inclusions in hexagonal
or rhombic patterns is typical in photonic crystals [130]. This special subset can be
distinguished from the remaining oblique planar geometries by the symmetries of their
first Brillouin zones (see section 1), and together with these, and two distinct orthogo-
nal lattices, they form the set of two-dimensional Bravais lattices [26] as shown in Fig.
1.2. In chapter 3 the discrete variation of our multiple scales theory was extended from
the version elucidated in chapter 2, in order to deal with oblique geometries (namely
the hexagonal lattice and honeycomb structure). Herein we extend the continuous ver-
sion of the theory, initially found in [40], from orthogonal geometries to periodic media
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containing a general arrangement of inclusions.
Our approach is to consider two distinct systems in this chapter; physically the
Helmholtz equation
∇x · [aˆ (x)∇xu(x)] + ρˆ (x)Ω2u(x) = 0 (6.1)
can be used to model transverse electric (TE) or transverse magnetic (TM) polarised
electromagnetic waves, shear horizontal (SH) polarised elastic waves and pressure
waves in the frequency domain. The spatially-dependent physical parameters aˆ(x),
ρˆ(x) will be assumed periodic in space, and represent different quantities depending
on the physical setting, for example stiffness and density in the SH elastic system.
We consider structures containing arbitrarily shaped inclusions and provide Dirichlet
conditions on their boundaries, and later take the zero radius limit to point scatterers.
There is wide interest in similar continuum problems; for instance [127, 128] provide
typical applications for rhombic lattice arrangements.
A system closely related to the one described above is that of a structured elas-
tic plate governed by the Kirchhoff-Love equation, for which vertical displacements
satisfy
∇2x
[
β (x)∇2xu (x)
]− µ (x) Ωˆ2u (x) = 0. (6.2)
The non-dimensional squared frequency is
Ωˆ2 =
ρ0A0l4Ω2
E0I0
, (6.3)
where the quantities appearing above are reference values of density, cross-sectional
area, Young’s modulus and cross-section moment of inertia, related to the (spatially
varying) values in the plate via the relations EI = E0I0β (x) , ρA = ρ0A0µ (x). The
dimensionless quantities β and µ thus represent the non-dimensional mass per unit
length and flexural rigidity of the plate respectively. There has been considerable in-
166
terest in such systems as platonic crystals, in which ideas from photonic crystals are
transplanted into this setting [10, 27, 44, 48, 49, 88, 120, 125]. The additional deriva-
tives in (6.2) compared to (6.1) lead to differences in the corresponding physical sys-
tems, but since the mathematics is closely related we choose to develop the theory for
both equations in parallel. In the latter case we too shall study the zero-radius limit,
noting that for an array of clamped pins there is a straightforward exact solution for
a square array using Fourier series [8, 73, 76] that can be modified to other lattice ar-
rangements [89]. Since points are the zero-radius limit of circular holes, one can also
approach this problem using multipole methods [93], though we do not pursue this
here. Additionally the stop band and localisation effects of plates containing an or-
dered arrangement of thin long fibres, which is reminiscent of clamped pins, has been
studied experimentally [108].
Our primary aim is to once again generate homogenised, effective medium equa-
tions that capture the essential physics in a long-scale governing equation that encapsu-
lates the short-scale structure in geometry-dependent coefficients. The multiple-scales
methodology of high frequency homogenisation has been developed for continuous
periodic media in [40] but here it is generalised for Bravais lattices for which there are
significant technical issues to overcome.
An additional aim here is to generate exact Fourier series solutions in the zero-
radius limit of pinned points for both systems (6.1), (6.2). We then use these solutions
to investigate the effectiveness of the asymptotic method, as well as the effects of ge-
ometry, and in particular lattice symmetries. In the case of the Kirchhoff-Love equation
(6.2), this methodology applied to a square lattice gives effective medium equations [8]
that predict and model shielding and lensing effects for elastic plates [10, 12]. Given
this success for square arrays and subsequent extensions to vector wave systems such
as in-plane elasticity [11, 25], it is natural to extend the approach to Bravais lattice
arrangements that are of broader physical interest.
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The plan of the chapter is as follows: in section 6.2, we proceed with our two-scale
analysis of the wave systems in question. The upshot in both cases is that a long-scale
partial differential equation emerges with the short-scale and geometry built into a ten-
sor of coefficients. Notably, although the governing equation (6.2) is fourth-order, the
long-scale equation that emerges is typically of second-order. Situations whereby dis-
persion curves cross are not uncommon and often correspond to Dirac-like points that
arise due to repeated eigenvalues; this is also incorporated into the asymptotic theory
and described herein. Section 6.3 uses Fourier methods to construct exact solutions in
the limit of point-like inclusions, which are used to provide checks on the asymptotic
theory, as well as being interesting in their own right. These, together with the asymp-
totics, are used to interpret and model wave phenomena in section 6.4. The asymptotic
theory clearly captures not just qualitative features, but also quantitative decay rates
for localised states and the detailed dispersive properties near standing wave eigenfre-
quencies.
6.2 Asymptotics
In the following section we detail the generalised high frequency homogenisation
method. Initially we consider the Helmholtz equation, before moving onto the case
of platonic crystals governed by the Kirchhoff-Love equation.
6.2.1 Helmholtz equation
In this section we detail the asymptotic procedure as applied to the following governing
equation:
∇x · [aˆ (x)∇xu(x)] + Ω2ρˆ (x)u(x) = 0. (6.4)
where x = x1i+x2j ∈ R2 and aˆ (x) , ρˆ (x) are the spatially dependent material param-
eters that share the periodicity of the lattice; aˆ(x+R) = aˆ(x) for any lattice vectorR
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as defined in (1.14), and similarly for ρˆ.
Recall that the primitive vectors defining a general two-dimensional lattice are
e1 = αA2Di, e2 = A2D [cos θi+ sin θj] , (6.5)
where i, j are the unit orthogonal vectors, α is the asymmetry ratio and 0 < θ ! π/2.
In the dimensional setting, the unit cell is taken to have sides of length 2αl and 2l
in the e1, e2 directions respectively, where for convenience we also set A2D = 1 in
equations (6.5). We begin to non-dimensionalise equation (6.4) by setting, aˆ ≡ aˆ0a(x)
and ρˆ ≡ ρˆ0ρ(x) in (6.4):
l2∇x · [a(ξ)∇xu(x)] + Ω2ρ(ξ)u(x) = 0 with Ω = ωl
cˆ0
(6.6)
cˆ0 =
√
aˆ0/ρˆ0 and Ω is the dimensionless frequency.
We now introduce short- and long-scale position variables, which will be neces-
sary for us to apply a multiple scale analysis. Alongside the cell length l, we introduce
a second, much longer length, L, which defines a macro-scale associated with long-
wavelength Bloch modes. The ratio of these two lengths ε = l/L ≪ 1 will provide
a small parameter to be used further on in the homogenisation method. Note that
the assumption that the length scale of an individual cell is O(l) implies that our ho-
mogenisation method will be valid only when the asymmetry ratio α isO(1). Provided
this is satisfied, the two disparate length scales then motivate two sets of dimensionless
coordinates, namely X = x/L = X1i + X2j, which varies on the macro-scale, and
ξ = x/l = ξ1i + ξ2j, which varies on the scale of the elementary cell. We augment
these with a third set ζ = ζ1e1 + ζ2e2, which are related to ξ via the relations
ξ1 = A2D [ζ1α + ζ2 cos θ] , ξ2 = ζ2A2D sin θ. (6.7)
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It will be convenient to use the orthogonal short-scale ξ for asymptotic expansions of
(6.4), and then revert to the lattice coordinates ζ when we wish to impose the boundary
conditions and later for performing integrals over the cell. The disparity between the
length scales characterised by l and L allows us to treat ξ,X as being independent,
and in particular allows us to expand the derivative operator using the chain rule as
∇x = (∇ξ+ ε∇X)/l. This is substituted into equation (6.6), and the displacement u is
henceforth considered a function of both the macro- and the micro-scale co-ordinates:
∇ξ · [a(ξ)∇ξu(X, ξ)] + Ω2ρ(ξ)u(X, ξ)
+ε[2a(ξ)∇ξ +∇ξa(ξ)] ·∇Xu(X, ξ) + ε2a(ξ)∇2Xu(X, ξ) = 0. (6.8)
where we have assumed that the material parameters a and ρ are specified on the short-
scale only. Note that because the material parameters a and ρ share the periodicity of
the lattice, they are functions of the short-scale only. Our focus will be on analysing the
motion of the system near specified eigenfrequencies. An important point is that, dis-
similar to orthogonal geometries, standing wave eigenmodes exist for non-orthogonal
geometries that do not necessarily satisfy in-phase or out-of-phase boundary condi-
tions at the edges of the cell. Notably for these eigenmodes the phase-shift across the
cell is complex and this in turn gives rise to displacements having a non-zero imagi-
nary component. As a result our asymptotic method is no longer restricted to dealing
with real eigenmodes and we can analyse eigenfrequencies across the entirety of the
Bloch spectrum and thereby perturb about any point in wavevector space. The Bloch
conditions on the short-scale are applied using the general coordinates:
u|ζi=1= exp (2iκ · ei) u|ζi=−1 and u,ζi|ζj=1= exp (2iκ · ei) u,ζi|ζj=−1 (6.9)
where u,ζi denotes partial differentiation with respect to ζi. We now take the following
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ansatz
u(X, ξ) = u0(X, ξ) + εu1(X, ξ) + ε
2u2(X, ξ) + . . . , Ω
2 = Ω20 + εΩ
2
1 + ε
2Ω22 + . . .
(6.10)
which leads to a hierarchy of equations at different orders in ε. This ansatz differs
from that of classical homogenisation theory [17, 21, 110], in which the frequency is
assumed to be sufficiently low that the wavelength is much greater than the length of
the elementary cell. The corresponding ansatz in the low-frequency case is
u(X, ξ) = u0(X) + εu1(X, ξ) + . . . , Ω
2 = ε2Ω22 + . . . , (6.11)
and in the case of Bravais lattice structures, the resulting classical theory corresponds
to the sub-case of HFH with Ω0 = 0.
After substituting the ansatz (6.10) into equation (6.8) we obtain the following
hierarchy of equations up to second order in ε:
(au0,ξi),ξi + Ω
2
0ρu0 = 0, (6.12a)
(au1,ξi),ξi + Ω
2
0ρu1 = −(2au0,ξi + a,ξiu0),Xi − Ω21ρu0, (6.12b)
(au2,ξi),ξi + Ω
2
0ρu2 = −(2au1,ξi + a,ξiu1 + au0,Xi),Xi − Ω21ρu1 − Ω22ρu0. (6.12c)
Further to this, we assume that there are N inclusions per cell, so equations (6.12a
- 6.12c) hold in the region ξ ∈ S = S1\(S2 ∪ S3 ∪ ... ∪ SN+1), where S1 denotes
the elementary cell without any inclusions and Sj (j = 2 → N + 1) represents the
inclusions. We impose Dirichlet conditions on the inclusion boundaries and deduce
u(X, ζ)|∂Sj= 0 ⇐⇒ ui(X, ζ)|∂Sj= 0, i ∈ N, j = 2→ N + 1. (6.13)
At each order, equations (6.12a - 6.12c) are provided with Floquet-Bloch boundary
171
conditions (6.9) at a fixed wave vector κ. The leading order equation admits a solution
precisely at Ω0, with a corresponding eigenmode:
u0(X, ξ) = f0(X)U0(ζ;Ω0) = f0(X)U0(ξ;Ω0), (6.14)
where the the PDE (partial differential equation) governing the long-scale function
f0(X) is to be determined. Note that the Dirichlet conditions are defined on the short
scale, which implies that U0(ζ)|∂Sj= 0 for j = 2 → N + 1. For clarity we opt to
elucidate our theory for simple eigenvalues; repeated eigenvalues can arise, and such
cases require subtle modifications. These cases are often associated with Dirac-like
cones.
A variant of the Fredholm alternative [105], states that the following equation
is solvable (
AijV1,γj
)
,γi
− λV1 = F, (6.15)
if and only if
∫∫
FV ∗0 dΓ = 0 where
(
AijV0,γj
)
,γi
− λV0 = 0, (6.16)
where the superscript ∗ denotes the complex conjugate, Aij , V0, V1, F are functions of
γ ∈ Γ, and Aij = Aji. Motivated by this orthogonality condition we multiply equation
(6.12b) by U∗0 and integrate in the short-scale coordinates over the region S, holding
the macro-scale coordinates constant:
∫∫
S (U
∗
0 (au1,ξi),ξi + Ω
2
0ρU
∗
0u1) dS
= −f0,Xi
∫∫
S [(a|U0|2),ξi + βi] dS − f0Ω21
∫∫
S ρ|U0|2dS, (6.17)
where βi = a
[
U∗0U0,ξi − U0U∗0,ξi
]
, (6.18)
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and |U0| denotes the modulus of the complex displacement. The first term on the right
hand side of (6.17) vanishes when we use the planar divergence theorem along with
the Bloch conditions (6.9) directed along ζ. We continue by subtracting the short-scale
cell integral of the conjugated Helmholtz equation (aU∗0,ξi),ξi + ρΩ
2
0U
∗
0 = 0 multiplied
by u1 to obtain:
∫∫ [
U∗0 (au1,ξi),ξi − u1(aU∗0,ξi),ξi
]
dS = −f0,Xi
∫∫
βidS − f0Ω21
∫∫
ρ|U0|2dS.
(6.19)
Using Green’s theorem, the left side of equation (6.19) becomes
∫
a(ζ)
(
U∗0
∂u1
∂n
− u1∂U
∗
0
∂n
)
ds, (6.20)
where ∂/∂n denotes the normal derivative and the line integral over ∂S = ∂S1∪∂S2∪
∂S3... ∪ ∂SN+1, is applied in the short-scale co-ordinates only. In equation (6.20) we
find that by applying the Bloch conditions (6.9) the terms on the opposing boundaries
of the cell cancel each other out, and with the help of the Dirichlet boundary conditions
on the inclusions, the terms above go to zero. Hence we are left only with the terms on
the right hand side of equation (6.19) and if the surface integral of βi does not equal
zero then we are left with the following first-order governing equation:
T (1)i f0,Xi − Ω21f0 = 0, T (1)i =
− ∫∫ βidS∫∫
ρ|U0|2dS , (6.21)
for i = 1, 2.
We note that if the integral of βi over the cell is non-zero, this implies that the local
dispersion along a path in the κi direction in frequency-wavevector space is linear, and
the long-scale modulation is governed by equation (6.21). In the case that the integral
vanishes, the local dispersion along κi is quadratic or higher, and we must move on
to the next order in the asymptotic hierarchy. It is possible to find points in which the
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local dispersion is linear along one approach, and quadratic or higher along another. In
the case that the integral involving βi is zero for i = 1, 2, we deduce that Ω1 = 0, and
the simplified equation for u1 then has an explicit solution
u1(X, ξ) = f1(X)U0(ξ;Ω0) +∇Xf0(X) ·U1(ξ). (6.22)
where the components of the auxiliary functionU1(ξ) satisfy
(aU1j,ξi),ξi + Ω
2
0ρU1j = −2aU0,ξj − a,ξjU0 for j = 1, 2, (6.23)
along with the Floquet-Bloch conditions (6.9) and the inhomogeneous Dirichlet con-
dition on the the boundary of the inclusions.
We now proceed to second order and find the effective equation governing the en-
velope modulation by using similar solvability conditions to those employed at the
previous order. We multiply equation (6.12c) by U∗0 , subtract the product of the com-
plex conjugate of equation (6.12a) with u2/f ∗0 and integrate over the unit cell, thereby
eventually giving us a partial differential equation purely on the long-scale
T (2)ij f0,XiXj + Ω
2
2f0 = 0, with T
(2)
ij =
tij∫∫
ρ|U0|2dS for i, j = 1, 2. (6.24)
The coefficients T (2)ij encode the short-scale behaviour of our effective medium within
the purely long-scale governing equation and the tij’s are given as
tii =
∫∫
a|U0|2dS + 2
∫∫
aU1i,ξiU
∗
0dS +
∫∫
a,ξiU1iU
∗
0dS, (6.25)
tij = 2
∫∫
aU1j ,ξiU
∗
0dS +
∫∫
a,ξiU1jU
∗
0dS for i ̸= j. (6.26)
As we desired, we are finally left with an effective homogenised equation (6.24) to be
solved for f0(X).
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6.2.2 Kirchhoff-Love equation
Herein we shall consider the simplified framework of the Kirchhoff-Love plate theory
that allows for bending moments and transverse shear forces. The resulting PDE is
fourth-order in space and second-order in time (although we shall consider the time-
harmonic problem). This simplified model for flexural waves is due to a relationship
between the stiffness/thickness of the plate and, as in (6.2), is given explicitly as
∇2x
[
β (x)∇2xu (x)
]− µ (x) Ωˆ2u (x) = 0. (6.27)
The real material parameters β and µ have the periodicity of the Bravais lattice. We
define short and long-scale coordinates identical to those used in the prior section,
where ε is once again defined by the ratio of the length scales.
We reiterate that we can perturb about any point in wavevector space, and hence
the Floquet-Bloch conditions on the short-scale, applied using the lattice coordinates,
are given explicitly as
u|ζm=1= exp (2iκ · ei)u|ζm=−1, u,ζi|ζm=1= exp (2iκ · ei)u,ζi|ζm=−1,
u,ζiζj |ζm=1= exp (2iκ · ei) u,ζiζj |ζm=−1, u,ζiζjζk |ζm=1= exp (2iκ · ei) u,ζiζjζk |ζm=−1,
(6.28)
where u,ζi denotes partial differentiation with respect to ζi. Similarly u,ζiζj and u,ζiζjζk
denote the second and third order partial differentiations with respect to ζi, ζj and
ζi, ζj, ζk, respectively, and repeated indices denote summation. In addition to the ho-
mogeneous Dirichlet condition imposed on the inclusion boundaries Sj (j = 2 →
N + 1), we further impose the homogeneous Neumann condition, ∂u/∂n = 0, where
∂/∂n refers to the normal component of the short-scale gradient.
We separate x into the two disparate length scales and expand out the displacement
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and frequency terms accordingly to eventually obtain
(βu0,ξiξi),ξjξj − µΩ20u0 = 0, (6.29)
(βu1,ξiξi),ξjξj + 2(βu0,ξiξi),Xjξj + 2(βu0,Xiξi),ξjξj − µΩ20u1 − µΩ21u0 = 0, (6.30)
(βu2,ξiξi),ξjξj + 2(βu1,ξiξi),Xjξj + 2(βu1,Xiξi),ξjξj + (βu0,ξiξi),XjXj+
4(βu0,Xiξi),Xjξj + (βu0,XiXi),ξjξj − µΩ20u2 − µΩ21u1 − µΩ22u0 = 0. (6.31)
Note that despite the theory being generalised for non-orthogonal geometries we shall
once again opt to leave our equations in the orthogonal system, for succinctness.
The leading order problem is independent of the long-scale, hence the associated
displacement can be written as u0 = f0(X)U0(ξ;Ω0) = f0(X)U0(ζ;Ω0), where U0 ∈
C satisfies (6.29), along with the short-scale Floquet-Bloch conditions (6.28) and the
homogeneous Dirichlet and Neumann conditions.
We now take the difference between the product of equation (6.30) and U∗0 and the
product of the complex conjugate of equation (6.30) and u1/f0 and integrate in the
short-scale over S to obtain
∫∫
S
((βu1,ξiξi),ξjξjU
∗
0 − (βU0,ξiξi),ξjξju1)dS
+ 2
∫∫
S
((βu0,ξiξi),ξjXjU
∗
0 + (βu0,ξiXi),ξjξjU
∗
0 )dS −
∫∫
S
µΩ21u0U
∗
0dS = 0. (6.32)
Since the transformation from the orthogonal coordinates ξ to ζ is linear, uξi, uξi,ξj
equate to a linear combination of uζk , uζk,ζl terms, respectively. Using integration by
parts, the first integral term in equation (6.32) is shown to vanish.
After successive integration by parts the second integral term of equation (6.32)
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eventually cancels down to the following
∫∫
ηjdS, ηj = 2β
(
U0,ξjU
∗
0,ξiξi − U∗0,ξjU0,ξiξi
)
. (6.33)
The above term (6.33), is analogous to the βi term found in equation (6.18), therefore
for locally non-linear curvature the above term integrates to zero which in turn implies
that Ω1 = 0 and we proceed to quadratic order.
If, however, the above integral is non-zero we obtain the following first-order ef-
fective equation
T (1)i f0,Xi − Ω21f0 = 0, T (1)i =
∫∫
ηidS∫∫
µ|U0|2dS , (6.34)
where ηi is defined in (6.33).
Proceeding with the assumption that Ω1 = 0, inserting this result into equation
(6.30) and solving for u1(X, ξ) gives:
u1(X, ξ) = f1(X)U0(ξ;Ω0) +∇Xf0(X) ·U1(ξ). (6.35)
The homogeneous component of the above solution f1(X)U0(ξ;Ω0) is absorbed by the
leading order solution, whilst the equation to solve for the inhomogeneous component
is,
(βU1k,ξiξi),ξjξj − µΩ20U1k = −(2(βU0,ξiξi),ξk + 2(βU0,ξk),ξiξi). (6.36)
Note that U1k must respect the boundary conditions, stated previously in equations
(6.9), and the homogeneous conditions on the inclusions.
We now turn to the second order equation (6.31). We multiply equation (6.31) by
U∗0 and subtract the product of the complex conjugate of equation (6.29) by u2/f0 and
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then integrate over the elementary cell,
∫∫ (
U∗0 (βu2,ξiξi),ξjξj − u2(βU0,ξiξi),ξjξj
)
dS+∫∫
2U∗0
(
(βu1,ξiξi),ξjXj + (βu1,Xiξi),ξjξj
)
dS+∫∫
U∗0
(
(βu0,ξiξi),XjXj + 4(βu0,ξiXi),ξjXj + (βu0,XiXi),ξjξj
)
dS+
−
∫∫
µΩ22u0U
∗
0dS = 0. (6.37)
The first integral is nigh on identical to the integral found in equation (6.32) and equates
to zero in a similar manner. The second integral term is separated into two parts by
splitting u1 into its homogeneous and inhomogeneous components. The homogeneous
term accompanying f1 integrates to zero when ηi = 0 (6.33); after some algebra we
are left with an equation of the form
T (2)ij f0,XiXj − Ω22f0 = 0, T (2)ij =
tij∫∫
µ|U0|2dS , (6.38)
where the T (2)ij ’s are given explicitly as
tij = tˆij for i ̸= j, where
tˆij =
∫∫
U∗0
(
2
[
(βU1i,ξkξk),ξj + (βU1i,ξj ),ξkξk
]
+ 4(βU0,ξi),ξj
)
dS, (6.39)
and tii = tˆii +
∫∫
U∗0 (βU0,ξiξi + (βU0),ξiξi) dS. (6.40)
6.3 Exact solutions for constrained points
In the following section we specify to a doubly-periodic array of constrained points.
This configuration is useful as for both systems we are then able to obtain precise
analytical solutions using Fourier series. This property, in conjunction with the prior
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asymptotics, is used to obtain explicit representations of the coefficients, T (1)i , T
(2)
ij in
equations (6.21), (6.24), (6.34), (6.38).
6.3.1 The Helmholtz equation
In the case of constrained points, we augment the Helmholtz equation with a term
representing the reaction forces induced by each one:
(∇2x + Ω2)u(x) =∑
n,m
N∑
k=1
F kn,mδ
(
x− Ikn,m
)
, (6.41)
where we have assumed for simplicity that a = ρ = 1. Here n,m ∈ Z, F kn,m, Ikn,m
denote the force and position associated with the k’th inclusion in the (n,m)’th cell,
and
δ (x−α) = δ (x1 − α1) δ (x2 − α2) . (6.42)
In general there areN inclusions per unit cell, located at Ikn,m = In,m+I
k, where In,m =
2 (ne1 +me2) specifies the cell and Ik identifies the location of the k’th inclusion
within the cell.
Using the prior asymptotics to inform this section, we deduce, after some algebra,
the following leading order equation:
(∇2ξ + Ω20)U0(ξ) = N∑
k=1
F k0 δ
(
ξ − Ik) . (6.43)
The leading order displacement is given by u0 (ξ,X) = U0(ξ)f0(X), and the forcing
term F k0 is related to reaction forces F
k
n,m via the following periodicity condition and
expansion:
F kn,m = exp [i (κ · In−nˆ,m−mˆ)]F knˆ,mˆ, F knˆ,mˆ = f0(X)F k0 + εFˆ k1 (X) + ε2Fˆ k2 (X) + ... .
(6.44)
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Here we denote κ = (κ1, κ2), and the (nˆ, mˆ)’th cell is taken as an arbitrary refer-
ence cell in which equation (6.43) is valid. Due to the periodic arrangement of the
inclusions, the displacement response can be written as
U0(ξ) =
∑
G
Uˆ0(G) exp [i (G− κ) · ξ] , (6.45)
whereG is the reciprocal lattice vector defined via
G = neˆ1 +meˆ2, ei · eˆj = πδij , n,m ∈ Z, (6.46)
so from (1.17) we have eˆj = e∗j/2 and the summation over reciprocal space is explicitly
given as ∑
G
F [G(n,m)] =
∞∑
n,m=−∞
F [G(n,m))] , (6.47)
where F is some function of the reciprocal lattice vectorG. We substitute (6.45) into
(6.43) and multiply through by exp [−i (G′ − κ)], whereG′ is a fixed reciprocal lattice
vector, to give us
∑
G
(−|G− κ|2+Ω20) Uˆ0(G) exp [i (G−G′) · ξ]
=
N∑
k=1
F k0 δ
(
ξ − Ik) exp [−i (G′ − κ) · ξ] . (6.48)
Subsequently we integrate over the elementary cell to obtain the following expression
for the short-scale displacement component:
U0(ξ) = − 1
A
∑
G
N∑
k=1
F k0 exp
[
i
(
Ik − ξ) · (G− κ)]
|G− κ|2−Ω20
, (6.49)
where A = 4|e1 × e2| is the area of the unit cell. Enforcing the Dirichlet condition
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U0(Ik) = 0 at the simple supports gives us the following N equations:
U0
(
Ib
)
=
N∑
k=1
ϱb,kF
k
0 = 0, ϱα,β =
∑
n,m
exp
[
i
(
Iα − Iβ) · (G− κ)]
|G− κ|2−Ω20
, (6.50)
where b = 1 → N . The dispersion relation easily follows as det(ϱ) = 0, where ϱ is
the matrix with elements equal to ϱi,j .
The above dispersion relation clearly contains singularities, and these correspond
to solutions for waves propagating in a homogeneous medium without constraints.
It was previously shown [8] for square lattices that on occasion the corresponding
solutions also satisfy the Dirichlet condition at the centre of the square cell, and hence
lie on the dispersion curves for the pinned structure. This observation extends to all
Bravais lattices, and when this perfect solution coincides with a dispersion curve we
can deduce the leading order displacement with ease. We find that this occurs regularly
at multiple crossing points for various Bravais lattices (Fig. 6.3, Fig. 6.7), resulting in
so-called generalised Dirac points. Using this property, along with the leading order
displacement (6.49), we find for N = 1 that the solution at these generalised Dirac
points is formed from a linear combination of
sin [(G− κ) · ξ] , sin
[
(G− κ) · ξˆ
]
, cos [(G− κ) · ξ]− cos
[
(G− κ) · ξˆ
]
,
(6.51)
where ξˆ = (ξ1,−ξ2). These solutions satisfy the Helmholtz equation,(∇2ξ + Ω2) u(ξ) = 0 and the constraint at the origin of the cell. The multiplicity,
for fixed Ω, is dependent on the number of linearly independent solutions formed
from the functions (6.51). For example, the hexagonal lattice has a Dirac point at
Ω2 (Γ) = |G|2= (4/3)π2 where (n,m) = (1, 0), (0, 1) in equation (6.46), so the lead-
ing order solution is found to be
u0 = f
(1) (X) sin (ν−)+f (2) (X) sin (ν+)+f (3) (X) sin (τ)+f (4) (X) [cos (ν+)− cos (τ)]
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+f (5) (X) [cos (ν−)− cos (τ)] , where ν± = π
(
ξ1 ± ξ2/
√
3
)
, τ =
(
2π/
√
3
)
ξ2.
(6.52)
A similar method can be used at other points in the Bloch diagram and for different
periodic structures.
For isolated eigenvalues that give non-singular solutions to the dispersion relation
(6.50), we use the Fourier series (6.49) to obtain the precise asymptotics. If the local
curvature at a fixed point in wavevector space is linear, we find that the non-zero first-
order coefficient found in equation (6.21) is given explicitly by
T (1)i = 2i
Λ(1)i
Υ
, where Υ =
1
A2
∑
G
N∑
k,l=1
k ̸=l
F k0 γk,l
(|G− κ|2−Ω20)2
,
Λ(1)i =
1
A2
∑
G
N∑
k,l=1
k ̸=l
[(G)i − κi]
(
F k0 γk,l
)
(|G− κ|2−Ω20)2
, (6.53)
γl,k = F
k
0 + F
l
0 exp
[
i
(
Ik − Il) · (G− κ)] , (6.54)
and (G)i is the i’th component of the reciprocal lattice vector given by (6.46). If
T (1)i = 0 we deduce that Ω1 = 0 and so seek a solution corresponding to (6.22) for the
first order displacement. With in mind we assume that the first-order reaction force,
(6.44), takes the form
Fˆ k1 (X) = ∇Xf0(X) · Fk1 + f1(X)F k0 , (6.55)
where Fk1 =
(
F k11, F
k
12
)
is to be found. The governing equation for U1j , (6.23) , is
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augmented with the forcing term
∑
k
F k1jδ
(
ξ − Ik) and solved accordingly:
U1j(ξ) =
1
A
∑
G
N∑
k=1
exp
[
i
(
Ik − ξ) · (G− κ)]
|G− κ|2−Ω20
(
2i
F k0 [(G)j − κj ]
|G− κ|2−Ω20
− F k1j
)
.
(6.56)
Fk1 is chosen to ensure that the Dirichlet condition is satisfied by U1 (ξ); in the case
that N = 1 this implies Fk1 = 0.
We can now extract the T (2)ij values in equation (6.24), integrating the necessary
terms by hand. Substituting the leading and first order displacements (6.49) and (6.56)
into equations (6.25) and (6.26) we get
T (2)ii = 1 + 2
Λ(2)ii
Υ
, T (2)ij = 2
Λ(2)ij
Υ
, where
Λ(2)ij = −
1
A2
∑
G
N∑
k,l=1
k ̸=l
[(G)i − κi] γk,l
(|G− κ|2−Ω20)2
(
iF k1j +
2F k0 [(G)j − κj ]
|G− κ|2−Ω20
)
. (6.57)
Note that for orthogonal geometries, such as the square and rectangular Bravais lat-
tices, the cross-derivative coefficients, T (2)ij for i ̸= j, are equal to zero.
6.3.2 Kirchhoff-Love equation
We now consider the case of pinned platonic crystals (PPCs), and once again deduce
an exact dispersion relation using Fourier series. The material parameters β, µ are set
to unity and the support boundary conditions are subsumed into the Kirchhoff-Love
plate equation:
(∇4x − Ω2)u(x) =∑
n,m
N∑
k=1
F kn,mδ
(
x− Ikn,m
)
. (6.58)
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Analogously to the previous section, we deduce the leading order problem
(∇4ξ − Ω20)U0(ξ) = N∑
k=1
F k0 δ
(
ξ − Ik) , (6.59)
and obtain the following leading order solution:
U0(ξ) =
1
A
∑
G
N∑
k=1
F k0 exp
[
i
(
Ik − ξ) · (G− κ)]
|G− κ|4−Ω20
, (6.60)
where once again u0 (ξ,X) = U0(ξ)f0(X). Enforcing the Dirichlet condition
U0(Ik) = 0 at the point supports gives us the following matrix equation:
U0
(
Ib
)
=
N∑
k=1
ϱb,kF
k
0 = 0, ϱα,β =
∑
n,m
exp
[
i
(
Iα − Iβ) · (G− κ)]
|G− κ|4−Ω20
, (6.61)
and once again the dispersion relation is given by det(ϱ) = 0. It was shown by [47]
that the fundamental Green’s function of the thin-plate equation has a vanishing first
derivative as one approaches the location of the source. Therefore it follows for our
system that only the Dirichlet condition needs to be imposed at the location of the
inclusions, as the Neumann condition is automatically satisfied in the case of zero-
radius holes.
An analogous formula to (6.54) for the T (1)i coefficients for PPCs is given by
T (1)i = 4i
Λ(1)i
Υ
, where Υ =
1
A2
∑
G
N∑
k,l=1
k ̸=l
F k0 γk,l
(|G− κ|4−Ω20)2
,
Λ(1)i =
1
A2
∑
G
N∑
k,l=1
k ̸=l
[(G)i − κi] |G− κ|2
(
F k0 γl,k
)
(|G− κ|4−Ω20)2
, (6.62)
where the notation of (6.54) is used again. In a similar manner to equation (6.56)
184
there is an additional forcing term Fk1 =
(
F k11, F
k
12
)
to be found. The inhomogeneous
component of equation (6.35) is given by
U1j(ξ) = − 1
A
∑
G
N∑
k=1
exp
[
i
(
Ik − ξ) · (G− κ)]
|G− κ|4−Ω20
(
4i
F k0 [(G)j − κj ] |G− κ|2
|G− κ|4−Ω20
− F k1j
)
.
(6.63)
Again, Fk1 is chosen to ensure that the Dirichlet condition is satisfied. The T
(2)
ij values
are then given by
T (2)ij =
Λ(2)ij
Υ
, T (2)ii =
1
Υ
(
Λ(2)ii − 2
F k0 γk,l|G− κ|2
(|G− κ|4−Ω20)2
)
, where
Λ(2)ij =
1
A
∑
G
N∑
k,l=1
k ̸=l
4 [(G)j − κj] |G− κ|2γk,l
(|G− κ|4−Ω20)2
(
iF k1j +
4F k0 [(G)i − κi] |G− κ|2
|G− κ|4−Ω20
)
−4 [(G)i − κi] [(G)j − κj ]F
k
0 γk,l
(|G− κ|4−Ω20)2
.
(6.64)
As was the case for the Helmholtz equation, for orthogonal geometries T (2)ij = 0 for
i ̸= j at standing wave frequencies.
6.4 Results
We are now in a position to compare the results of the asymptotic theory with the ex-
act solutions, and also to investigate dynamic anisotropic effects. We choose to focus
on selected lattice geometries that offer novel features, distinct from those of the pre-
viously analysed square geometry. For the Helmholtz equation, we consider rhombic
and hexagonal lattices, and additionally the honeycomb lattice due to its underlying re-
lation to graphene. Note that the underlying periodicity of this structure is identical to
that of the hexagonal lattice, and the two share an identical irreducible Brillouin zone.
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The edges of the Brillouin zone for the hexagonal and rhombic lattices can be found
by halving the values in (1.20); the parameter values are fixed as (α, θ) = (1, π/3)
and (0.7, arccos(0.35)), respectively. For the Kirchhoff-Love equation, for ease of
computation, we solely examine the hexagonal lattice and the honeycomb structure.
The arrangement of the inclusions for the hexagonal and rhombic lattices are shown in
figure 6.1, their respective first and irreducible Brillouin zones can be found in figure
6.2.
(a) Hexagon
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Figure 6.1: Illustrations of the hexagonal and rhombic lattices together with their associated
lattice basis vectors.
(a) Hexagon
A
B C
κ2
κ1
(b) Rhombic
A C
B D
Figure 6.2: Illustrations of the Brillouin zones for the hexagonal and rhombic lattices. The
region enclosed by the dashed lines indicates the irreducible zone. Parameter values for each
of the panels are (a)ϕ(1,π/3) (b) ϕ(0.7, arccos(0.35)). The edges of the irreducible zones can
be found explicitly by substituting the given parameter values into equation (1.20).
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6.4.1 The Helmholtz equation
Hexagonal lattice
For the hexagonal lattice, the principal cell has only one inclusion at (0, 0). The disper-
sion diagram, shown in ﬁgure 6.3, notably exhibits a quintuple generalised Dirac point
(asymptotically four lines and one quadratic curve) at point A, and HFH faithfully
captures the group velocity of these lines as well as the curvature of the quadratic.
−1.5 −1 −0.5 0 0.5 1 1.5 2 2.5 3
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Figure 6.3: Band diagram for the hexagonal lattice of Dirichlet points in the Helmholtz case.
Solid lines are from equation (6.50), with the HFH asymptotics shown as dashed curves.
A recurrent feature in literature is that of star-shaped, highly directional wave prop-
agation at speciﬁc frequencies, which has emerged in experiments and theory in optics
[31, 36], and is perhaps most strikingly seen in mass-spring lattice systems [14, 73, 36],
(chapters 2 and 3), as well as in frame structures [34]. HFH can be used to interpret
these effects through the tensor coefﬁcient Tij , and we demonstrate this for both the
the Helmholtz and the Kirchhoff-Love equation.
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Figure 6.4: The Helmholtz case: A star shape is obtained by exciting the center of a hexagonal
array of clamped points at frequency Ω = 1.85, near the first mode at point B in fig. 6.3. Panel
(a) is the full finite element simulation, where the source is approximated by a narrow Gaussian,
and panel (b) is the HFH counterpart, also computed with finite elements, obtained by adding
the field at point B to its ±2π/3 rotations. In both cases, PML is used to avoid reflections at
the boundary of the domain.
Figure 6.5: The Helmholtz case: A star shape is obtained by exciting the center of a hexagonal
array of clamped points at frequency Ω = 2.041, near the second mode at point B in fig. 6.3.
Panel (a) is the full finite element simulation, where the source is approximated by a narrow
Gaussian, and panel (b) is the HFH counterpart, also computed with finite elements, obtained
by adding the field at point B to its ±2π/3 rotations. In both cases, PML is used to avoid
reflections at the boundary of the domain.
The dynamic anisotropy seen in figs. 6.4 and 6.5 is qualitatively explained by the
curvature of the dispersion curves near point B in Fig. 6.3. Near the first band for
Ω ∼ 1.85 we have T11T22 < 0 (see table 6.1), signifying an effective PDE that is
hyperbolic, not elliptic. The star shape is formed by waves that are directed along the
characteristics of this PDE. The angle between the characteristics is twice the inverse
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T11 T22 Ω0
1 −13.6253 1.8141
0.8262 15.5661 2.0409
Table 6.1: The first two standing wave frequencies for a hexagonal cell with clamped holes at
wavenumber κ = (0,π/
√
3) at point B, The above coefficients are used in Fig. 6.3
tangent of the ratio
√|T11/T22|. The effect in fig. 6.5 appears similar but is fundamen-
tally different. Both Tii coefficients are positive but T22/T11 ≫ 1. The propagation
is thus directed along the j-direction, and the sum of this with its 2π/3 symmetry ro-
tations yield the effect. This is identical to the effect seen for the analogous discrete
system (chapter 3).
This inherent anisotropy was utilised to induce a variety of lensing and guiding
effects for the square array in [9]; it is expected that similar phenomena could be
induced using a photonic crystal, containing an oblique arrangement of Dirichlet holes.
It has also been shown that a myriad of different lensing effects can lead to highly
directed emissions which are reminiscent of those shown in figures 6.4 and 6.5 (see
[100]).
Honeycomb array
The honeycomb array can be obtained from the hexagonal lattice by including two
inclusions in each unit cell (fig. 6.6), located at points given by
I(1,2) = ± 1
2
√
3
(√
3i + j
)
, (6.65)
where ± correspond to the first and second inclusions respectively. Using equation
(6.50) we find the dispersion relation from the zeros of the determinant,
ϱ1,1 ± |ϱ1,2|= 0, (6.66)
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where the reciprocal lattice vector is
G = π
[
n,
1√
3
(2m− n)
]
. (6.67)
The dispersion diagram for the honeycomb array, shown in Fig. 6.7, shares several
features with that of the hexagonal array (Fig. 6.3). It too exhibits a generalised Dirac
−3 −2 −1 0 1 2 3
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ξ 2
ξ
1
Figure 6.6: The honeycomb arrangement of inclusions with the elementary cell, containing
two inclusions, shown by the dashed lines.
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Figure 6.7: The band diagram for a honeycomb arrangement of Dirichlet inclusions in the
Helmholtz case. Solid lines from equation (6.66) and the dashed lines are from the HFH
asymptotics.
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Figure 6.8: The Helmholtz case: A star shape is obtained by exciting the center of a hon-
eycomb array of Dirichlet points at frequency Ω = 1.938, near the first mode at point X in
fig. 6.7. Panel (a) is the full finite element simulation, where the source is approximated by
a narrow Gaussian, and panel (b) is the HFH counterpart, also computed with finite elements,
obtained by adding the field at point B to its ±2π/3 rotations. In both cases, PML is used to
avoid reflections at the boundary of the domain.
point at A, but in this case with one fewer branch, and also contains saddle points that
yield hyperbolic behaviour and the characteristic star shapes. An additional feature
here is the small omni-directional band gap for 2.09 < Ω < 2.19, which has implica-
tions for the existence of localised defect modes in the honeycomb structure. Localised
defect states were analysed in detail for the discrete analogue of HFH in chapter 2, and
here we consider the effect of introducing a finite defect by means of removing one or
more pins from the honeycomb array. If the size and shape of the defect is appropri-
ately chosen, and the perturbed array treated in the context of an eigenvalue problem,
we observe a localised state, in which the field decays evanescently in the surrounding
medium. The decay rate of the envelope function is then governed by equation (6.24).
Our effective medium approach may be applied inside any stop-band, and here we
demonstrate this both for the zero-frequency gap (fig. 6.9) and also inside the narrow
gap 2.09 < Ω < 2.19 (fig. 6.10). There is currently much interest in such localised
modes, for example in the context of opto-mechanical problems [56], where the simul-
taneous localisation of electromagnetic and elastic modes has applications for, among
other things, optical cooling. Analysis of localised defect states is also fundamental to
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the field of photonic crystal fibres [130, 43, 77]. In the latter two articles a pertuba-
tion method based on Green’s functions was utilised to study defect modes containing
inclusions arranged in both a square and hexagonal arrangement. Similarly for the
Kirchhoff-Love model, an analytical analysis based on Green’s functions, of localised
flexural waves in thin pinned plates has also been conducted [106].
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Figure 6.9: The Helmholtz case: Localised defect mode at Ω = 0.93, induced by the removal
of two adjacent pins, which lies in the zero-frequency stop-band just beneath the lowest eigen-
value at point A. The effective equation is 0.97f0,xx + 0.97f0,yy + (Ω2 − Ω20)f0 = 0, where
Ω0 = 0.992, which leads to an isotropically decaying envelope (the red dashed curve).
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Figure 6.10: The Helmholtz case: Localised defect mode at Ω = 2.16, induced by removing
six adjacent pins, which lies in the narrow stop-band 2.09 < Ω < 2.19. The dominant effective
equation is 0.95f0,xx + 12.41f0,yy + (Ω2 − Ω20)f0 = 0, where Ω0 = 2.187, corresponding to
the second lowest eigenvalue at point B, which leads to highly directed leakage in the vertical
direction, and hence in 6 directions by rotational symmetry of the array. Note that this is one
of two independent defect modes at this frequency, and the directivity can be primarily along
any one of the 6 symmetric directions, corresponding to different linear combinations of these
two.
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Rhombic lattice
The final lattice we consider is the least symmetric of our examples, and the resulting
irreducible Brillouin zone has four vertices, rather that three. Fig. 6.11 shows the
dispersion diagram for the rhombic lattice, and demonstrates how HFH captures the
group velocity and curvature at any point in the Brillouin zone. As the discretisation
of the Brillouin zone becomes more dense, the exact dispersion curves can be retrieved
via the asymptotic method. As an aside, an interesting nuance is observed whereby
the dispersion curves are symmetric aboutQ along the path CD. Further investigation
reveals that this symmetry is only present along that particular path, as is clear from
the isofrequency plot Fig. 6.13. The dispersion curves near points C and D are linear
as it is shown by Fig. 6.12, despite appearing to have locally quadratic behaviour. The
group velocity is non-zero at these points, even though the dispersion surface admits
local extrema.
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Figure 6.11: The band diagram for the rhombic lattice in the Helmholtz case: Left
panel showing with solid lines the exact dispersion relation for the rhombic lattice
(α = 0.7). Asymptotics are shown in the right panel as dashed lines and found by
perturbing away from the corners of the Brillouin zone, A, B, C and D as well as the
mid-points of AC, CD, DB, DA, namely P , Q, S, T respectively.
6.4.2 Kirchhoff-Love equation
Hexagonal lattice
Similar features dispersive features are observed for both the Kirchoff-Love model
and the Helmholtz equation. An interesting distinction between the curves for the
Helmholtz equation and those of Kirchhoff-Love, is that the latter model is far more
sensitive to changes in the radii of the inclusions. This can be seen in the dispersion
curves (ﬁg. 6.14), where the solid curves are for ﬁnite (but very small) radius inclu-
sions (R = 0.01) and the dashed curves are for zero-radius holes, found using the
exact solution, equation (6.50). This nuance can be explained by comparing the two
dispersion curves, (ﬁgures 6.3 and 6.14) and noting that the frequencies in the plate
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Figure 6.12: Close-up plot of third branch of the band diagram of ﬁg. 6.11 with asymp-
totics (dashed) as well as loglog plots. Panel (a) shows the close-up of the third branch
near point C of the Brillouin zone. In panel (a) the power law of the dispersion curve
is unclear but panels (b) and (c) show that the latter is linear and the asymptotics by
HFH match well the dispersion curves.
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Figure 6.13: Isofrequency curve for ﬁrst mode of rhombus geometry which demon-
strates symmetry along the CD path
model are considerably higher than those found using Helmholtz equation. Hence as
the frequency increases the dashed lines deviate further from the solid lines.
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Figure 6.14: Dispersion curves for the Kirchhoff-Love model with inclusions arranged in a
hexagonal lattice. Solid curves are for ﬁnite radius inclusions (R = 0.01) whilst the dashed
lines are for the pinned points, equation (6.61).
T11 T22 Ω0 Radius
37.9829 −35.8258 6.7903 0.01
71.3788 −29.1596 6.7733 Pinned
Table 6.2: The Tij coefﬁcients found in equation (6.39) and frequency values for both
the ﬁnite radius holes and for the pinned points are shown for the second mode at
point B in the dispersion curve (ﬁg. 6.14). The values for the pinned points are taken
from equation (6.64). Note the strong mismatch between the Tij coefﬁcients for small
clamped inclusions and pinned points.
The strong discrepancies between a small change in radius is demonstrated in table
6.2 for the second mode at point B in ﬁg. 6.14. This mode is of interest, as excita-
tion about this frequency yields star shape oscillations (ﬁg. 6.15) similar to those seen
earlier for the Helmholtz equation. This oscillatory pattern can be equivalently ascer-
tained by taking into account the inherent three-fold symmetry of our medium and the
hyperbolic PDE obtained using HFH.
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Figure 6.15: A star shape is obtained by exciting the center of a hexagon array of
clamped points at frequency Ω = 6.7903 for the Kirchhoff-Love model, near the sec-
ond mode at point B in figure 6.14. Panel (a) shows the plate simulation, whilst panel
(b) is the HFH effective medium simulation, both are for the finite radius of R = 0.01.
Similar to the Helmholtz case the three characteristics are obtained due to the inherent
three-fold symmetry of the structure.
Honeycomb structure
Herein we plot the dispersion curves for the honeycomb structure, for both very
small finite radii and zero-radius holes (figure 6.16). We once again observe that the
Kirchoff-Love model is more sensitive to changes in the radii of the inclusions when
compared with the dispersion curves obtained using the Helmholtz equation. Another
point to note is the the deviation of the dashed curves from the solid curves, for this
model are greater for the honeycomb structure than the hexagonal. This can be at-
tributed to the presence of an additional inclusion.
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Figure 6.16: Dispersion curves for the Kirchhoff-Love model with inclusions arranged in a
honeycomb structure. Solid curves are for ﬁnite radius inclusions (R = 0.01) whilst the dashed
lines are for the pinned points, equation (6.61).
6.5 Concluding remarks
It is clear that a microstructured medium with any periodic arrangement of inclusions
can now be homogenised for any frequency in the Bloch spectrum and effective contin-
uum equations deduced. In contrast to the previously studied case of orthogonal lattices
[10], a key technical difﬁculty is that the microscale and macroscale are naturally in dif-
ferent coordinate systems. Once this issue has been overcome the effective equations
are versatile and capture, for instance, the strongly directional anisotropic behaviour
at critical frequencies. The validity and usefulness of our homogenisation method
is demonstrated with the topical honeycomb arrangement of inclusions, whereby we
introduce defects on the microscale and show that the envelope modulation in the sur-
rounding medium is perfectly captured by our long-scale effective PDE. Additionally,
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due to the mathematical similarity between Helmholtz and Kirchhoff-Love equations,
we apply our analysis to both of these models, and find that the former helps us to
better understand the latter. Finally, exact solutions are constructed for constrained
points using Fourier series and these are used to provide analytical expressions within
our asymptotic framework.
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Chapter 7
Dangers of using the edges of the
Brillouin zone
7.1 Background
The generally accepted folklore is that plotting the dispersion relations around the
edges of the Brillouin zone [26, 69] is broadly sufficient to identify the extent of stop-
bands as the maxima and minima almost always occur there [66]: Some mathematical
literature [4, 63] explicitly constructs counter-examples, none the less it is almost al-
ways the case that the edges of the Brillouin zone contain the essential information
sufficient for most purposes. However, as we shall describe one can actually overlook
a mode, or modes, that arises from a path within the Brillouin zone and that exciting
this mode, as shown in Fig. 7.1, is of interest; it is almost certainly present in many
periodic structures already analysed and has been missed. For clarity we treat the sim-
plest possible cases: a square array of circular infinite conducting cylindrical holes
in transverse electric (TE) polarization, see Fig. 7.1(b), and a square array of simple
masses and springs, see Fig. 7.1(a). However, our analysis can be applied with some
ad hoc changes to other areas of physics whenever some periodicity occurs, such as
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solid state physics [69, 83] or the theory of composites [90, 94].
Figure 7.1: (a) A diagonal cross for a discrete mass- spring square periodic array; the
standing wave is excited by a forcing of normalized frequency Ω = 1.99 at the origin
for 1000 × 1000 masses surrounded by a layer of discrete perfectly matched layers
(PMLs) 100 masses deep. (b) Same but for an electric line source of frequency Ω =
2.24 located at (0, 0) radiating in an isotropic dielectric medium with a square array
(pitch 1) of 10 × 10 infinite conducting cylinders (radius r = 0.3) in TE polarization
(i.e. Neumann boundary conditions), surrounded by continuous PMLs outside the
square region −8 < xj < 8, j = 1, 2.
7.2 Formulation of continuous model
We consider the Helmholtz equation as a generic model for wave propagation which
could, with appropriate notational and linguistic changes, hold for acoustic, electro-
magnetic, water or out-of-plane elastic waves and encompasses many possible physical
applications. We solve
∂2u
∂x21
+
∂2u
∂x22
+ Ω2u = 0, (7.1)
for u(x1, x2) on the square cell −1 < x1, x2 < 1.
In the context of optics, the unknown u in (7.1) is the longitudinal component of
the electric field H3 in TE polarization and the spectral parameter Ω2 is associated
with ω2ε(x1, x2)/c2 wherein ω is the electromagnetic wave frequency, ε is the relative
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C ′ (π/2,π/2)κ
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(c) Brillouin zone
(b) Square array of cylinders
Figure 7.2: The simple discrete mass-spring system shown in panel (a) with the single
mass cell and four mass cell shown. An array of square cells with cylindrical inclusions
is represented in Panel (b). Panel (c) shows the Brillouin zones used for the single mass
or cylinder cell A,B,C and for the four mass or cylinder cell A,B′, C ′.
permittivity and c is the speed of light in a vacuum.
For waves through an infinite, perfect, doubly periodic medium based upon a
square lattice, one invokes Bloch’s theorem [26, 35, 45, 69] and then simply considers
the square cell with quasi-periodic Bloch conditions applied to the edges:
u(1, x2) = e
iκ1u(−1, x2), ux1(1, x2) = eiκ1ux1(−1, x2), (7.2)
u(x1, 1) = e
iκ2u(x1,−1), ux2(x1, 1) = eiκ2ux2(x1,−1), (7.3)
and introduce the Bloch wave-vector κ = (κ1, κ2) characterizing the phase-shift as
one moves from one cell to the next. This Bloch problem is solved numerically and
dispersion relations that link the frequency and Bloch wavenumber are deduced; as is
often presumed in solid state physics [26] only a limited range of wavenumbers are
considered, namely the wavenumbers along the right-angled triangle ABC shown in
the irreducible Brillouin zone in Fig. 7.2(c). There are however some exceptions to
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Figure 7.3: Bloch dispersion curves around the edges of the Brillouin zone shown in
Fig. 7.2 for the spring-mass model. Panel (a) shows the dispersion curves for the single
cell and panel (b) for the four cell system: The latter has a flat mode between A and C ′
that is absent from panel (a) if one does not consider theBC ′ path. This missing mode
corresponds to panel (a) in Fig. 7.1.
this rule, such as operators on graphs [63] and Bloch waves in periodic acoustic [4],
and elastic [5], strips.
The computed dispersion curves for discrete, Fig. 7.3, and continuous, Fig. 7.4,
structures, illustrate several interesting features: stop-bands for which wave propaga-
tion is not possible, and striking regions of flat dispersion curves for which the group
velocity is zero and features of slow sound or light will then occur [54]. The missing
mode illustrated in Fig. 7.1 is excited at a frequency close to this flat dispersion curve;
it is perfectly flat in the discrete mass-spring system (cf. dashed curve in Fig. 7.3) and
almost so in the continuum analogue of holes in a square array (cf. dashed curve in
Fig. 7.4). The hole size is realistic and could be manufactured, moving to artificially
large hole sizes pushes the analogy of holes and masses toward being explicit (section
7.5). Excitation at, or very close, to the frequency predicted leads to a diagonal cross of
oscillations that resemble a standing wave in Fig. 7.1. Crucially this standing wave has
directionality that can be identified from the wavenumber description in the Brillouin
zone shown in Fig. 7.2.
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Figure 7.4: Bloch dispersion curves around the edges of the Brillouin zone shown in
Fig. 7.2 for the continuous model. Panel (a) shows the dispersion curves for the single
cell with an infinite conducting cylinder of radius r = 0.3 and panel (b) for the four
cell system: The latter has a nearly flat mode between A and C ′ absent from panel (a)
if one does not consider the BC ′ path.
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Figure 7.5: Isofrequency curves for the acoustic branch of (a) the spring-mass model
and (b) of the cylindrical holes of radius 0.3.
The essence of our argument is that in, say, a square lattice one can choose different
elementary cells. The obvious and natural elemental cell being a single hole, or mass,
in a square cell (cf. Fig. 7.2(a)) with Bloch conditions applied at the edges of the
cell. One could of course choose other cells, such as one with four holes, or masses,
naively one would expect to obtain the same dispersion relations, modulo some folding
due to the periodicity, in both cases. The Brillouin zones for each cell are shown in
Fig. 7.2(c) and, as one would expect, the zone corresponding to the single mass cell
is fundamental as it subsumes that of the four cell system. However, if one plots the
dispersion curves going around the exterior of the larger (single mass) zone one never
plots the dispersion relations along BC ′ in the interior of the larger cell: This line,
even after the reflections of periodicity, always lies in the interior of the larger one.
This would be of little consequence if the modes it illustrated were not interesting,
however they are not and they are the diagonal cross modes. Observing the dispersion
relations in Figs. 7.3 and 7.4 one sees that the naive approach is broadly true, except
that suddenly a “new” mode appears in continuous medium with four holes, and the
discrete medium with four masses, cases (shown as the dashed line/curve between B
and C ′): Importantly, this is perfectly flat in the mass-spring case and nearly so for the
holes. This is even more clear when one observes the isofrequency contours for the
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Figure 7.6: A square array of point masses, with mass 1.5 with a rectangular inset of
unit masses from n = −150 to 120 and m = −50 to 50. A mass at (-155,0) is excited
with an image clearly visible at (+150, 0), the normalized frequency of excitation is
Ω = 1.98 very close to the flat band in Fig. 7.3.
acoustic branch as shown in Fig. 7.5, the perfect flat band for the mass-spring system
corresponds to the straight diagonal line in Fig. 7.5(a) and although the corresponding
path for the circular holes is no longer perfectly straight the physical phenomena from
the mass-spring system persist. The flat curve has been spotted, in a different context,
for the mass-spring system [14, 41] and in that system its presence can be derived
analytically; as a result the diagonal cross has been seen numerically in simple systems
[14, 34]. As often appreciated such flat modes, or nearly flat modes, are of considerable
interest in the context of slow-light and slow-sound [54].
7.3 Formulation of discrete model
The discrete mass system, assuming identical unit masses and spring constants, with
the single mass cell reduces to the difference equation
yn+1,m + yn−1,m + yn,m+1 + yn,m−1 − 4yn,m + Ω2yn,m = 0 (7.4)
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Figure 7.7: Endoscope effect with the missing mode in a square array (pitch 1) of
28× 9 infinite conducting circular holes of radius r = 0.3 for an electric line source of
normalized frequency Ω = 2.23 located at point (−12, 0).
as the discrete Helmholtz equation (counterpart of Eq. 7.1), Ω being the frequency.
The Floquet-Bloch conditions [55]
yn+N,m+M = exp(i[Nκ1 +Mκ2])yn,m , (7.5)
are a discrete counterpart of Eqs. (7.2,7.3) (here N,M are integers), the resulting
dispersion relation is immediate
Ω2 = 4− 2(cosκ1 + cos κ2) , (7.6)
with 0 ! κ1, κ2 ! π and is shown in Fig. 7.3 (a). The four mass system results in four
coupled difference equations which have solutions
2(cosκ1 + cos κ2)± (4− Ω2) = 0, (7.7)
2(− cosκ1 + cosκ2)± (4− Ω2) = 0, (7.8)
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Figure 7.8: Bloch dispersion curves around the edges of the Brillouin zone shown in
Fig. 2 for almost touching cylinders of radius 0.475. Panel (a) shows the dispersion
curves for the single cell and panel (b) for the four cell system: The latter has a flat
mode between Γ andM ′.
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Figure 7.9: Nearly touching cylinders: panel (a): 20×20 circular cylinders, r = 0.475,
pitch 1, source at (0, 0), frequency 1.37 and (b): 9 × 20 circular cylinders, r = 0.475,
pitch 1, source at (−10.1, 0), frequency 1.39.
with 0 ! κ1, κ2 ! π/2 and the four positive roots of these correspond to the four
paths one would get from reflecting the smaller triangleAC ′B′ to fill the larger one. In
particular the missing dashed line, which is a double root, comes from the path along
C ′B shown as dashed in Fig. 7.2 (c). Also shown in Fig. 7.2(b) in dot-dash is another
lineB′C ′ corresponding to the dot-dashed curves in Fig. 7.3; also repeated roots but of
less interest. One can tease out the asymptotic structure of the dispersion relations near
the edges of the Brillouin zone and then relate these to asymptotic partial differential
equations [41] that can be used to represent the solutions on a long scale [39].
Importantly, this analysis of discrete models underpins the physics of the missing
mode in continuous systems such as arrays of infinite conducting circular cylinders for
TE waves in optics or stress free cylinders for anti-plane shear (SH) waves in acous-
tics: discrete structures are often used in mechanics as asymptotic models of densely
packed composites [94], and one can then invoke the one-to-one correspondence be-
tween the Helmholtz equation governing these types of acoustic (e.g. SH) and optical
(e.g. TE) waves. We include in section 7.5 limiting cases showing a nearly perfect
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Figure 7.10: Excitation using a square array rotated through an angle π/4: (a) A cross
for an electric line source of normalized frequency Ω = 2.25 located at point (0, 0)
radiating in an isotropic dielectric medium (ε = 1) with a rotated square array (pitch 1)
of 200 infinite conducting cylinders (radius r = 0.3) in TE polarization (i.e. Neumann
boundary conditions), surrounded by continuous PMLs outside the region−15 < xj <
15, j = 1, 2; (b) Endoscope effect for the same configuration as in (a) but for an electric
line source of normalized frequency Ω = 2.35 located at point (−12, 0).
agreement between the dispersion curves in Fig. 7.3 for the discrete lattice structure
and dispersion curves for close-to-touching cylinders, whereby a completely flat mode
is obtained along the AC ′ edge, as in Fig. 7.3. However, having in mind a practical
design of an endoscope, we initially constrain ourselves to cylinders of a moderate ra-
dius, therefore the dashed curve along the AC ′ edge still displays some dispersion in
Fig. 7.4. The dispersion curves in Fig. 7.3 and 7.4 nonetheless share many common
features, such as a quasi-identical dispersion for the dot-dashed curves along the C ′B′
edge of the Brillouin zone for the periodic cell with four masses and four cylinders.
7.4 Practically implementable design
We finally propose a practically implementable design of endoscope using the disper-
sionless feature of the missing mode along the AC ′ edge of the Brillouin zone for
discrete, see Fig. 7.6, and continuous, see Fig. 7.7, periodic structures. In the for-
mer, the zigzag trajectory of the wave emitted by an excited mass throughout the array
of spring and masses, as it travels along x1 = ±x2 directions and reflects internally
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when the masses change; the wave trajectories resemble those of geometrical ray op-
tics (valid in the limit of short wavelengths) although we are in a Bragg regime. A
sharp focus point is created reminiscent of negative refraction from a ray picture with
an alternation of positively and negatively refracting slabs forming a one dimensional
array of Pendry-Veselago flat lenses [107]. Indeed one can clearly see that the image
of the source through the endoscope is deeply subwavelength. When we try to repro-
duce this discrete system paradigm with the array of cylinders, we only achieve this
endoscope effect to certain extent: The image of an electric line source radiating at
the frequency of the missing mode produces a photonic jet [53] rather than a focusing
point. We attribute this lack of precise focusing to the dispersive nature of the dashed
curve in Fig. 7.4, which is the continuous model counterpart of the completely flat
dashed curve in Fig. 7.3. One improves upon this situation by enlarging the cylinders,
section 7.5, and/or by rotating the array (section 7.6).
7.5 Large cylinders
To clarify details we illustrate that the analogy between cylinders, in the TE polariza-
tion, and the discrete system can be made sharper. The dispersion relation for large,
almost touching, cylinders is shown in Fig. 7.8 the dashed mode along AC ′ is now
almost perfectly flat and the dispersion curves of Fig. 7.8 become (modulo a multi-
plicative factor) almost those of the mass-spring model Fig. 7.3. Physically one can
interpret each Neumann cylinder as a mass connected to its neighbors by a thin wall
that acts as a spring [50] for which the flat-band will occur at Ω = π/2; further com-
putations confirm this limit.
As the analogy with the mass-spring becomes stronger, the effects of the diagonal
cross mode become sharper. Fig. 7.9 shows this for forcing with a square array of
cylinders with strongly localized waves along the diagonal; the cross is slightly ob-
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scured, visually, by the sheer size of the cylinders. The image is enhanced for the
endoscope and the zig-zag bouncing of the waves within the cylindrical array is em-
phasized, but again visually obscured by the large cylinders.
7.6 Rotated array
For the smaller cylinders the endoscope effect is weaker than for the discrete mass
system. As we have just seen the discrete mass system is a perfect paradigm, but
the realistic system has two flaws: First, the critical dispersion curve is no longer
dispersionless and has some curvature. Secondly, the continuous system is relatively
small versus the discrete system 100 × 100 cylinders versus 1000 × 1000 masses.
One option to enhance the effect is to rotate the array of cylinders through an angle
π/4, thereby facilitating the wave propagation x1 direction, see Fig. 7.10(b). It is
worthwhile noticing that with such an orientation of the array, the diagonal cross effect
in Fig. 1 is also rotated through an angle π/4, see Fig. 7.10(a) to become a vertical
cross.
7.7 Concluding remarks
We have conclusively shown, using analogies between spring-mass and continuous
models, that one must be extra-careful when using only the edges of the Brillouin
zone instead of its area. While Fermi surfaces [13] (i.e. dispersion surfaces) contain
within them all the information required to completely describe the stop band struc-
ture of a periodic structure, dispersion curves can miss some important features such
as the cross. This standing wave has consequences for the design of practically im-
plementable focusing devices. A possible extension of our study is the analysis of
stop bands of absorptive photonic crystals, where the dangers of using the edges of the
Brillouin zone are further enhanced [30].
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Chapter 8
Conclusions
8.1 Concluding remarks
The asymptotic theory developed herein can be applied to a wide range of periodic
structures of arbitrary geometry and dimension. Discrete systems, where the governing
equation is linear, can now be analysed using the scheme developed in this thesis. As
outlined previously, lattice type structures are of paramount interest in a number of
practical settings, including structural mechanics, cloaking and biomechanics. Often,
one can obtain effective material properties from analysing the static response of the
lattice; but such approaches are limited to the low-frequency regime whereas many
novel features associated with metamaterials, such as cloaking, dynamic anisotropy
and focusing occur at higher frequencies.
Additionally, it is clear that any microstructured continuous medium with any pe-
riodic arrangement of inclusions can now be homogenised for any frequency in the
Bloch spectrum and effective continuum equations deduced. The physics of the zero-
frequency band gap structures considered herein have applications not only in the con-
text of photonics but also phononics for anti-plane shear waves in periodic arrays of
inclusions, and platonics with bending waves in pinned plates.
The method used here is not confined to standing wave frequencies but allows
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us to obtain effective material properties in the vicinity of any point in wavevector
space. A detailed understanding of the material response at higher frequencies would,
potentially, allow the design of metamaterial devices which are effective over a much
wider range of frequencies. The primary findings from each chapter are as follows:
In chapter 2 we demonstrated that the high frequency homogenisation approach,
when applied to lattices, creates a range of differential equations that capture the long
scale envelope modulation of a discrete periodic medium even when it contains lo-
calised defects. The underlying mathematical ideas presented within this chapter can
be extended to deal with more practically relevant microstructured media such as thin
pinned plates or photonic crystals. To further highlight the usefulness of the method-
ology we analysed a separable two-dimensional discrete lattice which collapsed down
to the one-dimensional lattice along a certain path in Fourier space. This allowed for
a convenient way to upscale from observing localisation in one-dimensional lattices to
two-dimensional structures. In two-dimensions a myriad of different asymptotic PDEs
were derived that ranged from coupled/decoupled systems and which changed from
elliptic to hyperbolic behaviour. Due to the equation of motion being non-dimensional
we found that this far ranging oscillatory behaviour is generic to the systems in ques-
tion; therefore independent of the material parameters chosen.
In chapter 3 we extended our homogenisation method to deal with non-orthogonal
lattices, namely, hexagonal and honeycomb discrete structures. The main distinction
from the previous chapter is that the microscale coordinates are associated to the lattice
basis vectors whilst the long scale envelope modulation is based on the orthogonal sys-
tem. The versatility of our approach in capturing the dynamic anisotropic behaviour at
flat band frequencies was demonstrated. The homogenisation of surface waves for
oblique lattices was also considered via the introduction of line defects embedded
within a perfect lattice. This resulted in propagating waves in the direction of the line
defect, with exponentially decaying waves in the opposing direction. The perfect prop-
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agation in a single direction resulted in the two-dimensional problem regressing down
to a one-dimensional system, hence a variation of the asymptotic method developed in
chapter 2 was applied. On the macroscale the line defect acted as an effective string
separating two regions with the hexagonal/honeycomb geometry implicitly defined. It
followed that the ensuing effective equations were ODEs with geometry dependent co-
efficients. An explicit connection between simple semi-discrete frame structures and
their discrete counterparts was also demonstrated. This intrinsic connection allowed
for rapid calculation of the effective PDEs using the previously analysed discrete mod-
els. Although this was shown solely for a uniform square and hexagonal array of
strings, similar ideas can be applied to other geometries and/or non-uniform cells.
In chapter 4 we veered away from solely considering transverse scalar displace-
ments and we analysed in-plane oscillations of a discrete elastic lattice. The method-
ology was accompanied by an illustrative example, the hexagonal lattice. The high
frequency homogenisation methodology captured the interesting behaviour associated
with degeneracies in discrete systems. For example, it was interesting to observe that
Dirac-like points also occurred in discrete vector systems and their presence was in-
dependent of the material parameters of the lattice. An efficient numerical alternative
was also formulated which when combined with perfectly matched layers, led to an
efficient numerical check for our asymptotic scheme.
In chapter 5 we incorporated a transient and weakly nonlinear component into our
homogenisation procedure. We examined two prototypical one-dimensional examples
for discrete and continuous periodic media, namely a granular crystal chain and an
infinite elastic string resting on a nonlinear support. After proceeding with the asymp-
totics, both cases eventually yielded the well-studied nonlinear Scho¨dinger’s equation
which when solved gave localised breather solutions.
In chapter 6 we extended the homogenisation method espoused in [10] to deal with
a microstructured medium with any periodic arrangement of inclusions. We used our
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prior knowledge of non-orthogonal discrete systems (chapter 3) to inform our construc-
tion of a more general asymptotic scheme for continuous media. Analogous directional
anisotropic behaviour is found at critical frequencies and the effective equations are
shown to bear more than a passing resemblance to their discrete counterparts. The effi-
cacy of our homogenisation method was demonstrated with the topical honeycomb ar-
rangement of zero-radius holes, whereby we introduced a localised defect and showed
that the envelope modulation in the surrounding medium was perfectly captured by our
effective PDE. We also analysed the Kirchhoff-Love equation in conjunction with the
Helmholtz equation and demonstrated that their mathematical similarities resulted in
similar anisotropic oscillatory patterns. Finally, for an array of zero-radius holes, exact
Fourier solutions were combined with our asymptotic scheme to simplify our overall
analysis further.
Finally, in chapter 7 we showed that traversing around the edges of the irreducible
Brillouin zone was not always conclusive in capturing the essential features of wave
propagation through periodic structures. Using two illustrative models, a discrete
mass-spring and continuous model, we showed that an important mode which cor-
responds to strongly directed anisotropy is missed.
8.2 Future work
Extensions of the homogenisation method espoused herein are vast. For higher dimen-
sional problems featuring geometries of greater complexity the HFH method would
be far more efficient, from a computational perspective, in analysing and discerning
the most interesting properties of any periodic structure. One example is analysing the
localisation effects caused by interstitial defects. It was shown in [123] that when a
two-dimensional granular chain was impacted with a particle, a single row of beads
could be excited with a redistribution of energy occurring due to the presence of the
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intruder. This study was purely numerical and dealt with strongly nonlinear waves,
applying an asymptotic scheme similar to that outlined in chapters 2-5, would allow
for a more fundamental understanding of how scattered linear and nonlinear waves
are dependent upon the material parameters of the intruding defect. Other examples
of extensions include examining more complex hybrid lattices (Kagome lattice), wave
scattering problems for weakly disordered systems [85] or the modelling of auxetic
materials.
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