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Abstract
In spite of its simplicity and beauty, the Mathai-Quillen formulation of cohomological
topological quantum field theory with gauge symmetry suffers two basic problems: i) the
existence of reducible field configurations on which the action of the gauge group is not free
and ii) the Gribov ambiguity associated with gauge fixing, i. e. the lack of global definition
on the space of gauge orbits of gauge fixed functional integrals. In this paper, we show that
such problems are in fact related and we propose a general completely geometrical recipe
for their treatment. The space of field configurations is augmented in such a way to render
the action of the gauge group free and localization is suitably modified. In this way, the
standard Mathai–Quillen formalism can be rigorously applied. The resulting topological
action contains the ordinary action as a subsector and can be shown to yield a local
quantum field theory, which is argued to be renormalizable as well. The salient feature of
our method is that the Gribov problem is inherent in localization, and thus can be dealt
with in a completely equivariant setting, whereas gauge fixing is free of Gribov ambiguities.
For the stratum of irreducible gauge orbits, the case of main interest in applications, the
Gribov problem is solvable. Conversely, for the the strata of reducible gauge orbits, the
Gribov problem cannot be solved in general and the obstruction may be described in the
language of sheaf theory. The formalism is applied to the Donaldson–Witten model.
PACS no.: 0240, 0460, 1110. Keywords: Topological Field Theory, Cohomology.
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0. Introduction
Topological quantum field theories are complicated often fully interacting field theories
having no physical degrees of freedom. Yet they can be solved exactly and the solution
is rather non trivial. Expectation values of topological observables provide topological
invariants of the manifolds on which the fields propagate. These invariants are independent
from the couplings and to a large extent from the interactions between the fields. At the
same time topological field theories are often topological sectors of ordinary field theories.
In this way they are convenient testing grounds for subtle non perturbative field theoretic
phenomena such as duality. See refs. [1–10] for comprehensive reviews on the subject and
complete referencing.
As well-known, there are two basic kinds of topological field theories: those of Schwarz
type and those of cohomological type. The prototype of the Schwarz type topological field
theories is the Chern–Simon model [11]. To the second group there belong the Donaldson–
Witten model [12], the topological sigma model [13] and topological two–dimensional grav-
ity [14]. In this paper, we shall concentrate on topological field theories of cohomological
type.
A great impetus to the development of cohomological topological quantum field theory
has come from the realization that they may be understood in the framework of equivariant
cohomology of infinite dimensional vector bundles [1, 15–19] and realized as Mathai-Quillen
integral representations of Euler classes [20–23]. This has lead to a clear geometric inter-
pretation of such field theoretic models providing a rather general framework for their
understanding and has furnished a simple tool kit for the construction of other models.
The formalism has been extended also to gauge theories in a way that respects general
principles of field theory such as locality and renormalizability.
In spite of its simplicity and beauty, the Mathai-Quillen formulation of cohomological
topological quantum field theory with gauge symmetry suffers two basic problems. The
first consists in the existence of reducible field configurations on which the action of the
gauge group is not free. Various attempts at its solution in various model have appeared
[24–27]. The second is the Gribov ambiguity associated with gauge fixing, i. e. the lack
of global definition on the space of gauge orbits of gauge fixed functional integrals. It has
been tackled in ref. [28–30] in topological two–dimensional gravity.
In this paper, we propose a general recipe for the treatment of the problems just
mentioned and explore its consequences. The space of field configurations A carrying the
non free right action of a group Ĝ is substituted by the larger space P = N ×A×G, where
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N is a stratum of the Ĝ orbit space of A and G is the subgroup of Ĝ of the elements path
connected to the identity. G acts freely to the right on P in natural fashion. In this way, the
standard Mathai–Quillen formalism can be rigorously applied to P. The Mathai–Quillen
localization sector is then suitably augmented to eliminate the extra degrees of freedom
associated with the factor A of the G orbit space of P, N ×A. A local topological action,
which contains the customary action as a subsector and is argued to be renormalizable, is
produced in this way.
The topological quantum field theory yields a map from the equivariant cohomology
of A to the cohomology of each element of an open covering {Uα} of N . The Gribov
problem is solved if, for a given equivariant cohomology class O of A, the corresponding
cohomology class of each Uα is the restriction on Uα of a unique cohomology class ϕO of
N depending only on O. The salient feature of our method is that the Gribov problem
is inherent in localization, and thus can be dealt with in a completely equivariant setting,
whereas gauge fixing is free of Gribov ambiguities. If N is the stratum of Ĝ regular
irreducible orbits, the case of main interest in applications, the Gribov problem is shown
to be solvable under certain rather general assumptions. If N is instead a stratum of G
singular reducible orbits, then the Gribov problem cannot be solved in general and the
obstruction may be characterized in a suitable sheaf theoretic framework. This shows that
reducibility and Gribov ambiguity are related aspects of topological quantum field theory.
The formalism is applied to the Donaldson–Witten model as an illustration. It can
also be applied to two–dimensional topological Yang–Mills and to topological QCD. In
principle, it should work also for two–dimensional topological gravity and topological string
theory, though in these latter cases, a reexamination of gauge fixing is necessary.
1. Cohomological Topological Quantum Field Theory
The field content of a topological quantum field theory of cohomological type is or-
ganized according to a certain algebraic structure called an operation. Recall that an
operation is a quintuplet (g, Z, j, l, s), where g is a Lie algebra, Z is a graded associative
algebra and j(ξ), l(ξ), ξ ∈ g, and s are graded derivations on Z of degree −1, 0, +1,
respectively, satisfying Cartan’s algebra:
[j(ξ), j(η)]
[l(ξ), l(η)]
[s, l(η)]
= 0,
= l([ξ, η]),
= 0,
[l(ξ), j(η)]
[s, j(η)]
[s, s]
= j([ξ, η]),
= l(η),
= 0,
(1.1)
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where the above are graded commutators [31]. Since s2 = 0, one can define the cohomology
of the differential complex (Z, s). This is called ordinary s cohomology. More importantly,
one may consider the differential complex (Zbasic, s), where Zbasic is the s invariant subal-
gebra of Z annihilated by all j(ξ), l(ξ), ξ ∈ g. The corresponding cohomology is referred
to as basic s cohomology.
The main ingredients entering the construction of any cohomological topological quan-
tum field theory are the following.
i) A Lie group G with Lie algebra LieG.
ii) A principal G bundle πP : P →M.
iii) A vector space U with a left G action.
Using these, one can construct the relevant operation (LieG,W, j, l, s). Here, W is the
graded tensor algebra
W =W1(LieG)⊗ˆΩ
∗(P)⊗ˆW−1(U
∨)⊗ˆW−2(LieG)⊗ˆW−1(LieG) (1.2)
1. The generators of the tensor factors in the given order are
ω, Ω
p, φ
ρ, π
Ω¯, ψ¯
λ¯, χ¯
deg ω
deg p
deg ρ
deg Ω¯
deg λ¯
= 1,
= 0,
= −1,
= −2,
= −1,
degΩ
deg φ
deg π
deg ψ¯
deg χ¯
= 2,
= 1,
= 0,
= −1,
= 0,
(1.3)
2. The action of the derivations j(ξ), l(ξ), ξ ∈ LieG, and s on the generators is given by
j(ξ)ω
l(ξ)ω
sω
= ξ,
= −[ξ, ω],
= Ω− (1/2)[ω, ω],
j(ξ)Ω
l(ξ)Ω
sΩ
= 0,
= −[ξ,Ω],
= −[ω,Ω],
(1.4)
1 For any vector space V , Wp(V ) = S(V
∨) ⊗ A(V ∨), where S(V ∨) and A(V ∨) are the
symmetric and antisymmetric algebras of V ∨, respectively. S1(V ∨) ≃ V ∨, A1(V ∨) ≃ V ∨
carry degree p, p + 1, for p even, and p + 1, p, for p odd, respectively. For any manifold
X , Ω∗(X) is essentially the exterior algebra of X . ⊗ˆ denotes graded tensor product. See
ref. [9].
2 The generators α, β ofWp(V ) are of the form α
iti, β
iti, where {ti} is a basis of V and
{αi}, {βj} are the bases of S1(V ∨), A1(V ∨) dual to {ti}. The generators q, ψ of Ω∗(X)
correspond to x, dx for any local coordinate x of X . See ref. [9].
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j(ξ)p
l(ξ)p
sp
= 0,
= C(p)ξ,
= φ+ C(p)ω,
j(ξ)φ
l(ξ)φ
sφ
= 0,
= φ∂C(p)ξ,
= −C(p)Ω− φ∂C(p)ω,
(1.5)
j(ξ)ρ
l(ξ)ρ
sρ
= 0,
= ξU
∨ρ,
= π + ωU
∨ρ,
j(ξ)π
l(ξ)π
sπ
= 0,
= ξU
∨π,
= −ΩU
∨ρ+ ωU
∨π,
(1.6)
j(ξ)Ω¯
l(ξ)Ω¯
sΩ¯
= 0,
= −[ξ, Ω¯],
= ψ¯ − [ω, Ω¯],
j(ξ)ψ¯
l(ξ)ψ¯
sψ¯
= 0,
= −[ξ, ψ¯],
= [Ω, Ω¯]− [ω, ψ¯],
(1.7)
j(ξ)λ¯
l(ξ)λ¯
sλ¯
= 0,
= −[ξ, λ¯],
= χ¯,
j(ξ)χ¯
l(ξ)χ¯
sχ¯
= −[ξ, λ¯],
= −[ξ, χ¯],
= 0,
(1.8)
in the so called intermediate or BRST model [15-18,23] 3. Above, [·, ·] denotes the Lie
bracket of  LieG and C(p)ξ is the vertical vector field of P associated with ξ ∈ LieG. The
cohomology of the complex (W, s) will be called ordinary s cohomology below.
Besides (LieG,W, j, l, s), one can consider the operation (LieG,Wequiv(P), j, l, s),
where Wequiv(P) is given by the right hand side of (1.2) with the last three tensor factors
deleted and the derivations j, l and s are the same as above. The basic cohomology of the
complex (Wequiv(P), s) is called equivariant s cohomology of P.
To construct the topological field theory action, it is necessary to provide the relevant
field spaces with invariant metrics as follows.
i) An AdG invariant metric (·, ·) on LieG together with the induced right G invariant
metric (·, ·)G 4.
3 For a right action RX : X × G → X of a group G on a manifold X , we shall write
interchangeably RX(x, g), RXx(g), RXg(x) and xgX , for x ∈ X and g ∈ G. Similarly, we
shall denote by xtX the tangent map TRXx(1)t with t ∈ g and by ugX the tangent map
TRXg(x)u with u ∈ TxX . Recall that, for fixed t ∈ g, the map x ∈ X → xtX ∈ TxX is
the vertical vector field associated with t.
4 For a group G with Lie algebra g equipped with an AdG invariant metric (·, ·)g, the
induced metric (·, ·)G on G is defined by (δg1, δg2)G,g = (ζ(g)δg1, ζ(g)δg2)g, for g ∈ G and
δg1, δg2 ∈ TgG, where ζ is the Maurer–Cartan form of G.
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ii) A G invariant metric (·, ·)P on P.
iii) A G invariant metric (·, ·)U on U .
The action of cohomological topological field theory consists of three sectors: the
Mathai–Quillen localization sector, the Weil projection sector and the Faddeev–Popov
gauge fixing sector:
S = SMQ + SW + SFP . (1.9)
The three contributions are all s-exact, i. e. obtained by applying s to gauge fermions
ΦMQ, ΦW , ΦFP of degree −1, respectively:
−SMQ = sΦMQ, (1.10)
j(ξ)ΦMQ = 0, l(ξ)ΦMQ = 0, (1.11)
−SW = sΦW , (1.12)
j(ξ)ΦW = 0, l(ξ)ΦW = 0, (1.13)
−SFP = sΦFP , (1.14)
j(ξ)ΦFP 6= 0 l(ξ)ΦFP 6= 0. (1.15)
The fact that ΦFP is not annihilated by j(ξ), l(ξ) is actually required by gauge fixing.
In the standard formulation of cohomological topological field theory, the Mathai–
Quillen gauge fermion is given by
ΦMQ = −i〈ρ,K(p)〉U −
1
4
(ρ, π)U
∨. (1.16)
Here, (·, ·)U
∨ is the metric on U∨ canonically induced by (·, ·)U , 〈·, ·〉U is the duality pairing
of U∨ and U and K : P → U is a G equivariant map. K defines a section of the vector
bundle E = P ×G U on M. In practice, K may be defined only for a subspace of P of the
form πP
−1(O) for some open neighborhood O of M. This will eventually entail Gribov
type problems in the topological quantum field theory. From (1.5), (1.6), (1.10) and (1.16),
one finds
−SMQ = −
1
4
(π, π)U
∨ − i〈π,K(p)〉U + i〈ρ, φ∂K(p)〉U −
1
4
(ρ,ΩU
∨ρ)U
∨. (1.17)
As well known,
IMQ =
∫
dρdπe−SMQ (1.18)
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defines an equivariant s cohomology class of P independent from the metric (·, ·)U . Rescal-
ing (·, ·)U into u(·, ·)U , u > 0, and taking the limit u→ +∞, one has
IMQ ≡ δ(K(p))δ(φ∂K(p)), (1.19)
where ≡ denotes equivalence in equivariant s cohomology [23] 5.
The Weil gauge fermion is given by
ΦW = −i(Ω¯, C
†(p)φ), (1.20)
where C†(p) denotes the adjoint of C(p) with respect to the metrics (·, ·) on LieG and
(·, ·)G on G. A straightforward calculation using standard properties of C(p), (1.5), (1.7),
(1.12) and (1.20) yields
−SW = −i(ψ¯, C
†(p)φ) + i(Ω¯, C†C(p)Ω− φ∂C†(p)φ). (1.21)
The integral
IW =
∫
dΩ¯dψ¯e−SW (1.22)
defines an equivariant s cohomology class of P independent from (·, ·). Indeed, IW is
distributional [23]
IW ≡ δ
(
−
1
C†C(p)
C†(p)φ
)
δ
(
Ω−
1
C†C(p)
φ∂C†(p)φ
)
. (1.23)
The Faddeev–Popov gauge fermion is given by
ΦFP = −i(λ¯,Σ(p))−
1
4t
(λ¯, χ¯). (1.24)
Here, t > 0 is a gauge fixing parameter. Σ : πP
−1(O) → LieG is a gauge fixing function,
O being some open neighborhood of M. It is in general defined only locally in P because
of the usual Gribov problem. From (1.5), (1.8), (1.14) and (1.24), one has
−SFP = −
1
4t
(χ¯, χ¯)− i(χ¯,Σ(p)) + i(λ¯, (φ+ C(p)ω)∂Σ(p)). (1.25)
5 According to the conventions used in this paper, for two boson/fermion pairs of fields
l, λ and a, α valued respectively in the n dimensional vector spaces E and F related by
a pairing 〈·, ·〉, the measures dldλ and dadα are such that
∫
dldλei〈l,a〉+i〈λ,α〉 = δ(a)δ(α)
and
∫
dadαδ(a)δ(α) = (2πi)−n(−1)
n(n−1)
2 . If L : E → E is an invertible linear map, then
d(Ll)d(Lλ) = sgn detLdldλ. Similarly, if M : F → F is an invertible linear map, then
δ(Ma)δ(Mα) = sgn detMδ(a)δ(α).
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The Faddeev–Popov gauge fixing factor in the functional integral is
IFP =
∫
dλ¯dχ¯e−SFP . (1.26)
It defines an ordinary s cohomology class on P independent from (·, ·) and t. Taking the
limit t→∞, one finds
IFP ≃ δ(Σ(p))δ((φ+ C(p)ω)∂Σ(p)), (1.27)
where ≃ denotes equivalence in ordinary s cohomology [23].
Let O = O(p, φ,Ω) be an equivariant s cohomology class of P. Then, the product
IMQO is an equivariant s cohomology class of P as well, as IMQ is. By the Weil homo-
morphism theorem [31], it yields a de Rham cohomology class of M upon replacing ω, Ω
by υ, Υ, where υ is a connection on P and Υ = sυ + 12 [υ, υ] is its curvature. Further, by
Cartan’s third theorem, such a class does not depend on the choice of υ. Now, consider
the functional integral
IO =
∫
dpdφ
∫
dωdΩIMQIW IFPO. (1.28)
It can be shown that IW can be recast as
IW ≡ δ(ω − υ(p))δ(Ω−Υ(p)), (1.29)
where υ is the metric connection on P associated with the metrics (·, ·) and (·, ·)P ,
υ(p) =
1
C†C(p)
C†(p)sp, (1.30)
and Υ is its curvature. In this way the ω, Ω integration implements the Weil homomor-
phism. Assuming that the Gribov problems can be solved, one finds then that
IO =
∫
M
ϑK ∧ ϕO, (1.31)
where ϑK is the Poincare´ dual of the submanifold MK of M defined by the equivariant
condition K(p) = 0 and ϕO is a form on M corresponding in one–to–one fashion to O.
Of course, the above formula is only formal since M is in general infinite dimensional and
non compact.
For the reader familiar with Donaldson–Witten topological Yang-Mills theory, which
we shall discuss in more detail in sect. 5, but less familiar with the formalism used here,
it may be useful to keep in mind the following identifications. P corresponds to the space
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A of all gauge connections a. G is the gauge group. K(p) is the antiself–dual part F−(a)
of the curvature of a. C(p) is the gauge covariant derivative D(a) acting on Lie valued
scalar fields. C(p)† and ∂K(p) are respectively the covariant divergence D(a)† and the
antiself–dual part D−(a) of the gauge covariant derivative acting on Lie valued vector
fields.
2. The Case of Non Free Group Actions
The standard framework expounded in the previous section assumes that the action
of G on P is free. In that case, the operator C(p) has no zero modes and the standard
connection υ, given by (1.30), is well defined. In field theory such an ideal situation rarely
occurs and most group actions are not free. The following is a proposal for a general recipe
for the treatment of this problem.
Let A be a manifold carrying a non free right action of a group Ĝ. For a given a ∈ A,
its Ĝ stability subgroup Ĝ(a) is therefore generally non trivial. In this way, A may be
partitioned into a disjoint union of Ĝ invariant subspaces Ax in one–to–one correspondence
with the conjugacy classes x of the stability group [32]. By definition, the Ĝ orbit space of
A is
B = A/Ĝ. (2.1)
The space B is not a manifold, since the Ĝ action is not free. It is rather a stratified space
consisting of strata Bx corresponding to the Ĝ invariant subspaces Ax in the quotient by
the Ĝ action [32]. Each stratum is a true manifold.
Let Ẑ be the invariant subgroup of Ĝ acting trivially on A. Then, for any a ∈ A,
Ĝ(a) ⊃ Ẑ. The elements a ∈ A for which Ĝ(a) = Ẑ exactly are called irreducible and form
a subspace A∗ [32]. The corresponding Ĝ orbits n are called regular and span a stratum
B∗. The elements a ∈ A \ A∗ are called reducible and correspond to strata of singular
orbits n ∈ B \ B∗ [32].
The manifold P and its structure.
In order to apply the framework of sect. 1, one cannot use A. We propose to substitute
A by the space
P = N ×A× G, (2.2)
where N is a stratum of B fixed once and for all and G is the subgroup of Ĝ of the elements
path connected to the identity. P carries a natural right G action. This is the trivial action
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on N , the given right action on A and the right multiplication action on G. Since the latter
is free, the action on P is free as well. P is thus a principal G bundle. Its base M is
M = P/G ≃ N ×A. (2.3)
From (2.2), it follows that, for p = (n, a, g) ∈ P, Tp(P) = Tn(N ) ⊕ Ta(A) ⊕ Tg(G).
Correspondingly, the vertical vector fields of P are of the form
C(p)ξ = 0⊕D(a)ξ ⊕ c(g)ξ, (2.4)
for ξ ∈ LieG. Here, D(a)ξ and c(g)ξ are the vertical vector fields of A and G, the latter
seen as a principal G bundle on the singleton manifold. Recall that c(g)ξ is also the left
invariant vector field of G corresponding to ξ.
The graded algebra Ω∗(P) is given by
Ω∗(P) = Ω∗(N )⊗ˆΩ∗(A)⊗ˆΩ∗(G). (2.5)
So, the generators p and φ of Ω∗(P) have the following structure
p = (n, a, g), φ = θ ⊕ ψ ⊕ ǫ, (2.6)
where the pairs n, θ, a, ψ and g, ǫ are the generators of Ω∗(N ), Ω∗(A) and Ω∗(G), respec-
tively. (1.5) further implies
j(ξ)n
l(ξ)n
sn
= 0,
= 0,
= θ,
j(ξ)θ
l(ξ)θ
sθ
= 0,
= 0,
= 0,
(2.7)
j(ξ)a
l(ξ)a
sa
= 0,
= D(a)ξ,
= ψ +D(a)ω,
j(ξ)ψ
l(ξ)ψ
sψ
= 0,
= ψ∂D(a)ξ,
= −D(a)Ω− ψ∂D(a)ω,
(2.8)
j(ξ)g
l(ξ)g
sg
= 0,
= c(g)ξ,
= ǫ+ c(g)ω,
j(ξ)ǫ
l(ξ)ǫ
sǫ
= 0,
= ǫ∂c(g)ξ,
= −c(g)Ω− ǫ∂c(g)ω,
(2.9)
for ξ ∈ LieG.
Localization and the structure of the vector space U .
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The G orbit space of P, M, is given by (2.3). The relevant orbit space is however N ,
the chosen stratum of the Ĝ orbit space of A. The extra degrees of freedom contained inM
are eliminated by suitably modifying localization by adding extra equivariant localization
conditions, which localize M to N . This is achieved by, roughly speaking, mimicking
background gauge fixing in A as follows. An open covering {Uα} of N and a lift aα : Uα →
A of each Uα to A are chosen. The lift must be such that, for n ∈ Uα, aα(n) belongs to
the gauge orbit n. An equivariant localization condition driving a ∈ A to aα(n) for a fixed
n ∈ N is then imposed. It is not obvious that this can be done at all but, as will be shown
in due course, it can. The extra localization conditions being defined only locally on N , a
Gribov problem is involved.
To implement localization in the way indicated according to the general method de-
scribed in sect. 1, one needs therefore two localizing functionals. The first functional is
valued in some vector space E and is employed to implement ordinary localization. The
second functional is valued in another vector space F and serve the purpose of localizing
M to N . Thus, the space U has a direct sum decomposition
U = E ⊕ F . (2.10)
E and F carry respectively a left Ĝ action and a left G action inducing the left G action on
U .
The vector space E may be quite arbitrary. F can be identified with the typical fiber
of the tangent bundle TA. In fact, in order to drive a ∈ A to the background value aα(n),
one needs an F valued functional on A that vanishes and is locally invertible near aα(n).
This entails immediately the existence of linear isomorphism of TA and F .
The graded algebra W−1(U∨) is given by
W−1(U
∨) =W−1(E
∨)⊗ˆW−1(F
∨) (2.11)
Correspondingly, the generators ρ, π of W−1(U∨) have the structure
ρ = ̺⊕ ω¯, π = ̟ ⊕ τ¯ , (2.12)
where the pairs ̺,̟ and ω¯, τ¯ are the generators of W−1(E∨) and W−1(F∨), respectively.
From (1.6), one has
j(ξ)̺
l(ξ)̺
s̺
= 0,
= ξE
∨̺,
= ̟ + ωE
∨̺,
j(ξ)̟
l(ξ)̟
s̟
= 0,
= ξE
∨̟,
= −ΩE
∨̺+ ωE
∨̟,
(2.13)
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j(ξ)ω¯
l(ξ)ω¯
sω¯
= 0,
= ξF
∨ω¯,
= τ¯ + ωF
∨ω¯,
j(ξ)τ¯
l(ξ)τ¯
sτ¯
= 0,
= ξF
∨τ¯ ,
= −ΩF
∨ω¯ + ωF
∨τ¯ ,
(2.14)
for ξ ∈ LieG.
The natural gauge fixing.
The G orbit space of P, M, is naturally realized as a gauge slice in P as
M≃ {(n, a, g) ∈ P|g = 1}, (2.15)
on account of (2.3). There is therefore a natural gauge fixing condition free of Gribov
problems:
g = 1 for (n, a, g) ∈ P. (2.16)
This will be used below.
Metric structures.
By the remark above (2.4), P can be given a G invariant metric of the form
(δp1, δp2)P,p = (δn1, δn2)N ,n + (δa1, δa2)A,a + µ
2(δg1, δg2)G,g, (2.17)
for p = (n, a, g) ∈ P and δp1 = δn1 ⊕ δa1 ⊕ δg1, δp2 = δn2 ⊕ δa2 ⊕ δg2 ∈ Tp(P). Above,
(·, ·)N is any metric on N , whose choice will not matter. (·, ·)A is a right Ĝ invariant metric
on A. (·, ·)G is the right G invariant metric on G induced by an Ad Ĝ invariant metric (·, ·)
on LieG (see footnote 4). µ2 > 0 is a parameter and, as perhaps suggested by the notation,
will work as an infrared cutoff.
By (2.4), the adjoint of C(p) with respect to the metrics (·, ·) and (·, ·)P is given by
C†(p)δp = D†(a)δa+ µ2c†(g)δg, (2.18)
for δp = δn⊕ δa⊕ δg ∈ Tp(P). From (2.4) and (2.18), one has thus
C†C(p)ξ = D†D(a)ξ + µ2ξ, (2.19)
for ξ ∈ LieG. In deducing this relation, one uses the fact that the metric (·, ·)G is such
that (c(g)ξ, c(g)η)G,g = (ξ, η) (see footnote 4), so that c
†c(g) = 1LieG .
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It should be noted that the left invariant Maurer–Cartan form ζ = g−1sg of G is given
by
ζ = c†(g)sg
= c†(g)ǫ+ ω,
(2.20)
by (2.9) and the relation c†c(g) = 1LieG . Hence,
j(ξ)ζ
l(ξ)ζ
sζ
= ξ,
= −[ξ, ζ],
= −(1/2)[ζ, ζ],
(2.21)
from standard Lie group theory.
The spaces E and F carry respectively a Ĝ invariant metric (·, ·)E and a G invariant
(·, ·)F . To these, there corresponds a G invariant metric on U in obvious fashion
(u1, u2)U = (e1, e2)E + (f1, f2)F , (2.22)
for u1 = e1 ⊕ f1, u2 = e2 ⊕ f2 ∈ U .
3. The Basic Construction
The task facing us now consists in applying the general formalism of sect. 1 to the
setting described in sect. 2. To this end the use of the intermediate model of topological
symmetry, in which the fields, the functional measures and the δ functions always appear
in ‘supersymmetric’ boson/fermion pairs, is crucial [33].
The Mathai–Quillen localization sector.
Localization is achieved via a collection of maps Kα : Oα → U associated with an
open covering {Oα} of P. The sets Oα are of the form Oα = Uα × A × G, where {Uα}
is an open covering of N . As described in sect. 2, there are two types of localization
conditions, implying the direct sum decomposition (2.10). Correspondingly, one has the
decomposition
Kα = F ⊕Hα. (3.1)
F : P → E is a G equivariant function constant on N and G. In fact, we shall assume more
restrictively that
F (aγA) = γ
−1
EF (a), γ ∈ Ĝ. (3.2)
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The specific form of F depends on the model considered. Hα : Uα × A × G → F has the
following properties. Hα is G equivariant,
Hα(n, aγA, gγ) = γ
−1
FHα(n, a, g), γ ∈ G, (3.3)
and satisfies
sHα(n, a, g) = ιa(D(a)c
†(g)ǫ−ψ)+θ∂nHα(n, a, g)+hα(n, a, g, ψ+D(a)ω, ǫ+c(g)ω), (3.4)
where
hα(n, a, g, ψ+D(a)ω, ǫ+ c(g)ω) = 0 if Hα(n, a, g) = 0. (3.5)
Here, ι : TA → F is a map with the following properties. For any a ∈ A, ιa ≡ ι|TaA is a
linear isomorphism of TaA onto F . ι is equivariant, i. e. ιaγATRAγ(a) = γ
−1
F ιa, for γ ∈ Ĝ.
ι is also orthogonal, so that (ιaδa1, ιaδa2)F = (δa1, δa2)A,a for any two δa1, δa2 ∈ TaA.
Finally, ι is orientation preserving, i. e. sgn detιa = 1. It is easy to check that the right
hand side of (3.4) depends on ψ and ǫ only through the combinations ψ + D(a)ω and
ǫ+ c(g)ω, as required by (2.8) and (2.9). At g = 1, Hα(n, a, g) localizes a to a gauge slice
aα(n) defined on Uα:
Hα(n, a, g)|g=1 = 0⇒ a = aα(n), (3.6)
∂nHα(n, a, g)|g=1 = ιaα(n)(∂naα(n)). (3.7)
The above hypotheses are technical and are motivated only by their consequences.
By (1.17), (2.12), (2.22), (3.1) and (3.4), the Mathai–Quillen action is
−SMQ = −
1
4
(π, π)U
∨ − i〈π,Kα(p)〉U + i〈ρ, φ∂Kα(p)〉U −
1
4
(ρ,ΩU
∨ρ)U
∨
= −
1
4
(̟,̟)E
∨ − i〈̟,F (a)〉E + i〈̺, ψ∂F (a)〉E −
1
4
(̺,ΩE
∨̺)E
∨
−
1
4
(τ¯ , τ¯)F
∨ − i〈τ¯ , Hα(n, a, g)〉F + i〈ω¯, ιa(D(a)c
†(g)ǫ− ψ)
+ θ∂nHα(n, a, g) + hα(n, a, g, ψ, ǫ)〉F −
1
4
(ω¯,ΩF
∨ω¯)F
∨. (3.8)
The functional integral
∫
dρdπe−SMQ defines an equivariant s cohomology class indepen-
dent from (·, ·)E and (·, ·)F . By rescaling (·, ·)F into u(·, ·)F with u > 0 and taking the
limit u→ +∞ in the integral, we obtain a representative of such class. The result is∫
dρdπe−SMQ ≡
∫
d̺d̟ exp
{
−
1
4
(̟,̟)E
∨ − i〈̟,F (a)〉E + i〈̺, ψ∂F (a)〉E
−
1
4
(̺,ΩE
∨̺)E
∨
}
δ(H∗α(n, a, g))δ(−ψ+D(a)c
†(g)ǫ+ θ∂nH
∗
α(n, a, g)),
(3.9)
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where ≡ denotes equivalence in equivariant s cohomology and one has set H∗α(n, a, g) =
ιa
−1Hα(n, a, g). Above, the formal rules stated in footnote 5 have been used.
The Weil projection sector.
The action of the Weil sector is, according to (1.21), (2.6), (2.18) and (2.19),
−SW = −i(ψ¯, C
†(p)φ) + i(Ω¯, C†C(p)Ω− φ∂C†(p)φ)
= −i(ψ¯, D†(a)ψ + µ2c†(g)ǫ) + i(Ω¯, (D†D(a) + µ2)Ω− ψ∂D†(a)ψ − µ2ǫ∂c†(g)ǫ).
(3.10)
Hence, the functional integral
∫
dψ¯dΩ¯e−SW is given by
∫
dΩ¯dψ¯e−SW ≡ δ((D†D(a) + µ2)Ω− ψ∂D†(a)ψ − µ2ǫ∂c†(g)ǫ)δ(−(D†(a)ψ + µ2c†(g)ǫ)).
(3.11)
This expression defines an equivariant s cohomology class independent from (·, ·) and µ2.
Then, its limit as µ2 → 0, if it exists, provides a representative of such a class. Let q(a)
be the orthogonal projector of LieG onto kerD(a). Since D(a)q(a) = 0 and q(a) = q(a)†,
one has q(a)D†(a) = 0. Considering D†(a) as a LieG valued one form, one has thus
daq(a)∧D
†(a) + q(a)∧ daD
†(a) = 0. Using this relation, one can show that
∫
dψ¯dΩ¯e−SW
has a formal limit as µ2 → 0 and compute it. In this way, one finds that
∫
dΩ¯dψ¯e−SW ≡ δ(q(a)(Ω− ψ∂q(a)c†(g)ǫ− ǫ∂c†(g)ǫ))δ(−q(a)c†(g)ǫ)
× δ((1− q(a))(D†D(a)Ω− ψ∂D†(a)ψ))δ(−(1− q(a))D†(a)ψ) (3.12)
in equivariant s cohomology.
The Faddeev–Popov gauge fixing sector.
As indicated in sect. 2, a suitable Gribov free gauge fixing condition is given by (2.16).
We assume that the gauge fixing function Σ : P → LieG is of the form
Σ(p) = C†(p)Ξ(p) (3.13)
where Ξ : P → TP is a section of TP constant on N with the following structure:
Ξ(a, g) = 0⊕W (a, g)⊕ c(g) ln g. (3.14)
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Here, W : P → pA
∗(TA) is a section of the pull–back of TA via the natural projection
pA : P → A constant on the factor N of P and such that
W (a, g)|g=1 = 0, (3.15)
and
sW (a, g) = D(a)(c†(g)ǫ+ ω) + w(a, g)((ψ+D(a)ω)⊕ (ǫ+ c(g)ω)), (3.16)
where
w(a, g)|g=1 = 0. (3.17)
ln : G → LieG is the inverse of the exponential map exp : LieG → G. It is defined only
near g = 1 so that K is not defined far away from g = 1. The solution of this problem
will be provided later in this section when discussing renormalizability. Using (1.25),
(2.18)–(2.19), (3.13), (3.14), (3.16) and the relations c†c(g) = 1LieG and s(c(g) lng) =
c(g)(c†(g)ǫ+ ω) + o(g)(ǫ+ c(g)ω), where o(g)|g=1 = 0, one has
−SFP = −
1
4t
(χ¯, χ¯)− i(χ¯,Σ(p)) + i(λ¯, (φ+ C(p)ω)∂Σ(p))
= −
1
4t
(χ¯, χ¯)− i(χ¯, D†(a)W (a, g) + µ2 ln g) + i(λ¯, (D†D(a) + µ2)(c†(g)ǫ+ ω)
+D†(a)w(a, g)((ψ+D(a)ω)⊕ (ǫ+ c(g)ω)) + (ψ +D(a)ω)∂D†(a)W (a, g)
+ µ2(c†(g)o(g)(ǫ+ c(g)ω) + (ǫ+ c(g)ω)∂c†(g)c(g) lng)). (3.18)
On general grounds, the integral
∫
dλ¯dχ¯e−SFP defines an s cohomology class independent
from (·, ·), t and µ2. One can obtain a representative of such a class by taking the limit
t → +∞ (Landau gauge). The limit concentrates the integration on the zero set of
the gauge fixing function Σ(p) and, since Σ(a, g) = 0 implies g = 1, it makes several
terms in expression (3.18) vanish, by (3.15), (3.17) and the relations c(g) lng|g=1 = 0 and
o(g)|g=1 = 0. One has then∫
dλ¯dχ¯e−SFP ≃ δ((D†D(a) + µ2)(c†(g)ǫ+ ω))δ(D†(a)W (a, g) + µ2 ln g), (3.19)
where ≃ denotes equivalence in ordinary s cohomology. As an s cohomology class, this
expression is still independent from µ2. One can thus obtain a representative of the class
by taking its limit as µ2 → 0, provided it exists. Proceeding in this way, one finds∫
dλ¯dχ¯e−SFP ≃ δ(q(a)(c†(g)ǫ+ ω))δ(q(a) ln g)
× δ((1− q(a))D†D(a)(c†(g)ǫ+ ω))δ((1− q(a))D†(a)W (a, g)), (3.20)
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where q(a) is defined above.
Putting the three sectors together.
From (3.9), (3.12) and (3.20), after some simple rearrangements, one finds that∫
dρdπ
∫
dΩ¯dψ¯
∫
dλ¯dχ¯e−SMQ−SW−SFP
≃
∫
d̺d̟ exp
{
−
1
4
(̟,̟)E
∨ − i〈̟,F (a)〉E + i〈̺, ψ∂F (a)〉E −
1
4
(̺,ΩE
∨̺)E
∨
}
× δ(H∗α(n, a, g))δ(−ψ+D(a)c
†(g)ǫ+ θ∂nH
∗
α(n, a, g))
× δ(q(a)(Ω− (1/2)[ω, ω] + θ∂nH
∗
α(n, a, g)∂q(a)ω))δ(q(a)ω)
× δ((1− q(a))(D†D(a)Ω− ψ∂D†(a)ψ))δ(−(1− q(a))D†(a)ψ)
× δ(q(a)(f(g)(c†(g)ǫ+ ω) + θ∂nH
∗
α(n, a, g)∂q(a) lng))δ(q(a) lng)
× δ((1− q(a))D†D(a)(c†(g)ǫ+ ω))δ((1− q(a))D†(a)W (a, g)) (3.21)
in s cohomology. Here, f(g) is defined by the relation f(g)(c†(g)ǫ + ω) = s ln g and is
explicitly given by f(g) = ad ln g/(1 − exp(−ad ln g)). To show the above relation, one
uses the fact that the δ functions of the Faddeev–Popov sector enforce the constraints
g = 1 and c†(g)ǫ + ω = 0 and the identities (c(g)ω)∂c†(g)(c(g)ω) = −(1/2)[ω, ω] and
(D(a)ω)∂q(a)ω = −[ω, q(a)ω] + q(a)[ω, ω]. These follow respectively from the Maurer–
Cartan equation dgc
†(g) = −(1/2)[c†(g), c†(g)] and the relation l(ξ)q(a) = −[adξ, q(a)],
ξ ∈ LieG.
The δ functions appearing in the right hand side of (3.21) have functional integral
representations. The Mathai–Quillen factor is given by
δ(H∗α(n, a, g))δ(−ψ+D(a)c
†(g)ǫ+ θ∂nH
∗
α(n, a, g))
= lim
b→+∞
∫
dω¯dτ¯ exp
{
−
1
4b
(τ¯ , τ¯)F
∨ − i〈τ¯ , Hα(n, a, g)〉F + i〈ω¯, ιa(D(a)c
†(g)ǫ− ψ)
+ θ∂nHα(n, a, g) + hα(n, a, g, ψ, ǫ)〉F −
1
4b
(ω¯,ΩF
∨ω¯)F
∨
}
. (3.22)
The Weil factor is
δ(q(a)(Ω− (1/2)[ω, ω] + θ∂nH
∗
α(n, a, g)∂q(a)ω))δ(q(a)ω)δ((1− q(a))(D
†D(a)Ω
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− ψ∂D†(a)ψ))δ(−(1− q(a))D†(a)ψ)
=
∫
dΩ¯dψ¯ exp
{
− i(ψ¯, D†(a)ψ) + i(Ω¯, D†D(a)Ω− ψ∂D†(a)ψ)
}
× (2πi)d(a)(−1)
d(a)(d(a)−1)
2 δ(q(a)Ω¯)δ(q(a)(ψ¯ − [ω, Ω¯] + θ∂nH
∗
α(n, a, g)∂q(a)Ω¯))
× δ(q(a)ω)δ(q(a)(Ω− (1/2)[ω, ω] + θ∂nH
∗
α(n, a, g)∂q(a)ω)), (3.23)
where d(a) = dim kerD(a). Finally, the Faddeev–Popov factor has the representation
δ(q(a)(f(g)(c†(g)ǫ+ ω) + θ∂nH
∗
α(n, a, g)∂q(a) lng))δ(q(a) lng)
× δ((1− q(a))D†D(a)(c†(g)ǫ+ ω))δ((1− q(a))D†(a)W (a, g))
= lim
t→+∞
∫
dλ¯dχ¯ exp
{
−
1
4t
(χ¯, χ¯)− i(χ¯, D†(a)W (a, g)) + i(λ¯, D†D(a)(c†(g)ǫ+ ω)
+D†(a)w(a, g)((ψ+D(a)ω)⊕ (ǫ+ c(g)ω)) + (ψ +D(a)ω)∂D†(a)W (a, g))
}
× (2πi)d(a)(−1)
d(a)(d(a)−1)
2 δ(q(a)λ¯)δ(q(a)(χ¯+ θ∂nH
∗
α(n, a, g)∂q(a)λ¯))
δ(q(a) ln g)δ(q(a)(f(g)(c†(g)ǫ+ ω) + θ∂nH
∗
α(n, a, g)∂q(a) lng)). (3.24)
In deducing the above relations, one uses the standard properties of the boson/fermion δ
functions, the orthogonal factorization of the integration measures, the relation q(a)D†(a)
= 0 and (3.15) and (3.17). The signs are determined according the conventions stated in
footnote 5 above.
Next, eqs. (3.22)–(3.24) are to be substituted into eq. (3.21). Now, the δ functions
δ(q(a) ln g)δ((1−q(a))D†(a)W (a, g)) arising in the Faddeev–Popov sector enforce the iden-
tity g = 1, by (3.13) and (3.14). The δ function δ(H∗α(n, a, 1)) resulting in this way in the
Mathai-Quillen sector allows one to set a = aα(n) everywhere else, on account of (3.6).
The finite dimensional δ functions so yielded in the integral representations (3.23) and
(3.24) define s cohomology classes having in turn the following integral representations.
Set Kα(n) = kerD(aα(n)) for n ∈ Uα. Consider the auxiliary graded tensor algebra
Zα(n) =W−2(Kα(n))⊗ˆW1(Kα(n))⊗ˆW−1(Kα(n))⊗ˆW0(Kα(n)). (3.25)
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The generators of the factors in the given order are
y¯α(n), x¯α(n)
xα(n), yα(n)
uα(n), vα(n)
rα(n), zα(n)
deg y¯α(n)
deg xα(n)
deg uα(n)
deg rα(n)
= −2,
= 1,
= −1,
= 0,
deg x¯α(n)
deg yα(n)
deg vα(n)
deg zα(n)
= −1,
= 2,
= 0,
= 1.
(3.26)
The derivations j(ξ), l(ξ), ξ ∈ LieG, and s are extended as follows:
j(ξ)fα(n)
l(ξ)fα(n)
sfα(n)
= 0,
= 0,
= gα(n) + θ∂nfα(n),
j(ξ)gα(n)
l(ξ)gα(n)
sgα(n)
= 0,
= 0,
= θ∂ngα(n).
(3.27)
with (f, g) = (y¯, x¯), (x, y), (u, v), (r, z). One considers next the gauge fermions
Ψequiv = i(y¯α(n), ω) (3.28)
Ψpr = −i(xα(n), Ω¯) (3.29)
Ψgau = −i(uα(n), ln g) (3.30)
Ψfix = i(rα(n), λ¯) (3.31)
and defines s cohomology classes ∆equiv, ∆pr, ∆gau and ∆fix by:
−Sequiv = sΨequiv
= i(x¯α(n) + θ∂ny¯α(n), ω) + i(y¯α(n),Ω− (1/2)[ω, ω])), (3.32)
∆equiv =
∫
dy¯α(n)dx¯α(n)e
−Sequiv
= δ(q(aα(n))ω)δ(q(aα(n))(Ω− (1/2)[ω, ω] + θ∂n(q(aα(n)))ω)), (3.33)
−Spr = sΨpr
= −i(yα(n) + θ∂nxα(n), Ω¯) + i(xα(n), ψ¯ − [ω, Ω¯]), (3.34)
∆pr =
∫
dxα(n)dyα(n)e
−Spr
= δ(q(aα(n))Ω¯)δ(q(aα(n))(ψ¯ − [ω, Ω¯] + θ∂n(q(aα(n)))Ω¯)), (3.35)
−Sgau = sΨgau
= −i(vα(n) + θ∂nuα(n), ln g) + i(uα(n), f(g)(c
†(g)ǫ+ ω)), (3.36)
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∆gau =
∫
duα(n)dvα(n)e
−Sgau
= δ(q(aα(n)) ln g)δ(q(aα(n))(f(g)(c
†(g)ǫ+ ω) + θ∂n(q(aα(n))) ln g)), (3.37)
−Sfix = sΨfix
= i(zα(n) + θ∂nrα(n), λ¯) + i(rα(n), χ¯), (3.38)
∆fix =
∫
drα(n)dzα(n)e
−Sfix
= δ(q(aα(n))λ¯)δ(q(aα(n))(χ¯+ θ∂n(q(aα(n)))λ¯)). (3.39)
where f(g) is defined below eq. (3.21).
From the above discussion and from (3.33), (3.35), (3.37) and (3.39), it follows that the
product of the finite dimensional δ functions appearing in (3.23) and (3.24) with a = aα(n)
may be substituted by the product ∆equiv∆pr∆gau∆fix. Proceeding in this way, one finds
the formula∫
dρdπ
∫
dΩ¯dψ¯
∫
dλ¯dχ¯e−SMQ−SW−SFP
≃ lim
t,b→+∞
∫
dy¯α(n)dx¯α(n)
∫
dxα(n)dyα(n)
∫
duα(n)dvα(n)
∫
drα(n)dzα(n)
× (2πi)2dN
∫
d̺d̟
∫
dω¯dτ¯
∫
dΩ¯dψ¯
∫
dλ¯dχ¯e−Stop , (3.40)
where dN = d(aα(n)) with n ∈ N is a non negative integer constant characterizing N and
− Stop = −
1
4
(̟,̟)E
∨ − i〈̟,F (a)〉E + i〈̺, ψ∂F (a)〉E −
1
4
(̺,ΩE
∨̺)E
∨ −
1
4b
(τ¯ , τ¯)F
∨
− i〈τ¯ , Hα(n, a, g)〉F + i〈ω¯, ιa(D(a)ζ − ψ −D(a)ω) + θ∂nHα(n, a, g)
+ hα(n, a, g, ψ, c(g)(ζ − ω))〉F −
1
4b
(ω¯,ΩF
∨ω¯)F
∨ − i(ψ¯, D†(a)ψ)
+ i(Ω¯, D†D(a)Ω− ψ∂D†(a)ψ)−
1
4t
(χ¯, χ¯)− i(χ¯, D†(a)W (a, g)) + i(λ¯, D†D(a)ζ
+D†(a)w(a, g)((ψ+D(a)ω)⊕ c(g)ζ) + (ψ +D(a)ω)∂D†(a)W (a, g))
+ i(x¯α(n) + θ∂ny¯α(n), ω) + i(y¯α(n),Ω− (1/2)[ω, ω])− i(yα(n) + θ∂nxα(n), Ω¯)
+ i(xα(n), ψ¯ − [ω, Ω¯])− i(vα(n) + θ∂nuα(n), ln g) + i(uα(n), f(g)ζ)
+ i(zα(n) + θ∂nrα(n), λ¯) + i(rα(n), χ¯), (3.41)
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ζ being the Maurer–Cartan form given by (2.20). By construction, the action (3.41) is
s exact. Hence, in s cohomology, the right hand side of (3.40) is independent from t, b
and the limit may be dropped. Note, however, that the right hand sides of (3.21) and
(3.40) are exactly equal and not merely equivalent in s cohomology. Stop is the effective
topological action produced by the present method. It must be stressed that it contains
the customary topological action as a subsector.
On–shell analysis.
Relation (3.21) can be cast in a more transparent form as follows:∫
dρdπ
∫
dΩ¯dψ¯
∫
dλ¯dχ¯e−SMQ−SW−SFP
≃
∫
d̺d̟ exp
{
−
1
4
(̟,̟)E
∨ − i〈̟,F (a)〉E + i〈̺, ψ∂F (a)〉E −
1
4
(̺,ΩE
∨̺)E
∨
}
× δ(H∗α(n, a, g))δ(−sa+ θ∂nH
∗
α(n, a, g))δ(ω−GD†D(a)D
†(a)sa)
× δ(sω − s(GD†D(a)D
†(a)sa))δ(lng)δ(s ln g), (3.42)
where sa and sω are given by (2.8) and (1.4), respectively, s ln g = f(g)ζ and GD†D(a) is
the Green function of D†D(a) uniquely defined by the relations
D†D(a)GD†D(a) = GD†D(a)D
†D(a) = 1− q(a),
q(a)GD†D(a) = GD†D(a)q(a) = 0.
(3.43)
Eq. (3.42) is obtained using the relations listed below eq. (3.21), (3.43) and the identities
(D(a)ω)∂D(a)ω = (1/2)D(a)[ω, ω] and (sa−D(a)ω)∂D†(a)(sa−D(a)ω) = (sa)∂D†(a)sa−
(sa)∂(D†D)(a)ω− [ω,D†D(a)ω−D†(a)sa] + (1/2)D†D(a)[ω, ω] and (3.43). These follow
from the relations l(ξ)D†(a) = −[ξ,D†(a)] and D†(a)[ξ, η] = [D†(a)ξ,D†(a)η]A for ξ, η ∈
LieG, [·, ·]A being the Lie bracket on vector fields on A. From (3.42), using (3.6) and (3.7),
one deduces immediately that∫
dρdπ
∫
dΩ¯dψ¯
∫
dλ¯dχ¯e−SMQ−SW−SFP
≃
∫
d̺d̟ exp
{
−
1
4
(̟,̟)E
∨ − i〈̟,F (a)〉E + i〈̺, ψ∂F (a)〉E −
1
4
(̺,ΩE
∨̺)E
∨
}
× δ(H∗α(n, a, 1))δ(−ψ|a=aα(n) + (1−D(aα(n))GD†D(aα(n))D
†(aα(n)))θ∂naα(n))
× δ(ω − υα(n))δ(Ω−Υα(n))δ(ln g)δ(f(g)ζ), (3.44)
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where
υα(n) = GD†D(aα(n))D
†(aα(n))θ∂naα(n), (3.45)
Υα(n) = θ∂nυα(n) + (1/2)[υα(n), υα(n)]. (3.46)
Eq. (3.44) shows clearly the on–shell structure of the functional integral and is the starting
point for the analysis of the Gribov problem below.
The functional integral of the topological field theory.
According the general framework described in sect. 1, in a cohomological topological
quantum field theory, one must integrate all the fields with action SMQ + SW + SFP and
insertions of an equivariant s cohomology class O of P. In the present case, one has that,
in s cohomology, the ρ, π, Ω¯, ψ¯, λ¯, χ¯ integral is given by (3.40)–(3.41). The resulting
functional of p, φ and ω, Ω should be further integrated with respect to those fields.
The n, θ integration involved by the p, φ integration is problematic for two main
reasons: the non compactness and infinite dimensionality of N and the lack of global
definition on N of the integrand. Hence, it is omitted at this stage.
In view of applications to concrete models, the discussion below is restricted to the
family of equivariant s cohomology classes O that are constant on the factors N and G
of P. These are of the form O = O(a, ψ,Ω) and thus represent equivariant s cohomology
classes of A.
In field theory, it is more natural to use instead of g, ǫ the integration variables
χ = ln g, λ = f(g)ζ. (3.47)
This functional change of variables is not globally defined because the group logarithm ln
is defined only near g = 1 as mentioned earlier. However, in spite of this shortcoming,
it is suitable for the field theoretic analysis below. The topological action Stop given by
(3.41) can be expressed in terms of χ, λ. Since λ = sχ and the boson/fermion measures
are invariant under functional changes of variables with positive jacobian, one has that
dgdǫ = dχdλ. So, denoting by Iα(n, θ, a, ψ, χ, λ, ω,Ω) the functional integral given by the
equivalent expressions (3.40)–(3.41) and (3.44), we shall consider the functional integral
IOα(n, θ) =
∫
dadψ
∫
dχdλ
∫
dωdΩIα(n, θ, a, ψ, χ, λ, ω,Ω)O(a, ψ,Ω). (3.48)
It is now time to discuss the locality and renormalizability of the resulting quantum field
theory.
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Locality.
The quantum field theory described by (3.48) is manifestly local provided the function-
als Hα(n, a, g) andW (a, g) are judiciously chosen in such a way to yield local contributions
to the action. In fact, if this is the case, the topological action Stop is a local functional
of g and ζ which, in turn, are given by local expressions in terms of χ and λ, namely
g = eχ and ζ = f(eχ)−1λ. Had one used as functional variables g, ǫ instead of χ, λ, one
would have had an action containing explicit occurrences of the non local functional c†(g),
spoiling locality.
Renormalizability.
The quantum field theory yielded by (3.48) is not manifestly renormalizable for two
basic reasons. First, the action contains the non linear combination eχ which is generally
incompatible with renormalizability. Second, the available Ward identities may not be
sufficient to prevent the generation in the quantum theory of terms allowed by locality and
power counting but not contained in the action.
The following formal argument shows that the field theory considered here is equivalent
in s cohomology to one in which the group G is ‘flattened’ into its Lie algebra LieG. To
begin with, one performs the following change of functional variables:
χ′
r′α(n)
= (1/k)χ,
= (1/k)rα(n),
λ′
z′α(n)
= (1/k)λ,
= (1/k)zα(n),
(3.49)
where k > 0. Since the boson/fermion measures are invariant under changes of coordinates
with positive jacobian, one has that dχ′dλ′ = dχdλ and dr′α(n)dz
′
α(n) = drα(n)dzα(n).
This being a mere change of variables, the resulting functional integral is independent
from k. Next, one rescales the metric (·, ·) of the χ¯, λ¯ and uα(n), vα(n) sectors into
(1/k′)(·, ·) and replaces t by t/k′, where k′ > 0, leaving s cohomology unchanged. Now,
nothing forbids setting k = k′ and taking the limit k = k′ → 0, provided the limit exists
and is non singular. Using (3.15)–(3.17) and the fact that f(1) = 1, it is easy to see that
W (a, ekχ
′
) = kD(a)χ′ + O(k2) and that ζ = kλ′ + O(k2). The limit affects the τ¯ , ω¯, χ¯, λ¯
and uα(n), vα(n) sectors of the action (3.41), which now becomes
−Sflat = −
1
4b
(τ¯ , τ¯)F
∨ − i〈τ¯ , Hα(n, a, 1)〉F − i〈ω¯, ιa(ψ +D(a)ω)− θ∂nHα(n, a, 1)
− hα(n, a, 1, ψ,−ω)〉F −
1
4b
(ω¯,ΩF
∨ω¯)F
∨ −
1
4t
(χ¯, χ¯)− i(χ¯, D†D(a)χ′)
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+ i(λ¯, D†D(a)λ′ + (ψ +D(a)ω)∂D†(a)D(a)χ′
+D†(a)(T2w(a, 1)χ
′)((ψ +D(a)ω)⊕ 0))− i(vα(n) + θ∂nuα(n), χ
′)
+ i(uα(n), λ
′) + i(z′α(n) + θ∂nr
′
α(n), λ¯) + i(r
′
α(n), χ¯) + · · · , (3.50)
where T2w(a, 1) is the tangent map of w(a, g) with respect to g at g = 1 and the ellipses
denote the remaining terms of the action unchanged in the limit. In this way, one eliminates
the troublesome exponential eχ present in the topological action without changing the
topological content of the theory. It is remarkable that by this procedure the problem
of the lack of global definition on G of the map g → ln g is simultaneously cured. Note
however that the localization sector of the action Sflat is still of the form (1.10) but with
(1.11) no longer holding. This somewhat obscures the topological origin of Sflat.
In refs. [18,23], it has been argued that, in order to ensure the renormalizability of
the topological quantum field theory, the gauge fermion ΦFP should be of the form wΨFP ,
where w is a nilpotent operation anticommuting with s and annihilating all equivariant
functionals such as ΦMQ and ΦW (see sect. 1). w rather than s would be the true
counterpart of the BRST operator. To w there are associated extra Ward identities which
might be necessary for renormalizability. The gauge fermion which has been used above
does not have this property. However, following the procedure of refs. [18,23] would simply
add to the Faddeev–Popov action used further terms depending on extra ghostly fields,
which, in the functional integral of the quantum field theory considered here, would yield a
trivial insertion 1. While these terms may be necessary for the manifest renormalizability
of the quantum field theory, they are not expected to affect its infrared properties which
are the main object of our analysis.
From the above discussion, it seems plausible that the topological quantum field theory
constructed above is renormalizable, provided the functionals Hα(n, a, g) and W (a, g) are
properly chosen. Of course, these arguments can not be considered in any way a conclusive
proof.
The regular irreducible stratum B∗.
Suppose that N is the stratum B∗ of regular Ĝ orbits (see sect. 2). In this case, the
topological action Stop and the flattened action Sflat, given respectively by eqs. (3.41) and
(3.50), simplify considerably. Indeed, since, for any a ∈ A∗, Ĝ(a) = Ẑ, the auxiliary fields
y¯α(n), x¯α(n), xα(n), yα(n), uα(n), vα(n), rα(n), zα(n) or r
′
α(n), z
′
α(n) are valued in
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LieZ with Z = G ∩ Ẑ and so can be chosen independent from α and n. In this way, the
only n dependent object appearing in the actions is the local lift aα(n). Moreover, if Z is
trivial, the terms containing the auxiliary fields are identically zero.
4. The Gribov Problem and its Treatment
The functional integral IOα(n, θ) of eq. (3.48) is defined on the local patch Uα of
N . Let us now find out under which conditions IOα(n, θ) is the local restriction on Uα of
a globally defined functional IO(n, θ) on N . This is in essence the Gribov problem and
amounts to checking whether
IOα(n, θ) = IOβ(n, θ) (4.1)
on Uβ ∩ Uα 6= ∅.
The lifts aα and aβ of overlapping neighborhoods Uα and Uβ of N to A must satisfy
a relation of the form
aα(n) = aβ(n)κβα(n)A (4.2)
on Uβ ∩ Uα. The transition functions κβα : Uβ ∩ Uα → Ĝ are defined up to right multipli-
cation by an element of Ĝ(aα(n)) and left multiplication by an element of Ĝ(aβ(n)). For
this reason, in general, the Ĝ valued 1–cochain κ = {κβα} is not a 1–cocycle and thus it
does not define a principal Ĝ bundle over N [34]. Instead of the 1–cocycle condition, the
κβα satisfy the more general condition
κγβ(n)κβα(n) = kβαγ(n)κγα(n) (4.3)
on any triple intersection Uβ ∩ Uα ∩ Uγ 6= ∅, where kβαγ(n) ∈ Ĝ(aγ(n)).
The choice of the local lifts aα : Uα → A is conventional. If a
′
α : Uα → A is another
choice of local lifts, then there exist maps να : Uα → Ĝ such that
a′α(n) = aα(n)να(n)A. (4.4)
With the lifts a′α, there is associated a new set of transition functions κ
′
βα satisfying a
relation of the same form as (4.3).
To carry out the Gribov analysis, one has to make some technical assumptions verified
in concrete models. First, the invariant subgroup Ẑ of Ĝ acting trivially on A acts trivially
on E as well:
γE = 1E , γ ∈ Ẑ. (4.5)
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Second, the insertion O(a, ψ,Ω) is flat in the direction of LieZ, where Z = G ∩ Ẑ:
O(a, ψ,Ω+ εξ) = O(a, ψ,Ω), ξ ∈ LieZ, (4.6)
where ε is a parameter of degree 2. One needs also a matching assumption on the localizing
functional Hα(n, a, g), namely that
Hβ(n, a, g)|g=1 = κβα(n)FHα(n, aκβα(n)A, g)|g=1 (4.7)
on Uβ ∩ Uα 6= ∅.
The Gribov analysis invokes repeatedly certain matching relations collected below.
Using the definition of H∗α(n, a, g) given below (3.9), the properties of the map ι listed
below eq. (3.5) and (4.7), it is straightforward to show that
H∗α(n, a, 1) = TRAκβα(n)(aκβα(n)
−1
A)H
∗
β(n, aκβα(n)
−1
A, 1) (4.8)
on Uβ ∩ Uα 6= ∅. Using (4.2) and the basic identities D
†D(aγA) = Adγ
−1D†D(a)Adγ
and D(aγA) = TRAγ(a)D(a)Adγ for γ ∈ Ĝ and recalling that q(aγA) = Adγ
−1q(a)Adγ,
the following relations are easily obtained:
θ∂naα(n) = TRAκβα(n)(aβ(n))θ∂naβ(n) +D(aα(n))(κβα(n)
−1θ∂nκβα(n)) (4.9)
and
υα(n) = κβα(n)
−1θ∂nκβα(n) + Adκβα(n)
−1υβ(n)− σβα(n), (4.10)
Υα(n) = Adκβα(n)
−1Υβ(n)− Σβα(n), (4.11)
where
σβα(n) = q(aα(n))(κβα(n)
−1θ∂nκβα(n)), (4.12)
Σβα(n) = (θ∂n + adυα(n))σβα(n) + (1/2)[σβα(n), σβα(n)], (4.13)
on Uβ ∩ Uα 6= ∅.
Now, from (3.44), it is clear that
Iα(n, θ, a, ψ, χ, λ, ω,Ω) = I(a, ψ, χ, λ, ω,Ω; aα(n), θ∂naα(n), υα(n),Υα(n)). (4.14)
26
Using (3.2), (4.8)–(4.11) and the Ĝ invariance of the insertion O(a, ψ,Ω) and recalling the
formal rules stated in footnote 5, it is straightforward to show that
I(a, ψ, χ, λ, ω,Ω; aα(n), θ∂naα(n), υα(n),Υα(n))O(a, ψ,Ω)
= I(aκβα(n)
−1
A, ψκβα(n)
−1
A, χ, λ, Adκβα(n)(ω − κβα(n)
−1θ∂nκβα(n) + σβα(n)),
Adκβα(n)Ω; aβ(n), θ∂naβ(n), υβ(n),Υβ(n)− Adκβα(n)Σβα(n))
×O(aκβα(n)
−1
A, ψκβα(n)
−1
A, Adκβα(n)Ω)
× sgn det(κβα(n)E)sgn det(κβα(n)
−1
A)sgn det(Adκβα(n)). (4.15)
From here, it follows immediately that∫
dadψ
∫
dχdλ
∫
dωdΩI(a, ψ, χ, λ, ω,Ω; aα(n), θ∂naα(n), υα(n),Υα(n))O(a, ψ,Ω)
= sgn det(κβα(n)E)
∫
dadψ
∫
dχdλ
∫
dωdΩI(a, ψ, χ, λ, ω,Ω; aβ(n), θ∂naβ(n), υβ(n),
Υβ(n)− Adκβα(n)Σβα(n))O(a, ψ,Ω), (4.16)
since d(aγ−1A)d(ψγ
−1
A) = sgn det(γ
−1
A)dadψ and d(Adγω)d(AdγΩ) = sgn det(Adγ)
dωdΩ for γ ∈ Ĝ. From (3.48), (4.14) and (4.16), it appears that (4.1) is not fulfilled in
general. A possible mechanism by which the Gribov ambiguity may nevertheless be solved
is the following.
Let qLieZ be the orthogonal projector of LieG onto LieZ. Let assume that
qLieZΣβα(n) = Σβα(n). (4.17)
Then, recalling that Iα(n, θ, a, ψ, χ, λ, ω,Ω) is the functional integral given by (3.44) and
that (4.14) holds, it is is easy to show using (4.5), (4.6) and (4.17) that
I(a, ψ, χ, λ, ω,Ω; aβ(n), θ∂naβ(n), υβ(n),Υβ(n)− Adκβα(n)Σβα(n))O(a, ψ,Ω),
= I(a, ψ, χ, λ, ω,Ω+ Adκβα(n)Σβα(n); aβ(n), θ∂naβ(n), υβ(n),Υβ(n))
×O(a, ψ,Ω+ Adκβα(n)Σβα(n)). (4.18)
Substituting this relation in (4.16) and taking into account (3.48) and (4.14), one finds
that
IOα(n, θ) = sβαIOβ(n, θ) (4.19)
on Uβ ∩ Uα 6= ∅, where
sβα = sgn det(κβα(n)E). (4.20)
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sβα = ±1 is independent from n if Uβ ∩ Uα is connected, as is assumed for simplicity.
(4.19) is weaker than (4.1) because the sign ambiguity associated with sβα. We shall come
back to this point shortly.
In general, (4.17) does not hold. However, one may change the local lifts according
to (4.4) and impose that the Σ′βα satisfy (4.17). Using (4.4), (4.12) and (4.13), recalling
that κ′βα(n) = νβ(n)
−1κβα(n)να(n) and going through steps analogous to those involved
in the derivation of (4.10), it is straightforward to show that this amounts to solving the
equation
Σ′βα(n) =Adνα(n)
−1
[
Σβα(n)− (θ∂n + adυα(n))χα(n)− (1/2)[χα(n), χα(n)]
+ Adκβα(n)
−1(θ∂n + adυβ(n))χβ(n) + (1/2)[χβ(n), χβ(n)])
]
,
χα(n) =− q(aα(n))(θ∂nνα(n)να(n)
−1) (4.21)
for the να with Σ
′
βα fulfilling (4.17). Before posing the question of the existence of a
solution of eq. (4.21), one has to check whether it is consistent with (4.3) and with the
matching relation (4.11).
From (4.3) and (4.11), one has
Σγα(n)−Σβα(n)−Adκβα(n)
−1Σγβ(n) = −Adκγα(n)
−1(Adkβαγ(n)
−1−1)Υγ(n). (4.22)
If Σβα satisfies (4.17), then the left hand side of the above equation is valued in LieZ, as
LieZ is invariant under the adjoint action of Ĝ. So must be the right hand side. It seems
unlikely that this can come about unless the kβαγ are Ẑ valued. This conclusion remains
unchanged even if Σβα does not satisfy (4.17), but eq. (4.21) can be solved, since, under
the replacement (4.4), k′βαγ(n) = νγ(n)
−1kβαγ(n)νγ(n) and Ẑ is an invariant subgroup of
Ĝ.
From now on, we shall thus assume that the kβαγ are Ẑ valued. If this is not the
case, the analysis below can still be carried out, but it becomes much messier and has no
apparent sheaf theoretic interpretation.
From (4.3), it follows then that the Ĝ valued 1–cochain κ defines a Ĝ/Ẑ valued 1–
cocycle κ¯. Eq. (4.22) states then Σ = {Σβα} is a 1–cocycle of
∧2
T ∗N ⊗ Ad κ¯, which, on
account of (4.11), is trivial [34]. This, however, is not sufficient to guarantee the solvability
of eq. (4.21) for the να.
The Ĝ/Ẑ valued 1–cocycle κ¯ defines a principal Ĝ/Ẑ bundle AN on N . The existence
of a solution ν = {να} of eq. (4.21) is a condition much stronger than the simple triviality of
the 1–cocycle Σ; it is strongly reminiscent of a flatness condition and may entail topological
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restrictions for AN . Recall that, in finite dimension, for any principal G bundle P on X
with transition functions gba, the local g valued 1–forms gba
−1dgba always define a trivial
1–cocycle of
∧1
T ∗X ⊗ Adg, a fact indeed equivalent to the existence of a connection on
P . So, gba
−1dgba = ma − Adgba
−1mb for certain local g valued 1–forms mc. In order the
bundle P to be flat, it is necessary and sufficient that the mc can be chosen of the form
mc = −dgcgc
−1 for certain local G valued function gc. This is a non trivial requirement
with topological implications for P .
Let us come to the problem of the sign sβα in (4.19). With the action of Ĝ on E there
is associated the vector bundle VN = AN ×Ĝ/Ẑ E on N . the transition functions of such
a bundle are precisely the κβαE . From the definition of sβα, eq. (4.20), it appears that
requiring that sβα = 1 is tantamount to demanding that VN is oriented.
From the above discussion, we draw the following conclusions. The Gribov problem is
solvable provided the topology of the principal Ĝ/Ẑ bundle AN allows for the solution of
eq. (4.21) and the associated vector bundle VN is oriented.
Let us consider the important case where N is the stratum B∗ of regular Ĝ orbit. In
this case, the kβαγ are necessarily valued in Ẑ, as Ĝ(a) = Ẑ for any irreducible element
a ∈ A∗, so that our basic assumption is fulfilled. The principal Ĝ/Ẑ bundle AN associated
with κ∗ ≡ κ¯ may be identified with A∗ [32]. Correspondingly, the vector bundle VN is
V∗ = A∗ ×
Ĝ/Ẑ
E [32].
For N = B∗, (4.17) is automatically satisfied. This follows from (4.12)–(4.13), the
fact that q(a) = qLieZ for any irreducible a ∈ A∗ and the invariance of the Lie subalgebra
LieG. Therefore, there is no need to solve eq. (4.21)! This shows that for the regular
stratum B∗ of the Ĝ orbit space B, the Gribov problem is solved, provided V∗ is oriented.
When N 6= B∗ very little can be said. Though we do not have conclusive evidence, it
seems unlikely that for a singular stratum N eq. (4.21) is consistent with (4.22).
When the Gribov problem is solvable for the stratum N of B, the map O → IO de-
fines a homomorphism of the equivariant cohomology H∗equiv(A) of A into the cohomology
H∗(N ) of N . This is not difficult to show. Let X denote the collection of all fields but
n, θ. For any insertion K(X), the relevant functional integrals are of the form
IK(n, θ) =
∫
dXesΨ(n,θ,X)K(X), (4.23)
where Ψ(n, θ,X) is the appropriate gauge fermion. Then, denoting by s|X the restriction
of s to the fields X , one has
θ∂nIK(n, θ) =
∫
dX(s− s|X)e
sΨ(n,θ,X)K(X)
=
∫
dXesΨ(n,θ,X)s|XK(X)−
∫
dXs|X
(
esΨ(n,θ,X)K(X)
)
=
∫
dXesΨ(n,θ,X)sK(X). (4.24)
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This relation shows that IK(n, θ) is θ∂n closed (exact) whenever K is s closed (exact).
Assume that N has no boundary to have a sensible intersection theory. For a given
O ∈ H∗equiv(A), its image IO ∈ H
∗(N ) factorizes as
IO(n, θ) = PDNF (n, θ) · JO(n, θ). (4.25)
Here, PDNF is formally the Poincare´ dual of the submanifold NF of N defined by the
equivariant condition F (a) = 0 and is independent from O and JO is an element of H∗(N ).
This is fairly evident from the local expression (3.48) of IO(n, θ) and from the structure
of the integrand Iα(n, θ, a, ψ, χ, λ, ω,Ω) given in (3.44). Indeed, the Mathai–Quillen ̺, ̟
integral is just a regularized version of the boson/fermion δ function pair δ(F (a))δ(ψ∂F (a))
[23]. In concrete models NF is finite dimensional and JO has finite degree in H
∗(N ). Were
one able to define integration on N , the above formula would be the starting point for the
study of the intersection theory of NF using field theory. This is however a technically
non trivial problem, since N is generally infinite dimensional.
5. The Donaldson–Witten Model
In this section, we shall apply the formalism developed in the previous section to the
Donaldson Witten model as an illustration.
Let X be an oriented connected compact 4–manifold equipped with a metric h. Let
G be a reductive compact Lie group. Finally, let B → X be a principal G bundle over X .
Consider the space
A = Conn(B) (5.1)
of connections of B. A is an affine space modelled on Ω1(X, AdB). Hence, for any a ∈ A,
one has the canonical identification TaA ≃ Ω1(X, AdB). Thus,
ψ ∈ Π1Ω
1(X, AdB) (5.2)
6. TaA carries a natural metric, the standard metric on Ω
1(X, AdB) associated with h
and a negative definite AdG invariant extension Tr of the Cartan-Killing form tr of g.
6 ΠrΩ
p(X, AdB) denotes the space of AdB valued p forms of Grassman degree r.
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7.
Consider the gauge group
Ĝ = Gau(B) (5.3)
of the principal G bundle B and the subgroup G of Ĝ of the elements homotopic to the
identity. One has the canonical isomorphism LieG ≃ Ω0(X, AdB). Thus,
ζ ∈ Π1Ω
0(X, AdB). (5.4)
LieG carries the standard metric on Ω0(X, AdB) associated with h and Tr, which is Ad Ĝ
invariant. To this there is associated a metric on G in standard fashion (cfr. footnote 4
above).
Ĝ acts on A by gauge transformations: for a ∈ A and γ ∈ Ĝ, aγA = γ−1dγ+ Adγ−1a.
The vertical vector fields of A are of the form D(a)ξ for ξ ∈ LieG, where D(a) is the usual
gauge covariant derivative of the connection a ∈ A: D(a)ξ = dξ + [a, ξ].
The subgroup Ẑ of Ĝ acting trivially onA consists of the constant elements of Ĝ valued
in the center Z of G, so that Ẑ ≃ Z. Correspondingly, the Lie algebra LieZ of Z = Ẑ ∩ G
consists of the constant elements of LieG valued in the center z of g and LieZ ≃ z. LieZ
is clearly contained in the kernel of D(a) for any a ∈ A.
Since LieG ≃ Ω0(X, AdB), one has
ω ∈ Π1Ω
0(X, AdB),
Ω ∈ Π2Ω
0(X, AdB).
(5.5)
The Mathai–Quillen localization sector.
The localization sector consists of two subsectors based on the infinite dimensional
vector spaces
E = Ω2−(X, AdB), (5.6)
F = Ω1(X, AdB). (5.7)
7 For any p, this metric is given by (α, β) = −
∫
X
Tr(α ∧ ∗β) for α, β ∈ Ωp(X, AdB).
∗ is the Hodge star operator associated with h. Tr may be constructed as follows. Let z
be the center of g. Let < ·, · > be a negative definite symmetric bilinear form on z. Now,
g = g/z ⊕ z with g/z semisimple. Correspondingly, every x ∈ g decomposes uniquely as
x′ + x0, where x
′ ∈ g/z and x0 ∈ z. Then, for x, y ∈ g, Tr(xy) = tr(x′y′)+ < x0, y0 >.
Tr is manifestly AdG invariant. If G has a discrete center Z, then g is semisimple and Tr
reduces to the usual Cartan–Killing form.
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E and F carry the standard metrics associated with h and Tr and the standard adjoint
action of Ĝ. The localization functions are the antiselfdual part of the curvature F− : A →
E
F−(a) = (da+ (1/2)[a, a])−, (5.8)
as usual, and the map Hα : Uα ×A× G → F
Hα(n, a, g) = Adg
−1(D(a)gg−1 − a+ aα(n)), (5.9)
where aα(n) is a local gauge slice on Uα. It is a straightforward matter to check that F−(a)
satisfies (3.2) and that Hα(n, a, g) satisfies (3.3), (3.4)–(3.5), (3.6)–(3.7) and (4.7). (ιa is
just the isomorphism TaA ≃ Ω1(X, AdB) = F .) The Mathai–Quillen fields are
̺ ∈ Π−1Ω
2
−(X, AdB),
̟ ∈ Π0Ω
2
−(X, AdB),
ω¯ ∈ Π−1Ω
3(X, AdB),
τ¯ ∈ Π0Ω
3(X, AdB).
(5.10)
The Weil projection sector.
The Weil projection sector is identical to that of the customary Donaldson theory.
The Weil fields are
Ω¯ ∈ Π−2Ω
0(X, AdB),
ψ¯ ∈ Π−1Ω
0(X, AdB).
(5.11)
The Faddeev–Popov gauge fixing sector.
The gauge fixing function has the general form
Σ(a, g) = D†(a)W (a, g) + µ2 ln g, (5.12)
where W (a, g) is chosen to be
W (a, g) = D(a)gg−1. (5.13)
By an infinitesimal argument, it is easy to see that for µ2 > 0, the constraint Σ(a, g) = 0
implies g = 1 at least for g near 1. It is conceivable that solutions other than g = 1 exist.
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This would yield non perturbative effects that remain to be explored. It is simple to check
that W (a, g) satisfies (3.15)–(3.17). The Faddeev–Popov fields are
λ¯ ∈ Π−1Ω
0(X, AdB),
χ¯ ∈ Π0Ω
0(X, AdB).
(5.14)
The zero mode sector.
The field content of the zero mode sector is
y¯(n) ∈ Π−2Ω
0(X, AdB),
x¯(n) ∈ Π−1Ω
0(X, AdB),
x(n) ∈ Π1Ω
0(X, AdB),
y(n) ∈ Π2Ω
0(X, AdB),
u(n) ∈ Π−1Ω
0(X, AdB),
v(n) ∈ Π0Ω
0(X, AdB),
r(n) ∈ Π0Ω
0(X, AdB),
z(n) ∈ Π1Ω
0(X, AdB),
D(a(n))y¯(n) = 0,
D(a(n))x¯(n) = 0,
D(a(n))x(n) = 0,
D(a(n))y(n) = 0,
D(a(n))u(n) = 0,
D(a(n))v(n) = 0,
D(a(n))r(n) = 0,
D(a(n))z(n) = 0.
(5.15)
The Lagrangian.
From (3.43), the topological action Stop of the Donaldson-Witten model is given by
Stop = −
1
4
∫
X
Tr(̟ ∧ ∗̟)− i
∫
X
Tr(̟ ∧ F−(a))− i
∫
X
Tr(̺ ∧ (D(a)ψ)−)
+
1
4
∫
X
Tr(̺ ∧ ∗[Ω, ̺])−
1
4b
∫
X
Tr(τ¯ ∧ ∗τ¯)− i
∫
X
Tr(τ¯ ∧ Adg−1(D(a)gg−1
− a+ a(n)))− i
∫
X
Tr(ω¯ ∧ (D(a)ζ + ψ −D(a)ω − Adg−1θ∂na(n)
+ [ζ − ω, Adg−1(D(a)gg−1 − a+ a(n))]))−
1
4b
∫
X
Tr(ω¯ ∧ ∗[Ω, ω¯])
− i
∫
X
Tr(D(a)ψ¯ ∧ ∗ψ) + i
∫
X
Tr(D(a)Ω ∧ ∗D(a)Ω¯) + i
∫
X
Tr(ψ ∧ ∗[Ω¯, ψ])
−
1
4t
∫
X
Tr(χ¯ ∧ ∗χ¯)− i
∫
X
Tr((D(a)χ¯+ [λ¯, ψ −D(a)ω]) ∧ ∗D(a)gg−1)
− i
∫
X
Tr(D(a)λ¯ ∧ ∗(D(a)ζ + (Adg − 1)(D(a)ζ + ψ −D(a)ω)))
− i
∫
X
Tr((y(n) + θ∂nx(n)) ∧ ∗Ω¯) + i
∫
X
Tr(x(n) ∧ ∗(ψ¯ − [ω, Ω¯]))
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+ i
∫
X
Tr((x¯(n) + θ∂ny¯(n)) ∧ ∗ω) + i
∫
X
Tr(y¯(n) ∧ ∗(Ω− (1/2)[ω, ω]))
− i
∫
X
Tr((v(n) + θ∂nu(n)) ∧ ∗ ln g) + i
∫
X
Tr(u(n) ∧ ∗f(g)ζ)
+ i
∫
X
Tr((z(n) + θ∂nr(n)) ∧ ∗λ¯) + i
∫
X
Tr(r(n) ∧ ∗χ¯). (5.16)
To write the renormalizable action, one needs to introduce the rescaled fields χ′, λ′, defined
by (3.47) and (3,49), and the rescaled fields r′(n), z′(n). Clearly,
χ′ ∈ Π0Ω
0(X, AdB),
λ′ ∈ Π1Ω
0(X, AdB),
(5.17)
whereas r′(n), z′(n) are of the same type as r(n), z(n). Then, by (3.50), the flattened
action Sflat of the Donaldson–Witten model reads
Sflat = −
1
4b
∫
X
Tr(τ¯ ∧ ∗τ¯) + i
∫
X
Tr(τ¯ ∧ (a− a(n))) + i
∫
X
Tr(ω¯ ∧ (D(a)ω − ψ
+ θ∂na(n)− [ω, a− a(n)]))−
1
4b
∫
X
Tr(ω¯ ∧ ∗[Ω, ω¯])−
1
4t
∫
X
Tr(χ¯ ∧ ∗χ¯)
− i
∫
X
Tr((D(a)χ¯+ [λ¯, ψ −D(a)ω]) ∧ ∗D(a)χ′)− i
∫
X
Tr(D(a)λ¯ ∧ ∗(D(a)λ′
+ [χ′, ψ −D(a)ω]))− i
∫
X
Tr((v(n) + θ∂nu(n)) ∧ ∗χ
′) + i
∫
X
Tr(u(n) ∧ ∗λ′)
+ i
∫
X
Tr((z′(n) + θ∂nr
′(n)) ∧ ∗λ¯) + i
∫
X
Tr(r′(n) ∧ ∗χ¯) + · · · , (5.18)
where the ellipses denote the remaining terms of Sflat which are the same as the corre-
sponding terms of Stop.
The topological observables of the Donaldson–Witten model, obtained from the de-
scent equation [12], are given by the well-known expressions
O0(a, ψ,Ω) =
1
8π2
∫
C0
tr(Ω2),
O1(a, ψ,Ω) =
1
8π2
∫
C1
tr(2Ωψ),
O2(a, ψ,Ω) =
1
8π2
∫
C2
tr(2ΩF (a) + ψ ∧ ψ),
O3(a, ψ,Ω) =
1
8π2
∫
C3
tr(2ψ ∧ F (a)),
O4(a, ψ,Ω) =
1
8π2
∫
C4
tr(F (a) ∧ F (a)), (5.19)
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where Ck is a k–cycle of X . (Recall that C4 = X and that C0 is a finite set of points of
X .) Note that here the true Cartan–Killing form tr rather than its extension Tr appears.
The basic assumptions of the Gribov analysis of sect. 4 are fulfilled in the present
model. (4.5) is obviously satisfied, since Ĝ acts on E by the adjoint action and this is
trivial when restricted to the Z valued elements of Ẑ. (4.6) is satisfied, as appears from
(5.19) by inspection, observing that the Cartan–Killing form tr vanishes on the z valued
elements of LieZ. (4.7) is also satisfied as noticed earlier in this section. So, from the
analysis of sect. 4, it follows that not only for the standard case G = SU(2), SO(3) but
also for a general compact group G the Gribov problem is solvable for the regular irreducible
stratum B∗, provided V∗ = A∗×
Ĝ/Ẑ
E is oriented. This conclusion, albeit based on formal
manipulations of functional integrals rather than on rigorous mathematics, is the main
result of this paper.
6. Concluding Remarks
The real challenge of cohomological topological field theory is expressing intersection
theory on moduli spaces in the language of local renormalizable field theory. This is not
an easy task. While it is relatively easy to cook up local topological actions, showing their
renormalizability is a non trivial problem. The point is that locality and renormalizability
are essentially field theoretic notions to which geometry may be quite indifferent. Our
experience in gauge theories has taught us that it is difficult carry out gauge fixing salvaging
renormalizability at the same time. However, if one cannot accommodate such principles
into the framework, the so called topological field theories will just remain formal functional
integrals.
In the method presented here, one views the moduli space NF of self–dual connections
as a finite dimensional submanifold of the infinite dimensional space N of gauge orbits.
Correspondingly, integration of forms on NF is reduced to integration on N by wedging
with the formal Poincare´ dual χNF of NF . Needless to say, this procedure is rather formal
and the possibility of its concrete implementation is unclear at the present moment.
The natural question arises about whether our approach for the treatment of reducible
connections and the analysis of the Gribov ambiguity may be used in the study of ordinary
gauge theories where similar problems occur. Indeed this can be done upon performing
obvious modifications: the s cohomologies relevant in topological and ordinary gauge field
theories are respectively equivariant and BRS cohomology and these are essentially differ-
ent. The application of the corresponding method in ordinary gauge theory would yield
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the same gauge fixing sector and the bosonic half the Mathai–Quillen τ¯ , ω¯ sector contain-
ing the equivariant functional Hα. It remains to be seen if this is going to provide useful
insight.
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