Abstract. We study well-posed perturbations of formally ill-posed diffusion equations which are used in image processing, such as the Perona-Malik equation. Our perturbation technique is to consider the diffusion equations as L 2 gradient flows on integral functionals and then modify the inner product from L 2 to a Sobolev inner product. We show that the functional differential equations obtained in this way are well-posed in both the forward and backward directions. We then show how to design a well-posed image sharpening algorithm via Sobolev gradient ascent on a Perona-Malik type functional. We provide full numerical implementation details and show experimental results on natural images which suggest that this method outperforms previous work by the authors as well as other sharpening algorithms such as the shock filter.
1. Introduction. Partial differential equation (PDE) methods in image processing have proven to be fundamental tools for image diffusion and enhancement [41, 38, 42, 13, 2, 1, 3, 49, 47, 48, 52, 4] . Many diffusion PDE, such as the Perona-Malik and You-Kaveh models [41, 52] , can be interpreted as the L 2 gradient descent equations on an integral functional
where Ω ⊂ R n is the image domain and u : Ω → R is a grayscale image function. For the task of image diffusion, one wishes to preserve edges while smoothing fine details and noise. For such a task, concave potentials φ with sublinear growth have proven effective. For example, one variant of the Perona-Malik equation can be obtained by taking φ(x, y) = ln(1 + x/K 2 ), while a similar variant of the You-Kaveh equation corresponds to φ(x, y) = ln(1 + y/K 2 ) where K > 0 is a constant. The choice of concave potentials for the Perona-Malik model yields a class of forward-backward diffusion equations which typically do not admit classical or distributional solutions [17, 27, 51] . This poses a serious challenge to any well-posedness theory for these important image processing PDE; indeed there are numerous nonexistence results for the Perona-Malik PDE [30, 54, 25] . Despite its formal illposedness, the Perona-Malik PDE admits discretizations which yield stable numerical results. This seemingly paradoxical result has been termed the Perona-Malik Paradox [30] .
Although there is much literature on image diffusion, there are relatively few image enhancement PDE in the literature. This may be attributed to the fact that the exact features one would like from a sharpening PDE also tend to cause illposedness. Perhaps the most well-known sharpening PDE is the shock filter [38, 39] which is a non-linear variant on the reverse heat equation. Aside from the shock filter, other combined sharpening and smoothing PDE have been proposed based on a Perona-Malik scheme where φ is allowed to have a negative derivative [24] which leads to sharpening of certain gradients. Although these models encounter the same ill-posedness problems as the Perona-Malik equation, sophisticated discretizations have been proven stable [50] .
We consider in this paper a perturbation of the Perona-Malik style diffusion equations which yields a class of well-posed image diffusion and sharpening equations. Building upon our previous work [10, 11] , we study the gradient descent equations on high-order generalizations of (1.1) with respect to various Sobolev inner products. We establish a very general existence and uniqueness result which applies to a family of high order diffusion/sharpening equations which are generalizations of the Perona-Malik and You-Kaveh equations. Our method of perturbing the Perona-Malik equation is different than previous works [13] in the fact that the resulting PDE is still a gradient descent PDE on the exact same functional. We then show how to choose the potential function φ to design a sharpening algorithm which sharpens strong image features while suppressing noise. We also provide details on our numerical methods and show experimental results.
2. Background.
Anisotropic diffusion PDE. The Perona-Malik equation (and its variants)
u(0) = u 0 , du dt = div(g(|∇u| 2 )∇u), t > 0, (2.1) on the domain Ω ⊂ R n with Neumann boundary conditions are perhaps some of the most widely used PDE in image processing [41, 42, 13, 2, 1, 49, 47, 48] . Note that u 0 is the image to be processed. Perona and Malik proposed two diffusion coefficients
where K > 0 is a constant. The first equation stems from the concave potential φ(s 2 ) = ln(1 + s 2 /K 2 ) and results in a formally ill-posed diffusion equation. It was shown by Kichenassamy [30] that any weak solution to the Perona-Malik equation in one dimension must posses an infinitely differentiable initial condition wherever its gradient exceeds K. Even if u 0 is smooth, this result shows that there are minor perturbations of the initial value problem for which weak solutions do not exist, and hence the Perona-Malik PDE is ill-posed in the sense of Hadamard.
On the other hand, it is well-known that the Perona-Malik PDE admits simple and stable discretizations. This discrepancy between numerical and theoretical results has received a lot of attention within the mathematics and imaging communities [46, 25, 22, 23, 54, 6, 7, 20, 18, 15, 35] . Zhang et al. [54] established that the one-dimensional Perona-Malik equation admits infinitely many weak solutions. Gobbino et al. [25] showed that every C 1 solution to the one-dimensional Perona-Malik equation on R is an affine function of the form u(x, t) = ax + b. Ghisi et al. [23] established the existence of local-in-time classical solutions for the one-dimensional Perona-Malik equation with initial condition belonging to a class of functions which are dense in C 1 ([−1, 1]). Taheri et al. [46] and Chen et al. [15] showed that there exist infinitely many Young measure solutions [12] to both the one and two-dimensional Perona-Malik equations. Bellettini et al. [6, 7] examined a perturbed Perona-Malik functional and showed that the Γ-limit [16, 8] is a free-discontinuity functional which may help to explain the staircaising phenomenon. Morini et al. [35] established that a family of discrete Perona-Malik energies Γ-converges to an anisotropic Mumford-Shah functional [36] . Esedoḡlu [18, 19] analyzed the discretization of the one dimensional Perona-Malik scheme and showed that by scaling the parameter K in proportion to the discretization step size, one can obtain a meaningful continuum limit as a system of heat equations coupled through their boundary conditions.
Other work has been focused on how to modify or regularize the Perona-Malik PDE to obtain a related well-posed model. For example, Catté, Lions, Morel, and Coll [13] proposed to replace g(|∇u| 2 ) by g(|∇(G σ * u)| 2 ) in the Perona-Malik equation. Since differentiation is highly susceptible to noise, such a technique is commonly used in the image processing community to robustly estimate discrete derivatives [33] . They prove existence, uniqueness and regularity for the related model and demonstrate experimentally that the related model gives similar results to the Perona-Malik equation.
One drawback of the Perona-Malik model is the staircasing effect in which discontinuities (staircasing) are introduced into an image in areas of weak gradient. In an effort to mitigate these staircasing artifacts, You and Kaveh [52] have proposed a fourth order generalization of the Perona-Malik equation
This model does indeed mitigate the staircasing phenomenon (gradient singularities), but at the cost of introducing singularities in the Laplacian which appear as speckle artifacts in the processed image. See Greer et al. [26] for a study singularities in the You-Kaveh equation. You and Kaveh use the same diffusion coefficient as in the Perona-Malik equation and hence (2.2) is also ill-posed.
Image enhancement PDE.
Osher and Rudin [38] proposed the shock filter for image enhancement and deconvolution
where L is an edge detecting operator. Typical choices for L are
where u ηη = i,j u xi u xj u xixj is the second derivative in the direction of the gradient ∇u. From a mathematical point of view, this PDE looks severely ill-posed. However, Rudin and Osher [38] devised a sophisticated numerical scheme which gives very satisfying results. There are at present no known theoretical results in the literature concerning the existence or uniqueness of solutions to this PDE. Rudin and Osher [38] have conjectured that for continuous initial data u 0 (x), the one dimensional shock filter has a unique solution which is continuous everywhere except at a finite number of points which correspond to the inflection points of u 0 . The shock filter can be combined with anisotropic diffusion in a well-posed sharpening and smoothing framework [3] .
Gilboa, Sochen and Zevvi [24] proposed a forwards and backwards diffusion model based on the Perona-Malik model (2.1) with diffusion coefficient
where k f , k b , w, m, n are all constants. Such a model behaves like the smoothing Perona-Malik model for weak gradients but becomes a reverse diffusion process for large gradients. They give a stability condition in the one-dimensional case, but the twodimensional model has observed instabilities [50] . A sophisticated numerical method has been proposed for these types of PDE and is provably stable [50] . However, these stability results are discrete and rely heavily on the relative amounts of smoothing and sharpening. [44, 43, 45] and image decomposition [29] . In [44, 43, 45] , the gradient descent PDE for segmentation and tracking energies are recast under a Sobolev metric. The resulting tracking and segmentation algorithms, referred to as Sobolev active contours, are found to be far more robust with respect to noise and more global in nature. In a similar fashion, Charpiat et al. [14] study the case for active contours in more generality and show how to design inner products in order to achieve a desired amount of spatial coherency in the gradient flow. Richardson [29] studied the use of Sobolev gradients for image decomposition tasks [32, 5, 34] , which involve the minimization of a least squares functional. By considering the gradient flow for these minimizations with respect to a Sobolev metric, one can avoid falling into irrelevant local minima and obtain faster convergence rates. Richardson [28] also studied the use of high order Sobolev gradients for the purpose of solving nonlinear differential equations via a gradient descent algorithm on a least squares functional.
The common trend in the previous works on Sobolev gradients is the recasting of a gradient descent algorithm under a Sobolev inner product in order to achieve better convergence results and less susceptibility to local minima. Oftentimes, the desired critical points are solutions to some PDE and Sobolev gradient descent is used merely as a tool for finding these solutions. Sobolev gradients and differential equations have been studied extensively in this context; a good reference is Neuberger's book [37] . What matters in these approaches is only that the gradient descent PDE converges to a critical point of the associated energy functional. As such, much of the theory on Sobolev gradients and differential equations is focused on studying when the gradient flows converge as t → ∞ [37] .
We study Sobolev gradients because they yield well-posed image sharpening flows. As such, our main concern is the existence and uniqueness of solutions to these gradient flow PDE and not the convergence (or lack-thereof) as t → ∞ to minima or maxima. In this framework, the desired image is not an energy minimizer, it is simply one image out of a family of progressively sharper images. The task of picking the desired image out of this family is equivalent to selecting a stopping time for the gradient flow, which can be done by selecting a desired sharpness factor. The PDE will then be run until the initial image has been sharpened by the desired factor, as measured by an appropriate image sharpness measure. We discuss this further in section 6.
This work is an extension of previous work by the authors [10, 11] which focused on the isotropic equations
which can be interpreted as gradient flows on the heat equation energy with respect to H k inner products. The reverse flow was shown to be an effective linear sharpening algorithm and, when combined with higher order standard diffusions, yields interesting smoothing/sharpening effects. In this work, we extend the results of [10, 11] to nonlinear anisotropic diffusion equations of arbitrary order. The anisotropic nature of these gradient ascent flows allows us to construct image sharpening algorithms which sharpen only the coarse structures in the image while suppressing noise and fine details.
We should note that Sobolev regularization of ill-posed parabolic PDE has been studied previously as a model for aggregating populations [40] . The model is given 4 by:
where η is the outward unit normal to ∂Ω. This model is closely related our proposed Sobolev Perona-Malik PDE, however, there are two key differences. If we develop the right hand side of (2.5), we get ∆f (u) = div(f ′ (u)∇u). Hence, this model is a Perona-Malik type PDE where the diffusion coefficient depends only on u (and not on ∇u). Also, only a first order Sobolev regularization is considered in [40] . In our model, we consider Sobolev regularization of anisotropic diffusion PDE of arbitrary order.
3. Our proposed model. From here on, we will assume that the domain of our images Ω ⊂ R n is open and has a smooth boundary ∂Ω.
Sobolev gradients. Consider a functional E :
We will call G a compatible inner product if it induces a norm which is equivalent to the standard norm on H k 0 (Ω). It is immediate that if G is compatible, then the existence of ∇ G E(u) follows from the Riesz representation theorem wherever E is Gâteaux differentiable. We define the gradient descent equation on E with respect to G to be the functional differential equation
We obtain the gradient ascent equation simply by removing the minus sign in (3.2).
As an example, consider the Perona-
Hence the gradient descent equation on P M φ with respect to the L 2 inner product is exactly the Perona-Malik equation with diffusion coefficient φ ′ . Let G be a compatible inner product on H k 0 (Ω). It follows from the Riesz Representation theorem that there exists a linear operator
It follows immediately that L G is bounded as well. Indeed, we have
→ R is known and we wish to find the gradient ∇ G E(u). Hence, we wish to find the element of H k 0 (Ω) which satisfies
But this is exactly the defining quality of L G , thus we obtain that
Note that although the L 2 gradient is not always guaranteed to exist as an element of
3.2. Sobolev diffusion equations. As we have seen, a majority of the Sobolev gradients that we will be interested in can be written in the form
(Ω) is bounded and linear and D :
is a possibly non-linear differential operator. Thus, we will study the general class of differential equations given by
where u 0 : Ω → R is the initial condition and L and D are as stated above. In image processing, u 0 is the image to be processed. Associated to (3.5) we have the following existence and uniqueness result which follows from the theory of ODE in Banach spaces [53, 9] . Theorem 3.1. Let X, Y be Banach spaces and B : Y → X be a bounded and linear operator. Suppose A : X → Y is a bounded and locally Lipschitz operator. Then for any T > 0 and u 0 ∈ X, there exists a unique u ∈ C 1 ([0, T ]; X) satisfying
3.3. Generalized Perona-Malik equations. Motivated by the Perona-Malik and You-Kaveh equations, we consider the family of 2k-order differential equations adapted from [31] 
(3.7) Theorem 3.2. Let k ∈ N and g : [0, ∞) → R be a bounded and continuously differentiable function satisfying
x, where m ≥ 1. It follows from the fundamental theorem of calculus that
where DF denotes the Jacobian matrix of F . Thus we have the estimate
where DF (x) F denotes the Frobenius norm of DF (x). If DF (x) F is uniformly bounded across all x ∈ R m , then it will follow that F is Lipschitz continuous. A short computation yields
, where δ ij is the Kronecker delta. Hence, we can bound the Frobenius norm of DF (x) by
Since |sg ′ (s)| and |g(s)| are uniformly bounded, it follows that DF (x) F is uniformly bounded and hence F : R m → R m is Lipschitz continuous. We must now consider two cases, depending on whether k is even or odd. If k is even, it follows from the Lipschitzness of F that
is bounded and linear, it follows that the mapping
is Lipschitz and hence bounded. Hence the result follows from theorem 3.1 with
is bounded and linear, it follows that
is Lipschitz and hence bounded and the result follows from theorem 3.
, we can apply theorem 3.1 with
(Ω) for t > 0. As a remark, the restriction |sg ′ (s)| ≤ C is not all that restrictive. This property is satisfied by both of the Perona-Malik diffusion coefficients [41] g(s) = 1 1 + s/K 2 , and g(s) = e −s/K 2 .
In image processing, it is commonplace to estimate the gradient of the image via a convolution with a Gaussian kernel [33] . This yields a robust estimation of the image gradient in the presence of noise. Such a technique has also been shown to regularize ill-posed diffusion equations such as the Perona-Malik equation [13, 2, 3] . It is therefore interesting to study the equations
. A common choice for the extension operator is to extend u to be identically zero on R n − Ω. Note that (3.8) cannot be interpreted as a gradient descent or ascent. Associated to the regularized diffusion PDE (3.8) we have the following theorem.
Theorem 3.3. Let k ∈ N and g : R → R be a function such that s → g(s 2 ) is smooth, bounded and Lipschitz. Then for every u 0 ∈ H k (Ω), there exists a unique
Let us show that F is Lipschitz continuous. For k even, since s → g(s 2 ) is Lipschitz, for u, v ∈ H k (Ω) we have
For k odd, we have
Since u →ũ is a bounded linear extension from
and hence F is Lipschitz continuous. Now, note that equation (3.8) can be written in the form
where
and a α,β are positive integers. Also note that
Hence D is locally Lipschitz. Since g is bounded, D is bounded, and we can apply the result from theorem 3.1. As in the proof of theorem 3. 
If g is non-negative, then t → G(u(t), u(t)) is monotonically decreasing. The same result holds if u is a solution of (3.8).
Proof. We will prove the proposition for k even, the odd case being identical. Let
) be a solution of (3.7) with k odd and g non-negative. Then, integrating by parts yields
Sobolev inner products.
We will now introduce a particular family of inner products which have appeared previously in [11] . Consider first that to compute a Sobolev gradient with respect to an arbitrary inner product G, one must be able to compute the operator L G defined in (3.3). For an arbitrary inner product this amounts to solving a 2k-order PDE which may be a difficult numerical problem. Thus, we should choose a family of inner products which yield tractable differential equations, ones which we can easily compute the Green's function for. On H 1 0 (Ω), we consider the inner products G 1,λ :
where λ > 0. Then integration by parts yields
where I denotes the identity operator and u, v ∈ H 1 0 (Ω). Hence, applying the operator L G 1,λ to an element u ∈ H −1 (Ω) amounts to solving the elliptic PDE 10) in the distributional sense. For the domain Ω = R n the Green's function for (3.10) is a rescaled Bessel potential [21] and efficient numerical schemes can be used to compute the solution [10, 11] . We will use the notation
where b α are positive integers chosen so that upon integration by parts, one has
Similarly to the first order case, we will use the notation
to mean that L G k,λ u solves the k th order analog of (3.10). For Ω = R n , the Green's function corresponding to (I − λ∆) −k can be computed and (3.13) reduces to a convolution operator which is a common operation in image processing. See section 5 for details. As an example, the gradient descent equation on P M φ with respect to the inner product G k,λ is
Limiting cases.
Consider the second order Perona-Malik equation
and the Sobolev gradient descent Perona-Malik equation
An interesting question at this point concerns the limiting behaviour of (3.15) as
is the unique solution of (3.15) with λ = 1/k. It follows from proposition 3.4 that the sequence u k is uniformly bounded in L 2 ([0, T ]; L 2 (Ω)), so by passing to a subsequence if necessary, we have the existence of u ∈ L 2 ([0, T ]; L 2 (Ω)) such that u k ⇀ u. The difficulty comes in getting an analogous bound on the gradients of the sequence. To see this, we can consider the typical Perona-Malik potential function φ(s) = ln(1 + s). Then each u k would satisfy
Since φ is non-convex and has sublinear growth, the functional E[u] = Ω φ(|∇u| 2 )dx is not coercive and hence the above inequality does not imply any kind of bound on the ∇u k .
In fact, it is not hard to see that there exist sequences u n with u n H 1 → ∞ but E[u n ] → 0. Take for instance Ω = (−1, 1) and
Hence we obtain that u n H 1 (Ω) → ∞ and E[u n ] → 0. In a certain sense, this behaviour is expected from the Perona-Malik functional. The sequence u n is approaching a step discontinuity at x = 0 and it is wellknown that the Perona-Malik equation can sharpen edges and create discontinuities (called staircasing) in smooth regions of an image. Hence we should not expect our sequence u k ⇀ u to have a bounded gradient. We should expect it to develop singularities in the gradient, such as in the example above. This suggests that the limit u would have have to be interpreted as a measure valued solution to (3.14) if anything. An interesting extension of this work would be to study this limiting sequence in comparison to other works on measure-valued solutions to Perona-Malik type equations [46, 15] .
Anisotropic image sharpening.
In this section we propose some non-linear well-posed sharpening techniques based on gradient flows on a Perona-Malik style energy functional P M φ :
For the case of image diffusion (gradient descent on (4.1)), Perona and Malik [41] proposed the functions φ(s) = ln(1 + s) and φ(s) = 1 − e −s . The TV approach corresponds to φ(s) = √ s. In each of these examples, the potential φ is (A) concave and (B) has sub-linear growth. (A) encourages the smoothing of fine details while (B) prevents the smoothing of strong edges. For the case of image sharpening (gradient ascent on (4.1)), what type of potential φ should we use? First we should decide what properties are desirable in a sharpening algorithm. Intuitively, we want the algorithm to sharpen relevant features in the images such as edges while inhibiting the sharpening of fine details which may be interpreted as noise. Thus we are looking for a φ with the following properties: Fig. 4.1 . The qualitative properties of (a) the sharpening potential φ(s) and (b) the diffusion coefficient, g(s) = φ ′ (s).
• φ should be convex (near zero), • φ should have at least linear growth. Since the diffusion coefficient g(s) = φ ′ (s) must be bounded in order to apply the existence and uniqueness results, we will look for a φ which has linear growth. If we do not ask that φ is strictly convex, then φ(x) = x would be a candidate. We call this isotropic sharpening and it has been studied previously in [10, 11] . Isotropic sharpening sharpens all gradients equally and hence has the effect of enhancing noise as well as image features. Thus we should search for a φ which is more convex near the origin. Figure 4 .1 shows the qualitative properties of such a φ. We will use the function φ defined by
For this choice of φ, the diffusion coefficient is given by g(s) = φ ′ (s) = 1 − e −s . Hence, we propose the following anisotropic equation for image sharpening
where the diffusion coefficient for g is given by
The threshold K > 0 determines which details in the image are sharpened (in terms of the magnitude of ∇u). One can set
, where α > 0 is a proportionality constant. We have found that α = 1 works well for clean natural images. In the presence of noise, one must increase α to avoid enhancing the noise as well. The amount by which α should be increased will depend on the noise properties. In these simple experiments we have set α = 2 for noisy images. It is interesting to note that since the diffusion coefficient g is a linear combination of isotropic and anisotropic terms, (4.3) can be expanded into the sum of the corresponding isotropic and anisotropic diffusion terms. Thus anisotropic sharpening with this particular functional can also be viewed as a combination of isotropic sharpening and anisotropic smoothing. However, since φ is always increasing, the resulting effect of this combination is truly an anisotropic sharpening; i.e. there is no Fig. 4.2 . The qualitative properties of (a) the combined smoothing/sharpening potential φ(s) and (b) the diffusion coefficient, g(s) = φ ′ (s).
smoothing, only less sharpening of weaker gradients. We could, however add a weight to the anisotropic term to obtain a combined smoothing and sharpening model. For example, consider the smoothing/sharpening potential
which yields the diffusion coefficient
We will call this model the anisotropic smoothing/sharpening model. The parameter β > 0 controls the amount of sharpening. If β > 1, then φ is initially decreasing and negative but still attains linear growth for larger gradients. This yields smoothing of weak gradients and sharpening of stronger gradients. See figure 4 .2 for the qualitative properties of the combined smoothing/sharpening potential. We should note that, contrary to many works on image restoration, we do not include a data fidelity term in our sharpening model. This is because, when equipped with the standard fidelities (e.g., L 2 or L 1 distance), the gradient flows that we have proposed will not converge to minimizers of the fidelity augmented functionals. As such, adding a fidelity term will serve little purpose as one would still need to select a stopping time independent of the fidelity. As an example, consider constraining the isotropic sharpening functional with an L 2 fidelity:
It is not hard to see that E does not admit a minimizer, and hence the fidelity cannot be used to provide a stopping condition for the sharpening PDE.
5. Numerical Implementation. We will work on a grid of size N 1 × · · · × N n and assume that the sampling period along axis i is h i . An image u is then a mapping (ℓ 1 , . . . , ℓ n ) → u(ℓ 1 , . . . , ℓ n ). Let D 
and We use the following standard discretizations:
We discretize the Perona-Malik style divergence form operator by expanding it formally as
Given a differential equation du/dt = Au, we use the standard time-evolution discretization
where δt should satisfy the stability condition
We discretize the operator (I − λ∆) −k by computing a discrete approximation to the Green's function [10, 11] . The Green's function for the domain Ω = R n is a type of rescaled Bessel function [11] 
The operator L G k,λ = (I − λ∆) −k can be computed via the convolution
Since the Green's function S k,λ may have a singularity at the origin (depending on the values of k, λ and the dimension n) the discrete approximation must be done carefully [10, 11] . An accurate and computationally efficient method is to average the kernel S k,λ around each image pixel and use the averaged values as the discrete approximation. This method has been proven to converge to the continuous convolution as the sampling period tends to zero [10] . The convolution kernels obtained with this method are shown in figure 5 .1 for k = 1, 2, 3 and λ = 1, 1/2, 1/3 respectively. Each of the convolution kernels is 11 × 11; only the non-redundant coefficients are displayed. For images with bounded domains (e.g., [0, 1] 2 ) we reflect the image about its boundary and then periodically extend the image to R n in order to compute the convolution. In practice, since the kernel is 11 × 11 pixels, it is only necessary to reflect the image about its boundary.
6. Experimental results. The selection of a stopping time is an important consideration in this framework. For this, we consider the fact that the functional
2 is a measure of the sharpness of the image u. As motivation for this choice of sharpness measure, note that Gaussian blurring can be interpreted as gradient descent on E s . Instead of selecting a stopping time, we select a sharpness factor α > 1, and the PDE is run until E s [u]/E s [u 0 ] = α, where u 0 is the initial image to be processed. Typically, one can choose α ∈ [2, 5] to obtain good sharpening. In our experiments, we have used sharpness factors of 3 and 4. Figure 6 .1 compares anisotropic sharpening (4.3), isotropic sharpening, and the shock filter on the lena test image. The isotropic and anisotropic sharpening were each run until the functional u → Ω |∇u| 2 was tripled. The shock filter was run until convergence. We can see from figure 6.1 that the isotropic sharpening does a good job of sharpening the texture in the hair and hat and some of the sharp edges. However, isotropic diffusion also enhances the background noise on her face and in the background beside the hat. In comparison, the anisotropic sharpening only enhances important features, such as the hair and strong edges while keeping the noise in the background. It actually appears that the anisotropic sharpening is slightly smoothing some of the light noise on her face. When we compare with the shock filter in figure 6 .1, we see that anisotropic sharpening, in similar fashion to isotropic sharpening, yields a more natural looking image and acts to enhance local maximums and minimums while the shock filter produces a cartoon-like piecewise constant image with sharp boundaries. In figure 6 .2 we applied a Gaussian blur to the nature image and show the results of anisotropic sharpening. We see very similar results as with the lena test image. The sharpening algorithm does not attempt to bring back fine details that were destroyed in the blurring process.
To further explore the robustness with respect to noise, in figure 6 .3, we compare isotropic and anisotropic sharpening to the combined anisotropic sharpening and smoothing model on a corrupted version of the baboon image. We have corrupted the image by first applying a Gaussian blur and then additive Gaussian noise. Although the noise is quite faint, we can see that the isotropic sharpening algorithm enhances it quite a bit. As we expected from our experiments with lena, the anisotropic sharpening algorithm is much more robust in the presence of noise. We can see from figure 6.3 that the anisotropic sharpening neither smoothes nor enhances the noise; it more or less keeps the same noise level while sharpening more global features, such as the eyes and the texture on the face. The combined sharpening/smoothing algorithm, on the other hand, is able to remove the noise and sharpen edges and features at the same time.
7. Conclusion and future work. We have proposed a new family of well-posed image diffusion and sharpening algorithms obtained via Sobolev gradient descent and ascent on the traditional anisotropic diffusion functionals. The well-posedeness of these new gradient flows opens the door to a wide variety of sharpening and diffusion techniques which were previously impossible under L 2 gradient descent. We showed how one could easily use this new framework to design a sharpening PDE which performs well even in the presence of noise. We further showed how one could slightly modify the anisotropic sharpening PDE to obtain a combined sharpening and smoothing PDE. It should be emphasized that we have only scratched the surface of what is possible with this new image diffusion/sharpening framework. It would be interesting to experiment with the higher order anisotropic sharpening algorithms, such as the You-Kaveh model and the higher order generalizations. We are currently investigating these higher order PDE as well as sharpening algorithms where the diffusion coefficient depends not only on the gradient, but also on higher order derivatives of the image. It is likely that such a descriptor could better distinguish edges from noise and allow the sharpening algorithms to perform well in the presence of even higher noise levels. We have also shown how one can perturb the Perona-Malik equation to obtain a well-posed PDE while retaining the gradient descent property. It would be interesting to understand more about the connection between these perturbed equations and the ill-posed Perona-Malik equation. 
