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Following trauma or other neurological disorders, a series of events happen that cause ax-
onal dysfunction or ultimately lead to axonal death. Computational modeling of the nervous
system facilitates systematic study of the effects of each injury parameter on the output.
The overall goal of this research was to develop a new method of simulating axon damage in
a biophysical model and quantify the effects of structural damage on signal conduction. To
achieve this, three objectives were addressed 1) quantify the effects of normal morphological
variation and demyelination on axonal conduction characteristics, 2) develop a new compu-
tationally efficient method for modeling damage in axons, and 3) characterize the structure
changes observed in human axons and quantify the relationship between these observed
changes and axonal function. Biophysical computational models developed in NEURON
were employed to characterize morphological changes in damaged axons and study the ef-
fects of some of the most common axonal injuries such as myelin damage and spheroid
formation on signal propagation in axons with different calibers. To facilitate efficient com-
putational simulation, a new approach for increasing geometrical resolution in NEURON
was developed and assessed. To investigate the effects of axonal swelling on action poten-
tial conduction in myelinated axons, the morphological properties of axonal spheroids were
characterized by analyzing a series of confocal images captured from post-mortem human
brain samples of patients with MS and infarction. Our results indicate that subtle abnor-
malities in nodal, paranodal and juxtaparanodal regions may have sizable effects on action
potential amplitude and velocity and more targeted treatments need to be developed that
focus on these regions. In addition, the results of our histopathological and computational
studies suggest that axons with different diameters may respond differently to injuries and
diseases. Therefore, it is important to perform experimental injury models across a wide
range of axons to get a more comprehensive understanding of the relationship between ax-
onal morphological features, injury parameters and functional responses. We expect this
research to lay the quantitative foundation for finding new potential functional markers
of white matter tissue damage and provide further insights into how myelin damage and
axonal spheroids may affect function.
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Neurological disorders, such as traumatic brain injury (TBI), spinal cord injury (SCI),
multiple sclerosis (MS), and stroke, are considered the main causes of disability and the
second leading cause of death worldwide [4]. Compared to 1990, due to population increase
and aging, there has been a 39% increase in neurologically related death incidents [4].
Although extensive research has been conducted to study neurological diseases, still no
effective treatment or cure has been found for most.
The methods currently used for studying neurological injuries are limited. Performing
human studies to develop and test new treatments is challenging and even not possible in
some cases. Hence, animal studies and in vitro experiments are currently the main instru-
ments used by researchers to discover new treatments and assess the safety of tested drugs
before conducting human studies. Although various similarities exist between humans and
animals, their anatomy and electrophysiology are different. Neurons are the main cells in the
nervous system responsible for driving the generation and propagation of electrical signals
necessary for proper motor and sensory function. Not only are the neurons of animals differ-
ent from those of humans, but also a normal range of variations exist in the morphological
and electrophysiological properties of neurons in animal and human nervous systems. Hence,
it is important to study the mechanisms underlying injury to find effective treatments for
neurological disorders. Usually following trauma or other neurological disorders, a series of
events cause neurological dysfunction or ultimately lead to neuronal death. Although these
events are related, the scale of their functional effects may be very different. Therefore,
it is essential to assess each injury independently to study its underlying mechanisms and
investigate its effects on signal propagation. However, it is extremely challenging, if not
impossible, to study different injuries independently in animal models and, to some extent,
in in vitro studies. Besides, some diseases, such as MS, have only been observed in humans,
making studying such diseases in animals challenging. As a result, many treatments that
showed promise in the laboratory have not worked in humans.
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Performing animal studies is costly, time-consuming, and ethically challenging. Recently,
there has been an increasing focus on reducing the number of animals used in research stud-
ies and using animal models only when no other suitable alternatives are available. There-
fore, it is essential to improve the study methods and use less invasive techniques to reduce
pain and the overall number of animals used in experiments. Although complementary data
analysis techniques help use collected data more effectively and answer research questions,
translating animal studies into humans has been very challenging.
Computational modeling of the nervous system is an attractive alternative to overcome
these limitations. In recent years, there has been an increasing interest among the neu-
roscience community in employing biophysical models because they allow changing and
studying the effects of each injury parameter on the output individually. In addition, such
models are much cheaper and faster than animal studies. Computational models help us
narrow down the parameter space and only test parameters with the best promise and
minimize the number of animals used in those studies. In this thesis, we employed a series
of computational models to investigate the relationship between different neuropathologies
and dysfunction reported in human patients and animal models of TBI, SCI, and MS.
1.2 Anatomy and Electrophysiology of the Nervous System
Generally, the nervous system is responsible for coordinating voluntary and involuntary
actions and transmitting signals between the brain and other parts of the body. This system
consists of two main sections: the central nervous system (CNS) and the peripheral nervous
system (PNS) [5] (see Figure 1.1). The CNS includes two main components: the brain and
the spinal cord. On the other hand, the PNS comprises all the other nerves in the human
body, such as the nerves that innervate upper and lower extremity muscles. Generally, the
human brain and spinal cord are protected by the skull, vertebral column, and back muscles.
1.2.1 The Brain
Intelligence, creativity, emotions, speech, and memory are some of the functions and abilities
created and controlled by the human brain. The brain often receives information through
five senses: vision, smell, hearing, touch, and taste. An adult human brain consists of about
86 billion neurons and may weigh up to 1.5 kg [6]. The human brain is made up of the
cerebrum, cerebellum, and brainstem, which are protected by the skull bone (Figure 1.2).
Generally, the CNS is divided into two constituent materials: white matter and gray matter
(Figure 1.3). The gray matter is made up of neuronal bodies, whereas the white matter
mostly consists of myelinated axons. Both the brain and the spinal cord are surrounded by
cerebrospinal fluid (CSF) that helps protect them from damage. This CSF also plays an
important role in clearing the waste resulting from neuronal activities [7, 8] and proteins
linked to neurodegenerative diseases, such as β-amyloid (Aβ) [8–10].
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Figure 1.1: Together, the central nervous system (CNS) and peripheral nervous system
(PNS) form the nervous system. The CNS comprises the brain and spinal cord. The
PNS sends electrical impulses to and from the spinal cord to other organs in the body.
Adapted from Wikipedia, User:Medium69, User:Jmarchn, (https://commons.wikimedia.
org/wiki/File:nervous_system_diagram-en.svg). This figure is licensed under CC BY-SA
4.0 (https://creativecommons.org/licenses/by-sa/4.0/legalcode).
The cerebrum is the largest part of the brain, consisting of left and right hemispheres [11].
These two hemispheres are connected and communicate with each other through the corpus
callosum. The corpus callosum contains about 200 million axons [12], which are known as
commissural fibers or transverse fibers. The left hemisphere primarily controls the right side
of the body, whereas the right hemisphere primarily controls the left side. The outer surface
of the cerebrum is called the cerebral cortex, which contains about 16 billion neurons [6].
This cerebral cortex is responsible for tactile processing, vision, hearing, speech, reasoning,
emotions, learning, and movement control, among others. The somatosensory cortex is part
of the cortex located in the middle of the brain and is responsible for receiving input from
different parts of the body.
The cerebellum, which stands for "little brain", is located at the back of the brain
below the cerebrum (See Figure 1.2). Similar to the cerebrum, the cerebellum consists
3
Figure 1.2: Anatomical position of different parts of the brain. Adapted from Wikimedia,
User:Slashme; Patrick J. Lynch; User:Fvasconcellos (https://commons.wikimedia.org/wiki/
File:Dopaminergic_pathways.svg). This figure is licensed under CC BY-SA 4.0 (https://
creativecommons.org/licenses/by-sa/4.0/legalcode).
of gray matter and white matter, which form the two hemispheres. The gray matter on
the surface forms the cerebellar cortex, with the white matter directly underneath. The
cerebellum mainly serves to coordinate muscle movements, maintain body balance [13],
receive proprioceptive information, and control ocular reflexes, including fixation on a target
[14, 15]. Damage to the cerebellum may result in a broad range of abnormalities, such as
loss of balance, abnormal gait, and nystagmus, as well as movement planning and motor
learning problems [15,16].
The human brainstem consists of three sections: midbrain, pons, and medulla oblongata.
This structure is located in the brain’s most rostral part at the juncture of the cerebrum
and spinal column. Many of the vital functions, such as breathing [17], swallowing [18], and
arousal [19], as well as vasomotor functions (controlling the constriction or dilatation of
blood vessels), are monitored and controlled by the brainstem. Efferent and afferent axons
travel through the brainstem and decussate (cross) to connect the spinal cord to the cere-
brum [20]. The medulla oblongata is seated above the spinal cord and has many connections
with it. This structure is involved in many unconscious functions, such as breathing, heart
rate and body temperature regulation, waking and sleeping, digestion, sneezing, coughing,
4
Figure 1.3: The gray matter in the brain’s cortex area consists of cell bodies and surrounds
the white matter tissue that is mostly myelinated axons propagating electric impulses to and
from different neurons. Adapted from Wikimedia, OpenStax (https://commons.wikimedia.
org/wiki/File:1202_White_and_Gray_Matter.jpg). This figure is licensed under CC BY-
SA 4.0 (https://creativecommons.org/licenses/by/4.0/legalcode).
vomiting, and swallowing. In addition, the brainstem connects the cerebellum’s axons to the
motor sections of the cerebral cortex, which allows for fine control of the motor movements
needed for daily activities.
1.2.2 Spinal Cord
The spinal cord, which has the diameter of a human finger (10 mm), is composed of millions
of tightly packed neural cells running through a spinal canal. Neurons, glia, and blood vessels
are the three key elements forming the spinal cord’s cylindrical structure. The spinal cord
is the main communication pathway that transmits sensory (including touch, pain, and
heat) and motor information between the human brain and limbs, trunk, and other internal
organs [5, 21] (Fig. 1.1). Neuronal cell bodies (soma) are located in an H-shaped region
at the center of the spinal cord’s column, in the gray matter (Fig. 1.4). The gray matter
contains lower motor neurons projecting long axons to the muscles, internal organs, and
skin over the whole body. These neurons act as an intermediate circuitry between the brain
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and body organs, allowing the brain to move or control muscles by sending electrochemical
signals. The spinal cord’s outer cylindrical area is white in color, which is mostly the result of
myelinated axons. These axons are bundled into specialized tracts and conduct modulated
messages from ganglion cells. Axons conduct both ascending and descending signals to
facilitate movement and provide sensation. Different levels of injury to the spinal cord may
affect different functions.
Figure 1.4: Cross section of the spinal cord. The spinal cord is composed of white mat-
ter and gray matter tissue. The delicate structure of the spinal cord is covered by
three layers of meninges and protected by bones, discs, and ligaments along the verte-
brae. Adapted from Wikipedia, user:debivort (https://commons.wikimedia.org/wiki/File:
Cervical_vertebra_english.png). This figure is licensed under CC BY-SA 3.0 (https:
//creativecommons.org/licenses/by-sa/3.0/legalcode).
Similar to the human brain, the spinal cord is covered by three nested protective layers,
which are called meninges [22].The outer layer, which plays a key role in protecting the
spine’s soft tissue, is the dura mater; the middle layer is called the arachnoid; and the
innermost soft layer is called the pia mater. Thirty-three bone rings, called vertebrae, make
a cylindrical structure that covers and protects the spinal cord’s very soft and delicate tissue.
These circular-shaped bones are located on top of each other and attached by ligaments on
both sides of the spine. The spinal column bones are named as follows:
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• Seven cervical vertebrae (C1-C7) in the neck
• Twelve thoracic vertebrae (T1-T12) attach to the ribs
• Five lumbar vertebrae (L1-L5) are in the lower back;
• Five sacral vertebrae (S1-S5) that connect to the pelvis
These bones are separated from each other by a spongy material called an intervertebral
disc. Although the presence of these discs between the vertebral bones is necessary, they
make the spinal cord very vulnerable to injury. Notably, the spinal cord and muscles are
linked together by 31 pairs of spinal nerves that exit from the spinal cord through small
openings in the vertebral column. These nerves are, in fact, bundles of axons originating
from lower motor neurons and sensory and autonomic axons. Spinal nerves come out through
holes called the foramen. The location of these nerves along the spinal cord determines their
function. These nerves are numbered in a similar way to the vertebrae.
• Cervical spinal nerves (C1-C8) emerge from the spinal cord in the neck region and
control signals to the back of the head, neck, and shoulders; arms and hands; and the
diaphragm.
• Thoracic spinal nerves (T1-T12) emerge from the spinal cord in the upper mid-back
region and control signals to the chest muscles, some back muscles, and many organ
systems, including parts of the abdomen.
• Lumbar spinal nerves (L1-L5) emerge from the spinal cord in the low back region and
control signals to the lower parts of the abdomen and the back, the buttocks, some
parts of the external genital organs, and parts of the leg.
• Sacral spinal nerves (S1-S5) emerge from the spinal cord in the low back region and
control signals to the thighs and lower parts of the legs, the feet, most of the external
genital organs, and the area around the anus.
Spinal nerves usually exit from vertebrae of the same number, with the exception of the
spinal nerves in the cervical segment, which exit above the corresponding vertebrae.
1.2.3 Neurons
The CNS mainly consists of neurons and glial cells [5]. Neurons send electrical impulses
rapidly to other cells by releasing chemicals known as neurotransmitters [23, 24]. On the
other hand, the glial cells provide critical support to the nervous system, including creating
myelin for neurons. In general, neurons consist of four main parts: a soma, an axon, den-
drites, and synapses (see figure 1.5). Most of the neurons’ metabolic activity occurs in the
cell body, which is called the soma or neuronal perikaryon. This soma supports the neuron’s
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proper functioning and contains many organelles as well as the cell nucleus. Messenger RNA
(mRNA), a single-stranded RNA molecule necessary for producing proteins in neurons, is
produced by the cell nucleus. Another important organelle present inside the soma is the
mitochondria, which are the site of energy production for neurons.
Dendrites are the projections of neurons, which act as the contact site for other neurons.
They receive electrochemical signals from other cells and send them to the soma for further
processing. The axon hillock, located at the end of the soma, controls various membrane
mechanisms necessary for generating electrical signals. If the total amplitude of signals
received by the dendrites exceeds the axon hillock’s threshold, the neuron generates a new
electrical impulse called an action potential. Axons are extended parts of neurons that
conduct action potentials. They originate from the soma and usually extend over a long
distance; however, they generally have a constant diameter. The axon’s primary role is to
transmit information to and from other neurons within the brain and spinal cord as well
as other neurons in the PNS [5, 25]. Notably, the length of an axon varies according to its
location and function. For instance, axons in the sciatic nerve can reach up to 1.5 m [26],
whereas axons in the brain or certain parts of the spinal cord are very short (in the range
of millimeters).
Axon terminals are separated from the dendrites of other neurons by a small gap called a
synapse. Generally, it is unlikely for an axon to branch or form a synaptic contact before its
termination [27]. The synaptic junctions allow information to pass from one cell to another
electrochemically through the discharge of neurotransmitters, which are present in vesicles
in the axons’ terminal boutons [25].
1.2.4 Glia Cells
The other common type of cells present in the nervous system is called glial cells. These
cells, which are categorized into four groups (ependymal cells, astrocytes, microglia, and
oligodendrocytes [28]), provide support and nutrition for other neuronal cells. In addition,
they play an essential role in recycling excess neurotransmitters released between cells [29].
Oligodendrocytes improve the propagation speed of the action potential by forming a fatty
insulating material, called myelin, around the axons (Fig 1.5) [28].
1.2.5 Myelin sheath
Almost all axons in the CNS, with a diameter of 0.2 µm or larger, are covered with a
myelin sheath [30]. The thickness of this myelin sheath is proportional to the diameter
of the axons [31, 32]. Myelinated axons have a higher conduction velocity than that of
unmyelinated axons. In mammals, unmyelinated axons transmit signals at velocities ranging
from 0.5 to 10 m/s whereas myelinated axons transmit signals at velocities reaching up to
150 m/s [33] depending on their function, diameter, and electrophysiological properties [34].
Thanks to this high conduction velocity of myelinated axons, they help drive fast actions,
8
Figure 1.5: an illustration of a neuron cell. Adapted fromWikipedia, User:Dhp1080 (https://
commons.wikimedia.org/wiki/File:Neuron.svg). The original image was modified by adding
a zoomed view of the axonal section at the bottom by Ehsan Daneshi. The original and
modified figures are licensed under CC BY-SA 3.0 (https://creativecommons.org/licenses/
by-sa/3.0/legalcode).
such as the fast movement of muscles or signaling of temporally rapid events. On the
other hand, unmyelinated axons help drive fine and smooth muscle movement or propagate
sensory signals such as pain and temperature. Notably, along the axons, the myelin sheath
is segmented with small gaps, which are called the nodes of Ranvier. The size of these gaps
is generally proportional to the axon’s diameter [35]. These nodes of Ranvier are covered
with a large number of different voltage-gated ion channels, such as sodium and potassium
channels, which generate action potential signals. The region between every two consecutive
nodes of Ranvier is called the internodal region. This region is covered by a spirally wound
multilamellar myelin sheath and has a nearly circular cross section. However, the internodal
region in myelinated axons is connected to the nodes of Ranvier through paranodal and
juxtaparanodal regions (Fig 1.5) at its both terminal ends. The myelin sheath is attached
to the axon at paranodal regions located next to the nodes of Ranvier and forms septate-
like junctions with the axolemma, the axon’s cell membrane. These junctions act as a
barrier that limits the movement of active axonal channels and ions between the nodal and
internodal regions [36]. On the other hand, the juxtaparanodal regions (Fig 1.5) are located
between the paranodal regions and the middle part of the internodes. They are covered with
potassium channels that are separated from the nodes of Ranvier with paranodal junctions
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(see section 1.2.6). Unlike paranodal regions with tight myelin-axolemma junctions, a gap
exists between the innermost myelin layer and the axolemma in juxtaparanodal regions
called the periaxonal space. Previous research has shown that the integrity of the myelin
sheath in paranodal and juxtaparanodal regions may have an important effect on axonal
function [37].
1.2.6 Electrophysiology of Neurons and Action Potential Generation
Neurons are packed with a huge number of molecules and charge-carrying ions, such as
sodium and potassium. Every cubic micron of cytoplasm (intracellular solution) contains
about 108 ions, 1010 water molecules, 107 smaller molecules (e.g., amino acids), and 105
proteins. Sodium (Na+), Potassium (K+), Calcium (Ca+) and Magnesium (Mg+) ions are
some of the common cations and chloride (Cl−) ion is an example of the anions present in
nerve cells [38]. Generally, only sodium, potassium, and chlorine play an essential role in
the cell activity of neurons, such as action potential generation [1].
Neurons have specific biophysical properties that allow them to communicate with each
other using electrochemical signals. The neural membrane is a lipid bilayer with a thickness
of about 3-5 nm, is impermeable to most charged molecules, and has both hydrophobic
(extracellular) and hydrophilic (intracellular) sides [1]. The membrane’s insulative nature
causes it to act as a capacitor and does not easily allow ions to pass through. By recording
the cell’s inner and outer voltages, it has been shown a voltage difference exists at all times,
which is called the membrane potential. Usually, the negative charge inside the neuron is
higher than in the extracellular space, making the inner part more negative than the outer
part. Notably, because of the high concentration of these negative charges, they repel each
other, spread near the neuron membrane’s inner surface, and produce an electrical field
that attracts the same quantity of positive ions from the extracellular area [38]. However,
several embedded channels in the membrane lower the resistance for ions to flow (the new
resistance level is about 10,000 times lower than that of the pure lipid bilayer). Generally,
the density and type of ion channels vary from one cell to another depending on the cell
function, species, and location [39], which directly affects the neurons’ electrical activity [40].
The density of ion channels varies from a few to hundreds of channels per square micron,
with hundreds of thousands to even millions of channels in total. Ion channels are usually
selective and allow specific ions to pass through. These channels are identified by their
most permeable ion, sodium channels. The conductance of ion channels changes as a result
of several factors, such as membrane voltage (e.g., sodium voltage-dependent channels),
internal concentration of ions (Ca2+ dependent channels), and extracellular concentration
of neurotransmitters or neuromodulators (synaptic receptor channels) [1]. These types of
ion channels that do not have fixed conductance are called active ion channels. On the
other hand, some other ion channels have constant permeability, which are called passive
channels.
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Generally, the outer cell potential is assumed to be zero. Moreover, because of the
excess concentration of negative ions inside the cell, the cell’s inner potential is negative.
During the resting state, the difference between the outer and the inner concentrations of
specific ions, such as sodium and potassium, is almost constant. This is achieved through
ion pumps called electrogenic pumps. These pumps consume energy and pump ions in and
out, maintaining the resting potential and regulating cell volume. Energy is derived from
the hydrolysis of adenosine triphosphate (ATP) molecules. Under normal conditions, the
flow of inward and the flow of outward ions are equal, yielding a corresponding membrane
potential called the resting potential. In many cells, the resting potential is around -65
mV. However, under normal conditions, the membrane potential can range from -90 to +50
mV [38].
Myelinated axons conduct action potentials faster than unmyelinated axons through
a process called saltatory conduction. When the membrane potential exceeds a certain
threshold, the sodium voltage-gated channels at the nodes of Ranvier open, and the neuron
generates an action potential signal at that site. The influx of positive sodium ions repels
other positive ions inside the myelinated axons. However, because of the myelin layer’s insu-
lative properties, the total membrane resistance and capacitance are increased. Therefore,
the amount of ionic leakage from the cell membrane is much lower than in unmyelinated ax-
ons. Because of the electromagnetic nature of the force due to excessive positive ions inside
the axon, the membrane potential at the next node of Ranvier increases very rapidly. This
event causes the next node’s sodium channels to open up and helps refresh and strengthen
the action potential signal. Notably, this process repeats along the axon until the electri-
cal impulse reaches the axonal terminal. This means myelinated axons require less surface
charge on the membrane to create the same membrane potential than that required by
unmyelinated axons and also require less energy to transfer one electrical impulse from the
soma to the axonal terminals.
1.3 Injury and Diseases of the Central Nervous System
Acquired brain injury (ABI) refers to brain injuries that are not hereditary, degenerative, or
induced by birth trauma. These injuries include TBI and non-TBI (nTBI). Generally, TBI
occurs when an external force is applied to the brain, causing damage. Penetrating head
injury (PHI) and closed head injury (CHI) are among the different types of TBI. Generally,
it is estimated that 69 million people sustain a TBI each year worldwide [41]. Sports injuries,
motor vehicle crashes, falls, blast injuries, and violence injuries are among the top events
causing TBIs [42–45]. On the other hand, diseases such as stroke, meningitis, infections,
brain tumors, and oxygen deprivation may result in nTBI. Around 80% of patients admitted
to hospitals with TBIs have mild TBIs (mTBIs) [46] and their symptoms eventually resolve.
Although studies are somewhat contradictory [47], previous research has suggested that
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some types of brain injuries can increase the risk of Alzheimer’s disease [48] or other types
of mental or functional problems years after the injury itself [49, 50]. In the USA, at least
125,000 people have brain injuries so severe that they require extensive hospital care, a
service that is difficult to find and even more difficult to access [51].
Similarly, traumatic SCI occurs when an external trauma damages the spinal cord.
Generally, it is estimated that 40,000 people with SCIs live in Canada, with an additional
1,500 cases every year, costing the healthcare system approximately $3 billion annually
[52]. The largest proportion of SCIs (48.3%) occurs as a result of car accidents [53] with
falls being the leading cause of SCIs in patients aged 60 or above [54, 55].Acts of violence
(primarily gunshot wounds) and sports accidents are also considered leading causes of SCIs
[53]. Generally, SCIs are more common in men (80%) than in women, with the average
age at which injury occurs being 42.6 years [56]. After an SCI, the person’s sensory and
motor reflexes are usually affected. However, according to the severity and level of injury,
the effects and clinical symptoms of SCI differ. The functional deficits associated with such
an injury may be limited to pain or partial loss of some sensory functions, such as touch
or heat. In more severe cases, the effects of injury might lead to paraplegia or quadriplegia.
After an SCI, because of the pain and other related problems, such as the inability to work,
the quality of life of many patients significantly changes. In addition, the diagnosis and
long-term treatment and care for these individuals incur large costs for both the patients
and the government.
Multiple sclerosis (MS) is a chronic degenerative and disabling disease that affects the
white matter tissue in the CNS. Canada has one of the highest rates of MS in the world.
There are about 290 MS cases per 100,000 population in Canada [57]. Generally, MS is
more common in women than in men [58]. However, the cause of MS is still unknown.
Patients with MS may experience partial or complete paralysis, visual problems and partial
blindness, motor function deficits, and speech problems [59]. On average, 50% of patients
with MS require assistance during walking 15 years after the first onset of MS [60]. The
hallmark of MS is the demyelination of axons, which appears as lesion plaques or scars on
magnetic resonance imaging (MRI) of the brain and spinal cord tissue. The diagnosis of MS
is based on the timing of the disease course and symptoms and the collection of evidence
that indicates demyelination and chronic inflammation of the CNS.
One of the most common pathological features of TBI and SCI is the diffuse axonal
injury (DAI), which damages the white matter tissue. Generally, DAI is often associated
with a widespread disruption of the neuronal and axonal integrity [61–66]. Although DAI
has also been reported in patients with MS, it is mostly associated with the inertial forces
applied to different parts of the brain or spinal cord following injury [67] and is prevalent in
moderate and severe CHI as well as in PHI. Notably, it is currently impossible to use con-
ventional noninvasive imaging techniques, such as MRI and computed tomography (CT), to
diagnose and study axonal injuries in vivo over time. Although these technologies are useful
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in identifying focal brain injuries, they are not sensitive enough to spot DAIs [68]. This lim-
itation makes correlating the pathology with clinical outcomes challenging. Notably, recent
advances in imaging technologies, such as diffusion tensor imaging (DTI), have allowed re-
searchers and clinicians to monitor the axonal tracts and quantify axonal degeneration over
time. However, to study the post injury changes and underlying mechanisms in the brain
and spinal cord in detail, traditional staining methods, such as APP immunohistochemistry
of necropsies, should be used.
Generally, DAIs start at the time of trauma. However, neurons, particularly the axons,
may experience some structural and electrochemical changes following these DAIs that
may ultimately result in cell death [69, 70] within hours to days [71–73]. Disconnection of
the axons after a mechanical injury is very rare (primary axotomy) [74, 75]. However, in
the majority of cases, the swellings and electrochemical reactions that follow cytoskeletal
disruption can induce "secondary axotomy" [76,77] and affect function over time. Changes in
the axonal function can be quantified through reduced action potential amplitude, increased
latency, or strange spiking activities.
Following injury, the axonal membrane may get damaged, and small transient pores
usually appear in some parts of the axon, resulting in an ionic imbalance. Generally, mi-
crotubules are responsible for axonal transport. Some microtubules break after mechanical
damage, causing axonal swellings that appear along the axon. Axonal blebs or swellings
appear on the axonal membrane following mechanical damage as early as 5 min after in-
jury [78]. The formation of these blebs may contribute to further cytoskeletal disruption
and increase the axonal ionic imbalance.
Generally, it is believed that axonal blebbing affects the axonal function by inducing
sodium channel malfunction. Many treatments are designed to target ion channels, such as
sodium and potassium channels; however, the isolated effect of this morphological change
on axonal conduction is still not well understood [79]. Research has suggested that calcium
may enter the cytoplasm as a result of the steep concentration gradient across the membrane
through the extra membrane pores that formed as a result of the mechanical injury [67].
Although no direct evidence exists, it is believed that the exceeded intracellular calcium
activates calpain, which may degrade some microtubules and ultimately result in further
swelling [67,80] and even cell death.
However, it is essential to consider the morphological and electrophysiological differences
between neurons when studying the relationship between injury parameters and post injury
function. Previous studies have indicated that a 100-fold difference exists in the diameter of
axons in the CNS, ranging from 0.1µm to > 100µm [34]. Some previous studies have also
suggested that axons with different calibers respond differently to injury. It has been shown
that smaller axons in the brain are more vulnerable to trauma than larger ones [81, 82],
whereas in SCI models, larger axons have been found to be more susceptible to injury than
smaller ones [83–86]. Observations in previous studies have shown an inverse relationship
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between the number of axonal spheroids and axonal caliber following strain injury [87].
Because of the differences in the mechanical properties of different axonal structures, their
susceptibility to injury may vary. Notably, the nodes of Ranvier are the initial site of injury
following mechanical stretches and may show nodal blebs [76,77]. Paranodal and juxtapara-
nodal regions experience high stress during mechanical injuries, which may result in myelin
damage in these regions [37,88–90].
Injury causes changes in different neuronal structures, such as ion channels [91], myelin
sheaths [92,93] and microtubules, in individual neural cells and results in functional deficits
[94–96]. Although the ultimate goal of all treatments is to minimize the post injury effects of
CNS damage and recover the overall function, drugs target specific structures at the cellular
level. Therefore, it is important to understand the underlying mechanisms of injury at the
cellular level to find new potential drug targets. Computational models provide a mechanism
for studying an array of structural and electrophysiological changes simultaneously and
quantifying their relative effects on action potential propagation. They also help augment
the results of animal studies by isolating different injury parameters and simulating their
effects on axon models developed on the basis of human data. In this thesis, we study
and characterize some of the most common axonal abnormalities, such as myelin damage
and spheroid formation, in patients with DAI and MS and develop a series of single cell
biophysical models to study the effects of these abnormalities on axonal function.
1.4 Thesis scope and objectives
Although different treatment options currently exist for patients with brain injury or SCI
aimed at reducing their pain and improving their daily function, still no cure is available.
Although extensive research has been performed to investigate these issues, the underly-
ing mechanisms of injury are still not fully understood. The aim of this research is to
investigate the relationship between different injury-related pathological abnormalities and
the functional response of axons using computational modeling to expand the capacity of
computational modeling to understand and quantify the mechanisms of axonal injury.
This thesis is organized as follows. Chapter 2 presents the necessary background infor-
mation and theoretical basis for the models used in this thesis. Chapter 3 investigates the
effects of paranodal myelin damage on the action potential in axons with different sizes.
Following mechanical injury, the myelin sheath in paranodal and juxtaparanodal regions
becomes damaged. Therefore, a biophysical model of axons with different scales was de-
veloped in NEURON [97] to investigate the effects of myelin retraction and detachment in
paranodal and juxtaparanodal regions. This axonal model is based on the widely used motor
neuron model developed by McIntyre et al. [98] which is described in Chapter 2. The goal
in Chapter 4 was to develop a method for increasing the geometrical resolution without
increasing the computational cost in computational models of axons in NEURON. Neu-
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ronal abnormalities resulting from injury or disease, such as the loss of the myelin sheath,
spheroid formation, and microtubule breakage, may extend over small or large regions of
specific axonal structures. The models’ geometrical resolution should be increased to study
the functional effects of these abnormalities in fine axonal structures on signal propaga-
tion. However, the conventional methods used in NEURON to increase the geometrical
resolution require a high computational power and make simulations slow, especially when
studying the effect of injury in large neural networks. In Chapter 4, we introduced a novel
approach to increase the geometrical resolution in models of myelinated and unmyelinated
axons, which reduces the computational power required in comparison to the conventional
methods. Both computational errors and the amount of reduction in the simulations’ run-
times were quantified. Chapter 5 investigates the effects of spheroid formation in myelinated
axons with different calibers on action potential propagation. Spheroid formation has been
observed in postmortem immunohistological tissue investigations in patients with TBI, SCI,
and MS. Although some studies have investigated the effects of axonal spheroids on signal
propagation in unmyelinated axons, the functional effects of these spheroids in myelinated
axons are still not fully understood. In addition, the amount of published data on the geo-
metrical features of spheroids in the human brain and their differences among axons with
different diameters is minimal. Therefore, we performed a comprehensive study to analyze
a series of confocal images captured from postmortem brain samples of patients with MS
and infarction. Different morphological features were characterized, and the results were
analyzed to detect significant differences among axons with different diameters. Then, a
detailed biophysical model of axonal spheroids was developed using the method introduced
in Chapter 4. Moreover, a series of simulations were performed to quantify the effects of
spheroid diameter, tapering, length, location, and frequency on action potential propagation






Due to the high level of complexity of the nervous system, it is not easy to theorize how
its components interact with each other and how it works. Moreover, it is not always pos-
sible to measure all parameters directly and simultaneously because of technological and
physical restrictions. Computational models are valuable tools for systematically studying
complex biological systems. These mathematical models provide us with the proper tools for
studying and analyzing normal and abnormal brain and spinal cord functions. The value of
computational models is that we control specific parameters of interest that we cannot con-
trol in biological models. It is also possible to perform repeated experiments on the same
base model to determine the effects of different tissue injuries or treatments. Computer
models are effective tools for investigating the interactions of various nervous system com-
ponents. However, making an accurate model that represents the important characteristics
of neuronal behaviour is exceedingly complex.
2.2 Biophysical modeling of neurons
In building computational models of the nervous system, various parameters must be con-
sidered. It is important to determine the main questions that the model is trying to answer
and then specify the model’s level of detail and complexity. A wide diversity of mathematical
models have been developed to study the excitability of neurons and analyze the dynamics
of action potential propagation in the past few decades [1, 99–101]. Biological plausibility
and computational cost are among the most important parameters for selecting a suitable
model for a particular application. Mathematical models such as the Hodgkin and Huxley
(HH) model [102] that are based on detailed analogies of biological neurons can be used
to systematically and mechanistically test different hypotheses as many model parameters
can be measured experimentally. These models make conceptualization easier and make the
16
translation of experimental observations to computational models easier. However, they are
often computationally expensive and simulation of neural networks or a single cell activity
for long duration can be very slow using these models. On the other side of the spectrum,
there are mathematical models like leaky integrate-and-fire based models [103, 104] that
are computationally efficient however a neuron is regarded as black-box model that makes
representation of different biophysical components and assigning injury parameters chal-
lenging(see Figure 2.1). For example, while it takes about 1200 floating-point operations
(FLOP) to compute the state dynamics of a one millisecond HH model simulation, it takes
only 5 FLOPs to do the calculations for the same simulation time with the integrate-and-
fire model [105]. Although integrate-and-fire based models can be tuned to generate a wide
range of spiking behaviour, it is difficult to isolate the specific contributions of biological
structures and physiology (e.g. membrane permeability) in these integrate-and-fire models.
Figure 2.1: Comparison of different computational modeling techniques for neural system.
Adapted from [105].
The work done by Hodgkin and Huxley in 1952 [102] is considered as one of the most
successful examples of computational modelling. They developed a series of mathematical
formulas [102] to describe the dynamics of membrane voltage and ionic currents of the squid
giant axon, which has a large diameter, usually from 100µm to 800µm [106]. They used the
patch-clamp technique, which makes the measurement of ionic influx at a constant voltage
possible [107], to record intracellularly and produce experimental data required for sodium,
potassium and leak current modelling. Simulations show that the proposed equations can
generate action potentials similar to experimentally recorded data. Although the original
Hodgkin-Huxley equations were developed for the unmyelinated squid giant axon, they have
been modified and used as the base model for developing more complex and accurate models
which are commonly used these days [1].
Although Hodgkin-Huxley based models are computationally expensive, the constituent
components of this model represent real structures of neurons. Therefore, it is much easier
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to change specific characteristics of axonal structures and relate post-injury experimental
observations to function in the HH model than in other spiking and simple electrical models.
However, when computational power is limited and simulation time is a concern, using
HH models is not always possible. Therefore, HH models are best to use when simulating
a small network of neurons or when the simulation time is not an issue. Moreover, new
computational tools (NEURON, GENESIS, NEST, etc.) and online databases (Modeldb,
etc.) of HH based models have been created that let researchers share their models and build
on established models. Therefore, we developed our injury models based on the Hodgkin
and Huxley equations and use other validated HH based models such as McIntyre's model
of motor nerve fibres [2] implemented in the open-source NEURON code. Below we have a
very brief review of the basic Hodgkin-Huxley equations.
2.2.1 Hodgkin-Huxley Models
Figure 2.2 shows the Hodgkin-Huxley equivalent electrical circuit which includes two time-
varying and voltage-dependent resistors in series with constant batteries representing active
sodium and potassium membrane channels, one constant resistor and a battery for leakage
current (mostly made up chloride ions), and one capacitor that represents the membrane
capacitance (Cm). The transmembrane current (I) consists of the capacitive current (Ic)
and the ionic current (Ii):
I = Ic + Ii = Cm(
dV
dt
) + Ii (2.1)
However, the ionic current is made up of three different components, sodium, potassium
and leakage currents:
Ii = INa + IK + IL (2.2)
Using Ohm's law, the magnitude of each ionic current is proportional to its driving force
(the difference between the membrane potential, V , and the equilibrium potential of each
ion, ENa, EK , EL):
INa = gNa(V − ENa) (2.3)
IK = gK(V − EK) (2.4)
IL = gL(V − EL) (2.5)
Where gNa, gK , gL are sodium, potassium, and leakage conductances (variable with time
and voltage), respectively. To find the conductance values for different channels, Hodgkin
and Huxley assumed that the membrane contains some gates that can block the flow of
all ions or be open to the passage of the specific ion. Furthermore, individual gates are
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Figure 2.2: Electrical Representation of HH Model
controlled by gating particles that can also be in an open or close state at each moment [1].
For a channel to be open, all the gating particles should be in the open state. Each gating
particle is assumed to be controlled by the membrane voltage and acts independently from
other gating particles. Assuming the probability of a gating particle to be in the open state
is n, and if a channel has x gating particles, the probability of the channel to be open will be
nx [1]. After trying to fit the best model to the experimentally collected data, Hodgkin and
Huxley suggested the following formula to estimate the potassium channel's conductance
in each moment:
gK = gKn4 (2.6)
Where gK is the maximum conductance of the potassium channel. To find the best fit,
Hodgkin and Huxley tried different values for the power of n. As it can be seen in Figure
2.3 when n is raised to power of 4, the model matches with inflected experimental data.
The electrochemical reaction that governs the movement of gating particles from the





Which αn and βn are the voltage dependent rate coefficients that determine the portion
of gating particles in the open or close state. The following equations show the value of n
at each moment after a step voltage change [1]:
dn
dt
= αn(1− n)− βnn (2.7)




Figure 2.3: Time course of n raised to various powers. Experimental data are shown with
small squares. Adapted from [102] and [1].
Where n0 is the value of n at the start of a step (t = 0). Th rate coefficients, αn and








In the equation above, the probability of a gating particle being open at a steady mem-
brane potential (when t =∞) and time constant are shown with n∞ and τn, respectively [1].
If we rewrite the equation 2.7 based on n∞(V ) and τn(V ), then we have [1]:
dn
dt
= n∞ − n
τn
(2.10)
By measuring the maximum conductance (gk∞(V )) of the channel at the voltage step








At each membrane potential, the time constant can be calculated by adjusting its value
such that it gives the best match predicted time course of n given in equation 2.8 and









Table 2.1 shows the equations which determine the potassium channel current. With
just a few modifications, the same approach can be used to describe the kinetics of other
channels. Hodgkin and Huxley used the same method to model sodium channel current and
conductivity. However, in their experiments, they observed that opposite to the potassium
channel, sodium conductance decreased even when the membrane voltage was clamped
at a certain level. Also, they noticed that the rate of inactivation was different from the
activation rate. Therefore, they proposed that the sodium channel has two different gating




= αh(1− h)− βhh (2.13)
dm
dt
= αm(1−m)− βmm (2.14)
Based on the experimental data, Hodgkin and Huxley showed that the activation curve
of sodium conductance was inflected as well. However, in contrast to potassium channels,
they used three activation particles to estimate sodium channel conductance:
gNa = gNam3h (2.15)
After finding a good fit to experimental data by changingm∞, τm, h∞ and τh at different
voltages and then gNam3h for all holding potentials, they converted them to coefficient rates
(αm, βm, αh and βh) [1]. They tried to fit a function to the plot of each coefficient rate at
different membrane voltages. The final equations are shown in Table 2.1.




= −gL(V − EL)− gNam3h(V − ENa)− gKn4(V − EK) + I (2.16)
Where I represents the axial current contribution from nearby regions. However, the






Where Ra is axonal diameter. Also, it has been known that temperature has a significant
effect on ion channels’ conductance [108,109]. Hodgkin and Huxley introduced a new term
in their model and named it the temperature coefficient:
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Table 2.1: Hodgkin-Huxley equations of sodium and potassium currents when
Vrest = -65 mv [1]
Potassium Sodium
Current IK = gKn4(V − EK) INa = gNam3h(V − ENa)
First gating particle (activation)
dn
dt = αn(1− n)− βnn
dm
dt = αm(1−m)− βmm










80 )) βm = 4e(−(
V+65
18 ))
Second gating particle (Inactivation)
dh
dt = αh(1− h)− βhh








rate at T + 100C
rate at T (2.18)
So by having the values of α and β at temperature T1, the modified values at temperature
T2 would be [1]:
α(V, T2) = α(V, T1)Q
T2−T1
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Following injury different axonal structures may get damaged and studying the isolated
and combined effects of these abnormalities on function is important for understanding the
underlying mechanisms of injury and potential treatments. The detailed representation of
biological structures in Hodgkin-Huxley models allows for changing different model parame-
ters systematically and augments the results of experimental studies. For example, previous
research has shown that following mechanically induced injury, axonal cytoskeleton may
get perturbed and axolemma permeability changes [110, 111]. The effects of these changes
in axolemmal permeability on axonal function can be studied by changing the leakage con-
ductance and membrane capacitance in the HH model. However, the effects of trauma is
not limited to structural changes, but, it also initiates some functional variations in ion
channels including sodium and potassium channels that leads to change of ionic concen-
trations [112,113]. For example, in contrast to sodium channels in intact axons which have
low conductivity at neuron resting potential, after the injury sodium channels become leaky
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which means they become activated and deactivate at lower membrane potentials (leaky
channels). By changing the sodium channel conductance level and the values of activating
and inactivating gating particles, the functional effects of injury and potential treatments
such as in CNS disorders can be studied.
2.3 NEURON Simulation Platform
NEURON is an open-source simulation platform for modelling single nerve cells or large
neural networks [97]. NEURON has built-in customized functions for calculating state vari-
ables and other parameters defined and used by many mathematical models of neurons, in-
cluding the Hodgkin-Huxley model. This gives the computational neuroscience researchers
an advantage to focus more on their research questions, translation of experimental ob-
servations, and study design rather than the details of implementing their computational
models. Moreover, one of the key features of NEURON is its ability to separate the struc-
tural and electrophysiological properties of each neural structure. In other words, one can
seamlessly conceptualize neurons’ geometrical and morphological properties based on ex-
perimental measurements and set the electrophysiological properties separately regardless
of the anatomical features.
In NEURON, the complex structures of neural cell bodies, axons and dendrites can
be described by using unbranched cylindrical sections [97, 114]. Long structures like axons
are formed by connecting a series of small cylinders (sections). NEURON has a unique
method of spatial discretization. Following defining anatomical and biophysical properties,
each section can be divided into several segments (compartments) of equal length using
the discretization parameter, "Nseg". By default, each section consists of one segment, and
NEURON calculates membrane voltage and currents at the start, middle and endpoints
of the section. Local spatial accuracy can be increased by increasing the Nseg parameter
that is associated with the sections in the regions of interest. Increasing the number of
segments results in the calculation of voltage in shorter intervals along the section; however,
it increases computational cost exponentially. NEURON uses the implicit Euler method,
which provides first-order accuracy (which means that the local error is proportional to
integration step size, ∆t.) in time and ensures the stability of simulations [114]. However,
depending on the application and type of model, other integration methods can be used
that affect the stability, accuracy and efficiency of simulations. For example, the Crank-
Nicholson method is more computationally expensive; however, it provides second-order
accuracy in time (that means that the local error is proportional to the square of ∆t, thus
providing significant higher accuracy) and formally stable for all time steps [115]. In this
thesis, the cnexp method [2,114] was used to solve the linear ordinary differential equations
(which includes Hodgkin-Huxley ion channels models) used in the base axonal model [2]
(described in the next section) and modified models (described in chapters 3, 4 and 5) of
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injury. This method is an implicit integration method that ensures stability even for models
that a wide range of time constants (because of membrane properties, current source, etc.)
coexist in the system. The results of the simulations solved by cnexp method have second
order accuracy in time [114].
NEURON has advanced tools for defining and assigning different anatomical features
and biophysical membrane mechanisms to each section in the model. A neuron cell model
can be constructed using two general file types: 1 - model description language (NMODL)
files that describe ion channel dynamics and 2 - HOC files that let the user define the
cell’s geometrical and electrophysiological properties. Many biophysical mechanisms and
other electrochemical sources are distributed over the cell’s membrane. These density mech-
anisms can be defined in terms of current per unit area and conductance per unit area. The
biophysical properties of each segment are unique along its length. Therefore, by increas-
ing the number of segments and assigning different values for each segment’s biophysical
parameters, one can alter the distribution of density mechanisms along each section in NEU-
RON. Although NEURON has built-in Hodgkin-Huxley (hh) and passive channels, there are
many ionic currents and neural dynamics that cannot solely be explained by using these two
channels. Therefore, NEURON allows advanced users to develop models of new and more
complex mechanisms by using model description language (NMODL). NEURON is also
able to separate the mechanisms which are the same across a section (ex. HH and passive
channels) and the processes that belong to just one specific point along a section. One of the
most important examples of point processes is the intercellular stimulation, which should be
defined and applied to a specific point along a section. Conversely to density mechanisms,
these parameters are usually expressed with absolute terms such as nA instead of nA/cm2.
NEURON is an expandable software that lets the user write custom scripts in Python or
HOC programming language to develop new mechanisms and simulate complex scenarios.
However, developing a model of a new or custom neural mechanism can be challenging as
access to experimental data to validate the model is limited. NEURON has been used widely
by computational neuroscientists around the world. ModelDB [116] is an online database of
user-defined and published mechanisms such as voltage-gated ion channels for NEURON,
which are written in NMODL language. These models can be downloaded and integrated
with custom models in NEURON. Employing ModelDB files facilitates developing and val-
idating new models against published literature and experimental data.
2.4 McIntyre Model
Different types of neuronal models have been developed to study the behaviour of neu-
rons under different conditions. However, to study post-injury structural and physiological
changes in axonal function, biophysical models with accurate geometrical properties are
needed. The axonal model developed by McIntyre and colleagues [98] is based on detailed
24
morphological measurements from motor neuron fibres in humans, cats, and rats. The model
is validated with experimental data for fibres with the diameters of 5.7µm to 16µm. Unlike
most of the models before the McIntyre model, this model incorporates a double cable struc-
ture that allows accurate modelling of myelin layers in non-nodal sections. This structure
separates the electrical representation of the myelin layer from the axolemma. Moreover,
since this model was implemented in NEURON, it is possible to change the geometrical and
electrophysiological properties of each section individually and simulate axonal abnormal-
ities more accurately. In addition, paranodal, juxtaparanodal and internodal sections are
modelled separately in the McIntyre model, which makes it a plausible choice for studying
myelin injury in this study. The McIntyre model has been used extensively for studying ax-
onal conduction in different applications [117–121] including deep brain stimulation [122],
multi-scale simulation of peripheral nerves [123] and studying the effects of re-myelination
in rat CNS [124].
To understand how the McIntyre model generates and propagates action potentials along
the axon, the equivalent equations that govern the membrane voltage and ionic currents are
derived [3, 98] and described below.
2.4.1 Non-nodal sections
Since the McIntyre model has a double-layer structure, in each internodal section, two
potentials should be measured: 1- The potential difference between inner cell (V) and peri-
axonal space, and 2- the potential difference between the periaxonal space and extracellular
space. Following the derivation of McIntyre model’s ionic dynamics and membrane poten-
tials in [3], at each point along the axon, the inner axonal and periaxonal potentials for the
Kth compartment are defined as follow:
V iK = EiK − E
p
K (2.20)





Note that the potentials denoted with superscript i, p and e represent inner axonal,
periaxonal and extracellular potentials, respectively. Also, the letter E means that the po-
tentials are measured against ground potential. Using Kirchhoff’s current law, the total





K = 0 (2.22)
Iaxial−leftK and I
axial−right
K are the axial currents which come from the adjacent points
















In the McIntyre model, there is no active ion channel in non-nodal areas, so the total
current that goes through the membrane is just because of passive channels and leakage
current. These currents can be categorized into ionic and capacitive currents:
ImembraneK = Imem.ionicK + I
mem.capacitive
K (2.25)












































































































































































2.4.2 Nodes of Ranvier
McIntyre included three active ion channels and one passive channel in the nodal areas of his
model. These channels are all modelled based on the Hodgkin-Huxley equations. However,
the HH parameters were changed and tuned to match experimental results. The general
form of current for each ion channel is:
Iionic = gionic(V − Eionic) (2.38)
Table 2.2: Equations describing active channels current dynamic at 36 degrees of Celsius [2,3]
Slow Potassium Fast Sodium Persistent Sodium
Current IK−slow = gK−slowS(V i − EK) INa−fast = gNa−fastm3h(V − ENa) INa−per = gNa−persistentP 3h(V i − ENa)







































The total nodal current is:
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Imembrane = INafast + INapersistent + IKslow + I leakage + Imembranecapacitive (2.39)
I leakage = Gmembrane.(V i − Eleakage) (2.40)









The Effects of Paranodal Myelin
Damage on Action potential
Depend on Axonal Structure
3.1 Abstract
Biophysical computational models of axons provide an important tool for quantifying the
effects of injury and disease on signal conduction characteristics. Several studies have used
generic models to study the average behavior of healthy and injured axons; however, few
studies have included the effects of normal structural variation on the simulated axon’s re-
sponse to injury. The effects of variations in physiological characteristics on axonal function
were mapped by altering the structure of the nodal, paranodal and juxtaparanodal regions
across reported values in three different caliber axons (1µm , 2µm, and 5.7µm). Myelin
detachment and retraction were simulated to quantify the effects of each injury mechanism
on signal conduction. Conduction velocity was most affected by axonal fiber diameter (89%)
while membrane potential amplitude was most affected by nodal length (86%) in healthy
axons. Post-injury axonal functionality was most affected by myelin detachment in the
paranodal and juxtaparanodal regions when retraction and detachment were modeled si-
multaneously. The efficacy of simulated potassium channel blockers on restoring membrane
potential and velocity varied with axonal caliber and injury type. The structural charac-
teristics of axons affect their functional response to myelin retraction and detachment and
their subsequent response to potassium channel blocker treatment.
3.2 Introduction
During the last two decades great advancements have been made in understanding the cas-
cade of complex events following spinal cord injury (SCI). Many compounds and strategies
have been demonstrated to be neuroprotective in experimental models of SCI; however, few
have translated to clinical treatment [125]. Although overall function is the primary outcome
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of interest for spinal cord injured patients, experimental drug treatments mostly target the
subcellular structural changes that occur after an injury and their mechanisms of action
differ. There is now a significant focus on combined therapies for improving outcomes in
spinal cord injured patients [126, 127]. However, it is critical to understand the mechanism
and specific effect of each structural change that results from SCI on axonal conduction to
optimize treatment protocols.
Computational models can increase our understanding of experiments and subsequent
mental models [128]. Computational models of single axons have been developed to link
mechanical impacts, pathophysiological changes and functional outcomes [37, 94, 95, 112,
129]. Results from these models show that axonal damage, induced by mechanical impact,
disrupts action potential propagation and slows conduction velocity in axons. However,
computational studies of myelin damage used single generic axon models but each model
assumed very different structural parameter values [37,79,95]. In reality, axon caliber varies
100-fold (0.1 µm - 10 µm) and the corresponding volume varies 10000-fold within a single
tract [34]. Variations in structural characteristics affect signal conduction in healthy axons
[130, 131] and in vivo studies suggest axon caliber may affect its response to mechanical
loading and resulting damage [81–84,86]. The combined effects of normal axonal structural
variations and demyelinating damage have not been addressed by computational models.
Biophysical models provide computational representations of individual structures within
the neuron which provides the opportunity to systematically control and quantify the role
of structural variations in normal axons on their neurophysiological responses to injury and
treatment at the cellular level. There have been numerous biophysical models developed to
simulate axonal conduction [94, 132]. The MRG model is one of the most widely studied
biophysical models, has been originally validated for several calibers of healthy axon from
5.7 µm to 16 µm [98] and was used for studying healthy and damaged axons [3, 133–141]
in central nervous system (CNS) and peripheral nervous system (PNS). The open-source
structure of the MRG model makes it efficient to advance existing work in the field and
create a new linked method to iteratively run large batch simulations.
The overall goal of this study was to quantify the varied effects of axonal structural
damage on axonal conduction by integrating the approach which was developed by Babbs
and colleagues [37] for simulating myelin damage and the MRG model [98] of myelinated
axons. Our hypotheses were 1) that axonal caliber would affect functional responses to
demyelinating injury and 2) that axonal caliber would affect the functional response to
simulated potassium channel blocker treatment. The specific objectives were 1) to map the
effects of variations in normal axonal structure on predicted signal conduction characteris-
tics using a biophysical computational model; 2) to quantify the effects of myelin retraction
and detachment in paranodal and/or juxtaparanodal regions on axonal conduction charac-
teristics for three different axon calibers; and 3) to quantify the variation in axon response
to potassium channel blockers for three different axon calibers and to compare against
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observed laboratory outcomes. This is the first study to integrate normal structural varia-
tion into computational models of paranodal myelin damage, expands the applicability and
robustness of injury modelling, and highlights the interactive effects of normal structural
variations, damage and treatment mechanisms on axonal function.
3.3 Methods and Materials
3.3.1 Biophysical Model of an Axon
To study the effect of damaged axonal structures on signal conduction characteristics, a
biophysical computational model of a single axon based on the McIntyre model [98] of a
mammalian motor nerve fibre, commonly known as MRG model, was implemented in NEU-
RON [114]. Base model [98] files have been obtained from ModelDB [132]. This single axon
model [98] has been used for various applications such as deep brain stimulation and tran-
scutaneous spinal cord stimulation [135,136,142] and provides the ability to independently
control structural characteristics that affect axonal function. This geometrically accurate
model incorporates a double-cable structure in non-nodal sections with a finite impedance
myelin sheath and a leakage pathway to the axolemma (Fig.3.1a and Fig.3.1b). Using this
base model, we modified the NEURON implementation in order to control each model pa-
rameter independently through a Matlab (V8.6, The MathWorks, Inc) script. The Matlab
script was developed to allow for change of geometrical and electrophysiological properties
of each axon systematically. The behavior of our implementation of the model was con-
firmed using parameters assigned to the 5.7µm axonal fiber and comparing with published
results [98].
3.3.2 The effects of structural variations on function in an intact axon
Axonal characteristics vary between species and within individuals [34]. Recent computa-
tional studies of myelin damage have developed single generic intact axon models assuming
very different structural parameter values [37,79,95]. However, the effect of these variations
in normal axonal structural characteristics on modeled membrane potential response is un-
clear. Previous studies have shown that following SCI, nodes of Ranvier, paranodal and
juxtaparanodal regions tolerate high amount of stress [143, 144]. To further investigate the
sensitivity of the base model to parameters involved in injury, six structural parameters that
may be affected by mild SCI and subsequent myelin damage [37,143,145] in the nodal, para-
nodal and juxtaparanodal areas were identified (Table 3.1). To account for axonal caliber
variability, nodal diameter was also added to the list of study parameters and its value was
changed over a range (0.7µm - 5.5µm) of reported values [98, 138]. In total, 7 parameters
were studied and their values were changed independently over physiologically occurring
values to first determine their effect on normal axonal signal conduction (Table 3.1). Six
additional structural parameters of the model that are dependent on the seven independent
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Figure 3.1: (a) Schematic of an intact myelinated axon adapted from McIntyre et al. [98].
Nodes of Ranvier are covered with sodium channels and slow potassium channels. Myelin
sheaths are tightly connected to the axonal membrane in the paranodal areas and help
accelerate propagation of action potentials along axons. PARA: Paranodal areas - JUXTA:
Juxtaparanodal areas - INTRA: Internodal areas (b) Electrical representation of an intact
axon. Each ion channel is modeled separately based on experimental data. Membrane leak
resistance and capacitance are modeled and considered in both the nodal and non-nodal
regions.
parameters were proportionally varied using defined relationships [32, 98, 146–149] (Table
3.2). The density of sodium and potassium channel were kept constant in the nodes of
Ranvier. An intracellular current stimulus of 2nA for 0.1ms [98] was applied to the node
1 of the axon to depolarize the node and initiate the action potential while avoiding end
effects [1]. Membrane voltage and nodal current were recorded for the nodes 6 and 15 of the
21-node axon model [37, 98] with fixed times steps (0.005 ms) for 10 ms. To quantify the
effects of each parameter and the interaction of these parameters on the membrane poten-
tial, conduction velocity and nodal current, 2187 simulations were run to sequentially alter
the value of all seven selected axonal parameters to minimum, mean and maximum values
in a full factorial design (37 simulations) (Table 3.1). Membrane potential is specified as
the intracellular minus extracellular electrical potential at each node. Conduction velocity
was calculated for each simulation by dividing the distance between recorded nodes by the
difference in time between the peak membrane potentials that occurred at each node.
3.3.3 Modeling of subtle myelin damage in axons of different calibers
In vitro and computational models show that the myelin sheath is one of the first structures
damaged in an mechanical injury [143, 145]. Demyelination may occur because of primary
physical impact and the subsequent secondary biochemical reactions [145]. In the acute
phase (about 2 hours post injury) of mild stretch injury (50% strain in the isolated spinal
cord white matter tissue with strain rate of 1.5 m/s) [157], myelin may be retracted from
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Table 3.1: Parameter values used to quantify the effects of normal structural variation in
the axon on signal conduction characteristics.
Parameter Modeled values Formula Reference
Axoplasmic resistivity(α) 70, 135, 200(Ω-cm) - [37,95,98]
Juxtaparanodal length(β) 10, 35, 60(µm) - [146,147,150]
Juxtaparanodal periaxonal space(γ) 0.002, 0.003, 0.004(µm) - [146,147]
Nodal diameter(δ) 0.7, 3.1, 5.5(µm) - [151–156]
Nodal length(ε) 0.455, 2.01, 3.57(µm) ε = 0.65δ* [148,154,155]
Paranodal length(ζ) 1, 2.5, 4(µm) - [146,147]
Paranodal periaxonal space(η) 0.002, 0.003, 0.004(µm) - [146,147]
Table 3.2: Axonal structures that have been shown to vary proportionally with the main
axonal structures of interest were defined as dependent variables and were altered based on
quantified relationships.
Parameter Modeled values Formula Reference
Internodal diameter(θ) 0.8, 6.75, 12.7(µm) θ = ξ [146,147]
Internodal Periaxonal space(ρ) 0.002, 0.003, 0.004(µm) ρ = γ [146,147]
Juxtaparanodal diameter(ξ) 0.8, 6.75, 12.7(µm) ξ ∝ δ [140,146,147]
Node-to-Node Length(σ) 200, 850,1500(µm) σ ∝ ξ [32, 140,149]
Number of Myelin lamellae(φ) 20, 85, 150(µm) φ ∝ ξ [32, 140,146,147]
Paranodal diameter (ψ) 0.7, 3.1, 5.5(µm) ψ = δ [146,147]
the nodes of Ranvier [89, 158]. In more severe cases, the axonal-glial junctions may be
damaged and the periaxonal axonal spaces in the paranodal and juxtaparanodal areas
increased [86, 145, 159, 160]. This results in a reduction in the periaxonal resistance [137,
145,160] and could result in the exposure of fast potassium channels (Fig.3.2). It has been
speculated that these changes will affect the activation of fast potassium channels [160],
ionic movement, and ionic balance across the axonal membrane [161, 162], making axons
generate abnormal action potentials leading to an excitotoxic response or suppressed action
potentials [162, 163]. Although axonal injury is a multifaceted process and several factors
play a role in determining the ultimate functional response to injury, the focus of the current
study was on systematically studying the functional effects of local subtle paranodal myelin
injury on axons of different calibers. Three axons (diameters of 1 µm, 2 µm and 5.7 µm)
were developed using values from published studies [98, 138, 140]. The axonal models were
modified such that the morphological and electrophysiological properties of each section
were defined individually allowing for specific definitions of damage in each section and
eliminating the co-dependence of these sections which was defined in the original base
model [98] of the intact axon. This allowed for the precise definition of the extent and
location of injury along the axons. The juxtaparanodal regions of axons are covered by fast
potassium channels [164, 165]. The Hodgkin-Huxley based formulas [1] which describe fast
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potassium channel current dynamics were previously reported [98,166] but were not included
in the open source biophysical model. Therefore, models (.MOD file) of the fast potassium
channels were developed and implemented in NEURON based on the equations [98] and
integrated in juxtaparanodal areas of all three axons (Equation 3.1).
Figure 3.2: Myelin Damage and exposure of potassium channels. (a) Schematic of a damaged
myelinated axon. There is a high concentration of fast potassium channels in the juxtapara-
nodal areas. Following subtle myelin injury (Paranodal myelin retraction and paranodal and
juxtaparanodal myelin detachment), the length of the nodal area increases, the periaxonal
resistance decreases and fast potassium channels become exposed. The increased outflow
of potassium ions may reduce the ability of axons to conduct action potentials. PARA:
Paranodal areas - JUXTA: Juxtaparanodal areas - INTRA: Internodal areas. (b) Electrical
representation of a damaged axon. Fast potassium channels are modeled in juxtaparanodal
regions. Myelin retraction was modeled by a reduction in myelin resistance and an increase
in myelin capacitance in paranodal regions. Myelin detachment was also modelled by a


















where gKfast(0.02 S/cm2) is the maximum specific conductance of the fast potassium
channels.
Myelin retraction and detachment were simultaneously simulated with varying degrees
of severity to evaluate the relative significance of each damage mechanism on axonal con-
duction. The MRG model [98] has a double cable structure to model the axon and the
myelin sheath around it. Myelination is included in the paranodal, juxtaparanodal and
internodal regions, while the nodes of Ranvier are unmyelinated. There is an inverse rela-
tionship between the number of myelin wraps and myelin conductance and capacitance [98].
The numbers of myelin wraps for healthy axons with diameters of 1 µm, 2 µm and 5.7 µm
were 20, 30 and 80 respectively [98,138,140]. Myelin retraction was simulated by modeling
both a reduction in the number of myelin wraps on the axon and shortening the myelin to
expose damaged paranodal regions around the nodes of Ranvier. Depending on the severity
of the myelin retraction, the number of myelin wraps in the damaged paranodal region was
reduced (n=5) from 100 percent of the normal value for each axon to unmyelinated. In
this study, we modeled the reduction in number of myelin wraps by decreasing the myelin
resistance and increasing the myelin capacitance in the regions of interest. The length of
the damaged paranodal area was changed incrementally (n=5) from 0 µm to 1 µm [145].
Myelin detachment leads to an increase in the size of the gap between the inner surface
of the myelin and the outer surface of the axon [145]. Changing the size of this gap will
result in a change in the periaxonal resistance. Although the McIntyre model defined a
relationship between the size of the periaxonal gap and the periaxonal resistance, there
is no experimental data that quantifies the size of periaxonal gap after injury. Following
the approach introduced by Babbs and colleagues [37], periaxonal resistance values were
varied (n=5) from 100 to 1 percent of their normal values. Unlike the previous study, here
the periaxonal resistance values were changed for paranodal and juxtaparanodal regions
separately, to have a more comprehensive picture of the effects of myelin damage on axonal
function. A reduction in the periaxonal resistance to 1 percent of normal value in an axon
with diameter of 2 µm is equivalent to 89 or 82 fold increases in the size of periaxonal
gap in the paranodal or juxtaparanodal areas respectively. The focus of this study was
to investigate the immediate effects of localized mild myelin injury in the paranodal and
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the juxtaparanodal regions on axonal function. Therefore, in all simulations a maximum
of one third (7 nodes of Ranvier) of the axonal length was damaged and the ion channels
densities were kept constant. However, the effect of new ion channels expression or ion
channel distribution along axons in later stages of injury should be investigated in future
studies. In total, 2501 simulations for each axon (D=1 µm , 2 µm , 5.7 µm ), were run
to map the relative effects of each structural change on membrane potential and signal
propagation.
To further detail the effects of myelin retraction on axonal function, three sets of simula-
tions were done such that in each experiment, two parameters were fixed and one indepen-
dent parameter was changed. In the first experiment, the internal length of the damaged
paranodal regions measured from each node of Ranvier was changed incrementally (n=12)
from 0 µm to 1 µm across the 7 damaged nodes, while these regions were fully demyelinated.
In the second experiment, the number of myelin wraps and therefore myelin thickness in
these regions was reduced (n=33) from 100 percent of normal value to 0 across 7 damaged
nodes and the lengths of the damaged paranodal sections were fixed at 1 µm on either side
of the nodes of Ranvier. Finally, the number of damaged nodes was varied (n=5) from 0 to
7 while the length of damaged paranodal regions was fixed at 1 µm on either side of the
nodes of Ranvier and these sections were demyelinated.
To quantify the specific effects of myelin detachment on axonal function, detachment was
simulated in the paranodal and juxtaparanodal regions separately and combined. First, the
periaxonal resistance of the region(s) of interest was incrementally (n=33) changed from 100
to 1 percent of normal value while the number of damaged nodes remained constant (n=7).
In the second set of experiments, the number of injured nodes was changed incrementally
(n=5) from 0 to 7 while the periaxonal resistance value was simultaneously reduced to 1
percent of its normal value in the region(s) of interest.
Potassium channel blockers are known to reduce the effect of myelin retraction and
detachment in damaged axons [158, 167]. To quantify the relative effectiveness of potas-
sium channel blockers on myelin retraction and detachment and to verify the biofidelity
of this model, the damaged axon model response to simulated potassium channel blockers
was evaluated. A series of simulations were constructed that incrementally reduced the fast
potassium channels’ conductance from their normal value to zero (channel blocked) when
axons were damaged by 1) myelin retraction, 2) myelin detachment, or 3) both myelin re-
traction and myelin detachment. These experiments were repeated for small (D=1 µm),
medium (D= 2 µm) and large (D=5.7 µm) axons for 99% myelin detachment in the paran-
odal and juxtaparanodal regions, 1 µm myelin retraction on both sides of nodes of Ranvier,
and 7 damaged nodes.
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3.3.4 Validation
External electrical stimulation of in vitro neural tissue primarily activates axons [168,169].
Therefore, in experimental studies that stimulated isolated strips of white matter or other
nerve fibers, overall tissue characteristics like the compound action potential can be as-
sumed to reflect the overall behavior of axonal bundles. Currently, there are no experimen-
tal results that mechanically injure individual axons, observe specific structural changes
and directly measure changes in axonal conduction. Therefore, to validate the models, the
electrophysiological response of the intact and damaged axons were compared to previ-
ously reported values of action potential amplitude and velocity for healthy and stretched
axons [37,92,95,137,143,145,158,166,170,171].
3.3.5 Statistical analysis
Forward linear stepwise regression (Matlab, Mathworks Inc. Natick, MA) identified the
individual and combined (up to the third degree) effects of each component on the modeled
membrane potential and conduction velocity. P values of <0.05 and >0.1 were used as the
entrance and exit level for the stepwise regression respectively. The proportional significance
of each parameter in the stepwise regression was determined by taking the difference between
the fit value with the parameter included in the regression and the fit value before the
parameter was added.
3.4 Results
3.4.1 Axonal structures with the greatest effect on membrane potential
Through changing axonal parameters over physiologically occurring values the variability
in the membrane potential and conduction velocities for normal, healthy axons ranged from
-79.95 to 46.77 mV and 2.24 to 103.5 m/s, respectively. Stepwise regression analysis demon-
strated that the effects of the seven axonal structure parameters and interactions (up to the
third degree) explained 75% and 94% of the variation observed in the membrane potential
and conduction velocity, respectively. The rest of variation in the outcome measures is due
to the higher order nonlinear terms (Fig. 3.3). Conduction velocity was most sensitive to
variations in nodal diameter, nodal length and axoplasmic resistivity in the intact axon
(Fig. 3.3). Nodal diameter had the greatest effect on conduction velocity (81%) while it had
little effect on membrane potential (<2%). Membrane potential was most affected by nodal
length (53%), axoplasmic resistivity (4%) and interaction of juxtaparanodal length (<4%).
Nodal length and nodal diameter had an interaction effect on conduction velocity (5%).
Variations in all other structural parameters had limited effect on membrane potential and
conduction velocity in healthy axons.
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Figure 3.3: The key axonal parameters for signal propagation identified by stepwise regres-
sion analysis. The overall effects of changing the axonal parameters (See Table 3.1 and Table
3.2) on membrane potential (TP) and conduction velocity (CV). Each outcome was pre-
dominately affected by a single structural parameter. Variations in all of the other structural
parameters combined accounted for less than 15% of the overall observed variation.
Healthy Axon Model Validation
The behavior of our biophysical models incorporating normal physiological and structural
variations compared well with trends in behavior reported in experimental studies. Con-
duction velocities in the models of healthy axons varied from 2.24 to 103.5 m/s for axonal
diameters of 1-5.7 µm. These values are comparable to experimentally observed values for
conduction velocity of 0.1-117 m/s in cat axons [172, 173]. In our study, axonal diameter
had the greatest effect (81%) on conduction velocity of all the tested parameters (Fig. 3.3).
Previous experiments have shown that axonal diameter directly correlates with conduction
velocity [130,131]. The range of observed variation in membrane potential observed in this
study (-79.95 to 46.77 mV) agree with published reported values for in vitro and in vivo
function (-95.3 to 92.9 mV) [98,166,170,174–176].
3.4.2 Myelin injury
Myelin retraction results
Although all axons showed similar overall behavior in the presence of paranodal myelin
retraction, the magnitudes of the variation in membrane potential and conduction velocity
were affected by axonal diameter. In general, the large axon (D= 5.7 µm) was less sensi-
tive to structural changes due to myelin retraction compared to smaller axons (D= 1 µm
and 2 µm). Across all simulations, the greatest reduction in membrane potential for the
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axons with diameter of 1 µm, 2 µm, 5.7 µm was 7%, 6%, 4% respectively, while the con-
duction velocity was reduced a maximum of 32%, 25%, 24% respectively (Fig. 3.4). Similar
maximal reductions in membrane potential and conduction velocity were seen for each of
the simulated damage effects (length of paranodal area with myelin retraction, number of
myelin layers, or number of damaged nodes). In all simulations, myelin retraction reduced
membrane potential at the injury epicenters; however, all axons recovered signals at nodes
distal to the injury epicenter.
Myelin detachment results
A series of simulations were done to quantify the effects of myelin detachment on membrane
potential and signal propagation. At the epicenter of injury, membrane potential and con-
duction velocity were more affected by myelin detachment in the paranodal regions than
myelin detachment in the juxtaparanodal regions, regardless of the caliber of the axons (Fig.
3.5, 3.6). However, the greatest reductions in membrane potential at the injury epicenter
were due to myelin detachment in both the paranodal and juxtaparanodal regions. Conduc-
tion velocity was reduced by up to 66% and 65% for the axons with diameter of 1 µm, 2
µm respectively while the 5.7 µm axon was unable to propagate an action potential in the
most severe cases (Fig. 5f). Membrane potential was reduced by 98% in the distal nodes
in the large axon (D= 5.7 µm) when 7 nodes were damaged with 99% reductions in jux-
taparanodal and paranodal resistivities; however, simulating the same conditions in axons
with diameters of 1 µm and 2 µm reduced membrane potential by less than 2% (Fig. 3.5e).
Reducing the periaxonal resistance in either the paranodal or juxtaparanodal spaces had
a limit effect on membrane potential (<15%) (Fig. 3.6). However, injury in the paranodal
region did have an effect on conduction velocity (Fig. 3.6b). The large diameter axon (D=
5.7 µm) was most affected by changes in both the paranodal and juxtaparanodal regions
with a 96% reduction in resistance being sufficient to completely suppress action potential
generation.
Combined myelin retraction and detachment
A series of simulations determined the relative effects of structural damage simulating myelin
retraction and detachment (the length of the damaged paranodal regions, the number of
myelin layers in the damaged paranodal regions, the amount of myelin detachment in the
paranodal regions, the amount of myelin detachment in the juxtaparanodal regions, and
number of damaged nodes) on membrane potential and signal propagation. Stepwise re-
gression analysis showed that membrane potential at the epicenter of injury (node 10) in
the 1 µm and 2 µm axons were most affected by paranodal (61%, 55%) and juxtaparan-
odal (18%, 17%) periaxonal resistances (Fig. 3.7 and 3.8). In contrast, in the large axon
(D=5.7 µm), membrane potential at the injury epicenter was more sensitive to juxtaparan-
odal periaxonal resistance (24%) than paranodal periaxonal resistance (20%) (Fig. 3.9). The
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Figure 3.4: membrane potential and conduction velocity were reduced following local myelin
retraction injury. In each simulation, 2 parameters were fixed and 1 independent parameter
was changed. One micrometer of demyelination on each side of the nodes of Ranvier reduced
the membrane potential (a) by less than 7% and conduction velocity (b) by less than 32%
of their peak normal values in axons with diameter of 1 µm (green), 2 µm (blue) and 5.7 µm
(purple) with demyelinated paranodal regions. In contrast, a 97% reduction in the number
of myelin layers in the demyelinated regions (L=1 µm) was needed to reduce the membrane
potential (c) and conduction velocities (d) by more than 3% of their peak damaged values.
Increasing the number of damaged nodes reduced the conduction velocity (f); while the
reduction in membrane potential (e) plateaued after 3 (D= 1 µm) or 4 (D= 2 µm, 5.7
µm) nodes were damaged. Node 10 is at the epicenter of injury and node 15 is outside the
damaged region.
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extent of injury (number of damaged nodes) had the greatest effect on membrane potential
downstream of the injury (node 15) in smaller axons (D=1 µm and 2 µm) (Fig. 3.7 and
3.8) but showed less effect in the larger axon (D=5.7 µm) due to the suppression of signal
conduction once three or more nodes were damaged. The combined effect of paranodal and
Juxtaparanodal periaxonal resistances explained 52% of variation in membrane potential in
node 15 of the larger axon (D=5.7 µm). The rest of variation in membrane potential is due
to interaction terms and higher order terms (Fig. 9). Conduction velocities in the 1 µm and
2 µm axons were most sensitive to variations in the paranodal periaxonal resistance (43%,
44%) and the number of damaged nodes (20%, 18%) (Fig. 3.7 and 3.8). In the large axon
(D= 5.7 µm), the paranodal periaxonal resistance (28%), juxtaparanodal periaxonal resis-
tance (15%) and number of damaged nodes (14%) were the three parameters most affecting
conduction velocity.
Potassium channel blockers
The effect of potassium channel blockers on the recovery of membrane potentials was differ-
ent between the small (D=1 µm and 2 µm) and large (D=5.7 µm) axon models. Blocking
fast potassium channels did not have a significant effect on the recovery of membrane po-
tential when myelin retraction was the source of functional disruption (Fig. 10a). However,
applying potassium channel blockers was more effective when axons were damaged by myelin
detachment (Fig. 10b). Interestingly, when axons were damaged by both myelin retraction
and myelin detachment, potassium channel blockers were more effective (54% and 34% in-
crease in membrane potential compared to pre-treatment values in axons with diameter of 1
µm and 2 µm respectively (Fig. 10c). However, blocking fast potassium channels in the large
axon (D=5.7 µm) could not increase membrane potential by more than 2% at the epicen-
ter of injury and action potential propagation was not recovered in distal nodes. Although
potassium channel blockers increased the membrane potential in axons with diameter of 1
µm and 2 µm, they did not affect conduction velocity (<5% increase from pre-treatment
values).
Injury model validation
The results of our injury model showed similar trends with reported experimental values
following mechanical stretch of white matter segments [92,143,145,158,171]. Chronic models
of rat spinal cord injury combined with mathematical simulations have indicated that short-
ened internodes and thinned myelin in the lesion epicenter may reduce membrane potential
by 25% in axons with average diameter of 2.3 µm [85]. The results of the current study
are similar; 93% myelin detachment in paranodal and juxtaparanodal regions reduced the
membrane potential and conduction velocity by 22% and 59%, respectively, in 1 µm axons
when damage was localized (7 damaged nodes). The 2 µm axon showed similar behavior
with a 25% reduction in membrane potential and a 53% reduction in conduction velocity for
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the same amount of myelin detachment. Action potential propagation was never blocked in 
axons with diameter of 1 µm and 2 µm for the range of myelin retraction studied. In vitro 
experiments using guinea pig spinal cords showed that applying potassium channel blockers 
(100 µm 4-AP) increased the membrane potential by 50% over pre-treatment values [92]. 
Blocking fast potassium channels in our biophysical model increased membrane potential 
by 54% and 35% in axons with diameters of 1 µm and 2 µm with myelin detachment and 
myelin retraction respectively (Fig. 3.5a).
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Figure 3.5: Membrane potential and conduction velocity were reduced following an increase
in the number of damaged nodes with myelin injury. Reducing the paranodal periaxonal
resistance by 99% in 7 nodes reduced the membrane potential (a) and caused reductions
in conduction velocity (b) in axons with diameter of 1 µm (green), 2 µm (blue) and 5.7
µm (purple). Reducing the juxtaparanodal resistance by 99% of its normal value in 7 nodes
resulted in small reductions (<10%) in the membrane potential (c) and in the conduction
velocity (d). Three damaged nodes were enough to block action potential generation in the
large axon (D= 5.7 µm) when both paranodal and juxtaparanodal periaxonal resistances
were reduced by 99% of their normal values (e). Conduction velocities (f) were reduced
or suppressed in all axons when both paranodal and juxtaparanodal periaxonal resistances
were reduced by 99% of their normal values.
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Figure 3.6: Myelin detachment reduces membrane potential and conduction velocity. Dam-
age in the paranodal region had greater effects on membrane potential (a) and conduction
velocity (b) than damage in the juxtaparanodal region. Myelin detachment in the juxta-
paranodal areas had small effects on c) membrane potential and d) conduction velocity.
Damage in both regions resulted in suppression of action potentials in the 5.7 µm but not
the smaller axons (e) membrane potential amplitude and f) conduction velocity in axons).
Results are shown for axons with diameter of 1 µm (green), 2 µm (blue) and 5.7 µm (purple)
when 7 nodes were damaged.
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Figure 3.7: The relative effects of different injury parameters on membrane potential and
signal propagation on an axon with a diameter of 1 µm. In small axons (D= 1 µm), mem-
brane potential (TP10) is more sensitive to variations of paranodal and juxtaparanodal
periaxonal resistances at injury epicenter (Node 10). However, outside the damaged regions
(Node 15), membrane potential (TP15) was most affected by the number of damaged nodes
in small axons (D= 1 µm). Paranodal periaxonal resistance and number of damaged nodes
are the most important parameters in predicting conduction velocity (CV) after injury.
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Figure 3.8: The relative effect of different injury parameters on membrane potential and sig-
nal propagation in axon with diameter of 2 µm. Paranodal and juxtaparanodal periaxonal
resistances are the most important parameters in predicting membrane potential (TP10)
at injury epicenter (Node 10). However, outside the damaged regions (Node 15), membrane
potential (TP15) is more sensitive to variations of number of damaged nodes and paran-
odal periaxonal resistance. Similarly, conduction velocity (CV) was most affected by the
paranodal periaxonal resistance and number of damaged nodes.
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Figure 3.9: The relative effect of different injury parameters on membrane potential and
signal propagation in axon with diameter 5.7 µm. Unlike smaller axons (D= 1 µm, 2 µm),
injury parameters, their interaction terms, second and third order terms could only explain
91% and 64% of variation in membrane potential TP10 and TP15, respectively. Membrane
potential (TP10) is more sensitive to variations of juxtaparanodal periaxonal resistance,
paranodal periaxonal resistance and their interaction terms at the epicenter of injury. Simi-
larly, paranodal and juxtaparanodal periaxonal resistances are the most important factors in
predicting membrane potential (TP15) outside the damaged regions. Paranodal periaxonal
resistance, juxtaparanodal periaxonal resistance and number of damaged nodes explained
most of variation in conduction velocity (CV) in the large axon (D= 5.7 µm).
Figure 3.10: Potential effects of blocking fast K+ channels in the juxtaparanodal region
on the recovery of membrane potential. Blocking potassium channels in axons with myelin
retraction did not increase membrane potential substantially (a). However, blocking fast
potassium channels following myelin detachment, increased membrane potential in the axons
with diameter of 1 µm, 2 µm, and 5.7 µm to 35%, 28% and 2% from the pre-treatment
values, respectively, at injury epicenter (Node 10) (b). Potassium channel blockers were
most effective in increasing membrane potential in small axons when axons were damaged
by both myelin retraction and myelin detachment (c).
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3.5 Discussion
Correlating structural changes in the axon after spinal cord injury to functional disruption
is important for understanding the significance of different measures of damage in long-
term axonal recovery, studying the biophysical mechanisms of treatments, and identifying
potential therapeutic targets to salvage mildly damaged axons from degeneration. However,
the value and validity of a computational model depend on the accuracy of the model and
the assumed input parameters. We developed a biophysical model that included the normal
variation expected in axonal structure because axonal structures are known to affect signal
conduction characteristics [32, 130]. In experiments, axonal diameter directly correlated
with conduction velocity [130, 131]. The increase in conduction velocity in larger diameter
myelinated axons is due to the corresponding increase in internodal length, which is observed
to be directly correlated with axonal diameter and the decrease in membrane capacitance
due to the myelin sheath around axons [1]. In our study, axonal diameter had the greatest
effect (80%) on conduction velocity of the independent variables (the internodal length and
the number of myelin layers were defined to be proportional to the axonal diameter and
increased when the diameter increased) of all the tested parameters, reinforcing the need
to implement a range of axon calibers in computation studies instead of relying on a single
generic axon model. In addition, membrane potential was most sensitive to the length of
nodal regions. The lengths of the nodes of Ranvier are small compared to the internodal
sections. However, nodes contain a high concentration of sodium channels which provide
the driving force for generating action potentials and increasing the membrane voltage.
The results of our damage study indicated that myelin detachment was the key parameter
predicting axonal function after subtle injury for small and large axons. These results also
showed that axonal caliber affects the response of axons to the severity and type of myelin
injury with larger axons being more affected by damage in the juxtaparanodal regions.
3.5.1 Study Limitations
Our results showed that the electrophysiological and structural properties of axons may have
substantial effects on post-injury function. The simulations and modified models used in this
study were based on the motor neuron fibers developed by McIntyre and colleagues [98].
However, more geometrically and electrophysiologically accurate models of CNS specific
axons could be used to improve the accuracy of predictions in future studies. Currently,
measuring many of the axonal parameters is not physically possible therefore a direct quan-
titative comparison between the results of this study and experiments on damaged axons is
not possible. Instead, studying trends and the general behavior of axons after injury may
be a more appropriate use for the biophysical models to explain injury-function relation-
ships. The value of our model is in highlighting the structural parameters with the greatest
effect on conduction characteristics for axons with varying calibers, which is important for
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consolidating experimental observations and also necessary for developing models of neural
networks. These models will allow us to combine observations from physiological studies of
axonal conduction, and identify and test potential structural targets to improve functional
recovery. Although several cellular structures may become damaged following neural tissue
injury, the focus of this study was on myelin retraction and myelin detachment in paranodal
and juxtaparanodal regions to avoid confounding variable effects masking the biophysiolog-
ical and pathological processes. For computational efficiency a time step of 0.005 ms was
used to complete the calculations for each simulation. In models of axonal damage this time
step resulted in a threshold effect that limited the resolution of the simulations to 2-3% of
the conduction velocity. The time step used was the same as that used in the original MRG
models [98] and was half of those used in other injury simulations [95].
3.5.2 Computational Models of Axonal Function and Damage
Computational models of axonal function and damage provide critical tools for quantifying
the relative contributions and interactions of normal structural variations and injury-related
structural changes on signal conduction characteristics. Computational models have been
developed using a range of methods from linear-nonlinear cascade to biophysical models
that directly relate structural changes to function. Recent computational models of axonal
injury showed that wide-spread paranodal myelin detachment and retraction in axons with
a diameter of 1 µm reduced conduction velocity by 60%, and in more severe cases action
potential generation may be blocked, entirely [37]. Experimental results showed a similar
60% reduction in conduction velocity in mild acute axonal white matter injury [92]. The
results of the current study are similar; 59% and 53% reduction in conduction velocity, in 1
µm and 2 µm axons respectively, for 93% myelin detachment in paranodal and juxtapara-
nodal regions. Action potential propagation was never blocked in axons with diameter of 1
µm and 2 µm for the range of myelin retraction studied. Importantly, this study highlights
that larger axons do not respond in the same way to demyelinating injuries as the small
axons.
Functional electrical stimulation (FES) has been used for treatment of SCI patients for
a long time [177, 178]. Neuron level computational models have been coupled with macro
level tissue models to predict functional characteristics following electrical stimulation in the
spinal cord [179]. Although these models incorporated variation in modeled axonal caliber
they did not specifically quantify the effect of structural variations on signal conduction or
allow for variations in the electrical parameters of the model. Importantly, extending the
application of these coupled finite element and biophysical models to the study of spinal
cord injury depends on well-defined biophysical models of axonal damage.
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3.5.3 Biophysical Model Results Align With Experimental Observations
Experimentally, it is well accepted that the susceptibility of neurons to mechanical injury
may vary due to differences in axonal structures [180]; however, structural variability has
largely been ignored in computational studies. The presence of myelin sheaths increases
axonal resistance to mechanical trauma over unmyelinated axons [81]. However, the rela-
tionship between axonal structure and injury has not been clearly defined. Experiments
in brain tissue report that smaller axons are more vulnerable to trauma than large ax-
ons [81, 82], while experiments in isolated tissue did not find a strong correlation between
axonal diameter and injury [145,171,181]. In spinal cord injury models, large axons appear
more susceptible to injury than small axons [83–86]. These results highlight the challenges
in studying axon injury mechanisms and the critical need to develop biophysical models
that represent a broad range of axonal structures, as their response to injury and treat-
ment may vary. In our model, different caliber axons responded to myelin retraction and
detachment differently. Myelin detachment in the paranodal area had a greater effect on
membrane potential in smaller axons (D= 1 µm and 2 µm) while detachment in the juxta-
paranodal area had larger effect on the large axon’s (D= 5.7 µm) membrane potential at
both the epicenter of injury and distal nodes (Node 15). Although conduction velocity was
less sensitive to juxtaparanodal myelin detachment than paranodal myelin detachment in
all axons, juxtaparanodal myelin detachment had a sizable effect on conduction velocity in
the largest axon (D= 5.7 µm). It is worth noting that the amount of myelin detachment
in the paranodal and juxtaparanodal regions does not have a linear relationship with the
reductions in conduction velocity and membrane potential. Our results show that when only
3 nodes are affected, even severe paranodal or juxtaparanodal myelin detachment cannot
individually reduce membrane potential by more than 1% outside of injured areas.
Previous research indicates that increasing the number of myelin layers around axons
increases conduction velocity [182]. Computational modeling has shown that the observed
increase in conduction velocity plateaus when axons (D=1 µm) are covered by about 10
myelin lamellae [182]. Therefore, conduction velocity is more sensitive to the number of
myelin lamellae when an axon is covered with only few numbers of myelin layers. Reduction
in the thickness of myelin in the internodal areas induces a reduction in conduction velocity
in axons with an average diameter of 2.3 µm [85]. Similarly, the results of our study suggest
that number of myelin layers is an important factor in predicting membrane potential and
conduction velocity (Fig. 3.7, 3.8 and 3.9) in all axon calibers. However, in subtle paranodal
injury only a substantial reduction in the number of myelin layers has a significant effect
on conduction velocity (Fig. 3.4d). Our results indicate that for a localized subtle injury
(1 µm of the paranodal regions on either side of the nodes of Ranvier are demyelinated)
conduction velocity drops significantly (24%-32%) which may affect sensory and motor
functions of large animals [183] including humans. These results highlight the importance
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of accurately modeling the myelin structure in the paranodal regions, which are adjacent
to highly sensitive nodal areas as compared to internodal regions.
Although the application of potassium channel blockers in animal models of SCI has
shown some promise [167,184], human trials resulted in inconclusive results [185–187]. Axon
location and the mechanism of effect may partially explain why the application of these
blockers shows variable results. Recent ex vivo studies showed that both 4-Aminopyridine
(4-AP) and 4-aminopyridine-3-methanol (4-AP-3-MeOH), which are known as fast potas-
sium channel blockers, enhanced impulse conduction following traumatic spinal cord injury
or demyelinating disease [158,188]. In vitro experiments using guinea pig spinal cords showed
that applying 100 µM 4-AP increased the membrane potential by 50% over pre-treatment
values [92]. Interestingly, previous research showed that the ventral white matter of the
guinea pig spinal cord contains 100 times more small axons (D=1 µm -2 µm) than large
axons (D=9 µm-10 µm) [157]. The results of the current study indicate that blocking fast
potassium channels increases membrane potential in axons with diameters of 1 µm and
2 µm with myelin detachment and myelin retraction (Fig. 5a), but does not significantly
improve membrane potential in the large axon (D= 5.7 µm). Sun and colleagues observed
no effect of axonal caliber on the response to the application of 4-AP-3-MeOH [158]. How-
ever, this was concluded based on the responsiveness of whole spinal cord white matter
sections to variations in stimulus, not by direct observation [158]. Experiments by Devaux
and colleagues [137], which grouped axonal behaviour into three approximate diameters
(D=0.7 µm, 1.2 µm and 2.1 µm) and directly observed variations in axonal scale on con-
duction characteristics, indicated that small axons got the most benefit from 4-AP and
dendrotoxin-1 (DTX). It should be noted that 4-AP is a broad-spectrum potassium chan-
nel blocker [143,164] and beneficial applications of these treatments might be due to effects
of this blocker on other potassium channels or neuronal structures. In vitro and in vivo
studies suggest that the application of a clinical dosage of 4-AP did not have a consistent
effect on spinal cord injury patients and demyelinated axons [185, 186, 189, 190]. It was
an effective treatment for potentiating synaptic transmission and increasing muscle twitch
tension which may be very important in mediating the beneficial effects of 4-AP in demyeli-
nating diseases such as multiple sclerosis [164, 189]. More recent studies suggest that 4-AP
may have neuroregenerative effects and promote remyelination in peripheral nerve injury
in mice [191]. Ultrastructural analysis of damaged sciatic nerve in mice have shown that
localized 4-AP treatment increases the axonal area and myelin thickness following injury
and enhanced both the speed and extent of restoration of normal conduction velocity [191].
Moreover, the results of this study show how sensitive the amount of signal recovery is to
the type of injury. For example, although potassium channel blockers were not very effective
in signal recovery when axons were damaged with only myelin retraction, the effect of these
blockers on axons with both myelin retraction and detachment was significant (Fig. 3.10).
Further studies should highlight the relationship between type of injury, axonal morphol-
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ogy and the application of potassium channel blockers to maximize the action potential
recovery. In addition, the results of our study emphasize that changes in axonal conduction
resulting from myelin retraction and detachment are not exclusively due to fast potassium
channel exposure. Therefore, coupling potassium channel blockers with other treatments
that address the effects of myelin retraction and detachment may be more effective.
3.6 Conclusion
In this study, we have established the significant contribution of structural variations on
axonal function both in healthy and damaged axons. Our model was based on a previously
well studied and validated model of mammalian axons [98,138,140] which is used for several
clinical applications such as brain and spinal cord stimulation [179, 192]. Our new model
can incorporate other cellular structures with high spatial accuracy in sections of interest
for axons with different calibers. Our results showed that myelin detachment had a greater
effect on functional disruption following axonal injury than myelin retraction in all axons;
however, the amount of functional disruption was highly dependent on axonal caliber. The
model demonstrated that blocking fast potassium channels is more effective in small axons
for recovering signal amplitude than in large axons. Due the complexity and difficulty of
performing controlled mechanical injury and electrophysiological recording at the axonal
level, the available literature is very limited. The results of this study motivate the need
for further controlled laboratory experiments that quantify changes in axonal structure and
functional outcomes. Advanced technologies such as optical tweezers [193], coherent anti-
Stokes Raman scattering (CARS) [194], and stretchable microelectrode arrays [195] may
help in generating an injury, imaging the injury, and recording electrical signals at the
axonal level, respectively.
Computational models are becoming increasingly important in preliminary studies of
spinal cord injury pathophysiology [196] and treatment [179,197]. These models will aid in
designing animal and laboratory experiments. Incorporating structural variability in these
computation models is important for highlighting sources of experimental variability and
identifying potential challenges in translating from small scale animal models (e.g. mice or
rats) to larger animal models (e.g. pig, dog or non-human primate) and human subjects
early in a study.
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Chapter 4
Quantifying the Effect of a
Sectioning Method for Increasing
Geometrical Resolution on
Computational Cost for Axons
Modeled in NEURON
4.1 Abstract
Computational models help to increase our understanding of the injury mechanism in ax-
ons and neural networks. NEURON is a commonly used simulation software for modeling
morphological and electrophysiological properties of axons separately. However, to simulate
some abnormalities, high geometrical resolution is required in the model. High geomet-
rical resolution is achieved by increasing the number of segments in each section of the
NEURON model. This results in higher computational cost and slows down simulations
in large networks of axons or repeated simulations. Uniform segmentation also complicates
the consistency of comparisons of simulation results across axons of different caliber. In
this paper, we assessed an alternative approach that separates geometrical resolution from
computational cost by allowing sections to be subdivided in the model non-uniformly, by in-
troducing subsections of the same structure. To determine the computational accuracy and
cost of this approach, we compared the results of the McIntyre model of myelinated axon
and Sundt model of unmyelinated axon with our modified models. The results indicate that
the proposed approach is a viable option for increasing geometrical resolution with reduced
computational resources while keeping the maximum error of action potential amplitude
and velocity at less than 1% (using type I models) compared to the original models. The
modified models may reduce the simulation time by up to 98% for fine geometrical resolu-
tions (0.125µm). This approach makes comparisons of simulation results amongst different
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axons more consistent and facilitates model conceptualization by making the translation of
experimental observations to computational simulations more intuitive.
4.2 Introduction
Neuronal abnormalities from injury or disease, such as the loss of myelin sheaths, spheroid
formation, and breakage of microtubules may extend over small or large regions of specific
axonal structures [198,199]. Computational models provide a mechanism to simultaneously
study the array of structural and electrophysiological changes and to quantify their relative
effects on action potential propagation. NEURON [200] is a popular simulation software
that facilitates creating different axonal structures and defining their morphological and
electrophysiological properties separately. Each neuronal structure in NEURON is defined
with a cylindrical-shaped section which itself is divided into one or more equal length
compartments which are referred to as segments.
In developing NEURON models, spatial resolution and geometrical resolution are two
highly interdependent concepts that need to be considered together and usually they have
the same value in neuron models. In a given NEURON model, in order to accurately repro-
duce neuronal transient signals that are derived from passive and active channels, the spatial
resolution of the model should be increased, and the length of each compartment should be
a fraction of the length constant at the frequencies of interest. The spatial resolution can
be increased by increasing the number of segments in each section and therefore reducing
the length of each compartment. However, the more segments a model has, the more com-
putationally expensive the simulations will be. Finding the right number of compartments
and their length to achieve the desired spatial accuracy in a model has been a research
question for a long time for the computational neuroscience community [201]. In NEURON,
Ted Carnavale and Hines introduced a solution for unmyelinated structures to determine
the right value for each compartment length which is generally referred to as the d_lambda
rule. However, the original form of this tool cannot be used for all NEURON models as it
was developed for unmyelinated axons and additional considerations need to be taken when
myelinated axons are being studied in NEURON which is beyond the scope of this paper.
On the other hand, to study fine neuronal structures such as pieces of dendrites [202] or
to simulate small and subtle neuronal injuries that are extended over multiple regions of
an axon such as post trauma paranodal myelin retraction [201, 203–205] or spheroid for-
mation, specific control over the precise, submicron morphology of the axon is required.
NEURON provides a method to alter and assign electrophysiological and morphological
properties within a section using the normalized position (0 ≤ x ≤ 1, in which x = 1 cor-
responds to the absolute section’s length). However, this method is limited by the number
of segments (Nseg) in the section as electrophysiological and morphological properties are
invariant along the length of each segment [200].Therefore, similar to spatial resolution,
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when a fine geometrical resolution is needed, then the number of segments increases which
results in a higher computational cost that slows down the simulation of individual neurons
or their network behaviour. A potential alternative solution is to increase the number of seg-
ments locally to achieve the desired geometrical resolution where injury is being simulated.
Although this method does not increase the computational cost compared with increasing
the number of segments across all axonal sections, it reduces the consistency between dif-
ferent models. This issue becomes exacerbated when different caliber axons, in which the
same axonal structure (ex. paranodal and juxtaparanodal regions, etc.) may have different
lengths depending on the axonal caliber, are simulated in the same study and each simula-
tion may end up having different numbers of segments and spatial resolution. In addition,
simulation software programs like NEURON may limit the number of segments that can be
defined in axonal structure. For example, the maximum number of segments in a NEURON
section is 32,766 which might not be enough to achieve fine geometrical resolution (e.g.
< 0.2 µm) in long neuronal structures and at the same time be unnecessarily too many for
other short structures in the same model. Moreover, in case of simulating abnormalities,
having a dependency between the number of segments and injury length makes the model
conceptualization difficult particularly when one is translating experimental observations to
computational simulations.
In this paper, we are assessing a new approach using NEURON’s conventional tools for
implementing axonal models which separates geometrical resolution from computational
power and spatial resolution in regions of interest. Our assessments are done on the com-
monly used McIntyre model of myelinated motor neurons [206] and an unmyelinated model
of sensory neurons developed by Sundt and colleagues [207] in NEURON but can apply
more broadly to any NEURON implementation.
4.3 Method
Several models of single neurons have been developed to simulate action potential genera-
tion and signal transfer along neuronal cells. In this paper we used two publicly available
models of myelinated and unmyelinated neurons to study the effectiveness of the proposed
approach in increasing geometrical resolution while reducing computational cost. The model
of a myelinated axon developed by McIntyre et al. [206] using the NEURON environment
has been used for various applications such as deep brain stimulation and transcutaneous
spinal cord stimulation [208, 209]. Although the model was initially developed based on
morphological data from cats with fiber diameters ranging from 5.7 to 16.0 µm, it has
been used to study abnormalities and treatment methods in humans with different axon
calibers [210–212]. On the other hand, a non-specific model of unmyelinated dorsal root
ganglion (DRG) neurons was developed by Sundt et al. [207] in NEURON that was used to
study nociceptive transmission [213] and stimulation in pain suppression [214]. Both models’
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Table 4.1: The Original Sundt And McIntyre (D=5.7µm) Models’ Information: Section
Names, Length And Number of Segments in The Original Models.
Model Section Name Total Sections Total
Segments
McIntyre NODE PARA JUXTA INTRA
# of Sections 21 40 40 1401
Length (µm) 1 3 35 60.43 241 241
# of Segments 1 1 1 1
Sundt SOMA STEM TJ_PERI TJ_CENT CENT PERI
# of Sections 1 1 1 1 1 1
Length (µm) 25 75 100 100 5000 5000 6 600
# of Segments 100 100 100 100 100 100
1 This is based on having a seventh INTRA section in the internodal region of the McIntyre model as described in the method section.
files (obtained from ModelDB [215]) were converted to a Python script to facilitate easier
parameter control and more efficient computational processing to simulate axons with di-
ameter of 1 µm, 2 µm, and 5.7 µm [204] in the McIntyre model and 0.4 µm in the Sundt
model [207].
Briefly, the McIntyre model is composed of 10 different sections between each neigh-
bouring node of Ranvier: two myelin attached sections (PARA), two main juxtaparan-
odal sections (JUXTA) and six stereotyped internodal sections (INTRA) (Fig. 4.1a, 4.1b).
Three active channels (fast and persistent sodium, and slow potassium) are in the nodal
areas that help in generating action potential and modeled using modified Hodgkin-Huxley
based equations. The axonal membrane in the juxtaparanodal regions is covered by fast
potassium channels [206]. On the other hand, the Sundt model is composed of a soma sec-
tion (SOMA), a stem axon section (STEM), a central axon section (CENT), a peripheral
axon section (PERI), Tjunction Central (TJ_CENT) and Tjunction_Peripheral axonal
(TJ_PERI) sections (that connect the central and peripheral axons to the stem axon) (See
Fig. 4.2a). All sections of the original Sundt model have 100 segments except the SOMA
(Nseg=1). In order to compare the computational costs and geometrical resolutions in our
simulations more consistently, we also set the number of segments in the SOMA to be 100
(see Table 4.1). In our simulations, the original files were used to compare the computational
cost of using the McIntyre and Sundt models with the modified models using our approach
which is described below. However, the internodal region in the McIntyre model is com-
posed of six INTRA sections (Fig. 4.1b). In order to simulate symmetric and asymmetric
abnormalities in the internodal region better, a seventh INTRA section was inserted in the
internodal region while keeping the total region length constant (Fig. 4.1c). A summary of
available structures in each model, its length and the number of segments is provided in
Table 1.
The geometrical resolution and computational accuracy of NEURON models depend on
the number of segments used [200, 216]. Increasing the number of segments, increases the
computational costs and slows down the simulations. Our approach for separating geometri-
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Figure 4.1: (a). An illustration of McIntyre myelinated axon in NEURON. (b). McIntyre
model is composed of 10 different sections between each neighbouring node: two myelin
attached sections (PARA), two main juxtaparanodal sections (JUXTA) and six stereotyped
internodal sections (INTRA). By default, each section in McIntyre model is composed of
only one segment however, the number of segments should be increased to achieve the desired
geometrical resolution. (c). The subsectioned model is similar to the original McIntyre model
except that each section is subdivided into five shorter subsections that form a subsection
group. The length of each subsection can be changed continuously, and subsections do not
need to be of equal length which gives finer control over geometrical resolution.
cal resolution from computational segments was to split the NEURON sections representing
each structure (Ex. Node, PARA, JUXTA, INTRA in McIntyre model or SOMA, STEM,
TJ_PERI, TJ_CENT, CENT, PERI in Sundt model) of the original model into five NEU-
RON sections in the modified model which could vary in length while the total length of the
structure remained constant (Fig. 4.1c and 4.2c). We call each of these shorter NEURON
sections a subsection. Therefore, each section of the original model will be represented by a
Subsection Group (Fig. 4.1c and 4.2c) that includes 5 subsections. Having five subsections
with definable geometry per structure provides the ability to simulate axonal changes, injury
or disease effects in one or more subsections and change the length of the damaged regions
continuously as opposed to discrete amounts (where geometrical resolution = total length
of a section / number of segments). However, there are two different options for choosing
the number of segments in the subsectioned models (Nseg’). The first option (Type I mod-
els) is to keep the overall number of segments and compartments in both models the same.
Therefore, the number of segments in the subsectioned models (Nseg’) should be set to be
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Figure 4.2: (a). An illustration of Sundt model of unmyelinated axon in NEURON. Sundt
model is composed of a soma section, a stem axon section, a central axon section, a periph-
eral axon section, Tjunction-central and Tjunction_peripheral axonal sections. (b). Each
structure of the original Sundt model is represented by an unmyelinated section that has
100 segments (c). Each structure of the original model is subdivided to five subsections that
form a subsection group. The length of each subsection can be changed continuously, and
subsections do not need to be of equal length which gives finer control over geometrical
resolution.
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Table 4.2: Study Parameters And Values For the Subsectioned McIntyre and Sundt models.
Model and Parameters Parameter Value
Subsectioned McIntyre
(D=1 µm, 2 µm and 5.7 µm)
Structure of Interest NODE, PARA, JUXTA, INTRA
Position of Short Subsection SubSection_1, SubSection_2, SubSection_3, SubSection_4, SubSection_5
# of Affected Subsections 1, 3, 5, 7
Percent Length of Subsection 0.001%, 5%, 10%, 15%, 20%
# Of Segments 3 (Type I model), 15 (Type II model)
Subsectioned Sundt
(D= 0.4 µm)
Structure of Interest SOMA, STEM, TJ_PERI, TJ_CENT, CENT, PERI
Position of Short Subsection SubSection_1, SubSection_2, SubSection_3, SubSection_4, SubSection_5
# of Affected Subsections 1
Percent Length of Subsection 0.001%, 5%, 10%, 15%, 20%
# Of Segments 20 (Type I model), 100 (Type II model)
one fifth the number of segments in the original models (Nseg) because each structure of
the original models was subdivided into five subsections in the modified models. However,
the local spatial accuracy of these models (Type I models) may change when the lengths
of individual subsections change in a subsection group (Fig. 4.1c). In this case, there might
be one or more subsections that their lengths are longer than 0.2 of the subsection group’s
total length (or corresponding section’s length) (See Fig. 4.1c) and hence the number of seg-
ments per unit length of the subsection decreases. Therefore, these models may not always
meet the requirements determined by d_lambda rule or similar approaches for guarantee-
ing spatial accuracy. However, the second option (Type II models) is to set the number of
segments in the subsectioned models (Nseg’) the same as the number of segments (Nseg) in
the original models. In this case, the spatial accuracy of the subsectioned models is always
guaranteed in all simulations however, the computational cost of running the simulations
will increase substantially.
In order to compare the computational accuracy and results of the subsectioned mod-
els with the original models, it is necessary to find the stable state and the ground truth
signal for each of the McIntyre and Sundt models. However, the Sundt model of unmyeli-
nated neurons was originally developed based on the d_lambda rule in NEURON [207]. The
shortest length constant at 100 Hz (λ100) for the Sundt model is 178.41µm [207] and the
default value of d_lambda in NEURON is 0.3 which is recommended for most of the simu-
lations [200]. Since each section of the Sundt model has 100 segments [207], the maximum
length of a compartment in this model is 50µm which is less than 53.52µm (=178.41µm
* 0.3) recommended by the d_lambda rule. Therefore, the model parameters that were
recommended by the original study [207] were used for further analysis and comparisons
with the subsectioned models’ results. However, since the original d_lambda formula was
developed for unmyelinated axons, it is necessary to find the ground truth for the McIntyre
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model. This was done by increasing the number of segments (Nseg) and comparing the
results at each stage until the response for the models stabilized. Therefore, the number of
segments in all sections of the McIntyre model was increased from 1 to 35 by a series of odd
values (n=1, 5, 15, 25, 35) to keep the middle point of each segment. This ensured signal
recordings were always at the same location. Action potential signals were recorded from
node 5 (V1) and node 10 (V2) of the axon. V1 and V2 signals corresponding with each Nseg
value were compared with the same signal when an increased Nseg value was used (e.g. 1→5,
5→15, etc.) by calculating the root mean square error (RMSE) values. The model outputs
were considered stable when the difference in total root mean square error (=RMSE for V1
+ RMSE for V2) of the action potential signals in two consecutive simulations was ≤ 1 mV.
After finding the ground truth models, two separate computational studies were performed
for each of the McIntyre and Sundt models in order to validate the stability of the different
subsectioned models (Type I and Type II) and to quantify the accuracy of action potential
calculations particularly when the length of one subsection is orders of magnitude shorter
than the other subsections. The five independent input parameters that were included in
the study are shown in Table 4.2. The Percent Length of Subsection (PLS) value determined
the length of the subsection based on the total length of the corresponding structure (Node,
PARA, JUXTA, INTRA in McIntyre model and SOMA, STEM, TJ_PERI, TJ_CENT,
CENT, PERI in Sundt model). In order to find the limits of the model and assess the
stability of the subsectioned models within a range of physiologically relevant values, the
lower and upper bounds of PLS were set to 0.001% and 20%, respectively. The number of
Affected Subsections (NAS) determined how many axonal structures have at least one sub-
section with its length less than 20 percent of the corresponding section’s length. However,
since there is only one object of each of the axonal structures (SOMA, STEM, TJ_PERI,
TJ_CENT, CENT, PERI) in the Sundt model, this value was kept at 1 for all simula-
tions. As a result, 800 simulations were executed for each of the subsectioned McIntyre
models (D=1µm, 2µm, 5.7µm). Similarly, 200 simulations were run for the subsectioned
Sundt models (D=0.4µm). The number of segments (Nseg’) were 3 and 15 for type I and II
subsectioned McIntyre models, respectively. Similarly, the type I subsectioned Sundt model
had 20 and the type II subsectioned Sundt model had 100 segments (Nseg’).
In a separate set of simulations, to compare the computational cost of running the
original and subsectioned versions of the McIntyre and Sundt models we adjusted the model
parameters (number of segments per structure) for each of the original models and executed
the simulations to match specific geometrical resolutions. For the McIntyre model (D=1µm,
2µm, 5.7µm), the target geometrical resolutions were 1µm, 0.5µm, 0.25µm and 0.125µm.
However, the lengths of the central and peripheral axons in the Sundt model (D=0.4µm)
are 5000µm. Since the maximum allowed number of segments in a NEURON section is
32766, it was not possible to achieve the geometrical resolution of 0.125µm in the Sundt
model using the conventional approach. The maximum geometrical resolution in the original
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Sundt model is 0.15µm by increasing the number of segments to 32,766 and not changing
the structure of the original model. In all simulations, the number of segments was the
same along each axonal model. Both the subsectioned (type I and II) and original models
were run 3 times for each geometrical resolution value (to take into account the background
operating system activities) and the averaged run-time values were used for comparison.
In all simulations, an intracellular current stimulus of 2nA for 0.1mS was applied to the
axon to locally depolarize the stimulation point and initiate the action potential [206]. In
the McIntyre models, the stimulation point was in the center of node 1 of the axon and in
the Sundt model the stimulation point was at x=0.9 (normalized position) of the peripheral
axon. The axons were implemented as finite length neurites. In the McIntyre models, nodes
5 and 15 were chosen for recording action potential amplitude and conduction velocity to
avoid sealed-end effects [201]. In the Sundt models, the recordings were done in the center
of peripheral and central axons. In order to compare the simulation results and runtimes
consistently, a fixed time step of 0.005 ms was used for all calculations.
4.4 Results
The number of segments (1, 5, 15, 25, 35) in the McIntyre model demonstrated that the
McIntyre model became stable and action potential amplitude and velocity absolute values
converged when Nseg ≥ 15 (RMSE ≤ 1 mV) (Fig. 4.3). Accordingly, the outputs of the
McIntyre model with Nseg=15 were considered as the ground truth (Fig. 4.3d). The total
RMSE values when comparing the outputs of the original McIntyre model for when Nseg
=1 and Nseg=15 (1 → 15) are 28.23 mV, 21.66 mV and 27.28 mV for the axons with the
diameter of 1µm, 2µm and 5µm, respectively. To match the total number of segments in
each section, Nseg′ = (Nseg/5) was used in simulations using type I subsectioned McIntyre
models. The Nseg’ value was set to be 15 in type II subsectioned McIntyre models. Our
results (Fig. 4.4a, c, e, g) show that the outputs of the type I subsectioned McIntyre and
Sundt models match (RMSE = 0 mV) with the original models when the subsections were
evenly distributed. The results of type II subsectioned McIntyre models (Fig. 4.4b, d, f)
are also consistent with the original models but the error rates are slightly more (RMSE
≤ 2 mV) than type I. However, the conduction velocity in the type II subsectioned Sundt
model of unmyelinated axons was changed and the amount of total RMSE (15.498 mV) was
substantially increased (Fig. 4h).
The results of the computational study indicate that both types I and type II subsec-
tioned McIntyre models of myelinated axons are stable and the amounts of variability in
action potential amplitudes and velocity are small. In order to quantify this variability, the
total RMSE values (deviation from the ground truth models) for all 800 simulations of sub-
sectioned McIntyre models were calculated (Table 4.3). The maximum total RMSE values
were 1.880455 mV, 1.213116 mV and 1.818676 mV for subsectioned McIntyre models with
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Figure 4.3: A comparison of action potential signals (V1 recorded from node 5 and V2
recorded from node 15) of McIntyre model when the number of segments (Nseg) were
changed from 1 to 35 for axons with the diameter of 1 µm (a), 2 µm (b) and 5.7 µm (c). d)
shows that the total RMSE value (RMSE for V1 + RMSE for V2) of the difference between
two consecutive simulations for different Nseg values becomes ≤ 1 for all axons when there
are 15 segments in all sections of the McIntyre model.
Table 4.3: RMSE Values (mV) For Type I and II of Subsectioned McIntyre and Sundt
Models
Diameter Nseg’ Count Mean Std Min 25% 50% 75% Max
Sundt D=0.4 µm 20 400 0.00003 4.19E-05 6.47E-13 2.44E-08 0.000009 0.000042 0.000206100 400 15.49774 3.99E-08 1.55E+01 1.55E+01 15.49774 15.49774 15.49774
McIntyre D=1.0 µm 3 400 0.017137 0.043519 1.64E-11 9.73E-08 0.000528 0.005415 0.28815 400 1.824911 0.009126 1.79E+00 1.82E+00 1.824946 1.824947 1.880455
McIntyreD=2.0 µm 3 400 0.010673 0.027077 1.36E-11 7.71E-08 0.000351 0.003225 0.17946515 400 1.177966 0.005766 1.15E+00 1.18E+00 1.177988 1.177988 1.213116
McIntyreD=5.7 µm 3 400 0.014439 0.027919 1.99E-11 2.90E-08 0.000437 0.015587 0.17674915 400 1.784028 0.005693 1.76E+00 1.78E+00 1.784176 1.784176 1.818676
the diameter of 1µm, 2µm and 5µm, respectively (See Fig. 5a, b, c, d, e, f). The standard
deviation for peak action potential amplitudes (V1 and V2) and velocities for type I and
type II subsectioned McIntyre models (D=1µm, 2µm and 5µm) were less than 0.01 mV and
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Figure 4.4: A comparison of action potential signals of type I and II subsectioned models
of McIntyre (D = 1µm, 2µm and 5.7µm) and Sundt models (D = 0.4µm) with the original
model outputs when all subsections are equally distributed. The RMSE value for type I
models (left) that has the same number of total segments as the original models is zero
millivolts. Although the outputs of the type II subsectioned McIntyre models (b, d, and
f) match with the original models (RMSE <2 mV), the type II subsectioned Sundt model
(h) generates more error (RMSE=15.496 mV). O.M = Original McIntyre model. S.M =
Subsectioned McIntyre model. O.S = Original Sundt model. S.S = Subsectioned Sundt
model.
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Figure 4.5: A comparison of action potential signals of type I (left) and type II (right)
subsectioned models of the McIntyre (D = 1µm, 2µm and 5.7µm) and the Sundt models (D
= 0.4µm) with the original model outputs for the parameters that generated the maximum
RMSE. O.M = Original McIntyre model. S.M = Subsectioned McIntyre model. O.S =
Original Sundt model. S.S = Subsectioned Sundt model.
0.006 m/s, respectively (Table 4.4). For subsectioned Sundt models, the maximum total
RMSE values of type I and type II models were 0.000206 mV and 15.497740 mV, respec-
tively (Table 4.3). Although the amount of RMSE for type II subsectioned Sundt model was
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Figure 4.6: A comparison of action potential signals of original Sundt model when number
of segments is increased from 100 to 500. O.S = Original Sundt model
greater than the other models in this study (Fig. 4.5h), the action potential amplitude and
velocity values were very stable around their mean values (Table 4.4). In order to investi-
gate the cause of large RMSE value for type II subsectioned Sundt model, we increased the
number of segments in the original Sundt model from Nseg=100 to Nseg=500 and compared
the action potential signals. As it is shown in Fig. 4.6, increasing the number of segments
from 100 to 500 in the original model changes the action potential velocity substantially
and generates the same amount of RMSE (15.498 mV) as the type II subsectioned model
generates (Nseg′=100). This suggests that the RMSE value for type II subsectioned model
will be reduced if more segments were used in the original Sundt model.
In order to compare the computational efficiency of the original and subsectioned models,
the number of segments in the original models was increased to achieve different geometrical
resolutions (See Table 4.5). The averaged simulation run-times and number of segments for
original (Nseg’) and subsectioned (Nseg′) models are shown in Table 4.5. Our results (Fig.
4.7) show that using subsectioned models may reduce the simulation run-time substantially
when consistent computational accuracy and high geometrical resolution control over the
electrophysical and morphological features of the myelinated and unmyelinated axons are
needed. Our results indicate that by using the type I subsectioned models, the simulation
run-time was reduced by up to 98% and 55% in McIntyre model when geometrical resolu-
tions were 0.125µm and 1µm, respectively. However, the simulation runtimes of the original
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Table 4.4: Mean and Standard Deviation Values For Peak Action Potential And Velocity
values For Type I and II Subsectioned McIntyre And Sundt Models.
Diameter Nseg’ Peak AP - V1 (mV) Peak AP – V2 (mV) Velocity (m/s)
Mean Std Mean Std Mean Std
SundtD=0.4 µm 20 19.290486 0 19.090438 3.41E-06 0.32833 0100 19.949077 0 19.930257 2.68E-07 0.348029 0
McIntyre D=1.0 µm 3 25.817754 0.000038 25.842158 2.47E-03 3.478261 015 25.695418 0.000008 25.719842 1.60E-03 3.448276 0
McIntyreD=2.0 µm 3 27.50401 0.000473 27.481535 4.32E-03 5.555175 0.00537515 27.331959 0.000105 27.344232 9.01E-04 5.479452 0
McIntyreD=5.7 µm 3 27.578187 0.000249 27.663848 2.71E-03 12.195122 015 27.379131 0.000061 27.408432 9.77E-04 11.904762 0
McIntyre model of axons with the diameter of 1µm and 2µm were shorter than type II
subsectioned model’s runtimes for geometrical resolutions 1µm and 0.5µm. Similarly, by
using the sub-sectioning (type I and II) approach, the simulation runtimes were reduced
in Sundt model of unmyelinated axons. Type I subsectioned model reduced the simulation
run-time by 99% compared with the original Sundt model when geometrical resolution was
0.15µm.
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Figure 4.7: A comparison of simulation runtimes to achieve different geometrical resolutions
for original and type I and type II subsectioned McIntyre (a, b, and c) and Sundt (d) models.
Type I models reduced the simulation time in all simulations. However, type II models
could only reduce the runtime when the number of segments (Nseg) required to achieve
the desired geometrical resolution in the original models was greater than the number of
segments (Nseg’) in the subsectioned models times five. The values for simulation runtimes
of subsectioned models are based on the average runtimes of the base subsectioned models
(when the length of each subsection was 0.2 of the total length of the subsection group)
that was described in the method. O.M = Original McIntyre model. S.M = Subsectioned
McIntyre model. O.S = Original Sundt model. S.S = Subsectioned Sundt model.
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Table 4.5: A Comparison of Simulation Runtimes of Original and Subsectioned Versions of
McIntyre and Sundt Models. The Number of Segments for Each Simulation is the Same
Along All Axonal Sections.








0.4 Sundt 1 5000 521.08 Type I 20 5.56Type II 100 31.2
0.4 Sundt 0.5 10000 981.7 Type I 20 5.56Type II 100 31.2
0.4 Sundt 0.25 20000 1630.09 Type I 20 5.56Type II 100 31.2
0.4 Sundt 0.15 32766 2697.56 Type I 20 5.56Type II 100 31.2
1 McIntyre 1 34 22.27 Type I 3 6.68Type II 15 72.47
1 McIntyre 0.5 67 51.86 Type I 3 6.68Type II 15 72.47
1 McIntyre 0.25 134 117.15 Type I 3 6.68Type II 15 72.47
1 McIntyre 0.125 267 258.24 Type I 3 6.68Type II 15 72.47
2 McIntyre 1 34 12.3 Type I 3 6.93Type II 15 69.54
2 McIntyre 0.5 67 55.48 Type I 3 6.93Type II 15 69.54
2 McIntyre 0.25 134 114.97 Type I 3 6.93Type II 15 69.54
2 McIntyre 0.125 267 251.61 Type I 3 6.93Type II 15 69.54
5.7 McIntyre 1 84 70.93 Type I 3 6.75Type II 15 64.31
5.7 McIntyre 0.5 167 145.78 Type I 3 6.75Type II 15 64.31
5.7 McIntyre 0.25 334 288.83 Type I 3 6.75Type II 15 64.31
5.7 McIntyre 0.125 667 669.21 Type I 3 6.75Type II 15 64.31
4.5 Discussion
An important aspect of computational modeling is to systematically and comprehensively
map the response of an outcome to variations in parameters in a way that cannot be
achieved in laboratory, animal or clinical studies. However, the value and validity of a com-
putational model depends on the accuracy of the model and the assigned input parameters.
In applying computational models, one should factor in different sources of error before
drawing conclusions. There are multiple potential sources of error in collecting data from
empirical experiments such as morphological measurement errors, variability in firing rate,
background activities, and electrode-related recording variability. The sensitivity of model
outputs to axonal parameters, modeling methods and related errors is one of the key fac-
tors that should be considered when interpreting the results of computational studies. For
example, our previous research testing the effects of normal variation in axon morphology
on conduction [204] has shown that normal variation in nodal length explains 53% of the
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variation in membrane potential models of intact axons. Similarly, changes in normal nodal
diameter explained 81% of the variation in conduction velocity. Therefore, accurate mea-
surement of the morphological properties of axons is important for having valid results.
The results of this study indicate that using non-uniform subsections to represent each ax-
onal structure in NEURON models is a feasible option for increasing geometrical resolution
continuously without increasing the number of segments and computational costs.
The d_lambda rule or similar approaches are helpful in guaranteeing computational
accuracy of unmyelinated axonal models at the frequencies of interest [201]. However, in-
creasing the number of segments locally or across the entire axonal model to increase the
geometrical resolution may change the model outcomes and induce some errors in compar-
ing the results of different simulations. Our results show that when the number of segments
in the original McIntyre model increased (from 1 to 15), the model outputs were changed
as well (the total RMSE values were 28.23 mV, 21.66 mV and 27.28 mV for axons with
the diameter of 1µm, 2µm and 5µm, respectively). In addition, to achieve fine geometrical
resolutions using the conventional approach of increasing the number of segments, the sim-
ulation run-time slows down. Our results show that increasing the geometrical resolution
from 1µm to 0.125µm in McIntyre model of myelinated axons increased run times 20 fold.
Similarly, increasing the geometrical resolution from 1µm to 0.15µm in Sundt model of un-
myelinated axons increased run times approximately 5 fold. Moreover, since the maximum
number of allowed segments in a NEURON section is 32,766, depending on the dimensions
of neuronal structures in different models, it may not be possible to achieve the desired
geometrical resolution by increasing the number of segments.
The new approach assessed in this study allows for consistency in assigning and changing
the morphological and electrophysiological properties in short and long axonal structures
and across axons of different scales when the same geometrical accuracy is required. The
value of this approach is in achieving the same level of accuracy as the original models
with substantially reduced (up to 99%) computational cost. However, this approach is most
effective when a high geometrical resolution over a limited number of continuous but dis-
tinct regions along the axons is needed. Some examples of this are in studying: paranodal
myelin injury, ionic channels dispersion, or spheroid formation in different regions of axon.
However, the limitation of this approach is that there are only four degrees of freedom in
each section (since each section is subdivided into five shorter subsections) to modify the
axonal properties in the regions of interest. However, the flexibility of this approach can
be increased by either combining this method with the conventional method of increasing
the number of segments (however, fewer segments are needed and simulations will be faster
compared to just increasing the number of segments) or by increasing the number of subsec-
tions in each subsection group. In both cases, the stability and computational accuracy of
the models should be confirmed before using the simulations results. Moreover, our results
(Fig. 4.7) show that unlike type I subsectioned models (Nesg′=Nseg/5), type II models
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(Nseg′=Nesg) do not always reduce simulation runtimes. In fact, they can only save time
when the number of required segments (Nseg) to achieve the desired geometrical resolution
in the original model is greater than the number of subsections in each section group times
the number of segments (Nseg′) in the subsectioned model. However, as it was shown in
Fig. 4.3 and 4.6, the outputs of NEURON models may change as the number of segments
change. This could confound the simulation results and make studying the effects of subtle
abnormalities and changes on action potential amplitude and velocity challenging. There-
fore, type II subsectioned models may provide more consistent results when comparing the
effects of injuries over small and large lengths of damaged regions in axonal simulations.
Traumatic brain and spinal cord injuries may cause focal or diffuse injuries such as sub-
tle myelin retraction and detachment [198, 204] in axons that result in network disruption.
This may produce clinically important impairments [217]. Studying the effects of subtle
injuries in axonal level and the network behavior following injury and investigating the ef-
fects of rescuing those mildly damaged axons before the condition progresses and damage
is irreversible is important for finding new treatments and early interventions. Saving of up
to 99% of the computational cost for each axon is useful in computational studies of axonal
networks. Our results suggest that type I subsectioned models always perform faster than
the type II subsectioned models as they have fewer number of compartments. However,
in order to guarantee the spatial accuracy of NEURON models it is better to use type II
models that have the same number of segments as the original models that are developed
based on d_lambda rule or similar approaches. Type I models may be very useful in run-
ning a large set of simulations very fast (and accurately as it was suggested by Table 4.3
and 4.4) to reduce the parameter space that has to be simulated by more accurate methods
like type II models. Moreover, the sub-sectioning approach discussed in this paper makes
model conceptualization and experiment design easier as it does not require mapping injury
length to the number of segments in each section and in axons with different scales. This re-




The Effect of Spheroids on Action
Potential Propagation in Axons of
Varied Calibre
5.1 Abstract
Axonal spheroid formation is one of the first clinical pathologies observed following brain in-
jury and in various central nervous system diseases such as multiple sclerosis (MS). However,
variations in spheroid presentation in the human brain have not been thoroughly quanti-
fied and the functional effects of spheroid formation on action potential propagation have
not been established. We performed a detailed morphological analysis on axonal spheroids
identified in confocal images of formalin-fixed paraffin-embedded white matter brain tissue
from patients with MS or acute cerebral infarct. We then developed computational models
of spheroid formation for axons with different calibres (D=1µm, 2µm and 5.7µm). Our
results show that there is a significant difference in the distribution of spheroids’ volume,
area, Feret diameter and the maximum spheroid diameter to normal axonal diameter ratio
across axons with different diameters in the brain samples. Our computational studies in-
dicate that small axons (D=1µm) are more sensitive to spheroid formation than the large
axons (D=2µm and 5.7µm). The stepwise regression analysis results suggest that spheroid
diameter to normal axonal diameter ratio, location, and demyelination level predict more
than 45% of the variation in action potential amplitude and velocity post-injury.
5.2 Introduction
Traumatic brain injury (TBI), spinal cord injury (SCI) and multiple sclerosis (MS) share
some similar pathophysiological features of axonal degeneration that precede neuronal
death [218]. The formation of focal axonal swelling (spheroid) is one of the most common
structural changes following spinal cord compression injuries [219]. Prior studies indicate
that axonal spheroids may appear as early as five minutes post SCI [78] and may enlarge
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up to 30 times the normal axon diameter [82]. Several studies have also reported axonal
spheroid formation in patients with Alzheimer’s disease [220,221] , Parkinson’s disease [222],
traumatic brain injury [78,219,223], spinal cord injury [78] and multiple sclerosis [224,225].
Spheroids and demyelination have been observed in acute MS white matter lesions [225];
however, demyelination is not a pre-requisite for spheroid formation, and axonal fragmen-
tation was reported in animal models of MS with an intact myelin sheath [224]. The ability
to detect subtle pathological changes and understanding their affect on axonal function
is important for diagnosing and treating affected tissues early in the disease and injury
progression.
Axonal damage may trigger several injury mechanisms simultaneously that result in
different electrophysiological and morphological abnormalities. However, treatments often
target single injury mechanisms (e.g., neurofilament damage, membrane permeability etc.)
and neuronal structures (e.g., potassium channels). Isolating and studying the functional
effects of each of the axonal injuries is very difficult employing in vitro or in vivo experiments.
Although some studies suggest spheroid formation may cause functional deficits in patients
[79,226,227], there is no experimental data to quantify the relation between axonal spheroids
and action potential generation in a single axon or large networks of axons. Most of our
knowledge about the functional effects of focal axonal spheroid (FAS) formation is based
on computational studies. Computational studies using FitzHugh–Nagumo based models
[226] of non-myelinated axons suggest three main outcomes, 1- transmission, 2- reflection
and 3- blockade may occur following spheroid formation. The geometry of spheroids, in
particular their tapering, was identified as a key parameter that determines if the action
potential gets blocked or passed. It was shown that a sharp increase in axonal diameter
may block action potential propagation while a gradual increase in axonal diameter may
support signal propagation even for large spheroids in non-myelinated axons. However,
computational studies of myelinated axons with diameters of 0.408 µm, 0.48 µm and 0.6 µm
[79] showed that axons with a large spheroid, with an abrupt diameter change, in internodal
regions may still continue propagating action potentials. In these studies, the geometrical
differences of spheroids such as tapering were not wholly included in the model. Most of the
literature on axonal spheroids have been focused on reporting spheroid diameters and post-
injury frequency of spheroid formation along the axons [78]. The amount of published data
on geometrical characteristics of spheroids and their variability among different axonal sizes
is very limited. Most of the current literature describing spheroid morphology is based on
animal models of human diseases or controlled in vitro experiments, which may be different
from spheroids in the human CNS. Developing biophysical models of spheroids that link the
physical characteristics of spheroids to action potential propagation dynamics could assist
in distinguishing the effect of spheroid morphology on axonal function in humans.
The overall goal of this study was to quantify the physiological impact of human CNS ax-
onal spheroids on action potential propagation by analyzing and characterizing the spheroids
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Table 5.1: Patient information
Case Age(years) Sex Diagnosis PMI* Anatomical location
1 40 Male MS (acute) Unknown Periventricular white matter
2 71 Male Infarct (1 month) 1 day Parietal lobe
3 45 Female MS (life long) Unknown Cerebellum
4 82 Male Infarct (5 days) 1 day Parietal
*Post-mortem interval
that appear in human brain tissue. To be more specific, we focused on spheroids that were
formed by swelling in the axolemma, not the myelin layer. Our hypotheses were (1) that
spheroid morphological properties vary based on the size of the axon and (2) that spheroid
size, location and axonal diameter would affect the function of axons. The specific objec-
tives were (1) to characterize the morphological properties of axonal spheroids identified in
confocal microscopy of human brain pathology samples, (2) to map the relative effects of
variations in spheroid parameters such as diameter, location, length and frequency on pre-
dicted signal conduction characteristics using a biophysical computational model in three
myelinated axon models with different diameters. This is the first study to quantify the
amount of variation in the diameter of the axolemma along the length of spheroids and
to measure spheroid volume and surface area in human brain samples, to integrate nor-
mal structural variation into computational models of spheroids in myelinated axons, and
to highlight the interactive effects of normal structural variations and damage on axonal
function.
5.3 Materials and Method
5.3.1 Patient selection
The Clinical Research Ethics Board of the University of British Columbia (H01-70430)
approved the study. This study was conducted on archival, paraffin-embedded, formalin-
fixed brain tissues obtained from two people with multiple sclerosis and two people with
acute cerebral infarct (mean age 59.5 years, range 40-82 years) (Table 5.1). Following death
written consent was obtained from the next of kin for autopsy and use of their brain tissue
for scientific research. The diagnoses were confirmed by a neuropathologist, and the brain
blocks were anonymized for sectioning and staining.
5.3.2 Tissue processing and immunohistochemistry
Tissue sections (8 µm thickness) were prepared for immunofluorescence. Briefly, formalin-
fixed sections were heated in a tissue-drying oven for 25 minutes at 60◦C. To deparaffinize,
the slides were washed in 3 changes of xylene for five minutes each at room temperature
(RT) followed by rehydration in a graded series of ethanol washes. Antigen retrieval on these
73
sections was performed by microwave irradiation (R-410DKC, Sharp) at power 90 and 70
for two minutes each and then at power 50 for six minutes in 10 mmol/L sodium citrate
buffer (PH 6.0), sections were allowed to cool for 20 minutes at RT and then washed in
phosphate buffered saline with Tween (PBS-T).
Immunofluorescent staining was performed on three serial sections from white-matter
regions of the selected blocks using multi-step staining. Briefly, slides were kept for 30 min
in PBS containing 5% (v/v) normal donkey serum at room temperature. The block was
removed, and the slides were incubated overnight at RT in chicken polyclonal neurofilament
(NF) antibody (Ab) (AbCam (ab72997), San Francisco, CA, USA) at a dilution of 1/100 on
a shaking plate. The slides were washed in PBS-T three times for five minutes at RT the day
after. Donkey anti-chicken AlexaFluor 647 (ThermoFisher/Molecular Probes, Eugene, OR,
USA) at a dilutation of 1/200, as secondary Ab was used to stain NF. Nuclear staining was
performed using 4’,6-Diamidino-2-Phenylindole (DAPI) (ThermoFisher/Molecular Probes,
Eugene, OR, USA), and this was followed by staining with 0.15 - 0.3 percent Sudan Black
B (SBB) (Fisher Scientific, Fair Lawn, NJ, USA) in 70% ethanol in order to minimize
autofluorescence [228–230]. The negative control slide was stained using the appropriate
isotype control antibody at matched concentrations.
5.3.3 Image Acquisition
To locate the regions of interest (ROIs) in normal-appearing white matter, lesions were first
outlined and excluded from imaging based on the absence of SBB staining using the acquired
brightfield images. ROIs were outlined for each section (at least 10 mm away from the edge
of lesions and avoiding neurofilament-labeled fiber tracts emerging from gray/white matter
lesions [231]) and studied using Leica SP8X STED white light laser confocal microscope,
100X/1.4 Oil HC PL APO CS2 STED, WD 0.13 mm objective and HyD detectors (Leica
Microsystems, Wetzlar, Gernay). Image acquisition was carried out using LAS AF software.
5.3.4 Spheroid detection and morphological analysis
Image analysis used custom scripts in Fiji (National Institutes of Health, Bethesda, Mary-
land, United States) [232], an open-source extension of ImageJ platform (National Institutes
of Health, Bethesda, Maryland, United States) [233] for biological-image analysis and Mat-
lab (MathWorks, Natick, MA, United States) [234]. Forty-eight confocal microscopy image
stacks (110 µm X 110 µm images with layer range 17-48 images along the z-axis) were im-
ported in ImageJ employing the Bio-Formats plugin (The Open Microscopy Environment,
2016). A line grid was laid over all images in Fiji which resulted in each image being di-
vided into 81 smaller squares (total population size: 3888) with the area of 150µm2 each
(See Figure 5.1a). To characterize spheroids properties and perform morphological analysis
with a 95% confidence level and 5% margin of error, 384 squares were selected randomly
and analyzed as described in the following procedure. A random number generation algo-
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rithm was used [235] to generate a sequence of eight unique numbers between 1 and 81,
corresponding to a square number for each image set. A trained reviewer scrolled over each
layer in the z-stack for each square and identified spheroids. Any spheroid overlapping the
grid lines were also included in the study. For each spheroid, the boundary of the spheroid
(ROI) at each plane was marked using Fiji’s freehand tool and selections were added to
Fiji’s ROI manager as long as the spheroid’s boundary could be clearly distinguished from
the background image. Finally, the selected ROIs were used to measure several morpholog-
ical parameters of each spheroid, including diameter, surface area, volume, and maximum
Feret diameter (the longest distance between any two points along the selection boundary)
in Fiji (See Table 5.2).
Although axons are generally thought to have a circular cross-section and have a cylindri-
cal shape [236], axonal spheroids may have asymmetrical geometry and more sophisticated
approaches should be used to calculate their diameters. Previous studies [237] focused on
measuring the diameter of biological structures similar to axons, such as retinal vessels,
measured the radius of the maximum inscribed circle along the vessel’s medial axis (center-
line) [238, 239] to estimate its local diameter in two dimensions. However, this approach
fails to capture subtle diameter changes along axonal spheroids with irregular shapes and
asymmetric geometry. Therefore, in this paper, we employed a modified approach that is
described here. To find a spheroid’s diameter, the original spheroid images and their respec-
tive ROIs were imported in Matlab and converted to binary masks to classify image pixels
(spheroid vs background) and define the region of interest in Matlab (See Figure 5.1c). To
make the boundaries of the spheroid smoother, a 5X5 blur filter (a kernel with a value of
0.04 at each cell) [240] was applied to each binary spheroid mask and the output image was
thresholded (pixel intensity > 0.5) again. In order to find the overall shape of each spheroid,
the medial axis of each spheroid’s binary mask was found in Matlab using the BWmorph
library [234]. For each spheroid mask, small spurs (branches) were removed to only keep the
longest connected line that forms the center-line of the spheroid. A second-order polynomial
was fitted to the points (window size = 5) on the center-line to find the slope of the tangent
at each point along the spheroid’s medial axis. The diameter was defined as the Euclidean
distance between the two crossing points on the spheroid’s boundary which were found by
drawing a perpendicular line at each point along the center-line (see Figure 5.1b). However,
because of the irregularity in the shape of spheroids, there were some points on the center-
line with a sharp change in the slope value. In order to correct diameter measurements, a
two-step adaptive local outlier detection algorithm was used first to find the points with
more than three scaled median absolute deviations (MAD) away from the median and then
the points with more than three standard deviations from the mean in a moving window
(size = 5 pixels). The detected outlier values were replaced by the value of the nearest non-
outlier point in the same window. Finally, all the calculated diameter values were smoothed
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Table 5.2: Spheroid parameters measured in Fiji and Matlab.
Parameter Unit Description
AxonD (µ) The normal diameter of the axon
Diameter (µ) The diameter of the spheroid along its center-line at each plane in the z-stack
Area (µm2) Area of the spheroid at each plane in the z-stack
Perimeter (µ) Perimeter of the spheroid at each plane in the z-stack
Max Feret Diameter (µ) Max Feret Diameter at each plane in the z-stack
Volume (µm3) Spheroid’s volume
Spheroid Diameter Ratio (SDR) - The ratio of spheroid’s maximum diameter to the axon’s normal diameter
Central Region Length Ratio (CLR) - xmax−xβxmax−xα (see Figure 5.1)
Lateral Region Length Ratio (LLR) - xβ−xαxmax−xα (see Figure 5.1)
Lateral Region Average Diameter Ratio (LADR) - Average diameter of points between xα and xβDmax
with a low-pass moving average filter (windows size= 5) and results were scaled based on
the physical dimensions of confocal microscopy images for each spheroid.
In order to describe the diameter changes along the spheroid center-line, we followed
the approach suggested by Mia and colleagues [226,227] for studying morphological abnor-
malities and tapering in non-myelinated axons. Three points along the center-line of each
spheroid mask were marked in the plane that the spheroid had the maximum diameter. First,
the point that the spheroid had its maximum diameter (xmax) was identified and then the
diameter differences (δD) between the maximum point and both ends of the spheroid in the
same plane were calculated. The endpoint that had a greater diameter difference with the
maximum diameter point was selected. Subsequently, by traversing along the center-line of
the spheroid from the selected end point, the first points that had a diameter of greater
than or equal to the diameter of the selected end point plus 10% (xα) and 90% (xβ) of δD
were marked. Accordingly, spheroid diameter ratio (SDR), spheroid central region length
ratio (CLR), spheroid lateral region length ratio (LLR) and spheroid lateral region average
diameter ratio (LDR) were calculated (see table 5.2) using the marked key points for each
spheroid.
5.3.5 Computational Modeling and Axonal Spheroid Simulations
Computational models were used to quantify the functional effects of spheroids. However,
to be consistent with our histopathological observations from confocal microscopy images,
we focused on spheroids that are formed by the change in the size of axolemma and not
the myelin sheath surrounding the axons. Simulations were performed for axons with dif-
ferent scales and the diameters of 1µm, 2µm, 5.7µm using the validated biophysical model
of mammalian axons that we previously described [241, 242]. This model is based on the
geometrically accurate model of myelinated motor neurons developed by McIntyre and col-
leagues [2]. However, the model was modified to allow computationally efficient simulation
of fine axonal abnormalities and, more importantly, allows for consistency in comparison
of simulation results across axons of different scales when the same geometrical accuracy
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Figure 5.1: Axonal spheroids identified in confocal images. (a) shows a 2D image of a sample
collected from human brain tissue. Each confocal image is composed of multiple layers of
2D planes stacked together along the z-axis. Axons are stained with NF (magenta) and
nuclei with DAPI (blue). (b) is a zoomed view of the spheroid in the green rectangle in
(a). The boundaries of each spheroid were marked in each plane that was used for creating
3D volumes and 2D binary masks. (c) Shows the binary mask of the spheroid in Matlab.
The red line is the medial axis of the spheroid. The perpendicular lines to the medial axis
of each spheroid mask were used to measure diameter along the spheroids’ center-line. (d)
a 3D representation of the spheroid in ImageJ to calculate spheroid volume and 3D Feret
diameter.
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is required. The modified model was composed of 11 different sections between each neigh-
bouring node of Ranvier: two paranodal sections (PARA), two main juxtaparanodal sections
(JUXTA) and seven stereotyped internodal sections (INTRA). Each section was composed
of five subsections. The lengths of the subsections can be changed individually while keep-
ing the total length of the section constant. All subsections were then composed of three
equally-length segments (nseg) to guarantee computational stability in simulations. Electro-
physiological and morphological properties of each segment were the same along its length.
Three active channels, fast and persistent sodium, and slow potassium, were in the nodal
areas that help in generating action potentials and were modelled using modified Hodgkin-
Huxley based equations. The axonal membrane in the juxtaparanodal regions was covered
by fast potassium channels [2].
A comprehensive sensitivity study was done to investigate the relative effects of differ-
ent spheroid parameters, including spheroid’s maximum diameter, tapering and frequency
on action potential disruption. For simplicity, we focused on symmetrical spheroids. Ax-
onal spheroids were simulated by increasing the axons’ diameter in the swollen regions and
changing related electrophysiological properties of the axons accordingly. In particular, the
density of ion channels per unit area was reduced such that the total number of active ion
channels in the spheroid regions kept constant before and after spheroid formation. There is
no experimental data on the amount of change in the values of axoplasmic resistivity before
and after spheroid formation in axons. Therefore, following the approach used by Kolaric
and colleagues [79] and Mia and colleagues [226, 227] the axoplasmic resistivity (70 Ω cm)
of the axon were kept constant before and after injury in our simulations. However, diam-
eter dependent passive properties of the axon, including axoplasmic resistance, axolemma
capacitance, and membrane conductance, were changed as the size of the axonal membrane
changed in swollen regions.
Spheroid tapering was modelled by splitting each spheroid into three regions (See Fig-
ure 5.2). The middle region was the center of the spheroid with the maximum diameter
(Dmax) which was equal to the normal axonal diameter in that region multiply by diameter
change ratio. Regions one and three were the lateral portions of the spheroid with the same
diameter and length. Spheroids were not bounded by a specific axonal region and could
be extended to several regions. In other words, depending on the length of the spheroid,
one or more axonal regions (nodes, paranode, etc.) could be overlapped by each spheroid
region (regions 1, 2, and 3). Therefore, the diameter of each axonal section was changed to
be the same as the diameter of the overlapping spheroid region. However, regardless of the
axonal diameter in the swollen region, the electrophysiological properties of each section
were changed independently from the rest. Other than spheroid’s total length, all spheroid
morphological parameters (see Table 5.3) were based on the experimental measurements ob-
tained from the human brain tissue samples. Therefore for each spheroid parameter (SDR,
CLR and LADR), the minimum, maximum and the middle values of measurements from
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Table 5.3: Sensitivity study parameters
Parameter Values
Fiber diameter 1µm, 2µm, 5.7µm,
Spheroid location Node, Paranode, Juxtaparanode, Internode
SDR 1.7, 20.3, 39
Spheroid length 1µm, 3 µm, 10 µm
CLR 0.1, 0.42, 0.82
LADR 0.55, 0.75, 0.95
Spheroid’s demyelination level 0%, 50%, 100%
Frequency 1, 3, 5, 7
our histological observations (see Table 5.4) were used in these simulation. In order to study
the effects of spheroid location (node, paranode, juxtaparanode, etc.) on axonal function, we
set the length of spheroids in our sensitivity study such that some spheroids were bounded
in only one axonal region (See Table 5.3).
Following performing the sensitivity analysis, a series of simulations were done to study
specific effects of spheroid formation on action potential propagation for selected configura-
tions in more detail. In the first experiment, to investigate how the changes in the values of
spheroid’s tapering related parameters (CLR and LADR) affect action potential amplitude
and conduction velocity, one single spheroid (SDR=20.3) with the length of 1µm was mod-
elled at a node of Ranvier in the middle of the three axon models with the diameters of 1µm,
2µm, 5.7µm. CLR and LADR values were changed from 1 to 82 (n=10) and from 0.55 to
0.95 (n=10), respectively. To quantify the effect of spheroid location and frequency of axon
physiology, the spheroid’s location (i.e. node, paranode, juxtaparanode and internode) and
the number of spheroids (1, 3, 5, 7) were changed (SDR=20.3, length= 1 µm, CLR=0.42 and
LADR=0.75). To quantify the interaction between spheroid location and the SDR value,
a spheroid (CLR=0.42, LADR=0.75) with the length of 1µm was modelled and spheroid
location and SDR (1.7-39, n=10) changed. Finally to map the interaction between spheroids
and demyelination on signal conduction, spheroids (SDR=20.3, CLR=0.42, LADR=0.75)
with the lengths of 1 µm were modelled at different myelinated regions of the axon and
the level of demyelination was changed (0-100%, n=11). Demyelination was modelled by
reducing the thickness of the myelin layers in swollen regions.
The axonal model used for these simulations had 21 nodes of Ranvier, and the epicen-
tre of spheroid formation was at node 10. To generate an action potential in the axon, a
depolarizing current of 2nA with the duration of 1ms was injected in node 0 of the axon. In
order to avoid sealed end effects [1], recordings were done from nodes 5 and 15 of the axon.
All simulations were run with a time step of 0.005 ms.
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Figure 5.2: An axonal spheroid and its representation in Neuron. Top: shows an illustration
of a spheroid centered at the node of Ranvier of a myelinated axon that is expanded over
paranodal and juxtaparanodal regions. Bottom: The spheroid tapering was modelled by
splitting the spheroid in three regions. In this example model, the central region (pink) of
the spheroid is overlapping with the nodal and paranodal regions of the axon. The diameter
of each point of the axolemma in the central region is equal to the maximum diameter
(DMax) of the spheroid in the top image. However, regardless of the diameter of each point,
the electrophysiological properties (including the myelination level) of these sections were
changed individually in Neuron. The boundary and the length of the lateral regions of the
spheroid (green) were determined by identifying the xα and xβ points along the spheroid (see
table 5.2). In this example, the lateral regions of the spheroid are overlapping with paranodal
and juxtaparanodal regions of the axon. The diameter of each point of the axolemma in
the lateral regions is equal to the average diameter of all points between the xα and xβ
points of the damaged axon. However, similar to the central region, all other parameters
(e.g. number of myelin layers, number and types of ion channels, axolemma resistance and
capacitance, etc.) were changed individually to simulate the electrophysiological properties
of each axonal region (i.e. paranode, juxtaparanode, etc.).
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5.3.6 Statistical analysis
Statistical analyses were performed by SciPy library [243] implemented in IPython ver-
sion 7.4.0 [244] and JMP (Version 15. SAS Institute Inc., Cary, NC, 1989-2019). Axons
were placed into four groups based on the normal axonal diameter’s quantiles of identified
spheroids. D’gostino and Pearson’s test [245,246] of normality showed that the data distri-
bution in each group is not Gaussian. Therefore, the non-parametric Kruskal-Wallis H-test
was used to test if there was a significant difference (α=0.05) in the median values of each
measured parameter between different groups. Conover’s post-hoc test [247] was used to
make pairwise comparisons between different groups.
5.4 Results
5.4.1 Detection and quantification of axonal spheroids in human brains
samples
Two hundred and thirty-seven spheroids were identified and marked from the brain tissue
of four patients for further analysis after a double-blind review of axons in different lay-
ers of confocal images by moving the plane of focus up and down through each section.
The normal axonal diameter for identified spheroids ranged from 0.244 µm to 2.78 µm
(mean: 0.791 µm and std: 0.383 µm). Axons were categorized in four groups (G1: (0.244
µm, 0.487µm] | count= 61, G2: (0.487 µm, 0.653 µm] count=60, G3: (0.653 µm, 0.9 µm]
count=57, G4: (0.9 µm, 2.78 µm], count: 59) based on the normal axonal distribution quan-
tiles. Preliminary analysis suggested a non-Gaussian distribution for spheroid parameters
such as diameter, volume and surface area. Therefore, non-parametric tests were employed
to study variations among different axonal groups. Spheroids’ volume ranged from 4.02µm3
to 3926.5µm3 (mean: 160.87 µm2, std: 478.41 µm2). Spheroids’ surface area (in the image
plane) was ranged from 1.04 µm2 to 533.64µm2 (mean: 31.07 µm2, std: 64.79µm2). Feret
diameter, the longest distance between any two points along the spheroid’s ROI bound-
aries in 3D space, was measured for each spheroid and ranged from 3.51µm to 57.30µm
(mean: 10.64µm, std: 7.06µm). The results of Kruskal-Wallis H-test and post-hoc Conover
test suggested there is a significant difference (α<0.05) in distribution of spheroids’ volume
(χ2 = 91.55, p < 0.001), surface area in 2D planes (χ2 = 96.77, p < 0.001) and Feret
diameter in 3D space (χ2 = 79.42, p < 0.001) among different axonal groups (ie. G1, G2,
G3, G4). In general, larger diameter axons have higher median values of spheroid’s volume,
surface area (in 2D planes) and the 3D Feret diameter than smaller axons (see table 5.4).
The diameter of each spheroid along its center-line was measured at different levels (total
of 2339 planes) in the z-axis, and the level that each spheroid had its maximum diameter
was found. The overall maximum diameter for each spheroid ranged from 1.7µm to 23.09µm
with the mean and standard deviation of 3.343µm and 2.48µm, respectively. However, the
lowest value for the maximum spheroid diameter among all 2339 planes was 1.1µm. The
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minimum and maximum value for SDR, the spheroid’s maximum diameter to the axon’s
normal diameter ratio, were 1.69 and 38.96, respectively. The mean and standard deviation
for SDR were 4.99 and 3.24, respectively. Given the normal variability in the size and
diameter of spheroids and the constraints imposed by the resolution of the original confocal
microscopy images and spheroid masks, it was only possible to apply 10%-90% rule (see
methods section) to 2106 images (planes) for 211 spheroids to get an accurate measure of
CLR, the normalized length of the central part of the spheroid, LLR, the normalized lateral
region length ratio and LADR, the lateral region average diameter ratio along spheroids’
center-lines. However, for consistency, we calculated CLR, LLR and LADR values for each
spheroid in the plane that the SDR value was maximum. The mean value for CLR, the
normalized length of the central part of the spheroid, was 0.2±0.13 (0.01 - 0.82). On the
other hand, the mean value for LADR, lateral region average diameter ratio, was 0.77±0.08
(0.55 - 0.95). Kruskal-Wallis H-test suggests that the CLR ratio had the same distribution
among different axonal size groups (χ2 = 3.334, p = 0.343). On the other hand, there was a
significant difference (χ2 = 15.06, p = 0.002) in the LADR ratio distribution across different
axonal groups. Similarly, SDR ratio’s distribution was significantly different (χ2 = 59.16,
p < 0.001) across axonal groups and smaller groups had higher median SDR values than
the larger axonal groups (see table 5.4).
5.4.2 The effects of axonal spheroids on action potential propagation
To evaluate the possible effects of spheroids on signal conduction, 11,665 simulations with
different injury settings were performed for axons with the diameters of 1µm, 2µm and
5.7µm. Action potential amplitude and velocity values in intact axons ranged from 25.84
mV to 27.66 mV and 3.48 m/s to 12.2 m/s, respectively.
Spheroid parameters with the greatest effect on membrane potential
A series of simulations determined the relative effects of axonal spheroids and local de-
myelination on membrane potential and conduction velocity. The studied parameters are
spheroid’s length, SDR, CLR, LADR, local demyelination level, location, and frequency of
spheroid formation along the axon. Multiple stepwise regression analysis was conducted in
JMP. The linear models (3rd order polynomials and interaction terms) explained 82.3%,
80.7% and 81.1% of the variation in membrane potential of damaged axons with the di-
ameters of 1µm, 2µm and 5.7µm, respectively. Stepwise regression analysis revealed that
spheroid’s location (31.2%, 26.9% and 25.7%), SDR (12.1%, 12.5% and 9%) and demyeli-
nation level (6.8%, 6.6%, and 10.6% ) are the main predictors (P<0.05) of the amount of
post-injury variation in membrane potential in axons with the diameter of 1µm, 2µm and
5.7µm (see Figure 5.3). The frequency of spheroids explained only 2.4% and 3.2% of the
variation in action potential amplitude of axons with the diameters of 1µm and 5.7µ, respec-
tively. In contrast, the action potential amplitude of the axon with the diameter of 5.7µm
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Figure 5.3: The relative effects of axonal swelling injury parameters on membrane potential
and action potential propagation on axons with the diameters of 1µm, 2µm and 5.7µm.
Spheroid’s location (Node, Paranode, etc.), SDR and spheroid’s demyelination level are the
key predictors of membrane potential and conduction velocity in all axons.
was slightly more sensitive (4.5%) to spheroid frequency. Membrane potential in axons with
the diameters of 1µm, 2µm, and 5.7µm was less sensitive to spheroid length (1.7%, 2.8%,
2.2%). The rest of the variation in membrane potential was due to interaction terms and
higher-order terms.
Similarly, linear models explained 86.8% (D=1µm), 87.5% (D=2µm) and 86.4% (D=5.7µm)
of variation in conduction velocity of damaged axons in our simulations (Figure 5.3). Con-
duction velocity in axons with the diameter of 1µm, 2µm and 5.7µm, was more sensitive
to the spheroid location (31.3%, 29.4% and 27.3% ) and demyelination levels (12.5%, 13%
and 15.7%). SDR accounted for 9.3%, 9.3% and 7% of the variation in action potential
conduction velocity in axons with the diameter of 1µm, 2µm and 5.7µm, respectively. On
the other hand, the frequency of spheroid formation along the axons explained 2.7%, 4%
and 2.7% of conduction velocity variation in axons with the diameters of 1µm, 2µm and
5.7µm, respectively. Spheroid length, LADR, CLR and higher order terms are responsible
for the rest variation in action potential conduction velocity.
Specific cases of spheroid formation
A series of simulations were done to quantify the effects of the variation in different spheroid
parameters, including SDR, CLR, LADR, frequency and demyelination levels on action
potential propagation. In the first experiment, we modelled one single spheroid (SDR=20.3,
Length=1 µm) located at the tenth node of Ranvier (node 10) of axons with the diameters of
1µm, 2µm and 5.7µm. CLR and LADR values were changed from 0.01 to 0.82 and from 0.55
to 0.91, respectively. Our results indicate that the relationship between spheroid parameters
and action potential amplitude and velocity is highly non-linear (see Figure 5.4). Although
the small (D=1µm) and large (D=5.7µm) axons failed to conduct action potential signals
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for a wide range of CLR and LADR values (Figure 5.4), there was a small reduction (<2%)
in action potential amplitude of the axon with the diameter of 2µm. However, the speed
of signal propagation in the axon with the diameter of 2µm was reduced substantially
(mean=41.95%, std=10%). On the other hand, for a specific combination of parameters
(CLR=0.01 or 0.037 and 0.55<LADR<0.95) all axons could transmit signals, however, the
speed of signal propagation was reduced by 20.68% to 42.21% compared to the intact axons
(Figure 5.4d, 5.4e, and 5.4f).
The results of the second experiment to study the effects of spheroid location and fre-
quency on action potential amplitude and velocity (see Figure 5.5) showed that nodes of
Ranvier are the most sensitive point along the length of an axon; that even a medium-sized
spheroid (SDR=20.3, L=1µm) may completely block action potential signals in the small
(D=1µm) and large (D=5.7µm) axons. In contrast, juxtaparanodal and internodal regions
had the highest robustness to spheroids with intact myelin sheaths in all axons. Increas-
ing the number of spheroids along the axon led to a further reduction in action potential
amplitude and velocity in all axons (figure 5.5a-f). Although the 2µm axon showed similar
overall behaviour, it was more robust to disruptions in action potential propagation due to
spheroid formation in the nodes of Ranvier and paranodal regions (Figure 5.5b and 5.5e).
The results of the experiment to quantify the effects of spheroid location and SDR on
action potential conduction and amplitude (figure 5.6) showed that increasing the SDR value
for a single spheroid (L=1µm, CLR=0.42, LADR=0.75) decreased the ability of axons to
conduct action potentials or caused signal propagation blockade when the SDR value was
greater than 27 in all axons.
The results of the experiment to map the interaction between spheroids location and
demyelination levels on signal conduction indicate that the paranodal region was most sen-
sitive to spheroids. When spheroids were at three paranodal regions (adjacent to nodes 9,
10 and 11) of the small axon (D=1µm), conduction was blocked even in the absence of
any demyelination (see Figure 5.7). Larger axons (D= 2 µmand 5.7µm) showed similar
behaviour, however, transmitted action potentials unless the spheroids were fully demyeli-
nated. Juxtaparanodal and internodal regions were more robust to spheroid formation. All
axons could continue signal propagation with minimum reduction in action potential am-
plitude (<0.05%) or velocity (<1.8%) compared to intact axons when spheroids were at
juxtaparanodal or internodal regions even when the thickness of the myelin sheath was
reduced by 90% (Figure 5.7) of their normal values. However, propagation stopped in all
simulated axons when all three spheroids were fully demyelinated.
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Figure 5.4: Percent reduction in membrane potential amplitudes (a, b, c) and conduction
velocities (d, e, f) because of variations in CLR and LADR when a single spheroid with the
SDR of 20.3 and length of 1µm was modelled in node 10 of axons with the diameters of 1µm,
2µm and 5.7µm. The relationship between axonal size, membrane potential and spheroid
parameters is highly non-linear. Although action potential propagation was blocked (a, d,
c, f) in small (D=1µm) and large (D=5.7µm) axons when CLR >0.46, the axon with the
diameter of 2µm could still propagate AP signals with minimal reduction in their amplitudes
(b) however at much lower (<60%) velocities (e) compared to the intact axon with the same
size.
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Figure 5.5: Percent reduction in membrane potential amplitudes (a, b, c) and conduction
velocities (d, e, f) because of variations in spheroid location and frequency in axons with the
diameters of 1µm, 2µm and 5.7µm (injury epicenter: node 10). Spheroid’s length =1µm,
CLR=0.42 and LADR=0.75. Nodes of Ranvier are the most sensitive part along the axons
that formation of even one relatively large spheroid (SDR=20.3) in those regions can cause
a complete blockage of the transmission of neural messages.
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Figure 5.6: Percent reduction in membrane potential amplitudes (a, b, c) and conduction
velocities (d, e, f) because of variations in spheroid location and SDR (injury epicenter:
node 10) in axons with the diameters of 1µm, 2µm and 5.7µm. Spheroid’s length =1µm,
CLR=0.42 and LADR=0.75, Frequency=1. When located in nodes of Ranvier, even small or
medium size spheroids (SDR<20, length =1µm) can disrupt action potential propagation.
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Figure 5.7: Percent reduction in membrane potential amplitudes (a, b, c) and conduction
velocities (d, e, f) because of variations in spheroid location and demyelination levels (injury
epicenter: node 10) in axons with the diameters of 1µm, 2µm and 5.7µm. Three spheroids
with the length of 1µm and SDR value of 20.3 (CLR=0.42 and LADR=0.75) were modeled
in different myelinated axonal regions. Paranodal regions were most sensitive to spheroid
formation and conduction disruption. Spheroid formation and mild demyelination reduced
conduction velocity in all axons however, action potential propagation was blocked when
all three spheroids were completely demyelinated.
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Table 5.4: Descriptive statistics of spheroids’ measures from human brain tissue
Group 1 Group 2 Group 3 Group 4
AxonD (µm) mean 0.404 0.577 0.779 1.245
std 0.068 0.047 0.069 0.405
min 0.244 0.488 0.660 0.920
50% 0.418 0.590 0.787 1.120
max 0.487 0.653 0.900 2.780
SDR mean 6.196 5.108 4.521 4.077
std 2.469 4.671 2.115 2.718
min 3.588 3.159 2.261 1.688
50% 5.429 4.292 3.623 3.311
max 16.503 38.969 10.349 18.184
Volume (µm3) mean 19.818 59.473 77.380 211.466
std 31.801 247.182 108.383 533.385
min 4.147 4.023 7.590 7.723
50% 11.194 19.521 36.792 62.277
max 233.689 1931.382 497.585 3926.528
Area (µm2) mean 7.523 18.149 24.071 47.900
std 7.012 52.152 24.921 74.660
min 2.871 3.506 3.283 5.983
50% 5.099 9.232 14.046 21.464
max 46.726 410.294 114.880 500.212
CLR mean 0.216 0.202 0.193 0.193
std 0.104 0.128 0.127 0.149
min 0.047 0.017 0.030 0.011
50% 0.188 0.184 0.170 0.158
max 0.500 0.663 0.600 0.820
LADR mean 0.801 0.785 0.765 0.742
std 0.078 0.074 0.074 0.080
min 0.620 0.619 0.588 0.546
50% 0.806 0.793 0.773 0.741
max 0.935 0.921 0.951 0.892
3D Feret Diameter (µm) mean 6.432 9.670 11.699 15.329
std 2.736 6.429 5.614 9.078
min 3.515 4.250 3.794 5.438
50% 5.444 7.176 10.988 13.490
max 18.885 38.904 29.100 57.302
5.5 Discussion
The proper functioning of axons is vital for the transmission of neural signals. Spheroid
formation is one of the early and common axonal pathologies in MS, TBI and SCI [219].
Although recent 3D microscopy studies have shown that the cross-section shape and di-
ameter of individual axons may vary along their length [248], large or sudden changes in
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the diameter of axons may cause functional disruption [79, 226]. While there have been
some preliminary investigations into the effect of spheroids on neurophysiology, this study
expands the work to include the interaction of normal variation in axon morphology with
the presence of spheroids.
These results of this paper agree well with existing studies on spheroids suggesting that
the larger the spheroids are, the stronger their effects are on action potential propagation
[79, 226]. However, the studies on unmyelinated axons [226, 227] indicate that other than
the spheroid’s diameter, the geometry of spheroids and the rate of change in diameter plays
a key role in determining if a spheroid blocks conduction. The results of our morphological
analysis show that spheroids’ geometry are very different and there is a wide variation in
values of spheroid tapering-related parameters (CLR, LADR, SDR) in damaged CNS axons
(Table 5.4). Although the change in CLR and LADR values in our simulation of myelinated
axons changed the dynamics of signal propagation in some cases (see Figure 5.4), the results
of stepwise regression analysis (Figure 5.3) indicate the relative effects of CLR and LADR
values on action potential amplitude were smaller than the other parameters within the
range of values studied in this paper.
Different axonal structures may be damaged following mechanical trauma, and sev-
eral mechanisms trigger secondary injury. Among them, myelin damage [143, 181, 249]
and spheroid formation have been observed in numerous in-vivo studies, and many ex-
perimental treatment strategies are aimed at mitigating the effects of these structural
changes [93,157,158,188]. However, the spheroid formation can occur with demyelination or
separately. Although demyelination is the hallmark of MS, recent studies on animal models
of experimental autoimmune encephalomyelitis (EAE) shows that axonal spheroids may
appear in axons with an intact myelin sheath [224]. On the other hand, several other stud-
ies reported myelin injury in swollen regions of axons following trauma [250] or in other
CNS diseases. Depending on the type and severity of the injury, one or more spheroids may
appear along the axon [82,251].
Previous computational studies suggest that the functional effects of single spheroids
located in internodal regions of myelinated axons are limited, and the diameter of spheroids
should be beyond observed physiological values in experimental studies [79] to see signifi-
cant effects. Our results indicate that as long as some extent of the myelin sheath covers the
spheroids, single spheroids in internodal regions did not block signal propagation within the
range of values studied in this research. Similar behaviour was seen for the spheroids in the
juxtaparanodal regions. However, the results of the current study suggest that paranodal
regions are far more sensitive to spheroid formation than juxtaparanodal and internodal re-
gions. Previous observations indicate that paranodal regions are more susceptible to myelin
injury [92,93,252] and spheroid formation following trauma. Studies on MS patients reported
that paranodal axoglial junctions might become damaged in the normal-appearing white
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matter of the brain [253]. Also, animal models of MS show formation of axonal spheroids
in paranodal regions [224].
In contrast with internodal and juxtaparanodal regions, the results of our computational
sensitivity study showed that a single medium-sized spheroid (L=3µm and SDR=20.3) with
intact myelin sheath in the paranodal region was enough to block signal propagation in
all axons with the diameters of 1µm, 2µm and 5.7µm. Demyelination in wide regions of
the axon may slow down action potential propagation or block neural signals altogether. In
particular, myelin damage in paranodal regions has a substantial effect on the axon’s ability
to conduct signals [37, 241]. Although it is reported that some completely demyelinated
axons can still propagate signals [79, 254], when myelin injury and axonal swelling occur
in non-nodal regions of the axon, their combined effect may block signal propagation. Our
results (Figure 5.7) showed that even a thin layer of the myelin sheath covering the swollen
region of the axon could significantly support action potential propagation. However, when
spheroids are completely demyelinated, the axon’s ability to propagate action potentials
reduces substantially and action potentials are blocked.
Nodes of Ranvier are essential for generating action potential in myelinated axons, and
any damage in these regions may block signal propagation. Previous literature suggests
that Ranvier nodes experience high amounts of stress following diffuse brain injury [144]
as myelin sheaths do not protect them. In MS patients, axonal spheroids may appear at
nodes of Ranvier in normal-appearing white matter tissue [253]. This research indicates that
nodes of Ranvier are the most sensitive region along axons to the spheroid formation. Our
results show that when there were three small spheroids (SDR=1.7 and L=3µm) in three
consecutive nodes of Ranvier, action potential was blocked in all axons. In our simulations,
only one spheroid (CLR=0.42, LADR=0.75) with the SDR of 10 and length of 1µm in a
node of Ranvier was enough to block signal propagation in the small axon (D=1µm) and
substantially reduce conduction velocity in the larger axons (D= 2µm and 5.7µm)
Although there is a normal variation in the size of axons, their susceptibility to injury
might be different. Previous studies have reported a 100 fold difference in the diameter of
axons in the central nervous system ranging from 0.1µm to > 10µm [34]. The diameter of
axons may increase over time [255] to facilitate action potential propagation and communi-
cate at higher rates [34]. The results of our morphological analysis of human brain samples
indicate that there was a 10 fold difference in the normal diameter of axons for identi-
fied spheroids ranging from 0.24µm to 2.78µm. Observations in previous studies show that
small axons are more susceptible to spheroid formation and the number of spheroids that
appear along axons following strain injury has a inverse relationship with the axon/bundle
diameter [87]. Previous models [79] suggest that larger spheroids are needed for blocking
signal propagation in axons with larger diameters and increasing the axonal base diameter
recovered conduction for the same spheroid size in computer simulations. In our study, the
smallest axon (D=1 µm ) was most sensitive to the spheroid formation. However, although
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larger spheroids in terms of the absolute value of spheroid diameter were needed to block
action potentials in axons with the diameters of 2µm and 5.7µm, the overall relationship
between the normal axonal diameter and the minimum SDR value needed for blocking AP
propagation was not linear (Figure 5.6); and a linear regression relating normal axonal di-
ameter and spheroid diameter could not predict the amount of functional disruption in our
models. However, analyzing the results of our sensitivity study revealed that the average
amounts of reduction in action potential amplitude and conduction velocity were increased
as the value of SDR increased for each axon regardless of other spheroid parameters (CLR,
LADR, length, frequency, etc.). Our morphological measurements (Table 5.4) showed that
while the median values of spheroids’ volume were higher for larger axons, the median SDR
values had a reveres relationship with axonal diameter. The median values of SDR for the
identified spheroids in human brain tissue were 5.42, 4.29, 3.62 and 3.11 for the axons in
groups 1, 2, 3 and 4, respectively. This suggests that as the diameter of axons increases, the
SDR value decreases, which might be a protective mechanism for larger axons to maintain
conduction.
Therefore, in addition to what was suggested in previous studies [226] that spheroid
tapering is an important factor for determining the dynamics of signal propagation in un-
myelinated axons, the results of this study suggest that spheroid location and SDR are the
two most important parameters for predicting signal propagation in the myelinated axon.
However, in this study, we focused on investigating the propagation of low-frequency signals
and single action potentials in myelinated axons. In many of our simulations, there was only
a marginal reduction in the amplitude of action potential signals post-swelling; however, the
reduction in conduction velocity was sizable. Previous research has shown that neurons may
fire at different rates (from 1Hz to >100Hz) [34]. Recent computational studies on unmyeli-
nated axons [226] have shown that axonal spheroids may act as a filter and change the
frequency of spike trains or even reflect action potential signals in the opposite direction.
This may completely change the information content being transmitted between neurons
and cause functional disabilities. Therefore, further studies need to be done to explore the
relationship between different spheroid parameters and the changes in spike train frequency
in myelinated axons. This observation could suggest a functional target for detecting subtle
axon damage in white matter before demyelination occurs. Moreover, although the gen-
eral notion is that axons are considered as long cylinders with an almost constant circular
cross-section along their length, recent observations with 3D electron microscopy indicate
that the cross-section of axons have an oval shape and their diameters change [248]. These
geometrical differences need to be taken into account in future computational models when
studying functional effects.
A key challenge in studying diseases such as MS, TBI and SCI and linking observed
histological changes to functional implications is that we are limited to studying deceased
human subjects or replicating human disease in animals with different biophysical and
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morphological characteristics. Coupling pathological observations from human tissues with
computational models of axonal function provides a unique tool to quantify the potential
impact of changes in the axonal structure on function. We expect this research to lay the
quantitative foundation for new potential functional markers of white matter tissue damage
and provide further insights into how axonal spheroids may affect function. Technologies
such as EEG, MEG, and embedded electrode arrays directly measure neuron function. How-
ever, they depend on quantitative metrics to effectively differentiate a diseased or injured
condition. This study’s results may help in augmenting our understanding of the relation-
ship between clinical signals from these technologies and patients’ symptoms. This work will
lay the foundation for new research to link the structure-function relationship of injured
CNS axons and provide a pathway to integrate advanced technologies to identify subtle





Computational modelling of the nervous system provides a complimentary tool to overcome
some of the limitations of current animal and in-vitro models of neurological diseases and
injuries. In recent years, the interest of the neuroscience community in employing biophysical
models has risen as they let us change and study the effects of individual injury parameters
on signal conduction, and they can be cheaper and faster than animal studies. Increased
computational power has facilitated large scale simulations and increasingly complex and
accurate model development [256,257]. Computational models allow us to comprehensively
explore and narrow the parameter space to experimentally test treatments with the highest
promise and minimize the number of animals involved in those studies. These models also
facilitate the exploration of mechanisms of action that result in experimentally observed
phenomena. In this thesis, we employed a series of computational models to investigate
the relationship between different neuropathologies reported in human patients and animal
models of TBI, SCI and MS (chapters 3, 4, 5) on axonal function. The objective of these
studies was to develop accurate models that balance complexity with computational costs.
In mammals, white matter tissue mainly consists of oligodendrocytes with their myelin
sheaths and axons (chapter 1). Unlike unmyelinated axons, where sodium channels (Nav1.2)
are distributed along the axon, the inhibitory effects of myelin sheaths in myelinated axons
result in the clustering of sodium channels (Nav1.6) at the nodes of Ranvier [258]. This
unique structure makes myelinated axons conduct signals faster and more energy-efficiently
which is required for fast cognitive, motor and sensory function. The integrity of myelin
layers and myelin-axolemma junctions around the nodes of Ranvier are essential for main-
taining axonal ionic balance, the proper function of neurons, and action potential generation.
Demyelination (Chapter 3 and 5) and axonal swelling (Chapter 5) are hallmarks of axonal
injury in TBI [82, 252], SCI [143], MS [162], ischemic stroke [259] and other neurological
diseases which are associated with functional disruption and slow information processing
in patients [252, 260–262]. Nodal and paranodal disruptions have been reported in mod-
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els of auto-immune diseases [263–265] and previous experiments showed that the myelin
sheath in the paranodal and juxtaparanodal regions experience high stress levels following
strain injury [89, 171] and TBI [252]. These events may damage the myelin layers in those
regions, increase the periaxonal gap (the space between the axolemma and myelin sheath)
and expose the fast potassium channels located in juxtaparanodal regions. Although the
relative length of the paranodal and juxtaparanodal regions is short compared to length of
the internodal regions (<5%) [37], the results of our study (chapter 3) suggest that even
subtle myelin abnormalities in those regions may have sizable effects on action potential
amplitude and velocity. Previous research indicates that the susceptibility of axons of dif-
ferent calibre to mechanical trauma and myelin damage is different. Our results reinforce
the interaction of axon calibre and myelin damage on the extent of functional disruption.
Studies on TBI models of mice showed that paranodal disruptions have significant effects on
action potential velocity three days post injury. Function recovery was observed in injured
mice at two weeks post injury - which aligns with the time frame required for remyelina-
tion [252]. The results of this thesis suggest that myelin detachment in the paranodal and
juxtaparanodal regions has a bigger effect on membrane potential and conduction velocity
than myelin retraction. Similar to what was demonstrated in Chapter 5, our myelin injury
model suggests that even a thin layer of myelin can be very beneficial in supporting axons
in conducting action potentials. Interestingly, recent studies [266] have shown that neuronal
activity in demyelinated axons promotes oligodendrocyte differentiation and remyelination.
Hence, early interventions to stop or reduce demyelination in damaged axons not only help
some axons continue signal propagation (chapter 3 and 5) but may also indirectly increase
the recovery of axons following the acute phase of injury because of the remaining activity
of neurons.
Focal spheroid formation is another hallmark of axonal injury in neurological abnor-
malities including TBI [78, 219, 223], SCI, Alzheimer’s [220, 221], Parkinson’s [222], and
MS [224,225]. Axonal spheroids may appear because of structural changes in the axolemma,
breakage of microtubles and local accumulation of neuronal cargo in different parts of the
axon or over-activation of glutamate receptors [267]. Previous experiments have reported
that the diameter of these spheroids may be up to 30 times that of the normal axonal diam-
eter [82]. A sequence of spheroids may appear along a damaged axon. However, spheroids
may be much smaller depending on the type and the severity of the injury. It has been
shown that axonal spheroids and the changes in axonal diameter affect the integrity of
myelin layers locally [268] and may disrupt action potential propagation in myelinated [79]
and unmyelinated [226] axons.
To study the effects of spheroids’ geometrical variations, demyelination level, location
and frequency of spheroid formation on action potential generation we developed a model
of spheroid formation and performed a comprehensive study on axons with the diameters of
1 µm, 2 µm, and 5.7 µm (chapter 5). However, in order to study subtle abnormalities that
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may cross different axonal structures (node, paranode, etc.) such as spheroids in different
computational models, high geometrical resolution is needed. The conventional method
to increase geometrical resolution in NEURON is to increase the number of segments.
However, this results in increasing the computational cost and time of running simulations
significantly which becomes a challenge in simulation of large axonal networks. On the other
hand, when simulating the same abnormality in neurons with different size, the number of
segments in each structure may vary from one neuron to another neuron. It confounds
computational results and makes comparison of results challenging. We employed a novel
approach (chapter 4) to increase the geometrical resolution in single axons and large axonal
networks that is also applicable to all existing myelinated and non-myelinated neuronal
models in NEURON. The new model may reduce the computational cost by up to 99%
compared to the conventional methods (increasing segments) and makes the comparison
of results among axons with different calibers more consistent. Employing the new model
allowed us to extend the boundaries of spheroids to different axonal structures and change
the electrophysiological and morphological properties of the spheroids as needed.
Our results (chapter 5) indicate that the relationship between axonal function and dif-
ferent spheroid’s parameters is non-linear. The results of the current study suggest that
myelinated axons of different size respond differently to spheroids. Among all studied pa-
rameters, spheroid diameter ratio (SDR), location and demyelination level are the main
predictors of functional disruption after injury in myelinated axons. Previous literature re-
ported axonal spheroids in nodes of Ranvier in normal-appearing white matter tissue of
MS patients [253] and indicate that paranodal regions are more susceptible to myelin in-
jury [92,93,252] and spheroid formation following trauma. The results of this thesis indicate
that nodes of Ranvier and paranodal regions are the most sensitive regions along axons to
the functional disruptions following spheroid formation. This suggests that more targeted
treatments need to be developed that focus on these two regions.
Animal models are the traditional method for studying brain and spinal cord injuries.
Although non-human mammals and humans share many common physiological properties,
the important differences in the geometry of their brain, craniospinal angle, white to gray
matter ratio and the number and size of spinal tracts may lead to substantial differences in
behavioural and histopathological responses to the same injury type and severity level from
species to species [269–273]. For example, previous literature suggest that smaller animals
have a tendency to have smaller axons and larger animals present larger axonal diameters
in their spinal cords [274–276]. Past studies report that the average diameter of axons in the
pyramidal tracts of rats ranges from 0.72 µm [277,278] to 1.18 µm [279] while 90% of axons
are smaller than 1.5 µm [276]. However, cats have larger axons (0.25 µm - 23 µm) in their
pyramidal tract [275] while the majority of axons are less than 2 µm in diameter [275,280].
The axonal diameter in pyramidal tract of monkeys ranges from 0.04 µm to 9.48 µm [281]
whereas, the diameter of axons in the pyramidal tract of human spinal cord varies from 0.3
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µm [282] to 20 µm [283]. However, it is important to note that experimental limitations and
histological distortions may have confounded measurements as an axon with the diameter
of 23 µm in cats is quite large even for humans and monkeys [276].
Axons with different diameters may respond differently to injuries and diseases. Through-
out this thesis, variation in axonal calibre was included to quantify the interaction of axon
diameter with damage parameters. In this thesis (chapter 5), we collected and analyzed
confocal microscopy images from post-mortem human brain tissue of four MS and infarct
patients. Following identification and labeling spheroids in myelinated axons and perform-
ing image processing, a new data-set of morphological features of the spheroids (including
diameter, Feret diameter, volume and area) in the human brain was created. Our results
suggest that there is a significant difference between the morphological features of these
spheroids such as SDR ratio (the spheroid’s maximum diameter to axonal diameter ratio)
and spheroids’ volume among axons with different diameters. Our analysis revealed that
although the size of absolute value of the maximum spheroid’s diameter value in larger
axons might be larger than the smaller axons, there is an inverse relationship between the
SDR value and the normal axonal diameter in damaged axons in the human brain tis-
sue. Therefore, it is important to perform injury models across a wide range of axons to
get a more comprehensive understanding of the relationship between axonal morphological
features and injury parameters.
Although there are important ethical and economical issues around use of animals in
studying the brain and spinal cord diseases, due to very complex structure and function of
the nervous system the use of animals models is still vital. In the past two decades, new
treatments and neuroprotective drugs were developed that showed promising effects in an-
imal models of brain injury; however, all failed in Phase II or Phase III clinical trials [269].
The efficacy and effectiveness of drugs and therapies depend on the electrophysiological
and morphological properties of target cells. Therefore, the choice of animal model is a
very important issue to consider for maximizing the possibility of finding an effective treat-
ment for SCI and TBI in humans. Rats and mice are the most commonly used animals
for SCI research [276] due to access and cost considerations as well as the extensive avail-
able literature on the their anatomical and functional analysis related techniques [284–286].
However, there are substantial differences in terms of axonal size, neuroanatomical, neuro-
physiological and behavioral characteristics of of these animals from humans [276,287,288].
The results of Chapters 3 and 5 of this thesis showed that the mechanism of injury might
depend on axonal diameter. In addition, the results of Chapter 3 suggest that the efficacy
of treatments such as potassium channel blockers may vary in axons of different calibers. In
our simulations, when axons were damaged by both myelin retraction and myelin detach-
ment, potassium channel blockers were more effective (54% and 34% increase in membrane
potential compared to pretreatment values in axons with diameters of 1µm and 2 µm, re-
spectively). However, blocking fast potassium channels in the large axon (D = 5.7 µm)
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could not increase membrane potential by more than 2% at the epicenter of injury, and
action potential propagation was not recovered in distal nodes. Therefore, it is important
to not only consider electrophysiological difference in neurons but also take morphological
differences into account when developing and testing new treatments and drugs following
neurological injuries.
In agreement with previous studies [288, 289], the results of this thesis supports using
of nonhuman primates (NHPs) in TBI and SCI studies. NHPs share more physiological
features with humans and the size and variability [276,290] of their axons are more similar to
humans than small mammals. This may facilitate the successful translation of new therapies
to humans and minimize the risk of side effects. However, not all NHPs are the same.
Considering the similarities in size, pharmacodynamics, electrophysiological properties of
blood-brain barrier (BBB) and recovery time frames, the macaque monkey is a more suitable
candidate for animal studies than other NHPs [288]. While small animal models continue to
be useful for making mechanistics observations and to understand fundamentals of biological
processes, our work supports the suggestion that larger animal models should be used in
preclinical trials as an intermediate step before human studies [269,288,289].
Previous studies suggest that there might be some sex-based differences in outcomes
after traumatic brain injury in animals and humans [291, 292]. Although there are some
observations indicating that females may have higher concussion rates [293–295] and worse
outcomes than males following sport injury [296–298], the effects of sex on TBI and SCI
patients in clinical settings is not completely understood yet [292,299,300]. Factors like the
differences in metabolism, brain function and pre-injury comorbidities may affect functional
outcome post injury [269] in each sex. Experimental evidence suggest that the female sex
hormone, progesterone, has neuroprotective effects and may improve neurological function
following injury in humans [292, 299, 301]. However, recent in vivo studies revealed that
axons from human females have smaller diameter than those from males (in the absence of
progesterone) and also showed substantially more spheroids post mechanical injury [298].
Studies using diffusion MRI have shown that the mean axonal diameter in females is smaller
than males in different sections of the human corpus collosum [302] and the white matter
volume is larger in males than females [303]. Previous studies have shown that the smaller
axons are more vulnerable to stretch injury, myelin damage and spheroid formation. Our
results also indicate that smaller axons are more sensitive to spheroid formation and expe-
rience disruption in their function (Chapter 5). Therefore, progesterone might be one the
natural solutions that evolved to protect small axons of females from brain and spinal cord
injury. However, it is important to note that since most of the animal studies are done
with males, it is vital to include more female animals in future investigations and study the
relationship between axonal size, injury parameters, sex and the effectiveness of different
treatments.
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Although animal studies are useful in elucidating the short term effects of new drugs
in living organisms, the long term effects of new drugs when humans use them may be
different from the short term effects. In addition, animal models are limited because of
the number of outcome measures that can be measured during the course of a study. The
injury process may be affected by several factors such as immune system response, genetic
predispositions, regeneration, etc. Biophysical computational models combined with animal
experimental models of the brain and spinal cord injury provide a great opportunity to
study the effects of the injury mechanism on neural function and highlight potential targets
for treatments. These models may also provide a means to translate results from animal
studies onto simulated human scale models and help in performing more targeted and
effective preclinical trials.
Genetic, biochemical and neuroimaging biomarkers can provide important information
in the diagnosis of traumatic brain and spinal cord injury. Although extensive research has
been done to identify different biomarkers for evaluation of TBI and SCI [304–309], there is
still a need for developing new clinically relevant and common biomarkers in humans and
animals for proper and timely translation of animal studies to humans [269]. Specific physi-
ological, molecular and biochemical biomarkers such as Alpha-II-spectrin [305,306], aldolase
C (ALDOC), brain lipid binding protein (BLBP), astrocytic phosphoprotein (PEA15) and
glutamine synthetase (GS) [310] help in monitoring and proper assessment of the severity
of injury and the efficacy of treatments [269]. With the recent advancement in diagnosing,
monitoring and neuroimaging technologies such as functional MRI, positron emission to-
mography (PET) and Magnetoencephalography (MEG), it is possible to measure different
biochemical, anatomical, functional and genetic biomarkers simultaneously to get a more
comprehensive overview of the state of the injury in animals and humans at a time. The
use of multi electrode arrays (MEAs) is becoming increasingly more prevalent within the
neuroscience research community to monitor neuronal function in animal studies in different
stages of injury [311–314]. However, their application in clinical setting is limited as they
are highly invasive. On the other hand, techniques such as MEG with very high spatial and
temporal resolution could assist in identifying abnormal localized function non-invasively.
However, identifying the most important structural and electrophysiological predictors of
function is important for finding new therapeutic targets. The use of conventional mathe-
matical methods such as principle component analysis (PCA) to identify the most important
parameters that affect the injury outcomes combined with novel artificial intelligence and
machine learning algorithms to analyze neuroimaging data sets and electrophysiological
recordings may help in identifying new biomarkers for early detection of pathologies and
selecting more specific treatments.
Although different drugs and treatments have been developed to recover action potential
propagation in injured axons in animal and in vivo studies, most of them have not yet trans-
lated into clinical therapies for human injuries [269,315]. Following injury, several structures
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may be damaged and cause functional disruption. The results of the current study suggest
that the extent and effects of each injury parameter on axons with different morphological
and electrophysiological properties might be different even in the same species. Therefore,
in order to develop new effective treatments for patients with brain and spinal cord injury, a
multifaceted approach to use multi-functional agents and/or combination therapies should
be used [269,316,317]. A combination of the application of pharmaceutical agents, stem cell
therapy and other approaches such as electrical stimulation with complementary targets
and effects may have more significant neuroprotective and/or neurorestorative effects. In
addition, testing new drugs and methods developed based on animal models of rodents in
preclinical studies with NHPs help in reducing the potential side effects and maximizing
the chance of successful translation of these treatments in clinical trials in humans.
6.2 Recommendations for future work
Although the imaging and electrophysiological recording technologies have advanced in the
past few years, there is currently no recording data from single cells that compare the ax-
onal function before and after myelin damage or spheroid formation in the central nervous
system. Therefore direct quantitative comparison between the results of this study and ex-
periments on damaged axons is not possible. Instead, comparing the trends and the overall
behaviour of axons with reported observations in experiments of axonal injury might be
a better option to study the underlying relationship between structural changes and func-
tional disruptions. However, it is important to develop new protocols and perform new
experiments to measure the structural and related functional changes more accurately. In
recent years, new methods have been developed to obtain stem cells from humans and dif-
ferentiate them into neurons in vitro by overexpression of Neurogenin-2 (Ngn2) [298, 318].
Moreover, dynamic stretch injury of cultured axons have been done successfully in sev-
eral studies [161, 298, 319]. Advanced imaging technologies such as transmission electron
microscopy (TEM) and serial block-face scanning electron microscopy [320] provide high
resolution images that can be used to study ultrastructural changes of axons before and
after injury. In addition, with the recent advancement in fine microelectrode arrays, com-
plementary metal-oxide–semiconductor (CMOS) nanoelectrode arrays (CNEA) [321] and
acquisition systems [322] real-time and high-precision extracellular and intracellular record-
ing from cultured neurons has become possible.
The simulations and modified models used in this study were based on the geometrically
accurate models of motor neuron fibers developed by McIntyre and colleagues [2]. The mod-
els had a double cable structure to take the myelin sheath and other membrane mechanisms
into account. The nodal diameter of the simulated fibers were 0.7µm, 1.4µm, 1.9 µm for
the axons with the diameters of 1µm, 2µm and 5.7µm, respectively. Although these values
are within the reported ranges for axonal diameter values in the human CNS [290] and
100
what we observed in our morphological analysis of the human brain (chapter 5), the axonal
diameter ranges from 0.1 µm [34] to 20 µm in the human CNS [283]. Therefore, developing
more accurate and specific axonal models that incorporate more membrane mechanisms
and simulate electrochemical processes inside neurons for different regions of the CNS may
help to improve the accuracy of the predictions. Further, there may be sex differences in
axon calibre range or distribution as well as differences in structures such as channel distri-
butions. Through this work we see the important functional implications of subtle changes
in axonal structure or injury. It will be important to ensure biophysical models such as the
one used in this study, fully represent the diversity of human axonal morphology.
The focus of the current thesis was on investigating the changes in propagation of single
action potentials in damaged axons. However, axons in different CNS regions or in the same
axonal bundle/tract (e.g corticospinal tract in the spinal cord) may have different calibers
and fire at higher rates to encode and transmit the information to other neurons in the
network [34]. Moreover, the firing frequency of axons may vary in different animals. For
example, previous studies have reported that cortical fast-spiking neurons may fire at 453
Hz in humans whereas the neurons in the association cortex (entorhinal) of mouse could
generate action potential at much lower frequencies (342 Hz) [323]. It is shown that axonal
injuries such as spheroids may act as low-pass filters in non-myelinated axon [226] and
disrupt the proper transmission of neural messages. Therefore, it is important to investigate
the effect of the abnormalities studied in this thesis on the propagation of high frequency
signals in myelinated axons of different caliber to get a more comprehensive understanding
of the structure-function map in damaged axons in different animals.
Currently, magnetic resonance imaging (MRI) is one of the first diagnostic procedures
done following admission of TBI or SCI patients to the hospital. Although conventional
MRIs are very useful for highlighting structural damage to the CNS tissue, the amount of
information one can get regarding functional status of damaged axons is minimal. On the
other hand, more advanced technologies such MEG, high-resolution MRI and DTI (Diffusion
Tensor Imaging) Tractography [324] have become more available and allow better measures
of the post-injury functional, structural and connectivity changes of axons. Correlating brain
structural changes with function and scaling the predictions in larger networks of axons can
be the next front for understanding the mechanisms and effects on injury.
6.3 Concluding remarks
During this project we employed different advanced numerical methods and computational
models to characterize morphological changes in damaged axons and study the effects of
some of most common axonal injuries on signal propagation in the central nervous system.
To this end, the key contributions and findings of this thesis can be summarized as follows:
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• Developing a biophysical model of axons with diameters of 1µm, 2µm and 5.7µm to
study the effects of paranodal and juxtaparanodal myelin injury and identifying the
axonal structures with highest impact on membrane potential and conduction velocity
in intact axons. Our results show that length of nodes of Ranvier (which are covered
with high number of sodium channels) and axonal diameter are the most important
factors in predicting the amplitude and velocity of action potentials in intact axons,
respectively. Therefore, precise measurements of morphological and electrophysiolog-
ical properties of nodes of Ranvier and axonal diameter are necessary for improving
the accuracy of predictions in intact and damaged axons.In addition, using a single
generic axon model (as many previous studies have) to simulate damage will not fully
capture the varied response of normal axons to injury.
• Quantifying the relative effects of myelin retraction and myelin detachment in para-
nodal and juxtaparanodal regions on signal propagation. The results of our damage
study indicate that myelin detachment was the key parameter for prediction of the
variation in axonal dysfunction after subtle myelin injury in small and large axons.
Our results also show that axonal caliber affects the response of axons to the severity
and type of myelin retraction and detachment injury with larger axons being more
affected by damage in the juxtaparanodal regions. Therefore, pharmacological agents
and neuroprotective treatments may need to target different regions of small and large
axons following myelin damage.
• Studying the relative efficacy of potassium channel blockers on recovery of action
potentials in damaged axons with different diameters and identifying the optimal
targets for potassium channel blockers. Our results indicate that potassium channel
blockers were most effective in small diameter (D= 1 µm and 2 µm) axons but less
effective in larger axons (D= 5.7 µm). Moreover, the efficacy of potassium channel
blockers varied based on the nature and combination of different injuries. This could
have implications in treatment efficacy and scaling treatments from small animal
models to humans.
• Developing and validating a novel approach for increasing the geometrical resolution in
biophysical models of myelinated and unmyelinated axons in NEURON that reduces
computational cost by up to 98% compared to the conventional methods. This will
enable larger and more diverse simulations of neural injuries in an efficient manner.
• Developing a new dataset of human brain spheroids by identifying and labeling ax-
onal spheroids in confocal microscopy images from post-mortem human brain tissue
and performing accurate morphological measurements by developing advanced and
customized diameter measurement algorithms. Our results indicate that there is a
significant difference in the distribution of spheroid morphological features such as
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SDR, volume, area and Feret diameter across axons with different calibers. The re-
sults of this study show that the median value of SDR (the spheroid’s maximum
diameter to the axon’s normal diameter ratio) was higher for smaller axons than the
axons with larger diameters.
• Developing a novel biophysical model of axonal spheroids and studying the functional
effects of spheroids on signal propagation that resulted in identifying the most impor-
tant spheroid parameters for predicting the degree of functional disruption in axons
of different diameter. The results of this thesis indicate that the relationships between
spheroid morphological properties, axonal caliber and action potential amplitude and
velocity are nonlinear. The spheroids’ SDR and demyelination level are the two lead-
ing predictors of the amount of post-injury variation in membrane potential in axons
with the diameter of 1 µm, 2 µm and 5.7 µm. However, conduction velocity is more
sensitive to the spheroids’ location and demyelination level. Nodes of Ranvier and
paranodal regions are the most sensitive regions along the length of axons to spheroid
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