Brownian dynamics simulations (BDSs) are performed to investigate the influence of interfacial electrochemical reaction rate on the evolution of coating morphology on circular fibres. The boundary condition for the fluid phase concentration, representing the balance between the rates of interfacial reaction and transport of ions by bulk diffusion, is incorporated into the BDS by using a reaction probability, P s . Different modes of growth, ranging from diffusion limited (P s → 1) to reaction controlled (P s 1), are studied. It is found that, consistent with experimental observations, two distinct morphological regimes exist, with a dense and uniform structure for P s 1 (reaction limited deposition (RLD)) and an open and porous one as P s → 1 (diffusion limited deposition (DLD)). An analysis of the fractal dimension indicates that this morphological transition occurs at P s ≈ 0.3. Long-time power-law scalings for the evolution of thickness (h) and roughness (ξ ) of the coating exist, i.e.h ∝t α , ξ ∝t β with 0.86 α 0.91 and 0.56 β 0.93 for 0.01 P s 1. These values are different from those reported for sequential, pseudo-time lattice simulations on planar surfaces, signifying the importance of multiparticle dynamics and surface curvature. The internal structure and porosity of the coating are characterized quantitatively by the radial density profile, pair correlation function, two-point probability function, void distribution function and pore area distribution. For RLD the radial density, ρ n , remains nearly constant, while for DLD ρ n follows a power law, ρ n ∝ n −1/4 . The coating exhibits short ranged order in the RLD regime while a long range order is created by DLD. The void distribution function becomes broader with increasing P s , indicating that in the RLD regime the coating consists of small and spherical pores, while in the DLD regime large and elongated pores are obtained. The pore area distribution shows narrower distributions in DLD for small pores, while the area of the largest pore increases by nearly three orders of magnitude as one moves from the RLD to the DLD regime. Such morphological diversity could be potentially exploited for applications such as percolation, catalysis and surface protection.
Introduction
Nanostructured deposits synthesized via electrochemical routes find several applications in the manufacture of 1 Author to whom any correspondence should be addressed. nanoparticles and nanowires [1] , coatings and thin films for advanced materials [2] , displays, batteries and sensors [3] . In composite manufacture, polymeric coatings are directly applied to carbon fibres by electropolymerization to improve the interfacial adhesion between the polymeric resin matrix and fibres [2, 4] . In most applications, the ability to control the morphology of the deposit plays a critical role in tailoring the desired properties. For example, the mechanical properties of composite materials depend on the ability of the matrix to wet the fibre surface. The morphology of polymeric coatings on fibres can modify the surface free energy of fibres and thereby improve the wettability of the fibres by the polymeric resin [5] . Similarly, the morphology of electronically conducting polymer films on carbon nanotubes controls their charge capacity, which is essential for applications in batteries [3] .
Electrochemical deposition is a complex process that involves the movement of bulk ions to the surface by different transport mechanisms such as diffusion, electromigration and fluid convection, and interfacial electrochemical reactions [6] . Computational algorithms developed for electrochemical deposition have been primarily based on modifications of the classical diffusion-limited aggregation model (DLA) [7] . These are lattice based simulations in which the diffusion of a single ion [8, 9] or multiple ions [10] is tracked until the ion arrives at a lattice point adjacent to the growing deposit, in which case it is incorporated into the deposit. This basic model has been extended to incorporate the influence of electromigration and convection [11, 12] , and surface diffusion [13] . The interfacial kinetics that control the attachment of a diffusing ion to the deposit is incorporated into the simulation by using a reaction probability parameter [10, 14, 15 see also discussion in section 2].
Despite the advances made in the incorporation of different physical phenomena into DLA based models, these simulations have the inherent limitation of not containing a physical timescale. In these simulations, the number of Monte Carlo trials is assumed to be proportional to the physical time [13] . On the other hand, multiparticle dynamic simulations allow for the tracking of particle trajectories and deposit morphology in real time. Brownian dynamics simulation (BDS) is especially well suited for electrochemical processes. In BDS, the motions of many ions in solution are tracked simultaneously by considering the force imparted on an ion by the electrolyte molecules to be a stochastic (Brownian) force. For example, Fransaer and Penner [16] performed BDS to study the diffusion controlled growth of metal nanoparticles on regular and randomly distributed nucleation sites on planar surfaces. Magan et al [17] developed a generic BDS framework to incorporate a finite reaction rate at the surface and studied the influence of the surface reaction rate on the size dispersion of randomly distributed nanoparticles ensembles growing by a VolmerWeber mechanism. The interfacial mass balance between the surface reaction rate and the bulk diffusional transport towards the interface is accounted for in the BDS by incorporating a reaction probability that approaches unity in the case of diffusion limited growth [10, 17] .
Due to the absence of a physical timescale, DLA based simulations focus on the development of asymptotic (long-time) geometric scaling laws that provide a qualitative morphological description. Moreover, these studies have been typically performed for flat surfaces and only a limited number of studies have focused on fibres. Meakin [9] found that the fractal dimension of the deposit is independent of the surface curvature. Lin et al [18] developed simulations for electropolymerization on a fibre in which free monomers attached only to the free ends of tethered linear chains or to the reactive sites on the surface. They found a power law relationship between the density profile of the deposit and the radial distance, consistent with experimental predictions. However, due to geometric constraints of linear polymeric chains, the power law exponent for the radial density profile differs from those predicted by DLA theory [9] , and it was found that surface curvature results in more open structures, i.e., the power law exponent in the density versus radial distance expression is larger for fibres than for planar surfaces.
In this paper, we use BDS to study the formation of nanostructured deposits on a circular fibre. The objective of this study is a thorough quantitative evaluation of the influence of the interfacial reaction rate on the evolution of deposit morphology. We also provide comparisons of the asymptotic geometric scaling laws predicted by BDS and sequential lattice simulations. The morphology is characterized by several quantitative descriptors such as the radial density profile, radial distribution function, two-point deposit probability function, fractal dimension, void distribution function and pore area distribution. The evolution of the morphological parameters and asymptotic scaling laws for the thickness and roughness of the deposit are presented. Overall, the results show a transition from an open and porous morphology to a dense and uniform one as the ratio of the rate of surface reaction and diffusion is progressively decreased. This morphological diversity could be potentially exploited to tailor nanostructures with desired morphology for different applications such as sensors, catalysis and surface protection.
Simulation technique
In BDS, the trajectories of a set of particles (ion or molecules) are evaluated based on the numerical solution of the Langevin equation that represents a force balance for the particle. The influence of the electric field on the transport of ions (electromigration) can be neglected, since the concentration of the supporting electrolyte is sufficiently large that the electrolyte effectively screens the electrostatic field [6, 19] . The ions are hence assumed to be diffusing Brownian particles i.e. the motion of the bulk ions is due to stochastic displacements imparted by the solvent molecules and the system asymptotically obeys Einstein's law [17] .
The simulation technique described in Magan et al [17] for deposition on planar surfaces is adapted for a circular geometry. With respect to a polar coordinate system with the origin at the centre of the uncoated fibre (which acts as one on the electrodes in electrodeposition [2] ) of radius R 0 , the simulation domain is given by R 0 r R ∞ and 0 θ π where r and θ represent the radial and azimuthal directions respectively. A schematic diagram of the simulation cell is shown in figure 1 . The characteristic simulation parameters are given in table 1. Ravi et al [20] postulated a direct proportionality between area fraction and bulk concentration. The area fraction reported in table 1 corresponds to a bulk concentration of 0.055 M, which is typical of those used in electrodeposition experiments [21] . The time step, t, is greater than the timescale of momentum relaxation and comparable to the timescale of particle diffusion Area fraction, φ
Number of particles, N p 6.5 × 10 4
Radius of the fibre, R 0 (m)
Outer radius of simulation box, S (m) 2 × 10
Time step, t (s) 6 × 10
where a is the radius of the ion and D is the diffusion coefficient).
During the course of the simulation, when the diffusing particles come into contact with any part of the surface or the growing deposit, their attachment on it occurs with a finite reaction probability P s . P s incorporates the finite ratio of the kinetic rate of reaction of the incoming particle to the rate of diffusive transport from the bulk to the surface [15, 17] . P s may be interpreted as the probability that a reaction takes place once a free particle reaches a deposition site. The limits P s → 1 and P s 1 signify diffusion limited deposition (DLD) and reaction limited deposition (RLD) regimes respectively.
For an electrochemical process, P s is dependent on the deposition overpotential, limiting current, exchange current and bulk electrolyte concentration. Voss and Tomkiewicz [10] showed that P s is related to the electrochemical process parameters as
where
0 is the exchange current, I L is the limiting current and α c and α a are the charge transfer coefficients for the cathodic and anodic reactions, η is the deposition overpotential, F is the Faraday constant (96 500 C mol −1 ), R is the universal gas constant and T is the absolute temperature. Hence, P s can be estimated as a function of the deposition overpotential for a given set of experimental conditions. For instance, Voss and Tomkievicz [10] computed P s for the deposition of zinc from a zincate electrolyte on zinc electrode, and showed that P s increases with η and approaches unity (DLD) for sufficiently large values of η.
If a deposition trial is accepted based on the probability measure described above and the moving particle is predicted to overlap with a deposited one, the former is displaced until the centre-to-centre distance equals the particle diameter. The new location of the particle is then again tested with all the neighbouring ones in the deposit in order to verify that unphysical particle overlaps do not exist. If so, the particle is again repositioned in a similar manner, and typically a maximum of 20 repositions are required to ensure that an incoming particle does not overlap with any of the deposited ones. This algorithm ensures the satisfaction of the impenetrability of the particles without appreciably influencing the deposit morphology. This approach is similar to the one used by Carl et al [23] , in the context of colloidal deposition. Once part of the deposit, the particle is immobile for the remainder of the simulation and serves as a potential deposition site.
Results and discussion
Results reported are based on averaging over six runs using different seeds to the random number generator and the error bars reported represent one standard deviation. Dimensionless time is defined ast ≡ Dt/a 2 . Figure 2 shows snapshots of the coatings at three instants of time for four values of P s . For P s = 0.01 (RLD), a dense and mossy deposit is obtained with approximately uniform frontal growth. On the other hand, for large P s (DLD), open and dendritic structures are formed. As P s increases, the thickness of the deposit is larger and the upper parts of the deposit are less uniform (higher roughness). As P s increases from 0.1 to 1, the number of side branches increases and individual branch densities decrease. Similar morphological transitions from dense to open structures with P s have been predicted by DLA simulations on flat surfaces [10] . These transitions have been verified experimentally for the electrodeposition of metals on flat surfaces [21] and cylindrical wires [22] in thin layer electrochemical cells where the growth is approximately two dimensional. It was observed that an increase in deposition overpotential (equivalent to an increase in P s according to (1)) causes a transition from a mossy to a dendritic structure [21] .
Thickness and roughness
The mean thickness of the coating,h, is defined as
where r i represents the thickness of the deposit at an azimuthal location i , characterizing the extremity of the deposit. The roughness of the interface, ξ , is defined as
Typically the number of azimuthal locations, N , used to computeh and ξ was such that the azimuthal distance between two adjoining points is smaller than the ionic radius (typically 0.25a). The results were tested for convergence with smaller azimuthal distances (larger N ). Table 2 . Exponent α of the evolution of mean thicknessh, and β of the evolution of mean roughness ξ , for different reaction probabilities, P s . Figure 3(a) shows the evolution ofh fort t 1 wheret 1 is the time taken for the formation of the first deposited layer. The value oft 1 depends on P s , witht 1 ≈ 7.8 × 10 3 , 1.0 × 10 4 , 1.2 × 10 4 , 1.8 × 10 4 and 9.5 × 10 4 for P s = 0.01, 0.1, 0.4, 0.7 and 1 respectively. As expected, as P s increases,h(t ) also increases. After a short time (equivalent to that required to form a few layers of the deposit), the evolution ofh is nearly linear on the logarithmic scale i.e.h ∝t α for all values of P s . The exponent α is computed for the asymptotic regime (t 2 × 10 6 ), and is found to increase slightly with P s as shown in table 2. This trend forh is qualitatively similar to that predicted by lattice based multiparticle DLA simulations on planar surfaces [10] , although α values on flat surfaces are generally lower (α ≈ 0.66 for φ = 0.001 in [10] ). Figure 3(b) shows that as P s increases the roughness ξ increases. As in the evolution ofh, after an initial transient, a power law behaviour is observed fort 2 × 10 6 i.e. ξ ∝t β . The exponent β increases with P s as shown in table 2. The ratio, γ ≡ β/α, increases with P s . For P s = 0.01, γ = 0.65, signifying that ξ increases more slowly thanh, resulting in the uniform morphology shown in figure 2. For P s = 1, γ ≈ 1.0, which indicates that ξ grows at the same rate ash. This is consistent with experiments on diffusion limited two-dimensional growth of polypyrrole at high potentials [24] . 
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Radial density profile
The dimensionless coating density at any radial distance r from the fibre is defined as
where a i is the fraction of the perimeter of the semi-circle of radius r from the origin occupied by the deposited ion and N dep is the total number of deposited ions. The evolution of the density at different radial locations (equivalently different layers of the coating, n), ρ n ≡ ρ(r = na), is shown in figures 4(a) and (b) for P s = 0.01 and P s = 1 respectively. ρ n increases after a lag time required for saturating the inner layers and reaches a saturation value, ρ max n . ρ max n decreases with increasing n for P s = 1, while it is practically independent of n for P s = 0.01.
The variation of the saturation density (ρ max n ) with n for different values of P s is shown in figure 5 . For a given n, ρ For lower values of P s (RLD), the process is controlled by the sluggish surface reaction, and consequently the surface is surrounded by a vast number of free ions. This allows for the ions to sample multiple deposit sites before a favourable site-ion interaction results in attachment to the surface. This process leads to the observed uniformity in structure. The scenario for DLD (P s → 1) is entirely different, i.e. since every site-ion interaction results in incorporation of the ion to the deposit, small fluctuations in the deposit height will be amplified leading to the branched fractal geometry as seen in DLA. In order to quantify the influence of P s on the rate at which ρ n approaches ρ max n , we use the following empirical relationship based on the sigmoidal shape of the ρ n versust curve in figure 4:
wheret 0 is the time at which ρ n = ρ max n /2 and b(b > 0) is a constant. A rate coefficient, φ n ≡ b/t 0 , can be used to characterize the approach of ρ n towards ρ max n . We found that the simulation data can be closely fitted to equation (5) (solid lines in figure 4). Table 3 presentst 0 and φ n for the data reported in figure 4 . It is found that φ n decreases with increasing n, and increases with increasing P s , indicating a faster filling of the layers at higher P s .t 0 increases with decreasing P s , since for a given layer as P s decreases the kinetic approach to saturation Table 3 . Constants of the sigmoidal function for ρ n (equation (5)), φ n andt 0 for different layers of the coating n. becomes slower and the time at which a layer begins to form is larger because of the slower filling of the lower layers.
Morphology
Several quantitative statistical descriptors have been developed to study the structure of deposits [26] . In this study, the deposit structure is characterized by the radial distribution function g(r ), and the two-point deposit probability function, S 2 (r ). g(r ) is defined such that ρg(r )2πr dr is the density of deposit in the annulus between r and r + dr , where ρ is the average density of the deposit. Mathematically, g(r ) is defined as (6) where I {r1 ,r2 } (r i j ) is a characteristic function, defined such that its value is equal to unity when the separation distance between a particle pair, r i j , is in the specified annular region (r 1 , r 2 ) and zero otherwise, M is the number of particles in the central portion of the deposit and N avg is the average number density of the deposit (i.e. M divided by the area of the deposit). g(r ) was normalized with respect to random distributions, so that at large values of the separation distance g(r ) → 1. While computing M for equation (6) , all of the deposited particles positioned between a distance of 40a above and below the fibre surface and the saturated portion of the deposit respectively were considered. This was done to avoid end effects in the calculation of g(r ) at the inner and outer portion of the deposit [27] . Figure 6 shows g(r ) for P s = 1 and 0.01. g(r ) displays a considerable peak at separation distances equal to the particle diameter (r = 2). As P s increases, the intensity of this peak increases. To understand this trend in the intensity of the first peak, we computed the coordination number, C N , for each particle in the deposit. C N is equal to the number of adjacent particles in physical contact with each particle. Inset in figure 6 shows the C N distribution for P s = 1 and 0.01. At P s = 1, due to the open structure, the probability of one and two contacts is high, while for P s = 0.01 the probability of higher contacts ( 3) is significant. The corresponding mean coordination number, C N , increases slightly with a decrease in P s , with values ranging from 2.165 (P s = 0.01) to 2.05 (P s = 1). Although the overall density of the coating increases significantly with a decrease in P s (figure 5), C N changes only slightly. The average number of neighbours in physical contact is related to g(r ) by C N = 2a 0 2πrρg(r ) dr . For lower P s , the average density is higher as compared to higher P s , but due to the insensitivity of C N to P s the intensity of the first peak is lower. In RLD, there is a short range ordering in the structure, as demonstrated by the fact that the distribution is nearly random beyond r 8a i.e. g(r ) → 1 for r 8a. As P s increases, the separation distance at which the deposit becomes disordered increases, and g(r ) approaches a value of unity relatively slowly.
The two-point probability function, S 2 (r ), gives the probability of finding two random locations within the solid portion of the deposit. In order to compute S 2 (r ), a characteristic function, I (r ), for the deposit is defined such that I (r) = 1 ifr is in the deposit 0 ifr is in the void (7) where r is any position vector within the deposit. S 2 (r ) is then defined by [19, 26] 
where the angular brackets denote an ensemble average. Results for S 2 (r ) for different P s values are shown in figure 7 . S 2 (r ) approaches the average density of the deposit as r → 0.
At low values of P s , S 2 (r ) remains nearly constant, and as P s increases S 2 (r ) follows a power-law decrease with the separation distance. This power-law relationship of S 2 (r ) with r can be used to compute the fractal dimension of the deposit, D f , as [9] S 2 (r ) ∼ r
where d is the Euclidian dimensionality (d = 2 in the present study). D f obtained for different values of P s is shown in table 4 . For large values of P s , D f = 1.748, which is close to the value of 1.725 obtained by lattice DLD simulations on a flat surface [25] . Table 3 shows that there is a monotonic decrease in D f from D f = 1.98 for low values of P s to D f = 1.75 for P s 0.3. This shows that the critical reaction probability for the morphological transition illustrated in figure 2 is P s ≈ 0.3.
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Figure 7. Two-point deposit probability function, S 2 (r), 
Porosity
The lowest order descriptor of the void spaces in the deposit is the overall porosity defined by ε ≡ 1− ρ. From figure 5 , it can be seen that at low values of P s , ε remains nearly constant, and at high values of P s , ε increases with radial distance from the fibre. In order to characterize the local internal structure of the porous regions of the deposit, the void distribution function, H v (r ), and the pore area distribution function, N A (A p ), were evaluated. H v (r ) and A p give complementary information on the pore structure. The term 'pore' used here is derived from percolation literature [28] [29] [30] , i.e., based on the concept of an external particle being able to be incorporated into the deposit. H v (r ) provides information about the size of a particle (circle in 2D) that can be situated in the pores of the deposit, i.e. H v (r ) gives the probability of finding the solid portion of the deposit at a distance r from an arbitrary point in the void regions of the coating [26] . N A (A p ) provides information about the number and area of distinct pores (clusters of connected void sites) in the coating. H v (r ) is computed by superimposing a two-dimensional grid on the deposit containing N tot lattice sites [28] . At any instant of time, only the part of the deposit that is completely kinetically saturated is used in calculating H v (r ) and an adaptive grid is used such that the grid spacing (typically 0.25a) is always smaller than the particle radius. The results were tested for convergence with smaller grid spacings. For any grid point that is within the void space (i.e. the grid point is 
is analysed by searching for clusters of nearest neighbour void sites using an efficient cluster multiple labelling algorithm [28] [29] [30] that allows for the identification of clusters of contiguous void sites. Similar to H v (r ), the computation of N A (A p ) is performed on a two-dimensional grid superimposed on the saturated part of the deposit. The area of each distinct pore, A p , is given by the sum of the areas of the void sites in the pore and N A (A p ) is obtained by sorting A p into bins of maximum size 0.0625a 2 . Figure 8 shows H v (r ) fort = 2×10 7 for different values of P s . As P s decreases, the maximum in H v (r ) increases and the distribution becomes narrower, indicated by the rapid decrease of H v (r ) to zero. This indicates the presence of smaller size voids in the deposit at lower P s , and that as P s increases the void spaces get larger. This is quantitatively demonstrated by the fact that the mean and standard deviation of H v (r ), shown in the inset in figure 8 , decrease with decreasing P s . The value of r for which H v (r ) = 0 yields the radius of the largest void space, or equivalently the maximum size of the particle that can percolate through the porous deposit. From figure 8 , it is clear that the maximum void radius increases with an increase in P s . The evolution of H v (r ) is examined in terms of the evolution of the mean and standard deviation of H v (r ), as shown in figures 9(a) and (b). It can be seen that for P s = 0.01 the mean and standard deviation of H v (r ) remain nearly constant, indicating that the thickness of the coating has no influence on the distribution of void sizes. At larger values of P s the mean and standard deviation of H v (r ) increase with time, and at any given instant of time larger P s leads to larger mean and standard deviation of H v (r ). This indicates that as the deposit develops H v (r ) gets broader and hence the size of the largest particle that can percolate through the structure increases.
Typically, for a given thickness of the saturated region of the deposit, the number of distinct pores decreases with increasing P s , although the total area of the pores increases. This can be attributed to the open structure of the deposit at higher values of P s (figure 2), due to which the void sites connectivity is greater, leading to a reduction in the number of pores. Figure 10 shows normalized N A (A p ) obtained at t = 2 × 10 7 for P s = 0.01 and P s = 1. A p is made dimensionless with respect to the area of a free particle and N A (A p ) is normalized with respect to the total number of pores. It is observed that for larger P s N A (A p ) is narrower, i.e. N A (A p ) for smaller sized pores is relatively small. Quantitatively, for small pore areas (A p < 3), N A (A p ) can be represented by the power law [30] 
The power-law exponent, k, was calculated for N A (A p ) > 0.005. This was done to avoid the scatter observed for larger pore areas at higher P s , due to the small number of large pores in our simulation; i.e. in order to obtain statistically significant results for larger pore areas a much larger ensemble of deposits needs to be considered. The variation of k with P s is shown in the inset in figure 10 . k increases with P s , which shows that for larger P s the density of smaller pores is less and N A (A p ) is narrower. N A (A p ) is found to be independent of time (and hence the size of the deposit) for both values of P s ; i.e. the power-law exponent, k, remains constant with time. This is qualitatively similar to particle deposits simulated by sequential lattice based Monte Carlo simulation [30] , in which N A (A p ) was found to be independent of number of particles deposited (and hence time).
The evolution of the area occupied by the largest pore in the deposit A max p is shown in figure 11 . A with those of the maximum radius of a particle that can be situated in the void spaces (figure 8) to understand the structure of the pore. The maximum radius of a particle that can percolate through increases by a factor of six, for an increase in P s from P s = 0.01 to 1, although the corresponding increase in A max p is much greater. This suggests that at larger values of P s , due to the dendritic structure of the deposit, we obtain larger and elongated pores, while at lower values of P s the dense deposit structure leads to smaller and spherical (circular in 2D) pores.
Although, due to CPU limitations, the simulations performed here allow only for the formation of deposits of thickness O(10 nm) (h 20 nm fort = 10 7 ), this dimension is still very much greater than the ionic size, a,
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of O(1 Å). Hence, the simulations are capable of probing morphological details (e.g. porosity, fractal dimension, density correlations) at length scales much larger (in an asymptotic sense) than the size of the primary particle. In fact, consistent with experiments [31] , average pore dimensions are found to be much greater than a. Moreover, the simulations are also performed for a sufficiently long time that power-law behaviour has been obtained forh and ξ . Furthermore, the fractal dimensions that we predict are in very good agreement with those obtained experimentally [22] for typically thicker deposits (O(µm)) than the ones considered here. Hence, the principal conclusions of this study on the effect of surface reaction rate on morphological descriptors, if suitably extrapolated in time, should be applicable to larger deposits as well.
Conclusions
In this paper, we performed Brownian dynamics simulations to study the influence of interfacial reaction rate on the coating morphology on circular fibres in a model electrodeposition process. A reaction probability parameter, P s , was used to simulate the balance (at the deposition surface) between surface reaction rate and the bulk diffusion. Consistent with experimental observations [22] , two morphological regimes were observed. In the reaction limited deposition (RLD, P s 1) regime, a dense uniform coating is obtained, and the morphology transitions to an open and dendritic one when the process is in the diffusion limited deposition (DLD, P s → 1) regime. Asymptotic scaling laws for the thickness and roughness of the deposit were computed,h ∝t α , ξ ∝ t β with 0.86 α 0.91 and 0.56 β 0.93 for 0.01 P s 1. α was found to be different to the value from lattice based simulations on flat surfaces, demonstrating the need to perform dynamic simulations which include the influence of the geometry of the deposition surface. The radial density profile remains nearly constant in RLD and follows power-law decay for DLD (i.e. ρ(r ) ∝ r −1/4 ). The evolution of the density of the coating at a given radial location followed a sigmoidal function, with a faster approach to the saturated density for DLD. The radial distribution function exhibits a short range ordering for RLD and a longer range ordered structure for DLD. The fractal dimension of the deposit decreases monotonically with an increase in P s until P s = 0.3, and remains constant for P s > 0.3, indicating a critical reaction probability of 0.3 for the transition in the morphology from RLD to DLD. The void distribution and pore area distribution showed the presence of small, spherelike pores for RLD and large and elongated pores for DLD. The area of the largest pore increases with an increase in P s , with three orders of magnitude difference between DLD and RLD. These simulation results could potentially be used to identify the optimal parametric window in electrochemical coating processes to obtain morphology control.
