Abstract-Since the operating expense is crucial to the increasingly popular cloud gaming services, server consolidation is one of the key technologies for the success of these services. In this paper, we conduct extensive experiments using real GPUs and a complete cloud gaming platform to answer the following question: Are modern GPUs ready for cloud gaming? Our experiment results show that modern GPUs have low consolidation overhead, and are powerful enough to concurrently support multiple GPU-intensive cloud games. For example, when using our cloud gaming platform, the recent NVidia K2 GPU outperforms NVidia Quadro 6000 by up to 3.46 times in FPS (frame per second). Moreover, our experiments lead to two new findings that are counter to common beliefs. First, with the latest GPU virtualization technique, shared GPUs may run faster than dedicated GPUs. Second, more context switches not necessarily lead to lower FPS. Last, our experiments shed some light on further enhancements of cloud gaming platforms. For example, offloading the software video codec to the GPUs will result in better gaming experience, which is one of our future tasks.
I. INTRODUCTION
The computer game industry generated five times higher revenues than the music industry, 15% more revenues than the consumer book sales, and roughly equal revenues as the movie industry in 2011 [10] . Moreover, cloud gaming has been recognized as the killer application of cloud computing [14] , and attracted serious attentions from both the industry [6] , [13] and the academia [11] , [17] . Cloud gaming moves the games from potentially weak clients to powerful cloud servers, where the game scenes are captured, encoded, and streamed to the clients in real-time. The game scenes are decoded and rendered at clients for gamers, whose inputs are intercepted, coded, and sent back to cloud servers over the reverse channels. Cloud gaming enables gamers to play computer games anywhere, anytime on any devices, and is expected to be very popular in the near future [3] .
The cloud gaming providers face a challenge for higher revenues: they want to minimize the operating expense yet achieving high gaming experience [8] , [21] . One possible way to reduce the operating expense is to consolidate multiple virtual machines (VMs) onto a physical machine, so as to virtualize various resources, including CPUs, networks, storages, and GPUs for sharing. Server consolidation, however, has to be carefully performed, or it may result in degraded gaming experience and drive gamers away from the service. While virtualizing CPUs, network interfaces, and storages is rather mature, virtualizing GPUs is still considered experimental. In fact, several papers warn the potentially poor performance in terms of low frame rate, high response time, and low video quality when GPUs are shared among multiple VMs [4] , [16] . For example, Shea and Liu [16] show that the frame rate of Doom 3 is lower than 40 FPS (frame-per-second) even if the hypervisors (Xen and KVM) are configured with one-toone GPU pass-through, which indicates that sharing the GPU among multiple VMs is virtually impossible.
Nonetheless, in the past couple of years, the GPU virtualization technology has been dramatically improved, which may have solved the performance issue of GPU consolidation. In this paper, we conduct detailed experiments using modern GPUs and a real cloud gaming platform called GamingAnywhere (GA) [9] to answer the following question: Are modern GPUs ready for cloud gaming? In particular, we perform two types of experiments: (i) end-to-end experiments using the complete cloud gaming platform to quantify the overall gaming performance, and (ii) GPU-only experiments using only GPUs to zoom into their detailed performance. Our endto-end experiments demonstrate that modern GPUs, such as NVIDIA K2, significantly outperform the earlier generation GPUs, such as Quadro 6000, by up to 3.46 times in FPS. This can be attributed to both Moore's law and more advanced GPU virtualization technologies. Moreover, the cloud gaming platform is stable under different network conditions, such as various bandwidth, delay, and packet loss rate, and in the Internet. On the other hand, we also find that the cloud gaming server with the modern GPUs may become CPU-bounded. Hence, offloading the software video codec to the GPUs will further improve the gaming experience.
Our GPU-only experiments reveal several insights that have never been reported in the literature. For example, we observe that: (i) virtualized GPUs may outperform pass-through GPUs, (ii) more context switches not necessarily result in lower FPS, and (iii) the hypervisor is not a bottleneck for managing the virtual GPUs. Some of the observations are different from the previous studies [16] , and can be attributed to the recent advances on GPU virtualization. The findings in the GPU-only experiments show the merits of modern virtualized GPUs and shed some light on how to optimize the configurations of cloud gaming platforms.
The rest of this paper is organized as follows. We survey the literature in Sec. II. Sec. III presents our testbed setup and measurement methodology. This is followed by the experiment results and discussions in Sec. IV. Sec. V concludes this paper.
978-1-4799-6882-4/14/$31.00 c 2014 IEEE II. RELATED WORK GPU architecture has been constantly changing, which renders virtualizing GPU for multiple VMs fairly challenging. Dowty and Sugerman [4] discuss several GPU virtualization techniques, which can be roughly classified into softwarebased and pass-through. The software-based GPU virtualization is compatible with more GPU hardware, while the passthrough approach achieves better performance. The softwarebased virtualization is more flexible, adopted by VMWare [4] , and used in prototyping optimization algorithms for GPU scheduling [23] . The pass-through approach can further be classified into: (i) one-to-one fixed pass-through and (ii) oneto-many mediated pass-through [4] .
Until very recently, commercial products did not support mediated pass-through and refer to fixed one-to-one passthrough as pass-through. In fact, the performance of one-toone fixed pass-through GPUs for cloud gaming has not been studied until late 2013 [16] . More precisely, Shea and Liu [16] conduct extensive experiments to quantify the performance gap between native hardware (without virtualization) and passthrough GPU (with virtualization). They find that the native hardware significantly outperforms pass-through GPU, and conclude that sharing a GPU among multiple cloud gaming VMs will lead to unacceptable low frame rate. Their measurement results also reveal that the low frame rates are partially attributed to the excessive context switches. Our current paper extends Shea and Liu [16] in the sense that: (i) we consider modern GPUs that support more advanced (mediated) passthrough approach, and (ii) we quantify the performance of GPUs shared by multiple VMs. To our best knowledge, the performance of these modern GPUs has not been measured in the literature.
III. EXPERIMENT METHODOLOGY
We present our testbed implementation and measurement methodology in this section. Fig. 1 illustrates our testbed setup. We setup a XenServer 6.2 on a cloud gaming server with a Xeon 2.1 GHz 24-core CPU and 64 GB memory. We conduct experiments with two GPU cards: NVIDIA Quadro 6000 (released in 2010) and NVIDIA K2 (released in 2013). Their specifications are given in Table I . The K2 GPU has two physical GPU instances, and each instance can be independently configured to be in one of the following modes: (i) pass-through, (ii) vGPU with up to 2 VMs, (iii) vGPU with up to 4 VMs, and (iv) vGPU with up to 8 VMs. vGPU is the latest NVIDIA GPU virtualization technique realizing mediated pass-through [4] . We refer to these modes as: PassThrough, vGPU 2 (2 VM on each GPU instance), vGPU 4 (4 VMs on each instance), and vGPU 8 (8 VMs on each instance), respectively. Since each K2 GPU contains two instances, we can configure it for up to 16 VMs. Quadro 6000 GPU does not support vGPU and only works with vSGA, which is software-based GPU sharing. If not otherwise specified, we allocate 1 CPU core and 2GB memory to Dom0, which manages all VMs. The remaining CPU cores and memory are equally divided among the VMs running Windows 7. Next, we set up the GA server [9] (as of August 2014) in these Windows VMs, which are connected to 8 Windows machines running GA client. GA is an open-source cloud gaming platform, which is modularized, cross-platform, and efficient. Therefore, GA is suitable to the research community for testing innovative ideas, to the service providers for developing the systems, and to the gamers for setting up private cloud gaming servers. To emulate diverse and dynamic network conditions, we add a dummynet router [1] to impose additional bandwidth constraints, network delay, and packet loss rate, between GA clients and servers.
A. Testbed Setup

B. Workload Generators
We generate GPU workload using two kinds of applications on Windows 7. The details are given below.
• Game. Three games are chosen from different game genres: Fear2 is a first-person shooter game, LEGO Batman is an action game, and Limbo is a scroll-based puzzle game. In all these games, the graphics detail levels are kept as default.
• Benchmark. We use Sanctuary for overall GPU benchmark and Cadalyst for detailed (2D versus 3D) GPU benchmark. The Sanctuary benchmark gives an FPS number as the overall score. The Cadalyst benchmark gives four 2D scores on ortho lines, radial lines, texts/blocks, and erase/zoom, and we denote them as 2D 1 , 2D 2 , 2D 3 , and 2D 4 in the figures. The Cadalyst benchmark also gives four 3D scores on rotate wireframe, rotate hidden, rotate conceptual, and rotate realistic, which are referred to as 3D 1 , 3D 2 , 3D 3 , and 3D 4 in the figures. We set the resolution for benchmarking to 1920x1200. For fair comparisons, we use TinyTask [18] to record the mouse and keyboard inputs of a 3 minutes gameplay session of each game. We then replay the same user inputs in each experiment with different system parameters.
C. Performance Metrics
In addition to the scores given by Sanctuary and Cadalyst benchmark, we also consider the following metrics.
• FPS. The number of rendered frames per second.
• Context switch. The number of context switches in Dom0.
• CPU utilization. The CPU load of Dom0 (CPU dom0 ) and each VM (CPU vm ).
• GPU utilization. The load of GPUs.
• Frame loss rate. The fraction of frames that are not rendered at the GA client due to packet loss or late arrival.
• PSNR (Peak Signal-to-Noise Ratio) [19] and SSIM (Structural Similarity) [20] . The video quality at the GA clients, compared against the videos captured at the GA servers.
• Response delay The time difference between a gamer generates an input and the GA client renders the first frame affected by that input. When reporting the results, we give 95% confidence intervals whenever possible.
D. Measurement Utilities
XenServer is a patched CentOS Linux and thus may not support all Linux utilities. For example, the PAPI and Perf do not work on XenServer, and we adopt the following utilities:
• Fraps [5] . To measure the FPS of the foreground window.
• Sar [15] . To measure the number of context switches.
• Xentop [22] . To measure the CPU utilization of Dom0 and VMs.
• Nvidia-smi [12] . To measure the GPU utilization under vGPU.
• GPU-Z [7] . To measure the GPU utilization of passthrough GPUs. In addition, we write several tools to derive measured values. For example, the frame loss rates are calculated using colorcoded frame numbers. 
IV. EXPERIMENT RESULTS
We first use the complete GA platform to compare the modern vGPU technology with the previous generation one. We then isolate and zoom into the GPU performance. This is followed by comprehensive end-to-end experiments using the complete GA platform.
Performance edge and scalability of vGPU. We first compare the performance of Quadro 6000 (software-based vSGA) and K2 (mediated pass-through vGPU) using the GA testbed. We report the achieved average FPS from Limbo at 1.5 Mbps, which is the streaming rate of GA server. in Table II . This table shows that K2 outperforms Quadro 6000 by up to 3.46 times in terms of FPS. Furthermore, the FPS achieved by K2 does not drop too much even with 8 VMs, which shows its scalability. This experiment demonstrates the huge edge of vGPU (mediated pass-through) over vSGA (software-based virtualization). Hence, we no longer consider Quadro 6000 and vSGA in the rest of this paper. 8 Independence of the two K2 GPU instances. We use the benchmark Sanctuary in the VMs on the GA server to measure the FPS of pass-through, vGPUs, and mixed configurations. We report the average results in Table III , which shows that the two GPU instances of K2 operate independently, as the FPS values are pretty stable. To reduce the experiment complexity, we only enable a K2 instance in the rest of this paper.
Shared GPUs may outperform dedicated GPUs. We next compare the performance of pass-through, vGPU 2 , vGPU 4 , and vGPU 8 by running Sanctuary, Fear2, Batman, and Limbo on the GA servers, where pass-through refers to one-to-one fixed pass-through. We plot the resulting FPS in Fig. 2(a) . This figure reveals a surprising observation: vGPU results in higher FPS than pass-through when executing Limbo and Fear2. This is different from the common belief. We therefore take a step further by running Cadalyst in the VMs and reporting the 2D and 3D scores in Figs. 2(b) and 2(c). These two figures show that vGPU 2 outperforms pass-through in all 2D operations by up to 15%. Moreover, vGPU 2 also leads to better scores than pass-through when executing some 3D operations (two out of four scores). Similar observations are also true for vGPU 4 and vGPU 8 . Such observations explain the inferior FPS of pass-through GPUs: Limbo and Fear2 heavily rely on 2D operations; in contrast, the 3D-intensive Batman performs better on pass-through GPUs. The take-away of this experiment is that state-of-the-art vGPU virtualization technique has been well optimized and works better than passthrough GPUs for some game genres. Therefore, sharing a GPU among multiple VMs running games is now a reality. The performance of modern GPUs is no longer dominated by the overhead due to context switches. An earlier study [16] reports that more context switches incur higher overhead and reduce the rendered FPS. We try to reproduce this by running three games on vGPU 4 and vGPU 8 , and measure the resulting FPS and number of context switches in Dom0. We report the results in Table IV , which shows that the FPS is proportional to the number of context switches. That is, more context switches indicate that VMs are busier, leading to higher FPS, which is different from the earlier study [16] .
Consolidation overhead and root cause analysis. Next, we quantify the consolidation overhead by configuring the K2 GPU into vGPU 8 , and gradually adding more VMs (from 1 to 8). We then measure the FPS, CPU dom0 , CPU vm , and GPU utilization when running Sanctuary and each game in the VMs. We plot the resulting FPS in Fig. 3(a) . This figure shows that Limbo and Batman do not suffer from consolidation overhead, while Fear2 and Sanctuary do. We then compute the fraction of time each resource is fully loaded, and refer to it as fully loaded time ratio in %. We plot the sample ratio from vGPU 8 in Fig. 3(b) , which shows that Sanctuary and Fear2 are bounded by GPU, while Limbo and Batman are not bounded by any resource. To take a deeper look at the consolidation overhead of Fear2 and Sanctuary, we repeat the same experiments with 1, 2, 4, and 8 VMs on vGPU 8 , vGPU 4 , and vGPU 2 . We plot the achieved FPS and GPU utilization in Figs. 3(c)-3(d) and 3(e)-3(f) , respectively. We make two observations out of these figures. First, under the same vGPU mode, fewer VMs lead to higher FPS and lower GPU utilization. For example, under vGPU 8 , moving from 8 VMs to 4VMs, the FPS increases to 35 (Fear2) and 45 (Sanctuary), respectively. This indicates that K2 dynamically allocates GPU resources among all VMs, rather than statically distributing a fixed share to each VM. Second, we observe that even when the GPU utilization is not saturated, the FPS never exceeds 48 and 66 under vGPU 8 and other modes, respectively. This indicates that an FPS-aware GPU scheduling algorithm, similar to Zhang et al. [23] , has been implemented, making vGPU even more suitable for sharing GPUs among VMs running cloud games. Importance of hardware codecs. Next, we measure the end-to-end cloud gaming performance using the complete GA platform. We configure the server for pass-through and vGPU 2 , assign 8 CPU cores to each VM, and measure the rendered FPS at clients and the CPU utilization at the server, which is configured to stream at 1.5 Mbps. We report the resulting FPS values in Fig. 4(a) , which are between 20 and 42. The FPS results are less ideal to high-quality cloud gaming, and a closer look indicates that this is because of limitations of XenServer and Windows 7. In particular, because the GA server [9] relies on the CPUs for real-time video encoding, more CPU cores mean higher encoding speeds. However, the free version of XenServer only supports exposing multiple virtual CPUs, rather than CPU cores, to each guest OS, and Windows 7 supports up to 2 CPUs. Hence, the guest Windows 7 only schedules the tasks to 2 CPUs while leaving the other 6 CPUs idle (see Figs. 4(b) and 4(c) ), which renders lower FPS values. We note that K2 GPUs come with hardware H.264 codecs, and how to leverage these codecs for higher cloud gaming FPS is an interesting future task.
Performance under diverse network conditions. We set the network latency to be in {0, 25, 50, 100, 200} ms, the bandwidth to be in {10, 15, 20, 40} Mbps, the packet loss rate to be in {0%, 0.05%, 0.10%, 0.5%}, and the number of clients to be in {1, 2, 4, 8}. If not otherwise specified, we set 0 ms delay, 15 Mbps bandwidth, 0% packet loss rate, and launch 2 GA clients in the following experiments. The network constraints are applied to both uplink and downlink using dummynet [1] . The XenServer is configured with the GPU modes that match the number of clients, and the GA clients are configured to stream at 2 Mbps. We vary the number of clients and give the FPS and sample PSNR results in Figs. 5(a) and 5(b). Fig. 5(a) shows that the FPS decreases once the number of consolidated clients is increased, and the FPS is at least 18. Fig. 5(b) shows that the PSNR values are always higher than 21, 32, and 42 dB in Batman, Fear2, and Limbo, respectively.
We vary the network latency, and report the FPS and sample SSIM results in Figs. 5(c) and 5(d), which reveal that the FPS and SSIM values are always higher than 25 and 0.9, even when the latency is long. In the part where we vary the server bandwidth, we notice that once the bandwidth exceeds 8 Mbps, each game's performance is fairly consistent, e.g.,: (i) in terms of FPS, Limbo, Fear2, and Batman achieve at least 26.86, 28.49, and 42.14, (ii) in terms of sample PSNR, Limbo, Fear2, and Batman achieve at least 42.61, 32.08, and 27.67 dB, (iii) in terms of sample SSIM, Limbo, Fear2, and Batman achieve at least 0.9887, 0.9038, and 0.8737. In all the above experiments, the frame loss rates are always less than 2.38%. We vary the packet loss rate and report the resulting PSNR and SSIM in Figs. 5(e) and 5(f). These two figures show that the video quality slightly drops as the packet loss rate increases. The frame loss rates of Limbo, Fear2, and Batman are 4.97%, 5.21%, and 6.88% under 0.5% packet loss rate. In summary, Fig. 5 demonstrates that the GA platform performs well on modern K2 GPUs under diverse network conditions.
Response delay in real networks. Response delay is critical to gamers, and we set up a real testbed to measure the response delay over a Trans-Pacific fiber between Taiwan and California. We configure the K2 server in Taiwan into vGPU 4 mode, and launching 3 GA clients in Davis, CA playing Limbo, Fear2, and Batman streaming at 2 Mbps. The experiments are conducted at 12 p.m. (GMT+8) on September 1, 2014. We measure the response delay by pressing the ESC button and capturing in-game video at the GA client to find the first frame with the pop-up menu. Their time difference is the response delay [2] . We measure the response delay 5 times. We then move the games and GA servers out of the XenServer, and repeat the same experiments. Table V gives the response delay with and without XenServer. We make two observations from this table. First, given the round-trip-time of about 140 ms between Taiwan and California, the response delay of our GA platform is short. Second, the virtualization overhead is negligible in terms of response delay. This confirms that the modern virtualization techniques are ready for cloud gaming. V. CONCLUSION In this paper, we designed and carried out detailed measurement studies to understand whether the state-of-the-art GPU virtualization techniques are ready for cloud gaming. We have found that the mediated pass-through GPU virtualization implemented in the latest GPUs enables efficient GPU sharing among multiple VMs. In fact, shared GPUs: (i) may outperform dedicated GPUs and (ii) are rather scalable to the number of VMs. Therefore, modern GPUs can be shared by VMs running GPU-intensive computer games. We also observed that CPUs may become the bottleneck on the VMs in the data center if the video coding is done in software, because a guest Windows 7 OS can only utilize up to 2 CPU cores. Hence, leveraging the hardware video codecs on GPUs is an attractive option to cloud gaming platforms. Furthermore, we evaluate the end-to-end performance of GA using an opensource cloud gaming platform [9] in both a dummynet testbed and in the live Internet. The experiment results shows that the cloud gaming platform achieves stable performance under diverse network conditions and in the Internet.
