Abstract-The combination of multisource remote sensing and geographic data is believed to offer improved accuracies in land cover classification. For such classification, the conventional parametric statistical classifiers, which have been applied successfully in remote sensing for the last two decades, are not appropriate, since a convenient multivariate statistical model does not exist for the data. In this paper, several single and multiple classifiers, that are appropriate for the classification of multisource remote sensing and geographic data are considered. The focus is on multiple classifiers: bagging algorithms, boosting algorithms, and consensus-theoretic classifiers. These multiple classifiers have different characteristics. The performance of the algorithms in terms of accuracies is compared for two multisource remote sensing and geographic datasets. In the experiments, the multiple classifiers outperform the single classifiers in terms of overall accuracies.
I. INTRODUCTION

D
ATA FUSION of multisource remote sensing and geographic data for classification purposes has been an important research topic for more than a decade. In such fusion, different types of information from several data sources, e.g., Landsat Thematic Mapper data, radar data, elevation data, and slope data, are used in order to improve the classification accuracy as compared to the accuracy achieved by single-source classification.
A major observation in previous research on multisource classification is that conventional parametric statistical pattern recognition methods are not appropriate in classification of such data, since in most cases they cannot be modeled by a convenient multivariate statistical model [1] , [2] . Therefore, other methods have been looked at.
Here, we are interested in the use of an ensemble of classifiers or multiple classifiers (a schematic representation of which is shown in Fig. 1 ) for classification of multisource data. Traditionally, in pattern recognition, a single classifier is used to determine which class a given pattern belongs to. However, in many cases, the classification accuracy can be improved by using an ensemble of classifiers in the classification. In such cases, it is possible to have the individual classifiers support each other in making a decision. The aim is to determine an effective combination method that makes use of the benefits of each classifier but avoids the weaknesses. In this paper, the performance of three types of multiple classifiers are investigated in terms of classification of multisource remote sensing and geographic data. The paper is organized as follows. First, multiclassifier systems are discussed with a special emphasis on the recently proposed bagging and boosting algorithms and statistical consensus theory. Experimental results for the multisource remote sensing and geographic datasets are given in Section III. Finally, conclusions are drawn in Section IV.
II. MULTICLASSIFIER SYSTEMS
Several methods have been proposed to combine multiple classifiers [3] - [5] . Wolpert [3] introduced the general method of stacked generalization where outputs from classifiers are combined in a weighted sum with weights that are based on the individual performance of the classifiers. Tumer and Ghosh [4] have also shown that substantial improvements can be achieved in difficult pattern recognition problems by combining or integrating the outputs of multiple classifiers. Benediktsson et al. combined classifiers using neural networks [6] , [7] and improved their overall accuracies as compared to the best results of the single classifiers involved in the classification.
The theory of multiclassifier systems can be traced back at least as far as 1965 [8] , [9] . Currently, two of the most used multiclassification approaches are boosting [10] , [11] and bagging [12] . Both these approaches are based on manipulating training samples. In contrast, statistical consensus theory is based on treating data sources separately, and it uses all the training data only once. All three approaches are discussed briefly below. 
A. Boosting
Boosting is a general supervised method that is used to increase the accuracy of any classifier. Several versions of boosting have been proposed, but we will concentrate on AdaBoost [11] , which was proposed in 1995. In particular, we will use the AdaBoost.M1 method, which can be used on classification problem with more than two classes. This version of the AdaBoost algorithm is shown as follows. Output: The multiple classifier C .
In the beginning of AdaBoost, all samples have the same weight, , thus forming a uniform distribution , and they are used to train the classifier . Then, the samples are reweighted in such a way that the incorrectly classified samples have more weight than the correctly classified ones. Based on this new distribution, the classifier of the next iteration is trained. The classifier of iteration , , is therefore based on the distribution calculated in iteration . Iteration by iteration, the weight of the samples that are correctly classified goes down. Therefore, the algorithm starts concentrating on the difficult samples. At the end of the procedure, weighted training sets and base classifiers have been generated.
It is recognized that not all base classifiers accept a weighted set of samples. In such cases, instead of supplying the distribution directly to the base classifier, a set of samples is chosen from in accordance with by replacement. This is similar to the bootstrapping performed in the bagging method discussed next, except that the distribution generally is not uniform.
If the classification error is greater than 0.5, an attempt is made to decrease it by bootstrapping. If the classification error stays above 0.5, then the procedure is stopped (in failure). A demand is made, therefore, on the minimum accuracy of the base classifier, which can be of considerable disadvantage in multiclass problems.
The main advantage of AdaBoost is that in many cases it increases the overall accuracy of the classification. Many practical classification problems include samples that are not equally difficult to classify, and AdaBoost is suitable for such problems.
AdaBoost tends to exhibit virtually no overfitting when the data are noiseless. Other advantages of boosting include that the algorithm has a tendency to reduce both the variance and the bias of the classification [11] , [13] . On the other hand, AdaBoost is computationally more demanding than other simpler methods. Therefore, it is dependent on the classification problem whether it is more valuable to get increased classification accuracy or to obtain a simple and fast classifier. Another problem with AdaBoost is that it usually does not perform well in terms of accuracies when there is noise in the data.
B. Bagging
Bagging is an abbreviation of bootstrap aggregating. Bootstrap methods are based on randomly and uniformly collecting samples with replacement from a sample set of size . The bagging algorithm (which, like AdaBoost, is supervised) was proposed in 1994 [12] and constructs many different bags of samples by performing bootstrapping iteratively, classifying each bag, and computing some type of an average of the classifications of each sample via a vote. Bagging is in some ways similar to boosting, since both methods design a collection of classifiers and combine their conclusions with a vote. However, the methods are different. For example, because bagging always uses resampling instead of reweighting, it does not change the distribution of the samples (does not weight them), so all classifiers in the bagging algorithm have equal weights during the voting. It is also noteworthy that bagging can be done in parallel, i.e., it is possible to prepare all the bags at once. On the other hand, boosting is always done in series, and each sample set is based on the latest weights. The bagging algorithm can be written as follows. From the above, it can be seen that bagging is a very simple algorithm. Each classifier is trained on a bootstrapped set of samples from the original sample set . After all classifiers have been trained, a simple majority vote is used, but if more than one class jointly receives the maximum number of votes, then the winner is selected using some simple mechanism, e.g., random selection. For a particular bag , the probability that a sample from is selected at least once in tries is . For a large , the probability is approximately , indicating that each bag only includes about 63.2% of the samples in . If the base classifier is unstable, i.e., when a small change in training samples can result in a large change in classification accuracy, then bagging can improve the classification accuracy significantly. If the base classifier is stable, e.g., like a k-NN classifier, then bagging can reduce the classification accuracy because each classifier receives less of the training data.
The main advantage of the bagging algorithm is that it can increase the classification accuracy significantly if the base classifier is properly selected. The bagging algorithm is also not very sensitive to noise in the data. The algorithm uses the instability of its base classifier in order to improve the classification accuracy. Therefore, it is of great importance to select the base classifier carefully. This is also the case for boosting, since it is sensitive to small changes in the input signal. Bagging reduces the variance of the classification, just as boosting does, but in contrast to boosting, bagging has little effect on the bias of the classification.
C. Consensus Theory
Consensus theory is not based on manipulating the training data like bagging and boosting. Consensus theory [6] , [14] involves general procedures with the goal of combining single probability distributions to summarize estimates from multiple experts, with the assumption that the experts make decisions based on Bayesian decision theory. The combination formula obtained is called a consensus rule. The consensus rules are used in classification by applying a maximum rule, i.e., the summarized estimate is obtained for all the information classes, and the pattern X is assigned to the class with the highest summarized estimate. Probably, the most commonly used consensus rule is the linear opinion pool (LOP), which is based on a weighted linear combination of the posterior probabilities from each data source. Another consensus rule, the logarithmic opinion pool (LOGP), is based on the weighted product of the posterior probabilities. The LOGP differs from the LOP in that it is unimodal and less dispersed. Also, the LOGP treats the data sources independently.
The weighting schemes in consensus theory should reflect the goodness of the input data. The simplest approach is to give all the data sources equal weights. Also, reliability measures that rank the data sources according to their goodness can be used as a basis for heuristic weighting [6] . Furthermore, the weights can be chosen to not only weight the individual sources but also the individual classes. For such a scheme, both linear and nonlinear optimization can be used.
III. EXPERIMENTAL RESULTS
Two experiments were conducted on multisource remote sensing and geographic data using bagging, boosting, and consensus-theoretic classifiers. To obtain baseline results for the multiple classifiers, several single classifiers were applied to the data. These include the minimum Euclidean distance (MED) classifer, Gaussian maximum likelihood (ML) classifier, and conjugate-gradient backpropagation (CGBP) [6] with two and three layers. The base classifiers that were used for bagging and boosting were also trained as single classifiers on the data. These base classifiers were as follows:
1) decision table with a ten-fold cross validation for feature selection and termination of search for the best feature set after 15 nonimproving subsets [15] ; 2) j4.8 decision tree [16] (an implementation of the C4.5 revision eight-decision tree [17] ); 3) simple classifier 1R with minimum bucket size of eight [18] , which only uses one feature when it determines a class. In summary, the single classifiers applied to the datasets were the following:
• minimum Euclidean distance (MED);
• maximum likelihood (ML);
• conjugate-gradient backpropagation (CGBP);
• decision table;
• j4.8 (an implementation of the C4.5 decision tree);
• 1R (classification based on one feature).
In the results below, the average accuracy is defined as the average of the classification accuracy of each class, regardless of the number of samples in each class. The overall accuracy is defined as the number of correctly classified samples, regardless of which class they belong to, divided by the total number of samples.
The results of the experiments are discussed below. 
A. Colorado Dataset
In the first experiment, classification was performed on a dataset consisting of the following four data sources: 1) Landsat MSS data (four spectral data channels); 2) elevation data (in 10-m contour intervals, one data channel); 3) slope data (0 to 90 in 1 increments, one data channel); 4) Aspect data (1 to 180 in 1 increments, one data channel). The area used for classification is a mountainous area in Colorado. Ground reference data are available with ten groundcover classes. One class is water; the others are forest types, as specified in Table I . It is very difficult to distinguish among the forest types using the Landsat MSS data alone, since the forest classes show very similar spectral response. A typical example of this is shown in Fig. 2 for the average spectra of three of the forest type classes. For these classes, it is clear that it helps to add the topographic data sources to the Landsat data in order to make the data more distinguishable.
The training accuracies for both single and multiple classifiers are given in Table II . The test accuracies are given in Table III . It was not possible to use the Gaussian maximum likelihood classifier for the Colorado dataset. The covariance matrix, which was computed using the standard unbiased estimation on the raw data, became singular for several of the forest type classes because of little variation in the topographic data.
For the LOP and LOGP, ten data classes were defined in each data source. The multispectral remote sensing data sources were modeled to be Gaussian. On the other hand, the topographic data sources were modeled by Parzen density estimation with Gaussian kernels [19] , which constructs an average of density functions, centered at each training sample. Several different weighting schemes were used for the LOP and LOGP [6] .
Both bagging and boosting were applied on the raw data and run using the WEKA software provided by the University of Waikato, New Zealand [20] . In the case of bagging, 100 iterations were selected for the decision table, ten iterations for j4.8, and 200 iterations for 1R. For boosting, the Adaboost.M1 was employed, with 50 iterations for the decision table, 200 iterations for j4.8, and 60 iterations for 1R. The number of iterations was chosen after trying up to at least 300 iterations for j4.8 and 1R and 100 iterations for the decision table. A plot of the overall test accuracies as a function of the number of iterations is shown in Fig. 3 . In each case, the ten-class problem was converted into multiple two-class problems, through the use of the MultiClassClassifier [20] , to make it more tractable for the base classifiers, especially in view of the stringent classification accuracy demand of the AdaBoost.M1 algorithm. As can be seen from Fig. 3 , all plots have a knee at 10 to 20 iterations. After that, they improve only slightly.
At first glance, it may seem odd that in the experiments different numbers of iterations were used when bagging and boosting each base classifier (as discussed below). However, the goal was not to compare the computational demands of bagging and boosting each base classifier, but rather to compare them in terms of the highest achievable test accuracies. Therefore, it was decided to use the "optimal" number of iterations for each base classifier instead of using the same number of iterations for all three base classifiers. From Tables II and III , it is apparent, that all three multiple classifier schemes show improvement over the single classifiers (minimum Euclidean distance, decision table, j4.8, 1R, and two-layer conjugate-gradient backpropagation with 40 hidden neurons) in terms of both average and overall accuracies (the ML classifier was not applicable here because of singularity problems). The highest overall and average training accuracies were achieved by boosting the j4.8 decision tree. However, the highest overall and average test accuracies were obtained by boosting the 1R base classifier, which gave far worse training and test accuracies on its own than the other base classifiers. In contrast, bagging the 1R gave poor accuracies. The best overall and average accuracies for consensus-theoretic classifiers were achieved with the LOGP optimized by conjugate-gradient backpropagation. Those results were comparable in terms of overall accuracies to the best results achieved using bagging.
The classification accuracies for the individual classes are interesting in Tables II and III . When 1R is used, it gives extremely low accuracies for classes number 2, 3, 4, 8, and 9. Boosting gives significant improvements to the training and test classification accuracies for all these classes. For example, 1R gives 0% training and test accuracies for class number 9, but boosting the 1R base classifier gives a training accuracy of 100% and test accuracy of 72% for that class. Boosting using other base classifiers gives accuracy improvements for all other classes. Bagging also gives improvements in terms of class-specific accuracies but is outperformed by boosting.
B. Anderson River Dataset
In the second experiment, the Anderson River dataset, which is a multisource remote sensing and geographic dataset made available by the Canada Centre for Remote Sensing (CCRS) [21] , was used. This dataset is very difficult to classify [6] due to a number of mixed forest type classes.
Six data sources were used: 1) Airborne Multispectral Scanner (AMSS) with 11 spectral data channels (ten channels from 380-1100 nm and one channel from 8-14 m); 2) steep mode synthetic aperture radar (SAR) with four data channels (X-HH, X-HV, L-HH, L-HV); 3) shallow mode SAR with four data channels (X-HH, X-HV, L-HH, L-HV); 4) elevation data (one data channel, where elevation in meters pixel value ); 5) slope data (one data channel, where slope in degrees pixel value); 6) aspect data (one data channel, where aspect in degrees pixel value). There are 19 information classes in the ground reference map provided by CCRS. In the experiments, only the six largest ones were used, as listed in Table IV . Here, training samples were selected uniformly, giving 10% of the total sample size. All other known samples were then used as test samples.
The results of the different classification methods are shown in Table V (training) and Table VI (test) . For the single classifier methods in Tables V and VI, the MED and ML showed different characteristics. The MED was not acceptable in terms of classification accuracies, but the ML accuracies were rela -TABLE VI  TEST ACCURACIES IN PERCENTAGE FOR THE DIFFERENT CLASSIFICATION METHODS APPLIED TO THE ANDERSON RIVER DATASET tively good, especially considering that the data are clearly not Gaussian [21] . The j4.8 method outperformed the other single classifier methods in terms of both training and test accuracies and achieved an overall accuracy for test data of 70.8%. The test accuracy of the decision table was somewhat lower than that of the CGBP neural network, which achieved a test accuracy of 68.8%.
For the LOP and LOGP, six data classes (corresponding to the information classes in Table IV) were defined in each data source. The AMSS and SAR data sources were modeled to be Gaussian, but the topographic data sources were modeled by Parzen density estimation with Gaussian kernels [6] . From the results for the consensus-theoretic methods in Tables V and  VI , it is clear that the LOGP optimized with a neural network outperformed all other consensus-theoretic methods in terms of overall and average training and test accuracies. It is noteworthy that the CGBP optimization increased the overall accuracies of the equally weighted LOGP by approximately 12% (training) and 6% (test), and the LOGP with nonlinearly optimized weights outperformed easily the best single-stage neural network classifiers both in terms of training and test accuracies. In contrast, the CGBP-optimized LOP only gave comparable results to the single-stage CGBP with 30 hidden neurons. However, the best CGBP-optimized LOP results were achieved with zero hidden neurons where the best CGBP-optimized LOGP results were reached with 45 hidden neurons. These results are not surprising. The LOP is a linear combination of posterior probabilities, but the LOGP is nonlinear.
In the case of bagging, 100 iterations were selected for the j4.8, 30 iterations for the decision table, and 700 iterations for 1R. The test accuracies, both for bagging and boosting, as a function of the number of iterations are shown in Fig. 4 . The bagging of the decision table and the j4.8 was done directly on the six-class classification problem. However, the 1R classifier had difficulties with the six-class problem, so it was fragmented into multiple two-class problems using MultiClassClassifier, as was done for all cases in the classification of the ten-class Colorado dataset. As can be seen in Fig. 4 , the test accuracy seemed to have approximately converged in all bagging cases. Evidently, the bagging algorithm improved on the best training or test results given by LOGP when the j4.8 base classifier is used. This result comes as no surprise, since decision tree classifiers are typical unstable classifiers that should perform well in classification by the bagging algorithm. Bagging based on the decision table does almost as well in terms of test accuracies and, in fact, slightly better than bagging based on the j4.8 after 30 iterations.
For boosting, the Adaboost.M1, with 100 iterations for j4.8, was employed. However, after 19 iterations the boosting of the decision table aborted. This demonstrates how strict the demand for 50% accuracy is for multiclass problems. Nevertheless, the MultiClassClassifier was only employed for the 1R base classifier. The fact that MultiClassClassifier was used for all bagging and boosting methods on the Colorado dataset, and the 1R method on the Anderson River dataset, but not for the Decision Table and j4.8 methods on the Anderson River dataset, skews the comparison between different methods somewhat. It is expected that, in general, given enough data and computational resources, better accuracies would be achieved by applying the base classifiers directly on the multiclass problem, instead of multiple two-class problems. However, it was deemed necessary for the ten-class Colorado dataset to split it into multiple two-class problems, and the 1R base classifier could not make a single iteration of the AdaBoost.M1 on the Anderson River dataset without applying the MultiClassClassifier.
The justification for using different numbers of iterations for each method is that our aim was to compare the methods in terms of the highest achievable test accuracies, rather than the computational requirements.
As can be seen from Tables V and VI, the Adaboost.M1 algorithm improved on the results given by bagging in the case of the j4.8 classifier, but not the decision table. The j4.8 base classifier results are outstanding. These results are the best accuracies achieved for the whole experiment on the Anderson River data. It is of interest to note that the best overall test accuracies were achieved 95 iterations after the training accuracy reached 100%. Similar to the experiment on the Colorado dataset, boosting and bagging, in most cases, gave good improvements on the accuracies of the single classifiers when looked at on a class-by-class basis. Contrary to the Colorado dataset, boosting and bagging the 1R classifier on the Anderson River dataset did have problems. A plausible reason for these problems is that the 1R base classifier, while giving good results on the seven-feature Colorado dataset, is too simple to classify the 22 features of the Anderson River dataset based on just one feature.
IV. CONCLUSIONS
In this paper, three multiple classification schemes were investigated. All three schemes performed well and outperformed several single classifiers in terms of accuracies. Therefore, the results presented here demonstrate that multiple classification methods can be considered desirable alternatives to conventional classification methods for classification of multisource remote sensing and geographic data. In particular, the AdaBoost.M1 method yielded the most accurate classifier both in terms of training and test accuracies, when the j4.8 decision tree was used as the base classifier in the case of the Anderson River dataset, and when the 1R method was used as the base classifier in the case of the Colorado dataset. The AdaBoost.M1 did not demonstrate overtraining although it achieved 100% training accuracy. For the Anderson River dataset, the simpler bagging algorithm performed better than AdaBoost.M1 in the case of the decision table base classifier, where the AdaBoost.M1 aborted after only 19 iterations. Bagging does not suffer from the restriction of needing at least 50% accuracy and has the further advantage of needing not as much computational resources as the other methods. The LOGP consensus-theoretic classifier performed well in experiments. Consensus-theoretic classifiers have the potential of being more accurate than conventional multivariate methods in classification of multisource data, since a convenient multivariate model is not generally available for such data. Also, consensus theory overcomes two of the problems with the conventional ML method. First, using a subset of the data for individual data sources lightens the computational burden of a multivariate statistical classifier. Second, a smaller feature set helps in providing better statistics for the individual data sources when a limited number of training samples is available.
