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SOMMAIRE 
Dans ce mémoire, nous introduirons la théorie des empilements de cercles, qui a connu un 
énorme développement à partir du milieu des années 1980, entre autres grâce aux idées 
de Thurston et de Stephenson. Ensuite, nous étudierons la notion de quasiconformité, 
qui sera présentée sous deux différentes définitions, qui sont équivalentes entre elles. Nous 
verrons que cette théorie, développée entre autres par Grôtzsch, Lavrentiev, Ahlfors et 
Teichmuller, est fortement liée à la théorie des surfaces de Riemann. 
Enfin, nous effectuerons une application de la théorie des empilements de cercles et de 
la quasiconformité à l'étude de certaines régions du cortex humain, dans l'optique de 
déceler des asymétries inter-individuelles. Une version de base de l'algorithme, qui était 
nécessaire à cette étude, sera disponible en annexe à ce mémoire. 
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INTRODUCTION 
La géométrie et l'analyse complexe sont deux domaines des mathématiques qui possèdent 
plusieurs points en commun : l'étude des surfaces de Riemann, qui sont les variétés com-
plexes de dimension réelle 2, en est un exemple. Ces surfaces possèdent des cartes locales 
où les changements de cartes sont biholomorphes, qu'on appelle aussi des applications 
conformes. Dans ce mémoire, nous verrons une généralisation de ces applications, qu'on 
appellera quasiconformes. 
L'utilisation des empilements de cercles est un exemple d'une application quasiconforme. 
D'ailleurs, l'objectif de ce mémoire est d'examiner, par le biais de ces empilements de 
cercles, si la notion de quasiconforaiité s'applique à l'étude du cerveau humain. Pour ce 
faire, cet ouvrage est séparé en quatre chapitres bien distincts. 
Dans le premier chapitre, nous ferons d'abord quelques rappels de notions préliminaires, 
qui seront nécessaires à la lecture de cet ouvrage. Les rappels seront principalement au 
niveau de la conformité et de groupes d'automorphismes qui sont définis pour les diffé-
rents modèles de géométrie utilisés. 
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Au second chapitre, nous verrons l'ensemble de la théorie des empilements de cercles : 
toutes les définitions et résultats primordiaux y seront couverts. Nous y verrons égale-
ment la conjecture principale au sujet des empilements de cercles, formulée initialement 
par Thurston, et qui fut prouvée par Stephenson, Beardon, He, Schramm et Rodin. 
Dans le troisième chapitre, nous exposerons deux définitions différentes de la quasiconfor-
mité : la définition géométrique et celle par l'équation de Beltrami. Cette dernière nous 
sera particulièrement intéressante dans l'optique d'étudier les liens de la quasiconfonnité 
avec la théorie des surfaces de Riemann. D'ailleurs, une section complète de ce chapitre 
sera consacrée à cet effet. 
Enfin, au quatrième chapitre, nous verrons une application commune aux empilements 
de cercles et à la quasiconformité. Grâce à un algorithme élaboré en Python, dont une 
version de base est disponible en annexe, il sera possible d'étudier certaines régions du 
cerveau humain. Nous observerons, en particulier grâce au module conforme, l'asymétrie 
entre les deux hémisphères de douze différents sujets, issus de l'institut NeuroSpin, situé 
en France. 
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CHAPITRE 1 
Notation et rappels 
L'objectif de ce premier chapitre est de faire des rappels concernant les notions qui 
seront nécessaires pour la lecture de ce mémoire. Je m'assurerai tout d'abord de bien 
définir la notation qui sera utilisée, puis je rappellerai la notion de conformité ainsi 
que plusieurs résultats importants s'y rattachant : je définirai notamment les groupes 
d'automorphism.es conformes qui seront utilisés dans cet ouvrage. 
1.1 Notation 
Tout au long de ce mémoire, nous utiliserons différentes géométries, et donc nous devrons 
utiliser plusieurs modèles pour les représenter. Ainsi, C désignera le plan complexe stan-
dard, qui représentera la géométrie euclidienne que l'on connaît bien, munie de la métrique 
euclidienne ds = \dz\ = yjdx2 + dy2. Le disque de Poincaré, 1D := {z € C ; kl < i}, 
sera utilisé pour représenter la géométrie hyperbolique, munie de la métrique hyperbo-
lique ds = ï^fjï • Enfin, P := {(x, y, z) 6 R3 ; x2 + y2 + z2 = 1} sera la sphère de 
Riemann, vue comme C U {oc}. Cette sphère représentera, comme son nom l'indique, la 
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géométrie sphérique, munie de la métrique ds = Lorsqu'on travaillera avec l'un 
ou l'autre de ces modèles, nous le noterons par G. 
1.2 Rappels 
Dans cette section, nous ferons les principaux rappels de notions préalables à la lecture 
de ce mémoire. Tout d'abord, il faut s'assurer de connaître les domaines de Jordan, les 
homéomorphismes préservant l'orientation, ainsi que les surfaces de Riemann. 
Définition 1.2.1. Un domaine de Jordan est un ouvert bordé par une courbe de Jordan, 
qui est l'image du cercle unité par une fonction continue et injective. 
De plus, tout au long de ce mémoire, nous aurons besoin de la notion de préservation 
d'orientation, qui est la suivante : 
Définition 1.2.2. Soient U, V des ouverts du plan complexe. On dit qu'un homéomor-
phisme f :U—ï Vpréserve l'orientation si f préserve l'orientation de la frontière de tout 
domaine de Jordan fi qui satisfait fi C U. 
On peut remarquer que l'ensemble des homéomorphismes préservant l'orientation forme 
un groupe sous l'opération de composition. Enfin, il est souhaitable de rappeler au lecteur 
la notion d'une surface de Riemann, puisque cette notion sera omniprésente dans les 
prochains chapitres. Le lecteur peut se référer à [Jos06] pour davantage de détails à leur 
sujet. 
Définition 1.2.3. Une surface de Riemann est une variété complexe de dimension réelle 
2 (ou de dimension complexe 1), telle que ses fonctions de transition sont holomorphes 
avec leur inverse holomorphe. De telles fonctions sont alors dites bi-holomorphes. 
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1.2.1 Conformité 
Infinitésimalement, les transformations conformes sont des similitudes, ce qui fait en sorte 
qu'une application conforme sur un domaine fi préserve toujours les angles (en magnitude 
et en orientation) de courbes qui s'intersectent dans fi. La définition d'une application 
conforme est la suivante : 
Définition 1.2.4. Soient U,V deux ouverts de C. Une fonction f : U —>• V est dite 
conforme si elle est bijective et holomorphe. 
Riemann, dans les années 1800, a fortement étudié ces applications. Un de ses résultats 
à ce sujet est son fameux théorème d'application : 
Théorème 1.2.5 (Théorème d'application conforme de Riemann). Soit fi € C un 
domaine de Jordan. Alors, il existe f : Q —> tel que f est une application conforme. 
Ainsi, entre toute paire de domaines de Jordan, il existe une certaine application conforme 
les reliant. On dira donc que ces deux domaines sont conformément équivalents. À l'aide de 
ce résultat, on pourra utiliser des applications conformes entre des domaines de Jordan 
du plan complexe et le demi-plan supérieur. De plus, afin de pouvoir considérer une 
application entre les adhérences de deux domaines de Jordan, on pourra utiliser le résultat 
de Carathéodory-Osgood. 
Théorème 1.2.6 (Carathéodory-Osgood). Toute transformation conforme entre deux 
domaines de Jordan s'étend en un homéomorphisme entre les adhérences dans C de ces 
deux domaines. 
Enfin, un résultat important à mentionner est le théorème d'uniformisation de Riemann : 
Théorème 1.2.7 (Théorème d'uniformisation). Toute surface de Riemann simplement 
connexe est conformément équivalente à P, C ou B. 
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1.2.2 Groupes d'automorphismes 
Dans cette sous-section, on définira le groupe d'automorphismes conformes de G (noté 
Aut(G))} pour chacune des géométries utilisées. Pour le disque de Poincaré, on peut 
démontrer que les automorphismes conformes sont de la forme 
Aut{B) := {e'\Z ~^° ; 0 G R, Zo G B}. 
1 ZoZ 
Les automorphismes conformes de C sont l'ensemble des applications affines de C. En 
particulier, les rotations, translations et dilatations sont des automorphismes. Ainsi, on 
a que 
Aut(C) := {az + b; a G C*,b G C}. 
Et, enfin, les automorphismes conservant les angles sur P ne sont rien d'autre que les 
transformations de Môbius (ou homographies), qui sont de la forme 
Aut(P) := {aZ + b ; a, b, c, d G C, ad - bc = 1} . 
CZ et 
On peut exprimer chaque élément de Aut(F) par la représentation matricielle suivante : 
az + b / a b \ 
cz + d \ c d J 
On peut vérifier que la multiplication de deux telles matrices correspond à la compo-
sition des deux automorphismes associés. En notant (j> : SL(2, C) —» Aut(W) l'ho-
momorphisme de groupes surjectif qui envoie une matrice vers sa transformation de 
Môbius associée, et en appliquant le premier théorème d'isomorphisme à <f>, on obtient 
que Aut(F) = PSL(2, C). De plus, on peut remarquer que D C C C P, et que 
Au<(B) C Aut(C) c Aut(P) ; chacun de ces groupes d'automorphismes est un sous-
groupe de transformations de Môbius. Ces transformations préservent les cercles, donc 
nous verrons que les empilements de cercles seront préservés de la même façon. 
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CHAPITRE 2 
Empilements de cercles 
Dans ce chapitre, nous allons définir et illustrer la notion d'empilements de cercles. Ce 
concept, qui fut entre autres étudié par Apollonius en 250-200 av. J-C. et par Descartes 
au 17e siècle, est une notion géométrique très intéressante. William Thurston, dans les 
années 1980, a introduit ces empilements de façon différente et complètement nouvelle : il 
conjecturait que de tels empilements pouvaient être utilisés pour approximer des applica-
tions conformes, prescrites par le théorème d'application de Riemann, qui date de 1851. 
Nous allons ici voir les définitions formelles de ces empilements et étudier quelques résul-
tats classiques à ce sujet, afin de mieux comprendre pourquoi ils ont été introduits. La 
majorité des démonstrations des résultats, qui sont relativement longues et techniques, 
seront omises dans ce chapitre : la majorité d'entre elles sont disponibles dans [Ste05], 
qui est le principal livre de référence de ce chapitre. 
Les empilements de cercles qui sont illustrés dans ce mémoire ont été affichés à l'aide du 
logiciel CirclePack, créé par Kenneth Stephenson. Ce logiciel, qui est encore sous forme 
expérimentale, est disponible gratuitement sur la page web de l'auteur. 
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2.1 Définitions 
Un empilement de cercles est toujours associé à la triangulation d'une surface topolo-
gique. Afin de pouvoir définir de tels empilements, nous donnerons la définition d'un 
CP-complexe. Étant donné qu'un CP-complexe est une définition plus stricte qu'une 
simple triangulation d'une surface topologique, les empilements de cercles reliés à des 
CP-complexes seront bien définis. 
Définition 2.1.1. Soit R une 2-variété connexe orientée. Un CP-complexe associé à R 
est un 2-complexe simplicial T tel que : 
1. T est une triangulation de R ; 
2. Il y a une borne supérieure uniforme sur le nombre de côtés appartenant à chaque 
sommet de T ; 
3. L'intérieur de T est non-vide et connexe ; 
4- Si T possède une frontière, alors chaque sommet de frontière de T est adjacent à 
un certain sommet intérieur. 
La quatrième condition nous évite les cas triviaux : par exemple, si on a un seul triangle 
comme triangulation d'un disque topologique. 
Ainsi, chaque face du CP-complexe T est un 2-simplexe, chaque côté est un 1-simplexe, 
et chaque sommet de T est un O-simplexe. Cependant, puisqu'un cercle est le lieu géomé-
trique des points qui sont à la même distance d'un point donné, on doit nécessairement 
avoir une métrique sur la surface sur laquelle on veut définir ces cercles. Ainsi, on peut 
définir sans problème un empilement de cercles. 
8 
Définition 2.1.2. Soit T un CP-complexe associé à une surface orientée R munie d'une 
métrique. Un empilement de cercles sur R est une collection P = {Pt}je/ cerc^es dans 
R, telle que : 
- Pour tout sommet t £ T, il existe un unique cercle associé dans P, centré en t ; 
- Deux cercles p^p^ G P sont tangents si et seulement si < i0,ii > est un 1-simplexe 
de T ; 
- Trois cercles p^, p^, pi2 € P forment un triplet orienté positivement sur R si et seule-
ment si < io, i\,i2 > est un 2-simplexe de T orienté positivement . 
Ainsi, l'orientation de la surface R induit l'orientation du CP-complexe T, qui induit 
l'orientation de l'empilement P. Lorsqu'on voudra parler du complexe associé à un empi-
lement P, on le notera par | P |. On appelle ce complexe le nerf de P (parfois, on l'appelle 
également  le  squele t te  de P).  
À titre d'exemple, voici des empilements de cercles très simples, dont le nerf est une 
triangulation d'un disque topologique. Leurs nerfs sont donc isomorphes. Les empilements 
associés sont représentés sous la géométrie hyperbolique et la géométrie sphérique, dans 
laquelle le nerf ne recouvre pas toute la sphère. 
Figure 1 : Un empilement hyperbolique (dans D) et un empilement sphérique (dans P). 
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Il faut maintenant introduire plusieurs notions au sujet des empilements de cercles. On 
dira qu'un empilement de cercles sur une région de D est hyperbolique, qu'un empilement 
sur une région de C est parabolique, et enfin, sur une région de P, on dira qu'il est sphé-
rique. De plus, un empilement est dit univalent si chacun des cercles de l'empilement 
a un intérieur mutuellement disjoint des autres. Aussi, on appelle une n-fleur autour 
d'un certain cercle CO les n cercles qui entourent tangentiellement le cercle CQ. Ainsi, on 
appelle degré d'une n-fleur le nombre de cercles tangents à un cercle donné, et le de-
gré d'un empilement est le degré maximal parmi toutes les n-fleurs de l'empilement. De 
plus, nous aurons besoin de définir la notion d'un empilement maximal sur une surface R. 
On dira qu'un empilement hyperbolique est maximal si tout cercle de frontière est un 
horocycle, qui est un cercle centré au point de tangence avec <9B. De même, un empile-
ment sphérique est maximal si son nerf est une triangulation de P. Enfin, un empilement 
parabolique est maximal si son nerf est une triangulation de C. 
À titre d'exemple, l'empilement hyperbolique de la Figure 1 est maximal, tandis que 
l'empilement sphérique ne l'est pas. Dans ce mémoire, c'est avec des empilements maxi-
maux que nous travaillerons la grande majorité du temps, à moins d'avis contraire. 
De plus, on sait que chaque groupe d'automorphismes (définis dans le chapitre 1) préserve 
les cercles, et préserve donc les empilements de cercles. Ainsi, on dira qu'un empilement 
est essentiellement unique lorsqu'il sera unique à automorphisme conforme près. 
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Aux Figures 2 et 3, nous pouvons voir deux exemples d'une application d'un automor-
phisme à des empilements de cercles maximaux. 
Figure 2 : L'action d'un élément de Aut(F)  sur un empilement sphérique maximal 
Figure 3 : L'action d'un élément de Aut(D) sur un empilement hyperbolique maximal 
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2.2 Théorèmes d'existence et d'unicité 
On aimerait maintenant avoir des conditions d'existence et d'unicité pour ces empilements 
de cercles. Puisque ces empilements sont définis à partir d'un CP-complexe, on aimerait 
classifier les CP-complexes selon leur type : sphérique, parabolique ou hyperbolique. Le 
type d'un CP-complexe reflète en fait la géométrie qui représentera l'empilement maximal 
associé à T. L'existence du type d'un CP-complexe est une conséquence du théorème 
d'uniformisation, qui est le Théorème 1.2.7. 
Proposition 2.2.1. Soit T un CP-complexe. Alors, 
- T est sphérique si T est compact et simplement connexe ; 
- T est hyperbolique s'il possède des sommets de frontière, ou si T est de genre g > 2 
et p-connexe, pour p > 3 ; 
- T est parabolique si T est compact, de genre 1 . 
Commençons par le cas des CP-complexes sphériques. Dans les années 1930, Koebe dé-
montra le théorème suivant, qui fut ensuite démontré de façon indépendante par Andreev 
et Thurston : 
Théorème 2.2.2 (Koebe-Andreev-Thurston). Soit T une triangulation d'une sphère 
topologique. Alors, il existe un empilement de cercles P sur la sphère de Riemann P ayant 
T comme nerf. De plus, cet empilement est univalent et est essentiellement unique. 
Ce théorème est l'un des résultats-piliers de la théorie des empilements de cercles : pour 
obtenir sa démonstration, voir [Ste05], p.72. En particulier, c'est à partir de ce résultat 
que Thurston, en 1985, a effectué sa fameuse conjecture, qui a été prouvée par Rodin et 
Sullivan dans [RS87]. Nous reviendrons à cette conjecture à la fin de ce chapitre. 
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Pour les CP-complexes hyperboliques, on a un résultat important concernant l'existence 
et l'unicité des empilements maximaux dans le disque hyperbolique, dû à Andreev. Une 
preuve de ce résultat est disponible dans [Ste05], p.62-70. 
Théorème 2.2.3 (Andreev). Soit T un complexe simplicicd qui est un disque topologique. 
Alors, il existe un empilement de cercles P dans D qui est essentiellement unique, ayant 
T comme nerf, et tel que chaque cercle de frontière est un horocycle. 
L'empilement obtenu par ce théorème sera noté PA, qui est appelé l'empilement d'An-
dreev. Dans cet empilement, le rayon hyperbolique des cercles est uniquement déterminé. 
Cela découle du fait que les éléments de Aitt(ID) sont précisément les isométries de D. 
D'ailleurs, on se servira de cette propriété dans le chapitre 4. Enfin, un autre résultat 
important au sujet des CP-complexes hyperboliques est la version discrète du lemme de 
Schwarz-Pick, dont la démonstration est disponible dans [BS91] : 
Lemme 2.2.4 (Lemme de Schwarz-Pick, version discrète). Soit T un CP-complexe qui 
est un disque topologique, PA l'empilement d'Andreev, et soit P un autre empilement 
d'une région de D, tous deux ayant T comme nerf. Alors : 
- Chaque cercle de P possède un rayon hyperbolique inférieur ou égal au rayon du cercle 
correspondant dans PA ; 
- La distance hyperbolique entre les centres de deux cercles de P est inférieure ou égale 
à la distance entre ces deux centres dans PA ; 
- Chaque face dans le nerf hyperbolique de P possède une aire hyperbolique inférieure ou 
égale à l'aire de la face correspondante dans PA . 
De plus, l'égalité dans ces conditions implique que P et PA sont liées par un automor-
phisme de D. 
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La Figure 4 nous offre une visualisation du dernier lemme. 
Figure 4 : Un empilement d'une région dans O et son empilement d'Andreev associé 
Même si le rayon de certains cercles semble plus petit dans la seconde image, il ne faut pas 
oublier que la distance hyperbolique devient de plus en plus grande lorsqu'on s'approche 
de 5B, puisque l'élément de longueur hyperbolique est ds = . En fait, les cercles 
centraux sont ceux qui subissent le moins de variation de grandeur. 
Pour ce qui est des CP-complexes paraboliques, un théorème fondamental, démontré par 
Stephenson dans [Ste05], assure l'existence et unicité de l'empilement associé. 
Théorème 2.2.5 (Stephenson). Soit T un CP-œmplexe qui est un disque topologique, 
ayant n sommets de frontière. Soient di{i = 1, ... ,n) des valeurs réelles positives quel-
conques. Alors, il existe un empilement de cercles parabolique essentiellement unique tel 
que les n cercles de frontière ont ai comme rayon. 
Il est donc important de voir que les empilements de cercles hyperboliques et paraboliques 
sont générés en assignant des conditions au bord. En effet, dans le cas hyperbolique, le 
théorème d'Andreev (Théorème 2.2.3) assigne un rayon hyperbolique infini aux cercles 
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de frontière, et le théorème de Stephenson (Théorème 2.2.5) assigne un rayon quelconque 
à tout cercle de frontière. Dans le cas parabolique, on peut également assigner des angles 
aux côtés joignant les sommets de frontière de la triangulation. Un empilement de cercles 
essentiellement unique en découlera. Le lemme suivant, dont une esquisse de sa démons-
tration est disponible dans [Ste05], p.162, nous en assure. D'ailleurs, nous utiliserons ce 
résultat dans le chapitre 4, afin de calculer le module des empilements de cercles repré-
sentant certaines régions corticales. 
Lemme 2.2.6. Soit T un CP-complexe qui est un disque topologique, et soit P l'em-
pilement de cercles essentiellement unique associé à T. Alors, il existe un empilement 
de cercles P qui possède le même nerf que P, et tel que \P\ est une triangulation d'un 
rectangle euclidien. De plus, cet empilement est essentiellement unique. 
La Figure 5 nous permet de visualiser ce lemme. 
Figure 5 : Un empilement d'une région dans C et son rectangle euclidien empilé associé 
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Donc, il est possible de voir que les CP-complexes qui sont des disques topologiques 
admettent des empilements de cercles hyperboliques et paraboliques. La différence entre 
ces deux types d'empilements est que les empilements hyperboliques seront maximaux. 
On peut même les projeter sur P par projection stéréographique. Par contre, tout CP-
complexe qui est une sphère topologique ne peut être représenté par un empilement de 
cercles sur C ou 1D>. 
Enfin, Beardon et Stephenson ont prolongé ces résultats, pour former le fameux théorème 
d'uniformisation discrète. Ce théorème est probablement le résultat le plus important 
dans le domaine des empilements de cercles. Cependant, leur première version de ce 
résultat n'était valide que pour des CP-complexes. Stephenson, plus tard, a généralisé le 
théorème, mais pour des triangulations arbitraires de 2-variétés orientables. Pour plus de 
détails au sujet de ce résultat, le lecteur est invité à consulter [Ste05]. 
Théorème 2.2.7 (Théorème d'uniformisation discrète). Soit T un complexe sitnplicial 
qui triangule une surface topologique orientable R. Alors, il existe une surface de Riemann 
ST, qui est homéomorphe à R, et il existe un empilement de cercles P qui est univalent, 
qui possède T comme nerf, et tel que T recouvre ST- De plus, la surface de Riemann ainsi 
que cet empilement sont essentiellement uniques. 
Remarque 2.2.8. En particulier, si R est une surface simplement connexe, alors la 
surface de Riemann ST est conformément équivalente à D, C ou P. De plus, une surface 
R sera dite empilable si elle est conformément équivalente à la surface ST-
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2.2.1 À propos du théorème d'uniformisation discrète 
Premièrement, on peut remarquer que le Théorème 2.2.7 nous assure que la structure 
combinatoire de T détermine de façon unique la structure conforme de la surface de 
Riemann ST- En effet, en voyant le CP-complexe T comme une surface, on a que ST est 
homéomorphe à R, qui est homéomorphe à T. On peut donc affirmer que l'empilement P 
munit T d'une unique structure conforme. Ainsi, on peut voir un CP-complexe T comme 
une surface de Riemann discrète, et la combinatoire de T lui fournit sa structure conforme 
discrète. On peut donc faire l'analogie suivante, introduite par Stephenson dans [Ste05] : 
Structure conforme classique <—4 Triangulation infinitésimale 
Un aspect important de ce théorème est le fait que sa réciproque est fausse. En effet, il 
est possible de trouver des surfaces de Riemann compactes qui ne peuvent être remplies 
par des empilements de cercles. Par exemple, en fixant le genre g > 1, on sait qu'il y a 
un nombre dénombrable de triangulations différentes (au point de vue combinatoire) sur 
une surface topologique compacte. Ainsi, il y a un nombre dénombrable d'empilements 
de cercles pouvant être définis. Cependant, il y a un nombre indénombrable de surfaces 
de Riemann compactes conformément distinctes de genre g. Ainsi, il existe forcément des 
surfaces de Riemann non-empilables. 
Par contre, on peut démontrer que l'ensemble des surfaces de Riemann empilables est 
dense dans l'espace de Teichmiiller, et donc toute surface non-empilable est limite d'une 
suite de surfaces empilables, sous la métrique de Teichmiiller. Pour plus de détails au 
sujet des surfaces de Riemann empilables et de l'espace de Teichmiiller, le lecteur peut se 
référer à [BMW07], [Ste05] et [Wil03]. La prochaine section fera mention de définitions 
et de résultats supplémentaires au sujet des empilements de cercles. 
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2.3 Définitions et résultats supplémentaires 
Afin de comprendre un peu mieux le comportement des empilements de cercles, nous 
verrons ici quelques résultats classiques. Le premier est le fameux Lemme du collier, 
démontré par Rodin et Sullivan dans [RS87], et par Stephenson dans [Ste05]. Ce lemme 
aura une grande importance lorsqu'on voudra montrer la quasiconformité des applications 
entre empilements de cercles. 
Lemme 2.3.1 (Lemme du collier). Soit P une n-fleur autour du cercle CQ, de rayon ro-
Alors, il existe une constante C(n) > 0 qui ne dépend que de n, et telle que : 
- Si P C ©, alors le rayon hyperbolique rt de chaque pétale satisfait ^ > C(n) ; 
- Si P C <C, alors le rayon euclidien r* de chaque pétale satisfait > C(n) ; 
- Si P C P, et qu'une des pétales est l'extérieur du disque unité, alors le rayon euclidien 
ri de chaque pétale de la n-fleur satisfait > C(n). 
Démonstration. (Esquisse) En fixant n, il y a une borne inférieure uniforme sur le rayon 
du plus grand cercle (disons CI) de la n-fleur autour de CQ. En effet, cette borne correspond 
au rayon qu'ont chacun de ces n cercles lorsqu'ils ont tous le même rayon. Passons au 
cercle tangent à ci, que nous noterons c2. On affirme qu'il y a également une borne 
inférieure uniforme sur le rayon de C2, puisque s'il n'y existait pas de telle borne, le reste 
de la chaîne de n — 1 cercles restants ne pourrait s'échapper de la crevasse formée entre 
co et ci. On procède ainsi pour chaque cercle de la n-fleur. • 
Ainsi, ce lemme relie une propriété de l'empilement qui est purement combinatoire (le 
degré de l'empilement) avec une propriété géométrique reliée à l'empilement (le rayon mi-
nimal de cercles mutuellement tangents). De plus, il est intéressant de voir que la valeur 
exacte de la constante C(n), pour n fixé, peut être calculée explicitement. Ce résultat fut 
démontré vers la fin des années 1990 pax Aharonov dans [Aha97|. 
De plus, il sera important de définir des applications entre deux empilements de cercles, 
qui seront appelées applications d'empilements : leur définition est la suivante. 
Définition 2.3.2. Soient T\ et T2 deux complexes simpliciaux homéomorphes, et soient 
P\, P2 deux empilements de cercles ayant respectivement T\ et T2 comme triangulation 
sous-jacente. Notons par fi l'isomorphisme associant, à chaque sommet de Tit le cercle 
associé dans (t=l,2'). Alors, on définit une application d'empilements 
f : Pi -+ P2 
par f := 0 o g o /3-1, où g : T\ —» T2 est un homéomorphisme simplicial. 
Remarque 2.3.3. Lorsqu'on étudie une telle application, on peut utiliser le Lemme du 
collier pour observer que non seulement les rayons des cercles mutuellement tangents ont 
une borne inférieure, mais que cela implique qu'on a une borne uniforme sur les diffé-
rences entre les angles des faces correspondantes dans les triangulations sous-jacentes. 
On se servira de cette remarque lorsqu'on voudra démontrer la quasiconformité de ces 
applications, dans le chapitre suivant. 
À la Figure 6, nous pouvons voir un exemple d'une telle application entre deux empile-
ments paraboliques. 
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Figure 6 : Le domaine et l'image d'une application d'empilements 
Les cercles plus foncés sont simplement présents pour faciliter la visualisation des empile-
ments. Ainsi, on peut toujours définir une application entre deux empilements de cercles 
partageant le même nerf. C'est par le biais de ces applications que Thurston avait eu l'idée 
d'approximer des applications conformes. Étudions cela un peu plus en pronfondeur. 
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2.4 Approximation conforme des empilements de cercles 
William Thurston, un médaillé Fields des aimées 1980, avait conjecturé qu'il était possible 
d'approximer l'application conforme prescrite par le théorème d'application conforme de 
Riemann par des suites d'empilements de cercles. Puisque ce théorème est non-constructif, 
cette conjecture fut la première occasion de pouvoir s'approcher de la dite application. 
Cette conjecture a d'abord été vérifiée par Rodin et Sullivan dans le cas de complexes 
de degré 6 (voir [RS87]), puis par Stephenson, Beardon, He, Schramm et Rodin (voir 
[HS96]) pour des complexes plus généraux. 
L'idée générale est la suivante : soit fi C C un domaine de Jordan. On sait, par le théo-
rème d'application de Riemann (Théorème 1.2.5), que fi est conformément équivalent à 
O. Considérons, pour un e > 0, un recouvrement de fi par un empilement de cercles 
hexagonal classique, où chaque cercle est de rayon e. En appliquant cet empilement de 
cercles vers le disque unité (i.e. en calculant son empilement d'Andreev associé), on re-
trouve une application d'empilements f£, qui peut être visualisée comme dans la Figure 7. 
Figure 7 : Le domaine et l'image d'une application f£ : Ce —> C'e. 
Les cercles qui ne touchent pas fi ou sa frontière sont simplement ignorés. Ainsi, en notant 
Ce l'empilement recouvrant fi, et C'£ celui recouvrant D, on aimerait avoir la certitude 
que si on fait tendre £ vers 0, alors les applications fe : Ce -> C'e tendent à être de 
plus en plus conformes. Ceci n'est rien d'autre que la conjecture de Thurston, qui a été 
vérifiée par le théorème suivant. 
Théorème 2.4.1 (Rodin-Sullivan). Lorsque e -» 0, les applications d'empilements fe : 
C£ -» C'e convergent uniformément vers Vapplication conforme prescrite par le théorème 
d'application de Riemann, soit f : 12 —> D. 
Chacune des applications /e, pour e fixé, sera quasiconforme. Cette notion est l'objet 
du prochain chapitre ; nous reviendrons à la quasiconformité des empilements de cercles 
à la fin du chapitre 3. En fait, la démonstration du théorème de Rodin-Sullivan repose 
sur la quasiconformité des applications f£, sur leur équicontinuité sur des sous-ensembles 
compacts du domaine fi, ainsi que sur quelques lemmes techniques. Cette démonstration 
sera ici omise, mais le lecteur peut se référer à [RS87] pour l'obtenir. 
Nous avons donc défini ce que sont les empilements de cercles, et avons vu les résultats 
généraux les plus importants à leur sujet. Après avoir étudié les applications quasicon-
formes dans le chapitre 3, il nous sera donc possible de combiner ces deux notions, et 
nous verrons alors que les empilements de cercles ont un comportement qui se rapproche 
de la conformité. 
22 
CHAPITRE 3 
Applications quasiconformes 
Ce chapitre est consacré à l'étude des applications quasiconformes. Ces applications sont 
non seulement une généralisation des applications conformes, mais fondent bien une théo-
rie qui peut être définie de manière indépendante à la conformité. De plus, il a été re-
marqué que plusieurs résultats qui portaient initialement sur la conformité pouvaient 
s'étendre sans problème à des applications plus générales, que sont les applications qua-
siconformes. Des exemples de ce phénomène sont le théorème de Liouville, et le théorème 
d'application conforme de Riemann : nous pourrons voir, plus loin dans ce chapitre, des 
versions quasiconformes de ces résultats. Cette découverte fût l'une des principales rai-
sons pour lesquelles la quasiconformité a été développée. 
La notion de quasiconformité a été introduite par Grôtzsch en 1928. Celui-ci avait remar-
qué que même si les intérieurs d'un carré et d'un rectangle sont conformément équivalents, 
leurs intérieurs munis de leurs frontières respectives et de leurs sommets ne l'étaient pas. 
Ce dernier avait donc formulé le fameux problème de Grôtzsch : 
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Si Q est un carré, et R est un rectangle, quelle est l'application la plus conforme possible 
qui applique Q vers -R, et qui applique les sommets du carré vers ceux du rectangle ? 
Quelques années plus tard, Ahlfors, Lavrentiev et Teichmûller ont peu à peu développé 
cette théorie (voir [Ahl66]), ce qui s'est avéré être une grande percée, puisque ces ap-
plications sont aujourd'hui omniprésentes en mathématiques, notamment dans l'étude 
des surfaces de Riemann et dans la résolution de certaines équations différentielles ellip-
tiques. C'est d'ailleurs Ahlfors qui a donné le nom de quasiconformité à cette notion, en 
1935. Depuis ce temps, un grand nombre de définitions d'une application quasiconforme 
ont été formées, et ont été démontrées comme équivalentes, notamment par Bers, dans 
[Ber57] et [Ber62], et par Lehto et Virtanen dans [LV73]. Dans ce mémoire, nous verrons 
deux différentes définitions : la définition géométrique et la définition par l'équation de 
Beltrami. 
Puisque toutes ces définitions sont équivalentes, leur utilisation dépend de la façon dont 
on souhaite utiliser ces applications. Dans certains cas, il sera plus avantageux d'utiliser 
une certaine définition plutôt qu'une autre. Le principal facteur qui contribue à ce choix 
est la restriction qu'on impose à la fonction / étudiée : si on ne suppose pas que / est 
différentiable, par exemple, on pourra utiliser la définition géométrique. Tout dépend du 
contexte du problème. 
Après avoir donné ces définitions et énoncé plusieurs résultats à leur sujet, nous pourrons 
voir ces applications à l'oeuvre : nous verrons leur implication dans la théorie des surfaces 
de Riemann, ainsi que dans l'approximation conforme avec les empilements de cercles. 
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3.1 Définition géométrique 
La définition géométrique est la plus répandue et probablement la plus facile à interpréter 
de l'ensemble des définitions de la quasiconformité. Elle se base sur la notion de module 
d'un quadrilatère topologique du plan complexe. Afin de pouvoir définir ce module, il est 
important de se baser sur une certaine notation. On notera Q(z\, z2l Z3,z4) un domaine 
de  Jordan  muni  de  qua t re  po in t s  z \ ,  z 2 ,  Z3 ,  Z4  disposés  dans  le  sens  an t i -hora i re  sur  dQ.  
Un tel domaine est dit un quadrilatère topologique. 
De plus, pour M > 0, on notera par R(M)  le rectangle euclidien correspondant au quar-
drilatère topologique Q(0, M, M + i, i). Le théorème suivant nous assure qu'il est possible 
de ramener tout quadrilatère topologique à un rectangle euclidien normalisé, et ce, de 
façon conforme. Sa démonstration est basée sur le théorème d'application conforme de 
Riemann et sur le théorème de Carathéodory-Osgood (Théorèmes 1.2.5 et 1.2.6). 
Théorème 3.1.1. Soit Q(zi, z2,23, Z4)  un  quadr i la tère  topologique .  A lors ,  i l  ex i s te  un  
unique réel M >0, et un unique homéomorphisme f : Q -» R(M) ayant les propriétés 
suivantes : f est conforme à l'intérieur de Q, et applique chacun des points Zi vers le 
coin correspondant du rectangle canonique, i.e. 
f {z1) = 0 ,  /(z2) = M ,  f ( z 3 )  =  M + i  , /(z4) = i . 
Le rectangle euclidien R(M) est dit le rectangle canonique associé à Q. 
Définition 3.1.2. Soit Q(z\, z%, 2 3 ,  z4) un quadrilatère topologique, et R(M) son rectangle 
canonique associé. Le module conforme de Q, noté mod(Q), est 
mod(Q) := M. 
Le module d'un quadrilatère représente donc l'aspect de son rectangle canonique associé. 
En particulier, plus le module est grand, plus le rectangle est long et mince. Ainsi, tous les 
rectangles semblables appartiennent à la même classe d'équivalence conforme. De plus, 
chaque classe d'équivalence conforme de quadrilatères contient des rectangles semblables. 
Ce résultat est résumé dans cette proposition, dont la preuve est directe en utilisant le 
Théorème 3.1.1. 
Proposition 3.1.3. Soient Q{z\, 22, 23,24) et Q'iwi, w2, w3, w4) deux quadrilatères topo-
logiques. Alors, il existe une application f : Q —» Q', conforme à l'intérieur de Q et 
telle que f(zi) = (i=l,2,3,4), et seulement si mod(Q) = mod(Q'). 
En particulier, si on prend Q et Q' comme étant des rectangles euclidiens, on peut voir 
le lien avec le fameux problème de Grôtzsch, qui fût une motivation à définir les applica-
tions quasiconformes vers la fin des années 1920. Ainsi, on peut se douter que le module 
de ces quadrilatères aura un rôle à jouer dans la quasiconformité. 
Pour la suite, on dira que Q*(z x ,  z 2 , 2 3 , 2 4 )  =  Q(Z2,2 3 , 2 4 ,  Z\)  est le quadrilatère conju-
gué de Q(zi, 22,23,24). À l'aide du Théorème 3.1.1, on peut aisément démontrer que 
mod(Q*) = De plus, le module de ce quadrilatère conjugué équivaut à la notion 
de longueur extrémale, définie entre autres dans [Ahl06]. Nous reviendrons à cette notion 
à la fin de cette section. 
Une des propriétés les plus importantes du module conforme est son invariance conforme, 
comme le démontre le théorème suivant. 
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Théorème 3.1.4. Soit Q(zx, z2,z3, z4) un quadrilatère topologique de C. Soit f une ap-
plication conforme sur un domaine fi tel que Q(z\, z2, z3,z4) C fi. Alors, 
mod( f (Q(z i ,  z 2 ,  z 3 ,  z 4 ) ) )  =  mod(Q(z u  z 2 ,  z 3 , z 4 ) ) .  
Démonstration. Il suffit de considérer / o /_1 : f(Q) —¥ R{M), où / est l'unique 
application conforme prescrite par le Théorème 3.1.1. Cette composition d'applications 
est conforme, et donc 
mod( f (Q(z i ,  z 2 ,  z 3 ,  z 4 ) ) )  =  mod{Q{z x ,  z 2 ,  z 3 ,  z 4 ) )  =  M.  
• 
On peut maintenant faire une première approche à la quasiconformité, en définissant la 
dilatation entre un quadrilatère topologique et son image par un homéomorphisme. 
Définition 3.1.5. Soient fi, fi' des ouverts, et f : fi -» fi' un homéomorphisme pré-
servant l'orientation. Soit Q(z\, z2, z3, z4) tel que Q C fi est envoyé vers un quadrilatère 
f(Q) tel que f(Q) C fi'. Le rapport est appelé la dilatation de Q sous f. Le 
nombre 
K(Ç) \  — «m 
( > ' mod(Q) 
est appelé la dilatation maximale de f dans le domaine fi. 
Puisque mod{Q*) = mo^(^Qy on aura toujours l'inégalité K(fi) > 1. De plus, si / est 
conforme, alors le Théorème 3.1.4 implique que mod(f(Q)) = mod(Q), et donc la dilar 
tation est toujours égale à 1. Il suit que K(fi) = 1. On peut donc voir K(fi) comme une 
mesure de la déviation par rapport à la conformité. On définit alors, de façon naturelle, 
une application quasiconforme. 
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Définition 3.1.6. Un homéomorphisme f préservant l'orientation sur un domaine Q est 
dit quasiconforme si sa dilatation maximale K(Q) est finie. Si K(Q) < K < oo, alors 
on dira que f est .K"-quasiconforme. 
Remarque 3.1.7. Certains ouvrages, dont [LV73], définissent également la quasicon-
formi té  géométr ique  en  observant  l e  module  d 'anneaux  A  =  {z  G C|r i  <  \z \  <  r2} ,  
pour 0 < ri < r2- Cette définition est une autre forme équivalente de la notion de 
quasiconformité géométrique. 
De plus, on peut obtenir, à l'aide des deux dernières définitions, une double inégalité qui 
est un peu plus esthétique. Puisque le module d'un quadrilatère est quasi-invariant, on 
peut dire que / est if-quasiconforme si 
mod(Q)  ^  rnod{ f (Q))  <  K mod(Q)  .  
A 
On peut déduire des propriétés intéressantes des applications quasiconformes définies de 
cette façon. Il est clair que l'inverse d'une application K-quasiconforme sera également 
if-quasiconforme, et que la composition d'une application i^-quasiconforme avec une 
application ^-quasiconforme sera K\ ^ -quasiconforme. Donc, les applications quasicon-
formes d'un domaine dans lui-même forment un groupe sous l'opération de composition. 
Avant de poursuivre, revenons au problème de Grôtzsch, mentionné au début du char 
pitre : l'exemple suivant nous illustre une certaine application quasiconforme liant deux 
rectangles non-conformément équivalents. 
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Exemple 3.1.8. Soient <3(0,4,4 + i,i) et Q'{0,5,5 + i,i) deux rectangles euclidiens. 
Clairement, leurs modules respectifs sont de 4 et de 5. Donc, par la Proposition 3.1.3, 
on sait qu'il n'existe pas d'application conforme entre Q et Q1. Cependant, considérons 
l'application affine f : Q —• Q définie par 
_N 1/5 1\ 1/5 l\_ 
/{z 'z)  =  2(4+ ï)z  +  su ~ ï)z-
Alors, f applique les sommets de Q vers ceux de Q', et est quasiconforme. Sa dilatation 
sera de et donc f est quasiconforme. 
En fait, on peut démontrer (voir [Ahl06], p.8) que cette forme d'application affine possède 
la plus petite dilatation maximale. 
Tel que mentionné précédemment, le cas-limite des applications quasiconformes est la 
conformité, et le résultat suivant le démontre. La preuve sera ici omise, mais le lecteur 
peut se référer à [LV73], p.28-29, pour l'obtenir. 
Théorème 3.1.9. Toute application 1-quasiconforme est conforme, et réciproquement. 
Enfin, il est possible de faire une approximation du module d'un quadrilatère topologique 
donné, par l'inégalité de Rengel, démontrée dans [LV73], p.23. 
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Théorème 3.1.10 (Inégalité de Rengel). Soit Q{z\, z2, z3,24) un quadrilatère topolo-
gique. Notons par La(Q) la longueur minimale euclidienne entre les côtés ZÏZÏ et Z3Z4, et 
notons Lb(Q) la longueur minimale euclidienne entre les côtés ~zïzi et z-^zz. De plus, l'aire 
euclidienne de Q est simplement notée par Aire(Q). Alors, le module du quadrilatère Q 
satisfait : -
(U(Q)?  _ m ^  Mre(Q)  
De plus, on obtient l'égalité si et seulement si Q est un rectangle euclidien. 
Observons un exemple de l'utilisation de cette inégalité. 
Exemple 3.1.11. Soit Q(0,4, 4+3î, 3i) un rectangle euclidien. Vérifions que son module 
est de | par l'inégalité de Rengel. Ici, La(Q) = 3, Lb(Q) = 4, et l'aire euclidienne de Q 
sera de 12. Alors, on a 
42 12 
— < mod(Q)  <  — 
et donc mod(Q) = tel que prévu. 
Nous avons donc pu définir les applications quasiconformes avec la dilatation de quadri-
latères topologiques. Comme nous nous sommes basés sur le Théorème 3.1.1, qui utilise 
le théorème d'application conforme de Riemann, la conformité est au coeur de cette défi-
nition. Il est possible de définir la même notion de quasiconformité par ce qu'on appelle 
la longueur extrémale d'un domaine de C. Cette façon de définir les applications quasi-
conformes ne dépend pas de la conformité, et est totalement équivalente à la définition 
géométrique. On peut retrouver cette équivalence dans [Ahl06], p. 10-11. 
Dans les prochaines pages, nous observerons la définition de la quasiconformité par l'équar-
tion de Beltrami : c'est pax celle-ci que nous pourrons observer les liens étroits qui existent 
entre la théorie de la quasiconformité et la théorie des surfaces de Riemann. 
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3.2 Préliminaires à la définition de Beltrami 
Dans cette section, nous définirons la notion de quasiconformité par l'équation de Bel-
trami. Cette équation est plus qu'une équation différentielle classique : celle-ci est très 
importante dans la théorie des surfaces de Riemann. En particulier, les solutions de cette 
équation donnent la forme des coordonnées locales de toute surface orientable munie d'une 
métrique Riemannienne ([Jos06], p. 155). Afin d'énoncer la définition de la quasiconfor-
mité par cette équation différentielle, observons tout d'abord les mesures de déviation 
par rapport à la conformité qui seront utilisées. 
3.2.1 Mesures de déviation utilisées 
Les principales quantités qui seront utilisées pour mesurer la déviation d'une application 
par rapport à la conformité sont le quotient de dilatation et la dilatation complexe. Ces 
quantités mesurent infinitésimalement la distorsion effectuée par l'application quasicon-
forme. Afin de pouvoir définir ces deux quantités, observons le comportement infinitésimal 
d'un homéomorphisme /, à valeurs complexes, différentiable presque partout, et qui pré-
serve l'orientation presque partout. 
La différentielle de /, qui est linéaire, est 
df  =  f z  dz  +  fedz .  
Cette différentielle sera une bijection si et seulement si \ f z \  ^ \ f e \ ,  et préservera l'orien-
ta t ion  s i  e t  seu lement  s i  \ f z \  >  \ fe \ .  En posant  z  =  x  +  iy ,  on a  que  f ( z )  =  f (x ,  y )  =  
u(x, y) + iv(x, y), et on peut ainsi voir que le jacobien de l'application / est 
« / ( / )  =  U x V y  U y V x  = \ f z \  \ f z \  •  
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Puisque nous avons supposé que / préserve l'orientation presque partout, alors on a 
nécessairement que df est une bijection linéaire, et que \fz\ > \fz\ presque partout. 
D'ailleurs, nous verrons plus loin que la quasiconformité d'une application implique que 
son jacobien est strictement positif presque partout. Puisqu'un homéomorphisme est 
en particulier injectif, le théorème d'inversion globale nous dit que la fonction /_1 est 
également différentiable presque partout. Donc, l'application / est un difféomorphisme, et 
puisque sa différentielle est une bijection linéaire, elle est nécessairement continue, et donc 
/ devient un C1-difféomorphisme. La proposition suivante nous assure du comportement 
local d'une telle application. 
Proposition 3.2.1. Soient Q., fi' des ouverts deC. Soitf : fi —* fi' un C1-difféomorphisme 
qui préserve l'orientation. Alors, en z0, on a les égalités suivantes : 
.ma* . l ^ / taOI  =  \ f z ( zo) \  +  \Mzo) \  
9 e [0,2tt[ 
.min \d0f(zo)\ = \fz(zo)\ ~ \Mzo)\. 
9 G [0,2ir[ 
Démonstration. Posons z — Zq = r • é10. Par définition, on a que 
def{zo) = lim 
r -> 0 
f ( z 0 )  +  fz (zp)  • (r • e i S )  + Mzp)  • (r • e i<?) + o(z  -  zp)  -  f(zp)  
r 
En simplifiant, on obtient 
9»f (zo)  =  f z ( zo)  • e10 + fj(zo) • e * + lim Z-*Z0 
def ( zo)  =  f z ( zo)  • ei6 + fz(zo) • e w. 
Posons 0O = Ainsi, 
def ( zo)  =  \ f z ( zo) \ •  e i a r 9 ^^  • e i 0  + \Mzo) \  •  e i a r 9(Mzo)) .  e ~» 
=  e ' C +  W z o ) l .  e « » + * , >  )  .  
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Ainsi, lorsque 6 = —90, on a que 
max \d$f(zo)\ = |/.(*)| + \MZQ)\. v € [0,2w{ 
Pour trouver le minimum, on utilisera l'angle 6\ = ar9^z°)) ~ ™s(fz{zo)) - •* • 
Ainsi, on appellera Df le quotient de dilatation de la fonction / au point ZQ la quantité 
maxtf \d0f{zo)\ =  \ f z {zp) \  +  \Mzp) \  
fK 0) ' min, \d 0 f ( zo) \  \ f z ( zo) \  -  | / ^ ) |  '  
Le quotient de dilatation est bien défini presque partout, puisque \ f z \  >  \ f z \  presque par-
tout. Enfin, il nous faut introduire la dilatation complexe, qui sera plus tard considérée 
comme le coefficient de Beltrami lorsqu'on considérera des applications quasiconformes. 
Définition 3.2.2. Soit f un C1-difféomorphisme. Alors, la dilatation complexe de f en 
ZQ est définie comme étant 
wl*l) ' Mzo) ' 
Cette dilatation complexe est toujours définie sur le domaine de définition de l'applica-
tion. Enfin, pour simplifier l'expression du quotient de dilatation, on utilisera la dilatation 
complexe, comme ceci : 
n  ( ? )  =  l/*(*o)l + l/yfo>)l = 1 + M*>)l 
/W \f,(zo)\ ~ \Mzo)\ 1 " M*o)l ' 
La dilatation complexe renferme davantage d'informations : elle exprime non seulement 
la grandeur du quotient de dilatation, mais elle exprime également la direction des dis-
torsions maximales et minimales. Réciproquement, le quotient de dilatation ainsi que 
l'angle de distorsion maximale déterminent la dilatation complexe. 
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On peut remarquer que si /x/ = 0 presque partout, alors Dj = 1 presque partout, 
et donc / sera l-quasiconforme, et donc conforme par le Théorème 3.1.9. De même, si 
fij = 0 presque partout, alors /* = 0 presque partout, et donc Phoméomorphisme / est 
holomorphe presque partout : / sera donc conforme. 
D'ailleurs, les applications affines sur C sont un exemple d'applications quasiconformes. 
Exemple 3.2.3. Notons x + iy par . Soit f une application affine de C. Alors, 
Alors, la dilatation complexe de f sera de 
_ (a — d)  +  i (c  +  b)  
^  (a  +  d)  +  i (c  — b)  "  
Nous verrons sous peu qu 'une telle dilatation complexe implique que f est quasicoiiforme. 
Maintenant que la dilatation complexe et le quotient de dilatation sont définis, nous pou-
vons maintenant énoncer la définition de la quasiconformité par l'équation de Beltrami. 
La prochaine section fera donc l'étude de la quasiconformité par cette fameuse équation. 
avec ad — bc ^ 0. Alors, on trouve que 
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3.3 Définition avec l'équation de Beltrami 
Afin d'énoncer la définition de la quasiconformité par cette équation différentielle, reve-
nons à la définition de la dilatation complexe, soit la Définition 3.2.2. L'équation définis-
sant cette dilatation complexe est la fameuse équation de Beltrami : 
De nombreux résultats au sujet de l'existence des solutions à cette équation ont été 
démontrés à partir des années 1970, notamment par Douady-Fathi, et Lehto-Virtanen 
([LV73]). Tout d'abord, on se doit d'introduire la notion de dérivées partielles généralisées. 
Définition 3.3.1. Soit / : fi —> fi' ttn homéomorphisme préservant l'orientation entre 
deux domaines du plan complexe. On dit que f possède des dérivées partielles généralisées 
s'il existe des fonctions intégrables Ci et C2 qui satisfont 
pour toute fonction <j> : fi —> C à support compact. 
On notera Ci = f z  et C2 = h -  De plus, on dira que / possède des dérivées partielles 
généralisées localement-L,2 si / possède des dérivées partielles généralisées dans fi, et que 
pour tout ensemble compact E C fi, on a 
f j { z )  = f l f ( z ) f z ( z )  .  
/ Cl <f>dxdy  = -  f  <j) z  dxdy  
J n J n 
et 
J'  ( 2 <f>dxdy  = -  I f f edxdy  n J n 
et 
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On peut maintenant donner la définition de la quasiconformité par l'équation de Beltrami. 
Définition 3.3.2. Soit f : fi -» fi' un homéomorphisme préservant Vorientation entre 
deux domaines du plan complexe. Si f est une solution L2-généralisée de l'équation de 
Beltrami pour un /z G L°° qui satisfait ||/x||oo < 7^1 presque partout, alors f est K-
quasiconforme. 
Remarque 3.3.3. Il existe une définition analytique de la quasiconformité, qui sera 
omise dans ce mémoire. Avec cette définition, on peut démontrer que toute application 
quasiconforme au sens analytique est une solution L^-généralisée d'une équation de Bel-
trami. Réciproquement, toute solution L2-généralisée de cette équation sera quasiconforme 
au sens analytique. Pour plus de détails concernant l'équivalence entre ces deux défini-
tions, le lecteur est invité à consulter [Ber57] ou [LV73]. 
Il est possible de démontrer l'équivalence entre cette définition et la définition géométrique 
mentionnée plus tôt. Cependant, puisque cette équivalence nécessite un grand nombre de 
résultats intermédiaires, elle ne sera pas redémontrée dans ce mémoire. Le lecteur peut 
se référer à [Ber62] pour l'obtenir. 
Dans les prochaines pages, nous observerons davantage l'équation de Beltrami et la fonc-
tion pi(z) qui y figure. Cette fonction, qui est appelée un coefficient de Beltrami, est 
définie comme suit : 
Définition 3.3.4. Une fonction à valeurs complexes n(z) définie sur un domaine fi est 
appelée un coefficient de Beltrami si fi(z) est mesurable au sens de Lebesgue sur fi, et 
que ||/x|| oo < 1 presque partout. 
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Ainsi, en se donnant un coeflBcient de Beltrami sur un domaine fï, il est naturel de se 
questionner sur l'existence d'une application quasiconforme associée à ce coefficient. La 
réponse à cette question est formulée par le théorème d'application de Riemann mesu-
rable, qui a été démontré par Morrey en 1938 ([Mor38]), puis par Ahlfors et Bers en 
1960. 
Théorème 3.3.5 (Théorème d'application de Riemann mesurable). Soit fi C C un 
domaine de Jordan, et soit fi(z) un coefficient de Beltrami sur Cl. Alors, il existe une 
appl ica t ion  quas iconforme f  :  f i  —» B  t e l l e  que  sa  d i la ta t ion  complexe  Hf ( z )  égale  f i ( z )  
presque  par tou t .  De  p lus ,  pour  X\ ,  x 2  € Q,  s i  on  normal i se  f  de  sor te  que  f (x i )  =  0  e t  
f(x2) > 0, alors f est unique. 
On dira alors que / est unique à postcomposition conforme près. Il est clair qu'en prenant 
le coefficient de Beltrami identiquement nul sur fi, on retrouve le théorème d'application 
conforme de Riemann classique (Théorème 1.2.5 du Chapitre 1), ce qui démontre la puis-
sance accrue de la version mesurable du même résultat. 
Il est donc possible d'observer le comportement similaire entre les coefficients de Beltrami 
et la dilatation complexe lorsqu'on travaille avec les applications quasiconformes. Donné 
un coefficient de Beltrami n(z), alors on peut trouver une application quasiconforme qui 
a fi(z) comme dilatation complexe. Réciproquement, si f est if-quasiconforme, sa dilata-
tion complexe est forcément un coefficient de Beltrami. Ainsi, puisque chaque coefficient 
de Beltrami est associé à une application quasiconforme qui est solution de l'équation 
de Beltrami, il est intéressant d'observer leur comportement lorsqu'on compose des ap-
plications quasiconformes entre elles. La proposition suivante nous donne des formules 
directes, en utilisant les règles de dérivation complexe classiques. 
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Proposition 3.3.6. Soient fîj, fi2> ^3 des domaines du plan complexe. Soient f : Q1 -» 
0.2, g : O.2 —>• O3, h : fli -> fÎ3 des applications quasiconformes, avec fj,f, Vg, Vh leurs 
dilatations complexes respectives. Alors, 
»•>/"iw(/(z)) = 1-kLw"57(i) '  M!) '  
Démonstration. Seule la première partie de l'énoncé sera démontrée. La seconde partie 
se démontre de façon similaire. 
= (,9 o f)z =  (gz  o  / ) /*  +  (g?  o  / )Â  = /*/ + Va 0 / • /!_ 
{9  ° /)z (9z  °  f )  f z  +  (g?  °  f )  f  Z 1 + H g  O  f  •  f j , f  •  &  
• 
Enfin, en introduisant le cas-limite des applications quasiconformes (i.e. les applications 
conformes) dans cette proposition, on peut obtenir le corollaire suivant. 
Corollaire 3.3.7. Soient Oi, 02, ^ 3 des domaines du plan complexe. Soient f : Q1 —> 
fi2, g '• ^1 -» ^3 des applications quasiconformes, avec ///, leurs dilatations complexes 
respectives. Alors, 
Hf — Hg presque partout f og'1 est conforme. 
Démonstration. (=>) Il est clair que / o g'1 est quasiconforme. Par la Proposition 3.3.6, 
on a que 
1 1 1 \  » f ( z )  ~  » g ( z )  9 z ( z )  
/•/..-•«(/M) - 1 _ „ / (2 ). WÀZ) •  ^• 
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Or, puisque Hf(z )  — n 9 {z )  pour presque tout z, on obtient que pi f o g - \ { z )  = 0 presque 
partout. Cela implique donc que (/ o g~l)j = 0 presque partout, donc par la Proposition 
3.4.1, / o g~x est conforme. 
(<=) Supposons que / o g~ l  est conforme. Donc, = 0 presque partout. Par le 
Théorème 3.4.2, on sait que f z  ^  0 presque partout. Donc, par la Proposition 3.3.6, on 
obtient que H/(z) = Hg(z) presque partout. • 
De plus, on peut voir que la Proposition 3.3.6 implique que si / : fii —> O2 est quasi-
conforme et que g : £12 -4 f23 est conforme, alors figof = Hf presque partout. 
En somme, on a pu voir, par cette section, les forts liens entre l'équation de Beltrami et 
les applications quasiconformes, ainsi qu'avec les coefficients de Beltrami et dilatations 
complexes associées. Les derniers résultats concernant les coefficients de Beltrami seront 
utilisés plus loin dans le chapitre, lors de la liaison avec la théorie des surfaces de Riemann. 
Avant cela, nous devrons énoncer certains résultats concernant la quasiconformité qui 
n'ont pas été mentionnés jusqu'à présent : cela fait l'objet de la prochaine section. 
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3.4 Résultats supplémentaires 
Dans cette section, nous ferons un bref résumé des implications de la quasiconformité 
d'une application. Voici d'abord une proposition qui résume les conditions d'obtention 
d'une application conforme à partir des conditions de quasiconformité énoncées jusqu'ici. 
Proposition 3.4.1. Soit f un C1 -difféomorphisme préservant l'orientation. Alors, tous 
les énoncés suivants sont équivalents : 
1. f est conforme; 
2. f est 1-quasiconforme ; 
3. f envoie des cercles infinitésimaux vers des cercles infinitésimaux; 
4- Df = 1 presque partout; 
5 .  f i f  =  0 presque partout ; 
6. fz = 0 presque partout ; 
7. / satisfait les équations de Cauchy-Riemann presque partout. 
Démonstration. (1) <<=> (2) : Il s'agit de l'application du Théorème 3.1.9. 
(1) => (3) : Une application conforme est localement une similitude, donc l'image d'un 
cercle infinitésimal est un cercle infinitésimal. 
(3) => (4) : Si / envoie des cercles infinitésimaux vers des cercles infinitésimaux, alors 
l'excentricité des ellipses-images est de 1, et donc Dj = 1. 
(4) => (5) : Si Df = 1, alors 1 — |/x/| = 1 + | / i / | ,  et donc forcément, Hf = 0. 
(5) => (6) : Si  f i f  = 0, alors par l'équation de Beltrami, f j  =  0 directement. 
(6) => (7) : Cette implication est un résultat classique d'analyse complexe. 
(7) =» (1) : Un homéomorphisme qui satisfait ces équations est holomorphe, et tout 
homéomorphisme holomorphe est conforme. 
• 
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De plus, le théorème suivant résume plusieurs conséquences de la quasiconformité d'une 
application. Les démonstrations de ces implications, qui sont très techniques, peuvent 
être trouvées dans [Ahl06] et [LV73]. 
Théorème 3.4.2. Soit f une application K-quasiconforme. Alors, 
1 .  \n f ( z ) \  <  presque  par tou t  ;  
2 .  Dj (z )  <  K presque  par tou t  ;  
3 -  f z ( z )  ¥"  0  presque  par tou t  ;  
4• f est différentidble au sens réel presque partout, de différentielle non-nulle ; 
5. J(f) > 0 presque partout. 
Remarque 3.4.3. Clairement, les deux premières conclusions sont équivalentes. On a 
les inégalités suivantes presque partout : 
|„ r,ll -  WîM < K ~ 1  
l w <  ) !  •" I/ .WI -  *+i 
K + l \Mz) \  
K - 1 
< 1 
p  M  .  \ f z ( z ) \  +  \ f z ( z ) \  ^  
D ' ( z )  -  I/.MI -  l«x) |  " X  
Il est maintenant temps d'appliquer le principe de quasiconformité aux surfaces de Rie-
mann. Nous verrons, en particulier, comment la quasiconformité intervient dans la visuali-
sation de structures conformes, et comment elle nous permet d'établir des démonstrations 
différentes (par rapport aux démonstrations classiques) de certains résultats de la théorie 
des surfaces de Riemann. 
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3.5 Utilisation de la quasiconformité avec des surfaces 
de Riemann 
Dans cette section, nous observerons l'utilité des applications quasiconformes avec les 
surfaces de Riemann. D'abord, nous montrerons qu'il existe une bijection entre les dif-
férentielles de Beltrami définies sur une surface de Riemann et ses structures conformes. 
Ensuite, nous donnerons un aspect géométrique à de telles structures conformes. Enfin, 
nous étudierons les applications quasiconformes entre des surfaces de Riemann. 
3.5.1 Différentielles de Beltrami et structures conformes 
Tout d'abord, rappelons ce qu'est une structure conforme sur une surface de Riemann. 
Définition 3.5.1. Soit R une surface de Riemann. Une structure conforme sur R est 
une classe d'équivalence conforme de métriques Riemanniennes définies sur cette surface. 
Deux métriques gx et <?2 sont conformément équivalentes si et seulement si gi = rg2, pour 
une certaine fonction r : R -4 R+. Dans les coordonnées locales (x,y) d'une surface de 
Riemann R, la métrique g s'écrit sous la forme 
g(x ,y )  =  adx 2  + 2bdxdy  +  cdy 2 ,  
où a, b, c sont des fonctions mesurables telles que a > 0, c > 0, et ac — b2 > 0 presque 
par tou t .  De  p lus ,  on  peut  démont re r ,  en  passan t  par  l a  no ta t ion  complexe  z  =  x  +  iy ,  
que cette métrique peut s'écrire de façon unique sous la forme 
g(z )  =  7(z )  Idz  +  n{z)dz \ 2  .  
La démonstration de ce résultat est disponible dans [Jos06], p. 154. On peut d'ailleurs vé-
rifier que 7 est une fonction mesurable réelle et strictement positive, et que n : R —ï C 
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est une fonction mesurable qui satisfait ||^(2)||oo < 1 presque partout. Ainsi, n(z )  sera 
appelé un coefficient de Beltrami, comme le stipule la Définition 3.3.4. 
Cependant, puisque le domaine de définition des coefficients de Beltrami est un ouvert 
de C, ceux-ci ne sont pas bien définis sur une surface de Riemann en général. Nous 
utiliserons donc la différentielle de Beltrami, qui sera simplement notée par /i, pour 
observer l'ensemble des coefficients de Beltrami associés à une surface de Riemann. 
Définition 3.5.2. Soit R une surface de Riemann. Une différentielle de Beltrami est une 
collection /i = {/Lif|i€/} de fonctions complexes mesurables Hi : Wi(Ui) —» C, où les 
Wi sont les cartes locales. On a que ||/i||oo = suPte/ 1/^» | < 1 presque partout et, de plus, 
lorsque Ui fl Uj ^ 0, ces fonctions satisfont : 
Dans la coordonnée locale (£/*, tUj), on a la structure conforme \dwl + fj,i(wi)dwl\2. Lorsque 
Ui n Uj 7^  0 ,  l a  dern iè re  condi t ion  impl ique  que  l a  s t ruc ture  conforme assoc iée  à.  U j ,  
qui est \dwj + fij(wj)dw]\2, est conformément équivalente à la première. Les différen-
tielles de Beltrami sont donc bien définies sur une surface de Riemann. De plus, puisque 
|/Zt| = |/ij| lorsque Ui fl Uj ^ 0, la norme L°° de la différentielle de Beltrami fi est bien 
définie, indépendemment du choix des coordonnées locales. Ainsi, chaque différentielle 
de Beltrami est représentée localement par un coefficient de Beltrami, puisque chaque Ui 
est mesurable et possède une norme L°° strictement inférieure à 1. 
Pour la suite, on notera l'espace des différentielles de Beltrami sur une surface de Riemann 
R par Bel(R). On peut observer la relation entre les structures conformes de R et les 
différentielles de Beltrami de R par la proposition suivante : 
Proposition 3.5.3. Il y a une bijection entre les structures conformes d'une surface de 
Riemann R et les différentielles de Beltrami définies sur R. 
Démonstration. Soit fj, € Bel (R) ,  et Wi une carte locale quelconque. Soit Hi{u)i) le co-
efficient de Beltrami associé à Wi. Il suffit de considérer la structure conforme |dwi + 
^i(wi)dwl\2, qui est bien définie puisque est mesurable, et | < 1 presque par-
tout. Par l'explication de la page précédente, cette structure conforme est forcément 
unique. 
Réciproquement, soit \dwi + Hi(wi)dwl\2 une structure conforme associée à la coordonnée 
locale (Ui,Wi). De même, soit \dwj + fij(wj)dwj\2 une structure conforme associée à la 
coordonnée locale (Uj, Wj). Puisque les fonctions de transition d'une surface de Riemann 
sont  conformes ,  a lo rs  ce la  impl ique  que  dans  l ' in te rsec t ion  Ui f l  Uj,  
,  .dwi  .  .dwi  
'S-' 
Ainsi, l'ensemble des coefficients de Beltrami fXi définis sur les cartes locales w; forment 
donc une différentielle de Beltrami n- • 
La structure conforme canonique de la surface s'obtient en choisissant le coefficient de 
Beltrami identiquement nul dans toute coordonnée locale de la surface, i.e. n = 0. Ainsi, 
dans cette structure conforme, toute métrique sera dite conforme, puisqu'elle sera de la 
forme 7(2) \dz\2, qui est un multiple de la métrique euclidienne. Dans ce cas, les coor-
données locales sont dites isothermales. 
Dans la prochaine sous-section, nous observerons l'aspect géométrique reliant les struc-
tures conformes d'une surface de Riemann avec leurs différentielles de Beltrami associées, 
en observant les familles de vecteurs sur presque tout plan tangent. 
3.5.2 Interprétation géométrique d'une structure conforme 
Considérons, dans une carte locale d'une surface de Riemann R, une structure conforme 
a. Pour visualiser cette structure conforme, il suffit d'observer le lieu géométrique associé 
à l'image (sous la métrique g(x, y) de la sous-section précédente) d'une famille de vecteurs 
de longueur constante, définie sur l'espace tangent TZ(R). En effet, soit v € TZ(R) un 
vecteur tel que ||i>|| = K, pour un certain K G K+. Puisque v = on a que 
||v|| = av i2 + 2b V1V2 +  cv<1 =  K .  
On reconnaît alors la formule générale d'une conique, qui donnera une ellipse. Avec la 
notation complexe, puis en utilisant la forme polaire V\ + iv^ = r • ë°, on obtient 
IMI= \ (v \+iv 2 )  + (ui - i v 2)| = r • |1 + |Aii(w<)l * e t (ors (w(.u '<)~2t f ) ) | ,  
où Hi(wi) est le coefficient de Beltrami associé à a dans la carte locale W{. Lorsque 
0 = ; on obtient la direction de dilatation maximale, et cette dilatation est d'un 
facteur de 1 + \ni(wi)\. De la même manière, on obtient la direction de rétrécissement 
maximal lorsque 6 = ± n ; avec facteur de 1 — |/Xj(tfi)|. Donc, l'excentricité de 
cette famille d'ellipses concentriques est de 
K\Wi)  1 f  \i 1 
qui est bien définie presque partout, puisque |/ij(wj)| < 1 presque partout. On reconnaît 
la forme de cette excentricité, qui est exactement la même expression que le quotient de 
dilatation défini dans la section 3.2.1. Ainsi, dans une coordonnée locale, la norme du 
coefficient de Beltrami associé à la structure conforme étudiée détermine l'excentricité de 
la famille d'ellipses concentriques obtenue. On dira qu'une famille d'ellipses mesurables 
est de dilatation bornée (par rapport à la structure conforme) lorsque K(wi) < 00. Dans 
ce cas, on dira que la structure conforme associée à une telle famille d'ellipses est de 
dilatation bornée. À la Figure 8, on peut voir une telle structure conforme de dilatation 
bornée. 
Figure 8 : Représentation d'une structure conforme de dilatation bornée 
En particulier, en prenant \i = 0, pour visualiser la structure conforme canonique de R, 
on peut voir qu'elle constitue une famille de cercles concentriques, tel qu'illustré dans la 
Figure 9. 
Figure 9 : Représentation de la structure conforme canonique d'une surface de Riemann 
Ainsi, on peut voir que toute paire de structures conformes qui sont associées à des familles 
d'ellipses de dilatation bornée diffèrent toujours par une application quasiconforme. 
Réciproquement, en considérant une famille d'ellipses mesurables sur presque tout plan 
tangent d'une surface de Riemann, on peut retrouver une structure conforme sur cette 
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surface. Dans une carte locale w*, on mesure l'excentricité de cette famille d'ellipses, ainsi 
que l'angle de ces ellipses par rapport à l'axe horizontal. Il sera ainsi possible, avec les 
formules énoncées précédemment, de retrouver la fonction mesurable La structure 
conforme cherchée sera la classe d'équivalence conforme de |dwi + fc{wi)dffîî|2. Puisque 
les fonctions de transition sont conformes, alors les familles d'ellipses de presque tout 
point de la surface ont la même excentricité. Ainsi, on peut conclure que les structures 
conformes d'une surface de Riemann R et les familles d'ellipses mesurables sur presque 
tout plan tangent de R sont entièrement équivalents. On a donc démontré la proposition 
suivante : 
Proposition 3.5.4. Il y a une bijeetion entre les structures conformes d'une surface de 
Riemann R et les familles d'ellipses mesurables sur presque tout plan tangent de R. 
Il est également possible de décrire les structures conformes d'une surface de Riemann R 
en observant la structure presque complexe de R en presque tout point. Il s'agit d'étu-
dier certaines familles d'isomorphismes sur presque tout plan tangent de R. L'ensemble 
des structures presque complexes d'une surface de Riemann R est en bijeetion avec ses 
structures conformes, et donc avec les familles d'ellipses de dilatation bornées associés à 
cette surface. Pour plus de détails à ce sujet, le lecteur est invité à consulter [ZZ96J. 
Il est maintenant temps d'étudier la quasiconformité entre des surfaces de Riemann don-
nées. On pourra voir que la quasiconformité est omniprésente dans la théorie de ces sur-
faces et, en particulier, qu'elle est fortement liée aux structures conformes et complexes 
d'une surface de Riemann compacte. 
3.5.3 Applications quasiconformes entre surfaces de Riemann 
Nous observerons ici les applications quasiconformes entre des surfaces de Riemann, tou-
jours en se basant sur les différentielles de Beltrami et les structures conformes associées. 
On sait qu'une application quasiconforme est en particulier un homéomorphisme, peu 
importe la définition utilisée. Ainsi, deux surfaces de Riemann reliées par une application 
quasiconforme ont nécessairement le même genre. Afin de pouvoir définir la quasiconfor-
mité entre deux de ces surfaces, on définira la notion du tiré vers l'arrière d'une structure 
conforme. Enfin, on supposera, à partir d'ici, que les difféomorphismes utilisés préservent 
l'orientation. 
Définition 3.5.5. Soit f : Ri —» R2 un difféomorphisme entre deux surfaces de Rie-
mann Ri et R2. Soit a une structure conforme de dilatation bornée par rapport à la 
structure canonique de R2, et soit fi la différentielle de Beltrami associée à a. Alors, en 
posant w = f(z) la carte locale de R2, le tiré vers l'arrière de a sur Ri sur cette carte 
locale est la structure conforme [f}*o^ définie par : 
|  ( f z ( z )dz  +  f j ( z )dz )  +  f i w ( f ( z ) ) ( f z ( z )dz  +  h{z)dz )  | 2  
où Hw{f{z ) )  es t  l e  coe f f i c ien t  de  Be l t rami  assoc ié  à  la  car te  loca le  w  sur  la  sur face  R 2 .  
Remarque 3.5.6. La structure conforme canonique d'une surface de Riemann R sera 
dorénavant notée CTR. Elle est toujours obtenue en prenant FI = 0. 
En particulier, le tiré vers l'arrière de la structure conforme canonique par un difféomor-
phisme / donnera donc la structure conforme 
[ f ]*<JR2 = Ifz( z )dz  +  fzdz \ 2  = Idz  +  Hf(z )dz \ 2 .  
Donc, le tiré vers l'arrière de la structure conforme canonique d'une surface de Riemann 
correspond à la structure conforme induite par la dilatation complexe de l'application 
étudiée. Cette structure conforme est bien définie, puisqu'on suppose que les difféomor-
phismes utilisés préservent l'orientation, et donc |/x/| = |^| < 1. 
Avant de poursuivre, observons deux propriétés intéressantes du tiré vers l'arrière de 
structures conformes. On utilisera ces deux propriétés dans des démonstrations à venir. 
La première est plutôt logique : il s'agit simplement d'une règle de composition lorsqu'on 
fait le tiré vers l'arrière d'une composition de fonctions. 
Proposition 3.5.7. Soit f : Ri —» R2 et g : R2 —• Rz deux difféomorphismes entre 
des surfaces de Riemann. Soit a une structure conforme de la surface R3. Alors, 
[g  o f ]*cr  = [/]* (fo]V). 
La seconde propriété indique une équivalence du tiré vers l'arrière entre une fonction / 
et son inverse. 
Proposition 3.5.8. Soit f : Ri —» R2 un difféomorphisme entre deux surfaces de 
Riemann Ri et i?2- Soit 01 une structure conforme de Ri de dilatation bornée par rapport 
à <7^!, et soit <72 une structure conforme de R2 de dilatation bornée par rapport à CTR2. 
Alors, 
[ f ]*02  =  Oi  &  [ / _ 1 ]V 1  =  
Démonstration. La preuve est directe. Il suffit d'observer que 01 = [ id^]* . Ainsi, 
[/-1 o f]*ai = [f}*[f~l]*&i — [f]*o2 • L'autre implication se fait de façon similaire. • 
En utilisant le tiré vers l'arrière, on arrive à une autre façon de définir les applications 
conformes, comme le stipule la proposition suivante. 
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Proposition 3.5.9. Soit f : R\ -» R2 un difféomorphisme entre deux surfaces de 
Riemann Ri et R^. Alors, f est conforme si et seulement si [f\*<jR2 = or^ • 
Démonstration. (=>) Supposons que / est une application conforme. Par la Proposition 
3.4.1, on a que Hj{z) = 0 presque partout. Avec la formule de la Définition 3.5.5, on 
obtient que [/]*ctr2 est la classe d'équivalence conforme de \dz + ^-dz\2. Comme Hf{z) = 
cela est équivalent à la classe d'équivalence conforme de \dz\2, qui est précisément la 
structure conforme canonique de R\ . 
(•£=) Supposons que [f}*&R2 = VR^ • Par la Proposition 3.5.3, ces deux structures conformes 
représentent la même différentielle de Beltrami. Soit Wi une carte locale. Posons le 
coefficient de Beltrami associé à CTR1, et le coefficient de Beltrami associé à [/]*ctr2. 
Puisque les deux structures conformes représentent la même différentielle de Beltrami, 
cela implique que pour chaque carte locale w^, on a Hi(wi) — fif(wi). Or, puisque crfîl 
est la structure conforme canonique, alors = 0, et donc Hf = 0. Par la Proposition 
3.4.1, cela implique que / est conforme. • 
Ainsi, on peut voir une application conforme comme un difféomorphisme qui préserve la 
structure conforme canonique entre deux surfaces de Riemann. En faisant l'analogie avec 
les familles mesurables d'ellipses, une application conforme envoie donc une famille de 
cercles concentriques vers une autre famille de cercles concentriques du plan tangent de 
la surface, et ce, en presque tout point. De façon plus générale, une application conforme 
peut envoyer une famille d'ellipses concentriques de presque tout plan tangent vers une 
famille d'ellipses concentriques de même excentricité, sur presque tout plan tangent de 
la surface. 
Il est maintenant naturel de passer à la définition d'une application quasiconforme entre 
deux surfaces de Riemann. 
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Définition 3.5.10. Soit f : Ri —» R2 un difféomorphisme entre deux surfaces de 
Riemann Ri et R2- Alors, f est quasiconforme si [f]*aR2 est de dilatation bornée par 
rappor t  à  la  s t ruc ture  conforme canonique  o R l .  
Afin de préciser quelles structures conformes sont utilisées par l'application quasicon-
forme, on écrira parfois / : {Ri,ai) —> (R2, o2) pour mentionner que la structure 
conforme est envoyée vers la structure conforme a2. 
De plus, il est également possible de définir la quasiconformité entre deux surfaces de 
Riemann en utilisant la définition géométrique. Soit f : Ri —*• R2 un homéomorphisme 
préservant l'orientation entre deux surfaces de Riemann Ri et R2. Alors, / sera K-
quasiconforme au sens géométrique si ses représentations par les cartes locales de R\ et 
de R2 sont des homéomorphismes K-quasiconformes au sens géométrique. 
Enfin, nous avons observé, dans la section 3.5.1, le lien entre les structures conformes 
et les différentielles de Beltrami. La proposition suivante établit un lien très intéressant 
entre ces notions lorsqu'on a une application quasiconforme entre des surfaces de Rie-
mann. 
Proposition 3.5.11. Soit f : Ri —>• R2 un homéomorphisme quasiconforme entre 
deux surfaces de Riemann, et soit a une structure conforme définie sur Ri, associée à 
la différentielle de Beltrami /i. Alors, [/]*<tr2 — a si et seulement si f est une solution 
généralisée de l'équation de Beltrami fe = n fz, avec ||/i||oo < 1-
Démonstration. (=>) Supposons que [f}*crR2 = a. Par la Proposition 3.5.3, ces deux 
structures conformes représentent la même différentielle de Beltrami. Soit Wi une carte 
locale. Posons Hi(wi) le coefficient de Beltrami associé à o, et Hf(wi) Ie coefficient de Bel-
trami associé à [/]*ctr2. Puisque les deux structures conformes représentent une même 
différentielle de Beltrami, alors les coefficients de Beltrami sont les mêmes, pour toute 
carte locale Wi, ce qui implique que /ii(iyi) = /i/(wj). Puisque Hf(wi) est la dilatation 
complexe de / dans la carte locale Wi, cela implique que le coefficient de Beltrami Hi{Wi) 
satisfait localement l'équation de Beltrami. Puisque l'équation est vérifiée pour toute 
carte locale wit alors la différentielle de Beltrami n avec l'homéomorphisme quasicon-
forme / satisfont l'équation de Beltrami. 
(<=) Supposons que / est solution de £ = //. Alors, Hf(wi) = pour m uxj 
coefficient de Beltrami associé à la différentielle de Beltrami fi dans la carte locale w^. 
Alors, pour toute carte locale la structure conforme a est localement de la forme 
|dWi + Hi{wi)djwl\2 = |dwi + f if(wi)dwl\2. Cela démontre directement que [/]*(tr2  = a 
dans la carte locale W{. Par la conformité des fonctions de transition, alors ces structures 
conformes sont les mêmes pour toute carte locale, ce qui démontre l'énoncé. • 
De cette façon, tout comme la dilatation complexe d'une application quasiconforme entre 
deux ouverts devenait un coefficient de Beltrami, la dilatation complexe d'une application 
quasiconforme entre deux surfaces de Riemann deviendra une différentielle de Beltrami. 
Jusqu'à présent, on a pu observer les relations étroites entre les structures conformes, les 
surfaces de Riemann, et la quasiconformité. La prochaine sous-section sera très courte : 
elle établira une seconde version du théorème d'application de Riemann mesurable, qui 
est le Théorème 3.3.5. Nous aurons besoin de cette seconde version pour établir l'existence 
et l'unicité d'applications quasiconformes entre des surfaces de Riemann. 
3.5.4 Seconde version du théorème d'application de Riemann 
mesurable 
Nous avons vu, dans la section 3.5.1, qu'à toute structure conforme, on peut localement 
lui associer un coefficient de Beltrami. On peut donc se douter qu'il pourrait exister une 
seconde version du théorème d'application de Hiemann mesurable, mais en fonction des 
structures conformes. C'est effectivement le cas : voici d'ailleurs cette fameuse version. 
Théorème 3.5.12 (Théorème d'application de Riemann mesurable). Soit a une struc-
ture conforme de dilatation bornée sur un ouvert fl du plan complexe. Alors, il existe une 
application quasiconforme / : Q —» O qui satisfait [/]Vd = a. De plus, f est unique à 
postcomposition conforme près. 
Il existe également un corollaire très intéressant à ce résultat, qui est la version quasi-
conforme du théorème de Liouville. 
Corollaire 3.5.13. Il n'existe pas d'application quasiconforme entre C et ID>. 
Démonstration. Supposons le contraire, i.e. soit / : B —> C une application quasicon-
forme. Par la quasiconformité, la structure conforme [/]Vc est de dilatation bornée par 
rapport à a®. En prenant fi = D dans le Théorème 3.5.12, on obtient l'existence d'une 
application quasiconforme g : D —y D qui satisfait \g)*ob = <r, pour a une structure 
conforme de dilatation bornée par rapport à <td- En prenant a = [f]*<Jc> on obtient que 
[g °  /_ 1]vd = [/_ 1]*b]*^D = [/_ 1]v = <r c .  
Ainsi, la composition g o /-1 est conforme (donc holomorphe), et par le théorème de 
Liouville classique, elle est constante. On obtient alors une contradiction avec le fait que 
g est une application quasiconforme. • 
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3.5.5 Existence et unicité d'applications quasiconformes entre 
surfaces de Riemann 
Jusqu'à présent, nous avons seulement défini les applications quasiconformes entre des 
surfaces de Riemann. Nous aimerions, à partir de maintenant, avoir la certitude que ces 
applications existent et sont essentiellement uniques. C'est ce que nous ferons dans cette 
sous-section, et nous verrons, entre autres, que le cas des surfaces de Riemann compactes 
est particulièrement intéressant. 
Théorème 3.5.14. Soit Ri une surface de Riemann, et soit a une structure conforme 
de dilatation bornée par rapport à ctrj . Alors, il existe une surface de Riemann R2 et un 
homéomorphisme quasiconforme f : Ri —» R2 qui satisfait [/]Vr2 De plus, f est 
unique à postcomposition conforme de i?2 près. 
Démonstration. Notons la structure complexe de Ri par Si = {Ui ; Wi}, où Wi : —y 
C C. Par le Théorème 3.5.12, il existe fi : Qi —»• D qui satisfait [/É]VD = a. Par la 
Proposition 3.5.8, cela est équivalent à [/i-1]V = erD. 
Considérons un nouvel atlas £2 = {Ui; fi o w^}. Il suffit maintenant de démontrer que 
£2 est bien un atlas ayant des changements de cartes biholomorphes. Donc, considérons 
un ouvert Uj sur Ri tel que Ui D Uj ^ 0. Notons la carte locale associée à Uj par 
Wj : Uj —» fij, et notons fj : flj —> D l'application prescrite par le Théorème 3.5.12. 
On a donc que [/j]VD = er. 
Ainsi, on observe le changement de cartes entre D et lui-même : 
[ f j  0  W j  0  { f i  0 WI)"1]VD = [Wj o  Wi'1  O  f i '1]* ([/J]VD) 
= [Wj o  Wi'1  o /i_1]*(T 
= [/t-1]*K- 0 Wi'1]*# 
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= <rD 
Ainsi, le changement de cartes fjOWjO (/* o Wi)'1 est conforme, puisqu'il préserve 
la structure conforme canonique de B, et donc S2 définit bien une nouvelle structure 
complexe associée à une surface de Riemann, qu'on notera R2. Pour toute carte locale, 
puisque la structure conforme associée à E2 est od, alors la différentielle de Beltrami 
associée à cette structure conforme est forcément la structure conforme canonique de R2, 
qui est notée OR2. 
On note g : -» D l'application prescrite par le Théorème 3.5.12. En particulier, on a 
que [g]*od = a. En posant / = w^1 o ff1 o g o wit on obtient une application / qui 
est quasiconforme, et qui satisfait [/]*<7r2 = a. L'unicité de / découle de l'utilisation du 
Théorème 3.5.12. • 
Une variante de ce résultat peut être interprétée par le théorème suivant, démontré par 
S. Zakeri dans [Zak95] : 
Théorème 3.5.15. Soit K > 1, et soit G un groupe d'homéomorphismes K-quasiconformes, 
qui préservent l'orientation, définis sur une surface de Riemann R\. Alors, il existe une 
surface de Riemann et un homéomorphisme K-quasiconforme f : R\ —¥ R2 tel 
que l'action de G sur R2, sous la composition avec f, est composée d'homéomorphismes 
conformes. 
55 
Ainsi, le Théorème 3.5.14 nous assure d'obtenir une nouvelle surface de Riemann R2 
associée à une structure conforme de dilatation bornée sur R\. On doit se limiter à ce 
type de structures conformes dans le cas de l'étude de surfaces de Riemann quelconques 
(compactes ou non). En fait, si on se concentre sur les surfaces de Riemann compactes, 
on obtient des résultats très intéressants. 
Pour R\ et R2 des surfaces de Riemann compactes, tout homéomorphisme préservant 
l'orientation f : R\ R2 est nécessairement homotope à une application quasicon-
forme. Le théorème suivant nous en assure. 
Théorème 3.5.16 (Teichmûller). Soit f : Ri -» R2 un homéomorphisme entre deux 
surfaces de Riemann compactes. Alors, il existe une unique application quasiconforme 
f : Ri —> R2 qui est homotopiquement équivalente à f, et telle que Dj possède le plus 
petit quotient de dilatation de toutes les applications de cette classe d'homotopie. 
Puisque les applications quasiconformes entre surfaces de Riemann lient toujours des 
structures conformes de dilatation bornée, alors on peut affirmer que toutes les struc-
tures conformes définies sur des surfaces de Riemann compactes sont quasi-équivalentes, 
i.e. il existe toujours une certaine application quasiconforme liant toute paire de struc-
tures conformes. Avec l'appui de ce dernier théorème, on peut énoncer une variante du 
Théorème 3.5.14 pour les surfaces de Riemann compactes. 
Corollaire 3.5.17. Soit Ri une surface de Riemann compacte, et soit a une structure 
conforme sur R\. Alors, il existe une surface de Riemann compacte R2 et un homéomor-
phisme quasiconforme f : Ri —» R2 qui satisfait [/]*<7r2 = a. De plus, f est unique à 
postcomposition conforme de R2 près. 
Par ce résultat, on voit que l'imposition d'une structure conforme précise induit une 
structure complexe unique à composition conforme près. Réciproquement, tout homéo-
morphisme quasiconforme / : R\ —> R2 entre deux surfaces de Riemann compactes en-
voie, par le tiré vers l'arrière, la structure conforme a vers une unique structure conforme 
de dilatation bornée sur Rx. 
Ainsi, on a redémontré d'une façon différente le théorème classique de la théorie des sur-
faces de Riemann stipulant la bijection entre les structures conformes et complexes d'une 
surface de Riemann compacte. Plutôt que d'utiliser la quasiconformité, une démons-
tration classique de ce résultat repose, entre autres, sur la notion de structure presque 
complexe. Évidemment, le résultat classique est plus général, puisqu'il est également va-
lide pour les surfaces de Riemann non-compactes. La démonstration du cas compact est 
donc tout à fait valide en utilisant la méthode du tiré vers l'arrière. 
En résumé, voici un théorème qui regroupe toutes les bijections énoncées jusqu'ici, concer-
nant les surfaces de Riemann compactes. 
Théorème 3.5.18. Soit R une surface de Riemann compacte. Alors, les ensembles sui-
vants sont en bijection : 
1. Les structures conformes de R ; 
2. Les familles d'ellipses mesurables sur presque tout plan tangent de R; 
3. Les différentielles de Beltrami de R ; 
4- Les structures complexes de R . 
Démonstration. Il suffit d'utiliser des résultats déjà démontrés. 
(1) <-»• (2) : C'est la Proposition 3.5.4. 
(1) <-» (3) : C'est la Proposition 3.5.3. 
(1) (4) : C'est le Corollaire 3.5.17 et la remarque qui s'en suit. 
• 
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En particulier, on peut énoncer une autre variante du théorème d'application de Riemann 
mesurable, cette fois pour les différentielles de Beltrami sur une surface de Riemann 
compacte. 
Théorème 3.5.19 (Théorème d'application de Riemann mesurable). Soit R\ une surface 
de Riemann compacte. Alors, à toute différentielle de Beltrami fi de Ri, on peut associer 
un homéomorphisme quasiconforme f : Ri -» R2, où R2 est une autre surface de 
Riemann compacte, tel que fj,f = /z. De plxis, f est unique à postcomposition conforme 
près. 
Remarque 3.5.20. Lorsqu'on dit que fi/ = n, on veut dire que la dilatation complexe 
de f, dans toute carte locale, est égale au coefficient de Beltrami associé à (J, dans cette 
même carte locale. 
La proposition suivante est analogue au Corollaire 3.3.7 ; dans ce résultat, on avait que 
l'égalité des coefficients de Beltrami sur un ouvert impliquait que la composition d'ap-
plications quasiconformes était en fait conforme. Ici, l'égalité du tiré vers l'arrière de 
structures conformes sur une certaine surface de Riemann implique, de façon similaire, 
que la composition des applications quasiconformes associées est conforme. 
Proposition 3.5.21. Soient f : (Ri,<?i) —)• (R2, (?r2) et f : (i?i, <7i) —» &r<ï) 
deux applications quasiconformes telles que [/]*ctr2 = [f]*<?R2- Alors, la composition 
f-1 o f : (Ri, [f]*(?R2) (Ri, [f]*<7R2) est conforme. 
Enfin, nous pouvons observer que pour toute application quasiconforme entre deux sur-
faces de Riemann compactes, si on munit la surface-domaine de la structure conforme 
issue du tiré vers l'arrière, alors cette application est nécessairement conforme. 
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Corollaire 3.5.22. Soient R\,R2 deux surfaces de Riemann compactes munies respec-
tivement des structures conformes <jj, aR2. Soit f : (RI,(TI) -*• (R2, &R2) Vapplica-
tion quasiconforme prescrite par le Corollaire 3.5.17. Alors, [})*<? R2 est bien définie, et 
f : (Ri,[f]*AR2) (R2,<TR2) est conforme. 
Démonstration. Puisque / et f~l sont quasiconformes, alors par le Théorème 3.4.2, / 
est différentiable, d'inverse différentiable. Ainsi, / est un difFéomorphisme, et puisque 
/ préserve l'orientation presque partout, [/J*0r2 est bien définie. Nous noterons cette 
structure conforme par âi. 
Montrons que / : (RI,ÂI) —> (R2 ,CTR?) est conforme. 
Considérons l'application quasiconforme g : {R\,a\) -4 (Ri,ài). On peut voir que 
[g\*âx = <Ji, et que que / satisfait [f]*crR2 = cri- Puisque â\ = [f]*crR2, alors ai et 
ô\ représentent la même structure conforme sur R\. Par la proposition précédente, cela 
implique que f — f o g~l est conforme. 
• 
En conclusion, on a pu observer, dans cette section, des liens très serrés entre la théorie des 
applications quasiconformes et la théorie des surfaces de Riemann. Avant de poursuivre, 
cependant, nous devons démontrer la quasiconformité des applications d'empilements, 
qui envoient un empilement de cercles vers un autre empilement, partageant le même 
nerf que le premier. Cela sera démontré dans la prochaine section. 
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3.6 La quasiconformité des empilements de cercles 
Nous allons maintenant exhiber de façon plus précise la raison pour laquelle les applica-
tions entre empilements de cercles sont quasiconformes. Par la Définition 2.3.2, on sait 
qu'une telle application est en fait un homéomorphisme simplicial entre les nerfs de deux 
empilements de cercles. Puisque chaque triangle du premier CP-complexe est envoyé vers 
un triangle du second CP-complexe, on peut voir une application d'empilements comme 
une application continue et affine par morceaux. 
En fait, on peut démontrer que toute application affine est quasiconforme. En particulier, 
on peut trouver la dilatation complexe de chaque triangle du nerf des empilements de 
cercles étudiés. Le lemme suivant nous le démontre. 
Lemme 3.6.1. Soient T, T deux triangles du plan complexe, de sommets respectifs {21, Z2, z3} 
et {z\,z2,zz}. Soit f : T —• T l'application affine entre ces deux triangles. Alors, cette 
application a une dilatation complexe de 
a — b Hf = 
b — a ' 
où a = 53—21 et b = Z 3 .  Z 2~ 
22 - ZI 22 - 21 
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Démonstration. Clairement, on peut normaliser le triangle T par l'application conforme 
f(z) = Z2 -Zzi > Pour obtenir le triangle T' de sommets {0,1, a}. De même, on peut nor-
maliser T par f(z) = pour obtenir T' de sommets {0,1,6}. 
Ensuite, il suffit d'étudier l'application affine h : T '  —>• T',  qui sera de la forme h(z) = 
az + fiz. Ici, on a les conditions a + /3 = 1 et aa + j3â = b. 
En résolvant, on obtient /3 = et a = Ainsi, la dilatation complexe /^(z) est 
donnée par : 
m») = * - a "6 
a b — a 
• 
Ainsi, une application affine entre deux triangles possède une dilatation complexe constante. 
Puisqu'une application d'empilements est affine par morceaux et continue, et que le 
Lemme du collier (Lemme 2.3.1) nous donne une borne inférieure sur les angles des faces 
de chacun de ces triangles (voir la Remarque 2.3.3), alors on obtient nécessairement une 
borne supérieure sur la dilatation complexe de notre application d'empilements. Ainsi, en 
notant cette borne supérieure par K, on obtient une application K-quasiconforme entre 
les deux empilements de cercles. On peut résumer les dernières phrases par la proposition 
suivante : 
Proposition 3.6.2. Soit f : Px —> P2 une application d'empilements entre deux em-
pilements de cercles Pi et P2> partageant T comme nerf. Alors, f est une application 
quasiconforme. 
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De plus, il est possible d'approximer, à l'aide des empilements de cercles, l'application 
quasiconforme prescrite par le théorème d'application de Riemann mesurable (Théorème 
3.3.5). L'idée derrière cette approximation réside dans l'approche faite à la section 2.4, 
ainsi que dans l'utilisation de la soudure conforme. Pour plus d'informations à ce sujet, 
je suggère au lecteur de consulter [Wil06]. 
On a maintenant terminé le chapitre traitant de la quasiconformité. Nous avons pu voir 
deux définitions principales de celle-ci, ainsi que les répercussions de cette notion sur 
les surfaces de Riemann et les empilements de cercles. Dans le prochain chapitre, nous 
utiliserons la quasiconformité des applications d'empilements dans l'optique d'étudier le 
cerveau humain. 
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CHAPITRE 4 
Application au cerveau humain 
Ce chapitre est une application des empilements de cercles et de la notion de quasiconfor-
mité à une problématique bien réelle : l'étude du cerveau humain. Plus particulièrement, 
nous devrons nous concentrer sur des parties un peu plus spécifiques d'un cerveau hu-
main. Nous aurons donc recours aux aires de Brodmann, qui sont des délimitations du 
cortex du cerveau humain. La répartition de ces aires, due au neurologue allemand Kor-
binian Brodmann, est basée sur les caractéristiques histologiques de chaque région du 
cortex cérébral. Entre autres, chaque aire de Brodmann possède une tâche spécifique : 
par exemple, l'aire de Brodmann 17 représente le cortex visuel primaire, qui traite l'in-
formation visuelle qui est issue de la rétine de l'oeil. 
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Dans ce mémoire, nous étudierons deux aires de Brodmann en particulier, qui seront les 
aires 44 et 45. Nous commencerons par décrire la motivation et la problématique étudiée, 
puis nous verrons la méthode que j'ai utilisée dans le but d'étudier la dite problématique. 
Cela nous donnera la raison principale pour laquelle ces deux aires spécifiques ont été 
étudiées. Ensuite, je présenterai les résultats obtenus, pour ensuite en faire l'analyse. 
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4.1 La problématique 
4.1.1 Anatomie générale du cerveau humain 
Le cerveau humain est l'organe nerveux le plus complexe chez les êtres humains. D est 
composé, en surface, du cortex cérébral : ce cortex est formé de plusieurs couches de 
cellules nerveuses, aussi appelées neurones. À l'intérieur de ce cortex, formé de matière 
grise, se retrouve ce qu'on appelle la matière blanche, qui est composée d'un très grand 
nombre de fibres nerveuses qui connectent différentes régions du cortex cérébral. 
Même si tous les cortex cérébraux d'une même espèce partagent la même structure, leur 
forme varie d'un individu à un autre. De plus, le cortex cérébral est fortement plissé : 
en fait, il est estimé qu'entre 60% et 70% de sa surface se situe dans ces plis. Ces plis 
nous indiquent que le cortex cérébral est une surface à courbure extrêmement variable. 
Ainsi, les différences anatomiques entre des individus et la complexité de ces plis rend 
la comparaison de cortex cérébraux entre différents sujets très ardue. Avant de définir la 
problématique étudiée, observons les résultats de certaines études effectuées au sujet des 
aires de Brodmann 44 et 45, ce qui nous donnera une motivation à effectuer cette étude. 
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4.1.2 Motivation 
Il a déjà été remarqué ([Imb06]) qu'il existe une forte variabilité de l'aire de Brodmann 
44 entre différents individus. Plus particulièrement, de grandes variations du volume et 
de l'aire de cette aire de Brodmann, qui sont supérieurs dans l'hémisphère gauche, ont 
été mises en évidence. Dans [GG84], une étude de 10 cerveaux humains a été menée, 
et il a été découvert que six de ces cerveaux présentaient une aire de Brodmann 44 qui 
était plus de 15% plus grande du côté gauche que du côté droit, tandis que que trois 
de ces cerveaux ne présentaient pas d'asymétrie latérale significative. Une des possibles 
causes de cette asymétrie est due à une plus forte présence de plis cérébraux dans cette 
région. De plus, des études menées par Cantalupo et Hopkins ([CH01]) ont démontré que 
cette asymétrie de l'aire de Brodmann 44 est également présente chez les chimpanzés, les 
bonobos et les gorilles. Lors de ces études, ils ont obtenu une aire qui est en moyenne 
22.6% supérieure du côté gauche. 
Cependant, aucune asymétrie prononcée pour l'aire de Brodmann 45 n'a été détectée. 
Plusieurs chercheurs attribuent cette asymétrie au développement du langage, qui se fait 
de façon différente pour chaque individu, et qui n'est pas encore tout à fait bien comprise 
par la communauté. 
4.1.3 Énoncé de la problématique 
Nous travaillerons seulement sur les aires de Brodmann 44 et 45, qui sont respectivement 
appelées le pars operculaire et le pars triangulaire. Ces deux aires sont situées dans le 
lobe frontal, de chaque côté du cortex cérébral. À la Figure 10, nous pouvons observer 
leur position par rapport au cortex. 
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Figure 10 : L'aire de Brodmann 44 (en rouge), et l'aire de Brodmann 45 (en bleu). 
L'ensemble de ces deux aires de Brodmann forme l'aire de Broca, qui est responsable 
du traitement du langage. Or, il est connu que le langage est une fonction latéralisée 
du cerveau. Chez environ 96% des droitiers et 70% des gauchers, le langage est traité 
dans l'hémisphère gauche du cerveau. Ainsi, les fonctions du langage se trouvent dans 
l'hémisphère gauche pour environ 93% de la population, et dans l'hémisphère droit pour 
environ 5% de la population. 
C'est précisément cette latéralisation que npus allons étudier : nous tenterons de vérifier, 
à l'aide des empilements de cercles, si l'asymétrie de ces aires de Brodmann est reflétée 
par le module conforme de ces régions, ainsi que par l'aire hyperbolique des empilements 
de cercles associés à ces régions. Pour ce faire, nous observerons douze sujets issus de la 
banque de données de l'institut NeuroSpin, situé en France. Sur l'ensemble de ces sujets, 
une unique méthode a été utilisée : c'est ce qui sera décrit dans la prochaine sous-section. 
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4.2 La méthode utilisée 
La méthode qui a été ici utilisée pour étudier la latéralisation des aires de Brodmann 44 
et 45 est similaire à celle utilisée par Hurdal et Stephenson dans [HS04] et [HS09]. Dans 
cet article, les auteurs étudiaient la forme du cortex média! préfrontal, entre autres à 
l'aide du module conforme, défini dans le chapitre 3. Cependant, le sujet de l'étude faite 
dans [HS04] était la différence de la forme de ce cortex entre des jumeaux identiques, 
dans l'optique de déceler des signes de maladies dépressives. 
De plus, les auteurs ont utilisé d'autres méthodes que les empilements de cercles : par 
exemple, leurs calculs de module conforme ne semblent pas utiliser ces empilements. 
Cependant, la méthode que j'ai utilisée n'utilise que les empilements de cercles : de la 
visualisation des aires de Brodmann étudiées au calcul du module conforme, tout se fera 
à l'aide des empilements de cercles. 
Tout d'abord, on doit commencer par l'obtention des données de sujets : cela se fait grâce 
à l'imagerie par résonnance magnétique (IRM). Avec ce type d'imagerie, on peut obte-
nir une modélisation du cortex cérébral du sujet. Ensuite, à l'aide de certains logiciels 
d'imagerie, on compare cette modélisation du cortex à un cortex de référence, sur lequel 
toutes les aires de Brodmann sont déjà partitionnées. Cette comparaison nous donne une 
approximation de la position des aires de Brodmann du cortex du sujet, et le maillage 
de ces régions peut ensuite être extrait. 
Par la suite, nous devons recréer l'aire de Brodmann étudiée pour la rendre simplement 
connexe. Cette étape est essentielle, puisque la forme du cortex cérébral varie d'un indi-
vidu à l'autre. Par exemple, une certaine aire de Brodmann pourrait être une surface de 
genre 2 pour un premier individu, et de genre 0 pour un second. Le genre de ces surfaces 
est modifié lorsqu'on a, pax exemple, une petite cavité dans le cortex. Cette cavité est 
due à une erreur de recalage du cortex lors de la comparaison entre le cortex étudié et 
un cortex de référence. 
À la Figure 11, nous pouvons voir un exemple d'une telle situation, où il y a présence 
d'une cavité dans une aire de Brodmann. 
Figure 11 : Exemple d'une cavité dans une aire de Brodmann 
Ainsi, dans l'optique d'uniformiser les surfaces étudiées, j'ai créé des masques, à l'aide du 
logiciel BrainVISA, qui représentent l'aire de Brodmann étudiée, mais qui ne comportent 
pas de cavités : les aires de Brodmann obtenues sont des surfaces triangulées qui sont 
des sphères topologiques. Les opérations effectuées dans le cadre de cette uniformisation 
sont fournies plus en détail dans l'annexe B de ce mémoire. D'ailleurs, un exemple d'une 
reconstruction d'une aire de Brodmann est illustré dans la Figure 12. 
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Figure 12 : Une aire de Brodmann 44 initiale, et une aire de Brodmann 44 reconstruite 
On peut remarquer que les surfaces sont très similaires : lors de la création du masque de 
l'aire de Brodmann, il y a toujours eu tentative de modifier le moins possible l'ensemble 
des voxels représentant la surface. Pour chacune des surfaces, quelques dizaines de voxels 
additionnels étaient suffisants pour rendre son masque simplement connexe. 
Ensuite, puisqu'un empilement de cercles est défini par une triangulation, il faut extraire 
de la surface reconstruite les données relatives à sa triangulation. Nous devrons utiliser 
trois types de données : 
- Le numéro de chaque sommet, ainsi que ses coordonnées dans l'espace ; 
- Le numéro de chaque triangle, ainsi que le numéro de ses trois triangles voisins ; 
- Le numéro de chaque triangle, ainsi que des trois sommets le composant . 
À l'aide d'une version du logiciel FiberNavigator ([Val2]) spécialement adaptée à mes 
besoins, ces-trois types de données sont écrits dans trois fichiers distincts lors de la visua-
lisation de l'aire de Brodmann reconstruite. Ces trois fichiers sont nécessaires aux étapes 
suivantes, qui sont les étapes calculatoires. 
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À l'aide de ces trois fichiers extraits et d'un programme Python (dont une version de base 
a été mise dans l'annexe A à la fin de ce mémoire), on peut ainsi créer un fichier de type 
texte qui sera compatible avec le logiciel CirclePack. Le fichier créé, une fois entré dans 
CirclePack, nous donnera un empilement sphérique maximal, puisque la surface recons-
truite est une sphère topologique. 
À la Figure 13, nous pouvons voir l'empilement qui est obtenu par CirclePâck. 
Figure 13 : L'empilement sphérique maximal représentant une aire de Brodmann. 
Afin de calculer le module conforme de l'aire de Brodmann étudiée, on doit évidemment 
avoir un quadrilatère topologique. En fait, la surface visible de l'aire de Brodmann étudiée 
est un quadrilatère topologique. En considérant les aires de Brodmann voisines comme 
des surfaces de frontière, on peut créer des points de frontière entre ces surfaces, ce qui 
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déterminera un quadrilatère topologique, qui sera la partie visible de l'aire de Brodmann 
étudiée. À titre d'exemple, lors de l'étude de l'aire de Brodmann 45, les points de frontière 
utilisés étaient les points d'intersection entre les aires de Brodmann 38, 44, 46 et 47, qui 
bordent l'aire de Brodmann 45. 
Afin de visualiser ces points d'intersection, la Figure 14 illustre quatre points de frontière 
d'une des aires cervicales étudiées. 
Figure 14 : La partie visible de l'aire de Brodmann 45 (en gris), munie de ses quatre 
points de frontière, en bleu pâle. 
71 
Ainsi, pour pouvoir trouver ces points de frontière, le calcul de l'intersection entre les 
aires de Brodmann est nécessaire. Cela est également effectué grâce à un autre programme 
Python, qui ne sera, par contre, pas mis en annexe. Il est facile de visualiser, avec Cir-
clePack, le quadrilatère topologique obtenu lorsqu'on enlève de l'empilement initial les 
cercles qui sont dans l'intersection entre ces aires de Brodmann. À la Figure 15, nous 
pourrons voir un tel quadrilatère topologique empilé. 
Figure 15 : Le quadrilatère topologique étudié, représenté par les cercles blancs, et les 
cercles qui sont dans la frontière avec des aires de Brodmann avoisinantes, en foncé. 
Enfin, on peut utiliser CirclePack pour faire une projection stéréographique du quadrila-
tère topologique obtenu par la méthode ci-haut, pour ensuite lui imposer des conditions 
d'angle aux frontières. On impose un angle de f aux quatre points de frontière trouvés ci-
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haut, et un angle de 7r pour les autres cercles de la frontière du quadrilatère topologique. 
Alors, par le Lemme 2.2.6, on obtient un rectangle euclidien empilé, qui est facilement 
calculé par CirclePack. La Figure 16 montre le résultat obtenu, et affiché par le logiciel. 
Figure 16 : Un quadrilatère topologique empilé, et son rectangle euclidien empilé 
associé. 
Enfin, il suffit de calculer le module conforme du rectangle euclidien empilé, qui est le 
rapport entre sa hauteur et sa largeur. Il est également possible d'observer ce rectangle 
euclidien empilé comme un empilement hyperbolique maximal, comme le stipule le Théo-
rème 2.2.3. On peut voir, à la Figure 17, un tel quadrilatère empilé. 
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Figure 17 : Un quadrilatère topologique empilé sous la géométrie hyperbolique 
Nous étudierons l'aire des empilements hyperboliques pour la raison suivante : on sait que 
le rectangle euclidien empilé obtenu précédemment est unique à automorphisme conforme 
près. Cependant, l'aire de l'empilement euclidien peut très bien varier si on applique un 
de ces automorphismes. Or, en utilisant la géométrie hyperbolique, non seulement nous 
avons un modèle qui sera commun à chaque sujet étudié (qui sera le disque unité B), mais 
nous savons que chaque automorphisme de B est aussi une isométrie. Ainsi, l'application 
d'un tel automorphisme ne modifiera pas l'aire de l'empilement hyperbolique. 
Nous pourrons donc confirmer si l'utilisation des empilements de cercles pour le calcul du 
module conforme, et pour le calcul de l'aire hyperbolique de ces empilements, reflète bien 
la théorie médicale au sujet de ces aires de Brodmann. Cette méthode a été utilisée pour 
chacune des deux aires de Brodmann des sujets étudiés. La prochaine section traite des 
résultats qui sont issus de l'utilisation de cette méthode sur les douze sujets de l'institut 
NeuroSpin. 
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4.3 Résultats 
Nous verrons ici les résultats obtenus avec la méthode précédemment décrite. Puisque 
la problématique étudiée traite d'une asymétrie pour l'aire de Brodmann 44, et d'une 
absence d'asymétrie prononcée pour l'aire 45, nous présenterons évidemment les résultats 
séparément. Commençons par les résultats des modules pour l'aire de Brodmann 44. 
4.3.1 Modules conformes de l'aire de Brodmann 44 
Le tableau suivant représente les modules conformes obtenus pour les aires de Brodmann 
44 gauches et droites des sujets étudiés, ainsi que certains pourcentages de comparaison 
associés à ces données. 
Su}at1 0.350713 0.347654 -0.87% +1.72% +2.54% 
Suja«2 0.391143 0.367448 -6.06% -5.42% -2.98% 
Sujet 3 0.338468 0.338472 +0.00% +4.68% +5.32% 
9uJ*4 0.382363 0.382085 •0.06% -7.34% -6.70% 
Sujet 5 0.363072 0.378083 +4.14% -2.41% -5.71% 
SujrtS 0 386662 0.346177 -10.47% -8.37% +2.97% 
Sujet 7 0.349267 0.365888 +4.76% +1.44% -2.57% 
Sujet 8 0.334034 0.350413 +4.90% +6.07% +1.73% 
8u|et» 0.346734 0.371307 +7.09% +2.18% -3.97% 
Su)et 10 0.343481 0.358411 +4.35% +3.15% •0.54% 
Sujet 11 0.351981 0.350211 -0.50% +0.66% +1.79% 
Sujet 12 0.313766 0.321758 +2.55% +12.92% +10.80% 
Moywvw/ 
Écart-type 
0.354307 
± 0X22944 
0.356492 
±0417438 
+0J2% +0.61% +0.22% 
Tableau 1 : Les modules conformes obtenus pour l'aire de Brodmann 44 
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4.3.2 Aires hyperboliques de l'aire de Brodmann 44 
Le Tableau 2 ci-dessous nous donne les valeurs de l'aire hyperbolique (en imités carré) de 
chaque côté des aires de Brodmann 44 des sujets étudiés, ainsi que les mêmes pourcentages 
de comparaison que dans le tableau précédent. 
Sujet 1 3777.044 3099.655 +21.85% +21.44% +9.07% 
Sujet 2 3306.753 2973.09 +14.25% +9.22% +4.61% 
Sujet 3 2987.304 2812.838 +6.20% -3.95% -1.03% 
Sujet 4 2945.968 2714.851 +8.51% -5.28% -4.47% 
Sujet 5 3043.239 2761.91 +10.19% -2.15% -2.82% 
Sujet 6 3097.141 2781.18 +11.36% -0.42% -2.14% 
Sujet 7 3310.377 3026.015 +9.40% +6.44% +6.47% 
SuJ«t8 2994.029 2819.666 +6.18% -3.73% -0.79% 
SuJetS 2901.016 2721.568 +6.59% -6.72% -4.24% 
Sujet 10 2976.92 2816.018 +5.71% -4.28% -0.91% 
Sujet 11 2899.673 2761.616 +5.00% -6.77% -2.83% 
Sujet 12 2992.247 #>15.717 +6.27% -3.70% -0.93% 
Moyenne/ 
Écart-type 
3110.144 
±260.866 
2842.01 
*123.35» 
+«.29% 
Tableau 2 : Les aires hyperboliques obtenues pour l'aire de Brodmann 44 
76 
4.3.3 Modules conformes de l'aire de Brodmann 45 
Le Tableau 3 nous renseigne sur la valeur des modules conformes obtenus pour les aires de 
Brodmann 45 gauches et droites de ces mêmes sujets, ainsi que des mêmes pourcentages 
que précédemment. 
Sujet 1 0.705043 0.729274 43.44% -4.89% -5.02% 
Sujet 2 0.716123 0.72S218 +1.27% -3.39% -5.15% 
Sujet 3 0.757935 0.753509 -0.58% +2.25% -1.49% 
Sujet* 0.719842 0.788483 +9.54% -2.89% +3.12% 
Sujet S 0.792755 0.778164 •1.84% +6.95% +1.77% 
Sujetft 0.735246 0.7390» +0.51% -0.81% -3.35% 
Sujet 7 0.748779 0.770596 +2.91% +1.01% +0.78% 
SujetS 0.772182 0.770974 •0.16% +4.17% +0.83% 
Sujet» 0.684374 0.773185 +12.98% -7.68% +1.12% 
Sujet 10 0.794491 0.787479 -0.88% +7.18% +2.99% 
Sujet 11 0.714481 0.786895 +10.14% •3.61% +2.91% 
Sujet 12 0.754001 0.772793 +2.49% +1.72% +1.07% 
Moyenne/ 
Écart-type 
0.741271 
±0.034811 
0.764633 
± 0.022499 
+3.36% 
Tableau 3 : Les modules conformes obtenus pour l'aire de Brodmann 45 
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4.3.4 Aires hyperboliques de l'aire de Brodmann 45 
Le Tableau 4, ci-dessous, nous donne les valeurs de l'aire hyperbolique (en unités carré) 
de chaque côté des aires de Brodmann 44 des sujets étudiés. 
Sujet 1 6432.735 6752.304 -4.73% +4.70% +5.11% 
Sujet 2 6423.327 7041.802 -8.78% +4.61% +9.62% 
Sujet 3 6095.856 5985.639 +1.84% -0.73% -6.82% 
Sujet 4 6008.148 6372.352 -5.72% -2.15% •0.80% 
Sujet 5 5744.672 6289.554 -8.66% -6.45% -2.09% 
Sujet 6 5890.146 6257.439 -5.87% •4.08% -2.59% 
Sujet 7 6413.918 6690.52 -4.13% +4.45% +4.15% 
Sujet 8 6310.261 6342.471 -0.51% +2.77% -1.27% 
Sujet 9 5965.451 6074.283 -1.79% -2.85% -5.44% 
Sujet 10 5992.991 6585.893 •8.99% -2.40% +2.52% 
Sujet 11 6013.561 6387.696 -5.89% -2.07% -0.56% 
Sujet 12 6394.321 6306.255 +1.40% +4.13% -1.83% 
Moyenne/ 
Écart-type 
6140.45 
±241.355 
6423.85 
±297.181 
-4.41% 
Tableau 4 : Les aires hyperboliques obtenues pour l'aire de Brodmann 45 
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4.4 Analyse 
Dans cette section, nous ferons l'analyse des résultats présentés dans les tableaux de la 
section précédente. Nous étudierons chaque aire de Brodmann séparément, en faisant 
une analyse descriptive des données obtenues, ainsi que des tests d'hypothèses sur leurs 
moyennes de module conforme et d'aire hyperbolique. 
Puisque chaque hémisphère possède ses propres données quant aux modules et aux aires 
hyperboliques des aires de Brodmann 44 et 45, alors nous considérerons que ces échan-
tillons sont appariés. Pour analyser de tels échantillons, nous observerons la différence 
des données entre l'hémisphère gauche et l'hémisphère droit, et nous ferons deux tests 
d'hypothèses sur cette différence : un test T, qui est paramétrique, ainsi qu'un test de 
Wilcoxon, qui est non-paramétrique. Ces deux tests spécifiques sont bien connus dans le 
domaine de l'inférence statistique. ([BHJ10]) 
Les tests paramétriques demandent de fortes contraintes, comme la normalité des dis-
tributions, ainsi que l'égalité des variances des populations. Même s'ils se prêtent moins 
bien aux situations où on ne possède pas beaucoup de données, les tests paramétriques, 
comme le test T, sont souvent plus puissants que les tests non-paramétriques. 
Les tests non-paramétriques, comme le test de Wilcoxon, sont des tests qui ne demandent 
aucune condition sur les paramètres de la population étudiée. Évidemment, certaines 
conditions doivent être remplies afin de pouvoir exécuter un tel test. De plus, un avan-
tage certain des tests non-paramétriques est qu'ils ne nécéssitent pas, en général, une 
taille minimale pour notre échantillon, ce qui nous aidera grandement dans le cas présent. 
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Tout d'abord, nous ferons un test T, qui sera valide à condition que les données se 
répartissent selon une loi normale. Pour vérifier la normalité, nous utiliserons les valeurs P 
de Kolmogorov-Smirnov et de Shapiro-Wilk. Le test d'hypothèses effectué sera le suivant : 
HQ : Les données se répartissent selon une loi normale. 
H\ : Les données ne se répartissent pas selon une loi normale. 
Nous nous fixerons un seuil a = 0.01, afin d'avoir davantage de certitude dans nos 
conclusions, comparativement au seuil classique a = 0.05. Donc, si les deux valeurs P 
sont inférieures au seuil fixé, nous rejetterons l'hypothèse nulle. Ensuite, nous ferons un 
test T sur la différence des données, qui aura pour but de résoudre le test d'hypothèses 
principal : 
H0 : HA = 0 
Hi : Hd ^ 0, 
où fid désigne la moyenne de la différence des données entre les deux hémisphères. Si la 
valeur P du test T est inférieure au seuil de 0.01, alors on rejettera l'hypothèse nulle. 
Puisque la taille de notre échantillon est petite, il sera important de valider les résultats 
du test T par un second test, qui ne dépendra pas de la normalité de nos données. Pour ce 
faire, nous ferons un test de Wilcoxon sur les différences des données entre l'hémisphère 
gauche et l'hémisphère droit. Un des avantages de ce test est qu'il reste valide même si 
on a un échantillon de taille inférieure à 30, qui n'est donc pas forcément approximati-
vement normal. En mettant la valeur absolue de ces différences en ordre croissant, nous 
associerons un rang à chacune de ces différences, ce qui déterminera le score de notre 
distribution de données. 
80 
En vérifiant ce score dans un tableau de Wilcoxon, nous pourrons vérifier si la différence 
moyenne entre les données est significative ou non : lorsque le score de Wilcoxon calculé est 
inférieur à la valeur théorique du tableau de Wilcoxon, nous rejetterons l'hypothèse nulle 
H0. Le test d'hypothèses qui sera ainsi résolu sera de la même forme que précédemment, 
c'est-à-dire : 
HQ : Il n'y a pas de différence entre les hémisphères gauches et droits 
H\ : Il y a une différence entre les hémisphères gauches et droits. 
De cette façon, nous pourrons confirmer nos conclusions en comparant ces deux méthodes 
d'analyse. Voyons maintenant de façon plus précise l'analyse des aires de Brodmann 
étudiées. 
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4.4.1 Analyse de l'aire de Brodmann 44 
Afin d'effectuer les tests d'hypothèses de l'aire de Brodmann 44, nous aurons besoin de 
certaines statistiques au sujet de la différence entre les modules de l'hémisphère gauche 
et de l'hémisphère droit. Le Tableau 5, ci-dessous, résume les valeurs qui nous seront 
nécessaires pour les deux tests d'hypothèses. 
Moyenne -0.002185 
Écart-type 0.005377 
Valeur P de Koimogorov-Smimov 0.104 
Valeur P de Shapiro-Wilk 0.083 
Valeur P du Test T 0.692 
Score de Wilcoxon 31 
Valeur du tableau de Wilcoxon au 
seuil 0.01 
7 
Taille de l'échantillon 12 
Tableau 5 : Les statistiques de la différence des modules de l'aire de Brodmann 44 
On peut voir qu'en moyenne, la différence entre les modules de l'hémisphère gauche et 
l'hémisphère droit est de 0.002185 en faveur du côté droit, avec un écart-type relative-
ment grand, qui est de 0.005377. 
Les valeurs P de Kolmogorov-Smirnov et de Shapiro-Wilk sont de respectivement 0.104 
et 0.083, qui sont toutes deux supérieures au seuil a = 0.01. Ainsi, à ce seuil, nous ne 
rejettons pas HQ, et nous pouvons ainsi procéder au test T. Or, la valeur P du test T 
est de 0.692, qui est supérieure à 0.01, et donc nous ne rejettons pas HQ. Donc, au seuil 
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a = 0.01, nous ne pouvons pas conclure qu'il existe une différence significative entre les 
modules des aires de Brodmann 44 gauches et droites. 
Afin de vérifier cette conclusion, nous ferons un test de Wilcoxon sur ces différences de mo-
dules. Avec la démarche décrite dans la section précdente, on trouve le score de Wilcoxon 
de notre distribution, qui est ici de 31. En vérifiant dans un tableau de Wilcoxon, au seuil 
a = 0.01, on rejettera l'hypothèse nulle si le score est inférieur à 7. Or, 31 est supérieur 
à 7 : ainsi, au seuil A = 0.01, on ne rejette pas HQ, et donc il n'y a pas de différence si-
gnificative entre les modules des aires de Brodmann 44 des hémisphères gauches et droits. 
Ainsi, les deux tests nous font part de la même conclusion : au seuil a = 0.01, il n'existe 
pas de différence notable entre les modules des aires de Brodmann 44 des hémisphères 
gauches et droits, parmi les 12 sujets étudiés. 
Voyons maintenant l'analyse de l'aire hyperbolique des côtés gauches et droits de l'aire 
de Brodmann 44. Le tableau suivant résume les principales statistiques qui seront ici 
utilisées : 
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Moyenne 268.1339 
Écart-type 44.2115 
Valeur P de Kolmogorov-Smimov 0.118 
Vtieur P de Shapiro-Wilk 0.004 
Valeur P du Test T 0 
Score de Wilcoxon 0 
Valeur du tableau de Wilcoxon au 
seuil 0.01 
7 
Taille de l'échantillon 12 
Tableau 6 : Les statistiques de la différence des aires hyperboliques de l'aire de 
Brodmann 44 
En moyenne, la différence entre les aires hyperboliques de l'hémisphère gauche et l'hé-
misphère droit est de 268.1339 en faveur du côté gauche, avec un écart-type de 44.2115. 
Ainsi, pour l'instant, on peut effectivement penser que l'aire semble effectivement supé-
rieure du côté gauche. Pour vérifier cela, nous ferons les deux mêmes tests d'hypothèses 
que précédemment. 
Commençons par effectuer le test T. Les deux valeurs P de Kolmogorov-Smirnov et de 
Shapiro-Wilk sont respectivement de 0.118 et 0.004. Or, puisque seulement l'une des deux 
est supérieure au seuil a = 0.01, nous devrons possiblement mettre un bémol sur les 
conclusions obtenues, puisque la normalité n'est pas parfaitement respectée. Lorsqu'on 
procède au test T, on obtient une valeur P de 0.000. Ainsi, puisque cette valeur est infé-
rieure à 0.01, qui est notre seuil, nous rejetons l'hypothèse nulle. Ainsi, avec a = 0.01, il 
semble exister une différence significative entre les aires hyperboliques des côtés gauches 
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et droits de l'aire de Brodmaim 44. Cependant, puisqu'un des tests de normalité a échoué, 
il est impératif de confirmer cette conclusion à l'aide du test de Wilcoxon. 
En procédant au test de Wilcoxon sur notre échantillon de 12 sujets, nous obtenons un 
score de Wilcoxon de 0. En consultant un tableau de valeurs de Wilcoxon, il faut que 
le score de Wilcoxon soit inférieur à 7 pour qu'on rejette l'hypothèse nulle. Or, 0 < 7, et 
donc on rejette l'hypothèse nulle, qui stipule qu'il n'y a pas de différence entre les aires 
hyperboliques des côtés gauches et droits de l'aire de Brodmann 44. 
Ainsi, malgré l'échec d'un des tests de normalité, nous arrivons à la même conclusion 
dans les deux cas : au seuil a = 0.01, il existe une différence significative entre les aires 
hyperboliques des hémisphères gauches et droits de l'aire de Brodmann 44, parmi les 12 
sujets étudiés. 
Voilà ce qui conclut l'analyse de l'aire de Brodmann 44. Théoriquement, nous savons 
qu'il existe une asymétrie de cette région du cortex. Avec la méthode d'empilements de 
cercles, nous arrivons à la conclusion que l'asymétrie ne se reflète pas dans le module de 
l'aire de Brodmann, mais que l'aire hyperbolique des empilements de cercles représentant 
cette aire de Brodmann varie de façon significative entre les deux hémisphères. 
Observons maintenant le cas de l'aire de Brodmann 45 : nous savons théoriquement que 
l'asymétrie y est moins prononcée que pour l'aire 44. Nous allons ainsi savoir si la méthode 
des empilements de cercles permet de confirmer ou d'infirmer cette affirmation. 
85 
4.4.2 Analyse de l'aire de Brodmann 45 
Nous ferons maintenant l'analyse de l'aire de Brodmann 45. Les principales statistiques 
nécessaires pour traiter cette région sont présentées dans le tableau suivant : 
Moyenne -0.023362 
Écart-type 0.009958 
Valeur P de Kolmogorov-Smi mov 0.055 
Valeur P de Shapiro-Wilk 0.05 
Valeur P du Teat T 0.039 
Score de Wileoxon 14 
Valeur du tableau de Wileoxon au 
seuil 0.01 
7 
Taille de l'échantillon 12 
Tableau 7 : Les statistiques de la différence des modules de l'aire de Brodmann 45 
On peut voir qu'en moyenne, la différence entre les modules de l'hémisphère gauche et 
l'hémisphère droit est de 0.023362 en faveur du côté droit, avec un écart-type relative-
ment grand, qui est de 0.009958. 
Commençons par vérifier la normalité de nos données : les valeurs P de Kolmogorov-
Smirnov et de Shapiro-Wilk sont de respectivement 0.055 et 0.05, qui sont toutes deux 
supérieures au seuil a = 0.01. Ainsi, à ce seuil, nous ne rejettons pas Ho, et nous pou-
vons ainsi procéder au test T. Or, la valeur P du test T est de 0.039, qui est supérieure 
à 0.01, et donc nous ne rejettons pas H0. Donc, au seuil A = 0.01, nous ne pouvons pas 
conclure qu'il existe une différence significative entre les modules des aires de Brodmann 
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45 gauches et droites. 
Afin de vérifier cette conclusion, nous ferons un test de Wilcoxon sur ces différences de 
modules. En procédant de la même manière qu'avec l'aire de Brodmann 44, on obtient un 
score de Wilcoxon de 14. Au seuil 0.01, nous rejetterons l'hypothèse nulle si le score est 
inférieur à 7. Puisque 14 > 7, alors nous ne rejettons pas H0 à ce seuil, et donc il n'y a pas 
de différence significative entre les modules des aires de Brodmann 45 des hémisphères 
gauches et droits. 
Puisque les deux tests arrivent à la même conclusion, il est raisonnable de croire qu'au 
seuil fixé, il n'existe pas de différence notable entre les modules des côtés gauches et droits 
des aires de Brodmann 45, parmi les 12 sujets étudiés. 
Enfin, nous ferons l'analyse de l'aire hyperbolique de l'aire de Brodmann 45 des hémi-
sphères gauches et droits. Le prochain tableau nous fait part des statistiques dont nous 
aurons besoin pour faire nos tests d'hypothèses : 
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Moyenne -283.4018 
écart-type 72.0945 
Valeur P de Kohnogoraw-Smimov 0.2 
Valeur P de Shapiro-Wilk 0.35 
Valeur P du Test T 0.002 
Score de Wilcoxon 7 
Valeur du tableau de Wilcoxon au 
seuil 0.01 
7 
Taille de l'échantillon 12 
Tableau 8 : Les statistiques de la différence des aires hyperboliques de l'aire de 
Brodmann 45 
En moyenne, la différence entre les aires hyperboliques des deux hémisphères est de 
283.4018 en faveur du côté droit, avec un écart-type de 72.0945. Même si, pour le mo-
ment, l'aire semble supérieure du côté droit, nous verrons que nous ne pouvons arriver 
avec certitude à cette conclusion. 
Les valeurs P de Kolmorov-Smirnov et de Shapiro-Wilk sont respectivement de 0.2 et de 
0.35. Donc, puisque ces deux valeurs sont inférieures au seuil a = 0.01, nous ne rejetons 
pas la normalité des données. Nous pouvons maintenant procéder au test T : sa valeur P 
est de 0.002, qui est inférieure à 0.01. Ainsi, à ce seuil, nous devons rejeter H0, et donc il 
semble y exister une différence significative entre les aires hyperboliques des deux côtés 
de l'aire de Brodmann 45. Observons maintenant la conclusion du test de Wilcoxon, afin 
de confirmer ce résultat. 
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En procédant au test de Wilcoxon sur notre échantillon de 12 sujets, nous obtenons un 
score de Wilcoxon de 7. En consultant un tableau de valeurs de Wilcoxon, il faut que le 
score de Wilcoxon soit inférieur à 7 pour qu'on rejette l'hypothèse nulle. Or, 7 n'est pas 
inférieur à 7, et donc on ne peut pas rejeter l'hypothèse nulle à ce seuil. Ainsi, par le test 
de Wilcoxon, on admet qu'il n'existe pas de différence notable entre les aires hyperbo-
liques de l'aire de Brodmann 45 des hémisphères gauches et droits. 
Donc, dépendant du test choisi, nous n'arrivons pas à la même conclusion : l'un indique 
une différence significative entre les aires hyperboliques, et l'autre ne l'indique pas. Ainsi, 
il est impossible de conclure la présence d'asymétrie dans l'aire de Brodmann 45 par 
l'aire hyperbolique des empilements de cercles représentant cette région. Pour ce qui est 
du module de cette aire, nous pouvons conclure qu'il ne semble pas exister de différence 
significative dans le module pour détecter une quelconque asymétrie. 
Malheureusement, comme dans toute analyse de données, nous avons évidemment des 
causes d'erreurs qui auraient pu subvenir et falsifier les résultats obtenus. La prochaine 
sous-section traite de ces causes d'erreurs possibles : nous verrons qu'il y en a principar 
lement deux. 
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4.4.3 Causes d'erreur 
Il est important de mentionner qu'il y a des causes d'erreur qui peuvent s'être glissées 
dans l'utilisation de cette méthode. Même s'il y a toujours eu tentative de diminuer le 
plus possible leur présence lors de l'analyse des données, il est important de ne pas les 
passer sous silence. Voici les trois principales causes d'erreur : 
1. La comparaison des cortex étudiés avec un cortex de référence 
2. La création des masques simplement connexes des surfaces 
3. Le choix des points de frontière des surfaces 
Une source d'erreur qui est non-négligeable dans l'utilisation de cette méthode est la 
comparaison des cortex étudiés avec un cortex-référence. Cette opération est une approxi-
mation plutôt grossière de la position et de la forme des aires de Brodmann du cerveau 
du sujet étudié. Le cortex étudié pourrait ne pas s'apparenter au cortex-référence, donc 
cela pourrait introduire des erreurs d'alignement dans les mesures effectuées. Cette er-
reur pourrait être grandement diminuée si une segmentation sujet par sujet de ces régions 
était effectuée. 
Ensuite, même si la création des masques simplement connexes des surfaces étudiées était 
essentielle à la démarche, il est clair qu'une telle modification de la surface introduit une 
certaine erreur. L'ajout de voxels à la surface peut avoir légèrement modifié le module 
conforme (ou l'aire hyperbolique) de cette surface. Cette cause d'erreur est commune à la 
méthode utilisée par Hurdal et Stephenson dans [HS04], puisque leur méthode nécessitait 
également des surfaces simplement connexes au départ. Ainsi, cette cause d'erreur n'a 
pu être évitée dans l'utilisation de cette méthode. 
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Enfin, le choix des quatre points de frontière des surfaces étudiées est également une 
cause d'erreur de ma démarche. Après avoir calculé l'intersection entre les surfaces, il 
pouvait arriver que le point de rencontre exact entre deux aires de Brodmann bordant 
l'aire étudiée n'était pas tout à fait exact. En fait, pour tenter de réduire cette cause 
d'erreur, plusieurs essais ont été faits : dans chacune des aires de Brodmann étudiée, j'ai 
observé le comportement du module conforme si je fais légèrement varier les points de 
rencontre entre les surfaces de frontière. Le module conforme ne variait que très peu (de 
l'ordre de dixièmes, ou de centièmes la majorité du temps). 
Cette cause d'erreur n'apparaît pas directement dans la méthode de Hurdal et Stephen-
son ([HS04]), puisque leur méthode n'utilisait pas les aires de Brodmann comme je l'ai 
fait : elle se basait sur la reconstruction informatique du cortex, ce qui lui donnait déjà 
la répartition des sous-régions sur le cortex directement. Ainsi, dans sa méthode, cette 
cause d'erreur aurait pu être due à la marge d'erreur du logiciel de reconstruction du 
cortex. 
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4.4.4 Conclusion 
En conclusion, il semble raisonnable de croire que les analyses faites dans la section 
précédente sont valides. Pour chaque aire de Brodmann étudiée, deux tests différents ont 
été faits dans l'optique de déceler une différence significative entre les deux hémisphères. 
Dans la majorité des cas, les conclusions de ces tests étaient les mêmes, que ce soit au 
niveau de l'étude du module ou de l'aire hyperbolique des régions étudiées. 
L'asymétrie théorique que nous voulions observer par la méthode des empilements de 
cercles était principalement pour l'aire de Brodmann 44. Cette asymétrie était théori-
quement observée par la grande variabilité de l'aire et du volume de cette région corticale. 
Donc, on peut conclure que le module conforme ne semble pas varier de façon significative 
entre les deux hémisphères des sujets étudiés, mais que la différence d'aire hyperbolique 
entre les deux côtés est notable, au seuil de signification a = 0.01. 
Pour ce qui est de l'aire de Brodmann 45, aucune asymétrie prononcée n'est théorique-
ment remarquée, comparativement à l'aire de Brodmann 44. Dans ce cas, pour le module, 
nous arrivons à la même conclusion, c'est-à-dire que le module ne semble pas varier de 
façon notable entre les deux hémisphères des sujets étudiés. Cependant, pour ce qui est 
de l'aire hyperbolique de cette aire de Brodmaim, il est impossible d'arriver à une conclu-
sion, puisque les deux tests utilisés dans l'optique de déterminer s'il y avait une différence 
significative ont donné des résultats opposés. 
Enfin, malgré les conclusions obtenues, et avec les causes d'erreur présentes, la méthode 
d'empilements dé cercles présentée dans ce mémoire ne semble pas assez précise dans l'op-
tique de détecter des changements anatomiques entre différents individus. On sait que les 
études précédentes sur l'asymétrie de ces aires de Brodmann remarquaient, pour l'aire 
44, que plus de la moitié des sujets possédaient une variation d'au moins 15% favorable 
à la partie gauche. Cependant, par ma méthode, la moitié des sujets possédaient une 
variation d'au moins 8%, et un seul sujet possédait une variation d'au moins 15%, ce qui 
est une différence beaucoup moins marquée. De plus, même si la théorie médicale nous 
confirme qu'il ne semble pas y avoir d'asymétrie au niveau de l'aire 45, nous n'avons pu 
totalement confirmer cette conclusion à l'aide de la méthode des empilements de cercles. 
C'est pourquoi cette méthode ne semble pas d'une précision suffisante pour l'étude du 
cerveau humain. 
En conclusion, la méthode des empilements de cercles est tout de même un bel outil de 
travail et de visualisation, puisqu'elle est supportée par une théorie mathématique très 
bien fondée. La visualisation qu'elle apporte est très intéressante, et pourrait certainement 
être utile à d'autres fins que l'imagerie médicale, qui est un domaine qui nécessite une 
grande précision et une grande finesse des logiciels et instruments utilisés. 
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CONCLUSION 
Dans ce mémoire, nous avons d'abord rappelé quelques concepts mathématiques. En-
suite, nous avons introduit la théorie des empilements de cercles, qui a été développée 
par Thurston et Stephenson, à partir du milieu des années 1980. 
Puis, nous avons pu introduire la théorie de la quasiconformité sous des définitions to-
talement équivalentes. En particulier, cela nous a permis de voir que les applications 
d'empilements sont des applications quasiconformes. De plus, nous avons pu voir une 
panoplie de connexions entre la théorie des surfaces de Riemann et celle de la quasicon-
formité. 
Le dernier chapitre, quant à lui, présente une application de la théorie des empilements 
de cercles et de la quasiconformité à l'étude du cerveau humain. L'algorithme présenté 
en annexe nous permet de passer de l'utilisation du logiciel FiberNavigator au logiciel 
CirclePack. Malheureusement, nous avons vu que la méthode utilisée semble être d'une 
précision moins grande qu'espérée : les conclusions obtenues sont donc incertaines. 
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Cependant, il serait très intéressant de tester cette méthode de façon différente : une 
avenue qui serait à explorer serait de répéter cette méthode sur des sujets qui n'ont pas 
été comparés à un cortex de référence lors de leur segmentation. L'utilisation de certains 
logiciels d'imagerie pour repérer informatiquement les aires de Brodmann étudiées serait 
de mise afin d'améliorer la justesse des conclusions obtenues. 
Aussi, il serait certainement intéressant de tester cette méthode sur un plus grand nombre 
de sujets, dans l'optique d'avoir une meilleure approximation de la moyenne réelle des mo-
dules conformes et des aires hyperboliques de ces aires de Brodmann, parmi la population. 
Il serait également possible de se concentrer sur l'étude d'une autre partie du cortex : 
on sait que certaines maladies s'attaquant au cortex provoquent une déformation ou un 
amincissement de celui-ci, ce qui pourrait également être observé par les empilements 
de cercles. De plus, certaines régions cervicales, dont le cortex visuel, qui correspond à 
l'aire de Brodmann 17, sont davantage étudiées et sont plus faciles à segmenter informa-
tiquement : ces régions seraient donc très intéressantes à étudier avec les empilements de 
cercles. 
Aussi, une autre variante de la méthode que j'ai adoptée pourrait être intéressante à 
essayer : il s'agit des empilements de cercles à distance inverse. Expérimentalement, ces 
empilements semblent réduire la dilatation quasiconforme. Cependant, leur utilisation 
n'est pas encore totalement mise au point par CirclePack. 
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Finalement, il serait aussi intéressant d'étudier, à l'aide des empilements de cercles, l'ap-
proximation de l'application quasiconforme prescrite par le théorème d'application de 
Riemann mesurable (Théorème 3.3.5). Cette approximation utilise des notions de sou-
dure conforme, qui est un concept introduit par Stephenson et Williams dans les années 
1990. 
En conclusion, ce mémoire a pu nous introduire aux nombreuses relations entre les empi-
lements de cercles, la quasiconformité et les surfaces de Riemann, et a pu nous démontrer 
un exemple d'application pratique de ces relations en étudiant l'un des organes humains 
des plus complexes. Il reste à voir si une utilisation différente de ces notions pourra nous 
aider, avec certitude, à mieux comprendre le cerveau humain. 
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ANNEXE A 
Ce code, en langage Python, prend en entrée deux fichiers texte : " Voisins.txt " ainsi que 
" Sommets.txt Le fichier " Voisins.txt " contient la liste de tous les triangles formant 
la triangulation de la région corticale étudiée, ainsi que les numéros de chacun de ses 3 
voisins. Il est donc de la forme suivante : 
Triangle 0 Voisins : 3 1 1823 
Triangle 1 Voisins : 0 2 6 
Triangle 2 Voisins : 1 3 5 
Le fichier " Sommets.txt " contient la liste des mêmes triangles que précédemment, mais 
affiche les numéros des 3 sommets composant ce triangle. Il est de la forme suivante : 
Triangle 0 Sommets : 0 1012 504 
Triangle 1 Sommets : 0 504 8 
Triangle 2 Sommets : 0 8 1 
Le programme crée un fichier, " CirclePacking.txt qui est sous la forme prescrite par 
le logiciel CirclePack créé par K. Stephenson. 
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import re 
import time 
class Triangle(object): 
listeSommets = dict() 
def init (self, ligneTriangle, ligneSommet): 
t = self.getSommets(ligneSommet) 
self.no = t[l] 
self.noVoisins = self.getVoisins(ligneTriangle) 
self.sommets = frozenset(t[0]) 
self.orientation = Orientation(list(self.sommets)) 
def getVoisins(self, line): 
voisins = setO 
regex = re.compile(".*Voisins: ([0-9]+) ([0-9]+) ([0-9]+)") 
matches = regex.match(line) 
for index in range(1,4): 
voisins.add(int(matches.group(index))) 
return voisins 
def getSommets(self, ligne): 
regex = re. compile ("Triangle ([0-9]+) Sommets: ([0-9]+) ([0-9]+) ([0-9]+)") 
sommets = setO 
matches = regex.match(ligne) 
for index in range (2,5): 
noSommet = int(matches.group(index)) 
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if noSommet not in Triangle.listeSommets.keys(): 
Triangle.listeSommets[noSommet] = Sommet(noSommet) 
sommets.add(Triangle.listeSommets[noSommet] ) 
Triangle.listeSommets[noSommet].appendTriangle(self) 
no = int(matches.group(l)) 
return (sommets,no) 
def corrigerOrientation(self, triangleList): 
nosTrianglesCorriges = set() 
trianglesVisites = [] 
trianglesVisites.append(triangleList[1]) 
orientation = triangleList[1].orientation 
if (len(nosTrianglesCorriges)+l)'/,1000 — 0: 
print str(len(nosTrianglesCorriges)+l)+ " triangles orientes\n" 
while len(trianglesVisites)>0: 
triangle = trianglesVisites [-1] 
if not triangle.orientation.aMemeOrientation(orientation): 
triangle.orientation.changeOrientationO 
nosTrianglesCorriges.add(triangle.no) 
orientation = triangle.orientation 
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for tv in triangle.noVoisins: 
if tv not in nosTrianglesCorriges: 
trianglesVisites.append(triangleList[tv]) 
break 
if triangle == trianglesVisites[-1]: 
trianglesVisites.pop() 
return nosTrianglesCorriges 
class TriangleList(dict): 
def init (self): 
dict. init (self) 
self.trianglesFilename = "Voisins.txt" 
self.sommetsFilename = "Sommets.txt" 
self.sommetsFile = open(self.sommetsFilename; 'r') 
self.trianglesFile = open(self.trianglesFilename, 'r') 
self.loadTriangles() 
self.sommetsFile.close() 
self.trianglesFile.close() 
def loadTriangles(self): 
linetriangle = self. trianglesFile. readlineO 
linesommet = self.sommetsFile.readlineO 
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count = 0 
while (True): 
count = count + 1 
if count 7. 1000 == 0: 
print str(count) + " triangles lus\n" 
newTriangle = Triangle(linetriangle, linesommet) 
self.update([(newTriangle.no,newTriangle) ] ) 
linetriangle = self.trianglesFile.readlineO 
linesommet = self .sommetsFile.readlineO 
if linetriangle®®'' or linesommet®® " : 
break 
def sortSommets(self, sommet): 
listeSommetsOrdonnes = [] 
sommets = sommet.getSommetsAdjacents() 
assert(len(sommets)>0) 
s=sommets.pop() 
listeSommetsOrdonnes.append(s) 
while len(sommets) >0: 
sommets.discard(s) 
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sommetsAdjAs = s. getSommet sAdj acents ( ) k sommet. get Sommets Adjacents () 
assert(len(sommetsAdjAs) > 0) 
for s2 in sommetsAdjAs: 
triangle = self.getTriangle(s,s2,sommet) 
if len(triangle) != 1: 
continue; 
triangle = triangle.popO 
if triangle. orientation. aMemeOrientation(Orientation( [sommet,s,s2] ) ) : 
listeSommetsOrdonnes.append(s2) 
s=s2 
break 
return listeSommetsOrdonnes 
def getTriangle(self,si,s2,s3): 
s = si.triangles k s2.triangles & s3.triangles 
return s 
class Orientation(set): 
def init (self.listeSommets): 
set. init (self) 
self.setOrientation(listeSommets) 
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def setOrientation(self.listeSommets): 
self.clear 
self.update(set([(listeSommetsEO],listeSommets[1] ), 
(listeSommets [1] ,listeSommets[2] ) , 
(listeSommets[2],listeSommets[0] )] )) 
def aMemeOrientation(self.other): 
if other is self: 
return True 
if self.isdisj oint(other): 
self. changeOrientationO 
if self.isdisjoint(other): 
raise AssertionError 
else: 
self. changeOrientationO 
return True 
else: 
self. changeOrientationO 
if self.isdisj oint(other): 
self. changeOrientationO 
return False 
else: 
raise AssertionError 
def changeOrientation(self): 
tmp = setO 
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assert(len(self)==3) 
for t in self: 
tmp.add((t[1] ,t[0])) 
self .clearO 
self.update(tmp) 
class Sommet(object): 
def init (self.no): 
self.no = no 
self.triangles = set() 
def appendTriangle(self,triangle): 
self.triangles.add(triangle) 
def getSommetsAdjacents(self): 
sommets = set() 
for triangle in self.triangles: 
sommets,update(triangle.sommets) 
return sommets.différence([self]) 
def mainO : 
print "\n CALCUL EN COURS., 
fichier = openCCirclePacking.txt", "w") 
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print "Lecture et assignation des sommets...\n" 
megaStart = time.clockO 
start = time.clockO 
triangleList = TriangleList0 
print "Temps requis: " + str(time.clockO - start) + " secs\n" 
print "Orientation de la surface..An" 
start = time.clockO 
triangleList[1].corrigerOrientation(triangleList) 
print "Temps requis: " + str(time.clockO - start) + " secs\n" 
print "Orientation de l'adjacence des sommets et ecriture du fichier, 
start = time.clockO 
fichier.write("NODECOUNT: " + str(len(Triangle.listeSommets))) 
fichier.write("\n\n") 
fichier.write("FLOWERS: \n") 
printCount = 1 
for sommet in Triangle.listeSommets.values(): 
if printCount*/.100() == 0: 
print str(printCount) + " sommets ordonnes\n" 
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printCount = printCount+1 
sortedSommetsAdjacents = triangleList.sortSommets(sommet) 
count = True 
for element in sortedSommetsAdjacents: 
if (count): 
fichier.write("\n" ) 
fichier.write(str(sommet.no) + " "•+ 
str(len(sortedSommetsAdjacents)-1) + 
ii 
count = not count 
fichier.write(str(element.no) + " ") 
print "\nFichier genere: " + str(fichier.name) 
print "\n FIN DU CALCUL \n" 
fichier.write("\n\n") 
fichier.write("END") 
fichier. closeO 
print "Temps requis: " + str(time.clock() - start) + " secs\n" 
print "Temps total d'execution : " + str(time.clockO - megaStart) + " secs\n" 
if name == " main " : 
main() 
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ANNEXE B 
Dans cet annexe, nous verrons un peu plus en détail la création de masques simplement 
connexes, à l'aide du logiciel BrairiVISA. Ces masques sont créés dans l'optique d'unifor-
miser les aires de Brodmann étudiées, afin de pouvoir, par la suite, obtenir un empilement 
de cercles sphérique maximal associé à la région étudiée. 
Les données initiales des sujets de l'institut NeuroSpin sont sous la forme de fichiers 
NIFTI. Ce type de fichier contient les informations géométriques associées aux aires de 
Brodmann étudiées, et nous permet de voir la surface étudiée comme un ensemble succes-
sif de minces feuillets. À l'aide de BrainVISA, on peut parcourir chacun de ces feuillets, 
selon une coupe axiale, coronale ou sagittale. 
La création de masques simplement connexes consiste d'abord à observer l'aire de Brod-
mann étudiée, feuillet par feuillet, selon les trois points de vue possibles. Il faut ensuite 
reprérer les voxels manquants sur chacun de ces feuillets. La Figure 18 nous montre des 
feuillets axiaux de l'aire de Brodmann 44 d'un des sujets traités. 
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Figure 18 : Deux des feuillets axiaux de l'aire de Brodmann 44 
Il faut ensuite ajouter ces voxels manquants au nouveau masque de l'aire étudiée. À titre 
d'exemple, les masques des deux feuillets axiaux présentés ci-haut sont représentés dans 
la Figure 19. 
Figure 19 : Deux des feuillets axiaux du masque de l'aire de Brodmann 44 
En procédant de cette façon, pour chaque aire de Brodmann de chaque sujet étudié, il a 
été possible de retrouver des aires de Brodmann 44 et 45 qui sont des sphères topologiques, 
et dont leurs triangulations admettent un empilement de cercles sphérique maximal. 
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