Abstract. We introduce and explore an empirical index of increase that works in both deterministic and random environments, thus allowing to assess monotonicity of functions that are prone to random measurement-errors. We prove consistency of the index and show how its rate of convergence is influenced by deterministic and random parts of the data. In particular, the obtained results suggest a frequency at which observations should be taken in order to reach any pre-specified level of estimation precision. We illustrate the index using data arising from purely deterministic and error-contaminated functions, which may or may not be monotonic.
Introduction
since the population risk-or utility-profile cannot be really known, the non-monotonicity of w needs to be assessed from data, and this leads us to the statistical problem of this paper.
In addition, supported by the examples of Anscombe (1973) on potential pitfalls when using the classical correlation coefficient, Chen and Zitikis (2017) argue in favour of using the index of increase, as defined by Davydov and Zitikis (2017) , for assessing non-monotonicity of scatterplots. Chen and Zitikis (2017) apply this approach to analyze and compare student performance in subjects such as mathematics, reading and spelling, and illustrate their reasoning on data provided by Thorndike and Thorndike-Christ (2010) important, these methods do not allow direct large-sample non-monotonicity quantifications and thus inferences about larger populations. In this paper, therefore, we offer a statistically attractive and computationally efficient procedure for assessing data patterns that arise from non-monotonic patterns contaminated by random measurement errors.
We have organized the rest of the paper as follows. In Section 2, we introduce the index and provide basic arguments leading to it. In Section 3, we explain why and how the index needs to be adjusted in order to become useful in situations when random measurement errors are present. In Section 4, we rigorously establish consistency of the estimator and introduce relevant data-exploratory and cross-validatory techniques. Since the limiting distribution of the estimator is complex, in Section 5 we implement a bootstrap-based procedure for determining standard errors and, in turn, for deriving confidence intervals.
Section 6 concludes the paper with a brief summary of our main contributions. To illustrate, in Figure 2 .1 we have visualized the following quartet of functions h 1 (t) = sin − π 2 + 3π 2 t , h 2 (t) = cos − π 2 + 3π 2 t , h 3 (t) = sin π 2 t , h 4 (t) = cos π 2 t ,
The index of increase
and we have also calculated their indices of increase. Since h 3 and h 4 are monotonic functions on the interval [0, 1], calculating their indices of increase using formula (2.2) is trivial, but the(a) I(h 1 ) ≈ I n (h 1 ) = 0.6667(b) I(h 2 ) ≈ I n (h 2 ) = 0.3333(c) I(h 3 ) = I n (h 3 ) = 1
with t i,n = (i − 1)/(n − 1) for i = 1, . . . , n. Intuitively, I n (h) is the proportion of the upward movements of the function h with respect to all the movements, upward and downward.
Knowing the convergence rate of I n (h) to I(h) when n → ∞ is important as it allows us to set a frequency n at which the measurements of h(t i,n ) could be taken during the observation period (e.g., unit interval [0, 1]) so that any pre-specified estimation precision of I(h) would be achieved. For example, we have used n = 10000 to calculate the index values with the four-digit precision reported in Figure 2 .1. We refer to Chen and Zitikis (2017) for details on computational precision.
The following proposition, which is a special case of Lemma 4.1 below, establishes the convergence rate based on the level of smoothness of the function h. 
for any positively homogeneous and Lipschitz function (e.g., (t) = t + and (t) = |t|).
Consequently,
To explain the basic meaning of the index I(h), we start with an un-normalized version of it, which we denote by J(h). Namely, let For any function h ∈ F, we define its (un-normalized) index of increase J(h) as the distance between h and the set F − , that is,
Obviously, if h is non-increasing, then J(h) = 0, and the larger the value of J(h), the farther the function h is from being non-increasing on the interval [0, 1]. Determining the index J(h) using its definition (2.7) is not, however, a straightforward task, and to facilitate it, we next establish a very convenient integral representation of J(h).
Theorem 2.1 (Davydov and Zitikis, 2017) . The infimum in definition (2.7) is attained at any function f 1 ∈ F − such that f 1 = −(h ) − , and thus
A direct proof of this theorem was not provided by Davydov and Zitikis (2017) , who refer to a more general and abstract result. Nevertheless, a short and enlightening proof exists, and we present it next.
Proof of Theorem 2.1. We start with the note that the bound J(h) ≤ h−f holds for every function f ∈ F − , and in particular for the function f 1 specified in the formulation of the theorem. Hence,
It now remains to show the opposite bound. Let T + be the set of all t ∈ [0, 1] such that h (t) > 0, and let T − be the complement of the set T + , which consists of all those t ∈ [0, 1]
for which h (t) ≤ 0. Then 10) where the last equation holds when f (t) = 0 for all t ∈ T + , that is, when f = −(h ) − .
Bounds (2.9) and (2.10) establish equation (2.8), thus finishing the proof of Theorem 2.1.
The index J(h) never exceeds h , and so the normalized version of J(h) is
which is exactly the index of increase given by equation (2.2) . In summary, the index of increase I(h) is the normalized distance of the function h from the set F − of all non-increasing functions on the interval [0, 1]: we have I(h) = 0 when the function h is non-increasing, and I(h) = 1 when the function is non-decreasing. The closer the index I(h) is to 1, the more (we say) the function h is increasing, and the closer it is to 0, the less (we say) the function h is increasing or, equivalently, the more it is decreasing.
Practical issues and their resolution
Measurements are usually taken with errors, whose natural model is some distribution (e.g., normal) with mean 0 and finite variance σ 2 . In other words, the numerical index I n (h) turns into the random index of increase
where, for i = 1, . . . , n,
Right at the outset, however, serious issues arise. To illustrate them in a speedy and transparent manner, we put aside mathematics such as in Zitikis (2004, 2007) and, instead, simulate n = 10000 standard normal errors ε i , thus obtaining four sequences It is not, however, hard to understand the situation: when all ε i 's are zero, the definition of the integral as the limit of the Riemann sums works as intended, but when the ε i 's are not zero, they accumulate so much when n gets larger that the deterministic part (i.e., the Riemann sum) gets hardly, if at all, visible (compare Figures 2.1 and 3.1). In summary, we are facing two extremes:
• If the model is purely deterministic in the sense that there are no measurement errors, which we can understandably argue to be outside the realm of practice, then the more frequently we observe the function h, the more precisely we can estimate its index of increase.
• If, however, there are measurement errors, as they usually are in practice, then the more frequently we observe the function, the less precisely we can estimate its index of increase, because the accumulated measurement errors obscure the deterministic part.
Neither of the two extremes can be of much interest, or use, for reasons either practical or computational. The purpose of this paper is to offer a way out of this difficulty by showing how to strike a good balance between determinism and randomness inherent in the problem.
We next present an intuitive consideration that will guide our subsequent mathematical considerations, and it will also hint at potential applications of this research. Namely, If we calculate the index I n (h, ε) based on these data, we already know the problem: I n (h, ε) tends to 1/2 when n → ∞. To diminish the influence of these errors, we average the observed values: Hence, we group the observations into only M < n groups G j,n , j = 1, . . . , M , whose cardinalities N := #(G j,n ) we assume to be the same for all j = 1, . . . , M . It is convenient to re-parametrize these choices using parameter α ∈ (0, 1), which turns M and N into
This re-parametrization is not artificial. It is, in a way, connected to smoothing histograms and estimating regression functions, and in particular to bandwidth selection in these research areas. We shall elaborate on this topic more in the next section. At the moment, we only note that the aforementioned connection plays a pivotal role in obtaining practically useful and sound estimates of the parameter α.
To gain additional intuition on the grouping parameter α, we come back for a moment to our numerical example with the one-day observation period, which is comprised of n = 86400 observations, one per second. Suppose that we decide to average the sixty observations within each minute. Thus, we have N = 60 and in this way produce M = 1440 new data points, which we denote by Y j,n . Since N M = n, we have α = 1 − log(N )/ log(n) and thus α = 0.6398. If, however, instead of averaging minute-worth data we decide to average, for example, hour-worth data, then we have N = 360 (=group cardinality), M = 240 (=number of groups), and thus α = 0.4822.
Continuing our general discussion, we average the original observations Y i,n , i = 1 . . . , n, falling into each group G j,n and in this way obtain M group-averages
Based on these averages, we modify the earlier introduced index I n (h, ε) as follows:
3)
The problem that we now face is to find, if exist, those values of α ∈ (0, 1) that make the index I n,α (h, ε) converge to I(h) when n → ∞. This is the topic of the next section.
Consistency
The following theorem establishes consistency of the estimator I n,α (h, ε) and, in particular, specifies the range of possible α values. is a consistent estimator of I(h), that is, when n → ∞, we have
The rate of convergence is of the order
with δ(α) = αγ arising from the deterministic part of the problem, that is, associated with the function h, and ρ(α) = (1 − 3α)/2 arising from the random part, that is, associated with the measurement errors ε i 's.
We next discuss the choice of α from the theoretical and practical perspectives, which do not coincide due to a number of reasons, such as the fact that theory is concerned with asymptotics when n → ∞, while practice deals with finite values of n, though possibly very large. Under the (practical) non-asymptotic framework, any value of α ∈ (0, 1] is, in principle, acceptable because the quantities O P (1) and n − min{δ(α),ρ(α)} in the specification of convergence rate (4.2) interact, as both of them depend on h and α.
Under the (theoretical) asymptotic framework, the values α = 0 and 1 have to be discarded immediately, as we have already noted. The remaining α's should, as Theorem 4.1 tells us, be further restricted to only those below 1/3. Since we wish to chose α that results in the fastest rate of convergence, we maximize the function α → min{δ(α), ρ(α)} and get
. Hence, choosing an appropriate value of the grouping parameter α is a delicate task.
We next discuss two approaches: The first one is data-exploratory (visual) when we assume that we know the population and want to gain insights into what might happen in practice.
The second, practice-oriented approach relies on the idea of cross-validation (e.g., Arlot and
Celisse, 2010, Celisse, 2008; and references therein) and is designed to produce estimates of α based purely on data.
Data exploratory (visual) choice of α
To gain intuition on how to estimate the grouping parameter α from data, we start out with the functions in quartet (2.3), which we view as populations, and then we contaminate their observations with i.i.d. errors ε i ∼ N (0, 1) according to formula (3.2).
We have visualized the values of the estimator I n,α (h, ε) with respect to n and α in is close to the actual index I(h).
Even though the chosen parameter α value, which we denote by α vi , may not be optimal due to roughness of the surface, it nevertheless offers a sound choice, as we see from Figure 4 .2 where we depict the convergence of I n,α (h, ε) to I(h) when n grows. In each panel, the(c) I(h 3 ) = 1, α vi = 0.1horizontal red 'reference' line is at the height of the actual index value.
Note that in panel (a) of Figure 4 .2, the visually obtained α vi = 0.35 is slightly larger than 1/3, but we have to say that we had decided on this value (as a good estimate) before we knew the result of Theorem 4.1, and thus before we knew the (theoretical) restriction α < 1/3. Nevertheless, we have decided to leave the value α vi = 0.35 as it is, without tempering with our initial guess in any way. As we shall see in next Section 4.2, however, the purely data-driven and based on cross-validation α value is α cv = 0.28, which is within the range (0, 1/3) of theoretically acceptable α values.
Choosing α based on cross validation
As we have already elucidated, equation (4.4) connects our present problem with nonparametric regression-function estimation. In the latter area, researchers usually choose the optimal bandwidth as the point at which cross-validation scores become minimal (e.g., Arlot
and Celisse, 2010, Celisse, 2008; and references therein). We adopt this viewpoint as well.
Namely, given a scatterplot, say (t i,n , Y i,n ), we cross validate it (computational details and R packages will be described in a moment). Then we find the minimizing value b = b cv and finally, according to equation (4.4), arrive at the 'optimal' α cv via the equation
In Figure 4 .3, we see some differences between the values of α vi and α cv . Nevertheless, we2. We randomly split the given n points into k folds, denoted by D 1 , . . . , D k , of roughly equal sizes.
3. For each value b i , we use D 1 as the validation set and let other D's be training sets, which we use to fit a kernel regression model. Specifically, we use the function ksmooth from the R package stats, with the parameter kernel set to normal, which means that we use the normal kernel. Then we use the validation set D 1 to get the predicted values and calculate one prediction error, defined as the mean-square error and denoted by E 1 . We repeat this step until we use up all the folds as our validation sets. Hence, we obtain k prediction errors E 1 , . . . , E k . Finally, we average these k prediction errors and denote this average by E b i ,1 .
We repeat
Step 3 for all b i 's, thus arriving at one estimated prediction error for each b i . Hence, in total, we have E b 1 ,1 , . . . , E b 30 ,1 . 
Proof of Theorem 4.1
The following lemma, whose special case is Proposition 2.1 formulated earlier, plays a pivotal role when proving Theorem 4.1.
Lemma 4.1. Let h be differentiable, and let its derivative h be γ-Hölder continuous for some γ ∈ (0, 1]. Furthermore, let be any positively homogeneous and Lipschitz function.
Then there is a constant c < ∞ such that, for any set of points
where θ is such that |θ| ≤ 1.
Proof. Since is Lipschitz and h is γ-Hölder continuous, we have
where the values of c < ∞ and |θ| ≤ 1 might have changed from line to line. Next, we explore the right-most sum of equation (4.7), to which we add and subtract the right-hand side of equation (4.6). Then we use the mean-value theorem with some ξ j ∈ [s j−1 , s j ] and arrive at the equations Proof of Theorem 4.1. We start with the equations
where
We next tackle the deterministic sum on the right-hand side of equation (4.9), and start with the equation
where we used the fact that h is Lipschitz. By the mean-value theorem, there is t * j,n between (j − 1)N/(n − 1) and jN/(n − 1) such that the right-hand side of equation (4.10) 
because | (t) − (s)| ≤ |t − s| for all real t and s. The random variables ε * j,n , j = 1, . . . , M , are independent and identically distributed with the means 0 and variances σ 2 /N . Hence,
The right-hand side of equation (4.12) converges to 0 because α ∈ (0, 1/3). In view of equations (4.11) and (4.12), we have
Furthermore, by Lemma 4.1 we have
Combining equations (4.13) and (4.14), and using β to denote min{αγ, (1 − 3α)/2}, we have
The rate of convergence is of the order O P (n −β ). Theorem 4.1 is proved.
Bootstrap-based confidence intervals
To construct confidence intervals for I(h) based on the estimator I n,α (h, ε), we need to determine standard errors, which turns out to be a very complex task from the viewpoint of asymptotic theory. Hence, we employ bootstrap (e.g., Hall, 1992; Efron and Tibshirani, 1993;
Shao and Tu, 1995; Davison and Hinkley, 1997; and references therein). The re-sampling size m is quite often chosen to be equal to the actual sample size n, but in our case, we find it better to re-sample fewer than n observations (i.e., m < n) and thus follow specialized to this topic literature by Bickel et al. (1997) , Bickel and Sakov (2008) , Helmers (2007, 2011) ; see also references therein. Specifically, the steps that we take are:
• For a given function h, we generate n = 10000 values y 1 , ...., y n according to the model
• We re-sample 1000 times and in this way obtain 1000 sub-samples of size m, which we choose to be m ≈ 2 √ n according to a rule of thumb (DasGupta, 2008, p. 478).
• We use formula (3.3) to calculate the grouped index of increase, thus obtaining 1000 values of it; one value for each sub-sample. We denote the empirical distribution of the obtained values by F * .
• With Q * denoting the (generalized) inverse of F * , the 95% quantile-based confidence interval is (q 2.5% , q 97.5% ), where q 2.5% = Q * (0.025) and q 97.5% = Q * (0.975).
To illustrate, we introduce a second quartet of functions of this paper, namely:
We have visualized the functions in Figure 5 .1. As expected, our preliminary analysis has shown that the un-groped estimators converge to 0.5 in all the four cases, but the grouped estimator I n,α (h, ε) does converge under appropriate choices of the grouping (or smoothing)
parameter α values. Next are summaries of our findings using two approaches: the first one is data exploratory (visual) and the second one is based on cross validation.
Data exploratory (visual) choice of α
Based on the crossings of surfaces and hyperplanes depicted in Figure 5 .2, we choose appro-(a) I(h 5 ) ≈ I n (h 5 ) = 0.3311(b) I(h 6 ) ≈ I n (h 6 ) = 0.9799(c) I(h 7 ) = I n (h 7 ) = 8157and confidence intervals, all of which are also reported in Table 5 .1. Reflecting upon the findings in Table 5 .1, we see that the values of α vi corresponding to the functions h 5 and h 8 are outside the range (0, 1/3) specified by the consistency result of Theorem 4.1, but this of course does not invalidate anything -we are simply working with finite sample sizes n. Naturally, we are now eager to compare all the findings reported in Table 5 .1 with the corresponding ones obtained by cross validation, which is our next topic. 
Choosing α based on cross validation
We now use the cross-validation technique to get estimates α cv of the grouping parameter α for all the functions of quartet (5.1). In Figure 5 .4, we visualize the cross-validation scores, specify their minima b cv , and also report the grouping parameters α cv derived via the equation α cv = log(1/b cv )/ log(n). Based on these α cv values, we explore the performance of I n,α (h, ε) using the convergence graphs depicted in Figure 5 .5. The values of point estimates, standard errors, and confidence intervals are reported in Table 5 .2.
Note that the first three values of α cv reported in Table 5 values of I(h), and the widths of these confidence intervals, denoted by width vi and width cv respectively, are comparable for the functions h 5 , h 6 and h 7 . The width cv of the cv-based confidence interval for the function h 8 is, however, considerably wider than the corresponding width vi reported in populations are discrete and presented in the form of scatterplots, and they also explored the situation when scatterplots are viewed as data sets, in which case they fitted (non-monotonic) regression functions and subsequently applied the technique by Davydov and Zitikis (2017) to assess monotonicity of the fitted functions.
In the present paper we have extended the aforementioned technique to the case when it is not desirable, or appropriate, to view scatterplots as populations, or to use regression methods to fit curves to scatterplots. The herein proposed technique is based on grouping and averaging data, and then calculating the index of increase. Since the grouping parameter depends on both deterministic and random features of the underlying problem, we have suggested a way for grouping data so that the resulting estimator of the index of increase would be consistent. Based on this estimator, we have then suggested a construction of bootstrap-based confidence intervals for the index of increase.
The derived theoretical results have been made accessible to practitioners by detailed descriptions and analyses of various computational aspects inherent in our proposed solution of the problem.
