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by Kwang Hyok Jong
Based on the amyloid hypothesis, amyloid oligomers and the fibrils that they aggre-
gate into, have been implicated in neurodegenerative diseases. Most of these amyloid
proteins live in a solvent environment. The role of solvent in modulating the struc-
tural and dynamical properties of amyloid proteins remains poorly understood. In
this thesis, computer simulations are used to reveal the structural properties of the
amyloid protein and the coupling between protein and water using model systems.
After assessing the validity of the force fields by comparison with high-level quan-
tum chemistry calculations, we examine further the conformational free energy land-
scape of an amyloid protein. Different conformations characterized in the free energy
surface are driven by internal protein interactions as well as interactions between
protein and water, resulting in the collective reorganization of protein and water hy-
drogen bond networks. We show that these proteins are surrounded by water wires
that add a roughness to the free energy surface.
To better understand the water hydrogen bond network and particularly the water
wires around protein, we used data-science algorithms allowing for the dimensionality
and free energy landscape of different water coordinates to be determined. These
results confirm that using water wire coordinates encodes more information on the
underlying secondary structure of the protein.
Finally, ab initio calculations are used to investigate the optical properties of
amyloid proteins to help rationalize recent experiments suggesting the intrinsic fluo-




First of all, I would like to express my deepest gratitude to my Diploma and PhD
supervisor Professor Ali A. Hassanali for his full support, expert guidance, and gen-
erosity throughout my research and work. It was my great honor and a real privilege
to share to his exceptional knowledge, crazy passion for science, and extraordinary
humanity. I am also extremely thankful to my co-supervisor Professor Giuseppe
Legname for his constant support and constructive suggestions.
I extend my special thanks to Professor Alessandro Laio and Professor Luca
Grisanti for their generous help and great advice. I am also very thankful to Dr.
Yavar A. Azar, Dr. Narjes Ansari and Dr. Emiliano Polli for their great help and
collaboration.
I would like to express my sincere thanks to Professor JinU Kang for giving me
an opportunity to start my scientific life at ICTP and SISSA. I am very grateful
to Professor Fernando Quevedo, Professor Stefano Ruffo, Professor Sandro Scandolo,
Professor Ralph Gebauer, Professor Nicola Seriani for their strong support and help. I
am very grateful to Professor CholSu Kim, Professor HakChol Pak, Professor CholSun
Kim for their continuous help and mental support.
I would like to thank UiRi Mun, CholJun Kang, OkSong An for their support
and cooperation. I also thank my friends Kaaya Ismail, Erick Buko, Nawaz Qaisrani,
Giulia Sormani, Francesca Cuturello, Andrea Papale, and Lucia Coronel for their
continuous encouragement and friendship.








1.1 Brief introduction of Alzheimer Disease and Amyloid Hypothesis . . . 1
1.2 Structure of Amyloid Fibrils and Oligomers . . . . . . . . . . . . . . . 3
1.2.1 Amyloid Fibrils . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 Oligomers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Amyloid β Protein in Aqueous Solution . . . . . . . . . . . . . . . . . 5
1.4 Intrinsic Fluorescence of Aβ fibrils . . . . . . . . . . . . . . . . . . . . 6
1.5 Aims and Organization of the thesis . . . . . . . . . . . . . . . . . . . 7
2 Methodological Background 9
2.1 Classical Molecular Dynamics (MD) . . . . . . . . . . . . . . . . . . . 9
2.1.1 Overview of classical MD . . . . . . . . . . . . . . . . . . . . . 9
2.1.2 Metadynamics as an Enhanced Sampling Technique . . . . . . 10
2.2 Development of Software for Hydrogen Bond Network Analysis . . . . 14
2.3 Data Science Algorithm for Computing Dimensionality and Free En-
ergy Surface in Very High-Dimensional Space . . . . . . . . . . . . . . 15
2.4 Time-dependent Density Functional Theory . . . . . . . . . . . . . . . 17
2.4.1 Ground State Density Functional Theory . . . . . . . . . . . . 17
2.4.2 Time-dependent Density Functional Theory . . . . . . . . . . . 21
3 Accuracy of Force Fields for Energy Prediction in Solvated Small Peptides 25
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Computational Methods and Model Systems . . . . . . . . . . . . . . 26
3.3 Hydrogen Bond Potential Energy Surfaces . . . . . . . . . . . . . . . . 28
3.4 Many-Body Interactions in Hydrogen Bonds . . . . . . . . . . . . . . . 30
3.5 Many-Body Interactions for Peptide-Water Clusters . . . . . . . . . . 33
3.6 Energy Decomposition Analysis . . . . . . . . . . . . . . . . . . . . . . 35
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4 Hydrogen Bond Networks and Hydrophobic Effects in the Amyloid β30−35
Chain in Water 39
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
viii
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.1 Simulation Details . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.2 Free Energy Calculations . . . . . . . . . . . . . . . . . . . . . 43
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.1 Free Energy Surfaces . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.1.1 1D-Free Energy Surfaces . . . . . . . . . . . . . . . . 46
4.3.1.2 2D Free Energy Surfaces . . . . . . . . . . . . . . . . 47
4.3.2 Water Wires Around Amyloid β30−35 Chain . . . . . . . . . . . 53
4.3.3 Coupling of Protein and Water Fluctuations . . . . . . . . . . . 58
4.3.4 Implications on Amyloid Aggregation Mechanisms . . . . . . . 60
4.3.5 NMR and CD Spectra Predictions . . . . . . . . . . . . . . . . 62
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5 A Data Science Approach to Understanding Water Networks Around Tri-
Alanine 65
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2 Computational Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2.1 MD simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2.2 Collective Variables for Clustering . . . . . . . . . . . . . . . . 67
5.2.2.1 Solute Coordinates . . . . . . . . . . . . . . . . . . . . 68
5.2.2.2 Solvent Coordinates . . . . . . . . . . . . . . . . . . . 68
5.2.3 Estimating the Intrinsic Dimension . . . . . . . . . . . . . . . . 69
5.2.4 Reconstructing the free energy landscape . . . . . . . . . . . . 69
5.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3.1 Water Networks: Tri-Alanine and Bulk Water . . . . . . . . . . 70
5.3.2 Dimensionality and Clustering . . . . . . . . . . . . . . . . . . 74
5.3.2.1 Dimensionality . . . . . . . . . . . . . . . . . . . . . . 74
5.3.2.2 Clustering . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3.3 Electric Fields and Water Wires . . . . . . . . . . . . . . . . . 79
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6 Low Energy Optical Excitations as an Indicator of Intra Hydrogen Bond In-
teractions 83
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.2 Computational Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2.1 Construction of Model Systems . . . . . . . . . . . . . . . . . . 86
6.2.2 Electronic Structure Calculations . . . . . . . . . . . . . . . . . 87
6.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.3.1 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 89
6.3.2 Theoretical Results . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3.2.1 Ground State Electronic Structure . . . . . . . . . . . 90
6.3.2.2 Absorption Spectra . . . . . . . . . . . . . . . . . . . 91
6.3.2.3 Characterization of Excited States . . . . . . . . . . . 93
ix
6.3.2.4 Role of NC-Termini and Inter Hydrogen Bonding In-
teractions . . . . . . . . . . . . . . . . . . . . . . . . . 96






1.1 Comparison of AD patient’s brain with the neurofibrillary tangles and
the amyloid plaques to the normal brain. This figure is from [Jin, 2015]. 2
1.2 Diagram of amyloid β production. This figure is reproduced from
[Makin, 2018] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 (a) TEM image of fibrils with the white scale bar of 50 nm (left panel),
close-up view of the atomic-resolution structure of the fibril fitted into
the cryo-EM reconstruction (center panel) and fibril surface (right
panel); oxygen, carbon, and nitrogen atoms are shown in red, gray,
and blue, respectively. (b) hierarchy of atomic-resolution motifs in-
volved in the self-assembly from β strand to fibrils [Fitzpatrick et al.,
2013]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Schematic of the different water layers around the wild-type Aβ40 fib-
rils. (a) Cross-section of the protofilament where N-terminus is indi-
cated as a dashed line and C-terminus residues are shown in sticks.
Water pore inside of the protofilament and two distinct hydration wa-
ter layers are shown with different colors of hydration levels, (b) top
view of fibrils with water layer between protofilaments and (c) side
view of fibrils (orange) within water solvent. This figure is reproduced
from [Wang et al., 2017]. . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 Diagram of monitoring the formation of amyoid fibrils by the intrinsic
fluorescence. This figure is reproduced from [Chan et al., 2013]. . . . 7
2.1 Schematic of metadynamics for one dimensional model potential. a)
Underlying potential (black line) and total potential filled by Gaussian
deposits along the trajectory (colored lines). b) Time evolution of
collective variable during the simulation. This figure is reproduced
from [Pietrucci, 2017] . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1 Benchmark structures of (a) backbone and backbone BB, (b) NH3+-
terminus and COO– -terminus NC, (c) backbone (N–H and C––O) and
water BW1, (d) backbone (C––O) and water BW2, (e) NH3+-terminus
and water NW, and (f) COO−-terminus and water CW. O:red, N:blue,
H:white, C:gray . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Benchmark of empirical force fields for energies between (a) two back-
bones and (b) NH3+-terminus and COO– -terminus . . . . . . . . . . . 29
xii
3.3 Benchmark of empirical force fields for energies in HB interactions
between (a) backbone (N–H and C––O) and water and (b) backbone
(C––O) and water. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4 Benchmark of empirical force fields for energies between (a) NH+3 -
terminus and water and (b) COO−-terminus and water. . . . . . . . . 30
3.5 (left) Percentage error bars of binding energies estimated by AMBER99SB-
ILDN/TIP4P-D, CHARMM27/TIP3P, OPLSAA/TIP4P and AMOEBA/AMOEBA14
relative to MP2 binding energy for the benchmark systems in Figure
3.1 and (right) Total sum of the percentage error square of the bind-
ing energies of the force fields of AMBER99SB-ILDN with TIP4P-D,
CHARMM27 with TIP3P, OPLSAA with TIP4P and AMOEBA with
AMOEBA14 with respect to the MP2 binding energy. . . . . . . . . . 31
3.6 Structures for the calculations: a) 3 peptide fragments involving backbone-
backbone hydrogen bonds BBB, b) 3 fragments involving NH3+ –COO–
termini salt-bridges NNC, c) a single peptide fragment with 2 wa-
ter molecules forming a water chain linking the N–H to the C––O
groups BWW1, d) a single peptide fragment interacting with 2 water
molecules but on opposite sides of the peptide fragment BWW2, e) a
single fragment with 2 water molecules donating two hydrogen bonds to
the same C––O group, of which one also donating to a N–H BWW3, f)
a single peptide fragment where two water molecules accept hydrogen
bonds from the NH+3 -terminus NWW, g) a single peptide chain where
two water molecules donate hydrogen bonds to the COO– -terminus
CWW, h) a single water molecule forming a water bridge between two
peptide fragments NCW . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.1 (a) 1D free energy surface along the end-to-end distance for zwitterionic
system and (b) methyl-capped system . . . . . . . . . . . . . . . . . . 46
4.2 2D free energy surface obtained from 1.5-µs-long well-tempered meta-
dynamics for zwitterionic chain. The free energy surface is contoured
by 2.5kJ/mol up to 25kJ/mol. The structures shown around the free
energy surface correspond to representative snapshots in the different
basins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3 (a) Reweighted 2D free energy surface along end-to-end distance, back-
bone contact(left y-axis), and total number of backbone-backbone hy-
drogen bonds(right y-axis) and (b) along end-to-end distance and side-
chain contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 (a) Reweighted 3D free energy surface along end-to-end distance, ra-
dius of gyration and backbone contact and (b) along end-to-end dis-
tance, radius of gyration and side-chain contact. . . . . . . . . . . . . 50
4.5 (a) Representative snapshot of basin A and (b) basin B . . . . . . . . 50
xiii
4.6 Reweighted 3D free energy surface along end-to-end distance, radius
of gyration and enthalpy of sidechain . . . . . . . . . . . . . . . . . . . 51
4.7 (a) Reweighted 2D free energy surface along end-to-end distance and
enthalpy between backbone and termini (BT Enthalpy), (b) along end-
to-end distance and enthalpy of backbone (BB Enthalpy) . . . . . . . 52
4.8 (a) Reweighted 2D free energy surface along the end-to-end distance
and backbone-water contact and (b) along the end-to-end distance and
sidechain-water contact . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.9 Reweighted 2D free energy surface along the end-to-end distance and
global efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.10 Top: (a) reweighted 2D free energy surface along the end-to-end dis-
tance global efficiency of water wires between N and C termini(left
y-axis) and it’s local efficiency(right y-axis), (b) along the end-to-end
distance and global and local efficiencies of water wires between N–H
and C––O of backbone. Bottom: (c) along the end-to-end distance and
the shortest path length between NH3+ and COO– and (d) along the
end-to-end distance and the shortest path length between NH(ILE2)
and C––O(LEU). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.11 (a) Reweighted 2D free energy surface along the end-to-end distance
and the shortest path length between NH3+ and C––O of GLY and (b)
along the end-to-end distance and the shortest path length between
N–H of GLY and COO– . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.12 (a) Reweighted 2D free energy surface along end-to-end distance and
protein-water H-bond (PW-HB) network connectivity between NH3+
termini and backbone, (b) along end-to-end distance and PW-HB net-
work between backbone and COO– termini. . . . . . . . . . . . . . . . 57
4.13 (a) 1D free energy along local efficiency of water wires connecting NH3
and COO and (b) along local efficiency of water wires connecting NH
and CO groups of backbone . . . . . . . . . . . . . . . . . . . . . . . 58
4.14 (a) Reweighted 3D free energy surface along the end-to-end distance,
the radius of gyration and number of water molecules within 0.5nm of
the side-chain groups and (b) along the end-to-end distance, side-chain
contact and global efficiency . . . . . . . . . . . . . . . . . . . . . . . . 59
4.15 collective variables: end-to-end distance, radius of gyration(red line),
side-chain contact, global efficiency and the shortest path length be-
tween N and C termini as a function of time. . . . . . . . . . . . . . . 60
4.16 collective variables: end-to-end distance, radius of gyration(red line),
side-chain contact, global efficiency and the shortest path length be-
tween N and C termini as a function of time. . . . . . . . . . . . . . . 61
4.17 Chemical shifts of the proton attached to the nitrogen atoms of the
amid groups (left panel) and CD spectra for zwitterionic and methyl-
capped systems (right panel). Error bars are shown in both figures. . . 63
xiv
4.18 2D free energy surface obtained from 1.1-µs-long well-tempered meta-
dynamics for methyl-capped chain. The free energy surface is con-
toured by 2.5kJ/mol up to 25kJ/mol. . . . . . . . . . . . . . . . . . . . 64
5.1 Probability distribution of the coordination number (a) and probability
distribution of the path length for alpha and beta configurations (b) . 71
5.2 Hydrogen bond water wires : self hydrogen bond water wire connecting
first N–H group and first C––O group of all-alpha structure (a) , cross
water wire connecting first N–H group and third C––O group of alpha
wire (b) , self water wire between first N–H group (c) and first C––O
group of beta structure and cross wire between first N–H group and
third C––O group of beta structure (d) . The direct Hydrogen bond is
plotted with blue dashed line. O:red, N:blue, H:white, C:gray . . . . . 71
5.3 Probability distribution of the path length of water wire for the water
molecules on the first shell and the second shell as well as the path
length of the self ring (a), the water wire connecting the original water
(blue color) molecules to the two donor water molecules (orange color)
and two acceptor water molecules (green color) in the first shell (b),
the water wires for the water molecules in the second shell: water
molecules of length of 2 (yellow color), water molecules of length of 3
(cyan color) and water molecule of length of 4 (magenta color) (c) and
water wire of self ring (d). . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4 Block analysis of the dimensionality of the coordination number (a)
and the path length (b) for the (α, α, α) and (β, β, β) clusters along the
block size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.5 Free energy dendrogram of the clusters calculated by the clustering
with the path length coordinates (a) and the coordination number
coordinates (b) for (α, α, α) at the temperature of 300K (Parameters of
clustering: confidence Z is 1.0, smallest allowed barrier is zero and the
population threshold to be shown is 300). The free energy minima on
both left and right panels are set to zero. The three clusters of 22, 14
and 2 with large population in the path length clustering (left panel)
are depicted with the colors of orange, blue and brown. . . . . . . . . 75
5.6 (a) Free energy dendrogram of the clusters calculated by the clustering
with the path length coordinates and (b) the coordination number
coordinates for (β, β, β) at the temperature of 300K (Parameters of
clustering: confidence Z is 1.0, smallest allowed barrier is zero and the
population threshold to be shown is 300). The free energy minima on
both left and right panels are set to zero. . . . . . . . . . . . . . . . . 76
5.7 Granularity values along the Z-score for the path length coordinates
(a) and for the coordination number coordinates (b) . . . . . . . . . . 76
xv
5.8 Probability distribution of LW (a), probability distribution of BC (b)
and probability distribution of SC (c) for the clusters of 22, 14 and 2 . 77
5.9 Probability distribution of the global efficiency of the clusters 22, 14
and 2 of the structures with the all-alpha constraints . . . . . . . . . . 78
5.10 Cumulative distribution (Φ) of the shortest distance between water
molecules in the water wire and the any hydrophobic Cβ atoms (a) for
the dihedral clusters of (α,α,α) and (β,β,β), and (b) for LW clusters of
22, 14 and 2 in (α,α,α) dihedral cluster. . . . . . . . . . . . . . . . . . 79
5.11 Outline of dihedral angle and path length clusters : dihedral clusters
(left panel) and corresponding path length clusters with their path
length distributions (right panel). The size of the circle of the path
length clusters shows the relative population with respect to the pop-
ulation of the cluster 2 (=1750). . . . . . . . . . . . . . . . . . . . . . 80
5.12 Probability distribution of the electric field on the water molecules on
the water wires around the tri-alanine peptide and in bulk water in
x-direction (a), in y-direction (b) and in z-direction (c) . 1 [a.u.] ≈
51.422 [V/Å]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.13 Probability distribution of the electric field contributed only by the
peptide for the water molecules on the different lengths of water wires
in x-direction (a), in y-direction (b) and in z-direction (c) . . . . . . . 81
6.1 3D free energy surface along dee, BC and SC for NC system. . . . . . . 87
6.2 Atomic Force images of amyloid proteins in PeakForce tapping mode.
Samples grown at pH7.4: (a) Aβ30−35, (b) acetylated-Aβ30−35. . . . . . 89
6.3 Absorption spectra of Aβ30−35 and acetylated Aβ30−35 compared to
pH 7.4 buer background . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.4 Emission and excitation spectra of the intrinsic fluorescence of amy-
loid protein solutions: (a)Aβ30−35, (b) acetylated Aβ30−35. For the
excitation spectrum the emission was collected at 350 nm, and for the
emission spectra the excitation was set at 290 nm. The extremely steep
peaks in (b) are the artefacts of the emission and excitation windows
overlapping. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.5 KS energy diagram for the configurations of the states A, B, C and D
of NC system (a) in gas phase, (b) in the protein environment. Cyan
and orange bars represent HOMO(s) and LUMO(s) respectively. . . . 91
6.6 HOMO and LUMO isodensity plots of NC compact configuration (left)
and the NC extended configuration (right). The cyan arrows represent
molecule dipole moments and magenta arrows represent the dipole mo-
ments associated with HOMO and LUMO. . . . . . . . . . . . . . . . 92
6.7 averaged absorption spectra on different states of NC system in gas
phase (a) and NC system in the protein environment (b). . . . . . . . 92
xvi
6.8 Scatter plot between (a) BC and E1 (λ) and (b) SC and E1 (λ) for
NC system. The size of scatter points are representative of the oscil-
lator strength of the corresponding first peak. The values of Pearson’s
correlation coefficient for two panels in Figure 6.8 are 0.74 and 0.54
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.9 Scatter plot between (a) BC and E1 (λ) and (b) SC and E1 (λ) for NC
system in PCM model. The size of scatter points are representative of
the oscillator strength of the corresponding first peak. . . . . . . . . . 94
6.10 Iso-surface plot of charge difference between ground and excited states.
The red and blue colors represent positive (electron) and negative
(hole) values of the iso-surface which are ±0.002 a.u. . . . . . . . . . . 95
6.11 averaged absorption spectra on different states of MET in the gas phase
(a), MET in the protein environment (b), ACE with a sodium coun-
terion in the gas phase (c) and ACE with a sodium counterion in the
protein environment(d). Here “MET” means a configuration capped
with two methyl groups on N and C termini and “ACE” means a N-
accetylated configuration. . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.12 Iso-surface plot of charge difference between ground and excited states
for acetylated systems. The violet and yellow colors represent charge
increment and depletion. Iso-values are set to ±0.002 a.u. . . . . . . . 98
6.13 Iso-surface plot of charge difference between ground and first excited
states for the different dimer configurations : Linear (a), Anti-parallel
(b) and Prallel (c). The red and blue colors represent positive (elec-
tron) and negative (hole) values of the iso-surface which are ±0.002
a.u.. The values of the wavelength(λ) and the oscillator strength ( f I)
of the lowest energy excitation for the different dimer configurations
are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
xvii
List of Tables
3.1 Binding energies of the benchmark structures calculated by the MP2(BSSE)
and the force fields of AMBER99SB-ILDN with TIP4P-D, CHARMM27
with TIP3P, OPLSAA with TIP4P and AMOEBA with AMOEBA14
(kJ/mol) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Two-body and three-body interaction energies of BBB and NNC bench-
mark model systems calculated by MP2 (BSSE) (kJ/mol) . . . . . . . 34
3.3 Two-body and three-body interaction energies of backbone with two
waters in three different positions calculated by MP2 (BSSE) (kJ/mol) 34
3.4 Two-body and three-body interaction energies of NH3+ and COO–
termini backbones with two water and NC termini backbone with one
water calculated by MP2 (BSSE) (kJ/mol) . . . . . . . . . . . . . . . 35
3.5 EDA of three-body interaction of panel a) and b) (kJ/mol) . . . . . . 36
3.6 EDA of three-body interaction of panel c)-e) (kJ/mol) . . . . . . . . . 36
3.7 EDA of three-body interaction of panel f)-h) (kJ/mol) . . . . . . . . . 36
5.1 Population, LW, BC, SC and CN for (α, α, α) clusters (first 5 rows).
The last row shows the same statistics for the single most populated
(β, β, β) cluster. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2 The values of mean and variance of the distribution of the electric fields
on water molecules on the water wires around the peptide and in the
bulk water, obtained from Gaussian fitting. . . . . . . . . . . . . . . . 81
6.1 The characterization of the excited states for the configurations of A3,
C3 and C7 in the gas phase and the protein environment. The first
column is the type of the environment, the second column is the con-
figuration name, third column is the postion of the first peak, the forth
and fifth columns are the index of the excited states and their contri-
bution percentage on the first peak, the sixth column is the oscillator
strength, seventh column is the magnitude of the dipole moment dif-
ference between the excited state and the ground state, and the last
column is the distance between the electron center and hole center
through the excitation (see Methods Section 6.2 for more details). . . 96

xix





1.1 Brief introduction of Alzheimer Disease and Amyloid Hy-
pothesis
Alzheimer disease (AD) is a neurodegenerative disease that slowly starts and pro-
gressively destroys the brain cells [Burns and Iliffe, 2009]. AD is known to be one of
the dominant causes of around 60 % of dementia. The most common symptoms are
short-term memory loss, language problems, and behavioral issues. This disease was
first described by a German psychiatrist and pathologist, Dr. Alois Alzheimer. He
carried out an autopsy on the brain of a patient who had died after several years of a
progressive mental disorder characterized by confusion and memory loss. In the pa-
tient’s cortex responsible for memory, he found the strange bundles of nerves, which
he termed neurofibrillary tangles and amyloid plaques. The neurofibrillary tangles
and amyloid plaques in AD patient’s brain are shown in the right panel of Figure
1.1, compared to the normal brain in the left panel. In late 1906, he presented his
findings, speculating that these abnormal tangles and plagues would be responsible
for the patient’s mental disorder.
For more than a century after the first description of AD, researchers have tried to
understand the cause of this disease and search for drugs to cure it. Despite decades
of research, the cause of AD is still unknown except for a few cases with identified
abnormal genes. There exist several competing hypotheses trying to explain the
cause of AD including cholinergic hypothesis, amyloid hypothesis, tau hypothesis
and so on. The amyloid hypothesis, for example, has dominated research on AD
for last decades after its postulation in 1991 [Goate et al., 1991] in which amyloid
plaques outside the neuron cell are the fundamental cause of AD. The establishment
of this assumption is firstly inspired by the success of isolation of amyloid β from the
amyloid precursor protein (APP) in the cell membrane and subsequent studies on its
procedure, revealing that β-secretase and γ-secretase cleave APP to create amyloid
peptide [Allsop et al., 1988]. The amyloid hypothesis has taken off by the discovery
of the dominantly inherited mutations which are responsible for the familial forms
of AD [Goate et al., 1991; Scheuner et al., 1996]. The individual amyloid β proteins
are accumulated into larger structures called “oligomers” and further accumulation
produces insoluble fibrils, which then aggregate into the plaques. An illustration of
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Figure 1.1: Comparison of AD patient’s brain with the neurofibrillary
tangles and the amyloid plaques to the normal brain. This figure is
from [Jin, 2015].
the mechanism from APP to amyloid plaques is shown in Figure 1.2. In the amyloid
Figure 1.2: Diagram of amyloid β production. This figure is repro-
duced from [Makin, 2018]
hypothesis, the rest of AD procedure such as the formation of tau-tangle protein and
synapse dysfunction is considered to be triggered by the amyloid β aggregation [Hardy
and Selkoe, 2002]. A recent change in amyloid hypothesis [Selkoe and Hardy, 2016],
considering soluble small oligomers as one of the dominant causes of AD, directs the
studies on both fibrils and oligomers which will be introduced in the following section.
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1.2 Structure of Amyloid Fibrils and Oligomers
1.2.1 Amyloid Fibrils
As we discussed earlier in Section 1.1, in the last several decades the conversion
of amyloid β proteins from their soluble forms into the insoluble fibrils has been
discovered as a key reason for AD [Hardy and Selkoe, 2002; Aguzzi, Sigurdson, and
Heikenwaelder, 2008; Collinge, 2001; Hebda and Miranker, 2009]. Therefore, there
have been a lot of experimental and theoretical efforts to understand the physical and
chemical processes underlying its aggregation [Nasica Labouze et al., 2015; Paravastu
et al., 2008; Kirkitadze, Condron, and Teplow, 2001; Hou et al., 2004; Zhang et al.,
2000; Baumketner and Shea, 2007; Petkova et al., 2002; Khemtémourian et al., 2011;
Xu et al., 2013; Shanmugam and Polavarapu, 2004; Wei and Shea, 2006; Rosenman
et al., 2013; Bitan et al., 2003; Riccardi, Nguyen, and Stock, 2012; Carballo Pacheco
and Strodel, 2016; Makin et al., 2005; Pellarin and Caflisch, 2006; Fawzi et al., 2007;
Auer, Dobson, and Vendruscolo, 2007; Baftizadeh et al., 2012; Barducci et al., 2013;
Sanfelice et al., 2014; Qiang et al., 2012; Lührs et al., 2005].
With the development of experimental techniques in molecular biology and crys-
tallography, the structure of the amyloid fibrils has been clarified, providing deep
insights into exploring the pathogenesis of this disease. These fibrils are three-
dimensional architectures resulting from the aggregation of misfolded amyloid pro-
teins with a sequence made up of 39-43 amino acids. These fibrils were found to
be composed of cross-β strands aligned perpendicular to the fibril axis and exhibit
extensive hydrogen bonding along the length of fibrils [Nelson and Eisenberg, 2006],
as revealed by the X-ray diffraction. The structure of fibrils reveals a wide range of
polymorphism from thin and straight fibrils to wide and twisted ribbons [Paravastu
et al., 2008; Schmidt et al., 2016; Wälti et al., 2016]. Recent solid-state NMR and
cryo-EM experiments show the existence of the parallel in-register β sheet in the amy-
loid fibrils which potentially maximizes favorable interactions between hydrophobic
as well as polar side chains [Schmidt et al., 2016; Wälti et al., 2016].
In Figure 1.3a, we showed a close-up view of the atomic resolution of cross-β
amyloid fibrils of transthyretin protein. The left panel of Figure 1.3a shows the
TEM image of the fibrils where the white scale bar is 50 nm, and the right panel
is MAS NMR atomic resolution structure of the fibrils fitted into cryo-EM. The
cross-section of the fibrils is shown in the right panel. [Fitzpatrick et al., 2013].
The atomic resolution structure of this cross β fibrils shows that extensive hydrogen
bonding interactions between backbone groups and hydrophobic interactions between
sidechain groups have a large contribution to the stability of fibrils, but the exact
details of how these interactions couple with each other still remains an open question.
A hierarchal organization of cross β amyloid fibrils has been shown in Figure 1.3b,
showing how the fibril is formed from the monomer β strands collecting into the β
sheet, protofilament and further fibrils.
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Figure 1.3: (a) TEM image of fibrils with the white scale bar of 50
nm (left panel), close-up view of the atomic-resolution structure of the
fibril fitted into the cryo-EM reconstruction (center panel) and fibril
surface (right panel); oxygen, carbon, and nitrogen atoms are shown
in red, gray, and blue, respectively. (b) hierarchy of atomic-resolution
motifs involved in the self-assembly from β strand to fibrils [Fitzpatrick
et al., 2013].
1.2.2 Oligomers
While insoluble amyloid fibrils are believed to be the main toxic species, it has been
reported that soluble oligomers such as the dimer, trimer and high-order ones also
have toxicity [Kayed et al., 2003; Shankar et al., 2008; Cappai and Barnham, 2008].
No effect of removing amyloid plaques on the inhibition of AD are observed in sev-
eral clinical trials [Hardy, 2009], meaning that the small amyloid oligomers might
be thought of as primary toxic species of AD [Baglioni et al., 2006]. Although both
oligomers and fibrils are present in the brain of an AD patient, soluble oligomers could
be better correlated with disease than are the classic amyloid fibrils [CA et al., 1999;
Lue et al., 1999; Gaspar et al., 2010; Takahashi et al., 2004]. It has been shown that
the oligomers hold a variety of exchangeable and distinct structures which may con-
tribute to the pathology of AD via different mechanisms [Lee et al., 2017]. Therefore,
there is a lot of interest in understanding the conformational and dynamical hetero-
geneity of oligomers and the exact mechanism of oligomeric-induced neurotoxicity.
In order to understand how the oligomerization occurs from monomer to high-order
oligomers, it is important to provide a comprehensive microscopic description of both
the structural landscape and molecular interactions for the monomer as a fundamen-
tal step.
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1.3 Amyloid β Protein in Aqueous Solution
All the processes of amyloid oligomerization and fibrilization described earlier occur in
a water medium. It is well known that the water is fundamentally related to the struc-
ture, stability, dynamics and function of the biomolecules like proteins [Halle, 2004;
Nakasako, 2004]. For example, water dictates the hydrophobic force, which is con-
sidered to be the driving force of protein folding, to make the hydrophobic sidechains
collapse and also mediates binding in the complex formation through the hydrogen
bonding [Huggins, Marsh, and Payne, 2011; Papoian, Ulander, and Wolynes, 2003;
Privalov and Makhatadze, 1993]. Protein-protein and protein-ligand interactions
[Huggins, Marsh, and Payne, 2011; Papoian, Ulander, and Wolynes, 2003; Dubins
et al., 2000], both hydrophobic [Russo, Teixeira, and Ollivier, 2009; Russo, Ollivier,
and Teixeira, 2008] and electrostatic forces [Foderà et al., 2013; Zhang, Witham,
and Alexov, 2011] are mediated by the solvent. Despite the extensive experimental
and theoretical studies, the role of the solvent is relatively poorly understood in the
amyloid oligomerization and fibril formation.
Due to the heterogeneity and high propensity to aggregate in amyloid proteins,
the atomistic resolution 3D structures of monomer, as well as small oligomers in the
solvent, are not manageable by traditional NMR and X-ray crystallography. Only low
resolution atomistic structures are available by a combination of several techniques
such as TEM, CD, AFM and so on [Hou et al., 2004; Bernstein et al., 2009; Maity
and Lyubchenko, 2016]. Recent solid-state NMR spectroscopy experiment for amyloid
fibrils show the existence of the different dynamic water layers around the fibrils [Wang
et al., 2017]. Hierarchy of water layers in fibrils are shown in Figure 1.4; 1) three rigid
water layers tightly bound to individual protofilament, 2) the dynamic water layer
between the protofilaments, and 3) the bulk-like water layer. The existence of these
Figure 1.4: Schematic of the different water layers around the wild-
type Aβ40 fibrils. (a) Cross-section of the protofilament where N-
terminus is indicated as a dashed line and C-terminus residues are
shown in sticks. Water pore inside of the protofilament and two dis-
tinct hydration water layers are shown with different colors of hydra-
tion levels, (b) top view of fibrils with water layer between protofila-
ments and (c) side view of fibrils (orange) within water solvent. This
figure is reproduced from [Wang et al., 2017].
distinct water layers strongly suggest a coupling between the protein and water even
in the aggregation process, but microscopic detailed understanding is still missing.
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There have been several theoretical attempts to understand the coupling between
protein and water degrees of freedom in amyloid systems. Using molecular dynamics
simulations, D. Thirumalai et. al. [Thirumalai, Reddy, and Straub, 2012] tried
to provide a perspective on how interaction between the protein and water affect
protein folding as well as its fibrilization. Through discussions for different systems of
hydrophobic Aβ16−22 and hydrophilic yeast prion Sup35, they suggested aggregation
from monomers to fibrils, in general, occurs by a two-step scenario: 1) aggregation-
prone monomers aggregate into disordered oligomers and 2) rearrangement of the
structures within the oligomers produces the ordered fibrils. From their perspective,
interestingly, the two steps of the aggregation can be driven by release of water in
the hydration shell into the bulk which would be entropically favorable. Different
role of water is suggested for different hydrophilic and hydrophobic surfaces. For
hydrophobic systems, water in the hydration shell is favorably expelled into bulk
creating a dry interface, but for hydrophilic systems water molecules at the interface
form very stable water wire resulting in significant slowdown of aggregation.
1.4 Intrinsic Fluorescence of Aβ fibrils
Monitoring the aggregation process in-vivo and in-vitro experiments is very important
in understanding the aggregation mechanism of amyloid protein and developing the
drugs to inhibit AD. Fluorescence, as one of the most powerful experimental tools,
has been widely used in the protein studies such as protein folding and aggregation
[Lakowicz, 2006; Lakowicz, 2006; Munishkina and Fink, 2007]. Since the proteins with
the aromatic residues such as tryptophan, tyrosine and phenylalanine can absorb in
the ultraviolet light of around 280nm and emit light at around 350 nm, it is usually
referred to as “protein fluorescence” [Lakowicz, 2006]. Recently, there have been
reports of a different type of intrinsic protein fluorescence in the amyloid β fibrils,
which occurs in the visible range and appears to be independent of the presence of
aromatic residues [Shukla et al., 2004; Sharpe et al., 2011; Chan et al., 2013; Pinotsi et
al., 2016; Grisanti et al., 2017a]. As shown in Figure 1.5, the fluorescence is observed
only when amyloid proteins aggregate into fibrils [Chan et al., 2013].
Recent experimental observations and theoretical calculations show that the in-
trinsic fluorescence is not exclusive to the amyloid aggregates and can originate from
both monomeric and oligomeric proteins [Bhattacharya et al., 2017; Ye et al., 2017;
Prasad et al., 2017; Chen et al., 2018].
Several studies show that intrinsic fluorescence for amyloid fibrils can occur by
the reorganization of the electronic structure via hydrogen bonding between the amid
groups as well as termini in close proximity [Bhattacharya et al., 2017; Ye et al., 2017;
Chen et al., 2018]. The fluorescence experimental studies for a series of non-aromatic
biogenic and synthetic peptides based on alanine, valine and isoleucine also show
that the intrinsic fluorescence in the aggregated state is associated with abundant
hydrogen bonds between amide groups [Ye et al., 2017]. Besides the amide groups,
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Figure 1.5: Diagram of monitoring the formation of amyoid fibrils by
the intrinsic fluorescence. This figure is reproduced from [Chan et al.,
2013].
the charge transfer between charged residue groups for charged amino acid monomers
and poly-peptides is considered as one of dominant origins of the intrinsic fluorescence
[Ansari et al., 2018; Prasad et al., 2017; Johansson and Koelsch, 2017].
Several works have suggested fluorescence might be utilized as a label-free di-
agnostic tool to probe the structural and dynamical transition of amyloid protein
aggregates. For example, Ansari et al. [Ansari et al., 2018] showed that the absorp-
tion intensities of human c-Myc protein and its mutant at wavelengths of 250-800
nm are dependent on 3D proximity of charged functional groups across the protein.
Moreover, significant changes in the spectra by changing pH in range of 3-11 as well
as by the application of different temperatures and salts show a strong correlation
between their secondary structure and fluorescence. Increase of absorption spectra
with time in hen lysozyme at pH=2 directly correlated with the growth of aggregates,
as confirmed by the increasing thioflavin T fluorescence. Meanwhile, sensitivity of
absorption spectra by charge transfer transition to a proximity of different charged
groups is very supportive to a feasibility to employ protein with non-aromatic residues
as a new luminescent material [Mandal, Paul, and Venkatramani, 2018; Prasad et al.,
2017; Chen et al., 2018].
1.5 Aims and Organization of the thesis
The present thesis is concerned with the structural complexity of amyloid proteins,
the coupling of amyloid proteins and the surrounding water, and understanding the
origin of intrinsic fluorescence of the amyloid proteins. Atomistic molecular dynam-
ics (MD) simulations, data-science algorithms, and time-dependent density functional
theories have been employed. For many of our studies, we use the hexapeptide 2Y3J
(PDB code) model system with six amino acids (AIIGLM), Aβ30−35, which resides on
the C-terminus of full-length amyloid β protein and is shown to aggregate into fibrils
[luca_2017]. Liu et al. [Liu et al., 2004] have shown that Aβ30−35 plays a critical role
in the aggregation process by including short anti-parallel strands in the surrounding
8 Chapter 1. Introduction
residues, which in turn could promote the fibril formation of full-length amyloid β
protein.
The thesis is organized in the following way:
A review of the theory of molecular dynamics and time-dependent density func-
tional theory are discussed in Chapter 2. In addition, a brief introduction to the
software I developed to study hydrogen bond network in complex system is discussed.
In Chapter 3, we deal with the validation of the force fields for small protein/water
clusters using high-level quantum chemistry calculations. Despite small differences
between force fields, all of them predict the potential energy surfaces in reasonably
good agreement with the quantum chemistry calculations. We employ an energy
decomposition analysis to show that most of discrepancies in the force fields originate
from not including many-body polarization.
In Chapter 4, we use an enhanced sampling technique, well-tempered metadynam-
ics, to explore the conformational landscape of model Aβ protein. We characterize
distinct conformations on the free energy landscape, driven by a combination of sev-
eral interactions between polar and apolar groups of protein. Furthermore, we show
that conformational fluctuations can also be affected by the reorganization of the
water wires threading the protein. The directed water wires provide an additional
roughness to the conformational free energy landscape.
In order to better understand the coupling between protein and water, in Chapter
5 we examine using data science algorithms the complexity of different water coor-
dinates around well-studied small peptide tri-alanine. Because of the complexity of
water coordinates, we utilize the sophisticated data-science oriented algorithms which
are able to provide their dimensionality together with underlying free energy land-
scape. The results reveal that water wires are very good coordinates for identifying
the roughness in the free energy landscape and also encoding information on the
underlying secondary structure.
In chapter 6, we carry out the ab initio calculations using time-dependent density
functional theory to elucidate ground and excited state properties of different Aβ30−35
conformations sampled from classical molecular dynamics in chapter 4. We show that
low energy excitations are commonly characterized by the charge transfer between
polar groups including termini. Intra hydrogen bonds show strong correlation with
low energy excitation, indicating that low energy excitations might originate from
the reorganization of the electronic structure via internal hydrogen bonds including
backbone and termini.
A comprehensive overview of the main conclusions of the thesis and future per-




In this chapter, I review basic theory of molecular dynamics, data-science algorithms,
and time-dependent density functional theory used in this thesis. I also briefly discuss
software development to study hydrogen bond network of protein and water system.
2.1 Classical Molecular Dynamics (MD)
2.1.1 Overview of classical MD
Molecular dynamics is a computer simulation to understand movements of molecules
and provide static and dynamical properties of the system. Note that classical termi-
nology implies neglection of quantum behavior of the system, meaning that motions
of electrons are not considered and all electrons are considered instantly follow po-
sitions of nuclei. Movements of system composed of N particles are determined by







, i = {1...N} (2.1)
where r⃗i, v⃗i, a⃗i, mi and F⃗i are position, velocity, acceleration, mass and force of i-th
particle, respectively. Force on the i-th particle (F⃗i) in Equation 2.1 is obtained by






, i = {1...N} (2.2)
With the current computational resources, it is not yet feasible to calculate accu-
rate potential energy of large biomolecules by means of quantum chemistry electronic
structure, so that we use simple classical function, called Force Field, with a num-
ber of parameters to give a good agreement with experimental data and/or quantum
chemistry calculations [Ponder and Case, 2003]. Several families of force fields are de-
veloped by different groups such as AMBER [Lindorff Larsen et al., 2010], CHARMM
[MacKerell, Banavali, and Foloppe, 2000] and OPLS [Kaminski et al., 2001; Jacobson
et al., 2002]. As you can see in chapter 3, we examined the qualities of these force
field for hybrid protein water clusters. For example, functional form of AMBER force
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field is defined as following:
U(⃗rN) = ∑
bonds
kb(ℓ− ℓ0)2 + ∑
angles




























where each term is an approximation for different interaction energy. The first three
terms are bonded terms for interactions of atoms linked by covalent bonds with bonds
(ℓ), angles (θ), and dihedrals (ϕ) and the last term is a non-bonded term for long-range
electrostatic and van der Waals energies (Lennard-Jones 6-12 potential). A large
number of different parameter sets exist even for the same family of force field. In case
of AMBER force field in Equation2.3, there are AMBER94, AMBER96, AMBER99,
AMBER99SB, AMBER03, and so on [Duan et al., 2003; Best, Zheng, and Mittal,
2014; Lindorff Larsen et al., 2010] provided for the different types biological systems.
After force on each atom is obtained by force field, its position and velocity are
determined by the integration of Equation 2.1. There exist several algorithms to
integrate Newton’s equation of motion such as Verlet algorithm [Verlet, 1967], the
velocity Verlet algorithm [Swope et al., 1982] and so on. The Verlet algorithm, one
of frequently used algorithms, is derived by the Taylor expansion of coordinates of a
particle at time t ± ∆t where ∆t is time step,







∆t3 + O(∆t4) (2.4)
addition of which gives
r⃗i(t + ∆t) ≈ r⃗i(t)− r⃗i(t − ∆t) + a⃗i(t)∆t2 + O(∆t4) (2.5)
Equation 2.5 can be used in classical MD to advance positions of the atoms over time,
but this explicitly does not include the terms of the velocities. The explicit coopera-
tion with velocities is apparently solved in the velocity Verlet algorithm which allows
us to calculate the atomic positions and velocities at time t + ∆t by the positions and
velocities at time t:




v⃗(t + ∆t) = v⃗(t) +




2.1.2 Metadynamics as an Enhanced Sampling Technique
Although MD has been widely used in different aspects, its result is meaningful only if
its run is long enough for the system to visit all energetically relevant configurations.
In other words, ergodicity of the system might be guaranteed by the long timescale of
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the simulation in case of the existence of high free energy barriers between configura-
tions. In such cases, change from one relevant configuration to another can take place
only by rare fluctuations over free energy barrier and obtaining sufficient statistics
requires an enormous amount of simulation time.
In last years, several methods have been proposed to address this timescale prob-
lem of MD, often offered to as enhanced sampling techniques. Metadynamics [Laio
and Parrinello, 2002] belongs to a class of methods in which sampling is enhanced
by the introduction of an additional bias potential acting on a few collective vari-
ables (CVs) whose fluctuations are very important for rare event of interest to take
place. Besides metadynamics, a number of methods belong to this class, such as um-
brella sampling method [Torrie and Valleau, 1977], local elevation [Huber, Torda, and
Gunsteren, 1994], conformational flooding [Grubmüller, 1995; Müller, Meijere, and
Grubmüller, 2002], adaptive biasing force [Darve and Pohorille, 2001], Wang-Landau
algorithm [Wang and Landau, 2001], energy landscape paving [Hansmann and Wille,
2002], steered MD [Park and Schulten, 2004], self-healing umbrella sampling [Mar-
sili et al., 2006] and Gaussian-mixture umbrella sampling [Maragakis, Vaart, and
Karplus, 2009].
Let’s assume that the system is composed of N particles with positions at r⃗ ({⃗ri},
i ∈ 1...N ) and s⃗ is a set of D collective variables of particle positions:
s⃗(⃗r) = (s1(⃗r), s2(⃗r), ..., sD (⃗r)) (2.7)
In metadynamics, an external history-dependent bias potential which is a function of
CVs is added to Hamiltonian (H) of the system:
H = T + U + VG (2.8)
where T is total kinetic energy, U is potential energy to describe the system, and VG
is bias potential. The bias potential is usually presented as a sum of Gaussian hills in
CV space to inhibit the system from revisiting configurations that have already been
sampled. At time t, bias potential deposited along the trajectory can be written as













where ω is energy rate, a constant obtained by ratio of Gaussian height W to depo-
sition stride τG ( WτG ), and σi is the width of the Gaussian for the ith CV.
In Figure 2.1, we show how metadynamics is working for simple 1D potential with
three local minima A, B, and C. The left panel of Figure 2.1 shows the underlying
original potential (black line) and the evolution of total potential by deposition of
Gaussian hills along the trajectory (color lines). In the right panel of Figure 2.1, we
show time series of variable. At t=0, the system was set in local minimum B. In a
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standard MD simulation, the system would remain stuck in this basin for a while be-
cause energy barriers are larger than thermal fluctuations. Instead, in metadynamics
simulation, underlying bias potential grows by the deposition of the Gaussian hills,
pushing the system out of basin B into a new local minimum at around t=180. Since
basin B has a lower barrier with basin A than basin C, the system naturally falls into
basin A and is trapped in this basin, until it is completely filled (t≈600). After this
time, the system starts to diffuse in the region of both basin A and B. Continuous
filling on these basins A and B allow the system to access region of basin C. Starting
from t≈1500 when all basins are compensated by bias potential, the system evolves








Figure 2.1: Schematic of metadynamics for one dimensional model
potential. a) Underlying potential (black line) and total potential filled
by Gaussian deposits along the trajectory (colored lines). b) Time
evolution of collective variable during the simulation. This figure is
reproduced from [Pietrucci, 2017]
of underlying free energy
VG (⃗s, t → ∞) = −F(⃗s) + C (2.10)
where C is an irrelevant additive constant and the free energy F(⃗s) is defined as
F(⃗s) = − 1
β







where P(⃗s) is probability distribution, β = (kBT)−1, kB is the Boltzmann constant,
T is the temperature of the system.
Despite several benefits of the metadynamics, this method has two major dis-
advantages: 1) Choice of CVs appropriate for describing the complicated process is
nontrivial. 2) Constant height of Gaussian hills makes it difficult for bias potential
to converge to the underlying potential energy modulo constant. The bias poten-
tial overfills the underlying free energy, oscillating around it and pushing the system
towards high energy region.
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There is no systematic way to choose appropriate CVs, but it can be usually pro-
ceeded by short standard MD simulations which give a general overview of a physic-
ochemical process of the system. A solution to the convergence of metadynamics is
provided by well-tempered metadynamics [Barducci, Bussi, and Parrinello, 2008]. In
well-tempered metadynamics, the bias deposition rate decreases along trajectory by
using different expression of bias potential:













where V̇G (⃗s, t) is time derivative of bias potential, N(⃗s, t) =
∫ t
0 δ⃗s,⃗s(t′)dt′ is histogram
of CVs during the simulation, and ∆T is an input parameter with the dimension of
a temperature. In pratice, Equations 2.12 and 2.13 are implemented by rescaling the
Gaussian height W according to
W = ωτGe
− VG (⃗s,t)kB∆T (2.14)
Unlike standard metadynamics, bias potential does not fully compensate the under-
lying free energy, but it converges to
VG (⃗s, t → ∞) = −
∆T
T + ∆T
F(⃗s) + C (2.15)





As you can see in Equation 2.16, for ∆T → 0, ordinary MD is recovered, whereas
∆T → ∞ limit corresponds to standard metadynamics.
The probability distribution of CVs can be reconstructed by Equation 2.16, but for
the other degrees of freedom is distorted in a nontrivial way. Different techniques have
been proposed to reweight a metadynaimcs run and recover unbiased distribution of
degrees of freedom other than CVs [Tiana, G., 2008; Marinelli et al., 2009; Bonomi,
Barducci, and Parrinello, 2009]. Recently, P. Tiwary et.al. introduced a very simple
reweighting scheme to recover unbiased distributions of generic operators [Tiwary and
Parrinello, 2015]. Under the action of internal potential U(⃗r, t) and bias potential





which can be rewritten in the form
P(⃗r, t) = e−β(V(s(⃗r),t)−c(t)) · P0(⃗r) (2.18)
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They show how to calculate time dependent function c(t) in Equation 2.18 which
provides important information about the system.







eγV (⃗s,t+∆t)/kB∆T − eγV (⃗s,t)/kB∆T
]
(2.20)
where detσ is the determinant of the CV space, ∆t is time interval between successive
Gaussian depositions. The equilibrium average of an arbitrary operator ⟨O(⃗r)⟩0 can
be computed by an average for metadynamics run qauntity
⟨O(⃗r)⟩0 = ⟨O(⃗r)eβ(V (⃗s,t)−c(t))⟩ (2.21)
2.2 Development of Software for Hydrogen Bond Network Anal-
ysis
As described in Chapter 1, complex processes of biomolecules like protein folding
and aggregation usually occur in an aqueous solution and the solvent is considered
to play a fundamental role in these processes. To investigate the role of water, we
examine directed hydrogen bond water wires connecting donor and acceptor groups
of the protein. The water wires help us to understand the properties of the hydrogen
bond network around the protein. Donor groups include the N-terminus and amide
N–H bonds of the backbone, while the C-terminus and the carbonyl C––O groups
are acceptor groups. Oxygen atoms of water molecules (Ow) act as both donors and
acceptors. Among many possible water wires connecting same donor and acceptor
groups, we look at the shortest water wires in which the smallest number of water
molecules are involved. In order to extract the shortest water wires, we use graph
theory by treating the donor and acceptor groups as vertices on graph and hydrogen
bonds between vertices with edges. If two vertices vi and vj are connected by an
edge eij, they are said to be adjacent. The edges eij encode information about the
hydrogen bonds. We assign the weights, corresponding to strengths of hydrogen
bonds, to edges leading to a weighted directed adjacency matrix A=A(G), which is a
M × M matrix with M being the number of vertices. There are broadly two criteria
to define a hydrogen bond, one based on geometry and another based on energetics.
In this work, we use the former and define the weight (Aij) of edge (eij) based on a
combination of distance and angle of hydrogen bond [Luzar and Chandler, 1996]
Aij =
1
f (dDA)∑H f (dHA) f (∠HDA)
(2.22)
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where H is the index of hydrogen atom, dDA is distances between donor and acceptor
atoms, dHA is distance between hydrogen and acceptor atoms and, ∠HDA is an
angle between hydrogen and acceptor atoms at donor atom. Switching function ( f (·))
measures how much values differ from certain quantities defined as
f (s) =
1 − ( s−d0s0 )
m
1 − ( s−d0s0 )
n
(2.23)
where d0 is minimum criteria of s value, and the exponents (m,n) and s0 determine
smoothness of switching function. The parameters m and n for all of dDA, dHA and
∠HDA are set to 12 and 24, respectively. d0 is set to zero for all variables, while
values of s0 are set to 0.35 nm, 0.25 nm, and 30◦, respectively.
After constructing the directed adjacency matrix A, we extract the shortest water
wires from the adjacency matrix using Dijkstra’s algorithm [DIJKSTRA, 1959]. Di-
jkstra’s algorithm is known to be one of the most efficient algorithms to find shortest
paths from “source” node to other “target” nodes. The donor and acceptor groups
of protein are considered as source and target groups in the graph, respectively. The
weight of each node is initially assigned with distance from the source, where the
adjacent nodes of the source have weights of edges and the other nodes have infinity
values. The weight of the source itself is set to zero. The weights of nodes are gradu-
ally upgraded with smaller values of weight until all target nodes are reached. In this
work, I have developed C++ program to construct the adjacency matrix and extract
the water wires connecting donor and acceptor groups.
2.3 Data Science Algorithm for Computing Dimensionality and
Free Energy Surface in Very High-Dimensional Space
Estimating underlying free energy is one of the key goals to understand the com-
plex process which occurs in a biological system Several approaches [Kumar et al.,
1995; Kumar, Payne, and Vásquez, 1996; Ceriotti, Tribello, and Parrinello, 2011] are
available to perform this task.
As you can in Equation 2.11, free energy is defined by probability density and
therefore, free energy estimation is in principle density estimation. There are two
different categories of approaches, parametric and nonparametric ones, available for
density estimation [Scott, 2015; Läuter, 1986; Dempster, Laird, and Rubin, 1977;
Izenman, 1991; Sheather, 2004]. While in parametric approaches density function is
assumed to has a specific form like Gaussian [Läuter, 1986; Dempster, Laird, and
Rubin, 1977], no strong assumption is made in nonparametric methods [Izenman,
1991; Sheather, 2004]. For example, in the k-nearest neighbor estimator (k-NN)
[Mack and Rosenblatt, 1979], density is measured as the ratio of the number of
nearest neighbors k to the volume they occupy without any assumption. It is known
that the choice of the value of k could induce systematic error.
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In this work, We have used the density estimator proposed by A. Rodriguez
and A. Laio [Rodriguez and Laio, 2014]. Let us X1, ..., XN a set of N-independent
and identically distributed random vectors in ℜD and assume that the Xi lie on a
manifold of dimension d(≤D), constant in the data set. Note that the dimension d
is often called intrinsic dimension of the data set [Facco et al., 2017]. Let ri,ℓℓ≤k be
the sequence of ordered distanced from ith point to its k-nearest neighbors; ri,1 is
the distance between i and its nearest neighbor, ri,2 is the distance with its second
nearest neighbor, and so on. In a sufficiently small neighborhood of each point, the
distance can be approximated by the Euclidean distance in ℜD. The volume of the
hyperspherical shell enclosed between neighbors ℓ− 1 and ℓ is given by
∆vi,ℓ = ωd(rdi,ℓ − rdi,ℓ−1) (2.24)
where ωd is the volume of the d− sphere with unitary radius. If the density is con-
stant around the point (i), all the ∆vi,ℓ are independently drawn from an exponential
distribution with rate equal to the density ρ:
P(∆vi,ℓ ∈ [v, v + dv]) = ρe−ρvdv (2.25)
Consider two shells ∆vi,ℓ and ∆vi,m, and let R be the quantity
∆vi,ℓ
∆vi,m
. In the case
of constant density, the probability distribution of R can be exactly obtained from
Equation 2.25











where 1 represents the indicator function. Dividing both sides of Equation 2.26 by





g(R) does not depend explicitly on the dimension d, which is included in the definition
of R. If we defined new quantity µ=̇ ri,2ri,1 ∈ [1,+∞)], R and µ are related by the equality
R = µd − 1 (2.28)
From this equation, we can easily derive an formula for the distribution of µ
f (µ) = dµ−d−11[1,+∞)(µ) (2.29)
while the cumulative distribution of µ is obtained by integration
F(µ) = (1 − µ−d)1[1,+∞)(µ) (2.30)
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As you can see in Equations 2.29 and 2.30, f and F are independent on the local den-
sity, but depend explicitly on the dimension d. The dimension (intrinsic dimension)



















, where Femp is for the empirical
cumulative distribution.
Since all the volumes vi,ℓ are independently drawn from an exponential distribu-
tion with rate equal to density ρ, the log-likelihood function of the parameter ρ given
the observation of the k-nearest neighbor distances from point i is
L(ρ|{vi,ℓ}ℓ≤k)=̇Li,k(ρ) = klogρ − ρ ∑
ℓ=1
kvi,ℓ = klogρ − ρVi,k (2.32)
where Vi,k = ∑kℓ=1 vi,ℓ is the volume of the hypershpere with center at i containing k
data points.
By maximizing L with respect to ρ, it is found that ρ = k/Vi,k, the standard k-NN
estimator of the local density. The estimated error on ρ is given by the asymptotic




. While the error ϵρ
gets smaller as k increases, the density in the neighborhood of the point i within the
distance ri,k might become inconstant. The value of k can be chosen as the largest
possible value for which the condition of constant density holds within a given level
of confidence [Rodriguez et al., 2018].
Once the optimal k for point i (k̂i) is found, free energy of point i from density






2.4 Time-dependent Density Functional Theory
2.4.1 Ground State Density Functional Theory
Ground state density functional theory is a computational method to investigate the
electronic structure of many-body systems in the ground state, using functionals of
electron density. This theory is put on a firm footing by the theoretical works of
Walter Kohn and Pierre Hohenberg [Hohenberg and Kohn, 1964]. First Hohenberg-
Kohn (HK) theorem states that for non-degenerate ground states, all ground state
properties of the many-electron system such as external potential and total energy
are uniquely determined by electron density (up to an additive constant). Second
HK theorem proves that exact electron density minimizes total energy. HK theorems
are shown to hold even for degenerate ground-states [Levy, 1982] and an analogous
theorem was applied to the spin densities, nα (⃗r), nβ (⃗r), where α, β = ± 12 .
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The ground state electronic state of the N electron system is described by a
wavefunction Ψ(⃗r1, ..., r⃗N) which satisfies time independent Schrödinger equation
HΨ = [T + Vee + Vext]Ψ = EΨ (2.33)
where H is Hamiltonian, E is total energy, T is kinetic energy, Vee is electron-electron
























The electron density, n(⃗r), is given by normalized wavefunction Ψ
n(⃗r) = N
∫
d⃗r2 · · ·
∫
d⃗rNΨ∗ (⃗r, r⃗2, ..., r⃗N)Ψ(⃗r, r⃗2, ..., r⃗N) (2.37)
At ground states, Equation 2.37 can be reversed and wavefunction Ψ0 can be deter-
mined as a unique function of density, i.e., Ψ0 = Ψ[n0]. Ground state energy can also
be defined as a function of n0
E0 = E[n0] = ⟨Ψ[n0]|T + Vee + Vext|Ψ[n0]⟩ (2.38)
From Equation 2.38, ground state density n0 and energy E[n0] could be obtained by
minimization of energy functional E[n]
E[n] = ⟨Ψ[n]|T + Vee + Vext|Ψ[n]⟩ = T[n] + Vee[n] +
∫
d⃗rvext (⃗r)n(⃗r) (2.39)
with respect to n(⃗r). Note that T[n] and Vee[n] are called universal functionals because
they are the same for any N electron system regardless of external potential. This











+ vext (⃗r) = µ (2.41)
where µ is a Lagrange multiplier to put constraint on the total number of electrons.
Solving Equation 2.41 will provide ground state density n0 and all ground state prop-
erties.
Let us consider a non-interacting system of N electrons where electron-electron
interaction energy term Vee is absent. We denote the Hamiltonian of this system by
2.4. Time-dependent Density Functional Theory 19
Hs











Application of HK theorems to this system ensures a one-to-one correspondence be-
tween external potential (vs (⃗r)) and ground state density (n0s(⃗r)). The total energy
functional can be written as
Es[n] = Ts[n] +
∫
d⃗rn(⃗r)vs (⃗r) (2.43)
Euler equation 2.40 becomes
δTs[n]
δn(⃗r)
+ vs (⃗r) = µ (2.44)
Solving Equation 2.44 will give the exact ground state density n0s(⃗r) of non-interaction
system. For non-interacting systems, many-body ground state wavefunction reduces
to a single Slater determinant [Kohn and Sham, 1965]




ϕ1(⃗r1) ϕ2(⃗r1) · · · ϕN (⃗r1)




ϕ1(⃗rN) ϕ2(⃗rN) · · · ϕN (⃗rN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.45)
where sigle particle orbitals ϕj (⃗r) satisfy the Schrödinger equation(
−1
2
∇2 + vs (⃗r)
)
ϕj (⃗r) = ϵjϕj (⃗r) (2.46)






Equations 2.46 and 2.47 also provide exact ground state density of non-interacting
system.
To use the single-particle picture, a fully interacting system can be mapped to a
non-interacting one which gives the exact same density. Total energy functional in
Equation 2.39 is rewritten in the following way
E[n] = T[n] + Vee[n] +
∫
d⃗rvext (⃗r)n(⃗r) = Ts[n] +
∫
d⃗rvext (⃗r)n(⃗r) + EH [n] + EXC[n]
(2.48)
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|⃗r − r⃗′| (2.49)
and EXC[n] is exchange-correlation energy






|⃗r − r⃗′| (2.50)
Using the Euler equation 2.40 for total energy functional, we obtain
δTs[n]
δn(⃗r)








Compared to Equations 2.44, 2.46 and 2.47, the following equations, called Kohn-
Sham (KS) equations are derived











∇2 + vs (⃗r)
)






Once EXC[n] is known exactly or approximated, vXC[n](⃗r) is determined by differen-
tiation. KS equations can be solved self-consistently for electron density and orbitals,
and the total energy can be determined by inserting these into the total energy func-
tional E = Ts + EH + EXC + Vext.
KS equations can be easily generalized into their spin resolved forms











∇2 + vsσ[nα, nβ](⃗r)
)
ϕjσ (⃗r) = ϵjσϕjσ (⃗r) (2.58)






Please note that EXC[nα, nβ] is not known exactly and must be approximated. There
exist many different approximations of varying accuracy and computational cost. In
any ground state DFT calculation, we must use approximations for the functional
dependence of the XC energy on the spin densities. There exists a hierarchy of
such approximations such as local density approximation (LDA), generalized gradient
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approximation (GGA) and hybrid functionals.
Please note that we have used a more accurate level theory of MP2 [Møller and
Plesset, 1934; Binkley and Pople, 1975] than ground-state DFT for the properties of
ground state electronic structures in Chapter 3.
2.4.2 Time-dependent Density Functional Theory
Time-dependent density functional theory, as an extension of ground state density
functional theory, is a method to investigate the properties of the many-body sys-
tem in the presence of time-dependent external potential such as an electric and
magnetic field. Time evolution of an electronic many-body system is governed by




Ψ(⃗r1, · · · , r⃗N , t) = H(t)Ψ(⃗r1, · · · , r⃗N , t) (2.60)
H(t) = T + Vee + Vext(t) (2.61)
Ψ(t = 0) = Ψ0 (2.62)
where Vext(t) is time-dependent external potential.
Runge-Gross (RG) theorem [Runge and Gross, 1984a], as formal foundation of
TDDFT, states that the densities n(⃗r, t) and n′ (⃗r, t) evolving from a common initial
state Ψ0 under influence of two external potentials vext (⃗r, t) and v′ext (⃗r, t) ̸= vext (⃗r, t)+
c(t) (both Taylor expandable about the initial time 0) are always different. Therefore,
there is a one-to-one correspondence between densities and potentials and the time-
dependent potential is unique functional of time-dependent density, vice versa ( for
a given fixed initial state). Since potentials are functionals of densities, Hamiltonian
H(t) and thus wavefunctionΨ(t) are functionals of electron density. All physical
observables become functionals of density
O(t) = ⟨Ψ[n, Ψ0]|O|Ψ[n, Ψ0]⟩ = O[n, Ψ0](t) (2.63)
The van Leeuwen theorem [Leeuwen, 1999] shows that the time dependent den-
sity n(⃗r, t) of an interacting system associated with external potential vext (⃗r, t) and
initial state Ψ0 can be reproduced by a noninteracting system with effective potential







ϕj (⃗r, t) = i
∂
∂t
ϕj (⃗r, t) (2.64)
with initial condition
ϕj (⃗r, 0) = ϕ0j (⃗r) (2.65)
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|ϕj (⃗r, t)|2 (2.66)
The effective potential vs[n](⃗r, t) is given by




|⃗r − r⃗′| + vXC[n](⃗r, t) (2.67)
This defines the exchange-correlation potential vXCσ (⃗r, t).









|⃗r − r⃗′| + vXCσ[n](⃗r, t)
]
ϕjσ (⃗r, t) = i
∂
∂t
ϕjσ (⃗r, t) (2.68)
where total density is given by sum of spin up and down densities
n(⃗r, t) = ∑
σ=α,β





|ϕjσ (⃗r, t)|2 (2.69)
In case that an external potential is very small, the system does not deviate much
from the initial ground state. In such cases, it is often not necessary to obtain a full
solution of time-dependent Schrödinger equation or TDKS equation for extracting
small deviations from the ground state. This task can be accomplished using response
theory. Linear-response theory is applicable for a weak perturbation such as long-
wavevlength optical field
δvext (⃗r, t) = −ξ exp(iωt)z (2.70)
In the general case of the response of the ground-state to an arbitrary weak external
field, the system’s first-order response is characterized by the non-local susceptibility





d⃗r′χσσ′ [n0](⃗r, r⃗′; t − t′)δvextσ′ (⃗r′, t′). (2.71)
This susceptibility χ is a functional of the ground-state density, n0(⃗r). A similar
equation describes the density response in the KS system:





d⃗r′χsσσ′ [n0](⃗r, r⃗′; t − t′)δvsσ′ (⃗r′, t′) (2.72)
where χs is the KS response function, constructed from KS energies and orbitals:
χsσσ′ (⃗r, r⃗′, ω) = limη→0+δσσ′ ∑
q
{
Φqσ (⃗r) Φ∗qσ′ (⃗r
′)
ω − ωq + iη
−
Φ∗qσ (⃗r) Φqσ′ (⃗r′)
ω + ωq − iη
}
(2.73)
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where q is a double index, representing a transition from occupied KS orbital i to
unoccupied KS orbital a, ωqσ = ϵaσ − ϵiσ, and Φqσ (⃗r) = ϕ∗iσ (⃗r)ϕaσ (⃗r). Thus χs is
completely determined by the ground state KS potential. It is the susceptibility of
the non-interacting electrons sitting in the KS ground state potential.
The response χ of the system, as central equation of TDDFT linear response, is
obtained as a Dyson-like equation [Petersilka, Gossmann, and Gross, 1996]














where fXCσ1σ2 (⃗r1, r⃗2, ω) is Fourier transformation of XC kernerl function fXCσσ′ [n0](⃗r, r⃗′, t−
t′)






The poles of linear susceptibility χ(⃗r, r⃗′, ω) are excitation frequencies of the sys-
tem. Casida [Casida, 1996] used well-known random-phase approximation (RPA)
approach, to produce equations in which these poles of χ are found as the solution to
an eigenvalue problem. The density change δnσ (⃗r, t) can be expanded on the basis of
KS transitions,
δnσ (⃗r, ω) = ∑
q
(
Pqσ(ω)Φ∗qσ (⃗r) + Pq̄σ(ω)Φqσ (⃗r)
)
(2.76)
where q = (i, a) and q̄ = (a, i). This representation yields two coupled matrix equa-




























d⃗r Φqσ (⃗r)δvext (⃗r, ω) . (2.79)
At an excitation energy, δv = 0 and choosing real KS orbitals and since (A − B) is
positive definite, we get:
∑
q′σ′
Ω̃qσq′σ′(ω) a⃗q′σ′ = ω2 a⃗qσ, (2.80)
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where
Ω̃ = (A − B)1/2(A + B)(A − B)1/2 ,
or
Ω̃qσq′σ′(ω) = ω2qσδqq′δσσ′ + 2
√
ωqσωq′σ′Kqσq′σ′ . (2.81)










Sqq′ = δqq′δσσ′/wq′ (2.83)
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Chapter 3
Accuracy of Force Fields for Energy
Prediction in Solvated Small Peptides
A version of this chapter has been published as:
Jong, K.; Ansari N.; Grisanti, L.; Hassanali, A. Understanding the Quantum Me-
chanical Properties of Hydrogen Bonds in Solvated Biomolecules from Cluster Calcu-
lations. J. Mol. Liq. 2018, 263, 501 - 509.
In this chapter, I access the validation of the classical force fields using high-level
quantum chemistry calculations and address the origin of their discrepancies.
3.1 Introduction
Hydrogen bonds (HBs) form one of the most important and studied interactions in the
physical chemistry and chemical physics of biological systems [Jeffrey and Saenger,
1991; Grabowski, 2006; Pauling, 1967]. HBs are critical for stabilizing the secondary
structure of proteins such as alpha helices and beta-sheets [Hubbard and Kamran
Haider, 2001; Pace et al., 2014; Bordo and Argos, 1994], as well as in base-pairing
of DNA and RNA Fonseca Guerra et al., 2000; Khakshoor et al., 2012; Nakashima,
Fukuoka, and Saitou, 2013. HBs are also the most important interaction in liquid
water [Stillinger, 1980; Henchman and Irudayam, 2010] and in its interactions with
biological matter which is known to affect their structure, dynamics and function
[Zheng and Merz, 1992; Sass, Schmid, and Grzesiek, 2007; Rawat and Biswas, 2014].
A particular class of biological systems that has received a lot of attention in
the last decade are aggregates of proteins or polypeptides [Ross and Poirier, 2004;
Horwich, 2002]. An important feature that characterizes some of these aggregates is
the formation of a dense network of hydrogen bonds [Fitzpatrick et al., 2011; Pinotsi
et al., 2016; Jong, Grisanti, and Hassanali, 2017]. The aggregation process typically
happens in a condensed liquid phase and involves the coupling of numerous degrees
of freedom involving both protein and water hydrogen bonds [Jong, Grisanti, and
Hassanali, 2017]. Besides being implicated in neurodegenerative diseases such as
Alzheimers and Parkinsons [Hardy and Selkoe, 2002; Rubinsztein, 2006], aggregates
featuring hydrogen bond networks have also been found to have rather intruiging
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optical properties [Pinotsi et al., 2016; Grisanti et al., 2017a; Bhattacharya et al.,
2017].
There have been numerous theoretical and computational studies examining the
structural properties of protein aggregates [Carballo Pacheco and Strodel, 2016; Baf-
tizadeh et al., 2012; Yang and Gao, 2015; Morriss-Andrews and Shea, 2015; Röhrig
et al., 2006]. The vast majority of these studies, use classical empirical potentials
where effects such as polarization and charge transfer are not taken into account.
These effects have been shown to be important in several types of hydrogen bond-
ing interactions [Tan et al., 2005; Chen and Dannenberg, 2011; Dang, 1998]. There
have been a few studies using density-functional theory (DFT) based calculations
of peptide aggregates showing the importance of quantum-mechanical effects along
hydrogen bonds [Wang, Forsman, and Woodward, 2016]. These effects can play an
important role in both the ground and excited electronic states.
In this chapter, we conduct a theoretical study on hydrogen bonding interactions
of hybrid peptide-water clusters. These systems serve as model systems for peptide
molecules and proteins in the condensed liquid phase since it is computationally pro-
hibitive to examine quantum mechanical effects of solvated biomolecules consisting of
1000s of atoms. We use high-level quantum chemistry calculations to compare ener-
getics obtained from several biological and water force fields for backbone-backbone
and backbone-water hydrogen bonds. Interestingly, we find that for many of the bio-
molecular forcefields examined, pairwise interactions between molecular groups are
in reasonable agreement with those from ab initio. However, three body interactions
involving peptide-peptide or peptide-water hydrogen bonds are also significant and
we show that this is rooted in mostly effects of polarization as shown by an energy de-
composition analysis (EDA). The extent of the importance of three body interactions
is sensitive to the type of hydrogen bond network either of the peptide or water.
This chapter is structured as follows. In Section 3.2, we begin by discussing the
computational methods employed in this study. We then move on in Section 3.3
to show the comparison between the empirical potential energy surfaces (PES) to
those obtained from ab initio. Section 3.4 explores the importance of many body
interactions in peptide-peptide and peptide-water hydrogen bonds and in Section 3.6
we show EDA for the many body interactions. Finally, we end in Section 3.7 with
our discussion and conclusions.
3.2 Computational Methods and Model Systems
We use a combination of empirical force fields and ab initio calculations in order to
examine both the quality of the potentials as well as to understand the role of many
body interactions. Most biological forcefields do not explicitly account for many-body
electronic effects. For those like GROMOS and OPLS that are designed to reproduce
experimental quantities, one could possibly argue that many-body effects are included
in an effective way even though the functional form of the potentials is exclusively
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given by pairwise interactions. It is important however, to understand the physical
origins of the limitations of current potentials and in particular, to disentangle the
missing physics associated with the underlying interactions. We take first steps in this
direction by studying the nature of the interaction potential for small model systems.
We first describe the six different systems that were used to construct the potential
energy surfaces. System BB (panel a) as shown in Figure 3.1) probes backbone-
backbone interactions involving two amide-hydrogen bonds, while NC probes the
strong NH3+-COO– termini salt bridge. BW1 and BW2 interrogate backbone-water
hydrogen bonds including N–H and C––O. NW and CW examine the termini-water
interactions.
Figure 3.1: Benchmark structures of (a) backbone and backbone BB,
(b) NH3+-terminus and COO– -terminus NC, (c) backbone (N–H and
C––O) and water BW1, (d) backbone (C––O) and water BW2, (e)
NH3+-terminus and water NW, and (f) COO−-terminus and water
CW. O:red, N:blue, H:white, C:gray
All the quantum chemistry calculations were done using the Gaussian 09 code
[Gaussian0̃9 Revision E.01]. All the six structures in Figure 3.1 described earlier
were first optimized at the Hartree-Fock level of theory using a 6-311++G** basis set.
After the optimization, PES paths were constructed with GaussView [Dennington,
Keith, and Millam, 2016] using a grid spacing of 0.2-2.0 Å which allowed for a part of
the repulsive and attractive region to be probed. Once the optimized configurations
of the monomers are fixed, we changed the distance between them to generate the
grid of the potential energy surfaces. For BB, BW1 and CW in the panels (a), (c) and
(f) with two hydrogen bonds, we moved one monomer along the direction between
Cα atom and Cα atom, Cα atom and the water oxygen atom, and the carbon atom of
C-terminus and the water oxygen atom, respectively. In the cases of NC, BW2 and
CW with one hydrogen bond, the grid is generated along the direction between the
donor and acceptor atoms of the hydrogen bond.
The ab initio potential energy constructed on configurations along the grid were
then determined using the MP2 level of theory with aug-cc-pVDZ basis set. All the
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energies were corrected for basis set superposition error (BSSE) [Boys and Bernardi,
1970].
In order to examine how the most popular biological forcefields fare against ab
initio calculations, the potential energy surfaces were also constructed for the six
systems using several empirical potentials. In particular, PES were constructed us-
ing AMBER99SB-ILDN [Lindorff Larsen et al., 2010], CHARMM27 [MacKerell, Ba-
navali, and Foloppe, 2000] and OPLSAA [Kaminski et al., 2001; Jacobson et al., 2002].
As indicated earlier, some of the panels studied involve peptide-water interactions:
AMBER99SB-ILDN, was combined with TIP4P-D [Piana et al., 2015], CHARMM27
with TIP3P [Jorgensen et al., 1983], and finally OPLSAA with TIP4P [Jorgensen
et al., 1983]. Besides the fixed-point charge models, we also conducted benchmarks
with the polarizable AMOEBA forcefield with the AMOEBA14 polarizable atomic
mutlipole water model [Shi et al., 2013; Ren and Ponder, 2004; Ren and Ponder,
2003].
The parameters for the empirical potential include the following. A cutoff of 16
Å was used the van-der-Waals interactions. Electrostatics were treated with particle
mesh Ewald-Switch (PME-switch) method [Darden, York, and Pedersen, 1993; Ess-
mann et al., 1995] with a Coulomb switching cutoff at 16 Å. The potential energy
surfaces extracted from the empirical force fields were conducted in a unit cell with a
large cubic box of length 300 Å. For the AMOEBA calculations, we set a cutoff of 16
Å for the van-der-Waals interactions and PME was employed with a real-space cutoff
of 16 Å. The convergence threshold for the induced dipole moment was set to 10−10
debye per atom.
3.3 Hydrogen Bond Potential Energy Surfaces
We begin our discussion with the PES involving the backbone-backbone HB interac-
tions (BB) and N- and C- termini HB interactions (NC). For clarity, we note that
the term binding energy will be used in the ensuing discussion to be that inferred
from the difference in energy between the minimum and the point where the two
molecules are far away from each other. Overall, we will see that the binding energies
inferred from the PES are reasonably well predicted from the empirical force fields
when compared with the ab initio calculations. Figure 3.2a shows the PES involving
the amide bond hydrogen bond interactions of two peptide chains. The MP2 binding
energy for this panel is approximately 75 kJ/mol. It is rather encouraging to see that
all the forcefields including AMOEBA are within 10% of the MP2 prediction. All
the forcefields underestimate the binding energy by about 7 kJ/mol. This, however,
falls within the variations in energies that are observed across different empirical
force fields. Figure 3.2b shows the NH3+-COO– termini PES which is essentially
dominated by a Coulomb interaction and all the forcefields except AMOEBA and
AMBER99SB-ILDN reproduce the energetics within 3%.


























































Figure 3.2: Benchmark of empirical force fields for energies between
(a) two backbones and (b) NH3+-terminus and COO– -terminus
Figure 3.3 compares the PES for a single water binding to the peptide fragment
(BW1 and BW2) shown in Figure 3.1 panels c) and d). In BW1 we see that the
water molecule accepts one hydrogen bond from the N–H and donates one hydrogen
bond to the carbonyl oxygen, resulting in a larger binding energy compared to BW2.
In BW1 (Figure 3.3a) we see that AMOEBA and CHARMM27/TIP3P perform the
best and are within 2% of the MP2 energies. The combination of AMBER99SB-
ILDN with TIP4P-D overbinds water in this configuration by about 10%, while
OPLSAA/TIP4P underbinds water by about 6%. In the case of water interacting
with the carbonyl group BW2 (Figure 3.3b), AMBER99SB-ILDN with TIP4P-D and
AMOEBA overbind water by respectively by 20% and 10%, while the CHARMM27

























































Figure 3.3: Benchmark of empirical force fields for energies in HB
interactions between (a) backbone (N–H and C––O) and water and
(b) backbone (C––O) and water.
Figure 3.4 illustrate the PES obtained from the NH3+-COO– termini and wa-
ter hydrogen bonding interactions NW and CW (see Figure 3.1). For configura-
tion NW involving NH+3 -terminus hydrogen bonding with water, the AMBER99SB-
ILDN, CHARMM27, and OPLSAA forcefields overbind the water by 15%, while the
AMOEBA forcefield underbind the water by 5%. On the other hand, in configu-
ration CW involving the COO−-terminus - water HBs, all the forcefields overbind
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the water by about 7-36%. The force fields are shown to work better for the NH+3 -



























































Figure 3.4: Benchmark of empirical force fields for energies between
(a) NH+3 -terminus and water and (b) COO
−-terminus and water.
The preceding results indicate that there is no particular force field and water
model combination that outperforms the rest. In order to see this more clearly and
to also obtain a global assessment of the force fields, we define CFF as the square of
the percentage relative error in the binding energy of the force field with respect to












where the index FF indicates the force field, the index i belongs to the six benchmark
structures in Figure 3.1 and ∆E is the binding energy. The global behaviour of the
different force fields expressed by δEi for each system i is summarized in the left
panel of Figure 3.5, collecting the deviation from the reference results (MP2) as a
percentage, while the total errors CFF are collected in the right panel of Figure 3.5.
There is no particular FF that can be identified to work across all types of interactions
examined here. On the other hand, we can also identify specific interactions that have
a systematic error across all force fields. This is observed in BB, where energies are
underestimated and CW where the binding energies are overestimated. Interestingly,
configuration CW, including water and COO−-terminus, also turns out to give largest
relative errors. Based on this small subset of interactions examined here, we see that
the AMOEBA and OPLSAA force fields appear to perform the best.
All the binding energies for the structures studied are shown in Table 3.1.
3.4 Many-Body Interactions in Hydrogen Bonds
In the previous section, we have shown that the empirical forcefields generally account
for the correct evaluation of hydrogen bonding energetics in comparison to results
from the quantum chemistry calculations. On the other hand, the agreement is not



























Figure 3.5: (left) Percentage error bars of binding energies
estimated by AMBER99SB-ILDN/TIP4P-D, CHARMM27/TIP3P,
OPLSAA/TIP4P and AMOEBA/AMOEBA14 relative to MP2 bind-
ing energy for the benchmark systems in Figure 3.1 and (right) To-
tal sum of the percentage error square of the binding energies of the
force fields of AMBER99SB-ILDN with TIP4P-D, CHARMM27 with
TIP3P, OPLSAA with TIP4P and AMOEBA with AMOEBA14 with
respect to the MP2 binding energy.
Table 3.1: Binding energies of the benchmark structures calcu-
lated by the MP2(BSSE) and the force fields of AMBER99SB-ILDN
with TIP4P-D, CHARMM27 with TIP3P, OPLSAA with TIP4P and
AMOEBA with AMOEBA14 (kJ/mol)
MP2(BSSE) AMBER99SB-ILDN CHARMM27 OPLSAA AMOEBA
BB 75.09 71.53 68.85 67.38 70.77
NC 381.82 351.97 389.51 394.73 334.30
BW1 47.29 51.99 46.17 44.36 46.19
BW2 26.83 33.84 25.65 27.27 29.82
NW 63.57 64.13 73.18 67.07 59.88
CW 62.73 85.23 81.30 72.07 66.85
quantitative and perhaps more importantly, relies on an examination of pairwise
interactions only. One of the missing underlying physics in empirical potentials is
the lack of many body electronic effects. There have been several theoretical studies
showing the importance of three-body interactions in the hydrogen bonding of water
as well as the hydrogen bonding between the protein and water [Xantheas, 2000;
Cobar et al., 2012; Best et al., 2012; Qi, Leverentz, and Truhlar, 2013; Bianco et al.,
2017a; Bianco et al., 2017b; Davtyan et al., 2012]. In this next section, we examine the
many-body interaction contributions coming from peptide-peptide and peptide-water
interactions.
For a system of n particles, which could include molecules, ions or peptide chains,
the n-particle interaction energy can be separated out into various contributions com-
ing from a relaxation term, two particle, three particle and so-forth. Typically the
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two-particle interaction dominates the total interaction energy. The total interaction
energy as a difference between total energy (E(1, 2, 3, ..., n)) and the sum of the en-
ergy of the individual isolated monomer (E0(i); i=1,2,...,n) can be expressed in the
following manner:















































+ · · ·+ ∆nE(1, 2, 3, 4, ..., n) n-body

(3.3)
where ∆2E(ij) is two-body term, ∆3E(ijk) is three-body term, ..., and ∆nE(1, 2, 3, 4, ..., n)
is n-body term.
In this work, we don’t consider the relaxation term in Equation 3.3. The two,
three and four-body contributions can be computed using the following equations:
∆2E(ij) = E(ij)− {E(i) + E(j)} (3.4)
∆3E(ijk) = E(ijk)− {E(i) + E(j) + E(k)}
− {∆2E(ij) + ∆2E(ik) + ∆2E(jk)}
(3.5)
∆4E(ijkℓ) = E(ijkℓ)− {E(i) + E(j) + E(k) + E(ℓ)}
− {∆2E(ij) + ∆2E(ik) + ∆2E(iℓ) + ∆2E(jk) + ∆2E(jℓ) + ∆2E(kℓ)}
− {∆3E(ijk) + ∆3E(ijℓ) + ∆3E(ikℓ) + ∆3E(jkℓ)}
(3.6)
To understand the contribution of many-body interactions, a series of different
benchmark systems were used. Figure 3.6 shows the eight configurations employed to
investigate this part. These include interactions between 3 peptide fragments (involv-
ing backbone-backbone hydrogen bonds BBB or NH3+ –COO– termini salt-bridges
NNC); a single peptide fragment with 2 water molecules interacting with backbone
groups in different arrangements (BWW1, BWW2, BWW3); a single peptide frag-
ment interacting with two water molecules at the NH+3 -terminus NWW or at the
COO– -terminus CWW; a single water molecule bridging two peptide ends NCW.
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Figure 3.6: Structures for the calculations: a) 3 peptide fragments
involving backbone-backbone hydrogen bonds BBB, b) 3 fragments
involving NH3+ –COO– termini salt-bridges NNC, c) a single pep-
tide fragment with 2 water molecules forming a water chain linking
the N–H to the C––O groups BWW1, d) a single peptide fragment
interacting with 2 water molecules but on opposite sides of the pep-
tide fragment BWW2, e) a single fragment with 2 water molecules
donating two hydrogen bonds to the same C––O group, of which one
also donating to a N–H BWW3, f) a single peptide fragment where
two water molecules accept hydrogen bonds from the NH+3 -terminus
NWW, g) a single peptide chain where two water molecules donate hy-
drogen bonds to the COO– -terminus CWW, h) a single water molecule
forming a water bridge between two peptide fragments NCW
The structures illustrated in Figure 3.6, while not including a realistic environ-
ment that would be experienced by a protein or peptide chain during protein folding
or protein aggregation [Hartl, Bracher, and Hayer-Hartl, 2011; Ross and Poirier,
2004], provides a first step in trying to understand the importance of many-body
interactions in the solvation of biomolecules and the interactions between peptide
fragments. Using Equations 3.4 and 3.5, the pairwise and three-body interactions
were determined for panels a)-h).
3.5 Many-Body Interactions for Peptide-Water Clusters
We first examine the many body interactions for the three fragments involving the
backbone-backbone and the termini-termini hydrogen bonds BBB and NNC shown
in Figure 3.6. In Table 3.2, we show the relative pairwise and three-body interactions.
We see for hydrogen bonds involving the peptide backbones, the three-body inter-
actions contributes 4.98 kJ/mol which is about 4% of the total interaction energy.
NNC, involving the NH3+-COO– termini has a larger contribution to the three-body
interaction with respect to BBB, and perhaps more interestingly, is also repulsive.
Repulsive three-body interactions have been already observed in the hydrogen bond-
ing network of the small water clusters and has been attributed to the presence of
water molecules playing the role as double donors or acceptors [Xantheas, 2000; Cobar
et al., 2012; Guevara-Vela et al., 2016]. In the case of NNC, the carboxylate group
plays the role of double acceptor. Later in the manuscript, the energetic origins of
this will be determined using an energy decomposition analysis.
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Table 3.2: Two-body and three-body interaction energies of BBB and




Fragments BWW1, BWW2 and BWW3 were chosen to understand the impor-
tance of three body interactions between peptide-water hydrogen bonds. In Table 3.3,
we show the three-body interactions of configuration BWW1, BWW2, BWW3. A
comparison of the 3-body interactions from such structures illustrates the importance
of water-networks around the peptide fragment. Specifically, we see that in BWW1
consisting of a directed water wire of length 3 linking the N–H to the C––O group on
the same side, features the three-body interaction that is roughly about a factor of
4 larger than the BWW2 and BWW3. As we will see later, this originates from the
fact that the orientation of the hydrogen bonds allows for larger mutual polarization.
The strength of the hydrogen bonds involving the backbone and water are weaker
than those between the termini and water. This effect however, originates from essen-
tially Coulomb interactions which is seen by the fact that the three-body interactions
of all of NWW–NCW (panels f) to h)) are repulsive (Table 3.3). The three-body
interaction of NWW, involving the NH+3 -terminus and water, is slightly larger by
about 2 kJ/mol compared to CWW of the COO−-terminus and water. NCW which
consists of a water wire hydrogen bonding to the NH3+ and COO– termini of two
different fragments incurs a repulsive 3-body interaction that is roughly 18 kJ/mol.
Again, each of these fragments involve subtle changes in the network topology which
affect the many body polarization. In CWW for example, water f1 accepts and do-
nates a single hydrogen bond while f2 is a double donor. On the other hand, f2 and
f3 in NWW are both single acceptors. In the case of NCW, f3 is similar to CWW
but now involves the NH3+-terminus playing the role of a double donor.
Table 3.3: Two-body and three-body interaction energies of backbone
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Table 3.4: Two-body and three-body interaction energies of NH3+ and
COO– termini backbones with two water and NC termini backbone





3.6 Energy Decomposition Analysis
In this section, we are to investigate the origin of the contribution of the many body
interactions to the force field using the energy decomposition analysis. It is clear
that 3-body interactions are significant in the context of biological matter interac-
tions involving hydrogen bonds. The origins of many body electronic effects involves
quantum mechanical phenomena such as polarization, electron correlation, exchange
and charge transfer which has been studied extensively in numerous other systems
[Phipps et al., 2016; Phipps et al., 2015; Su and Li, 2009].
In order to understand the physical origin of the interactions in the fragments
studied here, we employed the localized molecular orbital energy decomposition anal-
ysis implemented in GAMESS [Su and Li, 2009; Schmidt et al., 1993] package for
electronic structure with the MP2 method and cc-pVDZ, basis set. Within the
framework of EDA, the interaction energy, ∆E, between the monomers A forming
the supermolecule X, is separated into several components based on various different
contributions:
∆E = EX − ∑
A
EA = ∆Eele + ∆Eex + ∆Erep + ∆Epol + ∆Edisp (3.7)
where EX is the total energy of the supermolecule X, EA is the energy of the monomer
A, Eele is electrostatic energy, Eex is exchange energy, Erep is repulsion energy, Epol is
polarization energy and Edisp is dispersion energy.
In order to obtain all the energy components of the three-body interaction (∆3Eele,
∆3Eex, etc.), we first applied the EDA method to trimer and all dimers, and then sub-
tracted all the dimer decomposed energy terms from trimer separately using Equation
3.5.
We start by illustrating the EDA results of the backbone-backbone and termini-
termini hydrogen bonding interactions (Figure 3.6 a) and b)). In Table 3.5, we show
all the decomposed energy terms of three-body interactions. The EDA analysis clearly
demonstrates that the three-body interactions of system BBB and NNC essentially
come from the polarization interaction terms. In both cases, the polarization accounts
for large contributions of 79% and 81% of the total three-body interactions respec-
tively, indicating that the orbitals undergo significant changes when three monomers
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form the trimer by hydrogen bonding interactions. For NNC, which consists of pos-
itive (NH3+) and negative (COO– ) monomers, electrostatic and dispersion energies
also contribute about 14.2% and 10.9% respectively to the total 3-body interaction.
Table 3.5: EDA of three-body interaction of panel a) and b) (kJ/mol)
∆3Eele ∆3Eex ∆3Erep ∆3Epol ∆3Edisp ∆3E
BBB -0.67 0.21 -0.38 -3.97 -0.21 -4.98
NNC 9.12 2.01 -6.23 52.30 7.03 64.22
Next, we consider the EDA results for the peptide-water hydrogen bonding in-
teractions of Figure 3.6 panels c)-e), BWW1–3 which are listed in Table 3.6. It
is clear that polarization contribution dominates and that this is the origin of the
enhanced effect for fragment BWW1. In this fragment, the water molecules are ori-
ented in a fashion forming a directed loop of hydrogen bonds which faciliates mutual
polarization.
Table 3.6: EDA of three-body interaction of panel c)-e) (kJ/mol)
∆3Eele ∆3Eex ∆3Erep ∆3Epol ∆3Edisp ∆3E
BWW1 -1.46 0.63 -1.17 -9.46 -1.34 -12.80
BWW2 -0.38 0.04 -0.04 -2.34 -0.33 -3.01
BWW3 -0.12 0.17 -0.42 -1.21 -0.542 -2.09
Finally, EDA results for interactions between N- and C- termini and water molecules
(Figure 3.6 panels f)-h), NWW, CWW and CNW) are shown in Table 3.7. The po-
larization contributions are 4.06 kJ/mol, 3.01 kJ/mol and 15.90 kJ/mol, respectively.
This corresponds to about 77%, 100% and 84% of the total three-body interactions.
Therefore, we could easily conclude that the physical origin of the repulsive three-body
interactions term of the hydrogen bonding interactions between N- and C- termini
and water molecules originates from polarization.
Table 3.7: EDA of three-body interaction of panel f)-h) (kJ/mol)
∆3Eele ∆3Eex ∆3Erep ∆3Epol ∆3Edisp ∆3E
NWW 0.54 -0.04 0.38 4.06 0.38 5.27
CWW 0.33 0.79 -1.05 3.01 -0.12 3.01
CNW 1.97 1.46 -1.59 15.90 1.05 18.83
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3.7 Conclusion
Hydrogen bond interactions are ubiquitous in biological systems and continue to
pose interesting challenges from both experimental and theoretical fronts. A partic-
ular class that has attracted our attention recently is protein aggregates relevant for
neurodegenerative diseases. There are numerous theoretical studies using classical
empirical potentials, studying the mechanisms associated with the formation of these
aggregates as well as their structural and dynamical properties. The importance of
quantum mechanical effects in these systems still remains poorly undertood.
In this chapter, we take first steps in examining the importance of quantum me-
chanical effects in peptide-water and peptide-peptide hydrogen bonding. We do this
on small hybrid peptide-water clusters that serve as model systems for important
interactions in soft matter systems in the condensed phase. We first compare poten-
tial energy surfaces obtained from high level ab initio calculations to several classical
biological forcefields and respective water models. For the most part, pairwise inter-
actions seem to be reasonably captured by the force field, at least for the fragments
examined.
We focused on extracting the many body electronic contributions from cluster
calculations optimized at T=0K. In principle, one could also examine how these con-
tributions change as a function of finite temperature. This poses additional challenges
in that the sampling of the thermodynamically stable states would need to be ade-
quately sampled which involves both the molecule as well as its liquid environment.
In addition, doing high level quantum chemistry calculations for molecules with a
large solvation environment is also computationally prohibitive. This is beyond the
scope of the current study but would be an interesting topic to explore in the future.
Most of the biological force fields do not explicitly include three body interactions
and beyond. We examined the role of these effects and found that three body inter-
actions involving peptide-peptide and peptide-water can contribute about 4-19% of
the total interaction energy. Although this is smaller than the effects in bulk water,
it is not insignificant. We show further, using energy decomposition analysis that the
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In this chapter, we explore the conformational landscape of Amyloid β30−35 using
well-tempered metadynamics and provide an understanding of the coupling between
protein and surrounding water.
4.1 Introduction
There is currently an active effort from both experimental and theoretical fronts to
understand the physical and chemical processes underlying protein fibril formation
as well as of the early stages of aggregation [Nasica Labouze et al., 2015; Paravastu
et al., 2008; Kirkitadze, Condron, and Teplow, 2001; Hou et al., 2004; Zhang et al.,
2000; Baumketner and Shea, 2007; Petkova et al., 2002; Khemtémourian et al., 2011;
Xu et al., 2013; Shanmugam and Polavarapu, 2004; Wei and Shea, 2006; Rosenman
et al., 2013; Bitan et al., 2003; Riccardi, Nguyen, and Stock, 2012; Carballo Pacheco
and Strodel, 2016; Makin et al., 2005; Pellarin and Caflisch, 2006; Fawzi et al., 2007;
Auer, Dobson, and Vendruscolo, 2007; Baftizadeh et al., 2012; Barducci et al., 2013;
Sanfelice et al., 2014; Qiang et al., 2012; Lührs et al., 2005]. These fibrils are three-
dimensional architectures resulting from the aggregation of misfolded proteins. One of
the most studied fibrils in this regard, are those that develop from the Amyloid β(Aβ)
protein, a sequence made up of 39-43 amino acids. Besides serving as excellent model
systems to understand physical and chemical processes in a biological context, the
Amyloid fibrils have been implicated in neurodegenerative diseases such as Alzheimers
and Parkinsons [Hardy and Selkoe, 2002]. Apart from the eventual plaques that form,
there is a growing appreciation that oligomers such as dimers and trimers can also
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play a critical role in the pathology of Alzheimers disease [Shankar et al., 2008].
There is thus a lot of interest to understand the conformational heterogeneity of Aβ
since the structural disorder that features it during the early stages of aggregation
may have important implications on its subsequent dynamical evolution [Uversky,
Oldfield, and Dunker, 2008]. Besides the Aβ protein fibrils, there have been numerous
experimental studies showing that fibril-like structures can result from the aggregation
of different types of poly-peptide chains typically made up of hydrophobic amino-
acids [Gething and Sambrook, 1992; Gsponer and Vendruscolo, 2006; Sugita and
Okamoto, 1999; Nguyen and Hall, 2005; Roberts, 2007]. Similar to Aβ, these fibrils
are characterized by a dense network of hydrogen bonds between the polar backbone
making beta-sheet secondary structures. The exact details of how hydrogen bonding
and hydrophobic interactions couple with each other remains an open question. A
very recent experimental study for example, used solid-state NMR to show that the
abundance of hydrophobic amino acids in Aβ1-42 results in a dense packing of alkylic
side chains in the plain perpendicular to the fibril axis [Wälti et al., 2016]. Much less
is known however, about how polar and non-polar interactions within the protein and
the surrounding solvent couple with each other before aggregation has even started.
Recently, some of us have been involved in trying to understand a rather peculiar
and anomalous experimental observation, namely that amyloid fibrils are capable of
fluorescing in the absence of aromatic residues [Pinotsi et al., 2016; Grisanti et al.,
2017a]. Using state-of-the-art first principles simulations on small model amyloid
crystals, we find that salt-bridges between the N and C termini are characterized by
strong hydrogen bonds where proton transfer leads to the formation of both zwitteri-
onic and methyl-capped states in the fibril. This feature is tuned by the surrounding
hydrogen bond network involving the proximity of water and hydrophobic amino acids
[Grisanti et al., 2017a]. An obvious limitation of the tools deployed in this earlier
study is that both the model systems and time-scales did not allow us to explore the
larger scale conformational fluctuations associated with the hydrogen bond network.
Providing a detailed microscopic description of both the structural landscape and
molecular interactions for the monomer with the surrounding solvent bath is key
to understanding how subsequent aggregation proceeds. There have thus been nu-
merous theoretical studies examining the conformational fluctuations of both the
Aβ monomer as well as smaller segments of it [Lapidus, 2013; Xi, Li, and Wang,
2012; Granata et al., 2015; Straub and Thirumalai, 2011; Liu et al., 2004; Chebaro,
Mousseau, and Derreumaux, 2009; Gnanakaran, Nussinov, and García, 2006; Yan and
Wang, 2006]. In many of these studies, the model monomer peptides are terminated
with two methyl groups and this by construction, hinders the possible formation of
strong hydrogen bonds between the N-C termini and possibly between the termini
and the backbone.
In this chapter, we use classical molecular dynamics simulations to explore the pro-
tein and water networks of the hydrated C-terminal hydrophobic peptide of Aβ30−35.
This chain formed a segment of one of the model crystals [Pinotsi et al., 2016; Grisanti
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et al., 2017a]. Furthermore, Liu et al. [Liu et al., 2004] have shown that Aβ30−35 plays
a critical role in the aggregation process by including short anti-parallel strands in the
surrounding residues, which in turn could promote the fibril formation of full-length
Aβ. Using well-tempered metadynamics, we explore the free energy landscape of this
chain in its zwitterionic, NH3+·AIIGLM·COO– , form. We also perform simulations
of a variant of the zwitterionic system where the termini ends are instead capped with
methyl groups CH3CONH· AIIGLM·CONHCH3(methyl-capped system) to examine
the importance of the termini. The change in the termini interactions leads to sig-
nificant changes in the conformational landscape of zwitterionic and methyl-capped
systems. We find that the disorder in the conformational landscape of zwitterionic
system is driven by a diversity of different interactions such as electrostatic interac-
tion between termini, polar interactions of the backbone, van-der-Waals interactions
of the hydrophobic side chains and also hydrogen bonds between the termini and the
backbone.
We also investigate the topological properties of the hydrogen bond network sur-
rounding the peptide as probed through the reorganization of water wires connecting
N-donor (N–H and NH3+) and carbonyl (C––O) groups. Similar types of analysis
have been conducted to understand the network structures of bulk water, aqueous
solutions and also in understanding the mechanisms of proton transfer in water [Lee
et al., 2015; Kim et al., 2014; Giberti et al., 2014; Hassanali et al., 2013; Agmon
et al., 2016]. In addition, Thirumalai and co-workers have also shown the forma-
tion of single-file water wires between two sheets of the yeast prion protein although
these have been investigated mostly in a qualitative manner [Thirumalai, Reddy, and
Straub, 2012; Reddy, Straub, and Thirumalai, 2010]. Our analysis reveal subtle dif-
ferences such as the shortening or lengthening of the wires connecting different parts
of the peptide during the conformational fluctuations, providing new insights into the
coupling of protein and water motions for this system. The changes in these wires
often include those involving the N and C termini in the zwitterionic system and
provide a rationale for understanding the changes in the structural disorder when
one moves to the methyl-capped system.
This chapter is organized as follows. We begin in Section 4.2 with details of the
computational protocols employed in this work. We then move on in Section 4.3.1 to
discuss our results on the free energy landscapes of the zwitterionic and methyl-capped
systems as revealed by our metadynamics simulations. Here, we also discuss the
coupling of polar and non-polar interactions in stabilizing the disordered structures
observed in the zwitterionic system. In Section 4.3.2, we discuss our analysis of the
reorganization of hydrogen bond networks around the peptide. Finally, we end in
Section 4.4 with some conclusions and possible future directions.
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4.2 Methods
Below we highlight the molecular dynamics simulation details including a brief overview
of the theory behind metadynamics and also how our collective variables were chosen
for the metadynamics simulations.
4.2.1 Simulation Details
The zwitterionic system consists of the 6 amino acid sequence AIIGLM. The starting
structure for this hexapeptide was extracted from one of the 8 chains forming the
model amyloid crystal structure with PDB code 2Y3J [Colletier et al., 2011]. The
zwitterionic system has termini with NH3+ and COO– groups, as found at pH=7
solvent conditions. The methyl-capped structure is obtained by modifying the ter-
mini of the zwitterionic one by capping the two ends with methyl-amide and acetyl
groups. Zwitterionic and methyl-capped systems are solvated with 7052 and 7098
water molecules respectively. The two systems were subsequently run for 20 ns in the
NPT ensemble using the Berendsen barostat [Berendsen et al., 1984] at 1 atm and
using a time constant of 0.5 ps. The final cubic box lengths used for zwitterionic and
methyl-capped systems were then 6.0 nm. All simulations were thermostated at 300K
with a Nosé-Hoover thermostat [Nosé, 1984; Hoover, 1985] using a time constant of
0.1 ps in the NVT ensemble. A non-bonded pair list was produced using a cut-off
radius of 1.4 nm. The short-range non-bonded pairwise interactions were evaluated
by using a shifted Lennard-Jones potential with a cut-off length at 0.9 nm while the
long-range electrostatic interactions were handled using the Particle Mesh Ewald-
Switch (PME-switch) method [Darden, York, and Pedersen, 1993; Essmann et al.,
1995] with a Coulomb switching cut-off at 1.2 nm. A long range dispersion correction
was applied to both energy and pressure for the van-der-Waals cutoff. A time step
of 0.5fs was used. In our simulations, the water molecules were kept rigid while no
bond or angle constraints were put on the protein. This choice was motivated by two
aspects. Firstly, previous studies have suggested that not having any constraints on
the angles is important for ensuring protein flexibility [Van Gunsteren and Karplus,
1982; Toxvaerd, 1987; Pronk et al., 2013]. Secondly, our earlier ab initio studies have
pointed to the role of proton transfer along the N and C termini [Pinotsi et al., 2016;
Grisanti et al., 2017a]. It is clearly beyond the scope of the current potential to cap-
ture these types of effects, but allowing for some bond flexibility goes along the lines
of having a more realistic hydrogen bond between the N and C termini. Bond and
angle flexibility of the protein also means that in order to obtain better conservation
of energy a smaller timestep is needed. In previous ab-initio simulations of liquid
water some of us have shown that one can probably get away with a larger timestep
especially for structural properties [Gasparotto, Hassanali, and Ceriotti, 2016]. How-
ever, in this work, we decided to stay on the more conservative side and use a smaller
timestep of 0.5fs.
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For all our simulations, the OPLS-AA force field and TIP4P water model were
employed. In a recent study, Smith and co-workers did a systematic comparison of a
wide variety of forcefields including OPLS-AA, AMBER, CHARMM and GROMOS
on the conformational landscape of Aβ21−30 in water compared to available experi-
mental data [Smith et al., 2015]. Their conclusion was that the OPLS-AA forcefield
suppressed the formation of helical structures consistent with the experiments and
hence recommended the use of either OPLS-AA or GROMOS for their system. Since
we are also doing simulations on a segment of the amyloid protein, we decided to
conduct our simulations with OPLS-AA and TIP4P.
4.2.2 Free Energy Calculations
Free energy surfaces were explored using well-tempered metadynamics [Barducci,
Bussi, and Parrinello, 2008] simulations. Here, we briefly summarize the key theoreti-
cal concepts behind the methodology. A history-dependent bias potential, Vb (⃗s, t)(where
the quantity s⃗ is the vector of collective variables), is introduced to enhance the sam-
pling of the free energy surface in the basis of a predefined set of collective variables.
Vb (⃗s, t) is a sum of Gaussian hills with the width δ⃗s and the height w, centered at
the values of the collective variables that have already been visited and deposited at
the time interval τG,









Unlike standard metadynamics, the height of Gaussian hills added is modified ac-
cording to the relationship
w = ωe−[Vb (⃗s,t)/∆T]τG (4.2)
where ω is the initial bias deposition rate with dimension of energy rate and ∆T is a
tunable temperature-like parameter that controls how quickly w reduces as the wells
are filled. The parameters, ω and ∆T, are chosen to achieve the best efficiency. The
free energy can then be computed with the following expression
F(⃗s) = −T + ∆T
∆T
Vb (⃗s, t → ∞) (4.3)
In this work, we have biased two collective variables based on our analysis of some
relatively short unbiased simulations of the zwitterionic system. Over the course of
a 80ns MD simulation, we observed a single event where N and C termini came into
close proximity forming a strong salt-bridge for a couple of nanoseconds before dis-
sociating away from each other. Therefore we have chosen the end-to-end distance
between the N and C termini as one of the collective variables for the well-tempered
metadynamics. As we will see later in the manuscript, backbone hydrogen bonding
and side-chain hydrophobic packing also plays an important role in the structural
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disorder we observe in the peptide conformations. In order to enhance the fluctua-
tions in these coordinates, we also biased the radius of gyration as another collective
variable as has been done in previous studies [Barducci et al., 2013; Sanfelice et al.,
2014].
As we will see later, while we have only biased two collective variables namely,
the end-to-end distance and the radius of gyration, we also construct free energy
surfaces in other variables that are not biased. In order to do this, re-weighted free
energy profiles along unbiased coordinates were constructed with a recent re-weighting
algorithm [Tiwary and Parrinello, 2015]. Some examples of collective variables that
we found to be important to understand the structural disorder in zwitterionic and
methyl-capped systems include, the extent of hydrogen bonding between the backbone
amide groups, van-der-Waals packing of the hydrophobic side-chains and the exposure
of both the backbone and the side-chains to the surrounding water. In all these cases,
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(4.4)
where rij is the distance between atoms i of group A and j of group B, r0 is the
cutoff distance to consider two atoms in contact, and the parameters n and m are
exponents of the switching function, sij. We used n = 6, m = 12, and r0 = 0.35nm
in this work for all quantities evaluated in contact maps. The r0 = 0.35nm corre-
sponds to the first minimum position of the radial distribution functions (RDFs) for
the distance between heavy atoms of different groups such as backbone-backbone,
sidechain-sidechain, backbone-water, and sidchain-water.
Besides the quantities involving the reorganization of the protein backbone and
side chain, We also examined various topological properties like the water networks
connecting different parts of the protein. In particular, we examined directed water
wires connecting donor and acceptor groups of the peptide. Donor groups include
the N-terminus and amide N–H bonds of the backbone, while the C-terminus and
the carbonyl C––O groups are acceptor groups. Oxygens of water molecules (Ow) act
as both donors and acceptors. All the donors and acceptors are treated as vertices
on a graph with edges between them. The vertices include the nitrogen and oxygen
atoms of the protein and the oxygen atoms of water molecules. If two vertices vi and
vj are connected by an edge eij, they are said to be adjacent. The edges eij encode
information about the hydrogen bonds. We assign a weight to edges leading to a
weighted directed adjacency matrix A=A(G), which is an M × M matrix with M
being the number of vertices. There are broadly two criteria to define a hydrogen
bond, one based on geometry and another based on energetics. We use the former
and define the weights of the edges based on a combination of the distance and angle
of the hydrogen bond [Luzar and Chandler, 1996]. More specifically, the elements of
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where rij is the distance between donor and acceptor of H-bond and αij is the angle
H–D–A, r0, α0, m, and n are parameters of the edge weight. Note that in the ex-
pression above for Aij, n > m. The directed water wires are determined by Djisktra’s
algorithm [DIJKSTRA, 1959] which determines the shortest path between any pair
of nodes on a graph. In order to take the advantage of this algorithm, we give small
weights to strong hbond wires and therefore set the exponent n with a value lager
than m. The parameters r0 and α0 for different hydrogen bonds, were set by the
values corresponding to the first minima position of the distribution function of both
the distance between donor and acceptor and the angle H–D–A. The parameters of
Equation 4.5 are set to r0 = 0.34nm, α0 = 30◦, m = 6, n = 12.
All the molecular dynamics simulations were performed using the GROMACS
4.6.7 [Pronk et al., 2013] package and the metadynamics calculations were conducted
using the PLUMED2.1 [Tribello et al., 2014] plugin. For both well-tempered meta-
dynamics simulations of zwitterionic and methyl-capped systems, the bias factors,
γ = (T + ∆T)/∆T, were set to 10 and Gaussian functions were deposited every 1ps
with an initial height of 0.5kJ/mol, whereas the widths in the radius of gyration
and the end-to-end distance of Gaussian functions for zwitterionic were 0.01nm and
0.01nm and widths in the radius of gyration and the end-to-end distance for methyl-
capped systems were 0.02nm and 0.02nm respectively. These widths were determined
from the fluctuations observed during the unbiased simulations of both systems. The
simulations of zwitterionic and methyl-capped systems were run for a total simulation
time of 1.5µs and 1.1µs. The visualization of the structures was done using VMD
[Humphrey, Dalke, and Schulten, 1996].
In most classical empirical potentials, both the protein and water molecules are
non-polarizable. In liquid water for example, the dipole moment of a single water
molecule in gas phase is actually smaller than that in the condensed phase due to
polarization. In classical potentials this is effectively included by increasing the atomic
charges so that the dipole moment is larger. Within the context of our simulations,
both the N and C terminus do not polarize the water molecules and hence the dipole
moments of water molecules near the protein will be exactly the same as those that
are far away. In addition, the water molecules may also polarize parts of the protein
such as the amide backbone groups although the extent of this is not entirely clear. As
a possible direction of investigation in the future, it is possible to examine the effect
of using polarizable forcefields for proteins on this system [Shi et al., 2013; Ponder
et al., 2010]. However, besides the protein, one would also have to include polarizable
water molecules making the simulations much more computationally expensive.
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4.3 Results
In this section, we move on to characterizing the free energy surfaces obtained for
the zwitterionic and methyl-capped systems. As we will shortly see, changing the
termini has quite a drastic effect on the underlying free energy surface and more
particularly, the structural disorder that is observed in the polypeptide chain. We
rationalize the origin of this by elucidating the re-organization of both the protein
and water hydrogen bond networks.
4.3.1 Free Energy Surfaces
4.3.1.1 1D-Free Energy Surfaces
As described earlier, we biased two collective variables, the end-to-end distance and
the radius of gyration, in our well-tempered metadynamics simulations. We begin
by illustrating in Figure 4.1 the 1D free energy surface along the end-to-end distance
obtained for the zwitterionic and methyl-capped systems. This comparison also helps
us build our intuition on the underlying interactions that are important for stabilizing
different structures we observe. It is clear that just by a cursory visual inspection of
the 1d-free energy surface, the two zwitterionic and methyl-capped systems are very
different. In the case of zwitterionic, there is a pronounced and narrow minimum at
0.4nm corresponding to the formation of a salt bridge between the N and C terminus,
and a much broader basin between 0.8-1.8nm which involve situations where the
N and C terminus are far away from each other and hence more solvent exposed.
Based on the 1D free energy surface, there are barriers between 7-10kJ/mol to move
between these two basins. On the other hand, for the methyl-capped system, the
narrow minimum occurs at much larger end-to-end distance distances of about 1.2nm.
Approximately 5 kJ/mol above this minimum are two broad and flat basins analagous






Figure 4.1: (a) 1D free energy surface along the end-to-end distance
for zwitterionic system and (b) methyl-capped system
The differences observed between zwitterionic and methyl-capped systems in Fig-
ure 4.1 are not too surprising given that the fluctuations along this coordinate involve
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very different driving forces. In the case of zwitterionic system, there is a strong elec-
trostatic interaction that essentially gets completely unscreened by the solvent in the
narrow basin below 0.5nm. For methyl-capped system, the termini are made up of
methyl groups and hence at short end-to-end distance involve much weaker van-der-
Waals interactions which simply creates a shallow minimum at around 0.4nm as seen
in Figure 4.1b. This minimum is reminiscent of the contact minimum that occurs in
the potential of mean force between two methane molecules in water [Hummer et al.,
1996]. This analysis for both zwitterionic and methyl-capped systems integrates out
the the radius of gyration and hence coordinates that would be involved in charac-
terizing the degree of change in the compactness of the polypeptide chains. We now
move on to discuss the higher dimensional free energy surface obtained along both
biased and unbiased collective variables in our metadynamics runs.
4.3.1.2 2D Free Energy Surfaces
Protein Conformation
We begin by illustrating the 2D free energy surface that is obtained by biasing
both the end-to-end distance and the radius of gyration collective variables for the
zwitterionic system in Figure 4.2. This free energy surface reveals a much richer
underlying landscape characterized by structural heterogeneity. The free energy sur-
face features four distinct minima along the end-to-end distance and the radius of
gyration at roughly the following locations: (0.35,0.45), (0.35,0.53), (0.75,0.45) and
finally (1.3,0.53). As one might expect based on our earlier observations, the former
two at shorter end-to-end distance involve narrower basins due to strong electrostatic
forces, while the latter two at larger the end-to-end distance are broader owing to the
enhanced conformational flexibility. Interestingly, for both situations where there are
strong and weak termini interactions in the zwitterionic system, there are two basins
with smaller and larger radii of gyration which essentially quantifies the extent of
compactness or folded character of the system.
In order to aid future discussions in the paper, we label the four basins in Figure 4.2
A, B, C and D. Also shown in the Figure are representative snapshots as a visual
guide to the conformational changes that are involved. Within the statistical errors
associated with the convergence of our free energiesall the four states are essentially
equally populated. While the NH3+ and COO– groups in both A and B reside very
close to each other, the snapshots suggest that both the packing of the backbone
and side-chains is quite different. In order to understand these features associated
with the states A, B, C and D in more detail, we turn to examining how changes
in the radius of gyration involve the reorganization of both backbone and side-chain
packing.
Polar and Non-Polar Protein Interactions
To probe deeper into the underlying origins associated with fluctuations along
the radius of gyration coordinate, we examined the reweighted free energy surface
obtained using two additional unbiased collective variables, namely the degree of
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Figure 4.2: 2D free energy surface obtained from 1.5-µs-long well-
tempered metadynamics for zwitterionic chain. The free energy sur-
face is contoured by 2.5kJ/mol up to 25kJ/mol. The structures shown
around the free energy surface correspond to representative snapshots
in the different basins.
backbone and side-chain contacts as measured by contact maps described earlier in
the Methods section. The former quantifies the extent of the hydrogen bonding
interactions between the amide bonds as illustrated in the changes observed going
from snapshots B to A of Figure 4.2. The latter reveals changes in the extent of
hydrophobic interactions between the side-chain groups in the peptide.
The left and right panels of Figure 4.3 show the 2D free energy surface obtained
from the simulations along the end-to-end distance and backbone contact and side-
chain contact respectively. Overall, we observe a complex coupling of polar and
non-polar forces acting simultaneously to stabilize the different conformations. For
states A and B which occur for short distances when the end-to-end distance is less
than 0.5nm, there are three regions along the backbone contact coordinate. We also
notice, that the states where the N and C termini are further away from each other
(states C and D) are characterized by slightly smaller backbone contact values al-
though the differences are not so drastic indicating that even in the so-called less
compact (or extended) states, there are significant hydrogen bonding interactions be-
tween the N–H and C––O groups of the backbone. To give a clear description of the
hydrogen bonding interactions between the N–H and C––O groups of the backbone,
we used another collective variable, the total number of backbone-backbone hydrogen
bonds which is shown in the right vertical y-axis of Figure 4.3a. Figure 4.3a shows
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that both the compact and extended states have more than one intramolecular hy-
drogen bond. We also examined the individual contributions coming from different
backbone-backbone hydrogen bonds. Note that that hydrogen bonds between N–H
of GLY and C––O of ILE2, N–H of LEU and C––O of ILE2, and N–H of MET and
C––O of ILE2 contribute the most to the total number of hydrogen bonds. The right
panel of Figure 4.3 illustrates how the hydrophobic side chains contribute to the con-
formational fluctuations. For short N-C termini distances, there are conformations
consisting of high and low side-chain contact. The changes in the side-chain contact
parameter in this regime, are quite significant - the value of side-chain contact un-
dergoes broad fluctuations and can increase by a factor of 4 between states A and
B.
(a) (b)
Figure 4.3: (a) Reweighted 2D free energy surface along end-to-end
distance, backbone contact(left y-axis), and total number of backbone-
backbone hydrogen bonds(right y-axis) and (b) along end-to-end dis-
tance and side-chain contact
The preceding analysis shows the importance of both hydrogen bonding backbone
interactions as well as the packing of hydrophobic side-chains once the N and C
termini are in close proximity. To elucidate how changes in the backbone contact
and side-chain contact result in changes in the radius of gyration and hence also to
resolve better the differences in the origin of states A, B, C, and D in Figure 4.2,
we examined 3D free energy surface along the end-to-end distance, the radius of
gyration, the backbone contact and the side-chain contact as shown in Figure 4.4.
In order to ease the visualization of the 3D free energy surface, we identify three
regions of the free energy surface, with different colors: less than 3, 7 and 11 kJ/mol
shown in red, yellow and blue respectively. A is characterized by a lower radius of
gyration compared to B and based on the 3D free energy surface, the former features
slightly larger backbone contacts originating from interactions of the amide dipoles
(see Figure 4.5). In addition, the backbone contacts for state A are quite similar to
the extended state C. Interestingly, the 3D free energy surface shows that the largest
backbone contact corresponds to a possible intermediate state that is sampled during
the transition between between basins A and B.
The right panel of Figure 4.4 shows the coupling of the end-to-end distance, the
radius of gyration and side-chain contact and provides better separation of all the
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Figure 4.4: (a) Reweighted 3D free energy surface along end-to-end
distance, radius of gyration and backbone contact and (b) along end-
to-end distance, radius of gyration and side-chain contact.
various states and also into the origins of the changes of the radius of gyration. The
side chains are all hydrophobic amino acids and hence an increase in their contacts
corresponds to the formation of favorable van-der-Waal interactions between alkylic
groups. We clearly see here that moving from lower to higher radius of gyration when
the N and C termini are in close contact, involves a rather drastic decrease in the
extent of side-chain interactions. States C and D on the other hand, are characterized
by side-chain contacts sandwiched between A and B. In C, the side chains of amino
acids isoleucine and leucine pack closely with each other while in D which has the
lowest side-chain packing, involves isoleucine and methionine. Interestingly, moving
to state B results in a conformation where all the side chains are solvent exposed.
Finally, the transition from B to A involves a collective collapse of all but one of the
hydrophobic side chains. This creates a conformation resembling a Janus-like particle
with the polar hydrogen bonds of the backbone on one side and the non-polar side
chains on the other (see left and right panels of Figure 4.5).
(a) (b)
Figure 4.5: (a) Representative snapshot of basin A and (b) basin B
From an energetic standpoint, the creation of this compact Janus-like structure
involves a marked decrease of side-chain interaction energies. We showed in Figure
















Figure 4.6: Reweighted 3D free energy surface along end-to-end dis-
tance, radius of gyration and enthalpy of sidechain
The transition from B to A results in a decrease of sidechain interaction energy
by ≈ 15kJ/mol. It is clear from the figure that sidechain interaction energy for state
C is also larger than state A by ≈10kJ/mol even though states A and C have similar
radius of gyration.
The picture developed up to this point, reveals a rich variety of molecular in-
teractions involving both polar hydrogen bonding and hydrophobic interactions for
the zwitterionic chain. Fluctuations in the backbone and side-chain contacts lead to
changes in the extent of compactness and hence the radius of gyration. Although
we have focused on the hydrogen bonding interactions of just the amide bonds of
the backbone, due to the highly flexible character of the termini, polar interactions
between the termini and the backbone also play an important role in stabilizing all
the various conformations. In Figure 4.7, we showed free energy surfaces along with
the end-to-end distance and the enthalpies between termini and backbone and be-
tween backbone groups. As you can see in the left panel of Figure 4.7, the transition
from the extended state to compact state results in the decrease of termini-backbone
interaction energy by 300 kJ/mol. In the right panel of Figure 4.7, the backbone in-
teraction energy are shown where there are less pronounced changes in the backbone
interactions consistent with Figure 4.3.
These results are also interesting within the context of understanding the aggre-
gation of amyloid fibrils. As indicated in the introduction, the underlying driving
forces associated with the formation of the fibrils include both hydrogen bonding of
the backbone and burying of hydrophobic side chains [Wälti et al., 2016]. Our sim-
ulations show that these driving forces form an integral part of the conformational
fluctuations of our small model peptide.
Protein-Water Interactions
It goes without saying that these fluctuations involving the close packing of the
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(a) (b)
Figure 4.7: (a) Reweighted 2D free energy surface along end-to-end
distance and enthalpy between backbone and termini (BT Enthalpy),
(b) along end-to-end distance and enthalpy of backbone (BB Enthalpy)
hydrogen bond network to stabilize the backbone interactions as well as the packing
of side chains must be intimately coupled to the reorganization of the surrounding
solvent. There have been numerous studies in the literature discussing the importance
of this coupling [Bellissent-Funel et al., 2016; Fischer and Verma, 1999; Best, Zheng,
and Mittal, 2014; Mattos, 2002; Phillips and Pettitt, 1995; Bizzarri and Cannistraro,
2002; Tarus, Straub, and Thirumalai, 2006; Baumketner and Shea, 2007]. One ob-
vious question that emerges from the preceding analysis regards the changes in the
exposure of both the backbone and side-chains to the solvent during the structural
transformations along the free energy surface. The left and right panels of Figure 4.8
show the free energy surface along the end-to-end distance and the contact between
the backbone/side-chain and water. In constructing this contact map, we focused
on water molecules within 3.5 Angstrom of the backbone/side-chain. Although the
peptide chain becomes more compact at short N-C termini distances, this structural
transformation is manifested much more in the solvent exposure of the side-chain
than in the backbone.
In the following section, we will tackle the exposure of the peptide to the solvent
through an examination of some topological properties involving the hydrogen bond
network. The snapshots shown earlier in Figure 4.5 depicts the physical origins of
Figure 4.8. In one case (panel b) the side chains are mostly separated away from each
other leaving a lot of room for water molecules to be interspersed between the side
chains. On the other hand, for state A which is the most compact state, involves the
collective collapse of several of these side chains leading to the expulsion of solvent.
The backbone on the other hand, as we will see in more detail in the next section, still
remains solvent exposed - in fact, in both state A and B we see that the amide dipoles
orient in such a fashion so that several N–H groups of the backbone essentially form
strong hydrogen bonds with a single C––O, while most of the other carbonyl oxygens
remain solvent exposed. The fact that the anionic carbonyl groups are exposed to
water is consistent with an idea proposed by Collins [Collins and Washabaugh, 1985]
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who suggested that the structuring of water induced by ions, is rooted in specific
hydrogen bonding interactions. He proposed that anions are better at ordering water
molecules than cations due to the asymmetry of charge in a water molecule. In the
next section we will see how the ordering of water is reflected in the formation of
water wires around the peptide chain.
(a) (b)
Figure 4.8: (a) Reweighted 2D free energy surface along the end-to-
end distance and backbone-water contact and (b) along the end-to-end
distance and sidechain-water contact
4.3.2 Water Wires Around Amyloid β30−35 Chain
Earlier we showed that the backbone-water contact map does not feature any signifi-
cant changes during the structural conformational changes. On the other hand, there
are much larger changes in the solvent density around the hydrophobic side-chains.
The backbone-water contact map quantifies the polar interactions formed between the
amide groups and the surrounding water but is blind to the orientational correlations
originating directly from the hydrogen bond network.
Understanding the role of hydrogen bond networks in shaping both the structural
and dynamical properties of biological systems continues to be a topic of active in-
vestigation [Smolin et al., 2005; Cui, Ou, and Patel, 2014; Brovchenko et al., 2005;
Ahmad et al., 2011]. Thirumalai and co-workers have also shown that long-lived
water wires between two beta sheets from the polar fragment of the yeast prion pro-
tein, result in long-lived metastable structures [Thirumalai, Reddy, and Straub, 2012;
Reddy, Straub, and Thirumalai, 2010]. The analysis of the water wires in these stud-
ies is done in a qualitative manner without quantitatively examining the hydrogen
bond network. There have been several theoretical studies examining the importance
of water networks in maintaining the structural integrity of proteins as well as in
the interaction of proteins. In particular, Mazen A. and co-workers [Ahmad et al.,
2011] showed that during the encounter of two hydrophilic proteins, adhesive water
networks form between them stabilizing intermediate states before native contacts
form. In all these studies, the connections between the nodes in the network neglect
the directionality of the interactions. It is clear however, that if one is interested
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in networks associated with water hydrogen bonds as we are here, then one must
consider the evolution of directed networks.
In this section, we examine the cooperative and collective behavior associated with
the reorganization of the directed adhesive networks enveloping the hexapeptide chain
in water. As described in the Methods section, we examined the statistics associated
with the shortest directed path connecting candidate donor and acceptor groups.
Before we showcase individual water wires forming an important and integral part of
the protein structure and how they change during the conformational fluctuations,
we begin by quantifying how the collective directed network from all possible donor
to acceptor groups evolves during conformation fluctuations of protein. In order to
quantify this, we examined the global efficiency of the protein-water network which








where N is the number of vertices (N–H and C––O groups) and ℓij is the shortest
path length between i and j vertices. If the two vertices i an j are not connected, 1/ℓij
is set to zero so that these pairs don’t contribute to global efficiency.
Figure 4.9 shows the free energy surface obtained along the end-to-end distance
and Eg. Since the global efficiency averages over many directed paths from different
parts of the peptide, it is useful to calibrate ourselves first on the typical shortest
path lengths (ℓij) that the Eg maps onto. An average directed path of length 1 would
correspond to a global efficiency of 1. In the limit that there are no directed paths
between the nodes, Eg would tend to 0. When the N and C termini are separated far
away from each other, Figure 4.9 shows that Eg is peaked at 0.065 corresponding to an
average path length of about 16. In this extended state, there are large fluctuations
in the directed network connecting the donor N–H and C––O groups in the peptide
as seen in the broad distribution of Eg extending from 0.04 to 0.125 implying the
formation of very long wires of length 25 to rather short wires of length 8. Moving
from states C and D into the regime where the N and C termini are in close contact,
leads to an overall increase in Eg. At short end-to-end distance distances of 0.35
nm, there is a minimum corresponding to a typical path length of 11 which results
from the formation of shorter directed paths between the donor and acceptor groups
compared to the extended state although there are still rather large fluctuations in
the network.
The global efficiency of the network averages over connections involving all terminus-
terminus, termini-backbone and backbone-backbone and hence we get a global mea-
sure of the changes in the connectivity. Furthermore, the contributions to global
efficiency between candidate donor and acceptor groups involve the possibility of
many long wires or a few short wires. To examine the contribution of wires from
specific donor and acceptor groups of the peptide, to the global efficiency, we also
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Figure 4.9: Reweighted 2D free energy surface along the end-to-end
distance and global efficiency
determined a local efficiency in a similar way to the global efficiency. The differ-
ence being that in the local efficiency, the summation goes over the number of nodes
specific between a particular donor and acceptor. To understand better the changes
of the water networks involving the termini and backbone separately, we show in
Figure 4.10 the free energy surface obtained by examining the components of local
network. The top left panel elucidates the changes involving the specific connections
between the N and C terminus. When the N and C termini are far away from each
other the local efficiency is small corresponding to very long water wires. More in-
teresting features emerge when the distance is short - there are several sub-basins
along the local efficiency corresponding to different types of salt-bridges which con-
sist of both direct contact between the N and C termini as well as by water mediated
interactions due to the formation of short water wires ranging from length 2 to 5.
The evolution of the specific water wire between the N and C termini is shown in
the bottom left panel of Figure 4.10. Visual examples of the different types of water
wires are shown in the bottom left panel of Figure 4.10.
The top right panel of Figure 4.10 elucidates the water networks formed between
all the backbone amide groups and carbonyl oxygens. In the extended state, the
backbone is stabilized by water wires of varying lengths ranging from 5 to 30 with a
dominant peak at 15. Transitioning into the regime where the N and C termini are
in close contact results in a more structured landscape implying that in both states
A and B, there are different types of sub-states stabilized by unique water-networks.
A specific example of these water networks are illustrated in the bottom right panel
of Figure 4.10 formed between the isoleucine and leucine residues. We observe here
as well that there are specific water wires between the amide groups of these amino
acids as a function of the N-C termini distance - see labels 1, 2 and 3.
A similar type of analysis focusing on the networks connecting the N-terminus to
the backbone and the backbone to the C-terminus shows distinct patterns in the water
56
Chapter 4. Hydrogen Bond Networks and Hydrophobic Effects in the Amyloid
















0.5 1.0 1.5 2.0 0.5 1.0 1.5 2.0






























































































































Figure 4.10: Top: (a) reweighted 2D free energy surface along the
end-to-end distance global efficiency of water wires between N and
C termini(left y-axis) and it’s local efficiency(right y-axis), (b) along
the end-to-end distance and global and local efficiencies of water wires
between N–H and C––O of backbone. Bottom: (c) along the end-to-
end distance and the shortest path length between NH3+ and COO–
and (d) along the end-to-end distance and the shortest path length
between NH(ILE2) and C––O(LEU).
wires between the two respective situations. To illustrate these features we show in
the left and right panels of Figure 4.11 a comparison of the distribution of water wires
from the N-terminus to the C––O group of Glycine and from the N–H group of the
Glycine to C-terminus respectively. The free energy landscapes associated with these
coordinates are distinct, reinforcing the notion that the interactions of the N and C
termini with the backbone is mediated by specific water-wire motifs.
The global and local-efficiency network measures associated with the NH3+(terminus)-
backbone and backbone-COO– (terminus) are shown in Figure 4.12. The water wires
connecting NH3+-backbone show that the compact and states have slightly smaller
wires but that in both states the fluctuations are quite similar ranging from 10 to
30. The pathway going from extended state to the compact state involves the in-
crease of the global and local connectivities between N-terminus and backbone. On
the other hand, free energy surface involving the water wires connecting backbone-
COO– has more structure and it features large fluctuations in the compact state than
the wires connecting N-terminus to the backbone. For example, the local minima of
average path length of ≈3 appeared in the compact state, where there are different
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Figure 4.11: (a) Reweighted 2D free energy surface along the end-to-
end distance and the shortest path length between NH3+ and C––O
of GLY and (b) along the end-to-end distance and the shortest path
length between N–H of GLY and COO–
to the compact state doesn’t involve any significant change along the global and local





Figure 4.12: (a) Reweighted 2D free energy surface along end-to-end
distance and protein-water H-bond (PW-HB) network connectivity be-
tween NH3+ termini and backbone, (b) along end-to-end distance and
PW-HB network between backbone and COO– termini.
To better see how the water wires couple with the protein coordinates, we con-
structed one-dimensional free energy distributions along the various network coordi-
nates when the distance between the N and C terminus was less than 4 Å. Take for
example, the distribution along the water-wire network coordinate from the N to C
terminus in the left panel of Figure 4.13 which shows a deeper minimum at around
0.25 (corresponding to an average path length of 4 ). The distribution is however
broad, rough and characterized by several local minima that are thermally accessible.
Similarly, the free energy distribution along the backbone network coordinate is also
broad and rough in the right panel of Figure 4.13.
Another way to interpret this is that the solvent contributes to the configurational
entropy of the peptide. This is an issue we are currently exploring. Since we are
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Figure 4.13: (a) 1D free energy along local efficiency of water wires
connecting NH3 and COO and (b) along local efficiency of water wires
connecting NH and CO groups of backbone
dealing with a short chain made up of 6 amino acids, it is clear that the water wires
linking the N and C termini will be more important compared to longer chains.
However, the preceding analysis also show the existence of water wires involving the
termini and backbone as well as within the backbone itself, which is expected to
be more important for longer chain systems. In the future, it will be interesting to
examine how the properties of the water wires change as a function of the length of
the chain as well as the sequence of amino acids forming the chain.
4.3.3 Coupling of Protein and Water Fluctuations
In this work we have placed particular emphasis on the coupled reorganization of
the hydrogen bond networks involving intraprotein contacts as well as that of the
protein and surrounding water. The electrostatic interaction between the N and C
termini results in the formation of strong salt-bridges that can be both in direct
contact or mediated through the solvent by water wires. Besides the salt bridges,
there are a myriad of network connections that can form between different donor and
acceptor groups of the peptide through the solvent. Thus conformational fluctuations
are best seen as a collective reorganization of both protein and water networks. At
the same time, the side chains of the amino acids are hydrophobic in nature and
the extent to which they pack closely with each other, also plays an important role
in stabilizing different types of conformations. The collapse of the side-chains and
explusion of water results in the formation of a protein conformation resembling a
Janus-like particle.
The coupling of the reorganization of the water networks as well as the collapse
of the hydrophobic side-chains, as pointed out earlier, is shown more clearly in the
left and right panels of Figure 4.14. The left panel shows the coupling between the
squeeze out of water molecules between the side-chains and the increase in their van-
der-Waals packing. The transition from states B to A involves a coupling of these two
events occurring simultaneously similar to what was observed in earlier simulations
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Figure 4.14: (a) Reweighted 3D free energy surface along the end-to-
end distance, the radius of gyration and number of water molecules
within 0.5nm of the side-chain groups and (b) along the end-to-end
distance, side-chain contact and global efficiency
of a hydrophobic sub-sequence of the amyloid fibril [Reddy, Straub, and Thirumalai,
2010]. Besides the water expulsion of water, there is also a collective reorganization
of the hydrogen bond network. This feature is seen in the right panel of Figure 4.14
where we see that during the collapse of the hydrophobic side-chains there is an
overall shortening of water wires enveloping the hexapeptide. It would be interesting
in future studies to understand how these features change as one moves to larger
polypeptides as well as how the mechanisms are altered when the chemistry of the
side-chain groups are altered.
The 3D-Surfaces that we have shown in Figure 4.14 involving coupled protein and
water reorganization, as well as those shown of the coupled side-chain and backbone
fluctuations have important implications on the underlying dynamics of the peptide
fragment. While it is beyond the scope of the current study to characterize the
dynamical properties, we were interested in getting some theoretical error bars on
the quality of the reaction coordinates we have used here. One of the important
coordinates in our work is the fluctuation of the N-C termini distance and hence we
extracted the transition state theory (TST) estimate of the rate constant of escape
from the contact state with dee ∼0.35nm in Figure 4.1a and compared it to the
mean first passage time (MFPT) obtained from ∼60 unbiased trajectories initialized
from this region. The TST estimate of the rate constant is ∼10ps−1. Our unbiased
trajectories were each run for a simulation time of 500ps - about 80% of the trajectories
escaped within this time and the MFPT is ∼145 ps. There is, however, a broad
distribution of escape times ranging from about 10-200ps. The difference between
the TST estimate and our unbiased trajectories is not surprising since the former
always overestimates the rate constant [Hänggi, Talkner, and Borkovec, 1990].
We show below two unbiased trajectories illustrating the evolution of various col-
lective variables and the importance of the collective reorganization in the fluctuations
on the free energy surface. In Figure 4.15 we show the evolution of end-to-end dis-
tance, radius of gyration, side-chain contact, global efficiency and finally the shortest
path between the N and C termini. Between 250 and 270 ps, the distance between
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the N and C termini increases and the system transits out of state A. In this case,
there is no big change in radius of gyration (see the violet curve in the top left panel
of Figure 4.15). However, we see that there is a decrease in the global efficiency
parameter around the same timescale. Part of the decrease in the global efficiency
comes from the formation of a longer wire forming between the N and C termini as
seen the bottom right panel of Figure 4.15. Finally, we also see that the transition
out of A occurs when the side-chain contact parameter is at a lower value than that
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Figure 4.15: collective variables: end-to-end distance, radius of gy-
ration(red line), side-chain contact, global efficiency and the shortest
path length between N and C termini as a function of time.
The importance of the fluctuations in the side-chain contact parameter is reflected
in another trajectory shown in Figure 4.16. In this case we see that the distance
between the N-C termini increases transiently at around 270ps but then decreases
again. radius of gyration again remains constant during this transition. Looking at
the side-chain contact parameter we see that it has a larger value than that in Figure
4.16. In addition, we also see that a longer water wire between the N and C termini
forms transiently but then the disappears when a strong salt bridge is reformed.
4.3.4 Implications on Amyloid Aggregation Mechanisms
In a recent experimental study, it was shown that the Aβ1−42 fibrils are characterized
by a hydrophobic core involving the dense packing of alkylic side chains. Besides
this, there are of course hydrogen bonds between the amide groups of the backbone.
In order for all these conformational changes to occur, there must be some changes
in the exposure of the side chains and backbone to the surrounding water. There
are several simulation studies that have proposed the important role of water wires
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Figure 4.16: collective variables: end-to-end distance, radius of gy-
ration(red line), side-chain contact, global efficiency and the shortest
path length between N and C termini as a function of time.
still remains an open question [Thirumalai, Reddy, and Straub, 2012; Reddy, Straub,
and Thirumalai, 2010].
We cannot make any quantitative claims about the implications of our results on
the aggregation mechanism, but we can deduce some qualitative suggestions from the
behavior of the monomer chain. As pointed out earlier, in some recent studies, Thiru-
malai and co-workers suggested that chronological order in which peptide-peptide
contacts versus water expulsion occurs can affect the kinetics of aggregation as well
as the amount of water wires that eventually end up in the fibril [Thirumalai, Reddy,
and Straub, 2012; Reddy, Straub, and Thirumalai, 2010]. Firstly, it is clear from
the analysis of the hydrogen bond networks that the aggregation process will involve
the reorganization of many different water wires and that not all of them will be the
same. As aggregation proceeds, there will likely be water wires that get trapped in
the nucleating core as well as those that get expelled. Since the Aβ1−42 is made up
different types of side-chains, the underlying dynamics of the water wires will vary
depending on the particular polar and non-polar groups in the local environment.
Besides the water wires, there is also the question of the length scales of hydropho-
bicity and hydrophobic collapse involved in the aggregation mechanism. At the early
stages, like in our simulations of the monomer state, we observe fluctuations involving
the collective collapse of the hydrophobic side chains and simultaneous reduction of
water density around those groups. Clearly for a much larger chain this will be more
complicated. However, as aggregation proceeds, there will likely be a competition
between hydrophobic collapse involving side-chains within the same monomer and as
well as from different monomers or semi-nucleated chains. We can only speculate at
this point, that the presence of long living water wires may slow down the kinetics of
62
Chapter 4. Hydrogen Bond Networks and Hydrophobic Effects in the Amyloid
β30−35 Chain in Water
hydrophobic collapse.
4.3.5 NMR and CD Spectra Predictions
There are currently no experiments examining the structure of the zwitterionic and
methyl-capped system in water. Here at this point, we made some theoretical pre-
dictions of the NMR chemical shift and CD spectra of both systems. To do this, we
used an open source empirical predictor of the NMR chemical shifts namely ShiftX2
[Han et al., 2011] which has been used in numerous other applications [Kragelj et al.,
2013; Frank et al., 2015; Zhu, Zhang, and He, 2013]. For the CD spectra, we used
the empirical predictor DichroCalc [Bulheller and Hirst, 2009]. Comparing the NMR
chemical shift and CD spectra, the latter appears to be more revealing in distinguish-
ing zwitterionic and methyl-capped systems.
Out of all the chemical shifts examined, we found that the proton attached to the
nitrogen atoms of the amide groups provided the strongest signal in the chemical shift
to possibly distinguish between the different conformations explored by the zwitteri-
onic and methyl-capped systems. In the left panel of Figure 4.17, histograms for the
two systems are shown. A total of 300 configurations were used for both the zwitte-
rionic and methyl-capped systems respectively. For zwitterionic and methyl-capped,
the configurations were randomly chosen from those within 2 kBT units of the minima.
Overall, the methyl-capped system shows a more structured chemical shift distribu-
tion compared to zwitterionic. The fact that the zwitterionic proton chemical shifts
have a pronounced population between 8-8.5ppm compared to the methyl-capped
may originate from the fact that this region has been shown to be correlated with
beta-sheet character [Sibley, Cosman, and Krishnan, 2003]. Although zwitterionic
is a single chain, we have found that the conformational fluctuations involving the
creation of states A,B and D present some beta-sheet like character.
In the right panel of Figure 4.17, we show the CD spectra for zwitterionic and
methyl-capped systems averaged over 100 configurations each. Comparing the two,
we see that zwitterionic system has a stronger intensity of absorption at about 195nm
while, methyl-capped system has a stronger intensity of absorption at about 203nm.
These differences likely correspond to the subtle changes in the extent of beta-sheet
like local structures that are more pronounced for the zwitterionic system. It should
be stressed that both zwitterionic and methyl-capped systems are short polypeptides
and hence cannot really form any stable secondary structures.
4.4 Conclusion
In this chapter, we have explored the conformational landscape of a hexapeptide
of the C-terminal fragment of Amyloid β30−35 in liquid water using well-tempered
metadynamics simulations. The free energy landscape of this system is very rich and
characterized by an underlying structural disorder where the N and C termini plays
a critical role in stabilizing different conformations. The conformational fluctuations
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Figure 4.17: Chemical shifts of the proton attached to the nitrogen
atoms of the amid groups (left panel) and CD spectra for zwitterionic
and methyl-capped systems (right panel). Error bars are shown in
both figures.
on the free energy landscape are driven by an intimate coupling of electrostatic inter-
actions, hydrogen bond networks and hydrophobic forces. Although the importance
of these interactions are known to be important in the aggregation of biological sys-
tems, a molecular characterization and understanding of the underlying processes still
remains an active area of research. It is clear that the N and C termini play an im-
portant role in stabilizing different conformations of the hexapeptide in water. These
conformations involve explicit salt-bridges between the termini and strong hydrogen
bonds between the termini and the backbone amide groups. As indicated earlier,
in order to assess the sensitivity and to understand how the free energy landscape
changes in the absence of standard N and C terminal groups, we also performed sim-
ulations of a hexapeptide that is capped with methyl groups. The absence of the
standard termini groups has a rather drastic effect on the conformational landscape.
In Figure 4.18, the free energy surface along both the end-to-end distance and the
radius of gyration confirms the presence of essentially only one minima. Interestingly,
if we compare this to the free energy surface of the zwitterionic system, they share
similar features of having analagous states A through D. However, the absence of the
termini interactions de-stabilizes many of the conformations and hence is likely to
affect the mechanisms associated with amyloid aggregation inferred in previous sim-
ulations where the termini are capped with methyl groups [Baftizadeh et al., 2012;
Urbanc et al., 2004; Plumley et al., 2014; Hughes, Burke, and Doig, 2000; Soto,
Griffin, and Shea, 2007].
Although our simulations only examine the importance of the evolution and fluc-
tuation of directed water wires for the monomer chain, it would be interesting to
explore in the future, how these properties change during the aggregation process
and how this is altered by the number of monomers in the nucleation center [Thiru-
malai, Reddy, and Straub, 2012]. Although our metadynamics simulations currently
do not allow us to extract dynamical properties, an obvious extension of the current
work is to understand the dynamics associated with the conformational transitions
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and the reorganization of water networks around the protein. The tools developed
here would be interesting to apply to these problems in the future.
Our studies should also motivate new experiments examining the effect of mutat-
ing the termini on spectroscopic observables probed through methods such as circular
dichroism [Rybicka et al., 2016] and nuclear magnetic resonance [Karamanos et al.,
2015] and also on optical properties such as fluorescence [Pinotsi et al., 2016].
Figure 4.18: 2D free energy surface obtained from 1.1-µs-long well-
tempered metadynamics for methyl-capped chain. The free energy
surface is contoured by 2.5kJ/mol up to 25kJ/mol.
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Chapter 5
A Data Science Approach to
Understanding Water Networks Around
Tri-Alanine
A version of this chapter has been published as:
Jong, K.; Hassanali, A. A Data Science Approach to Understanding Water Networks
Around Biomolecules: The Case of Tri-Alanine in Liquid Water. J. Phys. Chem. B.
122 (32), 7895 (2018)
In this chapter, I use data-science algorithms to examine the complexity of water
around tri-alanine protein.
5.1 Introduction
Water is one of the most ubiquitous solvents forming the essential lubricant of life
[Franks, 2000; Ball, 2008; Robinson et al., 1996]. Both experimental and theoretical
studies in the last century have elucidated with profound detail, the role of water
in maintaining the structural and dynamical integrity of biomolecules [Ansari et al.,
1992; Fenimore et al., 2002; Zhao, Li, and Tian, 2013; Bellissent-Funel et al., 2016]. In
fundamental biophysical processes such as protein folding [Levy and Onuchic, 2006;
Makhatadze and Privalov, 1993; Privalov and Makhatadze, 1993], protein-protein and
protein-ligand interactions [Huggins, Marsh, and Payne, 2011; Papoian, Ulander, and
Wolynes, 2003; Dubins et al., 2000], both hydrophobic [Russo, Teixeira, and Ollivier,
2009; Russo, Ollivier, and Teixeira, 2008] and electrostatic forces [Foderà et al., 2013;
Zhang, Witham, and Alexov, 2011] are mediated by the solvent medium.
Despite long study, the microscopic origins and mechanisms associated with the
coupling of protein and solvent degrees of freedom still remain an active area of in-
vestigation. Numerous experimental and theoretical investigations have shown that
proteins perturb both the structure and dynamics of water around them [Fogarty
and Laage, 2014; Tarek and Tobias, 2000; Bagchi, 2005; Laage, Elsaesser, and Hynes,
2017]. The extent of this perturbation and how it changes as a function of temper-
ature, has been a subject of lively discussions in the literature. It is well known, for
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example, that at around 200-220K proteins undergo a dynamical glass-like transition
resulting in an enhancement of their intrinsic fluctuations [Vitkup et al., 2000; Gupta,
Chakravarty, and Bandyopadhyay, 2016; Jansson, Bergman, and Swenson, 2011].
Protein dynamics is thought to be strongly modulated by the surrounding solvent,
and water has often been described as slaving the protein motions [Fenimore et al.,
2002; Zhao, Li, and Tian, 2013]. The thermodynamics and dynamics of a protein is
ultimately dictated by the underlying free energy surface (FES) in which the fluctu-
ations occur. Due to the sheer complexity of these systems, it is typical practice to
focus on a few important protein (or more generally solute) degrees of freedom and
to neglect those of the surrounding solvent [Pietrucci and Laio, 2009; Fiorin, Klein,
and Henin, 2013]. On the other hand, if the solvent does in fact tune the fluctua-
tions of the protein one wonders how exactly this is manifested in the FES and how
sensitive the FES is to the underlying secondary structure of the protein. Answering
these questions form the subject of this work with specific focus on identifying the
important solvent variables around biomolecules.
Hydrogen bond network analysis has been used in several previous studies to un-
derstand the structural and dynamical properties of hydration water around biomolecules
as well as in bulk water. For example, examining the spanning hydrogen-bond net-
work of water molecules in the hydration shell around some proteins has been shown
to break at the transition temperature of around 307K, which is apparently insensitive
to protein structure and average interaction energy between the protein and water
molecules [Oleinikova and Brovchenko, 2011]. A more recent study by Sterpone and
co-workers used a clustering of the connectivity states involving the hydrogen bond
network to demonstrate a direct correlation between protein dynamical transition and
the disorder of the extended water-water hydrogen bond network [Rahaman et al.,
2017]. The hydrogen bond network in bulk water has also been investigated by a net-
work analysis showing the structural inhomogeneity of water [Rao, Garrett-Roe, and
Hamm, 2010]. The morphological structures of ion aggregates and hydrogen bond
networks in high salt solutions have also been studied by spectral graph theory giving
insights into the connectivity of network upon introduction of ions [Choi and Cho,
2014]
Here, we use a combination of data-science oriented algorithms [Rodriguez and
Laio, 2014; Facco et al., 2017; Rodriguez et al., 2018] to investigate the structure
and the topography of the free energy landscape of water around a peptide chain,
aqueous tri-alanine (Al3) from molecular dynamics simulations. Understanding the
free energy landscape of this system in terms of its secondary structure has been the
subject of several previous studies [Marinelli et al., 2009]. Here we concentrate on
the importance of the surrounding water. In particular, we estimate the intrinsic
dimension and we reconstruct the topography of the landscape by using various wa-
ter coordinates. We find that the complex structure of the landscape can only be
highlighted by using variables capturing the structure of the water network, namely
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the water wire variables [Jong, Grisanti, and Hassanali, 2017]. More trivial water co-
ordinates, such as the number of hydrogen bonds formed by the solute with the water
molecules, wash out the relevant information. We also discover that the free energy
landscape of the water molecules is qualitatively different in different conformations
of Tri-alanine. In particular, if the molecule is in an α conformation the landscape is
extremely rough, while it is more smooth if the molecule is in a β conformation.
This chapter is organized as following. We begin by introducing the details of
computational methods in Section 5.2. We then move on in Section 5.3 to discuss
our results on the hydrogen bond network around tri-alanine peptide, comparing to
the hydrogen bond network in bulk water system. Here we look at the other solvent
coordinates like solvent coordinates and discuss electric field on the water wires.
Finally, we end in Section 5.4 with some conclusions and possible future directions.
5.2 Computational Methods
5.2.1 MD simulations
MD simulations were performed using GROMACS 2016.4 [Pronk et al., 2013] package
with AMBER03 [Duan et al., 2003] force field and the TIP3P [Jorgensen et al., 1983]
water model. Al3 is solvated in a cubic box of length 32 Åwith 1052 water molecules.
The time step was set to 2 fs. The real space cut-off the electrostatic interaction
and the cutoff of the van der Waals interaction were set to 10 Å. The van der Waals
interaction is switched off smoothly from 9 Åto 10 Å. A neighbor list is updated every
10 steps and the cut- off distance of the short-range neighbor list was set to 11 Å.
Particle Mesh Ewald method(PME) [Darden, York, and Pedersen, 1993; Essmann et
al., 1995] was used to treat the long-range electrostatic interactions with the maximum
grid spacing for the Fourier transformation of 1.2 Åand an interpolation oder of 4.
The system was simulated within the NPT ensemble using the Berensden barostat
[Berendsen et al., 1984] at 1bar. The characteristic time of the thermostat is 0.1
ps and that of the barostat is 2.5 ps. A long-range dispersion correction is applied
for both energy and pressure for the van der Waals cutoff. All bond lengths of the
alanine system are fixed by the LINCS algorithm [Hess et al., 1997]. The SETTLE
[Miyamoto and Kollman, 1992] algorithm was used to fix the angle and bond length
of the water molecule.
For some of our analysis we examined water wire distributions in bulk water. For
these simulations, a periodic box of 512 water molecules in the cubic box of length
24.81 Å was used. The TIP3P water model was used for these calculations and the
parameters for the molecular dynamics are the same as those used with tri-alanine.
5.2.2 Collective Variables for Clustering
In order to understand the coupling of protein and water, we need to establish a series
of coordinates involving both the solute and water that will be used for extracting
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the intrinsic dimensionality as well as for the eventual clustering. These coordinates
are described in the following.
5.2.2.1 Solute Coordinates
The conformation of an amino acid can be defined by a series of dihedral angles of the
backbone. According to the Ramachandran plot, a pair of the dihedral angles, (ϕ,
ψ), of each amino acid would characterize the conformational state of each residue
in the peptide chain. In this work, we used the six dihedral angles of Al3 for the
dimensionality and clustering analysis. Besides the dihedral angles, there have been
numerous studies that have shown that conformational changes in proteins is coupled
to changes in the extent of backbone contacts involving amide hydrogen bonds as well
as side chain packing of both polar and non-polar amino acids. These interactions
are quantified by the backbone contact (BC) and sidechain contact (SC) details of
which can be found in section 4.2.
5.2.2.2 Solvent Coordinates
We consider two types of solvent coordinates which have different degree of com-
plexity. The first is the canonical water coordination number around the N-H and
C=O groups. In the case of Al3, there are a total of eight coordination numbers. To
determine the coordination number, we use a smooth switching function like we did
for the BC and SC. Details of the functional form can also be found in section 4.2).
The water coordination number, integrates out the orientational and topological
properties of the hydrogen bond network that surrounds a biomolecule. There have
been several studies pointing to the role of directed hydrogen bond networks around
proteins. In a recent work [Jong, Grisanti, and Hassanali, 2017], we showed that for
a 6-chain amino acid forming a sub-segment of the amyloid-beta 42 protein, there are
numerous water wires threading the peptide chain and that link donor and acceptor
groups. For the system examined in this work, the donor groups of the protein are
the N-H groups of the backbone, while the acceptor groups are the C=O groups of
the backbone and the C-terminus. The water molecules act as both the donor and
acceptor groups.
To obtain the water wires, we construct an adjacency matrix with edges between
donor and acceptor groups. The vertices(v) of adjacency matrix includes the all
nitrogen and oxygen atoms of the termini and amide groups of the backbone as well
as the all oxygen atoms of the water molecules. The weight of the edge(eij) between
the vertices vi and vj is determined by the strength of a hydrogen bonding interaction.
The weight is determined using a combination of several geometrical quantities such
as the distance between the donor and acceptor atoms(dDA), the distance between the
hydrogen and the acceptor atoms(dOH) and the angle between the hydrogen and the
acceptor atoms at the donor atom(∠HDA) (see section 2.2 for more details). Since
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the Dijkstra [DIJKSTRA, 1959] algorithm is used identifying the shortest path, edges
with stronger hydrogen bonds have a smaller weight.
5.2.3 Estimating the Intrinsic Dimension
Due to the presence of steric and chemical constraints, the configurations generated
by molecular dynamics are approximately contained into a manifold of relatively small
dimension. The dimension of this manifold, which is also the minimum number of the
variables needed to accurately describe the system, is called intrinsic dimension(ID).
Here, we compute the ID by TWO-NN, a recently introduce estimator [Facco et al.,
2017]. In this approach, the value of the intrinsic dimension, d, is estimated from
the empirical probability distribution of µi =
r2,i
r1,i
where r1,i is the distance of the first
neighbor of point i and r1,i is the distance of the second neighbor.
It can be proved that the cumulative probability distribution of µ is given by
F(µ) = 1 − 1
µd
independently on the density of the point. This allows inferring the
value of d also in data samples characterized by large variations of the density [Facco
et al., 2017]. The same approach allows also quantifying the reliability of the estimate
of d by block analysis. A meaningful estimate of the ID should indeed be robust with
respect to the decimation of the data set.
5.2.4 Reconstructing the free energy landscape
The free energy of each data point is estimated by a parameter-free extension of the
k-NN density estimator [Mack and Rosenblatt, 1979] introduced in Ref. [Rodriguez






where rk,i is the distance of the k-th neighbor of point i and k is a parameter that
should be fixed. In the approach of ref. [Rodriguez et al., 2018] the value of k is
found independently for each data point by searching, by a statistical test, the largest
neighborhood in which the free energy in the embedding manifold can be considered
constant. Therefore, in regions in which the free energy varies quickly k will be small,
while in regions in which the free energy is smooth k will be large. The approach
also allows estimating the error on the free energy of each point. Prior knowledge of
the intrinsic dimension d of the embedding manifold is essential for performing the
statistical test.
The free energy minima and the saddle points separating them are then found by
the extension of the Density Peak clustering approach [Rodriguez and Laio, 2014] in-
troduced in Ref. [d’Errico et al., 2018]. In this approach, the free energy minima are
found fully automatically, without choosing a priori their number. The approach pro-
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Here c and c′ label two different free energy minima; Fc is the free energy of the
minimum c; Fcc′ is the free energy of the saddle point between c and c′; εFc and εFcc′
are the corresponding errors.
5.3 Results and Discussion
5.3.1 Water Networks: Tri-Alanine and Bulk Water
Molecular dynamics simulations of ∼700ns at ambient temperature and pressure were
used to examine the free energy landscape of the solvent around tri-alanine in its dif-
ferent configurations. We first determine the intrinsic dimension (ID) of the manifold
containing the configurations by the approach recently proposed by Facco and co-
workers [Facco et al., 2017]. This algorithm is specifically designed to estimate the
ID of data harvested from highly non-uniform probability distributions. Indeed, in
this approach the ID measure depends only on the distance of the first and of the
second neighbor of each data point. This makes the ID estimate largely independent
on variations of the density of the data points, and on the curvature of the manifold
containing the data. This procedure also provides an estimate of the length scale over
which the ID value is meaningful. Note that the ID is well defined only on a length
scale on which the curvature of the manifold containing the data can be neglected.
Following the determination of the ID, a clustering analysis is performed which
allows for an accurate determination of the topography of the free energy landscape.
In this procedure, the free energy is determined directly on the manifold containing
the data point by a procedure based only on the definition of a measure of similarity
between the configurations [Rodriguez et al., 2018]. The minima of the free energy
landscapes are then found by a non-parametric generalization of Density Peak clus-
tering [Rodriguez et al., 2018]. Technical details can be found in the Methods section.
The conformations that tri-alanine populates have previously been analyzed using the
three pairs of Ramachandran dihedral angles (ϕ and ψ) [Marinelli et al., 2009]. A to-
tal of eight statistically meaningful conformations (or clusters) are present, consistent
with previous work [Marinelli et al., 2009].
For simplicity, we focus our discussion in the first part of the manuscript on
examining the behavior of water around two limiting conformations, namely (α, α, α)
and (β, β, β) where the three indices correspond to the three pairs of Ramachandran
angles. Physically, these two conformations correspond to the most alpha-helical and
beta-sheet like configurations. We begin by examining the FES along two types of
solvent coordinates. The first solvent coordinate is a standard coordination number
(CN) of each amide and carboxyl groups of the peptide. These coordinates do not take
into account the long range correlations in the hydrogen bond network. The second
solvent coordinate we considered is the length of the so-called, water-wire (LW) which
is made up of directed pathways of hydrogen bonds from every N-H group to carboxyl
group of the amide bonds of the peptide. Water wires have been shown in previous
studies to be useful in elucidating directional correlations in liquid water [Collins and
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Washabaugh, 1985] and around proteins [Jong, Grisanti, and Hassanali, 2017]. See
Methods for technical details on how CN and LW are constructed.
(a) (b)
Figure 5.1: Probability distribution of the coordination number (a)
and probability distribution of the path length for alpha and beta
configurations (b)
: Self : Cross(α, α, α)
(β, β, β)
(α, α, α)
: Self : Cross(β, β, β)
(a) (b)
(c) (d)
Figure 5.2: Hydrogen bond water wires : self hydrogen bond water
wire connecting first N–H group and first C––O group of all-alpha
structure (a) , cross water wire connecting first N–H group and third
C––O group of alpha wire (b) , self water wire between first N–H group
(c) and first C––O group of beta structure and cross wire between
first N–H group and third C––O group of beta structure (d) . The
direct Hydrogen bond is plotted with blue dashed line. O:red, N:blue,
H:white, C:gray
The left and right panels of Figure 5.1 illustrate the probability distributions of
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CN and LW respectively, for the all-alpha (α, α, α) and all-beta (β, β, β) structures.
It is clear that all-beta is more solvent exposed given that the average coordination
number around each group is larger by about 1-2 water molecules compared to all-
alpha. Also shown in those distributions, are the separate contributions coming from
the water around the N-H and C=O groups where we see clearly that the carbonyl
groups tend to exhibit larger coordination numbers on average.
The right panel of Figure 5.1 shows the distribution of LW averaged over all the
16 possible paths formed between any N-H and C=O group of the peptide. Also
shown are the distributions formed between the same amide group (denoted self) and
across different amide groups (denoted cross). The distribution of the water wires
length reveal a remarkable difference between the all-alpha and all-beta conforma-
tions. This is a first indication that the structure of the solute leaves an imprint on
the water network around it. The all-alpha cluster features a sharp peak at LW=1
and a second broader peak around 11. The LW distribution for all-beta exhibits a
peak at LW=9 and a small but significant shoulder at ∼4 that is clearly missing
from all-alpha. The peak at LW=1 for all-alpha corresponds to intra-hydrogen bond
interactions between the N-H and C=O groups of the peptide (see dashed blue lines
shown snapshots of Figure 5.2). These paths do not involve any water molecules. On
the other hand, the longer paths explicitly involve water wires passing through the
solvent and connecting different amide groups. Another interesting feature of LW
for all-alpha is the apparent gap between path lengths of 1 and ∼5 which originates
from the fact that the alpha secondary structure imposes steric constraints on the
formation of short paths between different donor N-H and acceptor C=O.
Moving on the all-beta secondary structure, since it is completely solvent exposed,
it yields qualitatively shorter wires on average compared to the all-alpha structures.
The major peak for all-beta is characterized by shorter paths compared to all-alpha
since the entire peptide is somewhat uniformly wetted. Interestingly, we see that
the shoulder at ∼5 in the beta structures, mostly originates from paths connecting
different amide groups on the peptide chain which tend to be shorter (cross) than
those formed within the N-H and C=O groups that are co-planar and oriented in
opposite directions leading to longer directed path (self). The self-wires for all-alpha
and all-beta are characterized by a more subtle difference with the former having
a peak at larger values. The differences may become more pronounced for larger
secondary structures and also depending on the chemistry of the side-chains involved.
Figure 5.2 shows some snapshots from the simulations illustrating the directed water
wires around all-alpha (panels a and b) and all-beta (panels c and d) structures where
these features for the two limiting secondary structures can be visually appreciated.
These results form one of the essential findings of this work namely that different
conformations of the solute leave a strong fingerprint on the water network. This
feature is captured much less clearly by the ordinary coordination number.
In order to appreciate the water wire distributions around the small peptide better,
it is instructive to study the water wire distributions in bulk water without the peptide
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to compare and contrast the similarities and differences. To this end we examined
three types of directed water wires in the bulk: water wires from each water molecule
to the nearest neighbor shell defined as waters within 3.5 Å of that water, water wires
from each water molecule to the second neighbor shell defined as those waters between
3.5 - 5.7 Å of that water and finally self-wires, which are water wires that connect a
water to itself. The top left panel of Figure 5.3 shows the probability distributions
of these three types of water wires. Both the first and second neighbor distributions
feature a peak at wire length 1 and 2 respectively, followed by a broad shoulder
between 3-15. The self-loops are peaked at about 6 consistent with previous studies
[Rahman and Stillinger, 1971; Davis and Litovitz, 1965]. Panels b)-d) of Figure 5.3
show examples of these types of wires that exist in bulk water.
Figure 5.3: Probability distribution of the path length of water wire
for the water molecules on the first shell and the second shell as well
as the path length of the self ring (a), the water wire connecting the
original water (blue color) molecules to the two donor water molecules
(orange color) and two acceptor water molecules (green color) in the
first shell (b), the water wires for the water molecules in the second
shell: water molecules of length of 2 (yellow color), water molecules of
length of 3 (cyan color) and water molecule of length of 4 (magenta
color) (c) and water wire of self ring (d).
There are some interesting features of the water wire distributions in the bulk that
bear some similarities to what we observe in Figure 5.1. The path length distributions
for the alpha-structure has similar features to the water wire lengths in the bulk
for first and second shell. In the case of the alpha-structure, the wires of length
one involve direct hydrogen bonds between the N-H and C=O groups rather than
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hydrogen bonds within the first solvation shell. Nonetheless, one can see that donor
and acceptor groups in the bulk play a similar role to those in the peptide. On the
other hand, the self loops in the peptide tend to be longer than in the case of water due
to the larger effective length of the amide-peptide bond compared to a water molecule.
The conclusion we draw here is that given the flexibility of the water wires in the
bulk, they tend to adapt to the conformational restraints of the peptide currently
studied. How general these features are will require a more exhaustive investigation
of other proteins with varying degrees of polar and non-polar groups. This will be
the subject of a forthcoming study.
5.3.2 Dimensionality and Clustering
5.3.2.1 Dimensionality
Given the stark differences in water coordinates around the two secondary structures
it is interesting to examine how this is reflected in the free energy landscape of the
solvent around the molecule, considering the CN and LW coordinates. Initially, the
landscape of CN and LW was determined for the all-alpha and all-beta structures
separately. To obtain an accurate description of the FES, an estimate of the ID was
determined using the method described earlier. In Figure 5.4, we show block analysis
of IDs estimated for the CN and LW. For CN, we find that the ID for the alpha
structure is 7.81±0.08, while for the beta structure it is 8.04±0.04. With LW, the
corresponding ID values for the secondary structures are 10.30±0.12 and 13.85±0.10
(a) (b)
Figure 5.4: Block analysis of the dimensionality of the coordination
number (a) and the path length (b) for the (α, α, α) and (β, β, β) clus-
ters along the block size.
Regardless of the choice of the coordinate, it is clear that the ID along the solvent
coordinate is surprisingly large. Physically what this means is that there are a large
number of independent directions in which the water network around the peptide
chain can change. Interestingly, for both solvent coordinates, the ID of alpha is
smaller than that of beta although this difference is much more pronounced when the
water wire coordinate is used. The higher ID around the beta-sheet reflects the fact
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that since it is more exposed to the solvent, the number of directions in which the





























Figure 5.5: Free energy dendrogram of the clusters calculated by the
clustering with the path length coordinates (a) and the coordination
number coordinates (b) for (α, α, α) at the temperature of 300K (Pa-
rameters of clustering: confidence Z is 1.0, smallest allowed barrier is
zero and the population threshold to be shown is 300). The free energy
minima on both left and right panels are set to zero. The three clus-
ters of 22, 14 and 2 with large population in the path length clustering
(left panel) are depicted with the colors of orange, blue and brown.
5.3.2.2 Clustering
With a reliable estimate of the ID in hand, we then estimate the free energy landscape
of the solvent. Once again, we consider separately the α and the β structure. A
convenient way of representing the statistically relevant free energy minima is to
construct a dendrogram [Facco et al., 2017] Each node of the dendrogram in Figure
5.5 implies a minimum of the free energy landscape and the horizontal connection
between the nodes means that they are neighboring basins. Moreover the crossing
point between the horizontal and vertical lines indicates a saddle point between basins.
The dendrogram on the left in Figure 5.5 represents the landscape of the alpha-
structures with LW at a statistical confidence level Z = 1 (see Methods). It is
characterized by ∼15 different local minima and is thus very rough. Repeating the
same clustering procedure for these structures with the CN coordinate leads to a
rather featureless dendrogram with only a single cluster as seen in the right panel of
Figure 5.5.
In Figure 5.6, we showed the dendrograms of LW and CN coordinates for the
beta structures at a confidence Z = 1. Both LW and CN dendrograms are rather
featureless showing only a single cluster.
The free energy minima using the LW coordinates are characterized by a confi-
dence value of 1.0 or less, and of 1.0 or less using the CN coordinates. To assess
more quantitatively the roughness of the free energy landscapes and the quality of
LW and CN to discriminate differences in secondary structure, we constructed a mea-
sure of the roughness, called granularity, as −∑i NiN log
Ni
N where Ni is the population
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Figure 5.6: (a) Free energy dendrogram of the clusters calculated by
the clustering with the path length coordinates and (b) the coordi-
nation number coordinates for (β, β, β) at the temperature of 300K
(Parameters of clustering: confidence Z is 1.0, smallest allowed barrier
is zero and the population threshold to be shown is 300). The free
energy minima on both left and right panels are set to zero.
of the cluster i and N is the total number of the population. The granularity for
all-alpha and all-beta for water wire coordinates and coordination number is shown
in the left and right panels of Figure 5.7, respectively as function of Z-score. The
granularity measure confirms that the all-alpha free energy landscape is consistently
rougher along the water-wire space compared to all-beta. Furthermore, regardless
of the choice of the Z-score, LW consistently leads to a much rougher free energy
landscape compared to the CN coordinate. Overall our results show that for the all-
alpha case, the different states along water wire space involve rather faint minima on
the order to thermal energy. Hence the timescales associated with the fluctuations
between these minima will occur on the sub-picosecond regime.
Figure 5.7: Granularity values along the Z-score for the path length
coordinates (a) and for the coordination number coordinates (b)
Our results up to this point, show that the ID of the water around tri-alanine is
rather unexpectedly large. In the case of LW, the FES for the alpha-structure reveals
an underlying roughness implying that there are recurring patterns of water wires at
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fixed secondary structure. The fluctuations of the protein coordinates associated with
tri-alanine can be generically mapped to changes in the extent of polar and non-polar
interactions [Jong, Grisanti, and Hassanali, 2017] of the backbone and side-chains
respectively, which can be probed using backbone or side-chain contact maps [Dyson,
Wright, and Scheraga, 2006; Jong, Grisanti, and Hassanali, 2017]. To disentangle the
molecular origins of these features, we examined the statistics of the LW coordinate
for the five most populated clusters and also determined the extent of their BC and
SC interactions.
Table 5.1: Population, LW, BC, SC and CN for (α, α, α) clusters (first
5 rows). The last row shows the same statistics for the single most
populated (β, β, β) cluster.
Cluster Population LW ∆LW BC ∆BC SC ∆SC
(α, α, α)
22 7872 9.4600 0.0130 1.3956 0.0062 1.4276 0.0034
14 5522 8.9529 0.0167 1.5626 0.0076 1.3707 0.0042
4 2433 9.5194 0.0236 1.4039 0.0105 1.1725 0.0053
2 2353 9.8481 0.0220 0.9535 0.0077 1.5568 0.0070
3 2187 9.2663 0.0279 1.5616 0.0099 1.3051 0.0057
(β, β, β) 2 30790 9.2243 0.0054 0.6242 0.0023 1.0834 0.0009
Table 5.1 shows that the different clusters found in Figure 5.5 are characterized
by subtle changes in their LW, BC and SC values. Specifically, we observe an anti-
correlation between the extent of backbone contacts and the length of short wires.
This feature is seen more clearly in the distributions of these parameters shown in
Figure 5.8 for a couple of the clusters.
(a) (b) (c)
Figure 5.8: Probability distribution of LW (a), probability distribution
of BC (b) and probability distribution of SC (c) for the clusters of 22,
14 and 2
Earlier we saw that for the all-alpha structures, there was a characteristic peak at
LW=1 involving single hydrogen bonds between amide groups of the peptide. Panels
(a) and (b) of Figure 5.8 show that those clusters with a higher likelihood of having
these direct contacts and have higher backbone contacts, as expected. Besides BC,
in the panel (c) of Figure 5.8 the SC parameter also appears to reflect some changes
for the different clusters suggesting that the clustering along LW reveals changes in
hydrophobic packing within the peptide. The bottommost row of Table 5.1 shows
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the same parameters for the only cluster in all-beta which clearly has the smallest
BC and SC values compared to all the clusters.
A variable that collects the information of all the wires into a single quantity
is the global efficiency defined as Eg = 2N(N−1) ∑i,j∈N,i ̸=j
1
ℓij
, where N is the number
of vertices (N–H and C––O groups) and ℓij is the shortest path length between i
and j vertices. The global efficiency can be thought of as a variable that quantifies
the connectivity of all the wires forming the 3D network around the peptide. We
determined the global efficiency for the three clusters that formed the focus of this
work namely, 22, 14 and 2. The global efficiency distributions are shown in panel a
of Figure 5.9.
Figure 5.9: Probability distribution of the global efficiency of the clus-
ters 22, 14 and 2 of the structures with the all-alpha constraints .
The FES as a function of the LW coordinates also provides insight into the cou-
pling between the water network and hydrophobic packing involving different sec-
ondary structures. In the case of tri-alanine, the all-alpha structure is characterized
by an enhanced packing of methyl groups of the side chains. To determine the spa-
tial extent of the water wires relative to the hydrophobic groups, we determined the
distribution of the shortest distance between water molecules in the wires to any
hydrophobic Cβ atom. The left panel of Figure 5.10 shows this distribution for the
all-alpha and all-beta secondary structures where it is clear that the water wires are
on average closer to the hydrophobic groups for the latter compared to the former.
In the right panel of Figure 5.10 similar distributions are shown for the three clusters
in panels (a)-(c) of Figure 5.8 where it is seen that the configurations with larger
hydrophobic packing (enhanced SC), tend to form water wires where water molecules
are slightly closer to the hydrophobic groups.
While we have focused all of our analysis of the FES of the solvent around a
subset of secondary structure ensembles namely all-alpha and all-beta, this constraint
can be relaxed. To provide a global landscape of the coupling between the water
network and the protein conformation, a clustering was performed using LW on all
the protein configurations from the trajectory. The key findings are summarized in
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Figure 5.10: Cumulative distribution (Φ) of the shortest distance be-
tween water molecules in the water wire and the any hydrophobic Cβ
atoms (a) for the dihedral clusters of (α,α,α) and (β,β,β), and (b) for
LW clusters of 22, 14 and 2 in (α,α,α) dihedral cluster.
Figure 5.11 where the correspondence between dihedral clusters and LW clusters are
shown. Similar to our earlier results, we see that the LW clusters discriminate between
the alpha and beta structures quite well and that the alpha basins is characterized
by more roughness compared to that of beta.
A more quantitative measure of the extent of entanglement between the protein
conformation and water network as measured by the dihedral and water wire coordi-
nates respectively, can be obtained by computing a normalized mutual information
(NMI) [Pfitzner, Leibbrandt, and Powers, 2009]. An NMI value of 0 would imply that
a partitioning of clusters obtained using water wires and dihedrals are independent,
while a value of 1 would imply that the two partitions are completely correlated and
that each cluster from the water wire partitioning would yield a unique dihedral clus-
ter. We find that the NMI between clustering performed based on dihedral and LW
yields a value of 0.32 implying that the two partitions are significantly correlated.
This feature is essentially what we observe in Figure 5.11 involving the mapping be-
tween dihedral and path clusters. As expected, the NMI between dihedral and CN
partitions is 0.0002, showing again that this solvent coordinate washes out important
information about the coupling between peptide and water degrees of freedom.
5.3.3 Electric Fields and Water Wires
The presence of the water wires connecting donor and acceptor groups in the peptide is
an indirect indication of the connection of oriented water molecules. Several previous
studies have pointed to the importance of electric field fluctuations along hydrogen
bonds in bulk water as well as around proteins. It is thus interesting to explore if
there exists a correlation between the presence of the water wires and the electric
field experienced along water molecules in the water wires.
We adopt a strategy for determining the electric field proposed by Dellago and co-
workers [Reischl, Köfinger, and Dellago, 2009]. Specifically, we estimated the electric
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Figure 5.11: Outline of dihedral angle and path length clusters : dihe-
dral clusters (left panel) and corresponding path length clusters with
their path length distributions (right panel). The size of the circle of
the path length clusters shows the relative population with respect to
the population of the cluster 2 (=1750).
field at the center positions of OH bonds of the water molecule by calculating the
electrostatic force acting on the test charges located at the center of OH bonds. The
electrostatic force was obtained by the Ewald summation projecting on the local
Cartesian coordinates of each OH bond where the origin lies on the center of OH
bond, unit vector n⃗x lies in the direction of OH bond, pointing toward the hydrogen
atom, unit vector n⃗y is perpendicular to n⃗x in the corresponding water molecule plane
and unit vector n⃗z is perpendicular to the water molecule plane. We begin by showing
in Figure 5.12 the probability distributions of x, y and z components of the electric
field (Ex, Ey and Ez) for water molecules in all the water wires around the tri-alanine
peptide and compare them to water molecules in bulk water.
Similar to previous studies, the distributions of the electric field are essentially
Gaussian due to the central limit theorem. Table 5.2 shows the mean and variance
of the distributions obtained from Gaussian fits. The Ex component is on average
larger owing to the fact that this represents strong forces along the hydrogen bond
direction. Interestingly, as seen from both the distributions and in Table 5.2, the Ex
component for water molecules in the wires is larger than than in the bulk by about
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Figure 5.12: Probability distribution of the electric field on the water
molecules on the water wires around the tri-alanine peptide and in
bulk water in x-direction (a), in y-direction (b) and in z-direction (c)
. 1 [a.u.] ≈ 51.422 [V/Å].
0.007 [a.u.].
Table 5.2: The values of mean and variance of the distribution of the
electric fields on water molecules on the water wires around the peptide
and in the bulk water, obtained from Gaussian fitting.
Al3 Bulk water
µ [a.u.] σ [a.u.] µ [a.u.] σ [a.u.]
Ex 0.0213 0.0068 0.0206 0.0069
Ey 0.0164 0.0058 0.0161 0.0058
Ez 0.0000 0.0060 0.0000 0.0060
The electric field distributions shown in Figure 5.12 involve the contributions of
both the peptide and all the other water molecules in the system, except of course, the
water molecule that is tagged. We did not find any correlations between the length
of particular wires and the total electric field from the system. However, when we
separate out the contribution of the field coming from the peptide alone, we observe
some interesting trends which are shown in Figure 5.13.
Figure 5.13: Probability distribution of the electric field contributed
only by the peptide for the water molecules on the different lengths of
water wires in x-direction (a), in y-direction (b) and in z-direction (c)
.
Intriguingly, we see that Ex and Ey is characterized by larger fluctuations for
shorter wires than longer wires. Furthermore, we also observe that the field contri-
butions from only the peptide are characterized by a peaks centered close to zero due
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to the opposite orienting effects of N-H and C=O groups on the hydrogen bonds.
5.4 Conclusion
In conclusion, we have taken first steps in this work to elucidate the coupling between
peptide structure and the surrounding water medium using a combination of data-
science oriented algorithms. We show that these newly developed methods provide
rich insights into the physical chemistry of hydrated biomolecules. Specifically, water
around the small peptide tri-alanine, resides on a high dimensional manifold which
appears to be sensitive to the type of water coordinate as well as the underlying
secondary structure of the peptide. We show that directed water wires enveloping the
peptide carry more information about the free energy landscape than the canonical
radially averaged coordination number.
Besides the water wires from donor to acceptor groups, one can also include other
topological properties of the water network such as wires forming between two donor
N-H groups or two acceptor C=O groups. In the case of tri-alanine studied here,
performing the clustering including these other variables increases the NMI marginally
(0.4). It would be interesting in the future to explore the dimensionality of water using
different water network coordinates and subsequent clusters emerging from larger and
more chemically complex biomolecules.
We also examined the correlation between water molecules along water wires and
the electric field they experience. Overall, we find that the electric fields along the
direction of the hydrogen bonds for water molecules in the water wires is slightly
more enhanced than in bulk water. By examining the electric field contributions
coming from the peptide alone, we are able to identify stronger correlations between
the electric field and the wire lengths. Again, it would be interesting in future work
to examine the correlations between the electric field fluctuations and water wires for
more complex biological systems.
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Low Energy Optical Excitations as an
Indicator of Intra Hydrogen Bond
Interactions
A version of this chapter is to be submitted:
K. Jong, Y. T. Azar, A. Stephens, L. Grisanti, G. Kaminski and A. Hassanali. Low
Energy Optical Excitations as an Indicator of Hydrogen Bond Interactions in Amyloid
Proteins
In this chapter, we examine the origin of low energy excitation of Amyloid β30−35
fibrils without aromatic residues.
6.1 Introduction
Amyloid aggregation is a process by which proteins assemble into fibrils character-
ized by a high content of β-sheets [Chiti and Dobson, 2006; Greenwald and Riek,
2010; Morriss-Andrews and Shea, 2015]. The formation of fibrils is associated with
neurodegenerative diseases such Alzheimers and Parkinsons [Ross and Poirier, 2004;
Horwich, 2002]. In the past decades, there has been a lot of experimental evidence
showing that small oligomers and protofibrils in the early stages of fibril aggregation,
are in fact, more toxic [Horwich, 2002; Rochet and Lansbury, 2000; Mannini et al.,
2014; Ladiwala et al., 2012]. An understanding of the physical and chemical processes
associated with the initial stages of amyloid aggregation may help with coming up
with medical therapies that can intervene at earlier stages of the disease development.
The stability of amyloid fibrils has typically been rationalized by the presence of
a dense network of hydrogen bonds forming β-sheet structures [Greenwald and Riek,
2010; Jong, Grisanti, and Hassanali, 2017; “Cooperative hydrogen bonding in amy-
loid formation”]. Recent experimental using solid-state NMR spectroscopy however,
show that 3D structure of Aβ1−42 fibrils is also characterized by a hydrophobic core
made up of maximally buried hydrophobic side chains [Wälti et al., 2016]. Moreover,
it has also been shown that the toxicity of the oligomers increases with increasing
hydrophobicity [Rochet and Lansbury, 2000; Mannini et al., 2014; Ladiwala et al.,
84
Chapter 6. Low Energy Optical Excitations as an Indicator of Intra Hydrogen
Bond Interactions
2012]. The interplay between the hydrophobic interactions between the side chains
and the hydrophilic interactions through the dense hydrogen bond network and its
role in amyloid aggregation still remains an open question.
One of the obvious experimental challenges in characterizing the mechanisms as-
sociated with aggregation like those discussed earlier, is being able to monitor the
aggregation process. In this regard, there has been an increasing effort to understand
the optical properties of amyloid proteins. Recent experimental studies have shown
that amyloid fibrils develop an intrinsic fluorescence during aggregation [Maji et al.,
2005; Chan et al., 2013; Pinotsi et al., 2016; Grisanti et al., 2017b]. It has also been
observed that these protein aggregates can absorb low energy photons in the energy
range of 240-500 nm [Johansson and Koelsch, 2017] with the measured excitation
peak at around 365 nm [Pinotsi et al., 2016]. Remarkably, these features do not
require the presence of aromatic amino acids.
These anomalous optical properties may not be exclusive to amyloid aggregates
[Bhattacharya et al., 2017; Ye et al., 2017; Prasad et al., 2017; Chen et al., 2018]. The
fluorescent experimental studies for a series of non-aromatic biogenic and synthetic
peptides based on alanine, valine and isoleucine also shows that the intrinsic fluo-
rescence in the aggregated state/condensed phase is associated with the abundant
existence of hydrogen bonding between amide groups [Ye et al., 2017]. Recently,
Prasad et al. [Prasad et al., 2017] showed that a monomeric protein devoid of aro-
matic residues features significant absorption between 250-300nm and a long tail in
the absorption up to about 800nm. Using electronic structure calculations, they show
that the charged amino (NH3+) and carboxylate (COO– ) of the spatially proximal
lysine and glutamic acid side chains, act as electronic charge acceptors or donors for
photoinduced electron transfer either from or to the polypeptide backbone or to each
other. They also demonstrate that charge-transfer (CT) excitations involving these
charged groups and the peptide backbone appear to be the main source for the op-
tical activity of these proteins in the range between 220-380 nm. In specific cases,
the increase of the intrinsic fluorescence during the aggregation for the model system
of insulin and lysozyme suggest this phenomena are at least partially caused by the
chemical process like oxidation [Tikhonova et al., 2018].
It is shown that this intrinsic fluorescence might be utilized as a label-free diagnos-
tic tool to probe the structural and dynamical transition of amyloid-like aggregates.
For example, Ansari et al. [Ansari et al., 2018] showed that the absorption intensities
of the PEST fragment of human c-Myc and its mutant at wavelengths of 250-800
nm are dependent on the 3D proximity of the charged functional groups across the
protein. Moreover, the significant changes in the spectra by changing pH in the range
of 3-11 as well as by the application of different temperatures and salts show a strong
correlation between their secondary structure and fluorescence. The increase of the
absorbance spectra with time in Hen Egg-White Lysozyme at pH of 2 directly cor-
related with the growth of aggregates, as confirmed by the increasing thioflavin T
fluorescence. Meanwhile, the sensitivity of absorption spectra by the charge transfer
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transition to the proximity of the different charged groups is also very supportive to
the feasibility to employ the non-aromatic residues as a new luminescent biomolecules
[Mandal, Paul, and Venkatramani, 2018; Prasad et al., 2017; Chen et al., 2018].
In this chapter, we combine fluorscence spectroscopy experiments and theoreti-
cal modeling to specifically examine the role of termini interactions on the optical
properties. Optical absorption and fluorescence is measured for a six-chain amino
acid 2Y3J (AIIGLM) which forms a segment of the full amyloid beta 1-40. In order
to explore the sensitivity of the optical properties to the termini interactions, the
experiments were repeated by acetylating the N-terminus. Although atomic force
microscopy experiments indicate the formation of some form of fibrilar or crystal ag-
gregates in both systems, the optical properties are strikingly different - acetylation
significantly reduces optical activity between 280-350 nm.
In earlier studies, we have shown using density functional theory (DFT) based
calculations, that strong hydrogen bonding interactions between the N and C termini
of the amyloid proteins, play an important role in tuning their optical properties
[Pinotsi et al., 2016]. Due the complexity of the amyloid fibril morphology, these cal-
culations were performed using standard generalized gradient approximation (GGA)
functionals on small model crystal structures. When used to determine optical prop-
erties, GGA functionals can often suffer from inadequately capturing the physics of
CT excitations. Here, we use range corrected hybrid functionals to examine the elec-
tronic character of the optical excitations. We suggest that the low energy excitations
observed in the experiment appear to be modulated by the extent of hydrogen bond-
ing interactions which is affected by the specific conformations of the peptide. The
low energy absorption of photons involves a mixture of CT excitation from C-to-N
terminus and C-terminus to backbone groups. This region of the optical spectrum
may thus provide a way to examine the extent of packing and specific hydrogen bond
interactions in peptide aggregates.
The remainder of the chapter is organized as follows: Section 6.2 devoted to a
brief explanation of experimental methods and employed computational methods for
the structural preparations and ground (excited) states calculations. In section 6.3,
we present our results for both ground and excited states as a function of structural
parameters, emphasizing the role of all possible types of intramolecular interaction.
Finally, we end in Section 6.4 with some conclusions.
6.2 Computational Methods
In the following section, we describe the computational methods that were performed
to help interpret the observations made in the experiments. An important aspect
of this work was to be able to use more accurate time-dependent density functional
theory (TDDFT) functionals in order to characterize the nature of the optical exci-
tations and the differences observed in the experiments. In order to achieve this, the
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model systems used for the theory need to be carefully identified which we will now
describe.
6.2.1 Construction of Model Systems
The experimental systems studied for both NC and N-Acetylated involve very large-
scale molecular aggregates that are currently computationally prohibitive to model.
Furthermore, the morphology of both the fibril or crystal structures in the case of NC
and N-Acetylated respectively, is currently not fully characterized. In the case of NC,
there is a crystal structure available [Colletier et al., 2011] which formed the study of
a previous work in group using GGA functionals [Pinotsi et al., 2016; Grisanti et al.,
2017b]. However, the unit cell is made up of 752 atoms and thus one cannot use
more accurate range-corrected hybrid functionals to study optical properties on this
system. We thus focus our efforts on investigating the electronic structure and optical
properties of a monomer unit of this structure where the role of the conformation of
the peptide can be examined. There are two important motivations for this: firstly, as
pointed out in the introduction, very recent experiments have shown that the fold of
Aβ1−42 is stabilized not only by the well known polar interactions of the beta-sheets,
but also the hydrophobic packing of the side chains [Wälti et al., 2016]. In addition,
there have also been some studies showing that monomeric proteins lacking aromatic
amino acids can also exhibit surprising optical properties [Prasad et al., 2017].
We computed the optical spectra using TDDFT for configurations of NC that were
obtained from an earlier work in our group [Jong, Grisanti, and Hassanali, 2017]. We
briefly describe some of the details here. We performed microsecond simulations of
the NC chain in a box of water using well-tempered metadynamics simulations which
allowed for a thorough sampling of the conformations of the chain. These simula-
tions showed that there were at least four important collective variables involved in
characterizing the various structures: end-to-end distance (dee), radius of gyration
(Rg), backbone contacts (BC) which quantifies polar interactions within the chain
and finally the sidechain contacts (SC) which measures the extent of hydrophobic
packing involving the sidechain groups of the amino acids ( see SI for the details of
the definition of BC and SC). The free energy landscape along dee, BC and SC is
shown in Figure 6.1. A total of 40 configurations were chosen in order to determine
the optical spectra. These different configurations were chosen from different regions
of the free energy surface (FES). To help with the discussion later on, we define four
different basins (A, B, C and D) which are shown in Figure 6.1.
In order to examine the sensitivity of the optical properties to the acetylation of
the N- and C- termini, we performed some calculations on two other model systems.
N-Acetylated has a negatively charged C-terminus and is thus likely complexed with a
positively charged counterion from the buffer solution. Two extended conformations
obtained from basins C of NC were used to acetylate the N-terminus afterwhich a
sodium ion was placed near the negatively charged C-terminus. These configurations
were then optimized using force field AMBER99SB-ILDN [Lindorff Larsen et al., 2010]







Figure 6.1: 3D free energy surface along dee, BC and SC for NC system.
keeping the backbone heavy atoms frozen. The second model system is inspired from
an earlier work in our group [Jong, Grisanti, and Hassanali, 2017] where we conducted
simulations of the NC system modified so that both the N and C termini were capped
with methyl groups. This system is dubbed as MET. As expected the FES of MET
along the coordinates illustrated in Figure 6.1 is qualitatively different (see SI Figure
S2) due to the absence of the strong salt-bridge interactions between the termini.
While we currently have no experiments on this particular system, it provides an
instructive example of the importance of the N-C termini hydrogen bond interactions
on the spectra.
6.2.2 Electronic Structure Calculations
All the optical properties are performed using TDDFT [Marques and Gross, 2004;
Runge and Gross, 1984b] implementation in the Gaussian 09 code [Gaussian0̃9 Revi-
sion E.01]. In all the ground and excited states calculations, we used a range corrected
exchange-correlation functional (CAM-B3LYP) [Yanai, Tew, and Handy, 2004] with
the 6-311++G** [McLean and Chandler, 1980; Krishnan et al., 1980] basis set. There
have been numerous previous studies showing that CAM-B3LYP performs quite well
in characterizing charge transfer excitations as well as Rydberg states [Peach et al.,
2008; Brkljača et al., 2014].
Here, we briefly review the formalism behind computing the optical properties.




Ωia,jbFjb,I = ω2I Fia,I (6.1)
where ωI is the excitation energy of I-th excited state and Fia,I correspond to the
contribution of the transition from an occupied KS orbital (ϕi), to a virtual orbital
(ϕa) [Rüger et al., 2016], where i,j,... and a,b,... indices used for occupied and virtual
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orbitals, respectively. The solution to the equation yields the corresponding oscillator










d⃗ia = ⟨ϕi |⃗r|ϕa⟩
(6.2)
The transition dipole moment for the I-th excitation, dI , can be expressed as a
linear combination of single orbital transitions, dia. In order to obtain the spectra,
these resulting oscillator strengths, f I , are convoluted with Gaussian functions to
obtain the molar absorptivity (ϵ) as a function of frequency (ω) in the following
manner:








The full width at half maximum (∆1/2) is 0.3 eV and f I and ωI are the Ith oscillator
strength and excitation frequency, respectively.
In order to characterize the physical origin of the excitations, charge density dif-
ferences, ∆ρ(r), are determined for some specific excitations. The spatial distance
between the barycenter of positive (∆ρ+(r)) and negative (∆ρ−(r)) regions can be
used to quantify the charge transfer character of each excitation [Savarese et al.,
2017]. In addition, we also studied the dipole moment difference between the ground






where ρgs and ρexc are the electronic density of the ground and excited states.
As indicated earlier, we cannot currently perform TDDFT calculations on molecu-
lar aggregates of system sizes that are relevant to the experiment. However, the effect
of the environment can be included in a mean field manner using polarizable con-
tinuum solvent models [Cramer and Truhlar, 1999; Tomasi, Mennucci, and Cammi,
2005] (PCM). For our calculations, we use a conductor-like polarizable continuum
model (C-PCM) [Cossi and Barone, 2001] implemented in Gaussian. The static and
optical dielectric constants for the protein were chosen to be 10 and 2.5 respectively,
as used in several previous studies [Li et al., 2013; Pitera, Falta, and Gunsteren,
2001].
6.3 Results and Discussion
We begin by first showing the experimental results showing the effect of altering the
chemistry of the termini group on the excitation and emission spectra, followed by a
detailed analysis of our theoretical findings.
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6.3.1 Experimental Results
The left and right panels of Figure 6.2 illustrate the AFM images obtained for the NC
versus the N-Aceylated systems. While it is clear that NC forms fibrils, N-Acetylated
on the other hand appears to form crystal-like structures. The exact morphology of
these systems cannot be inferred from the AFM images. Specfically, it is also known
that amyloid aggregates are highly polymorphic given the wide variety of structures
that have been found using NMR and X-Ray crystallography [Wälti et al., 2016].
Figure 6.2: Atomic Force images of amyloid proteins in PeakForce
tapping mode. Samples grown at pH7.4: (a) Aβ30−35, (b) acetylated-
Aβ30−35.
Figure 6.3 shows the absorption spectra for the NC and N-Acetylated systems.
Also shown, is the spectra obtained for the full Amyloid Aβ1−42. Interestingly, the
spectra for the NC and the full amyloid essentially overlap and thus NC serves as
a good model system to understand the photophysics of the amyloid aggregates.
Acetylating the N-terminus results in a drastic change in the optical absorption.
Although measuring pure absorption spectra is hard for such samples and scattering
is surely contributing to the background, the absorption intensity of the entire low-
energy band between 250 and 450nm is significantly reduced in going from NC to
N-Acetylated and the optical density of the latter overlaps with the noise from the
background.
Figure 6.3: Absorption spectra of Aβ30−35 and acetylated Aβ30−35
compared to pH 7.4 buer background
Fluorescence excitation and emission spectra were determined for both NC and
N-Acetylated structures. The excitation was centered at 290 nm and the emission at
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350 nm for both systems. Figure 6.4 shows these spectra for NC and N-Acetylated
in the left and right panels respectively. Interestingly, for NC both the excitation
and emission spectra are very similar to that of the full amyloid [Pinotsi et al., 2016].
Again, acetylation results in a relative reduction in the low energy component of the
fluorescence (near-UV region).
The experimental findings show a striking sensitivity to the presence of having
the zwitterionic state of the termini ends and the optical absorption/emission. There
are several possible scenarios that could result in this behavior. If the low energy
excitation band between 250 and 450nm involves charge reorganization near the N-
terminus, it is clear that acetylating could quench this excitation. On the other
hand, Figure 6.2 shows, that the morphology of the amyloid aggregate changes upon
N-terminal acetylation. The exact details of how this change is manifested in the
aggregate remains unknown. However, the change in optical properties could also be
the result of differences in polar and non-polar interactions in the aggregate which
ultimately change the environmental conditions and nature of the excitations. In the
next section, we will explore using our simulations, the molecular origins of these
trends.
Figure 6.4: Emission and excitation spectra of the intrinsic fluo-
rescence of amyloid protein solutions: (a)Aβ30−35, (b) acetylated
Aβ30−35. For the excitation spectrum the emission was collected at
350 nm, and for the emission spectra the excitation was set at 290 nm.
The extremely steep peaks in (b) are the artefacts of the emission and
excitation windows overlapping.
6.3.2 Theoretical Results
We begin with our analysis of the electronic structure from the ground-state DFT cal-
culations followed by the optical properties obtained with TDDFT. In particular, we
will examine how the the optical properties are affected by the peptide conformation
and specific environmental interactions.
6.3.2.1 Ground State Electronic Structure
In order to get a qualitative sense of the role of conformation and environmental
effects on the electronic structure, we begin by showing in Figure 6.5 the KS energy
levels for the occupied and virtual orbitals for all the forty configurations sampled
from the FES. The KS energy diagrams in panel (a) of Figure 6.5 shows a significant
difference in the HOMO-LUMO gaps between the compact states of A and B and the
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extended states of C and D in the NC system. While the values of HOMO-LUMO
gaps for the states A and B are larger than 4 eV, those of states C and D are less
than 2 eV. Panel (b) of Figure 6.5 shows the KS energy diagrams when the protein
environment is included using the PCM model. The HOMO-LUMO gaps for the
compact states change by a very small amount of ≈0.1 eV, for the extended states
the gap increases by ≈ 4 eV.
(a) (b)
Figure 6.5: KS energy diagram for the configurations of the states A, B,
C and D of NC system (a) in gas phase, (b) in the protein environment.
Cyan and orange bars represent HOMO(s) and LUMO(s) respectively.
Lida et al. [Iida et al., 2009] have discussed a systematic framework for under-
standing the orbital energy shifts that arises due to the effect of solvation. The orbital
energy shift of ith level, ∆ϵi, is proportional to the dot product of the change in the
dipole moment associated with ith molecular orbital (∆⃗µi) and total dipole moment
of the molecule (⃗µ0), i.e., ∆ϵi ∝ −∆⃗µi · µ⃗0. Figure 6.6 shows the spatial distributions
and dipole moments for HOMO and LUMO as well as the total dipole moment of
the representative compact and extended configurations of NC system. The dipole
moments of HOMO and LUMO and the total dipole moment are shown in magenta
and gray colors, respectively. As seen in the left and right panels of Figure 6.6, the
magnitudes of the dipole moments of the HOMO and LUMO and the total dipole mo-
ment of the extended configuration are larger as expected, than ones of the compact
configurations. Thus the effect of the solvent environment on the HOMO-LUMO gap
is quite sensitive to the specific details of the conformation of the peptide.
6.3.2.2 Absorption Spectra
We move on now to examining the effect of the protein conformation on the absorption
spectra. Figure 6.1 shows the free energy surface of the monomer chain from which a
series of configurations were sampled to compute the spectra. The left and right panels
of Figure 6.7, show the averaged absorption spectra over the different configurations
for calculations performed in the gas phase and using the PCM model, respectively.
In order to assess the role of protein conformation on the spectra, we separate the
contributions coming from the compact (A and B) and extended states (C and D).
The averaged spectra in the gas phase for all NC states in panel (a) show tails
beyond 250 nm and especially the extended states C and D have longer tails beyond
300nm. As we can see in the panel (b), there still remain tails in the spectra at
wavelengths larger than 250 nm for the states C and D in the protein environment.
However, the tails beyond 250 nm vanish for states A and B. Both in the gas phase and
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Figure 6.6: HOMO and LUMO isodensity plots of NC compact con-
figuration (left) and the NC extended configuration (right). The cyan
arrows represent molecule dipole moments and magenta arrows repre-
sent the dipole moments associated with HOMO and LUMO.
PCM environment, the averaged spectra of states C and D exhibit relatively larger
values of the molar absorptivity than the ones of states A and B. Interestingly, among
the different states of NC system in the PCM model, only state C displays a clear
peak at a large wavelength of about 260 nm which is very close to the experimental
absorption peak suggesting the dominance of more extended like conformations in
the fibril. This feature is also consistent with our previous studies where the optical
spectra were determined for the fully periodic 2Y3J crystal, albeit with a lower level
of theory [Pinotsi et al., 2016].
Figure 6.7: averaged absorption spectra on different states of NC sys-
tem in gas phase (a) and NC system in the protein environment (b).
Since our absorption spectra are constructed from configurations sampled from a
molecular dynamics simulation, we are also in a position to investigate the coupling
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between the optical properties and the conformation of the peptide. Since the con-
formational fluctuation of the protein can be generally mapped to the changes in the
extent of the polar and non-polar interactions of the backbones and side-chains, we
estimated the backbone and side-chain contacts (BC and SC) of the peptide. Note
that the BC refers to all the intra hydrogen bonds including the interactions between
the N and C termini.
For all the configurations of NC, we explored the correlation between the positions
of the first peak in the absorption spectra, E1 (λ), with BC and SC. In Figure 6.8, we
show the 2D scatter plots between E1 (λ) and the structural parameters in the gas
phase. The size of the scatter points is representative of the relative oscillator strength
of the first peak in the absorption spectra. Both panels a) and b) in Figure 6.8 show a
sizable correlation between structural parameters and the positions of the first peak.
Lower BC and SC which correspond to more open or extended conformations are
characterized by lower excitation energies.
(a) (b)
Figure 6.8: Scatter plot between (a) BC and E1 (λ) and (b) SC and
E1 (λ) for NC system. The size of scatter points are representative of
the oscillator strength of the corresponding first peak. The values of
Pearson’s correlation coefficient for two panels in Figure 6.8 are 0.74
and 0.54 respectively.
From absorption spectra in Figure 6.7, we have already noticed that an inclusion
of the protein environment with the PCM changes the optical nature of the excita-
tions quite significantly. In the panels of Figure 6.9, the coupling between the BC
and SC parameters and the optical properties in the presence of the PCM is illus-
trated. Interestingly, the correlation with BC is still quite present (with a correlation
coefficient of 0.50) and confirms that the low energy excitations in the spectra are
associated with conformations that have the least intra-protein hydrogen bond inter-
actions. On the other hand, for the SC coordinate, correlation is weakened in the
PCM environment.
6.3.2.3 Characterization of Excited States
For polypeptides and proteins without any aromatic residues, it is well known that
a sequence of peptide bonds exhibits strong absorptions around 190 nm and weak
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(a) (b)
Figure 6.9: Scatter plot between (a) BC and E1 (λ) and (b) SC and
E1 (λ) for NC system in PCM model. The size of scatter points are
representative of the oscillator strength of the corresponding first peak.
absorption around 220 nm [Hunt and Simpson, 1953]. Furthermore, optical activ-
ity at wavelengths beyond 250 nm is rarely expected. Absorption between 250 and
290nm is typically associated with the presence of aromatic amino acids such as tryp-
tophan. The origins of low energy excitations we observe may be more complicated
than expected. Earlier studies in our group have shown that amyloid fibrils devoid of
any conjugated systems can absorb and emit low energy photons in the energy range
beyond 350nm. Prasad and co-workers have also recently shown [Prasad et al., 2017]
the monomeric proteins lacking aromatic residues show absorption at wavelengths be-
tween 250-300 nm. They ascribe this to charge transfer excitations involving charged
amino acids.
As discussed earlier, the configurations of NC show a broad absorption spectra
with a tail stretching between 250 to 300nm. In order to understand the nature
of these lowest energy excitations, we chose some representative configurations for
both compact (A3) and extended states (C3 and C7). The integer values correspond
to different configurations that were sampled from the FES. Note that C3 makes a
dominant contribution to the first peak in the averaged absorption spectra of state C
beyond 250 nm using PCM.
We begin by summarizing in Table 6.1 the characteristics of the three low-lying
excited states for the chosen three configurations. Table 6.1 present several infor-
mation about the nature of the low-energy transitions, including the magnitude of
the dipole moment difference between the ground and excited states (∆µ), and the
distance between electron center (ρ−c ) and hole center (ρ+c ) (∆r) respectively (see
Methods Section earlier for more details).
As we can see in Table 6.1, the lowest excited states S1 of A3 in the gas phase
have absorption frequencies of less than 250 nm. In both cases, the magnitude of the
dipole moment difference, |∆µ|, is larger than 2.5 (eÅ) so that this excitation can be
considered as a short range CT excitation. Concurrently, the distance between the
electron and hole centers is ≈2 Å. Note that a carbon-carbon covalent bond length
is 1.2 Å and hence this excitation really involves a very local shifting of charge.













Figure 6.10: Iso-surface plot of charge difference between ground and
excited states. The red and blue colors represent positive (electron)
and negative (hole) values of the iso-surface which are ±0.002 a.u.
A visualization of the difference between ground and excited state densities (∆ρ =
ρexc − ρgs) as seen in Figure 6.10 (A3) confirms that the excitation has a CT character
involving the N and C termini (including the methionine side chain) in the gas phase.
Note that the red and blue colors represent depletion and increment of charge density,
respectively.
Upon the inclusion of the PCM dielectric environment, we observe distinct changes
in the excitation character. For the compact conformation, |∆µ| is now less than 1.5
(eÅ) implying the the environment quenches the spatial extent of the excitation.
Unlike in the gas phase where the excitation involves a CT from the C to N terminus,
with the PCM, the excitation is now a charge reorganization involving the methionine
side chain as well as the peptide backbone, in agreement to some of our previous
findings [Pinotsi et al., 2016].
Similar features involving the CT character of the lowest energy excitation holds
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Table 6.1: The characterization of the excited states for the configura-
tions of A3, C3 and C7 in the gas phase and the protein environment.
The first column is the type of the environment, the second column is
the configuration name, third column is the postion of the first peak,
the forth and fifth columns are the index of the excited states and
their contribution percentage on the first peak, the sixth column is
the oscillator strength, seventh column is the magnitude of the dipole
moment difference between the excited state and the ground state,
and the last column is the distance between the electron center and
hole center through the excitation (see Methods Section 6.2 for more
details).
Env. Conf. λ(nm) state Perc.(%) f I |∆µ| (eÅ) ∆r (Å)
GAS
A3 237.1
S1 52.4 0.008 2.64 1.99
S2 19.6 0.003 1.62 1.42
S4 11.4 0.002 0.30 0.39
S6 11.3 0.002 0.42 0.52
C3 324.6 S47 67.0 0.002 7.36 4.88S43 16.3 0.001 9.34 5.82
C7 345.4 S14 90.3 0.004 5.69 3.62
PCM
A3 233.1
S1 37.9 0.007 1.45 1.40
S4 23.1 0.004 0.46 0.58
S3 19.1 0.003 0.30 0.40
S2 17.8 0.003 0.42 0.53
C3 257.8 S2 99.9 0.026 1.05 0.99
C7 251.0 S1 94.2 0.017 3.06 2.49
for the extended structures of C3 and C7. In the gas phase, all of the excitations lie
beyond 270 nm especially that of C7 which lies above 340 nm. The values of |∆µ|
which are larger than 5.69 (eÅ) for the low-lying states, show that these excitations
have a CT character from the C-terminus to the backbone. Again, this is reflected
in the isosurface plots shown in Figure 6.10. The possibility of charge transfer from
a charged terminus to the backbone at wavelengths beyond 250 nm has also been
reported previously in small dipeptides [Prasad et al., 2017]. The inclusion of the
PCM environment has a significant impact on the character of the excitations. For
C3 and C7, we observe that the values of |∆µ| decrease by 6 (eÅ) and subsequently
involve a local CT from the C terminus to the backbone.
6.3.2.4 Role of NC-Termini and Inter Hydrogen Bonding Interactions
The experiments show that upon acetylation of the N terminus, there is a significant
decrease in the optical density at low energies. The AFM images also indicate that
the aggregated state upon acetylation appears to be quite different from the zwitte-
rionic form, although the exact details of the molecular structure remain unknown
at this point. In order to assess the importance of the termini groups on the optical
properties, we examined the spectra for two different systems. Firstly, we took ad-
vantage of an earlier work in our group where we had conducted long simulations of
1.1 µs, where both termini ends are acetylated (dubbed as MET), to extract several
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configurations in order to perform a thermal averaging of the spectra. Secondly, using
two extended configurations of the zwitterionic state, we acetylated the N terminus
and introduced a positive counterion (Na+) near the C-terminus to maintain charge
neutrality. These configurations were then optimized keeping the heavy atoms of the
peptide besides N- and C-termini at the fixed positions.
Figure 6.11: averaged absorption spectra on different states of MET
in the gas phase (a), MET in the protein environment (b), ACE with
a sodium counterion in the gas phase (c) and ACE with a sodium
counterion in the protein environment(d). Here “MET” means a con-
figuration capped with two methyl groups on N and C termini and
“ACE” means a N-accetylated configuration.
The top left and right panels of Figure 6.11 show the spectra for MET in the gas
phase and in PCM. The results are quite striking when compared to that obtained
in Figure 6.7 for NC - in the case of MET, the region beyond 250nm is dark and
furthermore, the spectra in the low-lying energy region are independent of the envi-
ronment of the peptide. The double-methylation is of course a drastic perturbation
that changes both the N and C termini chemistry and does not tell us about the
individual contributions of the N and C termini to the excitation.
The bottom two panels of Figure 6.11 show the spectra obtained for two configu-
rations where the N terminus was acetylated, as done in the experiment. Also shown
in the figure, are the spectra that are obtained with the unperturbed NC system in
order to see the effect of N-acetylation more clearly. It is clear that acetylation of
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Figure 6.12: Iso-surface plot of charge difference between ground and
excited states for acetylated systems. The violet and yellow colors
represent charge increment and depletion. Iso-values are set to ±0.002
a.u.
the N terminus results in an overall blue shift of the spectra in both gas phase and
PCM model and that this feature is much more pronounced when the PCM model is
applied. The iso-surfaces of charge density difference between the ground states and
excited states for the N-Acetylated configurations show the dominant contribution of
the local excitations near the sulfur atom and the peptide bonds in the PCM model
in Figure ??.
The preceding analysis examines the effect of altering the termini of a single chain.
We are obviously aware that what we infer about the nature of the optical properties
from this system, even with a continuum dielectric medium, is likely to be more
complicated in the realistic fibrils or crystal structures.
In order to assess the sensitivity of our interpretations to the chosen model sys-
tems, three dimer configurations were generated using the extended conformation of
2Y3J: a) is a head to tail in one direction where the two beta strands only interact
via the NC termini hydrogen bonds, b) involves two beta sheets in an anti-parallel
configuration and c) involves two beta sheets oriented in a parallel configuration. Due
to the size of these systems, we could not compute the full absorption spectra and
instead we examined only the first few bright excited states. The excitation energies
of and the corresponding oscillator strengths for these first bright low-energy excited
state are shown in the Figure 6.13. Interestingly, the first excitation states for all
dimer configurations can be characterized by the charge transfer between the termini
and between C-terminus and backbone. In panels a) and b) of Figure 6.13, the charge
transfer between the N and C termini through the hydrogen bond characterize the
lowest excited state for both termini contacted dimer and anti-parallel beta sheet.
Comparing to S1 state of monomer compact configuration, although the N and C
termini reside on different monomers in dimer system, lowest excited state is charac-
terized by the charge transfer via hydrogen bond with similar strength of monomer
compact configuration. The panel c) of Figure 6.13 shows the charge transfer from
C-terminus to backbone is the origin of the lowest excitation state of parallel dimer
configuration. We might extend this analysis of the absorption spectra of dimer sys-
tem into ones of the fibrils and conclude that the possible charge transfer between
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λ = 245.2 [nm]
fI = 0.002
S1
Figure 6.13: Iso-surface plot of charge difference between ground and
first excited states for the different dimer configurations : Linear (a),
Anti-parallel (b) and Prallel (c). The red and blue colors represent
positive (electron) and negative (hole) values of the iso-surface which
are ±0.002 a.u.. The values of the wavelength(λ) and the oscillator
strength ( f I) of the lowest energy excitation for the different dimer
configurations are shown.
6.4 Conclusion
The question of the origin of low energy excitations and subsequent intrinsic fluores-
cence in biological systems has been the subject of numerous recent experiments and
theoretical studies [Pinotsi et al., 2016; Grisanti et al., 2017b; Prasad et al., 2017]. In
this work, we have tried to focus our efforts on elucidating the role of intra-protein hy-
drogen bond contacts on optical properties between 250-300nm beyond the presence
of aromatic residues for a some simple model systems.
The fluorescence experiments show a strong sensitivity to the chemical details of
the termini. Specifically, acetylation of the N terminus makes the low energy optical
activity above 250nm essentially dark. The AFM experiments indicate that both the
original zwitterionic chain as well as the N-acetylated chain, appear to form some
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type of molecular aggregate although the exact details of the structural architecture
remain unknown. Using time-dependent density functional theory calculations, we
have examined the electronic and optical properties of some model systems of the
aggregates both in the gas phase as well as immersed in a continuum dielectric solvent.
Our calculations show that the chemical nature of the termini groups has quite
a significant effect on the low energy excitations. In the zwitterionic system, these
excitations have a charge transfer character that often involves the termini groups.
The nature of these excitations are very sensitive to the environment as well as the
conformation of the protein. Our results suggest that the extended conformations
are most likely to be the dominant structures in the aggregates for the zwitterionic
system although the broad and long nature of the tail in the excitation energies may
also be an indication of the heterogeneity in the packing originating from different
conformations due to different extents of backbone and side-chain packing. This is
somewhat anticipated given recent experimental results of amyloid beta 1-42 showing
that an important component of the amyloid structure is the hydrophobic core.
Recent studies by Prasad and co-workers combining theory and experiments have
suggested that the low energy excitation regime between 240-500 nm maybe a way
to interrogate the secondary structure of a protein. Our results complement this
study and reinforce the notion that there is some very rich optical activity in the
far UV/visible range that maybe used as an indirect probe into the conformational
signature of the protein. In addition, there is the possibility that this region of the
spectrum can be used to study molecular aggregates and in the interactions between




Using molecular dynamics simulations, D. Thirumalai et al. [Thirumalai, Reddy,
and Straub, 2012] studied the role of water in the aggregation process of different
hydrophobic and hydrophilic amyloid proteins. While in hydrophobic residues water
between peptides is favorably released into the bulk water to accelerate aggregation,
in hydrophilic residues water forms a very stable hydrogen bond wire in the pore
between peptides which dramatically slows down fibril formation. The existence of
different water layers in amyloid fibrils including water pore between peptides is
observed in very recent solid-state NMR spectroscopy [Wang et al., 2017], suggesting
the important role of water in the aggregation. As we had mentioned in Chapter
1, soluble small oligomers, as primary toxic species, are shown to be more toxic
than insoluble fibrils [Sengupta, Nilson, and Kayed, 2016]. Like in the fibrils, water
might play an important role in the oligomers, but the importance of water in amyloid
oligomers have not been studied. In my thesis, we made the first step in understanding
the role of water in the oligomers in the early stage of aggregation.
In Chapter 4, we studied the role of water in the structural fluctuations of a
model amyloid protein by reconstructing the conformational free energy landscape
projected onto the water wire coordinates connecting donor and acceptor groups in
protein. We have shown that water wires add a roughness to the free energy landscape
of the protein.
To dig deeper into understanding the origin of this roughness, in Chapter 5 we em-
ployed data-science algorithms to reconstruct the free energy landscape in water wire
coordinates around tri-alanine protein. Similar to the case of model amyloid protein,
we have found a significant roughness in the free energy surface which is sensitive to
the underlying secondary structure. In addition, comparing the coordination number
to the water wire coordinate shows that the latter is a better solvent coordinate.
The roughness in the free energy landscape along solvent coordinates for both
amyloid protein and tri-alanine systems shows the role of water is not exclusive to
amyloid proteins. Many studies have shown that water plays an essential role in
stability and function of different biomolecules [Nakasako, 2004; Levy and Onuchic,
2006; Makhatadze and Privalov, 1993; Privalov and Makhatadze, 1993; Halle, 2004].
These findings which water adds an additional roughness to the free energy land-
scape of biomolecules are likely to be a generic phenomenon. These ideas resonate
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with the slaving role of water in the diffusion of protein on the underlying rough free
energy landscape [Zwanzig, 1988; Fenimore et al., 2002].
Since both model amyloid protein and tri-alanine in my thesis are mostly com-
posed of hydrophobic residues, it would be interesting in the future to examine how
the roughness changes as full adding more complicated chemistry such as different
amino acids large aggregates and temperature and pressure effects.
One of the other focus of my thesis was investigating the optical properties of the
amyloid protein. Recently several experiments have shown that protein aggregates
including amyloids feature interesting optical properties since they are able to absorb
low energy photons at the wavelength beyond 350 nm and emit the visible light
centered at around 450 nm even in the absence of aromatic residues. This is currently
a very active area of research and perhaps rather controversial.
Inspired by experimental studies on our model systems, we also examined how
protein conformation, termini interactions, and the environment tune the optical
absorption. This may provide a possibility of using the optical transition to study
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