Abstract. Let G be a Lie group. Let (π, V ) be a unitary representation of G which is weakly contained in the regular representation. For smooth vectors u, v in V , we give an upper bound for the matrix coefficient π(g)u, v , in terms of Harish-Chandra's Ξ-function.
Introduction
Let G be a locally compact Hausdorff topological group, with a compact subgroup K and a closed subgroup P such that G = KP .
Denote by ∆ G the modular function of G, which is defined by
where "dg" is a left invariant Haar measure on G. Denote by ∆ P the modular function of P , and write
Extend δ to a left K-invariant function on G, which is still denoted by δ, by the formula δ(kp) = δ(p), k ∈ K, p ∈ P. Under this general setting, Harish-Chandra's basic spherical function Ξ is still defined by
where "dk" is the normalized Haar measure on K.
Let (π, V ) be a unitary representation of G. 
For the notion of weak containment, see [1, Page 98] . The left regular representation is canonically isomorphic to the right regular one. So we do not distinguish them and call any of them the regular representation. A unitary representation which is weakly contained in the regular representation is also called tempered. Notice that Ξ is the diagonal matrix coefficient for a K-fixed vector in Ind
Here we use normalized induction, and 1 P denotes the trivial representation of P . When P is amenable, i.e., when 1 P is tempered, the unitary representation Ind G P 1 P is also tempered. Recall that P is amenable in the most interesting case, i.e., when G is reductive algebraic over a local field and P is a minimal parabolic subgroup of it.
In applications, in particular for branching problems, one usually needs the bound (1.1) to be valid for smooth vectors. When G is totally disconnected, K is usually chosen to be open. Then smooth vectors are the same as K-finite ones. But when G is a Lie group, in most cases, there are more smooth vectors than K-finite ones.
From now on assume that G is a Lie group, with complexified Lie algebra g C . Let "U" stand for the universal enveloping algebra. Still denote by π the induced action of U(g C ) on the smooth vectors V ∞ of V . Recall that V ∞ is a Fréchet space under the seminorms
where X runs through all vectors in U(g C ).
Denote by k the Lie algebra of K, with complexification k C , and denote by U(
There is an element X ∈ U(k C ) K , which depends on K only, such that if π is weakly contained in the regular representation, then
for all u, v ∈ V ∞ and g ∈ G, and
In the case that G is real reductive, K is a maximal compact subgroup, and P is a minimal parabolic subgroup, Wallach has an estimate that ([3, Proposition 5. The following is a direct consequence of (1.2), which is a base for applying matrix coefficient integrals to branching problems.
Corollary 1.3. Let H be a closed unimodular subgroup of G, with a fixed Haar measure dh. If π is weakly contained in the regular representation, and Ξ|
The condition that Ξ| H ∈ L 1 (H) is usually easy to check. For example, this is done for the pair (G, H) = (SO(n + 1) × SO(n), SO(n)) of algebraic groups over a local field [2, Proposition 1.1].
Proof of Theorem 1.2
Fix a K-invariant positive definite quadratic form Q on k. Let X 1 , X 2 ,. . ., X n be a basis for k orthonormal with respect to Q. Put
Then it is in U(k C )
K and is independent of the orthonormal basis. Denote by K the set of equivalence classes of irreducible finite dimensional unitary representations of K. For every τ ∈ K, fix an irreducible unitary representation (π τ , V τ ) of K, of class τ . By Schur's Lemma, π τ (Ω) acts on V τ via a scalar c(τ ). It is known and also easy to see that c(τ ) is real and ≥ 1. Set d(τ ) = dim V τ .
Lemma 2.1. If m is large enough, then
Proof. Lemma 4.4.2.3 of [4] says that
if m is large enough. This implies the lemma. Now let m 0 be the smallest nonnegative integer such that (2.1) holds. Set
which is an element of U(k C ) K . Recall that (π, V ) is a unitary representation of G, and V ∞ is the space of smooth vectors. We have a Hilbert space decomposition
where V (τ ) is the τ -isotypic component of V , which is automatically closed in V . Denote by P (τ ) the orthogonal projection of V onto V (τ ). It maps V ∞ into itself. 
Notice that P (τ ) and π(Ω m ) are two commuting elements in End(V ∞ ). Therefore
is an orthogonal projection. As a part of [1, Theorem 2] , it is known and also easy to see that (2.6)
