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1. Introduction
Let {Xni, un  i  vn, n 1} be an array of random variables deﬁned on a probability space {Ω,F , P }, where {un, n 1}
and {vn, n  1} are two sequences of integers (not necessary positive or ﬁnite) such that vn > un for all n  1 and vn −
un → ∞ as n → ∞. Let {ani, un  i  vn, n 1} be an array of constants satisfying supunivn |ani | → 0 as n → ∞, and let{h(n), n 1} be an increasing sequence of positive constants with h(n) ↑ ∞ as n ↑ ∞.
Ordóñez Cabrera and Volodin [2] introduced the following notion of h-integrability for an array of random variables
concerning an array of constant weights.
Deﬁnition 1.1. Let {Xni, un  i  vn, n  1} be an array of random variables and {ani, un  i  vn, n  1} be an array
of constants with
∑vn
i=un |ani |  C for all n ∈ N and some constant C > 0. Let moreover {h(n), n  1} be an increasing
sequence of positive constants with h(n) ↑ ∞ as n ↑ ∞. The array {Xni} is said to be h-integrable with respect to the array
of constants {ani} if the following conditions hold:
sup
n1
vn∑
i=un
|ani|E|Xni | < ∞ and lim
n→∞
vn∑
i=un
|ani|E|Xni |I
(|Xni| > h(n))= 0.
Sung et al. [1] introduced the following notion of h-integrability with exponent r for an array of random variables.
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increasing sequence of positive constants with h(n) ↑ ∞ as n ↑ ∞. Let {kn, n 1} be a sequence of positive constants such
that kn → ∞ as n → ∞. The array {Xni} is said to be h-integrable with exponent r if
sup
n1
k−1n
vn∑
i=un
E|Xni|r < ∞ and lim
n→∞k
−1
n
vn∑
i=un
E|Xni|r I
(|Xni |r > h(n))= 0.
Mean convergence theorems and weak laws of large numbers for the array {Xni, un  i  vn, n  1} have been estab-
lished by several authors (see Gut [3], Hong and Oh [4], Adler et al. [5], Ordóñez Cabrera and Volodin [2], Sung [6,7], and
Sung et al. [8,1]). Ordóñez Cabrera and Volodin [2] obtained mean convergence theorems and weak laws of large num-
bers for weighted sums of an array of random variables when the random variables are subject to some special kinds of
dependence. Sung et al. [1] studied weak laws of large numbers for the array of dependent random variables satisfying
the conditions of h-integrability with exponent r. The following Theorems A and B are due, respectively, to Sung et al.
[1, Theorem 3.3] and Ordóñez Cabrera and Volodin [2, Theorem 1].
Theorem A. Suppose that {Xni, un  i  vn, n  1} is an array of rowwise negatively associated (NA, in short, cf. [9]) h-integrable
with exponent 1 r < 2 random variables, kn → ∞, h(n) ↑ ∞, and h(n)/kn → 0. Then∑vn
i=un(Xni − E Xni)
k1/rn
→ 0
in Lr and, hence, in probability as n → ∞.
Theorem B. Let {Xni, un  i  vn, n  1} be an array of rowwise pairwise negatively quadrant dependent (NQD, in short, cf. [10])
random variables and {ani, un  i  vn, n 1} be an array of non-negative constants such that∑vni=un ani  C for all n 1 and some
constant C > 0. Let moreover {h(n), n 1} be a sequence of increasing to inﬁnity positive constants. Suppose that
(a) {Xni} is h-integrable concerning the array of constants {ani},
(b) h2(n)
∑vn
i=un a
2
ni → 0 as n → ∞.
Then
vn∑
i=un
ani(Xni − E Xni) → 0
in L1 and, hence, in probability as n → ∞.
In this work, we shall extend Theorem A by considering LNQD instead of NA, and shall improve Theorem B under some
weaker conditions. It is worthy to point out that our main methods differ from those used by Sung et al. [1]. In addition,
we study r-mean convergence and convergence in probability for the array of pairwise NQD random variables under some
appropriate conditions, which were not considered in [2] and [1]. Below, C will denote generic positive constants, whose
value may vary from one application to another, I(A) will indicate the indicator function of A.
2. Preliminary lemmas
Now we state the following lemma, which improves the corresponding result given by Sung et al. [1].
Lemma 2.1. Let {Xni, un  i  vn, n  1} be an array of random variables and r > 0. Let moreover {h(n), n  1} be an increas-
ing sequence of positive constants with h(n) ↑ ∞ as n ↑ ∞. Let {ani, un  i  vn, n  1} be an array of constants satisfying
h(n) supunivn |ani |r → 0 as n → ∞. Suppose the following statements hold:
sup
n1
vn∑
i=un
|ani|r E|Xni |r < ∞, (2.1)
lim
n→∞
vn∑
i=un
|ani|r sup
yh(n)
yP
(|Xni|r > y)= 0. (2.2)
Then for all β > r
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n→∞
vn∑
i=un
|ani|β E|Xni|β I
(|Xni|r  kn)= 0, (2.3)
where kn = 1/ supunivn |ani |r .
Proof. Let I =∑vni=un |ani |β E|Xni |β I(|Xni|r  kn), then
I =
vn∑
i=un
|ani|β
∞∫
0
P
(|Xni|β I(|Xni|r  kn) t)dt
=
vn∑
i=un
|ani|β
kβ/rn∫
0
P
(|Xni|β I(|Xni|r  kn) t)dt

vn∑
i=un
|ani|β
kβ/rn∫
0
P
(|Xni|β  t)dt.
Since h(n)/kn → 0 as n → ∞, there exists N1 such that h(n) kn if n > N1. Let t = yβ/r , then for n > N1
I  β/r
vn∑
i=un
|ani|β
kn∫
0
yβ/r−1P
(|Xni|r  y)dy
= β/r
vn∑
i=un
|ani|β
h(n)∫
0
yβ/r−1P
(|Xni |r  y)dy + β/r vn∑
i=un
kn∫
h(n)
|ani|β yβ/r−1P
(|Xni|r  y)dy
=: I ′ + I ′′.
For I ′ , by (2.1) and h(n)/kn → 0 as n → ∞, we have
I ′  β/r
(
h(n)
)β/r−1 vn∑
i=un
|ani|β
h(n)∫
0
P
(|Xni|r  y)dy (since β/r − 1> 0)
 β/r
(
h(n)
)β/r−1
sup
univn
|ani|β−r
vn∑
i=un
|ani|r E|Xni|r
 β/r
(
h(n)/kn
)β/r−1
sup
n1
vn∑
i=un
|ani|r E|Xni |r → 0 as n → ∞.
For I ′′ , from (2.2), we know that, given ε > 0, there exists N2 such that
∑vn
i=un |ani |r yP (|Xni|r  y) ε if n > N2. Then
for n >max{N1,N2}, we have
I ′′  εβ/r sup
univn
|ani|β−r
kn∫
h(n)
yβ/r−2 dy
= ε β
β − r supunivn
|ani|β−r
[
kβ/r−1n −
(
h(n)
)β/r−1]
= ε β
β − r
[
1− (h(n)/kn)β/r−1].
Thus limsupn→∞ I ′′  ε by h(n) supunivn |ani |r → 0 and β/r − 1 > 0. Since ε > 0 is arbitrary, I ′′ → 0 as n → ∞. The proof
is complete. 
Taking ani = k−1/rn for un  i  vn and n 1 in Lemma 2.1, we can have the following corollary.
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sequence of positive constants with h(n) ↑ ∞ as n ↑ ∞. kn → ∞, and h(n)/kn → 0. Suppose the following statements hold:
sup
n1
k−1n
vn∑
i=un
E|Xni|r < ∞, (2.4)
lim
n→∞k
−1
n
vn∑
i=un
sup
yh(n)
yP
(|Xni|r > y)= 0. (2.5)
Then for all β > r
lim
n→∞k
−β/r
n
vn∑
i=un
E|Xni |β I
(|Xni|r  kn)= 0. (2.6)
Remark 2.1. The methods used in above proof differ from those used in Lemma 2.2 of Sung et al. [1]. Note that (2.4) and
the ﬁrst condition of h-integrability with exponent r are the same, and
k−1n
vn∑
i=un
sup
yh(n)
yP
(|Xni|r > y) k−1n
vn∑
i=un
sup
yh(n)
E|Xni |r I
(|Xni|r > y)
 k−1n
vn∑
i=un
E|Xni |r I
(|Xni |r > h(n)).
Therefore, the conditions of Corollary 2.1 are weaker than those of Lemma 2.2 in Sung et al. [1].
In order to consider the weak law of large numbers for an array of random variables satisfying dependent conditions,
we will need the following deﬁnitions (cf. [10,11]).
Two random variables X and Y are said to be negatively quadrant dependent (NQD, in short) or lower case negatively
dependent (LCND, in short) if
P (X  x, Y  y) P (X  x)P (Y  y) for all x and y.
A sequence of random variables {Xn, n 1} is said to be pairwise NQD if every pair of random variables in the sequence
are NQD.
A sequence {Xn, n  1} of random variables is said to be linearly negative quadrant dependent (LNQD, in short) if for
any disjoint subsets A, B ⊂ Z+ and positive r j ’s,∑
k∈A
rk Xk and
∑
j∈B
r j X j are NQD.
It is easily seen that if {Xn, n 1} is a sequence of LNQD random variables, then {aXn + b, n 1} is still a sequence of
LNQD random variables, where a and b are real numbers.
The following lemma is well known (cf. [10]).
Lemma 2.2. Let {Xn, n 1} be a sequence of pairwise NQD random variables. Let { fn, n 1} be a sequence of increasing functions.
Then { fn(Xn), n 1} is a sequence of pairwise NQD random variables.
Lemma 2.3. Let {Xn, n 1} be a LNQD random variable sequences withmean zero and 0< Bn =∑nk=1 E X2k < ∞. Let Sn =∑nk=1 Xk,
then
P
(|Sn| x) n∑
k=1
P
(|Xk| y)+ 2exp
(
x
y
− x
y
log
(
1+ xy
Bn
))
for ∀x> 0, y > 0.
By means of Lemma 3.2 of Ko et al. [12], this lemma is easily proved by following Fuk and Nagaev [13]. Here we omit
the details of the proof.
Y. Wu, M. Guan / J. Math. Anal. Appl. 377 (2011) 613–623 6173. Main results
Now we state our main results. The proofs will be given in Section 4.
Theorem 3.1. Let {Xni, un  i  vn, n  1} be an array of rowwise LNQD h-integrable with exponent 1  r < 2 random variables.
{ani, un  i  vn, n  1} is an array of constants satisfying supunivn |ani | → 0 as n → ∞. kn = 1/ supunivn |ani |r , h(n) ↑ ∞,
and h(n)/kn → 0. Then
vn∑
i=un
ani(Xni − E Xni) → 0
in Lr and, hence, in probability as n → ∞.
Taking ani = k−1/rn for un  i  vn and n 1 in Theorem 3.1, we can have the following corollary.
Corollary 3.1. Let {Xni, un  i  vn, n  1} be an array of rowwise LNQD h-integrable with exponent 1 r < 2 random variables,
kn → ∞, h(n) ↑ ∞, and h(n)/kn → 0. Then∑vn
i=un(Xni − E Xni)
k1/rn
→ 0
in Lr and, hence, in probability as n → ∞.
Remark 3.1. The above corollary shows that if we replace NA by LNQD, Theorem A holds. Since NA implies LNQD, Theo-
rem 3.1 extends Theorem A.
Theorem 3.2. Let {Xni, un  i  vn, n 1} be an array of rowwise pairwise NQD random variables and let {ani, un  i  vn, n 1}
be an array of non-negative constants. kn = 1/ supunivn ani , h(n) ↑ ∞, and h(n)/kn → 0. Suppose (2.1) and (2.2) for r = 1, and the
following condition hold:
lim
n→∞
vn∑
i=un
ani E|Xni |I
(|Xni| > kn)= 0. (3.1)
Then
vn∑
i=un
ani(Xni − E Xni) → 0
in L1 and, hence, in probability as n → ∞.
Remark 3.2. The following statements show that the conditions of Theorem 3.2 are weaker than those of Theorem B.
Firstly, since h(n)/kn → 0 as n → ∞, there exists N such that h(n) kn if n > N . Then for n > N , we can get
vn∑
i=un
ani E|Xni|I
(|Xni | > kn) vn∑
i=un
ani E|Xni |I
(|Xni| > h(n)).
So the second condition of (a) implies (3.1). By similar argument as in Remark 2.1, we know (2.1) and (2.2) with r = 1
are weaker than the conditions of (a). Secondly, it is clearly that h(n) supunivn ani → 0 is weaker than the condition (b).
Therefore, Theorem 3.2 improves Theorem B.
The following theorem shows that, under some appropriate conditions, we can obtain r-mean convergence for the array
of rowwise pairwise NQD random variables.
Theorem 3.3. Let {Xni, un  i  vn, n 1} be an array of rowwise pairwise NQD random variables and 1 r < 2, and let {ani, un 
i  vn, n  1} be an array of non-negative constants. kn = 1/ supunivn arni , h(n) ↑ ∞, and h(n)/kn → 0. Suppose (2.1), (2.2) and
the following condition hold:
vn∑
arni E X
2
ni I
(|Xni |r > kn)= O (logδ kn), (3.2)i=un
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vn∑
i=un
ani(Xni − E Xni) → 0
in Lr and, hence, in probability as n → ∞.
The following theorem shows that, under some weaker conditions, we can obtain convergence in probability for the
array of rowwise pairwise NQD random variables.
Theorem 3.4. Let {Xni, un  i  vn, n  1} be an array of rowwise pairwise NQD random variables and 1  r < 2. kn → ∞,
h(n) ↑ ∞, and h(n)/kn → 0. Then conditions (2.4) and (2.5) imply∑vn
i=un(Xni − E Xni)
k1/rn
→ 0
in probability as n → ∞.
4. Proofs
Proof of Theorem 3.1. Since ani = a+ni − a−ni , without loss of generality, we may assume ani  0. Let
Yni = −t1/r I
(
Xni < −t1/r
)+ Xni I(|Xni | t1/r)+ t1/r I(Xni > t1/r),
Zni = Xni − Yni =
(
Xni + t1/r
)
I
(
Xni < −t1/r
)+ (Xni − t1/r)I(Xni > t1/r).
By Lemma 2.2, we know that {Yni, un  i  vn, n  1} and {Zni, un  i  vn, n  1} are arrays of rowwise LNQD. Given
ε > 0, we have
E
{∣∣∣∣∣
vn∑
i=un
ani(Xni − E Xni)
∣∣∣∣∣
}r
 k−1n
∞∫
0
P
(∣∣∣∣∣
vn∑
i=un
(Xni − E Xni)
∣∣∣∣∣ t1/r
)
dt
 ε + k−1n
∞∫
knε
P
(∣∣∣∣∣
vn∑
i=un
(Xni − E Xni)
∣∣∣∣∣ t1/r
)
dt
 ε + k−1n
∞∫
knε
P
(∣∣∣∣∣
vn∑
i=un
(Zni − E Zni)
∣∣∣∣∣ t1/r/2
)
dt
+ k−1n
∞∫
knε
P
(∣∣∣∣∣
vn∑
i=un
(Yni − EYni)
∣∣∣∣∣ t1/r/2
)
dt
=: ε + I1 + I2.
To prove Theorem 3.1, it suﬃces to prove that I1 → 0 and I2 → 0 as n → ∞.
Without loss of generality, we may assume 0 < ε < 1. Since h(n)/kn → 0 as n → ∞, there exists N such that h(n) knε
if n > N . Then for n > N , we can get
I1  k−1n
∞∫
knε
P
(∃i; un  i  vn, such that |Xni| > t1/r)dt
 k−1n
∞∫
knε
vn∑
i=un
P
(|Xni | > t1/r)dt  k−1n
vn∑
i=un
E|Xni |r I
(|Xni|r > knε)
 k−1n
vn∑
E|Xni |r I
(|Xni|r > h(n))→ 0 as n → ∞.i=un
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N1 =
{
n:
vn∑
i=un
P
(|Xni| > t1/r) P
(∣∣∣∣∣
vn∑
i=un
(Yni − EYni)
∣∣∣∣∣ t1/r/2
)}
, N2 = N−N1.
Obviously if one of N1 and N2 is ﬁnite, we need only to study the case that n ∈ N1 or n ∈ N2. Hence, without loss of
generality, we may assume that N1 and N2 are all inﬁnite.
When n ∈ N1, following the proof of I1 → 0, we have
I2  k−1n
∞∫
knε
vn∑
i=un
P
(|Xni| > t1/r)dt → 0 as n → ∞.
Then, we prove I2 → 0 for the case that n ∈ N2. By putting Bn = ∑vni=un E(Yni − EYni)2, x = t1/r/2, y = t1/r/2γ , γ > r in
Lemma 2.3, we have
I2  k−1n
∞∫
knε
vn∑
i=un
P
(|Yni − EYni | t1/r/2γ )dt + Ck−1n
∞∫
knε
(
Bn
Bn + t2/r/4γ
)γ
dt =: I3 + I4.
For t  knε
t−1/r |EYni | = t−1/r E|Xni|I
(|Xni| t1/r)+ P(|Xni | > t1/r)
 t−1/r E|Xni|I
(|Xni| k1/rn )+ ε−1/rk−1/rn E|Xni |I(k1/rn < |Xni| t1/r)+ P(|Xni | > t1/r)

(
t−2/r E|Xni |2 I
(|Xni | k1/rn ))1/2 + ε−1/rk−1n E|Xni |r I(|Xni| > k1/rn )+ t−1E|Xni |r I(|Xni| > (knε)1/r)
 ε−1/r
(
k−2/rn
vn∑
i=un
E|Xni |2 I
(|Xni| k1/rn )
)1/2
+ ε−1/rk−1n
vn∑
i=un
E|Xni|r I
(|Xni| > k1/rn )+ ε−1k−1n
vn∑
i=un
E|Xni|r I
(|Xni | > (knε)1/r)
=: I31 + I32 + I33.
By Remark 2.1, we know that the conditions of h-integrability with exponent r imply (2.4) and (2.5). Taking β = 2 in (2.6),
by Corollary 2.1, we know that I31 → 0 as n → ∞. By the second condition of h-integrability with exponent r, we know
that I32 → 0 and I33 → 0 as n → ∞. Therefore,
I3  k−1n
vn∑
i=un
∞∫
knε
P
(|Yni| t1/r/4γ )dt
= k−1n
vn∑
i=un
∞∫
knε
P
(|Xni|I(|Xni| t1/r) t1/r/4γ )dt + k−1n
vn∑
i=un
∞∫
knε
P
(|Xni| > t1/r)dt
=: I34 + I35.
By similar argument as in the proof of I1 → 0, we may prove I35 → 0. For I34, we have
I34 = k−1n
vn∑
i=un
∞∫
knε
P
(|Xni |I((knε)1/r/4γ  |Xni| < t1/r) t1/r/4γ )dt
 k−1n
vn∑
i=un
∞∫
knε
P
(|Xni |I(|Xni | (knε)1/r/4γ ) t1/r/4γ )dt
 Ck−1n
vn∑
i=un
E|Xni |r I
(|Xni| > (knε)1/r/4γ )→ 0 as n → ∞.
Then we prove I4 → 0 as n → ∞. Clearly, for x  0, y  0, z  0 and γ > r  1, (x + y + z)γ  3γ−1(xγ + yγ + zγ ).
Hence, by Cr-inequality, we have
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∞∫
knε
(
t−2/r
vn∑
i=un
E X2ni I
(|Xni| t1/r)+ vn∑
i=un
P
(|Xni| > t1/r)
)γ
dt
= Ck−1n
∞∫
knε
(
t−2/r
vn∑
i=un
E X2ni I
(|Xni| (knε)1/r)
+ t−2/r
vn∑
i=un
E X2ni I
(
(knε)
1/r < |Xni | t1/r
)+ vn∑
i=un
P
(|Xni | > t1/r)
)γ
dt
 Ck−1n
∞∫
knε
(
t−2/r
vn∑
i=un
E X2ni I
(|Xni| (knε)1/r)
)γ
dt
+ Ck−1n
∞∫
knε
(
t−1/r
vn∑
i=un
E|Xni |I
(
(knε)
1/r < |Xni| t1/r
))γ
dt
+ Ck−1n
∞∫
knε
(
vn∑
i=un
P
(|Xni| > t1/r)
)γ
dt
=: I41 + I42 + I43.
Taking β = 2 in (2.6), by Corollary 2.1, r < 2 and γ > r, we have
I41 = Ck−1n
(
vn∑
i=un
E X2ni I
(|Xni | (knε)1/r)
)γ ∞∫
knε
t−2γ /r dt
 Cε−2γ /r+1
(
k−2/rn
vn∑
i=un
E X2ni I
(|Xni| (knε)1/r)
)γ
(since 0 < ε < 1)
 Cε−2γ /r+1
(
k−2/rn
vn∑
i=un
E X2ni I
(|Xni| k1/rn )
)γ
→ 0 as n → ∞.
By γ > r, we have
I42  Ck−1n
∞∫
knε
(
t−1/r
vn∑
i=un
E|Xni|I
(|Xni| > (knε)1/r)
)γ
dt
 Ck−1n
(
vn∑
i=un
E|Xni |I
(|Xni| > (knε)1/r)
)γ ∞∫
knε
t−γ /r dt
 Cε
(
(knε)
−1/r
vn∑
i=un
E|Xni|I
(|Xni | > (knε)1/r)
)γ
 Cε
(
(knε)
−1
vn∑
i=un
E|Xni |r I
(|Xni| > (knε)1/r)
)γ
 Cε1−γ
(
k−1n
vn∑
i=un
E|Xni |r I
(|Xni|r > h(n))
)γ
→ 0 as n → ∞.
By the deﬁnition of N2, we know that
∑vn
i=un P (|Xni | > t1/r) < 1 if n ∈ N2. By γ > 1 and similar argument as in the proof of
I1 → 0, we can get
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∞∫
knε
vn∑
i=un
P
(|Xni | > t1/r)dt
 Ck−1n
vn∑
i=un
E|Xni|r I
(|Xni|r > h(n))→ 0 as n → ∞.
The proof is complete. 
Proof of Theorem 3.2. Let
Yni = −kn I(Xni < −kn) + Xni I
(|Xni| kn)+ kn I(Xni > kn),
Zni = Xni − Yni = (Xni + kn)I(Xni < −kn) + (Xni − kn)I(Xni > kn).
By Lemma 2.2, we know that {Yni, un  i  vn, n 1} and {Zni, un  i  vn, n 1} are arrays of rowwise pairwise NQD.
Then
E
{∣∣∣∣∣
vn∑
i=un
ani(Xni − E Xni)
∣∣∣∣∣
}
 E
∣∣∣∣∣
vn∑
i=un
ani(Yni − EYni)
∣∣∣∣∣+ E
∣∣∣∣∣
vn∑
i=un
ani(Zni − E Zni)
∣∣∣∣∣

{
E
(
vn∑
i=un
ani(Yni − EYni)
)2}1/2
+ E
∣∣∣∣∣
vn∑
i=un
ani(Zni − E Zni)
∣∣∣∣∣
=: I5 + I6.
For I5, we have
I25 =
vn∑
i=un
a2ni E(Yni − EYni)2 +
∑
i = j
anianjCov(Yni, Ynj)

vn∑
i=un
a2ni E(Yni − EYni)2 
vn∑
i=un
a2ni EY
2
ni
=
vn∑
i=un
a2ni E X
2
ni I
(|Xni| kn)+ vn∑
i=un
a2nik
2
n P
(|Xni| > kn)
=: I51 + I52.
By Lemma 2.1 with r = 1 and β = 2 we have I51 → 0 as n → ∞. Noting that anikn  1, we can get I52 → 0 as n → ∞ by
taking y = kn and r = 1 in (2.2). Therefore, we prove that I25 → 0 and hence I5 → 0.
Then we prove that I6 → 0 as n → ∞. Noting that |Zni | |Xni |I(|Xni| > kn) and (3.1), we have
I6  2
vn∑
i=un
ani E|Xni |I
(|Xni| > kn)→ 0 as n → ∞.
The proof is complete. 
Proof of Theorem 3.3. Let
Yni = −k1/rn I
(
Xni < −k1/rn
)+ Xni I(|Xni| k1/rn )+ k1/rn I(Xni > k1/rn ),
Zni = Xni − Yni =
(
Xni + k1/rn
)
I
(
Xni < −k1/rn
)+ (Xni − k1/rn )I(Xni > k1/rn ).
Then
E
∣∣∣∣∣
vn∑
i=un
ani(Xni − E Xni)
∣∣∣∣∣
r
 2r−1
{
E
∣∣∣∣∣
vn∑
i=un
ani(Yni − EYni)
∣∣∣∣∣
r
+ E
∣∣∣∣∣
vn∑
i=un
ani(Zni − E Zni)
∣∣∣∣∣
r}
 2r−1
{
E
(
vn∑
i=un
ani(Yni − EYni)
)2}r/2
+ 2r−1
{
E
(
vn∑
i=un
ani(Zni − E Zni)
)2}r/2
=: I7 + I8.
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I8  2r−1
{
vn∑
i=un
a2ni E Z
2
ni
}r/2
 2r−1
{
vn∑
i=un
a2ni E X
2
ni I
(|Xni|r > kn)
}r/2
 2r−1
{
k−2/r+1n
vn∑
i=un
arni E X
2
ni I
(|Xni|r > kn)
}r/2
 C
{
k−2/r+1n logδ kn
}r/2 → 0 as n → ∞.
The proof is complete. 
Proof of Theorem 3.4. Let
Yni = −k1/rn I
(
Xni < −k1/rn
)+ Xni I(|Xni| k1/rn )+ k1/rn I(Xni > k1/rn ),
Zni = Xni − Yni =
(
Xni + k1/rn
)
I
(
Xni < −k1/rn
)+ (Xni − k1/rn )I(Xni > k1/rn ).
Given ε > 0, we can get
P
(
k−1/rn
∣∣∣∣∣
vn∑
i=un
(Xni − E Xni)
∣∣∣∣∣ ε
)
 P
(∣∣∣∣∣
vn∑
i=un
(Yni − EYni)
∣∣∣∣∣ k1/rn ε/2
)
+ P
(∣∣∣∣∣
vn∑
i=un
(Zni − E Zni)
∣∣∣∣∣ k1/rn ε/2
)
=: I9 + I10.
By the Markov inequality, we have
I9  Ck−2/rn
vn∑
i=un
E(Yni − EYni)2
 Ck−2/rn
vn∑
i=un
E X2ni I
(|Xni| k1/rn )+ C vn∑
i=un
P
(|Xni| > k1/rn )
=: I91 + I92.
By Corollary 2.1 with β = 2, we can get I91 → 0. By taking y = kn in (2.5), we can get I92 → 0.
Taking into account the deﬁnition of Zni and the last argument, we have
I10  P
(∃i; un  i  vn, such that |Xni| > k1/rn )

vn∑
i=un
P
(|Xni| > k1/rn )→ 0 as n → ∞.
The proof is complete. 
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