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Abstract
We propose a stochastic generation expansion model, where we represent the long-term uncertainty in the
availability and variability in the weekly wind pattern with multiple scenarios. Scenario reduction is conducted
to select a representative set of scenarios for the long-term wind power uncertainty. We assume that the short-
term wind forecast error induces an additional amount of operating reserves as a predefined fraction of the
wind power forecast level. Unit commitment (UC) decisions and constraints for thermal units are
incorporated into the expansion model to better capture the impact of wind variability on the operation of the
system. To reduce computational complexity, we also consider a simplified economic dispatch (ED) based
model with ramping constraints as an alternative to the UC formulation. We find that the differences in
optimal expansion decisions between the UC and ED formulations are relatively small. We also conclude that
the reduced set of scenarios can adequately represent the long-term wind power uncertainty in the expansion
problem. The case studies are based on load and wind power data from the state of Illinois.
Keywords
electricity markets, generationexpansion planning, stochastic programming, unit commitment, wind energy
Disciplines
Industrial Engineering | Systems Engineering
Comments
This is a manuscript of an article from IEEE Transactions on Power Systems 29 (2014): 2033, doi: 10.1109/
TPWRS.2014.2299760. Posted with permission
This article is available at Iowa State University Digital Repository: http://lib.dr.iastate.edu/imse_pubs/11
1 
Abstract—We propose a stochastic generation expansion 
model, where we represent the long-term uncertainty in the 
availability and variability in the weekly wind pattern with 
multiple scenarios. Scenario reduction is conducted to select a 
representative set of scenarios for the long-term wind power 
uncertainty. We assume that the short-term wind forecast error 
induces an additional amount of operating reserves as a 
predefined fraction of the wind power forecast level. Unit 
commitment (UC) decisions and constraints for thermal units are 
incorporated into the expansion model to better capture the 
impact of wind variability on the operation of the system. To 
reduce computational complexity, we also consider a simplified 
economic dispatch (ED) based model with ramping constraints as 
an alternative to the UC formulation.  We find that the 
differences in optimal expansion decisions between the UC and 
ED formulations are relatively small. We also conclude that the 
reduced set of scenarios can adequately represent the long-term 
wind power uncertainty in the expansion problem. The case 
studies are based on load and wind power data from the state of 
Illinois.  
Index Terms—Generation Expansion Planning, Wind Energy, 
Unit Commitment, Electricity Markets, Stochastic Programming. 
NOTATION 
A. Sets 
I   set of candidate thermal generators, indexed by i 
L    set of load seasons, indexed by l 
K    set of days in the study period, indexed by k 
ܵ௟     set of scenarios in load season l, indexed by s 
ܶ௟    set of hours in load season l, indexed by t 
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B. Binary Decision Variables 
ݑ௜ set to 1 if candidate thermal generator i is built or 
it is an existing thermal generator i, 0 otherwise 
ݖ௜,௧,௦ set to 1 if unit commitment decision for thermal 
generator i is on in hour t, under scenario s, 0 
otherwise 
C. Continuous Decision Variables 
ݕ௜,௧,௦ startup decision for generator i, in hour t, under 
scenario s (a relaxed binary variable enforced by 
startup constraints) 
ݔ௜,௧,௦ shutdown decision for generator i, in hour t, under  
scenario s (a relaxed binary variable enforced by 
shutdown constraints) 
௜݃,௧,௦ generation output of generator i in hour t, under 
scenario s, MWh 
    ݎ௜,௧,௦ operating reserve provided by generator i, in hour 
t, under scenario s, MW 
݁݊ݏ௧,௦ energy not served, in hour t, under scenario s, 
MWh 
    ݎ݊ݏ௧,௦ reserve not served, in hour t, under scenario s, MW 
    ݓ݃௧,௦  wind output, in hour t, under scenario s, MWh 
ݓܿ௧,௦ wind curtailment, in hour t, under scenario s, MWh 
D. Parameters 
݅݊ݒ௜ annualized investment cost, for generator i, 
$/MW/year  
ܨ௜ annual fixed O&M cost for generator i, $/year ܿ௜  generation cost for generator i, $/MWh 
௜ܵ  startup cost for generator i, $ ܪ௜  shutdown cost for generator i, $ ܿ௘௡௦ energy not served cost, $/MWh 
ܿ௥௡௦ reserve not served cost, $/MWh 
തܲ௜ maximum power output for generator i, MW 
௜ܲ minimum power output for generator i, MW 
௦ܲ probability of scenario s ߠ௟  number of weeks in load season l ݀௧  load in hour t, MW ܴܯ reserve margin for load and contingencies, MW 
ܹܴ௧,௦      reserve margin for wind, in hour t, under scenario 
s 
ܹ௧,௦  available wind power, in hour t, under scenario s, 
MW 
ܯݔܫ݊ܿ௜ ramp up limit for generator i, MW/hr ܯݔܦ݁ܿ௜ ramp down limit for generator i, MW/hr ܯܣܺܵ ௜ܲ  maximum spinning reserve for generator i as a 
percentage of total capacity, MW 
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I. INTRODUCTION 
N recent years, considerable attention has been given to 
environmental concerns, clean energy and energy 
efficiency. Both the economic and environmental benefits of 
renewable energy resources make wind, solar, bio-mass, and 
hydro increasingly appealing. The US Department of Energy 
envisions that 20% of the nation’s total energy consumption 
should come from wind energy by year 2030 [1]. However, 
different from the thermal generators, the variability of the 
wind power output from hour to hour, mainly affected by the 
weather conditions, adds an additional source of uncertainty to 
the power system.  This temporal uncertainty in the wind 
power resource is important for long term thermal investment 
decisions to maintain an adequate level of installed generation 
capacity.  Many recent studies  (e.g., [2] [3] [4] [5] [6]) have 
investigated how the short term wind forecasting error, which 
is typically formulated as an uncertainty in a stochastic unit 
commitment (UC) model, affects the short term scheduling 
decisions. In contrast, the model in our paper is from a long 
term thermal expansion and portfolio planning perspective. 
With the increasing penetration of wind resources integrated 
into the power system, and the wind's intrinsic characteristics, 
we examine how the increasing wind capacity affects the 
optimal thermal generation expansion decisions. In particular, 
we analyze what is the optimal portfolio of thermal generating 
units to accommodate the variability and uncertainty from 
wind power outputs. Towards this end, we propose a 
centralized two-stage stochastic generation expansion 
planning model. The model considers the long term wind 
resource uncertainty by various weekly wind patterns with 
hourly time resolution and short term wind power forecast 
uncertainty in terms of increased operating reserve 
requirements. 
The evolution of the hourly wind output within a given time 
period can be realized in various forms, which we formulate as 
a stochastic variable. More specifically, we treat a single 
weekly time series of hourly wind power outputs for a fixed 
wind penetration level as one scenario. A set of scenarios is 
then used to capture a variety of different realizations of the 
wind power as a long-term resource uncertainty, which could 
potentially impose additional physical constraints (ramp 
up/down limit for the thermal generators) on the generation 
portfolio planning problem. For example, in a week of less 
volatile wind, cheap and slowly responding coal-fired units 
might be preferred, while in a week with high variability in the 
wind output, quickly responsive gas-fired units might be more 
cost efficient.  
These different weekly wind scenarios could also have an 
impact on the short-term UC decisions and the corresponding 
operating costs. Therefore, the UC constraints of the thermal 
generators are included in the optimization model, where 
thermal capacity investments are the first-stage decisions and 
the scenario-based commitment and dispatch are the second-
stage decisions. Previous work in this area includes a 
generation expansion problem with wind integration 
investigated in [7], where a UC formulation is expanded to 
include binary decisions on existence of generators. Demand 
variability is simulated by optimizing over four typical weeks 
and an extreme winter week, while wind power patterns are 
assumed known but with normally distributed forecast error. 
Incorporation of UC constraints into a deterministic generation 
expansion model with wind power is discussed in [8]. A group 
commitment decision variable is proposed to reduce 
computation time and a numerical study for a full year (8760 
hours) is conducted. In both [7] [8], the hourly wind profile is 
formulated as negative load, so renewable energy curtailment 
is therefore not considered. Generally speaking, traditional 
generation expansion planning models normally do not 
include UC constraints for the short term operational aspect 
(e.g. [9]). Such models are therefore capable of analyzing very 
long planning horizons. However, like the models in [7] [8] 
our generation expansion model with UC constraints 
integrated, is on an annual basis to avoid the prohibitive 
computational complexity caused by a longer planning 
horizon. We also employ scenario reduction to reduce the 
problem size.       
With increasing renewable resources integrated into the 
power grid, additional operating reserve is required to cover 
the short-term wind power uncertainty that stems from the 
forecasting errors [10][11][12]. Comprehensive reviews of 
operating reserve definitions, standards, and practices from 
organizations in different regions in the United States and 
Europe are provided in [13] [14]. The operating reserve we 
consider in this paper consists of two parts: one is a traditional 
fixed fraction of the load to cover the load forecast error and 
generator contingencies; the other is an additional operating 
reserve to account for the day-ahead wind forecast error. The 
additional operating reserve for wind power is a dynamic 
percentage varied by different day-ahead wind power forecast 
levels and corresponding historical forecast errors. The 
increased need for operating reserves, as well as the scenario 
representation of wind resource uncertainty, will both 
influence the optimal expansion of thermal generation.  
In this paper, we focus on the impacts of wind power on the 
optimal portfolio of thermal generators. We therefore 
formulate the problem as a centralized and static optimization 
problem, without considering the complex dynamics of 
decentralized and profit-driven investments in restructured 
electricity markets. Although investment timing and potential 
strategic interactions between market participants are not 
considered, the model can still be used to analyze future 
resource needs, both in competitive and regulated systems. 
The contributions of this paper are: (1) We propose a 
stochastic generation expansion model with wind power 
uncertainty, and compare the results with a deterministic 
model. The results show the advantage of using the stochastic 
expansion model with multiple scenarios, and indicate that 
adopting a reduced set of scenarios is sufficient to generate the 
optimal expansion solution. (2) We compare two formulations 
of the expansion model: one with UC constraints and the other 
based on a simplified ED representation that includes ramping 
constraints. We find only small differences in the resulting 
expansion plans, and conclude that ED with ramping may be a 
satisfactory operational simplification for expansion planning 
I 
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purposes. 
We present the model assumptions and the proposed 
expansion planning models in Section II and describe case 
study specifications of a wind-thermal test power system in 
Section III. Section IV presents numerical results and 
discusses detailed comparisons of the models. Finally, Section 
V summarizes conclusions and future work. 
II. MODELS 
In this section, we describe a stochastic expansion model 
with UC constraints and wind power uncertainty (StoExp UC), 
a simplified stochastic expansion model that relaxes UC 
constraints while retaining ramping constraints in an economic 
dispatch (StoExp ED), and an evaluation model that simulates 
operation under a given expansion plan with UC constraints in 
the stochastic environment (StoVal UC). Deterministic 
versions of the first two models are implemented by including 
only a single scenario having probability one. 
We assume that the expansion decisions are evaluated on an 
annual basis. The model is static in the sense that all added 
thermal units are built at the same time and we analyze only 
one year of operations. The transmission network is not 
considered. The UC decisions [15] are based on typical weeks 
that represent distinct load seasons -- in the case studies we 
consider low, medium and high load seasons. In Section IV 
we compare the expansion results from the different models 
and, particularly, analyze the tradeoff between modeling 
accuracy and computational cost. 
A. A stochastic generation expansion planning model with 
UC constraints (StoExp UC) 
1) Objective function: The model minimizes total cost 
including investment, fixed operation and maintenance costs, 
expected commitment and dispatch costs, and expected 
penalties for unserved energy and unmet reserve.			 
݉݅݊∑ ݑ௜௜∈ூ ሺܫ݊ݒ௜ ൅ ܨ௜ሻ തܲ௜ ൅
∑ ߠ௟ሼ∑ ௦ܲሾ∑ ൫∑ ൫ܿ௜ ௜݃,௧,௦ ൅ ௜ܵݕ௜,௧,௦ ൅ ܪ௜ݔ௜,௧,௦൯௜∈ூ ൯௧∈்೗௦∈ௌ೗௟∈௅ 	
൅ܿ௘௡௦݁݊ݏ௧,௦ ൅ ܿ௥௡௦ݎ݊ݏ௧,௦ሻሿሽ																							 	 									ሺ1ሻ	
2) Load Balance and Reserve Requirement: Generation from 
all thermal units and wind plus unserved energy equals 
demand. In the reserve constraint, the parameter ܹܴ௧,௦  is 
assumed to be a function of the wind power level ܹ௧,௦ , an 
assumption used in several recent wind integration studies  
[14], which will be elaborated in Section III.C. Note that the 
model assumes that all the operating reserves must be met by 
the thermal units; i.e., we do not consider the potential 
provision of reserves from demand and wind power. 
∑ ݃௜,௧,௦௜∈ூ ൅ ݓ݃௧,௦ ൅ ݁݊ݏ௧,௦ ൌ ݀௧			∀	݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟  (2) 
∑ ݎ௜,௧,௦௜∈ூ ൅ ݎ݊ݏ௧,௦ ൒ ݀௧ܴܯ ൅ܹ௧,௦ܹܴ௧,௦			∀	݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟(3) 
3) Wind Generation: We assume that wind power can be 
curtailed when this is optimal from a cost perspective. Hence, 
wind generation and its curtailment should equal the available 
wind energy for each scenario. 
ݓܿ௧,௦ ൅ ݓ݃௧,௦ ൌ ܹ௧,௦		∀	݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟           (4) 
To maintain focus on long-term planning study, for simplicity 
we use the same parameter ܹ௧,௦  to represent the day-ahead 
(DA) wind power forecast in constraint (3) and the real time 
(RT) wind generation in (4). The model could be extended to a 
multi-stage version with two different parameters in 
constraints (3) and (4), and a stochastic description of the wind 
power forecast error. In our formulation, the forecast error is 
addressed through the wind reserve, ܹܴ௧,௦. 
4) UC Constraints: The UC constraints include 
minimum/maximum thermal unit output, maximum unit 
reserve, ramp up/down limits, and start up/shut down. 
ݖ௜,௧,௦ ௜ܲ ൑ ௜݃,௧,௦			∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟                  (5) 
௜݃,௧,௦ ൅ ݎ௜,௧,௦ ൑ ݖ௜,௧,௦ തܲ௜			∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟            (6) 
 ݎ௜,௧,௦ ൑ തܲ௜ܯܣܺܵ ௜ܲ			∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟               (7) 
௜݃,௧,௦ ൑ ௜݃,௧ିଵ,௦ ൅ ܯݔܫ݊ܿ௜			∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟         (8) 
௜݃,௧,௦ ൒ ௜݃,௧ିଵ,௦ െ ܯݔܦ݁ܿ௜			∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟         (9) 
ݖ௜,௧,௦ ൑ ݖ௜,௧ିଵ,௦ ൅ ݕ௜,௧,௦			∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟          (10) 
ݖ௜,௧,௦ ൒ ݖ௜,௧ିଵ,௦ െ ݔ௜,௧,௦			∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟          (11) 
ݖ௜,௧,௦ ൑ ݑ௜			∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟                  (12) 
ݑ௜ ∈ ሼ0,1ሽ			∀	݅                              (13) 
ݖ௜,௧,௦ ∈ ሼ0,1ሽ	∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟                (14) 
ݔ௜,௧,௦, ݕ௜,௧,௦ ൒ 0  	∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟              (15) 
݃௜,௧,௦, ݎ௜,௧,௦ ൒ 0	 	∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟              (16) 
ݓ݃௧,௦, ݓܿ௧,௦, ݁݊ݏ௧,௦, ݎ݊ݏ௧,௦ ൒ 0	 	∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟  (17) 
To reduce computational complexity, we omit minimum 
up/down time constraints in the models, since they are most 
likely satisfied by imposing the startup and shutdown costs.1 
B. A reduced version based on ED (StoExp ED) 
The full UC expansion model as outlined above can be 
computationally challenging because of the high number of 
binary variables for UC decisions. To examine the impact of 
modeling operational details on the expansion planning 
decisions, we also implemented a reduced version of the 
model based on an ED formulation with ramping constraints 
to capture the wind’s impact on the system. This facilitates an 
analysis of the tradeoff between near-optimality of expansion 
decisions and computational complexity.  
For the reduced expansion model, we eliminate the UC 
binary decision variables and their corresponding constraints. 
The objective function (1) changes to:   
݉݅݊∑ ݑ௜௜∈ூ ሺܫ݊ݒ௜ ൅ ܨ௜ሻ തܲ௜ ൅
∑ ߠ௟ሼ∑ ௦ܲሾ∑ ൫∑ ൫ܿ௜ ௜݃,௧,௦൯௜∈ூ ൯௧∈்೗௦∈ௌ೗௟∈௅ 	൅ܿ௘௡௦݁݊ݏ௧,௦ ൅
ܿ௥௡௦ݎ݊ݏ௧,௦ሻሿሽ	 																						 	 	 						ሺ18ሻ	
Constraints (2)-(4), (7)-(9) remain the same, whereas (5)-(6), 
(10)-(12) and (14)-(15) are removed. An extra set of 
inequalities restricting the maximum power output is added: 
௜݃,௧,௦ ൅ ݎ௜,௧,௦ ൑ ݑ௜ തܲ௜			∀	݅, ݈, ݐ ∈ ܶ௟, ݏ ∈ ܵ௟         (19) 
C. An evaluation version (StoVal UC) 
We use a stochastic commitment and dispatch model 
including all UC constraints and wind scenarios to evaluate 
the expansion decisions found by either StoExp UC or StoExp 
ED in terms of cost and robustness. This allows us to evaluate 
the expansion plans over a wider set of wind scenarios than 
what is used in the optimization. Once the expansion decisions 
are determined with either formulation, we can fix those 
                                                          
1 In fact, after solving, we checked the UC decisions and find out that 
minimum up/down constraints actually are all satisfied for the thermal units in 
all the cases in the case study. 
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expansion decisions, ݑ௜ , and then solve a complete UC 
problem to analyze the operational implications in detail. 
Because the expansion cost term, ∑ ݑ௜௜∈ூ ሺܫ݊ݒ௜ ൅ ܨ௜ሻ തܲ௜ , is 
constant, the StoExp UC model, equations (1)-(17), can be 
decomposed by scenario into a set of deterministic UC models 
(DetExp UC).  For each scenario s, objective function (20) is 
combined with equations (2)-(12) and (14)-(17) with ܵ௟ ൌ ሼݏሽ 
and ௦ܲ ൌ 1.       
݉݅݊∑ ௦ܲሾ∑ ሺ∑ ൫ܿ௜ ௜݃,௧,௦ ൅ ௜ܵݕ௜,௧,௦ ൅ ܪ௜ݔ௜,௧,௦൯௜∈ூ௧∈்೗௦∈ௌ೗ 		        
 ܿ௘௡௦݁݊ݏ௧,௦ ൅ ܿ௥௡௦ݎ݊ݏ௧,௦ሻሿ                        (20) 
The relative simplicity of this model permits it to be solved 
with a significantly larger set of scenarios. The total expected 
cost can then be calculated as in equation (1) by combining the 
first-stage capacity costs with the second-stage operational 
costs for all scenarios, weighted by the scenario probabilities.   
In all models, because the UC commitment decisions apply 
to three discontinuous weeks, the constraints (8)-(11) that 
connect at least 2 time periods are relaxed accordingly at both 
the beginning and the end of each load season. 
III. NUMERICAL CASE STUDY 
A. Load  
The weekly load data are based on a real annual hourly load 
profile for the state of Illinois in the year 2006 and scaled 
proportionally to a new load profile with the peak load set to 
2000 MW. We consider the load variability by selecting one 
week in April, August and December to represent low, high 
and medium load seasons, respectively. We define the weeks 
in March through June, July through October, and November 
through February, as the low, high, and medium load seasons, 
respectively. The scaling parameters ߠ௟ are set to 52 (weeks) / 
3 to scale the weekly loads to an annual basis. 
B. Wind Profile and Uncertainty 
Wind scenarios are assumed to be independent of load 
profiles. Given one weekly load profile for each season based 
on the 2006 load data, multiple wind scenarios are constructed 
based on the years 2004-2006 by aggregating the annual 
hourly wind profiles from 15 hypothetical sites in Illinois, 
using data from the EWITS study [17]. The 15 sites are from 
different locations in the state. Hence, the aggregate wind 
profile therefore reflects aggregation effects such as reduced 
variability and forecast uncertainty due to geographical 
diversity. Each wind scenario is represented by one weekly 
wind profile that falls in a particular load season, l. From the 
three years’ worth of data, we extracted 51 independent wind 
scenarios with equal probability (1/51) to form each scenario 
set ܵ௟ . In our experiment, we varied the percentage of wind 
penetration to analyze the implications for the optimal 
expansion of thermal generators. We scaled the aggregate 
wind profile and let ∑ ∑ ∑ ௦ܹܲ௧,௦௦∈ୗౢ௧∈୘ౢ௟∈୐ 	  equal 0, 10%, 
20% and 30% of the total demand ∑ ∑ ݀௧௧∈୘ౢ௟∈୐  with total 
wind capacity as 0, 380MW, 760MW and 1140MW, 
respectively.  
We used GAMS/SCENRED scenario reduction to select 
three scenarios for each load season. The probabilities for 
scenarios in the reduced sets are shown in Table I [18] [19].  
TABLE I 
SCENARIO PROBABILITIES BY DIFFERENT LOAD SEASONS 
Load Season s, ௦ܲ s, ௦ܲ s, ௦ܲ 
high load 1, 0.4706 2, 0.1765 3, 0.3529 
medium load 4, 0.6078 5, 0.2549 6, 0.1373 
low load 7, 0.1765 8, 0.1176 9, 0.7059 
 
 
Fig. 1. Hourly load profile and reduced set of 3 wind scenarios 
corresponding to each load level l with 30% wind penetration levels. 
 
The load profiles and wind scenarios for different load 
seasons at 30% wind penetration level are illustrated in Fig. 1. 
C. Operating Reserves for Load and Wind  
The operating reserves consist of two parts: a reserve 
margin, RM =10%, for load forecast error and generator 
contingencies, and a variable wind reserve, WR, to handle the 
short term forecasting error in wind.  
To determine an adequate amount of WR, we conducted a 
statistical test of the 2006 EWITS hourly day-ahead (DA) 
forecast error data for selected sites in Illinois. We represent 
both DA and real-time (RT) wind generation as a percentage 
of the wind capacity. The data were first divided into several 
bins according to different forecast levels shown in Table II: 
less than 10% of the wind capacity (<10%), 10% to 20% 
(<20%), through 50% to 60% (<60%), and the last one, 60% 
to 100% (<1), due to the small size of the sample with such a 
high forecasting level. The percentage forecast error was then 
calculated as ሺܦܣ െ ܴܶሻ/ܦܣ. Operating reserves for wind are 
intended to cover situations with insufficient RT wind 
generation due to over-forecasting. Thus, upper-tail 
percentiles of the percentage error were calculated as shown in 
Table II for the different forecast levels. We set the parameter 
ܹܴ௧,௦ equal to the 95th percentile of the wind power forecast 
for hour t in scenario s, as further elaborated in [20]. 
 
TABLE II 
PENCENTILES FOR PERCENTAGE DIFFERENCE OF FORECASTING ERROR BY 
FORECASTING LEVELS 
Forecasti
ng Level <10% <20% <30% <40% <50% <60% <1 
Sample 
Size 452 1987 2099 1473 1125 784 834 
95th 0.964 0.933 0.764 0.528 0.378 0.226 0.093 
90th 0.933 0.880 0.658 0.416 0.284 0.148 0.041 
85th 0.911 0.811 0.581 0.334 0.189 0.088 -0.003 
80th 0.875 0.755 0.525 0.277 0.132 0.029 -0.023 
75th 0.849 0.699 0.478 0.226 0.087 -0.004 -0.044 
70th 0.813 0.642 0.423 0.175 0.036 -0.042 -0.058 
65th 0.766 0.589 0.378 0.126 0.005 -0.077 -0.078 
60th 0.724 0.544 0.338 0.080 -0.035 -0.115 -0.097 
55th 0.673 0.492 0.297 0.046 -0.071 -0.150 -0.118 
50th 0.620 0.438 0.246 0.003 -0.106 -0.187 -0.138 
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TABLE III 
PARAMETERS FOR CANDIDATE UNITS IN 15 UNITS SYSTEM 
Type Base1  Base2 Medium1  Medium2 Peak1 Peak2 
No. of 
Cand. 2 1 3 2 3 4 
ܫ݊ݒ௜ 244600 219653 83923 86086 83579 57064 
ܨ௜ 35970 29670 14390 14620 6980 6700 
ܿ௜ 19.21 19.21 54.19 49.41 92.82 80.07 
௜ܵ 42900 87500 33900 21200 90 190 
ܪ௜ 429 875 339 212 0.9 1.9 തܲ௜ 325 650 270 200 42.5 105 
௜ܲ 120 120 125 100 10 10 
ܯݔܫ݊ܿ௜/ܯݔܦ݁ܿ௜ 170 250 150 100 42.5 105 
 
The maximum spinning reserve parameter, MAXSP, is set 
to 30% for all the generators. 
D. Candidate Units 
We used two sets of candidate units. Parameters for the first 
set of 15 units, of which 3 were baseload, 5 were medium and 
7 were peak units, are shown in Table III. In the first set of 
studies there were no existing units. For each technology, 
there were two different types of the units, based in part on 
[21]. We also considered a set of 40 units with all parameters 
except the fuel cost, ܿ௜, the same as in Table IV. For the 40 
unit system, we consider 20 existing units and 20 candidate 
units. For the larger set of units, the peak load was increased 
to 5000 MW, and the wind profiles were scaled up 
correspondingly to meet the same wind penetration levels. 
Besides, the generation costs, ܿ௜,	 were updated based on more 
recent fuel prices [22] [23] with a significant reduction in 
natural gas prices caused by the recent increase in the shale 
gas production [24]. 
TABLE IV 
PARAMETERS FOR GENERATING UNITS IN THE 40 UNIT SYSTEM 
Type Base1 Base2 Medium1 Medium2 Peak1 Peak2 
No. Of 
Existing 2 1 4 3 5 5 
No. Of 
Candidates. 2 1 4 3 5 5 
ܿ௜ 23.97 23.97 24.58 22.40 47.25 39.12 
 
E. Penalty Cost 
    The current practice at MISO [25] suggests the parameters 
ܿ௘௡௦  and ܿ௥௡௦ , the penalty costs for unserved energy and 
reserves, to be 3500 and 1100 $/MWh, respectively. 
IV. RESULTS  
In this section, the numerical results indicate how the 
temporal uncertainty in wind power affects the optimal 
generation portfolio decisions. We compare the results of 
models with different amounts of temporal and stochastic 
granularity according to solution accuracy and computation 
time. 
A. Wind’s Impact on Expansion and Dispatch Decisions 
To examine the wind power’s impact on the optimal 
portfolio of thermal generators, we vary the wind penetration 
levels from 0 to 30%. The model with UC constraints is a 
mixed integer programming (MIP) problem with 22,695 
binary variables, 96,768 continuous variables and 231,336 
constraints in total. We set the solver’s relative MIP gap to 
0.5%. 
 
 
Fig. 2. Expansion capacity (MW) by unit technology at different wind 
penetration levels. 
 
The total generation capacity at different wind penetration 
levels is shown in Fig. 2. At wind0, the optimal solution is to 
build one base 1, one base 2, one medium 1, two medium 2, 
three peak 1 and four peak 2 units. As the wind level 
increases, the total capacity remains at about the same level 
due to the increasing operating reserve requirements to 
prevent potential shortages resulting from the wind forecasting 
error. The wind20 case gives the same expansion plan as 
wind0, while the solution for wind10 is to build one fewer 
peak unit of 42.5 MW. Here, the solution found for the 
wind20 case is not strictly optimal, but rather a feasible 
solution having cost within the 0.5% optimality gap. In fact, 
we can find a better expansion plan for wind 20, the same as 
for wind10 in Fig.2, according to the numerical results 
presented in Table VII. The wind30 case indicates a major 
difference in generation mix with one medium unit replacing 
one base unit. 
Since wind resources in Illinois tend to be more abundant 
during the night time when loads are lower, the net thermal 
load after wind reduction fluctuates more than the original 
load, as indicated in Fig. 3. The wind scenarios shown in Fig. 
3 are those with the highest probability at each load level; i.e., 
scenarios 1, 4 and 9 (Table I). The higher net load fluctuations 
lead to difficulties in satisfying the UC constraints for the 
thermal units. Wind curtailment therefore occurs mostly 
during the valley hours to avoid the expensive start/stop costs 
of the base units. 
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Fig. 3. Net thermal load and curtailment of wind power at 30% penetration 
level with the most likely wind scenario at each load level. 
 
B. Effect of Temporal Granularity 
The detailed UC constraints are relaxed in the StoExp ED 
model, as outlined above. StoExp ED therefore has many 
fewer binary variables than StoExp UC and can be solved 
more efficiently. We still set the relative MIP gap to 0.5% to 
compare the results to the StoExp UC model. There are 15 
binary variables, 96,768 continuous variables and 117,936 
constraints in total. 
 
TABLE V 
STOEXP ED MODEL COMPARED WITH STOEXP UC MODEL, 3 SCENARIOS 
 
Total 
Cost 
(Million 
$) 
Eval. 
Cost 
(Million 
$) 
Run 
Time 
(Sec) 
Base 
(MW)  
Medium 
(MW) 
Peak 
(MW) 
St
oE
xp
 
U
C
 
wind0 666.618 665.072 2792 975 670 547.5 
wind10 629.665 625.803 4851 975 670 505 
wind20 598.346 596.184 14456 975 670 547.5 
wind30 573.454 569.359 9434 650 940 547.5 
St
oE
xp
 
ED
 
wind0 650.616 665.072 16 975 670 547.5 
wind10 605.184 625.918 17 975 670 547.5 
wind20 574.332 596.184 21 975 670 547.5 
wind30 535.733 569.359 18 650 940 547.5 
 
 
Because StoExp ED is a relaxation of StoExp UC, its 
optimal objective function value is lower, as shown in the first 
column of Table V. The computational time for StoExp ED is 
dramatically lower. Still, the expansion decision found by 
StoExp ED appears to be a fairly good approximation of that 
found by the full model according to the generation capacities 
from each type of technology as shown in Table V. The 
StoExp ED solutions for wind0, wind20 and wind30 are the 
same as the StoExp UC solutions. The only different case is 
wind10, in which the StoExp ED model builds one more peak 
unit compared to the StoExp UC model.  
To further evaluate how well the ED model approximates 
the UC model in terms of generation expansion decisions in 
the wind10 case, we tested the expansion decisions ݑ௜  from 
both the UC and ED models, in the StoVal UC model using 
the entire scenario space; i.e., 153 scenarios in total with 51 
scenarios at each load level. With all the scenarios included, 
the size of the extensive form of the StoExp UC problem 
would be extremely large, with 385,560 binary variables, 
1,645,056 continuous variable and 3,161,592 constraints. 
However, each scenario subproblem has a more manageable 
2,520 binary variables, 10,752 continuous variables and 
20,664 constraints. When solving each one, we set the relative 
MIP gap to 0.05%.  
The expected costs for the StoExp UC and StoExp ED 
optimal expansion plans in the Wind10 case are $625.803M 
and $625.918M respectively, as shown under “Eval. Cost” in 
Table IV. In other words, the relative cost difference is only 
0.02%, which indicates that even though the expansion 
decisions from StoExp ED are not exactly the same as the 
ones from StoExp UC, the difference in the total expected cost 
over the entire scenario set is small. 
From this result, we observe that in this instance StoExp 
ED, even without the detailed set of UC constraints, is able to 
capture the wind variability’s impact on the generation 
expansion decision. The apparent accuracy of the 
approximation combined with the greatly improved 
computational time indicates that the StoExp ED may be an 
acceptable compromise for exploring effects of high wind 
penetration on the thermal generation requirements. 
 
 
Fig. 4. Cost decomposition for thermal generation with the StoExp UC model 
 
TABLE VI 
STOEXP ED MODEL WITH 30 SCENARIOS 
 Eval. Cost (Million $) 
Run 
Time 
(Sec) 
Base 
(MW) 
Medium 
(MW) 
Peak 
(MW) 
St
oE
xo
 
ED
 
(3
0 
Sc
e)
 wind0 665,072 2339.7 975 670 547.5 
wind10 625,918 2080.2 975 670 547.5 
wind20 598,851 1345.7 650 940 547.5 
wind30 569,359 1136.5 650 940 547.5 
 
The StoExp ED model relaxes all the UC constraints that 
involve binary on/off variables; therefore, the unit startup and 
shutdown costs are excluded from the objective function (14) 
compared to equation (1) for the StoExp UC model. In Fig. 4, 
the total cost, which decreases as wind power penetration 
increases, is decomposed into five categories. The startup and 
shutdown costs are only a very small part of the total cost, 
ranging from 0.21% to 1.19% as wind penetration level 
increases from 0 to 30%. Thus, ignoring the startup and 
shutdown cost does not impose a big impact on the total cost, 
which is composed mainly of investment and generation costs. 
At the same time, the StoExp ED model does include the ramp 
up and down constraints (8)-(9), so that the wind variability 
can still be captured to some extent. These factors contribute 
to explain the solution accuracy resulting from the StoExp ED 
model.  
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C. Effect of Stochastic Granularity 
The computational savings of more than 99% in our case 
study (Table VII) could allow the incorporation in the StoExp 
ED model of a better uncertainty description, such as by 
including more wind power scenarios. Therefore, we further 
examine the StoExp ED model for the 15 unit system with 30 
scenarios at each load level, in total 90 scenarios, selected by 
using GAMS/SCENRED. 
 
TABLE VII 
RESULTS FOR STOEXP AND DETEXP UC/ED MODELS 
 Eval. Cost (Million $) 
Cost 
Difference 
Compared 
to StoExp 
UC 
Run 
Time 
(SEC) 
Time 
Difference 
Compared 
to StoExp 
UC 
StoExp 
UC 
(3 Sce) 
wind0 665.072  2792.1  
wind10 625.803  4851.7  
wind20 596.184  14456.5  
wind30 569.359  9434.1  
StoExp 
ED (3 
Sce) 
wind0 665.072 0.00% 16.5 -99.41% 
wind10 625.918 0.02% 17.8 -99.63% 
wind20 596.184 0.00% 21.7 -99.85% 
wind30 569.359 0.00% 18.3 -99.81% 
StoExp 
ED 
(30 Sce) 
wind0 665.072 0.00% 2339.7 -16.20% 
wind10 625.918 0.02% 2080.2 -57.13% 
wind20 598.851 0.45% 1345.7 -90.69% 
wind30 569.359 0.00% 1136.5 -87.95% 
DetExp 
UC 
(1 most 
repre. Sce) 
wind0 665.072 0.00% 3233.4 15.80% 
wind10 625.918 0.02% 2381.9 -50.91% 
wind20 594.900 -0.22% 2044.0 -85.86% 
wind30 573.586 0.74% 1920.5 -79.64% 
DetExp 
ED 
(1 most 
repre. Sce) 
wind0 665.072 0.00% 7.8 -99.72% 
wind10 625.918 0.02% 7.8 -99.84% 
wind20 594.900 -0.22% 14.6 -99.90% 
wind30 569.359 0.00% 8.5 -99.91% 
 
The 30-scenario StoExp ED model takes a much longer 
time to solve than the 3-scenario one but still less time than 
the StoExp UC model (Table VII). The results indicate that 
expansion plans for wind0, wind10 and wind30 are all the 
same as the ones from the StoExp ED model with 3 scenarios. 
However, in the wind20 case one less base unit and one more 
medium unit are built compared to the results from the 3-
scenario StoExp ED and UC models. According to StoVal 
UC, in the wind20 case the expected cost of the solution found 
using 30 scenarios is $598.851M; i.e., 0.45% more expensive 
than the solution found using 3 scenarios in the StoExp ED 
model.  
We also investigate solution robustness by calculating the 
standard deviation and coefficient of variation across all the 
original 51 scenarios for the different expansion solutions 
(Table VIII). It turns out that the StoExp ED model with 3 
scenarios also performs better than StoExp ED model with 30 
scenarios in terms of robustness, i.e. with a smaller coefficient 
of variation in each load season in the wind20 case when the 
solutions differ.  
All these results imply no marginal benefit resulting from 
the additional wind scenarios. Thus, we conclude that the 3 
scenarios selected at each load level can well represent the 
wind uncertainties, and are sufficient to identify the optimal 
expansion decisions in this simplified case study. At the other 
extreme, we also investigated the deterministic expansion 
models with UC and ED representation, by including only one 
scenario at each load level. These 3 scenarios were also 
selected by the scenario reduction algorithm to be the most 
representative scenarios at the different load levels. The 3 
scenarios happened to be scenario 1, 4 and 9, respectively; the 
most likely scenarios among three previously selected for each 
load level. The DetExp UC model has 7,575 binary variables, 
32,256 continuous variables and 61,992 constraints while the 
DetExp ED model has 15 binary variables, 32,256 continuous 
variables and 39,312 constraints. 
 
TABLE VIII 
EXPECTED COST AND ROBUSTNESS EVALUATION OF STOEXP AND DETEXP 
UC/ED MODELS BY LOAD SEASON 
Wind 
level Model* 
Load 
Season 
Expected 
Cost  
(Mill. $) 
Standard 
Deviation 
(Mill. $) 
Coeff. of 
Variation 
Wind 
10 
StoExp UC 
(3 Sce) 
Low 173.268 3.315 1.91% 
Med 195.578 4.421 2.26% 
High 256.956 5.112 1.99% 
StoExp ED 
(3 Sce) 
Low 174.499 3.324 1.91% 
Med 196.833 4.440 2.26% 
High 254.585 4.091 1.61% 
 
 
 
 
Wind 
20 
StoExp UC 
(3Sce) 
Low 165.881 5.386 3.25% 
Med 185.173 7.537 4.07% 
High 245.130 6.571 2.68% 
StoExp ED 
(30 Sce) 
Low 160.851 7.896 4.91% 
Med 182.918 9.517 5.20% 
High 255.082 8.772 3.44% 
DetExp UC 
(1 most 
repre. Sce) 
Low 163.920 8.544 5.21% 
Med 183.926 7.541 4.10% 
High 247.054 7.675 3.11% 
Wind 
30 
StoExp UC 
(3Sce) 
Low 152.873 9.237 6.04% 
Med 171.186 12.209 7.13% 
High 245.300 11.065 4.51% 
DetExp UC 
(1 most 
repre. Sce) 
Low 158.778 6.245 3.93% 
Med 175.504 9.158 5.22% 
High 239.304 9.486 3.96% 
*When several models give the same expansion result, we only list one model, 
i.e. the first one to occur with this result in Table VII. 
 
In cases other than wind0, the DetExp UC solutions differ 
from the StoExp UC solutions. The total expected cost found 
in StoVal UC for deterministic wind10 and wind30 cases are 
0.02% and 0.75% more expensive, respectively, than the 
corresponding stochastic solutions, while the deterministic 
wind20 solution is 0.22% less expensive than the stochastic 
solution. The better performance of wind20 resulting from the 
deterministic model may be caused by the 0.5% relative MIP 
gap assumed for all the models; i.e., some solutions may be 
closer to the global optimum than others. However, with 
respect to cost variance among all scenarios at each load level 
in Table VIII, StoExp UC with 3 scenarios has the smallest 
variation in the wind20 case.  
Like the StoExp ED model, the DetExp ED model provides 
an acceptable approximation to the DetExp UC model with the 
same results for wind0, wind10 and wind20. The only 
difference in expansion results occur in wind30, where the 
results for DetExp ED are the same as in the StoExp UC and 
ED models and result in a better performance than the DetExp 
UC model by .74%. However, the robustness is less good with 
seasonal coefficients of variation 1 or 2 percentage points 
lower than for the DetExp UC model.  
The computation times of different models and their 
expected costs evaluated by StoVal UC are summarized in 
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Table VII. From all these computational results, we observe 
that, in this instance, 3 scenarios for each load level are 
sufficient to find near-optimal expansion plans in reasonable 
computational time. Even deterministic formulations with only 
one scenario perform relatively well in this small case. This 
somewhat surprising result may be attributed to the fact that 
each wind scenario covers a week, and exhibits in itself a 
variety of temporal patterns and levels of wind power, as can 
be seen in Fig. 1. 
D. Performance in a Larger System  
The computational benefit and approximation accuracy of 
the StoExp ED model enables the solution of a larger system, 
which would require prohibitive computation time by the 
StoExp UC model. We investigated the StoExp ED model 
with the three scenarios selected at each load level in Fig. 1. 
To have a reference case for comparison, we also solved a 
DetExp UC model with scenarios 1, 4 and 9 respectively at 
different load levels. The StoExp ED model has 20 binary 
variables, 82,656 continuous variables and 102,312 
constraints, while the DetExp UC model has 6,740 binary 
variables, 27,552 continuous variables and 54,264 constraints. 
The computational efficiency also allows the StoExp ED 
model to be solved within a maximum MIP gap of 0.01%, 
compared to the DetExp UC model solved to its maximum 
accuracy within 0.5%. 
The decrease in natural gas price reduces the production 
cost of medium and peak plants so that the coal fired base 
plants no longer have the distinct advantage of lower 
operational costs. Thus, no new coal plants are built. 
Increasing levels of wind power require more flexible peak 
units to accommodate the variable wind power (Fig. 5). The 
StoExp ED model generates the same expansion decision as 
the DetExp UC model for wind0 and wind10. StoExp ED 
suggests building one more peak unit and two more peak units 
compared to DetExp for UC wind20 and wind30, respectively. 
 
 
Fig. 5. Expansion capacity (MW) by unit technology at different wind 
penetration levels for the StoExp ED and DetExp UC models. 
 
The computation times are presented in Table IX, which 
once again demonstrate the computational advantage of the 
StoExp ED model. The costs shown were computed by the 
StoVal UC model with the full set of 51 scenarios. Table VIII 
shows the relative cost difference of the StoExp ED model 
compared to the DetExp UC model as the reference case. The 
small differences, all falling within 0.09%, indicate an 
accurate approximation of ED model in making the expansion 
decisions. At wind30, the ED model even results in lower cost 
than the solution found by the UC model.  
 
TABLE IX 
RESULTS FOR STOEXP ED AND DETEXP UC MODELS 
 
Eval. 
Cost 
(Million 
$) 
Cost 
Difference 
Compared to 
DetExp UC 
Run 
Time 
(SEC) 
Time 
Difference 
Compared to 
DetExp UC 
StoExp 
ED 
(3 Sce) 
wind0 806.746 0.00% 374.04 -52.13% 
wind10 737.392 0.00% 419.89 -65.18% 
wind20 674.227 0.09% 338.13 -46.97% 
wind30 623.008 -0.02% 363.32 -80.00% 
DetExp 
UC 
(1 most 
repre. 
Sce) 
wind0 806.746  781.38  
wind10 737.392  1205.91  
wind20 673.641  637.65  
wind30 623.115  1816.76  
V. CONCLUSIONS 
Wind power increases the variability and uncertainty in 
power system operations. The generation expansion planning 
problem with high wind penetration levels must consider these 
operational impacts as well as the overall wind resource 
uncertainty in the optimal generation expansion plan.  
In this paper we presented a stochastic generation expansion 
model that includes UC constraints. Due to the high 
computational complexity of the model we also introduced a 
reduced version of the expansion model based on ED 
constraints and the continuous ramping constraints for all the 
thermal units, by relaxing all the UC constraints that involve 
the binary turn on/off variables. In two case studies with 15 
and 40 units, respectively, we demonstrated the advantage of 
the StoExp ED model in terms of solution accuracy and 
computational efficiency.  We find that the StoExp ED model 
reduces the computational time more than 99%, thereby 
allowing for the inclusion of more wind power scenarios in the 
model. However, our results also indicate that a reduced set of 
scenarios is sufficient to represent a variety of variability 
characteristics of the wind output between the consecutive 
hours and evaluate its impact on the optimal expansion plan. 
Finally, the inclusion of the continuous ramping constraints in 
the StoExp ED model appears sufficient to give an accurate 
expansion solution whereas the additional binary constraints in 
StoExp UC induce only small changes in the results. 
The limited problem size these models can handle may 
contribute to the similarity in the solution results observed in 
this analysis. The somewhat simplistic treatment of short-term 
forecasting errors through additional operating reserves may 
also influence the results. In this paper we modeled wind 
variability by collecting sample paths from historical data. 
Alternatively, with additional data wind uncertainty itself 
could also be modeled as a stochastic process to generate 
different ramping up and down scenarios depending on the 
current output level. Developing this methodology is a topic 
for future research. Moreover, the expansion model can be 
extended to a three-stage stochastic model with a third stage 
explicitly addressing the short term wind forecasting 
uncertainty, the second stage dealing with the long term 
variability of the wind, and the first stage making the 
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investment decision. More efficient formulations of the 
optimization problem, possibly through decomposition 
schemes, will also be required to solve larger and more 
realistic cases. Finally, consideration of investment timing and 
decentralized decision making dynamics in electricity markets 
also represent interesting directions for future work. 
VI. REFERENCES 
[1] U.S. Department of Energy, 20% Wind Energy by 2030: 
Increasing Wind Energy’s Contribution to U.S. Electricity 
Supply, July 2008.  
[2] A. Tuohy, P. Meibom, E. Denny, M. O’Malley, "Unit 
commitment for systems with significant wind penetration," 
IEEE Transactions on Power Systems, vol. 24, no. 2, pp. 592–
601, 2009. 
[3] J. Wang, A. Botterud, R. Bessa, H. Keko, L. Carvalho, D. 
Issicaba, J. Sumaili, V. Miranda, "Wind Power Forecasting 
Uncertainty and Unit Commitment," Applied Energy, vol. 88, 
no. 11, pp. 4014-4023, 2011. 
[4] P.A. Ruiz, C.R. Philbrick, P.W. Sauer, "Wind power day-ahead 
uncertainty management through stocahstic unit commitment 
policies," Proc. IEEE Power Systems Conference and 
Exposition, 2009, pp. 1-9. 
[5] V.S. Pappala, I. Erlich, K. Rohrig, J. Dobschinsk, "A stochastic 
model for the optimal operation of a wind-thermal power 
system," IEEE Transactions on Power Systems, vol. 24, no. 2, 
pp. 940-950, May 2009. 
[6] E.M. Constantinescu, V.M. Zavala, M. Rocklin, Sangmin, L, M. 
Anitescu, "A computational framework for uncertainty 
quantification and stochastic optimization in unit commitment 
with wind power generation," IEEE Transactions on Power 
Systems, vol. 26, no. 1, pp. 431-441, Feb 2011. 
[7] D. S. Kirschen, J. Ma, V. Silva, R. Bellhomme, "Optimizing the 
flexibility of a portfolio of generating plants to deal with wind 
generation," Proc. IEEE Power and Energy Society General 
Meeting, Detroit, MI, 2011, pp. 1-7. 
[8] B. Palmintier, M. Webster, "Impact of unit commitment 
constraints on generation expansion planning with renewables," 
Proc. IEEE Power and Energy Society General Meeting, 
Detroit, MI, 2011, pp. 1-7. 
[9] S. Jin, S.M. Ryan, J. Watson, D.L. Woodruff, "Modeling and 
solving a large-scale generation expansion planning problem 
under uncertainty," Energy Systems, vol. 2, no. 3-4, pp. 209-242, 
2011. 
[10] R. Doherty, M. O'Malley, "A new approach to quantify reserve 
demand in systems with significant installed wind capacity," 
IEEE Transactions on Power Systems, vol. 20, no. 2, pp. 587-
595, May 2005. 
[11] M.A. Ortega-Vazquez, D.S. Kirschen, "Estimating the spinning 
reserve requirements in systems with significant wind power 
generation penetration," IEEE Transactions on Power Systems, 
vol. 24, no. 1, pp. 114-124, Feb. 2009. 
[12] J. M. Morales, A. J. Conejo, J. Perez-Ruiz, "Simulating the 
impact of wind production on locational marginal prices," IEEE 
Transactions on Power Systems, vol. 26, no. 2, May 2011. 
[13] M. Milligan, P. Donohoo, D. Lew, E. Ela, B. Kirby, H. 
Holttinen, E. Lannoye, D. Flynn, M. O'Malley, N. Miller, P.B. 
Eriksen, A. Gottig, B. Rawn, M. Gibescu, E.G. Lazaro, A. 
Robitaille, I. Kamwa, "Operating Reserves and Wind Power 
Integration: An International Comparison," Proc. 9th Int. 
Workshop on Large-Scale Integration of Wind Power into 
Power Systems, Québec, Canada, Oct. 2010. 
[14] E. Ela, M. Milligan, B. Kirby, E. Lannoye, D. Flynn, M. 
O'Malley, B. Zavadil, "Evolution of Operating Reserve 
Determiniation in Wind Power Integration Studies," Proc. IEEE 
Power & Energy Society General Meeting, Minneapolis, MN, 
2010. 
[15] J. McCalley. (2012) Day-Ahead Markets (Unit Commitement). 
[Online]. http://home.eng.iastate.edu/~jdm/ee552/UC.pdf 
[17] EnerNex Corporation, "Eastern Wind Integration and 
Transmission Study (EWITS)," National Renewable Energy 
Laboratory (NREL), Golden, CO, Report NREL/SR-5500-
47078, 2010. 
[18] (2002, May) GAMS/SCENRED. [Online]. 
http://www.gams.com/dd/docs/solvers/scenred.pdf 
[19] N. Growe-Kuska, H. Heitsch, W. Romisch, "Scenario Reduction 
and Scenario Tree Construction for Power Management 
Problems," in Proceedings 2003 IEEE Bologna Power Tech 
Conference, Bologna, Italy, June 2003. 
[20] S. Jin, A. Botterud, S. Ryan, "Impact of demand response on 
thermal generation investment with high wind penetration," 
IEEE Transactions on Smart Grid, Vol. 4, No. 4, pp. 2374-2383, 
Oct. 2013. 
[21] "Updated Capital Cost Estimates for Electricity Generation 
Plants," EIA, 2010. 
[22] Energy Information Administration. 2010 Average Sales Price 
of U.S. Coal by State and Disposition. [Online]. 
http://www.eia.gov/coal/annual/pdf/table33.pdf 
[23] Energy Information Administration. Natural Gas Price. [Online]. 
http://www.eia.gov/dnav/ng/ng_pri_sum_dcu_nus_m.htm 
[24] Energy Information Administration, "Short-Term Energy 
Outlook," 2012. 
[25] "Business Practices Manual- Energy and Operating Reserve 
Markets: Attachment B Day-Ahead Energy and Operating 
Reserve Market Software Formulations and Business Logic," 
MISO, 2009. 
  
 
Shan Jin received her B.S. degree in computational mathematics from 
Zhejiang University (ZJU), Hangzhou, China, and her M.S. and Ph.D degree 
in Industrial Engineering from Iowa State University. In summer 2011 and 
2012, she was working as a summer graduate student in Center for Energy, 
Environmental, and Economic Systems Analysis (CEEESA) at Argonne 
National Laboratory. She is currently with Liberty Mutual Insurance Group, 
Boston, MA, USA. Her research interest includes power system planning, 
electricity markets, and renewable energy. 
Audun Botterud (M’04) is an Energy Systems Engineer in CEEESA at 
Argonne National Laboratory. He has a M.Sc. in Industrial Engineering (1997) 
and Ph.D. in Electrical Power Engineering (2004), both from the Norwegian 
University of Science and Technology (NTNU). He was previously with 
SINTEF Energy Research in Trondheim, Norway. His research interests 
include power systems planning and economics, electricity markets, 
integration of renewable energy, wind power forecasting, stochastic 
optimization, and agent-based modeling. 
Sarah M. Ryan (M’09) received her Ph.D. degree from The University of 
Michigan, Ann Arbor. She is currently Professor in the Department of 
Industrial and Manufacturing Systems Engineering at Iowa State University. 
Her research applies stochastic modeling and optimization to the planning and 
operation of energy and manufacturing systems. 
This is a manuscript of an article from IEEE Transactions on Power Systems 29 (2014): 2033, doi: 10.1109/TPWRS.2014.2299760. Posted with permission.
