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Abstract
Unconventional superconductors are those which are not described by the
BCS theory, and for which no known theoretical description currently exists. The
careful study of the behaviour of superconducting vortices in such systems yields
crucial insights into the underlying physics of these exciting materials. This thesis
describes a series of magnetometry experiments conducted on three different un-
conventional superconductors: Sr2RuO4, MgB2 and Bi2Sr2CaCu2O8+δ; utilising
two techniques: Scanning Hall probe microscopy and magneto-optical imaging.
An exotic p-wave chiral order parameter is thought to exist in Sr2RuO4 and is
expected to produce several identifiable magnetic signatures. A search for these
signals via scanning Hall probe measurements failed to detect any such signatures,
but did capture a structural transition of the vortex lattice that is consistent with
the proposed chiral order parameter. Studies of several samples also suggest that
the vortex behaviour is strongly modified with even tiny amounts of disorder, a
conclusion that has important consequences for interpretations of vortex patterns
in Sr2RuO4.
Several recent experiments have reported vortex configurations consistent
with a competing short-range repulsion and long-range attraction in the inter-
vortex interaction in MgB2 single crystals. We observe the spontaneous forma-
tion of vortex chains and labyrinths in a 160nm MgB2 thin-film that are sugges-
tive of a non-monotonic vortex interaction, but perhaps more indicative of an
intermediate-range attraction in harness with short and long-range repulsions.
The suitability of seven potential mechanisms of vortex attraction in MgB2 are
reviewed in light of the unusually short electronic mean-free path of our sample.
Finally, magneto-optical imaging has been used to study the penetration of
flux into regular polygon-shaped Bi2Sr2CaCu2O8+δ platelets with various geome-
tries. The variation of HP with geometry qualitatively contradicts conventional
estimates of demagnetisation factors based on equivalent ellipsoids using inscribed
circles. This work has important implications for the estimation of appropriate




1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Introduction to Superconductivity 10
2.1 London Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Ginzburg-Landau Theory . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 The Superconducting/normal interface . . . . . . . . . . . . . . . 19
2.4 Flux quantisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Vortex Matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.6 BCS theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6.1 The electron-electron interaction . . . . . . . . . . . . . . 26
2.6.2 The Cooper Pair . . . . . . . . . . . . . . . . . . . . . . . 27
2.6.3 The many-electron BCS ground state . . . . . . . . . . . . 29
2.7 Unconventional Superconductivity . . . . . . . . . . . . . . . . . . 32
3 Experimental Techniques 35
3.1 Scanning Hall Probe Microscopy . . . . . . . . . . . . . . . . . . . 35
3.1.1 The Hall effect . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.2 Semiconductor heterojunction Hall probes . . . . . . . . . 37
3.1.3 Microscope design . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Magneto-Optical Imaging . . . . . . . . . . . . . . . . . . . . . . 44
3.2.1 The Faraday effect . . . . . . . . . . . . . . . . . . . . . . 44
3.2.2 Magneto-optic layer . . . . . . . . . . . . . . . . . . . . . . 46
3.2.3 Experimental set-up . . . . . . . . . . . . . . . . . . . . . 47
2
4 Vortex imaging in superconducting Sr2RuO4 single crystals 50
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2 Theory of chiral spin-triplet pairing symmetry in Sr2RuO4. . . . . 52
4.2.1 Spontaneous chiral fields . . . . . . . . . . . . . . . . . . . 53
4.2.2 Unconventional vortex behaviour . . . . . . . . . . . . . . 56
4.3 Experimental method . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4 Vortex imaging and vortex lattice transitions in Sr2RuO4 single
crystals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5 Vortex imaging and the search for chiral edge currents in meso-
scopic Sr2RuO4 disks . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.5.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5 Broken symmetry vortex structures in a superconducting MgB2
thin film 86
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2 Experimental method . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6 Geometry-dependent penetration fields of superconducting
Bi2Sr2CaCu2O8+δ platelets 106
6.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2 Theory of demagnetising fields . . . . . . . . . . . . . . . . . . . . 107
6.3 Experimental method . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7 Final conclusions and future work 120
7.1 Chiral supercurrents in Sr2RuO4 . . . . . . . . . . . . . . . . . . . 120
3
7.2 The inter-vortex attraction in MgB2 . . . . . . . . . . . . . . . . . 121
7.3 Demagetisation factors of superconductors . . . . . . . . . . . . . 122
7.4 List of publications . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4
Acknowledgements
The research conducted over the last three and a half years and presented in
this thesis would not have been possible without the help and support of many
people. Firstly I would like to thank the technical staff at the University of Bath,
Department of Physics, who seemed to know the solutions to my many problems
before they arose, and demonstrated admirable patience and perseverance in
helping me overcome them.
Harry Bone, Simon Dodd, Bob Draper, Cathy Dyer, Adrian Hooper, Wendy
Lambson, Spartaco Landi, Paul Reddish, Sivapathasundaram Sivaraya
(Electrical Engineering), Peter Sykes, Stephen Wedge.
Secondly I would like to thank several postdoctoral researchers and PhD stu-
dents within the Nanoscience group, some of whom have since moved on, who
helped smooth my learning curve in the early stages of my PhD, as I burdened
them with many hours of equipment training and scientific discussions.
Malcolm Connolly, Sara Dale, Miles Engbarth, Andriy Moskalenko, Andre
Mueller.
And finally, I would like to thank my supervisor, Professor Simon Bending,
for constantly providing instant support and expert guidance throughout my
PhD, which, along with the neccessary space to learn from my own mistakes and





In the late 19th, early 20th century, the scientific understanding of the mechanism
behind electrical conductivity was incomplete. It was well established that elec-
trical resistance fell with temperature[1] but the question as to how this trend
continued far below room temperature remained open and extremely important.
In 1908 the Dutch physicist Heike Kamerlingh Onnes succeeded in liquefying He-
lium [2], the last remaining natural gas to be condensed, and so opened up a new
temperature range in the vicinity of absolute zero. The investigation of electrical
conduction at these temperatures (c.a. 1K) was expected to yield one of three
potential results:
1. Resistance would fall continuously to zero with temperature.
2. Resistance would fall but reach a non-zero minimum, possibly determined
by sample purity.
3. Resistance would tend to infinity as temperature approached zero, reflecting
the hypothesis that all electrons would be bound to their atoms.
Onnes’ initial experiments on Gold and Platinum at liquid Helium tempera-
ture immediately affirmed hypothesis 2. Driven to find purer and purer samples,
Onnes next chose Mercury, an element that he could purify through a process of
multiple distillation. It was during these measurements on Mercury that Onnes
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first witnessed the absence of all electrical resistance (within the resolution of the
experimental setup). This was an effect not in itself altogether surprising due to
the high purity of his sample, but remarkable for the fact that the transition took
place in a very sharp jump, over a few hundredths of a degree and not in a steady
gradual reduction proposed by the existing vibrational theory. This dramatic
sudden fall in resistance at a critical temperature, Tc suggested a change in state
had taken place and led Onnes to dub this phenomenon: The Superconducting
State.
The subsequent years saw an explosion of research into this field and the re-
mainder of the 20th century was littered with major successes, most notably in
the development of the London, Ginzburg-Landau and BCS theories (discussed
later) and more recently with the discovery (1986) of the so called High Temper-
ature Superconductors (HTS). HTS are materials that remain superconducting
at temperatures (in some cases) in excess of 77K, the boiling point of Nitrogen,
and hence, due to the much lower costs associated with liquefying Nitrogen, con-
stituted a major leap forward towards the widespread commercial exploitation of
superconductors.
As of today, superconductors have a variety of applications in society, most
notably in the generation of extremely large, stable and uniform magnetic fields
utilised in: Magnetic Resonance Imaging scanners, high energy particle collid-
ers and magnetic levitation trains. In addition to uses stemming from powerful
magnetic fields, the list of applications continues with ultra-efficient electric gen-
erators, highly sensitive flux sensing devices for biomagnetic applications, high
frequency filters in use in the mobile phone industry, magnetic sorters in recy-
cling centres and superconducting x-ray and light detectors in use in the space
industry.
One major obstacle to further applications is the economic expense associated
with cooling superconductors below their critical temperature. This makes ven-
tures such as lossless transmission lines commercially challenging. HTS promised
a solution to this problem, but the complicated growth techniques and highly
anisotropic crystalline structure makes them somewhat unsuitable for flexible
wires and circuitry etc. Early theoretical descriptions were remarkably successful
in explaining many facets of the observed behaviour. However, many problems
remain unsolved. For example, although HTS are in widespread use, a complete
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description of the mechanism behind superconductivity remains elusive. Further
developments in the field have been steady but new superconductors are being
serendipitously discovered, rather than following the more desireable process of
prediction and fabrication. In order to make scientific progress towards more
widespread applications throughout society, a more complete understanding of
the physics behind superconductivity is required.
The direct imaging of vortex matter (c.f.2.5) in superconductors provides an
extremely fertile ground for probing and testing current theories and, as such, is
a useful tool for developing them further towards a complete physical description
of the superconducting state. Observations of the penetration of flux into care-
fully fabricated mesoscopic samples allows systematic study of the interplay of
surface/energy barriers, and demagnetizing effects, that together control flux en-
try. Once flux is inside a sample, the search for unconventional vortex behaviour
can lead to important insights into the underlying symmetry of the supercon-
ducting order parameter, (knowledge of which is crucial for attempts to develop
a theoretical binding mechanism) and also speak for radical new theories of su-
perconductivity.
The focus of this PhD thesis is to observe and understand vortex behaviour
and elucidate clues that will hopefully unlock the mechanisms behind supercon-
ductivity and pave the way for designer materials, materials whose propeties can
be predicted beforehand, and subsequently engineered to meet specific needs.
1.2 Structure
This thesis describes the experimental research into superconductivity conducted
between September 2008 and September 2012, predominantly at the University
of Bath, but also partly at the University of Tokyo, and wholly under the su-
pervision of Professor Simon Bending. Chapter 2 introduces the fundamentals of
superconducting theory, a continuation of, and overlapping with, material that
is commonly found on undergraduate physics programmes. This section is by
no means exhaustive but aims to provide a solid base from which to provide a
suitable context for the experimental results that follow. Chapter 3 describes
the experimental techniques used in the acquisition of this data. Chapters 4, 5
and 6 contain the experimental results and analysis from multiple experiments,
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involving three different materials and can be read as stand-alone sections. The
general theory introduced in chapter 2 is relevant to all three, but further specific
theory required for an understanding of each experiment is contained at the start
of each experimental chapter. Each experimental chapter also contains its own
conclusion but a more general summary of the research, and ideas for further





Superconductivity is characterised by two distinct electrodynamic phenomena.
The first is zero resistance below a certain critical temperature (Tc), first observed
in mercury by Onnes in 1911 [2]. Onnes went on to discover the same effect
in Tin and Lead at Tcs that were characteristic for each material. Indeed, in
the subsequent years hundreds of materials have been found to superconduct;
elemental, alloy and more exotic crystalline structures, each with its own unique
Tc. The normal state (T>Tc) behaviour of a material can not be relied upon as
an indicator of its ability to superconduct. Copper and gold for instance, both
excellent electrical conductors don’t superconduct at all.
It was some years later in 1933 that the second characteristic of supercon-
ductivity, perfect diamagnetism, was discovered by Meissner and Oschenfeld [3].
That is the ability of a superconductor to completely expel the magnetic flux of
an applied external field from its interior up to a certain critical field. This exclu-
sion occurs regardless of whether the field is applied before or after cooling; which
is a non-trivial distinction. If the field is applied after cooling below Tc, then one
would expect the creation of induction currents as the field is switched on, set
up so as to produce a field equal and opposite to the external one in accordance
with Lenz’s law. These currents would continue to flow as persistent currents due
to the condition that R=0, and hence the expulsion could be viewed as simply a
phenomenon of zero resistance. However, if the field is switched on before cooling
















Figure 2-1: (a) The Meissner Effect in Type-I superconductors. All magnetic flux
is expelled from the interior of the Superconducting sample by a spontaneous
Meissner current (JM) that flows on the surface of the sample. The magnetic
induction (B) is forced to distort and curve around the superconducting sample.
(b) The perfect diamagnetism (χ = −1) survives up to a critical value of external
field (Hc), when superconductivity is abruptly destroyed and the sample is driven
normal. (c) The empirically obtained temperature dependence of Hc.
realises it is an entirely independent effect. This is called the Meissner effect
and is illustrated in figure 2-1. Empirically, Hc has been found to display the
temperature dependence shown by the curve in 2-1(c) and described to a good
approximation by equation 2.1 below.








Outside the Meissner regime, the state of a superconducting material depends
on its thermodynamic path. It’s existence suggests that flux exclusion is a true
thermodynamic state and therefore allows the application of equilibrium thermo-
dynamics to the superconducting phase transition.
Any material that acquires a magnetisation (M) in the presence of an applied














At the thermodynamic critical field Hc, the magnetic energy per unit volume
of the spontaneous internal magnetisation f(Ha) exactly equals the difference in
energy between the superconducting (fs) and normal (fn) states and is known as
the condensation energy of superconductivity.






The first phenomenological theoretical description of the Meissner effect emerged
in 1935 as a result of the combined efforts of the London brothers [4]. They
realised that the currents responsible for the Meissner effect don’t emerge nat-
urally from Maxwell’s equations so set about altering them. Starting from the
postulate that a certain density (ns) of electrons in a superconductor experience






Here m and e are electronic mass and charge respectively, vs is the super-
electron velocity and E is the electric field. Combining equation 2.5 with the








This equation unsurprisingly yields the expected consequence of infinite con-
ductivity; an applied electric field produces a constant linear acceleration of the
superconducting charge carriers. We progress towards the second London equa-
tion (eqn 2.10), and a description of the Meissner effect, by successively substitut-
ing 2.6 into Maxwell III (equation 2.7) and Maxwell IV (equation 2.8) to arrive














It was the London brothers central conjecture that the same equation (2.9)










To appreciate the consequences of this equation, it helps to first solve it for
a simple geometry. By considering a superconductor that extends infinitely in
x and z, with a superconducting/normal boundary at y = 0, in an applied field











Taking a closer look we now notice that λL has dimensions of length. Hence,
rather than being completely screened, external applied magnetic fields decay
into the superconductor over this characteristic lengthscale, λL, which is known
as the London penetration depth. A visual representation of λL is given in figure












Figure 2-2: A normal/superconducting boundary (y=0) in the presence of an
applied external magnetic field. The field decays into the superconductor over a
characteristic lengthscale λL known as the London penetration depth. Ensuing
supercurrents flowing in this surface layer generate an internal magnetisation that
opposes and expels the applied field from the centre of the sample, a phenomenon
known as the Meissner effect.
Equation 2.14 tells us that the internal magnetisation opposing and expelling
the applied external field is generated by screening currents that flow in this
surface layer. In other words, the Meissner effect arises naturally out of the
London equations.
2.2 Ginzburg-Landau Theory
Although highly successful in describing the spatial variation of magnetic flux in
a superconductor, the London equations fail to consider the spatial variation of
the superconducting charge carriers (ns) over a sample. Among other work, the
detailed investigations of the magnetic state of a sphere in 1947 [5] brought this
shortcoming to the fore when they revealed complex normal/superconducting
domain formation in applied fields near Hc, giving a clear indication that ns
is varying spatially. The situation where normal regions coexist side by side
with superconducting ones has since been intensively studied and is known as
the intermediate state. The Ginzburg-Landau (GL) theory [6] addressed this
inadequacy when it was published in 1950. Regarded as an outstanding success
today, enthusiasm for GL theory was slow to catch on due to its phenomenological
origins.
Quite separate to superconductivity, Lev landau had been developing a theory
of 2nd order phase transitions in the early to mid-20th century. The theory intro-
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duced two key concepts. The first was an order parameter that characterised the
phase transition, and the second was a simple postulated form of an expansion of
the free energy of the system, as a function of the order parameter. Originally in-
tended for work on structural transitions it has since been generalised and found
to be successful in treating many types of phase transition: Ferromagnetic, ferro-
electric etc. The key insight of GL theory was to realise that in superconductivity
the order parameter was a macroscopic quantum mechanical “wavefunction” with
a maximum at T = 0 and varied continously to 0 at T = Tc. This implied that
the order parameter was complex, and that it varied in space. For supercon-
ductivity the order parameter ψ is connected to the density of superconducting
charge carriers, ns, by the following relation,
|ψ|2 = ns, (2.15)
and the Helmholtz free energy of the system (f) is expanded about ψ in the
following Taylor series. One of the conditions of Landau’s expansion is that it is
only valid for very small ψ, i.e. T ≈ Tc.
f(ψ) ≈ f(ψ0) + df(ψ0)
dψ




(ψ − ψ0)2 + ... (2.16)
Where ψ0 = ψ(Tc). This expansion is reduced by noting that the free energy
at Tc is simply the energy of the normal state (fn) and also at Tc, ψ0 = 0.








ψ2 + ... (2.17)
Which we can present in its more recognisable form in equation 2.20 after









fs = fn + α(T ) |ψ|2 + 1
2
β(T ) |ψ|4 (2.20)
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For a stable phase at the transition point fs(ψ) must be a minimum, therefore
Landau theory disregards odd powers in the expansion. Substituting 2.15 into
2.20 and minimising the free energy with respect to the density of superconducting
charge carriers we arrive at the following definition of ns.
dfs
dns
= α(T ) + β(T )ns = 0, (2.21)
ns = −α(T )
β(T )
(2.22)
In order to produce a minimum in energy below Tc the sign of α(T ) must
change at the transition. In fact a further intricacy of the Landau theory of 2nd
order phase transitions was that the coefficients of the energy expansion could be
themselves expressed as expansions in powers of (T-Tc), thereby including this
requirement as a prerequisite.
The decisive extension of GL theory was to include two additional terms to the
expansion shown in 2.20 to arrive at equation 2.25. The first is a ‘kinetic energy’
term included to account for spatial variations in the order parameter (ψ(r)). As
mentioned GL theory assumes that the order parameter for superconductivity is a
macroscopic wavefunction. Following this assumption further we notice that the
kinetic energy term of the schro¨dinger equation (2.23) represents the additional
energy due to spatial variations of the wavefunction. Finally, by considering the
presence of magnetic fields we replace the momentum operator with the canonical
momentum operator in a magnetic field 2.24 and add a fifth term accomodating
the free energy density of the applied field. ms and qs are the mass and charge of
the superconducting charge carriers. Note, closer inspection of 2.25 reveals that





−i~∇ → −i~∇− qsA (2.24)
fs(r, T ) = fn + α(T ) |ψ|2 + 1
2
β(T ) |ψ|4 + 1
2m





This Helmholtz free energy density expansion (equation 2.25) is the starting
point of GL theory. Remembering that the premise behind GL theory is that the
transition into the superconducting state lowers the overall system energy, the
next logical step is the minimisation of the volume integral of 2.25 with respect
to ψ(r) and A(r). In the ordinary Landau theory f was simply a function of ψ.
Now, since f = f(ψ,A) minimisation must use the Euler-lagrange equations of
the calculus of variations. Following such a standard variational procedure we
find the two GL differential equations:
αψ + β |ψ|2 ψ + 1
2ms
(−i~− qsA)2 ψ = 0, (2.26)
Js = − iqs~
2ms





Here α and β are the GL expansion coefficients, ψ is the macroscopic quantum
mechanical wavefunction, ms and qs are the mass and charge of the superconduct-
ing charge carriers respectively, A is the magnetic vector potential and Js is the
supercurrent density. Equation 2.26 has the approximate form of the Schro¨dinger
equation and governs the spatial variation of ns throughout the sample. Equation
2.27 is a quantum mechanical description of the supercurrents.
Reflecting back to the point where GL theory diverged from the general Lan-
dau theory (Equation 2.25), the immediate physical consequence of the inclusion
of a gradient term (∇ψ) becomes apparent. The rapid spatial variation of the
macroscopic wavefunction (ψ) in a superconductor is penalised by a large contri-
bution to the free energy. In effect the distance over which ψ can vary is limited
by a characteristic lengthscale. This lengthscale is given the symbol ξ(T ) and is
known as the coherence length. We can gain an insight into the nature and origin
of ξ through the simplification and reduction of the first GL equation (2.26) for
a simple geometry.
Assuming magnetic fields and currents are zero, and only considering the






+ αψ + βψ3 = 0. (2.28)








Figure 2-3: The density of superconducting charge carriers within a supercon-
ducting material can vary over a characteristic lengthscale (ξ) called the coherence
length. ξ emerges from the Ginzburg-Landau theory and is defined in equation
2.30.













Figure 2-3 offers a visual representation of how ψ varies at a superconduct-
ing/normal boundary. It is now clear that GL theory achieves what it set out to
do: characterise the spatial variation of ψ within a superconductor. As previously
mentioned, the Ginzburg-Landau equations are phenomenological in origin but
have since been proven to be a rigorous consequence of microscopic theory (c.f.
section 2.6) in certain limits of temperature and applied field. As a result of years
of subsequent research these limits are now well defined and, as the GL equa-
tions are much simpler than the microscopic theory, they are often used whenever
possible.
Finally, by substituting the equation for the density of superconducting charge
carriers (ns) as a function of the GL coefficients (2.22) into the equation for the
London penetration depth (λL) (2.11) we notice that both λL(T ) and ξ(T ) share






It is therefore useful to introduce the temperature independent Ginzburg-
Landau parameter κ. This parameter is particulary useful for characterising the





2.3 The Superconducting/normal interface
Sections 2.1 and 2.2 introduced two characteristic length scales, λL(T ) and ξ(T ),
that describe the spatial variation of an applied magnetic field and the density
of superconducting charge carriers at a superconducting/normal (SN) boundary
respectively. The Ginzburg-Landau parameter κ describes the relative magnitude
of the lengthscales and one can immediately envisage the existence of two distinct
regimes at the interface, as illustrated schematicaly in figure 2-4.
The physical repercussions of these distinct regimes becomes evident when we
consider the energy cost of the interface. We have previously discussed the con-
cept that the nucleation of the superconducting state lowers the overall system
energy. By considering the fact that superconductivity is destroyed by a suffi-
ciently large external field, from thermodynamics we defined this critical field
(Hc) as being the point at which the energy density of the external field being
screened is equal to the condensation energy of superconductivity, as captured
by equation (2.4).
It is now clear that the superconducting state can not vanish abruptly at
the SN boundary but falls continuously in the vicinity of the interface over a
lengthscale given by ξ. The total system condensation energy is therefore in-
creased due to the presence of the normal phase and this correction will result in
a positive contribution to the interface energy. By a similar argument, we now
understand that the applied field isn’t completely screened from the sample but
rather penetrates a distance λL into the superconducting phase. The magnetic
energy density of the internal spontaneous magnetisation is therefore lower than















Type II 1- k>
k l x= /
Figure 2-4: A normal (N) superconducting (SC) interface at y=0. The two
regimes defined by the Ginzburg-Landau parameter κ represent positive (Type
I) and negative (Type II) boundary energies, resulting in drastically different
behaviours in external magnetic fields.






c .(ξ − λL). (2.33)
After inspection of equations 2.33 and 2.32, it becomes apparent that we can
define two regimes κ < 1 and κ > 1 that correspond to SN boundaries with
positive and negative energies respectively. (In fact a more rigorous analysis
beyond the scope of this thesis defines the crossover to be at κ = 1/
√
2). And we
can define two classes of superconductor called Type I and Type II respectively.
In the Type I situation, nature abhors SN interfaces and avoids them at all cost,
this results in the rather simplistic description of the Meissner effect illustrated
in figure 2-1, whereby superconductivity comes to an abrupt and discontinuous
end at the thermodynamic critical field Hc.
In Type II superconductors, the situation is rather more complicated. Here
the presence of a SN boundary lowers the system energy. For applied fields in ex-





Figure 2-5: The magnetisation curve of a Type II superconductor. In order
to lower the overall system energy, Type II superconductors maximise the sur-
face area of the superconducting/normal interface by admitting flux in quantised
amounts (vortices) above a lower critical field Hc1. The presence of vortices within
a sample (Happ > Hc1) is known as the mixed state. Vortex entry continues, and
superconductivity survives up until the second critical field Hc2 when adjacent
vortex cores overlap and the entire system becomes normal.
possible quantised flux tubes, known as vortices. This allows superconductivity
to survive up to much higher critical fields and the presence of superconducting
vortices (normal state regions) within a superconducting sample is termed the
mixed state. The magnetisation curve of a type II superconductor is understand-
ably different to that for Type I materials. The Meissner phase exists up to a
lower critical field which we term Hc1. For applied field Ha>Hc1, the sample mag-
netisation falls gradually as vortices penetrate the sample, and survives up to a
second, much higher critical field Hc2. c.f. figure 2-5.
2.4 Flux quantisation
The concept of quantisation of flux initially arose as a direct consequence of the
postulates of the London theory, long before the emergence of the Ginzburg-
Landau (GL) coherence length prompted a rigorous theoretical investigation of
SN interface energy. Non-superconducting regions can form in a superconductor
for a number of reasons. They can arise from extrinsic effects such as sample
impurity and crystalline imperfection, or from the intrinsic physics such as the
Intermediate state which arise because of strong demagnetisation effects. When





Figure 2-6: A normal inclusion (blue) in a bulk superconductor(grey). The re-
sulting field (red) and supercurrent (white) distributions obey the second London
equation. The abitrary path integral C (green) encloses the normal region and a
surface area S as referred to in the text.
figure 2-6, the vortical currents, so named because they flow in closed loops
around the normal inclusions, are represented in GL formulism by the order
parameter in the following way.
ψ = |ψ| e i(P·r)~ (2.34)
Inserting 2.34 into the second GL equation, assuming H=0 and working






The closed loop of current flowing around the normal inclusion will have a
phase difference (∆φ) between points X and Y (fig. 2-6) described by,






Where ℓ is an infinitesimal section of the current path connecting X and Y.







Js · dℓ. (2.37)
Where we have recalled that |ψ|2 = ns.
In the presence of a magnetic field we have to replace P with the conjugate
momentum P + qsA (where A is the vector potential B = ∇×A). The phase
difference now has two components, the first due to the current flow and a second










A · dℓ. (2.38)
By definition, the quantum mechanical wave function used to describe the
order parameter in GL theory must be single valued. Therefore the total phase






Js · dℓ+ qs
~
∮
A · dℓ = n.2π (2.39)






By substituting B = ∇ × A and noticing that the surface integral of B.dS
is equal to the total flux enclosed within the contour used (Φ) we arrive at the





Js · dℓ+ qs
~
Φ (2.41)
Finally, with a little rearranging and defining Φ0 = h/qs we arrive at the final
equation of this section.
Φ = nΦ0 − ms
nsq2s
∮
Js · dℓ (2.42)
2.42 is a general statement of fluxoid quantisation. In practice it is possible
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to reduce this further by assuming that Js = 0. The vortical supercurrents
decay over the lengthscale of the London penetration depth as we move away
from the core. If we draw the contour sufficiently far away from the core we
can justify the assumption the Js = 0. Hence, we are left with the definition of
the superconducting flux quantum, φ0 = h/qs, which followed directly from the
single valuedness of the superconducting order parameter. Note here that qs is
the charge of the superconducting charge carriers.
Φ = nΦ0 (2.43)
2.5 Vortex Matter
In section 2.3 we defined two regimes based on considerations of the overall system
energy at the superconducting/normal (SN) interface. In the Type II situation,
the SN boundary has negative energy and so nature acts to maximise the surface
area of the interface by admitting flux (normal regions) into the sample where
they coexist alongside Meissner screened areas of residual superconductivity. In
light of the results discussed in the previous section (2.4) it is now clear that
in order to minimise the total system energy (maximise the SN surface area),
flux penetration will occur in the form of flux tubes containing quantised packets
of flux (Φ0) known as superconducting vortices. The microscopic structure of
superconducting vortices is illustrated in figure 2-7(a). Conceptually they are no
different to the SN boundary encountered previously, except now we have two
interfaces (superconducting/normal/superconducting) separated by the smallest
distance possible by nature, governed by the characteristic length scales λL and ξ.
The density of superconducting charge carriers (ns) falls to zero in the normal core
of the vortex over the length ξ, where at the same time B rises gradually over the
length λL. The penetration of the B-field creates a resulting vortical supercurrent
that flows around the normal core enclosing flux Φ0. As two vortices are brought
into close proximity, the flow of the supercurrent in the B of the neighbouring
normal core realises a short range repulsion from the Lorentz force.
Consideration of the total energy of the SN interface provides an intuitive pic-
ture of the definition of the Type I and Type II regimes. However, the concept of









Figure 2-7: (a) The microscopic structure of superconducting vortices in Type II
superconductors. The density of superconducting charge carriers ns falls to zero
over the shorter of the two length scales ξ, forming a normal core (diameter≈ 2ξ)
where the B-field rises exponentially over the lengthscale λL. Resultant vortical
supercurrents (defined by the London equations) circulate the normal core at a
diameter of ≈ 2λL enclosing the superconducting flux quantum Φ0.
published his formal solutions to the Ginzburg-Landau equations in the regime
where κ is large (λ > ξ). His analysis defined the crossover between what he
termed Type I and Type II to be exactly at (κ = λ/ξ = 1/
√
2). Secondly his
findings predicted that the most stable configuration was achieved when vortices
arranged in a triangular lattice, (2-7(b)), a result that was confirmed experimen-
tally 10 years later by a magnetic decoration technique [8] and has since been
observed and studied extensively. Finally, his landmark paper predicted that the





We have seen in the previous section that the quantisation of flux was pre-
dicted by the London theory and published 7 years earlier in 1950 [9]. However,
crucially the London analysis presented Φ0 = h/qs. Where qs is the charge of
particles responsible for superconductivity. The London brothers had no rea-
son to assume that this wasn’t anything other than the charge on the electron,
but here Abrikosov’s result suggested that the charge carrier had a charge of 2e.
However, the theoretical understanding of superconductivity was about to take a
giant stride forward with the emergence of a radical new theory. Quite coinciden-
tally, research published in 1957, the same year as Abrikosov’s landmark paper,
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described how the superconducting charge carriers were in fact, quite counter-
intuitively, pairs of bound electrons. The theory is known as BCS theory and is
described in the following section.
2.6 BCS theory
As early as 1922 Onnes was attempting to investigate the relationship between
Tc and nuclear mass using isotopes of mercury. He was unable to detect any
effect within the experimental resolution available to him at the time. However,
with the advent of modern nuclear physics, the isolation of isotopes with large
differences in mass became available and in 1950 a series of experiments on mer-
cury and later tin revealed a power law dependence of Tc on nuclear mass m,
Tc ∝ m−1/2, which became known as the isotope effect [10] [11].
2.6.1 The electron-electron interaction
The isotope effect offered a tantalising insight into superconductivity and sug-
gested that it was inextricably linked to electronic interactions with the ionic
lattice, i.e. phonons. It had in fact been predicted theoretically a few years
previously by Fro¨lich (1950) [12]. He suggested that an attractive component in
the interaction between two electrons emerged as a result of phonon exchange.
A simple schematic of such an interaction is shown in figure 2-8. Here the sim-
ple relations involving the momenta of two electrons (k1 and k2), exchanging a
phonon of momentum q,
k1 + q = k
′
1, (2.45)
k2 − q = k′2,
combine to demonstrate the conservation of momentum between the initial
and final states.





Fro¨lich argued that momentum need not neccessarily be conserved between
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Figure 2-8: Schematic of the electron-electron interaction. The scattering of
electrons from states kn to k
′
n via exchange of a virtual phonon q was shown to
produce an attractive component to their interaction by Fro¨lich [12]. The process
was to later form the basis of the BCS theory of superconductivity.
the initial and intermediate states, (when the phonon emmitted by the first elec-
tron is yet to be absorbed by the second) or intermediate and final states because
of the uncertainty relation ∆E.∆t ≈ ~. If the emission/absorption occurs very
quickly, there is a large uncertainty in the energy and it need not be conserved.
Such a process is known as virtual. The detailed quantum mechanical calcula-
tions are beyond the scope of this thesis but Fro¨lich showed that the interaction
is attractive if the change in energy of the first electron is less than the phonon
energy i.e. ǫ1− ǫ′1 ≤ hνq, where ǫ1 and ǫ′1 are the energies of the first electron be-
fore and after emission of a virtual phonon of frequency νq. Of course the overall
potential landscape is yet to include the coulomb interaction, but the possibility
of an attractive component was now apparent.
2.6.2 The Cooper Pair
In 1956, Cooper [13] developed Fro¨lich’s work further by considering what hap-
pens when two electrons are added to a metal at T = 0. He was able to show that
they will always form a bound state provided an attractive potential, no matter
how weak, is present. The two-particle wavefunction which contains the proba-
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bility of finding one electron of momentum k1 at (x1, y1, z1) and a second electron
with k2 at (x2, y2, z2) is given by the product of two one-particle wavefunctions:
φ (x1, y1, z1,k1, x2, y2, z2,k2) = ψ (x1, y1, z1,k1) .ψ (x2, y2, z2,k2) (2.47)
Quantum mechanically the right-hand-side of equation 2.47 should be a prod-
uct of spin- and space- wavefunctions. The spin- component is omitted in interests
of brevity during this discussion but is treated in section 2.7, and shown to be of
great relavance to this thesis. The ψ’s are plane waves, and the effect of any scat-
tering mechanism that effects their momenta, such as virtual phonon exchange,
will be to “scramble” the wavefunctions such that the total wavefunction becomes
a sum of many individual ψ’s of varying k’s.
Φ (k1,k2) =
∑
aijφ (ki,kj) . (2.48)
Here the spatial co-ordinates have been left out in interests of brevity. Φ
represents a wavefunction of two particles that are scattering repeatedly under
the constraint of the conservation of momentum, ki + kj = constant = K. |aij |2
gives the probability of finding the electrons at any instant with momentum ki
and kj. If for now we assume this interaction is attractive, then every scattering
event (virtual phonon exchange) lowers the system potential by −Vij . Therefore,
the total decrease in system energy is proportional to the number of scattering
events available (the number of pairs of ki and kj that can make up Φ), a fact
that will become very important later. One of the key assumptions of Cooper’s
work is the simplification that this potential is constant for all scattering events
−Vij = −V . In fact the detailed QM theory shows that the probability of such a
scattering event is neglible unless the difference in energy between the initial (ǫ1)
and final (ǫ
′
1) states is small ǫ1−ǫ′1 ≈ hνq. Since Cooper assumes the two electrons
are added to a metal at T = 0 then obeying Pauli they must reside above the
fermi level ǫf . The lowest values of ǫ1 and ǫ
′
1 that are above ǫf but meet the
condition ǫ1 − ǫ′1 ≈ hνq, are those that reside within momentum ∆k = mhνL/kf
of the fermi surface (kf) [14]. Where νL is the average phonon frequency of the
ionic lattice. Re-stating the fact that the total momentum is conserved during
each scattering event, ki + kj = K, then all possible scattering events lie in the
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Figure 2-9: Schematic of the electron-electron interaction of two electrons added
to a metal at T = 0. The available states with an appreciable probability of
being occupied lie within a range ∆k of the fermi-level kf . All pairs (ki,kj) that
conserve momentum obey the constraint ki + kj = K and can be constructed
as shown. The number of available pair states is proportional to the size of
the shaded areas. For an attractive electron-electron interaction, each scattering
event lowers the system energy by −V . The maximum number of scattering
events is directly proportional to the number of available pair states and so occurs
when K = 0 (maximising the shaded area). Thus, Cooper realised that the
maximum number of scattering events yielding the maximum decrease in system
energy occurs when electrons form a pair with equal and opposite momenta; The
Cooper pair :- φ(ki ↑,ki ↓).
shaded areas of the schematic in figure 2-9. Here the number of scattering events
is proportional to the volume of the rings. Since the decrease in total system
energy is proportional to the number of scattering events (N , the number of
−V ′s), nature would like to maximise N . An examination of figure 2-9 reveals
that this maximum occurs when the constant K = 0.
It was therefore the culmination of Cooper’s analysis that, when adding two
electrons to a metal at T = 0, the most energetically favourable state of the
system is formed when the electrons form a bound state, just above ǫf , with equal
and opposite momentum. Further detailed QM calculations revealed that the true
minimum was achieved when the electrons had opposite spin too. Forming what
became known as the Cooper pair, φ(ki ↑,ki ↓) = ψ(ki ↑)ψ(ki ↓).
2.6.3 The many-electron BCS ground state
Up until now the presence of a resultant attractive interaction has been assumed,
but the decisive extension was made the following year when, as a culmination of
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all of the rapid theoretical and experimental developments in the field, Bardeen,
Cooper and Schriefer published their epoch-making BCS theory,[15] which tied
all of the evidence together. BCS shows how an electron can deform the ionic
lattice, increasing the local positive charge density and forming an attractive po-
tential to a second electron, present later in time, sufficient enough to overcome
the repulsive coulomb potential. This interaction with the lattice explains the
isotope effect; clearly, altering the ionic mass will change the natural frequency
of the lattice vibrations and impact on the interaction. It also helps to explain
why some of the best normal state conductors (copper, gold etc) don’t super-
conduct. Electrical resistance results from electron scattering caused by lattice
phonons. Materials with a low normal state resistance therefore have a weak
electron-phonon interaction, characterised by a small coupling constant. Super-
conductivity naturally requires a high electron-phonon coupling constant which
manifests itself as higher electrical resistance in the normal state.
The theory of Cooper pairing somewhat unrealistically treated two electrons
in isolation. BCS remedied this by treating all of the electrons on the same
footing. A fundamental assumption of BCS is that in the superconducting state,
the only interactions that matter are those involved in the individual Cooper pairs
themselves. The only effect of the presence of multiple Cooper pairs is to reduce
the number of available (k ↑,k ↓) pairing states left. In fact, the pairing need
not only concern electrons above the fermi level but we can take two electrons of
ǫ < ǫf and promote them above ǫf and form an energetically favourable state.
The probability that state φ(ki ↑,ki ↓) is full at T = 0, is displayed alongside
the conventional fermi-dirac distribution for an electron in a metal in figure 2-10.
The key feature is that Cooper pair states above ǫf are occupied even at T = 0.
BCS theory recognised that if we can promote one pair, then we can promote
many pairs and lower the system energy even further and introduced the many-
electron wavefuntion (Ψ) which is a product of many pair wavefunctions, where
r is the positional vector (x, y, z) and n/2 is the total number of Cooper pairs.
Ψ (r1, r2..., rn) = Φ(r1, r2)Φ(r3, r4)...Φ(rn−1, rn). (2.49)
The many-electron wavefunction simply gives the probability of finding an
electron at r1 at the same time as another at r2, regardless of their momenta.
By populating 2.49 with many Cooper pairs we can significantly lower the energy
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Figure 2-10: The probability pi that the Cooper pair state φ(ki ↑,ki ↓) is occupied
at T = 0. The conventional fermi-dirac distribution for electrons in a metal
is also plotted (dotted line) for comparison. Note that even at T = 0, it is
energetically favourable to promote some electrons above the fermi-energy kf
where they reduce the overall system energy by forming Cooper pairs.
of the system and we note, crucially, that the Cooper pairs have all formed the
same quantum mechanical state, with the same energy, seemingly violating the
Pauli exclusion principle. It is for this reason that Cooper pairs can be viewed as
composite particles, bosons with mass 2me and charge 2e, that obey Bose-Einstein
statistics. Superconductivity is thus referred to as a special case of Bose-Einstein
condensation. Since all of the Cooper pairs share the same quantum state, they
all have the same phase and as we have seen are represented by one wavefunction
which is coherent over the entire superconducting sample, which in the case of a
coil, could be many Km. Superconductivity is therefore described as macroscopic
quantum mechanical effect and this long range coherence gives rise to many of
the observed phenomena.
A key prediction to come out of BCS theory is that a minimum energy is
required to break a Cooper pair. This binding energy immediately explained the
energy gaps that had previously been observed experimentally by measurements
of the electronic specific heat [16] [17] and later electromagnetic absorption [18,
19, 20], and one of the early successes of BCS was to predict these accurately. The
energy gap also provided an explanation for zero resistivity; The Cooper pairs
can not scatter off lattice phonons i.e. dissipate energy resulting in an observable
electrical resistance, if the lattice phonons are below a threshold energy. As a
superconducting material is cooled below Tc the lattice vibrations fall below this
threshold and perfect conductivity ensues.
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2.7 Unconventional Superconductivity
Throughout the discussion of the previous section (2.6) we have so far only con-
sidered an electron-pair wavefunction that contains information on the spatial
extent of the pair. As briefly mentioned, a more thorough description requires
a consideration of the spin-wavefunction so that the total wavefunction (Ψ) is a
combination of spatial ψ and spin χ components. As we know, a complete descrip-
tion allows for current carrying states and includes a third component, described
by GL theory 2.2, that concerns the centre-of-mass motion of the Cooper pair.
It is important to note here, that we have abandoned the formulism of the
previous section so that now the many-electron wavefunction that describes the
spatial extent of every Cooper pair in the superconductor is ψ (previously Ψ) and
now Ψ represents the full pair wavefunction, a combination of spatial and spin
components.
Ψ = ψ(r1, r2..., rn,k1,k2...,kn).χ(s1, s2..., sn) (2.50)
As in equation 2.49, n/2 is the number of Cooper pairs in the system. How-
ever, here the spatial component ψ is a function of position in space rn and
momentum (kn) of each electron. Previously, in 2.49, we omitted the momentum
parameters for brevity, but here we include them to allow for states other than
the Cooper pair of equal and opposite momenta. Finally the spin-component is
a function of the spin state (up or down) of each electron.
A key feature of BCS theory is that the Cooper pair has a quantum mechani-
cal symmetry. Just as the spatial distributions of electrons bound to a hydrogen
atom display symmetries, as defined by the spherical harmonic solutions to the
schro¨dinger equation, so do the BCS wavefunctions. In a broad sense supercon-
ductivity is a sort of Bose-Einstein condensation and the Cooper pair (CP) can
be thought of as a boson. A CP can therefore have integer total spin S=0 or 1.
The particular BCS ground state ψ that was introduced in the previous section
2.6.3 has zero net angular momentum, c.f. figure 2-10 and so continuing the
analogy with atomic orbitals is termed s-wave (ℓ = 0). Heisenberg [21] was the
first to note in 1926 that as a fermion (1/2 integral spin) the total wavefunction
describing electronic states must be anti-symmetric. The (ℓ = 0) s-orbital is spa-
tially symmetric so the spin part of the full wavefunction is anti-symmetric. i.e.
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Figure 2-11: Two-dinemsional illustrative representations of Cooper pair spatial
symmetries for angular momentum ℓ = 0..3. The different shading reflects regions
where the wavefunction has opposite sign.
Anti-parallel spins S=0, spin-singlet case. This pairing state is found in what are
now termed conventional superconductors.
Now we relax the (ℓ = 0) condition and consider that pairings can exist with
ℓ = 0, 2 (even) or ℓ = 1, 3 (odd) angular momentum, forming states which will
require spin-singlet (S= 0) or spin-triplet (S= 1) spin components respectively.
2D representations of the real space distributions of ℓ = 0..3 bound states are
illustrated in figure 2-11. Significantly, electrons in an s-wave pairing state have
an isotropic probability distribution of very closely spaced, strongly overlapping
electron states, whereas the spatial symmetries of non-zero angular momentum
states have vanishing probabilities at their centre of mass (origin).
The Coulomb interaction is clearly a strong function of the spatial and spin
symmetry of the CP. The strong repulsion of closely bound electrons in a con-
ventional s-wave CP is overcome by the electron-phonon interaction as described
by BCS theory.
The Coulomb repulsion in ℓ > 0 bound states is minimised as the probability
density falls to zero at short distances, and so electronic interactions clearly play
an important role. In contrast to BCS theory of s-wave superconductivity no
many-body theory exists to describe how (ℓ > 0) CP bound states are stabilised
by electron-electron interactions in crystalline materials. Superconducivity in-
volving such ℓ > 0 pairing is termed unconventional.
S-wave pairing is termed conventional for several reasons. Historically it was
discovered first and indeed for the first 60 years of superconductivity all known
superconductors were s-wave. Secondly, it is in some ways the simplest pairing
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state. In ℓ > 0 states the wavefuntion changes sign as illustrated by the shaded
areas in figure 2-11. The spatial symmetry of the CP in real space is related to
the superconducting gap function (c.f. section 2.6.3) ∆(k) in k-space by a Fourier
transform. In reality, the magnitude of ∆(k) in s-wave pairing may vary slightly
due to anisotropies of the crystal lattice but the phase is constant. For ℓ > 0
there are sign changes in the phase which average to zero over the fermi surface.
This leads to a more precise definition of unconventional superconductivity as,
∫




Numerous techniques for detecting stray magnetic fields at the surface of super-
conducting samples have been developed in recent years. Most notably: Super-
conducting Quantum Interference Devices (SQUIDS), Magnetic Force Microscopy
(MFM), Lorentz Force Microscopy (LFM), Bitter decoration, Magneto-Optical
Imaging (MOI) and Scanning Hall Probe Microscopy (SHPM). Together they
cover a wide range of spatial resolutions and minimum detectable fields. Each
method has it’s own advantages and limitations with respect to the others. A
more thorough evaluation of each technique is presented in [22]. Here we focus on
the methods used to acquire the data discussed in this thesis: SHPM and MOI.
3.1 Scanning Hall Probe Microscopy
3.1.1 The Hall effect
The Hall effect is a macroscopic manifestation of the Lorentz force; the well
known phenomenom whereby the motion of a charged particle in a magnetic field
results in a force (FL) on a charge (q) described by:
FL = q (B× νq) , (3.1)
where νq is the velocity of charge q moving through a region with a magnetic
field B. An electric current confined by the free surfaces of a conductor will
drift to one side under the Lorentz force, thereby setting up a voltage across the
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Figure 3-1: The Hall cross geometry provides a convenient way of measuring the
Hall effect in a conductor. The motion of the electrons forming the Hall current
(IH) in the magnetic field B results in a Lorentz force (FL), causing the charge
carriers to drift to one side of the conductor. The resulting Hall voltage (VH)
across the Hall probe active area (shaded) can be measured across the second
pair of leads.
conductor known as the Hall voltage (VH).
In turn, the electric field associated with VH itself exerts a force on the elec-
trons and the system reaches equilibrium when these two forces, Lorentz and
electric, balance.
Eq = q (B× νq) . (3.2)
Substituting for the current density J = −neνq and considering the specific




Making further assumptions that the applied Hall current IH (contained in
Jx) and physical size of the conductor are kept constant, we notice that VH
(contained in Ey) is directly proportional to the local magnetic induction B. VH
is an experimentally accessible quantity and so the Hall probe’s suitability as
a field sensing device becomes apparent. A particularly convenient Hall sensor
geometry is the cross we have been considering in figure 3-1. A constant Hall
current (IH) is supplied along two opposing leads and experimental access to VH
across the active area (shaded) is afforded by the second pair of leads. In such a
geometry, the spatial resolution of the Hall probe (HP) device is limited by the
size of the cross-sectional active area. Another figure of merit for a HP, and one
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which defines the minimum detectable field, is the Hall coeffiecient (RH), found





= RH . (3.4)
Keeping Jx constant, 3.3 describes how a bigger RH results in a larger VH for
a given measured magnetic field. In the presence of a constant mean noise level, a
larger RH allows detection of smaller fields and increases the sensitivity of the HP
device. As such, recent research into Hall probe magnetometry has been heavily
focussed on materials with extremely low carrier concentrations (n). Semi-metals
such as Bismuth [23] and semiconductors such as Si-doped GaAs [24] are two
such low-n candidates, but unfortunately as the active area is reduced to the
order of 1µm2 (a must for the spatial resolution required to study vortex matter
in superconductors) the resistance of these materials increases dramatically. Any
gains in sensitivity offered by the small n can be offset by the related increase in
Johnson noise and a lower SNR.
3.1.2 Semiconductor heterojunction Hall probes
In the particular case of Si-doped GaAs, the high resistance results from ion-
ized impurity scattering between the electrons and their donor ions. An elegant
solution to this problem was found in the development of modulation doped
heterostructures, where the charge carriers are physically and permanently sep-
arated from their donor ions in a very low density two-dimensional electron gas
(2DEG). These heterojunctions were first reported by Dingle et al in 1978 [25]
and subsequently revolutionized the field. A schematic of the heterostructure
and resulting conduction band (CB) edge energy is shown in figure 3-2. The
conduction bands of GaAs and Al0.3Ga0.7As lie at different energies but since the
lattice constants are nearly identical the whole structure can be viewed as a single
crystal with a modulated CB edge. The much larger band gap of Al0.3Ga0.7As
creates a V-shaped potential well at the interface of the Al0.3Ga0.7As and GaAs
lattices. In order to reach diffusive equilibrium the Fermi-level must be indepen-
dent of position and as the electrons are thermally liberated from their Si donors
they migrate to the lower energy CB of GaAs. The electrons are restricted to
a narrow layer in the z direction but are free to move in x − y and so this is
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Figure 3-2: A schematic of the heterostructure and corresponding conduction
band (CB) edge energy of a modulation-doped semiconductor heterostructure.
The mismatched CB energies of Al0.3Ga0.7As (higher) and GaAs (lower) cre-
ates a narrow triangular potential well at the lattice matched crystal interface.
Electrons migrate from the Si-doped region into the potential well and crucially,
remain irreversibly separated from their ionized donor impurities by the spacer
layer. This realises extremely high mobilities of µ > 100m2V −1s−1 (4.2K). The
electrons are trapped in a narrow region but are otherwise free to move in the
horizontal plane of the superlattice. As such these charge carriers are termed a
two dimensional electron gas (2DEG).
known as a 2DEG, and forms with typical densities of n2D = 10
15m−2. The key
to the high mobility of these devices (µ > 100m2V −1s−1 at 4.2K) is the undoped
spacer layer which separates the electrons from their ionised donors, drastically
reducing ionised impurity scattering.
The low carrier density (large RH ≈ 0.3Ω/G) and high mobility (low Johnson
noise) make semiconductor modulation-doped heterojunctions ideal for high field
sensitivity Hall probe devices. Wafers of GaAs/Al0.3Ga0.7As are available com-
mercially and are routinely patterned into sub-micron Hall cross geometries which
realise minimum detectable fields of 10mG/Hz
1
2 . Fabrication involves a combina-
tion of conventional lithography (optical and/or electron-beam) and wet chemical
etching. Ohmic contacts are made to the heterostructure through Au/Ge/Ti/Au
pads. The whole process is described in more detail in [26]. An optical micrograph
of one of the Hall probes used to collect data for this thesis is shown in figure 3-3.
The sub-micron active area was originally defined as 1µm2 using electron-beam
lithography, but it is estimated that edge depletion effects [22] occuring during
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10 mm
Figure 3-3: A photograph of an Al0.3Ga0.7As/GaAs heterostructure Hall probe.
Fabrication involves numerous steps of optical lithography, thermal deposition
(Au,Ge and Ti) and wet chemical etching. Five gold contact leads are visible
around the 1µm2 active area. Four comprise the Hall cross leads while the fifth
connects an integrated tunnelling tip, used to detect the sample surface.
the chemical wet etching phase reduce this to ≈ 800×800nm2. The active area is
surrounded by five fluted leads; four comprise the Hall cross leads and the fifth is
connected to an integrated scanning tunneling tip (Ti/Au) which allows tracking
of the sample surface through detection of a tunnel current.
The field sensitivity can be increased by passing larger Hall currents (IH)
through the device, as shown by equation 3.3. In practice however the low-
frequency VH becomes dominated by random telegraph-like noise at critical dc
bias currents in excess of Imax which is presumably related to the thermionic trap-
ping and emission of excited electrons from deep donor sites in the Al0.3Ga0.7As
layer. For IH <Imax and at T<100K the sensitivity is approximately limited by
the Johnson noise of the voltage contacts (VJ = (4kBTRV∆f)
1/2) where RV is the
two contact resistance of the Hall cross and ∆f is the measurement bandwidth.











Keeping all other factors constant we see that SNR∝ (µ/n2D)1/2 which be-
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comes a useful figure of merit for a HP device in addition to RH . Consequently,
typical values of IH ≈10µA and lead resistance RV ≈1.5KΩ (4.2K) realise min-
imum detectable fields of ∼10mG/Hz1/2 and HP active areas of 800×800 nm2
realise minimum flux resolution of ∼ 1× 10−5Φ0/Hz1/2.
In practice, VH has a strongly temperature dependent offset, notionally due
to slight asymmetry of the Hall cross geometry but in reality arising from micro-
scopic inhomogeneities in the 2DEG heterostructure. This potential difference
across the HP shares the same T-dependence as the charge mobility (µ) and so
subtraction of this signal is required after changes in temperature. For this rea-
son HPs are unable to measure absolute B and strictly speaking record the local
relative magnetic induction.
The spatial resolution is governed by the width of the Hall cross (w) or sam-
ple/sensor separation, whichever is the greater. The SNR falls with square root of
w (equation 3.5) and given that 2DEG charge carrier densities of n2D ∼ 1015m−2
correspond to the presence of ∼10 electrons in a w =100nm HP, it is obvious
that reducing w to around this size will lead to large noise levels due to sta-
tistical fluctuations in the instantaneous number of electrons in the active area.
Furthermore, sample/sensor separations of order ∼500nm are required to ensure
the safety of the HP while rastering over the sample surface. Therefore there
is little to gain in patterning HP with w <500nm and the devices used in the
collection of data for this thesis are typically w ≈800nm.
As the spatial resolution is of the order of the characteristic length scales of
superconductivity, significant signal broadening occurs which has to be accounted
for when making comparisons with theory. This procedure is discussed during
the analysis of the results presented in chapter 4.
3.1.3 Microscope design
The low temperature Scanning Hall Probe Microscope used to acquire the data
discussed in this thesis is the latest in a line of SHPM’s to be developed at
the University of Bath. Detailed information on the design, construction and
operation of this instrument is contained in [27]. A brief summary of the main
features is provided here.
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Cryostat
Figure 3-4 contains a schematic and photograph of elements of the microscope
design. A commercial 3He refrigerator is mounted into a variable temperature
insert (VTI) which forms part of a superconducting magnet system within an
Oxford instruments 4H cryostat (3-4). The VTI is inserted directly into a liquid
Helium bath (4.2K - grey area) which itself sits in a bath of liquid Nitrogen (77K
- not shown). A needle valve bleeds small amounts of 4He into the VTI space
(cyan), which, in unison with a rotary vacuum pump, allows controlled cooling of
the VTI to a base temperature of ≈ 2K. Extensive information on the workings
of a 3He refrigerator are available in the literature but a brief description is as
follows. 3He is liberated from it’s charcoal reservoir by heating of the ‘sorption
pump. As the 3He vapour pressure rises it flows down the VTI and condenses
on the 1K plate and collects in the 3He pot which is in good thermal contact
with the sample. When all of the 3He is liberated (typically 20 mins at 20 K)
the 3He pot is full and will typically have been cooled to ∼1.5K. The ‘sorption
pump heater is then ready to be turned off and once it cools to below ∼10K it
reverses it’s action; 3He evaporates from the 3He pot and is pumped back up to
the reservoir where it is readily adsorbed by highly porous charcoal. The cooling
power of this evaporation can in principle maintain a base temperature of 250mK
for >24 hours but in practice, the heating power from the various electronics and
the multiple cable connections to room temperature reduce this to 350mK for
∼10 hours.
Microscope head
The custom made microscope head is sketched in figure 3-4. It bolts directly
onto the cold flange of the 3He pot. The sample is stuck onto the sample holder
(pictured) with silver paste, which not only secures the sample but, by carefully
dragging the paste onto the sample surface, also assures the good electrical con-
tact essential for application of a small sample voltage bias which aids detection
of the sample surface via a tunnel current. The pin (pictured) connects the sam-
ple bias signal, and the copper braid is screwed directly onto the 3He pot to
assure good thermal contact. The Hall probe sits opposite the sample and is











Figure 3-4: A schematic of the 300mK Scanning Hall Probe Microscope system
used for the collection of data presented in this thesis. The custom-made SHPM
head is attached directly onto the cold flange of a commercial 3He refrigerator
which itself is incorporated into a commercial variable temperature insert that
sits in a liquid Helium cryostat.
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electrode quadrants of piezoelectric material, a substance that contracts/expands
with applied positive/negative voltage. The quad-electrode design facilitates HP
movement in the x− y plane through selectively applied voltages. Application of
a common voltage to all four electrodes equally, results in extension/retraction
in the z direction. The piezo-electric coefficient varies with temperature and this
system achieves scanner ranges of 170 x 170 x 4.7 µm3 at 300K down to 14 x 14 x
0.6µm3 at 350mK. The scanner tube sits on three nano-positioners which afford
coarse positioning in a 6x6x7 mm3 volume.
Finally, great care has to be taken to set the tilt angle between the sample
and Hall probe to ensure that the tunnelling tip is always closest to the sample.
This is done manually on a work top bench using a microscope and the reflection
of the Hall probe in the sample surface. Adjustment is made via 3 fine threaded
screws to achieve an angle of ≈ 1o. The HP active area is approximately 5µm
from the tunneling tip so an angle greater than this will increase the sample
sensor separation and reduce the spatial resolution unneccesarily, or even worse,
cause the un-coated edge of the GaAs wafer to contact the sample before the Au
tunnel tip. Any less than this and we risk destroying the HP by crashing it into
the surface on approach.
Control electronics
The whole system is controlled using a Nanomagnetics Instruments Ltd system.
A schematic of the control electronics is displayed in figure 3-5. Automatic ap-
proach and sample surface detection is achieved by repeated cycles of: scanner
tube extension, scanner tube retraction, followed by one nano-postioner coarse
approach step. (The full scanner tube extension is much greater than one coarse
forward step.) The sample is biased at 200mV and the tunnel current (It) is
continuously monitored throughout. The cycle is interupted when It exceeds a
pre-determined threshold and a feedback loop monitors It continuosly and ad-
justs the scanner voltages accordingly. Image acquisition can take place in tunnel
contact (“STM tracking mode”) if the scan speed is kept low < 1µms−1 but data
collection is slow in this mode and there is a higher risk of a “head crash” caused
by external vibrations. Since little spatial resolution is gained by reducing the
sample/sensor separation to less than the width of the HP active area, there is
scant reward for approaching less than ∼ 500nm. For these reasons normal op-
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Figure 3-5: A schematic of the SHPM system including control electronics. The
tunnel current between the biased sample and the integrated STM tip is sensed
and controlled during coarse nano-positioner approach in order to bring the Hall
probe into close proximity with the surface safely. The controller also generates
the scanner voltages which are post-amplified and raster the Hall probe over the
sample surface.
eration is in “flying mode” when the HP is retracted either by a single positioner
step, or, for very fine adjustment, by a small “lift-off” voltage applied to the
piezeotube, and is rastered across the sample at 14µms−1
Performance
Table 3.1 summarises the key facts and figures for the mk-SHPM system at
University of Bath Physics department.
3.2 Magneto-Optical Imaging
3.2.1 The Faraday effect
The suitability of magneto-optical imaging (MOI) as a technique for the detec-
tion of stray fields at the surface of a superconductor lies in the fundamental
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Figure 3-6: The Faraday effect. The transverse electric (TE) mode of plane
polarised light rotates through angle θF as it propogates through a magnetically
active medium of length l in the presence of parallel magnetic induction B
physics behind the Faraday effect. First observed by Michael Faraday in 1845
[28], the phenomenon involves the rotation of the plane of linearly polarised light
as it propagates through a medium with magnetisation parallel to the propaga-
tion vector. More specifically, the refractive indices of left and right circularly
polarised light differ in the presence of a magnetic field applied in the direction
of propagation (∆n(B)). Since plane polarised light is a superposition of left and
right circularly polarised light, a phase shift introduced by ∆n(B) grows with the
length of medium (l) the light has travelled through, with a resultant rotation
of the plane of polarisation. This phenomenon is defined in equation 3.6 and
illustrated schematically in figure 3-6.




2DEG µ (350mK) 100 m2V −1s−1
n2D (350mk) 3×1015 m−2
Base temperature ≈300mK
Scan size (350mK) 14 × 14 µm2
Table 3.1: A selection of key figures for the mK-SHPM system at the University
of Bath. ∗Based on 1µm2 active area Hall probe fabricated with electron beam
lithography used in the experiments described in this thesis.
45
θF = V Bl (3.6)
Where the Faraday rotation (θF ) is proportional to the length of the magne-
tised medium (l) in presence of magnetic induction B. The material dependent
Verdet constant (V ) is the figure of merit for a magneto-optically active material.
3.2.2 Magneto-optic layer
Since no superconductors have been found to be magnetically and optically active,
the provision of a suitable medium, known as the magneto-optic layer (MOL), in
intimate contact with the sample is required as a medium for a Farady rotation
to occur if MOI is to be a useful tool for detecting flux structures in superconduc-
tors. A slightly different set-up to that shown in figure 3-6 is therefore necessary
and is described in full in the following section. The effectiveness of MOI (field
and spatial resolution) hinges on the choice of material (with its unique Verdet
constant) for the Magneto-optic layer and so this area has been the focus of in-
tense research and development in the last five decades. Alers (1957) [29] and
De Sorbo (1960) [30] were the first to investigate the stray fields at the surface
of superconductors in the intermediate state using Ce(PO3)3 and Ce(NO3)3 as
MOL’s and achieved moderate spatial resolutions of ≈200µm. The field took a
leap forward into the “high resolution” age when Kirchner (1969) [31] employed
paramagnetic Europium Chalcogenides and Halogenides with Verdet constants
two orders of magnitude greater than previously attained.
In 1989 Polyanskii [32] took a different approach and developed the technique
with ferrimagnetic Bi- or Ge-doped Fe garnet films. These had the added advan-
tage that they could be grown epitaxially and so were of high crystalline purity,
but unfortunately the easy-axis of the internal magnetisation lay perpendicular
to the plane of film (parallel to applied field) and so hampered measurements of
absolute field strength. Stray fields were often inferred indirectly via observation
of shifts in the domain patterns. Furthermore the labyrinthine domain structure
limited spatial resolution to the order of the domain size (≈2-30µm)[33] but nev-
ertheless, large Faraday rotations of ≈ 4oµm−1 were achievable [33]. The field
progressed towards its current state-of-the-art in the mid-nineties when Wallen-
horst [34] and Grechishkin [35] improved on the garnet films of Polyanskii by
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tilting the easy axis of magnetisation into the plane of the film through critical
doping with Bismuth. The Bi-doped Yttrium Iron garnet (Bi-YIG) films grown
using liquid phase epitaxy have extremely high crystalline quality and, since they
avoid the magnetic domain problems encountered previously, they enable field
sensitivity of ≈ 10µT corresponding to Faraday rotations of order ≈ 7−9oµm−1.
The spatial resolution afforded by these films is now limited by the magnitude of
experimental vibrations and sample flatness; ultimate resolution is governed by
the sample/garnet separation. MOI reached its current zenith in 2001 when the
first experiment with single vortex resolution was conducted by Goa [36].
3.2.3 Experimental set-up
As touched on in the previous section, a slightly different set-up to that shown
in figure 3-6 is employed experimentally in order to accommodate the MOL. The
system used in the collection of data presented here is based in the Department
of Applied Physics, University of Tokyo. A brief introduction follows but a more
thorough description is given elsewhere.[37] A carefully chosen MOL (with high
V ) is placed in intimate contact with the sample providing a suitable region for
the Faraday rotation to occur. The experimental set-up is described in figure
3-7. The sample or sample substrate is held in place on a copper puck with
a small amount of Apiezon grease. Three or four “pillars” of vacuum grease
are carefully placed around the sample using a thin gauge copper wire. These
“pillars” will support the garnet film so it is critical that they stand proud of
the sample. The advantage of this method is that the vacuum grease contracts
during cooling, pulling the Bi-YIG garnet film into intimate contact with the
sample via surface tension. The sample puck is placed in direct contact with the
cold flange of a commercial cryo-cooler unit that provides convenient control of
temperature down to ≈10K. Optical access is afforded to the sample via a small
glass window in the evacuated sample chamber and polarised light is shone onto
the sample through the MOL, reflected and passed through a crossed analyser.
Any light that makes it through the analyser must have been rotated, and since
the rotation is proportional to the presence of a B-field, the stray fields at the
sample surface can be mapped. A CCD (Charge-coupled device) camera and
microscope optics capture the intensity map of the reflected and rotated light, and
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powerful image acquisition software allows the user to observe flux penetration in
real-time. In practice, difference images ; subtractions of two images captured at
different applied fields, yield more informative results as they elimate unwanted
artefacts, such as scratches and blemishes in the MOL. The critical parameters:
analyser angle, exposure time and image averaging can be adjusted to optimise
conditions. An additional feature of this technique is the necessity of a small
transverse field (≈2-3 Oe) to ensure the in-plane magnetisation of the Bi-YIG
film. The garnet domain structure is different after each cool-down cycle and
frequently proves problematic. If any domains cover regions of interest they are
removed by simple tweaking of the in-plane field. This is achieved by manually
adjusting the azimuthal angle of B// with the turntable mounted Helmholtz coils,
shown schematically and in the photograph in figure 3-7 (b) and (c).
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Figure 3-7: Experimental magneto-optical imaging. (a) Schematic of a sample
mount. The sample substrate is secured on the copper puck (r≈1cm) with a
small amount of vacuum grease (not shown) and the garnet film is then secured
on top using carefully placed vacuum grease “pillars”. The pillars contract dur-
ing cooling, pulling the garnet into intimate contact with the sample. Faraday
rotation occurs as light propagates through the Bismuth-doped Yttrium Iron gar-
net layer. (b) Schematic of the whole system. Incident light is plane polarised
and directed onto the sample through a glass window. The reflected light passes
through to a CCD array via a crossed polariser. The intensity of light incident
on the CCD is dependant on the size of the Faraday rotation, and therefore is a
strong function of magnetic field. Two opposing Helmholtz coils mounted on a
rotatable turntable allow application of small in-plane fields crucial for MOI. c.f.







Unconventional superconductors are those in which Cooper pairs of electrons oc-
cur with unusual symmetries (c.f. 2.7), and are of major interest to researchers
in the field because of the potential for discovering new binding mechanisms
that are radically different to the electron-phonon interaction of conventional
spin-singlet s-wave materials (c.f. BCS theory 2.6). Strontium Ruthenate 214
(Sr2RuO4) has a highly two-dimensional layered perovskite structure (figure 4-1)
and was discovered to be a Tc ∼= 1.5K superconductor in 1994 [38]. It has a sim-
liar crystal structure to the famous high-Tc cuprates and was the first perovskite
superconductor found without the Cu-O planes that are critical to superconduc-
tivity in the high-Tc’s. The substitution of Cu with Ru has the dramatic effect
of reducing Tc and κ(≈ 2.5) by two orders of magnitude from typical cuprate
values. Given the combination of low Tc and a complex crystal structure that
demands laborious growth techniques, Sr2RuO4 is not seen as a viable candidate
for conventional applications of superconductivity such as power transmission or
superconducting coils etc. However, intense scientific interest lies in the fact that




structure with the cuprate
family of high-temperature
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ders of magnitude smaller
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ent binding mechanism
is facilitating the Cooper
pairing
respect Sr2RuO4 is by no means unique, spin-triplet superconductivity is thought
to exist (with varying degrees of confidence) in: UPt3,[39], (TMTSF)2PF6,[40],
UGe2,[41], URhGe,[42] and ZrZn2.[43] Of this list, Sr2RuO4 provides perhaps the
best opportunity for probing and understanding a spin-triplet superconducting
system owing to the large, extremely pure single crystals produced by modern
growth techniques. In addition to the prospect of investigating an alternative
binding mechanism for the Cooper pair, the actual pairing is thought to be a
unique and exotic form of chiral p-wave pairing that is predicted to give rise
to a plethora of exciting phenomena such as Majorana fermions, particles that
are their own anti-particles.[44] Much excitement is centred on the fact that such
particles display non-Abelian statistics,[45] and could potentially find application
as qubits in quantum computers.[46]
The current evidence indicating that the order parameter in Sr2RuO4 is chiral
is strong, but a few outstanding questions remain. Such a system is predicted to
host several exotic features such as chiral domain walls (CDWs) which, along with
sample edges, should produce spontaneous fields (c.f., following section for an in
depth discussion). The lack of real-space experimental evidence for these “smok-
ing gun” signatures, which are linked to the observed TRSB in other measure-
ments, is a major challenge for this field.[47, 48, 49, 50] Considerable uncertainty
remains over the upper and lower bounds on possible chiral domain sizes, the
expected signal strength and reasons for their apparent absence, as summarised
in a recent review.[51] Artificially engineered pinning sites promise to overcome
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some of these problems by trapping domain walls in known locations and increas-
ing the probability of their observation. An array of holes ≈1µm wide, ≈1µm
deep, micromachined into the a-b face of a single crystal by focussed ion beam
milling returned a null result, but as these holes failed to trap single vortices,
their effectiveness as pinning centres was questioned by the authors.[52] In this
series of measurements a slightly different approach was taken and investigations
of mesoscopic disks fabricated on the a-b surface of a Sr2RuO4 single crystal are
presented in addition to imaging of unpatterned single crystals. The behaviour
of vortices in mesoscopic samples is interesting in its own right, but here we com-
bine the fertile ground of mesoscopic superconductivity with the sharp edges and
pinning sites predicted to host interesting phenomena in Sr2RuO4.
It is against this rather uncertain background of disagreement between theory
and experiment that the series of scanning Hall probe microscopy experiments
described here was conducted. Section 4.4 presents results obtained from an
unpatterned Sr2RuO4 single crystal and section 4.5 contains results of subsequent
measurements on mesoscopic disks. The following section (4.2) introduces the
theory of the chiral order parameter in more detail.
4.2 Theory of chiral spin-triplet pairing symme-
try in Sr2RuO4.
Theoretical suggestions that Sr2RuO4 is a good candidate for spin-triplet pairing
(parallel spins) mediated by ferromagnetic spin fluctuations emerged immedi-
ately after its discovery due to the occurrence of ferromagnetism in the closely
related compound SrRuO3.[53] The results of several experiments have subse-
quently supported this picture. The strong suppression of Tc by non-magnetic
impurities indicated an unconventional non s-wave pairing [54] and subsequent
NMR measurements of the Knight shift [55] and polarized neutron scattering [56]
provided further strong evidence for spin-triplet superconductivity. For triplet
pairing, p-wave order is most likely, although higher order odd pairing is also
possible. Of the large number of possible p-wave states, five possible unitary or-
der parameters are consistent with the D4h point group symmetry of Sr2RuO4’s
perovskite lattice.[57] The detection of the spontaneous generation of flux in
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Figure 4-2: A schematic representation of the chiral p-wave order parameter
(d = ∆0(kx±iky)zˆ in d-vector notation) that is believed to exist in Sr2RuO4. The
electrons (white spheres) orbit a common centre of mass with angular momentum
±~ (large arrow) depending on the direction of rotation. The electron spins (small
arrows) are parallel and lie in the plane of rotation.
µSR measurements below Tc [58] and later polar Kerr effect measurements in
the superconducting state [59] pointed to the presence of time-reversal symmetry
breaking (TRSB) in this material. This, in turn, implicates the two component
chiral order parameter with d-vector dˆ = ∆0(kx ± iky)zˆ, pictured schematically
in Fig. 4-2. In this scenario, the electrons (white spheres) have angular mo-
mentum of ~ and have degenerate states that orbit a common centre of mass
in either direction, captured in d-vector notation as ±iky. Samples can there-
fore form multiple domains of either chirality separated by chiral domain walls
(CDWs). Even though CDWs have an energetic cost they can nucleate during
cooling through Tc and be pinned by sample inhomogeneities and dislocations.
More recent phase-sensitive measurements on Sr2RuO4 SQUIDs [60] and Joseph-
son junctions [61] have supported the p-wave order parameter scenario, although
the latter authors needed to invoke complex static and dynamic chiral domains
to explain their data.
4.2.1 Spontaneous chiral fields
Since the Cooper pair carries angular momentum in the p-wave pairing state a
characteristic signature of it would be the presence of spontaneous currents any-
where that translational symmetry is broken (e.g., at sample edges and chiral
domain walls) as illustrated by the sketch in figure 4-3. These spontaneous cur-
rents should form on a lengthscale of the coherence length, ξ, and, although they
will be screened by counter-propagating currents over the longer lengthscale of
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Figure 4-3: A chiral spin-triplet superconductor (black rectangle) can split into
degenerate chiral domains where the Cooper pairs rotate with opposite sense.
The broken translational symmetry at sample edges and chiral domain bound-
aries results in incomplete orbits and finite supercurrents that flow within ξ of
the edge/domain wall (red line) and are screened by Meissner currents within a
distance λ (blue line).
λ, should still generate readily detectible magnetic fields.[62, 63]
Exact numerical solutions to the inhomogeneous London equations of Mat-
sumoto and Sigrist (M&S) are complex and cumbersome to derive.[62] Instead,
figure 4-4 presents simulations of the stray fields we would expect to measure at
chiral domain walls (CDWs) and chiral edge fields (CEFs) based on the fitting
protocol of Bluhm[63] described by equation 4.1.









where λ˜ = 2.2ξ, ξ˜ = 1.5ξ, B0 is a fitting parameter and sgn(x) is the sign
funtion equal to: −1(x < 0) ; 1(x > 0). Equation 4.1 strictly applies to fields
at a CDW, CEFs are estimated by truncating the associated supercurrent (Jy =
1/µ0∇×Bz) to zero for x > 0.
The M&S equations, and Bluhm’s fit to them, predict the fields at the surface
of the superconductor and so these fits are propogated to a height (z) using the
well known relation,[64]
B˜z(kx, ky, z) = B˜z(kx, ky, z = 0)e
−kz, (4.2)
where B˜z is the two-dimensional fourier transform of Bz.
Additionally, fields at the surface are expected to be reduced from the bulk
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values due to Meissner screening effects and so a further correction is made to
account for this following the method of Kirtley et al,[48] as contained in equation




y and K =
√
k2 + λ−2.
B˜z(kx, ky, z) =
K
k +K
B˜z(kx, ky, z = 0)e
−kz (4.3)
Combining equations 4.1 to 4.3 and averaging over the Hall probe active
width w, we arrive at the final equations used to model the CDW (4.4) and CEF
(4.5) plotted in figure 4-4 where the field profiles have been evaluated over 100
integration steps in reciprocal space.




































































Figure 4-4 contains plots of the above equations for a CDW and CEF where
we have assumed λ = 150nm and ξ = 66nm and an active Hall probe width of
600nm, a scan height of 0.8µm and adopted Bluhm’s fit parameters λ˜ = 2.2ξ and
ξ˜ = 1.5ξ. B0 is an additional fitting parameter introduced by Bluhm which he
























Figure 4-4: Simulations of an experimental Hall probe measurement of stray
fields predicted to exist above a chiral p-wave superconductor (c.f. Fig. 4-3) at a
height of 0.8µm due to chiral domain walls (a) and chiral edge fields (b) at x=0.
tions.
4.2.2 Unconventional vortex behaviour
In addition to the chiral fields, several other signatures are thought to exist
that would corroborate the chiral p-wave order parameter in Sr2RuO4. Time-
dependent two-component Ginzburg-Landau (TCGL) simulations [65] suggested
that vortex ordering phenomena in a system of chiral domains in an applied c-
axis magnetic field might also reflect the underlying domain structure. In their
simulations these authors found that domain walls weakly pin the magnetic flux
and vortices preferentially enter domains of one chirality and eventually move
domain walls to expel the reverse domain as illustrated in figure 1 of Ichioka et
al [65], a version of which is reproduced here in figure 4-5. They even observed
the formation of a few 4π vortices (yellow dots) at the boundary of their sample
which are essentially vortices containing two flux quanta. To date none of these
predictions has been experimentally confirmed.
In contrast to these null results, neutron diffraction [66] and µSR [67] ex-
periments have observed a stable square vortex lattice over most of the H-T
phase space investigated in agreement with the prediction of two-component
Ginzburg-Landau (TCGL) calculations including Fermi surface and order param-
eter anisotropies.[68] Such an arrangement is by no means unique in supercon-
ductivity but a specific prediction of the TCGL calculations, as yet unconfirmed
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Figure 4-5: Time-dependent Ginzburg-Landau simulations of the vortex be-
haviour in a chiral spin-triplet superconductor. With increasing field, vortices
enter along a chiral domain wall and preferentially populate one domain, eventu-
ally sweeping the CDW out of the sample. 4π vortices containing two flux quanta
periodically line the sample perimeter (larger solid dots). This figure is a partial
reproduction of figure 1 in Ichioka et al.[65]
by experiment, is the existence of a field driven transition of the vortex lattice
from triangular to square at low fields as illustrated in figure 5 of Heeb and
Agterberg[68], reproduced below in figure 4-6.
4.3 Experimental method
Superconducting single crystals were grown using the floating-zone technique
with Ru self-flux in a commercial image furnace,[69] and annealed in air (1500
C for 3 days) to remove lattice defects and reduce vortex pinning. [70] Scanning
Hall probe imaging has been performed on many different crystals from different
growth batches. Section 4.4 presents results on two samples, grown under nomi-
nally identical conditions in different growth batches, that illustrate the extremes
of behaviour observed. We attribute the pronounced differences in the vortex
structures observed in the two crystals to slightly different Ru compositions in
the two growth ingots. Figure 4-7 shows the real and imaginary components of
ac susceptibility measurements on the two samples. The real part, χ
′
, indicates
that Tc ∼= 1.5K in both cases with sample 2 displaying a slightly broader transi-
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Figure 4-6: Theory of vortex ordering in a chiral spin-triplet superconductor
predicts a field-driven transition of the vortex lattice from triangular to square
order. The transition is sensitive to anisotropy of the Fermi surface (ν). Modified
from figure 5 from Heeb and Agterberg.[68]
tion and slightly lower Tc. This trend is clearer in the imaginary component of
susceptibility, χ
′′
, plotted in the inset, which shows a clear shoulder in sample 2
in the range T=1.3-1.4K, indicative of the presence of small amounts of a second
phase.
Due to the higher quality of sample 1 it was used for the extension of this
work to mesoscopic disks. An array of shallow cylindrical pillars were etched into
the cleaved a-b surface to a depth of 400nm using optical lithography and Argon
ion milling techniques. Figure 4-8 contains an optical micrograph of the array of
disk which have diameters (D) of 5, 10, 15 and 20 µm.
All of the following SHPM images have been captured above the a-b surface of
Sr2RuO4 single crystals with the magnetic field applied parallel to the c-axis. If
the field is increased after cooling through Tc the sample enters the critical state
and flux enters the field of view through complex dynamics. Such flux jumps
inhibit critical analysis of the vortex physics in Sr2RuO4 over the small field step
sizes we wish to investigate. For this reason all of the following measurements
involve a field-cooling protocol which allows the formation of flux patterns that
more accurately reflect the equilibrium state.
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Figure 4-7: The real part of ac susceptibility (χ
′
) data measured through the crit-
ical temperature of the two crystals studied here. The inset shows the imaginary
part of the ac susceptibility near Tc.
Figure 4-8: An optical micrograph of the mesoscopic disc array etched into the
a-b face of the Sr2RuO4 single crystal. The disks have diameters of 5, 10, 15, 20
µm and a height of 400nm.
59
4.4 Vortex imaging and vortex lattice transi-
tions in Sr2RuO4 single crystals
4.4.1 Results
Sample 1
Sample 1 has the highest critical temperature (Tc=1.5K) and a very sharp super-
conducting transition and is expected to exhibit the properties of a very highly
ordered Sr2RuO4 single crystal. Fig. 4-9(a) shows a family of SHPM images
captured parallel to the a-b crystal face, after field cooling to T≈300mK from
above Tc (H // c-axis) in various cooling fields spanning H=0. A detailed anal-
ysis reveals no credible evidence for the presence of spontaneous currents/fields
in these images for H≈0, nor indeed in any other of the several different regions
of the sample explored. Hence we conclude that, if they are present, chiral do-
main walls are not observable within our experimental resolution. In practice the
STM-tracking technique used here prevents us from mapping images across the
edge of the crystal, so we are unable to draw any conclusions about the possible
presence of spontaneous edge currents.
Recent scanning Hall [50] and SQUID [47, 71, 49] microscopy images from
Sr2RuO4 single crystals have been interpreted in terms of vortex coalescence aris-
ing, possibly, from a weak long range vortex attraction at low fields. A careful
analysis of all the images captured on sample 1 revealed no statistically significant
evidence for clustering in the vortex patterns at low applied fields (Fig. 4-9(a)).
To illustrate this point Fig. 4-9(b) presents a statistical analysis of nearest neigh-
bour vortex-vortex distances after Delaunay triangulation of the image at 3.5 Oe.
These data are well described by a single Gaussian fit, with no evidence for a
second peak at short separations which would indicate the presence of vortex
clustering.
Fig. 4-9(c) shows a fit to the profile across a well-isolated vortex measured at
H = 0.2 Oe (see inset) based on the Clem variational model[72] modified to ac-
count for surface screening effects using an approach due to Kirtley et al,[48] (c.f.,
section 4.2.1) and assuming a variational coherence length ξv=66nm, λ=165nm
and an active Hall probe width, w, of 600nm.
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Figure 4-9: (a) SHPM images captured parallel to the a-b face of sample 1 after
field-cooling from above Tc in the indicated applied fields (H // c-axis). Scan size
≈14µm × 14µm, T=330mK. (b) Statistical distribution of nearest-neighbour
vortex distances for the image at H=3.5 Oe. The solid line is a Gaussian fit to
the data (mean=2.95µm, σ=0.8µm). (c) Line profile across a well-isolated vortex
in an image captured at H =0.2 Oe (see inset). The solid line is a fit to the Clem
variational model with ξv=66nm, λ=300nm, w=600nm and h=0.8µm.




























exp (−kz) kdkdx′dy′, (4.6)
where z is the sensor-sample separation. High field images (>20 Oe) captured
during the same sequence that contained the isolated vortex scan demonstrated
a spatial resolution of 0.8µm, which constitutes an upper-limit on z, c.f. section
3. Using z = 0.8µm, a good fit to the vortex profile was only achieved with
λ =300nm. This is ∼2 times greater than estimates from the literature and it
appears, therefore, that there is some as yet unexplained vortex broadening that
is not included in the Clem model.
As we increase the applied field (H // c-axis) above 4 Oe we witness the
emergence of first triangular and then square vortex order out of the essentially
random low field distributions shown in Fig. 4-9(a). This is illustrated in Fig.
61
3.9Oe 5.4 Oe 6.8 Oe 12.7 Oe
Figure 4-10: SHPM images captured parallel to the a-b face of sample 1 after
field-cooling from above Tc in the indicated applied fields (H // c-axis). Scan
size ≈14µm× 14µm, T=330mK. The upper row shows self-correlation plots of
the raw images in the bottom row (vortices are white).
4-10 where we present direct SHPM images in tandem with their self-correlation
(SC) plots, which are particularly useful tools for characterising vortex order. The
first image at 3.9 Oe shows a rather random distribution of weakly pinned vortices,
a fact reflected in the broadly featureless SC plot. However, upon increasing the
field to just 5.4 Oe we start to see a pronounced degree of triangular order as
evidenced by the hexagon of six bright spots in the centre of the SC plot (c.f.,
also the region of hexagonal mesh superimposed on the raw vortex image). This
reflects the emergence of the usual triangular Abrikosov vortex lattice driven by
vortex-vortex repulsion. Surprisingly the triangular lattice is lost again at 6.8
Oe when there appears to be some competition between two competing forms of
order. Indeed for yet higher applied fields we find a transition to a square vortex
lattice, which is almost complete in the rather well-ordered image shown at 12.7
Oe.
Figure 4-11 (a) shows that we observe a weakly disordered square vortex lat-
tice with the same orientation as we increase the field further up to about 35
Oe where we lose the ability to resolve discrete vortices. Note that the lattice
periodicity is clearer in the fast x-scan direction than the slow y-scan direction
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 Neutron diff. result
Figure 4-11: (a) SHPM images captured parallel to the a-b face of sample 1 after
field-cooling from above Tc in the indicated applied fields (H // c-axis). Scan
size ≈14µm × 14µm, T=330mK. (b) The square lattice spacing measured in the
x- and y-scan directions plotted versus (Φ0/ |B|)0.5. The solid line is a linear
regression fit to these data. Also shown (open square) is the lattice spacing
estimated from neutron diffraction experiments at H =50Oe.[66]
at high fields due to the dominant low frequency noise in our Hall sensors. This
gives the impression of vertically aligned vortex stripes or chains but after aver-
aging several adjacent y-lines the underlying periodicity is revealed. Fig. 4-11(b)
shows plots of the experimentally estimated lattice spacing for both x and y scan
directions plotted as a function of (Φ0/ |B|)0.5. Linear regression of these data
yield a fit with slope m=1.01 and y-axis intercept c=0.06µm, in excellent agree-
ment with the expected line of unity slope passing through the origin for a perfect
square vortex lattice. Also plotted on the figure are the lattice spacing inferred
from neutron diffraction data at the lowest field measured.[66] The fact that the
lattice spacing in both x- and y-scan directions lies on the same fit line, within
the resolution of our experiment, also appears to rule out rectangular ordering,
at least in fields up until 35.3 Oe.
Sample 2
The lower quality sample 2 (Tc ∼= 1.5K with a broader superconducting transition)
displays markedly different behaviour to sample 1, even though both crystals were
nominally grown under the same conditions. Fig. 4-12 shows two composites of




Figure 4-12: Composite SHPM images captured parallel to the a-b face of sample
2 after field-cooling from above Tc in applied fields (H // c-axis) (a) H=2.4 Oe
(≈20µm × 70µm) and (b) H=15.7 Oe (≈45µm × 70µm). T=330mK.
(Fig. 4-12 (a)) we see that vortices occupy quasiperiodic chain structures that lie
at 23o (67o) with respect to the scan axes. The chains are reasonably regularly
spaced with a period of ≈10µm and are quite inhomogenously populated. At
higher fields (Fig. 4-12(b)) these chains expand and form irregular bands.
Fig. 4-13(a) details one of the panels from the composite shown in Fig. 4-
12(b) captured at H=15.7 Oe. Vertical chains are clearly visible parallel to the
y-scan direction within the bright white vortex bands. Fig. 4-13(b) shows the
average of a set of x-scan lines in the rectangular region indicated in Fig. 4-
13(a), clearly revealing the presence of these vertical vortex chains. We believe
that these short periodicity chains arise due to the same electronic anisotropies
that lead to the formation of the square lattice in sample 1.
Figure 4-14 captures the evolution from sparse chains to bands over a broad
range of fields until we begin to lose contrast for H>51 Oe. Note that the flux
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Figure 4-13: (a)SHPM image captured parallel to the a-b face of sample 2 after
field-cooling from above Tc in H=15.7Oe (H // c-axis). Scan size ≈14µm ×
14µm, T=330mK. (d) Average of the x-scan lines in the region indicated in (a)
showing the presence of vortex chains within the bands.
1Oe 2.5 Oe 5.5 Oe
13 Oe 27.5 Oe 51 Oe
Figure 4-14: SHPM images captured parallel to the a-b face of the same region
of sample 2 after field-cooling from above Tc in the indicated applied fields (H
// c-axis). Vortices are white, scan size ≈14µm × 14µm, T =330mK. Greyscale
(∆B) spans 1.98G, 2.13G, 1.89G, 2.7G, 2.55G and 0.89G respectively.
65
+3Oe -2.5Oe +8 Oe -8 Oe
Figure 4-15: SHPM images captured parallel to the a-b face of the same region
of sample 2 after field-cooling from above Tc in the indicated applied fields (H
// c-axis). Scan size ≈14µm×14µm, T =330mK.
expelling areas (black) are gradually squeezed smaller and smaller by increasing
the number of vortices in the chains/bands. Note also that the greyscale of the
images at high fields is much less than the peak contrast of a single vortex as
well as the magnitude of the applied field. Hence we conclude that vortices are
present everywhere, but have a lower density on the dark strips than in the bright
bands between them.
Theoretical simulations based on time-dependent two component Ginzburg-
Landau theory in a system of chiral order parameter domains [65] predict that
vortices preferentially enter those domains with a matching chirality, i.e., up and
down vortices preferentially penetrate different regions, c.f., section 4.2.2. If we
assume that the order parameter is not influenced by small applied fields, an easy
test of this prediction is to reverse the field and observe the preferred locations of
vortices of opposite sign (c.f., Fig. 4-15). In all cases we see no difference in the
preferred vortex locations within the resolution of a single vortex (< 2µm), which
seems to rule out the possibility that the chain/band structure we see reflects an
underlying chiral domain structure. Finally we note the interesting tendency for
low field chains to be positioned along one edge of the emerging bands, not in
the centre as one might expect. As a consequence the vortex bands tend to fill in
from one side, and this evolution is the same side for both up and down vortices.
Assuming that the formation of these vortex chains/bands is related to the
presence of some form of anisotropic pinning potential it is interesting to study
their temperature dependence. The increased thermal energy at higher temper-
atures should allow vortices to overcome pinning potentials, freeing them up to
move closer to their equilibrium configurations. Fig. 4-16 presents a sequence of
vortex images captured at different temperatures after field-cooling to 327mK in
H=2.4 Oe. As the temperature is increased we see that the mean vortex-vortex
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327mK 900mK 1.256 K
1.298 K 1.317 K 1.402 K
Figure 4-16: Temperature-dependence of SHPM images captured parallel to the
a-b face of the same region of sample 2 after field-cooling from above Tc in
H=2.4Oe (H // c-axis). Scan size ≈14µm × 14µm.
spacing increases (presumably due to the increasing penetration depth, λ(T)) and
the chains broaden into lower density bands. Close to Tc at T = 1.317K we see
pronounced triangular vortex ordering, with a complete loss of vortex contrast
for T > 1.4K.
4.4.2 Discussion
One of the key signatures of a chiral p-wave order parameter, which has so far
eluded all real space magnetic imaging experiments, is the presence of sponta-
neous currents (fields) at sample edges, chiral domain boundaries or crystalline
imperfections. The use of STM-based height control in our scanning system pre-
vents us from imaging across the edge of the crystal. However, we find no credible
evidence for spontaneous fields that we could attribute to either chiral domain
walls or crystal defects anywhere within our samples at very low applied fields.
In figure 4-17 we plot the calculated chiral domain fields for various choices of
the fitting parameter B0, and show that the estimated signal would fall below the
RMS noise floor of our measurements (≈0.014G) if, in practice, B0 was ∼50 times
smaller (B0 < 1.75G) than that predicted by current theory. We therefore expect
that we should have been able to detect magnetic signals from chiral domain walls



















Figure 4-17: Simulations of the stray field along linescans perpendicular to an
infinite chiral domain boundary (x-axis origin is at the centre of the wall) based
on the fitting protocol of Bluhm[63] who took B0 to be 87G. The fields have been
calculated for various choices of B0 and the RMS noise floor of our measurements
(0.014G) is indicated by horizontal dashed lines.
Furthermore, upon field-cooling in small applied fields we find no evidence for
enhanced vortex penetration along chiral domain walls or the preferential occupa-
tion of domains of a given chirality, although these phenomena may only become
pronounced in zero field-cooled experiments. Very low field vortex structures
were typically highly disordered in even the highest quality samples (c.f., Fig. 4-
9(a)), and repeated images after field-cooling through Tc in the same field at the
same location invariably revealed that the majority of vortices occupied the same
positions, suggesting a fairly low density of rather strong pinning sites. Vortex
pinning typically occurs anywhere that the superconducting order parameter is
suppressed which, in a p-wave superconductor, could occur due to elastic scat-
tering at crystal defects. If this is indeed the origin of the strong pinning forces
it is somewhat at odds with other measurements (e.g., de Haas-van Alphen) [73]
which find an extremely long carrier mean free path of the order of ≈1µm in
our best samples. Given that lattice imperfections are predicted to give rise to
spontaneous fields we speculate that there could be a link between these strong
pinning centres and the “broad distribution of fields from a dilute distribution of
sources” detected by the µSR experiments.[58]
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It is possible that our field-cooling experimental protocol has suppressed the
chiral domain structure in measurements at higher fields. An applied field splits
the degeneracy of the Jz = ±~ chiral states and might result in the formation
of a predominantly single domain state.[65] This would dramatically reduce our
chances of imaging a domain wall in the relatively small field of view available.
However, we have performed several experiments in nominally zero field (after
applying a small field to compensate for the Earth’s field) which also yielded
no evidence for domains. Kallin and Berlinsky[51] have carefully analysed all
the available experimental data on Sr2RuO4 with a view to establishing upper
and lower bounds on domain sizes. Estimated values vary dramatically from
< 1µm[61] to ≈50µm.[59] Given that there is still much debate about the ex-
pected 3D domain structure,[49] possible domain dynamics[61, 59] and the ex-
pected magnitude of spontaneous fields[74] it is premature to draw very robust
conclusions from our images. Suffice it to say that we have not been able to
observe chiral domain walls at lengthscales spanning 0.8µm to ≈14µm with min-
imum detectable fields ≈0.014G at timescales slower than ≈1s (the time taken
to scan a single line of the image).
The spatial resolution of SHPM is limited either by the lateral size of the Hall
probe active area or the sample/sensor separation, whichever is greater. In our
case we estimate that the active width of our square Hall probe is ≈600nm and
sample/sensor spacing is likely to be the dominant limiting factor. In a sequence
of images taken on the same day as the scan of the isolated vortex, with the same
sample/sensor spacing we were able to resolve the square vortex lattice at Hz ≈
35Oe. This clearly sets an upper bound on the actual scan height of h . 0.8µm,
the vortex lattice spacing at this field. If we fix the scan height in the model
to 0.8µm, we find that we need to increase the London penetration depth to
≈300nm to get a good fit, ∼2 times the accepted value of 165nm-190nm reported
in the literature. It appears, therefore, that there is some as yet unexplained
broadening in our vortex images that is not accounted for in the modified Clem
model. We speculate that this could either be related to the presence of a free
surface (e.g., some form of surface scattering) or the traps that act as strong
vortex pinning centres. Alternatively it might reflect motional broadening due to
vortex fluctuations about their pinning sites.
Vortex “coalescence” in Sr2RuO4 has been reported in previous scanning
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SQUID imaging experiments.[47, 71, 49] Since the Ginzburg-Landau parameter
for Sr2RuO4 κ = λ/ξ ≈ 2.5 it represents a fairly weakly type II superconduc-
tor. Hence it is not inconceivable that the vortex-vortex interaction has a long
range attractive component as observed in superconductors with κ close to 1/
√
2
by Bitter decoration many years ago [75] or within the two band “Type 1.5”
scenario proposed recently for very clean MgB2 single crystals.[76] In this situa-
tion a nearest neighbour analysis of vortex separations will exhibit at least two
peaks, one reflecting the intervortex spacing within clusters and one reflecting
the inter-cluster spacing. The nearest neighbour separation histogram for the
highly ordered sample 1 in Fig 4-9(b) can be well fitted by a single Gaussian
curve and we find no evidence for clustering over the length scale of our field of
view (≈ 14µm). In contrast, a similar analysis for images such as those shown in
Fig. 4-12(a) for the slightly more disordered sample 2 would show a second peak
corresponding to the chain separation. However, we believe that these chains
have an extrinsic origin as discussed below, and are not intrinsic to the physics
of Sr2RuO4.
Vortices in an isotropic s-wave superconductor are expected to arrange in a
hexagonal lattice. It is, however, well established that Fermi surface and or-
der parameter anisotropies can lead to other forms of vortex ordering, e.g., a
square vortex lattice[57, 77]. Heeb and Agterberg[68] have used an extended
London theory (κ ≫ 1) for a two component p-wave order parameter, to in-
vestigate the ground state vortex structure in Sr2RuO4 as a function of Fermi
surface anisotropy, |ν| ≪ 1, and applied field. They predict a continuous trian-
gular → rectangular → square field-driven transition, with switching fields that
are strongly dependent on the value of ν. Earlier µSR[78] and SANS[66] mea-
surements have clearly demonstrated the existence of a square vortex lattice at
high magnetic fields. The SANS measurements found square ordering everywhere
the lattice could be resolved (Hz > 50Oe) and we believe that the hexagonal to
square transition shown in Fig. 4-10 for the field range 5.4Oe ≤ Hz ≤ 12.7Oe is
the first experimental evidence that the vortex lattice in Sr2RuO4 does indeed re-
order at low fields. The extended London theory of Heeb and Agterberg assumes
that κ ≫ 1 and hence does not strictly apply to Sr2RuO4 (κ ≈ 2.5) and we are
unable to draw any quantitative conclusions about the magnitude of ν. Our ob-
served crossover is at considerably lower fields than in the high κ (κ = 5, κ = 25)
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simulations of Heeb and Agterberg, but the same authors note that the crossover
to a square lattice would occur at lower applied fields and lower anisotropies for
a superconductor with smaller κ.
Finally we discuss the quasiperiodic chaining/banding of vortices observed in
sample 2. Some of the images shown in Figs. 4-12→4-16 appear, at least superfi-
cially, similar to previous scanning SQUID data from ref. [47] where the possibil-
ity of vortex “coalescence” associated with a chiral domain structure is suggested.
Several observations lead us to believe that this is not the case in our experiments
on this sample. Firstly the ‘domain’ boundaries we observe are fixed spatially
and independent of cooling cycle, whereas one would expect the locations of chi-
ral domain walls to vary randomly after repeatedly field-cooling through Tc. We
also see no qualitative change to the quasiperiodic structure after cooling in quite
high fields of either sign (|Hz| ≈ 50Oe) when one would expect the degeneracy
of domains to be lifted, favouring a single domain structure. It is possible that
the chiral domain walls are strongly pinned, e.g., at lattice defects, but again we
see no evidence for spontaneous currents(fields) at very low inductions (c.f., Fig.
4-14) that would indicate their presence. Instead, we speculate that the chain-
ing/banding phenomenon is an extrinsic effect related to details of the growth of
single crystal samples. The ac susceptibility data (Fig. 4-7) lend credence to this
hypothesis as they show a significant difference in Tc, which is extremely sen-
sitive to crystalline imperfection in an unconventional superconductor,[54] and
so provides a good guide to sample quality. Defining Tc as when χ
′
falls below
90% of the normal state susceptibility we estimate a ∆Tc = 0.012K (1.498K and
1.485K for sample 1 and 2 respectively). It is well established that Ru lamellae
often arise from eutectic solidification during Sr2RuO4 crystal growth.[79] These
structures can vary greatly in size and orientation but frequently have dimensions
and spacings comparable to the period and width of chains/bands observed here.
It is possible, therefore, that type I superconducting Ru lamellae are leading to
local flux exclusion and a modulation of the vortex density in the way we observe.
Ruthenium has Tc ≈ 0.5K and a critical field, Hc = 69G. This critical field is
consistent with the observation that the banding is almost fully suppressed above
Hz = 51 Oe as shown in Fig. 4-14. However, the critical temperature is too low
to explain the chains/bands seen in Fig. 4-16 at T = 0.9K and above. It is
well known, however, that there is an interface phase between the lamellar Ru
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and Sr2RuO4 with a much higher critical temperature of Tc ≈ 3K[79] and it is
possible that this is responsible for the effects we see at elevated temperatures.
However, the expected signal is not present in ac susceptibility measurements
and it would be hard to explain the complete loss of magnetic contrast far below
3K (≈ 1.4K, Fig. 4-16) if this were the case. While the Tc differences could be
consistent with the presence of a second phase in the crystal, there are no further
signalling features at 0.5K or 3K that indicate its presence. In addition, we have
been unable to find traces of a 0.5K Ru phase in heat capacity or bulk magnetom-
etry measurements, and these samples still exhibit very long carrier mean free
paths (≈ 1µm) in de Haas-van Alphen measurements so the chaining/banding
behaviour of vortices is very difficult to explain in terms of these two known
phases. Lastly, we note that a careful analysis of the series of images illustrated
in Fig. 4-14 reveals that the chains of vortices evolve asymmetrically into bands
as the field is increased. Initial vortex entry occurs at one edge of the band, not
in the centre as one might expect, and the band then fills out towards the low
density direction, regardless of whether applied fields are positive or negative.
A similar effect can be observed in the higher temperature images of Fig. 4-16.
This suggests an asymmetric pinning potential for the vortices, possibly having a
sawtooth-like profile along a direction perpendicular to the chains. In addition to
these ‘extrinsic’ effects, we have also detected behaviour that we attribute to the
‘intrinsic’ underlying physics of Sr2RuO4 in sample 2. The chaining of vortices
within the bands illustrated in Fig. 4-13(a) presumably arises from the same
electronic anisotropies giving rise to a square vortex lattice in sample 1. How-
ever, the measured periodicity of these chains at Hz = 15.7Oe (Fig. 4-13(b)) is
nearly 40% larger than the expected square lattice spacing at this field (c.f., Fig
4-11(b)). We presume that this is the result of partial flux screening by the source
of extrinsic disorder responsible for the diagonal banding. At medium fields (5.5
Oe in Fig. 4-14) there appears to be a degree of triangular ordering in vortex
images but this cannot be concluded with any certainty since vortex structures
are so heavily influenced by the extrinsic disorder. Finally, we note the transition
from chain-like to hexagonal vortex order as the temperature is increased in Fig.
4-16. This suggests that vortex-vortex interactions start to dominate over the
disorder potentials at high temperatures. This tendency for hexagonal ordering
close to Tc is consistent with µSR measurements at Hz = 150 Oe which appear
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to show a temperature-driven square → hexagonal lattice transition.[78]
4.4.3 Conclusion
We have performed scanning Hall probe magnetic imaging of several high quality
Sr2RuO4 single crystals. In all cases we have failed to detect any magnetic signals
that we can credibly attribute to the spontaneous magnetization predicted for a
TRSB order parameter. We conclude that either Sr2RuO4 is not a chiral spin-
triplet superconductor, or if it is, then chiral domains are formed on a scale
below our spatial resolution (∼ 0.8µm); or the magnetic signal from them is ∼50
times smaller than predicted by current theory. Low field vortex distributions
are consistent with the existence of strong pinning and we speculate that these
pinning sites could be linked to the dilute distribution of field sources detected
in µSR experiments.
We find no evidence of vortex clustering in our most highly ordered samples
at low fields, but the field profiles of isolated vortices do reveal an unidentified
source of broadening. We have resolved a field-driven triangular→ square vortex
lattice transition in our highest ordered samples at low fields, consistent with
extended London theory calculations for a p-wave order parameter.
Slightly less well-ordered samples exhibit pronounced chaining/banding of
vortices, which we attribute to an extrinsic sources of disorder, possibly the pres-
ence of Ru lamellae. The vortex-vortex interaction appears to dominate over this
disorder potential at high temperatures close to Tc where pronounced hexagonal
vortex ordering is recovered.
4.5 Vortex imaging and the search for chiral
edge currents in mesoscopic Sr2RuO4 disks
The SHPM technique makes it difficult to scan over the edges of a single crystal,
preventing us from making any statements about the existence of chiral edge
fields in these samples. This section presents a series of SHPM measurements
undertaken on an array of mesoscopic “disks” etched into the a-b surface of the
highest quality sample (sample 1) as discussed previously in this chapter.
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Figure 4-18: A sequence of scanning Hall probe microscope images (14µm ×
14µm) of a mesoscopic Sr2RuO4 disk (D=10µm), spanning zero magnetic field.
T=260mK. From left to right the grayscales (G) are: 0.6, 0.68, 0.27, 0.63 and
0.66.
4.5.1 Results
The presence of a magnetic field lifts the degeneracy of chiral domains in a dˆ =
∆0(kx±iky)zˆ superconductor, potentially resulting in a single domain sample.[80,
74] High enough fields can also rotate the d-vector so that the electron spins lie
parallel with the applied field, lifting the degeneracy of ±Lz orbits.[81, 82] Such
occurences would reduce the probability of detecting CDW signals in our samples,
should they exist. Therefore, in order to favour the nucleation of chiral domain
walls, the applied field was carefully adjusted until contributions from the Earth’s
field and cryostat remnant fields were carefully cancelled out to achieve as close
to a true zero field as possible, as defined by vortex-free single images (14µm
× 14µm). Such a sequence is displayed in figure 4-18 where the scan area has
been centered over a D=10µm disk. At small fields, vortices are screened from
the disk and nucleate at the edges where they are observed to arrange in an
approximately triangular formation. At zero field, a weak magnetic contrast is
seen to delimit the disk edge which is shown to be attributable to the gating
effect by subtraction of a T > Tc image. The SHPM technique requires the
application of a small sample bias (∼0.2V) to aid surface detection via tunnel
currents. Owing to the topographic nature of the sample, the electric field present
between sample and sensor modulates during scanning and creates an artificial
signal known as the gating effect. A definitive test of whether image contrast is
a real magnetic feature due to superconductivity, or simply a topographic gating
signal is to scan the same area above Tc. Figure 4-19 contains such images and
reveals that the feint disk outline observed at Heff =0 is also present above
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Figure 4-19: SHPM images (14µm × 14µm) of a Sr2RuO4 disk (D=10µm) in
zero field, above [(b) 2.2K] and below [(a) 260mK] Tc. From left to right the
grayscales (G) are: 0.27, 0.28 and 0.1. The similarity of the images above and
below Tc highlights that any contrast in these images ((a) and (b)) is wholly
attributable to the “gating” effect. The linescan of the subtraction (c) confirms
the absence of any magnetic signal attributable to spontaneous chiral fields due
to edges and domain walls in these images, above the RMS background noise of
0.014G.
Tc. Difference images subsequently confirm that there is no magnetic contrast
in the zero field image attributable to chiral edge or domain wall currents above
the measurement noise threshold. The background RMS noise of figure 4-9(c)
is 0.014 G. A similar analysis was conducted for the 5µm disk and returned the
same result.
Figure 4-20 contains images of the 10 µm disk after field-cooling in applied
fields increasing up to 1.875 Oe. The number of vortices nucleating at the disk
edge increases and the disk becomes clearly visible by virtue of its Meissner screen-
ing signature. Eventually, at 1.25 Oe a single vortex penetrates the disk, followed
by a second at 1.5 Oe. Similar sequences for all four disk radii allow one to plot
the variation of the vortex penetration field (Hp) with disk radius (R). One might
expect such a relationship to have the form Hp ∝ (d/R)1/2 in accordance with
several theories of energy barriers to flux penetration, as was shown to be the
case for equivalent disk structures in the high-temperature superconducting sys-
tem BSSCO-2212.[83, 84] Figure 4-21 displays Hp versus (d/R)
1/2 and, although
the data set is limited with only four data points (some of which are subject to
rather large error bars) it is clear that a straight line fit through the origin is not
possible. In fact any linear fit would have a negative intercept that suggests Hp
is 0 for disks above a certain critical radius, a situation that seems unphysical.
The influence of the disk edges on the vortex configuration is captured in
the images of a 20µm disk shown in figure 4-22. 5 vortices are seen to form a
pentagon at the centre of the disk, reflecting the symmetry of the mesostructure
75
Figure 4-20: A sequence of SHPM images (14µm × 14µm) of a mesoscopic
Sr2RuO4 disk (D=10µm) after field-cooling to T=300mK in magnetic fields up
to 1.875 Oe. The penetration of individual vortices into the disk is captured at
intermediate fields. T=260mK.














Figure 4-21: The field of first vortex penetration (Hp) into mesoscopic Sr2RuO4
disks versus R−1/2 is plotted for comparison with the expected trend for energy
barriers to flux entry.
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Figure 4-22: At low fields (1 Oe) sample boundaries are seen to influence the
vortex configuration. Here several vortices form a pentagon at the centre of a 20
µm disk. T=1K.
in what looks like a discrete analog of Zeldov’s continuous flux dome,[85] that is
predicted to occur as a consequence of the geometrical barrier (GB). Presumably
in this instance, the increased measurement temperature liberates vortices from
any pinning sites, allowing them to form a configuration that reflects their mutual
repulsion from each other and from Meissner currents flowing at the disk edges.
Returning to the 10µm disk, as the applied field is increased further up to 100
Oe (figure 4-23) a greater amount of flux penetrates the disk. At 20 Oe, even
though the disk is presumed to be completely saturated with vortices, a rather
inhomogeneous flux distribution is captured which is suggestive of the presence
of strong bulk pinning forces in the sample. Then surprisingly, at 25 Oe the flux
distribution inside the disk suddenly becomes completely homogeneous, within
the resolution of the experiment. Flux continues to enter the disk homogeneously
all the way to the highest measurement field of 100 Oe. The grayscale values
shown in the caption of figure 4-23 illustrate the strength of the screening and
are appreciably higher than single vortex value of ∼0.65 G for this experiment.
Linescans across the disk at the four highest fields (when the apparent flux dis-
tribution has become homogenous) reveal a steep edged and flat bottomed “top
hat” shape to the field profile (fig. 4-24). Theoretical comparisons have been
made by following the method of Clem and Sanchez,[86] whose model of the crit-
ical state in microscopic disks (equation 4.7) predicts that at these field strengths,
and in these disks, the bulk critical current density Jc is flowing throughout the
sample.[86]
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Figure 4-23: A sequence of SHPM images (14µm × 14µm) of a mesoscopic
Sr2RuO4 disk (D=10µm) after field-cooling in magnetic fields up to 100 Oe.
Penetrated flux forms a inhomogeneous distribution in the disk at fields ≤20
Oe. For fields ≥25 Oe flux appears to enter the disk homogenously. The screen-
ing strength peaks at ∼20 to 25 Oe and gradually falls with increasing field, as

















J(r) is the supercurrent density profile of a disk of radius R, Jc is the bulk
critical current density, a parameter of the model, and a describes an annulus of








For the applied fields and disk geometry concerned here, a≈0 and the disk
is saturated with supercurrent density Jc. Continuing with the method of Clem
and Sanchez, the resulting field profile is evaluated from the supercurrent density
profile via a Biot-Savart approach (equation 4.9).









−r sin θ · (y − r sin θ)− r cos θ · (x− r cos θ)















Bz(x, y, z) dx dy (4.10)
Furthermore, the sample/sensor separation and Hall probe active width (w =




































Figure 4-24: Experimental magnetic field profiles (circles) of mesoscopic Sr2RuO4
disks (D=10µm) captured in applied fields from 25 Oe to 100 Oe at T=260mK.
Two theoretical fits have been attempted. A first, using a constant bulk critical
current Jc from a standard model of the critical state in a thin disk (dotted lines),
and a second calculated using only edge currents (solid lines) flowing within
distance d/2 of the disk edge.
in equation 4.10. Figure 4-24 illustrates that the theoretical calculations of the
disk field profile based solely on the presence of bulk currents provide a rather
poor fit to the observed field profiles. Instead, good agreement with experiment
is only achieved by considering supercurrent profiles based only on edge currents.
The motivation for this form of current density profile comes from the description
of the Geometrical Barrier where edge currents, potentially in excess of Jc, are
described to flow within a region d/2 of the sample edge, where d is the sample
thickness which in this instance we take to be 400nm. Field profiles generated
from such supercurrent density profiles are seen to give much better agreement
with the experimentally derived field profiles. However, the sample/sensor spac-
ing required to give the best agreement (z = 2.6µm) is far larger than expected
for our system, and unreasonable given the spatial resolution observed in previous
images from the same sequence.
The theoretical fits based on edge and bulk currents are made with constant
sample/sensor separation and so are solely parameterised by JE and Jc. The
strength of the screening of flux from the disk decreases with increasing field as
demonstrated by the decreasing magnitudes of the profiles in figure 4-24. This
trend is also captured by the greyscale values displayed in the caption of figure
4-23. Fits to disk profiles captured at different Heff (where Heff accounts for
the Earth’s and cryostat remnant fields) therefore require a variable JE(Heff).
The total edge currents IE(Heff) for D=5 and 10µm disks are displayed below in
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D = 5 µm
D = 10 µm
Figure 4-25: The edge currents predicted to be flowing in D= 5 and 10 µm disks
at various applied fields. The corresponding critical current densities JE are: In
5µm disks at fields 30, 60 and 100 Oe, JE =33.5, 30 and 25 GAm
−2 respectively.
In 10µm disks at fields 25, 30, 40, and 100 Oe, JE =43, 33, 29.5 and 27.5 GAm
−2
respectively.
figure 4-25. The corresponding JE(Heff ) are included in the caption.
4.5.2 Discussion
A previous attempt to pin chiral domain walls in Sr2RuO4 using micro-fabrication
techniques reported a null result.[50] However, in this instance the 1µm wide, 1µm
deep holes created with focussed ion-beam milling proved to be insufficient pin-
ning centres for vortices, and so their effectiveness as sites of broken translational
symmetry for pinning spontaneous chiral edge domain walls was questioned by
the authors. In contrast the mesoscopic disks discussed here have been observed
to have a definite impact on the vortex physics of the system. At low fields (fig.
4-18), vortices are screened from the disks by Meissner currents and take up loca-
tions at pinning sites on or near the disk edge. We see no evidence for spontaneous
currents at the edge of the disks that could be attributed to a chiral order pa-
rameter. Furthermore, attempts to zero the magnetic field and provide optimum
conditions for the formation of degenerate chiral domains failed to realise any
domain wall-like magnetic structures in the sample. We conclude that if present,
magnetic signatures from chiral edge currents, and chiral domain walls are below
the RMS background noise threshold (0.014G is the RMS of the background noise
in figure 4-19(c)) of this experiment, which corresponds to ∼50 and ∼170 times
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smaller than the current theoretical predictions of the peak magnitude of CDWs
and CEFs respectively, c.f., section 4.2.1.
It is well known that several energy barriers exist which can prevent the pene-
tration of vortices until a penetration field HP , where HP >Hc1. The Geometrical
Barrier (GB)[87, 88, 85] shows a HP ∝
√
d/R dependence on sample thickness to
width ratio whereas the Bean bulk-pinning barrier has a linear relationship with
sample size R.[89, 90] Each barrier becomes dominant in different temperature
ranges allowing one to discriminate between the active barrier, as demonstrated
in previous studies of similar mesoscopic structures in BSSCO-2212.[84, 91, 83]
The data displayed in figure 4-21 for HP in D=5, 10, 15 and 20 µm disks at
300mK, although limited, is in clear disagreement with the relationship of any
known surface or geometrical barrier. However, caution must be exercised in in-
terpreting this as unconventional behaviour as the theory of vortex entry energy
barriers, and the previously mentioned experimental studies all involve a zero-
field-cooled (ZFC) state, when the field is increased after cooling through Tc at
H=0 when the sample enters a strongly metastable state. The FC protocol of
this experiment produces vortex states close to equilibrium and so the validity of
direct comparisons between the two are uncertain.
Also of interest is the surprisingly large increase in applied field required to
nucleate a second vortex in the 10µm disk c.f. Fig. 4-20. For a diameter of 10µm,
a field increase of ∼0.25 Oe is sufficient to nucleate an extra vortex within the
disk (∆Bvtx = Φ0/πR
2). It is impossible to tell at exactly which field the second
vortex penetrates, but consideration of the images in figure 4-20 suggests that
once HP has been reached, the observed field interval for the entry of a second
vortex is somewhere in the range 0.25 < ∆B < 0.8125 Oe. At first sight the
lower limit of this range appears consistent with expectations but this situation
is only possible if we assume that the 1stvortex penetrates precisely at 1.25 Oe
(d), and the second vortex penetrates immediately after (e), at just over 1.5 Oe.
Although perfectly possible, that scenario would then leave a field increase of
0.375 Oe (e)→(f) with no sign of a third vortex. One possible explanation for
the irregular penetration of vortices into the disk could be the presence of a low
density of strong pinning sites in the sample. If the pinning potential of these
sites were roughly comparable, thermal fluctuations may result in a variation of
the number of occupied pinning sites on each cool-down cycle. It certainly seems
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that for Heff >1.25 Oe several vortices are being trapped in the interstitial region
rather than continuing to penetrate the disk as expected.
The formation of a vortex ring that clearly reflects the disk symmetry, at
the centre of the D=20µm disk, provides direct evidence of the influence of the
sample boundaries on the vortex configuration. Previous images have provided
evidence of a low density of strong pinning sites in this sample. c.f., the previous
paragraph and section 4.4.2. In this instance the formation of the vortex ring
is probably facilitated by the increased measurement temperature (1K) which
reduces the pinning potential for two reasons. Firstly, the associated increase in
vortex size (λ(T )) means that small crystal defects become “invisible” to vortices,
and secondly vortices are more likely to be excited off pinning sites by their
increased thermal energy. This increased freedom allows the intrinsic vortex
interactions with Meissner screening currents flowing at the disk edge, and each
other, to define the vortex configuration. The formation of such a vortex ring is
consistent with the theory of “large” mesoscopic disks,[92] which established a
maximum of five rule for inner rings of “particles” in mesoscopic systems.[93, 94]
Figure 4-23 contains a sequence of images that capture the field distribution
in a 10µm disk up to 100 Oe. As the field is increased more and more vortices
penetrate the disk and single vortex resolution is lost. Previous studies of similar
disks in BSCCO-2212 have captured evidence of a vortex ‘dome’ forming at the
centre of the disk, consistent with the theory of the Geometrical Barrier.[93] In
Sr2RuO4 at 300mK, in applied fields up to 20 Oe we do not observe a smooth
dome but instead a rather inhomogeneous vortex distribution is captured, which
is again perhaps indicative of a rather low density of pinning sites with a quite
deep pinning potential. Indeed considering that a field increase of ∼0.25 Oe
is sufficient to introduce a single vortex into the disk area, one would expect
the image to be full of vortices and showing a homogeneous signal at 20 Oe.
Tellingly, the grayscale at 20 Oe of 4.08 G is 6 times greater than that for a
single isolated vortex (∼0.65 G c.f. fig. 4-18). Such a signal suggests that the
dark regions correspond to a flux of 20-4.08≈16 G which has an associated square
lattice spacing of ≈1µm. The white regions must therefore contain vortices very
much closer together than this confirming that the vortex distribution is strongly
influenced by underlying forces, presumably related to crystallographic defects.
It is therefore surprising that the vortex distribution becomes abruptly and
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emphatically homogeneous at Heff ≥25 Oe. It is as if the pinning forces are
suddenly “turned off” at this field strength. Up to the maximum applied field of
this experiment, 100 Oe, flux is presumably entering the whole sample but the
majority of vortices preferentially penetrate the disk rather than the interstitial
area, a process captured by the steadily decreasing gray scale (caption 4-23) of
the screened disk signal. If flux was penetrating solely into the disk we would
surely expect the screening signal to diminish far more rapidly and disappear at
far lower fields. Line scans of the disks at Heff ≥25 Oe display a steep-sided and
flat-bottomed magnetic profile of the disks (figure 4-24). Critical state theory of
thin disks[86] predicts that at these applied fields the disks are saturated with
the critical current density Jc but an evaluation of the resultant field using a
Biot-Savart (c.f. section 4.5.1) approach yields a v-shaped profile that correlates
poorly with experiment, c.f., dotted lines in figure 4-24. In fact good agreement is
reached when only edge currents (JE) are considered in the supercurrent profile.
The motivation for such edge currents, set to flow within a distance d/2 of the
sample edge in this instance, was provided by the theory of the geometrical
barrier developed by Zeldov,[85] and was found to provide good agreement with
experiment, c.f., solid lines in figure 4-24, albeit with an unreasonably large scan
height (z = 2.6µm). It should be noted that presently the edge currents are
added in a rather ad-hoc way, and strictly speaking a self-consistent solution is
appropriate. It is expected that this approach can still be informative of the
underlying physics. Earlier in this discussion, it was suggested that the lack of
agreement found between HP (R) and theories of energy barriers was because the
theory involved ZFC and metastable states, whereas the experiment involved FC
states close to equilibrium. However, the high fields presently discussed here
represent saturated critical states, when Jc is flowing everywhere throughout the
disk, and as such are at (or very close to) equilibrium and we therefore expect
much better agreement with our FC mesurements.
The edge currents used in the disk profile fitting shown in figure 4-24 are
JE ∼1010 Am−2 which compares favourably with theoretical predictions of the
GB: JGBE = 2Hc1/d ∼ 1010Am−2[85] (Hc1≈70 Oe.[95]) suggesting that the at-
tempted comparisons with the GB made here are perhaps reasonable. As dis-
cussed previously, the screening signature of the disk weakens with increasing
field. This is captured by the gray-scale of the SHPM images and also by the fit-
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ting parameter JE used in the simulation. Figure 4-25 displays the total current
flowing at the edge of the D=5 and 10 µm disks at various applied fields. The
edge current flowing in the 5µm disk is ∼1/2 that in the 10 µm disk suggesting
that field-from-a-loop approximations of the screening field BE = µ0I/2R are
equivalent. Between the applied fields of 30→100 Oe the disks have BE in the
range of 101→85G (D=10µm) and 101→75 G (D=5µm). Surprisingly, the the-
ory of the GB does not include a sample size dependent critical current and so
it seems the system is governed by something more complex than a conventional
GB.
A surprising consequence of the theoretical fitting is that they suggest we are
in the limit JE ≫ Jc = 0, corresponding to the weak pinning regime. This is seem-
ingly in direct contradiction with the indications of strong pinning observed below
25 Oe in this experiment, and in previous measurements of Sr2RuO4 discussed
earlier. c.f. Section 4.4.2. However, we again reiterate that we are comparing
field-cooled experiment with zero-field-cooled theory, the repercussions of which
are currently unclear.
4.5.3 Conclusion
Large mesoscopic disks have been fabricated on the a-b surface of a high qual-
ity Sr2RuO4 single crystal in order to act as locations where translational sym-
metry is broken, and hence providing ideal sources for spontaneous chiral edge
currents/fields predicted to arise as a consequence of chiral spin-triplet super-
conductivity. Scanning Hall probe images reveal that we see no spontaneous
magnetic signal at the disk edges and conclude that either they do not exist, or if
the signal is present but below our measurement threshold, the peak magnitude
is ∼170 times smaller than predicted by current theory for the d = ∆0(kx± iky)zˆ
chiral order parameter. Neither do we observe any magnetic signal anywhere
else in the sample that could be attributed to the signature of a chiral domain
wall suggesting that if present, the peak signal from such a feature is ∼50 times
smaller than predicted by current theories.
The disks display strong partial screening of magnetic flux, and theoretical fits
to magnetic field profiles of the disks suggest a Geometrical Barrier-like energy
barrier is governing flux penetration into the disks. However several contradic-
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tions to this hypotheses emerge: Firstly, the edge currents are a strong function
of disk size, something which isn’t captured by the GB; Secondly, simulations
suggest that the system is in the weak pinning limit in direct contradiction with
several pieces of evidence that suggest the presence of a low density of rather
strong pinning sites in the sample; Thirdly, the penetration field (Hp), as defined
by the lowest field when we observe the first vortex in the disk, is not proportional
to (d/R)1/2 as predicted for the GB.
The source of these apparent contradictions may lie in the fact that GB is
evaluated within a ZFC theory and so comparisons with the FC measurements
of this experiment are difficult, and reservations about their validity must be
made. Indeed, theoretical treatments of FC flux distributions are somewhat
qualitative and to the best of the authors knowledge there is no discussion of how
edge currents might be effected by this in the literature. It is hoped that the
work undertaken here may stimulate new theoretical work leading to increased




structures in a superconducting
MgB2 thin film
5.1 Introduction
The existence of two-band superconductivity was proposed soon after the BCS
theory was published,[96] but remained of purely theoretical interest until the
discovery of MgB2 in 2001.[97] Initial excitement centred on the fact that it is
a simple inter-metallic compound which consists of relatively cheap and readily
available elements. Additionally, the ‘high’ (non-cuprate) Tc (≈ 38K) flew in the
face of conventional wisdom; that a high BCS Tc required a high charge carrier
density and electrons that reside in open d-shell orbitals.[98] Important issues of
the BCS pairing symmetry and the existence and nature of the two energy gaps
were resolved relatively quickly, but several significant questions remain.[99]
One subject of interest is the behaviour of superconducting vortices. Much of
the recent focus on vortex matter in MgB2 has been on the apparent presence of
an attractive component to the vortex-vortex interaction at long range that gives
rise to the “clustering”, “chaining”, “striping” and “gossamer-like” patterns seen
in Bitter decoration,[100], scanning SQUID,[101, 102] and scanning Hall probe
experiments.[103] Such patterns are well known to be possible in systems with
competing repulsive and attractive interactions.[104]
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A non-monotonic vortex interaction was predicted theoretically in MgB2,[105]
before the first experimental observation,[100] as a consequence of disparate “co-
herence lengths”, µ−11 , µ
−1
2 , (sometimes termed “inverse field masses” to avoid
ambiguity) emerging from, but not directly attributable to, the distinct super-
conducting gaps ∆pi and ∆σ in different bands. The view that this represented
a new state, termed Type 1.5,[100] was immediately challenged as unphysi-
cal in a system with a single critical temperature Tc, and two distinct length
scales were deemed unsupportable within Ginzburg-Landau (GL) formulism.[106]
Experimental data however, support the existence of two distinct coherence
lengths,[107, 108, 109] and so the apparent discrepancy provoked rapid theo-
retical development in the field. This included further investigation of Type 1.5
theory,[110] and the development of an extended GL formulism that justified the
use of the disparate length scales known as healing lengths in the analysis of two
band superconductivity.[111, 112] While it is stressed that the healing lengths
are distinct from formally defined coherence lengths, it was subsequently shown
that the regime of large disparity between them corresponds to the region of
non-monotonic vortex interaction in the standard GL formulism.[113]
Additionally, it has been pointed out that numerous other mechanisms of
vortex attraction exist, with a diverse range of origins including: BCS corrections
to GL theory for 0.71 ≤ κ ≤ 1.5; tilted applied fields; a type of “Casimir” force
in layered materials; a closely related thermally activated van der Waals (vdW)
type interaction and an impurity activated vdW-type interaction.[114] Finally it
has also been noted that it is possible to get stripe-like phases solely from two
repulsive interactions, provided there are at least two lengthscales present in the
system.[115, 116, 117]
Stable vortex configurations resulting from a short-range repulsive and long-
range attractive vortex interaction have been studied recently using molecular dy-
namics and shown to produce vortex “islands” and “labyrinths”,[118] whose near-
est neighbour distributions bear similarities to those seen experimentally.[100]
This work was extended to include an analysis of short-range repulsive, inter-
mediate-range attractive and long-range repulsive interactions that produced a
field-driven evolution of the vortex pattern from clusters→ stripes→ labyrinths→
triangular ordering.[119, 120] It is suggested in Ref. 11 that the addition of a long-
range repulsion is crucial in order to stabilise the striping patterns observed exper-
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imentally, both in MgB2 and previously in low-κ Type II superconductors.[114]
To date, vortex imaging in MgB2 has been limited to single crystals. The thin
film measured here has a much shorter electronic mean free path (ℓ ≈ 11nm) than
the single crystals measured previously, and as such must exhibit much higher
rates of inter- and intra-band scattering. This has repercussions for all of the
candidate “attraction” mechanisms. It is against this background of interesting
vortex patterns in MgB2, uncertainty in the origins of the inter-vortex interaction,
and the opportunity to probe a unique sample (different dimensions, different
growth technique, contrasting low ℓ), that the series of measurements presented
here were undertaken.
5.2 Experimental method
High resolution scanning Hall probe microscopy (SHPM) has been used to per-
form local magnetic imaging of an epitaxial 160nm thick MgB2 thin film. The
film was grown by molecular-beam epitaxy on a Silicon (111) substrate held at
≈300oC at a growth rate of 2.3A˙/s and a typical flux ratio (Mg:B) of 1.8.[121] A
50A˙ MgO seed layer was evaporated onto clean Si(111) to promote lattice match-
ing. A lattice strain as low as 3% is achievable through careful consideration of
substrate orientation[121], and any strain associated with a lattice mismatch re-
sides in the immediate vicinity of the seed layer and is expected to have a propor-
tionally negligble effect in a thin-film of this thickness.[122] Figure 5-1 displays
x-ray diffraction (XRD) data for our sample which establishes that the thin film
is highly textured. The diffraction peak markers (vertical lines) represent powder
diffraction patterns of polycrystalline MgB2 samples, with the line height rep-
resenting the relative diffraction intensity, from standard XRD reference tables.
The large height of the peaks for the (002) and (001) planes, despite these having
a relative powder pattern intensity of <10%, indicates a strong texture in the
expected growth orientation on Si(111). This conclusion is further supported by
the absence of the MgB2 (101) peak which has the maximum powder weighting.
Finally, the small signal recorded at ≈58.5o is a forbidden reflection from the
Si(222) planes, picked up because of the type of 2D detector used.
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Figure 5-1: X-ray diffraction data of a 160nm MgB2 thin film, grown by
molecular-beam epitaxy and investigated in this series of scanning Hall probe
measurements. Vertical lines represent powder diffraction lines of polycrystalline
samples, with line heights representing relative diffraction intensity (%) from
standard XRD tables.
The resistance versus temperature data displayed in figure 5-2 show an ex-
tremely sharp superconducting transition (∆T ∼= 0.1K) at Tc ∼= 35.85K. The
residual resistance ratio, RRR = R(300K)/R(40K), provides a rough indica-
tion of the electronic mean free path ℓ (larger RRR = longer ℓ) and can give a
useful insight into the crystallinity of the sample. The RRR for our thin film
is 1.25, which is considerably smaller than estimates for single crystals which
vary between 3.5 and 25.[123, 124, 125, 126, 127] It is also below various other
thin film estimates of 2.5,[128] and 4.0-33.3.[129] We therefore expect that the
thin film investigated here has a higher level of disorder than comparable sam-
ples in the literature. Estimation of the electronic mean free path (ℓ) is possible
from the Drude relation ℓ = 3/ρ0N(0)νF e
2. Using an average Fermi velocity of
νF = 4.8 × 105ms−1,[130, 131] and a density of states N(0) = 0.7 eV−1 unit
cell−1[132, 133] with a residual resisitvity ρ0 = ρ(36K) = 15µΩcm (c.f. Fig. 5-2)
we estimate ℓ ≈ 11nm in our sample. This is far shorter than estimates from
other samples which lie in the range 38 ≤ ℓ ≤ 100nm.[134, 123, 135, 136, 137, 138]
Identification of vortex locations in SHPM images was straight forward at the
three lowest fields when vortices are well separated, but reasonably difficult in
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Figure 5-2: Resistivity versus temperature curve for the 160nm MgB2 thin film,
grown by molecular-beam epitaxy, and investigated in this series of scanning Hall
probe measurements. The superconducting transition occurs at Tc ∼= 35.85K with
∆T ∼= 0.1K
some regions of the 5G image. To confirm that the correct number of vortices
had been identified at 5G, a self-consistency check was made based on the known
value of applied field and scanned sample area.
5.3 Results
Figure 5-3 displays the vortex distributions captured after field cooling from
T > Tc to T ≈ 1.7K, at four different magnetic inductions (1.25, 1.7, 2.8 and
5G), after applying a field perpendicular to the thin film (// c-axis). Each image
is a compilation of between 16 and 25 individual scans, aligned and superposed,
allowing assessment of the degree of structural disorder in the vortex lattice over
an area of ≈ 50×50µm2. An initial visual inspection reveals possible weak order-
ing of vortices into chains at the three lowest fields with a predominant “stripe”
direction, and a labyrinth-like structure at the highest field. The type of order
at lower fields could be described as “chaining”, which can be misleading, given
that the Abrikosov lattice also contains “chains” of vortices. For clarity, when we
refer to chains what we really mean is ‘a chain formation with lower symmetry
than the Abrikosov lattice’. The degree of chaining and the predominant direc-
tion are discussed later in connection with figure 5-5, but first we analyse the
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Figure 5-3: Composites of multiple overlapping scanning Hall probe images (≈
50×50µm2) of a superconducting MgB2 thin film (thickness 160nm) captured at
T≈1.6K after field cooling in perpendicular fields H⊥ (a) 1.25G, (b) 1.7 G, (c)















































µ = 2.6 
σ = 0.82
Figure 5-4: Normalised histograms of the vortex nearest neighbour distribu-
tions (based on a Delaunay triangulation) of the four images shown in figure
5-3. Gaussian fits (red line) based on the distribution parameters [µ, σ](µm) =
[(4.7, 0.98)1.25G, (4, 0.79)1.7G, (3.1, 0.69)2.8G, (2.6, 0.82)5G] and scaled by the bin
width (0.22µm) are superimposed, as is the equivalent spacing of ideal triangu-
lar ordering (green line). The distribution evolves from weakly spilt bi-modal at
1.25G to more or less gaussian at 1.7G. A slight imbalance of statistical weighting
towards short-bonds at 2.8G evolves into a pronounced shoulder at 5G.
nearest neighbour distribution, which is a useful statistical technique for detect-
ing vortex clustering and characterising the inter-vortex interaction. Figure 5-4
presents normalised histograms of the vortex-vortex separation based on a Delau-
nay triangulation. According to the Ginzburg-Landau theory for an ideal Type
II superconductor, we would expect the vortices to form a triangular Abrikosov





2 , at each respective field (B) is also plotted for comparison.
At the lowest field (1.25G) we see a weakly split bi-modal distribution, spread
around a1.25Gtri . The two peaks reflect the average intra- and inter-chain bond
lengths. With increasing field the distribution becomes more gaussian but retains
a pronounced asymmetry, with a slightly heavier short-bond statistical weighting
at 2.8 G that evolves into a more distinct shoulder at the highest field strength.
Self-correlation images (SCs) and fast Fourier transforms (FFTs) are excellent
ways of extracting weak underlying ordering from images. SC images (G) are
generated according to the function G(x′, y′) =
∑
x′,y′
f(x, y)f(x+ x′, y + y′) where
f(x, y) is the original 2D image and x′ and y′ are shifts in x and y. The resulting
image peaks at the centre (where x′ = y′ = 0) and at any underlying periodicity
in the original image. In the ideal Type II case, vortices form a triangular lattice
and a subsequent SC plot will replicate this perfectly. However in the case of a
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disordered triangular lattice, as the correlations over the whole image will not
be so strong, we expect the SC to be dominated by 6 bright spots that trace a
hexagon around the central peak. In addition to this, FFTs provide a second
independent ordering analysis by picking out any dominant periodicities in the
frequency spectrum.
Self-correlation images (a) and FFTs (b) are shown for the four magnetic
fields (i-iv) of figure 5-5. First we consider the SC images (a). At the lowest
field (a-i), four of the expected six central bright spots are missing, signifying a
strong breaking of symmetry in the vortex lattice. In (a-ii) we now have a heavily
distorted arrangement of six spots, causing a slight weakness of the signal on the
top-left to bottom-right diagonal, as highlighted by the arrows. These locations
are where we would normally expect to see two bright spots in the case of ideal
triangular ordering. This weakening on or near the diagonal is again present
and more pronounced at 2.8 G (a-iii) where only 4 of the expected 6 spots are
present. These images (a-ii and a-iii) signify weak chaining in this direction.
The drop in signal in the chaining direction (weak spots) arises because there is
very weak correlation of vortex positions along the chains, but as the SC shifts
perpendicularly to the chaining direction it picks out the inter-chain periodicity,
illustrated by the two solid bright spots either side of the central spot in (a-iii).
Finally at the highest field (a-iv), we can still make out four diffuse spots with
two missing, but now the contrast is much weaker, signifying that the strength
of the preferential ordering direction is also weaker at this field.
Now we address the FFTs in figure 5-5 (b). (b-i) shows two clear bright
spots reflecting the strongly broken symmetry reported by the SC image (a-i).
At intermediate fields we do not see strong bright spots but we do see a weakly
broken symmetry, with a weakening of the signal on the top-left to bottom-right
diagonal. This weakening again lies on the presumed chaining direction and is
present due to a lack of correlation along the vortex stripes. Interestingly, the
predominant direction of this chaining direction varies by ≈ 45o between fields,
seemingly ruling out obvious material-based origins of the broken symmetry such
as planar defects in the crystal structure. Lastly we examine the 5G data 5-5(iv)
and note that while still present, the symmetry breaking of the vortex lattice at
this field is by far the weakest of the four inductions investigated. We still only
see 4 out of 6 spots in the SC image but the weakness of the signal on the off
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Figure 5-5: Self-correlation (SC) plots (a(i)-a(iv)) and Fast Fourier Transforms
(FFT’s) (b(i)-b(iv)) of the four vortex distributions shown in figure 5-3 at local
magnetic inductions of (i-iv): 1.25, 1.7, 2.8 and 5G. Both analyses provide sep-
arate confirmation of a general predominant chaining direction at the 3 lowest
fields (i-iii) from roughly top-left to bottom-right (see text).
diagonal is less pronounced, and the FFT barely picks out any broken symmetry
at all. All of the data analysis presented here has been performed with WsXM
freeware produced by Nanotec Electronica.[139]
5.4 Discussion
Material defects are well established as possible origins of broken symmetry of
the vortex lattice in superconductors.[140] It is therefore prudent to confirm that
they are not likely the cause of the vortex structures observed here, and fortu-
nately this arrives in several pieces of evidence. Firstly, it is reassuring that the
predominant direction of vortex chaining is seen to vary by ≈45o between cooling
cycles at different fields, and disappears entirely at the highest applied field. If
the structures reflected the underlying pinning potential, one might expect to
observe the same chaining direction at all fields. Secondly, it should be stressed
that the predominant directions that emerge from the symmetry analysis (Fig.
5-5) are an average over the whole image, and that visual inspection of the vortex
patterns reveals variation of chain direction within the image, including several
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Figure 5-6: AFM images of the 160nm MgB2 thin film. There is no detectable
topographic structure in the thin film over a region comparable in size to the
vortex images shown earlier (a). The grain size is of the order of ∼10-75nm (b).
instances of curved chains. Such phenomena seem unlikely to arise from crys-
tallographic defects which presumably would have a linear appearance. Thirdly,
studies of critical currents in MgB2 thin films suggests that grain boundaries are
the dominant pinning sites in this system.[141] Atomic force microscope studies
of these epitaxially grown films show a grain size of the order of ≈10-75nm (c.f.,
figure 5-6 (b)), which is much too fine to link to the vortex patterns observed
here. Apart from several small pieces of dirt (∼40nm tall), there is no detectable
topographic structure to the film over 50×50µm2, an area comparable to the
composite scan images of vortex configurations shown earlier.
Finally, perhaps the most compelling evidence comes in the form of the images
of repeated FC cycles presented in figure 5-7. If pinning centres dominated the
observed vortex configurations, one would expect repeated FC measurements to
reveal identical images. At 2.5G, figures 5-7(a) and (b), the majority of vortex
locations, although generally within about a vortex diameter of each other, are
slightly different, as best evidenced by the difference image (c). Here, the four
or five vortex size regions of strong contrast correspond to entirely new vortex
locations, the weaker signals represent areas where vortices are close to previous
positions but slightly misaligned, and the blank regions are where vortices were
found in identical locations. Interestingly, even with so many differences, the
patterns are qualitatively similar, which suggests that the three or four pinning
sites present in the imaged region are enough to pin chains, but once in chains,





Figure 5-7: A sequence of repeated field-cooled cycles in applied fields of 2.5G,
(a) and (b), [(c) is a subtraction of (a)-(b)] and 5G, (d), (e) and (f). The images
were acquired after cooling to 20K. The greyscales of (a), (b) and (c) are 0.35,
0.29 and 0.21G. Images are ≈ 8× 8µm2.
labyrinth structure is completely different after each FC cycle. Clearly the pinning
centre density is too low to influence the vortex configuration at such high fields.
Many experiments have observed low-field vortex patterns that indicate the
presence of an attractive component to the vortex interaction in MgB2.[100, 101,
102, 103] We too observe such patterns, as evidenced by the weak peak-splitting
of the vortex nearest neighbour distribution at 1.25G and 5G (Fig. 5-4) and
broken six-fold symmetry at all fields (Fig. 5-5). The immediate presumption is
that the split peaks represent intra-chain and inter-chain bond lengths, and this is
confirmed by the analysis presented in figure 5-8 (a) and (b). Here the Delaunay
triangulation mesh used to generate the statistics is partially reconstructed in
typical individual scan images at two different fields. In figure 5-8 (a) the available
bond lengths are fixed at 4µm (yellow) and 5µm (black) representing the two
peaks in the 1.25G distribution, and attempts were made to fit a nominal number
of bonds to the vortex pattern by eye. An excellent fit is achievable and the origin
of the short bond length (intra-chain) and long bond length (inter-chain) is clearly
visible with a definite predominant chaining (short bond) direction.
The vortex separation becomes roughly gaussian at intermediate fields, with
recorded mean spacings of 4µm at 1.7 G and 3.1µm at 2.8 G that are very close
to what we would expect for ideal triangular ordering at these fields: atri(1.7G) =
3.8µm and atri(2.8G) = 2.9µm. A shoulder at short bond lengths emerges at 2.8
G and grows to a pronounced bi-modal distribution at 5G. Again the origin of
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Figure 5-8: Partial reconstructions of the Delaunay triangulation of vortex po-
sitions with a nominal number of bonds for typical individual scan images at:
1.25G [(a),(b)] and 5G [(c),(d)]. The bond lengths have been fixed to take one
of two possible values, taken from the bi-modal peaks seen in figure 5-4 (1.25G
and 5G). At 1.25G these peaks correspond to 4µm and 5µm (yellow and black
bonds respectively). At 5G the short bond (yellow) is 1.6µm and the long bond
is 2.75µm. This visualisation confirms that the peak-splitting observed in the
bond length distributions (Fig. 5-4) originates from the ordering of vortices into
chains, and that the short and long bonds correspond to intra- and inter-chain
bond lengths.
the two spacings at 5G is visualised in figure 5-8 [(c) and (d)] where the short
and long bond lengths have been fitted (by eye) to single images of vortices,
confirming their identity as short- and long-bond spacings that characterise the
labyrinth structure. The 5G bi-modal distribution is heavily skewed, with signif-
icantly heavier statistical weighting at the longer, inter-chain bond length. The
explanation for this is evident from further consideration of the reconstructions
in figure 5-8. Every vortex in a chain will only have 2 short bond neighbours,
one ‘up’ chain and one ‘down’ chain. However, the Delaunay triangulation picks
an average of 6 or 7 nearest neighbours which leaves 4 or 5 longer bonds drawn
out to neighbouring chains.
The statistical imbalance between the inter- and intra-chain bonds is also
marked at 2.8 G. Here the vortex density is too low to populate fully formed chains
resulting in numerous instances of pairing into vortex “molecules”. Each molecule
contributes a single short bond but several (>10) long bonds to neighbouring
molecules, resulting in the marked statistical imbalance seen in figure 5-4 (2.8
G).
Having discussed the vortex distribution of each image individually, we now
address the change of the vortex structure from chaining with a preferential di-
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rection (“stripes”), to a labyrinth.
A rich variety of patterns exist in systems with competing attractive and
repulsive interactions.[104] A short-range vortex repulsion and long-range attrac-
tion leads to a natural vortex spacing dmin where the potential is a minimum
and this phenomenon has been used to explain unusual vortex patterns (Type II
clusters surrounded by Type I voids) in low-κ Type II materials in the Type-II\1
regime.[142, 114]
Recent studies of vortex configurations in the presence of non-monotonic inter-
actions predict interesting patterns that bear a qualitative resemblance to those
observed in our experiment. Molecular dynamics simulations predict a vortex-
density-driven evolution from “clumps” to “labyrinths” before entering a final
increasingly dense triangular phase.[118] Interestingly, the above molecular dy-
namics simulations unanimously predict vortex clumps are the ground state of
systems with short-range repulsive (SRR) and long-range attractive (LRA) inter-
actions. Clumps, labyrinths and voids are all shown to be possible in such systems
but striping patterns, such as those seen in the low-κ Type-II\1 materials,[114]
recently in single crystal MgB2,[103] and now here, are found to be stabilised
only when a long-range repulsion is considered in tandem with a short-range
repulsion and intermediate-range attraction (IRA).[119, 120, 143, 144] Here, in-
terestingly, vortices are seen to form labyrinthine-like domain structures which
bear a strong resemblance to the features of figure 5-3(d). The authors also sug-
gest that a longer range repulsion needs to be considered when understanding
the patterns in Type-II\1 superconductors.[142, 114] Finally, for completeness,
it should also be noted that stripe formation is possible in systems with strictly
repulsive interactions, provided that more than one length scale is present in the
interaction.[115, 116, 117]
Analysis of such patterns in Type-II\1 superconductors,[142] and MgB2,[103]
yields an approximately field-independent intra-chain or intra-cluster spacing,
r0, which is postulated to correspond to the minimum in the vortex-vortex in-
teraction potential, dmin. The data shown for our MgB2 film in Fig. 5-4 ap-
pear to show a field-dependent average intra-chain vortex spacing ranging from
4µm at B =1.25G in the ‘stripe’ regime to 1.6µm at B=5G in the ‘labyrinth’
regime. We speculate that the vortex-vortex interaction potential in our sam-
ples has a very broad and shallow minimum, which might well give rise to the
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field-dependent intra-chain spacing that we observe. This behaviour is in qual-
itative agreement with molecular dynamics simulations for a SRR/IRA/LRR
inter-vortex potential.[119] Moreover, in these simulations the number of chains
contained within a stripe is shown to be dependent on the screening length of the
inter-vortex potential. Stripes of vortices consisting of between 2 and 5 chains
wide could be realised this way placing this work close to the regime of one-chain
stripes observed here.
Now we return to considerations of the vortex configuration at the interme-
diate field 1.7 G. Here we have a seemingly inconsistent picture of a gaussian
distribution to the vortex bond lengths (Fig. 5-4, 1.7G) which contains a very
weak broken symmetry (Fig. 5-5(ii)). This is inconsistent because at the low and
high fields we argue that the broken symmetry and bi-modal distributions are
inextricably linked. If we increase the applied field from zero there must exist a
value at which r0 matches the equilibrium Abrikosov lattice spacing, even if r0 is
field-dependent as discussed above. We tentatively suggest that in our system,
this point lies very close to 1.7 G as evidenced by the gaussian distribution of
nearest neighbour bond lengths at this field strength. However, there remains
enough disparity to result in weak chain formation. Certainly it is noteworthy
that at this vortex density the broken symmetry of the vortex lattice is much
weaker than at the neighbouring field strengths (Fig. 5-5).
Current focus of the scientific debate on MgB2 is centred on the origin of
the attractive component of the vortex interaction. A recent review of the field
points out that vortex patterns similar to those observed in MgB2 were first
imaged in Type II superconductors with κ ≈ 1/√2 many years ago.[145] Termed
the Intermediate-mixed state, it was deemed to arise due to the appearance of
a vortex attraction predicted by the S-shape in the theoretical magnetization
curve and formally resulting from BCS corrections to the GL theory. This and
five other conceivable origins of vortex attraction in MgB2 are put forward in a
recent review by Brandt and Das.[114]
Elsewhere, recent phenomenological studies of two-band superconductivity in
MgB2, using two-component GL theory with distinct GL parameters κpi and κσ
for the respective bands, suggest that a SRR and LRA interaction arise due to
the fact that the π and σ components of the order parameter lie in different
regimes: κpi < 1/
√
2 (Type I) and κσ > 1/
√
2 (Type II).[100] The view that this
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represented a new state was immediately challenged as unphysical in a system
with a single critical temperature Tc, and two distinct length scales were deemed
unsupportable by Ginzburg-Landau (GL) formulism.[106] The apparent discrep-
ancy with experimental data in support of the existence of two distinct coherence
lengths provoked rapid theoretical development in the field.[107, 108, 109] This
included the further development of Type 1.5 theory which introduces the length
scales, µ−11 , µ
−1
2 , and investigations of the closely related extended GL formulism
(EGL) that justified the use of the disparate length scales ξ1 and ξ2, known as
healing lengths, in the analysis of two band superconductivity.[111, 112] While it
is stressed that the healing lengths are distinct from formally defined coherence
lengths, it was subsequently shown that the regime of large disparity between
ξ1 and ξ2 corresponds to the region of non-monotonic vortex interaction in the
standard GL formulism.[113] Furthermore, recent simulations of multi-component
time-dependent standard GL equations also demonstrate an attractive vortex in-
teraction. Similar to Type 1.5 theory, this attraction is predicted to arise when
the London penetration depth falls between two distinct “coherence lengths”
(again associated with the distinct π and σ bands), but here the divergence of
the coherence lengths requires the use of special forms of the GL functional.[146]
The residual resistance ratio (RRR≈1.25) and electronic mean free path (ℓ ≈
11nm) of our thin film are very much lower than for the single crystals investigated
elsewhere in the literature. The consequences of the short ℓ for all of the above
mentioned candidate mechanisms of vortex attraction are now briefly discussed.
In addition to the 6 theories offered by Brandt and Das, Type 1.5 theory gives
us 7 possible origins of the vortex-vortex attraction.[114] Now listed and labelled
here as: (1)-BCS corrections to the GL theory;[147] (2)- Corrections to simple
GL or London theories;[148] (3)- Tilted fields;[149] (4)- A type of “Casimir”
force in layered materials;[150] (5)- A closely related thermally activated van
der Waals (vdW) type interaction;[151]; (6)- An impurity activated vdW-like
interaction;[152] and (7)- Type 1.5 theory.[100]
Mechanism (1) originates from BCS corrections to the GL theory. It is respon-
sible for the vortex patterns seen in the low-κ Type-II\1 superconductors and was
predicted to occur theoretically for 0.71 ≤ κ ≤ 1.5. Experimental investigation
of the Type-II\1 / Type-II\2 phase boundary found good agreement with this
and defined limits of 0.45 / κ / 1.1 for this mechanism of vortex attraction.[153]
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Calculations of MgB2 in the clean limit certainly put κpi in this regime,[100] but
our consideration of ℓ predicts κpi =2.2, κσ =3.6 for our sample and pushes us far
outside these limits (see treatment of κpi, κσ, ℓ in discussion of mechanism (7)).
Therefore it seems unlikely that this is an appropriate mechanism for describing
the vortex attraction in our thin films.
Mechanism (2) originates from a non-local extension of the London model
with Pippard theory. This gives rise to an oscillating vortex potential that can
realise an attractive tail to inter-vortex interactions. This attraction is predicted
to exist when the relation ℜ[Λ−1] > ξ−1o is satisfied. Λ and ξo are the magnetic and
order parameter “decay lengths” respectively,[148] but are related non-trivially
to the standard penetration depth and coherence length of superconductors, c.f.
equations 2.17 and 2.18 in reference.[154] As such it is unclear from the theory,
as it stands now, in which regime MgB2 lies. However, as both of these variables
are strongly dependent on the electronic mean free path,[155] quantification of
this relation for the spread of ℓ over the MgB2 systems studied so far could shed
further light on the applicability of this mechanism to MgB2.
Mechanism (3) involves applied fields tilted at ≈70o to the c-axis of layered
materials. Such chains have been observed in the highly anisotropic BSCCO,[156]
and moderately anisotropic YBCO (Γ ≈ 5),[157] at field tilts of 70o and 75o
respectively. Conservative estimates of the field misalignment in our system put
it at <2o and so this mechanism seems unlikely. A review of vortex chaining due
to tilted fields in highly anisotropic systems is contained elsewhere.[158]
The Casimir-like force (4) and the vdW-like (vdW) interaction (5) involve
thermal activation of vortices and so are unlikely to operate at the temperatures
of this experiment (T ≈ 1.6K) which were far below the critical temperature (Tc
= 35.85K). Additionally (4) is active only at sample edges (the images published
here were taken ≈1mm from sample edge) and (5) is dominant only in highly
anisotropic materials. The anisotropy parameter of the previously studied system
(BSCCO-2212) is Γ = λc/λab > 150,[142] whereas in comparison MgB2 is only
moderately anisotropic with Γ ≈ 5.[159]
Mechanism (6) is developed for layered or highly anisotropic systems. In-
terestingly for our sample, this mechanism requires small levels of impurity but
is destroyed by increasing levels of disorder. The optimum vortex spacing pre-
dicted by this model is ≈1.5µm, of the order of that seen in MgB2 here and
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elsewhere.[103] However, this model is again developed for highly anisotropic
BSCCO-2212, which lies somewhat outside of the regime of MgB2, and therefore
seems unlikely. Unfortunately, within the theory in its current state, the coeffi-
cients of this disorder induced attraction are not precisely determined preventing
further quantifiaction of this mechanism for MgB2.[152]
A key premise of mechanism (7), Type-1.5 theory, is that the two component
GL model of a two-band superconductor has three fundamental length scales, not
the two of standard one-component treatments of superconductivity. Here the
system can no longer be paramaterized by a single dimensionless quantity κ and a
long range vortex attraction and short range repulsion, among other properties,
appears in the regime ξ1 <
√
2λ < ξ2, where λ is the magnetic penetration
depth and strictly speaking, ξ1, ξ2 are characteristic variations of the density
fields known as “inverse field masses”, not coherence lengths attributable to π
and σ band condensates. Unfortunately, analytical solutions of ξ1 and ξ2 are not
available except in special cases,[160] and so evaluation of this inequality for our
present case is not currently possible. However, in the limit of negligble interband
Josephson coupling, these lengthscales do become equivalent to two independent
coherence lengths of the condensates ξpi, ξσ, and so the remainder of this analysis
will proceed having followed this assumption.
In the dirty limit, ℓ ≪ ξ the characteristic lengthscales of superconductivity
are dependent on ℓ in the following way.[161]
λeff(T ) =
λL













Where λL is the London penetration depth, (ξ0 = ~νF/π∆0) is the BCS
coherence length and t = T/Tc, where Tc is the superconducting critical temper-
ature. λpiL = 33.6nm and λ
σ
L = 47.8nm are defined to parameterize the ground
state superfluid densities of the condensates from the respective plasma frequen-
cies ωppi and ωpσ,[162] and the equation λL = c/ωp.[141] The BCS coherence
lengths ξpi0 = 51nm and ξ
σ
0 = 13nm are calculated from the Fermi velocities
(νpiF = 5.35×105ms−1, νσF = 4.4×105ms−1),[163] and the band gaps ∆pi(0) = 2.2
102
meV,[164, 165] ∆σ(0) = 7.1 meV.[166, 167]
Combining all of the above values with ℓ = 11nm, and a measurement temper-
ature T =1.6K, into equations 5.1 and 5.2 returns the following: λpieff = 45.4nm,
ξpi = 20.7nm, λσeff = 47.8nm, ξ
σ = 13.3nm, where the σ-band is presumed to
be in the “clean” limit. In a two-band superconductor, the superfluid densities
of both bands contribute to the screening of external magnetic fields. Therefore




2 , which in
this case yields λ = 33nm.
√
2λ = 47nm and so this analysis puts us far outside
the Type 1.5 regime defined as ξ1 <
√
2λ < ξ2, although we stress that the use of
BCS coherence lengths in the evaluation of this equality is only valid when the
interband Josephson coupling is negligible.
Alternatively, with some extremely careful reservations, one can introduce two
κ’s where κi = λi/ξi (i = π, σ).[100] The predictable consequence of a short ℓ is
to push this system further into the Type II regime where the Ginzburg-Landau
parameter κ > 1/
√
2. κpi =2.2, κσ =3.6 are now strongly Type II and are also in
reasonable agreement with experimentally defined values used in a two-band GL
model elsewhere.[141]
Again we stress that both the preceding analyses concerning Type 1.5 su-
perconductivity are weakened by the use of standard BCS coherence lengths for
evaluation of the critical inequality. This approach is only valid in the regime of
negligible interband Josephson coupling and conclusions drawn from them need
to be treated with care.[105] A proper analysis most likely requires the analytic
definition of ξ1 and ξ2, the characteristic variations of the density fields often de-
fined as “inverse field masses”, µ−11 , µ
−1
2 in recent literature, and this is the current
focus of ongoing theoretical work.[168, 169] The recent theoretical development of
Type 1.5 superconductivity is summarised in a forthcoming review.[110] Finally,
it should also be noted that the Type 1.5 regime is only predicted to exist when
ξ1 <
√
2λ < ξ2 and when vortices are shown to be thermodynamically stable.
A condition which is described to have been met in high quality single crystal
MgB2.[105, 170, 160]
Closely related to, but subtly different from the Type 1.5 theory has been
the development of extended GL theory.[111, 112] This work expands the GL
treatment to 4th order derivatives and introduces healing lengths that are similar
to µ−11 , µ
−1
2 of Type 1.5 Theory. As with Type 1.5 theory analytical calculation
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of these quantities is difficult but qualitatively at least, in the context of these
measurements, one might expect that the disparity of the healing lengths in the
EGL is reduced as the high inter-band scattering rate causes them to converge
on a single value, rendering the vortex interaction monotonic.[113]
5.5 Conclusion
We have directly imaged the local stray magnetic fields at the surface of a 160nm
thick MgB2 thin film with relatively high levels of disorder as a function of ap-
plied field. We observe the spontaneous ordering of vortices into stripes with a
predominant chaining direction at the three lowest fields, and a labyrinth at the
highest field. We note that while these patterns are similar to those formed in sys-
tems with a competing short-range repulsion and long-range attraction, they are
perhaps more characteristic of a vortex-vortex interaction that has short-range
repulsive, intermediate range attractive and long-range repulsive components.
At the lowest and highest fields the vortex configurations are characterised by a
bi-modal distribution to the nearest neighbour bond lengths which we attribute
to the intra- and inter-chain bond lengths. Images at intermediate fields also
show chaining of vortices while, at the second lowest field, this coincides with
an approximately Gaussian distribution of vortex separations. We tentatively
postulate that at this vortex density, the equilibrium spacing and Abrikosov lat-
tice parameter are roughly equivalent. A detailed ordering analysis of the vortex
structures at the 3 lowest fields reveals that the preferential direction of the
chaining varies by approximately 45o, and at the highest field shows no predom-
inant direction, apparently discounting the role of materials based effects on the
symmetry breaking of the vortex lattice.
The suitability of seven candidate mechanisms for the intermediate-range vor-
tex attraction in MgB2 have been reviewed in light of the extremely short elec-
tronic mean free path of our sample. Five of the seven mechanisms seem unlikely.
Of the remaining two, serious reservations regarding the analysis of Type 1.5 the-
ory are made, and quantification of the suitability of this theory is hindered by
a lack of analytical solutions to the fundamental length scales, µ−11 , µ
−1
2 . The
remaining suitable candidate involves oscillatory behavior of magnetic fields (la-
belled as mechanism (2)) of this paper) and further theoretical work is also needed
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In Type-II superconductors the Meissner phase is separated from the mixed phase
by the lower critical field Hc1. As the applied field is increased above Hc1 super-
conductivity is gradually surpressed and flux steadily enters the sample in the
form of quantised tubes known as superconducting vortices. c.f. Section 2.5. Any
conceivable applications of Type-II superconductors will invariably exploit the
benefits of a dissipationless persistent current. Unfortunately, the presence of a
transport current subjects vortices to a Lorentz force, under which they move
and dissipate energy, and thus the material will experience resistive effects with
obvious disastrous consequences for superconductivity.
Vortices are often trapped by regions of suppressed order parameter known as
pinning sites which opposes this motion. Such sites are often a result of sample
impurities or crystalline imperfections and as such a material’s critical current
(Jc) is a direct measure of its pinning strength and purity. Indeed, the behaviour
and control of vortices on pinning landscapes, both natural and artificial, has
been the subject of intensive research in recent decades.
In parallel with attempts to study the behaviour of vortices once inside a su-
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perconducting system, progress has been made in understanding the mechanisms
of flux penetration. For instance it is now known that several energy and surface
barriers exist that prevent the penetration of flux into a sample until an applied
field of Hp, known as the penetration field where Hp > Hc1.[87, 88, 85, 171, 172,
173, 89, 89]
Perhaps of greater significance are demagnetisation effects, whereby Meissner
shielding diverts, distorts and enhances the applied field around a sample making
the local effective field a strong function of position in an arbitrarily shaped
sample. A greater understanding of this enhancement leading to more accurate
modelling is crucial to our ability to predict vortex penetration and extend the
flux-free state.
6.2 Theory of demagnetising fields
A well known problem of magnetostatics is the calculation of the internal mag-
netic field (Hi) of an arbitrarily shaped sample in the presence of a uniform exter-
nal applied field (Ha). Consideration of the magnetic induction B = µ0(H +M)
and Maxwell’s 1st equation ∇ · B = 0 leads to:
∇ ·H = −∇ ·M (6.1)
The internal magnetisation of a magnetised body faces a discontinuity, and
hence a divergence, at the sample surface. Equation 6.1 tells us that this gen-
erates a divergence in magnetic field of equivalent magnitude that opposes M.
Historically this problem was first considered in relation to ferromagnetic mate-
rials where the spontaneous internal field opposes the applied field, and is hence
termed the demagnetising field, HD. In the special case of a superconductor in the
Meissner phase (perfectly diamagnetic) it is clear that HD lies in the same direc-
tion as HA and therefore enhances the applied field, as illustrated schematically
in figure 6-1. Herein lies the origin of demagnetisation effects and the geometrical
dependence of penetration fields in superconducting materials.
The internal field (Hi) of a superconductor in the Meisnner phase therefore
has an additional component HD,
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Figure 6-1: The demagnetising field in an infinite plane superconductor in the
Meissner phase. An internal magnetisation (M) equal and opposite to the applied
field (HA) is spontaneously generated. A positive (negative) divergence of (M)
at the sample top (bottom) requires a negative (positive) divergence of H (c.f.
Equation 6.1) and the creation of negative (positive) magnetic poles. The resul-
tant field flows from positive to negative poles and is termed the demagnetising
field (HD).
Hi = HA +HD (6.2)
For the infinite plane superconductor considered in figure 6-1 the demagnetis-
ing field and magnetisation are simply related by HD =-M. In arbitrarily shaped
samples however HD is not so clearly defined and becomes HD =-DM where
0≤D≤1 is a scalar unique to a specific sample geometry termed the demagneti-
sation factor.
Hi = HA −DM (6.3)
Considering the special case where M ∝ H the simple relationship M = χHi
holds. Then for a superconductor in the Meissner phase (χ = −1) it follows that,





where we find that HA is scaled by a factor of (1-D). The demagnetisation
factor D is notoriously difficult to define for arbitrarily shaped bodies and in fact
analytical solutions only exist for ellipsoids where the special cases of infinite
cylinder, sphere and infinite disk are described by D=0, 1/3 and 1 respectively.
Any departure from this situation dramatically increases the complexity of the
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problem. Nevertheless, full solutions for e.g. orthorhombic geometries, do ex-
ist but require lengthy and time consuming calculations by numerical methods
such as those described in [174]. As such, D is often estimated using equivalent
ellipsoids as described in more detail later in this chapter.
So far this analysis has only involved the field inside the superconductor Hi.
We develop the theory further to describe the local field at the surface HL with
consideration of the rule of conservation of H at a sample boundary i.e. the
tangential component of H is conserved. By taking into account the fact that
Hi, is parallel to HA, the tangential component of Hi at the surface of an ellipse
will be greatest at the equatorial line perpendicular to HA, as illustrated in figure
6-2. HL therefore varies continuously from a maximum at the equator, where
penetration occurs first, to a minimum at the poles. Taking the special case of
a sphere (D=1/3) we see that the actual penetration field is related to the lower
critical field via equation 6.5 and is defined as Hp = 2/3 ∗Hc1.
Figure 6-2: The local field HL at the surface of a magnetised ellipsoid is given by
the tangential component of the internal field Hi which varies continously from
Hi at the equator to 0 at the poles.
6.3 Experimental method
Microfabricated structures on the surface of Bi2Sr2CaCu2O8+δ (BSCCO) single
crystals have been shown to be model systems for investigating surface barriers
(Bean-Livingston and geometrical) to flux penetration.[91, 83] Previous works
have focused on investigations of the temperature dependence of penetration into
circular disks of various sizes. Here we describe an extension of these studies to
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look at the role that the sample geometry plays in the vortex penetration process.
We have fabricated arrays of BSCCO disks, pentagons, squares, and triangles of
fixed known area and measured their temperature-dependent penetration fields
Hp(T) using differential magneto-optic imaging (MOI). In the regime studied
Hp(T) was observed to decay exponentially with temperature and, in stark con-
flict with conventional estimates of the demagnetisation factors, falls with the
decreasing degree of symmetry of the sample.
Single crystals of BSCCO (Tc∼92K) were grown using the floating zone
method.[175] Arrays of shallow pillars with the four different symmetries were
etched into the surface of freshly cleaved crystals using optical lithography and
argon ion-milling techniques. Optical micrographs of typical sample arrays are
shown in Fig. 6-3. In each case, structures of different area are patterned at the
corners of a repeating 40µm square cell and the pillar height is 300nm. The four
sizes of the circular disks (A1-A4) have diameters: 20, 15, 10 and 5 µm and the
dimensions of the other regular polygons have been designed to conserve these
four areas (table 6.1).
We assume that the influence of the underlying optimally doped BSCCO
platelet on Hp(T) is negligible due to the substantial suppression of bulk pinning
in our measurement temperature range (45K - 80K).
Figure 6-3: Optical micrographs of four typical BSCCO samples.
Magneto-optical imaging (MOI) has previously been shown to be a very useful
technique for studying flux penetration into BSCCO mesostructures[91] and the
technique is discussed in detail in chapter 3. The numerical difference between
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Table 6.1: Areas of the four structure sizes labelled A1-A4, equivalent to disks of
diameter 20, 15, 10 and 5 m respectively.
Mesostructure Area (µm2)
A1 π × 102 =314.2
A2 π × 7.52 =176.7
A3 π × 52 =78.5
A4 π × 2.52 =19.6
two images captured at slightly different magnetic fields (henceforth termed a
difference image) is used to map flux penetration as the subtraction enhances
contrast and removes unwanted artefacts, such as domain walls and scratches
in the garnet indicator, from individual images. Figure 6-4 shows some typical
difference images used to establish Hp in circular disk-shaped samples at 55K.
At low fields flux was found to enter only the interstitial areas of the array as
seen in Fig. 6-4(a). At higher fields the most noticeable flux changes are those
within the pillars. Hp is identified as the lowest field at which penetration into a
structure of given area is observed.
Figure 6-4: Magneto-optical difference images of an array of microscopic BSCCO
disks at 55 K. The circles of white contrast correspond to flux penetration into the
disks. The fine structure is an imaging artefact most likely due to a combination
of scratches in the garnet indicator and cryo-cooler vibrations. (a) [25 Oe - 0 Oe]
displays the Meissner screening signature of the pillars as flux enters interstitial
areas at low fields. (b) [35 Oe - 30 Oe], (c) [39 Oe - 34 Oe], and (d) [43 Oe -38
Oe] show flux entering the 20, 15 and 10 µm diameter shapes respectively as the




When an external field is applied along the c-axis, the highly layered structure of
BSCCO means that vortical supercurrents are confined to the CuO2 layers and
so flux tubes are broken up into stacks of weakly interacting pancake vortices
(PVs).[176] It is now known that a single PV can penetrate a sample indepen-
dently and drag the rest of a stack with it,[177] and several experimental and
theoretical studies have established the Bean-Livingston barrier as the dominant
barrier for PVs in BSCCO at T > 15K.[83, 178, 173, 179]. Theory predicts Hp(T)













where κ is the Ginzburg-Landau parameter, P is the inverse field enhancement
factor, which is related to the demagnetisation factor (P=1-D) and kBT0 is a
characteristic energy for the penetration process. For ease of comparison with
Eq. 6.6, Figs. 6-5 and 6-6 display experimental data in the form ln[Hp(T )/(1−
(T/Tc)
2)] versus T. Figure 6-5 displays penetration field data for the largest sized
shape (A1) of each geometry in the temperature range 45K - 75K. Linear fits
based on Eq. 6.6 have been plotted (choosing T0 =34K and Tc =92K), and are
in excellent agreement with our data, confirming the exponential temperature
dependence predicted by Eq. 6.6. The prefactors [(P
√
2κ/ lnκ)Hc1(0)] extracted
from these fits are discussed later, as they contain information regarding the
surface field enhancement and quantify the trend that is clearly observed in Fig.
6-5: Hp falls systematically with decreasing sample symmetry for a given sample
area.
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Figure 6-5: ln[Hp(T )/(1− (T/Tc)2)] versus T for the largest BSCCO mesostruc-
tures (A1). Data points are experimental data; dashed lines are fits to Eq. 6.6
with T0 =34K and Tc =92K.
MOI spatial resolution is limited by the finite sample/garnet spacing, and
accurate sample preparation was paramount in achieving high resolution. This,
combined with cryocooler vibrations of the order of ∼1µm made it impossible to
resolve penetration of flux into the smallest A4 structures in all cases. A2 and
A3 exhibit the same trend as the A1 structures shown in Fig. 6-5, with T0 =34K
again providing an excellent description using fits based on Eq. 6.6. To illustrate
this point, Fig. 6-6 plots the temperature dependence of the penetration field
for the three largest square structures, each of which is seen to exhibit the same
exponential temperature dependence with a different size-dependent prefactor.
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Figure 6-6: ln[Hp(T )/(1− (T/Tc)2)] versus T for square BSCCO mesostructures.
Data points are experimental data; dashed lines are fits to Eq. 6.6 with T0 =34K
and Tc =92K.
Analytical solutions for demagnetization factors exist only for ellipsoidal-
shaped magnetic bodies. As a consequence, demagnetization effects in arbitrarily
shaped superconducting bodies are commonly approximated by those for “equiv-
alent” ellipsoids. For an ellipsoid with a magnetic field HA applied parallel to one




where D is the demagnetisation factor which can take values between 0 and
1, and the inverse enhancement factor in Eq. 6.6 is P = (1 −D). For an oblate
ellipsoid with principal axes (a, a, c) along (x, y, z) directions and with the field







1− e2 arcsin e
)
, (6.8)
where e = (1− c2/a2)1/2. Expanding 6.8 to second order in c/a yields








One might expect that a good approximation to the field at the edge of a disk
of radius R and thickness d≪R in a perpendicular field HA could be obtained by
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replacing the disk by an oblate ellipsoid with major axis b =R and minor axis
c =d/2. Combining 6.7 and 6.9 (ignoring the second-order term) would yield the
result for the field at the edge Heff = HA(2a/πc) = HA(4R/πd) ≈ HA(R/d).
However, Geshkenbein and Larkin[181] suggested that a better approximation
corresponds to a different choice of elliptical cross section with a larger semi-minor
axis, such that the radius of curvature at the edge is approximately d/2.[181] (The
radius of curvature of an oblate ellipsoid at (x, y, z) = (a, 0, 0) is ρ(a, 0, 0) = c2/a.)
Zeldov et al.[85] have demonstrated that this leads to a more accurate value of
Heff ∼=HA(R/d)1/2 in the limit λ < d ≪ R, a result which was confirmed by
experiments on mesoscopic BSCCO structures[91, 83] and our own observations
here. The same approach has been used to estimate the penetration field in
long strips and disks.[88, 86] Figure 6-7 shows the applied field at penetration
plotted against the inverse quarter power of the sample area, A−1/4. Since the
areas (A1-A3) are proportional to the radius of the equivalent disks squared,
the good linear fits are consistent with the expected functional relationship of
Hp ∝R−1/2. A more critical analysis of Fig. 6-7 reveals that, while the data for
the triangular samples extrapolates to a point near the origin for A−1/4 = 0 as
expected from Eq. 6.6, the data for squares and disks extrapolate to significant
positive intercepts (9 Oe and 17 Oe respectively). Since penetration must surely
occur at H∼0 for an infinite platelet this suggests that these data points in Fig.
6-7 would be better described by a sublinear relationship that passes close to
the origin. This apparent discrepancy may be due to the fact that we are not
strongly in the limit described in reference [85] since d∼ λ in our samples. It is
interesting to note that plots of similar data for somewhat thicker BSCCO disks
and squares actually exhibit negative intercepts at (d/R)1/2.[83]
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Figure 6-7: Hp versus A
−1/4 for disk-shaped, square, and triangular BSCCO
mesostructures at T=55K. The smallest structures (A4) and the A3 pentagons
were beyond the resolution of this experiment.
Theoretical fits to our experimental measurements based on Eq. 6.6 using
T0 =34K yield the values for the prefactor [(P
√
2κ/ ln κ)Hc1(0)] recorded in Table
6.2. These are in reasonably good agreement with other similar measurements in
the literature.[91, 83] Taking κ ≈ 100 and Hc1(0)≈100 Oe,[91, 172] we can then
estimate the values for the inverse enhancement factor P for each geometry and
size.
6.5 Discussion
Many theoretical studies have been devoted to the calculation of demagnetisation
factors for magnetic bodies with a range of regular shapes. Much of this work has
arisen in the context of ferromagnetism where accurate demagnetisation factors
are vital for the precise calculation of magnetostatic energies. Since demagnetis-
ing fields are not uniform in arbitrarily shaped bodies, such calculations yield
effective average values; for example, the magnetometric demagnetizing factor
of an arbitrary sample in the z-direction, Dz, can be defined as the factor that
makes the magnetostatic self-energy per unit volume equal to 2πDzM
2
s, where
Ms is its saturation magnetisation. A comparison with estimates based on values
obtained from equivalent ellipsoids is frequently made. For example, Aharoni
presents analytical results for the demagnetisation factors of rectangular ferro-
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magnetic prisms and notes very significant discrepancies from values obtained for
a prolate spheroid with the same aspect ratio.[182] To address this issue, Beleggia
et al.[183] have calculated the equivalent ellipsoid for uniformly magnetised disks,
cylinders with elliptical cross-section and prisms, by imposing equality between
the demagnetisation factors of the two shapes of equal volume. Demagnetisation
factors have also been calculated for magnetic materials under other assumptions,
e.g., for a fixed value of the magnetic susceptibility, χ. Making an explicit con-
nection to the Meissner state in superconductors, Pardo et al.[184] and Chen et
al.[185] have numerically calculated the magnetometric demagnetisation factors
for perfectly diamagnetic (χ = −1) square prisms and cylinders.
The above methods of estimating demagnetisation factors of polyhedra have
commonly been approximated by inscribed ellipsoids of revolution.[186] In our
case, and imposing the above condition on the radius of curvature at the edge,
c2/a = d/2, this corresponds to a choice of a = b = rn, c = (rnd/2)
1/2 and
(from Eqn. 6.9) Pi(n) ∼= (π2d/8rn)1/2, where rn is the inscribed radius of a
regular polygon with n-fold rotational symmetry (the subscript i denotes use of
an inscribed circle). However, noting that the radii of inscribed circles rn vary as







p . The experimentally measured field enhancement parameters
(Pexp) are listed alongside these theoretical estimates (Pi) in Table 6.2 and it
is clear that the trend of the predictions for inscribed ellipsoids are in direct
contradiction with our experimental observations. We note that the penetration
fields of similar freestanding BSCCO microstructures (circular disks and squares)
were also compared in Ref. [83]. Although the authors did not comment on it in
that paper, and data were not presented at directly comparable temperatures for
the two shapes, their penetration fields for squares also appear to be significantly
lower than circular disks of the same width and thickness for T ≥45K.
In practice, however, penetration in our pillars occurs at the point on the sur-
face where the effective field (demagnetising field) is highest, and these average
calculations are of little practical use. Moreover, none of these works accounts
for the penetration of flux lines in a realistic way; for example, the field lines at
the edges do not have the expected curvature as discussed above.[181] Berdiyorov
et al.[187] describe a theoretical study that addresses a situation much closer to
the one found in our experiments. They have calculated numerical solutions to
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the non-linear Ginzburg-Landau equations for vortex penetration into mesoscopic
superconducting disks, rings, and squares. They find that the Bean-Livingston
energy barrier that has to be overcome for a single vortex to enter a sample is
lower at the middle of one edge of a square than on the circumference of a disk of
the same width and thickness. Hence first flux penetration occurs at significantly
lower fields in the square, in apparent agreement with our experimental obser-
vations. We note, however, that these calculations have been made for samples
with R= 4ξ, d= 0.1ξ, and κ = 1 and so are in a very different regime from our
samples with R≫ ξ, d=≫ ξ, and κ ≈ 100.
Finally we make the empirical observation that the qualitative trend exhibited
by our experimental data is captured if we base equivalent ellipsoids on the radius
of the circumscribed circle instead of the inscribed circle considered above. The
radius, Rn, of a circumscribed circle surrounding an n-sided regular polygon with





Choosing a = b =Rn, and c = (Rnd/2)
1/2, theoretical values of Pc(n) (the sub-
script c denotes use of a circumscribed circle) for our BSCCO platelets have been
generated by combining Eqs. 6.9 and 6.10 and are displayed in Table 6.2. Com-
paring experimental data with the circumscribed circle model, we note that the
trend with decreasing degree of symmetry is now correct. However, a comparison
of columns Pexp/Pref and Pc(n)/Pc,ref , where the inverse enhancement factors
have been normalized by that of a reference disk of area A1, reveals that the
theoretical predictions do consistently overestimate the observed values. Aside
from these numerical differences, we believe that this is the first time that it has
been pointed out that equivalent ellipsoids based on circumscribed rather than
inscribed circles yield a qualitatively better estimate of the trend in demagneti-
sation factors as a function of degree of symmetry in polygon-shaped supercon-
ducting platelets. Our observations have rather important implications for the
estimation of appropriate effective demagnetisation factors for flux penetration
into arbitrarily shaped superconducting bodies. In particular, it is surprising
that the experimental field enhancement factor for the triangular platelets is so
much larger than the other structures. Clearly a model based on circumscribed
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circles is too simple to capture all the physics of the probelm of flux penetration
which must also consider the distribution of supercurrent densities and the role
of sharp/rounded corners etc. Hence we hope that this research will stimulate
new theoretical work to fully understand this.
Table 6.2: Experimentally and theoretically derived inverse enhancement factors
P for various BSCCO mesostructures. The areas of the n-sided regular polyhedra
A1-A3 are contained in Table I. Pi(n) and Pc(n) are theoretically derived using the
methods of inscribed and circumscribed ellipsoids respectively. Pref , Pi,ref and
Pc,ref are the experimental and theoretical values of P for the A1 disk structure.
The height of mesoscopic pillars is 300 nm in all cases.
Mesoscopic
structure Pexp Pexp/Pref Pi(n) Pi(n)/Pi,ref Pc(n) Pc(n)/Pc,ref
A1 - Disk 0.0893 ± 0.0016 1.000 0.166 1.000 0.166 1.000
Pentagon 0.0787 ± 0.0018 0.882 0.172 1.032 0.157 0.942
Square 0.0699 ± 0.0010 0.783 0.175 1.054 0.151 0.907
Triangle 0.0446 ± 0.0010 0.500 0.185 1.112 0.137 0.823
A2 - Disk 0.1053 ± 0.0053 1.179 0.188 1.131 0.188 1.131
Square 0.0877 ± 0.0022 0.983 0.198 1.189 0.171 1.027
A3 - Square 0.1136 ± 0.0031 1.273 0.233 1.402 0.202 1.217
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Chapter 7
Final conclusions and future work
7.1 Chiral supercurrents in Sr2RuO4
A search for “smoking gun” magnetic signatures of chiral p-wave superconduc-
tivity in Sr2RuO4 via scanning Hall probe microscopy has returned a null result.
Consequently the case for this exotic ordering remains unresolved and the contin-
ued absence of these signals from real-space imaging measurements suggests the
need for considerable revision of current p-wave models, or even consideration
of alternative pairing symmetries. It is currently unclear how further magnetic
imaging experiments of Sr2RuO4 could complement this process.
However, several questions remain unresolved regarding the “top hat” mag-
netic field profiles of Sr2RuO4 mesoscopic disks. To a certain extent the cur-
rent uncertainty around these measurements lies in the fact we are comparing
field-cooled (FC) measurements with zero-field-cooled theory. The measurement
protocol was restricted to FC to prevent the sample entering the critical state,
therefore avoiding irregular avalanches of flux into the bulk. Another way to
avoid flux-jumps would be to attempt ZFC while the sample is held at a tem-
perature very close to Tc. The increased thermal energy of vortices then may be
sufficient to render pinning sites impotent and allow formation of a true equilib-
rium flux distribution. Repetition of this experiment while systematically varying
the thickness of the underlying platelet would confirm/rule out the influence of
the bulk single crystal on the unexplained profiles. A search for such profiles in
similar structures fabricated in different materials would also verify whether or
not the unexplained profiles in Sr2RuO4 disks are a direct consequence of physics
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intrinsic to this material.
7.2 The inter-vortex attraction in MgB2
The scanning Hall probe imaging of a MgB2 thin-film revealed vortex configura-
tions consistent with the presence of an attractive component in the inter-vortex
interaction in our sample. This finding is in agreement with observations in single
crystals from the literature, but the origin of the attraction is currently the focus
of intense scientific debate.
These results and the accompanying review of candidate mechanisms, con-
ducted in light of the very high disorder expected in our sample, have highlighted
several promising areas for further investigation. A current lack of theoretical
understanding is frustrating a proper analysis but it is hoped that this work will
stimulate further theoretical development in these areas.
In the meantime, several extensions of this experimental work could shed
further light on the origins of the active mechanism. Of particular interest is the
behaviour of the labyrinth at higher fields. A transition to triangular ordering
at very high fields would be consistent with the results of several simulations,
and if it exists, the field strength at the transition will yield information about
the disparate length-scales of the vortex interaction, knowledge of which will be
crucial to developing a theoretical understanding. The increased vortex density
would however, probably have put this transition beyond the spatial resolution
of this experiment, but further attempts using smaller Hall probes, with greater
care to reduce the sample/sensor separation stand a good chance of success.
Additionally, systematic variation of the interband scattering is achievable by
varying the film thickness. A repetition of this experiment for several different
film thicknesses could prove to be extremely interesting as any alteration in the
vortex behaviour with thin-film thickness will again speak for the lengthscales of
the inter-vortex interaction.
Finally, the influence of underlying crystalline disorder on vortex patterns
always leaves some room for doubt as to the genuine intrinsic nature of the
underlying physics responsible for the pattern. The influence of pinning sites
on the vortex configurations can be evaluated by making repeated field-cooled
cycles in the same location. Such measurements will reveal if the vortex pattern
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is indeed dominated by a low density of strong pinning sites.
7.3 Demagetisation factors of superconductors
The magneto-optical imaging of flux penetration into BSCCO microstructures
revealed that conventional estimates of inverse field penetration factors (P =
(1 − D)) were in direct contradiction with experimental observations. Rather
than calculating estimates using equivalent ellipsoids based on inscribed circles
of revolution, it was noticed empirically that the correct qualitative trend is
instead given by circumscribed circles.
Unfortunately there remains some discrepancy in the quantitative compari-
son, with theoretical estimates consistently overestimating the experimental val-
ues. Normalised to the disk, Pexp = [1.000, 0.882, 0.783, 0.500] while Ptheory =
[1.000, 0.942, 0.907, 0.823] for disks, pentagons, squares and triangles respectively.
Perhaps the quantitative mismatch is not so surprising considering that these sim-
plified estimates are not expected to capture all of the physics surrounding flux
entry into a microscopic sample. Indeed, numerical solutions to the non-linear
Ginzburg-Landau equations capture the correct trend, but in addition to being
far outside the regime of this experiment, are currently insufficient to offer a
quantitative comparison.
It is hoped that an extension of this theoretical work will be stimulated by
the results of this thesis. In the meantime, several extensions of the experimental
work could also be extremely valuable. It would be interesting to observe whether
or not the same ratios of the normalised Pexps, from disks to triangles, crop up
over a range of aspect ratios (d/R). All of the structures involved in this study
were d=300nm and so the most convenient way to systematically alter the aspect
ratio is to simply alter d by varying the milling time during fabrication.
Furthermore, it would be interesting to observe Pexp in similar structures
fabricated in different materials. Flux entry in BSCCO is governed by the pene-
tration of pancake vortices over the Bean-Livingston energy barrier. By choosing
different materials (Type I or Type II) it is possible to isolate the sample shape
effects from energy and surface barrier physics and confirm the Pexp dependence
we observe is truly geometric in origin. Finally, the fabrication of truly freestand-
ing structures, either in BSCCO or thin film metal, would allow the role of the
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underlying platelet to be probed.
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