In this work, existence results on nonlinear first order as well as doubly nonlinear second-order evolution equations involving the fractional p-Laplacian are presented.
Introduction
In [14] , existence of weak solutions to the nonlinear peridynamic initial value problem is shown. Peridynamics is a nonlocal elasticity theory based on an integro-differential equation without spatial derivatives (see, e.g., [13, 30] ). The authors remark in [14] that the existence result also applies to the weak formulation of 
|y − x| d+σ p (u(y, t) − u(x, t)) dy = f(x, t), (x, t) ∈ Ω × (0, T), (1.1)
supplemented with initial conditions, where σ ∈ (0, 1), p ∈ [2, ∞), and Ω ⊂ R d is a bounded Lipschitz domain. Since the assumptions on the peridynamic operator acting on u are fairly general (in particular, the operator is not assumed to be monotone), the method of proof relies on compactness arguments combined with the nonlocal structure of the operator instead of monotonicity arguments. The goal of this work is to apply the latter method to various nonlinear nonlocal evolution equations. In the first part, we present an alternative existence proof (the solvability of this problem is well investigated, see, e.g., the references given in Section 1. given by
This is indeed the operator to be investigated as a result of the weak formulation of (1.1), which follows from nonlocal integration-by-parts (see, e.g., [14] ). Thus, K σ , p is (one possible) nonlocal (fractional) version of the well-known p-Laplace operator.
In the second part, we prove existence of solutions to the second-order doubly nonlinear evolution problem
Here, K γ ,q is given in a similar manner as above, that is, in (1.2) the parameter σ ∈ (0, 1)
is replaced by γ ∈ (0, 1) and p ∈ [2, ∞) by q ∈ [2, ∞). Results on vector-valued doubly nonlinear evolution equations are already obtained (see the references cited in Section 1.1), however, none of these apply to the setting given in this paper. To the best knowledge of the author, the result in Theorem 4.1 providing existence for the doubly nonlinear evolution equation of second order is new. The proofs of both the first-and second-order evolution problem are based on the method discovered in [14] which combines compactness in a slightly larger space with the given nonlocal structure of the operator and the regularity of the Galerkin scheme.
Literature
The fractional Laplacian as a nonlocal generalization of the Laplace operator has been studied in classical monographs such as [24, 31] as well as in very recent articles such as [8, 9, 21] and many others. Usually, singular kernels are considered in contrast to [2] and the references cited therein, where nonlocal generalizations of the Laplacian (both linear and nonlinear) are examined with smooth kernels. Further, in most papers, the fractional Laplacian is represented as an integral operator over the whole R On the Evolutionary Fractional p-Laplacian 255 work, we focus on nonlocal operators acting on bounded domains which correspond to the regional fractional Laplacian (see [21] ) and can be interpreted as a nonlocal version of the Laplacian equipped with Neumann boundary conditions (see [2] ). Next to the integral representation of the fractional Laplacian used in the latter references, it is also possible to define the fractional Laplacian via Fourier transform. However, this approach is restricted to p = 2. The nonlocal generalization of the p-Laplacian, see (1.1), is hence the nonlinear pendant to the fractional regional Laplacian mentioned above and appears, for instance, as a type of nonlinear diffusion, see [34] . Due to the strong singularity of the kernel, the operators involved in the setting used in this paper are based on Sobolev-Slobodetskii spaces. Applications of equations with operators based on these spaces are listed in the introduction of [12] and range from obstacle problems over finance to water waves and material science. [11, 14, 15, 17, 19, 23, 28] (this list is far from being comprehensive). Usually, at least one of the two operators involved is assumed to be linear or Lipschitz continuous. Compared with first-order equations, these problems are more involved and often it is not clear whether a weak solution exists (one way out of this dilemma is to weaken the concept of solutions and to study Young-measure-valued solutions). Nevertheless, existence theory for doubly nonlinear evolution problems (i.e., both operators involved are nonlinear) is studied, for instance, in [7, 16, 18] . However, in these results, monotonicity assumptions are used.
Further, doubly nonlinear evolution equations are treated in the monograph [29, Chapter 11.3] and the references cited therein. 
The duality pairing is given by
In the following, σ , γ ∈ (0, 1) and p, q ∈ [2, ∞) as well as T > 0 are fixed and c > 0 is a generic constant.
Outline
In Section 2, properties of the operators induced by the fractional p-Laplacian are summarized. Moreover, results on the nonlinear form k σ , p given by (1.2) as well as on Sobolev-Slobodetskii spaces are presented, which are needed to prove both the firstand second-order result. In Section 3, the first-order evolution problem is considered.
Existence and uniqueness of a solution is shown. Subsequently, in Section 4, an existence result for the doubly nonlinear evolution problem is provided. On the Evolutionary Fractional p-Laplacian 257
Preliminary Results
In this section, we state properties of the nonlinear form given by (1.2) and its associated
Nemytskii operator given by (1.3). The following results are well known or easily to obtain by standard arguments.
well defined, bounded, continuous in its first and second argument, and monotone; there
Moreover, there holds for u∈ W
3)
is well defined, bounded, nonnegative, and has the Gâteaux derivative
Furthermore, the form k σ , p induces a Nemytskii operator which inherits the properties given in the latter proposition, that is, the nonlinear operator K σ , p given by
, is bounded, demicontinuous, and monotone. In particular, for u∈ L
The main key to both existence proofs presented in the sequel is the following lemma providing a continuity result.
Lemma 2.2. For any 0 < η < min
, bounded, and continuous in both of its arguments.
This result is proved in [14, Proposition 4.2] . Due to its central role in this paper, we give the proof here again.
Proof. Observe that due to the assumption on η, the order for both SobolevSlobodetskii spaces is between 0 and 1,
, there holds with Hölder's inequality
Therefore, the form is well defined and bounded. By the linearity and boundedness in its second argument, the form is continuous in its second argument. To prove continuity in its first argument, we take for
well as convergence of the integrands of the Slobodetskii seminorm in
there exists a subsequence (not relabeled) and
By Lebesgue's theorem on dominated convergence, we find k
the subsequence. A standard contradiction argument yields convergence of the whole sequence.
A final observation beforehand is the following known fact about SobolevSlobodetskii spaces.
Lemma 2.3. For bounded domains Ω, the norm
Proof. We first observe that there holds for u∈ W
Hence, by triangle inequality and ū 0, p ≤ c u 0,1 we get that
On the one hand, we obtain
and hence, there exists c > 0 such that
On the other hand, by Hölder's inequality there follows |||u||| ≤ c u σ , p .
3
First-Order Evolution Problem
In this section, we prove existence and uniqueness of the before-mentioned first-order problem. Of course, the following result is well known and can be proved by standard results such as given in the references of Section 1.1. However, we give an alternative proof which uses the monotonicity only for uniqueness. The following existence result is based on a particular Galerkin approximation of the underlying function space W
combined with compactness methods and the nonlocal structure of K
Moreover, for every t ∈ [0, T] there holds the energy equality
Proof. We use a Galerkin discretization and therefore divide the proof into its naturally arising steps.
Existence of a discrete solution. We construct a special Galerkin scheme that satisfies the smoothness as well as the stability we require for this proof. Let r > 0 be such 
The reason we choose this specific scheme is two-fold. First, we will exploit that the Galerkin space has a certain regularity, that is,
, σ (cf. Lemma 2.2). Second, we are going to use the W r,2 (Ω)
-orthogonal, because it is constructed from eigenfunctions. Therefore, (3.1)
The stability will yield a uniform estimate for the derivatives of Galerkin solutions in the , σ , we have the scale of Banach spaces 
Here, the initial values u 0 ∈ V are chosen such that there holds
. By applying the a priori estimate proved in the sequel to t ∈ I ⊆ (0, T), arguments such as given in [1, Corollary 7.7] yield that I = (0, T).
A priori estimate and convergent subsequences. Using (3.3) with v = u (t) ∈ V yields with (2.3) for almost every t ∈ (0, T)
By Lemma 2.3, there exists c > 0 such that
Therefore, we obtain with Young's inequality and c 1 ,
and, after integrating and multiplying by 2, becomes we are in the situation to solve the quadratic inequality
. This yields
, the right-hand side of the latter inequality is bounded. Consequently, the right-hand side of (3.4) is bounded and we have for all
Thus, in view of Lemma 2.3 there exists u∈ L
) and a subsequence of {u }, which will not be relabeled, such that
Moreover, by (3.2) there holds 
, which yields uniform boundedness of the first derivatives. By the Lions-Aubin lemma [29, Lemma 7.7] , there holds for 0 < η < min
Thus, we also have 
on (0, T). (3.7)
Passage to the limit. There holds 
By the boundedness of k σ , p from Lemma 2.2 and Lebesgue's theorem on dominated convergence in combination with the h ∈ L 1 (0, T) from (3.7), we find
Therefore, by the limited completeness of the Galerkin scheme we obtain
Hence, u has a weak derivative and by the density of C
) (this follows from arguments similar to those given in [32, Chapter 20] ). On the one hand, since
and on the other hand, since u∈
By the convergences deduced above both right-hand sides coincide for → ∞ and by passing to the limit m → ∞, we obtain
Energy balance. Since we are allowed to test the equation with the solution, there holds for almost every t ∈ (0, T)
Applying the chain rule to the first term, which is valid due to arguments similar to those given in [32, Chapter 20] , and using (2.3) for the second term yields
Observe that the proof did not make use of property (2.2). However, if we exploit monotonicity of the nonlinear form, we get uniqueness of the solution.
Theorem 3.2.
Under the assumptions of Theorem 3.1, the solution is unique.
Proof. Assume that we have two solutions u 1 and u 2 , while u 0 and f are fixed. Then there holds almost everywhere on (0, T)
Due to the choice of function spaces, we are allowed to test with v = u 1 (t) − u 2 (t), which yields with (2.2)
We close this section with a remark on a numerically more suited choice of the Galerkin scheme. Under the additional assumption that Ω ⊂ R d is polygonal, in [5] it is shown that the and 2D case this result is also proved in [10] ). Hence, by the fundamental property of interpolation theory (see, e.g., [27, Theorem B.2] or also [4] ), the projection is also sta- [33, Chapters 34 and 36] ). Furthermore, for the Galerkin scheme based on these finite elements the smoothness property is directly fulfilled. The drawback, however, is that this result is not known to be true yet for general
Lipschitz domains. Because of that, we chose to work with eigenfunctions.
4
Second-Order Evolution Problem
In this section, we develop a setting close to that given in [15] . For this purpose, we consider the space
Of course, if p = q and σ ≤ γ or the other way around, then one space is contained in the other. However, we would like to treat the setting in full generality and do not consider inclusions. As explained in Section 1, the dual then is determined as the sum of the duals of the Sobolev-Slobodetskii spaces,
with norms · V = · σ , p + · γ ,q and
We have the scale of Banach spaces
Moreover, we focus on the operators
given by (1.2) and (1.3), which share all the properties given in Section 2. Note that in particular there holds K γ ,q :
with u(0) = u 0 and u (0) = v 0 that solves the equation
Moreover, the solution u satisfies for almost every t ∈ (0, T) the energy estimate
Proof. Again, we prove this theorem via a Galerkin discretization.
Existence of a discrete solution. Let {ψ } be given as in the proof of Theorem 3.1.
Then {V } ⊂ V with V = span{ψ 1 , . . . , ψ } is also a Galerkin scheme for V, that is,
In particular, we now have for η and ω chosen appropriately later in the proof that
and the family of
The discretized problem then consists of finding a function u :
with u (0) = u 0 ∈ V and u (0) = v 0 ∈ V , for which we assume that u
. By standard arguments together with the subsequent a priori estimate, there exists a solution u ∈ W 2,1 (0, T; V ) to the discretized problem.
A priori estimate and convergent subsequences. We test (4.1) with v = u (t) to
and hence
By Lemma 2.3 and Hölder's inequality, there exists c > 0 such that
Therefore, we find with Young's inequality and c 1 ,
which then yields 
and the sequence of initial values is bounded. Therefore, the bound of the seminorm |u (t)| γ ,q implies boundedness of the full norm u (t) γ ,q . In view of all these bounds, there exist elements u, w 0 , w σ and a subsequence, which will not be relabeled, such that
It is clear that u = w 0 = w σ . In order to pass to the limit in the next step, strong convergence is needed. Similarly, to the first-order setting, the strong convergence we use takes place in a larger space. Now fix 0 < ω < min All the results in this work are also applicable to nonlocal operators that behave like the fractional p-Laplacian but are not monotone, that is, they share the same growth estimates and the same bounds from below. Such kind of operators are studied for instance in [14] .
