Abstract-A new ensemble of structured codes is introduced.
I. Introduction
E XPLOITING algebraic structure in multi-terminal communication problems has been of recent interest. Structured coding provides significant improvements in terms of asymptotic performance for many such problems [1] - [5] . In the large body of work dedicated to this topic various types of structured codes have been considered. The most well-studied of these codes are linear codes. These codes are constructed over finite fields and are closed with respect to the linear operation associated with the field.
Korner and Marton first observed the phenomenon in a distributed source coding (DSC) problem involving the compression of a modulo-two addition of two correlated binary sources [1] . They suggest the use of identical linear codes to e↵ect binning of two correlated binary sources when the objective is to reconstruct the modulo-two sum of the sources at the decoder. They show that such an approach leads to optimality. However, if the objective is to have the complete reconstruction of both the sources at the decoder (Slepian-Wolf setting), then it has been shown that for certain sources, using identical binning can be strictly suboptimal [8] . In general, to achieve the Slepian-Wolf performance limit, one needs to use either binning of the two sources using two independent linear codes or use independent unstructured binning of the two sources. Moreover, there is no known method based on unstructured codes which achieves optimality for the reconstruction of the modulo-two sum. In summary, the former This work was supported by NSF grant CCF-1111061, and CCF-1422284 requires only identical binning, where as the latter requires only independent binning. This leads to the following question: (i) is there a spectrum of strategies involving partially independent binning of the two sources that lie between these two extremes, and (ii) is there a class of problems for which such strategies give gains in asymptotic performance? In other words, is there a tradeo↵ between structured coding and unstructured coding. Based on this intuition, in this paper, we consider codes which are not fully closed under any algebraic structure but maintain a degree of "closedness" with respect to some.
We introduce a new class of structured code ensembles called QLC whose closedness can be controlled. A QLC is a subset of a linear code. It is di cult to analyze the performance of arbitrary subsets of linear codes. Instead, we provide a method for constructing specific subsets of these codes by putting single-letter distributions on the indices of the codewords. We analyze the performance of the resulting ensemble. We are able to characterize the asymptotic performance using single-letter information quantities. By choosing the singleletter distribution on the indices one can operate anywhere in the spectrum between the two extremes: linear codes and unstructured codes. First, we show that QLC's achieve the Shannon rate-distortion function for discrete memoryless sources with bounded additive distortion functions. Next, we show through an MD source coding example that application of QLC's gives a better inner bound to the optimal achievable RD region compared to the best known MD coding strategies. Next, we consider the problem of characterizing the optimal achievable rate-distortion region for the general MD problem. In [7] , a method for coding over multiple descriptions was proposed which involves generating a combinatorial number of unstructured codebooks. Recently, the method was further improved upon using structured codes [5] . We provide a new inner bound to the optimal achievable RD region for the general MD problem. This method builds upon the Sperner Set Coding (SSC) scheme introduced in [5] .
The rest of the paper is organized as follows: Section II provides the notation used in this paper. Section III defines the new coding structures. In Section IV, we investigate the tradeo↵ mentioned above. Section V includes an example in the three-descriptions problem where QLC's give improvements.
Also, we give a new inner bound for the achievable RD region for the general MD problem. Section VI concludes the paper.
II. Notation
Random variables are denoted by capital letters such as X, U, their realizations by small letters x, u, and their corresponding alphabets (finite) by sans-serif typeface X, U, respectively. Numbers are represented by small letters such as l, k. We denote the the field of size q by F q . The set of numbers {1, 2, . . . , m} is represented by [1, m] . Vectors are represented by the bold type-face such as u, b. For a random variable X, A n ✏ (X) denotes the set of ✏-typical sequence of length n with respect to P X , where we use the definition of frequency typicality. Let q be a prime number. For l 2 N, consider U i , i 2 [1, m] i.i.d random variables with distribution P U defined on a field F q . U ⌦l denotes a random variable which has the same distribution as P i2 [1,l] U i where the summation is over F q .
III. New Codebook Structures
In this section, we define our new coding structures and provide the foundations for their analysis.
A. Quasi Linear Codes
First, we define a new ensemble of codes called QLC's. The ensemble is defined over a finite field F q where q is a prime number. The codebooks are constructed by first generating the coset of a linear code called a coset code. Definition 1. A (k, n) coset code C is characterized by a generator matrix G k⇥n and a dither b n defined on the field F q . C is defined as follows:
The rate of the code is given by R = k n log q. A QLC is a subset of a linear code, the following provides the definition of a QLC: Definition 2. A (k, n) QLC is characterized by a generator matrix G k⇥n , a dither b n and a set U, all defined on F q . The codebook is defined as follows:
If G is injective on U, then the rate of the code is given by
It is di cult to analyze the performance of such codes for general sets U. In this paper, we focus on the case when U is a cartesian product of typical sets. More precisely, let m 2 N, ✏ 2 R + , and
We are interested in analyzing the performance of codebooks of the following form:
In this case, the rate of the code is R = P
, it is possible to carry out performance analysis of such an ensemble of codebooks when U is taken to be more general. For example, a more general result can be obtained by taking U to be a joint typical set of vectors of correlated random variables U 1 , U 2 , ..., U m . Remark 3. A (k, n) linear code is only defined for k  n. When constructing a QLC, we take R  log q. This ensures that for a randomly and uniformly generated matrix G, the resulting mapping is injective on U with high probability. However, there is no additional restrictions on the k i 's. As an example, let m = 1, one can take k 1 > n and U 1 such that
} is a codebook whose rate is close to 
B. Nested Quasi Linear Codes
In this section, we define Nested Quasi Linear Codes (NQLC). The following gives the definition for a pair of Nested Linear Codes (NLC): 
It was shown in [5] that in the general MD problem, it is beneficial to use m-tuples of NLC's called an ensemble of NLC's. The following gives the definition for an ensemble of NLC's:
is called an ensemble of nested linear codes with parameter (r J ) J⇢ [1,l] if the size of the intersection
From the above discussions we can define an ensemble of NQLC's as follows: Once more it is straightforward to check that this is a generalization of the definition for ensembles of NLC's. Consequently, any achievability results derived using NLC's can be obtained via NQLC's as well. As an example, the next lemma proves that combined with binning, application of these codes can achieve Shannon's RD function for PtP communication.
Lemma 1. NQLC's achieve Shannon's RD function for PtP source coding for arbitrary source distributions and bounded additive distortion functions.
The proof is straightforward and is included in [9] .
IV. Fundamental Properties of QLC's As mentioned in the introduction, the application of NLC's gives gains in di↵erent multi-terminal source coding problems. These gains are a result of the fact that linear codes are closed under addition. More precisely, the sum of a pair of NLC's has a smaller size than that of two randomly generated unstructured codes of the same rates. As a result, for the two codebooks C 1 and C 2 it takes less rate to transmit C 1 + C 2 if the two codes are nested linear codes. However, it has been shown that this closure property has its downsides as well. In fact, a tradeo↵ has been observed between using NLC's and unstructured codes in di↵erent communication setups. The drawback of using NLC's manifests itself in the derivation of the mutual covering bounds for these coding structures. It turns out that unstructured codes satisfy their covering constraint more easily (i.e. their covering bounds are satisfied for lower rates). The idea behind defining QLC's is to breach this gap between NLC's and unstructured codes.
This section is divided into two parts. First, we analyze the addition of QLC's. We show that for the two codebooks C 1 and C 2 , the sum C 1 + C 2 has a higher rate than the sum of two linear codes of the same rate and a smaller rate than that of two unstructured codes. Then, in the second part, we derive the covering bounds associated with QLC's. In this part, we show that the covering bounds for QLC's are less strict than those for NLC's and more strict than the ones for unstructured codes. Using these two results, we can analyze the tradeo↵ mentioned above for the application of QLC's.
A. The Addition of QLC's
QLC's are not linearly closed but at the same time maintain a degree of "closedness" in their structure. Notice that if we repeatedly add a QLC with itself, the resulting set of codevectors will be a subset of the linear code generated by [G 1 |G 2 | · · · |G m ], where the G i 's are the generator matrices for the QLC. Whereas, if a random unstructured code is added with itself repeatedly, the resulting space would converge to the whole vector space. In the following lemma we investigate the addition of l copies of a QLC with each other: Lemma 2. For R 2 (0, log q), let C Q be a QLC with parameters m, n,
, and dither b, such that the code has rate R, where the G i 's and b are generated randomly and uniformly on F q . For any l 2 N, the probability of the following events goes to one as n ! 1:
where equality is achieved on the left hand side by taking U i 's to be uniform. Proof: The proof follows standard typicality arguments and is omitted.
Remark 4. As mentioned in the lemma, equality on the left hand side of condition 2 can be achieved by taking the U i 's to be uniform. In this case the QLC becomes a coset code. On the right hand side, one can approach equality by taking k i > n and U i to be very low entropy random variables. Observe that if the random variable U i has low entropy, then H(U ⌦l i ) ⇡ lH(U i ). Remark 5. For an arbitrary n-length codebook C with rate R, it is straightforward to show that R  1 n log | P i2 [1,l] C|  min (log q, l ⇥ R). For linear codes equality always holds on the left-hand side. For random codes, equality always holds on the right-hand side. Whereas, QLC's achieve all of the possible values allowed for
B. Mutual Covering Bounds for NQLC's
We proceed with deriving the mutual covering bounds for the NQLC's. The covering bounds are useful for determining inner bounds to achievable RD regions in di↵erent source coding settings. In this paper, we concentrate on the MD problem. The following gives a formal definition for a P XV 1 V 2 -covering pair of codes. Definition 7. Let F q be a field. Consider 3 random variables X, V 1 and V 2 , where X is defined on an arbitrary finite set X and V 1 and V 2 are defined on F q . Fix a PMF P X,V 1 ,V 2 on X⇥F q ⇥F q . A sequence of code pairs (C
As mentioned in [5] , deriving the achievable RD region for the MD setup using the SSC scheme involves obtaining the mutual covering bounds for independently generated codebooks. The following lemma characterizes these bounds for a pair of unstructured codes.
Lemma 3.
[10] For any distribution P XV 1 V 2 on X⇥F q ⇥F q and rates r 1 , r 2 satisfying (1)- (3), there exists a sequence of pairs of unstructured codes C n 1 and C n 2 which are P XV 1 V 2 -covering.
When using ensembles of NLC's, new covering bounds are necessary since the codebooks are not independently generated 2016 IEEE International Symposium on Information Theory (e.g. they share a common inner code.). The next lemma presents the bounds for a pair of NLC's.
Lemma 4.
[5] For any P XV 1 V 2 on X⇥F q ⇥F q and rates r o = r 1 , r 0 o = r 2 and r i satisfying 4-7, there exists a sequence of pairs of NLC's C n 1 and C n 2 which are P XV 1 V 2 -covering.
In the process of deriving the inner bound to the achievable RD region, the entropy terms in Lemma 3 and log q terms in Lemma 4 vanish in the Fourier-Motzkin elimination and only the conditional entropy terms would remain on the RHS [5] . So, the only consequential di↵erence between the two bounds lies in the introduction of inequality (7). First, we argue that this inequality can not be eliminated by a more precise error analysis. We use a converse coding argument to prove this point. Assume the existence of a pair of NLC's C 1 and C 2 which are P XV 1 V 2 -covering. Then, for any typical sequence x n , one can find sequences c n i 2 C i , i 2 {1, 2} which are typical with x n with respect to P XV 1 V 2 . From the Markov Lemma [11] , x n is typical with ↵c
So, by the converse source coding theorem, 1 n log |↵C 1 + C 2 | log q H(↵V 1 + V 2 ) which gives (7). The following lemma characterizes the covering bounds for a pair of NQLC's. (11), there exists a sequence of pairs of NQLC's C n 1 and C n 2 which are P XV 1 V 2 -covering. X i2 [1,m] r i H(U 1,i ) log q H(V 1 |X) (8)
Lemma 5. For any P XV
where r i ,
The proof is provided in [9] . Remark 6. Inequalities (8)- (10) are exactly the same bounds on the codebook rates as in (4)- (6) 
n H(U j,i ) is the rate of C j , j 2 {1, 2}.). (11) can also be written as 1 n log |↵C 1 + C 2 | log q H(↵V 1 + V 2 ). By the same argument as in the previous lemma, the bounds can not be tightened by a finer error analysis. The main di↵erence between inequality (11) and (7) is that in the new bound, the LHS changes as a function of ↵ and . This provides new degrees of freedom which in turn result in improvements in the MD problem as shown in the next section.
V. Gains in the MD Problem
In this section, we first present an example in which a scheme based on NQLC's gives improvements in terms of achievable RD's compared to the SSC scheme. The example is constructed by slightly altering example 6 in [5] . The setup is depicted in Figure 1 . Here, X is a binary symmetric source. The distortion constraints at all decoders are binary Hamming distortions except for decoder {3}. Assume that the distortion constraint at decoder {3} is such that it needs to reconstruct the ternary additionX 1 3 2X 2 , whereX i , i 2 {1, 2} are the reconstructions at decoders {1} and {2}. We are interested in 
Our objective is to minimize R 3 subject to these constraints. The following lemma gives the RD vector achievable using NQLC's which is not present in the RD region in [5] .
Lemma 6. There exists ✏ > 0, such that the RD vector in (12) is achievable using NQLC's, if the following hold:
where the joint distribution between X, V 1 and V 2 is given in table I. X V 1 , V 2 00 01 10 11
Furthermore, the RD vector is not achievable using the linear coding scheme stated in [5] .
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Proof: The achievability proof is provided in the appendix. The converse is proved in [9] .
Next, we provide a new achievable RD region for the general MD problem using NQLC's. For brevity, we have only considered the case where a summation of two codebooks decoded at decoders {1} and {2} is to be decoded at decoder {3}. So, to achieve the RD region we use all of the codebooks present in the SSC scheme with the addition of a pair of NQLC's. One of the NQLC's is decoded at {1}, the other at {2}, and a linear combination of the two is decoded at {3} as was the case in the previous example. This RD region could be improved upon by considering the reconstruction of an arbitrary number of summations of arbitrary lengths at the decoders as done for the NLC's in [5] . The notation used in the next definition is the same as in [5] . Definition 8. Fix the prime number q. For a joint distribution P on random variables U M , M 2 S L , V { j} , j 2 {1, 2}, and X, where the underlying alphabet for all auxiliary random variables is the field F q , and a set of reconstruction functions g L = {g N : U N ! X, N 2 L}, the set RD(P, g L ) is defined as the set of RD vectors satisfying the following bounds for some non-negative real numbers (
, and parameters (m, r 1 , r 2 · · · , r m ) and vectors of random variables (A i, j ) j2 [1,m] , i 2 {1, 2}:
(log q r o,E ),
and (e) W {3},↵, , ↵V {1} + V {2} , and the bounds should hold for all M ⇢ S L , E ⇢ {{1}, {2}} and L ⇢ M N .
The main di↵erence between this scheme and the one in [5] is that the rate r o,{3},↵, is now defined according to the size of the linear combination of NQLC's rather than NLC's. Proof: The proof is available in [9] .
VI. Conclusion
A new category of structured codes called QLC's was introduced. The QLC's are constructed by taking specific subsets of linear codes. The tradeo↵ between application of structured codes and unstructured codes was investigated. We showed that by loosening the linear closure property in linear codes, the mutual covering bounds improve. This improvement led to an MD example where we extracted gains over the previous known coding schemes for the problem. A new achievable RD region for the general MD problem was presented.
Appendix A Proof of Lemma 6 Proof: We provide a scheme which achieves the RD vector for ✏ = 10 4 using NQLC's. Let n be large and a small positive number. construct a pair of P XV 1 V 2 -covering NQLC's with parameters m = 2, Given the above parameters, it is straightforward to check that the constraints in Lemma 5 are satisfied. Description 1 carries the bin index of C with bin size log 3
, also, description 2 carries the index for C 0 with the same bin size. Description 3 carries the index for C 3 2C
0 with bin size log 3 H(V 1 2V 2 )
. Then,
2 )
).
Direct calculation shows that the above rates are equal to the ones stated in the lemma. The complete version of this proof along with the converse proof can be found in [9] .
