Abstract. In 2012, F.Leonetti and F.Siepe [1] considered solutions to boundary value problems of some anisotropic elliptic equations of the type
§1 Introduction and statement of results
Let Ω be a bounded open subset of R n , n ≥ 2. For p k > 1, k = 1, 2, · · · , n, we denote by p m and p the maximum value and the harmonic mean of p k , respectively, i.e., p m = max k=1,2,··· ,n p k , p :
For t > 0, the weak L t -spaces, or Marcinkiewicz spaces, L t weak (Ω), is defined (see [2, Chapter 1, Section 2] or [3, Chapter 2, Section 5]) by all measurable functions f such that |{x ∈ Ω : |f (x)| > τ }| ≤ k τ t for some positive constant k = k(f ) and every τ > 0, where |E| is the n-dimensional Lebesgue measure of E ⊂ R n . We recall that if f ∈ L t weak (Ω) for some t > 1, then f ∈ L s (Ω) for every
The anisotropic Sobolev spaces W 1,(p k ) (Ω) and W 1,(p k ) 0
(Ω) are defined, respectively, by
where 1) and suppose that the Carathéodory functions a i (x, ξ) : Ω × R n → R, i = 1, 2, · · · , n, satisfy
for almost every x ∈ Ω, every z = (z 1 , z 2 , · · · , z n ) ∈ R n and any i = 1, 2, · · · , n. Furthermore, there existsν ∈ (0, +∞) such that
for almost every x ∈ Ω and any z,z ∈ R n . The integrability conditions for f i (x), i = 1, 2, · · · , n, in (1.1) and h(x) ≥ 0 in (1.2) will be given later. Let ψ be any function in Ω with values in R ∪ {±∞} and θ ∈ W 1,(p k ) (Ω). We introduce
The function ψ is an obstacle and θ determines the boundary values.
(Ω) is called a solution to the boundary value problem
(Ω).
In a recent paper [1] , F.Leonetti and F.Siepe considered solutions u ∈ θ + W 1,(p k ) 0
(Ω) to the boundary value problem
and (1.3), and obtained an integrability result, which shows that, higher integrability of the boundary datum θ forces solutions u to have higher integrability as well.
Note that the assumptions (1.2) ′ and (1.3) are suggested by the Euler equation of the anisotropic functional
Later, Gao, Zhang and Li [4] 
ψ,θ -obstacle problems for the homogeneous elliptic equations
under the conditions (1.2) ′ and (1.3). A similar result was obtained, which shows that, higher integrability of the datum θ * = max{θ, ψ} forces solutions u to have higher integrability as well. Integrability property is important among the regularity theories of nonlinear elliptic PDEs and systems, see [5] [6] [7] [8] [9] [10] [11] [12] . In the present paper, we consider K (pi) ψ,θ -obstacle problems of the nonhomogeneous anisotropic elliptic equations
under the conditions (1.2) and (1.3) with suitable functions h and f i , i = 1, 2, · · · , n. The main result of this paper is the following theorem.
(Ω). Moreover p < n.
Then for any solution
b is any number verifying
The idea of the proof of Theorem 1.1 comes from [1] . Theorem 1.1 can be regarded as a generalization of [1, Theorem 2.1]. The difficulty in the proof of Theorem 1.1 is that, under the condition (1.2), we need to derive that the constant M in [1] is finite. To this aim, we need to restrict the constant b in Theorem 1.1 to satisfy (1.10) instead of [1,(2.9) ].
For solutions to boundary value problems (1.4), we have
with τ be as in Theorem 1.1. Moreover p < n. Then for any solution
(Ω) to the boundary value problem (1.4), we have u ∈ θ + L t weak (Ω), provided that f i ∈ L pi/(pi−1−bpi) (Ω), i = 1, · · · , n, where t verifies (1.9)-(1.11).
Proof. Take the obstacle function ψ to be minus infinity in Theorem 1.1 we arrive at the desired result.
When we are in the isotropic case, that is,
Thus we have the following two corollaries.
Proof. For L > 0 and a function w, let T L (w) be the truncation of w at level L, that is,
; for the second and the third cases of the above definition for v, we obviously have v ≥ ψ, and for the first case,
(Ω) and u ≥ ψ,
Definition 1.2 together with the definition of v yields
Monotonicity (1.3) allows us to writẽ
which together with (2.1) implies
We now use anisotropic growth (1.2) and the Hölder inequality in (2.2), obtaining that
3) Let t i be such that p i < t i ≤ q i for every i = 1, · · · , n; t i will be chosen later. We use Hölder inequality as follows
(2.4) We would like to choose t i such that the exponent
does not depend on i, and simultaneously
is finite. To the first aim, we solve (2.5) with respect to t i , obtaining that
Since we need t i > 0, we require that p i − 1 − bp i > 0, that is b < 1 − 1 pi < 1; moreover, the limitation p i < t i is equivalent to b > 0. Finally, since we required t i ≤ q i , we need
To the second aim, since we need
we then require min j=1,··· ,n q j p j ≥ t i p i , for every i = 1, · · · , n. 
