Abstract-Whale optimization algorithm is a newly proposed bio-inspired optimization technique introduced in 2016 which imitates the hunting demeanor of humpback whales. In this paper, to enhance solution accuracy, reliability and convergence speed, we have introduced some modifications on the basic WOA structure. First, a new control parameter, inertia weight, is proposed to tune the impact on the present best solution, and an improved whale optimization algorithm (IWOA) is obtained. Second, we assess IWOA with various transfer functions to convert continuous solutions to binary ones. The proposed algorithm incorporated with the K-nearest neighbor classifier as a feature selection method for identifying feature subset that enhancing the classification accuracy and limiting the size of selected features. The proposed algorithm was compared with binary versions of the basic whale optimization algorithm, particle swarm optimization, genetic algorithm, antlion optimizer and grey wolf optimizer on 27 common UCI datasets. Optimization results demonstrate that the proposed IWOA not only significantly enhances the basic whale optimization algorithm but also performs much superior to the other algorithms.
I. INTRODUCTION
In numerous data mining problems, datasets hold an extensive number of unessential or repetitive features which may reduce the classification accuracy and increase the dimensionality of datasets [1] . Feature selection aims to discover the most illustrative set of features by eliminating pointless/repetitive features for the classification procedure, diminishing the classification error ratio and furthermore the training time for some datasets. Feature selection can be used to enhance the classifier accuracy and acquire equivalent or even best classification performance than utilizing the entire list of features [2, 3] . The feature selection can be considered as combinatorial optimization problem, where the best data fitting depends on the selected subset of features [4] . In real-world applications, feature selection is compulsory as the datasets hold noisy, insignificant or misdirecting features which negatively affect the classification accuracy during the learning procedure [5, 6] . A regular feature selection procedure comprises of two main steps:  Subset generation: the search strategy used to produce feature subsets for assessment.  Subset assessment: the measure used to weigh the goodness of feature subsets.
Feature selection strategies extensively fall into two classes: filter-based strategies and wrapper-based strategies. The filter-based type (uses statistical measures) [7] depends on general qualities of the data for assessing and identifying feature subsets without including any mining technique. The wrapper-based type (apply data mining techniques) requires the mining technique and utilizes the classifier performance as the assessment measure (uses the classifier as a black box for evaluating the sets of features in light of their classification accuracy). Wrappers produce better accuracy than filter strategies because of the cooperation between the classifier and the chosen subset of features throughout the selection task [8, 9] .
Generally, the feature selection task has two goals: limit the number of the identified feature subset and enhance the classification performance. The size of the search space exponentially increments regarding the number of attributes in the dataset [1] . If the dataset contains M number of features, there are 2M possible subsets of features, thus a complete search to discover ideal solution is unrealistic unless M is little. An extensive variety of search procedures can be utilized, such as sequential backward selection [10] and sequential Exhaustive search is too time-consuming and impractical for solving most real-world problems. Therefore, meta-heuristic algorithms were developed that tried to solve these problems approximately in a reasonable amount of time. PSO [16] and GAs [17] are the most well-known population-based techniques. When utilizing any bio-inspired technique for feature selection using the binary encoding, the representation of every solution is an n-bit binary string. Every agent position is Boolean, where 1 indicates that this feature will be chosen and 0 otherwise.
Lately, [18] suggested an optimization nature-inspired technique (namely, Whale Optimization Algorithm (WOA)), mimicking the hunting demeanor of humpback whales. In this work, an improved version of WOA for feature selection called IWOA is introduced. The purpose of IWOA is to pick a small number of features and acquiring similar or even best classification performance from utilizing all features. In IWOA every search agent is related to a series of binary values that signify whether a feature will be selected or not. The objective function here is the classifier accuracy. The proposed approach has been contrasted against five recent wrapper feature selection methods over 27 datasets. Results showed that IWOA outperforms the other approaches. The fundamental concentration of this work is to utilize the binary whale algorithm for feature selection for choosing good features and enhancing the classification performance of selected features. We are especially keen on applying our model to data with an extensive number of features and have a little number of samples, which causes the feature selection task more complex.
The organization of the rest of this paper is as follows. Section II presents the related work. Section III presents the proposed methods, while the optimization results with discussions are stated in Section IV. Section V concludes the paper.
II. RELATED WORK
In the last years, numerous techniques for feature selection have been introduced. Comparing to the prior research where mostly feature selection depends on the filter-type, late advances trend towards utilizing wrapper strategies where the classification accuracy used to control the feature selection. Different nature-inspired techniques such as GA, ACO and PSO are utilized to produce the best solution. A variety of swarm algorithms have been utilized to solve feature selection problems. [19] Presents a comprehensive survey of the state-of-theart work on nature-inspired algorithms for feature selection. GA utilizes the classifier accuracy as a fitness function and removes or adds features based on the ranking measure. A fuzzy set used as a fitness function in GA for feature selection has been introduced in [20] . The same fitness function with PSO produces better performance than GA in [21] . Genetic programming for feature selection has been introduced in [22] .
Several researches utilized binary bio-inspired techniques for feature selection. Based on particle swarm optimization [23] suggested a wrapper method for feature selection named CBPSO in-tended to enhance the classification accuracy assessed by the k-nearest neighbor. Experiments indicated that the tent map in CBPSO got higher accuracy over a logistic map. [24] Used the advanced ACO for the feature selection domain. Features are dealt with as nodes to build a graph model. The experimental comparison checked that ABACO has good classification performance utilizing a little set of features than the original ACO approach. In [25] rough-sets used as a fitness function consolidated with the bat algorithm for feature selection. The utilized fitness function guarantees enhanced classification accuracy and obtains a minimal feature size.
[26] Used the Multi-Objective GA for feature selection. The results affirmed that the proposed algorithm can determine diverse ideal feature subsets and achieve good classification accuracy. In [27] the accuracy of OptimumPath Forest Classifier is utilized as fitness function with the cuckoo search technique for feature selection. The experiments demonstrated the proposed model outperforms three other approaches BBA, BFA and BPSO. The results affirmed that cuckoo algorithm has great abilities to discover the best set on two datasets. A binary grey wolf algorithm (BGWO) is utilized for feature selection task in [28] . Results demonstrated the ability of the proposed bGWO to find ideal feature sets. A feature selection based on a binary version of the krill herd algorithm (BKH) has been introduced in [29] . The experiments demonstrated the proposed BKH beats three other approaches BFA, BHS and BPSO over six datasets. In [30] a binary bat algorithm (BBA) with the OptimumPath Forest classifier is utilized for feature selection area. Tests directed at five datasets have exhibited that the BBA can beat other algorithms such as PSO, HS, FFA and GSA. The system suggested for [31] utilized a binary ant lion algorithm (BALO) for feature selection. Results demonstrated the capacity of the proposed algorithm to scan the search space for ideal feature subsets.
III. METHODS

A. Whale Optimization Algorithm (WOA)
Whale Optimization Algorithm (WOA) is a newly introduced swarm-based algorithm that was proposed by Seyedali Mirjalili and Andrew Lewis [18] , which imitates the hunting procedure of humpback whales.
The mathematical model for WOA is given as follows:
1. Encircling Prey: Whales can chase a prey by encircling it. This demeanor is mathematically represented by the following Equations (1), (2), (3) and (4) .
Where i is the present iteration, C  and A Coefficient vectors and are calculated as follows: Note: To change whale's position, there is 50-50% probability that whale either apply shrinking encircling or spiral strategy. Mathematically we demonstrated as follows: 
B. Proposed Improved Whale Optimization Algorithm (IWOA)
In WOA, whales continuously update their positions to whatever point in the search space. For the feature selection task, the solutions are confined to binary {0, 1} values which encourage applying a binary version of the WOA. As indicated by [18] , each whale position is updated by Equations 1, 5, 8. In WOA, the updated solution is generally depended on the present best solution. Like PSO algorithm, an inertia weight ω∈ [0, 1] is introduced into WOA to get the improved binary whale optimization algorithm (IWOA). In this paper, we used a binary version of the improved whale optimization algorithm (IWOA) for the feature selection tasks. The problem here is to choose or not a given feature, each solution is a binary vector, where 1 indicates that a feature will be selected and 0 otherwise. The improved algorithm is stated by the following equations:
We also evaluate how the IWOA work with various transfer functions for feature selection task using a binary, sigmoid and hyperbolic tangent functions to map the continuous values to binary ones. In this work, there is an M solution (agents) each solution is a one-dimensional vector that holds N elements, where N is the total number of features in the original dataset. Each cell in the vector has a value of "1" (selected) or "0" (not selected).
 Binary
Where Y MN is the dimension value for search agent M at dimension N.
 Sigmoid 
Note that all optimizers (IWOA, WOA, PSO, GA, ALO, and GWO) used the same solution representation method (binary encoding) by utilizing the sigmoid function to map continuous values into binary ones.
C. The Improved Whale Optimization Algorithm for Feature Selection
In this section, the improved binary whale optimizer is used in feature selection for classification purposes. For a feature set sized N, the diverse feature subsets would be 2N which is an enormous space of features to be searched exhaustively. So, IWOA is utilized to scan adaptively the search space for optimal feature subset. The ideal feature set is the one with least classification error and least number of identified features. The fitness function is utilized in IWOA to assess individual agents is defined in Equation 17 .
Where C is the classifier accuracy of the identified subset, α is a constant to control the classification accuracy and the feature reduction, F is the size of identified feature subset, T is the total number of features and in [0, 1] . In this work α = 0.9.
We used a wrapper feature selection mode by applying the KNN classifier as a fitness function. Note the proposed algorithm can be utilized with any other classifier. The K-nearest neighbor (KNN) is a simple and very common classifier. In this work, the KNN is utilized as a classification algorithm to assess the quality of the selected subset of features. The proposed model comprises of two fundamental stages; features selection and classification. First, the model begins from taking the dataset as input, then IWOA bio-inspired algorithm is received to choose good features, then the resulted features are utilized to feed KNN classifier. Finally, the results are assessed.
 Features Selection Stage: In this paper, IWOA algorithm is utilized as feature selection method in a wrapper mode. At the end of every run, the best solution is the subset which gives the minimum fitness value.  Classification Stage: In this paper, KNN is the used classifier and cross-validation is the used method to test the robustness of the proposed algorithm.
The procedure for describing proposed IWOA-KNN is as follows: The proposed IWOA algorithm is schematically presented in Figure 2 . Fig.2 . Pipeline of the proposed algorithm [29] IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. Data Description
The improved binary whale optimization algorithm (IWOA) was utilized to choose the ideal feature set to enhance classification accuracy and limit the length of identified features. In this work, 27 datasets from the UCI archive [32] are used to weigh the proposed algorithm. We choose these datasets based on the following terms: -These data sets are UCI standard real data sets (it is on the machine learning website) is that almost all the result of recent studies in the field of data mining in the world are reported using these data sets. -These datasets hold various numbers of attributes, extending from 6 to 856. Most of them have a vast number of attributes, so they are suitable for the feature selection process.
-These datasets are likewise various as far as the number of classes (from 2 to 16) and instances (from 32 to 5000).
Details of the used datasets are presented in Table 1 . In addition, we chose a set of high dimensional datasets to guarantee the performance of algorithms in large feature spaces. The experiments were implemented in MATLAB-R2015a on a pc with windows 8, AMD A10 CPU 2.30 GHz and 4GB memory.
In each dataset, the samples are randomly partitioned into three diverse equivalent segments namely training, validation and testing parts via cross-validation approach. The training part is utilized to train the KNN while the validation part is utilized to measure the KNN accuracy and is used inside the fitness function. The test part is Table 2 and Table 3 . For a fair comparison, the best choice of the value of ω in IWOA is 0.7298 as in PSO. All the parameters are set based on domain specific-knowledge as the parameter in the fitness function, or by trial and error such as the remainder of parameters. PSO parameters values are chosen based on the common settings in [19] . Table 2 . Global Parameters Setting
B. Performance Metrics
Each optimizer has been executed 20 times with random values for the whale's positions to guarantee steadiness and statistical significance of the results and to test the convergence ability. The measures (calculated in every run) used to compare the optimizers are as follows:
 Classification average accuracy: is the classifier accuracy on the resulted set of features.  Statistical best fitness: is the minimum value of fitness given by an optimizer  Statistical worst fitness: is the maximum value of fitness given by an optimizer  Statistical mean fitness: is the average value of fitness given by an optimizer  STD: is utilized as a marker of the optimizer stability and robustness.  Average selection size: is the average number of chosen features to the aggregate number of features.  Average execution time: is the run time for a given optimizer in seconds.
Algorithms used for comparison: our comparisons incorporate the following algorithms:
 WOA: standard whale optimization algorithm  PSO: particle swarm optimization  GA: genetic algorithm  ALO: antlion optimization algorithm  GWO: grey wolf optimization algorithm
C. Numerical Results and Discussion
Tables 4, 5 and 6 present the performance of all optimizers utilizing fitness function defined in Equation 17 in a minimization type. These tables present the statistical best, mean and worst fitness values acquired over all runs. For each dataset, the best values are appeared in boldface. We can comment that the best performance is accomplished by the proposed IWOA in the acquired fitness values, which demonstrates the ability of the IWOA for scanning the feature space adaptively superior to the other methods. We can remark that the enhanced parameter helps WOA to enhance its obtained solutions by providing a good balance between exploration and exploitation capabilities. Table 7 summarizes the results for the number of the selected features. We can observe that IWOA, while outperforming all other methods in classification accuracy, IWOA has selected minimal features than all other techniques considering the entire collection of datasets. So IWOA can be considered as a contender for selecting least number of features with better performance. Concerning Hillvalley dataset, for instance, IWOA selected 187.40% less features than WOA, which has been the second most exact method in this dataset. For DNA dataset, IWOA selected 3.75% less features than WOA, which has been the second most exact method.
The results for the classification accuracy exhibited in Table 8 demonstrate that IWOA gets the best results for 10 of the datasets, showing the ability of IWOA to discover ideal feature sets guaranteeing good test accuracy on the test data, and subsequently it can be utilized as a contender for feature selection. Table 9 outlines the average execution time of all optimizers. All optimizers utilizing the same number of iterations. In Table 9 , the GA has the best computational time in contrast with the other optimizers. We can observe GA has been the fastest technique in 9 datasets, trailed by WOA in 7 datasets and IWOA in 6 datasets. Thus, if we consider the best trade-off among classification accuracy, feature reduction and computational time, the best decision depends on IWOA. Tables 10 and 11 demonstrate specific feature reduction selection examples for the Heart dataset with 13 features, and for the Wine dataset, with 13 features. We can observe from the Heart dataset that IWOA proposes that only six of the features are sufficient for the classification. For the Wine dataset, our method recommends that only seven of the attributes will guarantee the same accuracy in performing the classification as if we consider all the set. Over-all, while comparing IWOA with other optimizers, We observe that IWOA almost always gets better classification accuracy with a minimal number of selected features. In most of the tests performed, around 80% of the features identified by IWOA are just the same as features identified by other optimizers, but in many cases, the subset of features identified by IWOA is incorporated into the subset of features identified by other optimizers. The fitness values standard deviation is computed on the 20 runs and showed in Figure 3 . We can observe that IWOA has a small value of standard deviation which demonstrates the repeatability, stability and capacity to achieve ideal solutions regardless of the stochastic process. From this figure, we can see that the IWOA is still performing superior to other optimizers which affirms the searching ability of IWOA. Figure 4 illustrates the classification accuracy, the average number of selected features and the computational time averaged over all the datasets using all optimizers. We can highlight from the figure that the classification performance of IWOA is greatly improved than other optimizers and obtains the best feature reduction rates. We can observe that GA has been the fastest algorithm followed by WOA and then IWOA. Thus, if we consider the best trade-off among classification accuracy, feature reduction rate and computational time, the best choice depends on IWOA. We also evaluate how the IWOA work with various transfer functions for feature selection task using a binary, sigmoid and hyperbolic tangent functions to convert the continuous values to binary ones. Figure 5 displays the accuracy performance of IWOA. We can highlight from the figure that the sigmoid function worked well and provided good classification accuracy in all datasets. Figure 6 displays the average number of selected features over all datasets. We can observe from the figure that the sigmoid function worked well and provided good feature reductions in all datasets. In regard to transfer functions, we can observe the sigmoid function works well with all datasets to convert the continuous values to binary ones. With this function, the proposed algorithm can reduce the number of features. Therefore, we used the sigmoid function as a transfer function with IWOA and other optimizers to build binary solutions with 1 and 0 values. According to these results, the improved whale optimization algorithm is the appropriate optimizer. Such an improvement of the results came from embedding inertia weight parameter in the searching mechanism of WOA. This helps the algorithm to improve the solution accuracy and the ability for finding the feature subset in the feature space better than the other optimizers. Optimization results proved that IWOA is a powerful search algorithm since it is simple in concept and effective to explore global solutions. IWOA has only a few control parameters and has wide applications in realworld engineering optimization problems.
V. CONCLUSION
In this work, we have introduced an improved binary version of the standard whale optimization algorithm for feature selection tasks in wrapper approach, which was inferred so as to position the whale agents to only binary values, which represents a series of bits that means whether a feature will be chosen or not. We led tests against five optimizers to test the proposed algorithm robustness, and also its good generalization capacity. We have utilized 27 datasets to achieve this task, in which IWOA has been compared against WOA, PSO, GA, ALO and GWO. The proposed optimizer has outperformed the other optimizers in classification accuracy, being the second fastest optimizer and the one that has selected the minimal number of features. In regard to transfer functions, we can observe the sigmoid function works well with all datasets to convert the continuous values to binary ones.
