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Abstract
The modern world’s dependency on electronics provides a constant need to discover
new materials and devices. A promising technique to fabricate a new device is to create
a heterostructure; a device consisting of two bulk crystals joined at an interface. These
materials often support a low dimensional electron gas confined to the interface, which
exhibits properties different than both the parent materials. These materials have led
to the creation of MOSfets, the discovery of the quantum Hall effect, and in recent years
the discovery of Majorana edge modes in nanowires.
In this thesis, we study several different heterostructures. We begin with one of the
most famous heterostructures, AlGaAs/GaAs. Modern AlGaAs/GaAs heterostructures
support a high mobility two-dimensional electron gas (2DEG) in a quantum well. The
2DEG is provided by two remote donor δ-layers placed on both sides of the well. Each
δ-layer is located in the midplane of a narrow GaAs well, flanked by narrow AlAs
layers which capture excess electrons from donors. We show that each excess electron
is localized in a compact dipole atom with the nearest donor. The excess electrons
screen both the remote donors and background impurities, and are responsible for the
observed high mobility. Still, we find that the mobility is substantially lower than
theoretical estimates, which may be due to significant disorder in the donor layers,
most likely roughness of the interfaces or spreading of the donors out of the midplane
of the layer. Thus one should take care to make sure that the donor layers are as ideal
as possible.
We next move on to oxide heterostructures involving SrTiO3 (STO). More specifi-
cally, we study the electron gas in accumulation layers of these heterostructures char-
acterized by a density profile n(x), where x is the distance from the STO surface.
SrTiO3 at liquid helium temperatures has the highest dielectric constant which strongly
enhances the role of nonlinear dielectric effects. It was recently shown that the non-
linear dielectric response results in an electron density profile n(x) that slowly decays
as 1/x12/7. We show that such a long tail of n(x) causes the magnetization and the
specific heat of the accumulation layer to diverge at large x. We explore the truncation
of the tail by the finite sample width W , the transition from the nonlinear to linear
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dielectric response with dielectric constant κ, and the use of a back gate with a negative
voltage − |V |. We find that as a result both the magnetization and specific heat are
anomalously large and obey nontrivial power law dependences on W , κ, or |V |.
In the linear dielectric regime under a strong magnetic field, the large dielectric
constant of STO makes it easy to reach a quasi-one-dimensional state known as the
extreme quantum limit (EQL) in which all electrons occupy the lowest Landau level.
We present a theory of the EQL phase in STO accumulation layers. We find a phase
diagram of the electron gas in the plane of the magnetic field strength and the electron
surface concentration for different orientations of the magnetic field. In addition to the
quasi-classical metallic phase (M), there is a metallic EQL phase, as well as an insulating
Wigner crystal state (WC). Remarkably, the insulating Wigner crystal phase depends
on the orientation of the magnetic field. We show that these effects can be measured
through quantum capacitance measurements of the STO accumulation layer.
The third material we study is semiconducting quantum wires. Though it is not a
heterostructure, it supports a low dimensional electron gas which is often tuned with an
external gate, making it similar to many of the devices we have studied. We have theoret-
ically investigated the influence of interface roughness scattering on the low temperature
mobility of electrons in quantum wires when electrons fill one or many subbands. We
find the Drude conductance of the wire as a function of the linear concentration η has a
sharp peak. The height of this peak grows as a large power of the wire radius R, so that
at large R the conductance Gmax exceeds e
2/h and a window of concentrations with
delocalized states (which we call the metallic window) opens around the peak. Thus, we
predict an insulator-metal-insulator transition with increasing concentration for large
enough R. Furthermore, we show that the metallic domain can be sub-divided into
three smaller domains: 1) single-subband ballistic conductor, 2) many-subband ballistic
conductor 3) diffusive metal, and use our results to estimate the conductance in these
domains. Finally we estimate the critical value of Rc(L) at which the metallic window
opens for a given length L.
We conclude the thesis with a discussion of a newer class of materials known as
transition metal dichalcogenides (TMDs). We study a capacitor made of three mono-
layers TMD separated by hexagonal boron nitride (hBN). We assume that the structure
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is symmetric with respect to the central layer plane. The symmetry includes the con-
tacts: if the central layer is contacted by the negative electrode, both external layers are
contacted by the positive one. As a result a strong enough voltage V induces electron-
hole dipoles (indirect excitons) pointing towards one of the external layers. Antiparallel
dipoles attract each other at large distances. Thus, the dipoles alternate in the cen-
tral plane forming a 2D antiferroelectric with negative binding energy per dipole. The
charging of a three-layer device is a first order transition, and we show that if V1 is the
critical voltage required to create a single electron-hole pair and charge this capacitor
by e, the macroscopic charge Qc = eSnc (S is the device area) enters the three-layer
capacitor at a smaller critical voltage Vc < V1. In other words, the differential capaci-
tance C(V ) is infinite at V = Vc. We also show that in a contact-less three-layer device,
where the chemically different central layer has lower conduction and valence bands,
optical excitation creates indirect excitons which attract each other, and therefore form
antiferroelectric exciton droplets. Thus, the indirect exciton luminescence is red shifted
compared to a two-layer device.
iv
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Chapter 1
Introduction
1.1 Excess Electron Screening in modern AlGaAs/GaAs
heterostructures
We begin our discussion with one of the most well known heterostructures: the Al-
GaAs/GaAs heterostructure. Modern AlxGa1−xAs/GaAs heterostructures with an ultra-
high mobility two-dimensional electron gas (2DEG) are the result of spectacular progress
in molecular beam epitaxy[1, 2, 3, 4, 5, 6, 7, 8, 9]. An increase of the electron mobility
by nearly 4 orders of magnitude over the last several decades lead to important discov-
eries, including odd- and even- denominator fractional quantum Hall effects and stripe
and bubble phases[10, 11, 12, 13, 14].
The modern AlxGa1−xAs/GaAs heterostructure under consideration is schemati-
cally shown in Fig. 1.1(a). It consists of a GaAs quantum well of width w = 30 nm,
which supports a 2DEG with a typical concentration ne ' 3×1011 cm−2. The 2DEG is
provided to this well by two remote donor layers symmetrically positioned at distances
d ' 70−85 nm from the edge of the well. It has a low-temperature mobility µ ' 3×107
cm2V−1s−1 and a quantum mobility µq ≡ eτq/m? ∼ 1 × 106 cm2V−1s−1,[5, 15, 16, 17]
where τq is the quantum lifetime and m
? ≈ 0.067me is the electron effective mass in
GaAs. The quantum mobility governs the amplitude of low-field quantum oscillations,
which increases exponentially with µq[18, 19, 20, 21].
The donor layers in modern devices have a sophisticated design which substantially
1
2reduces electron scattering[6, 7]. As shown in Fig. 1.1(b), each remote donor layer
consists of a narrow 3 nm GaAs quantum well, which is doped in the middle by a δ-
layer of Si donors with a typical concentration n ∼ 1012 cm−2. This layer is surrounded
by two AlAs layers of width of 2 nm. Because the donor concentration n is significantly
larger than the 2DEG concentration, a large fraction fn of excess electrons remain
in the donor layer, where f is the filling fraction of excess electrons in a single donor
layer. For these widths of the AlAs and GaAs layers, these excess electrons are stored
in the AlAs side wells because the relevant effective mass in AlAs is much larger than
in GaAs[22]. Each excess electron pairs with a donor in a compact dipole atom and
is localized (see Fig. 1.1(b)), so that its low-temperature parallel-to-2DEG conductance
is activated[23]. Furthermore, the excess electrons hop between donors, minimizing
their Coulomb energy; this leads to significant correlations in the positions of charged
donors [24, 25, 26].
Figure 1.1: (Color online) (a) A schematic view of a modern AlxGa1−xAs/GaAs het-
erostructure. The 2DEG (shown in blue) resides in a GaAs well of thickness w and is
provided by two remote donor layers (shown in red) separated by AlxGa1−xAs barriers
of thickness d (shown in gray). Here, − and + represent negative and positive charges
in the 2DEG and the remote donor layers, respectively. (b) An enlarged view of a small
section of the remote donor layer at a filling fraction f ' 0.6. Excess electrons (−)
in AlAs form compact dipoles (ellipses) with the nearest donors (+) in GaAs. Empty
donors (also shown by +) alternate with compact dipoles due to Coulomb repulsion
between the excess electrons. Only empty donors are shown in Fig. 1(a).
3In Ch.2 we investigate the correlations of these charged donors, which we call ex-
cess electron screening (EES), and summarize its effect on the scattering of the 2DEG
electrons by charged impurities in the device. Let us first consider the scattering of the
remote impurities (RI) with concentration n. For simplicity we focus on scattering by
a single remote donor layer. We find that the RI mobilities can be written as
µR = F (f)
e
~
k3Fd
5
w, (1.1)
µq,R = Fq(f)
e
~
kFd
3
w, (1.2)
where kF = (2pine)
1/2 is the Fermi wavenumber of the 2DEG, and the subscript R
refers to the RI scattering. The dimensionless mobilities F (f) and Fq(f) account for
the effects of EES. Their asymptotic expressions at f  1 and 1− f  1 are
F (f) =
24f3 f  17.7(1− f)−1 1− f  1, (1.3)
Fq(f) =
24f3 f  16.5(1− f)−1 1− f  1. (1.4)
Let us consider Eqs. (1.3) and (1.4) at f  1, so that the concentration of excess elec-
trons is small relative the total concentration of donors. In this limit, the excess electrons
act as an independent electron gas which screens the fluctuations of the uncorrelated
random donors with a screening radius rs. Here we find that EES enhances both µR and
µq,R by the factor (dw/rs)
2, where dw = d+w/2 is the distance between the midplane of
the 2DEG and the remote donor layer. We calculate rs in this asymptotic limit f  1,
and find
rs ' 0.18
n1/2f3/2
. (1.5)
As a result, both µR and µq,R increase very strongly as f
3. It is worth noting that
F (f) ' Fq(f) for all f , indicating that the main difference between µR and µq,R is
determined by the (kFdw)
2 difference of the prefactors in Eqs. (1.1) and (1.2).
Our analytic results for the RI limited mobilities are verified by numerical calculations[27].
We find that EES can enhance these mobilities by more than three orders of magnitude
above their values in the absence of EES. However, in experiment we rarely see values
4Figure 1.2: The universal functions F (f) and Fq(f) obtained from numerical simulations
in the presence of additional Gaussian disorder in the energy levels of donors of width
Γ are shown for Γ = 2 and Γ = 4 in units of e2n1/2/κ. The best fit lines for Γ = 0
are given by the solid lines. Corresponding values of µ and µq are shown on the right
vertical axis for a typical sample.
this large. One potential reason is that EES can be limited by additional disorder in
the SPSL layer beyond the random positions of donors. Additional disorder (such as
roughness of the AlAs/GaAs interface and spreading of the donors out of the midplane
of the GaAs well) can suppress the density of states and weaken the EES. This leads to
a saturation of the mobilities as a function of the filling fraction f , as shown in Fig. 1.2.
If one wants to see record values of the mobilities (especially the quantum mobility),
they should take care to reduce Γ.
Another possible reason that the mobilities do not reach the theoretical limit is
that they can be limited by the background impurities[23]. The second half of Ch. 2 is
devoted to the discussion of the background impurity scattering in the presence of EES.
We arrive at the conclusion that the impurities nearest to the 2DEG which determine
5the mobilities are unaffected by EES. Thus to improve the mobilities one should work
hard to eliminate them.
1.2 Thermodynamic Properties of SrTiO3 Accumulation
Layers
The next type of heterostructures studied are the oxide based heterostructures made
from the ABO3 perovskites. We focus on the heterostructures involving SrTiO3 (STO),
which is a semiconductor with a band gap Eg ' 3.2 eV and a large dielectric constant
κ = 2 · 104 at liquid helium temperatures[28]. These heterostructures support a 2DEG
with a reasonably large mobility, and exhibit a number of interesting properties includ-
ing superconductivity, ferromagnetism, and multiferroicity[29, 30]. The origin of these
effects is still unclear, and necessitates a deeper understanding of its electronic structure.
Figure 1.3: (Color online) Schematic electron potential energy −eϕ(x) diagram of an
accumulation layer in a moderately n-doped STO where x is the distance from the
surface. The electron (blue) is attracted by the positive charges (pluses) at x = 0. The
characteristic width of the gas is d. In the bulk of STO the Fermi level εF is near the
bottom of the conduction band.
Our focus is directed at the properties of the accumulation layer formed at the STO
heterostructure interface. As an example we consider the GdTiO3/SrTiO3 (GTO/STO)
heterostructure, where the accumulation layer is induced by the electric field resulting
from the “polar catastrophe” (see Fig. 1.3)[31]. The role of GTO can also be played by
6other perovskites such as LaAlO3 [29, 30, 32], NdAlO3, LaVO3 [33], SmTiO3, PrAlO3,
NdGaO3 [34], LaGaO3 [35], and LaTiO3 [36]. Another possible example is the use of
ionic liquid gating, which allows one to accumulate up to 1014 cm−2 electrons on the
surface of STO[37, 38, 39, 40, 41]. Regardless of the origin, we can imagine that the
effect of the gate or polar catastrophe is to bring a concentration N of positive charge
that lies at the STO surface. This charge attracts electrons to the surface, creating the
accumulation layer illustrated in Fig. 1.3.
The properties of accumulation layers in STO based heterostructures are significantly
altered at liquid helium temperatures due to the large dielectric constant. In Ref. [42],
the authors calculated the three-dimensional (3D) electron density profile n(x) of the
accumulation layer with a large 2D density N as a function of the distance x from the
surface. To account for the nonlinear dielectric response in STO they used the Landau-
Ginzburg free energy expansion [43, 44] while describing the degenerate electron gas
with the Thomas-Fermi approximation[45]. They found that the electron density profile
decays as
n(x) ∝ (x+ d)−12/7, (1.6)
illustrated by the shaded region in Fig. 1.3. The characteristic length d decreases with
increasing density N as d ∝ N−7/5.
The slow decay of the density profile in samples whose mobility is limited by scat-
tering at the heterostructure interface leads to a divergence of the mobility, Hall fac-
tor, magnetoresistance, and thermopower[46]. Such a tail was called the “run-away
tail”(RAT)[46]. These divergences are truncated by some mechanism which results in a
large but finite value of the kinetic coefficients. In Ch. 3 we study the thermodynamic
properties of the RAT. We show that similar to the kinetic coefficients, both the mag-
netization and the specific heat of the RAT are anomalously large[47]. Indeed, it is well
known that both the magnetization and the specific heat are proportional to the density
of states
g(n) =
m∗
pi2~2
(3pi2n)1/3. (1.7)
In each quantity, the spatial dependence is determined entirely by the density of states,
i.e. both the magnetization and the specific heat go as n(x)1/3 ∝ (x + d)−4/7. When
averaged over the accumulation layer with n(x) given by Eq. (1.6), both these quantities
7diverge, and must be truncated at some large x = L, where we have introduced the
truncation length L. As a result, we can write the magnetization as
Ms(L) = C4M˜s
(
L
d
)3/7
, (1.8)
where M˜s is the magnetization in a surface layer of size d and C4 is a numerical con-
stant. Similar expressions can be written for the specific heat. We see from Eq. (1.8)
that the magnetization is strongly enhanced by the ratio of the cutoff length L to the
accumulation length d, which can be very large. Indeed, if we consider the truncation
by the sample length W ∼ 1000 nm for an accumulation layer of size d ∼ 1 nm, the
magnetization is enhanced above its surface value by nearly 20 times. We explore several
possible mechanisms for the truncation in detail in Ch. 3.
The remaining part of Ch. 3 describes the capacitor formed between the accumula-
tion layer and a back gate located at the x = W edge of the sample. At large voltage V
the electrons are confined to a region of thickness LV as measured from the x = 0 surface,
leaving a fully depleted region of size W − LV near the back gate, where LV ∝ |V |7/15
is the back gate truncation length. We show that the inverse capacitance in this limit
has a positive correction term
C−1(V ) ∝ LV
κ(V )
, (1.9)
where
κ(V ) ∝ |V |−2/3 (1.10)
is the effective dielectric constant when the accumulation layer is fully depleted. What
is surprising is that the correction is positive, leading to an effective width larger than
the width of the sample. We explain the origin of this bizarre phenomenon in Ch. 3.
1.3 Extreme Quantum Limit in SrTiO3 Accumulation Lay-
ers
We continue with our discussion of the exotic properties of the accumulation layers
formed in heterostructures involving SrTiO3 at liquid helium where the dielectric con-
stant is κ = 2× 104. Here we consider accumulation layers with lower density in which
the dielectric response is linear. We consider the structure of the accumulation layer
8Figure 1.4: Phase diagram for B ⊥ E in STO at liquid helium temperatures. The axes
are B(T) and N(cm−2) and the diagram is presented in a log-log scale. The regions
are the quasi-classical metal (M), the metallic EQL phase (EQL), and the insulating
Wigner crystal state (WC).
under the application of a strong external magnetic field B and at low temperatures T .
Particularly, when the external field B is so strong such that
~ωc  EF  kBT, e
2n1/3
κ
. (1.11)
Here ωc = eB/m
∗c is the cyclotron frequency, m∗ is the effective mass, EF ≈ ~2n2/3/2m∗
is the Fermi energy at B = 0, kBT is the thermal energy, κ is the dielectric constant,
and n is the three dimensional concentration of electrons. When Eq. (4.1) is satisfied
and the cyclotron energy becomes the dominant energy scale in the system., we say that
the system is in the “extreme quantum limit” (EQL).
Before we discuss properties of the EQL, let us rephrase the conditions under which
it can be reached, simultaneously explaining why STO is an ideal system to study this
phase. From Eq. (4.1), it follows that in order for the gas to remain metallic, one
must have na3B  1. Here aB = κ~2/m∗e2 is the effective Bohr radius of the material.
In addition to the metallic condition, the strong magnetic field condition, ~ωc  EF ,
requires nλ3  1, where we have introduced λ = √~c/eB as the magnetic length.
9Figure 1.5: (Color Online) Schematic of the electron structure in the WC phase for
B ⊥ E. Each electron (red/dark grey) forms a cylinder of radius λ oriented along the
direction of the magnetic field on the surface (yellow/light grey) inside the semiconduc-
tor.
Combining na3B  1 and nλ3  1, we find that in order to reach the EQL, we require
λ aB. Due to the large dielectric constant, STO has the largest effective Bohr radius.
Indeed, assuming the isotropic mass of m∗ = 1.5me we find aB = 700 nm in STO. This
allows the EQL to be reached at B ' 10−3 T, making STO an ideal candidate to study
the EQL.
In Ch. 4 we study the EQL phase of STO accumulation layers[48]. Our results are
summarized in Fig. 1.4 as a phase diagram of the magnetic field B vs. the total 2
dimensional electron concentration N . We consider concentrations N < 1014 cm−2, so
that the dielectric response remains linear. Fig. 1.4 assumes that the magnetic field B
is applied perpendicular to the surface electric field E which creates the accumulation
layer.The diagram consists of 3 phases. The first phase is the quasi-classical metal phase
(region M), which occurs at small magnetic fields. In this phase, the density profile n(x)
is unaltered by the magnetic field, and obeys the well known Frenkel distribution in
which n(x) ∝ (x+ d0)−6[49], where x is the distance from the heterostructure interface
and d0 ∝ N−1/5 is the characteristic length of the accumulation layer in the linear
dielectric regime. When the magnetic field is sufficiently strong, the kinetic energy in
the direction perpendicular to the field is quantized and electrons occupy the lowest
Landau level so that we reach the EQL. This alters the density profile to be
n(x) ∝ (x− dλ)2, (1.12)
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where the cutoff length
d
λ
= C6(NaBλ
4)1/3, (1.13)
and C6 =' 8.23 is a numerical coefficient. The cutoff length dλ is magnetic field
dependent and shrinks with the magnetic field. Indeed, while the density of electrons
in the plane perpendicular to the magnetic field is fixed at the Landau level density
1/(2piλ2), the remaining direction acts as a free electron gas. This electron gas is
quantized into 1D subbands, the number of which decreases with increasing magnetic
field. At a large enough magnetic field, the electrons are confined into a single subband
and the system enters an insulating Wigner crystal phase, illustrated in Figs 1.5.
The effects of the EQL on the accumulation layer can most easily be observed
through measurements of the quantum capacitance. We consider the capacitor formed
between an STO accumulation layer and a metallic gate, separated by an insulating
barrier. We assume for simplicity that the metallic gate is used to create the accumula-
tion layer. We show in Ch. 4 that the accumulation layer increases the thickness of the
capacitor by a small amount dq beyond the geometrical thickness. This extra distance
can be thought of a second capacitor in series with the geometrical capacitor, and is
commonly referred to as the “quantum capacitance”. The thickness dq is proportional
to the characteristic length of the accumulation layer, and thus can be used as a direct
probe of its electronic structure.
1.4 Surface Roughness Scattering in Quantum Wells and
Semiconducting Nanowires
The next low dimensional systems studied in this thesis are the semiconductor nanowires
made from InAs and InSb. They support a low dimensional electron gas and thus are
similar to the devices we have already discussed. In recent years these nanowires have
attracted lots of attention due to their potential applications, such as field-effect transis-
tors, elementary logic circuits, resonant tunneling diodes, light-emitting diodes, lasers,
and biochemical sensors [50, 51]. Advances in the nanowire growth have also led to the
development of novel quantum devices [52, 53, 54, 55, 56]. They allow the exploration
of mesoscopic transport in a highly confined system. Recently, hybrid superconductor-
semiconductor nanowire devices have been identified [57, 58] as a platform to study
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Figure 1.6: The scaling “phase diagram” of roughness limited electron Drude mobility
of a long quantum wire plotted as a function of radius R and linear electron concen-
tration η for d < aB in the log-log scale. Different “phases” or regions are denoted by
capital letters. Drude mobility expressions corresponding to these regions are given in
Tab. 1.1. Region boundaries are given by the equations next to them. The schematic
self-consistent electron potential energy profile along the wire diameter is shown for
each region. Small arrows show the direction of mobility decrease in each region. The
dark red, light red, and pink regions correspond to the single-subband ballistic con-
ductor, many-subband ballistic conductor, and diffusive metal regions for Rc(L) < aB.
Electrons are localized in all the colorless regions.
Majorana end modes [59], which exhibit topological properties [60, 61, 62]. To further
improve this topological system, a reduction of the disorder in the nanowire is essential
[63, 64].
In many of these devices, the scattering of electrons on surface roughness is the
leading type of disorder[65, 66, 67, 68, 69, 70]. In Ch. 5 we develop a theory of rough-
ness scattering limited mobility of nanowires as a function of their radius R and linear
electron concentration η controlled by a back gate, filling a much needed gap in the
literature[71, 72, 73]. We study a model of roughness in which the roughness consists
of local atomic defects at the wire surface. These defects can be thought of as small
islands or ditches on the surface of the nanowire, of characteristic diameter d and height
∆ ∼ a, where a is the lattice constant. The small shift in the wire radius introduces
fluctuations in the kinetic energy of the electron which induces scattering. This model
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Table 1.1: Mobility µ in units of (e/~)
(
d4/∆2
)
as a function of the linear electron
concentration η at d < aB for different regions.
A B C
a2BR
2/η2d6 a
8/5
B R
11/5/d6η11/5 aBR/ηd
3
D E F
a2BR
3/ηd6 a
1/2
B R
11/3/η11/6d6 a
1/2
B R
5/3/η5/6d3
G H I
R7η/d6 R14/3/η4/3d6 R8/3/η1/3d3
was used to study the roughness limited mobility in quantum wells of width L and 2D
concentration N .
We use a scaling theory to find the roughness limited Drude mobility for a wire
of radius R and linear concentration of electrons η [74]. Our results are determined
by the four dimensionless lengths ∆, d, η−1, and R all in units of the effective Bohr
radius aB = κ~2/m∗e2. We find that depending on these 4 lengths, there are several
different functional forms of the Drude limited mobility, leading a complex and rich
phase diagram shown in Fig. 1.6. The corresponding values of the Drude mobility are
given in Ch. 5. There are three colored regions of Fig. 1.6 (dark red, light red, and pink),
which illustrate the regions in which the semiconducting wire of length L ∼ 1 µm is
metallic. Most important is the dark red region which represents the single subband
ballistic regime necessary for the observation of the Majorana zero modes.
The theory of the roughness limited Drude mobility of the semiconducting nanowire
and the quantum well has a distinct difference. It was previously shown that despite
conjectures, there is no reentrant metal-insulator transition with growing electron con-
centration in quantum wells limited by surface roughness scattering[75, 76]. The sit-
uation is quite different in nanowires, mainly due to the 1D nature of the wire which
strongly enhances localization effects[77, 78]. As shown in Fig. 1.6, for certain values of
R and L the wire conductance G tends to decrease at large concentrations. This leads
to the possibility that G < (e2/h) at large concentrations, similar to the metal-insulator
transition proposed for the quantum wells[76]. Of course, if the wire radius is too small
it is also possible that the wire is always insulating. Thus there is a critical radius Rc(L)
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Figure 1.7: The scaling behavior of the dimensionless Drude conductance of a quantum
wire with length L and radius R as a function of the linear electron concentration η
at different wire radii for d  aB in the log-log scale (full lines). The upper curve
corresponds to R = aB and the lower one is R = (aBd)
1/2. They are obtained from
cross-sections of the “phase diagram” in Fig. 1.6 and the mobilities in Tab. 1.1. The
dashed line on the upper curve shows the metal-insulator crossover near ηaB = 0.5
induced by electron-electron interactions. We see that for R = aB the metallic window
is open, while for R = (aBd)
1/2 the window is closed. L = a7/2B ∆−2d−1/2 was chosen.
at which a “metallic window” is open and the insulator-metal-insulator transition can
be observed. For a wire with R ≤ aB, we find
Rc(L) = (∆2d2L)1/5. (1.14)
The metallic window is illustrated in Fig. 1.7 by regions in which the dimensionless
conductance G/(e2/h) > 1.
1.5 Attractive Interaction of Interlayer excitons in Tran-
sition Metal Dichalcogenide heterostructures
In the last chapter, we discuss a newer type of semiconductors: transition metal dichalco-
genides (TMDs). Ever since the exfoliation of graphene single layer films[79], there has
been an explosion of interest in isolating similar flakes of Van der Waal materials[80,
81, 82, 83, 84, 85, 86]. Particular interest has been paid to the 2D exciton properties
of flakes of the semiconducting TMDs MoS2, MoSe2, WS2, and WSe2, where the 2D
nature of the materials and the large effective mass results in exciton binding energies
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Figure 1.8: a) Cross section of a capacitor made of three MoSe2 monolayers of width w
shown in gray. Each spacer of width d0 has the same number of hBN layers, which are
labeled. The outer top and bottom layers are covered by hBN as well. The capacitor
charges via the creation of alternating up and down pointing electron-hole dipoles (indi-
rect excitons) shown by arrows. The electrons in the central plane form a square lattice
with a lattice constant n−1/2. b) Top view of the square lattice of alternating dipoles.
White (black) circles correspond to dipoles whose orientation points up (down). Each
orientation forms its own square sublattice.
∼ 100 meV[87, 88]. Heterostructures of TMDs provide an additional platform of control
over the excitonic properties. It has been shown[88, 89] that in bilayer MoSe2/WSe2
structures under illumination, the type II band alignment of the MoSe2 and WSe2 mono-
layers allows the formation of indirect excitons, in which an electron in MoSe2 binds to a
hole in WSe2. Because of the weak overlap of the electron and hole wavefunctions, these
excitons have very large lifetimes compared to their intralayer counterparts[88]. In addi-
tion, the separation of the electron and hole creates a large out of plane dipole moment
which allows the binding energy of these excitons to be tuned with an external gate,
making them an ideal platform for research and potential applications[90, 87, 89, 91].
In the final chapter of this thesis, we study the capacitance of a device consisting
of three identical monolayers of intrinsic TMD (such as MoSe2) each of width w, sep-
arated by the same number of hBN layers of total width d0 on each side, so that the
structure is symmetric with respect to the central layer midplane (see Fig. 1.8 a))[92].
Such a device acts similar to indirect excitons in trilayer TMD heterostructures such
as WSe2/MoSe2/WSe2. In either case, we can imagine a three layer device in which
the central layer has a concentration n of electrons while each of the outer layers has
a concentration n/2 of holes. Correspondingly, an equal number of interlayer excitons,
each with a dipole moment ed = e(d0+w), are directed from the central plane to the top
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Figure 1.9: The dimensionless density nd2 as a function of dimensionless voltage (V −
V1)/(e/εd) for the three-layer device shown in Fig. 1.8. The dashed curve shows the
curve n(V ) obtained from Eq. (6.9), while the solid red curve shows the equilibrium
n(V ) curve obtained using Maxwell’s rule. We see that in equilibrium, the density
jumps to a value nc at the critical voltage Vc. Thus the capacitor charge experiences a
first order phase transition with growing V .
and to the bottom (see Fig. 1.8a). At large distances along the plane, two antiparallel
dipoles attract each other, while at distances smaller than d they repel each other. It is
natural to assume that as a result the dipoles form a two-dimensional antiferroelectric
square lattice. This lattice is similar to NaCl, where Na-like and Cl-like sites are occu-
pied by up and down pointing dipoles, i.e. all nearest neighbor dipoles are antiparallel
(see Fig. 1.8b)). Electrons of the central plane form a square lattice with the lattice
constant n−1/2.
In the 3 layer capacitor, the attraction between indirect excitons in the device causes
a first order phase transition at low temperatures when the applied voltage V grows (see
Fig. 1.9). While at small V there are no dipoles and the capacitor remains uncharged,
at some critical value V = Vc < V1 the whole lattice of alternating dipoles emerges.
This means that a macroscopic charge Qc = eSnc, where nc = 0.13d
−2 and S is the
device area, enters this capacitor. Thus, the differential capacitance
C−1 =
1
(eS)2
d2E
dn2
, (1.15)
of the system with energy E and area S has a δ-peak at the critical voltage V = Vc.
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Figure 1.10: a) Band alignment in MoSe2/WSe2 bilayer. b) Schematic of a trilayer
WSe2/MoSe2/WSe2 device for optical studies of spatially interacting indirect excitons.
When the device is illuminated at low temperatures, the type II band alignment of
neighboring WSe2/MoSe2 monolayers (see inset) allows the formation of indirect ex-
citons consisting of an electron in MoSe2 and a hole in WSe2. Excitons of opposite
polarity attract each other and form a crystal with alternating dipoles.
This result is summarized in Fig. 1.9 as a plot of the density nd2 as a function of the
voltage (V − V1)/(e/εd). Here we have used the definition of the voltage as
V =
1
eS
dE
dn
, (1.16)
while V1 is the threshold voltage required to create a single isolated electron-hole pair in
an intrinsic semiconductor. The dashed curve is obtained from Eq. (1.16). Most notice-
able is that there is a range in which there are three densities for each voltage: a lower
branch along n = 0, a middle branch, and an upper branch. Within the middle branch,
the capacitance defined by Eq. (1.15) is negative and this region is thermodynamically
unstable and is inaccessible. In an experiment, we do not expect the density to change
continuously along the dashed curve, but instead along the curve shown in red where
the density jumps to a value
nc = 0.13d
−2, (1.17)
at a critical voltage
Vc = V1 − 0.018 e
εd
. (1.18)
As the density abruptly jumps, there is a δ-peak in the capacitance at V = Vc. For
V ≥ Vc we can write the capacitance as
C(V ) = eSncδ(V − Vc) + Cu(V ), (1.19)
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where the non-singular capacitance Cu(V ) is obtained by differentiating the upper
branch of the n(V ) curve shown in Fig. 1.9 with respect to V , and is calculated in
Ch. 6.
We conclude with a brief discussion on the implications for interlayer excitons in
trilayer devices shown in Fig. 1.10. In particular we predict that at low illumination
intensities these excitons condense into droplets of density nc due to their attraction,
and that these droplets do not interact with each other.
Chapter 2
Excess Electron Screening of
Charged Impurities in Modern
AlGaAs/GaAs Heterostructures
2.1 Introduction
In this chapter, we study the mobility µ and the quantum mobility µq of modern Al-
GaAs/GaAs heterostructures. The contents of these chapters are a reproduction of
Refs. [23] and [27]. A typical modern AlxGa1−xAs/GaAs heterostructure, schematically
shown in Fig. 1.1(a), consists of a GaAs quantum well of width w = 30 nm surrounded
by AlxGa1−xAs barriers. A 2DEG with a concentration ne ' 3×1011 cm−2 fixed by the
electrostatics of the device is provided by two remote doping layers symmetrically posi-
tioned at setback distances of d ' 80 nm. It has a low-temperature mobility µ ' 3×107
cm2V−1s−1 and a quantum mobility1 µq ≡ eτq/m? ∼ 1×106 cm2V−1s−1,[5, 15, 16, 17]
where τq is the quantum lifetime and m
? ≈ 0.067me is the electron effective mass in
GaAs. As mentioned in Ch. 1, we separate the mobilities into the contribution µR and
µq,R from the remote ionized impurities (RI), and the contribution µB andµq,B from the
background charged impurities (BI). In modern heterostructures, the BI concentration
is extremely small (. 1014 cm−3) and the doping layers have a sophisticated design
1 Quantum mobility governs the amplitude of low-field quantum oscillations,[18, 19, 20, 21] which
increase exponentially with µq.
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which substantially reduces RI scattering.
As shown in Fig. 1.1(b), each doping layer consists of a narrow (typical width of 3
nm) GaAs quantum well, which is doped in the middle by a δ-layer of Si donors with
a typical concentration n ∼ 1012 cm−2 and surrounded by AlAs layers with a typical
width of 2 nm. The doping layer shown in Fig. 1.1(b) is a special case of a short-
period GaAs/AlAs superlattice (SPSL), suggested by Baba[93] and later implemented
by Friedland[22]. Following Refs. [6], [7], and [22] we use this abbreviation for the doping
scheme shown in Fig. 1.1(b). To our knowledge, the structure shown in Fig. 1.1a was
first realized in the early 2000s,[94, 95] although single heterointerfaces with one such
doping layer appeared much earlier[96, 97].
The SPSL-doping scheme augments the advantage of weak RI scattering of the 2DEG
electrons. In AlAs/GaAs heterostructures with thick layers, the X-minima in AlAs are
higher in energy than the Γ-minimum in GaAs. However, for thin layers size quanti-
zation plays an important role. In our SPSL-doping layers, the much lighter effective
mass in GaAs produces a much larger size quantization energy than in AlAs, raising
the Γ-minimum in GaAs above the X-minima in AlAs.[98, 99] Thus, a concentration fn
of electrons which are not transferred to the 2DEG (excess electrons) are stored in the
AlAs side wells, where f is what we call the donor filling fraction. Each excess electron
pairs with a donor in a compact dipole atom, so that their low-temperature parallel-
to-2DEG conductance is negligible. Furthermore, excess electrons choose donors which
minimize their energy; this leads to significant correlations in the positions of charged
donors[24, 25] and thus to a dramatic reduction of RI scattering. In what follows, we
call this redistribution of electrons excess electron screening (EES) and describe it by
the screening radius rs. EES is different from the conventional screening by the 2DEG
which is described in the paper by the Thomas Fermi (TF) screening radius q−1TF and
exists on top of the EES. As we show, EES also reduces the BI potential.
Due to the length of this section, we begin with a quick overview of the plan. In
Sec. 2.2 we study the quantum mechanics of an isolated compact dipole atom in the
doping layer. We compute the binding energy of an electron in a compact dipole atom
and show that its localization length in the plane of the layer is small enough to proceed
classically. In Sec. 2.3 we study the screening of fluctuations of the donor concentration
n(ρ) by EES and compute µR and µq,R [Eqs. (2.15) and (2.16)]. We proceed verify these
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Figure 2.1: (Color online) Schematic image of the electron wave function cloud (blue) in
the AlAs layer of thickness t. This cloud is bound to a Si donor (+) in the GaAs layer
a distance s away from the midpoint of the AlAs layer. ξ is the electron localization
length in the x− y plane.
results with numerical simulations of the remote donor layer in Sec. 2.4. In Sec. 2.5 we
provide a simplified description of the BI scattering valid for the sample parameters
being considered, followed by a detailed calculation of µB and µq,B in Sec. 2.6. We
conclude in Sec. 2.7 with a comment on the possible relation between the RI potential
and the measured gap of the fractional quantum Hall effect at filling factor 5/2.
2.2 Localization of electrons in the doping layers
A remarkable feature of the SPSL-doping scheme is that the excess electrons in the AlAs
layers are able to reduce the random potential of donors in the GaAs layer but their
parallel-to-2DEG conductance is negligible. As stated above, the main reasons for this
are the proximity of the electrons to the donors and the large effective electron mass in
AlAs. In this section we justify this claim, showing that excess electrons, while residing
in AlAs, are strongly bound to donors in GaAs.
An illustration of an electron bound state is shown in Fig. 2.1. Each excess electron
resides in the middle of the AlAs layer of thickness t and is bound to a donor in GaAs
at a distance s away with the localization length ξ in the x − y plane. The z-axis is
perpendicular to the AlAs/GaAs interface and the origin is centered above the donor
at the midpoint of the AlAs layer. The AlAs/GaAs and AlAs/AlxGa1−xAs interfaces
are treated as infinite barriers so that the electrons are completely confined to the AlAs
layer. This means that there are two competing energy scales: the separation ∆ between
the first and the second subbands of the AlAs layer and the Coulomb binding energy Eb.
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Below we show that Eb  ∆ for reference sample parameters t = 2 nm and s = 2.5 nm.
This allows us to think that electrons are bound in the plane at z = 0 by an effective
2D potential
V (ρ, s) = −2
t
t/2∫
−t/2
dz cos2
(piz
t
) e2
κ¯
√
ρ2 + (s+ z)2
, (2.1)
obtained by averaging the Coulomb attraction of the donor over the ground state wave
function φ(z) = (2/t)1/2 cos(piz/t). Here ρ =
√
x2 + y2 and κ¯ is the effective dielectric
constant. Because the dielectric constants of GaAs (κ ' 13) and AlAs (κA ' 10) are
relatively close, we use κ¯ = (κ+ κA)/2 ' 11.5. (Here and below we do not discriminate
between the dielectric constants of GaAs and AlxGa1−xAs for the relevant x ' 0.24.)
The corresponding Schro¨dinger equation is then given by
− ~
2
2m?xy
∇2ψ(ρ) + V (ρ, s)ψ(ρ) = −Ebψ(ρ) , (2.2)
where m?xy is the electron’s effective mass in the x − y plane. To find Eb we use a
variational approach with the trial wave function
ψ(ρ) = exp
(
−
√
ρ2 + s2
b
)
, (2.3)
where b is the variational parameter which minimizes Eb.
The results of the variational calculation Eb/Ry and b/axy as a function of s/axy
are given in Fig. 2.2, where axy = κ¯~2/(m?xye2) is the in-plane effective Bohr radius and
Ry = ~2/(2m?xya2xy). Using m?xy = 0.22me for AlAs, we find axy ' 2.6 nm and Ry ' 23
meV near the X-point minima [100]. With s = 2.5 nm, we then estimate the electron
binding energy Eb ≈ 21 meV.
Above we have assumed that Eb  ∆, allowing us to average the potential over the
fast motion along z-direction and treat an electron as two-dimensional. To justify this
assumption we estimate the inter-subband separation ∆ = 3~2pi2/(2m?zt2). The elec-
tronic spectrum near the X-point minima in AlAs is anisotropic and m?z = 0.95me[100].
We find that indeed ∆ ' 0.26 eV  Eb.
The localization length ξ of the electron in an isolated dipole atom in the x−y plane
is given by
ξ =
~√
2m?xyEb
, (2.4)
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Figure 2.2: (Color online) The binding energy Eb in Ry (thick line) and the variational
parameter b in units of the in-plane effective Bohr radius axy (thin line) as a function
of the distance s to the binding donor in units of axy as obtained from the variational
calculation for t = 2 nm.
which yields ξ ' 2.7 nm. For n = 1 × 1012 cm−2, we find nξ2 ' 0.07 which should
be compared to the critical value of (nξ2)c below which electrons are localized and
transport is activated.
We can estimate (nξ2)c using the data for a Si MOSFET doped by sodium at the
SiO2 side of the interface[101]. These sodium atoms donate electrons which reside on
the silicon side of the interface. Such MOSFET is therefore similar to the SPSL-doping
layer in which a sodium ion in SiO2 assumes the role of Si in GaAs. The activation
energy E1 of the electron conductivity along the interface E1(n) as a function of the
surface concentration of sodium n was investigated in Ref. [101]. At small n, E1 ≈ 24
meV, in agreement with theoretical predictions for the binding energy of an isolated
donor. With increasing n, E1(n) decreases and extrapolation to large n shows that it
vanishes at n ≈ 1.7 ± 0.5 × 1012 cm−2. Using Eq. (2.4) with the binding energy of an
isolated donor (24 meV) and the in-plane effective electron mass (0.19me) we find the
localization length of the electron bound to an isolated sodium ion ξ ≈ 2.9 nm and
conclude that in Si MOSFET localization sets in at (nξ2)c ≈ 0.14 ± 0.04. Since our
estimate of nξ2 ≈ 0.07 for SPSL-doping layer is smaller than this value, excess electrons
should be localized and their hopping conductivity at low T should be much smaller
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than e2/h (and activated).2 Measurements of the conductivity of SPSL-doping layers
have shown that it is indeed activated[102, 103].
2.3 Scattering by remote donors
Since excess electrons in the AlAs layers and donors in the GaAs layer form compact
dipole atoms, scattering from these dipoles can be ignored. However, localized electrons
can still choose among host donors, minimizing the total energy of the system. As a
result, the ionized donors are screened by the fn electrons, so that the correlator of
the random potential energy 〈U(ρ)U(0)〉 is reduced (ρ = (x, y) is a vector in the x− y
plane). The Fourier image of the potential correlation function and the Fourier im-
age of the correlator D(ρ) 〈n(0)[1− f(0)]n(ρ)[1− f(ρ)]〉 of ionized donor concentration
fluctuations can be related as
〈|U(q)|2〉 = (2pie2
κq
)2
D(q), (2.5)
and so the screening of the potential can be understood as originating from the correla-
tions of the ionized donors. If donors of concentration n are charged and uncorrelated,
D(q) = n in Eq. (2.5). At small f when the concentration of ionized donors is still
approximately n, screening by the excess electrons reduces
〈|U(q)|2〉 (and thus D(q))
by the factor (1 + (qrs)
−1)2. Accounting for the additional factor (1 − e−2qdw)2 from
the images of the donors in the 2DEG, D(q) can be written as
D(q) ' (qrs)
2n
(1− e−2qdw)2 , (2.6)
where we have used the condition qrs  1, valid for the important wave numbers
q ∼ d−1w and not too small f (see below).
Since dw  w we can treat the 2DEG as if it were confined to an infinitely thin
plane located at the center of the quantum well. The contributions of RI scattering to
the mobility and quantum mobility can then be calculated using Born approximation
2 At small enough f , when the density of states of the SPSL structure is small, localization can be
achieved even at nξ2 ' (nξ2)c.
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as
µ−1R =
2pi~
ea2B
2pi∫
0
dθ(1− cos θ)e−2qdw
(q + qTF )2
D(q) , (2.7)
µ−1q,R =
2pi~
ea2B
2pi∫
0
dθe−2qdw
(q + qTF )2
D(q) , (2.8)
where q = 2kF |sin(θ/2)| is the transferred momentum, θ is the angle between the initial
electron wave vector k and the final wave vector k + q, qTF = 2a
−1
B is the inverse
Thomas-Fermi screening radius of the 2DEG, and aB = κ~2/m?e2 ' 10 nm is the
effective Bohr radius in GaAs.
The main contribution to the integrals in Eqs. (2.7) and (2.8) comes from q .
(2dw)
−1. For such q, q + qTF ' qTF (since aB  dw). Changing the integration
variable to q, and extending the upper bound of integration to ∞ (since kFdw  1), we
find
µ−1R =
pi~
2ek3F
∞∫
0
q2D(q)e−2qdwdq , (2.9)
µ−1q,R =
pi~
ekF
∞∫
0
D(q)e−2qdwdq . (2.10)
In Eqs. (2.7), (2.8), (2.9), and (2.10) the random fluctuations of the RI potential
are screened twice: once by EES and once by 2DEG screening. In the absence of EES
(f = 0), a single layer of donors with concentration n is characterized by D(q) = n and
one arrives at
µR =
8e
pi~
(kFdw)
3
n
, (2.11)
µq,R =
2e
pi~
kFdw
n
, (2.12)
with the well-known ratio µR/µq,R = (2kFdw)
2.
We now return to Eq. (2.6) and calculate rs for f  1. Since only a small concen-
tration fn of excess electrons remain in the AlAs barriers, they only occupy the lowest
energy states. Such states are provided by rare pairs of anomalously close donors, sepa-
rated by distance ρ (see such a pair in Fig. 1.1(b)). An electron forms a dipole with one
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donor while the other donor remains ionized and its attractive potential lowers the elec-
tron energy by e2/κ¯ρ when ρ s, ξ. At small f , one can easily calculate the chemical
potential EF (f, n) which separates the energy levels of the occupied and empty dipole
atoms, and is measured from the energy of an isolated dipole atom [104]. The prob-
ability to find a second donor in a disk of radius ρF ≡ e2/κ¯ |EF | centered around the
first donor is pinρ2F . The average concentration of such donor pairs, i.e., the concentra-
tion of electrons, is then pin2ρ2F /2 = fn, where factor 1/2 eliminates double counting.
Recalling that EF is negative, one then finds[104]
EF = −
(pi
2
)1/2 e2n1/2
κ¯
1
f1/2
, (2.13)
and
rs =
κ¯
2pie2
1
n
dEF
df
=
1
4(2pin)1/2
1
f3/2
' 0.1
n1/2f3/2
. (2.14)
Unfortunately, Eqs. (2.13) and (2.14) are only valid for very small f  0.15 [104]. 3
As mentioned in the introduction, the mobilities likely cross over from being limited
by RI scattering to being determined by BI scattering in the range 0.15 < f < 0.39.
In this range, we use the results of numerical modeling of the ground state of the fn
excess electrons on n random donors and a neutralizing background [24, 104]. For
0.15 < f < 0.39 we find a simple fit and find rs given by Eq. (1.5) with an accuracy of
20%. Using this rs with Eq.(˙2.6) and combining with Eqs. (2.9) and (2.10), we arrive at
µR ' 24f3 e~k
3
Fd
5
w , (2.15)
µq,R ' 24f3 e~kFd
3
w . (2.16)
Our results are based on the assumption that the donors are randomly distributed in
the plane of their δ-layer. The distribution of donors at low temperatures is a snapshot
of the distribution of donors at a temperature TD ∼ 800 K ∼ 6e2n1/2/κ¯ below which
the diffusion of donors stops. At this temperature dipole atoms are ionized and donors
separated by a distance ρ interact with the Coulomb repulsion energy e2/κ¯ρ. If e2/κ¯ρ >
TD, the probability to find such a pair of donors is reduced by the Boltzmann factor
exp[−(e2/κ¯ρ)/TD]. For the important pairs, e2/κ¯ρF ∼ |EF |, and using Eq. (2.13) we
3 The reason is that at f ≥ 0.15 the correction to Eq. (2.13) from the long-range potential
fluctuations becomes substantial.
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find that this effect is relevant only at f . 0.05, where EES plays little role. Therefore,
Eqs. (2.15) and (2.16) are robust against this effect for experimentally relevant f .
We have also assumed that the system of excess electrons is close to its ground state
at low temperatures. Although these electrons are localized, the rate of electron hops
from a dipole atom to the nearest empty donor γ ' γ0 exp[−2(nξ2)−1/2] has a large
prefactor γ0 ∼ 1012 s−1 related to the emission of phonons. For n = 1× 1012 cm−2 the
exponential factor is ∼ 10−3 resulting in γ ∼ 109 s−1, much larger than the typical rate
of cooling of the sample.
Our Eq. (2.15) for µR can be compared with Ref. [24] which numerically studied the
screening of the RI potential by excess donors in AlxGa1−xAs/GaAs heterostructures
with a conventional δ-doping in AlxGa1−xAs at d ≤ 50 nm (only the equilibrium theory
of Ref. [24] is relevant here). In the important range of filling fractions 0.2 < f < 0.4
if we use the parameters of Ref. [24] our µR agrees with its Fig. 4(a). Ref. [24] did not
study µq or BI scattering.
As we saw above, in modern heterostructures both µR and µq,R are larger than µB
and µq,B at f > fc = 0.36. However, the remote donors can become important for
the quantum mobility if one succeeds to substantially reduce BI scattering. We thus
would like to estimate µR and µq,R at 1 − f  1, i.e., when almost all of the donors
form neutral dipole atoms and only a small fraction of donors 1 − f  1 are ionized.
Ionized donors can be treated as holes which repel each other and tend to form a Wigner
crystal.[104, 25] If such a crystal were ideal, it would not scatter electrons. However,
due to the discreteness of the random positions of donors, holes have to move from their
ideal position to the nearest neighbor donor. Each such move effectively creates a dipole
with the arm ∼ n−1/2 randomly oriented in the x−y plane. The number of such dipoles
in the relevant square of size dw is (1− f)nd2w and because of their random orientation
the amplitude of potential fluctuations created by them in the 2DEG can be estimated
as [(1 − f)nd2w]1/2(en−1/2/κd2w) = (1 − f)1/2(e/κdw). A more accurate estimate of the
dipole scattering gives,
µR ' 7.7 e~
k3Fd
5
w
1− f , (2.17)
µq,R ' 6.5 e~
kFd
3
w
1− f . (2.18)
Note, that our results for 1 − f  1 disagree with Ref. [24], which arrived at a much
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faster growth of µR near f = 1. This is because the authors only considered macroscopic
fluctuations of the donor concentration and ignored fluctuations in the position of the
nearest neighbors mentioned above.
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2.4 Numerical Modeling of EES and the Remote Donor
Limited Mobilities
In Sec. 2.3, we presented analytical estimates for the effects of EES on the low temper-
ature mobility µ and quantum mobility µq[23]. Here we numerically model EES and
calculate both mobilities limited by a single remote donor layer containing donors with
concentration n and excess electrons with concentration fn. For our analysis we treat f
as an independent variable. We show below that the mobilities can be written in terms
of the dimensionless mobilities F (f) and Fq(f) defined in Eqs. (1.1) and (1.2). We eval-
uate F (f) and Fq(f) numerically at all f . Our main results are shown by squares in
Fig. 2.3. At dw > rs, k
−1
F , the functions F (f) and Fq(f) should be independent of dw so
that they are universal. Indeed we found that both F (f) and Fq(f) are indistinguish-
able for dw = 7, 9, and 10 in units n
−1/2. For f  1 and 1− f  1 they agree with our
Eqs. (1.3) and (1.4). Best linear fits of the data are given by
logF (f) = 3.3f − 0.9, (2.19)
logFq(f) = 3.6f − 1.1, (2.20)
and we see that F (f) ' Fq(f) for all f .
The results are presented in Fig. 2.3. We see that at f  1, Eq. (1.3) is signifi-
cantly smaller than the numerical results, while Eq. (1.4) is only slightly smaller. This
discrepancy originates from the approximations used in Ref. [23], where the inverse mo-
bility was calculated to the lowest order in rs/dw and made F (f) and Fq(f) universal
functions. Restoring the dependence on rs/dw significantly improves the agreement at
f  1, as shown by the thick dashed lines in Fig. 2.3, where µ and µq were calculated
for dw = 9n
−1/2. For more details see the discussion below Eq. (2.8)
Let us now explain how we arrive to these results. First we generate N = 104
randomly positioned donors in a square with side L. Then we find the pseudoground
state of the system of fN electrons which occupy fN donors in the presence of a
neutralizing uniform background charge with density −e(1− f)n, where n = N/L2. All
charged donors have oppositely charged point-like images in the 2DEG at the distance
dw. We minimize the energy of electrons following the algorithm used in Refs. [104, 24,
25] and arrive at the set of charged donor coordinates in a pseudoground state.
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Figure 2.3: The numerical results (squares) for the dimensionless mobilities F (f) (a)
and Fq(f) (b) defined in Eqs. (2.15) and (2.16) plotted on a log-linear scale. Asymptotic
estimates[23] Eqs. (2.15) and (1.4) are shown at f  1 (thin dashed lines) and at
1 − f  1 (solid curves). The thick dashed lines are improvements to Eqs. (1.3) and
(1.4) at f  1 for dw = 9n−1/2. Best fit Eqs.(2.19) and (2.20) are shown by the solid
straight lines. Corresponding values of µ and µq are shown on the right vertical axis for
the device described.
The spacial fluctuations of charge is then measured by convolving the charge density
of our square with a “Gaussian envelope”. Namely, we calculate the weighted number
of charges in our Gaussian envelope centered in the middle of our square at (0, 0) as
NR =
∑
i
exp
[
−(x
2
i + y
2
i )
R2
]
, (2.21)
where the sum runs over all charged donors and R is the envelope “radius”. We average
NR and N
2
R over 100 random realizations of our squares for each f . Then we find the
mean square fluctuation of the number of charged donors in a Gaussian envelope:
δN2R =
〈
N2R
〉− 〈NR〉2 , (2.22)
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Figure 2.4: Plots of (piR2n/2)/δN2R vs. Rn
1/2 on a log-linear scale for 0.20 ≤ f ≤ 0.93.
Values of f are given in the legend.
where 〈...〉 denotes averaging over 100 realizations In the absence of correlations (f = 0),
〈NR〉 = piR2n,
〈
N2R
〉
= piR2n/2 + (piR2n)2, and δN2R = piR
2n/2.
The results of our simulation of δN2R for 0.20 ≤ f ≤ 0.93 are shown in Fig. 2.4 as
the ratio (piR2n/2)/δN2R on a logarithmic scale. EES reduces δN
2
R relative to piR
2n/2
dramatically with increasing f : δN2R ∼ 1 at f = 0.20 and δN2R ∼ 0.02 at f = 0.92. The
values of f shown in Fig. 2.4 are measured in the center of the square with the help of
the identity 〈NR〉 = piR2n(1− f) and are slightly larger than the original f due to the
fringe field at the edge of the square.
δN2R can be related to the correlator of charge density fluctuations D(r, r
′) =
〈n(r)n(r′)〉 − 〈n(r)〉 〈n(r′)〉 (r = (x, y) is a vector in the x − y plane), where n(r) =∑
i δ(ri − r). Treating the sum in Eq. (2.21) as an integral over n(r), Eq. (2.22) can be
written as
δN2R =
∫ ∫
D(r, r′) exp
[
−(r
2 + r′2)
R2
]
d2rd2r′, (2.23)
Far from the edges of our square, D(r, r′) = D(r−r′) and we may relate it to its Fourier
image D(q) as
D(r) =
1
(2pi)2
∫
D(q) exp(−iq · r)d2q. (2.24)
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Figure 2.5: The effective screening radius rs(f) in units n
−1/2 obtained from fits of the
numerical simulations for dw = 7, 9, and 10 in units of n
−1/2.
Combining Eqs. (2.23) and (2.24), we find
δN2R =
R4
4
∫
D(q) exp
[
−(qR)
2
2
]
d2q. (2.25)
Below we use,
D(q) =
(1− f)n(qrs)2
(1 + qrs)2(1− exp[−2qdw])2 , (2.26)
to fit Eq. (2.25) and find the screening radius of the excess electrons rs(f) as a single
fitting parameter. Eq. (2.26) was used for f  1 in Sec. 2.3 and led to Eqs. (1.3) and
(1.4). Here we have added the additional factor (1 − f) because the concentration of
charged donors is (1− f)n. For dw = 9n−1/2 the best fits of our data are shown by the
solid lines in Fig. 2.4. We repeated the simulations for dw = 7n
−1/2 and dw = 10n−1/2
and found the same rs(f) as shown in Fig. 2.5.
Now the mobilities µ and µq can be calculated according to Eqs. (2.7) and (2.8)
Using Eqs. (2.26), (2.7) and (2.8) with our results for rs(f) shown in Fig. 2.5, we arrive
at F (f) and Fq(f) shown in Fig. 2.3.
In Sec. 2.3 we used the approximate screening radius rs = 0.18f
−3/2n−1/2 at f  1
to calculate µ and µq using Eqs. (2.26)-(2.8). In order to obtain the simple expressions
32
in Eqs. (1.3) and (1.4), we assumed rs  dw and set the denominator (1 + qrs)−2 = 1
in Eq.(2.26). In order to improve the agreement with the numerical results in Fig. 2.3,
we have calculated µ and µq using Eq. (2.26) without this approximation for dw =
9n−1/2 and the approximate rs and obtained the thick dashed lines in Fig. 2.3. For this
calculation, we again assumed k−1F , aB  dw, so that the functions F (f) and Fq(f)
depend only on f and nd2w.
So far we have dealt only with ideal devices in which the only disorder is the random
position of the donors within the δ-layer. In real devices, there are additional types
of disorder such as the spreading of the donors throughout the GaAs layer shown in
Fig. 1(b), and roughness of the AlGaAs/AlAs/GaAs interfaces of the remote donor
layers.[23] This additional disorder can be quite substantial, for instance the roughness
of the AlGaAs/AlAs/GaAs interfaces can shift the quantization energy of the excess
electrons by several e2n1/2/κ, where e2n1/2/κ is the scale of the Coulomb interaction.
Such large disorder increases rs, weakens EES, and reduces the mobilities. To model
this disorder, we added to each donor site a random energy E chosen from a Gaussian
distribution (2pi)−1/2Γ−1 exp[−E2/(2Γ2)]. The resulting F (f) and Fq(f) obtained from
simulations with Γ = 2 and Γ = 4 in units of e2n1/2/κ are shown in Fig. 1.2 along with
the best fit results for Γ = 0. Due to increased fluctuations of the results for Γ = 2, 4,
we averaged over 400 realizations of a 100x100 square for both Γ. We see that at small
f the difference between the mobilities for Γ = 2, 4 and Γ = 0 is small. However at
f ≥ 0.4 the growth of mobilities with increasing f slows and eventually saturates. For
Γ = 4, and for ne = 3 × 1011 cm−2 and dw = 90 nm, we find that µq saturates at
a level comparable to the highest measured values of 1 − 2 × 106 cm2V−1s−1,[5, 105]
while µ is still 10 times larger than the largest experimental values. On the other
hand, background impurities may limit µq at the same level[23]. This suggests that
the improvement of µq in record samples requires the minimization of this additional
disorder together with the reduction of background impurities.
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Figure 2.6: Mobility µ and quantum mobility µq as functions of ne plotted on a log-
linear scale. Here we assume the mobilities are limited by a single donor layer with
n = 1012 cm−2 donors, where 0.6n excess electrons have been lost to the surface.
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2.5 Scattering by background impurities
In this section we consider scattering by background impurities in SPSL-doped het-
erostructures taking into account EES. We begin with µB and µq,B calculated in the
Born approximation as
µ−1B =
m?2
epi~3k2F
2kF∫
0
〈|U(q)|2〉 q2√
4k2F − q2
dq , (2.27)
µ−1q,B =
2m?2
epi~3
2kF∫
0
〈|U(q)|2〉 1√
4k2F − q2
dq , (2.28)
where
〈|U(q)|2〉 is the BI scattering potential.
In this section as everywhere above we assume that the 2DEG occupies the first
subband only. Then the square of the wave function is well concentrated in the range
−w/4 < z < w/4 near the midplane of the quantum well. If the BI are uniformly
distributed with a concentration N , then in the absence of EES, the scattering potential
can be written as 〈|U(q)|2〉 = N
q
(
2pie2
κ(q + qTF )
)2
. (2.29)
It is easy to see that with such a
〈|U(q)|2〉 Eq. (2.28) diverges logarithmically. This
divergence results from scattering from an infinite number of distant impurities. (These
impurities scatter at small angles so that they do not affect transport, and µ−1B re-
mains finite.) In order to truncate this divergence, one must either consider a sam-
ple with finite thickness, or use multiple scattering theory that goes beyond the Born
approximation[106, 107].
Let us now show that EES truncates the divergence even stronger. We assume that
f & fc so that EES is already so strong that its screening radius rs  dw, i.e. the
doping layer screens a static potential as if it were a metal. This means that at f ≥ fc,
µB and µq,B are independent of f . Let us consider an impurity at a distance z > 0 from
the midplane of the 2DEG, as shown in Fig. 2.7. When the impurity is located between
the 2DEG and the doping layer, the doping layer creates an oppositely charged image
of the impurity at the distance 2dw − z which reduces its potential. When z  dw, the
image is far from the 2DEG and its effect is small. However, when z becomes close to dw
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Figure 2.7: The upper half of the structure shown in Fig. 1(a) with an impurity (plus)
at a distance z from the midplane of the 2DEG. Due to EES, an image charge (red
minus) is produced at a distance 2dw − z from the midplane that reduces the potential
of the impurity.
as shown in Fig. 2.7 the impurity forms a compact dipole with its image whose potential
in the 2DEG practically does not scatter. Thus, the scattering off of impurities located
at distances larger than a critical distance z = dB becomes negligible. We can estimate
dB by solving the equation(
e
κdB
− e
κ(2dw − dB)
)2
=
1
2
(
e
κdB
)2
, (2.30)
which gives dB ' 0.5dw. Here we use the squares of the potentials as they lead to
scattering. Furthermore, we can ignore the impurities at z > dw, as the doping layer
acts as a Faraday cage which screens these impurities.4 Thus we need to consider
only the impurities within the finite distance |z| < dB.
Now let us make our model more general and assume that the BI concentrations
outside and inside the well are N1 and N2, respectively. Then we can write the linear
equations
µ−1B = A1N1 +A2N2 , (2.31)
µ−1q,B = B1N1 +B2N2 , (2.32)
for the mobilities µB and µq,B with coefficients A1, A2, B1, and B2 which are estimated
below.
4 For these impurities the scattering potential is reduced by the factor 4(dw/rs)
2 ∼ 520 at f = fc.
Strictly speaking the logarithmic divergence of µ−1q,B exists even in this case. However, it is substantial
only for the sample thickness L ∼ exp(4(dw/rs)2) which is unrealistically large and so we can safely
ignore the impurities located behind the doping layers.
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Let us first concentrate on A1 and B1 related to the impurities in the AlxGa1−xAs
barriers. Due to EES, only the impurities of the layer w/2 < |z| < dB contribute
to scattering. Because aB/2, w/4 < w/2  dB, for the purpose of estimates we can
apply Eqs. (2.11) and (2.12) to a thin layer of impurities between z and z + dz with
concentration N1dz, and sum the contributions of these layers arriving at
µ−1B =
pi
4
~
e
dB∫
w/2
N1dz
(kF z)3
= A1N1 , (2.33)
µ−1q,B = pi
~
e
dB∫
w/2
N1dz
kF z
= B1N1 , (2.34)
where we multiplied by 2 as these impurities lie on both sides of the 2DEG. We find5
A1 ' pi
2
~
e
1
k3Fw
2
, (2.35)
B1 ' pi~
e
1
kF
ln
(
dw
w
)
. (2.36)
Let us switch to A2 and B2 which are determined by impurities in the GaAs well.
Here, in order to get a very rough estimates we do not discriminate between the two
smallest spatial scales, the screening radius of 2DEG aB/2 ' 5 nm, and the “half width
of electron layer” w/4 = 7.5 nm. Then we can write
A2 ≈ pi
4
~
ekF
1 + kF w/2∫
w/4
dz
(kF z)3
 ' 17~
e
1
k3Fw
2
, (2.37)
B2 ≈ pi ~
ekF
1 + kF w/2∫
w/4
dz
kF z
 ' 5~
e
1
kF
, (2.38)
where we took into account that kFw/4 ' 1 and replaced z by w/4 when integrating
from 0 to w/4.
Using the reference sample parameters,6 and expressing the mobilities in units
5 This result assumes aB  w in contrast to the one[108] for w  aB .
6 We use the following reference sample parameters: ne = 3× 1011 cm−2, µ = 3× 107 cm2V−1s−1,
µq = 1 × 106 cm2V−1s−1, d = 80 nm, w = 30 nm, n = 1 × 1012 cm−2, t = 2 nm, and s = 2.5 nm.
Samples with similar parameters are given in Refs. [7] and [15].
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1 × 106 cm2V−1s−1 and N1 and N2 in units of 1014 cm−3, we find that Eqs. (2.35),
(2.36), (2.37), (2.38) give A1 = 0.005, B1 = 0.20, A2 = 0.06 and B2 = 0.25. In the next
section we develop a quantitative theory of BI scattering which confirms the estimates
A1 = 0.005, B1 = 0.20 and leads to slightly larger A2 = 0.10 and B2 = 0.33.
Now one can easily calculate N1 and N2 from µB and µq,B solving Eqs. (2.31) and
(2.32). For example, if µ = 3× 107 cm2V−1s−1 and µq = 1× 106 cm2V−1s−1, at f = fc
we can subtract the contribution of µR and µq,R from µ and µq and find µB = 33× 106
cm2V−1s−1 and µq,B = 2×106 cm2V−1s−1. They correspond to N1 ' 2×1014 cm−3 and
N2 ' 2 × 1013 cm−3. In this case AlxGa1−xAs accounts for nearly 90% of µq,B, while
it accounts for only 40% of µB. This large sensitivity to the AlxGa1−xAs impurities
implies that for improvements one should focus not only on the Ga purity,[9] but also
on the Al purity as well, particularly if one is interested in high µq,B.
Previous work[106] has shown that the ratio µB/µq,B without EES in single hetero-
junction devices is ∼ 10. As EES reduces BI scattering, one might expect that this ratio
would decrease. Yet in the above discussion, we have shown that the ratio µB/µq,B can
be as large as 18. This large number is a result of allowing N1 and N2 to be differ-
ent, while Ref. [106] assumed that N1 = N2. The large ratio N1/N2 compensates the
reduction in BI scattering by EES. If we assume that N1 = N2, then it follows from
Eqs. (2.31) and (2.32) with A1 = 0.005, B1 = 0.20, A2 = 0.10 and B2 = 0.33 that EES
reduces the ratio to µB/µq,B ' 5.
Let us now consider a heterostructure in which the bottom doping layer is removed
to allow tuning of the electron concentration in the 2DEG by a back gate placed at
a distance L ' 800 nm below the 2DEG[17, 109]. In this case we expect the scatter-
ing from the impurities below the 2DEG to increase as distant impurities, which were
previously screened by the excess electrons, now contribute to scattering.
The gate also produces images of background impurities which screen their static
potential (see Fig. 4). Therefore, we can modify the parameter B1 by replacing the EES
screening length dB by the gate screening length L/2 for the bottom layer and write
B1(L) ' B1
2
[
1 +
ln(L/w)
ln(2dB/w)
]
. (2.39)
For the reference sample parameters, and L = 800 nm we find B1(L) ' 1.9B1. This find-
ing seems to be in qualitative agreement with experiments, which reported higher µq in
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heterostructures with two SPSL doping layers[15, 16] than in a gated heterostructure[17]
of the same w and tuned to the same ne. Note, however, that the difference in µq could
also originate from other factors, such as different f or N1.
Above we have assumed that the Born approximation is valid everywhere and that
the logarithmic divergence is truncated by the EES of impurities. In principle, one
may go beyond the Born approximation and use a self-consistent multiple scattering
theory to truncate the logarithmic divergence, which introduces a truncation length on
the order of k2F /N1[106, 107]. For modern samples, N1 ∼ 1014 cm−3 and the distance
k2F /N1 ∼ 0.2 mm, which is significantly larger than either dw/2 or L/2, so that there is
no need to use the self-consistent multiple scattering theory.
2.6 Quantitative Theory of Scattering by Background Im-
purities
We begin by deriving the screened interaction between a 2DEG in a quantum well of
width w and an impurity at a distance z away from the center of a quantum well (z = 0).
The impurity is screened by two electron gases − the 2DEG inside of the quantum well
and the excess electrons (EE) in the nearest doping layer a distance |z| = dw away from
the center of the main quantum well (See Fig. 1.1(a)). We ignore the thickness of the
doping layer (as it is small compared to dw) and consider the screening by only the
doping layer nearest to the impurity.
The screening of a single impurity is calculated using the random phase approxima-
tion (RPA), which amounts to writing a set of self consistent equations for the screened
interactions between a charged impurity i and the electrons. Here, we introduce the
notation Ui,k for the screened impurity interactions and U˜i,k for the bare impurity inter-
actions, where the subscript k can be 1 (2DEG) or 2 (EE). Screening occurs because of
the electron-electron interactions U˜k,l, which can be 2DEG-2DEG (k = l = 1), EE-EE
(k = l = 2) or 2DEG-EE (k = 1, l = 2). We assume that the electrons are completely
confined inside the well and occupy only the first subband, so their linear density in the
z-direction is λ1(z) = (2/w) cos
2(piz/w)Θ(w/2 − |z|). Conversely, since we ignore the
thickness of the doping layer, the linear density of the EE is given by λ2(z) = δ(z−dw).
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Using this notation, the RPA gives the system of equations
Ui,k = U˜i,k +
2∑
l=1
Ui,lΠlU˜l,k , (2.40)
where Πk are polarization functions of the electrons,
U˜i,k =
(
2pie2
κq
)∫
dz′λk(z′)e−q|z−z
′| (2.41)
are the bare impurity-electron interactions, and
U˜k,l =
(
2pie2
κq
)∫
dz
∫
dz′λk(z)λl(z′)e−q|z−z
′| (2.42)
are the electron-electron interactions. Solving for Ui,k, we find
Ui,1 =
U˜i,1(1−Π2U˜2,2) + U˜i,2Π2U˜2,1
(1−Π1U˜1,1)(1−Π2U˜2,2)−Π1Π2U˜21,2
. (2.43)
The bare impurity interactions are straightforward to calculate from Eqs. (2.41) and
(2.42). For U˜i,1 we find
U˜i,1(q, z) =
(
2pie2
κq
)
F0(qw)
csch
( qw
2
) [
1− exp (−qw2 ) cosh(qz)] , |z| < w/2
exp(−qz), |z| > w/2 ,
(2.44)
where
F0(x) =
8pi2
x[x2 + 4pi2]
sinh
(x
2
)
. (2.45)
For U˜i,2 we find
U˜i,2(q, z) =
(
2pie2
κq
)
exp(−q|z − dw|). (2.46)
Similarly, we find for the electron-electron interactions that
U˜1,1 =
(
2pie2
κq
)
G(qw) , (2.47)
U˜1,2 =
(
2pie2
κq
)
e−qdwF0(qw) , (2.48)
U˜2,2 =
(
2pie2
κq
)
, (2.49)
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where
G(x) =
20pi2x3 + 3x5 − 32pi4(1− e−x − x)
x2(4pi2 + x2)2
. (2.50)
For the polarization functions we use the Thomas-Fermi approximation which gives
Π1 = −κqTF /2pie2 and Π2 = −κr−1s /2pie2.
Let us now examine Eq. (2.43) at different z. For simplicity, we will set w = 0 and
assume 2qdw  1, as small q give the main contribution to µq,B. For z  dw, Eq. (2.43)
with the interactions given in Eqs. (2.44)-(2.49) reduces to
Ui,1(q, z) ' 2pie
2
κqTF
, (2.51)
so that an impurity at small z is screened by the 2DEG but not by the EE. Conversely,
for z & dw we find
Ui,1(q, z) ' rse
−qz
2dw
(
2pie2
κqTF
)
, (2.52)
so that at larger z Ui,1 is suppressed by a factor 2dw/rs. For f = fc and reference
sample parameters, 2dw/rs ' 23 and the impurities at z & dw play no role.
The above discussion allows us to make two assumptions that substantially simplify
the calculations. First, we ignore EES for the impurities in the GaAs well (|z| <
w/2). Second, we ignore the impurities in the AlxGa1−xAs beyond the doping layer54
(|z| > dw). Under these assumptions, µB and µq,B can be calculated using the Born
approximation according to Eqs. (2.27) and (2.28). The scattering potential
〈|U(q)|2〉
is given by 〈|U(q)|2〉 = ∞∫
−∞
N(z)U2i,1(q, z)dz , (2.53)
where
N(z) =
N1 , |z| > w/2N2 , |z| < w/2
is the 3D concentration of impurities at a distance z from the center of the 2DEG,
N1 (N2) is the concentration of impurities in AlxGa1−xAs (GaAs), and Ui,1(q, z) is the
impurity-electron interaction with EES defined in Eq. (2.44). Performing the integration
in Eq. (2.53) yields
〈|U(q)|2〉 = (2pie2
κq
)2 [
N1
q
F1(qw, qd, qrs)
ε2(q)
+
N2
q
F2(qw)
ε20(q)
]
, (2.54)
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where
F1(x, y, z) = e
−xF 20 (x)
[
(1 + z)2 − e−2y[z(2 + z) + 4y(z + 1)]− e−4y
z2
]
, (2.55)
and
F2(x) =
1
x
(
4pi2
4pi2 + x2
)2 [
8e−x − e−2x − 7
x
+ 2(2 + e−x) +
2x2
pi2
+
3x4
8pi4
− 8x(1− e
−x)
4pi2 + x2
]
,
(2.56)
are the form factors[110] for AlxGa1−xAs and GaAs respectively, while
ε(q) =
(
1 +G(qw)
qTF
q
)(
1 +
1
qrs
)
− F 20 (qw)
qTF
q2rs
e−2qdw (2.57)
and
ε0(q) = 1 +G(qw)
qTF
q
(2.58)
are the dielectric functions with and without EES. With Eqs. (2.54)−(2.58), we can find
the coefficients A1, A2, B1, and B2 in Eqs. (2.31) and (2.32). Using the reference sample
parameters, we find A1 = 0.005, A2 = 0.10, B1 = 0.20, and B2 = 0.33.
2.7 Quantum Hall effect at ν = 5/2
In this section we would like to comment on the puzzle of the experimentally obtained
gap ∆exp5/2 of the quantum Hall effect at filling factor ν = 5/2 [7, 111, 112]. The observed
∆exp5/2 . 0.7 K is considerably smaller than the theoretical value of ∆th5/2 ' 2 K and we
would like to see if our theory can shed the light on this issue.
If in the absence of 2DEG screening the magnitude of the long range fluctuations
of the potential energy of 5/2 excitations V . ∆th5/2, they should not affect ∆
exp
5/2 as it
is determined by the classical trajectories of excitations with activation over the saddle
points[113]. However, when V  ∆th5/2 the disorder is nonlinearly screened by the
2DEG and creates large compressible islands separated by relatively narrow stripes of
incompressible liquid[114, 115]. In this case, ∆exp5/2 can be substantially smaller than ∆
th
5/2
due to the following effects[112]. First, the self-energy of charged excitations created in
the incompressible stripes is reduced by the proximity of the excitations to the metal-
like compressible islands. Second, the tunneling through the saddle points of V can now
happen at smaller distances which are comparable with the size of the excitation. Here,
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we would like to show that at f = fc the disorder is already so weak due to EES that
V ∼ ∆th5/2 and thus there is no reason to expect a substantial deficit of ∆exp5/2.
Even though at f = fc the remote donors and background impurities provide equal
contributions to µ−1q , their effective concentrations, which determine the spatial scales
of their random potentials, are different. Indeed, comparing Eqs. (2.16) and (2.12) we
can find that at f = fc EES reduces n to an effective concentration ns of randomly
positioned charged donors ns ' 0.57/d2w ≈ 6 × 109 cm−2  n. On the other hand, the
BI potential is due to impurities in the layers of width 0.5dw located on both sides of the
2DEG. For N1 ' 2 × 1014 cm−3, the two-dimensional concentration of such impurities
is nB = dwN1 ≈ 2.1 × 109 cm−2 ≈ ns/3. As a result, the spatial scale n−1/2B of the BI
potential is larger than the scale n
−1/2
s of the RI potential.
Due to their smaller spatial scale n
−1/2
s , the random fluctuations of the remote donor
potential ∼ en1/2s /κ are responsible for tunneling at a saddle point. For fluctuations
of the potential energy of the 5/2 excitations with charge e/4 this translates to V ∼
e2n
1/2
s /4κ ≈ 2 K ' ∆th5/2. Thus the compressible islands of the 2DEG should be small
and play marginal role. Then the sum of the two self-energies necessary to create two
oppositely-charged excitations should be close to ∆th5/2 and the characteristic tunneling
distance at the saddle point of V should be n
−1/2
s . This distance should be compared to
the size of the charge e/4 excitations 2lB,[112] where lB = (~c/eB)1/2 is the magnetic
length. At B = 5 T, 2lB ' 23 nm and n−1/2s is five times larger than 2lB. Thus we
expect that tunneling through saddle points plays a very weak role and there should
be a range of temperatures in which the transport is activated with no deficit[113]. Of
course, at very low temperatures one should expect that tunneling eventually becomes
important and hopping transport takes over. At f < fc, the EES is weaker so that the
amplitude of the potential energy fluctuations V is larger and leads to large compressible
islands and narrow incompressible strips which can substantially reduce ∆exp5/2[5].
Above we assumed that the random positions of donors is the only source of disorder.
As shown in the previous section, additional sources of disorder can weaken the effects
of EES and lead to the deficit of ∆exp5/2. It is therefore plausible that reduction of these
sources of disorder can lead to the increase of ∆exp5/2.
Chapter 3
Anomalous Thermodynamic
Properties of Electron
Accumulation Layer in SrTiO3
3.1 Introduction
In this chapter, we study the thermodynamic properties of accumulation layers in
SrTiO3 (STO). The contents of this chapter are a reproduction of Ref. [47]. In or-
der to describe the accumulation layer, we imagine that a concentration N of positive
charge lies at the STO surface. This charge attracts electrons to the surface, creating
the accumulation layer (see Fig. 1.3). In Ref. [42], the authors calculated the three-
dimensional (3D) electron density profile n(x) of the accumulation layer with a large
2D density N as a function of the distance x from the surface. To account for the
nonlinear dielectric response in STO they used the Landau-Ginzburg free energy ex-
pansion [43, 44] while describing the degenerate electron gas with the Thomas-Fermi
approximation [45]. They arrived at the self-consistent potential
ϕ(x) =
C1
A2/7
e
b
(
b
a
)8/7( b
x+ d
)8/7
(3.1)
and the electron density profile
n(x) =
C2
A3/7
1
b3
(
b
a
)12/7( b
x+ d
)12/7
, (3.2)
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where a = 3.9 A˚ is the lattice constant, b = ~2/m∗e2 = 0.30 A˚, m∗ = 1.8me is the
effective mass of the electron, me is the electron mass, and d is the characteristic decay
length of the electron density
d =
C3
A3/5
b
(a
b
)2/5 (
Na2
)−7/5
. (3.3)
Here C1, C2, C3 are dimensionless constants, and A is a numerical constant describing
the nonlinear dielectric response. The values of these parameters and all other numerical
constants can be found in Tab. 3.2.
We first study the low-temperature magnetization Ms and the specific heat cs per
unit area of such an accumulation layer. Because the neutrality condition
N =
∫ ∞
0
n(x)dx (3.4)
converges, one might suspect that Ms and cs are similar to that of a degenerate electron
gas in a uniform layer, with a thickness d, surface concentration N , and a bulk density
n(N) = N/d. For the purpose of comparison, we denote these quantities in the uniform
layer as M˜s and c˜s. Instead, we find that Ms and cs are strongly enhanced above M˜s
and c˜s. The reason for this is that in calculating these quantities, we must integrate the
local magnetization M(x) and specific heat c(x) per unit volume across the entire layer.
Both these quantities are proportional to the local density of states at the Fermi level,
which decreases slowly as n(x)1/3 ∝ 1/x4/7. As a result, integrating M(x) and c(x) over
the accumulation layer causes Ms and cs to diverge, and the integral must be truncated
at a large x = L. There are several possible mechanisms for the truncation, such as
the finite width of the sample W , the crossover to a linear dielectric response with a
dielectric constant κ, and the application of a back gate with negative voltage − |V | as
shown in Fig. 3.1. As a result, the magnetization Ms(L) and the specific heat cs(L) per
unit area of the accumulation layer are enhanced above their uniform layer values M˜s
and c˜s by a power law factor that depends on the truncation length L. This introduces
a power law dependence on the width W , the linear dielectric constant κ, and the
magnitude of the back gate voltage |V | depending on which mechanism is responsible for
the truncation. Similar anomalous behavior of kinetic coefficients for STO accumulation
layers dominated by surface scattering has previously been studied[46]. We emphasize
that in this paper we are only discussing thermodynamic properties of the electrons in
which the different scattering mechanisms play no role.
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(a) (b)
(c) (d)
Figure 3.1: Schematics of the density profile n(x) for an accumulation layer in STO
with a) no truncation, b) truncation by the finite sample width W , c) truncation by the
linear-nonlinear crossover, and d) truncation by the back gate voltage V . Here x is the
distance from the surface. The dotted line in b), c), and d), correspond to the density
profile without truncation.
The second half of the paper describes the capacitance formed between the accu-
mulation layer and a back gate located at the x = W edge of the sample. When the
magnitude of the voltage |V | is small, the capacitance can be described with the usual
Debye screening radius and an effective dielectric constant determined by the electric
field E(W ) at the sample edge. We find that the capacitance in this region is approx-
imately constant with respect to the back gate voltage. However, when the voltage is
increased beyond the limit of the Debye theory, the electrons are confined to a region
of thickness LV as measured from the x = 0 surface, leaving a fully depleted region of
size W − LV near the back gate. We show that the capacitance in this limit can be
described with an effective width W + βLV and a dielectric constant κ(V ) ∝ V −2/3
that changes with the back gate voltage. What is surprising is that the coefficient β
is positive, leading to an effective width larger than the width of the sample. As we
explain in detail below, this counterintuitive result comes from a combination of the
dependence of LV on V and the dependence of the dielectric constant on LV .
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3.2 Magnetization
Let us explore the magnetization of an STO accumulation layer. We assume that the
magnetic field is applied perpendicular to the surface, and is weak in the sense that
µBB  kBT , where µB = |e| ~/2mec is the Bohr magneton, T is the temperature,
and kB is the Boltzmann constant. We know that under these conditions there are two
contributions to the magnetization of a degenerate electron gas; the paramagnetic effect
from the spins of the electrons and the diamagnetic effect due to the orbital motion of
electrons in the applied magnetic field.
First let us discuss Pauli paramagnetism within the accumulation layer.[44] In the
weak field limit (µBB  EF ) the magnetization per unit volume is given by
M = µ2BBg(n) (3.5)
where g(n) is the density of states at the Fermi level defined in Eq. (1.7). This formula
has a very simple interpretation. The Zeeman splitting of the different spins gives rise
to an additional occupancy of electrons whose spin is aligned with the magnetic field.
In the weak field limit, the response is linear, so that each electron within an energy
range µBB of the Fermi level contributes a moment µB to the magnetization. The
total density of electrons that contribute is then µBBg(n), giving rise to Eq. (3.5). It is
important to note that Eq. (3.5) is valid both in the uniform layer and the accumulation
layer, so long as we identify n = n(x) as the bulk density at a distance x from the
surface, and M = M(x) as the magnetization per unit volume at the distance x.
In order to calculate the total magnetization per unit area Ms, M(x) must be inte-
grated over the entire layer:
Ms =
∫ ∞
0
M(x)dx. (3.6)
Using this definition, we now discuss how Ms differs between the uniform layer and
the accumulation layer. In the case of a uniform layer of thickness d and bulk density
n(N) = N/d, Eq. (3.6) shows that the magnetization is
M˜s = α
3
2
µ2BB
N
EF (N/d)
, (3.7)
where EF (N/d) is the Fermi energy of a uniform layer with bulk density N/d. Addi-
tionally, we have introduced a correction factor α < 1 to account for the diamagnetic
contribution(see below).
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When the layer is not uniform, we use Eq. (3.2) for the local density. The magneti-
zation of the accumulation layer is then found to be
Ms ∝
∫ ∞
0
1
(x+ d)4/7
dx. (3.8)
We see that the integral diverges as x3/7 for large x, and so we truncate the integral at a
value x = L. With this truncation the leading order contribution to the magnetization
per unit area is given by Eq. (1.8).
The truncation length L can be a result of i) the finite width of the sample, ii)
truncation due to the transition to a linear dielectric response, and iii) the application
of a back gate to the layer. The details of each truncation mechanism will be discussed
individually below and the smallest of these values is to be substituted into Eq. (1.8).
Finite Sample Width. In a sample with a very small width, such as GTO/STO/LSAT
heterostructures with an STO layer of widthW , the truncation is due to the finite sample
width. Here LSAT stands for (LaAlO3)0.3(Sr2AlTaO6)0.7 In this case the magnetization
is given simply by
Ms(W ) = C4M˜s
(
W
d
)3/7
. (3.9)
For symmetric quantum wells such as GTO/STO/GTO with an STO layer of width
W , an accumulation layer forms on each GTO/STO interface and the density profile is
symmetric about the center of the well[116]. When W > 8a = 3.2 nm, these accumu-
lation layers are essentially separate and one can calculate the magnetization using the
above method for each of the layers, using a truncation length of W/2 instead of W .
Transition to linear dielectric response. Within the layer, the electric field decays
with increasing x as 1/x15/7. As a result the field at large x becomes so small that the
dielectric response of the STO sample becomes linear with a large dielectric constant κ.
It has been shown in Ref. [46] that this crossover occurs at a distance
Lκ = C5bκ
7/10
(a
b
)2/5
(3.10)
where C5 is a numerical constant[46]. Substituting this into Eq. (1.8), the magnetization
of the layer becomes
Ms(κ) = C6M˜s
(
b
d
)3/7 (a
b
)6/35
κ3/10 (3.11)
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where C6 is a numerical constant.
Truncation by the back gate voltage. In an STO sample of width W , a back gate
can be used to apply a voltage V to the gas and alter the structure of the layer. When
V < 0 electrons are repelled away from the back gate1 . Let us assume that n(x)
vanishes at x = LV , and that LV  W , where W is the width of the STO sample.
Then we can think that the magnitude of the back gate electric field is Ex = |V | /W .
Conversely, we mentioned before that the electric field within the accumulation layer
Ex = −dϕ/dx decays like 1/x15/7, where ϕ(x) is given by Eq. (3.1) . The length LV
can then be defined as the distance in which these two electric fields are equal and we
find
LV = γb
(
b
a
)8/15( |V | b2
eW
)−7/15
. (3.12)
Here we have introduced a numerical constant γ which cannot be determined from
the qualitative description above. A numerical calculation using the Thomas-Fermi
approach finds γ ≈ 3.94, and the details of the procedure are described in Appendix.
Using LV as the truncation length in Eq. (1.8), we arrive at the magnetization as a
function of back gate voltage
Ms(V ) = C7M˜s
(
b
d
)3/7( b
a
)8/35( eW
b2 |V |
)1/5
(3.13)
where C7 is a numerical constant.
Diamagnetism. Now we address the correction factor α due to the diamagnetic
effect. In a uniform system, this effect leads to the well known value −(1/3)M˜s, with
one major difference. Because the diamagnetic effect is a result of the orbital motion, we
must use the effective mass m∗ instead of the bare electron mass me in the definition of
the magnetic moment µB = |e| ~/2m∗c. Because M˜s ∝ µ2B, we find that the correction
factor α is then given by
α = 1− 1
3
(me
m∗
)2
. (3.14)
In the case of STO, we use the fact that m∗ = 1.8 me and find that α ≈ 0.90.
1 When V > 0 extra electrons are brought to STO. They form an accumulation layer at the interface
with a gate, similar to the symmetric wells GTO/STO/GTO As a result the magnetization and specific
heat will grow with V and in the symmetric case are enhanced by a factor 24/7 compared to when V = 0
and the truncation was by the finite sample width W .
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Truncation cs(L)
Finite Sample Width W C4c˜s
(
W
d
)3/7
Crossover to Linear Dielectric Constant κ C6c˜s
(
b
d
)3/7 (a
b
)6/35
κ3/10
Back gate Voltage V C7c˜s
(
b
d
)3/7( b
a
)8/35( eW
b2 |V |
)1/5
Table 3.1: Specific heat per unit area cs of the STO accumulation layer for the different
truncation mechanisms. Here c˜s is the specific heat per unit area of a degenerate gas in
a uniform layer of thickness d and bulk concentration N/d, W is the width of the STO
sample, κ is the linear dielectric constant of STO, and V is the back gate voltage. C4,
C6, and C7 are numerical constants.
3.3 Specific Heat
The specific heat per unit volume of a uniform gas at low temperatures is known to
depend linearly on the temperature and described by the formula
c =
pi2
3
k2BTg(EF ). (3.15)
This equation is similar in nature and interpretation to that of the magnetization for a
uniform gas, with µBB replaced by kBT .
Just as before, in order to describe the specific heat of the accumulation layer,
Eq. (3.15) must be expressed through its local value and integrated over the entire
layer. Because the only dependence on position enters through the density of states,
the divergence of the integration is identical to that of the magnetization. Therefore, it
can easily be shown that the specific heat of the accumulation layer is given by
cs(L) = C4c˜s
(
L
d
)3/7
, (3.16)
where c˜s = (pi
2/2)k2BTN/EF (N/d) is the specific heat per unit area of the uniform layer
of thickness d and bulk density N/d, C4 is the same numerical constant that appears in
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Eq. (1.8), and L is the truncation length. The truncation mechanisms discussed in the
previous section are the same for the specific heat leading to the results in Tab. 3.1.
3.4 Back Gate Capacitance of Thin STO Samples
In the previous sections we have discussed the effect of the long tail of n(x) on various
thermodynamic quantities, and found that the magnetization and specific heat are en-
hanced by a factor proportional to L3/7. In principle the dependence of Ms and cs on
the truncation length can be used for an experimental study of the tail of the distribu-
tion. Here we would like to describe how the capacitance as a function of the back gate
voltage may also be used to study the tail of the distribution. A similar study of the
quantum capacitance of the accumulation layer has previously been suggested as a tool
to measure the characteristic length d of the layer[42]. Earlier negative compressibility
in LAO/STO structures was discovered by capacitance studies[117, 118].
In the following dicussion we assume that prior to the application of the back gate
the tail is truncated by the sample width W . Let us now imagine that a negative back
gate voltage − |V | is applied to the STO sample by a metallic gate mounted on the
x = W edge. Let us further assume that part of the tail has been depleted so that the
length of the layer is LV  W , where LV is defined in Eq. (3.12). This means that
the back gate has “stolen” a small amount of electrons and acquires a negative charge
−σ while leaving a net positive charge σ = e(N − ∫ LV0 n(x)dx) on the STO side as
illustrated in Fig. 3.2. Thus a capacitor is formed between the accumulation layer and
the back gate with charge σ, voltage V , and the inverse differential capacitance per unit
area C−1 = dV/dσ.
In order to calculate the differential capacitance C−1, we must first relate the po-
tential V across the capacitor to the charge per unit area σ. We proceed as follows.
The region between the plates is fully depleted of electrons. As a result, the electric
field E within this region is given by E = |V | /(W − LV ). Additionally, we know
from Gauss’s law that the displacement field D is such that D = 4piσ. Using the
Landau-Ginzburg description of the dielectric response of the STO lattice, one finds
that E = AD3/((4pi)3P 20 ) where P0 = e/a
2 is the characteristic polarization of STO.
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Figure 3.2: Schematic image of the STO layer of width W with a back gate at a negative
voltage (right side). The back gate depletes the accumulation layer, so that the electron
gas shown in blue (grey) lies in a region of size LV and a depletion layer of size W −LV
is created. A small number of electrons are “stolen” by the back gate resulting in a
negative surface charge −σ, while the left side (dotted box) gains a net positive surface
charge σ and forms a capacitor with the back gate.
Combining these three equations we find that
A
σ3
(e/a2)2
=
|V |
W − LV . (3.17)
Taking the derivative dV/dσ, we find
C−1 ' 3A σ
2
(e/a2)2
(W − LV )−AdLV
dσ
σ3
(e/a2)2
. (3.18)
Using Eq. (3.17) with Eq. (3.18) and keeping only the first order in LV /W , we find
C(V ) to be
C−1(V ) =
4pi
κ(V )
(W + βLV ), (3.19)
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where β = 2/15 and
κ(V ) =
4pi
3
(
A1/2 |V | a2
We
)−2/3
(3.20)
is the dielectric constant when the accumulation layer is fully depleted.
We see from Eq. (3.19) that the correction to first order in LV increases the effec-
tive width. The fact that this correction is positive may seem counterintuitive as the
effective thickness of the capacitor becomes larger than the sample width W . However,
we see from Eq. (3.18) that this is not the real width of the capacitor. Instead the
positive correction comes from the combined dependence of LV on the charge σ and the
dependence of the dielectric constant on LV to give an overall positive correction to the
main term of order W . If one wishes to verify Eq. (3.19) and the positive correction, one
may plot [4piCV /κ(V )]
−1 −W vs. V and examine whether it agrees with the |V |−7/15
behavior given by Eq. (3.12).
If the applied voltage is sufficiently small so that LV = W then there is no fully
depleted region. Instead we can linearize the small depletion of the layer around the
density n(W ) at the right edge of the sample. The capacitance is then given by the
familiar expression
C−1 =
4piRD
κeff
(3.21)
where
R2D =
κeff
4pie2g(W )
(3.22)
is the Debye screening radius, g(W ) is the density of states at x = W , and κeff =
(1/3)D/E is the effective dielectric constant defined by the derivative δD/δE at the
right edge. Using E = AD3/((4pi)3P 20 ), E = −dϕ/dx with ϕ(x) from Eq. (3.1), we find
κeff =
Cκ
A1/7
(
b
a
)4/7(W
b
)10/7
(3.23)
where Cκ is a numerical coefficent. Combining Eq. (3.23) with g(W ) = g(n(W )) from
Eq. (1.7), we find that
C−1 = C8
4piW
κeff
(3.24)
where C8 is a numerical coefficient. If we compare Eq. (3.24) with our earlier expression
Eq. (3.19), we see that as the magnitude of the voltage is decreased, the capacitance first
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grows, and then saturates at a constant value related to the electron density n(x) near
the sample edge. Therefore measurements of the peak capacitance near zero voltage
allow for a study of the tail of the density distribution.
Let us discuss in more detail the necessary conditions for this to be observed. In
the above discussion, we assumed that the truncation prior to the application of the
back gate was by the sample width W . This need not be the case, as when the sample
width becomes too large the main truncation will be due to the crossover to a linear
dielectric response. This does not change any of the results, so long as we require that
LV  Lκ whenever W is too large. We can estimate the maximum size of the sample
from Eq. (3.10), where we find that Lκ ≈ 328 nm. From this we can use Eq. (3.12) and
equate it to the min(Lκ,W ) to find the minimum voltage needed to observe the effects
of the back gate. Samples such that W  Lκ have been studied and their capacitance
qualitatively agrees with our above predictions[39].
3.5 Discussion
Effective Mass: In the above discussion we have assumed that the band structure of
STO near the bottom of the conduction band consists of a single isotropic band with
an effective mass m∗. In truth near the conduction band bottom of STO are three
degenerate bands formed by xy, xz and yz Ti d-orbitals. This degeneracy is lifted by
the spin-orbit interaction and results in two low energy bands that are nearly degenerate
and a higher energy band offset by 20 meV[119]. The mass m∗ used in the single band
Thomas-Fermi approximation comes from the total density of states of all three bands
at the Fermi surface. When EF  20 meV or equivalently n > 1019 cm−3 all 3 bands
contribute to m∗. At smaller concentrations, the high energy band is empty and no
longer contributes to the density of states. This will slightly lower m∗. This minor
difference in m∗ does not affect the dependence of the magnetization and specific heat
on W , κ, and V and instead only changes the parameter b in all formulas.
Rashba Interaction: The Rashba spin-orbit interaction due to the breaking of in-
version symmetry at the interface has been measured in LAO/STO gated structures.
This interaction is characterized by the Rashba parameter αR which is proportional
to the electric field E[120]. Near the surface where the field is largest it results in a
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splitting between bands by an amount ∆ = 2αRkF ' 10 meV at surface concentrations
N = 4.5× 1013 cm−2. At such concentrations the Fermi energy EF (0) = 18 meV & 10
meV, so that near the surface the Rashba spin-orbit interaction is marginally small.
Far from the surface in the tail of the electron density, which is most important for
our results, ∆  EF . The reason for this is that even though the local Fermi energy
EF (x) ∝ x−8/7 at large x, the electric field E ∝ x−15/7 and kF ∝ x−4/7. Therefore
∆/EF ∝ x−11/7 and the splitting quickly becomes irrelevant.
Bulk Fermi level : Above we have assumed that the bulk of STO is lightly doped by
donors, so that the bulk Fermi level lies near the bottom of the conduction band and
the density of electrons tends to zero at large x. Actually, bulk STO is believed to be
heavily compensated so that Fermi level in the bulk is in the middle of the gap[121].
This does not affect the structure of the accumulation layer as the Fermi level does not
acquire its bulk value until distances comparable to the screening radius of thermally
activated carriers which is exponentially large at low temperatures.
3.6 Calculation of the numerical constant γ in the back
gate truncation length
Eq. (3.12) was derived from a qualitative argument in which the electric fields from
the back gate and the accumulation layer were matched. While this procedure should
produce the correct scaling behavior, it is not reasonable to expect an accurate numerical
coefficient in this way. In order to calculate the coefficient γ, we instead use the Thomas-
Fermi approximation in which the self consistent potential ϕ(x) is found to satisfy
d
dx
(
d
dx
ϕ
e/b
)1/3
=
23/2
3pi2
A1/3
b4/3
(a
b
)4/3( ϕ
e/b
)3/2
, (3.25)
where b = ~2/m∗e2 ≈ 0.30 A˚ has been introduced and A = 0.9[42]. This equation was
derived for the case of no back gate. In order to account for a back gate with voltage
− |V |applied to the sample, we simply change ϕ → ϕ − |V | in Eq. (3.25) In order to
prepare for numerical calculations, it is useful to rewrite Eq. (3.25) in a dimensionless
form. Using y = x/b and χ = (ϕ− |V |)/(e/b), we can write this as
d
dy
(
dχ
dy
)1/3
= θχ3/2, (3.26)
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where θ = 23/2A1/3(a/b)4/3/(3pi2). It can be verified that this equation can be integrated
to find
dχ
dy
= −
(
8
5
θχ5/2 + g1
)3/4
(3.27)
where g1 is a constant of integration that can be related to the electric field at LV in
the following way. We assume that the electrons only occupy a region 0 < x < LV , and
so the density profile n(x) vanishes at LV . Within the Thomas-Fermi approximation,
we assume that the density is such that ~2(3pi2n)2/3/2m∗ = e(ϕ − |V |), from which it
follows that n(x) ∝ χ3/2. Therefore, χ must also vanish at LV . From this and Eq.
(3.27), it immediately follows then that
g1 =
(
dχ
dy
)4/3 ∣∣∣∣
LV
. (3.28)
Because χ is the dimensionless form of the electric potential, it follows that −dχ/dy is
the electric field E in units of e/b2, and so g1 = E
4/3 in units of e/b2.
Now that we understand the meaning of g1, we can find γ as follows. We first guess
a value of E(LV ). Once we make this guess, then we know both g1 and the value of
χ at LV , and so χ is uniquely defined. Eq. (3.27) may then be used to numerically
integrate from LV to any other value of y. In particular, we know what the value of the
electric field is at x = 0 where it must match the electric field of the positive charges
near the surface given by (Eq. (3.4)). So we may perform the integration until the value
of dχ/dy = A(Nb2)3(a/b)4. If we track the change in y during this procedure, we can
find LV /b for this particular choice of E(LV ). We can then repeat this process many
times in order to generate a curve of LV vs. E(LV ). Once this curve is obtained, we fit
the data to the equation
LV = γ
(
b
a
)8/15
E
−7/15
V (3.29)
where we have assumed the dependence of LV on b/a and EV from Eq. (3.12) and
LV and EV are in units of b and e/b
2. Performing this procedure at a concentration
N = 1014 cm−2 gives us γ = 3.94. Performing this at concentrations N = 3×1014 cm−2
does not change this value within the precision of our calculation.
3.7 Table of coefficients
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C1 C2 C3 C4 C5 C6 C7 A
5.8 1.3 2.4 2.1 3.9 3.7 3.7 0.5-1.5
Table 3.2: Values of the numerical coefficients for the Eqs. in the text.
Chapter 4
Electron Accumulation Layer in
Ultrastrong Magnetic Field
4.1 Introduction
The contents of this chapter are a reproduction of Ref. [48]. When a degenerate electron
gas at low temperature T is subjected to an ultrastrong magnetic field, its properties
undergo dramatic changes. Particularly, when the external field B is so strong such
that
~ωc  EF  kBT, e
2n1/3
κ
, (4.1)
the cyclotron energy becomes the dominant energy scale in the system. Here ωc =
eB/m∗c is the cyclotron frequency, m∗ is the effective mass, EF ≈ ~2n2/3/2m is the
Fermi energy at B = 0, kBT is the thermal energy, κ is the dielectric constant, and n
is the three dimensional concentration of electrons. When Eq. (4.1) is satisfied, we say
that the system is in the “extreme quantum limit” (EQL).
Under the influence of a magnetic field B, the kinetic energy of electrons in the
direction perpendicular to B is quantized into Landau levels. In the EQL, the gap
between adjacent levels becomes very large and electrons occupy the lowest Landau
level only. As a result, the energy of the electron gas depends only on the momentum
in the direction parallel to B, creating a quasi-one-dimensional state. It has been
proposed that under such conditions, various instabilities such as charge density waves,
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spin density waves, or Wigner crystallization occur[122, 123, 124, 125].
We repeat the conditions under which the EQL can be reached. From Eq. (4.1),
it follows that in order for the gas to remain metallic, one must have na3B  1. Here
aB = κ~2/m∗e2 is the effective Bohr radius of the material. Additionally, the strong
magnetic field condition, ~ωc  EF , requires nλ3  1, where I have introduced λ =√
~c/eB as the magnetic length. Combining na3B  1 and nλ3  1, we find that in
order to reach the EQL, we require λ aB.
Possibly the most ideal material in which the EQL may be reached is bulk (STO),
due to the large dielectric constant κ = 2×104, at liquid helium temperatures.[126, 127]
As a result, the Bohr radius of STO becomes aB = 700 nm. Several studies of the bulk
magnetic properties of the material have been conducted[128, 129, 130, 131], but despite
such effort the EQL in bulk STO have not met much success, presumably due to disorder
effects[131].
In this chapter, we study the conditions under which one can observe the EQL in
electron accumulation layers in semiconductors with a given dielectric constant κ and
Bohr radius aB. Such an accumulation layer can be created in many ways. One example
already mentioned is the polar catastrophe in LAO/STO heterostructures which creates
an accumulation layer at the interface. Other common techniques include ionic liquid
gating[132] of the semiconductor surface and δ-doping by donors in the bulk of the
sample[133]. In all such cases the end result is an external electric field E along the
direction perpendicular to the surface that causes electrons to accumulate near the
surface. We can always relate E to the surface concentration N of electrons in the
accumulation layer by
E =
4pieN
κ
. (4.2)
In our discussion below, all results are expressed through the surface concentration N
rather than the external field E.
Within the EQL phase we calculate the Thomas-Fermi profiles of the electron density
and electostatic potential as a function of the distance from the surface. By comparing
the parameters found in the EQL metal with those of the quasi-classical metal (M),
we determine the strength of the magnetic field at which the electrons enter the EQL.
On the other end, these parameters are compared to those of the Wigner crystal (WC)
phase at a large magnetic field to find the upper limit of the magnetic field at which
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Figure 4.1: Phase diagram of the electron gas for B ⊥ E in the dimensionless plane of
B/B0 and the surface concentration Na
2
B plotted in a log-log scale. The regions are the
quasi-classical metal (M), the metallic EQL phase (EQL), and the insulating Wigner
crystal state (WC). The dashed line indicates the ratio Bmax/B0 in STO, while the
dotted line is the same quantity in InSb. See Eqs. (4.3), and (4.4) in the text for the
definitions of B0 and κ˜.
the EQL metal is still valid. Fig. 4.1 summarizes our results for the case of B ⊥ E as a
phase diagram in dimensionless units of B/B0 and Na
2
B. Here
B0 = m
∗2e3c/(κ2~3) (4.3)
is the magnetic field such that λ = aB. To preserve the universality of Fig. 4.1 for
different semiconductor parameters, we introduce the material specific constant
κ˜ =
κme
m∗
. (4.4)
In this notation, B0 = (2.5× 105) κ˜−2 T.
Let us discuss what is achievable experimentally. The strongest static magnetic
fields available in laboratories are approximately Bmax ' 45 T, from which it follows
that
Bmax/B0 ≈ 1.8× 10−4 κ˜2 (4.5)
Given the values of κ and aB in STO at liquid helium temperatures, we find κ˜ = 1.3×104,
and so Bmax/B0 ≈ κ˜, while for InSb, κ˜ = 1.1× 103 and Bmax/B0 ≈ κ˜3/4. These values
are indicated in Figs.4.1 and 4.2 by the dashed and dotted lines respectively.
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Below we focus on STO. Fig. 1.4 presents that phase diagram for B ⊥ E in STO
at liquid helium temperatures. The lower EQL border defined by Eq.,(4.18) intersects
Bmax in STO at a concentration N ' 8× 1012 cm−2. Surface concentrations as low as
1× 1012 cm−2 with high mobility have been achieved in modified LAO/STO interfaces
and δ-doped STO,[134, 135] so that the lower critical magnetic field is reachable. Addi-
tionally, this range of surface concentrations N = 1× 1012− 8× 1012 cm−2 corresponds
to bulk concentrations N/d ranging between 3 × 1017 cm−3 and 1 × 1018 cm−3, where
according to the data a reasonably large mobility can be maintained making the EQL
achievable in this range of concentrations. Here d is the characteristic width of the
accumulation layer.
4.2 Thomas-Fermi Theory of the Accumulation Layer
4.2.1 Quasi-classical Metal
In an accumulation layer, an electric field E applied perpendicular to the the surface
causes electrons to accumulate with a three-dimensional concentration n(x), where x is
the distance measured from the surface. Here we assume that the semiconductor is such
that the Fermi level in the bulk of the material lies at the bottom of the conduction
band, and the electron concentration tends to zero at large distances. This can be true
if the semiconductor is lightly doped by donors. This problem was first solved in the
absence of a magnetic field by Frenkel,[49] and we repeat his argument below.
In order to find the density profile, we make use of the Thomas-Fermi approach in
which the local potential ϕ(x) is related to the local chemical potential µ(x) such that
eϕ(x) + µ(x) = εF = 0. In a normal metal, the chemical potential is related to the
density such that
µ0(x) =
~2
2m∗
[3pi2n0(x)]
2/3. (4.6)
When the dielectric response is linear, the potential and density are related through
Gauss’s law, such that
d2ϕ0
dx2
=
4pie
κ
n0(x). (4.7)
Combining Eqs. (4.6) and (4.7) with the above equilibrium condition, we obtain the
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Thomas-Fermi Equation
d2
dx2
(
ϕ0
e/aB
)
=
27/2κ1/2
3pia2B
(
ϕ0
e/aB
)3/2
. (4.8)
The solution of this equation that satisfies the condition limx→∞ ϕ(x) = 0 is known to
be
ϕ0(x) = C1
e
κ
a3B
(x+ d0)4
, (4.9)
and the associated density is
n0(x) = C2
a3
(x+ d0)6
(4.10)
where C1 = (225pi
2/8) ' 278 and C2 = (1125pi/8) ' 442.
To determine the characteristic width d0, we use the definition of the two-dimensional
electron density
N =
∫ ∞
0
n(x)dx. (4.11)
Combining Eqs. (4.10) and (4.11) we find that for the quasi-classical metal
d0 = C3aB
(
1
Na2B
)1/5
, (4.12)
where C3 = (225pi/8)
1/5 ' 2.45.
4.2.2 Extreme Quantum Limit
The main purpose of this chapter is to understand how the above distribution changes
when the gas is subjected to such strong magnetic fields that it is in the EQL.
As stated above, when in the EQL, the kinetic energy in the direction perpendicular
to the field is quantized and electrons occupy the lowest Landau level. This means that
the density of electrons in the direction perpendicular to the field is fixed by the density
of the lowest Landau level 1/(2piλ2). In addition, the magnetic field aligns the spins
in the direction of the field, lifting the spin degeneracy. The remaining direction has
a density determined by the wavevector k. We can relate the maximum value of this
wave vector to the three dimensional density of electrons by(
k
pi
)
1
2piλ2
= n(x). (4.13)
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As a result, the local chemical potential changes from Eq. (4.6) to
µ(x) =
~2
2m∗
[2pi2λ2n(x)]2. (4.14)
Proceeding in the same way as before, we arrive at the EQL Thomas-Fermi equation
d2ϕ
dx2
=
23/2e1/2
pi(λ4κaB)1/2
ϕ1/2. (4.15)
The solution gives the potential
ϕ(x) = C4
e
κaB
(x− d
λ
)4
λ4
, (4.16)
and density as
n(x) = C5
(x− d
λ
)2
aBλ4
, (4.17)
where C4 = 1/(18pi
2) ' 0.006 and C5 = 1/(6pi3) ' 0.005. Using Eq. (4.11), the
characteristic width is determined to be d
λ
= C6(NaBλ
4)1/3 where C6 = (18pi
3)1/3 '
8.23.
This result is valid when d
λ
< d0. We find then that the magnetic field compresses
the accumulation layer closer to the surface. Equating Eqs. (4.12) and (1.13), and going
back to the magnetic field, we find that the EQL is achieved when
B > Bc1 = C7B0(Na
2
B)
4/5, (4.18)
where C7 = (C6/C3)
3/2 ≈ 6.15. If B0 < B < Bc1, n(x) obeys Eq. (4.10) until µ(x) = ~ωc
where the gas enters the EQL. The distance from the surface at which this occurs is
given by
xλ ≈ (λaB)1/2. (4.19)
At this distance, the remaining electrons are in the EQL and the electron density is
sharply cut off.
We emphasize that the direction of the magnetic field has played no role in our dis-
cussion so far. Therefore, we see that our boundary given by Eq. (4.18) is independent
of the field direction. This line is shown in both Fig. 4.1 and Fig. 4.2. For B  Bc1,
these diagrams lose their universality and we discuss them separately in the following
section.
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Figure 4.2: Phase diagram of the electron gas for B ‖ E in the dimensionless plane
of B/B0 and the surface concentration Na
2
B plotted in a log-log scale. The regions
are the quasi-classical metal (M), the metallic EQL phase (EQL), and the insulating
Wigner crystal state (WC). The dashed line indicates the ratio Bmax/B0 in STO, while
the dotted line is the same quantity in InSb. See Eqs. (4.3), and (4.4) in the text for
the definitions of B0 and κ˜. Numerical values of N and B for STO at liquid helium
temperatures can easily be recovered from comparison of Figs. 1.4 and 4.1.
4.3 Phase Diagrams for different Magnetic field directions
Below we address the role of the magnetic field direction and complete the phase dia-
grams Figs. 4.1 and 4.2. Let us assume that the electric field is strong enough such that
Na2B > 1. The Thomas-Fermi approximation is only valid as long as the electrons can
be treated semiclassically. We can make this condition quantitative by requiring that
1
pi
∫ ∞
0
kx(x)dx > 1 (4.20)
which is a generalization of the 1d particle in a box. This condition depends on the
direction of the magnetic field relative to the electric field, and so below we consider
separately the two cases B ‖ E and B ⊥ E.
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Figure 4.3: (Color Online) Schematic of the electron structure in the WC phase for
B ‖ E. Each electron (red/dark grey) forms a cylinder of radius λ oriented along the
direction of the magnetic field on the surface (yellow/light grey) inside the semiconduc-
tor.
4.3.1 Magnetic Field Parallel to Electric Field
When B ‖ E, kx(x) = 2pi2λ2n(x). From this we find that the approximation breaks
down when
B = Bc2 = B0(2piNa
2
B). (4.21)
This is the boundary between regions EQL and WC in Fig. 4.2. As the magnetic field is
increased beyond this value, the Thomas-Fermi approximation becomes invalid every-
where. Instead, the electron gas forms a WC consisting of single electron cylinders of
radius λ and height L (see Fig. (4.3)). The height of the cylinders can be determined
as follows. At the border Bc2, the electron gas is confined to the first sub-band of a
triangular potential well. The kinetic energy is then
K =
~2
2mL2
(4.22)
while its potential energy is U = eEL/2, where E is related to N by Eq. (4.2). Equating
the kinetic and potential energies we find that
L = (aB/2piN)
1/3. (4.23)
The height of the cylinders L should agree parametrically with the size of the accu-
mulation layer d
λ
along the EQL-WC phase boundary Eq. (4.21). Let us confirm this.
Along the boundary, we know that Eq. (4.21) gives N = 1/λ2, so that L = (λ2a)1/3. If
instead we are coming from the EQL region, we find that d
λ
= (λ2aB)
1/3.
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Eq. (4.23) is the same as the width of the first sub-band wave functions obtained
for an inversion layer in an electric field E.[136, 137] However, contrary to the inversion
layer where electrons are delocalized in the plane perpendicular to the field E, electrons
here are strongly localized by the magnetic field in a cylinder of size λ. This is also the
simplest case of quantum screening[138, 139, 140].
4.3.2 Magnetic Field Perpendicular to Electric Field
If B ⊥ E, kx = 1/λ. As a result, we find instead of Eq. (4.21) that the Thomas-Fermi
approximation fails when B > B0(Na
2
B)
2. We show below that the EQL phase forms a
WC at a somewhat smaller field
Bc3 ≈ B0(Na
2
B)
2
(ln(Na2B))
2
. (4.24)
This is the boundary given in Fig. 4.1.
The structure of the WC phase for B ⊥ E is markedly different than when B ‖ E.
We can imagine the electrons as cylinders of radius λ oriented along B which lie on
their sides in the plane of the surface (See Fig. 1.5).
To describe the WC, one can imagine that E is replaced by a uniform positive
surface charge density eN which is partitioned into Wigner-Seitz (WS) cells with charge
e, length L, and width w = 1/NL so that each cell contains exactly one electron. We
assume that the energy of each WS cell is approximately given by the sum of the kinetic
energy Eq. (4.22), and the electrostatic energy U = −(e2/κL) ln(NL2). Optimization
of this energy with respect to L gives
L ' aB
ln(Na2B)
. (4.25)
As the magnetic field is reduced, it is natural to assume that the WC-EQL transition
occurs when the electron is the same size as the WS cell. Setting w = λ, and using
Eq. (4.25), we arrive at the border Eq. (4.24). We see that the logarithmic term in the
denominator of Eq. (4.24) resembles those obtained previously for the metal-insulator
transition in the bulk of a doped semiconductor in a strong magnetic field.[141, 139]
Up until now our theory is generic and is valid for any semiconductor material with a
linear dielectric constant. In STO, however, the dielectric response becomes nonlinear at
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sufficiently high surface concentrations.[42] It was shown the dielectric response becomes
nonlinear when
Na2B = Nc1a
2
B =
1√
κ
(
aB
a0
)2
≈ κ˜3/2. (4.26)
Here a0 ' 3.9 A˚ is the lattice constant in STO. We see in Figs. 4.1 and 4.2 that at
this concentration, Bmax is such that the gas is still in region M, where the magnetic
field only acts to cut the tail of the distribution. Thus, the EQL phase is unachievable
experimentally when the dielectric response is nonlinear and so we limit Figs. 4.1 and
4.2 to Na2B < κ˜
3/2.
4.4 Magnetocapacitance
In this section we calculate the capacitance of an accumulation layer as a function of
the magnetic field for all phases. Our results can be used as tools for an experimental
study of Figs. 4.1 and 4.2. For the setup we imagine that the accumulation layer is
either created by the electric field of a metallic gate, or by a built in electric field E to
which a metallic gate adds a relatively small field E’. Examples of such devices include
the gating of an intrinsic semiconductor by an ionic liquid and the application of a
metallic gate to the top LAO surface in the LAO/STO heterostructure. In both cases
one can study the differential capacitance per unit area C = d(eN)/dV , where V is the
gate voltage. The inverse capacitance C−1 may be written as the sum of the inverse
geometrical capacitance and the inverse quantum capacitance
C−1q =
4pidq
κ
. (4.27)
Below we calculate dq for our phases M, EQL, and WC in both B ‖ E and B ⊥ E cases.
Let us discuss some of these results. In Sec.4.2 the Thomas-Fermi potential profiles
were found for the metallic M and EQL phases. From Eq. (4.9), we find that in region
M the potential difference from x = 0 to x =∞ at a given concentration is
ϕ(N) = pi
(
225pi
8
)1/5 e
κaB
(Na2B)
4/5. (4.28)
Taking the derivative dϕ/dN and using Eq. (4.27), one finds
dq(M) =
d0
5
. (4.29)
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In the EQL we know that the potential is instead given by Eq. (4.16) where dλ is
given by Eq. (1.13). Proceeding in the same way, we find that the EQL changes the
capacitance to
dq(EQL) =
dλ
3
. (4.30)
Eqs. (4.29) and (4.30) are not surprising. In both cases, dq is the width of the accu-
mulation layer in the direction of the electric field E, up to some numerical prefactor.
To put another way, the effective width of the quantum capacitor is the width of the
accumulation layer.
In order to find the point at which the capacitance transitions from that of the
quasi-classical metal to the EQL metal, we equate Eqs. 4.29) and (4.30). We find then
that the EQL becomes observable in capacitance measurements at B′c1 = (5/3)3/2Bc1,
which is slightly larger than Eq. (4.18). At this field we should see the effects of the
EQL begin to emerge, and so we use this as the field at which the gas transitions.
Eqs. (4.29) and (4.30) are valid for both B ‖ E and B ⊥ E cases. As the magnetic
field is increased, the two cases separate because of their different WC structure. We
first discuss the B ‖ E case. As the magnetic field is increased, we see from Eq. (4.30)
that dq will decrease. When B = Bc2 (Eq. (4.21)), a Wigner transition occurs and
the gas enters the WC region. In this state, the width of the accumulation layer in
the direction of E is approximately given by Eq. (4.23) and no longer depends on the
magnetic field. In order to find the value of the capacitance, we combine Eqs. (4.21)
and (4.30) and find
dq(WC‖) = C8
aB
(Na2B)
1/3
(4.31)
where C8 = (pi/6)
1/3 ≈ 0.81.
When B ⊥ E the transition to the WC phase happens at a much larger B given
by Eq. (4.24). At this value of the field, the width of the accumulation layer is such
that dq ∼ 1/NaB. If the field is increased further, then dq continues to decrease as the
negative energy due to correlation effects of the WC begin to dominate[104]. However at
such large fields, the distance between electrons may become comparable to the distance
between the WC and the gate, and the coupling of electrons to their image charge
becomes the dominant factor in the determination of the capacitance.[142] Despite this,
such magnetic fields are too high to reach experimentally, and so we refrain from any
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Figure 4.4: Log-log plot of dq(nm) as a function of B(T) for the phases of Figs. 4.1 and
4.2 in STO at liquid helium temperatures with a surface concentration N = 1012 cm−2.
The region in which dq is the same for both B ‖ E and B ⊥ E is illustrated by a thick
line. The numbers in parentheses correspond to equations in the text.
further discussion of this limit.
We summarize these results in Fig. 4.4 as a plot of dq vs. B for STO samples
with a surface concentration N = 1012 cm−2. At this concentration, the transition
into the EQL occurs when B = B′c1 ≈ 18 T while the EQL-WC transition occurs
at B = Bc2 ≈ 46 T. We see then that the EQL phase is within the realistic range
of magnetic fields and so capacitance measurements at this concentration provide an
opportunity in which the first border will be observed. However if one wishes to see
the splitting between the two directions, one needs to go to lower concentrations than
N = 1012 cm−2.
4.5 Heavy Atoms in Pulsars
So far, we have restricted our discussion to electron accumulation layers in semiconduc-
tor materials with such large Bohr radii that the EQL is achievable experimentally. For
atoms, the EQL is achieved when the magnetic field is larger than B0 = 2.34 × 105 T
and is completely unattainable in a laboratory setting. However, in rotating neutron
stars, or pulsars, the magnetic fields at the surface range from 108− 109 T[107], so that
the EQL can be achievable even for atoms. The effect of the large magnetic field on the
structure of the surface layer of neutron stars has been studied extensively[143].
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It is believed that within the surface of neutron stars there exists a layer enriched
by iron atoms[144]. Motivated by this, Kadomtsev studied heavy atoms in ultrastrong
magnetic fields, where he used an EQL Thomas-Fermi equation which is the spherically
symmetric analog of our Eq. (4.15)[145, 146]. He found that the EQL Thomas-Fermi
description of the atom is valid as long as the magnetic field is in the range
Z4/3  B
B0
 Z3 (4.32)
where Z is the nuclear charge of the atom. When B/B0  Z4/3, the magnetic field has
only a perturbative effect on the atomic structure, while for B/B0  Z3, the atom is
elongated along the direction of the magnetic field. We will now show that there exists
a mapping between the nuclear charge Z and the surface concentration N showing that
the Z4/3 and Z3 borders are in agreement with those we found for the EQL phase when
B ‖ E.
We can imagine that within the accumulation layer, electrons are bound at a distance
d away from the surface by the positively charged plane with charge density eN . We
can think that this plane consists of positive squares (nuclei) of length d and charge
Z = Nd2. (4.33)
At the lower critical field Bc1, we know that the characteristic width of the gas is
given by Eq. (4.12). Using Eq. (4.33) we find that the nuclear charge at this field is
Z = (Na2B)
3/5. From here, we find then that the lower critical field Bc1 given by Eq.
(4.18) is related to the nuclear charge by
Bc1
B0
= (Na2)4/5 = Z4/3 (4.34)
in agreement with the lower border of Eq. (4.32). On the other hand, we know that if the
magnetic field is applied parallel to the electric field, the Thomas-Fermi approximation
fails when B = Bc2, where Bc2 is given by Eq. (4.21). At this field strength, the width of
the layer d is given by Eq. (1.13), from which it follows that Nd2 = (Na2B)
5/3(B0/B)
4/3.
Solving this equation for B, and using Eq. (4.21), we find that the EQL region ends
when
B
B0
= Z3 (4.35)
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in agreement with Kadomtsev’s second border.
Note that in our comparison, we have used the case of B ‖ E. In a heavy atom,
the magnetic field can be both parallel and perpendicular to the electric field of the
nucleus. However, we know from Sec. III that when the B ‖ E, the Thomas-Fermi
approximation fails at a smaller B than for the case of B ⊥ E. It is for this reason that
the mapping from the accumulation layer to the heavy atoms needs B ‖ E.
Let us conclude with a discussion about the structure of the atom when B/B0  Z3.
At such fields all electrons are in the lowest Landau level and occupy a single sub-band
in the direction of the field B. From the above mapping, it would seem natural to expect
the structure to be similar to a WC where the same limits apply. Actually, due to the
strength of the Coulomb field of the point charge Z, the electrons instead compress into
a single uniformly charged cylinder of radius R = λZ1/2 and height L = aB/Z ln(B/Z
3).
The compression of the cylinder is stopped by the kinetic energy ~2/(2mL2) along the
direction of B. One can think that in our Fig. 4.2, the atom becomes “frozen” at the
EQL-WC border when B/B0  Z3.
Chapter 5
Roughness scattering induced
insulator-metal-insulator
transition in a quantum wire
5.1 Introduction
Much of the focus in nanowire technology is in creating ballistic nanowires that can
support the Majorana zero edge modes for quantum computation[63, 64]. In this chap-
ter, we fill the gaps in the theoretical description of roughness limited mobility both for
quantum wells and quantum wires. We show below that the possibility to achieve bal-
listic transport depends strongly on the radius R and the length L of the wire. Namely,
we derive the roughness limited Drude mobility and the “metallic window” shown in
Fig. 1.7. The contents of this chapter are a reproduction of Ref. [74].
Before addressing why such a window exists, let us describe conventional models of
roughness developed for quantum wells. In a quantum well confined by interfaces at
z = 0 and z = L, the surface roughness is a random shift of the interface position ∆(~r)
from the average level so that < ∆(~r) >= 0, where ~r = (x, y) is the coordinate in z = 0
(or z = L) interface plane. The roughness is described by the height correlator and its
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Fourier transform
< ∆(~r)∆(~r′) >=W (~r − ~r′),
< |∆(q)|2 >=W (q).
(5.1)
First theories of surface roughness scattering have assumed the correlator to be Gaussian.[1,
147, 107, 148, 149].
W (~r − ~r′) =∆2e−(~r−~r′)2/d2 ,
W (q) =pi∆2d2e−q
2d2/4.
(5.2)
However, experimental observations using TEM and STM measurements of Si/SiO2
interfaces and InAs/GaSb interfaces found that the spacial correlations follow an expo-
nential behavior [150, 151]
W (~r − ~r′) =∆2e−
√
2|~r−~r′|/d,
W (q) =pi∆2d2(1 + q2d2/2)−3/2.
(5.3)
This correlator describes randomly distributed flat islands of typical thickness ∆ and
diameter d on the top of the last complete layer of the crystal [75]. On the other hand,
Gaussian roughness can be visualized as randomly positioned stacks of total height ∆
and diameter d made of progressively smaller islands of flat atomic layers on the top of
bigger ones [75] similar to the ancient Mayan pyramids. As we show below, in many
cases the two correlators give the same expression for the mobility in terms of ∆ and
d, and so the difference in parameter values can have serious implications. Only at
very large electron densities when kFd  1, (kF is the Fermi wave number), do the
two correlators give different expressions for the mobility. This difference is relatively
unimportant for this work, so we give results only for the exponential correlator.
While the above isotropic roughness models were designed for quantum wells with
flat interfaces, they are valid for quantum wires of characteristic size R > d. 1 In
the most of this chapter we deal with such roughness. However TEM images of InAs
wires[70] suggest that in quantum wires another model of roughness in which the radius
of the wire varies along its axis may be more realistic. We discuss this “Variable Radius
Model” (VRM) and its implications in Sec. 5.7.
1 For the case of cylindrical wires, the characteristic size R would be the radius of the wire. However,
the results presented are applicable to any cross-section that can be described with a single characteristic
length, such as a square wire with side length 2R or a regular hexagonal wire in which R is the distance
from the center of thewire to each vertex.
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We consider wires with linear electron concentration η doped by a relatively distant
back gate (we assume that there are no chemical donors in the wire). Then the interplay
between the concentration η, the radius of the wire R, and the semiconductor Bohr
radius aB determines the number of filled subbands of radial quantization, what is the
Fermi wavenumber kF of electrons, and whether the confinement is electrostatic or by
the surface barriers (referred to as geometric confinement). Here the effective Bohr
radius aB = κ~2/m∗e2, κ is the effective dielectric constant, ~ is the reduced Planck
constant, and m∗ is the effective electron mass. This means that for quantum wires,
there are five lengths ∆, d, η−1, R, and aB, or four dimensionless lengths when all are
scaled by aB, that determine the Drude mobility.
Below we use the scaling theory to calculate the low temperature roughness limited
Drude mobility µ in units (e/~)
(
d4/∆2
)
as a function of the dimensionless variables
R/aB and ηaB. Here the use of Drude’s name signifies that we ignore interference
effects and electron-electron correlations. Our results for different regions in Fig. 1.6 as
a “phase diagram” in the plane of R/aB and ηaB, the details of which are elaborated
in Sec. 5.5. For the most interesting case ∆ d aB we find a total of 9 regions A− I
whose mobilities are listed in Table 1.1. It should be noted that due to the limitations
of the scaling theory, the mobility expressions for the different regions of the phase
diagram are valid only away from the borders between different regions. In the vicinity
of the border between regions, there is a smooth crossover between the two mobilities,
the details of which are beyond the scope of this thesis. While the scaling approach
only gives the dependence of mobility on the different parameters without numerical
precision, its simplicity allows for a clear picture of the different physical domains and
the approximate limits under which they occur.
Now we are ready to address the origin of the Drude conductance peak which leads
to the “metallic window” for large R, illustrated by the colored regions in Fig. 1.6.
Schematic plots of the Drude conductance (in units e2/h) G = ηµh/Le of the wire with
length L are shown in Fig. 1.7 for two representative values of R by full lines. They are
obtained from cross sections of Fig. 1.6 and the mobilities in Table 1.1. At low concentra-
tions, we see that the Drude conductance increases with increasing concentration. This
corresponds to Region G of Fig. 1.6, where there is a single radial subband occupied and
the electrons are confined geometrically. We know from Fermi’s golden rule that the
74
relaxation time τ is inversely proportional to the density of states at the Fermi energy,
which in the one-dimensional (1D) case goes like 1/kF ∼ η. The scattering potential
however is independent of concentration in this regime. Therefore, the relaxation time
τ , the mobility µ, and conductance G increase with concentration due to the decrease
in the density of states. This trend continues until the concentration is large enough
that multiple subbands become occupied. Now electrons have more states to scatter
into, and the relaxation time quickly decreases with increasing concentration. Thus
the conductance peaks at the border concentration ηc when electrons begin to populate
multiple subbands. The peak of the Drude conductance for the most interesting cases
of R ≤ aB is given by
Gmax =
R5
L∆2d2 . (5.4)
So far we have ignored electron-electron interactions and quantum interference ef-
fects. They dramatically change the conductivity of one dimensional systems at low
temperatures. For single subband wires (regions D and G) electron-electron interac-
tions result in Wigner-crystal-like correlations and pinning of the electron gas leading
to the metal-insulator crossover near ηaB = 0.5[152]. In Fig. 1.7 the corresponding
collapse of conductance at ηaB < 0.5 is shown by the dashed lines. According to Lut-
tinger liquid theory [77, 78] similar effects persist at very low temperatures in very long
wires. We are interested here in relatively short wires with L ∼ 1 µm, where plasmon
quantization does not allow such effects to develop [78]. Therefore, for ηaB > 1 we
can ignore electron-electron interactions. However, in this case we should still take into
account quantum interference effects. They lead to one-electron localization when the
dimensionless conductance G < 1. This means that when Gmax < 1 (see lower curve
in Fig. 1.7), the wire is an insulator at any concentration η. On the other hand, for
Gmax > 1 (see upper curve in in Fig. 1.7) the wire has a concentration window of
metallic behavior. The critical radius Rc(L) in which the metallic window opens is then
determined by the condition that Gmax = 1. For Gmax defined by Eq. (5.4) we find
Rc(L) = (∆2d2L)1/5. Note that the restriction that ηaB > 0.5 necessary for the single
subband wires to be metallic requires Rc < 2aB.
The conductance peak leads to the zero temperature reentrant insulator-metal-
insulator transition with increasing η in quantum wires with R > Rc(L). Such a
transition was first predicted for a two-dimensional electron gas (2DEG) in silicon
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MOSFET[76]. However it was later shown[75] that there is no second reentrant metal-
insulator transition at large concentrations of a 2DEG as the dimensionless conductance
saturates at a value larger than unity. As our paper shows the idea of Ref. [76] is realized
in quantum wires. (For more details see our Sec. II below.)
The metallic regimes for a wire with Rc(L) < aB are shown in different colors in
Fig.1.6, while regions where the electrons are localized are left blank. The dark red, light
red, and pink colored regions of the metallic regime specify a single-subband ballistic
conductor, a many-subband ballistic conductor, and a diffusive metal respectively. It
should be emphasized that the metal-insulator and ballistic-diffusive borders depend on
the wire length. With decreasing L and Rc(L) the colored regions expand dramatically
and for short wires eventually cover most of the phase diagram. In Fig. 1.6 we used
L ∼ 1 µm as in Fig. 1.7, which is typically used in quantum devices (see details in
Sec. 5.8).
The detailed derivation of all the metallic border equations are given in Sec. 5.6 and
in Tab. 5.2. Here we give a brief summary of the derivation. Let us begin with the
metal-insulator border. For ηaB > 0.5 this border comes from the condition that the
Drude conductance GD = e
2/h, and gives rise to the sequence of border lines between
the colored and uncolored regions with minimum at Rc(L) in Fig. 1.6. For ηaB < 0.5
there is no metallic regime for the single subband regions (G and H), as illustrated by the
vertical line that cuts off the dark red region of Fig. 1.6 at low concentrations. This line
continues vertically to the asymptotic line ηaB ∼ C(R/aB), which can be understood
as the Wigner crystallization of the 2DEG at na2B = C  1, where n = η/2piR. Finally
we address the ballistic-diffusive border which only exists in the regions with many
subbands occupied. Typically, a diffusive metal becomes ballistic when the mean free
path l = L. However, for the many subband regions there is an ambiguity, as we can
have different l for different subbands. Fortunately, the conductance in these cases is
determined by a small subset of subbands which have identical l and we define the
ballistic-diffusive border by the line where l = L for these subbands.
Let us discuss the conductance in the different colored regions of Fig. 1.6. We begin
with the ballistic regimes (red regions of Fig. 1.6). Here the dimensionless conductance
G ≈ 2K, where K is the number of ballistic channels of a wire with finite length L,
and the factor of 2 comes from the spin degeneracy. Estimates of K can be found in
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Sec. 5.6. Within the diffusive regime (pink regions of Fig. 1.6) G = (h/e)ηµ/L, where the
mobility is given in Tab. 1.1. Finally, in the insulating regions electrons are localized at
temperature T = 0. At finite T wires conduct via phonon assisted hopping. Calculations
of the hopping conductivity are relatively straightforward, but are beyond the scope of
this thesis.
5.2 Roughness limited mobility results for quantum wells
To understand the roughness limited mobility of quantum wires, it is convenient to first
make clear of that in quantum wells. We start from a quantum well confined by two high
potential barriers at z = 0, L. It has the two-dimensional (2D) electron concentration
n created either by two positive donor layers located symmetrically on both sides of
the well or by two symmetric metallic gates. In both cases, at z = 0, L there is an
electric field pointing into the well with |E| = 2pine, where e is the electron charge.
Interplay of effects of the electric field and barrier confinement creates 5 different types
of wells shown in Fig. 5.1 in regions I - IX. In a narrow well the electric field E plays a
minor role in level quantization compared to confining barriers so that we assume that
all subbands are geometrically confined in the small L regions VI, VII, VIII, and IX
in Fig. 5.1. When the concentration is relatively small, electrons occupy only the first
subband. At larger n electrons populate many subbands (see the level schematics in
regions VI and VII in Fig. 5.1). In wider wells shown in regions I, II, III, IV and V the
electric field becomes important compared to the surface barriers. In turn this leads to
the splitting of the electron density in two peaks. With growing L, in the beginning
(regions IV and V) this splitting is moderate and affects only the lowest subbands. In
regions II and III the splitting results in two separate accumulation layers in response
to the electric field each side of the well. Finally at large L and small n we again reach
the single subband limit, however the confinement is electrostatic rather than geometric
(region I in Fig. 5.1).
The roughness limited mobility of a single-subband electron gas of a quantum well
(regions I, VIII and IX) was thoroughly studied in Refs. [1, 147, 107, 148] more than 30
years ago. On the other hand, the roughness limited mobility of accumulation layers
was calculated recently in Ref. [75], results of which are directly applicable to regions
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II and III. However, no work has been done in the intermediate regions where many
subbands are occupied but the electric field is weak so that some or all of the subbands
are confined geometrically (regions IV, V, VI, and VII). In the next two sections we fill
this gap. Below, because of the complexity of the problem, we first present the final
results in this section and then give their derivations in next section. The complete
results at d  aB are shown in Fig. 5.1 and Table 5.1. The single subband results I,
VIII, and IX are taken from Refs. [1, 147, 107, 148] and accumulation layer results II
and III are from Ref. [75]. For the intermediate regions IV, V, VI, and VII, we obtain
their results in this section.
Let us first look at the physical meaning and corresponding equations of boundary
lines in Fig. 5.1. Across the line between Region I and Region II, the concentration
becomes so large that electrons have to occupy multiple subbands (see level schematics
in Fig. 5.1). With n further increased, kFd becomes larger than unity in Region III
where kF is the three-dimensional (3D) electron Fermi wavenumber here. Instead of
averaging over different islands, the electron hits only a single island now. This leads
to the change of the mobility result at the II-III border.
For regions I, II, and III, all subbands are electrostatically confined. For moderately
smaller well width L, some of the subbands become geometrically confined. This hap-
pens when the well width L becomes smaller than the characteristic thickness D of the
accumulation layer, where[49, 153]
D ' aB(
na2B
)1/5 . (5.5)
The criterion L = D then gives the line between II, III and IV, V. At the line between
IV and V, kFd = 1.
With further reduction of L, all subbands would be geometrically confined (see the
level schematic in Fig. 5.1). This happens when the electrostatically confined distance of
the lowest subband electrons from the surface is equal to the well width L. This distance
is D0 ' a1/3B /n1/3 (see Refs. [1, 148]) which is the smallest among all subbands since the
lowest subband has the smallest kinetic energy in the z direction. The condition L = D0
gives the line between IV, V and VI, VII. The border between VI and VII corresponding
to the critical point of kFd = 1 is a continuation of the line between regions IV and V.
Moving to even smaller L from regions VI and VII, we cross over to the single subband
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Figure 5.1: The scaling ”phase diagram” of roughness limited electron mobility of quan-
tum well at different well width L and 2D electron concentration n for d  aB in the
log-log scale. Different ”phases” or regions are denoted by Roman numerals. Mobility
expressions corresponding to these regions are given in Table 5.1. Region boundaries
are given by the equations next to them. The schematic self-consistent electron poten-
tial energy profile along the z-axis of wells and levels (subbands) occupied by electrons
are shown for each region. Small arrows show the direction of mobility decrease in
each region. Apparently the maximum mobility is achieved in Region I. The dashed
line indicates schematically the border of the metal-insulator transition (MIT) at small
enough n. At large n there is no reentrant MIT in spite of the decreasing mobility.
(see the level schematic in Fig. 5.1). This corresponds to the line kFL = 1 between VI,
VII and VIII, IX. The border of the VIII and IX regions is the line of kFd = 1 where
kF is the 2D electron Fermi wavenumber here. In Fig. 5.1, one can see that there is
another border line between I and VIII, which both correspond to a single subband gas.
However, Region I corresponds to two electrostatically split electron subbands near the
two well interfaces, while Region VIII represents the case that the electron subband
is spatially restricted by the well width L (see the level schematic in Fig. 5.1). Their
crossover happens at the point that both electrostatic and geometric confinements give
the same thickness of the electron gas. Remember that the electrostatically confined
thickness of the first subband is D0. Then the condition L = D0 gives the border. So
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Table 5.1: Mobility µ in units of (e/~)
(
d4/∆2
)
as a function of the 2D electron concen-
tration n at d < aB for different regions.
I II III
a2B/n
2d6 a
8/5
B /n
11/5d6 aB/nd
3
IV V VI
a
1/2
B L
11/6/n11/6d6 a
1/2
B L
5/6/n5/6d3 L10/3/n4/3d6
VII VIII IX
L7/3/n1/3d3 L6/d6 L6n3/2/d3
this line between I and VIII is just an extension of the line between IV, V and VI, VII.
One should note that here in Table 5.1, all results are shown without numerical
coefficients, i.e., we present only the scaling behavior. Previous works have already
found the exact coefficients in the single subband regions I, VIII, and IX [1, 147]. Results
of many subband regions II, IV, and VI with kFd  1 can also be obtained with the
approximate coefficients as seen later in Sec. 5.3. We cannot get coefficients analytically
in remaining regions III, V, and VII. Thus we focus only on the scaling behaviors in all
tables and derivations.
In Fig. 5.1 the metal-insulator transtition (MIT) is shown schematically by the
dashed lines. Let us dwell on the meaning of these lines. The lower line is related
to the localization physics of a non-interacting electron gas. Strictly speaking all states
are localized in 2D infinite samples, however at kF l  1 the localization length grows
exponentially as ζ = l exp(kF l), where l is the mean free path. In finite square samples
of area A we have in mind that ζ quickly becomes larger than the sample size A1/2. This
allows one to discuss the metallic conductivity and expect the insulator-metal transition
near σ = (e2/~) ln(A1/2/l). Ignoring the logarithm and using the expressions of mobility
µ for VIII and IX in Table 5.1 as well as σ = neµ, one gets that the low L MIT border
of Region VIII obeys L = ∆1/3d1/3n−1/6. We also find the MIT border of Region IX
is L = ∆1/3d−1/6n−5/12. We have used ∆/d = (d/aB)8/5 in order to draw these lines.
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The vertical line na2B = C  1 reflects the role of the Coulomb interaction between
electrons in a degenerate electron gas. At na2B  1 strong Coulomb repulsion leads to
Wigner crystallization. The Wigner crystal is pinned by relatively small disorder and
electrons become localized.
5.3 Roughness limited mobility derivations for quantum
wells
In the previous section, we have presented the physical picture of all 9 regions and their
border lines and summarized the mobility results. In this section, we derive the new
expressions of mobility for regions IV, V, VI, and VII. First, let us derive µ for Region
VI. According to Fermi’s golden rule and the Boltzmann equation, the relaxation time
τN of a particular state with the wavefunction ξ(z, ~r) and with in-plane velocity ~vk in
the N -th (counted from the bottom lowest subband) subband is
1
τN
=
2pi
~
∑
N ′
∫
d2k′
(2pi)2
|V (q)|2
(q)2
δ(ε− εF )
(
1− ~vk′ ·
~E
~vk · ~E
τ ′N
τN
)
, (5.6)
where τN , τ
′
N denote the relaxation time for N, N
′-th subbands, ~vk′ is the in-plane
velocity for the final state with the wavefunction ξ′ in the N ′-subband with in-plane
momentum ~k′, ε is the energy of the final state ξ′ and εF is the Fermi energy, q is the
transferred momentum in the x − y plane between ξ and ξ′. Here V is the scattering
matrix element arising from the scattering potential. Due to the electronic screening, the
Fourier transform of the scattering potential V (q) is reduced by the dielectric function
(q) [1]. One should note that here the last term inside the parenthesis of Eq. (5.6) does
not reduce to cos θ, where θ is the angle between initial and final total momenta. This
is because, due to the 2D nature of the surface roughness and thus of the scattering
potential, the multisubband electron gas experiences anisotropic scattering, i.e., different
subbands have different relaxation times 2 . As a result cos θ in Eq. (5.6) is replaced
by the ratio of the out-of-equilibrium part of distribution function of the states ξ′ and
ξ represented by
(
~vk′ · ~E/~vk · ~E
)
(τ ′N/τN ) (see Ref. [154]). For brevity, we refer to this
term as the distribution function ratio (DFR) from now on.
2 One should note here that the definition of relaxation time τ is still valid according to Ref. [154],
which might be broken in more complicated cases.
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It is known that the roughness-caused scattering potential V (~r) and corresponding
scattering matrix element V (q) satisfy the equation[1, 75]
V (r) =
~2
m∗
∆(~r)
∂ξ
∂z
∂ξ′
∂z
∣∣∣∣
z=0,L
,
< |V (q)|2 >'
(
~2
m∗
)2
k2z
Z
k′2z
Z ′
W (q),
(5.7)
where kz ' N/Z, k′z ' N ′/Z ′ are the z-direction momenta of ξ and ξ′, Z and Z ′
are the z-direction widths of the N -th and N ′-th subbands, which are determined by
the confinement. For example, when the subband N is electrostatically confined, Z =
εz/eE ' ~2k2z/m∗e2n ' aBk2z/n (εz is the kinetic energy in z-direction), while when
geometrically confined, Z = L. For Region VI, all subbands are geometrically confined.
So
< |V (q)|2 >'
(
~2
m∗
)2
N2
L3
N ′2
L3
W (q). (5.8)
Since in Region VI kFd  1, W (q) ' ∆2d2 is independent of q according to Eq. (5.3).
The scattering is isotropic for a given subband N ′ with respect to different directions
of ~vk′ . The scattering rate is then reduced to
1
τN
=
2pi
~
∑
N ′
∫
d2k′
(2pi)2
(
~2
m∗
)2
N2N ′2∆2d2
L6(q)2
δ(ε− εF ). (5.9)
The (2D) screening radius is aB/kFL where kFL is the total number of subbands in
Region VI. Since L  aB in this region, this screening radius is much larger than the
Fermi wavelength 1/kF . So ε(q) ≈ 1 and the screening can be ignored for the scattering
between N -th subband and the typical subbands with k′z ' kF and thus q ∼ kF .
Eq. (5.9) then yields
1
τN
' ~
m∗
N2∆2d2
L6
∑
N ′
N ′2 ' ~
m∗
N2∆2d2
L6
(kFL)
3
' ~
m∗
N2∆2d2k3F
L3
,
(5.10)
where the 3D wavenumber kF = (n/L)
1/3, and the scattering rate is mainly determined
by scattering between the N -th subband and typical subbands with large N ′. The
absence of screening in the scattering rate calculation is then self-consistently justified.
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Also, from Eq. (5.10), one can easily see that τN ∝ 1/N2 so the lowest subband with
N = 1 has the largest relaxation time while for typical subbands with kz ' kF and,
thus, N ' kFL, the corresponding relaxation time is (kFL)2 times smaller. Since there
are ∼ kFL subbands in total with each subband having a 2D concentration n/kFL and
the number of typical subbands is close to the total number kFL, the final conductivity
is dominated by the lowest subband as
σ =
n
kFL
e2
~
L3
∆2d2k3F
= ne
e
~
L2
∆2d2k4F
, (5.11)
and the effective mobility is
µ =
σ
ne
=
e
~
L2
∆2d2k4F
=
e
~
(
d4
∆2
)
L10/3
d6n4/3
. (5.12)
This is the result shown in Table 5.1 in Sec. 5.2.
Now let us move to Region IV. This region is a crossover between completely ge-
ometrically confined Region VI to completely electrostatically confined Region II. The
lowest M subbands are electrostatically confined due to their relatively small distances
to the surface while the kFL−M higher subbands are geometrically confined. So for the
lowest M subbands, k2z/Z ∼ n/aB is a constant independent of the subband index N
determined only by the surface electric field E or the 2D electron concentration n. As
a result, the lowest M subbands have comparable relaxation times. The rest kFL−M
subbands are geometrically confined and their contribution to the conductivity is dom-
inated by the lowest subband of the group, i.e., by the (M + 1)-th subband. Here the
index M is obtained by the condition that its electrostatically confined width is equal
to the well width L
aBk
2
z
n
= L, kz ' M
L
. (5.13)
As a result, M =
(
nL3/aB
)1/2
. Now Eq. (5.10) is modified for subbands from 1 to M
as
1
τ1−M
' ~
m∗
n∆2d2
aB
 ∑
N ′=1,...,M
n
aB
+
∑
N ′=M+1,...,kFL
N ′2
L3

' ~
m∗
n∆2d2
aB
∑
N ′=M+1,...,kFL
N ′2
L3
' ~
m∗
n∆2d2k3F
aB
,
(5.14)
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where N ′2/L3  n/aB for N ′ > M and the total number of subbands is still kFLM
in Region IV. Therefore the scattering rate of each subband is always determined by its
scattering into the typical subbands which are geometrically confined to a width L and
have the momentum kz = kF in the z-direction. One can easily check that in Region
IV, i.e., at L < n−1/5a3/5B , the conductivity is determined by the lowest M subbands
and the effective mobility
µ =
σ
ne
=
(
M × n
kFL
e2
m∗
m∗
~
aB
n∆2d2k3F
)
1
ne
=
e
~
(
d4
∆2
)
a
1/2
B L
11/6
n11/6d6
(5.15)
is obtained in a way similar to that of Region VI discussed before. This is the result
given in Table 5.1.
Now let us talk about the kFd  1 case for regions V and VII. In this case, W (q)
is no longer a constant but can be much smaller than ∆2d2 for some values of q. The
scattering is no longer isotropic in the x− y plane and one cannot ignore the DFR term
~vk′ · ~Eτ ′N/~vk · ~EτN in Eq. (5.6). As we show in Sec. 5.4, the scattering is dominated by
events with q ' kF instead of small q . 1/d. It can be easily seen quasi-classically that
only when an electron hits the sharp edge of an island can the non-specular reflection
happen. This is an event on a length scale k−1F  d so that the scattering is dominated
by q ' kF .
For the dominant large angle scattering, though the term (1 − ~vk′ · ~Eτ ′N/~vk · ~EτN )
after averaging over different φ is not exactly unity like in the kFd 1 case, it is still of
order unity. Thus in the scaling sense, the difference brought by kFd 1 is only in the
(kFd)
3 times reduction of W (q). (One should note that for the large angle scattering,
the rate is dominated by scattering into typical subbands of k′z ' kF similarly to the
kFd  1 case discussed before. The screening here is again ignored since the large
angle scattering has q ' kF and the screening radius aB/kFL is much larger than the
electron Fermi wavelength k−1F , similarly to the case in regions IV and VI.) As a result,
from Region IV to V, the scattering rate decreases by (kFd)
3 for each subband and the
effective mobility increases by (kFd)
3. A similar increase by a factor (kFd)
3 happens
across the border from Region VI to Region VII. So far we have derived all the new
results in Fig. 5.1 and Table 5.1.
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One can see from Fig. 5.1 and Table 5.1 that the results of mobility in different
regions match each other at all borders between the regions. Actually, using the derived
result Eq. (5.12) for Region VI together with the results for regions II, III, and IX, which
are already known, one can uniquely identify the mobility expressions in regions IV, V,
and VII by matching them with the neighboring mobilities on the borders.
So far, we have been focused on the d  aB case, which is generic for large aB
semiconductors such as InAs and InSb. Now we would like to briefly discuss the d aB
case, which may take place, say, in silicon. Let us start from the case when d = aB. In
this case, the phase diagram Fig. 5.1 is dramatically simplified as the middle regions II,
IV, and VI vanish and the border line kFd = 1 merges with the vertical axis na
2
B = 1.
Let us now move to the case d  aB. Since at na2B  1, the electron gas is two-
dimensional for all values of L, there is only one line nd2 = 1 for the critical border
kFd = 1. We assume that this line is located already in the insulator regime, so that
in the whole metallic region kFd  1. This leads to an additional factor (kFd)3 to
the mobility result in Region I and gives µ = (e/~)
(
d4/∆2
) (
a2B/n
1/2d3
)
(see Ref. [75]).
Mobility results for the extended regions III, V, VII, and IX remain the same as in
Table 5.1.
5.4 Large angle scattering dominance in scattering rate
for quantum well
Here by using Eq. (5.6) we prove that the scattering rate in kFd 1 regions V and VII
is dominated by the large angle scattering, i.e, scattering events with large q ' kF . One
might expect that because the correlator W (q) ∼ ∆2d/(kFd)3 for large angle scattering
with q ∼ kF is much smaller than that for scattering into small angles with q ∼ 1/d
by a factor of (kFd)
3 in the denominator, that the scattering is dominated by the
small angle regime. However as we show below, the limited number of final subbands
that electrons can scatter into for q ≤ 1/d, the small value of the angular integral∫
dφ
(
1− ~vk′ · ~EτN ′/~vk · ~EτN
)
, and in certain cases the smaller z-direction momentum
of final states k′z  kF act to suppress the small angle scattering rate so that the
scattering is determined by the large angle scattering. We show this below for three
cases: L < d (in some part of regions V and VII); L > d and M/L < 1/d (for the rest of
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Region V and some part of Region VII); L > d and M/L > 1/d (for the rest of Region
VII).
First let us consider the case when L < d. From energy conservation, the total
magnitude of the momentum is fixed, and so any difference in magnitude of the in-plane
momenta follows from the difference |kz − kz′ | ∼ 1/L of their z-momentum. When
L < d, q ≤ 1/d  1/L and the scattering happens only within the same subband.
This means that the DFR term ~vk′ · ~Eτ ′N/~vk · ~EτN reduces to the usual cosφ for 2D
scattering, where φ is the angle between ~vk′ , ~vk. The final angular integral for the
small angle scattering is
∫
(1 − cosφ)dφ ∼ φ3 ∼ (kFd)−3, while it is of order unity
for the large angle one. This cancels the advantage of larger W (q) in the small angle
scattering. Moreover, the small angle scattering has only one final subband to scatter
into while the large angle scattering covers all kFL subbands. This combined with the
small angular integral means that the small angle scattering rate is kFL  1 times
smaller than that of the large angle when L < d.
Now let us look at the second case where L > d and M/L < 1/d. For simplicity, we
focus on the lowest subbands with kz < M/L kF as these dominate the conductivity
in regions V and VII. In the limit L > d and M/L < 1/d, there will always exist L/d >
M subbands with k′z < 1/d so that the scattering now involves intersubband scattering.
As a result the DFR term is not reduced to cosφ and the term
(
1− ~vk′ · ~EτN ′/~vk · ~EτN
)
is of order unity instead of being infinitesimal for small q and thus small φ. The angular
integral of this term would just give 1/(kFd) from the small angle
∫
dφ ' 1/dkF and
does not compensate the (kFd)
3 reduction of the correlator. However, we must consider
the importance of k′z in the scattering matrix element according to Eq. (5.7). For the
small angle scattering k′z < 1/d, while for the large angle regime k′z ∼ kF . This gives
an extra factor 1/(kFd)
2 to |V (q)|2 in small angle regime relative to the large angle
scattering. This additional factor combined with the small angular integral compensates
the 1/(kFd)
3 reduction of the correlator. Considering also the accessible number of final
subbands L/d in the small angle limit is kFd times smaller the kFL available subbands
for large angle scattering, we find that the small angle scattering rate is kFd times
smaller than that of the large angle.
Finally we must consider the intermediate case when L > d and M/L > 1/d. For
small angle scattering the number of subbands L/d that may be scattered into is small,
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and so we expect that the DFR term is near the 2D limit cosφ. Expanding around this
value, we find that the DFR term is approximately
~vk′ · ~Eτ ′N
~vk · ~EτN
= cosφ(1− δvk
vk
− δτN
τN
), (5.16)
where δvk = |vk − v′k| and δτN − |τN − τ ′N |. Let us examine these correction terms,
beginning with δvk/vk. The allowed difference in k and k
′ is 1/d for the small angle
scattering. Since k ' kF for lowest subbands, the velocity difference ratio |vk′−vk|/vk =
|k′−k|/k is then 1/kFd. In considering the other correction term δτN/τN , let us assume
that the scattering rate of each subband is always determined by their large angle
scattering into typical subbands and show that this assumption self-consistent. With
this assumption the difference in relaxation times δτN is solely caused by the different
z-direction momenta and subband widths as seen from Eq. (5.7). Again we focus on
the the lowest M subbands as these determine the conductivity. For the bottommost
subbands, all subbands within q ∼ 1/d are electrostatically confined and δτN = 0 as
k′2z /Z ′ = k2z/Z = n/aB (see Eq. (5.7)) For the higher subbands with kz ∼ M/L, there
are bands within q ∼ 1/d which are instead geometrically confined and the correction is
non-vanishing. Indeed, we find that δτN ∼ τNδkz/kz and so the correction is given by
(1/d)/(M/L). We find then that the leading contribution to the DFR term in Eq. (5.16)
in the small angle regime is approximately 1 − (1/d)/(M/L), where we have used the
fact that 1/(kFd) L/Md in the limits being considered.
Using the DFR term above, the angular integral now gives a factor (1/kFd)(1/d)/(M/L)
to the scattering rate, while the integral is of order unity for the large angle limit. Com-
bined with the fact that the final state in the small angle regime has k′2z /Z ′ ' (M/L)2/L,
we find that these terms give an extra factor (Md/L)/(kFd)
3 compared to the same
terms for the large angle limit. We see then that there is a factor of 1/(kFd)
3 term that
compensates the suppression of the correlator in the large angle limit. Adding the fact
that the small angle scattering can only scatter into L/d kFL, we find that the ratio
of scattering rates in the small and large angle regimes is M/(kFL) 1 and indeed the
large angle limit dominates.
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5.5 Roughness Limited Mobility in Quantum Wires
In the previous sections, we described the roughness limited mobility in a quantum well
as a function of the 2D electron concentration n and the well width L. Here we would
like to generalize these results to that of a nanowire with linear electron concentration
η and radius R. We assume that an electric field E = 2eη/R applied radially inward at
surface of the wire. Such a system can be realized by a metallic gate surrounding the
nanowire, or a planar gate located a distance larger than the wire radius R.
Our results are summarized in Fig. 1.6 as a “phase diagram” in the plane (η, R),
where each “phase” or region marked by a capital letter denotes a different dependence
of the mobility on R and η as shown in Table 1.1. Just as for quantum wells, many
different regions appear due to the interplay between the electrostatic and geometric
confinements. The electronic structure of each region is illustrated with a radial level
(subband) schematic similar to those in Fig. 5.1. One can divide all regions into three
groups. In regions D and G the electron gas is strictly one-dimensional (1DEG), i.e.
it occupies a single subband in the wire cross-section. In Region A electrons occupy
a single radial subband and many azimuthal subbands (2DEG). Finally, in regions B,
C, E, F, H, and I, electrons occupy many subbands in both the radial and azimuthal
directions and the gas is three-dimensional (3DEG). In order to clarify the meaning of
the level schematics, Fig. 5.2 provides an illustration of the electronic structure in the
3DEG regions. Each top image shows the electron density (shaded regions) in a cross
section of the wire while its bottom image shows the corresponding level schematic along
the wire diameter.
Let us first concentrate on the 2DEG and 3DEG regions, where the circumference
2piR is much larger than the typical electron wavelength k−1F . This means that we can
generalize our results of the quantum well by treating the wire along the x axis as a
stripe-like quantum well whose y-direction size is 2piR and 2D concentration n = η/2piR.
As a result each of the regions I-VII of Fig. 5.1 has an analogous region in Fig. 1.6 in
which the electronic structure near the surface and the mobility are the same upon
substituting n = η/2piR and L ' R everywhere. For example, in Region B electrons
are confined electrostatically near the wire surface and form an accumulation layer (see
Fig. 5.2(a)) whose thickness is given by Eq. (5.5) with n = η/2piR, similar to region II
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for the quantum well. By using the correspondence between regions A, C, E, F, H, and
I of Fig. 1.6 with regions I, III, IV, V, VI, and VII of Fig. 5.1 we find the wire mobility
values for each of these regions as listed in Table 1.1.
So far we have shown that in the 2DEG and 3DEG limits of the nanowire, there is
a corresponding region in Fig. 5.1 from which the mobility of the wire may be obtained
upon substituting n = η/R. In regions D and G however, the electron gas in the wire
forms a 1DEG for which there is no corresponding region in the quantum well. Let
us first concentrate on Region G, where the gas is geometrically confined to a single
subband in the plane of its cross-section (y, z) with energy ER = ~2/2m∗R2 and its
wavelength along the wire axis is k−1F = η
−1. Here y is the azimuthal direction along
the wire circumference and z is the radial direction. Due to the roughness, the radius of
the wire varies along the wire surface in the x and azimuthal directions by an amount
δR = ∆(k−1F R/d
2)−1/2, where k−1F R/d
2 is the typical number of islands over which the
electron averages the roughness. These variations lead to a change in the confinement
energy that acts as a random scattering potential given by V = ER(δR/R). Using
~/τ ≈ V 2/(~2k2F /2m∗) to estimate the scattering rate, we find the mobility in Region
G to be
µ =
e
~
ηR7
∆2d2
. (5.17)
If we increase R so that we enter Region D, the electron gas is instead confined elec-
trostatically to a single subband of width D0 = (aBR/η)
1/3. This change amounts to
replacing R by D0 in the confinement energy ER. The mobility can thus be obtained by
replacing the R6 factor in Eq. (5.17) by D60 = a
2
BR
2/η2 and so the mobility in Region
D is given by
µ =
e
~
a2BR
2
η2∆2d2
(ηR) =
e
~
a2BR
3
η∆2d2
. (5.18)
The factor ηR is unchanged as this came from averaging over an area k−1F R on the
surface and was independent of the confinement in the radial direction. The mobility
values given in Eqs. (5.17) and (5.18) are shown in Tab. 1.1.
We can make the previous discussion more rigorous by considering the scattering
rate using Fermi’s golden rule. In the 1DEG limit there is only one radial or azimuthal
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(a) (b) (c)
Figure 5.2: Electron concentration within the nanowire (top) and the corresponding level
schematic along the diameter (bottom). Regions of higher concentration correspond to
darker shading. a) Regions B and C of the scaling “phase diagram” Fig. 1.6, where
all subbands are confined electrostatically forming an accumulation layer of thickness
D near the surface. b) Regions E and F, where the lowest subbands are confined
electrostatically, while the top subbands are confined geometrically. c) Regions H and
I, where all the subbands are confined geometrically.
subband occupied so that the scattering rate given by Eq. (5.6) then simplifies to
1
τ
=
2pi
~
1
R
∑
k′y
∫
dk′x
2pi
< |V (q)|2 > δ(εF − ε′)
=
2pi
~
1
R
∫
dk′x
2pi
< |V (q)|2 > δ(εF − ε′).
(5.19)
Here the marginal one-dimensional screening is ignored and < |V (q)|2 > is defined to
be
< |V (q)|2 >'
(
~2
m∗Z3
)2
W (q) (5.20)
for the gas confined to the lowest radial subband where W (q) = ∆2d2 at kFd  1.
Setting Z = R in region G and Z = D0 in Region D, we arrive at the mobilities given
by Eqs. (5.17) and (5.18).
We see in Fig. 1.6 that Region G is located at small R and small η, and extends
until the line R = d. Beyond this point, the characteristic size of the islands d becomes
larger than the radius of the wire R and the model of isotropically distributed islands
on the wire surface breaks down.
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So far we have dealt with the mobility of quantum wires that are cylindrically
symmetric. A stripe-like wire along the x-axis can be made out of a narrow single
subband GaAs/AlGaAs quantum well by the etching or split-gate techniques [155]. The
mobility of such a modulation-doped stripe of 2DEG was calculated [71] for kFd  1
under the assumption that all scattering happens on the one-dimensional rough y = 0, R
edges of the stripe and that the stripe has many y-direction subbands filled. Although
our undoped wires studied in regions H and I are different from wires of Ref. [71], they
share an important feature with them, i.e., the conduction is determined by the lowest
subband. This can be easily understood quasiclassically, as the lowest subband electrons
have most of its kinetic energy in the x-direction and run approximately parallel to the
surfaces or edges, and thus get rarely scattered.
5.6 Ballistic-Diffusive Boundary and the Conductance of
a Wire with Length L
In the Introduction we explained that due to the 1D nature of the wire the transport
properties differ greatly across the different regions of Fig. 1.6. Specifically, in the mul-
tisubband regions the wire of characteristic size R undergoes a transition between a
ballistic conductor and a diffusive metal as a function of concentration. We will now
explain why such a transition occurs, and calculate the conductance G within these
regions.
Let us first review what we know about the Drude conductance and show where it
fails. In Tab. 1.1 we give the Drude mobility for the various regions of Fig. 1.6. Using
these formulas one can calculate the dimensionless Drude conductance GD = (h/e)ηµ/L
per spin for a wire with length L and linear concentration η. One can then define
the metal-insulator transition by the condition GD = 1. For example, in region H
we find that GD = R
14/3/(η1/3Rc(L)5), where Rc(L) = (∆2d2L)1/5 is defined in the
Introduction. Using the requirement GD = 1, we find the MIT border within Region H
to be RMI(η) = η
1/14Rc(L)15/14. Similar calculations for regions G, E, and B lead to
the RMI(η) in Tab. 5.2.
The dimensionless Drude conductance is valid in all regions where GD > 1, but
the mean free path l < L. In Region G where there is a single subband occupied,
91
Table 5.2: Metal-insulator border RMI(η), ballistic-diffusive border RBD(η), and the
total number of subbands Kmax for regions G, H, E, and B of Fig. 1.6
Region RMI(η) RBD(η) Kmax
G η−2/7Rc(L)5/7 - 1
H η1/14Rc(L)15/14 η2/13Rc(L)15/13 (ηR)2/3
E a
−3/22
B η
5/22Rc(L)15/11 a−3/7B η5/7Rc(L)15/7 (ηR)2/3
B a
−8/11
B η
6/11Rc(L)25/11 a−7/9B ηRc(L)25/9 η3/5R2/5a1/5B
GD = 1 and l = L are the same as long as ηaB > 0.5 where we can safely ignore
electron-electron interactions. However in the multisubband regions B, H, and E the
conditions are different. This can be understood by realizing that the condition GD = 1
is equivalent to ζ = L, where ζ is the localization length. When multiple subbands
are occupied, ζ grows larger than l, so in the multisubband region we can satisfy the
conditions l L  ζ required for diffusive transport.
Let us begin with the simplest Region B where all subbands have the same l. We
define the mean free path as l = vF τ , where τ is the relaxation time and vF = ~kF /m∗
is the Fermi velocity. The relaxation time τ can be calculated from the mobility in
Tab. 1.1 and we find that in Region B
l =
a
7/5
B R
9/5
∆2d2η9/5
, (5.21)
The border equation is defined by the condition l = L and is found to be
RBD(η) =
ηRc(L)25/9
a
7/9
B
(5.22)
as shown in Tab. 5.2.
In regions E and H there are radial subbands which are geometrically confined.
As we showed in Sec. 5.3, subbands that are geometrically confined will have different
relaxation times, with higher subbands having smaller relaxation times. As a result GD
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in these regions is determined by the lowest radial subbands where τ and l are largest.
In Region E the bottom M radial subbands are confined electrostatically, while the
higher subbands are confined geometrically. Similar to Region B the subbands that are
electrostatically confined have the same mean free path
l1−M =
aBR
7/3
∆2d2η5/3
. (5.23)
These are the lowest subbands that determine GD and thus setting l1−M = L leads to
RBD(η) in Tab. 5.2.
Finally, in Region H all radial subbands are geometrically confined and therefore
have different mean free paths. The mean free path of the Nth subband lN is given by
lN =
R13/3
∆2d2η2/3N2
. (5.24)
We see that lN ∝ N−2 and the conductance is determined by the lowest radial subband
where N = 1. We can define the diffusive border by the condition that l1 = L, leading
to the border equation in Tab. 5.2.
Let us now use these results to determine the number K of ballistic subbands at
the border. Recall that in the ballistic regions, the dimensionless conductance of the
wire is GB = K. At the border GB = GD, and so using our results of the Drude
conductance we can self consistently find the number of ballistic subbands. In Region
H, we find K = kFR, in Region E we find that K = MkFR, and in Region B we find
that K = k2FRD, where D is given by Eq. (5.5) with n = η/R. These results can be
easily understood. For each radial subband there are kFR azimuthal subbands that
contribute equally to the conductance. Then we can generically set K = (kFR)Kr
where Kr will be the number of ballistic radial subbands at the border. In Region H
only one radial subband is ballistic, in Region E there are M ballistic radial subbands,
and finally in Region B there are kFD radial subbands which are ballistic. Beyond the
border Kr increases as (l1/L)
1/2 until K reaches the total number of subbands given in
Tab. 5.2, where l1 is given by Eq. (5.24) for N = 1. The condition Kr = kFR defines a
final border
R(η) = η4/11Rc(L)15/11 (5.25)
in regions H and E, beyond which all subbands are ballistic.
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5.7 Variable Radius Model of a Nanowire
Previously, we have considered a model of the surface roughness as flat islands of size
d R and height ∆ randomly distributed over the surface of the crystal. For the case
of the nanowire however, one can imagine another model of roughness in which the
radius of the wire varies along its length, but is independent of the azimuthal direction.
We may consider these variations as ring like steps of typical length d and thickness ∆.
The step-like nature of the roughness means that we can describe this new model from
our old one by restricting the spatial correlator given in Eq. (5.3) to variations in the
x-direction. The corresponding Fourier transform of the correlator is then given by
W (qx, qy) = 2
√
2pi∆2d(1 + q2xd
2/2)−1δ(qy) (5.26)
where qx is the momentum along the wire’s length and qy is the momentum in the
azimuthal direction. We call this model the Variable Radius Model (VRM).
The new phase diagram for the VRM is shown in Fig. 5.3. It should not be surprising
that most of the regions and borders are identical to those in Fig. 1.6, as these are set
either by the number of subbands occupied, the type of confinement, or comparison
between the island size d and the wavelength k−1F . As none of these properties depend
on the details of the correlator, the regions and borders remain the same as Fig. 5.3.
However, there is a new region J ′ that emerges in Fig. 5.3 that did not appear in
Fig. 1.6. This region is the geometrically confined 1DEG under the condition kFd 1.
We see that this region occurs in the limit R d, which was forbidden for the previous
model of roughness. No such restriction is necessary for the VRM, and so the new region
emerges.
The mobility of these regions are given in Tab. 5.3. We notice immediately that the
mobility expressions in regions C′, F′, and I′ are identical to the same lettered regions in
Fig. 1.6. The reason is that in these regions, kFd 1, and the scattering is dominated
by large angle scattering at the edge of a single island, rather than an effect averaged
over many islands. The lack of averaging eliminates the differences between the two
models in this region, and so the mobility expressions are the same. When kFd  1,
the electrons feel instead an averaged effect, and so we see differences emerge between
the two models. The effect of averaging results in a reduction of the scattering rate
by the number of scattering centers which are typically seen. In the model considered
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previously, the variations are two-dimensional and so the electrons average along both
the x-direction and the azimuthal direction. This leads to an average number of islands
that contribute to scattering given by the factor 1/(kFd)
2 in the 2DEG and 3DEG
regions, and R/(kFd
2) in the 1DEG limit. In the VRM the variations only occur in
the x-direction and so we do not average in the azimuthal direction. This reduces
the number of islands averaged over to be 1/(kFd) in all regions. Knowing this, we
may easily obtain the new mobilities of most regions by multiplying the expressions in
Tab.1.1 by the ratio of the new number of islands to the old number of islands. This
ratio is kFd in the 2DEG and 3DEG and d/R in the 1DEG. The results are shown in
Tab. 5.3.
Figure 5.3: The scaling ”phase diagram” of roughness limited electron mobility of a
quantum wire for the Variable Radius Model (VRM) plotted as a function of radius R
and linear electron concentration η for d < aB in the log-log scale. Different ”phases”
or regions are denoted by capital letters. Mobility expressions corresponding to these
regions are given in Table 5.3. Region boundaries are given by the equations next to
them. The schematic self-consistent electron potential energy profile along the the wire
diameter and subbands occupied by electrons are shown for each region. All regions and
the borders have the same definitions as Fig. 1.6, with the exception of a new region J′
that was previously forbidden.
While we can understand the changes in mobility in the VRM as due to a difference
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Table 5.3: Mobility µ in units of (e/~)
(
d4/∆2
)
as a function of the linear electron
concentration η at d < aB for different regions of Fig. 5.3.
A′ B′ C′
a2BR
3/2/η3/2d5 a
7/5
B R
9/5/d5η9/5 aBR/ηd
3
D′ E′ F′
a2BR
2/ηd5 a
1/2
B R
3/η3/2d5 a
1/2
B R
5/3/η5/6d3
G′ H′ I′
R6η/d5 R4/ηd5 R8/3/η1/3d3
— — J′
— — η3R6/d3
in averaging, we may also derive these changes from the correlator in Eq. (5.26). All
the differences between the two models occur in the regions where kFd 1, where the
correlator is simply
√
2∆2dδ(qy). We see that the major difference from Eq. (5.3) is that
d2 → d δ(qy), and so it must be true that this difference is what is responsible for the
change in the mobility between the two models. Indeed, when calculating the scattering
rate, we integrate the correlator over the possible final states k′, so that it appears
in the scattering rate as a factor
∫
d2k′W (q). In our previous model this provided to
the scattering rate an overall factor of k2F∆
2d2 for the 2DEG and 3DEG regions, and
kF∆
2d2/R in the 1DEG. In the VRM the presence of a delta-function for the azimuthal
momentum means that these factors change to kF∆
2d in all regions. From here it is
clear that the change in the correlator leads to a difference in the mobility between
the two models by a factor of kFd in 2DEG and 3DEG regions and d/R in the 1DEG
regions as we described above.
We have shown that all regions in Fig. 5.3 can be obtained from Fig. 1.6 except for
the region J′. In this region kFd 1, where the scattering rate is determined by large
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angle scattering. As was discussed in Sec. 5.3, the large angle scattering reduces the
correlator, and thus the scattering rate, by a factor of (kFd)
3 in the denominator. This
allowed us to obtain the mobility for kFd  1 from the corresponding region with
kFd  1 by multiplying the expression by the factor (kFd)3. The same logic may
be applied in the VRM, but with a small change. The correlator for the VRM has a
different power in the denominator than the previous model. The large angle scattering
then reduces the correlator by a factor of (kFd)
2 in the denominator, rather than (kFd)
3.
This means that we may obtain the mobility of J′ from that of G′ by multiplying by
the factor (kFd)
2 = (ηd)2, and this value is shown in Tab. 5.3.
The results presented in Sec. 5.6 about the conductance and ballistic-diffusive border
can easily be generalized to the VRM model. As the results are quite similar, we do not
repeat the discussion here.
5.8 Discussion
Here we would like to estimate the critical value Rc(L) in which the metallic window
opens for InAs and InSb nanowires. In order to obtain an accurate estimate of Rc(L),
we first need the proper numerical coefficient beyond the scaling approach. Fortunately,
the simple single subband structure of regions G and G′ allows this number to be
determined analytically if we ignore electron-electron interactions. We have calculated
these coefficients for a cylindrical wire in Appendix A and found that the mobility in
Region G of the isotropic model is
µ = 0.047
e
~
ηR7
∆2d2
, (5.27)
while for Region G′ of the VRM we find the mobility to be
µ = 0.017
e
~
ηR6
∆2d
. (5.28)
Rc(L) is defined to be the radius in which the dimensionless conductance G = 1. Using
Eqs. (5.27) and (5.28), and assuming we are on the border ηR = 1 between regions G
and H (or G′ and H′), we find the value of Rc(L) in the isotropic roughness model to be
Rc(L) = 1.8(∆2d2L)1/5, (5.29)
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while for the VRM we find
Rc(L) = 2.8(∆2dL)1/4. (5.30)
Now let us see what our theory predicts for a wire with L = 1 µm. If we assume that
∆ = 1 nm and d = 10 nm, then using Eq. (5.29) we find that Rc(L) = 18 nm for the
isotropic model, while using Eq. (5.30) for the VRM we find Rc(L) = 28 nm. We see
that Rc(L) < aB in both InAs (aB ≈ 34 nm)[67] and in InSb (aB = 64 nm)[156], so that
the ballistic single subband region exists. Recent experiments[56] have demonstrated
ballistic transport in InSb nanowires with L ≤ 1 µm and R in the range of 40− 50 nm.
These R satisfy the condition Rc(L) < R < aB from our estimates, and thus our theory
is consistent with their observation of ballistic transport.
In the above estimate we used the condition G = 1 so that the conductance per spin
was e2/h. One could use a different condition in which Rc(L) is defined to be the R
such that l = L. This different definition alters Rc(L) by a factor 1.1 in the isotropic
model and 1.2 in the VRM, and so our prediction for Rc(L) is only slightly different
between the two definitions.
5.9 Coefficients of Mobility for Geometrically Confined
1DEG in Cylindrical Nanowires in Region G and G′
In the Discussion, we have used the coefficient of the mobility and thus the mean
free path of electrons in narrow nanowires of cylindrical cross-sections at low electron
concentrations (Region G of Fig. 1.6 and G′ of Fig. 5.3). In this appendix, we derive
this coefficient.
For a narrow nanowire at low electron concentrations, electrons occupy only the first
subband in the wire cross-section forming a 1DEG which is geometrically confined. If
we ignore correlation effects, the wavefunction of the lowest subband in a cylindrical
nanowire of radius R is
ξ(r, φ, x) =
J0(ν0r/R)e
ikx
√
piRJ1(ν0)
(5.31)
where x is directed along the wire axis, r is the distance from the wire center, φ is the
azimuthal angle in the cross section of the wire, J0 and J1 are the zeroth and first order
Bessel functions of the first kind, and ν0 ≈ 2.4 is the first zero of J0.
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It can be easily derived that for a 1DEG, the scattering rate is
1
τ
=
2pi
~
|V |2ρ(1− cos θ) (5.32)
where |V | is the scattering matrix element due to roughness, θ = pi is the angle between
initial and final electron momenta, ρ = m∗/2pi~2kF is the density of states into which
the backscattering can happen, and kF is the Fermi wavenumber of the 1DEG. For
1D scattering, only backscattering can cause momentum relaxation, and so the angle
between the initial and final momenta is pi.
Similar to Eq. (5.7), according to Ref. [1], one can obtain the scattering potential in
the cylindrical geometry to be
V (φ, z) =
~2
2m∗
∆(φ, z)
∂ξ
∂r
∂ξ′
∂r
∣∣∣∣
r=R
(5.33)
and the scattering matrix element for R d is
< |V (q)|2 >= ν0
2pi
~4
m∗2R7
W (q) (5.34)
where q = 2kF is the transferred momentum along the wire axis for backscattering of
electrons at the Fermi level.
If we combine Eqs. (5.32) and (5.34), set kF = (pi/2)η for a 1D gas, and use kFd 1
for the correlator given in Eq. (5.3), we find the mobility µ = eτ/m∗ to be
µ =
pi
2ν40
e
~
ηR7
∆2d2
. (5.35)
If instead we consider the VRM model described in Sec. 5.7, then we use the
correlator given in Eq. (5.26) instead. As a result, the mobility in Region G′ in the
VRM is
µ =
pi
4
√
2ν40
e
~
ηR6
∆2d
. (5.36)
Chapter 6
Attraction of Interlayer Excitons
in Van der Waals
Heterostructures with Three
Semiconducting Layers
6.1 Introduction
The contents of this chapter are a reproduction of Ref. [92]. In a standard parallel-plate
capacitor, the capacitance C is equal to the “geometric capacitance” Cg = κS/4pid (in
Gaussian units), where κ is the dielectric constant of the medium separating the two
plates, S is the area of each plate, and d is the distance between them. The expression
C = Cg is correct when both electrodes are made from a “perfect” metal, which by
definition screens the electric field with a vanishing screening radius. This condition
fails if both sides of the capacitor are made of a layer of an intrinsic semiconductor and
the applied voltage generates in them an equal small density n of a two-dimensional
electron (2DEG) and hole (2DHG) gas. For example, one can think about two separately
contacted monolayers of intrinsic MoSe2 separated by a few hexagonal boron nitride
(hBN) layers with total width d. If in both the 2DEG and the 2DHG na2B  1, where
aB = κ~2/m∗e2 is the effective Bohr radius and m∗ is its effective mass, electrons and
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holes created in opposite MoSe2 layers can be treated as classical point like particles. It
was shown [142] that if in addition nd2  1, the capacitor charge Q = enS grows with
V as Q(V ) ∝ (V − V1)2/3, where
eV1 = Eg − Eex, (6.1)
is the critical voltage required to create a single isolated electron-hole pair in an intrinsic
semiconductor, Eg is the bandgap of the semiconductor, and Eex is the binding energy
of the electron-hole pair. The differential capacitance C(n) ≡ dQ/dV becomes much
larger than Cg and grows as 0.37Cg/(nd
2)1/2 with decreasing n. As a function of V the
capacitance C(V ) ∝ (V − V1)−1/3.
This anomalous capacitance growth near V1 is due to the fact that each electron
in the 2DEG is bound to a hole in the 2DHG of the other layer, forming an interlayer
exciton with a dipole moment ed. At nd2  1, parallel dipoles are separated from
each other by a large distance. Therefore, their repulsion is weak and provides a weak
resistance to further capacitor charging leading to a diverging capacitance as V → V1
from above. A similar anomalously large capacitance was predicted when one layer
is replaced by a metallic plane[142]. A capacitance 40% larger than the geometrical
value, which may be a result of this phenomena, was reported in YBCO/LAO/STO
nanostructures[157]. A similar effect was predicted in graphene-metal capacitors placed
in a strong perpendicular magnetic field which localizes carriers[158]. A capacitance
that is 20% larger than the geometrical one was observed in this case[159].
The strong capacitance anomaly in the two-layer device is due to the discreteness
of charge and their strong correlations at small densities n. In this paper we explore
similar correlation physics in three-layer devices with a symmetry plane. For example,
we may think about three monolayers of intrinsic MoSe2 each of width w, separated by
the same number of hBN layers of total width d0 on each side, so that the structure
is symmetric with respect to the central layer midplane. The symmetry is not only
geometrical, but also includes the voltage contacts: if the central layer is contacted
by the negative electrode, both external layers are contacted by the positive electrode.
Correspondingly, an equal number of voltage induced interlayer excitons, each with a
dipole moment ed = e(d0 + w), are directed from the central plane to the top and to
the bottom (see Fig. 1.8a). At large distances along the plane, two antiparallel dipoles
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attract each other, while at distances smaller than d they repel each other. It is natural
to assume that as a result the dipoles form a two-dimensional antiferroelectric square
lattice. This lattice is similar to NaCl, where Na-like and Cl-like sites are occupied by
up and down pointing dipoles, i.e. all nearest neighbor dipoles are antiparallel (see Fig.
1.8b) . Electrons of the central plane form a square lattice with the lattice constant
n−1/2.
We show below that at low temperatures when the applied voltage V grows, the
attraction between interlayer excitons in the three-layer device causes a first order phase
transition (see Fig. 1.9). While at small V there are no dipoles and the capacitor remains
uncharged, at some critical value V = Vc < V1 the whole lattice of alternating dipoles
emerges. This means that a macroscopic charge Qc = eSnc, where nc = 0.13d
−2 and
S is the device area, enters this capacitor. Thus, the differential capacitance C has a
δ-peak at V = Vc. At V > Vc, as n continues to grow the capacitance slowly approaches
its normal geometric value 2Cg. The giant δ-peak of the capacitance at V = Vc can be
thought of as an enhanced version of the anomaly C(V ) ∝ (V − V1)−1/3 near V = V1
predicted for a two-layer capacitor.[142] A similar δ-peak capacitance was predicted in
a 3D nanocrystal film gated by an ionic liquid in which the ions penetrate between
nanocrystals[160].
6.2 Capacitance of a Three Layer System
For a quantitative description of the three-layer capacitor we assume the density is such
that na2B  1 so that we may treat all charges classically. The differential capacitance
of such a device can be determined from the total electrostatic energy E of the system
of classical charges
E = enSV1 + nSU, (6.2)
where V1 is the voltage necessary to create a single isolated electron-hole pair and is given
by Eq. (6.1), while U is the interaction energy per electron-hole pair in the system. We
can further separate the interaction energy as U = Ue+Uh, where Ue is the contribution
to U from the electrons interacting with all other charges, while Uh is the contribution to
U from the holes interacting with all other charges. It should be clarified that in Ue and
Uh we neglect the interaction between electrons and holes of the same pair. Assuming
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the electrons and holes can be treated classically, the binding energy Eex in Eq. (6.1)
is given by e2/(κd). Here and below we use the Coulomb potential with an effective
dielectric constant κ ' 5 which is close to the dielectric constant of hBN. This effective
medium potential was used in previous studies of electron-hole interactions in bilayer
TMD heterostructures separated by several layers of hBN,[90] and is in contrast with
the Rytova-Keldysh potential used for a single TMD layer in air. Its use for our system
can be justified because the distance between neighboring dipoles n
−1/2
c is much larger
than the distance 2w at which the electric field lines spread over the entire structure.
Here the factor 2 comes from the ratio of the dielectric constant of MoSe2 and hBN,
and w is the thickness of a monolayer of MoSe2.
Each hole in an external plane pairs with an electron in the central plane in such a
way that the orientation of the dipoles alternates between nearest neighbor sites of the
electrons in the central plane square lattice, as shown in Fig. 1.8(b). Let us consider
the electron-hole pair located at the central white site in Fig. 1.8(b). For the electron
at the origin, we can write
Ue =
1
2
∑
α 6=0
(
e2
κrα
− e
2
κ
√
r2α + d
2
)
, (6.3)
where α is an index labeling the electron lattice sites, α = 0 is defined as the origin,
and rα is the distance between site α and the origin. The factor 1/2 accounts for the
double counting when computing the interaction energy U . For the hole that is also
located at the origin, we can use the fact that the electron and hole form a dipole with
a particular orientation (in this case upwards) to separate Uh as Uh = Uh1 + Uh2. Here
Uh1 =
1
2
∑◦
α 6=0
(
e2
κrα
− e
2
κ
√
r2α + d
2
)
, (6.4)
is the contribution from the interaction of the hole with dipoles with the same orientation
as the origin dipole (white sites), while
Uh2 =
1
2
∑•
α 6=0
(
e2
κ
√
r2α + 4d
2
− e
2
κ
√
r2α + d
2
)
, (6.5)
is the contribution from the interaction of the hole with dipoles of the opposite ori-
entation(black sites). The symbols next to the summation indicate that the sums are
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restricted to the corresponding sublattice shown in Fig. 1.8(b). Upon inspection, it is
clear that Eqs. (6.3) and (6.4) are similar so that we can write U as
U =
e2n1/2
2κ
(
g(nd2) +
1√
2
g(nd2/2) + h(nd2)
)
, (6.6)
where
g(x) = 4
∞∑
i=1
∞∑
j=0
(
1√
i2 + j2
− 1√
i2 + j2 + x
)
, (6.7)
and
h(x) = 4
∞∑
i=1
∞∑•
j=0
(
1√
i2 + j2 + 4x
− 1√
i2 + j2 + x
)
, (6.8)
and we have rewritten the site index α using the integers i and j of the electron lattice
coordinates in units of n−1/2. For the summation over the black sublattice in Eq. (6.8),
we restrict ourselves to values of i and j such that i + j is odd. Both summations are
convergent for any x. The results of this summation are shown by the red curve in
Fig. 6.1 as a plot of U/e2/(κd) vs nd2. We see that the interaction energy is negative for
a finite range of densities due to the attraction between nearest neighbor dipoles with
opposite orientation. At ncd
2 = 0.13 it reaches a minimum value of U = −0.018e2/κd.
In order to better understand this, we compare this result to the energy obtained from
only the nearest neighbor sites of each sublattice, shown by the labeled UNN curve
(blue curve) in Fig. 6.1. We see that for small nd2 the energy is almost completely
determined by these nearest neighbors, with significant deviation only appearing beyond
the minimum of U .
Once the energy E is found, we can find the voltage as
V = V1 +
1
e
d(nU)
dn
. (6.9)
Our main results were presented in Fig. 1.9 as a plot of the density nd2 as a function
of the voltage (V − V1)/(e/κd). The dashed curve is obtained from Eq. (6.9). Most
noticeable is that there is a range in which there are three densities for each voltage: a
lower branch along n = 0, a middle branch, and an upper branch. Within the middle
branch, the capacitance defined by Eq. (1.15) is negative and this region is thermody-
namically unstable and is inaccessible. Thus in experiment, we do not expect the density
to change continuously along the dashed curve, but instead along the curve shown in red
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Figure 6.1: Dimensionless interaction energy U/e2/(κd) vs the density nd2. The red
curve is obtained from Eq. (6.6), while the blue curve labeled UNN is an approximation
which only takes into account the nearest neighbor sites of each sublattice.
where the density jumps to a value nc = 0.13d
−2 at a critical voltage Vc = V1−0.018 eκd .
Here Vc is determined by Maxwell area rule[44]∫ nc
0
n(V )dV = 0, (6.10)
where the integral is taken along the dashed curve in Fig. 1.9. At V = Vc the two regions
lying between the vertical red line and the dashed curve have equal area. This rule is well
known for the van der Waals liquid-gas pressure-volume isotherm. 1 It is worth noting
that nc obtained from Maxwell’s area rule is the same nc at which U reaches its minimum
value. As the density abruptly jumps, there is a δ-peak in the capacitance at V = Vc.
For V ≥ Vc we can write the capacitance as C(V ) = eSncδ(V − Vc) + Cu(V ), where
the non-singular capacitance Cu(V ) is obtained by differentiating the upper branch of
the n(V ) curve shown in Fig. 1.9 with respect to V and is shown in Fig. 6.2. As V
approaches Vc from above, Cu(V ) grows as (V − Vc + 0.01e/κd)−1/2, and attains a very
large maximum value Cu(Vc) ' 30Cg, where Cg is the geometrical capacitance of the
capacitor formed by either the central and upper planes or the central and lower planes.
1 In this analogy, n plays the role of volume while the voltage V plays the role of pressure.
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Figure 6.2: The dimensionless capacitance Cu(V )/(2Cg) as a function of the dimen-
sionless voltage (V − Vc)/(e/εd) corresponding to the upper branch of the red (solid)
curve shown in Fig. 1.9. The inset shows Cu(V )/(2Cg) over a 19 times larger range of
(V − Vc)/(e/εd).
At larger voltages V  e/κd it approaches 2Cg corresponding to the geometric value of
the three-layer system as shown in the inset of Fig. 6.2.
6.3 Discussion and Additional Examples
So far we have been dealing with very low temperatures and have ignored disorder.
Temperature and disorder smear the δ-function as well as the low voltage peak of the
non-singular large voltage tail of Cu(V ). When the width of the δ-function reaches
V1 − Vc, the two peaks in the capacitance merge to form a single peak. Because this
happens at Cu ' 30Cg, a very large peak of the capacitance (much larger than in the
case of two layers) survives in the presence of disorder or higher temperatures. It is easy
to imagine that the measured capacitance peak is 5-10 times larger than the geometrical
value. The reason for the early merging of the δ-function with the non-singular peak
is that the optimal distance between electrons in the central plane ∼ n−1/2c ' 3d is
relatively large and makes both the optimal energy and the voltage scale (V1 − Vc)
of the dipole configuration in Fig. 1.9 relatively small. We can estimate the scale of
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Figure 6.3: Schematic drawing of a TMD monolayer gated on both sides by an ionic
liquid. A positive electrode immersed in the ionic liquid forces a concentration n of exces-
sive positive ions to the surface of the TMD monolayer, while simultaneously attracting
an equal concentration of excessive negative ions to the electrode surface (background
ions of the net neutral ionic liquid are not shown). Each excessive positive ion binds an
electron in the TMD, forming a dipole with arm length (D + w)/2. Similar to Fig. 1.8,
the oppositely oriented dipoles attract each other and the electrons arrange in a square
lattice of lattice constant n−1/2.
temperature at which thermal fluctuations destroy the effect from the minimum in the
interaction energy U = −0.018e2/κd shown in Fig. 6.1. For κ = 5 and d ' 1 nm for
a three layer thick hBN spacer, we find at T ' 60 K thermal fluctuations begin to
dominate.
We have also ignored quantum effects. Typically the localization length ξ of electrons
in the central plane can be comparable with d, so that quantum effects may modify
the energy of the three-layer system at large enough n even at zero temperature and
disorder. [90] However, even in such a case, at small n the energy of the electron-hole
dipoles (excitons) is dominated by their dipole-dipole attraction and charging occurs
by the first order transition. Quantum mechanics can still somewhat reduce nc and
(V1 − Vc). Quantum Monte-Carlo simulations similar to those in Refs. [161, 162, 163]
are necessary to address these changes quantitatively.
Devices similar to those shown in Figs. 1.8 and 6.3 can be also made from graphene
monolayers, however in this case the classical model leading to attraction between inter-
layer excitons becomes useful only in strong magnetic fields such that nl2B = n~c/eB 
1, where lB is the magnetic length. In devices with d lB this condition may substan-
tially reduce nc.
Three-layer devices made of MoSe2 can face difficulties in making separate contacts
to all three layers. Therefore, a similar device made of a single MoSe2 monolayer gated
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from both sides by an ionic liquid can be more attractive. In this case the dipoles are
formed by electrons of the MoSe2 monolayer bound to excessive positive ions, which
stick to the monolayer in alternating positions above and below it (see Fig. 6.3). At
small electron densities such a device is quantitatively similar to the three layer device
described with a dipole moment e(D + w)/2, where D is the ionic diameter.
Above we talked about the capacitance of three-layer devices. Three-layer devices
can be also used for optical studies of spatially indirect interacting excitons. It has
been shown[88, 89] that in bilayer MoSe2/WSe2 structures, the type II band align-
ment of the MoSe2 and WSe2 monolayers allows the formation of interlayer excitons,
in which an electron in MoSe2 binds to a hole in WSe2 (see Fig.1.10a). Because of
the weak overlap of the electron and hole wavefunctions, these excitons decay slowly
enough to form the ground state which minimizes their repulsion. In the photolumi-
nescence experiments on the MoSe2/WSe2 device of Ref. [88], it was observed that the
interlayer exciton luminescence line blueshifts as the intensity of the laser increases due
to the dipole-dipole repulsion of the interlayer excitons. In a trilayer device,[164, 165]
such as WSe2/MoSe2/WSe2 (and similar devices with symmetric hBN spacers), we in-
stead predict an attractive interaction between interlayer excitons formed from opposite
WSe2 layers (see Fig. 1.10b). At low illumination intensities these excitons condense into
droplets of density nc which do not interact with each other. These droplets are different
from the exciton droplets in 3D semiconductors proposed by Keldysh and Kozlov[166].
Those droplets are formed by the van der Waals attraction between excitons and oc-
curs when the excitons are at distances of order a. Our droplets are the result of the
electrostatic dipole-dipole interaction and the excitons are separated by the larger than
a distance n
−1/2
c set by our classical theory. In such a device, the luminescence peak
should be redshifted. 2 The luminescence line of excitons in these droplets should not
change with the laser intensity until the intensity becomes so large that the droplets fill
the entire sample.
2 We can extrapolate the classical energy of a crystal of alternating dipoles to estimate the redshift
as 0.02e2/(κd) ∼ 6 meV, where we have used κ ' 7 and d = 7 A˚ for monolayer TMDs[167]
Chapter 7
Conclusions and Discussion
In this thesis, we have examined the electronic properties of several different heterostruc-
tures. We have shown that even though all these structures support low dimensional
electron gases, differences in geometry, heterostructure design, and material properties
substantially alter the properties of this electron gas. The seemingly endless array of
combinations one can create makes it crucial that we understand how individual ma-
terial and design properties shape the electron gas, and it is the ultimate goal of this
thesis to improve this understanding. We summarize the main results below.
In Ch. 2 we study the mobility and quantum mobility of modern AlGaAs/GaAs het-
erostructures. We find that the charged impurities in the sample are strongly screened
by the excess electrons in the remote doping layers, a phenomena we refer to as ex-
cess electron screening. We derive analytical results for the mobilities, summarized in
Eqs. (2.15), (2.16), and (2.31). This screening is responsible for the high mobility of
these devices. Still, we find that the quantum mobility is substantially lower than ideal
theoretical estimates, which may be due to significant disorder in the donor layers as
shown by Fig. 1.2, or by the background impurities in the sample. Thus one should take
care to make sure that the donor layers are as clean as possible, and then focus on the
background impurities.
In Chs. 3 and 4, we study the accumulation layers in STO based heterostructures.
We find that the properties of these accumulation layers are substantially altered due
to the large dielectric constant in STO at liquid helium temperatures. In Ch. 3 we show
that the nonlinear dielectric response results in a divergence of the magnetization and
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specific heat of the accumulation layer. We study the truncation of these quantities (see
Eqs. (1.8) and (3.16)) by the sample width, the dielectric constant, or back gate voltage,
and show that these quantities can be enhanced by over an order of magnitude above
their values in a uniform accumulation layer of size d. In Ch. 4 we study accumulation
layers with a linear dielectric response in an ultrastrong magnetic field. The large
dielectric constant of STO makes it easy to reach a quasi-one-dimensional state known
as the extreme quantum limit (EQL) in which all electrons occupy the lowest Landau
level. We find a phase diagram (see Fig. 1.4) for the accumulation layer which consists of
a quasiclassical metallic phase, a metallic EQL phase, and an insulating Wigner crystal
phase whose structure depends on the direction of the magnetic field (see Figs. 1.5 and
4.3). These effects can be measured through quantum capacitance measurements of the
STO accumulation layer as shown by Fig. 4.4.
In Ch. 5, we study the roughness limited Drude mobility of quantum wires. We find
the Drude conductance of the wire as a function of the linear concentration η has a
sharp peak. The height of this peak grows as a large power of the wire radius R, so
that at large R the conductance Gmax exceeds e
2/h and a window of concentrations
with delocalized states (which we call the metallic window) opens around the peak (see
Fig. 1.7). We show that the scaling expression of the Drude mobility depends on the
number of subbands occupied as well as the nature of the confinement (see Fig. 5.2),
resulting in a complex phase diagram shown in Fig. 1.6. Results are also given for a
quantum well, where it was previously shown that there is no metallic window.
The final Ch. 6 studies a capacitor made of three monolayers of transition metal
dichalcogenide (TMD) separated by hexagonal Boron Nitride (hBN). We assume that
the structure is symmetric with respect to the central layer plane. The symmetry
includes the contacts: if the central layer is contacted by the negative electrode, both
external layers are contacted by the positive one. As a result a strong enough voltage
V induces electron-hole dipoles (indirect excitons) pointing towards one of the external
layers. The attraction of antiparallel dipoles drives a first order transition, and we
show that if V1 is the critical voltage required to create a single electron-hole pair and
charge this capacitor by e, the macroscopic charge Qc = eSnc (S is the device area)
enters the three-layer capacitor at a smaller critical voltage Vc < V1 (see Fig. 1.9). We
calculate nc (see Eq. (1.17)) and Vc (see Eq. 1.18). The first order transition results
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in a differential capacitance C(V ) that is infinite at V = Vc. We also show that in a
contact-less three-layer device, where the chemically different central layer has lower
conduction and valence bands, optical excitation creates indirect excitons which attract
each other, and therefore form antiferroelectric exciton droplets. Thus, the indirect
exciton luminescence is red shifted compared to a two-layer device.
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Appendix A
Acronyms
This appendix provides a summary of the most common acronyms that are used in the
thesis.
A.1 Acronyms
Table A.1: Acronyms
Acronym Meaning
1D One-Dimensional
1DEG One-Dimensional Electron Gas
2D Two-Dimensional
2DEG Two-Dimensional Electron Gas
3D Three-Dimensional
BI Background Impurities
DFR Distribution Function Ratio
EE Excess Electrons
EES Excess Electron Screening
EQL Extreme Quantum Limit
GTO GdTiO3
Continued on next page
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Table A.1 – continued from previous page
Acronym Meaning
hBN Hexagonal Boron Nitride
LSAT (LaAlO3)0.3(Sr2AlTaO6)0.7
M Quasi-Classical Metal
MIT Metal-Insulator Transition
RAT Run-away Tail
RI Remote Impurities
RPA Random Phase Approximation
SPSL Short-Period Superlattice
STO SrTiO3
TF Thomas-Fermi
TMD Transition Metal Dichalcogenide
VRM Variable Radius Model
WC Wigner Crystal
