According to Nyquist-Shannon sampling theory, two sampling points of the displacements per minimal wavelength are required to reconstruct a wavefield. However, high-frequency components above the Nyquist frequency can be theoretically recovered by introducing spatial derivatives of the displacements. We have developed a new finitedifference scheme for solving the acoustic equation, named the dispersion-relation preserving stereo-modeling method, which is practical for seismic forward modeling beyond the Nyquist frequency. The key idea in this model is to approximate the high-order spatial derivatives with wavenumber-domain optimization in wavefields represented by the wave displacements and their gradients. We investigated the theoretical properties of this method, including the absolute error of spatial operators, numerical error, stability criterion, and computational efficiency. Our results indicated that the method can effectively suppress the numerical dispersion on extremely coarse grids with less than two grid points per minimal wavelength, surpassing the pseudospectral and high-order LaxWendroff correction methods. Numerical experiments for the homogeneous medium, layered medium, and 2D SEG/ EAGE salt model indicated that the new method performed well in terms of computational efficiency and simulation accuracy, making it a highly useful tool for seismic modeling.
INTRODUCTION
Accurate and efficient numerical techniques are urgently required in seismic wavefield simulations. Many numerical algorithms have been developed and applied to solve wave equations, which include the finite-difference (FD) method (e.g., Kelly et al., 1976; Dablain, 1986; Virieux, 1986; Levander, 1988; Fornberg, 1990; Igel et al., 1995; Blanch and Robertsson, 1997; Takeuchi and Geller, 2000; Lan and Zhang, 2011; Wang et al., 2014) , finite-element method (e.g., Turner et al., 1956; Whiteman, 1975; Eriksson and Johnson, 1991; Yang, 2002) , discontinuous Galerkin method (e.g., Riviere and Wheeler 2003; Dumbser and Käser 2006; He et al., 2015) , spectral element method (e.g., Priolo and Seriani, 1991; Komatitsch and Vilotte, 1998; Komatitsch et al., 2000; Liu et al., 2014b) , and pseudospectral method (PSM) (e.g., Kosloff and Baysal, 1982; Fornberg, 1987 Fornberg, , 1988 Vlastos et al., 2003) . The advantages and disadvantages of various numerical methods have been reported in previous literature (Carcione et al., 2002) . Among them, the PSM is an attractive approach because it is free of spatial numerical dispersion for coarse grids or high-frequency components (Li et al., 2012) . This method can deliver extremely high accuracy using about two grid points per wavelength, i.e., the Nyquist sampling rate limitation. However, it requires Fourier transformation of the wavefields, which is computationally expensive and has difficulty in handing sharp boundaries (Mizutani et al., 2000) . In addition, each point interacts with other points when making the Fourier transform, which are inconsistent with the physical phenomena to some extent as interaction in dynamic elasticity is local.
Over the last few decades, the FD method has become a major workhorse of computational geophysics due to its simplicity, flexibility, and very low cost per grid node. Despite these advantages, the method is subject to serious numerical dispersion errors that limit its application in problems involving large time spans and narrow pulses for insufficient sampling. Apart from traditional methods for reducing numerical dispersion such as increasing sampling rate and using higher order degrees of accuracy, several other approaches that are able to produce small dispersive errors have also been proposed (Holberg, 1987; Lele, 1992; Tam and Webb, 1993; Yang et al., 2002; Yin et al. 2006; Chu and Stoffa, 2012; Li et al., 2012; Liu, 2013; Yao, 2013a, 2013b; Liu et al., 2014a) . To preserve the dispersion relationship, an FD scheme can be constructed by approximating the Fourier transform of the original partial derivatives (Tam and Webb, 1993) . The basic idea of these optimized FD schemes is to expand the accurate wavenumber coverage of the operator within a tolerable error by modifying constant coefficients (Zhang and Yao, 2013b) .
To effectively suppress the numerical dispersion, Yang et al. (2003) develop a nearly analytic discrete scheme to approximate partial differential operators. Unlike the conventional methods (Dablain, 1986; Blanch and Robertson, 1997) in which only wave displacements are used to approximate partial derivatives, the nearly analytic discrete scheme uses the wave displacements and their gradients to determine high-order spatial partial derivatives included in the truncated Taylor series. This approach is also called the stereomodeling method as an analogy to stereotomography (Billette and Lambaré, 1998) for ray-based seismic velocity (Li et al., 2015) . Different numerical methods based on this stereo-modeling operator have been developed (Yang et al., 2004 (Yang et al., , 2006 (Yang et al., , 2007 (Yang et al., , 2012 Wang et al., 2009; Chen et al., 2010; Ma et al., 2011; Chen et al., 2014) . Among them, the optimal nearly analytic discrete method introduces a three-layered temporal discrete scheme and consequently avoids explicitly computing the velocity and its gradients, resulting in further enhanced computational efficiency and saving computer storage.
In this paper, we introduced wavenumber-domain optimization to the stereo-modeling operators and obtained a dispersion-relation preserving stereo-modeling method (DRPSM). For DRPSM, these constant coefficients of approximating the high-order spatial partial derivatives are fully optimized in the wavenumber domain over the maximum phase offset under the conditions of specified accuracy and operator length. Theoretical analysis and numerical results indicate that the developed DRPSM method can reach or even break through the Nyquist sampling rate limitation with little calculation error.
DRPSM METHOD
The feasibility of beyond-Nyquist frequencies It is possible for stereo-modeling operators to approximate spatial derivatives under large wavenumber coverage beyond the Nyquist frequency. According to the sampling theorem, "If a function fðxÞ contains no frequencies greater than B Hz, it is completely determined by giving its ordinates at a series of points spaced 1/(2B) seconds apart" (Shannon; Tropp et al., 2009) , which means at least two points are needed per minimal wavelength. However, based on generalized sampling expansion, two conclusions were drawn (Papoulis, 1977 ; details are presented in Appendix A):
• Example 1: The generalized sampling expansion theorem allows us to express a function fðtÞ in terms of its samples and samples of its m − 1 derivatives taken at 1∕m times the Nyquist rate.
• Example 2 (bunched samples): Suppose that fðtÞ is sampled at 1∕m times the Nyquist rate, but in each sampling interval not one but m samples are used. We maintain that fðtÞ is uniquely determined in terms of the resulting samples.
For the stereo-modeling scheme, wave displacements and their first-order spatial derivatives are simultaneously used (m ¼ 2), as a result, the wavefield can be expressed at one-half times the Nyquist rate. In other words, the limitation for stereo-modeling methods can only use one point per minimum wavelength to determine the wavefield. It is not in violation of the sampling theorem because the spatial gradient provides additional information.
However, former stereo-modeling methods based on Taylor-series expansion (TE) do not surpass the spectral accuracy because it is too complicated to solve the long stencil of the stereo-modeling-type operators. Meanwhile, TE-based methods exhibit a high accuracy over a small wavenumber range and usually need a large stencil to suppress the numerical dispersion for large wavenumbers. In this section, we approximated the high-order spatial derivatives, which are ð∂ 2 u∕∂x 2 Þ i;j , ð∂ 3 u∕∂x 3 Þ i;j , and ð∂ 3 u∕∂x 2 ∂zÞ i;j , through the wavenumber-domain optimization, from the displacement and its gradient.
Approximation of second-order spatial derivatives ∂ 2 u∕∂x 2 i;j
The stencils of a stereo-modeling scheme are spatial convolution of displacements and their spatial gradients with real coefficients, and so one can directly design the final operator itself. Supposing that
where u is the displacement, dx is the grid step in the x-direction, and a m 1 and b m 2 are undetermined interpolation coefficients. Here, the displacements and their gradients are used simultaneously, which means it provides more seismic information in the partial derivative. The shape of the operator is based on our experience from conventional stereo-modeling operators. According to the properties of the Fourier transform, the spatial derivatives can be expressed in the wavenumber domain as (Kosloff and Baysal, 1982) 
where i ¼ ffiffiffiffiffiffi −1 p , k x is the wavenumber and Fðk x Þ represents the forward Fourier transform of fðxÞ. According to the Fourier transform in the x-direction, from equation 1, we obtain the following relation:
where ðk x Þ num is the numerical wavenumber and k x is the actual wavenumber. We define the phase offset between neighboring gird points as θ ¼ k x dx on the x-direction, then
b m 2 sinðm 2 θÞ: (4)
The phase offset θ ¼ k x dx ¼ 2πdx∕λ and λ is the wavelength. So, when θ equals π, λ equals 2dx, which means there are two grid points in one wavelength. When θ is larger than π, λ is smaller than 2dx, the number of grid points smaller than two is set per wavelength, which is exactly the target of the optimization.
Equation 4 is the analytical expression of discretizing the spatial partial derivative in the wavenumber domain. Therefore, we examine the accuracy of our DRPSM operators by comparing their Fourier transforms with the numerical wavenumber. The details will be shown in the absolute error analyses. We define the error and the objective function as
b m 2 sinðm 2 θÞ;
and
Then, the coefficients in equation 1 can be obtained by minimizing the objective function J.
The l 2 -norm is the most popular criterion to construct the objective function, and the least-squares method is usually applied to solve the optimized coefficients (Zhang and Yao, 2013b) . The gradient descent method has very low convergence efficiency, so we choose Newton's method to solve the optimization problem. From equations 5-6, we have the derivatives and Hessian matrix of the objective function, the elements of derivatives and Hessian are as follows:
1 2 
The Hessian matrix is constant to a and b, and we solve
Approximation of third-order spatial derivatives ∂ 3 u∕∂x 3 i;j and ∂ 3 u∕∂x 2 ∂z i;j
We approximate the third-order spatial derivatives in the same way with the approximation of the second-order spatial derivatives. Similarly, the displacements and their gradients are adopted to approximate the third-order partial derivatives. Supposing
a m 1 ;m 2 ððuÞ iþm 1 ;jþm 2 þðuÞ i−m 1 ;jþm 2 According to the Fourier transform, we obtain
There are two directions in the mixed partial derivative: We define θ x ¼ k x dx ¼ θ cosðφÞ; θ z ¼ k z dz ¼ θ sinðφÞ, and φ is the propagation angle. The following process is the same with the approximation of ð∂ 2 u∕∂x 2 Þ n i;j , the coefficients in equations 10 and 11 can be obtained by minimizing the corresponding objective functions, which are too complicated to show here (see the detailed derivations in Appendix B).
The key factor of optimization is to enlarge the phase-offset coverage as widely as possible and make the objective function achieve a minimum at the same time. A proper error limitation is important to the success of the optimization. If the error limitation is too small, it is difficult to achieve a much wider phase-offset coverage, meaning the operator gives few improvements on reducing numerical dispersion. If the error limitation is too large, although we can get a wider wavenumber range, the numerical experiments would conflict with the theoretical analyses (Zhang and Yao, 2013a) . After a tradeoff, we select the error limitation as 0.002 in this study, which leads to a rational agreement on the phase-offset coverage between the numerical experiments and the theoretical analyses. Supposing that the operator radii M i are equivalent to each other (denoted as M), we find that the value of the largest phase offset θ max is related to the operator radius M. For a short operator, the coefficients are too few to enhance the accuracy, whereas a long operator leads to more computational costs; θ max can reach 1.0π, 1.1π, 1.3π, 1.34π, and 1.36π when M equals to 2, 3, 4, 5, and 6, respectively, with a certain error limitation of the objective function shown above. Much longer operators do not increase the accuracy significantly but greatly increase the computational cost. The coefficients for different cases are shown in Tables 1, 2 , 3, 4, and 5.
DRPSM forward-modeling scheme for the scalar wave equation
Consider the following 2D acoustic wave equation or scalar wave equation as
in a homogeneous medium, where c 0 is the sound velocity and u is the displacement. Following the idea of the stereo-modeling series methods, we define the vector as U ¼ ðu; ∂u∕∂x; ∂u∕∂zÞ T . The time format is demonstrated as (Yang et al., 2006) :
where n is the time index; i; j are space indices; and Δt is the time increment. 
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Thus, we only need to construct the expressions of second-order spatial derivatives
;j , and third-order spatial derivatives ð∂ 3 u∕∂x 3 Þ n i;j , ð∂ 3 u∕∂z 3 Þ n i;j , ð∂ 3 u∕∂x∂z 2 Þ n i;j , ð∂ 3 u∕∂x 2 ∂zÞ n i;j . The coefficients of ð∂ 2 u∕∂x 2 Þ i;j , ð∂ 3 u∕∂x 3 Þ i;j , and ð∂ 3 u∕∂x 2 ∂zÞ n i;j are listed The method can be generalized to a 3D situation directly. The required approximation expressions for the high-order spatial partial derivatives can be obtained by symmetry.
All of the following discussions (in addition to special statements) are based on the 2D case of M ¼ 4 and θ max ¼ 1.2π, which means that the maximum phase offset between neighboring gird points can be 1.2π; i.e., only 5/3 grid points are needed per minimum wavelength in the case of our consideration. For this case, the coefficients in equations 1, 10, and 11 are shown in Table 3 .
THEORETICAL ANALYSES Absolute error of discrete operators
We evaluate the accuracy performance of the DRPSM operator by examining its absolute error and comparing with the operators of the PSM and the high-order Lax-Wendroff correction (LWC) method. Figure 1 demonstrates the absolute errors, defined as equation 18
between the operators for different methods in the wavenumber domain and the analytical wavenumber. Figure 1 shows that the DRPSM operator has higher accuracy than other operators. The absolute error of the DRPSM is always close to zero with only some slight deviation when the phase offset is larger than 1.2π. The error of the PSM is zero when the phase offset is less than π, and when the phase offset is greater than π, the curve shows a sudden change. Whereas for the LWC method, the absolute errors are close to zero and gradually increase with the increasing wavenumbers, the accuracy of the higher order operator is greater than the relatively low-order operator. To have a clear observation of this, the curves are shown within a quite narrow range of [−0.1, 0.1] (see Figure 1b) . Figure 2a demonstrates the absolute errors, also defined as equation 18, between different operator radii from M ¼ 2 to M ¼ 6 (the constant coefficients are shown in Tables 1-5 ). The error of the M ¼ 2 situation has extremely tiny vibrations around zero when the phase offset is less than π, when greater than π, the error gradually increases. For the situations of M ¼ 3 to M ¼ 6, the absolute errors are always close to zero and then gradually increase when the phase offsets reach 1.1π,1.2π,1.34π, and 1.36π, respectively.
The third-order spatial derivatives are not used in the PSM and LWC methods, and the absolute errors of the DRPSM operators are only shown. Figure 2b indicates that the absolute-error curves of the operator ∂ 3 u∕∂x 3 are always close to the zero position, and there are slight derivations when the phase offsets reach π, 1.1π, 1.2π, 1.34π, and 1.36π for M ¼ 2 to M ¼ 6. Figure 3 shows the absolute errors of the discrete operator for a mixed partial derivative ∂ 3 u∕∂x∂z 2 . The curves move differently for diverse wave-propagation azimuths, but they all vibrate within a quite narrow range of [−0.2, 0.2] with the coverage of phase offsets. This means that our DRPSM operator is effective in achieving a wider accurate wavenumber range and can reduce the numerical dispersion greatly. In addition, long operators (M ¼ 5 and M ¼ 6) do not have significant advantages in the mixed partial derivative, compared with relatively short operators. This indicates that the mixed partial derivative limits the use of long operators. Because applying long operators would greatly increase computational cost, M ¼ 4, θ max ¼ 1.2π is a reasonable choice.
Numerical error
Consider the following Cauchy problem: 
where A is the amplitude and ψ is the wave propagation azimuth. Obviously, the analytic solution for this Cauchy problem is uðx; z; tÞ ¼ A sin 2πf 0
The relative error E n r , which is the ratio of the rms of the residual ðu n i;j − uðx i ; z j ; t n ÞÞ and the rms of the exact solution uðx i ; z j ; t n Þ, is defined as follows (Yang et al., 2004) :
ðu n i;j − uðx i ;z j ;t n ÞÞ 2 ∕
The 60th-order Lax-Wendroff correction and temporally 4th-order PSMs are compared. In the numerical example, we choose the computational domain 10 × 10 km, the wave velocity c ¼ 4 km∕s, the frequency f 0 ¼ 10 Hz, the temporal step Δt ¼ 1 ms, the spatial step Δx ¼ Δz ¼ 0.02 km, the simulation period T ¼ 1.0 s, and the wave propagation azimuths ψ ¼ π∕4. Figure 4 shows the relative errors of three methods in the time period [0, 1.0 s] on a semilog scale. From the curves, it can be seen that E r increases corresponding to an increase in time. The DRPSM performs better than the other two methods in the forward modeling of the harmonic wavefield. Although the LWC is 60th-order accuracy spatially, its relative error is the highest.
Stability
The time increment should be less than or equal to the Courant limit to keep the numerical simulation stable (Yang et al., 2006) . Following the idea of Richtmyer and Morton (1967) , the stability condition for the 2D acoustic case (the operator radius M ¼ 4) is obtained as
which is more relaxed than that of 60th-order Lax-Wendroff correction
but significantly more restrictive than that of temporally 4th-order PSM
where c max is the maximum wave velocity, the spatial step h ¼ Δx ¼ Δz, and Δt max is the maximum temporal step.
NUMERICAL EXAMPLES Comparison of different methods and their computational efficiencies
To further investigate the effectiveness of the DRPSM method with less than two points per wavelength, we compare its modeling results in numerical experiments against those for other methods such as LWC, PSM, and the analytical method. We define 
where v min denotes the minimum wave velocity, f N denotes the Nyquist frequency, and G is the number of grid points per minimum wavelength required to cover the Nyquist frequency (Dablain, 1986) . We first choose the homogeneous isotropic medium model with a computational domain of 8 × 8 km. In this numerical experiment, an explosive source is placed at (4.0, 4.0 km), and the source function is a Ricker wavelet,
where the central frequency f 0 ¼ 48 Hz, t 0 is the time delay. We define the highest frequency f h by f h ¼ 2.5f 0 , at which the source signal is nearly 58 dB down from its peak value (Liu, 1997) . In the following results, the number of grids per wavelength refers to the wavelength at the highest frequency (120 Hz here). The wave velocity is c ¼ 4 km∕s, the spatial step h ¼ Δx ¼ Δz ¼ 0.02 km, and the temporal step Δt ¼ 0.0012 s, leading to the number of grid points per minimum wavelength G ¼ 5∕3.
The wavefield snapshot at T ¼ 0.8 s generated by the DRPSM, 60th-order LWC and temporally 4th-order PSM is illustrated in Figure 5 . For the coarse gird, with the same parameters, the waveform of DRPSM is clear without visible numerical dispersion, the snapshot generated by 60th-order LWC suffers from serious numerical dispersion as a result of insufficient sampling, whereas for PSM, significant dispersion appears along the axis directions. The waveforms along the axis direction at (5 km, 4 km) generated by the three methods and the semianalytical solution (Cagniard-de Hoop method, de Hoop, 1960 ) is shown in Figure 6 . The numerical solution of the DRPSM fits much better with the semianalytical solution, compared with other methods.
To investigate the computational efficiency, fine grids are used for 60th-order LWC (Δx ¼ Δz ¼ 0.012 km, Δt ¼ 0.00072 s) and PSM (Δx ¼ Δz ¼ 0.0165 km, Δt ¼ 0.00165 s) to generate almost the same result of DRPSM shown in Figure 5 . Here, the applied Courant number for PSM is larger than other methods because its stability condition is more relaxed. The computational CPU time for the DRPSM with a coarse grid and 60th-order LWC, PSM with a small step is 19.8, 32.9, and 226.7s, respectively. It indicates that for the chosen case, the computational speed of the DRPSM is roughly 1.67 and 11.4 times of those for the 60th-order LWC and the PSM, respectively. The grid size, CPU time, and memory usage of the three methods are listed in Table 6 . Another constant-velocity model is presented with lower frequency. A source described by equation 26 with f 0 ¼ 15 Hz is located at the center of a 3:6 × 3.6 km computational region. The wave velocity is c ¼ 1.5 km∕s because the maximum frequency of the source wavelet is 37.5 Hz, the PSM can theoretically handle on a 20 m grid, the snapshot shown in Figure 7 confirms this. Figure 7 also indicates that DRPSM is able to suppress the numerical dispersion on a 24 m grid, whereas the snapshots of 60th-order LWC and PSM show numerical errors on this coarse grid.
Application in the SEG/EAGE salt model
We apply our method on the SEG/EAGE salt model (see Figure 8) to investigate its performance in a complex medium. There are 183 × 716 grid points in the data; the velocity varies from 1.500 to 4.482 km∕s. The temporal step represents Δt ¼ 0.0012 s and the spatial step is Δx ¼ Δz ¼ 0.02 km. The source signal is the Ricker wavelet in equation 26 with the central frequency f 0 ¼ 18 Hz placed at (7.16 km, 0.04 km); the maximum phase offset between neighboring gird points is 1.2π for the highest frequency as the minimal velocity in the model is 1.5 km∕s (G ¼ 5∕3). For the central frequency, the maximum phase offset is 0.48π. The sponge boundary condition (Cerjan et al., 1985) is applied as an artificial absorbing boundary. Figure 9 indicates the synthetic seismograms generated by the DRPSM scheme; the wavefield is clear without visible numerical dispersion and in accord with the velocity model. For the convenience of an accurate comparison, we take the waveforms generated by 60th-order Figure 3 . Absolute errors of the operator ∂ 3 u∕ ∂x∂z 2 for diverse propagation angles with different operator radii. The propagation angle φ equals to
LWC with a fine grid as references, which are plotted as blue curves in Figure 10 . Receivers 1, 2, and 3 are placed at (5.16, 0.04 km), (6.16, 0.04 km), and (9.16, 0.04 km), respectively. Figure 10 indicates that DRPSM obtains almost the same waveforms that are consistent with the references, which verifies that our method performs well in the complex structure. Figure 5 . Wavefield snapshot generated by DRPSM, 60th-order LWC, PSM on coarse grid, and PSM on fine grid. 
Wavefield modeling in a 3D two-layer model
We apply our method to model wavefields in a 3D two-layer model. The computational domain is 6 × 6 × 6 km, in which there is a material interface located at the depth of z ¼ 2.4 km, whereas the velocities of the upper layer and lower layer are 3 and 6 km∕s. The source is a Ricker wavelet described by equation 26 with the central frequency of f 0 ¼ 24 Hz, located at (3, 3, 2.4 km). The spatial step is 0.03 km, and the temporal step is 0.001 s. The number of grid points per minimum wavelength G ¼ 5∕3 as the minimal velocity in this model is 3 km∕s. The wavefield snapshots at time 0.7 s generated by the DRPSM and 60th-order LWC are shown in Figure 11 . The main waveforms generated by these two methods are consistent with each other and accordant with the velocity model. Little numerical dispersion can be detected in the wavefield snapshot of DRPSM (Figure 11a , whereas the modeling results of 60th-order LWC (Figure 11b suffer from severe numerical dispersion, suggesting that DRPSM is effective in handling 3D models.
CONCLUSIONS
This paper presents a series of differentiators to approximate the high-order spatial derivatives with extremely large wavenumber coverage, by wavenumber-domain optimization using the displacement and its spatial gradients simultaneously. They are combined with a fourth-order temporal scheme to solve the scalar wave equation in geophysical problems, forming the so-called DRPSM method.
By effectively retrieving the additional information retained in the gradient of displacement, the method is capable of modeling wavefields with less than two points per minimum wavelength. Theoretical analysis and numerical experiments indicate that the DRPSM with an operator radius of four produces fewer numerical errors compared with 60th-order LWC and temporal 4th-order PSM. With 5/3 grid points per minimum wavelength, the model still shows great accuracy. Therefore, the method is especially suitable to deal with highfrequency components, and it is promising in forward modeling in Figure 9 . Synthetic seismograms generated by DRPSM in the SEG/EAGE salt model. complex media. It also provides a substitution of the PSMs without negatively impacting accuracy. In addition, the model improves the computational efficiency from Oðn log nÞ to OðnÞ and eliminates the error caused by global dependency.
DRPSM also shows high computational efficiency in high-frequency wavefield modeling. Although the computation efficiency of DRPSM is relatively greater compared with traditional highorder FD methods on each grid point, it requires less computation to achieve the same modeling accuracy by adopting much coarser spatial and temporal steps. For example, numerical experiments show that the overall computational time of DRPSM with an operator radius of four is approximately 2.8 times that of the 60th-order LWC on the same grids, but it is 59.9% and 8.8% compared with those of the 60th-order LWC and temporal 4th-order PSM to achieve the same accuracy.
The method can be widely applied in large-scale seismic modeling, reverse time migration, and full-waveform inversion based on wave equations, for which the computational time and memory requirements are the main obstacle.
Modifying the stencil shapes and trying different optimization methods may be two effective ways to improve the scheme. Proper selection of the points contained in the operator may provide more information, resulting in fewer numerical dispersions as well as less computation. Furthermore, the l 2 -norm is not the only candidate for obtaining the optimized coefficients because we can also apply the high-order norm or the maximum norm for optimizing the coefficients to obtain other new schemes. We will also try to apply the spatial differentiator in more complicated equations.
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APPENDIX A GENERALIZED SAMPLING EXPANSION
The following proof came entirely from the cited reference (Papoulis, 1977) . Supposing that fðtÞ is a common input to m systems H 1 ðωÞ; : : : ; H m ðωÞ, as in Figure A-1 . We shall show that it can be expressed in terms of the samples g k ðnTÞ of the resulting outputs:
sampled at the rate,
For this purpose, we introduce the constant, Example 2 (bunched samples): Suppose that fðtÞ is sampled at 1∕m times the Nyquist rate, but in each sampling interval not one but m samples are used ( Figure A-2) . We maintain that fðtÞ is uniquely determined in terms of the resulting samples We solve the above system for Y 1 ðω; tÞ and Y 2 ðω; tÞ, and determine y 1 ðtÞ and y 2 ðtÞ from equation A-6. Inserting the results into equation A-5, we obtain (elaborate) fðtÞ ¼ cos σα − cos σt σ sin σα The last integral shows that y k ðt − nTÞ is the nth coefficient of the Fourier-series expansion of the function Y k ðω; tÞe jωt in the interval ð−σ; −σ þ cÞ, and equation A-18 results. (Vandermonde determinant) and for the functions e jα k ω of the example 2 because jα k j < T∕2. To minimize the objective function J, we compute its derivatives and Hessian 
APPENDIX B APPROXIMATION OF THIRD-ORDER SPATIAL DERIVATIVES

