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Abstract
The Martin polynomial of an oriented Eulerian graph encodes information about families of
cycles in the graph. This paper uses a transformation of the Martin polynomial that facilitates
standard combinatorial manipulations. These manipulations result in several new identities for the
Martin polynomial, including a di.erentiation formula. These identities are then applied to get
new combinatorial interpretations for valuations of the Martin polynomial, revealing properties
of oriented Eulerian graphs. Furthermore, Martin (Thesis, Grenoble, 1977; J. Combin. Theory,
Ser. B 24 (1978) 318) and Las Vergnas (Graph Theory and Combinatorics, Research Notes
in Mathematics, Vol. 34, Pitman, Boston, 1979; J. Combin. Theory, Ser. B 44 (1988) 367),
discovered that if Gm, the medial graph of a connected planar graph G, is given an appropriate
orientation, then m(G˜m; x) = t(G; x; x), where m(G˜; x) is the Martin polynomial of an oriented
graph, and t(G; x; y) is the Tutte, or dichromatic, polynomial. This relationship, combined with
the new evaluations of the Martin polynomial, reveals some surprising properties of the Tutte
polynomial of a planar graph along the diagonal x=y. For small values of x and y that correspond
to points where interpretations of the Tutte polynomial are known, this leads to some interesting
combinatorial identities, including a new interpretation for the beta invariant of a planar graph.
Combinatorial interpretations for some values of the derivatives of t(G; x; x) for a planar graph
G are also found.
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1. Introduction
In his 1977 thesis, Martin developed polynomials for investigating families of cycles
in 4-regular Eulerian graphs. One polynomial, M (G; x), encodes information about
unoriented Eulerian graphs, and another, m(G˜; x), encodes information about oriented
Eulerian graphs. Martin [17,18] found that if the medial graph Gm of a connected
planar graph G is given an appropriate orientation, then m(G˜m; x) = t(G; x; x), where
t(G; x; y) is the Tutte, or dichromatic, polynomial.
Considerable further work on the Martin polynomials was done by Las Vergnas
[12,14], including Fnding closed formulas for Martin’s recursive deFnitions, and gen-
eralizing them to Eulerian graphs with arbitrary (even) degrees. This led to several
new insights into valuations of the Tutte polynomial (see [15,18]), including surpris-
ing relations between valuations of the Tutte polynomial at (−1;−1) and (3, 3) and
anticircuits in medial graphs.
In the current paper, by transforming the Martin polynomial, we derive several new
identities and combinatorial interpretations for various evaluations of the shifted poly-
nomial and its derivatives. These new results are combined with the identity of Martin
and Las Vergnas to reveal properties of the Tutte polynomial of a planar graph along
the diagonal x = y.
The following conventions are used throughout this paper. Graphs may have loops
and multiple edges. A graph is called Eulerian if all the vertices have even degree,
but connectedness is not required. An orientation of a graph is called Eulerian if the
in-degree equals the out-degree at every vertex. An oriented graph will be called a
digraph. A graph with no edges is denoted by E, regardless of the number of vertices.
The number of connected components of a graph is denoted c(G) if isolated vertices
are counted, and k(G) if they are not.
Following BollobJas [2], a trail is a path that may revisit a vertex, but not retrace
an edge. A circuit is a closed trail, and a cycle is a circuit that does not revisit any
vertices. In the case of a digraph, the edges of a circuit must be consistently oriented.
An anticircuit in a digraph is a closed trail so that the directions of the edges alternate
as the trail passes through any vertex of degree greater than 2. However, direction is
not required to change when passing through a vertex of degree 2, since this is in fact
not possible in a graph with an Eulerian orientation. Note that in a 4-regular Eulerian
digraph, the set of anticircuits can be found by pairing the two incoming edges and
the two outgoing edges at each vertex.
Recall that the medial graph of a connected planar graph G is constructed by putting
a vertex on each edge of G and drawing edges around the faces of G. For example
The graph G The medial graph of G
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2. New identities for the Martin polynomial of an oriented Eulerian graph
A reduction identity for the Martin polynomial of unoriented Eulerian graphs was
derived in [8] using Hopf-algebraic techniques and the fact that, if transformed appro-
priately, the Martin polynomial is essentially an evaluation of a unique universal graph
polynomial. Once the appropriate modiFcation had been motivated by the algebraic
structure, results could then be generated by standard combinatorial techniques. See
[9,10]. These techniques were also adapted for the oriented version in [1] and in [10],
where the transformed Martin polynomial is called the circuit partition polynomial.
Here, we exploit the reduction identity in the oriented case to Fnd new evaluations
and derivative formulas.
Detailed discussions of the following notions of vertex states and graph states (which
were appropriated from knot theory) can be found in [8]. The deFnitions for Eulerian
k-partitions generally follow those given in [18].
Denition 2.1. An Eulerian vertex state is a choice of reconFguration at a vertex of
an Eulerian graph G. The reconFguration consists of replacing a 2n-valent vertex v
with n 2-valent vertices joining pairs of edges originally adjacent to v. In the case of
an Eulerian digraph, each incoming edge must be paired with an outgoing edge. A
choice of vertex state may be represented pictorially as
Here the angle brackets indicate a graph that is identical to the original graph G˜
except in a small neighborhood of v. The small neighborhood of v is replaced by the
depicted vertex state in the new graph.
Denition 2.2. An Eulerian graph state of an Eulerian digraph G˜ is the result of choos-
ing one vertex state at each vertex of G˜. Note that a graph state is a disjoint union of
cycles. Let S denote the set of Eulerian graph states of an Eulerian digraph G˜. Note
that S is not “up to isomorphism”, so that each individual state is listed.
Denition 2.3. Let Dv(G˜) =
∑
. Here, is a choice of
states at the vertex v. The sum is taken over all choices of Eulerian vertex states at v,
so Dv(G˜) is a formal sum of graphs, each identical to the original graph G˜ except in
a small neighborhood of v.
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An Eulerian 
digraph G
→
→
 An Eulerian 2- 
 partition of G
The equivalent graph 
state with 2 components 
Fig. 1. (a) An Eulerian diagraph G˜. (b) An Eulerian 2-partition of G˜. (c) The equivalent graph state with
2 components.
Denition 2.4. An Eulerian k-partition of an Eulerian digraph G˜ is a partition of the
edge set of G˜ into k¿ 0 consistently oriented closed trails.
Note that an Eulerian k-partition is equivalent to a graph state with k components
(see [18]), as shown in Fig. 1.
Denition 2.5. (Generating Function Form). The polynomial j(G˜; x) of an Eulerian
digraph G˜ is given by j(G˜; x) =
∑
k¿0 fk(G˜)x
k , where fk(G˜) is the number of graph
states of G˜ with k components (or Eulerian k-partitions). In [1], j(G˜; x) is called the
circuit partition polynomial.
For example, since the digraph G˜ in Fig. 1 has 6 states with 1 component, 8 states
with 2 components, and 2 states with 3 components, its polynomial is j(G˜; x) = 6x +
8x2 + 2x3.
Denition 2.6. (State Model Form). Since fk(G˜) is the number of graph states with
k components, j(G˜; x) can be deFned equivalently as j(G˜; x) =
∑
S x
k(S), where the
sum is over all graph states S of G˜, and k(S) is the number of components in the
state S.
Denition 2.7. (Linear Recursion Form). The polynomial j(G˜; x) is given by the fol-
lowing recursion relations: If v is any vertex with deg(v)¿ 4, then j(G˜; x)=j(Dv(G˜); x),
with j(cn; x) = x ∀n¿ 0, where cn is a cycle with n vertices. (Note that n may be 0.
Such a cycle is also called a free loop.) Also, j(E; x) = 1.
Recall that the Martin polynomial of an Eulerian digraph has the closed form
m(G˜; x)=
∑
k¿0 fk+1(G˜)(x−1)k given in [14], where fk(G˜) is the number of Eulerian
k-partitions of G˜. Thus, we have the following identity.
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Identity 2.8. The polynomial j is a simple transform of the original Martin polynomial:
j(G˜; x) = xm(G˜; x + 1) and m(G˜; x) = (1=(x − 1))j(G˜; x − 1).
It is understood that any division in Identity 2.8 is performed before any evaluation.
Thus, except for the Martin polynomial on an edgeless graph E, which is now deFned
to be 1=(x − 1), the expressions in Identity 2.8 are all polynomials.
Since the identities that follow have simpler forms when given in terms of j(G˜; x),
this polynomial will be used throughout, leaving to the reader the translations to the
original Martin polynomial via Identity 2.8.
There is a subtle di.erence between the linear recursion processes used to compute
m(G˜; x) and j(G˜; x). The Martin polynomial (as given in [18] and nicely illustrated
in [11], for example) suppresses vertices of degree 2, while the polynomial j retains
them. However, since both polynomials are invariant under the addition or suppression
of vertices of degree 2, this does not alter any end results.
Note that the linear recursion form of DeFnition 2.7 generalizes one of Jaeger’s
transition polynomials, Q(G˜; A; x), deFned on 4-regular digraphs, to Eulerian digraphs
with arbitrary (even) degrees. If G˜ is 4-regular, then j(G˜; x) = xQ(G˜; A; x) where A
is a function that assigns an appropriate weight to each transition at the vertices. See
[11], examples 2 and 3, for the details.
3. Known relationships and evaluations
Unless otherwise noted, the identities below can be found, in terms of the original
Martin polynomial, in [14].
Identity 3.1. If −−→GH is the disjoint union of G˜ and H˜ , then j(−−→GH ; x) = j(G˜; x)j(H˜ ; x).
Identity 3.2. Let B(d; x)=
∏d−1
i=0 (x+i)=
∑
k=1 s(d; k)x
k , where s(d; k) are the unsigned
Stirling numbers of the Frst kind (cf. [14]). Let G˜1; : : : ; G˜n be graphs with speciFed
vertices v1; : : : ; vn, which have degrees 2d1; : : : ; 2dn, respectively. Let G˜ be the graph
that results from identifying the vertices v1; : : : ; vn to a single cut-vertex v with degree∑n
i=1 2di. Then there is the following reduction for cut-vertices:
j(G˜; x) =
B
(∑n
i=1 di; x
)
∏n
i=1 B(di; x)
n∏
i=1
j(G˜i; x):
The following is a list of some valuations for the Martin polynomial on digraphs
for which combinatorial interpretations are known.
Evaluation 3.3. j(G˜; 1) =
∏
v ((deg v)=2)!.
Evaluation 3.4. (cf. Martin [17]). If G˜ has max deg = 4, then j(G˜;−2) =
(−1)n(−2)a(G˜)+C , where n is the number of vertices of G˜ with degree 4, and a(G˜) is
the number of anticircuits in G˜, and C is the number of 2-regular components of G˜.
This minor generalization of the result for the original Martin polynomial is achieved
178 J.A. Ellis-Monaghan /Discrete Mathematics 281 (2004) 173–187
by the slight broadening of the deFnition of an anticircuit to accommodate vertices of
degree 2, combined with multiplicative Identity 3.1.
Evaluation 3.5. If max deg(G˜) = 2d¿ 2, then j(G˜; r − d) = 0 for r = 1; : : : ; d.
Note that Evaluation 3.5 combined with Identity 3.1 means that if max deg(G˜) =
2d¿ 4; then
j(G˜;−1) =
{
0 if max deg(G˜)¿ 2
(−1)k(G˜) else:
This will be useful in later identities.
4. The splitting formula and some of its applications
The following splitting formula from [10] is the primary device used to generate the
new identities for the oriented Martin polynomial that follow. Although the proof in
[10] is purely combinatorial, the formula actually rePects the Hopf algebraic structure
mentioned previously, hence the terminology “splitting”.
Applications of the following results to planar graphs with maximum degree 4 are
particularly useful for analyzing the Tutte polynomial at diagonal values in Section 6.
Because of this and other graph theoretical questions involving 4-regular graphs (see,
e.g. [4,11,15]), specializations to 4-regular graphs are provided, both in this section
and in Section 5.
When there is no danger of confusion, A˜ will be written for G˜|A, the restriction of
G˜ to the edges of the subset A of the edge set E(G˜), and A˜c will be written for G˜
restricted to E(G˜)− A.
Theorem 4.1. j(G˜;w) =
∑ ∏n
i=1 j(A˜i;wi), where the sum is over ordered partitions
(A˜1; : : : ; A˜n) of E(G˜) so that G˜ restricted to A˜ is an Eulerian digraph (possibly empty)
for all i, and where w =
∑n
i=1 wi.
A proof of Theorem 4.1, similar to that of Tutte’s identity for the Chromatic poly-
nomial, can be found in [10]. A direct proof of the useful corollary that j(G˜; nx) =∑ ∏n
i=1 j(A˜i; x) can also be found in [1].
Evaluation 4.2. For n a positive integer, j(G˜; n)=
∑ ∏
i g(A˜i), where the sum is over
ordered partitions (A˜; : : : ; A˜n) of E(G˜) such that G˜ restricted to A˜i is an Eulerian digraph
for all i, and where g(A˜) =
∏
v((degA˜ v)=2)!.
This follows from Theorem 4.1 and Evaluation 3.3, letting wi = 1 for all i.
Denition 4.3. An Eulerian n-coloring of an Eulerian digraph G˜ is an edge coloring
of G˜ with n colors so that each (possibly empty) set of monochromatic edges forms
an Eulerian subdigraph.
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In an edge coloring, a monochromatic vertex is one that has all of its adjacent edges
the same color.
Evaluation 4.4. Let n be a positive integer, and suppose max deg(G˜)=4. Then j(G˜; n)=∑
2m(q), where the sum is over all Eulerian n-colorings q, and m(q) is the number of
monochromatic vertices in the coloring.
This follows from Evaluation 4.2 together with the fact that if G˜ has maximum
degree 4, then so does A˜i for all i. Thus g(A˜i) = 2n(A˜i), where n(A˜i) is the number
of vertices of degree 4 in A˜i. Assigning each A˜i a di.erent color gives an Eulerian
n-coloring q, and hence the result.
Denition 4.5. A cyclic n-coloring of an Eulerian digraph G˜ is an edge coloring of
G˜ with n colors so that each (possibly empty) set of monochromatic edges forms
a consistently oriented 2-regular graph, i.e., a disjoint union of consistently oriented
cycles.
Evaluation 4.6. Let n be a positive integer. Then j(G˜;−n) =∑ (−1)b(d), where the
sum is over all cyclic n-colorings d, and b(d) is the total number of cycles in the
coloring.
This follows from Theorem 4.1 and Evaluation 3.5, letting wi =−1 for all i.
5. The derivative formula and some of its applications
Theorem 5.1 (The Derivative Formula).
j(n)(G˜; x) =
∑
A
n!fn(A˜)j(A˜c; x);
where the sum is over subsets A of E(G˜) such that G˜ restricted to both A and Ac is
an Eulerian digraph.
Proof. The proof is by induction on n. For n= 1, the generating function form from
DeFnition 2.5 gives that
j′(G˜; x) =
d
dx
∑
k=0
fk(G˜)xk =
∑
k=0
fk+1(G˜)(k + 1)xk ;
and the coeRcient of xk is (k + 1)fk+1(G˜). Also,∑
A
f1(A˜)j(A˜c; x) =
∑
A
f1(A˜)
∑
k=0
fk(A˜c)xk
=
∑
k=0
(∑
A
f1(A˜)fk(A˜c)
)
xk ;
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so the coeRcient of xk here is
∑
A f1(A˜)fk(A˜
c). However, given a state of G˜ with k+1
components, there are k+1 choices of which component to let equal A. This component
is counted once in f1(A˜), and the remaining k components are counted in fk(A˜c). Thus
(k +1)fk+1(G˜) =
∑
A f1(A˜)fk(A˜
c) for all k, so j′(G˜; x) =
∑
A f1(A˜)j(A˜
c; x), and the
theorem holds when n= 1.
Assume the derivative formula holds for n− 1. Then,
j(n)(G˜; x) =
d
dx
j(n−1)(G˜; x) =
d
dx
∑
A
(n− 1)!fn−1(A˜)j(A˜c; x)
=
∑
A
(n− 1)!fn−1(A˜)j′(A˜c; x)
=
∑
A
(n− 1)!fn−1(A˜)
(∑
B
f1(B˜)j(B˜c; x)
)
;
where the inner sum is over subsets B of Ac such that G˜ restricted to both B and
Ac − B is an Eulerian digraph.
However, this can be written as
∑
(A1 ;A2 ;A3) (n−1)!fn−1(A˜1)f(A˜2)j(A˜3; x), where the
sum is over ordered partitions (A1; A2; A3) of E(G˜) so that G˜ restricted to Ai is an
Eulerian digraph for i = 1; 2; 3.
This in turn can be written as
∑
A (n− 1)!(
∑
(A1 ;A2) fn−1(A˜1)f1(A˜2))j(A˜
c; x), where
the inner sum is over ordered partitions (A1; A2) of A so that G˜ restricted to Ai is an
Eulerian digraph for i = 1; 2.
However, note that
∑
(A1 ;A2) fn−1(A˜1)f1(A˜2) = nfn(A˜) since there are n choices of
components in one of the partitions counted in fn(A˜) to be counted in f1(A˜2), while the
other n− 1 are counted in fn−1(A˜1). Thus, the expression becomes
∑
A n!fn(A˜)j(A˜
c),
which gives the result as claimed.
Note that j(n)(G˜; x) =
∑
(
∏n
i=1 f1(A˜i))j(A˜n+1; x), where the sum is over partitions
(A1; : : : ; An+1) of the edge set E(G˜) such that G˜ restricted to Ai is an Eulerian digraph
for all i, since n!fn(A˜) =
∏n
i=1 f1(A˜i), where A=
⋃n
i=1 Ai so that A
c = An+1.
Also, Theorem 5.1 and di.erentiating the state model form of DeFnition 2.6 give that∑
S k(S)x
k(S)−1 =
∑
A f1(A˜)j(A˜
c; x), and
∑
S (k(S)!=(k(S)− n)!)xk(S) = xn
∑
A fn(A˜)
j(A˜c; x), where the left-hand sums are over all graph states S of G˜, and k(S) is the
number of components in the graph state S.
Translation to the original form of the Martin polynomial yields a recursive formula,
m(n)(G˜; x) + (n=(x − 1))m(n−1)(G˜; x) =∑A n!fn(A˜)m(A˜c; x), where the sum is over
subsets A of E(G˜) such that G˜ restricted to both A and Ac is an Eulerian digraph.
The results below give a sampling of combinatorial identities that can be found by
combining the new derivative formulas with the known results for j(G˜; x) given in
Section 3.
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Denition 5.2. Let
Pn(G˜) =
{ordered n-tuples (p1; : : : ; pn); where the pi are
consistently oriented edge-disjoint closed trails in G˜}:
To simplify notation, write Sp for (p1; : : : ; pn), and write Pn for Pn(G˜) when G˜ is
clear from context. Also write Spc for those edges of G˜ which are not in any trail of Sp.
Note that each Sp∈Pn(G˜) is an ordering of the n components of an Eulerian n-
partition of G˜|A, where A is all the edges that appear in any of the pi’s. Thus,
n!fn(A˜)=#
{
(p1; : : : ; pn) such that
⋃
i E(pi) = A
}
, and Spc=Ac. With this observation,∑
A n!fn(A˜)j(A˜
c; x) can be written as
∑
Sp∈Pn j( Sp
c; x).
Evaluation 5.3. For n a non-negative integer,
j(n)(G˜; 1) =
∑
k=0
(k + n)!
k!
fk+n(G˜) =
∑
Sp∈Pn
∏
v∈ Spc
(
deg Spc v
2
)
!:
Letting x = 1 in Theorem 5.1 gives that∑
k=0
(k + n)!
k!
fk+n(G˜) · 1k =
∑
A
n!fn(A˜)j(A˜c; 1) =
∑
Sp∈Pn
j( Spc; 1):
Combining this with Evaluation 3.3 gives the formula.
Evaluation 5.4. If G˜ has maximum degree 4, then j(n)(G˜; 1) =
∑
Sp∈Pn 2
m( Sp), where
m( Sp) is the number of vertices of G˜ not belonging to any of the trails in Sp.
This follows from Evaluation 5.3, since if G˜ has maximum degree 4, then deg Spc v=2
or 0 (and hence ((deg Spc v)=2)! = 1) unless v is missed by all the trails in Sp, in which
case ((deg Spc v)=2)! = 2.
Evaluation 5.5. j′(G˜;−1) =−∑k=1 kfk(G˜) · (−1)k =∑B f1(B˜c)(−1)k(B˜), where the
right-most sum is over all subsets B ⊆ E(G˜) such that B˜ is a disjoint union of consis-
tently oriented cycles and B˜c is connected.
From Theorem 5.1, j′(G˜;−1) =−∑k=1 kfk(G˜) · (−1)k =∑A f1(A˜)j(A˜c;−1). By
Evaluation 3.5 however, j(A˜c;−1) = 0 unless maximum degree A˜c = 2, in which case
j(A˜c;−1) = k(A˜c). Also, f1(A˜) = 0 unless A˜ is connected. Writing B˜ for A˜c when
maximum degree A˜c = 2 gives the form of the right-most sum.
Evaluation 5.6. If G˜ has maximum degree 4, then j′(G˜;−1)=∑ (−1)k(Pc), where the
sum is over all consistently oriented closed trails P that visit every vertex of G˜ at least
once.
If G˜ has maximum degree 4, then in Evaluation 5.5, for B˜ to have maximum degree
2, then B˜c must contain every vertex of G˜. Since f1(B˜c) then enumerates consistently
oriented closed trails that visit every vertex of G˜ at least once, the result follows.
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Similar identities can be achieved by combining other known results with the di.er-
entiation formulas.
6. Applications to the Tutte polynomial of a planar graph
The preceding results for the Martin polynomial can now be used to garner new
information about the Tutte polynomial of a planar graph. The Tutte, or dichromatic,
polynomial has a very rich history and a wide range of applications in many areas
of combinatorics. As a result, its applications and properties have been much studied
and continue to generate a great deal of interest. However, only those deFnitions and
properties actually needed for the current paper will be given here. The interested
reader is directed, for example, to [5] or [6] for an in-depth treatment of the Tutte
polynomial, including generalizations to matroids.
Denition 6.1. The rank generating function form of the Tutte polynomial of a graph
G is given by t(G; x; y)=
∑
F⊆E (x−1)r(E)−r(F)(y−1)|F|−r(F), where E and V are the
sets of edges and vertices, respectively, of the graph G, and r(F) = |V | − c(F), where
c(F) is the number of components of F in G, counting isolated vertices.
Along the diagonal line y= x, combinatorial interpretations for t(G; x; x) are known
for very few values of x. There are three evaluations whose interpretations follow
trivially from DeFnition 6.1:
Evaluation 6.2. t(G; 0; 0) = 0.
Evaluation 6.3. t(G; 1; 1) = the number of spanning trees of G.
Evaluation 6.4. t(G; 2; 2) = 2|E(G)|.
Rosenstiehl and Read [20] found an interpretation for when x =−1 in terms of the
binary bicycle space of a graphic matroid M :
Evaluation 6.5. t(M ;−1;−1)=−1|E|(−2)dim(B), where M is a graphic matroid, and B
is the binary bicycle space of M .
Then there are two surprising results for connected planar graphs G from [15,18]:
Evaluation 6.6. t(G;−1;−1) = (−1)|E(G)|(−2)a(G˜m)−1, where a(G˜m) is the number of
anticircuits in the directed medial graph.
Evaluation 6.7. t(G; 3; 3) = K(2)a(G˜m)−1, where K is an odd integer.
In Evaluations 6.6 and 6.7, the medial graph is given a speciFc orientation. This
is achieved by coloring the faces of the medial graph black or white, depending on
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whether they contain or do not contain, respectively, a vertex of the original graph G.
This face-two-colors the medial graph. The edges of the medial graph are then directed
so that the black face is on the left. For example,
A planar graph G
G
m
 with the vertex faces colored black,
oriented so that black faces are to the left of
each edge. 
Hereafter, the phrase “directed medial graph” always refers to the medial graph with
this speciFc orientation.
Let G be a connected planar graph, and let G˜m be its directed medial graph. Martin
[17,18] found the relationship m(G˜m; x)= t(G; x; x), which was further explored by Las
Vergnas in [12,15].
Combining this relationship with the transformation and multiplication identities
(Identities 2.8 and 3.1, respectively), and the fact that the Tutte polynomial is also
multiplicative on disjoint unions of graphs, gives the following, for G not necessarily
connected:
Proposition 6.8. Let V and E be the vertex and edge sets, respectively, of G. Then
j(G˜m; x) = xc(G)t(G; x + 1; x + 1) = x−|V |
∑
F⊆E x
|F|+2c(F).
Proposition 6.8, together with the results of Sections 4 and 5, now gives new combi-
natorial interpretations for the Tutte polynomial of a planar graph for all integers (see
also [10]).
Evaluation 6.9. If G is a planar graph with c(G) components, and n is a positive in-
teger, then t(G; 1 + n; 1 + n) = (1=nc(G))
∑
2m(q), where the sum is over all Eulerian
n-colorings q of the directed medial graph G˜m and m(q) is the number of monochro-
matic vertices in the coloring q.
Since the directed medial graph G˜m is an Eulerian digraph with max deg(G˜m) = 4,
this evaluation follows immediately from Proposition 6.8 and Corollary 4.4.
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Evaluation 6.10. If G is a connected planar graph, then there exists some odd integer
K such that
2t(G; 3; 3) =
∑
F⊆E(G)
2|F|+2c(F)−|V (G)| =
∑
Eulerian
2-colorings of G˜m
2m(q) = 2a(G˜m)K:
This is simply Evaluation 6.7 combined with Proposition 6.8 and Evaluation 6.9 in
the case that n= 1.
As consideration of the simple example of letting G be the complete graph K3
shows, these relations do not seem to be graph theoretically obvious. In this example,
the directed medial graph has only one anticircuit. However, in the sum∑
F⊆E(G) 2
|F|+2c(F)−|V (G)|, there are eight summands from the eight edge-induced sub-
graphs of G, yet there are 10 summands in
∑
Eulerian
2-colorings of G˜m
2m(q), coming from the 10
Eulerian 2-colorings of G˜m.
Evaluation 6.11. If G is a planar graph with c(G) components, and n is a positive
integer, then, t(G; 1 − n; 1 − n) = (1=(−n)c(G)) ∑ (−1)b(d), where the sum is over all
cyclic n-colorings d of the directed medial graph G˜m and b(d) is the total number of
cycles in the coloring d.
Since the directed medial graph G˜m is an Eulerian digraph, this follows immediately
from Evaluation 4.6 and Proposition 6.8.
For example, if G is K3, then there are only two cyclic 2-colorings of G˜m, each
with two cycles, so j(G˜m;−2) = (−1)2 + (−1)2 = 2 =−2t(K3;−1;−1).
The case that n=1 in Evaluation 6.11 gives an additional interpretation for the Tutte
polynomial at (−1;−1): If G is a connected planar graph, then
−2t(G;−1;−1) = (−1)|E(G)|(−2)a(G˜m) =
∑
F⊆E(G)
(−2)|F|+2c(F)−|V (G)|
=
∑
d a cyclic
2-coloring of G˜m
(−1)b(d):
Also, since
2a(G˜m)K =
∑
Eulerian
2-coloring of G˜m
2m(q); and
(−1)|E(G)|(−2)a(G˜m) =
∑
d a cyclic
2-coloring of G˜m
(−1)b(d);
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it follows that if G˜m is the directed medial graph of some connected planar graph G,
then
∣∣∣∣∣∣∣∣
∑
d a cyclic
2-coloring of G˜m
(−1)g(d)
∣∣∣∣∣∣∣∣
divides
∑
Eulerian
2-colorings of H˜
2m(q);
and the quotient is an odd integer.
There are some outstanding conjectures as well as new interest in the derivatives of
the Tutte polynomial. For example, in [15], Las Vergnas conjectured that if M is a bi-
nary matroid, then t(n)(G;−1;−1) =K2d−n, where K is an integer, and n∈{0; : : : ; d}.
Recent work includes [16], which gives generating function formulas for the partial
derivatives of the Tutte polynomial. The derivative results for the Martin polynomial
above provide interpretations for some special cases of derivatives of the Tutte poly-
nomial.
First, note that di.erentiating the forms given in Proposition 6.8 yields that
j(n)(G˜m; x) = xt(n)(G; x + 1; x + 1) + nt(n−1)(G; x + 1; x + 1).
Evaluation 6.12. If G is a connected planar graph, then
t(n)(G; 2; 2) =
n∑
k=0
(−1)n−k n!
k!
∑
Sp∈Pk (G˜m)
2m( Sp)
for all non-negative integers n.
This evaluation follows by induction on n. For n=0, by Evaluation 6.4, t(G; 2; 2)=
2|E(G)|=(−1)0 ·1·2|V (G˜m)|, so the hypothesis holds, since if Sp∈P0, then m( Sp)=|V (G˜m)|
because all the vertices are missed by the empty trail. Then assume that the hypothesis
holds for n − 1. Since the directed medial graph G˜m is an Eulerian digraph with
maximum degree 4, Evaluation 5.4 applies, so that
∑
Sp∈Pn(G˜m) 2
m( Sp) = t(n)(G; 2; 2) +
nt(n−1)(G; 2; 2). Induction then gives that∑
Sp∈Pn(G˜m)
2m( Sp) − n
∑
(−1)n−1−k (n− 1)!
k!
∑
Sp∈Pk (G˜m)
2m( Sp) = t(n)(G; 2; 2)
from which the result follows.
Recall that if G is a connected graph with at least two edges, then the coeRcients
of x and y in t(G; x; y) are equal, and this value ( is called the beta, or chromatic,
invariant of the graph. Evaluation 6.13 provides another interpretation for this important
invariant (see also [5,7,19]).
Evaluation 6.13. Let G be a connected planar graph, and let A and B be the coeRcients
of x and y, respectively, in t(G; x; y). Then A+ B =
∑
(−1)k(Pc)+1, where the sum is
over all closed trails P in G˜m which visit all its vertices at least once. Thus, when G
has at least two edges, ( = 12
∑
(−1)k(Pc)+1.
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Di.erentiating Proposition 6.8 and evaluating at x=−1 gives that j′(G˜m;−1)=−(A+
B) since (d=dx)t(G; x; x)|x=0=A+B and t(G; 0; 0)=0. Since the directed medial graph
G˜m is an Eulerian digraph with maximum degree 4, the result follows from Evaluation
5.6.
7. Conclusion
The identities given here result from algebraic manipulations. This leaves open ques-
tions about possible graph theoretical insight into them. Also, these results probably do
not exhaust the potential of this approach. Other promising research directions include
generalizing the results of this paper to matroids (see, e.g. [3,4]), and extending them
to non-planar graphs (see [13] for Tutte–Martin relations analogous to Proposition 6.8
for the torus and projective plane, for example).
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