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We give a generalization of Ekeland’s e-Variational Principle and of its Bor-
wein]Preiss smooth variant, replacing the distance and the norm by a ‘‘gauge-type’’
lower semi-continuous function. As an application of this generalization, we show
that if on a Banach space X there exists a Lipschitz b-smooth ‘‘bump function,’’
then every continuous convex function on an open subset U of X is densely
b-differentiable in U. This generalizes the Borwein]Preiss theorem on the differ-
entiability of convex functions. Q 2000 Academic Press
In 1972, Ivar Ekeland proved the following theorem:
Ž .EKELAND’S e-VARIATIONAL PRINCIPLE. Let X, d be a complete metric
 4space, F: X “ R j q‘ be a lower semi-continuous function bounded from
below, and l ) 0. Then, for e¤ery x g X and e ) 0 such that0
F x F inf F q e 1Ž . Ž .0
X
there exists an x g X such thate
d x , x F l 2Ž . Ž .0 e
F x q erl d x , x F F x F inf F q e 3Ž . Ž . Ž . Ž . Ž .e e 0 0
X
; x / x , F x q erl d x , x ) F x . 4Ž . Ž . Ž . Ž . Ž .e e e
w xThis principle has wide applications in nonlinear analysis 1]5 .
1 Research supported by the National Natural Science Foundation of China.
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In 1987, for the application to differentiability problems of convex
w xfunctions, Borwein and Preiss 6 revised this principle as the following
Ž .theorem but in the Banach space setting :
Ž .THE BORWEIN]PREISS SMOOTH e-VARIATIONAL PRINCIPLE. Let X, d
 4be a complete metric space, F: X “ R j q‘ be a lower semi-continuous
function bounded from below, l ) 0, and p G 1. Then, for e¤ery x g X and0
e ) 0 such that
F x - inf F q e 5Ž . Ž .0
X
 4there exist a sequence x ; X which con¤erges to some x g X and an e
function f : X “ R of the formp
‘
p
f x s m d x , x ,Ž . Ž .Ýp n n
ns1
where
‘
;n s 1, 2, . . . , m ) 0 and m s 1Ýn n
ns1
such that
d x , x - l 6Ž . Ž .e 0
F x - inf F q e 7Ž . Ž .e
X
; x g X , F x q erl p f x G F x q erl p f x . 8Ž . Ž . Ž . Ž . Ž . Ž . Ž .p e p e
Ž . Ž . Ž . Ž .Noting that for all x g X, f x y f x F d x, x , from 8 in the1 1 e e
case of p s 1, we obtain that
; x g X , F x q erl d x , x G F x 9Ž . Ž . Ž . Ž . Ž .e e
Ž .which is almost the same as 4 . Moreover, we can find too that between
Ž . Ž . Ž . Ž .1 ] 3 and 5 ] 7 , there also exist some slight differences; and so Eke-
land’s e-Variational Principle is not an exact consequence of the
Borwein]Preiss Smooth e-Variational Principle. This means that it is
possible to improve the last one.
In this paper, we give a generalization of these two e-variational princi-
ples as follows:
Ž .THEOREM 1. Let X, d be a complete metric space and F: X “ R j
 4q‘ be a lower semi-continuous function bounded from below. Suppose that
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 4r : X = X “ R j q‘ is a function, satisfyingq
i ; x g X , r x , x s 0;Ž . Ž .
 4ii ; y , z g X = X , r y , z “ 0 « d y , z “ 0;Ž . Ž . Ž .n n n n n n
iii ;z g X , y ‹ r y , z is lower semi-continuous;Ž . Ž .
10Ž .
and that d ) 0, d G 0, n s 1, 2, . . . , is a nonnegati¤e number sequence.0 n
Then, for e¤ery x g X and e ) 0 with0
F x F inf F q e 11Ž . Ž .0
X
 4there exists a sequence x ; X which con¤erges to some x g X such thatn e
r x , x F er2 nd , n s 0, 1, 2, . . . ; 12Ž . Ž .e n 0
when for infinitely many n, d ) 0,n
‘
F x q d r x , x F F x F inf F q e 13Ž . Ž . Ž . Ž .Ýe n e n 0
Xns0
‘ ‘
; x / x , F x q d r x , x ) F x q d r x , x 14Ž . Ž . Ž . Ž . Ž .Ý Ýe n n e n e n
ns0 ns0
Ž .and when d ) 0 and for all j ) k G 0, d s 0, 14 is replaced byk j
; x / x , ’m G k ,e
ky1
F x q d r x , x q d r x , xŽ . Ž . Ž .Ý i i k m
is0
ky1
) F x q d r x , x q d r x , x . 15Ž . Ž . Ž . Ž .Ýe i e i k e m
is0
Ž .We can say that r in 10 is a ‘‘gauge-type’’ function, which, for example,
Ž Ž ..may be any function f d x, y with f : R “ R , which is strictly increas-q q
Ž . Ž .ing and continuous and satisfies f 0 s 0. It is obvious that if r y, z s
Ž . Ž . Žerl d y, z , d s 1, and d s 0, for all n ) 0. Theorem 1 in this case0 n
Ž . .the summation in 15 does not exist recaptures Ekeland’s e-Variational
Ž . Ž p. Ž . pPrinciple with a little improvement; and if r y, z s erl d y, z ,
Ž .F x s inf F q e 9 - inf F q e , d s m s 1 y g ) e 9re with g ) 00 X X 0 1
and d s m ) 0, Theorem 1 becomes the Borwein]Preiss Smoothn nq1
e-Variational Principle with some significant improvements, which replace
Ž . Ž .7 and 8 by
F x q erl p f x F F x - inf F q eŽ . Ž . Ž . Ž .e p e 0
X
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and
; x / x , F x q erl p f x ) F x q erl p f x .Ž . Ž . Ž . Ž . Ž . Ž .e p e p e
 4Moreover, in Theorem 1, d may be any positive number sequence, evenn
not bounded. Therefore, Theorem 1 unifies and generalizes these two
e-variational principles.
Now we give the proof of Theorem 1. The idea of this proof is ‘‘classic’’
w xas that of the proof of Ekeland’s e-Variational Principle in 3 . Certainly, it
also produces a new proof of the Borwein]Preiss theorem, which is
w xsimpler than that in 6 .
 4 Ž .Proof of Theorem 1. There are two cases for d : i infinitely manyn
Ž .d ) 0; and ii only finitely many d ) 0. For first case, without loss ofn n
generality, we can assume that all d ) 0. Then, setn
<T x [ x g X F x q d r x , x F F x . 16 4Ž . Ž . Ž . Ž . Ž .0 0 0 0
Ž . Ž .From the lower semi-continuity of F and of r ?, x and x g T x ,0 0 0
Ž .T x is a nonempty closed subset of X, and0
; y g T x , d r y , x F F x y F y F F x y inf F F e .Ž . Ž . Ž . Ž . Ž .0 0 0 0 0
X
17Ž .
Ž .Take x g T x such that1 0
F x q d r x , x F inf F x q d r x , x q d er2d 18 4Ž . Ž . Ž . Ž . Ž .1 0 1 0 0 0 1 0
Ž .xgT x0
and set again
1
T x [ x g T x F x q d r x , x F F x q d r x , x .Ž . Ž . Ž . Ž . Ž . Ž .Ý1 0 i i 1 0 1 0½ 5
is0
19Ž .
Ž . Ž .In general, suppose that we have defined x g T x y and T xny1 ny2 ny1
such that
ny1
T x [ x g T x F x q d r x , xŽ . Ž . Ž . Ž .Ýny1 ny2 i i½
is0
ny2
F F x q d r x , x . 20Ž . Ž . Ž .Ýny1 i ny1 i 5
is0
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Ž .Take x g T x such thatn ny1
ny1
F x q d r x , xŽ . Ž .Ýn i n i
is0
ny1
nF inf F x q d r x , x q d er2 d 21Ž . Ž . Ž .Ý i i n 0½ 5Ž .xgT xny1 is0
and
n
T x [ x g T x F x q d r x , xŽ . Ž . Ž . Ž .Ýn ny1 i i½
is0
ny1
F F x q d r x , x 22Ž . Ž . Ž .Ýn i n i 5
is0
Ž . Ž .which is also non-empty and closed. From 21 and 22 , we have that
ny1
; y g T x , d r y , x F F x q d r x , xŽ . Ž . Ž . Ž .Ýn n n n i n i
is0
ny1
y F y q d r y , xŽ . Ž .Ý i i
is0
ny1
F F x q d r x , xŽ . Ž .Ýn i n i
is0
ny1
ny inf F x q d r x , x F d er2 dŽ . Ž .Ý i i n 0
Ž .xgT xny1 is0
and so,
; y g T x , r y , x F er2 nd . 23Ž . Ž . Ž .n n 0
Ž .Ž . Ž . Ž .Hence, from 10 ii , it follows d y, x “ 0 and the diameter of T x “n n
‘ Ž .0. Since X is complete, there exists an unique x g F T x , which,e ns0 n
Ž . Ž . Ž .from 17 and 23 , satisfies 12 . In addition, x “ x . Finally, for anyn e
‘ Ž .x / x , we have that x f F T x and so there exists an m g N suche ns0 n
that
m my1
F x q d r x , x ) F x q d r x , x .Ž . Ž . Ž . Ž .Ý Ýi i m i m i
is0 is0
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Ž . Ž . Ž .But from 16 , 20 , and 21 , we can deduce that for any q G m we have
always
my1
F x G F x q d r x , xŽ . Ž . Ž .Ý0 m i m i
is0
qy1 q
G F x q d r x , x G F x q d r x , x .Ž . Ž . Ž . Ž .Ý Ýq i q i e i e i
is0 is0
Ž . Ž .Therefore, 13 and 14 hold.
 4Now we deal with the second case of d . Assume that d ) 0 andn k
d s 0 for all j ) k G 0. Without loss of generality, we suppose that d ) 0j i
Ž .for all i F k. Thus, when n F k, we take the same x and T x as above.n n
Ž .When n ) k, we take x g T x such thatn ny1
ky1
F x q d r x , xŽ . Ž .Ýn i n i
is0
ky1
nF inf F x q d r x , x q d er2 d 24Ž . Ž . Ž .Ý i i k 0½ 5Ž .xgT xny1 is0
and set
ky1
T x [ x g T x F x q d r x , x q d r x , xŽ . Ž . Ž . Ž . Ž .Ýn ny1 i i k n½
is0
ky1
F F x q d r x , x . 25Ž . Ž . Ž .Ýn i n i 5
is0
Ž . Ž .Then, by the same deduction as above, 12 ] 14 also hold. But when
x / x it may follow that there exists an m ) k such thate
ky1
F x q d r x , x q d r x , xŽ . Ž . Ž .Ý i i k m
is0
ky1
) F x q d r x , xŽ . Ž .Ým i m i
is0
ky1
G F x q d r x , x q d r x , x ,Ž . Ž . Ž .Ýe i e i k e m
is0
Ž .i.e., 15 holds.
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Remark 1. In Theorem 1, we can replace the ‘‘gauge-type’’ function by
 4a sequence of functions c : X = X “ R j q‘ satisfying:n
i ; x g X , c x , x s 0;Ž . Ž .n
ii ; y , z g X , c y , z F a « d y , z F g ,Ž . Ž . Ž .n n n 26Ž .
where a ) 0, g ) 0, g “ 0;n n n
iii ;z g X , y ‹ c y , z is lower semi-continuous.Ž . Ž .n
Ž . Ž .In this case, if we take d s era , replace 12 by d x , x F g , and0 0 e n n
Ž . Ž .replace r x, x by c x, x , then Theorem 1 also holds.n n n
When X is a Banach space, from Theorem 1 we obtain that
 4THEOREM 2. Let X be a Banach space, F: X “ R j q‘ be a lower
semi-continuous function bounded from below, and l ) 0. Suppose that r :
 4X “ R j q‘ is a lower semi-continuous function such thatq
i r 0 s 0;Ž . Ž .
27Ž .
5 5 4ii ; y ; X , r y “ 0 « y “ 0;Ž . Ž .k k k
and that d ) 0, d G 0, n s 1, 2, . . . , is a nonnegati¤e number sequence.0 n
Then, for e¤ery x g X and e ) 0 with0
F x F inf F q e 28Ž . Ž .0
X
 4there exists a sequence x ; X which con¤erges to some x g X such thatn e
r x y x F er2 nd , n s 0, 1, 2, . . . ; 29Ž . Ž .e n 0
when for infinitely many n, d ) 0,n
‘
F x q d r x y x F F x F inf F q e 30Ž . Ž . Ž . Ž .Ýe n e n 0
Xns0
‘ ‘
; x / x , F x q d r x y x ) F x q d r x y xŽ . Ž . Ž . Ž .Ý Ýe n n e n e n
ns0 ns0
31Ž .
Ž .and when d ) 0 and for all j ) k G 0, d s 0, 31 is replaced byk j
ky1
; x / x , ’m G k , F x q d r x y x q d r x y xŽ . Ž . Ž .Ýe i i k m
is0
ky1
) F x q d r x y x q d r x y x . 32Ž . Ž . Ž . Ž .Ýe i e i k e m
is0
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Now we give an application of Theorem 2 to the differentiability
w xproblem of convex functions. We recall some concepts of 6, 7 .
Let X be a Banach space. A bonology on X, denoted b , is any
nonempty family of bounded sets of X with D S s X. A function f :S g b
 4X “ R j "‘ is b-subdifferentiable at x g X with b-subderi¤ati¤e x* g
Ž .X* the dual of X if, for each a ) 0 and each set S g b , there exists
Ž .d ) 0 such that for all t g 0, d ,
y1 ² :;h g S, f x q th y f x t y x*, h G ya . 33Ž . Ž . Ž .
Ž .Denote x* g › f x . b-superdifferentiability and b-superderi¤ati¤e are simi-b
b Ž .larly defined and denoted x* g › f x . If f is b-subdifferentiable and
b-superdifferentiable at x g X, then f is called b-differentiable at x. Its
Ž .necessarily unique b-derivative is denoted = f x , which must coincideb
Ž .with its Gateaux derivative =f x . If a function f is b-differentiable at allˆ
points in a subset A ; X, then f is called b-smooth in A.
PROPOSITION 1. Assume that r is a Lipschitz and b-smooth real-¤alued
 5 5 4function on B s x g X ‹ x - a ; a sequence x g X, n s 0, 1, 2, . . . ,a n
satisfies
5 5x y x - ar2, n s 0, 1, 2, . . . ;e n
d ) 0, n s 0, 1, 2, . . . , is a positi¤e number sequence with Ý‘ d - q‘;n ns0 n
and
‘
F x [ d r x y x . 34Ž . Ž . Ž .Ýe n n
ns0
Then F is b-differentiable at x withe e
‘
= F x s d = r x y x . 35Ž . Ž . Ž .Ýb e e n b e n
ns0
w Ž . Ž .x y14Since r is Lipschitz on B , r x y x q th y r x y x t area e n e n
 Ž .4bounded uniformly for t small enough and h g S, and = r x y x isb e n
also bounded. Hence, this proposition is a consequence of the Weierstrass
M-test.
From Theorem 2 and Proposition 1, we obtain
 4THEOREM 3. Let X be a Banach space, F: X “ R j q‘ be a lower
semi-continuous function bounded from below, and l, a , k ) 0. Suppose
that the following assumption holds
LI AND SHI316
 4There exists a lower semi-continuous function r : X “ R j q‘ such thatq
i r 0 s 0;Ž . Ž .
5 5 4ii ; y ; X , r y “ 0 « y “ 0;Ž . Ž .k k k
iii r is Lipschitz of rank L and b-smooth inŽ . PŽ .
<B s x g X r x - l ; 4Ž .r , l
5 5 5 5iv x - a « x g B and r x F lrk « x - ar2.Ž . Ž .r , l
Then, for e¤ery x g X and e ) 0 with0
F x F inf F q e 36Ž . Ž .0
X
there exists an x g X such thate
5 5x y x F ar2 37Ž .e 0
F x F F x F inf F q e 38Ž . Ž . Ž .e 0
X
and
0 g › F x q 2e kLly1B*, 39Ž . Ž .b e
 5 5 4where B* s x* g X* ‹ x* * F 1 .
 4Proof. From Theorem 2, for any positive number sequence d , theren
 4exists a sequence x ; X which converges to some x g X such thatn e
r x y x F er2 nd , n s 0, 1, 2, . . . ; 40Ž . Ž .e n 0
‘
F x q d r x y x F F x F inf F q e 41Ž . Ž . Ž . Ž .Ýe n e n 0
Xns0
and
; x / x , F x q F x ) F x q F x , 42Ž . Ž . Ž . Ž . Ž .e e e e e
Ž . Ž . Ž .where F is defined by 34 . From 41 , we obtain 38 . Take d s kerle 0
‘ Ž . Ž .Ž . 5 5and Ý d s kerl. Then, 40 and P iv imply x y x - ar2, in-ns1 n e n
Ž . Ž .cluding 37 , and from the inequality 42 and Proposition 1, it is easy to
deduce that
0 g › F x q = F x . 43Ž . Ž . Ž .b e b e e
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Ž .But from 35 , we have that
‘
y1= F x * F d = r x y x * F 2e kLl . 44Ž . Ž . Ž .Ýb e e n b e n
ns0
Ž .Hence, 39 is proved.
Ž .Ž . Ž .It is obvious that we can replace P iii , iv by
iii 9 r is Lipschitz and b-smooth near x s 0.Ž .
Ž .Now we show that the condition P is equivalent to the existence of a
Lipschitz b-smooth bump function; i.e., we have the following proposition:
Ž .PROPOSITION 2. In a Banach space X, the condition P is equi¤alent to
the following hypothesis:
w xThere exists a Lipschitz b-smooth function f : X “ 0, 1 such that
i f 0 s 1;Ž . Ž .
HŽ .
5 5ii x ) 1 « f x s 0.Ž . Ž .
Ž . Ž . Ž .Proof. H « P . Suppose that f satisfies H . We take
‘ 1
nr x s 1 y f 2 x .Ž . Ž .Ý 2 n2ns1
Obviously, such a r is a Lipschitz b-smooth function with the same
Ž . Ž .Lipschitz rank as that of f. In addition, for any x g X, r x G r 0 s 0
5 5 n Ž . w Ž n .x 2 n 2 nand if x ) 1r2 , then r x G 1 y f 2 x r2 s 1r2 ; it means that
Ž . 5 5 Ž .r y “ 0 « y “ 0. Therefore, r satisfies P .
Ž . Ž . Ž . Ž .Ž .P « H . Suppose that r satisfies P . From P ii , there exists
d ) 0 such that
5 5x ) a « r x ) d .Ž .
We take a function ¤ such that
w xi ¤ : R “ 0, 1 is continuously differentiable ;Ž . q
ii t G d « ¤ t s 0;Ž . Ž .
iii ¤ 0 s 1;Ž . Ž .
Ž . Ž Ž .. Ž .and for each x g X, set f x s ¤ r a x . Then f satisfies H .
 4THEOREM 4. Let X be a Banach space and f : X “ R j "‘ be a lower
Ž .semi-continuous function. Suppose that H holds. Then f is b-subdifferentia-
ble at a dense subset of points in its graph.
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Proof. Without loss of generality, we suppose that there exists a r
Ž . Ž .satisfying P . Let e ) 0 and x g X with f x finite given. Since f is0 0
Ž .Ž .lower semi-continuous at x and r satisfies P ii , we can choose l g0 1
Ž .0, l small enough such that
<inf f x r x y x F l G f x y e . 45 4Ž . Ž . Ž . Ž .0 1 0
We apply Theorem 3, replacing l by l , to f s f q d , where1 l l1 1
0 if r x y x F lŽ .0 1
d x sŽ .l1 ½ q‘ if r x y x ) l .Ž .0 1
Ž . Ž .Then, there exists an x with r x y x F l rk such that › f x ise e 0 1 b l e1
Ž .nonempty. Since f coincides with f in a neighborhood of x , › f x isl e b e1
Ž .also nonempty. Moreover, since x satisfies 41 , we have thate
f x y e F f x s f x F f x .Ž . Ž . Ž . Ž .0 e l e 01
Ž Ž .. Ž .Thus we obtain a point x , f x with nonempty › f x in the graph ofe e b e
Ž Ž ..f , which can be arbitrarily close to x , f x . The conclusion is proved.0 0
THEOREM 5. Let X be a Banach space and f be a continuous con¤ex
Ž .function on an open subset U ; X. Suppose that H holds. Then f is densely
b-differentiable in U.
Proof. Applying Theorem 4 to yf , we obtain that yf is densely
b-subdifferentiable in U; i.e., f is densely b-superdifferentiable in U. Since
f is always b-subdifferentiable in U, the conclusion is proved.
Theorems 4 and 5 generalize the corresponding results of Borwein and
w x Ž . Ž p.5 5 pPreiss 6 , in which r x s erl x , p ) 1. In particular, thanks to an
w xexample of a Banach space X, constructed by Haydon 8 , such that there
exists a Lipschitz continuously Frechet-differentiable bump function on X´
 4but there is no equivalent norm on X Gateaux-differentiable on X _ 0 ,ˆ
w x Žour Theorem 5 is not a consequence of Preiss’ theorem 9 or the
w x. ŽPreiss]Phelps]Namioka theorem 10 ; this Preiss theorem respectively,
.the Preiss]Phelps]Namioka theorem affirms that if on a Banach space X
there exists an equi¤alent norm b-smooth away from origin, then e¤ery locally
Ž .Lipschitz function respecti¤ely, continuous con¤ex function on an open
Žsubset U of X is densely b-differentiable in U respecti¤ely, b-differentiable in
.a G dense subset of U and implies the Borwein]Preiss theorem on thed
differentiability of convex functions.
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Ž .Remark 2. It is easy to show that H is also equivalent to
There exists a Lipschitz b-smooth function f : X “ R such that
i f 0 ) 0;Ž . Ž .
H9Ž .
5 5ii x ) 1 « f x F 0.Ž . Ž .
Remark 3. After finishing the first version of this paper, we learned
w xthat Deville et al. 11, 12 also proved Theorems 4 and 5 by a completely
different method.
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