For a compact abelian group G, a corner in G × G is a triple of points (x, y), (x, y + d), (x + d, y). The classical corners theorem of Ajtai and Szemerédi implies that for every α > 0, there is some δ > 0 such that every subset A ⊂ G × G of density α contains a δ fraction of all corners in G × G, as x, y, d range over G.
Letting n → ∞, by the boundedness of codim(W ), the corners with difference d = 0 contribute o(1) to this expectation, and so he concludes that there is some d = 0 with E x,y∈G 1 A (x, y)1 A (x, y + d)1 A (x + d, y) ≥ m ′ (α) − O(ǫ).
Since this inequality holds for every ǫ as n → ∞, we obtain the popular differences result M F (α) ≥ m ′ (α). Mandache showed that
Fox, Sah, Sawhney, Stoner, and Zhao [4] determined more precise asymptotics, showing:
where the o(1) term approaches 0 as α → 0, and the ω(α 4 ) term is α 4 /o (1) .
We generalize Mandache's result to all compact abelian groups. From this result and a simple modification we obtain the following two corollaries. 
Notation
Let (G, +) be a compact abelian group, with Haar probability measure µ, and a (discrete) dual groupĜ of characters ξ : G → R/Z. We will use function evaluation notation for characters, so ξ(x) denotes the image of x ∈ G under ξ ∈Ĝ. For a measurable function f : G → R and a measurable partition P of G, we let f P = E(f |P ) be the function obtained by averaging f on each part of P .
For measurable X ⊆ G with µ(X) > 0, define
to be the indicator of X, normalized to have integral 1.
For asymptotics, we use x = O(y) and x y when we would otherwise write x ≤ Cy for some absolute constant C. An absolute constant is independent of any variables in the problem. For example, it suffices to prove Theorem 1.1 with m ′ (α) − ǫ replaced by m ′ (α) − O(ǫ), as the implicit constant is independent of ǫ.
For f : G → R, we use the L p norms, normalized as follows.
Forf :Ĝ → R/Z, we use ℓ p norms.
Similarly, Fourier transforms are written with an integral over the real domain and a sum over the frequency domain, sof (ξ) = G f (x)e −2πiξ(x) dx and f (x) = ξ∈Ĝf (ξ)e 2πiξ(x) . Using this notation, Plancherel's theorem states f L 2 = f ℓ 2 . Finally, for x ∈ R or R/Z, we write x R/Z to mean the distance from x to the nearest integer.
Bohr set preliminaries
The Bohr set given by a finite set of frequencies S ⊂Ĝ and ρ > 0 is defined to be
For δ = 1/N , we also define the Bohr partition B(S, δ) to be the union of parts of the form [3, 5, 10] ).
In this proposition we look at the interplay between a "coarse" partition B(S, δ), a "fine" is entirely contained in a single part of the Bohr partition B(S, δ).
2. If δ ′ ≤ ǫ 0 C |S|,ρ /|S|, 2 then for all x ∈ G and all but an O(ǫ 0 )-fraction of y ∈ B(S, ρ), x + y lies in a part of B(S ′ , δ ′ ) that is entirely contained in x + B(S, ρ).
Proof. The strategy is to show that the image of elements of G under a character ξ are either evenly distributed in R/Z or do not affect our computation. For those which are evenly distributed, a simple union bound suffices to show that most x ∈ G are not close to the boundary of a Bohr set or Bohr part in the "direction of" any character.
We begin with the proof of Part 1. To determine which part of a Bohr partition contains x ∈ G, it suffices to determine the values of ξ(x) for each ξ ∈ S. For ξ ∈ S, we consider two possibilities.
If there is no x 0 ∈ G with 0 < ξ(x 0 ) R/Z < ρ, then adding any element of B(S, ρ) to any x ∈ G will not change the value of ξ(x), and so we may ignore such ξ.
Otherwise, there exists x 0 ∈ G with 0 < ξ(x 0 ) R/Z < ρ. In this case, since the map x → x + x 0 is measure-preserving, the sets
are of equal measure. A union of ⌈1/(ξ(x 0 ))⌉ = Θ(1/ξ(x 0 )) of these sets cover G, and so each interval has measure Θ(1/(ξ(x 0 ))). By translation, for any interval I ⊂ R/Z with length |I| ≥ ξ(x 0 ), the set {x ∈ G : ξ(x) ∈ I} has measure Θ(|I|). Thus, the set to any x ∈ G will not change the value of ξ(x), and so we may ignore such ξ.
Otherwise, there exists x 0 ∈ G with 0 < ξ(x 0 ) R/Z < ρ ′ . In this case, since the map x → x+ x 0 is measure-preserving, the sets
are of equal measure, and so the exceptional set
By the triangle inequality, we have x + B(S, ρ ′ ) ⊆ B(S, ρ) as long as x is not contained in ξ∈S E ξ . A simple union bound tells us that this set has size ǫ 0 /|B(S, ρ)|, as desired.
Reproducing the argument for the second half of this theorem when B(S, ρ) is replaced by an arbitrary translate of an arbitrary part p ∈ B(S, ρ), we can nearly obtain the same conclusion.
However, Bohr parts may have wildly varying size. If we replace C |S|,ρ by ǫ 0 /|B(S, ρ)| = ǫ 0 /ρ −|S| , then the conclusion will hold for all Bohr parts with size at least an ǫ 0 -fraction of the average size of a Bohr part, which will be plenty.
This proposition and observation allow us to make the following useful decompositions. There exists some C depending only on ǫ 0 , |S|, ρ such that for any z 0 ∈ G, the set
can be expressed as the disjoint union of at most C boxes and a remainder of measure at most
Proof. Let us temporarily fix y. We will use a fine partition
should mostly cover our set. By Proposition 2.2 and the subsequent comments, as long as ρ ′ is sufficiently small in terms of ǫ 0 , |S|, and ρ, for all but an ǫ 0 /2-fraction of x ∈ y + z 0 + B(S, ρ ′ ), we have that the part of B ′ containing x lies entirely within y + z 0 + B. Varying y, this statement holds for the x-coordinate of all but an ǫ 0 -fraction of pairs (x, y) in B z 0 . We can repeat the same argument for the y-coordinate. Combining these together, for all but am ǫ 0 -fraction of (x, y) in
Consequently, B z 0 may be partitioned into a union of at most C := |B ′ | 2 boxes and an exceptional set of measure at most ǫ 0 . Since |B ′ | is bounded in terms of ǫ 0 , |S|, and ρ, this completes the proof of the corollary.
Integrating the pointwise statements of Proposition 2.2, we can obtain a second useful corollary.
Then for any f : G → [0, 1] we have:
Intuitively, (2) says that a function which is constant on a coarse Bohr partition is approximately constant under convolution with a small Bohr set, and (3) states that convolving a function with a Bohr set is approximately the same as first projecting onto a much finer Bohr partition, and then performing the convolution.
Proof. By the first half of Proposition 2.2, the set
has measure bounded by ǫ 2 0 . As the difference of two functions with range in [0, 1], we have
Since this function is nonzero on a set of measure at most ǫ 2 0 , (2) follows immediately. To show (3) we apply the second half of Proposition 2.2. For any x ∈ G, this allows us to partition x + B(S, ρ) into the union of some Bohr parts b ∈ B and an exceptional set E with
Observing that the integral of f equals the integral of f | B on such a part b, we obtain:
We take absolute values. The integrand has absolute value bounded by 1, and is supported on a set of measure at most ǫ 0 µ(B). We deduce:
Regularity lemma
We will require two types of regularity lemmas. The first allows us to decompose a function, or a set of functions, into three parts: one that is constant on a Bohr partition, one that is small in L 1 , and one that is Fourier uniform. The second type of regularity is standard strong regularity for graphs or graphons. for each I ∈ I, such that:
, and
The proof of this lemma will occupy the remainder of this subsection. For this lemma we use a procedure in which we will be constructing a sequence of Bohr sets B(S i , ρ i ). Each Bohr set will be accompanied by a Bohr partition B(S i , δ i ) with δ i substantially smaller than ρ i , but by a bounded amount. At each successive refinement, we regularize an increasingly large family of functions F i with respect to the previous Bohr set. The procedure is as follows:
is chosen to be an integer and, for i ≥ 1, a multiple
3. Set F i to be the set of pointwise products of functions I · 1 p , for all I ∈ I and p ∈ P i . 1) , then increment i to i + 1, and return to step 1.
Set
Since each P i+1 is a refinement of P i , we see that I| P i − I| P i−1 is constant on parts of P i , whereas I| P i+1 − I| P i has integral 0 on such boxes. We obtain the following orthogonality:
and so we have the following telescoping sum:
Consequently there must be some i ≤ mF (1) 2 (which in turn is bounded in terms of ǫ, m) for which every I ∈ I satisfies
.
Thus the procedure terminates at such a step i. We now decompose each I ∈ I:
We begin by showing that each restriction of f 2 to a part p ∈ P i has small Fourier coefficients.
Lemma 3.2. We have
for every I ∈ I and p ∈ P i .
That is to say, each pointwise product I 2 · 1 p has Fourier coefficients that are arbitrarily small in terms of m, |P i |, ǫ, δ i .
Proof. We expand
We can bound | µ B i+1 (ξ)| by 1 as µ B i+1 is defined to have total mass 1. Consequently, we bound |1 − µ B i+1 (ξ)| by 2, and obtain the claimed inequality in this case.
Otherwise, we have ξ ∈ S i+1 . We begin by noting that, trivially, µ B i+1 is supported on
For all x in this support, by definition ξ(x) ≤ ρ i+1 ≤ 1/F (m|P i |/ǫδ i ). Consequently we have exp(2πiξ(x)) = 1 − O(1/F (m|P i |/ǫδ i )). Since the Fourier coefficient µ B i+1 (ξ) is an expectation of such exponentials over x ∈ B i+1 , it too must be 1 − O(1/F (|F i |/δ i )). Bounding the Fourier coefficient | I · 1 p (ξ)| by 1, the claim follows in this case as well.
Lemma 3.3. We have
Proof. By triangle inequality, we can write
The first and third terms are bounded by Corollary 2.4; choose ǫ 0 = 1/F (1) and let F grow quickly enough so that δ i+1 and ρ i+1 are sufficiently small to satisfy the hypotheses of the Corollary. It remains to bound the second term. Applying Plancherel to (5), we see
Since µ B i+1 ℓ ∞ ≤ 1, we can multiply this through and obtain
Applying Plancherel again, we obtain
Graph regularity
For this problem we will need to partition a group G with respect to some functions f : G×G → [0, 1] in a way that is doubly regular. Specifically, we want a partition Π that is graph-theoretically regular in the sense that our functions f can be replaced to within a good approximation by their averages over boxes of Π × Π, but we would also like the parts of Π themselves to be pseudorandom, or
Fourier uniform, as subsets of G. For a good reference for the various notions of graph regularity we use, see [8] . We use the box norm, also referred to as the cut norm, which is discussed in Section 4 of [7] . The relevant property we need is the following:
Lemma 3.4. Fix t, ǫ > 0 and some quickly growing function F . Then there exist a constants N 0 such that the following holds. Let G be a compact abelian group, and let F be a family of functions f : G → [0, 1] with cardinality |F| ≤ t. Then there exist:
satisfies the conclusions of the theorem, where
We now specialize to the corners problem specifically, in which we are given a subset of G × G with density α and want to find corners in this set. It will help to use the following symmetric We have now regularized our set with respect to an outer Bohr partition P i , and an inner uniform partition Π. In the case of F n 2 , Mandache's outer partition that is the analogue of our P i is given by the cosets of a subspace [9] . He then counts the number of corners with common difference lying in that subspace. This is convenient for him as any corner with difference lying in a subspace has all three of its points lying in a single part of P 3 i , and so he may restrict to individual sections of the hyperplane cut out by the boxes of P 3
i . This method relies on the fact that a coset of a subspace is closed under addition by elements of that subspace. Our analogy is the content of Proposition 2.2, in that parts of a Bohr partition are approximately closed under addition by an element of a much smaller Bohr set. Therefore, having regularized with respect to the Bohr partition P i = B(S i , δ i ), we now count corners with difference lying in a much smaller set B(S i , ρ ′ i ). Consequently, the vast majority of all corners we count have all three points lying in the same outer box. Here, ρ ′ i is an intermediate parameter that should be made sufficiently small with respect to our "large" parameters ǫ, m, |P i |. Anything assumed to be sufficiently small in terms of these three is also assumed to be sufficiently small in terms of ρ ′ i . The set B(S i , ρ ′ i ) should be thought of as lying between B(S i , ρ i ) and P i+1 , in terms of scale. Define
Our goal is to count count corners in A with difference weighted by ν. This weighted corner count is given by the integral 
Proof. We break each occurrence of f, g, h in ( * ) into 3 parts by writing f = f 0 + f 1 + f 2 (similarly for g and h). This breaks up the integral into 27 terms.
Let's look at contributions of various terms to this integral. A term that contains f 1 can be bounded by taking absolute values and bounding the g, h terms by 1:
Integrating over z eliminates the ν term and we are left with the L 1 -norm of f , which is bounded by ǫ. Thus, such terms contribute O(ǫ) to the integral.
For terms that contain f 2 , we evaluate this integral by first fixing z. We are using the box norm, so it will be convenient to approximate ν by a union of boxes, which is precisely the content of Corollary 2.3.
Choosing ǫ 0 = ǫ, we obtain an approximation of ν by boxes which differs from the original on a set of measure at most ǫ · µ(B(S i , ρ ′ i )). Since the value of |f ghν| is bounded by 1/µ(B(S i , ρ ′ i )), this part of the integral contributes at most ǫ. On the remainder, we have a contribution
integrated over a collection of at most C(ǫ, |S i |, ρ ′ i ) boxes. For fixed z, we can bound the integral (9) over any box by applying (8) . By assumption this box norm is sufficiently small in terms of C and µ(B(S i , ρ ′ i )) so that the sum of these integrals over all boxes in our approximation of ν can be made to be O(ǫ). Finally, integrating this O(ǫ) contribution over all z, we conclude that the contribution from the f 2 term is also O(ǫ).
Consequently, up to an O(ǫ) error, the number of corners in A is given by the f 0 , g 0 , h 0 term, which is precisely the expression claimed in the lemma.
It may be worthwhile to provide an outline of the rest of the proof at this point. Having now expressed the corner count in terms of a function on inner boxes, we will group these terms by their outer box. The contributions from each outer box (except a small exceptional set) can be bounded from below by µ(V ∩ P ) · T (φ V ), where T is the functional defining Mandache's variational problem (appearing, for example, in (1)), and φ V is some function of three independent random variables that has expectation within O(ǫ) of α(V ) = µ(V ∩ A)/µ(V ∩ P ). Consequently, the contribution from each outer box V will be at least µ(V ∩ P )m(α(V ) + O(ǫ)), which is at least m ′ (α) + O(ǫ) by the fact that m is Lipschitz [9] , the pointwise bound m ′ ≤ m, and the convexity of m ′ .
We will begin the next section by defining the function φ for each V and evaluating E[φ] and T (φ), and conclude by showing that T (φ) is indeed a lower bound for the corner count derived in Lemma 4.1.
We perform the reduction described in the previous section. This follows generally the strategy in Section 3.3 of [9] , although some counts which are very easy to compute in the finite field case become more involved in the general setting (notably, Lemmas 5.4 and 5.5 may each be replaced by a single line of computation or less, in the finite field setting).
i , and let Π refine V into m 3 inner boxes of the form B i × C j × D k . Let X be a random B i ⊂ B, with weight given by
Similarly define Y, Z to be random C j and D k .
We will define functions φ ′ and φ for each such choice of V . When comparing such constructions across multiple outer boxes V , we will use φ V to denote the function φ constructed in box V .
For now, we note:
The average of these values of E[φ ′ ] over all boxes V ∈ P 3 i , weighted by µ(V ∩ P ), equals µ(A) = α. Indeed, as we will only ever consider the set of V ∈ P 3 i as weighted by µ(V ∩ P ), we will sometimes make this implicit when referring to small fractions of the set: when we say a collection of outer boxes X ⊂ P 3 i is at most an ǫ-fraction of all outer boxes, we mean
This is often quite different than the measure of X as a subset of G 3 . Similarly, when taking the expectation of some function over all outer boxes V , we will always do so with respect to this measure induced by the hyperplane.
The desired minimization problem requires that φ has range in [0, 1], whereas our φ ′ might not;
we will fix this, along with some similar normalization problems with φ ′ , as follows. Define:
We show this does not affect our expectation by much. To that end, we begin with a lemma:
Proof. We have
Let's evaluate µ(P ∩ B i × C j × D k ). The set B i is the intersection of the parts B ∈ P i and p i ∈ Π i . For consistency of notation, write I = 1 p i , J = 1 p j , K = 1 p k . Consequently we can write
, and similarly for C j and D k . Thus we want to evaluate
Ideally, we would show that this quantity cannot be much larger than 1.
To begin, break up I, J, K as described in the regularity section. We can write I = I 0 , I 1 ,
where these functions satisfy the conclusion of Lemma 3.1. This breaks the integral into 27 terms.
We first bound terms that contain I 1 , J 1 , or K 1 ; without loss of generality, assume the term contains I 1 . Bounding |J a |, |K b | by 1, this term contributes
Now by the L 2 bound (which also bounds L 1 ), we have
As a consequence, in all but an ǫ/m fraction of outer boxes V , we have
There are 3m choices of I, J, K, for which an outer box may be exceptional, for a total of O(ǫ) exceptional outer boxes for this bound. In the rest, the I 1 , J 1 , K 1 terms always contribute less
For terms that contain I 2 (or equivalently J 2 or K 2 ), we express our integral in terms of Fourier coefficients:
x,y
By our regularity assumptions we may assume the leftmost term is bounded in magnitude by some small ǫ 2 , so this sum is bounded by
So terms of this form contribute an error on the order of ǫ 2 /µ(V ∩ P ), so we need to make sure µ(V ∩ P ) is not too small. This can be achieved easily; consider the boxes in V ∈ P 3 i such that µ(V ∩ P ) ≤ ǫ/|P i | 3 . Summing over all such boxes, the total fraction of P contained in any of these small outer boxes is at most ǫ. Therefore all but an ǫ-fraction of V have µ(V ∩ P ) ≥ ǫ/|P i | 3 .
Returning to our computation, we can take
For all of the outer boxes that are not too small, we then get a contribution from I 2 terms of
The only term left contains I 0 , J 0 , K 0 and is simply equal to 1, as (for example) I 0 is defined to be the expectation of 1 p i on B, which is precisely
Summing this up, we see
which nearly finishes the proof. We still need to show that ignoring points with δ B i , δ C j , or δ D k much smaller than average does not affect our computation by much. Let X i be the exceptional set of p = (x, y, z) ∈ P with δ B i (p) ≤ ǫ 2 /m, where B i (p) is the B i containing p. Summing this up over all i, we see the union of all X i has measure at most ǫ 2 , and performing the same process for the y and z coordinates gives a set of exceptional points X of size O(ǫ 2 ). Then for all but an ǫ-fraction
In such cases, removing all points in X reduces E[φ ′ ] by an O(ǫ)-fraction. As a consequence we have
Corollary 5.2. On all but an ǫ fraction of V ∈ P 3 i we have: 
As a consequence of this, we have
Computing T (φ)
We define an auxiliary function T (V ) as follows:
Since T (φ) ≤ T (V ), it suffices to show T (V ) gives us a lower bound on corner counts up to an additive error of O(ǫ).
Lemma 5.3. On all boxes B i × C j × D k that contribute a nonzero amount to T (V ), we have
Proof. For contributing boxes, we have δ B i , δ C j , δ D k ≥ ǫ 2 /m. Plug these bounds into (11).
To evaluate T (V ) we need to evaluate expressions of the form
Readers familiar with Mandache's proof may recall that this was a simple computation in F n 2 ; that is unfortunately not the case here. We perform these calculations now.
Lemma 5.4. For all but an ǫ-fraction of V ∈ P 3 i , we have
Proof. We begin by computing
We also note that for terms contributing a nonzero amount to T (V ), we have
And that for all but an ǫ-fraction of outer boxes V , we have
We break up the contribution to our integral into various pieces.
First we write f into f 0 of boxes with µ(D) too small, so we discard those exceptional boxes. On the rest, we can write 1 D as the union of a set with measure ≤ ǫ 0 and a collection of C boxes, where C is bounded in terms of ǫ 0 , |P i |. We choose ǫ 0 sufficiently small in terms of ǫ, m, |P i | so that this leftover set has measure less than ǫ/(δ B i δ C j µ(V ∩ P )), so this part contributes at most ǫ to the integral. Since f 2 has sufficiently small box norm in terms of ǫ, m, |P i |, the contributions from the boxes sum to O(ǫ)
as well, which finishes the bounds on the f 2 term.
Next we consider the f 1 term. Since we have a global bound on f 1 L 2 , we want to handle this term globally as well. The contribution to E[T (V )] from f 1 terms is bounded by:
By Markov then, on all but an ǫ-fraction of outer boxes the f 1 terms contribute O(ǫ) to T (V ). The only remaining terms contain all of f 0 , g 0 , h 0 . Such a term evaluates to
by applying Lemma 5.3, and so we have:
Combining these terms gives the desired expression.
We now know that T (V ), and consequently E[T (V )], can be approximated by a nice sum of terms involving only the averages f 0 , g 0 , h 0 , δ B i , δ C j , δ D k , and moreover E[T (V )] is within O(ǫ) of E[T (φ)] and therefore lower bounded by the solution to Mandache's variational problem. It remains to show that this expression is a lower bound for the corner count derived in Lemma (4.1).
Lemma 5.5. For all but an ǫ-fraction of V ∈ P 3 i and all B i × C j × D k contributing to T (V ), we have
Proof. Expanding products of indicator functions, the left-hand side above becomes:
Break up the I = I 0 + I 1 + I 2 , and similarly for J, K. Recall that on contributing inner boxes in non-exceptional outer boxes, we have
Assume we are dealing with a term containing I 2 ,J 2 or K 2 . Then since I 2 1 B ℓ ∞ may be assumed to be sufficiently small in terms of ǫ, m, |P i |, this contribution may immediately be bounded by In particular we may replace one for the other and incur an arbitrarily small L 2 penalty (in terms of, say, ǫ, m, |P i |). Making this substitution, we now want to compute
which is O(ǫ/m) 99 µ(P ∩ B × C × D) by (10) . Applying our lower bounds on δ B i , δ C j , δ D k , this error is indeed O(ǫ) · δ B i δ C j δ D k µ(P ∩ B × C × D). Finally for terms that are constant on 1 B , that is just
Applying Corollary 2.4 again, this is within 1 + O(ǫ) of 1 B (x)1 C (y)1 D (−x − y), which completes the proof.
We are now in a position to prove our main theorem.
