Abstract-Recently, the increasing number of chemical com pound datasets to be screened has been growing rapidly due to the fast developments of high-throughput screening in drug discovery. These compound datasets requires compound selection methods which have become one of the main technique in drug discovery especially in drug lead identification process. Thus, finding the best method in compound selection is needed to the pharmaceutical industry to ensure the accurate results of this process. One of most used compound selection method is cluster based compound selection, which involves subdividing a set of compounds into clusters and choosing one compound or a small number of compounds from each cluster. In this cluster-based compound selection, non-overlapping methods such as Ward's, Group Average, Jarvis Patrick's and K-means are preferred methods to cluster the diverse set of compounds. However, there are little study on overlapping method such as fuzzy c mean (FCM) and fuzzy c-varieties (FCV) clustering algorithms. Therefore, these two clustering algorithms are applied and their performance is compared based on the effectiveness of the clustering results in terms of separation between actives and inactives (Pa) into different clusters and mean intercluster molecular dissimilarity (MIMDS). The analysis shows FCM gives the best results compare to FCV in terms of Pa indicating that FCM has a promising use in compound selection algorithms. But, FCV is perform better than the FCM in term of MIMDS when a higher number of compounds and higher fuzziness index value are concerned.
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I. INTRODUC TION
In the past decade, many chemoinformatics approaches such as the compound selection have been applied in the drug discovery process. The drug discovery process is a process of identifying compounds that may become useful new drugs in pharmaceutical area [1] . This process can be divided into an early and a late phase. The early phase is mainly represented by target and lead discovery, whereas the later deals mainly with clinical evaluation and development [2] . In the drug lead discovery process, thousand of molecule structures need to be screened before lead optimization begins. In this process, initial leads for drug development will originate from high throughput screening (HTS), for example fifty thousands to five millions of compounds are screened and tested in the hope of discovering biologically active compounds. This dataset is likely to be very large with millions of compounds. This slow process of identifying the leads has created constrictions in the 978-1-4673-1938-6/12/$3 1.00 ©20121EEE drug discovery process, which are time constraint and the huge amount of cost in developing drugs for pharmaceutical indus try. Because of these constraints, there is a need of demand for powerful and reliable techniques to identify high-quality lead drug candidates in order to save time and money. Therefore, the research and development focuses on this interest in order to develop faster and more effective way to produce chemical compounds that become a useful drug.
One of the impending ways to reduce the processing time and cost of drug discovery is using the cluster-based compound selection method in order to select the potential active com pound in lead identification process. It involves subdividing a set of compounds into clusters and choosing one compound or a small number of compounds from each cluster. It is also a technique to groups the data into classes or clusters so that the objects within the cluster have high similarity in comparison to one another, but are very dissimilar to those data objects in other clusters [3] . Indirectly, by using this method, it has helped the researches of finding lead compounds faster and more effectively by showing which compound belongs to certain cluster that is similar to known compound rather than screening all the dataset in compound libraries.
The most widely techniques used to cluster the compound is non-overlapping clustering methods [3] which occurs when each compound is member for only one cluster. However, there are fewer study conducted to overlapping clustering method in term of compound selection such as fuzzy clustering. The fuzzy clustering method has been chosen from the overlap ping clustering method because the fuzzy concepts obviously provide the way for tackling the problem of conventional clustering methods, where an object can only belong or not belong to a particular cluster. This concept can represent membership degree to which an object belongs to that cluster. Thus if cluster is a group whose members share common properties, then the membership degree of an object indicates the degree to which that object displays these properties with similar objects having high membership of the same cluster(s) [4] . In [5] also claim that fuzzy is expected to perform better, in cases where there are a significant number of outliers, such as molecular dynamics simulations and molecule alignments. This is also supported by [4] who prove that fuzzy clustering methods can outperform Wards, Group average and hard K-means methods. Based on these studies, finding the best clustering algorithm using fuzzy clustering methods is demanded in order to get more accurate results for biological activities.
Hence, there are two types of fuzzy clustering algorithms that will be applied in this study; fuzzy c-mean (FCM) and fuzzy c-varieties (FCY). This study is part of ongoing research on fuzzy clustering methods in cluster-based compound selec tion and builds on the previous work reported in [6] , [7] . In this paper, these two clustering algorithms are applied and their performance is analyzed. The effectiveness of these algorithms results is experimented based on their ability to separate active and inactive structures and their intermolecular dissimilarity of their centroids where these results are compared with one another. The different values of fuzziness index and the number of clusters are also experimented in order to see the effect of these different fuzziness index values to the clusters produces by fuzzy clustering. This paper is organized as follows. In Section II, we describe in details both FCM and FCY clustering algorithms. The experimental design is outlined in Section III in terms of separation actives and inactive into different clusters and mean of intercluster molecular dissimilarity (MIMDS). In Section IY, we describe the experimental results of FCM and FCY clustering algorithms by comparing between these two algorithms. The discussion of the experimental results is high lighted in Section V. Lastly, we summarize our contributions in this ongoing study and discuss our future research work.
II. Fuzzy CLUSTERING ALGORI THMS
Fuzzy clustering is one of the principal applications of fuzzy set theory which is introduced in [8] as an important part of which is the concept of membership function. The membership function of an object describes to what degree that object is a member of a given set. The closer a data point lies to the center of a cluster, the higher is its membership degree to this cluster [9] . In conventional or crisp clustering methods, an object is either a member of the cluster or a non-member of that cluster which corresponds to a membership function of 1 or O. Fuzzy logic extends this notion by allowing an object to belong to more than one cluster by assigning different membership degree to take value between 0 and 1. In this section, we give a brief overview of the two main clustering algorithms for compound selection namely, fuzzy c-means (FCM) and fuzzy c-varieties (FCY).
A. Fuzzy C-Mean (FCM) Algorithm
The most popular fuzzy clustering algorithm is the fuzzy c-means (FCM) algorithm, developed in [10] and improved in [11] , which calculates the prototypes, most typical group characteristics, of the clusters and membership coefficients for each observation to the clusters. Moreover, objective function based fuzzy clustering has received much attention from the scientific community as well as the practitioners of fuzzy set theory [12] after the emerging of fuzzy c-means.
[370 ]
In the first stage of FCM algorithm, the centroid for each cluster is initialized. The primary centroid Ci is chosen randomly, before the start of the clustering process. The centroid Ci depends on the number of clusters defined in each clustering process. The centroid Ci is then used to compute the degree of membership for compounds, depending on the similarity measure between the compounds to the centroid. The calculation of the degree of membership (Ui j ) from centroid i to compound j in the clusters is derived from equation 1 [4] :
where X j k is the data point of the jth compound at the kth variable and Vik is the centroid value in the ith cluster at the kth variable.
The value q= 1 is not suggested since FCM algorithm is a generalization of its historical predecessor (hard c-means algorithm), where the membership are assigned only to the value of 0 and 1 [13] . A common choice of q is 2 [13] , [5] , [14] . From the membership matrix, we first derived the fuzzy centroid (Ci) as suggested by Fung [13] : (2) where ni j is the degree of membership, q is the fuzziness index, X j k is the data point of the jth compound and M is the number of data point.
B. Fuzzy C-Varieties (FCV) Algorithm
The Fuzzy c-varieties (FCY) is fuzzy clustering technique that uses linear subspace of the clustering space as prototypes [11] . This algorithm is able to detect the structure of data when all clusters are r dimensional linear varieties, where r is less than the dimension of the data set [9] . For instance, in the 2D case, this algorithm can efficiently detect line-shaped clusters (r=I); in the 3D case, it can be used to find the structure of planes (r=2).
The FCY algorithm also can be used to identify groups of points ordered in a line configuration of each class [13] . In the FCM algorithm, the distances from a data point to the cluster prototype are calculated and the choice of the distance measure determines the shape of the clusters. Usually the Euclidean norm is used as distance measure and this induces spherical clusters. The FCY algorithm is an extension of the basis FCM that define the prototypes as r-dimensional linear subspaces of the vector data space [11] . This means it allows the prototypes to be r dimensional varieties, i.e. lines (r= 1), planes (r=2) or hyperplanes (2 < r < p) rather than just points in p [13] , [15] , [16] . The linear variety of dimension r through the point v p, spanned by linearly independent vectors { s 1, s2, s3 ....... sr} [17] can be denoted as:
In FCV clustering, the linearly independent vectors span ning the variety are the principal r-eigenvectors of the cluster covariance matrix [14] , [16] , where c is the number of clusters, n is the number of data, Uk j , define in equation (1) is the membership degree of vector j to cluster k, q is the fuzziness index (1 � q < 0:), X j is the jth data vector and VA:, define in equation (2), is the centre of cluster k. Thus, the algorithm can be developed by adding two steps to the iteration process which is calculation of the cluster covariance matrices and extraction of the principal r eigenvectors then followed by the FCM algorithm [15] For r = 0 the sum disappears such that the FCV distance function is identical to the FCM distance function [13] , [15] , [16] . Since this application configured line shape, therefore r = 1 and the distance is shortest, perpendicular, distance from data point X j to the prototype line L (Vk, sk) [15] . In these algorithms, the parameter q influences a fuzziness of the cluster which means the larger is q the cluster become fuzzier and difficult to interpret. Thus for this study, the value q is tested in the range of 1.1 to 2, to see the influence of the fuzziness index to the clusters and to cater for different separatability of the clusters in the dataset [13] .
III. EXPERIMENTAL DESIGN
Both fuzzy clustering that have been explained in section II, respectively are used. The performances of these fuzzy clustering algorithms are evaluated based on their ability to separate active and inactives into different set of clusters and their diversity analysis. A cluster that has at least one active compound is defined as an active cluster. This will minimize the possibility of having an inactive compound being selected as the representative of a cluster that contains actives compound. Thus, the more active structure is in a cluster, the higher possibility that an active structure is selected as a representative for further analysis. The proportion of active structure (Pa) is calculated as:
No. of actives in dataset ) (5) No. of structures in active cluster subset For measuring the diversity of a set of compounds, mean intermolecular dissimilarity (MIMDS) between the cluster centroids is used and this is applied by using the Ta nimoto coefficient. MIMDS is used to ensure that the use of the clustering algorithm for compound selection will result in a diverse selection of compounds when compounds are selected from each cluster. This gives a measure of relative diversity on how different the compounds are to each other, not on how much space is covered by the compounds [18] . The higher the diversity, the more chances we will obtain a diverse set of bioactive compounds for testing of the leads. Calculation of similarities is based on the Tanimoto distances since the descriptors chosen in this project are based on 2D binary fin gerprints [19] . The value of Tanimoto coefficient ranges from zero to 1 [3] . A value of one indicates that the molecules have identical fingerprint representations and value zero indicates that there is no similarity between two molecules.
In this study, a subset of the AIDS dataset obtained from the National Cancer Institute (NCI), where the data are cell based assay measuring protection from HIV-l infection has been used. There are 1000 molecules are tested and analyzed, where it consists of 247 are confirmed actives (CA) and 753 are confirmed inactive (CI). The confirmed inactive molecules were selected randomly. These are the categorizations that the Developmental Therapeutics Program (DTP) AIDS Antiviral Screen has assigned to the compounds according to the combined cell-protective (against HIV ) and cell-toxic (with out HIV ) activities. All compounds are characterized using Barnard Chemical Information (BCI) bit string descriptor where each bit represents the presence or absence of certain fragment in the molecule. Bit string descriptors are chosen because of its ability to distinguish actives and inactives better than other descriptors [20] . It has also been found to be the most effective descriptor in selecting representative subsets of bioactive compounds [21] because they combine the best strategies from Daylight fingerprint and MDL [22] . This BCI bit string using 1052-bit structural key-based bit string gener ated based on presence and absence of fragments in the BCI's standard 1052 fragment dictionary, which encodes augmented atoms, atom sequences, atom pairs, ring components and ring fusions descriptors [23] .
IV. EXPERIMENTAL RESULTS
There are several experiments have been conducted by using two different analyses. The first analysis is based on the ability of these clustering algorithms to separate active and inactive structure in the cluster. The second analysis is based on the mean intercluster molecular dissimilarity (MIMDS) between the centroid from cluster produce by these algorithms. Two important parameters have been looking at which are the numbers of clusters, (c) (10 to 50 clusters) and fuzziness index, (q) (in range 1.1 to 2.0) in order to identify the effectiveness of the cluster produced from both FCV and FCM clustering.
A. Separation Active and Inactive
Figure 1 and Figure 2 shows the graph of fuzziness index from 1.1 to 2.0 versus the proportion of actives structure (Pa) [371 ] Fldn,�; Inle, (q)
Result of (Pa) FCY for (q) = 1.1 to 2.0 with (e) = 10 to 50 for FCV and FCM. Both graphs show the increasing of Pa in the fuzziness index for cluster 10 to 50. The best Pa is obtained by the smaller cluster which is ten clusters. It shows that as q increases, the clusters become fuzzier and the structure becomes more overlapped. This will lead to more number of active structures in the cluster subsets as the active structure can belong to more than one cluster. Even though higher q gives better result, the results become harder to interpret because the clusters are not well separated and too much overlapped. From this graph, FCV clearly shown the uniform result and could be predicted highest value q (greater than 2) will give the best of Pa value.
B. Mean of Intercluster Molecular Dissimilarity (MIMDS)
The graph of fuzziness index for FCV and FCM from 1.1 to 2.0 versus to MIMDS is shown in Figure 3 and Figure 4 . The first line of graph shows the decreasing value of MIMDS while the end of the line shows the value of MIMDS becoming linear as q becomes higher as shown in Figure 3 . This shows that as q increases the number of clusters becomes larger. Thus, it can be predicted that the value of MIMDS will always be the same with the larger value of q. The best result of MIMDS is obtained if the larger numbers of clusters are considered. For FCM, the lowest q gives the greater value of MIMDS and the lowest MIMDS value obtain by q =2, where the centroids of cluster are more similar to each other. This may not give better result for further analysis.
C. FCV and FCM Comparison
The first analysis has compared the proportion of actives structures between FCV and FCM fuzziness index from 1.1 to 2.0 as shown in Figure 5 . Based on this graph, FCM gives better result compared to FCV if the smaller q is considered (less than 1.7). However, FCV will give better result of PA if q is greater than 1.8. This means, the greater the q is taken, the greater the result for Pa. But, based on fuzzy theory, when the q is higher, the cluster becomes fuzzier and the structure becomes more overlapped, thus the results become harder to interpret. The graph comparison of Mean of Intercluster Molecular Dissimilarity between FCV and FCM fuzziness index (q) from 1.1 to 2.0 is analyzed in the second part of the analysis as shown in Figure 6 . This graph is generated by looking at the effects of FCV and FCM fuzziness index upon to the MIMDS. The results from the FCV and FCM clustering that are taken for the analysis is from cluster 50. This is because the larger numbers of clusters produce the highest diversity value compared to other number of clusters values from both clustering algorithms. Based on this graph, generally, FCV gives better result of MIMDS compare to FCM as q increases. For all q, the MIMDS value for FCV is much higher than FCM clustering method.
V. DISCUSSIONS
The experiments were carried out to analyze the cluster produced by FCV and FCM clustering method in order to test their effectiveness based on their ability to separate active and inactive structures and their intercluster molecular dissimilarity. Based on the first analysis, when looking at the effect of fuzziness index to proportion of actives structures between FCV and FCM clustering, FCM gives better result compare to FCV if the smaller q is considered (less than 1.7). However, FCV will give better result of PA if q is greater than 1.8. This means, the greater the q is taken, the greater result for PA. But, based on the fuzzy theory, when the q is higher, the cluster becomes fuzzier and the structure becomes more overlapped. Thus, the results become harder to interpret. In conclusion, the higher value of q and the small number of clusters gives better result for FCV where the cluster produced " iil ;;; are better separated wherein it contains more active compound in dataset as the number of clusters become lesser.
In the second analysis, in terms of the effect of fuzziness index to MIMDS between FCV and FCM clustering, FCV gives better result of MIMDS compare to FCM as q increases. For all q, the MIMDS value for FCV is much higher than FCM clustering method. This shows that the centroids from clusters in FCV clustering are far more different between each other than centroid from clusters in FCM clustering method. This may happen because of the centroid obtained from FCV clustering are more complex compare to FCM clustering meth ods.Thus, this gives better centroids which are more dissimilar to each other compare to FCM clustering method and promises to be used for further analysis in chemical compound selection.
VI. CONCLUSION
The analysis shows that the FCM gives the best results compare to FCV in terms of separation between actives and inactives into different clusters indicating that FCM has a promising use in compound selection algorithms. The draw back is that it gives the lowest value of intercluster molecular dissimilarity when it involved the large number of clusters in contrast to FCY. The results also show that in terms of intercluster dissimilarity, the FCV is better than the FCM clustering when a high number of compounds and lower fuzziness index value are concerned. These results are affected by number of clusters and the fuzziness index value. By selecting the best value for this criterion, it will give superior result. Apart from that, by using FCV algorithm it is clearly shown the performance indicators compare to FCM algorithm. Therefore, it can indicate which algorithm is potential for further analysis. In this study, although FCV is not suggested to be used in term of proportion actives measure it is superior enough for MIMDS analysis in order to produce better and faster results in drug discovery process. The analysis of FCV clustering method shows a better diversity of analysis in compound selection and more research should be done to test the effectiveness of this method with other cluster-based methods. By experimenting different methods in the cluster based approach, more clustering method can be applied in the compound selection for drug discovery.
For this study, only FCV and FCM clustering methods have been implemented and tested for 1000 molecules from the AIDS dataset due to the time and resource constraints. The reason for this is the limited system requirement that is used to conduct the experiments. In addition, higher hard ware requirements are needed for further analysis of the clusters produced. The number of clusters and data used in the experiment should be increased in order to evaluate the effectiveness of the clustering method. The dataset used for the experiment is represented by dictionary-based bit string descriptor. Experiments should also be conducted using other binary descriptors and non-binary descriptors such as the topological indices. The experiment should repeat with large number and variations activities in datasets. The number of cluster, (c) and fuzziness index,(q) value also can be research in order to obtain the best result. The FCV prototype r =2, 3, etc instead of r=l is also conducted ..
