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Abstract
Solutions for the fully compressible Navier–Stokes equations are presented for the ﬂow and temperature ﬁelds in a cubic cavity
with large horizontal temperature differences. The ideal-gas approximation for air is assumed and viscosity is computed using
Sutherland’s law. The three-dimensional case forms an extension of previous studies performed on a two-dimensional square cavity.
The inﬂuence of imposed boundary conditions in the third dimension is investigated as a numerical experiment. Comparison is
made between convergence rates in case of periodic and free-slip boundary conditions. Results with no-slip boundary conditions
are presented as well. The effect of the Rayleigh number is studied.
Results are computed using a ﬁnite volume method on a structured, collocated grid. An explicit third-order discretization for
the convective part and an implicit central discretization for the acoustic part and for the diffusive part are used. To stabilize the
scheme an artiﬁcial dissipation term for the pressure and the temperature is introduced. The discrete equations are solved using
a time-marching method with restrictions on the timestep corresponding to the explicit parts of the solver. Multigrid is used as
acceleration technique.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In the past three decades a lot of interest has been given to the heat transfer in air-ﬁlled cavities. From an engineering
point of view this resulted in applications, mainly with respect to insulation problems. The thermally driven cavity
has thoroughly been studied in a 2D environment. Using a broad range of numerical methods, results for Rayleigh
numbers up to 108 have been presented. Examples for the square cavity which is heated on the left, cooled on the right
and insulated on the top and bottom boundaries, can be found in [4–6]. From the very beginning Mallinson and de
Vahl Davis have presented results in three dimensions as well [2], but with the use of only 15 × 15 × 15 grid cells.
Recently more accurate calculations for the cavity in three dimensions have been performed. Tric et al. [3] applied a
pseudo-spectral Chebyshev algorithm to the solution of the incompressible Navier–Stokes equations for grids with up
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Fig. 1. Cubic cavity: boundary conditions.
to 1113 nodes. Wakashima et al. [7] used the stream-vorticity formulation of the governing equations, again simpliﬁed
for incompressible ﬂows.
In this paper results of the steady compressible 3D Navier–Stokes equations are presented. This means that no
low-Mach or Boussinesq assumptions are used. The results presented here form a direct extension of previous results
for the 2D case by Vierendeels et al. [4–6]. The computational method is extended to three dimensions and produces
the solution very efﬁciently and accurately. Attention is given to the inﬂuence of the boundary in the third dimension.
Numerical experiments with free-slip, no-slip and periodic boundary conditions are performed. Results are shown for
the cubic cavity with Rayleigh numbers varying between 102 and 104.
2. Problem setting
We consider the ﬂow in a differentially heated cubic cavity in which a temperature difference is applied to two
opposite vertical walls, while the other sides of the cube are thermally insulated (Fig. 1). Further, large temperature
differences are considered which impose the use of compressible solvers able to treat low Mach number ﬂows.
For a compressible ﬂuid, the Rayleigh number is deﬁned as
Ra = g
2
0(Th − Tc)L3Pr
T020
, (2.1)
where Pr is the Prandtl number, g = 9.81m/s2 the gravitational constant, L the characteristic dimension of the cavity,
Th and Tc, respectively, the hot and cold temperatures applied to the vertical walls, T0 a reference temperature equal to
(Th + Tc)/2, 0 a reference viscosity coefﬁcient and 0 a reference density, both corresponding to T0. The temperature
difference may be presented by a non-dimensional parameter  = (Th − Tc)/(Th + Tc). The heat transfer through the
wall is represented by local Nusselt number:
Nu(y, z) = LkT/x|wall
k0(Th − Tc) , (2.2)
and average Nusselt number:
Nu = 1
LD
∫ z=D
z=0
∫ y=L
y=0
Nu(y, z) dy dz. (2.3)
In the above expressions k0 = k(T0), k(T ) is the heat conduction coefﬁcient k(T ) = (T )Cp/P r . In the test cases
considered here, the Prandtl number is assumed to remain constant, equal to Pr = 0.71, and the viscosity coefﬁcient
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is given by Sutherland’s law:
(T )/∗ = (T /T ∗)3/2(T ∗ + S)/(T + S)
with T ∗ = 273K, S = 110.5K, ∗ = 1.68 · 10−5 kg/m/s, Cp = R/( − 1),  = 1.4 and R = 287.0 J/kg/K. The
inﬂuence of the temperature on Cp is neglected. The problem is completely deﬁned by the Rayleigh number, the value
of , a reference state (P0 = 101325 Pa, T0 = 600K, 0 = P0/(RT 0)), the previously mentioned ﬂuid properties and
the initial conditions.
3. Computational method
3.1. Governing equations
The 3D steady Navier–Stokes equations in conservative form are
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where F ic are the convective ﬂuxes, F ia are the acoustic ﬂuxes and F iv are the viscous ﬂuxes. They are deﬁned as
Fxc = [0, u2, uv, uw, 0]T,
Fyc = [0, uv, v2, vw, 0]T,
Fzc = [0, uw, vw, w2, 0]T,
Fxa = [u, p, 0, 0, Hu]T,
Fya = [v, 0, p, 0, Hv]T,
Fza = [w, 0, 0, p, Hw]T,
Fxv = [0, xx, xy, xz, uxx + vxy + wxz + kT/x]T,
Fyv = [0, xy, yy, yz, uxy + vyy + wyz + kT/y]T,
Fzv = [0, xz, yz, zz, uxz + vyz + wzz + kT/z]T,
where  is the density, u, v and w are the cartesian velocity components, p is the pressure, T is the temperature, H is
the total enthalpy, ij are the components of the viscous stress tensor and T denotes the transposed vector. The source
term S is given by S = [0, 0,−g, 0,−gv]T.
3.2. Discretization
We consider an orthogonal, collocated grid with all variables stored at the vertices of the mesh. The convective part
of the equations is discretized with velocity upwinding:
Fxci+1/2 = ui+1/2[0, u, v, w, 0]TL/R,
Fycj+1/2 = vj+1/2[0, u, v, w, 0]TL/R,
Fzck+1/2 = wk+1/2[0, u, v, w, 0]TL/R,
where the left (L) and right (R) state variables are extrapolated with the third-order van Leer- method. The acoustic
and viscous parts are discretized centrally. The source term is evaluated nodewise. Due to the central discretization of
the acoustic part, artiﬁcial dissipation for the pressure and temperature terms is necessary [1]. The mass-ﬂux which
appears in the convective and acoustic ﬂuxes is modiﬁed by a stabilization term. In the x-direction the mass-ﬂux u is
changed into
u + 12 [(pi+1 − pi)/x + |u|T (Ti+1 − Ti)], (3.2)
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where x , y and z have the dimension of velocity and T = /T the partial derivative of density with respect to
temperature.A similar modiﬁcation is used in the y- and z-direction.We have taken x =wr +2	/x, y =wr +2	/y
and z = wr + 2	/z, where wr is a local velocity equal to
√
u2 + v2 + w2. Full details on the discretization in 2D
are given in [6]. The extension towards 3D is straightforward.
3.3. Time-marching method
Application of the pseudo-compressibility method to the Navier–Stokes equations gives
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Q is the vector of the so-called viscous variables Q = [p, u, v,w, T ]. A Weiss and Smith type [8] preconditioner is
used:

 =
⎡
⎢⎢⎢⎣
 0 0 0 T
u  0 0 T u
v 0  0 T v
w 0 0  T w
H − 1 u v w T H + Cp
⎤
⎥⎥⎥⎦ , (3.4)
where  = 1/2 − T /Cp.  has the dimension of velocity.
A Jacobi iteration technique is used to advance in pseudo-time. Since all calculations are performed on uniform
grid-cells, no advantage is to be found in the use of line-methods, as was the case in [5]. The timestep restriction  on
this mesh is computed by
 = 1
(|u| + cx)/x + (|v| + cy)/y + (|w| + cz)/z , (3.5)
with e.g., cx =
√
u2 + 2 and  = wr + 2	/x + 2	/y + 2	/z.
The iteration method is accelerated with the multigrid technique. A full approximation scheme is used in a W-cycle
with three grid levels. The computation is started on the ﬁnest grid in order to show the full performance of the multigrid
method. For the restriction operator, full weighting is used. The prolongation is done with trilinear interpolation. Two
pre- and postrelaxations are done.
The pressure level at convergence is not imposed by the steady-state equations. As a consequence, the mass content
of the cavity is not imposed either. To obtain the correct mass content, given by the initial conditions, a correction
step is done after each multigrid cycle. In this correction step the pressure in each node is multiplied with the factor
f = (initial mass)/(current mass). During the convergence of the ﬂow problem, this factor converges to unity.
4. Results
For the present study, three Rayleigh numbers are considered (Ra = 102, 103 and 104). Focus is directed onto the
boundary conditions in the third dimension. By imposing free-slip boundary conditions on two opposite adiabatic walls,
results are to be found, corresponding to the 2D study by Vierendeels et al. [5]. Finally full 3D results are presented.
4.1. Periodic vs. free-slip boundary: reconstruction of the 2D case
The reconstruction of the 2D case can simply be formulated in a 3D environment by imposing speciﬁc boundary
conditions on the walls in the third dimension. Here, we consider two boundary conditions, periodic (i.e., no wall)
and free-slip. It is clear that these two cases will lead to the same solution since the no-slip condition on the other
walls forces the velocity component in the third direction to zero. However, convergence behaviour is expected to be
different. As a numerical experiment, a comparison is made between the convergence of a 3D cavity with Ra = 104
on a uniform grid with cubic control volumes on a 32 × 32 × 4 mesh. For the calculations, a three-level MG-cycle is
applied. The calculation is started with a uniform velocity, normal to the periodic or free-slip wall w = 10−5, which
542 P. Rauwoens et al. / Journal of Computational and Applied Mathematics 215 (2008) 538–546
workunits
lo
g
(M
a
x
(r
e
s
id
u
))
0 250 500 750 1000
-15
-14
-13
-12
-11
-10
-9
-8
periodic
free-slip
workunits
lo
g
(M
a
x
(r
e
s
id
u
))
0 500 1000 1500 2000
-14
-13
-12
-11
-10
-9
single grid
3G-cycle
Fig. 2. Convergence behaviour for periodic and free-slip boundary conditions, for single-grid and multigrid calculations.
Table 1
Nusselt number and mean pressure for different Rayleigh numbers, 2D
Ra Nu p/P0 Nu [5] p/P0 [5]
102 0.9787 0.9571 0.9787 0.9574
103 1.1061 0.9380 1.108 0.9380
104 2.2047 0.9156 2.218 0.9146
is almost an order of magnitude bigger than the steady-state value of the velocity (Table 4). Convergence results are
shown in Fig. 2. In the case of periodic walls, the initial velocity fades out due to viscosity effects, whereas in the
free-slip case a zero-velocity is immediately imposed at the walls. As a consequence, convergence is reached earlier in
the latter case.
Results for all threeRayleigh numbers are summarized inTable 1.Themeanpressure is deﬁnedbyp=(1/V ) ∫
V
p dV ,
with V the volume of the cavity. Calculations are performed on a 64 × 64 × 8 uniform grid with free-slip boundaries.
Comparison with the data obtained in [5] is made. The different values are due to the use of a uniform mesh in the
current calculations, whereas in [5] stretching towards the walls was used.
4.2. Multigrid acceleration
A full approximation multigrid technique is used in a W-cycle to accelerate convergence. The difference in conver-
gence behaviour between a single-grid and a multigrid Jacobi relaxation is shown in Fig. 2 for a Rayleigh number of
104 on a mesh of size 24× 24× 24 for the fully 3D case with no-slip boundaries. Since convergence is reached sooner
with application of a multigrid technique, in all further calculations a multigrid scheme of three levels is applied.
4.3. No-slip vs. free-slip boundary: 3D effects
Full 3D results are obtained by imposing no-slip boundary conditions on every side of the cubic cavity. In doing so,
results are obtained for the three Rayleigh numbers. Results for the 3D case on a 64 × 64 × 64 mesh are summerized
in Table 2. For the highest Rayleigh-number Ra = 104 a grid reﬁnement study is performed. Table 3 summerizes the
calculations. The extrapolated values are computed with Richardson’s extrapolation method: fextrapol. = fh − Ch,
where C = (fh − f2h)/h(1 − 2) and  = − ln((fh − fh′)/(f2h − f2h′))/ ln(2). h is given by 1/N , where N is the
number of grid cells in one direction.  denotes the order of spacial convergence and fextrapol. can be regarded as the
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Table 2
Nusselt number and mean pressure for different Rayleigh numbers, 3D
Ra Nu p/P0
102 0.9781 0.9558
103 1.0573 0.9439
104 2.0302 0.9110
Table 3
Richardson extrapolation
(
h = 196 and h′ = 164
)
for Ra = 104
323 483 643 963  C Extrapol. Error (%)
Nu 1.9945 2.0205 2.0302 2.0373 −1.8665 −1.2618e − 6 2.0436 0.3093
p/P0 0.9138 0.9118 0.9110 0.9104 −1.6808 3.0028e − 7 0.9097 0.0710
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Fig. 3. Isolines for the dimensionless temperature  and velocity vector-ﬁelds in the xy-plane for Ra = 102 (upper), 103 and 104 (lower) for no-slip
(3D) and free-slip (2D) wall boundary conditions. Isolines for the temperature range from = −0.6 (isoline 1) to = 0.6 (isoline 13) with intervals
of 0.1. The line for = 0 is denoted isoline 7. Velocity vectors are scaled with the maximum velocity in the domain (Table 4).
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Table 4
Maximal velocity in the domain for the different Rayleigh numbers and boundary conditions
Ra Velmax2D (m/s) Velmax3D (m/s)
102 7.9110e − 8 7.3985e − 8
103 7.3791e − 7 6.9178e − 7
104 3.5134e − 6 3.4119e − 6
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Fig. 4.Velocity and temperature ﬁelds in xz-midplane for Ra=102(left), 103and 104(right). The vector-plot is assisted by isolines for the w-velocity
component. Dashed lines mark negative w-velocity. Labels for the isolines are conform Fig. 3.
value calculated from the exact solution. As follows from Table 3, the order of convergence is nearly second order in
space. The relative errors for Nusselt number and mean pressure, evaluated as |(fh − fextrapol.)/fextrapol.|, are no larger
than 1%.
Isotemperature lines and velocity ﬁelds in the midplane are compared between 2D and 3D results in Fig. 3. The
inﬂuence of the no-slip boundary is more intrusive at higher Rayleigh numbers. The major inﬂuence is due to the
decrease in velocity because of boundary shear, as can be deducted from Table 4. Not much inﬂuence is seen in the
structure of the velocity ﬁeld in the xy-midplane. However, a development of a w-velocity component of comparable
magnitude as the velocity in the midplane, resulting in 3D vortices, gives rise to a fully 3D temperature and velocity
proﬁle, as is to be seen from Figs. 4 and 5.
The closer the opposite walls in the third direction are placed to each other, the more they are expected to alter the
heat transfer in the gas-ﬁlled cavity. A study in which the distance between these walls is varied leads to the results in
Table 5. Four values are calculated for the ratio D/L, with D the distance between the walls and L the square root of
the heated surface: 12 , 1, 2 and inﬁnity, which is again the 2D case.
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Fig. 5.Velocity and temperature ﬁelds in yz-midplane for Ra=102(left), 103and 104(right). The vector-plot is assisted by isolines for the w-velocity
component. Dashed lines mark negative velocity component. To indicate the non-uniformity of the temperature ﬁeld, intermediate lines for values
of  between 0.1 and 0.2 are shown for Ra = 102. Labels for the isolines are conform Fig. 3.
Table 5
Inﬂuence of cavity aspect ratio on average Nusselt number, mean pressure and maximum w-velocity for Ra = 104
AR Nu p/P0 wmax
0.5 1.8387 0.9048 1.794e − 7
1 2.0302 0.9109 4.077e − 7
2 2.1165 0.9133 4.402e − 7
∞ 2.2047 0.9156 0.0
5. Conclusion
Full 3D results for the cubic thermally driven cavity have been presented. Results were obtained by using the
compressible Navier–Stokes equations. Yet with a relatively small amount of grid cells, accurate results are obtained:
according to Richardson’s extrapolation technique errors for Nusselt number and mean pressure are no larger than
1%. The 3D structure of the velocity- and temperature ﬁeld is emphasized. Imposing no-slip boundary conditions in
the third dimension results in a decrease of the heat transfer. The reduction of Nusselt number in the 3D case is more
distinct as the Rayleigh number gets larger. Not only the reduction of the velocity magnitude follows from the no-slip
wall, but also a full 3D evolution of the w-velocity component is found to be responsible for the convective behaviour
of the cubic cavity.
546 P. Rauwoens et al. / Journal of Computational and Applied Mathematics 215 (2008) 538–546
References
[1] J.R. Edwards, M.-S. Liou, Low diffusion ﬂux-splitting methods for ﬂows at all speeds, AIAA J. 36 (1998) 1610–1617.
[2] G.D. Mallinson, G. de Vahl Davis, Three-dimensional natural convection in a box: a numerical study, J. Fluid Mech. 83 (1977) 1–31.
[3] E. Tric, G. Labrosse, M. Betrouni, A ﬁrst incursion to the 3D structure of natural convection of air in a differentially heated cubic cavity, from
accurate numerical solutions, Internat. J. Heat Mass Transfer 43 (2000) 4043–4056.
[4] J. Vierendeels, B. Merci, E. Dick, Numerical study of natural convective heat transfer with large temperature differences, Internat. J. Numer.
Methods Heat Fluid Flow 44 (2001) 329–341.
[5] J. Vierendeels, B. Merci, E. Dick, A multigrid method for natural convective heat transfer with large temperature differences, J. Comput. Appl.
Math. 168 (2004) 509–517.
[6] J. Vierendeels, K. Riemslagh, E. Dick, A multigrid semi-implicit line-method for viscous incompressible and low-Mach-number ﬂows on high
aspect ratio grids, J. Comput. Phys. 154 (1999) 310–341.
[7] S. Wakashima, T.S. Saitoh, Benchmark solutions for natural convection in a cubic cavity using the high-order time–space method, Internat. J.
Heat Mass Transfer 47 (2004) 853–864.
[8] J. Weiss, W. Smith, Preconditioning applied to variable and constant density ﬂows, AIAA J. 33 (1995) 2050–2075.
