Introduction
Let K denote a field of characteristic zero. For any d E N let V, denote the K-vector space of binary forms 4 (1.2b) with coefficients aj,bj,cj E K, cj # O?
Of course, once such a representation (1.2a) or (1.2b) for a form 4 is established, one would also like to know the minimal number s of summands arising in (1.2a), (1.2b). Let ~(4) and s, (4) respectively denote the minimal number of summands, necessary in the decomposition (1.2a) and (1.2b) respectively. We set s($) = m or s,(4) = m, if no decomposition (1.2a) or (1.2b) exists. 
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Finally we also mention the classical task (Problem 3) of finding suitable canonical decompositions ('canonical forms') of a binary form. These might however have a more general form than by a sum (1.3a) of dth powers.
This problem as well as the search for invariants and covariants connected with the canonical forms will not be addressed in this paper. Instead, we focus on Problems 1 and 2.
The above problems have a long history. In the classical literature, Problems l-3 were studied and partially solved for binary forms with complex coefficients. Important contributions are due to Sylvester [18, 191 and Gundelfinger (1886) . Sylvester determines s(4) for a generic class of binary forms of odd degree with complex coefficients, but he also considers certain nongeneric classes of binary forms. An effective algorithm to determine the canonical form of a binary form of odd degree has been given by Dur [2] . For a modern account of the theory of forms of odd degree we refer to Lascoux [14] . For forms of even degree the task of finding a canonical form, as attempted by Sylvester [18, 191, is more complicated; see Kung's paper [12] . Gundelfinger expresses the minimal number of summands s(+) in terms of the Gundelfinger covariants, valid for a generic class of binary forms. For a systematic modern exposition of the invariant theory of binary forms, based on the so-called umbra1 calculus, we refer to the survey paper of Kung and Rota [13] . For rank X(4) < n there exists-up to multiples of (aj, bj) by *la unique solution for (1.3a) while for rank x(4) = n, a semialgebraic one-parameter family of solutions exists.
As already mentioned, our main technical tool for the study of Waring's Problems 1 and 2 comes from control theory and is known as partial realization theory.
A closely related theory is that of Pad.5 approximation. Pad6 approximation is equivalent to continued fraction expansions of formal power series and has been developed by Wronski, Cauchy and Jacobi. A more recent reference is [l] . Partial realization theory has been developed by Kalman [9, lo] For example, by putting A into the Jordan canonical form, the Sylvester canonical form for forms of odd degree is obtained. Similarly, the computational task of finding the Sylvester canonical form of a binary form of odd degree reduces to the computation of a partial realization (A, 6, c) , with A in Jordan canonical form.
We will not address these issues any further.
We proceed as follows. In Section 2 we introduce the Hankel associated with every binary form. The natural GL(2, K)-action on the vector space of binary forms induces an action on rectangular Hankel matrices and an important Lemma 2.2 allows us to reduce the analysis to the case of regular Hankels. Section 3 gives a brief survey of partial realization theory. The main technical result is Theorem 3.4 from which Theorems A-C are deduced in Section 4.
Hankel matrices
Let K be a field of characteristic zero. 
.,(~)).
Using (2.9), it is easily seen that (2.10)
holds for all g E GL(2, K). Since every g E GL(2, K) can be written as a product of elementary transformations The lemma shows that the GL(2, K)-action on V, leaves the rank of the associated Hankel matrices X(4) invariant. Obviously ~(4) and s,(4) are also invariant under GL(2, K). For a proof of the following lemma we refer to [17]. We call a Hankel matrix Xregular if the rank X x rank Xprincipal minor of X is nonzero. Using Lemma 2.1 and 2.2 we can restrict ourselves to the case of regular Hankels. with (A, 6, c) an irreducible realization for h. Obviously the characteristic polynomial of A divides that of A", which is q(s). 0
For infinite sequences h = (hi 1 j E FJJ) the realization question is solved by
Kronecker's theorem [lo] . Let H(h) = (hi+j_,)i,jEN denote the infinite Hankel matrix associated with h. See [lo] for a proof of the following lemma: A, 6, c) (For r = n and N = 2n -1 odd, pn and qn depend on an additional parameter h,, E K.) It has been shown by Jacobi [8] , see also [16] , that the n X n resp. II x (n + 1) Hankel of the rational function g, = pHIqH E K(s) coincides with H(h). Therefore, ( pn, qH) are coprime and define a realization pHIqH of h of minimal degree rank H(h) (this uses the fact that H(h) is regular!).
Lemma 3.3. An infinite sequence h E Krm has a finite-dimensional realization (A, 6, c) if and only if rank H(h) ~00. In that case, rank H(h) is equal to the dimension of any irreducible realization (

Theorem 3.4. For h E KN let H(h) be the regular Hankel defined by (3.8).
(
i) Any Pad.4 approximant g(s) satisfies deg( g) 2 rank H(h).
(ii) If N is odd and H(h) invertible, the set of rank H(h)-order Pad&approxi-mants for h is given by the one-parameter family g, = pnlqn in h,, E K, where pH,qH are defined by (3.9).
(iii) Zf N is even or if H(h) is not full rank, g, = pHIqH defined by (3.9) is the uniquely determined Pad6 approximant of order rank H(h).
(iv) There does not exist a Padt approximant g of h whose degree satisfies rank H(h) < deg( g) < N + 1 -rank H(h) . 
Proofs of the main results
The proofs of our main results rest on the following simple lemma. Let K denote a field of characteristic zero. To prove Theorem B, we now assume that K = Z? is algebraically closed. For any 4 E V, let X(4) denote the Hankel matrix, defined by (2.3). Thus S?(4) E Hank(n x n) for d = 2n -2 and X(4) E Hank(n X (n + 1)) for d = 2n -1, n E N.
Let Hank(n x n)aep (resp. Hank(n x (n + 1))""') d enote the subset of all IZ x n (resp. y1 x (n + 1)) Hankel matrices H which are GL(2, K) equivalent to a regular Hankel with an irreducible realization (A, b, c) of dimension rank H, such that the characteristic polynomial of A is separable, i.e. splits into rank H distinct linear factors (over K). Consider the subsets VYP := (4 E V, 1 X(4) E Hank(n X n)Scp} , V s;"" := { C$ E V, 1 X(4) E Hank(n X (n + 1))""') , Thus, using Lemma 4.1 and Lemma 2.1, we obtain the following lemma: . . , P,)' , c=(P,,...,P,). 
