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図 2–1(1)にストリームデータを図示する．Φ = {x1, x2, · · · , x|Φ|}をアルファベッ
ト集合とする．データストリームには毎時刻，新しい要素 e ∈ Φが追加される．時
刻 T において，データストリームの直近のW 個の要素群がクエリQT になる．つ
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まり，eT を時刻 T に追加された要素とすると，クエリQT は以下のように表現さ
れる．
QT = {eT−W+1, eT−W+2, · · · , eT}.
図 2–1(1)には，時刻 T において新しい要素 cが追加されクエリが変化している様
子が示されている．
図 2–1(2)にデータベースを図示する．一方，データベースDにはアルファベッ

























O(|Q|+ |S|) = O(W + |S|). (2.1)
となる．従って各時刻での計算量はO(∑ni=1(W + |Si|)) = O(nW +∑ni=1 |Si|) で
ある．
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Algorithm 1 単純な top-k類似検索アルゴリズム (BFM)
1: for i← 1 to n do






























まず，上限値の計算方法について説明する．時刻 tにおける，Qtと集合 S ∈ D
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ここで，積集合の要素数は sim(S,Qt) = |S∩Qt||S∪Qt| と |S ∪ Qt| = |S| + |Qt| − |S ∩ Qt|より，
|S ∩Qt| =







−u+ |S|+ |Qt| − |S ∩Qt|
=
(|S|+ |Qt|+ u) · sim(S,Qt) + u


















(|S|+ |Qt|+min step) · sim(S,Qt) +min step
|S|+ |Qt| −min step · sim(S,Qt)−min step
min step = ⌈
(θ − sim(S,Qt) · (|S|+ |Qt|))
(1 + θ) · (1 + sim(S,Qt))
⌉
となる．
その後，時刻が進むごとにmin stepは 1ずつ減らされる．時刻T に対するRは，
時刻 T にmin step = 0となった集合のグループである．













質を持つ．すなわち，P [h(A) = h(B)] = sim(A,B).



































本章では，新しいアルゴリズムEA-FIL(Exact Algorithm using Frequency-based
Inverted Lists)を提案する．従来の厳密解法では類似度の上限値を利用して，top-k
に入る可能性のない集合に対して類似度計算を省略していた．つまり，類似度の
順位に着目して類似度計算を省略する．これに対して，我々は時刻が T − 1から
T に進んだ時に，類似度の値が変化する可能性がない集合に対して，類似度計算
を省略するというアプローチを取る．類似度の値が変化する可能性がある集合 S
に対しては sim(S,QT )を計算するが，これも sim(S,QT−1)の値を再利用してO(1)
の時間で高速に求める．
4.1 時刻変化に伴う類似度の変化
本節では，時刻が T − 1から T に進んだ時に類似度がどう変化するかについて
考察する．とくに類似度である Jaccard係数の分子，分母をそれぞれ構成するクエ
リとデータベース内の集合 Sの積集合，和集合のサイズの変化に着目する．
時刻 T − 1におけるクエリはQT−1 = {eT−W , eT−W+1, · · · , eT , eT−1} となる．こ
れをQT = {eT−W+1, eT−W+2, · · · , eT}と比較すると，時刻 T において，eT−W が離
脱し，eT が追加されている．以下では，要素 eT を IN，要素 eT−W をOUT と記
述する．さらに，Q′T をQT−1とQT の共通部分とする．すなわち，
Q′T = QT−1\OUT = QT\IN.
この時，QT−1 → QT の変化をOUT の離脱によりQ′T になってから，INの追加に
よりQT になったつまり，QT−1 → Q′T → QT と考えても正当性を失わない．
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後半のQ′T → QT のステップでは，積集合，和集合の要素数の変化について以
下のTheorem 1, 2がそれぞれ成り立つ．
Theorem 1.
If IN ∈ S\Q′T , |S ∩QT | = |S ∩Q
′
T |+ 1.
If IN /∈ S\Q′T , |S ∩QT | = |S ∩Q
′
T |.
Proof. IN ∈ S\Q′T であれば，IN ∈ QT より IN ∈ S ∩ QT である．さらに
IN ∈ S\Q′T より，IN ∈ S\S ∩ Q′T であり，IN は時刻 T で新たに積集合に加わ
る要素であるので，|S ∩QT | = |S ∩Q′T |+ 1．
IN /∈ S\Q′T であれば，(1)IN /∈ Sあるいは，(2)「IN ∈ Sかつ IN /∈ S\Q′T」
のどちらかである．(1)の場合は，明らかに |S ∩QT | = |S ∩Q′T |.(2)の場合は IN
は時刻 T で新たに積集合に加われないのでやはり |S ∩QT | = |S ∩Q′T |．
Theorem 2.
If IN ∈ S\Q′T , |S ∪QT | = |S ∪Q
′
T |.
If IN /∈ S\Q′T , |S ∪QT | = |S ∪Q
′
T |+ 1.
Proof. 集合の性質より，|S ∪ QT | = |S|+ |QT | − |S ∩QT |が成立する．さらに，
|QT | = |Q
′
T |+ 1なので，
|S ∪QT | = |S|+ |Q
′
T |+ 1− |S ∩QT |.
右辺の |S ∩QT |にTheorem 1を代入することで本定理を示せる．
前半のQT−1 → Q′T のステップでは，和集合，積集合の要素数の変化について以
下の性質が成り立つ．
Theorem 3.
If OUT ∈ S\Q′T , |S ∩Q
′
T | = |S ∩QT−1| − 1.
If OUT /∈ S\Q′T , |S ∩Q
′
T | = |S ∩QT−1|.
第 4章 EA-FIL 12
Theorem 4.
If OUT ∈ S\Q′T , |S ∪Q
′
T | = |S ∪QT−1|.
If OUT /∈ S\Q′T , |S ∪Q
′
T | = |S ∪QT−1| − 1.
Proof. Q′T を基準として考えると，QT もQT−1もどちらもQ′T に 1要素を追加し
たものである．よって，Theorem 1，Theorem 2 より，以下の 4つが成り立つ．
1. OUT ∈ S\Q′T → |S ∩QT−1| = |S ∩Q
′
T |+ 1
2. OUT /∈ S\Q′T → |S ∩QT−1| = |S ∩Q
′
T |
3. OUT ∈ S\Q′T → |S ∪QT−1| = |S ∪Q
′
T |
4. OUT /∈ S\Q′T → |S ∪QT−1| = |S ∪Q
′
T |+ 1
これらを |S ∩Q′T |について解くことでTheorem 3，Theorem 4が得られる．
Theorem 1から Theorem 4をルールとして用いると，クエリQT−1に対する積
集合と和集合のサイズを再利用して，時刻T の top-k 類似検索を実現できる．その
方針に沿った単純なアルゴリズムをAlgorithm 2に示す．このアルゴリズムでは，
各 Sに対する和積集合サイズを S.intersection, S.unionという変数に記憶する．こ
れは時刻 T + 1の top-k類似検索で再利用するためである．
この単純なアルゴリズムでは，Jaccard係数の更新自体はO(1)で行われるが，D








以降，4.2節で類似度更新ルールを，IN ∈ (S\Q′T )，OUT ∈ (S\Q′T )のみを
処理対象とするものに書き換える．4.3節では IN ∈ (S\Q′T )を満足する集合群
{S ∈ D|IN ∈ (S\Q′T )}に高速アクセスするためのデータ構造として頻度別の転置
インデックスを提案する．そして，4.4節でこのデータ構造を利用した単純アルゴ
リズムの高速化手法を述べる．この高速化手法が提案手法となる．
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Algorithm 2 類似度更新アルゴリズム
1: for i← 1 to n do























特定の要素を含まない集合 (IN /∈ S\Q′T , OUT /∈ S\Q′T )を処理対象から取り除く．
Algorithm2の単純法をよく見ると，OUT ∈ (Si\Q′T )かつ IN ∈ (Si\Q′T )の場合
は，intersectionが 1減った後に 1増えるので，intersectionの値は forループの実
行により変化しない．同様にOUT /∈ (Si\Q′T )かつ IN /∈ (Si\Q′T )の場合は，union
が 1減った後に 1増えるので，unionの値は不変である．集合 Sは，IN ∈ S\Q′T，
OUT ∈ S\Q′T を満たすかどうかで，4パターンに分類される．以下にそのパター
ンと類似度の変化を示す．
パターン 1). OUT ∈ (Si\Q′T )かつ IN ∈ (Si\Q′T )→ 変化なし
パターン 2). OUT /∈ (Si\Q′T )かつ IN ∈ (Si\Q′T )→intersectionが-1，unionが+1
パターン 3). OUT ∈ (Si\Q′T )かつ IN /∈ (Si\Q′T )→intersectionが+1，unionが-1
パターン 4). OUT /∈ (Si\Q′T )かつ IN /∈ (Si\Q′T )→変化なし
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従って，単純法における 4つの条件文は，以下の 2条件に集約できる．
条件 1). OUT ∈ (Si\Q′T )かつ IN /∈ (Si\Q′T )ならば，intersectionを 1減らし，union
を 1増やす．
条件 2). IN ∈ (Si\Q′T )かつOUT /∈ (Si\Q′T )ならば，intersectionを 1増やし，union
を 1減らす．
ただし，これでは相変わらず IN やOUT を含まない集合群を処理しており，転置
インデックスを用いた高速化に向かない．
そこで上記の 2条件をさらに次のように書き換えて INやOUT を含まない集合
群の処理を排除する．
条件 1). OUT ∈ (Si\Q′T )ならば，intersectionを 1減らし，unionを 1増やす．
条件 2). IN ∈ (Si\Q′T )ならば，intersectionを 1増やし，unionを 1減らす．
書き換え後の類似度更新ルールが類似度変更パターンを満たしているかを検討す
る．パターン 1の場合，条件 1,2をともに満たすため，intersectionを 1減らし，
unionを 1増やした後，intersectionを 1増やし，unionを 1減らし，結局類似度は
変化しない．パターン 2の場合，条件 1に合致するため，intersectionを 1減らし，





標準的な転置インデックスでは，アルファベットの要素 x ∈ Φに対して xを含
む集合のグループ {S ∈ D|x ∈ S}を記憶する．従って，集合 Sが xを含むという
情報は持つが，xを何個含むかという情報は保持しない．これに対して，頻度別の
転置インデックスでは x ∈ Φと自然数 αに対して，2次元のリスト l(x, α)を用意
し，xをα個含む集合のグループを記憶する．頻度別の転置インデックスを図 4–1
に図示する．例えば，この図においてS2は x2を 2つ含むため，l(x2, 2)に登録され
ている．頻度別の転置インデックスはデータベースDを 1回スキャンするだけで
構築可能で，登録される集合ののべ数も標準的な転置インデックスから増えない．
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図 4–1: 頻度を考慮した転置インデックス
頻度別の転置インデックスを用いると，4.1節で述べた IN ∈ (S\Q′T ) を満足す
る集合群 {S ∈ D|IN ∈ (S\Q′T )}を高速に発見できる．IN ∈ (S\Q′T )が成立する
必要十分条件は，SがQ′T より要素 INを真に多く含むことである．よって，Q′T が
IN を含む回数を βとすると，IN を β +1回以上含むリスト {l(IN, γ)|γ ≥ β +1}
を走査すれば，{S ∈ D|IN ∈ (S\Q′T )}が発見できる．また，毎時刻 T において，
Q′T がもつ IN の数を高速に求めるため，クエリが各アルファベットをいくつ含ん
でいるかをヒストグラムで管理しておく．このヒストグラムは，Q1のとき，Q1に
含まれる要素を数えることで作成でき，T ≥ 2では，時刻が T − 1から T に進む
とき，IN を 1増やし，OUT を 1減らすことで簡単に更新できる．





時刻 T における提案手法での top-k検索アルゴリズムをAlgorithm3 に示す．こ
のアルゴリズムは，各集合 Sに対してクエリとの積集合のサイズ，和集合のサイ
ズをそれぞれ S.intersection, S.unionという変数に記憶する．時刻 T で処理対象と
ならなかった集合に対しては時刻 T − 1での S.intersection, S.union，類似度の値
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Algorithm 3 提案手法
1: if IN 6= OUT then
2: 転置インデックスで，OUT ∈ (S\Q′T )を満たす Sを見つける．
3: for S such that OUT ∈ (S\Q′T ) do
4: S.intersectionを 1減らし，S.unionを 1増やす．




7: 転置インデックスで，IN ∈ (S\Q′T )を満たす Sを見つける．
8: for S such that IN ∈ (S\Q′T ) do
9: S.intersectionを 1増やし，S.unionを 1減らす．











集合が高速に発見される．4.1節で述べた単純法と異なり，IN /∈ (S\Q′T ) か
つOUT /∈ (S\Q′T )となる集合 Sが処理されないで済む．この条件を満足す
る集合の数が多いほど，提案手法の効率は向上する．
• Jaccard係数の更新処理自体はO(1)で実現される (4-5行目，9-10行目)．
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そして，X1は当然 1となる．ここで， |Φ|−1|Φ| = qとすると，
X1 = 1
X2 = 1 + q ·X1
= 1 + q
X3 = 1 + q ·X2
= 1 + q(1 + q)
= 1 + q + q2
...
Xi = 1 + q ·Xi−1
= 1 + q(1 + q + q2 · · · qi−2)
= 1 + q + q2 + · · · qi−1
となる．ここで，等比級数の和の公式を用いてXW は，以下のようになる．
XW = 1 + q + q
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4.5.2 EA-FILの計算量
EA-FILでは，毎時刻 T において，IN ∈ (S\Q′T ) および，OUT ∈ (S\Q′T )を満
たすSについて処理をする．ここで，IN /∈ Q′T であれば，INの転置インデックス
に登録されたすべての集合が処理対象となる．また，IN ∈ Q′T であれば，INの転
置インデックスに登録されている集合の内一部が処理対象である．つまり，EA-FIL

















削除および追加はO(log k)で処理ができる．よって，全体の計算量はO(n log k)に
なる．∀Si ∈ Dに対する sim(Si, QT )から top-kを求めるアルゴリズムをAlgorithm
4に示す．
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Algorithm 4 top-kを求めるアルゴリズム
1: for i← 1 to k do
2: sim(Si, QT )をMinヒープに入れる．
3: end for
4: for i← k + 1 to n do
5: if root < sim(Si, QT ) then
6: rootを取り出す．

























{a, a, b, f, g}，集合S2 = {a, a, a, b, c, d, e, f, f, g}とし，時刻T においてストリーム
データの直近の 10個の要素が新しい順に {a, b, g, a, f, f, f, g, a, b}とする．ここで，








Φ = {x1, x2, · · · , x|Φ|}をアルファベット集合とし，データストリームと，データ
ベースDは，CSPEQ問題と同様とし，類似する上位 k個の集合を検索する問題と
する．ここで，スライディングウインドウのサイズの最小をWmin，最大をWmax
とする．時刻T において，データストリームの直近のWmin,Wmin+1, · · · ,Wmax
















て用意する．時刻 T において，全小クエリ qmin, qmin+1, · · · , qmaxと各集合との
Jaccard係数，和集合サイズ，積集合サイズをEA-FILによって更新する．各集合
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となるのは，追加された要素が新たに共通要素となったときである．つまり，ク




合Sとの積集合サイズS.intersectionは 4.1節の定理 1より，NEW ∈ S\qmin+x−1
を満たすとき 1増える．さらに，qmin+xと Sとの和集合サイズ S.unionは以下の
式で求められる．
S.union = Wmin + x+ |S| − S.intersection
S.intersectionを S.unionで割ることで，qmin+x と S との Jaccard係数を求める


















Algorithm 5は，時刻 T における類似度の更新方法である．まず，1行目でウイ
ンドウサイズが最小の時の Jaccard係数を更新している．次に，2行目から 6行目
の for文で時刻 T における Sに対する類似度と S.intersection，S.unionの初期値





2: for i← 1 to n do
3: Si.intersection = |Si ∩ qmin|
4: Si.union = |Si ∪ qmin|




7: for x← 1 to max−min do
8: 転置インデックスで，NEW ∈ (S\qmin+x−1)を満たす Sを見つける．
9: for S such that NEW ∈ (S\qmin+x−1) do
10: S.intersectionを+1
11: S.union = Wmin + x+ |S| − S.intersection
12: if sim(S,QT ) <
S.intersection
S.union then







を設定している．ここで，|S ∩ qmin|，|S ∪ qmin|を S.intersectionと S.unionの変









CSPEQ問題 [1] に対して EA-FILと既存手法で検索実験を行い，その時間計算
量と空間計算量を比較する．また，拡張した問題に対しても，VWEA-FILと単純
な EA-FILの適用との性能比較をする．
実験のプラットフォームは，メモリ 8GB，Ubuntu14.04，Intel(R) Core(TM) i7-







• IBM Quest data generatorで生成
まず，ランダムな人工データの生成方法を説明する．スライディングウインドウ
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• Market Basket dataset[4]




• 商品 (アルファベット)の種類 |Φ| = 16470
• データベース内の集合数 n = 88162
また，データベース内の集合の要素数の平均は 10.3であったため，スライディン
グウインドウのサイズW = 10とした．
Click Stream data setは，MSNBCのウェブサイトでユーザーがクリックした
URLを順に記録したものであり，各URLは”news”や”tech”のようにカテゴリに
量子化されている．このデータセットのパラメータは以下のとおりである．
• カテゴリ (アルファベット)の種類 |Φ| = 17
• データベース内の集合数 n = 31790






この人工データ，実データの下で，各時刻 T において，クエリQT と類似度が高







また，本実験では，近似解法のハッシュ関数の数 r = 100とした．
(1)集合数 nに対する処理時間の変化
k = 10，W = 10, |Φ| = 10000の条件で集合数 n = 10000, 50000, 100000, 500000,
1000000と変化させた時の実行時間を図 6–1に示す．





MHIの正解率は，ランダムに生成したデータを使った実験において n = 10000の
ときが最も低く 33%，n = 100000のときが最も高く 54%であり，IBM Quest data
generatorを使った実験では，n = 10000のときが最も低く 80%，n = 500000のと
きが最も高く 85% であった．本実験では，ハッシュ関数の数 r = 100でこれを増
やすことで精度向上が見込めるが，実行時間が遅くなってしまう．
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(1)ランダムに生成 (2)IBM Quest data generatorで生成
図 6–1: データ数 nを変化させたときの実行時間
(2)要素の種類数 |Φ|に対する処理時間の変化
次に，k = 10，W = 10, n = 100000の条件で，パラメータ |Φ| = 100, 1000, 10000,
100000, 1000000に変化させた時の実行時間を図 6–2に示す．
(1)ランダムに生成 (2)IBM Quest data generatorで生成















k = 10，|Φ| = 10000, n = 100000の条件で，パラメータW = 10, 50, 100, 500, 1000
に変化させた時の実行時間を図 6–3に示す．ただし，単純手法は，遅すぎるため，
このグラフには掲載していない．
(1)ランダムに生成 (2)IBM Quest data generatorで生成
図 6–3: ウインドウサイズW を変化させたときの実行時間
この実験でも，EA-FILがGPを圧倒し，MHIに匹敵する速度を達成した．W が
大きくなるに連れ，EA-FILとGPの速度差が拡大する．例えば，ランダムに生成
したデータを使った実験でW = 1000の時，GPの実行時間は 31.8秒で，EA-FIL




最後に，Market Basket datasetとClick Stream data set の二つの実データに対
してパラメータ k = 1, 10, 100, 1000に変化させた時の実行時間を図 6–4に示す．
人工データに対する実験結果と同様に，EA-FILはGPを大幅に上回り，MHIに
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(1)Market Basket dataset (2)Click Stream data set
図 6–4: 実データに対する top-k類似検索の実行時間








枝刈り効率 = n−時刻 T で処理をした集合の数
n
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(1)ラベル種類数 |Φ|を変化 (2)ウインドウサイズW を変化
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(1)ラベル種類数 |Φ|を変化 (2)ウインドウサイズW を変化
図 6–6: 人工データに対する top-k類似検索の空間計算量
使用量が増加したのに対して，MHIでは各データの要素数が転置リストに影響し











Wmax = 1.5W とした．
6.2.2 時間計算量の評価実験
各時刻 T において，クエリQT と類似度が高い k個の集合を検索する検索実験
を実施した．時刻を T = 1から，T = 1000まで進め，1000回の top-k類似検索に
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ら処理対象を約半分にしたものであるが，例えば n = 100000のときVWEA-FIL




次に，k = 10，W = 10, n = 100000の条件で，パラメータ |Φ| = 100, 1000, 10000,
100000, 1000000に変化させた時の実行時間を図 6–8に示す．
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図 6–8: ラベル種類数 |Φ|を変化させたときの拡張した問題設定に対する各アルゴ
リズムの実行時間
図 6–8に示すように，全ての |Φ|において，VWEA-FILが EA-FILよりも高速
であった．しかし，|Φ| = 106のとき，VWEA-FILの処理時間が |Φ| = 105より増
加してしまっている．Jaccard係数計算回数を測定した結果，|Φ| = 105のとき，約









最後に，Market Basket datasetとClick Stream data set の二つの実データに対
して，top-10類似検索を行った時の実行時間を表 6–1に示す．
人工データに対する実験結果と同様に，実データを用いてもVWEA-FILはEA-
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図 6–9: 平均集合サイズW を変化させたときの拡張した問題設定に対する各アル
ゴリズムの実行時間
表 6–1: 実データに対する top-10類似検索の実行時間
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(1)ラベル種類数 |Φ|を変化 (2)平均集合サイズW を変化
図 6–11: 人工データに対する top-k類似検索の空間計算量
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