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Abstract
This work describes a new approach to cooperative production planning and control using
genetic algorithm and timed hierachical object-related Petri Nets.
Every planning problem is decomposed into subproblems like scheduling, lotsizing etc.
Each subproblem is solved independently of the other subproblems with an individual
genetic algorithm. The individual solutions are then synthesized into a global production
plan. This leads to a pool of new solutions.
Every global production plan is mapped to object tokens. The fitness of the object tokens
is calculated using a Petri Net-based architecture for plant simulation.
Every feasible production plan is the solution of a four-objective problem with conflicting
objective functions. The genetic algorithms are modified to deal with multiple objectives
by incorporating the concepts of Pareto domination and goal programming.
The fitness of the global solution controls the direction of search taken by every individual
genetic algorithm. Because there is no explicit communication between the individual
genetic algorithms, they cooperate implicitly.
Experimental results show that the combination of well known heuristics with implicit
cooperation outperforms well known heuristics without implicit cooperation.
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Zusammenfassung
Im Rahmen der vorliegenden Arbeit wird ein neues Verfahren zur kooperierenden Planung
von Produktionsprozessen im operativen Bereich entwickelt.
Zu diesem Zweck wird jedes Produktionsplanungsproblem in Teilplanungsprobleme zer-
legt. Zu jedem Teilproblem wird dann mit einem entsprechenden Genetischen Algorithmus
eine Menge von Teillo¨sungen erzeugt, die jeweils zu einem globalen Produktionsplan zu-
sammengebaut werden. So entsteht ein Pool alternativer Produktionspla¨ne.
Jeder Globalplan wird auf Objektmarken eines hierarchischen, objektorientierten Petri-
Netzes mit Zeit (sogenanntes THOR-Netz) abgebildet.
Zu jedem Planungsproblem entsteht so ein Pool von Lo¨sungen in Form von Markenkom-
positionen, die simulativ im Petri Netz auf ihre Fitness gepru¨ft werden.
Jeder zula¨ssige Produktionsplan ist die Lo¨sung eines Optimimierungsproblems mit vier
konfligierenden Zielfunktionenen. Zur Messung der Gu¨te einer Markenkomposition wird
ein pareto basierter Ansatz und ein Ansatz mit Zielprogrammierung entwickelt.
Alle Teilplanungsverfahren orientieren die Richtung ihrer Suche nach weiteren Teillo¨sun-
gen an der Fitness des Gesamtplans. Es gibt keine explizite Kommunikation zwischen den
einzelnen Genetischen Algorithmen zur Planungszeit. Aufgrund der gemeinsamen Orien-
tierung an der Gu¨te der jeweiligen Globallo¨sung kooperieren die Suchverfahren implizit.
Die Testergebnisse zeigen, dass der Einsatz von Heuristiken im Zusammenhang mit impli-
ziter Kooperation zu signifikant besseren Lo¨sungen fu¨hrt als die Verwendung der gleichen
Heuristiken ohne implizite Kooperation.
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Kapitel 1
Einleitung
Die vorliegende Arbeit befaßt sich mit der Entwicklung eines kooperativen Planungsver-
fahrens fu¨r die betriebliche Produktionsplanung und -steuerung (PPS). Die Produktions-
planung ist durch drei zentrale Probleme gekennzeichnet. Das erste Problem besteht in
der Lo¨sung schwieriger Planungsaufgaben wie Materialzuordnung, Personaleinsatz, Ka-
pazita¨tsermittlung, Maschinenbelegung, Reihenfolgeplanung etc., die unter den Rahmen-
bedingungen der Praxis sa¨mtlich NP-vollsta¨ndig sind und daher vermutlich nicht effizi-
ent gelo¨st werden ko¨nnen. Das zweite Problem besteht in der Erfu¨llung konkurrierender
Mehrfachziele. Die bekannten Algorithmen zur Lo¨sung von Teilplanungsaufgaben der Pro-
duktionsplanung ko¨nnen hier nicht unmittelbar zur Suche nach Lo¨sungen eingesetzt wer-
den, da bei konkurrierenden Mehrfachzielen der klassische Optimalita¨tsbegriff, der auf die
Optimierung eines einzelnen Entscheidungskriteriums ausgerichtet ist, nicht unmittelbar
auf die Beru¨cksichtigung mehrerer Entscheidungskriterien ausgeweitet werden kann. Das
dritte Problem betrifft die komplexen realweltlichen Wechselwirkungen zwischen den oben
aufgeza¨hlten Planungsbereichen. Um alle wechselseitigen Abha¨ngigkeiten zu beru¨cksichti-
gen, mu¨ßten alle Planungsbereiche durch einen Algorithmus simultan geplant werden bzw.
alle Teilplanungsverfahren im Planungsprozeß explizit miteinander kommunizieren. Beide
Mo¨glichkeiten scheitern aber an der hohen Komplexita¨t der dazu notwendigen Modelle.
Als Reaktion auf die Effizienzprobleme hat sich im Produktionsbereich die Sukzessiv-
planung durchgesetzt. Bei diesem Ansatz werden die Planungsalgorithmen der verschie-
denen Planungbereiche in einer festgelegten Reihenfolge nacheinander ausgefu¨hrt. Da-
bei versucht jede Planungsstufe isoliert die ihr zugeordnete Zielfunktion zu optimieren.
Das Planungsergebnis einer Stufe wird nach beendeter Planung an die nachfolgende
Stufe weitergereicht. Da die Planungsstufen sequentiell abgearbeitet werden, findet zur
Ausfu¨hrungszeit keine explizite Kooperation zwischen den Planungsalgorithmen der ein-
zelnen Planungsbereiche statt. Aufgrund der fehlenden Kooperation werden daher weder
die Mehrfachziele noch die Wechselwirkungen zwischen den Planungsbereichen von der
Sukzessivplanung beru¨cksichtigt, wodurch die erzielten Resultate in der Regel deutlich
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vom Optimum entfernt sind.
Ziel der vorliegenden Arbeit ist es, durch die Entwicklung eines entsprechenden Planungs-
modells nachzuweisen, daß im Bereich der Produktionsprogrammplanung und -steuerung
das zusa¨tzliche Optimierungspotential, das sich durch die Herstellung von Kooperation
zwischen den normalerweise isoliert eingesetzten Planungsfunktionen bzw. Heuristiken er-
gibt, zur Verbesserung von Planungen genutzt werden kann. Da explizite Kooperation von
Planungsfunktionen schon bei relativ kleinen Planungsaufgaben zu einem hohen Berech-
nungsaufwand fu¨hrt, wird im Rahmen der Arbeit ein Planungsmodell fu¨r die betriebliche
Produktion entwickelt, welches die einzelnen Planungsbereiche implizit miteinander ko-
operieren la¨ßt, um so einerseits die Wechselwirkungen zwischen den Planungsbereichen
hinsichtlich der Erfu¨llung der Mehrfachziele zu beru¨cksichtigen und andererseits die Kom-
plexita¨t einer Simultanplanung bzw. einer expliziten Kooperation zu vermeiden.
Da in der Produktionsplanung konkurrierende Mehrfachziele erfu¨llt werden mu¨ssen, exi-
stieren in der Regel Mengen von alternativen Lo¨sungen bzw. Zielwertvektoren, die in ihrer
Gu¨te objektiv nicht weiter miteinander vergleichbar sind. Aus diesem Grund wird in der
vorliegenden Arbeit ein Ansatz gewa¨hlt, bei dem in einer Planungskomponente in jedem
Planungsschritt eine Population von alternativen Lo¨sungen generiert wird, welche dann
im nachfolgenden Schritt von einer Simulationskomponente ausgefu¨hrt werden. Das Re-
sultat der Simulation liefert fu¨r jede Zielfunktion eine Menge von Zielwertauspra¨gungen,
aus denen fu¨r jede Lo¨sung bzw. jeden Produktionsplan eine Bewertung ermittelt wird,
die im na¨chsten Schritt von der Planungskomponente zur Suche nach neuen Produk-
tionspla¨nen benutzt wird. Da dieser Ansatz die Betrachtung von Lo¨sungspopulationen
erfordert, basiert die Planungskomponente wesentlich auf Genetischen Algorithmen, da
mit diesen prinzipiell ein Optimierungskonzept zum Auffinden von Mengen von Lo¨sungen
gegeben ist.
Um die Codierung komplexer Objekte, wie Produktionspla¨ne, zu ermo¨glichen, fu¨r die sich
nur sehr schwer Repra¨sentationen finden lassen, die eine Anwendung genetischer Opera-
tionen wie Cross Over oder Mutation erlauben, werden im Rahmen der Arbeit Lo¨sungs-
generatoren entwickelt, mit deren Hilfe die Sucheigenschaften Genetischer Algorithmen
indirekt auf Repra¨sentationen von Lo¨sungsra¨umen angewendet werden ko¨nnen, die selbst
keine unmittelbare Anwendung der genetischen Operatoren unterstu¨tzen.
Fu¨r jeden Planungsbereich, der an der impliziten Kooperation teilnehmen soll, wird ein ei-
gener Lo¨sungsgenerator entwickelt. Alle so eingefu¨hrten Lo¨sungsgeneratoren werden dann
zu einem neuen Lo¨sungsgenerator komponiert, der, anders als die Sukzessivplanung, seine
Suche nach neuen Produktionspla¨nen ausschließlich an der simulativ u¨berpru¨ften Fit-
neß der von ihm zuletzt generierten Produktionspla¨ne orientiert. Jeder Produktionsplan
ist dabei ein Produkt aus den Teilpla¨nen, die von den einzelnen Lo¨sungsgeneratoren des
komponierten Generators fu¨r die Simulation erzeugt werden. Die expliziten Aktionen aller
anderen Teilpla¨ne eines Gesamtplans sind fu¨r jeden Teilplan dabei nur implizit in der Gu¨te
des jeweils gemeinsam erzeugten Gesamtplans sichtbar. Da jedes Teilplanungsverfahren
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ten Menge von Gesamtpla¨nen ausrichtet, kooperieren die Teilplanungsverfahren implizit
u¨ber die Lo¨sungsgu¨te miteinander.
Da die Gu¨te der Produktionspla¨ne simulativ getestet wird, mu¨ssen die Produktionspla¨ne
auf simulationstaugliche Objekte abgebildet werden. Zu diesem Zweck werden sogenannte
PPS-Objekte entwickelt. Ein PPS-Objekt bildet dabei eine Zusammenfassung von Klasse-
nobjekten und Datenbanktupeln, die einen Produktionsplan repra¨sentieren. PPS-Objekte
dienen als Schnittstelle zwischen der Planungs- und der Simulationskomponente.
Fu¨r die Realisierung des Modells der impliziten Kooperation werden THOR-Netze ein-
gesetzt. Dabei handelt es sich um highlevel Petri-Netze, die gleichermaßen ein Zeit-,
Hierarchie- und Objektkonzept unterstu¨tzen, wodurch die Modellierung und Verbindung
von komplexen Objekten und komplexen Ablaufstrukuren erheblich vereinfacht wird. Um
den Zugriff auf große Datenbesta¨nde zu ermo¨glichen, werden die THOR-Netze im Rahmen
der Arbeit um eine Datenbankschnittstelle erweitert. Zusammen mit der zugeho¨rigen Ent-
wicklungsumgebung und den drei oben erwa¨hnten Konzepten unterstu¨tzen THOR-Netze
durchga¨ngig die Entwicklung des Modells der impliziten Kooperation vom konzeptuellen
Modell bis zur Erzeugung des Computermodells (CiK-Modell) in allen Designphasen.
Die Wirksamkeit des Modells der impliziten Kooperation wird in einem umfangreichen
Testansatz untersucht. Zu diesem Zweck wird ein Sukzessivplanungsschema in die Pla-
nungskomponente integriert, wodurch diese in der Lage ist, neben der impliziten Koope-
ration Instanzen von Sukzessivplanungen, die mit unterschiedlichen Heuristiken betrieben
werden, nachzubilden. Dadurch wird die Mo¨glichkeit geschaffen, die Wirkung von Kom-
binationen konventioneller Planungsheuristiken mit und ohne implizite Kooperation zu
vergleichen. Um die Untersuchungen realita¨tsnah zu gestalten, basiert die Simulations-
komponente auf den Prozessen eines Reparatur- und Wartungsbereichs eines realen mit-
telsta¨ndischen Unternehmens aus dem Bereich der Luftfahrtgera¨teindustrie. Im Rahmen
der Tests werden die beiden zentralen Planungsbereiche der Produktionsplanung, Los-
gro¨ßenplanung und Ressourcenbelegung, fu¨r verschiedene Auftragsszenarios untersucht
und die Resultate abschließend diskutiert.
In Kapitel 2 werden die grundlegenden Begriffe und Funktionen aus dem Bereich der Pro-
duktionsplanung - und steuerung vorgestellt. Insbesondere werden in diesem Kapitel die
speziellen Probleme der Produktionsplanung beschrieben. Kapitel 3 liefert einen U¨berblick
u¨ber Planungsverfahren die in der industriellen Praxis eingesetzt werden, sowie Verfahren,
die bei Forschungsprojekten zur Planung von Produktionsprossen entwickelt wurden. Da
das im Rahmen der vorliegenden Arbeit vorgestellte Verfahren auf Genetischen Algorith-
men basiert, wird diese Klasse von Algorithmen im vierten Kapitel kurz dargestellt. Im
fu¨nften Kapitel werden die sogenannten Lo¨sungsgeneratoren entwickelt. Hier handelt es
sich um eine spezielle Klasse von Genetischen Algorithmen, die sich durch Komposition zu
neuen Algorithmen zur Lo¨sung von Planungsaufgaben kombinieren lassen. Ferner werden
in diesem Kapitel spezielle Fitneßfunktionen zur Lo¨sung von Entscheidungsproblemen bei
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Mehrfachzielsetzung entwickelt. Im folgenden sechsten Kapitel wird das Modell der impli-
ziten Kooperation zur Integration isoliert arbeitender Teilplanungsfunktionen vorgestellt.
Nachfolgend wird die Modellierung der impliziten Kooperation fu¨r ein konkretes Unter-
nehmen aus dem Bereich der Luftfahrtgera¨teindustrie mit THOR-Netzen, einer Sprache
zur Beschreibung ho¨herer Petri-Netze, entwickelt. Kapitel 7 beschreibt die konkret ein-
gesetzten Lo¨sungsgeneratoren fu¨r die Teilplanungsprobleme: Losgro¨ßenplanung und Ma-
schinenbelegungsplanung. Im Anschluß werden unterschiedliche Planungsprobleme mit
unterschiedlichen Kombinationen von Lo¨sungsgeneratoren und Fitneßfunktionen in der
Unternehmenssimulation ausgetestet.
Kapitel 2
Produktionsplanung und -steuerung
Die vorliegende Arbeit befaßt sich mit der Vermittlung von Kooperation zwischen Pla-
nungsalgorithmen aus dem Bereich der Produktionsplanung und -steuerung (PPS). Um
ein Versta¨ndnis fu¨r die Probleme der PPS und die im Rahmen dieser Arbeit entwickelten
Lo¨sungen zu bekommen, werden im folgenden die no¨tigen Grundlagen der Produktions-
theorie kurz erla¨utert.
In Abschnitt 2.1 wird der Begriff Produktionsplanung und -steuerung erla¨utert. Abschnitt
2.2 beschreibt vier wichtige Ziele, die im Rahmen der PPS optimiert werden sollen. Ab-
schnitt 2.3 stellt die einzelnen Aufgaben bzw. Funktionen der PPS vor, deren organisato-
risches Zusammenspiel letztendlich u¨ber den Grad der Erfu¨llung der einzelnen Ziele ent-
scheidet. In Abschnitt 2.4 werden die drei zentralen Probleme der Planung und Steuerung
von Produktionssystemen dargestellt. Sie motivieren den Ansatz der impliziten Koopera-
tion, der im Rahmen dieser Arbeit vorgestellt wird.
2.1 Der Begriff PPS
Die Abku¨rzung PPS steht fu¨r Produktionsplanung und -steuerung in Produktionsunter-
nehmen. Nach der Definition der REFA bezeichnet der Begriff Produktionsplanung und
-steuerung die organisatorische Planung, Steuerung und U¨berwachung der Produktions-
abla¨ufe von der Angebotsbearbeitung bis hin zum Versand unter Termin-, Mengen- und
Kapazita¨tsaspekten [REF87].
Nach Gutenberg [Gut83] plant die Produktionsplanung die Erstellung von Produkten, die
dafu¨r erforderlichen Produktionsfaktoren und die Produktionsprozesse. Sie unterteilt sich
in die Teilbereiche
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• Produktionsprogrammplanung
• Bereitstellungsplanung
• Produktionsprozeßplanung.
Eine einheitliche exakte Definition der Inhalte der PPS existiert nicht und ist auch nicht
beabsichtigt (vergleiche dazu [VDI83, Za¨p93, Ba¨r77]), da wirtschaftende Unternehmen
historisch gewachsene Strukturen besitzen, die sich sta¨ndig wandelnden Technologien,
Ma¨rkten und politischen sowie sozialen Verha¨ltnissen gegenu¨ber sehen.
Als Folge der zunehmenden Komplexita¨t betrieblicher Abla¨ufe im Produktionsbereich ent-
stand in den 60er Jahren die Forderung nach rechnerunterstu¨tzten Systemen, sogenannten
PPS-Systemen , um die komplexen Aufgaben der Produktionsplanung und -steuerung ef-
fektiv und effizient ausfu¨hren zu ko¨nnen [Sch90]. Allgemein wird unter einem PPS-System
ein System zur organisatorischen Planung, Steuerung und U¨berwachung der Produkti-
onsabla¨ufe von der Angebotsbearbeitung bis zum Versand unter Mengen-, Termin- und
Kapazita¨tsaspekten verstanden, wobei eine Rechnerunterstu¨tzung nicht obligat ist. Viele
Planungs- und Steuerungsaufgaben werden auch heute noch durch Karteikarten, Termin-
ja¨ger, Plantafeln usw. durchgefu¨hrt. Im weitern soll aber, wenn nichts anderes erwa¨hnt
wird, der Begriff PPS-System ein EDV-basiertes System bezeichnen. Zielobjekt der PPS
sind Produktionssysteme, in denen Produktionsfaktoren im Verlauf von Produktionspro-
zessen kombiniert und Transformiert werden [DSV94].
Die PPS wird hinsichtlich des Planungshorizonts in eine strategische (langfristige), takti-
sche (mittelfristige) und operative (kurzfristige) Produktionsplanung und -steuerung un-
terteilt. Der strategische und taktische Bereich beru¨cksichtigt dabei die o¨konomische und
technologische Entwicklung. Er macht Aussagen u¨ber die Entwicklung neuer Produkte,
Produktionsverfahren, Typ und Menge der einzusetzenden Ressourcen und Personal.
Im Rahmen der vorliegenden Arbeit werden nur die Planungsprobleme der operativen
Produktionsplanung und -steuerung betrachtet. Bei dieser bilden Ressourcen, Personal
und Produktarten unvera¨nderbare Voraussetzungen [WD00]. Der Planungshorizont liegt
zwischen 1 bis 13 Wochen. Die entsprechenden Aufgaben dieses Planungsbereichs werden
weiter unten detailliert beschrieben.
2.2 Die PPS-Ziele
Die PPS dient in letzter Konsequenz der Realisierung der PPS-Ziele, die sich aus Zeit-,
Kosten- und Qualita¨tszielen eines Unternehmens zusammensetzen. Da die PPS-Ziele eine
zentrale Rolle fu¨r die Entwicklung von Planungsverfahren spielen, werden sie im folgen-
den vorgestellt und weiter unten hinsichtlich der schwierigen Problematik ihrer Erfu¨llung
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diskutiert. Essentiell gibt es vier PPS-Ziele (vergleiche dazu [Ker93, Gu¨n72, Men72]), die
bei der Planung beru¨cksichtigt werden mu¨ssen. Es sind dies die Ziele:
• Geringe Lagerbesta¨nde
• Hohe Kapazita¨tsauslastung
• Kurze Durchlaufzeiten
• Hohe Termintreue und Lieferbereitschaft
Das Ziel geringe Lagerbesta¨nde dient zur Verminderung der Pflege- und Erhaltungskosten
der Lagervorra¨te, der Raumkosten und des Zinsentgangs durch das in den Besta¨nden
gebundene Kapital.
Das Ziel hohe Kapazita¨tsauslastung soll unproduktive Leerzeiten von Ressourcen vermei-
den. Die Kapazita¨tsauslastung la¨ßt sich zum Beispiel u¨ber die mittlere Kapazita¨tsausla-
stung κ¯ mit
κ¯ = (
n∑
j=1
m∑
i=1
aij)/(m · Z)
oder die mittlere Stillstands- oder Leerzeit
L¯ =
m∑
i=1
Li/(m · Z)
audru¨cken. Dabei ist aij die Bearbeitungsdauer des Auftrags j auf der Ressource i. Der
Wert Z bezeichnet die Gesamtbearbeitungszeit1 aller Auftra¨ge und m ist die Anzahl al-
ler Ressourcen. Eine hohe Kapazita¨tsauslastung stellt dem Zinsverlust auf das in den
Ressourcen gebundene Kapital, der Wertminderung durch technologische Veralterung der
Ressourcen, den Gemeinkosten, und dem entgangenen Nutzen bei vorliegender (exklusi-
ver) alternativer Fertigung die Wertscho¨pfung aus dem Einsatz der Ressourcen entgegen.
Das Ziel kurze Durchlaufzeiten kann beispielsweise u¨ber die Minimierung der Summe
dj =
m∑
i=1
(aji + tji + wji)
aus den Transportzeiten tij aller Auftra¨ge j zu den Ressourcen i, den Wartezeiten wij
aller Auftra¨ge j auf die Ressourcen i und den Bearbeitungszeiten aji aller Auftra¨g j auf
den Ressourcen i formuliert werden. Die Realisierung kurzer Durchlaufzeiten erlaubt dem
Planer flexibler auf kurzfristige Absatzschwankungen zu reagieren.
1Die Gesamtbearbeitungszeit entha¨lt auch Wartezeiten, Liegezeiten usw.
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Das Ziel hohe Termintreue/hohe Lieferbereitschaft ist ein marktorientiertes Ziel. Es dient
zur Kundenbindung und zieht die Kunden an, die bereit sind fu¨r schnell gelieferte Produk-
te ho¨here Preise zu zahlen. Außerdem erlaubt eine hohe Lieferbereitschaft die Steigerung
des Auftragsvolumens durch die Annahme von Eilauftra¨gen.
2.3 Aufgaben der PPS
Da sich die Problematik der Planung und Steuerung nur aus den Abweichungen der
Resultate der PPS-Funktionen im Vergleich mit den tatsa¨chlichen Wirkungen im Pro-
duktionssystem verstehen la¨ßt, werden die PPS-Funktionen im folgenden genauer be-
schrieben. Letztendlich dienen die PPS-Funktionen zur Erfu¨llung der gesetzten PPS-Ziele
[Spe82, Sch98b].
In der wissenschaftlichen Literatur (siehe zum Beispiel[Wil84, Za¨p93, Hac89]) hat sich
eine aufgabenorientierte Sicht zur Beschreibung der PPS entwickelt.
.  .  . .  .  ..  .  .
Aufgaben
der
PPS
Mengen-
planung
Termin- und
Kapzitaets-
planung
Produktions-
programm-
planung
Einzelfunktionen
Funktionsgruppen
Abbildung 2.1: Aufgaben der PPS (vgl. [Sch90])
PPS-Funktionen lassen sich in Planungsfunktionen und Steuerungsfunktionen einteilen.
Diese lassen sich in Untergruppen zerlegen, die wiederum aus Mengen von Einzelfunktio-
nen bestehen. Die inhaltliche Darstellung der fu¨r den Fortlauf der vorliegenden Arbeit re-
levanten PPS-Funktionen lehnt sich an die Systematik von Hackstein (vergleiche [Hac89])
an. Stellen, an denen aus anderen Literaturquellen Erga¨nzungen oder detailliertere Be-
schreibungen zu den von Hackstein beschriebenen Funktionen vorkommen, werden durch
entsprechende Literaturverweise kenntlich gemacht. Im folgenden werden die Komponen-
ten aus Abbildung 2.1 kurz beschrieben.
2.3. AUFGABEN DER PPS 9
2.3.1 Produktionsprogrammplanung
Nachdem vom Management das Absatzprogramm bzw. die Auftragsstruktur eines Unter-
nehmens bestimmt worden ist, werden mittels einer linearen Grobplanung der Form
max g(x) =
n∑
j=1
djxj − F
s.d.
n∑
j=1
aijxj ≤ bi, i = 1(1)m
xj ≤ hj, j = 1(1)n
xj ≥ 0, j = 1(1)n
unter grober Beru¨cksichtigung der Kapazita¨tssituation grob die Termine und Mengen
sowie die Art der Endprodukte (Prima¨rbedarfe) fu¨r einen vorgegebenen Planungszeit-
raum festgelegt (keine minutengenaue Planung). In der mathematischen Formulierung
beschreibt xj eine Menge eines Erzeugnisses j = 1(1)n und dj den Deckungsbeitrag pro
Mengeneinheit von j. Die fixen Kosten werden durch F beschrieben. Die Barbeitungszeit
pro Mengeneinheit von j auf der Ressource i wird durch aij repra¨sentiert. Die Kapazita¨t
von i und die Absatzho¨chstmenge fu¨r j werden durch bi und hj ausgedru¨ckt.
Ziel der Grobplanung ist es, ein Produktionsprogramm zu entwickeln das eine ausgewoge-
ne Verteilung der Kapazita¨ten von der Konstruktion u¨ber die Fertigung bis zur Montage
ermo¨glicht. Dabei sind Stu¨cklisten und Arbeitsplandaten wesentliche Informationsquel-
len die bei der Durchfu¨hrung der Grobplanung einen hohen Rechenaufwand erzeugen.
Dies macht insbesondere bei simulationsbasierten Planungssystemen, wie sie im Rahmen
dieser Arbeit entwickelt werden, Probleme. Ist die Produktion auftragsbezogen, basiert
also nicht auf Absatzprognosen, dann wird dem Kunden u¨ber eine Bedarfsauflo¨sung mit
anschließender Verfu¨gbarkeitsermittlung und Kapazita¨tsplanung oder durch ein Produk-
tionsprogramm mit festen Zeitangaben ein verbindlicher Liefertermin zugesichert.
2.3.2 Mengenplanung
Die Einzelfunktionen der Funktionsgruppe Mengenplanung liefern Arten, Termine und
Mengen aller zur Erstellung der Endprodukte beno¨tigten Werk-, Roh-, Betriebs- und
Hilfsstoffe, Halbzeuge, Teile und Baugruppen.
An die Bedarfsermittlung [Ker93] schließt sich die Bedarfsauflo¨sung an, die aus der Er-
zeugnisstruktur die mengenma¨ßigen und zeitlichen Bedarfe aller Komponenten ermittelt.
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Darauf folgt die Losgro¨ßenrechnung. Sie faßt die geplanten Bedarfe, das heißt terminierte
aber noch nicht verbindlich veranlaßte Bestellungen bzw. Fertigungsauftra¨ge gleicher Tei-
letypen zusammen und plant grob ihre Reihenfolge. Als Los wird dabei eine Produktions-
bzw. Bestellmenge einer Sorte oder Serie von Teilen bezeichnet, die nacheinander auf ei-
ner Ressource, ohne Unterbrechung des Produktionsprozesses zum Zweck der Produktion
anderer Sorten oder Serien, gefertigt wird. Wesentliches Kriterium bei der Bildung von
Losen sind die Ru¨st- und Lagerkosten. In der Regel wird bei der Planung von der Annah-
me ausgegangen, daß fu¨r jedes Los genu¨gend Kapazita¨ten zu dessen sofortiger Beschaffung
bzw. Herstellung zur Verfu¨gung stehen.
2.3.3 Termin- und Kapazita¨tsplanung
Der Kapazita¨tsbedarf α eines Arbeitsgangs wird in Zeiteinheiten gemessen. Fu¨r den ha¨ufi-
gen Fall der Stu¨ckproduktion ergibt sich beispielsweise bei einer Losgro¨ße von m Stu¨ck
einer Teileart der Kapazita¨tsbedarf eines Arbeitsgangs zu.
α = tr +m ∗ te.
Dabei wird angenommen, daß m gleiche Verrichtungen mit der technologischen Stu¨ckzeit
te auf der Ressource ausgefu¨hrt werden, wobei jede Verrichtung mit einer Norm-Intensita¨t
abla¨uft und die Umru¨stung der Ressource zu diesem m-fach ausgefu¨hrten Arbeitsgang tr
Zeiteinheiten dauert. Dieser Bedarf ist ein technologischer Zeitbedarf, der nichts u¨ber die
tatsa¨chliche Durchlaufzeit eines Auftrags aussagt.
Die Kapazita¨t einer Ressource gliedert sich in eine qualitative und eine quantitative Ka-
pazita¨t. Die qualitative Kapazita¨t ist Ausdruck der Anzahl alternativer Leistungsarten,
die eine Ressource anbietet. Die quantitative Kapazita¨t ist eine Funktion der Dauer T des
Ressourceneinsatzes, gemessen in Zeiteinheiten, des nutzbaren Kapazita¨tsquerschnitts Q,
gemessen in der Anzahl verfu¨gbarer Ressourcen mit gleicher Funktionalita¨t und der In-
tensita¨t I, gemessen in der Menge des Outputs pro Zeiteinheit [Za¨p82].
Eine wesentliche Funktion der Termin- und Kapazita¨tsplanung ist die Kapazita¨tsange-
botsermittlung. Sie liefert die maximale Einsatzdauer Tmax einer Ressource innerhalb des
Planungshorizonts.
Die Durchlaufterminierung ermittelt im Anschluß an die Kapazitatsangebotsermittlung
die Dauer, die ein Auftrag bis zu seiner Fertigstellung beno¨tigt. Als wesentliche Hilfsmittel
werden fu¨r diese Berechnung Arbeitspla¨ne, statistisch errechnete Arbeitsgang- und U¨ber-
gangszeiten und der Schichtkalender verwendet. Das Resultat sind Start- und Endtermine
der Auftra¨ge bzw. die Wiederbeschaffungzeit von Endprodukten aus lagerga¨ngigen Teilen
[Ker93]. Die Durchlaufterminierung geht davon aus, daß fu¨r jeden Auftrag die gesamten
Kapazita¨ten zur Verfu¨gung stehen.
Die nachfolgende Kapazita¨tsbedarfsrechnung ermittelt, welche Kapazita¨t von jeder Res-
2.4. KLASSISCHE PROBLEME DER PPS 11
source beno¨tigt wird. In der Regel ergeben sich hier Abweichungen zwischen Kapazita¨ts-
bedarf und Kapazita¨tsangebot, die durch Kapazita¨tsabgleich oder Kapazita¨tsanpassung
im Rahmen der Kapazita¨tsabstimmung ausgeglichen werden.
Sind die Arbeitsga¨nge nach der Kapazita¨tsabstimmung endgu¨ltig den Ressourcen zuge-
ordnet, werden sie durch die Reihenfolgeplanung in eine nach gegebenen Zielsetzungen
mo¨glichst gute, im besten Fall optimale, Reihenfolge der Abarbeitung gebracht.
Die Produktionssteuerung besteht aus den Funktionen Auftragsveranlassung und Auf-
tragsu¨berwachung. Die Auftragsveranlassung gibt die Fertigungsauftra¨ge frei und fu¨hrt
die entsprechenden Verwaltungs- und Organisationsaufgaben durch. Die Auftragsu¨berwa-
chung u¨berwacht den Arbeitsfortschritt, die Bestellauftra¨ge und die Kapazita¨ten.
2.4 Klassische Probleme der PPS
Im Rahmen der Planung und Steuerung von Produktionssystemen treten die drei Proble-
me
1. komplexe Teilplanungsaufgaben
2. konkurrierende Mehrfachzielsetzungen
3. Sach- und Zeitinterdependenzen
auf, die fu¨r die Entwicklung eines Planungssystems von zentraler Bedeutung sind.
2.4.1 Komplexe Teilplanungsaufgaben
Die wesentlichen Aufgaben der Planung und Steuerung von Produktionsabla¨ufen, wie bei-
spielsweise Losplanung, Kapazita¨tsbelegungsplanung oder operativer Personaleinsatzpla-
nung, die in der Praxis anfallen, stammen fast immer aus der Klasse der NP-vollsta¨ndigen
Probleme.
Domschke et al. [DSV97] fu¨hren das NP-vollsta¨ndige Partitionsproblem, bei dem n posi-
tive ganze Zahlen so in zwei Mengen zerlegt werden, daß die Summe u¨ber die Elemente
der einen Menge gleich der Summe u¨ber die Elemente der anderen Menge ist [GJ87], auf
das Problem der Belegung zweier identischer gleichzeitig verfu¨gbarer Ressourcen mit dem
Ziel der Minimierung der Gesamtbearbeitungszeit zuru¨ck. Brucker [Bru98] pra¨sentiert
eine umfangreiche Sammlung von NP-vollsta¨ndigen Ein- und Mehrmaschinenbelegungs-
problemen, die in der Praxis den Regelfall darstellen. Maes et al. [MMW91] zeigen, daß die
Frage nach der Komplexita¨t, mit der entschieden werden kann, ob eine zula¨ssige Lo¨sung
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fu¨r ein konkret gegebenes kapazitiertes Losgro¨ßenproblem existiert, fu¨r Modelle, die expli-
zit Ru¨stzeiten knapper Kapazita¨ten beachten (und in der Regel sind Kapazita¨ten knapp),
ein NP-vollsta¨ndiges Entscheidungsproblem ist.
Neben den zentralen Planungsaufgaben der Los- und Reihenfolgeplanung gibt es in der
PPS weitere wichtige Planungsbereiche, wie zum Beispiel die Materialwirtschaft oder die
Personaleinsatzplanung (siehe dazu zum Beispiel [Zim95b, MH96]), wo analoge Probleme
zu lo¨sen sind.
2.4.2 Konkurrierende Mehrfachzielsetzungen
Zwischen den PPS-Zielen existieren konkurrierende Abha¨ngigkeiten, die bei der Entwick-
lung eines Planungssystems beru¨cksichtigt werden mu¨ssen. Die folgende knappe Aufli-
stung der Wirkungen, die die Erreichung eines Ziels mit sich bringt, soll verdeutlichen,
wieso die PPS-Ziele zueinander in Konkurrenz stehen (genauere Beschreibungen finden
sich zum Beispiel bei [Za¨p82, Ker93]). Es zeigt sich, daß die Verbesserung jedes einzelnen
Ziels eine u¨berproportionale Verschlechterung der anderen Ziele bewirkt [Ker93]. Dadurch
erschwert sich das Auffinden von befriedigenden Lo¨sungen. Die mittelbaren Wechselwir-
kungen zwischen den Zielen verkomplizieren die Verflechtungen zusa¨tzlich.
Die unerwu¨nschten Konsequenzen der Zielerreichung geringer Lagerbesta¨nde liegen in
einer Verminderung der Lieferbereitschaft und des Servicegrads, da nicht rechtzeitig vor-
hersehbare Fehlmengen durch Lagerentnahmen nicht schnell genug ausgeglichen werden
ko¨nnen. Fu¨r die Bildung der Lose besteht nur ein geringer Spielraum, da aufgrund knapper
Lagermengen keine großen Lose gebildet werden ko¨nnen. Wiederbeschaffungszeiten von
Teilen steigen, da die Komponenten zur Herstellung der Teile erst gefertigt oder bestellt
werden mu¨ssen, da sich die Teile ja nicht im Lager befinden. Dadurch ko¨nnen Eilauftra¨ge
nicht angenommen werden. Ferner verla¨ngern sich die Durchlaufzeiten von Auftra¨gen
aufgrund der hohen Wiederbeschaffungszeiten. Die knappe Lagerhaltung bewirkt ha¨ufig
anfallende Wiederbeschaffungszeiten von Rohstoffen, wodurch die Mo¨glichkeiten des Vor-
ziehens, das heißt die vorzeitige Fertigung von Auftra¨gen, die beim Kapazita¨tsabgleich
ha¨ufig no¨tig ist, stark eingeschra¨nkt wird, da zu dem fru¨heren Fertigungszeitpunkt das
beno¨tigte Material im Unternehmen noch nicht lagerga¨ngig ist.
Wird eine hohe Kapazita¨tsauslastung angestrebt, so werden Ressourcen, fu¨r die aktu-
ell kein Fertigungsauftrag vorliegt, mit zuku¨nftigen Auftra¨gen belegt, um die Ressource
auszulasten. Damit werden zuku¨nftige Auftra¨ge fru¨her fertiggestellt als notwendig. Folg-
lich mu¨ssen die im Rahmen dieser Auftra¨ge gefertigten Teile bis zu ihrer Weiterverar-
beitung bzw. Ablieferung beim Kunden la¨nger im Lager warten. Dadurch erho¨hen sich
die Lagerzeiten und Lagerbesta¨nde. Auch die Bildung großer Lose beseitigt ru¨stzeitbe-
dingte Kapazita¨tsverluste, da ja nicht mehr so oft geru¨stet werden muß, fu¨hrt aber zu
verfru¨hter Fertigung und damit wie beim Vorziehen von Auftra¨gen zu la¨ngeren Lagerzei-
ten und ho¨heren Lagerbesta¨nden, sowie zur Anha¨ufung von Zwischenlagerbesta¨nden vor
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den Kapazita¨tseinheiten der einzelnen Fertigungsstufen. Das Vorziehen zuku¨nftiger Be-
darfe blockiert aber auch die Durchlaufzeiten aktueller Bedarfe, wodurch deren Fertigung
verlangsamt wird. Das wiederum fu¨hrt zu erho¨hten Durchlaufzeiten der vorgezogenen Be-
darfe [Sch98a]. Die Kapazita¨tserho¨hung erho¨ht damit paradoxerweise die Durchlaufzeiten.
Durch hohe Auslastungen entstehen Fehlmengen, da fu¨r die Fertigung von unerwarteten
Sonderbedarfen aufgrund der hohen Auslastung der Ressourcen keine freien Kapazita¨ts-
reserven mehr verfu¨gbar sind.
Die Verminderung von Durchlaufzeiten verlangt die Bevorratung großer Rohstoff- und
Zwischenproduktmengen, um deren Beschaffungszeiten zu vermeiden. Ferner mu¨ssen freie
Kapazita¨ten verfu¨gbar sein, um auch bei Eilauftra¨gen und Sto¨rfa¨llen schnell fertigen zu
ko¨nnen, um die Durchlaufzeiten kurz zu halten.
Eine hohe Termintreue und Lieferbereitschaft verlangt große Fertigwarenbesta¨nde, um
Kundenbestellungen so schnell wie mo¨glich erfu¨llen zu ko¨nnen, damit ein hoher Service-
grad erreicht wird. Außerdem werden freie Kapazita¨ten beno¨tigt, um ungeplante Sonder-
bedarfe durch Eil- und “Chefauftra¨ge” kurzfristig fertigen zu ko¨nnen.
In Tabelle 2.1 werden die Wechselwirkungen noch einmal graphisch veranschaulicht. Um-
kehrschlu¨sse bezu¨glich der Wechselwirkungen gelten im allgemeinen nicht. Beispielsweise
schra¨nkt ein Absenken der Lagerbesta¨nde notwendig die Mo¨glichkeiten der Losbildung
und damit der Gestaltung der Nutzungszeiten der Kapazita¨ten durch eine effektive Ge-
staltung der Ru¨stzeiten ein. Damit wird aber auch der Spielraum fu¨r die Kapazita¨ts-
auslastung notwendig verringert. Die Erho¨hung der Lagerbesta¨nde ist aber alleine nicht
hinreichend, um die Kapazita¨tsauslastung zu fo¨rdern.
Ein weiteres Problem bei der Optimierung konkurrierender Ziele entsteht durch alternati-
ve Lo¨sungen , die nicht miteinander vergleichbar sind. Liefern zum Beispiel die Lo¨sungen
x, y die Zielwertvektoren z(x) = (4, 5, 1, 2) und z(y) = (2, 3, 4, 6) und besteht die Aufgabe
in der Minimierung der Vektorzielfunktion z, so ist z(x) zwar in den ersten beiden Kom-
ponenten besser als z(y), in den letzten beiden aber schlechter. Die Vektoren sind nicht
miteinander vergleichbar.
2.4.3 Sach- und Zeitinterdependenzen
Betrachtet man die Beschreibung der PPS-Funktionen genauer, so stellt sich heraus, daß
in Produktionssystemen direkte und indirekte wechselseitige Beziehungen existieren, die in
den Implementierungen der PPS-Funktionen in der Regel aus Komplexita¨tsgru¨nden nicht
beru¨cksichtigt werden, weil zum einen die strukturelle Ausstattung in PPS-Systemen fehlt,
um die notwendigen Datenmengen im Unternehmen u¨berhaupt zu erfassen [Paw93] und
zum anderen exponentieller A¨nderungsaufwand durch die Beru¨cksichtigung aller notwen-
digen Daten entstehen kann [AUK88].
Exemplarisch wird hier die Wechselwirkung zwischen der Losplanung und der Ressourcen-
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Geringe La-
gerbesta¨nde
Hohe Kapa-
zita¨tsausla-
stung
Hohe Ter-
mintreue
und Liefer-
bereitschaft
Kurze
Durchlauf-
zeiten
Geringe La-
gerbesta¨nde − − −
Hohe Kapa-
zita¨tsausla-
stung
− − −
Hohe Ter-
mintreue
und Liefer-
bereitschaft
− − −
Kurze
Durchlauf-
zeiten
− − −
Tabelle 2.1: Konkurrierende PPS-Ziele
planung dargestellt. Die Losplanung berechnet zu einem gegebenen Absatzprogramm, in
welcher Produktionsperiode t welche Mengen qit welcher Produktarten i gefertigt werden
sollen. Grundlage der Losplanung sind dabei die Loskosten
K(Q) =
N∑
i=1
T∑
t=1
(Lit(qit) +Rit(qit)),
die aus den Lagerkosten Lit(qit) und den Ru¨stkosten Rit(qit) fu¨r jedes Los ermittelt
werden2. Dabei wird voraussgesetzt, daß jedes Los qit zwangsla¨ufig einen Ru¨stvorgang
beno¨tigt. Formal kann das Resultat der Losplanung durch eine Matrix Q = (qi,j)i∈N,j∈T
u¨ber die Materialarten N und die Perioden T repra¨sentiert werden. Ziel der Losplanung ist
es, eine Matrix Q so zu finden, daß die obige Summe aus Lager- und Ru¨stkosten minimal
wird. Eine wesentliche Nebenbedingung der Losplanung ist, daß in den geplanten Ferti-
gungsperioden t auch die notwendigen Kapazita¨ten zur Herstellung der Lose qit verfu¨gbar
sind.
Anschaulich kann die Ausgabe der Losplanung wie in Abbildung 2.2 dargestellt werden.
Das obere Balkendiagramm in Abbildung 2.2(a) zeigt die Bedarfe, so wie sie sich gema¨ß
der Liefertermine ergeben. In den Perioden t+1 bzw. t+3 sollen die Mengen q1, q2, bzw.
q3, q4 geliefert werden. Abbildung 2.2(a) zeigt zwei von exponentiell vielen Mo¨glichkeiten,
2Die Ablaufwirkungen der Losplanung, wie ungenutzte Kapazita¨ten oder Wartezeiten, die ebenfalls
u¨ber kalkulatorische Kosten und Kapitalbindung die Loskosten beeinflussen, werden in den allermeisten
Modellen u¨berhaupt nicht beru¨cksichtigt [Za¨p82].
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Abbildung 2.2: Wechselwirkung: Losplanung - Ressourcenplanung
den Produktionsperioden die Lose zuzuordnen. Voraussgesetzt wird, daß jeder Produktion
eines Loses ein Ru¨stvorgang vorausgeht. Daher muß im oberen Diagramm von 2.2(a)
viermal geru¨stet werden, wa¨hrend in dieser vereinfachten Betrachtung keine Lagerkosten
anfallen, da zwischen der Produktionsperiode t bzw. t + 2 und der Absatzperiode t + 1
bzw. t + 3 keine weiteren Perioden liegen.
Der zweite Losplan ist im zweiten Mengen-Zeit-Diagramm der Abbildung 2.2(a) zu sehen.
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Hier werden die Lose q′ = q1 + q3 und q
′′ = q2 + q4 gebildet. Wie aus der Abbildung
ersichtlich ist, muß bei diesem Plan nur zweimal geru¨stet werden. Jedoch mu¨ssen die
Mengen q3 und q4 u¨ber die Perioden t + 1 und t + 2 gelagert werden, was im Gegensatz
zum vorherigen Plan zu Lagerkosten fu¨hrt.
Die Losplanung betrachtet die Struktur eines Produkts so, wie sie sich aus der Stu¨ckli-
ste ergibt. Diese Struktur wird auch Erzeugnisstruktur genannt. In der Erzeugnisstruktur
sind nur die “wesentlichen” Komponenten eines Produkts enthalten. Zum Beispiel be-
steht ein Tisch aus einer Tischplatte und vier Tischbeinen. Die Tischplatte wird aus
Rohholzplatten gefertigt. Die Tischbeine entstehen aus unbearbeiteten Rundho¨lzern. Die
Zwischenprodukte, die durch Arbeitsga¨nge wie Sa¨gen, Schmirgeln, Bohren usw. hervor-
gehen, werden in der Losplanung nicht beru¨cksichtigt. Da fu¨r diese Arbeitsga¨nge aber
Ressourcen beno¨tigt werden, mu¨ssen sie spa¨testens bei der Ressourcenplanung [Tem92]
beru¨cksichtigt betrachtet werden. Erst wenn die komplette Losplanung vorliegt, ist der
Ressourcenplanung bekannt, zu welchem Zeitpunkt welche Arbeitsga¨nge beno¨tigt werden.
Erst jetzt kann die Einplanung auf den Ressourcen stattfinden.
Meistens werden die Lose zwecks Verminderung der Planungskomplexita¨t nur fu¨r die End-
produkte geplant. Die Losplanung auf Komponentenebene ist lediglich ein Anpassungs-
prozeß. Dadurch geht der gesamte Spielraum, die Produktion durch effektive Losbildun-
gen auf Komponentenebene zu verbessern, verloren. Ein Bauteil kann nur dann gefertigt
werden, wenn die beno¨tigten Komponenten des Bauteils vorhanden sind. Daher muß die
Materialplanung die technologische Ordnung zwischen den Teilen beru¨cksichtigen. Die-
se ist damit eine wesentliche Nebenbedingung, die bei der Ressourcenplanung notwendig
beru¨cksichtigt werden muß. In Abbildung 2.2(b) wird die technologische Ordnung durch
die eingezeichneten Pfeile verdeutlicht.
Ebenfalls wird erst im Rahmen der Ressourcenplanung eine Reihenfolge fu¨r die Lose qit
bestimmt. Abbildung 2.2(b) macht die damit verbundene Problematik deutlich. Erst wenn
die Reihenfolgen fu¨r die Lose festgelegt sind, ko¨nnen die Umru¨stzeiten, die zum Wechsel
des Ressourcenzustands fu¨r den aktuellen Arbeitsgang in den Zustand fu¨r den nachfolgen-
den Arbeitsgang notwendig anfallen, ermittelt werden. Die Ressourcenplanung beno¨tigt
als Voraussetzung also das Resultat der Losplanung. Ist die Ressourcenbelegung beendet,
liegen die genauen Informationen u¨ber die beno¨tigten Kapazita¨ten, Umru¨stzeiten und Ma-
terialbewegungen vor. Erst auf dieser Grundlage sind die zu erwartenden Lagerhaltungs-
und Ru¨stkosten bestimmbar. Genau diese Informationen werden aber beno¨tigt, um die
Losplanung, die die Voraussetzung der Ressourcenplanung ist, durchzufu¨hren.
Das Beispiel in Abbildung 2.2 zeigt, daß die Informationen der Losplanung nicht aus-
reichend waren, da beim Ru¨ckwa¨rtsrechnen von den Lieferterminen t + 1 und t + 3 die
Gesamtfertigungsdauer fu¨r alle Komponenten, aus denen die Endprodukte bestehen, in
die Vergangenheit hineinragt, da bei der Losplanung die durch die schmalen schwarzen
Balken dargestellten Ru¨stzeiten noch nicht absehbar waren.
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Wechselseitige Abha¨ngigkeiten der obigen Art treten in Produktionssystemen in großer
Zahl auf. In Anhang C werden exemplarisch weitere Bereiche aufgelistet, zwischen denen
Interdependenzen auftreten. Die Liste erhebt dabei keinesfalls Anspruch auf Vollsta¨ndig-
keit.
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Kapitel 3
Lo¨sungsansa¨tze
In diesem Kapitel werden bekannte Modelle aus der Literatur zur Lo¨sung von Problemen
der Produktionsplanung und -steuerung beschrieben. In [FFG97] und [TKM98] findet
sich jeweils ein guter U¨berblick u¨ber marktga¨ngige PPS-Systeme. Die meisten Systeme
basieren auf dem Konzept der Sukzessivplanung.
In den nachfolgenden Abschnitten wird begrifflich von Partial- und Globalmodellen ge-
sprochen. Dazu ist anzumerken, daß diese Unterteilung keiner strengen Definition folgt,
sondern lediglich die unterschiedlichen Intentionen der Modelle unterstreicht. Tatsa¨chlich
sind die Grenzen zwischen den Partial- und den Globalmodellen fließend. Von den Glo-
balmodellen sind die Totalmodelle zu unterscheiden, die im Gegensatz zu ersteren auf eine
Simultanplanung ausgerichtet sind.
Abschnitt 3.1 beschreibt Partialmodelle, die jeweils einen bestimmten Planungsbereich
der PPS beschreiben. In Abschnitt 3.2 werden Globalmodelle vorgestellt, die alle Pla-
nungsbereiche erfassen. Im letzten Abschnitt 3.3 werden die zuvor vorgestellten Verfah-
ren diskutiert. Auf Grundlage der Diskussion werden vier Forderungen entwickelt, die ein
Planungssystem erfu¨llen muß und die die Basis fu¨r den Ansatz der impliziten Kooperation
bilden.
3.1 Lo¨sungsansa¨tze zu einzelnen Planungsbereichen
Da sich aufgrund der oben beschriebenen Problemstrukturen bei der PPS exakte Lo¨sungs-
verfahren fu¨r den betrieblichen Einsatz nur eingeschra¨nkt eignen, werden zur Lo¨sungs-
suche in den meisten Fa¨llen Heuristiken verwendet. Im Problemfeld des betrieblichen
Einsatzes kann man grundsa¨tzlich zwischen zwei Ansa¨tzen unterscheiden [MMW91]:
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1. Beim ersten Ansatz werden die Heuristiken aus exakten Optimierungsverfahren ge-
wonnen. Dies verlangt eine mathematische Einsicht in das Problem und eignet sich
gut fu¨r analytische Aussagen bzgl. der Komplexita¨t und der Gu¨te einer gefundenen
Lo¨sung.
2. Beim zweiten Ansatz werden Regeln verwendet, die aus der Einsicht in das Problem,
aus Erfahrungswissen oder aus einer Randomisierung stammen.
Der erste Ansatz wird in der vorliegenden Arbeit nicht direkt verwendet. Er geht lediglich
indirekt u¨ber die Verwendung von bekannten Teilplanungsverfahren aus dem Bereich der
Produktionsplanung und -steuerung, die auf der Basis exakter Optimierungsverfahren
gewonnen werden, in den hier vorzustellenden Ansatz ein.
Ansonsten wird der zweite Ansatz verfolgt, da der Kooperationsgedanke als wesentliches
Element auf der Basis Genetischer Algorithmen in die Planung eingeht. Dabei richtet
sich der Fokus auf die beiden zentralen Planungsbereiche der Los- und Ressourcenbele-
gungsplanung. Andere Gebiete, wie zum Beispiel die Personalplanung, in der ebenfalls
schwierige Probleme auftreten, werden hier nicht betrachtet.
Im folgenden wird das CLSP-Modell exemplarisch dargestellt, um die typische mathema-
tische Modellbildung fu¨r diesen Planungsbereich darzustellen.
Das CLSP-Modell
Das Capacitated Lotsizing Problem (CLSP) (siehe zum Beispiel [MMW91]) geht von einer
mehrstufigen Mehrproduktfertigung mit endlichen Fertigungsgeschwindigkeiten aus, wo-
bei die Nachfragemengen u¨ber die Perioden dynamisch (aber deterministisch) schwanken
ko¨nnen. Im Gegensatz zu vielen anderen Modellen werden Kapazita¨tsbeschra¨nkungen,
deren wesentliche Rolle bei der Besprechung der Interdependenzen weiter oben bereits
dargestellt wurde, beru¨cksichtigt. Lagerhaltungs-, Ru¨st- und variable Fertigungskosten
werden u¨ber die Perioden als fix angesetzt. Der Planungshorizont ist endlich. Fehlmengen
sind nicht erlaubt. Es wird davon ausgegangen, daß fu¨r jedes Produkt, welches in einer Pe-
riode gefertigt wird, genau einmal ein Ru¨stvorgang anfa¨llt, der keine Zeit verbraucht, aber
Kosten erzeugt. Lagerhaltungskosten werden jeweils am Periodenende auf der Grundlage
des dann vorhandenen Lagerbestands berechnet. Ein Teil kann erst produziert werden,
wenn alle seine Komponenten (lagerga¨ngig) vorhanden sind. Mathematisch la¨ßt sich das
CLSP-Modell damit wie folgt beschreiben:
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min K(Y, I, x) =
N∑
i=1
T∑
t=1
(siYit + hiIit) (3.1)
s.t. Ii,t−1 + xit − Iit = dit +
∑
j∈S(i)
rijxjt, i = 1, .., N, t = 1, .., T, (3.2)
N∑
i=1
(aki xit + A
k
i Yit) ≤ C
k
t , k = 1, .., L, t = 1, .., T, (3.3)
xit ≤ BYit, i = 1, .., N, t = 1, .., T, (3.4)
xit, Iit ≥ 0, i = 1, .., N, t = 1, .., T, (3.5)
Yit ∈ {0, 1}, i = 1, .., N, t = 1, .., T, (3.6)
(3.7)
mit
xit =Losgro¨ße von Produkt i in Periode t
aki =Kapazita¨t, die auf Ressource k beno¨tigt wird, um eine Einheit von i zu produzieren
Aki =Zeitdauer, um Ressource k fu¨r Produkt i zu ru¨sten
dit =externe Nachfrage nach Produkt i in Periode t
si =Ru¨stkosten fu¨r Produkt i
hi =Kosten fu¨r die Lagerung einer Einheit von i fu¨r eine Periode
Ckt =verfu¨gbare Kapazita¨t von Ressource k in Periode t
B =große Zahl
S(i)=Menge der Nachfolger von Produkt i
N =Anzahl der Produktarten
T =Anzahl der Perioden
L =Anzahl der Ressourcen
rij =Anzahl der beno¨tigten Einheiten von i um eine Einheit von j zu produzieren
Iit =Lagerbestand des Produkts i am Ende der Periode t
Yit =bina¨re Variable, die angibt, ob die Produktion von i in t erlaubt ist oder nicht
Das Ziel liegt in der Bildung kostenminimaler Losgro¨ßen xit. Exakte Lo¨sungsverfahren zum
CLSP liegen, wie bereits weiter oben erwa¨hnt wurde, in der Menge der NP-vollsta¨ndigen
Probleme. Heuristiken finden sich zum Beispiel in [DSV97, BMT83, BM84, Wil81].
Da das CLSP zu jedem Periodenbeginn immer wieder neue Ru¨stkosten berechnet, auch
dann, wenn tatsa¨chlich eine Ressource bereits im passenden Ru¨stzustand ist, eignet sich
das CLSP nur fu¨r Perioden, die mindestens Wochengro¨ße haben. Große Perioden fu¨hren
dazu, daß die Losreihenfolge nur sehr grob geplant wird. Losreihenfolgen innerhalb der
Perioden werden gar nicht beru¨cksichtigt. Eine vollsta¨ndig simultane Betrachtung von
Losplanung und Ressourcenplanung findet somit nicht statt.
Werden die Perioden lang gewa¨hlt, um die Ru¨szeiten richtig abzubilden, so steigen wegen
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der periodenbezogenen geschlossenen Produktweitergabe1 die Vorlaufzeiten im Modell.
Werden die Perioden kurz gewa¨hlt, so wird ein großer Anteil jeder Periode zum Ru¨sten
verwendet, denn das Modell bietet keine Mo¨glichkeit, Ru¨stzusta¨nde u¨ber mehrere Peri-
oden zu erfassen, weshalb die Ru¨stkosten in jeder Periode neu anfallen. Insbesondere kann
eine Periode nicht kleiner als die Ru¨stzeit werden. Es wird deutlich, daß das Modell in
beiden Fa¨llen die realen Verha¨ltnisse nur ungenau abbildet [Hel93].
Durch Umru¨stzeiten bedingte Kapazita¨tsverluste knapper Kapazita¨ten und Ablaufkosten,
die zum Beispiel durch Warte- und Leerzeiten entstehen und die wesentlichen Einfluß auf
die PPS-Ziele haben, werden vom CLSP-Modell u¨berhaupt nicht beru¨cksichtigt.
Das DLSP-Modell
Das Discrete Lot Sizing and Scheduling Problem (DLSP) [Fle90, Gru¨98] geht von den glei-
chen Annahmen wie das CLSP aus. Jedoch werden beim DLSP die Perioden so kurz gestal-
tet, daß sie ho¨chstens zur Fertigung eines Loses einer Produktart ausreichen. Beim DLSP
entspricht die Losgro¨ße daher immer dem ganzzahligen Vielfachen der Periodenho¨chstlei-
stung der Ressource, auf der das Los gefertigt wird, wobei die Periodenho¨chstleistung in
allen Perioden gleich ist. Diese Quantelung, die dem Modell seinen Namen gibt, vereinfacht
die Entwicklung schneller Lo¨sungsheuristiken, weil fu¨r jede Periode nur noch die bina¨re
Entscheidung, produzieren oder nicht produzieren, getroffen werden muß. Die Menge, die
in der Periode produziert werden soll, ist durch die Quantelung stets vorgegeben.
Das DLSP ist ein Small Time Bucket Modell, bei dem die Perioden sehr kurz gewa¨hlt
sind (ho¨chstens Tagesdauer). Der Vorteil des Modells liegt in der simultanen Planung von
Losen und Reihenfolgen. Die Reihenfolgen ergeben sich dabei “automatisch” aufgrund der
kurzen Perioden. Nachteilig ist, daß sich durch die Quantelung der Produktionsmengen
nicht alle realisierbaren Produktionsmengen mit dem Modell darstellen lassen. Außer-
dem ko¨nnen durch die Quantelung Produktionsmengen zu fru¨h anfallen, die dann bis zu
ihrer Weiterverwendung gelagert werden mu¨ssen, wodurch modellbedingte Lagerkosten
entstehen. Ru¨stzeiten fu¨hren im Modell nicht zu Kapazita¨tsverlusten. Ebenso werden kei-
ne Aufwa¨nde, die durch den Wechsel eines Ru¨stzustands in einen anderen Ru¨stzustand
entstehen, betrachtet.
Das PLSP-Modell
Das Proportional Lot Sizing and Scheduling Problem (PLSP) [DH92] teilt eine Periode
in zwei Bereiche. Ein Los wird dem ersten Bereich zugeordnet, wenn die Ressource, auf
1Bei der geschlossenen Produktweitergabe, die in fast allen Planungsansa¨tzen verwendet wird, wird
mit der Produktion des ersten Teils einer Losmenge eines Produkts erst dann begonnen, wenn alle Kom-
ponenten, die fu¨r das gesamte Los beno¨tigt werden, vollsta¨ndig vorliegen.
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der es produziert wird, ihren Ru¨stzustand aus der Vorperiode beibeha¨lt. Ein Los wird
dem zweiten Bereich zugeordnet, wenn sich der Ru¨stzustand zu Anfang bzw. wa¨hrend der
Periode a¨ndert. Pro Periode darf sich der Ru¨stzustand einer Ressource ho¨chstens einmal
a¨ndern. Damit kann das Modell Ru¨stzusta¨nde u¨ber mehrere Perioden hinweg abbilden.
Beim mehrstufigen PLSP werden die Komponenten mit einem ganzzahligen Vorlauf ihren
unmittelbaren Nachfolgern zugeordnet.
Auch das PLSP ist ein Small Time Bucket Modell. Aufgrund seiner mathematischen
Formulierung kann das PLSP keine Kapazita¨ten u¨ber bestimmte Perioden unbenutzt
lassen, wodurch die Mo¨glichkeit verloren geht, eine Kapazita¨tsreserve fu¨r unerwartete
Bedarfsschwankungen bereitzuhalten. Das fu¨hrt zu starren Pla¨nen, die sehr unflexibel
gegenu¨ber Plana¨nderungen sind.
Das unkapazitierte LSP-Modell
Jinxing et al. stellen in [JQW96] einen Ansatz zur parallelen Lo¨sung des dynamischen un-
kapazitierten mehrstufigen Losgro¨ßenproblems fu¨r generelle Erzeugnisstrukturen vor. Eine
parallelisierte Heuristik versucht, die totalen Produktionskosten u¨ber alle Erzeugnisstufen
simultan zu optimieren, wa¨hrend sie Periode fu¨r Periode Produktionspla¨ne generiert.
Da keine Kapazita¨ten beru¨cksichtigt werden, ist das Modell nur fu¨r die Lo¨sung sehr spe-
zieller Produktionsplanungsprobleme einsetzbar.
Maschinenbelegung nach Carlier
Im Bereich der Maschinenbelegungsplanung gibt es eine Vielzahl von Merkmalen, wie
Auftragsanzahl, Auftragsreihenfolgen, Maschinenanzahl, Maschinentyp etc., nach denen
die einzelnen Planungsprobleme in der Literatur kategorisiert werden.
Carlier stellt in [Car90] ein Verfahren zur Lo¨sung des NP-vollsta¨ndigen Einmaschinenbe-
legungsproblems bei gegebenen Bereitstellungsterminen und technologischen Nachlaufzei-
ten mit dem Ziel der Minimierung der Gesamtdurchlaufzeit vor.
Carlier verwendet einen Branch & Bound Ansatz, wobei er die Ober- und Untergren-
zen mit dem Verfahren von Schrage bestimmt. Die Zerlegung des Ausgangsproblems in
Teilprobleme an den Baumknoten wird durch eine schrittweise Erho¨hung von Reihenfolge-
bedingungen erzielt. Beim Verzweigen wird die Minimal Lower Bound-Regel angewendet.
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Balance & Connect-Ansatz
Ball und Magazine pra¨sentieren in [BM88] einen Balance & Connect-Ansatz (B&C) zur
Lo¨sung des Einmaschinenbelegungsproblems bei Beru¨cksichtigung von Ru¨stzeiten mit
dem Ziel der Minimierung der Gesamtdurchlaufzeit.
Im B&C-Ansatz wird das Belegungsproblem als Rural Postman Problem (RPP) formu-
liert. Beim RPP wird in einem gerichteten Graphen G = (E, V ) mit Kostenfunktion c
ein kostenminimaler geschlossener Weg gesucht, der alle Pfeile einer vorgegebenen Menge
E ′ ⊆ E mindestens einmal entha¨lt [Dom90].
Das B&C-Verfahren arbeitet auf einem bipartiten Graphen, fu¨r den ein klassisches Trans-
portproblem gelo¨st wird. In einem anschließenden Connect-Schritt wird ein zusammen-
ha¨ngender Graph erzeugt, der eine Lo¨sung des RPP darstellt.
Mit dem Verfahren kann das automatisierte Platinenbestu¨ckungsproblem optimal gelo¨st
werden. Fu¨r diesen Spezialfall la¨ßt sich das RPP in polynomialer Zeit lo¨sen.
Flow Shop-Probleme
Beim Flow Shop-Problem werden n Auftra¨ge auf m Maschinen bearbeitet. Dabei besteht
jeder Auftrag aus genau m Arbeitsga¨ngen. Jede Maschine {M1, . . . ,Mm} bietet genau
einen dieser Arbeitsga¨nge an. Die Auftra¨ge durchlaufen die Maschinen stets in der gleichen
Reihenfolge (M1,M2, . . . ,Mm).
Das Flow Shop-Problem mit zwei Maschinen und Beachtung von Umru¨stzeiten unter dem
Ziel der Minimierung der Gesamtdurchlaufzeit geho¨rt in die Klasse der NP-vollsta¨ndigen
Probleme. Brucker stellt in [Bru98] eine umfangreiche Sammlung von Lo¨sungsansa¨tzen
vor. Fu¨r den Spezialfall der Permutations Flow Shop-Probleme liefert Voß [Voß92] einen
Ansatz, der auf dem Prinzip der sukzessiven Einbeziehung beruht.
Job Shop-Problem
Bei Job Shop-Problemen wird jeder Auftrag auf einer fest vorgegebenen Teilmenge von
Maschinen in einer festen Reihenfolge ausgefu¨hrt. Alle Maschinenbelegungsprobleme aus
der Werkstattfertigung lassen sich als Job Shop-Probleme formulieren.
Das Shifting Bottleneck-Verfahren (SBV) von Adams et al. [ABZ88] erzeugt mit ei-
nem sogenannten disjunktiven Graphen konsistente Arbeitsgangfolgebeziehungen. Auf
diesen wird dann iterativ fu¨r jede Maschine eine Auftragsreihenfolge bestimmt. Als je-
weils na¨chste zu planende Maschine M wird diejenige gewa¨hlt, bei der, bei optimaler
Einplanung, die Gesamtdurchlaufzeit Z den sta¨rksten Zuwachs hat. Dieser Zuwachs ist
der Mindestzuwachs, den Z erfa¨hrt. Aus diesem Grund wird M als Engpaßmaschine be-
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zeichnet. Fu¨r M werden die Arbeitsga¨nge als Auftra¨ge interpretiert, die im Sinne eines
Einmaschinenbelegungsproblems mit Bereitstellungsterminen und Nachlaufzeiten unter
dem Ziel der Minimierung der Gesamtdurchlaufzeit zu bilden sind. Dadurch stellt der
Ansatz von Adams et al. eine Relaxation des Job Shop-Problems dar.
Lin, Goodman und Punch stellen in [LGP97] ein Verfahren basierend auf Genetischen
Algorithmen vor, in dem sie fu¨r Mutation und Crossover zwei neue Operatoren entwickeln,
mit denen sich zeitliche Abha¨ngigkeiten bei der Reihenfolgeplanung besser beru¨cksichtigen
lassen.
Weitere Verfahren zur Maschinenbelegung
Fu¨r den komplexen Problembereich der Maschinenbelegungsplanung werden ha¨ufig ein-
fache Priorita¨tsregelverfahren wie ku¨rzeste Operationszeiten, la¨ngste Operationszeiten,
fru¨heste Bereitstellungstermine, ku¨rzeste Restbearbeitungszeit etc. [DSV97] verwendet,
die in der Regel nur zu suboptimalen Lo¨sungen fu¨hren. Die Verfahren orientieren sich an
verschiedenen Zielen, wie Verku¨rzung der Durchlaufzeiten, Verminderung der Lieftermin-
verzu¨ge usw., die durch eine entsprechende Maschinenbelegung beeinflußt werden ko¨nnen.
Das Verfahren von Akers [Bru88] liefert einen Lo¨sungsansatz fu¨r das Flow Shop-Problem
mit m Maschinen und zwei Auftra¨gen unter der Zielsetzung, die Gesamtdurchlaufzeit
zu minimieren. Dazu werden in einem zweidimensionalen Operationsfeld Konfliktfelder
in Form von Rechtecken eingezeichnet, die eine Maschinenbelegung symbolisieren. Nach
bestimmten Regeln muß nun ein Weg durch das Operationsfeld gefunden werden, der
keinen inneren Punkt eines Konfliktfeldes schneidet. Aus jedem ku¨rzesten dieser Wege
kann dann eine optimale Maschinenbelegung einfach abgelesen werden. Bei m Maschinen
hat das Verfahren einen Aufwand von O(m logm).
Lawler [Law73] entwickelt ein Verfahren, mit dessen Hilfe auf einer Maschine n Auftra¨ge,
zwischen denen eine Vorrangbeziehung herrscht, so sortiert werden ko¨nnen, daß die maxi-
male Lieferterminu¨berschreitung minimiert wird. Zu diesem Zweck wird mit den letzten
Auftra¨gen der Vorrangbeziehung begonnen. Das Verfahren sucht aus den Auftra¨gen, deren
Nachfolger bereits alle eingplant sind, den mit dem spa¨testen gewu¨nschten Fertigstellungs-
termin aus. Der Aufwand des Verfahrens betra¨gt bei n Auftra¨gen O(n2).
3.2 Globale Lo¨sungsansa¨tze
Bereits Jahr 1992 wurden in Deutschland etwa 160 PPS-Systeme fu¨r den kommerziellen
Einsatz fu¨r groß dimensionierte Rechenanlagen angeboten [KD92]. Ihre Anzahl du¨rfte bis
zum heutigen Zeitpunkt weiter angestiegen sein. Das Hauptinteresse an PPS-Systemen
kommt in Deutschland von Produktionsunternehmen, die mehrere Erzeugnisarten vari-
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antenreich fertigen. Der Markt von PPS-Softwareanbietern im Kleinrechnerbereich ist
unu¨berschaubar groß geworden.
Es lassen sich zwei Hauptstro¨mungen beobachten. Im Rahmen der ersten Stro¨mung wird
Standardsoftware entwickelt, die aus Modulen besteht. Durch diese Modularisierung ist es
mo¨glich, die Software durch unterschiedliche Kombination der Module bis zu einem gewis-
sen Grad individuell an ein Unternehmen anzupassen. Im Rahmen der zweiten Stro¨mung
werden mit Hilfe von Modellierungstools und PPS-Rahmenkonzepten Individuallo¨sungen
erstellt [Hac89].
Sukzessivplanungssysteme
Die Sukzessivplanung bzw. das mit ihr weitgehend identische Manufacturing Resource
Planning (MRP II) [DGF+93, Kim98] fu¨hrt die in Abschnitt 2.3 aufgefu¨hrten PPS-
Funktionen in der folgenden Reihenfolge aus: Grobplanung, Bedarfsermittlung, Be-
darfsauflo¨sung, Losgro¨ßenrechnung, Kapazita¨tsangebotsermittlung, Durchlaufterminie-
rung, Kapazita¨tsbedarfsrechnung, Kapazita¨tsabstimmung, Reihenfolgeplanung, Auftrags-
veranlassung und Auftragsu¨berwachung. Dabei u¨bernimmt jede Funktion die Ergebnisse
der ihr vorgeschalteten Funktionen.
Im Rahmen der Losgro¨ßenplanung werden Fertigungsauftra¨ge durch einfache Heuristiken
endproduktbasiert zu Losen zusammengefu¨hrt. Mehrstufige erzeugnisbedingte Abha¨ngig-
keiten, Reihenfolgebildung, Arbeitsga¨nge, Kapazita¨ten etc. werden dabei aus Komple-
xita¨tsgru¨nden nicht beru¨cksichtigt.
Auch die Durchlaufterminierung geht bei der Sukzessivplanung von frei verfu¨gbaren
Ressourcen aus. Die die U¨bergangszeiten dominierenden Wartezeiten zwischen den Ar-
beitsga¨ngen werden in Form konstanter Plan-Zeitdauern als Voraussetzung in die Planung
aufgenommen, anstatt als Entscheidungsvariable aufzutreten, obwohl sie sich statistisch
nur sehr ungenau approximieren lassen [Hac89].
Durch die spa¨te Beru¨cksichtigung von Kapazita¨ten bei der Sukzessivplanung ist ein Kapa-
zita¨tsabgleich als Rettungsmaßnahme im Nachhinein no¨tig, durch den unerwartete zusa¨tz-
liche Kosten entstehen. Ferner resultieren aus der spa¨ten Kapazita¨tsbetrachtung Warte-
zeiten der Auftra¨ge vor den Ressourcen, die mit bis zu 80% den u¨berwiegenden Teil der
Durchlaufzeit ausmachen (vergleiche dazu [Za¨p82, Ker93, Hac89]).
Wegen der fehlenden Ru¨ckkopplung zwischen den einzelnen PPS-Funktionen mu¨ssen Vor-
ga¨ngermodule Sicherheitspuffer fu¨r Mengen und Zeiten anlegen, damit fu¨r die nachfolgen-
den Stufen genu¨gend Spielraum zum Ausgleich von Planungsfehlern der vorhergehenden
Stufen bleibt [Vol88, Eve90].
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Optimized Production Technology
Die Optimized Production Technology (OPT) [Han99] wurde urpsru¨nglich in Israel ent-
wickelt und fand ihre wesentliche Verbreitung in den USA. Bei OPT wird die Planung
in einen kritischen und einen unkritischen Bereich aufgeteilt. Zuerst werden die Engpa¨sse
und die Objekte, die durch diese Engpa¨sse betroffen sind, aufgesucht. Durch eine be-
stimmte Anwendung der Vor- und Ru¨ckwa¨rtsterminierung, ausgehend von den Engpa¨ssen,
wird dann die Planung durchgefu¨hrt [AUK88]. Die Planung versucht alle vorhersehbaren
Sto¨reinflu¨sse soweit wie mo¨glich zu determinieren [JR90].
Positiv ist bei OPT der Grad der Simultanita¨t der Planung von Material-, Zeit- und
Kapazita¨tswirtschaft, der sich aus der fertigungsprozeßorientierten Sichtweise ergibt. Eine
genauere Untersuchung der Leistungsfa¨higkeit von OPT ist nicht mo¨glich, da das exakte
Verfahren bisher nicht vero¨ffentlicht wurde.
Das Problem besteht bei OPT darin, die Engpa¨sse bereits vor ihrer Manifestation ab-
zuscha¨tzen. Dies wird mit Plandurchlaufzeiten gemacht, die in vielen Fa¨llen das Ergebnis
verfa¨lschen ko¨nnen. Ein weiterer Nachteil von OPT liegt in der hohen Rate von Neu-
aufwu¨rfen des Verfahrens, falls sich die Engpa¨sse schnell vera¨ndern.
Hierarchische Produktionsplanung
Die hierarchische Produktionsplanung systematisiert den Aufbau von Teilpla¨nen, wie er
in der Sukzessivplanung beschritten wird. Sie stellt einen vermaschten Regelkreis dar
[Za¨p82], bei dem die Fu¨hrungsgro¨ßen fu¨r die untergeordneten Systeme von den u¨bergeord-
neten vorgegeben werden. Die untergeordneten Systeme erhalten einen Toleranzbereich,
in dem sie autonom Entscheidungen treffen ko¨nnen, wodurch der Kommunikationsauf-
wand zu den daru¨berliegenden Systemen u¨berschaubar bleibt. Durch diesen Ansatz wird
dem Zusammenhang zwischen Teilpla¨nen mehr Beachtung geschenkt, als in der Sukzes-
sivplanung, wo er keinerlei Beru¨cksichtigung findet. Der Vorteil hierarchischer Systeme
gegenu¨ber der Sukzessivplanung liegt in einer Begrenzung des Planungsaufwands und
einer erho¨hten Flexibilita¨t durch austauschbare Planbereiche in den einzelnen hierarchi-
sierten Planungsstufen [Za¨p82].
Als problematisch erweist sich bei der hierarchischen Produktionsplanung, daß die Wir-
kung jeder Entscheidung einer u¨bergeordneten Ebene fu¨r die untergeordneten Ebenen nur
gescha¨tzt werden kann. Dies bereitet insbesondere bei der Festlegung geeigneter Stell-
gro¨ßen, wie Absatzgrenzen, Lagerfu¨llung, Losgro¨ßen usw. fu¨r die nachfolgenden Hierar-
chiestufen große Schwierigkeiten, da nicht realisierbare Stellwerte zu einem hohen Kom-
munikationsaufwand zwischen den Ebenen fu¨hren.
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Kanban
Das Kanbansystem wird bei Werkstattfertigung verwendet. Bei diesem Ansatz wird erst
dann an einer Station eine Nachfrage ausgelo¨st, wenn die Inputmaterialien einen Min-
destbestand unterschreiten. Durch standardisierte Transportbeha¨lter und Bestellkarten
(Kanbans) werden Durchlaufzeiten und Werkstattbesta¨nde niedrig gehalten. Durch die-
sen Ansatz reduzieren sich die Umlaufbesta¨nde und die Durchlaufzeiten. Ebenso werden
die Materialliegezeiten in den Zwischenlagern klein gehalten [Roh91, Wil84].
Als Voraussetzung muß die Nachfrage sehr gleichma¨ßig sein, Ru¨stzeiten mu¨ssen klein und
Fertigungsqualita¨t und Anlagenverfu¨gbarkeit hoch sein. Das System besitzt eine schlechte
Reaktionsfa¨higkeit bei unerwarteten Sto¨rungen.
Just In Time
Beim Just In Time Konzept (JIT) werden alle Produkte so gefertigt, daß sie flexibel aber
genau zum Zeitpunkt ihrer Verwendung, das heißt durch die Anforderung einer nachge-
schalteten Produktionsstufe, zur Verfu¨gung stehen [DK97]. Das Ziel dieses Ansatzes liegt
in der Beschleunigung der Durchlaufzeiten und der daraus resultierenden Senkung der Ka-
pitalbindung. Voraussetzungen sind gleichma¨ßige Nachfragestrukturen, geringe Ru¨stzeiten
und große Produktqualita¨t, da keine Reservebesta¨nde existieren.
Nachteilig wirkt sich in diesem Ansatz die notwendige Disziplin zur Einhaltung der Zeit-
vorgaben aus. Versagt ein Glied in der Produktionskette, die in der Regel betriebsu¨ber-
greifend ist, pflanzt sich die Sto¨rung in alle nachgeschalteten Bereiche fort [Sch90].
Belastungsorientierte Auftragsfreigabe
Bei der belastungsorientierten Auftragsfreigabe (BOA) nach Wiendahl [Wie87] handelt es
sich genaugenommen um ein fu¨r die Werkstattfertigung entwickeltes Steuerungskonzept,
dem eine Planung vorausgehen muß. Die Auftra¨ge werden in der Reihenfolge ihrer Dring-
lichkeit nur dann in das Produktionssystem eingelastet, wenn an allen Ressourcen eine vor-
gegebene Belastungsschranke, in der Regel von 200-300% ihrer Periodenkapazita¨t, nicht
u¨berschritten wird. Dadurch lassen sich die planungsbedingten Wartezeiten vermindern.
Wird die Belastungsschranke u¨berschritten, wird der Auftrag in der na¨chsten Periode ein-
geplant. Das Verfahren durchbricht den Fehlerkreis der Fertigungssteuerung [Han99], der
in Fertigungsunternehmen regelma¨ßig beobachtet werden kann: Die geplanten Durchlauf-
zeiten werden erho¨ht, um eine in der Vergangenheit aufgetretene Terminu¨berschreitung
in Zukunft zu vermeiden. Dadurch mu¨ssen Auftra¨ge fru¨her freigegeben werden, was die
Warteschlangen vor den Betriebsmitteln und dadurch auch die tatsa¨chlichen Durchlauf-
zeiten erho¨ht. Daraus resultiern neue Terminu¨berschreitungen und der Zyklus beginnt
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von neuem.
Der wesentliche Nachteil des Modells besteht in der fehlenden Steuerbarkeit einzelner
Auftra¨ge. Außerdem erweist sich die Bestimmung von geeigneten Belastungsschranken
oft als problematisch, da zu niedrig gewa¨hlte Schranken eine schlechte Systemauslastung
bewirken [DSV97].
Total Capacity Management
Total Capacity Management (TCM) [OPSW91] ist ein Verfahren, das dem Umstand Rech-
nung tra¨gt, daß 80 bis 90% der Durchlaufzeiten durch Warte-, Liege- und Transportzeiten
der Auftra¨ge bedingt sind. Bei TCM gehen diese Zeiten daher nicht als statischer Input
in die Planung ein, sondern bilden das Ergebnis einer Simulation, wodurch sie planbar
werden.
CyberCut
CyberCut [WS97] ist ein Projekt, in dessen Rahmen authorisierte Benutzer ein Produkt
vom Design bis zur Herstellung komplett u¨ber das Internet entwickeln ko¨nnen. Fu¨r die
Produktionsplanung der konstruierten Produkte haben Dornefeld und andere [DWW+99]
verschiedene Prozeßplanungsagenten entwickelt und in ein Planungsmodul integriert. Das
Planungsmodul besteht aus einem Prima¨ragenten, der die eigentlichen Berarbeitungs-
aktionen zur Herstellung des entwickelten Produkts plant. Ein Umwelt-Agent plant die
Minimierung von Abfa¨llen, die bei der Produktion entstehen. Ein dritter Agent plant die
Minimierung von Fehlern, die beim Fra¨sen eines Teils entstehen. Jeder Agent verfolgt
dabei seine eigenen Ziele.
YAMS
YAMS [Par94] ist ein verteiltes Multi-Agentensysteme zur Produktionssteuerung, das
versucht, die Arbeitsga¨nge hierarchisch auf intelligente Agenten zu verteilen. Die Hier-
archiestufen laufen von ‘Fabrik’ bis ‘konkrete Ressource’. Voraussetzung ist eine vorher
durchgefu¨hrte Produktionsplanung, die aber nicht von YAMS vorgenommen wird. YAMS
basiert auf dem Contract Net-Ansatz [Par87].
Nachteilig ist bei den Verfahren, die auf dem Contract Net Ansatz basieren, daß eine
Planungsentscheidung der Agenten hauptsa¨chlich anhand der aktuellen Durchfu¨hrbarkeit
entschieden wird und die zuku¨nftigen Planwirkungen außer acht gelassen werden [Hen96].
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CORTES
Bei CORTES [SRSF91] wird eine Fabrik in Teilbereiche zergliedert, die dann als Agen-
ten aufgefaßt werden. Jeder Agent wird auf einem eigenen Rechner implementiert, wobei
die Kommunikation der Agenten durch eine Vernetzung der Rechner ermo¨glicht wird. Je-
der Agent hat eine lokale Sicht auf die ihm zugeordneten Betriebsmittel, fu¨r die er das
Scheduling durchfu¨hrt. Bei der Koordination der Agenten bei der Verhandlung um Be-
triebsmittel bilden zum einen die Wahrscheinlichkeit, mit der eine eingeplante Operation
eine inkonsistente Kapazita¨tsbelegung bewirkt und zum anderen der aggregierte Bedarf
an Betriebsmitteln den Maßstab, anhand dessen Entscheidungen gefa¨llt werden.
Die Qualita¨t der Planung mit CORTES ha¨ngt wesentlich von einer geeigneten Gestaltung
der Maße ab [Sch95a].
PLAs
Bei diesem Ansatz werden sogenannte Produktionslenkungsagenten (PLAs) eingesetzt, die
dazu dienen, den hohen Koordinationsbedarf zwischen den einzelnen Planungsbereichen
zu bewa¨ltigen. Dadurch soll die Produktion auf u¨berschaubarere Teilmodelle abgebildet
werden, in denen eine spezifische Problemlo¨sung durchgefu¨hrt wird. Das ermo¨glicht ei-
ne ereignisorientierte Planung und Steuerung, die flexibler auf Sto¨rfa¨lle reagieren kann.
Dabei versuchen PLAs, u¨ber nichthierarchische Koordinationsformen kooperativ zu ge-
meinsamen Entscheidungen zu kommen. Die Agenten werden dazu in Lager-, Auftrags-
und Bearbeitungsagenten, sowie einen Managementagenten unterteilt. Wa¨hrend die er-
sten drei Agententypen spezifische Problembereiche bearbeiten, besteht die wesentliche
Aufgabe des Managementagenten in der Durchsetzung der Formalziele [Man95].
Ein wesentliches Problem beim Einsatz von Agentensystemen besteht in der Bewa¨ltigung
der verteilten Koordination der Agenten, die im Extremfall zum Bottleneck werden kann.
Die Verteilung einer Koordinationsaufgabe scheint effektiv zu sein, wenn
• die verteilten Teilaufgaben parallel durchgefu¨hrt werden ko¨nnen.
• die Koordinationsaufgabe zu umfangreich ist oder aus zu vielen heterogenen Tei-
laufgaben besteht und daher nur dezentral bearbeitet werden kann.
• das zu steuernde System von seiner Struktur her verteilt ist, die einzelnen System-
elemente heterogen und nur schwach gekoppelt sind und unterschiedliche Modelle
und Methoden zur Planung erfordern.
Die Verteilung einer komplexen Aufgabe auf mehrere Agenten bringt immer ein Koordina-
tionsproblem mit sich [Bus95, AH95]. Voraussetzung der Verteilbarkeit ist, daß eine solche
Verteilung fu¨r eine gegebene Menge von Agenten u¨berhaupt existiert bzw. im Falle ihrer
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Existenz auch auffindbar ist. Damit in engem Zusammenhang steht die ebenso schwierige
Frage, welche Elemente (Auftra¨ge, Teile, Dokumente, Maschinen, Arbeitspla¨tze, Personen,
etc.) des zu lenkenden Systems durch welche Typen von Agenten u¨berhaupt repra¨sentiert
werden sollen.
GenSim
GenSim [Cla96] besteht aus einer Datenbank und einer Simulations- und Verbesserungs-
komponente, wobei durchgehend eine objektorientierte Modellierung unterstu¨tzt wird.
GenSim basiert auf dem Ansatz der simulativen Fitneßbewertung von Populationen von
Produktionspla¨nen, die durch Genetische Algorithmen generierte werden.
Jedes Resultat eines auf einem Produktionsplan basierenden Simulationslaufes wird durch
eine eindimensionale Zielfunktion u¨ber eine Kostenbetrachtung bewertet. Die Entschei-
dungsparameter sind Betriebsmittelanzahl, Bestellmenge, Meldemenge und Auftragsprio-
rita¨ten.
Ein Individuum des Genetischen Algorithmus setzt sich aus drei Chormosomentypen
zusammen. Der erste Typ ist eine Permutation der Kennziffern aller zu bearbeitender
Auftra¨ge. Der zweite Chormosomentyp besteht aus einer Folge von Bina¨rziffern, die fu¨r
jeden Betriebsmitteltyp die Anzahl (eins oder zwei) der konkret eingesetzten Betriebs-
mittel angeben. Der dritte Chromosomentyp entha¨lt eine Folge von bina¨rcodierten (s,S)-
Lagerpolitiken.
Die Ergebnisse des Genetischen Algorithmus werden in eine Datenbank geschrieben, auf
deren Grundlage Disponentenobjekte beginnen, die Produktion zu steuern. Insgesamt
werden 100 Generationen mit jeweils 30 Individuen getestet. Bei einer Simulationsdauer
von 10 Sekunden ergibt dies eine Rechenzeit von ca. 8 Stunden.
Die Abbildung aller PPS-Ziele auf eine einzige Kostenfunktion bildet den entscheidenden
Schwachpunkt des Modells, da sich Gemeinkosten, wie Lo¨hne, Raummieten, Versiche-
rungskosten usw. nur sehr unzureichend und Bereiche wie Umweltschutz, Mitarbeiter-
zufriedenheit, Termintreue, Servicegrad etc. u¨berhaupt nicht auf Kosten abbilden lassen
[Ker93]. Um ein solches Superziel zu vermeiden, werden ja gerade im Bereich der PPS
absichtlich mehrere Teilziele formuliert.
GenSim wurde zur Analyse einer virtuellen Lernfabrik [Wit95] zur Herstellung von Fahrra¨-
dern eingesetzt. Ein Vergleich des Verfahrens mit einer rein konventionell durchgefu¨hrten
Produktionsplanung wa¨re zur Leistungsbewertung des Verfahrens interessant.
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Weitere Ansa¨tze
Paris et al. stellen in [PPT96] ein Verfahren zur Simulation und Optimierung des Trans-
portproblems in Produktionsunternehmen vor. Dabei werden die beiden unabha¨ngigen
Entscheidungsvariablen ‘Losgro¨ße der Transportmenge’ und ‘Ort des Transporters’ simul-
tan durch zwei Genetische Algorithmen bestimmt.
Lee et al. pra¨sentieren einen Ansatz [LSS97], mit dem fu¨r die Fließproduktion das Los-
gro¨ßenproblem und das Reihenfolgeproblem durch eine gemeinsame Repra¨sentation der
Lo¨sungen mit einem Genetischen Algorithmus bearbeitet werden ko¨nnen.
Fujimoto et al. entwickeln in [FLYTI95] ein FSM Scheduling System mit Hilfe Genetischer
Algorithmen in Kombination mit einer Simulation. Ziel des Systems ist die Suche nach
Ablaufregeln zur Entwicklung von Produktionspla¨nen unter Beru¨cksichtigung bestimmter
Performancemaße.
Liu und Feng-sheng pra¨sentieren in [CFs94] einen Genetischen Algorithmus in Verbindung
mit Simulation zur Verwaltung von Pufferlagern.
3.3 Diskussion
Alle Modelle, die im vorherigen Abschnitt vorgestellt wurden, versuchen, unter Betonung
bestimmter Aspekte, wie zum Beispiel der Wartezeiten von Auftra¨gen vor den Ressour-
cen, ausgewa¨hlte PPS-Ziele zu optimieren. Erst in Ansa¨tzen, die auf neueren Verfahren
wie Genetischen Algorithmen oder Multi Agenten Systemen basieren, wird dem Koope-
rationsgedanken versta¨rkt Aufmerksamkeit gewidmet. Aber auch hier entstehen bei ex-
pliziter Betrachtung der Kooperation Probleme, wie die Besprechung der PLAs gezeigt
hat. Nachfolgend werden aus der kritischen Diskussion der oben vorgestellten Modelle
und Verfahren vier Forderungen entwickelt, die von einem Planungssystem erfu¨llt werden
mu¨ssen. Diese Forderungen bilden im weiteren Verlauf der Arbeit den Leitfaden fu¨r die
Entwicklung des Ansatzes der impliziten Kooperation.
Forderung I: Integration gegebener Verfahren
In Abschnitt 2.4.1 wurde erla¨utert, daß eine wesentliche Schwierigkeit der Produktions-
planung bereits in der hohen Komplexita¨t der einzelnen Teilprobleme, wie Losbildung,
Reihenfolgeplanung oder Personaleinsatzplanung liegt.
Da viele dieser Probleme NP-vollsta¨ndig sind, werden sich vermutlich keine effizienten Ve-
fahren finden lassen, die stets ein Optimum liefern. Hackstein [Hac89] stellt dazu fest, daß
bereits die Konkurrenz von mehr als zwei Zielen in der betrieblichen Praxis nicht mehr mit
exakten Verfahren zur Optimierung von Ablaufpla¨nen in vertretbarer Rechenzeit gelo¨st
3.3. DISKUSSION 33
werden kann. Er sieht hier die meisten Chancen in der Verwendung heuristischer Ver-
fahren in Kombination mit Simulation. Dies besta¨tigen auch die eigenen Erfahrungen aus
der produktionswirtschaftlichen Praxis, die im Rahmen dieser Arbeit in einer Kooperation
mit einem mittelsta¨ndischen Unternehmen aus dem Bereich der Luftfahrtgera¨teindustrie
[Bol97b] gewonnen werden konnten.
Fu¨r die meisten Partialmodelle bedeutet dies, daß sie viele einschra¨nkende Annahmen u¨ber
das Realsystem machen mu¨ssen, um dem Raum der zula¨ssigen Lo¨sungen eine Struktur zu
gegeben, fu¨r die sich passende Heuristiken finden lassen. So werden beispielsweise in vielen
Modellen lineare Zusammenha¨nge postuliert, um das Modell der Lineare Programmierung
anwenden zu ko¨nnen.
Alle Faktoren, die im Partialmodell nicht Gegenstand der Planung sind, werden determi-
nistisch vorab festgelegt. Beispielsweise gehen viele Partialmodelle zur Reihenfolge- und
Ressourcenplanung von stets ausreichend vorhandenen Ressourcen wie Material, Werk-
zeuge, Werker usw. aus. Die meisten Lagermodelle beru¨cksichtigen keine Ein- und Ausla-
gerungszeiten. Viele Losgro¨ßenmodelle setzen unbegrenzt verfu¨gbare Kapazita¨ten, Werker
und Hilfsstoffe voraus. Dynamische Daten, wie Warte- und Vorlaufzeiten, Bestellzyklen,
Anzahl der Kundenauftra¨ge usw., die sich tatsa¨chlich im Realsystem erst aus der Wirkung
der Planung ergeben, gehen als deterministischer Input in die Planung ein. Termintreue,
losgro¨ßenabha¨ngige Transportzeiten, Warte-, Puffer-, und Liegezeiten werden in vielen
Planungssystemen u¨berhaupt nicht oder allenfalls nur grob erfaßt. Dadurch ist der Pla-
nung eine Fehlerhaftigkeit bereits immanent, die eine Umplanung auch außerhalb von
Sto¨rereignissen und Sonderauftra¨gen zwingend verlangt.
Trotzdem sind Partialmodelle ein sinnvoller Kompromiß zwischen Praktikabilita¨t und
Vereinfachung. Ihr Vorteil liegt in einem großen Problemwissen und einer umfangreichen
Menge von bewa¨hrten Heuristiken, mit denen schnell suboptimale Lo¨sungen fu¨r Teilpro-
bleme gefunden werden ko¨nnen. Insbesondere liefern mathematische Modelle zuverla¨ssige
Resultate mit bestimmbarer Qualita¨t. Deshalb wird hier gefordert, daß das zu entwickeln-
de Planungssystem in der Lage sein muß, bestehende Ansa¨tze fu¨r Teilplanungsprobleme
zu integrieren.
Forderung II: Mengenorientiertes Lo¨sungsverfahren
Das Problem unvergleichbarer Lo¨sungen konkurrierender PPS-Ziele wurde bereits in Ab-
schnitt 2.4.2 verdeutlicht. Das ist der Grund, weshalb fast keines der weiter oben vor-
gestellten Verfahren alle PPS-Ziele explizit beru¨cksichtigt. Die Partialmodelle aus dem
Bereich der Maschinenbelegung konzentrieren sich auf einzelne PPS-Ziele, wie Durchlauf-
zeit oder Terminverzug. Die Losgro¨ßenmodelle optimieren fast immer ein aus der Summe
der Lager- und Ru¨stkosten konstruiertes Kostenziel.
Die Globalmodelle versuchen regelma¨ßig, ein Superkostenziel zu bilden, das alle Unterziele
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und damit insbesondere die PPS-Ziele auf Kosten abbildet (vergleiche zum Beispiel Gen-
Sim weiter oben). Die Bildung von Superzielen auf Kostenbasis ist aber in vielen Fa¨llen
nicht durchfu¨hrbar [Ker93].
Soll die Bildung eines Superziels vermieden werden, so bedingt das Problem unvergleich-
barer Lo¨sungen, daß die endgu¨ltige Auswahl einer Lo¨sung nur subjektiv anhand der Pra¨fe-
renzen eines Disponenten vorgenommen werden kann. Die Aufgabe eines Planungssystems
besteht daher darin, eine Lo¨sungsmenge L auf formalem Weg auf eine kleinere Menge
L′ ⊂ L zu beschra¨nken, so daß sich zu jeder Lo¨sung aus l ∈ L \ L′ mindestens eine
Lo¨sung l′ ∈ L′ findet, die garantiert nicht schlechter ist als l. Aus dieser eingeschra¨nkten
Menge L′ muß ein Disponent dann gema¨ß seiner Pra¨ferenzen eine zu realisierende Lo¨sung
auswa¨hlen.
Daraus ergibt sich fu¨r ein Planungssystem die Notwendigkeit, nicht nur eine einzige, son-
dern eine Menge von Lo¨sungen zu liefern, aus denen dann mit unterschiedlichen Methoden,
wie Nutzenfunktionen oder Rankingverfahren, geeignete Alternativen ausgewa¨hlt werden
ko¨nnen. Daraus resultiert die Forderung, daß das zu entwickelnde Planungssystem eine
Menge von Lo¨sungen generiert.
Forderung III: Adaptive Reaktion auf Planwirkung
Durch Forderung I, die die Integration vorhandener Verfahren in ein Planungssystem ver-
langt, werden natu¨rlich auch die weiter oben diskutierten Schwierigkeiten dieser Verfahren
in das Planungssystem u¨bernommen. Da die Wechselwirkungen zwischen den einzelnen
Planungsbereichen aus Effizienzgru¨nden nicht explizit durch einen Algorithmus erfaßt
werden sollen, stellt die Wirkung einer Planung als Fokus ihres Mangels oder, positiv
ausgedru¨ckt, ihrer Gu¨te das wesentliche Bindeglied zwischen den Teilpla¨nen dar.
Damit wird die Gu¨te eines Plans zum zentralen Instrument der Steuerung der Planung.
Folglich muß das Planungsystem in der Lage sein, die Suche nach neuen Lo¨sungen anhand
der Gu¨te bereits entwickelter Pla¨ne zu steuern. Daraus ergibt sich fu¨r das Planungssystem
die Forderung nach einer adaptiven Reaktionsfa¨higkeit auf die Qualita¨t der erzeugten
Pla¨ne.
Forderung IV: Implizite Kooperation von Teilplanungsverfahren
Die meisten Modelle sind nicht kooperativ, da sie nicht gemeinsam mit anderen eingesetz-
ten Teilplanungsverfahren nach guten globalen Lo¨sungen suchen, sondern ihre Lo¨sungen
isoliert unter ausschließlicher Beru¨cksichtigung ihrer lokalen Sicht und Ziele entwickeln.
Dies zeigt sich deutlich bei der Sukzessivplanung, die eine weite Verbreitung als Planungs-
und Steuerungskonzept gefunden hat [FFG97]. Das sukzessive Vorgehen fu¨hrt dazu, daß
Material, Werkzeuge und Kapazita¨ten nacheinander geplant werden. Da aber jeder die-
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Losplanung Maschinenbelegungsplanung
CLSP DLSP PLSP B&B B&C FSP
[MMW91] [Fle90] [DH92] [Car90] [BM88] [Voß92]
mehrstufig x x x x
kapazitiert x x x
mehrprodukt x x x x
Mehrfachziele
Mehr-Maschinen x x x x
techn. Reihenfolgen x
Ressourcenbedarf
Ressourcenverfu¨gbarkeit
Liegezeiten x
Bearbeitungszeiten
Freigabetermine x
Fertigstellungstermine
Umru¨stzeiten x x x x
Ablaufkosten
Zielvorgaben
Adaptivita¨t
Tabelle 3.1: Mathematische Teilmodelle
ser Bereiche die Voraussetzungen fu¨r die Planung der jeweils anderen Bereiche a¨ndert,
mu¨ssen Mengen und Termine im U¨berfluß geplant werden, um die Unsicherheit u¨ber die
Wirkung der nachfolgenden Planungsschritte im Vorfeld abzufangen. Diese U¨berflu¨sse
werden durch Kapazita¨ts-, Zeit- und Lagerpuffer organisiert. Dadurch erho¨hen sich die
Durchlaufzeiten nicht selten um das 10- bis 20fache [Sch98a].
Durch die Sukzessivplanung werden Interdependenzen vernachla¨ssigt. Daher entfernen
sich diese Verfahren in ihren berechneten Resultaten oftmals sehr weit von der tatsa¨chli-
chen Situation des realen Systems. Teilweise lassen sich, wie das Beispiel in Abbildung
2.2 auf Seite 15 zeigt, gar keine zula¨ssigen Lo¨sungen mehr fu¨r das Produktionsplanungs-
problem finden.
Tabelle 3.1 zeigt exemplarisch fu¨r Lo¨sungsansa¨tze zur Los- und Maschinenbelegungs-
planung, welche der mindestens simultan zu beru¨cksichtigenden Aspekte (linke Spalte)
tatsa¨chlich von den Ansa¨tzen gleichzeitig erfaßt werden. Keiner der Ansa¨tze aus den Ab-
schnitten 3.1 und 3.2 beru¨cksichtigt explizit alle vier PPS-Ziele.
Ein Simultanplanungsmodell , in dem die Kooperation der Planungsbereiche explizit for-
muliert wird, besitzt eine extrem hohe Komplexita¨t. Scheer [Sch76] zeigt, daß solche Mo-
delle ca. 1.200.000 Bina¨rvariablen zur korrekten Situationsbeschreibung beno¨tigen. Die
große Anzahl von Variablen muß im Rahmen der Betriebsdatenerfassung sta¨ndig mit ak-
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tuellen Werten gefu¨llt werden, wobei vo¨llig ungekla¨rt ist, wie dies in angemessener Zeit
geschehen sollte. Umdispositionen, die durch nicht voraussehbare Sto¨rungen entstehen,
wu¨rden die gesamte Planung umstoßen und, bedingt durch den Totalita¨tsanspruch, einen
Neuaufwurf provozieren. Schwierigkeiten bietet auch die Vermischung der Zeithorizonte,
die bei der Simultanplanung im gleichen Modell erfaßt werden. So muß zum Beispiel die
Feinplanung, die im Minutenbereich arbeitet, ebenso beru¨cksichtigt werden, wie die stra-
tegische Produktionsplanung, die im Jahresbereich anzusiedeln ist. Außerdem verlangt
der Totalita¨tsanspruch eine detailgenaue Erhebung von (extrem vielen) Informationen,
die die Zukunft betreffen, was aber aufgrund der wachsenden Unsicherheit bei zunehmen-
dem Planungshorizont prinzipiell unmo¨glich ist [Sch98a, Za¨p82]. Als Konsequenz fu¨r ein
Planungssystem ergeben sich daraus die folgenden drei Forderungen:
1. Integration existierender Planungsverfahren
2. Vermittlung von Kooperation zwischen den Teilplanungsverfahren
3. Vermeidung expliziter Kooperation
Punkt 1. ergibt sich aus Forderung I. Punkt 2. ist aufgrund der Interdependenzen not-
wendig. Das Planungssystem muß die Lo¨sungssuche fu¨r die Teilbereiche so steuern, daß
die Resultate fu¨r die Gesamtlo¨sung von Vorteil sind. Punkt 3. verlangt, daß die Teilpla-
nungsverfahren kooperieren, ohne explizit Wissen u¨bereinander zu besitzen und explizit
miteinander zu kommunizieren. Es entsteht die Forderung nach einer nicht expliziten Ko-
operation zwischen den Teilplanungsverfahren, die im weiteren als implizite Kooperation
bezeichnet wird.
3.4 Implizite Kooperation
Es ist schwierig, den Begriff Kooperation formal zu fassen. In der Literatur (siehe bei-
spielsweise [MKM99]) finden sich daher viele Ansa¨tze, die Methoden beschreiben, mit
denen Kooperation hergestellt wird ohne dabei den eigentlichen Begriff der Kooperation
genauer zu bestimmen.
Generell wird das Zusammenspiel von Systemkomponenten oder Akteuren, die allgemein
als Agenten bezeichnet werden, als kooperativ bezeichnet, wenn sie gemeinsame Ziel ha-
ben, deren Erfu¨llung sie anstreben. In [MDJ+96] wird unter Kooperation in Informati-
onssystemen das Management des kontinuierlichen organisatorischen und technologischen
Wandels des Zusammenwirkens des Systems mit der Organisation und den Gruppenin-
teraktionen verstanden. In verschiedenen Ansa¨tzen werden Agenten als kooperativ be-
zeichnet, wenn sie zu einem Zeitpunkt mindestens ein gemeinsames Ziel verfolgen, wobei
die Agenten zur Verbesserung der Zusammenarbeit Argumentationstechniken und Ver-
handlungsmethoden einsetzen. In [GK96] wird das Zusammenspiel von Agenten an der
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A¨hnlichkeit ihrer Pla¨ne gemessen. In [LL92] basiert die Zusammenarbeit unterschiedlicher
Agenten auf der Bereitschaft, Wissen zu teilen und fremde Lo¨sungen zu akzeptieren. Da-
bei wird die Akzeptanz fremder Lo¨sungen durch Erweiterung des Lo¨sungsraums mittels
Relaxation von Nebenbedingungen und durch den Wechsel der Suchmethode oder durch
Modifikation des Ziels hergestellt.
In allen Ansa¨tzen basiert die Zusammenarbeit von Agenten zur Planungszeit auf dem Aus-
tausch expliziter Informationen wie Teilpla¨nen, Teillo¨sungen, Zielsetzungen, Akzeptanz-
bedingungen usw. Dieser Informationsaustausch ist mit einem hohen Kommunikations-
und Koordinationsaufwand verbunden. Schon weiter oben wurden im Rahmen der vier
Forderungen an ein Planungssystem die Schwierigkeiten der Entwicklung explizit mitein-
ander kooperierender Planungssysteme vorgestellt Die Entwicklung globaler Algorithmen
zur simultanen Planung aller Planungsbereiche oder die Entwicklung von Teilplanungsver-
fahren, die zur Planzeit expliziten Bezug zueinander bzw. explizites Wissen u¨bereinander
haben, fu¨hren aufgrund der hohen Komplexita¨t von Produktionssystemen zu einem kom-
plexen Koordinations- und Kommunikationsaufwand, wodurch sie fu¨r den Praxiseinsatz
keine Relevanz mehr haben [Hac89, Kur95, Za¨p82]. Da aber jeder Produktionsplan das
Resultat seiner Teilplanungen ist, liegt in der Kooperation der Teilplanungsverfahren ein
großes Verbesserungspotential hinsichtlich der Erfu¨llung der PPS-Ziele. Um die Vorteile
von Kooperation zwischen den einzelnen Planungsbereichen trotz der gerade beschriebe-
ne Schwierigkeiten ausnutzen zu ko¨nnen, wird daher im Rahmen der vorliegenden Arbeit
ein Ansatz entwickelt, bei dem die Kooperation implizit zwischen den Planungsbereichen
hergestellt wird.
Bei der impliziten Kooperation planen verschiedene Teilplanungsverfahren unabha¨ngig
voneinander Teillo¨sungen fu¨r unterschiedliche Planungsbereiche. Dabei sieht die Schnitt-
stelle zu jedem Teilplanungsverfahren wie folgt aus:
• Eingabe ist eine Menge von Bewertungen von Globalpla¨nen.
• Ausgabe ist eine neue Menge von alternativen Teilpla¨nen zu einem Teilplanungs-
problem
Jedes Planungsverfahren besitzt zur Planungszeit als Information u¨ber seine Umgebung,
und damit insbesondere u¨ber die anderen Teilplanungsverfahren, nur die Bewertung der
globalen Pla¨ne, in die seine zuletzt konstruierten Teillo¨sungen eingegangen sind.
Eine explizite Kooperation im Sinne unmittelbarer Kommunikation findet zwischen den
einzelnen Teilplanungsverfahren zur Planungszeit nicht statt. Die Informationen, die je-
des Teilplanungsverfahren u¨ber die anderen Teillo¨sungen eines Globalplans erha¨lt, liegen
ausschließlich implizit in der Bewertung der Globallo¨sung vor. Ist die Bewertung eines glo-
balen Plans negativ, so bedeutet dies aus der Sicht jedes Teilplanungsverfahrens, daß der
beigesteuerte Teilplan in diesem Kontext daran nichts a¨ndern konnte. Der Teilplan wird
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vermindert zur Suche nach besseren Teilpla¨nen verwendet. Ist die Bewertung des Global-
plans gut, so hat der beigesteuerte Teilplan fu¨r den Globalplan keine negative Wirkung
gehabt und wird versta¨rkt fu¨r die Suche nach weiteren Teilpla¨nen eingesetzt. Da dieses
Verhalten in allen beteiligten Teilplanungsverfahren gleich abla¨uft, werden die Teilpla¨ne
eines Globalplans hoher Gu¨te mit erho¨hter Wahrscheinlichkeit von allen Teilplanungs-
verfahren zur Bildung neuer Pla¨ne herangezogen. Es fa¨llt somit zur Planungszeit weder
ein hoher Koordinationsaufwand noch ein großer Kommunikationsaufwand an. Die Teil-
planungsverfahren kooperieren implizit. Das Maß fu¨r die Kooperation ergibt sich dabei
aus der Qualita¨t des jeweils erzeugten Globalplans. In Kapitel 6 wird das Modell der
impliziten Kooperation ausfu¨hrlich dargestellt.
Kapitel 4
Genetische Algorithmen
Genetische Algorithmen geho¨ren in die Kategorie der Evolutiona¨ren Algorithmen, die be-
reits in den 60er Jahren von Bremermann, Rogson und Salaff [BRS66] eingesetzt wurden,
um den Effekt von Mutation, Selektion und Paarbildung auf nicht-linearen Fitneßfunk-
tionen zu untersuchen. In den 70er Jahren entwickelte Holland die Genetischen Algo-
rithmen [Hol75], die in ihren ersten Anwendungen zur Simulation biologischer Prozesse
und zur Mustererkennung eingesetzt wurden. Zur gleichen Zeit entwickelten Rechenberg
[Rec73] und Schwefel [Sch77] unabha¨ngig voneinander die Evolutiona¨ren Strategien. Bei
allen Ansa¨tzen war es nie Ziel, die Abla¨ufe in der Natur exakt zu kopieren, denn schon
sehr fru¨h wurde deutlich, daß solche Evolutiona¨ren Algorithmen die besten Ergebnisse
bezu¨glich Konvergenz zeigten, zu denen kein vergleichbarer Ablauf in der Natur existiert.
Mitte der 80iger und zu Anfang der 90iger Jahre begann eine rasante Entwicklung auf
dem Gebiet der Erforschung und Anwendung Evolutiona¨rer Algorithmen.
Bei abstrakter Betrachtung ist die Evolution ein Optimierungsverfahren, das im Raum
aller genetischen Codierungen, das heißt im Raum aller Folgen der La¨nge n u¨ber vier
Nukleotidbasen, durch Mutation und Rekombination die Folgen sucht, welche mit gro¨ßter
Wahrscheinlichkeit in einer gegebenen Umwelt weitervererbt werden. Da die Umwelt hoch-
gradig dynamisch ist und in ihrer Entwicklung nicht berechenbar, ist die Evolution ein
Optimierungsprinzip, das weitestgehend ohne Problemwissen arbeitet. Evolutiona¨re Algo-
rithmen basieren nun grundlegend auf der Idee, in einem geeignet codierten Lo¨sungsraum
mit entsprechenden Mutations- und Rekombinationsoperationen evolutiona¨r nach opti-
malen Punkten zu suchen. Mittlerweile ist das Einsatzfeld fu¨r Evolutiona¨re Algorithmen
bzw. ihre hybridisierten Abwandlungen unu¨berschaubar groß geworden.
Evolutiona¨re Algorithmen teilen sich grob in Evolutionsstrategien (siehe dazu zum Bei-
spiel [SHF94, Rec73, Sch95b, Rec94]), Genetische Programmierung (siehe dazu zum Bei-
spiel [And94, Alt94, Koz90]) und Genetische Algorithmen auf. Da die Genetischen Algo-
rithmen bei der Entwicklung der impliziten Kooperation eine wesentliche Rolle spielen,
werden sie im folgenden ausfu¨hrlicher beschrieben.
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Abschnitt 4.1 beschreibt den Genetischen Basisalgorithmus. In Abschnitt 4.2 wird eine
mathematische Darstellung entwickelt, mit der die im Anschluss vorgestellten zentralen
Hypothesen zur Funktionsweise Genetischer Algorithmen durchga¨ngig formuliert werden
ko¨nnen. Im Abschnitt 4.3 werden die Vor- und Nachteile Genetischer Algorithmen auf-
gelistet. Im Anschluß wird gezeigt, welche Bedeutung Genetische Algorithmen bei der
Entwicklung des Modells der impliziten Kooperation haben.
4.1 Der Genetische Basisalgorithmus
Der Begriff “Genetische Algorithmen” ist eine Bezeichnung fu¨r eine Klasse von zufallsge-
steuerten Algorithmen [Whi93], die dem nachfolgend beschriebenen Ablauf, der auch als
Genetischer Basisalgorithmus bezeichnet wird, entsprechen.1
C := codiere(L);
G(0) := init(C);
t := 0;
WHILE (stop(G(t)) = FALSE) DO
G(t) := evaluation(G(t));
G(t+ 1) := selektion(G(t));
G(t+ 1) := rekombination(G(t + 1));
G(t+ 1) := mutation(G(t + 1));
G(t+ 1) := ersetzung(G(t+ 1), G(t));
t := t + 1;
OD
Bei Genetischen Algorithmen spielt die Art der Weitergabe von Informationen u¨ber meh-
rere Generationen die zentrale Rolle [SHF94]. Durch die Codierung der Menge L, die als
die Menge der Pha¨notypen bezeichnet wird, wird das urspru¨ngliche Such- und Optimie-
rungsproblem zu einem Such- und Optimierungsproblem auf der Menge C [All92]. Die
Menge C wird auch als Menge der Genotypen bezeichnet. Die Genotypen mu¨ssen eine
Struktur besitzen, die fu¨r die Anwendung der genetischen Operatoren zur Rekombination
und Mutation geeignet ist.
1Solange keine Mehrdeutigkeit auftritt, wird im folgenden jedes Exemplar aus der Klasse der Geneti-
schen Algorithmen ebenfalls als Genetischer Algorithmus bezeichnet.
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Bei der Entwicklung der Funktion codiere(L) wird festgelegt, wie ein Punkt im Suchraum
L auf einen Genotyp aus C abgebildet wird, das heißt u¨ber welchen Mengen die Aus-
pra¨gung der Gene gebildet werden, wo die Gene auf den Chromosomen lokalisiert sind
und wie die genetischen Operationen aussehen mu¨ssen. Die Elemente von C sind in der
Regel Strings oder Vektoren.
Mit init(C) wird eine zufa¨llige Startpopulation generiert. Es ist an dieser Stelle auch
mo¨glich, den Genetischen Algorithmus mit ausgewa¨hlten codierten Lo¨sungen aus C zu
initialisieren, um so mo¨glicherweise schneller zu guten Ergebnissen zu gelangen.
Die Abbruchbedingung stop beinhaltet ein Abbruchkriterium, das oft von der Anzahl
der Generationen abha¨ngt, die der Genetische Algorithmus erzeugen soll. Vielfach wer-
den auch Konvergenzbedingungen vorgegeben, bei deren Erfu¨llung das Verfahren anha¨lt.
Ha¨ufig werden verschiedene Abbruchkriterien kombiniert eingesetzt.
Die Funktion evaluation berechnet mit der Fitneßfunktion fu¨r jedes Individuum aus G(t)
einen Fitneßwert. Der Wert besagt, mit welcher Wahrscheinlichkeit ein Individuum an
einer Paarung teilnimmt. Die Fitneßfunktion wird in der Regel mittelbar aus der Ziel-
funktion des zugrundeliegenden Optimierungsproblems oder einer aus der Zielfunktion
abgeleiteten Qualita¨tsfunktion u¨ber dem Wertebereich IR≥0 konstruiert.
Die Funktion selektion legt auf der Grundlage der Fitneß der Individuen fest, welche Ge-
notypen mit welchen anderen wie ha¨ufig an der Erzeugung von Nachkommen teilnehmen.
Beim Genetischen Basisalgorithmus wird jedes Chromosom der aktuellen Generation mit
einer zu seiner Fitneß proportionalen Anzahl von Kopien in einem Zwischenpool abge-
legt. Aus diesem werden dann durch n-faches Ziehen mit Zuru¨cklegen n/2 Elternpaare
gebildet.
Die Funktion rekombination kombiniert die Auspra¨gungen der einzelnen Gene der Geno-
typen der Elternindividuen zu neuen Lo¨sungen. Es ist zu bemerken, daß bei diesem Vor-
gang keine neuen Genauspra¨gungen entstehen. Der wichtigste Rekombinationsoperator ist
das Crossover, das in seiner klassischen Form zwei Lo¨sungsstrings an einer Kreuzungsstelle
auseinanderbricht, die Enden vertauscht und wieder aneinanderfu¨gt.
Die Funktion mutation bringt neue Genauspra¨gungen in die Menge G(t+1). Meistens ge-
schieht dies durch eine zufa¨llige A¨nderung eines Zeichens in einem String oder einer Kom-
ponente eines Vektors. Dadurch wird prinzipiell jeder Punkt im Suchraum C erreichbar.
Die Mutation verhindert auch eine vorzeitige Konvergenz des Genetischen Algorithmus
gegen suboptimale Lo¨sungen durch zufa¨llige A¨nderung lokaler Optima.
Die Funktion ersetzung entscheidet, welche Individuen aus G(t) und G(t+1) zur Bildung
der endgu¨ltigen Population G(t+1) herangezogen werden. Im Genetischen Basisalgorith-
mus wird das Generationen-Austausch-Verfahren angewendet, bei dem die Elterngenera-
tion, bestehend aus n Individuen, komplett durch die aus der Mutationsfunktion entstan-
denen n Nachkommen ersetzt wird. Dabei kann es mit einer geringen Wahrscheinlichkeit
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geschehen, daß die Nachfolgergeneration nur Individuen mit geringeren Qualita¨tswerten
als die Elterngeneration entha¨lt [SHF94]. Dieser scheinbare Nachteil kann jedoch verhin-
dern, daß wenige qualitativ hochwertige Individuen der Initialpopulation den Genpool in
eine vorzeitige Konvergenz gegen suboptimalen Qualita¨tswerte zwingen.
4.2 Hypothesen zu Genetischen Algorithmen
Definition 4.1 (Schema). Sei H = {0, 1, ∗} ein Alphabet und n ∈ N. Ein Wort h u¨ber
dem Alphabet Hn heißt Schema der La¨nge n.
Ist h ∈ Hn, dann bezeichne h(k) das Element an der k-ten Position von h. Ein Schema
h ∈ Hn beschreibt die Menge
[h] := {a|a ∈ {0, 1}n, ∀1 ≤ k ≤ n : h(k) ∈ {0, 1} ⇒ a(k) = h(k)}
von Individuen und kann damit als affiner Unterraum aufgefaßt werden. Das Sternsymbol
“∗” steht fu¨r “don’t care” und bedeutet, daß an seiner Position alle Elemente aus H \ {∗}
zugelassen sind.
Die Ordnung o(h) eines Schemas ist die Anzahl seiner Elemente, die ungleich dem Stern-
symbol sind [Gol96].
Gibt es in h ∈ H eine Position i mit h(i) 6= ∗, so bezeichnet die definierende La¨nge d(h)
eines Schemas h die Anzahl der Elemente des Abschnitts zwischen der kleinsten Position
i mit h(i) 6= ∗ bis zur gro¨ßten Position j mit h(j) 6= ∗ fu¨r 1 ≤ i ≤ j ≤ n. Gibt es kein i
mit h(i) 6= ∗, so ist die definierende La¨nge gleich Null [Gol96].
Im folgenden wird eine Begrifflichkeit entwickelt, die es erlaubt, die verschiedenen Hypo-
thesen zur Wirkungsweise Genetischer Algorithmen in einer einheitlichen Darstellung zu
formulieren. Zu diesem Zweck wird jede Population G(t) von Genotypen als Tupel von
Individuen aufgefaßt, um unterschiedliche Individuen mit gleicher String- oder Vektorre-
pra¨sentation voneinander unterscheiden zu ko¨nnen.
Sei Z eine Menge und n ∈ N mit X ⊆ Z, Y ∈ Zn. Dann sei X u Y := {r|Yr ∈ X, Y =
(Y1, . . . , Yn), r = 1(1)n}. Die Menge X u Y beschreibt die Menge der Indizes der Kompo-
neten des Vektors Y , die Repra¨sentanten der Menge X sind.
Ist q : Z −→ IR≥0 eine Qualita¨tsfunktion und ist Y ∈ Zn und n ∈ N, dann sei q(Y ) =∑n
i=1 q(Yi) die Summe der Qualita¨ten der Komponenten des Vektors bzw. Strings Y .
Ferner sei m(X, Y ) := |X u Y | die Anzahl der Elemente bzw. Repra¨sentanten von X in
Y .
Es sei C eine endliche Menge von Strings bzw. Vektoren der La¨nge n. Die Menge C wird
auch als Menge der Chromosomen bezeichnet. Es sei k = |C| die Ma¨chtigkeit von C.
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Ferner sei C˜ = (c˜1, . . . , c˜k) ∈ Ck mit c˜j 6= c˜i fu¨r j 6= i, ∀i, j = 1(1)k. Das heißt jedes h ∈ C
wird genau durch eine Komponente in C˜ repra¨sentiert, das heißt es gilt |{h}u C˜| = 1, das
heißtm({h}, C˜) = 1 fu¨r alle h ∈ C. Das Element c˜ wird weiter unten bei der Beschreibung
der impliziten Parallelita¨t verwendet. Ist C = {0, 1}n, n ∈ N, dann wird jede Funktion
g : C −→ IR≥0 als Fitneßfunktion bezeichnet.
Im folgenden wird der Begriff der beobachtbaren Fitneß in einer so allgemeinen Form
definiert, daß dadurch eine einheitliche Formulierung aller weiter unten vorgestellten Hy-
pothesen zu Genetischen Algorithmen ermo¨glicht wird.
Es seien µ, n ∈ N und C = {0, 1}n ein Suchraum. Sei h ∈ Hn mit h∗ := (∗, . . . , ∗) und
G := (G1, . . . , Gµ) ∈ Cµ. Dann heißt die Funktion f : Hn × Cµ −→ IR
≥0, mit
f(h,G) :=
∑
j∈[h]uG
g(Gj)
beobachtbare Fitneß von [h] in G.
Fu¨r h ∈ C gilt f(h, (h)) = g(h). In diesem Fall wird statt f(h, (h)) einfach f(h) geschrie-
ben. Die Bezeichnung g wird daher im folgenden nicht mehr verwendet.
Die mittlere beobachtbare Fitneß f¯ von [h] in G ist durch die Funktion f¯ : Hn×Cµ −→ IR
mit
f¯(h,G) :=
{
f(h,G)
m([h],G)
falls m([h], G) 6= 0
0 sonst
,
das heißt durch die Fitneß, die im Mittel auf jeden Repra¨sentanten von [h] in G fa¨llt,
definiert.
Die mittlere beobachtbare Fitneß scha¨tzt die mittlere Fitneß der Menge [h] durch die
“Beobachtung” der Fitneß der Repra¨sentanten der Menge [h], die sich in der Population
G befinden, ab.
Der klassische Genetische Algorithmus verwendet eine Selektionsfunktion, die jedes In-
dividuum h aus G mit einer zu seiner Fitneß proportionalen Wahrscheinlichkeit p(h,G)
auswa¨hlt, wobei p(h,G) := f(h,G)/f(h∗, G) gesetzt wird, das heißt, die Wahrscheinlich-
keit entspricht dem Verha¨ltnis der beobachtbaren Fitneß von [h] in G und der beobacht-
baren Fitneß von C in G, wobei f(h∗, G) gerade die Summe f(G1) + · · · + f(Gµ) der
Fitneßwerte der Individuen der Population G ist.
Der Genetische Basisalgorithmus verwendet das sogenannte Generationen-Austausch-Ver-
fahren, bei dem nach der Berechnung der Fitneßwerte der Individuen µ/2 Elternpaare
durch Ziehen mit Zuru¨cklegen von Individuen h ausGmit einer Wahrscheinlichkeit p(h,G)
ausgewa¨hlt werden.
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4.2.1 Implizite Parallelita¨t
Mit intrinsischer oder impliziter Parallelita¨t wird die Eigenschaft eines Genetischen
Algorithmus bezeichnet, bei der expliziten Bestimmung von µ Fitneßwerten einer µ-
elementigen Population G, die ja ebenfalls als Menge von Schemata aufgefaßt werden
kann, gleichzeitig implizit die beobachtbare Fitneß von O(µ3) Schemata h ∈ Hn mit einer
“guten” Anna¨herung an die durchschnittliche tatsa¨chliche Fitneß jedes Schemas h, das
heißt
f¯(h,G) ≈ f¯(h, C˜)
ohne expliziten Berechnungsaufwand fu¨r jedes f¯(h, C˜) zu bestimmen.
Die implizite Parallelita¨t la¨ßt sich in Anlehnung an Fitzpatrick und Grefenstette [FG88]
wie folgt erla¨utern: Wird die initiale Population G(0) ∈ Cµ zufa¨llig generiert und ist
k ∈ {0, . . . , n}, so befinden sich zu jedem der 2k
(
n
k
)
Schemata h ∈ {0, 1, ∗}n mit Ordnung
o(h) = k im Mittel m([h], G(0)) ≈ µ/2k Repra¨sentanten in G(0) (siehe auch [Whi93]).
Durch die Ausfu¨hrung des Genetischen Algorithmus vera¨ndert sich in der Regel die Ver-
teilung der Individuen so, daß diese Abscha¨tzung nur fu¨r rein zufa¨llig generierte Initial-
populationen G(0) gilt.
Zu jedem i aus G(0) gibt es 2n paarweise verschiedene Schemata h, die i enthalten.
Sei φ ∈ N. Sei θ = max{o(h)|m([h], G) ≥ φ, h ∈ {0, 1, ∗}n}, dann gilt fu¨r θ und φ
bei zufa¨llig gewa¨hlter Population der Gro¨ße µ unter der Annahme der Gleichverteilung
die Beziehung θ = log(µ/φ). Betrachtet man Populationen mit insgesamt 26 ≤ µ ≤
220 Individuen der La¨nge n ≥ 64 und setzt φ = 8, so daß 3 ≤, θ ≤ 17 ist, so gilt
2θ
(
n
θ
)
≥ (2θφ)3 = µ3. Im Bereich dieser Werte testet eine Population mit µ Indidividuen
die mittlere beobachtbare Fitneß f¯(h,G(0)) von mindestens µ3 Schemata h mit o(h) = θ
durch jeweils φ Repra¨sentanten [FG88].
4.2.2 Schematheorem
Ein grundlegender Ansatz zur Erkla¨rung des Suchverhaltens Genetischer Algorithmen
findet sich im Schematheorem (siehe zum Beispiel [Hol75, PL97]). Es wird hier in der
Version von Mitchell [Mit99] mit der weiter oben entwickelten Begrifflichkeit vorgestellt.
Es sei pc die Wahrscheinlichkeit, daß ein Crossover zwischen einem Paar von Individuen
ausgefu¨hrt wird. Es sei pm die Wahrscheinlichkeit, dass ein Bit in h gekippt wird. Dann
ist der Erwartungswert fu¨r m([h], G(t+ 1)):
E(m([h], G(t + 1))) ≥
f¯(h,G(t))
f¯(h∗, G(t))
m([h], G(t))(1− pc
d(h)
n− 1
)(1− pm)
o(h)
Es wird angenommen, daß jede Mutation und jedes Crossover zu einer Zersto¨rung des
Schemas h fu¨hrt. Damit liefert das Schematheorem eine untere Grenze fu¨r den Erwar-
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tungswert. Insgesamt folgt aus dem Schematheorem, daß beim klassischen Genetischen
Algorithmus die Repra¨sentanten eines Schemas h mit u¨berdurchschnittlicher mittlerer be-
obachtbarer Fitneß vermehrt in der nachfolgenden Generation auftauchen. Es la¨ßt sich
zeigen, daß die Anzahl der Repra¨sentanten exponentiell zunimmt [Gol96].
Das Schematheorem ist in der vorliegenden Fassung noch ungenau, da es z.B. alle Fa¨lle
außer acht la¨ßt, bei denen ein Repra¨sentant von h durch Crossover neu in G(t+1) entsteht.
Eine Fassung des Schematheorems, die auch diese Fa¨lle beru¨cksichtigt, wird von Whiteley
in [Whi93] vorgestellt.
4.2.3 Building Blocks
Aus dem Schematheorem wurde die Hypothese abgeleitet, daß der Genetische Basisalgo-
rithmus dann die besten Resultate liefert, wenn die fittesten Schemata zusammenliegende
Genabschnitte mit kurzer definierender La¨nge und geringer Ordnung besitzen und die
Kombination solcher Schemata zu noch besseren Schemata fu¨hrt. Die Genabschnitte die-
ser Schemata werden als Building Blocks bezeichnet [Gol96, SW98].
Die Building Block Hypothese gibt auch einen Hinweis auf Probleme, bei denen der Ein-
satz des Genetischen Basisalgorithmus ungu¨nstig ist. Hier ist an vorderster Stelle das De-
ception Problem zu nennen, bei dem die Kombination der Blo¨cke fitter Schemata h1, h2
zu einem weniger fitten Schema h fu¨hrt, das heißt f(h1, G(t)), f(h2, G(t)) > f(h,G(t+1))
gilt (siehe dazu insbesondere [LV90, Whi91]). Entsprechende Beispiele lassen sich einfach
konstruieren [SHF94]. Gleichzeitig gibt das Schematheorem einen Hinweis auf die Art
und Weise der Codierung der Lo¨sungen. So sollten inhaltlich zusammengeho¨rende Teile
auf dem Chromosom dicht beisammen liegen und von kurzer definierender La¨nge sein
[SHF94].
4.3 Vor- und Nachteile Genetischer Algorithmen
Die folgende Auflistung faßt die wesentlichen in der Literatur erwa¨hnten Vor- und Nachtei-
le Genetischer Algorithmen zusammen. Die meisten Kritikpunkte beziehen sich dabei auf
den Basisalgorithmus, da hybride Genetische Algorithmen zusa¨tzliche Eigenschaften zur
Versta¨rkung oder Abschwa¨chung einzelner der nachfolgend aufgelisteten Aspekte besitzen
und daher von der allgemeinen Kritik nicht mehr unmittelbar betroffen sind.
Nachteile
• Konvergenz: Bis heute ist kein allgemeines Verfahren bekannt, mit dem vorherge-
sagt werden kann, wie nahe sich ein Genetischer Algorithmus nach vorgegebener
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Schrittzahl mindestens einem Optimum angena¨hert hat. Auch gibt es bisher kein
Verfahren, mit dem entschieden werden kann, ob ein Genetischer Algorithmus u¨ber-
haupt gegen ein Optimum konvergiert.
• Hoher Rechenaufwand: Der hohe Rechenaufwand resultiert bei Genetischen Algo-
rithmen aus dem Populationskonzept, da fu¨r alle Individuen u¨ber mehrere Gene-
rationen eine Fitneßauswertung sowie die Anwendung der genetischen Operatoren
durchgefu¨hrt werden muß.
• Schwierige Parametereinstellung: Es gibt keine allgemeinen Verfahren, um problem-
gerechete Crossover-, Mutations- und Selektionsoperatoren zu generieren. Ebenso
gibt es keinen allgemein tauglichen Ansatz fu¨r die Einstellung von Crossover- und
Mutationsraten, die Wahl der Populationsgro¨ße und die Anzahl der zu erzeugenden
Generationen. Ein weiteres Problem stellt die hohe Sensitivita¨t der Resultate eines
Genetischen Algorithmus gegenu¨ber schon leichten Vera¨nderungen der Fitneßfunk-
tion dar.
• Lo¨sungscodierung: Die Codierung der Lo¨sungra¨ume stellt ein zentrales Problem
dar, da die meisten Optimierungsprobleme aufgrund ihrer Struktur, im Gegen-
satz zu biologischen Systemen, keinen kanonischen Ansatzpunkt fu¨r die Anwendung
von Rekombinations- und Mutationsoperatoren liefern. Aus diesem Grund scheitert
nicht selten der Einsatz Genetischer Algorithmen gerade in solchen Bereichen, wo
ihre Sucheigenschaften von großem Nutzen wa¨ren.
• Theoretische Erforschung: Im Gegensatz zu anderen Bereichen in der Informa-
tik bieten die Genetischen Algorithmen noch viel Raum fu¨r Grundlagenforschung
hinsichtlich einer erscho¨pfenden Erkla¨rung ihrer Mechanismen und Wirkungswei-
sen. Empirisch la¨ßt sich ihre Leistungsfa¨higkeit in vielen Bereichen experimentell
beweisen[BHS93, Ala95].
Vorteile
• Epistasis: Kombinatorische Probleme, bei denen starke unbekannte Abha¨ngigkeiten
zwischen den einzelnen Variablen existieren, sind schwierig zu handhaben. Geneti-
sche Algorithmen haben sich hier als a¨ußerst gute Suchstrategien erwiesen [Whi93].
• Parallelisierbarkeit:Genetische Algorithmen lassen sich auf mehrere unterschiedliche
Weisen sehr einfach parallelisieren [FV96]. Ein wesentlicher Ansatz besteht in der
parallelen Auswertung der Fitneßfunktion fu¨r die Individuen einer Population. Ein
zweiter Ansatz teilt eine Population in Subpopulationen auf, auf denen parallel
Genetische Algorithmen ausgefu¨hrt werden. In bestimmten Absta¨nden findet dann
Kommunikation zwischen den einzelnen Subpopulationen statt, bei der zum Beispiel
die bisher jeweils besten Individuen ausgetauscht werden.
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• Robustheit: Genetische Algorithmen sind in zwei Richtungen robust: Viele Funktio-
nen verhalten sich nicht so, wie die konventionellen Suchverfahren es erfordern, um
anwendbar zu sein. Genetische Algorithmen sind unempfindlich in dem Sinne, daß
sie keine Forderungen wie Stetigkeit, Monotonie, Ableitbarkeit, Linearita¨t usw. an
den Lo¨sungsraum stellen [Gol96].
Die zweite Form der Robustheit betrifft die Schwankung der Ergebnisse, die bei wie-
derholter Ausfu¨hrung zufallsbasierter Verfahren beobachtbar sind. Hier zeigt sich,
daß Genetische Algorithmen im Vergleich mit vielen anderen Verfahren dieser Art
geringere Abweichungen zeigen [RKB96].
• Adaptivita¨t: Bei gleichen Parametern und gleichem Problem orientieren Genetische
Algorithmen ihre Suche an der Gu¨te der Lo¨sung. A¨ndert sich die Fitneßfunktion, so
a¨ndert sich auch bei ansonsten gleichem Algorithmus und unvera¨nderten Parame-
tern die Suchrichtung des Verfahrens.
• Stochastische Parameter: Viele klassische Suchverfahren sind auf deterministische
Parametera¨nderungen ausgelegt. Bei dynamischen Problemen, bei denen die Para-
meter im Lauf der Zeit stochastisch schwanken, sind Genetische Algorithmen diesen
Verfahren ha¨ufig u¨berlegen [Ree93] oder bieten u¨berhaupt erst die Mo¨glichkeit, die
Probleme zu lo¨sen.
• Mehrfachzielfunktionen: Die Menge der Optimalen Lo¨sungen ist in der Regel bei
Problemen mit Mehrfachzielsetzung nicht bekannt. Auch die auffindbaren Ober-
und Untergrenzen fu¨r einzelne Zielfunktionen sind oftmals nur sehr grob.
Die meisten konventionellen Optimierungsverfahren sind nicht auf Probleme mit
mehreren Zielfunktionen ausgelegt. Sie liefern in der Regel nur eine einzige Lo¨sung.
Die oben beschriebenen Probleme mit mehrfacher Zielsetzung besitzen aber re-
gelma¨ßig eine Menge unvergleichbarer Lo¨sungen. Durch den populationsorientier-
ten Ansatz sind Genetische Algorithmen natu¨rlicherweise in der Lage, Teilmengen
solcher unvergleichbarer Lo¨sungen zu berechnen [FF95].
Einige der oben aufgezeigten Nachteile lassen sich abschwa¨chen. Dem Problem der ho-
hen Rechenintensita¨t steht die hohe Parallelisierbarkeit gegenu¨ber. Die theoretische Fun-
dierung ist wichtig, ihre Unvollsta¨ndigkeit behindert aber nicht den erfolgreichen Ein-
satz konkreter Genetischer Algorithmen in der Praxis. Fu¨r das schwierige Problem der
Lo¨sungscodierung wird weiter unten ein Ansatz vorgestellt.
Betrachtet man Genetische Algorithmen hinsichtlich der vier Forderungen, die am En-
de von Kapitel 3 formuliert wurden, so erfu¨llen Genetische Algorithmen unmittelbar die
Forderung nach adaptiver Reaktion auf Planwirkung und die Forderung nach einem men-
genorientierten Lo¨sungsverfahren. Die adaptive Komponente ergibt sich aus der substan-
tiellen Eigenschaft Genetischer Algorithmen, die Suche an der Fitneß bisher gefundener
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Lo¨sungen zu orientieren. Die Mengenorientierung ist unmittelbar durch den populations-
basierten Ansatz gegeben.
Kapitel 5
Lo¨sungsgeneratoren
Bei vielen Problemen gibt es eine Diskrepanz zwischen dem Bedarf und der Anwendbar-
keit Genetischer Algorithmen. Der Bedarf entsteht durch Probleme mit hoher Komplexita¨t
und unbekannten bzw. schwer erfaßbaren Zusammenha¨ngen, zu denen bisher kaum be-
friedigende Suchstrategien gefunden wurden. Diese Probleme sind geeignete Kandidaten
fu¨r Verfahren zur problemunabha¨ngigen Suche, zu denen die Genetischen Algorithmen
za¨hlen.
Diesem Vorteil der Genetischen Algorithmen steht aber die zentrale Schwierigkeit der
Codierung des Lo¨sungsraums eines Problems in eine fu¨r einen Genetischen Algorithmus
taugliche Form gegenu¨ber. Dieses Codierungsproblem fu¨hrt gerade in betrieblichen Pla-
nungsbereichen, wie der Losgro¨ßenplanung oder der Ressourcenplanung dazu, daß entwe-
der beim Einsatz Genetischer Algorithmen viele einschra¨nkende Voraussetzungen gemacht
werden mu¨ssen (siehe zum Beispiel die Ansa¨tze [Kim96, HK96, PPT96, LSS97]) oder auf
den Einsatz Genetischer Algorithmen ganz verzichtet werden muß. Das folgende Beispiel
soll die Schwierigkeiten verdeutlichen. Es sei ein Maschinenbelegungsproblem p wie folgt
gegeben:
• Ziel: Z = min{max(
∑
i∈R1
d(i),
∑
j∈R2
d(j))|R1, R2 sind Ressourcenbelegungen}
• 1 2 3
5
4
6
•
1 2 3 4 5 6
R1 x x x x x
R2 x x x x x
Die Aufgabe besteht darin, eine Belegung R1, R2 fu¨r die Ressourcen R1 und R2 zu fin-
den, bei der die Gesamtdurchlaufzeit Z minimal wird. Die Dauern und die technologisch
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bedingten Reihenfolgebeziehungen der Arbeitsga¨nge 1 bis 6 werden durch die La¨nge der
Blo¨cke und ihre Anordnung im Vorranggraphen dargestellt. Die Matrix zeigt, welche Res-
source welchen Arbeitsgang ausfu¨hren kann.
Es stellt sich die Frage, fu¨r welche Repra¨sentation einer Lo¨sung des obigen Problems
ein Genetischer Algorithmus mit Mutations- und Rekombinationsoperatoren verwendet
werden kann. Naheliegend erscheint die Erzeugung einer als String codierten Reihenfolge
der Arbeitsga¨nge fu¨r jede Ressource. Durch diese Repa¨sentation ko¨nnen aber unzula¨ssige
Lo¨sungen entstehen. So sind die Folgen R1 : (2, 4, 6) und R2 : (3, 1, 5) mit der technolo-
gischen Ordnung relativ zur entsprechenden Ressource und mit der Ressourcenbelegung
konsistent. Eine technologische Ordnung, die u¨ber beide Ressourcen betrachtet werden
muß wird aber verletzt, wie Abbildung 5.1 zeigt.
1 5 10 15
4 62
13 5
R1
R2
T
Abbildung 5.1: Nicht erlaubte Arbeitsgangreihenfolgen
Hier sind zum Startzeitpunkt Arbeitsgang 2 und 3 so eingeplant worden, daß dies zu einem
Widerspruch zur technologischen Ordnung, die die Ausfu¨hrung des Arbeitsgangs 1 vor 2
fordert, fu¨hrt. Werden die Operatoren mit Wissen u¨ber solche Konsistenzprobleme erwei-
tert, wird zum einen das Prinzip der problemneutralen Suche Genetischer Algorithmen
verlassen. Zum anderen verkomplizieren sich die genetischen Operatoren.
Ein zweites Beispiel soll die Problematik der Lo¨sungsrepra¨sentation weiter verdeutlichen.
Kopfer, Rixen und Bierwirth [KRB95] schlagen fu¨r Probleme mit Flow Shop-Struktur, das
heißt Probleme, wo alle Auftra¨ge aus gleich vielen Arbeitsga¨ngen bestehen und die Res-
sourcen in gleicher Reihenfolge durchlaufen werden, folgendes Vorgehen vor. Alle ersten
Arbeitsga¨nge aller Auftra¨ge werden in eine Reihenfolge mit der Nummer Eins gebracht.
Dann werden alle zweiten Arbeitsga¨nge aller Auftra¨ge in eine Reihenfolge mit der Num-
mer Zwei gebracht usw. Sind alle Arbeitsga¨nge auf diese Weise sortiert, werden die Folgen
Eins, Zwei usw. unter Bewahrung ihrer internen Ordnung unter Beru¨cksichtigung ihrer
absoluten Position zu einer globalen Reihenfolge gemischt. Erweitert man diesen Ansatz
u¨ber Flow Shop Strukturen hinaus, so la¨ßt er sich auch auf das vorliegende Beispiel an-
wenden. Dabei wird vorausgesetzt, daß der gerichtete Vorranggraph azyklisch ist und aus
jeder Zusammenhangskomponente zuerst die Reihenfolge der Quellknoten, dann die der
direkten Nachfolger usw. in einer eigenen Folge codiert wird. Fu¨r das obige Beispiel erge-
ben sich damit zum Beispiel die Folgen (1, 3,−)(5, 2, 4)(6,−,−) als Stringrepra¨sentation
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einer Lo¨sung. Durch dieses Vorgehen sind unter Beachtung der absoluten Positionen alle
Reihenfolgen stets konsistent und bleiben es auch nach der Anwendung von genetischen
Operatoren, falls diese permutationserhaltend sind. Aber auch dieser Ansatz verlangt
eine Nachbearbeitung [KRB95], um parallele Belegungen gleicher Perioden auflo¨sen zu
ko¨nnen. Ferner beinhaltet die Lo¨sungsrepra¨sentation keine Information u¨ber die konkrete
Ressourcenzuordnung. Losbildung kann durch die Codierung gar nicht dargestellt werden.
La¨ßt man die “GA-Tauglichkeit” außer acht, so bieten sich mit einem Schlag viele Mo¨glich-
keiten der Lo¨sungsrepra¨sentation. Abbildung 5.2 zeigt Gantt-Diagramme, die hier um
Pfeile, die die Vorrangbeziehungen symbolisieren, erweitert wurden. Die Diagramme zei-
gen zula¨ssige Lo¨sungen des Problems p, welche alle Informationen u¨ber technologische
Ordnung, Periodenbelegung, Arbeitsgangdauer usw. enthalten. Bei Gantt-Diagrammen
ist nun aber nicht mehr unmittelbar ersichtlich, welche Form die Rekombinations- und
Mutationsoperatoren haben sollten. Es wa¨re also wu¨nschenswert, wenn eine geeigne-
te Lo¨sungsrepra¨sentation, wie zum Beispiel die obigen Gantt-Diagramme, beibehalten
werden ko¨nnte und trotzdem die Sucheigenschaften Genetischer Algorithmen zur Kon-
struktion neuer Lo¨sungen verwendet werden ko¨nnten. Um dies zu ermo¨glichen, wird nach
einigen Vorbereitungen, im folgenden der Begriff des Lo¨sungsgenerators eingefu¨hrt, mit
dessen Hilfe Mengen von Lo¨sungen erzeugt werden. Jedes betrachtete Teilplanungspro-
blem erha¨lt dabei einen eigenen Lo¨sungsgenerator. Durch geeignete Komposition der ver-
schiedenen Lo¨sungsgeneratoren werden dann Globalpla¨ne generiert.
In Abschnitt 5.1 wird der zentrale Begriff des Lo¨sungsgenerators entwickelt, mit dessen
Hilfe sich das Codierungsproblem fu¨r Genetische Algorithmen vereinfachen la¨ßt. Anschlie-
ßend wird gezeigt, daß Lo¨sungsgeneratoren die Forderungen I bis III aus Kapitel 2 erfu¨llen.
Abschnitt 5.2 beinhaltet eine ausfu¨hrlich Diskussion der Lo¨sungsgeneratoren. Im nachfol-
genden Abschnitt 5.3 werden Kompositionsformen von Lo¨sungsgeneratoren entwickelt,
mit deren Hilfe Forderung IV aus Kapitel 3 realisierbar ist. Anschließend werden die
Kompositionsformen in Abschnitt 5.4 diskutiert. In Abschnitt 5.5 werden fu¨r komponier-
te Lo¨sungsgeneratoren drei verschiedene Fitneßfunktionen entwickelt, die eine Bewertung
von Zielwertvektoren erlauben. Im letzten Abschnitt 5.6 werden die Fitneßfunktionen
diskutiert.
5.1 Entwicklung von Lo¨sungsgeneratoren
In der folgenden Definition werden die weiter oben aufgefu¨hrten Begriffe formalisiert.
Definition 5.1. Sei Wj fu¨r j = 1(1)r eine Menge. Seien λ1, . . . , λr ∈ N La¨ngenwerte.
Dann heißt jedes Wort c(j) ∈ Cj := W
λj
j Chromosom und Cj ist eine Menge von Chromoso-
men. C := ×rj=1Cj heißt Menge der Genotypen. Jedes c ∈ C mit c = (c
(1), . . . , c(k), . . . , c(r))
heißt Genotyp und c(k) bezeichnet das Chromosom c(k) .
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Abbildung 5.2: Operationen auf Gantt-Diagrammen
Lo¨sungsgeneratoren schalten zwischen die Chromosomen und die Objekte, die letztlich
mit den Chromosomen codiert werden sollen, noch eine Lo¨sungsrepra¨sentation, um das
Codierungsproblem zu vereinfachen. Dies wird weiter unten noch genau erla¨utert. Zu je-
der Chromosomenart gibt es eine Lo¨sungsmenge. Bei Genotypen, die aus r Chromosomen
bestehen, setzt sich die Lo¨sungsmenge der Gesamtlo¨sungen analog zum Genotyp aus r
Teillo¨sungsmengen kartesisch zusammen. Die Teillo¨sungen werden auf Repra¨sentationen
abgebildet, die in der Terminologie der Genetischen Algorithmen als Pha¨ne bezeichnet
werden. In der biologischen Begrifflichkeit handelt es sich dabei um die konkrete Aus-
pra¨gung eines Teils eines Organismus. Der Pha¨notyp bezeichnet die Menge aller Aus-
pra¨gungen, aus denen sich ein Organismus konstituiert. Im Algorithmischen Einsatz ent-
spricht einem Pha¨n zum Beispiel eine Instanz eines Klassenobjekts. Der Pha¨notyp setzt
sich analog zum Genotyp kartesisch aus den r verschiedenen Pha¨ntypen zusammen. Dabei
ist jeder der r Mengen von Teillo¨sungen eine eigene Ribosomfunktion, die die Teillo¨sungen
auf einen ihr entsprechenden Pha¨ntyp, zum Beispiel eine Klasse, abbildet, zugeordnet. In
der folgenden Definition werden diese Begriffe formalisiert.
Definition 5.2. L, L1, . . . , Lr seien Mengen mit L = ×rj=1Lj. Fu¨r jedes j = 1(1)r sei PTj
eine Menge von Pha¨nen und Rj : Lj −→ PTj eine injektive Funktion. Rj heißt Ribosom-
funktion. Die Menge PT := ×rj=1PTj heißt Menge der Pha¨notypen oder Individuen. Fu¨r
I = (i(1), .., i(j), .., i(r)) ∈ PT gelte I(j) = i(j).
Die Definition bedingt, daß nicht jedem theoretisch mo¨glichen Pha¨notyp zwingend ein
l ∈ L zuordenbar sein muß.
Seien Ribosomfunktionen R1 . . . , Rr gegeben. Dann sei R : L −→ PT eine Funktion
vermo¨ge R(l) := (R1(l
(1)), . . . , Rr(l
(r))). Mit R−1 : PT −→ L bzw. R−1j : PTj −→ Lj, fu¨r
j = 1(1)r werden die durch R−1(I) := {l|R(l) = I} bzw. R−1j (I(j)) := {l
(j)|Rj(l(j)) =
I(j)} definierten Umkehrabbildungen bezeichnet. Ist nun Y := R(L), Yj := Rj(Lj), dann
sei U := R−1
∣∣
Y
bzw. Uj := R
−1
j
∣∣
Yj
fu¨r j = 1(1)r. Da U(y) bzw. Uj(y
(j)) fu¨r j = 1(1)r genau
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ein Element entha¨lt, kann U bzw. Uj als Umkehrfunktion U : Y −→ L bzw. Uj : Yj −→ Lj
von R bzw. Rj aufgefaßt werden.
Im folgenden wird ein Lemma gezeigt, das bei der Umplanung von Produktionspla¨nen
Relevanz hat, da es eine Lokalita¨tseigenschaft zusichert, die es erlaubt, im Falle ei-
ner Umplanung einen kompletten Neuaufwurf (vergleiche zum Begriff des Neuaufwurfs
[Sch98a, Za¨p93]) des Produktionsplans zu vermeiden.
Lemma 5.1. Sei y = (y(1), . . . , y(r)) ∈ Y . Dann gilt U(y) = (U1(y(1)), . . . , Ur(y(r))).
Beweis. Es gelte U(y) = (l(1), . . . , l(r)). Dann gilt y = (y(1), . . . , y(r)) =
(R1(U1(y
(1))), . . . , Rr(Ur(y
(r))))
def
= R((U1(y
(1))), . . . , (Ur(y
(r)))) also, da U die Umkehr-
funktion zu R ist gilt U(y) = (U1(y
(1)), . . . , (Ur(y
(r)))
Liegt eine Lo¨sung l = (l(1), . . . , l(r)) ∈ L vor, so wird sie durch die Ribosomfunktionen auf
den Pha¨notyp y = (y(1), . . . , y(r)) abgebildet. Nun kann jedes Pha¨n, das heißt Komponente
dieses Tupels beispielsweise eine Instanz eines Klassenobjekts sein, das im Rahmen einer
Simulation einen Teilplan repra¨sentiert. Findet nun eine Umplanung in der Simulation
statt, bei der die Pha¨ne das heißt Teilpla¨ne y(j1), . . . , y(js), 1 ≤ j1 ≤ js ≤ r von y vera¨ndert
werden, so entsteht ein Pha¨notyp y′. Lemma 5.1 besagt nun, daß von der Umplanung nur
die Teilpla¨ne l(js), . . . , l(js) betroffen sind. Alle anderen Teilpla¨ne bleiben unvera¨ndert.
Dadurch wird eine Lokalita¨t der Wirkung der Umplanung zugesichert.
Es bezeichne Pop := ×µi=1PT die Menge aller µ-elementigen Populationen. Jedes G ∈ Pop
wird als Generation oder Population von Pha¨notypen bezeichnet. Jedes GC ∈ C wird als
Generation oder Population von Genotypen bezeichnet. Die t-te Generation oder t-te
Population wird mit G(t) bezeichnet. Ist GC = (c1, . . . , cµ) ∈ Cµ eine Population von
Genotypen, dann la¨ßt sich GC auch als eine (r × µ)-Matrix auffassen:
GC =
 c
(1)
1 · · · c
(1)
µ
...
. . .
...
c
(r)
1 · · · c
(r)
µ
 .
Ist G = (I1, . . . , Iµ) eine Population aus Y
µ ⊆ Pop, und ist GL := (U(I1), . . . , U(Iµ)) =
(l1, . . . , lµ), dann la¨ßt sich GL analog zu GC ebenfalls als eine (r × µ)-Matrix auffassen,
daß heißt
GL =
 l
(1)
1 · · · l
(1)
µ
...
. . .
...
l
(r)
1 · · · l
(r)
µ
 .
Damit kann jede Population von Genotypen bzw. Lo¨sungen aus C bzw. L als Matrix
geschrieben werden. Interpretiert man die lj als Lo¨sungen eines Produktionsplanungspro-
blems, das aus r Teilproblemen besteht, so entha¨lt Spalte j die j-te der µ Gesamtlo¨sungen
dieses Problems. Die Zeile i beinhaltet µ Teillo¨sungen des i-ten Teilproblems.
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Definition 5.3 (Lo¨sungsgenerator). Ein Lo¨sungsgenerator LG ist ein
7-Tupel (P, L, (Σ,A), G˜A, exec, h, fL).
• P ist ein Klasse von Problemen
• L ist eine Menge von Lo¨sungen
• Σ = (T,O) ist ein zwei-Tupel in dem T eine endliche nicht leere Menge von Typen
mit dem ausgezeichneten Typ tL ist. Es sei T
+ die Menge aller Wo¨rter u¨ber T mit
einer La¨nge gro¨ßer Null. O = {oi|i ∈ I} ist eine endliche Familie von Operator-
symbolen mit der endlichen Indexmenge I. Jedem Operatorsymbol oi ist ein Wort
mi = ti1 ◦ · · · ◦ tini = t(i1) ◦ · · · ◦ t(ini) ∈ T
+ von Operandentypen zugeordnet.
Fu¨r jeden Typ t ∈ T sei Bt eine Menge von Operandensymbolen. Ferner bezeichne
Ai := Bt(i1) ◦ · · · ◦ Bt(ini ) mit t(i1) ◦ · · · ◦ t(ini) = mi die Menge aller ni-stelligen
symbolischen Eingaben des Operators oi.
• A ist ein zwei-Tupel (D,F ) in dem D = {Dt|t ∈ T} eine Familie nichtleerer Mengen
mit der ausgezeichneten Menge Dt(L) = L bezeichnet. F = {fi|i ∈ I} ist eine Familie
von Abbildungen mit fi : Dt(i1) × . . .×Dt(ini ) ×Dt(L) −→ Dt(L), wenn oi das Wort
mi = t(i1) ◦ · · · ◦ t(ini) zugeordnet ist. Jedem Operandenwort ai ∈ Ai ist genau ein
Tupel (dt(i1), .., dt(ini )) ∈ Dt(i1) × . . .×Dt(ini ) zugeordnet.
• Es seien Wi := {oi} ◦ Ai Mengen von Operationssymbolen und W := ∪i∈IWi.
• Sei W k die k-fache Konkatenation der Menge W . Dann heißt jede Menge C := W k
fu¨r k ∈ NMenge der Operationssymbolfolgen der La¨nge k. Ferner sei G˜A der Schlei-
fenrumpf eines Genetischen Basisalgorithmus GAmit Fitneßfunktion fC : C −→ IR,
aber ohne Evaluation-Anweisung und ohne Inkrementierung des Generationsza¨hlers
t.
• exec : L× C −→ L ist eine Abbildung mit
exec(l,) = l und
exec(l, u◦w) = fi(dt(i1), .., dt(ini ), exec(l, w)), falls u ∈ Wi und mi = t(i1)◦ · · ·◦ t(ini)
• h ist ein Algorithmus, der P partiell auf L abbildet.
• fL ist eine Fitneßfunktion fL : L −→ IR
Der folgende Algorithmus beschreibt die Arbeitsweise eines Lo¨sungsgenerators. Dabei ist
cj eine Operationssymbolfolge der La¨nge k aus der Menge C der Operationssymbolfolgen.
GC(t) ist eine Population mit GC(t) = (c1, . . . , cµ). Die Tupelschreibweise wird gewa¨hlt,
da in einer Generation gleiche Operationssymbolfolgen mehrfach auftreten ko¨nnen. Mit
lj wird die Lo¨sung aus L beschrieben, die aus cj und l0 ∈ L generiert wird. Die Funktion
fC : C −→ IR ordnet jeder Operationssymbolfolge aus C eine Fitneß zu. Mit GL(t) =
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(l1, . . . , lµ) wird die t-te Population der µ aus GC(t) generierten Lo¨sungen bezeichnet.
Die Anweisung GL(t) ← lj bedeutet, daß der Inhalt der j-ten Position von GL(t) mit lj
u¨berschrieben wird.
l0 := h(p);
t := 0;
init(GC(t));
FOR ALL (cj aus GC(t)) DO
lj := exec(l0, cj);
GL(t)← lj;
fC(cj) := fL(lj);
OD
WHILE (stop(GC(t)) = FALSE) DO
G˜A(GC(t));
t := t+ 1;
FOR ALL (cj aus GC(t)) DO
lj := exec(l0, cj);
GL(t)← lj;
fC(cj) := fL(lj);
OD
OD
GL(t)← l0;
Algorithmus 5.1. LG-Algorithmus
Algorithmus 5.1 startet mit der Berechnunge einer Bezugslo¨sung l0 zu einem gegebe-
nen Problem p durch eine Heuristik h. Dann wird mit init(GC(0)) eine initiale Popu-
lation GC(0) von Operationssymbolfolgen zufa¨llig erzeugt. Die Anweisung stop(GC(t))
beschreibt eine Abbruchbedingung. Dabei kann es sich zum Beispiel um ein Konvergenz-
kriterium oder eine voreingestellte Anzahl von Generationen handeln. Im Schleifenrumpf
der For-Schleifen wird l0 durch jede Operationssymbolfolge aus GC(t) mittels exec in eine
neue Lo¨sung lj transformiert, die dann nach GL(t) kopiert wird. Anschließend wird der Fit-
neßwert von lj berechnet und an die korrespondierende Operationssymbolfolge “vererbt”.
In der While-Schleife wird die Verbundanweisung G˜A(GC(t)), die fu¨r die Anweisungsfolge
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GC(t + 1) := selektion(GC(t));
GC(t + 1) := rekombination(GC(t+ 1));
GC(t + 1) := mutation(GC(t+ 1));
GC(t + 1) := ersetzung(GC(t+ 1), GC(t));
steht, ausgefu¨hrt. Das Resultat ist eine Nachfolgergeneration GC(t + 1) von Operations-
symbolfolgen, aus denen in der zweiten For-Schleife analog zur ersten die Lo¨sungspopu-
lation GL(t) generiert wird. Nach Beendigung der While-Schleife wird der Lo¨sungspopu-
lation GL(t) noch die Bezugslo¨sung l0 hinzugefu¨gt. Dadurch wird zugesichert, daß nach
Beendigung einer Ausfu¨hrung des LG-Algorithmus mindestens eine Lo¨sung in der letzten
Generation enthalten ist, die nicht schlechter ist, als die Lo¨sung der Heuristik h. Durch
jede Ausfu¨hrung der For-Schleifen wird somit eine µ-elementige Population GL(t) von
Lo¨sungen generiert, was zu der Bezeichnung “Lo¨sungsgenerator” fu¨hrt.
Um die Arbeitsweise eines Lo¨sungsgenerators zu verdeutlichen, wird fu¨r das auf Seite
49 vorgestellte Problem p mit dem Ziel, die maximale Durchlaufzeit zu minimieren, ein
Lo¨sungsgenerator entwickelt und ein Schritt des obigen Algorithmus exemplarisch aus-
gefu¨hrt. Der Beispielgenerator verwendet initial eine Heuristik h zur Erzeugung von Li-
stenpla¨nen [Bru98]. Die Lo¨sungen aus L werden durch Gantt-Diagramme mit Pfeilbe-
schriftung repra¨sentiert. Im Beispiel hat l0 dann folgende Form:
h(p) = l0 =
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Der Lo¨sungsgenerator arbeite mit der Operatormenge O = {change,cross swap,shift}.
Ihre Bedeutung erhalten die Operatoren durch die Funktionen fch, fcs und fsh mit den
Zuordnungen change ↔ fch, cross swap ↔ fcs und shift ↔ fsh.
Die Funktion fch(d1, d2, d3, d4, l) beschreibt in l eine Verschiebung des Blocks, der auf
Ressource d1 die Periode d2 beru¨hrt hin zur Ressource d3 mit Start in Periode d4.
Die Funktion fcs(d1, d2, d3, d4, l) beschreibt in l eine Vertauschung des Blocks, der auf
Ressource d1 die Periode d2 beru¨hrt mit dem Block, der auf Ressource d3 die Periode d4
beru¨hrt, wobei jeder Block ab der Anfangsperiode seines Tauschpartners beginnt.
Die Funktion fsh(d1, d2, d3, l) beschreibt in l eine Verschiebung des Blocks auf Ressource
d1, der die Periode d2 beru¨hrt hin zur Periode d3.
Eine konkrete Operationssymbolfolge hat zum Beispiel die Form
c = change(1,10,2,11) ◦ cross swap(2,5,1,7) ◦ shift(2,12,5).
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shift(2,12,5)
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Abbildung 5.3: Repra¨sentation von Lo¨sungen
Abbildung 5.3 zeigt die Transformationsschritte, die durch
exec(l0, c) = fsh(2, 12, 5, fcs(2, 5, 1, 7, fch(1, 10, 2, 11, l0)))
auf l0 ausgefu¨hrt werden.
Bei der Erzeugung von Lo¨sungsmengen stellt sich die Frage, wie variantenreich die gene-
rierten Lo¨sungsmengen sind. Sei C wieder eine k-fache Konkatenation einer MengeW von
Operationssymbolen und GC := (c1, . . . , cµ) ∈ Cµ ein µ-Tupel von Operationssymbolfol-
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gen. Es sei exec die Funktion aus Definition 5.3. Es gelte exec(l, GC) := ∪
µ
i=1{exec(l, ci)}.
Die Frage nach dem Variantenreichtum beinhaltet verschiedene Aspekte. Einmal ist von
Bedeutung, wie ma¨chtig eine aus l und GC generierte Menge S ⊆ L von Lo¨sungen
S = exec(l, GC) ist, da in einer Population gleiche Individuen, sprich Lo¨sungen, mehr-
fach vorkommen ko¨nnen. Eine weitere Frage stellt sich nach der Anzahl der verschiedenen
Lo¨sungen, die insgesamt durch exec(l, GC) fu¨r alle GC ∈ Cµ von l aus generiert werden
ko¨nnen. Ebenso wesentlich ist die Frage, wie sich die von der Bezugslo¨sung l aus gene-
rierbaren Lo¨sungen auf die generierten Lo¨sungsmengen verteilen. Im folgenden Beispiel
werden von den Bezugslo¨sungen l bzw. l′ die nachfolgenden Lo¨sungen aus der Menge
L = {a, b, c, d, e, f} durch die Populationen GC,0, GC,1 und GC,2 generiert:
GC,0 → {a, b}
l : GC,1 → {a, b}
GC,2 → {c, d, e}
GC,0 → {a, b}
l′ : GC,1 → {a, c}
GC,2 → {b, d, e}
Aus l und l′ werden die gleichen Lo¨sungen gleich ha¨ufig generiert. Endet der Lo¨sungsgene-
rator stets nach zwei Generationen, ist also t = 1, so wird bei Wahl von l als Bezugslo¨sung
und GC(0) = GC,0 und GC(1) = GC,1 zweimal die Lo¨sungsmenge {a, b} generiert. Wird l
′
als Bezugslo¨sung gewa¨hlt, so werden die Mengen {a, b} und {a, c} generiert. Der zweite
Fall liefert somit einen gro¨ßeren Variantenreichtum.
Werden drei Generationen erzeugt, ist also t = 2, so ist in dem Beispiel in keiner Po-
pulation die Lo¨sung f ∈ L enthalten. Es kann eine Bezugslo¨sung, wie im nachfolgenden
Beispiel die Lo¨sung l′′, geben, mit der alle Lo¨sungen aus L generierbar sind:
GC,0 → {a, b}
l′′ : GC,1 → {c, d}
GC,2 → {e, f}
Damit stellt sich die Frage, welche Lo¨sungen aus L mit welchen Bezugslo¨sungen l ∈ L
generiert werden ko¨nnen. Im obigen Beispiel existiert mit l′′ eine einzige ausgezeichnete
Bezugslo¨sung, die den Lo¨sungsraum vollsta¨ndig abdeckt.
Neben der Frage der Ma¨chtigkeit, dem Variantenreichtum und der Generierbarkeit der
Lo¨sungen stellt sich die Frage nach der Struktur der Menge C. Die Elemente, das heißt
die Chromosomen der Menge C, sind Operationssymbolfolgen der La¨nge k. Angenommen
es gibt dabei nur den Operator o+ mit der Operandenmenge {−1, 0, 1} ×DL und DL =
L ⊆ N (vergleiche Definition 5.3), der beide Operanden addiert. Damit ko¨nnen aus der
Bezugslo¨sung l0 nur Werte aus {l0 − k, .., l0, .., l0 + k} erzeugt werden. Ist L = {l0 −
k, .., l0, .., l0 + k}, so ko¨nnen mit der Folgenla¨nge k genau alle Lo¨sungen aus L generiert
werden. Wird l′0 = l0 + 1 als Bezugslo¨sung verwendet, so ist zum einen die Lo¨sung l0 − k
nicht mehr generierbar. Zum anderen kann die unzula¨ssige Lo¨sung l0 + 1+ k 6∈ L erzeugt
werden, das heißt es sind nicht mehr alle generierten Resultate zula¨ssig. Ist L = ZZ und
5.1. ENTWICKLUNG VON LO¨SUNGSGENERATOREN 59
ist die La¨nge der Operationssymbolfolgen unbeschra¨nkt, so gibt es prinzipiell zu jedem
l′ ∈ L eine Folgenla¨nge k, mit der l′ von l aus generierbar ist.
Die aufgeworfenen Fragen dienen als Motivation fu¨r die Vorgabe von Bedingungen
zur Konstruktion von Lo¨sungsgeneratoren. Die Bedingungen werden aus pragmatischen
Gru¨nden nicht zur Definition von Lo¨sungsgeneratoren verwendet werden, da ihre Erfu¨llung
zwar vorteilhaft, aber nicht zwingend fu¨r die Lo¨sungsgenerierung ist.
∀c, c′ ∈ C∃k ∈ N : c′ = mutationk(c) (5.1)
∀c, c′ ∈ C : rekombination(c′, c′′) ∈ C ∧mutation(c′) ∈ C (5.2)
∀G ∈ Cµ, l, l′ ∈ L∃G′ ∈ Cµ : |exec(l, G)| = |exec(l′, G′)| (5.3)
∀l, l′ ∈ L, µ ∈ N : ∪G∈Cµexec(l, G) = ∪G∈Cµexec(l
′, G) (5.4)
∀l ∈ L, n ∈ N, c ∈ W n : exec(l, c) ∈ L (5.5)
∀l, l′ ∈ L∃n ∈ N, c ∈ W n : exec(l, c) = l′ (5.6)
∃m ∈ N∀l, l′ ∈ L∃n ∈ N, c ∈ W n : n ≤ m, exec(l, c) = l′ (5.7)
Bedingung 5.1 besagt, daß jedes c′ ∈ C durch genu¨gend ha¨ufige Anwendung des Mutati-
onsoperators von jedem c ∈ C aus erreichbar ist.
Bedingung 5.2 sichert die Abgeschlossenheit von C unter Rekombination und Mutation
zu.
Bedingung 5.3 besagt, daß jeder Variantenreichtum, der mit einer beliebigen Lo¨sung l
und einem beliebigen G erzeugt werden kann, auch mit einer beliebigen Lo¨sung l′ erzeugt
werden kann.
Bedingung 5.4 ist eine Aussage zur Generierbarkeit. Sie verlangt, daß mit einem Lo¨sungs-
generator aus jedem l ∈ L die gleiche Menge an Lo¨sungen generiert werden kann. Dadurch
ist der Lo¨sungsgenerator hinsichtlich der Generierbarkeit von Lo¨sungen unabha¨ngig von
der konkreten Wahl von l. Es ist zu bemerken, daß die Bedingung keine Aussage u¨ber die
Geschwindigkeit macht, mit der eine gute Lo¨sung von l aus aufgefunden werden kann. Die
Wahl einer gu¨nstigen Bezugslo¨sung l ist somit auch bei erfu¨llter Bedingung 5.4 wesentlich.
Die Bedingung sagt ferner nichts daru¨ber aus, welche Lo¨sungen aus L generierbar sind.
Bedingung 5.5 fordert, daß fu¨r jede La¨nge n einer Operationssymbolfolge c ∈ W n jede
generierte Lo¨sung wieder in L liegt.
Bedingung 5.6 verlangt, daß jeder Punkt l′ ∈ L von jedem Punkt l ∈ L aus durch eine
Operationssymbolfolge endlicher La¨nge u¨ber W generierbar ist.
Bedingung 5.7 fordert eine obere Schranke fu¨r das n aus Bedingung 5.6 und stellt somit
eine Verscha¨rfung dieser Bedingung dar.
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5.2 Diskussion der Lo¨sungsgeneratoren
Erfu¨llung der Forderungen I bis III
Aufgrund seiner Definition beinhaltet jeder Lo¨sungsgenerator eine Heuristik h, die eine
Problemstellung p auf eine Bezugslo¨sung l0 abbildet, welche vom LG-Algorithmus in je-
der Iteration beru¨cksichtigt wird. Damit erfu¨llt ein Lo¨sungsgenerator Forderung I, die die
Integration gegebener Verfahren verlangt. Der LG-Algorithmus 5.1 generiert einen Pool
von Lo¨sungen und erfu¨llt damit Forderung II nach einem mengenorientierten Lo¨sungsver-
fahren. Stellt l einen Plan dar und bewertet die Fitneßfunktion fL die Planwirkung von
l, dann wird durch die Anweisung “fC(cj) := fL(lj)” in der For-Schleife die Bewertung
des Plans an die Operationssymbolfolgen vererbt. Durch die Ausfu¨hrung der Anweisungen
aus G˜A in Verbindung mit der While-Schleife fu¨hrt der Lo¨sungsgenerator die Operationen
eines Genetischen Basisalgorithmus auf GC(t) aus. Damit wird die Adaptionseigenschaft
eines Genetischen Algorithmus in den Lo¨sungsgenerator integriert, wodurch dieser die
Eigenschaft erha¨lt, die Suche nach neuen Lo¨sungen adaptiv an der Planwirkung auszu-
richten. Somit erfu¨llt ein Lo¨sungsgenerator auch Forderung III. Die Erfu¨llung der vierten
Forderung nach impliziter Kooperation von Teilplanungsverfahren wird weiter unten dar-
gestellt.
Codierungsproblem
Das Beispiel des vorherigen Abschnitts hat deutlich gemacht, daß Lo¨sungsgeneratoren
erlauben, die Sucheigenschaften Genetischer Algorithmen auf Repra¨sentationen von Lo¨-
sungsra¨umen zu verwenden, die selbst keine direkte Anwendung der genetischen Operato-
ren wie Rekombination und Mutation unterstu¨tzen. Dadurch erho¨ht sich fu¨r den Anwender
in entscheidendem Maße die Anzahl der Freiheitsgrade bei der Entwicklung einer geeig-
neten Repra¨sentation des Lo¨sungsraums. Auf der Ebene der Genotypen ko¨nnen durch
den Ansatz die klassischen Rekombinationsoperatoren, wie One Point oder Two Point
Crossover in ihrer reinen Form bei den unterschiedlichsten Problemen eingesetzt werden,
die normalerweise Operatoren mit Problemwissen erfordern wu¨rden.
Nebenbedingungen
Es gibt drei wesentliche Methoden, Genetische Algorithmen fu¨r Optimierungsprobleme
mit Nebenbedingungen einzusetzen [SRB95]. Die erste Methode verwendet Reparatur-
funktionen, die unzula¨ssige Lo¨sungen in zula¨ssige Lo¨sungen transformieren. Bei dieser
Methode gibt es zwei Mo¨glichkeiten. Die erste, auch als Lamarckismus bezeichnet, besteht
im Austausch des “unzula¨ssigen” Genotyps durch den reparierten Genotyp im Genpool.
Dieses Vorgehen erzeugt schnellere Konvergenz gegen lokale Optima, vermindert aber die
5.2. DISKUSSION DER LO¨SUNGSGENERATOREN 61
Chance, u¨ber unzula¨ssige Lo¨sungen zu besseren zula¨ssigen Lo¨sungen zu gelangen. Bei der
zweiten Mo¨glichkeit wird die reparierte Lo¨sung zur Fitneßbestimmung verwendet. Die
urspru¨ngliche Lo¨sung verbleibt aber im Genpool. Die Vor- und Nachteile dieses Ansatzes
werden in [DO93] diskutiert.
Die zweite Methode besteht in der Verwendung einer Straffunktion [Ras98]. Dabei handelt
es sich um ein Optimierungsproblem ohne Nebenbedingungen mit modifizierter Zielfunk-
tion. Bei der modifizierten Zielfunktion werden die Werte “schlechter”, falls eine unzula¨ssi-
ge Lo¨sung ausgewertet wird. Eine Variante dieser Methode besteht in der schrittweisen
Verscha¨rfung der Straffunktion mit fortschreitender Iteration des Genetischen Algorith-
mus. Der Vorteil dieser Methode liegt in ihrer globalen Verwendbarkeit, da kein problems-
pezifisches Wissen beno¨tigt wird. Problematisch ist aber die Gewichtung der Unzula¨ssig-
keit von Lo¨sungen, da bereits leichte Modifikationen der Gewichtungsfaktoren zu stark
unterschiedlichen Suchresultaten fu¨hren ko¨nnen [DO93].
Die dritte Methode, als Greedy Decoders bezeichnet, besteht in der Konstruktion ge-
netischer Operatoren, die bezu¨glich der Menge der zula¨ssigen Lo¨sungen abgeschlossen
sind. Dadurch wird die Suche zu einem Optimierungsproblem ohne Nebenbedingungen,
da die Nebenbedingungen in den genetischen Operatoren versteckt sind. Die Schwierig-
keit besteht in der Entwicklung der genetischen Operatoren, weil diese nun Problemwissen
enthalten mu¨ssen.
Bisher ist noch keine allgemeingu¨ltige Methode zur Behandlung von Nebenbedingungen
fu¨r Evolutiona¨re Algorithmen und speziell fu¨r Genetische Algorithmen entwickelt worden.
Durch die Verwendung von Lo¨sungsgeneratoren kann die Behandlung der Nebenbedin-
gungen komplett in die Repra¨sentation der Lo¨sungen L und die Operatoren O verlagert
werden. Im Beispiel des letzten Abschnitts wurde anhand der Gantt-Diagramme gezeigt,
wie sich durch die Pfeile Nebenbedingungen in die Lo¨sungsrepra¨sentation aufnehmen las-
sen und durch die Operatoren aus O behandelt werden ko¨nnen. Den einzelnen Operatoren
wird dazu Problemwissen mitgegeben, um beispielsweise auschließlich zula¨ssige Lo¨sungen
zu produzieren oder um unzula¨ssige Lo¨sungen zu reparieren. Da Operationssymbolfolgen
verwendet werden, kann bei Folgenla¨nge k zum Beispiel verlangt werden, daß lediglich
nach Ausfu¨hrung der letzten Operation der Folge die resultierende Lo¨sung aus L wie-
der konsistent sein muß und daß im Verlauf der Transformation der Bezugslo¨sung k − 1
inkonsistente Zwischenlo¨sungen erzeugt werden du¨rfen. Wa¨hrend in Genetischen Algo-
rithmen bei der Ausfu¨hrung der genetischen Operationen gleich die Nebendbedingungen
behandelt werden mu¨ssen, sind diese Aufgaben bei den Lo¨sungsgeneratoren getrennt. Die
Beru¨cksichtigung der Nebenbedingungen wird von den genetischen Operatoren in die Ope-
ratoren der Operationssymbolfolgen verlagert. Damit ko¨nnen die genetischen Operatoren
mit mehr Freira¨umen entwickelt werden. Gleichzeitig mu¨ssen die Operatoren der Ope-
rationssymbolfolgen weder Rekombination noch Mutation ausfu¨hren, wodurch fu¨r ihre
Entwicklung ebenfalls mehr Freira¨ume bestehen.
62 KAPITEL 5. LO¨SUNGSGENERATOREN
Schwierigkeiten
Dem Nutzen der Lo¨sungsgenerierung steht das Problem der weitest mo¨glichen Erfu¨llung
der weiter oben formulierten Bedingungen entgegen. Die Bedingungen 5.1 und 5.2 von
Seite 59 lassen sich in der Regel relativ einfach erfu¨llen, da durch den Lo¨sungsgenerator
die genetischen Operatoren einfach gestaltet werden ko¨nnen. Die Erfu¨llung der Bedin-
gungen 5.3 bis 5.7 ha¨ngt substantiell von der konkreten Wahl der Operatoren in den
Operationssymbolfolgen ab. Daher ist es nicht mo¨glich, allgemeingu¨ltige Aussagen u¨ber
ihre Erfu¨llbarkeit zu machen. Dennoch werden die einzelnen Bedingungen nachfolgend
hinsichtlich ihrer Erfu¨llbarkeit kurz beleuchtet.
Die Bedingung 5.3 ist stets erfu¨llt, falls execl : C −→ L mit execl(c) := exec(l, c) fu¨r jedes
l ∈ L eine injektive Funktion ist. Da die Operatoren eines Lo¨sungsgenerators problemori-
entiert und nicht funktionentheoretisch ausgewa¨hlt werden, ergeben sich aber im Normal-
fall immer verschiedene Operationssymbolfolgen, die hinsichtlich einer Bezugslo¨sung l das
gleiche Resultat liefern. Damit besitzt die Menge der Operationsfolgen bezu¨glich l Redun-
danz. Bei genauer Betrachtung erweist sich diese Redundanz als a¨ußerst nu¨tzlich, da sie
eine Art von Relaxation bei der Erzeugung der Menge C darstellt. Denn ein Zwang, jede
Funktion execl immer injektiv zu gestalten, wird in der Regel zu einer Einschra¨nkung von
C fu¨hren und dadurch die Einhaltung von Bedingung 5.1 und 5.2 erheblich erschweren,
wodurch bei der Entwicklung der genetischen Operatoren wieder viele Probleme entste-
hen, die durch die Verwendung von Lo¨sungsgeneratoren gerade vermieden werden sollen.
Eine zu große Redundanz ist natu¨rlich ebensowenig wu¨nschenswert, da dadurch zum einen
der Suchraum C unno¨tig vergro¨ßert wird und zum anderen der Variantenreichtum der ge-
nerierten Lo¨sungen absinkt. Ist die Funktion execl nicht injektiv, muß die Bedingung 5.3
fu¨r jeden konkreten Einzelfall neu untersucht werden.
Letzteres gilt in gleichem Maße fu¨r die Bedingungen 5.4 und 5.5. Aufgrund der Gestal-
tungsfreiheit bei der Entwicklung der Operatoren ko¨nnen je nach Notwendigkeit neben
den sachbezogenen Operatoren noch weitere Operatoren eingefu¨hrt werden, um bestimm-
te der Bedingungen zu erfu¨llen. In manchen Fa¨llen reicht es, einen Lo¨sungsgenerator zu
konstruieren, der die Bedingungen fu¨r eine Teilmenge X ⊆ L erfu¨llt, falls die Elemente
der Menge X vom Entscheider fu¨r die Lo¨sung des Problems als zufriedenstellend bewertet
werden.
Die Bestimmung der La¨nge der Operationssymbolfolgen zur Erfu¨llung der Bedingungen
5.6 bzw. 5.7 muß ebenfalls fu¨r jeden konkreten Einzelfall neu gepru¨ft werden.
Fazit
Obwohl die Erfu¨llung der Bedingungen auf Seite 59 nicht immer einfach ist, zeigen die
Resultate aus Kapitel 7, daß die Vorteile der Lo¨sungsgeneratoren im Bereich der Produk-
tionsplanung und -steuerung deutlich u¨berwiegen. Zum einen erfu¨llen Lo¨sungsgeneratoren
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die ersten drei Forderungen aus Kapitel 3. Ferner vereinfachen Lo¨sungsgeneratoren den
Einsatz Genetischer Algorithmen in vielen Bereichen, in denen das Codierungsproblem
bisher eine wesentliche Hu¨rde darstellte. Schließlich ermo¨glichen Lo¨sungsgeneratoren den
Einsatz Genetischer Algorithmen ohne einschra¨nkende Beru¨cksichtigung von Nebenbedin-
gungen.
5.3 Komposition von Lo¨sungsgeneratoren
Um die vierte Forderung nach impliziter Kooperation existierender Teilplanungsverfahren
mit Lo¨sungsgeneratoren zu realisieren, werden Kompositionsformen entwickelt, die es er-
lauben, unterschiedliche Lo¨sungsgeneratoren zur Bearbeitung einer gemeinsamen Aufgabe
miteinander zu koppeln.
5.3.1 Der Parallelgenerator
Sind A1, A2, B1, B2 Mengen und f : A1 × B1 −→ A1, g : A2 × B2 −→ A2 Funktionen.
Ist A = A1 × A2, B = B1 × B2 und a = (a1, a2), b = (b1, b2), dann heißt die Abbildung
(f, g) : A × B −→ A mit (f, g)(a, b) = (f(a1, b1), g(a2, b2)) die Parallelausfu¨hrung der
Funktionen f und g.
Seien LG1 = (P1, L1, (Σ1,A1), G˜A1, exec1, h1, fL1) und LG2 =
(P2, L2, (Σ2,A2), G˜A2, exec2, h2, fL2) zwei Lo¨sungsgeneratoren, auch konstituierende
Lo¨sungsgeneratoren genannt.
Dann sei LG = LG1‖LG2 ein Lo¨sungsgenerator (P, L, (Σ,A), G˜A, exec, h, fL) mit
• P := P1 × P2
• L := L1 × L2
• Σ := {Σ1,Σ2}
• A := {A1,A2}
• G˜A := (G˜A1, G˜A2)
• exec := (exec1, exec2)
• h := (h1, h2)
• fL : L −→ IR
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LG heißt Parallelgenerator(PG). Es sei GC1 ∈ C
µ
1 , GC2 ∈ C
µ
2 . Ferner sei C := C1×C2 und
GC ∈ Cµ. Der Algorithmus des Parallelgenerators hat im wesentlichen die gleiche Form,
wie der LG-Algorithmus 5.1.
l0 := h(p);
t := 0;
init(GC(t));
FOR ALL cj aus GC(t) DO
lj := exec(l0, cj);
GL(t)← lj;
fC(cj) := fL(lj);
OD
WHILE (stop(GC(t)) = FALSE) DO
GC(t+ 1) := selektion(GC(t));(
G˜A1(GC1(t+ 1)), G˜A2(GC2(t + 1))
)
;
ersetzung(GC(t), GC(t+ 1));
t := t+ 1;
FOR ALL cj aus GC(t)) DO
lj := exec(l0, cj);
GL(t)← lj;
fC(cj) := fL(lj);
OD
OD
GL(t)← l0;
Algorithmus 5.2. Parallelgenerator
Es bezeichne c
(1)
j bzw. c
(2)
j fu¨r j = 1(1)µ die j-te Komponente aus GC1 bzw. GC2 . Die
Zusammenfassung der Individuen c
(1)
j und c
(2)
j fu¨r j = 1(1)µ zu Genotypen cj = (c
(1)
j , c
(2)
j )
(vergleiche Definition 5.1 auf Seite 51) ist willku¨rlich. Jede andere Zusammenfassung
la¨ßt sich leicht durch die Einfu¨hrung zweier bijektiver Funktionen pi1, pi2 : {1, . . . , µ} −→
{1, . . . , µ} und cj = (c
(1)
pi1(j)
, c
(2)
pi2(j)
) erzeugen. Die Funktion selektion(GC(t)) bildet durch
k-faches Ziehen mit Zuru¨cklegen aus GC(t) µ/k k-elementige Familien, aus denen je k
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Nachfolger erzeugt werden. Die Wahrscheinlichkeit, mit der ein Individuum c aus GC(t)
zur Familienbildung ausgewa¨hlt wird, ha¨ngt dabei von seiner Fitneß fC(c) ab. Die Anwei-
sungsfolgen G˜A1 und G˜A2 bestehen hier nur aus den Funktionen rekombination1 bzw.
rekombination2 und mutation1 bzw. mutation2 der konstituierenden Lo¨sungsgeneratoren
LG1 bzw. LG2 und werden nebenla¨ufig ausgefu¨hrt. Die Genotypen, die in der Generation
GC(t+1) vorkommen, werden durch die Funktion ersetzung(GC(t), GC(t+ 1)) bestimmt.
Die Parallelkomposition von Lo¨sungsgeneratoren kann in gleicher Weise zu einem Lo¨sungs-
generator LG1‖ . . . ‖LGn aus n konstituierenden Lo¨sungsgeneratoren LG1, . . . , LGn fort-
gesetzt werden. Die entsprechende Konstruktion wird hier aber nicht mehr erla¨utert.
5.3.2 Der Treegenerator
Seien LG1 = (P1, L1, (Σ1,A1), G˜A1, exec1, h1, fL1) und LG2 = (P2, L2, (Σ2,A2), G˜A2,
exec2, h2, fL2) zwei (konstituierende) Lo¨sungsgeneratoren.
Dann sei LG = LG1  LG2 ein Lo¨sungsgenerator (P, L, (Σ,A), G˜A, exec, h, fL) mit
• P := P1 × P2
• L := L1 × L2
• Σ := {Σ1,Σ2}
• A := {A1,A2}
• G˜A := {G˜A1, G˜A2}
• exec := (exec1, exec2)
• h := {h1, h2}
• fL : L −→ IR
LG heißt Treegenerator (TG). Es seien µ1, µ2 ∈ N. Es sei L := L1 × L2. Sei weiter
GC1 ∈ C
µ1
1 , GC2 ∈ C
µ2
2 . Ebenso sei GL1 ∈ L
µ1
1 bzw. GL2 ∈ L
µ2
2 . Es bezeichne c
(1)
i
bzw. c
(2)
j die i-te bzw. j-te Komponete von GC1 bzw. GC2 . Ferner sei GC ∈ C
µ1∗µ2
und C := C1 × C2. Der zu dem Treegenerator TG zugeho¨rige Algorithmus weicht in
seiner Form sta¨rker vom LG-Algorithums 5.1 ab. Das ha¨ngt mit der zugrundeliegenden
Baumstruktur zusammen, die weiter unten kurz erla¨utert wird.
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l
(1)
0 := h1(p1);
l
(2)
0 := h2(p2);
t1 := 0;
t2 := 0;
init(GC1(0));
FOR ALL (i ∈ {1, . . . , µ1}) DO
init(GC2(0));
Hi := GC2(0);
OD
FOR ALL (c
(1)
i aus GC1(0), c
(2)
j aus GC2(0)) DO
GL(0)← exec((l
(1)
0 , l
(2)
0 ), (c
(1)
i , c
(2)
j ));
fC(c
(1)
i , c
(2)
j ) := fL(l
(1)
i , l
(2)
j );
OD
WHILE (stop1(GC1(t1)) = FALSE) DO
G˜A1(GC1(t1));
FOR ALL (c
(1)
i aus GC1(t1)) DO
l
(1)
i := exec1(l
(1)
0 , c
(1)
i );
t2 := 0;
GC2(t2) := Hi;
FOR ALL (c
(2)
j aus GC2(t2)) DO
l
(2)
j := exec2(l
(2)
0 , c
(2)
j );
fC(c
(1)
i , c
(2)
j ) := fL(l
(1)
i , l
(2)
j );
OD
WHILE (stop2(GC2(t2)) = FALSE) DO
G˜A2(GC2(t2));
t2 := t2 + 1;
FOR ALL (c
(2)
j aus GC2(t2)) DO
l
(2)
j := exec2(l
(2)
0 , c
(2)
j );
GL(t1 + t2)← (l
(1)
i , l
(2)
j );
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fC(c
(1)
i , c
(2)
j ) := fL(l
(1)
i , l
(2)
j );
OD
OD
Hi := GC2 ;
OD
t1 := t1 + t2;
OD
GL(t1)← (l
(1)
0 , l
(2)
0 );
Algorithmus 5.3. Treegenerator
Algorithmus 5.3 erzeugt initial eine Generation von µ1 ∗ µ2 Operationssymbolfolgen, aus
der eine Population von Lo¨sungen generiert wird, deren Fitneß in der ersten For-Schleife
berechnet wird. In der darauffolgenden While-Schleife werden, falls GC1(t1) die Abbruch-
bedingung stop1 nicht erfu¨llt, mit G˜A1(GC1(t1)) die genetischen Operationen aus G˜A1
des konstituierenden Lo¨sungsgenerators LG1 auf GC1(t1) angewendet. Die zweite While-
Schleife fu¨hrt fu¨r jedes c
(1)
i aus GC1(t) den LG2-Algorithmus einmal vollsta¨ndig aus. Nach
jedem Durchgang der dritten For-Schleife entha¨lt GL(t1) insgesamt µ1 ∗µ2 Lo¨sungspaare.
Die Namensgebung Treegenerator ru¨hrt von dem Umstand her, daß fu¨r jede Lo¨sung,
die LG1 produziert, LG2 komplett ausgefu¨hrt wird, um µ2 zugeho¨rige Lo¨sung zu finden.
Bildlich ha¨ngt an jedem Chromsom c
(1)
i aus GC1 eine ganze Population GC2 .
5.4 Diskussion der Komposition
Beim Parallelgenerator besteht die Idee darin, zwei konstituierende Lo¨sungsgeneratoren
unabha¨ngig voneinander nach Teillo¨sungen suchen zu lassen. Erst bei der Fitneßbewer-
tung werden die Teillo¨sungen zu einer Gesamtlo¨sung zusammengesetzt. Damit wird die
implizite Kooperation (siehe Kapitel 6) unterstu¨tzt, bei der die Teilplanungsverfahren
ohne expliziten Bezug zueinander arbeiten.
Auch beim Treegenerator werden zwei Lo¨sungsgeneratoren fu¨r zwei Teilprobleme kom-
poniert. Allerdings sucht der Treegenerator die Teillo¨sungen hierarchisch, das heißt er
erzeugt eine Population von Lo¨sungen fu¨r das erste Teilproblem und sucht dann zu jeder
so erzeugten Lo¨sung durch eine komplette Ausfu¨hrung eines Genetischen Algorithmus
Teillo¨sungen zum zweiten Problem, die am besten zur ersten Teillo¨sung passen.
Die Kooperation zwischen den Lo¨sungsgeneratoren la¨ßt sich durch die Zusammenfassung
der einzelnen Teillo¨sungen der Lo¨sungsgeneratoren zu Gesamtlo¨sungen bzw. durch Bil-
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dung von Genotypen auf den Operationssymbolfolgen herstellen. Dabei wird fu¨r jede
Gesamtlo¨sung ein Fitneßwert berechnet, der dann auch zur Bewertung der konstituieren-
den Teillo¨sungen verwendet wird. Der Fitneßwert stellt damit fu¨r jeden konstituierenden
Lo¨sungsgenerator die einzige Information u¨ber die Außenwelt dar. Anhand dieser Infor-
mation steuert jeder Lo¨sungsgenerator die Suche nach neuen Lo¨sungen. Ist der Fitneß-
wert einer Teillo¨sung niedriger als die mittlere Fitneß der Population, so ist auch der
gesamte Genotyp unterdurchschnittlich gewesen. Aus der “Sicht” jedes beteiligten Ge-
nerators konnte die von ihm beigesteuerte Teillo¨sung daran nichts a¨ndern. Daher wird
die Teillo¨sung nur mit geringer Wahrscheinlichkeit zur Erzeugung von neuen Teillo¨sungen
herangezogen. Obwohl jeder einzelne Lo¨sungsgenerator bei diesem Ansatz weder Wissen
u¨ber die anderen Teilprobleme noch Wissen u¨ber die Genotypen, von denen seine Lo¨sun-
gen Bestandteile sind, besitzt, suchen alle konstituierenden Generatoren trotzdem nach
solchen Lo¨sungen, die im Kontext mit den anderen Lo¨sungen ihrem Genotyp eine hohe
Fitneß verschaffen.
Da der Parallel- bzw. Treegenerator aus konstituierenden Lo¨sungsgeneratoren bestehen,
die ihrerseits zur Lo¨sung von Teilproblemen verwendet werden, unterstu¨tzt die Kompo-
sition von Lo¨sungsgeneratoren die Forderung nach impliziter Kooperation von Teilpla-
nungsverfahren. Dabei gelten alle bisher angestellten Betrachtungen offensichtlich auch
fu¨r die Fortsetzungen der Kompositionsformen auf r konstituierende Lo¨sungsgeneratoren.
Das Ziel der vorliegenden Arbeit besteht in der Entwicklung eines Planungssystems, das
die in Kapitel 2 dargestellten Probleme beru¨cksichtigt. Im Vorgriff auf Kapitel 7 kann an
dieser Stelle bereits gesagt werden, daß die experimentell erzielten Resultate, die beim Ein-
satz komponierter Lo¨sungsgeneratoren im Bereich der Produktionsplanug erreicht wurden,
gut sind. Aufgrund der praxisorientierten Ausrichtung der vorliegenden Arbeit wird auf
eine erscho¨pfende theoretische Abhandlung der Lo¨sungsgeneratoren verzichtet. Dennoch
wird an dieser Stelle eine Plausibilita¨tsbetrachtung u¨ber die Wirkungsweise der Kompo-
sitionsformen von Lo¨sungsgeneratoren angestellt.
Wie in Abschnitt 5.1 bereits dargelegt wurde, kann jede Population von Lo¨sungen aus L
als eine Matrix
GL =
 l
(1)
1 · · · l
(1)
µ
...
. . .
...
l
(r)
1 · · · l
(r)
µ

aufgefaßt werden. Den Teillo¨sungen l
(j)
i liegen entsprechende Genotypen c
(j)
i zugrunde,
die ebenfalls in einer Matrix dargestellt werden ko¨nnen.
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GC =
 c
(1)
1 · · · c
(1)
µ
...
. . .
...
c
(r)
1 · · · c
(r)
µ
 .
Jedes Element der Matrix GC stellt ein Chromosom dar, das durch einen String oder
Vektor repra¨sentiert wird und das zu einem Lo¨sungsgenerator geho¨rt. Wie weiter oben
erla¨utert wurde, werden die genetischen Operatoren aus G˜A1 und G˜A2 beim Parallel- und
Treegenerator unabha¨ngig voneinander angewendet. Fu¨r den Parallelgenerator ist GC ei-
ne (2 × µ)-Matrix. Hier werden durch die Selektion je k Spalten zu einer Familie mit k
Eltern zusammengefaßt. Die Rekombinations- und Mutationsoperationen der konstituie-
renden Lo¨sungsgeneratoren LG1 und LG2 werden dann parallel auf den Zeilenelementen
ausgefu¨hrt.
µ︷ ︸︸ ︷ · · ·
· · ·
 ← rekombination1, mutation1
← rekombination2, mutation2
Beim Treegenerator sind die Verha¨ltnisse etwas komplizierter, da in jeder inneren For-
Schleife eine (2× µ1 ∗ µ2)-Matrix und in jeder a¨ußeren For-Schleife eine (2× µ1)-Matrix
aufgebaut wird, wobei in jeder inneren Schleife alle Elemente der ersten Zeile gleich sind.
Die genetischen Operatoren der konstituierenden Lo¨sungsgeneratoren werden ebenfalls
auf die entsprechenden Zeilenelemente angewendet, allerdings nicht gleichzeitig, sondern
in der durch die Baumstruktur bedingten Reihenfolge.
µ1∗µ2︷ ︸︸ ︷ ..
.. ... ..

← rekombination1, mutation1︸ ︷︷ ︸
µ2
︸ ︷︷ ︸
µ2
µ1∗µ2︷ ︸︸ ︷
..

← rekombination2, mutation2︸ ︷︷ ︸
µ2
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Beim Parallel- oder Treegenerator ko¨nnen die Spaltenelemente der Matrix GC als Strings
oder Vektoren aufgefaßt werden. Dabei handelt es sich gewissermaßen um Superchro-
mosomen, die sa¨mtliche Informationen aller Lo¨sungsgeneratoren beinhalten. Damit kann
GC als Population aus Superchromosomen aufgefaßt werden, deren Genotypen aus je-
weils einem Superchromosom bestehen. Durch diese Interpretation von GC lassen sich die
Kompositionsformen hinsichtlich der Populationsstruktur wieder auf einen nicht kompo-
nierten Lo¨sungsgenerator mit einer modifizierten Ausfu¨hrung der genetischen Operatoren
zuru¨ckfu¨hren. Die Modifikation betrifft zum einen die Abha¨ngigkeit der genetischen Ope-
ratoren vom Teil des Superchromosoms, auf das sie angewendet werden sollen, und zum
anderen die Reihenfolge der Anwendung der genetischen Operatoren, die jetzt natu¨rlich
der des Parallel- bzw. Treegenerators und nicht mehr der des Genetischen Basisalgorith-
mus entspricht.
Wenn man den Schemabegriff auf die Menge von Operationssymbolfolgen u¨bertra¨gt, blei-
ben prinzipiell die in Kapitel 4 vorgestellten Hypothesen zur Wirkungsweise Genetischer
Algorithmen bezogen auf GC sinnvoll. Da Superchromosomen von Schemata mit u¨ber-
durchschnittlicher beobachtbarer mittlerer Fitneß durch den Selektionsvorgang im Kom-
positionsgenerator mit erho¨hter Wahrscheinlichkeit an der Nachkommenbildung beteiligt
werden, la¨ßt sich das Schematheorem anwenden.
Auch die Building Block Hypothese, die, auf eine Komposition von Lo¨sungsgeneratoren
u¨bertragen, besagt, daß ein Superschema mit u¨berdurchschnittlicher mittlerer Fitneß,
kurzer definierender La¨nge und geringer Ordnung beim One Point Crossover als Rekom-
binationsmechanismus eine erho¨hte U¨berlebenschance besitzt, ist offensichtlich sinnvoll.
Allerdings soll das folgende Beispiel deutlich machen, daß Analogien zur Wirkungsweise
des Genetischen Basisalgorithmus mit Vorsicht betrachtet werden mu¨ssen. Angenommen,
es liegen beim Parallelgenerator zwei Teilstrings
c
(1)
1 = a b c d e f g c
(2)
1 = h i j k l m n
vor. Betra¨gt die La¨nge eines Blocks beispielsweise drei, dann ist die Wahrscheinlichkeit,
Gleichverteilung vorausgesetzt, daß eine Stelle eines Blocks
α = a1 a2 a3
der entweder ein Teilstring von c
(1)
1 oder c
(2)
1 ist, durch ein Crossover zersto¨rt wird, 2/6.
Werden c
(1)
1 und c
(2)
1 zu einem Superstring c
(1)
1 ◦ c
(2)
1 zusammengefaßt, so liegt die Wahr-
scheinlichkeit immer noch bei 2/6, da es nun zwei One Point Crossover-Operatoren gibt,
die auf beiden Teilstrings parallel ablaufen.
Die Wahrscheinlichkeit, daß α in
a b c d e f g h i j k l m n
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durch eine einzige One Point Crossover-Operation, die sich auf den ganzen String bezieht,
zersto¨rt wird, betra¨gt lediglich 2/13.
In c
(1)
1 ◦ c
(2)
1 entstehen aber auch ganz neue Mo¨glichkeiten, um Blo¨cke zu bilden, die ein
Crossover mit großer Wahrscheinlichkeit u¨berleben. Werden, zweielementige Familien vor-
ausgesetzt, die Strings c
(1)
1 , c
(2)
1 und c
(1)
2 , c
(2)
2 bei Verwendung von One Point Crossover in
den beiden konstituierenden Lo¨sungsgeneratoren des Parallelgenerators wie folgt ausge-
tauscht
→
a
b
c
d
e
f
g
c
(1)
1
×
A
B
C
D
E
F
G
c
(1)
2
← =
a
b
c
d
E
F
G
A
B
C
D
e
f
g
→
h
i
j
k
l
m
n
c
(2)
1
×
H
I
J
K
L
M
N
c
(2)
2
←
=
h
i
J
K
L
M
N
H
I
j
k
l
m
n
dann ist zum Beispiel auch
α1 α2 α3
ein Block, der aber nur mit einer Wahrscheinlichkeit von 1/6 zersto¨rt wird.
Insgesamt gilt auch bei der Komposition, daß fittere Schemata, die Building Blocks bein-
halten, einen Selektionsvorteil haben. Dies aber in einem Umfeld mit einer anderen Wahr-
scheinlichkeitsverteilung und einem erweiterten Building Block Begriff.
5.5 Entwurf globaler Fitneßfunktionen
Die in Produktionssystemen zu fa¨llenden Entscheidungen lassen sich durch folgende Merk-
male charakterisieren:
• mehrere Ziele
• konfligierende Ziele
• unvergleichbare Ziele
• schwach kompensatorische Ziele
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Der Entwicklung der globalen Fitneßfunktion, die gema¨ß der Konzeption der Kompositi-
onsformen fu¨r alle konstituierenden Lo¨sungsgeneratoren den gleichen Fitneßwert liefert,
kommt damit eine entscheidende Bedeutung zu, da sie bei der Bewertung der Planwirkung
den obigen Merkmalen gerecht werden muß. Da die Produktionsplanung und -steuerung
in letzter Konsequenz der zufriedenstellenden Erfu¨llung der PPS-Ziele dient, ist es na-
heliegend, diese als Bewertungsmaß fu¨r die Planwirkung heranzuziehen. Wie bereits in
Abschnitt 2 dargelegt wurde, werden im Rahmen dieser Arbeit die vier PPS-Ziele, “gerin-
ge Lagerbesta¨nde, hohe Kapazita¨tsauslastung, kurze Durchlaufzeiten und hohe Termin-
treue und Lieferbereitschaft”, betrachtet. Damit liegt bei entsprechender Formulierung
ein Vektorminimierungsproblem mit vier Zielfunktionen z1, . . . , z4 : L −→ IR
4 vor, das
heißt
min
l
{z(l) = (z1(l), z2(l), z3(l), z4(l))} fu¨r l ∈ L.
Bei konfligierenden Zielfunktionen exisitieren in der Regel keine Lo¨sungen, die alle Ziele
gleichzeitig verbessern. Kennzeichnend fu¨r solche Entscheidungssituationen sind unver-
gleichbare Lo¨sungen, die im Anschluß definiert werden, aus denen der Entscheider nur
noch subjektiv nach eigener Pra¨ferenz eine Alternative auswa¨hlen kann. Das Auffinden
unvergleichbarer Lo¨sungen la¨ßt sich allerdings formalisieren, falls der Begriff der Optima-
lita¨t durch den der Paretooptimalita¨t [Das98, Mol94, CMM90] ersetzt wird.
Definition 5.4 (Dominanz). Ein Vektor u = (u1, . . . , un) ∈ IR
n dominiert einen Vektor
v = (v1, . . . , vn) ∈ IR
n gdw. u <d v gdw.
∀i ∈ {1, . . . , n} : ui ≤ vi ∧ ∃i ∈ {1, . . . , n} : ui < vi.
Definition 5.5 (Unvergleichbarkeit). Zwei Vektoren u, v ∈ IRn heißen genau dann
unvergleichbar wenn v 6<d u und u 6<d v gilt.
Definition 5.6 (Paretooptimalita¨t). Es sei Z eine Vektorfunktion, Z : L −→ IRn mit
Z(l) = (Z1(l), . . . , Zn(l)). Ein Element l ∈ L heißt paretooptimal genau dann, wenn es
kein l′ ∈ L mit Z(l′) <d Z(l) gibt.
Im folgenden werden zur Entscheidung bei Mehrfachzielsetzung wichtige Begriffe in An-
lehnung an [Zim91] erla¨utert.
Eine ideale Lo¨sung ist eine (nicht notwendig zula¨ssige) Lo¨sung
l∗ ∈ L mit Zi(l
∗) = min
l
Zi(l) ∀i = 1(1)n.
Eine perfekte Lo¨sung ist eine zula¨ssige ideale Lo¨sung. Ein idealer Zielwertvektor ist ein
Vektor, bei dem alle Zielwerte aller Ziele Zi fu¨r i = 1(1)n optimal sind. Es muß keine
5.5. ENTWURF GLOBALER FITNESSFUNKTIONEN 73
zula¨ssige Lo¨sung zu diesem Zielwertvektor exisiteren. Eine individuelle Optimallo¨sung ist
eine Lo¨sung, bei der im Zielwertvektor mindestens ein Ziel optimal erreicht wird. Eine
effiziente Lo¨sung (paretooptimale Lo¨sung) l ∈ L bezu¨glich der Zielfunktion Z ist eine
zula¨ssige Lo¨sung, zu der es keine Lo¨sung l′ ∈ L gibt, so daß Z(l′) <d Z(l) gilt. Eine
Kompromißlo¨sung ist eine paretooptimale Lo¨sung l∗, die der Entscheider gegenu¨ber allen
anderen Lo¨sungen aus L pra¨feriert. Die vollsta¨ndige Lo¨sung bezu¨glich L und aller Ziele Zi
fu¨r i = 1(1)n ist die Menge aller paretooptimalen Lo¨sungen. Eine befriedigende Lo¨sung
l ∈ L ist eine Lo¨sung, die das Anspruchsniveau a ∈ IRn des Entscheidungsfa¨llers dominiert
bzw. von diesem dominiert wird, das heißt daß l ∈ L mit a <d z(l) bzw. z(l) <d a gilt.
Der Raum der Vektorzielfunktionswerte wird als Funktionalraum bezeichnet.
5.5.1 Ansa¨tze zur Entscheidung bei Mehrfachzielsetzung
In Kapitel 2 wurde gezeigt, daß alle Entscheidungen, die im Rahmen der Produktions-
planung getroffen werden, gleichzeitig vier wichtige Ziele beru¨cksichtigen mu¨ssen. Es han-
delt sich bei der Planung also um ein Entscheidungsproblem bei Mehrfachzielsetzung
(Multi Objective Decision Making (MODM)). Da der Ansatz der impliziten Kooperation
mit Lo¨sungsgeneratoren realisiert wird, erhebt sich die Frage, auf welche Weise MODM-
Probleme mit Genetischen Algorithmen behandelt werden ko¨nnen.
Davis und Steenstrup [DS87] entwickeln ein Verfahren, basierend auf problemabha¨ngi-
gen Penaltyfunktionen, mittels derer Nebenbedingungen additiv in die Zielfunktion inte-
griert werden. Wilson und Macleod [WM93] stellen eine auf Goal Attainment basierende
Methode vor. Hierbei wird ein Goal Vektor festgelegt, der mo¨glichst genau erreicht wer-
den soll. Als Maß dient die gewichtete Differenz zwischen jedem Zielwertvektor und dem
Goal Vektor. Ziel ist, diesen Abstand zu minimieren. Horn und Nafpliotis untersuchen
in [HN93] die Einsatzmo¨glichkeiten von Genetischen Algorithmen bei der Multi-Attribut-
Nutzen-Analyse. Allerdings untermauern sie ihre Erkenntnisse nicht experimentell. Wien-
ke, Lucasius und Kateman beschreiben in [WLK92], a¨hnlich wie Wilson und Macleod, ein
Verfahren zum Goal Programming. Jedoch wird hier die ungewichtete Differenz zwischen
den Zielwertvektoren und dem Goal Vektor minimiert. Hajela und Lin stellen in [HL92]
einen populationsbasierten Algorithmus vor, der auf dem Ansatz der gewichteten Summe
arbeitet, wobei die Gewichte explizit in den Chromosomen enthalten sind. Die genetische
Vielfalt wird durch Fitness Sharing hergestellt.
Die von Schaffer [Sch85] entwickelte Methode der Vector Evaluated Genetic Algorithms
(VEGA) sucht mit n unvergleichbaren Zielfunktionen f1, . . . , fn durch Aufteilung des
Lo¨sungsraums nach Optima. Zu diesem Zweck wird die Fitneß von je m/n Individuen aus
einer Population mit m ≥ n Individuen mit f1 bzw. f2 bzw. . . . fn bewertet. Dadurch
entstehen n Gruppen von Individuen, deren Fitneß jeweils durch eine unterschiedliche
Funktion bestimmt wird. Dann werden die Gruppen wieder gemischt und es werden Mu-
tation und Crossover ausgefu¨hrt. Die erwartete Zahl von Nachkommen eines Elters ist die
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Summe der erwarteten Anzahl von Nachkommen dieses Elters hinsichtlich jeden einzelnen
Ziels. Schaffer verwendet eine zu den Zielauspra¨gungen proportionale Fitneßfunktion, wo-
durch sich letzendlich eine lineare Funktion ergibt, die aus den gewichteten Zielfunktionen
f1, . . . , fn besteht [RPLH89]. Dadurch erhalten unvergleichbare Lo¨sungen in der Regel ei-
ne unterschiedliche Fitneß, was aber in der Regel unerwu¨nscht ist, da die Bewertung von
unvergleichbaren bzw. alternativen Lo¨sungen vom Entscheider und nicht vom Genetischen
Algorithmus durchgefu¨hrt werden soll. Es zeigt sich, daß durch dieses Verfahren bevor-
zugt Individuen miteinander rekombiniert werden, die sich individuellen Optimallo¨sungen
anna¨hern. Das fu¨hrt bei konfligierenden Zielen zu Problemen, da hier die idealen Lo¨sun-
gen fast nie im Bereich der zula¨ssigen Lo¨sungen liegen. Durch Modifikation der Selektion
la¨ßt sich mit dem Verfahren ein “guter” Querschnitt nicht-dominierter Lo¨sungen erzeugen
[Sch85], was aber hinsichtlich vorzeitiger Konvergenz gegen suboptimale Lo¨sungen wieder
zu Problemen fu¨hrt [All92]. Fourman stellt in [Fou85] einen Genetischen Algorithmus vor,
bei dem die einzelnen Zielfunktionen unterschiedliche Priorita¨ten erhalten. Die Individuen
werden hinsichtlich der Reihenfolge der Ziele in lexikographischer Ordnung miteinander
verglichen.
Alle bisher vorgestellten Ansa¨tze stellen die Verbindung zwischen der Fitneß von Individu-
en und der Paretooptimalita¨t nur implizit her. Im folgenden werden Ansa¨tze beschrieben,
die explizit auf die Herstellung paretooptimaler Populationen ausgerichtet sind. Horn und
Nafpliotis beschreiben in [HN93] einen Ansatz, bei dem Tournament Selection auf der Ba-
sis der <d-Relation eingsetzt wird. Zusa¨tzlich werden wettstreitende Individuen mit einer
bestimmten Anzahl anderer Individuen der Population verglichen, um anna¨hernd zu be-
stimmen, ob die wettstreitenden Individuen in der aktuellen Population dominiert werden
oder nicht.
Goldberg entwickelt in [Gol96] einen a¨hnlichen Ansatz (Paretoranking), der Individuen
hinsichtlich der <d-Relation in eine Rangordnung bringt. Zuerst werden alle nicht domi-
nierten Individuen einer Population bestimmt. Diese erhalten Rangplatz Eins und werden
aus der Population entfernt. Dann wird das Verfahren iteriert, wobei der Rangplatz vor
jeder Iteration um Eins erho¨ht wird. Das Verfahren terminiert, wenn allen Individuen
Rangpla¨tze zugeordnet sind. Jeder Rangplatz besitzt einen Fitneßwert, so daß unver-
gleichbare Individuen mit gleichem Rang auch die gleiche Fitneß erhalten.
Fonseca und Flemming entwickeln einen a¨hnlichen Ansatz in [FF93]. Im Unterschied zu
Goldberg bestimmt sich der Rangplatz eines Individuums aber aus der Anzahl der In-
dividuen, von denen es innerhalb der Population dominiert wird. Dadurch erhalten un-
vergleichbare Individuen verschiedene Fitneßwerte, falls sie von unterschiedlich vielen In-
dividuen dominiert werden. Fonseca und Flemming greifen noch ein weiteres Problem
auf. Beim Einsatz Genetischer Algorithmen zur Optimierung von Funktionen mit mehre-
ren Optimalstellen la¨ßt sich, analog zu realen biologischen Systemen, aufgrund stochasti-
scher Fehler eine Konvergenz zu einer einzigen dieser Optimalstellen beobachten [FF95].
Dieses Pha¨nomen wird als genetische Drift bezeichnet [Gol87]. Eine a¨hnliche Form der
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genetischen Drift la¨ßt sich bei paretooptimalen Mengen beobachten. Dabei konvergieren
Individuen im Lauf der Generationen gegen genau eine der effizienten Lo¨sungen. Dieses
Verhalten ist unerwu¨nscht, weil dadurch die Menge von alternativen Lo¨sungen, aus de-
nen ein Entscheider auswa¨hlen kann, verloren geht. Fonseca und Fleming stellen einen
nischenbasiertern Ansatz zur Wahrung der genetischen Vielfalt mittels Fitness Sharing
im Bereich der Funktionswerte der Multizielfunktion vor und liefern eine theoretische
Grundlage zur Berechnung der Nischengro¨ßen. Erweiterungen dieser Ana¨tze finden sich
bei Cieniawski [Cie93] und Srinivas und Deb [SD94]. In [FF93] wird, ebenfalls zur Wah-
rung der genetischen Vielfalt, ein Ansatz zur kontrollierten Paarbildung beschrieben.
Fujita und andere stellen in [FHA+98] einen Ansatz zur Lo¨sung von Problemen mit Mehr-
fachzielsetzung beim Design von Fahrzeugmotoren vor. Der Ansatz geht von einem Ge-
netischen Basisalgorithmus aus, der durch verschiedene Erweiterungen modifiziert wird.
Wesentliche Erweiterungen sind die Einbettung von Penalty Terms in die Zielfunktionen,
die vor den Fitneßfunktionen ausgwertet werden sowie die Verwendung eines A¨hnlichkeits-
maßes, das a¨hnliche Chromosomen bei der Ausfu¨hrung des Crossovers zusammenbringt.
In den folgenden Unterabschnitten werden drei verschiedene Fitneßfunktionen fu¨r kom-
ponierte Lo¨sungsgeneratoren entwickelt, die alle auf dem Begriff der Paretooptimalita¨t
basieren.
5.5.2 Goal Programming
Ein Goal ist weder eine harte Nebenbedingung, die strikt eingehalten werden muß, noch
ein Ziel, das optimiert werden soll. Vielmehr dru¨ckt ein Goal einen Wert aus, der mo¨glichst
exakt angestrebt werden sollte. Verletzungen des Goals werden toleriert, wenn ihre Ab-
weichung vom Goal akzeptabel erscheint.
Es gibt verschiedene Interpretationen des Goal Programming. Zimmermann [Zim87] for-
muliert Goal Programming mit einem mathematischen Programm, das im wesentlichen
aus einer Vektorzielfunktion z(n, p) = (z1(n, p), . . . , zr(n, p)) und einer Vektorfunktion
f(l) = (f1(l), . . . , fr(l)) aus konkaven Funktionen u¨ber der Lo¨sungsmenge L, sowie zwei
Vektoren n = (n1, . . . , nr) und p = (p1, . . . , pr) mit n, p ∈ (IR
≥0)r und einem Goal Vektor
g ∈ IRr besteht. Die Funktionen fi beschreiben die einzelnen Ziele, die erreicht werden
sollen. Dabei muß die Gleichung
f(l) + p− n = g
erfu¨llt sein. Dazu kommen in der Regel noch lineare problemspezifische Nebenbedinungen.
Die Vektoren n und p geben die Unter- bzw. U¨berschreitung des Goals an, die fu¨r eine
Lo¨sung l entsteht. Die Aufgabe besteht beim Goal Programming nun in der Minimierung
der Abweichungen von f(l) und g. Weitere Formen des Goal Programming finden sich
zum Beispiel in [HM79, Din80].
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Im Rahmen der vorliegenden Arbeit wird die sogenannte Archimedische Zielprogrammie-
rung eingesetzt. Die Begru¨ndung folgt im Anschluß an die Darstellung des Modells. Beim
Archimedischen Zielprogrammieren wird der Abstand der Zielwertvektoren zum Goal Vek-
tor durch eine Vektornorm beschrieben. Grundlage der Norm ist eine Abstandsfunktion
d : IRn × IRn −→ IR mit den Eigenschaften
d(x, y) = d(y, x) ≥ 0 (5.8)
d(x, y) = 0⇒ x = y (5.9)
d(x, y) ≤ d(x, z) + d(z, y) (5.10)
Es sei w ∈ (IR≥0)n. Die gewichtete Vektornorm hat mit p ∈ N, p > 0 und x, y ∈ IRn die
Form
dp(x, y) = (
n∑
i=1
wi|xi − yi|
p)1/p
Sei L = ×ni=1Li der Lo¨sungsraum, g der Goal Vektor und Z : L −→ IR
n eine Vektorziel-
funktion. Sei LG ein aus n konstituierenden Lo¨sungsgeneratoren komponierter Lo¨sungs-
generator. Dann sind solche von LG generierten Lo¨sungen l ∈ L optimal, fu¨r deren Ziel-
wertvektoren y = z(l) die Funktion dp(g, y) ein Minimum annimmt.
Die Fitneßfunktion des komponierten Lo¨sungsgenerators wird wie folgt definiert:
fL(l) :=
1
1 + dp(g, z(l))
.
Fu¨r die Selektion wird ein Wettkampfverfahren verwendet. Dabei werden µ/k Familien
mit k Individuen gleichverteilt aus GC gebildet, aus denen dann das jweils fitteste Indivi-
duum ausgewa¨hlt wird. Sollten mehrere der besten Individuen einer Familie den gleichen
Fitneßwert haben, wird eins von diesen zufa¨llig ausgewa¨hlt.
Dinkelbach zeigt in [Din82], daß wenn ein Goal Vektor gleichzeitig idealer Vektor ist und
sa¨mtliche Gewichte wi der Abstandsfunktion dp positiv sind, alle Optima des Modells
paretooptimale Lo¨sungen sind. Diese Eigenschaft wird in Kapitel 7 beim Testen der im-
pliziten Kooperation ausgenutzt.
5.5.3 Paretoranking mit Nischenbildung
Zur Bewertung effizienter Lo¨sungen bezu¨glich der aktuellen Population wird Pareto Ran-
king auf der Menge der Zielwertvektoren eingesetzt. Hwang und Yoon [Hwa81] zeigen,
daß beim Einsatz einer Dominanzstrategie die erwartete Anzahl nicht-dominierter Lo¨sun-
gen bei Zielwertvektoren mit einer Dimension ≤ 4 und 1000 Alternativen bei weniger als
100 liegt. Liegen 100 zufa¨llig ausgewa¨hlte Lo¨sungen vor, so finden sich darin im Mittel
20 nicht-dominierte Lo¨sungen. Da die im Rahmen der vorliegenden Arbeit betrachte-
te Vektorfunktion aus vier Einzelzielfunktionen besteht, ist eine Dominanzstrategie wie
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Paretoranking somit geeignet, den Suchraum deutlich einzuschra¨nken. Durch die Verrin-
gerung auf die effizienten Lo¨sungen bekommt der Entscheider eine u¨berschaubare Menge
von Alternativen, aus denen er auswa¨hlen kann. Ein weiterer Vorteil eines Paretoranking
basierten Ansatzes liegt in der Invarianz des Rankings gegenu¨ber monotonen Transfor-
mationen der Vektorfunktion. Fonseca und Fleming [FF95] geben Beispiele fu¨r Vektor-
funktionen f(x) = (f1(x), f2(x)) an, deren konkaver Funktionsgraph durch Potenzierung
der einzelnen Komponentenfunktionen in eine Vektorfunktion f ′(x) = ((f1(x)
α, (f2(x))
α)
mit konvexem Graph u¨berfu¨hrt wird, wobei die Menge der paretooptimalen Lo¨sungen
unvera¨ndert bleibt.
Bei der Entwicklung der globalen Fitneßfunktion wird ein Ansatz entwickelt, der die
Idee der Nischenbildung von Horn und Nafpliotis [HN93] und das von Goldberg [Gol96]
entwickelte Paretoranking miteinander verbindet. Dadurch sollen zwei weitgehend ortho-
gonale Ziele erreicht werden. Zum einen soll die Suche nach Lo¨sungen zunehmend in
Richtung Paretofront laufen. Zum anderen soll die Paretofront mo¨glichst gleichverteilt
u¨ber ihre ganze Breite in der Population repra¨sentiert sein.
Sei y = (y1, . . . , yµ) ∈ (IR
n)µ ein µ-Tupel von Zielwertvektoren. Sei ferner fu¨r j = 1(1)µ
M(j, y) := {s|k1, .., ks−1 ∈ {1, .., µ}, yk1 <d yk2 <d . . . <d yks−1 <d yj}.
Dann kann Paretoranking, bei dem jeder Rangplatz mit mehreren Elementen belegt wer-
den kann, durch eine Funktion
r : {1, . . . , µ} × (IRn)µ −→ N mit
r(j, y) :=
{
i = maxM(j, y) , falls M(j, y) 6= ∅
1 , sonst
beschrieben werden.
Es ist zu bemerken, daß die <d-Relation keine vollsta¨ndige Ordnung ist. Daher gibt es
zwischen zwei unterschiedlichen Rangpla¨tzen i < j in der Regel unvergleichbare Elemente.
Ist beispielsweise y ∈ (IR4)3 mit
y = (y1, y2, y3) = (

1
2
3
4
 ,

2
1
4
4
 ,

2
1
3
4
),
dann ist r(1, y) = r(3, y) = 1 und r(2, y) = 2, das heißt (1, 2, 3, 4)T und (2, 1, 3, 4)T belgen
Rangplatz Eins und (2, 1, 4, 4)T belegt Rangplatz Zwei. Trotzdem ist Vektor (1, 2, 3, 4)T
nicht mit Vektor (2, 1, 4, 4)T vergleichbar.
Jedem Rangplatz wird nun durch eine Qualita¨tsfunktion q : {1, . . . , µ} −→ IR (vergleiche
Kapitel 4), die sich auf die Rangpla¨tze bezieht, eine bestimmte Gu¨te zugeordnet.
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Um zu erreichen, daß eine Population eine weite Streuung alternativer Lo¨sungen entha¨lt
und nicht gegen eine dieser Lo¨sungen konvergiert, wird ein Nischen-Konzept verwendet.
Bei der Nischenbildung wird zu jeder Komponente yi von y die Zahl
myi =
µ∑
j=1
u(yi, yj)
bestimmt, die sich aus der Anzahl der Nachbarn innerhalb eines Radius σ um yi ergibt.
Dabei ist u : IRn × IRn −→ IR eine Funktion mit
u(x, y) =
{
1− d(x, y)/σ falls d(x, y) ≤ σ
0 sonst
und d : IRn × IRn −→ IR ist eine Abstandsfunktion, die die weiter oben aufgefu¨hrten
Eigenschaften 5.8 bis 5.10 einer Metrik erfu¨llt. Die Funktion u beschreibt einen linearen
Zusammenhang zwischen der Distanz und der “Intensita¨t”, mit der ein Individuum zur
Nische eines anderen geho¨rt.
Die Fitneß von yi wird nun durch die Funktion f : IR
n × (IRn)µ −→ IR mit
f(yi, y) = q(r(i, y))/myi
definiert. Da yi stets in einer Umgebung mit Radius σ > 0 um yi liegt, gilt stets myi ≥ 1,
das heißt fu¨r die Fitneß eines Zielwertvektors, der sich keine Nische mit einem anderen
Zielwertvektor teilt, gilt f(yi, y) = q(r(i, y)). Die Verminderung der Fitneß in Abha¨ngig-
keit der Dichte einer Subpopulation wird als Fitness Sharing bezeichnet (vgl. beispiels-
weise [Gol96]). Goldberg und Richardson zeigen in [Gol87], daß sich eine Population in
einem Gleichgewichtszustand befindet, falls fu¨r alle Individuen aus einer Population mit
Fitneßwerten fi, fj und irgendwelchen Besiedlungszahlen mi, mj
fi
mi
=
fj
mj
∀i, j ∈ Pop
gilt. In der hier entwickelten Fitneßfunktion wird Fitness Sharing nur angewendet, um die
unvergleichbaren Individuen, die den gleichen Rangplatz einnehmen, zu streuen. Durch
den hier vorgestellten Ansatz schart sich um jede Lo¨sung bzgl. einer Population y und einer
Vektorzielfunktion Z in Abha¨ngigkeit von der Fitneß dieser Lo¨sung eine Subpopulation.
Wird innerhalb eines Rangplatzes eine Subpopulation um eine Lo¨sung zu dicht, was auf
Konvergenz hinweist, so sinkt durch Fitness Sharing die Fitneß dieser Lo¨sung und die
Populationsdichte wird im Lauf der Iterationen abnehmen.
Die Selektion im komponierten Lo¨sungsgenerator verla¨uft nun in zwei Phasen. In der er-
sten Phase werden, falls jeweils k Individuen1 aus der aktuellen Population GC zur Bildung
1In der Regel ist k = 2.
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von Nachkommen verwendet werden sollen, zuerst jeweils µ/k k-elementige Mengen von
Rangplatznummern i mit einer Wahrscheinlichkeit porportional zum Wert q(i) durch Zie-
hen mit Zuru¨cklegen aus der Menge der belegten Rangplatznummern ausgewa¨hlt. In der
zweiten Phase wird dann aus jedem Rangplatz, dessen Nummer sich in einer k-Familie
befindet, mit einer Wahrscheinlichkeit proportional zur Funktion f ein konkreter Ziel-
wertvektor ausgewa¨hlt, wodurch schließlich entsprechend viele k-elementige Familien von
Zielwertvektoren erzeugt werden. Diesen Familien entsprechen eindeutig Familien von
Lo¨sungen aus GL, denen wiederum eindeutig Genotypen aus GC entsprechen. Insgesamt
werden k-elementige Familien aus Individuen aus GC gebildet, auf die dann die geneti-
schen Operationen G˜A angewendet werden.
Aus einer Vektorzielfunktion z und den Funktionen q und f wird nun die Fitneßfunktion
fL des Lo¨sungsgenerators konstruiert. Dabei besitzt jedes li aus der aktuellen Population
GL(t) des Lo¨sungsgenerators zwei Fitneßwerte, die von der Phase abha¨ngen, in der sich der
Selektionsvorgang gerade befindet. Es sei yi = z(li) der durch li erzeugte Zielwertvektor
in y.
fL(li) :=
{
q(r(i, y)) Phase 1
f(yi, y) Phase 2
Fu¨r die Auswertungen in Kapitel 7 wird folgendes Lemma zum Paretoranking von Be-
deutung sein:
Lemma 5.2. Sei y = (y1, . . . , yµ) ein Tupel von Zielwertvektoren.
yi <d yj ⇒ r(j, y) > 1 (5.11)
∀yj aus y mit r(j, y) > 1 ∃yi : r(i, y) = 1 und yi <d yj (5.12)
Beweis. Gilt die linke Seite der Implikation (5.11), daß heißt es ist yi <d yj, dann ist in
jedem Fall 2 ∈M(j, y), womit sofort die rechte Seite von 5.11 folgt.
Belegt yj in (5.12) einen Rangplatz gro¨ßer als Eins, dann ist aufgrund der Definition der
Rangfunktion r die Menge M(j, y) nicht leer. Damit existiert eine maximal lange Folge
yk1 <d yk2 <d . . . <d yks−1 <d yj. Daher wird yk1 von keinem Element aus y dominiert und
liegt damit auf Rangplatz Eins, womit die Behauptung folgt.
Die Aussage 5.12 von Lemma 5.2 besagt, daß zu jedem Element yj auf einem der Rang-
pla¨tze 2 bis n mindestens ein Element yi auf Rangplatz Eins existiert, das mit yj ver-
gleichbar ist und yj dominiert.
5.5.4 Bezugsvektorverfahren
Die Verwendung eines Bezugsvektors g a¨hnelt dem Goal Programming, weil ebenfalls ein
Vektor mit Wunschwerten vorgegeben wird. Im Gegensatz zum Goal Programming kommt
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es beim Bezugsvektor aber nicht darauf an, den Abstand zu g zu minimieren, sondern g
dient als Vergleichsbasis fu¨r die Entscheidung, welchem von zwei gegebenen Zielwertvekto-
ren x, y der Entscheider die ho¨here Pra¨ferenz zuweisen soll wenn keine Dominanz vorliegt.
Bei diesem Ansatz werden insbesondere U¨berschreitungen von g bewertet. Dadurch un-
terscheidet sich das Verfahren auch von Ansa¨tzen, die mit Anspruchniveaus (vergleiche
dazu zum Beispiel [Din82, HM79]) arbeiten.
Ebenso wie beim Goal Vektor handelt es sich beim Bezugsvektor weder um eine Restrikti-
on, die notwendig eingehalten werden muß, noch optimiert werden soll. Der Bezugsvektor
muß immer von den Entscheidern bzw. von Kompetenztra¨gern vorgegeben werden, da
schlecht gewa¨hlte Bezugsvektoren das Auffinden zufriedenstellender Lo¨sungen verlangsa-
men. Grundlage fu¨r das Verfahren mit Bezugsvektoren ist die Entwicklung einer Pra¨fe-
renzrelation, in die die Dominanzrelation <d eingebettet ist.
Allgemein ist eine Pra¨ferenzordnung ≺ eine zweistellige Ordnungsrelation auf der Menge
der Alternativen, die in einer Entscheidungssituation zur Verfu¨gung stehen. Die Pra¨feren-
zordnung spiegelt die Vorstellung des Entscheidungsfa¨llers u¨ber die Vorziehenswu¨rdigkeit
von Handlungsalternativen wider [Zim91]. Eine Lo¨sung l ist im Vergleich mit einer Lo¨sung
l′ genau dann vorziehenswu¨rdig, wenn l ≺ l′ ist.
Zur Entwicklung des Bezugsvektorverfahrens wird das modifizierte Minus verwendet. Sei-
en x, y ∈ IR, dann wird das modifizierte Minus wie folgt definiert:
x−. y :=
{
x− y falls x > y
0 sonst
Das modifizierte Minus wird in natu¨rlicher Weise auf Vektoren u, v ∈ IRn, u =
(u1, . . . , un), v = (v1, . . . , vn) fortgesetzt, das heißt u−
. v = (u1−
. v1, . . . , un−
. vn).
Definition 5.7. Es sei g ∈ IRn ein Bezugsvektor. Es seien u, v ∈ IRn und es sei v′ = v−. g
und u′ = u−. g. Dann sei <g⊆ IR
n × IRn die Relation, fu¨r die gilt:
u <g v :⇔ u
′ <d v
′ ∨ u <d v.
Definition 5.8. Sei L eine Menge und sei z : L −→ IRn eine Funktion. Seien ferner
l1, l2 ∈ L und g ∈ IR
n. Dann sei ≺g⊆ L× L die Relation, fu¨r die gilt:
l1 ≺g l2 :⇔ z(l1) <g z(l2).
Die Relation ≺g heißt auch Pra¨ferenzrelation.
Wird die Menge L als Lo¨sungsmenge, g als Vorgabe und die Funktion z : L −→ IRn als
Zielfunktion interpretiert, so kann l1 ≺g l2 folgendermaßen charakterisiert werden:
• Dominiert z(l1) den Zielwertvektor z(l2), so wird l1 bevorzugt.
5.5. ENTWURF GLOBALER FITNESSFUNKTIONEN 81
• Erfu¨llt z(l2) die von z(l1) nicht erfu¨llten Vorgaben noch schlechter als z(l1), so wird
l1 bevorzugt (auch dann, wenn Z(l2) die von z(l1) erfu¨llten Vorgaben besser erfu¨llt).
• Werden die von z(l1) nicht erfu¨llten Vorgaben von z(l2) in exakt der gleichen Weise
nicht erfu¨llt, dann wird die Lo¨sung l1 pra¨feriert, falls z(l2) mindestens eine der durch
z(l1) erfu¨llten Vorgaben nicht erfu¨llt.
Im folgenden Exkurs wird die verbale Charakterisierung der Pra¨ferenzrelation formal ge-
zeigt:
Lemma 5.3. Seien u = (u1, . . . , un), v = (v1, . . . , vn) ∈ IR
n. Sei wieder u′ = u−. g bzw.
v′ = v−. g fu¨r ein beliebig aber festes g ∈ IRn. Dann gilt fu¨r alle i = 1(1)n:
(i) (u′i 6= 0 ∧ u
′
i = v
′
i)⇔ ui = vi
(ii) (u′i < v
′
i)⇔ ui < vi
(iii) ∀n ∈ N>0∃u, v ∈ IRn : (u′i = 0 ∧ u
′
i = v
′
i)⇒ ui 6= vi
(iv) u′i ≥ 0
Beweis. Behauptung (iv) folgt unmittelbar aus der Definition von u′.
Es gelte die linke Seite von Behauptung (i), mit u′i = v
′
i > 0, das heißt vi− gi = v
′ = u′ =
ui − gi, daß heißt vi = ui. Der Fall u′i = v
′
i < 0 ist nach (iv) ausgeschlossen.
Es gelte die linke Seite von (ii) mit u′i = 0, das heißt ui ≤ gi < vi nach Definition des
modifizierten Minus. Es gelte die linke Seite von (ii) mit u′i > 0, das heißt 0 < ui − gi <
vi− gi nach Definition des modifizierten Minus, das heißt ui < vi. Der Fall u′i < 0 ist nach
(iv) ausgeschlossen.
Die Behauptung (iii) la¨ßt sich fu¨r beliebiges n ∈ N>0 durch ein Beispiel zeigen. Es seien
u, v, g ∈ IRn mit u = (1, . . . , 1), v = (2, . . . , 2) und g = (3, . . . , 3). Dann ist u′ = v′ =
(0, . . . , 0) und u 6= v.
Lemma 5.4. Gilt u′i = v
′
i fu¨r alle i mit u
′
i 6= 0 so ist u <g v a¨qivalent zu
(i) ∃i : vi > gi ∧ u′i = 0 oder
(ii) ∀i mit u′i = 0 gilt ui ≤ vi ∧ ∃j : uj < vj.
Beweis. Es werden zwei Fa¨lle unterschieden:
“⇒:” Im ersten Fall gelte u′ <d v′. Somit gibt es ein i mit u′i < v
′
i, das heißt u
′
i 6= v
′
i.
Aufgrund der Generalvoraussetzung und Lemma (5.3) Behauptung (iv) ist u′i = 0.
Also v′i = vi−
. gi > ui−
. gi = u
′
i = 0 also vi−
. gi > 0, also gi 6= vi, also nach Definition
des modifizierten Minus gi < vi. Daraus folgt (i).
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Im zweiten Fall gelte u <d v. Es gilt fu¨r alle i die Ungleichung ui ≤ vi. Ferner gibt es
nach Definition der Dominanz ein j mit uj < vj. Da fu¨r alle u
′
i 6= 0 mit Lemma 5.3
(i) die Komponentengleichheit ui = vi folgt, muß es ein uj mit u
′
j = 0 und uj < vj
geben. Damit folgt (ii).
“⇐:” Es gelte (i). Nach Lemma 5.3 (iv) gilt fu¨r alle i stets u′i, v
′
i ≥ 0. Mit u
′
i = 0
gilt somit u′i ≤ v
′
i. Fu¨r alle i mit u
′
i 6= 0 gilt ui = vi nach Voraussetzung. Damit gilt
insgesamt ui ≤ vi fu¨r alle i. Nach (i) gibt es ein i mit v′i = vi−
. gi > 0 = u
′
i. Damit
folgt u′ <d v
′, also u <g v.
Gilt (ii), so folgt aus der Komponentengleichheit u′i = v
′
i fu¨r alle u
′
i 6= 0 mit Lemma
5.3 (i) auch ui = vi und mit (ii) folgt u <d v.
Lemma 5.5. Es gebe ein i mit u′i 6= v
′
i fu¨r u
′
i 6= 0, dann gilt:
u <g v ⇔ ∀i mit u
′
i 6= 0 gilt ui ≤ vi und ∃j mit u
′
j 6= 0 und uj < vj.
Beweis.
“⇒:” Es sei u <d v. Dann gilt fu¨r alle Komponenten i die Ungleichung ui ≤ vi. Nach
der Voraussetzung gibt es ein i mit u′i < v
′
i oder v
′
i < u
′
i. Wa¨re v
′
i < u
′
i, dann wa¨re
nach Lemma 5.3 (ii) vi < ui, was einen Widerspruch zu ui ≤ vi darstellt. Also muß
u′i < v
′
i gelten und wieder mit Lemma 5.3 (ii) folgt ui < vi. Somit gibt es ein j mit
u′j 6= 0 und uj < vj. Insgesamt folgt die rechte Seite der A¨quivalenz.
Sei u′ <d v
′. Dann gilt fu¨r alle i die Ungleichung u′i ≤ v
′
i. Insbesondere gilt dies fu¨r
alle i mit u′i 6= 0, das heißt mit Lemma 5.3 (i) und (ii) folgt ui ≤ vi fu¨r alle u
′
i 6= 0.
Nach Voraussetzung gibt es ein i mit u′i 6= 0 und u
′
i 6= v
′
i, also u
′
i < v
′
i, also ui < vi,
woraus die rechte Seite der A¨quivalenz folgt.
“⇐:” Aus der Rechten Seite der A¨quivalenz folgt fu¨r alle u′i 6= 0 mit Lemma 5.3 (i)
und (ii) u′i ≤ v
′
i. Fu¨r alle u
′
i = 0 gilt stets u
′
i ≤ v
′
i. Damit gilt fu¨r alle i = 1(1)n
u′i ≤ v
′
i. Ferner gibt es ein j mit u
′
j 6= 0 und uj <d vj. Damit gilt mit Lemma 5.3
Behauptung (iii) u′j <d v
′
j womit die linke Seite der A¨quivalenz erfu¨llt ist.
Der wesentliche Nutzen der Pra¨ferenzrelation ≺g liegt beim Vergleich mit der Dominanz-
relation in der sta¨rkeren Einschra¨nkung der Menge der zu betrachtenden Lo¨sungen. Fu¨r
den Entscheider bedeutet dies eine Entlastung.
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Aus u <d v folgt nicht notwendig u
′ <d v
′ wie das folgende Beispiel zeigt: Sei u =
(1, 1, 1, 1), v = (2, 2, 2, 2), g = (3, 3, 3, 3) ∈ IR4. Dann gilt (1, 1, 1, 1) <d (2, 2, 2, 2), aber es
ist (0, 0, 0, 0) 6<d (0, 0, 0, 0).
Ebenso folgt aus u′ <d v
′ nicht notwendig u <d v. Es sei u = (1, 2, 4, 5), v = (2, 1, 6, 7) mit
g = (3, 3, 3, 3). Dann ist u′ = (0, 0, 1, 2), v′ = (0, 0, 3, 4) und es gilt (0, 0, 1, 2) <d (0, 0, 3, 4)
aber u = (1, 2, 4, 5) 6<d (2, 1, 6, 7) = v.
Zum Abschluß wird noch das nachfolgende Lemma gezeigt.
Lemma 5.6. Es gibt kein (u1, . . . , un) = u, (v1, . . . , vn) = v ∈ IR
n und g ∈ IRn mit
u <g v ∧ v <g u.
Beweis. Es werden folgende Kombinationen Betrachtet:
(i) u′ <d v
′ ∧ v′ <d u′ (ii) u <d v ∧ v <d u
(iii) u′ <d v
′ ∧ v <d u (iv) u <d v ∧ v′ <d u′
Die Fa¨lle (i) und (ii) sind trivial, da sie unmittelbar die Definition von <d verletzen.
Aus (iii) ergibt sich wie folgt ein Widerspruch. Ist u′ <d v
′ ∧ v <d u, dann folgt ∃i, j :
u′i−
. g < v′i−
. g ∧ vj < uj. Daraus folgt ui < vi ∧ vj < uj, was im Widerspruch zu v <d u
steht. Fall (iv) kann aus Gru¨nden der Symmetrie analog gezeigt werden.
Der Bezugsvektoransatz kann im komponierten Lo¨sungsgenerator auf die gleiche Weise
wie Paretoranking mit Nischenbildung verwendet werden, wobei lediglich die Relation <d
durch <g bzw. ≺g ersetzt wird.
5.6 Diskussion
Die drei Fitneßfunktionen sind auf verschiedene Szenarios zugeschnitten. Das Archime-
dische Zielprogammieren hat den Vorteil, daß es Vektoren auf Skalare abbildet, wodurch
die Darstellbarkeit der Gu¨te der Lo¨sungen und damit das Auffinden einer Alternative fu¨r
den Entscheider vereinfacht wird. Ist ein idealer Zielwertvektor bekannt und wird dieser
als Goal verwendet, so liefert das Goal Programming, wie weiter oben bereits dargelegt
wurde, mit jeder Optimallo¨sung auch eine Optimallo¨sung fu¨r das entsprechende Vektormi-
nimierungsproblem. Da die Produktionsplanung und -steuerung letztendlich versucht, ein
Vektorminimierungsproblem zu lo¨sen, ist das Goal Programming in diesem Fall ein sinn-
volles Verfahren. Im Rahmen der in Kapitel 7 durchgefu¨hrten Unternehmenssimulation
steht ein idealer Vektor zur Verfu¨gung. Der Lo¨sungsgenerator kann somit zur Erzeugung
eindimensionaler Fitneßwerte eingesetzt werden, deren Entwicklung unmittelbar in einem
Diagramm auswertbar ist, wodurch der Entscheider bei der Auswahl einer Alternative
deutlich entlastet wird.
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Paretoranking mit Nischenbildung ist ein allgemeines Verfahren zur formalen Einschra¨n-
kung des Zielwertvektorraums auf funktional effiziente Zielwertvektoren bezu¨glich der
durchlaufenen Populationen und der Vektorzielfunktion. Es werden also solche Zielwert-
vektoren gesucht, zu denen es garantiert keinen in allen Komponenten mindestens gleich
guten und in mindestens einer Komponente besseren Zielwertvektor gibt. Nur in dieser
eingeschra¨nkten Menge muß der Entscheider nun mit subjektiven Methoden eine zu rea-
lisierende Alternative auswa¨hlen. Durch das Paretoranking ko¨nnen Genetische Algorith-
men mit ihrer “natu¨rlichen” Mengenorientierung fu¨r die Suche nach funktional effizienten
Lo¨sungen eingesetzt werden. Die Nischenbildung verhindert die vorzeitige Konvergenz ge-
gen ein nicht dominiertes Individuum, da sie anna¨hernd dafu¨r sorgt, daß im Nischenradius
jeden Individuums eines Rangplatzes die Anzahl der Nachbarn im Gleichgewicht ist.
Der Ansatz mit Bezugsvektor hat eine andere Intention als der mit Paretoranking. Da
das Bezugsvektorverfahren die Dominanzrelation <d echt in <g einbettet, ordnet es damit
sta¨rker auf IRn als die Dominanzrelation, da es eine subjektive Pra¨ferenz des Entschei-
ders in Form des Bezugsvektors beinhaltet. Dadurch wird die Menge der unvergleichbaren
Lo¨sungen sta¨rker reduziert, was bei einer geeigneten Wahl von g eine deutliche Entlastung
fu¨r den Entscheider bedeutet. Es handelt sich beim Bezugsvektorverfahren im Gegensatz
zum Paretoranking nicht um eine formale Methode zum Auffinden der Menge der funk-
tional effizienten Lo¨sungen.
Kapitel 6
Modellierung der impliziten
Kooperation
In diesem Kapitel wird die Architektur zur impliziten Kooperation beschrieben. Wie an
verschiedenen Stellen der Arbeit bereits angedeutet wurde und wie weiter unten noch
genau begru¨ndet wird, soll die Qualita¨t, das heißt Fitneß von Produktionspla¨nen durch
eine Simulation des betrachteten Produktionssystemstyps auf Basis ho¨herer Petri-Netze
ermittelt werden.
Die Literatur zum Einsatz ho¨herer Petri-Netze in Bereichen wie Workflow Management
[AB97], Computer Integrated Manufacturing [HB86, TH86, Bus89, GBK88], Flexible Fer-
tigungssysteme [ECM95], Manufacturing Systems [BAM91, TB90, Zim95a] oder Integra-
tion von Produkt- und Prozeßdesign [HL90] zeigt das breitgefa¨cherte Anwendungsfeld von
Petri-Netzen. Jaeschke, Oberweis und Stucky fu¨hren in [JOS94] die Verbindung komplexer
Ablauf- und Objektstrukturen, die Bearbeitung großer Datenmengen, die Beru¨cksichti-
gung von Zeit, die Auswahl von modularisierbaren Top Down und Bottom Up Entwick-
lungsstrategien und die Ausfu¨hrbarkeit der entwickelten Modelle als wesentliche Merkmale
von Simulationsmodellen an und stellen fest, daß in den meisten Modellen immer nur eini-
ge dieser Aspekte unterstu¨tzt werden, wa¨hrend die anderen Aspekte stark vernachla¨ssigt
oder gar nicht beru¨cksichtigt werden. Die konkrete Modellierung der Simulation wird in
der vorliegenden Arbeit mit sogenannten THOR-Netzen durchgefu¨hrt, die weiter unten
ausfu¨hrlich beschrieben werden.
Bei dem hier gewa¨hlten Ansatz muß eine U¨bergabe der Planungsergebnisse an die Simu-
lation realisiert werden. Konkret muß eine Schnittstelle zur Verfu¨gung gestellt werden,
an der die mit den Lo¨sungsgeneratoren erzeugten Teilproduktionspla¨ne als simulierbare
Globalpla¨ne ans Petri-Netz u¨bergeben werden. Zu diesem Zweck wird der Begriff des PPS-
Objekts eingefu¨hrt. Anschaulich wird hier aus den Codierungen der Teilproduktionspla¨ne
ein Globalplan aus Objekt-Marken gebaut, die dann das Petri-Netz durchlaufen und die
Simulation des Bearbeitungsflusses steuern.
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In Abschnitt 6.1 wird das Modell der impliziten Kooperation anhand seiner Architektur
vorgestellt. In Abschnitt 6.2 werden THOR-Netze eingefu¨hrt, mit denen der Ansatz der
impliziten Kooperation durchga¨ngig modelliert wird. Der nachfolgende Abschnitt 6.3 be-
schreibt die Anknu¨pfung der THOR-Netze an eine relationale Datenbank. Abschnitt 6.4
beschreibt das Hauptnetz, das die oberste konzeptuelle Modellebene der impliziten Ko-
operation bildet. Die Planungskomponente wird in Abschnitt 6.5 spezifiziert. Nachfolgend
wird in Abschnitt 6.6 die Schnittstelle zwischen der Planungsgkomponente und dem Pro-
duktionssystem modelliert. Abschnitt 6.7 stellt das Produktionssystem vor, das durch die
Simulation eines Reparatur- und Wartungssystems realisiert wird. Im letzten Abschnitt
6.8 wird die Modellierung des Ansatzes zur impliziten Kooperation diskutiert.
6.1 Modell
Die Darstellung in Abbildung 6.1 zeigt mit den Komponenten Planung,
Produktionssystem, Steuerung/Umplanung und Datenbank die Architektur zum
Modell der impliziten Kooperation.
Der prinzipielle Ablauf eines Planungsschritts im Modell der impliziten Kooperation teilt
sich in eine Planungs- und eine Simulationsphase. In der Planungsphase wird die Produk-
tionsplanung durchgefu¨hrt. Sie zergliedert sich, wie bereits in Kapitel 2 erla¨utert wurde,
in r feste Teilplanungsaufgaben, wie Losgro¨ßenplanung, Ressourcenbelegung, Personalpla-
nung usw. In der Planungsphase liefert die Planungskomponente durch Ausfu¨hrung von
Teilplanungsverfahren somit einen Pool von r Teilpla¨nen, die auf den in Abbildung 6.1
dargestellten Schnittstellen p1,1 bis pr,n(r) abgelegt werden. Jeder Teilplan i = 1(1)r ver-
teilt sich auf n(i) Stellen. In der Simulationsphase wird dann jeder Produktionsplan durch
die Komponente Produktionssystem ausgefu¨hrt. Sollte sich der Plan als undurchfu¨hrbar
erweisen oder treten Sto¨rfa¨lle auf, wird dies an die Komponente Steuerung/Umplanung
gemeldet, die daraufhin einen Umplanungsvorgang einleitet.
Insgesamt werden m verschiedene Ziele verfolgt. Entsprechend werden m Schnittstellen
Z1 bis Zm angelegt. Auf Schnittstelle Zi liegt die Zielwertauspra¨gung, die die Simulation
eines Globalplans fu¨r das i-te Ziel liefert. Ist die Simulation aller globalen Produktions-
pla¨ne beendet, findet sich auf den Schnittstellen Z1 bis Zm zu jedem Produktionsplan
ein bestimmter Zielwert zu den entsprechenden Zielen. Die Planungskomponente liest die
Zielwerte von den Stellen ein, ordnet jedem globalen Plan anhand seiner Zielwerte ei-
ne Fitneß zu und vererbt die Fitneßwerte an alle Teilpla¨ne, aus denen sich der jeweilige
Globalplan zusammensetzt. Anschließend erzeugt die Planung eine neue Generation mit
neuen Pla¨nen, die wieder auf die Stellen p1,1 bis pr,n(r) ausgegeben werden, womit ein
neuer Simulationszyklus beginnt.
Das Datenbanksymbol in Abbildung 6.1 macht deutlich, daß alle Planungs- und Simu-
lationsprozesse aufgrund der großen Datenvolumina im Produktionssystem datenbank-
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Abbildung 6.1: Architektur der impliziten Kooperation
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gestu¨tzt ablaufen.
6.2 THOR-Netze
THOR-Netze, (Timed Hierarchical Object-Related Netze), sind ho¨here Petri-Netze
[JR91], mit einem Zeit-, Objekt- und Hierarchiekonzept, die als ereignisorientiertes Modell
[Pag91] sowie als Modellbeschreibungssprache fu¨r Systeme mit diskreten Zusta¨nden und
kontinuierlicher Zeit verwendet werden ko¨nnen (zum Begriff der Petri-Netze siehe bei-
spielsweise [Sta90, Son92]). Die nachfolgenden Erla¨uterungen zu THOR-Netzen sind be-
wußt anschaulich gehalten. Ein U¨berblick u¨ber die zentralen Merkmale von THOR-Netzen
findet sich in [SSW95]. Die zugrundeliegenden Simulationskonzepte werden in [SWK94]
beschrieben. Die sehr umfangreichen formalen Definitionen der THOR-Netze ko¨nnen bei
[FLSW93] nachgelesen werden. Eine umfassende Beschreibung der THOR-Netze und der
mit ihnen verbundenen Entwicklungsumgebung findet sich in [Wie95].
Stellen
In einem THOR-Netz besitzt jede Stelle einen optionalen Namen, eine Kapazita¨t, einen
Typ und eine Struktur. Die Kapazita¨t einer Stelle gibt die maximale Anzahl von Marken
an, die sich zu einem Zeitpunkt ho¨chstens auf der Stelle befinden du¨rfen. Durch die Typ-
angabe wird festgelegt, welche (Klassen)Objekte auf einer Stelle abgelegt werden du¨rfen.
Die mo¨glichen Stellenstrukturen werden in Abbildung 6.2 gezeigt. Eine Stelle mit der
Struktur Multiset nimmt Objekte vom gleichen Typ auf, ohne dabei eine ausgezeichnete
Reihenfolge zu beachten. Stellen mit der Struktur Stack bzw. Queue bewirken das Bewegen
von Marken nach FIFO bzw. LIFO-Ordnung. Bei Stellen mit Struktur Priority Queue
werden die Marken mit benutzerdefinierten Priorita¨ten versehen, wobei beim Schalten
einer Transition stets die Marke mit der ho¨chsten Priorita¨t von der Stelle abgezogen wird.
Kanten
In THOR-Netzen gibt es fu¨nf verschiedene Kantenarten, die in Abbildung 6.3 zu se-
hen sind. Standardkanten ko¨nnen mit einer positiven Zahl n ∈ N, dem Kantengewicht,
beschriftet werden. Das Kantengewicht gibt an, wieviele Objekte (gleichen Typs) beim
Schalten einer inzidenten Transition von der Stelle abgezogen bzw. hinzugefu¨gt werden,
wenn die Transition schaltet.
Enabling-Kanten werden in gleicher Weise wie Standardkanten beschriftet und haben
den gleichen Einfluß auf die Aktiviertheit einer Transition. Jedoch werden keine Marken
von einer Vorliegerstelle, die u¨ber eine Enabling-Kante mit der Transition verbunden ist,
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Abbildung 6.2: Stellenstrukturen
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Hyper-Kante
Abbildung 6.3: Kantenarten
beim Schalten der Transition abgezogen. Die Marken ko¨nnen aber beim Schalten von der
Transition gelesen werden.
Consuming-Kanten ko¨nnen nur mit einem Namen beschriftet werden. Sie beeinflussen
nicht die Aktiviertheit einer Transition. Ihre einzige Funktion besteht im Abzug aller
Marken von der inzidenten Stelle, falls die inzidente Transition schaltet. Die Transition
kann auf die abgera¨umten Marken nicht zugreifen.
Inhibitor-Kanten ko¨nnen mit einem Namen und einem Kantengewicht n ∈ N \ {0} be-
schriftet werden. Eine inzidente Transition kann nur dann aktiviert sein, wenn die inziden-
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te Stelle weniger als n Marken entha¨lt. Die Marken werden beim Schalten der Transition
weder kopiert noch bewegt.
Hyper-Kanten treten im Zusammenhang mit Aufruftransitionen auf. Ihr Einsatz wird
weiter unten beim Hierarchiekonzept besprochen.
Jede Kante kann optional mit einem Namen versehen werden. Kanten ko¨nnen mit Va-
riablennamen beschriftet werden, u¨ber die eine Transition die Marken der adjazenten
Stellen referenzieren kann. In Abbildung 6.4 ist beispielsweise eine der beiden Standard-
kanten mit dem Gewicht Eins und dem Variablennamen x beschriftet. Kanten, die nicht
mit Multiset-Stellen inzidieren, du¨rfen nur ein Kantengewicht von 1 haben. Kanten, die
von einer Transition zu einer Stelle fu¨hren, du¨rfen nur vom Typ Standardkante sein.
Abbildung 6.4 zeigt vier Kantentypen und die Stellenstrukturen Stack bei den Stellen p4
und p5 sowie die Strucktur Queue bei Stelle p1.
Transitionen
Transitionen ko¨nnen optional mit einem Namen beschriftet werden. In Abbildung 6.4 hat
die Transition den Namen t. Jede Transition besitzt eine Schaltkapazita¨t SK(t) die angibt,
wie oft sie parallel zu sich selbst schalten kann. Standardma¨ßig betra¨gt die Schaltkapazita¨t
Eins.
Transitionen ko¨nnen mit einer Schaltbedingung beschriftet werden, die angibt, unter wel-
cher Voraussetzung eine Transition aktiviert ist. Die Schaltbedingung wird durch einen
booleschen Ausdruck festgelegt. In Abbildung 6.4 lautet die Schaltbedingung BED(t):
y>4. Es ist zu bemerken, daß die Transitionsbeschriftung BED(t) u¨ber die Variable y auf
ein Integer-Objekt der Stelle p2 zugreifen kann.
Zur Realisierung des Zeitkonzepts besitzen Transitionen eine Schaltdauer und eine
Verzo¨gerungszeit. Beide ko¨nnen von einer stochastischen Verteilungsfunktion oder, wie im
Beispiel, von einem Attributwert eines Vorbereichsobjekts abha¨ngen. Die Verzo¨gerungs-
zeit gibt den Zeitraum an, in dem eine Transition ununterbrochen aktiviert sein muß,
bis sie schalten kann. Die Schaltdauer bestimmt die Zeitdauer, die der Schaltvorgang in
Anspruch nimmt. In Abbildung 6.4 wird die Schaltdauer SD(t) durch das Attribut y
und die Verzo¨gerungszeit VZ(t) durch das Attribut x beschrieben. In THOR-Netzen gibt
es keine globale Zeit, vielmehr ergibt sich der Zeitstempel eines Nachliegerobjekts einer
Transition aus der Schalt- und Verzo¨gerungsdauer der Transition sowie den Zeitstempeln
der Objekte der Vorliegerstellen der Transition.
Die Schaltaktion einer Transition legt deren Verhalten beim Schalten fest. In der aktuel-
len Implementierung von THOR-Netzen wird das Schaltverhalten durch einen beliebigen
C++-Codeblock spezifiziert. Im Beispiel besteht die Schaltaktion AKT(t) aus dem Code
z = x + y.
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VZ(t): x
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AKT(t): z = x + y
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Abbildung 6.4: Schalten einer flachen Transition T = 0
Objektkonzept
Das Objektkonzept erlaubt in der gegenwa¨rtigen Ausfu¨hrung der THOR-Netze die Defi-
nition von Marken durch Klassenobjekte beliebiger C++-Klassen. Die Klassen legen die
Typen der Stellen im THOR-Netz fest. Damit sind die Stellen eines THOR-Netzes im
Gegensatz zu den Stellen in einem Stellen-Transitionen-Netz mit individuellen Marken
markierbar.
Hierarchiekonzept
Das Hierarchiekonzept bietet die Mo¨glichkeit, Unternetze in Form einer Transitionen-
verfeinerung [HJS90] aufzufalten oder im Sinne eines Prozeduraufrufs einer imperativen
Programmiersprache als Unternetz aufzurufen [CK81], wobei insbesondere auch rekursive
Unternetzaufrufe mo¨glich sind. Abbildung 6.5 zeigt die Netzelemte des Hierarchiekonzepts,
die im Verlauf des nachfolgenden Textes erla¨utert werden. Der prozedurale Unternetzauf-
ruf ist in Abbildung 6.6 und 6.7 dargestellt. Bei THOR-Netzen ist es u¨blich, alle Stellen-
und Transitionenarten, die sich auf ein aufgerufenes bzw. expandiertes Netz beziehen,
mit englischen Namen zu bezeichnen, wa¨hrend die entsprechenden Stellen im aufrufenden
Netz mit deutschen Namen bezeichnet werden [Wie95].
Aufruftransitionen besitzten analog zu Standardtransitionen Verzo¨gerungszeit, Schaltdau-
er, Schaltkapazita¨t und Schaltbedingung. Der Aktionsblock entha¨lt aber statt eines C++-
Codeblocks nur den Namen des Unternetzes, das beim Schalten einer Aufruftransition
aufgerufen wird. Aufruftransitionen werden im THOR-Netzeditor grau dargestellt.
Die Stellen, die mit einer Aufruftransition verbunden sind, werden als Randstellen bezeich-
net. Sie unterteilen sich in Einbettungsstellen und U¨bergabestellen, wobei die Festlegung
auf eine der beiden Stellenarten durch den Typ der Kante, die die Stelle mit einer Aufruf-
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Hyper-Kante
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Share-Stelle
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Abbildung 6.5: Netzelemente des Hierarchiekonzepts
transition verbindet, festgelgt wird. Eine U¨bergabestelle entsteht, falls die Verbindung mit
einer Standardkante hergestellt wird. Eine Einbettungsstelle entsteht, falls die Verbindung
mit einer Hyper-Kante geknu¨pft wird.
Zu jeder U¨bergabe- bzw. Einbettungsstelle gibt es im aufgerufenen Netz genau eine kor-
respondierende Stelle, die als Input/Outputstelle bzw. Sharestelle bezeichnet wird. In
Abbildung 6.6 sind die Stellen S1 und S2 Einbettungsstellen. Im Unternetz werden die
korrespondierenden Sharestellen hellgrau dargestellt. In Abbildung 6.7 sind dies die Stel-
len s1 und s2. Die Stellen S3, S7, S8 und S9 in Abbildung 6.6 sind U¨bergabestellen. Sie
korrespondieren mit den Stellen s3, s7, s8 und s9 des Unternetztes aus Abbildung 6.7.
Input/Outputstellen werden vom THOR-Netzeditor dunkel gefa¨rbt.
1 x
S2
S1
S3
S4
S5
S6
S7
S9
S8
VZ(t): 0
SD(t): 5
BED(t): x < y[0]
AKT(t): SubNet1
SK(t): 1
t
3y
1
2z
3
1
5
Abbildung 6.6: Schalten einer Aufruftransition
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s2 s1
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s8
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SK(te): 1
VZ(te): 0
SD(te): 8
BED(te): true
Abbildung 6.7: Aufgerufenes Unternetz
U¨bergabestellen u¨bergeben bzw. u¨bernehmen Objekte an bzw. von den entsprechenden
Input/Outputstellen im Unternetz. Die Input/Outputstellen des Unternetzes bilden ei-
gensta¨ndige Stellen, die unabha¨ngig von den korrespondierenden U¨bergabestellen stets
die Struktur Multiset haben. Lediglich der Typ der U¨bergabestellen und der korrespon-
dierenden Input/Outputstellen muß u¨bereinstimmen.
Im Unterschied zu den Input/Outputstellen handelt es sich bei den Sharestellen lediglich
um Referenzen zu den korrespondierenden Einbettungsstellen des aufrufenden Netzes.
Sharestellen du¨rfen sich von Einbettungsstellen lediglich durch ihren Namen unterschei-
den. Sharestellen haben die Funktion von Verbindungskana¨len und erlauben so verschiede-
nen Unternetzen den Zugriff auf gemeinsame Objekte. Die Referenz zwischen Sharestellen
und Einbettungsstellen wird durch Hyperkanten hergstellt. Daher besitzen Hyperkanten
weder eine Orientierung noch einen Namen oder ein Gewicht.
Stopptransitionen werden, wie in Abbildung 6.7 an der Transition te erkennbar, vom Netz-
editor durch graue, dick umrandete Rechtecke dargestellt. Ihre Funktion wird nachfolgend
genauer beschrieben.
Schaltregel
Ein Schaltereignis besteht aus einer Transition und einer Menge von Objekten des Vor-
bereichs der Transition. Ein Schaltereignis erfu¨llt die Vorbereichsbedingungen, wenn den
Kantenbeschriftungen entsprechend viele bzw. wenige Objekte auf den Vorbereichsstellen
liegen und die Objekte des Vorbereichs die Schaltbedingung der inzidenten Transition
erfu¨llen. In Abbildung 6.4 auf Seite 91 erfu¨llen zum Zeitpunkt T = 0 die Schaltereigni-
se [4, 5, t] und [2, 5, t] wegen 5 > 4 die Schaltbedingung BED(t). Ein Schaltereignis ist
vollsta¨ndig verzo¨gert, wenn es wa¨hrend der Verzo¨gerungszeit ununterbrochen die Vorbe-
reichsbedingungen erfu¨llt hat. Ein Schaltereignis ist aktiviert, falls es vollsta¨ndig verzo¨gert
wurde, genu¨gend Stellenkapazita¨ten im Nachbereich frei sind und die Transition freie
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VZ(t): x
SD(t): y
BED(t): y > 4
AKT(t): z = x + y
5
3
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9
Abbildung 6.8: Schalten einer flachen Transition T = 9
Schaltkapazita¨t hat. Beim Schaltbeginn eines aktivierten Schaltereignisses werden die Vor-
bereichsobjekte gema¨ß ihrer Kantenbeschriftung von der beteiligten Transition abgezogen.
Die Schaltkapazita¨t der Transition wird dekrementiert und auf den Nachliegerstellen wird
dem jeweiligen Kantengewicht entsprechend ausreichend Platz reserviert.
Im Beispiel ist das Ereignis [2, 5, t] zum Zeitpunkt T = 2 wegen x = 2 und V Z(t) = x
vollsta¨ndig verzo¨gert. Da das Objekt 2 aber hinter dem Objekt 4 in der FIFO-Liste liegt,
kann die Transition nicht schalten. Zum Zeitpunkt T = 4 ist das Schaltereignis [4, 5, t]
vollsta¨ndig verzo¨gert und t kann schalten. Beim Schaltvorgang wird die Schaltkapazita¨t
der zum aktivierten Schaltereignis geho¨renden Transition dekrementiert. Im Beispiel er-
gibt sich damit SK(t) := SK(t) − 1. Die Objekte aus dem Vorbereich werden gema¨ß
Stellenstruktur, Kantenbeschriftung und -typ abgezogen. Im Nachbereich werden Kapa-
zita¨ten reserviert und es wird die Schaltdauer des Schaltereignisses bestimmt. Im Beispiel
gilt SD(t) = y = 5. Also vergehen fu¨nf Zeiteinheiten bis zum Schaltende. Es ist zu beach-
ten, daß strukturierte Stellen nur mit einer Marke an einem Schaltvorgang beteiligt sein
ko¨nnen. Nach Ablauf der Schaltdauer werden fu¨r die Nachbereichsstellen via Standard-
konstruktoren Objekte gema¨ß der Beschriftung der ausfu¨hrenden Kanten erzeugt. Dann
wird die Schaltaktion ausgefu¨hrt. In Abbildung 6.8 entha¨lt die Variable z somit nach
Ausfu¨hrung von z = x + y den Wert 9.
Beinhaltet ein Schaltereignis eine Aufruftransition, so kann diese, analog zu flachen Tran-
sitionen, nach Ablauf der Verzo¨gerungszeit schalten. Nach dem Ablauf der Schaltdauer
wird eine Instanz des entsprechenden Unternetzes erzeugt. Falls Eingabestellen vorhan-
den sind, werden von ihnen gema¨ß der Kantenbeschriftungen Marken abgezogen und
auf die entsprechenden Input-Stellen bewegt. Dann wird das Unternetz initialisiert. Das
Unternetz kann nun als Bestandteil des aufrufenden Netzes schalten. Sind Stopptransi-
tionen im aufgerufenen Netz vorhanden und schaltet die erste von ihnen, so darf keine
Transition des Unternetzes mehr mit einem Schaltvorgang beginnen. Bereits schaltende
(Aufruf)Transitionen im Unternetz du¨rfen ihren Schaltvorgang noch beenden. Ist dies ge-
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schehen, werden die Inhalte der Outputstellen, sofern vorhanden, auf die korrespondieren-
den Ausgabestellen bewegt. Nachfolgend werden die Schaltkapazita¨t der Aufruftransition
inkrementiert, die Reservierungen freigegeben und die Objekte der Output-Stellen auf
den korrespondierenden Nachbereichsstellen abgelegt. Die Unternetzinstanz und alle von
dieser aufgerufenen Unternetzinstanzen werden gelo¨scht.
In Abbildung 6.8 wird das Objekt 9 auf dem Stack der Stelle p5 abgelegt. Die Simulati-
onszeit ist auf T = 9 vorgeru¨ckt. Da die Schaltkapazita¨t nach dem Schalten wieder um
Eins erho¨ht wird und das Schaltereignis [2, 5, t] immer noch alle Bedingungen erfu¨llt, kann
t sofort wieder schalten. Das Resultat ist, wie Abbildung 6.9 zeigt, zum Zeitpunkt T = 14
auf der Stelle p5 sichtbar.
VZ(t): x
SD(t): y
BED(t): y > 4
AKT(t): z = x + y
5
3
1 y 1 x
1 z
t
p5
p1
p2
p3
p4
SK(t): 1
7
9
Abbildung 6.9: Schalten einer flachen Transition T = 14
6.3 Ankopplung einer Datenbank an THOR-Netze
Stucky und Wienand [SW96] sehen in der ha¨ufig fehlenden Datenbankanbindung von
Petrinetz-Tools eines der gro¨ßten Hindernisse fu¨r deren Einsatz bei der Modellierung be-
triebswirtschaftlicher Realsysteme. Da große Datenmengen ein wesentliches Charakteri-
stikum von Produktionssystemen sind und THOR-Netze keine Datenbankschnittstelle be-
sitzen, werden hier zwei Datenbankanbindungen entwickelt. Die erste Anbindung betrifft
die Anbindung von THOR-Netzen u¨ber eine ODBC-Schnittstelle. Die zweite Anbindung
besteht in einer direkten Kopplung der THOR-Netze mit einer POSTGRES-Datenbank.
Die Open Database Connectivity-Schnittstelle (ODBC-Schnittstelle) stellt auf der Ap-
plikationsebene in Verbidung mit der Microsoft Foundation Class Library (MFC)
[Mic94b, Mic94a] mit speziellen Funktionen eine SQL-Schnittstelle zum Zugriff auf Daten-
banksysteme wie Oracle, MS-ACCESS etc. zur Vefu¨gung. Dazu wa¨hlt ein Treiber-Manager
die entsprechenden Treiber, die zur Ausfu¨hrung der Applikationen beno¨tigt werden, aus
und la¨dt sie. Der geladene Treiber fu¨hrt die ODBC-Funktionsaufrufe aus, u¨bermittelt
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SQL-Anfragen an die spezifizierte Datenquelle und liefert Ergebnisse an die Applikation
zuru¨ck. Gegebenenfalls vera¨ndert der Treiber die Anfragen der Applikation, so daß sie mit
der Syntax des assoziierten Datenbanksystems u¨bereinstimmen. Durch den ODBC-Treiber
wird die Applikation von einem darunter liegenden Datenbanksystem unabha¨ngig.
Auf der Seite der THOR-Netze sind die Datenbankabfragen in C++-Code eingebettet.
Daraus ergibt sich ein Problem, das aus dem Paradigmenwechsel von der mengenorien-
tierten Anfragesprache SQL zur sequentiell ausgerichteten Sprache C++ resultiert. Um
dieses Problem zu beherrschen, wird von der MFC-Schnittstelle ein Cursor angeboten, der
einer Datenbanktabelle zugeordnet ist. Der Cursor besteht aus einem Zwischenspeicher,
der alle Tupel einer Datenbankanfrage entha¨lt, sowie einem Zeiger, der auf ein aktuel-
les Tupel verweist. Dieses Tupel kann in den Cursor geladen werden und ist dann im
C++-Programm verfu¨gbar. Innerhalb des Zwischenspeichers kann sich der Cursor zei-
lenweise auf und ab bewegen, Tupel editieren, hinzufu¨gen oder lo¨schen. Hinsichtlich der
Vera¨nderung von Daten arbeitet der Zwischenspeicher unidirektional, was zur Folge hat,
daß alle Vera¨nderungen an den Tupeln des Zwischenspeichers automatisch der Daten-
bank mitgeteilt werden, wa¨hrend A¨nderungen in der Datenbank nicht automatisch in den
Zwischenspeicher gelangen.
Die ODBC-Schnittstelle bietet die Mo¨glichkeit, in der Datenbank gespeicherte Anfragen
aus dem THOR-Netz heraus anzustoßen. Das erlaubt die Ausnutzung der gesamten Pa-
lette von Anfrageoptimierungen, die in der Datenbank zur Verfu¨gung stehen.
Auf der Ebene der THOR-Netze werden zwei Zugriffswege implementiert. Beim ersten
Weg wird unmittelbar aus dem Aktionscode einer Transition heraus u¨ber eingebettete
SQL-Befehle auf die Datenbank zugegriffen.
Der zweite Weg besteht in der Repra¨sentation einer Datenbanktabelle durch eine Marke im
THOR-Netz. Dies ist mo¨glich, da im Rahmen der THOR-Netze Instanzen selbstdefinierter
C++-Klassen als Marken verwendet werden ko¨nnen. Mit Hilfe der MFC-Library ko¨nnen
daher THOR-Netzobjekte erstellt werden, die das Ergebnis einer Datenbankanfrage als
Snapshot oder Dynaset (inklusive eines Cursors) repra¨sentieren. Eine solche Marke, im
weiteren als DB-Marke bezeichnet, entha¨lt dabei alle Methoden zum Zugriff auf die von ihr
repra¨sentierte Tabelle. Eine DB-Marke, in Abbildung 6.10 als Tabellensymbol dargestellt,
kann sich durch das Netz bewegen und dabei von Transitionen manipuliert werden.
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Abbildung 6.10: Datenbankzugriffsarten
Die Repra¨sentation einer Datenbanktabelle durch eine DB-Marke hat zum einen im-
plementierungstechnische Gru¨nde, aufgrund derer gewisse Datenbankzugriffe vereinfacht
werden ko¨nnen. Zum anderen kann eine Datenbank mit DB-Marken als Bestandteil eines
THOR-Netzes modelliert werden. Es wird sich zeigen, daß dadurch die Entwicklung der
weiter unten eingefu¨hrten PPS-Objekte vereinfacht wird. Bei der Entwicklung des Mo-
dells der impliziten Kooperation mit THOR-Netzen werden beide Datenbankzugriffsarten
verwendet.
Fu¨r Workstations wird eine unmittelbare Datenbankanbindung an eine objektorientierte
POSTGRES95 Datenbank ohne ODBC-Schnittstelle entwickelt, da die Realisierung einer
offenen Schnittstelle hier wesentlich umfangreicher ist, als auf PC-Ebene. POSTGRES95
[SRH90, SHH87, SR86] ist ein Datenbanksystem auf Client Server-Basis. Alle Anfragen
der Clients werden an einen Postmaster gerichtet, der als permanenter Prozeß auf dem Ser-
ver aktiv ist. Trifft eine Anfrage beim Postmaster ein, so initiiert er einen Server-Prozeß,
der fu¨r die weitere Bearbeitung der Anfrage zusta¨ndig ist. Die Schnittstelle zwischen den
C++-Programmen auf den Clients und dem Server bildet die C++-Bibliothek libpq. Die-
se Schnittstelle bietet, a¨hnlich wie die ODBC-Schnittstelle, SQL-Befehle an, die in den
C++-Code der Transitionen eingebettet werden und die speziell fu¨r den Zugriff auf POST-
GRES95 konzipiert sind und ebenfalls die weiter oben erla¨uterten Datenbankzugriffsarten
unterstu¨tzen.
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6.3.1 Probleme der Datenbankanbindung
Da THOR-Netze von ihrem Konzept her eine Datenbankschnittstelle nicht unterstu¨tzen,
entstehen bei der Anbindung einer Datenbank verschiedene Probleme, die im folgenden
kurz erla¨utert werden, da sie mitverantwortlich fu¨r die Laufzeit der Planungsalgorithmen
und fu¨r die Art der Modellierung sind.
A¨nderung des Datenbankschemas
Wird eine Datenbank u¨ber DB-Stellen im THOR-Netz repra¨sentiert, so ist zu beachten,
daß jede A¨nderung des Datenbankschemas auch eine A¨nderung des THOR-Netzes erfor-
dert. Da THOR-Netze, wie bereits erwa¨hnt, eine Datenbankanbindung nicht unterstu¨tzen,
mu¨ssen die Schemaa¨nderungen im THOR-Netz manuell durchgefu¨hrt werden. Es bleibt
eine Aufgabe fu¨r zuku¨nftige Weiterentwicklungen, hier mehr Anpassungseigenschaften in
die Schnittstelle zu legen.
Datenbankmarken
Abbildung 6.11 zeigt das Problem, das durch die Zwischenspeicher entsteht, die im Rah-
men des Cursor-Konzepts beno¨tigt werden. Beide THOR-Netzstellen p1 und p2 sind DB-
Stellen. Beide DB-Marken o¨ffnen einen Cursor fu¨r die gleiche Datenbanktabelle. Die Ta-
belle wird in die Zwischenspeicher der Cursor kopiert und dort lokal von jedem Cursor
editiert. Danach schreiben beide DB-Marken ihre lokalen vera¨nderten Sichten in die Da-
tenbank zuru¨ck. Wenn die Marke von p1 erst nach p2 schreibt, entsteht ein Lost Update
[Dat97], das heißt die A¨nderungen von p2 werden u¨berschrieben und gehen verloren. Ha¨tte
p2 zuerst geschrieben, so wa¨ren dessen A¨nderungen verloren gegangen. Im Rahmen einer
Diplomarbeit [Pus96] wurde fu¨r die hier geschilderten Konsistenzprobleme eine Lo¨sung
entwickelt und implementiert.
Transaktion versus Transition
Ein weiteres Problem entsteht bei der Datenbankanbindung, wenn eine Transaktion u¨ber
mehrere Transitionen aufgeteilt wird. Da die THOR-Netze auf der Anwendungsebene, wie
bereits erwa¨hnt, keinerlei Konsistenzunterstu¨tzung liefern kann das in Abbildung 6.12 dar-
gestellte Problem auftreten: In Transition T1 wird die Transaktion t geo¨ffnet. Sie liest das
Datenbankobjekt a aus der Datenbank und weist seinen um Eins erho¨hten Inhalt der
Variablen x zu. Nach dem Schaltende von T1 wird x auf der Stelle p abgelegt. Mit einer
Verzo¨gerungsdauer von Eins schaltet dann T3 um den um Eins erho¨hten Wert a via v
wieder in die Datenbank zuru¨ck zu schreiben. Die Ablage von x auf p entspricht einem
External Write [AHV95], dadurch wird ein Zwischenzustand der Transaktion t extern der
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Abbildung 6.11: Probleme mit DB-Marken
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Abbildung 6.12: Zergliederte Transaktion
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Transition T2 bekannt, bevor die Transaktion t regula¨r terminieren konnte. Die Verant-
wortung fu¨r die Bewahrung der Konsistenz liegt vollsta¨ndig beim Modellierer. Bei der
THOR-Netzentwicklung ist also stets eine n : 1-Beziehung zwischen Transaktionen und
Transitionen einzuhalten. Dadurch wird gewa¨hrleistet, daß eine Transaktion ho¨chstens zu
einer Transition geho¨rt.
6.3.2 Vorteile von THOR-Netzen bei der Modellierung
Das Objektkonzept der THOR-Netze erlaubt die Konstruktion komplexer Objekte, die
in Form von Marken im Netz zur Verfu¨gung stehen und die mittels komplexer Methoden
durch Transitionen manipulierbar sind. Das Zeitkonzept sowie die graphische Struktur
von Petri-Netzen ermo¨glicht die einfache Darstellung der Ablaufstrukturen und des Zeit-
verhaltens realer Systeme. Da Zeit- und Objektkonzept von THOR-Netzen gleichermaßen
unterstu¨tzt werden, bereitet die Einbettung komplexer Objekte in komplexe Ablaufstru-
kuren keine Schwierigkeiten.
Mit dem Hierarchiekonzept und der THOR-Netzentwicklungsumgebung wird der Modell-
bildungsprozeß [Pag91] vom formalen konzeptuellen Modell u¨ber das Computermodell
bis zur Simulation einheitlich von der gleichen Modellbeschreibungssprache unterstu¨tzt.
Gleichzeitig ist eine modulare Bottom Up-Modellierung durch den Import von Unternet-
zen in ein aufrufendes Netz mo¨glich. Dies ist immer dann hilfreich, wenn ein neues System
bereits vorhandene Teilsysteme integrieren soll. Unabha¨ngig vom Abstraktionsgrad hin-
sichtlich des realen Systems ist ein syntaktisch korrektes THOR-Netz stets simulierbar.
Die Implementierung wird automatisch durch die THOR-Netzentwicklungsumgebung vor-
genommen.
Systemstruktur und -verhalten ko¨nnen kombiniert im THOR-Netzgraph, der Datenbank,
den Objektmarken und dem Transitionscode modelliert werden. Durch die Anbindung
der THOR-Netze an eine offene Datenbankschnittstelle ist es mo¨glich, aus THOR-Netzen
auf große Datenbesta¨nde lesend und schreibend zuzugreifen. Dadurch entsteht ein weites
Spektrum fu¨r die Einsatzmo¨glichkeiten von THOR-Netzen mit Datenbankschnittstellen.
Diese Aspekte fu¨hren zu der Entscheidung, im Rahmen der vorliegenden Arbeit THOR-
Netze durchga¨ngig von der konzeptuellen Ebenen bis zur Entwicklung des Computermo-
dells einzusetzen.
6.4 Hauptnetz
Abbildung 6.13 zeigt die Modellierung der Architektur der impliziten Kooperation aus
Abbildung 6.1 auf Seite 87 mit einem THOR-Netz. Die Umplanungs/Steuerungs-Kom-
ponente und die Datenbank sind im THOR-Netzmodell in die Aufruftransitionen inte-
griert und daher im Hauptnetz nicht zu sehen. Da in dem in der vorliegenden Arbeit
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realisierten Produktionssystem die Planungsfunktionen fu¨r die Los- und Maschinenbe-
legungsplanung implizit miteinander kooperieren sollen, besteht jede Lo¨sung aus zwei
Teillo¨sungen, die in den beiden Sharestellen LSO, fu¨r die Resultate der Losgro¨ßenpla-
nung, und MBO, fu¨r die Resultate der Maschinenbelegungsplanung, an die Aufruftransiti-
on Produktionssystem u¨bergeben werden. Die MBO-Objekte sind so gestaltet, daß sie
im Produktionssystem als unmittelbare Handlungsanweisung verwendet werden ko¨nnen.
Bei den MBO- und LSO-Objekten handelt es sich um erweiterte Gantt-Diagramme, die
bereits in Kapitel 5 angedeutet wurden und in Kapitel 7 noch genauer beschrieben wer-
den. Die Stellen MBO und LSO bilden die sichtbare Schnittstelle von der Planung zum
Produktionssystem. Daneben werden in der Planung noch Datenbankinformationen be-
reitgestellt, auf die im Produktionssystem zugegegriffen wird. Der Verbund der Objekte
der MBO- und LSO-Stellen und die Datenbankeintra¨ge repra¨sentieren damit im Produkti-
onssystem die Produktionspla¨ne. Die Zielwertstellen Ziel: niedrige Lagerbestaende,
Ziel: kurze Durchlaufzeiten, Ziel: hohe Termintreue/Lieferbereitschaft und
Ziel: hohe Kapazitaetsauslastung bilden die Schnittstelle vom Produktionssystem
zur Planung. Auf den Zielwertstellen liegen die simulativ ermittelten Zielwerte fu¨r jeden
Produktionsplan, der u¨ber die Datenbank und die Stellen LSO und MBO im Produktions-
system ausgefu¨hrt wird.
Abbildung 6.13: Hauptnetz
Die Aufruftransition Produktionssystem ist als Unternetzaufruf [Wie95] modelliert, wo-
bei die Randstellen Ein- und Ausgabestellen sind. Wird ein sequentieller THOR-Netz-
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simulator verwendet, dann hat die Aufruftransition die Schaltkapazita¨t Eins und die Stan-
dardkanten erhalten ein Gewicht von Eins. Dadurch wird jeder Produktionsplan in einem
eigenen Unternetz ausgefu¨hrt, das heißt alle Produktionspla¨ne werden sequentiell abgear-
beitet. Wu¨rden die Unternetzaufrufe auf dem gleichen Rechner verzahnt ausgefu¨hrt, dann
wu¨rde die Datenbank zu einem Problem, da fu¨r jedes aufgerufene Unternetz eine kom-
plette Kopie der Bewegungsdaten der Unternehmensdatenbank angelegt werden mu¨ßte,
die alle A¨nderungen, die im Rahmen der Ausfu¨hrung des Unternetzes auf der Datenbank
stattfinden, speichern kann. Zusa¨tzlich mu¨ßte fu¨r jeden neuen Unternetzaufruf immer
wieder die Startkonfiguration der Unternehmensdatenbank geladen werden.
Bei einer entsprechenden Weiterentwicklung des verteilten THOR-Netzsimulators
[SSW95] ko¨nnen die aufgerufenen Unternetze der Aufruftransition Produktionssystem
aufgrund ihrer hohen Unabha¨ngigkeit voneinander auf unterschiedlichen Rechnern parallel
ausgefu¨hrt werden. Aufgrund der obigen Modellierung muß dazu lediglich die Schaltkapa-
zita¨t der Aufruftransition Produktionssystem auf “unbegrenzt” gesetzt werden. Damit
verku¨rzt sich die Gesamtausfu¨hrungszeit fu¨r die Ausfu¨hrung aller Produktionspla¨ne. Dazu
muß dann allerdings eine geeignete Lo¨sung fu¨r die Anpassung der Datenbank entwickelt
werden.
Abbildung 6.13 macht deutlich, daß bereits auf dieser hohen konzeptuellen Modellierungs-
ebene [Pag91] THOR-Netze verwendet werden ko¨nnen. Dies wird durch das Hierarchie-
konzept der THOR-Netze ermo¨glicht. Gleichzeitig ist diese hohe Ebene bereits Bestandteil
des Gesamtmodells. Die formale Spezifikation der konzeptuellen Ebene vollzieht sich im
Verlauf der Modellierung top down durch Netzverfeinerung und endet letztlich in Un-
ternetzen, die nur noch flache Transitionen enthalten, die ihrerseits mit algorithmischen
Spezifikationsmitteln, sprich C++-Code, zu einer exakten Beschreibung der Simulation
fu¨hren. Durch die Entwicklungsumgebung der THOR-Netze [Wie95] wird aus dem so for-
malisierten Modell automatisch ein experimentierbares Computermodell [Fis95] generiert.
Bei der Auswahl der Art des Produktionssystems fiel die Entscheidung auf Reparatur-
und Wartungssysteme, da hier eine Fu¨lle realer Daten zu Ablauf- und Datenstrukturen
zur Verfu¨gung stand [Bol97b]. Abbildung 6.14 zeigt das Unternetz der Aufruftransition
Produktionssystem. Beim Aufruf des Unternetzes wird die DB-Stelle Auftraege1 mit
einer DB-Marke markiert. Dadurch kann die Transition Init schalten. Sie erzeugt aus
den Auftragsdaten der Datenbank u¨ber die DB-Stelle Auftraege die Triebwerksteile,
die im weiteren als Aggregate bezeichnet werden, die repariert bzw. gewartet werden
sollen, inklusive der Liefertermine und legt die Informationen auf die Stelle Aggregate
Soll. Die Objekte auf den Sharestellen LSO und MBO stammen aus der Planung und
bilden zusammen mit speziellen Datenbankeintra¨gen der Relationen “Ru¨stzeiten” und
“Betriebskalender” die PPS-Objekte, die weiter unten besprochen werden.
Die Ausgabestellen der Aufruftransition Reparatur und Wartung sind vier Zielwertstel-
1Die wesentlichen Elemente des konzeptuellen Datenmodells sind in Anhang B aufgefu¨hrt. Die zugrun-
deliegende Datenbank ist zu großen Teilen im Rahmen einer Diplomarbeit [Sch96] entwickelt worden.
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Abbildung 6.14: Produktionssystem
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len, auf denen die Zielwerte jedes Produktionsplans nach dem Ende seiner Simulation
abgelegt werden. Durch die Transitionen Zielwertaufbereitung werden die Zielwerte
entsprechend den PPS-Zielfunktionen, die in Kapitel 7 entwickelt werden, aufbereitet,
so daß sie in der Planung von der Fitneßfunktion eines Lo¨sungsgenerators ausgewertet
werden ko¨nnen. Die Simulation der Ausfu¨hrung eines Produktionsplans ist dann beendet,
wenn alle zu fertigenden Aggregate das Reparatur- und Wartungssystem verlassen haben.
Fu¨r jedes Aggregat, das das Reparatur- und Wartungssystem verla¨ßt, wird eine entspre-
chende Marke von der Stelle Aggregate Soll entfernt. Ist die Stelle leer, dann entspricht
dies der Situation, daß alle Auftra¨g das Reparatur- und Wartungssystem verlassen haben.
Erst jetzt ko¨nnen die vier Aufruftransitionen Zielwertaufbereitung, bedingt durch die
inzidenten inhibitorischen Kanten, aktiviert werden. Die Resultate der Zielwertaufberei-
tung werden u¨ber die Outputstellen des Nachbereichs der Aufruftransitionen ans Haupt-
netz u¨bergeben. Die Stopptransition ist dann aktiviert, wenn auf allen Outputstellen die
ermittelten Zielwerte vorliegen.
Abbildung 6.15: Zielwertaufbereitung
Abbildung 6.15 zeigt exemplarisch die Verfeinerung der Aufruftransition Zielwertauf-
bereitung fu¨r das Ziel “hohe Termintreue/Lieferbereitschaft”. Das Unternetz wird aufge-
rufen, wenn alle Zielwerte auf der Sharestelle Ziel: Termintreue/Lieferbereitschaft
vorliegen. Initial befindet sich auf der Stelle Puffer ein Realzahl-Objekt mit dem Wert
Null. Die Transition Zielwert berechnen zieht nun eine Marke von der Sharestelle Ziel:
Termintreue/Lieferbereitschaft und das Realzahl-Objekt ab und addiert den Wert
der Marke zum Realzahl-Objekt hinzu (zur Bestimmung der Zielwerte siehe Kapitel 7).
Beim Schaltende wird das Realzahl-Objekt auf die Stelle Zwischenresultat gelegt. So-
lange die Sharestelle Ziel: Termintreue/Lieferbereitschaft noch nicht leer ist, ist
die Transition Ausgabe deaktiviert und die Transition naechster Summand kann schal-
ten. Die inzidente Enabling-Kante zur Transition naechster Summand und die Inhibitor-
Kante zur Transition Ausgabe verhindern einen Konflikt zwischen beiden Transitionen
bezu¨glich einer Marke auf der Stelle Zwischenresultat. Sind alle Summanden der Share-
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stelle Ziel: Termintreue/Lieferbereitschaft addiert worden, wechselt die Aktiviert-
heit von der Transition naechster Summand zur Transition Ausgabe, die beim Schalt-
ende auf die leere Stelle Puffer wieder ein Realzahl-Objekt mit dem Wert Null legt
und das Ergebnis von der Stelle Zwischenresultat an die Outputstelle Ziel: hohe
Termintreue/Lieferbereitschaft leitet.
6.5 Planungssystem
Als Spezialisierung der Aufruftransition Planung wird ein Sukzessivplanungsschema rea-
lisiert, dessen Instanzen die in Kapitel 3 beschriebene Sukzessivplanung nachbilden. Eine
Instanz des Sukzessivplanungsschemas ergibt sich aus der Kombination konkreter Teilpla-
nungsverfahren der vier Planungsbereiche Mengenplanung, Durchlaufterminierung, Ka-
pazita¨tsabgleich und Feinplanung. Dabei kann u¨ber eine Parameterdatei vor dem Beginn
einer Planung durch den Planer ausgewa¨hlt werden, welche konkreten Teilplanungsver-
fahren eingesetzt werden sollen.
Abbildung 6.16: Planung
Die Verfeinerung der Aufruftransition Planung zeigt Abbildung 6.16. Die allgemeine Ab-
laufstruktur einer Sukzessivplanung wird durch die Verknu¨pfung der Aufruftransitionen
Mengenplanung, Durchlaufterminierung, Kapazitaetsabgleich und Feinplanung eins
zu eins in die Netzstruktur u¨bernommen. Neben den vier Planungsschritten der Sukzessiv-
planung werden auch die Lo¨sungsgeneratoren durch die Aufruftransition Loesungsgene-
rator auf dieser Modellierungsebene eingefu¨hrt. Die Sharestellen z1 bis z4 entsprechen
den vier Zielstellen aus dem Hauptnetz.
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Die vorgeschaltete flache Transition Lese Parameterdatei stellt eine große Menge von
Parametern zur Verfu¨gung, die vorher interaktiv in die Datenbank geschrieben wurden.
Die Parameter betreffen Bereiche wie Auftragsanzahl, Ressourcenkapazita¨ten, Warte-,
Transport- und Liegezeiten, zu verwendende Planungsheuristiken, Einstellungen fu¨r die
Lo¨sungsgeneratoren usw. Zu jedem Parameter ist ein Defaultwert festgelegt. Die aus-
gewa¨hlten Parameter werden in ein Parameterobjekt geschrieben, welches u¨ber die Stelle
Parameter an die Aufruftransition Initialisierung u¨bergeben wird.
Die Transition Initialisierung zieht das Parameterobjekt vom Vorplatz ab. Sie erzeugt,
entsprechend den Angaben des Parameterobjekts, den Betriebskalender, die Anfangsla-
gerbesta¨nde und die Anlage von Tabellenobjekten fu¨r Arbeitsplanzeiten, Wartezeiten,
Transportzeiten usw. Diese Daten werden zum großen Teil aus der Simulationsdatenbank
gelesen, mit der das THOR-Netz verbunden ist. Bei der Initialisierung werden bestimmte
Berechnungen, wie rechenintensive Stu¨cklistenauflo¨sungen, durchgefu¨hrt, die nur einmal
zu Beginn einer Planung ausgefu¨hrt werden mu¨ssen. Auf die DB-Stelle Auftraege wird
von der Transition Intialisierung eine DB-Marke gelegt, die auf die Datenbanktabelle
des Auftragspools verweist, fu¨r den die Planung durchgefu¨hrt wird.
Abbildung 6.17: Mengenplanung
Nach beendeter Initialisierung kann die Aufruftransition Mengenplanung schalten. Ihre
Verfeinerung zeigt Abbildung 6.17. Die Mengenplanung basiert im wesentlichen auf dem
Dispositions- und dem Produktionsstufenverfahren, die durch die gleichnamigen Aufruf-
transitionen nachgebildet werden. Da sich die beiden Verfahren lediglich in Details un-
terscheiden, wird nachfolgend nur die Aufruftransition Dispositionsstufenverfahren
na¨her vorgestellt. Jeder Kunde versieht die Auftra¨ge bereits mit Informationen daru¨ber,
welche Arbeiten an den entsprechenden Triebwerken verrichtet werden mu¨ssen. Diese
Informationen befinden sich in der Datenbanktabelle mit den Auftragsdaten und sind
u¨ber die DB-Stelle Auftraege fu¨r die Aufruftransition Dispositionsstufenverfahren
verfu¨gbar. Neben den Auftragsinformationen wird das Parameterobjekt von der Aufruf-
transition eingelesen. Die Sharestelle Parameter dient dabei als Verbindungskanal zwi-
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schen dem aufrufenden und dem aufgerufenen Netz, u¨ber den die Initialisierungsinforma-
tionen an das Unternetz weitergeleitete weden. Beim Schaltende legt die Aufruftransition
das Parameterobjekt auf die Sharestelle Parameter in ihrem Nachbereich. Ferner gibt sie
auf der Sharestelle LSO ein Losgro¨ßenobjekt aus, das das Resultat der Mengenplanung
entha¨lt.
Die Verfeinerung der Aufruftransition Dispositionsstufenverfahren in Abbildung 6.18
zeigt alle Arbeitsschritte des Dispositionsstufenverfahrens. Im betrachteten Produktions-
system besteht die Erzeugnisstruktur aus Einzelteilen, die zu Baugruppen zusammen-
gefu¨gt werden, aus denen dann die Endprodukte gefertigt werden. Dadurch ergeben sich
drei Stufen, auf denen das Material geplant und zu Losen zusammengefaßt wird. Bei der
Planung nach Dispositionsstufen wird zuerst das Endprodukt geplant und zu Losen zu-
sammengefaßt, was durch die Transition Primaerbedarf nachgebildet wird. Dann werden
die direkten Komponenten durch die Transition Mengenplanung Dispositionsstufe 2
und danach die Einzelteile durch die Transition Mengenplanung Dispositionsstufe 1
geplant.
Abbildung 6.18: Dispositionsstufenverfahren
Es ist zu beachten, daß bei der Fertigung der Teile in der Regel viele Zwischenprodukte
entstehen, so daß die tatsa¨chliche Erzeugnisstruktur aus mehr als drei Stufen besteht.
Aus Komplexita¨tsgru¨nden werden diese Zwischenprodukte aber erst bei der Feinplanung
beru¨cksichtigt. Die Losplanung arbeitet mit aggregierten Daten.
U¨ber das Parameterobjekt auf der Sharestelle Parameter kann fu¨r jede Dispositionsstufe
ein eigener Losgro¨ßenalgorithmus ausgewa¨hlt werden. Eine entsprechende Parameterein-
stellung ermo¨glicht auch das komplette Abschalten der Mengenplanung und das alternati-
ve Auslesen von Planungsdaten aus der Datenbank, falls diese solche Daten bereitha¨lt. Bei
Tests verschiedener Parametereinstellungen ist dies eine hilfreiche Maßnahme zu Steige-
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rung der Ausfu¨hrungsgeschwindigkeit. Weiter unten wird sich zeigen, daß das Abschalten
auch bei der Verwendung der Lo¨sungsgeneratoren von Bedeutung ist.
Die Transition Primaerbedarf ermittelt beim Schalten u¨ber die Sharestellen DB-Stelle
Auftraege und DB-Stelle Lager, welche Aggregate aufgrund ihres Liefertermins, der in
einem entsprechenden Attribut des jeweiligen Auftragsobjekts eingetragen ist, zu welchem
Zeitpunkt fertiggestellt sein mu¨ssen. Diese Informationen werden auf die Stelle Nettoplan
ausgegeben. Dann fu¨hrt die Aufruftransition Losgroessenplanung Disp Stufe 3 auf
den Nettobedarfen eine Losgro¨ßenrechnung durch. Zu diesem Zweck greift die Aufruf-
transition lesend auf das Parameterobjekt auf der Sharestelle Parameter zu, um das
entsprechende Losplanungsverfahren auszuwa¨hlen. Beim Schaltende der Aufruftransition
wird ein Losplanungsobjekt auf die Stelle LSO ausgegeben. Das LSO-Objekt entha¨lt In-
formationen daru¨ber, in welcher Periode welche Produktart in welcher Menge gefertigt
bzw. bestellt werden soll. Das LSO-Objekt ist eine klare Input/Output-Schnittstelle zur
Losgro¨ßenplanung, durch die unterschiedliche Losplanungsverfahren leicht in das Sukzes-
sivplanungsschema integriert werden ko¨nnen. In den nachfolgenden Transitionen wird der
Planungsvorgang fu¨r die Komponenten und die Einzelteile wiederholt.
Zum Schluß der Mengenplanung legt die Transition Ausgabe das Parameter- und das LSO-
Objekt auf die gleichnamigen Sharestellen, die als Ausgabekana¨le zum aufrufenden Netz
fungieren. Wesentlich fu¨r das Dispositionsstufenverfahren der Sukzessivplanung ist, daß
auf allen Stufen feste Planzeiten fu¨r die Dauer der Herstellung der geplanten Mengen ver-
wendet werden. Diese Daten werden bei der Initialisierung der Planung in die Datenbank
geschrieben und von den flachen Dispositionstransitionen und den Aufruftransitionen zur
Losplanung durch direkten Datenbankzugriff gelesen und fu¨r die Planung verwendet. Die
so ermittelten Vorlaufzeiten besagen, um wieviel zeitlich fru¨her mit der Fertigung einer
Komponente begonnen werden muß, damit die Fertigung des zugeho¨rigen Oberteils zu
einem bestimmten Zeitpunkt begonnen werden kann. Es wurde bereits in Kapitel 3 auf
die Nachteile dieses verbreiteten Planungsansatzes hingewiesen.
Die Unternetze der Aufruftransitionen Losgroessenplanung Disp Stufe 1 bis Los-
groessenplanung Disp Stufe 3 haben den gleichen Aufbau und beinhalten die Los-
planungsverfahren GLWL (gleitende wirtschaftliche Losgro¨ße), CLSP (Capazitated Lot
Sizing Problem) und DLSP (Discrete Lot Sizing Problem) (vergleiche zu den Verfah-
ren zum Beispiel [DSV97] sowie Kapitel 3), die im Rahmen der vorliegenden Arbeit
betrachtet werden. Abbildung 6.19 zeigt das Unternetz zur Losgro¨ßenplanung auf der
dritten Dispositionsstufe. Die Eingaben fu¨r jedes Unternetz liegen auf den Sharestellen
LSO IN und Parameter. Das Attribut Losplanung des Parameterobjekts wird ausgele-
sen. In Abha¨ngigkeit seines Eintrags ist die Schaltbedingung der gleichnamigen Transition
erfu¨llt, die dann das ausgewa¨hlte Losplanungsverfahren ausfu¨hrt. Das Resultat der Lospla-
nung wird im LSO-Objekt festgehalten. Beim Schaltende der entsprechenden Transition
wird das LSO-Objekt auf der Sharestelle LSO OUT an die nachfolgenden Planungstran-
sitionen u¨bergeben. Es gibt die Mo¨glichkeit, die Losplanung auf jeder Dispositionsstufe
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Abbildung 6.19: Losgro¨ßenplanung
ganz zu umgehen. In diesem Fall schaltet die Transition Durchschalten. Sie bewegt das
LSO-Objekt ohne Vera¨nderung seines Inhalts von LSO IN nach LSO OUT. Die Verfeine-
rung der Aufruftransition Durchlaufterminierung wird in Abbildung 6.20 gezeigt. Da
die Durchlaufterminierung fu¨r alle Auftra¨ge durchgefu¨hrt wird, werden die entsprechen-
den auftragsrelevanten Arbeitspla¨ne und Kapazita¨tskonten aus den DB-Stellen DB-Stelle
Arbeitsplaene und DB-Stelle Betriebskalender, die mit jeweils einer Marke markiert
sind, durch die Transition init DKterm einmalig aus der Datenbank ausgelesen und in
einer Marke auf der Nachliegerstelle DKterm gespeichert. Dadurch erho¨ht sich die Zugriffs-
geschwindigkeit innerhalb des Netzes bei der Durchfu¨hrung der Kapazita¨tsplanung.
Das Sukzessivplanungsschema stellt fu¨r die Durchlaufterminierung die Ru¨ckwa¨rts-, Mit-
telpunkt- und Vorwa¨rtsterminierung in den gleichnamigen Transition zur Verfu¨gung. In
der Praxis werden diese Verfahren fast ausschließlich angewendet (vergleiche dazu Kapi-
tel 2). Die Transition Umgehung der Terminierung ermo¨glicht es, daß bei der Verwendung
eines Lo¨sungsgenerators die Durchlaufterminierung nur einmal initial durchgefu¨hrt wird
und danach nicht mehr. Ein Eintrag im Parameterobjekt entscheidet, ob und wenn ja,
welches Terminierungsverfahren eingesetzt wird. Die Durchlaufterminierung liefert zwei
Ausgaben ans aufrufende Netz. Zum einen das Parameterobjekt, welches auf die Share-
stelle Parameter kopiert wird und zum anderen das Resultat der Terminierung, welches
auf die Sharestelle Resultat gelegt wird. Das Resultat-Objekt ist eine verfeinerte Los-
planung, bei der neben den Produkten der Losplanung auch alle Zwischenprodukte u¨ber
feinere Perioden arbeitsgangenau erfaßt werden.
Da die Durchlaufterminierung bei ihrer Planung aus Komplexita¨tsgru¨nden nicht u¨ber-
pru¨ft, ob die eingeplanten Kapazita¨ten zu den Einplanungszeitpunkten durch andere
Aufra¨ge belegt sind, muß diese U¨berpru¨fung nachgeholt werden. Diese Aufgabe u¨ber-
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Abbildung 6.20: Durchlaufterminierung
nimmt der Kapazita¨tsabgleich. Abbildung 6.21 zeigt die Spezifikation der gleichnami-
gen Aufruftransition. Das Unternetz hat eine a¨hnliche Struktur wie das Unternetz zur
Durchlaufterminierung und wird daher nicht mehr in seinen Einzelheiten besprochen. Die
Sharestelle Ergebnis ist vom gleichen Typ wie die Resultat-Stelle der Durchlaufterminie-
rung, da der Kapazita¨tsabgleich lediglich Arbeitsga¨nge anhand der Kapazita¨tskonten der
verwendeten Ressourcen umterminiert.
Die Verfeinerung der Aufruftransition Feinplanung ist in Abbildung 6.22 zu sehen. Die
flachen Transitionen KOZ, GFR und VZR bilden die Belegungsplanungsverfahren “ku¨rzeste
Operationszeit”, “geringste Fertigungsrestzeit” und die “Verzugszeitregel” nach. Auch
hier ist die prinzipielle Strukur wieder die gleiche wie in den Unternetzen der Aufruftran-
sitionen Durchlaufterminierung und Kapazitaetsabgleich. Ausgabe der Feinplanung
sind vier Maschinenbelegungsobjekte (MBO-Objekt), die fu¨r jeden Produktionsbereich im
Produktionssystem die Ressourcenbelegungen fu¨r die na¨chsten fu¨nf Schichten angeben.
Anschaulich ko¨nnen die vier MBO-Objekte als Komponenten einer Plantafel eines Leit-
stands zur Feinplanung aufgefaßt werden, die minutengenaue Angaben daru¨ber entha¨lt,
zu welchem Zeitpunkt welche Arbeitsga¨nge welcher Auftra¨ge mit welchen Ressourcen
gefertigt werden. Die Informationen werden auf der Stelle MBO an das aufrufende Netz
u¨bergeben.
Die bisher im Unternetz Planung besprochenen Transitionen dienen alle der Nachbildung
der Sukzessivplanung. Beim Einsatz von Lo¨sungsgeneratoren sehen die Ablaufstrukturen
anders aus. Soll eine Planung mit dem Parallel- oder Treegenerator durchgefu¨hrt werden,
so muß dies im Parameterobjekt festgelegt werden. Zusa¨tzlich muß im Parameterobjekt
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Abbildung 6.21: Kapazita¨tsabgleich
Abbildung 6.22: Feinplanung
angegeben werden, mit welcher Heuristik die konstituierenden Lo¨sungsgeneratoren fu¨r
die Losgro¨ßenplanung und fu¨r die Maschinenbelegungsplanung die Bezugslo¨sungen erstel-
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len sollen. Zur Ermittelung der Bezugslo¨sungen wird das Sukzessivplanungsschema durch
die ausgewa¨hlten Heuristiken zu einer Sukzessivplanung instantiiert, die genau einmal
ausgefu¨hrt wird. Die Ergebnisse der Heuristiken gehen dann u¨ber die Hyperkanten von
der Stelle LSO bzw. MBO als Bezugslo¨sungen in die Aufruftransition Lo¨sungsgenerator
ein. Der Lo¨sungsgenerator fu¨hrt bei seiner Arbeit durch die Verwendung von erweiterten
Gantt-Diagrammen (siehe Kapitel 7) implizit die Durchlaufterminierung und den Kapa-
zita¨tsabgleich aus, so daß fu¨r diese Planungsschritte keine eigenen Lo¨sungsgeneratoren
mehr beno¨tigt werden.
Die Abbildungen 6.23(a) und 6.23(b) zeigen das Unternetz zur Aufruftransition
Loesungsgenerator und das von diesem Unternetz aufgerufene Unternetz der Aufruftran-
sition LG. Beide Netze werden im Zusammenhang betrachtet, wobei man in der Vorstellung
die Aufruftransition LG inklusive der inzidenten Hyperkanten in Abbildung 6.23(a) durch
die Transition Parallelgenerator bzw. Treegenerator inklusive ihrer inzidenten Kan-
ten aus Abbildung 6.23(b) ersetzen kann. Mit dem Unternetz Loesungsgenerator wird
die Erzeugung der jeweils na¨chsten Generation von ausfu¨hrbaren Produktionspla¨nen er-
zeugt. Dazu bildet das Netz den Schritt zur Generierung der na¨chsten aus der aktuellen
Population von Lo¨sungen eines Parallel- bzw. Treegenerators nach. Das Parameterobjekt
auf der Sharestelle Parameter entscheidet, ob der Tree- oder der Parallelgenerator ver-
wendet wird. Beim ersten Schalten des Unternetzes erzeugt die Transition Init G C in
Abha¨ngigkeit vom Parameterobjekt eine Population von Operationssymbolfolgen in Form
eines Matrixobjekts (vergleiche Abschnitt 6.6 in diesem Kapitel) fu¨r den Tree- bzw. Paral-
lelgenerator. Die inzidente Stelle init, die bei der Startmarkierung des Unternetzes genau
ein Token erha¨lt, wird geleert, so daß die Transition Init G C im weitern Verlauf nicht
mehr schalten kann. Die Zielstellen z1 bis z4 sind leer. Die Stelle Zielmatrix wird durch
einen analogen Initialisierungsmechanismus von der Transition Init Zielmatrix mit ei-
ner leeren Zielwertmatrix belegt. Analog wird die Populationsgro¨ße aus dem Vorgabewert
des Parameterobjekts als Integer-Marke von der Transition Init Populationsgroesse
auf die Stelle Populationsgroesse kopiert. Die Vor- und Nachliegerstellen Populations-
groesse der Transition Abraeumen enthalten initial je ein Integerobjekt mit dem Wert
Null.
Auf den Sharestellen MBO und LSO liegen die Bezugslo¨sungen, die ebenfalls in einem In-
itialisierungsvorgang einmalig auf die Stellen INIT MBO und INIT LSO verschoben werden.
Die Aufruftransition LG testet nun den Wert des Objekts auf der Stelle Populations-
groesse mit dem Inhalt des Attributs Populationsgroesse des Paramterobjekts auf
Gleichheit. Da durch die Initialisierung beide Werte identisch sind, kann LG schalten. Der
Fall ungleicher Werte wird weiter unten besprochen. Beim Schalten von LG werden die
Integermarke, das G C Matrixobjekt, das leere Zielmatrixobjekt und die Bezugslo¨sungen
eingelesen. Beim Schaltende wird die na¨chste Generation generierter Lo¨sungen als Ma-
trixobjekt auf die Stelle G L Matrix abgelegt. Die Stelle G C Matrix erha¨lt die Population
der Operationssymbolfolgen, aus der die G L Matrix generiert wurde, ebenfalls in Form
eines Matrixobjekts. Auf die Stelle Zielmatrix wird ein leeres Zielmatrixobjekt zuru¨ck-
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(a) Lo¨sungsgenerator
(b) LG
Abbildung 6.23:
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gelegt. Die Integermarke wird mit dem Wert Null auf die Stelle Populationsgroesse
zuru¨ckgelegt. Danach ist die Aufruftransition LG deaktiviert.
Die Ribosomtransitionen haben die Aufgabe, die Teillo¨sungen aus der Population GL auf
die Pha¨notypen abzubilden, die ihrerseits Repra¨sentationen der Produktionspla¨ne darstel-
len, die im Produktionssystem ausfu¨hrbar sind. Wie der durch die Ribosomtransitionen
hergestellte Zusammenhang zwischen den Matrixeintra¨gen des Matrixobjekts der Stelle
G L Matrix und den MBO- bzw. LSO-Objekten und den MBO- und LSO-Objekten un-
tereinander ist, wird im na¨chsten Abschnitt genau erla¨utert. Da die Anzahl der LSO-
bzw. MBO-Objekte gleich der Anzahl der Matrixspalten des Matrixobjekts der Stelle
G L Matrix ist, die wiederum gleich der Populationsgro¨ße ist, kann die Schaltha¨ufigkeit der
Ribosomtransition Ribosom 1 bzw. Ribosom 2 u¨ber den Parameter Populationsgro¨ße ge-
steuert werden. Die Vorbedingungen der Ribosomtransitionen Ribosom 1 bzw. Ribosom 2
bedingen ein Schalten, bis der Wert der Integermarke der jeweils inzidenten Stelle Popu-
lationsgroesse gleich dem Vorgabewert des Attributs Populationsgroesse des Para-
meterobjekts, den die Transitionen u¨ber die Enabling-Kanten aus der Stelle Parameter
auslesen, ist. Ist die Schaltbedingung erfu¨llt, dann ko¨nnen die Transitionen Ribosom 1 und
Ribosom 2 schalten. Die Ribosomtransitionen kopieren das G L Matrixobjekt u¨ber ihre
Enabling-Kanten. Beim Schaltende inkrementieren sie das Integerobjekt auf der jeweils
inzidenten Stelle Populationsgroesse um Eins. Ferner wird von Ribosom 1 das erste Ele-
ment jeder Matrixspalte des G L Matrixobjekts auf je eine LSO-Marke abgebildet und
auf die Sharestelle LSO gelegt. Das zweite Element jeder Matrixspalte wird von Ribosom 2
auf je eine MBO-Marke abgebildet und auf die Sharestelle MBO gelegt. Außerdem werden
von beiden Transitionen fu¨r jede Matrixspalte Steuerinformationen in die Datenbank ge-
schrieben. Die Transitionen Ribosom 1 und Ribosom 2 schalten solange, bis die jeweilige
Integermarke auf den inzidenten Stellen Populationsgroesse den gleichen Wert hat, wie
der entsprechende Vorgabewert im Attribut Populationsgroesse des Paramterobjekts.
Ist die Wertegleichheit erreicht, dann sind sa¨mtliche Matrixspalten auf MBO- und LSO-
Objekte abgebildet worden, das heißt die Population der generierten Lo¨sungen GL ist auf
ihre Pha¨notypen abgebildet worden. Ribosom 1 und Ribosom 2 sind nicht mehr aktiviert.
Bei Wertegleichheit zwischen dem Integerobjekt und dem Vorgabewert des Paramterob-
jekts ist die Schaltbedingung der Transition Abraeumen erfu¨llt. Die Transition entfernt
das Matrixobjekt von der Stelle G L Matrix und legt auf die inzidenten Stellen Popula-
tionsgroesse eine Integermarke mit dem Wert Null. Auf den Sharestellen LSO und MBO
befindet sich nun eine Population von initialen Produktionspla¨nen, die an die Aufruftran-
sition Produktionssystem zur Ausfu¨hrung u¨bergeben werden.
Hat das Unternetz der Aufruftransition LG mindestens einmal geschaltet, dann sieht ein
erneutes Schalten von LG anders aus, da nun die Zielstellen z1 bis z4 nicht mehr leer
sind. Auf den Zielstellen finden sich die Zielwertauspra¨gungen, die jeder Produktions-
plan, der aus den Marken der Stellen LSO, MBO DB-Stelle Ruestzeiten und DB-Stelle
Betriebskalender gewonnen wurde, fu¨r jedes betrachtete PPS-Ziel im Produktionssy-
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stem beim Schaltende der Aufruftransition Produktionssystem des Hauptnetzes erzeugt.
Die Ribosomtransitionen benutzen die Informationen aus der Datenbank, um die MBO-
bzw. LSO-Objekte um notwendige Kapazita¨tsbedinungen, die durch den Betriebskalender
und die technologisch bedingten Ru¨stzeiten vorgegeben sind, zu korrigieren.
Die Transitionen Parallelgenerator und Treegenerator des Unternetzes der Aufruf-
transition LG sind aufgrund der inhibitorischen Kanten nicht aktiviert.
Die Transition Ziele→Matrix kann schalten, wenn das Integerobjekt auf der Stelle Po-
pulationsgroesse ungleich dem Vorgabewert des Paramterobjekts ist. Ist dies der Fall,
dann werden die Zielwerte eines Produktionsplans von den Zielwertstellen abgezogen und
einem Matrixobjekt auf der Stelle Zielmatrix als Spalte hinzugefu¨gt. Gleichzeitig wird
das Integerobjekt auf der Stelle Populationsgroesse um Eins inkrementiert. Genau
dann, wenn alle Zielwerte aller Produktionspla¨ne dem Zielmatrixobjekt hinzugefu¨gt wur-
den, sind die Zielstellen leer und ist gleichzeitig das Integerobjekt wertegleich mit dem
Vorgabewert des Paramterobjekts. Damit kann die Transition Parallelgenerator bzw.
Treegenerator des Unternetzes der Aufruftransition LG erst dann schalten, wenn die
Zielmatrix vollsta¨ndig aufgebaut ist. Das weitere Schaltspiel la¨uft dann in gleicher Weise
ab, wie es bereits weiter oben beschrieben wurde.
Durch die Modellierung eines Sukzessivplanungsschemas kann eine konkrete Sukzessivpla-
nung mit auswa¨hlbaren Kombinationen konventioneller Planungsverfahren durchgefu¨hrt
werden oder alternativ mit auswa¨hlbaren Lo¨sungsgeneratoren, die fu¨r den Ansatz der im-
pliziten Kooperation beno¨tigt werden. Damit ist auf der planerischen Ebene eine Platt-
form geschaffen, auf der sich die Resultate gegebener Heuristiken mit und ohne implizite
Kooperation vergleichen lassen.
6.6 PPS-Objekte
Aus jedem Produktionsplan, den die Planung generiert, wird eine Menge von Informa-
tionen zur Steuerung der Simulation generiert. Teilweise liegen diese Informationen in
den THOR-Netzobjekten und teilweise befinden sie sich in Form von Tupeln, u¨ber eine
oder mo¨glicherweise mehrere Relationen verstreut, in der Datenbank. Werden Popula-
tionen von Pla¨nen betrachtet, dann erho¨ht sich die Menge der verteilten Informationen
zusa¨tzlich. Da der Ansatz der impliziten Kooperation allgemein fu¨r r Teilplanungsverfah-
ren ausgelegt ist, wobei die verschiedenen Inhalte der Teilpla¨ne an verschiedenen Stellen
in der Nachbildung des Produktionssystems beno¨tigt werden, ist es nicht sinnvoll, die-
se Informationen durch einen Sammelprozeß in einem THOR-Netzobjekt zu aggregieren.
Aus diesem Grund wird der bereits in [Bol97a] vorgestellte Begriff des PPS-Objekts hier
aufgegriffen.
Ein THOR-Netz H kann allgemein als Folge (sub0, sub1, .., subn) aufgefaßt werden, wobei
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sub0 das Hauptnetz und sub1, .., subn eine Menge von Unternetzen bezeichnet. Es sei T
die Menge der Transitionen und P die Menge der Stellen von H. Ferner sei PDB ⊆ P die
Menge aller DB-Stellen von H. Es ist zu beachten, daß die Mengen T und P unabha¨ngig
von der Anzahl der zu einem Zeitpunkt aktuell aufgerufenen Unternetze in einem THOR-
Netz sind. Es sei S eine Menge von Typen und fu¨r jedes p ∈ P sei σ(p) ∈ S der Typ von
p.
Es sei A := {a1, . . . , am} eine Menge von Attributen mit abza¨hlbarem Wertebereich
dom(ai) 6= ∅ fu¨r alle i = 1(1)m und dom(A) = ∪
m
i=1dom(ai). Ein (ungeordnetes) Tu-
pel ist eine Abbildung ν : A −→ dom(A), wobei ν(a) ∈ dom(a) fu¨r alle a ∈ A gilt.
Mit Tup(A) wird die Menge aller Tupel u¨ber A bezeichnet. Eine Relation r ist eine Teil-
menge r ⊆ Tup(A) und Rel(A) ist die Menge aller Relationen u¨ber A. Eine Relation
r ∈ Rel(A) hat den Typ A. Ist K ⊆ A, dann bezeichne der Ausdruck r[K] bzw. ν[K] die
Einschra¨nkung der Relation r bzw. des Tupels ν auf die Attribute aus K.
Es sei Os eine abza¨hlbare Menge von Objekten des Typs s ∈ S. Ferner sei O = ∪s∈SOs.
Dann sei struktur (O) die Menge aller mo¨glichen Instanzen von Stacks, FIFO-Listen, Prio-
rity Queues und Multimengen u¨ber O. Ist P die Menge der Stellen eines THOR-Netzes
H, dann bezeichne m : P −→ struktur(O) eine Markierung.2 Mit M werde die Men-
ge aller Markierungen m von H bezeichnet. Es sei Attr : S −→ P(A) eine Funktion
mit Attr(s) ∈ P(A), wobei P(A) die Potenzmenge von A ist. Die Menge Attr(s) ist die
Menge der Attribute des Objekttyps s. Ist o ∈ Os und K ⊆ Attr(s), dann bezeichnet
o[K] ∈ Tup(K) die Auspra¨gung der Attribute aus K des Objekts o.
Eine DB-Marke hat logisch den gleichen Typ wie die mit der DB-Stelle assoziiert Daten-
bankrelation. Daher wird fu¨r den Typ s von DB-Objekten Attr(s) = s gesetzt. Es ist
zu beachten, daß der Datenbankzustand kein Bestandteil der Markierung eines THOR-
Netzes ist, weil ein Unterschied zwischen einer DB-Marke und der Datenbankrelation,
die mit der DB-Stelle der DB-Marke assoziiert ist, besteht. Die DB-Marke ist, wie weiter
oben bereits beschrieben wurde, an den Inhalt ihres Cursors gebunden. Dieser kann sich
vom Inhalt der Datenbank unterscheiden. Fu¨r die nachfolgenden Betrachtungen ist der
Datenbankinhalt und nicht der Zustand des THOR-Netzes, zu dem auch die jeweiligen
Inhalte der Curser geho¨ren, wesentlich.
Da sich die weiter unten definierten PPS-Objekte aus Datenbanktupeln und THOR-
Netzmarken konstituieren, wird eine Abbildung zur Beschreibung der Datenbankrelatio-
nen aus Rel(Attr(σ(p))), die mit den DB-Stellen p ∈ PDB eines THOR-NetzesH assoziiert
sind, eingefu¨hrt.
db : P −→
⋃
p∈P
Rel(Attr(σ(p)))
2Der Begriff der Markierung eines Objektnetzes wird hier sehr allgemein eingefu¨hrt, da er anschaulich
klar, in seiner formalen Darstellung aber sehr technisch ist. Eine detaillierte Beschreibung findet sich in
[FLSW93].
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ist eine Funktion, mit
db(p) =
{
r ∈ Rel(Attr(σ(p))) falls p ∈ PDB
∅ sonst
Die Menge DBH bezeichne alle Abbildungen db fu¨r die DB-Stellen PDB eines THOR-
Netzes H.
Im folgenden wird der Begriff des K-Markenverbunds eingefu¨hrt. Ein K-Markenverbund
ist ein logisches Objekt, dem keine explizite Klasse im THOR-Netz, sondern ein Verbund
von Objekten des THOR-Netzes entspricht. Durch den Begriff des Markenverbunds ist
es mo¨glich, in einem THOR-Netz Objekte und Tupel, die sich u¨ber verschiedene THOR-
Netzstellen und Datenbankrelationen erstrecken, zu einem Verbund zusammenzufassen
und u¨ber eine gemeinsame Attributmenge K zu identifizieren. Markenverbu¨nde werden
zur Definition des Begriffs PPS-Objekt beno¨tigt.
Es sei H ein THOR-Netz mit der Stellenmenge P . Es sei p ∈ P . Es sei ferner o ∈ O und
K ⊆ Attr(σ(p)). Es sei m eine Markierung von H und db ein Datenbankzustand zu H
und ν ∈ Tupel(Attr(σ(p))). Es sei
p(m, db,K, ν) :=
{
{δ|δ ∈ db(p), ν[K] = δ[K]} falls p ∈ PDB
{o|o ∈ m(p), ν[K] = o[K]} sonst
Das heißt ist p eine DB-Stelle in einem THOR-Netz, die mit der Relation r assoziiert ist,
dann ist p(m, db,K, ν) genau die Menge aller Tupel von db(p) = r, die in den Attributen
K die Auspra¨gung ν[K] haben. Ist p keine DB-Stelle, so bezeichnet p(m, db,K, ν) alle
Objekte o, die bei der Markierung m auf der Stelle p liegen und die in ihren Attributen aus
K die Auspra¨gung ν[K] besitzen. Wenn m, db und K bekannt sind, wird die verku¨rzende
Schreibweise p.ν = p(m, db,K, ν) verwendet.
Definition 6.1 (Markenverbund). Sei H ein THOR-Netz mit der Stellenmenge P , der
Markierung m und dem Datenbankzustand db. Sei Q = {q1, . . . , qk} ⊆ P . Dann heißt
M(Q) = (σ(q1), · · · , σ(qk)) Verbundtyp. Ist K ⊆ ∩ki=1Attr(σ(qi)) eine nicht leere Menge
von Attributen. Ist ferner νi ∈ Tup(K) fu¨r i = 1(1)k. Dann heißt (q1.ν1, . . . , qk.νk) ein
K-Markenverbund des Verbundtyps M(Q).
Ein Markenverbund (q1.ν1, . . . , qk.νk) beschreibt also im gleichen Ausdruck fu¨r eine Mar-
kierungm und Relationen db die THOR-Netzobjekte der Stelle qi ∈ Q fu¨r i = 1(1)k, die in
ihren Attributen K die Auspra¨gung νi haben, und falls es sich um DB-Stellen handelt, die
Datenbanktupel der mit qi assoziierten Relation, die in den Attributen K die Auspra¨gung
νi besitzen. Insgesamt wird also ein Verbund aus Tupeln und Objekten beschrieben, der
durch die Attributauspra¨gungen ν1 . . . , νk identifiziert wird. Als Schreibkonvention wird
ma.ν1 · · · νk := (q1.ν1, . . . , qk.νk) gesetzt. Gilt ν1 = · · · = νk = ν, dann wird ma.ν1 · · · νk
vereinfachend als ma.ν geschrieben. Ferner ist mai.ν := qi.νi fu¨r i = 1(1)k.
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Mit dem Begriff des Markenverbunds ko¨nnen nun die PPS-Objekte definiert werden. PPS-
Objekte sind Markenverbu¨nde zu einer konkreten Markierung m und einem konkreten
Datenbankzustand db, deren Attribute aus K in allen Komponenten des Markenverbunds
die gleiche Auspra¨gung ν besitzen, das heißt durch das Tupel ν identifiziert werden. In
der folgenden Funktion bezeichne Name eine partielle Funktion, die den Transitionen
eines THOR-Netzes Namen zuordnet. Dabei sei t• die Menge der Nachliegerstellen der
Transition t.
Definition 6.2 (PPS-Objekt). Es sei H ein THOR-Netz mit den Transitionen T und
den Stellen P . Es sei TRib = {t|t ∈ T,Name(t) =“Ribosom”}. Es sei Q ⊆ ∪t∈TRibt• ⊆ P
die Menge der Nachliegerstellen von TRib. Es sei C eine Menge von Genotypen. Weiter sei
K ⊆ ∩ki=1Attr(σ(qi)) eine ausgezeichnete Menge von Attributen, durch die jeder Genotyp
c ∈ C eindeutig identifizierbar ist. Weiter sei ν ∈ Tup(K). Dann heißt die Menge PPS.ν =
{ma.ν|db ∈ DBH , m ∈ M,mai.ν = qi(db,m,K, ν), i = 1(1)k} der Markenverbu¨nde des
Typs M(Q) die Menge der durch ν identifizierten PPS-Objekte. Jeder Markenverbund
pps.ν ∈ PPS.ν ist ein durch ν identifiziertes PPS-Objekt.
Die Menge der durch ν identifizierbaren PPS-Objekte fu¨r das Modell der impliziten Ko-
operation wird weiter unten entwickelt.
Da die Definition von PPS-Objekten verlangt, daß die Menge der Genotypen C ebenfalls
mit der Attributmenge K identifizierbar ist, la¨ßt sich mit dem Begriff des PPS-Objekts
und den Lo¨sungsgeneratoren nun der Zusammenhang zwischen Genotypen, Lo¨sungen und
Pha¨notypen bilden. Gema¨ß Kapitel 5 stellt die Funktion execl0 den Zusammenhang zwi-
schen den Genotypen C und den Lo¨sungen L her, wobei execlo vom Lo¨sungsgenerator
immer auf eine Population von Genotypen angewendet wird. Den Zusammenhang zwi-
schen den Lo¨sungen L und den Pha¨notypen PT , das heißt hier den PPS-Objekten, stellt
die Ribosomfunktion R her. Insgesamt ergibt sich damit
C
execl0−→ L
R
−→ PT
Im Modell der impliziten Kooperation wird der Zusammenhang zwischen C und L durch
die komponierten Lo¨sungsgeneratoren hergestellt. In den Unternetzen aus Abbildung
6.23(a) bzw. 6.23(b) auf Seite 114 wird dies durch das Schalten der Aufruftransition
LG deutlich, die die Genotypen als Matrixobjekt von der Sharestelle G C Matrix einliest
und die Lo¨sungen als Matrixobjekt auf der Stelle G L Matrix ausgibt. Da in dem in der
vorliegenden Arbeit realisierten Produktionssystem die zwei Planungsfunktionen fu¨r die
Los- und Maschinenbelegungsplanung implizit miteinander kooperieren sollen, besteht
jeder Genotyp aus zwei Chromosomen (c
(1)
j , c
(2)
j ) ∈ C = C1 × C2. Dabei entha¨lt ein
Chromosom die Operationssymbolfolgen fu¨r die A¨nderung von Losen und das andere die
Operationssymbolfolgen fu¨r die A¨nderung von Maschinenbelegungen. Folglich ko¨nnen die
µ-elementigen Populationen GC und GL als 2 × µ-Matrizen aufgefaßt werden. Dabei ist
die Menge L = L1 × L2 die Menge der Zusta¨nde der erweiterten Gantt-Diagramme, die
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zur Repra¨sentation von Lo¨sungen fu¨r die Losplanung bzw. Maschinenbelegungsplanung
eingesetzt werden (vergleiche Kapitel 7).
Abbildung 6.24 zeigt, wie im allgemeinen Fall die Abbildung der Lo¨sungen aus GL auf
die Pha¨notypen aus PT im Modell der impliziten Kooperation realisiert wird. Die Ribo-
somtransitionen bilden die in Kapitel 5 definierten Ribosomfunktionen Ri nach, wa¨hrend
sich die Pha¨notypen aus den PPS-Objekten ergeben. Jeder Teilplan li mit der identifizie-
renden Attributmenge K und dem Identifikator ν wird an einer Ribosomtransition, die
eine Implementierung der Ribosomfunktion Ri ist, auf den Bestandteil qi,1.ν, .., qi,n(i).ν
eines PPS-Objekts pps.ν abgebildet. Da es insgesamt r Teilplanungen gibt, existieren r
Schnittstellen der Art aus Abbildung 6.24. Damit ist jedes PPS-Objekt, das sich aus r
solchen Schnittstellen zusammensetzt, in Form von THOR-Netzmarken und Datenbank-
tupeln u¨ber das gesamte THOR-Netz und die Datenbank verteilt.
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Abbildung 6.24: Ribosomtransition
In der Modellierung der Planung mit THOR-Netzen findet sich die Schnittstelle aus Ab-
bildung 6.24 in Abbildung 6.23(a) wieder. Da die zwei Planungsbereiche Losplanung und
Maschinenbelegungsplanung implizit miteinander kooperieren, besteht die Ribosomfunk-
tion R aus den zwei Komponenten R1, R2. Im Unternetz werden die beiden Funktionen
durch die Ribosomtransitionen {Ribosom 1, Ribosom 2} = TRib nachgebildet. Sie bilden
die Lo¨sungen aus G L Matrix auf den oben entwickelten Verbundtyp
(σ(MBO), σ(LSO), σ(DB−Stelle Ruestzeiten), σ(DB−Stelle Ruestzeiten),
σ(DB−Stelle Betriebskalender), σ(DB−Stelle Betriebskalender))
ab.
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Diskussion des PPS-Ojektansatzes
Nach jedem Schalten der Aufruftransition Planung befindet sich auf den Schnittstellen
zur Aufruftransition Produktionssystem eine Menge von Marken, die zu einer Popula-
tion von PPS-Objekten geho¨ren. Die Aufruftransition Produktionssystem zieht nun bei
jedem Schalten ein PPS-Objekt von ihren Vorpla¨tzen ab. Jeder Aufruf der Aufruftran-
sition Produktionssystem erha¨lt logisch gesehen den Wert des entsprechenden durch ν
identifizierten PPS-Objekts als Kennung. Das ermo¨glicht es, den Zusammenhang zwi-
schen dem Genotyp, den Lo¨sungen, dem Plan und den Zielwertauspra¨gungen zu jedem
Plan auch nach der Beendigung der fu¨r das PPS-Objekt aufgerufenen Unternetzinstanz
zur Berechnung der Genotypfitneß aufrecht zu halten.
Die PPS-Objekte unterstu¨tzen die Simulationsauswertung, da die Tupel des PPS-Objekts
durch die gleichen Attributauspra¨gungen von K identifiziert werden, wie die korrespon-
dierenden THOR-Netzmarken des PPS-Objekts. Dadurch lassen sich Datenbankeintra¨ge
und Produktionspla¨ne eindeutigt zuordnen.
Die PPS-Objekte werden im Rahmen der vorliegenden Arbeit nur fu¨r zwei Teilplanungs-
funktionen verwendet. Tatsa¨chlich erlaubt ihre allgemeine Formulierung aber ihre An-
wendung auf r Teilplanungsfunktionen, so daß auch Modelle der impliziten Kooperation
entwickelt werden ko¨nnen, in denen mehr als zwei Planungsbereiche implizit miteinander
kooperieren.
Auf der theoretischen Ebene schließen PPS-Objekte die Lu¨cke zwischen den Lo¨sungen GL
und den Pha¨notypen PT . Das durch ν identifizierte PPS-Objekt wird nach einer genauen
Vorschrift aus den durch ν identifizierten Teilpla¨nen l(1), . . . , l(r) an den Ribosomtran-
sitionen konstruiert. Jedem durch ν identifizierten PPS-Objekt liegt somit eine globale
durch ν identifizierte Lo¨sung l und folglich ein durch ν identifizierter Genotyp c zugrunde.
Insgesamt bildet so die Menge der PPS-Objekte die Menge der Pha¨notypen.
6.7 Produktionssystem
Es gibt eine Vielzahl von Produktionssystemtypen, die nach unterschiedlichen Kriterien
[Za¨p82] wie dem Organisationstyp der Fertigung (zum Beispiel Werksta¨ttenproduktion,
Fließproduktion), dem Wiederholungsgrad der Produktion (zum Beispiel Einzelprodukti-
on, Massenproduktion), der Auslo¨sung der Produktion (zum Beispiel Kundenproduktion,
Marktproduktion), der Erzeugnisstruktur (einteilige Produktion, mehrteilige Produkti-
on) usw., kategorisiert werden ko¨nnen. Im Rahmen der vorliegenden Arbeit werden spe-
ziell Reparatur- und Wartungssysteme fu¨r Triebwerke aus der Luftfahrtgera¨teindustrie
betrachtet. Die im Rahmen einer Untersuchung [Sch96] gewonnenen Daten und Ablauf-
strukturen werden allerdings nicht exakt nachgebildet, sondern als Referenz verwendet,
damit bei der Modellierung des konkreten Produktionssystems Freiheitsgrade genutzt
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werden ko¨nnen, mit deren Hilfe sich verschiedene Planungsprobleme akzentuieren lassen.
Beispielsweise wird im Rahmen der vorliegenden Arbeit eine tiefere Erzeugnisstruktur
verwendet, als in den Rerferenzdaten vorgegeben ist. Dadurch wird die Losgro¨ßen- und
Maschinenbelegungsplanung komplexer.
Bevor mit der Modellierung des Produktionssystems begonnen wird, werden kurz die Be-
griffe Modell und Simulation besprochen. Unter einem Modell wird hier ein materielles
oder immaterielles System [KG95] verstanden, das experimentierbar ist [Pag91] und zur
Beschreibung statischer (Zusta¨nde) und dynamischer (Zustandsu¨berga¨nge) Eigenschaften
eines zu untersuchenden Originalsystems dient. Im Rahmen der vorliegenden Arbeit wird
speziell ein Simulationsmodell verwendet. Dabei handelt es sich um ein Modell, das das
Verhalten des Originalsystems durch schrittweise Nachbildung der Zustandsu¨berga¨nge auf
einem gewa¨hlten Abstraktionsniveau nachbildet. THOR-Netze lassen sich als rechnerun-
terstu¨tzte Simulationsmodelle einsetzen, bei denen die Modellbeschreibung und damit
insbesondere die Beschreibung der Zustandsu¨berga¨nge durch eine zugeho¨rige Entwick-
lungsumgebung automatisch in Form von C++ Programmen als Computermodell imple-
mentiert wird.
Unter dem Begriff Simulation wird im weiteren eine auf das wesentliche vereinfachte expe-
rimentierbare Nachbildung eines (komplexen) Originalsystems sowie dessen Analyse durch
das Modell verstanden, wobei die experimentell gewonnenen Erkenntnisse Ru¨ckschlu¨sse
auf das Verhalten des Originalsystems ermo¨glichen (vergleiche [Meh94, Luk93, Kru¨74]).
Die Entscheidung, die Fitneß von Produktionspla¨nen simulativ zu u¨berpru¨fen, resultiert
aus dem Umstand, daß die Nachbildung komplexer Schritte von Zustandsa¨nderungen mit
algorithmischen und graphischen Mitteln bei Produktionssystemen in der Regel einfacher
ist, als deren Formulierung mit analytischen Mitteln, wie Gleichungssystemen [SBVL96].
Die mathematischen Modelle aus Kapitel 3 fassen beispielsweise aus Gru¨nden der Model-
lierbarkeit viele wichtige dynamische Aspekte des Originalsystems in statische Parameter.
So werden in diesen Modellen regelma¨ßig die Vorlaufzeiten als feste Parameter verwendet,
obwohl sich in Untersuchungen gezeigt hat, daß planungsentscheidende Planvorlaufzeiten
mit einer La¨nge bis zu 16 Stunden in keinem funktionalen Zusammenhang mehr mit den
dann tatsa¨chlich entstehenden Durchlaufzeiten stehen [AUK88]. Sollen die Vorlaufzeiten
in ein analytisches Modell als Entscheidungsvariablen eingehen, fu¨hrt das zu einer starken
Erho¨hung der Modellkomplexita¨t. Die Nachbildung des Produktionssystems selbst dient
nicht zur Optimierung, sondern zur Beantwortung von “was wa¨re wenn”-Anfragen zur
Entscheidungsfindung [Pag91] hinsichtlich der Auswahl alternativer Produktionspla¨ne.
Aus diesen Gru¨nden wird im Modell der impliziten Kooperation die Produktionssystem-
komponente durch ein Simulationsmodell realisiert.
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Abbildung 6.25: Reparatur und Wartung
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Das Reparatur- und Wartungssystem
Der allgemeine Durchlauf eines Werkstattauftrags durch das hier betrachtete Reparatur-
und Wartungssystem besteht aus vier Stationen: Ein Triebwerk gelangt zuerst in die De-
montage, wo es zerlegt wird. Daran schließt sich eine Befundung der einzelnen Komponen-
ten an. Fu¨r Demontage und Befundung muß, abha¨ngig vom bearbeiteten Triebwerkstyp,
entsprechend qualifiziertes Personal eingesetzt werden. Nach der Befundung steht fest,
welche Ersatzteile erneuert werden mu¨ssen. Nach deren Beschaffung wird das Triebwerk
wieder montiert und gelangt in den Pru¨fbereich. Hier wird das Aggregat umfangreichen
Tauglichkeits- und Sicherheitspru¨fungen unterzogen. In Abha¨ngigkeit vom Pru¨fergebnis
wird das Triebwerk dann entweder zum Warenausgang transportiert oder bei einer Be-
anstandung erneut in die Demontage geleitet. Abbildung 6.25 zeigt das konzeptionelle
Modell zu dieser Ablaufstruktur.
Die Werkstattsteuerung basiert wesentlich auf dem MBO-Objekt. Die Einplanung und
Umplanung, das heißt das Lesen und Vera¨ndern der Planungsinformationen der MBO-
Objekte, findet in den Aufruftransitionen des Unternetzes statt. Die Aufruftransition
Reparatur- und Wartung in Abbildung 6.14 auf Seite 104 erha¨lt beim Schalten fu¨r je-
de der vier Produktionsstationen ein diese Produktionsstation betreffendes MBO-Objekt.
Im Unternetz der Aufruftransition werden die vier Objekte analog zu Tokens verwendet,
von denen zu jedem Zeitpunkt stets nur ein Exemplar existiert. Damit kann jedes MBO-
Objekt bei ho¨chstens einer Umplanung eines Produktionsbereichs gleichzeitig verwendet
werden. Ein solcher exklusiver Zugriff ist no¨tig, da im Voraus kaum entscheidbar ist, wie
weitreichend die Auswirkungen einer Umplanung auf die Gesamtplanung sind. Wu¨rden
Kopien eines MBO-Objekts an verschiedenen Stellen gleichzeitig zu Umplanungszwecken
vera¨ndert, wa¨re die Wahrscheinlichkeit der Erzeugung inkonsistenter Pla¨ne hoch.
Da Transportzeiten im betrachteten Reparatur- und Wartungssystem keine wesentliche
Rolle spielen, ergibt sich das Voranschreiten der Simulationszeit hauptsa¨chlich aus der
technologischen Stu¨ckzeit der Arbeitsga¨nge in den Komponenten Demontage, Befundung,
Montage und Pru¨fvorgang und den Ru¨stzeiten an den Pru¨fmaschinen sowie bei der Zu-
ordnung von Ressourcen. Die technologischen Stu¨ckzeiten (siehe Kaptitel 2) sind bei den
maschinellen Ressourcen sehr genau festgelegt. Sie schwanken in Abha¨nigkeit von der
gewa¨hlten Intensita¨t, mit der die jweilige Ressource die Arbeit ausfu¨hrt. Auch bei der
menschlichen Arbeit hat die Arbeitsphysiologie gezeigt [LR97], daß die einzelnen manu-
ellen Verrichtungen nach einer gewissen Lernzeit in ihrer Ausfu¨hrungsdauer relativ zum
Individuum sehr konstant sind. Der zweite zeitverbrauchende Faktor, das Ru¨sten bzw.
Umru¨sten von Pru¨fmaschinen, entsteht im Pru¨fbereich, weil jeder Triebwerkstyp indivi-
duell mit aufwendigen Adapterinstallationen und Schlauchverbindungen in eine geeignete
Pru¨fmaschine eingespannt werden muß. Die Informationen zur Stu¨ckzeit befinden sich in
entsprechenden Attributen der Personal- und Aggregatobjekte und bestimmen die Schalt-
dauer der Transitionen, die die Ausfu¨hrung von Arbeitsga¨ngen simulieren. Die Umru¨stzei-
ten liegen als Matrixobjekt in den Unternetzen, die die Pru¨fmaschinen nachbilden. Die
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Wartezeiten, die, wie in Kapitel 2 bereits erla¨utert, bis zu 80% der Durchlaufzeit ausma-
chen, ergeben sich bei der vorliegenden Simulation aus den Zwischenzusta¨nden und dem
Endzustand eines Simulationslaufs. Sie sind damit keine statischen Eingabeparameter
mehr sondern Ergebnisse der Simulation.
In der Simulation wird das Fortschreiten der Simulationszeit durch die Schalt- und
Verzo¨gerungszeiten der Transitionen modelliert. Da die Feinplanung von Werkstattauf-
tra¨gen minutengenau ist, entspricht eine Schalt- bzw. Verzo¨gerungszeit von Eins einer
Minute. Es werden nur ganzzahlige Werte als Schalt- und Verzo¨gerungszeiten verwendet.
Die Schalt- bzw. Verzo¨gerungszeiten werden entweder durch entsprechende Attributwerte
der Aggregat-Marken vorgegeben oder aus Tabellenmarken ausgelesen. Die Zeiten entspre-
chen in ihrer Dauer den Zeitvorgaben aus dem weiter oben erwa¨hnten Referenzsystem.
Eine einfache Mo¨glichkeit fu¨r ein Zeitkonzept (zu allgemeinen Zeitkonzepten in verteilten
Systemen vergleiche beispielsweise [Jef85, Lam78, Mat89]) besteht in der Einfu¨hrung einer
Uhrentransition, die sta¨ndig mit einer Schaltdauer einer Zeiteinheit schaltet und u¨ber die
sich alle Systemkomponenten synchronisieren. Dieser Ansatz entspricht einer zeitgesteuer-
ten Simulation, deren wesentlicher Nachteil darin besteht, daß auch Zeitpunkte simuliert
werden, in denen keine Ereignisse stattfinden. Dadurch erho¨ht sich die Ausfu¨hrungsdauer
von Simulationsla¨ufen erheblich.
Um dieses Problem zu umgehen, wird hier ein Ansatz verwendet, bei dem alle zeitver-
brauchenden Transitionen, die Arbeitsga¨nge nachbilden, auf die vier MBO-Objekte zu-
greifen, da diese zusammen ein erweitertes Gantt-Diagramm repra¨sentieren, in welchem
alle Arbeitsga¨nge hinsichtlich der Ressourcen (Maschinen, Personal, Teile etc.) u¨ber einer
absoluten Zeitachse dargestellt sind. In den MBO-Objekten sind insbesondere die geplan-
ten Startzeiten aller Arbeitsga¨nge, die an jedem Aggregat durchgefu¨hrt werden mu¨ssen,
eingetragen.
Logisch wird das Voranschreiten von Zeit durch Transitionen modelliert, die jeweils ei-
ner zeitverbrauchende Ressource im Referenzsystem entsprechen und die Ausfu¨hrung von
Arbeitsga¨ngen nachbilden. Hat eine solche Transition Schaltkapazita¨t, und liegen Teile
zur Bearbeitung vor, so wird von allen MBO-Objekten je eine Kopie in einer Testtran-
sition darauf gepru¨ft, ob ein passendes minimales Diagrammelement d fu¨r eins der zu
bearbeitenden Teile vorliegt. Minimal bedeutet anschaulich, daß auf keiner Ressource des
erweiterten Gantt-Diagramms ein Diagrammelement d′ existiert, dessen linkes Ende links
vom linken Ende des Diagrammelements d liegt. Ist d minimal, so wird seine Position,
die es auf der Ressource einnimmt, gespeichert. Zum Schalten der zeitverbrauchenden
Transition wird nun das die Ressource enthaltende MBO-Objekt von einer Pru¨ftransition
abgezogen. Anschließend wird getestet, ob die Position von d unvera¨ndert geblieben ist.
Ferner wird gepru¨ft, ob sich d mit einem anderen Diagrammelement in Folge einer fru¨her-
en inkonsistenten Umplanung u¨berlappt und ob das Zeitattribut der Marke gro¨ßer ist als
der Startzeitpunkt des entsprechenden Diagrammelements. Weiter wird getestet, ob freie
Ressourcen mit entsprechend qualifizierten Mitarbeitern verfu¨gbar sind. Falls die Pru¨fun-
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gen auf einen Fehler laufen, wird das MBO-Objekt zuru¨ckgelegt und dann werden alle
vier MBO-Objekte abgezogen und es wird eine Umplanung der Diagrammelemente durch-
gefu¨hrt. Im Rahmen der Umplanung darf kein Diagrammelement links vom linken Ende
von d platziert werden. Ferner darf bei allen Diagrammelementen, die einen Starteintrag
besitzen, die entsprechende Ressource anschaulich erst ab dem rechten Ende des mit dem
Starteintrag versehenen Diagrammelements verplant werden. Nach der Umplanung wird
das MBO-Objekt wieder zuru¨ckgelegt.
Falls die Position des Diagrammelents unvera¨ndert geblieben ist und falls keine U¨berlap-
pung vorliegt und das Attribut des Aggregatobjekts nicht gro¨ßer ist als der Startzeitpunkt
des Diagrammelements, wird das Diagrammelement mit einem Starteintrag versehen und
wieder zuru¨ckgelegt. Anschließend kann die zeitverbrauchende Transition schalten. Nach
Beendigung des Schaltvorgangs wird das MBO-Objekt durch eine nachfolgende Transak-
tion abgezogen. Das Diagrammelement mit dem Starteintrag wird gelo¨scht. Anschließend
wird das MBO-Objekt wieder zuru¨ckgelegt. Jede Transition merkt sich ihre aktuelle Zeit
in einem eigenen Datenbankobjekt. Das Maximum aus dem Zeitattribut des Aggregats
und der Zeit der Transition wird um die Schaltdauer der Tansition erho¨ht und dem At-
tributobjekt und der Transition zugewiesen.
Anschaulich erzwingt das MBO-Objekt, daß die Aggregat-Objekte im THOR-Netz ent-
sprechend der Reihenfolge der Arbeitsga¨nge im Gantt-Diagramm abgearbeitet werden. Da
die Simulation (Um)Planungen wie im realen Produktionssystem durchfu¨hrt, sind keine
zeitlichen Rollbacks bereits eingetretener Ereignisse mo¨glich.
Die Spezifikationen der einzelnen Produktionsstationen, die in Abbildung 6.25 auf Sei-
te 123 als Aufruftransitionen modelliert sind, stehen auf dieser Modellebene noch nicht
fest. Lediglich die Schnittstellen zwischen den Produktionsstationen sind bekannt. Die
Zielstellen aus dem aufrufenden THOR-Netz entsprechen in Abbildung 6.25 den Share-
stellen Ziel: Durchlaufzeit, Ziel: Termintreue/Lieferbereitschaft, Ziel: Kapa-
zitaetsauslastung und Ziel: Lagerbestand.
Die Transition Abgleich gleicht die MBO-Objekte zur Maschinenbelegungsplanung kon-
sistent mit dem Losgro¨ßenobjekt auf der Sharestelle LSO ab. Sind die MBO-Objekte abge-
glichen, beginnt der Reparatur- und Wartungsdurchlauf gema¨ß dem oben beschriebenen
Ablauf mit der Aufruftransition Demontage. Die Aufruftransition zieht die MBO-Marke
mit der Feinplanung fu¨r die Demontage ab, um die dort vorgegebenen Aggregate mit
dem zugeordneten Material zum vorgegebenen Termin zu demontieren. Auf der Stelle
Personal liegen die Mitarbeiterobjekte. Sie enthalten neben Angaben u¨ber den Erfah-
rungsgrad des Mitarbeiters ein Attribut, das die Qualifikationen des Arbeiters ausweist.
Die Qualifikationen sind zweistufig geordnet. Auf der ersten Stufe gibt es die Qualifika-
tionen Montage, Demontage, Befundung und Pru¨fung. Auf der zweiten Stufe werden die
Triebwerkstypen spezifiziert, auf die sich die Qualifikation der ersten Stufe bezieht. Es
ist also mo¨glich, daß zwei Arbeiter die gleiche Qualifikation auf der ersten Stufe haben
aber keinen gemeinsamen Triebwerkstyp auf der zweiten Stufe besitzen und sie bei der
6.7. PRODUKTIONSSYSTEM 127
Personaleinsatzplanung nicht gegenseitig ausgetauscht werden ko¨nnen. Die Qualifikati-
onsinformationen sind aufgrund der Notwendigkeit hoher Qualifikation der Mitarbeiter in
einem Reparatur- und Wartungssystem außerordentlich wichtig fu¨r die Planung.
Die Aufruftransition Demontage zieht von der Stelle Personal die eingeplanten Mitar-
beiterobjekte zur Durchfu¨hrung der Demontage ab. Auf der Stelle Ziel: Kapazitaets-
auslastung liegt fu¨r jeden Kapazita¨tstra¨ger, daß heißt Mitarbeiter oder Pru¨fmaschine,
ein Kapazita¨tsobjekt. Schaltet die Transition Demontage, dann werden die der Zuteilung
entsprechenden Kapazita¨tsobjekte von den entsprechenden Transitionen des Unternetzes
der Aufruftransition Demontage abgezogen und um deren Schaltdauer erho¨ht. Auf die-
se Weise wird fu¨r jeden Kapazita¨tstra¨ger seine genaue Auslastung dokumentiert. U¨ber
die Sharestelle Puffer nicht bestandene Aggregate werden die Triebwerke, die die
Pru¨fung nicht bestanden haben, an die Demontage zur erneuten Zerlegung zuru¨ckge-
geben.
Beim Schalten werden die demontierten Aggregate auf die Sharestelle Puffer demont-
ierte Teile gelegt, die die Schnittstelle zur Befundung bildet. Jedes Objekt dieser Stelle
ist eine Liste der demontierten Teile, die zum gleichen Aggregat geho¨ren. Auf der Share-
stelle Ziel: Lagerbestand werden die Ergebnisse einer periodischen Abfrage nach den
Zwischenlagerbesta¨nden in der Demontage abgelegt, die fu¨r die spa¨tere Auswertung der
durchschnittlichen Lagerbesta¨nde des gesamten Produktionssystems beno¨tigt werden. Auf
die Sharestelle Ziel: Kapazitaetsauslastung wird das jeweilige um die Arbeitsgang-
dauer erho¨hte Kapazita¨tstra¨gerobjekt wieder zuru¨ckgelegt. Ebenso werden die eingesetz-
ten Personalobjekte wieder auf die Sharestelle Personal bewegt.
Die Aufruftransition Befundung u¨bernimmt auf der Sharestelle Puffer demontierte
Teile die von der Demontage zerlegten Aggregate. Die Aufruftransition Befundung greift
in analoger Weise auf die Stellen Personal, MBO, Ziel: Kapazitaetsauslastung und
Ziel: Lagerbestand zu, wie die Aufruftransition Demontage. Werden bei der Befun-
dung defekte Einzelteile entdeckt, wird eine Bedarfsmeldung u¨ber die Stelle benoetigte
Ersatzteile an die Aufruftransition Lagerverwaltung ausgelo¨st. Die intakten Teile wer-
den u¨ber die Sharestelle Puffer intakte Teile an die Aufruftransition Montage wei-
tergeleitet. Auf der Stelle Puffer weiter zu demontierende Baugruppen werden Bau-
gruppen, die bei der Befundung als fehlerhaft erkannt werden, an die Demontage zur
weiteren Zerlegung zuru¨ckgegeben. Auf der Sharestelle Puffer intakte Teile werden
die Teile eines Aggregats, die bei der Befundung ohne Beanstandung geblieben sind,
an die Montage u¨bergeben. Der Bedarf an neuen Einzelteilen, der sich aus der Befun-
dung ergibt, wird u¨ber die Sharestelle benoetigte Ersatzteile an die Aufruftransition
Lagerverwaltung gegeben.
Die Aufruftransition Montage u¨bernimmt von der Sharestelle Puffer intakte Teile die
wiederverwendbaren Komponenten eines Aggregats. Die von der Befundung gemeldeten
Bedarfe an Neuteilen werden der Montagetransition von der Aufruftransition Lagerver-
waltung auf der Sharestelle Puffer bereitgestellte Ersatzteile zur Verfu¨gung ge-
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stellt. Analog zu den beiden bereits besprochenen Aufruftransitionen greift die Montage-
transition auf die Sharestelle Personal, MBO, Ziel: Kapazitaetsauslastung und Ziel:
Lagerbestand zu. Auf der Stelle Puffer komplett montierte Aggregate werden die
montierten Aggregate an die Aufruftransition Pruefbereich u¨bergeben. Die bei der
Montage nicht beno¨tigten Teile werden u¨ber die Stelle Reuckfuehrung ueberfluessige
Teile an die Lagerverwaltung u¨bergeben.
Die Aufruftransition Pruefbereich erha¨lt von der Montage die fertig montierten Aggre-
gate u¨ber die Sharestelle Puffer komplett montierte Aggregate. Die Aufruftransition
greift, in gleicher Weise wie die anderen Aufruftransitionen auf die Stellen Personal,
MBO, Ziel: Kapazitaetsauslastung und Ziel: Lagerbestand zu. Ist die Pru¨fung der
Aggregate erfolgreich, fu¨hrt das zu einer Ausgabe auf der Stelle bestandene Aggregate.
Bei einer Beanstandung wird das Aggregat auf die Sharestelle Puffer nicht bestandene
Aggregate gelegt, wo durch die Aufruftransition Demontage erneut ein Reparatur- und
Wartungszyklus fu¨r das Triebwerk eingeleitet wird.
Die Transition Aggregat verlaesst R&W-System ist u¨ber die Sharestelle bestandene
Aggregate mit der Aufruftransition Pruefbereich verknu¨pft. Die Transition entfernt fu¨r
jedes Aggregat, daß den Pru¨fvorgang bestanden hat, das entsprechende Auftragsobjekt
von der Stelle Aggregat Soll. Dabei berechnet die Transition Informationen fu¨r zwei
PPS-Ziele. Zum einen vergleicht sie den Soll-Liefertermin, der als Attributwert der Ag-
gregatobjekte der Sharestelle Aggregat Soll verfu¨gbar ist, mit dem Ist-Liefertermin des
jeweiligen Aggregats und legt das Ergebnis auf der Stelle Ziel: Termintreue/Liefer-
bereitschaft ab. Fener bestimmt die Transition die Durchlaufzeit eines Aggregats durch
den Vergleich des Starttermins des ersten Arbeitsgangs mit dem Zeitpunkt des Austritts
aus dem Reparatur und Wartungssystem. Der Starttermin, zu dem ein Aggregat in die
Demontage eingelastet wird, wird fu¨r jedes Aggregatobjekt im Attribut “Starttermin”
festgehalten. Ist die Sharestelle Aggregat Soll leer, ist das das Signal fu¨r die Beendi-
gung der Simulation des Unternetzaufrufs.
Abbildung 6.26 zeigt die Spezifikation der Aufruftransition Demontage. Aus dem MBO-
Objekt der Sharestelle MBO wird durch die Transition Einteilung der Ressourcen das
MBO-Objekt mit der Kennung fu¨r die Demontage abgezogen. Aus den Attributwerten
des Objekts wird ein Aggregat und der na¨chste zu bearbeitende Arbeitsgang sowie der
ausfu¨hrende Mitarbeiter bestimmt. Da das MBO-Objekt von der Stelle MBO abgezogen
wird, sind alle Umplanungen exklusiv gesperrt. Beim Schaltende der Transition wird auf
die Stelle Einteilung, die eine Kapazita¨t von Eins hat, ein Einteilungsobjekt abgelegt,
das einen Mitarbeiter einem Aggregat und einem Demontagearbeitsgang an dem Aggregat
mit einem Startzeitpunkt zuordnet.
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Abbildung 6.26: Demontage
Nachdem der na¨chste Arbeitsgang feststeht, wird mit der Aufruftransition Ressourcen
einsatzbereit? getestet, ob die eingeplanten Ressourcen wie Personal, Material und
Maschinen tatsa¨chlich verfu¨gbar sind. Liegt das entsprechende Mitarbeiterobjekt auf der
Stelle Personal und befindet sich das ausgewa¨hlte Aggregat in der Datenbank, das heißt
auf der DB-Stelle Lager, so verzweigt die Aufruftransition zur Ja-Kante und gibt auf
der Stelle Zuteilung die Verknu¨pfung zwischen dem Arbeitsgang, dem Mitarbeiter und
dem Aggregat an die Transition Demontage durchfuehren weiter, so daß die Transition
Demontage durchfu¨hren schalten kann. Anschließend wird das MBO-Objekt wieder auf
die Stelle MBO gelegt.
Bei der Konstruktion der Transition Ressourcen einsatzbereit? wird ein besonderer
Vorteil der THOR-Netze deutlich, da mit Aufruftransitionen Transitionen modelliert wer-
den ko¨nnen, deren Schalten nicht zwangsla¨ufig Markenbewegungen auf allen Vor- und
Nachliegerstellen bewirkt. Dadurch ist es mo¨glich, wie im Fall der hier verwendeten Tran-
sition, bei positivem Ergebnis des Tests auf Einsatzbereitschaft lediglich eine Marke auf
der Stelle Zuteilung zu positionieren, wa¨hrend die Stelle im Nein-Zweig leer bleibt und
umgekehrt. Der entsprechende Eintrag im MBO-Objekt wird bei verfu¨gbaren Ressourcen
gelo¨scht und ist damit von weiteren Umplanungen ausgeschlossen. Dies entspricht der Si-
tuation in realen Produktionssystemen, in denen ausgefu¨hrte Vorga¨nge fu¨r die Umplanung
nicht mehr verfu¨gbar sind, da sie zum Umplanungszeitpunkt bereits in der Vergangenheit
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liegen.
Die Transition Demontage durchfuehren bildet die Demontage eines Aggregats nach.
Beim Schaltende werden die demontierten Teile auf der Sharestelle Puffer demontierte
Teile abgelegt. Gleichzeitig werden die zugeordneten Personalobjekte wieder auf die Sha-
restelle Personal zuru¨ckgelegt. Die fu¨r einen Demontagearbeitsgang eingesetzte Kapa-
zita¨t wird durch Erho¨hung der entsprechenden Kapazita¨tstra¨gerobjekte der Sharestelle
Ziel: Kapazitaetsauslastung um die Schaltdauer der Demontagetransition inkremen-
tiert.
Sollte eine eingeplante Ressource zum eingeplanten Zeitpunkt nicht vollsta¨ndig zur Ver-
fu¨gung stehen, wird zur Nein-Kante verzweigt. Das zu demontierende Aggregat wird zwi-
schengelagert, was durch einen entsprechenden Eintrag in der DB-Stelle Lager darge-
stellt wird. Die Transition Umplanung erha¨lt auf der Sharestelle Umplanung anstossen
eine Information u¨ber das Zuteilungsproblem und die betroffenen Eintra¨ge im MBO-
Objekt. Das MBO-Objekt mit der Kennung fu¨r die Montage wird wieder auf die Stelle
MBO zuru¨ckgelegt. Zum Zwecke der Umplanung werden dann alle vier MBO-Objekte von
der MBO-Stelle abgezogen, um der Umplanung exklusiv zur Verfu¨gung zu stehen. Um die
Qualifikationen der Mitarbeiter zu erhalten, die bei einer mo¨glichen Neuzuteilung von Per-
sonal bekannt sein mu¨ssen, greift die Umplanung auf die DB-Stelle Qualifikationen
zu. Die Umplanung muß im Realsystem im Gegensatz zur operativen Planung sekunden-
schnell ablaufen und liefert daher hinsichtlich der Erfu¨llung der PPS-Ziele in der Regel
nur schlechte Resultate (vergleiche zum Beispiel [Hen92]). Auf diese Problematik wird
hier aber nicht na¨her eingegangen.
Da die Umplanung alle vier Marken synchron von der Stelle MBO abzieht und alle Eintei-
lungstransitionen in den Unternetzen des Repartur- und Wartungssystem-Netzes jeweils
nur eine MBO-Marke abziehen, die von jeder Transaktion Ressourcen einsastzbereit?
in jedem Fall, das heißt insbesondere auch, bevor alle vier MBO-Objekte zur Umplanung
abgezogen werden, wieder auf die Stelle MBO zuru¨ckgelegt wird, ist ein Deadlock durch
wechselseitiges Warten mehrerer Umplanungstransitionen aufeinander ausgeschlossen.
Auch die Aufruftransitionen, die die Einsatzbereitschaft der Ressourcen testen, greifen
synchron auf alle beno¨tigten Ressourcen zu, so daß auch hier kein Deadlock durch wech-
selseitiges Warten auftreten kann. Bleibt die Frage, ob es bei Umplanung bzw. beim Test
auf Einsatzbereitschaft zu Verschwo¨rungen zwischen verschiedenen Umplanungs- bzw.
Testtransitionen kommen kann, bei denen dann eine lebendige Umplanungs- bzw. Test-
transition niemals zum Schalten kommt. Das wu¨rde allerdings unendliche Abla¨ufe, das
heißt unendliche Folgen schaltender Transitionen voraussetzen, was aber im vorliegenden
THOR-Netz nicht der Fall ist, da sa¨mtliche Auftra¨ge alle fu¨nf Aufruftransitionen aus
Abbildung 6.25 sequentiell durchlaufen mu¨ssen. Das hat zur Folge, daß die Outputs der
Aufruftransitionen, die sich gegen eine Umplanungs- bzw. Testtransition verschwo¨ren wol-
len, irgendwann an der Aufruftransition, gegen die sich die Verschwo¨rung richtet, stauen.
Da nur eine endliche Auftragsmenge an zu wartenden bzw. zu reparierenden Aggregaten
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vorliegt, ko¨nnen ab einem bestimmten Zeitpunkt demzufolge alle an der Verschwo¨rung
beteiligten Transitionen nicht mehr schalten. Spa¨testens dann kann die betroffene Auf-
ruftransition eine Umplanung bzw. einen Einsatztest durchfu¨hren.
Da bei einer Entscheidung zur Umplanung das MBO-Objekt mit der Kennung fu¨r die
Montage zuerst auf die Stelle MBO zuru¨ckgelegt wird, kann es sein, daß eine andere Um-
planungstransaktion die MBO-Marken abzieht. Daher werden alle vier MBO-Marken nach
dem Laden durch Umplanung auf eine planungsrelevante Vera¨nderung zur gemerkten Pro-
blemstellung untersucht. Wird eine planungsrelevante Vera¨nderung erkannt, wird eine
leere Umplanung durchgefuehrt die nichts vera¨ndert. Die MBO-Marken werden wieder
auf die Stelle MBO zuru¨ckgelegt. Mit dem erneuten Einlesen des Teil-MBO-Objekts durch
die Transition Einteilung der Ressourcen wird die Einplanung erneut gestartet.
Neben einer fehlgeschlagenen Zuordnung kann die Umplanung auch durch weiter
zu demontierende Baugruppen aus der Befundung und durch fehlerhafte Aggregate
aus der Pru¨fung ausgelo¨st werden. Die Schnittstellen zwischen der Aufruftransition
Demontage und den Aufruftransitionen Befundung bzw. Pruefbereich bilden die Sha-
restellen Puffer weiter zu demontierende Baugruppen, Puffer demontierte Teile
und Puffer nicht bestandene Aggregate. Beim Schaltende der Transition Umplanung
werden die vera¨nderten MBO-Objekte wieder auf die Stelle MBO gelegt, woraufhin die
Transition Einteilung der Ressourcen eine neue Einlastung durchfu¨hrt. Die Aufruf-
transitionen Bestand erheben schreiben periodisch den aktuellen Bestand der beiden
Pufferstellen auf die Stelle Ziel: Lagerbestand. Die Ausgabe der Demontagetransition
wird auf die Sharestelle Puffer demontierte Teile gelegt. Sie bildet die Schnittstelle
zur Aufruftransition Befundung.
Abbildung 6.27 zeigt die Aufruftransition Bestand erheben. Auf der Stelle Erhebungs-
periode liegt ein Integerobjekt, dessen Wert der Dauer des Erhebungszyklus entspricht
und die Schaltdauer der Transition Bestandserhebung anstossen bestimmt. Schaltet
die Transition, wird die Stelle Erhebung beendet u¨ber die konsumierende Kante ab-
gera¨umt. Gleichzeitig wird eine Marke auf die Stelle Erhebung angestossen gelegt. Nun
ist die Transition Bestand erheben aktiviert. Die Transition schaltet sooft, bis sa¨mtliche
Marken von der Sharestelle Puffer nicht bestandene Aggregate auf die Stelle Temp
bewegt wurden. Bei jedem Schalten wird auf der Sharestelle Ziel: Lagerbestand das
Inventarattribut des entsprechenden Objekts fortgeschrieben. Dadurch ergibt sich ein pe-
riodenbezogenes Abbild von Lagerfu¨llsta¨nden am jeweiligen Periodenende. Ist der Puffer
geleert, dann ist die Transition Beenden der Erhebung aktiviert und zieht beim Schalten
die Marke von der Stelle Erhebung angestossen ab und legt sie auf die Stelle Erhebung
beendet. Nun kann die Transition Zuruecklegen schalten, wobei sie bei jedem Schalt-
vorgang eine Marke von Temp auf die Sharestelle Puffer nicht bestandene Aggregate
zuru¨ckbewegt und damit auf der Sharestelle Puffer nicht bestandene Aggregate wie-
der den urspru¨nglichen Zustand herstellt.
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Abbildung 6.27: Bestand erheben
Wird die Periodendauer mit der betriebswirtschaftlichen Zyklusdauer gleichgesetzt, so
entspricht das obige Vorgehen der konventionellen Methode zur mengenma¨ßigen Erfas-
sung der Lagerbesta¨nde zur Bestimmung des PPS-Ziels niedriger Lagerbesta¨nde. Wird
die Periodendauer verfeinert, so ergibt sich ein immer genaueres Bild u¨ber die Lagerin-
halte. Allerdings steigt auch die Laufzeit der Simulation an.
Abbildung 6.28 zeigt die Aufruftransition Ressourcen einsatzbereit? Diese Aufruf-
transition modelliert eine “Wenn-Dann”-Entscheidung, wobei immer nur ein Ausgang der
Aufruftransition nach dem Schaltende mit Marken belegt ist.
Die Marken auf den Sharestellen Personal bzw. die Eintra¨ge der mit der DB-Stelle
Lager assoziierten Lagerdatenbankrelation werden durch die Transtionen Personalcheck
bzw. Materialcheck mit Schalt- und Verzo¨gerungszeit Null mit dem Eintrag auf der
Sharestelle Einteilung verglichen. Die Sharestelle Einteilung hat Kapazita¨t Eins. Be-
finden sich die entsprechenden Objekte auf den Vorpla¨tzen, ko¨nnen die beiden Transitio-
nen Materialcheck und Personalcheck schalten, wobei sie das entsprechende Personal-
bzw. Materialobjekt auf ihre Nachliegerstellen, die eine Stellenkapazita¨t von Eins haben,
bewegen. Dadurch wird die Transition zuteilen aktiviert. Beim Schalten leert sie alle
Vorpla¨tze. Nach ihrem Schaltende liegen die zugeteilten Ressourcen auf der Sharestelle
Zuteilung.
Die Transitionen Personal fehlt und Material fehlt schalten mit einer Verzo¨gerungs-
zeit, die der Disponent in der Regel beno¨tigt, bis er sich vergewissert hat, daß Ressourcen
nicht verfu¨gbar sind. Kann mindestens eine Checktransition wa¨hrend dieser Verzo¨gerungs-
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zeit nicht schalten, das heißt bleibt ihre Nachliegerstelle leer, so kann die inzidente Tran-
sition Material fehlt bzw. Personal fehlt schalten.
Fehlt Personal, dann ist Material zurueck aktiviert. Die Transition bewegt das Mate-
rialobjekt wieder auf die DB-Stelle Lager und ra¨umt die Sharestelle Einteilung leer.
Analog bewegt die Transition Personal zurueck bei fehlendem Material das Personalob-
jekt auf die Sharestelle Personal zuru¨ck und leert ebenfalls die Sharestelle Einteilung.
Die drei mit der Sharestelle Umplanug inzidenten Transitionen testen die Ursache, wes-
halb eine Zuteilung fehlgeschlagen ist. Transition nur Material schaltet, wenn Material
vorhanden ist, aber Personal fehlt. Transition nur Personal schaltet im umgekehrten
Fall und Transition Material und Personal schaltet, falls weder Material noch Personal
vorhanden ist. Alle drei Transitionen schalten mit der gleichen Verzo¨gerungszeit, die der
Umplanungsdauer entspricht. In Abha¨ngigkeit von der schaltenden Transition wird eine
Marke mit dem Umplanungsgrund auf die Sharestelle Umplanung anstossen gelegt.
Abbildung 6.28: Ressourcen einsatzbereit?
Abbildung 6.29 zeigt die Spezifikation der Aufruftransition Befundung. Bei der Befun-
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Abbildung 6.29: Befundung
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Abbildung 6.30: Befundung durchfu¨hren
dung, die durch die Aufruftransition Befundung durchfu¨hren nachgebildet wird, ent-
scheidet sich, ob die Teile auf der Stelle Puffer demontierte Teile noch intakt sind
oder ersetzt werden mu¨ssen. Da bei der Befundung ebenso wie in der Demontage Kapa-
zita¨t eingesetzt wird, wird das entsprechende Kapazita¨tstra¨gerobjekt auf der Stelle Ziel:
Kapazitaetsauslastung wieder mit der Schaltdauer, die der Arbeitsgangdauer der Be-
fundung entspricht, inkrementiert. Alle intakten Teile eines Aggregats werden in eine Liste
geha¨ngt und auf die Sharestelle Puffer intakte Teile gelegt. Alle defekten Teile mu¨ssen
verschrottet und durch neue ersetzt werden. Sie werden auf der Stelle defekte Teile ab-
gelegt, die dann durch die Transition verschrotten komplett abgera¨umt wird. Gleichzei-
tig wird auf der Stelle geforderte Ersatzteile eine Liste mit den zu erneuernden Teilen
an die Lagerverwaltung u¨bergeben. Auf die Stelle Puffer weiter zu demontierende
Baugruppen werden die Komponenten abgelegt, die vom Kunden als intakt angegeben
wurden und daher bei der Demontage nicht weiter zerlegt worden sind, nun aber wegen
einer positiven Befundung doch weiter demontiert werden mu¨ssen. Auf die Sharestelle
Personal wird das entsprechende Mitarbeiterobjekt zuru¨ckgelegt.
Der Test der Einsatzbereitschaft der Ressourcen und eine mo¨gliche Umplanung laufen
analog zur Aufruftransition Demontage ab. Ebenso wie auf den anderen Lagerstellen,
wird auch fu¨r die Teile auf dem Eingangspuffer Puffer demontierte Teile eine peri-
odische Bestandserhebung durchgefu¨hrt. Die Sharestelle Puffer intakte Teile bildet
die Schnittstelle zur Aufruftransition Montage.
Das Herzstu¨ck der Befundung bildet die Aufruftransition Befundung durchfuehren, die
in Abbildung 6.30 gezeigt wird. Die Transition Selektieren vergleicht die Marke auf der
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Stelle Zuteilung mit den Marken der Stelle Puffer demontierte Teile. Dann wird das
Zuteilungsobjekt und die zugeteilte Teileliste abgezogen. Jedes Teil eines Triebwerks wird
bei der Initialisierung der Aufruftransition Planung mit einem Attribut Zustand versehen,
das angibt, ob das Teil defekt oder intakt ist. Die Liste wird, abha¨ngig vom Attributein-
trag der Listenelemente, in eine Liste intakter Teile, eine Liste defekter Einzelteile und
eine Liste defekter Baugruppen zerlegt. Ein Triebwerk besteht niemals aus nur defek-
ten Teilen. Wa¨re dies der Fall, wu¨rde es nicht mehr zur Reparatur gegegeben, sondern
komplett ausgetauscht. Ebenso besteht ein Triebwerk niemals nur aus intakten Teilen, da
demontierte Teile wie Dichtringe, Splinte usw. fu¨r die Montage nicht mehr wiederverwen-
det werden du¨rfen. Die Teileliste mit den intakten Teilen wird auf die Sharestelle Puffer
intakte Teile abgelegt. Auf die Stelle defekte Baugruppen/Einzelteile werden die
Listen mit den defekten Teilen des betrachteten Aggregats gelegt. Gleichzeitig wird das
zugeordnete Personalobjekt wieder auf die Sharestelle Personal gelegt. Da bei der Son-
dierung Kapazita¨t zum Einsatz kommt, wird durch die Transition das entsprechende Ka-
pazita¨tstra¨gerobjekt auf der Sharestelle Ziel: Kapazitaetsauslastung fortgeschrieben.
Die Transition Baugruppen bewegt, falls vorhanden, die Liste mit defekten Baugruppen
auf die Sharestelle Puffer weiter zu demontierende Baugruppen, die eine Schnittstel-
le zur Aufruftransition Demontage ist. Die Transition Einzelteile bewegt die Liste mit
den defekten Einzelteilen auf die Sharestelle defekte Teile. Da Einzelteile nicht repa-
riert, sondern neu angefordert werden, entsteht hier Bedarf fu¨r Neuteile. Dieser wird u¨ber
die Sharestelle geforderte Ersatzteile an die Aufruftransition Lagerverwaltung ge-
richtet.
Die Spezifikation der Aufruftransition Montage wird in Abbildung 6.31 gezeigt. Liegen
die intakten Teile aus der Befundung sowie die bei der Lagerverwaltung angeforderten
Ersatzteile auf den Vorpla¨tzen und ist das im Zuteilungsobjekt eingeplante Objekt auf
der Sharestell Personal verfu¨gbar, kann die Montage beginnen. Dazu sondiert die Auf-
ruftransition Sondiere Teile aus den Teilen der Sharestelle Puffer bereitgestellte
Ersatzteile die beno¨tigten Teile heraus. Die Sondierung ist notwendig, da in der Regel
vom Lager Teilekits geliefert werden, von denen aber nicht alle Teile beno¨tigt werden.
Weiter oben wurde bereits darauf hingewiesen, daß jede Demontage defekte und wieder-
verwertbare Teile hervorbringt. Daher liegen stets auf beiden Pufferstellen Objekte, die
die Transition Sondiere Teile beim Schalten abzieht.
Fu¨r die beiden Pufferstellen wird der Bestand periodisch fu¨r das PPS-Ziel Lagerbestand
durch die Aufruftransitionen Bestand erheben erfaßt. Die Sondierungstransition zieht
von der Stelle Zuteilung das Zuteilungsobjekt und von den Eingangspuffern die der
Zuteilung entsprechenden Teilelisten ab. Beim Schaltende werden die u¨berflu¨ssigen Tei-
le auf der Sharestelle Rueckfuehrung ueberfluessiger Teile an die Lagerverwaltung
zuru¨ckgegeben. Die Zeit, die die Sondierung in Anspruch nimmt, wird zum entsprechen-
den Kapazita¨tstra¨gerobjekt auf der Stelle Ziel: Kapazitaetsauslastung addiert. Die
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Abbildung 6.31: Montage
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Abbildung 6.32: Montage durchfu¨hren
fu¨r die Montage notwendigen Teile werden auf die Stelle benoetigte Teile gelegt. Da
Werkzeuge und Arbeitspla¨tze bei der Montage keine knappen Ressourcen darstellen, wer-
den sie hier auch nicht nachgebildet. Der Test der Einsatzbereitschaft des Personals sowie
mo¨gliche Umplanungsanforderungen laufen wieder wie bei der Aufruftransition Demontage
ab. Die Sharestelle Puffer komplett montierte Aggregate bildet die Schnittstelle zur
Aufruftransition Pruefbereich.
Nachdem alle Teile sondiert sind, ist die Aufruftransition Montage durchfuehren ak-
tiviert. Abbildung 6.32 zeigt das zugeho¨rige Unternetz. Sie bildet den eigentlichen Zu-
sammenbau des Triebwerks nach. Aus den Teilen auf der Stelle benoetigte Teile wer-
den durch die Transition Montage Baugruppen aus den Objekten, die Einzelteile re-
pra¨sentieren, Baugruppen-Objekte erzeugt, die auf der Stelle Zwischenpuffer abgelegt
werden. Baugruppen der Stelle benoetigte Teile werden unmittelbar auf die Stelle
Zwischenpuffer bewegt. Die Transition Endmontage bildet zusammengeho¨rige Baugrup-
pen-Objekte auf das korrespondierende Aggregat-Objekt ab. Das Aggregat-Objekt wird
auf der Sharestelle Puffer komplett montierte Aggregate abgelegt. Ferner wird die
Marke fu¨r das eingesetzte Personal wieder auf die Sharestelle Personl gelegt.
Die Spezifikation der Aufruftransition Pruefbereich ist in Abbildung 6.33 auf Seite 140 zu
sehen. Die Transition Zuordnung Pruefer und Pruefstand teilt, gema¨ß den Vorgaben
aus dem entsprechenden Teil des MBO-Objekts fu¨r den Pru¨fbereich, den na¨chsten Pru¨far-
beitsgang fu¨r ein Aggregat der Sharestelle Puffer komplett montierte Aggregate ei-
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ner Pru¨fmaschine und einem Pru¨fer zu. Der Inhalt der Pufferstelle Puffer komplett
montierte Aggregate wird durch die Aufruftransition Bestand erheben periodisch er-
mittelt. Sind Pru¨fer und Aggregat gema¨ß Plan verfu¨gbar, wird ein Pru¨fer-Aggregatobjekt
auf der Sharestelle Zuordnung abgelegt, wo es von der zugeordneten Pru¨fmaschine abge-
zogen wird.
Insgesamt stehen fu¨nf unterschiedliche Pru¨fmaschinen zu Verfu¨gung. Jede Pru¨fmaschine
ist ein Kapazita¨tstra¨ger, dessen Einsatz durch Inkrementieren des entsprechenden Kapa-
zita¨tstra¨gerobjekts um die Schaltdauer der entsprechenden Transitionen des Unternetzes
der jeweiligen Maschinentransition auf der Sharestelle Ziel: Kapazitaetsauslastung
fortgeschrieben wird. Da jeder Maschine ein Zwischenlager fu¨r die zu pru¨fenden Aggrega-
te zugeordnet ist, greifen die Maschinentransitionen auch auf die Stelle Ziel: Lagerbe-
stand zu. Nach dem Schalten einer Pru¨fmaschinentransition wird das Pru¨ferobjekt wieder
auf die Sharestelle Personal zuru¨ckgelegt. Auf der Stelle gepruefte Aggregate werden
die Aggregate mit einem Pru¨fverweis “bestanden” oder “nicht bestanden” abgelegt. Die
Aufruftransition Pruefung bestanden? legt im Fall “nicht bestanden” das Aggregat auf
die Sharestelle Puffer nicht bestandene Aggregate ab, wo es an die Aufruftransition
Demontage zuru¨ckgeleitet wird, um den Reparaturzyklus erneut zu durchlaufen. Besteht
ein Aggregat die Pru¨fung, dann wird es u¨ber die Sharestelle bestandene Aggregate an
die Transition Aggregat verlaesst R&W-System des aufrufenden Netzes weitergeleitet.
Die Einteilung der Ressourcen wird, wie bereits weiter oben beschrieben, durchgefu¨hrt.
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Abbildung 6.33: Pru¨fbereich
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Abbildung 6.34: M1
Abbildung 6.34 zeigt exemplarisch das Unternetz fu¨r die Maschinenaufruftransition M1. Je-
de Maschine besitzt einen FIFO-Eingangspuffer, in dem die Pru¨faggregate auf die Pru¨fung
warten. Auch fu¨r diesen Puffer wird wieder hinsichtlich des Lagerziels periodisch der Be-
stand erhoben. Die Transition Umruesten fragt den Ru¨stzustand der Maschine u¨ber die
Stelle Maschinenzustand ab und fu¨hrt entsprechend dem Eintrag in der Ru¨sttabelle der
Stelle (Um)Ruesttabelle und dem auszufu¨hrenden Pru¨farbeitsgang, der vom Typ des Ag-
gregats abha¨ngt, einen zeitverbrauchenden Umru¨stvorgang aus. Dementsprechend wird
ein Kapazita¨tstra¨gerobjekt auf der Sharestelle Ziel: Kapazitaetsauslastung fortge-
schrieben. Nach dem Umru¨sten schaltet die zeitverbrauchende Transition Pruefen. Auch
sie schreibt ein entsprechendes Kapazita¨tstra¨gerobjekt fort und legt beim Schaltende das
Mitarbeiterobjekt wieder auf die Stelle Personal und das gepru¨fte Aggregat auf die Sha-
restelle gepruefte Aggregate.
Abbildung 6.35 zeigt das Unternetz fu¨r die Aufruftransition Pruefung bestanden?. Je-
des Aggregatobjekt erha¨lt von der Maschinentransition in seinem Pru¨f-Attribut den Ver-
merk “bestanden” oder “nicht bestanden”. In Abha¨ngigkeit dieses Eintrags ist entweder
die Schaltbedingung der Transition bestanden oder die Schaltbediungung der Transition
nicht bestanden erfu¨llt. Dadurch kommt es zu keinem Konflikt zwischen beiden Tran-
sitionen. Je nach Eintrag wird das Aggregat dann auf der entsprechenden Sharestelle
ausgegeben.
Abbildung 6.36 zeigt die Spezifikation der Aufruftransition Lagerverwaltung. Die Lager-
verwaltung verwaltet die Lagerzu- und -abga¨nge. Die Transition Auftraege einlasten
liest die Auftra¨ge, auf die sich die Planung bezieht, aus der DB-Stelle Auftraege. Jeder
142 KAPITEL 6. MODELLIERUNG DER IMPLIZITEN KOOPERATION
Abbildung 6.35: Pru¨fung bestanden?
Abbildung 6.36: Lagerverwaltung
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Auftrag erha¨lt dabei in einem entsprechenden Attribut den geplanten Startwert fu¨r den er-
sten Arbeitsgang. Die DB-Marke der DB-Stelle Auftraege wird nicht auf die DB-Stelle
zuru¨ckgelegt, so daß die Transition nur einmal schaltet. Aus den Auftra¨gen werden die
Triebwerke, die repariert bzw. gewartet werden sollen, generiert und u¨ber die DB-Stelle
Lager in die Datenbanktabelle fu¨r das Lager geschrieben. Die Aufruftransition Entnahme
testet, ob angeforderte Ersatzteile auf der DB-Stelle Lager verfu¨gbar sind. Ist dies der
Fall, werden die Ersatzteile entnommen und der Aufruftransition Montage u¨ber die Sha-
restelle Puffer bereitgestellte Ersatzteile zur Verfu¨gung gestellt. Sind geforderte
Ersatzteile nicht lagerga¨ngig, muß eine offene Bestellung ausgelo¨st werden. Dazu wird ein
entsprechendes Objekt auf die Stelle offene Bestellungen gelegt, so daß die Transition
Lieferungen aktiviert ist. Nach einer gewissen Lieferfrist, die durch eine entsprechende
Schaltdauer der Transition modelliert wird, werden die gelieferten Teile u¨ber die Transiti-
on gelieferte Teile einlagern auf die DB-Stelle Lager gelegt. Auf die Stelle Liste
gelieferte Teile werden Listen abgelegt, die angeben, welche Teile von der Transition
Lieferung geliefert wurden. Dabei entha¨lt jede Liste fu¨r ein spezielles Aggregat alle Teile,
die in der Lieferung fu¨r dieses Aggregat enthalten sind.
Alle Lagerzugriffe werden durch die vier Transitionen Auftraege einlasten, gelieferte
Teile einlagern, Rueckgefuehrte Teile einlagern und Entnahme durchgefu¨hrt. Ei-
ne fehlgeschlagene Entnahme bedeutet immer auch eine Planabweichung. Daher lo¨st sie
stets eine Umplanung aus. Zu diesem Zweck wird eine Marke auf die Sharestelle Umplanung
ausloesen gelegt. Die Transition Umplanung zieht dann alle vier MBO-Objekt von der
Sharestelle MBO ab, fu¨hrt exklusiv auf diesen Objekten eine Umplanung durch und legt
die Objekte wieder auf die Sharestelle MBO zuru¨ck.
Zur Bestimmung des Lagerbestands wird ein einziges Saldoobjekt auf der Stelle Saldo pe-
riodisch fortgeschrieben. Dadurch entsteht eine Zeitreihe von Lagerinhalten. Die Transiti-
on Bestand erheben schaltet mit einer konfigurierbaren Schaltdauer. Beim Schalten wird
der aktuelle Saldo an ein Listenobjekt auf der Stelle Ziel: Lagerbestand angeha¨ngt.
Die Transition Bestellen greift auf die Sharestelle MBO zu, um alle durch die Aufruftran-
sition Planung eingeplanten Bestellungen, die in den aktuellen Bestellhorizont fallen in
offene Bestellungen umzuwandeln.
Wie bereits weiter oben erwa¨hnt wurde, werden bei der Materialdisposition in der Luft-
fahrtgera¨teindustrie u¨blicherweise sogenannte Teilekits an die Montage geliefert, von de-
nen aber nicht alle Bestandteile beno¨tigt werden. Dadurch kommt es zu Teileru¨ckfu¨hrun-
gen, die von der Aufruftransition Montage u¨ber die Sharestelle Rueckfuehrung ueber-
fluessiger Teile wieder auf die DB-Stelle Lager gelangen.
Abbildung 6.37 zeigt die Spezifikation der Aufruftransition Entnahme. Auf der Sharestelle
benoetigte Ersatzteile liegen die Teilelisten, die von der Aufruftransition Befundung
an die Aufruftransition Lagerverwaltung u¨bergeben wurden. Aus dieser Menge wird
durch die Transition Referenzliste anlegen eine Teileliste beno¨tigter Ersatzteile fu¨r
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Abbildung 6.37: Entnahme
ein Aggregat ausgewa¨hlt und die Datenbankschlu¨ssel der Teile als Liste auf die Stel-
le Referenzliste gelegt. Die Transition Teile vorhanden? testet beim Schalten, wel-
che Teile, daß heißt Listenelemente, im Lager verfu¨gbar sind und welche bestellt werden
mu¨ssen. Zu diesem Zweck liest sie die DB-Marke von der DB-Stelle Lager ein und ent-
fernt aus der Datenbank alle beno¨tigten vorhandenen Teile und legt sie auf der Stelle
Listen reservierte Teile als Liste von Teilen ab. Falls kein Teil auf Lager ist, wird
ein Objekt mit einer leeren Liste abgelegt. Fu¨r die Stelle Listen reservierte Teile
wird eine periodische Bestandserhebung durchgefu¨hrt. Auf die Stelle Liste beno¨tigte
Ersatzteile wird eine Liste mit den Teilen gelegt, die nicht lagerga¨ngig sind. Sollten
alle Teile im Lager verfu¨gbar gewesen sein, dann wird auf diese Stelle eine leere Liste
ausgegeben und sofort von der Transiton Abreaumen leerer Listen wieder entfernt.
Die Vorbedingung der Transition Teile bestellen ist erfu¨llt, wenn auf der Vorlieger-
stelle ein Objekt mit einer nicht leeren Liste liegt. Ist dies der Fall, kann die Transition
schalten, um u¨ber die Sharestellen Umplanen und offene Bestellungen eine Umplanung
sowie Bestellungen auszulo¨sen. Die Transition Umplanung erha¨lt dabei auf der Sharestelle
umplanen eine Information u¨ber die fehlenden Teile.
Die Transition Fortschreibung schaltet, sobald neue Teile aus offenen Bestellungen in
die Lagerverwaltung einlaufen, das heißt auf der Stelle Liste gelieferte Teile Marken
eintreffen. Die Transition Fortschreibung zieht nun ein Listenobjekt von der Sharestelle
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ab und bestimmt aus dem Listenkopf das Aggregat, auf das sich die anglieferten Teile
beziehen. Die Teile zieht die Transition aus der Datenbank u¨ber die DB-Stelle Lager ab
und ha¨ngt sie an die Liste der fu¨r dieses Aggregat reservierten Teile auf der Stelle Listen
reservierte Teile an. Die neue Liste wird auf die Stelle Listen reservierte Teile
zuru¨ckgelegt.
Die Transition Teile in Puffer stellen kann schalten, wenn eine Liste auf der Stelle
Listen reservierte Teile mit einer Referenzliste auf der Stelle Referenzlisten u¨ber-
einstimmt. In diesem Fall sind alle neu bestellten Teile eines Aggregats im Reparatur- und
Wartungssystem eingetroffen und ko¨nnen u¨ber die Sharestelle Puffer bereitgestellte
Ersatzteile an die Montage u¨bergeben werden.
Damit sind alle Unternetze der Simulation beschrieben. Das Computermodell, welches von
der Entwicklungsumgebung fu¨r die THOR-Netze automatisch aus dem in diesem Kapitel
modellierten THOR-Netz erzeugt wird, wird durch ein C++-Programm beschrieben. Das
Programm wird daher im weiteren als Computermodell der impliziten Kooperation, oder
kurz als CiK-Modell, bezeichnet. Es ist zu beachten, daß das CiK-Modell durch eine geeig-
nete Parametrisierung die Abschaltung der impliziten Kooperation ermo¨glicht. Dadurch
lassen sich mit dem Modell auch reine Sukzessivplanungen nachbilden.
6.8 Diskussion
Die Ausfu¨hrung einer Planung im Modell der impliziten Kooperation besteht in einem
sta¨ndigen Aktivita¨tswechsel zwischen der Planungs- und der Simulationskomponente.
Durch die PPS-Objekte in Kombination mit dem Hierarchiekonzept der THOR-Netze
kann dieses Verhalten durch das wechselseitige Schalten der beiden Aufruftransitionen
Planung und Produktionssystem des Hauptnetzes in gleicher Weise implementiert wer-
den.
Durch die Modellierung der Planungskomponente als Sukzessivplanungsschema ko¨nnen
verschiedene Sukzessivplanungen u¨ber den eingebauten Mechanismus der Parametrisie-
rung eingestellt werden. Dadurch lassen sich unkompliziert Vergleichstests zwischen ver-
schiedenen Sukzessivplanungen durchfu¨hren. Die Transitionen der Unternetze der Suk-
zessivplanung haben einheitliche Eingangs- und Ausgangsstellen, welche durch die Typen
der Stellen eindeutig die Schnittstellen festlegen. Dadurch ko¨nnen dem Sukzessivplanungs-
schema weitere Teilplanungsfunktionen, deren Ein- und Ausgaben zuvor auf die Schnitt-
stellen angepaßt wurden, auf einfache Weise fu¨r Vergleichstests hinzufu¨gt werden.
Die Interpretation einer Population von Lo¨sungen bzw. Chromosomen als Matrix kann
aufgrund des Objektkonzepts der THOR-Netze durch einen Matrixobjekttyp unmittel-
bar in die Modellierung u¨bernommen werden. Damit ero¨ffnet sich die Mo¨glichkeit, die
Berechnungsschritte eines Lo¨sungsgenerators zur Erzeugung der na¨chsten Generation in
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einem einzigen Schaltvorgang einer einzigen Transition zu modellieren. Auf diese Weise
la¨ßt sich analog zum Sukzessivplanungsschema ein Schema fu¨r Lo¨sungsgeneratoren ent-
wickeln, das ebenfalls durch Parametereinstellungen konfigurierbar ist. Im weiter oben
vorgestellten Modell bietet die Aufruftransition LG den Parallel- und den Treegenerator
als Spezifikationen an.
Die Modellierung der Produktionssystemkomponente als Aufruftransition mit Ein- und
Ausgabestellen in Verbindung mit dem Konzept der PPS-Objekte erlaubt es, jeden Plan,
der durch die Planungskomponente generiert wird, in einem eigenen Unternetzaufruf der
Aufruftransition Produktionssystem zu simulieren. Dies hat zwei Vorteile. Der erste
Vorteil besteht in einer kontrollparallelen (vergleiche dazu [Qui94]) Ausfu¨hrbarkeit des
Simulationsmodells, falls ein verteilter THOR-Netzsimulator und genu¨gend Rechnerkapa-
zita¨ten zur Verfu¨gung stehen. Dabei findet lediglich bei der Generierung der Pla¨ne und der
Verarbeitung der Zielwerte eine Synchronisation zwischen den parallelen Ausfu¨hrungen
statt. Allerdings muß in diesem Fall auch eine effiziente Lo¨sung fu¨r die Organsiation der
assoziierten Simulationsdatenbank zur Verfu¨gung stehen. Der zweite Vorteil ergibt sich
aus der Identifizierung von Markenverbu¨nden u¨ber Attributmengen durch das Konzept
der PPS-Objekte. Dadurch ist jeder aufgerufenen Unternetzinstanz der Aufruftransiti-
on Produktionssystem ein identifizierendes Tupel zugeordnet, das den unmittelbaren
Zusammenhang zwischen dem ausgefu¨hrten Produktionsplan und den protokollierbaren
Auswirkungen der Simulation, wie zum Beispiel A¨nderungen in der Datenbank, herstellt.
Das fu¨hrt zu einer deutlichen Vereinfachung der Simulationsauswertung.
Durch die explizite Modellierung jeder Ribosomfunktion mit einer eigenen Ribosomtran-
sition ergeben sich zwei Vorteile. Zum einen kann die Ribosomtransition im wesentlichen
mit der Funktionsvorschrift der entsprechenden Ribosomfunktion spezifiziert werden. Zum
anderen wird jeder Population von Teilpla¨nen u¨ber die zugeho¨rige Ribosomtransition eine
eigene Nachliegerstelle zugeordnet, auf der die Resultate der entsprechenden konstituie-
renden Lo¨sungsgeneratoren abgelegt werden. Damit spiegelt sich die Unabha¨ngigkeit bei
der Konstruktion von Teillo¨sungen durch die konstituierenden Lo¨sungsgeneratoren, die
im Ansatz der impliziten Kooperation gefordert wird, in der graphischen Darstellung in
den unterschiedlichen THOR-Netzstellen, auf denen die Teillo¨sungen ausgegeben werden,
wider. Gleichzeitig wird damit die Schnittstelle zwischen der Planungskomponente und
der Produktionssystemkomponente realisiert.
Die zweite Schnittstelle zwischen der Planungskomponente und der Produktionssystem-
komponente bilden die Zielwertauspra¨gungen im Modell der impliziten Kooperation. Um
diese Schnittstelle im vorliegenden THOR-Netzmodell zu realisieren, werden die Ziel-
wertauspra¨gungen in den Unternetzen zur Aufruftransition Produktionssytsem an den
Orten ihrer Entstehung erfaßt und gesammelt und in einem zweiten Schritt an die Share-
stellen, die die Verbindung zur Aufruftransition Planung bilden, u¨bergeben. Der Vorteil
der Erfassung von Zielwerten am Entstehungsort liegt in einem großen Gestaltungsfrei-
raum fu¨r die Einstellung der Genauigkeit, mit der die Zielwerte erfaßt werden. Das wird
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am Vorgabewert fu¨r die Periodendauer der Lagerbestandsermittlung deutlich.
Je feiner Zielwerte erfaßt werden, desto ha¨ufiger mu¨ssen allerdings die erfassenden Tran-
sitionen schalten, wodurch die Zeit zur Ausfu¨hrung der Simulation ansteigt. Hier gilt es,
bei der Parametereinstellung den richtigen Kompromiß zwischen der Laufzeit und einer
aussagekra¨ftigen Genauigkeit der Zielwerterfassung zu finden.
Das Resultat aller konstituierenden Lo¨sungsgeneratoren liefert einen Globalplan, der sei-
nerseits eine Wirkung im Produktionssystem erzielt und eine Bewertung auf den Zielwert-
stellen impliziert. Durch das Konzept der PPS-Objekte sind die Zielwerte den jeweiligen
Genotypen das heißt Matrixspalten des Matrixobjekts der Stelle G C Matrix zugeordnet,
wodurch alle Chromosomen einer Spalte, das heißt eines Genotyps die gleiche Bewer-
tung erhalten. Die Bewertung ist damit die einzige Information, die jeder konstituierende
Lo¨sungsgenerator eines komponierten Lo¨sungsgenerators der Aufruftransition LG u¨ber die
anderen konstituierenden Lo¨sungsgeneratoren fu¨r seine Suche nach neuen Teillo¨sungen
erha¨lt. Eine hohe Bewertung eines Globalplans bewirkt eine hohe Wahrscheinlichkeit der
Beteiligung aller Chromosomen des Genotyps des Globalplans an der weiteren Suche nach
neuen Pla¨nen. Ohne explizites Wissen u¨bereinander und u¨ber die Genotypen unterstu¨tzen
die konstituierenden Lo¨sungsgeneratoren dennoch die gemeinsame Weiterentwicklung fit-
ter Genotypen, das heißt sie kooperieren implizit miteinander.
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Kapitel 7
Testergebnisse
In diesem Kapitel wird der Ansatz der impliziten Kooperation anhand des in Kapitel
6 modellierten Unternehmens untersucht. Es werden die Resultate aus der Anwendung
konventioneller Verfahren zur Material- und Losplanung mit impliziter Kooperation mit
denen ohne implizite Kooperation verglichen. Strenggenommen gelten die hier gewonne-
nen Aussagen nur fu¨r Produktionssysteme vom Typ: Reparatur- und Wartungssystem.
Die dort auftretenden Planungsprobleme sind aber hinsichtlich der untersuchten Pla-
nungsbereiche Losgro¨ßen- und Maschinenbelegungsplanung die gleichen wie in anderen
Produktionssystemen1.
Abschnitt 7.1 beschreibt die Zielfunktionen zu den vier PPS-Zielen, mit denen die im Ver-
lauf der Untersuchung gefundenen Lo¨sungen bewertet werden. In den Abschnitten 7.2 und
7.3 werden die konstituierenden Lo¨sungsgeneratoren fu¨r den Parallel- und Treegenerator
entwickelt. Im Abschnitt 7.4 werden zur Verminderung des Testaufwands die Parameter
ermittelt, die nicht im Fokus der Untersuchung stehen, fu¨r die aber notwendig Werte ge-
funden werden mu¨ssen. Der nachfolgende Abschnitt 7.5 beschreibt die Untersuchung des
Ansatzes der impliziten Kooperation fu¨r die Parameter “Fitneßfunktion”, “Generatortyp”
und “Auftragsanzahl” sowie den Vergleich des Ansatzes mit verschiedenen Kombinationen
konventioneller Teilplanungsverfahren. Im letzten Abschnitt 7.6 werden die ermittelten
Testergebnisse abschließend diskutiert.
7.1 Zielfunktionen
Die Bewertung von Produktionspla¨nen hinsichtlich der vier PPS-Ziele wird anhand der
Auspra¨gungen von Zielfunktionen vorgenommen. Im folgenden wird fu¨r jedes PPS-Ziel
1Hier sind an erster Stelle die reinen Fertigungssysteme zu nennen, bei denen die speziellen Probleme
der Reparatur und Wartungssysteme (siehe dazu Anhang D) keine so bedeutende Rolle spielen.
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aus Kapitel 2 eine Funktion angegeben, die minimiert werden soll. Die Resultate der
Funktionen werden als Real-Objekte auf den vier Zielstellen des Hauptnetzes in Abbildung
6.1 auf Seite 87 fu¨r jeden simulierten Produktionsplan abgelegt. Als erste Funktion z1 wird
die mittlere Durchlaufzeit [DSV97] formuliert. Es gilt:
mittlereDurchlaufzeit =
1
M
∗
M∑
i=1
Di
Dabei ist Di die Zeit, die vom Bereitsstellungstermin des Auftrags i bis zu seiner Fertig-
meldung vergeht. M gibt die Anzahl der Auftra¨ge im betrachteten Auftragspool an. Das
durchlaufzeitbezogene Ziel besteht in der Minimierung der Summe der mittleren Durch-
laufzeiten.
Die Zweite Funktion z2 beschreibt den mittleren Lagerbestand, der im Planungshorizont
T jeweils am Ende einer Periode pro Periode und Teil in jedem Lager entstanden ist
[DSV97].
mittlerer Lagerbestand =
1
N ∗ T
∗
N∑
j=1
T∑
t=1
Ijt
Dazu wird der Lagerbestand Ij jeder Teileart j = 1(1)N u¨ber alle Perioden t = 1(1)T
des Planungshorizonts T aufsummiert und mit der Anzahl der Perioden und Lagerteile
ins Verha¨ltnis gesetzt. Das Ziel besteht in der Minimierung des mittleren Lagerbestands.
Die dritte Funktion z3 beschreibt die Kapazita¨tsauslastung [DSV97]. Um auch hier eine zu
minimierende Zielfunktion zu erhalten, wird die Kapazita¨tsauslastung u¨ber die Leerzeiten,
d.h die Zeiten in denen ein Kapazita¨tstra¨ger nicht eingesetzt wird, beschrieben.
Leerzeit = 1−
∑R
k=1D
k
ist(T )∑R
k=1D
k
max(T )
Dabei ist Dkist(T ) die kumulierte Einsatzzeit der Ressource k im Planungshorizont T und
R die Anzahl aller Ressourcen. Die Einsatzzeit aller Ressourcen wird mit der theoretisch
maximal mo¨glichen Einsatzdauer
∑R
k=1D
k
max(T ) aller Ressourcen im Planungshorizont T
ins Verha¨ltnis gesetzt. Da stets Dkist(T ) ≤ D
k
max(T ) gilt, liefert der gesamte Term einen
Wert zwischen Null und Eins, wobei Eins einer hundertprozentigen Kapazita¨tsauslastung
entspricht. Das Ziel besteht in der Minimierung der Leerzeiten, was gleichbedeutend mit
der Maximierung der Kapazita¨tsauslastung ist.
Die vierte Funktion z4 betrifft die mittlere Termintreue und Lieferbereitschaft [DSV97].
mittlere Termintreue/Lieferbereitschaft =
1
M
M∑
i=1
|f iist − f
i
soll|
Die Termintreue hinsichtlich jeden Auftrags i = 1(1)M ergibt sich aus dem Betrag der
Differenz des tatsa¨chlichen Fertigstellungstermins f iist des Auftrags und dem vereinbarten
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Liefertermin f isoll. Das Ziel besteht in der Minimierung dieser Differenz, das heißt in der
Vermeidung einer verfru¨hten bzw. verspa¨teten Fertigstellung.
Im folgenden werden nun die konstituierenden Lo¨sungsgeneratoren fu¨r den Parallel- bzw.
Treegenerator entwickelt. Im einzelnen wird fu¨r die Komposition ein Lo¨sungsgenerator
LOG zur Losgro¨ßenplanung und ein Lo¨sungsgenerator MAG zur Maschinenbelegungspla-
nung konstruiert.
7.2 LOG-Generator
Der Lo¨sungsgenerator LOG= (P, L, (Σ,A), G˜A, exec, h, fL) generiert Teilpla¨ne, die die
Zusammenfassung von Teilen zu Losen beinhalten. Aus Komplexita¨tsgru¨nden werden
nicht alle Zwischenprodukte, die bei der Produktion anfallen, beru¨cksichtigt, sondern
es werden nur die wesentlich groberen Erzeugnisstrukturen, die sich aus den Stu¨cklisten
ergeben, betrachtet. P ist eine Menge von Losgro¨ßenplanungsproblemen, die durch eine
spezielle Sicht auf die Datenbank repra¨sentiert werden, was hier aber nicht im Detail
erla¨utert wird. Im wesentlichen besteht P aus Auftra¨gen, die mit einem Liefertermin und
einer Mengenangabe fu¨r eine Teileart versehen sind.
Durch die Eigenschaft der Lo¨sungsgeneratoren kann die Repra¨sentation einer Lo¨sung sehr
frei gestaltet werden. Das Beispiel in Abbildung 5.3 auf Seite 57 hat bereits einen Hinweis
darauf gegben, daß Gantt-Diagramme in einer erweiterten Form als Repra¨sentation von
Losgro¨ßen- und Maschinenbelegungspla¨nen sehr gut geeignet sind. Durch den Einsatz von
Lo¨sungsgeneratoren ist es mo¨glich, erweiterte Gantt-Diagramme fu¨r die Losgro¨ßenplanung
zu verwenden. Die Lo¨sungsmenge L wird daher als Menge von Zusta¨nden eines erweiterten
Gantt-Digramms eines Planungsproblems formuliert. Erweiterte Gantt-Digramme werden
im folgenden Unterabschnitt vorgestellt.
7.2.1 Erweiterte Gantt-Diagramme
Die Untersuchung der verschiedenen Ansa¨tze zur Losgro¨ßenplanung (vgl. Kapitel 3) zeigt,
daß praktisch alle Losgro¨ßenverfahren zur Lo¨sung eines mehrstufigen Losgro¨ßenproblems
auf die in den Stu¨cklisten abgespeicherten Informationen u¨ber Vorlaufzeiten, Produktions-
koeffizienten und Erzeugnisstrukturen zuru¨ckgreifen. Der Output besteht in der Regel aus
einer Entscheidung u¨ber Lagermengen, Ru¨sttermine, Losgro¨ßen und in manchen Fa¨llen
u¨ber die Reihenfolge der Arbeitsga¨nge. Diese Informationen bilden dann die Grundlage
der sich anschließenden Planungsverfahren. Die Nebenbedingungen enthalten Nichtnega-
tivita¨tsbedingungen, Lagerbilanzgleichungen, Kapazita¨tsbeschra¨nkungen und Ru¨stbedin-
gungen sowie die Arbeitsga¨nge, die jede Ressource anbietet. Bei Betrachtung der großen
Vielfalt an Spezialfa¨llen und prinzipiellen Mo¨glichkeiten, die bei einer Losgro¨ßenplanung
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anfallen [Der95], wird deutlich, wieso bei vielen Modellen aus Gru¨nden der Vereinfachung
stark einschra¨nkende Voraussetzungen angenommen werden.
Wesentlich ist, daß sich die folgenden Betrachtungen nur auf Produktionssysteme mit
Teilefertigung (Anlagen- und Maschinenbau, Auto- und Bekleidungsindustrie, Elektronik
etc.) beziehen. Die Meßgro¨ße in der Teilefertigung ist die Stu¨ckzahl mit der Maßein-
heit Stu¨ck [Stk]. Industriebereiche wie beispielsweise die Verfahrenstechnik, wo praktisch
beliebig teilbare Produktionsmengen erzeugt werden ko¨nnen, werden hier nicht na¨her be-
handelt.
Im folgenden wird nun eine Lo¨sungsrepra¨sentation fu¨r Losplanungsverfahren entwickelt,
die fu¨r die Anwendung genetischer Operationen geeignet ist und damit eine von den
in Kapitel 3 vorgestellten Verfahren abweichende Planungsmethodik erlaubt. Den Aus-
gangspunkt bilden Gantt-Diagramme [KLS75]. Sie dienen zur Darstellung der zeitlichen
Belegung von Ressourcen mit Jobs bzw. Arbeitsga¨ngen. Abbildung 7.1(a) zeigt ein Gantt-
Diagramm. Die Start- und Endtermine und damit die Dauer der Arbeitsga¨nge, die in Form
von Blo¨cken dargestellt werden, lassen sich durch Projektion auf die Horizontalachse, die
in Zeitperioden unterteilt ist, ablesen. Die Zuordnungen der Arbeitsga¨nge zu den Res-
sourcen ergeben sich aus der Beschriftung der Vertikalachse.
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(a) Gantt-Diagramm
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(b) Gantt-Diagramm mit Pfeilbe-
schriftung
Abbildung 7.1: Lo¨sungsrepra¨sentationen
7.2. LOG-GENERATOR 153
Gantt-Diagramme beinhalten keine Informationen u¨ber die technologische Ordnung von
Arbeitsga¨ngen. Um diese Informationen zusa¨tzlich darstellen zu ko¨nnen, zeigt Abbildung
7.1(b) ein um eine Pfeilbeschriftung erweitertes Gantt-Diagramm, so wie es im Beispiel
auf Seite 52 in Abbildung 5.2 bereits verwendet wurde. Die Pfeile entsprechen der tech-
nologischen Ordnung. Jeder Pfeil kann zusa¨tzlich mit dem Produktionskoeffizienten be-
schriftet werden, der das Verha¨ltnis angibt, wieviele Mengeneinheiten aus Arbeitsgang 1
hervorgehen mu¨ssen, um daraus die gewu¨nschten Mengeneinheiten von Teil 2 durch den
Arbeitsgang 2 fertigen zu ko¨nnen.
Abbildung 7.1(b) macht aber ein neues Problem deutlich. Was geschieht, wenn im Rahmen
einer Losbildung beispielsweise Block 1 und Block 2 durch eine Split-Operation jeweils
in zwei Blo¨cke 1.1 und 1.2 bzw. 2.1 und 2.2 zerlegt werden? Abbildung 7.2 zeigt eine
Mo¨glichkeit, die Pfeile nach einem solchen Split zu setzen. Die Darstellung ist nicht ein-
deutig, da unklar ist, mit welchem Anteil Block 1.1 bzw. Block 1.2 dem Block 2.1 bzw.
Block 2.2 zugeordnet ist. Ein Lo¨sungsgenerator zur Entwicklung von Losgro¨ßen muß in
der Beispielsituation aber eine exakte Entscheidung treffen, da er sta¨ndig Operationen
zur Erzeugung neuer Lose durch Spaltung und Fusion von Blo¨cken ausfu¨hrt.
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Abbildung 7.2: Mehrdeutige Pfeilbeschriftung nach Split
Um die Entscheidungsproblematik handhabbar zu machen, werden nun erweiterte
Gantt-Diagramme (EGD) definiert. Wesentlicher Bestandteil eines erweiterten Gantt-
Diagramms ist das sogenannte Diagrammelement(DG), das in Abbildung 7.3 gezeigt wird.
Die Menge D(EGD) 2 beschreibt die Menge aller Diagrammelemente eines erweiterten
Gantt-Diagramms EGD. Ein Diagrammelement d ∈ D beschreibt einen Arbeitsgang, der
u¨ber die Zeitdauer [0, T ] die Menge M eines Teils auf der zugeordneten Ressource pro-
duziert. Ist d ein Diagrammelement, dann beschreibt die Menge N τ (d) die Menge aller
Teilearten, die von d hervorgebracht werden. Jedem Diagrammelement d ist fu¨r jedes
y ∈ N τ (d) eine Arbeitsfortschrittsfunktion ry : D × T −→ IR mit ry(d, t) ∈ [0,M ] zuge-
ordnet, die den kumulierten Arbeitsfortschritt u¨ber den Zeitraum [0, τ ] von d beschreibt.
Sie entspricht in Abbildung 7.3 der Kurve, die die Ecken der Treppenfunktion miteinander
verbindet.
2Falls keine Verwechslungen mo¨glich sind, wird statt D(EGD) nur kurz D geschrieben.
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Abbildung 7.3: Diagrammelement
Die Arbeitsfortschrittsfunktion r ist stetig und streng monoton steigend. Sie ist von theo-
retischem Interesse, da der durch sie beschriebene kontinuierliche Produktionsausstoß bei
einer diskreten Stu¨ckproduktion in der Regel nicht realisiert wird. Aus der Arbeitsfort-
schrittsfunktion ergibt sich die kumulierte Ausbringungsfunktion, die aufgrund der dis-
kreten Produktionsmengen eine Treppenform annimmt und ebenfalls in Abbildung 7.3
eingezeichnet ist. Sie beschreibt, in welchen (diskreten) Zeitintervallen der Arbeitsgang
von d die na¨chste Ausbringungseinheit liefert. Die unterschiedlich langen horizontalen An-
teile der einzelnen Stufen der Treppenfunktion machen die unterschiedliche Intensita¨t der
Ressource R zu verschiedenen Zeiten deutlich.
Fu¨r jede Komponentenart, die in ein Teil, dessen Fertigung durch ein Diagrammelement
beschrieben wird, eingeht, wird das entsprechende Diagrammelement in seiner Ausdeh-
nung u¨ber die Zeitachse in Intervalle eingeteilt. Da ein Teil in der Regel aus mehreren
Komponentenarten hergestellt wird, besitzt ein Diagrammelement in der Regel auch meh-
rere solche Intervalleinteilungen. Jedes Intervall einer Intervalleinteilung zu einer Kompo-
nentenart erha¨lt ho¨chstens einen Link von einem Diagrammelement, das seinerseits die
Fertigung einer Menge von Teilen dieser Komponentenart beschreibt. Die Anzahl der In-
tervalle einer Intervalleinteilung eines Digrammelements und der mit ihr u¨ber Links ver-
bundenen Diagrammelemente vera¨ndert sich in der Regel im Verlauf der Planung durch die
Losbildung. Die Intervalleinteilungen dienen, wie weiter unten deutlich wird, der Verein-
fachung der Spaltung und Fusion von Digrammelementen. Die folgende Definition liefert
eine formale Beschreibung der Intervalleinteilungen. Dabei bezeichne die Menge V τ (d)
alle direkten Komponentenarten, die produktionstechnisch zur Herstellung eines von d
hervorgebrachten Teils der Art y beno¨tigt werden.
Definition 7.1. Es sei d ∈ D. Es sei a0, an ∈ IR
≥0 mit 0 = a0 < an = Td. Ferner
sei a1, . . . , an−1 ∈ IR
≥0 mit a0 < a1 < . . . < an−1 < an. Dann sei fu¨r jedes x ∈ V τ (d)
Ix(d) := {[a0, a1]
d
x, . . . , [an−1, an]
d
x} die Menge in d der mit der Teilart x korrespondierenden
Teilintervalle von [0, Td].
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Analog gibt es in einem Diagrammelement eine Intervalleinteilung fu¨r den “Output” des
Diagrammelements. Da es sich bei dem im Rahmen der Arbeit betrachteten Produktions-
system um ein Reparatur- und Wartungssystem handelt, verkompliziert sich die Situation
im Gegensatz zu “normalen” Fertigungssystemen durch Demontagearbeitsga¨nge, bei de-
nen aus einem eingehenden Teil mehrere ausgehende Teilearten entstehen ko¨nnen. Im
Rahmen dieser Arbeit wird immer davon ausgegangen, daß die Verha¨ltnisse zwischen den
ausgebrachten Teilarten eines Digrammelements d paarweise ganzzahlig ist, das heißt daß
fu¨r alle x, y ∈ N τ (d) o.B.d.A. gilt daß mit der Ausbringung eines Teils der Art x immer
n ∈ N, n > 0 Teile der Art y ausgebracht werden. Um die Ausbringung mehrerer Teilarten
zu behandeln wird eine zu Definition 7.1 analoge Definition fu¨r den Ausgangsbereich eines
Diagrammelements beno¨tigt.
Definition 7.2. Es sei d ∈ D. Es sei b0, bm ∈ IR
≥0 mit 0 = b0 < bm = Md. Ferner
sei b1, . . . , bm−1 ∈ IR
≥0 mit b0 < b1 < . . . < bm−1 < bm. Dann sei fu¨r jedes y ∈ N τ (d)
Jy(d) := {[b0, b1]dy, . . . , [bm−1, bm]
d
y} die Menge der mit der Teilart y in d korrespondierenden
Teilintervalle von [0,Md].
Es sei der geku¨rzte Bruch py,x = q/r ∈ Q ein Produktionskoeffizient. Der Produktionskoef-
fizient besagt, daß technologisch r Stu¨cke von Teileart y beno¨tigt werden, um q Stu¨cke von
Teileart x zu produzieren. Dabei ist der Produktionskoeffizient unabha¨ngig vom Arbeits-
gang. Das heißt es gibt keine zwei Produktionskoeffizienten py,x und qy,x mit py,x 6= qy,x.
Sind d′, d ∈ D Diagrammelemente, dann bezeichnet ([a, b]d
′
x , [c, d]
d
x) mit [a, b] ∈ Jx(d
′) und
[c, d] ∈ Ix(d) einen Pfeil oder Link vom Intervall [a, b] des Diagrammelements d
′ zum
Intervall [c, d] des Diagrammelements d. Die Menge E(EGD) bezeichnet die Menge aller
Links im erweiterten Gantt-Diagramm EGD. Fu¨hrt ein Link von d′ nach d, dann bezeich-
net m([a, b]d
′
x , [c, d]
d
x) die Stu¨ckzahl der Teile der Art x ∈ V
τ (d), die vom Intervall [a, b]d
′
x
des Diagrammelements d′ zum Intervall [c, d]dx von d gehen.
Die Menge V (d) bezeichnet alle Digrammelemente d′, die innerhalb eines erweiterten
Gantt-Dagramms einen Link von d′ nach d besitzen. Analog bezeichnet die Menge N(d)
alle Digrammelemente d′, zu denen innerhalb eines erweiterten Gantt-Dagramms von d
aus ein Link existiert.
Definition 7.3. Es sei E die Menge der Links eines erweiterten Gantt-Diagramms. Es
sei ([bj, bj+1]
d
y, [ai, ai+1]
d′
y ) ∈ E. Dann heißt [ai, ai+1]
d′
y zu [bj, bj+1]
d
y passend genau dann,
wenn fu¨r alle x ∈ V τ (d) gilt: (bi+1 − bi) ∗ py,x = rx(d, ai+1)− rx(d, ai).
Anschaulich ist das Intervall [ai, ai+1]
d′
y passend zum Intervall [bj, bj+1]
d
y, wenn der rech-
nerische Output (bi+1 − bi) ∗ py,x genau mit dem tatsa¨chlich u¨ber dem Zeitraum [ai, ai+1]
von d produzierten Arbeitsfortschritt rx(d, ai+1) − rx(d, ai) u¨bereinstimmt. Dabei ist zu
beachten, daß fu¨r die in der Einheit Stu¨ck (Stk) gemessenen Produktionsmengen die Un-
gleichung (bi+1−bi)∗py,x < 1Stk gelten kann, z.B. wenn (bi+1−bi) = 1 und py,x = 1/2 gilt.
Hier wird die Arbeitsfortschrittsfunktion rx beno¨tigt, um den logisch kontinuierlichen Ar-
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beitsfortschritt von 1/2Stk zu beschreiben, der natu¨rlich keiner realen Ausbringungsmen-
ge entspricht, aber fu¨r die Entscheidung, ob das Intervall passend ist, beno¨tigt wird. Der
Begriff “passend” wird weiter unten bei der Formulierung von Regeln zur Unterstu¨tzung
von Split-Operationen durch erweiterte Gantt-Diagramme beno¨tigt.
Jedem Diagrammelement d ∈ D ist fu¨r jedes x ∈ V τ (d) bzw. y ∈ N τ (d) eine Menge Ix(d)
bzw. Jy(d) zugeordnet. Je nach planungsbedingtem Split oder Fusion von Diagrammele-
menten ko¨nnen sich diese Intervallmengen im Verlauf der Planung vera¨ndern.
Ein erweitertes Gantt-Diagramm kann in einen statischen und einen vera¨nderlichen Anteil
untergliedert werden. Der statische Anteil besteht aus den Achsenbeschriftungen, das
heißt den Ressourcen und dem Planungshorizont. Ferner sind die Prima¨rbedarfe, die an
den Markt gehen, und die zugeho¨rigen Liefertermine fest vorgegeben. Ebenfalls sind aus
den Prima¨rbedarfen durch die Arbeitspla¨ne und Stu¨cklisten alle Komponenten in Art und
Menge fest vorgegeben3.
Der vera¨nderliche Anteil eines erweiterteten Gantt-Diagramms besteht aus der Angabe,
wann welche Teileart in welcher Losgro¨ße mit welchen Ressourcen gefertigt wird. Durch
diese Angaben werden die Diagrammelemente und die Links zwischen den Diagrammele-
menten bestimmt. Damit kann die Anordnung der Diagrammelemente und der Links als
Zustand eines erweiterteten Gantt-Diagramms aufgefaßt werden.
In Abbildung 7.3 auf Seite 154 ist |V τ (d)| = |N τ (d)| = 1. Die M -Achse be-
steht aus der Intervallmenge {[0, b1], [b1,M ]} und die T -Achse aus der Intervallemenge
{[0, a1], [a1, a2], [a2, T ]}.
Abbildung 7.4 zeigt ein Beispiel fu¨r ein erweitertes Gantt-Diagramm mit drei Ressourcen
R1, R2 und R3 sowie drei Diagrammelementen d, d1, d2 mit den Links ([0, 1]
d1
x , [0, 1]
d
x) und
([0, 2]d2x , [1, 3]
d
x) wobei d1 und d2 den gleichen Typ x ∈ V
τ (d) haben. Im Bespiel beno¨tigt
d also nur eine Komponentenart. Ferner liefert d nur eine Teileart y ∈ N τ (d) als Output.
Fu¨r den Produktionskoeffizienten gelte px,y = 1. Fu¨r die Arbeitsfortschrittsfunktionen
gilt ry(d, t) = rx(d1, t) = rx(d2, t) = t. Dann ist Ix(d) = {[0, 1], [1, 3]}. Ferner ist Jx(d1) =
{[0, 1]} und Jx(d2) = {[0, 2]}. Die Intervalle [0, 1]dx und [0, 1]
d1
x sind passend, da (1− 0) ∗
px,y = (1− 0) ∗ 1 = ry(d, 1)− ry(d, 0) = 1 ∗ 1− 1 ∗ 0 gilt. Ebenso sind die Intervalle [1, 3]dx
und [0, 2]d2x passend, da (2− 0) ∗ 1 = 1 ∗ 3− 1 ∗ 1 gilt.
U¨ber die Mengen {y1, . . . , yn} =N τ (d) und {x1, . . . , xm}= V τ (d) ist jedem Digrammele-
ment implizit eine Matrix von Produktionskoeffizienten zugeordnet px1,y1 · · · px1,yn... . . . ...
pxm,y1 · · · pxm,yn
 ,
wobei fu¨r jeden Koeffizienten pxi,yj = qxi,yj/rxi,yj und aufgrund der ganzzahligen Verha¨lt-
3Alternativproduktion, bei der das gleiche Produkt durch verschiedene Produktionsmethoden herstell-
bar ist, wird nicht betrachtet.
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Abbildung 7.4: Links zwischen Diagrammelementen
nisse zwischen yi und yj mit yi, yj ∈ N τ (d), m ∈ N≥0 o.B.d.A. pxk,yj = m ∗ pxk,yi fu¨r
k = 1(1)m gilt4. Da nur ganze Stu¨cke produziert werden ko¨nnen ergibt sich die kleinste
ganzzahlige Ausbringungsmenge κ(yj) von Teilen der Art yj ∈ N τ (d) durch das Diagram-
melement d aus dem kleinsten gemeinsamen Vielfachen aus den Za¨hlern der Eintra¨ge der
j-ten Spalte der obigen Matrix, das heißt κ(yj) = kgV (qx1,yj , . . . , qxm,yj ). Um die Menge
κ(yj) herzustellen werden von jedem xi ∈ V τ (d) genau (κ(yj)/qyj ) ∗ rxi Stu¨ck beno¨tigt.
Mit den eingefu¨hrten Definitionen lassen sich nun Regeln angeben, deren Einhaltung die
Operationen zur Zerlegung und Fusion von Losen in einem erweiterten Gantt-Diagramm
unterstu¨tzen. Unterstu¨tzen bedeutet, daß bei der Losbildung mo¨glichst wenige hinein- und
herausfu¨hrende Links vera¨ndert werden mu¨ssen und daß diese Vera¨nderungen eindeutig
durchgefu¨hrt werden.
1. Es gilt d 6∈ V (d) und d 6∈ N(d).
2. ∀d ∈ D∀x ∈ V τ (d) : Jedes α ∈ Ix(d) hat ho¨chstens einen hereinfu¨hrenden Link.
∀d ∈ D∀y ∈ N τ (d) : Jedes β ∈ Jy(d) hat ho¨chstens einen hinausfu¨hrenden Link.
3. ∀(α, β) ∈ E(EGD) : α und β sind passend.
4. ∀y ∈ N τ (d), [b, b′] ∈ Jy(d) muß (b′ − b) ∈ N gelten.
5. ∀x ∈ V τ (d) : Die Intervalle Ix eines Digrammelements d sind entweder alle mit einem
Link verbunden oder sie sind alle mit keinem Link verbunden.
4Siehe hierzu die Bestimmung des Begriffs Produktionskoeffizient auf Seite 155
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Regel 1 schließt zyklische Produktionsabla¨ufe, die zum Beispiel in der chemischen Indu-
strie vorkommen, aus. Regel 2 sichert zu, daß zwei verschiedene Links aus E(EGD) weder
im gleichen Intervall starten noch im gleichen Intervall enden du¨rfen. Regel 3 ist klar. Re-
gel 4 sichert zu, daß d keine Bruchteile einer Mengeneinheit von d′ zugeordnet werden,
da ja Stu¨ckproduktion vorliegt. Regel 5 bewirkt in Verbindung mit Regel 3, daß ein Dia-
grammelement genau die Menge an Input bekommt, die es beno¨tigt, um den vorgesehenen
Output zu produzieren.
Durch die Erfu¨llung der Regeln 1 bis 5 wird jedem Link ein eindeutiges Teilintervall auf
dem Intervall [0, T ] eines Diagrammelements zugeordnet. Das wird sich hinsichtlich der
in Abbildung 7.2 auf Seite 153 aufgezeigten Problematik der mehrdeutigen Zuordnung
von Mengen und Links fu¨r die Konstruktion und Ausfu¨hrung einer Split-Operation zur
Zerlegung eines Loses als vorteilhaft erweisen.
Erweiterte Gantt-Diagramme liefern eine umfassende Bu¨ndelung entscheidungsrelevanter
Informationen und unterstu¨tzen elementare Operationen zur Losbildung wie Fusion und
Split. Diagrammelemente erlauben die zeitliche Darstellung von Arbeitsga¨ngen in dreier-
lei hinsicht. Die Dauer eines Arbeitsgangs ist unmittelbar aus der Blockla¨nge ersichtlich.
Anfangs- und Endtermin ergeben sich aus dem Blockanfang und dem Blockende. Ferner
wird jedes Diagrammelement durch seine Position im Gantt-Diagramm auf einer glo-
balen Zeitskala absolut positioniert. Die Reihenfolgen der einzelnen Arbeitsga¨nge gehen
unmittelbar aus den Positionen der Diagrammelemente hervor. Die technologischen Vor-
rangbeziehungen zwischen den Arbeitsga¨ngen werden durch Links repra¨sentiert. Durch
die Einteilungen werden Teileverwendung und Teilenachweis unmittelbar dargestellt. Die
Intensita¨t einer Ressource geht aus der jedem Diagrammelement zugeordneten Arbeits-
fortschrittsfunktion hervor. Verschiedene Ressourcen wie Transportmittel, Personen und
Maschinen sind im EGD darstellbar. Lagerzeiten sind durch die Projektion der Links
auf die Zeitachse darstellbar. Auch abstrakte Gro¨ßen, wie der zeitliche Verlauf der Nach-
fragestruktur nach Endprodukten ko¨nnen mit Diagrammelementen zum Beispiel durch
“Absatzmaschinen” dargestellt werden.
7.2.2 Operationen des LOG-Generators
Die Losgro¨ßenplanung besteht aus der Zusammenfassung und Zerlegung von Produkti-
onsmengen unter Beru¨cksichtigung vorgegebener Termine. Liefert eine Heuristik einen
Losplan in Form eines erweiterten Gantt-Diagramms, dann kann der Plan durch die vier
Operationen Verschieben, Vertauschen, Fusionieren und Teilen von Diagrammelementen
des Gantt-Diagramms vera¨ndert werden. Verschieben und Vertauschen von Diagramm-
elementen entspricht einer zeitlichen Vera¨nderung der Produktion unter Beibehaltung der
herzustellenden Menge, bei mo¨glicherweise gea¨nderter kumulierter Ausbringungsfunktion.
Fusionieren und Teilen von Diagrammelementen entspricht der Vera¨nderung der Losgro¨ße.
Hat eine Operationssymbolfolge die La¨nge n, dann ist zu erwarten, daß mindestens eine
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der n Operation das Diagramm in einen inkonsistenten Zustand u¨berfu¨hrt. Wird, was
zu erwarten ist, dieser inkonsistente Zustand durch die nachfolgenden Operationen der
Folge nicht zufa¨llig wieder behoben, so ist das resultierende Gantt-Diagramm inkonsi-
stent. Um diese Inkonsistenz aufzudecken, muß jedes neu generierte Gantt-Diagramm
komplett auf Konsistenz untersucht werden. Dadurch entsteht Testaufwand. Wird eine
Inkonsistenz entdeckt, dann muß weiterer Testaufwand betrieben werden, um herauszu-
finden, ob es sich um eine realisierbare (schwache) oder eine nicht realisierbare (starke)
Inkonsistenz handelt. Eine Lieferterminu¨berschreitung ist beispielsweise eine schwache In-
konsistenz, da sie, wenn auch meistens mit Kosten, in der Regel realisierbar ist, wa¨hrend
zum Beispiel die Fertigung eines Teils vor der Bereitstellung seiner Komponenten tech-
nologisch unmo¨glich und daher nicht realisierbar ist. Liegt eine starke Inkonsistenz vor,
muß das Gantt-Diagramm repariert werden, wodurch Reparaturaufwand entsteht. Wird
das Gantt-Diagramm stattdessen verworfen, war der gesamte bisherige Transformations-
aufwand umsonst. In allen Fa¨llen wird der Konsistenztest zum Engpaß fu¨r die Effizienz
der Lo¨sungsgenerierung.
Ein weniger aufwendiger Ansatz besteht darin, die starke Konsistenz jeder Operation ei-
ner Operationssymbolfolge vor deren Anwendung zu testen und die Operation nur im
Falle der Erfu¨llbarkeit auszufu¨hren. Bei diesem Ansatz mu¨ssen keine inkonsistenten Zwi-
schenzusta¨nde gespeichert werden. Ferner entsteht kein Reparaturaufwand und die Anzahl
der verworfenen Operationen ist in der Regel kleiner als die beim Verwerfen einer gan-
zen Operationssymbolfolge. Bei diesem Ansatz ist es sinnvoll, die starke Konsistenz in
Mengenkonsistenz, Kapazita¨tskonsistenz und Ordnungskonsistenz zu zerlegen.
Die Mengenkonsistenz ist fu¨r ein Diagrammelement d erfu¨llt wenn die Gleichung∑
([a′,b′]d′x ,[a,b]
d
x)∈E(EGD)
m([a′, b′]d
′
x , [a, b]
d
x) ∗ px,y =
∑
[a,b]dx∈Ix(d)
ry(d, b)− ry(d, a) ∀y ∈ N
τ (d)
gilt. Die Gleichung besagt, daß jedes Diagrammelement u¨ber die Summe aller eingehenden
Links exakt soviel Input von jeder beno¨tigten Komponentenart bekommt, wie es gema¨ß
der Arbeitsfortschrittsfunktionen an Output erzeugt.
Die Kapazita¨tskonsistenz ist erfu¨llt, wenn ein Diagrammelement d anschaulich so im er-
weiterten Gantt-Diagramm auf einer Ressource plaziert werden kann, daß es sich nicht
mit einem anderen Diagrammelement d′ u¨berschneidet. Formal la¨ßt sich der Platz, den ein
Diagrammelement d im erweiterten Gantt-Diagramm einnimmt, als Koordinate der Res-
sourcenachse R und der Zeitachse T sowie dem Intervall [0, Td]
d (siehe Definition 7.1) des
Diagrammelements bestimmen. Beginnt d auf Ressource R zum Zeitpunkt t, dann belegt
d den Platz [t, t+Td]. Die Kapazita¨tskonsistenz fu¨r d ist erfu¨llt, wenn fu¨r alle d
′ 6= d auf R,
die den Platz [t′, t′+Td′ ] einnehmen, fu¨r die offenen Intervalle ]t, t+Td[
⋂
]t′, t′+Td′ [= ∅
gilt.
Die Ordnungskonsistenz ist fu¨r d erfu¨llt, wenn anschaulich die Endpunkte aller d′ ∈ V (d)
nicht rechts vom Anfangszeitpunkt von d und die Anfangspunkte aller d′ ∈ N(d) nicht
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links vom Endpunkt von d liegen. Mit der obigen Schreibweise bedeutet dies, daß wenn d
auf R den Platz [t, t+Td] und d
′ auf R′ den Platz [t′, t′+Td′] einnimmt, im Fall d
′ ∈ V (d)
die Ungleichung t′ + Td′ ≤ t und im Fall d′ ∈ N(d) die Ungleichung t + Td ≤ t′ gelten
muß. Die Ordnungskonsistenz entspricht der geschlossenen Produktweitergabe [DSV97],
die regelma¨ßig in der Planung vorausgesetzt wird. Dabei wird davon ausgegangen, daß mit
der Produktion eines Loses erst begonnen wird, wenn alle Komponenten mengenma¨ßig
vollsta¨ndig vorliegen. Die Ordnungskonsistenz la¨ßt sich im erweiterten Gantt-Diagramm
aber auch so verfeinern, daß zeitliche U¨berlappungen zwischen den Diagrammelementen
d′ ∈ V (d) und d mo¨glich sind.
Alle schwachen Inkonsistenzen werden bei Operationen auf einem erweiterten Gantt-
Diagramm realisiert. Die dadurch bedingten Auswirkungen, wie beispielsweise eine U¨ber-
schreitung eines Liefertermins, mu¨ssen von der Umplanung behoben und gegebenenfalls
bei der Bewertung des Plans durch die jeweils verwendete Fitneßfunktion beru¨cksichtigt
werden.
Im folgenden werden nun die einzelnen Operationen des LOG-Generators beschrieben. Bei
der Konstruktion der Operationen des LOG-Generators muß das Problem beru¨cksichtigt
werden, daß bei einer Splitoperation in einer Operationssymbolfolge ein Diagrammelement
aus dem Gantt-Diagramm verschwindet und dafu¨r zwei neue Diagrammelemente hinein-
gelangen. Diese A¨nderung werden nun nicht in den Operatoren aller der Splitoperation
nachfolgenden Operatoren der Operationssymbolfolge propagiert. Hier finden sich also
mo¨glicherweise noch Operatoren, die sich weiterhin auf das ungeteilte Digrammelement
als Operand beziehen. Aus diesem Grund wird jedes Diagrammelement in “atomare” Dia-
grammelemente zerlegt. Da die kleinste produzierbare Mengeneinheit von yj durch κ(yj)
beschrieben wird, wird dieses Quantum zur Atomisierung eines Diagrammelements ver-
wendet. Da die Arbeitsfortschrittsfunktionen ry streng monoton steigend sind, besitzen sie
jeweils eine durch r−1y bezeichnete Umkehrfunktion. Damit ergibt sich auf der Zeitachse ei-
ne Zerlegung des Diagrammelements in die Abschnitte r−1y (0), r
−1
y (κ(y)), . . . , r
−1
y (m∗κ(y))
wobei [0, m ∗ κ(y)] = [0,M ] mit m ∈ N gilt5. Die atomaren Elemente des Diagrammele-
ments d werden durch d(0), d(1) usw. bezeichnet. Da jedem Auftrag Arbeitsga¨nge zu-
geordnet sind, die ihrerseits im EGD durch Diagrammelemente realisiert werden, bleibt
durch diese Bezeichnungsweise der Zusammenhang zwischen Auftrag und atomarem Dia-
grammelement erhalten. Die atomaren Diagrammelemente werden einmal fu¨r ein EGD
berechnet.
5Genaugenommen mu¨ßte fu¨r jeden Typ yi ∈ N
τ (d) eine Achse [0,M(yi)] eingefu¨hrt werden und dann
mu¨ßten, da durch die paarweise ganzzahligen Verha¨ltnisse der Ausbringungsmengen ryi auch die κ(yi)
in diesen Verha¨ltnissen zueinander stehen, ebenfalls die Achsen in den gleichen paarweise ganzzahligen
Verha¨ltnisse aufeinander normiert werden. Auf die technische Ausfu¨hrung dieser Normierung wird hier
aber aus Gru¨nden der U¨bersichtlichkeit verzichtet.
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Die Position-Operation
Die Position-Operation op(d, t) positioniert ein Diagrammelement d
′ im erweiterten Gantt-
Diagramm, das das atomare Digrammelement d entha¨lt. Die Operation verwendet zwei
Operanden. Der erste Operand d referenziert das Diagrammelement d′, das auf seiner
Ressource neu positioniert werden soll. Der Operand t gibt die Zielperiode an, auf die das
linke Blockende von d′ positioniert wird. Ordnungskonsistenz und Kapazita¨tskonsistenz
werden lokal u¨berpru¨ft. Bei Linksverschiebung (in Richtung Ressourcenachse) werden alle
Diagrammelemente aus V (d′) auf Ordnungskonsistenz u¨berpru¨ft. Bei einer Rechtsverschie-
bung werden analog die Diagrammelemente aus N(d′) auf Ordnungskonsistenz untersucht.
Bei Auftreten einer Inkonsistenz wird die Operation nicht ausgefu¨hrt. Ferner wird ab der
Zielperiode entsprechend der La¨nge von d′ auf Kapazita¨tskonsistenz getestet. Anschaulich
wird gepru¨ft, ob im Gantt-Diagramm eine Lu¨cke ab t frei ist, in die d′ hineinpaßt. Die
Mengenkonsistenz wird bei der Operation nicht vera¨ndert und muß daher nicht getestet
werden.
Die Swap-Operation
Die Swap-Operation os(d1, d2) vertauscht auf einer Ressource zwei Diagrammelemente d
′
1
und d′2, die das atomare Diagrammelement d1 bzw. d2 enthalten, miteinander. Geho¨ren
beide atomaren Diagrammelemente zum gleichen Diagrammelement, dann wird die Ope-
ration nicht ausgefu¨hrt.
Die Vertauschung kann als simultane Ausfu¨hrung zweier Position-Operationen
op(d1, t(d2)) und op(d2, t(d1)) aufgefaßt werden, falls t(d) den Startzeitpunkt eines Di-
grammelements d bezeichnet. Die simultane Ausfu¨hrung verhindert eine Verletzung der
Kapazita¨tskonsistenz, da anderenfalls ja d′1 eine Belegung mit d
′
2 und umgekehrt blockie-
ren wu¨rde. Der Konsistenztest der Swap-Operation entspricht im wesentlichen den Konsi-
stenztests der beiden Shift-Operationen, wobei eine Belegung des Zielortes von d′1 mit d
′
2
und umgekehrt gesondert behandelt wird. Die Swap-Operation vera¨ndert die Mengenkon-
sistenz nicht, da die Diagrammelemente bei ihrer Vertauschung ihre Links “mitnehmen”.
Die Split Position-Operation
Die Split Position-Operation teilt ein Los in zwei Lose und positioniert diese anschließend
neu. Die Split Position-Operation osp(d, i, t) besitzt drei Operanden. Operand d selektiert
das Diagrammelement d′, das geteilt werden soll. Der Operand i gibt die rechte Grenze
das atomaren Dagrammelements d(i) auf der Zeitachse des EGD als Splitpunkt SP an,
ab dem d in zwei Digrammelemente zerlegt wird. Fu¨r alle Intervalle, die den Splitpunkt
zwischen ihren Intervallgrenzen beinhalten, das heißt fu¨r alle x ∈ V τ (d) mu¨ssen die Links
([f, g]d
′
x , [a, b]
d
x) mit [a, b]
d
x ∈ Ix(d) und SP ∈ (a, b)
d
x in zwei Links ([f, SP
′]d
′
x , [a, SP ]
d
x) und
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([SP ′, g]d
′
x , [SP, b]
d
x) aufgeteilt werden. Diese Aufteilung ist aufgrund der Konstruktion der
atomaren Digrammelemente u¨ber das Quantum κ in allen d′ immer ganzzahlig mo¨glich,
womit die Einhaltung von Regel 4 auf Seite 157 fu¨r erweiterte Gantt-Diagramme gewahrt
wird.
Die hier beschriebene Methode zur Durchfu¨hrung von Splits ist hinsichtlich der Zuordnung
von Teilen eindeutig, da es zu jeder Teileart x ho¨chstens ein offenes Interval ]a, b[dx∈ Ix(d)
gibt, welches SP entha¨lt. Damit wird das in Abbildung 7.2 auf Seite 153 beschriebene
Problem der Mehrdeutigkeit von Teilezuordnungen vermieden. Außerdem bleiben alle
anderen Links unvera¨ndert, was sich auch in der Laufzeit der Implementierung deutlich
macht.
An den Split schließt sich eine Position-Operation an, bei der das rechts von SP entstan-
dene Diagrammelement nach t verschoben wird.
Nach dem Split bleiben Ordnungs- und Kapaztia¨tskonsistenz unvera¨ndert. Die Mengen-
konsistenz ist nach der Verdopplung der Links wiederhergestellt. Kann irgendeine Kon-
sistenzbedingung nach dem Split oder der Positionierung nicht erfu¨llt werden, wird die
gesamte Split Position-Operation nicht ausgefu¨hrt.
Abbildung 7.5(a) zeigt die Ausgangssituation fu¨r einen Split (ohne nachfolgende Position-
Operationen). Die zwei Diagrammelemente d1 und d2 liefern u¨ber ihre Links eine bzw.
zwei Mengeneinheiten ihrer Outputs an d. Der Produktionskoeffizient betra¨gt 1. Die ge-
strichelte Linie bei d gibt den Splitpunkt an. Abbildung 7.5(b) zeigt die Situation nach
dem Split.
Die Abbildung macht deutlich, daß aufgrund der Konstruktion der erweiterten Gantt-
Diagramme bei einem Split fu¨r jede eingehende Teilart x ho¨chstens ein Link verdoppelt
werden muß, da der Split ho¨chstens ein Intervall aus Ix(d) teilt. Im Beispiel ist das Intervall
[a1, T ] vom Split betroffen. Fu¨r d2 muß ein neuer Link und eine neue Intervalleinteilung
Jx(d) = {[0, b1]dx, [b1,M ]
d
x} hergestellt werden, da von d2 nun zwei Links nach d
′ und d′′
ausgehen. Alle anderen Zuordnungen bleiben erhalten.
Die Fusion-Operation
Die Fusion Position-Operation ist eine implizite Operation, die nach jeder Swap- und
Position-Operation durchgefu¨hrt wird. Die Fusion-Operation testet, ob auf einer Ressour-
ce das getauschte oder verschobene Digrammelement d mit seinem linken oder rechten
Ende bu¨ndig ans rechte oder linke Ende eines anderen Diagrammelements d′ sto¨ßt. Gilt
in diesem Fall N τ (d) = N τ (d′), dann werden beide Dagrammelemente zu einem neuen
Element fusioniert.
Die Fusion der Diagrammelemente entspricht einer Losvergro¨ßerung. Fu¨r jeden gemeinsa-
men Vorga¨nger von d und d′ werden dessen Intervalle aus d und d′ im neuen Digrammele-
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Abbildung 7.5: Split-Operation
ment durch Umsortierung zu einem neuen Intervall verschmolzen. Die Mengenkonsistenz
bleibt auch nach einer mo¨glichen Verschmelzung gemeinsamer Links erhalten. Kapazita¨ts-
und Ordnungskonsistenz sind von der Fusion nicht betroffen, da ja bei Ausfu¨hrung der
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Fusion-Operation die vorher durchgefu¨hrten Swap- oder Position-Operationen bereits oh-
ne Konsistenzverletzungen ausgefu¨hrt worden sein mu¨ssen.
Fu¨r die bis hier aufgefu¨hrten Operationen lassen sich natu¨rlich beliebige Alternativen ent-
wickeln, die wesentlich detaillierter und mit wesentlich mehr Problemwissen den Zustand
eines erweiterten Gantt-Diagramms vera¨ndern ko¨nnen. Allerdings steigt mit zunehmender
Komplexita¨t der Operation auch deren Ausfu¨hrungsdauer.
Hinsichtlich der in Kapitel 5 entwickelten Bedingungen fu¨r Lo¨sungsgeneratoren liegt die
Schwierigkeit bei erweiterten Gantt-Diagrammen in der Zusicherung der Bedingungen 5.6
bzw. 5.7 von Seite 59, das heißt es ist zu untersuchen, ob von jeder Bezugslo¨sung aus jede
andere Lo¨sung aus L erreichbar ist und falls ja, ob dies sogar mit einer konstanten La¨nge
der Operationssymbolfolgen mo¨glich ist.
Prinzipiell ko¨nnen durch die Split-Operation ohne Ausfu¨hrung der assoziierten Swap- oder
Fusion-Operation alle Digrammelemente eines erweiterten Gantt-Diagramms in kleinste
Diagrammelemente zerlegt werden, die einen kleinstmo¨glichen Output produzieren. Dann
kann jedes dieser Diagrammelemente mit einer Position-Operation an einem vorgegebenen
Ort positioniert werden. Mit der Fusion-Operation werden dann die kleinsten Diagramm-
elemente wieder zu gro¨ßeren Einheiten zusammengefaßt. Auf diese Weise la¨ßt sich offen-
sichtlich jeder konsistente Zustand l eines erweiterten Gantt-Diagramms zu einem gege-
benen Problem in jeden anderen konsistenten Zustand l′ des Gantt-Diagramms in endlich
vielen eventuell inkonsistenten Zwischenschritten transformieren. Ko¨nnen die Diagram-
melemente eines erweiterten Gantt-Diagramms in k kleinste Diagrammelemente zerlegt
werden, dann werden fu¨r die Transformation von l nach l′ ho¨chstens k Position-, k Split-
und k Fusion-Operationen beno¨tigt. Damit lassen sich mit Operationssymbolfolgen der
La¨nge 3 ∗ k der weiter oben entwickelten Operationen theoretisch die Generierbarkeitsbe-
dingungen aus Kapitel 5 erfu¨llen. Es wird deutlich, daß k fu¨r praxisrelevante erweiterte
Gantt-Diagramme eine Gro¨ße annimmt, die zu nicht mehr effizient handhabbaren Opera-
tionssymbolfolgen fu¨hrt. Auch wenn eine Operationssymbolfolge die theoretisch notwendi-
ge La¨nge besitzt, um konsistent Transformationen von Lo¨sungen zu erzeugen, ko¨nnen die
tatsa¨chlich produzierten Lo¨sungen inkonsistent sein, wenn inkonsistente Zwischenschritte
zugelassen werden. Ein solcher Ansatz verlangt daher einen abschließenden Konsistenztest
mit einer eventuellen Reparatur des erweiterten Gantt-Diagramms. Da Konsistenztest und
Reparatur fu¨r alle Individuen einer Generation und fu¨r alle Generationen durchgefu¨hrt
werden mu¨ssen, entsteht durch diesen Ansatz ein zusa¨tzlicher Zeitaufwand. Aus diesem
Grund wurden die weiter oben entwickelten Operationen so angelegt, daß jede Opera-
tion entweder ein konsistentes erweitertes Gantt-Diagramm wieder in ein konsistentes
erweitertes Gantt-Diagramm transformiert oder gar nicht ausgefu¨hrt wird. Die La¨ngen
der Operationssymbolfolgen werden weiter unten empirisch ermittelt. Dadurch geht die
Eigenschaft, jedes beliebige l′ ∈ L mit einer einzigen Operationssymbolfolge aus C aus
einem beliebigen l ∈ L generieren zu ko¨nnen, verloren. Diese Einschra¨nkung ist nicht
damit zu verwechseln, daß l′ u¨berhaupt nicht generiert werden kann. Es werden dazu
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mo¨glicherweise nur mehrere Generationen beno¨tigt. Die Versuchsergebnisse weiter unten
zeigen, daß trotz dieser Restriktionen sehr gute Resultate erzielt werden.
Die genetischen Operatoren fu¨r die G˜A-Komponente des LOG-Generators werden durch
Vorversuche in einem eigenen Unterabschnitt entwickelt. Ebenso werden die Heuristiken
h, genauer ihre Kombination fu¨r den LOG- und den MAG-Generator, in gesonderten
Versuchen ermittelt, die ebenfalls weiter unten beschrieben werden. Bei der Fitneßfunk-
tion fL werden die drei Funktionen aus Kapitel 5 betrachtet. Sie sind Bestandteil der
Hauptversuche.
7.3 MAG-Generator
Der Lo¨sungsgenerator MAG= (P, L, (Σ,A), G˜A, exec, h, fL) dient zur Erzeugung von
Maschinenbelegungspla¨nen. Dabei ist P eine Menge von Maschinenbelegungsproblemen
die, wie auch die Losgro¨ßenprobleme, durch eine spezielle Sicht auf die Datenbank re-
pra¨sentiert werden. Im wesentlichen besteht P aus Arbeitsga¨ngen mit zugeordneten End-
oder Startterminen, die im Rahmen der Durchlaufterminierung festgelegt wurden und
die nun bestimmten Ressourcen zugeordnet werden mu¨ssen, die in der Lage sind, die
Arbeitsga¨nge an den Teilen zu verrichten. Fu¨r die Darstellung der Lo¨sungen von Ma-
schinenbelegungsplanungen lassen sich ebenfalls erweiterte Gantt-Diagramme verwenden.
Die Menge L ist wieder die Menge der konsistenten Zusta¨nde eines gegebenen erwei-
terten Gantt-Diagramms, wobei die Zusta¨nde diesmal eine Maschinenbelegungsplanung
repra¨sentieren.
Im Unterschied zur Losgro¨ßenplanung werden bei der Maschinenbelegungsplanung we-
sentlich feinere Perioden betrachtet. Wa¨hrend die Diagrammelemente bei der Losgro¨ßen-
planung stark aggregierte Arbeitsga¨nge repra¨sentieren und die Ressourcen in der Regel
Gruppen von Kapazita¨tstra¨gern darstellen, entsprechen die Diagrammelemente bei der
Maschinenbelegungsplaung im wesentlichen den einzelnen Arbeitsga¨ngen. Die Ressourcen
des erweiterten Gantt-Diagramms stellen einzelne Kapazita¨tstra¨ger, wie eine Maschine,
eine Transporteinheit oder ein Werkzeug, dar.
7.3.1 Operationen des MAG-Generators
Die Maschinenbelegungsplanung besteht aus der Zuordnung von Losen zu Ressourcen,
die die fu¨r die Fertigung notwendigen Arbeitsga¨nge anbieten. Bei der Belegung der Res-
sourcen mu¨ssen die Termine der Losgro¨ßenplanung sowie die technologische Ordnung
eingehalten werden. Eine in einem erweiterten Gantt-Diagramm repra¨sentierte Maschi-
nenbelegungsplanung la¨ßt sich durch die vier Operationen Vertauschen und Positionieren
von Diagrammelementen auf einer Ressource und Vertauschung bzw. Positionieren von
Diagrammelementen zwischen verschiedenen Ressourcen vera¨ndern.
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Die Position-Operation
Die Position-Operation op(d, t) positioniert ein Diagrammelement im erweiterten Gantt-
Diagramm. Sie verwendet zwei Operanden. Der erste Operand d beschreibt das Diagram-
melement, das auf seiner Ressource neu positioniert werden soll. Der Operand t gibt die
Zielperiode an, auf die das linke Blockende von d positioniert wird. Ordnungskonsistenz
und Kapazita¨tskonsistenz werden lokal u¨berpru¨ft. Bei Linksverschiebung (in Richtung
Ressourcenachse) werden alle Diagrammelemente aus V (d) auf Ordnungskonsistenz u¨ber-
pru¨ft. Bei einer Rechtsverschiebung werden analog die Diagrammelemente aus N(d) auf
Ordnungskonsistenz untersucht. Bei Auftreten einer Inkonsistenz wird die Operation nicht
ausgefu¨hrt. Ferner wird ab der Zielperiode entsprechend der La¨nge von d auf Kapazita¨ts-
konsistenz getestet. Anschaulich wird gepru¨ft, ob im Gantt-Diagramm eine Lu¨cke ab t
frei ist, in die d hineinpaßt. Die Mengenkonsistenz wird bei der Operation nicht vera¨ndert
und muß daher nicht getestet werden.
Die Swap-Operation
Die Swap-Operation os(d1, d2) vertauscht zwei Diagrammelemente einer Ressource mit-
einander. Sie besitzt zwei Operanden. Beide Operanden bestimmen die Diagrammele-
mente, die miteinander vertauscht werden sollen. Die Vertauschung kann als simultane
Ausfu¨hrung zweier Position-Operationen op(d1, t(d2)) und op(d2, t(d1)) aufgefaßt werden,
falls t(d) den Startzeitpunkt von d bezeichnet. Die simultane Ausfu¨hrung verhindert ei-
ne Verletzung der Kapazita¨tskonsistenz, da anderenfalls ja d1 eine Belegung mit d2 und
umgekehrt blockieren wu¨rde. Der Konsistenztest der Swap-Operation entspricht im we-
sentlichen den Konsistenztests der beiden Shift-Operationen, wobei eine Belegung des
Zielortes von d1 mit d2 und umgekehrt gesondert behandelt wird. Die Swap-Operation
vera¨ndert die Mengenkonsistenz nicht, da die Diagrammelemente bei ihrer Vertauschung
ihre Links “mitnehmen”.
Die Cross Position-Operation
Die Cross Position-Operation ocp(r, d, t) beschreibt die Positionierung des Blockanfangs
des Diagrammelements d auf die Position t der Ressource r, falls d auf einer Ressour-
ce r′ 6= r liegt. Dabei muß r den d zugeordneten Abeitsgang verrichten ko¨nnen. Der
ocp-Operator besitzt das Wissen, welche Ressourcen dies sind. Bei der Cross Position-
Operation bleibt die Mengenkonsistenz gewahrt. Kapazita¨ts- und Ordnungskonsistenz
mu¨ssen getestet werden. Auch hier wird, wie bereits beim LOG-Generator, die Operation
nicht ausgefu¨hrt, wenn sie mindestens eine starke Konsistenzbedingung verletzt.
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Parameter
Crossover-Operator
Mutationsoperator
Crossover-Wahrscheinlichkeit
Mutationswahrscheinlichkeit
Operationssymbolfolgenla¨nge
Populationsgro¨ße
Generationen
Heuristikkombination
Tabelle 7.1: Parameter des Vorversuchs
Die Cross Swap-Operation
Die Cross Swap-Operation ocs(d1, d2) beschreibt die simultane Vertauschung eines Dia-
grammelements d1 (auf Ressource r1) mit einem Diagrammelements d2 (auf der Ressource
r2). Dabei wird d1 auf r2 auf die Startposition von d2 positioniert und d2 auf r1 auf die
Startposition von d1. Dazu muß r2 den d1 zugeordneten Abeitsgang verrichten ko¨nnen
und r1 entsprechend den d2 zugeordneten Arbeitsgang. Der Operator ocs besitzt das ent-
sprechende Wissen, welche Ressourcen fu¨r einen Wechsel zula¨ssig sind. Beim Cross Swap
bleibt die Mengenkonsistenz gewahrt. Kapazita¨ts- und Ordnungskonsistenz mu¨ssen gete-
stet werden. Auch hier wird, wie bereits beim LOG, die Operation nicht ausgefu¨hrt, wenn
sie mindestens eine starke Konsistenzbedinung verletzt.
Beim MAG-Generator gelten hinsichtlich der Bedingungen 5.6 bzw. 5.7 von Seite 59 die
gleichen Aussagen wie beim LOG-Generator. Die genetischen Operatoren fu¨r GA, die
Heuristik h und die Fitneßfunktion fL des MAG-Generators werden, wie auch beim LOG-
Generator, im Anschluß entwickelt.
7.4 Vorversuche
Durch die große Anzahl der mo¨glichen Parameterauspra¨gungen und aufgrund der Popu-
lations- und Simulationsorientierung der adaptiven Planung verhindert der daraus resul-
tierende zeitliche Aufwand das Austesten aller sinnvollen Parameterkombinationen. Fu¨r
den populationsbasierten Ansatz der impliziten Kooperation ergibt sich aus den Tabel-
len 7.1 und 7.2 eine untere Grenze m fu¨r den Umfang der Simulationsexperimente, das
heißt fu¨r die zu untersuchenden PPS-Objekte, die simulativ auf ihre Fitneß getestet wer-
den. Selbst wenn jeder Parameter ho¨chstens sechs sinnvolle Auspra¨gungen besa¨ße, wu¨rde
dies die simulative Auswertung von mindestens m = 611 PPS-Objekten verlangen, was
bei einer mittleren Simulationsdauer von ca. 10 CPU-Sekunden pro PPS-Ojekt auf den
168 KAPITEL 7. TESTERGEBNISSE
Parameter
Auftragsanzahl
Generatortyp
Fitneßfunktion
Tabelle 7.2: Parameter des Hauptversuchs
verfu¨gbaren Workstations und PCs zeitlich nicht mehr zu bewa¨ltigen wa¨re.
Bei Durchsicht der einschla¨gigen Literatur zeigt sich, daß das Problem, geeignete Para-
metereinstellungen fu¨r Genetische Algorithmen zu finden, bis heute nicht befriedigend
gelo¨st ist. Es ist festzustellen, daß bisher effektive Methoden zur Entwicklung geeigne-
ter Mutations- und Crossover-Operatoren, zur Bestimmung optimaler Mutations- und
Crossover-Raten und zur Angabe gu¨nstiger Populationsgro¨ßen und Generationenanzah-
len immer nur fu¨r eingegegrenzte Spezialfa¨lle gefunden werden konnten. Um im Rahmen
der vorliegenden Arbeit die Komplexita¨t des Testaufwands auf ein realisierbares Maß
zu beschra¨nken, gleichzeitig aber aussagekra¨ftige Ergebnisse zu erhalten, werden die zu
bestimmenden Parameter daher in zwei Gruppen untergliedert. Die in Tabelle 7.1 gezeig-
te Parametergruppe wird durch vereinfachte oder angena¨herte Problemszenarios, Vor-
tests und Plausibilita¨tsbetrachtungen festgelegt. Tabelle 7.2 zeigt die Parameter, die im
Hauptversuch in allen Kombinationen auf der Basis der in den Vortests gewonnen Para-
meterauspra¨gungen mit einem Stichprobenumfang untersucht werden, der die Angabe von
Konfidenzzahlen erlaubt, um so die Zuverla¨ssigkeit der gewonnen Aussagen zu bestimmen.
7.4.1 Bestimmung der Parameterauspra¨gungen
Im Rahmen der Vorversuche werden im folgenden die Parameter aus Tabelle 7.1 bestimmt.
Die Notationen zu den Genetischen Algorithmen und Lo¨sungsgeneratoren stammen aus
den Kapiteln 4 und 5.
Crossover-Operator
Ein wesentlicher, in Kapitel 5 aufgezeigter Vorteil der Lo¨sungsgeneratoren liegt in der
Abkopplung der Genetischen Algorithmen vom Lo¨sungsraum L. Dadurch la¨ßt sich in der
Regel vermeiden, daß die Menge C der Chromosomen durch die Beru¨cksichtigung von Ne-
benbedingungen eine komplizierte Struktur erha¨lt, die die Entwicklung eines konsisten-
zerhaltenden Crossover-Operators erheblich erschweren wu¨rde. Fu¨r die Rekombination
kann daher in allen Lo¨sungsgeneratoren der One Point Crossover-Operator oc eingesetzt
werden. Der Crossover-Operator wa¨hlt zufa¨llig fu¨r zwei Operationssymbolfolgen c, d ∈ C
mit c = c1c2 · · · cr und d = d1d2 · · ·dr einen Kreuzungspunkt k ∈ {1, .., r − 1} zwischen
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dem k-ten und k + 1-ten Operationssymbol aus und liefert mit oc(c, d) = (c
′, d′) die re-
kombinierten Folgen c′ = c1c2 · · · ckdk+1 · · ·dr und d′ = d1d2 · · ·dkck+1 · · · cr.
Mutationsoperator
Durch das Crossover wird die Reihenfolge gegebener Operationssymbolfolgen zwar um-
strukturiert, die einzelnen Operationen bleiben aber unvera¨ndert. Die Aufgabe des Mu-
tationsoperators om besteht in der Vera¨nderung der Gene selbst, was auf Lo¨sungsgenera-
toren bezogen die Vera¨nderung von Operationen bedeutet. Dies kann auf zwei verschie-
dene Arten geschehen. Zum einen kann der Operator vera¨ndert werden, das heißt ein
Operator wird durch einen anderen Operator ausgetauscht. Da in der Regel die Typen
beider Operatoren unterschiedlich sind, muß sich an den Austausch auch ein Austausch
von Operanden anschließen. Bei der zweiten Mo¨glichkeit werden nur die Operanden bei
gleichbleibendem Operator vera¨ndert. Ist c = c1c2 · · · cr ∈ C, dann ist om(c) = c
′, mit
c′ = c1c2 · · · ci−1c′ici+1 · · · cr ∈ C. Der Mutationsoperator om wa¨hlt zufa¨llig ein Operations-
symbol i ∈ {1, . . . , r} aus. Fu¨r ci = oibi1 · · · bini wird dann mit Wahrscheinlichkeit p = 0.4
zufa¨llig ein Operator o′i mit einem ebenfalls zufa¨llig ermittelten Operandenwort b
′
i aus der
Menge der Operatoren bzw. Operandenwo¨rter gezogen, so daß c′i = o
′
ib
′
i1
· · · b′in′
i
gilt.
Mit Wahrscheinlichkeit 1− p = 0.6 wird lediglich das i-te Operandenwort bi = bi1 · · · bini
durch die Mutation vera¨ndert. Dazu wird zufa¨llig ein k ∈ {1, . . . , ni} gewa¨hlt, welches
festlegt, daß der k-te Operand bik vera¨ndert werden soll. Dazu wird zufa¨llig ein Operand
b′ik ∈ Bik gezogen, so daß das Operandenwort bi1 · · · bik−1b
′
ik
bik+1 · · · bini entsteht.
Die Wahl der Wahrscheinlichkeit p, mit der ein Operator vera¨ndert wird, ist an dem
Verhalten eines Planers orientiert. Dieses Verhalten besteht aus der Entwicklung einer
Strategie (Entwicklung einer Folge von Operatoren) und dem Versuch, durch Justieren
der einzelnen Operationen (A¨nderung der Operandenfolge) eine konkrete Lo¨sung zu fin-
den. Der Wert p = 0.4 ist ein reiner Scha¨tzwert, mit dem der Planer angibt, in welchem
Maß er Strategieplanung und Justierung durchfu¨hrt. Im Fall des Reparatur- und War-
tungsbereichs ist die Wahrscheinlichkeit p kleiner als die Wahrscheinlichkeit 1− p, da der
Planer ha¨ufiger die Justierung als die Strategie a¨ndert.
Crossover-Wahrscheinlichkeit
Die Crossover-Wahrscheinlichkeit pc wird durch Vorversuche an einem Losgro¨ßen- und ei-
nemMaschinenbelegungsproblem in Schrittweiten von 0, 05 Prozentpunkten ermittelt. Zur
Lo¨sungsgenerierung werden die weiter oben entwickelten konstituierenden Lo¨sungsgene-
ratoren LOG und MAG eingesetzt. Fu¨r die Tests wird die zeitintensive Simulation durch
schnell berechenbare Funktionen ersetzt, die Lo¨sungen unmittelbar auf Zielwertvektoren
abbilden. Fu¨r die im Rahmen der Vorversuche getesteten Crossover-Wahrscheinlichkeiten
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pc zeigt sich, daß Werte, die den Testwert 0, 6 (0, 55) beim MAG (LOG) zunehmend
unterschreiten, dazu fu¨hren, daß die Exploitation gefundener Suchbereiche im Lo¨sungs-
raum zunehmend die Exploration neuer Bereiche dominiert. Dadurch endet die Suche
ha¨ufig bei lokalen Optima. Testwerte, die zunehmend die Werte 0, 6 (0, 55) u¨berschreiten,
forcieren beim MAG (LOG) zunehmend die Exploration neuer Bereiche des Suchraums
unter immer sta¨rkerer Vernachla¨ssigung der Exploitation bereits gefundener Bereiche. Da-
durch werden vorhandene lokale Optimalwerte ha¨ufiger nicht gefunden. Eine Crossover-
Wahrscheinlichkeit von pc = 0, 6 fu¨r den MAG bzw. pc = 0, 55 fu¨r den LOG liefert den
besten Kompromiß zwischen Inspektion und Erforschung von Suchbereichen.
Mutationswahrscheinlichkeit
Das gleiche Testszenario wird auch zur Bestimmung der Mutationswahrscheinlichkeit ver-
wendet. Die Vorversuche zeigen, daß niedrige Werte der Mutationswahrscheinlichkeit pm,
die zunehmend kleiner als 0, 005 werden, die Wahrscheinlichkeit, bei der Lo¨sungsgenera-
tion in lokalen Optima steckenzubleiben, fu¨r LOG und MAG gleichermaßen erho¨hen, weil
die destruktive Wirkung der Mutation auf die Resultate der Rekombination gering bleibt.
Dadurch bleibt auch die Wahrscheinlichkeit, die Menge der Individuen, die auschließlich
durch Rekombination erreichbar sind zu verlassen, gering. Mutationswahrscheinlichkeiten
pm, die zunehmend gro¨ßer als 0, 005 werden, na¨hern sich bei beiden Generatoren konti-
nuierlich dem Randomwalk und u¨berdecken dadurch die spezifischen Sucheigenschaften
der Genetischen Algorithmen. Andererseits steigt die Wahrscheinlichkeit, jeden Punkt im
Suchraum zu treffen. Bei einer Mutationswahrscheinlichkeit von pm = 0, 005 fu¨r LOG und
MAG stehen die aufgefu¨hrten Effekte in einem gu¨nstigen Verha¨ltnis zueinander.
Operationssymbolfolgenla¨nge
Die Operationssymbolfolgenla¨nge wird in einem Vorversuch hinsichtlich einer reellen Fit-
neßfunktion fm fu¨r die Maschinenbelegung und einer reellen Fitneßfunktion fl fu¨r die
Losgro¨ßenberechnung untersucht. Als Lo¨sungsgeneratoren werden die weiter oben ent-
wickelten konstituierenden Generatoren MAG und LOG verwendet. Zur Ermittlung von
Zielwertvektoren werden einfache Planungsalgorithmen eingesetz. Eine simulative Ermitt-
lung von Zielwertvektoren wird bewußt vermieden, um den zeitlichen Aufwand der Vor-
tests u¨berschaubar zu halten. Fu¨r die Parameter werden die bisher bestimmten Einstel-
lungen gewa¨hlt, die auch in der spa¨teren Simulation verwendet werden. MAG- und LOG-
Generator erzeugen insgesamt 50 Generationen mit je 20 Individuen, wobei die Individuen
der 50. Generation zur Auswertung herangezogen werden. Fu¨r jede Operationssymbolfol-
genla¨nge werden 30 Stichproben genommen.
Die schwarzen und weißen Balken in Abbildung 7.6 zeigen den minimalen und maximalen
Wert der Fitneßfunktion fm, der im Verlauf aller Stichproben fu¨r die verschiedenen Fol-
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Abbildung 7.6: Bestimmung der Operationsfolgenla¨nge fu¨r den MAG-Generator
genla¨ngen erreicht wird. Die grauen Balken geben den aus den 30 Stichproben berechneten
Mittelwert des erreichten Fitneßwertes an und die Klammern beschreiben das jeweilige
Konfidenzintervall, in dem der wahre Mittelwert der Grundgesamtheit mit einer Vertrau-
enswu¨rdigkeit von 95% zu finden ist. Fu¨r die Fitneßfunktion fm bildet sich bei einer La¨nge
von 14 Operationen ein Maximum aus, das von den nachfolgenden Folgenla¨ngen bis zur
La¨nge 18 nicht mehr wesentlich unterschritten wird. Daher wird fu¨r den MAG-Generator
14 als Operationssymbolfolgenla¨nge gewa¨hlt
Es ist schwierig, eine allgemeine Aussage u¨ber die Wirkung der Operationssymbolfol-
genla¨nge zu machen, da die Wirkung auschließlich vom Typ der Operatoren und der
damit ausfu¨hrbaren Operationen abha¨ngt. Kann fu¨r jedes i die i + 1te Operation einer
Operationssymbolfolge die Wirkung der ersten i Operationen ho¨chstens verbessern, dann
tritt trivialerweise mit der Verla¨ngerung einer Operationssymbolfolge nie eine Verschlech-
terung ein. Die Folge der Mittelwerte aus Abbildung 7.6 wa¨re in diesem Fall monoton
steigenden. Bei den hier verwendeten Operatoren fu¨r den MAG-Generator ist ein sol-
ches Verhalten nicht zu erwarten. Einzelversuche haben gezeigt, daß bei Betrachtung von
Folgen mit La¨ngen gro¨ßer als 18 bei Verwendung der weiter oben vorgestellten Opera-
tionen ein Oszilieren der La¨ngenwerte zu beobachten ist, bei dem fu¨r Periodenla¨ngen
von ungefa¨hr fu¨nf eine Schwankung um den mittleren berechneten Fitneßwert 12.5 mit
Schwankungsbreite 2 nach oben und unten zu beobachten ist.
Analog wird fu¨r den LOG-Generator die Operationssymbolfolgenla¨nge bestimmt. Die Er-
gebnisse werden in Abbildung 7.7 dargestellt. Die Graphik zeigt hier einen a¨hnlichen
Verlauf wie in Abbildung 7.6, wobei der beste Wert fu¨r die Folgenla¨nge hier bei 16 liegt.
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Abbildung 7.7: Bestimmung der Operationsfolgenla¨nge fu¨r den LOG-Generator
Populationsgro¨ße und Anzahl der Generationen
Eine Simulation der Ausfu¨hrung eines Produktionsplans mit dem CiK-Modell dauert fu¨r
40 Auftra¨ge auf einer SUN SS4 unter Solaris2.5. ca. 10 Sekunden. Damit eine Simula-
tion nachts ausgefu¨hrt werden kann, soll eine Gesamtdauer von acht Stunden fu¨r die
Ausfu¨hrung der Planung nicht wesentlich u¨berschritten werden. Damit lassen sich in ei-
nem Planungslauf ca. 2880 Produktionspla¨ne generieren und simulieren. Es gilt damit bei
der Ermittlung der Populationsgro¨ße und der Anzahl der Generationen
µ ∗ ν ≈ 2880 µ, ν ∈ N
falls ν die Anzahl der Generationen und µ die Populationsgro¨ße ist.
Um fu¨r den Parallelgenerator eine Auspra¨gung fu¨r µ und ν zu finden, wird ein Pla-
nungsproblem mit vier Auftra¨gen bei eng gefaßten Wertebereichen bezu¨glich Teilevielfalt,
Produktionsstufen und Planungshorizont durch Enumeration aller Pla¨ne mit dem CiK-
Modell bestimmt. Die Berechnungsdauer betra¨gt fu¨r dieses Testszenario auf einer SUN
SS4 Workstation unter Solaris2.5 ca. 3 Sekunden pro Plan. Insgesamt werden zehn Work-
stations zur Berechnung von 292300 Produktionspla¨nen eingesetzt. Als Resultat liegt,
bei vier zu beru¨cksichtigenden PPS-Zielen, eine Menge Z∗ ⊂ IR4 mit paretooptimalen
Lo¨sungen hinsichtlich der Minimierung der Vektorzielfunktion z fu¨r die PPS-Ziele vor.
Die Menge Z∗ wird nun als Referenzmenge verwendet. Jetzt wird der Parallelgenerator
zur Berechnung der gleichen vier Auftra¨ge unter Verwendung der Fitneßfunktion fp, das
heißt Paretoranking mit Nischenbildung, eingesetzt. Durch die Nischenbildung wird die
Paretofront mo¨glichst gleichma¨ßig erfaßt, so daß ein Mengenvergleich zwischen Z∗ und
den erzeugten Generationen G(t) sinnvoll ist und keine Konvergenzprobleme gegen weni-
ge dominierende Lo¨sungen sto¨ren. Die Populationen G(t) bezeichnen dabei µ-Tupel von
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(µ, ν) relativ absolut Varianz
(10,288) 0,290 2,9 0,700
(20,144) 0,485 9,7 1,552
(30,96) 0,800 24,0 1,832
(40,72) 0,900 36,2 1,400
(50,57) 0,857 30,0 1,265
(60,48) 0,656 16,4 0,917
(70,41) 0,240 6,3 0,640
Tabelle 7.3: Populationsgro¨ße und Generationenanzahl beim Parallel-Generator
Zielwertvektoren aus IR4.
Tabelle 7.3 zeigt die untersuchten (µ, ν) Kombinationen, wobei stets µ∗ν ≈ 2880 gilt. Jede
Kombination wird zehnmal getestet. Insgesamt werden sieben Workstations zur Berech-
nung eingesetzt. Die jeweils besten Resultate der jeweils letzten Generation Gi := Gi(t)
der i-ten Stichprobe i = 1(1)10 werden mit der Referenzmenge durch
1/10 ∗
10∑
i=1
|Z∗ uGi|
µ
in Spalte “relativ” verglichen. Spalte “relativ” in Tabelle 7.3 zeigt den mittleren aus je-
weils zehn Stichproben berechneten relativen Anteil, mit dem die Lo¨sungen in Gi und
Z∗, bezogen auf Gi, u¨bereinstimmen. Spalte “absolut” gibt die absolute mittlere U¨ber-
einstimmung
1/10 ∗
10∑
i=1
|Z∗ uGi|
zwischen Gi und Z
∗ bei zehn Stichproben an. Die letzte Spalte beinhaltet die Varianz
der zehn Stichproben. Es zeigt sich, daß die Kombination (40,72) beim Parallelgenerator
mit den weiter oben ermittelten Parameterauspra¨gungen fu¨r den Crossover- und Mutati-
onsoperator, die Crossover- und Mutationswahrscheinlichkeit, die Populationsgro¨ße und
die Anzahl der Generationen die meisten Treffer in Z∗ hat. Daher wird fu¨r den Paral-
lelgenerator die Populationsgro¨ße µ auf 40 und die Anzahl der Generationen ν auf 72
festgelegt.
Beim Treegenerator ist die Problemstellung komplizierter. Der Zeitaufwand des Treege-
nerators ist aufgrund seiner Konzeption wesentlich gro¨ßer als beim Parallelgenerator, da
fu¨r jede Generation und jedes Individuum, das der LOG-Generator erzeugt eine kom-
plette Ausfu¨hrung des MAG-Generators durchgefu¨hrt wird. Im Treegenerator mit den
zwei konstituierenden Lo¨sungsgeneratoren LOG und MAG, erzeugt LOG insgesamt ν1
Generationen von Individuen, das heißt Losplanungen. Dabei entha¨lt jede Population µ1
Individuen. Insgesamt werden also ν1∗µ1 Lospla¨ne erzeugt. Fu¨r jeden dieser Lospla¨ne wird
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(ν1, µ2, ν2) relativ absolut µ1 ∗ µ2
(16,8,25) 0,780 75 96
(16,15,13) 0,810 146 180
(16,10,20) 0,900 108 120
(16,13,15) 0,850 133 156
(15,16,13) 0,910 175 192
(20,16,10) 0,940 180 192
(25,16,8) 0,920 176 192
(16,20,10) 0,701 168 240
(16,25,8) 0,547 164 300
Tabelle 7.4: Populationsgro¨ße und Generationenanzahl beim Treegenerator
der MAG-Generator komplett ausgefu¨hrt. Dieser erzeugt bei jeder Ausfu¨hrung insgesamt
ν2 Generationen, in denen jeweils µ2 Ressourcenbelegungspla¨ne erzeugt werden. Damit
ergibt sich die Anzahl der insgesamt erzeugten Produktionspla¨ne zu µ1 ∗ ν1 ∗ µ2 ∗ ν2. Um
zu brauchbaren Populations- und Generationsgro¨ßen zu kommen, wird die Ausfu¨hrung
des Treegenerators daher auf mehrere Rechner zur Parallelausfu¨hrung verteilt. Da zwo¨lf
Rechner6 zur Verfu¨gung stehen, wird die Populationsgro¨ße im LOG-Generator auf zwo¨lf
festgelegt. Fu¨r jedes generierte Individuum steht damit ein Rechner zur Ausfu¨hrung des
MAG-Generators zur Verfu¨gung. Insgesamt wird der MAG-Generator auf jedem Rechner
ν1-mal ausgefu¨hrt. Damit sollte ν1∗µ2∗ν2 ≈ 2880 angestrebt werden, damit, wie beim Par-
allelgenerator, die Simulationsdauer pro Rechner nicht wesentlich mehr als acht Stunden
fu¨r eine komplette Ausfu¨hrung des Treegenerators betra¨gt. Da die Anzahl der mo¨glichen
Kombinationen bei drei Faktoren zu groß wird, werden hier neun willku¨rlich gewa¨hlte
Kombinationen (ν1, µ2, ν2) untersucht. Da fu¨r die Berechnung jeder Kombination bereits
zwo¨lf Rechner eingesetzt werden, wird der Stichprobenumfang auf Eins gesetzt. Das Er-
gebnis kann also nur Hinweischarakter haben. Tabelle 7.4 zeigt die Resultate der relativen
und absoluten U¨bereinstimmung der jeweils letzten Generation sowie deren Gro¨ße.
Der Eintrag mit ν1 = 20, µ2 = 16 und ν2 = 10 liefert im relativen und im absoluten
Wert die besten Zahlen. Aufgrund dieses Indizes wird diese Kombination gewa¨hlt. Fu¨r
diese Kombination ergibt sich auf allen Rechnern eine Laufzeit zwischen acht und neun
Stunden fu¨r eine vollsta¨ndige Ausfu¨hrung des Treegenerators. Insgesamt werden ν1 ∗ ν2 =
200 zeitlich aufeinanderfolgende Generationen bei einer Ausfu¨hrung des Treegenerators
durchlaufen, wobei jeweils µ1 ∗µ2 = 192 Individuen, das heißt Produktionspla¨ne simuliert
werden.
62 HP9k720 HPUX9.01, 2 PC mit Intel Pentium II mit 166 MHz, 3 SUN Ultra1 Solaris2.5.1, 3 SUN
SS4 solaris2.5, 1 SUN SS20 Solaris2.5, 1 SUN Ultra2 Solaris2.5.1
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Heuristikkombinationen
Zur Vorbereitung der Hauptversuche werden aus der Menge der einschla¨gigen Teilpla-
nungsverfahren Kombinationen gebildet, mit denen das in der Planungskomponente rea-
lisierte Sukzessivplanungsschema instantiiert wird. Die daraus resultierenden Pla¨ne wer-
den anschließend in der Simulation auf ihre Fitneß getestet. Es werden Heuristikkom-
binationen fu¨r die Planungsbereiche Losgro¨ßenplanung und Maschinenbelegungsplanung
betrachtet. Bei der Losgro¨ßenplanung werden die Verfahren gleitende wirtschaftliche Los-
gro¨ße (GLWL), Heuristik zum Capacitatet Lotsizing Problem (CLSP) und eine Heuristik
zum Discrete Lotsizing Problem (DLSP) getestet. Das GLWL-Verfahren wird untersucht,
weil es in vielen Unternehmen zur Losplanung eingesetzt wird, da ihm ein einfacher Al-
gorithmus (siehe zum Beispiel [War98]) zugrunde liegt. Der CLSP-Ansatz wird getestet,
weil er im Gegensatz zum GLWL Kapazita¨ten beru¨cksichtigt und aufgrund seiner großen
Planungsperioden Spielraum fu¨r Umplanungen la¨ßt. Der DLSP-Ansatz wird in den Tests
betrachtet, weil er Lose und Reihenfolgen unter Beru¨cksichtigung von Kapazita¨tsrestrik-
tionen simultan plant.
Bei der Maschinenbelegungsplanung werden die Verfahren ku¨rzeste Operationszeit (KOZ),
geringste Fertigungsrestzeit (GFR) und die Verzugszeitregel (VZR), die den Bedarf mit
der ho¨chsten Dringlichkeit als na¨chstes einplant, betrachtet, da alle drei Verfahren im
Referenzunternehmen zur Anwendung kommen.
Im Vorversuch werden aus den oben aufgefu¨hrten sechs Verfahren alle neun Kombinatio-
nen gebildet und fu¨r Auftragsmengen mit 20, 30 und 40 Auftra¨gen untersucht, wobei die
Fitneßfunktionen fg, fp und fb fu¨r Goalprogramming, Paretoranking mit Nischenbildung
und Bezugsvektorverfahren zur Messung der Lo¨sungsgu¨te der Kombinationen verwendet
werden. Insgesamt werden 81 Testla¨ufe mit dem CiK-Modell durchgefu¨hrt. Die Ergeb-
nisse zeigt Tabelle 7.5. In der Kopfzeile stehen die Anfangsbuchstaben der Namen der
Heuristiken. Links vom Schra¨gstrich steht dabei das jeweilige Verfahren fu¨r die Maschi-
nenbelegungsplanung und rechts das Verfahren fu¨r die Losgro¨ßenplanung. Die Eintra¨ge
fu¨r fp und fb sind die Rangpla¨tze, die die Heuristiken untereinander durch Paretoranking
und Bezugsvektorverfahren einnehmen. Beim Goalprogramming wurden die Distanzwerte
ebenfalls auf Ra¨nge abgebildet, um die Tabelle einheitlich zu gestalten. Da beim Test alle
Distanzwerte beim Goalproamming unterschiedlich waren, durchlaufen die Eintra¨ge fu¨r
fg alle Zahlen von Eins bis Neun.
Fu¨r die zugrunde gelegte Simulation erweisen sich CLSP und KOZ als insgesamt gu¨nstig-
ste Kombination hinsichtlich aller Fitneßfunktionen und Auftragsmengen. Der Vorteil
von CLSP gegenu¨ber DLSP mag im ersten Moment u¨berraschend erscheinen, da DLSP
aufgrund der simultanen Planung von Losgro¨ßen und Reihenfolgen genauere Ergebnisse
erwarten la¨ßt als CLSP. Dies ist richtig bis zum Auftreten einer Umplanung. In diesem Mo-
ment erfordert DLSP als Low Bucket-Ansatz praktisch einen Neuaufwurf der gesamten
Planung, wa¨hrend beim CLSP aufgrund seiner langen Perioden Zeitpuffer fu¨r die Um-
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K/C G/C V/C K/G G/G V/G K/D G/D V/D
20 1 1 1 2 2 2 3 4 4
fp 30 2 2 1 2 3 4 3 4 4
40 1 2 2 2 2 3 4 3 3
20 2 1 3 4 7 5 6 8 9
fg 30 1 2 4 3 5 6 7 9 8
40 1 2 3 4 5 6 7 9 8
20 1 2 1 2 4 3 3 4 3
fb 30 2 1 2 2 2 3 4 4 5
40 1 2 2 3 2 4 3 3 3
Tabelle 7.5: Rangeinteilung der Heuristikkombinationen
m
m
m
m
m
m
m
m
m
planung verfu¨gbar sind. Da der Umplanungsmechanismus aus Geschwindigkeitsgru¨nden
absichtlich einfach gehalten ist, hat die Umplanung eines mit DLSP erzeugten Plans bei
weitem nicht mehr dessen urspru¨ngliche Gu¨te. Das CLSP bietet also eine ho¨here Umplan-
barkeit. Im Gegensatz zum CLSP beru¨cksichtigt die gleitende wirtschaftliche Losgro¨ße
(GLWL) keine Kapazita¨ten. Dadurch wird das Verfahren zwar schnell, liefert aber viele
Losgro¨ßenpla¨ne, zu denen sich keine konsistenten Maschinenbelegungen finden lassen.
Die Methode, die Arbeitsga¨nge mit der ku¨rzesten Operationszeit als erste einzuplanen,
erweist sich bei sechs der neun Heuristikkombinationen aus Tabelle 7.5 als gu¨nstigste
Kombination.
7.5 Hauptversuche
Fu¨r das CiK-Modell werden die besten Parameterkombinationen aus Tabelle 7.2 getestet,
wobei die aus Tabelle 7.5 ausgewa¨hlten Heuristikkombinationen in die Lo¨sungsgeneratoren
integriert werden, das heißt implizit miteinander kooperieren. Die Resultate werden dann
mit den Ergebnissen der Heuristikkombinationen, die sich ohne implizite Kooperation
ergeben, verglichen.
Der Ausdruck α/β/γ/δ beschreibt dabei die jeweils untersuchte Kombination von Para-
metern, mit der das CiK-Modell parametrisiert wird. Der Parameter α gibt die Anzahl
der Generationen an, auf die sich das Testergebnis bezieht. Der Parameter β gibt den
verwendeten Lo¨sungsgenerator an und γ beinhaltet die Anzahl der Auftra¨ge, die bei der
Planung betrachtet werden. δ beschreibt die verwendete Fitneßfunktion.
Der Ausdruck β/γ/δ beschreibt die Testszenarios, bei denen das CiK-Modell mit dem
Goalprogramming parametrisiert wird. Da die Zielwertvektoren beim Goalprogramming
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auf skalare Werte abgebildet werden, ist eine andere Darstellung der Resultate mo¨glich, die
nicht mehr die gesonderte Betrachtung ausgezeichneter Generationen erfordert, weshalb
die Angabe zu α hier weggelassen wird.
Die konkrete Heuristikkombination fu¨r das jeweilige Testszenario α/β/γ/δ bzw. β/γ/δ,
die in den jeweiligen Lo¨sungsgenerator integriert wird, wird anhand der besten Werte
aus Tabelle 7.5 ausgewa¨hlt. Bei mehreren gleich guten Werten wird einer zufa¨llig aus-
gewa¨hlt. Die ausgewa¨hlten Heuristikkombinationen sind durch Kreise gekennzeichnet. Bei
30 Auftra¨gen erweist sich die GFR/CLSP bzw. VZR/CLSP-Kombination im Vergleich zur
KOZ/CLSP-Kombination beim Bezugsvektorverfahren bzw. beim Paretoranking als die
bessere Wahl. 7
Die Resultate der folgenden Testszenarios basieren jeweils auf 40 Stichproben, wobei eine
Stichprobe eine komplette Ausfu¨hrung einer Planung nach dem Ansatz der impliziten
Kooperation mit dem CiK-Modell ist.
0,71/PG/20,30,40/Pareto
In den 0,71/PG/20,30,40/Pareto Testszenarios wird der Parallelgenerator fu¨r 20, 30 und
40 Auftra¨ge untersucht. Die verwendete Fitneßfunktion ist Paretoranking mit Nischen-
bildung. Da paretooptimale Lo¨sungen nur fu¨r zweidimensionale Vektorzielfunktionen an-
schaulich darstellbar sind, in den vorliegenden Untersuchungen aber vierdimensionale Vek-
torzielfunktionen vorliegen, wird hier eine Darstellung verwendet, die die initiale und die
letzte Generation von Zielwertvektoren hinsichtlich der Anzahl der belegten Rangpla¨tze
im Rahmen des Paretorankings zeigt. Beim Parallelgenerator wird fu¨r die Generationen-
anzahl ν = 72 entsprechend die initiale und die Generation Nummer 71 miteinander ver-
glichen. In den folgenden Diagrammen beschreiben die weißen Balken fu¨r jeden Rangplatz
die maximale und die schwarzen Balken die minimale Anzahl von Zielwertvektoren, die in
den Stichproben fu¨r einen Rangplatz realisiert wurden. Die eckigen Klammern beschreiben
Konfidenzintervalle, in denen mit 95% Wahrscheinlichkeit der jeweilige wahre Mittelwert
der Anzahl der Zielwertvektoren der Grundgesamtheit, die diesen Rangplatz nach der In-
itialisierung bzw. der Generation Nummer 71 einnehmen, liegt. Die grau gefa¨rbten Balken
geben den aus allen Stichproben berechneten Mittelwert an.
Abbildung 7.8 zeigt, daß nach 72 Generationen fu¨r die Auftragsumfa¨nge 20, 30 und 40 nur
noch drei Rangpla¨tze belegt werden, wobei Rangplatz Eins im berechneten gerundeten
Mittel in den Abbildungen 7.8(b), 7.8(d) und 7.8(f) mit 31, 32 bzw. 30 Zielwertvektoren
belegt ist. Diese Zielwertvektoren sind hinsichtlich der 71. Generation funktional effizient.
Die Graphiken zeigen, daß die Auftragsanzahlen 20, 30 und 40 keinen wesentlichen Einfluß
7Eine Begru¨ndung, warum dieses Pha¨nomen in beiden Szenarios bei 30 Auftra¨gen besteht, konnte
nicht gefunden werden, ist aber fu¨r die Versuche auch nicht von Bedeutung. Ebenso konnte nicht gekla¨rt
werden, warum bei 20 Auftra¨gen GFR/CLSP die bessere Wahl fu¨r das Goalprogramming ist als die
Kombination KOZ/CLSP.
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Abbildung 7.8: Parallelgenerator mit Paretoranking
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Abbildung 7.9: Konvergenzverhalten beim Paretoranking
auf die Anzahl der belegten Rangpla¨tze und die Verteilung der Anzahlen hat.
Bei Betrachtung aller 0+i/PG/20/Pareto Szenarios fu¨r i = 0, . . . , 71, das heißt bei einem
Vergleich der initialen und der i-ten Generation durch die Anwendung des Paretoranking
auf die “Vereinigung” der Populationen G(0) und G(i) zeigt sich mit steigender Genera-
tionenanzahl i ein deutliches Konvergenzverhalten gegen die Paretofront. Abbildung 7.9
zeigt den Vergleich 0+71/PG/20/Pareto. Die schwarzen Balken geben die mittleren be-
rechneten Anzahlen aus den 40 Stichproben fu¨r 0/PG/20/Pareto und die grauen Balken
fu¨r 71/PG/20/Pareto wider. Die Abbildung zeigt, daß die oberen Ra¨nge fast ausschließ-
lich von Individuen der 71. Generation belegt werden. Damit liegt die 71. Generation mit
mehr Individuen bei der Paretofront als die initiale Population. Die Abweichung zwischen
dem in Abbilung 7.9 dargestellten 0+71/PG/20/Pareto Szenario und den Resultaten der
0+71/PG/30,40/Pareto Szenarios ist so gering, daß auf deren graphische Darstellung ver-
zichtet wird.
Abbildung 7.10 zeigt die Entwicklung der Anzahl der Zielwertvektoren, die aus den vom
Parallelgenerator erzeugten Lo¨sungen hervorgehen. Dabei wird die Anzahl der Zielwert-
vektoren aufgezeigt, die in Abha¨ngigkeit von der Generation im Mittel, minimal und
maximal das Resultat der entsprechenden Heuristikkombination ohne implizite Koopera-
tion dominieren. Die liegende langestreckte S-Form der Kurve der Mittelwerte bzw. der
Maxima fu¨r die Auftragsmengen 20, 30 und 40 la¨ßt sich durch die Funktionsweise des
Parallelgenerators erkla¨ren: Da die konstituierenden Lo¨sungsgeneratoren des Parallelge-
nerators ungekoppelt arbeiten, produzieren sie trotz Integration der Heuristikkombina-
tionen zuerst Lo¨sungen, die nicht miteinander kompatibel sind und daher eine umfang-
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Abbildung 7.10: Heuristikkombination versus Paretoranking
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Beziehung 20 30 40
xh <d x 2 0 0
x <d xh 18 20 25
xh 6= x 20 20 15
Tabelle 7.6: Dominanzvergleich
reiche, aber aus Zeitgru¨nden nur wenig optimierende Umplanung provozieren. Dadurch
entstehen Lo¨sungen, die deutlich schlechter ausfallen als die Lo¨sungen der entsprechen-
den Heuristikkombinationen ohne implizite Kooperation. Der signifikante Anstieg um die
40. Generation herum entsteht durch zufa¨llig generierte Pla¨ne mit u¨berdurchschnittli-
chen mittleren Fitneßwerten, die dann, wie nach dem Schematheorem zu erwarten ist,
schnell zu einer deutlichen Verbesserung der weiteren Lo¨sungen fu¨hren. Es ist zu beach-
ten, daß die Menge der Zielwertvektoren der Generation Nummer 71, die das Resultat
xh ohne implizite Kooperation der Heuristikkombinationen dominieren, von allen drei
Rangpla¨tzen der Abbildungen 7.8(b) bzw. 7.8(d) und 7.8(f) stammen ko¨nnen. Es zeigt
sich in den Abbildungen 7.10(a), 7.10(b) und 7.10(c), daß mit steigender Auftragszahl
auch die mittlere (graue Balken) und die maximale Anzahl (weiße Balken) dominierender
Zielwertvektoren ansteigt, das heißt daß die jeweilige Heuristikkombination ohne impli-
zite Kooperation immer sta¨rker dominiert wird. Das liegt daran, daß die Qualita¨t der
Ergebnisse der Heuristikkombinationen ohne implizite Kooperation im Verha¨ltnis zu den
vom Parallelgenerator generierten Lo¨sungen mit integrierten Heuristikkombinationen mit
steigendem Auftragsumfang sinkt. Dies wird in den Graphiken der Auswertungen zum
Goalprogramming weiter unten noch deutlicher.
Tabelle 7.6 gibt die gerundeten berechneten Mittelwerte fu¨r die Anzahl der Zielwertvek-
toren, die das Resultat xh der entsprechenden Heuristikkombination bei 20, 30 und 40
Auftra¨gen dominieren, von dieser dominiert werden oder mit dieser unvergleichbar sind,
fu¨r die Zielwertvektoren der jeweils 71. Generation an.
Die mittlere Zeile von Tabelle 7.6 zeigt, daß der Parallelgenerator in der 71. Generation
bei allen getesteten Auftragsanzahlen Zielwertvektoren liefert, die xh dominieren. Damit
folgt nach Lemma 5.2 aus Kapitel 5, daß xh nicht den ersten Rang im 71/PG/20/Pareto
Szenario belegen kann und damit folgt wieder mit Lemma 5.2, daß der Disponent aus-
schließlich die Lo¨sungen der Zielwertvektoren von Rang Eins betrachten muß, das heißt
er muß im Mittel in Abha¨ngigkeit vom Auftragsumfang aus 30 bis 32 Lo¨sungen eine nach
seiner subjektiven Pra¨ferenz auswa¨hlen. Die Heuristikkombination geho¨rt damit in der
Regel nicht in die Menge der Alternativen, u¨ber die entschieden werden muß.
Anhang A zeigt 28 alternative Zielwertvektoren einer Stichprobe fu¨r ein 71/PG/20/Pareto
Szenario, die auf Rangplatz Eins liegen. Die explizite Angabe dieser Werte soll exempla-
risch verdeutlichen, wie das konkrete Datenmaterial, aus welchem ein Disponent eine
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Differenzklassen Prozentgrenze
a (35%, 35%, 35%, 35%)
b (40%, 40%, 40%, 40%)
c (50%, 50%, 50%, 50%)
Tabelle 7.7: Prozentgrenzen der Differenzklassen
Heuristik- Auftrags- Klassen
kombination anzahl a b c
KOZ/CLSP 20 10 6 3
VZR/CLSP 30 14 10 6
KOZ/CLSP 40 20 16 11
Tabelle 7.8: Dominierende Differenzklassen
Alternative auswa¨hlen muß, aussieht. Jeder Versuch, die 28 Zielwertvektoren weiter zu
ordnen, beinhaltet eine subjektive Bewertung, die u¨ber das Ziel der Vektorminimierung
hinausgeht, da die vorliegenden Lo¨sungen bezu¨glich der 71. Generation funktional effizi-
ent sind. Aus diesem Grund ist auch die Bewertung, “um wieviel besser” die Vektoren
der 71. Generation als xh sind, nicht direkt zu beantworten.
Da ein Entscheider dennoch nach solchen Qualita¨tsmaßsta¨ben sucht, werden hier Ziel-
wertvektoren in Differenzklassen eingeteilt. Eine Differenzklasse gibt an, wieviele der
generierten Zielwertvektoren x (der 71. Generation) in jeder Komponente i = 1, . . . 4
mindestens von der entsprechenden Komponente von xh um (xi − xh,i)/xh,i ∗ 100 Pro-
zent nach oben bzw. unten abweichen. Der Entscheider muß sich bei der Verwendung
von Differenzklassen bewußt sein, daß die Auswahl der Prozentgrenzen wiederum eine
willku¨rliche Bewertung beinhaltet, da aus unendlich vielen solcher Grenzen augewa¨hlt
werden kann. Ferner entha¨lt bespielsweise eine Differenzklasse mit dem Prozentgrenzen-
vektor (10%, 20%, 60%, 80%) in der Regel eine andere Menge von Zielwertvektoren als zum
Beispiel die Klasse mit Prozentgrenzenvektor (50%, 50%, 50%, 50%). Das Problem der Un-
vergleichbarkeit der Zielwertvektoren verschiebt sich dabei auf das der Unvergleichbarkeit
der Prozentgrenzenvektoren der Differenzklassen. Ebenso besagen die Differenzklassen
nichts u¨ber die Dominanz bzw. die Unvergleichbarkeit ihrer Elemente untereinander. Die
feinste noch aussagekra¨fige Einteilung besteht aus exakt sovielen Differenzlassen, wie es
(unvergleichbare) Zielwertvektoren auf Rang eins gibt. Diese Einteilung bietet aber den
gleichen Gewinn, wie das unmittelbare Inspizieren der einzelnen Vektoren. Trotz der Pro-
bleme werden an dieser Stelle drei Differenzklassen betrachtet. Tabelle 7.8 entha¨lt fu¨r die
Prozentgrenzen aus Tabelle 7.7 die mittlere gerundete berechnete Anzahl von Zielwert-
vektoren der drei Klassen a,b und c nach 40 Stichproben fu¨r die 71/PG/20,30,40/Pareto
Szenarios, die mindestens um die angegebenen Prozentgrenzen besser sind als xh.
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Das deutlich schlechtere Abschneiden der Heuristikkombination ohne implizite Koope-
ration im Vergleich zum Parallelgenerator mit integrierten Heuristikkombinationen ist
auf die fehlende Kooperation zwischen der KOZ- bzw. VZR- und der CLSP-Heuristik
zuru¨ckzufu¨hren. Bei der Heuristikkombination wird die Losgro¨ßenplanung und die Ma-
schinenbelegungsplanung sukzessiv ohne Bezug zueinander mit starren Voraussetzungen
durchgefu¨hrt. Jede der beiden Teilplanungen verfolgt dabei ein eigenes Ziel. Eine koope-
rative Suche nach Teilpla¨nen, die beide Ziele gleichzeitig betrachtet, findet nicht statt.
Ebenso wird die Wirkung des erzeugten Plans nicht getestet. Im Gegensatz dazu bewer-
tet der Parallelgenerator seine Pla¨ne anhand ihrer Wirkung bezu¨glich der Simulation.
Dadurch ko¨nnen mittels der adaptiven Eigenschaften der Lo¨sungsgeneratoren neue Pla¨ne
konstruiert werden, die in jeder Generation auf dynamisch verbesserten Voraussetzungen
aufsetzen. Spezielle Probleme eines Plans, die durch die Simulation aufgedeckt werden,
werden dabei zum Gegenstand der weiteren Planung. Diese Mo¨glichkeiten stehen der
Heuristikkombination ohne implizite Kooperation nicht zur Verfu¨gung. Obwohl auch die
Lo¨sungsgeneratoren MAG und LOG ohne explizites Wissen bzw. expliziten Bezug zu-
einander ablaufen, wird die Kooperation implizit u¨ber die Bewertung der von beiden
Generatoren gemeinsam konstruierten PPS-Objekte und die darauf adaptiv reagierende
Suche in den Generatoren hergestellt. Das fu¨hrt zu den deutlich besseren Ergebnissen in
der Auswertung.
0,71/PG/20,30,40/Bezug
Im wesentlichen verha¨lt sich das Bezugsvektorverfahren analog zum Ansatz mit Pareto-
ranking. Wie in Kapitel 5 gezeigt wurde, ordnet das Verfahren mit Bezugsvektoren aber
sta¨rker als der Ansatz mit Paretoranking, was den wesentlichen Unterschied ausmacht.
Daraus resultiert eine gro¨ßere Anzahl von Ra¨ngen, die jeweils mit entsprechend weniger
Zielwertvektoren belegt sind, was genau dem beabsichtigten Zweck des Bezugsvektorver-
fahrens entspricht. Der Bezugsvektor b ist ein vierdimensionaler Vektor aus IR4, wobei
jede Dimension der Auspra¨gung je einem der vier PPS-Ziele, kurze Durchlaufzeiten, nied-
riger Lagerbestand, hohe Kapazita¨tsauslastung und hohe Termintreue/Lieferbereitschaft,
aus Abschnitt 7.1 entspricht. Die Auspra¨gung des Bezugsvektors b richtet sich nach dem
subjektiven Ermessen des Disponenten bzw. des Managements. In der vorliegenden Arbeit
ist der Bezugsvektor eine Vorgabe zweier Disponenten aus den Bereichen Material- und
Kapazita¨tswirtschaft.
Die Graphiken in Abbildung 7.11 zeigen analog zu den Graphiken fu¨r Paretoranking die
Verteilung der zufa¨lligen initialen Generation von Zielwertvektoren auf die Ra¨nge Eins
bis Neun fu¨r 20, 30 und 40 Auftra¨ge, sowie, die Verteilung nach 72 Generationen. In
der Generation Nummer 71 ist der Effekt des sta¨rkeren Ordnens an jeweils fu¨nf belegten
Rangpla¨tzen im Gegensatz zu drei belegten Ra¨ngen beim Paretoranking zu beobachten.
Rangplatz Eins ist in der Generation Nummer 71 im berechneten gerundeten Mittel mit
16, 16 bzw. 15 Zielwertvektoren belegt. Diese Vektoren sind hinsichtlich der Generation
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Abbildung 7.11: Parallelgenerator mit Bezugsvektorverfahren
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Abbildung 7.12: Konvergenzverhalten beim Bezugsvektorverfahren
Nummer 71 funktional effizient. Auch hier hat die Auftragsanzahl keinen wesentlichen
Einfluß auf die Anzahl der belegten Rangpla¨tze und die Verteilung der Anzahlen auf
diese.
Beim Bezugsvektorverfahren kann ein a¨hnlicher Fortschritt zwischen den Generationen
Null und 71 hinsichtlich der Pra¨ferenzrelation festgestellt werden, wie er auch beim Pare-
toranking zu sehen ist. Abbildung 7.12 zeigt das 0+71/PG/20/Bezug Szenario. Es zeigt
sich das gleiche Bild wie beim Paretoranking, nur mit mehr Ra¨ngen. Auch hier ist bei den
0+i/PG/20/Pareto Szenarios fu¨r i = 0, . . . , 71 mit steigender Generationenanzahl i ein
deutliches Konvergenzverhalten gegen die Paretofront erkennbar. Die U¨berschneidungen
von Generation Null und Generation 71 zeigen sich beim Bezugsvektorverfahren in den
Szenarios 0+71/PG/30,40/Bezug analog zum Paretoranking mit so geringen Vera¨nderun-
gen, daß sie hier ebenfalls nur fu¨r 20 Auftra¨ge graphisch dargestellt werden.
Auch beim Bezugsvektorverfahren bildet, wie Abbildung 7.13 zeigt, die Entwicklung der
Anzahl der Zielwertvektoren, die aus den vom Parallelgenerator erzeugten Lo¨sungen her-
vorgehen, die fu¨r alle untersuchten Auftragsmengen liegende langgestreckte S-Form der
Mittelwerte bzw. Maxima, die sich aus der weiter oben erkla¨rten Arbeitsweise des Paral-
lelgenerators ergibt. Die Abbildung zeigt die Anzahl der Zielwertvektoren in Abha¨ngigkeit
von der Generation, die im Mittel und maximal dem Resultat der Heuristikkombination
ohne implizite Kooperation vorzuziehen sind. Ebenso wie beim Paretoranking zeigt sich
ein deutlicher Unterschied beim Vergleich der Abbildungen 7.13(a), 7.13(b) und 7.13(c).
Wiederum nimmt mit steigender Auftragszahl auch die mittlere und die maximale Anzahl
dominierender Zielwertvektoren zu, das heißt die entsprechende Heuristikkombination oh-
ne implizite Kooperation wird immer weniger vorziehenswu¨rdig.
Tabelle 7.9 gibt die gerundeten berechneten Mittelwerte fu¨r die Anzahl der Zielwertvek-
toren der Lo¨sungsvektoren der 71. Generation an, die dem Zielwertvektor xh der entspre-
chenden Heuristikkombination bei 20, 30 und 40 Auftra¨gen vorzuziehen sind bzw. denen
xh vorgezogen wird bzw. die mit xh nicht vergleichbar sind.
Der Parallelgenerator liefert in allen Fa¨llen mehr als 17 alternative Zielwertvektoren von
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Abbildung 7.13: Heuristikkombination versus Bezugsvektorverfahren
Beziehung 20 30 40
xh <g x 2 1 0
x <g xh 17 19 25
xh 6= x 21 20 15
Tabelle 7.9: Dominanzvergleich
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Heuristik- Auftrags- Klassen
kombination anzahl a b c
KOZ/CLSP 20 9 5 3
GFR/CLSP 30 15 10 7
KOZ/CLSP 40 20 15 10
Tabelle 7.10: Dominierende Differenzklassen
insgesamt 40, die xh vorgezogen werden. Damit folgt, ebenso wie fu¨r das Paretoranking,
nach Lemma 5.2, daß ein Disponent in der Regel nur aus den Zielwertvektoren von Rang
Eins eine Auswahl treffen muß. Durch das Bezugsvektorverfahren muß er aber im Mittel
lediglich aus 15 bis 16 Zielwertvektoren, im Gegensatz zu 30 bis 32 beim Paretoranking,
auswa¨hlen. Die Heuristikkombination geho¨rt auch hier in der Regel nicht zu der Menge
der Alternativen, u¨ber die entschieden wird.
Tabelle 7.10 entha¨lt fu¨r die Prozentgrenzen aus Tabelle 7.7 die mittlere (gerundete) be-
rechnete Anzahl von Zielwertvektoren fu¨r die drei Differenzklassen a,b und c nach 40
Stichproben fu¨r die 71/PG/20,30,40/Bezug Szenarios. Wird die Differenzklasse c des
71/PG/40/Bezug Szenarios mit den Zielwertvektoren von Rangplatz Eins des Szenari-
os geschnitten, bleiben im Mittel drei unvergleichbare Zielwertvektoren u¨brig im Gegen-
satz zu sechs Vektoren, die beim Schnitt von Rang Eins mit der Differenzklasse c des
71/PG/40/Pareto Szenarios im Mittel u¨brig bleiben. Das Bezugsvektorverfahren schra¨nkt
die ausgewa¨hlten Zielwertvektoren sta¨rker ein als Paretoranking, wodurch die Entschei-
dung fu¨r den Disponenten einfacher wird. Gleichzeitig wird natu¨rlich die Entscheidungs-
vielfalt verringert.
0,199/TG/20,30,40/Pareto
Die Graphiken in Abbildung 7.14 zeigen die Verteilung der aus der zufa¨lligen initialen
Generation von Lo¨sungen erzeugten Zielwertvektoren auf die Ra¨nge Eins bis Sechs bei
Verwendung des Treegenerators mit Paretoranking fu¨r 20, 30 und 40 Auftra¨ge. Nach 200
Generationen werden fu¨r alle drei Auftragsgro¨ßen nur noch drei Rangpla¨tze belegt. Somit
bestehen beim Einsatz des Treegenerators hinsichtlich der Anzahl der Rangpla¨tze keine
Unterschiede zum Parallelgenerator.
Rangplatz Eins wird in den 199/TG/20,30,40/Pareto Szenarios im berechneten gerun-
deten Mittel mit 115, 113 bzw. 110 Zielwertvektoren belegt. Diese sind hinsichtlich der
Generation Nummer 199 funktional effizient. Ebenso wie beim Parallelgenerator haben
die Auftragsanzahlen 20, 30 und 40 nur einen geringen Einfluß auf die Anzahl der belegten
Rangpla¨tze und die Verteilung der Anzahlen.
Auch beim Treegenerator zeigt sich bei Betrachtung der 0+i/TG/20/Pareto Szenarios
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Abbildung 7.14: Treegenerator mit Paretoranking
7.5. HAUPTVERSUCHE 189
A
nz
ah
l
1 3 62 4 5 7 8 9
Rang
40
20
60
80
100
120
0+199/TG/20/Pareto
0
Abbildung 7.15: Konvergenzverhalten beim Paretoranking
fu¨r i = 0, . . . , 199, ein deutliches Konvergenzverhalten gegen die Paretofront. Abbildung
7.15 zeigt den Vergleich 0+199/TG/20/Pareto. Wieder geben die schwarzen Balken die
mittleren berechneten Anzahlen aus den Stichproben fu¨r 0/TG/20/Pareto und die grauen
Balken die Anzahlen fu¨r 199/TG/20/Pareto wider. Die Graphik weicht von den Graphiken
der Szenarios 0+199/PG/30,40/Pareto wiederum mit so geringen Vera¨nderungen ab, daß
diese hier nicht mehr extra dargestellt werden.
Abbildung 7.16 zeigt in Abha¨ngigkeit von der Generation die Anzahl der Zielwertvekto-
ren, die im Mittel, minimal und maximal das Resultat xh der Heuristikkombination ohne
implizite Kooperation dominieren. Ebenso wie fu¨r den Parallelgenerator scheint es auch
fu¨r den Treegenerator eine typische Kurvenform zu geben. Der Verlauf der Mittelwer-
te und Maxima la¨ßt sich mit der Funktionsweise des Treegenerators erla¨utern. Zu jeder
Lo¨sung, die der LOG-Generator fu¨r das Losgro¨ßenproblem findet, wird ein kompletter
Lauf des MAG-Generators zur Suche nach einer passenden Maschinenbelegungsplanung
ausgefu¨hrt. Dies fu¨hrt nach kurzer Zeit bereits zu einer großen Menge von gut aufeinan-
der abgestimmten Pla¨nen, wodurch der steile Anstieg im linken Kurvenanfang entsteht.
Danach setzt Konvergenz ein und der Zuwachs der Verbesserung bezu¨glich der Heuristik-
kombination nimmt immer sta¨rker ab. Wie nach den Versuchen mit dem Parallelgene-
rator nun zu erwarten ist, zeigen die Abbildungen 7.16(a) 7.16(b) und 7.16(c) ebenfalls
erkennbare Unterschiede. Mit steigender Auftragszahl steigen auch die Mittelwerte der
Anzahlen der Zielwertvektoren, die das Resultat der Heuristikkombination ohne implizite
Kooperation dominieren. Auch hier liegt der Grund darin, daß die Qualita¨t der Ergeb-
nisse der Heuristikkombinationen ohne implizite Kooperation im Verha¨ltnis zu den vom
Treegenerator unter Integration der Heuristikkombinationen mit impliziter Kooperation
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Abbildung 7.16: Heuristikkombination versus Paretoranking
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Beziehung 20 30 40
xh <d x 10 6 0
x <d xh 100 109 134
xh 6= x 82 77 58
Tabelle 7.11: Dominanzvergleich
generierten Lo¨sungen mit steigendem Auftragsumfang sinkt. Auch hier ist wie beim Par-
allelgenerator zu beachten, daß die Menge der Zielwertvektoren der 199. Generation, die
xh dominieren, in der Regel von allen drei Rangpla¨tzen stammen. Tabelle 7.11 gibt die
gerundeten berechneten Mittelwerte fu¨r die Anzahl der Zielwertvektoren an, die aus der
199. Generation hervorgehen und den Zielwertvektor xh der entsprechenden Heuristik-
kombination bei 20, 30 und 40 Auftra¨gen dominieren, von diesem dominiert werden oder
mit diesem unvergleichbar sind.
Der Treegenerator liefert fu¨r alle Auftragsanzahlen Zielwertvektoren, die xh dominieren.
Damit folgt wieder nach Lemma 5.2 aus Kapitel 5, daß der Disponent ausschließlich die
Lo¨sungen zu den Zielwertvektoren von Rang Eins betrachten muß, das heißt er muß im
Mittel aus 115 Lo¨sungen eine nach seiner subjektiven Pra¨ferenz auswa¨hlen. Wie beim
Parallelgenerator geho¨rt auch hier xh in der Regel nicht in die Menge der Alternativen,
u¨ber die entschieden wird.
Tabelle 7.12 entha¨lt fu¨r die Prozentgrenzen aus Tabelle 7.7 auf Seite 182 die berechne-
te mittlere gerundete Anzahl von Zielwertvektoren der drei Klassen a,b und c nach 40
Stichproben fu¨r die 199/TG/20,30,40/Pareto Szenarios. Der Treegenerator liefert bei 40
Auftra¨gen 66 Zielwertvektoren, die in allen Komponenten um mindestens 50% kleiner
sind als der durch KOZ/CLSP gefundene Zielwertvektor. Beim Treegenerator kommen
die gleichen Effekte der impliziten Kooperation zum Tragen, die auch fu¨r die guten Er-
gebnisse beim Parallelgenerator verantwortlich sind. Zusa¨tzlich wird beim Treegenerator
die Kooperation zwischen dem LOG- und MAG-Generator durch die hierarchisch orga-
nisierte Lo¨sungssuche versta¨rkt. Da, wo der Parallelgenerator zu einer Teillo¨sung fu¨r die
Losgro¨ßenplanung genau eine Teillo¨sung zur Maschinenbelegungsplanung hinzufu¨gt, wird
im Treegenerator ein kompletter Lauf von MAG zur Suche nach einer Teillo¨sung fu¨r die
Maschinenbelegungsplanung ausgefu¨hrt. Dieser Effekt erkla¨rt, wieso der Treegenerator
beim Vergleich von Tabelle 7.12 mit Tabelle 7.8 auf Seite 182 nochmals zwischen sechs
bis sieben Prozent mehr Zielwertvektoren, bezogen auf die jeweilige Populationsgro¨ße in
jeder der drei Differenzklassen hat als der Parallelgenerator.
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Heuristik- Auftrags- Klassen
kombination anzahl a b c
KOZ/CLSP 20 61 42 24
VZR/CLSP 30 80 62 39
KOZ/CLSP 40 109 90 66
Tabelle 7.12: Dominierende Differenzklassen
0,199/TG/20,30,40/Bezug
Im wesentlichen verha¨lt sich das Bezugsvektorverfahren analog zum Ansatz mit Pareto-
ranking. Auch beim Bezugsvektorverfahren liefert der Treegenerator eine gro¨ßere Anzahl
von Ra¨ngen, die jeweils mit entsprechend weniger Zielwertvektoren belegt sind, was genau
dem beabsichtigten Zweck des Bezugsvektorverfahrens entspricht.
Die Graphiken in Abbildung 7.17 zeigen wieder die Verteilung der zufa¨lligen initialen Ge-
neration von Zielwertvektoren auf die Ra¨nge Eins bis Neun fu¨r 20, 30 und 40 Auftra¨ge,
sowie die Verteilung nach 200 Generationen. Rangplatz Eins ist im berechneten gerun-
deten Mittel mit 61, 59 bzw. 56 Zielwertvektoren belegt. Die entsprechenden Lo¨sungen
sind damit hinsichtlich der 199. Generation funktional effizient. Auch hier hat die Auf-
tragsanzahl keinen wesentlichen Einfluß auf die Anzahl der belegten Rangpla¨tze bzw. die
Verteilung der Anzahlen auf diese.
Beim Bezugsvektorverfahren kann ein a¨hnlicher Fortschritt zwischen den Generationen
Null (schwarze Balken) und 199 (graue Balken) hinsichtlich der Pra¨ferenzrelation fest-
gestellt werden, wie er auch beim Parallelgenerator zu sehen ist. Abbildung 7.18 auf
Seite 194 zeigt das 0+199/TG/20/Bezug Szenario. Auch hier ist bei Betrachtung der
0+i/PG/20/Pareto Szenarios fu¨r i = 0, . . . , 199 mit steigender Generationenanzahl i ein
Konvergenzverhalten gegen Lo¨sungen erkennbar, zu denen sich keine vorziehenswu¨rdi-
geren Lo¨sungen finden lassen. Auch hier wird wieder nur das Szenario fu¨r 20 Auftra¨ge
graphisch dargestellt.
Auch beim Bezugsvektorverfahren besitzt, wie Abbildung 7.19 auf Seite 195 zeigt, die
Entwicklung der Anzahl der durch den Treegenerator bedingten Zielwertvektoren, die in
Abha¨ngigkeit von der Generation im Mittel, minimal und maximal der Heuristikkombi-
nation ohne implizite Kooperation vorgezogen werden, wieder fu¨r alle untersuchten Auf-
tragsmengen eine a¨hnliche Form. Ebenso wie beim Paretoranking zeigt sich ein deutlicher
Unterschied beim Vergleich der Abbildungen 7.19(a), 7.19(b) und 7.19(c), da, wieder ana-
log zum Paretoranking, mit steigender Auftragszahl die entsprechende Heuristikkombina-
tion immer weniger vorziehenswu¨rdig ist. Tabelle 7.13 auf Seite 194 gibt die gerundeten
berechneten Mittelwerte fu¨r die Anzahl der Zielwertvektoren der 199. Generation an, die
dem Zielwertvektor xh der entsprechenden Heuristikkombination bei 20, 30 und 40 Auf-
tra¨gen bevorzugt werden bzw. vor denen xh bevorzugt wird bzw. die mit xh unvergleichbar
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Abbildung 7.17: Treegenerator mit Bezugsvektorverfahren
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Abbildung 7.18: Konvergenzverhalten beim Bezugsvektorverfahren
Beziehung 20 30 40
xh <g x 8 3 0
x <g xh 97 105 135
xh 6= x 87 84 57
Tabelle 7.13: Dominanzvergleich
sind.
Der Treegenerator liefert in allen Fa¨llen mindestens 97 alternative Zielwertvektoren von
insgesamt 192, die xh vorziehenswu¨rdig sind. Damit ergibt sich aus Lemma 5.2 wieder,
daß ein Disponent in der Regel nur die Lo¨sungen zu Zielwertvektoren von Rang Eins be-
trachten muß. Durch das Bezugsvektorverfahren muß er aber im Mittel lediglich aus 35 bis
41 Lo¨sungen im Gegensatz zu 110 bis 115 Lo¨sungen beim Paretoranking auswa¨hlen. Die
Heuristikkombination geho¨rt auch hier in der Regel nicht zu der Menge der Alternativen,
u¨ber die entschieden wird.
Tabelle 7.14 auf Seite 196 entha¨lt die mittlere gerundete berechnete Anzahl von Zielwert-
vektoren zu den weiter oben aufgefu¨hrten Differenzklassen a,b und c nach 40 Stichproben
fu¨r die 199/TG/20,30,40/Bezug Szenarios. Fu¨r 40 Auftra¨ge liefert das Bezugsvektorver-
fahren unter Intergration der Heuristikkombinationen mit dem Ansatz der impliziten Ko-
operation 60 Zielwertvektoren, die in allen Komponenten um mindestens 50% kleiner sind
als die Zielwertvektoren der Heuristikkombination ohne implizite Kooperation. Wird die
Differenzklasse c des 199/TG/40/Bezug Szenarios mit den Zielwertvektoren von Rang-
platz Eins des Szenarios geschnitten, bleiben im Mittel 18 unvergleichbare Zielwertvek-
toren u¨brig, im Gegensatz zu 33 Zielwertvektoren, die beim Schnitt von Rang Eins mit
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Abbildung 7.19: Heuristikkombination versus Bezugsvektorverfahren
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Heuristik- Auftrags- Klassen
kombination anzahl a b c
KOZ/CLSP 20 57 37 27
GFR/CLSP 30 85 61 47
KOZ/CLSP 40 109 86 60
Tabelle 7.14: Dominierende Differenzklassen
der Differenzklasse c des 199/TG/40/Pareto Szenarios u¨brig bleiben. Fu¨r den Entscheider
ergeben sich die gleichen Konsequenzen wie beim Parallelgenerator.
PG/20,30,40/Goal
Die Abbildungen 7.20 und 7.21 zeigen Punktwolkengraphiken einer Stichprobe fu¨r einen
Lauf des Parallelgenerators fu¨r die PG/20,30,40/Goal Szenarios. Jeder Punkt stellt einen
Zielwertvektor dar. Die Vertikalachse gibt dabei den euklidischen Abstand zwischen dem
Zielwertvektor und dem idealen Vektor g in Abha¨ngigkeit von der Generation an, die
auf der Horizontalachse eingetragen ist. Der ideale Vektor g = (13.7, 78, 0.9, 9.4) fu¨r die
Ziele kurze Durchlaufzeiten, niedriger Lagerbestand, hohe Kapazita¨tsauslastung und ho-
he Termintreue/Lieferbereitschaft basiert auf einer Vorgabe des Referenzunternehmens.
Die parallel zur Horizontalachse verlaufende Gerade gibt den Abstand des Zielvektors
der Heuristikkombination GFR/CLSP bzw. KOZ/CLSP zu g wieder. Der Abstand bleibt
u¨ber die Generationen konstant, da er von diesen ja unabha¨ngig ist. Die Heuristikkombi-
nationen GFR/CLSP und KOZ/CLSP wurden gema¨ß den Eintra¨gen aus Tabelle 7.5 auf
Seite 176 gewa¨hlt.
Die in diagonaler Richtung verlaufenden Geraden ergeben sich durch lineare Regression.
U¨ber jeder Generation werden entsprechend der Anzahl der Individuen 40 Punkte auf-
getragen. Die Dunkelfa¨rbung in den Graphen weist auf die U¨berschneidung von Punkten
hin, was insbesondere im Konvergenzbereich deutlich wird. Dabei ist zu beachten, daß die
sich u¨berschneidenden Punkte nicht notwendig gleiche Zielwertvektoren darstellen, da un-
terschiedliche Zielwertvektoren den gleichen Abstand zu g besitzen ko¨nnen. Ferner ist zu
beachten, daß nicht alle Zielwertvektoren von paretooptimalen Lo¨sungen einen optimalen
Abstand zum idealen Vektor besitzen, so daß Zielwertvektoren von funktional effizien-
ten Lo¨sungen in der Punktwolke durchaus in Vertikaler Richtung gestreut sein ko¨nnen.
Abbildung 7.22 auf Seite 199 macht den Zusammenhang zwischen den Optima beim Goal-
programming, genauer dem archimedischen Zielprogrammieren, und den paretooptima-
len Lo¨sungen eines Vektorminimierungsproblems deutlich. Sei Z = {a, b, c, d, e, f} der
Lo¨sungsraum und besteht die Aufgabe im Auffinden einer minimalen Lo¨sung, dann sind
alle Elemente, die den Kreisbogen beru¨hren, also die Elemente a, b und c, unter der Vor-
aussetzung, daß die Punkte des Kreisbogens die Paretofront bilden, paretooptimal.
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Abbildung 7.20: Parallelgenerator mit Goalprogramming fu¨r 20 bzw. 30 Auftra¨ge
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Abbildung 7.21: Parallelgenerator mit Goalprogramming fu¨r 40 Autra¨ge
Das Element i zum idealen Vektor (0, 0), der sich aus der ersten Komponente von a und der
zweiten Komponente von b ergibt, ist selbst kein Element der Menge der Zielwertvektoren.
Wird (0, 0) als Goal gewa¨hlt und wird der euklidische Abstand fu¨r die Distanzfunktion
dp(x, y) = (
n∑
k=1
wk|xk − yk|
p)1/p
genommen, das heißt ist p = 2, y = i und w1 = w2 = 1, dann ist c die einzige Opti-
mallo¨sung fu¨r die Zielfunktion min
x
dp(x, i). Es gilt {c} ⊆ {a, b, c}. Auf der anderen Seite
zeigt sich, daß das Element d na¨her an i liegt, als a und b. Wird die Distanzfunktion als
Fitneßfunktion verwendet, dann erhalten c und d eine ho¨here Fitneß als die paretooptima-
len Lo¨sungen a und b. Dennoch sind alle Optimalwerte von dp stets auch paretooptimal.
Das Beispiel zeigt anschaulich die Bedeutung des in Kapitel 5 erwa¨hnten Satzes von Din-
kelbach.
Auch die Punktwolken der Abbildungen 7.20 und 7.21 zeigen fu¨r alle PG/20,30,40/Goal
Stichproben interessanterweise die typische liegende langestreckte S-Form, die auch in
den Abbildungen fu¨r die anderen Fitneßfunktionen beim Parallelgenerator zu sehen war.
Diesmal aber an einer Gerade parallel zur Horizontalachse gespiegelt. Die Form der Punkt-
wolken kann mit der oben bereits geschilderten Arbeitsweise des Parallelgenerators erkla¨rt
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Abbildung 7.22: Paretooptimale Lo¨sungen beim Goalprogramming
Auftra¨ge Mittelwert Konfidenzintervall
20 8,51 {7, 91 ≤ α ≤ 9, 08}
30 8,92 {8, 42 ≤ α ≤ 9, 42}
40 9,31 {8, 802 ≤ α ≤ 9, 82}
Tabelle 7.15: Goalprogramming mit dem Parallelgenerator
werden. Das Zusammenlaufen der Punkte am rechte Ende der Punktwolken ergibt sich
aus der Konvergenz der Lo¨sungen gegen die fittesten Lo¨sungen. Den berechneten Mit-
telwert aus den Absta¨nden der Zielwertvektoren der jeweils 71. Generationen und die
Konfidenzintervalle, die den wahren Mittelwert α der Grundgesamtheit mit einer Vertrau-
enswu¨rdigkeit von 95% enthalten, werden in Tabelle 7.15 fu¨r die drei Auftragsumfa¨nge
20, 30 und 40 gezeigt. Im Vergleich der Abbildungen 7.20 und 7.21 zeigt sich mit zuneh-
mender Auftragsanzahl deutlich der zunehmende Abstand von 13, 5 u¨ber 14, 1 nach 15, 2
der von den Heuristikkombinationen ohne implizite Kooperation erzeugten Zielwertvek-
toren zum idealen Zielwertvektor. Mit komplexer werdender Planungsaufgabe vergro¨ßert
sich der Abstand der Lo¨sungsgu¨te der Heuristikkombination ohne implizite Kooperation
von 20 zu 40 Auftra¨gen um 1,7, wa¨hrend sich der Parallelgenerator im Mittel nur um
0,8 entfernt. Es zeigt sich also auch hier, wie schon beim Paretoranking und beim Be-
zugsvektorverfahren, eine gro¨ßerer Stabilita¨t in den erzielten Ergebnissen bei Einsatz der
Heuristikkombination mit impliziter Kooperation.
TG/20,30,40/Goal
In den Abbildungen 7.23 und 7.24 sind wieder Punktwolkengraphiken zu sehen, diesmal
exemplarisch fu¨r eine Stichprobe eines Laufs des Treegenerators fu¨r die TG/20,30,40/Goal
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Abbildung 7.23: Treegenerator mit Goalprogramming fu¨r 20 Auftra¨ge
Szenarios. Die Punkte stellen wieder Zielwertvektoren dar und die Vertikalachse gibt wie-
der den euklidischen Abstand zwischen jedem Zielwertvektor und dem idealen Vektor g
in Abha¨ngigkeit von der Generation an.
Die vom Treegenerator erzeugten Punktwolken besitzen, wieder an einer Parallele zur Ho-
rizontalachse gespiegelt, fu¨r alle TG/20,30,40/Goal Stichproben eine a¨hnliche Form, wie
bei den TG/20,30,40/Bezug,Pareto Szenarios. Die Form der Punktwolken ergibt sich auch
hier wieder aus der weiter oben bereits geschilderten Arbeitsweise des Treegenerators. Das
Zusammenlaufen der Punkte am rechten Ende der Punktwolken zeigt das Konvergenzver-
halten des Verfahrens. Tabelle 7.16 auf Seite 202 zeigt die berechneten Mittelwerte aus
den Absta¨nden der Zielwertvektoren der Lo¨sungen der jeweiligen Generation Nummer
199, sowie die Konfidenzintervalle, die den wahren Mittelwert α der Grundgesamtheit mit
einer Vertrauenswu¨rdigkeit von 95% enthalten. Tabelle 7.16 zeigt, daß der Treegenerator
die Ergebnisse des Parallelgenerators um mehr als 30% u¨bertrifft. Außerdem zeigt der
Treegenerator seinen besten mittleren Distanzwert bei 40 Auftra¨gen. Das zeigt, daß auch
hier die Anzahl der Auftra¨ge die Qualita¨t der Ergebnisse nicht beeinflußt.
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Abbildung 7.24: Treegenerator mit Goalprogramming fu¨r 30 bzw. 40 Auftra¨ge
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Auftra¨ge Mittelwert Konfidenzintervall
20 5,81 {5.23 ≤ α ≤ 6.39}
30 6,40 {5.80 ≤ α ≤ 7.00}
40 5.01 {4.49 ≤ α ≤ 5.53}
Tabelle 7.16: Heuristikkombinationen versus Treegenerator
7.6 Diskussion
Die Entwicklung von erweiterten Gantt-Diagrammen erlaubt die konzentrierte Repra¨sen-
tation einer großen Menge unterschiedlicher Planungsinformationen, wie Reihenfolgen,
technologische Ordnungen, Losgro¨ßen usw. Durch den Ansatz mit Lo¨sungsgeneratoren ist
es mo¨glich, auf erweiterte Gantt-Diagramme trotz ihrer komplexen Struktur Genetische
Algorithmen zur Lo¨sungssuche anzuwenden.
Paretoranking mit Nischenbildung liefert dem Disponenten eine Menge von Lo¨sungen, die
hinsichtlich des Vektoroptimierungsproblems funktional effizient bezu¨glich der generierten
Population sind. Die Wahl des Lo¨sungsgenerators entscheidet, aus wievielen Lo¨sungen der
Disponent eine endgu¨ltige Auswahl trifft. Der Parallelgenerator liefert unter Integration
der Heuristikkombinationen bei 40 Auftra¨gen und Paretoranking mit impliziter Koope-
ration im Durchschnitt in der Generation Nummer 71 aus insgesamt 40 Alternativen elf
Pla¨ne, die in allen Komponenten um mindestens 50% besser sind als der Plan, der sich
durch die Heuristikkombinationen KOZ/CLSP ohne implizite Kooperation ergibt. Der
Treegenerator liefert aus 192 Alternativen aus der letzten Generation unter Verwendung
von Paretoranking und Integration der Heuristikkombinationen 66 Zielwertvektoren bei
einem Umfang von 40 einzuplanenden Auftra¨gen, die in allen Komponenten um wenig-
stens 50% den Plan der Heuristikkombination KOZ/CLSP ohne implizite Kooperation
u¨bertreffen.
Entscheidet sich der Disponent fu¨r das Bezugsvektorverfahren, das heißt findet er einen
Bezugsvektor g, mit dem die Relation ≺g seine subjektive Pra¨ferenz beschreibt, dann
betra¨gt in der letzten Generation beim Parallelgenerator die Anzahl der Zielwertvektoren,
die vor xh bevorzugt werden, auf Rang Eins liegen und um mindestens 50% in allen
Komponenten besser sind als xh, bei 40 Auftra¨gen drei im Gegensatz zu sechs beim
Paretoranking. Beim Treegenerator ergeben sich unter diesen Bedingungen 18 alternative
Pla¨ne im Gegensatz zu 33 bei Verwendung von Paretoranking. Insgesamt ist das Verfahren
mit Bezugsvektor also in der Lage, die Anzahl der alternativen Produktionspla¨ne im
Vergleich mit Paretoranking deutlich einzuschra¨nken. Dru¨ckt ≺g die subjektive Pra¨ferenz
des Disponenten korrekt aus, dann entlastet das Bezugsvektorverfahren somit den Planer
in seiner Entscheidungsta¨tigkeit erheblich.
Falls ein Disponent in der Lage ist, die PPS-Ziele so zu formulieren, daß sie fu¨r ihn
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pra¨ferenzunabha¨ngig sind, das heißt daß jedes Ziel einen Beitrag zum Gesamtnutzen aller
Ziele liefert, der unabha¨ngig von der Auspra¨gung der anderen Ziele ist, dann kann der
Disponent das weiter oben vorgestellte Goalprogramming einsetzten. Der Vorteil liegt in
der unmittelbaren Vergleichbarkeit der Ziele auf einer rationalen Skala. Der Disponent
muß keinerlei Auswahl mehr treffen. Liegt zusa¨tzlich ein idealer Zielwertvektor vor, so
sind alle Optimallo¨sungen auch hinsichtlich der Vektoroptimierung paretooptimal. In den
hier untersuchten Testszenarios zeigen Parallelgenerator und Treegenerator fu¨r alle Auf-
tragsumfa¨nge beim Goalprogramming Konvergenzverhalten. Bei 40 Auftra¨gen liegt das
mit dem Treegenerator bei integrierten Heuristikkombinationen erzielte Resultat mehr
als dreimal na¨her am Goalvektor als der Zielwertvektor der besten Heuristikkombination
ohne implizite Kooperation.
Ein Vergleich der jeweils letzten Generationen des Treegenerators und des Parallelgene-
rators zeigt, daß der Treegenerator beim Paretoranking und beim Bezugsvektorverfahren
die Ergebnisse des Parallelgenerators im Durchschnitt um 5% bis 10% u¨bertrifft. Beim
archimedischen Zielprogrammieren betra¨gt der Unterschied zwischen beiden Verfahren
sogar mehr als 30%. In allen Fa¨llen hat sich gezeigt, daß die Resultate des Parallel-
und Treegenerators in allen Testszenarios weitestgehend unabha¨ngig vom Auftragsum-
fang sind. Im Gegensatz dazu verschlechtern sich die Ergebnisse der Heuristikkombinatio-
nen VZR/CLSP, KOZ/CLSP und GFR/CLSP ohne implizite Kooperation deutlich bei
wachsender Auftragsanzahl.
Bei allen drei Fitneßfunktionen, Paretoranking mit Nischenbildung, Verfahren mit Bezugs-
vektor und archimedischem Zielprogrammieren, konnte bei steigender Generationenanzahl
ein Konvergenzverhalten beobachtet werden, wobei die jeweils letzten Generationen die
Lo¨sungen der entsprechenden Heuristikkombinationen regelma¨ßig u¨bertroffen haben.
Ein Vergleich der Rechenzeiten macht aber auch deutlich, welcher zeitliche Mehraufwand
bei der Lo¨sungsgenerierung erforderlich ist. La¨uft eine Heuristikkombination ohne im-
plizite Kooperation bei 40 Auftra¨gen insgesamt ca. 20 Minuten lang, so beno¨tigt der
Parallelgenerator acht Stunden, so daß die Resultatverbesserung von 30% bis 40% durch
eine 24fach la¨ngere Rechenzeit erkauft wird. Die zusa¨tzlichen Resultatverbesserungen von
5% bis 10%, die der Treegenerator gegenu¨ber dem Parallelgenerator liefert, werden mit
einer zusa¨tzlichen Verzwo¨lffachung der Rechenkapazita¨t fu¨r die parallele Ausfu¨hrung der
Lo¨sungsgeneration auf mehreren Rechnern erkauft. Es ist jedoch nicht das Anliegen dieser
Arbeit, schnelle Planungsalgorithmen zu entwerfen. Vielmehr soll ein Verfahren entwickelt
werden, das trotz der praktisch nicht handhabbaren Probleme der Realisierung expliziter
Kooperation von Planungsverfahren im Sinne von Totalmodellen und Simultanplanung
dennoch u¨ber einen vera¨nderten Kooperationsansatz das Verbesserungspotential in der
Planung von Produktionspla¨nen weiter ausscho¨pft.
Wie in Abschnitt 7.5 erla¨utert wurde, resultieren die typischen Verlaufsformen in den Aus-
wertungsgraphiken des CiK-Modells mit dem Parallel- und Treegenerator aus dem Ko-
operationsverhalten zwischen den konstituierenden Lo¨sungsgeneratoren MAG und LOG.
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Obwohl in allen Fa¨llen kein expliziter gegenseitiger Bezug zur Planungszeit zwischen den
konstituierenden Lo¨sungsgeneratoren existiert, generiert das CiK-Modell globale Lo¨sun-
gen in diesen Bereichen mit stark ansteigenden Fitneßwerten, die deutlich u¨ber den Re-
sultaten der Heuristikkombinationen ohne implizite Kooperation liegen. Dieses Koopera-
tionsverhalten ist, wie die Versuche zeigen, experimentell reproduzierbar und kann damit
als ein wesentliches Charakteristikum fu¨r das CiK-Modell angesehen werden. Wesentlicher
Punkt ist, daß die Informationen zur kooperativen Suche nach besseren Globallo¨sungen
im CiK-Modell ausschließlich implizit u¨ber die Bewertung der Planwirkung in Form von
Zielwertauspra¨gungen an die Teilplanungsverfahren weiter vermittelt werden.
Das Konvergenzverhalten gegen die Paretofront, das sich in den Versuchen mit dem
CiK-Modell zeigt, schra¨nkt die Lo¨sungssuche genau auf die funktional effizienten Pla¨ne
bezu¨glich der untersuchten Generationen von Lo¨sungen ein. Dadurch werden aus den
Lo¨sungen genau die selektiert, die hinsichtlich der Vektoroptimierung bzw. einer Pra¨fe-
renzordnung des Entscheiders die besten sind. Insgesamt werden mit dem Ansatz der
impliziten Kooperation Ergebnisse erzielt, die durch die Integration von Heuristiken und
Genetischen Algorithmen in Lo¨sungsgeneratoren alle PPS-Ziele gleichzeitig beru¨cksichti-
gen und dadurch die Resultate einer Produktionsplanung mit einer reinen Kombination
der gleichen Heuristiken ohne implizite Kooperation deutlich u¨bertreffen.
Wie bereits auf in Kapitel 5 dargestellt wurde, sind die Algorithmen fu¨r die Lo¨sungsgene-
ratoren so entwickelt, daß die Lo¨sung der integrierten Verfahren h der letzten generierten
Population hinzugefu¨gt werden. Dadurch ist die letzte generierte Lo¨sungsmenge insoweit
nach unten abgesichert, als der Disponent stets auf die Alternative l0 zugreifen kann. Es
ist aber in den Untersuchungen kein Fall aufgetreten, in dem l0 die beste die Lo¨sung war.
Kapitel 8
Zusammenfassung
Ziel der vorliegenden Arbeit war es, einen kooperativen Ansatz fu¨r die betriebliche Pro-
duktionsplanung und -steuerung zu entwerfen. Zu diesem Zweck wurde zuerst eine ein-
leitende Beschreibung der Aufgaben der Produktionsplanung und -steuerung vorgestellt,
auf deren Grundlage die drei zentralen Probleme der PPS: schwierige Teilplanungsaufga-
ben, konkurrierende Mehrfachzielfunktionen und komplexe Wechselwirkungen zwischen
den einzelnen Planungsbereichen deutlich gemacht werden konnten. Aus der kritischen
Betrachtung existierender Ansa¨tze zur Lo¨sung der Probleme konnten vier Forderungen
abgeleitet werden, die ein Planungsverfahren erfu¨llen muß.
Die erste Forderung verlangte ein mengenorientiertes Lo¨sungsverfahren, da bei Entschei-
dung mit konkurrierender Mehrfachzielsetzung in der Regel mehrere unvergleichbare
Lo¨sungen existieren. Mit der zweiten Forderung wurde die Notwendigkeit einer adaptiven
Reaktion des Planungsverfahrens auf die Planwirkungen auf dem Hintergrund der Kom-
plexita¨t betrieblicher Produktionssysteme, die eine detaillierte Betrachtung aller maßgeb-
lichen Einflußfaktoren fu¨r einen praktisch nutzbaren Planungsansatz unmo¨glich macht
und so eine Orientierung am Resultat fordert, formuliert. Die dritte Forderung verlangte
eine Integration bereits bekannter Planungsmethoden fu¨r Teilprobleme der Produktions-
planung und -steuerung, da so bereits vorhandenes Know How in dem zu entwickelnden
Planugsverfahren gewinnbringend genutzt werden konnte. Die vierte Forderung nach im-
pliziter Kooperation von Teilplanungsverfahren ergab sich zum einen aus der Nutzung des
Optimierungspotentials, das in der Kooperation von Teilplanungsfunktionen liegt und zum
anderen aus der Vermeidung der Komplexita¨t, die durch explizite Kooperation entsteht.
Zur Erfu¨llung der Forderungen nach mengenorientierten Lo¨sungsverfahren und nach adap-
tiven Reaktionen auf Planwirkungen wurden Genetische Algorithmen wegen ihres Popula-
tionsansatzes und ihrer evolutiona¨ren Suchstrategie als geeignete Methode ausgewa¨hlt. An
die Verwendung Genetischer Algorithmen war allerdings das schwierige Problem geknu¨pft,
fu¨r den zugrunde liegenden Lo¨sungsraum eine geeignete Codierung zu finden. Es mußte ein
Ansatz entwickelt werden, in dem die komplexe Struktur von Produktionspla¨nen mit ih-
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ren Informationen u¨ber Arbeitsga¨nge, Bearbeitungszeiten, Vorrangbeziehungen, Lieferter-
mienen usw. so fu¨r Rekombinations- und Mutationsoperatoren zuga¨nglich gemacht wurde,
daß die Resultate dieser Operationen wieder konsistente Produktionspla¨ne waren. Die ent-
scheidende Lo¨sung des Problems basierte auf der Idee, die Codierung des Lo¨sungsraums
von der Codierung der Chromosomen zu trennen. Zu diesem Zweck wurden sogenannte
Lo¨sungsgeneratoren entwickelt. Das grundlegende Prinzip des Lo¨sungsgenerators bestand
in der Anwendung von Folgen von Transformationsoperationen auf eine Bezugslo¨sung ei-
nes Problems, wodurch die Bezugslo¨sung in eine neue Lo¨sung transformiert wurde. Die Be-
trachtung der Folgen von Transformationsoperationen als Chromosomen hatte den Vorteil,
daß genetische Operatoren, wie beispielsweise One Point Crossover, problemlos einsetzbar
wurden. Der zweite Vorteil der Trennung in Lo¨sungsraum und Transformationsoperatoren
lag in der gro¨ßeren Menge an Freiheitsgraden bei der Auswahl der Lo¨sungsrepra¨sentati-
on, da diese jetzt nicht mehr unmittelbar von genetischen Operationen beru¨hrt wurden.
Dieser Ansatz ero¨ffnete die Mo¨glichkeit, komplexe Gantt-Diagramme zur Darstellung von
Produktionspla¨nen in Verbindung mit Genetischen Algorithmen zu verwenden.
Da Genetische Algorithmen auf einer Fitneßbewertung von Chromosomen basieren, er-
gab sich das Problem, Bewertungsmethoden fu¨r Entscheidung bei Mehrfachzielsetzung
zu finden. Aufgrund der Unvergleichbarkeit mehrdimensionaler Zielwertvektoren konnten
hier zur Fitneßbestimmung die Optimalita¨tsbegriffe fu¨r eindimensionale Zielfunktionen
nicht verwendet werden. Um das Problem zu lo¨sen, wurden drei Fitneßfunktionen fu¨r
Multizielfunktionen modifiziert bzw. neu entwickelt. Die erste Fitneßfunktion basierte auf
Paretoranking mit Nischenbildung, die zweite auf archimedischem Zielprogrammieren und
die dritte Funktion verwendete ein Bezugsvektorverfahren zur Unterstu¨tzung der Pra¨fe-
renzen eines Entscheiders.
Die Forderung nach Integration bereits bekannter Planungsmethoden fu¨r Teilprobleme
der Produktionsplanung und -steuerung wurde durch die Bezugslo¨sungen der Lo¨sungsge-
neratoren erfu¨llt. Eine Bezugslo¨sung wurde dabei durch ein auswa¨hlbares konventionelles
Planungsverfahren erzeugt und als erweitertes Gantt-Diagramm dargestellt, um so als
Ausgangspunkt fu¨r die Suche nach neuen Lo¨sungen durch Folgen von Transformations-
operationen eingesetzt zu werden.
Zur Erfu¨llung der Forderung nach impliziter Kooperation von Teilplanungsverfahren muß-
te ein Ansatz gefunden werden, mit dessen Hilfe die in der Ausgangssituation voneinan-
der vo¨llig unabha¨ngig arbeitenden Teilplanungsverfahren zur Kooperation gebracht wer-
den konnten. Dieses Problem wurde durch die Einfu¨hrung zweier Kompositionsformen
fu¨r Lo¨sungsgeneratoren, dem Treegenerator und dem Parallelgenerator, gelo¨st. In bei-
den Kompositionsformen wurde ein jeweils neuer Lo¨sungsgenerator aus bereits vorhande-
nen (konstituierenden) Lo¨sungsgeneratoren, die Teilprobleme lo¨sen, zusammengesetzt. Die
wesentliche Eigenschaft komponierter Lo¨sungsgeneratoren bestand darin, daß fu¨r jeden
konstituierenden Lo¨sungsgenerator die expliziten Aktionen der anderen konstituierenden
Lo¨sungsgeneratoren nur implizit u¨ber die Gu¨te der jeweils gemeinsam erzeugten Gesamt-
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pla¨ne sichtbar waren. Dadurch war es jedem konstituierenden Lo¨sungsgenerator mo¨glich,
ohne explizite Kommunikation zur Planungszeit den Beitrag aller anderen Lo¨sungsgene-
ratoren trotzdem implizit bei der eigenen Lo¨sungssuche zu beru¨cksichtigen. Durch diesen
Ansatz konnte die hohe Komplexita¨t, die eine Simultanplanung in der Regel fu¨r den prak-
tischen Einsatz unbrauchbar machte, umgangen werden.
Bei der Entwicklung des Modells der impliziten Kooperation mußte ein Ansatz gefunden
werden, mit dem sich die vier weiter oben aufgefu¨hrten Forderungen realisieren ließen und
mit dem zum anderen vergleichende Tests von Anwendungen mit und ohne implizite Ko-
operation durchgefu¨hrt werden konnten. Zu diesem Zweck wurde ein Modell entwickelt,
das aus einer Simulations- und einer Planungskomponente bestand. Die Simulationskom-
ponente ermo¨glichte es, eine große Menge an detaillierten Betriebsdaten im Modell abzu-
bilden, ohne diese mit analytischen Mitteln beschreiben zu mu¨ssen. Durch die Entwicklung
einer konfigurierbaren Planungskomponente konnten wahlweise konventionelle Sukzessiv-
planungsverfahren oder Lo¨sungsgeneratoren zur Produktionsplanung eingesetzt werden.
Zur Entwicklung des Modells der impliziten Kooperation mußte eine Modellbeschrei-
bungssprache gefunden werden, die die Mo¨glichkeit bot, unter Beru¨cksichtigung von Zeit
komplexe Objekte sowie komplexe Ablaufstrukuren hierarchisch zu modellieren und auf
einfache Weise zusammenzubringen. Ferner mußte die Modellbeschreibungssprache eine
Datenbankschnittstelle besitzen, da die Simulation Zugriff auf eine große Menge von Un-
ternehmensdaten beno¨tigte. Die Wahl der Modellbeschreibungssprache fiel daher auf Ti-
med Hierarchical Object-Related Petri-Netze, kurz THOR-Netze, da deren Objektkonzept
die Konstruktion komplexer Objekt-Marken und ihr Zeitkonzept sowie ihre graphische
Struktur die einfache Modellierung von Ablaufstrukturen unter Beru¨cksichtung zeitlicher
Aspekte ermo¨glichte.
Da THOR-Netze keine Datenbankanbindung unterstu¨tzten, wurden sie im Rahmen der
Arbeit um zwei entsprechende Schnittstellen erweitert. Bei der ersten Schnittstelle fand
der Datenbankzugriff ausschließlich u¨ber den Aktionscode einer Transition statt. Bei der
zweiten Schnittstelle wurde eine Datenbanktabelle bzw. eine Sicht auf die Datenbank
durch eine DB-Marke innerhalb des THOR-Netzes dargestellt. Dabei besaß die DB-Marke
alle Methoden, um auf die Tupel der durch sie repra¨sentierten Tabelle zuzugreifen. Mit
diesen Erweiterungen war es nun mo¨glich, mit THOR-Netzen komplexe Produktionssy-
steme unter Zugriff auf große Datenmengen zu simulieren.
Um die Tauglichkeit des auf Basis der THOR-Netze entwickelten CiK-Modells zu unter-
suchen, wurde fu¨r die Simulationskomponente der Reparatur- und Wartungsbereich eines
realen mittelsta¨ndischen Fertigungsunternehmens mit THOR-Netzen durch Transitions-
verfeinerung mittels Top Down-Modellierung nachgebildet. Die Planungskomponente des
CiK-Modells wurde ebenfalls mit THOR-Netzen realisiert. Die grundlegende Konzepti-
on der Planungskomponente bestand dabei in der Entwicklung eines Sukzessivplanungs-
schemas auf der Basis verfeinerter Transitionen, mit dessen Hilfe unterschiedliche Heuri-
stikkombinationen zur Losgro¨ßen- und Ressourcenbelegungsplanung miteinander kombi-
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nierbar wurden. Durch die Integration der Lo¨sungsgeneratoren in die Planungstransition
war es mo¨glich, eine Planung wahlweise als reine Sukzessivplanung oder als Planung mit
Lo¨sungsgeneratoren zu konfigurieren. Durch diese Konzeption gelang es, Sukzessivpla-
nungen mit verschiedenen Heuristiken mit dem CiK-Modell in umfassenden Testserien zu
vergleichen.
Ein Problem stellte die Transformation der von den konstituierenden Lo¨sungsgenerato-
ren der Planungskomponente erzeugten Teillo¨sungen in fu¨r die Simulationskomponente
simulierbare Objekte dar, da jeder Produktionsplan aus Datenbanktupeln und THOR-
Netzmarken (C++-Klassenobjekten) bestand und damit u¨ber das THOR-Netz und die
Datenbank “verstreut” war. Ein weiteres Problem bestand in der Notwendigkeit, jeden
Produktionsplan identifizieren zu ko¨nnen, um zum einen in einem mengenorientierten
Lo¨sungsverfahren die Resultate der Simulationsauswertung dem jeweiligen Produktions-
plan zuordnen zu ko¨nnen und zum anderen, um auf der formalen Ebene eine durchga¨ngige
Abbildung von den Geonotypen auf die Pha¨notypen zu erhalten. Um fu¨r diese Probleme
eine Lo¨sung zu finden, wurde der Begriff des PPS-Objekts eingefu¨hrt. Durch die PPS-
Objekte wurde es mo¨glich, die THOR-Netzobjekte und Datenbanktupel, die von den
Teillo¨sungen der konstituierenden Lo¨sungsgeneratoren stammten, zu einem Verbund zu-
sammenzufassen und u¨ber eine gemeinsame Attributmenge zu identifizieren. Damit war
eine Schnittstelle zwischen Planungs- und Simulationskomponente geschaffen, die den An-
forderungen genu¨gte.
Eine Planung im CiK-Modell teilte jeden Planungsschritt in zwei Phasen auf. In der ersten
Phase wurde durch die Lo¨sungsgeneratoren eine Menge von Produktionspla¨nen generiert,
die auf PPS-Objekte abgebildet wurden. Die Teillo¨sungen der konstituierenden Lo¨sungs-
generatoren wurden u¨ber diesen Weg zu Globalpla¨nen zusammengefaßt. In der zweiten
Phase wurde fu¨r jedes PPS-Objekt simulativ die korrespondierende Auspra¨gung von vier
PPS-Zielen ermittelt. Daran schloß sich, beginnend mit der Bewertung der aus der Simula-
tion resultierenden Zielwertvektoren, wieder die Planungsphase fu¨r die na¨chste Generation
von Produktionspla¨nen an. Die Bewertung war die einzige Information, die jedem kon-
stituierenden Lo¨sungsgenerator eines komponierten Lo¨sungsgenerators u¨ber die jeweils
anderen konstituierenden Lo¨sungsgeneratoren fu¨r die Suche nach neuen Teillo¨sungen zur
Verfu¨gung stand. Eine hohe bzw. niedrige Bewertung eines Globalplans bewirkte eine hohe
bzw. niedrige Wahrscheinlichkeit der Beteiligung aller Chromosomen des Genotyps dieses
Globalplans an der weiteren Suche nach neuen Pla¨nen. Dieser Ansatz ermo¨glichte, daß die
konstituierenden Lo¨sungsgeneratoren ohne explizites Wissen u¨bereinander trotzdem die
gemeinsame Weiterentwicklung fitter Genotypen unterstu¨tzten, was bedeutete, daß die
Teilplanungsverfahren gema¨ß der vierten Forderung implizit miteinander kooperierten.
Zu Testzwecken wurde das CiK-Modell mit der Ressourcenbelegungsplanung und der
Losgro¨ßenplanung parametrisiert. Beide Planungsprobleme stellen elementare Planungs-
aufgaben in der PPS dar, zu denen es vermutlich keine effizienten Lo¨sungsverfahren geben
wird. Im Rahmen der Tests wurde untersucht, welche Resultate konventionelle Heuristiken
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fu¨r die Ressourcenbelegung und die Losgro¨ßenermittlung mit und ohne implizite Koope-
ration im Bereich der Reparatur und Wartung lieferten. Aufgabe war die Optimierung der
vier PPS-Ziele: geringe Lagerbesta¨nde, hohe Kapazita¨tsauslastung, kurze Durchlaufzeiten
und hohe Termintreue und Lieferbereitschaft.
Fu¨r die Heuristiken wurden simulativ die jeweils besten Kombinationen aus den Ressour-
cenbelegungsverfahren: ku¨rzeste Operationszeit, geringste Fertigungsrestzeit und Verzugs-
zeitregel und den Losplanungsverfahren: gleitende wirtschaftliche Losgro¨ße, Capacitatet
Lotsizing Problem und Discrete Lotsizing Problem gebildet. Als komponierte Lo¨sungsge-
neratoren wurden der Treegenerator und der Parallelgenerator eingesetzt. Fu¨r beide Kom-
positionsformen wurden die Generatoren LOG und MAG als konstituierende Lo¨sungsge-
neratoren fu¨r die Losgro¨ßenermittlung und die Ressourcenbelegung entwickelt.
Die wesentliche Aufgabe bei der Entwicklung der konstituierenden Lo¨sungsgenerato-
ren MAG und LOG bestand in der Verwendbarkeit von Lo¨sungsrepra¨sentationen, die
Planinformationen u¨ber Arbeitsgangdauern, technologische Reihenfolgen, Ressourcenka-
pazita¨ten, Fertigungsstrukturen etc. enthielten. Hier half die Entwicklung der erweiterten
Gantt-Diagramme weiter, da diese alle oben aufgefu¨hrten Informationen repra¨sentieren
konnten. Obwohl erweiterte Gantt-Diagramme keinen direkten Ansatzpunkt fu¨r die An-
wendung genetischer Operatoren boten, ermo¨glichte das Konzept der Lo¨sungsgeneratoren
durch die Trennung der Lo¨sungsrepra¨sentation von der Codierung der Chromosomen den-
noch ihren Einsatz.
Durch die große Anzahl aller mo¨glichen Parmeterauspra¨gungen und der Populations- und
Simulationsorientierung des CiK-Modells, wurden die Tests in Vorversuche und Haupt-
versuche unterteilt. In den Vorversuchen wurden die Parameterauspra¨gungen fu¨r Mutati-
onsopertator, Cross Over-Wahrscheinlichkeit, Operationssymbolfolgenla¨nge, Populations-
gro¨ße, Generationenanzahl, Mutationswahrscheinlichkeit, Cross Over-Operator und Heu-
ristikkombinationen durch vereinfachte oder angena¨herte Problemszenarios, Vortests und
Plausibilita¨tsbetrachtungen festgelegt. In den Hauptversuchen wurden dann die Parame-
terauspra¨gungen zu Auftragsanzahl, Generatortyp und Fitneßfunktion auf der Grundlage
der in den Vortests gewonnenen Parameterauspra¨gungen mit einem Stichprobenumfang
untersucht, der die Angabe von Konfidenzzahlen erlaubte.
Die Auswertung der Testergebnisse ergab, daß der Parallelgenerator beim Paretoranking
mit Nischenbildung plus Integration der Heuristikkombination KOZ/CLSP plus implizi-
ter Kooperation bei 40 Auftra¨gen aus insgesamt 40 Alternativen elf Pla¨ne lieferte, die
in allen Komponenten hinsichtlich der Zielerfu¨llung um mindestens 50% besser waren als
der Plan der Heuristikkombination KOZ/CLSP ohne implizite Kooperation. Der Treege-
nerator lieferte aus 192 Alternativen 66 Zielwertvektoren bei 40 Auftra¨gen, die in allen
Komponenten um wenigstens 50% den Plan der Heuristikkombination KOZ/CLSP ohne
implizite Kooperation u¨bertrafen.
Das Bezugsvektorverfahren plus Integration der Heuristikkombinationen plus impliziter
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Kooperation konnte die Anzahl der die Heuristikkombinationen ohne implizite Koope-
ration u¨bertreffenden Alternativen gegenu¨ber dem Paretoranking deutlich einschra¨nken,
wodurch eine Entlastung des Disponenten bei der endgu¨ltigen Auswahl einer Alternative
mo¨glich wurde.
War der Disponent in der Lage, die PPS-Ziele pra¨ferenzunabha¨ngig zu formulieren, dann
konnte durch eine Fitneßfunktion auf der Basis von Goalprogramming eine unmittelbare
Vergleichbarkeit der Zielerreichung auf einer rationalen Skala geliefert werden. Der Dispo-
nent mußte keinerlei Auswahl mehr aus alternativen Lo¨sungen treffen. Konnte zusa¨tzlich
ein idealer Zielwertvektor bestimmt werden, so waren alle Optimallo¨sungen hinsichtlich
der Vektoroptimierung auch paretooptimal. Auch beim Goalprogramming u¨bertrafen Par-
allelgenerator und Treegenerator unter Einsatz der impliziten Kooperation und Integra-
tion der besten Heuristikkombinationen fu¨r alle Auftragsumfa¨nge wieder die Lo¨sung aus
der Anwendung der jeweils gleichen Heuristikkombination ohne implizite Kooperation.
Es ist anzumerken, daß sich die Kosten fu¨r die Verbesserungen gegenu¨ber dem Einsatz der
Heuristikkombinationen ohne implizite Kooperation in den Rechenzeiten des CiK-Modells
niederschlugen, die teilweise um das 24-fache u¨ber diesen lagen und beim Treegenerator
den parallelen Einsatz von 12 Rechnern erforderten, um die Berechnungen in dem ge-
setzten Zeitraum von acht Stunden durchfu¨hren zu ko¨nnen. Außerdem wurde jegliche
Umplanung inkonsistenter Pla¨ne ausschließlich durch simple schnelle Verfahren und nicht
durch Lo¨sungsgeneratoren durchgefu¨hrt. Es stellt sich hier eine Aufgabe fu¨r nachfolgende
Forschungen, nach Mo¨glichkeiten zu suchen, in diesen Bereichen die Effizienz noch zu
steigern. Auch die Frage, welche Resultate sich mit dem CiK-Modell fu¨r andere Produk-
tionssystemtypen, als Reparatur- und Wartungssysteme, erzielen lassen, bietet Raum fu¨r
weitere Forschungsaktivita¨ten.
Zentrales Ziel der Arbeit war, aufzuzeigen, daß es mo¨glich ist, durch die Beru¨cksichtigung
von Kooperation zwischen Produktionsplanungsfunktionen zusa¨tzlich erzielbares Optimie-
rungpotential u¨ber den Ansatz der impliziten Kooperation unter gleichzeitiger Umgehung
der Komplexita¨t einer Simultanplanung bzw. einer expliziten Kooperation freizusetzen.
Wie die Untersuchungsergebnisse zeigen, konnte dieses Ziel mit dem CiK-Modell erreicht
werden.
Anhang A
Zielwertvektoren
28 unvergleichbare Vektoren auf Rangplatz Eins einer Stichprobe eines 71/PG/20/Pareto
Szenarios nach Ausfu¨hrung einer Simulation mit dem CiK-Modell. Dabei gilt fu¨r die
Komponenten eines Vektors
a
b
c
d
 ≡

mittlereDurchlaufzeit [Stunde]
mittlerer Lagerbestand [Stu¨ck]
mittlereKapazita¨tsauslastung
mittlere Termintreue/Lieferbereitschaft [Stunde]


97.9
149
0.57
82.1
 ,

70.8
944
0.66
49
 ,

80.1
853
0.97
40.8
 ,

22.8
933
0.29
98.1
 ,

50.5
882
0.75
56.6
 ,

50.1
897
0.87
82.8
 ,

69.5
712
0.67
90.1
 ,

62.3
420
0.14
96.8
 ,

33.5
868
0.99
77.6
 ,

80.8
997
0.65
84.9
 ,

97.6
412
0.55
79.7
 ,

25.4
960
0.91
94.7
 ,

48
730
0.95
54.6
 ,

56.3
102
0.91
64.3
 ,

41.9
967
0.74
26.9
 ,

40.6
930
0.82
13.2
 ,

97.3
603
0.89
92
 ,

78
879
0.83
57.4
 ,

31
879
0.98
97
 ,

34.8
842
0.31
97.4
 ,

35.2
939
0.69
90.1
 ,

81.1
616
0.88
67.1
 ,

71
216
0.90
97.3
 ,

86.5
827
0.53
72.8
 ,

46.7
520
0.38
99.1
 ,

51.8
718
0.93
82.5
 ,

24.7
788
0.35
98.7
 ,

98.9
784
0.73
66.7

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Anhang B
Konzeptuelles Datenmodell
Die folgenden Entity-Relationship-Diagramme zeigen die wichtigsten Elemente des kon-
zeptuellen Datenmodells der Simulationsdatenbank. Das Datenmodells ist im Rahmen
einer Diplomarbeit [Sch96] entwickelt worden. Es u¨bernimmt soweit mo¨glich die Struktu-
ren des Referenzsystems, auf dessen Grundlage die Simulation basiert.
Da eine vollsta¨ndige Erla¨uterung der Bedeutung jeder Komponente des Modells den Rah-
men der vorliegenden Arbeit sprengen wu¨rde, wird hier auf eine detaillierte Darstellung
verzichtet. Eine ausfu¨hrliche Beschreibung des Datenmodells und der Simulationsdaten-
bank findet sich in [Sch96].
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FKTID
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....
Betriebskalender Fehlzeiten
Tages-ID
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n m
Abbildung B.1: Fehlzeiten
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Abbildung B.2: Schichtverwaltung
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Abbildung B.3: Maschinenausfallzeiten
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Abbildung B.4: Qualifikationsprofil Montage
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Abbildung B.5: Qualifikationsprofil Pru¨fstand
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Abbildung B.6: AFO-Bedarf an Montagequalifikation
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n m
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Abbildung B.7: Darstellung der Arbeitspla¨ne
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Abbildung B.8: Relation bearbeitet Baugruppe
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Abbildung B.9: Mengenstu¨ckliste
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Abbildung B.10: Variantenstu¨ckliste (a)
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Abbildung B.11: Variantenstu¨ckliste (b)
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Abbildung B.12: Bestandshaltung
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Abbildung B.13: Viel-Kunden-La¨ger
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Abbildung B.14: Auftrag, Baugruppe und Arbeitsplan
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Abbildung B.15: Relation Auftrag umfaßt
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Abbildung B.16: Auftraggeber
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Abbildung B.17: Auftrag-La¨ger
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Abbildung B.18: Einzelteilverbrauch
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Abbildung B.19: Relation wurde entnommen
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Abbildung B.20: archivierter Auftrag bearbeitet
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Abbildung B.21: Verschleißfaktorerfassung
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Abbildung B.22: Relation arch AuftragzuAPL Archiv
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Abbildung B.23: Relation wurde archiviert
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Abbildung B.24: Zeiterfassung
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Abbildung B.25: Testbedarfauftragspool
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Abbildung B.26: Materialbedarfauftragspool
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Abbildung B.27: simulierte Lagerbesta¨nde
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Abbildung B.28: Werkereinsatzplan
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Abbildung B.29: Maschinenbelegung
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Abbildung B.30: Ru¨stzeiten
Anhang C
Interdependenzen
Losgro¨ßenplanung ⇒ Produktionsprogrammplanung
Durch die Losgro¨ßenplanung werden zeitliche Vorgaben daru¨ber gemacht, wann welche
Mengen fertiggestellt sein sollen. Daraus ergibt sich die Anzahl der Lose und damit die
Anzahl der beno¨tigten Ru¨stvorga¨nge und folglich der dadurch bedingte Kapazita¨tsver-
brauch durch Ru¨stzeit, woraus die tatsa¨chlich beno¨tigte Kapazita¨t folgt. Ferner ergeben
sich aus den Losen die Lager- und Ru¨stkosten, die einen wesentlichen Kostenfaktor bei
der Fertigung des Produktionsprogramms bilden. Erst mit diesen Informationen u¨ber die
Kapazita¨ten und Los- und Ru¨stkosten sind die notwendigen Voraussetzungen fu¨r die Ent-
scheidung, welche Produkte in welcher Menge produziert werden ko¨nnen, gegeben.
Produktionsprogrammplanung ⇒ Losgro¨ßenplanung
Die Produktionsprogrammplanung bestimmt, welche Gu¨terarten in welchen Mengen zu
welcher Zeit fu¨r den Markt verfu¨gbar sein sollen. Erst aus dieser Entscheidung kann
geplant werden, zu welchen Terminen welche Losgro¨ßen produziert werden sollen.
Produktionsprogrammplanung ⇒ Reihenfolgeplanung
Die Produktionsprogrammplanung bestimmt Art, Menge und Termin der herzustellenden
Produkte. Erst wenn diese Informationen vorliegen, ko¨nnen Lose gebildet werden und erst
danach ko¨nnen diese Lose im Rahmen der Ressourcenbelegung in eine Reihenfolgeplanung
eingehen.
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Reihenfolgeplanung ⇒ Produktionsprogrammplanung
Die Reihenfolgeplanung bestimmt notwendig die Ru¨stzeiten und bestimmt dadurch die
Produktionskapazita¨ten mit, die wiederum bekannt sein mu¨ssen, um das Produktionspro-
gramm zu planen.
Losplanung ⇒ Reihenfolgeplanung
Die Ausgabe der Losplanung sind die Fertigungsmengen, die anschließend auf den Res-
sourcen in eine Bearbeitungsreihenfolge gebracht werden.
Reihenfolgeplanung ⇒ Losplanung
Die Reihenfolgeplanung bestimmt die Reihenfolgen, in denen die Arbeitsga¨nge der einzel-
nen Auftra¨ge auf den Ressourcen ausgefu¨hrt werden. Dadurch werden die Ru¨stu¨berga¨nge
festgelegt, deren Dauern dann an der Ru¨stmatrix abgelesen werden ko¨nnen. Die Ru¨stzei-
ten sind eine harte Nebenbedingung fu¨r die Realisierbarkeit einer Losplanung.
Losplanung ⇒ Lagerplanung
Die Losplanung legt fest, welche Produkte in welcher Menge wann gefertigt werden. Da-
mit macht sie feste Vorgaben, wann welche Teile verfu¨gbar sein mu¨ssen und wie lange
Teile nach ihrer Fertigstellung zur Weiterverarbeitung im Lager verbleiben mu¨ssen. Diese
Informationen sind eine wichtige Voraussetzung fu¨r die Lagerplanung.
Lagerplanung ⇒ Losplanung
Eine an den Lagerkosten orientierte Lagerplanung bestimmt, zu welchen Zeitpunkten
welche Teile in welchen Mengen vorhanden sein sollen. Diese Informationen liefern die
Vorgaben fu¨r die Planung der Lose.
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Losplanung ⇒ Ablaufplanung
Aus den Losgro¨ßen ergeben sich die Umru¨stzeiten, die wiederum die verfu¨gbare Kapa-
zita¨ wesentlich mitbestimmen. Die verfu¨gbare Kapazita¨t muß fu¨r die Ablaufplanung be-
kannt sein.
Ablaufplanung ⇒ Losplanung
Aus der Ablaufplanung ergeben sich die Warte- bzw. Leerzeiten der Arbeitsga¨nge auf den
entsprechenden Ressourcen. Daraus resultieren Kapitalbindung und ungenutzte Kapa-
zita¨ten. Die Kapitalbindung, und in gleichem Maße die ungenutzten Kapazita¨ten, fu¨hren
zu kalkulatorischen Kosten, falls es alternative Produkte gibt, die wa¨hrend den Leerzeiten
produziert und abgesetzt werden ko¨nnten. Durch Wartezeiten entstehen zudem Termin-
verzo¨gerungskosten. Diese Kosteninformationen bestimmen die Loskosten mit und mu¨ssen
daher bei der Losplanung bekannt sein.
Materialplanung ⇒ Kapazita¨tsplanung
Die Materialplanung liefert die Bestellmengen und die Verfu¨gbarkeitstermine der Teile.
Dadurch werden die Bedingungen festgelegt, welche Teile wann in welcher Menge zur
Verfu¨gung stehen. Dadurch werden die Rahmenbedingungen dafu¨r festgelegt, wann welche
Kapatzita¨ten beno¨tigt werden.
Kapazita¨tsplanung ⇒ Materialplanung
Die Kapazita¨tsplanung muß wissen, welcher Kapazita¨tsbedarf zu welchem Zeitpunkt vor-
liegt, um im Abgleich mit dem Kapazita¨tsangebot festzulegen, ob genu¨gend Kapazita¨t
verfu¨gbar ist, oder ob Zusatzmaßnahmen wie Vorziehen von Auftra¨gen, Einlegen von
Zusatzschichten usw., eingeleitet werden mu¨ssen, um Kapazita¨tsengpa¨sse zu behandeln.
Erst wenn diese Informationen vorliegen, kann ermittelt werden, welche Teile zu welchen
Zeitpunkten in welcher Menge beno¨tigt werden.
Planungshorizont ⇒ Planwirkung
Die La¨nge des Planungshorizonts bestimmt die Gu¨te und Genauigkeit der Planwirkung.
Ein kurzer Planungshorizont erlaubt die Bestimmung sehr genauer Wirkungen. Weiter in
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der Zukunft liegende wichtige Wirkungen werden u¨bersehen. Mit zunehmendem Horizont
wird der prognostizierte Wirkungseintritt zunehmend ungewiß bzw. ungenauer.
Planwirkung ⇒ Planungshorizont
Die Zeitpunkte, an denen der Eintritt der Wirkungen, die mit einem Plan erzielt werden
sollen, festgelegt bzw. prognostiziert sind, bestimmen die Gro¨ße des Planungshorizonts.
Anhang D
Spezielle Probleme in Reparatur-
und Wartungssystemen
In Reparatur- und Wartungssystemen treten Probleme auf, die in reinen Fertigungssy-
stemen von untergeordneter Bedeutung sind. Die fu¨nf wichtigsten Probleme werden im
folgenden na¨her beschrieben.
Verschleißstu¨cklisten
Beim Eintreffen eines Aggregats im R/O-Bereich herrscht Ungewißheit u¨ber die konkret
am Aggregat zu verrichtenden Arbeitsga¨nge, da erst bei der Demontage eine endgu¨ltige
Befundung mo¨glich ist. Die Ungewißheit u¨ber die Anzahl der beno¨tigten Neuteile fu¨hrt
im Gegensatz zur Fertigungsidustrie, wo mit 100 Prozentstu¨cklisten gearbeitet wird, zu
sogenannten Verschleißstu¨cklisten, in denen der Verschleiß einer Komponente in einer sta-
tistisch ermittelten Prozentzahl festgehalten wird und ein Maß fu¨r die Wahrscheinlichkeit
liefert, mit der ein Bauteil ausgetauscht werden muß. Selbst wenn die Auftragslage exakt
bekannt wa¨re, ko¨nnte die Materialwirtschaft nicht sicher disponieren. Durch die speziell
im Luftfahrtbereich langen Lieferzeiten von Teilen1 werden daher in den La¨gern große
Sicherheitsbesta¨nde gelagert, was zu hohen Kapitalbindungskosten fu¨hrt.
Kombinationssteile
Mit den Verschleißteilen steht die Kombinationsteilproblematik in engem Zusammenhang.
Es gibt Teile, deren Austausch zwingend den Austausch bestimmter anderer Teile ver-
1Hier spielen Lizenzrechte und gesetzliche Vorschriften eine wesentliche Rolle.
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langt, unabha¨ngig davon, ob diese schadhaft sind oder nicht. Welche Teile von einem Aus-
tausch betroffen sind, wird durch eine Vielzahl von Regeln und gesetzlichen Vorschriften
festgelegt. Durch diese zusa¨tzlichen Bedingungen wird die Material- und Arbeitsplanung
verkompliziert.
Alternativteile
Bei Alternativteilen handelt es sich um die Mo¨glichkeit, an besitmmten Bauteilpositionen
alternative Teile einzubauen, ohne dabei aber die Eigenschaften des Gera¨ts zu vera¨ndern.
Dies fu¨hrt zu einer Flexibilisierung der Materialplanung, erho¨ht aber gleichzeitig deren
Komplexita¨t, da nun eine Stu¨ckliste mehrdeutig sein kann. Die zusa¨tzliche Flexibilita¨t
bringt zusa¨tzlichen Aufwand in die Materialplanung, weil die Anzahl der Teile sowie ih-
re Verwendbarkeit durch die Alternativteile ansteigt. Insbesondere gibt es auch fu¨r die
Alternativteile Kombinationsbeziehungen, so daß mit den Alternativteilen auch die Kom-
binationsteilverwaltung an Umfang zunimmt.
Befundungssystem
Im Produktionsbereich kann der endgu¨ltige Werkstattauftrag erst festgelegt werden, wenn
ein eingeliefertes Aggregat nach seiner Demontage befundet wurde. Durch diese Unsicher-
heit kann eine realita¨tsnahe Planung von Material, Arbeitsreihenfolgen, Maschinenzu-
ordnungen, Werkereinsatz usw. anhand der eingegangenen Auftra¨ge somit nur eine sehr
geringe zeitliche Reichweite haben. Der Planungsmangel zieht eine Folge von Problemen
nach sich, die alle Unternehmensbereiche betreffen.
Werkerqualifikationen
Sta¨rker als in vielen anderen Produktionsbereichen wird in einem Reparatur- und War-
tungssystem eine große Palette von technischen Fa¨higkeiten in Montage, Demontage und
Materialpru¨fung von den Mitarbeitern verlangt. Diese Fa¨higkeiten werden als Qualifi-
kationen bezeichnet. Aufgrund von Spezialisierung besitzt nicht jeder Mitarbeiter alle
Qualifikationen und kann daher auch nicht jeden Arbeitsgang verrichten. Um jederzeit
alle beno¨tigten Arbeitsga¨nge ausfu¨hren zu ko¨nnen, kommt der Personaleinsatzplanung
somit eine große Bedeutung zu2.
2In dem der Simulation zugrundeliegenden Unternehmen kam es regelma¨ßig zu Produktionsverzo¨ge-
rungen, da immer wieder durch eine fehlgeschlagene Urlaubsplanung zu gwissen Zeiten sa¨mtliche Mitar-
beiter mit bestimmten Qualifikationen abwesend waren.
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Markierung, 117
Maschinenbelegungsplanung, 112
Maschinenbelegunsplan, 165
MBO-Objekt, 102, 111
Mehrfachzielfunktion, 47
Mehrproduktfertigung, 20
Mengenkonsistenz, 159
Mengenplanung, 9
MFC, 95
Mittelpunktsterminierung, 110
Modell, 122
ereignisorientiertes, 88
konzeptuelles, 101
Modellbeschreibungssprache, 88, 101
Modellbildungsprozeß, 101
Modellierung
Bottom Up, 101
konzeptuelle, 103
MODM, 73
MRP II, siehe Manufacturing Resource
Planning
Multi-Agentensystem, 29
verteiltes, 29
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Multi-Attribut-Nutzen-Analyse, 73
Multimenge, 117
Multiset, 88
Mutation, 39
Mutationsoperation, 39
Mutationsoperator, 169
Mutationswahrscheinlichkeit, 170
Nebenbedingungen, 168
Neuaufwurf, 36, 53, 175
Nische, 78
Nischen-Konzept, 78
Nischenbildung, 77, 177
Nutzenfunktion, 34
Objektkonzept, 145
ODBC-Schnittstelle, 95
One Point Crossover-Operator, 168
Operationssymbolfolge, 54
OPT, siehe Optimized Production Tech-
nology
Optimallo¨sung
individuelle, 73
Optimized Production Technology, 27
Ordnung, 42
lexikographische, 74
technologische, 50, 153
Outputstelle, 92, 93
Paradigmenwechsel, 96
Parallelausfu¨hrung, 63
Parallelgenerator, 64, 111, 146
Parallelita¨t
implizite, 44
intrinsische, 44
Paretofront, 172, 179
Paretooptimalita¨t, 72
Paretoranking, 74, 77, 177
Partialmodell, 19, 33
Partitionsproblem, 11
passend, 155
Penaltyfunktion, 73
Permutations Flow Shop-Problem, 24
Petri-Netze
ho¨here, 88
PG, siehe Parallelgenerator
Pha¨ne, 52
Pha¨notyp, 40, 52, 115, 119
Menge der, 52
PLA, siehe Produktionslenkungsagenten
Plan-Zeitdauern, 26
Plantafel, 111
Planung, 6
operative, 6
simultane, 37
strategische, 6, 36
taktische, 6
Planungshorizont, 6, 20, 150
Planzeiten, 109
PLSP, siehe Proportional Lot Sizing and
Scheduling Problem
Population, 53
POSTGRES, 95
POSTGRES95, 97
Postmaster, 97
PPS, 5
-Aufgaben, 8
-Funktionen, 8
-Probleme, 11
komplexe Teilplanungsaufgaben, 11
konkurrierende Mehrfachzielset-
zungen, 12
Sach- und Zeitinterdependenzen, 13
-Systeme, 6
-Ziele, 6
geringe Lagerbesta¨nde, 7, 12
hohe Kapazita¨tsauslastung, 7, 12
hohe Termintreue und Lieferbereit-
schaft, 7, 13
kurze Durchlaufzeiten, 7, 13
Produktionsplanung und -steuerung,
5
hierarchische, 27
PPS-Objekt, 119, 146, 147
PPS-Ziele, 72, 149
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Pra¨ferenz, 72, 80
Pra¨ferenzordnung, 80
Pra¨ferenzrelation, 80
Prima¨rbedarf, 9
Priorita¨tsregelverfahren, 25
Priority Queue, 88, 117
Produktionsfaktor, 6
Produktionskoeffizient, 153
Produktionslenkungsagenten, 30
Produktionsplanung, siehe PPS
Produktionsprozeß, 6
Produktionsstufenverfahren, 107
Produktionssystem, 6, 122
Produktweitergabe
geschlossene, 160
Proportional Lot Sizing and Scheduling
Problem, 22
Pufferlager, 32
Qualita¨tsfunktion, 42, 77
Queue, 88
Ru¨ckwartsterminierung, 110
Ru¨sten, 124
Ru¨stkosten, 16, 20, 21
Ru¨stzeit, 21, 124
Ru¨stzustand, 21
Randomwalk, 170
Randstelle, 91, 102
Rankingverfahren, 34
Redundanz, 62
Reihenfolgebeziehung, 50
Reihenfolgeplanung, 11
Rekombination, 39
Rekombinationsoperation, 39
Relation, 117
Reparatur- und Wartungssystem, 103,
124
Reparaturfunktion, 60
Ribosomfunktion, 52, 146
Ribosomtransition, 115, 146
Rollback, 126
Rural Postman Problem, 24
Schaltaktion, 90
Schaltbedingung, 90
Schaltdauer, 90
Schaltereignis, 93
Schaltkapazita¨t, 90
Schematheorem, 44
Selektion, 78
Selektionsfunktion, 43
Sharestelle, 92
Shifting Bottleneck-Verfahren, 24
Sicherheitspuffer, 26
Simulation, 122
zeitgeszeitgesteuerte, 125
Simulationsmodell, 122
Simultanplanung, 36
Modell, 35
Small Time Bucket Modell, 22
Sonderbedarf, 13
SQL-Anfrage, 96
SQL-Schnittstelle, 95
Sto¨rfa¨lle, 13
Stu¨cklistenauflo¨sungen, 107
Stu¨ckzahl, 152
Stu¨ckzeit, 10
technologische, 10, 124
Stack, 88, 117
Standardkante, 88
Stelle, 88
Stellenstrukturen, 88
Stellentyp, 88
Stopptransition, 93, 105
Suche
problemunabha¨ngige, 49
Sukzessivplanung, 19, 26, 34, 106, 145
Sukzessivplanungsschema, 106, 110, 145
TCM, siehe Total Capacity Management
technologische Ordnung, 16
Teilefertigung, 152
Teilplanungsverfahren, 37
Termintreue/Lieferbereitschaft
mittlere, 150
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TG, siehe Treegenerator
THOR-Netze, 88
THOR-Netzentwicklungsumgebung, 101
THOR-Netzsimulator
sequentieller, 103
Total Capacity Management, 29
Totalmodelle, 19
Tournament Selection, 74
Transaktion, 98
Transition, 90
Transitionenverfeinerung, 91
Transportproblem, 32
Treegenerator, 65, 111, 146
Treiber-Manager, 95
Tupel, 117
U¨bergabestelle, 91
Umplanung, 33, 53, 160, 176
Umru¨sten, 124
unkapazitiertes LSP-Modell, 23
Unternetz, 91
Unternetzaufruf, 102
Unvergleichbarkeit, 72
Variantenreichtum, 58, 62
Vector Evaluated Genetic Algorithms, 73
VEGA, siehe Vector Evaluated Genetic
Algorithms
Vektor
idealer, 76
Vektorminimierungsproblem, 72, 196
Vektornorm, 76
gewichtete, 76
Vektorzielfunktion, 76
Verbundtyp, 118
Verzo¨gerungszeit, 90
Verzugszeitregel, 111
vollsta¨ndig verzo¨gert, 93
Vorbereichsbedingung, 93
Vorlaufzeit, 122
Vorranggraph, 50
Vorwa¨rtsterminierung, 110
Vorziehen, 12
Vorziehenswu¨rdigkeit, 80
VZR, siehe Verzugszeitregel, 175
Wartezeit, 7, 14, 26
Wechselwirkungen, 13
Wissen
explizites, 147
Workflow Management, 85
YAMS, 29
Zeit
kontinuierliche, 88
Zeitkonzept, 90
Zeitstempel, 90
Ziele
konfligierende, 72
mehrere, 72
schwach kompensatorische, 72
unvergleichbare, 72
Zielfunktionen, 72, 149
Zielprogrammieren
archimedisches, 196, 203
Zielvektor
idealer, 72
Zielwert, 105
Zielwertauspra¨gung, 146
Zustand
diskreter, 88
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