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Abstract—Audio compression has become one of the basic 
multimedia technologies. Choosing an efficient compression 
scheme that is capable of preserving the signal quality while 
providing a high compression ratio is desirable in the 
different standards worldwide.  In this paper we study the 
application of two highly acclaimed sparse signal processing 
algorithms, namely, Compressed Sensing (CS) and Sparse 
Fart Fourier transform, to audio compression.  In addition, 
we present a Sparse Fast Fourier transform (SFFT)-based 
framework to compress audio signal. This scheme embeds the 
K-largest frequencies indices as part of the transmitted signal 
and thus saves in the bandwidth required for transmission.  
Keywords- Audio signal,Compressed Sensing, Sparse Fast 
Fourier Transform. 
 
I.  INTRODUCTION 
      Audio compression has witnessed great progress thanks 
to several revolutionary research discoveries. Paying 
attention to the audio signal nature has contributed to make 
the shift from the basic sampling, quantization and coding 
schemes to the more efficient compression of Linear 
Prediction Coding (LPC) and Code Excited Linear 
prediction coding (CELP) and other model based systems 
for speech signal which depends on the vocal tract model 
[1]. The perceptual audio compression comes as another 
paradigm shift in the audio technology, where high quality 
low bit rate coding is achieved through carefully studying 
the human auditory model to achieve high compression 
ratio without discomforting the listening experience[2],[3]. 
Recently, sparseness of audio signal has been exploited 
with the aim of achieving even higher compression ratio 
than the current compression techniques used in the 
multimedia coding standards [4]. 
 
    Sparse signal processing is an active research area that 
has recently witnessed two major research trends, namely 
compressed sampling (sensing) and Sparse Fast Fourier 
Transform. Compressed sensing pioneered by the work of 
Cand`es and Donoho [5],[6] aims at providing a universal 
framework for randomly sampling and representing sparse 
signals using linear measurements at a sampling rate much 
smaller than the Nyquist rate. The main motivation behind 
the work is that random sampling will introduce incoherent 
noise [7] and by the knowledge of the measurement matrix 
used to produce the random samples, the original signal 
can be recovered at the decoder side. Compressed sensing 
has found its way to many  
 
 
 
applications in imaging, and more recently in audio 
compression [8], [9]. 
 
      On the other hand, Sparse Fast Fourier Transform is 
more related to the signal content as opposed to the 
universal random sampling compressed sensing.  Sparse 
FFT searches the sparse FFT domain for the pre-determined 
number largest coefficients in magnitude. The most 
appealing feature of the Sparse Fast Fourier Transform 
(SFFT) is that it is capable of estimating the  largest 
coefficients of the Fourier transform of complex vector x of 
length N  in sub-linear time )log(log NNkNO  [10]. 
 
In this paper we compare the two sparse processing 
systems: The universal compressed sensing and the signal 
intrinsic-based SFFT. We summarize the challenges and the 
possible areas of utilization of each system for the case 
study of audio coding. In fact, we cast the Sparse FFT 
family of algorithms as a special case of compressed 
sensing.  In addition, we try to quantify the performance 
gain achieved by considering the signal content in the SFFT 
compared to the general compressed sensing system 
through simulation. The gain noticed in the simulations 
indicates the worth of investing effort in designing new 
class of sensing matrices custom to the data types to take 
into account the proper signal model in addition to the 
sparsity property. 
  
This paper is organized as follows section II gives a 
brief overview of CS, its Reconstruction algorithms, its 
advantages and limitations. Section III presents an 
overview of SFFT algorithm and manipulating it as a 
special case of compressed sensing. Section IV presents our 
audio compression methodology. The experimental results 
are presented in section V and the conclusion of this paper 
is presented in section VI. 
 
Notation: Matrices and vectors are typefaced using 
slanted bold uppercase and lowercase letters. 0l  norm 
(
0
. )is defined as the number of nonzero components in its 
argument. 
II. COMPRESSED SENSING 
A. Theory 
 Suppose we have a vector
NRx , which can be 
represented in a certain domain by transform matrix Ψ  
(this transform matrix can be generally viewed as the 
transform domain transform, i.e. Wavelet Transform (WT), 
Discrete Cosine Transform (DCT) and Discrete Fourier 
Transform (DFT)).  The input signal x can be represented 
as:  
Ψfx                                                                  (1) 
where Ψ  is NN  matrix whose columns are orthonormal 
basis functions, and  f  is the coefficients vector. If there 
are only K  non-zero coefficients in Ψ domain, we can say 
that x  is K -sparse. According to the CS theory[5],[6], 
signal f can be obtained through a number M of  random 
measurements which can be obtained by random linear 
projections of x  over measurement matrix according to the 
next equation. 
 
ΦxyCS                                                                          (2)    
 
where CSy  is an M-dimensional measurement vector with 
NM   and  Φ  is NM   random matrix which 
represents the measurement process. typically 
)log(
K
N
KconstM  .  Substituting Eq.(1) into Eq.(2) we 
get: 
 
AfΦΨfyCS                                                            (3) 
 
where the sensing matrix A is typically full rank. For 
compressed sensing   Φ  and Ψmust exhibit the minimal 
coherence. In order to minimize coherence between the 
matrix pair  ΦΨ,  , a sensing (measurement matrix Φ ) 
is generally constructed random with random orthobases 
selected from independent and uniformly sampled unit 
random sphere [11]. 
 
       To obtain exact recovery, the rule of thumb is to apply 
incoherent sampling and taking measurements 4 times the 
sparsity level of the signal [11]. In this case, using 
appropriate reconstruction algorithm the signal can be exact 
recovered. This fact is known as four-to-one practical rule.  
B. Reconstraction 
 
There is a variety of algorithms in literature to 
reconstruct the sparse signal from its compressed sampled 
set.  
 
The reconstruction problem can be cast as follows: 
Given the compressed sampled signal CSy  and the sensing 
matrix A  estimate the sparse signal f  within the class of 
interest such that Afy CS exactly or approximately. 
Reconstruction of compressed sensing signal relies on the 
sparsity property of the signal f .  
  
The  first  set of algorithms is based on  the 0l  norm, 
i.e. 
0
.  and its variants as a measure of sparsity. The 0l  
norm of a vector is defined as the number of nonzero 
entries in this vector norm-zero defined.  The recovery 
algorithm can be directly represented as 0l  norm 
minimization problem: 
0f
fargminf ˆ  
   Subject to 
Afy CS                                                                 (4) 
 
Solving (4) relies on an exhaustive search. The 
objective function 
0
. is no convex and hence (4) is very 
difficult to solve. An alternative to the 0l  norm used in (4) 
is to use the 1l  norm defined as 


N
1n
1
f(n)f . The 
resulting adaptation of (4), known as basis pursuit (BP) [12] 
is formally defined as:  
1
minargˆ ff f  
Subject to        
Afy CS                                                                 (5) 
Since  the  1l   norm  is  convex,  (5)  can  be  seen  as  a  
convex  relaxation  of  (4).  Thanks to the convexity, this 
algorithm can be implemented as a linear program, making 
its computational complexity polynomial in the signal 
length. To solve problem (5) we used CVX, a package for 
specifying and solving convex programs [13],[14]. 
 
 Another family of algorithms is the greedy algorithms, 
such that Orthogonal Matching Pursuit (OMP)[15], 
stagewise Orthogonal Matching Pursuit (StOMP)[16], 
CoSaMp[17]. The third approach is   combinatorial   
algorithms which combined both chaining pursuit and HHS 
(Heavy Hitters on Steroids) pursuit [18],[19].  
 
In This paper we have employed both reconstruction 
algorithm Greedy algorithm (OMP) and convex relaxation 
(CVX). The Orthogonal Matching Pursuit (OMP) can be 
explained in the next flow chart as in Fig.1 [15].  Where t  
the number of iterations, K  is the sparsity level of the 
signal, A is sensing matrix and N , M   is the length of 
signal and measurements respectively.  
 
The major advantages Orthogonal Matching Pursuit  
(OMP) are its ease of implementation and its speed. The 
running time of the OMP algorithm is dominated by Step 2, 
whose total cost is )(KNMO at iteration t , the least-
squares problem can be solved with marginal cost 
)(tMO .To do so, we maintain a QR factorization of tA . 
III. SPARSE FAST FOURIER TRANSFORM (SFFT) 
The Fast Fourier Transform (FFT) is one of the most 
successful transforms, mainly thanks to its efficient 
structure.  FFT, basically, computes the Discrete Fourier 
Transform (DFT) of an N -dimensional signal in 
)log( NNO time. The FFT algorithm plays a central role 
in several application areas, including signal processing and 
audio/image/video compression.  It is also a fundamental 
subroutine in integer multiplication and encoding/decoding 
of error-correcting codes [10]. 
 
 
 
 
Figure 1. FLOW Chart for OMP 
 
         
SFFT is a sub-linear algorithm for searching sparse 
signals in Fourier transform domain for the largest 
coefficient in magnitude. The main advantage of this 
algorithm is its simplicity. The algorithm has a simple 
structure, which leads to efficient runtime. Typically case 
of N  a power of 2 is )log(log NNkNO . 
The  idea  behind  the  algorithm  is  binning  the  
Fourier coefficients  into  a  small  number  of  buckets.    
Since  the signal  is  sparse  in  the  frequency  domain,  
each  bucket  is likely to have only one large coefficient, 
which can then be  located  (to  find  its  position)  and  
estimated  (to  find  its value).  For the algorithm to be sub-
linear, the binning has to be done in sub-linear time. To 
achieve  this  goal, these algorithms  bin  the  Fourier  
coefficient  using  an   N  -dimensional  filter  vector  
(Gaussian  function  with  Dolph- chybyshev  function)  G 
that  is  concentrated  both  in  time and frequency [10]. 
Once a  large  coefficients  is  isolated  in a bucket, one 
needs to identify its frequency.  In contrast to past work 
which typically uses binary search for this task, 
Specifically, we simply select the set of “large” bins which  
are   likely   to   contain   large   coefficients,   and   directly 
estimate all frequencies in those bins. 
 
     In fact, by choosing only the largest K coefficients in the 
frequency domain, the sparse FFT can be represent as a 
special case of compressed sensing where the sparse K 
vector long signal. 
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The matrix A has one in each row corresponding to the 
index of the non-zero coefficient sampled from the sparse 
vector of the alleged N-point FFT. 
 
     The Matrix A in this case is adaptive to the specific 
signal content. In this case, the recovery process reduces to 
extracting the location of the non-zero (index) elements in 
the matrix A and use them to order the sparse K signal, 
embed zeros in the other locations and perform inverse 
FFT. 
 
     Consequently, the recovery process of the family of 
Sparse FFT based compression is considerably simpler than 
that of the compressed sensing case. 
 
      Another obvious advantage is that by deciding on the 
sparse coefficients beforehand, the number of sampled and 
transmitted frequency domain signal is optimized to either 
produce the lowest number of coefficients possible or to 
adapt the quality of the reconstructed signal (if the original 
signal is not perfectly sparse in the frequency domain, i.e. 
contains non-trivial frequency coefficients larger than K). 
On the other hand, the compressed sensing has to sample 
larger set of coefficients. 
 
        On the other hand, the SFFT requires the knowledge 
of the indices of the sparse frequency bins in order to 
reconstruct the signal. This is contrary to the CS framework 
that utilizes a universal sensing matrix known at both the 
encoder and decoder sides. In the following section we 
propose an innovative way to embed the indices in the 
extracted largest frequency bins to relax the need for extra 
coded values.  
IV. AUDIO COMPRESSION METHODOLOGY 
 In this section we present the audio compression 
framework for both the compressive sensing based 
approach and the proposed application of  SFFT.  
The compressed sensing compression of audio signals 
and its respective reconstruction scheme is shown in Fig.2. 
First, the audio signal is divided into sequence of fixed 
length frames in the time domain. Each frame is 
transformed to the frequency domain using one of three 
tested transform domains, namely, wavelet transform, 
discrete cosine transform (DCT) and FFT.  The step 
following the transform is applying the sensing (chosen to 
be random Gaussian matrix) to compress each frame by the 
pre-assigned ratio.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.Audio signals compressed and reconstruction based on 
compressed sensing 
 
At the decoder side, the recovery of the original signal 
from the sparse coefficients is done using either the OMP 
algorithm or the convex relaxation package. Finally, the 
recovered frequency domain signal is transformed back to 
the original time-domain representation using the adequate 
inverse transform.  
 
Similar approach is proposed for the Sparse Fast 
Fourier Transform (SFFT) approach. The main difference, 
however, is that the transform applied to the signal is the 
FFT transform only and the choice of the sparse 
coefficients is done based on the intrinsic properties of the 
audio signal through locating the samples with the highest 
power content and their indices. It is worth noting that both 
the sparse samples and the coefficients need to be 
transmitted to the decoder side in order to recover the 
original signal. Steps as follow. 
 
1- Dividing the audio signals into frames. 
2- Apply the SFFT algorithm to extract K-largest 
coefficients of the signal in the frequency domain. 
3- At the receiver side, using the location of K-largest 
coefficient and their coefficient values we 
reconstruct the received frames by placing the K-
largest coefficient in the specified location and the 
rest values of the frame sets to zero. 
4- Performing inverse fast Fourier transform to find 
time domain for each frame, then collecting these 
frame to reconstruct the audio signal. 
5- Comparing the recovered audio signal with the 
original audio signal to determine the percentage of 
the error. 
 
SFFT chooses large k- coefficients from the 
transformed signal and estimate their values and locations 
(indices). Then we transmit the coefficient values and their 
locations. This will needs more bits to represent the 
transmitted signal. To solve this problem we embedded the 
indices bits into the fractional part of transmitted 
coefficients. The fraction part and index is represented by 
n-bits. We choose only half of bits to represent the 
fractional part and we embedded the index bits into the 
least significant bits of fractional part bits (instead of 
representation of the fraction part by n bits, it is represented 
by (n/2) bit and the rest bits are the index bits). At the 
receiver we collect the locations of non-zero coefficients 
again. Transmitting the locations of non-zero coefficients 
will produce enhancement in the quality of reconstructed 
signal due to the knowledge of their locations. SFFT 
receiver is simpler than compressed sensing because it just 
needs the location of largest coefficients to construct the 
original signal and doing the inverse FFT on the transmitted 
coefficients. 
V. SIMULATION RESULTS AND ANALYSIS  
 
In this section we present the use of discrete wavelet 
transform (DWT), DCT and DFT in order to obtain sparse 
representation of our audio signal in frequency domain 
.also this section presents the use of SFFT algorithm to 
compress audio signal. 
 
The test audio signal is a 15 second music piece and 
sampled at rate 44100 samples/s  [20], the resulting samples 
are divides into frames and each frames contain 1024 
samples. By applying Wavelet, DCT and DFT we obtain a 
sparse representation of music signal frames. Fig.3 shows 
the time domain and the frequency domain for the original 
signal. 
 
 
The performance of CS and SFFT are evaluated by 
calculating the similarity measures [21]. 
2
2
E
eSimilarity                                                        (6) 
Where 
2e  is the matrix error given by
2
xˆx , 
2E is
2
x . x  is the original signal and xˆ  is recovered 
signal. 
 
Table 1. shows different similarity values for CS scheme 
and SFFT approach for different compression ratio C/R. 
also reconstruction time are shown in table 2.the 
simulations are running on Dell work-station with  a 
processor core i7 @ 2.8 GHZ. 
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Figure 3.Audio signals (a) Time domain (b) Frequency Domain   
TABLE 1. SIMILARITY VALUES BETWEEN ORIGINAL AND RECOVERED 
AUDIO SIGNAL 
C/R Recovery 
algorithm  
CS SFFT 
Embedded 
index 
DWT DCT DFT 
20 % OMP 0.448 0.2461 0.0798 0.00009 
CVX 0.019 0.0033 0.0197 
50 % OMP 0.537 0.292 0.2082 0.00063 
CVX 0.1125 0.0418 0.0843 
60 % OMP 0.6068 0.3953 0.3795 0.0013 
CVX 0.2325 0.1281 0.1634 
66 % OMP .6966 0.5324 0.5577 0.0017 
CVX 0.3202 0.1916 0.2391 
75 % OMP 0.8641 0.7101 0.7310 0.0034 
CVX 0.5683 0.3709 0.4156 
80 % OMP 0.9248 0.8542 0.8678 0.005 
CVX 0.7471 0.6676 0.6955 
83 % OMP 1.0128 0.8934 0.9083 0.0078 
CVX 0.8534 0.6828 0.7287 
TABLE 2. RECONSTRUCTION TIME FOR  CS AND SFFT IN SECONDS 
C/R Recovery 
algorithm  
CS SFFT  
Embedded 
index 
DWT DCT DFT 
20 % OMP 0.0084 0.0084 0.0373 0.00028 
CVX 5.2525 5.3539 5.3857 
50 % OMP 0.0091 0.0088 0.0298 0.000261 
CVX 5.547 5.5919 5.6167 
60 % OMP 0.0084 0.0084 0.0209 0.00016 
CVX 5.2963 5.33393 5.3171 
66 % OMP 0.0096 0.0088 0.016 0.00017 
CVX 5.4909 5.5039 5.4685 
75 % OMP 0.0083 0.0083 0.0151 0.000153 
CVX 5.3673 5.3699 5.3337 
80 % OMP 0.009 0.0084 0.01 0.000124 
CVX 5.4727 5.4627 5.4446 
83 % OMP 0.0082 0.0084 0.0096 0.000136 
CVX 5.4911 5.4863 5.4752 
 
      From   table 1 shows   that   SFFT   has   better  
performance  than  CS  .SFFT  has  lower  similarity values 
which means lower error values between the original signal 
and  the  recovered  signal  comparing  with CS  at different 
compression ratio. Table   2  show   that   SFFT   has   
lower   reconstruction time required to recover the original 
signal compares to CS for all compression ratios.   
 
       The second test is providing the same number of bits at 
the coder output and evaluating the performance of CS and 
SFFT approach .in this test we choose three  different 
values (3264, 5568, 8192 )bits. Table 3 and 4 show the 
similarity values and reconstruction time respectively. It is 
obvious from this table the performance of SFFT approach 
has better performance in both signal quality and 
reconstruction time.   
TABLE 3. SIMILARITY VALUES BETWEEN ORIGINAL AND RECOVERED 
AUDIO SIGNAL FOR DIFFERENT NUMBER OF BITS 
C/R Recovery 
algorithm  
CS SFFT 
Embedded 
index 
DWT DCT DFT 
3264 
 
OMP 0.9248 0.8542 0.8678 0.1999 
CVX 0.7471 0.6676 0.6955 
5568 OMP 0.6966 0.5324 0.5577 0.0136 
CVX 0.3202 0.1916 0.2391 
8192 OMP 0.537 0.292 0.2082 0.0068 
CVX 0.1125 0.0418 0.0843 
TABLE4. RECONSTRUCTION TIME FOR  CS AND SFFT 
C/R Recovery 
algorithm  
CS SFFT 
Embedded 
index 
DWT DCT DFT 
3264 
 
OMP 0.009 0.0084 0.01 0.00013 
CVX 5.4727 5.4627 5.4446 
5568 OMP 0.0096 0.0088 0.016 0.00049 
CVX 5.4909 5.5039 5.4685 
8192 OMP 0.0091 0.0088 0.0298 0.00025 
CVX 5.547 5.5919 5.6167 
 
The results above indicate the performance gain 
achieved in signal reconstruction by taking the signal 
content into consideration. We can generalize the above 
results to other types of signals. Among sparse signal 
processing techniques, the compressed sensing provides a 
valuable option for sparse signal acquisition especially if 
low complexity is required at the acquisition. An example 
of the applications where the universality of compressed 
sensing is sensor nodes acquiring and encoding sparse data. 
And another application, the compressed sensing can be 
used in spectrum sensing to reduce the complexity of 
sampling process of the spectrum.  In other situation Sparse 
FFT might be the more appealing choice. For example, if 
the signal is to be processed in the FFT domain and 
accurate estimation of the K largest coefficients is 
necessary, Sparse FFT should be manipulated for these 
types of applications. Another venture of application is 
when the reconstruction of FFT sparse signal is required to 
be lower in complexity or the bit rate is required to be 
optimized, while the encoder side can afford more 
complexity.  Applications targeting better quality of the 
reconstructed FFT sparse signals are also another venture of 
application for the SFFT algorithm.  
VI. CONCLUSION  
In this paper we present an index embedded SFFT-
based framework to compress audio signal and comparing 
the results with compressed sensing results to assess the 
suitability of SFFT to compress audio signal. Simulation 
results show that SFFT-based framework outperforms the 
CS-based approach in signal quality. From the simulation 
results SFFT based approach has lower reconstruction time 
than CS based approach which makes it suitable for real 
time applications requiring lower complexity at the decoder 
side. The performance gain of the proposed framework 
justifies the need for new class of sensing matrices for the 
compressed sensing taking into account the intrinsic 
properties of the sparse signal like the perceptual effect of 
the signal content and a better prediction of the locations of 
zeros in the sparse signal.  
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