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Summary:Adaptive nite element methods for the solution of partial dierential equations requireeective methods of mesh re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21 EinleitungBeim Auftreten von Grenzschichten und Singularitaten der Losung, insbesondere wenn sichdiese im Rahmen instationarer Probleme noch mit der Zeit bewegen, sind adaptive Netzge-neratoren fur die FEM wunschenswert. In Kombination mit Fehlerschatzern und mit einergeeigneten Fehlerreduzierungsstrategie kann dann durch schrittweise bessere Anpassung desNetzes an die Losung der Fehler der FEM-Naherungslosung bis unter eine vorgegebeneSchranke verringert werden, vgl. zum Beispiel Leinen [5] oder Rude [7].Werden moderne Multilevel-Vorkonditionierungen fur die schnelle iterative Auosung derentsprechenden FEM-Gleichungssysteme eingesetzt, zum Beispiel die hierarchische Vorkon-ditionierung nach Yserentant [9], die BPX-Vorkonditionierung [1] oder auch Multigrid-Verfahren, so ist uberdies eine hierarchische Netzstruktur notwendig. Bei Erzeugung der-selben durch einfachste lokale Verfeinerungstechniken (wie die Zerlegung eines Dreiecks-elementes in vier kongruente Teildreiecke) konnen irregulare Knoten (hanging nodes) unddamit irregulare Netze entstehen. Entsprechende Programme benutzen deshalb oft nurgleichmaig uber einem Grobnetz erzeugte Netzhierarchien oder ungleichmaige hierarchi-sche Netzstrukturen, bei denen durch zusatzliche Abschlieungsoperationen der durch dieirregularen Knoten gestorte regulare Charakter des Netzes wiederhergestellt wird, wie etwaauch in [5], [7].Als Alternative dazu kann eine Vorgehensweise benutzt werden, die das Vorhandensein vonirregularen Knoten im Netz als "normal\ akzeptiert. Der Erzeugung einer Hierarchie vonBasisfunktionen wird die Prioritat eingeraumt vor der Erzeugung eines regularen Netzes, beidem Elemente nur einzelne Netzknoten oder ganze Kanten gemeinsam haben. Auch mussenKnoten des Netzes nicht unbedingt Basisfunktionen zugeordnet werden. Die hierarchischeStruktur der FEM-Basis wird durch { moglicherweise ungleichmaige { hierarchische Ver-feinerung der Kanten eines regularen Netzes erzeugt und kann zur Adaption der Losunggenutzt werden. Die Entartung des Netzes durch irregulare Knoten wird nicht als patho-logischer Fall angesehen, fur den im Rahmen der klassischen Technik Sondermanahmenergrien werden mussen, sondern als der Normalfall ungleichmaiger Hierarchien. Dieseralternative Weg wird aus Sicht der FEM in der Literatur nur wenig behandelt.Gegenstand der vorliegenden Arbeit ist deshalb eine FEM-Technologie der Nutzung irre-gularer hierarchischer Dreiecksnetze im adaptiven Losungsproze. Diese beinhaltet denAufbau und die dynamische Verwaltung der Datenstrukturen des Netzes, die Algorith-men des Netzumbaus bei schrittweiser Anpassung des Netzes an die Losung sowie die sichvon der ublichen Assemblierung etwas unterscheidende Technik zur Erzeugung des FEM-Gleichungssystems.Die Untersuchungen erfolgen unter der Voraussetzung, da beim Netzumbau bekannt ist,wo eine Verfeinerung oder Vergroberung des Netzes erfolgen soll. Die Problematik derFehlerschatzer und Fehlersteuerung wird in dieser Arbeit somit ausgeklammert, wobei dieVerwendung der hierarchischen Fehlerschatzer vonVerfurth [8] aus Sicht der hier betrach-teten Datenstrukturen und Algorithmen naheliegend und deshalb im weiteren beabsichtigtist. Im folgenden werden nur Dreieckselemente betrachtet, was aber keine Einschrankungvon prinzipieller Bedeutung darstellt.
3Im Hintergrund stehend, wird auch die Parallelisierung der Algorithmen auf einem MIMD-Parallelrechner mit verteiltem Speicher und Kommunikation uber Botschaftenaustausch insAuge gefat. Fur die Parallelisierung durch Datenaufteilung mittels nichtuberlappenderGebietszerlegung, vgl. etwa [6], [4], [2], [3], ergeben sich keine wesentlich neuen Aspekte.Entsprechende Gesichtspunkte der Realisierung sind unmittelbar in den Text eingearbeitet.Die Darstellungen beziehen sich im wesentlichen auf elliptische Probleme zweiter Ordnungund sind auf entsprechende instationare Aufgaben ubertragbar. An einigen Stellen sindjedoch auch Hinweise fur die Anwendung bei Stromungsproblemen eingearbeitet, d.h. dieBehandlung des Paares Geschwindigkeit { Druck.2 GrundkonzeptAusgangspunkt und damit Hierarchielevel 0 ist ein regulares Netz, mit dem bereits dieGeometrie des Problemgebietes erfat werde und das im Falle der Nutzung eines MIMD-Parallelrechners schon auf die Prozessoren aufgeteilt sei. Dieses Netz werde als Hauptnetzbezeichnet. Es stellt bei allen Netzveranderungen den stationaren Netzanteil dar, Verfeine-rungen werden vom Hauptnetz aus hierarchisch durchgefuhrt, Vergroberungen konnen nichtweiter als bis zum Level des Hauptnetzes gehen. Die auf das Hauptnetz aufgesetzten, lo-kal moglicherweise unterschiedlich tief gestaelten Hierarchielevel bilden als Zusatznetz dendynamischen Netzanteil, der adaptiv gesteuert werden kann.
Abbildung 1: Hauptnetz (Level 0) und Hauptnetz mit 2 Levels ZusatznetzDas Hauptnetz selbst kann mittels eines anderen Netzgenerators aus einem Urnetz erzeugtund parallelisiert worden sein. Ist dabei bereits eine kantenorientierte Knotenhierarchieentstanden, wird diese im weiteren fur die hierarchische Vorkonditionierung mit in die ent-sprechende Datenstruktur eingebaut.
4Die Grundmoduln der Verfeinerung bzw. Vergroberung des Netzes realisieren jeweils einenLauf uber samtliche Elemente, bei dem lokal die Hierarchie maximal um ein Level auf-bzw. abgebaut werden kann.Lokale Verfeinerung und Vergroberung des Netzes werden uber kantenorientierte Kriteriengesteuert. Es wird jeweils entschieden, ob auf einer aktivierbaren (d.h. zulassigen) Kanteeine neue, demKantenmittelpunkt zugeordnete Basisfunktion eingefuhrt werden soll bzw. obumgekehrt eine solche Entscheidung wieder ruckgangig zu machen ist. Aktivierbarkeit ei-ner Kante bedeutet dabei, da ihren beiden Endpunkten bereits Basisfunktionen zugeord-net wurden (die ublichen Hutchenfunktionen bei der Verwendung linearer Elemente). Dieneue Basisfunktion wird aus dem nachsthoheren Hierarchielevel mit entsprechend kleineremTrager gewahlt. Die alleinige Verwendung aktivierbarer Kanten fur den Ausbau der Ba-sis ermoglicht die Anwendbarkeit kantenorientierter Kriterien sowie eine einfache levelweisefaktorisierte Transformation aus der hierarchischen Basis in die FEM-Basis.Bei Einfuhrung der neuen Basisfunktion wird aus dem Kantenmittelpunkt ein Netzknotenmit zugeordneter Basisfunktion (aktiver Knoten), aus beiden Teilkanten werden deshalbwieder aktivierbare Kanten. Diese konnen in spateren Laufen durch aktive Knoten weiterunterteilt werden. Wird aus dem Kantenmittelpunkt der aktivierbaren Kante bei der ak-tuellen Verfeinerung kein aktiver Knoten, weil das Verfeinerungskriterium nicht erfullt ist,kann die Verfeinerung auf dieser Kante bei einem spateren Verfeinerungslauf erneut versuchtwerden, falls die Kante dann noch aktivierbar ist.Von den Dreiecken werden genau diejenigen verfeinert, auf deren Kanten mindestens eineneue Basisfunktion eingefuhrt wurde. Sie werden durch Verbindung der Kantenmittelpunktein vier kongruente Teildreiecke zerlegt. Dabei konnen auch Eckknoten entstehen, die keineBasisfunktion tragen (passive Knoten). Bei mehreren Verfeinerungslaufen uber alle Ele-mente ergeben sich somit im allgemeinen ungleichmaige Elemente- und Kantenhierarchien.3 Die Hierarchien und ihre Datenstrukturen3.1 Die ElementehierarchieDie primar erzeugte Hierarchie ist die Hierarchie der Elemente, hier als Dreiecke angenom-men. Jedes Element des Hauptnetzes erzeugt bei hierarchischer Verfeinerung einen Ele-mentebaum. Bei dynamischer Adaptivitat mu dieser auf- und abbaubar sein und deshalbals doppelt verkettete Liste gespeichert werden, bezeichnet als hierarchische ElementelisteHiEl. Jede Zeile von HiEl reprasentiert ein Element. Auer den Hauptelementen, denElementen des Hauptnetzes, besitzt jedes Element genau einen Vater und, wenn uberhauptvorhanden, vier Sohne. Die Sohne werden entsprechend dem Schema von Abb.1 geordnet.Die Blatter der Elementebaume werden als aktuelle Elemente bezeichnet und in der Listeder aktuellen Elemente Elem genauer beschrieben. Uber diese Liste laufen Verfeinerungs-und Vergroberungszyklen des Netzes sowie die Assemblierung der Steigkeitsmatrix. ImDetail sind die Listen wie folgt aufgebaut.
5Die hierarchische Elementeliste HiElDimension HiEl(5,NELX)Bedeutung des Zeilenindex IEL ElementnummerZeilenindex IEL=NELX maximal mogliche ElementnummerAnordnung der Listenelemente S1 S2 S3 S4 V in jeder ZeileBedeutung von S1 Elementnummer des Sohnes S1Bedeutung von S2 Elementnummer des Sohnes S2Bedeutung von S3 Elementnummer des Sohnes S3Bedeutung von S4 Elementnummer des Sohnes S4Bedeutung von V Elementnummer des VatersBesonderheiten:S1=0, S4=I>0 aktuelles Element, hat Index I in ElemS4=0, S1=PT>0 Lucke, die Zeile reprasentiert kein Element,PT ist Zeiger auf vorhergehende LuckeV=0 Hauptelement, kein VaterAnzahl NELH Anzahl der HauptelementeIELNELH Zeilen der Hauptelemente
u u uu uu TTTTTTTTTTTTTTS1 S2S4S3N1 N2N4N6 N5N3Abbildung 2: Numerierungsschema fur die Sohn-Elemente und Knoten der DreieckeDie Elemente behalten ihre Nummer, d.h. ihren Platz in HiEl, wahrend der gesamten Zeitihrer Existenz. Bei Ruckbau der Hierarchie entstehen Lucken. Diese werden als TeillistevonHiElmit einfacher Verkettung uber einen Pointer verwaltet. Die Hauptelemente stehenluckenlos auf den ersten NELH Zeilen des Feldes.Die Liste der aktuellen Elemente ElemEine genauere Beschreibung der Elemente erfolgt nur fur die jeweils aktuellen Elemente inder Liste Elem. Die Beschreibung besteht dann aus der fur Netzgenerierung, Netzumbauund Matrixassemblierung notwendigen Element-Information ElInfo, die zum Beispiel die
6zugehorigen Knotennummern, Kantennummern und den Elementtyp enthalten kann, undder Elementnummer IEL als Verweis auf den Platz in der hierarchischen ElementelisteHiEl.Die Element-Information der Sohne mu sich aus der Element-Information des Vaterelemen-tes erzeugen lassen, umgekehrt mu die Element-Information des Vaters bei Ruckbau derHierarchie aus der Element-Information der Sohne rekonstruierbar sein, und zwar moglichsteinfach, also ohne aufwendige Suchprozesse. Im Falle der hier benutzten Dreieckselementebestehe die Element-Information aus den Knotennummern der drei Eckknoten und der dreiKantenmittelknoten, die auch als Kantennummern (s.u.) verstanden werden konnen. BeiRuckbau der Hierarchie werden Lucken in Elem sofort mit der Eintragung des Vaters undverlagerten Eintragungen vom Ende der Liste aufgefullt.allgemein:Dimension Elem(dim(ElInfo)+1,NEL)Bedeutung des Zeilenindex I Listenplatz des aktuellen ElementesAnzahl NEL Gesamtzahl aktueller ElementeAnordnung der Listenelemente ElInfo IEL in jeder ZeileBedeutung von ElInfo Element-Information des aktuellen Elementes IELBedeutung von IEL Elementnummer des aktuellen Elementesspeziell: ElInfo = N1 N2 N3 N4 N5 N6Dimension Elem(7,NEL)Bedeutung des Zeilenindex I Listenplatz des aktuellen DreiecksAnzahl NEL Gesamtzahl aktueller DreieckeAnordnung der Listenelemente N1 N2 N3 N4 N5 N6 IEL in jeder ZeileBedeutung von N1, N2, N3 Nummern der Eckknoten von Dreieck IELBedeutung von N4, N5, N6 Nummern der Kantenmittelknoten von Dreieck IELBedeutung von IEL Elementnummer des aktuellen DreiecksErzeugung und Rekonstruktion der Element-InformationDie Element-Information wird nur fur die aktuellen Elemente gespeichert. Daraus sind beiErweiterung der Hierarchie die Element-Informationen der Sohne zu erzeugen bzw. es istbei Ruckbau der Hierarchie die Element-Information des Vaters zu rekonstruieren.Fur die angegebenen 6-Knoten-Dreieckselemente werde nachfolgendes Schema zur Erzeu-gung der Element-Informationen der Sohne benutzt. Wenn das Vater-Element V zerlegtwird und seine Knoten sowie seine vier Sohne wie in Abb. 2 numeriert sind, dann werdenbei den Sohnen die Knoten dem Schema entsprechend eingetragen. Die Nij bezeichnen dabeijeweils die Kantenmittelpunkte zwischen Ni und Nj, die als Knoten neu zu generieren sind.
7Elem(1,.) Elem(2,.) Elem(3,.) Elem(4,.) Elem(5,.) Elem(6,.) Elem(7,.)Vater:N1 N2 N3 N4 N5 N6 VSohne:N1 N4 N6 N14 N46 N61 S1N2 N5 N4 N25 N54 N42 S2N3 N6 N5 N36 N65 N53 S3N4 N5 N6 N54 N65 N46 S4Aus diesem Schema der erzeugten Element-Information der Sohne lat sich umgekehrt sofortdie Element-Information des Vaters ablesen. Dies ist die Liste der Knotennummern N1 bisN6, wenn nur die Sohne nach dem Schema von Abb. 2 numeriert und entsprechend in HiEleingetragen wurden.3.2 Die Knoten-/KantenhierarchieAus der Elementehierarchie wird eine Knoten- bzw. Kantenhierarchie erzeugt. Bei der Ver-feinerung eines Dreieckselementes in vier Teildreiecke werden einerseits die Seitenkantendes Dreiecks durch die Kantenmittelpunkte jeweils in zwei Teilkanten zerlegt, die beste-hende Kantenbaume fortsetzen. Wenn uberhaupt, besitzt eine Kante also genau zwei Sohnebzw. einen Vater. Andererseits entstehen als Verbindung von jeweils zwei Kantenmittel-punkten im Dreieck drei Wurzeln von neuen Kantenbaumen.Wird der Knoten N in der Kantenmitte mit der Kante selbst identiziert, ergibt sich eineweitgehende Isomorphie der Knoten- und der Kantenstruktur. Bei gleicher Numerierungsich entsprechender Knoten und Kanten ist durch die Kantenteilung die Nummer der Va-terkante, soweit vorhanden, immer mit der Knotennummer eines der beiden Endknotenidentisch, der als Vaterknoten V1 des Knotens N bezeichnet werde. Die Kante kann aberauch durch beide Endknoten beschrieben werden, wie es fur die hierarchische Vorkonditio-nierungstechnik zweckmaig ist. Der Vaterknoten bildet dann mit dem hinzukommendenEndknoten V2, gewissermaen der Mutter, ein Paar. Es werden auch beide als Vaterknotendes Kantenmittelknoten bezeichnet. Die beiden Endknoten V1, V2 gibt es auch an denWurzeln der Kantenbaume, fur die keine Vater im Sinne der Kantenstruktur existieren.Insofern ist die Knotenstruktur weiter ausgepragt als die Kantenstruktur.Die Knotenstruktur ist am unteren Ende um die Eckknoten der Hauptnetz-Dreiecke (Haupt-knoten) zu erweitern, die im Sinne der Isomorphie keine Kanten darstellen, sondern zusatz-liche Mutterknoten. Werden die Hauptknoten dem Knotenlevel 0 zugeordnet, so haben dieKantenmittelknoten des Hauptnetzes das Knotenlevel 1, wegen der Isomorphie zu den je-weiligen Kanten ist es also sinnvoll, das Kantenlevel der Hauptnetzkanten auf 1 festzulegen.
8Die hierarchische Knoten-/Kantenliste HiNoDie Knoten-/Kantenhierarchie wird durch die Liste HiNo reprasentiert. Am Anfang dieserListe in den ersten NNOH Zeilen stehen die Hauptknoten. Sie haben weder Vater nochSohne, weil sie im Rahmen der betrachteten Hierarchie keinen Kanten entsprechen. Sind siejedoch bereits mit einem anderen Netzgenerator als entsprechende hierarchische Strukturerzeugt worden, so konnen ihre Positionen V1 und V2 fur die hierarchische Vorkonditionie-rung mit den Vatern aus dieser Struktur belegt werden. Die Vorkonditionierung lauft dannuber mehr Levels als die Adaption.Alle Zeilen von HiNo, die nach denen der Hauptknoten stehen, entsprechen Kanten derHierarchie. Bei diesen ist nur der Vater V1 auch Vater im Sinne der Kantenstruktur undauch das gilt nur, solange es sich nicht um eine Wurzelkante handelt. Andererseits ist V2immer nur Vater im Sinne der Knotenstruktur (Mutter), auf Wurzelkanten gilt dies auch furV1. Die Sohne S1, S2 sind immer im Sinne der Kantenstruktur zu verstehen. Dabei werdendie Endknoten den Kanten dadurch eindeutig zugeordnet, da per denitionem S1 die aufder Seite von V1 gelegene Teilkante von Kante N0 ist. S1 besitzt somit die VaterknotenV1(S1)=N0, V2(S1)=V1, S2 die Vaterknoten V1(S2)=N0, V2(S2)=V2.Dimension HiNo(6,NNO)Bedeutung des Zeilenindex I Listenplatz des Knotens / der Kante N0Anzahl NNO Gesamtzahl von Knoten (aktive und passive)Ordnungsprinzip Vaterkante steht vor SohnkanteAnordnung der Listenelemente N0 V1 V2 S1 S2 TV in jeder ZeileBedeutung von N0 Knotennummer,ggf. auch KantennummerBedeutung von V1 Knotennummer von Vater 1,ggf. Vater-KantennummerBedeutung von V2 Knotennummer von Vater 2,ggf. Mutter-KnotennummerBedeutung von S1 Kantennummer des Sohnes 1 (V1 ist Endknoten)Bedeutung von S2 Kantennummer des Sohnes 2 (V2 ist Endknoten)Bedeutung von TV Teilverhaltnis (Knoten N0 nicht in Kantenmitte)Besonderheiten:N0=0 Lucke (vor Zusammenschieben)Anzahl NNOH Anzahl der HauptknotenINNOH Zeilen der HauptknotenI>NNOH Zeilen der Kantenmittelknoten bzw. KantenI>NNOH, S1=0 Kante besitzt keine SohneDie beim Ruckbau der Hierarchie in HiNo entstehenden Lucken werden zunachst durchN0=0 markiert und mussen dann durch Zusammenschieben der Liste von hinten nach vornbeseitigt werden, damit das Ordnungsprinzip der Liste "Vater steht vor Sohn\ nicht durch-brochen wird. Dieses Ordnungsprinzip sichert die korrekte, levelweise Basistransformationin der hierarchischen Vorkonditionierung ab.
9Die Knotenliste NodeFur die Beschreibung der aktuellen Elemente werden samtliche Knoten mit ihren Lage-Informationen benotigt, sowohl aktive als auch passive. In der Liste Node wird jedemKnoten eine Zeile zugeordnet. In dieser stehen zuerst die Koordinaten des Knotens, danachein Anzeiger, dessen einzelne Bits oder Bit-Kombinationen das Vorhandensein bestimmterEigenschaften im Knoten markieren und dann ein Zeiger fur die Einordnung des Knotensbzw. der zugehorigen Kante in HiNo. Als letztes folgt eine Zahl, die zur Unterscheidungaktiver Knoten (positiv) und passiver Knoten (negativ) dient und die fur aktive Knoten dieNummer in einer (gedachten) Liste darstellt, die nur aus den aktiven Knoten besteht (furdie Vektoren der Unbekannten und der rechten Seiten im FEM-Gleichungssystem).Dimension Node(5,NNOX)Bedeutung des Zeilenindex INO KnotennummerZeilenindex INO=NNOX maximal mogliche KnotennummerAnordnung der Listenelemente XN YN IANZ IHI IANO in jeder ZeileBedeutung von XN x-Koordinate des KnotensBedeutung von YN y-Koordinate des KnotensBedeutung von IANZ Anzeiger, seine Bits markieren EigenschaftenBedeutung von IHI Zeiger auf Platz des Knotens in HiNo bzw.Zeiger auf die der Lucke vorhergehende LuckeBedeutung von IANO Nummer als aktiver KnotenBesonderheiten:NNCX maximal mogliche KoppelknotenanzahlINONNCX KoppelknotenINO>NNCX Knoten, aber kein KoppelknotenIANO > 0 Markierung als aktiver Knoten, zeitweiseNummer in (gedachter) Liste der aktiven Knoten,IANO < 0 Markierung als passiver KnotenIANO = 0 Lucke, die Zeile reprasentiert keinen KnotenIANZ, Bit 29 = 1 nur Geschwindigkeitsknoten, kein DruckDie bei der Parallelisierung auftretenden Koppelknoten werden im vorderen Bereich vonNode in den Zeilen von 1 bis NNCX untergebracht, fur die anderen Knoten stehen dieZeilen oberhalb NNCX zur Verfugung.Auch die Knoten behalten ihre Nummer, d.h. ihren Platz in Node, wahrend der gesamtenZeit ihrer Existenz, weil andernfalls unangenehme Umnumerierungen inHiNo undElemdieFolge waren. Die beim Ruckbau der Hierarchie entstehenden Lucken werden wie bei HiElals Teillisten von Node mit einfacher Verkettung uber einen Pointer verwaltet, getrenntnach Koppelknoten-Lucken und ubrigen.Die Numerierung aktiver Knoten entsprechend einer gedachten luckenlose Liste aller aktivenKnoten kann durch Herauslassen der Lucken und passiven Knoten aus Node und anschlie-endes Zusammenschieben der Liste von hinten nach vorn erfolgen. Bei diesem Vorgehenstehen die Koppelknoten dann am Anfang der Liste der aktiven Knoten.
103.3 Die Verwaltung der DatenstrukturenDie lokale Erweiterung bzw. der entsprechende Ruckbau der Hierarchien im Verlaufe desAdaptionsprozesses fuhren zur Erweiterung der Datenstrukturen bzw. zum Entstehen vonLucken in ihnen. Das Vorgehen ist fur die einzelnen Strukturen spezisch und von ihrerRolle in den Teilalgorithmen abhangig, von denen insbesondere zu berucksichtigen sind: Untersuchung der notwendigen Feinheit der Kanten mittels Fehlerschatzern (Zyklusuber HiNo), Verfeinerung oder Vergroberung des Netzes (Zyklen uber Elem), Assemblieren der Steigkeitsmatrix fur alle Knoten (Zyklus uber Elem), Bereinigen der Steigkeitsmatrix von Lucken und passiven Knoten (Zyklen uberHiNound Node), Komprimieren von Vektoren (Unbekannte, rechte Seiten) durch Entfernen von Luckenund Werten in passiven Knoten, entsprechend auch Expandieren (Zyklen uber Nodeund HiNo), hierarchische Vorkonditionierung (Zyklen uber HiNo), Netz- und Losungsdarstellungen (Zyklen uber Elem).Wahrend die Algorithmen beim Durchlaufen von Elem und Node die Beliebigkeit derAnordnung der Zeilen der Liste zulassen, ist beim Durchlaufen von HiNo in den meistenFallen das Ordnungsprinzip "Vaterkante steht vor Sohnkante\ im Zusammenhang mit demDurchlaufsinn (Liste vorwarts oder ruckwarts durchlaufen) von grundlegender Bedeutungfur die korrekte Durchfuhrung des Algorithmus und mu auch beim Schlieen von Luckengewahrt bleiben.Weiterhin besteht aus Sicht der Eektivitat der Verwaltung der Listen die Forderung, dadie Basisobjekte der Listen, die Elemente und Knoten, nicht standig ihre Nummern anderndurfen, was andernfalls zu aufwendigen Umnumerierungen fuhren wurde, zum Teil verbun-den mit Suchprozessen.Aus diesen Gesichtspunkten heraus ergeben sich die nachfolgenden Festlegungen fur dieListenverwaltung.HiEl: Der Index reprasentiert die Elementnummer, die stabil zu halten ist. Deshalb werdenbeim lokalen Ruckbau der Hierarchie entstehende Lucken nicht durch Umspeicherngefullt, sondern markiert (S4=0). Der entsprechende Index IEL der Lucke wird in einePointervariable FreeHiEl eingetragen, nachdem der vorhergehende Wert des Pointersin der Lucke IEL auf S1 abgelegt wurde. Somit entsteht inHiEl eine einfach verketteteTeilliste von Lucken, die uber den Pointer zuganglich ist. Zu Beginn besteht dieseTeilliste aus allen Zeilen von HiEl oberhalb der Hauptelemente bis zur letzten ZeileNELX einschlielich.
11Node: Der Index reprasentiert die Knotennummer. Auch diese ist stabil zu halten, es wirddeshalb ein analoges Konzept angewendet wie bei HiEl. Da jedoch die bei der Par-allelisierung auftretenden Koppelknoten fur verschiedene Vorkonditionierungen vonden ubrigen Knoten getrennt benotigt werden, wird Node in zwei getrennt verwal-tete Speicherbereiche aufgeteilt. Die Zeilen 1 bis NNCX stehen fur Koppelknotenzur Verfugung und werden mit dem Luckenpointer FreeNc verwaltet, in den ZeilenNNCX+1 bis NNOX durfen nur solche Knoten untergebracht werden, die keine Kop-pelknoten sind, der zugehorige Luckenpointer heit FreeNode. Die Lucken werdenmit IANO=0 markiert, der vorangegangene Wert der Pointervariablen wird auf IHIabgelegt. Zu Beginn sind die Hauptknoten entsprechend in beiden Bereichen einzu-tragen, die Reste beider Bereiche sind als Luckenlisten zu verketten.Elem: Da diese Liste relativ haug durchlaufen wird, ist es wunschenswert, standige Testsauf Vorliegen von Lucken zu vermeiden. Andererseits gibt es keinerlei Ordnungsanfor-derungen an die aktuellen Elemente. Es ist deshalb sinnvoll, neu entstehende aktuelleElemente sofort in neu entstandene Lucken einzufugen, uberzahlige aktuelle Elementeam Schlu der Liste abzuspeichern und uberzahlige Lucken gleich durch Umspeiche-rungen von aktuellen Elementen vom Ende der Liste zu fullen.HiNo: Diese Liste wird bei Anwendung der hierarchischen Vorkonditionierung besondershaug durchlaufen, so da Tests auf Lucken hier erst recht zu vermeiden sind. Da dasOrdnungsprinzip "Vater steht vor Sohn\ zu bewahren ist, durfen Lucken nicht einfachmit neuen Sohnen gefullt werden. Es empehlt sich deshalb, globalen Vergroberungs-und Verfeinerungslauf zu trennen. Nach jedem Vergroberungslauf, in dem Lucken ent-standen, ist dann die ListeHiNo von hinten nach vorn zusammenzuschieben, wodurchdie Ordnung nicht gestort wird. Die in einem Verfeinerungslauf neu entstehendenSohne sind an das Ende von HiNo zu speichern, wodurch die Ordnung auch wiedererhalten bleibt.4 Die Dynamik der Hierarchien4.1 Prinzipien und Organisation des Netzumbaus4.1.1 Der BasisumbauDas Ergebnis jedes Netzumbaues soll in Analogie zur gleichmaigen hierarchischen Vernet-zung eine kantenorientierte hierarchische FEM-Basis aus den ublichen stuckweise linearenFunktionen sein (Hutchenfunktionen). Kantenorientierte Hierarchie bedeute dabei, da denAusgangspunkt fur den schrittweisen Aufbau die ubliche FEM-Basis auf dem regularenHauptnetz bilde, das auf irgendeine Weise aus Dreiecken generiert worden sei, und da derelementare lokale Schritt des Ausbaus der Hierarchie nachfolgender Regel gehorche.
12Basis-Ausbauregel:Die Hinzunahme einer weiteren Basisfunktion ist nur moglich, indem zu zwei bereits vor-handenen, den Endpunkten einer Kante zugeordneten Basisfunktionen die dem Kantenmit-telpunkt zugeordnete Hutchenfunktion vom nachsthoheren Feinheits-Level hinzugefugt wird.Der lokale Abbau der Hierarchie ist die entsprechende Umkehrung dieses Vorgehens. Da zueinem Kantenmittelpunkt erst dann eine hierarchische Basisfunktion existieren darf, nach-dem auch zu beiden Endpunkten Basisfunktionen existieren, kann die zu einem Knotengehorende Basisfunktion auch nicht entfernt werden, solange vom Knoten noch eine Kanteausgeht, deren Mittelpunkt eine Basisfunktion zugeordnet ist. Damit mu der lokale Schrittdes Abbaus der Basishierarchie der folgenden Regel entsprechen.Basis-Abbauregel:Die Entfernung einer Basisfunktion ist nur moglich, wenn sie zu keinem Hauptknoten gehortund zu keinem Vaterknoten einer Kante, deren Mittelpunkt noch eine Basisfunktion zuge-ordnet ist.Wahrend die Zulassigkeitsbedingung fur den Basis-Ausbau ohne Kommunikation uberpruf-bar ist, da Koppelkanten immer mit allen ihren Knoten zu den jeweiligen Prozessorengehoren, wird zum Prufen der Zulassigkeit des Entfernens einer Basisfunktion auf demKoppelrand in der Regel Kommunikation notig sein.Die Entwicklung einer geeigneten Adaptionstechnik besteht nun darin, begrundet festzule-gen, in welchemUmfang, in welcher Reihenfolge und unter Einbeziehung welcher Losungsin-formationen elementare lokale Schritte zu denierten globalen Schritten des Basis-Umbauszusammengefat werden. Fur die Bestimmung eines tatsachlich die Losung adaptierendenAlgorithmus gibt es hier noch erheblichen Untersuchungsbedarf. Damit die Technologie derNetzgenerierung relativ unabhangig von der konkreten Adaptionsstrategie gestaltet werdenkann, werden die elementaren globalen Schritte des Basis-Umbaus so bestimmt, da in je-dem von ihnen ein lokaler Aus- oder Abbau der Basishierarchie hochstens um ein Levelerfolgt, wobei fur Ausbau und Abbau separate Moduln zur Verfugung stehen sollten. ImRahmen der Adaptionsstrategie konnen solche elementaren globalen Schritte dann auf un-terschiedliche Weise mit Neuberechnungen der Naherungslosung kombiniert werden, wofurwiederum eine theoretische Fundierung wunschenswert ist.4.1.2 Verfeinerungs- und VergroberungskriteriumFur die Moduln zur Realisierung eines elementaren globalen Netzumbau-Schrittes (Ver-feinerungsmodul und Vergoberungsmodul) wird die Existenz sowohl eines Kantenverfei-nerungskriteriums als auch eines Kantenvergroberungskriteriums vorausgesetzt. Fur jedeKante mit Basisfunktionen in beiden Endpunkten mu eindeutig und individuell entscheid-bar sein, ob sie zu verfeinern ist in dem Sinne, da dem Kantenmittelpunkt eine noch nichtzugeordnete Basisfunktion nun zugeordnet wird. Analog ist uber das Entfernen der Basis-funktion von der Kante mittels eines Kriteriums zu entscheiden, wenn dies entsprechend
13Basis-Abbauregel zulassig ist. Die Resultate beider Kriterien mussen dabei widerspruchs-frei sein. Die Entscheidung wird auf Grund einer auf der Kante bzw. in den Netzkno-ten denierten Bewertungsfunktion und eines Parameters getroen, uber den die Feinheitbzw. Grobheit des Netzes indirekt zu steuern ist. Bewertungsfunktionen konnen im Rahmenadaptiver Strategien zum Beispiel Fehlerschatzer sein, im Rahmen heuristischer Verfeine-rungstechniken auch Losungsiterierte oder Losungen von der vorangegangenen Zeitschichtoder aus solchen gebildete Funktionen. Auch mehrere Bewertungsfunktionen und Steuerpa-rameter in einem Kriterium sind denkbar, die Bewertungsfunktionen fur Verfeinerung undVergroberung mussen nicht die gleichen sein.Im weiteren werde vorausgesetzt, da Kantenvergroberungs- und Kantenverfeinerungskri-terium rein kantenorientiert wirken, d.h. nur unter Einbeziehung der Bewertungsfunktions-werte auf der Kante selbst. Bei Parallelisierung ist die Entscheidung uber Hinzu- oderFortnehmen von Basisfunktionen auf Kanten des Koppelrandes nach Prufung von derenZulassigkeit dann ohne weitere Kommunikation mit dem Nachbarprozessor moglich, wenndie Bewertungsfunktion in den Koppelknoten verfugbar ist. Bis dahin kann jedoch auchKommunikation zur Berechnung der Bewertungsfunktion selbst in den Koppelknoten erfor-derlich sein, etwa bei Benutzung von Residuen-Fehlerschatzern. Fuhren zum anderen Ent-scheidungen auf inneren Kanten eines Prozessor-Teilgebietes zur Verfeinerung/Vergroberungdes zugehorigen Elementes, so sind auch ggf. zum gleichen Element gehorende Koppelkantenzu verfeinern/vergrobern. Daruber ist der Nachbarprozessor zu informieren.Obige Kriterien konnten im einfachsten Fall wie folgt als Funktionen vereinbart werden:logical function ner (edge, func, tol)logical function coarser (edge, func, tol)wobei edge die Nummer der Kante bzw. ihres Mittelpunktes in HiNo darstellt, func denNamen der Bewertungsfunktion (als Vektor von Knotenpunktwerten vorliegend) und tolden Steuerparameter. Der Wert true der beiden Funktionen entspricht der Entscheidungfur Verfeinerung bzw. Vergroberung. Eine einfache heuristische Bedingung fur die Verfeine-rung konnte zum Beispiel das Uberschreiten einer Toleranzgrenze durch die absolute oderrelative Funktionsschwankung auf der Kante darstellen, fur die Vergroberung analog dasUnterschreiten, zum Beispiel:logical function ner (edge, func, tol)ner = false ; v1 = HiNo(2, edge) ; v2 = HiNo(3, edge)test = abs( func(v1) { func(v2) )if (test > tol) then ner = trueDenkbar ist auch, da Kantenvergroberungs- und Kantenverfeinerungskriterium element-orientiert arbeiten, da also die Entscheidung uber die Kante abhangig von den Informatio-nen getroen wird, die auf den beiden anliegenden Elementen zur Verfugung stehen. DerZugri auf diese Informationen ist jedoch nicht so einfach, da es sich nicht nur um aktuelleElemente handelt, andererseits erfordert die Entscheidung bei Parallelisierung einen Infor-mationsaustausch an den Koppelrandern. Diese Problematik kann auch in die Berechnungder Bewertungsfunktion verdrangt werden.
14Der Modul zum Netzausbau wird so strukturiert, da zunachst beim Durchlaufen der Kan-tenbaume (uber HiNo) die zur Hinzunahme einer Basisfunktion zulassigen Mittelknotenmarkiert werden, danach folgt bei einem Lauf uber Node in allen diesen zulassigen Knotendie Entscheidung uber die Aktivierung der Basisfunktion mittels des Kantenverfeinerungs-kriteriums. Das Aktivieren der Basisfunktion ist in dem Sinne zu verstehen, da die In-formation uber das Vorhandensein einer Basisfunktion im Kantenmittelpunkt aktualisiertwird. Der Modul zum Netzabbau enthalt analoge Schritte.4.1.3 Der Umbau von Elemente- und Knoten-/KantenhierarchieNach Abschlu der Entscheidungen uber die von Knoten zu entfernenden oder ihnen neuzuzuordnenden Basisfunktionen wird mit Laufen uber Elem die Elementehierarchie ent-sprechend aktualisiert, analog auch die Knoten-/Kantenhierarchie. Die Elementehierarchiemu dabei uber das folgende Prinzip mit der Hierarchie der Basisfunktionen verbunden sein:Genau dann, wenn mindestens einem Kantenmittelknoten des Dreieckselementes eine Ba-sisfunktion zugeordnet wird, ist das Element durch Verbindung der Kantenmitten in vierkongruente Teilelemente zu zerlegen.Dieses Prinzip fur den Umbau der Elementehierarchie ist einerseits darin begrundet, dadie neue Basisfunktion innerhalb des betrachteten Elementes auf eben diesen vier Teil-dreiecken jeweils linear ist, die Teildreiecke unter dem Gesichtspunkt der Bereitstellung vonInformationen also notwendige elementare Einheiten bilden, aus denen der Trager der neuenBasisfunktion dargestellt werden kann. Bei Nichtvorhandensein der Basisfunktionen zuden drei Kantenmittelknoten des Elementes entfallt andererseits die Notwendigkeit solcherDarstellungseinheiten, Basisfunktionen mit feineremTrager konnen innerhalb des Elementeswegen der Basis-Abbauregel sowieso nicht vorkommen. Auf Vergroberung und Verfeinerungseparat angewendet, liefert das Umbauprinzip dann die folgenden Regeln:Element-Verfeinerungsregel:Erhielt mindestens einer der Kantenmittelknoten des aktuellen Dreieckselementes eine Ba-sisfunktion zugeordnet, ist das Element durch Verbindung der Kantenmitten in vier kongru-ente Teilelemente zu zerlegen, die in HiEl einzutragen sind. Das Element ist als aktuellesElement zu streichen, die vier Teilelemente sind als neue aktuelle Elemente in Elem auf-zunehmen.Element-Vergroberungsregel:Sind allen drei Kantenmittelknoten des Vaterelementes zum betrachteten aktuellen Drei-eckselement keine Basisfunktionen zugeordnet, werden die vier Sohne des Vaterelementes inHiEl und als aktuelle Elemente gestrichen, das Vaterelement ist als neues aktuelles Elementin Elem aufzunehmen.Die Basis-Ausbauregel sichert die Widerspruchsfreiheit der eben aufgefuhrten Regeln ab.Sind namlich allen Kantenmitten des Vaterelementes keine Basisfunktionen zugeordnet, soentsprechen keiner Kante der Sohne zwei Basisfunktionen in den Vaterknoten, ist also dieSituation fur das Vergrobern gegeben, ist das Verfeinern ausgeschlossen. Das Umgekehrtefolgt analog.
15Im Zusammenhang mit der Element-Verfeinerung bzw. -Vergroberung sind auch die ent-sprechenden Knoten und Kanten in Node und HiNo zu erzeugen bzw. zu streichen, soweitsie nicht { durch Nachbarelemente veranlat { schon vorhanden bzw. noch notig sind.Die in den Netzknoten denierten FEM-Funktionen sind vor der weiteren Rechnung auf dasneue Netz umsetzen. Beim Vergrobern ist dies trivial, die Werte der Funktionen in dengeloschten Knoten verfallen. Beim Verfeinern werden die Werte der FEM-Funktionen inden neuen Knoten mittels linearer Interpolation auf den eben verfeinerten Kanten erzeugt.Das entspricht der Benutzung des Kombinationskozienten null in der hierarchischen Basisfur die bei der Verfeinerung neu hinzugekommenen Basisfunktionen.4.1.4 6-Knoten-Dreiecke und das Paar Geschwindigkeit{DruckIm Rahmen der gegenwartig genutzten Datenstrukturen werden die 6-Knoten-Dreiecke nichtverwendet, um quadratische Dreieckselemente darzustellen, sondern als Makroelemente, umin Berechnungen inkompressibler Stromungen lineare Elemente fur Druck und Geschwin-digkeit auf Netzen unterschiedlicher Feinheit zu realisieren, vgl. die Abb. 3. Auf klassischenNetzen erfullen diese Elemente dann die LBB-Bedingung. Bei den ungleichmaig hierarchi-r r rf fr rrf TTTTTTTT r Geschwindigkeitsknotenf DruckknotenAbbildung 3: Benutzte Dreieckselementeschen Netzen werde in Analogie zum klassischen Netz durchgangig mit einem zusatzlichenKnotenlevel fur die Ansatzfunktionen der Geschwindigkeit gearbeitet. Die bisher beschrie-bene Hierarchie von Basisfunktionen entspreche deshalb zunachst dem Druck. Da bei derErzeugung von Basisfunktionen in Kantenmittelknoten aktueller Dreiecke diese Dreieckeanschlieend verfeinert werden, so sind nach dem Umbau der Hierarchien den Kantenmit-telknoten aktueller Dreiecke keinesfalls Basisfunktionen des Druckes zugeordnet, sie stehenalso fur die Erzeugung eines zusatzlichen lokalen Hierarchielevels zur Verfugung. Es sinddeshalb keine neue Knoten einzufuhren, wenn mit dem gleichen Vorgehen wie beim Basis-ausbau ein zusatzliches Level von Basisfunktionen fur die Geschwindigkeit aufgebaut wird.Die Erzeugung einer zusatzlichen Basisfunktion fur die Geschwindigkeit in einem zulassi-gen Kantenmittelknoten erfolgt dabei unbedingt, wird also nicht von der Erfullung einerVerfeinerungsbedingung abhangig gemacht.Der Aufbau des zusatzlichen Levels von Basisfunktionen fur die Geschwindigkeit geschiehtsomit wie folgt. Nach dem Umbau der Hierarchien wird ein weiterer Lauf uber HiNo durch-gefuhrt, bei dem Knoten ohne Basisfunktion, deren beide Vater eine solche besitzen, aus-nahmslos auch eine Basisfunktion zugeordnet erhalten, wobei in IANZ von Node markiertwird, da diese fur die Geschwindigkeit, nicht aber fur den Druck gilt. Diese zusatzlichen Ba-sisfunktionen sind bis unmittelbar vor dem nachsten Vergroberungs- bzw. Verfeinerungslauf
16uber HiNo verfugbar, mussen dann aber zusammen mit der Markierung geloscht werden,die sie als nur zur Geschwindigkeit gehorend kennzeichnet, weil sie sonst den Umbau derDruckbasis behindern. Das Loschen geschieht bei einem Lauf uber Node mit Abfragen dererwahnten Markierung.Die zusatzlichen Basisfunktionen fur die Geschwindigkeit mussen in den Datenstruktu-ren nicht notwendig zur expliziten Einfuhrung eines weiteren Elemente- und Kantenlevelsfuhren. Es reicht aus, sie nur zu markieren und erst bei der Assemblierung auf den Macro-Elementen der Abb. 3 einzubeziehen. Ein noch zu untersuchendes Problem ist, ob die sokonstruierten ungleichmaig hierarchischen Basen fur Druck und Geschwindigkeit die LBB-Bedingung entsprechender bilinearer Funktionale erfullen.Fur weitere unbekannte Funktionen der zu losenden Aufgabe, etwa skalare Transportgroen,kann zum Beispiel auf die Basis der Geschwindigkeit zuruckgegrien werden.4.2 Algorithmus des NetzumbausMit bereits in Abschnitt 2 benutzten Begrisbildungen wird das beschriebene Vorgehen for-malisiert. Ein aktiver Knoten sei ein Netzknoten, dem eine FEM-Basisfunktion zugeordnetwurde. Die anderen Netzknoten heien passive Knoten. Die Markierung als aktiver oderpassiver Knoten erfolgt in Node durch einen positiven oder negativen Wert des Listenele-mentes IANO. Beim Paar Druck{Geschwindigkeit bezieht sich diese Markierung wahrenddes Netzumbaus auf den Druck. Werden zusatzliche Knoten fur Basisfunktionen der Ge-schwindigkeit aktiviert, erhalten diese eine Markierung im Listenelement IANZ von Node.Insbesondere sind die Hauptknoten alles aktive Knoten, die Kantenmittelknoten der Haupt-netzdreiecke sind zu Beginn nur aktive Knoten fur die Geschwindigkeit.4.2.1 NetzverfeinerungEine Kante mit passivemMittelknoten, deren beide Endknoten aktiv sind, heie aktivierbareKante bzw. der Mittelknoten selbst aktivierbarer Knoten. Die Basis-Ausbauregel hat zumInhalt, da nur die aktivierbaren Knoten als passive Knoten aktiv gesetzt werden durfen,was dann als Aktivieren des Knotens bzw. der Kante bezeichnet werde. Das Aktivieren einerKante fuhrt dazu, da aus ihren beiden Teilkanten wiederum aktivierbare Kanten werden,sich die Ausgangssituation also auf einem um eins hoheren Hierarchielevel reproduziert.Dieser elementare lokale Schritt des Hierarchieausbaus erfolgt auf einer aktivierbaren Kantenicht notwendig, sondern nur auf Grund des erfullten Verfeinerungskriteriums ner.Der Umbau der Elementehierarchiewird im Zyklus uber die aktuellen Elemente inElem rea-lisiert, nachdem die Markierung der aktiven Knoten durch Aktivierung aktualisiert wurde.Ausgangspunkt ist der lokale Umbau der Elementehierarchie um hochstens ein Level aufGrundlage der Element-Verfeinerungsregel. Dementsprechend wird auch die Knoten-/Kan-tenhierarchie ausgebaut. Die neuentstandenen Knoten sind zu markieren, damit sie bei derUmsetzung der FEM-Funktionen auf die neue Netzstruktur erkannt werden. Der Verfeine-rungsalgorithmus hat dann die weiter unten ab Seite 18 dargestellte grundlegende Struktur.
174.2.2 NetzvergroberungEntsprechend der Basis-Abbauregel werden analog die Bezeichnungen deaktivierbarer Kno-ten usw. eingefuhrt und das Deaktivieren werde analog mit dem Vergroberungskriteriumcoarser durchgefuhrt.Das Vergrobern der Elemente wird dann zwar als Zyklus uber Elem organisiert, de factowerden aber immer vier zu einem gemeinsamen Vater gehorende aktuelle Elemente abgear-beitet, sobald das erste dieser vier in Elem erreicht wurde. Diesem Vorgri in der Abarbei-tung von Elem wird Rechnung getragen, indem die weiter hinten stehenden restlichen dreiElemente als bereits abgearbeitet markiert werden.Der Ruckbau der Knoten-/Kantenhierarchie ist erst nach vollzogenem Ruckbau der Ele-mentehierarchie im gesamten Netz realisierbar. Durch Element-Vergroberung ruckt zwardas lokale Wegfallen eines Kantenlevels in den Bereich der Moglichkeiten, dies mu aberimmer mit den auf den anderen Seiten der Kanten anliegenden aktuellen Elementen undggf. deren Veranderungen vertraglich sein, woruber erst nach Bearbeitung samtlicher aktuel-len Elemente Klarheit besteht. Dann gibt Elem uber die noch benotigten Knoten/KantenAufschlu. Die beim Ruckbau in HiNo entstehenden Lucken mussen durch Zusammen-schieben dieser Liste beseitigt werden. Der Vergroberungsalgorithmus hat dann die ab Seite20 dargestellte grundlegende Struktur.4.2.3 VerwaltungsfunktionenWeiter vorn wurde bereits erklart, da die Hauptdatenstrukturen im Hinblick auf das Strei-chen in ihnen gespeicherter Objekte bzw. das Neueinspeichern solcher zu verwalten sind.Dazu werden entsprechende Moduln mit Verwaltungsfunktionen bereitgestellt. Das betritnicht die Lucken in HiNo, die durch Zusammenschieben der Liste beseitigt werden, sowiedas Platzieren neuer Kanten in HiNo und neuer aktueller Elemente in Elem, das immeram Ende dieser Listen vorgenommen wird. Fur die ubrigen Aufgaben sind folgende Modulnnotig, vgl. auch Abschnitt 3.3 :Modul GapHiEl (IEL, HiEl, FreeHiEl)Funktion: Loschen des Elementes IEL in HiElInput: IEL, HiEl, FreeHiElOutput: HiEl, FreeHiElModul LocHiEl (IEL, HiEl, NELX, FreeHiEl)Funktion: Umwandlung der nachsten Lucke in HiEl in eine freie Elementnummer IELInput: HiEl, NELX, FreeHiElOutput: IEL, FreeHiEl
18Modul GapElem (I, Elem, NEL)Funktion: Uberspeichern des aktuellen Elementes I in Elem mit aktuellem Elementvom Ende von ElemInput: I, Elem, NELOutput: Elem, NELModul GapNode (INO, Node, NNCX, FreeNc, FreeNode)Funktion: Loschen des Knotens INO in NodeInput: INO, Node, NNCX, FreeNc, FreeNodeOutput: Node, FreeNc, FreeNodeModul LocNode (INO, IEQ, Node, NNCX, NNOX, FreeNc, FreeNode)Funktion: Umwandeln der nachsten Lucke in Node in eine freie Knotennummer INOinNode ohne Kennzeichnung als aktiver oder passiver Knoten, aber ggf. mitKennzeichnung als Koppelknoten aquivalent zu Knoten IEQInput: IEQ, Node, NNCX, NNOX, FreeNc, FreeNodeOutput: INO, FreeNc, FreeNode4.2.4 Umbau-ModulnModul NetFiner (elementarer globaler Verfeinerungsschritt):Vorbereitung:Zyklus ( Node )- Knoten zusatzlicher Basisfunktionen der Geschwindigkeit deaktivierenTeilmodul Basishierarchie-Ausbau :Markierung aller aktivierbaren passiven Knoten:Zyklus ( HiNo )- passive Knoten mit zwei aktiven Vatern als aktivierbar markierenAktivierungsentscheidung in aktivierbaren passiven Knoten:Zyklus ( Node )- aktivierbare passive Knoten bei erfullter lokaler Verfeinerungsbedingung(ner) aktiv setzen
19Teilmodul Elemente-/Knoten-/Kantenhierarchie-Ausbau :Elementverfeinerung nach Element-Verfeinerungsregelund zugehoriger Ausbau der Knoten-/Kantenhierarchie:Zyklus ( Elem )- Elementverfeinerungsregel:falls wenigstens ein Kantenmittelknoten des aktuellen Elementes aktiv ist:Verfeinerung:- Element als aktuelles Element in Elem freiziehen- vier Sohne des Elementes in HiEl und als aktuelle Elemente in Elem erzeugen,Informationen uber ihre Eckknoten einordnen- Zyklus uber die neun Kanten der vier Sohne:- falls ein Kantenmittelknoten bereits existiert:- Feststellen des Kantenmittelknotens,sonst:- Erzeugung des Kantenmittelknotens in Node und als Kante in HiNo- Kantenmittelknoten in die Elementinformationen der Sohnein Elem eintragen- Markierung der verfeinerten passiven Koppelkanten (Mittelknoten!)des aktuellen ElementesKantenverfeinerungen, die nur durch Nachbarprozessor veranlat sind:Kommunikation: Verfeinerung der passiven Koppelkanten abstimmenZyklus ( Node ), aber nur uber die Koppelknoten:- falls Koppelkante (Mittelknoten!) als zu verfeinernde Kante markiert ist,aber (auf dem Prozessor) keine Sohne besitzt,Verfeinerung:- Erzeugung beider Sohne durch Erzeugung ihrer Kantenmittelknotenin Node und als Kanten in HiNoNachbereitung:Zyklus ( Node )- Knoten zusatzlicher Basisfunktionen der Geschwindigkeit markierenFEM-Funktionen auf neues Netz umsetzen :Zyklus ( HiNo )- Werte der FEM-Funktionen in den neuen Knotenmittels linearer Interpolation erzeugenNetzabschlu :Zyklus( Node )- Aktivierung der zusatzlichen GeschwindigkeitsknotenFeststellen der neuen Netzparameter(diverse Knoten-, Kanten- bzw. Elementeanzahlen usw.)Kommunikation auf neuem Netz vorbereiten
20Modul NetCoarser (elementarer globaler Vergroberungsschritt):Vorbereitung:Zyklus ( Node )- Knoten zusatzlicher Basisfunktionen der Geschwindigkeit deaktivierenTeilmodul Basishierarchie-Ruckbau :Markierung aller nicht deaktivierbaren aktiven Knoten:Zyklus ( HiNo )- Hauptknoten als nicht deaktivierbar markieren- aktive Vater aktiver Knoten als nicht deaktivierbar markierenKommunikation: Deaktivierbarkeit der Koppelknoten abstimmenDeaktivierungsentscheidung in deaktivierbaren aktiven Knoten:Zyklus ( Node )- deaktivierbare aktive Knoten bei erfullter lokaler Vergroberungsbedingung(coarser) passiv setzenTeilmodul Elementehierarchie-Ruckbau :Elementvergroberung nach Element-Vergroberungsregel:Zyklus ( Elem ), solange unbearbeitete aktuelle Elemente vorhanden sind- falls Hauptelement, keine Vergroberung moglich- Vater- und Bruder-Elemente ermitteln- Kantenmittelknoten des Vaters ermitteln- Element-Vergroberungsregel:falls alle drei Kantenmittelknoten des Vaters passiv sind,Vergroberung:- Rekonstruktion des Vaters als aktuelles Element in Elem und HiEl- Loschen der Sohne als aktuelle Elemente in Elem und in HiElsonstkeine Vergroberung:- aktuelles Element und seine unverfeinerten Bruder als bearbeitet markierenTeilmodul Knoten-/Kantenhierarchie-Ruckbau :Markierung aller nicht loschbaren Knoten:Zyklus ( Elem )- Markierung aller Knoten der verbliebenen aktuellen Elemente als nicht loschbarKommunikation: Loschbarkeit der Koppelknoten abstimmen
21Ruckbau der Knoten-/Kantenhierarchie:Zyklus ( HiNo )- falls Knoten (=Kante) loschbar:- Vater, falls Kantenvater, verliert in HiNo den Sohn- Knoten wird in HiNo und Node geloschtZyklus ( HiNo )- Zusammenschieben von HiNoNachbereitung:Zyklus ( Node )- Knoten zusatzlicher Basisfunktionen der Geschwindigkeit markierenFEM-Funktionen auf neues Netz umsetzen :Zyklus ( HiNo )- Werte der FEM-Funktionen in den geloschten Knoten verfallenNetzabschlu :Zyklus( Node )- Aktivierung der zusatzlichen GeschwindigkeitsknotenFeststellen der neuen Netzparameter(diverse Knoten-, Kanten- bzw. Elementeanzahlen usw.)Kommunikation auf neuem Netz vorbereiten5 Die Erzeugung des FEM-Gleichungssystems5.1 Verschiedene BasenIm Rahmen des Netzaufbaus und -umbaus wird jeweils eine aktuelle kantenorientierte hier-archische Basis erzeugt. Die einzelnen Basisfunktionen sind entsprechend Abschnitt 4.1deniert als den Hauptknoten zugeordnete ubliche stuckweise lineare Hutchenfunktionen aufdem Hauptnetz bzw. als den aktiven Kantenmittelknoten von Dreiecken der Elementhierarchie zugeordnetestuckweise lineare Hutchenfunktionen mit einem dem Hierarchielevel entsprechendenkleineren Trager.
22Bei einer Kante mit aktivem Mittelknoten im Inneren von 
 (bzw. 
s bei Parallelisierung)ist durch die sukzessive Anwendung von Basis-Ausbauregel und Element-Verfeinerungsregelabgesichert, da dies die gemeinsame Kante beiderseits anliegender Dreieckselemente ist.Der Trager der dem Kantenmittelknoten zugeordneten Basisfunktion wird durch die sechsum den Mittelknoten gruppierten Sohnelemente der beiden beteiligten Elemente gebildet,bei Randkanten gilt Analoges mit nur einem beteiligten Element. Diese hier nochmalsbeschriebene Basis werde als aktive hierarchische Basis bezeichnet.Von den gunstigen Auswirkungen auf die Kondition des FEM-Gleichungssystems abgesehen,fuhrt die Verwendung einer solchen hierarchischen Basis auf Grund erheblicher Uberlappun-gen der Trager von Basisfunktionen zu einem unakzeptablen Auullen der Steigkeitsmatrixmit Nichtnullelementen. Bei gleichmaiger hierarchischer Verfeinerung wird die Steigkeits-matrix deshalb unter Benutzung der ublichen FEM-Knotenbasis erzeugt, wobei eine einfachzu organisierende, billige, nach Levels faktorisierte Transformation der hierarchischen indie FEM-Basis verfugbar ist (Yserentant [9]). Mit analoger Transformation, aber dieUngleichmaigkeit der hierarchischen Verfeinerung berucksichtigend, kann aus der aktivenhierarchischen Basis eine Basis mit zum Teil deutlich kleineren Tragern erzeugt werden.Diese werde aktive FEM-Basis genannt und letzten Endes zur Erzeugung der Steigkeits-matrix benutzt.Wahrend die Hierarchie der Elemente und der damit verbundenen Eck- und Kantenmit-telknoten noch relativ homogen bearbeitet werden kann, d.h. levelweise einheitlich, fuhrtdie bezuglich des Netzes ziemlich willkurliche Auswahl aktiver Knoten zu erheblichen Inho-mogenitaten im Algorithmus der Assemblierung der Steigkeitsmatrix, also zu aufwendigenFallunterscheidungen im Hinblick auf die Gestalt der Basisfunktionen bzw. die Uberlap-pungsgebiete von deren Tragern. Diesem Problem kann man begegnen, indem zunachstauch den passiven Knoten Basisfunktionen zugeordnet werden und damit auf jedem Ele-ment eine homogene Behandlung der Knoten stattndet. Nach der Assemblierung sinddie Wirkungen dieser passiven Basisfunktionen wieder aus der Steigkeitsmatrix zu entfer-nen. Die Basen, die samtliche erzeugten Knoten berucksichtigen, aktive und passive, sollenentsprechend verfugbare hierarchische Basis und verfugbare FEM-Basis genannt werden.Zu berucksichtigen ist, da im Inneren von 
 passive Kantenmittelknoten nicht notwendigbeiderseits der Kante zu einem Element als dessen Kantenmittelknoten gehoren. In diesemFall ist es sinnvoll, mit "halben\ Hutchenfunktionen zu arbeiten, die zwar entlang der Kanteunstetig sind, letztendlich jedoch sowieso wieder eliminiert werden.Entsprechend ihrer Stufe in der Hierarchie werden die Elemente und Knoten nach Levelseingeteilt, wobei Level 0 den Hauptelementen entspricht und Level J die hochste in HiElvorkommende Hierarchiestufe darstellt. Dabei enthalten die aktuellen Elemente mit denKantenmittelknoten implizit die Informationen eines weiteren lokalen Hierarchielevels, dasaber erst unmittelbar bei der Assemblierung und nur fur die Geschwindigkeit genutzt wird,in HiEl jedoch nicht auftaucht. Die folgenden Darstellungen beziehen sich auf die Basenohne Nutzung des zusatzlichen Hierarchielevels, also fur den Druck, wahrend fur die Ge-schwindigkeit analog unter Hinzuziehung dieses Levels zu verfahren ist. Zunachst werdeneinige Bezeichnungen eingefuhrt.
23Elementlevels:E0 = Menge der Hauptelemente (Level 0{Elemente),Ek = Menge der Level k{Elemente, k = 1(1)J ,wobei jedes e 2 Ek bei der Zerlegung eines e 2 Ek 1 in vier kongruenteDreiecke mit entstanden ist,Ek = Menge der aktuellen Level k{Elemente, k = 0(1)J .Oenbar sind sowohl die Ek als auch die Ek paarweise disjunkt, wobei immer Ek  Ekgilt, speziell EJ = EJ . Die Menge Ek n Ek ist die Menge aller Level k{Elemente, die weiterverfeinert wurden. E = [Jk=0Ek bildet die Menge samtlicher aktuellen Elemente. Weiterhinseien E(k) =  k 1[l=0 El! [ Ek ; k = 0(1)J:Dies waren die Mengen aktueller Elemente, wenn die Verfeinerungen oberhalb des Levels kruckgangig gemacht wurden. Speziell ist naturlich E(J) = E.Knotenlevels:M0 = Menge der Hauptknoten, d.h. Eckknoten der Level 0{Dreiecke, (Level 0{Knoten),Mk = Menge derjenigen Eckknoten der Level k{Dreiecke, die keine Eckknoten vonDreiecken niedrigeren Levels sind, (Level k{Knoten), k = 1(1)J .M = [Jk=0Mk ist dann die Menge aller Eckknoten der Elemente, weil mit Ausnahme derKantenmittelknoten der aktuellen Elemente genau diese Knoten im Proze der Konstruktionder Elementhierarchie systematisch erzeugt wurden. Mk enthalt fur k  1 nur Kantenmit-telknoten von Level (k   1){Dreiecken. Weiterhin seienM (k) = k[l=0Ml; k = 0(1)J;speziell ist M (J) = M . Mit dem zusatzlichen Index a oder p werden die Durchschnitte derentsprechenden Knotenmengen mit der MengeM(a) aller aktiven oderM(p) =M nM(a) allerpassiven Eckknoten bezeichnet, also zum BeispielMk;p =Mk \M(p); M (k)a =M (k) \M(a):Hierarchische Basisfunktionen:Fur i 2 M0 seien die 0i die Hutchenfunktionen der ublichen FEM-Basis auf dem Haupt-netz. Fur i 2 Mk; k = 1(1)J , gehort Knoten i mindestens einem Element e 2 Ek 1 alsKantenmittelknoten an, aber hochstens einem weiteren e0 2 Ek 1. Dann sei ki;e die "halbe\Hutchenfunktion, die auerhalb von e identisch null ist, im Knoten i den Wert eins hat undzu den beiden benachbarten Kantenendpunkten sowie den beiden anderen Kantenmittel-punkten von e linear auf null abfallt. Entlang der Kante von e, auf der i selbst liegt, istdiese Funktion also unstetig, soweit die Kante nicht zu @
 gehort.
24Die Basisfunktion ki sei dann identisch mit der "halben\ Hutchenfunktion ki;e, falls i nureinemElement e als Kantenmittelknoten angehort, andernfalls mit der entsprechenden "gan-zen\ Hutchenfunktion, d.h. fur i 2Mk; k = 1(1)J seiki = ki;e; falls i Kantenmittelknoten nur von e,ki = ki;e + ki;e0 ; falls i Kantenmittelknoten von e; e0.Liegt Knoten i auf einer aktivierbaren Kante, so ist ki oenbar diejenige Basisfunktion,die beim aktiv-Setzen von i zur Basis hinzugenommen wird. Wie oben bemerkt, sichernBasis-Ausbauregel und Element-Verfeinerungsregel ab, da dies auer auf @
 eine "ganze\,also immer eine stetige Hutchenfunktion ist.Im Hinblick auf die Darstellung von Basistransformationen werden Basen im weiteren immerals Zeilenvektoren verstanden, in denen die Basisfunktionen entsprechend der Reihenfolgeihrer zugeordneten Knoten nach folgendem Schema geordnet sind:M0;a M0;p M1;a M1;p    MJ;a MJ;p (1)bzw. bei nur auf aktive Knoten bezogenen BasisfunktionenM0;a M1;a    MJ;a;wobei die Ordnung innerhalb von Mk;a und Mk;p beliebig, aber fest sei.Verfugbare hierarchische Basis  :0 = f0i j i 2 M0g, ubliche FEM-Basis auf dem Hauptnetz,k = fki j i 2Mkg, k = 1(1)J , = (0 1    J ) = ( 01    JNNO) verfugbare hierarchische Basis.Aktive hierarchische Basis a :Ist Ia die Matrix der Basiseinschrankung auf die aktiven Knoten, also eine Rechteckmatrix,die aus der entsprechenden Einheitsmatrix entsteht durch Streichen der Spalten der passivenKnoten, so sei a =  Ia: (2)Aus der hier denierten verfugbaren bzw. aktiven hierarchischen Basis kann die verfugbarebzw. aktive FEM-Basis durch eine zu [9] analoge Transformation erzeugt werden, die jedochkeineGleichmaigkeit der Behandlung der Basisfunktionen ein und desselben Levels benutzt,d.h. es gibt solche, die transformiert werden, und andere, bei denen dies nicht der Fall ist,weil dort lokal bereits das maximale Hierarchielevel erreicht wurde.SeiK(i; k) die Menge der Kantenmittelknoten aller von Knoten i ausgehenden Seitenkantenvon Dreiecken aus EknEk, das heit von weiter verfeinertenDreiecken des Levels k. Oenbargilt K(i; k)  Mk+1  M nM (k). Dann sei die verfugbare FEM-Basis 	 = f i j i 2 Mgdurch folgende levelweise faktorisierte Transformation deniert:
25Mit  als Ausgangsbasis  0i = li; i 2Ml; l = 0(1)J;werde fur k = 0(1)J 1 berechnet k+1i =  ki ; i 2M nM (k); (3) k+1i =  ki   12 Xj2K(i;k) kj ; i 2M (k); (4)das Ergebnis des letzten Schrittes sei die verfugbare FEM-Basis i =  Ji ; i 2M:Diese levelweise faktorisierte Transformation der hierarchischen Basis kann auch in einerFormel zusammengefat werden.Fur i 2Mk; k = 0(1)J : i =  0i   12 J 1Xl=k Xj2K(i;l) 0j= ki   12 J 1Xl=k Xj2K(i;l) l+1j : (5)Die obige Denition der verfugbaren FEM-Basis werde in Matrixform geschrieben.Verfugbare FEM-Basis 	 :	 = T mit T = T (0) T (1)    T (J 1); (6)wobei die levelbezogenen Transformationsmatrizen T (k) oensichtlich invertierbare Block-matrizen der nachfolgenden Struktur darstellen. Mit I werden dabei Einheitsmatrizen, mitO Nullmatrizen unterschiedlichen Typs symbolisiert, deren Groe sich aus den angegebenenKnotenmengen ergibt.T (k) = 0B@ I O OG(k) I OO O I 1CA g M0 : : : Mkg Mk+1g Mk+2 : : : MJ (7)|{z}M0 ::: Mk |{z}Mk+1 |{z}Mk+2 ::: MJwobei G(k) = Gk+1;0    Gk+1;k  g Mk+1:| {z }M0    | {z }Mk
26Jede Zeile von G(k) entspricht einem Knoten von Mk+1, dessen Basisfunktion in (4) zurTransformation der Basisfunktion seines Vaters benutzt wird. Da Kantenmittelknoten genauzwei Vater besitzen, besteht jede Zeile von G(k) wie im Spezialfall gleichmaiger Hierarchienaus zwei Elementen  12 in den Spalten beider Vater und sonst aus lauter Nullen. Weil dieVater aktiver Knoten nach Basis-Ausbauregel auch immer selbst aktiv sein mussen, habendie Gk+1;l folgende Blockstruktur:Gk+1;l = 0@Gk+1;l1 OGk+1;l2 Gk+1;l3 1A g Mk+1;ag Mk+1;p: (8)| {z }Mk+1;a | {z }Mk+1;pWie sich noch zeigen wird, ist diese Struktur von entscheidender Bedeutung fur eine einfacheAssemblierungstechnologie der Steigkeitsmatrix.Die aktive FEM-Basis a kann analog zu 	 deniert werden, jedoch unter Nutzung nur deraktiven Knoten, also von M(a); M (k)a ;Ka(i; k) anstelle M; M (k); K(i; k), ausgehend von a.Dann ergeben sich zu (3), (4) bzw. (5) analoge Darstellungen, zum Beispiel:a = f'i j i 2 M(a)g, wobei fur i 2Mk;a; k = 0(1)J :'i = ki   12 J 1Xl=k Xj2Ka(i;l) l+1j : (9)In der Matrixdarstellung entfallen dann die zu den passiven Knoten gehorenden Zeilen undSpalten. Es kann jedoch auch der gleiche Matrixtyp wie in (6) verwendet werden, indemvon  ausgegangen wird, die Basisfunktionen zu passiven Knoten jedoch weder geandert,noch bei der Transformation anderer Funktionen benutzt, am Schlu aber mit Ia gestrichenwerden.Aktive FEM-Basis a : = Ta mit Ta = T (0)a T (1)a    T (J 1)a ; (10)a =  Ia; (11)wobei T (k)a aus T (k) entsteht, indem die G(k); Gk+1;l durch entsprechende G(k)a ; Gk+1;la ersetztwerden mit Gk+1;la = 0@Gk+1;l1 OO O 1A : (12)
275.2 Die Assemblierung von Matrix und rechter SeiteModellaufgabeEs werde ein elliptisches Problem zweiter Ordnung betrachtet, das als Variationsgleichungin V =W 12 (
) fur ein polygonales Gebiet 
 vorliege:u 2 V : a(u; v) = f(v) 8v 2 V : (13)Das bilineare Funktional a(:; :) und das lineare Funktional f(:) mogen die Bedingungen desLemmas von Lax-Milgram erfullen, so da Existenz und Eindeutigkeit von exakter undFEM-Losung gesichert sind. Auch Dirichlet-Randbedingungen konnten wie ublich einbezo-gen werden und wurden nur der Ubersichtlichkeit wegen nicht berucksichtigt.Assemblieren in der verfugbaren FEM-BasisFur das FEM-Schema soll die aus den C0-Funktionen 'i bestehende aktive FEM-Basis averwendet werden. Da supp 'i von der Positionierung der aktiven Nachbarknoten abhangt,fuhrt die Assemblierung der entsprechenden Steigkeitsmatrix und der rechten Seite desFEM-Gleichungssystems zu unangenehmen Fallunterscheidungen. Gunstiger ist eine Assem-blierung unter Verwendung der verfugbaren FEM-Basis mit anschlieender Transformation,wie die weiteren Uberlegungen zeigen.Die  k+1i aus (3), (4) haben folgende leicht nachprufbaren Eigenschaften:a) Fur i 2 M nM (k) handelt es sich um unveranderte Funktionen aus der verfugbarenhierarchischen Basis:  k+1i =  0i = li; i 2Ml; l = k+1(1)J:b) Fur i 2 M (k) ist  k+1i auf jedem e 2 E(k+1) linear und  (k+1)i (xj) = ij in allenEckknoten j von e, wobei  k+1i auf den von Knoten i ausgehenden Kanten dann nichteindeutig deniert sein mu.Eigenschaft a) ergibt sich aus (3). Eigenschaft b) folgt aus (4), weil dadurch die Funktionnur auf Elementen e 2 Ek n Ek und dort wegen j 2 K(i; k)  Mk+1 wie im Falle einergleichmaigen Hierarchie verandert wird. Insbesondere ergibt sich fur k + 1 = J eineCharakterisierung der verfugbaren FEM-Basis:Verfugbare FEM-Basis 	 :	 = f i j i 2Mg, wobei i : auf jedem e 2 E ist  i linear und  i(xj) = ij in allen Eckknoten j von e.Somit besteht supp  i aus allen aktuellen Elementen, die Knoten i als Eckknoten besitzen.Die  i sind auf den von Knoten i ausgehenden Kanten aktueller Elemente allerdings nichtnotwendig eindeutig bestimmt und besitzen dort ggf. Sprungstellen.
28Im weiteren sollen K	; Ka die Steigkeitsmatrizen und f	; fa die rechten Seiten desFEM-Gleichungssystems bei Verwendung der FEM-Basen 	; a darstellen. Dabei bedeuteAssemblierung in der verfugbaren FEM-Basis die Verwendung von entsprechenden Ersatz-funktionalen ~a; ~f fur a; f , welche elementweise mit den Einschrankungen ue; ve der Funk-tionen u; v arbeiten und deshalb auch fur die Funktionen der verfugbaren FEM-Basis undderen Linearkombinationen deniert sind:a(u; v) = Xe2E ae(ue; ve) =: ~a(u; v) ; 8u; v 2 V ;f(v) = Xe2E fe(ve) =: ~f (v) ; 8v 2 V :Aus obiger Charakterisierung ergibt sich, da bei der Assemblierung der Steigkeitsmatrixder verfugbaren FEM-Basis auf den aktuellen Elementen die gleiche Situation vorliegt wiebei einer klassischen Basis aus Hutchenfunktionen. Entsprechende Assemblierungsmodulnkonnen also weitgehend ubernommen werden, allerdings ist zusatzlicher Speicherplatz furMatrixelemente mit beteiligten passiven Knoten notig. Die so entstandene Steigkeitsma-trix der verfugbaren FEM-Basis 	 ist anschlieend in die der aktiven FEM-Basis a zutransformieren. Die nachfolgenden Uberlegungen zeigen, da eine relativ problemlose Er-zeugung von  aus 	 moglich ist, woraus a dann durch Weglassen der zu den passivenKnoten gehorenden Basisfunktionen entsteht. Aus (6), (10) ergibt sich zunachst noch mit als unerwunschter Zwischenstation = 	 T 1 Ta = 	 T (J 1) 1    T (0) 1 T (0)a    T (J 1)a : (14)Eigenschaften der TransformationsmatrizenDie Matrizen T (k); T (k)a besitzen die Struktur (7). AllgemeineMatrizen A(k) dieser Struktur,also ohne weiter spezizierte G(k), besitzen folgende leicht nachprufbaren Eigenschaften,stellen also insbesondere bei festem k bezuglich der Multiplikation eine abelsche Gruppedar:1. A(k) ist regular und A(k) 1 besitzt die gleiche Struktur (7), wobei A(k) und A(k) 1sich nur im Vorzeichen des Blockes G(k) unterscheiden, alsoA(k) 1 = 2 I  A(k):2. Zwei Matrizen A(k); B(k) der Struktur (7) sind vertauschbar, wobei ihr Produkt wiederdie Struktur (7) besitzt, und es giltA(k)B(k) = B(k)A(k) = A(k) +B(k)   I: (15)3. Zwei Matrizen A(k); B(l) der Struktur (7) mit k 6= l sind im allgemeinen nicht ver-tauschbar, wobei jedoch giltA(k)B(l) = A(k) +B(l)   I; falls k < l: (16)
29Aus (15) folgt zunachst, da sich T (k) in zwei vertauschbare Matrizen der Struktur (7)faktorisieren lat T (k) = T (k)a T (k)p = T (k)p T (k)a ; (17)wovon T (k)a bereits oben erklart wurde und T (k)p = T (k) T (k)a + I auf analoge Weise wie T (k)aaus T (k) entsteht, indem die G(k); Gk+1;l durch entsprechende G(k)p ; Gk+1;lp ersetzt werdenmit Gk+1;lp = 0@ O OGk+1;l2 Gk+1;l3 1A : (18)Die T (k)a bzw. T (k)p realisieren die Transformation mittels der Basisfunktionen zu aktivenbzw. passiven Knoten des Levels k + 1.Durch Nachrechnen unter Benutzung von (12), (18) lat sich bestatigen, da uber (16)hinaus folgende Vertauschbarkeitseigenschaften gelten:T (k)p T (l)a = T (l)a T (k)p = T (k)p + T (l)a   I fur k  l;und wegen obiger Eigenschaft 1. der inversen Matrix analogT (k)p  1 T (l)a = T (l)a T (k)p  1 = I   T (k)p + T (l)a fur k  l: (19)Diese Eigenschaften sind Folge des Verschwindens des rechten oberen Blockes in den Ma-trizen Gk+1;l und damit Folge der Regel, aktive Knoten nur auf aktivierbare Kanten, alsoKanten mit zwei aktiven Vatern zu setzen.Basistransformation a = 	QMit (17) und (19) kann (14) vereinfacht werden. Damit ergibt sich schlielich die zu nutzendeBasistransformationa =  Ia = 	 T (J 1)p  1    T (0)p  1 Ia = 	Q : (20)Fur die T (k)p  1 gilt im allgemeinen wieder obige Eigenschaft 3., so da die Basistransfor-mation (20) tatsachlich levelweise von oben nach unten realisiert werden mu.Transformation von Steigkeitsmatrix und rechter SeiteEs wird nun der Zusammenhang beider Steigkeitsmatrizen betrachtet, wenn eine Basis-transformation a = 	Q wie in (20) vorliegt. Ist n die Anzahl der aktiven Knoten, so fuhrtdie ubliche Erklarung der Steigkeitsmatrix auf die fur beliebige u; v 2 Rn gultige Beziehung(Kau; v) = a(au;av) = ~a(au;av) = ~a(	Qu;	Qv) = (K	Qu;Qv) = (Q>K	Qu; v);also folgt fur die Matrizen und analog fur die rechten SeitenKa = Q>K	Q ; fa = Q>f	 :
30Dann ergibt die Transformation (20) den ZusammenhangKa = I>a T (0)p  >    T (J 1)p  > K	 T (J 1)p  1    T (0)p  1 Ia ; (21)die MatrixK	 kann somit auch durch einfache levelweiseTransformationen inKa uberfuhrtwerden, die rechte Seite analog,K(J) = K	;K(k) = T (k)p  >K(k+1) T (k)p  1 ; k = J 1( 1) 0; (22)Ka = I>a K(0) Ia:Nutzung elementarer TransformationsmatrizenSoll dieses Vorgehen durch Abarbeitung der hierarchischen ListeHiNo vom oberen Ende herrealisiert werden, muten die Knoten in dieser Liste immer nach Levels geordnet sein, wasfur die dynamische Verwaltung der Liste beim Umbau der Hierarchien zusatzlichen Aufwandin Form von Umspeicherungen bedeutete. Durch weitere Faktorisierung der Transformati-onsmatrizen T (k)p bis hin zu den elementaren Transformationen einzelner Basisfunktionenund anschlieendes geeignetes Vertauschen dieser kann nun gezeigt werden, da das Prin-zip "Vater steht vor Sohn\ zur Ordnung von HiNo ausreichend ist fur eine schrittweiseTransformation der Steigkeitsmatrix K	 in Ka an Hand von HiNo.Zu jedem Knoten i 2M nM0 werde eine elementare Transformationsmatrix Ti erklart, undzwar unterscheide sie sich von der Einheitsmatrix nur dadurch, da in der entsprechendReihenfolge (1) zu Knoten i gehorenden Zeile der Wert  12 in den Spalten der beidenVaterknoten von i stehe. Fur i 2 Mk+1 gehoren die Ti der abelschen Gruppe von Matrizender Struktur (7) an. Die T (k) usw. konnen wegen (15) dann folgendermaen faktorisiertwerden, wobei die Reihenfolge der Faktoren keine Rolle spieltT (k) = Yi2Mk+1 Ti ; T (k)a = Yi2Mk+1;a Ti ; T (k)p = Yi2Mk+1;p Ti :Damit ist die Transformation (20) der verfugbaren in die aktive FEM-Basis auch darstellbarals a = 	 0@ Yi2MJ;p T 1i 1A    0@ Yi2M1;p T 1i 1A Ia ; (23)die Reihenfolge der T 1i bei Anwendung auf die Basis ist dabei eine mogliche Realisierungder Knotenordnung "Sohn vor Vater\.Es kann leicht nachgepruft werden, da zwei elementare Transformationen Ti; Tj genau dannvertauschbar sind, wenn weder i Vater von j noch j Vater von i ist. Deshalb kann in (23)die Reihenfolge der T 1i weiter verandert werden, solange die bestehende Ordnung "Sohnvor Vater\ nicht gestort wird.a = 	 0BB@ Yi2M(p)Sohn vor Vater T 1i 1CCA Ia : (24)
31Somit kann der Algorithmus (22) zur Transformation der Steigkeitsmatrix ersetzt werdendurch K(NNO) = K	 ;Zyklus fur m = NNO   1 ( 1)NNOH ;mit i = HiNo (1;m+ 1) (Knotennummer) :K(m) = 8><>: K(m+1) fur i aktiv,T >i K(m+1) T 1i fur i passiv, (25)Ka = I>a K(NNOH) Ia ;wobei NNO die Anzahl der Knoten und NNOH die Anzahl der Hauptknoten ist. Fur dierechten Seiten ist der Algorithmus entsprechend zu modizieren.6 BeispielZur Demonstration der beschriebenen Technologie werde folgendes Beispiel betrachtet. DasGebiet 
 sei ein Polygon, sein Rand @
 werde durch den Polygonzug mit den Eckknoten(0; 0); (1; 0); (0:8; 0:8); (0; 1); ( 0:5; 0:7); ( 1; 0); ( 1; 1); (0; 1); (0; 0)gebildet. In 
 ist ein Dirichletproblem fur u = u(x; y) zu losen, wobei (r; ') die Polarkoor-dinaten darstellen: u = 0 in 
;u = r 23 sin ( 23') auf @
:Die exakte Losung lautet u = r 23 sin ( 23') in 
:Die numerische Losung erfolgte auf einem Transputersystem mit 16 Prozessoren. Die FE-Gleichungssysteme fur die Naherungen der Funktionswerte in den aktiven Knoten wurdenmit einer vorkonditionierten parallelen Realisierung der Methode der konjugierten Gradi-enten gelost, wobei der parallelisierte Yserentant-Vorkonditionierer ohne GrobgitterloserVerwendung fand. Der Iterationsproze wurde bei einer Fehlerreduktion um den Faktor" = 10 15 in einer zur energetischen Norm aquivalenten Norm abgebrochen. In die Basenfur die FEM wurde immer das zusatzliche Level von Basisfunktionen mit einbezogen, wel-ches fur die Geschwindigkeit vorgesehen ist, auch auf dem Hauptnetz. In den Abbildungen
32sind die aktuellen 6-Knoten-Elemente deshalb durch ihre vier Teildreiecke dargestellt. InAbb. 1 ist links das Hauptnetz fur die FE-Diskretisierung zu sehen, in Abb. 4 oben dieIsolinien der exakten Losung (umin = 0; umax = 0:899), unten der absolute Fehler e derFEM-Naherung auf dem Hauptnetz (emin =  1:81  10 2; emax = 0). Der betragsmaximaleFehler wird wie erwartet in der Nahe der Ecksingularitat angenommen.In Abb. 5 sind Netz und absoluter Fehler bei Nutzung des weiter oben beschriebenen Ver-feinerungsmoduls NetFiner zu sehen, wobei zum Hauptnetz zusatzlich bis zu vier weitereLevels erzeugt wurden. Das genutzte heuristische Verfeinerungskriterium orientierte sich ander Gestalt der Naherungslosung und signalisierte eine Verfeinerung der Kante, wenn dieRichtungsableitung der Naherungslosung auf der Kante einen Steuerparameterwert uber-schritt. Als Parameterwerte wurden nacheinander die Werte 1.0, 1.5, 2.0, 2.5 verwendet(Verfeinerungstechnik 1).In Abb. 6 sind in der Ausschnittsvergroerung des Netzes die aktiven Knoten als schwarzePunkte markiert. Dabei ist eine teilweise unvertretbare Richtungsabhangigkeit der Verdich-tung aktiver Knoten zu beobachten, die daraus resultiert, da in das Verfeinerungskriteriumnur Informationen von der Kante selbst einieen. Ubliche Fehlerschatzer hingegen integrie-ren in der Regel die Fehleranteile, zum Beispiel uber die an der Kante anliegenden Elemente.Ist der Fehler in einem Element hinreichend gro, fuhrt das zur Verfeinerung aller drei Ele-mentkanten in dem Sinne, da in deren drei Mittelpunkte neue Basisfunktionen gesetztwerden.Eine derartige elementorientierteVerfeinerungstechnik auf Grundlage kantenorientierter Ver-feinerungsentscheidungen wird als Verfeinerungstechnik 2 realisiert. Diese Technik lauftzweistug ab: in der ersten Stufe wird die Verfeinerung wie bei Technik 1 durchgefuhrt, inder zweiten Stufe werden zusatzlich in allen aktuellen Elementen der ersten Stufe mit dreiaktiven Eckknoten und einem aktiven Kantenmittelknoten auch die ubrigen beiden Kan-tenmittelknoten aktiviert, falls sie nicht schon aktiv sind. Diese zusatzliche Aktivierung istunbedingt und betrit auch nur aktuelle Elemente, die in der ersten Stufe wegen des aktivenKantenmittelknotens sowieso verfeinert wurden. Das maximale Level des Netzes andert sichdurch die zweite Stufe nicht, die Gesamtzahl der Knoten sowie die Zahl der aktiven Knotenvergroern sich jedoch. Netz und Fehler bei vier Schritten Verfeinerungstechnik 2 mit demgleichen Verfeinerungskriterium und den gleichen Parameterwerten wie bei Technik 1 sindin Abb. 7 dargestellt, der Netzausschnitt in Abb. 8 zeigt eine Verdichtung der aktiven Kno-ten um die Singularitat, die eher der Richtungsunabhangigkeit nahekommt. Bemerkenswertsind die ausgepragten Oszillationen des Fehlers entlang der Levelgrenzen.Nachfolgende Tabelle gibt eine Ubersicht uber Resultate der Berechnungen. V1, V2 be-zeichnen die beiden Verfeinerungstechniken, V3 steht fur die gleichmaige Verfeinerung desHauptnetzes um vier Levels. L1, L2 usw. bezeichnen, bis zu welchem Level mit obigenParameterwerten gerechnet wurde, L1 ist dabei das Level des Hauptnetzes. Groenord-nungsmaig werden die Fehler an der Grenze zum grobsten Level durch den maximalenFehler charakterisiert, der (negative) minimale Fehler entstammt der unmittelbaren Umge-bung der Singularitat. Die Anzahl der CG-Iterationen ist hinsichtlich obiger Genauigkeitvon " = 10 15 gemeint.
33Variante aktive Knoten alle Knoten Iterationen Fehler emin Fehler emaxV1-L1 565 565 74  1:81  10 2 0V1-L2 594 694 74  1:30  10 2 +7:90  10 4V1-L3 602 724 74  1:12  10 2 +8:63  10 4V1-L4 610 754 74  1:06  10 2 +8:91  10 4V1-L5 618 784 74  1:04  10 2 +9:01  10 4V2-L1 565 565 74  1:81  10 2 0V2-L2 695 755 76  1:15  10 2 +1:45  10 4V2-L3 739 834 76  7:27  10 3 +3:27  10 4V2-L4 769 892 77  4:62  10 3 +4:79  10 4V2-L5 799 950 77  2:94  10 3 +5:43  10 4V3-L5 131905 131905 154  2:90  10 3 +2:54  10 7Literatur[1] J.H. Bramble, J.E. Pasciak, J. XuParallel multilevel preconditioners. Mathematics of Computation, 55(191):1-22, 1990.[2] U. GrohLokale Realisierung von Vektoroperationen auf Parallelrechnern. Preprint SPC 94 2,Preprint{Reihe der Chemnitzer DFG-Forschergruppe "Scienti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Abbildung 4: Exakte Losung und Fehler der Naherungslosung auf dem Hauptnetz
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Abbildung 5: Netz und Fehler, Verfeinerungstechnik 1, maximal 4 Zusatzlevels
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Abbildung 6: Netzausschnitt, Verfeinerungstechnik 1, maximal 4 Zusatzlevels
38
Abbildung 7: Netz und Fehler, Verfeinerungstechnik 2, maximal 4 Zusatzlevels
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Abbildung 8: Netzausschnitt, Verfeinerungstechnik 2, maximal 4 Zusatzlevels
