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Abstract. We give a beautiful explicit example of a convex plane curve
such that the outer billiard has a given finite number of invariant curves.
Moreover, the dynamics on these curves is a standard shift. This exam-
ple can be considered as an outer analog of the so-called Gutkin billiard
tables. We test total integrability of these billiards, in the region be-
tween the two invariant curves. Next, we provide computer simulations
on the dynamics in this region. At first glance, the dynamics looks regu-
lar but by magnifying the picture we see components of chaotic behavior
near the hyperbolic periodic orbits. We believe this is a useful geometric
example for coexistence of regular and chaotic behavior of twist maps.
1. Outer billiards
Let us remind first the model of outer billiard. Consider a closed strictly
convex oriented planar curve γ. The outer billiard transformation T acts
on Ω — the vicinity of γ by the rule: A point A is mapped to T (A) iff the
segment [A, T (A)] is tangent to γ precisely at the middle of [A, T (A)] and
has positive orientation at the tangency point (Fig.1).
T
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A
Figure 1. Outer billiard
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This map is a diffeomorphism of Ω preserving the standard area form
(we refer to [4], [14] for more details on outer billiards). It is an open
problem if there exist smooth convex closed curves other than ellipses which
demonstrate integrable behavior. The first result was obtained in [13] and
was completely settled in [8]. It follows from these results that the answer
is No if one restricts to polynomial integrals. It is not known however if the
restriction of polynomiality can be relaxed. Also, the following question is
still open: Do there exist totally integrable outer billiards other than ellipses.
Here, total integrability means the existence of a foliation of Ω consisting
of invariant curves of T running around γ. In this paper we suggest a
remarkable curve γ such that the outer billiard demonstrates both regular
and chaotic behaviors. For this curve we find some invariant curves and
perform computer experiments. Recently an interesting ”locally” integrable
behavior was numerically observed for a certain Birkhoff billiard in [15].
Let us choose now a regular parameter t on γ. With this choice we have
natural coordinates (t, λ) in Ω. Namely (t, λ), λ > 0 corresponds to the point
(t, λ), λ > 0 7→M = γ(t) + λγ˙(t).
In these coordinates the area form takes the form
ω = [γ˙(t), γ¨(t)]λdλ ∧ dt,
so the pair (p, t), p = [γ˙(t), γ¨(t)]λ2/2 form a symplectic pair. Here and below
the brackets [·, ·] denote the determinant of two vectors. Moreover, the choice
of parameter t enables us to use a generating function which computes the
area of the cup body:
S(t, s) = Area(Conv(M(t, s) ∪ γ)),
see Fig. 1, where Conv is the convex hull. This is a generating function of T
because an easy computation of partial derivatives of S gives the following
formulas (here and below the subindex indicate partial derivatives):
(1) S1 = −[γ˙(t), γ¨(t)]λ2/2, S2 = [γ˙(s), γ¨(s)]µ2/2.
Notice that it follows from the definitions that ∂λ∂s > 0, hence for the cross
derivative we get from (1):
(2) S12 < 0,
which is the so-called twist condition. Consider now a point M ∈ Ω. We
can write M in two ways, see Fig. 2:
M = γ(t) + λγ˙(t) = γ(s)− µγ˙(s); λ, µ > 0.
One can easily find:
(3) λ =
[γ(s)− γ(t), γ˙(s)]
[γ˙(t), γ˙(s)]
, µ =
[γ(t)− γ(s), γ˙(t)]
[γ˙(t), γ˙(s)]
.
The following claim follows immediately from the definitions:
Lemma 1.1. For a positive constant r let γr be defined by
γr(t) = γ(t) + rγ˙(t).
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Then γr stays invariant under the outer billiard map T if and only if for
any point M ∈ γr
(4) µ(M) = r.
M
γ(t)
γ(s)
λ(M)
µ(M)
S(t; s)
Figure 2. Outer billiard quantities
2. Main Theorem
Let us consider the following parametrized curve:
(5) γ(t) =
(
x(t)
y(t)
)
=
(
cos t
sin t
)
+ 
(
cosnt
sinnt
)
, t ∈ [0, 2pi], n ∈ N.
This is a perturbation of the unit circle and hence is a closed convex curve
at least for small positive .
Theorem 2.1. Let x ∈ (0, pi/2) be any solution of the equation
(6) tannx = n tanx.
Set
r = tanx
Then the curve
γr(t) = γ(t) + rγ˙(t).
is an invariant curve of billiard map T . Moreover, the dynamics on this
invariant curve is the standard shift:
T (γr(t)) = γr(s), s = t+ 2x.
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Remarks.
1. For exactly this γ the ordinary Birkhoff billiard was studied for n = 2
in [12], [10]. In this paper we consider outer billiard for γ for higher values
of n.
2. In the paper [7] outer billiard tables having invariant curves of 3-
periodic points were studied. In the present paper the rotation number on
all the invariant curves given by Theorem 2.1 are always incommensurate
with pi as it was proved in [6].
3. The curve γ gives a remarkable example of outer billiard having a
number of invariant curves such that the dynamics on each of them is a
standard shift. With this respect, this serves as an analog of the so-called
Gutkin billiard tables of ordinary Birkhoff billiards [9].
Proof of Theorem 2.1. Take any t and s = t+2x. We claim that formulas
(3) yield:
(7) λ = µ = tanx
identically for all t. This claim would finish the proof of Theorem 2.1 in
view of Lemma 1.1.
The verification of (7) uses the explicit formulas (3) and tricky manip-
ulations with trigonometric formulas using the equation (6) as we turn to
explain. Let
x(t) = cos(t) + ε cos(nt) y(t) = sin(t) + ε sin(nt)
and
(8) P1 = [γ(t)− γ(s), γ˙(s)] = det
(
x(t)− x(s) y(t)− y(s)
x′(s) y′(s)
)
,
(9) P2 = [γ˙(t), γ˙(s)] = det
(
x′(t) y′(t)
x′(s) y′(s)
)
.
Equation (7) follows from the following lemma.
Lemma 2.2. If s = t+2x and x satisfies the equation (6), then the identity
holds
P1 + P2 tan(x) = 0.
Proof. From (6) we have
sin(2nx) =
2n tan(x)
1 + n2 tan2(x)
cos(2nx) =
1− n2 tan2(x)
1 + n2 tan2(x)
This allows us to express x(s), y(s), x′(s), y′(s) by:
x(s) = cos(t+ 2x) + ε cos(n(t+ 2x)) =
cos(t+ 2x) + ε(cos(nt) cos(2nx)− sin(nt) sin(2nx)) =
cos(t+ 2x) + ε
(
cos(nt)
1− n2 tan2(x)
1 + n2 tan2(x)
− sin(nt) 2n tan(x)
1 + n2 tan2(x)
)
y(s) = sin(t+ 2x) + ε sin(n(t+ 2x)) =
sin(t+ 2x) + ε(sin(nt) cos(2nx) + cos(nt) sin(2nx)) =
OUTER BILLIARDS 5
sin(t+ 2x) + ε
(
sin(nt)
1− n2 tan2(x)
1 + n2 tan2(x)
+ cos(nt)
2n tan(x)
1 + n2 tan2(x)
)
x′(s) = − sin(t+ 2x)− nε sin(n(t+ 2x)) =
− sin(t+ 2x)− nε(sin(nt) cos(2nx) + cos(nt) sin(2nx)) =
− sin(t+ 2x)− nε
(
sin(nt)
1− n2 tan2(x)
1 + n2 tan2(x)
+ cos(nt)
2n tan(x)
1 + n2 tan2(x)
)
y′(s) = cos(t+ 2x) + nε cos(n(t+ 2x)) =
cos(t+ 2x) + nε(cos(nt) cos(2nx)− sin(nt) sin(2nx)) =
cos(t+ 2x) + nε
(
cos(nt)
1− n2 tan2(x)
1 + n2 tan2(x)
− sin(nt) 2n tan(x)
1 + n2 tan2(x)
)
Using the above identities, we get:
P1 + P2 tan(x) =
y′(s)(x(t)− x(s) + x′(t) tan(x))− x′(t)(y(t)− y(s) + y′(t) tan(x))
The coefficient at ε0 in P1 + P2 tan(x) is:
cos(t+2x)(cos(t)−cos(t+2x)−sin(t) tan(x))+sin(t+2x)(sin(t)−sin(t+2x)+cos(t) tan(x)) =
cos(t+2x) cos(t)+sin(t+2x) sin(t)−1−(cos(t+2x) sin(t)−sin(t+2x) cos(t)) tan(x) =
cos(2x)− 1 + sin(2x) tan(x) = 0
The coefficient at ε1 in P1 + P2 tan(x) is:
cos(t+2x)
(
cos(nt)−n sin(nt) tan(x)+− cos(nt) + 2n sin(nt) tan(x) + n
2 cos(nt) tan2(x)
1 + n2 tan2(x)
)
+
n
(−2n sin(nt) tan(x) + cos(nt)(1− n2 tan2(x))
1 + n2 tan2(x)
)(
cos(t)−cos(t+2x)−sin(t) tan(x)
)
+
sin(t+2x)
(
sin(nt)+n cos(nt) tan(x)+
− sin(nt)− 2n cos(nt) tan(x) + n2 sin(nt) tan2(x)
1 + n2 tan2(x)
)
+
n
(2n cos(nt) tan(x) + sin(nt)(1− n2 tan2(x))
1 + n2 tan2(x)
)(
sin(t)−sin(t+2x)+cos(t) tan(x)
)
We will observe the terms as coefficients to n in some power. We have:( 1
1 + n2 tan2(x)
)
(
n3
[−cos(t+2x) sin(nt) tan3(x)−cos(nt) tan2(x)(cos(t)−cos(t+2x)−sin(t) tan(x))+
sin(t+2x) cos(nt) tan3(x)−sin(nt) tan2(x)(sin(t)−sin(t+2x)+cos(t) tan(x))]+
n2
[
2 cos(t+2x) cos(nt) tan2(x)+2 sin(t+2x) tan2(x) sin(nt)−2 sin(nt) tan(x)(cos(t)−
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cos(t+2x)−sin(t) tan(x))+2 cos(nt) tan(x)(sin(t)−sin(t+2x)+cos(t) tan(x))]+
n
[
cos(nt) cos t+ sin(nt) sin t− cos(t+ 2x) cos(nt)− sin(t+ 2x) sin(nt)+
tan(x)(sin(nt) cos t−cos(nt) sin t+cos(t+2x) sin(nt)−sin(t+2x) cos(nt))])
All of the coefficients at n3, n2, n1 in the previous expression are 0.
Indeed, the coefficient at n3 reads:
tan2(x)(sin(t+2x) sin(nt)+cos(t+2x) cos(nt)−sin(nt) sin t−cos(nt) cos t)+
tan3(x)(sin(t+2x) cos(nt)−cos(t+2x) sin(nt)+cos(nt) sin t−sin(nt) cos t) =
tan2(x)(cos(2x+t−nt)−cos(t−nt))+tan3(x)(sin(t−nt+2x)+sin(t−nt)) =
tan3(x)(2 cos(x) sin(t− nt+ x))− tan2(x)(2 sin(x) sin(t− nt+ 2x)) = 0
Coefficient at n2 reads:
2 tan(x)(cos(nt) sin t−sin(nt) cos t+cos(t+2x) sin(nt)−sin(t+2x) cos(nt))+
2 tan2(x)(cos(nt) cos t+sin(nt) sin t+cos(t+2x) cos(nt)+sin(t+2x) sin(nt)) =
2 tan(x)(sin(t−nt)−sin(t−nt+2x))+2 tan2(x)(cos(t−nt)+cos(t−nt+2x))) =
−4 tan(x) sinx cos(t− nt+ x) + 4 tan2(x) cosx cos(t− nt+ x) = 0
Coefficient at n reads:
(cos(nt) cos t+ sin(nt) sin t− cos(t+ 2x) cos(nt)− sin(t+ 2x) sin(nt))+
tan(x)(sin(nt) cos t−cos(nt) sin t+cos(t+2x) sin(nt)−sin(t+2x) cos(nt)) =
(cos(t− nt)− cos(t− nt+ 2x)− tan(x)(sin(t− nt) + sin(t− nt+ 2x)) =
2 sinx sin(t− nt+ x)− 2 tanx cosx sin(t− nt+ x) = 0
The coefficient at ε2 in P1 + P2 tan(x) is:
n
(−2n sin(nt) tan(x) + cos(nt)(1− n2 tan2(x))
1 + n2 tan2(x)
)
(
cos(nt)−n sin(nt) tan(x)−cos(nt)− 2n sin(nt) tan(x)
1 + n2 tan2(x)
+
n2 cos(nt) tan2(x)
1 + n2 tan2(x)
)
+
n
(2n cos(nt) tan(x) + sin(nt)(1− n2 tan2(x))
1 + n2 tan2(x)
)
(
sin(nt)+n cos(nt) tan(x)−sin(nt) + 2n cos(nt) tan(x)
1 + n2 tan2(x)
+
n2 sin(nt) tan2(x)
1 + n2 tan2(x)
)
=
n
(−2n sin(nt) tan(x) + cos(nt)(1− n2 tan2(x))
1 + n2 tan2(x)
)
(n sin(nt) tan(x) + 2n2 cos(nt) tan2(x)− n3 sin(nt) tan3(x)
1 + n2 tan2(x)
)
+
n
(2n cos(nt) tan(x) + sin(nt)(1− n2 tan2(x))
1 + n2 tan2(x)
)
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1 + n2 tan2(x)
)
=
n
(−2n sin(nt) tan(x) + cos(nt)(1− n2 tan2(x))
1 + n2 tan2(x)
)
(
n tan(x)
sin(nt)(1− n2 tan2(x)) + 2n cos(nt) tan(x)
1 + n2 tan2(x)
)
+
n
(2n cos(nt) tan(x) + sin(nt)(1− n2 tan2(x))
1 + n2 tan2(x)
)
(
n tan(x)
2n sin(nt) tan(x)− cos(nt)(1− n2 tan2(x))
1 + n2 tan2(x)
)
= 0
Lemma is proved. 
This completes the proof of Theorem 2.1.
3. Total integrability test
We consider the annulus between two neighboring invariant curves corre-
sponding to two solutions x1, x2 of the equation (6).
Figure 3. Two invariant curves bounding the domain Ωx1x2
We denote by Ωx1x2 the domain between these two invariant curves. We
want to apply total integrability test as it was developed in [1], [2]. Theory
tells that total integrability of the map T in the domain Ωx1x2 would imply
the inequality
(10)
∫
Ωx1x2
(S11 + 2S12 + S22) d(Area) ≥ 0,
where the Area form can be computed in terms of S as
d(Area) = −S12 dtds.
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Here we put ”−” sign due to the twist condition (2). The domain of inte-
gration in coordinates (t, s) looks by Theorem 2.1 as follows:
Π = {t ∈ [0, 2pi], (s− t) ∈ [2x1, 2x2]}.
Thus altogether we get that the total integrability would imply:
(11) I :=
∫
Π
(S11 + 2S12 + S22) S12 dtds ≤ 0.
On the other hand we have the following experimental:
Theorem 3.1 (Experimental). For n = 7,  = 0.01 the solutions of equation
6 in the interval (0, pi/2), where are x1 = 0.646471 and x2 = 1.111932 and
the integral
I = 9.16345
”Proof”: This integral is explicit since the domain Π is explicit and the
derivatives of S can be explicitly computed using the formulas (5),(3). We
couldn’t however compute this integral exactly. MATHEMATICA software
was used to evaluate it numerically.
4. Some periodic points
The curve γ admits large number of symmetries. Therefore some periodic
points for the outer billiard T can be found explicitly as follows: Take the
following points on γ
Pk = γ(tk); tk =
2pik
n− 1; k = 0, 1..., n− 1,
Qk = γ(sk); sk =
pi
n− 1 +
2pik
n− 1; k = 0, 1..., n− 1.
These points are staying on the maximal and minimal distance from the
origin respectively. One can see that the points Ek, Hk which are the in-
tersection points of the tangent lines to γ at Pk and Pk+2 and Qk, Qk+2
respectively are periodic points of T . On the Fig. 4 one clearly see the
points Ek corresponding to six large elliptic islands and Hk six hyperbolic
periodic points between them.
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Figure 4. 10,000 iterations of 500 initial points
5. Pictures of Computer simulations
In this section we show the results of computer simulations for the phase
portrait of the mapping T for n = 7,  = 0.01. They demonstrate clearly that
there are contractible invariant curves (the islands) around elliptic periodic
points. At the first stage of the computations there was an impression that
the mapping T could be integrable.
Later, on magnifying the picture between KAM curves and especially near
the hyperbolic periodic points Hk, we found chaotic regions. We believe
that the map T gives a very important geometric example of coexistence of
regular and chaotic behaviors (we refer to an important survey papers [5]
[11] on the coexistence problem).
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Figure 5. Magnifying a neighborhood of hyperbolic peri-
odic point
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