Abstract. Small-space and large-time estimates and asymptotic expansion of the distribution function and (the derivatives of) the density function of hitting times of points for symmetric Lévy processes are studied. The Lévy measure is assumed to have completely monotone density function, and a scaling-type condition inf ξΨ ′′ (ξ)/Ψ ′ (ξ) > 0 is imposed on the Lévy-Khintchine exponent Ψ. Proofs are based on generalised eigenfunction expansion for processes killed upon hitting the origin.
Introduction and statement of the results
The distribution of the first time a Lévy process X t hits a given point x, denoted τ x , is an important random variable in the study of local times of X t and excursions of X t away from the origin. In general, under some conditions on X t (e.g., symmetry), the double transform of τ x is described by the Lévy-Khintchine exponent Ψ of X t , R e iξx Ee −λτx dx = c(λ) λ + Ψ(ξ)
, with c(λ) =
for ξ ∈ R and λ > 0. Due to difficulties with the inversion of the Fourier and Laplace transforms in the above expression, however, more detailed properties of the distribution of τ x are available essentially only when X t is a stable Lévy process or when X t has onesided jumps (see the discussion following the statement of main theorems). In the present paper we focus on the case when X t is symmetric and has completely monotone jumps (that is, the density of the Lévy measure of X t exists and it is a completely monotone function on (0, ∞)). Our analysis is based on the following fundamental result, proved in [7] . Note that in the original statement the condition ξΨ ′′ (ξ) ≤ Ψ ′ (ξ) was erroneously given as 2ξΨ ′′ (ξ) ≤ Ψ ′ (ξ) (the proof, however, uses the correct condition).
Theorem 1.1 ([7, Theorem 1.1 and Remark 1.2])
. Let X t be a symmetric onedimensional Lévy process, starting at 0, with Lévy-Khintchine exponent Ψ(ξ), and suppose that Ψ ′ (ξ) > 0 and ξΨ ′′ (ξ) ≤ Ψ ′ (ξ) for all ξ > 0, and that 1/(1 + Ψ(ξ)) is integrable. Let τ x be the first hitting time of {x}. Then
for all n ≥ 0 and t > 0, and almost all x ∈ R. Here F λ is a bounded, continuous function, defined by
for all x ∈ R, where
(here pv stands for the Cauchy principal value integral), and G λ is an L 2 (R) ∩ C 0 (R) function with (integrable) Fourier transform
for all ξ ∈ R \ {−λ, λ}. The distributional Fourier transform of F λ is given by
dξ + π sin ϑ λ (ϕ(λ) + ϕ(−λ))
for ϕ in the Schwartz class.
In the present article estimates and asymptotic expansions of ϑ λ and F λ are found, which are then used to prove the following two theorems. Note that the assumption (1.6) asserts that P(τ x < ∞) = 1 (see Proposition 2.2), and that if X t has completely monotone jumps, then (1.2) holds for all x ∈ R (see Proposition 5.2).
Theorem 1.2. If X t is a symmetric Lévy process with completely monotone jumps, Ψ(ξ)
is the Lévy-Khintchine exponent of X t , and
for some α, β ∈ (1, 2] and all ξ > 0 (the upper bound always holds with β = 2), then there are positive constants C 1 (α, β, n), C 2 (α, β, n), C 3 (α, β, n) such that C 1 (α, β, n) t n+1 |x|Ψ(1/|x|)Ψ −1 (1/t) ≤ (− d dt ) n P(τ x > t) ≤ C 2 (α, β, n) t n+1 |x|Ψ(1/|x|)Ψ −1 (1/t) (1.7)
for all n ≥ 0, t > 0 and x ∈ R \ {0} such that tΨ(1/|x|) ≥ C 3 (α, β, n). Here Ψ −1 denotes the inverse function of the restriction of Ψ to (0, ∞),
where Γ(k; z) and Γ(k; z) are lower and upper incomplete gamma functions, respectively, and C 3 (α, β, n) > 1 is large enough, so that for s ≥ C 3 (α, β, n),
(1.9) Corollary 1.3. For n = 0, the conclusion of Theorem 1.2 can be rewritten as follows: there are positive constantsC 1 (α, β) andC 2 (α, β) such that
for all t > 0 and x ∈ R \ {0}. With the notation of Theorem 1.2, herẽ
Theorem 1.4. Let X t be a symmetric Lévy process with completely monotone jumps and let Ψ(ξ) be the Lévy-Khintchine exponent of X t . Suppose that
for some α, β ∈ (1, 2] and all ξ > 0 (the upper bound always holds with β = 2).
(a) If Ψ(ξ) is regularly varying at infinity with index γ ∈ (1, 2], then
is regularly varying at zero with index δ ∈ (1, 2], then
for all n ≥ 0 and x ∈ R \ {0}, where v(x) is the compensated potential kernel
Remark 1.5. A function ψ is a complete Bernstein function if and only if
for some c 1 , c 2 ≥ 0 and a nonnegative measure µ for which the above integral converges (see [15] ). A symmetric Lévy process X t has completely monotone jumps if and only if Ψ(ξ) = ψ(ξ 2 ) for a complete Bernstein function ψ (see [6, 13] ). The hypotheses of the theorems can be slightly relaxed to the following: ψ(ξ 2 ) is the Lévy-Khintchine exponent of a symmetric Lévy process; 1/(1 + ψ(ξ 2 )) is integrable; (ψ λ ) λ (ξ) (see Section 2 for the definition) is well-defined and (ψ λ ) λ (ξ) and ξ/(ψ λ ) λ (ξ) are increasing in ξ > 0 for all λ > 0; condition (1.6) holds for some α, β ∈ (1, 2] and all ξ > 0 (now the upper bound is non-trivial also for β = 2). Apparently, these conditions can be further weakened at the price of more technical arguments. Since many important examples already belong to the class considered in this article, we decided to focus on simplicity rather than complete generality.
When X t is the symmetric stable Lévy process, with Lévy-Khintchine exponent Ψ(ξ) = |ξ| α , then Theorems 1.2 and 1.4 take the explicit form stated in Corollary 1.6 below. Note that in this case the bi-variate problem of estimating P(t < τ x < ∞) reduces to a single variable case (either for fixed t or for fixed x) due to scaling. Hence, the methods adapted to the bi-variate problem used to prove Theorem 1.2 are more than is necessary to study this case.
The law of τ x for (also asymmetric) stable Lévy processes has been studied recently in [5, 9, 11, 16, 20] , see also [2, 12, 21] . In particular, the results of [5] are significantly stronger than the following corollary, and do not require symmetry of X t . Corollary 1.6. If α ∈ (1, 2] and X t is the symmetric stable Lévy process, with Lévy-Khintchine exponent Ψ(ξ) = |ξ| α , then
for all n ≥ 0, t > 0 and x ∈ R \ {0} such that t/|x| α ≥ C 3 (α, n). Here
,
for all n ≥ 0 and t > 0, and
for all n ≥ 0 and x ∈ R \ {0}.
The main results of this article apply to more general symmetric Lévy processes than stable ones. Two more examples provided below seem to be completely new. Apparently, apart from the fundamental identity (1.1), very little is known about the law of τ x for non-stable Lévy processes, see [4, 10, 18, 19] . Corollary 1.7. If α, β ∈ (1, 2], α < β, and X t is the Lévy process with Lévy-Khintchine exponent Ψ(ξ) = (1 + |ξ| β ) α/β − 1 (sometimes X t is called the relativistic Lévy process), then
for all n ≥ 0, t > 0 and x ∈ R \ {0} such that t/ min(|x| α , |x| β ) ≥ C 3 (α, β, n), with constants defined in Theorem 1.2. Furthermore,
for all n ≥ 0 and t > 0, where ϑ λ is given in Theorem 1.1, and
for all n ≥ 0 and x ∈ R \ {0}, where v(x) is the compensated potential kernel of X t .
Corollary 1.8. If α, β ∈ (1, 2], α < β, and X t is the Lévy process with Lévy-Khintchine exponent Ψ(ξ) = |ξ| α + |ξ| β (that is, X t is the sum of independent stable Lévy processes), then
for all n ≥ 0, t > 0 and x ∈ R \ {0} such that t/ max(|x| α , |x| β ) ≥ C 3 (α, β, n), with constants defined in Theorem 1.2. Furthermore,
We basically follow the approach of [8] , where similar estimates for the first passage times are found. However, some parts of the argument require major modifications. Section 2 collects simple technical results. In Section 3 and 4 estimates of ϑ λ and F λ , respectively, are studied. Proofs of main results are contained in Section 5.
Instead of using the Lévy-Khintchine exponent Ψ, it is convenient to work with ψ(ξ) = Ψ( √ ξ). In the remaining part of the article Ψ is virtually dropped from the notation. For reader's convenience, we note that 15) so that (1.6) and (1.11) translate to
To facilitate further extensions, all intermediate results are stated for rather general functions ψ. For this reason, statements of the results often contain assumptions, such as differentiability or monotonicity of ψ, which are automatically satisfied when ψ corresponds to the Lévy-Khintchine exponent Ψ(ξ) = ψ(ξ 2 ) of a symmetric Lévy process with completely monotone jumps (that is, ψ is a complete Bernstein function, see Remark 1.5).
Preliminaries
Following [8] , for λ > 0 and a continuous function ψ :
In this case we say that ψ λ is well-defined.
If for some λ > 0 the function ψ λ is well-defined and ψ λ (ξ) = ψ λ (λ 2 ) for ξ = λ 2 , then (ψ λ ) λ can be defined, and
′′ (ξ) < 0 for all ξ > 0, then ψ λ is increasing for every λ > 0, and hence (ψ λ ) λ is welldefined. Furthermore, if ψ is a complete Bernstein function, then also ψ λ and (ψ λ ) λ are complete Bernstein functions (see [7, 15] ).
In order not to distract the attention of the reader by technical details in the main part of the proof, below we list some rather elementary results.
for all ξ > 0, then
for all λ, ξ > 0.
Proof. Integration of (2.3) in ξ gives
that is, (2.4), provided that 0 < λ < ξ. A similar argument can be given when 0 < ξ < λ. The case λ = ξ > 0 follows by continuity.
for some α, β > 0 and all ξ > 0, then
for all ξ > 0, and
proving the lower bound in the first part of (2.7). Hence,
, which shows the lower bound in (2.6). Furthermore,
proving the other lower bound in (2.7). The upper bounds are proved in the same way.
is continuous, increasing, and
for some α, β > 0 and all ξ 1 , ξ 2 > 0 such that ξ 1 < ξ 2 , then
for all t 1 , t 2 > 0 such that t 1 < t 2 .
Proof.
Proposition 2.4. If g : (0, ∞) → (0, ∞) is integrable and decreasing, then
Proposition 2.5. If g : R → (0, ∞) is integrable and decreasing on (0, ∞), and g(ξ) = g(−ξ) for ξ > 0, then
for all x ∈ R. Furthermore,
Proof. Fix x > 0. By symmetry of g,
Clearly, 1 − cos(ξx) ≤ 2 and 1 − cos(ξx) = 2 sin(
For the lower bound, integration by parts gives
where the integrand in the right-hand side is a Lebesgue-Stieltjes one (if g is differentiable, then (−dg(ξ)) = (−g ′ (ξ))dξ). By Proposition 2.4, the limit in the right-hand side is 0.
Furthermore, (−dg(ξ)) is a nonnegative measure on (0, ∞), and one easily verifies that
The function
. Therefore, another integration by parts gives
It follows that
as desired. The estimates (2.11) for x < 0 follow by symmetry. In a similar manner, for x 1 , x 2 ∈ R,
and (2.12) follows from | sin s| ≤ min(s, 1) for s > 0.
for all ξ > 0.
, and so
.
Formula (2.13) follows.
Proposition 2.7. If g : R → R is integrable and regularly varying at infinity with index −γ for γ ∈ (1, 3), and g(x) = g(−x) for x > 0, then
, where for γ = 2 it is understood that the right-hand side is equal to π. Furthermore, Γ(1 − γ)Γ(γ) = π/ sin(γπ).
Estimates of ϑ λ
Recall that
for λ > 0.
is the Lévy-Khintchine exponent of a symmetric Lévy process, ψ ′ (ξ) > 0 for all ξ > 0 and
for some α, β ∈ [1, 2] and all ξ > 0, then
for all λ > 0.
. Hence, by Proposition 2.1,
for all λ, ξ > 0. By (3.1), it follows that ϑ λ ≤θ λ , whereθ λ is defined as ϑ λ , but usingψ instead of ψ.
. This proves the upper bound. The lower one is obtained in a similar manner.
Lemma 3.2. Suppose that ψ(ξ
2 ) is the Lévy-Khintchine exponent of a symmetric Lévy process, ψ ′ (ξ) > 0 for all ξ > 0, and
for some α, β ∈ [1, 2] and all ξ > 0. If ψ ′ is regularly varying at zero with index
Similarly, if ψ ′ is regularly varying at infinity with index
Proof. Suppose that ψ ′ is regularly varying at zero with index
. By Karamata's theorem [1, Theorem 1.
and ψ is regularly varying at zero with index δ 2 . By a substitution ξ = λs,
The integrand converges pointwise to δ/(1−s δ )−2/(1−s 2 ), and it is bounded above by an integrable function 2/(λ(ψ λ ) λ (ξ 2 )) by Proposition 2. 
The other statement is proved in an analogous way.
Estimates of F λ (x)
for λ > 0, ξ ∈ R, and
is the Lévy-Khintchine exponent of a symmetric Lévy process, 1/(1 + ψ(ξ 2 )) is integrable, λ > 0 and (ψ λ ) λ (ξ) is well-defined and increasing in ξ > 0, then
for all x 1 , x 2 ∈ R.
Proof. Due to symmetry of G λ , F (F G λ ) = 2πG λ . Furthermore, F G λ is differentiable and decreasing on (0, ∞). Hence, the result follows by Proposition 2.5.
is the Lévy-Khintchine exponent of a symmetric Lévy process,
for all x ∈ R.
Proof. Since ξ/(ψ λ ) λ (ξ) is increasing in ξ > 0, by Proposition 2.6,
The result follows now from Lemma 4.1.
is the Lévy-Khintchine exponent of a symmetric Lévy process, 1/(1 + ψ(ξ 2 )) is integrable, λ > 0, (ψ λ ) λ (ξ) is well-defined and (ψ λ ) λ (ξ) and ξ/(ψ λ ) λ (ξ) are increasing in ξ > 0, then
for λ, x > 0 satisfying λx < π 2 − ϑ λ . The upper bound holds when λx < 2.
Proof. Suppose that λ, x > 0 and write
is bounded below and above by a constant times (see (2.2))
Observe that d ds (log(1 + s) − log(1 − s)) ≥ 1 for s ∈ (0, 1). Therefore, if λx < 2, then
Hence,
The lower bound is found in a similar manner. Observe that log(1 + s) − log(1 − s) is convex on (0, 1). Hence, if
, then
the last inequality follows from the inequality 1 − cos s ≥ ) (which is easily proved by differentiation) with s = π 2 − ϑ λ . This gives the desired lower bound,
dξ.
is the Lévy-Khintchine exponent of a symmetric Lévy process, λ > 0, (ψ λ ) λ (ξ) and ξ/(ψ λ ) λ (ξ) are increasing in ξ > 0, and
for some α, β ∈ (1, 2] and all ξ > 0, then
for λ, x > 0 satisfying λx < π − π α
. The upper bound holds when λx < 2. Furthermore,
for λ > 0 and x 1 , x 2 ∈ R.
Note that condition (4.8) implies that 1/(1 + ψ(ξ 2 )) is integrable (by Proposition 2.2) and that (ψ λ ) λ (ξ) is well-defined.
. Hence, by Lemma 4.3,
λ, and hence, by Proposition 2.2, ψ(λ 2 ) ≤ (
Finally, again by Proposition 2.2,
, and a similar lower bound is valid with α replaced by β. By combining the above estimates, one obtains
, and (4.9) follows by elementary estimates: sin
. Formula (4.10) is proved in a similar way. By Lemma 4.1 and (4.7), for λ > 0 and
min(ξx, 2) min(ξy, 2)dξ where for brevity x = |x 1 − x 2 | and y
min(ξx, 2) min(ξy, 2)dξ
here the last inequality follows by Proposition 2.2.
is the Lévy-Khintchine exponent of a symmetric Lévy process, λ > 0, (ψ λ ) λ (ξ) is well-defined, and ψ is regularly varying at infinity with index
Note that 1/(1 + ψ(ξ 2 )) is integrable, because it is regularly varying at infinity with index −γ.
Proof. Recall that
and that
Therefore, F G λ (ξ) is regularly varying at infinity with index −γ, and by Proposition 2.7,
and
). The result clearly follows when a = 0. If a > 0, then necessarily γ = 2, and hence Γ(γ)|cos
Recall that the compensated potential kernel v of X t is defined by
where p t (x) is the density function of the distribution of X t . Since F p t (ξ) = e −tψ(ξ 2 ) , the distributional Fourier transform of v is defined by
for ϕ in the Schwartz class (Fubini is used in the last equality).
Lemma 4.6. If ψ(ξ 2 ) is the Lévy-Khintchine exponent of a symmetric Lévy process, λ > 0, (ψ λ ) λ (ξ) and ξ/(ψ λ ) λ (ξ) are increasing in ξ > 0, and
locally uniformly in x ∈ R, where v(x) is the compensated potential kernel of X t .
Noteworthy, convergence in the space of tempered distributions holds in full generality, that is, with the hypotheses of Theorem 1.1. Under the assumptions of the lemma, one also has ϑ λ → π γ − π 2 as λ → 0 + by Lemma 3.2. As before, condition (4.12) implies that 1/(1 + ψ(ξ 2 )) is integrable (by Proposition 2.2) and that (ψ λ ) λ (ξ) is well-defined.
Proof. By Theorem 1.1, for ϕ in the Schwartz class,
As λ → 0 + , the integrand converges pointwise to (2ϕ(0) − ϕ(ξ) − ϕ(−ξ))/ψ(ξ 2 ). We claim that dominated convergence applies to the above limit. Indeed,
, for all λ, ξ > 0, and since ψ ′ is decreasing,
for all λ ∈ (0, 1) and ξ ∈ (0, 2). Hence,
for all λ ∈ (0, 1) and ξ ∈ (0, 2). On the other hand,
for all λ ∈ (0, 1) and ξ ≥ 2. The upper bound found above is integrable in ξ ∈ (0, ∞), and the claim is proved. It follows that
for every ϕ in the Schwartz class. This proves the desired result, but with locally uniform convergence replaced by convergence in the space of tempered distributions. By Lemmas 4.4 and 3.1, for all λ > 0 and x 1 , x 2 ∈ R,
Hence, if λ ∈ (0, λ 0 ) and
The right-hand side is finite and converges to 0 as |x 2 − x 1 | → 0 + by dominated convergence. Hence, the functions F λ (x)/(λψ ′ (λ 2 ) cos ϑ λ ) are equicontinuous in x ∈ [−x 0 , x 0 ] for λ ∈ (0, λ 0 ). It remains to note that on a bounded interval, distributional convergence and equicontinuity imply uniform convergence.
Estimates of hitting times
We begin with two technical results.
Proposition 5.1. If X t is a symmetric Lévy process with Lévy-Khintchine exponent Ψ, and 1/(1 + Ψ(ξ)) is integrable, then P(t < τ x < ∞) is jointly continuous in t > 0 and x ∈ R.
Proof. By [14, Theorem 43.5 and Remark 43.6], Ee −λτx is a continuous function of x ∈ R for every λ > 0. Therefore, the distributions of τ x are continuous in x with respect to vague convergence of measures. It follows that the function P(t < τ x < ∞) is continuous in x at every point (t, x) at which it is continuous in t.
Since P(τ x = t) ≤ P(X t = x) = 0, the function P(t < τ x < ∞) is continuous and non-increasing in t > 0 for every x ∈ R. This implies that it is in fact jointly continuous in t > 0 and x ∈ R.
is the Lévy-Khintchine exponent of a symmetric Lévy process, 1/(1 + ψ(ξ 2 )) is integrable, (ψ λ ) λ is well-defined and (ψ λ ) λ (ξ) and ξ/(ψ λ ) λ (ξ) are increasing in ξ > 0 for all λ > 0, then equation 1.2 in Theorem 1.1 holds for all x ∈ R (and not just for almost all x ∈ R).
Proof. It suffices to consider n = 0, the result for n > 0 follows then by differentiation, see [7, Remark 1.2] . Let t > 0. By Proposition 5.1, the left-hand side of (1.2) is a continuous function of x ∈ R \ {0}. For each t > 0, the integrand in the right-hand side of (1.2) is continuous in x ∈ R \ {0}. Therefore, it remains to show that dominated convergence can be applied to prove continuity of the right-hand side of (1.2) in x > 0 (equality for x = 0 is trivial, and the result for x < 0 follows by symmetry).
Fix
which completes the proof.
By Proposition 5.2, under appropriate assumptions, for n ≥ 0, t > 0 and x ∈ R \ {0},
As before, condition (5.5) implies that 1/(1 + ψ(ξ 2 )) is integrable (by Proposition 2.2) and that (ψ λ ) λ (ξ) is well-defined.
Proof. Fix t, x > 0 and let a = (π − π α )/x and b = tψ(a 2 ). Denote J = J n (t, x, a). Observe that when λ < a, then λx < π − π α and Lemma 4.4 applies. Hence,
Using cos ϑ λ ≥ cos(
By Propositions 2.2 and 2.3,
Finally, as in the proof of Lemma 5.
. This proves the desired lower bound. The upper bound is shown in a similar manner,
As observed in Remark 1.5, with the hypotheses of Theorems 1.2 and 1.4, ψ(ξ) = Ψ( √ ξ) is a complete Bernstein function (see [15] ), and hence ψ λ and (ψ λ ) λ are complete Bernstein functions (see [7] ). In particular, (ψ λ ) λ is well-defined and (ψ λ ) λ (ξ) and ξ/(ψ λ ) λ (ξ) are increasing in ξ > 0 for all λ > 0. Furthermore, if ψ is regularly varying at zero or at infinity with index α 2 , then ψ ′ is regularly varying at the same point with index α 2 − 1. Finally, Ψ −1 (t) = (ψ −1 (t)) 1/2 , and the relation between the derivatives of ψ and Ψ is given in (1.15) .
Observe that the distributions of τ x and τ −x are equal, and F λ are even functions. Hence, only x > 0 needs to be considered in the proofs of main theorems.
Proof of Theorem 1.2. Choose c > 1 large enough, so that for s ≥ c, where c 1 (α, β, n) is defined in (5.7) in Lemma 5.4 (this is possible, because Γ(n; (α −1) β s) decays exponentially fast with s at infinity). Fix t, x > 0 such that tψ(1/x 2 ) ≥ c, and let a = (π − π α )/x. Observe that
Hence, estimate (1.10) follows from (1.7) with arbitraryC 1 (α, β) ≤ C 1 andC 2 (α, β) ≥ 2C 2 . Consider now the case tψ(1/x 2 ) ≤ C 3 . Again by Proposition 2.3,
Hence, P(τ x > t) ≤ 1 ≤ 2C 3
1 + txψ(1/x 2 ) ψ −1 (1/t) .
Finally, by (1.7),
Therefore, (1.7) holds with arbitraryC 1 (α, β) ≤ C 1 /C 3 andC 2 (α, β) ≥ 2C 3 .
Proof of Theorem 1.4. Part (a). We claim that by dominated convergence, 2 e −tψ(λ 2 ) λ 2 (ψ ′ (λ 2 )) 2 (ψ(λ 2 )) n−1 dλ for all n ≥ 0 and t > 0. Indeed, the left-hand side is the limit of integrals (see (5.2)), with integrands convergent pointwise to the integrand in the right-hand side by Lemma 4.5. Furthermore, by Lemma 4.4, the integrands in the left-hand side are bounded by 80 π(α − 1) cos ϑ λ e −tψ(λ 2 ) λ 2 (ψ ′ (λ 2 )) 2 (ψ(λ 2 )) n−1 , which is easily shown to be integrable in λ ∈ (0, ∞), because λ 2 ψ ′ (λ 2 ) ≤ β 2 ψ(λ 2 ). The claim is proved.
On the other hand, by Lemma 5.3, for x ∈ (0, 1),
xψ(1/x
2 )|I n (t, x, 2 x )| ≤ 2xψ(1/x 2 )Γ(n; (α − 1) β tψ(1/x 2 )) πt n ≤ c(α, β, n, t)x.
Part (b). Fix x > 0 and a = 
