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ABSTRACT 
 
Fluorescent microscopy was used to study the transport of soft material objects in 
crowded environment. Delaunay triangulation and wavelet transform were adapted to extract 
more information from images of macromolecules with irregular shapes and heterogeneous 
transportation dynamics. Systems studied are actively transported endosomes in living cells, and 
diffusing semi-flexible polymer chains in rigid networks. By going beyond traditional particle 
tracking and trajectory analysis, it was discovered that for protein transportation rather than 
directing the protein-containing endosomes steadily towards intended destination with regulatory 
mechanisms as commonly believed, efficient random search is an alternative mechanism that can 
offer both high energy efficiency and delivery accuracy.  The imaging study of double-stranded 
DNA molecules in actin and agarose gel showed that the popular mental image of a snake sliding 
back and forth may not be how polymers actually reptate. The application of advanced analytical 
tools to high resolution microscopy images of dynamic systems is expected to lead to the 
discoveries of many more new mechanisms and concepts.  
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CHAPTER 1 
INTRODUCTION 
 
1.1 Objective  
While the transport of small molecules is well understood for a long time, the 
mechanisms of transport of macromolecules, such as proteins and polymers, in crowded 
environment are still being debated.1 There are many promising theories,2, 3 but the validation of 
these theories has depended mostly on ensemble averaged scaling behaviors.4 Competing 
theories can predict similar scaling at experimentally accessible time and length scales. These 
experimental results therefore cannot conclusively prove or disprove different mechanisms.  
The advancement of fluorescent microscopy has made it possible to image individual 
macromolecules in crowded environment.5-8 We now have front row seats in watching these 
macromolecules as they navigate their environment. This eliminates the need to deduce 
individual behaviors from macroscopic observables. As the next step, we need to develop new 
analytical tools to extract quantitative information from these unprecedentedly detailed images to 
develop mechanistic understandings.9, 10  
To go beyond traditional center-of-mass and second order moments based single-particle 
tracking and trajectory analysis,11 methods developed in the graph theory and signal processing 
fields were adapted to capture conformational information and to separate heterogeneous 
dynamics. These new tools have led to the realization that unlike the transport of small molecules, 
there are often multiple transport mechanisms that coexist and alternate intermittently. These 
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tools have also revealed how different parts of a macromolecule, often exposed to different 
environment, coordinate their motion. 
This dissertation developed and applied two new analytical tools in the study of active 
transport of proteins inside cells and DNA passive diffusion in actin and agarose gel networks. 
 
1.2 Organization 
In the following chapters, the developed analytical tools were first introduced in Chapter 
2 and 3. These tools were then applied in two specific systems in Chapter 4 and 5.  
 
Chapter 2: Based on wavelet transform, the method transforms raw data to 
locally match dynamics of interest and thereby extracts and quantifies transient 
heterogeneous dynamical changes from large datasets generated in single 
molecule/particle tracking experiments. In separating the different dynamics, statistically 
adaptive universal thresholding was used to avoid a single arbitrary threshold that might 
conceal individual variability across populations. How to implement this multiscale 
method is described, focusing on local confined diffusion separated by transient transport 
periods or hopping events, with 3 specific examples: in cell biology, biotechnology, and 
glassy colloid dynamics. The discussion is then generalized within the framework of 
continuous time random walk.  
 
Chapter 3: Delaunay triangulation is adapted to extend the capabilities of particle 
tracking in three areas: (1) discriminating irregularly-shaped objects, which allows one to 
track items other than point features; (2) combining time and space to better connect 
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missing frames in trajectories; (3) identifying shape backbone. Specific examples were 
given for each of the capabilities. 
 
Chapter 4: A large set of trajectories of protein-containing endosomes in living 
cells were analyzed using the above two methods. Brownian-like steps in endosome 
transport were observed to self-organize into truncated Lévy walks through a positive 
feedback in directional persistence. Lévy walks have functional advantages over 
Brownian motion in random searching and transport kinetics and we believe Lévy 
dynamics can be an efficient alternative to highly regulated transport. Although the 
random nature of the transport has been reported before, the particular type of random 
walk the motion follows is rather surprising. In classic random walk models, it is 
common to introduce memory kernels to describe Lévy dynamic, the required memory 
over long time and large length scales lacks obvious reasonable grounding here. A 
molecular model was developed that shows the slow fluctuations of the number of 
available motors, coupled nonlinearly to the fast motor binding and unbinding events 
through the load-dependent unbinding rate is sufficient to produce the effective positive 
feedback that constructs Lévy dynamics from Brownian steps.  
 
Chapter 5: Images of fluorescently labeled λ-DNA chains threaded through F-
actin or agarose network meshes were analyzed using the methods described in Chapter 2 
and 3. A strong coupling between shape fluctuation and chain transport was identified.  
The shape and motion of a chain are simultaneously arrested most of the time and 
spontaneous large shape fluctuation transiently allows a chain to break free and achieve 
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net transport. This was observed at both individual chain and ensemble level. Tracking 
the chain ends reveals that the end motion is also intermittent, which can lead to the arrest 
of shape and chain motion. The duration of the arrested phase suggests a heterogeneous 
transport barrier. This novel mode of transport might be important to transport in porous 
media and crowded environment as shape fluctuation is widely present in a broad class of 
soft materials. 
 
1.3 Future Prospects 
While the analytical tools developed here have some generality, many more new tools are 
expected as the imaging subjects diversify. Although these new tools will extract ever more 
information, there is the danger of over-interpretation. The complexity of these new analyses and 
lack of a universal approach also mean it will be harder for readers to fully appreciate these 
results and therefore to advance the field. Accompanying mathematical equations with the 
physical meaning in each application is therefore very important; while careful control analyses 
and verification with multiple approaches will help prevent over-interpretation of the microscopy 
images.  
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CHAPTER 2 
DIAGNOSING HETEROGENEOUS DYNAMICS IN 
TRAJECTORIES WITH MULTISCALE WAVELET 
 
2.1 Background 
The experimental study of dynamics has been deeply transformed during the past 
generation by new technologies that acquire digital images in vast quantities, allowing one to 
record motion of objects of interest, one-by-one in real space and time.1-7 When datasets of this 
kind are analyzed, the capacity to track individual objects over a long time allows not only 
quantification of individual variations within populations but also complex temporal fluctuations 
of individual moving elements.  The valuable information offered by huge datasets goes beyond 
what can be obtained from the classic ensemble-averaged approach, and has often provided 
unexpected mechanistic insights. This approach of “deep” statistical imaging has already led to 
significant progress in a variety of fields, from physical sciences such as diffusion6-11 and other 
dynamics in condensed matter,5, 12, 13 to biological sciences such as ecology14 and cell biology.15-
17 Much important work revolves around improving experimental techniques to collect the 
data.18, 19   
                                                            
  Adapted with permission from Bo Wang, Juan Guan, and Steve Granick (2013) Diagnosing 
Heterogeneous Dynamics in Single Molecule/Particle Trajectories with Multiscale Wavelets, ACS Nano, 
7, 8634-8644. Copyright 2013 American Chemical Society 
 
 7 
 
Here we ask a different question: how to analyze such data for embedded information? 
For many problems, but not all, it is reasonable to assume random fluctuations with some 
probabilistic distribution around an average value.  However, dynamics in the physical and 
biological worlds are often heterogeneous. When the statistical character of the process changes 
intermittently with time due to stochastic switching between coexisting and often competing 
microscopic processes,1-17 averaging over these distinct processes may give misleading results.   
Progress is impeded by the paucity of methods to identify these distinct processes, and to 
quantify them, especially in the presence of noise in the data. An ideal method would be 
automated to handle large datasets, involve no judgment on the part of the analyst, and resolve 
rapid dynamic changes. In practice, to differentiate different modes of motion, one selects a 
metric of interest. Some of the metrics commonly used with aggregates of data include the 
scaling of mean square displacement (MSD),20-22 correlation functions,23, 24 diffusion 
coefficient,25 and other trajectory characteristics.26-28 While each of these performs well for 
certain particular systems, these families of methods require prior information or assumptions 
about the character of the motion. 
A delicate matter is to select the appropriate time window over which to seek dynamic 
changes of the observables. Too short a time can exaggerate noise but too long sacrifices 
temporal resolution and increases the chances of undesired mixing of distinct processes that 
switch more rapidly. Further, one needs to accumulate reliable statistics, but rare and transient 
events are too-readily averaged out, especially as reliability typically requires at least hundreds 
of data points. Also problematical is to select a criterion by which to distinguish random 
fluctuations from real changes in dynamics; there is no general way to avoid judgment in 
selecting these thresholds, and judgment risks being arbitrary, too subjective, and too demanding 
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of different definitions depending on the case at hand. Taking a different approach, probability 
inference can be used to choose between models, maximizing the likelihood that a certain model 
fits the data.22, 25, 29 But this presents its own complexity, especially because it requires prior 
assumptions in associating the data to particular models. 
This chapter presents wavelet transforms and universal thresholding as useful techniques. 
Developed in the field of digital signal processing,30-33  here we show how to apply wavelet 
analysis to detect dynamic changes hidden in time-resolved positional trajectories of physical 
and biological systems. The advantage of this method is that it analyzes data on multiple scales 
simultaneously by decomposing time series into a full set of time scales while preserving 
information in time and frequency domains simultaneously. The following discussion presents 
first the method, then demonstrates its usefulness in three dynamical physical systems involving 
soft and biological matter, and concludes by generalizing the discussion.   
 
2.2 Results and Discussions 
2.2.1 Methodology 
The qualitative principle of wavelet analysis is simple:30-32 moving along a time series of 
observables, transient changes in dynamics result in wavelet coefficients with large absolute 
values, as wavelet transform is known to be very effective at detecting discontinuity. Fig. 2.1a 
shows schematically the main idea: a time series of raw data is expanded to time-resolved 
wavelet coefficients on different scales (or frequency), by convolution over local times with the 
wavelet basis function. Background “noise”, which represents in part random fluctuations, in 
part the mixing of different processes in the system, is measured on small scales (high 
frequency), and projected statistically to larger scales (low frequency) generating a “universal  
 9 
 
 
Figure 2.1. The main idea of wavelet analysis implemented in this study. (a) Schematically: the 
information embedded at small and large scales in a time series of raw data is expanded by 
wavelet transform. The information at small scale provides a global estimate of “noise” level and 
generates a universal threshold that can be projected onto long times, allowing one to localize 
“signal” from noisy background. (b) Spatial position plotted against time in an illustrative 
trajectory. (c) The corresponding wavelet coefficients are plotted against time as the result of 
local integration using the Haar continuous time wavelet transform (CWT). Red: positive values; 
blue: negative, green and yellow: near-zero. Dynamics of interest are identified on the scale 
(frequency) over which bands of coefficients are distinct. Information is lost if the scale is too 
large (frequency too small), whilst noise overwhelms events if the scale is too small (frequency 
too high). The usable range of scales is in between two black lines. Arrows in panel (b) point to 
two events of interest for further analysis. A time span of background noise is also highlighted in 
(b). 
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threshold” that naturally adapts to the noise amplitude. This threshold allows one to discriminate 
dynamics of interest, “signal” that exceeds this threshold, on larger scales.  
One inspects a time series of an observable (Fig. 2.1b).  There results a spectrum of 
wavelet coefficients against time and scales (Fig. 2.1c). Over small scales, the wavelet 
coefficients are dominated by featureless random fluctuations, whereas at large scales, the 
coefficients of given time points are heavily distorted by dynamics extending for long times 
around it. Importantly, at the intermediate scales, transient changes above background 
correspond to distinct bands in wavelet coefficients that can be resolved with confidence. 
Detecting the convergence to these local maxima of wavelet coefficients on these scales localizes 
dynamic heterogeneity, the information we seek. As explained below, this local detection has a 
time resolution better than the exact scale on which this analysis is carried out. This statistically 
rigorous multi-scale method overcomes the current difficulties in analyzing heterogeneous 
dynamic data as we have introduced.    
To implement the method there are 4 steps: (a) choose the wavelet basis function; (b) 
perform the wavelet transform; (c) determine the scale and threshold; (d) assign the physical 
processes.   
 
Wavelet selection.  
The wavelet transform calculates the local integral values of time series over various 
scales with weighting defined by the wavelet function used. Different scales generate a times 
series of wavelet transform coefficients corresponding to different time scales. Specifically, the 
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wavelet transform30-32 of a time series  s t  on scale a is 
                                          00 1, t tC t a s t dta a
          (1) 
where the wavelet function   has width a , centered at time 0t . To satisfy Lipschitz continuity, 
local maxima of  0 ,C t a  correspond to singularities in  s t . Therefore, to detect dynamical 
changes, one searches for regions converging to local maxima in  0 ,C t a  along 0t .   
The appropriate wavelet depends on the nature of the dynamic heterogeneity for which 
one searches. Ideally, to choose an efficient wavelet, one needs to maximize the cross-correlation 
between wavelet and the signal of interest, as it would produce highest local maxima in wavelet 
domain and thus improve the localization of the signal. This can be achieved by screening 
through known wavelet libraries: Daubechies, Symmlets, Coiflets, and many others.31 However, 
we emphasize that the choice of wavelet must be physically driven. For example, if the 
background contains  fluctuations around an average level but the signal shifts the average, then 
one selects   with one vanishing moment (such as Haar wavelet), also known as Daubechies 2 
wavelet, such that local maxima in  0 ,C t a  correspond to discontinuity above this constant fast 
fluctuating component. This situation includes all three examples discussed below, as well as 
single molecule FRET time traces that have been reported earlier.34, 35 As another example, when 
the dynamics exhibits abrupt, fast back-and-forth jumps between several positions/states (e.g. 
harmonic oscillators in double potential wells), the detection should target maximum curvature 
in the trajectory. Then one selects   with two vanishing moments (such as Daubechies 4 
wavelets) such that local maxima in  0 ,C t a  correspond to maximum curvature in trajectories.30 
Similarly, when targeting discontinuity in gradients, Daubechies 6 wavelets with three vanishing 
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moment should be used.30 While the mathematical steps of implanting this method are 
straightforward, as a premise one needs judicious judgment of what type of motion to target. 
In the three physical examples discussed in detail below: we choose the wavelet on a 
physical basis. These are the cases of local confined diffusion separated by transient transport 
periods or hopping events so the appropriate wavelet should have one vanishing moment. In 
particular, “Haar wavelet” quantifies the displacement between the average position of n  points 
before and after position i  along a trajectory with equal weighting to the position of all the points 
around the center point:   
1( , 2 )
i n i n
j j
j i j i
C i n x x
n
 
 
      .    (2) 
What this means physically is quantifying the drift of mean position over time. For 
Brownian motion, there is no drift of the mean position, which wanders around zero, but for 
directional transport, drift is decidedly finite. The point may seem paradoxical, as everyone who 
has tossed coins is familiar with the fact that the numbers of heads and tails are rarely equal, due 
to statistical fluctuations. It is a matter of scale: as the time scale increases, the difference 
between the mean positions becomes pronounced. The wavelet transform must be evaluated over 
scales that are long enough. 
 
Implementing the wavelet transform.  
The wavelet is mathematically defined as local integrals according to Eq. (1), but in 
practice it is more efficient computationally to compute the coefficients by correlations between 
a short section of the time series data and the chosen wavelet, shifting and stretching the wavelet 
according to 0t  and scale a .  Using MATLAB for convenience, we compute continuous wavelet 
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coefficients at real, positive scales of trajectories projected onto x and y dimensions separately. 
An example is shown in Fig. 2.1. This shows the result of a trajectory transformed into time 
series of coefficients over various scales. 
 
Choosing the appropriate scale and threshold.  
One must set a scale on which a threshold is used to decide what differences are large 
enough to matter. As a practical protocol, we find it convenient to select scale and threshold with 
the following iterated sequence: we typically make an initial guess of the scale, a , on which 
distinct bands of wavelet transform coefficients start to emerge (Fig. 2.1b). This initial guess can 
be flexible, as the banding pattern in wavelet domain typically spans many scales. Indeed, as 
described below with a specific example about electrophoresis, comparable performance can be 
achieved on a broad range of scales. Then we use what is called “universal thresholding” on this 
scale.31 For the chosen scale a , the threshold is projected from scale 2a   using 
2 2 ln N       (3) 
where N  is the number of data points in this trajectory excluding first and last 
2
a  data points, 2  
is the estimate of the standard deviation of noise on scale 2, and   is the projection factor. To 
detect persistent transport above Fickian diffusion, we use 
2
a    because random Gaussian 
noise arising from Fickian diffusion grows with t . As coefficients on scale 2 are a mixture 
from multiple processes, the standard deviation of “noise” cannot be calculated directly from the 
data, so we estimate 2  using the median absolute deviation (MAD)31 
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 
2
median ( ,2)
0.6745
i C i 
    (4) 
Finally, we refine the scale and threshold through iterated assignment and validation of 
training trajectories, if necessary. Criteria by which to decide whether refinement is needed are 
(a) whether the assignments are insensitive to small changes of scale and threshold, and (b) 
whether other metrics, such as MSD and correlations, are separated in ways that are anticipated 
based on physical characters of these processes. 
 Note that while this detection method is local, the estimate of noise level is global, as the 
entire trajectory is used to estimate the noise level. This gives reliable and fully automatic 
thresholding adaptive to each individual trajectory, with thresholds reflecting the heterogeneity 
between trajectories. Although this “universal threshold” assumes a Gaussian noise, in 
implementing this method, we have noticed empirically that regardless of the exact statistical 
characteristics of noise, a wide range of scales give equally robust separation, as will be 
illustrated below. Physically, the reason is that the dynamics of interests are so well separated 
that the details do not make a decisive difference.   
 
Interpreting data to assign physical process.  
Naturally, the physical process of interest depends on the problem at hand. In the sections 
below, we present three examples of distinguishing between “signal” and “noise.” In all three 
examples the “signal” contains heterogeneity that is characteristic of the system, and the noise 
describes the Brownian component that constantly fluctuates as background. 
Assignment proceeds by combining the time periods during which wavelet coefficients 
on scale a  exceed the threshold  . For multidimensional trajectories, e.g. x, y, and z in 
Cartesian space, this is repeated for each dimension and the results are combined. When the 
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trajectories are isotropic, a common threshold can be used for all dimensions. When dimensions 
are statistically dependent, separate thresholds should be used for each dimension. The 
confidence of assignment depends on the trajectory length, especially for very short trajectories, 
as then a reliable estimate of noise level becomes impossible. We typically discard trajectories 
shorter than 300 data points. 
 
2.2.2 Three Examples 
To test the efficacy of this method and to illustrate the operation in practice, we illustrate 
this wavelet analysis with three examples: to distinguish active transport from passive diffusion 
of single-particle motion in cell biology, to identify pauses of single-molecule DNA trajectories 
in electrophoretic mobility, and to capture intermittency of single-particle glassy dynamics. 
Focusing on the first example, the latter two examples illustrate that this method is general. 
 
Active transport in living cells.  
Intracellular transport of endosome “cargo” proceeds by a stochastic switching between 
passive diffusion and active transport along microtubules, dragged by motor proteins, kinesin 
and dynein.36 This switching between two types of motions, active and passive, is known to 
happen on sub-second time scales; in function, it enhances cell reaction kinetics and maintains 
cellular functions.37 It is of fundamental significance to resolve active processes uncontaminated 
by passive fluctuations, but to do so, methods are needed to discriminate between them.   
The data are contained in a Ph.D. thesis.38 Using fluorescence microscopy (see experimental 
details below), we obtained trajectories of EGF-containing endosomes in living HeLa cells and 
we implemented wavelet analysis to assign passive and active motion. From raw data of 
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trajectories illustrated in Fig. 2.2a and Fig. 2.2b, two types of motions cannot be distinguished on 
short time scales. We computed the Haar wavelet coefficients at a scale of 32 frames for all 
trajectories (Fig. 2.2c), a scale on which banding of wavelet transform coefficients is clearly 
distinguishable. The threshold was set according to universal thresholding with results indicated 
in gray in Fig. 2.2c; the segments that exceed the threshold were assigned as active. Combining 
results both on x, and y, the separation is overlaid on the original trajectory in Fig. 2.2a, with 
active portion highlighted in red. Fig. 2.2d shows that the assigned active segments were 
invariably super-diffusive while passive segments were invariably either diffusive or sub-
diffusive, which is reasonable physically.     
The major advantage of wavelet analysis, for this example, is considered to be that 
universal thresholding is adaptive to heterogeneities between trajectories. We found the imputed 
thresholds to vary by two orders of magnitude, depending on the noise level, quantified by 
frame-to-frame displacement (∆r) of that particular trajectory (Fig. 2.3a). We conclude that 
universal thresholding is adaptive. Nonetheless, Fig. 2.3b shows that according to the trajectory, 
the imputed active fraction spanned a wide range that was independent of the threshold, 
suggesting that thresholding did not introduce an artificial bias such as low thresholds giving 
large active fraction or vice versa. The arrows point out trajectories, which are <10% of all, for 
which after the initial assignment, fine-tuning of the threshold was necessary. They were the 
trajectories that are statistically biased with a prohibitively large fraction of active transport to 
estimate the passive fluctuations using MAD (Eq. 4). They were identified during the refinement 
step where for each individual trajectory, the mean square displacement (MSD) of the assigned 
passive portion was calculated and fit as a power law in time, 2r t  , where 1   is 
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Figure 2.2. Example: a cell biology problem involving single-particle imaging of endosome 
transport along microtubules by molecular motors. (a) From a plot of the trajectory, x against y 
in Cartesian coordinates, wavelet analysis identifies active (red) and passive (gray) segments of 
the trajectory. (b) During this trajectory acquired by time-lapse imaging, the frame-to-frame 
displacement in the x direction (20 fps) is plotted against time. (c) The wavelet coefficients of 
this data at scale 32 frames are plotted against time, indicating the middle band of small 
coefficients that we identify with passive diffusion and the extreme values of wavelet 
coefficients that we identify with active motion. (d) Mean square displacement (MSD) is plotted 
against time on log-log scales for “active” (red) and “passive” (gray) segments of this trajectory.  
The shaded gray region demarcates the lower limit of Fickian diffusion with log-log slope 1, and 
upper limit of directional motion with log-log slope 2.  These trajectories imputed from wavelet 
analysis split into two families, sub-diffusive (passive) and super-diffusive (active).  
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expected for passive motion according to physical reasoning. For these trajectories, the fitted   
initially exceeded 1.1, and the thresholds were decreased and the process repeated iteratively 
until the criterion 1.1   was satisfied. This refinement is a technical compromise for a small 
portion of the data that is imperfect; it is not an intrinsic problem of the method. This process is 
optional. While we chose to lower the threshold to rescue the data as much as possible, 
alternatively, these biased trajectories can be excluded from the downstream analysis. 
 
 
Figure 2.3. The universal threshold is adaptive and unbiased. Continuing the cell biology 
example, for this scatter plot of 3443 endosome transport trajectories, each trajectory’s threshold 
is determined individually and plotted against (a) average frame-to-frame displacement (∆r) and 
(b) imputed active fraction of that trajectory. The black lines are drawn to guide the eye, 
indicating the thresholds on noise level but not the active portion of individual trajectories. 
Arrows note a subpopulation of trajectories (<10% of the total), for which universal thresholding 
needs refinement. The reasons for refinement are described in the text, and the text describes 
how to fine-tune the threshold iteratively and automatically.   
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Figure 2.4.  The choice of wavelet function depends on the physical problem. Continuing the 
cell biology example, a zone where the trajectory traces out loops corresponds to the boxed area 
in Fig. 2.2a. (a) Implementing the Haar wavelet, we assign a large portion of the loops (indicated 
by the arrows) as passive (gray), whereas (b) implementing the Daubechies 4 wavelet we assign 
them as active (red), but these two wavelets make the same identification elsewhere in the 
trajectory. The Haar wavelet is nonetheless preferred except for special circumstances owing to 
its simple, physical interpretation as a drift of mean position.  
 
To test the accuracy of the assignment, we disrupted microtubules using nocodazole, 
which eliminates active transport, and then the trajectories were analyzed as before. Fewer than 
0.1% of total steps were mistakenly assigned as active motion. To further test the reliability of 
the wavelet-based assignments, manual checks were performed. We inspected 10 representative 
trajectories, a total of 16,816 image frames, and manually assigned the active frames. This visual 
inspection found that false-positives of active steps amounted to only ~5% of the total active 
steps. Also, visual inspection suggested that ~20% of the active steps were missed by the wavelet 
analysis. Similar performance was confirmed on simulated trajectories (Methods Section). As 
visual inspection was subjective, we are unable to decide to which method more confidence 
should be given. Our main conclusion is two-fold.  First, errors of the wavelet analysis tended to 
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err on the conservative side, tending to mistakenly assign active steps as passive motion. 
Detailed arguments concluded that these miss-assignments did not bias the data.38 Second, this 
conservatism resulted in excellent discrimination of the active steps themselves.   
The visual inspection suggested that miss-assignments occurred at the transition of active 
and passive motion. Other false negatives identified manually are more debatable. For example, 
sometimes the active motion circled around or reversed directions as shown in Fig. 2.4. 
Depending on the dynamics of interest, one may or may not want to identify these motions. The 
Haar wavelet (Daubechies 2) will assign them as passive (highlighted by arrows in Fig. 2.4a) as 
the drift of mean position approaches zero at those points; while wavelet with 2 vanishing 
moments (here we use Daubechies 4 for simplicity), which targets motions that introduce abrupt 
changes in local curvature, will assign them as active (Fig. 2.4b). So an appropriate wavelet 
should be selected based on the need.   
Advantages of this analysis are considered to be mainly two. First, large datasets were 
processed automatically in a short time. Visual inspection would have been prohibitive;  the 
visual inspection of 10 trajectories just mentioned consumed roughly 5 hr, whereas on a PC 3443 
trajectories were analyzed in 10 minutes. Second, the wavelet analysis suggested significantly 
new conclusions about the physical process. Wavelet analysis identified that EGF-containing 
endosomes in HeLa cells spend around 30% of the total time (879,427 out of 3,211,776 steps) in 
active transport, which is consistent with the manual assignment of 27%. In contrast, the fraction 
found by existing methods reported in the literature21, 23, 26 was less than 5% with more false 
positives (see Methods Section for details). Furthermore, while subjective visual inspection 
suggested that the average duration of continuous active transport is ~1.1 s, this number was 
~0.75 s using wavelet analysis but less than half of this (~0.3 s) using the other methods.21, 23, 26  
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Although visual inspection can be subjective and likely misses short active durations, these 
simple but important measurements are considered to indicate that wavelet analysis presents a 
significant improvement. This high-throughput analysis can provide statistics needed to compute 
velocity autocorrelation functions, velocity distribution functions, as well as directional 
persistence of active transport.    
 
Intermittent mobility in DNA electrophoresis.  
Recent single-molecule measurements from this laboratory show that when -DNA 
migrates through agarose gel under the action of an electric field, the time-dependent position of 
individual molecules proceeds in spurts with pauses in between.39 This is another problem of 
how to separate “signal” (the spurts) from “noise” (the pauses), in the presence of uninteresting 
background noise. While to the eye it may be obvious that molecular mobility exhibits two states 
(Fig. 2.5a), to automatically separate these two is challenging, as the frame-to-frame 
displacements of center of mass shows no temporal pattern above random fluctuations (Fig. 
2.5b).   
To discriminate these two mobility states, a wavelet analysis was used on each single-
molecule trajectory. On scales 8 and 32, the universal threshold separated the pauses and jumps 
nicely for λ-DNA in 1.5 wt% agarose gel under electric field 12 and 6 V/cm respectively (Fig. 
2.5a and c). At each field strength, a range of scales give good separation (Fig. 2.5c). Too-small 
scales result in missing a large portion of spurts, too-large scales assign mistakenly many pauses 
as spurts. The envelope of usable scales (which still spans a broad range) decreased with field 
strength because, as the lifetime of pausing shortened as the force on the DNA molecules 
increased, shorter scale became better at most accurately assigning these faster transitions.    
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Figure 2.5. Example: a biotechnology problem involving single-molecule imaging of DNA 
electrophoresis in agarose gel as described in the text. (a) Illustrative trajectories showing that 
DNA center of mass motion at 12 V/cm is discontinuous, the wavelet analysis identifying spurts 
of rapid motion (red) and pauses between spurts (gray), neither of them equal to the mean speed.  
The trajectory at 6 V/cm drive is discontinuous likewise. (b) Frame-to-frame displacement of a 
6V/cm trajectory (33 fps) is plotted against time. (c) This panel compares efficacy over a broad 
range of scale of analysis as well as drive voltage. Over a broad intermediate range of scale the 
mobility separation of this electrophoresis data is robust without depending on the specific 
choice of scale. Symbols represent examined conditions: solid, successful separation, open: poor 
separation.  
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Analyzing ~1,000 trajectories we found that spurts comprised 30% (68,222/230,057 
steps) and ~60% (61,436/102,574 steps) of the total time elapsed, under electric field 6 and 12 
V/cm respectively. The speed during spurts much exceeded the mean speed (Fig. 2.5a). This 
significant contrast would not have been quantified otherwise, and provides firm numbers from 
which to examine competing electrophoresis theories.40 
 
Hopping dynamics in a colloidal supercooled liquid.  
It is well established that dynamics in supercooled liquids is intermittent.12, 41, 42 As 
illustrated in Fig. 2.6a, in both positional and angular space, trajectories are at first restricted to a 
narrow region of space, then hop suddenly to a new region, probably reflecting collective 
rearrangements of the neighbors.42 Despite numerous previous studies, such hopping events are 
hard to identify automatically in large datasets. The difficulty is that, during hopping, 
displacements or directional persistence of the motion do not necessarily differ from those during 
caging (Fig. 2.6b), and the duration of the hopping is typically short, if not instantaneous.  
Therefore, these events are often characterized ambiguously as “fat tails” of total ensemble-
averaged displacement distributions.6, 12, 41   
However, these abrupt changes present pronounced peaks in wavelet transform 
coefficients (Fig. 2.6c). By the methods described above, they can be located precisely by a 
wavelet analysis. Detecting hopping in this way, one notices hopping simultaneously in position 
and rotation, indicating that rotational motion correlates closely with translational motion. This 
observation agrees with our previous conclusion drawn from ensemble-averaged correlation 
functions,42 but from the wavelet analysis the evidence of rotational-translational coupling is 
made more direct.   
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Figure 2.6. Example: a glassy dynamics problem involving the identification of hopping events. 
(a) Typical raw data showing an angular trajectory,  plotted against  (these are the out-of-
plane and in-plane angles respectively) and the concomitant positional trajectory, x plotted 
against y, for the index-matched colloidal glass discussed in the text, showing the wavelet-
identified hops (red) between regions of caged motion (gray). (b) Plotted against time, one 
observes the frame-to-frame in-plane angular and spatial displacement of these trajectories. (c) 
Coefficients of the wavelet transformation of the time series, evaluated at scale of 16 frames, are 
plotted against time for the in-plane angle and the y spatial position, each threshold denoted as a 
horizontal dashed line. The vertical red bar shows the interval when wavelet coefficients exceed 
the threshold, which identifies the hop. (d) Dependence of the imputed hopping time, which 
defines the time resolution of the method, on the wavelet scale and threshold selected to analyze 
it. The threshold from universal thresholding is adjusted down or up by a constant factor of 0.9 
(red), 1.2 (green), and 1.5 (blue).   
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Figure 2.7. Analysis of continuous time random walk (CTRW) simulated from known data, 
showing how the analysis depends on various amounts of added noise type and noise level. 
Noise level is measured in multiples of standard deviation of the signal, s .  First, for different 
types of noise, the dependence on noise amplitude is shown of the false positive rate (a) and false 
negative rate (b): zero noise (red squares), single component Gaussian noise (green asterisks), 
compounded Gaussian noise (magenta circles), time varying noise (blue triangles). Also, for 
three thresholding methods, the dependence on noise amplitude is shown of the false positive 
rate (c) and false negative rate (d) plotted against noise amplitude for three thresholding methods 
and single component Gaussian noise: universal threshold (red squares), SURE (green asterisks), 
and Minimax (blue circles).  
 
 As this transition is so sharp, and presumably instantaneous, this example poses a 
stringent test for the time resolution of our method. Therefore, we used the hopping time as the 
shortest duration of events that can be detected with wavelet analysis, and this defines the time 
resolution of the method. Fig. 2.6d shows that the time resolution improves when the scale 
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becomes smaller and the threshold increases. However, the difference is small, suggesting that 
the time resolution is related to but is not limited by the scale on which the analysis was carried 
out. As a rule of thumb, a wide range of scales gives similar time resolution, ~5 frames. Further, 
by changing the time between evaluations of the data, we showed that the time resolution is 
largely unaffected. These tests demonstrated the robustness of the method and the ability to 
identify truly transient dynamics.  
With this method, it would be interesting to revisit the enormous amount of data that is 
available in the literature, 6, 12, 41 to directly measure the caging time, as well as its distributions, 
when approaching the glass transition. Further, using these hopping events as reference points, 
one could examine the dynamic paths and structural organizations around those events. 
Information of this kind could be difficult to obtain otherwise, as rare events of this kind can be 
buried deeply in conventional correlation functions that average over all time.   
 
2.2.3 Generalization 
The above three examples are variations of dynamic processes with rapid motions 
(jumps) and waiting periods between them. Such dynamics can be described as continuous time 
random walks (CTRW), widely reported in single particle tracking data.43, 44 To generalize this 
discussion, we simulated standard one-dimensional CTRW trajectories with power-law 
distributed waiting time between steps and exponentially distributed jump size (Fig. 2.7a),45 and 
applied the wavelet analysis on these trajectories to identify the jumps. As by construct here we 
have perfect knowledge of where the jumps are, it allows us to evaluate the method’s 
performance more rigorously and explore how the performance is affected by experimental 
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complications such as noise level and type.  It also allows us to directly compare alternative 
techniques to compute the thresholds. 
First we confirmed that, in the ideal case where there is no noise, wavelet analysis 
identifies the periods of motion almost without fault; in Fig. 2.7b and 7c the false positives rate is 
0.43% and the false negative rates is 1.43%. Then, we considered complications in practice. In 
experiments, multiple sources of noise often coexist, among them localization error and thermal 
fluctuation.46 The noise magnitude often increases with time; for example, signal dims as dye 
molecules bleach, which amplifies the localization error in tracking experiments. To evaluate 
such potential pitfalls, we added increasing magnitudes of three simulated types of noise:  
constant Gaussian noise, non-Gaussian noise with two components, and noise with increasing 
amplitude with time (see Methods for details).  No significant difference in outcome resulted 
(Fig. 2.7b-c), demonstrating the robustness of the method. We also observed that even when the 
noise level was so large that it was comparable to the signal itself, the false positive rate 
remained small while even eyes would have a false positive rate close to 50%. Consistently, we 
found more false negatives than false positives, as the universal threshold is known to be strict. 
This “strictness” is desirable as false positives are more probable to introduce bias in 
downstream analysis.   
Now we compare other threshold computing techniques, such as SURE (Stein’s unbiased 
estimate of risk) and Minimax.47 Similar performance was observed for the physical situations 
considered in this chapter (Fig. 2.7d-e). This observation is reassuring, as the efficacy of 
separation should not critically depend on how the wavelet analysis is implemented. Our purpose 
is to set up a general platform. Of course, other thresholding techniques, known and well-
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developed in the field of digital signal processing, could alternatively be employed as appropriate 
for other needed circumstances. 
 
2.3 Conclusions   
We have described a robust method to automatically detect dynamic heterogeneity in 
time series data that are collected routinely in many labs across various fields. We have applied 
this method to three separate examples: in cell biology, biotechnology, and soft matter physics, 
to illustrate and validate the method, and to demonstrate its broad usefulness. Since the analysis 
makes no assumptions about the physical nature of the dynamics, we emphasize that the method 
is general. Selecting the wavelet, the scale, and the threshold are the three main steps of the 
method, and our examples along with discussion show when and how the method’s performance 
depends on the educated choices that the user makes about these prime considerations. We note 
that, while these parameters need to be chosen on physically-motivated grounds, performance of 
the method is robust within broad ranges of parameters, and insensitive to various experimental 
complications.    
It is impossible to achieve perfect separation without full knowledge of the microscopic 
mechanism. One only can do so with a certain level of statistical confidence, depending on the 
method used. Apart from the wavelet method described in this chapter, the existing methods fall 
into two categories. One class is based on fitting the data to presumed models. A second class is 
based on ensemble-averaged quantities which suffer from incompatibility between time 
resolution and statistical reliability. With 3 applications discussed above, and in another test of 
the method using simulated data whose statistical character was known precisely by direct input 
of the data, we have discussed how a wavelet approach can aid in going beyond these limitations. 
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2.4 Materials and Methods 
Active transport.   
Endosomes in HeLa cells were fluorescently labeled by incubating the cells with 0.15 
µg/mL biotinylated EGF complexed to Alexa-555 streptavidin (Invitrogen) for 20 min. The 
endosomes were  tracked under physiological conditions on a homebuilt microscope in a highly 
inclined illumination optical (HILO) geometry with the laser beam inclined and laminated as a 
thin optical sheet with thickness of ~1 µm into the cells.48 To avoid focal plane drifting, the 
objective was simultaneously heated and immersion oil with ultralow fluorescence standardized 
at 37 °C (Cargille) was used.  Fluorescence images were collected by a back-illuminated electron 
multiplying charge-coupled device (EMCCD) camera (Andor  iXon DV-897 BV). Typically, 
each movie lasted 4,000 frames at a frame rate of 20 fps. The movies were converted into digital 
format and analyzed using single-particle tracking programs,49 locating the center of each 
particle in each frame and stringing these positions together to form trajectories. The tracking 
uncertainty was < 5 nm. 
 
Active transport simulation.  
To validate wavelet analysis on active transport, we simulated trajectories for which the 
true statistics are known. The following properties were fed into simulations: 1) the active 
transport had an exponential distribution of step size, the average being the experimentally-
measured value, ~40 nm/step (50 ms per step); 2) the direction between adjacent active steps was 
allowed to vary by an angle selected at random from a uniform distribution bounded by π/50 to 
mimic the upper limit of the curvature observed in experimental trajectories (~ 1 µm); 3) 
fluctuations perpendicular to linear active transport were introduced as a Gaussian noise with 
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width equal to the experimentally-measured value of 40 nm; 4) passive motion was simulated so 
as to generate sub-diffusive MSD curves similar to those we observed in cells whose 
microtubules had been disrupted by nocodazole;  this was accomplished by positioning the steps 
randomly within an area defined by a 2D Gaussian spreading function centered at the average 
position of the previous 50 passive steps with width of 100 nm; 5) the transition between passive 
and active motion was assumed to be Poissonian with transition probabilities set to reproduce the 
observed average length of active runs, which was 20 steps (~1 s), the total active portion being 
~20%.   
 
Implementation of existing methods that detect active transport.  
To compare the performance, we implemented three existing methods in the literature 
and calculated the false positive and negative rates of each method. False positive rate is defined 
as the ratio between the number of steps that are classified as active but are passive by manual 
inspection and the total number of passive steps by manual inspection; and vice versa for false 
negative rate. The three methods use speed correlation,23 asymmetry,26 slope of MSD and 
standard deviation of angle correlation21 as the characteristics to define active transport. These 
quantities were calculated for each point in the trajectory using a rolling window. The rolling 
window size was estimated as described.21, 23, 26 The window size must to be long enough for 
statistical significance, but shorter than the duration of the active transport. Since the average 
duration of active motion is estimated to be around 1 s using the wavelet analysis, the window 
size was selected to be 11 in our analysis, which is about half of the average duration. The odd 
number was used to allow equal number of points before and after the point of interest in the 
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rolling window. The Lmax for the asymmetry method was set at 71 to match the longest possible 
duration of active motion.  
The thresholds for all three methods were determined from Brownian simulation. 100 
Brownian trajectories of N=1000 frames with 20 fps were simulated for diffusion coefficient D = 
0.001µm2s-1. The trajectories were composed of steps with a uniform probability distribution for 
step direction and an exponential probability distribution for step length with a mean of 4D t . 
For consistency with the literature,21, 23, 26 the threshold was defined for each parameter so that 
99% of the simulated trajectories were classified as passive. These thresholds were designed to 
include 1% false positives, but the real performance was worse according to our validation test. 
The thresholds for speed correlation, asymmetry, slope of MSD and standard deviation of angle 
correlation were 0.886, 1.25, 20.4 and 1.1 respectively. We verified that the thresholds were 
sensitive to neither N nor D. When comparing the active assignment using these thresholds with 
manual selection, we saw that fewer than 20% of the segments that were marked active manually 
were identified as active by these methods. We therefore iteratively lowered the threshold for 
each method until reaching a similar performance achieved by wavelet analysis (80-90% of the 
segments that were marked active manually were identified as active by the respective method).  
However, in doing so, we saw a sharp increase of false positive to ~20%. 
 
Electrophoresis.   
λ-DNA, covalently labeled by rhodamine (Mirus) was embedded within 1.5 wt% agarose 
gel (Fisher, molecular biology grade, low EEO) in the presence of 1× TBE and glucose oxidase-
based anti-photobleaching buﬀer. Imaging and tracking details are published elsewhere.39  The 
strength of the electric field was 6 to 12 V/cm. 
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Colloid glass.   
Briefly, the system involves tracking modulated optical nanoprobes (MOON) tracer 
particles, prepared by coating a hemisphere of poly-methylmethacrylate (PMMA) particles with 
12 nm of aluminum, in colloidal supercooled liquids comprised of PMMA colloids 1.42 μm in 
diameter at volume fraction 0.51. The solvent is index-matched and density-matched.  Bright 
field imaging was used to track these probes as a function of time in four dimensions (x, y, in-
plane and out-plane angles), the metal side facing the objective appearing black. Details of the 
experiments are published elsewhere.42   
 
CTRW simulation.  
To test wavelet analysis on anomalous diffusion that can be described as continuous time 
random walk, we simulated trajectories for which the true statistics are known. For 1D 
simulation in this spirit, exponentially distributed random numbers were generated for the step 
size and the waiting times between steps were drawn from a power law distribution with 
exponent 2. To this signal, noise was then added. Noise was generated from a normal distribution 
with the standard deviation n , which is some multiple ( ) of the standard deviation s  of the 
step size distribution. For compound noise, two normally distributed random variables, each with 
/ 2n s    were added. For time varying noise, normally distributed random variables with 
/ 2n s  , n s   and 2n s    were added to the first, second and last 1/3 of the 
trajectory. 
SURE and Minimax were selected as the thresholding methods to compare with universal 
thresholding because they are known to be less strict and their implementation is known to be 
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computationally less expensive than other methods such as cross-validation.47 The thresholds 
were calculated following literature.47, 50  
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CHAPTER 3 
EXTENDING PARTICLE TRACKING CAPABILITY 
WITH DELAUNAY TRIANGULATION  
 
3.1 Background 
We are in the midst of an imaging revolution. Going beyond the older use of images to 
provide primarily qualitative information (important as that is), rapid developments are 
underway in quantitative imaging – the standardized quantification of large statistical datasets, 
often from time series of images, and usually enabled by rapid computer processing. While 
particle tracking of moving objects in time series of images has become routine,1, 2 a great 
limitation is that the standard particle tracking analyzes diffraction-limited spots, for example in 
single-molecule studies.3, 4 This study concerns three significant limitations of the standard 
methods:  first, difficulty to separate reliably objects that are in close proximity; second, 
difficulty to identify the same moving element in time series in which there are some missing 
frames; third, difficulty to describe irregular, asymmetric shapes. This chapter explains how to 
extend these capabilities using Delaunay triangulation in ways that are computationally efficient 
and easy to implement with common software packages. 
                                                            
  Adapted with permission from Stephen M. Anthony, and Steve Granick (2014) Extending particle 
tracking capability with Delaunay triangulation, Langmuir, 30, 4760-4766. Copyright 2014 American 
Chemical Society.  
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 The technical problem is the following. While to identify different objects in an image 
often seems obvious to one’s eyes, identifying them automatically using computers for 
quantitative analysis is often hampered by noise in the image, irregularity of shapes, and 
proximity of objects. The first step to separate objects is to identify the pixels that comprise each 
object, but in general it is not possible to identify all points correctly, not when there is low 
signal-to-noise and intensity variation within an object.  This precludes simple grouping by 
connectivity. When dealing with objects of irregular shape, to separate them becomes more 
difficult. Standard clustering techniques such as K-means and hierarchical have limitations: K-
means5 is only suitable for spherical shapes with similar sizes and hierarchical6 works only when 
all the objects have similar shape (detailed comparisons are presented below). Difficulties arise 
when the objects are highly non-spherical and random; it is a serious problem as this class 
includes important moving objects such as the polymer chains,7, 8 rod-like bacteria,9 highly-
branched neurons,10 and irregular domains in phase separation.11 
After one succeeds in identifying objects quantitatively and pixel-wise, connecting the 
position of an object from one frame to the next can reveal useful information about the 
dynamics of motion.  But this is problematical to do, because connecting objects between frames 
to build up trajectories can be difficult when the object disappears from view for a few frames 
before becoming visible again, which is common due to blinking of fluorophores and diffusion 
in and out of the focal plane. If, in analysis, one decides to terminate each trajectory when the 
moving object becomes invisible, this will improperly bias the data towards short trajectories and 
will interfere with accumulating information about long time dynamics. There are attempts to 
connect the gaps in time after linking particles in adjacent frames.17, 18 The new method proposed 
here simultaneously connects the gaps in space and in time. A better method to bridge time gaps 
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may also further improve the performance of super-resolution imaging techniques, such STORM 
and PALM, by combining the signal that single fluorophores present during different activation 
cycles. 
  Another application of Delaunay triangulation is in the study of shapes that change with 
time:  for example, the quantification of cell shape12 and polymer chains configurations.13 While 
center of mass motion is the standard quantity of which to keep track,14, 15 a good descriptor for 
shape is less obvious. Principal axes,7  moments,16 ellipticity,17, 18 and degree of asymmetry19 are 
some of the metrics that have been used to describe shapes. While each captures some important 
aspects of the shape, such single-number quantifications cannot describe internal degrees of 
freedom, such as twists and turns within the shape. But it is not helpful to go to the other extreme 
and retain for analysis all the points in an object;  if the information retained is too large, changes 
of the same shape cannot be discriminated either.  The backbone of objects strikes a fine balance 
between keeping too few and too many details.    
Graph theory, developed in mathematics and computer science, contains tools useful for 
these problems. Delaunay triangulation, one such tool, divides a space into sub-regions 
according to the rule that the circumcircle of any triangle must be empty (Fig. 3.1). Possessing 
the unique property that all nearest neighbors are connected, it quantifies spatial proximity very 
well, and as spatial proximity is the physical basis for clustering points, this explains why 
Delaunay triangulation is widely used in urban and geological studies to aggregate feature 
points.20  
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Figure 3.1. Example of performing Delaunay triangulation on four points in a plane. The 
triangulation in (a) is correct because the circumcircles (blue) of both triangles (red) exclude the 
fourth point (green).  Case (b) shows an incorrect triangulation where the circumcircles of both 
triangles contain the fourth point. This tutorial example generalizes to arbitrarily-large numbers 
of points.  The text discusses the example of multidimensional space where one axis is position 
and a second axis is time. (c) Comparison of computation time using Delaunay triangulation 
(blue) and brute force strategy (red) of calculating the distance between all points on an image.. 
While the brute force approach is independent of the dimension, 3D takes longer (blue solid line) 
than 2D (blue dash line) for Delaunay triangulation. The brute force approach is relatively 
advantageous only for 3D trajectories containing few points (3D:  two spatial coordinates plus 
time), as discussed further in the supplementary material.   
 
As we show below and illustrate in detail, this method applies efficiently when the time 
variable is added.  In this argument, the concept of spatial proximity extends to connecting 
trajectories; one considers time as an additional dimension orthogonal to space, defining the 
distance between two points as a combination of their distances in space and time, thus 
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augmenting the effectiveness of particle tracking through intervening times. The application to 
identifying backbones of objects follows similarly, as the minimum spanning tree, defined 
below, of the graph of all distances for a set of points is a sub-graph of their Delaunay 
triangulation.21 In this study, we demonstrate how Delaunay triangulation can be applied to these 
problems and how the performances compare with existing methods. 
 
3.2 Methods 
Separating objects.  
The process of separating objects includes four steps: (1) selecting an intensity threshold 
and binarizing the image according to this threshold; the threshold is typically selected as n 
standard deviations above the average intensity of the image.  Here, for physical reasons one 
selects n depending on the signal-to-noise ratio of the image. (2) Performing Delaunay 
triangulation (Fig. 3.2c) on the points in the binarized image (Fig. 3.2b); this is done using the 
built-in function in common software, for example “Delaunay” when one uses Matlab. (3) 
Selecting a threshold for the maximum distance between two neighboring points in the same 
object and removing edges in the Delaunay triangulation that exceed the threshold (Fig. 3.2e); 
and (4) grouping the connected points by the remaining edges (Fig. 3.2h).   
 43 
 
 
Figure 3.2.  Example of separating actin filaments in a fluorescence image (images taken from 
ref. 7). The raw image (a) is first binarized (b) and a Delaunay triangulation (DT) (c) is 
constructed on the points that were set to unity in the binarized image. Different edge thresholds 
were used to remove the long edges (red) and the remaining edges (blue) are shown in (d-f). 
Finally points that are connected by the remaining edges are grouped together (g-i). Each group 
is represented by a different color. Proper threshold (“thld”) choice (h) is important, as 
depending upon the threshold chosen, either oversegmentation (g) or undersegmentation (i) 
segmentation may occur.  (j-l) shows the results obtained using other clustering functions 
available in Matlab: k-means, fussy c-means, and hierarchical.   
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To achieve successful separation, the choice of appropriate threshold is critical.  The 
performance of the method depends on two competing factors: the separation between objects 
and the gap within an object. The higher the ratio between the two, the less sensitive the method 
is to the choice of threshold.  Too low a threshold can cause objects to be artificially fragmented 
(Fig. 3.2d, g) while too high a threshold can cause nearby objects to artificially cluster together 
(Fig. 3.2f, i).  It is often necessary to iteratively test different candidate threshold values to obtain 
one that works the best. In Fig. 3.2, we purposely illustrate a very challenging example with two 
objects being very close at the bottom of the image and with part of the largest object in the 
bottom left corner of the image not being as bright as the rest so that the object becomes 
fragmented by binarization. This example gives a ratio close to 1, which approaches the limit of 
the method. Therefore we see a high sensitivity to the threshold value, as expected, but to 
mitigate this problem one can exploit the special properties of the edges linking two objects.20 
Zooming in (Fig. 3.3a), one notices that the edges that connect the two objects are substantially 
longer than neighboring edges. Based on this observation, one can remove such edges by 
comparing edge lengths locally. For each point, if an edge connects to this point exceeds a local 
threshold, the edge is removed. The local threshold is then determined by:20 
 2threshold (P ) = mean (P )+  mean_variation( ) 
ij G j i
G                      (1) 
where 2mean (P )
iG j
 is the mean length of  the edges formed by the points in the second-order 
neighbors of point Pj . Second order neighboring points provide a window to look at local 
details. Furthermore,  can be tuned to adjust sensitivity to local variations. Since the number of 
edges formed by second order neighboring points can be small, the error associated with 
calculating variations can become significant. Therefore, the mean variation of all the sub-graphs 
mean_variation( ) iG is used as the variation indicator.  
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Another type of local inconsistency can be links between clusters as shown in the 
example in Fig. 3.3c. Consider the point circled in red in Fig. 3.3d, it has multiple second-order 
neighbors to the left, but only one to the right. One way to quantitatively capture this is to 
introduce the idea of local aggregation force,20 which sums up vectorially the influence of the 
second-order points on a given point: 
      2,2
1, ,
, j k ij k P P k G jj k
F P P e P N P
d P P
                              (2) 
while the direction of the vector ,j kP Pe

 is determined by the positions of the points.  The length of 
the vector should be inversely proportional to the distance between the two points so that points 
located far away  have lesser  influence, hence the normalization by  2 ,j kd P P . Summing up the 
individual local aggregation force gives the cohesive local aggregation force on a point: 
      2, ,
i
t j j k k G jF P F P P P N P
                                         (3) 
As seen from Fig. 3.3d, the cohesive aggregation force on point located on the border of a cluster 
point to the interior of that cluster.  This causes the point to have a tendency to move into the 
cluster and implies that the edge pointing to the opposite direction should be removed. 
Mathematically, this is done by looking at the angles between the cohesive aggregation force 
vector and the vector between the point and its first-order neighbors.  When angles exceed a 
reasonable threshold, 150˚ for this example, then the edge is removed. For points in the interior 
of the cluster, the magnitude of the cohesive aggregation force should be very small as the forces 
due to neighbors in opposite directions cancel each other. The direction of the cohesive 
aggregation force is therefore random and removing edges using the above criterion can result in 
arbitrary segmentation of the cluster. To avoid this, the angle criterion is only applied to points 
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with cohesive aggregation force greater than a set threshold so that all edges in the interior of 
clusters are not affected, as seen in Fig. 3.3e.  
 
 
Figure 3.3. Examples of local removal of inconsistent edges. (a) This shows a zoom-in of the 
boxed area in Fig. 3.2f. Edges formed by second-order neighbors of the asterisk point are 
highlighted in red. (b) This shows the result after removal, from (a), of long local edges. (c) This 
shows an example of local link edges removal. (d) This shows the cohesive aggregation force of 
the circled point. (e) Edges that point in the opposite direction from the cohesive aggregation 
forces are removed. (f) This shows the final clustering result.  
 
Connecting trajectories.   
The same procedure can connect trajectories, the only difference being that instead of 
using a threshold to identify feature points as would be seen by one’s eyes, a new coordinate 
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system defines trajectory points.  The idea is that a trajectory can be viewed as an object whose 
points lie in a temporal-spatial coordinate system.   
Consider the simulated example in Fig. 3.4; two particles diffuse in a micron-sized 1D 
system and are observed every 1 ms. The two trajectories are easily identified by frame-to-frame 
spatial comparison, except for the problematical last point where there is a time gap.  This is an 
example of the usefulness of Delaunay triangulation, as both of these trajectories can reach the 
last point through either a jump in space or time. A “slowly” moving object is most likely to 
move a short distance even after a long time elapses; it is unlikely to move a long distance 
quickly.  Conversely, a “rapidly” moving object is most likely to move a long distance quickly; it 
is unlikely to remain for a long time near the same location.  To determine which is more likely 
quantitatively, we begin by selecting a conversion factor for time and forming a 2D coordinate 
system with time as the orthogonal axis. Having established the equivalent scales of the temporal 
and spatial axes, we then assess, from the relative distance between points in this 2D space, the 
relative likelihood of the options.  But as the distance between orthogonal points depends on the 
equivalent scales of the axes on which they sit, how to set their equivalent scales requires 
judicious thinking.  The best choices of equivalent scales depend on the physical problem at 
hand.  When the motion is ballistic or has persistent direction, such as active transport of 
endosomes by molecular motors along microtubules or the electrophoresis of DNA chains where 
there is a well-defined velocity, the obvious conversion factor between space and time is the 
velocity. One can multiply the time data with the velocity to convert to spatial units. For 
example, if the velocity is 100 nm/s, then 10 ms will be converted to 1 nm, so 10 ms in the 
temporal dimension should have the same length as 1 nm in the spatial dimension.  
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When the motion is diffusive as the example in Fig. 3.4, the choice of equivalent scale 
should be guided by the diffusion coefficient. Using the diffusion coefficient is not as 
straightforward as velocity because distance is less than proportional to linear time.  However, in 
selecting the equivalent scales, it transpires that the exact number does not affect the result 
significantly, so long as the order of magnitude of equivalent scale selected is reasonable for the 
physical system one is considering.   For example, if the diffusion coefficient is 0.5µm2/ms, 1 
µm in space can be approximated to have the same length as 0.5 ms in time. With the sample 
trajectories in Fig. 3.4, equivalent scale in the range of 1 µm to 0.25 ms and 1 µm to 3 ms give 
the same result. In fact, to select the diffusion coefficient as the base conversion factor will be a 
better approximation when the time gap is small, than if it is large, and anyway large time gaps 
are unlikely to occur in trajectories.  In the rare cases of long time gaps, the problem can be 
mitigated during the edge removal step described in the previous section of this Chhapter, by 
using the correct conversion between time and space in calculating edge lengths: 
       21 1 2 2 1 2 1 2, , ,L x t x t x x D t t                             (4) 
 
In Fig. 3.4, we consider two diffusion coefficients: 0.5 µm2/ms and 5 µm2/ms.  For the 
former, considering that on average the particle will move 0.5 µm2 in 1 ms, an equivalent scale 
of 2 ms to 1 µm is selected and in this coordinate system, long jumps in space are not likely (Fig. 
3.4a).  For the latter case, in 1 ms the average distance traveled will be 5 µm2 on average.  
Therefore the equivalent scale of 0.2 ms to 1 µm is selected (Fig. 3.4b) and longer jumps in time 
are not likely.   This done, it is simple to perform Delaunay triangulation in the new coordinate 
system and remove edges that exceed some reasonable threshold, then to cluster the points into 
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Figure 3.4. A 1D simulated trajectory to illustrate how Delaunay triangulation applies to 
trajectories with missing frames. The 1D trajectories (red and green) are plotted in 2D with time 
as the orthogonal dimension. The problem is to decide, to which trajectory does the last point in 
time belong?  If passage in time is given a relatively small length (a), the jump in space is 
relatively large and the last point should belong to the red trajectory on physical grounds. Using 
Delaunay triangulation, after removing the long edges, the last point indeed is connected to the 
red trajectory. But if the passage in time is given a relatively large length (b), the last point would 
be assigned to belong to the green trajectory. 
 
trajectories. In this case, the competing factors are: the separation between points that belong to 
different particles and the gap between points that belong to the same particles. Local edge 
removal can again be applied to reduce sensitivity to the value of threshold with which the 
analysis begins. Note that in this example, for all but the last point, the trajectories identified by 
the Delaunay triangulation using either equivalent scale are the same as those connected by 
frame-to-frame comparison. Therefore Delaunay triangulation can connect the trajectories on its 
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own and one does not need to use it together with frame-to-frame comparison.  The advantage of 
Delaunay triangulation is that it provides a rational decision of how to treat the final point of the 
trajectory. If the edges connecting the final point to both trajectories turn out to be too long, then 
the final point will be assigned as the start of a new trajectory.  Physically, this could happen 
when a new particle enters the field of view, and hence becomes a useful method to discriminate 
genuine new particles from older particles that had momentarily disappeared from view.  
 
Identifying backbones. 
 Whereas after isolating an object, simple spline curve fitting can identify its backbone 
provided that it does not contain sharp turns, this works poorly for objects with sharp turns, such 
as the DNA molecule in Fig. 3.5a. Delaunay triangulation is helpful in such cases.  Two 
additional steps are needed after performing Delaunay triangulation on the points of an object: 
(1) find the minimum spanning tree of the edges from the Delaunay triangulation; (2) locate the 
longest path in the minimum spanning tree. A minimum spanning tree is a subgraph that 
connects all the vertices of a graph with the lowest weight.  Mathematically, the minimum 
spanning tree for the complete graph of the distances between the vertices is known to be a 
subset of the Delaunay triangulation of the same set of vertices.21 It is part of common software 
packages.  For example, in the MatlabBGL graph library22 used for the current study, the 
function called “mst” calculates the minimum spanning tree of a graph.  
 The backbone of the object should simultaneously minimize both the length of the path 
connecting the two ends of the object and the extent of the excursions away from the backbone 
required to reach all other points. The subset of the edges forming the longest path in the 
minimum spanning tree provides a good approximation of the optimal backbone, tending to 
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balance these two competing optimizations. By definition, the minimum spanning tree between 
any pair of points will take the shortest path between those points except when adding additional 
intermediate points result in a reduction in the length of the paths required to connect the 
remaining points in the graph.  
 When computing the minimum spanning tree, it is critical to use intensity-weighted edge 
lengths: 
    2, , exp j kw j k j k I IL P P d P P I                             (5) 
where I  is the average intensity of all the points. This is because if simple Euclidean edge 
lengths were used, as in Fig. 3.5c, in many subregions of the graph the minimum spanning tree 
would be highly degenerate.  Even if the degeneracy could be broken when considering larger 
graphs, perhaps the entire graph, and even if this produced a unique minimum spanning tree, the 
result would be artificial for the following reason. The structure of the minimum spanning tree 
depends most strongly on pixels at the edges of the thresholded region; therefore the longest path 
within the minimum spanning tree exhibits significant randomness and is likely to be off center 
(Fig. 3.5c). In contrast, when considering the intensity warped space, distances between high 
intensity points are relatively shorter than between dimmer ones.  Therefore the shortest path 
preferentially includes the brighter pixels (Fig. 3.5d).  In addition to producing better and more 
robust results, weighing algorithms that favor edges between bright pixels are physically 
reasonable because in experiments based on fluorescence imaging, the local intensity normally 
depends on the local density of fluorophores.  
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Figure 3.5. Example of identifying the backbone of fluorescently labeled λ-DNA molecule 
(images taken from ref. 8). The raw image (a) is first binarized (b) and Delaunay triangulation 
(DT) is constructed on the points that were set to unity in the binarized image. The minimum 
spanning tree (MST) of the Delaunay triangulation edges were found using either the edge length 
(d) or the edge length normalized by intensity (e). These alternative ways of defining weight give 
different MST and different longest paths (red). Colors of the DT edges in (e) represent the 
intensity of the edge with red being the highest and blue being the lowest. The longest paths of 
the MSTs, with intensity in (d) and without intensity in (e), are plotted as solid and dashed lines 
respectively over the original image in (a). (c) Shows the backbone identified with the 
skeletonization morphological operation.  
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 Note:  this result is insensitive to the exact form of the intensity weighting. We tried an 
alternative approach to define the intensity-weighted edge lengths, Eq. (6), and obtained the 
exact same result:  
    2 ,, j kw j k
j k
d P P
L P P
I I
                                    (6) 
 
3.3 Discussions: Comparison with alternative methods 
Separating objects.  
Given a set of points corresponding to different objects, while it should be possible in 
principle to calculate by brute force the pairwise separation distances rather than perform 
Delaunay triangulation, to do so can be very computationally expensive and easily exceeds the 
maximum computer memory when the number of points is large.  
A quantitative comparison of computational time was presented in Fig. 3.1c.  The 
computational time grows nearly linearly with the number of points for Delaunay triangulation, 
but for the brute force strategy it grows quadratically, with more details given in the 
Supplementary Information. The reason for the near linear computational time for Delaunay 
triangulation is that sub-graphs of the triangulation are insensitive to vertices far away from the 
region. Various algorithms exploited this property. For example, the divide and conquer 
algorithm recursively draws a line to split the vertices into two set and compute the Delaunay 
triangulation for each set. The two sets are then merged along the splitting line and with fast 
merge operation, the total running time is O(nlogn).23 In terms of memory requirements for 
computation, empirically we observed that in Matlab while 100,000 data points require only 
about 1.6 GB of RAM when using Delaunay triangulation, 30,000 points computed using brute 
force already require more than 24 GB of RAM, which exceeds what common computers have. 
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To put this into perspective, readers should consider that 30,000 data points are commonly 
acquired in typical particle tracking experiments.  This is evident when one considers that 
particle tracking typical spans at least 1000 frames with 10s or even 100s of objects in each 
frame. Brute force calculation is therefore prohibitively demanding for efficient computation.   
To separate objects, an important advantage of Delaunay triangulation is that, unlike 
other clustering methods, it makes no assumption about the shape, size distribution, or number of 
objects. For example, K-means5 requires the number of clusters as an input and cannot separate 
the objects correctly unless this input is correct. It then assigns all points to the cluster centers to 
which they are closest and iteratively updates the centers until the total distance is minimized. K-
means effectively divides space into spherical regions; when dealing with nonspherical objects, 
parts of an object can be unwittingly assigned to the circle of another object. This was clearly 
seen in Fig. 3.2j.  Similarly, if there is a wide distribution of object sizes, parts of a large object 
might be closer to the center of a nearby small object than to its own center, resulting in mistaken 
identification. These problems limit the usefulness of K-means to spherical objects with similar 
sizes. In spite of these limitations, K-means is used fairly frequently in the current literature 
because of its ease of implementation. In this study, we emphasize that Delaunay triangulation 
can do better.  The methods presented here can be implemented easily because most common 
software packages contain implementations of Delaunay triangulation.  For example, to 
accomplish Delaunay triangulation we routinely employ Matlab and compute the minimum 
spanning tree using the MatlabBGL graph library.22  
One limitation of using Delaunay triangulation to separate objects, which is also a 
limitation for other clustering techniques, is that when two objects are very close, it becomes 
difficult to separate them.  This can be mitigated by inspecting locally to remove edges that are 
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longer than their neighbors and also edges that link two objects, using the methods that we have 
described in detail above. By setting a relatively high threshold globally and removing local 
inconsistencies afterwards, the combination of Delaunay triangulation with local edge removal 
can be robustly applied to processing large datasets.   
 
Connecting trajectories.  
Beyond this, Delaunay triangulation is a natural solution to the endemic problem of how 
to connect missing frames in trajectories.  When it comes to connecting trajectories, it is true that 
frame-to-frame comparison can be extended to include neighboring frames if frequent frames are 
missing, but this requires arbitrary judgment, such as how many neighboring frames to include, 
and what to do when a point is closer to the current point in space than another point, yet is 
further removed in time.  Delaunay triangulation condenses all the above considerations into the 
single question of equivalence scales of the temporal and spatial axes. This makes the problem 
much easier and more quantitative to approach.   For example, for the special case of 
STORM24 experiments, the experimental design ensures that the spatial positions of the 
fluorophores do not change, so the temporal scale can be set to be much smaller than the spatial 
scale to make jumps in space very unlikely, and this assists in closing gaps in time. This is in the 
same spirit as the maximum likelihood based statistical method to find the most likely set of 
fluorophore positions.25  As in separating objects, when two points are too close, Delaunay 
triangulation can combine the respective trajectories to which they belong and the same local 
edge removal steps can be used to separate the trajectories. 
To extend this method to higher dimensional data (such as 4D, three spatial dimensions 
and 1 time dimension) is easily accomplished.  In Matlab, one uses the provided N-dimensional 
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Delaunay triangulation function “delaunayn”. Alternatively, Qhull provides a freely available, 
open source implementation of the Quickhull algorithm,26 a commonly used N-dimensional 
delaunay triangulation algorithm. Within Mathematica, an interface intended to facilitate the use 
of Qhull is provided by Wolfram Research.  
 
Identifying backbones.  
There exist alternative, well-established skeletonization methods that work well when all 
the pixels of an object can be identified, in other words when there are no holes and scattered 
points due to noise or non-uniformity.27 However, often this is not the case with fluorescence or 
bright field images because labeling intensity and refractive index can vary from point to point. 
The current method based on Delaunay triangulation has a higher tolerance of missing points as 
the general structure of the minimums spanning tree is not easily affected by a few missing 
points.  Another advantage over morphological methods is that the current method is able to take 
into account the pixel intensities. It is interesting that the morphological operation of 
skeletonization (Fig. 3.5c) gives the same backbone as the minimum spanning tree without 
intensity normalization. The comparison highlights the importance of using the intensity 
information when seeking to identify the backbone of an object. 
As an alternative when points in an object are scattered, the most competitive alternative 
to Delaunay triangulation is probably the B-spline,28 which fit a smooth curve to the point cloud.  
Variations of B-spline curve fitting exist29 but generally, B-spline based methods have difficulty 
when dealing with sharp turns or large thickness variation along the backbone.30 The minimum 
spanning tree of Delaunay triangulation is less sensitive to these issues.  But a limitation of using 
backbone as a representation of object shape is that when objects are close to spherical there is 
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not well-defined longest path, so there is no unique backbone.  Another limitation is that the 
method is most accurate within objects, less so towards their ends.  
 
3.4 Conclusions   
The proposed methods can enhance the current capabilities of particle tracking 
algorithms by allowing irregular shaped objects to be separated and have their shape 
characterized by the backbone, as well as providing an easy way to connect trajectories with 
frequent missing frames.  Applications that can gain the most benefit by adopting these methods 
include: single molecule studies of polymer conformation dynamics,13 cell morphology studies,12 
and super-resolution imaging techniques that are based on photo-activation cycles.24   
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CHAPTER 4 
MEMORYLESS SELF-REINFORCING 
DIRECTIONALITY IN ACTIVE TRANSPORT WITHIN 
CELLS   
 
4.1 Background 
With obvious differences in trajectories of these distinct types of random walks (Fig. 4.1), 
Brownian motion is composed of exponentially distributed steps but a Lévy walk is composed of 
steps drawn from probability distributions with heavy power-law tails1,2. In almost all physical 
systems the power-law tail of Lévy walks is inevitably cut off, or truncated, at a characteristic 
scale that often is the system size. Brownian and truncated Lévy transport (for brevity, 
“truncated” will be omitted for the rest of this chapter) have been studied extensively in separate 
physical systems, and have been viewed as distinct transport mechanisms that arise from 
different origins and that have different functions1-7. Paradoxically, mathematical analysis casts 
doubt on this distinction, as exponentially distributed independent variables can sum into power-
law distributions provided there are proper correlations or “memory”2, 3, but a great difficulty can 
be to find the physical justification for such formalism.  In this chapter, in a system lacking 
                                                            
  Adapted with permission from Bo Wang, and Steve Granick (2015) Memoryless self-reinforcing 
directionality in endosomal active transport within living cells, Nature Materials, 14, 589-593. Copyright 
2015 Macmillan Publishers Limited. 
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memory, we present experiments and a simple molecular-based mechanism showing that self-
reinforcing directionality can be programmed in a generalizable and physically realistic way that 
allows Lévy transport over long distances to arise from local Brownian-like motions.   
 
 
Figure 4.1. Feedback in directional persistence transforms transport dynamics. Exponentially 
distributed steps of Brownian motion (left) self-organize into power-law distributed flights of 
truncated Lévy walk (right) under the action of positive feedback in directional persistence. 
Contrariwise, negative feedback reverses this.   
 
Our field of application concerns the self-propelled objects known as “active matter”4-8. 
We consider a classic system of active transport, endosomal transport in cells18-22. 
Mathematically, illustrated schematically in Fig. 4.1, Brownian random walkers can convert to 
Lévy walks when probability p(L) of traveling in some direction grows with the distance already 
traveled2, 3. Physically, how to program such long directionality in a molecular system that may 
lack long term memory? Fig. 4.2 shows the physical idea. Cargo (endosome) is dragged by 
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multiple molecular motors along straight microtubule tracks processively, but during this process 
some motors may detach from the microtubule and rebind stochastically on time scale shorter 
than 1 s. An opposing force, a combination of viscous drag and viscoelastic constraints, is shared 
equally between engaged motors bound to the microtubule6, 9-11. When the force on each motor 
(“load”) exceeds the stall force, transport pauses. Thus, this active transport consists of 
sequences of motion, separated by pauses:  it is a catenation of hundreds of unidirectional 
molecular steps, called a “run”, whose direction is determined by the orientation of microtubules 
and the polarity of motors. Although these transient unidirectional motions have been 
extensively studied from certain points of view12, 13, the directional correlations between adjacent 
runs on larger length scales have not been considered previously. Since microtubules are so stiff 
as to be straight on the scale of hundreds of micrometers, we suppose that transport only turns 
when all engaged motors dissociate from one microtubule and then attach to another nearby 
microtubule pointing in a different direction5, 9, 14.  Indeed, strands of microtubule are known to 
cross paths intermittently at spacings (~1 µm for mammalian epithelium cells used in this 
study15) smaller than or comparable to the motor processive distance (0.5-5 µm10). In linking this 
physical situation mechanistically to the mathematical idea illustrated in Fig. 4.1, we reasoned 
that since motors dissociate exponentially more slowly as load decreases9, 11, as more motors on 
an endosome bind to the same microtubule to share the load, dissociation happens more slowly. 
Consequently, dissociated motors have more time to rebind, and hence cargo transport should 
continue farther along that microtubule.   
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Figure 4.2. The experimental system: active transport of endosomes in live cells. (a) Cargo is 
transported along microtubule networks dragged by molecular motors with nanometre-sized 
steps.  The motors can pause, dissociate, and rebind. (b) Microtubules extend in multiple 
directions and cross paths to form networks, leading to complexity in transport directionality, 
especially when multiple motors bind simultaneously to work as a team.  (c) A representative 
trajectory with runs, turns, and flights. See text for definitions. Grey dots are the tracked 
positions of the trajectory and the active portions detected by wavelet analysis are highlighted by 
circles. The lines with color denote elapsed time with scale shown in the inset. 
 
4.2 Results and Discussions 
Testing this idea, we used fluorescence imaging and single particle tracking6, 16 to collect 
data about hundreds of thousands of runs in live mammalian cells, as described in Methods 
 64 
 
section. Each run lasted ~1 s in time and ~0.5 µm in distance on average and concerned two 
types of endosomes, tagged by fluorescently labeled epidermal growth factor (EGF) and low 
density lipoprotein (LDL), in parallel sets of experiments. To minimize potential photo-toxicity, 
each cell was observed for ~10 min. To avoid conceivable artifacts from 2D projection of the 
motions while at the same time giving fast and accurate localization of their centres (spatial 
precision < 5 nm and temporal resolution 50 ms6),  we employed laminated optical imaging with 
an optical sheet ~1 µm thick. To separate active runs from local jiggling, a new wavelet-based 
method was employed16, enabling automated determination of active runs from over 100 million 
tracked positions. Trajectories that we observed are illustrated in Fig. 4.2c and Fig. 4.3.  Random 
to the eye, they are consistent with random walks reported in other recent studies17, 18, but 
separating the runs from the local jiggling reveals their unusual nature of randomness.   
We observe a high tendency for transport to maintain directionality between runs before 
it turns (Fig. 4.4a), consistent with what has been observed in the literature19, 20.  When analyzed 
statistically, the average probability to switch direction after each run was ~0.25.  Focusing on 
the actual turns, we defined “flights”, which are consecutive runs that persist in direction 
punctuated by pauses (Fig. 4.2c), and identified the turning points between flights, employing to 
do so the error-radius analysis standard in the field of ecology7 (Methods section).  We find that 
the turns were made in isotropic directions (Fig. 4.4a), which implies no preferred direction in 
our experimental time window (~10 min). Importantly, isotropy is a necessary condition for 
either Brownian or Lévy walks21, 22. This new analysis reveals that p(L) grew with L, as 
illustrated in Fig. 4.4b, suggesting that this system conforms to the scenario in the middle panel 
of Fig. 4.1.   
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Figure 4.3.  Trajectories to illustrate the complexity of the intracellular transport, at large scale 
(main figure) and also a zoomed-in portion of the trajectory (Inset).  This complexity motivates 
the wavelet and error radius analysis used in our analysis, which is robust to biological 
stochasticity and measurement uncertainty.  These trajectories were obtained from EGF-
containing endosomes in HeLa cells. The lines with color denoting elapsed time are smoothened 
as described in the trajectory analysis section and overlaid on the original tracked positions (grey 
dots) with the active portion detected by wavelet analysis highlighted by black circles. The flow 
of alternating persistent and turning periods is indicated by arrows and dashed circles, 
respectively. A period of trajectory with frequent turns is magnified in the inset.   
 
 Extending the analysis, we identify in the data power-law tails of flight length 
distributions, clearly different from commonplace Brownian random walks, whose step size 
distribution is exponential.  In Fig. 4.4c, the plot of relative probability against distance on log-
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log scales confirms that exponential events of individual run lengths added up to a power-law tail 
of flight length distribution, whose power-law slope is µ = -2 from maximum likelihood 
estimation.  The range of the power-law tail does not depend on how the data is binned to 
calculate the distributions (Fig. 4.4c, inset).  It spans the entire length scale that is physically 
reasonable: from the smallest possible step size which is the individual run length, to the largest 
possible step size, which is the size of the cells.  Indeed, in other systems, power-law tails with a 
slope of -2 has been identified as advantageous in random searching, though there is heated 
argument on this matter21, 23, 24.  The coexistence of self-reinforcing persistence and the transition 
from exponential to power-law step distributions in this experimental dataset is consistent with 
the mathematical guideline sketched in Fig. 4.1.   
As the coexistence of exponentially-distributed steps and power-law distributed flights is 
so nonstandard for other random walks that experimentalists have measured, we tested these 
relations using Akaike’s information criterion for the discrimination between models25.  The 
merit of this analysis is to evaluate the raw data points directly, circumventing model-dependent 
interpretation.  For run length, exponential tail is favored with relative likelihood (the Akaike 
weight) of 1, and for turn-to-turn flight length, power-law is favored with weight of 1.  The 
unusual Akaike weight of unity emerges because our large datasets allow unambiguous selection 
of the more likely model (Methods).  
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Figure 4.4.  (a) Distributions of angles between consecutive runs and flights. Data is from 
~40,000 runs of EGF-containing endosomes in DU145 cells. (b) Positive feedback during walks 
along microtubules:  persistence probability p is plotted against accumulated curvilinear distance 
traveled in that direction, L. Symbols are from the data of EGF-containing endosomes in DU145 
cells. Dashed lines show the bounds between which the curves from all eight experimental 
conditions reside, as specified below. (c)  Log-log plot of relative probability against distance 
showing that while exponential statistics describe individual run length, power-law statistics 
describe the turn-to-turn flight length for EGF-containing endosomes in DU145 cells.  The range 
of the power-law tail, determined by goodness-of-fit test, is highlighted by the dashed box.  
Inset: power-law tail is independent of the bin size, with the number of data points per bin 
indicated in the plot. The line with slope -2 shows the maximum likelihood estimation of the 
power-law tail.  Lines in (b) and (c) through the data are drawn from the model with parameters 
summarized in Table 1, showing that the model produces good fits over the full distributions not 
just in the tails. (d) Flight length distributions for eight different experimental conditions collapse 
on a master curve.  Cargos and cells: EGF (or LDL)/DU145 (or HeLa) means EGF (or LDL)-
containing endosomes in DU145 (or HeLa) cells; treatments: EGF-containing endosomes in 
HeLa cells treated as specified in Method with Y27632, LatA, and TSA, or with MAP4 
overexpressed, respectively. 
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But what molecular mechanism might underpin this?  While in classic random walk 
models it is common to introduce memory kernels to describe such dynamic patterns, the 
required memory over long time and large length scales lacks obvious reasonable grounding in 
biology.  To rule out the obvious variables, we varied the cell type (HeLa and DU145 cells), and 
the cargo types (EGF and LDL containing endosomes), which are known to be transported by 
different sets of motor proteins through separate pathways.  As the fluctuations of surrounding 
cytoskeleton (mainly actin networks) have been indicated to contribute to the transport 
directionality17, 18, we treated the cells pharmacologically with latrunculin A (LatA), which 
completely disrupts the actin networks. The directional persistence and the nature of the length 
distributions were invariant under all these conditions (Fig. 4.4d).  This was so even when we 
directly perturbed the motor-microtubule interactions: for example, overexpressed microtubule-
associated protein 4 (MAP4) are road blockers on microtubules, and trichostatin A (TSA) 
enhances the motor processivity by inducing microtubule acetylation. Indeed, despite minor 
differences in the directional persistence (Fig. 4.4b), all the flight length distributions still 
collapse (Fig. 4.4d).   
To explain the observed self-reinforcing directionality without introducing memory, we 
develop a model building upon a transient rate model used widely to describe intracellular 
transport9.  We assume that (i) only motors attached to cargo in the vicinity of the microtubule 
are available to bind to it26, and (ii) this pool of available motors resets each time that all engaged 
motors dissociate and the transport restarts on another microtubule.  This is reasonable as the 
cargo may approach the microtubule in various different orientations and the distribution of the 
motors on the cargo surface is expected to be heterogeneous. Our numerical simulations based 
on this model, specified in Methods, reproduced quantitatively all the most relevant experimental 
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observations:  positive feedback in directionality, exponential run length distributions, and 
power-law tail in flight length distributions (Fig. 4.4, and more discussion in Method) Thus, 
while it is true that this minimalistic model does not include high-order effects that have been 
implied to affect the probability of switching directions20, such as the inherent molecular 
mechanics of motors, motor-motor interactions, and track geometry, the most important 
necessary physics here is considered to be the slow fluctuations of the number of available 
motors, which are further coupled nonlinearly to the fast motor binding and unbinding events 
through the load dependent unbinding rate.  These ideas are sufficient to produce the effective 
positive feedback that constructs Lévy dynamics from Brownian steps.   
To rationalize this intuitively, we walked through the parameter space that is physically 
realistic (Fig. 4.5) through numerical simulations, and noticed that the parameter space can 
collapse onto a two dimensional space: the average number of engaged motors, <n>, and 
opposing force normalized by the detachment force, F/ Fd. While <n> depends on the maximum 
number of the available motors on cargo, and the motor binding and unbinding rates (Methods), 
F/ Fd increases with bigger cargo, and decreases with stronger motors. Lévy dynamics emerges 
when the feedback reaches a right balance between these two opposing factors, <n> as a 
constructive factor that encourages motion to maintain directional persistence, and F/ Fd as a 
destructive factor that encourages the transport to change direction. When the constructive factor 
dominates, transport is unidirectional; when the destructive factor wins, transport reverts to 
Brownian; within a broad range in between, Lévy walk patterns emerge. This is summarized in 
Fig. 4.5, a plot of <n> against reduced opposing force.   
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Figure 4.5.  The balance of competing factors determines feedback and the nature of the 
transport dynamics.  The flight length distribution from 210 sets of numerically simulated 
trajectories is summarized with the reduced opposing force F / Fd on the abscissa and the 
average number of engaged motors n  on the ordinate.  When a constructive factor dominates (
n ), transport is unidirectional; when a destructive factor dominates ( F / Fd), transport reverts 
to Brownian (open symbols);  in between, a pattern of truncated Lévy walks emerges (solid 
symbols). Simulations that exhibit Lévy dynamics are color coded to represent the exponent of 
the power-law tail as indicated on the upper right.  The parameter range that fits the experiment 
in this study is highlighted as the shaded oval area, which concentrates at small values of F/ Fd .  
This is consistent with the small sizes of the endosomes that lead to the small opposing forces.  
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Figure 4.6. (a) Log-log plot of the numerically-simulated flight length distributions with 
parameters indicated in the plot.  (b-d) Dependence of exponent of the power law tail, µ, and the 
average number of engaged motors <n> on three dimensionless parameters: (b) 0
0
   ,  (c) dF F , 
and (d) maxN . For each parameter, µ and <n> were calculated for a range of values while keeping 
the other two parameters at values indicated in the figures. Within the tested parameter range, the 
exponent depends sensitively on the parameter values within a window; beyond that window, the 
transport exhibits Brownian or directional motion (highlight in brown and blue respectively). 
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This reduced description explains why molecular details have only marginal effect on our 
experiments, since contributions from molecular kinetics may cancel each other while the 
collective output is maintained.  For example, as confirmed by simulations, higher unbinding rate 
can be compensated by higher number of motors that are available on the cargo surface, as long 
as the average number of engaged motors remains constant (Fig. 4.6). 
 
4.3 Conclusions   
The phenomenon of memoryless self-reinforcing directional transport appears to be 
general, and can arise from other mechanistic models than the one developed here to describe the 
system that we happened to be studying.  In principle, it can likewise arise from abundant other 
kinds of systems that likewise lack long-term memory:  for example, transport driven by physical 
sensing of chemical gradients8 and conceptual sensing of information30.  The framework 
proposed in this study has bearing on providing rules how to program non-Brownian transport in 
other active systems of interest to physicists and materials scientists. 
 
4.4 Methods 
Cell treatments.   
HeLa and DU145 cells were plated onto collagen-coated glass coverslip bottoms 
(MatTek) and allowed to adhere overnight. To fluorescently label endosomes, either 0.15 µg/mL 
biotinylated EGF complexed to Alexa-555 streptavidin or 10 µg/mL DiI conjugated LDL 
(Invitrogen) was applied to cells for 20 min and removed by washing.     
To confirm that the observed endosomal mobility is active transport by motor proteins 
along microtubules, we disrupted the microtubules with nocodazole (5 µg/mL), and the mobility 
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stalled as expected.  To rule out the contribution by actin networks17, 18, we disrupted actin 
networks with LatA (0.08 µg/mL), and no statistical change in terms of relative portions of 
persistent, turning, and tug-of-war events of endosomal mobility was observed (Fig. 4.7).   
 
 
Figure 4.7. This figure shows histograms of relative abundance:   adjacent runs that persist in the 
same direction, turn, and reverse directions (“tug-of-war”), for 8 experimental conditions, 
identified in Fig. 4.4 legend, involving various endosome populations (a), and various 
cytoskeletal perturbations (b), as well as conditions where actin was disrupted (c).  The data are 
identified as endosome type/cell type/treatment, where n indicates the number of runs analyzed.  
The histogram of these average numbers is similar regardless of these experimental conditions.   
 
To perturb the overall cytoskeleton, 5 µM TSA or 50 µM Y-27632 was added 60 min or 
30 min before imaging, respectively. Overexpression of MAP4 was achieved by transient 
transfection of MAP4 fused to Emerald GFP (Invitrogen).  Cells with bright green fluorescence, 
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indicating MAP4 expression at high level, were chosen for imaging. These perturbations induced 
changes in mean run time and transport speed as expected (Fig. 4.8). 
 
 
Figure 4.8. This figure shows that persistent runs are longer and faster than turning runs.  For 
turning runs, the mean run time (a) and speed (b) are plotted versus these quantities for persistent 
runs.  Notice that they fall under the dashed diagonal line.  To quantify speed, the frame-to-frame 
speed was defined as displacement along the smoothened track divided by the time between 
frames (50 ms).  Symbols are identified in the figure.  Note that, consistent with their molecular 
functions, MAP4 protein overexpression decreases the mean run time while TSA protein 
significantly increases the mean speed.  
 
Imaging.  
Mounted in a miniature incubator (Bioscience Tools), fluorescently labeled endosomes 
were imaged in live mammalian cells under physiological conditions condition in phenol-red free 
OPTI-MEM medium (Invitrogen) supplemented with 4% fetal bovine serum (FBS), a medium 
we found empirically to reduce the background and prolong photostability of fluorescent 
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molecules. Cell viability on the microscope stage was confirmed for as long as a week.  Imaging 
was carried out on a homebuilt microscope using an α-Plan Fluor 100×, NA = 1.45 oil 
immersion objective (Zeiss).  Laser beams were focused to the edge of the back focal plane of 
the objective, with the incident angle adjusted to be slightly smaller than the critical angle so that 
the beams were highly inclined and laminated as thin optical sheets into the cells11,31.  To avoid 
focal plane drifting, the objective was simultaneously heated and immersion oil (Cargille) 
standardized at 37 °C was used.  We focused on the basal side of the cells.  No statistical 
difference was detected between different positions.  All movies were taken within ~3h after 
labeling.  Fluorescence images were collected by a back-illuminated EMCCD camera (Andor  
iXon DV-897 BV).  
The labeling approaches were selected and optimized to satisfy two stringent criteria.  
First, we required specific labeling of organelles whose fate within the cell is known.  Second, 
we required the labeling to be specific and to present bright and stable fluorescent spots with 
average organelle separation larger than 3 µm, so as to allow position information to be extracted 
with high resolution below the optical diffraction limit.  Trajectories were generated from movies 
with a frame rate of 50 ms.  This was chosen to be longer than the molecular motor stepping time 
on microtubules (~1 ms) to filter out the expected molecular noise.   
 
Trajectory analysis.   
The movies were analyzed using single-particle tracking programs, locating the centre of 
each particle in each frame and stringing these positions together to form trajectories, using 
software written in-house27, 28.  Active transport was determined using the multiscale wavelet 
transform described elsewhere25.  To measure the run lengths, we noted that transverse 
 76 
 
fluctuations of microtubules and the swinging motions of organelles might introduce significant 
fluctuations perpendicular to the microtubules.  To deal with this complication, we used the 
discrete wavelet transform (DWT) to smoothen the raw trajectories of active transport with a 
soft-thresholding algorithm33.  Run lengths were measured as distances along the smoothened 
track.  The displacements perpendicular to the track had distributions fit well by Gaussian 
functions with variance of ~20 nm, which coincides with the sum of microtubule radius and the 
length of motor protein stalk. 
To define turn-to-turn flights, we used the error radius method documented in the 
literature22, 29.  In this method, a straight line connects two points along the trajectory, then one 
end of it extends to subsequent data points in order until the data points in between start to 
deviate from the line above a threshold.  The last end point is determined as a turning point, and 
is used to start a new line (Fig. 4.9).   
 
 
Figure 4.9. A schematic example of error radius analysis to identify turning points.  Starting 
from a point in the trajectory, p1, straight lines are drawn between p1 and subsequent points in 
the trajectories, p2, p3, until p4, when the data points in between (p2 and p3) deviate above the 
threshold.  Thus p3 is determined as a turning point, and is used to start a new line. The width of 
colored regions indicates the threshold.  
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The threshold for each trajectory is adapted to the end-to-end distance of that particular 
trajectory, to account for the heterogeneity between trajectories.  The threshold converges when 
the turning angles become uncorrelated and distributed isotropically (Fig. 4.10). 
 
 
Figure 4.10. This figure shows relative abundance of turning angles.  (a) shows that turns are 
made in isotropic directions when adjacent turning angles are uncorrelated.  This randomness of 
turning angle is a prerequisite for both Brownian and Lévy walks.  However,  (b) too small a 
threshold, 4 times smaller than that used in (a), oversamples turns, and results in a faulty bias 
towards small angles, while (c) too large a threshold, 4 times larger than that in (a),  
undersamples turns, and erroneously depletes small angles.  N represents the number of turns.  
This data concerns (EGF/HeLa).  N is the dataset size. 
 
Statistical analysis.  
Active transport was determined using the multiscale wavelet transform described 
elsewhere16.  To define turn-to-turn steps, we used the error radius method documented in the 
literature7.  This analysis was preferred to direct splitting of the intersection angles between runs, 
which is prohibitively sensitive to tracking noise especially when runs are short.  Runs between 
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two consecutive turning points are defined as persistent and they are lumped together for 
measure of turn-to-turn flight lengths. The relative abundance of persistent, turning, and motion 
that reverses directions (“tug-of-war”) was quantified (Fig. 4.7).  However, as tug-of-war events 
do not change the overall angle of the transport, we excluded them from subsequent analysis. 
To calculate the run length and flight length distributions, we used equal number of data 
points per bin instead of equal distance per bin which is known to give larger statistical errors in 
the tail because of the much smaller counts per bin in the tail. This binning method has been 
shown to reproduce the actual shape of distribution while avoiding large uncertainty in fitting the 
tail.  To distinguish exponential, stretched exponential, and power-law distributions, model 
selection was carried out following the standard literature method, Akaike Information 
Criterion25.  Briefly, the log-likelihood functions for each model were computed as described in 
the literature with range of the tails (>2.9 µm) determined by the goodness-of-fit tests;  and then 
the relative likelihoods were used as weights of evidence in favor of each model (Akaike 
weights).  As likelihood functions scale exponentially with the number of data points, with our 
datasets that typically contain 16,000-60,000 runs and 3,000-11,000 flights for each experimental 
condition, Akaike weights can approach 1 for the model that is dominantly favored.  This has 
allowed unambiguous selection of the more likely model.  
 
Numerical simulations.   
We consider a cargo is transported against a constant external opposing force F along a 
microtubule with n  motors available for binding.  At time t, n (0<n≤n ) motors are engaged, 
sharing the load /F n .  The unbinding rate for an engaged motor to dissociate from the 
microtubule is load-dependent,     0 exp / dn n F nF  , where 0  is the zero-load unbinding 
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rate and dF is the detachment force.  The binding rate is     0n n n   , as it is limited by the 
number of available unbound motors ( n -n) and 0  is the binding constant for single motor.   
The trajectories are generated by the Gillespie algorithm. Briefly, at 0t  , n is randomly 
selected from a discrete uniform distribution in the interval  max1, N , where maxN  is the 
maximum number of motors that can be possibly available. This number should be physically 
bound by the maximum density of the motors attached to the cargo surface, and depends on the 
cargo size and the surface area that is close to microtubule26.  At each time step, with probability 
   
( )np
n n

   , an available motor may bind;  otherwise, an engaged motor unbinds.  Then 
time advances by a random number t  drawn from an exponential distribution function with a 
mean of    
1
n n  .  If s
F F
n
  ( sF  is stall force),  the cargo moves by v t , assuming a 
constant velocity v ;  if not, the transport pauses.  If n drops to zero, a “flight” ends, the transport 
turns with a random angle, and a new N  is assigned.  A “flight” also ends if the length exceeds 
the limit (100 µm) representing the size of a cell.  We found that the numerical results are 
insensitive to the length limit used.  This physical process generates numerically length 
distribution functions, which have shapes determined by a set of dimensionless parameters, 
d
F
F
, 
0
0

 , s
F
F
, and maxN  (Fig. 4.8).  Among these parameters, 
s
F
F
 only contributes to the run length 
distribution without affecting the flight length distribution.  To compare with experiments, 
simulated trajectories are mapped to experimental length scale by tuning the length unit, 
0

  
(Table 1).  1,000,000 flights were simulated for each parameter set. 
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Comparison between experiments and numerical simulations.   
With numerical simulations detailed in Methods, we identified parameter sets within 
biologically realistic ranges that provide quantitative agreement with the experiments (Fig. 4.4, 
and Table 4.1).  On the population level, the probability to switch direction after each run is 0.2-
0.3 both in the numerical simulations and the experiments; persistent runs are 1.2-1.4 times 
longer than turning runs when statistically averaged, which is again consistent between the 
simulations and the experiments.  Furthermore, in agreement with the experimental data, the 
simulated trajectories also exhibit the co-existence of exponentially distributed runs and power-
law distributed flights, with persistence function and length distributions in quantitative 
agreement (Fig. 4.4).  This part is discussed in more detail in the text.   
 
Table 4.1. Model parameter fits and the power-law tail exponents from experimental 
distributions.  As no statistically significant difference is observed between various experimental 
conditions, the range of value shows the variation of the best fit across those experimental 
conditions, which may arise from uncertainties in measurements and fitting.  The values in 
parenthesis are used to generate the fit plotted in Fig. 4.4b and c. 
parameter value 
F/Fd 1.1 – 2 (2) 
Nmax 9 – 11 (11) 
π0/εo 1 (1) 
F/Fs 2 – 3.3 (3.3)
ν/εo 0.5 – 2 (2) 
µ 1.8-2.2 (2) 
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CHAPTER 5 
INTERMITTENT MOTION OF SEMI-FLEXIBLE 
POLYMERS IN NETWORK 
 
5.1 Background 
Brownian motion is a fundamental phenomenon that continues to fascinate researchers.  
While diffusion of spherical objects has been well understood, recent studies show that shape of 
a diffusing object adds additional complexity to transport dynamics.1, 2  An unexplored aspect in 
transport dynamics is when shape is flexible and fluctuates spontaneously. Little was known 
about the relevance of shape fluctuations because most previous research focused on center-of-
mass dynamics without visualizing shape or lacked a feasible way to analyze shape fluctuations 
especially in relation to transport dynamics. Here, we demonstrate a strong coupling between 
shape fluctuation of polymer chain and its transport in networks at equilibrium with direct 
imaging of single DNA chains. We chose DNA chains because they are big enough for shape 
visualization in real time and flexible enough to show spontaneous shape fluctuations. Shape 
information is extracted from images with description at various levels of details from pixel-
based multi-dimension to coarse-grained one-dimension and correlated with the center of mass 
motion. The prevailing pattern is that the shape and motion of the chains are simultaneously 
arrested most of the time and spontaneous large chain extension or retraction transiently allows a 
                                                            
  The contents of this chapter are based on experiments done by Bo Wang, Juan Guan, James Kuo, and 
Ah-Young Jee.  
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chain to break free and achieve net transport. Tracking chain ends reveals that blocked end 
motion is consistent with the arrest of shape and chain motion. This novel mode of transport 
might be important to transport in porous media and crowded environment as shape fluctuation is 
widely present in a broad class of soft materials. 
 
5.2 Results and Discussions 
We embed -DNA chains uniformly labeled with fluorescence dyes in optically 
transparent network as sketched schematically in Fig. 5.1a. Network concentration is tuned such 
that a chain (~16 μm in contour length; ~50 nm in persistence length) threads through ~20-40 
meshes (~200 nm) to be tightly entangled with the network (materials and methods). The large 
size of -DNA allows shape imaging (much exceeding diffraction limit ~0.3 μm). To test the 
generality of the finding, two types of network with matching mesh size are chosen: agarose 
hydrogel and semidilute solution of actin filaments. The former represents static network as 
crosslinked agarose fibers form interconnected meshes whereas the latter represents dynamic 
network as actin filaments fluctuate and rearrange locally over observation time window.3, 4   
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Figure 5.1. Intermittent dynamics of shape, center-of-mass and ends for chains embedded in 
networks.  a) Schematic of a λ-DNA chain (~16 μm in length) embedded in agarose or actin 
networks (~200 nm mesh size).  The open space in the network is filled with water.  The 
magnified view shows schematically flexible turns and bends of chain segments within one mesh.  
b) (top) Similarity matrix calculates pixel-based correlation between pairwise images for a chain 
with each element indicating how similar two images are.  Examples for both networks are 
shown.  Both axes of the matrix denote time in seconds.  Red blocks indicate high similarity 
between two images whereas blue blocks indicate low similarity.  A color bar is shown for 
comparison.  (bottom)  Center-of-mass position for the corresponding chains.  Top and bottom 
panels share the time axis.  Details see main text.  c) Position versus time for two ends of one 
chain.  The two ends are often confined in different meshes microns apart.   
 
DNA chains adopt diverse shapes in these networks, from collapsed globule to extended 
chains with many twists and turns. Unexpectedly, in both networks the chains can keep a 
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relatively constant shape for extended periods of time. This arrested shape dynamics is very well 
captured by the similarity matrix S (Fig. 5.1b), with S(m,n) calculated as the pixel-based 
correlation between frame m and n in the time series of images of one specific chain and 
indicates how similar these two images are. Fig. 5.1b shows the shape matrices of two 62 s long 
movies from both networks, with red and blue representing high and low similarity respectively. 
Evident to the eye, the matrices are composed of blocks with different color and size. Along the 
diagonal line, transition from one square to the next corresponds to large change in chain 
position as seen from the steep slope in the position of center-of-mass plot below the matrices. 
The fact that the diagonal squares are mostly red indicates that the shape and position of a chain 
remains mostly constant within each square. The arrest of shape and chain position is really 
surprising because it is commonly assumed that flexible polymers in network smoothly and 
continuously slither back and forth in “tubes” formed by its surrounding obstacles.5, 6 A key 
assumption in this reptation picture is that the chain ends can freely explore the network.7, 8 To 
test this assumption, we fluorescently labeled just the chain ends9 and find that they are locally 
confined on a length scale comparable to mesh size with occasional hops (Fig. 5.1c) (materials 
and methods about ends labeling).  Furthermore, the two ends seem to move and pause at 
different times, independent to one another.  The distance between ends fluctuates at around 5 
mesh size and two ends often stay in different meshes microns apart, confirming the tightly 
entangled regime where a chain threads through many meshes.  Given the blocked ends motion 
and transverse confinement along the chain contour, it is reasonable to expect shape and position 
arrest.  We note that the blocked ends motion is not an artifact from projection of vertical motion 
as the depth of focus is only ~1 μm and out-of-focus images are easily discerned and excluded 
from analysis.     
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Figure 5.2.  Coupling between shape fluctuation and chain motion.  a) Sequential images taken 
from a typical center-of-mass hop, as highlighted with a red arrow in Fig. 5.1b. The initial 
center-of-mass position is overlaid for comparison (+).  The chain extension is accompanied by 
position hop.  Image size is 2.9 μm×1.5 μm.  b) Chain position hop and chain length fluctuation 
occur simultaneously; position arrest and shape arrest occur simultaneously.  Hundreds of 
individual traces are shown.  Red curve denotes average. c) Mean squared displacement (MSD) 
during hops than arrest.  The hops are identified from ~1,000,000 images using a wavelet method.  
Solid curves are for agarose and dashed curves are for actin network.  d) Average apparent (L) 
change (∆ܮ ൌ √൏ ∆ܮଶ ൐) during hops is larger and faster than during arrest.  Symbols are the 
same as in c. 
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It is clear from the similarity matrix and the center-of-mass motion that arrested 
dynamics dominates in time and only the occasional swift hops are responsible for the transport 
of the chains. When taking a closer look at hops, we saw that a chain typically shows shape 
change during hops, in contrast to almost no shape fluctuations other time (Fig. 5.2a, more 
examples in materials and methods). To see how general this pattern is, we used multiscale 
wavelet analysis10 to automatically identify the hops across hundreds of chains and then 
compared shape fluctuation during these hops versus local motion. The appropriate separation 
between hopping and local rattling is confirmed with the distinct fast and slow center-of-mass 
dynamics (Fig. 5.2c).  Local rattling motion occupies 90% of the time determined by wavelet 
analysis.  As extension and retraction appear to be the dominant form of chain shape fluctuation, 
we use apparent chain length here as a measure of global chain shape (see materials and methods 
for apparent chain length estimation). Checking across hundreds of chains, we consistently find 
large chain extension or retraction during hops whereas almost no length change is observed 
during local rattling (Fig. 5.2b).  Other shape indicators are checked in parallel to confirm the 
coupling between shape fluctuation and chain motion exists in both networks (materials and 
methods). We further compare the ensemble-averaged apparent length change (∆L) with time 
during hopping versus local rattling from over ~1,000,000 images. The shape fluctuation during 
hopping is significantly faster and larger than local rattling (Fig. 5.2d), confirming that chain 
motion is accompanied by chain extension or retraction.  Physically, the blocked chain ends can 
occasionally hop to other meshes and create entropic tension between the chain segments so the 
chain shape changes to release the tension and causes center-of-mass position shift.  
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Figure 5.3. The kinetics and magnitude of the hops.  a) Waiting time between hops follows 
stretched exponential distribution with exponent of ~ 0.7. b) Distribution of hop distance for 
individual hops.  Solid symbols are for agarose and open symbols are for actin network.   
 
The local confined motion suggests transport barriers imposed by the network.  The 
waiting time distribution can be fitted with stretched exponential with exponent of ~ 0.7 (Fig. 
5.3a), suggesting a heterogeneous distribution of barrier height.  The hop length has an average 
of ~0.25 μm for both networks, comparable to the mesh size (Fig. 5.3b) suggesting that the scale 
of discrete hops is determined by the underlying network mesh.  This length is comparable to the 
hop length of chain ends (materials and methods) further supporting the hops are initiated at 
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chain ends.  It is worth noting that other chains sufficiently long to observe shape (e.g. half -
DNA length) display similar behavior such as intermittent dynamics, coupling between chain 
motion and shape fluctuation, and comparable hop length (materials and methods).   
 
5.3 Conclusions   
The ensemble-averaged chain dynamics is initially sub-diffusive with a scaling of 0.4 and 
0.6 for agarose and actin network respectively and transits to diffusion at ~10 s (materials and 
methods). It is commonly assumed that flexible polymers in solution smoothly and continuously 
slither back and forth in “tubes” formed by its surrounding obstacles.  It is only remarkable now 
that direct visualization suggests alternative process involving intermittent dynamics and shape 
fluctuations coupled to chain motion. Hindered motion is unlikely to be caused by specific 
interactions as we demonstrate in two distinct systems although its exact origin is unknown. 
Tentatively, if we consider DNA chain as worm-like-chain with persistence length on the order 
of mesh size, it might have trouble wriggling through rigid network meshes (materials and 
methods).  Taken together the intermittent dynamics of shape, center-of-mass, and chain ends, it 
is likely that a chain spanning multiple interconnected meshes hosting different parts of the chain 
along its contour experiences an effective confinement.  It remains to be tested whether similar 
dynamics exists in polymer melt systems where probe chain and surrounding chains are more 
flexible.  Interesting questions remain on how the phenomenon at equilibrium might transfer to 
non-equilibrium dynamics where different microscopic processes compete differently. On the 
practical side, the long waiting time observed here might slow down diffusion processes, an 
effect less studied in the context of polymer dynamics in networks, for applications in transport, 
mixing, and spatial distribution of constituents in networks.   
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5.4 Materials and Methods 
Sample preparations and imaging condition. 
-DNA chain (48 kbp in length), covalently labeled with dyes (Mirus Bio) uniformly 
along the contour, was embedded in 1.5 wt% agarose gel (Fisher, molecular biology grade, low 
EEO) in the presence of 1× TBE and anti-photobleaching buffer, and visualized using a 
homebuilt epifluorescence microscope setup (Zeiss observer.Z1, 100× objective with N.A.=1.45) 
with time resolution of 12 ms (Andor iXon EMCCD camera) and pixel size of 64 nm.   
 
Determine entanglement regime.   
We estimate the entanglement level for -DNA in agarose gel to be ~25, a regime 
commonly accessed in simulations and experiments and typically assumed to represent long-
chain condition.  First, we estimate the entanglement level based on length scale of the system.  
λ-DNA (~16 μm) contains ~160 Kuhn blobs (~0.1 μm).  The reported agarose pore size at 1.5% 
ranging from 0.1-0.4 μm.11  Taking an intermediate value of 0.25 μm which can contain ~6 Kuhn 
blobs per pore (√6 ൈ 0.1	ߤ݉ ൎ 0.25	ߤ݉) and therefore the whole chain fits in ~25 pores.  The 
range of 0.1-0.4 μm gives ~10-160 pores.  Next, the two ends of a chain often stay in different 
pores indicating the mass is distributed in multiple pores network – otherwise the two ends 
should often co-localize to the same pore if a chain on average occupied one single big pore.  
Based on the measured end-to-end distance of ~1.5 μm and reported pore size, the chain is 
distributed in ~14-225 pores, consistent with earlier estimate.  Therefore, the effective cage 
experienced by a chain, rather than corresponding to one single pore of the network, is likely 
spanning multiple interconnected pores hosting different parts of a chain.  Third, we apply the 
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same calculation to an artificial 2D array of ~0.92-μm pores for comparison.  λ-DNA was found 
to mostly distribute to two pores.  One pore can contain ~80 Kuhn blobs (√80 ൈ 0.1	ߤ݉ ൎ
0.9	ߤ݉), consistent with the current experiments.   
 
On similarity matrix. 
To go beyond center-of-mass dynamics, we calculate correlation between any two images 
of a chain to construct “similarity matrix.”  Both axes of the matrix represent time.  The value of 
each element is the correlation coefficient between a pair of images from a time series of images.  
By definition, the matrix is symmetric and the value of diagonal elements is 1.  High value (red) 
indicates high similarity between the two images whereas low (blue) value indicates low 
similarity.  Here, both position shift and shape fluctuation can be sensitively detected as change 
in similarity.   
 
Analyze patterns on similarity matrix. 
The “success” and “futile” processes described in main text correspond to different 
patterns on the similarity matrix: “success” corresponds to the intersection between diagonal 
blocks (Fig. 5.2b and 4) where the correlation between images before and after transition is 
extremely low (close to 0) as shown in off-diagonal blue blocks; “futile” corresponds to the 
stripe within a diagonal block (Fig. 5.2b and 4) where intermediate correlation is seen as a chain 
never fully leaves its initial position (i.e. stripes are typically yellow or green).   
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Figure 5.4.  The initial center-of-mass position is overlaid for comparison (+).  In 2, the 
molecule stretches and recoils to a new position.  In 3, the molecule stretches but never fully 
leaves its original position.  The durations of the events are 0.20 s and 0.25 s, respectively. Image 
size is 2.2 μm×1.7 μm. 
 
To identify the block pattern and the stripes within the block, we perform PCA analysis 
on the similarity matrix and the coefficient of the first principal component contains the 
information about the locations of blocks and stripes as shown in Fig. 5.5.  We manually check 
and correct for misidentified features after PCA analysis to ensure accuracy. 
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Figure 5.5.  The block and stripe patterns of the similarity matrix can be identified from PCA 
analysis. Top row shows two similarity matrices. The bottom row shows the corresponding 
coefficient of the first principal component. The block and stripe features of the matrix are 
reflected on the coefficients. The sign change between positive and negative values marks the 
boundary of blocks, denoted by black dots on the matrix.  The local peaks of coefficients 
correspond to stripe features, denoted by white dots on the matrix.  
 
To analyze separately jumping and caging states, we first identify the edges of the blocks 
and stripes and include neighboring frames within 0.37 s as jumping states, and the ensemble 
excluding jumping are categorized as caging.  Time interval of 0.37 s is empirically determined 
as most transient transitions last less than 0.37 s.  Using different parameters of time intervals 
does not change the distinct dynamics and shape fluctuation we see (Fig. 5.6, top).  Including 
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only “success” (block features) as jumping states does not change the conclusion either (Fig. 5.6, 
bottom).   
 
 
Figure 5.6. The difference between jumping and caging is robustly seen across a range of 
parameter choices.  Panel a and b compare jumping states of duration 0.37 s (line) and 0.25 s (○).  
Panel c and d compare jumping states including all jumps (○) versus only “success” jumps (line).  
 
Caging is dominant, accounting for ~94% of the images.  The “success” and “futile” 
correspond to 2% and 4% of the time (Fig. 5.7). 
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Figure 5.7. Caging is dominant, accounting for ~94% of the time.  The “success” and “futile” 
correspond to 2% and 4% of the time. 
 
To calculate jump distance, we calculate the distance between mean caging positions 
between blocks for “success” jumps and the distance between mean position on a stripe and 
mean position of the block containing the stripe for “futile” jumps. 
 
Block feature of the similarity matrix is unique to caging and intermittent dynamics. 
A few representative similarity matrices are shown in Fig. 5.8 for comparison.  Block 
feature is absent.  
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Figure 5.8.  (top) similarity matrices in the case of free diffusion of λ-DNA in sucrose. (bottom) 
similarity matrices for simulated Brownian diffusion of λ-DNA in dilution solution. 
 
 
 
Figure 5.9.  Two representative fluorescence images overlaid with circles with a radius of ܴ௚.  
The image size is 2.5 μm×2.5 μm. 
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Shape fluctuation measured with ࡾࢍfrom fluorescence images. 
Radius of gyration (ܴ௚) is a robust measure of chain size.  ܴ௚ ൌ ሺ∑ ܫ௜ሺሺݔ௜ െ ݔ௖.௢.௠ሻଶ௜ ൅
ሺݕ௜ െ ݕ௖.௢.௠ሻଶሻሻଵ/ଶ  where ݔ௖.௢.௠  and ݕ௖.௢.௠  are center-of-mass positions, ݔ௜  and ݕ௜  are 
coordinates of pixels with intensity ܫ௜.  See examples in Fig. 5.9.  The current system reports a 
smaller ܴ௚value for λ-DNA compared to previous studies elsewhere.12  The difference mainly 
comes from two aspects: a) this current system uses a covalent dye labeling method that does not 
extend the chain whereas previous systems use intercalating dyes that extends the chain contour 
length from 16 μm to 22 μm; b) this system uses high salt concentration (~200 mM monovalent 
salt) whereas previous systems typically have ~10 mM salt.    To quantify shape fluctuation, 
∆ܴ௚ ൌ ඥ൏ ∆ܴ௚ଶሺ߬ሻ ൐ൌ ට ଵ்ିఛ ׬ ሾܴ௚ሺݐ ൅ ߬ሻ െ
்ିఛ
଴ 	ܴ௚ሺݐሻሿଶ݀ݐ  is calculated where T is sampled 
across jumping states, caging states, and ensemble for averaging over all trajectories. 
In principle, other shape indicators are sufficient to characterize the shape fluctuations as 
well, such as long and short axis of ܴ௚, or line-tracking.13  We choose ܴ௚because its physical 
meaning is a common quantity to measure chain size in polymer physics context. 
Conventional theories of contour length fluctuation (CLF) predicts the amplitude of 
fluctuation on the order of end-to-end distance (~1 μm), which would be reflected as ~3% in ܴ௚ 
change since ܮ ൎ16 μm and ܴ௚~√ܮ. 
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Theoretical timescale estimation under reptation framework. 
The experimental system shows that the mean squared displacement of center-of-mass of 
-DNA transits from sub-diffusion (with a scaling of ½) to diffusion (scaling of 1).  Although 
consistent with reptation prediction, the direct observation of microscopic process suggests an 
alternative explanation.  
In reptation picture, the thermal motion of center-of-mass has a scaling exponent of ½ 
before reptation time because it is a random walk within a tube of random walk configuration.  
The dynamics transit to diffusion with a scaling exponent of 1 beyond reptation time.   
The reptation time is estimated to be ~16 s for this system.  Each entanglement blob has a 
relaxation timescale of 2 ms assuming the size of each blob (ܾ) is 0.2 μm, close to pore size of 
the network ( ߬଴ ൌ ఎೢೌ೟೐ೝ௕
య
௞் ൌ 2	݉ݏ ).  Reptation time ߬ோ ൌ ܰଷ߬଴ ൌ 16	ݏ  assuming a chain 
contains ~20 entanglement blobs. 
 
Experimental uncertainty in determining center-of-mass position. 
A range of intensity threshold is set to identify features in fluorescence images.  With a 
pixel size of 64 nm, λ-DNA typically shows up as a feature occupying over 100 pixels, showing 
shape exceeding the diffraction limit (Fig. 5.2a and 9).  Varying the threshold gives <10 nm 
variation in center-of-mass position, which is calculated according to intensity-weighted average 
ݔ௖.௢.௠ ൌ ∑ ௫೔ூ೔೔∑ ூ೔೔ .   
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The size of chain ends are below the diffraction limit and determined by fitting a 2D 
Gaussian intensity profile with uncertainty <30 nm. 
 
Shorter chains display similar intermittent dynamics and transient shape fluctuations 
during jumps. 
Chains of 23 kbp, about half the λ-DNA length, is sufficiently big for visualizing shape.  
Fig. 5.10 shows similarity matrix for a representative chain.  The block pattern is similar to the λ-
DNA system showing caging and intermittent dynamics.  Fig. 5.11 shows snapshots from a 
jumping event where transient stretch and recoil is coupled to chain motion.   
 
 
Figure 5.10.  On the left is a representative center-of-mass trajectory of 23 kbp in gel.  
Trajectory lasts ~50 s.  The corresponding similarity matrix is shown on the right.  Three 
diagonal blocks reflects three main cages in the trajectory. 
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Figure 5.11.  Sequential images from a representative jumping event for a DNA chain of 23 kbp 
in gel.  The first three snapshots show a “futile” process and the last two snapshots show the 
subsequent “success” process.  The duration of the event is 1 s.  Image size is 2 μm×1.3 μm. 
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