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ON THE ITERATIVE SOLUTION OF SYSTEMS OF THE FORM
A⊤Ax = A⊤b + c∗
HENRI CALANDRA† , SERGE GRATTON‡ , ELISA RICCIETTI‡ , AND XAVIER VASSEUR§
Abstract. Given a full column rank matrix A ∈ Rm×n (m ≥ n), we consider a special class of
linear systems of the form A⊤Ax = A⊤b+ c with x, c ∈ Rn and b ∈ Rm. The occurrence of c in the
right-hand side of the equation prevents the direct application of standard methods for least squares
problems. Hence, we investigate alternative solution methods that, as in the case of normal equations,
take advantage of the peculiar structure of the system to avoid unstable computations, such as
forming A⊤A explicitly. We propose two iterative methods that are based on specific reformulations
of the problem and we provide explicit closed formulas for the structured condition number related to
each problem. These formula allow us to compute a more accurate estimate of the forward error than
the standard one used for generic linear systems, that does not take into account the structure of the
perturbations. The relevance of our estimates is shown on a set of synthetic test problems. Numerical
experiments highlight both the increased robustness and accuracy of the proposed methods compared
to the standard conjugate gradient method. It is also found that the new methods can compare to
standard direct methods in terms of solution accuracy.
Key words. Linear systems, Conjugate Gradient Method, Forward Error, Least Squares Prob-
lems.
AMS subject classifications. 15A06, 65F10, 65F35, 65G50.
1. Introduction. Given A ∈ Rm×n, m ≥ n with rank(A) = n, b ∈ Rm and
x, c ∈ Rn, we consider the following linear system of equations:
(1.1) A⊤Ax = A⊤b+ c,
or, equivalently, the following minimization problem:
(1.2) min
x∈Rn
1
2
‖Ax− b‖2 − c⊤x.
At first sight, relation (1.1) evokes a least squares problem in the normal equations
form:
(1.3) A⊤Ax = A⊤b,
but the situation is fundamentally different, as the vector c is present in the right-hand
side. Contrarily to least squares problems, a very well-studied topic ([3][16, Ch.5][23,
Ch.10]), problem (1.1) has not been object of much study in the literature. It can be
seen as a reformulation of a particular instance of a KKT system [8, 11, 15, 26]:
(1.4)
[
H A
A⊤ 0
] [
r
x
]
=
[
b
−c
]
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where H ∈ Rm×m is a symmetric matrix, in our case H is the identity matrix. We
mention [2] where the author studies the numerical solution of this augmented system
by Gaussian elimination and a proper scaling.
The solution of problem (1.1) is however required in various applications in opti-
mization, such as multilevel Levenberg-Marquardt methods [6], or in certain formula-
tions based on penalty function approaches [13, 12, §7.2], that we describe in section 2.
Motivated by the important applications these problems arise from, we believe that it
is worth getting more insights on both theoretical and practical aspects of the solution
of (1.1), in particular on its solution by iterative methods.
Due to the similarity with the normal equations, we expect to encounter, both
in the theoretical study of (1.1) and in the numerical solution, issues similar to those
reported in the literature on normal equations.
First of all, the system matrix is the same. It is well known that the product
A⊤A should not be explicitly formed, because the accuracy attainable by methods
for the solution of the normal equations may be much lower than that attainable by a
backward stable method for least squares. In this case indeed, the best forward error
bound for the normal equations can be obtained by the classical sensitivity analysis
of linear systems. It is then of the order of κ2(A) u, with u the machine precision and
κ(A) = ‖A‖‖A†‖ the condition number of A in the Euclidean norm [19, 25]. This is an
underwhelming result, as from Wedin’s theorem ([19, Theorem 20.1]) the sensitivity
of a least squares problem is measured by κ2(A) only when the residual is large, and
it is measured by κ(A) otherwise.
However, practical solution methods do not form the product A⊤A, and the
following key observation is rather exploited. The peculiar structure of the normal
equations allows to write:
A⊤Ax −A⊤b = A⊤(Ax − b),
that makes it possible to either employ a factorization of A rather than of A⊤A (in
the case of direct methods) or to perform matrix-vector multiplications of the form
A⊤x and Ax rather than A⊤Ax (in the case of iterative methods). This fact makes
the standard conditioning analysis of linear systems unsuitable to predict the error
for such methods, as the linear system is not subject to normwise perturbations on
the matrix A⊤A, but rather to structured perturbations, such as perturbations in the
matrix A only. A structured conditioning analysis is then more relevant and indeed
leads to the same conclusions as for least squares problems [17].
It is therefore possible to devise stable implementations of methods for normal
equations. This has been deeply investigated in the literature, see, e.g., [4, 16, 24].
In [4] the specialized implementation of the Conjugate Gradient (CG) method for the
normal equations (CGLS) has been proposed and shown to be more stable than CG
applied directly to (1.3).
In general, however, not all the considerations made for normal equations directly
apply to (1.1), since the right-hand side in (1.1) is A⊤b + c instead of A⊤b. This
difference has important consequences both on theoretical and practical sides.
On one hand, this results in a different mapping for the condition number and a
different set of admissible perturbations for the backward error, as [14]. Consequently,
the existing perturbation theory for least squares problems [1, 17, 27] does not apply
here. A proper analysis of the structured condition number of the problem should
then be developed.
From a practical perspective, even though the system matrix is the same, a fun-
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damental difference appears: A cannot be directly factorized on the right-hand side
and standard methods for the normal equations cannot be directly applied. Successful
algorithmic procedures used for normal equations could however be adapted to design
stable solution methods, tailored for the specific problem that we consider.
Contributions. Inspired by the existing results on least squares problems, we
propose two different reformulations of (1.1), such that it is possible to factorize
the matrix A on both the left and right-hand sides, and two corresponding solution
methods. We provide structured condition numbers for (1.1) and for the proposed
reformulations. These allow us to compute first order estimates of the forward error
on the solution computed by the proposed methods. We also report on the numerical
performance of such methods on a relevant set of test problems, considering also direct
methods to provide a fair comparison. Extensive numerical experiments confirm an
improved stability of the proposed methods compared to CG. The estimates of the
forward error are also validated numerically and shown to be sharper upper bounds
than the standard bounds issued from the theory of linear systems.
Structure. The manuscript is organized as follows. In section 2 we present two
applications arising in optimization where the solution of (1.1) is required. In sec-
tion 3, we report on the conditioning of the problem and backward error analysis.
In section 4, we discuss issues related to the solution of system of the form (1.1)
in finite arithmetic. We remind specific algorithmic procedures successful for least
squares problems (case c = 0) that we later adapt to design stable methods for the
solution of (1.1) (more general case c 6= 0). Then, we introduce and study the new
iterative solution methods in section 5. In section 6 we propose first order estimates
of the forward error on the solution computed by the proposed methods. Extensive
numerical experiments are proposed in section 7. Conclusions are drawn in section 8.
Notation. Given a matrix A ∈ Rm×n, we denote by A† its pseudoinverse, by
κ(A) = ‖A‖‖A†‖ the condition number of A (‖ · ‖ being the Euclidean norm) and
by σmin(A), σmax(A) the smallest and largest singular values of A, respectively. The
Frobenius norm of A is defined as
‖A‖F :=

∑
i,j
|Ai,j |2


1/2
= tr(A⊤A)1/2.
Moreover, given b ∈ Rm, c ∈ Rn, we define ‖[A, b, c]‖F :=
√
‖A‖2F + ‖b‖2 + ‖c‖2. We
later denote by In ∈ Rn×n the identity matrix of order n, ⊗ the Kronecker product of
two matrices and by vec the operator that stacks the columns of a matrix into a vector
of appropriate dimension [17]. Given X and Y two normed subspaces equipped with
norms ‖ · ‖X and ‖ · ‖Y , respectively, we denote by ‖ · ‖op the operator norm induced
by the choice of ‖ · ‖X and ‖ · ‖Y . Finally, given a ∈ R, we denote by fl(a) its floating
point representation, i.e. fl(a) is such that |a − fl(a)| ≤ |a|u, where u represents the
machine precision.
2. Two motivating applications. In this section, we describe two different
applications in which problems of the form (1.2) arise, motivating our interest in their
solution.
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2.1. Fletcher’s exact penalty function approach. The first applicative con-
text arises in equality constrained minimization. Consider a problem of the form:
min
x
f(x)
s.t. g(x) = 0,
for twice differentiable functions f : Rn → R and g : Rn → Rm, respectively. The
solution of systems of the form (1.1) is needed for the evaluation of the value and
gradient of the following penalty function [13, 12, §7.2]:
Φσ(x) = f(x)− g(x)⊤yσ(x),
where yσ(x) ∈ Rm is defined as the solution of the following minimization problem:
min
y
‖A(x)⊤y −∇f(x)‖2 + σg(x)⊤y,
with A(x) the Jacobian matrix of g(x) at x and σ > 0, a given real-valued penalty
parameter.
2.2. Multilevel Levenberg-Marquardt method. The second scenario, in
which the solution of system (1.1) is required, arises in the setting of multilevel
Levenberg-Marquardt methods, which are specific members of the family of multilevel
optimization methods recently introduced in Calandra et al [6] and further analysed
in Calandra et al [5]. The multilevel Levenberg-Marquardt method is intended to
solve nonlinear least squares problems of the form:
min
x
f(x) =
1
2
‖F (x)‖2,
with F : Rn → Rm, a twice continuously differentiable function. In the two-level
setting, the multilevel method allows to choose between two different models to com-
pute the step at each iteration: the classical Taylor model or a cheaper model mHk ,
built starting from a given approximation fH(xH) = 12‖FH(xH)‖2 to the objective
function:
mHk (x
H
k , s
H) =
1
2
‖JH(xHk )sH +FH(xHk )‖2+
λk
2
‖sH‖2+(R∇f(xk)−∇fH(xH0 ))⊤sH ,
with JH(xHk ) the Jacobian matrix of F
H at xHk , λk > 0 a real-valued regularization
parameter, R a full-rank linear restriction operator and xH0 = Rxk, xk denoting the
current iterate at fine level.
While minimizing the Taylor model amounts to solve a formulation based on
the normal equations, minimizing mHk requires the solution of a problem of the form
(1.2), due to the addition of the correction term (R∇f(xk)−∇fH(xH0 ))⊤sH , that is
needed to ensure coherence between levels. Approximate minimization of the model
is sufficient to guarantee convergence of the method. Thus if the dimension of the
coarse problem is not small, an iterative method is then particularly well suited for
the minimization of the model.
3. Conditioning of the problem and backward error analysis. In this
section we first study the conditioning of the problem (1.1). We first propose an
explicit formula for the structured condition number, that is useful to compute a first
order estimate of the forward error. We also propose theoretical results related to the
backward error.
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3.1. Conditioning of the problem. We study the conditioning of problem
(1.1), i.e. the sensitivity of the solution x to perturbations in the data A, b, c. We
give an explicit formula for the structured condition number, for perturbations on all
A, b and c. In the following, we define the condition number of a function, see [25].
Definition 3.1. If F is a continuously differentiable function
F :X → Y
x 7−→ F (x),
the absolute condition number of F at x is the scalar ‖F ′(x)‖op. The relative condition
number of F at x is
‖F ′(x)‖op ‖x‖X
‖F (x)‖Y .
We consider F as the function that maps A, b, c to the solution x of (1.1):
F :Rm×n × Rm × Rn → Rn
(A, b, c) 7−→F (A, b, c) = A†b+A†(A†)⊤c.
Let us define the true residual r = b−Ax. As in [17], we choose the Euclidean norm
for the solution and the Frobenius norm (defined in the Notation part of Section 1)
for the data.
In this section we mark perturbed quantities by a tilde. Let them×n matrix A be
perturbed to A˜ = A+δA, the m-dimensional vector b to b˜ = b+δb, the n-dimensional
vector c to c˜ = c+ δc. A⊤A is then perturbed to
(3.1) A˜⊤A˜ = (A+ δA)⊤(A+ δA) = A⊤A+ δ(A⊤A), δ(A⊤A) = A⊤δA+ (δA)⊤A,
neglecting the second order terms. The solution x = (A⊤A)−1(A⊤b + c) is then
perturbed to x˜ = x+ δx = (A˜⊤A˜)−1(A˜⊤b˜ + c˜). Then, x˜ solves:
(A⊤A+ δ(A⊤A))x˜ = (A⊤b+ (δA)⊤b+A⊤δb+ c+ δc).
Reminding (3.1), and that, since A is full column rank, A† = (A⊤A)−1A⊤ and
(A⊤A)−1 = A†(A†)⊤, we have
δx = (A⊤A)−1(δA)⊤r −A†δAx+A†δb+A†(A†)⊤δc.
From this, we conclude that
F ′(A, b, c)(E, f, g) = (A⊤A)−1E⊤r −A†Ex+A†f +A†(A†)⊤g,
for all E ∈ Rm×n, f ∈ Rm, g ∈ Rn. We then deduce the following property:
Lemma 3.2. The conditioning of the problem (1.1), with Euclidean norm on the
solution and Frobenius norm on the data, is given by
(3.2) ‖F ′(A, b, c)‖op = ‖[(r⊤ ⊗ (ATA)−1)LT + x⊤ ⊗A†, A†, (ATA)−1]‖,
where LT is the linear operator such that vec(A
⊤) = LTvec(A) (LT is a permutation
matrix consisting of ones in the positions (n(k− 1)+ l,m(l− 1)+ k) with l = 1, . . . , n
and k = 1, . . . ,m and of zeros elsewhere [14, 17]).
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In the following, we give an explicit and computable formula for the structured
condition number.
Theorem 3.3. The absolute condition number of problem (1.1), with Euclidean
norm on the solution and Frobenius norm on the data, is
√
‖M¯‖, with M¯ ∈ Rn×n
given by
(3.3) M¯ = (1 + ‖r‖2)(A⊤A)−2 + (1 + ‖x‖2)(A⊤A)−1 − 2 sym(B),
with B = A†rx⊤(ATA)−1, sym(B) = 12 (B +B
⊤) and x the exact solution of (1.1).
Proof. Let us define M = [(r⊤ ⊗ (ATA)−1)LT + x⊤ ⊗ A†, A†, (ATA)−1]. We
remind that
(3.4) ‖F ′(A, b, c)‖op = ‖M‖ = ‖M⊤‖ := sup
y 6=0
‖M⊤y‖
‖y‖ .
Let us consider
y⊤F ′(A, b, c)(E, f, g) = y⊤(A⊤A)−1E⊤r − y⊤A†Ex+ y⊤A†f + y⊤A†(A†)T g
= r⊤E(ATA)−1y − y⊤A†Ex+ y⊤A†f + y⊤A†(A†)T g.
We remind that E =
∑n
i=1
∑m
j=1 e
⊤
i Eej , for ei, ej the i-th and j-th vectors of the
canonical basis. Then, we can rewrite the expression as
[vec(S), y⊤A†, y⊤A†(A†)T ] · [vec(E), f, g]⊤ := w⊤[vec(E), f, g]⊤,
introducing the matrix S such that:
Si,j = r
⊤eie
⊤
j (A
TA)−1y − y⊤A†eie⊤j x.
It follows that w = M⊤y. We are then interested in the norm of w. We can compute
the squared norm of vec(S) as:
‖vec(S)‖2 =
n∑
i=1
m∑
j=1
(r⊤eie
⊤
j (A
TA)−1y − y⊤A†eie⊤j x)2
= ‖r‖2‖(ATA)−1y‖2 + ‖x‖2‖(A†)⊤y‖2
−y⊤(A†rx⊤(ATA)−1 + (ATA)−1xr⊤(A†)⊤)y.
Then,
‖w‖2 = y⊤((1 + ‖r‖2)(A⊤A)−2 + (1 + ‖x‖2)A†(A†)⊤ − (A†rx⊤(ATA)−1
+ (ATA)−1xr⊤(A†)⊤)y := y⊤M¯y.
From (3.4)
‖F ′(A, b, c)‖op = ‖M‖ = sup
y 6=0
‖M⊤y‖
‖y‖ = supy 6=0
√
y⊤M¯y
‖y‖ =
√
‖M¯‖,
and we obtain the thesis.
We remark here a fundamental difference with the least squares case. In the
conditioning of least squares or structured conditioning of the normal equations, the
term κ2(A) appears multiplied by the norm of the residual. This is interpreted saying
that the sensitivity of the problem depends on κ(A) for small or zero residual problems
and on κ2(A) for all other problems [3, 19]. In this case, we notice from (3.3) that a
term proportional to κ2(A) will always be present.
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3.2. Backward error analysis. In this section, we address the computation of
the backward error, i.e. we consider the following problem. Let A ∈ Rm×n, b ∈ Rm,
c ∈ Rn and x˜ a perturbed solution to (1.1). Find the smallest perturbation (E, f, g)
of (A, b, c) such that the vector x˜ exactly solves
(A+ E)⊤(A+ E)x = (A+ E)⊤(b+ f) + (c+ g),
i.e. given
G := {(E, f, g), E ∈ Rm×n, f ∈ Rm, g ∈ Rn :
(A+ E)⊤(A+ E)x˜ = (A+ E)⊤(b+ f) + (c+ g)},
we want to compute the quantity:
(3.5) η(x˜, θ1, θ2) = min
(E,f,g)∈G
‖[E, θ1f, θ2g]‖2F := min
(E,f,g)∈G
‖E‖2F + θ21‖f‖2 + θ22‖g‖2,
with θ1, θ2 positive parameters. As usually done in the literature on backward errors,
see, for example, [17, 27], we measure the perturbations in a weighted Frobenius norm.
We prove specific results related to the backward error. We provide an explicit
representation of the set of admissible perturbations on the matrix (Theorem 3.4) and
a linearization estimate for η(x˜, θ1, θ2) (Lemma 3.5), respectively.
Given v ∈ Rm, we define
v† =


v⊤
‖v‖2 if v 6= 0,
0 if v = 0.
We remind the following properties that will be used later:
(Im − vv†)v = 0, vv†v = v.
We consider just perturbations on the matrix and we give next an explicit repre-
sentation of the set of admissible perturbations.
Theorem 3.4. Let A ∈ Rm×n, b ∈ Rm, c, x˜ ∈ Rn and assume that x˜ 6= 0. Let
r˜ = b −Ax˜ and define two sets E ,M by
E ={E ∈ Rm×n : (A+ E)⊤(b− (A+ E)x˜) = −c },
M ={v (αc⊤ − v†A)+ (Im − vv†)(r˜x˜† + Z(In − x˜x˜†)) :
v ∈ Rm, Z ∈ Rm×n, α ∈ R, s.t. α‖v‖2(v†b− αc⊤x˜) = −1}.
Then E =M.
Proof. The proof is inspired by that of [27, Theorem 1.1]. First, we prove E ⊆M.
Let E ∈ E , then E can be written as
(3.6) E = (Im − vv†)Ex˜x˜† + vv†E + (Im − vv†)E(In − x˜x˜†).
We choose v = r˜ − Ex˜. Then Ex˜ = r˜ − v and
(3.7) (Im − vv†)Ex˜ = (Im − vv†)r˜.
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Moreover, it holds
(3.8) − c = (A+ E)⊤(b − (A+ E)x˜) = (A+ E)⊤(r˜ − Ex˜) = (A+ E)⊤v.
From (3.8), v†E = − c
⊤
‖v‖2 − v
†A. Hence, from relations (3.6), (3.7) and (3.8)
E = (Im − vv†)r˜x˜† − v
(
c⊤
‖v‖2 + v
†A
)
+ (Im − vv†)E(In − x˜x˜†).
Then E ∈M with v = r˜ − Ex˜, α = − 1‖v‖2 and Z = E, as
α‖v‖2(v†b− αc⊤x˜) = − 1‖v‖2 (v
⊤b + c⊤x˜) = − 1‖v‖2 (v
⊤b− v⊤(A+ E)x˜)
= − 1‖v‖2 v
⊤(r˜ − Ex˜) = −1,
where the second equality follows from (3.8).
Conversely, let E ∈M. Then,
Ex˜ = αvc⊤x˜− vv†Ax˜+ r˜ − vv†r˜ = αvc⊤x˜− vv†b+ r˜,(3.9)
E⊤v = α‖v‖2c−A⊤v.(3.10)
Then,
(A+ E)⊤(b− (A+ E)x˜) = (A+ E)⊤(r˜ − Ex˜) = (A+ E)⊤(vv†b− αvc⊤x˜)
= (A+ E)⊤v(v†b− αc⊤x˜) = α‖v‖2c(v†b− αc⊤x˜) = −c,
where the second equality follows from (3.9), the fourth one from (3.10) and the last
one from the constraint in M. From this we conclude that E ∈ E , which completes
the proof.
Let us remark that if c = 0 we recover the known result for least squares problems
given in [27, Theorem 1.1]. We also note that the parametrization of the set of
perturbations E is similar to that obtained for equality constrained least squares
problems in [9], where the constraint is however not present.
Due to the constraint in M, it is rather difficult to find an analytical formula
for η(x˜, θ1, θ2). It is however easy to find a linearization estimate for η(x˜, θ1, θ2) with
θ1, θ2 stricly positive, i.e., given
h(A, b, c, x) = A⊤(b −Ax) + c,
to find (E, f, g) such that
η¯(x˜, θ1, θ2) = min ‖[E, θ1f, θ2g]‖F s.t.(3.11a)
h(A, b, c, x˜) + [JA, θ
−1
1 Jb, θ
−1
2 Jc]

vec(E)θ1f
θ2g

 = 0,(3.11b)
where JA, Jb and Jc are the Jacobian matrices of h with respect to vec(A), b, c [7].
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Lemma 3.5. Let η(x˜, θ1, θ2) be defined as in (3.5), η¯(x˜, θ1, θ2) be defined as in
(3.11) and r˜ = b−Ax˜. Then
η¯(x˜, θ1, θ2) =
∥∥∥∥∥

vec(E)θ1f
θ2g


∥∥∥∥∥ = ‖J†h(A, b, c, x˜)‖,
with
J := [In ⊗ r˜⊤ −A⊤(x˜ ⊗ Im), θ−11 A⊤, θ−12 In].
Moreover, assume that r˜ 6= 0. If 4η1‖J†‖η(x˜, θ1, θ2) ≤ 1, then
2
1 +
√
2
η¯(x˜, θ1, θ2) ≤ η(x˜, θ1, θ2) ≤ 2 η¯(x˜, θ1, θ2),
where η1 =
√
θ−21 + θ
−2
2 + ‖x˜‖2.
Proof. The first assertion follows as a simple modification of the results in Section
2 of [22]. Simply adding the term corresponding to c in the linearization leads to:
[JA, θ
−1
1 Jb, θ
−1
2 Jc] = [In ⊗ r˜⊤ −A⊤(x˜⊗ Im), θ−11 A⊤, θ−12 In] = J,
from which the result follows. The second result can be obtained repeating the argu-
ments of [22, Corollary 2].
The linearized estimate is usually called an asymptotic estimate, as it becomes
exact in the limit for x˜ that tends to the exact solution x [22]. It also has the advantage
of being easily computable.
In this section we have considered theoretical questions related to the solution
of (1.1). In the following, we will consider the approximation of a solution in finite
arithmetic.
4. Finite arithmetic implementation of CG for A⊤Ax = A⊤b+ c. In this
section, we address the implementation of CG in finite arithmetic. We first discuss
the well-known case c = 0, that corresponds to the normal equations for least squares
problems. In particular, we briefly remind the issues arising in finite precision when
applying CG to such systems, and the successful algorithmic ingredients that make
CGLS more stable than CG. We then consider the more general case c 6= 0 and show
that the same issues also arise in this case. These observations are found crucial
for the development of stable solution methods for (1.1). In section 5 indeed, the
successful ingredients employed in the case c = 0 will be extended to the more general
case c 6= 0.
4.1. Case c = 0. In [4] the authors study the implementation of CG applied to
the normal equations in finite arithmetic and, thanks to a rounding error analysis, in-
dividuate the operations which may lead to amplifications of initial errors in the data,
and so to large perturbations in the solution. Then, they propose the CGLS method,
which is a more stable implementation of CG for normal equations. For convenience,
we report both algorithms, in Algorithm 4.1 and Algorithm 4.2, respectively.
Two different sources of numerical error do occur when applying CG on the
normal equations. First, computing fl(A⊤A) can lead to a loss of information. CGLS
avoids forming matrix A⊤A explicitly. Matrix-vector products are thus computed
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exploiting subsequently the action of A and of its transpose on a vector, whereas the
computation of p⊤k A
⊤Apk is performed as ‖Apk‖2. The second source of error comes
from the right-hand side b. Assuming that x0 = 0, the only information related to b is
in the initialization of p1 = A
⊤(b−Ax0), see Algorithm 4.1. No further reference to b
is made in the iterative procedure. It then follows that roundoff errors that occur in
computing the vector A⊤b cannot be compensated for later [4]. Hence, in CGLS, the
residual of the normal equations rk = A
⊤(b − Axk) is not recurred directly. Rather,
dk = b − Axk is recurred, while rk is then updated multiplying dk by A⊤. The next
result is also proved, which is an extension of the corresponding result in [18], where
the author studies the finite precision implementation of the class of iterative methods
considered in Lemma 4.1.
Lemma 4.1. Let A ∈ Rm×n. Consider an iterative method in which each step
updates the approximate solution xk and the residual rk of the system Ax = b using
the two formulas:
xk+1 = xk + αk pk,
rk+1 = rk − αk Apk,
with αk ∈ R, pk ∈ Rn and x ∈ Rn the true solution. The difference between the true
residual b−Axk and the recursively computed residual rk satisfies
(4.1)
‖b−Axk − rk‖
‖A‖‖x‖ ≤ u O(k)
(
1 + Θk +
‖r‖
‖A‖‖x‖
)
,
with u the machine precision, r = b−Ax and Θk = maxj≤k ‖xj‖/‖x‖.
Lemma 4.1 is used in [4] to deduce a bound on the forward error for such methods:
(4.2)
‖x− xk‖
‖x‖ ≤ κ(A) u O(k)
(
3 +
‖r‖
‖A‖‖x‖
)
+ κ(A)
‖r − rk‖
‖A‖‖x‖ .
It is shown in [4, 18] that the residuals rk generated by CG tend towards zero, so that
xk will eventually remain unchanged. In the bound k can therefore be replaced by S,
the number of iterations necessary to reach this steady-state. Then, if
(4.3)
‖r − rS‖
‖A‖‖x‖ ≤ c1u
for a strictly positive constant c1, we deduce that the method may compute more
accurate solutions than a backward stable method [4].
4.2. Case c 6= 0. When using CG applied to (1.1), observations similar to those
made in the previous section can be made. If the right-hand side A⊤b + c is formed,
an error occurs. We can indeed quantify this error as in [4], §4. Following [4], we
assume the following model of floating point arithmetic on a machine with roundoff
u:
fl(a op b) = (a op b)(1 + δ(ab)), |δ(ab)| ≤ u, op ∈ {+,−,×,÷}
This leads to a bound for the roundoff error in the product of two matrices A ∈ Rm×n
and B ∈ Rn×p:
(4.4) |fl(AB)−AB| ≤ γn|A||B|, γn = nu/(1− nu),
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where the inequalities are to be interpreted componentwise [4, 19]. It is assumed that
nu≪ 1.
Errors are introduced when the product A⊤b and the sum with c in the right-hand
side are performed. The perturbed solution x˜ = x+ δx corresponding to the system
with perturbed right-hand side fl(fl(A⊤b) + c) will satisfy, assuming that the linear
systems are solved exactly:
(4.5) A⊤Ax˜ = fl(fl(A⊤b) + c).
From relation (4.4) we obtain
fl(A⊤b) = A⊤b+ δ1, |δ1| ≤ γm|A⊤||b|,(4.6)
fl(fl(A⊤b) + c) = A⊤b+ c+ δ1 + δ2, |δ2| ≤ u|A⊤b+ c|+O(u2).(4.7)
Subtracting (1.1) from (4.5) and solving for δx, we obtain from (4.6)-(4.7):
|δx| ≤|(A⊤A)−1||δ1 + δ2| ≤ γm|(A⊤A)−1||A⊤||b|+ u|(A⊤A)−1||A⊤b+ c|
≤γm+1|(A⊤A)−1||A⊤||b|+ u|(A⊤A)−1||c|(4.8)
From the singular value decomposition of A, it is possible to deduce the following
relations, see [3] §1.4.3:
‖(A⊤A)−1‖ = 1
σ2min(A)
, ‖A‖ = σmax(A), ‖A†‖ = 1
σmin(A)
.
Exploiting these relations and extending inequality (4.8) to the norm, we obtain:
‖δx‖ ≤γm+1‖(A⊤A)−1‖‖A⊤‖‖b‖+ u‖(A⊤A)−1‖‖c‖,
≤γm+1κ(A)‖A†‖‖b‖+ u‖A†‖2‖c‖,
≤uκ2(A)
(
m+ 1
1− (m+ 1)u
‖b‖
‖A‖ +
‖c‖
‖A‖2
)
.(4.9)
Since b and c are not used in the iterative process, this initial error will not be cancelled
and the best forward error bound we can hope for will include the term given above,
which may be larger than the error introduced by the solution of the linear system, as
we will see in section 7. Then, if this initial rounding error is larger than the optimal
bound
√
‖M¯‖‖[A, b, c]‖Fu we can expect CG to produce less than optimal solutions.
This will happen for example if
‖b‖‖A‖+ ‖c‖ >>
[
1 + ‖r‖+ 2
√
‖c‖‖x‖+ 1 + ‖x‖‖A†‖
]√
‖A‖2F + ‖b‖2 + ‖c‖2,
where the second term has been obtained from an upper bound to the condition
number
√
‖M¯‖.
Similarly, the residual of the perturbed solution may differ from the true residual
by as much as
‖A⊤b+ c− (A⊤A)(x + δx)− (A⊤b+ c−A⊤Ax)‖ =
= ‖A⊤Aδx‖ ≤ γm+1κ(A)2‖A‖‖b‖+ uκ(A)2‖c‖,
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Algorithm 4.1 Conjugate Gradient for Ax = b (CG)
Input: A, b, x0.
Define r0 = b−Ax0, p1 = r0.
for k = 1, 2, . . . do
αk =
r⊤k−1rk−1
p⊤k Apk
,
xk = xk−1 + αkpk,
rk = rk−1 − αkApk,
βk =
r⊤k rk
r⊤k−1rk−1
,
pk+1 = rk + βkpk.
end for
Algorithm 4.2 Conjugate Gradient Least Squares for A⊤Ax = A⊤b (CGLS)
Input: A, b, x0.
Define d0 = b−Ax0, r0 = A⊤d0, p1 = r0.
for k = 1, 2, . . . do
tk = Apk,
αk =
r⊤k−1rk−1
t⊤k tk
,
xk = xk−1 + αkpk,
dk = dk−1 − αktk,
rk = A
⊤dk,
βk =
r⊤k rk
r⊤k−1rk−1
,
pk+1 = rk + βkpk.
end for
and again, this cannot be cancelled in the iterations.
Thus, when solving system (1.1), we encounter the same problems as with the
normal equations. Our aim is then to exploit the particular structure of (1.1), that
is close to that of normal equations, to extend the successful algorithmic ingredients
used in that case to design stable methods in our specific setting.
5. Proposed iterative solution methods. In this section, we introduce two
solution methods for (1.1). They exploit specific reformulations of the original problem
or approximations to it, to be able to factorize A on both the left- and the right-hand
sides.
Having in mind the possibility of seeking an approximate solution, we especially
focus on iterative methods, that are intended to be more stable than the standard CG
method, later used as a reference method. We propose and describe the two methods,
named CGLSǫ and CGLSI, respectively. We first explain the ideas on which their
designs are based and then present an extensive numerical evaluation in section 7.
5.1. CGLSǫ. The first approach we propose is based on the solution of a least
squares problem, with both matrix and right-hand side depending on an auxiliary
real-valued strictly positive parameter ǫ. The problem is defined in a way that its
solution xǫ approximates the true solution of (1.1) x, when the parameter ǫ goes to
zero. This reformulation is especially convenient because we can exploit the structure
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of the normal equations and solve the problem with CGLS, hence avoiding the issues
described in section 4.
Given ǫ > 0, let us then define
(5.1) Aǫ =
[
A
ǫ c⊤
]
, bǫ =
[
b
1/ǫ
]
.
We then consider the following linear least squares problem:
(5.2) min
x
‖Aǫx− bǫ‖2.
We remark that, due to the presence of ǫ in the right-hand side which is expected to
be a small quantity, the residual will generally be really large. From standard pertur-
bation theory on least squares problems, when the residual is large, the sensitivity of
the system depends on κ2(Aǫ)‖Aǫxǫ − bǫ‖/(‖Aǫ‖‖xǫ‖). Hence, problem (5.2) would
then generally be severely ill-conditioned. However, the classical results are not so
meaningful in this case, as the components of bǫ and Aǫ have different magnitudes,
see Remark 1.4.3 in Bjo¨rck [3].
A more meaningful analysis is proposed next in Theorem 5.1, whose proof can be
easily derived analogously to that of Theorem 3.3.
Theorem 5.1. Let Fǫ be the function that maps A, b, c to the solution xǫ of (5.2):
Fǫ :R
m×n × Rm × Rn → Rn
(A, b, c) 7−→Fǫ(A, b, c) = (A⊤ǫ Aǫ)−1(A⊤b+ c),
and let rǫ = b−Axǫ. The absolute condition number of problem (5.2), with Euclidean
norm on the solution and Frobenius norm on the data, is then given by:
‖F ′ǫ(A, b, c)‖op = ‖[(r⊤ǫ ⊗ (A⊤ǫ Aǫ)−1)LT + x⊤ǫ ⊗ (A⊤ǫ Aǫ)−1A⊤,
(A⊤ǫ Aǫ)
−1A⊤, (1− 2ǫc⊤xǫ)(A⊤ǫ Aǫ)−1]‖,
where LT is the linear operator introduced in Lemma 3.2. This condition number can
be equivalently expressed as
√
‖M¯ǫ‖, with
M¯ǫ = ((1 − 2ǫc⊤xǫ)2 + ‖rǫ‖2)(A⊤ǫ Aǫ)−2 + (1 + ‖xǫ‖2)(A⊤ǫ Aǫ)−1A⊤A(A⊤ǫ Aǫ)−1
− 2 sym(Bǫ)(5.3)
with Bǫ = (A
⊤
ǫ Aǫ)
−1A⊤rǫx
⊤
ǫ (A
⊤
ǫ Aǫ)
−1 and sym(Bǫ) =
1
2 (Bǫ +B
⊤
ǫ ).
It is essential to notice that from Theorem 5.1, the conditioning of (5.2) does not
depend on ‖bǫ−Aǫxǫ‖, that will be really large, but rather on ‖rǫ‖ = ‖b−Axǫ‖, that
will be indeed much smaller. The normal equations for (5.2) are
(5.4) (A⊤A+ ǫ2cc⊤)x = A⊤b+ c,
that is, if ǫ goes to zero, the matrix of (5.4) is close to that of the normal equations
(1.1). We can then prove that the solution of (5.4) approximates a solution of (1.1)
for small ǫ.
Lemma 5.2. Let xǫ be the solution of (5.4) and x be the solution of (1.1). Then,
lim
ǫ→0
xǫ = x and the relative norm of the error satisfies
(5.5)
‖xǫ − x‖
‖x‖ ≤ ǫ
2 ‖c‖‖w‖
1 + ǫ2c⊤w
, w = (A⊤A)−1c.
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Proof. A⊤A + ǫ2cc⊤ is obtained as a rank one correction of A⊤A. Thus the
application of the Sherman-Morrison formula [3, §3.1.2] leads to:
xǫ = x− ǫ
2c⊤x
1 + ǫ2c⊤w
w, w = (A⊤A)−1c.
Then we obtain
‖xǫ − x‖
‖x‖ ≤ ǫ
2 ‖c‖‖w‖
1 + ǫ2c⊤w
,
which completes the proof.
This result is helpful to propose a practical choice for ǫ, that can be related to
κ(A). Note however that, to have guarantee of obtaining an accurate solution, a
relatively small ǫ may be needed, depending on ‖w‖. One may be then concerned
that a really small ǫ may cause large errors in finite arithmetic, but we can show that
an arbitrarily small value can indeed be used. A perturbed solution x˜ǫ = xǫ + δxǫ
will be such that:
(A⊤ǫ Aǫ)(δxǫ) = δ(A
⊤
ǫ bǫ).
We need little care in evaluating δ(A⊤ǫ bǫ), as the standard bound
|δ(A⊤ǫ bǫ)| ≤ γm+1|A⊤ǫ ||bǫ|
will largely overestimate it, due to the possibly large norm of bǫ. Indeed, in practical
computations, the large last component of bǫ is compensated by the multiplication
with the small entries in the last line of Aǫ. We consider that
fl(A⊤ǫ bǫ) = fl(A
⊤b) + fl
(
ǫc
1
ǫ
)
+ δs,
with δs an additional error due to the summation. We remark that if we assume
ǫ to represent a machine number, i.e. ǫ = 2i for i ∈ Z, then fl
(
ǫ c
1
ǫ
)
= c, the
computation is performed exactly, as it just amounts of a shift in the exponent. Then,
fl
(
A⊤ǫ bǫ
)
= A⊤b+ c+ δp + δs, with |δs| ≤ u|A⊤b+ c|+O(u2), |δp| ≤ γm|A||b|,
and the bound does not depend on ǫ.
The first approach we propose, called CGLSǫ, is based on the solution of (5.2)
with the CGLS method. From Lemma 5.2, if we choose a small value for ǫ, we can
expect the computed solution to be an accurate approximation to x. We will later
discuss the choice of this free parameter in subsection 7.2.
5.2. CGLSI. The second method we propose is still based on the solution of
an augmented system. In this case, we do not employ any auxiliary parameter. We
rather use an auxiliary matrix Iˆ ∈ R(m+1)×(m+1) and we define Aˆ ∈ R(m+1)×n and
bˆ ∈ Rm+1, accordingly:
Aˆ =
[
A
c⊤
]
, Iˆ =
[
Im 0
0 0
]
, bˆ =
[
b
1
]
.
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We then reformulate (1.1) as:
Aˆ⊤IˆAˆx = Aˆ⊤bˆ,
the two systems being equivalent. Although this reformulation is not a least squares
problem, it still offers the advantage to factorize Aˆ⊤ in both the right- and the left-
hand sides. Hence, we can use a Krylov subspace method as a solution method, that
can be implemented with no need of forming matrix Aˆ⊤IˆAˆ explicitly or of recurring
the residual r = Aˆ⊤(IˆAˆx − bˆ). We can rather simply update dˆ = IˆAˆx − bˆ along the
iterations and form r by multiplication with Aˆ⊤. This allows to avoid corruption of
b by multiplication with A⊤ at the beginning of the process, without possibility of
amending for it. We describe the whole procedure in Algorithm 5.1.
Algorithm 5.1 CGLSI for A⊤Ax = A⊤b+ c
Input: Aˆ, bˆ, x0
Define dˆ0 = bˆ− Aˆx0, r0 = Aˆ⊤(bˆ− Aˆx0), p1 = r0.
for k = 1, 2, . . . do
tˆk = IˆAˆpk,
αk =
r⊤k−1rk−1
tˆ⊤k tˆk
,
xk = xk−1 + αkpk,
dˆk = dˆk−1 − αk tˆk,
rk = Aˆ
⊤dˆk,
βk =
r⊤k rk
r⊤k−1rk−1
,
pk+1 = rk + βkpk.
end for
In exact arithmetic the method in Algorithm 5.1 is equivalent to CG applied to
(1.1). The practical implementation of CGLSI just relies on the use of augmented
matrices together with two expedients to make the method more stable: the com-
putation of p⊤k A
⊤Apk as ‖IˆAˆpk‖2 and the update of the residual. We can therefore
expect the same benefits of CGLS as compared to CG.
Remark 5.3. Lemma 4.1 also applies to the CGLSI method with A replaced with
IˆAˆ. We can then deduce that, if condition (4.3) holds, the bound (4.2) is also valid
and CGLSI will provide numerical solutions to (1.1) in a stable way. As pointed
out in [4], proving condition (4.3) is not an easy task. Nevertheless, we have found
that this condition is shown to be satisfied numerically after extensive numerical
experimentations, see section 7. We also point out that the condition number of Aˆ
can be related to that of A by [20, Corollary 7.3.6]. We finally notice that Lemma 4.1
also applies to CGLSǫ. Nevertheless it is not so meaningful, since in (4.1) the quantity
‖Aǫxǫ − bǫ‖ would be rather large.
6. First order approximation for the forward error. The formulas we have
derived in Theorem 3.3 and Theorem 5.1 for the structured condition number of
problems (1.1) and (5.2) can be used to provide a first order estimate of the forward
error on a solution obtained by a method that does not form the matrix A⊤A or A⊤ǫ Aǫ
explicitly. We define these estimates as the product of the relative condition number
(see Definition 3.1) and the linearized estimate of the backward error in Lemma 3.5.
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For CGLSI, we use the relative condition number
(6.1)
√
‖M¯‖‖[A, b, c]‖F
‖x‖
of (1.1) for perturbations on A, b, c, with M¯ defined in (3.3).
For CGLSǫ, the error on the computed solution xˆǫ depends on two terms, the
distance of the computed solution to the exact solution of (5.4) and the distance of
the exact solution of (5.4) to the exact solution of (1.1):
(6.2)
‖x− xˆǫ‖
‖x‖ ≤
‖x− xǫ‖
‖x‖ +
‖xǫ − xˆǫ‖
‖x‖ =
‖x− xǫ‖
‖x‖ +
‖xǫ − xˆǫ‖
‖xǫ‖
‖xǫ‖
‖x‖ .
The first term and the ratio
‖xǫ‖
‖x‖ can be bounded by the Sherman-Morrison
formula, see (5.5), while the second one by using the relative condition number
(6.3)
√
‖M¯ǫ‖‖[A, b, c]‖F
‖x‖
obtained in Theorem 5.1, with M¯ǫ defined in (5.3).
For CG, we can use the same bound as for CGLSI, adding the initial rounding
error (4.9) due to the computation of the right-hand side.
Given the computed solution xˆ, we then define the following error estimates:
EˆCGLSI :=
√
‖M¯‖‖[A, b, c]‖F
‖xˆ‖ η¯(xˆ),(6.4a)
EˆCGLSǫ := ǫ
2 ‖c‖‖w‖
1 + ǫ2c⊤w
+
√
‖M¯ǫ‖‖[A, b, c]‖F
‖xˆ‖ η¯ǫ(xˆǫ)
∥∥∥In − ǫ2wc⊤
1 + ǫ2c⊤w
∥∥∥,(6.4b)
EˆCG :=
√
‖M¯‖‖[A, b, c]‖F
‖xˆ‖ η¯(xˆ) + κ
2(A)η¯(xˆ)
(
m+ 1
1− (m+ 1)u
‖b‖
‖A‖ +
‖c‖
‖A‖2
)
,(6.4c)
(6.4d)
η¯(xˆ), η¯ǫ(xˆǫ) being the linearized estimates of the backward error of the corresponding
problem.
We will show in subsection 7.3.2 that the proposed estimates nicely predict the
actual error in the numerical simulations and that in all cases they provide upper
bounds for the forward error.
7. Numerical experiments. We numerically validate the performance of the
methods presented in section 5. We discuss their practical implementation and eval-
uate the first order estimates of the forward error based on the relative condition
numbers derived in section 6. To provide a fair comparison, we also consider CG,
MINRES (applied to (1.4)) and standard direct methods. We show that CGLSI and
CGLSǫ perform better than CG and that they can compare with direct methods, in
terms of solution accuracy.
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7.1. Problem definition and methodology. All the numerical methods have
been implemented in Matlab. For CGLSǫ1, CG2 and MINRES3, Matlab codes avail-
able online have been employed. For CG, the computation A⊤A is avoided and the
products of A⊤A times a vector are computed by successive multiplication by A
and its transpose. We consider linear systems of the form (1.1), where the matrix
A ∈ Rm×n has been obtained as A = UΣV ⊤, where U and V have been selected
as orthogonal matrices generated with the Matlab commands gallery(’orthog’,m,j),
gallery(’orthog’,n,j)4, respectively, for different choices of j = 1, . . . , 6. We consider
two choices for the diagonal elements of Σ:
C1 : Σii = a
−i, for a > 0,
C2 : Σii = ui, where u ∈ Rn is generated with the linspace Matlab command i.e.
u = linspace(dw, up, n), with dw, up being strictly positive real values,
for i = 1, . . . , n.
The numerical tests are intended to show specific properties of the method. We
therefore consider matrices of relatively small dimensions (m = 40 and n = 20),
in order to avoid too ill-conditioned problems [4]. For all the performance profiles
reported in the following, we consider a set of 40 matrices of slightly larger dimension
(m = 100, n = 50), that we later call P , to also test the robustness of the methods
(we however do not focus here with issues related to large scale problems). This
set is composed of selected matrices from the gallery Matlab command (those with
condition number still lower than 1010), and synthetic matrices corresponding to both
choices C1 and C2 (of size 100× 50 rather than 40 × 20). The condition number of
the matrices is found to be between 1 and 1010. The optimality measure considered
is the relative solution accuracy
‖x− xˆ‖
‖x‖ , with x the exact solution (chosen to be
x = [n − 1, n − 2, . . . , 0]⊤) and xˆ the computed numerical solution (we omit the
subscript ǫ for CGLSǫ). In the tests c is freely chosen and b = Ax − A†⊤c. A
simulation is considered unsuccessful if the relative solution accuracy is larger than
10−2.
We first focus on iterative methods. Before performing a detailed comparison, we
address a practical question in CGLSǫ: how to choose the parameter ǫ ?
7.2. How to choose ǫ in CGLSǫ?. In this section we exclusively focus on
CGLSǫ and on the choice of parameter ǫ.
In exact arithmetic, when ǫ goes to zero, applying CGLS to (5.4) is equivalent to
applying CG to (1.1). However, in practice a fixed value for ǫ has to be chosen. This
choice should minimize the error on the computed solution xˆǫ, which depends on two
terms, the distance of the computed solution to the exact solution of (5.4) and the
distance of the exact solution of (5.4) to the exact solution of (1.1), as it is shown in
relation (6.2).
We plot the estimates of these two terms as a function of ǫ in Figure 7.1, for
the test corresponding to c = rand(n, 1) and choice C2 with dw = 10−7, up = 0.1.
Specifically, on Figure 7.1 left we plot the estimate (5.5) (solid line) of
‖x− xǫ‖
‖x‖
for different values of ǫ (ǫ = 2−27 ≈ 10−8, 2−34 ≈ 10−10, 2−40 ≈ 10−12, 2−47 ≈
10−14, 2−54 ≈ 10−16). On Figure 7.1 right we plot the relative condition number
1http://web.stanford.edu/group/SOL/software/cgls/
2http://www4.ncsu.edu/eos/users/c/ctkelley/www/roots/pcgsol.m
3https://web.stanford.edu/group/SOL/software/minres/
4https://www.mathworks.com/help/matlab/figure/ref/gallery.html
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(6.3), solid line.
With decreasing ǫ, the solution of (5.4) approximates increasingly better that of
(1.1), and the relative condition number improves and converges to that of (1.1) in
(6.1) (dotted line in the right part of Figure 7.1). A small value of ǫ will then make
both error terms small.
Special attention should however be paid when the norm of the right-hand side is
large. Indeed, in this case the value of ǫ that is necessary to let the method converge
to a solution of (1.1), may be really small. Let us explain why.
Let us assume to apply Algorithm 4.1 to (1.1) and Algorithm 4.2 to (5.4). We
would respectively compute:
α1 =
‖r0‖2
p⊤1 A
⊤Ap1
=
‖A⊤b+ c‖2
‖A(A⊤b+ c)‖2 , x1 = α1(A
⊤b+ c) = α1p1,
and
α1(ǫ) =
‖A⊤b+ c‖2
‖A(A⊤b+ c)‖2 + ǫ‖c⊤(A⊤b+ c)‖ , x1(ǫ) = α1(ǫ)p1(ǫ) = α1(ǫ)p1.
Notice that if ǫ tends to zero, so does the term ǫ‖c⊤(A⊤b+c)‖ in the denominator
of α1(ǫ). Consequently α1(ǫ) tends toward α1 and x1(ǫ) tends toward x1. If ǫ has to
be fixed, its value should be small enough to let ǫ‖c⊤(A⊤b+ c)‖ be small compared to
‖A(A⊤b+ c)‖2, otherwise the found approximation will be close to a solution of (5.4)
rather than to one of (1.1). This choice is then particularly difficult when ‖A⊤b+ c‖
is large.
We show this phenomenon on a test case reported in Figure 7.2. We take choice
C1 with a = 1.3. It holds κ(A) = 102. We first choose c = 10−2 rand(n, 1) (Figure 7.2
left) and then c = 102 rand(n, 1) (Figure 7.2 right). We report the relative error
‖x− xˆ‖/‖x‖ versus the number of iterations k. The related system has been solved
by CGLSǫ, for two different values of ǫ ≈ 10−12, 10−14. We can remark that in both
cases the lower value of the parameter allows for a lower relative error but especially
in the second test the difference is really important. This is due to the fact that in
the second test the norm of c is much larger than in the first test, so that a smaller
value of ǫ would be needed to let the term ǫ‖c⊤(A⊤b+ c)‖ be negligible with respect
to ‖A(A⊤b+ c)‖.
Finally, in Figure 7.3, we report a performance profile [10], built on the set of
matrices P . The performance of the method improves as ǫ becomes smaller, both in
terms of robustness and accuracy, with the best corresponding to ǫ ≈ 10−14, as shown
in Figure 7.3. Lower values of ǫ do not improve the performance of the method.
Conclusion: A small value of ǫ is found to guarantee the best performance,
and ensures CGLSǫ to be less sensible to right-hand sides with large Euclidean norm.
Then, later we choose ǫ = 2−47 ≈ 10−14.
7.3. Comparing CGLSǫ and CGLSI with CG. In this section, we compare
the performance of CGLSǫ (with ǫ = 2−47 ≈ 10−14) and CGLSI to the reference CG
method. We first show their increased performance on selected problems.
7.3.1. Solution accuracy. We first consider the numerical experiment corre-
sponding to choice C1 with a = 0.5 and we choose c = 10−1 rand(n, 1). The corre-
sponding matrix A is such that κ(A) = 105. The three iterative methods are compared
in Figure 7.4 left, where we report the relative error ‖x− xˆ‖/‖x‖ versus the number
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Fig. 7.1. CGLSǫ. Left part: Estimate (5.5) of ‖xǫ−x‖/‖x‖ for different values of ǫ (solid line)
and limit value for ǫ → ∞ (dashed line), w = (A⊤A)−1c. Right part: relative condition number
(6.3) for different values of ǫ (solid line) and relative condition number for ǫ = 0, from (6.1) (dotted
line). Notice that for small values of ǫ the structured condition number of the problem is far less
than κ(Aǫ)2 (dashed line).
0 20 40 60 80 100
10-15
10-10
10-5
100
CGLS , =10-12
CGLS , =10-14
0 20 40 60 80 100
10-6
10-5
10-4
10-3
10-2
10-1
100
CGLS , =10-12
CGLS , =10-14
Fig. 7.2. CGLSǫ. Relative error
‖x− xˆ‖
‖x‖
between the exact solution x and the computed
solution xˆ for ǫ ≈ 10−12 (dashed line) and ǫ ≈ 10−14 (dotted line) versus iteration index k. Left
part: c = 10−2 rand(n, 1), right part: c = 102 rand(n, 1).
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Fig. 7.3. CGLSǫ. Performance profile of CGLSǫ on the synthetic set of matrices P for different
values of ǫ.
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Fig. 7.4. Relative error
‖x− xˆ‖
‖x‖
between the exact solution x and the computed solution xˆ for
CG, CGLSI and CGLSǫ, respectively. Left part: κ(A) = 105. Right part: κ(A) = 5 107.
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Fig. 7.5. Performance profile of CG, CGLSI, CGLSǫ and MINRES on the synthetic set of
matrices P.
of iterations k. The practical behaviour of the methods is found to be different. CG
achieves an accuracy of the order of 10−7, while the error in the solution computed
by CGLSI and CGLSǫ is κ(A) times lower.
We now consider a second numerical experiment based on the choice C2 with
up = 0.5, dw = 10−8, c = 10−14 rand(n, 1) respectively. It holds κ(A) = 5 107. The
gap in the results is even larger, both CGLSI and CGLSǫ find an accurate solution,
while CG does not manage to solve the problem at all, see Figure 7.4 right.
We finally compare the three iterative methods plus MINRES on the synthetic
set of matrices P , where c is chosen as γ + (ζ − γ) rand(n, 1) for different values of
γ, ζ. We report in Figure 7.5 the performance profile corresponding to these simu-
lations. Clearly, CGLSI and CGLSǫ perform much better than CG and MINRES.
Their performance is quite similar but CGLSI is found more robust on problems with
right-hand sides of large Euclidean norm. In addition, CGLSI offers the advantage
to be parameter free.
7.3.2. Forward error bounds. In this section we numerically validate the error
estimates (6.4).
In Table 7.1 we validate these bounds for different problems of the form C1 and
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Problem κ(A) κ(A)2η¯(xˆ) ECG EˆCG ECGLSI EˆCGLSI ECGLSǫ EˆCGLSǫ
a = 2, α = 10−10 5 105 6 10−5 6 10−7 10−5 2 10−10 3 10−6 2 10−10 4 10−7
a = 0.4, α = 10−12 107 10−1 10−3 10−2 10−8 4 10−8 7 10−11 5 10−8
a = 0.7, α = 10−1 103 2 10−10 2 10−12 10−11 5 10−15 2 10−12 5 10−15 3 10−13
a = 1.3, α = 10−4 102 5 10−12 2 10−13 10−12 2 10−15 10−12 10−14 10−13
up = 102, dw = 10−4, α = 10−4 106 2 10−4 10−5 10−4 10−10 10−6 10−10 10−7
up = 10−2, dw = 10−6, α = 10−5 104 8 10−7 2 10−9 7 10−7 5 10−9 7 10−7 8 10−10 10−7
a = 1.9, α = −10−6 2 105 10−5 4 10−8 10−6 3 10−9 10−6 3 10−9 6 10−7
up = 103, dw = 10−1, α = 102 104 4 10−5 10−9 10−6 6 10−15 10−6 10−11 10−7
up = 104, dw = 10−3, α = −10−2 107 10−2 10−3 10−2 10−9 10−6 10−9 10−7
a = 0.5, α = 1 105 10−5 10−7 8 10−6 5 10−12 8 10−10 5 10−12 2 10−10
Table 7.1
Comparison of the computed forward errors and their estimates for different synthetic test
problems. We report the condition number κ(A) of A, the standard bound κ(A)2η¯(xˆ), the quantities
ECG, ECGLSI , and ECGLSǫ which denote the computed forward errors
‖x− xˆ‖
‖x‖
for CG, CGLSI
and CGLSǫ, respectively and the corresponding estimates EˆCG, EˆCGLSI and EˆCGLSǫ from (6.4).
In the tests c = α rand(n, 1) for a chosen constant α.
C2. We report the condition number of matrix A, the bound on the forward error
coming from standard theory of linear systems and, for each method, the forward
error and the estimates from (6.4). For all the tests, the proposed first order estimates
provide an accurate upper bound for the forward error and in many tests they are
much sharper than the standard bound. It is again evident from these tests that in
general CGLSI and CGLSǫ perform better than CG. In particular, in many tests the
initial error introduced while forming the right-hand side, see (4.9), is larger than the
error related to the solution of the linear system.
Notice also that using the standard results on least squares problems for CGLSǫ
would largely overestimate the error. For example, for the first test we would obtain:
‖xˆǫ − xǫ‖
‖xǫ‖ ≤ u κ(Aǫ)
(
1 +
‖A†ǫ‖‖bǫ −Aǫxǫ‖
‖xǫ‖
)
≈ 3 10−8.
This is evident also from Figure 7.1 right, where we remark that κ2(Aǫ) alone is
already much larger than the structured relative condition number of (5.2).
7.3.3. Numerical study of the norm of the residual. In this section we
study the numerical behaviour of the Euclidean norm of the residuals.
In Figure 7.6, we consider for CGLSI the quantity
‖rˆ − dˆk‖
‖IˆAˆ‖‖x‖ (with rˆ = bˆ − IˆAˆx
and dˆk defined in Algorithm 5.1) that appears in (4.3). We can deduce that the bound
(4.2) holds for k large enough, as (4.3) is satisfied with c1 = O(10), see Remark 5.3.
This is also the case in many other simulations.
Conclusion: The proposed methods show better performance that standard CG,
both in terms of accuracy and of rate of convergence. The error bounds proposed,
based on structured condition numbers of the problems, are able to better predict
forward errors than classical bounds. The relative difference between the actual and
recurred residuals in CGLSI is of the order of the machine precision.
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Fig. 7.6. CGLSI.
‖rˆ − dˆk‖
‖IˆAˆ‖‖x‖
with rˆ = bˆ − IˆAˆx and dˆk the recurred residual defined in Algo-
rithm 5.1 versus iteration index k and machine precision u ≈ 10−16.
7.4. Final comparison with direct methods. Motivated by the applications
introduced in the Introduction, we have mainly focused on the design of iterative
methods. However, it is natural to consider also direct methods for the solution of
problem (1.1). It is then interesting to compare the performance of our methods to
direct approaches known to be backward stable.
A first possibility is to solve directly (1.1). We consider the method, later denoted
by QR, that expresses A⊤A as R⊤R, where the upper triangular factor R is obtained
from the QR factorization of A.
Alternatively, we can consider (5.2) and use a method that computes the QR
factorization of Aǫ. This can be computed directly or obtained as a modification
of the QR factorization of A, to take into account the addition of the last line, as
described in [3, Section 3.2]. For the QR factorization of Aǫ column pivoting is used
for improved stability, as suggested in [21, Chap.22] for the solution of linear least
squares problems with linear equality constraints by weighting. No evident difference
was observed in the numerical tests between the two methods, so just results obtained
by the QR factorization of Aǫ are reported in the following. The method will be
labelled as QRǫ.
Another meaningful possibility is to solve the normal equations (5.4), computing
the inverse of A⊤A+ ǫ2cc⊤ with the Sherman-Morrison formula [3, §3.1]:
(A⊤A+ ǫ2cc⊤)−1 = (A⊤A)−1 − αww⊤, w = (A⊤A)−1c, α = ǫ
2
1 + ǫ2c⊤w
.
In this case, we can express the solution x as:
x = (In − αwc⊤)(x† + w), x† = A†b.
We label this method as SM.
Finally, we can consider the reformulation of (1.1) as the augmented system (1.4)
and use AUG that solves the system with a LDL⊤ factorization, after having applied
the optimal scaling described in [2]. All the considered methods are summarized in
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Table 7.2
Summary of all the considered methods (both direct and iterative). We report the label used for
the method, the related formulation of the problem the method is applied to and a brief description
of each method. See section 5 for additional details on iterative methods.
Label Formulation Description
QR A⊤Ax = A⊤b+ c QR factorization of A
QRǫ minx ‖Aǫx− bǫ‖2 QR factorization of matrix Aǫ
SM (A⊤A+ ǫ2cc⊤)x = A⊤b+ c Inverse with Sherman-Morrison formula
AUG
[
Im A
A⊤ 0
] [
r
x
]
=
[
b
−c
]
LDL⊤ factorization after scaling
CG A⊤Ax = A⊤b+ c Conjugate Gradient
CGLSI Aˆ⊤IˆAˆx = Aˆ⊤bˆ Modified Conjugate Gradient
CGLSǫ minx ‖Aǫx− bǫ‖2 Conjugate Gradient for Least Squares
MINRES
[
Im A
A⊤ 0
] [
r
x
]
=
[
b
−c
]
Minimum Residual method
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Fig. 7.7. Performance profile on the synthetic set of matrices P considering both direct and
iterative methods.
Table 7.2.
In Figure 7.7 we compare all these direct methods with the iterative methods on
the same set of matrices used for the performance profile in Figure 7.5. It is clear
that CG and MINRES show a much worse performance than the other solvers. On
the other hand, even if AUG and QR remain slightly more robust and more efficient,
the performance of the proposed iterative methods is close to that of direct backward
stable methods.
Conclusion: The overall performance of the proposed iterative methods is close
to that of standard direct backward stable methods.
8. Conclusions. We have considered both theoretical and practical aspects re-
lated to the solution of linear systems of the form (1.1). First, we have studied the
structured condition number of the system and proposed a related explicit formula
for its computation. Then, we have considered the numerical solution of (1.1). We
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have remarked that the same issues that deteriorate the performance of the Conjugate
Gradient method on the normal equations also arise in this setting. This has guided
us in the development of robust iterative methods for the numerical solution of (1.1).
The new methods that have been proposed have been validated numerically.
From the numerical experiments, we can draw the following conclusions:
• The choice of the ǫ parameter in CGLSǫ deeply affects the performance of the
method. A small value (approximately of order 10−14) is generally found a
relevant choice, but a special attention is required in case of right-hand sides
with large Euclidean norm.
• The proposed iterative methods are shown to be more stable than CG on the
set of test problems considered.
• The first order estimates of the forward error obtained by the relative struc-
tured condition number are sharper estimates of the forward error, compared
to standard bounds issued from linear system theory.
• The performance of the proposed methods, in terms of solution accuracy, is
comparable to that of stable direct methods.
• For the considered class of linear systems, the best iterative solver appears to
be CGLSI, that, compared to CGLSǫ, offers the advantage of being parameter
free and more robust when solving problems exhibiting right-hand sides with
large Euclidean norm.
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