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INTEGRATION VIA ULTRAFILTERS
MONROE ESKEW
Abstract. We introduce a notion of integration using ultrafilters and explore
its relation to classical integrals.
Integration is a way of determining the average value of a function. For a func-
tion f on finite set X , no clever machinery is needed, as we can simply compute∑
x∈X f(x)/|X |. For infinite sets X , the classical approach is to use a measure
µ that tells us how much various subsets of X weigh, to approximate a function
f by simple functions whose average value is just a finite weighted average with
weights determined by µ, and to take a limit as the simple functions approximate f
better and better. Typically, µ does not assign a weight to every subset, and even
when this is not at issue, the limit of this approximation process may not exist.
But for many measures, enough cases are handled to yield a very useful notion of
integration.
Here, we develop an alternative approach inspired by the “non-Archimedean
probability” theory of Benci et al. [1]. The idea is to look at all possible statistical
samples from a given set and use an ultrafilter to determine what behavior of
these samples is “typical.” This allows us to determine the average value of any
function whose range lies in an algebraic structure in which finite averages make
sense. The drawback is that the average values so determined typically lie in a
proper extension of the algebraic structure with which we started. In the case of
real-valued functions, this means an ordered field with infinite and infinitesimal
elements. But in this case, we can take advantage of the “standard part” operation
to recover a more concrete number.
In §1, we introduce the basic facts and definitions. In §2, we show that our
integrals can be used to represent many classical integrals. In §3, we introduce
iterated integrals via product ultrafilters and discuss issues of symmetry. In §4,
we define transfinitely iterated integrals and show that these give rise to another
representation of the Lebesgue integral on Cantor space.
We assume the reader is familiar with basic measure theory as in [5] and the ba-
sics of ultrafilters, ultrapowers, and direct limits as in [2] or [4]. Some of our results
are similar to those of [3], which is based on nonstandard analysis. The approach
there is to take a nonstandard universe of set theory and locate within it certain
“hyperfinite sets” with desired properties. In contrast, we reason standardly about
many different nonstandard fields, focusing in §3 and §4 on their interrelations.
The author wishes to acknowledge the support of the Austrian Science Fund (FWF) through
Research Projects P28420 and Y1012.
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1. Preliminaries
The context in which our integrals can be defined is quite broad. We need a set
X , a fine ultrafilter U over [X ]<ω, and a divisible Abelian group G. Recall that an
ultrafilter U over Z ⊆ P(X) is fine when for all x ∈ X , {z ∈ Z : x ∈ z} ∈ U . Recall
that a group G is divisible when for all a ∈ G and all n ∈ N, there is b ∈ G such
that nb := b + b+ · · ·+ b︸ ︷︷ ︸
n times
= a. By the group axioms, there is at most one such b,
which we denote by a/n or n−1a. We define an operator that assigns to functions
f : X → G a value in Ult(G,U):
ˆ
f dU :=
[
z 7→
∑
x∈z
f(x)/|z|
]
U
The values
∑
x∈z f(x)/|z| give an approximation to the integral
´
f dU by looking
at the average behavior of f on finite snapshots of X . They approximate it in the
sense that we obtain
´
f dU by letting z “converge to X” via U .
Let us denote a constant function on X with value c ∈ G also by the symbol
c. G can be regarded as a subgroup of Ult(G,U) via the elementary embedding
c 7→ [c]U . We have that for any c ∈ G,
´
c dU = c. Furthermore, for any functions
f, g : X → G,
´
(f + g) dU =
´
f dU +
´
g dU . This is because
ˆ
(f + g) dU =
[
z 7→ |z|−1
∑
x∈z
f(x) + g(x)
]
U
=
[
z 7→
∑
x∈z
f(x)/|z|+
∑
x∈z
g(x)/|z|
]
U
=
[
z 7→
∑
x∈z
f(x)/|z|
]
U
+
[
z 7→
∑
x∈z
g(x)/|z|
]
U
=
ˆ
f dU +
ˆ
g dU.
The third equality uses the definition of the ultrapower and  Los´’s Theorem.
The main case of interest is when G is the additive part of an ordered field F
extending the real numbers. In this case, we can regard U as giving a measure µ on
subsets of X with values in Ult(F,U). If A ⊆ X , then µ(A) =
´
χA dU , where χA is
the characteristic function of A. We have that µ(X) = 1. This measure is (finitely)
additive, since if A and B are disjoint subsets of X , then χA∪B = χA + χB. A key
motivation for requiring U to be fine is that, if A is a proper subset of B, then for
U -almost all z, |z∩A|/|z| < |z∩B|/|z|, and thus µ(A) < µ(B). Furthermore, as we
shall see later, U can be chosen to yield geometrically natural values, for example
when X is a Euclidean space.
When F is an ordered field, then it is of characteristic zero, and thus contains a
copy of Q . We define the standard part of an element a ∈ F , by st(a) = sup{q ∈
Q : q < a}, with st(a) = −∞ if the set is empty and +∞ if it is all of Q. An
element a ∈ F is called infinitesimal when st(a) = 0, finite when st(a) 6= ±∞, and
otherwise infinite. An element a is infinitesimal if and only if −1/n < a < 1/n
for all n ∈ N and infinite if and only if |a| > n for all n ∈ N. Clearly the sum of
two infinitesimals is infinitesimal, and the product of an infinitesimal and a finite
INTEGRATION VIA ULTRAFILTERS 3
element is infinitesimal. If F is moreover an extension of R, then finite elements
differ from their standard parts by infinitesimals. This is the case because otherwise,
for some finite a ∈ F and some n ∈ N, a > st(a) + 1/n or a < st(a) − 1/n, so
there is q ∈ Q such that either a < q < st(a) or st(a) < q < a, contrary to the
definition of st(a). It follows that for finite a, b ∈ F , st(a + b) = st(a) + st(b) and
st(ab) = st(a) st(b).
When U is a fine ultrafilter over [X ]<ω and F is an ordered field extending R, we
can assign to each function f : X → F a value in R∪{±∞} via its standard integral,›
f dU := st(
´
f dU), since Ult(F,U) is also an ordered field extending R. By the
above discussion,
›
(f + g) dU =
›
f dU +
›
g dU for all functions f, g : X → F
with finite integral. By using characteristic functions, we get a finitely additive
real-valued probability measure defined on all of P(X).
We would like to allow the possibility for some parts of our space to contribute
to the approximation of the integral without having their contribution diminished
as more points are added. This will allow for point masses and for spaces with
infinite volume. Let X be a set and let ~P = {Pi : i ∈ I} be a partition of X . Let
U be a fine ultrafilter over [X ]<ω, and let G be a divisible Abelian group. For a
function f : X → G, we defineˆ
f d(U, ~P ) =
[
z 7→
∑
i∈I
∑
x∈z∩Pi
f(x)/|z ∩ Pi|
]
U
Since each relevant z is finite, each sum above involves only finitely many terms. As
before,
´
(f + g) d(U, ~P ) =
´
f d(U, ~P ) +
´
g d(U, ~P ). For each i ∈ I, U canonically
projects to a fine ultrafilter Ui over [Pi]
<ω, and each Ult(G,Ui) canonically embeds
into Ult(G,U). If ~P is a finite partition {Pi : i ≤ n}, then for any f : X →
G,
´
f d(U, ~P ) =
∑n
i=0
´
(f ↾ Pi) dUi, where we compute the sum of values from
different ultrapowers via the canonical embeddings.
2. Representations of classical integrals
The results of this section can also be established with the methods of [3]. How-
ever, we consider the present approach to be more direct, as it requires no non-
standard “superstructures.” We also have no need to consider highly saturated
ultrafilters, or ultrafilters over sets larger than the measure space in question.
Theorem 1. Suppose µ is a finitely additive real-valued probability measure defined
on an algebra A of subsets of X, giving measure zero to all singletons. Then there
is a fine ultrafilter U over [X ]<ω such that for any bounded µ-measurable function
f : X → R,
´
f dµ =
›
f dU.
Proof. By the additivity properties, it suffices to find U that works for nonnegative
functions. For x ∈ X , let Ax = {z ∈ [X ]
<ω : x ∈ z}, and for bounded f and n ∈ N,
let Af,n = {z : |
´
f dµ−
∑
x∈z f(x)/|z|| < 1/n}. It suffices to show that any finite
number of such sets has nonempty intersection, for then we can take an ultrafilter
U extending this collection. It will be fine since each Ax ∈ U , and it will have that´
f dµ−
´
f dU is infinitesimal for each bounded measurable f .
Let x0, . . . , xm−1 ∈ X , and let f0, . . . , fn−1 be bounded nonnegative µ-measurable
functions. Let ε > 0 be given. Let M ∈ R be such that fi(x) ≤ M for each i < n.
For 0 ≤ a < b ≤M , the set
Ea,bi := {x : a < fi(x) ≤ b}
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is µ-measurable. For each i < n and each integer r > 0, we have:
r−1∑
j=0
Mj
r
µ(E
Mj/r,M(j+1)/r
i ) ≤
ˆ
fi dµ ≤
r−1∑
j=0
M(j + 1)
r
µ(E
Mj/r,M(j+1)/r
i )
The difference between the upper and lower sums is Mµ(E
M(r−1)/r,M
i )/r. We can
select r large enough that for each i < n, this number is < ε/2.
Now consider all intersections of the form
E
Mj0/r,M(j0+1)/r
0 ∩ · · · ∩ E
Mjn−1/r,M(jn−1+1)/r
n−1 ,
where ji < r for i < n. Each such set is µ-measurable. This forms a partition of X
of size rn, {Ck : k < r
n}. Each E
Mj/r,M(j+1)/r
i is partitioned into r
n−1 pieces.
Now since µ(Ck) > 0 implies that Ck is infinite, we can find a finite set z ⊇
{x0, . . . , xm−1} such that for each k < rn,∣∣∣∣ |z ∩ Ck||z| − µ(Ck)
∣∣∣∣ < ε2Mrn−1
This implies that for each i < n and j < r,∣∣∣∣∣ |z ∩ E
Mj/r,M(j+1)/r
i |
|z|
− µ(E
Mj/r,M(j+1)/r
i )
∣∣∣∣∣ < ε2M
Thus we have for each i < n,
0 ≤
∑
x∈z
fi(x)
|z|
−
r−1∑
j=0
Mj
r
µ(E
Mj/r,M(j+1)/r
i ) < r
M
r
ε
2M
=
ε
2
In conclusion, xj ∈ z for each j < m, and for each i < n,∣∣∣∣∣∑
x∈z
fi(x)/|z| −
ˆ
fi dµ
∣∣∣∣∣ < ε. 
Theorem 2. Suppose µ is a countably additive, real-valued, σ-finite measure de-
fined on a σ-algebra A of subsets of X. Then there is a countable partition of
X, ~P = {Pi : i ∈ N}, a fine ultralfilter U over [X ]
<ω, and a “weight function”
w : X → R, constant on each Pi, such that for any µ-integrable function f : X → R,´
f dµ =
›
fw d(U, ~P ).
Proof. For this argument, we make use of the countable additivity and σ-finiteness
of µ to find a partition of X into finite-measure subsets such that behavior of an
integrable function is sufficiently approximated on the union of some finite subset
of the partition.
First note that by σ-finiteness, there can be only countably many point masses,
x ∈ X such that µ({x}) > 0. For otherwise, there would be an uncountable
collection of such points of weight ≥ 1/n for some fixed n, all lying in some set of
finite measure, which is impossible since R is Archimedean. Let X0 be the set of
point masses, let {P 0i : i ∈ N} partition X0 into singletons, and let w(x) = µ({x})
for x ∈ X0. By countable additivity, µ(Y ) =
∑
x∈Y w(x) for all Y ⊆ X0. Let
X1 = X \X0. Let {P 1i : i ∈ N} be a partition of X1 into sets of finite measure. For
x ∈ P 1i , let w(x) = µ(P
1
i ).
Now let x0, . . . , xm−1 ∈ X , and let f0, . . . , fn−1 be µ-integrable nonnegative
functions. Let ε > 0 be given. Using the countable additivity of µ, we can find an
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N ∈ N such that, if Ak =
⋃
i<N P
k
i , then x0, . . . , xm−1 ∈ A0 ∪ A1, and for i < n
and k < 2, ˆ
Xk
fi dµ−
ˆ
Ak
fi dµ < ε/4.
For r ∈ R, let Er = {x ∈ X : (∀i < n)fi(x) < r}. Again using the countable
additivity of µ (more specifically, the Monotone Convergence Theorem), we can
find a large enough M ∈ R such that x0, . . . , xm−1 ∈ EM ∩ (A0∪A1), and for i < n
and j < N , ∣∣∣∣∣ µ(P
1
j )
µ(P 1j ∩ EM )
ˆ
P 1
j
∩EM
fi dµ−
ˆ
P 1
j
fi dµ
∣∣∣∣∣ < ε4N
Next, we work exactly as in the proof of Theorem 1 to expand X1∩{x0, . . . , xm}
to a finite set z′ ⊆ A1 ∩ EM , so that for each i < n and j < N ,∣∣∣∣∣∣
´
P 1
j
∩EM
fi dµ
µ(P 1j ∩ EM )
−
∑
x∈z′∩P 1
j
fi(x)
|z′ ∩ P 1j |
∣∣∣∣∣∣ < ε4Nµ(P 1j )
Multiplying by µ(P 1j ) and combining with the previous inequality, we get that∣∣∣∣∣∣
ˆ
P 1
j
fi dµ−
∑
x∈z′∩P 1
j
fi(x)w(x)
|z′ ∩ P 1j |
∣∣∣∣∣∣ < ε2N
Let z = A0 ∪ z′. Note that for each i < n,ˆ
fi dµ−
∑
j<N
k<2
∑
x∈z∩Pk
j
fi(x)w(x)/|z ∩ P
k
j | =
ˆ
X0
fi −
∑
x∈z∩X0
fi(x)w(x)
+
∑
j<N

ˆ
P 1
j
fi dµ−
∑
x∈z∩P 1
j
fi(x)w(x)/|z ∩ P
1
j |

+ (ˆ
X1
fi dµ−
ˆ
A1
fi dµ
)
The absolute value of this number is bounded by ε/4 +N(ε/2N) + ε/4 = ε. 
These integrals give a quite natural representation of Riemann integration. If f
is a Riemann-integrable function on the unit cube [0, 1]n, then we can get arbitrarily
close to the Riemann integral of f by partitioning the cube into equal sub-cubes
with side length 1/m, and taking the sum of the multiplies of the volumes of these
cubes by the value of f at each leftmost corner. But this is exactly the same sum we
get in the above kinds of estimates, if we take as our sample all rational points with
denominators 1/m. If we take a fine ultrafilter concentrating on finite sets which
are dominated by points lying on this kind of grid, then the associated standard
integral agrees with the Riemann integral.
3. Product Spaces
Suppose we have fine ultrafilters U,W over [X ]<ω, [Y ]<ω respectively. We con-
struct a fine ultrafilter U×W over [X×Y ]<ω concentrating on the finite rectangles,
the collection of which is naturally isomorphic to [X ]<ω × [Y ]<ω. We put sets into
U ×W essentially when for a large subset of the Y -axis, the cross-section along the
X-axis is large. More precisely, U ×W is the set of A ⊆ [X × Y ]<ω such that
{z1 ∈ [Y ]
<ω : {z0 ∈ [X ]
<ω : z0 × z1 ∈ A} ∈ U} ∈ W.
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It is straightforward to check that U ×W is an ultrafilter.
This operation is not symmetric. For suppose X is an infinite set and U is a fine
ultrafilter over [X ]<ω. For z ∈ [X ]<ω, let Az be the set of finite z′ ⊇ z, and let
A =
⋃
z Az × {z}. Then for all z, {z
′ : z′ × z ∈ A} = Az ∈ U by fineness, and so
A ∈ U2. But for any z ∈ [X ]<ω and any z′ ) z, z×z′ /∈ A, so {z′ : z×z′ ∈ A} /∈ U .
Thus switching the roles of horizontal and vertical cross-sections yields a different
ultrafilter.
Suppose G is a divisible Abelian group. For functions f : X × Y → G, we
can compute
´
f d(U × W ) as before. But we can also compute in two steps.
For fixed y0 ∈ Y , we obtain a value in Ult(G,U) by taking
´
f(x, y0) dU . This
gives a function from Y to Ult(G,U), which we denote by
´
f(x, y) dU . We can
then compute
´
(
´
f(x, y) dU) dW . To show that this yields the same result, let us
establish a general fact about iterated ultrapowers:
Lemma 3 (Folklore). Suppose U,W are ultrafilters over sets X,Y respectively. Let
U ×W be the product ultrafilter, the collection of A ⊆ X × Y such that
{y ∈ Y : {x ∈ X : (x, y) ∈ A} ∈ U} ∈W.
Let M be any algebraic structure. Then there is a canonical isomorphism
ι : Ult(M,U ×W ) ∼= Ult(Ult(M,U),W ).
Proof. First note that there is a natural correspondence between the objects of
these structures, before we compute equivalence classes. The elements of the double
ultrapower are represented by functions from Y to functions from X to M , which
are coded by functions on pairs.
Suppose ϕ(v0, . . . , vn) is a first-order formula in the language ofM . Let f0, . . . , fn
be functions from X × Y to M . Then:
Ult(M,U ×W ) |= ϕ([f0]U×W , . . . , [fn]U×W )
⇐⇒ {(x, y) :M |= ϕ(f0(x, y), . . . , fn(x, y))} ∈ U ×W
⇐⇒ {y : {x :M |= ϕ(f0(x, y), . . . , fn(x, y))} ∈ U} ∈ W
⇐⇒ {y : Ult(M,U) |= ϕ([f0(x, y)]U , . . . , [fn(x, y)]U )} ∈W
⇐⇒ Ult(Ult(M,U),W ) |= ϕ([[f0(x, y)]U ]W , . . . , [[fn(x, y)]U ]W ). 
Because of the above fact, we will abuse notation slightly and write a = b for
a ∈ Ult(M,U ×W ) and b ∈ Ult(Ult(M,U),W ) when we really mean that ι(a) = b,
where ι is the canonical isomorphism above.
Lemma 4. Suppose G is a divisible Abelian group, U,W are fine ultrafilters over
[X ]<ω, [Y ]<ω respectively. Then for all f : X × Y → G,ˆ
f d(U ×W ) =
¨
f dUdW.
Proof. Since U ×W concentrates on the set of finite rectangles z0 × z1,
ˆ
f d(U ×W ) =

 ∑
(x,y)∈z0×z1
f(x, y)/|z0 × z1|


U×W
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The isomorphism ι maps this to:


 ∑
(x,y)∈z0×z1
f(x, y)
|z0||z1|


U


W
=
[ˆ (∑
y∈z1
f(x, y)/|z1|
)
dU
]
W
=
[
|z1|
−1
∑
y∈z1
ˆ
f(x, y) dU
]
W
=
¨
f(x, y) dUdW. 
For structures M and ultrafilters U , there are typically two distinct canonical
embeddings of Ult(M,U) into Ult(M,U2). For f : X →M , let f0, f1 : X2 →M be
defined by f0(x, y) = f(x) and f1(x, y) = f(y). The map π0 : [f ]U 7→ [f0]U2 is the
usual elementary embedding via constant functions, and the map π1 : [f ]U 7→ [f1]U2
builds a copy of Ult(M,U) in Ult(M,U2) using the copy of M that is canonically
embedded into Ult(M,U). To see these are not the same, suppose f is not constant
on any set in U . Then for all y ∈ X ,
[x 7→ f0(x, y)]U = [f ]U 6= [x 7→ f(y)]U = [x 7→ f1(x, y)]U
By  Los´’s Theorem and Lemma 3,
[f0]U2 = [y 7→ [x 7→ f0(x, y)]U ]U 6= [y 7→ [x 7→ f1(x, y)]U ]U = [f1]U2
However, if M is an ordered field extending R, elementarity considerations imply
that st([f0]U2) = st([f1]U2). This is because each rational number is definable, and
for any q ∈ Q,
Ult(M,U) |= q < [f ]U ⇐⇒ Ult(M,U
2) |= q < [f0]U2
⇐⇒ Ult(M,U2) |= q < [f1]U2
Likewise, our iterated integrals are asymmetric even for very simple functions,
but their standard parts behave better. Suppose U is a fine ultrafilter over [X ]<ω,
and A ⊆ X is such that
›
χA dU is an irrational number. Then f : z 7→ |A ∩ z|/|z|
is not constant on any set in U . Note that:¨
χA×X dU
2 =
[
z1 7→
[
z0 7→
|A ∩ z0|
|z0|
]
U
]
U
= [z 7→ [f ]U ]U = [f0]U2
¨
χX×A dU
2 =
[
z1 7→
|A ∩ z1|
|z1|
[z0 7→ 1]U
]
U
= [f1]U2
By the previous discussion, [f0]U2 6= [f1]U2 , but they have the same standard part.
In what other situations are standard integrals on product spaces symmetric? The
remainder of this section is devoted to this investigation.
Lemma 5. Suppose U is a fine ultrafilter over [X ]<ω, F is an ordered field extend-
ing R, and f : X → F . If f(x) is finite for all x ∈ X, then
´
f dU −
´
st(f) dU is
infinitesimal.
Proof. For all x ∈ X , let f(x) = st(f(x)) + ε(x). For all z ∈ [X ]<ω, and all n ∈ N,∣∣∣∣∣|z|−1∑
x∈z
f(x)− st(f(x))
∣∣∣∣∣ =
∣∣∣∣∣|z|−1∑
x∈z
ε(x)
∣∣∣∣∣ < 1/n
By  Los´’s Theorem,
´
(f − st(f)) dU =
´
f dU −
´
st(f) dU is infinitesimal. 
8 MONROE ESKEW
Proposition 6. Suppose U,W are fine ultrafilters over X,Y respectively, and F
is an ordered field extending R. Suppose f : X × Y → F . If
˜
|f | dUdW is finite,
then
›
f d(U ×W ) =
›
(
›
f dU) dW .
Proof. Write f as f+ − f−, where f+ = max{f, 0} and f− = max{−f, 0}. If the
desired conclusion holds for all nonnegative functions, then it holds for f , because“
f d(U ×W ) =
“
f+ d(U ×W )−
“
f− d(U ×W )
=
“ (“
f+ dU
)
dW −
“ (“
f− dU
)
dW
=
“ (“
(f+ − f−) dU
)
dW
Suppose g is a nonnegative function such that
˜
g dUdW is finite. For each n ∈ N,
there is a set A ∈W such that for all z ∈ A,∣∣∣∣∣
“
g d(U ×W )− |z|−1
∑
y∈z
ˆ
g(x, y) dU
∣∣∣∣∣ < 1/n.
Since g is nonnegative, this implies that for each z ∈ A and each y ∈ z,
´
g(x, y) dU
is finite. Since W is fine, this holds for all y ∈ Y . Thus by Lemma 5,
˜
g dUdW −´
(
›
g dU) dW is infinitesimal. Therefore,“
g d(U ×W ) = st
(¨
g dUdW
)
=
“ (“
g dU
)
dW. 
If f : X×Y → Z is a function, let f¯ : Y ×X → Z be defined by f¯(y, x) = f(x, y).
Our iterated integrals on products of two spaces are defined to integrate in the left-
most variable first, and this operation f 7→ f¯ allows us to consider switching the
order of integration in line with our conventions. With respect to this rearrange-
ment, we have the following symmetry:
Theorem 7. Suppose U,W are fine ultrafilters over [X ]<ω, [Y ]<ω respectively.
(1) If A ⊆ X and B ⊆ Y , then
”
χA×B dUdW = (
›
χA dU)(
›
χB dW ).
(2) Suppose µ, ν are countably additive probability measures on X,Y respec-
tively such that the standard integrals via U,W agree with those via µ, ν
respectively, in the sense of Theorem 2. Then for all µ × ν-integrable
functions f : X × Y → R, there are sets A ⊆ X and B ⊆ Y such that
µ(A) = ν(B) = 1, andˆ
f d(µ× ν) =
“
A×B
f d(U ×W ) =
“
B×A
f¯ d(W × U)
Proof. For (1), note that χA×B(x, y) = χA(x)χB(y). Thus
˜
χA×B(x, y) dUdW =´
(χB(y)
´
χA(x) dU) dW . By Proposition 6,„
χA×B dUdW =
“ (
χB(y)
“
χA(x) dU
)
dW =
(“
χA dU
)(“
χB dW
)
For (2), let f : X × Y → R be µ× ν-integrable. By Fubini’s Theorem, we have:
(a) There are sets A ⊆ X and B ⊆ Y such that µ(A) = ν(B) = 1, and for all
(x0, y0) ∈ A× B, f(x, y0) is µ-integrable and f(x0, y) is ν-integrable.
(b) The functions x 7→
´
f(x, y) dν and y 7→
´
f(x, y) dµ are integrable.
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(c)
´
f d(µ× ν) =
˜
f dµdν =
˜
f¯ dνdµ =
´
f¯ d(ν × µ).
Since U -integrals agree with µ-integrals,“
A
f(x, y) dU :=
“
χA(x)f(x, y) dU =
ˆ
χA(x)f(x, y) dµ =
ˆ
A
f(x, y) dµ
for all y ∈ Y such that x 7→ f(x, y) is µ-integrable. By Lemma 5,“ (
χB(y)
“
A
f(x, y) dU
)
dW =
“
B
(“
A
f dU
)
dW =
“
A×B
f d(U ×W )
Since y 7→
´
A
f(x, y) dµ is ν-integrable and W -integrals agree with ν-integrals,“
B
(“
A
f(x, y) dU
)
dW =
“
B
(ˆ
A
f(x, y) dµ
)
dW
=
ˆ
B
(ˆ
A
f(x, y) dµ
)
dν =
ˆ
A×B
f d(µ× ν) =
ˆ
f d(µ× ν)
By exactly the same argument,
´
f¯ d(ν × µ) =
”
B×A
f¯ dWdU . 
Unfortunately, the restriction to measure-one sets A and B in the above result
cannot in general be avoided. To see this, consider the function f on the open unit
square defined by
f(x, y) =
{
1/x if y = 1/2
0 otherwise
Since f is nonzero only a set of Lebesgue measure zero, its Lebesgue integral is
zero. Suppose U is a fine ultrafilter over [(0, 1)]<ω that agrees with Lebesgue
integration. Then
´
f(x, 1/2) dU is a positive infinite number a ∈ Ult(R, U). For all
z ∈ [(0, 1)]<ω with 1/2 ∈ z, |z|−1
∑
y∈z
´
f(x, y) dU = a/|z|, which is still infinite.
Thus
˜
f dU2 is infinite. On the other hand, for all y ∈ (0, 1), |z|−1
∑
x∈z f¯(x, y) ≤
1/y|z|. Thus for all y ∈ (0, 1),
´
f¯(x, y) dU is infinitesimal, and thus so is
˜
f¯ dU2.
Other examples of the failure of symmetry come from functions which are not
integrable. If f is a function such that both f+ and f− have infinite integral, then
the integral of f is simply left undefined in classical measure theory because of the
inscrutability of the expression ∞−∞. But these functions pose no problem for
us, as integrating them with respect to a particular ultrafilter yields a well-defined
value in a non-Archimedean field. One may guess that their values can be chosen
rather freely in the construction of an ultrafilter, even while making it agree with a
given measure. But as the following example shows, we are a bit more constrained.
Suppose I is the open unit interval (0, 1) and U is a fine ultrafilter over [I]<ω
that agrees with Riemann integration. Consider the function on I2:
f(x, y) =
y2 − x2
(x2 + y2)2
Note that f(x, y) = ∂∂x (x/(x
2 + y2)). Thus:
ˆ 1
0
ˆ 1
0
f(x, y) dx dy =
ˆ 1
0
1
1 + y2
dy = arctan(1) = π/4
But f¯ = −f , so symmetry fails. The explanation is that, if λ is the Lebesgue
measure, then
˜
I2
|f | dλ2 = ∞, so Fubini’s Theorem does not apply. Moreover,˜
I2 f dλ
2 is undefined because of the involvement of positive and negative infinities.
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On the other hand,
˜
I2
f dU2 is defined. We claim that its standard part is indeed
π/4. Of course this means that
”
I2 f¯ dU
2 = −π/4.
For each y ∈ (0, 1), f(x, y) is a bounded continuous function of x. Since U -
integration agrees with Riemann integration,
›
I f(x, y) dU =
´ 1
0 f(x, y) dx ∈ R.
Thus by Lemma 5,„
I2
f dU2 =
“
I
(ˆ 1
0
f(x, y) dx
)
dU =
ˆ 1
0
ˆ 1
0
f(x, y) dx dy = π/4
4. Transfinite integrals
Let (L,<) be a linear order, and let 〈(Zi, Ui) : i ∈ L〉 be such that each Ui is an
ultrafilter over Zi. For a finite a ⊆ L, we interpret the product ultrafilter
∏
i∈a Ui
as taken in the order given by (L,<).
Lemma 8. Suppose a ⊆ b are finite subsets of L. Let πb,a :
∏
i∈b Zi →
∏
i∈a Zi be
the canonical projection. Then A ∈
∏
i∈a Ui if and only if π
−1
b,a [A] ∈
∏
i∈b Ui.
Proof. Write b in L-increasing order as ξ0 < · · · < ξn−1. For j ≤ n and x = a, b, let
xj = x ∩ {ξ0, . . . , ξj−1}. We will show by induction that the conclusion holds with
respect to πbj ,aj for j ≤ n. To make sense of the base case when min(b) < min(a),
conventionally define
∏
i∈∅ Zi = {∅} and
∏
i∈∅ Ui = {{∅}}.
Assume the claim holds for i < j. Suppose first that ξj ∈ a. Then:
A ∈
∏
i∈aj+1
Ui ⇐⇒ {y : {~x : ~x
⌢〈y〉 ∈ A} ∈
∏
i∈aj
Ui} ∈ Uξj
⇐⇒ {y : {~z : πbj ,aj (~z)
⌢〈y〉 ∈ A} ∈
∏
i∈bj
Ui} ∈ Uξj
⇐⇒ {~z : πbj+1,aj+1(~z) ∈ A} ∈
∏
i∈bj+1
Ui
Suppose next that ξj /∈ a. Then by induction,
A ∈
∏
i∈aj+1
Ui ⇐⇒ A ∈
∏
i∈aj
Ui ⇐⇒ π
−1
bj ,aj
[A] ∈
∏
i∈bj
Ui
But π−1bj+1,aj+1 [A] = π
−1
bj ,aj
[A]×Zξj , which is in
∏
i∈bj+1
Ui if and only if π
−1
bj ,aj
[A] ∈∏
i∈bj
Ui. 
Now let M be any structure. For finite a ⊆ b contained in L, define a map
ea,b : Ult(M,
∏
i∈a Ui) → Ult(M,
∏
i∈b Ui) by [f ]
∏
i∈a
Ui 7→ [f ◦ πb,a]
∏
i∈b
Ui . The
above lemma and  Los´’s Theorem imply that each ea,b is elementary. If a ⊆ b ⊆ c
are finite subsets of L, then πc,a = πb,a ◦ πc,b, and thus ea,c = eb,c ◦ ea,b. Thus
we have a directed system of models and elementary embeddings, and we can
form the direct limit, which we will call Ult(M, ~U). For finite a ⊆ L, let ea :
Ult(M,
∏
i∈a Ui) → Ult(M,
~U) be the direct limit embedding. For finite a ⊆ b
contained in L, ea = eb ◦ ea,b.
Now suppose G is a divisible Abelian group, and we have a sequence of sets
~X = 〈Xi : i ∈ L〉 such that for each i, Zi = [Xi]<ω and Ui is a fine ultrafilter over
Zi. Let us say a function f :
∏
~X → G is finitely dependent when there is a finite
s ⊆ L such that whenever ~x, ~y ∈
∏ ~X are such that ~x ↾ s = ~y ↾ s, then f(~x) = f(~y).
If s0, s1 both witness that f is finitely dependent, then so does s = s0 ∩ s1. For
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suppose ~x ↾ s = ~y ↾ s, and put ~z = ~x ↾ s0 ∪ ~y ↾ (L \ s0). Then f(~x) = f(~z) = f(~y).
Thus if s0, s1 are ⊆-minimal witnesses to the finite dependency of f , then s0 = s1.
Thus let us define dep(f) as the smallest s witnessing that f is finitely dependent. f
is constant if and only if dep(f) = ∅. If f is finitely dependent, then it canonically
determines a function f ′ on
∏
i∈AXi, whenever dep(f) ⊆ A ⊆ L, by putting
f ′(~x) = f(~x∪~y), where ~y ∈
∏
i∈L\AXi is arbitrary. We will abuse notation slightly
and denote such f ′ also by f .
Proposition 9. Suppose f :
∏ ~X → G is finitely dependent and a ⊇ dep(f) is a
finite subset of L. Then
´
f d(
∏
i∈a Ui) = edep(f),a
(´
f d(
∏
i∈dep(f) Ui)
)
.
Proof. Recall that for any finite s ⊆ L,
∏
i∈s Ui can be regarded as a fine ultrafilter
over [
∏
i∈sXi]
<ω concentrating on the finite rectangles
∏
i∈s zi ⊆
∏
i∈sXi. For
s ⊇ dep(f), let gs : [
∏
i∈sXi]
<ω → G be defined by gs(z) = 0 if z is not a rectangle,
and otherwise:
gs
(∏
i∈s
zi
)
=
1∏
i∈s |zi|
∑
~x∈
∏
i∈s zi
f(~x)
Let a \ dep(f) = {i0, . . . , in}. In the expression above for ga, for each ~y ∈∏
i∈dep(f) zi, f(~y) is repeated |zi0 | · · · |zin |-times and then divided by the same num-
ber. So, for each rectangle
∏
i∈a zi, ga(
∏
i∈a zi) = gdep(f)(
∏
i∈dep(f) zi). In other
words, ga = gdep(f) ◦ πa,dep(f). Thus:ˆ
f d(
∏
i∈a
Ui) = [ga]∏
i∈a
Ui = [gdep(f) ◦ πa,dep(f)]
∏
i∈a
Ui
= edep(f),a
(
[gdep(f)]
∏
i∈dep(f) Ui
)
= edep(f),a

ˆ f d( ∏
i∈dep(f)
Ui)

 
Suppose f :
∏ ~X → G is finitely dependent. We define:
ˆ
f d~U := edep(f)

ˆ f d( ∏
i∈dep(f)
~Ui)

 ∈ Ult(G, ~U)
Proposition 10. Any algebraic operation between finitely dependent functions
yields a finitely dependent function. If f, g :
∏ ~X → G are finitely dependent,
then
´
(f + g) d~U =
´
f d~U +
´
g d~U .
Proof. For the first claim, just note that if the operation involves finitely many
functions, then coordinates outside the union of their dependency sets have no
influence. For the second claim, let a = dep(f), let b = dep(g), and let c =
a∪b. By Proposition 9,
´
f d(
∏
i∈c Ui) = ea,c(
´
f d(
∏
i∈a Ui)), and
´
g d(
∏
i∈c Ui) =
eb,c(
´
g d(
∏
i∈b Ui)). Since
´
(f + g) d(
∏
i∈c Ui) =
´
f d(
∏
i∈c Ui) +
´
g d(
∏
i∈c Ui),
and ea = ec ◦ ea,c and eb = ec ◦ eb,c, the conclusion follows by the elementarity of
ec. 
Proposition 11. Suppose s ∈ [L]<ω.
(1) If Ai ⊆ Xi for i ∈ s, then
›
χ(
∏
i∈s
Ai) d
~U =
∏
i∈s
›
χAi dUi.
12 MONROE ESKEW
(2) Suppose for i ∈ s, µi is a countably additive probability measure on Xi such
that for all µi-integrable f : Xi → R,
´
f dµi =
›
f dUi. Then for any
f :
∏
i∈sXi → R which is
∏
i∈s µi-integrable, there are sets Bi ⊆ Xi for
i ∈ s such that µi(Bi) = 1, and
›
fχ(
∏
i∈s
Bi) d
~U =
´
f d(
∏
i∈s µi).
Proof. Under the hypothesis of (1), we have by repeated application of Theorem 7
that
›
χ(
∏
i∈s
Ai) d(
∏
i∈s Ui) =
∏
i∈s
›
χAi dUi. Under the hypothesis of (2), we like-
wise have that
´
f d(
∏
i∈s µi) =
›
fχ(
∏
i∈s
Bi) d(
∏
i∈s Ui). The conclusions follow
by the elementarity of es, since elementary maps between ordered fields preserve
standard parts. 
Now we wish to extend the integrals
´
f d~U to give a value to all G-valued
functions on
∏
~X, not just the finitely dependent ones. Of course, we could just
integrate with respect to a fine ultrafilter over [
∏ ~X]<ω, but we would like to define
an integral such that the value it assigns to functions is to some extent determined
by ~U .
Choose an ultrafilter W over [L]<ω ×
∏ ~X which is fine in the sense that for
every i ∈ L, {(s, ~x) : i ∈ s} ∈W . For each f :
∏
~X → G, each s ∈ [L]<ω, and each
~y ∈
∏ ~X, we define a finitely dependent function:
fs,~y(~x) = f(~x ↾ s ∪ ~y ↾ (L \ s))
We define the following operator on functions f :
∏ ~X → G:
ˆ
f d(~U,W ) =
[
(s, ~y) 7→
ˆ
fs,~y d~U
]
W
Note that for all f, g :
∏ ~X → G, ´ (f + g) d(~U,W ) = ´ f d(~U,W ) + ´ g d(~U,W ).
If f is finitely dependent, then for all s ⊇ dep(f) and all ~x, ~y ∈
∏ ~X, f(~x) =
fs,~y(~x). Thus if e : Ult(G, ~U ) → Ult(Ult(G, ~U),W ) is the canonical embedding,
then e(
´
f d~U) =
´
f d(~U,W ). Consequently, if we start with an ordered field F
extending the real numbers, then for all finitely dependent f :
∏ ~X → F , › f d~U =›
f d(~U,W ).
Let us say that a function f :
∏ ~X → R is uniformly continuous if for all n ∈ N,
there is a finite s ⊆ L such that ~x ↾ s = ~y ↾ s implies |f(~x)− f(~y)| < 1/n. The next
result shows that the standard integral of uniformly continuous functions depends
only on ~U .
Theorem 12. Suppose ~X, ~U are L-sequences of sets and ultrafilters as above. Sup-
pose f :
∏ ~X → R is uniformly continuous. Then there is an r ∈ R ∪ {±∞} such
that for all fine ultrafilters W over [L]<ω ×
∏ ~X, › f d(~U,W ) = r.
Proof. For n ∈ N, let sn ∈ [L]<ω be such that |f(~x) − f(~y)| < 1/2n whenever
~x ↾ sn = ~y ↾ sn. Thus for all finite t0, t1 ⊇ sn and all ~x, ~y0, ~y1 ∈
∏ ~X , |ft0,~y0(~x) −
ft1,~y1(~x)| < 1/n. For t = t0 ∪ t1, we have that∣∣∣∣∣
ˆ
ft0,~y0 d(
∏
i∈t
Ui)−
ˆ
ft1,~y1 d(
∏
i∈t
Ui)
∣∣∣∣∣ < 1/n,
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and it follows by the elementarity of et that∣∣∣∣
ˆ
ft0,~y0 d
~U −
ˆ
ft1,~y1 d
~U
∣∣∣∣ < 1/n.
If
›
fs1,~y d
~U = ±∞ for some ~y, then
›
ft,~z d~U = ±∞ for all t ⊇ s1 and all ~z. In
this case, let r = ±∞ accordingly. Otherwise, for each n ∈ N,
Bn =
{“
ft,~y d~U : t ⊇ sn and ~y ∈
∏
~X
}
is a subset of R of diameter ≤ 1/n, and Bn+1 ⊆ Bn. There is a unique r ∈ R such
that for all n, inf Bn ≤ r ≤ supBn.
Now letW be a fine ultrafilter as hypothesized. If r is finite, then for each t ⊇ sn
and each ~y ∈
∏ ~X, | ´ ft,~y d~U − r| < 1/n. Thus › f d(~U,W ) = r. This also holds
if r is infinite by the remarks above. 
Corollary 13. Suppose ~X, ~U are L-sequences of sets and ultrafilters as above.
Suppose for each α ∈ L, Xα carries a compact topology τα, and let τ be the product
topology on
∏ ~X. Then every τ-continuous f : ∏ ~X → R is uniformly continuous,
and so
›
f d(~U,W ) is finite and independent of the choice of W .
Proof. By Tychonoff’s Theorem, the space (
∏
~X, τ) is compact. Suppose f :∏ ~X → R is continuous with respect to τ . Since continuous images of compact
sets are compact, f is bounded, and thus its integral is finite.
For any n ∈ N and ~x ∈
∏ ~X , the inverse image of (f(~x) − 1/2n, f(~x) + 1/2n)
is open. By compactness, there is a finite set {~x0, . . . , ~xn} ⊆
∏
~X and, for each
i ≤ n, a finite collection of basic open sets {Ai,0, . . . , Ai,mi} such that
∏ ~X =⋃
i≤n,j≤mi
Ai,j , and whenever y ∈ Ai,j , then |f(~xi)− f(~y)| < 1/2n. For each i ≤ n
and j ≤ mi, there is a finite si,j ⊆ L such that Ai,j =
∏
α∈LB
i,j
α , where B
i,j
α ∈ τα
for α ∈ si,j , and otherwise Bi,jα = Xα. Let s =
⋃
i≤n,j≤mi
si,j . For ~y, ~z ∈
∏
~X, if
~y ↾ s = ~z ↾ s, then there are i, j such that ~y, ~z ∈ Ai,j . Thus |f(~y) − f(~z)| < 1/n.
Thus f is uniformly continuous. 
As an application, we give a representation of the Lebesgue integral on the Cantor
space 2N, that is more “inevitable” than the representations of §2. In our context,
let L = N with the usual ordering, and for each i ∈ N, let Xi = 2 = {0, 1} with the
discrete topology. Let Ui be the unique fine ultrafilter over P(Xi), i.e. A ∈ Ui if
and only if 2 ∈ A. For each n ∈ N, integrals using U0 × · · · × Un−1 are the same as
computing expected values with the uniform probability measure on a space with
2n elements. Thus if f : 2N → R is finitely dependent, then
´
f d~U =
´
f dλ, where
λ is the Lebesgue measure on 2N.
Every continuous f : 2N → R is uniformly continuous. Thus for every n ∈ N,
there is a finitely dependent g : 2N → R such that |f(~x) − g(~x)| < 1/n for all ~x.
It follows that |
´
f dλ−
´
g dλ| < 1/n. Also, for every choice of the ultrafilter W ,
|
´
f d(~U,W )−
´
g d(~U,W )| < 1/n. Since
´
g d(~U,W ) =
´
g dλ and n is arbitrary,›
f d(~U,W ) =
´
f dλ for every choice of W .
Theorem 14. Let λ be the Lebesgue measure on the Cantor space 2N. For each
i ∈ N, let Xi = 2 and let Ui be the unique fine ultrafilter over P(2). There is a
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fine ultrafilter W over [N]<ω × 2N such that for every bounded measurable function
f : 2N → R,
›
f d(~U,W ) =
´
f dλ.
We prove this by first showing that it is sufficient to obtain W such that for all
open sets A,
›
χA d(~U,W ) = λ(A). Suppose F is a set of real-valued functions.
We say φ : F → R is positive if for all nonnegative f ∈ F , φ(f) ≥ 0. Clearly, all of
our standard integrals are positive linear operators.
Lemma 15. Suppose φ is a positive linear operator on the real-valued functions
on 2N. If φ(χA) = λ(A) for all open sets A, then φ(f) =
´
f dλ for all bounded
measurable functions f .
Proof. Since φ is positive and linear, f ≥ g implies φ(f) ≥ φ(g), since 0 ≤ φ(f−g) =
φ(f) − φ(g). A set A is Lebesgue-measurable if and only if for every ε > 0 there
is an open set O and a closed set C such that C ⊆ A ⊆ O, and λ(O) − λ(C) < ε.
Since χC ≤ χA ≤ χO, we have that λ(C) = φ(χC) ≤ φ(χA) ≤ φ(χO) = λ(O).
Since this holds for all ε > 0, φ(χA) = λ(A).
Now recall that a function f is simple when there is a finite disjoint collection
of measurable sets {Ai : i < n} such that f is constant on each Ai. By linearity,
for every simple function f , φ(f) =
´
f dλ. As in the proof of Theorem 1, for every
bounded measurable function f , there is a sequence of simple functions 〈(ln, un) :
n ∈ N〉 such that for each n, ln ≤ f ≤ un, and
´
(un− ln) dλ ≤ 1/n. Let r =
´
f dλ.
We have that r = supn φ(ln) ≤ φ(f) ≤ infn φ(un) = r. 
Lemma 16. There is a fine ultrafilter W over [N]<ω × 2N such that for every open
set A,
›
χA d(~U,W ) = λ(A).
Proof. For an open set A and n ∈ N, consider the set:{
(s, ~z) :
∣∣∣∣
ˆ
(χA)s,~z d~U − λ(A)
∣∣∣∣ < 1/n, and n ⊆ s
}
It suffices to show that this family of sets has the finite intersection property.
Suppose A0, . . . , An−1 are open. For each i ≤ n, let 〈Aim : m ∈ N〉 be an
increasing sequence of finite unions of basic clopen sets such that Ai =
⋃
mA
i
m.
Each characteristic function χAim is finitely dependent, and
´
χAim d
~U = λ(Aim).
Let M ∈ N be given. Let 0 < ε < 1/(2Mn). Let m be such that for all i < n,
λ(Ai) − λ(Aim) < ε
2. Let s be an initial segment of N of length k ≥ M such that
for each i < n, dep(χAim) ⊆ s. For each i < n, let B
i be the set of binary sequences
of ~x length k such that for some (equivalently, all) infinite binary sequences ~y,
~x⌢~y /∈ Aim.
Let Pk be the uniform probability measure on binary sequences of length k. Let
λk be the Lebesgue measure on the product space
∏
j≥kXj . Then λ = Pk × λk.
We claim that for each i < n, the set
~y ∈ ∏
j≥k
Xj :
ˆ
Bi
χAi(~x, ~y) dPk = |{~x ∈ B
i : ~x ∪ ~y ∈ Ai}|/2k ≥ ε/2


has λk-meausure < 2ε. For suppose otherwise, and let C
i = Bi ×
∏
j≥kXj . By
Fubini’s Theorem,
λ(Ai ∩ Ci) =
¨
χAi∩Ci(~x, ~y) dPkdλk =
ˆ (ˆ
Bi
χAi(~x, ~y) dPk
)
dλk
INTEGRATION VIA ULTRAFILTERS 15
Under our supposition, the value of this double integral is at least ε2. This contra-
dicts the fact that λ(Ai ∩ Ci) = λ(Ai)− λ(Aim) < ε
2.
Since 2ε < 1/n, there is a single ~y ∈
∏
j≥kXj such that for all i < n, |{~x ∈ B
i :
~x ∪ ~y ∈ Ai}|/2k < ε/2. Let ~z ∈ 2N be such that ~z ↾ {j : j ≥ k} = ~y. We have that
for each i < n, ˆ
(χAi)s,~z d~U = λ(A
i
m) + |{~x ∈ B
i : ~x ∪ ~y ∈ Ai}|/2k
Thus |
´
(χAi)s,~z d~U − λ(A
i)| < ε2 + ε/2 < ε. 
By implementing the ideas of the above lemmas simultaneously, we can strengthen
Theorem 14 to find an ultrafilter W yielding standard integrals that agree with
Lebesgue integration for all integrable functions, including those that are unbounded.
The idea is, given finitely many integrable functions f0, . . . , fn−1, first to restrict
our attention to a set A of sufficiently large measure on which they are all bounded
and such that the integrals over this set are very close to their integrals over the
whole space. Then find a finite s ⊆ N and a point ~z ∈ A such that for each i < n,´
(fi)s,~z d~U is very close to
´
A
fi dλ. We leave the details to the reader.
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