Abstract. Dynamic Epistemic Logic (DEL) can model complex information scenarios in a way that appeals to logicians. However, existing DEL implementations are ad-hoc, so we do not know how the framework really performs. For this purpose, we want to hook up with the best available model-checking and SAT techniques in computational logic. We do this by first providing a bridge: a new faithful representation of DEL models as so-called knowledge structures that allow for symbolic model checking. Next, we show that we can now solve well-known benchmark problems in epistemic scenarios much faster than with existing DEL methods. Finally, we show that our method is not just a matter of implementation, but that it raises significant issues about logical representation and update.
Introduction
We bring together two strains in the area of epistemic model checking. On one side, there are many frameworks for symbolic model checking on interpreted systems using temporal logics [24, 30] . On the other hand, there are explicit model checkers for variants of Dynamic Epistemic Logic (DEL) like DEMO [15] with inferior performance but superior usability as they allow specification in dynamic languages directly. The goal of our work is to connect the two worlds of symbolic model checking and DEL in order to gain new insights on both sides.
Existing work on model checking DEL mainly focuses on specific examples, for example the Dining Cryptographers [28] , the Sum and Product riddle [26] or Russian Cards [12] . Given these specific approaches, a general approach to symbolic model checking the full DEL language is desirable. A first step is [30] which presents symbolic model checking for temporal logics of knowledge. However, it does not cover announcements or other dynamics. The framework here extends these ideas with dynamic operators and a twist on the semantics.
Our knowledge structures are similar in spirit to hypercubes from [25] , but of a different type: We do not use interpreted systems and temporal relations are not part of our models. Hence also our language does not contain temporal operators but primitives for epistemic events like announcements.
Related to our work is also [13] where DEL is translated into temporal epistemic logics for which symbolic model checkers exist. However, this method has not been implemented and the complexity and performance are not known. We do not translate to a temporal logic but check DEL formulas directly.
The paper is structured as follows. In Section 2 we recall standard semantics of DEL as in [11] . We then present knowledge structures in Section 3 and discuss the famous Muddy Children example in Section 4, together with experimental results in Section 5. Section 6 is a case study of the Russian Cards problem. Our main theoretical results are in Section 7: Knowledge structures are equivalent to S5 Kripke models. Moreover, S5 action models from [1] can be described in the same way. Section 8 gives a conclusion and suggestions for further research.
All source code can be found at https://github.com/jrclogic/SMCDEL. 
where p ∈ V , i ∈ I and Δ ⊆ I. We also use the abbreviations ϕ∨ψ := ¬(¬ϕ∧¬ψ) and ϕ → ψ := ¬(ϕ ∧ ¬ψ). The boolean formulas are ϕ ::
The formula K i ϕ is read as "agent i knows ϕ" while C Δ ϕ says that ϕ is common knowledge among agents in Δ. The formula [ψ]ϕ indicates that after a public announcement of ψ, ϕ holds. In contrast, [ψ] Δ ϕ says that after announcing ψ to the agents in Δ, ϕ holds. The standard semantics for L(V ) are given by means of Kripke models as follows.
Note that a group announcement [ψ] Δ ϕ is private in the sense that only the agents in Δ obtain knowledge about ψ. However, the announcement is not secret because the other agents still learn that the agents in Δ might have learned ψ.
Knowledge Structures
While the preceding semantics is standard in logic, it cannot serve directly as an input to current sophisticated model-checking techniques. For this purpose, in this section we introduce a new format, knowledge structures. Their main advantage is that also knowledge and results of announcements can be computed via purely boolean operations. We first recapitulate some notions and abbreviations.
Given a set of propositional variables P , we identify a truth assignment over P with a subset of P . We say a formula ϕ is a formula over P if each propositional variable occurring in ϕ is in P . For convenience, we use the logical constants and ⊥ which are always true and always false, respectively. We also use |= to denote the usual satisfaction relation between a truth assignment and a formula.
We use substitution and quantification as follows. For any formula ϕ and ψ ∈ { , ⊥}, and any propositional variable p, let ϕ( p ψ ) denote the result of replacing every p in ϕ by ψ. 
We now give alternative semantics for L(V ) on knowledge structures. Definitions 5 and 6 run in parallel, both proceeding by the structure of ϕ.
Definition 5. Semantics for DEL on scenes are defined inductively as follows. 
where
Before defining the boolean equivalents of formulas, we can already explain some similarities and differences between Definitions 3 and 5. The semantics of the boolean connectives are the same. For the knowledge operators, on Kripke models we use an accessibility relation K i . On knowledge structures this is replaced with the condition s ∩ O i = s ∩ O i , inducing an equivalence relation on the states. We can already guess that knowledge structures encode S5 Kripke models.
Definition 6. For any knowledge structure
and any DEL formula ϕ, we define a boolean formula ϕ F .
For any primitive formula, let p
F := p. 2. For negation, let ¬ψ F := ¬ ψ F . 3. For conjunction, let ψ 1 ∧ ψ 2 F := ψ 1 F ∧ ψ 2 F . 4. For knowledge, let K i ψ F := ∀(V \ O i )(θ → ψ F ).
For common knowledge, let C Δ ψ F := gfpΛ where Λ is the following operator on boolean formulas given and gfpΛ denotes its greatest fixed point:
where Given these definitions, a simple induction on ϕ gives us the following Theorem.
Theorem 1. Definition 6 preserves and reflects truth. That is, for any formula ϕ and any scene (F , s) we have that
We can now explain the public and group announcements. First observe that public announcements only modify the state law of the knowledge structure. Moreover, the new state law is always a conjunction containing the previous one. Hence the set of states is restricted, just like public announcements on Kripke models restrict the set of possible worlds. Second, note that a group announcement adds a single observational variable and can therefore at most double the number of states, just like in the Kripke semantics in Definition 3.
Example 1: Muddy Children
How does our new format do in practice? For this purpose, we consider some well-known benchmarks in the epistemic agency literature. We start with how their new representations looks like. After that, we go on to actual computational experiments. The famous Muddy Children example will illustrate how announcements, both of propositional and of epistemic facts, work on knowledge structures. An early version of the puzzle are the three ladies on a train in [23] . For a standard analysis with Kripke models, see [17, p. 24-30] or [11, p. 93-96] .
Let p i stand for "child i is muddy". We consider the case of three children I = {1, 2, 3} who are all muddy, i.e. the actual state is {p 1 , p 2 , p 3 }. At the beginning the children do not have any information, hence the initial knowledge structure F 0 in Figure 1 has the state law θ 0 = . All children can observe whether the others are muddy but do not see their own face. This is represented with observational variables: Agent 1 observes p 2 and p 3 , etc. Now the father says: "At least one of you is muddy." This public announcement limits the set of states by adding this statement to the state law. Note that it already is a purely boolean statement, hence the formula is added as it is, leading to F 1 .
Knowledge structures before and after the first announcement.
The father now asks "Do you know if you are muddy?" but none of the children does. As it is common in the literature, we understand this as a public announcement of "Nobody knows their own state.":
. This is not a purely boolean formula, hence the public announcement is slightly more complicated: Using Definition 6 and Theorem 1 we find a boolean formula which on the current knowledge structure F 1 is equivalent to the announced formula. Then this boolean equivalent is added to θ. We have
These results make intuitive sense: In our situation where all children are muddy, a child knows it is muddy iff it sees that the other two children are clean. It can never know that it is clean itself. The announced formula becomes
The announcement essentially says that at least two children are muddy. We get a knowledge structure F 2 with the following more restrictive state law θ 2 . Vocabulary and observational variables do not change, so we do not repeat them.
Now the same announcement ("Nobody knows their own state.") is made again.
It is important that again we start with the epistemic formula i∈I (¬(K i p i ∨ K i ¬p i )) and compute an equivalent formula with respect to F 2 . For reasons of space we skip tedious boolean reasoning and just note that
and analogous formulas for children 2 and 3. Hence with respect to F 2 we get the following boolean equivalent of the announcement, essentially saying that everyone is muddy.
The resulting knowledge structure thus has the state law
which is in fact equivalent to p 1 ∧ p 2 ∧ p 3 and marks the end of the story: The only state left is the situation in which all three children are muddy.
Symbolic Model Checking: Implementation and Benchmarking
The previous section showed how epistemic operators get replaced by booleans when a new state law is computed. We could see that syntactically the state law becomes more and more complex, but semantically the same boolean function can be represented with a much shorter formula. This is where Binary Decision Diagrams (BDDs) come in extremely handy. First presented in [5] , BDDs provide an elegant data structure for boolean functions. In many cases they are less redundant and thus smaller than a corresponding truth table. Additionally, they can be manipulated efficiently: Given BDDs for ϕ and ψ we can compute the BDD for ϕ ∧ ψ, ϕ → ψ etc. Moreover, BDDs are canonical: Two formulas are equivalent iff their BDDs are identical. For an in-depth introduction, see [22, p. 202-280] . To see how BDDs can be used to describe knowledge structures, Figure 2 shows the BDDs for θ 0 to θ 3 . Our new symbolic model checker SMCDEL works as follows: It takes two inputs, a scene (F , s) where the state law is given as a BDD, and a DEL formula ϕ. To check whether ϕ holds at state s we first compute the equivalent boolean formula ϕ F according to Definition 6 and then check the boolean satisfaction s ϕ F . Alternatively, we can check whether a formula is valid on F , i.e. true at all states, by checking whether θ → ϕ F is a tautology. The full set of states does not have to be generated and events are not executed explicitly.
We compared the performance of this method to DEMO-S5, an explicit model checker optimized for multi-agent S5 [15] . As a benchmark we used the question "For n muddy children, how many announcements of »Nobody knows their own state.« are needed until they do know their own state?". We measured how long each method takes to find and verify the correct answer, namely n − 1. Figure 3 shows the results on a logarithmic scale: Explicit model checking with DEMO-S5 quickly becomes unfeasible whereas our symbolic model checker SMCDEL can deal with scenarios up to 40 agents in less than a second.
The model checker is implemented in Haskell and can be used similarly to DEMO-S5. To represent BDDs we use CacBDD [27] via the binding library HasCacBDD [19] . The program can also be used with CUDD [18, 29] which provides very similar performance. All experiments were done using 64-bit Debian GNU/Linux 8.0 with kernel 3.16.0-4, GHC 7.8.3 and g++ 4.9 on an Intel Core i3-2120 3.30 GHz processor and 4 GB of memory.
Muddy Children has also been used to benchmark MCMAS [24] but the formula checked there concerns the correctness of behavior and not how many rounds are needed. Moreover, the interpreted system semantics of model checkers like MCMAS are very different from DEL. Still, connections between DEL and temporal logics have been studied and translations are available [3, 13] .
A scenario which fits nicely into both frameworks is the dining cryptographers protocol [7] . The statement "If cryptographer 1 did not pay the bill, then after the announcements are made, he knows that no cryptographers paid, or that someone paid, but in this case he does not know who did." is also checked in [24] . It can be formalized in DEL as follows where p i says that agent i paid and ψ is the announcement: (¬K 1 p i )) ). SMCDEL can check this for n = 50 in less than a second. Proper benchmarks and comparisons of all parameters will be done in the future.
Example 2: Russian Cards
As a second case study we applied our symbolic model checker to the Russian Cards Problem. One of its first logical analyses is [10] and the problem has since gained notable attention as an intuitive example of information-theoretically (in contrast to computationally) secure cryptography [9, 14] .
The basic version of the problem is this: Seven cards, enumerated from 0 to 6, are distributed between Anne, Bob and Crow such that Anne and Bob both receive three cards and Crow one card. It is common knowledge which cards exist and how many cards each agent has. Everyone knows their own but not the others' cards. The goal of Anne and Bob now is to learn each others cards without Crow learning them. They can only communicate via public announcements.
Many different solutions exist but here we will focus on the so-called five-hands protocols (and their extensions with six or seven hands): First Anne makes an announcement of the form "My hand is one of these: ...". If her hand is 012 she could for example take the set {012, 034, 056, 135, 146, 236}. It can be checked that this announcement does not tell Crow anything, independent of which card it has. In contrast, Bob will be able to rule out all but one of the hands in the list depending on his own hand. Hence the second and last step of the protocol is an announcement by Bob about which card Crow has. For example, if Bob's hand is 345 he would finish the protocol with "Crow has card 6.".
Verifying this protocol for the fixed deal 012|345|6 with our symbolic model checker takes less than a second. Moreover, checking multiple protocols in a row does not take much longer because the BDD package caches results. Compared to that, a DEMO implementation [12] needs 4 seconds to check one protocol.
We can not just verify but also find all 5/6/7-hands protocols, using a combination of manual reasoning and brute-force. By Proposition 32 in [10] safe announcements from Anne never contain "crossing" hands, i.e. two hands with multiple card in common. If we also assume that the hands are lexicographically ordered, this leaves us with 1290 possible lists of five, six or seven hands of three cards. Only some of them are safe announcements which can be used by Anne. We can find them by checking all the corresponding 1290 formulas. Our model checker can filter out the 102 safe announcements within 1.6 seconds, generating and verifying the same list as in [10] where it was manually generated.
Equivalence of S5 Kripke Models and Knowledge Structures
Having shown the computational advantage of our new knowledge models, we now look more deeply into the foundations of what we have been doing. For a start, we show that knowledge structures and standard models for DEL are equivalent from a semantic point of view. Lemma 1 gives us a canonical way to show that a knowledge structure and an S5 Kripke model satisfy the same formulas. Theorems 2 and 3 say that such equivalent models and structures can always be found. These translations are also implemented in SMCDEL.
Lemma 1. Suppose we have a knowledge structure
Then, for every formula ϕ over V we have (F , g(w) ) |= ϕ iff (M, w) |= ϕ.
Proof. By induction on ϕ: Use C2 for atomic propositions, note that the boolean semantics are the same, use C1 and C3 for the knowledge operator and show that the conditions carry over to the results of announcements.
We do not give details here because the proof does not provide any new insights: Conditions C1 to C3 describe a special case of a p-morphism between M and the Kripke model encoded by F , see Definition 7 below. Hence their equivalence with respect to the modal language already follows from general invariance results in modal logic [4, §2.1] . The following definition and theorem show that for every knowledge structure there is an equivalent Kripke model. 
Proof. By Lemma 1 using the identity function as g.
Vice versa, for any S5 Kripke model we can find an equivalent knowledge structure. The essential idea is to add propositions as observational variables to encode the relations of each agent. To obtain a simple knowledge structure we should add as few propositions as possible. The method below adds i∈I ceiling(log 2 k i ) propositions where k i is the number of K i -equivalence classes and ceiling(·) denotes the smallest integer not less than the argument. This could be further improved if one were to find a general way of using the propositions already present in the Kripke model as observational variables directly. 
Let V be the set of atomic propositions and their negations from V . Finally, let What we have seen is how the two ways of modeling in this paper, though computationally different, are semantically equivalent. This leads us to consider how their interplay will work in more complex settings. The obvious direction to probe this is the area where DEL unleashes its full power: We now give an outlook how knowledge structures can be generalized to action models. They were first described in [1] and we do not repeat definitions here but refer to [11] for a textbook treatment. What action models are to Kripke frames, the following knowledge transformers are to knowledge structures. The knowledge transformation of a knowledge structure
The two kinds of events discussed above fit well into this general definition: The public announcement of ϕ is the event ((∅, ϕ, ∅ 
Conclusion and Future Work
We have achieved our goal of putting a new engine into DEL by a suitable semantic model transformation. This was shown to work well in various benchmarks, for example the Muddy Children and Russian cards. But there is obviously more to be explored now that we know this. In future work we aim to extend our theoretical framework and the implementation in different directions.
One line would be to use the same models with richer languages, and see whether the parallels that we found still persist. For example, action models with factual change [2] should also be representable as knowledge transformers. They also motivate a new notion of action equivalence which might help to solve a problem with action models where bisimulation had to be replaced with the more complicated notion of action emulation [16] .
Another direction would be to extend the framework to other dynamic phenomena such as belief change or preference change which are usually non-S5. For this we can use the literature on abstraction for transition systems, starting with the seminal [8] . Moreover, BDDs have already been used to model belief change in [21] . Also abstraction ideas from the DEL literature could be implemented and their performance compared, for example the very compact modeling of Muddy Children in [20] and the mental programs from [6] .
But perhaps the deepest issue that we see emerging in our approach is this. While standard logical approaches to information flow assume a sharp distinction between syntax and semantic models, our BDD-oriented approach suggests the existence of a third intermediate level of representation combining features of both that may be the right level to be at, also from a cognitive viewpoint. We leave the exploration of the latter grander program to another occasion.
