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Abstract
We study existence and multiplicity of semi-classical states for the
nonlinear Choquard equation:
−ε2∆v + V (x)v = 1
εα
(Iα ∗ F (v))f(v) in RN ,
where N ≥ 3, α ∈ (0, N), Iα(x) = Aα|x|N−α is the Riesz potential,
F ∈ C1(R,R), F ′(s) = f(s) and ε > 0 is a small parameter.
We develop a new variational approach and we show the existence
of a family of solutions concentrating, as ε → 0, to a local minima
of V (x) under general conditions on F (s). Our result is new also for
f(s) = |s|p−2s and applicable for p ∈ (N+αN , N+αN−2 ). Especially, we can
give the existence result for locally sublinear case p ∈ (N+αN , 2), which
gives a positive answer to an open problem arisen in recent works of
Moroz and Van Schaftingen.
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We also study the multiplicity of positive single-peak solutions and
we show the existence of at least cupl(K) + 1 solutions concentrating
around K as ε → 0, where K ⊂ Ω is the set of minima of V (x) in a
bounded potential well Ω, that is, m0 ≡ infx∈Ω V (x) < infx∈∂Ω V (x)
and K = {x ∈ Ω; V (x) = m0}.
Keywords: Nonlinear Choquard equation, semiclassical states, non-local
nonlinearities, positive solutions, potential well, relative cup-length
AMS Subject Classification: 35Q55, 35Q40, 35J20, 58E05
1 Introduction
In this paper we consider the nonlocal equation
− ε2∆v + V (x)v = 1
εα
(Iα ∗ F (v))f(v) in RN , v > 0, v ∈ H1(RN), (1.1)
where ε > 0 is a positive parameter, N ≥ 3, α ∈ (0, N), Iα : RN \ {0} → R
the Riesz potential defined by
Iα(x) =
Γ(N−α
2
)
Γ(α
2
)πN/22α|x|N−α
and F (s) ∈ C1(R,R) and f(s) = F ′(s).
In 1954 the equation (1.1) with N = 3, α = 2 and F (s) = 1
2
|s|2 was
introduced by Pekar in [41] to describe the quantum theory of a polaron at
rest and in 1976 it was arisen in the work of Choquard on the modeling of
an electron trapped in its own hole, in a certain approximation to Hartree –
Fock theory of one-component plasma [30] (see also [25, 26]). In particular the
equation (1.1) with V ≡ 1 corresponds to the stationary nonlinear Hartree
equation. Indeed if v is a solution of (1.1), then the wave function ψ(x, t) =
eit/εv(x) is a solitary wave of the time-dependent Hartree equation
εiψt = −ε2∆ψ − 1
ε2
(
1
|x| ∗ |ψ|
2)ψ in R× R3. (1.2)
Finally, we recall that the three-dimensional nonlocal equation was also pro-
posed by Penrose [42, 43, 44, 35] in his discussion on the self-gravitational
collapse of a quantum mechanical wave-function and in that context it is
2
known as the Schro¨dinger-Newton equation. Indeed, after a suitable change
of variable, it can be written down as{
−ε2∆φ+ V (x)φ = Uφ,
−∆U = 4πγ|φ|2 (1.3)
where φ : R3 → C, U : R3 → R are unknown functions.
In literature the nonlocal equation (1.1) is usually called the nonlinear
Choquard equation.
In the present paper we are interested to the search of semi-classical states
for the nonlinear Choquard equation, namely solutions to (1.1) which exist
for small values of ε and have a specific behavior as ε tends to 0. We recall
that the semiclassical analysis for nonlinear Schro¨dinger equations has been
largely investigated in the last years, starting from the pioneering paper of
Floer and Weistein [22] (see also [1, 21, 40]).
Concerning the nonlocal case, Wei and Winter [49] established the ex-
istence of a family of solutions of the Schro¨dinger-Newton equations (1.3),
concentrating as ε→ 0 around a non-degenerate critical point of the poten-
tial V (x) when inf V (x) > 0 via a Lyapunov-Schmidt reduction method (see
also [45] when lim inf V (x)|x|γ > 0 for some γ ∈ [0, 1)). We note that the
Lyapunov-Schmidt reduction method relies on the existence and uniqueness
(up to translation) of the positive ground state solution of the limit problem:
−∆u+ u = ( 1|x| ∗ |u|
2)u in R3, (1.4)
which is established by Lieb in [30] (see also [29, 33]). Successively in [14, 19]
variational methods were employed to study the semiclassical analysis for the
three-dimensional magnetic Choquard equation with α = 2 and F (s) = 1
2
|s|2.
In this work by means of a new approach we study the nonlinear Choquard
equation (1.1), where α ∈ (0, N) and f(s) is a general nonlinearity which
does not satisfy a monotonicity assumption nor Ambrosetti-Rabinowitz type
condition [2]. Defining u(x) = v(εx), the equation (1.1) is equivalent to
−∆u+ V (εx)u = (Iα ∗ F (u))f(u) in RN , u > 0, u ∈ H1(RN). (1.5)
Thus, we try to find critical points of the corresponding functional:
Jε(u) =
1
2
∫
RN
|∇u|2+V (εx)u2 dx− 1
2
∫
RN
(Iα∗F (u))F (u) dx : H1(RN)→ R.
(1.6)
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It is natural to ask the existence of a family (uε) of solutions of (1.5), which
concentrates to a local minima of V (x) as ε tends to 0.
To give our main result, we assume that
(f1) f ∈ C(R,R);
(f2) there exists C > 0 such that for every s ∈ R,
|sf(s)| ≤ C(|s|N+αN + |s|N+αN−2 );
(f3) F (s) =
∫ s
0
f(t)dt satisfies
lim
s→0
F (s)
|s|N+αN
= 0, lim
s→+∞
F (s)
|s|N+αN−2
= 0;
(f4) there exists s0 ∈ R, s0 6= 0 such that F (s0) > 0.
(f5) f is odd and f is positive on (0,+∞).
We remark that the conditions (f1)–(f5) are in the spirit of Berestycki and
Lions (see [3, 27, 37]) and cover the case f(s) = |s|p−2s with p ∈ (N+α
N
, N+α
N−2 ).
For V (x), we assume
(V1) V ∈ C(RN ,R), infx∈RN V (x) ≡ V > 0, supx∈RN V (x) <∞.
(V2) There is a bounded domain Ω ⊂ RN such that
m0 ≡ inf
x∈Ω
V (x) < inf
x∈∂Ω
V (x).
We also set
K = {x ∈ Ω; V (x) = m0}. (1.7)
For x0 ∈ K, we have a formal limit problem:
−∆U +m0U = (Iα ∗ F (U))f(U) in RN , U > 0, U ∈ H1(RN), (1.8)
whose solutions are characterized as critical points of
Lm0(u) =
1
2
∫
RN
|∇u|2 +m0u2 dx− 1
2
∫
RN
(Iα ∗ F (u))F (u) dx.
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The nonlinear Choquard equation (1.8) has been introduced and studied by
Ma and Zhao in [34] and successively in [36, 37] (see also the recent survey
[39]). In particular, in [37], Moroz and Van Schaftingen proved that under
(f1)–(f5) the limiting equation (1.8) has a positive ground state solution,
which is radially symmetric about some point (see also [13, 20]).
However, differently from (1.4), we do not have, in general, uniqueness
and non-degeneracy for the ground state solutions of the limit equation (1.8)
and it seems difficult to perform the Lyapunov-Schmidt reduction method
for deriving semiclassical states of (1.5).
In [38], Moroz and Van Schaftingen proved existence of a single-peak
solution for (1.1) concentrating at a local minima of V , when f(s) = |s|p−2s,
p ∈ [2, N+α
N−2 ) using a novel nonlocal penalization technique, and recently in
[48] Yang, Zhang and Zhang showed the existence under (f4), limt→∞
f(t)
t
α+2
N−2
=
0 and
lim
t→0+
f(t)
t
= 0. (1.9)
They also proved the existence of multi-peak solutions, whose each peak
concentrates at different local minimum point of V (x) as ε → 0. Thus, for
a singular perturbation problem, the situation is more delicate and stronger
conditions on the behavior of f(s) as s ∼ 0 are required in [38, 48].
We improve these results. Our main result is
Theorem 1.1 Suppose N ≥ 3, (f1)–(f5), (V1)–(V2) and let K be given in
(1.7). Then (1.1) has at least one positive solution concentrating in K as
ε→ 0.
As a special case, we have
Corollary 1.2 Suppose N ≥ 3 and f(s) = |s|p−2s with p ∈ (N+α
N
, N+α
N−2 ).
Moreover assume (V1)–(V2). Then (1.1) has has at least one positive solu-
tion concentrating in K as ε→ 0.
Remark 1.3 (i) Our Theorem 1.1 and Corollary 1.2 can be applied to the
locally sublinear case, e.g., f(s) = |s|p−2s, p ∈ (N+α
N
, 2). In particular,
it gives a positive answer to an open problem arisen in Moroz and Van
Schaftingen [38, Section 6.1].
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(ii) For f(s) = |s|p−2s, the range (N+α
N
, N+α
N−2 ) of p is optimal for the exis-
tence of nontrivial solutions. In fact, in [36, Theorem 2]. Moroz and
Van Schaftingen showed that there are not nontrivial solutions outside.
To show our Theorem 1.1 and Corollary 1.2, we develop a new variational
argument which relies and extends some works by Byeon and Jeanjean [9]
and Byeon and Tanaka [10, 11]. We remark that in [9, 10, 11] they deal with
singular perturbation problems for nonlinear Schro¨dinger equations, while
our argument also works for the non-local problem (1.1).
Let E(m0) be the least energy level for the limit problem:
E(m0) = inf{Lm0(ω); ω ∈ H1(RN) \ {0}, L′m0(ω) = 0}
and we set for s0 ∈ (0, 12)
Sm0 = {ω ∈ H1(RN) \ {0}; L′m0(ω) = 0, Lm0(ω) = E(m0),
ω(0) = max
x∈RN
ω(x)},
Ŝ = {ω(x/s); ω ∈ Sm0 , s ∈ [1− s0, 1 + s0]}.
We note that Sm0 is compact. We also set for ν > 0 small
Nε(ν) = {u(x) = U(x) + ϕ(x); U ∈ Ŝ, ‖ϕ‖H1 < ν, εβ(u) ∈ Kd0},
where β(u) is a center of mass of u, defined in Section 3 and Kd0 is a neigh-
borhood of K and we try to find critical points of Jε(u) in Nε(ν). We note
that the parameter s is introduced corresponding to the scaling property
of Lm0(u) and our definition of Ŝ, Nε(ν) is slightly different from those in
[9, 10, 11].
Such a localized variational method is used together with a penalization
method in [9, 15, 16] or a tail minimizing operator in [10, 11] to ensure that
concentration of solutions occurs in the desired region. In [9, 15, 16], it
is introduced a penalization term and first a critical point of the penalized
functional is found.
In [10, 11], for a given u ∈ Nε(ν) it is considered a minimizing problem
of type:
minimize {Jε(v); v ∈ H1(RN), v(x) = u(x), for |x− β(u)| ≥ R,
‖v‖H1(|x−β(u)|≥R) < ν} (R≫ 1) (1.10)
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and it is defined the tail minimizing operator as a unique minimizer of (1.10),
which helps to control the behavior of solutions outside small balls. Indeed,
to justify such approaches, in [9, 15, 16] it is necessary to show that solutions
of penalized problems are small in the penalized region and this fact relies on
the decay property of linear equations outside small balls. To this aim it is
crucial the exponential decay of solutions, which are valid if f(s) = |s|p−2s,
p ∈ [2, N+α
N−2 ) or (1.9) holds. Of course, for the argument in [10, 11], solvability
and uniqueness of solutions of the minimizing problem (1.10) is required.
Moreover we note that Jε(u) defined in (1.6) is well-defined and of class
C1 on H1(RN) under the conditions (f1)–(f5), especially for f(s) = |s|p−2s,
p ∈ (N+α
N
, N+α
N−2 ). However for a given u ∈ H1(RN), the minimizing problem
(1.10) (or corresponding linear problem) outside small balls is not solvable
due to non-local feature of the problem under (f1)–(f5) and in [38, 48], the
authors assume f(s) = |s|p−2s, p ∈ [2, N+α
N−2 ) or (1.9). Actually in [38], cases
p ∈ (2, N+α
N−2 ) and p = 2 are discussed separately. See [38], especially Section
6.1.
In this paper we take a new approach, which is inspired by [10, 11], and
we find an operator τε, which has similar properties to the tail minimizing
operator in [10, 11], via a deformation argument. Our operator τε : Nε(ν)→
Nε(5ν) has the following properties:
τε(u)(x) = u(x) for |x− β(u)| ≤ 1√
ε
,
Jε(τε(u)) ≤ Jε(u),
‖τε(u)‖H1(|x−β(u)|≥ 2√
ε
) ≤ ρ˜ε,
where ρ˜ε is independent of u ∈ Nε(ν) and ρ˜ε → 0 as ε→ 0.
Using the operator τε together with the standard deformation argument,
we can directly deal with Jε(u) in Nε(ν). Virtue of our approach is the
following; first we can find a critical point without introducing penalization,
which simplifies the argument, second, we argue without linear equations
outside small balls nor the uniform exponential decay of solutions, so we
are able to deal with locally sublinear case, for example, f(s) = |s|p−2s,
p ∈ (N+α
2
, 2). We believe that our new approach is applicable to a wide class
of singular perturbation problems.
We also study a multiplicity of positive single-peak solutions of (1.1)
under (f1)–(f5), relating the number of positive solutions to the topology of
the critical set K of V (x) in the spirit of well-known results Bahri, Coron
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[4] and Benci, Cerami [6, 7, 8] for semilinear elliptic problems with Dirichlet
boundary condition.
Analysis of the topological changes between two level sets of Jε(u) in a
small neighborhood Nε(ν) of expected solutions is essential in our argument.
This approach is taken for nonlinear Schro¨dinger equation and nonlinear
magnetic Schro¨dinger equations in [15, 16]. We extend these ideas to non-
local setting. We note that we do not require any monotonicity assumption
on f . As a consequence we can not use advantage of Nehari manifolds and
we use relative category and cup-length to estimate the topological changes.
Our result is
Theorem 1.4 Suppose N ≥ 3 and that (f1)–(f5) and (V1)–(V2) hold. Then,
for sufficiently small ε > 0, (1.1) has at least cupl(K)+1 positive solutions viε,
i = 1, . . . , cupl(K) + 1 concentrating as ε→ 0 in K, where cupl(K) denotes
the cup-length defined with Alexander-Spanier cohomology with coefficients
in the field F.
Remark 1.5 If K = SN−1, the N − 1 dimensional sphere in RN , then
cupl(K) + 1 = cat(K) = 2. If K = TN is the N-dimensional torus, then
cupl(K) + 1 = cat(K) = N + 1. However in general cupl(K) + 1 ≤ cat(K).
Remark 1.6 When we say that the solutions viε, i = 1, . . . , cupl(K) + 1 of
Theorem 1.4 (vε of Theorem 1.1 resp.) concentrate when ε → 0 in K, we
mean that there exists a maximum point xiε of v
i
ε (xε of vε resp.) such that
limε→0 dist(xiε, K) = 0 (limε→0 dist(xε, K) = 0 resp.) and that for any such
xiε, w
i
ε(x) = v
i
ε(ε(x + x
i
ε)) (wε(x) = vε(ε(x + xε)) resp.) converges, up to a
subsequence, uniformly to a least energy solution U of (1.8).
Since Theorem 1.1 can be regarded as a special case of Theorem 1.4, we
mainly deal with Theorem 1.4. To study our non-local problem, we develop
several new tools.
This paper is organized as follows: In Section 2, we develop useful esti-
mates for a non-local term
∫
RN
(Iα ∗ F (u))F (u) dx, which we use throughout
this paper. In Section 3, we study the limit problem (1.8). As a typical
feature of (1.8), the problem has 3 different types of homogeneities and we
employ new ideas as a new Pohozaev type function Λ(u). This method can
be useful to study other elliptic problem involving different types of scaling.
We also introduce a center of mass in Nε(ν). In Section 4,we give a gradient
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estimate of Jε(u) in a neighborhood of ∂Nε(ν), which will play an essential
role in the proof. In Section 5, we develop a deformation argument for a tail
of u ∈ Nε(ν), i.e., outside small balls, to construct a map τε. In Sections 6–7,
using ideas from [15, 16], we analyze change of the topology of level sets of
Jε(u) in Nε(ν) via relative cup-length and give a proof of Theorem 1.4.
For Theorem 1.1, we can give a simpler proof without using cup-length nor
category, which we believe of interest itself. We give an outline of the simpler
proof in Section 8, in which we use a localized mountain pass argument.
2 Preliminaries
In what follows we use the notation:
‖u‖H1 =
(∫
RN
|∇u|2 + u2 dx
)1/2
,
‖u‖r =
(∫
RN
|u|r dx
)1/r
for r ∈ [1,∞),
B(p, R) = {x ∈ RN ; |x− p| < R},
B(p, R)c = RN \B(p, R) for p ∈ RN and R > 0.
We study the multiplicity of solutions to (1.5) via a variational method. That
is, we look for critical points of the functional Jε ∈ C1(H1(RN),R) defined
by
Jε(u) =
1
2
‖∇u‖22 +
1
2
∫
RN
V (εx)u2 dx− 1
2
D(u)
where D(u) = ∫
RN
(Iα ∗ F (u))F (u) dx. The critical points of Jε are clearly
solutions of (1.5).
Proposition 2.1 Let p, r > 1 and α ∈ (0, N) with 1
p
+ 1
r
= N+α
N
. Then there
exists a constant C = C(N,α, p, r) > 0 such that∣∣∣∣∫
RN
(Iα ∗ f)g dx
∣∣∣∣ ≤ C‖f‖p‖g‖r (2.1)
for all f ∈ Lp(RN ) and g ∈ Lr(RN).
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Proposition 2.1 can be derived from the following generalized Hardy-
Littlewood-Sobolev inequality. In the following proposition, Lqw(R
N) is the
weak Lq space. See [31, 32] for the definition. We denote by ‖ · ‖q,w the usual
norm in Lqw(R
N).
Proposition 2.2 Let p, q, r ∈ (1,∞) satisfies 1
p
+ 1
q
+ 1
r
= 2. Then there
exists a constant Np,q,r > 0 such that for any f ∈ Lp(RN), g ∈ Lr(RN) and
h ∈ Lqw(RN)∣∣∣∣∫
RN×RN
f(x)h(x− y)g(y) dx dy
∣∣∣∣≤ Np,q,r‖f‖p‖g‖r‖h‖q,w. (2.2)
In what follows, we denote various constants, which are independent of
u ∈ H1(RN), by C, C ′, C ′′, · · · .
By Proposition 2.1, we have for u, v ∈ H1(RN )
|D(u)| ≤ C‖F (u)‖22N
N+α
≤ C
(
‖u‖22 + ‖u‖
2N
N−2
2N
N−2
)N+α
N
,
|D′(u)u| ≤ C‖F (u)‖ 2N
N+α
‖f(u)u‖ 2N
N+α
≤ C ′
(
‖u‖22 + ‖u‖
2N
N−2
2N
N−2
)N+α
N
,
|D′(u)v| ≤ C‖F (u)‖ 2N
N+α
‖f(u)v‖ 2N
N+α
≤ C ′
(
‖u‖22 + ‖u‖
2N
N−2
2N
N−2
)N+α
2N
(
‖u‖
2α
N+α
2 + ‖u‖
2N
N−2
2+α
N+α
2N
N−2
)N+α
2N
‖v‖H1.
We also have
Jε(u) ≥ 1
2
‖∇u‖22 +
V
2
‖u‖22 − C‖F (u)‖22N
N+α
,
J ′ε(u)u ≥ ‖∇u‖22 + V ‖u‖22 − C‖F (u)‖ 2N
N+α
‖f(u)u‖ 2N
N+α
.
In particular, Jε(u) has mountain pass geometry uniformly in ε ∈ (0, 1] and
we have
Corollary 2.3 There exist ν0 > 0 and c0 > 0 such that
Jε(u) ≥ c0‖u‖2H1, J ′ε(u)u ≥ c0‖u‖2H1
for all u ∈ H1(RN) with ‖u‖H1 ≤ ν0.
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For latter uses, we give
Lemma 2.4 Let p, r > 1 and α ∈ (0, N) with 1
p
+ 1
r
< N+α
N
. Then there
exists a constant DR > 0 depending on R > 0 such that
DR → 0 as R→∞
and ∣∣∣∣∫
RN
(Iα ∗ f)g dx
∣∣∣∣ ≤ DR‖f‖p‖g‖r
for all f ∈ Lp(RN ) and g ∈ Lr(RN) with dist(supp f, supp g) ≥ R.
Proof. We set
IRα (x) =
{
1
|x|N−α if |x| ≥ R,
0 if |x| < R.
We note that ‖IRα ‖ N
N−α ,w
remains bounded as R→∞ but ‖IRα ‖ N
N−α ,w
6→ 0 as
R→∞, while ‖IRα ‖q → 0 as R→∞ for any q ∈ ( NN−α ,∞).
For 1
p
+ 1
r
< N+α
N
, we find q ∈ ( N
N−α ,∞) such that 1p + 1q + 1r = 2. For
f ∈ Lp(RN) and g ∈ Lr(RN) with dist(supp f, supp g) ≥ R, the Hausdorff-
Young inequality implies∣∣∣∣∫
RN
(Iα ∗ f)g dx
∣∣∣∣ = ∣∣∣∣∫
RN
(IRα ∗ f)g dx
∣∣∣∣ ≤ ‖IRα ‖q‖f‖p‖g‖r.
Setting DR = ‖IRα ‖q, we have the conclusion.
As a corollary to Proposition 2.1 and Lemma 2.4, we have
Corollary 2.5 Suppose that F (s) : R → R satisfy (f1)–(f3). Then there
exists a constant mR > 0 such that
mR → 0 as R→∞
and for any u ∈ H1(RN) and g ∈ L 2NN+α (RN) with dist(supp u, supp g) ≥ R∣∣∣∣∫
RN
(Iα ∗ F (u))g dx
∣∣∣∣ ≤ mRσ(‖u‖H1)N+α2N ‖g‖ 2NN+α ,
where
σ(t) = t2 + t
2N
N−2 . (2.3)
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Proof. We fix q ∈ (2, 2N
N−2) and write q =
2N
N−2θ with θ ∈ (N−2N , 1). By (f3),
for any δ > 0 there exists Cδ > 0 such that
|F (s)| ≤ δσ(s)N+α2N + Cδ|s|qN+α2N for all s ∈ R.
Setting
H1(s) =
{
δσ(s)
N+α
2N if |F (s)| ≥ δσ(s)N+α2N ,
|F (s)| if |F (s)| < δσ(s)N+α2N ,
H2(s) = |F (s)| −H1(s),
we have
|F (s)| = H1(s) +H2(s),
H1(s) ≤ δσ(s)N+α2N ,
H2(s) ≤ Cδ|s|qN+α2N .
We note for u ∈ H1(RN)
‖H1(u)‖ 2N
N+α
≤ δ
(
‖u‖22 + ‖u‖
2N
N−2
2N
N−2
)N+α
2N
≤ δC ′σ(‖u‖H1)N+α2N ,
‖H2(u)‖ 2N
N+α
1
θ
≤ Cδ‖u‖q
N+α
2N
q/θ = Cδ‖u‖
qN+α
2N
2N
N−2
≤ C ′δ‖u‖q
N+α
2N
H1
≤ C ′′δ σ(‖u‖H1)
N+α
2N .
Thus,∣∣∣∣∫
RN
(Iα ∗ F (u))g dx
∣∣∣∣ ≤ ∫
RN
(Iα ∗H1(u))|g| dx+
∫
RN
(Iα ∗H2(u))|g| dx
≤ C‖H1(u)‖ 2N
N+α
‖g‖ 2N
N+α
+DR‖H2(u)‖ 2N
N+α
1
θ
‖g‖ 2N
N+α
,
≤ (CC ′δ +DRC ′′δ )σ(‖u‖H1)
N+α
2N ‖g‖ 2N
N+α
.
We set
mR ≡ sup
u∈H1(RN )\{0}
∣∣∫
RN
(Iα ∗ F (u))g dx
∣∣
σ(‖u‖H1)N+α2N ‖g‖ 2N
N+α
≤ CC ′δ +DRC ′′δ .
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It follows from Lemma 2.4 that
lim sup
R→∞
mR ≤ CC ′δ.
Since δ > 0 is arbitrary, we have mR → 0 as R→∞.
For R > 0 we choose functions ζR(s), ζ˜R(s) ∈ C∞(R,R) such that
ζR(s) =
{
1 for s ≤ R,
0 for s ≥ R + 2, ζ˜R(s) =
{
0 for s ≤ R − 2,
1 for s ≥ R, (2.4)
and ζR(s), ζ˜R(s) ∈ [0, 1], −ζ ′R(s), ζ˜ ′R(s) ∈ [0, 1] for all s ∈ R. We also set
χR(s) =
{
1 for s ≤ R,
0 for s > R
, χ˜R(s) = 1− χR(s).
Corollary 2.6 For a fixed M > 0, suppose that u, v ∈ H1(RN) satisfy
‖u‖H1, ‖v‖H1 ≤M.
Then there exist C1, C2 > 0 such that for any p ∈ RN and R, L > 4 we have
(i) |D(u)−D(ζR(|x−p|)u)−D(ζ˜R+L(|x−p|)u)| ≤ C1‖u‖
N+α
N
H1(|x−p|∈[R,R+L])+
C2mL.
(ii) |D′(u)v −D′(ζR(|x− p|)u)(ζR(|x− p|)v)
−D′(ζ˜R+L(|x− p|)u)(ζ˜R+L(|x− p|)v)|
≤ C1max{‖u‖H1(|x−p|∈[R,R+L]), ‖v‖H1(|x−p|∈[R,R+L])}N+αN + C2mL.
(iii) |(D′(u)−D′(ζ˜R+L(|x− p|)u))(ζ˜R+L(|x− p|)v)|
≤ C1max{‖u‖H1(|x−p|∈[R,R+L]), ‖v‖H1(|x−p|∈[R,R+L])}N+αN + C2mL.
Proof. We may assume p = 0 and we prove just (ii). (i) and (iii) can be
shown in a similar way.
We note that
D′(u)v =
∫
RN
(Iα ∗ F (u))f(u)v dx.
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We set
FA = F (χR(|x|)u), FB = F (χ˜R+L(|x|)u),
FC = F ((1− χR(|x|)− χ˜R+L(|x|))u),
gA = f(χR(|x|)u)χR(|x|)v, gB = f(χ˜R+L(|x|)u)χ˜R+Lv(|x|),
gC = f((1− χR(|x|)− χ˜R+L(|x|))u)((1− χR(|x|)− χ˜R+L(|x|))v).
We also set δ = max{‖u‖H1(|x|∈[R,R+L]), ‖v‖H1(|x|∈[R,R+L])}.
First we show for some constants C1, C2 > 0 independent of u, v∣∣∣∣∫
RN
(Iα ∗ F (u))f(u)v dx−
∫
RN
(Iα ∗ FA)gA dx−
∫
RN
(Iα ∗ FB))gB dx
∣∣∣∣
≤ C1δN+αN + C2mL. (2.5)
In fact, ∫
RN
(Iα ∗ F (u))v dx
=
∫
RN
(Iα ∗ (FA + FB + FC))(gA + gB + gC) dx
=
∫
RN
(Iα ∗ FA)gA dx+
∫
RN
(Iα ∗ FB)gB dx
+
∫
RN
(Iα ∗ FA)gB dx+
∫
RN
(Iα ∗ FB)gA dx
+
∫
RN
(Iα ∗ FC)(gA + gB) dx+
∫
RN
(Iα ∗ (FA + FB))gC dx
+
∫
RN
(Iα ∗ FC)gC dx
By Corollary 2.5,∣∣∣∣∫
RN
(Iα ∗ FA)gB dx+
∫
RN
(Iα ∗ FB)gA dx
∣∣∣∣ ≤ CmL.
We can easily see that for some constant C depending only on M
‖FA‖ 2N
N+α
, ‖FB‖ 2N
N+α
, ‖gA‖ 2N
N+α
, ‖gB‖ 2N
N+α
≤ C,
‖FC‖ 2N
N+α
, ‖gC‖ 2N
N+α
≤ CδN+αN .
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Thus we get (2.5).
Since
‖FA − F (ζRu)‖ 2N
N+α
, ‖FB − F (ζ˜R+Lu)‖ 2N
N+α
,
‖gA − f(ζRu)(ζRv)‖ 2N
N+α
, ‖gB − f(ζ˜R+Lu)(ζ˜R+Lv)‖ 2N
N+α
≤ CδN+αα ,
we have the conclusion (ii).
We will use Corollary 2.6 with M = supω∈Sm0 , s∈[ 12 , 32 ] ‖ω(x/s)‖H1 + 1 re-
peatedly.
3 Limit problem
3.1 Limit problem
Let m0, K be introduced in (V2). For d > 0, let Kd = {x ∈ RN ; infy∈K |x−
y| < d} be a d-neighborhood of K.
In what follows we denote K = {x ∈ Ω; V (x) = m0} where m0 is intro-
duced in (V1) and Kd a d-neighborhood of K.
We can choose d0 > 0 small such that K2d0 ⊂ Ω and
V (x) ≥ m0 + ρ0 for all x ∈ K2d0 \K 1
2
d0 (3.1)
for some ρ0 > 0 and the conclusion of Lemma 7.5 in the following Section 7
holds for d = d0.
For a > 0 we define a functional La ∈ C1(H1(RN),R) by
La(u) =
1
2
‖∇u‖22 +
a
2
‖u‖22 −
1
2
D(u).
Especially Lm0(u) is associated to the limit problem
−∆u+m0u = (Iα ∗ F (u))f(u), u ∈ H1(RN). (3.2)
We denote by E(m0) the least energy level for (3.2). That is,
E(m0) = inf{Lm0(u); u 6= 0, L′m0(u) = 0}.
In [37] it is proved that there exists a least energy solution of (3.2) if (f1)–
(f4) are satisfied. They proved that if f is odd and has a constant sign on
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(0,+∞), then every ground state solution of (3.2) has constant sign and is
radially symmetric with respect to some point in RN .
Also it is showed that each solution of (3.2) satisfies the Pohozaev’s iden-
tity
N − 2
2
‖∇u‖22 +
N
2
m0‖u‖22 =
N + α
2
D(u). (3.3)
We set
Sm0 = {ω ∈ H1(RN)\{0}; L′m0(ω) = 0, Lm0(ω) = E(m0), ω(0) = max
x∈RN
ω(x)}.
Arguing as in [37] we can prove that Sm0 is compact in H
1(RN) and that
its elements have a uniform decay. Especially,
‖ω‖H1(B(0,R)c) → 0 as R→∞ uniformly in ω ∈ Sm0 . (3.4)
Moreover, they have a uniform exponential decay if lim sups→0
f(x)
s
<∞ and
they have a uniform polynomial decay if F (s) = |s|p with p ∈ (N+α
N
, 2). See
Moroz-Van Schaftingen [36].
3.2 A Pohozaev type function
To study the scaling property of the limit equation (3.2), we define a func-
tional
J(λ, u) = Lm0(u(·/λ)) =
λN−2
2
‖∇u‖22 +m0
λN
2
‖u‖22 −
λN+α
2
D(u).
For any u ∈ H1(RN) \ {0}, we have
∂
∂λ
J(λ, u) =
(N − 2)λN−3
2
‖∇u‖22 +m0
NλN−1
2
‖u‖22 −
(N + α)λN+α−1
2
D(u).
Since limλ→0+ 1λN−2J(λ, u) > 0, limλ→∞ J(λ, u) = −∞ and moreover for any
critical point λ ∈ (0,∞) of λ 7→ J(λ, u),
∂2
∂λ2
J(λ, u) = −
{
(α + 2)(N − 2)
2
λN−4‖∇u‖22 +
αNm0
2
λN−2‖u‖22
}
< 0,
we observe that for any u ∈ H1(RN) \ {0}, (0,∞) → R; λ 7→ J(λ, u) has a
unique critical point Λ(u), which is a non-degenerate local maximum. We
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note that Λ(u) : H1(RN) \ {0} → R is continuous and by the Pohozaev
identity,
Λ(u) = 1 for all u ∈ Sm0 . (3.5)
We also have
Λ(u) = s for u = ω(
x− p
s
) with ω ∈ Sm0 , s > 0, p ∈ RN . (3.6)
Lemma 3.1 There exist C0 > 0 and s0 ∈ (0, 12) such that for any v ∈
H1(RN) \ {0} with Λ(v) = 1 and s ∈ [1− 2s0, 1 + 2s0]
Lm0(v(
x
s
)) ≥ E(m0)(1− C0(s− 1)2).
Proof. As in [37] (see also [28]), we can prove the following characterization:
E(m0) = inf{Lm0(u); u 6= 0, Λ(u) = 1}. (3.7)
For v ∈ H1(RN) \ {0} with Λ(v) = 1 and s > 0,
Lm0(v(
x
s
)) =
sN−2
2
‖∇v‖22 +
sN
2
m0‖v‖22 −
sN+α
2
D(v)
=
1
2
(sN−2 − N − 2
N + α
sN+α)‖∇v‖22 +
1
2
(sN − N
N + α
sN+α)m0‖v‖22
≡ 1
2
g(s)‖∇v‖22 +
1
2
h(s)m0‖v‖22.
It is easy to see that g(s) and h(s) take their unique maxima at s = 1 and
g′′(1) < 0, h′′(1) < 0. Thus there exists C0 > 0 and s0 ∈ (0, 12) such that
g(s) ≥ g(1)(1− C0(s− 1)2),
h(s) ≥ h(1)(1− C0(s− 1)2)
for all s ∈ [1− 2s0, 1 + 2s0]. Therefore we have
Lm0(v(
x
s
)) ≥
(
1
2
g(1)‖∇v‖22 +
1
2
h(1)m0‖v‖22
)
(1− C0(s− 1)2)
= Lm0(v)(1− C0(s− 1)2).
By (3.7), we have the conclusion of Lemma 3.1.
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Corollary 3.2 Assume that u ∈ H1(RN) \ {0} satisfies Λ(u) ∈ [1− 2s0, 1 +
2s0]. Then
Lm0(u) ≥ E(m0)(1− C0(Λ(u)− 1)2).
Proof. Set v(x) = u(Λ(u)x). Then we have Λ(v) = 1 and v(x) = v( x
Λ(u)
).
Thus Corollary 3.2 follows from Lemma 3.1.
Corollary 3.3 Choosing s0 smaller, there exists δ0 > 0 such that for all
ω ∈ Sm0 and s ∈ [1− 2s0, 1 + 2s0]
Lm0+ρ0(ω(
x
s
)) ≥ E(m0) + 3δ0. (3.8)
Proof. Let s0 ∈ (0, 12) be given in Lemma 3.1. For ω ∈ Sm0 and s ∈
[1− 2s0, 1 + 2s0] we have
Lm0+ρ0(ω(
x
s
)) = Lm0(ω(
x
s
)) +
1
2
ρ0‖ω(x
s
)‖22
≥ E(m0)(1− C0(s− 1)2) + 1
2
ρ0 min
ω∈Sm0 , s∈[1−2s0,1+2s0]
‖ω(x
s
)‖22.
Setting δ0 =
1
6
ρ0minω∈Sm0 , s∈[1−2s0,1+2s0] ‖ω(xs )‖22 > 0, and choosing a smaller
s0, we have (3.8).
In what follows, we fix s0 ∈ (0, 12) for which the conclusion of Lemma 3.1
and (3.8) holds.
3.3 A center of mass
Let s0 ∈ (0, 12) be the number given at the end of the previous section. We
set
Ŝ = {ω(x− p
s
); ω ∈ Sm0 , p ∈ RN , s ∈ [1− s0, 1 + s0]}.
We also set
ρ̂(u) = inf
U∈Ŝ
‖u− U‖H1
= inf{‖u− ω(x− p
s
)‖H1 ; ω ∈ Sm0 , p ∈ RN , s ∈ [1− s0, 1 + s0]}.
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For ν > 0 small we denote ν-neighborhood of Ŝ by Ŝ(ν):
Ŝ(ν) = {u ∈ H1(RN); ρ̂(u) < ν}
= {ω(x− p
s
) + ϕ(x); ω ∈ Sm0 , p ∈ RN , s ∈ [1− s0, 1 + s0], ‖ϕ‖H1 < ν}.
By the compactness of Sm0 and (3.5), we have
Lemma 3.4 There exists ν1 > 0 such that for all u ∈ Ŝ(ν1)
Λ(u) ∈ [1− 2s0, 1 + 2s0].
Following [10, 11, 15] for ν2 > 0 small we introduce a center of mass in
ν2-neighborhood Ŝ(ν2) of Ŝ.
Lemma 3.5 There exist ν2 > 0, R0 > 0 and a map β : Ŝ(ν2) → RN such
that
|β(u)− p| ≤ R0
for all u(x) = ω(x−p
s
)+ϕ(x) ∈ Ŝ(ν2) with p ∈ RN , ω ∈ Sm0 , s ∈ [1−s0, 1+s0],
‖ϕ‖H1 < ν2. Moreover, β(u) has the following properties:
(i) β(u) is shift equivariant, that is,
β(u(x− y)) = β(u(x)) + y for all u ∈ Ŝ(ν2) and y ∈ RN .
(ii) β(u) is locally Lipschitz continuous, that is, there exist constants c1,
c2 > 0 such that
|β(u)− β(v)| ≤ c1‖u− v‖H1 for all u, v ∈ Ŝ(ν2) with ‖u− v‖H1 ≤ c2.
(iii) β(ω(x−p
s
)) = p for all p ∈ RN , ω ∈ Sm0, s ∈ [1− s0, 1 + s0].
The proof is given in [10, 11] in a slightly different situation. We give here a
simple proof.
Proof. Set S˜m0 = {U(x) = ω(xs ); ω ∈ Sm0 , s ∈ [1 − s0, 1 + s0]}. Then we
have Ŝ = {U(x− p); U ∈ S˜m0 , p ∈ RN}.
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Taking into account that S˜m0 is compact and the uniform decay (3.4),
we can define r∗ = minU∈S˜m0 ‖U‖H1 > 0 and choose R∗ > 1 such that for
U ∈ S˜m0
‖U‖H1(|x|≤R∗) >
3
4
r∗ and ‖U‖H1(|x|≥R∗) <
1
8
r∗.
For u ∈ H1(RN) and p ∈ RN , we define
d(p, u) = ψ
(
inf
U∈S˜m0
‖u− U(x− p)‖H1(|x−p|≤R∗)
)
,
where ψ ∈ C∞0 (R,R) is such that
ψ(r) =
{
1 r ∈ [0, 1
4
r∗],
0 r ∈ [1
2
r∗,∞),
ψ(r) ∈ [0, 1] for all r ∈ [0,∞).
Now let
β(u) =
∫
RN
q d(q, u) dq∫
RN
d(q, u) dq
for u ∈ Ŝ(1
8
r∗).
We shall show that β has the desired property.
Let u ∈ Ŝ(1
8
r∗) and write u(x) = U(x− p) +ϕ(x) with U ∈ S˜m0 , p ∈ RN ,
‖ϕ‖H1 ≤ 18r∗.
Then for |q − p| ≥ 2R∗ and U˜ ∈ S˜m0 we have
‖u− U˜(x− q)‖H1(|x−q|≤R∗) ≥ ‖U˜(x− q)‖H1(|x−q|≤R∗)
−‖U(x− p)‖H1(|x−p|≥R∗) −
1
8
r∗
>
3
4
r∗ − 1
8
r∗ − 1
8
r∗ =
1
2
r∗.
Thus d(q, u) = 0 for |q − p| ≥ 2R∗. We can also see that, for small r > 0
d(q, u) = 1 for |q − p| < r.
Thus B(p, r) ⊂ supp d(·, u) ⊂ B(p, 2R∗). Therefore β(u) is well-defined and
we have
β(u) ∈ B(p, 2R∗) for u ∈ Ŝ(1
8
r∗).
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Shift equivariance and locally Lipschitz continuity of β can be checked easily.
Setting ν2 =
1
8
r∗ and R0 = 2R∗, we have the desired result.
Using this lemma we have
Lemma 3.6 For δ0 > 0 given in Corollary 3.3, we have for ε > 0 small
Jε(ω(
x− p/ε
s
)) ≥ E(m0) + 2δ0.
for all ω ∈ Sm0, s ∈ [1− s0, 1 + s0], p ∈ K 3
2
d0
\K 1
2
d0
.
Proof. For ω ∈ Sm0 , s ∈ [1− s0, 1 + s0], we have
Jε(ω(
x− p/ε
s
)) = LV (p)(ω(x/s)) +
1
2
∫
RN
(V (εx+ p)− V (p))ω(x/s)2 dx
≥ Lm0+ρ0(ω(x/s)) + o(1),
where o(1) tends to zero as ε→ 0.
By (3.8), we have the desired result for ε > 0 small.
It follows the corollary:
Lemma 3.7 There exists ν3 > 0 such that for ε > 0 small
Jε(u) ≥ E(m0) + δ0
for all u ∈ Ŝ(ν3) with εβ(u) ∈ K 5
4
d0
\K 3
4
d0
.
Proof. For u(x) = ω(x−p/ε
s
) + ϕ(x) with ‖ϕ‖H1 < ν2, we have
|εβ(u)− p| ≤ ε|β(u)− p
ε
| ≤ εR0.
Thus εβ(u)→ p as ε → 0 and for ε > 0 small, εβ(u) ∈ K 5
4
d0
\K 3
4
d0
implies
p ∈ K 3
2
d0
\K 1
2
d0
. Since
Jε(u)− Jε(ω(x− p/ε
s
))→ 0
uniformly as ‖ϕ‖H1 → 0, Lemma 3.6 implies the conclusion of Lemma 3.7
for small ν3 > 0.
,
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4 Gradient estimates
For ν > 0 small, we set
Nε(ν) = {u ∈ Ŝ(ν); εβ(u) ∈ Kd0}.
We give the following ε-dependent concentration-compactness type result,
which will give a useful gradient estimate later in Corollary 4.2.
Proposition 4.1 For sufficiently small ν4 > 0, Jε(u) has the following prop-
erty: Let (εj) ⊂ (0, 1) be a sequence such that εj → 0 as j → +∞ and let
(uj) ⊂ H1(RN ) be such that uj ∈ Nεj(ν4) and
Jεj (uj)→ E(m0), (4.1)
J ′εj (uj)→ 0 as j → +∞. (4.2)
Then there exist, up to a subsequence, (pj) ⊂ RN , p0 ∈ K and ω0 ∈ Sm0 such
that pj → p0 and
‖uj
(·+ pj
εj
)− ω0‖H1 → 0 as j → +∞.
Proof. Choose ν ∈ (0,min{ν0, ν1, ν2, ν3}) such that
ν <
1
2
min{‖ω(x/s)‖H1(B(0,R0)); ω ∈ Sm0 , s ∈ [1− s0, 1 + s0]}.
Suppose that uj ∈ Nεj (ν) satisfies (4.1)–(4.2). Setting pj = εjβ(uj) ∈ Kd0 ,
we have for some p0 ∈ Kd0 and u0 ∈ H1(RN)
uj(x+
pj
εj
)⇀ u0(x) 6= 0 weakly in H1(RN),
pj → p0 ∈ Kd0 .
We will show that uj(x+
pj
εj
)→ u0(x) strongly in H1(RN) and p0 ∈ K.
Step 1: For large n ∈ N and j ∈ N, there exists knj ∈ {1, 2, · · · , n} such that
‖uj‖2H1(An
kn
j
) ≤
4ν2
n
,
22
where
Ank = {x ∈ RN ; nk ≤ |x−
pj
εj
| ≤ n(k + 1)}.
In fact, for large n we may assume ‖uj‖H1(B(pj
εj
,n)c)
≤ 2ν. Since
n∑
k=1
‖uj‖2H1(Ank ) ≤ ‖uj‖
2
H1(B(
pj
εj
,n)c)
≤ 4ν2,
we can find a knj ∈ {1, 2, · · · , n} with the desired property.
For knj given in Step 1, we set
vnj (x) = ζ˜n(knj +1)(|x−
pj
εj
|)uj(x),
where ζ˜R(s) is given in (2.4).
Step 2: lim sup
j→∞
|J ′ε(vnj )vnj | ≤ Cn, where Cn > 0 satisfies Cn → 0 as n→∞.
We compute
(J ′εj (uj)− J ′εj(vnj ))vnj
=
∫
RN
(∇uj −∇vnj )∇vnj + V (εjx)(uj − vnj )vnj dx−
1
2
(D′(uj)−D′(vnj ))vnj
= (I) + (II).
Clearly,
|(I)| ≤ C‖uj‖2H1(An
kn
j
) ≤ C
4ν2
n
.
By Corollary 2.6 (iii),
|(II)| ≤ C1‖uj‖
N+α
N
H1(An
kn
j
) + C2mn ≤ C1(
4ν2
n
)
N+α
2N + C2mn.
Since J ′εj (uj)→ 0, we have Step 2.
Step 3: lim sup
j→∞
‖uj(x + pj
εj
)‖H1(B(0,n(n+1))c) ≤ C ′n, where C ′n > 0 satisfies
C ′n → 0 as n→∞.
By Corollary 2.3, we have
lim sup
j→∞
‖vnj ‖H1 ≤
1
c0
Cn.
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Since ‖uj‖H1(B(pj
εj
,n(n+1))c)
≤ ‖vnj ‖H1 , we have Step 3.
Step 4: uj(x+
pj
εj
)→ u0 strongly in H1(RN).
Set wj(x) = uj(x+
pj
εj
). Since wj ⇀ u0 weakly in H
1(RN), we have wj → u0
strongly in Lqloc(R
N) for any q ∈ [2, 2N
N−2). By Step 3, we have
lim
n→∞
lim sup
j→∞
‖wj‖Lq(B(0,n(n+1))c) = 0
for any q ∈ [2, 2N
N−2 ]. Thus we have wj → u0 strongly in Lq(RN) for any
q ∈ [2, 2N
N−2), which implies
D′(wj)→ D′(u0) strongly in H−1(RN).
We compute
‖∇wj‖22 + V (p0)‖wj‖22 = ‖∇wj‖22 +
∫
RN
V (εjx+ pj)w
2
j dx+ o(1)
= ‖∇uj‖22 +
∫
RN
V (εjx)u
2
j dx+ o(1) = J
′
εj
(uj)uj +
1
2
D′(uj)uj + o(1)
=
1
2
D′(uj)uj + o(1) = 1
2
D′(wj)wj + o(1)
=
1
2
D′(u0)u0.
Similarly,
‖∇u0‖22 + V (p0)‖u0‖22
=
∫
RN
∇wj∇u0 + V (p0)wju0 dx+ o(1)
=
∫
RN
∇wj∇u0 + V (εjx+ p0)wju0 dx+ o(1)
=
∫
RN
∇uj∇u0(x− pj
εj
) + V (εjx)uju0(x− pj
εj
) dx+ o(1)
= J ′εj(uj)u0(x−
pj
εj
) +
1
2
D′(uj)u0(x− pj
εj
) + o(1)
=
1
2
D′(uj)u0(x− pj
εj
) + o(1)
=
1
2
D′(wj)u0 + o(1)
=
1
2
D′(u0)u0.
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Thus we have ‖∇wj‖22+ V (p0)‖wj‖22 → ‖∇u0‖22 + V (p0)‖u0‖22, which implies
the conclusion of Step 4.
Step 5: Conclusion.
We show that p ∈ K and u0 is a least energy solution of
−∆u+m0u = (Iα ∗ F (u))f(u) in RN . (4.3)
By (4.2), we have for any ϕ ∈ C∞0 (RN ,R)
J ′εj(uj)ϕ(x−
pj
εj
)→ 0,
from which we have∫
RN
∇u0∇ϕ+ V (p0)u0ϕdx− 1
2
D′(u0)ϕ = 0.
Thus u0 is a solution of (4.3). We also have
Jεj(uj)→
1
2
‖∇u0‖22 +
1
2
V (p0)‖u0‖22 −
1
2
D(u0)
and we have E(m0) =
1
2
‖∇u0‖22+ 12V (p0)‖u0‖22− 12D(u0). Recalling p0 ∈ Kd0
and infx∈Kd0 V (x) = m0, we have p0 ∈ K and E(m0) = Lm0(u0).
The following corollary gives an uniform estimate of ‖J ′ε(u)‖H−1 in an
annular neighborhood of a set of expected solutions, which is one of the keys
of our argument.
Corollary 4.2 Let ν4 > 0 be given in Proposition 4.1. Then for any 0 <
ρ1 < ρ2 < ν4 and for all d ∈ (0, d0) there exists δ1 > 0 such that for ε > 0
small
‖J ′ε(u)‖H−1 ≥ δ1
for all u ∈ Nε(ν4) with Jε(u) ∈ [E(m0)− δ1, E(m0) + δ1] and (ρ̂(u), εβ(u)) ∈
([0, ρ2]×Kd0) \ ([0, ρ1]×Kd).
Proof. By contradiction, we assume that there exist (εj) ⊂ (0, 1] such that
εj → 0, as j → +∞ and (uj) ⊂ H1(RN ) such that
uj ∈ Nεj (ν4),
(ρ̂(uj), εβ(uj)) ∈ ([0, ρ2]×Kd0) \ ([0, ρ1]×Kd).
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and
Jεj(uj)→ E(m0), J ′εj(uj)→ 0 as j → +∞.
By Proposition 4.1, there exist, up to a subsequence, (pj) ⊂ RN , p ∈ K
and ω0 ∈ Sm0 such that pj → p and
‖uj
(·+ pj
εj
)− ω0‖H1 → 0 as j → +∞.
Therefore we have
‖uj − ω0
(· − pj
εj
)‖H1 → 0 as j → +∞
and thus εjβ(uj)→ p ∈ K and ρ̂(uj)→ 0. A contradiction follows.
Finally we need to prove the following result.
Proposition 4.3 For any ε ∈ (0, 1] fixed, the Palais-Smale condition holds
for Jε in the set Nε(ν4). That is, if a sequence (uj) ⊂ Nε(ν4) satisfies
Jε(uj)→ c, (4.4)
J ′ε(uj)→ 0 as j → +∞, (4.5)
for some constant c ∈ R, then (uj) has a strong convergent subsequence in
H1(RN).
Proof. Let ε > 0 be fixed and a sequence (uj) ⊂ Nε(ν4) satisfy (4.4)–
(4.5). Since Nε(ν4) is bounded in H
1(RN), we can assume that (uj) weakly
converges in H1(RN) to some u0 ∈ H1(RN), up to subsequences.
As in Steps 1–3 of the proof of Proposition 4.1, we can show
lim
n→∞
lim sup
j→∞
‖uj‖H1(B(β(uj ),n(n+1))c) = 0.
We note that β(uj) stays bounded as j → ∞, since εβ(uj) ∈ Kd0 and
ε ∈ (0, 1] is fixed. Thus we have
lim
R→∞
lim sup
j→∞
‖uj‖H1(B(0,R)c) = 0,
which implies uj → u0 strongly in H1(RN ).
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5 Deformation outside small balls
We set
ν∗ =
1
6
min{ν0, ν1, · · · , ν4} > 0. (5.1)
In this section, we construct a map τε : Nε(ν∗) → Nε(5ν∗) whose properties
are given in the following proposition.
Proposition 5.1 For sufficiently small ε > 0, there exists a map
τε : Nε(ν∗)→ Nε(5ν∗) such that
(i) τε : Nε(ν∗)→ Nε(5ν∗) is continuous.
(ii) τε(u) = u if u(x) = 0 for all |x− β(u)| ≥ 1√ε .
(iii) For all u ∈ Nε(ν∗),
τε(u)(x) = u(x) for x ∈ B(β(u), 1√
ε
), (5.2)
Jε(τε(u)) ≤ Jε(u), (5.3)
‖τε(u)‖H1(B(β(u), 2√
ε
)c) ≤ ρ˜ε, (5.4)
|β(τε(u))− β(u)| ≤ 2R0, (5.5)
ρ̂(τε(u)) ≤ 5ν∗. (5.6)
Here ρ˜ε > 0 is independent of u and satisfies ρ˜ε → 0 as ε→ 0.
We note that this type of operators were introduced in Byeon and Tanaka
[10, 11, 12] for nonlinear Schro¨dinger equations and a related problem through
a minimizing problem outside small balls, which is related to the following
boundary value problem:
−∆v + V (εx)v = f(v) in B(β(u), 1√
ε
)c,
v = u on ∂B(β(u),
1√
ε
),
‖v‖H1(B(β(u), 1√
ε
)c) ≤ 5ν∗.
That is, τε(u) is given as a solution of the above boundary value problem. In
this argument, to obtain unique solvability and continuity of the operator,
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strict convexity of the corresponding functional is important. Because of non-
local nonlinearity, it can be verified for our problem just under the condition
lim supt→0 | f(t)t | <∞, that is, p ≥ 2 for f(s) = |s|p−2s.
Here we take another approach to construct τε and it will be constructed
using a special deformation flow outside small balls.
To make our construction of τε clearly, we fix the center of balls and work
in a fixed space H1(B(0, 1√
ε
)c). First we note
Jε(u) = J˜ε(εβ(u), u(x+ β(u))),
where
J˜ε(p, v) =
1
2
‖∇v‖22 +
1
2
∫
RN
V (εx+ p)v2 dx− 1
2
D(v).
We denote restriction of u(x+ β(u)) on the set B(0, 1√
ε
)c by Θε(u). We note
that for all u ∈ Nε(ν∗)
Θε(u) ∈ Yε ≡ {v ∈ H1(B(0, 1√
ε
)c); ‖v‖H1(B(0, 1√
ε
)c) <
3
2
ν∗} for ε > 0 small.
In what follows, we construct a vector field V (v) : Yε → H10 (B(0, 1√ε)c) with
special properties. We define K1ε(v), K2ε(v) : H
1(B(0, 1√
ε
)c)→ R by
K1ε(v) = ‖v‖2H1(B(0, 1√
ε
)c)
, K2ε(v) = ‖v‖2H1(B(0, 2√
ε
)c)
,
which will play important roles to construct τε. We also set
M = supω∈Sm0 ,s∈[1−s0,1+s0] ‖ω(x/s)‖H1 + 1.
Lemma 5.2 For any v ∈ Yε, there exists a Vv ∈ H10 (B(0, 1√ε)c) such that
(i)
‖Vv‖H1 ≤ 2ν∗. (5.7)
(ii) If u ∈ H1(RN) satisfies
‖u‖H1 ≤M and u = v in B(0, 1√
ε
)c, (5.8)
then for any p ∈ K2d0
J˜ ′ε(p, u)Vv ≥ a(‖v‖2H1(B(0, 2√
ε
)c)
− ρε). (5.9)
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Here a > 0 is independent of ε, p, u, v and ρε is independent of p, u,
v and satisfies
ρε → 0 as ε→ 0.
(iii) For any v ∈ Yε,
K ′1ε(v)Vv, K ′2ε(v)Vv ≥ a(‖v‖2H1(B(0, 2√
ε
)c)
− ρε). (5.10)
Here a > 0 and ρε > 0 are as in (ii).
Proof. Proof is divided into 3 steps.
We denote by nε the largest integer less than 1/ε
1/4.
Step 1: For any v ∈ Yε, there exists k ∈ {1, 2, · · · , nε} such that
‖v‖2
H1(|x|∈[ 1√
ε
+ k−1
ε1/4
, 1√
ε
+ k
ε1/4
])
< (
3
2
)2
ν2∗
nε
.
In fact, we have
nε∑
k=1
‖v‖2
H1(|x|∈[ 1√
ε
+ k−1
ε1/4
, 1√
ε
+ k
ε1/4
])
≤ ‖v‖2
H1(B(0, 1√
ε
)c)
≤ (3
2
)2ν2∗ .
Thus Step 1 holds.
For a k given in Step 1, we set
Vv(x) = ζ˜ 1√
ε
+ k
ε1/4
(|x|)v(x) ∈ H10 (B(0,
1√
ε
)c).
Here ζ˜R(s) is defined in (2.4). For ε > 0 small, clearly we have the property
(5.7).
Step 2: Vv satisfies (5.9).
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We compute
J˜ ′ε(p, u)Vv
=
∫
RN
∇v∇(ζ˜ 1√
ε
+ k
ε1/4
v) dx+
∫
RN
V (εx+ p)ζ˜ 1√
ε
+ k
ε1/4
v2 dx
−1
2
D′(u)(ζ˜ 1√
ε
+ k
ε1/4
v)
=
∫
|x|> 1√
ε
+ k
ε1/4
|∇v|2 + V (εx+ p)v2 dx
+
∫
|x|∈[ 1√
ε
+ k−1
ε1/4
, 1√
ε
+ k
ε1/4
]
∇v∇(ζ˜ 1√
ε
+ k
ε1/4
v) + V (εx+ p)ζ˜ 1√
ε
+ k
ε1/4
v2 dx
−1
2
D′(u)(ζ˜ 1√
ε
+ k
ε1/4
v)
≥ c‖v‖2
H1(|x|> 1√
ε
+ k
ε1/4
)
+ (I)− (II),
where c = min{1, V }.
We can easily see that
|(I)| ≤ c′‖v‖2
H1(|x|∈[ 1√
ε
+ k−1
ε1/4
, 1√
ε
+ k
ε1/4
])
≤ C ′ ν
2
∗
nε
.
By Corollary 2.6 (iii),
|(II)−D′(ζ˜ 1√
ε
+ k
ε1/4
v)(ζ˜ 1√
ε
+ k
ε1/4
v)|
≤ C1‖v‖
N+α
N
H1(|x|∈[ 1√
ε
+ k−1
ε1/4
, 1√
ε
+ k
ε1/4
])
+ C2m1/ε1/4
≤ C1
(
(
3
2
)2
ν2∗
nε
)N+α
2N
+ C2m1/ε1/4 .
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By Proposition 2.1, using σ(t) defined in (2.3), we have
|D′(ζ˜ 1√
ε
+ k
ε1/4
v)(ζ˜ 1√
ε
+ k
ε1/4
v)|
≤ C‖F (ζ˜ 1√
ε
+ k
ε1/4
v)‖ 2N
N+α
‖f(ζ˜ 1√
ε
+ k
ε1/4
v)(ζ˜ 1√
ε
+ k
ε1/4
v)‖ 2N
N+α
≤ C ′σ(‖ζ˜ 1√
ε
+ k
ε1/4
v‖H1)N+αN
≤ C ′′σ(‖v‖H1(|x|> 1√
ε
+ k
ε1/4
))
N+α
N + C ′′′σ(‖v‖H1(|x|∈[ 1√
ε
+ k−1
ε1/4
, 1√
ε
+ k
ε1/4
]))
N+α
N
≤ C ′′σ(‖v‖H1(|x|> 1√
ε
+ k
ε1/4
))
N+α
N + C ′′′σ
(√
ν2∗
nε
)N+α
N
.
Choosing ν4 > 0 smaller if necessary, we may assume that for some a > 0
ct2 − C ′′σ(t)N+αN ≥ at2 for t ∈ [0, 3
2
ν∗].
Thus, we have
J˜ ′ε(p, u)Vv ≥ a‖v‖2H1(|x|> 1√
ε
+ k
ε1/4
)
− cε
≥ a‖v‖2
H1(|x|> 2√
ε
)
− cε,
where cε = C
′ ν2∗
nε
+ C1
(
(3
2
)2 ν
2
∗
nε
)N+α
N
+ C ′′′σ
(√
ν2∗
nε
)N+α
N
+ C2m1/ε1/4 . Setting
ρε =
1
a
cε, we have (5.9).
Step 3: Vv satisfies (5.10).
Since
K ′1ε(v)Vv = 2
∫
B(0, 1√
ε
)c
∇v∇(ζ˜ 1√
ε
+ k
ε1/4
v) + ζ˜ 1√
ε
+ k
ε1/4
v2 dx,
K ′2ε(v)Vv = 2
∫
B(0, 2√
ε
)c
|∇v|2 + v2 dx,
(5.10) can be shown as in Step 2.
We define
Ŷε = {v ∈ Yε; K2ε(v) > 3ρε}
= {v ∈ H1(B(0, 1√
ε
)c); ‖v‖H1(B(0, 1√
ε
)c) <
3
2
ν∗, ‖v‖2H1(B(0, 2√
ε
)c)
> 3ρε}.
Setting V˜v = Vv/‖Vv‖H1 , we have
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Lemma 5.3 For any v ∈ Ŷε, there exists V˜v ∈ H10 (B(0, 1√ε)c) such that
(i) ‖V˜v‖H1 ≤ 1.
(ii) J˜ ′ε(p, u)V˜v, K ′1ε(v)V˜v, K ′2ε(v)V˜v >
aρε
ν∗
for u ∈ H1(RN ) with (5.8) and
p ∈ K2d0 .
Clearly for any v ∈ Ŷε, there exists an open neighborhood Uv in Ŷε such
that
J˜ ′ε(p, û)V˜v, K ′1ε(v̂)V˜v, K ′2ε(v̂)V˜v >
aρε
ν∗
hold for v̂ ∈ Uv, where û and v̂ satisfies (5.8) and p ∈ K2d0 .
Using partition of unity, we have
Proposition 5.4 There exists a locally Lipschitz vector field V (v) : Ŷε →
H10 (B(0,
1√
ε
)c) such that for all v ∈ Ŷε
(i) ‖V (v)‖H1 ≤ 1.
(ii) J˜ ′ε(p, u)V (v), K
′
1ε(v)V (v), K
′
2ε(v)V (v) >
aρε
ν∗
for u ∈ H1(RN) with
(5.8) and p ∈ K2d0.
We choose a function ϕ(r) ∈ C∞(R,R) such that
ϕ(r) =
{
1 for r ≥ 4ρε,
0 for r ≤ 3ρε,
ϕ(r) ∈ [0, 1] for all r ∈ R.
We consider the following ODE in Yε: for v ∈ Yε{
dw
dτ
= −ϕ(K2ε(w))V (w),
w(0, v) = v.
(5.11)
Lemma 5.5 Let w(τ, v) be the unique solution of (5.11). Then
(i) w(τ, v) ∈ Yε for all τ ≥ 0 and v ∈ Yε.
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(ii) Let v ∈ Yε and suppose that u ∈ H1(RN ) satisfies (5.8) and p ∈ K2d0 .
Then
d
dτ
J˜ε(p, w˜u(τ, v)) ≤ 0,
where
w˜u(τ, v)(x) =
{
u(x) for x ∈ B(0, 1√
ε
),
w(τ, v) for x ∈ B(0, 1√
ε
)c.
(iii) For i = 1, 2,
d
dτ
Kiε(w(τ, v)) ≤ 0 for all v ∈ Yε,
d
dτ
Kiε(w(τ, v)) ≤ −aρε
ν∗
if K2ε(w(τ, v)) ≥ 4ρε.
(iv) There exists Tε > 0 such that for all v ∈ Yε
K2ε(w(Tε, v)) ≤ 4ρε.
Proof. First we show (iii). Noting that ϕ(K2ε(w)) > 0 implies
‖w‖H1(B(0, 1√
ε
)c) > 3ρε, that is, w ∈ Ŷε, we have from Proposition 5.4
d
dτ
Kiε(w(τ, v)) = −ϕ(K2ε(w))K ′iε(w)V (w)
≤ −aρε
ν∗
ϕ(K2ε(w)). (5.12)
Thus, (iii) holds. By (iii), K1ε(w(τ, v)) = ‖w(τ, u)‖2H1(B(0, 1√
ε
)c)
is non-
increasing. Thus w(τ, v) exists and satisfies w(τ, v) ∈ Yε for all τ ∈ [0,∞).
That is, w(τ, v) : [0,∞)× Yε → Yε is well-defined. Thus (i) follows.
(iv) follows from (iii) easily. Noting w(τ, v)||x|= 1√
ε
is independent of τ , we
have w˜u(τ, v) ∈ H1(RN). Therefore (ii) follows from Proposition 5.4 (ii).
Now we define for u ∈ Nε(ν∗)
W (τ, u)(x) =
{
u(x) for x ∈ B(β(u), 1√
ε
).
w(τ,Θε(u))(x− β(u)) for x ∈ B(β(u), 1√ε)c
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and
Ŵ (τ, u)(x) = W (τ, u)(x+ β(u))
=
{
u(x+ β(u)) for x ∈ B(0, 1√
ε
),
w(τ,Θε(u))(x) for x ∈ B(0, 1√ε)c.
We have
Lemma 5.6 For ε > 0 small, we have
(i) For any τ ∈ [0,∞),
W (τ, u)(x) = u(x) for x ∈ B(β(u), 1√
ε
), (5.13)
Jε(W (τ, u)) ≤ Jε(u), (5.14)
‖W (τ, u)‖H1(B(β(u), 1√
ε
)c) ≤ 2ν∗, (5.15)
|β(W (τ, u))− β(u)| ≤ 2R0, (5.16)
ρ̂(W (τ, u)) ≤ 5ν∗. (5.17)
(ii) Moreover we have
‖W (Tε, u)‖H1(B(β(u), 2√
ε
)c) ≤ 2
√
ρε.
Proof. (i) Obviously we have (5.13).
We have for u ∈ Nε(ν∗)
Jε(W (τ, u)) = J˜ε(εβ(u),W (τ, u)(x+ β(u)))
= J˜ε(εβ(u), Ŵ (τ, u)(x)).
Thus we deduce (5.14) from (ii) of Lemma 5.5.
For (5.15), we note that
‖u‖H1(B(β(u), 1√
ε
)c) < 2ν∗ for ε > 0 small.
Since
‖W (τ, u)‖2
H1(B(β(u), 1√
ε
)c)
= ‖Ŵ (τ, u)‖2
H1(B(0, 1√
ε
)c)
= K1ε(w(τ,Θε(u)))
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is non-increasing by (iii) of Lemma 5.5, we have (5.15).
Next we show (5.16) and (5.17). We write u ∈ Nε(ν∗) as u(x) = ω(x−ps )+
ϕ(x), where ω ∈ Sm0 , p ∈ RN , s ∈ [1−s0, 1+s0] and ‖ϕ‖H1 < ν∗. By Lemma
3.5, we have
|β(u)− p| ≤ R0. (5.18)
Since
‖W (τ, u)− u‖H1 = ‖W (τ, u)− u‖H1(B(β(u), 1√
ε
)c)
≤ ‖w(τ,Θε(u))‖H1(B(0, 1√
ε
)c) + ‖u‖H1(B(β(u), 1√
ε
)c) ≤ 4ν∗,
we have
‖W (τ, u)−ω(x− p
s
)‖H1 ≤ ‖W (τ, u)−u‖H1+‖u−ω(x− p
s
)‖H1 ≤ 5ν∗. (5.19)
Thus by our choice of ν∗, we have
|β(W (τ, u))− p| ≤ R0,
from which and (5.18) we have (5.16). Clearly (5.17) follows from (5.19).
(ii) Since
‖W (τ, u)‖2
H1(B(β(u), 2√
ε
)c)
= ‖w(τ,Θε(u))‖2H1(B(0, 2√
ε
)c)
= K2ε(w(τ,Θε(u))),
(ii) follows from (iv) of Lemma 5.5.
Now we can give a proof to Proposition 5.1.
Proof of Proposition 5.1. We set for u ∈ Nε(ν∗)
τε(u) = W (Tε, u).
The desired properties (5.2)–(5.6) with ρ˜ε = 2
√
ρε follow from Lemma 5.6.
6 An invariant set and a deformation flow
This section is devoted to develop a deformation argument. To this aim
we introduce a neighborhood Xε of the set of expected solutions, which is
positively invariant under a pseudo-gradient flow.
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6.1 A pseudo-gradient flow
For ν∗ > 0 defined in (5.1), we fix ρ1, ρ2 > 0 such that 0 < ρ1 < ρ2 < ν∗ and
we choose δ0, δ1 > 0 by Lemma 3.7 and Corollary 4.2 with d =
1
2
d0. We also
set
δ∗ = min{δ1
4
(ρ2 − ρ1), δ0} > 0.
With these choices of ν∗, δ∗ we have for ε > 0 small
(i) Λ(u) and β(u) are well-defined on Nε(6ν∗) and satisfy
Λ(u) ∈ [1− 2s0, 1 + 2s0],
εβ(u) ∈ K2d0
for all u ∈ Nε(6ν∗).
(ii) By Lemma 2.2, for all u(x) = ω(x−p
s
) + ϕ(x) with ω ∈ Sm0 , s ∈
[1− s0, 1 + s0], ‖ϕ‖H1 < 6ν∗
|β(u)− p| < R0.
(iii) By Lemma 3.7,
Jε(u) ≥ E(m0) + δ0 (6.1)
if u ∈ Nε(6ν∗) satisfies εβ(u) ∈ K 5
4
d0
\K 3
4
d0
.
(iv) By Corollary 4.2,
‖J ′ε(u)‖H−1 ≥ δ1, (6.2)
if u ∈ Nε(6ν∗) satisfies Jε(u) ∈ [E(m0)− δ1, E(m0) + δ1] and
(ρ̂(u), εβ(u)) ∈ ([0, ρ2]×Kd0) \ ([0, ρ1]×K 1
2
d0
).
We define
Xε = {u ∈ Nε(ν∗) | Jε(u) ≤ E(m0) + δ∗ − δ1
2
(ρ̂(u)− ρ1)+}.
We shall try to find critical points of Jε in Xε. We note that
(a) By (6.1), for u ∈ Nε(6ν∗), εβ(u) 6∈ K 3
4
d0
implies
Jε(u) ≥ E(m0) + δ0 > E(m0) + δ∗, (6.3)
which implies u 6∈ Xε. Thus we have
εβ(u) ∈ K 3
4
d0
for all u ∈ Xε. (6.4)
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(b) For u ∈ Xε, ρ̂(u) ≥ ρ2 implies
Jε(u) ≤ E(m0) + δ∗ − δ1
2
(ρ2 − ρ1) < E(m0)− δ∗. (6.5)
The following deformation result plays an essential role to show the existence
of critical points.
Proposition 6.1 For any c ∈ (E(m0)− δ∗, E(m0) + δ∗) and for any neigh-
borhood U of Kc ≡ {u ∈ Xε; J ′ε(u) = 0, Jε(u) = c} (U = ∅ if Kc = ∅), there
exist r > 0 with (c− r, c+ r) ⊂ (E(m0)− δ∗, E(m0) + δ∗) and a deformation
η(τ, u) : [0, 1]× (Xε \ U)→ Xε such that
(i) η(0, u) = u for all u.
(ii) η(τ, u) = u for all τ ∈ [0, 1] if Jε(u) 6∈ [E(m0)− δ∗, E(m0) + δ∗].
(iii) Jε(η(τ, u)) is a non-increasing function of τ for all u.
(iv) Jε(η(1, u)) ≤ c− r for all u ∈ Xε \ U satisfying Jε(u) ≤ c+ r.
Proof. We consider a deformation flow defined by{
dη
dτ
= −φ(η) V(η)‖V(η)‖H1 ,
η(0, u) = u,
(6.6)
where V(u) : {u ∈ H1(RN); J ′ε(u) 6= 0} → H1(RN) is a locally Lipschitz
continuous pseudo-gradient vector field satisfying
‖V(u)‖H1 ≤ ‖J ′ε(u)‖H−1, J ′ε(u)V(u) ≥
1
2
‖J ′ε(u)‖2H−1
and φ(u) : H1(RN)→ [0, 1] is a locally Lipschitz continuous function, which
is defined in the standard way. We require that φ(u) satisfies
φ(u) =
{
0 if Jε(u) 6∈ [E(m0)− δ∗, E(m0) + δ∗].
1 if Jε(u) ∈ [c− κ, c+ κ] \ N ,
where [c − κ, c + κ] ⊂ (E(m0) − δ∗, E(m0) + δ∗) and N is an open set such
that Kc ⊂ N ⊂ U .
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We consider the flow defined by (6.6). The properties (i)-(iii) follows by
standard arguments from the definition (6.6) and since φ(u) = 0 if Jε(u) 6∈
[E(m0)− δ∗, E(m0) + δ∗] . Clearly also since, by Proposition 4.3, Jε satisfies
the Palais-Smale condition for fixed ε > 0, property (iv) is standard. Thus
to end the proof we just need to show that
η(τ,Xε) ⊂ Xε for all τ ≥ 0, (6.7)
namely that Xε is positively invariant under our flow. First note that because
of property (iii), (6.3) implies that for u ∈ Xε, η(t) = η(t, u) remains in the
set {u; εβ(u) ∈ K 3
4
d0
}. Also, because of property (ii) and (6.5), for u ∈ Xε,
η(t) remains in Nε(ν∗). Thus to show (6.7), we just need to prove that the
property
Jε(u) ≤ E(m0) + δ∗ − δ1
2
(ρ̂(u)− ρ1)+
is stable under the deformation. For this it suffices to show that for a solution
η(τ) of (6.6), if 0 < s < t < 1 satisfies
ρ̂(η(τ)) ∈ [ρ1, ρ2] for all τ ∈ [s, t],
Jε(η(s)) ≤ E(m0) + δ∗ − δ12 (ρ̂(η(s))− ρ1),
then
Jε(η(t)) ≤ E(m0) + δ∗ − δ1
2
(ρ̂(η(t))− ρ1).
We note that (ρ̂(η(τ)), εβ(η(τ))) ∈ [ρ1, ρ2]×Kd0 ⊂
(
[0, ρ2]×Kd0
) \ ([0, ρ1]×
K 1
2
d0
)
for all τ ∈ [s, t]. Thus by Corollary 4.2, we have for τ ∈ [s, t]
d
dτ
Jε(η(τ)) = J
′
ε(η)
dη
dτ
= −φ(η)J ′ε(η)
V(η)
‖V(η)‖H1
≤ −1
2
‖J ′ε(η)‖H−1 ≤ −φ(η)
δ1
2
and
Jε(η(t)) ≤ Jε(η(s))− δ1
2
∫ t
s
φ(η(τ)) dτ. (6.8)
On the other hand,
‖η(t)− η(s)‖H1 ≤
∫ t
s
‖dη
dτ
‖H1 dτ ≤
∫ t
s
φ(η(τ)) dτ. (6.9)
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By (6.8)–(6.9), and using the fact that |ρ̂(η(t))− ρ̂(η(s))| ≤ ‖η(t)− η(s)‖H1 ,
we have
Jε(η(t)) ≤ Jε(η(s))− δ1
2
‖η(t)− η(s)‖H1
≤ Jε(η(s))− δ1
2
|ρ̂(η(t))− ρ̂(η(s))|
≤ E(m0) + δ∗ − δ1
2
(ρ̂(η(s))− ρ1)− δ1
2
|ρ̂(η(t))− ρ̂(η(s))|
≤ E(m0) + δ∗ − δ1
2
(ρ̂(η(t))− ρ1).
Thus (6.7) holds and the proof of the proposition is completed.
Proposition 6.1 enables us to estimate the multiplicity of critical points using
the relative category.
6.2 Two maps Φε and Ψε
For a ∈ R, we set
X aε = {u ∈ Xε | Jε(u) ≤ a}.
For δˆ ∈ (0, δ∗) small, using relative category, we shall estimate the change of
topology between XE(m0)+δˆε and XE(m0)−δˆε . We introduce two maps:
Φε : ([1− s0, 1 + s0]×K, {1± s0} ×K)→ (XE(m0)+δˆε ,XE(m0)−δˆε ),
Ψε : (XE(m0)+δˆε ,XE(m0)−δˆε )→
([1− s0, 1 + s0]×Kd0 , ([1− s0, 1 + s0] \ {1})×Kd0).
Here we use notation from algebraic topology: f : (A,B)→ (A′, B′) means
B ⊂ A, B′ ⊂ A′, f : A→ A′ is continuous and f(B) ⊂ B′.
Definition of Φε:
We fix a positive least energy solution ω0(x) ∈ Sm0 and set for (s, p) ∈
[1− s0, 1 + s0]×K
Φε(s, p) = ζ 1
2
√
ε
(|x− p
ε
|)ω0(
x− p
ε
s
).
Definition of Ψε:
We define Ψε as a composition of the following maps.
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(1) Nε(ν∗)→ Nε(6ν∗); u 7→ ζ 2√
ε
(|x− β(u)|)τε(u)(x).
(2) Nε(6ν∗)→ [1− s0, 1 + s0]×Kd0 ; v 7→ (ψ(Λ(v)), εβ(v)),
where τε(u) : Nε(ν∗) → Nε(5ν∗) is given in Proposition 5.1 and ψ(s) ∈
C(R,R) is defined by
ψ(s) =

1− s0 for s < 1− s0,
s for 1− s0 ≤ s ≤ 1 + s0,
1 + s0 for s > 1 + s0.
That is,
Ψε(u) = (ψ(Λ(ζ 2√
ε
(|x− β(u)|)τε(u)(x))), εβ(ζ 2√
ε
(|x− β(u)|)τε(u)(x))).
In what follows, we observe that Φε and Ψε are well-defined for small δˆ > 0.
For (s, p) ∈ [1− s0, 1 + s0]×K, we have as ε ∼ 0
εβ(ζ 1
2
√
ε
(|x− p
ε
|)ω0(
x− p
ε
s
)) = p+ o(1),
Jε(ζ 1
2
√
ε
(|x− p
ε
|)ω0(
x− p
ε
s
)) = Lm0(ω0(
x− p
ε
s
)) + o(1)
=
1
2
g(s)‖∇ω0‖22 +
1
2
h(s)m0‖ω0‖22 + o(1)
= E(m0)− 1
2
(g(1)− g(s))‖∇ω0‖22 −
1
2
(h(1)− h(s))m0‖ω0‖22 + o(1).
Here g(s), h(s) are given in the proof of Lemma 3.1. Choosing δˆ > 0 small
so that
2δˆ <
1
2
(g(1)− g(1± s0))‖∇ω0‖22 +
1
2
(h(1)− h(1± s0))m0‖ω0‖22,
we find that Φε is well-defined as a map ([1−s0, 1+s0]×K, {1±s0}×K)→
(XE(m0)+δˆε ,XE(m0)−δˆε ) for small ε > 0.
Next we deal with Ψε. For u ∈ XE(m0)+δˆε , we set vε(x) = ζ 2√
ε
(|x −
β(u)|)τε(u)(x). By (iii) of Proposition 5.1,
Jε(u) ≥ Jε(τε(u))
= Jε(τ 2√
ε
(|x− β(u)|)τε(u)) + o(1)
= Jε(vε) + o(1).
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Here we use the fact that ‖τε(u)‖H1(B(β(u), 2√
ε
)c) ≤ ρ˜ε → 0 as ε→ 0 uniformly
in u. Since supp vε ⊂ B(β(u), 2√ε + 2) and limε→0maxx∈B(β(u), 2√ε+2) |V (εx)−
V (εβ(u))| = 0, we have
Jε(vε) = LV (β(u))(vε) + o(1)
≥ Lm0(vε) + o(1)
≥ E(m0)(1− C0(Λ(vε)− 1)2) + o(1).
Here we use Corollary 3.2. Thus, for u ∈ XE(m0)−δˆε ,
E(m0)(1− C0(Λ(vε)− 1)2) ≤ E(m0)− δˆ + o(1),
which implies
Λ(vε) 6= 1 for ε > 0 small
and Ψε is well-defined as a map (XE(m0)+δˆε ,XE(m0)−δˆε ) → ([1 − s0, 1 + s0] ×
K2d0 , ([1−s0, 1+s0]\{1})×K2d0). We also note that by (6.4), εβ(vε) ∈ K 3
4
d0
.
Thus Ψε is well-defined as a map
(XE(m0)+δˆε ,XE(m0)−δˆε )
→ ([1− s0, 1 + s0]×K 3
4
d0
, ([1− s0, 1 + s0] \ {1})×K 3
4
d0
)
⊂ ([1− s0, 1 + s0]×Kd0 , ([1− s0, 1 + s0] \ {1})×Kd0).
The next proposition will be important to estimate the relative category
cat(XE(m0)+δˆε ,XE(m0)−δˆε ).
Proposition 6.2 For ε > 0 small,
Ψε ◦ Φε : ([1− s0, 1 + s0]×K, {1± s0} ×K)
→ ([1− s0, 1 + s0]×Kd0 , ([1− s0, 1 + s0] \ {1})×Kd0)
is homotopic to the embedding j(s, p) = (s, p). That is, there exists a contin-
uous map
η : [0, 1]× [1− s0, 1 + s0]×K → [1− s0, 1 + s0]×Kd0
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such that
η(0, s, p) = (Ψε ◦ Φε)(s, p),
η(1, s, p) = (s, p) for all (s, p) ∈ [1− s0, 1 + s0]×K,
η(t, s, p) ∈ ([1− s0, 1 + s0] \ {1})×Kd
for all t ∈ [0, 1] and (s, p) ∈ {1± s0} ×K.
Proof. For (s, p) ∈ [1− s0, 1 + s0]×K and ε > 0 small, we set
wε(x) = Φε(s, p)(x) = ζ 1
2
√
ε
(|x− p
ε
|)ω(x−
p
ε
s
).
We observe that |β(wε) − pε | ≤ R0. Thus wε(x) = 0 in B(β(wε), 1√ε)c for
ε > 0 small, which implies τε(wε) = wε. Thus
(Ψε ◦ Φε)(s, p) = Ψε(wε) = (ψ(Λ(wε)), εβ(wε))
= (s, p) + o(1),
which implies Ψε ◦ Φε is homotopic to the embedding j(s, p) = (s, p).
Differently from [17, 18], (see [15, Remark 4.3]) we can not infer in general
that
cat(XE(m0)+δˆε ,XE(m0)−δˆε ) ≥ cat(K, ∂K).
Therefore in the work it will be necessary to use the notions of category and
cup-length for maps.
7 Proof of Theorem 1.4
In order to prove our theorem, we shall need some topological tools that we
now present for the reader convenience. Following [5], see also [23, 24], we
define
Definition 7.1 Let B ⊂ A and B′ ⊂ A′ be topological spaces and f :
(A,B) → (A′, B′) be a continuous map, that is f : A → A′ is continuous
and f(B) ⊂ B′. The category cat(f) of f is the least integer k ≥ 0 such that
there exist open sets A0, A1, · · · , Ak with the following properties:
(a) A = A0 ∪A1 ∪ · · · ∪Ak.
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(b) B ⊂ A0 and there exists a map h0 : [0, 1]×A0 → A′ such that
h0(0, x) = f(x) for all x ∈ A0,
h0(1, x) ∈ B′ for all x ∈ A0,
h0(t, x) = f(x) for all x ∈ B and t ∈ [0, 1].
(c) For i = 1, 2, · · · , k, f |Ai : Ai → A′ is homotopic to a constant map.
We also introduce the cup-length of f : (A,B) → (A′, B′). Let H∗
denote Alexander-Spanier cohomology with coefficients in the field F. We
recall that the cup product ⌣ turns H∗(A) into a ring with unit 1A, and it
turns H∗(A,B) into a module over H∗(A). A continuous map f : (A,B)→
(A′, B′) induces a homomorphism f ∗ : H∗(A′)→ H∗(A) of rings as well as a
homomorphism f ∗ : H∗(A′, B′) → H∗(A,B) of abelian groups. We also use
notation:
H˜n(A′) =
{
0 for n = 0,
Hn(A′) for n > 0.
For more details on algebraic topology we refer to [46].
Definition 7.2 For f : (A,B) → (A′, B′) the cup-length, cupl(f) is defined
as follows; when f ∗ : H∗(A′, B′)→ H∗(A,B) is not a trivial map, cupl(f) is
defined as the maximal integer k ≥ 0 such that there exist elements α1, · · · ,
αk ∈ H˜∗(A′) and β ∈ H∗(A′, B′) with
f ∗(α1 ⌣ · · ·⌣ αk ⌣ β) = f ∗(α1)⌣ · · ·⌣ f ∗(αk)⌣ f ∗(β)
6= 0 in H∗(A,B).
When f ∗ = 0 : H∗(A′, B′)→ H∗(A,B), we define cupl(f) = −1.
We note that cupl(f) = 0 if f ∗ 6= 0 : H∗(A′, B′) → H∗(A,B) and
H˜∗(A′) = 0.
As fundamental properties of cat(f) and cupl(f), we have
Proposition 7.3 (i) For f : (A,B)→ (A′, B′), cat(f) ≥ cupl(f) + 1.
(ii) For f : (A,B)→ (A′, B′), f ′ : (A′, B′)→ (A′′, B′′),
cupl(f ′ ◦ f) ≤ min{cupl(f ′), cupl(f)}.
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(iii) If f, g : (A,B)→ (A′, B′) are homotopic, then cupl(f) = cupl(g).
The proof of these statements can be found in [5, Lemmas 2.6, 2.7].
Finally we recall
Definition 7.4 For a set (A,B), we define the relative category cat(A,B)
and the relative cup-length cupl(A,B) by
cat(A,B) = cat(id(A,B) : (A,B)→ (A,B)),
cupl(A,B) = cupl(id(A,B) : (A,B)→ (A,B)).
We also set
cat(A) = cat(A, ∅), cupl(A) = cupl(A, ∅).
We also recall the following topological lemma due to T. Bartsch (cf. [15,
Lemma 5.5]) where we make use of the continuity property of Alexander-
Spanier cohomology.
Lemma 7.5 Let K ⊂ RN be a compact set. For a d-neighborhood Kd =
{x ∈ RN ; dist (x,K) ≤ d} and I = [0, 1], ∂I = {0, 1}, we consider the
inclusion
j : (I ×K, ∂I ×K)→ (I ×Kd, ∂I ×Kd)
defined by j(s, x) = (s, x). Then for d > 0 small,
cupl(j) ≥ cupl(K).
Now we have all the ingredients to give the
Proof of Theorem 1.4. We observe that for ε > 0 small
#{u ∈ XE(m0)+δˆε \ XE(m0)−δˆε ; J ′ε(u) = 0} ≥ cat(XE(m0)+δˆε ,XE(m0)−δˆε ). (7.1)
Using Proposition 6.1, (7.1) can be proved in a standard way (c.f. [23, The-
orem 4.2]).
By (i) of Proposition 7.3, we have
cat(XE(m0)+δˆε ,XE(m0)−δˆε ) ≥ cupl(XE(m0)+δˆε ,XE(m0)−δˆε ) + 1. (7.2)
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Since Ψε◦Φε = Ψε◦id
(XE(m0)+δˆε ,XE(m0)−δˆε )
◦Φε, it follows from (ii) of Proposition
7.3 that
cupl(Ψε ◦ Φε) ≤ cupl(id
(XE(m0)+δˆε ,XE(m0)−δˆε )
)
= cupl(XE(m0)+δˆε ,XE(m0)−δˆε ). (7.3)
By Proposition 6.2, that Ψε ◦ Φε is homotopic to the inclusion
j : (I ×K, ∂I ×K)→ (I ×Kd0 , ∂I ×Kd0).
By (iii) of Proposition 7.3,
cupl(Ψε ◦ Φε) = cupl(j). (7.4)
At this point using (7.2)–(7.4) and recalling our choice of d0, that is, Lemma
7.5 holds for d = d0 we deduce that
cat(XE(m0)+δˆε ,XE(m0)−δˆε ) ≥ cupl(K) + 1.
Thus by (7.1), Jε has at least cupl(K) + 1 critical points in XE(m0)+δˆε \
XE(m0)−δˆε . Recalling Proposition 4.1, this completes the proof of the Theo-
rem.
Proof of Theorem 1.1. Since cupl(K) ≥ 0 for K 6= ∅, Theorem 1.1 can be
regarded as a special case of Theorem 1.4.
Proof of Remark 1.6. From Proposition 4.1 we know that the critical
points uiε, i = 1, . . . , cupl(K) + 1 satisfy
||uiε(x)− ωi(x− xiε)||H1 → 0
where εxiε = εβ(u
i
ε)+o(1)→ xi0 ∈ K and ωi ∈ Sm0 . Thus wiε(x) = uiε(x+xiε)
converges to ωi ∈ Sm0 . Each wiε converges to a least energy solution of (1.8).
8 Another proof of Theorem 1.1
We can give another proof of Theorem 1.1 via localized mountain pass argu-
ment. We just give an outline of a proof.
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Outline of a proof of Theorem 1.1 via localized mountain pass.
Let s0 > 0, ν∗ > 0 be as in previous sections. We may assume that 0 ∈ K.
It suffices to show for any δ ∈ (0, ν∗) small that Jε(u) has a critical point
u ∈ Nε(δ) with Jε(u) ∈ [E(m0)− δ, E(m0) + δ] for ε > 0 small.
Choosing δ > 0 smaller if necessary, as in Corollary 4.2 we can show for
some κ0 > 0 independent of ε that for ε > 0 small
‖J ′ε(u)‖H−1 ≥ κ0 (8.1)
for u ∈ Nε(ν∗) with (ρ̂(u), εβ(u)) ∈ ([0, δ] × Kd0) \ ([0, 12δ] × K 34d0) and
Jε(u) ∈ [E(m0)− δ, E(m0) + δ].
If Jε(u) does not have any critical point with Jε(u) ∈ [E(m0)−δ, E(m0)+
δ] in Nε(δ), then, by Proposition 4.3, there exists κε ∈ (0, κ0] such that
‖J ′ε(u)‖H−1 ≥ κε for u ∈ Nε(δ) with Jε(u) ∈ [E(m0)− δ, E(m0)+ δ]. (8.2)
Now we choose and fix ω0 ∈ Sm0 . We set
γε(s)(x) = ζ 1
2
√
ε
(|x|)ω0(x
s
) : [1− s0, 1 + s0]→ H1(RN).
We can easily see that
γε(s) ∈ Nε(δ
2
) for s ∈ [1− s0, 1 + s0], (8.3)
max
s∈[1−s0,1+s0]
Jε(γε(s))→ E(m0) as ε→ 0. (8.4)
If Jε(u) does not have any critical point with Jε(u) ∈ [E(m0)− δ, E(m0)+ δ]
in Nε(δ), by (8.1)–(8.2), we can find a deformation flow η : [0, Tε]×Nε( δ2)→
Nε(δ) such that
η(Tε, γε(1± s0)) = γε(1± s0), (8.5)
Jε(η(Tε, u)) ≤ E(m0)− δ̂
2
for u ∈ Nε(δ
2
) with Jε(u) ≤ E(m0) + δ̂
2
,(8.6)
where δ̂ = 1
2
min{δ0, δ, κ0δ4 , E(m0)− Lm0(ω( x1±s0 ))} > 0. Here δ0 > 0 is given
in Lemma 3.7.
In fact, the flow η(τ, u) is defined as a solution of
dη
dτ
= −ϕ(η) Vε(η)‖Vε(η)‖H1 ,
η(0, u) = u,
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where Vε(u) is a pseudo-gradient vector field associated to J
′
ε(u) and ϕ(u) :
Nε(δ) → [0, 1] is a locally Lipschitz continuous function. With a suitable
choice of ϕ(u), we have
η(τ, u) = u if Jε(u) 6∈ [E(m0)− 2δ̂, E(m0) + 2δ̂],
which implies (8.5). Moreover, we have as long as η(t, u) ∈ Nε(δ) satisfies
Jε(η(τ, u)) ∈ [E(m0)− δ̂, E(m0) + δ̂],
‖ d
dτ
η(τ, u)‖H1 ≤ 1,
d
dτ
Jε(η(τ, u)) ≤ −1
2
κε,
d
dτ
Jε(η(τ, u)) ≤ −1
2
κ0 if η(τ, u) ∈ Nε(δ) \Nε(1
2
δ). (8.7)
We also note that by Lemma 3.7
Jε(u) ≥ E(m0) + δ0 ≥ E(m0) + δ̂ if u ∈ Nε(δ) satisfies εβ(u) ∈ Kd0 \K 3
4
d0
.
(8.8)
For u ∈ Nε( δ2) with Jε(u) ∈ [E(m0) − δ̂, E(m0) + δ̂], we consider the flow
η(τ) = η(τ, u). As long as η(τ) ∈ Nε(δ) and Jε(η(τ)) ∈ [E(m0)−δ̂, E(m0)+δ̂]
hold, we have d
dτ
Jε(η(τ)) ≤ −12κε, in particular, Jε(η(τ)) decreases at a
certain rate. By (8.8), if η(τ) leaves Nε(δ) = {u ∈ Ŝ(ν∗); ρ̂(u) < δ, εβ(u) ∈
Kd0}, η(τ) gets out through the set {u ∈ Ŝ(ν∗); ρ̂(u) = δ}. Therefore, by
(8.7), we deduce (8.6) for large Tε.
Thus, for sufficiently small ε > 0, it follows from (8.4) that
maxs∈[1−s0,1+s0] Jε(γε(s)) ≤ E(m0) + δ̂2 . Thus γ˜ε(s) = η(Tε, γε(s)) satisfies
γ˜ε(1± s0) = γε(1± s0),
max
s∈[1−s0,1+s0]
Jε(γ˜ε(s)) ≤ E(m0)− δ̂
2
.
Let τε(u) : Nε(δ) ⊂ Nε(ν∗)→ Nε(5ν∗) be a map obtained in Proposition 5.1.
We set
γ̂ε(s) = τε(γ˜ε(s)).
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Thus we have
Jε(γ̂ε(s)) ≤ Jε(γ˜ε(s)) ≤ E(m0)− δ̂
2
, (8.9)
‖γ̂ε(s)‖H1(B(β(γ˜ε(s)), 2√ε )c) ≤ ρ˜ε, (8.10)
γ̂ε(1± s0) = γ˜ε(1± s0) = γε(1± s0). (8.11)
Here we use the fact that γ˜(1 ± s0)||x|≥ 1√
ε
= γ(1 ± s0)||x|≥ 1√
ε
= 0, which
implies (8.11).
Thus γ̂ε(s) satisfies β(γ̂ε(s)) ∈ Kd0 for all s ∈ [1−s0, 1+s0] and it follows
from (8.9)–(8.10) that
Lm0(γ̂ε(s)) ≤ Jε(γ̂ε(s)) + o(1) ≤ E(m0)−
δ̂
2
+ o(1) (8.12)
uniformly in s ∈ [1− s0, 1 + s0] as ε→ 0.
On the other hand, by (8.11),
Λ(γ̂ε(1± s0)) = Λ(γε(1± s0)) = 1± s0 + o(1) as ε→ 0.
Thus for ε > 0 small there exists sε ∈ (1− s0, 1 + s0) such that
Λ(γ̂ε(sε)) = 1. (8.13)
(8.12) and (8.13) contradicts with (3.7). Thus Jε(u) has a critical point
u ∈ Nε(δ) satisfying Jε(u) ∈ [E(m0)− δ, E(m0) + δ].
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