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Resumo
Exibir os estados de Gibbs e os estados de equil´ıbrios para certos sistemas de spins
sobre reticulados e´ um problema de grande interesse para mecaˆnica estat´ıstica. Com este
intuito, apresentamos para o caso unidimensional dois formalismos existentes para tais
sistemas: o formalismo DLR (enfoque mecaˆnico-estat´ıstico) e o formalismo SRB (enfo-
que dinamicista). Apesar das particularidades pro´prias aos contextos nos quais cada um
dos formalismos se aplica, investigam-se aqui as relac¸o˜es existentes entre estes atrave´s
da energia livre de Gibbs e da pressa˜o topolo´gica. Discute-se tambe´m o comportamento
assinto´tico dos estados de Gibbs/equil´ıbrio quando levados ao congelamento do sistema.
Tal fenoˆmeno nos conduz ao estudo dos estados maximizantes via teoria de otimizac¸a˜o
ergo´dica. Ao fim, comparam-se algumas ideias da a´lgebra max/min-plus e o conceito
de subac¸a˜o, as quais sera˜o fundamentais para ana´lise do comportamento assinto´tico da
pressa˜o topolo´gica.
Palavras-chave: A´lgebra Max/Min-Plus, Shift, Especificac¸a˜o, Estados Congelados, Es-
tados de Equil´ıbrios, Estados de Gibbs, Modelo Clock, Operador de Ruelle, Otimizac¸a˜o
Ergo´dica, Sistemas de Spins, Subac¸o˜es.
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Abstract
To exhibit Gibbs states and equilibrium states for certain kind of lattice spin systems
is a problem with great interest for statistical mechanics. To that end, we introduce two
existing formalisms for one-dimensional systems: DLR formalism (statistical-mechanical
approach) and SRB formalism (dynamical-systems approach). In spite of their distinct
applications, we analyse the relation between them through the notions of Gibbs free energy
and topological pressure. We discuss also the asymptotic behaviour of Gibbs/equilibrium
states when the system is frozen. This phenomenon leads us to the study of maximiz-
ing states in the context of ergodic optimization. Finally, we compare some ideas of
max/min-plus algebra and the notion of sub-action, which will be essential to investigate
the asymptotic behaviour of the topological pressure.
Keywords: Clock Model, Equilibrium States, Ergodic Optimization, Frozen States, Gibbs
States, Max/Min-Plus Algebra, Ruelle Operator, Shift, Specification, Spins Systems, Sub-
actions.
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Introduc¸a˜o
A compreensa˜o do comportamento de sistemas que possuem grande quantidade de
part´ıculas constitui uma questa˜o recorrente a uma se´rie de problemas na atualidade. Por
exemplo, analisar a agitac¸a˜o de mole´culas de um ga´s ou o fenoˆmeno de magnetizac¸a˜o de
materiais para uma dada temperatura sa˜o problemas nos quais tal questa˜o se impo˜e. Em
geral, assume-se que todas as part´ıculas interagem mutuamente e que cada qual possui
certas caracter´ısticas intr´ınsecas (posic¸a˜o, momento magne´tico etc). Isto significa que tais
sistemas possuem uma grande quantidade de graus de liberdade que esta˜o correlacionados,
o que dificulta uma caracterizac¸a˜o atrave´s de tratamentos cla´ssicos, via teorias mecaˆnicas
ou electromagne´ticas.
Problemas relacionados a tal questa˜o intrigam a humanidade desde o se´culo 17, com
a obtenc¸a˜o da lei de Boyle-Mariotte e o posterior desenvolvimento da teoria cine´tica de
gases por Bernoulli, Joule, Kro¨nig, Clausius, Maxwell, entre outros. Por sua vez, estas
culminaram ao final do se´culo 19 nas equac¸o˜es de Boltzman e nos ensembles de Gibbs,
possibilitando o surgimento da mecaˆnica estat´ıstica cla´ssica.
Na de´cada de 1920, Ising introduziu um modelo focando o fenoˆmeno de magnetizac¸a˜o
de um metal. Em tal proposta teo´rica, as part´ıculas sa˜o pontos distribu´ıdos como o
reticulado Z, as quais podem assumir dois valores de momento magne´tico (spins) −1 ou
+1, havendo interac¸a˜o somente entre as vizinhas mais pro´ximas no reticulado. Entende-se
assim o fenoˆmeno de magnetizac¸a˜o como a permaneˆncia de certo alinhamento entre os
spins associados a cada part´ıcula do material.
A distinc¸a˜o dada a este modelo deve-se a` suposic¸a˜o de que o sistema possui infinitas
part´ıculas que esta˜o distribu´ıdas estaticamente como um reticulado. Trata-se de uma
simplificac¸a˜o, a qual na˜o necessariamente exprime a realidade f´ısica do sistema. Esta na˜o
impede, pore´m, uma ana´lise apurada do fenoˆmeno a ser tratado. Assim, sucedem destas
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ideias diversos modelos da mecaˆnica estat´ıstica do equil´ıbrio, denominados de sistemas
de spins, com generalizac¸o˜es sobre: a quantidade de spins, a estrutura e/ou geometria do
reticulado, a interac¸a˜o entre part´ıculas etc.
Conveˆm tambe´m enfatizar que, ale´m das evidentes aplicac¸o˜es tanto a` f´ısica quanto
a` qu´ımica, a´reas de procedeˆncia da mecaˆnica estat´ıstica, as ferramentas matema´ticas
presentes em tal descric¸a˜o obtiveram muito eˆxito dentro da teoria de sistemas dinaˆmicos
desenvolvida desde o final da de´cada de 1960. Por este motivo, constitui um to´pico de
grande discussa˜o e estudo tambe´m para a matema´tica.
Sistemas de Spins de Volume Finito
Com o intuito de apresentar as ideias essenciais da mecaˆnica estat´ıstica do equil´ıbrio,
iniciamos tal estudo a partir de sistemas cuja quantidade de part´ıculas e´ finita, denomi-
nados de volume finito. Estes possuem uma descric¸a˜o completa. Considere o nu´mero
de part´ıculas N ∈ N e indexe cada part´ıcula a um elemento do conjunto {1, 2, . . . , N}.
Sejam S um conjunto finito valores, que associa a cada part´ıcula uma certa caracter´ıstica
intr´ınseca (massa, momento, spins etc), e Σ = SN o conjunto de todas as configurac¸o˜es
poss´ıveis para o sistema.
Observac¸a˜o 0.0.1. Perceba que uma configurac¸a˜o ω ∈ Σ e´, neste caso, o mesmo que
um vetor N -dimensional ~ω cujas entradas esta˜o em S.
A energia do sistema e´ descrita por uma func¸a˜o H : Σ −→ R denominada de hamil-
toniano. Sabemos que qualquer func¸a˜o em Σ possui uma decomposic¸a˜o em termos de
func¸o˜es espec´ıficas, cuja principal caracter´ıstica e´ depender somente dos valores em certas
entradas de cada configurac¸a˜o/vetor. Desta forma, obtemos que
H(ω) =
∑
X⊂{1,2,...,N}
ΦX(ω),
para uma famı´lia de func¸o˜es Φ = {ΦX}X⊂{1,2,...,N}, tambe´m denominada de interac¸a˜o,
dada por
ΦX : Σ −→ R tal que ΦX(ω) :=
∑
ω′|X=ω|X
H(ω′)− 1|S|
∑
Y⊂X,
|Y |=|X|−1
∑
ω′|Y =ω|Y
H(ω′).
Em particular, ΦX na˜o depende das entradas cujos ı´ndices pertencem a X
c. Desta ma-
neira, tais func¸o˜es representariam, de forma intuitiva, a contribuic¸a˜o a` energia obtida da
interac¸a˜o das part´ıculas indexadas em X, justificando a denominac¸a˜o dada a` famı´lia Φ.
Um estado e´ uma medida de probabilidade sobre Σ. O conjunto de todos os estados
para o sistema e´ denotado por P(Σ).
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Observac¸a˜o 0.0.2. No contexto que estamos tratando, qualquer medida e´ discreta.
Assim, um estado µ pode ser representado por um vetor |Σ|-dimensional ~µ = (µ)ω∈Σ com
entradas em [0, 1], satisfazendo
∑
ω∈Σ µ(ω) = 1.
Atribuindo um estado µ ao espac¸o Σ, podemos definir
(Energia Me´dia) 〈H〉µ =
∑
ω∈Σ
µ(ω)H(ω),
a qual e´ claramente limitada, ja´ que minω∈ΣH(ω) ≤ 〈H〉µ ≤ maxω∈ΣH(ω) para todo
µ ∈ P(Σ).
A energia me´dia vem a ser uma das func¸o˜es termodinaˆmicas, classe de func¸o˜es que
dependem de um hamiltoniano e/ou estado, na qual tambe´m esta˜o inclusas as func¸o˜es
(Entropia) H(µ) := −
∑
ω∈Σ
µ(ω) log µ(ω),
(Pressa˜o) P (H) := logZH,N = log
∑
ω∈Σ
e−H(ω).
Estas treˆs formam as pec¸as fundamentais para uma abordagem termodinaˆmica do sistema
a ser analisado.
Devido a` concavidade da func¸a˜o logar´ıtmica, tais func¸o˜es esta˜o vinculadas pela se-
guinte desigualdade
H(µ)− 〈H〉µ =
∑
ω∈Σ
µ(ω)
[
log
1
µ(ω)
−H(ω)
]
=
∑
ω∈Σ
µ(ω) log
e−H(ω)
µ(ω)
≤ log
∑
ω∈Σ
µ(ω)
e−H(ω)
µ(ω)
= P (H).
Por sua vez, esta da´ raza˜o ao seguinte princ´ıpio variacional
P (H) = max
µ∈P(Σ)
{H(µ)− 〈H〉µ} ,
pois o estado que verifica a igualdade e´ dado explicitamente pela fo´rmula,
µBG (A) =
1
ZH,N
∑
ω∈A
e−H(ω) com ZH,N :=
∑
ω∈Σ
e−H(ω)
e recebe as denominac¸o˜es de estado de Boltzmann-Gibbs ou ensemble canoˆnico.
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Desta forma, a ana´lise do fenoˆmeno de equil´ıbrio para os sistemas de spins de volume
finito concentra-se em investigar estados com propriedades espec´ıficas sobre o espac¸o de
configurac¸o˜es. Tal afirmac¸a˜o justifica a importaˆncia dada aos estados e a necessidade de
uma caracterizac¸a˜o mensura´vel para os sistemas tratados.
Um problema relevante a ser explorado e´ o fenoˆmeno de congelamento do sistema.
Considere a famı´lia {µβ}β>0 formada pelos estados de Boltzmann-Gibbs dos hamiltonianos
βH para β > 0 dados por
µβ (A) =
1
ZH,N(β)
∑
ω∈A
e−βH(ω).
O paraˆmetro β e´ igual ao inverso do produto da temperatura T multiplicado pela constante
de Boltzmann κ, isto e´, β = 1
κT
. Assim, ha´ interesse em analisar o comportamento
assinto´tico de tal famı´lia quando o paraˆmetro β →∞, ou melhor, quando a temperatura
T → 0.
Note que o conjunto dos estados P(Σ) pode ser identificado com o subconjunto fechado
da esfera unita´ria de R|Σ| com a norma da soma e, por compacidade, qualquer ponto de
acumulac¸a˜o ζ para a famı´lia {µβ}β>0 tambe´m e´ um estado, o qual sera´ denominado de
estado de congelado. Ademais, sejam ω e ω′ ∈ Σ tais que H(ω) > H(ω′). Obtemos do
seguinte limite
lim
β→∞
µβ(ω)
µβ(ω′)
= lim
β→∞
eβ[H(ω
′)−H(ω)] = 0
que o suporte de um estado congelado ζ se concentra sobre o conjunto das configurac¸o˜es
que minimizam o hamiltoniano. Resulta da´ı e do fato que energia me´dia e´ limitada
inferiormente que os estados congelados possuem uma caracter´ıstica fundamental, que e´
a de minimizar o valor da energia me´dia do hamiltoniano, ja´ que
〈H〉ζ = min
ω∈Σ
H(ω) ≤ min
µ∈P(Σ)
〈H〉µ =⇒ 〈H〉ζ = min
µ∈P(Σ)
〈H〉µ.
Observac¸a˜o 0.0.3. Atente que tal desenvolvimento poderia ser escrito em termos do
hamiltoniano −H e, desta forma, ter´ıamos a maximizac¸a˜o de configurac¸o˜es e estados.
Para mais detalhes sobre os sistemas de volume finito, veja [47, 46, 32].
Sistemas de Spins de Volume Infinito
Motivado pelos trabalhos desenvolvidos por Gibbs, um mecanismo muito importante
em mecaˆnica estat´ıstica do equil´ıbrio vem a ser o limite termodinaˆmico. Resumidamente,
energia livre de Gibbs para sistemas com grande quantidade de part´ıculas pode ser suposto
como sendo valor assinto´tico da densidade da pressa˜o, isto e´, o limite de 1
N
logZH,N quando
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a quantidade N de part´ıculas tende a infinito. A partir da transformada de Legendre de
tal limite, e´ poss´ıvel apresentar os ana´logos da entropia e da energia me´dia, relacionando-
os com as noc¸o˜es termodinaˆmicas cla´ssicas. Este e´ um argumento recorrente na literatura
f´ısica de tal to´pico e, apesar de na˜o ser o foco deste trabalho, motiva muitos dos conceitos
utilizados pelos formalismo existentes. Para uma refereˆncia cla´ssica, veja [47].
Investindo na proposta teo´rica de Ising e fixando a atenc¸a˜o nos argumentos utilizados
pela caracterizac¸a˜o anterior, o primeiro formalismo (denominado de DLR) para o trata-
mento dos sistemas de spins de volume infinito em equil´ıbrio assume que cada parcela
finita de part´ıculas possui comportamento descrito como anteriormente, por interme´dio
de estados de Boltzmam-Gibbs para um hamiltoniano que esta´ associado a esta parcela
e a uma condic¸a˜o exterior. Assim, focamo-nos em encontrar os estados de Gibbs cuja
restric¸a˜o a`s parcelas finitas coincidam com os respectivos estados de Boltzmann-Gibbs.
O segundo formalismo (denominado de SRB), por sua vez, visa generalizar as func¸o˜es
termodinaˆmicas – energia me´dia, entropia e pressa˜o – de forma que continuem satisfa-
zendo o princ´ıpio variacional. De modo ana´logo, os estados de equil´ıbrio sa˜o apresentados
como os estados que atingem o valor supremo da entropia menos a energia me´dia, o qual
coincidira´ com a pressa˜o pelo princ´ıpio variacional.
O fenoˆmeno de congelamento do sistema podera´ ser tratado tambe´m no contexto de
volume infinito, permitindo apresentar os estados congelados como um subconjunto dos
estados que maximizam a energia me´dia.
Resumo Esquema´tico da Dissertac¸a˜o
Dissertaremos especificamente sobre os sistemas de spins unidimensionais, que nada
mais sa˜o que modelos cla´ssicos e discretos da mecaˆnica estat´ıstica do equil´ıbrio em volume
infinito. Veˆm a ser cla´ssicos, no sentido de que na˜o necessitam da ana´lise quaˆntica para
descreveˆ-los (na realidade, sa˜o modelos simplificados pelo processo de quantizac¸a˜o), e
discretos, pois as part´ıculas sa˜o supostas dispostas como N ou Z.
Sob um ponto de vista matema´tico, temos por meta apresentar os estados de Gibbs e
de equil´ıbrio, bem como os estados maximizantes e congelados, que podem ser associados
a tal sistema. Com esta intenc¸a˜o, a dissertac¸a˜o e´ organizada em treˆs cap´ıtulos.
(1) O primeiro cap´ıtulo disserta sobre os sistemas de spins unidimensionais, enfocando
em seus aspectos fundamentais: o espac¸o de configurac¸a˜o, os observa´veis, os estados
e o hamiltoniano (obtido de uma interac¸a˜o ou potencial).
(2) O segundo cap´ıtulo introduz dois formalismos existentes para tais sistemas: o for-
malismo DLR (enfoque mecaˆnico-estat´ıstico) e o formalismo SRB (enfoque dina-
micista). Tais formalismos possibilitam caracterizar, respectivamente, os estados
de Gibbs e os estados de equil´ıbrio para o sistema. Com o intuito de aproxima´-
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los, apresentamos um diciona´rio entre os formalismos. Ao te´rmino, estabelecemos
relac¸o˜es entre estes (consequentemente, entre os estados de Gibbs e os estados de
equil´ıbrio) atrave´s da ana´lise das respectivas func¸o˜es termodinaˆmicas.
(3) No terceiro cap´ıtulo, apresenta-se o problema de congelamento do sistema, introdu-
zindo os estados congelados e os maximizantes. Desenvolve-se a teoria de otimizac¸a˜o
ergo´dica e exploram-se as conexo˜es dessa com a a´lgebra max/min-plus, com o intuito
de caracterizar o comportamento assinto´tico da pressa˜o para certos potenciais.
Ale´m disso, a fim de preencher lacunas referentes a certos pre´-requisitos, expo˜e-se
no apeˆndice um compeˆndio de definic¸o˜es e teoremas, devidamente referenciados, sobre as
a´reas ba´sicas que fundamentam tal estudo: teoria da medida, topologia, ana´lise funcional,
sistemas dinaˆmicos e teoria de matrizes na˜o negativas.
No decorrer da dissertac¸a˜o, restringir-nos-emos a` ana´lise de sistemas unidimensionais,
ja´ que os modelos analisados possuem esta caracter´ıstica e algumas ferramentas utiliza-
das na˜o possuem extensa˜o multidimensional. Ale´m disso, as demonstrac¸o˜es de alguns
resultados sera˜o omitidas visando maior fluidez na apresentac¸a˜o dos conteu´dos. Tal fato
manisfesta-se com maior frequeˆncia no segundo e no terceiro cap´ıtulos, para os resultados
recorrentes na literatura cla´ssica ou provindos de artigos mais recentes. Apesar disso, os
resultados estara˜o sempre acompanhados pelas devidas refereˆncias.
CAP´ITULO 1
Sistemas de Spins Unidimensionais
Este cap´ıtulo tem por objetivo introduzir os sistemas de spins para uma quantidade
infinita de part´ıculas (volume infinito). Supo˜e-se que tais part´ıculas esta˜o distribu´ıdas
como pontos de um reticulado e interagem mutuamente. Tal formalizac¸a˜o acarretara´
naturais generalizac¸o˜es, principalmente sobre a extensa˜o do conceito de hamiltoniano,
e uma se´rie de novos conceitos, intimamente relacionados a` noc¸a˜o de invariaˆncia das
configurac¸o˜es para a dinaˆmica de translac¸o˜es sobre o reticulado.
1.1 Conjunto de Spins
Definic¸a˜o 1.1.1. Seja (S,+, τ) um grupo topolo´gico compacto munido de uma me´trica
dS compat´ıvel com a topologia τ . Denote por B a respectiva σ-a´lgebra dos borelianos. Os
elementos de S sa˜o chamados de spins ou s´ımbolos, consequentemente S = (S,+, dS ,B)
recebe a denominac¸a˜o de conjunto de spins ou alfabeto.
Alguns conceitos apresentados na sec¸a˜o seguinte necessitara˜o explicitamente de uma
me´trica sobre o conjunto de spins. Crite´rios que garantem a existeˆncia de uma me´trica
associada a um grupo topolo´gico sa˜o dados pelo Teorema de Birkhoff-Kakutani (veja o
teorema A.0.13 na sec¸a˜o de Topologia do apeˆndice A).
Uma particularidade fundamental dos grupos topolo´gicos compactos, que em parte
justifica a escolha desta estrutura, vem a ser a existeˆncia uma u´nica medida de probabi-
lidade de Haar, ou seja, uma probabilidade νS sobre os borelianos de S com as seguintes
propriedades:
7
8 Cap´ıtulo 1. Sistemas de Spins Unidimensionais
(i) νS e´ uma probabilidade de Radon (neste caso, equivalente a regular);
(ii) νS e´ invariante, isto e´, νS(A+ x) = νS(A) para todo x ∈ S e A ∈ B.
Tal probabilidade recebe a designac¸a˜o de medida de refereˆncia.
Exemplo 1.1.1. Os conjuntos de spins que aparecera˜o no decorrer do texto esta˜o listados
abaixo.
(1) Inteiros Mo´dulo n: Dado Zn = ZnZ = {0, 1, . . . , n− 1} ⊂ Rmunido da me´trica 0−1
(topologia discreta) e σ-a´lgebra de Borel B gerada pela coletaˆnea {{p} : p = 1, . . . , n},
a probabilidade de Haar e´ dada pela medida de contagem normalizada ν, isto e´,
ν({i}) = 1
n
,∀ i ∈ Zn;
(2) Ra´ızes n-e´simas da Unidade: Trata-se de
Un :=
{
e
2piıp
n : p = 1, . . . , n
}
'
{(
cos
2pip
n
, sen
2pip
n
)
: p = 1, . . . , n
}
⊂ R2, (1.1)
com a me´trica 0− 1. Logo, e´ um conjunto discreto e possui probabilidade de Haar
ana´loga a` do exemplo anterior.
(3) Esfera d-dimensional : Considere o conjunto Sd =
{
x ∈ Rd+1 : ‖x‖ = 1} munido
com a me´trica induzida de Rd+1 e cuja probabilidade de Haar e´ exatamente a medida
de hipersuperf´ıcie. ♦
Perceba que os exemplos de conjuntos de spins citados podem ser classificados como
um conjunto finito de pontos isolados ou um conjunto na˜o enumera´vel sem pontos isola-
dos. Na realidade, tal caracterizac¸a˜o e´ va´lida para o contexto em que estamos lidando,
mais precisamente para o caso de grupos topolo´gicos compactos munidos de me´trica.
Discutiremos tal fato com detalhes na sec¸a˜o 2.4 do segundo cap´ıtulo.
Observac¸a˜o 1.1.1. Uma caracter´ıstica da probabilidade de Haar reside no fato desta
ser “uniforme”, ou seja, todo ponto possui a mesma “massa”. Assim na˜o existiria qualquer
predilec¸a˜o natural entre os spins a serem considerados. Escolher medidas com tal carac-
ter´ıstica reflete somente a necessidade de manter o modelo em contato com uma certa
realidade f´ısica dos problemas a serem propostos. Por outro lado, do ponto de vista estri-
tamente matema´tico, e tambe´m para determinadas aplicac¸o˜es, na˜o ha´ nenhum empecilho
quanto a` utilizac¸a˜o de outras medidas como medida de refereˆncia.
1.2 Espac¸o de Configurac¸o˜es
Considere o reticulado 1 L , que neste trabalho designara´ N ou Z. Cada ponto i ∈ L
sera´ chamado de s´ıtio ou part´ıcula. A coletaˆnea de subconjuntos finitos (diferentes do ∅)
1. Este termo diverge de seu sentido usual, devido ao fato de N na˜o ser um reticulado, ja´ que e´
semigrupo aditivo em R. E´ importante que conjunto a ser considerado tenha propriedades adequadas a`
seguinte situac¸a˜o: as part´ıculas sa˜o fixas no espac¸o e esta˜o relacionadas atrave´s de uma estrutura aditiva.
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sobre o reticulado L e´ denotada por PF :=PF (L ) e os intervalos sa˜o os conjuntos
[m,n) := {k ∈ L : m ≤ k < n} = {m, . . . , n− 1}
para qualquer m,n ∈ L com m < n. Uma sequeˆncia muito importante em PF e´
Λn :=
{ {0, 1, 2, . . . , n− 1}, caso L = N;
{−n+ 1, . . . ,−2,−1, 0, 1, 2, . . . , n− 1}, caso L = Z.
A cardinalidade de qualquer conjunto Λ ∈PF sera´ denotada por |Λ|.
Definic¸a˜o 1.2.1. O espac¸o de configurac¸o˜es ou espac¸o de fase associado a um conjunto
de spins S e´ o conjunto
ΣS := SL = {(ωi)i∈L : ωi ∈ S, ∀ i ∈ L } .
Seus elementos ω sa˜o chamados de configurac¸o˜es e, devido a` estrutura unidimensional,
sera˜o representados pelas sequeˆncias de spins
ω =
{
(ω0, ω1, ω2, . . .), caso L = N;
(. . . , ω−2, ω−1, ω0, ω1, ω2, . . .), caso L = Z.
Ale´m disso, ΣS desfruta de propriedades topolo´gicas e mensura´veis quando munido, res-
pectivamente, da topologia produto τL e da σ-a´lgebra produto BL .
Notac¸a˜o 1.2.1. Quando necessa´rio, far-se-a´ expl´ıcita a escolha pelo reticulado N atrave´s
do s´ımbolo “+” sobrescrito sobre a notac¸a˜o padra˜o. Por exemplo, Σ+S = SN e Λ+n =
{0, 1, 2, . . . , n− 1} sera˜o empregados para distinguir o caso L = N.
Dado um subconjunto qualquer Λ ⊂ L , identificaremos ω|Λ ∈ SΛ simplesmente por
ωΛ. Ale´m disso, dadas duas configurac¸o˜es ω, ω
′ ∈ ΣS , sua concatenac¸a˜o e´ descrita por
ωΛω
′
Λ{ :=
{
ωi, se i ∈ Λ;
ω′i, se i ∈ Λ{.
Os abertos que geram a topologia produto em questa˜o (e, consequentemente, a σ-
a´lgebra produto) sa˜o denominados de cilindros e dados por
{ω ∈ ΣS : ωi ∈ Ai, para todo i ∈ Λ}
para algum Λ ∈PF e {Ai}i∈Λ abertos de S. Do ponto de vista mensura´vel, a coletaˆnea
de tais conjuntos, denotada por Cil(ΣS), e´ um anel.
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Observac¸a˜o 1.2.1. Destacamos a subcoletaˆnea de cilindros do tipo
[ω]Λ,ε :=
{
ω′ ∈ ΣS : max
i∈Λ
dS(ωi, ω′i) < ε
}
(1.2)
para ω ∈ ΣS , Λ ∈PF e ε > 0. Esta satisfaz as seguintes propriedades:
(i) dada uma configurac¸a˜o ω ∈ ΣS , temos que ω ∈ [ω]Λ,ε para qualquer Λ ∈ PF e
ε > 0, de modo que a unia˜o dos cilindros desta subcoletaˆnea cobre ΣS ;
(ii) se ω ∈ [ω¯]Λ¯,ε¯∩ [ω¯]Λ¯,ε¯, pondo ε = min{dS(ω, ω¯), ε¯−dS(ω, ω¯), dS(ω, ω¯), ε¯−dS(ω, ω¯)},
obtemos que
ω ∈ [ω]Λ¯∪Λ¯,ε ⊂ [ω¯]Λ¯,ε¯ ∩ [ω¯]Λ¯,ε¯ ;
as quais caracterizam-na como base para topologia produto, devido ao lema A.0.12. Desta
maneira, todo aberto de ΣS pode ser apresentado como unia˜o de cilindros do tipo (1.2).
O fato de S ser espac¸o me´trico compacto implica que S e´ tambe´m um espac¸o de Haus-
dorff separa´vel que satisfaz o segundo axioma de enumerabilidade. Atrave´s da topologia
produto, ΣS herda a separabilidade, a propriedade de Hausdorff e o segundo axioma de
enumerabilidade. Ale´m disso, devido ao Teorema de Tychonoff, ΣS e´ um espac¸o compacto.
Consequentemente, como corola´rio do Teorema de Metrizac¸a˜o da Urysohn, obtemos que
ΣS e´ metriza´vel e uma me´trica compat´ıvel com a topologia produto pode ser definida por
dΣS (ω, ω
′) :=
∑
i∈L
1
2|i|
dS(ωi, ω′i)
diam(S) , ω, ω
′ ∈ ΣS .
Ademais, a separabilidade de S faz com que a σ-a´lgebra produto (enumera´vel) BL , que
e´ gerada pelos cilindros, coincida com a σ-a´lgebra dos borelianos de ΣS .
Observac¸a˜o 1.2.2. O reticulado L pode ser substitu´ıdo por um conjunto qualquer,
como, por exemplo, Nd ou Zd, para d ≥ 2, ou ainda um conjunto finito (este u´ltimo
caso sera´ tratado no exemplo 1.5.13). A discussa˜o anterior sobre a compacidade de ΣS
depende somente do Teorema de Tychonoff, o qual independe da cardinalidade do con-
junto L . Em contrapartida, caso o substituto de L seja na˜o enumera´vel, nem sempre
e´ poss´ıvel satisfazer o segundo axioma de enumerabilidade (veja o contraexemplo 103 da
refereˆncia [54]) e a separabilidade na˜o e´ suficiente para garantir que as σ-a´lgebras citadas
anteriormente coincidam (consulte a sec¸a˜o 7.6 da refereˆncia [8]).
Incorporam-se propriedades dinaˆmicas ao espac¸o de configurac¸a˜o, fazendo uso das
caracter´ısticas alge´bricas intr´ınsecas aL . O intuito sera´ apresentar a noc¸a˜o de invariaˆncia
e, nas pro´ximas sec¸o˜es, a noc¸a˜o macrosco´pica para os observa´veis e estados.
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Definic¸a˜o 1.2.2. Seja a ac¸a˜o do (semi)grupo L sobre o espac¸o de configurac¸o˜es ΣS
definida por
σ : L × ΣS −→ ΣS tal que (n, ω) 7−→ (σn(ω))j = ωj+n.
Denominamos σ := σ1 : ΣS −→ ΣS de operador de shift e o sistema dinaˆmico associado
(ΣS , σ) de shift completo.
O destaque dado ao shift σ deve-se ao fato de este gerar o (semi)grupo de operadores
{σn : ΣS −→ ΣS}n∈L , o qual define a ac¸a˜o de L sobre o espac¸o de configurac¸o˜es, pois
σ(n, · ) = σn( · ). Ale´m disso, tal operador e´ cont´ınuo, ja´ que
σ−1
(
[ω]Λ,ε
)
=
{
ω′ ∈ ΣS : max
i∈Λ+1
dS(ωi−1, ω′i) < ε
}
= [ω¯]Λ+1,ε
para uma configurac¸a˜o ω¯ ∈ σ−1(ω), e para qualquer ε > 0 e todo Λ ∈PF .
Exemplo 1.2.1. Shift completo unilateral sobre alfabeto finito: Seja L = N. Dado um
alfabeto finito S = Zn, temos o espac¸o de configurac¸o˜es
Σ+Zn := {0, 1, . . . , n− 1}N
formando assim o shift completo unilateral (Σ+Zn , σ).
Devido a` topologia discreta, a me´trica e´ dada por dΣ+Zn
(ω, ω′) = 2−max{n∈N:ωi=ω
′
i ∀ i∈Λ+n }
e, para ε suficientemente pequeno, os cilindros ba´sicos possuem a seguinte forma
[ω]Λ := {ω′ ∈ ΣS : ω′i = ωi ∀ i ∈ Λ} = [ω]Λ,ε .
Por sua vez, estes sa˜o conjuntos fechados, o que torna o espac¸o totalmente desconexo. ♦
Exemplo 1.2.2. Shift completo bilateral sobre um conjunto de spins finito: Considere o
conjunto de spins finito S = Un. Para L = Z, temos o espac¸o de configurac¸o˜es
ΣUn :=
{(
cos
2pip
n
, sin
2pip
n
)
: p = 1, . . . , n
}Z
e o shift completo bilateral (ΣUn , σ). Pelo mesmo argumento do exemplo 1.2.1, [ω]Λ e´ um
cilindro ba´sico e tal espac¸o e´ totalmente desconexo. ♦
Observac¸a˜o 1.2.3. Nos exemplos anteriores, poder´ıamos considerar S = Zn ou S = Un
indistintamente. A predilec¸a˜o por cada um destes nos respectivos exemplos deve-se aos
modelos apresentados na sec¸a˜o 1.5 deste cap´ıtulo.
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Exemplo 1.2.3. Shift completo sobre a esfera unita´ria: Considere a esfera d-dimensi-
onal como conjunto de spins S = Sd. Temos o espac¸o de configurac¸o˜es ΣS :=
(
Sd
)L
e
o shift completo (ΣS , σ). Como mostrado anteriormente, trata-se de um espac¸o me´trico
compacto e um espac¸o mensura´vel munido da σ- a´lgebra de Borel, diferindo dos exemplos
anteriores quanto ao fato de que seus cilindros [ω]Λ,ε sa˜o dados pela equac¸a˜o (1.2) e
consequentemente {ω′ ∈ ΣS : ω′i = ωi ∀ i ∈ Λ} na˜o sa˜o abertos da topologia. ♦
Um conjunto A ⊂ ΣS e´ dito σ-invariante ou invariante se σ−1(A) = A. Um exemplo
t´ıpico de conjunto com essa propriedade sa˜o as o´rbitas associadas a um ponto ω ∈ ΣS
Oσ (ω) :=
{
σk (ω) : k ∈ L } .
Alguns problemas possuem modelagens sobre as quais o espac¸o de configurac¸o˜es apre-
sentado anteriormente pode oferecer mais de um representante para a mesma configurac¸a˜o
f´ısica ou mesmo a existeˆncia de configurac¸o˜es que na˜o sa˜o fisicamente poss´ıveis. Nestes
casos, reduz-se o espac¸o de configurac¸a˜o a um subconjunto fechado invariante Σ′S ⊂ ΣS .
Tal escolha espec´ıfica garante que o novo espac¸o de configurac¸o˜es seja condizente com a
dinaˆmica de shift apresentada anteriormente e ao par (Σ′S , σ|Σ′S ) e´ dada a denominac¸a˜o
de espac¸o de shift . Uma classe de particular importaˆncia para os modelos estudados e´
apresentada a seguir.
Definic¸a˜o 1.2.3. Considere uma coletaˆnea finita P ⊂ ⋃∞k=2 Sk tida como um conjunto
de palavras permitidas. Denominamos de subshift de tipo de finito (referentes a excluso˜es
do tipo caroc¸o duro em termos da mecaˆnica estat´ıstica) o espac¸o de shift (ΣPS , σ|ΣPS ) onde
ΣPS := {ω ∈ ΣS : ∀n ∈ L ,∃ k ∈ L , com σn (ω) |Λk ∈ P} .
Notac¸a˜o 1.2.2. A condic¸a˜o de invariaˆncia e fechamento para um espac¸o de shift per-
mitira´ que Σ′S goze das mesmas propriedades topolo´gicas, mensura´veis e dinaˆmicas que
o shift completo. Assim, por um abuso de notac¸a˜o, trataremos indistintamente o shift
completo, um espac¸o de shift e um subshift de tipo de finito por (ΣS , σ).
1.3 Observa´veis
O termo observa´vel deriva da noc¸a˜o f´ısica de relatar uma certa informac¸a˜o para cada
uma das poss´ıveis configurac¸o˜es do sistema em termos quantitativos. Em termos f´ısi-
cos, esta´ intimamente relacionado com uma resposta obtida devido a` realizac¸a˜o de um
experimento sobre o sistema.
Definic¸a˜o 1.3.1. Uma func¸a˜o f : ΣS −→ R e´ dita um observa´vel de ΣS se e´ limitada e
mensura´vel com respeito a σ-a´lgebra de Borel BL .
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Exemplo 1.3.1. Qualquer func¸a˜o cont´ınua em ΣS e´ limitada, devido a` compacidade, e
mensura´vel, pois trata-se da σ-a´lgebra de Borel, logo e´ um observa´vel. ♦
O conjunto dos observa´veis de ΣS e´ indicado por B(ΣS) e o conjunto dos observa´veis
cont´ınuos e´ denotado por C(ΣS). Ambos sa˜o espac¸os de Banach, para as operac¸o˜es de
soma ponto a ponto e multiplicac¸a˜o por escalar real, munidos pela norma uniforme ‖f‖∞ =
supω∈ΣS |f(ω)|.
Exemplo 1.3.2. Observa´vel de campo externo: Para os espac¸os de shift apresentados
nos exemplos 1.2.2 e 1.2.3, seja 〈·, ·〉 : Rd × Rd → R o produto interno usual, onde d = 2
para S = Un e d = n+ 1 para S = Sn. Um campo externo h ∈ Rd agindo sobre um dado
s´ıtio i ∈ L e´ dado por
〈·, h〉{i} (ω) := 〈ωi, h〉 . (1.3)
E´ fa´cil ver que se trata de um observa´vel cont´ınuo. ♦
Exemplo 1.3.3. Observa´vel de interac¸a˜o entre vizinhos mais pro´ximos: Nos mesmos
contextos do exemplo anterior, a seguinte func¸a˜o
〈·, ·〉{i,i+1} (ω) := 〈ωi, ωi+1〉 (1.4)
e´ um observa´vel cont´ınuo para qualquer s´ıtio i ∈ L . ♦
Para os observa´veis apresentados no exemplo anterior, alterar spins de uma configura-
c¸a˜o sobre s´ıtios em {i, i+ 1}{ na˜o modifica o valor da func¸a˜o. Tal particularidade motiva
a definic¸a˜o a seguir.
Definic¸a˜o 1.3.2. Um observa´vel f e´ dito local se depende apenas das entradas ωi com
i ∈ Λ para algum Λ ∈PF . Equivalentemente, f ∈ B(ΣS) satisfaz
f(ω) = f(ω′) sempre que ω|Λ = ω′|Λ, para algum Λ ∈PF ,
ou seja, supω|Λ=ω′|Λ |f(ω)− f(ω′)| = 0.
Outra forma de caracterizar esta propriedade e´ a partir da mensurabilidade sobre
sub-σ-a´lgebras locais.
Definic¸a˜o 1.3.3. Dado Λ ⊂ L , definimos BΛ como a sub-σ-a´lgebra de BL gerada pelos
cilindros [ω]Λ′,ε para Λ
′ ⊂ Λ e ε > 0. Quando Λ ∈ PF , BΛ e´ dita ser uma sub-σ-a´lgebra
local.
Proposic¸a˜o 1.3.1. Um observa´vel f e´ local em Λ ∈ PF se, e somente se, f e´ BΛ-
mensura´vel.
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Demonstrac¸a˜o. (⇒). Para A aberto em R, suponha, sem perda de generalidade, que
f−1(A) = [ω]Λ′,ε para algum Λ
′ ∈ PF tal que Λ′ ∩ Λ{ 6= ∅. A hipo´tese local implica que
f([ω]Λ′∩Λ,ε) ⊂ A e portanto ter´ıamos a seguinte contradic¸a˜o: [ω]Λ′∩Λ,ε ⊂ f−1(A) = [ω]Λ′,ε.
(⇐). Suponha que existam configurac¸o˜es ω e ω′ ∈ ΣS satisfazendo ω|Λ = ω′|Λ com
f(ω) 6= f(ω′). Dado ε < |f(ω) − f(ω′)|, considere o intervalo I = (f(ω) − ε, f(ω) + ε),
o qual e´ mensura´vel em R. Da hipo´tese BΛ-mensura´vel para o observa´vel f obtemos,
sem perda de generalidade, que f−1 (I) = [ω]Λ′,ε para algum Λ
′ ⊂ Λ. Em particular,
ω′ ∈ [ω]Λ′,ε e consequentemente |f(ω′)− f(ω)| < ε, o que e´ uma contradic¸a˜o.
Indicam-se o subespac¸o dos observa´veis locais (cont´ınuos) em Λ ∈PF e o subespac¸o
de todos os observa´veis locais (cont´ınuos), respectivamente, por
BΛ(ΣS) :=
{
f ∈ B(ΣS) : f e´ BΛ-mensura´vel
}
e Bloc(ΣS) :=
⋃
Λ∈PF
BΛ(ΣS);
CΛ(ΣS) :=
{
f ∈ C(ΣS) : f e´ BΛ-mensura´vel
}
e Cloc(ΣS) :=
⋃
Λ∈PF
CΛ(ΣS).
Em oposic¸a˜o a` noc¸a˜o anterior, apresentamos o seguinte observa´vel.
Exemplo 1.3.4. Observa´vel na˜o local: Para o shift completo unilateral (ver exemplo
1.2.1), considere uma configurac¸a˜o ω′ ∈ ΣS e defina o observa´vel cont´ınuo dΣS ( · , ω′).
Verifica-se que, para todo Λ ∈PF e para algum i ∈ Λ{,
0 = dΣS (ω
′, ω′) < dΣS (ω, ω
′) =
1
2i
,
para qualquer configurac¸a˜o ω ∈ ΣS que difere de ω′ apenas no s´ıtio i. Isto contradiz a pro-
priedade local, pois sempre e´ poss´ıvel achar duas configurac¸o˜es que coincidem localmente
e cujos valores dados pelo observa´vel diferem. ♦
No caso cont´ınuo, tal oposic¸a˜o pode ser ignorada devido a` seguinte proposic¸a˜o.
Proposic¸a˜o 1.3.2. Os observa´veis locais cont´ınuos sa˜o densos entre os observa´veis con-
t´ınuos, isto e´, Cloc(ΣS) = C(ΣS). Em particular, f ∈ C(ΣS) se, e somente se,
lim
n→∞
sup
ω|Λn=ω′|Λn
|f(ω)− f(ω′)| = 0. (1.5)
Demonstrac¸a˜o. Fixe uma configurac¸a˜o ω¯ ∈ ΣS . Considere os observa´veis locais {fΛn, ω¯}n∈N
dados pelo “truncamento” do observa´vel de f em Λn, isto e´, fΛn, ω¯(ω) := f(ωΛnω¯Λn{) para
todo ω ∈ ΣS . Tais observa´veis sa˜o locais e cont´ınuos, ja´ que sa˜o restric¸o˜es de f aos
subconjuntos {ω′ ∈ ΣS : ω′|Λn{ = ω¯|Λn{} para cada n ∈ N. Devido a` continuidade de f ,
temos que
lim
n→∞
‖f(ω)− fΛn, ω¯(ω)‖∞ = 0,
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donde obtemos a densidade de Cloc(ΣS) sobre C(ΣS).
Note que a relac¸a˜o acima vale para qualquer ω¯ ∈ ΣS . Desta forma, a equac¸a˜o (1.5)
segue direto da seguinte relac¸a˜o
sup
ω¯∈ΣS
‖f(ω)− fΛn, ω¯(ω)‖∞ = sup
ω|Λn=ω′|Λn
|f(ω)− f(ω′)| .
Observac¸a˜o 1.3.1. No caso em que o conjunto de spins na˜o e´ compacto, define-se o
espac¸o das func¸o˜es quase-locais por Cql(ΣS) := Cloc(ΣS), que e´ equivalente ao conjunto
de func¸o˜es que satisfazem a equac¸a˜o (1.5). Atentamos ao fato de que, em geral, quase-
localidade na˜o e´ equivalente a continuidade e que a equivaleˆncia obtida na proposic¸a˜o
1.3.2 esta´ intrinsecamente relacionada a` compacidade do espac¸o.
A definic¸a˜o a seguir introduz outra classe muito importante de observa´veis.
Definic¸a˜o 1.3.4. Um observa´vel f e´ dito global ou macrosco´pico se alterac¸o˜es nas en-
tradas ωi com i ∈ Λ, para todo Λ ∈PF , na˜o alteram o resultado da observac¸a˜o. Equiva-
lentemente, f ∈ B(ΣS) cumpre
f(ω) = f(ω′) sempre que ω|Λ{ = ω′|Λ{ , para todo Λ ∈PF .
Analogamente a` proposic¸a˜o 1.3.1, temos o seguinte resultado.
Proposic¸a˜o 1.3.3. Um observa´vel f e´ global se, e somente se, f e´ mensura´vel para a
σ-a´lgebra
B∞ :=
⋂
Λ∈PF
BΛ{ ,
a qual e´ denominada de σ-a´lgebra caudal.
O espac¸o dos observa´veis globais (cont´ınuos), denotado B∞(ΣS) (C∞(ΣS)), repre-
senta a coletaˆnea de inspec¸o˜es sobre sistema para as quais configurac¸o˜es distintas por um
conjunto finito de s´ıtios sa˜o indistingu´ıveis. Isto significa intuitivamente que, para um
determinado experimento, alterac¸o˜es em uma parcela finita de part´ıculas do reticulado
na˜o sa˜o percept´ıveis.
A dinaˆmica de shift atua de maneira semelhante, definindo observa´veis que na˜o dis-
tinguem uma configurac¸a˜o ω ∈ ΣS de qualquer elemento de sua o´rbita Oσ (ω).
Definic¸a˜o 1.3.5. Um observa´vel e´ dito σ-invariante ou invariante por translac¸a˜o se
f ◦ σ = f . O espac¸o dos observa´veis σ-invariantes e´ indicado por Bσ(ΣS).
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Relembramos que um conjunto A e´ invariante se satisfaz σ−1(A) = A. Desta forma,
tais func¸o˜es caracterizam-se por serem mesura´veis para a coletaˆnea de todos os borelianos
invariantes
Bσ := {A ∈ BL : σ−1(A) = A} ,
a qual e´ uma sub-σ-a´lgebra de BL . Investigaremos como se relacionam as sub-σ-a´lgebras
B∞ e Bσ na proposic¸a˜o 1.4.2 da pro´xima sec¸a˜o.
Exemplo 1.3.5. Me´dia macrosco´pica ou me´dia de Birkhoff: Dado um observa´vel de ΣS ,
a me´dia de Birkhoff associada e´ definida por
fˆ(ω) := lim
n→∞
1
|Λn|
∑
i∈Λn
f ◦ σi(ω)
quando tal limite existe. Veremos condic¸o˜es para existeˆncia destes limites e para a σ-
invariaˆncia de tal observa´vel na pro´xima sec¸a˜o. ♦
1.4 Estados
As pec¸as fundamentais para teoria a ser desenvolvida sa˜o os estados associados a
ΣS , os quais carregam toda a informac¸a˜o necessa´ria para caracterizac¸a˜o do fenoˆmeno de
equil´ıbrio. Nesta sec¸a˜o, discutiremos apenas a natureza desta estrutura e propriedades
relevantes, adiando para o pro´ximo cap´ıtulo a caracterizac¸a˜o dos estados de equil´ıbrio e
de Gibbs no contexto dos sistemas de spins unidimensionais.
Definic¸a˜o 1.4.1. Um estado em ΣS e´ uma medida de probabilidade µ para espac¸o
mensura´vel
(
ΣS ,BL
)
. Denotaremos por P (ΣS) o conjunto dos estados para ΣS .
Por meio da integrac¸a˜o, um estado µ age linearmente sobre um observa´vel f :
〈f〉µ :=
∫
ΣS
fdµ.
Note que todo observa´vel f e´ integra´vel, ja´ que por definic¸a˜o f e´ limitado. Consequente-
mente, f ∈ Lp para todo p ≥ 1.
Notac¸a˜o 1.4.1. Quando na˜o houver especificac¸a˜o com respeito ao conjunto sobre o qual
se esta´ integrando, ficara´ subentendido que a integral e´ realizada sobre todo espac¸o de
configurac¸o˜es, ou seja,
∫
fdµ :=
∫
ΣS
fdµ.
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Exemplo 1.4.1. Estado de Bernoulli: Dada uma medida de probabilidade µS sobre
(S,B), define-se (ver resultado A.0.10 do apeˆndice A) o estado µΣS , denominado de Ber-
noulli, colocando
µΣS (Ei1 × . . .× Eik) =
k∏
j=1
µS
(
Eij
)
, ∀ k > 0,
onde Eij ∈ B para todo 1 ≤ j ≤ k e {i1, . . . , ik} ∈PF . ♦
Exemplo 1.4.2. Estado de Markov ou cadeia de Markov: Considere o shift completo
sobre um conjunto de spins finito (veja o exemplo 1.2.2). Dada uma matriz P =
(P (x, y))x,y∈S positiva e estoca´stica, ou seja, que satisfaz, respectivamente,
P (x, y) > 0, ∀x, y ∈ S e
∑
x∈S
P (x, y) = 1 =
∑
y∈S
P (x, y),
para quaisquer configurac¸a˜o ω ∈ ΣS e inteiros positivos m < n, o estado de Markov
associado a tal matriz e´ definido sobre os cilindros [ω][m,n) por
µP ([ω][m,n)) := (
−→rP )ωmP (ωm, ωm+1)P (ωm+1, ωm+2) · · ·P (ωn−2, ωn−1),
onde −→rP e´ autovetor positivo a` direita associado ao autovalor unita´rio da matriz P (isto
e´, −→rPP = −→rP ), normalizado por
∑
x∈S(
−→rP )x = 1, cuja existeˆncia e´ garantida pelo Teorema
de Perron-Frobenius (veja A.0.16). ♦
Observac¸a˜o 1.4.1. O conceito de cadeia de Markov pode ser introduzido tambe´m para
o contexto compacto, sendo essencial para teoria de processos estoca´sticos. Aqui nos
restringimos ao caso particular de conjunto de spins finito devido aos resultados que
obteremos na sec¸a˜o 2.1 do pro´ximo cap´ıtulo.
O fato de os estados serem probabilidades borelianas sobre um espac¸o compacto
permite-nos caracteriza´-los facilmente por sua ac¸a˜o sobre as func¸o˜es cont´ınuas.
Teorema 1.4.1. Sejam µ1 e µ2 estados em ΣS . Se
〈f〉µ1 =
∫
fdµ1 =
∫
fdµ2 = 〈f〉µ2 , para todo f ∈ C(ΣS),
enta˜o µ1 = µ2.
Ale´m disso, a compacidade do espac¸o ΣS torna toda medida finita para σ-a´lgebra de
Borel BL em uma medida de Radon (ver A.0.8). Devido ao Teorema de Representac¸a˜o de
Riesz (ver A.0.9), o conjunto das medidas de Radon para
(
ΣS ,BL
)
, denotado porM(ΣS),
e´ isometricamente isomorfo ao conjunto dos funcionais lineares limitados sobre C (ΣS).
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Desta forma, temos uma identificac¸a˜o dual entre o espac¸o de medidasM(ΣS) e o espac¸o
de observa´veis C (ΣS), que possibilita munir o conjunto de estados P(ΣS) da topologia
fraca*, cujos abertos ba´sicos sa˜o
[µ]f,ε :=
{
µ′ ∈ P(ΣS) :
∣∣∣〈f〉µ − 〈f〉′µ∣∣∣ < ε} ,
sendo a convergeˆncia descrita por
µn −→ µ se 〈f〉µn −→ 〈f〉µ , ∀ f ∈ C (ΣS) .
Assinalamos o seguinte resultado, que e´ uma consequeˆncia do Teorema de Banach-Alaoglu-
Bourbaki (ver A.0.15) e cuja prova pode ser encontrada nas refereˆncias [9, 24, 56].
Proposic¸a˜o 1.4.1. P(ΣS) herda a compacidade de S.
Observac¸a˜o 1.4.2. Em contextos mais abstratos, como sistemas de spins quaˆnticos,
um estado e´ um funcional linear sobre uma C*-a´lgebra de observa´veis, o qual e´ cont´ınuo,
positivo e tem norma 1. Para mais detalhes, consulte [47, 28].
De um ponto de vista probabilista, ΣS munido de um estado µ e´ um espac¸o de proba-
bilidade. Por sua vez, os conjuntos mensura´veis esta˜o relacionados com os eventos deste
espac¸o. Os conjuntos de B∞ caracterizam os eventos que podem ser analisados macros-
copicamente, assim e´ importante destacar os estados com comportamento determin´ıstico
sobre tais eventos.
Definic¸a˜o 1.4.2. Um estado µ e´ dito macrosco´pico se e´ trivial para σ-a´lgebra caudal
B∞, isto e´, se para qualquer conjunto A ∈ B∞ vale
µ (A) = 1 ou µ (A) = 0. (1.6)
Observac¸a˜o 1.4.3. Outra forma equivalente de caracterizar o fenoˆmeno acima e´ atrave´s
da propriedade de cluster para o estado µ, ou melhor,
lim
n→∞
sup
B∈BΛ{n
|µ (A ∩B)− µ (A)µ (B)| = 0, ∀ A ∈ BL . (1.7)
O significado da fo´rmula acima e´ que os eventos possuem correlac¸a˜o de curto alcance, isto
e´, eventos “espacialmente distantes” sa˜o assintoticamente independentes.
Aproveitando-se da poss´ıvel influeˆncia que a dinaˆmica do shift pode ter sobre os esta-
dos, consideramos tambe´m sobre estes a noc¸a˜o de invariaˆncia.
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Definic¸a˜o 1.4.3. Um estado µ e´ dito σ-invariante se µ(σ−1(A)) = µ(A) para todo
A ∈ BL , ou equivalentemente se∫
f ◦ σdµ =
∫
fdµ, para todo f ∈ C(ΣS).
Ale´m disso, um estado σ-invariante e´ dito ergo´dico se e´ trivial sobre a σ-a´lgebra dos
conjuntos invariantes Bσ, isto e´, se para qualquer conjunto A ∈ Bσ vale
µ (A) = 1 ou µ (A) = 0.
Denotam-se, respectivamente, por P∞(ΣS),Pσ(ΣS) e Erg(ΣS) o conjunto dos estados
macrosco´picos, dos estados σ-invariantes e dos estados ergo´dicos. Na˜o e´ uma tarefa fa´cil
obter relac¸o˜es entre os conjuntos P∞(ΣS) e Erg(ΣS), apesar da semelhanc¸a entre suas
definic¸o˜es. Neste intuito, considerar o conjunto dos estados macrosco´picos σ-invariantes,
denotado por P∞σ (ΣS) := P∞(ΣS) ∩ Pσ(ΣS), e´ mais adequado.
Proposic¸a˜o 1.4.2. Para qualquer µ ∈ Pσ(ΣS), a inclusa˜o Bσ ⊂ B∞ e´ va´lida µ-q.t.p.,
isto e´, para cada A ∈ Bσ existe B ∈ B∞ tal que
µ (A4B) = 0.
Assim, P∞σ (ΣS) ⊂ Erg(ΣS), ja´ que todo estado macrosco´pico σ-invariante e´ ergo´dico.
Demonstrac¸a˜o. Seja A um conjunto invariante. Segue do corola´rio A.0.5, no apeˆndice A,
que existe uma sequeˆncia de cilindros {Cn}n∈N ∈ Cil(ΣS) tal que µ (A4Cn) ≤ 2−n para
todo n ∈ N. Devido a`s invariaˆncias do estado µ e do conjunto A, obtemos que
µ
(
A4σ−i(Cn)
)
= µ
(
σ−i(A)4σ−i(Cn)
)
= µ (A4Cn) ≤ 2−n (1.8)
para todo i ∈ N.
Como Cn e´ um cilindro, temos que existe i(n) ∈ N tal que Cn ∈ BΛi(n) . Ale´m disso,
como Λi(n) ∩ (Λi(n) + 2i(n)) = ∅, temos σ2i(n)(Cn) ∈ BΛi(n)+2i(n) ⊂ BΛ
{
i(n) . Devido a estes
fatos, o conjunto B := ∩k∈N ∪n≥k σ2i(n)(Cn) ∈ B∞ e, devido a` desigualdade (1.8), este
satisfaz
µ (A4B) = µ (∩k∈N ∪n≥k (A4σi(n)(Cn))) ≤ lim
k→∞
∑
n≥k
1
2n
= 0.
O conjunto dos estados macrosco´picos P∞(ΣS) na˜o possui propriedades estruturais
muito marcantes ale´m das citadas anteriormente. Por outro lado, dedicamos a continuac¸a˜o
desta sec¸a˜o a uma coletaˆnea de resultados para os estados σ-invariantes e ergo´dicos. Tais
fatos em conjunto com a proposic¸a˜o 1.4.2 explicam uma predilec¸a˜o por se trabalhar no
contexto invariante e ergo´dico, como veremos na sec¸a˜o 2.3.
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Proposic¸a˜o 1.4.3.
(i) (Krylov-Bogoliubov) Dada uma sequeˆncia de estados {mk}k∈N ⊂ P(ΣS), qualquer
ponto de acumulac¸a˜o para a sequeˆncia {µn}n∈N definida por
µn(A) :=
1
|Λn|
∑
i∈Λn
mn(σ
−i(A)), para todo A ∈ BL ,
e´ um estado σ-invariante. A compacidade de ΣS garante enta˜o que Pσ(ΣS) e´ na˜o
vazio.
(ii) O conjunto dos estados σ-invariantes Pσ (ΣS) e´ um compacto convexo deM(ΣS).
Um dos resultados cla´ssicos mais importantes, o qual garante a existeˆncia dos obser-
va´veis macrosco´picos do exemplo 1.3.5, e´ enunciado a seguir. Sua demonstrac¸a˜o pode ser
obtida nas refereˆncias [57, 44].
Teorema 1.4.2 (Teorema Ergo´dico de Birkhoff). Sejam f um observa´vel e µ um estado
σ-invariante. Enta˜o
fˆ(ω) := lim
n→∞
1
|Λn|
∑
i∈Λn
f ◦ σi(ω) existe µ-q.t.p. ω e∫
A
fˆdµ =
∫
A
fdµ para todo A ∈ Bσ, (1.9)
sendo fˆ uma versa˜o da E(f |Bσ). Quando µ e´ um estado ergo´dico, enta˜o
fˆ ≡
∫
fdµ.
Estendendo o teorema anterior, registra-se o seguinte resultado:
Teorema 1.4.3 (Teorema Ergo´dico Subaditivo de Kingman). Seja uma famı´lia de ob-
serva´veis {fn}n∈N que satisfaz a propriedade subaditiva, isto e´,
fn+m ≤ fn + fm ◦ σn para todo n,m ∈ N.
Considere µ um estado σ-invariante. Enta˜o
fˆ(ω) := lim
n→∞
1
n
fn(ω) existe µ-q.t.p. ω e∫
fˆdµ = lim
n→∞
1
n
∫
fndµ = inf
n∈N
1
n
∫
fndµ. (1.10)
Ale´m disso, se µ e´ um estado ergo´dico, enta˜o
fˆ ≡ inf
n∈N
1
n
∫
fndµ.
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Observac¸a˜o 1.4.4. Apresentamos apenas dois dentre va´rios teoremas de convergeˆncia,
denominados de teoremas ergo´dicos, os quais supo˜em hipo´tese de invariaˆncia ou ergodici-
dade.
O Teorema Ergo´dico de Birkhoff foi originalmente apresentado no artigo [7], para
equac¸o˜es diferencia´veis em variedades. Indicamos [32, 36] para extenso˜es de tal teorema
em contextos mais abrangente do que o apresentado nesta dissertac¸a˜o, por exemplo, para
o caso de ac¸o˜es de Zd e de grupos mais gerais.
Ja´ o Teorema Ergo´dico Subaditivo, primeiramente demonstrado por Kingman em [33],
possui diferentes argumentos e demonstrac¸o˜es. Por exemplo, para um ponto de vista
estoca´stico, veja [35]. Para uma perspectiva dinamicista, na qual nos baseamos, consulte
[1, 53, 41]. Neste u´ltimo contexto, atentamos para uma importante hipo´tese do Teorema
Subaditivo de Kingman, que na˜o foi enunciada: f+1 := max{0, f1} deve ser integra´vel.
Como ja´ foi afirmado, todo observa´vel pertence a Lp para p ≥ 1, o que implica que tal
hipo´tese e´ trivialmente satisfeita no nosso caso.
Sobre os estados ergo´dicos, destacamos a pro´xima proposic¸a˜o.
Proposic¸a˜o 1.4.4. Sa˜o equivalentes:
(i) µ e´ um estado ergo´dico;
(ii) µ satisfaz a propriedade
lim
n→∞
1
|Λn|
∑
i∈Λn
µ(σ−1(A) ∪B) = µ(A)µ(B), ∀ A,B ∈ BL ; (1.11)
(iii) µ e´ um ponto extremal de Pσ (ΣS).
Ademais, se µ1 e µ2 sa˜o estados ergo´dicos, enta˜o ou µ1 = µ2 ou sa˜o mutualmente singu-
lares.
Atentamos para a semelhanc¸a entre o item (ii) acima e a propriedade de cluster para
estados macrosco´picos, dada pela condic¸a˜o (1.7) da observac¸a˜o 1.4.3. Neste caso, con-
tudo, sa˜o os eventos σ−i(A) que se tornam, em me´dia, assintoticamente independentes de
qualquer evento B.
Outro fato importante, relativo ao item (iii) e a` u´ltima asserc¸a˜o da proposic¸a˜o anterior,
esta´ associado a uma representac¸a˜o geome´trica para o conjunto convexo Pσ (ΣS) a partir
de seus pontos extremais, ou seja, com o emprego dos estados ergo´dicos. O teorema que se
segue e´ um caso particular do cla´ssico Teorema de Representac¸a˜o de Choquet (ver A.0.11
no apeˆndice A) sobre o convexo compacto Pσ (ΣS).
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Teorema 1.4.4 (Teorema de Decomposic¸a˜o Ergo´dica). Para cada estado σ-invariante
µ, existe uma u´nica medida de Borel η sobre o espac¸o Pσ (ΣS) tal que
η
(Erg (ΣS)) = 1 e
µ(f) =
∫
fdµ =
∫
Erg(ΣS)
(∫
fdm
)
dη(m).
Toda a discussa˜o anterior decorre do intuito de se guardar certa imparcialidade quanto
a` imposic¸a˜o de um estado ao sistema, ja´ que os problemas a serem considerados resumem-
se a buscar estados com propriedades espec´ıficas sobre os subconjuntos apresentados. Por
maior empenho que se tenha, a noc¸a˜o de um estado subjacente ao sistema e´ mais natural
do que se imagina e estara´ presente principalmente no segundo cap´ıtulo deste trabalho.
Definic¸a˜o 1.4.4. O estado ba´sico e´ dado pelo estado de Bernoulli ν := νΣS (rever
exemplo 1.4.1) para a probabilidade de Haar sobre os borelianos de S, isto e´, para a
medida de refereˆncia νS .
Observac¸a˜o 1.4.5. Mais geralmente, existem outros estados (ale´m do estado ba´sico)
para os quais resultados subsequentes continuara˜o va´lidos. Sa˜o exemplos os pro´prios
estados de Gibbs e de equil´ıbrio que sera˜o definidos no pro´ximo cap´ıtulo.
1.5 Interac¸a˜o e Potencial
A noc¸a˜o de energia de um sistema para uma dada configurac¸a˜o e´ um conceito norma-
tivo em f´ısica, essencial para construc¸a˜o e ana´lise dos modelos matema´ticos associados.
No caso de volume finito, vimos, na Introduc¸a˜o, que a energia e´ representada pelo hamil-
toniano do sistema. Para a mecaˆnica estat´ıstica de volume infinito, ficara´ claro que na˜o e´
fact´ıvel discutir tal noc¸a˜o simplesmente como uma func¸a˜o sobre o espac¸o de configurac¸o˜es.
Na verdade, torna-se fundamental considerar hamiltonianos associados a`s parcelas finitas
do reticulado L , examinando assim o conceito de energia no n´ıvel de part´ıculas e suas
interac¸o˜es entre si.
Notac¸a˜o 1.5.1. Convencionamos, nesta sec¸a˜o, que X, Y e Λ indicam subconjuntos finitos
de L , isto e´, X, Y,Λ ∈PF .
Definic¸a˜o 1.5.1. Seja ΣS um espac¸o de configurac¸o˜es.
(i) Uma interac¸a˜o e´ dada por uma famı´lia de func¸o˜es Φ = {ΦX : ΣS −→ R}X∈PF tal
que cada ΦX e´ um observa´vel local em X.
(ii) Um potencial e´ dado por uma famı´lia de observa´veis Ψ = {Ψn : ΣS −→ R}n∈L .
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Em particular, uma interac¸a˜o ou um potencial e´ dito cont´ınuo (Lipschitz ou Ho¨lder con-
t´ınuo) se cada um dos observa´veis da respectiva famı´lia e´ cont´ınuo (Lipschitz ou Ho¨lder
cont´ınuo).
Notac¸a˜o 1.5.2. Por uma questa˜o de concisa˜o e para evitar equ´ıvocos, as interac¸o˜es
sempre sera˜o denotadas por Φ e os potenciais, por Ψ.
A diferenc¸a conceitual na definic¸a˜o anterior consiste no fato de que uma interac¸a˜o
investiga, para cada coletaˆnea finita de s´ıtios Λ, o comportamento de interac¸a˜o entre
estes s´ıtios isoladamente, ou seja, a energia de cada subsistema de spins de volume finito
independente do exterior Λ{ de uma dada configurac¸a˜o. Por outro lado, um potencial
informa como um dado s´ıtio i ∈ L interage com todos os outros s´ıtios do sistema de
spins, isto e´, qual a contribuic¸a˜o a` energia deste s´ıtio para uma configurac¸a˜o do sistema.
Observac¸a˜o 1.5.1. Classicamente, um potencial e´ definido somente por um observa´vel
ψ : ΣS −→ R que representa a contribuic¸a˜o da origem (0 ∈ L ) para energia do sistema.
Veremos no exemplo 1.5.11 que esta noc¸a˜o concorda com o caso σ-invariante da definic¸a˜o
1.5.1, para a qual e´ poss´ıvel recuperar um potencial Ψ = {Ψn}n∈L somente conhecendo o
observa´vel Ψ0.
Lembre-se que as interac¸o˜es ja´ foram apresentadas na introduc¸a˜o para o caso de volume
finito. Neste contexto, obte´m-se que todo hamiltoniano pode ser escrito em termos de
uma interac¸a˜o. Motivado por tal decomposic¸a˜o, partimos de uma interac¸a˜o e procedemos
de modo a recuperar, para cada parcela finita de part´ıculas, um hamiltoniano associado.
Para isto, sera´ necessa´rio impor uma condic¸a˜o de regularidade.
Definic¸a˜o 1.5.2. E´ dita absolutamente soma´vel uma interac¸a˜o Φ que satisfaz
sup
i∈L
∑
X3i
‖ΦX‖∞ <∞.
Denota-se o conjunto de todas as interac¸o˜es absolutamente soma´veis por B(ΣS).
Na˜o e´ dif´ıcil perceber que B(ΣS) e´ um espac¸o vetorial, cuja soma de interac¸o˜es e´ dada
pela soma de cada observa´vel em seus respectivos ı´ndices, e a multiplicac¸a˜o por escalar,
pela multiplicac¸a˜o de cada observa´vel.
Exemplo 1.5.1. Hamiltonianos de uma interac¸a˜o: Seja Φ uma interac¸a˜o absolutamente
soma´vel. A famı´lia de hamiltonianos {HIntΛ }Λ∈PF proveniente desta e´ dada por
HIntΛ (ω) :=
∑
X∩Λ6=∅
ΦX(ω),
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para cada Λ ∈PF . Temos a seguinte decomposic¸a˜o HIntΛ = HIntΛ◦ +HInt∂Λ , onde
HIntΛ◦ :=
∑
X⊂Λ
ΦX(ω) e HInt∂Λ :=
∑
X∩Λ 6=∅
X∩Λ{ 6=∅
ΦX(ω),
para cada Λ ∈ PF . Dizemos que HIntΛ◦ e´ parte livre e HInt∂Λ e´ parte de fronteira do
hamiltoniano HIntΛ . ♦
Observac¸a˜o 1.5.2. Na˜o ha´ du´vida de que os somato´rios envolvidos no exemplo anterior
esta˜o bem definidos, ja´ que∥∥∥∥∥∥
∑
X∩Λ 6=∅
ΦX
∥∥∥∥∥∥
∞
≤
∑
i∈Λ
sup
i∈L
∑
X3i
‖ΦX‖∞ <∞.
Por este motivo, aqui nos restringiremos a interac¸o˜es pertencentes a B(ΣS), ou seja,
sempre que nos reportamos deste ponto em diante a` palavra interac¸a˜o, fica subentendido
que se trata de uma interac¸a˜o absolutamente soma´vel.
Ainda sobre o hamiltoniano de uma interac¸a˜o, temos a seguinte propriedade.
Exemplo 1.5.2. Comportamento do hamiltoniano de uma interac¸a˜o: Fixe uma coletaˆnea
de s´ıtios ∆ ∈ PF . Sejam quaisquer configurac¸o˜es ω, ω′ ∈ ΣS que coincidem em ∆{,
isto e´, ω|∆{ = ω′|∆{ . Considere uma interac¸a˜o Φ. A propriedade local de ΦX obriga
ΦX(ω)− ΦX(ω′) = 0 sempre que X ∩∆ = ∅. Assim, temos que, para todo Λ ⊃ ∆,
HIntΛ (ω′)−HIntΛ (ω) =
∑
X∩∆ 6=∅
ΦX(ω
′)− ΦX(ω) = HInt∆ (ω′)−HInt∆ (ω). (1.12)
♦
Intuitivamente, HIntΛ ( · ωΛ{) representa a energia associada a um subsistema finito,
constitu´ıdo pelas part´ıculas i ∈ Λ, onde ωΛ{ e´ a disposic¸a˜o das part´ıculas i ∈ Λ{ para
algum ω ∈ ΣS . Assim, conhecendo-se a famı´lia {HIntΛ }Λ∈PF , veremos que sera´ poss´ıvel
descrever, de maneira ana´loga a` da Introduc¸a˜o (veja os exemplos 1.5.13, no final deste
cap´ıtulo, e 2.1.1, no in´ıcio do Cap´ıtulo 2), o estado de Boltzman-Gibbs associado a cada
parcela finita e a cada condic¸a˜o externa. Por sua vez, conhecer tais estados sera´ suficiente
para a descric¸a˜o do primeiro formalismo gibbsiano a ser analisado na sec¸a˜o 2.1.
Para os potenciais, toda a discussa˜o anterior perde significado, devido a`s diferenc¸as ja´
apresentadas entres os dois conceitos. Apesar disso, a noc¸a˜o de energia de um subsistema
finito partindo de um dado potencial permanece.
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Exemplo 1.5.3. Hamiltonianos de um potencial: A famı´lia de hamiltonianos {HPotΛ }Λ∈PF
associada a um potencial Ψ e´ dada por
HPotΛ (ω) :=
∑
i∈Λ
Ψi(ω),
para cada Λ ∈PF . ♦
Deste modo, os modelos de mecaˆnica estat´ıstica para volume infinito se apoiam sobre a
noc¸a˜o de energia para as parcelas finitas deL , isto e´, hamiltonianos associados a Λ ∈PF .
Definic¸a˜o 1.5.3. Seja ΣS um espac¸o de configurac¸o˜es. Um hamiltoniano sobre ΣS e´ uma
famı´lia de observa´veis H = {HΛ}Λ∈PF . Ale´m disso, o hamiltoniano H e´ dito cont´ınuo se
cada um dos HΛ e´ um observa´vel cont´ınuo.
As famı´lias de func¸o˜es nos exemplos 1.5.1 e 1.5.3 sa˜o formadas por observa´veis, sendo
a continuidade uma propriedade herdada da interac¸a˜o ou do potencial (no caso das inte-
rac¸o˜es, o argumento na observac¸a˜o 1.5.2 tambe´m garante convergeˆncia uniforme).
Notac¸a˜o 1.5.3. Ainda sobre os respectivos exemplos, denotam-se:
(i) o hamiltoniano de interac¸a˜o por HInt = {HIntΛ }Λ∈PF , o qual possui decomposic¸a˜o
em hamiltoniano livre HInt◦ = {HIntΛ◦ }Λ∈PF e em hamiltoniano de fronteira HInt∂ =
{HInt∂Λ }Λ∈PF ;
(ii) o hamiltoniano de potencial por HPot = {HPotΛ }Λ∈PF .
Estamos aptos a introduzir alguns modelos cla´ssicos da literatura da mecaˆnica esta-
t´ıstica, comec¸ando por modelos sobre o conjunto de spins finito do exemplo 1.2.2.
Exemplo 1.5.4. Modelo Ising com campo externo: Considere o espac¸o de shift ΣU2 =
{(−1, 0), (1, 0)}Z. Para h ∈ R, os observa´veis sa˜o dados pelas equac¸o˜es (1.4) (vizinhos
mais pro´ximos) e (1.3) (campo externo). A interac¸a˜o {ΦΛ}Λ∈PF associada a tal modelo e´
definida por
ΦΛ(ω) =

−J, se ωi = ωi+1 e Λ = {i, i+ 1}
J, se ωi 6= ωi+1 e Λ = {i, i+ 1}
−h, se ωi = (1, 0) e Λ = {i}
h, se ωi = (−1, 0) e Λ = {i}
0, caso contra´rio
=

−J 〈 · , · 〉{i,i+1} (ω), se Λ = {i, i+ 1}
− 〈ωi, (h, 0)〉{i} (ω), se Λ = {i}
0, caso contra´rio
para uma constante J ∈ R, a qual qualifica esta interac¸a˜o da seguinte maneira:
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(i) Φ e´ dita ferromagne´tica se J > 0;
(ii) Φ e´ dita antiferromagne´tica se J < 0.
O modelo da Ising podera´ tambe´m ser descrito pelo potencial {Ψn}n∈L
Ψn(ω) =
Φ{n−1,n} + Φ{n,n+1}
2
+ Φ{n}. (1.13)
♦
Observac¸a˜o 1.5.3. O modelo de Ising e´ classicamente apresentado para o conjunto de
spins {−1, 1}, o qual foi aqui identificado com o conjunto U2.
Exemplo 1.5.5. Modelo clock ou modelo Potts com campo externo: Para o shift completo
ΣUn , sejam ~h ∈ R2 e uma func¸a˜o J : Un × Un −→ R. Para quaisquer x, y ∈ Un ⊂ R2,
denote por arg(x, y) o menor aˆngulo entre eles. A interac¸a˜o Φ deste modelo tambe´m leva
em considerac¸a˜o os observa´veis (1.4) e (1.3), sendo definida por
ΦΛ(ω) =

−J(ωi, ωi+1) cos (arg(ωi, ωi+1)) , se Λ = {i, i+ 1}
−‖~h‖ cos
(
arg
(
ωi,~h
))
, se Λ = {i}
0, caso contra´rio
=

−J(ω|{i,i+1}) 〈 · , · 〉{i,i+1} (ω), se Λ = {i, i+ 1}
−
〈
· ,~h
〉
{i}
(ω), se Λ = {i}
0, caso contra´rio
.
Note que a igualdade e´ obtida devido a` identificac¸a˜o (1.1) entre Un e um subconjunto de
S1 ⊂ R2. O potencial que descreve tal modelo tambe´m e´ dada pela equac¸a˜o (1.13).
Em geral a func¸a˜o J e´ constante. Assim temos
ΦΛ(ω) =

−J 〈 · , · 〉{i,i+1} (ω), se Λ = {i, i+ 1}
−
〈
· ,~h
〉
{i}
(ω), se Λ = {i}
0, caso contra´rio
. (1.14)
Perceba que o caso particular n = 2 e´ exatamente o modelo de Ising (veja o exemplo
1.5.4). ♦
Para os pro´ximos modelos, utiliza-se o espac¸o de shift ΣSd .
Exemplo 1.5.6. Modelo XY com campo externo: Fixando d = 2, sejam ~h ∈ R2 e J ∈ R.
Considere enta˜o a interac¸a˜o
ΦΛ(ω) =

−J 〈~ωi, ~ωi+1〉 , se Λ = {i, i+ 1}
−
〈
~ωi,~h
〉
, se Λ = {i}
0, caso contra´rio
.
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Perceba que a interac¸a˜o acima possui mesma escritura que a equac¸a˜o (1.14) e o potencial
sera´ dado pela equac¸a˜o (1.13). ♦
Exemplo 1.5.7. Modelo cla´ssico de Heisenberg ou modelo XYZ com campo externo: Para
d = 3, tome ~h ∈ R3 e J ∈ R. O potencial e´ novamente dado pela equac¸a˜o (1.13), sendo a
interac¸a˜o descrita pela equac¸a˜o (1.14)
ΦΛ(ω) =

−J 〈 · , · 〉{i,i+1} (ω), se Λ = {i, i+ 1}
−
〈
· ,~h
〉
{i}
(ω), se Λ = {i}
0, caso contra´rio
.
♦
Para mais informac¸o˜es sobre estes e outros modelos cla´ssicos da mecaˆnica estat´ıstica,
veja as refereˆncias [50, 9]. Afastando-se um pouco da fonte prioritariamente f´ısica, apre-
sentamos um modelo dinamicista.
Notac¸a˜o 1.5.4. Lembre-se que as configurac¸o˜es de Σ+S podem ser escritas como ω =
(ω0, ω1, . . .). Denotaremos por k
∞ a configurac¸a˜o (k, k, k, . . .) ∈ Σ+S , onde k ∈ S.
Exemplo 1.5.8. Considere o shift unilateral Σ+Zn , apresentado no exemplo 1.2.1. Fixe
constantes positivas {αk}0≤k<n e tome r ∈ {2, 3, . . . , n− 1}.
A partir do observa´vel dΣ+S
( · , ω), definimos o potencial Ψ colocando
Ψi(ω) =

−α0 dΣ+S (ω, 0
∞), se ωi = 0
−α1 dΣ+S (ω, 1
∞), se ωi = 1
...
...
−αr−1 dΣ+S (ω, (r − 1)
∞), se ωi = r − 1
−αr, se ωi = r
...
...
−αn−1, se ωi = n− 1
.
Em particular, caso r = n− 1 temos Ψi(ω) =
∑n−1
k=0 χ[k∞]{i}(ω)αk dΣ+S
(ω, k∞). ♦
Com excec¸a˜o deste u´ltimo exemplo, reconhece-se dependeˆncia das interac¸o˜es anteriores
com relac¸a˜o ao diaˆmetro do subconjunto em PF , ja´ que ΦX ≡ 0 para todo X 6= {i, i+ 1}
e X 6= {i} para algum i ∈ L . Este fenoˆmeno motiva uma classificac¸a˜o particularmente
comum na literatura, a qual indica o qua˜o distantes, no reticulado, duas part´ıculas podem
interagir entre si.
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Definic¸a˜o 1.5.4. Denomina-se de curto alcance
(i) a interac¸a˜o Φ para a qual
∃L ∈ N tal que ΦX ≡ 0 sempre que diam(X) > L;
(ii) o potencial Ψ para o qual
∃L ∈ N tal que sup
ω|ΛL=ω′|ΛL
|Ψn(ω)−Ψn(ω′)| = 0 para todo n ∈ L ,
isto e´, Ψn e´ local em ΛL para todo n ∈ L .
Denotamos por Alc(Φ) (respectivamente Alc(Ψ)) o menor valor de L que torna Φ (res-
pectivamente Ψ) de curto alcance. Uma interac¸a˜o ou um potencial e´ dito de longo alcance
se na˜o for de curto alcance. Em tal caso, convenciona-se Alc(Φ) = ∞ (respectivamente
Alc(Ψ) =∞).
E´ fa´cil ver que o potencial do exemplo 1.5.8 e´ o de longo alcance, pois e´ definido pelo
observa´vel do exemplo 1.3.4, que na˜o satisfaz a propriedade local.
Retornando aos hamiltonianos, apresentamos o seguinte exemplo.
Exemplo 1.5.9. Hamiltonianos associados aos modelos anteriores: Tomamos como base
o modelo clock (exemplo 1.5.5), cujos respectivos hamiltonianos sa˜o
HIntΛ (ω) = −J
∑
{i,i+1}∩Λ6=∅
〈 · , · 〉{i,i+1} (ω)−
∑
{i}∩Λ6=∅
〈
·,~h
〉
{i}
(ω);
HPotΛ (ω) = −
J
2
∑
i∈Λ
(
〈 · , · 〉{i−1,i} + 〈 · , · 〉{i,i+1}
)
(ω)−
∑
i∈Λ
〈
·,~h
〉
{i}
(ω).
Em particular, os hamiltonianos esta˜o associados a menos de um fator de fronteira,
HIntΛn −HPotΛn =
Φ{−n−1,−n}
2
+
Φ{n,n+1}
2
♦
No final do segundo cap´ıtulo, semelhantemente ao exemplo acima, os hamiltonianos
de uma interac¸a˜o e de um potencial estara˜o relacionados por noc¸o˜es de equivaleˆncias
apresentadas pelos formalismos a serem estudados. Desta forma, sera´ poss´ıvel apresentar
va´rias descric¸o˜es para um mesmo problema.
A noc¸a˜o dinaˆmica esta´ presente em nosso contexto da seguinte forma.
Definic¸a˜o 1.5.5. Seja (ΣS , σ) um espac¸o de shift.
(i) Um hamiltoniano H e´ σ-invariante se HΛ+i = HΛ ◦σi para todo Λ ∈PF e i ∈ L ;
(ii) Uma interac¸a˜o Φ e´ σ-invariante se ΦX+i = ΦX ◦ σi para todo X ∈PF e i ∈ L ;
(iii) Um potencial Ψ e´ σ-invariante se Ψn+i = Ψn ◦ σi para todo n, i ∈ L .
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Note que todos os exemplos anteriores sa˜o σ-invariantes. Ale´m disso, potenciais ou
interac¸o˜es σ-invariantes evidentemente induzem hamiltonianos σ-invariantes.
Para as interac¸o˜es, Bσ(ΣS) denotara´ o subespac¸o de B(ΣS) das interac¸o˜es absoluta-
mente soma´veis, cont´ınuas e σ-invariantes, munido da norma
‖Φ‖Bσ(ΣS) = sup
i∈L
∑
X3i
‖ΦX‖∞ =
∑
X30
‖ΦX‖∞ . (1.15)
Examinaremos de forma mais detalhada a noc¸a˜o de invariaˆncia sobre os potenciais.
Exemplo 1.5.10. Hamiltonianos de potencial σ-invariante: Um potencial σ-invariante
Ψ e´ formado por co´pias transladadas do observa´vel da origem Ψ0, isto e´, Ψ = {Ψ0◦σn}n∈N.
O hamiltoniano associado coincide com
HPotΛn =
∑
i∈Λn
Ψ0 ◦ σi =: Sn(Ψ0)
(na literatura dinamicista, Sn(f) e´ conhecido como a soma de Birkhoff associada a uma
func¸a˜o f).
Para qualquer estado σ-invariante µ ∈ Pσ (ΣS), aplicando o Teorema Ergo´dico de
Birkhoff (ver teorema 1.4.2) para o observa´vel Ψ0, tem-se
Ψ̂0(ω) := lim
n→∞
1
|Λn|Sn(Ψ0)(ω) existe µ-q.t.p. ω e∫
A
Ψ̂0 dµ =
∫
A
Ψ0 dµ para todo A ∈ Bσ.
Consequentemente, e´ poss´ıvel obter o comportamento assinto´tico me´dio da energia do
sistema para uma dada configurac¸a˜o, ja´ que
lim
n→∞
1
|Λn|H
Pot
Λn (ω) = Ψ̂0(ω) µ-q.t.p. ω e 〈Ψ̂0〉µ = 〈Ψ0〉µ .
Ainda, se µ e´ um estado ergo´dico, enta˜o Ψ̂0 ≡ 〈Ψ0〉µ. Ale´m disso, discussa˜o similar e´
va´lida para L = Z. ♦
Motivado pelo exemplo anterior, a ac¸a˜o dos estados sobre os hamiltonianos sera´ intro-
duzida da seguinte maneira.
Definic¸a˜o 1.5.6. Dado um estado µ, a energia me´dia ou densidade de energia associada
a um hamiltoniano e´
〈H〉µ := limn→∞
1
|Λn|
∫
HΛndµ, (1.16)
quando este limite existe.
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Observac¸a˜o 1.5.4. No caso invariante, a ac¸a˜o de um estado σ-invariante sobre um
hamiltoniano de potencial σ-invariante reduz-se a` ac¸a˜o deste mesmo estado sobre o ob-
serva´vel da origem (veja exemplo 1.5.10). Tal fato justifica que a notac¸a˜o utilizada seja
a mesma. Ale´m disso, possibilita uma identificac¸a˜o entre os potenciais σ-invariantes e
os observa´veis da origem, dada por Ψ 7→ Ψ0, a qual permitira´ um tratamento a partir
somente de observa´veis do formalismo gibbsiano a ser discutido na sec¸a˜o 2.3.
Na˜o e´ uma tarefa fa´cil garantir que a energia me´dia para hamiltonianos na˜o necessa-
riamente σ-invariantes seja finita. Condic¸o˜es para a existeˆncia do limite (1.16), em geral,
sa˜o descritas a partir da atuac¸a˜o da dinaˆmica sobre os hamiltonianos e sobre os estados,
como no caso invariante. Com este intuito, introduzimos a seguinte noc¸a˜o quandoL = N.
Definic¸a˜o 1.5.7. Um hamiltoniano H e´ dito subaditivo, se satisfaz
HΛ+n+m ≤ HΛ+n +HΛ+m ◦ σ
n para todo n,m ∈ N,
Quando vale a igualdade, o hamiltoniano e´ dito aditivo.
Uma condic¸a˜o necessa´ria para subaditividade, devido a um simples argumento de
induc¸a˜o, e´ dada pela seguinte desigualdade
HΛ+n ≤ HΛ+n−1 +HΛ+1 ◦ σ
n−1 =⇒ HΛ+n ≤
∑
i∈Λ+n
HΛ+1 ◦ σ
i ∀n ∈ N.
Exemplo 1.5.11. Hamiltonianos aditivos: Considere L = N. Um hamiltoniano associ-
ado a um potencial σ-invariante Ψ sempre satisfaz a propriedade aditiva, pois
HPot
Λ+n+m
(ω) =
∑
i∈Λ+n
Ψ0 ◦ σi(ω) +
∑
i∈Λ+m
Ψ0 ◦ σi
 ◦ σn(ω)
= HPot
Λ+n
(ω) +HPot
Λ+m
◦ σn(ω) para todo n,m ∈ N.
Reciprocamente, dado um hamiltoniano H que satisfaz tal propriedade, e´ poss´ıvel obter
a seguinte reduc¸a˜o
HΛ+n = HΛ+n−1 +HΛ+1 ◦ σ
n−1 =⇒ HΛ+n =
∑
i∈Λ+n
HΛ+1 ◦ σ
i ∀n ∈ N.
Logo, todo hamiltoniano aditivo H prove´m de um potencial σ-invariante dado por Ψ :={
HΛ+1 ◦ σn
}
n∈L
e, devido ao exemplo 1.5.10, obtemos
〈H〉µ =
∫
HΛ+1 dµ =
〈
HΛ+1
〉
µ
. (1.17)
♦
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Procedendo de forma ana´loga ao exemplo 1.5.10, ao se utilizar o Teorema Ergo´dico
Subaditivo 1.4.3, obte´m-se o seguinte resultado.
Proposic¸a˜o 1.5.1. Seja H um hamiltoniano subaditivo. Enta˜o, para qualquer estado
σ-invariante µ em Σ+S , tem-se
Ĥ(ω) := lim
n→∞
1
|Λ+n |
HΛ+n (ω) existe µ-q.t.p. ω e
〈H〉µ = lim
n→∞
1
|Λ+n |
∫
HΛ+n dµ = infn∈N
1
|Λ+n |
∫
HΛ+n dµ =
∫
Ĥdµ.
Se µ e´ um estado ergo´dico, enta˜o Ĥ ≡ 〈H〉µ.
Na˜o e´ dif´ıcil notar que, para todo estado σ-invariante µ, a energia me´dia 〈·〉µ e´ uma
func¸a˜o linear sobre os hamiltonianos subaditivos e no caso aditivo ou de potenciais σ-
invariantes e´ sempre finita.
A noc¸a˜o central deste cap´ıtulo e´ dada pela pro´xima definic¸a˜o.
Definic¸a˜o 1.5.8. Dados um conjunto de spins S, um hamiltoniano H e um estado
ba´sico ν em ΣS (ou em Σ+S ), denominamos (ΣS ,H, ν) (ou (Σ+S ,H, ν)) de sistema de spins
unidimensionais.
Notac¸a˜o 1.5.5. Quando for necessa´rio destacar a dinaˆmica de shift e as noc¸o˜es de
invariaˆncia, alternamos a notac¸a˜o para (ΣS , σ,H, ν) (ou (Σ+S , σ,H, ν)).
Exemplo 1.5.12. Sistema de spins para o modelo clock : Tal modelo possui espac¸o de
configurac¸o˜es ΣUn (ver exemplo 1.2.2), hamiltoniano dado pela interac¸a˜o (ou pelo poten-
cial) do exemplo 1.5.5, e estado ba´sico obtido a partir da medida de contagem normalizada.
♦
Ja´ foi observado anteriormente que, sem perda de generalidade, o reticuladoL poderia
ser substitu´ıdo por um conjunto finito. Conclu´ımos o presente cap´ıtulo explicitando a
relac¸a˜o entre os sistemas de spins de volume finito e volume infinito, e como va´rios dos
conceitos apresentados ate´ enta˜o na˜o sa˜o percept´ıveis quando o volume e´ finito.
Exemplo 1.5.13. Sistemas de spins de volume finito: Para L conjunto finito, com
|L | = N , e conjunto de spins S, obte´m-se o espac¸o de configurac¸o˜es ΣS := SN , que
obviamente e´ compacto. O estado ba´sico e´ dado pela medida produto da medida de
refereˆncia, ou seja, ν :=
∏N
i=1 νS . Em particular, toda informac¸a˜o sobre a energia do
sistema esta´ resumida no observa´vel HL (para reduzir notac¸a˜o denota-se H := HL ).
Devido a` liberdade dada ao conjunto L , ja´ que na˜o necessariamente possui uma
estrutura de (semi)grupo, na˜o estamos aptos a apresentar uma dinaˆmica de shift. Desta
forma, denotaremos os sistemas de spins de volume finito por (ΣS ,H, ν).
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A σ-a´lgebra caudal B∞ coincide com a σ-a´lgebra trivial {∅,ΣS}. Todos os observa´veis
sa˜o locais e os u´nicos observa´veis globais sa˜o as func¸o˜es constantes. Ale´m disso, todo
estado sobre o sistema e´ macrosco´pico, isto e´, P∞(ΣS) = P(ΣS).
Em s´ıntese, a noc¸a˜o macrosco´pica/global, quando o volume e´ finito, corresponde aos
casos triviais de conjuntos mensura´veis, de observa´veis e de estados. Isto justifica o fato
de tal noc¸a˜o na˜o obter qualquer destaque na descric¸a˜o apresentada na Introduc¸a˜o.
Uma forma de estender as func¸o˜es termodinaˆmicas para um conjunto de spins com-
pacto e´ fazendo uso do estado ba´sico ν:
(Energia Me´dia) 〈H〉µ =
∫
Hdµ;
(Entropia) Hν(µ) :=
{ ∫ (dµ
dν
log dµ
dν
)
dν =
∫
log dµ
dν
dµ, se µ ν;
∞, caso contra´rio;
(Pressa˜o) Pν(H) := logZH = log
∫
e−Hdν.
Atentamos que a diferenc¸a crucial com relac¸a˜o a` descric¸a˜o apresentada na introduc¸a˜o
e´ o fato de agora o conjunto de spins na˜o ser necessariamente finito. Se fosse finito,
pelo exemplo 1.1.1, a medida de refereˆncia seria a medida de contagem normalizada.
Consequentemente, o estado ba´sico tambe´m seria uma medida de contagem normalizada
sobre o espac¸o de configurac¸o˜es ΣS , pois
ν(ω) =
N∏
i=1
νS(ωi) =
1
|S|N , para todo ω ∈ ΣS .
Portanto, a pressa˜o e a entropia anteriores distinguem-se daquelas que foram apresentadas
na introduc¸a˜o apenas por um fator de −|S| logN .
Procedendo de forma ana´loga, pela desigualdade de Jensen (ver A.0.7 no apeˆndice A),
temos
H(µ)− 〈H〉µ =
∫
log
(
e−H
dµ
dν
)
dµ ≤ log
∫
e−H
dν
dµ
dµ = Pν(H).
Sendo assim, enunciamos o princ´ıpio variacional
Pν(H) = sup
µ∈P(Σ)
{H(µ)− 〈H〉µ}
cujo supremo e´ atingido pelo estado de Boltzmann-Gibbs, caracterizado explicitamente
por
µ (A) =
1
ZH,N
∫
A
e−H(ω)dν(ω), com
(Func¸a˜o de Partic¸a˜o) ZH,N :=
∫
ΣS
e−H(ω)dν(ω). ♦
CAP´ITULO 2
Formalismos
Introduzidos no primeiro cap´ıtulo, os modelos de Ising, clock, XY e Heisenberg perten-
cem a` vasta classe de modelos de mecaˆnica estat´ıstica denominados de sistemas de spins
unidimensionais. Estendendo a ana´lise feita para volume finito, o fenoˆmeno de equil´ıbrio
sobre um sistema spins com volume infinito tambe´m sera´ descrito via estados sobre o es-
pac¸o de configurac¸a˜o, denominados de estados de Gibbs e de estados de equil´ıbrio. Estes
sa˜o caracterizados atrave´s de duas formulac¸o˜es: o formalismo DLR e o formalismo SRB. O
objetivo principal deste cap´ıtulo sera´ introduzir ambas as formulac¸o˜es e ao te´rmino apre-
sentar um diciona´rio entre elas e poss´ıveis equivaleˆncias. Relembramos que o tratamento
dos respectivos formalismos sera´ limitado a sistemas de spins compactos unidimensionais
(isto e´, sobre os reticulados N ou Z), embora se trate de construc¸o˜es que se estendem
muito ale´m deste contexto, como pode ser visto, por exemplo, em [32, 24, 56, 28, 9] para
generalizac¸o˜es em mecaˆnica estat´ıstica e, por exemplo, em [48, 49, 30, 37] para situac¸o˜es
mais gerais em dinaˆmica.
2.1 Formalismo DLR
Tambe´m denominado de abordagem mecaˆnico-estat´ıstica, tal formalismo, desenvolvido
por Dobrushin [15, 16, 17], Lanford-Ruelle [34], adequa-se ao contexto de hamiltonianos
provindos de interac¸o˜es. Sua proposta e´ descrever os estados de Gibbs para sistemas de
spins de volume infinito por meio da ana´lise dos subsistemas associados a`s coletaˆneas
finitas de s´ıtios. Para cada um destes subsistemas, aplica-se a caracterizac¸a˜o cla´ssica para
o volume finito, apresentada na Introduc¸a˜o e no exemplo 1.5.13, donde se obte´m o estado
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de Boltzmann-Gibbs associado. Desta forma, os estados de Gibbs para volume infinito
sera˜o aqueles estados cujo comportamento quando condicionado a uma coletaˆnea finita
de s´ıtios coincide com o estado de Boltzmann-Gibbs correspondente a este subsistema.
Considere o sistema de spins unidimensional (ΣS ,HInt, ν).
Exemplo 2.1.1. Subsistemas de spins para volume finito: Dados Λ ∈ PF e uma con-
figurac¸a˜o ω ∈ ΣS , o sistema de spins associado ao volume Λ e a` condic¸a˜o exterior ωΛ{
possui espac¸o de configurac¸o˜es
ΣΛ,ωS :=
{
ω′ ∈ ΣS : ω′Λ{ = ωΛ{
} ' S |Λ|,
hamiltoniano dado porHIntΛ |ΣΛ,ωS ≡ H
Int
Λ (· ωΛ{) e estado ba´sico νΛ =
∏
Λ νS . Como descrito
no exemplo 1.5.13, o estado de Boltzmann-Gibbs associado a
(
ΣΛ,ωS ,HIntΛ |ΣΛ,ωS , νΛ
)
cumpre,
para todo A ∈ BΛ,
µ
HIntΛ
Λ,ω (A) =
1
ZHIntΛ (ω)
∫
χA(ω
′
ΛωΛ{) e
−HIntΛ (ω′ΛωΛ{ )dνΛ(ω′Λ) com
(Func¸a˜o de Partic¸a˜o) ZHIntΛ (ω) =
∫
Σ
Λ,ω
S
e−H
Int
Λ (ω
′
ΛωΛ{ )dνΛ(ω
′
Λ). (2.1)
(Note que µ
HIntΛ
Λ,ω pode ser naturalmente estendida sobre a σ-a´lgebra BL .) ♦
Notac¸a˜o 2.1.1. Os estados de Boltzmann-Gibbs µ
HIntΛ
Λ,ω sera˜o denotados tambe´m por
µIntΛ ( · |ω) ou µIntΛ (ω, · ). O destaque dado a` configurac¸a˜o ω ∈ ΣS que determina a condic¸a˜o
exterior, colocando-a como varia´vel, exprime uma representac¸a˜o de tais estados em termos
de nu´cleos de probabilidades (ver definic¸a˜o A.0.11 no apeˆndice A). Em particular, daremos
predilec¸a˜o a esta u´ltima notac¸a˜o.
Investigando a famı´lia
{
µIntΛ ( · , · )
}
Λ∈PF de tais nu´cleos para cada subsistema spins
de volume finito, destacam-se treˆs propriedades
(i) fixado um conjunto A ∈ BL , temos µIntΛ (·, A) e´ BΛ{-mensura´vel;
(ii) µIntΛ (ω,B) = χB(ω) sempre que B ∈ BΛ{ ;
(iii) para X ⊂ Y , tem-se
µIntY (ω,A) =
∫
µIntX (ω
′, A)dµIntY,ω(ω
′) para quaisquer ω ∈ ΣS e A ∈ BL .
(Para mais detalhes sobre o item (iii) acima, veja o exemplo 2.1.3 a seguir.)
Perceba que a dependeˆncia da condic¸a˜o exterior nos conduziu a uma alterac¸a˜o do
paradigma, que antes era baseado nos estados e a partir deste ponto sera´ ditado pelos
nu´cleos de probabilidades. Este ponto de vista facilita a representac¸a˜o de argumentos
de convergeˆncia que sera˜o utilizados e se mostrara´ fundamental para apresentar o estado
de Gibbs, cujo comportamento quando “restrito” a uma coletaˆnea finita de part´ıculas e´
ideˆntico ao do estado de Boltzman-Gibbs associado ao subsistema destas part´ıculas.
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2.1.1 Especificac¸o˜es
A discussa˜o anterior serve de base para a definic¸a˜o a seguir.
Definic¸a˜o 2.1.1. Uma especificac¸a˜o Γ e´ uma famı´lia de nu´cleos de probabilidade para
o espac¸o
(
ΣS ,BL
)
,
Γ := {γΛ}Λ∈PF onde γΛ : ΣS × BL −→ [0, 1],
satisfazendo as condic¸o˜es:
(i) para cada A ∈ BL , o observa´vel γΛ(·, A) e´ BΛ{-mensura´vel;
(ii) para cada ω ∈ ΣS , o estado γΛ(ω, ·)|BΛ{ = δω;
(iii) para Λ ⊂ Λ′, tem-se
γΛ′γΛ(ω,A) :=
∫
γΛ(ω
′, A)γΛ′(ω, dω′)
= γΛ′(ω,A).
Pormenorizando, as condic¸o˜es (i) e (ii) afirmam que o nu´cleo de probabilidade, visto
tanto como um observa´vel quanto como um estado, so´ depende dos s´ıtios i ∈ Λ{, isto e´,
a varia´vel que se reporta ao espac¸o de configurac¸o˜es comporta-se como uma condic¸a˜o de
fronteira. A condic¸a˜o (iii) nada mais e´ que uma propriedade de compatibilidade entre
tais nu´cleos.
Apesar de estar impl´ıcito na condic¸a˜o de compatibilidade, e´ poss´ıvel definir o compor-
tamento de uma especificac¸a˜o diante de observa´veis, de estados e ate´ mesmo de outras
especificac¸o˜es.
Definic¸a˜o 2.1.2. Sejam as especificac¸o˜es Γ := {γΛ}Λ∈PF e Γ′ := {γ′Λ}Λ∈PF , um obser-
va´vel f e um estado µ.
(i) A especificac¸a˜o Γ age sobre o observa´vel f da seguinte forma
γΛf(ω) :=
∫
f(ω′)γΛ′(ω, dω′). (2.2)
(ii) A especificac¸a˜o Γ atua sobre o estado µ atrave´s de
µγΛ(A) :=
∫
γΛ(ω
′, A)dµ(ω′). (2.3)
(iii) O produto de duas especificac¸o˜es Γ e Γ′ e´ dado pela especificac¸a˜o
Γ′′ := {(γγ′)Λ}Λ∈PF onde (γγ′)Λ (ω,A) :=
∫
γ′Λ(ω
′, A)γΛ(ω, dω′). (2.4)
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Um mecanismo simples que exemplifica a noc¸a˜o de especificac¸a˜o e´ dado abaixo.
Exemplo 2.1.2. µS-especificac¸a˜o: Sejam µS medida de probabilidade sobre o conjunto
de spins S e suas respectivas medidas produto µΛ =
∏
Λ µS para cada Λ ∈PF . Considere
os nu´cleos de probabilidade
µΛ(ω,A) :=
∫
χA(ω
′
ΛωΛ{) dµΛ(ω
′
Λ)
= µΛ ({ω′|Λ : ω′ ∈ A e ω′|Λ{ = ω|Λ{})
A famı´lia formada por tais nu´cleos ΓµS := {µΛ( · , · )}Λ∈PF satisfaz as condic¸o˜es (i), (ii) e
(iii) da definic¸a˜o anterior e e´ denominada de µS-especificac¸a˜o. ♦
Do exemplo 2.1.1, obte´m-se a seguinte classe de especificac¸o˜es.
Exemplo 2.1.3. Especificac¸a˜o gibbsiana: Dado o hamiltoniano HInt associado a` intera-
c¸a˜o Φ, naturalmente associa-se uma especificac¸a˜o ΓΦ = ΓHInt =
{
µIntΛ
}
Λ∈PF , onde µ
Int
Λ
e´ o estado de Boltzman-Gibbs dado pela equac¸a˜o (2.1). Atentamos que a condic¸a˜o de
compatibilidade e´ equivalente a
HIntΛ (ω) +HIntΛ′ (ω′) = HIntΛ (ω′) +HIntΛ′ (ω),
para todo ω, ω′ ∈ ΣS tal que ω|Λ{ = ω′|Λ{ e para todo Λ ⊂ Λ′. Esta, por sua vez, segue
trivialmente da equac¸a˜o (1.12). ♦
Perceba que uma µS-especificac¸a˜o (exemplo 2.1.2) nada mais e´ que uma especificac¸a˜o
gibbsiana para o hamiltoniano identicamente nulo. Temos ainda que os modelos basea-
dos em interac¸o˜es (exemplos 1.5.4, 1.5.5, 1.5.6 e 1.5.7) possuem especificac¸a˜o gibbsiana
associada.
Em particular, o modelo clock satisfaz a seguinte propriedade adicional.
Definic¸a˜o 2.1.3. Considere S = Un e o shift completo ΣUn . Uma especificac¸a˜o Γ =
{γΛ}Λ∈PF sobre este espac¸o e´ dita markoviana se existe uma func¸a˜o positiva g : S × S ×
S −→ (0,∞) tal que, para todo i ∈ Z,
γ{i}(ω, [ω′]{i}) = g(ωi−1, ω′i, ωi+1). (2.5)
Exemplo 2.1.4. Especificac¸a˜o para o modelo clock: Seja o sistema de spins associado ao
modelo clock, introduzido no exemplo 1.5.12. A func¸a˜o positiva que torna a especificac¸a˜o
gibbsiana para tal modelo em markoviana e´ dada por
g(x, y, z) :=
e〈x,y〉+〈y,z〉+〈y,~h〉∑
r∈S e
〈x,r〉+〈r,z〉+〈r,~h〉 . (2.6)
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Para verificar a equac¸a˜o (2.5), primeiramente note que −HInt{i} (ω′′{i}ω{i}{) = 〈ωi−1, ω′′i 〉 +
〈ω′′i , ωi+1〉+ 〈ω′′i ,~h〉. Utilizando-se da equac¸a˜o (2.1) que define da especificac¸a˜o gibbsiana,
temos assim
γ{i}(ω, [ω′]{i}) =
∫
χ[ω′]{i}(ω
′′
{i}ω{i}{) e
〈ωi−1,ω′′i 〉+〈ω′′i ,ωi+1〉+〈ω′′i ,~h〉dνS(ω′′{i})∫
S e
〈ωi−1,ω′′i 〉+〈ω′′i ,ωi+1〉+〈ω′′i ,~h〉dνS(ω′′{i})
=
e〈ωi−1,ω
′
i〉+〈ω′i,ωi+1〉+〈ω′i,~h〉∑
ω′′i ∈S e
〈ωi−1,ω′′i 〉+〈ω′′i ,ωi+1〉+〈ω′′i ,~h〉
= g(ωi−1, ω′i, ωi+1).
♦
Observac¸a˜o 2.1.1.
(i) O argumento anterior pode ser adaptado a qualquer interac¸a˜o Φ entre vizinhos
mais pro´ximos, ou seja, quando Alc(Φ) = 2;
(ii) A noc¸a˜o markoviana apresentada refere-se somente ao caso particular do shift
completo sobre um conjunto se spins finito (exemplo 1.2.2). A importaˆncia deste
deve-se a um resultado de unicidade para o estado de Gibbs, que sera´ tratado na
subsec¸a˜o 2.1.2. Apesar disso, tal noc¸a˜o pode ser discutida de maneira mais geral
como esta´ apresentada na parte II da refereˆncia [24].
Apesar dos exemplos apresentados ate´ enta˜o serem do tipo gibbsiano, na˜o existe uma
relac¸a˜o un´ıvoca entre hamiltonianos e especificac¸o˜es. Tal fato e´ confirmado devido aos
seguintes argumentos.
Exemplo 2.1.5. Hamiltonianos com mesma especificac¸a˜o gibbsiana: Sejam as interac¸o˜es
Φ e Φ′ e seus respectivos hamiltonianos HInt e HInt′, os quais se distinguem a menos de
uma constante,
(i) ou ΦX − ΦX ′ = cX , para todo X ∈PF ;
(ii) ou HIntΛ −HIntΛ ′ = cΛ, para todo Λ ∈PF .
Qualquer uma destas condic¸o˜es implica
e−H
Int
Λ (ω
′
ΛωΛ{ )
ZHIntΛ (ω)
=
e−H
Int
Λ
′
(ω′ΛωΛ{ )
ZHIntΛ
′(ω)
e consequentemente as respectivas especificac¸o˜es gibbsianas coincidem. ♦
Em termos gerais, temos a seguinte definic¸a˜o.
Definic¸a˜o 2.1.4. Os hamiltonianos HInt e HInt′ sa˜o ditos DLR-equivalentes ou equiva-
lentes por Dobrushin se HIntΛ −HIntΛ ′ e´ BΛ{-mensura´vel, para todo Λ ∈PF .
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A pro´xima proposic¸a˜o decorre da definic¸a˜o de uma especificac¸a˜o gibbsiana.
Proposic¸a˜o 2.1.1. Dois hamiltonianos para interac¸o˜es cont´ınuas Φ e Φ′ sa˜o DLR-
equivalentes se, e somente se, possuem as mesmas especificac¸o˜es gibbsianas.
Demonstrac¸a˜o. Sejam as interac¸o˜es Φ e Φ′, seus respectivos hamiltonianos HInt e HInt′ e
suas respectivas especificac¸o˜es gibbsianas ΓΦ =
{
µIntΛ
}
Λ∈PF e ΓΦ′ =
{
µIntΛ
′}
Λ∈PF
.
(⇒). Para cada Λ ∈PF e quaisquer ω e ω′ ∈ ΣS , observe que
e−H
Int
Λ (ω) = e(H
Int
Λ
′−HIntΛ )(ω)e−H
Int
Λ
′
(ω) e ZHIntΛ (ω) = e
(HIntΛ
′−HIntΛ )(ω′ΛωΛ{ )ZHIntΛ
′(ω),
ja´ que HIntΛ −HIntΛ ′ e´ BΛ{-mensura´vel. Consequentemente, obtemos
e−H
Int
Λ (ω
′
ΛωΛ{ )
ZHIntΛ (ω)
=
e−H
Int
Λ
′
(ω′ΛωΛ{ )
ZHIntΛ
′(ω)
, (2.7)
donde segue que as respectivas especificac¸o˜es gibbsianas coincidem.
(⇐). A igualdade entre as especificac¸o˜es gibbsianas, isto e´, µIntΛ ( · , ω) = µIntΛ ′( · , ω)
para todo ω ∈ ΣS e Λ ∈PF , implica que o aberto
D =
{
ω′ ∈ ΣS : e
−HIntΛ (ω′ΛωΛ{ )
ZHIntΛ (ω)
6= e
−HIntΛ
′
(ω′ΛωΛ{ )
ZHIntΛ
′(ω)
}
tem medida nula segundo o estado ba´sico ν. Em particular, como e´ um conjunto BΛ-
mensura´vel, temos que ν(D) = νΛ(D) = 0. Isso contradiz, pore´m, o fato de a medida de
refereˆncia νS , e consequentemente νΛ (a qual coincide com a medida produto de
∏
Λ νS)
ser positiva para qualquer aberto na˜o vazio (ja´ que ν e´ uma medida de Haar). Logo, D e´ o
conjunto vazio, a igualdade (2.7) e´ satisfeita e portantoHIntΛ −HIntΛ ′ e´ BΛ{-mensura´vel.
Observac¸a˜o 2.1.2. Ainda sobre a relac¸a˜o entre especificac¸o˜es e hamiltonianos, e´ poss´ıvel
obter interac¸o˜es, na˜o necessariamente satisfazendo a hipo´tese de aditividade absoluta, a
partir de especificac¸o˜es. Para isto, torna-se fundamental acrescentar a hipo´tese de quase-
localidade sobre a especificac¸a˜o (consulte [56, 55, 24]). Para na˜o adentrar nos detalhes
mais te´cnicos desta questa˜o, ja´ que este e´ um dos pontos de partida para o estudo da
teoria dos grupos de renormalizac¸a˜o, aqui nos restringiremos somente a`s especificac¸o˜es
gibbsianas.
2.1.2 Estados de Gibbs
Como ja´ destacado, o formalismo DLR propo˜e definir o estado de Gibbs delegando que
“restric¸o˜es” a subsistemas finitos possuem comportamento caracterizado pelos estados de
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Boltzman-Gibbs associados aos subsistemas destas part´ıculas. Adaptando tal afirmac¸a˜o
em termos de especificac¸o˜es, dada Γ = {γΛ}Λ∈PF , gostar´ıamos de obter um estado so-
bre ΣS para o qual suas “restric¸o˜es” a parcelas finitas Λ ∈ PF sa˜o dadas pelos estados
{γΛ (ω, · )} ω∈ΣS
Λ∈PF
.
Matematicamente, o que queremos dizer por “restric¸o˜es” de um estado a subsistemas
pode ser representado pela noc¸a˜o de probabilidade condicional de func¸o˜es indicadoras so-
bre sub-σ-a´lgebras, isto e´, no nosso caso por Eµ(χA|BΛ) (veja definic¸a˜o A.0.10 no apeˆndice
A). Desta forma, estamos aptos a apresentar a generalizac¸a˜o dos estados de Boltzman-
Gibbs para os sistemas de spins de volume infinito.
Definic¸a˜o 2.1.5. Dizemos que µ e´ um estado de Gibbs, ou um estado consistente para
uma dada especificac¸a˜o Γ = {γΛ}Λ∈PF , se todo boreliano A satisfaz
Eµ(χA|BΛ)( · ) = γΛ( · , A) µ-q.t.p. (2.8)
para todo Λ ∈ PF . O conjunto dos estados de Gibbs associados a uma especificac¸a˜o e´
denotado por G (Γ).
Notac¸a˜o 2.1.2. No caso gibbsiano, o conjunto dos estados de Gibbs sera´ denotado por
G (Φ) ou G (HInt).
A equac¸a˜o (2.8) possui a seguinte caracterizac¸a˜o equivalente.
Proposic¸a˜o 2.1.2. Seja Γ = {γΛ}Λ∈PF uma especificac¸a˜o. O estado µ e´ consistente para
Γ se, e somente se, satisfaz a equac¸a˜o (conhecida como equac¸a˜o DLR)
µγΛ = µ, (2.9)
para todo Λ ∈PF .
Demonstrac¸a˜o. Este resultado e´ uma consequeˆncia direta das definic¸o˜es de consisteˆncia e
de esperanc¸a condicional, ja´ que
µγΛ(A) =
∫
γΛ(ω
′, A)dµ(ω′) e
∫
Eµ(χA|BΛ)(ω′)dµ(ω′) = µ(A).
Formas expl´ıcitas da equac¸a˜o DLR para os exemplos anteriores sa˜o apresentadas a
seguir.
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Exemplo 2.1.6. Equac¸a˜o DLR e o estado de Gibbs para uma µS-especificac¸a˜o: Seja
ΓµS = {µΛ( · , · )}Λ∈PF uma µS-especificac¸a˜o (ver exemplo 2.1.2). A equac¸a˜o DLR (2.9)
associada e´ dada por
µµΛ(A) = µ(A), ∀Λ ∈PF ⇐⇒ µ(A) =
∫ ∫
χA(ω
′
Λω
′′
Λ{) dµΛ(ω
′
Λ)dµ(ω
′′).
Ainda mais, para os cilindros [ω]Λ,ε, a relac¸a˜o acima garante que µ([ω]Λ,ε) = µΛ([ω]Λ,ε).
Tal propriedade para os cilindros sugere que o estado de Bernoulli µΣS para a medida
de probabilidade µS (veja exemplo 1.4.1) seja um candidato a estado de Gibbs para a µS-
especificac¸a˜o. Isto de fato ocorre. Ale´m disso, qualquer outro estado de Gibbs para esta
especificac¸a˜o devera´ coincidir com µΣS sobre os cilindros, de modo que, pela unicidade do
estado de Bernoulli, temos G (ΓµS ) = {µΣS} ♦
Exemplo 2.1.7. Equac¸a˜o DLR para uma especificac¸a˜o gibbsiana: Dada uma especifica-
c¸a˜o gibbsiana ΓHInt associada a um hamiltoniano de interac¸a˜o HInt (ver exemplo 2.1.3),
temos que a equac¸a˜o DLR (2.9) e´ dada da seguinte maneira
µµIntΛ (A) = µ(A), ∀Λ ∈PF ⇐⇒
µ(A) =
∫
1
ZHIntΛ (ω)
∫
χA(ω
′
ΛωΛ{) e
−HIntΛ (ω′ΛωΛ{ )dνΛ(ω′Λ)dµ(ω) com
ZHIntΛ (ω) =
∫
Σ
Λ,ω
S
e−H
Int
Λ (ω
′
ΛωΛ{ )dνΛ(ω
′
Λ). (2.10)
♦
Observac¸a˜o 2.1.3. Historicamente, as equac¸o˜es DLR sa˜o dadas por
d(µ|Λ)
dνΛ
(ωΛ) =
∫
e
−HΛ(ωΛω′
Λ{
)
ZHIntΛ (ω
′)
dµ(ω′) νΛ-q.t.p. ω.
Atentamos que se trata de uma condic¸a˜o suficiente pore´m na˜o necessa´ria para que seja
va´lido (2.9).
Existeˆncia do Estado de Gibbs
Motivado pelo exemplo 2.1.6, pretendemos apresentar condic¸o˜es suficientes para a
existeˆncia de estados de Gibbs. Atente que, ate´ o presente momento, so´ necessitamos de
caracter´ısticas mensura´veis para definir a noc¸a˜o de especificac¸a˜o. Na˜o foi ainda discutida
a possibilidade de associar-lhe propriedades topolo´gicas. Sendo assim, introduzimos a
seguinte definic¸a˜o e logo apo´s o teorema de existeˆncia.
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Definic¸a˜o 2.1.6. Uma especificac¸a˜o Γ e´ dita Feller se a ac¸a˜o da especificac¸a˜o Γ sobre
um observa´vel cont´ınuo f retorna observa´veis cont´ınuos, isto e´, se para cada Λ ∈ PF ,
γΛf e´ cont´ınuo, sempre que f for um observa´vel cont´ınuo.
E´ fa´cil ver que a propriedade Feller para uma especificac¸a˜o gibbsiana e´ uma proprie-
dade herdada da continuidade de uma interac¸a˜o.
Teorema 2.1.1. Seja Γ = {γΛ}Λ∈PF uma especificac¸a˜o Feller e considere a sequeˆncia de
estados {µn}n∈N, onde µn := γΛn(ω¯, · ) para alguma configurac¸a˜o ω¯ ∈ ΣS . Temos enta˜o
que qualquer ponto de acumulac¸a˜o µ para {µn}n∈N e´ um estado de Gibbs. Em particular,
devido a` compacidade de S, segue que G (Γ) 6= ∅.
Demonstrac¸a˜o. Seja µ um ponto de acumulac¸a˜o para a sequeˆncia de estados {µn}n∈N
dada como na hipo´tese. Queremos obter que 〈f〉µγΛ = 〈f〉µ para todo f ∈ C(ΣS) e para
qualquer Λ ∈PF , de onde segue pelo teorema 1.4.1 que µγΛ = µ para qualquer Λ ∈PF .
Como Λ foi tomando de forma arbitra´ria, temos a equac¸a˜o DLR.
Em particular, a condic¸a˜o de compatibilidade da especificac¸a˜o Γ nos da´ a identidade
〈f〉µnγΛ =
∫
fdγΛγΛn = 〈f〉µn (2.11)
para todo f ∈ C(ΣS) e para qualquer Λ ⊂ Λn. E´ claro que o lado direito desta equac¸a˜o
converge na topologia fraca* para 〈f〉µ, ja´ que µ e´ um ponto de acumulac¸a˜o para {µn}n∈N.
Por outro lado, temos que
〈f〉µnγΛ =
∫
fdγΛγΛn =
∫
γΛfdγΛn = 〈γΛf〉µn .
A hipo´tese Feller sobre a especificac¸a˜o garante que γΛf e´ um observa´vel cont´ınuo. As-
sim, pelo mesmo argumento de convergeˆncia utilizado anteriormente, o lado esquerdo da
equac¸a˜o (2.11) converge para 〈γΛf〉µ = 〈f〉µγΛ , donde obtemos o resultado.
A proposic¸a˜o 1.4.1 garante que compacidade de S implica a compacidade de P(ΣS).
Como P(ΣS) e´ um espac¸o me´trico compacto, enta˜o tambe´m sera´ sequencialmente com-
pacto, e assim a sequeˆncia de estados {µn := γΛn(ω¯, · )}n∈N para qualquer ω¯ ∈ ΣS , possui
estado µ como ponto de acumulac¸a˜o.
Conhecidas as condic¸o˜es de existeˆncia de um estado de Gibbs, outro questionamento
muito importante concerne a sua unicidade. Exibiremos, ao final deste cap´ıtulo, certas
condic¸o˜es sob as quais e´ poss´ıvel garantir tal fato. A literatura cla´ssica deste to´pico possui
va´rios exemplos para os quais tal fenoˆmeno na˜o ocorre. Para mais detalhes, veja [24, 56].
Retomamos a noc¸a˜o de equivaleˆncia e obtemos o seguinte resultado como corola´rio da
proposic¸a˜o 2.1.1.
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Corola´rio 2.1.2. Se os hamiltonianos de interac¸a˜o HInt e HInt′ sa˜o DLR-equivalentes
e ao menos um deles e´ cont´ınuo (o que implica, G (HInt) ∪ G (HInt′) 6= ∅), enta˜o
G (HInt) = G (HInt′).
A discussa˜o sobre a estrutura do espac¸o dos estados de Gibbs G (Γ) resume-se a` seguinte
proposic¸a˜o cuja demonstrac¸a˜o encontra-se em [56, 24].
Proposic¸a˜o 2.1.3. Dada uma especificac¸a˜o Γ, o conjunto G (Γ) dos estados de Gibbs e´
um convexo fechado. Ale´m disso, as seguintes afirmac¸o˜es sa˜o va´lidas:
(i) um estado µ ∈ G (Γ) e´ unicamente determinado sobre os conjuntos da σ-a´lgebra
caudal B∞;
(ii) µ1 e µ2 sa˜o estados de Gibbs absolutamente cont´ınuos se, e somente se, existe
algum observa´vel global f ≥ 0 tal que µ1 = fµ2;
(iii) os estados de Gibbs extremais sa˜o macrosco´picos;
(iv) dois estados de Gibbs extremais distintos µ1 e µ2 sa˜o mutualmente singulares
sobre a σ-a´lgebra caudal B∞, ou seja, existe A ∈ B∞ tal que µ1(A) = 1 e µ2(A) = 0.
Os estados de Gibbs extremais podem ser descritos pela propriedade cluster, devido
ao item (iii) da proposic¸a˜o anterior e a` observac¸a˜o 1.4.3. Estes destacam-se na mecaˆnica
estat´ıstica do equil´ıbrio, pois caracterizam as fases associadas ao sistema de spins. Em
particular quando |G (Φ)| > 1 para alguma interac¸a˜o Φ, isto e´, na˜o ha´ unicidade, o sistema
de spins e´ dito possuir fenoˆmeno de transic¸a˜o de fase.
Perceba que a dinaˆmica do operador de shift sequer foi mencionada no formalismo
DLR. Sendo assim, considere o sistema de spins unidimensional (ΣS , σ,HInt, ν).
Definic¸a˜o 2.1.7. Uma especificac¸a˜o Γ = {γΛ}Λ∈PF e´ dita σ-invariante caso
γΛ+i(σ
i(ω), σi(A)) = γΛ(ω,A)
para todo Λ ∈PF , i ∈ L , ω ∈ ΣS e A ∈ BL .
E´ fa´cil obter que tal propriedade e´ herdada de hamiltonianos σ-invariantes.
A inserc¸a˜o da propriedade σ-invariante sobre as especificac¸o˜es possibilita obter um
resultado de existeˆncia mais espec´ıfico. Retornando a` demonstrac¸a˜o do teorema 2.1.1,
o qual garante a existeˆncia de um estado de Gibbs, considere a seguinte sequeˆncia de
estados {µn}n∈N:
µn :=
1
|Λn|
∑
i∈Λn
γΛn+i(ω¯, · )
para alguma configurac¸a˜o ω¯ ∈ ΣS . Empregando argumentac¸a˜o semelhante a` da demons-
trac¸a˜o, e´ poss´ıvel obter existeˆncia de estado de Gibbs para o caso de uma especificac¸a˜o
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σ-invariante a partir desta sequeˆncia {µn}n∈N. Ale´m disso, devido ao item (i) da proposi-
c¸a˜o 1.4.3, temos que qualquer ponto de acumulac¸a˜o da sequeˆncia anterior e´ σ-invariante,
donde resulta o seguinte corola´rio.
Corola´rio 2.1.3. Seja Γ uma especificac¸a˜o Feller σ-invariante. Enta˜o
G (Γ) ∩ Pσ(ΣS) 6= ∅. (2.12)
Denotaremos por Gσ(Γ) o conjunto dos estados de Gibbs σ-invariantes, G (Γ)∩Pσ(ΣS).
O corola´rio anterior apresenta condic¸o˜es para que tal conjunto seja na˜o vazio. Note que
Gσ(Γ), por ser intersecc¸a˜o de convexos fechados, tambe´m e´ o conjunto convexo fechado.
Dedicaremos a pro´xima sec¸a˜o ao estudo de uma caracterizac¸a˜o particularmente interes-
sante para tal conjunto. Veremos que, assim como o caso de volume finito, os estados de
Gibbs σ-invariantes podem ser definidos como os estados que verificam um dado princ´ıpio
variacional.
Notac¸a˜o 2.1.3. No caso gibbsiano, o conjunto dos estados de Gibbs σ-invariantes sera´
denotado por Gσ(HInt) ou Gσ(Φ).
Atente que invariaˆncia de uma especificac¸a˜o na˜o pro´ıbe a existeˆncia de estados de
Gibbs que na˜o sa˜o σ-invariantes. Quando isto ocorre, diz-se introduzido o fenoˆmeno de
quebra de simetria sobre o sistema de spins. Ale´m disso, tal fato e´ responsa´vel por uma
grande quantidade de exemplos com fenoˆmeno de transic¸a˜o de fase; veja [24].
2.1.3 Abordagem Variacional
Utilizando-se das propriedades dinaˆmicas do sistema de spins, temos o intuito de
generalizar as func¸o˜es termodinaˆmicas e, a partir destas, caracterizar estados de Gibbs σ-
invariantes associados a um sistema de spins de volume infinito. Inicialmente introduzida
pelos trabalhos de Galllavotti e Miracle-Sole [20], de Ruelle [45] e de Dobrushin [15], para
interac¸o˜es σ-invariantes, tal abordagem pode ser obtida atrave´s de dois argumentos. O
primeiro, descrito pela refereˆncia [24], apresenta o princ´ıpio variacional para tais func¸o˜es
termodinaˆmicas com respeito a uma especificac¸a˜o. O outro argumento define os estados
de Gibbs σ-invariantes pela noc¸a˜o de funcional tangente a` pressa˜o sobre o conjunto de
interac¸o˜es σ-invariantes, sendo descrita pela refereˆncia [28]. Na tentativa de apresentar
uma s´ıntese da abordagem variacional, destacando ambos os argumentos, restringimos
nosso contexto a`s especificac¸o˜es gibbsianas σ-invariantes, isto e´, interac¸o˜es cont´ınuas σ-
invariantes, assim como e´ feito na refereˆncia [56].
Iniciaremos tal discussa˜o apresentando as generalizac¸o˜es das treˆs func¸o˜es termodinaˆ-
micas: energia me´dia, entropia e pressa˜o. O ponto crucial desta extensa˜o e´ perceber que
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a noc¸a˜o dinaˆmica permite apresentar verso˜es de tais func¸o˜es por unidade de volume, isto
e´, garante que o limite das densidades destas func¸o˜es sobre cada parcela finita Λ ∈ PF
esta´ bem definido.
Sendo assim, dada Φ uma interac¸a˜o cont´ınua σ-invariante, considere o sistema de spins
unidimensional (ΣS , σ,HInt, ν).
Definic¸a˜o 2.1.8 (Energia me´dia ou densidade de energia). Definimos a energia me´dia
associada a um hamiltoniano σ-invariante pondo〈HInt〉
µ
:= lim
n→∞
1
|Λn|
∫
HIntΛn dµ.
Lembre-se de que esta definic¸a˜o ja´ foi introduzida no cap´ıtulo anterior (veja definic¸a˜o
1.5.6), sempre que o respectivo limite existisse. Para garantir que a energia me´dia esteja
bem definida no caso de interac¸o˜es σ-invariantes, necessitaremos da seguinte func¸a˜o
ΨΦ0 (ω) :=
∑
X30
ΦX(ω)
|X| , (2.13)
a qual, devido a` propriedade absolutamente soma´vel (definic¸a˜o 1.5.2), esta´ bem definida,
ja´ que ∥∥∥∥∥∑
X30
ΦX
|X|
∥∥∥∥∥
∞
≤ sup
i∈L
∑
X3i
1
|X|‖ΦX‖∞ ≤ supi∈L
∑
X3i
‖ΦX‖∞ <∞. (2.14)
Assim, ΨΦ0 e´ um observa´vel e, ale´m disso, e´ cont´ınuo por ser limite uniforme de observa´veis
cont´ınuos. O corola´rio abaixo, cuja demonstrac¸a˜o segue do resultado mais geral dado pela
proposic¸a˜o 2.2.1 da pro´xima sec¸a˜o, junto com a integrabilidade da ΨΦ0 garante que a pri-
meira func¸a˜o termodinaˆmica tambe´m esta´ bem definida para as interac¸o˜es σ-invariantes.
Corola´rio 2.1.4. Dados Φ uma interac¸a˜o cont´ınua σ-invariante e um estado µ σ-
invariante, temos
〈HInt〉
µ
=
〈
ΨΦ0
〉
µ
.
Prosseguimos com as demais func¸o˜es termodinaˆmicas e suas respectivas propriedades.
Definic¸a˜o 2.1.9 (Entropia relativa). Sejam µ e µ′ estados σ-invariantes. Definimos,
quando o limite existir, a entropia relativa de µ com respeito a µ′ por
h(µ|µ′) := lim
n→∞
1
|Λn|Hn(µ|µ
′),
onde Hn(µ|µ′) :=
{
− ∫ ( dµ|Λn
dµ′|Λn log
dµ|Λn
dµ′|Λn
)
dµ′|Λn = −
∫
log
dµ|Λn
dµ′|Λn dµ|Λn , se µ µ
′;
−∞, caso contra´rio.
Em particular, quando µ′ e´ dado pelo estado ba´sico ν sobre o espac¸o de configurac¸o˜es,
denominaremos hν(µ) := h(µ|ν) somente de entropia.
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Observac¸a˜o 2.1.4. A func¸a˜o Hn(µ|µ′) tem sua origem na teoria da informac¸a˜o, onde
e´ conhecida pela denominac¸a˜o de divergeˆncia de Kullback-Leibler. Na˜o e´ dif´ıcil perceber
que esta e´ uma extensa˜o da entropia para volume finito Hν(µ) apresentada no exemplo
1.5.13.
Na˜o e´ uma tarefa fa´cil argumentar a favor da existeˆncia do limite que define a entro-
pia relativa. Um contraexemplo pode ser encontrado na refereˆncia [56]. No entanto, a
func¸a˜o entropia hν esta´ bem definida como pode ser visto pela seguinte proposic¸a˜o, cuja
demonstrac¸a˜o encontra-se nas refereˆncias [32, 24, 56].
Proposic¸a˜o 2.1.4. Sejam µ um estado σ-invariante e ν o estado ba´sico. Enta˜o o limite
que define a entropia hν existe, sendo va´lido
lim
n→∞
1
|Λn|Hn(µ|ν) = infn→∞
1
|Λn|Hn(µ|ν).
Ale´m disso, entropia hν satisfaz as seguintes propriedades:
(i) log infω∈Σ, ε>0 ν([ω]{0},ε) ≤ hν(µ) ≤ 0;
(ii) hν e´ um func¸a˜o afim, ou seja, dados estados µ0, µ1 . . . , µn ∈ Pσ(ΣS) e constantes
c0, c1 . . . , cn > 0 tais que
∑n
i=0 ci = 1, temos
hν
(
n∑
i=0
ciµi
)
=
n∑
i=0
cihν (µi) ;
(iii) hν e´ uma func¸a˜o semicont´ınua superiormente para a topologia fraca*, isto e´, para
µ ∈ Pσ(ΣS) e ε > 0, existe vizinhanc¸a U de µ tal que, para todo estado µ′ ∈ U ,
temos hν(µ
′) < hν(µ) + ε.
Por fim, introduzimos a u´ltima func¸a˜o termodinaˆmica fundamental para a abordagem
variacional, a qual generaliza o conceito de pressa˜o.
Definic¸a˜o 2.1.10 (Energia livre de Gibbs). SejaH um hamiltoniano cont´ınuo σ-invariante.
Definimos, quando o limite existir, a energia livre de Gibbs colocando
pν(H) := lim
n→∞
1
|Λn| logPν,n(H) = limn→∞
1
|Λn| log
∫
e−HΛndν.
Observac¸a˜o 2.1.5. Pν,n(H) e´ o ana´logo da func¸a˜o de partic¸a˜o ZH para volume finito.
Perceba que, nesta definic¸a˜o, na˜o fizemos menc¸a˜o expl´ıcita quanto a` natureza do ha-
miltoniano, se obtido de um potencial cont´ınuo σ-invariante ou de uma interac¸a˜o cont´ınua
σ-invariante. Uma justificativa para tal abrangeˆncia sera´ dada, na pro´xima sec¸a˜o, pela
proposic¸a˜o 2.2.1 e pela discussa˜o que desta segue.
No caso em que o hamiltoniano HInt adve´m de Φ uma interac¸a˜o cont´ınua σ-invariante,
a existeˆncia do limite que define a energia livre de Gibbs pν(HInt) e´ assegurada a seguir
pelo teorema 2.1.6. Por enquanto, apresentamos a seguinte propriedade:
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Lema 2.1.5. Para quaisquer interac¸o˜es cont´ınuas Φ e Φ′, sejam HInt e HInt′ os respec-
tivos hamiltonianos. Enta˜o∣∣∣logPν,n(HInt)− logPν,n(HInt′)∣∣∣ ≤ ∥∥∥HIntΛn ′ −HIntΛn ∥∥∥∞ .
Demonstrac¸a˜o. Para cada n ∈ N, escolha configurac¸o˜es ω(n) e ω(n) satisfazendo
e−H
Int
Λn (ω
(n)) = max
ω∈ΣS
e−H
Int
Λn
(ω) e e−H
Int
Λn
′(ω(n)) = min
ω∈ΣS
e−H
Int
Λn
′
(ω).
O resultado e´ imediato de
Pν,n(HInt)
Pν,n(HInt′)
=
∫
e−H
Int
Λn dν∫
e−H
Int
Λn
′
dν
≤ eHIntΛn ′(ω(n))−HIntΛn (ω(n))
≤ eHIntΛn ′(ω(n))−HIntΛn ′(ω(n)) e‖HIntΛn ′−HIntΛn ‖∞ ≤ e‖HIntΛn ′−HIntΛn ‖∞
e do papel permuta´vel dos hamiltonianos em tal desigualdade.
Princ´ıpio Variacional
Definidas as func¸o˜es termodinaˆmicas para os sistemas de spins unidimensionais, gos-
tar´ıamos de obter um princ´ıpio variacional para tais func¸o˜es que caracterizasse os estados
de Gibbs σ-invariantes. Com esta intenc¸a˜o, investigamos no pro´ximo teorema as relac¸o˜es
entre a entropia relativa e o conjunto dos estados de Gibbs σ-invariantes.
Teorema 2.1.6. Seja (ΣS , σ,HInt, ν) um sistema de spins unidimensional para uma in-
terac¸a˜o Φ cont´ınua σ-invariante. As seguintes afirmac¸o˜es sa˜o va´lidas:
(i) para qualquer estado de Gibbs σ-invariante µ ∈ Gσ(HInt), a entropia relativa
h( · , µ) existe para todo estado σ-invariante η ∈ Pσ(ΣS). Ale´m disso, a seguinte
relac¸a˜o e´ satisfeita
h(η|µ) = hν(η)− pν(HInt)−
〈HInt〉
µ
;
(ii) se µ ∈ Gσ(HInt) e´ um estado de Gibbs σ-invariante e η ∈ Pσ(ΣS) e´ um estado
σ-invariante tais que h(η|µ) = 0, enta˜o η ∈ Gσ(HInt).
Enfatizamos que este e´ um dos resultados fundamentais da teoria. Referenciamos [24,
56] para a demonstrac¸a˜o deste teorema. A ideia principal da prova e´ a ana´lise assinto´tica
dos termos da seguinte relac¸a˜o
Hn(η|µIntΛn (ω, · )) = Hn(η|ν)− logPν,n(HInt)−
∫
HIntΛn dη,
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a qual e´ va´lida para todo ω ∈ ΣS e para todo n ∈ N. Numa primeira etapa, garante-
se a convergeˆncia quando n → ∞ para todos os termos divididos por |Λn| com excec¸a˜o
de logPν,n(HInt), sendo enta˜o a existeˆncia do respectivo limite (trata-se da energia livre
de Gibbs para HInt) garantida nesta passagem. Como µIntΛn (ω, · ) caracteriza qualquer
estado de Gibbs σ-invariante quando condicionado a` sub-σ-a´lgebra BΛn , o argumento
segue utilizando-se de resultados te´cnicos sobre a convergeˆncia dos termos na relac¸a˜o
anterior.
Como consequeˆncia direta do teorema 2.1.6, obtemos uma caracterizac¸a˜o variacional
para os estados de Gibbs σ-invariantes.
Corola´rio 2.1.7 (Princ´ıpio variacional). Seja (ΣS , σ,Hint, ν) um sistema de spins uni-
dimensional para uma interac¸a˜o Φ cont´ınua σ-invariante. Enta˜o e´ va´lido o seguinte prin-
c´ıpio
pν(HInt) = sup
{
hν(µ)−
〈HInt〉
µ
: µ ∈ Pσ(ΣS)
}
. (2.15)
Ale´m disso, o conjunto de estados que atinge tal supremo e´ exatamente Gσ(HInt), o con-
junto dos estados de Gibbs σ-invariantes.
Funcional Tangente
Perceba que o corola´rio anterior tambe´m caracteriza de forma variacional a energia
livre de Gibbs, sendo esta dada pelo valor que maximiza o funcional hν( · ) −
〈HInt〉
( · )
sobre Pσ(ΣS). Isto nos motiva a uma investigac¸a˜o mais detalhada do comportamento
de pν e de sua relac¸a˜o com os estados de Gibbs σ-invariantes para uma dada interac¸a˜o
Φ. Em particular, destacaremos algumas propriedades da energia livre de Gibbs quando
vista como uma func¸a˜o em Bσ(ΣS).
Notac¸a˜o 2.1.4. A partir deste momento, sera´ mais conveniente denotar pν(HInt) e
Pν,n(HInt), respectivamente, por pν(Φ) e Pν,n(Φ).
O resultado abaixo segue do lema 2.1.5.
Proposic¸a˜o 2.1.5. Sejam Φ e Φ′ interac¸o˜es cont´ınuas σ-invariantes. A func¸a˜o pν :
Bσ(ΣS) −→ R e´ convexa, isto e´, pν(tΦ+(1−t)Φ′) ≤ tpν(Φ)+(1−t)pν(Φ′), para todo 0 ≤
t ≤ 1, e satisfaz
|pν(Φ)− pν(Φ′)| ≤ ‖Φ′ − Φ‖Bσ(ΣS),
onde HPot e HPot′ sa˜o os respectivos hamiltonianos associados.
Sendo assim, usufruindo das propriedades do espac¸oBσ(ΣS) e da convexidade da ener-
gia livre de Gibbs, introduzimos as seguintes noc¸o˜es geome´tricas.
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Definic¸a˜o 2.1.11. Seja L : Bσ(ΣS) −→ R uma func¸a˜o linear.
(i) L e´ pν-limitada se existe uma constante C ∈ R tal que L(Φ′) ≤ pν(Φ′) + C para
todo Φ′ ∈ Bσ(ΣS)
(ii) L e´ dita ser um funcional tangente a` energia livre de Gibbs pν em Φ se, para toda
interac¸a˜o σ-invariante Φ′, temos
pν(Φ + Φ
′)− pν(Φ) ≥ L(Φ′). (2.16)
O conjunto de todos os funcionais tangentes a pν em φ e´ denotado por tφ(ΣS).
Exemplo 2.1.8. Funcional associado a um estado µ: Para qualquer estado σ-invariante
µ ∈ Pσ(ΣS) com entropia hν(µ) finita, considere a func¸a˜o linear dada por
Lµ(Φ) :=
∫
−
∑
X30
ΦX(ω)
|X| dµ = 〈−Ψ
Φ
0 〉µ
para qualquer interac¸a˜o Φ ∈ Bσ(ΣS). Segue do princ´ıpio variacional que a desigualdade
pν(Φ)− hν(µ) ≥
〈−HInt〉
µ
e´ va´lida para qualquer interac¸a˜o Φ ∈ Bσ(ΣS) e seu respectivo hamiltoniano associado
HInt. Veremos no corola´rio 2.2.1 da pro´xima sec¸a˜o que 〈−HInt〉
µ
= 〈−ΨΦ0 〉µ. Este fato
e a desigualdade acima nos permitem concluir que o funcional Lµ e´ pν-limitado com
constante C = −hν(µ). ♦
As noc¸o˜es de funcional pν-limitado e tangente a` energia livre de Gibbs permitem
apresentar uma caracterizac¸a˜o geome´trica para os conjuntos Pσ(ΣS) e Gσ(Φ) da seguinte
maneira:
Teorema 2.1.8.
(i) Se L e´ pν-limitado, enta˜o existe um u´nico estado σ-invariante µ tal que L = Lµ;
(ii) O estado σ-invariante µ e´ de Gibbs para uma interac¸a˜o σ-invariante Φ se, e
somente se, o funcional Lµ e´ tangente a` energia livre de Gibbs em Φ.
Tal descric¸a˜o geome´trica dos estados de Gibbs σ-invariantes na˜o e´ o foco de estudo
desta dissertac¸a˜o e foi apresentada apenas a um t´ıtulo de complementaridade. Para uma
descric¸a˜o mais detalhada deste to´pico, veja as refereˆncias [28, 24].
2.2 Transic¸a˜o entre os Formalismos
Apesar de a abordagem variacional do formalismo DLR ser edificada sobre hamiltonia-
nos obtidos de interac¸o˜es, algumas passagens, como, por exemplo, a existeˆncia da energia
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me´dia de uma interac¸a˜o e o exemplo 2.1.8, da˜o raza˜o a uma associac¸a˜o entre interac¸o˜es e
potenciais. O pivoˆ desta relac¸a˜o e´ dado pelo observa´vel ΨΦ0 (veja equac¸a˜o (2.13)), o qual
pode ser interpretado como o observa´vel da origem que define um potencial σ-invariante
ΨΦ = {ΨΦ0 ◦ σn}n∈L . Desenvolvendo tal construc¸a˜o, obtemos os seguintes potenciais.
Exemplo 2.2.1. Potencial obtido de uma interac¸a˜o: O potencial ΨΦ := {ΨΦn : ΣS −→
R}n∈L associado a uma interac¸a˜o Φ e´ dado por
ΨΦn (ω) :=
∑
Λ3n
ΦΛ(ω)
|Λ| , para todo n ∈ L .
Pelo mesmo argumento fornecido pela equac¸a˜o (2.14), temos que cada Ψn esta´ bem de-
finido, tratando-se de um observa´vel. Ale´m disso, verifica-se que a continuidade e σ-
invariaˆncia sa˜o propriedades herdadas da interac¸a˜o Φ. Perceba que tal potencial aparece
em todos os exemplos de interac¸o˜es presentes no primeiro cap´ıtulo. ♦
Obtemos a seguinte proposic¸a˜o para o caso invariante.
Proposic¸a˜o 2.2.1. Dada uma interac¸a˜o σ-invariante Φ, seja seu potencial ΨΦ. Consi-
dere HInt e HPot os respectivos hamiltonianos associados. Enta˜o
∥∥HIntΛn −HPotΛn ∥∥∞ = o(|Λn|). (2.17)
Demonstrac¸a˜o. Reescrevendo o hamiltoniano HPot associado ao potencial ΨΦ em termos
dos elementos de PF , encontramos
HPotΛ =
∑
n∈Λ
ΨΦn =
∑
n∈Λ
∑
X3n
ΦX
|X| =
∑
X∩Λ6=∅
|X ∩ Λ|
|X| ΦX
=
∑
X⊂Λ
ΦX +
∑
X∩Λ 6=∅
X∩Λ{ 6=∅
|X ∩ Λ|
|X| ΦX .
Perceba que o primeiro somato´rio da segunda linha da equac¸a˜o anterior e´ a parte livre
HInt◦ do hamiltoniano de interac¸a˜o. Devido a` decomposic¸a˜o do hamiltoniano de interac¸a˜o
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HInt em suas partes livre HInt◦ e de fronteira HInt∂ , temos∥∥HIntΛ −HPotΛ ∥∥∞ ≤ ∥∥HIntΛ◦ −HPotΛ ∥∥∞ + ∥∥HInt∂Λ ∥∥∞
≤
∑
X∩Λ 6=∅
X∩Λ{ 6=∅
|X ∩ Λ|
|X| ‖ΦX‖∞ +
∑
X∩Λ 6=∅
X∩Λ{ 6=∅
‖ΦX‖∞
≤
∑
n∈Λ
∑
X3n
X∩Λ{ 6=∅
1
|X| ‖ΦX‖∞ +
∑
n∈Λ
∑
X3n
X∩Λ{ 6=∅
‖ΦX‖∞
=
∑
n∈Λ
∑
X3n
X∩Λ{ 6=∅
(1 + |X|)
|X| ‖ΦX‖∞ .
Utilizando enta˜o a invariaˆncia, estabelecemos∥∥HIntΛ −HPotΛ ∥∥∞ ≤ ∑
n∈Λ
∑
Y 30
(Y+n)∩Λ{ 6=∅
2
∥∥Φ(Y+n)∥∥∞ = ∑
n∈Λ
∑
Y 30
(Y+n)∩Λ{ 6=∅
2 ‖ΦY ‖∞
=
∑
Y 30
2
∣∣∣(Λ{ − Y ) ∩ Λ∣∣∣ ‖ΦY ‖∞ ,
onde Λ{ − Z = {k − j ∈ L : k ∈ Λ{ e j ∈ Z}, para Z ⊂ L . Dividindo por |Λ|, vemos
que
1
|Λ|
∥∥HIntΛ −HPotΛ ∥∥∞ ≤∑
Y 30
2
∣∣(Λ{ − Y ) ∩ Λ∣∣
|Λ| ‖ΦY ‖∞ .
Seja um espac¸o mensura´vel formado pelo conjunto enumera´vel Υ = {Y ∈ PF :
0 ∈ Y } munido da σ-a´lgebra de partes P(Υ). Como Φ e´ uma interac¸a˜o σ-invariante e
absolutamente soma´vel, definimos a medida µΥ :P(Υ) −→ R por
µΥ(J ) :=
∑
Y ∈J
2‖ΦY ‖, ∀J ∈P(Υ).
Em particular, esta medida e´ finita ja´ que µΥ(Υ) = 2‖Φ‖B(ΣS). Considere a sequeˆncia
de func¸o˜es {fn}n∈N definidas por fn(Y ) = |(Λ{n−Y )∩Λn||Λn| para cada Y ∈ Υ. Note que cada
func¸a˜o fn e´ integra´vel, pois∫
fn dµΥ =
∑
Y 30
fn(Y )µΥ(Y ) =
∑
Y 30
2
|(Λ{n − Y ) ∩ Λn|
|Λn| ‖ΦY ‖ <∞.
Para cada Y ∈ Υ, verificamos que
fn(Y ) =
|(Λ{n − Y ) ∩ Λn|
|Λn| ≤
∑
j∈Y
|(Λ{n − {j}) ∩ Λn|
|Λn| =
∑
j∈Y
|Λn\(Λn − {j})|
|Λn| .
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Observe que a cota superior na desigualdade acima tende a zero quando n → ∞ e,
portanto, fn → 0 pontualmente.
Como |(Λ
{−Y )∩Λ|
|Λ| ≤ 1, obtemos que a func¸a˜o constante e igual a 1 domina a sequeˆncia
{fn}n∈N, isto e´, |fn| ≤ 1 para todo n ∈ N. Um vez que µΥ e´ uma medida finita, func¸o˜es
constantes sa˜o func¸o˜es integra´veis.
Assim, devido ao Teorema da Convergeˆncia Dominada (consulte o teorema A.0.6 no
apeˆndice A), temos que
lim
n→∞
1
|Λn|
∥∥HIntΛn −HPotΛn ∥∥∞ ≤ limn→∞∑
Y 30
2
∣∣(Λ{n − Y ) ∩ Λn∣∣
|Λn| ‖ΦY ‖∞
= lim
n→∞
∫
fn dµΥ = 0,
donde conclu´ımos que
∥∥HIntΛn −HPotΛn ∥∥∞ = o(|Λn|).
Tal relac¸a˜o assinto´tica entre os hamiltonianos possui as seguintes implicac¸o˜es sobre a
energia me´dia e a energia livre de Gibbs.
Corola´rio 2.2.1. Sob as mesmas hipo´teses anteriores, temos〈HInt〉
µ
=
〈HPot〉
µ
=
〈
ΨΦ0
〉
µ
e pν(HInt) = pν(HPot).
Demonstrac¸a˜o. Atente que〈HPot〉
µ
= lim
n→∞
1
|Λn|
∫ ∑
i∈Λn
(ΨΦ0 ◦ σn)dµ =
〈
ΨΦ0
〉
µ
,
devido a`s σ-invariaˆncias do potencial ΨΦ e do estado ν. Ale´m disso, considere a seguinte
desigualdade va´lida para a energia me´dia∣∣∣〈HInt〉
µ
− 〈HPot〉
µ
∣∣∣ ≤ lim
n→∞
1
|Λn|
∣∣∣∣∫ (HIntΛn −HPotΛn ) dµ∣∣∣∣ ≤ limn→∞ 1|Λn| ∥∥HIntΛn −HPotΛn ∥∥∞ .
Com relac¸a˜o a` energia livre de Gibbs, procedemos como na prova do lema 2.1.5 e
obtemos
e−‖H
Pot
Λn
−HIntΛn ‖∞ ≤ Pν,n(H
Int)
Pν,n(HPot) ≤ e
‖HPotΛn −HIntΛn ‖∞ ,
donde segue que∣∣pν(HInt)− pν(HPot)∣∣ ≤ lim
n→∞
1
|Λn|
∣∣logPν,n(HInt)− logPν,n(HPot)∣∣
≤ lim
n→∞
1
|Λn|
∥∥HIntΛn −HPotΛn ∥∥∞ .
Assim, as igualdades tanto entre energias me´dias quanto entre energias livres de Gibbs
sa˜o consequeˆncia direta da proposic¸a˜o 2.2.1.
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Um fato que se destaca no corola´rio anterior e´ a possibilidade de descrever as func¸o˜es
termodinaˆmicas que dependem explicitamente da interac¸a˜o σ-invariante Φ – a energia
me´dia e a energia livre de Gibbs – atrave´s do potencial σ-invariante ΨΦ associado. Mo-
tivado por tal relac¸a˜o propo˜e-se, portanto, uma reescritura da abordagem variacional,
empregando os potenciais σ-invariantes associados.
Notac¸a˜o 2.2.1. Sabe-se que um potencial σ-invariante e´ unicamente determinado pelo
observa´vel da origem Ψ0. Desta forma, Ψ denotara´ indistintamente a coletaˆnea de obser-
va´veis {Ψ0 ◦ σn}n∈N que forma um potencial σ-invariante ou o observa´vel da origem Ψ0
que define a famı´lia anterior. Por sua vez, o conjunto de todos os potenciais cont´ınuos σ-
invariantes sera´ representado por C(ΣS). Quando for conveniente, denotaremos pν(HPot)
e Pν,n(HPot), respectivamente, por pν(Ψ) e Pν,n(Ψ).
A energia livre de Gibbs vista como uma func¸a˜o sobre o conjunto dos potenciais
cont´ınuos σ-invariantes C(ΣS) apresenta as seguintes propriedades.
Proposic¸a˜o 2.2.2. Sejam Ψ um potencial cont´ınuo σ-invariante e HPot seu hamiltoniano
associado. Enta˜o, existe o limite que define a energia livre de Gibbs
lim
n→∞
1
|Λn| log
∫
e−H
Pot
Λn dν.
Temos que pν : C(ΣS) −→ R e´ uma func¸a˜o convexa e Lipschitz cont´ınua, isto e´, dados Ψ
e Ψ′ potenciais cont´ınuos σ-invariantes, vale
pν(tΨ + (1− t)Ψ′) ≤ tpν(Ψ) + (1− t)pν(Ψ′), ∀ 0 ≤ t ≤ 1
e |pν(Ψ)− pν(Ψ′)| ≤ ‖Ψ′ −Ψ‖∞.
Ale´m disso, esta func¸a˜o satisfaz
(i) pν(0) = 0;
(ii) Ψ ≤ Ψ′ =⇒ pν(Ψ′) ≤ pν(Ψ);
(iii) inf(−Ψ) ≤ pν(Ψ) ≤ sup(−Ψ);
(iv) |pν(Ψ)| ≤ pν(|Ψ|);
(v) pν(Ψ + c) = pν(Ψ)− c;
(vi) pν(Ψ + Ψ
′ ◦ σ −Ψ′) = pν(Ψ);
(vii) c ≥ 1 =⇒ pν(cΨ) ≤ cpν(Ψ) e c ≤ 1 =⇒ pν(cΨ) ≥ cpν(Ψ).
Tal mudanc¸a de ponto de vista para a abordagem variacional possibilita reenunciar o
princ´ıpio variacional em termos do potencial ΨΦ associado a uma interac¸a˜o Φ.
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Corola´rio 2.2.2 (Princ´ıpio Variacional). Sejam Φ interac¸a˜o cont´ınua σ-invariante e
(ΣS , σ,HInt, ν) sistema de spins unidimensional. Enta˜o,
pν(Ψ
Φ) = sup
{
hν(µ)−
〈
ΨΦ
〉
µ
: µ ∈ Pσ(ΣS)
}
. (2.18)
Ale´m disso, Gσ(Φ) e´ caracterizado como o conjunto de estados que atinge o supremo
anterior.
Ademais, os itens (v) e (vi) da proposic¸a˜o 2.2.2 motivam outra noc¸a˜o de equivaleˆncia.
Definic¸a˜o 2.2.1. Duas interac¸o˜es cont´ınuas σ-invariantes Φ e Φ′ sa˜o ditas equivalentes
por Ruelle se
ΨΦ −ΨΦ′ ∈ {f ◦ σ − f : f ∈ C(ΣS)}+ c
para alguma constante c ∈ R, sendo o fecho tomado com respeito a` topologia uniforme.
Observac¸a˜o 2.2.1. Um investigac¸a˜o mais detalhada do Teorema Ergo´dico de Birkhoff
caracteriza o conjunto {f ◦ σ − f : f ∈ C(ΣS)} como o nu´cleo para o operador me´dia
temporal. Em particular, qualquer observa´vel g contido neste conjunto satisfaz
lim
n→∞
1
|Λn|
∥∥∥∥∥∑
i∈Λn
g ◦ σi
∥∥∥∥∥
∞
= 0.
Como consequeˆncia direta dos itens (v) e (vi) da proposic¸a˜o 2.2.2 e do corola´rio 2.2.2,
temos o resultado seguir.
Proposic¸a˜o 2.2.3. Se as interac¸o˜es cont´ınuas σ-invariantes Φ e Φ′ sa˜o equivalentes por
Ruelle, enta˜o Gσ(Φ) = Gσ(Φ′).
2.3 Formalismo SRB
Os trabalhos de Sinai [51, 52] e de Ruelle-Bowen [11] transportaram os argumentos
da abordagem variacional do formalismo DLR de uma teoria focada em sistemas de spins
e respectivas interac¸o˜es, para a ana´lise dos sistemas de Anosov e difeomorfismo do tipo
Axioma A. Denominado de formalismo de Sinai-Ruelle-Bowen (SRB), esta vertente da
teoria ergo´dica diferencial transformou-se numa poderosa ferramenta para a teoria de sis-
temas dinaˆmicos. Um excelente tratamento de tal formalismo, com as devidas aplicac¸o˜es
ao contexto dinamicista, e´ apresentado pela refereˆncia [10].
O alicerce desta construc¸a˜o e´ perceber que tanto a energia me´dia como a energia livre
de Gibbs podem ser introduzidas em termos de um observa´vel cont´ınuo, como foi feito na
sec¸a˜o anterior atrave´s do potencial da origem ΨΦ0 , pore´m ignorando sua poss´ıvel associac¸a˜o
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com uma interac¸a˜o σ-invariante Φ. Por sua vez, a rigidez do espac¸o de configurac¸o˜es
ΣS = SL , dada pelo produto cartesiano enumera´vel do conjunto de spins, e´ dispensa´vel,
ja´ que na˜o seria necessa´rio definir observa´veis locais ΦX associados a uma interac¸a˜o.
Tal ponto de vista possibilitou um desenvolvimento teo´rico em grande parte dissociado
da mecaˆnica estat´ıstica, introduzindo desta forma uma nova vertente, sob uma feic¸a˜o
dinamicista, para as ideias variacionais anteriormente apresentadas.
Portanto, formalismo SRB e´ atualmente descrito sobre sistemas dinaˆmicos topolo´gicos
(Σ, σ), isto e´, Σ e´ um espac¸o me´trico compacto e σ : Σ −→ Σ e´ um mapa cont´ınuo, com-
partilhando assim importantes propriedades topolo´gicas e mensura´veis do espac¸o de confi-
gurac¸o˜es ΣS . Ale´m disso, consideramos uma func¸a˜o f : Σ −→ R cont´ınua que geralmente
recebe a denominac¸a˜o de potencial. Um caso particular sa˜o os pro´prios sistemas de spins
(ΣS , σ,HPot, ν), cujo hamiltoniano prove´m de um potencial cont´ınuo σ-invariante definido
a partir do observa´vel da origem f , ou seja, Ψ = {f◦σn}n∈N eHPotΛn =
∑
i∈Λn f◦σi = Sn(f).
Notac¸a˜o 2.3.1. Devido a esta considerac¸a˜o inicial, denotaremos nesta sec¸a˜o o sistema de
spins unidimensional (ΣS , σ,HPot, ν) somente (ΣS , σ,HPot). A justificativa para auseˆncia
de uma menc¸a˜o expl´ıcita ao estado ba´sico ν sera´ dada a seguir e na sec¸a˜o 2.4. Ale´m disso,
como ja´ foi feito na sec¸a˜o anterior, Ψ denotara´ indistintamente a coletaˆnea de observa´veis
{Ψ0 ◦ σn}n∈N ou o observa´vel da origem Ψ0, e assim conjunto de todos os potenciais
cont´ınuos σ-invariantes sera´ representado por C(ΣS).
Considere enta˜o Ψ um potencial cont´ınuo σ-invariante e o sistema de spins unidimen-
sional (ΣS , σ,HPot). Procedendo de modo semelhante ao da subsec¸a˜o 2.1.3, a primeira
func¸a˜o termodinaˆmica a ser apresentada e´ a energia me´dia, a qual ja´ foi introduzida no
cap´ıtulo anterior, pela definic¸a˜o 1.5.6, e no caso de potencial σ-invariante possui a reduc¸a˜o
dada pelo exemplo 1.5.11.
Definic¸a˜o 2.3.1 (Energia me´dia ou densidade de energia). A energia me´dia de um
hamiltoniano HPot associado a um potencial σ-invariante Ψ = {Ψ0 ◦ σn}n∈N e´ dada por
〈HPot〉
µ
= lim
n→∞
1
|Λn|
∫
Sn(Ψ0)dµ = 〈Ψ0〉µ .
Outra alterac¸a˜o marcante no formalismo SRB esta´ associada a` definic¸a˜o das func¸o˜es
termodinaˆmicas que generalizam a entropia e a pressa˜o para o contexto dinamicista. Antes
de defini-las, necessitaremos dos seguintes detalhes te´cnicos.
Definic¸a˜o 2.3.2.
(i) Uma partic¸a˜o em ΣS e´ uma coletaˆnea de conjuntos α ⊂ BL tal que ∪A∈αA = ΣS
e A ∩B = ∅ para todos A,B ∈ α com A 6= B.
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(ii) Seja µ um estado de ΣS . Uma µ-partic¸a˜o em ΣS e´ uma coletaˆnea α ⊂ BL cujos
conjuntos possuem medida positiva para o estado µ e satisfazem
µ(ΣS − (∪A∈αA)) = 0 e µ(A ∩B) = 0, ∀A,B ∈ α e A 6= B.
(iii) Uma cobertura aberta em ΣS e´ uma coletaˆnea β ⊂ τL tal que (∪A∈βA) = ΣS .
Notac¸a˜o 2.3.2. A menos de menc¸a˜o expl´ıcita, α sempre denotara´ uma partic¸a˜o ou uma
µ-partic¸a˜o, para algum estado µ ∈ P(ΣS), assim como β, uma cobertura aberta. Ale´m
disso, ficara´ subentendido que toda cobertura e´ aberta.
A pre´-imagem de uma µ-partic¸a˜o α (ou de uma cobertura β) para σ e´ dada pela
coletaˆnea σ−1(α) := {σ−1(A) : A ∈ α} (analogamente, σ−1(β) := {σ−1(B) : B ∈ β}), a
qual tambe´m e´ uma µ-partic¸a˜o (respectivamente, uma cobertura). Dada a coletaˆnea de
µ-partic¸o˜es αi (ou de coberturas βi) indexadas em i ∈ I, o refinamento destas e´ dado
por
∨
i∈Iαi := {∩i∈IAi : Ai ∈ αi} (analogamente,
∨
i∈Iβi := {∩i∈IBi : Bi ∈ βi}), o qual
tambe´m e´ uma µ-partic¸a˜o (respectivamente, uma cobertura). Assim o refinamento das
Λn-pre´-imagens e´ dado por α
Λn :=
∨
i∈Λnσ
−i(α) (analogamente, βΛn =
∨
i∈Λnσ
−i(β)).
Definic¸a˜o 2.3.3.
(i) Uma µ-partic¸a˜o α e´ dita ser geradora para σ se BL coincide com a σ-a´lgebra
gerada por
∨
i∈L σ
−i(α).
(ii) Uma cobertura β e´ dita ser geradora para σ se, para toda coletaˆnea {Bi}i∈L de
elementos de β, o conjunto
⋂
i∈L σ
−i(Bi) conte´m no ma´ximo um ponto.
Temos a seguinte propriedade decorrente da condic¸a˜o geradora de uma cobertura.
Proposic¸a˜o 2.3.1. Seja β uma cobertura geradora para σ. Enta˜o, para todo ε > 0,
existe inteiro N > 0, tal que
diam
(
βΛN
)
:= sup
{
diam(B) : B ∈ βΛN} < ε.
Exemplo 2.3.1. ν-partic¸a˜o e cobertura aberta para o caso de conjunto de spins finito:
Seja S um conjunto de spins finito. Considere a partic¸a˜o/cobertura de S dada pelos
conjuntos unita´rios {i}i∈S , cujas pre´-imagens pela projec¸a˜o da origem pi0 : ΣS −→ S
induz para ΣS a seguinte (ν-)partic¸a˜o/cobertura
βF =
{
[j∞]{0} : j ∈ S
}
. (2.19)
(Recorde a notac¸a˜o 1.5.4) Analisando o refinamento das Λn-pre´-imagens, vemos que
βΛnF =
{
[ω]Λn : ω ∈ ΣS com ω|Λ{n = j∞|Λ{n para algum j ∈ S
}
.
Na˜o e´ dif´ıcil perceber que
⋂
i∈L σ
−i([ωi∞]{0}) = {ω}, consequentemente limn→∞ diam
(
βΛnF
)
= 0, bem como que BL e´ a σ-a´lgebra gerada por ∨i∈L σ−i(βF ). Logo, βF e´ geradora tanto
como cobertura quanto como µ-partic¸a˜o. ♦
56 Cap´ıtulo 2. Formalismos
Prosseguimos com as demais func¸o˜es termodinaˆmicas e suas respectivas propriedades.
Definic¸a˜o 2.3.4 (Entropia de Kolmogorov-Sinai). Seja µ um estado σ-invariante. Defi-
nimos a entropia de µ pondo
h(µ) := sup {h(µ,α) : α e´ uma µ-partic¸a˜o finita para ΣS} ,
com h(µ,α) := lim
n→∞
1
|Λn|H
(
µ,αΛn
)
,
onde H(µ, θ) := −∑B∈θ µ(B) log µ(B) para qualquer µ-partic¸a˜o θ em ΣS .
Observac¸a˜o 2.3.1. A entropia de Kolmogorov-Sinai tem grande importaˆncia por ser um
invariante por conjugac¸a˜o entre sistemas dinaˆmicos mensura´veis. Mais detalhes podem
ser obtidos, por exemplo, em [57, 44].
Proposic¸a˜o 2.3.2. A entropia de Kolmogorov-Sinai h e´ uma func¸a˜o afim, ou seja, dados
estados µ0, µ1 . . . , µn ∈ Pσ(ΣS) e constantes c0, c1 . . . , cn > 0 tais que
∑n
i=0 ci = 1, temos
h
(
n∑
i=0
ciµi
)
=
n∑
i=0
cih (νi) .
Ale´m disso, quando existe uma µ-partic¸a˜o geradora α para ΣS ,
(i) h e´ uma func¸a˜o semicont´ınua superiormente para a topologia fraca*;
(ii) h(µ) = h(µ,α).
Perceba que existe certa semelhanc¸a entre tais resultados e a proposic¸a˜o 2.1.4, por
exemplo; ambas hν e h sa˜o afins. Apesar disso, na˜o e´ va´lida em geral a condic¸a˜o de
semicontinuidade superior para h, devido ao seguinte contraexemplo.
Exemplo 2.3.2. Contraexemplo para semicontinuidade superior de h: Considere o espac¸o
de shift ΣS para o conjunto de spins S = {0} ∪ {1/n : n ∈ N}. Seja o µjΣS , para algum
inteiro j > 0, o estado de Bernoulli obtido do estado sobre S
µjS(k) =
{
1
2
, se k = 1
j−1 ou
1
j
;
0, caso contra´rio.
Note que a sequeˆncia {µjΣS}j>0 converge fracamente para o estado delta de Dirac no ponto
0∞ dado por
δ0∞(A) =
{
1, se 0∞ ∈ A;
0, caso contra´rio.
Pode-se mostrar que, para todo j > 0, a dinaˆmica (ΣS , σ, µ
j
ΣS ) e´ conjugada ao sistema
dinaˆmico (Σ{0,1}, σ, ν), onde ν e´ o estado de Bernoulli para a medida de refereˆncia em
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{0, 1}. Isto significa que existem subconjuntos mensura´veis X ⊂ ΣS e Y ⊂ Σ{0,1}, tais
que µjΣS (X) = 1 = ν(Y ), e uma bijec¸a˜o mensura´vel pi : X −→ Y (com inversa tambe´m
mensura´vel) satisfazendo σ ◦ pi = pi ◦ σ, de modo que, para todo conjunto mensura´vel A,
vale ν (pi−1(A)) = µjΣS (A).
Uma consequeˆncia da existeˆncia desta conjugac¸a˜o e´ que h(µjΣS ) = h(ν). E´ bem sabido
tambe´m que h(ν) = log 2 e h(δ0∞) = 0. Assim obtemos
lim
j→∞
h(µjΣS ) = 2 > 0 = h(δ0∞),
o que impossibilita que a entropia seja semicontinuidade superiormente. Para mais deta-
lhes sobre a argumentac¸a˜o apresentada, indicamos a refereˆncia [57]. ♦
Por outro lado, assinalamos que, quando o conjunto de spins S e´ finito, a existeˆncia de
uma µ-partic¸a˜o geradora dada pela equac¸a˜o (2.19) garante que a entropia de Kolmogorov-
Sinai e´ semicont´ınua superiormente sobre os estados σ-invariantes de ΣS .
Definic¸a˜o 2.3.5 (Pressa˜o topolo´gica). Sejam Ψ um potencial σ-invariante e HPot seu
hamiltoniano associado. Para qualquer sequeˆncia de coberturas abertas {βk}k∈N, com
diam(βk)→ 0 quando k →∞, definimos a pressa˜o topolo´gica por
p(HPot) := lim
k→∞
p(HPot,βk), com p(HPot,βk) := lim sup
n→∞
1
|Λn| logPn(H
Pot,βk),
onde Pn(HPot,β) := inf
{∑
B∈θ
sup
ω∈B
eH
Pot
Λn
(ω) : θ subcobertura finita de βΛn
}
para qualquer
cobertura aberta β em ΣS .
E poss´ıvel assegurar que a definic¸a˜o anterior e´ independente da sequeˆncia de coberturas
{βk}k∈N a ser escolhida.
Observac¸a˜o 2.3.2. A pressa˜o topolo´gica pode ser apresentada por outras definic¸o˜es, as
quais sa˜o muito u´teis para demonstrar o princ´ıpio variacional. Uma em particular, a qual
utilizaremos ainda neste cap´ıtulo, na sec¸a˜o 2.4, e´ dada pela substituic¸a˜o de Pn(HPot,β)
por
Qn(HPot,β) := inf
{∑
B∈θ
inf
ω∈B
eH
Pot
Λn
(ω) : θ subcobertura finita de βΛn
}
,
onde β e´ cobertura aberta em ΣS . Para outras definic¸o˜es e respectivas equivaleˆncias, o
leitor pode consultar, por exemplo, as refereˆncias [32, 57].
Notac¸a˜o 2.3.3. Quando for conveniente, denotaremos p(HPot), p(HPot,β), Pn(HPot,β)
e Qn(HPot,β), respectivamente, por p(Ψ), p(Ψ,β), Pn(Ψ,β) e Qn(Ψ,β).
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Exemplo 2.3.3. Entropia topolo´gica: Dado o potencial nulo Ψ ≡ 0, temos que
Pn(0,β) = inf
{|θ| : θ subcobertura finita de βΛn} =: N (βΛn)
torna-se uma func¸a˜o de contagem da menor subcobertura do refinamento das Λn-pre´-
imagens de β. E´ muito bem sabido em sistemas dinaˆmicos que a ana´lise assinto´tica do
crescimento da cardinalidade minimal de subcobertura do refinamento das Λn-pre´-imagens
fornece o valor
hTop(σ) := p(0) = sup
{
lim
n→∞
1
|Λn| logN
(
βΛn
)
: β cobertura aberta para ΣS
}
,
que vem a ser a entropia topolo´gica associada ao sistema dinaˆmico (ΣS , σ).
Existem muitos resultados dedicados ao ca´lculo expl´ıcito de tal valor para diversos
tipos de contextos dinaˆmicos. Em particular, destacamos a entropia topolo´gica associada
aos seguintes casos:
(i) para qualquer sistema dinaˆmico (X,T ) cujas o´rbitas {T n(x)}n∈N sa˜o todas perio´di-
cas, verifica-se hTop(T ) = 0;
(ii) para qualquer shift completo (ΣS , σ) com conjunto de spins S finito, temos hTop(σ) =
log |S|.
Mais detalhes podem ser encontrados, por exemplo, em [57, 44]. ♦
Observac¸a˜o 2.3.3. Para a teoria de sistemas dinaˆmicos, a entropia topolo´gica mede
de forma quantitativa a complexidade das o´rbitas do sistema. Tal conceito tem grande
destaque por ser um invariante por conjugac¸o˜es entre sistemas dinaˆmicos topolo´gicos.
De forma ana´loga a` proposic¸a˜o 2.2.2, temos que a pressa˜o topolo´gica satisfaz as pro-
priedades abaixo listadas.
Proposic¸a˜o 2.3.3. Sejam Ψ e Ψ′ potenciais cont´ınuos σ-invariantes e c ∈ R uma cons-
tante. Se p (C(ΣS)) <∞, enta˜o e´ uma func¸a˜o convexa e Lipschitz cont´ınua, isto e´,
p(tΨ + (1− t)Ψ′) ≤ tp(Ψ) + (1− t)p(Ψ′), para todo 0 ≤ t ≤ 1
e |p(Ψ)− p(Ψ′)| ≤ ‖Ψ−Ψ′‖∞.
Ale´m disso, a pressa˜o topolo´gica p satisfaz
(i) p(0) = hTop(σ);
(ii) Ψ ≤ Ψ′ =⇒ p(Ψ) ≤ p(Ψ′);
(iii) hTop(σ) + inf Ψ ≤ p(Ψ) ≤ hTop(σ) + sup Ψ;
(iv) |p(Ψ)| ≤ p(|Ψ|);
(v) p(Ψ + c) = p(Ψ) + c;
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(vi) p(Ψ + Ψ′ ◦ σ −Ψ′) = p(Ψ);
(vii) c ≥ 1 =⇒ p(cΨ) ≤ cp(Ψ) e c ≤ 1 =⇒ p(cΨ) ≥ cp(Ψ).
Em particular, quando β e´ uma cobertura geradora, temos que p(Ψ) = p(Ψ,β).
A argumentac¸a˜o que garante que cada uma das func¸o˜es termodinaˆmicas introduzi-
das esta´ bem definida e as demonstrac¸o˜es das proposic¸o˜es aqui enunciadas podem ser
encontradas nas refereˆncias [32, 57, 44].
Intuitivamente, uma (µ-)partic¸a˜o/cobertura pode ser vista como uma “discretizac¸a˜o”
do espac¸o em parcelas finitas para a qual poder´ıamos calcular a entropia e a pressa˜o de
forma ana´loga a` realizada para os sistemas de volume finito. O refinamento das pre´-
imagens significaria um refinamento desta “discretizac¸a˜o” baseado no comportamento do
operador de shift. Desta forma, da entropia de Kolmogorov-Sinai e da pressa˜o topolo´-
gica obter´ıamos o comportamento limite das densidades da entropia e da pressa˜o quando
sujeitas ao refinamento de uma “discretizac¸a˜o” sobre o espac¸o.
2.3.1 Princ´ıpio Variacional
Com a mesma intenc¸a˜o da abordagem variacional, gostar´ıamos de obter, para o con-
texto dinamicista, um princ´ıpio envolvendo as func¸o˜es termodinaˆmicas anteriormente
apresentadas e, desta forma, caracterizar certos estados σ-invariantes sobre o sistema
de spins de volume infinito.
Teorema 2.3.1 (Princ´ıpio Variacional). Sejam Ψ um potencial cont´ınuo σ-invariante
e (ΣS , σ,HPot) um sistema de spins unidimensional. Enta˜o, sendo HPot hamiltoniano
associado ao potencial Ψ, temos que
p(HPot) = p(Ψ) = sup
{
h(µ) +
〈HPot〉
µ
: µ ∈ Pσ(ΣS)
}
. (2.20)
Devido a` caracterizac¸a˜o geome´trica do espac¸o Pσ(ΣS) como um compacto convexo
cujos pontos extremais sa˜o os estados ergo´dicos, apresentada ao final da sec¸a˜o 1.4 do
primeiro cap´ıtulo, sob as mesmas hipo´teses do teorema anterior, temos o seguinte corola´rio:
Corola´rio 2.3.2. Vale a igualdade
p(HPot) = sup
{
h(µ) +
〈HPot〉
µ
: µ ∈ Erg(ΣS)
}
.
Adotando um ponto de vista dual, temos o pro´ximo resultado.
Teorema 2.3.3. Sejam Ψ um potencial cont´ınuo σ-invariante e (ΣS , σ,HPot) um sistema
de spins unidimensional. A entropia h e´ um func¸a˜o semicont´ınua superiormente se, e
somente se,
h(µ) = sup
{
p(Ψ)− 〈Ψ〉µ : Ψ ∈ C(ΣS)
}
.
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As demonstrac¸o˜es de tais resultados sa˜o apresentadas, por exemplo, nas refereˆncias
[32, 57, 44].
Observac¸a˜o 2.3.4. Extenso˜es do princ´ıpio variacional sa˜o obtidas em diversos contextos.
Por exemplo, as refereˆncias [38, 32] provam tal resultado para ac¸o˜es em Zd e [39] estende
tal princ´ıpio para grupos mais gerais. Sob outro ponto de vista, o artigo [13] estende o
princ´ıpio variacional para um potencial {Ψn}n∈N que satisfaz uma propriedade subaditiva,
relacionada com a definic¸a˜o 1.5.7. Este u´ltimo segue os argumentos apresentados por
[38, 57], tomando os devidos cuidados te´cnicos com relac¸a˜o a` convergeˆncia das func¸o˜es
termodinaˆmicas.
2.3.2 Estados de Equil´ıbrio
Definic¸a˜o 2.3.6. Os estados de equil´ıbrio para um potencial cont´ınuo σ-invariante Ψ
sa˜o os estados σ-invariantes que atingem o supremo da equac¸a˜o (2.20), isto e´,
p(HPot) = h(µ) + 〈HPot〉
µ
,
onde HPot e´ o hamiltoniano associado ao potencial Ψ.
Os estados de equil´ıbrio sa˜o os ana´logos dos estados de Gibbs σ-invariantes para o
contexto do formalismo SRB. Na pro´xima sec¸a˜o, discutiremos sobre as poss´ıveis relac¸o˜es
entre estes.
Sobre conjunto dos estados de equil´ıbrio, denotado por E (H), podemos garantir os
seguintes fatos.
Proposic¸a˜o 2.3.4.
(i) E (H) e´ um conjunto convexo e, quando hTop(σ) < ∞, seus pontos extremais sa˜o
exatamente os estados ergo´dicos de E (H) ∩ Erg(ΣS);
(ii) Se hTop(σ) < ∞ e a entropia h e´ um func¸a˜o semicont´ınua superiormente, enta˜o
E (H) e´ na˜o vazio e compacto.
Ademais, a noc¸a˜o de equivaleˆncia por Ruelle fica mais clara neste contexto.
Definic¸a˜o 2.3.7. Dois potenciais cont´ınuos σ-invariantes Ψ e Ψ′ sa˜o ditos equivalentes
por Ruelle se
Ψ−Ψ′ ∈ {f ◦ σ − f : f ∈ C(ΣS)}+ c
para alguma constante c ∈ R, sendo o fecho tomado com respeito a` topologia uniforme.
O pro´ximo resultado decorre de imediato dos itens (v) e (vi) da proposic¸a˜o 2.3.3
Proposic¸a˜o 2.3.5. Se os potenciais cont´ınuos σ-invariantes Ψ e Ψ′ sa˜o equivalentes por
Ruelle, enta˜o E (Ψ) = E (Ψ′).
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Funcional Tangente
No encalc¸o da descric¸a˜o geome´trica apresentada ao final da sec¸a˜o 2.1.3, destacamos os
seguintes fatos com respeito a estados de equil´ıbrio.
Definic¸a˜o 2.3.8. Suponha que hTop(σ) < ∞. O estado µ e´ dito ser um funcional
tangente a` pressa˜o topolo´gica p em um potencial cont´ınuo σ-invariante Ψ se, para todo
potencial cont´ınuo σ-invariante Ψ′ ∈ C(ΣS), temos
p(Ψ + Ψ′)− p(Ψ) ≥ 〈Ψ′〉µ.
O conjunto de todos os funcionais tangentes a p em Ψ e´ denotado por tΨ(ΣS).
Analogamente ao teorema 2.1.8, registra-se na literatura o seguinte resultado:
Teorema 2.3.4. Suponha que hTop(σ) <∞ e que a entropia h e´ uma func¸a˜o semicont´ı-
nua superiormente. Enta˜o tΨ(ΣS) = E (Ψ).
Tal descric¸a˜o geome´trica dos estados de equil´ıbrio na˜o e´ o foco de estudo desta disser-
tac¸a˜o e foi apresentada apenas a t´ıtulo de complementaridade. Para a demonstrac¸a˜o do
resultado anterior, veja [57].
2.4 Relac¸o˜es entre os Formalismos
Apresentadas as teorias que norteiam a ana´lise dos sistemas de spins, focamo-nos
em particular nas semelhanc¸as entre a abordagem variacional do formalismo DLR e o
formalismo SRB. Apesar da origem em comum, cada uma destas a´reas desenvolveu-se
de forma diferenciada, adaptando seus argumentos aos contextos mecaˆnico-estat´ıstico e
dinamicista, respectivamente, nos quais estavam inseridos.
Ambas as a´reas baseiam-se na busca de caracterizac¸a˜o de certos estados, definidos
a partir de um princ´ıpio variacional que depende de uma interac¸a˜o σ-invariante ou de
um potencial σ-invariante. Na sec¸a˜o 2.2, conseguimos que a abordagem variacional do
formalismo DLR transitasse das interac¸o˜es σ-invariantes para os potenciais σ-invariantes.
Portanto, podemos argumentar sobre uma poss´ıvel conexa˜o entre estes formalismos, pre-
ferencialmente em termos de potenciais σ-invariantes.
Por outro lado, o princ´ıpio variacional e´ sempre definido a partir de func¸o˜es termo-
dinaˆmicas que generalizam os conceitos energia me´dia, entropia e pressa˜o apresentados
para sistemas de spins em volume finito. A` primeira vista, apenas a energia me´dia e´
compartilhada entre as duas a´reas, enquanto as generalizac¸o˜es da entropia e da pressa˜o
sa˜o propostas de formas distintas.
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Perceba que, no formalismo SRB, utilizamo-nos da estrutura topolo´gica e mensura´vel
do espac¸o de configurac¸o˜es para definir a entropia de Kolmogorov-Sinai (por µ-partic¸o˜es)
e a pressa˜o topolo´gica (por coberturas abertas). Isto possibilitou deixar de lado o papel
do estado ba´sico, o qual e´ fundamental para definir a entropia relativa e a energia livre
de Gibbs na abordagem variacional do formalismo DLR. Desta forma, necessitaremos
encontrar relac¸o˜es que aproximem os conceitos de µ-partic¸o˜es e de coberturas abertas da
func¸a˜o desempenhada pelo conceito de estado ba´sico.
Ao seguir esta estrate´gia, destacamos que a argumentac¸a˜o desenvolvida nesta sec¸a˜o
e´ original. Primeiramente, explicitamos tal conexa˜o para um contexto mais espec´ıfico, o
qual inclui os exemplos 1.2.1 e 1.2.2.
Proposic¸a˜o 2.4.1. Sejam Ψ um potencial cont´ınuo σ-invariante e (ΣS , σ,HPot) um sis-
tema de spins unidimensional. Suponha que o conjunto de spins S e´ finito. Enta˜o, temos
as seguintes igualdades
p(Ψ) + log |S|−1 = pν(−Ψ) e h(µ) + log |S|−1 = hν(µ).
Caso o potencial seja obtido de uma interac¸a˜o cont´ınua σ-invariante Φ pela igualdade
Ψ = −ΨΦ, obtemos que os conceitos de estado de Gibbs σ-invariante e de estado de
equil´ıbrio sa˜o equivalentes, ou seja, E (−ΨΦ) = Gσ(Φ).
Demonstrac¸a˜o. Verificadas as relac¸o˜es enunciadas na proposic¸a˜o, e´ fa´cil conectar os prin-
c´ıpios variacionais do corola´rio 2.2.2 e do teorema 2.3.1, ja´ que
pν(Ψ
Φ) = hν(µ)− 〈ΨΦ〉µ
⇐⇒ p(−ΨΦ) + log |S|−1 = h(µ) + log |S|−1 − 〈ΨΦ〉µ
⇐⇒ p(−ΨΦ) = h(µ) + 〈−ΨΦ〉µ,
donde segue a igualdade E (−ΨΦ) = Gσ(ΨΦ) = Gσ(Φ).
Para obter que p(Ψ) + log |S|−1 = pν(Ψ), tome βF a cobertura/partic¸a˜o de ΣS dada
pelo exemplo 2.3.1. Como e´ uma cobertura geradora, pela proposic¸a˜o 2.3.3, temos que
p(Ψ) = p(Ψ,βF ). Sabemos tambe´m que β
Λn
F e´ formada pelos cilindros [ω]Λn , ω ∈ ΣS ,
sendo assim uma cobertura/partic¸a˜o de ΣS . Note que, por ser uma partic¸a˜o, a u´nica
subcobertura de βΛnF e´ a pro´pria cobertura. Logo, obtemos as seguintes reduc¸o˜es
Qn(Ψ,βF ) =
∑
B∈βΛnF
inf
ω∈B
eH
Pot
Λn
(ω) e Pn(Ψ,βF ) =
∑
B∈βΛnF
sup
ω∈B
eH
Pot
Λn
(ω).
Defina as func¸o˜es simples
fn(ω) =
∑
B∈βΛnF
inf
ω∈B
eH
Pot
Λn
(ω)χB(ω) e gn(ω) =
∑
B∈βΛnF
sup
ω∈B
eH
Pot
Λn
(ω)χB(ω).
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E´ fa´cil ver que, para o estado ba´sico ν, as integrais de tais func¸o˜es esta˜o associadas com
Qn e Pn a menos do fator multiplicativo ν([ω]Λn) = |S|−|Λn|, ja´ que∫
fndν =
∑
B∈βΛnF
inf
ω∈B
eH
Pot
Λn
(ω)ν(B) =
 ∑
B∈βΛnF
inf
ω∈B
eH
Pot
Λn
(ω)
 1
|S||Λn| = Qn(Ψ,βF )|S|
−|Λn|,
∫
gndν =
∑
B∈βΛnF
sup
ω∈B
eH
Pot
Λn
(ω)ν(B) =
 ∑
B∈βΛnF
sup
ω∈B
eH
Pot
Λn
(ω)
 1
|S||Λn| = Pn(Ψ,βF )|S|
−|Λn|.
Por outro lado, temos que fn ≤ eHPotΛn ≤ gn, o que implica
Qn(Ψ,βF )|S|−|Λn| =
∫
fndν ≤
∫
eH
Pot
Λn dν ≤
∫
gndν = Pn(Ψ,βF )|S|−|Λn|.
O limite das me´dias dos logaritmos de tais func¸o˜es nos fornece a relac¸a˜o
lim
n→∞
1
|Λn|
(
logQn(Ψ,βF ) + |Λn| log |S|−1
) ≤
≤ lim
n→∞
1
|Λn| log
∫
eH
Pot
Λn dν ≤
≤ lim
n→∞
1
|Λn|
(
logPn(Ψ,βF ) + |Λn| log |S|−1
)
.
Pelas definic¸o˜es da energia livre de Gibbs e da pressa˜o topolo´gica (ver tambe´m observac¸a˜o
2.3.2), obtemos
p(Ψ) + log |S|−1 = p(Ψ,βF ) + log |S|−1 = pν(−Ψ).
Para obter a igualdade h(µ)+log |S|−1 = hν(µ), primeiramente perceba que a derivada
de Radon-Nikodym presente na definic¸a˜o da entropia pode ser escrita da seguinte forma:
dµ|Λn
dνΛn
(ω) =
µ([ω]Λn)
ν([ω]Λn)
= |S||Λn|µ([ω]Λn) ∀ω ∈ ΣS ,
onde [ω]Λn e´ o menor conjunto da sub-σ-a´lgebra BΛn que conte´m ω ∈ ΣS . Desta forma,
obtemos
Hn(µ|ν) = −
∫
log
dµ|Λn
dνΛn
dµ|Λn = −
∑
[ω]Λn : ∀ω∈ΣS
(
log µ([ω]Λn)− log
1
|S||Λn|
)
µ([ω]Λn)
= −
∑
[ω]Λn : ∀ω∈ΣS
µ([ω]Λn) log µ([ω]Λn) + log |S|−|Λn|.
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O conjunto {[ω]Λn : ∀ω ∈ ΣS}, o qual indexa o somato´rio acima, e´ ideˆntico a` partic¸a˜o
βΛnF . Logo, a igualdade anterior resume-se a Hn(µ|ν) = H(µ,βΛnF ) + |Λn| log |S|−1 e o
limite das me´dias por |Λn| e´ igual a
hν(µ) = lim
n→∞
1
|Λn|Hn(µ|ν) = limn→∞
1
|Λn|
(
H(µ,βΛnF ) + |Λn| log |S|−1
)
= h(µ,βF )+log |S|−1.
Por sua vez, βF e´ uma partic¸a˜o geradora e, pela proposic¸a˜o 2.3.2, obtemos que h(µ) =
h(µ,βF ), donde segue o resultado.
Considerando que ambas as teorias surgiram como generalizac¸o˜es do contexto no qual
o conjunto de spins e´ finito, o resultado acima na˜o e´ inusitado. Uma particularidade
deste caso, a qual e´ fundamental para demonstrac¸a˜o da proposic¸a˜o, e´ a existeˆncia de uma
cobertura que tambe´m e´ uma partic¸a˜o. Isto e´ reflexo da simplicidade da topologia e da
σ-a´lgebra associadas ao conjunto de spins.
Desta forma, introduziremos nesta sec¸a˜o um conjunto de ferramentas que possibilitam
aproximar, para conjuntos de spins mais gerais, a abordagem variacional do formalismo
DLR a do formalismo SRB. Motivados pelo teorema anterior, iniciamos esta investigac¸a˜o
com intuito de estabelecer relac¸a˜o geral entre a energia livre de Gibbs pν e a pressa˜o
topolo´gica p para um potencial σ-invariante.
Primeiramente discutiremos certos detalhes te´cnicos sobre coberturas e partic¸o˜es.
Notac¸a˜o 2.4.1. Exclusivamente nesta sec¸a˜o, utilizaremos as seguintes notac¸o˜es:
(i) A cada cobertura/partic¸a˜o α de S, associamos uma cobertura/partic¸a˜o em ΣS
dada por
bαe := {pi−10 (A) : A ∈ α} ,
onde o mapa pi0 : ΣS −→ S e´ a projec¸a˜o da origem. Sempre que utilizarmos tal
notac¸a˜o, ficara´ subentendida a existeˆncia de α em S.
(ii) Dada a coletaˆnea indexada ξ = {Ck}k∈Λ de conjuntos mensura´veis de S, denota-
remos
[ξ]Λ :=
⋂
k∈Λ
pi−1k (Ck) =
∏
k∈Λ
Ck ×
∏
k∈Λ{
S,
onde o mapa pik : ΣS −→ S e´ a projec¸a˜o canoˆnica do s´ıtio k.
Quando a coletaˆnea {Ck}k∈Λ e´ formada por abertos de S, temos que [ξ]Λ e´ um cilindro
ba´sico da topologia. Note tambe´m que esta notac¸a˜o permite descrever de forma concisa
os elementos do refinamento das Λn-pre´-imagens de qualquer cobertura/partic¸a˜o bαeΛn ,
ja´ que, dada uma coletaˆnea indexada ξ = {Ak}k∈Λn de α, um elemento de bαeΛn formado
por tais conjuntos escreve-se da seguinte forma⋂
i∈Λn
σ−i
(
pi−10 (Ai)
)
=
⋂
i∈Λn
pi−1i (Ai) = [ξ]Λn .
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Exemplo 2.4.1. Cilindros de diaˆmetro menor que ε: Dado ε > 0, gostar´ıamos de obter
um cilindro cujo diaˆmetro e´ menor que ε. Temos que existe Nε ∈ N tal que n ≥ Nε
implica
∑
i∈Λ{n
1
2|i| < ε. Definimos
δε :=
ε−∑i∈Λ{Nε 12|i|∑
i∈ΛNε
1
2|i|
diam(S).
Para qualquer coletaˆnea ξ = {Bk}k∈Λn formada por conjuntos abertos com diam(Bk) < δε,
temos que o cilindro [ξ]Λn cumpre
diam
(
[ξ]Λn
)
<
∑
i∈Λn
1
2|i|
δε
diam(S)+
∑
i∈Λ{n
1
2|i|
≤
∑
i∈ΛNε
1
2|i|
δε
diam(S)+
∑
i∈Λn∩Λ{Nε
1
2|i|
+
∑
i∈Λ{n
1
2|i|
= ε,
para todo n ≥ Nε. ♦
Notac¸a˜o 2.4.2. Sempre que utilizarmos Nε ou δε, ficara´ subentendido que estas cons-
tantes foram obtidas como anteriormente. Em particular, perceba que δε ≤ εdiam(S).
Observe que, para o caso em que o conjunto de spins S e´ finito (veja o exemplo 2.3.1),
os cilindros [ξ]Λn acima sa˜o os elementos da cobertura β
ΛNε
F . Prosseguindo de forma
similar, construiremos, a partir destes cilindros, coberturas que sera˜o muito u´teis para a
obtenc¸a˜o de resultados posteriores.
Exemplo 2.4.2. Cobertura de cilindros cujo diaˆmetro e´ menor que ε: Dados ε > 0 e
uma cobertura β em S cujos elementos possuem diaˆmetros menores que δε, temos que
bβeΛNε e´ uma cobertura para ΣS tal que diam([β]ΛNε ) < ε.
O refinamento das Λn-pre´-imagens desta cobertura, isto e´, (bβeΛNε )Λn , possui conjun-
tos da seguinte forma⋂
i∈Λn
σ−i
(
[ξi]ΛNε
)
=
⋂
i∈Λn
⋂
k∈ΛNε
σ−i
(
pi−1k (B
i
k)
)
=
⋂
i∈Λn
⋂
k∈ΛNε
pi−1k+i(B
i
k)
=
⋂
j∈ΛNε+Λn
pi−1j
 ⋂
i∈Λn, k∈ΛNε
i+k=j
Bik
 = [ξ]ΛNε+Λn ,
para as coletaˆneas ξi = {Bik}k∈ΛNε ⊂ β, com i ∈ Λn, e ξ =
{
B′j
}
j∈Λn+ΛNε
, onde B′j =⋂
i∈Λn, k∈ΛNε
i+k=j
Bik. Perceba que na˜o necessariamente ξ ⊂ β, ja´ que β e´ uma cobertura e
seus elementos na˜o sa˜o necessariamente disjuntos. Isto implica que em geral (bβeΛNε )Λn 6=
bβeΛNε+Λn . Ainda assim e´ poss´ıvel relacionar estas duas coberturas, como veremos na
pro´xima proposic¸a˜o.
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Lembre-se que o estado ba´sico ν e´ um estado de Bernoulli. Logo, ν
(
[ξ]ΛNε+Λn
)
=∏
j∈ΛNε+Λn νS
(
B′j
)
e, como B′j ⊂ Bik para certos i e k tais que i + k = j, pode-se obter
uma cota superior para a medida destes conjuntos dada por
ν(B) ≤
(
max
B′∈β
νS(B′)
)|ΛNε+Λn|
, (2.21)
para todo B ∈ bβeΛNε+Λn . ♦
Proposic¸a˜o 2.4.2. Dada uma cobertura β em S, temos que bβeΛNε+Λn ⊂ (bβeΛNε )Λn.
Consequentemente, bβeΛNε+Λn e´ uma subcobertura de (bβeΛNε )Λn.
Demonstrac¸a˜o. Ja´ sabemos que o bβe e´ um cobertura em ΣS e que o refinamento das Λn-
pre´-imagens de qualquer cobertura e´ uma cobertura, logo basta provar que bβeΛNε+Λn ⊂
(bβeΛNε )Λn . Seja [ξ]ΛNε+Λn ∈ bβeΛNε+Λn para a coletaˆnea ξ =
{
B′j
}
j∈Λn+ΛNε
, com Bj
′ ∈ β
para todo j ∈ Λn + ΛNε . Defina as coletaˆneas ξi = {Bik}k∈ΛNε ⊂ β, com i ∈ Λn, tomando
Bik = B
′
j para quaisquer i+k = j. Em particular, temos que B
′
j =
⋂
i∈Λn, k∈ΛNε
i+k=j
Bik e assim
[ξ]ΛNε+Λn =
⋂
i∈Λn
σ−i
(
[ξi]ΛNε
)
∈ (bβeΛNε )Λn .
Logo, bβeΛNε+Λn ⊂ (bβeΛNε )Λn .
Observac¸a˜o 2.4.1. Devido ao exemplo 2.4.1, a discussa˜o anterior tambe´m e´ va´lida para
qualquer cobertura do tipo bβeΛm para m ≥ Nε, onde β e´ uma cobertura em S cujos
elementos possuem diaˆmetros menores que δε.
Em contraponto ao caso finito, uma cobertura por cilindros em geral na˜o caracteriza
uma partic¸a˜o para ΣS , devido a` possibilidade de intersecc¸o˜es entre os elementos de uma
cobertura em S. Desta forma, faz-se necessa´rio descrever as partic¸o˜es de forma ana´loga
a`s coberturas. Assim, procuraremos obter partic¸o˜es em ΣS a partir de partic¸o˜es em S,
sendo estas obtidas de coberturas em S
Exemplo 2.4.3. Partic¸a˜o de cilindros cujo diaˆmetro e´ menor que ε: Dados ε > 0 e uma
partic¸a˜o α em S cujos elementos possuem diaˆmetros menores que δε, temos a partic¸a˜o
bαeΛNε para ΣS cumprindo diam(bαeΛNε ) < ε.
Analogamente ao que foi feito no exemplo anterior, o refinamento das Λn-pre´-imagens
(bαeΛNε )Λn possui os conjuntos
⋂
i∈Λn
σ−i
(
[ξi]ΛNε
)
=
⋂
j∈ΛNε+Λn
pi−1j
 ⋂
i∈Λn, k∈ΛNε
i+k=j
Aik
 = [ξ]ΛNε+Λn ,
2.4. Relac¸o˜es entre os Formalismos 67
para as coletaˆneas ξi = {Aik}k∈ΛNε ⊂ α, com i ∈ Λn, e ξ =
{
A′j
}
j∈Λn+ΛNε
, onde A′j =⋂
i∈Λn, k∈ΛNε
i+k=j
Aik. Devido ao fato de α ser partic¸a˜o de S, atente que
⋂
i∈Λn, k∈ΛNε
i+k=j
Aik =
{
Aik, se A
i
k = A
i′
k′ para quaisquer i
′, k′ com i′ + k′ = j = i+ k;
∅, caso contra´rio.
Isto implica que ξ ⊂ α e assim obtemos (bαeΛNε )Λn = bαeΛNε+Λn . Ale´m disso, na˜o e´ dif´ıcil
ver que tal igualdade so´ e´ va´lida se α for uma partic¸a˜o.
A medida de tais conjuntos com relac¸a˜o ao estado ba´sico ν pode ser estimada por(
min
A′∈α
νS(A′)
)|ΛNε+Λn|
≤ ν(A) ≤
(
max
A′∈α
νS(A′)
)|ΛNε+Λn|
, (2.22)
para todo A ∈ bαeΛNε+Λn . ♦
Os seguintes lemas sera˜o fundamentais para os resultados a seguir, que buscam es-
tabelecer relac¸o˜es entre os formalismos, e tambe´m para o caso de conjuntos infinitos de
spins.
Lema 2.4.1 (Majorac¸a˜o). Seja Ψ um potencial cont´ınuo σ-invariante para um sistema
de spins unidimensional (ΣS , σ,HPot, ν). Dados ε > 0, considere β uma cobertura finita
aberta para S tal que diam(β) < δε. Enta˜o obtemos a seguinte desigualdade∫
eH
Pot
Λn dν ≤ Pn
(HPot, bβeΛNε)(max
B∈β
νS(B)
)|ΛNε+Λn|
.
Demonstrac¸a˜o. Pela discussa˜o anterior, obtemos a partir da cobertura β em S a cobertura
bβeΛNε em ΣS . Lembre-se que
Pn(HPot, bβeΛNε ) = inf
{∑
B∈θ
sup
ω∈B
eH
Pot
Λn
(ω) : θ subcobertura finita de (bβeΛNε )Λn
}
.
Seja θ = {B1, . . . , Bm} uma subcobertura finita para (bβeΛNε )Λn . Defina a partic¸a˜o α
formada pelos conjuntos na˜o vazios da seguinte construc¸a˜o:
A1 = B1, Ai = Bi −
( ⋃
1≤k<i
Ak
)
, para todo 1 < i ≤ m. (2.23)
Tal partic¸a˜o satisfaz as condic¸o˜es abaixo:
(i) para cada A ∈ α, existe aberto BA ∈ θ que satisfaz A ⊂ BA;
(ii) ale´m disso, BA 6= BA′ sempre que A 6= A′.
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Para verificar (i) e (ii), basta ver que para Ai 6= ∅ e´ suficiente tomar BAi = Bi.
Assim, para a partic¸a˜o α, associamos a func¸a˜o simples
gn(ω) :=
∑
A∈α
sup
ω∈A
eH
Pot
Λn
(ω)χA(ω),
para a qual temos claramente que eH
Pot
Λn ≤ gn. Logo, para qualquer estado µ ∈ P(ΣS) e
para cada n ∈ N, temos∫
eH
Pot
Λn dµ ≤
∫
gndµ =
∑
A∈α
sup
ω∈A
eH
Pot
Λn
(ω)µ(A)
≤
(∑
A∈α
sup
ω∈A
eH
Pot
Λn
(ω)
)(
max
A∈α
µ(A)
)
.
Como supω∈A e
HPotΛn (ω) ≤ supω∈BA eH
Pot
Λn
(ω), onde BA e´ um aberto da subcobertura θ tal
que A ⊂ BA, pela condic¸a˜o (ii) acima obtemos∑
A∈α
sup
ω∈A
eH
Pot
Λn
(ω) ≤
∑
BA :A∈α
sup
ω∈BA
eH
Pot
Λn
(ω) ≤
∑
B∈θ
sup
ω∈B
eH
Pot
Λn
(ω).
Ale´m disso, devido ao fato de que µ(A) ≤ µ(BA) para qualquer estado µ ∈ P(ΣS), sendo
θ uma subcobertura de (bβeΛNε )Λn , temos que
max
A∈α
µ(A) ≤ max
A∈α
µ(BA) ≤ max
B∈θ
µ(B) ≤ max
B∈(bβeΛNε )Λn
µ(B).
Consequentemente,∫
eH
Pot
Λn dµ ≤
(∑
B∈θ
sup
ω∈B
eH
Pot
Λn
(ω)
)(
max
B∈(bβeΛNε )Λn
µ(B)
)
.
A desigualdade acima vale para qualquer subcobertura finita θ de (bβeΛNε )Λn . O resultado
segue deste fato e de que, quando µ e´ o estado ba´sico ν, conseguimos majorar (equac¸a˜o
(2.21)) a medida dos elementos de (bβeΛNε )Λn .
Lema 2.4.2 (Minorac¸a˜o). Seja Ψ um potencial cont´ınuo σ-invariante para um sistema de
spins unidimensional (ΣS , σ,HPot, ν). Dado ε > 0, considere que existem uma cobertura
finita aberta β para S com diam(β) < δε e uma partic¸a˜o finita α em S satisfazendo as
condic¸o˜es:
(i) para cada B ∈ β, existe AB ∈ α que satisfaz AB ⊂ B;
(ii) ale´m disso, AB 6= AB′ sempre que B 6= B′.
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Enta˜o, obtemos a seguinte desigualdade:
Qn
(HPot, bβeΛNε)(min
A∈α
νS(A)
)|ΛNε+Λn|
≤
∫
eH
Pot
Λn dµ.
Demonstrac¸a˜o. Lembre-se que
Qn
(HPot, bβeΛNε) := inf{∑
B∈θ
inf
ω∈B
eH
Pot
Λn
(ω) : θ subcobertura finita de (bβeΛNε )Λn
}
.
Na proposic¸a˜o 2.4.2, mostramos que bβeΛNε+Λn e´ uma subcobertura para (bβeΛNε )Λn ,
portanto e´ suficiente majorar o somato´rio acima para θ = bβeΛNε+Λn .
Primeiramente, verificamos que as hipo´teses (i) e (ii) sobre α e β sa˜o herdadas por
bαeΛNε+Λn e bβeΛNε+Λn .
(i)′ Para cada B ∈ bβeΛNε+Λn, existe AB ∈ bαeΛNε+Λn tal que AB ⊂ B: dado B =
[ξ]ΛNε+Λn , onde ξ = {Bk}k∈ΛNε+Λn ⊂ β, basta tomar conjunto AB := [ξ]ΛNε+Λn ⊂
bαeΛNε+Λn , onde ξ = {ABk}k∈ΛNε ⊂ α com ABk ’s coerentes com as condic¸o˜es (i) e
(ii) da hipo´tese.
(ii)′ Ademais, AB 6= AB′ sempre que B 6= B′: segue devido ao fato de a construc¸a˜o
anterior levar em considerac¸a˜o a condic¸a˜o (ii) da hipo´tese.
Argumentando de forma semelhante a` do lema anterior, definimos para a partic¸a˜o
bαeΛNε+Λn a func¸a˜o simples
fn(ω) :=
∑
A∈bαeΛNε+Λn
inf
ω∈A
eH
Pot
Λn
(ω)χA(ω),
a qual claramente satisfaz eH
Pot
Λn ≥ fn. Logo, para qualquer estado µ ∈ P(ΣS) e para cada
n ∈ N, temos∫
eH
Pot
Λn dµ ≥
∫
fndµ =
∑
A∈bαeΛNε+Λn
inf
ω∈A
eH
Pot
Λn
(ω)µ(A)
≥
 ∑
A∈bαeΛNε+Λn
inf
ω∈A
eH
Pot
Λn
(ω)
( min
A∈bαeΛNε+Λn
µ(A)
)
.
Como infω∈AB e
HPotΛn (ω) ≥ infω∈B eHPotΛn (ω), ondeAB e´ um elemento da partic¸a˜o bαeΛNε+Λn
tal que AB ⊂ B ∈ bβeΛNε+Λn , pela condic¸a˜o (ii)′ acima obtemos∑
A∈bαeΛNε+Λn
inf
ω∈A
eH
Pot
Λn
(ω) ≥
∑
AB :B∈bβeΛNε+Λn
inf
ω∈AB
eH
Pot
Λn
(ω) ≥
∑
B∈bβeΛNε+Λn
inf
ω∈B
eH
Pot
Λn
(ω).
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Aplicando esta desigualdade e a estimativa dada pela equac¸a˜o (2.22), quando µ e´ o estado
ba´sico ν, temos ∑
B∈bβeΛNε+Λn
inf
ω∈B
eH
Pot
Λn
(ω)
(min
A∈α
νS(A)
)|ΛNε+Λn|
≤
∫
eH
Pot
Λn dµ,
donde segue o resultado.
Para que as hipo´teses (i) e (ii) do lema anterior na˜o sejam vazias, construiremos para
qualquer conjunto de spins uma partic¸a˜o αε e uma cobertura β(αε), com diam(β(α)) ≤ δε,
satisfazendo-as. Para isto, considere o seguinte conceito.
Definic¸a˜o 2.4.1. Uma cobertura β e´ dita minimal se na˜o possui nenhuma subcobertura
pro´pria, isto e´, se θ e´ uma subcobertura de β enta˜o θ = β. Equivalentemente, para cada
aberto da cobertura, sempre e´ poss´ıvel garantir a existeˆncia de ao menos um ponto que
na˜o seja coberto por mais nenhum outro aberto desta cobertura.
Enfatizamos que a compacidade de S nos permite sempre tomar uma subcobertura
finita. Ademais, por eliminac¸a˜o de uma quantidade finita de conjuntos em tal subcober-
tura, e´ poss´ıvel obter uma subcobertura minimal e finita. Ale´m disso, a minimalidade
de uma cobertura β e´ herdada pela cobertura bβeΛNε , mas na˜o necessariamente e´ her-
dada pelo refinamento (bβeΛNε )Λn . Tais fatos simplificara˜o bastante os argumentos e as
construc¸o˜es a serem desenvolvidos.
Exemplo 2.4.4. Partic¸a˜o αε em S: Dado ε > 0, seja {B(x, δε8 ) : x ∈ S} a coletaˆ-
nea de todas de bolas abertas de raio δε
8
em S. Tome uma subcobertura finita mini-
mal {B1, . . . , Bk} desta coletaˆnea. A minimalidade nos garante a existeˆncia dos pontos
{x1, . . . , xk} satisfazendo xi ∈ Bi − (∪j 6=iBj), para todo 1 ≤ i ≤ k. Em particular,
qualquer ponto y no conjunto de spins S esta´ contido em algum Bj e portanto
d(y, {x1, . . . , xk}) ≤ diam(Bj) = δε
4
. (2.24)
Ale´m disso, por se tratar de um conjunto finito de pontos, temos que {B(xi, rmin) :
1 ≤ i ≤ k}, para rmin := mini 6=j dS(xi,xj)2 > 0, e´ uma coletaˆnea de conjuntos dois a dois
disjuntos.
Considere a coletaˆnea de conjuntos {A′1, . . . , A′k} com
A′i := {x ∈ S : dS(x, xi) = min{dS(x, xj) : 1 ≤ j ≤ k}} ∀ 1 ≤ i ≤ k,
os quais sa˜o claramente mensura´veis. Para transformar esta coletaˆnea em uma partic¸a˜o,
basta fazer com que os pontos que pertenc¸am a` intersecc¸a˜o entre conjuntos escolham o
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conjunto de menor ı´ndice. Com este intuito, definimos a partic¸a˜o αε = {A1, . . . , Ak}
aplicando o mesmo processo descrito em (2.23) a {A′1, . . . , A′k}.
Na˜o e´ dif´ıcil obter desta construc¸a˜o que
xi ∈ B(xi, rmin) ⊂ Ai ⊂ A′i para todo 1 ≤ i ≤ k,
bem como, grac¸as a (2.24), que diam(αε) ≤ δε2 < δε. ♦
Observac¸a˜o 2.4.2. Perceba que, caso o conjunto de spins seja finito, bαεe acima coincide
com βF em (2.19) para ε suficientemente pequeno. Ale´m disso, o processo descrito em
(2.23) no lema de majorac¸a˜o, quando aplicado a` cobertura/partic¸a˜o βF produz a pro´pria
βF . Isto indica a coereˆncia entre os lemas acima e a proposic¸a˜o 2.4.1.
Exemplo 2.4.5. Cobertura β(αε) em S: Dada a partic¸a˜o αε constru´ıda no exemplo
anterior, considere a coletaˆnea{⋃
x∈A
B
(
x,
δε
4
)
: A ∈ αε
}
.
E´ fa´cil ver que os conjuntos da forma
⋃
x∈AB
(
x, δε
4
)
, para A ∈ αε, sa˜o abertos, conteˆm
A e, como αε e´ uma partic¸a˜o, definem, por sua vez, uma cobertura.
Defina assim β(αε) como uma subcobertura minimal da cobertura anterior. Note que
diam(αε) ≤ δε2 implica que diam(β(αε)) < δε. Em particular, dado B ∈ β, existe pelo
menos um conjunto A ∈ α para o qual
B =
⋃
x∈A
B
(
x,
δε
4
)
.
Assim, para cada B ∈ β, escolha um representante em αε que satisfaz a igualdade acima
e denote-o por AB. Tal escolha nos permite verificar as condic¸o˜es do lema 2.4.2.
(i) Para cada B ∈ β, evidentemente
AB ⊂
⋃
x∈AB
B
(
x,
δε
4
)
= B.
(ii) Dados B 6= B′, temos que AB 6= AB′ . Isto porque, caso contra´rio, devido a` forma
como foram escolhidos os respectivos elementos da partic¸a˜o, ter´ıamos
B =
⋃
x∈AB
B
(
x,
δε
4
)
=
⋃
x∈AB′
B
(
x,
δε
4
)
= B′,
o que e´ uma contradic¸a˜o. ♦
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Na construc¸a˜o de αε = {A1, . . . , Ak}, asseguramos a propriedade B(xi, rmin) ⊂ Ai,
para todo 1 ≤ i ≤ k. Este fato, por sua vez, garante que(
min
A∈αε
νS(Ai)
)|ΛNε+Λn|
≥
(
min
A∈αε
νS(B(xi, rmin))
)|ΛNε+Λn|
> 0.
para todo 1 ≤ i ≤ k, ja´ que a medida de Haar e´ positiva para qualquer aberto. Conside-
rando que a pro´xima etapa nesta ana´lise consiste em tomar o logaritmo nas desigualdades
dadas pelos lemas de majorac¸a˜o e minorac¸a˜o, a informac¸a˜o precedente mostra-se essencial.
Obtemos, portanto, um dos principais resultados desta sec¸a˜o.
Teorema 2.4.3. Seja Ψ um potencial cont´ınuo σ-invariante para um sistema de spins
unidimensional (ΣS , σ,HPot, ν). Enta˜o, dado ε > 0, valem as seguintes desigualdades
log
(
min
A∈αε
νS(A)
)
≤ pν(−HPot)− p
(HPot, bβ(αε)eΛNε) ≤ log( max
B∈β(αε)
νS(B)
)
, (2.25)
onde a partic¸a˜o αε e a cobertura β(αε) para o conjunto S sa˜o apresentadas, respectiva-
mente, nos exemplos 2.4.4 e 2.4.5.
Demonstrac¸a˜o. Sejam a partic¸a˜o αε e a cobertura β(αε) para o conjunto S como no
enunciado do teorema. Devido a`s discusso˜es anteriores, sabemos que diam(β(αε)) < δε
e que β(αε) e αε satisfazem as condic¸o˜es (i) e (ii) do lema 2.4.2. Logo, os lemas de
majorac¸a˜o 2.4.1 e minorac¸a˜o 2.4.2 sa˜o va´lidos e assim obtemos
Qn
(HPot, bβ(αε)eΛNε)(min
A∈αε
ν(A)
)|ΛNε+Λn|
≤
∫
eH
Pot
Λn dν ≤
≤ Pn
(HPot, bβ(αε)eΛNε)( max
B∈β(αε)
νS(B)
)|ΛNε+Λn|
.
Lembre que a pressa˜o topolo´gica com relac¸a˜o a uma cobertura p
(HPot, · ) pode ser obtida
a partir da func¸a˜o Qn ou da func¸a˜o Pn (ver observac¸a˜o 2.3.2).
Desta forma, tomando lim supn→∞
1
|Λn| log na relac¸a˜o acima, obtemos
lim sup
n→∞
|ΛNε + Λn|
|Λn| log
(
min
A∈αε
ν(A)
)
≤
≤ pν(−HPot)− p
(HPot, bβ(αε)eΛNε) ≤
≤ lim sup
n→∞
|ΛNε + Λn|
|Λn| log
(
max
B∈β(αε)
νS(B)
)
.
O resultado segue observando que lim supn→∞
|ΛNε+Λn|
|Λn| = limn→∞
|ΛNε+Λn|
|Λn| = 1.
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Observac¸a˜o 2.4.3. Atente que, devido a` observac¸a˜o 2.4.1, os resultados anteriores con-
tinuam va´lidos se ΛNε for substitu´ıdo por Λm para qualquer m ≥ Nε.
O pro´ximo passo na tentativa de estabelecer relac¸a˜o entre a energia livre de Gibbs e a
pressa˜o topolo´gica seria tomar o limite de p
(HPot,βk), quando k → ∞, onde {βk}k∈N e´
uma sequeˆncia de coberturas em ΣS tal que diam(βk)→ 0, quando k →∞. Para que este
procedimento possa vir a fazer sentido tendo em vista a desigualdade (2.25), introduzimos
uma sequeˆncia de coberturas convenientes.
Exemplo 2.4.6. Sequeˆncia de coberturas {βk}k∈N em ΣS : Considere a famı´lia de parti-
c¸o˜es {α 1
k
}k∈N sobre S, onde cada partic¸a˜o α 1
k
e´ dada pelo exemplo 2.4.4. Associada a tal
famı´lia, temos a sequeˆncia de coberturas {β(α 1
k
)}k∈N, constru´ıdas no exemplo 2.4.5. Um
fato conhecido e´ que diam(β(α 1
k
)) < δ 1
k
para todo k ∈ N.
Defina, portanto, a sequeˆncia {βk}k∈N em ΣS tal que βk := bβ(α 1
k
)eΛN 1k , para todo
k ∈ N. Da discussa˜o do para´grafo anterior e da construc¸a˜o dos cilindros de diaˆmetro
menor que ε (no exemplo 2.4.1) temos que
diam(β(α 1
k
)) < δ 1
k
=⇒ diam(βk) < 1
k
para todo k ∈ N. Logo diam(βk)→ 0, quando k →∞. ♦.
Apesar de apresentarmos uma sequeˆncia de coberturas condizentes com o teorema
2.4.3, os extremos em (2.25) nos obrigam a conhecer o comportamento assinto´tico da
massa dos conjuntos em αε e em β(αε) segundo a medida de refereˆncia νS . Com este
intuito, primeiramente retornamos a` discussa˜o inicial desta dissertac¸a˜o, apresentando a
seguinte classificac¸a˜o para os conjuntos de spins.
Proposic¸a˜o 2.4.3. Seja S grupo topolo´gico compacto metriza´vel. Enta˜o,
(i) ou S e´ um conjunto finito de pontos isolado (munido da topologia discreta), com
medida de Haar dada pela medida uniforme;
(ii) ou S e´ um conjunto na˜o enumera´vel sem pontos isolados e, portanto, todo ponto
possui massa nula para a medida de Haar.
Demonstrac¸a˜o. Independentemente da cardinalidade de S, observamos que a propriedade
Hausdorff garante que os conjuntos {x}, com x ∈ S, sa˜o mensura´veis. Devido a` transiti-
vidade da ac¸a˜o do grupo sobre si mesmo e a` invariaˆncia da medida de Haar com relac¸a˜o
a esta ac¸a˜o, temos que, para quaisquer x e y ∈ S,
µ({x}) = µ((yx−1){x}) = µ({y})
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ou seja, todos os pontos teˆm mesma massa. Ale´m disso, ja´ foi comentado que medida de
Haar e´ positiva sobre os abertos, isto e´, para todo aberto A ⊂ S temos µ(A) > 0.
Caso o conjunto S seja finito, e´ imediato da propriedade de metrizac¸a˜o que a topo-
logia associada e´ a topologia discreta, portanto todos os pontos sa˜o isolados. Por sua
vez, {{x} : x ∈ S} e´ uma coletaˆnea de abertos de mesma medida que particiona S, con-
sequentemente µ({x}) = 1|S| , para todo x ∈ S, donde segue que a medida de Haar e´ a
medida uniforme.
Suponha que S e´ um conjunto infinito. Primeiramente, atentamos que S na˜o pode
ser um conjunto enumera´vel, caso contra´rio, S = {xi : i ∈ N} poderia ser escrito como
uma unia˜o disjunta de conjuntos mensura´veis, isto e´, S = ∪i∈N{xi}, donde obter´ıamos a
seguinte contradic¸a˜o
1 = µ(S) = µ
(⋃
i∈N
{xi}
)
=
∑
i∈N
µ ({xi}) =
∑
i∈N
µ ({e}) ,
onde e e´ o elemento neutro do grupo. O argumento anterior tambe´m pode ser utilizado
para garantir que todo subconjunto enumera´vel de S tem medida nula. Por sua vez, todo
ponto x ∈ S tem massa nula, o que implica que {x} na˜o e´ aberto, portanto nenhum ponto
e´ isolado.
Devido a tal classificac¸a˜o e como ja´ determinamos, na proposic¸a˜o 2.4.1, a relac¸a˜o entre
energia livre de Gibbs e pressa˜o topolo´gica para o caso em que o conjunto de spins e´ finito,
resta-nos averiguar o caso em que o conjunto de spins e´ na˜o enumera´vel. Neste caso, as
informac¸o˜es dadas pela proposic¸a˜o anterior sa˜o suficientes para demonstrar o principal
resultado desta sec¸a˜o.
Teorema 2.4.4. Seja Ψ um potencial cont´ınuo σ-invariante para um sistema de spins
unidimensional (ΣS , σ,HPot, ν) cujo conjunto de spins S e´ na˜o enumera´vel. Enta˜o
p
(HPot) =∞.
Demonstrac¸a˜o. Por contradic¸a˜o, suponha que p
(HPot) ∈ R. Logo, pν(−HPot)−p (HPot) ∈
R. Considere a sequeˆncia de coberturas {βk}k∈N em ΣS dada pelo exemplo 2.4.6. Como
βk = bβ(α 1
k
)eΛN 1k deriva da partic¸a˜o α 1
k
e da cobertura β(α 1
k
), aplicando o teorema 2.4.3,
obtemos
log
(
min
A∈α 1
k
νS(A)
)
≤ pν(−HPot)− p
(HPot,βk) ≤ log( max
B∈β(α 1
k
)
νS(B)
)
para todo k ∈ N.
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Fixaremos apenas na segunda desigualdade acima. Tomando limite quando k →∞,
obtemos
pν(−HPot)− p
(HPot) ≤ lim inf
k→∞
log
(
max
B∈β(α 1
k
)
νS(B)
)
.
Note que diam(β(α 1
k
)) < δ 1
k
≤ diam(S)
k
implica que cada B ∈ β(α 1
k
) esta´ contido na bola
B
(
x, diam(S)
k
)
para qualquer x ∈ B. Devido a` invariaˆncia da medida de Haar, temos
νS(B) ≤ νS
(
B
(
x,
diam(S)
k
))
= νS
(
B
(
e,
diam(S)
k
))
,
onde e e´ o elemento neutro de S. Por sua vez, a desigualdade acima e´ va´lida para todo
B ∈ β(α 1
k
) e, portanto,(
max
B∈β(α 1
k
)
νS(B)
)
≤ νS
(
B
(
e,
diam(S)
k
))
,
para todo k ∈ N.
E´ imediato que B
(
e, diam(S)
k
)
↓ {e}, quando k → ∞. A hipo´tese de S ser na˜o
enumera´vel garante que νS({e}) = 0, devido ao item (ii) da proposic¸a˜o 2.4.3. Assim,
νS
(
B
(
e, diam(S)
k
))
→ 0 quando k →∞ e consequentemente
lim inf
k→∞
log
(
max
B∈β(α 1
k
)
νS(B)
)
≤ lim
k→∞
log
(
max
B∈β(α 1
k
)
νS
(
B
(
e,
diam(S)
k
)))
= −∞
=⇒ pν(−HPot)− p
(HPot) = −∞,
o que e´ uma contradic¸a˜o com a suposic¸a˜o inicial de que pν(−HPot)− p
(HPot) ∈ R.
Tal resultado mostra limitac¸o˜es de nossa estrate´gia em obter relac¸a˜o entre a abordagem
variacional do formalismo DLR e o formalismo SRB via igualdade entre func¸o˜es termodi-
naˆmicas. O fato de a entropia ser uma func¸a˜o semicont´ınua superiormente, enquanto que
a entropia de Kolmogorov-Sinai necessita da hipo´tese de existeˆncia de uma µ-partic¸a˜o
geradora para apresentar tal propriedade (proposic¸a˜o 2.3.2, item (i)), ja´ era uma pri-
meira indicac¸a˜o de que tal estrate´gia na˜o fosse sempre exitosa, pore´m na˜o concretizava
um argumento formal.
Em s´ıntese, e´ poss´ıvel mostrar a equivaleˆncia entre a abordagem variacional do for-
malismo DLR e o formalismo SRB sempre que o conjunto de spins S e´ finito. Portanto,
os estados de Gibbs σ-invariantes e os estados de equil´ıbrios sa˜o noc¸o˜es ideˆnticas neste
contexto. Por outro lado, demonstramos que as func¸o˜es termodinaˆmicas podem ter com-
portamentos distintos quando se considera um conjunto de spins mais geral.
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Apesar disso, segue imediatamente do teorema anterior um corola´rio u´til para a teoria
de sistemas dinaˆmicos.
Corola´rio 2.4.5. E´ infinita a entropia topolo´gica hTop(σ) associada a um shift completo
(ΣS , σ, ν) sobre qualquer alfabeto (grupo topolo´gico metriza´vel) S na˜o enumera´vel.
Demonstrac¸a˜o. Lembre-se do exemplo 2.3.3. Basta enta˜o considerar o potencial nulo no
teorema anterior.
Nossa verdadeira intenc¸a˜o com este cap´ıtulo e´ a de aproximar os tratamentos mecaˆnico-
estat´ıstico e dinamicista a partir de sua origem comum: o caso de conjunto de spins S e´
finito. A decisa˜o por apresentar distintamente estas func¸o˜es termodinaˆmicas justifica-se
(de fato, sa˜o distintas para conjuntos de spins mais gerais), sobretudo pela necessidade
de se manter fiel a` literatura cla´ssica das respectivas a´reas. Desta forma, possibilitamos
ao leitor o entendimento do formalismo SRB, independentemente da sua associac¸a˜o com
mecaˆnica estat´ıstica. Ale´m disso, quando apresentamos um potencial como uma famı´lia
de observa´veis Ψ = {Ψn}n∈L em vez de um u´nico observa´vel Ψ, como e´ canoˆnico do
formalismo SRB, quer´ıamos oferecer ao leitor um significado f´ısico para tal noc¸a˜o, como
a energia de contribuic¸a˜o de cada s´ıtio.
Portanto, se nos mantivermos no caso onde o conjunto de spins S e´ finito, o que sera´
feito de agora em diante, poderemos usufruir de todas as te´cnicas e ferramentas introduzi-
das pelos contextos mecaˆnico-estat´ıstica e dinamicista, como tambe´m dos distintos pontos
de vista desenvolvidos em cada um destes. Como forma de destacar qual abordagem, me-
caˆnico estat´ıstico ou dinamicista, sera´ utilizada, manteremos as respectivas denominac¸o˜es
de estado de Gibbs σ-invariantes e de estado de equil´ıbrios.
2.5 Unicidade
Para finalizar este cap´ıtulo, examinamos para o contexto no qual o conjunto de spins
S e´ finito certas condic¸o˜es que garantem a unicidade dos estados de Gibbs/equil´ıbrio as-
sociados a um sistema de spins unidimensional. Seguindo o molde deste cap´ıtulo, faremos
tal caracterizac¸a˜o em duas etapas.
1. A primeira retoma os conceitos iniciais do formalismo DLR, apresentando uma for-
mulac¸a˜o estoca´stica (markovina) para o fenoˆmeno de unicidade.
2. Sob a perspectiva dinamicista, o segundo tratamento introduz o operador de Ruelle-
Perron-Frobenius e obte´m a unicidade a partir da exigeˆncia de uma certa regulari-
dade sobre os potenciais.
Ambas as apresentac¸o˜es esta˜o intimamente associadas ao resultado cla´ssico da teoria
de matrizes na˜o negativas denominado de Teorema de Perron-Frobenius (veja teorema
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A.0.16 do apeˆndice A), que garante a existeˆncia e unicidade de autovalor maximal para
tais matrizes, sob certas hipo´teses.
Especificac¸a˜o Markoviana
De forma concisa, o formalismo DLR busca obter estados a partir de uma famı´lia de
nu´cleos de probabilidade, que caracterizam uma especificac¸a˜o. Isto remete a` teoria de
processos estoca´sticos e a` existeˆncia de estado de Markov associado a uma probabilidade
de transic¸a˜o, como foi introduzido no exemplo 1.4.2. Na realidade, tais conceitos na˜o so´
esta˜o associados como se trata do mesmo fenoˆmeno.
Considere o shift completo com conjunto de spins S = Un. Recordamos que uma
especificac¸a˜o Γ = {γΛ}Λ∈PF e´ markoviana se existe func¸a˜o positiva g : S × S × S −→ R
tal que γ{i}(ω, [ω′]{i}) = g(ωi−1, ω′i, ωi+1) para todo i ∈ Z.
Neste contexto, os seguintes resultados sa˜o fundamentais.
Teorema 2.5.1.
(i) Dados uma especificac¸a˜o markoviana Γ e um spin s ∈ S, tem-se uma matriz
positiva estoca´stica P = (P (x, y))x,y∈S definida por
P (x, y) =
Q(x, y)~v(y)
λ~v(x)
,
onde Q = (Q(x, y))x,y∈S =
(
g(s,x,y)
g(s,s,y)
)
x,y∈S
, λ e´ o maior autovalor positivo da matriz
Q e ~v = (~v(x))x∈S e´ autovetor com entradas positivas associado a λ. Ale´m disso, o
estado de Markov associado µP e´ o estado de Gibbs para Γ, ou melhor, G (Γ) = {µP}.
(ii) Dados uma matriz positiva estoca´stica P = (P (x, y))x,y∈S e seu respectivo es-
tado de Markov associado µP , tem-se uma especificac¸a˜o markoviana Γ = {γΛ}Λ∈PF
definida por
γΛ(ω, [ω
′]Λ) := µP ([ωΛω′Λ{ ]Λ+Λ2)
para quaisquer Λ ∈PF e ω, ω′ ∈ ΣS .
Corola´rio 2.5.2. Uma especificac¸a˜o Γ e´ markoviana se, e somente se, e´ uma especi-
ficac¸a˜o gibbsiana para alguma interac¸a˜o Φ de vizinhos mais pro´ximos, isto e´, tal que
Alc(Φ) = 2.
Observac¸a˜o 2.5.1. A interac¸a˜o Φ = {ΦΛ}Λ∈PF garantida pelo corola´rio anterior e´ dada
explicitamente por
ΦΛ(ω) =
{ − logP (ωi, ωi+1), se Λ = {i, i+ 1},
0, caso contra´rio.
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Para as demonstrac¸o˜es destes e de outros resultados que relacionam as cadeias de
Markov a` teoria de especificac¸o˜es, consulte o terceiro cap´ıtulo da refereˆncia [24].
Exemplo 2.5.1. Estado de Markov/Gibbs associado ao modelo clock: Aplicando o teo-
rema 2.5.1 a` especificac¸a˜o gibbsina/markoviana do modelo clock apresentada no exemplo
2.1.4, temos que G (Γ) = {µP} para o estado de Markov µP associado a` matriz P . Fixando
1 ∈ Un, tal matriz e´ dada por
P (x, y) =
Q(x, y)~v(y)
λ~v(x)
=
g(1, x, y)
g(1, 1, y)
~v(y)
λ~v(x)
=
e〈1,x〉+〈x,y〉+〈x,~h〉
e〈1,1〉+〈1,y〉+〈1,~h〉
~v(y)
λ~v(x)
onde λ e´ o autovalor positivo da matriz Q = (Q(x, y))x,y∈S e ~v = (~v(x))x∈S e´ autovetor
associado a λ. ♦
Potenciais Regulares
Resultados em [18, 27] mostram, assim como outros trabalhos, que a hipo´tese de
continuidade sobre os potenciais σ-invariantes na˜o e´ suficiente para garantir a unicidade
do estado de equil´ıbrio. Apresentamos de forma concisa um exemplo para este fato.
Exemplo 2.5.2. Potencial cont´ınuo com mais de um estado de equil´ıbrio: Sejam S =
Z2 = {0, 1} e Σ+S o shift unilateral. Dada uma sequeˆncia {ak}k∈N de nu´meros reais
negativos com limk→∞ ak = 0, defina o potencial cont´ınuo σ-invariante
Ψ(ω) =
{
ak, se ω ∈ [1, . . . , 1, 0]Λ+k ,
0, se ω = 1∞.
No artigo [27], mostra-se que, se a sequeˆncia {ak}k∈N satisfaz as condic¸o˜es
∞∑
k=0
e
∑k
i=0 ai = 1 e
∞∑
k=0
(k + 1)e
∑k
i=0 ai <∞,
enta˜o a pressa˜o topolo´gica do potencial Ψ e´ nula e existem ao menos dois estados de
equil´ıbrio, sendo um destes o estado δ1∞ . ♦
Desta forma, teremos que considerar uma classe mais restrita de potenciais σ-invariantes.
Definic¸a˜o 2.5.1. Um potencial σ-invariante Ψ e´ dito regular se cumpre
∞∑
n=1
sup{|Ψ(ω)−Ψ(ω′)| : ωΛ+n = ω′Λ+n } <∞.
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Em particular, qualquer potencial σ-invariante Ψ que for Lipschitz ou Ho¨lder cont´ınuo
tambe´m e´ regular, ja´ que sup{|Ψ(ω)−Ψ(ω′)| : ωΛ+n = ω′Λ+n } < CΨ(2
n−1)aΨ para constantes
aΨ ∈ (0, 1] e CΨ > 0.
Considere enta˜o os seguintes conceitos.
Notac¸a˜o 2.5.1. Sejam ai(ω) e bi(ω) coletaˆneas de func¸o˜es em ΣS indexadas sobre um
conjunto I. A notac¸a˜o ai(ω)  bi(ω) significa que existe uma constante C > 0 tal que
C−1ai(ω) ≤ bi(ω) ≤ Cai(ω) para todo i ∈ I e ω ∈ ΣS .
Definic¸a˜o 2.5.2. Dizemos que um estado µ ∈ P(Σ+S ) satisfaz a propriedade Gibbs para
um potencial σ-invariante se
µ
(
[ω]Λ+n
)  eHPotΛ+n −np(HPot),
onde HPot = {HPotΛ }Λ∈PF e´ o hamiltoniano associado a Ψ.
Observac¸a˜o 2.5.2. Na literatura dinamicista, os estados que satisfazem a propriedade
Gibbs sa˜o denominados simplesmente de estados de Gibbs. Para evitar confusa˜o com
os estados de Gibbs definidos para o formalismo DLR, preferimos apresentar esta noc¸a˜o
como uma propriedade.
Com as devidas definic¸o˜es a` disposic¸a˜o, podemos enunciar o seguinte resultado cuja
demonstrac¸a˜o pode ser encontrada em [11]:
Teorema 2.5.3 (Unicidade do estado de equil´ıbrio). Seja Ψ um potencial regular σ-
invariante para um sistema de spins unidimensional (Σ+S , σ,HPot, ν) sobre conjunto de
spins S finito. Enta˜o, existe um u´nico estado σ-invariante µΨ ∈ Pσ(ΣS) que satisfaz a
propriedade Gibbs. Ale´m disso, µΨ e´ o u´nico estado de equil´ıbrio para o potencial Ψ,
sendo portanto ergo´dico.
Observac¸a˜o 2.5.3. Repare que estamos tratando do contexto de shift completo uni-
lateral Σ+S sobre um conjunto de spins S finito, pore´m lembramos que tal teorema e´
demonstrado na refereˆncia [11] para um contexto mais geral, dado pelos subshifts de tipo
finito em Σ+S .
Operador de Ruelle-Perron-Frobenius
Historicamente este operador foi introduzido para o contexto mecaˆnico-estat´ıstico de
ga´s de reticulado, onde era representado atrave´s de uma matriz irredut´ıvel indexada em
S × S, para S finito, denominada de matriz de transfereˆncia associada a um potencial Ψ
de vizinhos mais pro´ximos.
A estrate´gia desta proposta resume-se a encontrar pontos fixos de um certo operador e
de seu dual (os quais sera˜o introduzidos a seguir) e, a partir destes pontos fixos, construir
o estado de equil´ıbrio desejado.
80 Cap´ıtulo 2. Formalismos
Definic¸a˜o 2.5.3. O operador de transfereˆncia ou operador de Ruelle-Perron-Frobenius
(RPF) ou operador de Ruelle associado a um potencial σ-invariante Ψ e´ definido da
seguinte maneira:
LΨ : C
(
Σ+S
) −→ C (Σ+S ) e´ dado por (LΨ (f)) (ω) := ∑
ω′∈σ−1(ω)
eΨ(ω
′)f(ω′).
Por sua vez, o operador dual de Ruelle L∗Ψ :M
(
Σ+S
) −→M (Σ+S ) e´ definido por
(L∗Ψ (µ)) (f) :=
∫
LΨ(f)dµ =
∫ ∑
ω′∈σ−1(ω)
eΨ(ω
′)f(ω′)dµ(ω).
Neste contexto, a generalizac¸a˜o do Teorema de Perron-Frobenius (teorema A.0.16) e´
enunciada da seguinte forma:
Teorema 2.5.4 (Teorema de Ruelle-Perron-Frobenius). Sejam Ψ um potencial regular
σ-invariante para um sistema de spins unidimensional (Σ+S , σ,HPot, ν) sobre conjunto de
spins S finito e LΨ seu respectivo operador de Ruelle. Enta˜o, as seguintes afirmac¸o˜es
va´lidas:
(i) existe um autovalor positivo maximal para LΨ dado por λΨ = ep(HPot);
(ii) o autovalor λΨ e´ simples tanto para LΨ quanto para L∗Ψ, isto e´, existem uma
u´nica autofunc¸a˜o positiva gΨ ∈ C
(
Σ+S
)
e um u´nico autoestado (autovetor para L∗Ψ)
νΨ ∈ P(Σ+S ) tais que 〈gΨ〉νΨ = 1,
LΨ(gΨ) = λΨgΨ e L∗Ψ(νΨ) = λΨνΨ;
(iii) para todo observa´vel f ∈ C (Σ+S ), temos
lim
n→∞
∥∥∥∥λ−nΨ Ln(f)− gΨ ∫ fdνΨ∥∥∥∥
∞
= 0;
(iv) o estado σ-invariante gΨνΨ e´ o u´nico a atingir o supremo do princ´ıpio variacio-
nal; logo o estado de equil´ıbrio associado a Ψ e´ µΨ = gΨνΨ.
Relevantes refereˆncias sobre o operador de Ruelle, nos quais se encontra a demons-
trac¸a˜o do resultado anterior, sa˜o [42, 3]. Ambas estudam o operador de Ruelle e suas
inu´meras aplicac¸o˜es para a teoria de sistemas dinaˆmicos, destacando assim a importaˆncia
deste to´pico.
CAP´ITULO 3
Congelamento do Sistema
Apo´s estudar os estados de Gibbs e de equil´ıbrio para um dado sistema de spins
unidimensional, analisamos neste cap´ıtulo o processo de congelamento. Um argumento
heur´ıstico conhecido indica que a energia associada a`s configurac¸o˜es, exceto a`s que ma-
ximizam o hamiltoniano, anula-se quando a temperatura tende a zero. Apesar de o zero
absoluto ser fisicamente inating´ıvel, nossa principal intenc¸a˜o com relac¸a˜o a tal ana´lise
e´ obter resultados sobre o conjunto de configurac¸o˜es que maximizam o hamiltoniano,
caracterizando-o como suporte de certos estados associados a` maximizac¸a˜o da energia.
Estudaremos tal fenoˆmeno do ponto de vista dinaˆmico, tratando-o como um to´pico
subsequente ao formalismo SRB. Por este motivo, esta sec¸a˜o lida com potenciais cont´ınuos
σ-invariantes, satisfazendo o princ´ıpio variacional, para a pressa˜o topolo´gica e a entropia
de Kolmogorov-Sinai, dado pelo teorema 2.3.1.
Com o intuito de que o contexto mecaˆnico-estat´ıstico ainda sirva como base para apli-
cac¸a˜o dos resultados deste cap´ıtulo, aqui nos restringiremos ao caso em que o conjunto de
spins S e´ finito. Como mostramos no cap´ıtulo anterior, devido a` equivaleˆncia das func¸o˜es
termodinaˆmicas e consequentemente dos estados de Gibbs σ-invariantes e dos estados de
equil´ıbrio, a abordagem variacional do formalismo DLR coincide com o formalismo SRB
neste caso.
Lembre-se de que os estados congelados foram apresentados na introduc¸a˜o desta dis-
sertac¸a˜o para os sistemas de volume finito como pontos de acumulac¸a˜o, quando β →∞,
para a famı´lia de estados de Boltzmann-Gibbs {µβ}β>0 associada a` famı´lia de hamiltoni-
anos {βH}β>0. Considerando sistemas de volume infinito, investigaremos o congelamento
dos sistemas de spins unidimensionais de forma ana´loga. Para isso, faz-se necessa´rio
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introduzir a seguinte notac¸a˜o:
Notac¸a˜o 3.0.2. O paraˆmetro β denotara´ o inverso da temperatura T multiplicado pela
constante de Boltzmann κ, isto e´, β = 1
κT
. Este atua sobre os potenciais e respectivos
hamiltonianos por meio de multiplicac¸a˜o
βΨ := {βΨn}n∈L e βHPot :=
{
βHPotΛ
}
Λ∈PF .
Portanto, fica impl´ıcito que congelar o sistema significa analisar seu comportamento
quando a temperatura T → 0, ou, equivalentemente, quando β →∞.
Este paraˆmetro tambe´m sera´ agregado a outros conceitos; por exemplo, a` pressa˜o
topolo´gica, ao estado de equil´ıbrio, ao operador de Ruelle etc.
Considere a famı´lia de potenciais σ-invariantes {βΨ}β>0, obtida a partir do potencial
σ-invariante Ψ. Caso Ψ seja um potencial Ho¨lder σ-invariante, temos que os resultados de
unicidade para o estado de equil´ıbrio, apresentados no final do cap´ıtulo anterior, garantem
a associac¸a˜o, para cada β > 0, de um estado de equil´ıbrio µβ := µβΨ para o sistema de
spins unidimensional (Σ+S , σ, βHPot, ν) sobre conjunto de spins S finito.
Desta forma, introduzimos o principal conceito deste cap´ıtulo.
Definic¸a˜o 3.0.4. Seja Ψ um potencial Ho¨lder σ-invariante para um sistema de spins
unidimensional (Σ+S , σ,HPot, ν) sobre conjunto de spins S finito. Ao fazer β → ∞, de-
nominamos estado congelado a qualquer ponto de acumulac¸a˜o ζ para a famı´lia {µβ}β>0
(segundo a topologia fraca*), onde µβ e´ o estado de equil´ıbrio associado ao potencial βΨ.
Das propriedades do espac¸o Pσ(Σ+S ), e´ fa´cil obter que ζ ∈ Pσ(Σ+S ). Ale´m disso, observe
que na˜o afirmamos nada sobre unicidade do estado congelado.
Caracterizac¸a˜o Maximizante
Uma propriedade nota´vel dos estados congelados para sistemas de spins de volume
finito esta´ no fato de que estes minimizam a energia me´dia do hamiltoniano associado.
Sinalizamos que tal caracter´ıstica na˜o e´ particular do volume finito.
Teorema 3.0.5. Se Ψ e´ um potencial Ho¨lder σ-invariante, enta˜o qualquer estado conge-
lado ζ maximiza a energia me´dia, isto e´,
〈Ψ〉ζ = 〈HPot〉ζ = max
µ∈Pσ(Σ+S )
〈Ψ〉µ.
Demonstrac¸a˜o. Sejam β > 0 e η ∈ P(Σ+S ). Devido ao princ´ıpio variacional, temos que
β〈Ψ〉η ≤ h(η) + 〈βΨ〉η ≤ p(βΨ) = h(µβ) + 〈βΨ〉µβ ≤ hTop(σ) + β〈Ψ〉µβ .
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Ale´m disso, e´ imediato ver que
β〈Ψ〉µβ ≤ β max
µ∈Pσ(Σ+S )
〈Ψ〉µ ≤ hTop(σ) + β max
µ∈Pσ(Σ+S )
〈Ψ〉µ.
Sendo assim, tomando η satisfazendo 〈Ψ〉η = maxµ∈Pσ(Σ+S )〈Ψ〉µ, obtemos∣∣∣∣∣ 〈Ψ〉µβ − maxµ∈Pσ(Σ+S )〈Ψ〉µ
∣∣∣∣∣ ≤ 1βhTop(σ).
Como um estado congelado ζ e´ um ponto de acumulac¸a˜o para a famı´lia {µβ}β>0, obtemos
o resultado fazendo β →∞.
Conclu´ımos, desta maneira, que o problema de encontrar os estados congelados para
um sistema de spins unidimensional e´ reduzido a um problema de selec¸a˜o sobre o conjunto
dos estados maximizantes para o potencial Ψ. Este conjunto, por sua vez, sera´ o objeto
de estudo da pro´xima sec¸a˜o.
Observac¸a˜o 3.0.4. Lembre-se da sec¸a˜o 2.2 do cap´ıtulo anterior, especificamente do prin-
c´ıpio variacional enunciado no corola´rio 2.2.2, no qual a transic¸a˜o da noc¸a˜o de interac¸a˜o
para a de potencial e´ realizada por interme´dio do potencial −ΨΦ associado a` interac¸a˜o
Φ. Esta convenc¸a˜o de sinal negativo tem por consequeˆncia agora o foco em maximiza-
c¸a˜o relacionada aos estados congelados, em contraponto a` caracterizac¸a˜o por minimizac¸a˜o
apresentada para o caso de volume finito na introduc¸a˜o deste trabalho.
Observac¸a˜o 3.0.5. Outra maneira de discutir o fenoˆmeno de congelamento do sis-
tema resume-se em observar o comportamento limite, quando β → ∞, dos nu´cleos de
probabilidade das respectivas especificac¸o˜es. Dadas as especificac¸o˜es gibbsianas ΓβΦ ={
µIntβ,Λ
}
Λ∈PF , para β > 0, define-se a especificac¸a˜o de temperatura zero
Γ0 := {µ0,Λ}Λ∈PF com µ0,Λ(ω,A) := limβ→∞µ
Int
β,Λ(ω,A), ∀Λ ∈PF .
Trata-se de uma caracterizac¸a˜o mecaˆnico-estat´ıstica, onde os estados de Gibbs as-
sociados a tal especificac¸a˜o de temperatura zero, denominados, neste caso, de estados
fundamentais, sa˜o os ana´logos aos estados congelados tratados anteriormente. Para uma
discussa˜o detalhada sobre tal construc¸a˜o, consulte a refereˆncia [56].
3.1 Otimizac¸a˜o Ergo´dica
Prosseguimos o estudo dos estados congelados, investigando as ferramentas da teoria
de otimizac¸a˜o ergo´dica, especialmente aquelas obtidas da abstrac¸a˜o de ideias e conceitos
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propostos pela teoria KAM-fraca e pela teoria de Aubry-Mather para contextos dinaˆmicos
completamente distintos ao qual estamos lidando.
A otimizac¸a˜o ergo´dica vem sendo desenvolvida em uma coletaˆnea de artigos publicados
durante as duas u´ltimas de´cadas. Entre estes podemos referenciar, por exemplo, [14, 29,
21, 22]. A maioria dos resultados a serem apresentados neste cap´ıtulo encontram-se nos
artigos [23, 5].
Iniciamos tal estudo com o seguinte conceito:
Definic¸a˜o 3.1.1.
(i) O valor ergo´dico maximizante para um dado observa´vel cont´ınuo f e´ definido por
〈f〉max := max {〈f〉µ : µ ∈ Pσ(ΣS)} .
(ii) Sejam Ψ potencial cont´ınuo σ-invariante e HPot o hamiltoniano de potencial as-
sociado. Um estado µ ∈ Pσ(ΣS) e´ dito Ψ-maximizante se
〈Ψ〉µ = 〈HPot〉µ = 〈Ψ〉max.
O conjunto dos estados Ψ-maximizantes e´ denotado por Pmax(ΣS ,Ψ).
Proposic¸a˜o 3.1.1. O valor ergo´dico maximizante associado a um potencial cont´ınuo
σ-invariante Ψ possui os seguintes formulac¸o˜es equivalentes
〈Ψ〉max = lim sup
n→∞
1
|Λn| supω∈ΣS
HPotΛn (ω)
= sup
ω∈ΣS
lim sup
n→∞
1
|Λn|H
Pot
Λn (ω)
= sup
ω∈Reg(Ψ)
lim
n→∞
1
|Λn|H
Pot
Λn (ω),
onde Reg(Ψ) denota o conjunto de pontos ω ∈ ΣS tal que o limite limn→∞ 1|Λn|HPotΛn existe.
Proposic¸a˜o 3.1.2. O conjunto dos estados Ψ-maximizantes Pmax(ΣS ,Ψ) e´ um compacto
convexo.
Observac¸a˜o 3.1.1. A demostrac¸a˜o de tais resultados e´ apresentada, por exemplo, em
[29], que aborda o to´pico de maximizac¸a˜o de medidas para sistemas dinaˆmico arbitra´-
rios. A necessidade da hipo´tese de compacidade sobre o espac¸o e´ investigada, entre outro
artigos, em [31].
Investigamos os estados maximizantes associados ao potencial do exemplo 1.5.8.
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Exemplo 3.1.1. Dadas constantes positivas {αk}0≤k<n, fixe r ∈ {2, . . . , n−1}. Considere
o sistema de spins (Σ+S , σ,HPot, ν), sendo o potencial cont´ınuo σ-invariante Ψ dado por
Ψ(ω) =

−α0 dΣ+S (ω, 0
∞), se ω0 = 0
−α1 dΣ+S (ω, 1
∞), se ω0 = 1
...
...
−αr−1 dΣ+S (ω, (r − 1)
∞), se ωi = r − 1
−αr, se ω0 = r
...
...
−αn−1, se ω0 = n− 1
.
Claramente temos que Ψ e´ um observa´vel na˜o positivo. Ale´m disso, Ψ satisfaz a proprie-
dade Lipchitz para cada uma das restric¸o˜es Ψ|[i∞]0 , 0 ≤ i < n, e portanto e´ um observa´vel
Lipchitz.
Como Ψ ≤ 0, obtemos que 〈Ψ〉µ ≤ 0 para qualquer estado µ ∈ Pσ(Σ+S ). Na˜o e´ dif´ıcil
perceber que qualquer estado δi∞ , com i ≤ r, e´ Ψ-maximizante, ja´ que neste caso
〈Ψ〉δi∞ = Ψ(i∞) = αi dΣ+S (i
∞, i∞) = 0.
Ademais, qualquer combinac¸a˜o convexa de tais estados tambe´m sera´ maximizante.
Perceba que na˜o necessariamente caracterizamos o conjunto Pmax(Σ+S ,Ψ), apenas apre-
sentamos alguns estados pertencentes a este. ♦
Como forma de exemplificar os conceitos que sera˜o introduzidos, retornaremos a este
exemplo diversas vezes e prosseguiremos sua ana´lise. Sera˜o apresentados a seguir alguns
resultados adicionais, restritos ao modelo 1.5.8, tornando este o exemplo base deste cap´ı-
tulo.
Observac¸a˜o 3.1.2. O potencial acima baseia-se no potencial
Ψ(ω) =

−dΣ+S (ω, 0
∞), se ω0 = 0
−3dΣ+S (ω, 1
∞), se ω0 = 1
−α, caso contra´rio
(3.1)
para o shift unilateral com treˆs valores de spins Σ+Z3 apresentado pela refereˆncia [5]. Neste
artigo, faz-se um estudo completo do estado congelado associado a Ψ, caracterizando-o e
explicitando sua dependeˆncia com relac¸a˜o ao paraˆmetro α.
3.1.1 Subac¸o˜es e Conjunto de Aubry
Prosseguimos apresentando uma caracterizac¸a˜o do conjunto Pmax(ΣS ,Ψ) baseada no
suporte de seus estados. Com este intuito, considere o seguinte subconjunto do conjunto
na˜o errante (veja definic¸a˜o A.0.19 no apeˆndice A).
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Definic¸a˜o 3.1.2. O conjunto de Aubry (ou conjunto na˜o errante Ψ-maximizante) e´
formado pelos pontos ω ∈ Σ+S para os quais: dado ε > 0, existem n ≥ 1 e ω′ ∈ Σ+S tais
que dΣ+S
(ω, ω′) < ε, dΣ+S (σ
n(ω′), ω) < ε e
∣∣∣HPot
Λ+n
(ω′)− |Λ+n |〈Ψ〉max
∣∣∣ < ε.
Na˜o e´ dif´ıcil obter que Ω(Ψ) = Ω(Ψ + f ◦ σ − f − c), com f ∈ C(ΣS) e c ∈ R.
Portanto, tal conjunto e´ invariante para potenciais Ψ e Ψ′ cuja diferenc¸a pertence ao
conjunto {f ◦ σ − f : f ∈ C(ΣS)} + c, para alguma constante c ∈ R. Relembrando a
definic¸a˜o 2.3.7, trata-se de um caso particular da equivaleˆncia por Ruelle. Ale´m disso,
Ω(Ψ) e´ na˜o vazio, compacto e σ-invariante (ver [14] para uma prova destes fatos).
A importaˆncia deste conjunto para a teoria de maximizac¸a˜o de estados justifica-se
pelo resultado fundamental do teorema a seguir, cuja estrate´gia para demonstrac¸a˜o sera´
descrita nas pro´ximas pa´ginas.
Teorema 3.1.1. Dado um potencial Ho¨lder σ-invariante Ψ, temos que
Pmax(ΣS ,Ψ) = {µ ∈ Pσ(ΣS) : supp(µ) ⊂ Ω(Ψ)} ,
ou seja, um estado e´ Ψ-maximizante se, e so´ se, seu suporte esta´ contido no conjunto de
Aubry.
De agora em diante exploraremos certas particularidades do conjunto de Aubry, as
quais tornara˜o poss´ıvel a ana´lise posterior do comportamento assinto´tico da pressa˜o para
o exemplo base. Sendo assim, considere as seguintes noc¸o˜es.
Definic¸a˜o 3.1.3. Um observa´vel cont´ınuo u : Σ+S −→ R e´ dito ser uma subac¸a˜o para o
potencial Ho¨lder σ-invariante Ψ se
(Ψ + u− u ◦ σ) (ω) ≤ 〈Ψ〉max ∀ω ∈ Σ+S .
Equivalentemente, se u(ω) ≥ maxσ(ω′)=ω {Ψ(ω′) + u(ω′)− 〈Ψ〉max} para todo ω ∈ Σ+S .
Denota-se por S(Σ+S ,Ψ) ⊂ C(Σ+S ) o conjunto das subac¸o˜es associadas ao potencial Ψ.
O local de contato de uma subac¸a˜o u para um potencial Ψ e´ definido por
MΨ(u) := (Ψ + u− u ◦ σ)−1 (〈Ψ〉max) .
O conceito de subac¸a˜o e´ substancial para as ideias e as construc¸o˜es que se seguem.
Uma discussa˜o mais detalhada sobre a existeˆncia de tais observa´veis sera´ apresentada na
pro´xima subsec¸a˜o.
Inicialmente observamos que a noc¸a˜o de local de contato associado a uma subac¸a˜o e´
suficiente para se obter um resultado semelhante ao teorema 3.1.1.
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Proposic¸a˜o 3.1.3. Dado Ψ um potencial Ho¨lder σ-invariante, suponha que existe uma
subac¸a˜o u para Ψ. Enta˜o,
Pmax(ΣS ,Ψ) = {µ ∈ Pσ(ΣS) : supp(µ) ⊂MΨ(u)} .
Demonstrac¸a˜o. Seja µ ∈ Pmax(ΣS ,Ψ). Pelas definic¸o˜es de subac¸a˜o e de estado Ψ-maxi-
mizante, temos que o observa´vel Ψ̂ := (Ψ + u− u ◦ σ − 〈Ψ〉max) satisfaz
Ψ̂ ≤ 0 e
∫
Ψ̂dµ = 0.
Portanto, Ψ̂ ≡ 0 µ-q.t.p., donde obtemos
supp(µ) ⊂ Ψ̂−1(0) = (Ψ + u− u ◦ σ)−1 (〈Ψ〉max) = MΨ(u).
Reciprocamente, considere µ um estado σ-invariante tal que supp(µ) ⊂ MΨ(u) =
(Ψ + u− u ◦ σ)−1 (〈Ψ〉max). Resulta que
〈Ψ〉µ =
∫
Ψdµ =
∫
Σ+S
(Ψ + u− u ◦ σ) dµ =
∫
supp(µ)
(Ψ + u− u ◦ σ) dµ = 〈Ψ〉max.
Corola´rio 3.1.2. Supondo que exista uma subac¸a˜o u para o potencial Ho¨lder σ-invariante
Ψ, segue que
Pmax(ΣS ,Ψ) =
µ ∈ Pσ(ΣS) : supp(µ) ⊂ ⋂
u∈S(Σ+S ,Ψ)
MΨ(u)
 .
Na realidade, a semelhanc¸a do teorema 3.1.1 com a proposic¸a˜o anterior na˜o e´ uma
mera coincideˆncia. Antes de explicitarmos a relac¸a˜o existente, considere o seguinte fato.
Proposic¸a˜o 3.1.4. Supondo que exista uma subac¸a˜o u para o potencial Ho¨lder σ-inva-
riante Ψ, temos que
Ω(Ψ) ⊂
⋂
u∈S(Σ+S ,Ψ)
MΨ(u).
Demonstrac¸a˜o. Basta demonstrar que qualquer subac¸a˜o u satisfaz Ω(Ψ) ⊂ MΨ(u). Seja
ω ∈ Ω(Ψ). Para cada k ∈ N, a continuidade de u garante que existe εk ∈ (0, 1k ) tal que
dΣ+S
(ω, ω′) < εk implica |u(ω)− u(ω′)| < 1
k
.
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Pela definic¸a˜o do conjunto de Aubry, existem nk ≥ 1 e ω(k) ∈ Σ+S tais que
dΣ+S
(ω, ω(k)) < εk, dΣ+S
(σnk(ω(k)), ω) < εk
e
∣∣Snk(Ψ)(ω(k))− |Λ+nk |〈Ψ〉max∣∣ =
∣∣∣∣∣∣
∑
i∈Λ+nk
Ψ ◦ σi(ω(k))− |Λ+nk |〈Ψ〉max
∣∣∣∣∣∣ < εk.
Para o observa´vel Ψ̂ := (Ψ + u− u ◦ σ − 〈Ψ〉max), obtemos enta˜o
0 ≥ Snk(Ψ̂)(ω(k)) =
∑
i∈Λ+nk
(Ψ + u− u ◦ σ − 〈Ψ〉max) ◦ σi(ω(k))
=
∑
i∈Λ+nk
(Ψ− 〈Ψ〉max) ◦ σi(ω(k)) +
∑
j∈Λ+nk
(u− u ◦ σ) ◦ σj(ω(k))
= Snk (Ψ− 〈Ψ〉max) (ω(k)) + u(ω(k)) + [−u(ω) + u(ω)]− u ◦ σnk(ω(k))
> −εk − 2
k
> −3
k
.
Devido a` continuidade de Ψ̂, temos
(Ψ + u− u ◦ σ − 〈Ψ〉max) (ω) = Ψ̂(ω) = lim
k→∞
Ψ̂(ω(k)) = 0.
Portanto, ω ∈MΨ(u).
Motivado pela demonstrac¸a˜o anterior, refina-se a noc¸a˜o de subac¸a˜o.
Definic¸a˜o 3.1.4. Uma subac¸a˜o u para o potencial Ho¨lder σ-invariante Ψ e´ dita ser
separante se Ω(Ψ) = MΨ(u).
A existeˆncia de subac¸a˜o separante para o potencial Ψ e´ demonstrada no artigo [22]
sob hipo´tese de regularidade Ho¨lder do potencial σ-invariante e esta´ enunciada a seguir.
Teorema 3.1.3. Existe uma subac¸a˜o separante para o potencial Ho¨lder σ-invariante Ψ.
Note que o teorema 3.1.1 pode ser obtido diretamente da proposic¸a˜o 3.1.4 e do teorema
anterior. Antes de prosseguirmos com outras noc¸o˜es da teoria de otimizac¸a˜o ergo´dica,
retomamos o exemplo base deste cap´ıtulo.
Exemplo 3.1.2. Na˜o e´ dif´ıcil ver que o observa´vel nulo e´ uma subac¸a˜o para Ψ, ja´ que
(Ψ + 0 − 0 ◦ σ) = Ψ ≤ 0 = 〈Ψ〉max. Ale´m disso, MΨ(0) = Ψ−1(0) = {i∞ : 0 ≤ i < r}.
Pela proposic¸a˜o 3.1.3, conclu´ımos que
Pmax(Σ+S ,Ψ) =
{
µ ∈ Pσ(Σ+S ) : supp(µ) ⊂ {i∞ : 0 ≤ i < r}
}
.
Perceba que o conjunto de estados Ψ-maximizantes, como esta´ caracterizado acima, e´
formado por qualquer combinac¸a˜o convexa dos estados δi∞ , com 0 ≤ i < r.
Em particular, Ω(Ψ) = {i∞ : 0 ≤ i < r} e o observa´vel nulo e´ uma subac¸a˜o separante
para Ψ. ♦
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3.1.2 Subac¸o˜es Calibradas e Barreira de Peierls
Discutiremos nesta subsec¸a˜o a questa˜o de existeˆncia de subac¸o˜es para um potencial
Ho¨lder σ-invariante Ψ. Com tal objetivo, introduzimos uma noc¸a˜o mais restritiva que a
de subac¸a˜o, a qual sera´ de fundamental importaˆncia para os pro´ximos resultados.
Definic¸a˜o 3.1.5. Um observa´vel cont´ınuo u : Σ+S −→ R e´ dito ser uma subac¸a˜o calibrada
para o potencial Ho¨lder σ-invariante Ψ se
u(ω) = max
σ(ω′)=ω
{Ψ(ω′) + u(ω′)− 〈Ψ〉max} ∀ω ∈ Σ+S .
Em particular, devido a` segunda forma de se apresentar as subac¸o˜es (ver definic¸a˜o
3.1.3), temos que toda subac¸a˜o calibrada e´ uma subac¸a˜o. Por outro lado, a relac¸a˜o entre
este dois conceitos e´ particularmente estreita.
Proposic¸a˜o 3.1.5. Qualquer subac¸a˜o u para o potencial Ho¨lder σ-invariante Ψ comporta-
se como uma subac¸a˜o calibrada sobre o conjunto de Aubry, isto e´,
u(ω) = max
σ(ω′)=ω
{Ψ(ω′) + u(ω′)− 〈Ψ〉max} ∀ω ∈ Ω(Ψ).
Para a prova desta proposic¸a˜o, consulte [21].
Motivado pela definic¸a˜o de subac¸a˜o calibrada, introduzimos o seguinte operador.
Definic¸a˜o 3.1.6. O operador de Lax-Oleinik TΨ : C(Σ+S ) −→ C(Σ+S ) associado a um
potencial cont´ınuo σ-invariante Ψ e´ definido por
TΨ(f)(ω) := max
σ(ω′)=ω
{Ψ(ω′) + f(ω′)} ∀ω ∈ Σ+S .
Atrave´s da ana´lise do problema de ponto fixo para o operador induzido de Lax-Oleinik
sobre C(Σ+S )/R, e´ poss´ıvel garantir a existeˆncia de subac¸o˜es calibradas, solucionando-se,
portanto, a questa˜o de existeˆncia de subac¸o˜es para potencial Ho¨lder σ-invariante Ψ. Tal
discussa˜o e´ resumida no enunciado abaixo.
Teorema 3.1.4. Seja Ψ um potencial Ho¨lder σ-invariante. Enta˜o existe observa´vel con-
t´ınuo u tal que
TΨ(u) = u+ 〈Ψ〉max.
Consequentemente, u e´ uma subac¸a˜o calibrada para Ψ.
Para extrair mais informac¸o˜es sobre a propriedade de calibrac¸a˜o para as subac¸o˜es,
necessitaremos da seguinte noc¸a˜o:
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Definic¸a˜o 3.1.7. Denomina-se por barreira de Peierls h Ψ : Σ
+
S × Σ+S −→ R ∪ {−∞} a
func¸a˜o
h Ψ(ω, ω
′) = lim
ε→0
lim sup
n→∞
Sεn(ω, ω
′),
onde Sεn(ω, ω
′) := sup
{
HPot
Λ+n
(ω)− |Λ+n |〈Ψ〉max : dΣ+S (ω, ω¯) < ε e dΣ+S (σ
n(ω¯), ω′) < ε
}
.
Frisamos as principais caracter´ısticas da barreira de Peierls.
Proposic¸a˜o 3.1.6.
(i) A func¸a˜o hΨ : Σ
+
S × Σ+S −→ R ∪ {−∞} e´ semicont´ınua superiormente.
(ii) Se ω ∈ Ω(Ψ), enta˜o hΨ(ω, · ) e´ um observa´vel Ho¨lder e finito.
(iii) Para quaisquer configurac¸o˜es ω, ω′, ω′′ ∈ Σ+S , vale
hΨ(ω, ω
′) + hΨ(ω′, ω′′) ≤ hΨ(ω, ω′′).
(iv) Para qualquer ω ∈ Σ+S com σn(ω) ∈ Ω(Ψ), e´ satisfeita a relac¸a˜o
hΨ(ω, σ
n(ω)) = HPot
Λ+n
(ω)− |Λ+n |〈Ψ〉max.
(v) ω ∈ Ω(Ψ) se, e so´ se, hΨ(ω, ω) = 0.
Com relac¸a˜o a`s subac¸o˜es e subac¸o˜es calibradas, obtemos os seguintes resultados.
Proposic¸a˜o 3.1.7.
(i) Para qualquer subac¸a˜o u temos hΨ(ω, ω
′) ≤ u(ω′)− u(ω).
(ii) Se ω ∈ Ω(Ψ), enta˜o hΨ(ω, · ) e´ uma subac¸a˜o calibrada.
(iii) Toda subac¸a˜o calibrada pode ser representada da seguinte forma
u(ω) = max
ω′∈Ω(Ψ)
{u(ω′) + hΨ(ω′, ω)}, ∀ω ∈ Σ+S .
Observac¸a˜o 3.1.3. As demostrac¸o˜es do teorema 3.1.4 e das proposic¸o˜es anteriores po-
dem ser encontradas, por exemplo, no artigo [23] e nas refereˆncias la´ indicadas.
Para o exemplo base, os conceitos apresentados nesta subsec¸a˜o sa˜o explicitados a
seguir.
Exemplo 3.1.3. Como Ω(Ψ) = {i∞ : 0 ≤ i < r}, as subac¸o˜es calibradas possuem, neste
caso, as seguintes representac¸o˜es:
u(ω) = max
i∈S
{Ψ(iω) + u(iω)} = max
0≤j<r
{u(j∞) + h Ψ(j∞, ω)} ∀ω ∈ Σ+S .
♦
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Ademais, especificamente para este caso, a barreira de Peierls satisfaz propriedades
adicionais listadas abaixo.
Proposic¸a˜o 3.1.8.
(i) Para quaisquer ω e ω′ ∈ Σ+S , hΨ(ω, ω′) ≤ 0.
(ii) Para quaisquer 0 ≤ j < r e ω /∈ Ω(Ψ), hΨ(j∞, ω) < 0.
(iii) Para quaisquer 0 ≤ j < r e i ∈ S − {j}, hΨ(j∞, i∞) ≥ −αj.
Demonstrac¸a˜o. (i). E´ consequeˆncia direta do fato de o potencial ser na˜o positivo.
(ii). Pelo item (ii) da proposic¸a˜o 3.1.7 e pelo item anterior, sabemos que h Ψ(j
∞, · ) e´
uma subac¸a˜o calibrada na˜o positiva, para todo 0 ≤ j < r. Logo, pela definic¸a˜o de subac¸a˜o
calibrada, temos, para qualquer ω /∈ Ω(Ψ) e todo 0 ≤ j < r,
h Ψ(j
∞, ω) = max
i∈S
[Ψ(iω) + h Ψ(j
∞, iω)] ≤ max
i∈S
Ψ(iω)
= max
{
−αi dΣ+S (iω, i
∞) : 0 ≤ i < r
}
∪ {−αj : r ≤ j < n} < 0.
(iii) Novamente, como h Ψ(j
∞, · ) e´ uma subac¸a˜o calibrada para 0 ≤ j < r, temos que
se i ∈ S − {j}
h Ψ(j
∞, i∞) = max
k∈S
{Ψ(ki∞) + h Ψ(j∞, ki∞)}
≥ Ψ(ji∞) + h Ψ(j∞, ji∞)
≥ Ψ(ji∞) + Ψ(jji∞) + h Ψ(j∞, jji∞)
...
≥
n∑
l=1
Ψ(jli∞) + h Ψ(j∞, jni∞)
=
n∑
l=1
−αj dΣ+S (j
li∞, j∞) + h Ψ(j∞, jni∞)
=
n∑
l=1
−αj
2l
+ h Ψ(j
∞, jni∞)
para todo n inteiro positivo. Pelo item (ii) da proposic¸a˜o 3.1.6, h Ψ(j
∞, · ) e´ Ho¨lder.
Portanto, tomando o limite quando n→∞ na equac¸a˜o anterior, temos, para 0 ≤ j < r e
i ∈ S − {j},
h Ψ(j
∞, i∞) ≥
∞∑
l=1
−αj
2l
+ lim
n→∞
h Ψ(j
∞, jni∞)
= −αj + h Ψ(j∞, j∞)
= −αj,
ja´ que jni∞ → j∞ em Σ+S e h Ψ(j∞, j∞) = 0 pelo item (v) da proposic¸a˜o 3.1.6.
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Temos ainda, neste caso, uma u´til propriedade da barreira de Peierls.
Proposic¸a˜o 3.1.9. Para todo 0 ≤ j < r, vale hΨ(j∞, · ) = −αj dΣ+S ( · , j
∞).
Demonstrac¸a˜o. Primeiramente, afirmamos que −αj dΣ+S ( · , j
∞) e´ uma subac¸a˜o calibrada,
para todo 0 ≤ j < r. Perceba que, se ω0 = ω′0, enta˜o dΣ+S (ω, ω
′) = 1
2
dΣ+S
(σ(ω), σ(ω′)).
Observe enta˜o que
max
i∈S
[
Ψ(iω) +
(
−αj dΣ+S (iω, j
∞)
)]
=
= max
{
−αi dΣ+S (iω, i
∞)− αj dΣ+S (iω, j
∞) : 0 ≤ i < r
}
∪
{
−αi − αj dΣ+S (iω, j
∞) : r ≤ i < n
}
= max
{
−αi
2
dΣ+S
(ω, i∞)− αj dΣ+S (iω, j
∞) : 0 ≤ i < r e i 6= j
}
∪
{
−αj
2
dΣ+S
(ω, j∞)− αj dΣ+S (jω, j
∞)
}
∪ {−αi − αj : r ≤ i < n}
= max
{
−αi
2
dΣ+S
(ω, i∞)− αj : 0 ≤ i < r e i 6= j
}
∪
{
−αj dΣ+S (ω, j
∞)
}
∪ {−αi − αj : r ≤ i < n} .
As parcelas desta decomposic¸a˜o podem ser facilmente comparadas:
−αi − αj ≤ −αi
2
dΣ+S
(ω, i∞)− αj ≤ −αj ≤ −αj dΣ+S (ω, j
∞)
para qualquer i ∈ S. Portanto, maxi∈S
{
Ψ(iω) +
(
−αj dΣ+S (iω, j
∞)
)}
= −αj dΣ+S (ω, j
∞)
para todo 0 ≤ j < r, como quer´ıamos.
Sendo assim, para cada 0 ≤ j < r, considere a reescritura da subac¸a˜o calibrada
−αj dΣ+S ( · , j
∞) em termos da barreira de Peierls
−αj dΣ+S (ω, j
∞) = max
0≤i<r
{
−αj dΣ+S (i
∞, j∞) + h Ψ(i∞, ω)
}
= max {−αj + h Ψ(i∞, ω) : 0 ≤ i < r e i 6= j} ∪ {h Ψ(j∞, ω)} . (3.2)
Ha´ treˆs casos para analisar:
(i) se ω = j∞, temos h Ψ(j∞, j∞) = 0 = −αj dΣ+S (j
∞, j∞);
(ii) se ω = k∞ para k ∈ S−{j}, devido aos itens (i) e (iii) da proposic¸a˜o 3.1.8, temos
que
h Ψ(j
∞, k∞) ≥ −αj ≥ max {−αj + h Ψ(i∞, k∞) : 0 ≤ i < r e i 6= j} ;
(iii) se ω 6= k∞ para k ∈ S, temos que
−αj dΣ+S (ω, j
∞) ≥ −αj > max {−αj + h Ψ(i∞, ω) : 0 ≤ i < r e i 6= j} ,
ja´ que o item (ii) da proposic¸a˜o 3.1.8 garante h Ψ(i
∞, ω) < 0.
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As condic¸o˜es apresentadas nestes casos sa˜o suficientes para obter o resultado desejado a
partir da identidade (3.2).
Tais resultados mostrar-se-a˜o muito u´teis para a u´ltima sec¸a˜o deste cap´ıtulo.
Comportamento Assinto´tico das Autofunc¸o˜es do Operador de Ruelle
Finalizamos esta breve introduc¸a˜o a` teoria de otimizac¸a˜o ergo´dica com um resultado
que estreita ainda mais a relac¸a˜o entre a noc¸a˜o de subac¸a˜o e a de estados congelados.
Seja a famı´lia {µβ}β>0 formada pelos estados de equil´ıbrio µβ = µβΨ associados aos
potenciais βΨ, a partir da qual os estados congelados sa˜o obtidos com ponto de acumulac¸a˜o
quando β → ∞. Lembre-se do Teorema de Ruelle-Perron-Frobenius, o qual caracteriza
os estados de equil´ıbrio como µβΨ = gβΨνβΨ, onde gβΨ ∈ C
(
Σ+S
)
e´ a u´nica autofunc¸a˜o
estritamente positiva para o operador de Ruelle, e νβΨ ∈ P(Σ+S ) e´ o u´nico autoestado
para o operador dual de Ruelle, associados ao autovalor ep(βH
Pot) e normalizados por
〈gβΨ〉νβΨ = 1. Considere a famı´lia de observa´veis {uβΨ}β>0 definida por
uβΨ :=
1
β
log gβΨ.
A informac¸a˜o que fornece os pontos de acumulac¸a˜o de tal famı´lia descreve o comporta-
mento assinto´tico em escala exponencial da famı´lia de autofunc¸o˜es {gβΨ}β>0. Tal infor-
mac¸a˜o esta´ resumida no teorema abaixo, podendo uma demonstrac¸a˜o ser encontrada em
[14].
Teorema 3.1.5. Seja Ψ um potencial Ho¨lder σ-invariante. Enta˜o a famı´lia de func¸o˜es
{uβΨ}β>0 e´ uniformemente limitada e possui norma Ho¨lder uniforme. Ale´m disso, seus
pontos de acumulac¸a˜o quando β →∞ sa˜o subac¸o˜es calibradas para Ψ.
3.2 Comportamento Assinto´tico da Pressa˜o
Sabendo agora que o comportamento assinto´tico das autofunc¸o˜es do operador de Ruelle
pode ser caracterizado por interme´dio de subac¸o˜es calibradas, conclu´ımos este trabalho
descrevendo o comportamento assinto´tico da pressa˜o topolo´gica para potenciais que sa-
tisfazem certas hipo´teses sobre seu conjunto de Aubry. Para isto, ale´m de todo o aparato
apresentado pela teoria de otimizac¸a˜o ergo´dica, utilizaremos ferramentas fornecidas pela
a´lgebra max/min-plus.
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3.2.1 A´lgebra Max/Min-Plus
Nas definic¸o˜es apresentadas neste cap´ıtulo, destacaram-se os conceitos relacionados
a` maximizac¸a˜o e a` minimizac¸a˜o. Propomos enta˜o uma alterac¸a˜o de paradigma no qual
maximizac¸a˜o e minimizac¸a˜o podem ser tratados de forma operacional. A estrutura alge´-
brica que se presta a tal proposta vem a ser a a´lgebra max/min-plus. Fac¸amos, portanto,
um estudo conciso de tal estrutura e de suas ferramentas. Para detalhes mais espec´ıficos,
consulte [26, 2, 25].
Definic¸a˜o 3.2.1. Uma operac¸a˜o bina´ria ? em um conjunto K e´ dita idempotente se
x ? x = x para todo x ∈ K.
O trio ordenado (K,⊕K,⊗K), o qual denotaremos simplesmente por K, formado pelo
conjunto K munido de duas operac¸o˜es bina´rias ⊕K e ⊗K, e´ denominado de semicorpo
idempotente comutativo se
(i) ⊕K e´ associativa, comutativa, idempotente e possui elemento neutro 0K, isto e´,
x⊕K (y ⊕K z) = (x⊕K y)⊕K z, x⊕K y = y ⊕K x,
x⊕K x = x e x⊕K 0K = 0K ⊕K x = x,
para quaisquer x, y e z ∈ K;
(ii) ⊗K e´ associativa, comutativa, invert´ıvel e possui elemento unita´rio 1K, ou seja,
x⊗K (y ⊗K z) = (x⊗K y)⊗K z, x⊗K y = y ⊗K x,
x⊗K x−1 = 1K e x⊗K 1K = 1K ⊗K x = x,
para quaisquer x, y e z ∈ K;
(iii) ⊗K e´ distributiva com respeito a ⊕K e 0K e´ neutralizador para ⊗K, isto e´,
x ⊗K (y ⊕K z) = (x ⊗K y) ⊕K (x ⊗K z) e x ⊗K 0K = 0K ⊗K x = 0K,
para quaisquer x, y e z ∈ K.
Nossa intenc¸a˜o e´ explicitar quais sa˜o as relac¸o˜es va´lidas e as operac¸o˜es permitidas.
Aqui nos restringiremos unicamente aos pro´ximos dois casos.
Exemplo 3.2.1. Semicorpo max-plus: Considere o semicorpo (R ∪ {−∞},max,+) com
0R = −∞ e 1R = 0. Apresentamos algumas operac¸o˜es sobre esta estrutura
2⊕R 2 = max{2, 2} = 2, 2⊗R 3 = 5, x⊗R 0R = x+ (−∞) = −∞,
3⊗R (4⊕R 5) = (3⊗R 4)⊕R (3⊗R 5) = max{7, 8} = 8,
x⊕Rn := x⊕R . . .⊕R x︸ ︷︷ ︸
n
= x e x⊗Rn := x⊗R . . .⊗R x︸ ︷︷ ︸
n
= nx.
♦
3.2. Comportamento Assinto´tico da Pressa˜o 95
Exemplo 3.2.2. Semicorpo min-plus: Em analogia ao exemplo anterior, so´ que desta vez
utilizando a operac¸a˜o de min, definimos o semicorpo (R∪{+∞},min,+), com 0R = +∞ e
1R = 0. Este semicorpo constitui a estrutura alge´brica em destaque na teoria de geometria
tropical. ♦
Necessitaremos enta˜o das seguintes operac¸o˜es.
Definic¸a˜o 3.2.2. Sejam os conjuntos
Kn×m := {A = {ai,j}1≤i≤n,1≤j≤m : ai,j ∈ K, ∀1 ≤ i ≤ n, 1 ≤ j ≤}
para n,m ∈ N. Considere as operac¸o˜es
 : K×Kn×m −→ Kn×m dada por (c, A) 7−→ (c A)i,j = c⊗K ai,j;
⊕ : Kn×m ×Kn×m −→ Kn×m dada por (A,B) 7−→ (A⊕B)i,j = ai,j ⊕K bi,j,
⊗ : Kn×l ×Kl×m −→ Kn×m dada por (A,B) 7−→ (A⊗B)i,j =
⊕
1≤k≤l
(ai,k ⊗K bk,j).
A partir desta definic¸a˜o, certos subconjuntos destacam-se, fornecendo estruturas alge´-
bricas que desejamos investigar.
Definic¸a˜o 3.2.3. Para Kn×1 = {v = (vi)1≤n : vi ∈ K, ∀1 ≤ i ≤ n}, a operac¸a˜o bina´ria
⊕ e a operac¸a˜o por escalar  satisfazem
(i) ⊕ e´ associativa, idempotente e possui elemento neutro 0 = (0K, . . . , 0K);
(ii)  satisfaz
b (c v) = (b⊗K c) v e c 0 = 0K  v = 0,
para quaisquer b, c ∈ K e v ∈ Kn×1;
(iii)  e´ distributiva com respeito a ⊕.
Em particular, estas sa˜o as propriedades que caracterizam Kn := (Kn,,⊕) como um
semimo´dulo idempotente.
Ale´m disso, (Kn×n,,⊕,⊗) verifica
(i) ⊕ e´ associativa, idempotente e possui elemento neutro 0 = (0K)1≤i,j≤n;
(ii) ⊗ e´ associativa e possui elemento unita´rio 1 = (1K)1≤i,j≤n;
(iii)  satisfaz
b (c A) = (b⊗K c) A e c 0 = 0K  A = 0,
para quaisquer b, c ∈ K e A ∈ Kn×n;
(iv)  e ⊗ sa˜o distributivas com respeito a ⊕, bem como
c (A⊗B) = (c A)⊗B e A⊗ 0 = 0⊗ A = 0,
para quaisquer c ∈ K e A,B ∈ Kn×n.
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Sendo assim (Kn×n,,⊕,⊗) e´ a a´lgebra das transformac¸o˜es lineares em Kn.
Retornando ao exemplos anteriores, obtemos a principal estrutura desta subsec¸a˜o.
Exemplo 3.2.3. A´lgebra max-plus: Considere o semicorpo
(R ∪ {−∞},⊕R := max,⊗R := +), com 0R = −∞ e 1R = 0.
Temos que
(i) o semimo´dulo max-plus e´ dado por (Rn∪{0},Rn ,⊕Rn), com 0 := (−∞, . . . ,−∞)
seu elemento neutro, sendo suas operac¸o˜es descritas por
(cRn v)i = c+ vi e (v ⊕Rn u)i = max{vi, ui};
(ii) a a´lgebra matricial max-plus e´ dada por (Rn×n ∪ {0},,⊕,⊗), sendo suas opera-
c¸o˜es descritas por
(c A)i,j = c+ ai,j, (A⊕B)i,j = max{ai,j, bi,j},
(A⊗B)i,j = max1≤k≤n{ai,k + bk,j},
e seus elementos ba´sicos determinados por
0 :=

−∞ −∞ . . . −∞
−∞ −∞ . . . −∞
...
...
. . .
...
−∞ −∞ . . . −∞
 1 :=

0 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0
 .
Note que estas estruturas alge´bricas nos permitem transcrever sistemas da forma
max{(a1,1 + x1), (a1,2 + x2), . . . , (a1,n + xn)} = λ+ x1;
max{(a2,1 + x1), (a2,2 + x2), . . . , (a2,n + xn)} = λ+ x2;
...
...
max{(an,1 + x1), (an,2 + x2), . . . , (an,n + xn)} = λ+ xn;
como sistemas lineares do tipo
(a1,1 ⊗R x1)⊕R (a1,2 ⊗R x2)⊕R . . . ⊕R(a1,n ⊗R xn) = λ⊗R x1;
(a2,1 ⊗R x1)⊕R (a2,2 ⊗R x2)⊕R . . . ⊕R(a2,n ⊗R xn) = λ⊗R x2;
...
. . .
...
...
(an,1 ⊗R x1)⊕R (an,2 ⊗R x2)⊕R . . . ⊕R(an,n ⊗R xn) = λ⊗R xn;
os quais, sob a notac¸a˜o matricial, reduzem-se simplesmente a um problema de autovalor
e autovetor segundo esta a´lgebra, dado por
A⊗ v = λRn v, com (A)i,j = ai,j e v = (x1, . . . , xn).
♦
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Observac¸a˜o 3.2.1. Apesar da distinc¸a˜o feita entre as operac¸o˜es do semicorpo idempo-
tente, (⊕K,⊗K), e as operac¸o˜es do semimo´dulo ou da a´lgebra idempotente, (⊕,⊗), o ı´ndice
K sera´ abolido como foma de simplificar a notac¸a˜o. Sendo assim, ficara´ subentendido pelo
contexto sobre qual estrutura a operac¸a˜o estara´ agindo.
Problema da Ma´xima Me´dia de Ponderac¸a˜o sobre Ciclos
Va´rios problemas podem ser abordados empregando-se a estrutura idempotente apre-
sentada, mais especificamente, transformando-os em problemas lineares para a a´lgebra
max/min-plus. Este e´ o caso, por exemplo, de problemas de gesta˜o de uma produc¸a˜o
industrial ou de problemas de fila. Escolhemos, em particular, uma aplicac¸a˜o a` teoria de
grafos, cuja linguagem mostra-se mais adequada ao tratamento posterior do comporta-
mento assinto´tico da pressa˜o.
Definic¸a˜o 3.2.4. Um grafo ponderado e´ dado pelo trio ordenado (V , E , A), onde V :=
{1, . . . , n} e´ denominado de conjunto de ve´rtices, E ⊂ V × V e´ dito conjunto de arestas e
A = (ai,j)1≤i,j≤n e´ uma matriz para a´lgebra max-plus tal que
ai,j 6= −∞ ⇐⇒ (i, j) ∈ E .
Denominaremos A por matriz de adjaceˆncia ponderada, sendo cada valor ai,j o peso
correspondente a` aresta (i, j).
Estamos interessados em obter, a partir de manipulac¸o˜es alge´bricas sobre a matriz de
adjaceˆncia ponderada A, propriedades para o grafo (V , E , A) associado. Com este intuito,
introduzimos as seguinte noc¸o˜es.
Definic¸a˜o 3.2.5. Um caminho ρ e´ um sequeˆncia de ve´rtices i1, . . . , ik ∈ V para algum
k ∈ N tal que (ij, ij+1) ∈ E para todo 1 ≤ j < k. Dizemos que ρ e´ um ciclo se i1 = ik.
Associado a um caminho ρ, temos os seguintes conceitos:
(i) comprimento: |ρ|w :=
∑k−1
j=1 aij ,ij+1 ;
(ii) tamanho: |ρ|l = k.
Na˜o e´ dif´ıcil perceber que as entradas da k-e´sima poteˆncia da matriz A com relac¸a˜o
a` operac¸a˜o ⊗ nos fornecem o maior comprimento dentre caminhos de tamanho k que
conectam um ve´rtice i a um ve´rtice j em tal grafo. De fato,
(A⊗n)i,j =
n⊕
r1,...,rk−1=1
(ai,r1 ⊗ . . .⊗ ark−1,j)
= max
1≤r1,...,rk−1≤n
{ai,r1 + . . .+ ark−1,j}
= max{|ρ|w : ρ caminho entre i e j com |ρ|l = k}.
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Um problema importante envolve encontrar a maior me´dia de ponderac¸a˜o entre os
ciclos de um dado grafo, ou melhor, caracterizar explicitamente o valor introduzido abaixo.
Definic¸a˜o 3.2.6. A ma´xima me´dia de ponderac¸a˜o sobre os ciclos do grafo ponderado
(V , E , A) e´
max
{ |ρ|w
|ρ|l : ρ ciclo de (V , E , A)
}
.
Considere os conceitos apresentados a seguir.
Definic¸a˜o 3.2.7.
(i) Um grafo ponderado (V , E , A) e´ dito conexo se, para todo par (i, j) ∈ E , existe um
caminho ρ que conecta o ve´rtice i ao ve´rtice j.
(ii) Uma matriz A = (ai,j)1≤i,j≤n e´ dita irredut´ıvel para a a´lgebra max-plus se, para
todo par (i, j), com 1 ≤ i, j ≤ n, existe um inteiro t(i, j) tal que (At(i.j))i,j 6= −∞.
Em particular, tratam-se de noc¸o˜es equivalentes. Explorando a noc¸a˜o de irredutibili-
dade para a a´lgebra max-plus e´ poss´ıvel apresentar uma soluc¸a˜o completa para o problema
de autovalor nesta a´lgebra, ale´m de fornecer uma interpretac¸a˜o deste como um problema
de otimizac¸a˜o da me´dia de ponderac¸a˜o sobre ciclos de um grafo.
Proposic¸a˜o 3.2.1. Qualquer matriz irredut´ıvel para a a´lgebra max-plus possui um u´nico
autovalor finito. Ademais, dado um grafo ponderado (V , E , A), com matriz de adjaceˆncia
ponderada A irredut´ıvel, temos que a ma´xima me´dia de ponderac¸a˜o sobre os ciclos coincide
com o u´nico autovalor λ associado a` matriz A, isto e´,
λ = max
{ |ρ|w
|ρ|l : ρ ciclo de (V , E , A)
}
.
O resultado anterior, cuja prova pode ser encontrada em [26, 2], exemplifica como
as ferramentas da a´lgebra max-plus esta˜o intrinsecamente relacionadas com a teoria de
grafos. Ale´m disso, perceba certa semelhanc¸a entre a proposic¸a˜o 3.2.1 e o Teorema de
Perron-Frobenius da teoria de matrizes na˜o negativas (veja o teorema A.0.16 do apeˆndice
A).
Finalizamos esta subsec¸a˜o com a seguinte caracterizac¸a˜o expl´ıcita.
Teorema 3.2.1 (Algoritmo de Karp). Sejam M uma matriz n×n irredut´ıvel para a´lgebra
max-plus e λ seu respectivo autovalor. Enta˜o,
λ = max
1≤i≤n
min
0≤k≤n−1
(M⊗n)i,j − (M⊗k)i,j
n− k ∀ 1 ≤ j ≤ k,
onde as operac¸o˜es de divisa˜o e subtrac¸a˜o sa˜o as usuais do corpo (R,+, ·).
A demostrac¸a˜o de tal algoritmo, assim como uma discussa˜o sobre os aspectos compu-
tacionais envolvidos, pode ser tambe´m encontrada nas refereˆncias [26, 2].
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3.2.2 Caracterizac¸a˜o Assinto´tica da Pressa˜o
Todo aparato teo´rico tendo sido introduzido, dedicamo-nos a` caracterizac¸a˜o do se-
guinte limite
lim
β→∞
1
β
log [p(βΨ)− β〈Ψ〉max] , (3.3)
o qual nos informa sobre o comportamento assinto´tico em escala exponencial de p(βΨ)−
β〈Ψ〉max quando β →∞.
Em particular, dado Ψ um potencial Ho¨lder σ-invariante com 〈Ψ〉max = 0, temos que
tal limite claramente caracteriza o comportamento assinto´tico da pressa˜o topolo´gica. Ale´m
disso, sempre e´ poss´ıvel associar a Ψ um potencial Ho¨lder σ-invariante Ψ̂ := Ψ−〈Ψ〉max tal
que 〈Ψ̂〉max = 0 e, pelo item (v) da proposic¸a˜o 2.3.3, temos que p(βΨ̂) = p(βΨ)−β〈Ψ〉max,
para todo β > 0. Portanto,
lim
β→∞
1
β
log p(βΨ̂) = lim
β→∞
1
β
log [p(βΨ)− β〈Ψ〉max] .
Ademais, note que Ω(Ψ̂) = Ω(Ψ).
Primeiramente, garantimos a seguinte convergeˆncia.
Lema 3.2.2. Sejam Ψ um potencial Ho¨lder σ-invariante associado ao sistema de spins
(Σ+S , σ,HPot) e a {µβ}β>0 famı´lia formada pelos estados de equil´ıbrio µβ = µβΨ associados
aos potenciais βΨ. Enta˜o,
lim
β→∞
[p(βΨ)− β〈Ψ〉max] = lim
β→∞
h(µβΨ) = max
µ∈Pmax(Σ+S ,Ψ)
h(µ) = hTop(σ|Ω(Ψ)).
Demonstrac¸a˜o. Note que a u´ltima igualdade segue de uma aplicac¸a˜o direta do princ´ıpio
variacional da entropia topolo´gica para o sistema dinaˆmico
(
Ω(Ψ), σ|Ω(Ψ)
)
,
hTop(σ|Ω(Ψ)) = max
µ∈Pσ(Ω(Ψ))
h(µ) = max
µ∈Pσ(Σ+S )
supp(µ)⊂Ω(Ψ)
h(µ) = max
µ∈Pmax(Σ+S ,Ψ)
h(µ).
Para as outras relac¸o˜es, considere β > 0, µ estado Ψ-maximizante e µβ estado de
equil´ıbrio associado a βΨ. Temos enta˜o
h(µ) + β〈Ψ〉max ≤ p(βΨ) ≤ h(µβ) + β〈Ψ〉max.
Segue disto que
lim sup
β→∞
h(µβ) ≤ max
µ∈Pmax(Σ+S ,Ψ)
h(µ) ≤ lim inf
β→∞
[p(βΨ)− β〈Ψ〉max]
≤ lim sup
β→∞
[p(βΨ)− β〈Ψ〉max] ≤ lim inf
β→∞
h(µβ),
donde a primeira desigualdade e´ consequeˆncia da semicontinuidade superior da entropia
de Kolmogorov-Sinai. O resultado e´ da´ı imediatamente obtido.
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Notac¸a˜o 3.2.1. Os conjuntos dos pontos fixos, dos pontos perio´dicos de ordem n e dos
pontos perio´dicos para a dinaˆmica σ esta˜o, respectivamente, apresentados abaixo
Fix(σ) := {ω ∈ Σ+S : σ(ω) = ω} = {i∞ : i ∈ S};
Pern(σ) := {ω ∈ Σ+S : σn(ω) = ω} = Fix(σn);
Per(σ) :=
⋃
n∈N
Pern(σ).
Ale´m disso, o per´ıodo de um ponto ω ∈ Per(σ) e´ dado por per(ω) := min{n ∈ N : σn(ω) =
ω} e, para um subconjunto finito B ⊂ Per(σ), definimos o per´ıodo deste subconjunto por
per(B) := mmc{per(ω) : ω ∈ B}.
O principal resultado deste cap´ıtulo e´ apresentado a seguir.
Teorema 3.2.3 (Comportamento Assinto´tico da Pressa˜o). Seja Ψ um potencial Ho¨lder
σ-invariante para o sistema de spins (Σ+S , σ,HPot) tal que o conjunto de Aubry associado
Ω := Ω(Ψ) e´ finito (o que implica Ω ⊂ Per(σ)). Dados r = per(Ω) e uma enumerac¸a˜o para
os elementos de Ω = {ω(1), . . . , ω(|Ω|)}, defina a coletaˆnea {Bi := σ−r(ω(i))− {ω(i)}}1≤i≤|Ω|
e considere AΨ matriz |Ω| × |Ω| cujas entradas sa˜o
(AΨ)i,j :=
⊕
ω∈Bi
[(
HPot
Λ+r
(ω)− r〈Ψ〉max
)
⊗ hΨ(ω(j), ω)
]
.
Enta˜o, o comportamento assinto´tico da pressa˜o topolo´gica para o potencial Ψ e´ dado por
lim
β→∞
1
β
log [p(βΨ)− β〈Ψ〉max] = max
1≤i≤|Ω|
min
0≤k<|Ω|
(A
⊗|Ω|
Ψ )i,j − (A⊗kΨ )i,j
|Ω| − k , ∀ 1 ≤ j ≤ |Ω|.
Demonstrac¸a˜o. Sabemos que o conjunto de Aubry e´ invariante, o que implica que qualquer
elemento ω ∈ Ω possui o´rbita Oσ(ω) ⊂ Ω. Deste fato e da finitude de Ω, segue que Oσ(ω)
tambe´m e´ um subconjunto finito, donde conclu´ımos que todas as configurac¸o˜es em Ω sa˜o
perio´dicas.
Com isto, Ω = {ω(1), . . . , ω(|Ω|)} e´ um subconjunto finito de Per(σ). Da forma como foi
definido r = per(Ω), temos que σr(ω(i)) = ω(i), para todo 1 ≤ i ≤ |Ω|. Logo, sem perda
de generalidade, temos Ω ⊂ Perr(σ).
Tome 1 ≤ i ≤ |Ω|. Devido ao teorema 3.1.1, o estado σ-invariante
ν(i) :=
r−1∑
k=0
1
r
δσk(ω(i))
e´ Ψ-maximizante, ja´ que supp(ν(i)) = Oσ(ω(i)) ⊂ Ω. Assim, obtemos, para todo 1 ≤ i ≤
|Ω|,
〈Ψ〉max =
∫
Ψ dν(i) =
1
r
HPot
Λ+r
(ω(i)). (3.4)
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Considere o operador de Ruelle (relembre a definic¸a˜o 2.5.3) associado ao potencial βΨ,
para β > 0. Pelo teorema 2.5.4 (Teorema de Ruelle-Perron-Frobenius), tal operador possui
um autovalor simples, positivo e maximal dado por ep(βΨ), cuja autofunc¸a˜o associada gβΨ
e´ positiva. Assim, temos que LβΨ(gΨ) = ep(βΨ)gΨ implica LrβΨ(gβΨ) = erp(βΨ)gβΨ. Este
u´ltimo fato, por sua vez, motiva-nos a investigar a forma expl´ıcita da r-e´sima iterada do
operador de Ruelle. Obtemos enta˜o
erp(βΨ)gβΨ(ω) = LrβΨ(gβΨ)(ω) =
∑
ω′∈σ−1(ω)
eβΨ(ω
′)Lr−1βΨ (gβΨ)(ω′)
=
∑
ω′∈σ−1(ω)
∑
ω′′∈σ−1(ω′)
eβΨ(ω
′)eβΨ(ω
′′)Lr−2βΨ (gβΨ)(ω′′)
=
∑
ω′∈σ−1(ω)
∑
ω′′∈σ−1(ω′)
eβΨ(σ(ω
′′))+βΨ(ω′′)Lr−2βΨ (gβΨ)(ω′′)
=
∑
ω′′∈σ−2(ω)
eβ[Ψ(ω
′′)+Ψ(σ(ω′′))]Lr−2βΨ (gβΨ)(ω′′)
=
∑
ω′′′∈σ−3(ω)
eβ[Ψ(ω
′′′)+Ψ(σ(ω′′′))+Ψ(σ2(ω′′′))]Lr−3βΨ (gβΨ)(ω′′′)
...
=
∑
ω∈σ−r(ω)
eβ
∑r−1
i=0 Ψ◦σi(ω)gβΨ(ω)
=
∑
ω∈σ−r(ω)
e
βHPot
Λ+r
(ω)
gβΨ(ω)
Devido ao fato que Ω ⊂ Perr(σ), temos que ω(i) ∈ σ−r(ω(i)) para qualquer 1 ≤ i ≤ |Ω|.
Desta forma, a equac¸a˜o anterior resulta na seguinte identidade para as configurac¸o˜es do
conjunto de Aubry ω(i), 1 ≤ i ≤ |Ω|,
erp(βΨ)gβΨ(ω
(i)) = e
βHPot
Λ+r
(ω(i))
gβΨ(ω
(i)) +
∑
ω∈Bi
e
βHPot
Λ+r
(ω)
gβΨ(ω) ⇐⇒
⇐⇒
(
erp(βΨ) − eβH
Pot
Λ+r
(ω(i))
)
gβΨ(ω
(i)) =
∑
ω∈Bi
e
βHPot
Λ+r
(ω)
gβΨ(ω).
Aplicando 1
β
log na equac¸a˜o anterior, obte´m-se
1
β
log
[(
erp(βΨ) − eβH
Pot
Λ+r
(ω(i))
)
gβΨ(ω
(i))
]
=
1
β
log
(∑
ω∈Bi
e
βHPot
Λ+r
(ω)
gβΨ(ω)
)
, (3.5)
para todo 1 ≤ i ≤ |Ω|.
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Analisaremos separadamente cada um dos lados da igualdade. Primeiramente, utili-
zando a equac¸a˜o (3.4), verificamos que
1
β
log
[(
erp(βΨ) − eβH
Pot
Λ+r
(ω(i))
)
gβΨ(ω
(i))
]
=
1
β
log
[(
erp(βΨ) − erβ〈Ψ〉max) gβΨ(ω(i))]
=
1
β
log erβ〈Ψ〉max
(
erp(βΨ)−rβ〈Ψ〉max − 1)
+
1
β
log gβΨ(ω
(i))
=
1
β
log
(
er[p(βΨ)−β〈Ψ〉max] − 1)
+r〈Ψ〉max + 1
β
log gβΨ(ω
(i))
=
1
β
log [p(βΨ)− β〈Ψ〉max]
+
1
β
log
(
er[p(βΨ)−β〈Ψ〉max] − 1
p(βΨ)− β〈Ψ〉max
)
+r〈Ψ〉max + 1
β
log gβΨ(ω
(i)).
Para o lado direito, considere Mi := maxω∈Bi
{
e
βHPot
Λ+r
(ω)
gβΨ(ω)
}
> 0. Temos enta˜o
1
β
log
(∑
ω∈Bi
e
βHPot
Λ+r
(ω)
gβΨ(ω)
)
=
1
β
log
(
Mi
Mi
∑
ω∈Bi
e
βHPot
Λ+r
(ω)
gβΨ(ω)
)
=
1
β
log max
ω∈Bi
{
e
βHPot
Λ+r
(ω)
gβΨ(ω)
}
+
1
β
log
(∑
ω∈Bi
M−1i e
βHPot
Λ+r
(ω)
gβΨ(ω)
)
= max
ω∈Bi
{
HPot
Λ+r
(ω) +
1
β
log gβΨ(ω)
}
+
1
β
log
(∑
ω∈Bi
M−1i e
βHPot
Λ+r
(ω)
gβΨ(ω)
)
.
Devido ao teorema 3.1.5, sabemos que qualquer ponto de acumulac¸a˜o quando β →∞ da
famı´lia {uβΨ = 1β log gβΨ}β>0 e´ uma subac¸a˜o calibrada. Assim, podemos considerar uma
subsequeˆncia {uβlΨ}βl tal que
u = lim
l→∞
uβlΨ = lim
l→∞
1
βl
log gβlΨ.
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Para na˜o carregar ainda mais as notac¸o˜es, ficara´ subentendido daqui em diante que os
limites quando β →∞ sa˜o tomados com respeito a` subsequeˆncia {βl}l∈N quando l→∞.
Investigaremos agora a convergeˆncia dos outros termos presentes nas equac¸o˜es anteri-
ores. Na primeira equac¸a˜o, temos o seguinte termo
1
β
log
(
er[p(βΨ)−β〈Ψ〉max] − 1
p(βΨ)− β〈Ψ〉max
)
. (3.6)
Pelo lema 3.2.2, temos que p(βΨ)− β〈Ψ〉max tende a hTop(σ|Ω) quando β →∞, a qual e´
nula, ja´ que, por hipo´tese, o conjunto de Aubry Ω e´ composto por o´rbitas perio´dicas com
relac¸a˜o ao operador de shift (veja exemplo 2.3.3). Assim, como a func¸a˜o e
rx−1
x
e´ limitada
em qualquer vizinhanc¸a de 0, segue que o termo (3.6) vai a 0 para β →∞.
Segue da definic¸a˜o de Mi que, na segunda equac¸a˜o,
1 ≤
∑
ω∈Bi
M−1i e
βHPot
Λ+r
(ω)
gβΨ(ω) ≤ |Bi| =⇒
=⇒ 0 ≤ 1
β
log
(∑
ω∈Bi
M−1i e
βHPot
Λ+r
(ω)
gβΨ(ω)
)
≤ 1
β
log max
1≤i≤|Ω|
|Bi|,
e portanto tal termo tambe´m vai a 0 quando β →∞.
O u´nico limite que ainda na˜o foi analisado e´
λ := lim
β→∞
1
β
log [p(βΨ)− β〈Ψ〉max] .
Devido aos argumentos anteriores, os quais explicitam os limites dos outros termos, po-
demos garantir a existeˆncia de tal limite, ja´ que
1
β
log [p(βΨ)− β〈Ψ〉max] = max
ω∈Bi
{
HPot
Λ+r
(ω) +
1
β
log gβΨ(ω)
}
− r〈Ψ〉max
+
1
β
log
(∑
ω∈Bi
M−1i e
βHPot
Λ+r
(ω)
gβΨ(ω)
)
− 1
β
log
(
er[p(βΨ)−β〈Ψ〉max] − 1
p(βΨ)
)
− 1
β
log gβΨ(ω
(i)),
donde conclu´ımos que
λ = lim
β→∞
1
β
log [p(βΨ)− β〈Ψ〉max] = max
ω∈Bi
{
HPot
Λ+r
(ω) + u(ω)
}
− r〈Ψ〉max − u(ω(i)).
Portanto, toda esta ana´lise nos possibilita escrever uma versa˜o assinto´tica (tomando
o limite de β →∞) para a equac¸a˜o (3.5), a saber:
λ+ u(ω(i)) = max
ω∈Bi
{
HPot
Λ+r
(ω) + u(ω)
}
− r〈Ψ〉max
= max
ω∈Bi
{(
HPot
Λ+r
(ω)− r〈Ψ〉max
)
+ u(ω)
}
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para todo 1 ≤ i ≤ |Ω|. Ademais, podemos tirar proveito do fato de que o observa´vel u e´
uma subac¸a˜o calibrada. Devido ao item (iii) da proposic¸a˜o 3.1.7, e´ do nosso conhecimento
que u(ω) = maxω′∈Ω{u(ω′) + h Ψ(ω′, ω)} e, desta forma, obtemos
λ+ u(ω(i)) = max
ω∈Bi
{(
HPot
Λ+r
(ω)− r〈Ψ〉max
)
+ max
1≤j≤|Ω|
{u(ω(j)) + h Ψ(ω(j), ω)}
}
, (3.7)
para todo 1 ≤ i ≤ |Ω|.
A` primeira vista, esta u´ltima passagem pode na˜o parecer ter simplificado tal equac¸a˜o.
Ela possibilitou, pore´m, apresentar um sistema de equac¸o˜es para as operac¸o˜es de soma
e ma´ximo indexado pelos elementos do conjunto de Aubry. Isto nos motiva a reescrever
cada equac¸a˜o anterior na linguagem da a´lgebra max-plus
λ⊗ u(ω(i)) =
⊕
ω∈Bi
(HPot
Λ+r
(ω)− r〈Ψ〉max
)
⊗
⊕
1≤j≤|Ω|
{u(ω(j))⊗ h Ψ(ω(j), ω)}

=
⊕
ω∈Bi
⊕
1≤j≤|Ω|
[(
HPot
Λ+r
(ω)− r〈Ψ〉max
)
⊗ h Ψ(ω(j), ω)⊗ u(ω(j))
]
=
⊕
1≤j≤|Ω|
⊕
ω∈Bi
[(
HPot
Λ+r
(ω)− r〈Ψ〉max
)
⊗ h Ψ(ω(j), ω)
]
⊗ u(ω(j))
=
⊕
1≤j≤|Ω|
[⊕
ω∈Bi
(
HPot
Λ+r
(ω)− r〈Ψ〉max
)
⊗ h Ψ(ω(j), ω)
]
⊗ u(ω(j)),
cuja representac¸a˜o matricial e´ dada por
λ ~u = AΨ ⊗ ~u,
onde
~u :=
(
u(ω(1)), . . . , u(ω(|Ω|))
)
e (AΨ)i,j :=
⊕
ω∈Bi
[(
HPot
Λ+r
(ω)− r〈Ψ〉max
)
⊗ h Ψ(ω(j), ω)
]
.
Portanto, conseguimos reduzir nosso problema de caracterizar o limite assinto´tico da
pressa˜o a um problema de encontrar autovalor segundo a a´lgebra max-plus para a matriz
AΨ. Vimos na sec¸a˜o anterior que tal problema de autovalor para a´lgebra max-plus tem
soluc¸a˜o completa caso a matriz em questa˜o seja irredut´ıvel. Em particular, trata-se do
nosso caso, ja´ que as entradas de AΨ sa˜o
(Aψ)i,j =
⊕
ω∈Bi
[(
HPot
Λ+r
(ω)− r〈Ψ〉max
)
⊗ h Ψ(ω(j), ω)
]
6= −∞
(Note que HPot
Λ+r
e´ definido a partir do potencial Ψ que e´ limitado e que as func¸o˜es
h Ψ(ω
(j), · ), para 1 ≤ j ≤ |Ω|, sa˜o Ho¨lder e finitas devido ao item (ii) da proposic¸a˜o
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3.1.6.) Consequentemente AΨ e´ irredut´ıvel para a´lgebra max-plus (Outra forma de ver
que AΨ e´ irredut´ıvel e´ perceber que o grafo associado e´ completo.)
Deste modo, o resultado segue da aplicac¸a˜o do teorema 3.2.1 (algoritmo de Karp) para
a matriz AΨ.
Encerramos este trabalho analisando as implicac¸o˜es de tal teorema sobre nosso exemplo
base.
Exemplo 3.2.4. Como foi visto nos exemplos 3.1.1, 3.1.2 e 3.1.3, o conjunto de Aubry e´
dado por
Ω(Ψ) = {ω(i+1) := i∞ : 0 ≤ i < r − 1} ⊂ Fix(σ).
Logo, per(Ω) = 1 e Bi = σ
−1(ω(i+1)) − {ω(i+1)} = {ki∞ := (k, i, i, i, . . .) ∈ Σ+S : 0 ≤ k ≤
n− 1 e k 6= i}, para 0 ≤ i ≤ r − 1. Ale´m disso, lembre que HPot
Λ+1
(ω) = Ψ(ω), 〈Ψ〉max = 0
e, pela proposic¸a˜o 3.1.9, obtemos
h Ψ(j
∞, ω) = −αj dΣ+S (ω, j
∞),
para 0 ≤ j ≤ r − 1 e ω ∈ Σ+S .
Analisando as entradas da matriz AΨ, temos:
(i) para 0 ≤ i 6= j ≤ r − 1,
(AΨ)i+1,j+1 =
⊕
ki∞∈Bi
[(Ψ(ki∞)− 〈Ψ〉max)⊗ h Ψ(j∞, ki∞)]
=
⊕
0≤k≤r−1
k 6=i
(
−αk dΣ+S (ki
∞, k∞)− αj dΣ+S (ki
∞, j∞)
)
⊕
⊕
r≤k≤n−1
(
−αk − αj dΣ+S (ki
∞, j∞)
)
=
⊕
0≤k≤r−1
k 6=i,j
(
−αk
2
− αj
)
⊕ (−αj)⊕
⊕
r≤k≤n−1
(−αk − αj)
= −αj;
(ii) para 0 ≤ i ≤ r − 1,
(AΨ)i+1,i+1 =
⊕
ki∞∈Bi
[(Ψ(ki∞)− 〈Ψ〉max)⊗ h Ψ(i∞, ki∞)]
=
⊕
0≤k≤n−1
k 6=i
(
Ψ(ki∞)− αi dΣ+S (ki
∞, i∞)
)
= −αi + max
0≤k≤n−1
k 6=i
Ψ(ki∞).
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Aplicando o teorema 3.2.3, o comportamento assinto´tico da pressa˜o e´ caracterizado
pela seguinte identidade
lim
β→∞
1
β
log p(βΨ) = max
0≤i≤r−1
min
0≤l<r
(A⊗rΨ )i+1,j+1 − (A⊗lΨ )i+1,j+1
r − l , ∀ 0 ≤ j ≤ r − 1,
sendo a matriz AΨ dada por
−α0 + max
k0∞∈B0
Ψ(k0∞) −α1 . . . −αr−1
−α0 −α1 + max
k1∞∈B1
Ψ(k1∞) . . . −αr−1
...
...
. . .
...
−α0 −α1 . . . −αr−1 + max
k(r−1)∞∈Br−1
Ψ(k(r − 1)∞)
 .
Portanto, basta conhecer os coeficientes αk, com 0 ≤ k ≤ n − 1, os quais definem o
potencial Ψ, para caracterizar o comportamento assinto´tico da pressa˜o. ♦
Observac¸a˜o 3.2.2. Esta caracterizac¸a˜o do comportamento assinto´tico da pressa˜o para
o caso do exemplo base e´, na realidade, uma generalizac¸a˜o do resultado enunciado abaixo,
apresentado no artigo [5], o qual caracteriza tal comportamento para o potencial apresen-
tado na observac¸a˜o 3.1.2.
Proposic¸a˜o 3.2.2. O comportamento assinto´tico da pressa˜o topolo´gica para o potencial
(3.1) e´ dado por
lim
β→∞
1
β
log p(βΨ) =
{ −2, se α > 1;
−(1 + α), se 0 < α ≤ 1.
Como se trata de um contexto mais simples (o alfabeto possui apenas treˆs s´ımbolos
e foram fixados os paraˆmetros α0 = 1 e α1 = 3), a ana´lise do termo maximizante da
equac¸a˜o (3.7) no teorema 3.2.3 pode ser feita por comparac¸a˜o direta termo a termo. Note
que neste caso
AΨ =
( −1 + max{−3
2
,−α} −3
−1 −3 + max{−1
2
,−α}
)
,
sendo seu autovalor associado λ = max{−2,−(1 + α)}.
O objetivo em [5] e´ caracterizar de forma expl´ıcita o estado congelado para o potencial
(3.1) e o seu comportamento com relac¸a˜o a` variac¸a˜o do paraˆmetro α, sendo a proposic¸a˜o
3.2.2 uma das pec¸as fundamentais para alcanc¸a´-lo.
Refereˆncias Bibliogra´ficas
[1] A. Avila e J. Bochi. On the subadditive ergodic theorem. 2009. http://www.mat.
puc-rio.br/~jairo/docs/kingbirk.pdf.
[2] F. L. Baccelli, G. Cohen, G. J. Olsder e J. P. Quadrat. Synchronization and Linearity:
An Algebra for Discrete Event Systems. Wiley Series in Probability and Mathematical
Statistics. Wiley, 1992.
[3] V. Baladi. Positive Transfer Operators and Decay of Correlations. Advanced Series
in Nonlinear Dynamics. World Scientific Publishing Company, 2000.
[4] R. B. Bapat e T. E. S. Raghavan. Nonnegative Matrices and Applications. Encyclo-
pedia of Mathematics and Its Applications. Cambridge University Press, 1997.
[5] A. T. Baraviera, R. Leplaideur e A. O. Lopes. Selection of ground states in the zero
temperature limit for a one-parameter family of potentials. SIAM Journal on Applied
Dynamical Systems, 11(1):243-260, 2012.
[6] S. K. Berberian. Lectures in functional analysis and operator theory. Graduate texts
in mathematics. Springer Verlag, 1974.
[7] G. D. Birkhoff. Proof of the ergodic theorem. Proceedings Of The National Academy
Of Sciences Of The United States Of America, 17(12), 1931.
[8] V.I. Bogachev. Measure Theory, Vol. 01 e 02. Springer, 2006.
[9] A. Bovier. Statistical Mechanics of Disordered Systems: A Mathematical Perspective.
Cambridge Series on Statistical and Probabilistic Mathematics. Cambridge Univer-
sity Press, 2006.
[10] R. Bowen. Equilibrium States and the Ergodic Theory of Anosov Diffeomorphisms.
Lecture Notes in Mathematics. Springer, 2008.
107
108 Refereˆncias Bibliogra´ficas
[11] R. Bowen e D. Ruelle. The ergodic theory of axiom A flows. Inventiones Mathema-
ticae, 29:181–202, 1975.
[12] H. Bre´zis. Functional Analysis, Sobolev Spaces and Partial Differential Equations.
Universitext Series. Springer, 2010.
[13] Y. Cao, D. Feng e W. Huang. The thermodynamic formalism for sub-additive po-
tentials. Discrete And Continuous Dynamical Systems, 20(3):639–657, 2008.
[14] G. Contreras, A. O. Lopes e P. Thieullen. Lyapunov minimizing measures for ex-
panding maps of the circle. Ergodic Theory and Dynamical Systems, 21:1379–1409,
2001.
[15] R. L. Dobrushin. The description of the random field by its conditional distributions
and its regularity conditions. Teoriya Veroyatnostei i ee Primeneniya, 13:201–229,
1968.
[16] R. L. Dobrushin. Gibbsian random fields for lattice systems with pairwise interacti-
ons. Functional Analysis and Its Applications, 2:292–301, 1968.
[17] R. L. Dobrushin. Gibbsian random fields - the general case. Functional Analysis and
Its Applications, 3:22–28, 1969.
[18] M. E. Fisher e B. U. Felderhof. Phase transitions in one-dimensional cluster-
interaction fluids IA. Thermodynamics. Annals of Physics, 58(1):176–216, 1970.
[19] G. B. Folland. Real analysis: modern techniques and their applications. Pure and
applied mathematics. Wiley, 1999.
[20] G. Gallavotti e S. Miracle-Sole. Statistical mechanics of lattice systems. Communi-
cations in Mathematical Physics, 5:317–323, 1967.
[21] E. Garibaldi e A. O. Lopes. On the Aubry-Mather theory for symbolic dynamics.
Ergodic Theory and Dynamical Systems, 28:791–815, 2008.
[22] E. Garibaldi, A. O. Lopes e P. Thieullen. On calibrated and separating sub-actions.
Bulletin of the Brazilian Mathematical Society, 40:577–602, 2009.
[23] E. Garibaldi e P. Thieullen. Description of some ground states by Puiseux techniques.
Journal of Statistical Physics, 146:125–180, 2012.
[24] H. O. Georgii. Gibbs Measures and Phase Transitions. De Gruyter Studies in Mathe-
matics. De Gruyter, Second Edition, 2011.
[25] J. Gunawardena, J. M. Taylor e M. Atiyah. Idempotency. Publications of the Newton
Institute. Cambridge University Press, 2008.
[26] B. Heidergott, G. J. Olsder e J. W. van der Woude. Max Plus at Work - Mode-
ling and Analysis of Synchronized Systems: a Course on Max-Plus Algebra and Its
Applications. Princeton Series in Applied Mathematics. Princeton University Press,
2006.
Refereˆncias Bibliogra´ficas 109
[27] F. Hofbauer. Examples for the nonuniqueness of the equilibrium state. Transactions
of the American Mathematical Society, 228:223–241, 1977.
[28] R. B. Israel. Convexity in the theory of lattice gases. Princeton series in physics.
Princeton University Press, 1979.
[29] O. Jenkinson. Ergodic optimization. Discrete and Continuous Dynamical Systems,
15:197–224, 2006.
[30] O. Jenkinson, R. D. Mauldin e M. Urban´ski. Zero temperature limits of Gibbs-
equilibrium states for countable alphabet subshifts of finite type. Journal Of Statis-
tical Physics, 119:765–776, 2005.
[31] O. Jenkinson, R. D. Mauldin e M. Urban´ski. Ergodic optimization for noncompact
dynamical systems. Dynamical Systems, 22(3):379–388, 2007.
[32] G. Keller. Equilibrium States in Ergodic Theory. London Mathematical Society
Student Texts. Cambridge University Press, 1998.
[33] J. F. C. Kingman. Subadditive ergodic theory. The Annals of Probability, 883–899,
1973.
[34] O. E. Lanford e D. Ruelle. Observables at infinity and states with short range correla-
tions in statistical mechanics. Communications in Mathematical Physics, 13:194–215,
1969.
[35] T. M. Liggett. An improved subadditive ergodic theorem. The Annals of Probability,
13(4):1279–1285, 1985.
[36] E. Lindenstrauss. Pointwise theorems for amenable groups. Inventiones Mathemati-
cae, 146:259–295, 2001.
[37] R. D. Mauldin e M. Urban´ski. Graph Directed Markov Systems: Geometry and
Dynamics of Limit Sets. Cambridge Tracts in Mathematics. Cambridge University
Press, 2003.
[38] M. Misiurewicz. A short proof of the variational principle for a Zn+ action on a
compact space. Aste´risque, 40:147–157, 1976.
[39] J. Moulin-Ollagnier. Ergodic Theory and Statistical Mechanics. Springer-Verlag,
1985.
[40] J. R. Munkres. Topology. Prentice Hall, Incorporated, 2000.
[41] J. Neveu. Courte de´monstration du the´ore`me ergodique sur-additif. Annales de
l’Institut Henri Poincare´, 19(1):87–90, 1983.
[42] W. Parry e M. Pollicott. Zeta functions and the periodic orbit structure of hyperbolic
dynamics. Aste´risque, 187–188, 1990.
110 Refereˆncias Bibliogra´ficas
[43] R. R. Phelps. Lectures on Choquet’s Theorem. Lecture Notes in Mathematics. Sprin-
ger, 2001.
[44] M. Pollicott e M. Yuri. Dynamical Systems and Ergodic Theory. London Mathema-
tical Society Student Texts. Cambridge University Press, 1998.
[45] D. Ruelle. A variational formulation of equilibrium statistical mechanics and the
Gibbs phase rule. Communications in Mathematical Physics, 5:324–329, 1967.
[46] D. Ruelle. Statistical Mechanics: Rigorous Results. World Scientific, 1999.
[47] D. Ruelle. Thermodynamic Formalism: The Mathematical Structures of Equili-
brium Statistical Mechanics. Cambridge Mathematical Library. Cambridge Univer-
sity Press, 2004.
[48] O. M. Sarig. Thermodynamic formalism for countable Markov shifts. Ergodic Theory
and Dynamical Systems, 19:1565–1593, 1999.
[49] O. M. Sarig. Characterization of existence of Gibbs measures for countable Markov
shifts. Proc. Amer. Math. Soc., 131:1751–1758, 2003.
[50] B. Simon. The Statistical Mechanics of Lattice Gases. Princeton Series in Physics.
Princeton University Press, 1993.
[51] Y. G. Sinai. Markov partitions and c-diffeomorphisms. Functional Analysis and Its
Applications, 2:61–82, 1968.
[52] Y. G. Sinai. Gibbs measures in ergodic theory. Russian Mathematical Surveys,
27(4):21, 1972.
[53] J. M. Steele. Kingman’s subadditive ergodic theorem. Annales de l’Institut Henri
Poincare´, 25(1):93–98, 1989.
[54] L. A. Steen e J. A. Seebach. Counterexamples in Topology. Dover Books on Mathe-
matics. Dover Publications, 1995.
[55] W. G. Sullivan. Potentials for almost Markovian random fields. Communications in
Mathematical Physics, 33:61–74, 1973.
[56] A. van Enter, R. Ferna´ndez e A. Sokal. Regularity properties and pathologies
of position-space renormalization-group transformations: Scope and limitations of
Gibbsian theory. Journal of Statistical Physics, 76(5-6):879–1167, 1993.
[57] P. Walters. An Introduction to Ergodic Theory. Graduate Texts in Mathematics.
Springer, 2000.
APEˆNDICE A
Resultados Suplementares
Este apeˆndice tem por objetivo apresentar uma coletaˆnea de definic¸o˜es, teoremas,
corola´rios etc, os quais sa˜o de fundamental importaˆncia para os cap´ıtulos anteriores. O
intuito e´ preencher lacunas referentes a pre´-requisitos espec´ıficos utilizados no decorrer
desta dissertac¸a˜o. O fato de na˜o estarem inseridos dentro do texto principal justifica-se
pela intenc¸a˜o de tentar na˜o atrapalhar o foco no fluxo dos conteu´dos apresentados.
Dividimos tal apeˆndice nos seguintes to´picos: teoria da medida, topologia, ana´lise
funcional, sistemas dinaˆmicos e teoria de matrizes na˜o negativas. Isso facilitara´ a busca
por detalhes espec´ıficos de cada resultado na literatura de cada to´pico. Ale´m disso, os
resultados esta˜o devidamente referenciados para agilizar consulta do leitor que esteja
procurando pelas respectivas demonstrac¸o˜es.
Teoria da Medida
Definic¸a˜o A.0.8. A famı´lia R de subconjuntos de X e´ dita ser um anel se possui o
conjunto vazio, as unio˜es e intersec¸o˜es finitas e todos os respectivos complementares.
Teorema A.0.4 (Teorema de Extensa˜o de Carathe´odory, [8], 1.11.9). Sejam R um anel
e uma func¸a˜o µ0 : R −→ [0,∞] finitamente aditiva, enta˜o existe uma extensa˜o σ-aditiva
µ sobre a σ-a´lgebra gerada a partir do anel.
Durante a demonstrac¸a˜o do resultado acima e´ poss´ıvel obter o seguinte corola´rio.
Corola´rio A.0.5. Para qualquer A pertencente a` σ-a´lgebra gerada pelo anel R, existe
uma sequeˆncia de conjuntos {Cn}n∈N do anel R tal que µ (A4Cn) ≤ 2−n para todo n ∈ N.
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Teorema A.0.6 (Teorema da Convergeˆncia Dominada, [19], 2.24). Seja (X,A) um es-
pac¸o mensura´vel munido da medida µ. Considere {fn}n∈N uma sequeˆncia de func¸o˜es
µ-integra´veis satisfazendo
(i) fn → f µ-q.t.p.;
(ii) existe uma func¸a˜o g na˜o negativa e µ-integra´vel que domina a sequeˆncia {fn}n∈N,
isto e´, |fn| ≤ g µ-q.t.p. para todo n ∈ N.
Enta˜o f e´ uma func¸a˜o integra´vel e
lim
n→∞
∫
fndµ =
∫
fdµ.
Definic¸a˜o A.0.9. Seja C um conjunto convexo em um espac¸o vetorial V . Uma func¸a˜o
z : C −→ R e´ dita coˆncava se tz(u) + (1− t)z(v) ≤ z(tu+ (1− t)v).
Teorema A.0.7 (Desigualdade de Jensen, [8], 2.12.19). Sejam µ uma medida de proba-
bilidade no espac¸o mensura´vel (X,A) e f : X −→ R uma func¸a˜o integra´vel, cuja imagem
esta´ contida no domı´nio de uma func¸a˜o coˆncava z. Se z ◦ f e´ integra´vel, enta˜o∫
z ◦ fdµ ≤ z
(∫
fdµ
)
.
Definic¸a˜o A.0.10. Sejam µ uma medida para o espac¸o mensura´vel (X,A), B uma sub-
σ-a´lgebra de A e f : X −→ R uma func¸a˜o integra´vel. A esperanc¸a condicional de f com
respeito a` σ-a´lgebra B e a` medida µ e´ dada por uma func¸a˜o E(f |B) que e´ B-mensura´vel,
µ-integra´vel e satisfaz ∫
B
fdµ =
∫
B
E(f |B)dµ,
para todo conjunto B ∈ B.
Proposic¸a˜o A.0.3 ([57], §0.4 e [8], 10.1.5).
(i) Se f e´ integra´vel, enta˜o existe E(f |B).
(ii) E( · |B) e´ linear.
(iii) Se f ≥ 0, enta˜o E(f |B) ≥ 0.
(iv) Para toda func¸a˜o f integra´vel, |E(f |B)| = E(|f ||B).
(v) Se f e´ integra´vel e g e´ B-mensura´vel e limitada, enta˜o E(fg|B) = gE(f |B).
(vi) Se B1 ⊂ B2, enta˜o E(E(f |B1)|B2) = E(f |B2).
Definic¸a˜o A.0.11. Sejam (X,A) e (X ′,A′) espac¸os mensura´veis. Denomina-se de nu´cleo
de probabilidade ou probabilidade de transic¸a˜o de (X,A) para (X ′,A′) a` aplicac¸a˜o γ :
X ×A′ −→ [0, 1] satisfazendo as seguintes propriedades:
(i) para cada x ∈ X, γ(x, · ) e´ uma probabilidade para (X ′,A′);
(ii) para cada A ∈ A′, γ( · , A) e´ uma func¸a˜o A-mensura´vel.
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Definic¸a˜o A.0.12.
(i) Uma medida de Borel µ em um espac¸o topolo´gico X e´ dita ser de Radon se e´ finita
sobre os compactos e, para qualquer boreliano B e todo ε > 0, existe um conjunto
compacto Kε ⊂ B tal que µ(B −Kε) < ε.
(ii) Uma medida de Borel µ em um espac¸o topolo´gico X e´ dita ser regular se, para
qualquer boreliano B e todo ε > 0, existem um conjunto aberto Uε ⊃ B e um
conjunto fechado Fε ⊂ B tal que µ(Uε − Fε) < ε.
Teorema A.0.8 ([19], 7.8). Seja X um espac¸o topolo´gico localmente compacto e Haus-
dorff. Enta˜o toda medida de Borel em X que e´ finita sobre os compactos e´ de Radon e
regular.
Teorema A.0.9 (Teorema de Representac¸a˜o de Riesz, [8], 7.10.4). Seja X um espac¸o
topolo´gico compacto. Enta˜o, para todo funcional linear L cont´ınuo e positivo no espac¸o
de Banach C(X), existe uma u´nica medida de Radon µL tal que
L(f) =
∫
fdµL, ∀ f ∈ C(x).
Teorema A.0.10 ([19], 7.28). Sejam A um conjunto arbitra´rio e, para cada α ∈ A, µα
uma probabilidade de Radon para os espac¸os de Hausdorff compactos Xα. Enta˜o existe
uma u´nica probabilidade de Radon µ em X =
∏
α∈AXα tal que
µ (Eα1 × . . .× Eαk) = µα1 (Eα1) . . . µαk (Eαk) ,
para todo k > 0 e qualquer aberto Eαi de Xi, com 1 ≤ i ≤ k.
Teorema A.0.11 (Teorema de Representac¸a˜o de Choquet, [43]). Seja X um subconjunto
compacto, convexo e metriza´vel de um espac¸o localmente convexo E. Dado um ponto
x ∈ X, existe enta˜o uma medida de probabilidade µx em X que representa x e e´ suportada
pelos pontos extremos de X.
Topologia
Definic¸a˜o A.0.13. A coletaˆnea B de subconjuntos de X e´ dita ser uma base para uma
topologia em X, se
(i) X = ∪A∈BA;
(ii) x ∈ B1 ∩ B2, com B1, B2 ∈ B, existe um elemento B′ ∈ B tal que x ∈ B′ ⊂
B1 ∩B2.
Lema A.0.12 ([40], 13.3). Sejam B e B′ bases para as topologias τ e τ ′, respectivamente,
em X. Sa˜o equivalentes:
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(i) τ ⊂ τ ′;
(ii) para cada x ∈ X e B ∈ B, com x ∈ B, existe um elemento B′ ∈ B′ tal que
x ∈ B′ ⊂ B.
Definic¸a˜o A.0.14. Um espac¸o topolo´gico e´ dito possuir a propriedade Hausdoff se pontos
distintos possuem vizinhanc¸as disjuntas.
Definic¸a˜o A.0.15. Um espac¸o topolo´gico e´ dito satisfazer
(i) o primeiro axioma de enumerabilidade se todo ponto possui base de vizinhanc¸a
enumera´vel;
(ii) o segundo axioma de enumerabilidade caso sua topologia possua uma base de
abertos enumera´vel.
Teorema A.0.13 (Teorema de Birkhoff-Kakutani, [6], 6.3). Seja G = (G, ∗, τ) um grupo
topolo´gico. Enta˜o G e´ metriza´vel se, e somente se, G satisfaz a propriedade Hausdorff e
o primeiro axioma de enumerabilidade.
Definic¸a˜o A.0.16. Um espac¸o topolo´gico e´ dito ser compacto se, para toda cobertura
aberta, existe uma subcobertura finita.
Teorema A.0.14 (Teorema de Tychonoff, [40], 37.3). O produto arbitra´rio de espac¸os
topolo´gicos compactos e´ um espac¸o topolo´gico compacto.
Ana´lise Funcional
Definic¸a˜o A.0.17. A topologia fraca* para espac¸o dual E∗, associado a um espac¸o de
Banach E, e´ a menor topologia que torna as func¸o˜es da coletaˆnea {evx}x∈E definidas por
evx(f) := f(x), ∀f ∈ E∗,
em func¸o˜es cont´ınuas.
Proposic¸a˜o A.0.4 ([12], 3.12). Sejam f¯ ∈ E∗, {x1, . . . , xk} ⊂ E e ε > 0. Considere os
conjuntos
Vf¯ (x1, . . . , xk; ε) :=
{
f ∈ E∗ : |f(xi)− f¯(xi)| ≤ ε, ∀1 ≤ i ≤ k
}
.
Enta˜o Vf¯ (x1, . . . , xk; ε) e´ uma vizinhanc¸a de f¯ em E
∗. Ale´m disso, a coletaˆnea de conjun-
tos da forma acima, para quaisquer f ∈ E∗, {x1, . . . , xr} ⊂ E e ε > 0, gera a topologia
fraca*.
Teorema A.0.15 (Teorema de Banach-Alaoglu-Bourbaki, [12], 3.16). Seja E um espac¸o
de Banach com espac¸o dual E∗. Enta˜o a bola unita´ria fechada em E∗, dada por
BE := {f ∈ E∗ : ‖f‖E∗ ≤ 1} ,
e´ compacta para a topologia fraca*.
115
Sistemas Dinaˆmicos
Definic¸a˜o A.0.18. Um sistema dinaˆmico (X,T ) = (X, d, T ) e´ dito topolo´gico se (X, d)
e´ um espac¸o me´trico compacto e T : X −→ X e´ uma aplicac¸a˜o cont´ınua.
Definic¸a˜o A.0.19. Dado um sistema dinaˆmico topolo´gico (X,T ), denomina-se de con-
junto na˜o errante o conjunto formado pelos pontos x ∈ X para os quais: dado ε > 0,
existem n ≥ 1 e y ∈ X tais que d(x, y) < ε e d(T n(y), x) < ε. Este conjunto e´ denotado
por ΩT .
Teoria de Matrizes Na˜o Negativas
Definic¸a˜o A.0.20.
(i) Uma matriz A = (ai,j)1≤i,j≤n e´ dita na˜o negativa se aij ≥ 0 para todo 1 ≤ i, j ≤ n.
Denotamos tal propriedade escrevendo simplesmente A ≥ 0.
(ii) Uma matriz na˜o negativa A = (ai,j)1≤i,j≤n e´ dita irredut´ıvel se, para todo par
(i, j), com 1 ≤ i, j ≤ n, existe um inteiro t(i, j) tal que (At(i.j))i,j > 0.
Teorema A.0.16 (Teorema de Perron-Frobenius, [4], 1.44 e [3], 1.1). Seja A ≥ 0 uma
matriz n× n irredut´ıvel. Enta˜o
(i) existem uma constante λ > 0 e um vetor v, cujas entradas sa˜o positivas, tais que
Av = λv;
(ii) o autovalor λ e´ geometricamente e algebricamente simples;
(iii) o autovalor λ e´ maximal em mo´dulo dentre todos os autovalores de A, isto e´,
para qualquer outro autovalor λ′ ∈ C temos que |λ′| < λ;
(iv) os u´nicos autovetores de A com entradas na˜o negativas sa˜o os mu´ltiplos de v por
escalares positivos.
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