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Traumatic brain injury is highly prevalent in the United States yet there is little
understanding of how the brain responds during injurious loading. A confounding
problem is that because testing conditions vary between assessment methods, brain
biomechanics cannot be fully understood. Data mining techniques were applied to
discover how changes in testing conditions affect the mechanical response of the brain.
Data were gathered from literature sources and self-organizing maps were used to
conduct a sensitivity analysis to rank considered parameters by importance. Fuzzy Cmeans clustering was applied to find any data patterns. The rankings and clustering for
each data set varied, indicating that the strain rate and type of deformation influence the
role of these parameters. Multivariate linear regression was applied to develop a model
which can predict the mechanical response from different experimental conditions.
Prediction of response depended primarily on strain rate, frequency, brain matter
composition, and anatomical region.
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CHAPTER I
INTRODUCTION
1.1

Traumatic Brain Injury
Traumatic brain injury (TBI) sent about 2.5 million people to the emergency room

in the United States in 2013 [1]. Of these people, 56,000 died and 280,000 were
hospitalized [1]. TBI is most frequently cause by falls, blunt trauma, and motor vehicle
accidents. TBI can cause a variety of long- and short-term health effects such as impaired
memory, balance, and communication, as well as increased depression and anxiety.
Furthermore, TBI increases the risk of Alzheimer’s disease and other neurological
disorders. Approximately 5.3 million Americans live with a TBI-related disability. Such
disabilities affect individuals’ relationships, productivity, and everyday living. The
economic cost of TBI was estimated to be $76.5 billion in 2010, with the vast majority of
this amount coming from fatal TBIs and TBIs resulting in hospitalization [1]. It is
apparent that TBI has a substantial impact on our society.
Understanding the biomechanics of TBI mechanisms is imperative if effective
protective countermeasures are to be established. When the in vivo head is impacted, the
brain experiences a combination of different stress conditions such as tension,
compression, and shear with such stress conditions varying depending on impact
location, direction, and velocity, among others [2]. The current understanding of TBI is
through the characterization of these stress conditions in in vitro experiments on human
1

or animal brain tissue specimens. Such studies, since the mid-twentieth century, have led
to the development of the Head Injury Criterion (HIC) which measures the likelihood of
head injury from impact and is used to assess safety measures in the prevention of TBI
[2]. However, in vitro experiments lack the physiological processes present during TBI.
For instance, the brain tissue specimen lacks pressure due to blood flow, and does not
undergo inflammation or other processes due to injury as is the case in a living subject. In
addition, experiments characterize the mechanical response of brain tissue specimens
under a single stress condition as a opposed to the complex combination of loads present
in a clinical setting, which occur throughout the whole brain and not in a single block of
tissue.
Numerous preclinical studies have been conducted in an attempt to improve
understanding; however, the results of these studies vary in orders of magnitude in terms
of the stress states applied to the brain material studied. This point is illustrated in Figure
1.1 which shows the log stress vs. log strain data from numerous literature sources. This
can be attributed to a number of reasons, such as in vitro specimen age [3], specimen
storage and testing temperature [4], specimen aspect ratio, and material heterogeneity
(brain white [axons] or gray [neurons] matter, or a combination) [3], [5]–[7]. This is
further accompanied by significant inconsistencies in brain tissue biomechanical testing
protocols. Researchers make common assumptions in their methodologies, such as
specimen homogeneity, consistent testing temperature, and similar lengths of specimen
storage time. Though the ultimate goal of most of these tests is to obtain uniaxial stressstrain responses for brain tissue at quasi-static, intermediate, and high strain rates, the
influence of the above factors on the data has not been quantified yet.
2

In response to these unmet needs, unsupervised learning techniques were applied
to determine how changes in brain mechanical properties relate to changes in testing
conditions. One such technique, self-organizing maps, was used to conduct a sensitivity
analysis on the data to determine which parameters were most significant. Principal
component analysis was utilized to represent the data in a lower dimensional space.
Finally, fuzzy C-means clustering with a Gustafson-Kessel distance measure was used to
determine whether or not the data sets tend to cluster in certain patterns.
1.2

Mechanical Testing
Structural and material properties of soft tissues are determined via mechanical

testing, such as uniaxial tension or compression tests. In the case of compression, a small
specimen of brain matter is placed between the top and bottom loading plates in the
testing apparatus and compressed uniaxially at a specific constant displacement rate
while the force and displacement, or strain, are measured. Brain tissue samples are glued
to the platens before undergoing tension testing. The brain specimens are cylindrical and
typically cut out of the brain with a cylindrical die. Usually, a physiologically conducive
solution, such as phosphate-buffered saline (PBS), is used to immerse specimens during
transportation and testing to prevent loss of moisture, which might affect the specimen’s
stress response [8].
1.3
1.3.1

Brain Specimen Properties
Age
Work by Chatelin et al. [3] on the human brain in shear determined that the adult

brain is 3-4 times stiffer than infant brain. There was significant hardening in the storage
3

and loss moduli between 5 and 22 months for white matter, gray matter, and brain stem,
along with an increase in stiffness and viscosity. Thibault and Margulies [9] concluded
similarly that at small strains, the brains of 2-3 day old pigs were less stiff than 1 year old
pigs. At large strains, Prange and Margulies [10] found that immature pig brains were
stiffer than adult pig brains.
1.3.2

Brain Matter Composition
Bilston et al. [11] noted that some researchers found property differences between

white and gray brain matter, whereas others have found no differences. Ozawa et al. [12]
also showed through experiments on rabbit spinal cord that there is no significant
difference in the stiffness of white and gray matter. Prange et al. [5] found that gray
matter was on average stiffer than white matter by about 30% in porcine brain tissue.
Nicolle et al. [13] concluded gray matter was slightly stiffer than white matter, but
concluded that both matters are similar enough at small strains. However, Manduca et al.
[14] found that white matter was three times more rigid than gray matter. Indentation
tests by Budday et al. [8] and van Dommelen et al. [15] showed that white matter is onethird stiffer than gray matter. These variations may be accounted for by the region and
orientation from which samples were taken. White matter has been shown to be
anisotropic [16] and has more regional variations than gray matter [15]. Chatelin et al. [3]
reported that gray matter taken from the thalamus and white matter taken from the corona
radiata had similar behavior, but the brain stem had higher storage and loss moduli
values.

4

1.3.3

Sample Dimensions
The brain does not deform homogeneously under tension, because each end of the

brain sample must be attached to the apparatus plates. Images from Pervin and Chen [7]
showed that a small sample thickness is necessary for uniform deformation at high strain
rates. Rashid et al. [17] noted that stresses were higher for thinner brain samples than
thicker ones at the same strain rate during tension. The same was true for samples with a
higher aspect ratio, that is, the ratio of diameter to thickness. However, samples with
greater thicknesses did not have significant differences in stress magnitude, but samples
at 4.0 mm, 7.0 mm, and 10.0 mm thickness did. Rashid et al. [17] concluded that samples
with an aspect ratio less than 1.5, or with a high thickness, had more homogeneous
deformation during dynamic tension tests. Rashid et al. [17] also conducted numerical
simulations of the brain under dynamic tension with different diameters and thicknesses,
finding that the brain behaved stiffer at higher sample diameters, and underwent more
homogeneous deformation, with the effect being reduced with increased thickness.
Rashid et al. [18] found no significant difference in the engineering stresses of brain
samples with thicknesses of 3.0 mm, 4.0 mm, and 5.0 mm during compression.
1.4
1.4.1

Storage Conditions
Post-mortem Preservation Time
Nicolle et al. [13] found a 6% increase in shear modulus in samples tested after 48

hours compared to samples tested after 24 hours, concluding that this difference was
insignificant. They assumed it was because the samples were stored at 6℃ until testing,
reducing any post-mortem degradation. Prevost et al. [19] found no response variations
between 4 hours and 15 hours post-mortem. Prange et al. [5] reported a human tissue
5

response that was 4-10 times less stiff than previous reports, suggesting that the
difference in post-mortem time (5 hours vs. 12 hours) may have played a role. Shen et al.
[20] showed that the brain’s material properties do not change much within 1 week postmortem. Garo et al. [21] reported that the shear moduli of porcine brain samples were
dependent on post-mortem preservation time. Zhang et al. [4] found no changes in
response between 2 and 6 hours post-mortem, but there was a linear increase in the shear
moduli after 6 hours. Sparrey and Keaveny [22] found significant variation in the
compressive behavior of spinal cord white matter because of post-mortem preservation
time, despite the time being less than 4 hours for all samples. Gefen and Margulies [23]
consider post-mortem time to be the most important cause for variations in stress
response in the literature.
1.4.2

Storage Temperature
Tissue samples frequently must be stored for a few hours to a few days prior to

testing. Generally, samples are stored at ice cold temperatures, approximately 5˚C, to
minimize degradation effects which would affect material response. Samples may also be
stored at 37˚C if testing will be performed within 4-6 hours of extraction in order to
mimic in vivo conditions. Zhang et al. [4] studied the effect of storage temperature, ice
cold and 37˚C, on the brain’s material response, finding that samples stored at 37˚C
exhibited a stiffer response than those stored at ice cold temperature. Differences between
the two responses decreased at higher strain levels. Zhang et al. [4] concluded by
recommending that researchers store brain tissue at low temperatures and perform tests at
physiological temperatures, though it is important to note that they did not measure the
exact temperature of the ice cold samples.
6

1.5
1.5.1

Testing Conditions
Testing Temperature
Brain mechanical properties are dependent on the temperature at which the

samples are tested. Some researchers do not report testing temperature at all. Others test
samples at around 22-25˚C (room temperature), or 37˚C(physiological temperature).
Hrapko et al. [24] investigated the effect of testing temperature by testing porcine brain
samples at 23˚C and 37˚C, finding that the brain becomes stiffer as temperature
decreases.
1.5.2

Tension vs. Compression
Work by Miller and Chinzei [25], [26] shows that the brain is quite different

under tension versus compression under quasi-static strain rates. This is likely a result of
the fact that brain tissue cannot deform homogeneously because when under tension,
each end of the tissue sample must be attached via glue or some other adherent. These
no-slip boundary conditions cause brain tissue to deform inhomogeneously [27].
However, there is a little work characterizing brain tissue during tension under dynamic
strain rates [27]. This is primarily due to the difficulty in working with brain tissue,
which is very soft and tends to stick to anything with which it comes in contact [28]. It
then becomes difficult to compare brain tissue mechanical behavior under tension or
compression past a range of very small strain rates.
1.5.3

Strain Rate Dependence
Soft tissues in general have complex viscoelastic behavior and exhibit strain rate-

dependence [29]. From quasi-static strain rates to high strain rates, the brain in particular
7

has been found to be highly strain-rate dependent [25], [26]. Brain tissue tends to be
stiffer at higher loading rates [6], [26], [27]. As a result, the peak stresses increase as
strain rate increases, with the peak stresses varying across two orders of magnitude
during quasi-static strain rate compression [22].
1.6

Materials Informatics
Materials informatics, or the application of informatics in materials science and

engineering, is a relatively new sub-discipline in materials research. Materials informatics
facilitates the discovery of new materials, the selection of materials, and the
characterization of material behavior [30]. One can understand the concept of materials
informatics through an understanding of systems biology [31]. The goal of systems
biology is to understand the organism from the level of molecular pathways up to the
level of the entire organism itself. The length and time scales go from nanometers and
milliseconds through meters and years. Systems biology attempts to understand the
structures and processes at every scale through models and experiments, and integrate the
information at each scale.
The same is true for materials science, in which one understands materials at a
chemical level, microstructural level, and process and design level, as well as determines
the relationships between each level [31]. Naturally, due to the complexity of even the
simplest organism (or material), this approach is limited by the shear amount of
information inherent in either system. Methodologies which sort out extraneous
information in order to focus on more relevant knowledge are the key to understanding
each level of the system. Informatics is a methodology which allows this to happen [31].

8

Big data is defined not only by its volume, but by its variety and velocity [32].
While there is a huge amount of data, the data may come from different sources, be of
different types, have missing values, and so forth. Further, the data may be produced at a
rate greater than the rate typical systems can store and process the data[32]. Hence, the
analysis of such data requires techniques beyond statistics. Data mining is a process of
data analysis which combines techniques from statistics, machine learning, pattern
recognition, and many other fields in order to discover patterns and associations in big
data [32].
Materials science is structured around processing-structure-property-performance
(PSPP) relationships in which the deductive science relationships of cause and effects
flow from processing to performance and the inductive engineering relationships flow
from performance to processing [32]. In science relationships, each experiment or model
can be considered a data point used in the generation of forward models for predictive
analytics. Engineering relationships produce inverse models for optimization and design,
which are crucial for materials discovery [32]. Materials informatics then is focused on
determining these PSPP relationships through materials databases in order to discover
new material properties or characteristics and design new materials.
The workflow for materials informatics, an iterative process, begins with
acquisition of the data, along with an understanding of the data, an assessment of their
quality, and any necessary data pre-processing. Because data can come from disparate
sources, there may be noise, missing values, and duplication. Pre-processing ensures the
data is in a homogeneous format prior to its utilization. Next, supervised data mining is
used for predictive modelling, with either regression techniques for numerical data,
9

classification for categorical data, or both for mixed data. These models must be
validated with data not employed in the model. Various metrics evaluate the predictive
accuracy of the model. The knowledge from this workflow is represented by invertible
PSPP relationships which again are imperative for materials discovery and design [32]. The
workflow for knowledge discovery in materials informatics is shown in Figure 1.2.

Figure 1.1

Log stress vs. log strain from the literature. Data were obtained from
compression and tension experiments at quasi-static, intermediate, and high
strain rates
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Figure 1.2

The knowledge discovery workflow for materials informatics [32]
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CHAPTER II
UNSUPERVISED LEARNING: CLUSTERING AND SENSITIVITY ANALYSIS OF
BRAIN BIOMECHANICS UNDER DIFFERENT STRESS STATES AND
STRAIN RATES
2.1
2.1.1

Materials and Methods
Data Sources and Collection Methods
Experimental data was gathered from several brain tension and compression

studies [4], [6], [33], [7], [17], [18], [20], [22], [25]–[27] [33]. A plot digitizer software
tool developed by Ankit Rohatgi [34] was used to extract data from each published plot.
All parameters were converted to Systéme Internationale (SI) units and stress-strain data
were converted to true stress-strain data, as required, for consistency. The data taken from
each source are summarized in Table 2.1.
The input parameters of interest were: age of the individual from which
specimens were taken, specimen diameter and thickness, specimen storage temperature
prior to testing, specimen mechanical testing temperature, post-mortem preservation time,
and brain matter composition. Species differences were excluded because prior work has
shown that there is no significant difference in brain properties between species [7]. Brain
matter composition was a categorical variable and has therefore been represented
numerically. Strain rate was also recorded. Because the strain rate is ascertained by the
researcher, it was considered an input parameter. Stress and strain were considered the
12

output parameters of the data set. Thus, the final data set included nine input parameters
and two output responses, with approximately 4,153 data points. This data set was then
split into five data sets: tension, compression, quasi-static strain rate tension, quasi-static
strain rate compression, and high strain rate compression. The quasi-static strain rate
tension data set is a subset of the tension data set and the quasi-static strain rate
compression and high strain rate compression data sets are subsets of the compression
data set. Separating the data in this manner is allows one to compare the difference in the
response of brain tissue specimens under each stress state and strain rate regime to the
input parameters. Because of the paucity of intermediate strain rate tension and
compression data, data sets for each could not be produced. The data was normalized to
the peak value of the corresponding variable so that all values shown in figures are
between 0 and 1. Brain matter composition, which was a categorical variable, was given
the value 0.33 for white matter, 0.67 for gray matter, and 1.00 for mixed gray and white
matter. The parameters of each data subset are listed in Table 2.2.
2.1.2

Theory and Calculations
The data mining procedures used here to identify patterns in the data were: (1)

Self-organizing maps (SOM), used to conduct a sensitivity analysis on the data to
determine which parameters are most significant; (2) Principal component analysis
(PCA), used to reduce the dimensionality; and (3) Fuzzy C-means clustering (FCM), used
to analyze and cluster dimensionally reduced data.

13

2.1.2.1

Self-organizing Maps
A Kohonen map, or self-organizing map (SOM), is a type of artificial neural

network useful for visualizing patterns in high-dimensional data in a two-dimensional (2D) or three-dimensional (3-D) array [35]. An artificial neural network is a parallel
distributed processor made up of neurons (information processing units) which is capable
of storing learned knowledge and making it available for use [36] The inputs for the
SOM are the dimensions of the data set to be analyzed. Each element of the input
connects to each neuron (an information-processing unit) in the array through a weight
vector; after training, the SOM will create a mapping between the input space (storage
conditions, brain specimen properties, and testing conditions) and the 2-D neuron map.
The nonlinear SOM mapping uses a technique such that vectors which are close together
in the higher dimensional space are also close together on the map. Figure 2.1 displays a
trained feature map and the winning output neuron produced from the input vectors, and
provides a basic explanation of how the SOM works.
SOM training is usually conducted on a 2-D neuron array with spatially defined
neighborhoods, along with a method of data compression that determines the similarity of
data. The SOM performs data compression such that the data is more convenient to
handle with no loss of its complexity during compression. Using spatial neighborhoods
allows for determining the similarity between the input vector and the vector of weights
between the inputs and neurons. Prior to training, weights are chosen randomly and an
initial learning rate and neighborhood size are chosen. When a training vector comes in,
the neuron with the closest weight is found, and the winning neuron’s weights are
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adjusted to make them even closer to the training input vector. This is repeated until
convergence, when the feature map does not noticeably change between iterations [35].
2.1.2.2

Principal Component Analysis
It is difficult to visually represent and analyze a data set’s patterns in high-

dimensional space, in which there are more variables than can be easily visualized or
analyzed using traditional statistical methods. As such, principal component analysis
(PCA) can be used as a technique to determine patterns in the data and represent it in an
easier format by reducing the number of dimensions without losing the underlying data
structure. The procedure for PCA was: (1) Calculate the mean across each parameter; (2)
Subtract this mean from each parameter; (3) Find the covariance matrix and its
eigenvectors and eigenvalues; and (4) Determine the principal components making up the
dimensionally reduced data sets using the eigenvectors and eigenvalues [36].
2.1.2.3

Fuzzy C-means Clustering
After dimensionality reduction with PCA, the fuzzy C-means (FCM) clustering

algorithm [37] was applied to find patterns in the stress-strain data. Clustering tends to
involve a 𝐶 × 𝑁 membership matrix U, where C is the number of clusters and N is the
number of data points. Each element in U represents the degree of membership of a data
point to a cluster:
𝑢11 𝑢12
𝑢21 𝑢22
𝑈=[ ⋮
⋮
𝑢𝐶1 𝑢𝐶2
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𝑢
…
… 𝑢1𝑁
21
⋱ ⋮ ]
… 𝑢
𝐶𝑁

(2.1)

For a hard, or “crisp,” partitioning of the stress-state data into C clusters, each 𝑢𝑖𝑗 must
be 0 or 1, i.e.,

1 ∀𝑥𝑗 ∈ 𝐴𝑖
𝑢𝑖𝑗 = {
0 𝑒𝑙𝑠𝑒

(2.2)

Where 𝑥𝑗 is the jth data vector and 𝐴𝑖 is the ith cluster. Summation across each row of U
gives the number of data vectors in each cluster, and
𝐶

∑ 𝑢𝑖𝑗 = 1

(2.3)

𝑖=1

The membership matrix U is classified here as fuzzy, because
𝐶

𝑁𝑓𝑐 = {𝑝 ∈ 𝑁𝑝𝑐 : ∑ 𝑝𝑖 = 1}

(2.4)

𝑖=1

The entries of p must be between 0 and 1, and must also sum to 1.
Clustering can be achieved by optimizing a cost function through iterative and
alternate estimates of the vectors in the cost function. FCM is then an objective functionbased clustering method, where 𝑉 = {𝒗𝟏 , … , 𝒗𝑪 } with the initial value 𝒗𝒊 being the
prototype for cluster 𝑖, set randomly, and
𝐶

∑ 𝑢𝑖𝑘 = 1, ∀ 𝑘 = 1, … , 𝑁

(2.5)

𝑖=1

Meaning the memberships of each data vector must sum to 1. The cost function for FCM
can be written as,
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𝐶

𝑁

(2.6)

𝑄
𝐽(𝑈, 𝑉) = ∑ ∑ 𝑢𝑖𝑘
𝑑(𝒙𝒌 , 𝒗𝒊 )
𝑖=1 𝑘=1

Where Q is the fuzzifier, or weighting exponent (1 ≤ 𝑄 < ∞), and 𝑑(𝒙𝒌 , 𝒗𝒊 ) is the
distance metric between data vector 𝒙𝒌 and cluster center 𝒗𝒊 . The cost function is subject
to the constraint given in Equation (2.5).
The Lagrangian of the cost function then becomes
𝐶

𝑁

𝑁

𝐶

ℒ(𝑈, 𝑉) = ∑ ∑(𝑢𝑖𝑘 )𝑄 𝑑(𝒙𝑘 , 𝒗𝑖 ) − ∑ 𝜆𝑘 (∑ 𝑢𝑖𝑘 − 1),
𝑖=1 𝑘=1

𝑘=1

(2.7)

𝑖=1

where 𝜆𝑘 is the Lagrange multiplier. The partial derivative of the Lagrangian of the cost
function with respect to a specific cluster membership value 𝑢𝑟𝑠 , and set to zero gives
𝜕ℒ(𝑈, 𝑉)
= 𝑄(𝑢𝑟𝑠 )𝑄−1 𝑑(𝒙𝑠 , 𝒗𝑟 ) − 𝜆𝑠 = 0.
𝜕𝑢𝑟𝑠

(2.8)

Solving Equation (2.8) for 𝑢𝑟𝑠 becomes
1

𝑢𝑟𝑠

𝑄−1
𝜆𝑠
=(
) .
𝑄𝑑(𝒙𝑠 , 𝒗𝑟 )

(2.9)

This equation can be plugged into the constraint given in Equation (2.5) and solved for
𝜆𝑠 , the Lagrange multiplier:
1

𝐶

𝑄−1
𝜆𝑠
∑(
)
= 1,
𝑄𝑑(𝒙𝑠 , 𝒗𝑖 )
𝑖=1

which then becomes
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(2.10)

𝑄

𝜆𝑠 =

𝑄−1 .
1
𝑄−1

1
(∑𝐶𝑖=1 (
)
𝑑(𝒙𝑠 , 𝒗𝑖 )

(2.11)

)

Finally, the Lagrangian multiplier given in Equation (2.11) can be inserted into Equation
(2.9):
1
𝑄−1

𝑄
𝑄−1
1
𝑄−1
1
𝐶
(∑𝑖=1 (
) )
𝑑(𝒙𝑠 , 𝒗𝑖 )

𝑢𝑟𝑠 =

(2.12)

𝑄𝑑(𝒙𝑠 , 𝒗𝑟 )
(

)

to give the membership function
1

𝑢𝑟𝑠 =

1 ,
𝑄−1

(2.13)

𝑑(𝒙𝒔 , 𝒗𝒓 )
∑𝐶𝑖=1 (
)
𝑑(𝒙𝒔 , 𝒗𝒊 )

which can be seen as a normalization of the distance to all other clusters.
When using a Gustafson-Kessel distance measure,

1

(2.14)

𝑑𝑖𝑘 = √|𝚺𝐢 |𝐷 ((𝒙𝒌 − 𝒗𝒊 )𝑇 𝚺𝒊−1(𝒙𝒌 − 𝒗𝒊 )),
1

where the distance is scaled by a hyper-volume approximation |𝚺𝐢 |𝐷 , and 𝚺𝒊 is the
covariance matrix of class i,
2
1
𝜕𝑑𝑖𝑘
= −2|𝚺𝒊 |𝐷 𝚺𝒊−1 (𝒙𝒌 − 𝒗𝒊 ).
𝜕𝒗𝒊

Thus, the prototype cluster center is:
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(2.15)

𝒗𝒊 =

𝑄
∑𝑁
𝑘=1 𝑢𝑖𝑘 𝒙𝒌
𝑄
∑𝑁
𝑘=1 𝑢𝑖𝑘

(2.16)

𝑄
𝑇
∑𝑁
𝑘=1(𝑢𝑖𝑘 ) (𝒙𝑘 − 𝒗𝑖 )(𝒙𝑘 − 𝒗𝑖 )
.
𝑄
∑𝑁
𝑘=1(𝑢𝑖𝑘 )

(2.17)

and the covariance matrix for class i is:

𝚺𝑖 =

The GK distance measure is used here because it uses covariance matrices for each
cluster, allowing the distance measure to capture the statistical features of each cluster,
meaning more information is gleaned from each cluster.
2.2
2.2.1

Results
Self-organizing Maps
In Figure 2.2, the 10 × 10 SOMs with respect to strain are shown for the five data

sets, which have been used for comparison in determining the ranks of the input
parameters for stress-strain response. It is important to note that the values shown in the
SOMs are normalized with the peak value of the corresponding parameter. Brain matter
composition, which is a categorical variable, is given the value 0.33 for white matter,
0.66 for gray matter, and 1.00 for mixed gray and white matter. If removing one
parameter from the data set did not significantly change the clustering tendency of the
output response, then it can be concluded that the input parameter is not significant. The
cells with values which differ from that of the original SOM are shaded in to illustrate the
amount of change in Figures 2.3-2.7.
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Based on Figure 2.3, the parameters for tension data listed in order of significance
are: diameter, strain rate, brain matter composition, post-mortem preservation time,
storage temperature, and thickness.
For the compression data set (Figure 2.4), the parameters in order of significance
are testing temperature, age, strain rate, storage temperature and thickness (tied), brain
matter composition, diameter, and post-mortem preservation time. The compression data
set has similar sensitivity to testing temperature, age, and strain rate.
For quasi-static strain rate tension data set, when strain rate is removed from the
data set, there are significant changes to the clustering behaviour, as evident in Figure
2.5(a). In Figure 2.5(b)-(f), there are only minor, identical changes to the SOM.
For quasi-static strain rate compression data set, the number of differences in each
SOM is close, suggesting each variable may be a similar level of importance. The
parameters in order of significance are strain rate, post-mortem preservation time, brain
matter composition and testing temperature (tied), storage temperature, thickness,
diameter, and age (Figure 2.6).
For high strain rate compression data set, the parameters in order of significance
are age; brain matter composition; strain rate; diameter, thickness and testing temperature
(tied); and storage temperature (Figure 2.7). The SOM results are summarized in Table
2.3.
2.2.2

Fuzzy C-means Clustering
Following PCA, FCM was run on the stress state data using a Gustafson-Kessel

distance measure. In Figure 2.8, the results of the PCA with FCM clustering for the
tension data are shown, with three well-separated clusters. The data tend to cluster based
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on strain rate, specimen diameter, and brain matter composition. Cluster 1 contained 30
mm diameter gray brain matter specimens tested at strain rate of 0.0064 s-1 or 0.64 s-1.
Cluster 2 samples were 14 mm in diameter, composed of white brain matter, and tested at
strain rates of 0.9 s-1, 4.3 s-1, or 25 s-1. Cluster 3 contained white and gray brain matter
specimens that were 15 mm in diameter and tested at 30 s-1, 60 s-1, or 90 s-1.
The PCA and FCM plots for the compression data illustrated in Figure 2.9 show
that they tend to cluster based on strain rate and age. Cluster 1 contained specimens from
6 month old individuals that were tested between 6.4∙10-6 s-1 and 90 s-1. Cluster 2
contained 18 month old specimens tested at strain rate of 0.01 s-1 or 0.1 s-1. Cluster 3
samples were 6 months old and tested at strain rates of 2,000 s-1 to 3,000 s-1. Cluster 4
contained specimens from 18 month old individuals that were tested 3,000 s-1.
Based on the PCA and FCM results for quasi-static strain rate tension data in 0,
the data cluster based on strain rate as well. Cluster 1 specimens were tested at 4.3 s-1,
Cluster 2 at 0.9 s-1, and Cluster 3 at 0.0064 s-1 or 0.64 s-1.
The quasi-static strain rate compression data have three clusters, as seen in Figure
2.11, based on strain rate and post-mortem preservation time. Cluster 1 specimens were
tested between 6.4∙10-6 s-1 0.64 s-1 and stored for 12 or 24 hours post-mortem. Cluster 2
specimens were tested between 0.005 s-1 and 5 s-1 after being stored for 4 hours postmortem. Cluster 3 specimens were tested at strain rates of 0.01 s-1 or 0.1 s-1 after 4 hours
of post-mortem storage.
The high strain rate compression data, shown in Figure 2.12, cluster according to
strain rate and age. Cluster 1 contained specimens from 6 month old individuals that were
tested at 3,000 s-1. Cluster 2 contained 6 and 12 month old specimens tested at a strain
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rate of 1,000 s-1. Cluster 3 samples were 18 months old and tested at a strain rate of 2,000
s-1. The FCM clustering results are summarized in Table 2.4.
2.3

Discussion
Three data mining techniques were utilized to analyze the data: self-organizing

maps (SOM), fuzzy C-means clustering (FCM), and principal component analysis (PCA).
Because these methods revealed several trends that were expected, such as strain ratedependency, it was concluded that the methods were appropriate for the problem at hand.
The SOM analysis allows for the initial identification of potential groups in the data and
reveals relevant parameters. The FCM clustering method is used to identify clusters in
order to accurately categorize the stress-strain data, as well as to assign different levels of
cluster membership to the data, or the degree to which each data point belongs to each
cluster.
2.3.1
2.3.1.1

Parameters
Strain Rate
From quasi-static strain rates to high strain rates, brain tissue has been found to be

highly strain-rate dependent [25], [26] as a result of its numerous structural components,
which include solid and fluid materials. Brain tissue tends to be stiffer at higher loading
rates [6], [26], [27], [38]. As a result, the peak stresses increase as strain rate increases,
with the peak stresses varying across two orders of magnitude during quasi-static strain
rate compression [22]. It can then be inferred that strain rate ranked highly in nearly
every data set included in this research, as well as factored into the clustering behavior of
every data set. With regards to the data sets here, strain rate ranked second in the tension
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data set (Figure 2.3(b)), and was separated into the FCM clusters by quasi-static and
intermediate rates (Figure 2.8). Strain rate ranked first in the quasi-static strain rate
tension data (Figure 2.5(a)), again due to the strain rate dependency of brain tissue, and
since all other parameters tied for second place (Figure 2.5(b)-(f)) and did not affect
clustering behavior (0), it suggests that diameter, thickness, testing temperature, postmortem preservation time, and brain matter composition are much less significant than
strain rate under quasi-static tension. However, since there was only one study [27] that
reported intermediate strain rate tension data, the data mining methods here could not be
used appropriately. Hence, it is critical to include strain rate dependency for the
constitutive modelling of the brain under tensile deformation.
Strain rate also ranked first in the quasi-static strain rate compression data (Figure
2.6(a)). However, strain rate ranked third (out of seven parameters), near the middle of
the rankings, in high strain rate compression (Figure 2.7(c)). There is generally greater
variability in the brain’s mechanical response at high strain rates than at quasi-static
strain rates, which leads to a greater uncertainty in the stress-strain response at a given
high strain rate due to uncertainties in the loading rates. The variability due to species,
gender, and cross-breeding, in the mechanical behavior of brain tissue under quasi-static
and high strain rate compression has been found to be insignificant [7]. One can then
conclude that variability in stress response can be largely due to different strain rates.
2.3.1.2

Age
Chatelin et al. [3] observed that the stress-strain response of the brain varies with

the age of the individual from which specimens are taken, such that the adult human brain
is 3 – 4 times stiffer than the infant brain. Thibault and Margulies [9] concluded similarly
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that at low strains, the brains of 2-3 day old pigs were less stiff than 1 year old pigs. At
large strains, Prange and Margulies [10] found that immature pig brains were stiffer than
adult pig brains. Interestingly, age ranked last in quasi-static strain rate compression
(Figure 2.6(h)), though it ranked second in the compression data set and first in the high
strain rate compression data set, likely due to the overarching influence of the high strain
rate data in the compression data set. However, the sensitivity of the quasi-static strain
rate compression data to age was close to the higher ranking parameters in the data set.
This suggests that age plays a significant role in compressive stress-strain response under
high strain rates, but not under quasi-static strain rates. In other words, due to the stiffness
of brain tissue, age-dependent brain tissue moduli are also strain rate-dependent.
2.3.1.3

Brain Matter Composition
A difference in the properties of brain white matter and gray matter has been

reported extensively [11], [12], [15]; however, there is variation in the literature on the
differences between white and gray matter. Prange et al. [5] found that gray matter was
on average stiffer than white matter by about 30% in porcine brain tissue. Nicolle et al.
[13] concluded gray matter was slightly stiffer than white matter, but concluded that both
are similar enough at small strains. However, Manduca et al. [14] found that white matter
was three times stiffer than gray matter. Hence, brain matter composition ranked third in
the tension data (Figure 2.3(c)), and factored into the FCM clustering behavior as well
(Figure 2.8). In the compression (Figure 2.4(f)) and quasi-static strain rate compression
data sets (Figure 2.6(c)), brain matter composition ranked near the middle. It may be that
variations in strain rate and other parameters exceed the effects that brain matter
composition has on the stress-strain response. Further, mixed brain matter composition
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may have a varied mechanical response in the interface between brain white and gray
matter relative to within each component
2.3.1.4

Specimen Dimensions
When under tension, brain tissue does not deform homogeneously because of the

specimen edge effects where the brain specimen is attached to the apparatus platens.
Larger diameter specimens undergo more inhomogeneous deformation than smaller
diameter specimens [17]; any variation in specimen diameter can have a large effect on
stress response under tension. The FCM results show that two of the three clusters in the
tension data contained quasi-static strain rates, but the diameters are quite different, at 14
mm for the first cluster and 30 mm for the second cluster, suggesting that diameter has a
more significant effect on the stress-strain response of brain tissue under tension in
general compared to other parameters (Figure 2.8). In each of the three compression data
sets (compression, quasi-static strain rate compression, and high strain rate compression),
diameter ranked low (Figure 2.4(g), Figure 2.6(g), Figure 2.7(d)). This may be because
the specimens were cut with an optimal diameter for each deformation condition.
Thickness was not a very significant parameter in any of the data sets. Under
tension, a small specimen thickness is necessary for uniform deformation [7], [17], but
under compression, there are no significant differences in stress-strain response at
different thicknesses [18]. Thickness ranked last in tension (Figure 2.3(f)), presumably
because most specimens were 10.0 mm thick or greater, which may reduce the effect of
inhomogeneous deformation under tension [17]. Thickness ranked fourth in compression
(Figure 2.4(e)) and high strain rate compression (Figure 2.7(e)), and fifth in quasi-static
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strain rate compression (Figure 2.11(f)); again, this coincides with previous work on
changing specimen thickness under compression [18].
2.3.1.5

Post-mortem Preservation Time
Gefen and Margulies [23] consider post-mortem time to be the most important

cause for variations in stress-strain response in literature, though others have reached the
opposite conclusion: Nicolle et al. [13] concluded that differences in stress response in
brain specimens tested between 24 and 48 hours are insignificant. Zhang et al. [4] found
no change in response between 2 and 6 hours post-mortem and Prevost et al. [19] found
no response variations between 4 and 15 hours, whereas Sparrey and Keaveny [22] found
a change in the stress response porcine spinal cord white matter under compression
despite all post-mortem preservation times being less than 4 hours. Post-mortem
preservation time ranked fourth in the tension data set (Figure 2.3(d)), likely because the
majority of specimens were stored 3 – 4 hours post-mortem, minimizing the effect of
post-mortem preservation time on stress response. Post-mortem preservation time ranked
last in the compression data (Figure 2.4(h)); this might be because its effect on stressstrain response was overshadowed by testing temperature, age, and strain rate. Postmortem preservation time ranked second in quasi-static strain rate compression (Figure
2.6(b), however, indicating that the impact of strain rate and age on compression response
may supersede post-mortem preservation time when high strain rates are included, but
not for only the quasi-static regime.
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2.3.1.6

Storage Temperature
Tissue samples frequently must be stored for a few hours to a few days prior to

testing. Generally, samples are stored at approximately 5˚C, to minimize degradation
effects which would affect stress-strain response. Samples may also be stored at 37˚C if
testing will be performed within 4 – 6 hours of extraction in order to mimic in vivo
conditions. Zhang et al. [4] studied the effect of storage temperature, ice cold and 37˚C,
on the brain’s material response, finding that samples stored at 37˚C exhibited a stiffer
stress-strain response than those stored at ice cold temperature. Differences between the
two responses decreased at higher strain levels. Zhang et al. [4] concluded by
recommending that researchers store brain tissue at low temperatures and perform tests at
physiological temperatures. In the tension data set (Figure 2.3(e)), storage temperature
ranked next to last because all specimens were stored in ice cold temperatures (4-5˚C),
which is the optimal storage temperature for reducing post-mortem degradation effects
[4]. In the compression data set (Figure 2.4(d)), the majority of specimens were stored at
physiological temperature, with only a few stored at room or ice cold temperatures, hence
the data were not sensitive to storage temperature. Most specimens in the quasi-static
strain rate compression data set (Figure 2.6(e)) were stored at 22˚C or 25˚C, which may
explain the data were less sensitive to storage temperature, which ranked fourth. Storage
temperature ranked last in the high strain rate compression data (Figure 2.7(g)), likely
because most specimens were tested at 37˚C and because the effect of storage
temperature on stress response is decreased at higher strain rates [4], explaining why it
was ranked last in high strain rate compression but first in compression and fourth in
quasi-static strain rate compression.
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2.3.1.7

Testing Temperature
Brain tissue mechanical properties are also dependent on the temperature at which

the samples are tested. In the compression data, testing temperature ranked first (Figure
2.4(a)). The specimens included in the compression data were tested at 22˚C, 25˚C, or
37˚C, with previous work indicating that the brain is stiffer at room temperature than at
physiological temperature [24]. There may also be more variability in testing temperature
than reported, as the exact temperature of the room in which testing takes place is rarely
measured. Testing temperature ranked third in the quasi-static strain rate compression
data (Figure 2.6(d)). Again, since age was not included in this data set, the data may be
more sensitive to strain rate as a result. Testing temperature ranked fourth (next to last) in
the high strain rate compression data (Figure 2.7(f)), as most specimens in this data set
were tested around room temperature. When considering every data set, the most
significant parameters were strain rate, testing temperature, and brain matter composition.
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4

3

8

4

4

4

4

4

24

12

12

Post-mortem
Preservation
Time (h)

Summary of data sources and associated parameters, ordered by date of publication

Age
(mo)

Table 2.1

Rashid et al. [27]

Rashid et al. [17]

Rashid et al. [18]

Sparrey & Keaveny
[22]

Zhang et al. [4]

Pervin & Chen [7]

Pervin & Chen [6]

Tamura et al. [33]

Shen et al. [20]

Miller & Chinzei
[25]
Miller & Chinzei
[26]

Reference

Table 2.2

The parameters of each data set
Tension Compression

Age
Strain Rate
Diameter
Thickness
Brain Matter
Composition
Storage Temperature
Testing Temperature
Post-mortem
Preservation Time

Quasi-static Strain Quasi-static Strain High Strain Rate
Rate Tension
Rate Compression Compression
X
X
X
X
X
X
X
X
X
X
X

X
X
X

X
X
X
X

X

X

X

X

X

X

X
X

X

X
X

X
X

X

X

X

X
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Testing Temperature
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High Strain Rate
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Storage Temperature
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Testing Temperature
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Diameter
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Strain Rate

Quasi-static Strain Rate Tension

5 Storage Temperature

4

3 Brain Matter Composition Strain Rate

Age

2 Strain Rate

Compression
Testing Temperature

Tension

Ranks of storage condition parameters, testing condition parameters, and brain specimen properties in each of the
five data sets

1 Diameter

Rank

Table 2.3

Table 2.4

Summary of fuzzy C-means clustering results for each data set

Data Set

Tension

Parameters

Cluster 1

Cluster 2

Cluster 3

Cluster 4

Diameter (mm)

30

Strain Rate (s-1)

0.0064
0.64

14
0.9
4.3
25

15
30
60
90
White
Gray
6

18

Brain Matter
Composition
Age (mo)

Compression

Quasi-static Strain Rate
Tension

Quasi-static Strain Rate
Compression

High Strain Rate
Compression

Strain Rate (s-1)

Gray

White

6
6.4∙10-6
0.0064
0.01
0.64
30
60
90

18

0.01
0.1

2,000
2,487
3,000

Strain Rate (s-1)

4.3

0.9

0.0064
0.64

Post-mortem
Preservation Time (h)

12
24

4

4

Strain Rate (s-1)

6.4∙10-6
0.0064
0.01
0.64

Peak Strain Range

0.03 – 0.05

Age (mo)

6
-1

Strain Rate (s )

3,000

32

0.005
0.01
0.05
0.1
0.5
0.15 – 0.22
6
12
1,000

0.01
0.1
0.28 – 0.35
18
2,000

3,000

Figure 2.1

Self-organized feature map showing the input and the resulting winning
neuron [36]
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Figure 2.2

10 × 10 SOMs with respect to strain for reference in determining parameter
ranking: (a) Tension (b) Compression (c) Quasi-static strain rate tension (d)
Quasi-static strain rate compression (e) High strain rate compression
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35

Tension data. 10 × 10 SOMs with strain labels, in order of parameter importance: (a) Diameter (b) Strain rate (c)
Brain matter composition (d) Post-mortem preservation time (e) Storage temperature (f) Thickness

Shaded cells indicate values which differ from the original SOM for the tension data set.

Figure 2.3
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Compression data. 10 × 10 SOMs with strain labels, in order of parameter importance: (a) Testing temperature (b)
Age (c) Strain rate (d) Storage temperature (e) Thickness (f) Brain matter composition (g) Diameter (h) Post-mortem
preservation time

Shaded cells indicate values which differ from the original SOM for the compression data set.

Figure 2.4
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Quasi-static strain rate tension data. 10 × 10 SOMs with strain labels. Strain rate was determined to be the most
important parameter, and no ranking could be determined for the rest: (a) Strain rate (b) Diameter (c) Thickness
(d) Storage temperature (e) Post-mortem preservation time (f) Brain matter composition

Shaded cells indicate values which differ from the original SOM for the quasi-static strain rate tension data set.

Figure 2.5
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Quasi-static strain rate compression data. 10 × 10 SOMs with strain labels, in order of parameter importance: (a)
Strain rate (b) Post-mortem preservation time (c) Brain matter composition (d) Testing temperature (e) Storage
temperature (f) Thickness (g) Diameter (h) Age

Shaded cells indicate values which differ from the original quasi-static strain rate compression data set.

Figure 2.6
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High strain rate compression data. 10 × 10 SOMs with strain labels, in order of parameter importance: (a) Age (b)
Brain matter composition (c) Strain rate (d) Diameter (e) Thickness (f) Testing temperature (g) Storage temperature

Shaded cells indicate values which differ from the original SOM for the high strain rate compression data set.

Figure 2.7

Figure 2.8

Tension data. Clustering plot after applying FCM clustering with C=3, with
included strain rate, brain matter composition, and diameter labels.

Figure 2.9

Compression data. Clustering plot after applying FCM clustering with C=4,
with included age and strain rate labels.
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Figure 2.10

Quasi-static strain rate tension data. Clustering plot after applying FCM
clustering with C=3, with included strain rate labels.

Figure 2.11

Quasi-static strain rate compression data. Clustering plot after applying
FCM clustering with C=3, with included strain rate and post-mortem
preservation time labels.
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Figure 2.12

High strain rate compression data. Clustering plot after applying FCM
clustering with C=3, with included age and strain rate labels.
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CHAPTER III
SUPERVISED LEARNING: REGRESSION ANALYSIS OF BRAIN
BIOMECHANICS UNDER UNIAXIAL AND SHEAR
DEFORMATION
3.1

Materials and Methods
Data were collected from a variety of literature sources [4], [6], [7], [17]–[19],

[22], [25]–[28], [33], [39]–[44] in order to develop a multivariate regression model for
uniaxial deformation of brain specimens. Data were collected as needed with a plot
digitizer [34], or calculated using other reported properties. Young’s moduli E1, E2, and
E3 were considered the response variables. All parameters were converted to SI units and
stress and strain were converted to engineering stress and strain, as required, to calculate
E1, E2, and E3. The moduli, along with strain rate, were log-transformed to linearize the
regression relationship. Categorical variables (stress condition, species, geometry,
specimen location, and brain matter composition) were represented by dummy variables
taking a value of 0 or 1. The features potentially relevant to a regression model for
uniaxial deformation are listed in Table 3.1.
Data used to develop a shear deformation regression model were also collected
from literature [3], [9], [13], [24], [45]–[51]. Shear data were included in the supervised
learning analysis because there is greater uncertainty in the mechanical reponse, as the
lateral surfaces must remain parallel during deformation, which can be difficult for soft
43

tissues such as the brain. In addition, shear stress and shear strain are calculated from
radians instead of displacement. As a result, there is more approximation when
calculating material properties [48]. However, some of this uncertainty may be accounted
for by experimental conditions. As before, data were digitized using a plot digitizer [34]
or calculated from reported properties. The storage (G’), loss (G”), and complex (G*)
moduli were considered dependent variables for the shear deformation model. Frequency
and the dynamic moduli were again log-transformed to linearize the regression
relationship. The categorical variables (species, specimen location, and brain matter
composition) were represented by dummy variables. Missing values in the parameter for
Age were replaced with the average. The features that may predict the shear response of
brain specimens are listed in 0.
3.1.1

Feature Selection by Neighborhood Component Analysis for Regression
Neighborhood component analysis (NCA) is a non-parametric feature selection

method which is used to maximize the prediction accuracy of regression models [52].
NCA performs regularization to learn the weight of each input feature in order to
minimize an objective function which measures the average leave-one-out regression loss
over the data.
Consider, then, the training set for N observations
𝑇 = {(𝒙𝑖 , 𝒚𝑖 ), 𝑖 = 1, … , 𝑁},

(3.1)

where 𝒙𝑖 ∈ ℝ𝑝 are the feature vectors and 𝒚𝑖 ∈ ℝ is the continuous response variable.
The aim is to find the weight vector w which correctly selects the feature subset that
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optimizes prediction of the response. The weighted distance between two samples 𝒙𝑖 and
𝒙𝑗 is calculated by
𝑝

(3.2)

𝑑𝒘 (𝒙𝑖 , 𝒙𝑗 ) = ∑ 𝑤𝑟2 |𝑥𝑖𝑟 − 𝑥𝑗𝑟 |,
𝑟=1

where 𝑤𝑟 is the weight associated with the rth feature.
NCA utilizes a randomized regression model which randomly picks a point
𝑅𝑒𝑓(𝒙) from S as the reference for x and sets the response value at x equal to the
response value of 𝑅𝑒𝑓(𝒙). The probability that a point 𝒙𝑗 is picked from S as the
reference point for x is

𝑃(𝑅𝑒𝑓(𝒙) = 𝒙𝑗 |𝑆) =

𝜅 (𝑑𝑤 (𝒙, 𝒙𝑗 ))

(3.3)

,

∑𝑁
𝑗=1 𝜅 (𝑑𝑤 (𝒙, 𝒙𝑗 ))

where 𝜅 is a similarity function that has large values when 𝑑𝑤 (𝒙, 𝒙𝑗 ) is small.
When considering the leave-one-out application of this randomized regression
model, the response for 𝒙𝑖 is predicted using the data in set 𝑆 −𝑖 (i.e., the training set S
excludes the point (𝒙𝑖 , 𝒚𝑖 )). The probability that 𝒙𝑗 is chosen as the reference point for 𝒙𝑖
is

𝑝𝑖𝑗 = 𝑃(𝑅𝑒𝑓(𝒙𝑖 ) = 𝒙𝑗 |𝑆 −𝑖 ) =

𝜅 (𝑑𝑤 (𝒙𝑖 , 𝒙𝑗 ))

.

(3.4)

∑𝑁
𝑗=1,𝑗≠𝑖 𝜅 (𝑑𝑤 (𝒙𝑖 , 𝒙𝑗 ))

If 𝑦̂𝑖 is the predicted response value and 𝑦𝑖 is the actual response value for 𝒙𝑖 , then the
average value of the loss function which measures the disagreement between 𝑦̂𝑖 and 𝑦𝑖 is
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𝑁

𝑙𝑖 = 𝐸(𝑙(𝑦𝑖 , 𝑦̂𝑖 )|𝑆 −𝑖 ) = ∑ 𝑝𝑖𝑗 𝑙(𝑦𝑖 , 𝑦̂𝑖 ).

(3.5)

𝑗=1,𝑗≠𝑖

The most relevant features can be determined by minimizing the objective function
𝑁

(3.6)

𝑓(𝒘) = ∑ 𝑝𝑖
𝑖=1

which depends on the weight vector w. Addition of a regularization term gives the
function
𝑁

𝑁

𝑓(𝒘) = ∑ 𝑝𝑖 − 𝜆 ∑ 𝑤𝑟2 .
𝑖=1

(3.7)

𝑖=1

Finally, with substitution of the loss function into Equation (3.7), the objective function is
𝑛

𝑝

𝑖=1

𝑟=1

1
𝑓(𝒘) = ∑ 𝑙𝑖 + 𝜆 ∑ 𝑤𝑟2 .
𝑛

(3.8)

A weight close to zero indicates the corresponding feature is irrelevant to the response
variable. The weight 𝒘 was calculated with respect to each response variable in each data
set, and then added together. Features were considered relevant if the total weight was
greater than 0.6, as inclusion of features with a weight less than 0.6 caused the regression
model to be inestimable.
3.1.2

The General Multivariate Linear Regression Model
Multivariate linear regression (MLR) is used to fit a multivariate response vector

to a linear combination of predictor variables and to predict future responses from the
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fitted model [53]. Frequently, a response cannot be explained by a single predictor
variable and the predictions from such a model may be imprecise. A more complex
model is then more helpful in predicting new responses.
The general multivariate linear model can be represented by
(3.9)

𝒀𝑛×𝑑 = 𝑿𝑛×(𝑝+1) 𝑩(𝑝+1)×𝑑 + 𝑬𝑛×𝑑
or in the expanded matrix form,
𝑦11
𝑦21
[ ⋮
𝑦𝑛1

𝑦12
𝑦22
⋮
𝑦𝑛2

…
…
⋱
…

𝑦1𝑑
1 𝑥11
𝑦2𝑑
1 𝑥21
⋮ ] = [⋮
⋮
𝑦𝑛𝑑
1 𝑥𝑛1
𝜀11
𝜀21
+[ ⋮
𝜀𝑛1

… 𝑥1𝑝 𝛽01
… 𝑥2𝑝 𝛽11
⋱
⋮ ][ ⋮
… 𝑥𝑛𝑝 𝛽𝑝1
𝜀12
𝜀22
⋮
𝜀𝑛2

…
…
⋱
…

𝛽02
𝛽12
⋮
𝛽𝑝2

… 𝛽0𝑑
… 𝛽1𝑑
]
⋱
⋮
… 𝛽𝑝𝑑

(3.10)

𝜀1𝑑
𝜀2𝑑
⋮ ],
𝜀𝑛𝑑

where n is the number of data points, p is the number of parameters, and d is the
dimensionality. The regression coefficients are estimated by covariance-weighted least
squares, in which the solution is the vector b which minimizes
𝑛

∑(𝒚𝑖 − 𝑿𝑖 𝒃)′ 𝑪0 (𝒚𝑖 − 𝑿𝑖 𝒃),

(3.11)

𝑖=1

and the variance-covariance matrix is calculated by:
𝑉(𝒃𝐶𝑊𝐿𝑆 ) = (𝑿′ (𝑰𝑛 𝑪0 )𝑿)−1 .
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(3.12)

3.2
3.2.1

Results
Features Selected by Neighborhood Component Analysis
NCA reduced the dimensionality of the uniaxial deformation data from thirty

variables to eight. The most relevant features selected based on feature weight were strain
rate, white brain matter, gray brain matter, thickness, post-mortem preservation time,
storage temperature, age, and specimen length. The shear deformation data were reduced
to 8 variables as well, including frequency, brain stem specimen location, corona radiata
specimen location, thickness, white brain matter, age, testing temperature, and postmortem preservation time. The selected features and their associated weights are listed in
Table 3.3.
3.2.2

Estimation of the Uniaxial Deformation and Shear Deformation
Regression Models
Following dimensionality reduction by NCA, a multivariate linear model was fit

to each data set. For the uniaxial data, E1 contained only statistically significant feature at
a 95% confidence level: strain rate. However, strain rate was not significant for E2, but
was significant for E3. Gray brain matter and white brain matter were both significant for
E3, but not E1 or E2. The only parameter significant for E2 was the intercept. The
parameter estimations for uniaxial deformation are given in 0. However, the F test for a
regression relation was statistically significant for all three response variables, and the
adjusted coefficients of multiple determination were 0.855, 0.849, and 0.784 (Table 3.5).
In addition, the mean absolute percentage error (MAPE) for E1, E2, and E3 were
58.99%, 39.700%, and 50.239% (Table 3.6).
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For the shear deformation data, frequency and post-mortem preservation time
were significant for all three dynamic moduli at a 95% confidence level. The corona
radiata specimen location was significant for G*, and the brain stem was significant for
G’ and G* (Table 3.7). The F test points to the existence of a regression relation for all
three response variables, and the adjusted coefficients of determination were 0.590,
0.657, and 0.609 (Table 3.8). The MAPE for G’, G”, and G* were 6.226%, 8.559%, and
7.069% (Table 3.6).
3.3

Discussion
Neighborhood component analysis and multivariate linear regression were applied

to uniaxial and shear deformation data sets. NCA allowed for the selection of the most
relevant features in predicting stress and shear response in brain tissue specimens, and
MLR was used to fit a response to the selected features and predict new responses based
on new inputs.
3.3.1

Age
Age was inversely related to Young’s moduli in the uniaxial deformation model

and positively related to dynamic moduli in the shear deformation model, though the
parameter estimations are very small (0 and Table 3.7). The positive correlation of age
with shear deformation is consistent with previous work [3], [9], [50]. Prange and
Margulies [10] found that immature pig brains were stiffer than adult pig brains, though
the difference in age was less than 4 weeks. In addition, the uniaxial deformation data
contained only specimens from mature individuals, whereas the shear deformation data
contained specimens from 2 – 3 day old pigs [9], equivalent to a 1 month old human [3].
49

In general, comparisons of the stiffness of specimens from different ages are between
immature and mature brains. After reaching maturity, the brain may decrease in stiffness
over time [54].

3.3.2

Brain Matter Composition and Specimen Location
For the uniaxial deformation data, mixed brain matter was eliminated as a

variable of interest, and mixed brain matter and gray brain matter were eliminated from
the shear deformation data. This indicates that mixed brain matter does not contribute
much to the variability of the response of brain specimens under different loading
conditions. It is common for experimentalists to make no distinction between white and
gray matter, and to assume that the specimen is an inhomogeneous, isotropic combination
of the two [4], [25]. Further, white and gray brain matter have a positive correlation with
E1 and E3 (0), though the parameter estimation for white matter is slightly higher than
for gray, providing credence to previous conclusions that white matter is stiffer than gray
matter [14]. In shear, however, white matter tended to decrease the dynamic moduli
values relative to specimens which did not contain white matter (Table 3.7). Figure 3.1
displays the distribution of Young’s moduli relative to brain matter composition. The
distributions are not statistically different from one another, though the average moduli
values are slightly high for white matter.
None of the reported specimen locations were included in the uniaxial
deformation model, but the corona radiata and brain stem were included in the shear
deformation model (Table 3.7). Both tended to increase the stiffness of brain specimens
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relative to specimens from other locations. The brain stem increased stiffness much more
than the corona radiata, consistent with results from Arbogast and Margulies [51]. This is
evident in the distributions of dynamic moduli based on specimen location in Figure 3.2,
in which the average stiffness of the brain stem appears much greater than other brain
tissues, and the corona radiata is slightly stiffer than other brain tissues, though these
differences are not statistically significant.
3.3.3

Specimen Dimensions
Specimen diameter was eliminated from both the uniaxial and shear deformation

data sets in contrast to its significance in the SOM results in CHAPTER II. Although
specimen diameter can have a significant effect on deformation under tension [17], the
majority of the uniaxial data were compression. The specimen width and height were also
not included in the uniaxial deformation model.
Thickness, however, was a significant feature and decreased the stiffness of brain
specimens whether they were under uniaxial or shear deformation (0and Table 3.7). A
small specimen thickness is imperative for uniform deformation [7], [17], but does not
typically affect stress response under compression [18]. Under shear, brain specimen
stiffness increases with thickness when slippage effects are not corrected, but this
correlation disappears when specimens are fixed to the testing apparatus [13]. As some
data in the shear deformation set had fixed specimens and some did not, this may account
for the influence of thickness on the shear data.
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3.3.4

Post-mortem Preservation Time
Post-mortem preservation time had a slight positive association with brain

specimen stiffness under uniaxial and shear deformation (0 and Table 3.7). Although
Gefen and Margulies [23] consider post-mortem preservation time to be the most
important cause for variations in stress response in the literature, a number of others have
concluded otherwise [4], [13], [19]. However, there is great variation in post-mortem
preservation time in the uniaxial and shear deformation data, with specimens being stored
anywhere between 3 and 96 hours. The above literature does not consider preservation
times beyond 48 hours, and it seems that that degradation begins to have an effect on
stress response in this time frame [21]. The variation in shear response with respect to
post-mortem preservation time is shown in Figure 3.3, wherein there is a notable increase
in stiffness beyond 38 hours post-mortem.
3.3.5

Storage Temperature
Brain specimens are generally stored for several hours to several days before

testing, and are usually stored at approximately 5˚C until testing begins to minimize
degradation effects. Storage temperature was not a significant feature for the shear
deformation data, as all included specimens were stored at 4 – 8˚C. Specimens were
stored between 0˚C and 37˚C in the uniaxial deformation data set, and storage
temperature was selected as a relevant feature. Increased storage temperature tended to
increase stiffness (0), consistent with results by Zhang et al. [4], who found that
specimens stored at 37˚C exhibited a stiffer response than those stored at ice cold
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temperature, with the differences between the two responses decreasing at higher strain
levels.
3.3.6

Testing Temperature
Brain tissue mechanical properties are also dependent on the temperature at which

the samples are tested. Conversely to storage temperature, testing temperature was
included in the shear deformation model and not in the uniaxial deformation model. The
shear data were tested at 7 – 38˚C, while the uniaxial data were tested at 21 – 37˚C.
Previous work has found that the brain is stiffer at room temperature than at physiological
temperature, and that stiffness increases as testing temperature decreases [24], [47].
However, there may be more variability in room temperature than is reported in the
literature, as the exact temperature of the room in which testing takes place is rarely
measured.
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Table 3.1

Continuous

Categorical

Uniaxial deformation feature inputs for dimensionality reduction by
neighborhood component analysis
Feature

Range

Mean

Standard
Deviation

Age (mo)

6 – 867

175.7

320.9

Log[Strain Rate] (s-1)

6.4∙10-6 – 3,000

469.4

932.9

Diameter (mm)

3 – 30

10.0

7.0

Thickness (mm)

1.7 – 14.4

4.4

3.9

Length (mm)

5 – 50

14.1

11.2

Width (mm)

5 – 25.4

11.3

5.2

Height (mm)

3.5 – 9

5.1

0.97

Storage Temperature (˚C)

0 – 37

14.8

15.6

Testing Temperature (˚C)

21 – 37

26.6

6.2

Post-mortem Preservation Time (h)

0 – 96

23.6

37.6

Tension
Compression
Porcine
Bovine
Caprine
Human
Canine
Ovine

Stress Condition

Species

Sylvian Fissure
Corona Radiata
Corpus Callosum
Motor Strip
Cerebral Cortex
Frontal Lobe
Spinal Cord
Thalamus

Specimen Location

White
Gray
Mixed
Prism
Cylinder

Brain Matter Composition
Geometry
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Table 3.2

Continuous

Shear deformation feature inputs for dimensionality reduction by
neighborhood component analysis
Feature

Range

Mean

Standard
Deviation

Age (mo)

0.01 – 980

173.52

327.61

Log[Frequency] (Hz)

0.01 – 8758

106.84

563.96

Diameter (mm)

8.5 – 25

17.35

5.45

Thickness (mm)

0.42 – 13.3

3.32

2.54

Storage Temperature (˚C)

4–8

6.25

1.72

Testing Temperature (˚C)

7 – 38

33.19

6.37

25.86

15.33

Post-mortem Preservation Time (h) 3 – 37.44
White
Gray
Mixed

Categorical Brain Matter Composition

Species

Human
Porcine

Specimen Location

Parietal Lobe
Thalamus
Corona Radiata
Brain Stem
Cerebral Cortex
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Table 3.3

Uniaxial Deformation and Shear Deformation Features Selected by
Neighborhood Component Analysis
Uniaxial Deformation
Feature

Shear Deformation
Weight

Feature

Weight

Strain Rate

6.59

Frequency

8.70

White Brain Matter

2.72

Brain Stem

5.50

Gray Brain Matter

2.68

Corona Radiata

4.46

Thickness

2.12

Thickness

4.17

Post-mortem Preservation Time

1.64

White Brain Matter

4.14

Storage Temperature

1.48

Age

3.72

Age

1.11

Testing Temperature

2.29

Length

0.95

Post-mortem Preservation Time

1.11

Table 3.4

Estimates of parameters for the uniaxial deformation regression model
E1

E2

E3

Estimate

Standard
Error

P

Estimate

Standard
Error

P

Estimate

Standard
Error

P

Intercept

9.11∙10-1

3.17∙10-1

< 0.01

7.24∙10-1

3.17∙10-1

< 0.001

8.77∙10-1

3.17∙10-1

< 0.001

Age

-5.64∙10-4

2.51∙10-3

0.589

-2.51∙10-3

2.51∙10-3

0.526

-3.78∙10-3

2.51∙10-3

0.504

Strain Rate

3.62∙10-1

5.57∙10-3

< 0.001

3.49∙10-1

5.57∙10-3

0.151

3.15∙10-1

5.57∙10-3

< 0.001

Thickness

-3.16∙10-2

3.60∙10-3

0.809

-9.25∙10-3

3.60∙10-2

0.833

-2.64∙10-2

3.60∙10-2

0.682

Length

-1.26∙10-3

1.29∙10-2

0.539

-3.17∙10-3

1.29∙10-2

0.504

-6.35∙10-3

1,29∙10-2

0.507

Gray Brain Matter

3.76∙10-3

3.37∙10-1

0.456

-1.62∙10-1

3.37∙10-1

0.998

5.34∙10-2

3.37∙10-1

< 0.01

White Brain Matter

9.64∙10-2

3.52∙10-1

0.392

8.41∙10-3

3.52∙10-1

0.258

1.68∙10-1

3.52∙10-1

< 0.01

Storage Temperature

9.31∙10-3

9.53∙10-3

0.166

1.97∙10-2

9.53∙10-2

0.478

1.68∙10-2

9.53∙10-3

0.480

Post-mortem
Preservation Time

2.23∙10-3

2.10∙10-2

0.458

2.13∙10-2

2.10∙10-2

0.157

3.09∙10-2

2.10∙10-2

0.072

Feature
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Table 3.5

E1

E2

E3

ANOVA table for the uniaxial deformation regression model

Source of
Variation

Sum of
Squares

df

Mean
Squares

F

Regression

73.484

8

91.185

84.391

< 0.001 0.865 0.855

Residuals

11.429

105

0.109

Total

84.913

113

Regression

84.279

8

10.535

80.625

< 0.001 0.860 0.849

Residuals

13.820

105

0.131

Total

97.999

113

Regression

73.548

8

9.193

52.432

< 0.001 0.800 0.785

Residuals

18.411

105

0.175

Total

91.959

113

Table 3.6

R2(adj.)

Mean absolute percentage error for the uniaxial deformation and shear
deformation regression models
Uniaxial Deformation

Response Variable
MAPE (%)

R2

P

Shear Deformation

E1

E2

E3

G’

G”

G*

0.590

0.397

0.502

0.062

0.086

0.071
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Table 3.7

Estimate of the parameters of the shear deformation regression model
G’

G”

G*

Estimate

Standard
Error

P

Estimate

Standard
Error

P

Estimate

Standard
Error

P

2.52

2.68∙10-1

< 0.001

2.203

2.68∙10-1

< 0.001

2.711

2.68∙10-1

< 0.001

Age

8.32∙10-5

1.47∙10-4

0.286

5.50∙10-5

1.47∙10-4

0.500

1.86∙10-4

1.47∙10-4

0.495

Frequency

1.70∙10-1

3.78∙10-2

< 0.001

2.98∙10-1

3.78∙10-2

< 0.001

2.18∙10-1

3.78∙10-2

< 0.001

Corona Radiata

5.10∙10-2

1.22∙10-1

0.338

-2.46∙10-2

1.22∙10-1

0.999

1.02∙10-1

1.22∙10-1

0.004

Brain Stem

4.00∙10-1

1.32∙10-1

0.001

3.38∙10-1

1.32∙10-1

0.104

6.75∙10-1

1.32∙10-1

< 0.001

Thickness

-2.99∙10-2

1.64∙10-2

0.966

-4.12∙10-2

1.64∙10-2

0.862

-4.28∙10-2

1.64∙10-2

1

White Brain Matter

-1.36∙10-1

1.31∙10-4-1

0.850

-9.38∙10-2

1.31∙10-1

0.761

-2.00∙10-1

1.31∙10-1

0.999

Testing Temperature

7.52∙10--3

8.05∙10-3

0.175

3.93∙10-3

8.05∙10-3

0.488

5.64∙10-3

8.05∙10-3

0.366

Post-mortem
Preservation Time

8.82∙10-3

2.29∙10--3

< 0.001

5.62∙10-3

2.29∙10-3

0.007

6.25∙10-3

2.29∙10-3

0.003

Feature
Intercept

Table 3.8

G’

G”

G*

ANOVA table for the shear deformation model

Source of
Variation

Sum of
Squares

df

Mean
Squares

Regression

69.491

8

8.686

Residuals

47.592

837

0.057

Total

117.083

845

Regression

122.814

8

15.352

Residuals

63.223

837

0.076

Total

186.036

845

Regression

109.474

8

13.684

Residuals

69.076

837

0.083

Total

178.550

845
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F

P

R2

R2(adj.)

152.767 < 0.001 0.594 0.590

203.239 < 0.001 0.660 0.657

165.814 < 0.001 0.613 0.609

Figure 3.1

Distribution of Young’s moduli by brain matter composition for uniaxial
deformation

Figure 3.2

Distribution of dynamic moduli by brain specimen location for shear
deformation
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Figure 3.3

Distribution of dynamic moduli by post-mortem preservation time for shear
deformation
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CHAPTER IV
CONCLUSIONS
The brain is a complex collection of tissues, with both heterogeneous and
anisotropic regions. There are several studies which attempt to quantify and describe this
behavior by deforming brain tissue under quasi-static, intermediate, and high strain rates,
and under tension and compression [26]. However, the stress-strain responses and the
conclusions thereof on brain tissue biomechanics are inconsistent due to the difficulty in
building closed form solutions describing the data. The result is disparate data leading to
inconsistent conclusions about brain tissue biomechanics. Data mining is an empirical
approach which can explain potential sources of variation in the data and is undertaken
here in order to find the trends in brain tissue biomechanical data and correlate them with
in vitro testing conditions and brain specimen properties.
Applying clustering techniques revealed that strain rate ranked consistently in the
top three parameters of every brain biomechanical data set included; whether it is tension
or compression, or quasi-static or high strain rate. Additionally, strain rate and frequency
(in shear tests) were significant parameters in prediction of the mechanical response of
the brain. Currently, experiments are conducted with apparatuses that may be load-,
displacement-, or strain-controlled, which may not lead to consistent strain rates. It would
be beneficial to investigate novel ways to ensure consistent strain rates during
experiments. This is essential due to the fact that most constitutive models of brain tissue
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do not include strain rate dependency [55]. The choice of brain specimen composition
and location is also critical, as there is great variability in the mechanical properties
throughout the brain. Testing temperature should be included in future constitutive
models as well. Physiological temperature is 37˚C, but the mechanical response of the
brain is temperature-dependent. Since these parameters have a substantial influence on
the brain’s mechanical response, constitutive models thereof should also include these
dependencies. Hence, it is pertinent to develop future constitutive models with strain rate
and the gray and white matter heterogeneity of the brain. Additionally, the thermal
process by which the specimen is preserved and tested needs to be accounted for in the
constitutive modelling process of the brain.
Applying the proposed clustering and prediction techniques, the wide-ranging
applications of data mining have been demonstrated in the context of biomechanical
engineering, specifically in the area of soft tissue in vitro testing. The results from these
data mining techniques contribute to a greater understanding of brain tissue
biomechanics, as well as provide insight into the accuracy of brain tissue models. Since
mechanical testing conditions can vary greatly from study to study, the results from each
may be difficult to compare and may cause confusion about what stresses the brain is
truly experiencing during TBI. The analysis performed here allowed for comparison
across studies to determine the most salient conditions of brain tissue testing but it cannot
necessarily provide a transformation function to correct for experimental condition
differences between two studies that would make them truly comparable. The
relationships determined here can improve the computational modelling of TBI. Data
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analyses like these may help experimentalists develop more consistent TBI model testing
or data collection procedures, so that different studies could be more easily compared
which might help the field achieve faster progress. It is anticipated that data mining and
machine learning methods will have wider relevance to the biomedical engineering
research community.
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CHAPTER V
FUTURE WORKS
5.1

Support Vector Classification
The clustering analysis in CHAPTER II can be further applied to the classification

of brain tissue specimens using support vector machines (SVM). Additional brain
material property data can be classified using SVM according to strain rate, testing
temperature, and brain matter composition, the most relevant parameters in the clustering
analysis in CHAPTER II. The SVM uses training data to construct a hyperplane between
two or more classes which maximizes the margin of separation between those classes
[36].
In addition, a technique known as support vector regression (SVR) can classify
the stress-strain response of brain tissue specimens. The SVR classifies data curves, as
opposed to data points, in a process similar to the SVM. Instead of constructing an
optimal hyperplane, however, the SVR constructs a “tube”-shaped decision surface by
which to classify curves [56]. Both the SVM and the SVR would provide valuable
information on the classification of brain tissue material properties and mechanical
response.
5.2

Brain Tissue Material Properties Database
There has been a growing interest in the past several decades on building

materials databases from literature data [57]. Such databases exist for numerous metals
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and ceramics [57], but no such database exists for brain tissue data. The creation of a
brain tissue material properties database would provide a global picture of brain tissue
mechanical response and further the understanding of why there are such large variations
in reported material properties and stress-strain response. A brain tissue database would
ideally be interactive and easily accessible by researchers. An interactive database would
allow users to select which properties to interpret which could reveal previously unknown
and unexpected relationships [57]. By allowing the database to be open access, the
discovery of knowledge of brain tissue biomechanics cannot be limited to a few people,
and can provide transparency in brain tissue mechanical testing.
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