Memory contains vital information about the current state of a system such as processes, network connections and opened files. The contents of a file can be reconstructed from memory either by following the Operating System's data structures (which might not be always available) or by carving data based on the file's internal structure. Unfortunately, the problem gets more complicated when carving several files with the same internal structure that happen to coexist in memory. This paper carves chunks of a certain file type from memory and employs clustering techniques to distribute these chunks into their corresponding files. As a running example, we carve and cluster different PDF files. The paper employs the wording similarities among related portions and shows that the Hierarchical clustering algorithm facilitates grouping of the recovered text pieces within an adequate accuracy.
Introduction
The technology revolution that contributes to the development of our life has been targeted by perpetrators to illegally invade our assets. The increasing rate of cybercrimes emphasizes the importance of digital forensics in crime investigation [1] . Security engineers put endless efforts to countermeasure cybercrimes 1 , 2 . However, perpetrators might find their ways in.
Digital Forensics (DF) helps the investigation process to prove the guiltiness of the perpetrators or malicious persons. Digital Evidence (DE) is what a Digital Investigator (DI) seeks to extract. For example, this type of DE was used to apprehend the criminal that put a collar bomb on a high school student in Australia 3 . DF examiners recovered the criminal's name (DE) from documents on a USB drive draped around the victim's neck. This DE can be sought in different digital media such as Hard Drive, network traffic, and RAM [2] . Even though it is volatile, RAM embodies important information about perpetrators' activities [3] [4] [5] ; one of which is the files that are currently open.
File recovery and carving are popular approaches used in DF to reconstruct files [6] . File recovery techniques utilize the metadata of the underlying file system to recover files. However, such metadata is not always available. Consequently, file carving techniques utilize the internal structure of the file itself rather than the metadata. Even though file carving techniques exist for the Hard Drives [7] , we believe that file carving in RAM is still challenging and needs more attention [8] . This challenge is twofold: first, whatever resides from an open file in RAM ought to be scattered due to the internal functionality of the operating system's paging technique. Second, multiple files of the same type can be opened simultaneously; making parts of them all sit in RAM [9] . Carving such contents into one big random file puts extra burden on the DI to analyze. Hence, there is a compelling need to 1 Internet Crime Complaint Center (IC3), www.ic3.gov 2 European Cybercrime Centre (EC3), www.europol.europa.eu 3 The Collar Bomber's Explosive Tech Gaffe, www.pcworld.com
Carving and Clustering Files in RAM for Memory Forensics 697 cluster the carved contents and reconstruct the original files. We observe that data in a carved file segment will probably share some similarity with other segments that belong to the same file and should eventually "be stuck" together.
In this paper, we propose a new approach for carving multiple PDF files based on their internal structure. This is possible because a PDF file basically consists of several objects, each of which has start and end marks that distinguish it. Carving a single PDF file based on its structure is not new [10, 11] . Previously, we investigated the process of identifying and locating the objects of one PDF file in RAM (when only one PDF file is opened).
However, this paper explores and evaluates the process of acquiring various objects that belong to different PDF files that are opened and used simultaneously on the same machine. It employs text clustering techniques to separate and recombine various fragmented text that are recovered from the RAM of the target machine. Our extended goal is to carve multiple PDF files that happen to co-exist in the RAM of a perpetrator's machine. This paper
tries to answer the following question: How is it possible to carve and separate the remaining textual contents of multiple PDF files in RAM?
In order to validate the proposed approach, two different experiments are designed. First experiment builds a trust base on clustering techniques that can be used. We evaluate two of the most widely used text clustering algorithms: the Simple K-Means and the Hierarchical clustering algorithms.
These algorithms are applied independently on the same dataset of PDF objects. The default distance function (Euclidean) is used. A comparison is made to evaluate the clustering techniques. The second experiment aims at DF practices. It targets PDF files that are opened by a perpetrator; it utilizes the preferable text clustering settings that are identified during the first experiment and applies them on a DF case. This experiment carves objects of different PDF files from RAM dumps during three different scenarios. The first scenario represents the RAM state while the PDF files are opened, whereas the second and third scenarios represent the RAM state after closing Ziad A. Al-Sharif et al. 698 these files; one depicts the RAM state immediately after closing these files and the other depicts the RAM state after 10 minutes from closing the same files.
The rest of this paper is organized as follows: Section 2 presents the background knowledge necessary to introduce our used methodology. Section 3 presents our research methodology. Section 4 describes the two different experiments that are used to validate our methodology. Section 5 presents our results. Then, a combined discussion is presented in Section 6. Section 7 highlights some of the related works whereas Section 8 presents the limitations of our approach and explains our future works. Finally, Section 9 presents our conclusion.
Background
This section presents the basic structure of a PDF file. This structure is used during the carving process. Then, it discusses file carving and how it is different from file recovery. Finally, it presents some of the text clustering techniques that are used in this paper.
PDF file structure
The popularity of PDF files is growing. Its portability across a diverse set of platforms makes it one of the most widely used document file formats 4 .
Usually, a PDF file contains texts, bitmap images, vector graphics, and possibly many other multimedia elements 5 . Figure 1 presents a sample of a PDF file structure that only contains the "Hello World" text in one textual object and other formatting objects. The figure shows that a PDF file structure has four parts, as described below.
Header
It is the first part of the PDF file. It is written as a line preceded by a comment sign (%) and it determines the version number of the PDF document. For example, % PDF-1.4, represents the header of the sample PDF file presented in Figure 1 . The next line of a PDF file often has ASCII characters indicating to some PDF readers that the file has binary data. Notice that #1 of Figure 1 has an empty second line, which indicates that this PDF example has no encoded data; it is merely a stream of textual data ("Hello World") that is not encoded.
Body
It is the part in which all PDF objects are organized. These objects form the document's pages and all other data (texts, annotations, images, and fonts). Some of the non-display objects may be included in this section. For example, some objects may describe the security level used in the document such as the password, while other objects may describe the implementation of the document's general layout. See #2 of Figure 1 . 
Cross-reference table
It is also known as the xref table. It is the only part of a PDF file with a fixed format that enables a random access to all objects in the PDF file. In order to be randomly accessed, all objects in the body section should have a reference in the xref table. A single object is referenced by an entry of exactly 20 bytes long including the end of line marker, each of which has an offset and a generation number. This generation number represents the number of times that the referenced object has been freed. It is followed by the letter f or n to state whether the object is free or in use, respectively. Objects' references are consecutively encapsulated in one section. If the PDF file has never been updated, the xref table contains one section only. Once a change is occurred, a new section is added at the end of xref table declaring a reference to the change. For example, if an object is deleted, the deleted object is marked by the letter f and its generation number is increased. Physically, if the object is reused again, the letter is reversed back to n, which is also associated with another increase in the generation number. See #3 of Figure 1 .
Trailer
It allows PDF readers to rapidly locate the xref table and some special objects such as the root object. Hence, a PDF reader is a program that begins the reading process from the end of the file that has end-of-file marker %EOF on the last line of the PDF file. This special marker is preceded by the offset of the xref table, which should be read next. The trailer section is of type dictionary. Its contents are specified between two double angle brackets as key-value pairs. See #4 of Figure 1. 
File carving and file recovery
Modern operating systems provide abstractions, through which end users can easily interface with storage media. Information about files in a given file system are called metadata, which is stored in a special structure such as the i-nodes in UNIX-based systems. File recovery uses this information to reclaim files. In most file systems, when a file is deleted, a flag in its metadata entries is modified; called logical deletion [12] . This leaves the file's content without any modification until a new content is written over by another process [13] . However, whenever the file system is damaged or deleted, the file format and structure can be utilized to reclaim its contents [14] . This process is called file carving. The file's internal structure provides a set of markers that define its various blocks and the type of their contents. File carving is a challenging process; especially when it deals with fragmented files, in which the sequences of blocks are allocated to different file types. This paper uses the standard structure of PDF files (the physical file structure) to carve textual objects of multiple PDF files from the RAM of a criminal's machine, then it applies an automated text clustering algorithm to separate these carved objects based on their originals.
Text clustering
Text clustering aims at grouping various text instances based on the similarities of their contents. Similarities are captured by applying some distance functions [15] . The primary factor affecting the clustering results is the dataset characteristics and the selection features that describe the documents. Current advanced digital forensic approaches adopted text mining and clustering techniques in their process [16, 17] . This paper utilizes text clustering after carving fragmented PDF objects of multiple PDF files from the RAM of the target machine (computer). Based on this application domain, we evaluate two of the most commonly used clustering algorithms.
Simple K-Means clustering
This algorithm is a centroid-based clustering technique. It uses the Euclidean distance to partition the dataset into subsets (clusters). This technique relates to the Nearest Neighbor technique used in machine learning for data classification [17] . This clustering algorithm is well known for its simplicity and effectiveness. However, the quality of its result is highly affected by the initially picked centroid.
Hierarchical clustering
It is a connectivity-based clustering technique. It builds a tree-like structure based on the similarity measurement between two clusters. The leaf nodes of the tree represent the documents whereas the intermediate nodes represent the merged clusters. It utilizes an agglomerative algorithm, in which each best similar pairs of documents are merged into a higher level.
The merging iterates bottom up until no more merging is possible [18] . The experimental domain of this paper evaluates the Hierarchical clustering with three different linkage rules: Average, Mean, and Ward.
Document representation
Text documents are often described by their terms ( ) T as a bag of words [19] 
The increasing size of documents broadens the dimensions of the vector space. This representation affects the clustering algorithm in terms of time, space, and accuracy. Feature selection and reduction techniques are used to decrease the number of dimensions and make it more manageable. Such techniques return the most useful subset of terms; redundant or irrelevant terms are ignored. This operation is performed because these terms do not provide useful information in the clustering operation.
Similarity measures
It describes the closeness or separation between two target instances.
Generally, this measure computes the similarity between pairs of instances and maps it as a single numeric value, which relies on two factors: the two instances' characteristics and the measure itself. Different measurements can be used in text clustering. We applied our experiments based on default distance (Euclidean); it is the only distance used by the Simple K-Means 
, 
This linkage keeps track of the summation square between two clusters. It aims at minimizing the increase of this summation as much as possible. Initially, the sum of square for first merging is zero [18] . This sum starts to increase based on the formula of the Ward rule that is described in Equation 6 . The j m is the center of cluster j, and j n is the number of points in it. Δ is called the merging cost of combining the clusters A and B:
Methodology
We assume the extreme condition that no metadata is available to recover these files in RAM. This assumption is actually reasonable because the metadata can be overwritten in practice. Consequently, carving PDF files by utilizing their internal structure is valuable and, in many scenarios, the only option. A PDF file mainly consists of several objects that can be uniquely identified by surrounding markers, which can be simply used to identify these objects. However, such objects might have come from several files. Thus, identifying the original files that these objects come from is challenging. This paper overcomes this challenge by utilizing clustering techniques that resort these objects to their origins. Figure 2 shows our investigation model that is further illustrated in the following steps. Step 0: Creates a RAM dump, which is a bitby-bit copy of the RAM of the target machine.
Step 1: Carves PDF's textual objects from the RAM dump. Steps 2 and 3 prepare objects for the clustering process; these steps are explained in Algorithm 1.
Step 4 applies one of the text clustering algorithms to resort these carved data into their originals.
Step 1: Carving PDF objects
Many tools and methods can be used to create and analyze memory dumps. We obtain the target memory dump of a Virtual Machine (VM) created using Oracle's Virtual Box 6 . Then, the RAM pages are investigated to carve PDF's textual data objects, see Figure 2 . PDF objects are carved for a group of PDF files, which are used by the user and have their footprints in the RAM of the target machine. The regular format of the PDF objects facilitates the carving process. A pool of all PDF objects is created for further analysis.
Step 2: Extracting textual data
Recovered objects are analyzed further to determine whether it contains textual data or not. Often, this step requires the decoding of object's stream.
The type of a filter can be determined by looking at the Filter entry of the object that holds the compressed stream. However, in a RAM memory dump, it is unlikely to have a complete physical and/or logical structure for the target PDF file. Furthermore, in the case of opening more than one PDF document at the same time, objects from different PDF files will be indifferent RAM pages, it becomes difficult to identify the logical structure of a particular PDF file without the help of the operating system.
Step 3: Text segmentation and correction
The 
Step 4: Clustering
Text clustering techniques are used to group the text instances (textual data) based on their contents. The basic idea we are following is that text instances of similar content are likely to originate from the same PDF file. We investigate various parameters and rules on two of the most popular clustering algorithms: Simple K-Means and Hierarchical clustering. These two algorithms are applied with their default distance function (Euclidean).
Additionally, in order to validate our results, we use two essential evaluation metrics that are commonly used for text processing. First, the Macro-Average Precision, which is the average of precision that is defined based on Equation 7 , where Precision is the fraction of the retrieved instances that are relevant to a given set, True Positive (TP) is the set of instances that are assigned correctly to a given set and False Positive (FP) is the set of instances that are incorrectly assigned to that set. Second, the Macro-Average Recall, which is the average of recall that is defined based on 
.
Experiments
Our methodology consists of two parts: being able to extract PDF objects from RAM and being able to cluster them correctly. In order to validate our methodology, we design two experiments. The first one is to validate the clustering part (given a set of objects taken from multiple PDF files, how effective can we cluster them?), while the second one is to validate the objects extraction from RAM. More details about these two experiments follow.
Experiment #1
This experiment is designed to verify the ability to extract and cluster objects of multiple files. In order to increase the difficulty level of the clustering process, all PDF files are chosen so that they share a common subject. We use 50 PDF files that are randomly obtained from a conference proceeding 8 
Experiment #2
This experiment is intended to utilize the results obtained from Experiment #1 on a digital forensic application that targets the volatility and randomness of data in RAM. We intend to verify the ability to carve PDF objects from a memory dump, extract their textual data, and finally separate them into clusters, each of which represents a large part of the original PDF file. A Windows 7 Virtual Machine (VM) with 512 MB of RAM is used. The VM is created using Oracle's Virtual Box. 
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Five different PDF files of different subjects are opened. Information about these files is presented in Table 2 . A RAM dump is created for the following three different scenarios:
• Scenario 1 : the dump is taken while the five PDF files are opened.
• Scenario 2 : the dump is taken right after closing the five PDF files.
• Scenario 3 : the dump is taken after 10 minutes of closing the files. Algorithm 3 shows the details of this experiment, it also uses Algorithm 1 to prepare the carved objects for the clustering process. For each RAM dump, we identify PDF objects and extract textual data from their streams. Extracted text is collected in one pool of plain text files; each of which represents the contents of one stream. Then, the Hierarchical text clustering algorithm is applied on this pool. The results are presented in Subsection 5.2.
Results

Results from Experiment #1
This section presents the results obtained from clustering PDF objects of 50 files. A comparison between two of the most common clustering algorithms (Simple K-Means and Hierarchical clustering) is conducted. The Weka tool 9 is used for this experiment and both algorithms are used with 
Linkage Rules: Average vs. Mean vs. Ward
Further experiments are applied on the Hierarchical clustering algorithm to identify the best linkage rule to be applied on the pool of objects. The results show that the Ward rule is better than the other two: Average and Mean. Table 4 Table 4 shows the recall of the clustering process for these three linkage rules. The values range from 0.656 to 0.817, from 0.791 to 0.908, and from 0.847 to 0.986 for the Average, Mean, and Ward rules, respectively. This means the Ward beats the other two rules in terms of the recall too. The results show that 500 and 1000 are better than 100 as the pool size is increased. Table 5 presents the precision of the clustering process for each pool. The values range from 0.626 to 0.974, from 0.882 to 0.987, and from 0.894 to 0.988 for WKV of 100, 500 and 1000, respectively. Also, Table 5 shows the values of the recall of the clustering process for the WKV of 100 range from 0.583 to 0.972, whereas these values range from 0.847 to 0.986, and from 0.821 to 0.986 for the WKV of 500 and 1000, respectively. It is clear that the clustering results can be improved by increasing the WKV, especially on bigger datasets. 
Results from Experiment #2
This section presents the results of carving and clustering objects of five PDF files that are obtained from a RAM dump on three different scenarios, each of which is repeated five times (five runs). Table 6 shows that an automated process can cluster and separate textual data objects based on their original PDF files. In Scenario 1 , the results of clustering algorithm show that the precision and recall are 0.977 and 0.966, respectively, whereas, in Scenario 2 and Secenario 3 , the precision and recall are both 1. It is experimentally clear that the Hierarchical clustering algorithm is useful when it is used to separate textual data objects that are carved from RAM. 
Discussion
This section presents a combined overview for the obtained results. In the first experiment, 50 PDF files are taken of the same topic, which would Ziad A. Al-Sharif et al. 716
be a challenging case to the clustering technique; assuming that similar topics would increase the correspondence between the recovered textual streams and it would negatively affect the precision and recall of the clustering results. Thus, the binary representation of each PDF file is analyzed and the textual data objects are extracted. The total number of resulted text files from all 50 PDF files is 645, which is the size of our final set ( ).
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The size of generated text files ranges from 1 to 9 KB and their number in each cluster ranges from 7 to 16. Table 3 clearly shows that the Hierarchical clustering outperforms the Simple K-Means in both precision and recall. This means that Hierarchical clustering would serve our application domain better than the Simple K-Means algorithm. Additionally, Table 4 clearly shows that the Ward rule produced better results over the other two rules, whereas Table 5 shows the impact of WKVs on the clustering results, in which the 500 and 1000 values have very close results, and they outperform the 100.
Consequently, we selected the Hierarchical clustering algorithm for executing Experiment #2, in which we opened five different PDF files. Then we created corresponding memory dumps during three scenarios. The total number of objects for the five files is 1038, in which there are a total of 82 textual objects, see Table 2 . The numbers of successfully carved textual data objects for each scenario during five different runs are presented in Table 6 . After collecting a combined set of all textual objects from each memory dump, the Hierarchical algorithm is applied on each set. The results are highly promising to the DI. However, some of the factors that may helped us obtain very good results are: (1) this set is smaller than the sets used in the first experiment and (2) the used PDF files in the second experiment are of different themes (topics), which reduced the similarities between their terms.
Related Work
Technological digital advances provided a new platform for perpetrators to invade our private life and to attack us quietly with their various malicious activities [20] . In general, some researchers have put dedicated efforts to establish and exploit the multi-disciplinary of digital forensic process model [21] , while others are dedicated to investigate the potential of anti-forensics tools and techniques [22, 23] .
In order to overcome this new type of crimes, the DF of computer systems and their storage devices are emerged [24] . Often, researchers are focused on employing and integrating new automated methods and tools into the DF investigation process such as data mining, clustering, and machine learning techniques that would facilitate the investigation process of a particular kind of artifacts [16, 17] . For example, text clustering has proved its influence in forensic area; in particular, researchers in [25] provided a document clustering experiments for files, which consists of unstructured text. Additionally, researchers in [7] presented an enhanced classification method to overcome the compound file problem using the context-based block classification scheme suitable for hard drives.
Recently, memory forensics has evolved as a major part of digital forensics [3, 26] . It targets the investigation of the volatile nature of the RAM (main memory). RAM analysis has evolved from simple string scanning to building dedicated tools and techniques. Since then, researchers are benefiting from the vital information that can be available in RAM [2] . Some researchers are focused on the memory acquisition techniques [27] while others are focused on the emerging platforms and computing domains. For example, researchers in [28] proposed a hardware virtualization to facilitate a lightweight live memory forensic approach, in which they proposed on the fly virtualization environment that allows the migration of virtual machines without modification or termination. Others have addressed the general forensic challenges and proposed solutions based on the cloud computing environments [4, 29] . Additionally, the emerging spread of mobile devices and their applications put more pressure on researchers to investigate the potential forensic artifacts that can be found in their RAM [30] and the cache of their applications [31] .
On the other hand, some researchers have dedicated their efforts to investigate particular files in Hard Drives such as multimedia files of images, Ziad A. Al-Sharif et al. 718 audios and videos [14, 32] . However, to the best of our knowledge, no previous work has tackled the problem of file carving in RAM. Additionally, this paper addresses a more challenging problem where carving multiple files of the same type is required. In this research, we believe that whenever the file system is damaged or deleted, the file carving techniques can be used to recover the maximum amount of data from the RAM memory by means of file carving methods and clustering techniques. We target the simultaneous use of multiple PDF files and we investigate the data recovery of their contents from RAM. Such DE would help DIs prove that the file is actually used and opened on that target machine.
Limitation and Future Work
The research presented in this paper adds to the investigation techniques that can be used by DIs. However, it endures some limitations. In particular, in all three scenarios, we were able to successfully carve about 50.24% to 46.34% of the original textual data objects that were found in the original five PDF files. This means that the object carving process from these memory dumps is not 100% perfect. This can be justified based on different reasons, one of which is that these objects might not be available in RAM when the image is created. Another reason is that part of these objects might be scattered over multiple and non-consecutive RAM pages. Whereas, in our approach we were concerned with textual objects that can fit in one RAM page or maybe scattered over multiple but consecutive pages; we searched these pages only for complete textual data objects. PDF RAM pages that are scattered over non-consecutive pages are left for future work. For this point, various techniques can be used as a solution; the most suggested method is context-block based classification [7] . Additionally, the methodology used in this paper targets only the textual data objects of PDF files. Whereas, PDF files often include other objects such as images, part of our future work is to extend our methodology to incorporate non textual data into the evidence collection process (carving and clustering process). Furthermore, our investigation model targeted the normal use of the average PC users. Hence, we intend to investigate the applicability of the approach on a cloud environment where the number of users and the available resources are relatively huge.
Conclusion
The increasing rate of cybercrimes emphasizes the importance of digital forensics in resolving crimes. Extracting digital evidence from the device involved in committing a crime is necessary to prove the guiltiness of a criminal. While seeking digital evidence in various devices is necessary to prove the guilt of the accused, inspecting the volatile memory or RAM of a machine is not of a less importance. RAM contains vital information about the current state of a system. In particular, when metadata is not present, file carving in RAM is a special challenge because of the almost random distribution of files over RAM frames. Opening different files that have the same format (type) complicates the situation even further. Carving such contents alone can be insufficient to establish the evidence in the court of law. This paper enhances the carving process of a certain file type by clustering means, which are used to group carved chunks into clusters (eventually files) based on similarity features. Due to the wide spread of PDF files on different platforms, our experimentation assumes that multiple PDF files have been opened in a specific machine, then most probably their contents will be almost randomly scattered over different RAM frames. We validated our clustering approach on different sets of PDF files before applying it on a digital forensic case. Our validation process included the experimentation with two of the most popular clustering algorithms. Results show that the Hierarchical clustering outperforms the K-Means algorithm. When the Hierarchical algorithm is applied using the Ward rule and WKV greater than 500, it gives the best clustering results; validated by the MacroAverage Precision and Recall. It allows the grouping of the extracted file segments into their originals. We conclude that employing clustering methods can be used to increase the suitability of the digital evidence and reduce the burden on DIs.
