The primary objective in calibrating ultrasonic transducers and measurement systems is to ensure the interchangeability of data. Thus, one wishes to create a situation in which experimental results, e.g. A-Scans or C-Scans taken at one time and place, can be directly compared in a quantitative sense to similar data taken at another time and place. The presently available tools are not sufficient to this task. As noted by Burley [1], there has been no single type of calibration standard that is suitable in all ultrasonic applications and inspection procedures. Instead, there is a wide range ofreference standards that are used in different situations to calibrate transducers and measurement systems. Although these have served the community well in bounding the results which can be obtained by different systems, they do not ensure uniformity of results. A striking example for the case of eddy currents can be found in An important contributor to this difficulty is the fact that the basic philosophy of our current calibration procedures was set several decades ago. Since that time, there have been major advances in instrumentation, including the wide-spread use of digital hardware, and significant advances in our theoretical understanding of the fundamental physical processes governing flaw responses. This suggests that it is time to reexamine the calibration problem. This papers summarizes some recent strategies that have been developed in the research laboratory which the authors believe lay a foundation for improved calibration procedures in the future.
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MODEL BASED CALmRA TION APPROACHES
In a model based calibration approach, one utilizes physical understanding and computational capability to quantitatively characterize the measurement system as a step towards increasing the transferability of the data which it records. An early step in this direction was taken by Tittmann et al. in 1977 [3] . They proposed the use of a Characteristic Ultrasonic Function, patterned after radar approaches, which quantitatively linked the signals observed in a calibration experiment to physical attributes of the measurement system and the known reflecting object (scatterer). The major idea was that. in order to show that a system was properly calibrated, it was necessary to deduce from the experiment an absolute property of the scatterer known as its "scattering amplitude" which could be directly compared to theory. A successful comparison, with no adjustable parameters, would indicate that the calibration had been done successfully and that the system was qualified for quantitative measurements. It was proposed that the scatterer be a spherical cavity, placed in the far field of the probe, which would have the advantages of (a) a well known theoretical response, (b) the ability to be fabricated by diffusion bonding approaches, and (c) insensitivity to misorientation of the transducer.
Subsequent advances increased the practicality of this approach. In 1979, Auld described an electromechanical reciprocity relation [4] which provided a formalism directly relating observed electrical signals to the scattering properties of a flaw. In 1983, Thompson and Gray introduced the Ultrasonic Measurement Model, built on Auld's work, which provided an explicit expression relating the voltages observed at the port of a transducer to various attributes of the measurement system, the part geometry. and the properties of the scatterer [5] . Figure 1 shows the configuration treated by the measurement model. In an immersion configuration. the effects of propagation from the probe to the part surface. the transmission through that surface. the continued propagation to the flaw. the scattering. and the return processes are all explicitly included. The governing equation. which follows. may be considered as a generalization of the Characteristic Ultrasonic Function approach of Tittmann et al. The electrical reflection coefficient. as observed at the ports of the transducers. is found to be given by
where {J is a measure of the transducer response. to be discussed below. TOI is the liquid-solid interface transmission coefficient. C accounts for the effects of diffraction and focusing on the fields as described by a beam model. P is a propagation factor describing phase delay and attenuation. A is the scattering amplitude of the flaw. k is a wavevector. a is the transducer radius. p is the density. and v is the wave speed. Subscripts 0 and 1 refer to the liquid and solid while subscripts a and b refer to the two probes. In a pulse-echo measurement. probes a and b are taken to be identical. In the derivation of this particular form of the measurement model, it is assumed that the flaw is small with respect to beam size so that it is essentially illuminated by a plane wave. However. this assumption is not essential to the approach being described.
With the exception of {J. all of the factors in Eq. (1) are generally known or computable using well established algorithms in terms of the properties of the measurement system. the material component. or the flaw. However. this is not generally the case with {J. which is controlled by details of the transducer and its coupling to the electronics which, as discussed in the next section. are generally not known. Therefore. {J must be determined in a reference experiment. which is described by an equation similar to Eq. (1). but with all of the factors known. In particular. the scattering amplitude is replaced by the known response of the reference reflector. Given such data. it is possible to eliminate {J from Eq. (I).
For example. for the case of calibration from a back surface reflection as shown in Fig. (2) . the result after this elimination has the form (2) where Rll denotes the reflection coefficient at the back surface of the reference sample. An important property of this equation is that, once the calibration has been completed, a quantitative prediction of the signals that would be observed in any material can be made. Changes in material enter through the interface transmission coefficients, T, the diffraction factors C, and other places. However, these are able to be directly calculated quite rapidly with modem computers.
As derived, Eq. (2) pertains to the electrical reflection coefficient as observed at the ports of the transducer. However, it is a relatively simple matter to show that, in this form, r can also be interpreted as the voltage observed at a receiver such as an oscilloscope, since the conversion factors are the same in the scattering and reference experiments.
THE SIGNIFICANCE OF f3
The factor f3 describes the crucial link between the electrical measurement system and the component under inspection. As shown in Eq. (3), f3 contains information about both the efficiency and phase characteristics of the transducer. In principle, f3 could be computed from a detailed knowledge of the materials used to construct the transducer, the electrical system used to drive it, and the acoustic medium into which it is radiating. However, depending on the level of rigor, such calculations can be quite complex, and imperfect fabrication might render them inapplicable to individual probes. Hence, f3 is viewed as a parameter to be determined experimentally during a calibration. The proper determination of f3 thus is a crucial step in making quantitative, and hence transferable, ultrasonic measurements
In the design of transducers and measurement systems, the situation can be somewhat different Here it is often useful to represent the ideal transducer by an equivalent circuit such as the Mason model, the KLM model, or various matrix descriptions. Then, an important step in the design of the electronics is to ensure that f3 is insensitive to modest variations in the behavior of particular electronic components or in the piezoelectric properties of the material in the probe. Although quite important in the design of systems for quantitative measurements, these issues will not be discussed further in this paper.
CHARACTERIZATION OF THE RADII AND FOCAL LENGTHS OF PROBES
Before f3 can be determined, it is necessary to know the probe's geometrical parameters such as its radius and focal length, quantities which can differ significantly from the nominal values stamped on the case. These are essential to the evaluation of some of the factors in Eqs. (1) and (2) D, and hence to the experimental determination of /3. Two approaches which have been used at our laboratory to determine these effective parameters are discussed below. In each of these, one measures an aspect of the beam pattern radiated into water. Predictions of the theory for the radiation of a piston source is then fitted to this data in a least squares sense, with the transducer radius and focal length as adjustable parameters. This process is repeated for multiple frequencies within the bandwidth. The outputs are effective radii and focal lengths, as a function of frequency. It should be emphasized, however, that the focal length so determined is the geometrical focal length, F., i.e. the distance at which rays leaving the transducer face would intersect in the absence of diffraction (beam spread). This is always somewhat greater than the distance to such field features as the maximum on-axis pressure. It is the geometrical focal length that is of interest since this is an input parameter to the beam pattern calculations from which the diffraction related parameters C and D are computed. Figure 3 presents an example obtained when the data is a set of transverse scans at various distances from the probe [6] . This particular 10 MHz probe had manufacturer specified values ofF=7.62 cm (3in.) and a=0.476cm. As shown in part (a), there were significant differences between the radiation patterns in various planes as observed and predicted using these parameters. Part (b) shows the much better fits that were obtained using the estimated parameters ofF.=13.47 cm and a=0.451 cm. Table I shows how these effective parameters varied with frequency. Table II makes a similar comparison, at the center frequency. for two other probes examined in the cited study. The significant increase in the difference between the geometrical focal length determined in the calibration and the manufacturer's nominal focal length as frequency decreases in possibly a consequence of the greater role of beam spread at the lower frequencies. An alternative approach is based on axial scans of the radiated fields [7] . Figure 4 presents data for two probes, purchased to the same specifications (10 MHz, 1 inch diameter, 8 inches focal length in water) from two vendors. The fact that the probes have different effoctive parameters is evident from the raw data. One learns that there is nearly a 3 inch difference in the geometrical focal lengths of the two probes. Again, the probe parameters are found to vary with frequency, as shown in Fig. 5 .
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CHARACTERIZATION OF THE f3 OF MEASUREMENT SYSTEMS
Given the effective probe parameters, it is possible to determine f3, which will depend on the measurement system coupled to the probe. As noted above, several geometries might be employed for the reference experiment, as sketched in Figure 6 . Figure 7a illustrates that essentially the same value of f3 can be obtained for each case, while Fig. 7b shows that, when using a front surface signal, the answer is essentially independent of the acoustic properties of the reflecting material. Both of these results illustrate 
CONCLUSIONS
Model based calibration procedures provide a rigorous approach to making quantitative, and hence transferable, measurements. By using this approach in the research and development laboratory, it is possible to relate measurement results to fundamental quantities such as scattering amplitudes of flaws.
The central parameter is the factor f3, which describes the efficiency and phase response of the transducer. This, in tum, depends on the equivalent circuits of the probe and the driving electronics.
Measurement procedures exist for determining f3 in a transferable way, with the flfSt step being the determination of the effective radius and focal length of the probe, as a function of frequency.
In contrast to the above practice that is readily implemented with today' s laboratory equipment, field practice is considerably different. This is in part a consequence of the fact that the concepts and procedures used today were conceived at a time in which the limitations of analog electronics were a major consideration. However, current advances in digital electronics and modeling should allow us to incorporate much of the research practice into field procedures. For example, one should be able to store full calibration waveforms and measurement parameters in file headers, information that is the starting point for measurement model based approaches. It thus appears timely to reexamine our calibration procedures with a goal of making modifications that will allow the absolute intercomparison of data. It should be cautioned, however, that extensions of the above laboratory practice to address such issues as linearity, dynamic range, signal-to-noise ratios, etc. is needed to address the full range of practical questions associated with implementation in the industrial environment.
