Abstract. A new family of Dirichlet series having interesting combinatorial properties is introduced. Although they have no functional equation or Euler product, under the Riemann Hypothesis it is shown that these functions have no zeros in Re(s) > 1/2. Some identities in the ring of formal power series involving rook theory and continued fractions are developed.
Introduction
One of the most mysterious functions in analysis and number theory is the Riemann Zeta function:
where q 1 = 2, q 2 = 3, is the sequence of prime numbers. In his great paper of 1859, Riemann conjectured that ζ(s) = 0 for Re(s) > 1/2. This is now known as the Riemann hypothesis (RH for short) and is perhaps the greatest unsolved problem in mathematics.
In the author's dissertation [Ha1] , the coefficient of n −s in (ζ(s) − 1) k was shown to have an interpretation in terms of combinatorial rook theory. More recent work [Ha2] has led to the investigation of a set of Dirichlet series with peculiar "pseudo Euler products". The simplest of these is ζ 2 (s) = One of the equivalent forms of the RH is that the function M (x) (defined as n≤x µ(n)), is O(x 1/2+ ) ∀ > 0 [Tic, p.370] . We show this implies the same estimate holds for n≤x µ 2 (n):
Theorem 1.2. Under the RH,
Some unanswered questions are whether or not the assumption n≤x µ 2 (n) = O(x 1/2+ ) ∀ > 0 implies the RH, and if the line Re(s) = 0 forms a natural boundary for ζ 2 (s).
Actually Theorems 1.1 and 1.2 have much more general versions, that hold for any of our class of Dirichlet series (which arise from more complicated continued fraction structures known as branching continued f ractions, and which have an interpretation in terms of rook theory).
Remark on notation. q i will always denote the i
th largest prime, but many of the theorems in this paper also hold true if we replace q i by some arbitrary permutation of the primes. So p i will denote the i th member of some ordering of the primes p 1 , p 2 , . . . , where each prime occurs once and only once in this list. Throughout the article σ denotes Re(s). LHS and RHS are abbreviations for left hand side and right hand side, respectively.
Combinatorial Properties
In this section we define the functions ζ r (s) and list the combinatorial identities which they satisfy, putting off the proofs until section 6. For r ≥ 1, set ζ r (s) = 
provided σ > β, where β is the real solution to the equation p p −β = 1. Note that β < 2. Thus ζ r (s) converges for σ > β r , for some β r satisfying 1 ≤ β r ≤ β (section 3 contains more on β r ). All of the combinatorial properties of ζ r (s) listed in this section hold for sure if σ > β. Some, such as the product identity for ζ r below, hold for σ > 1.
Pseudo Euler product.
As mentioned earlier, ζ r (s) has a factorization, into generalized continued fractions, for r > 2 as well. For example,
) .
Here each term branches into 2 new terms, and in general ζ r (s) has a product where each term branches into r − 1 new terms
It is easy to describe the coefficient of n −s in ζ r (s) −1 . Define µ r (n) as follows:
Theorem 2.1.
Corollary 2.2. ζ r (s) has an analytic continuation to the line σ = 1, and is zero free for σ > 1.
Proof of the Corollary. Since n µ r (n)n −s converges absolutely and hence uniformly on compact subsets of σ > 1, it represents an analytic function throughout that region. This function agrees with ζ r (s) −1 for σ > β, so by uniqueness of analytic continuation also agrees with ζ r (s)
Some other combinatorial properties of interest:
where b = b(n) = min νi>0 i. The first identity holds as long as ζ r (σ) < 2.
Domain of Convergence
In section 2 we mentioned that the series representation for ζ r (s) converges for σ > β. In this section we show ζ 2 (s) converges for σ > 1, assuming we are dealing with the canonical ordering of primes q 1 = 2, q 2 = 3, et cetera. Using the trivial estimate n k ≤ 2 n , we have b,c,d,e,. .. 
The sum on the right can be evaluated by setting r = 2, x = −1,
, and x j = 0 for j > 4 in Theorem 6.2 (proved in section 6). The result is that for σ > β,
If the LHS of this equation were to approach a pole, the denominator of the RHS would have to approach zero. Graphing it on a computer, we find that the denominator is positive for σ > 1 (and first becomes zero around σ = .97), and so the LHS converges for σ > 1. Since
and since the product on the right converges for σ >1, we see that the domain of convergence for ζ 2 (s) is σ >1.
For r > 2, ζ r (σ) does not converge for all σ > 1 since
which has a pole in σ >1 since 1/2 + 1/3 + 1/5 > 1. For some values of r, a better upper bound than β for the domain of convergence of ζ r (s) can be obtained by extending the argument given above for ζ 2 (s).
Analytic Continuation
Theorem 4.1. Set
Then C i (s) can be analytically continued to the line σ = 0.
Proof. First a lemma:
where 
since 2 m is an upper bound for the number of solutions to
Continuing with the proof of Theorem 4.1, fix δ > 0, and choose N big enough so that j ≥ N implies p δ j > 9 and also N ≥ i. By Corollary 6.6, for σ sufficiently large,
Hence C N (s) is the exponential of a bounded function in σ > δ. Since C i (s) can be expressed as a rational function in C N (s)-for example,
-we see that C i (s) is a meromorphic function in σ > δ for any δ > 0 and thus for σ > 0.
Remark. This proof can easily be modified to show that the branching continued fractions occurring in the product formula for ζ r (s) can also be continued to the line σ = 0. It is not clear whether they can be extended beyond σ = 0.
Proof. If i = 1, the product in question is the exponential of a bounded function and is thus zero free. So assume i > 1. As is well-known, the finite continued fraction
can be written as
where E 2 is a certain polynomial (the exact definition of E 2 follows Theorem 6.1). Note that for j ≤ i − 1, C j (s) can be written as the finite continued fraction
Since C i (s) is zero free and bounded for σ > δ, the theorem follows.
Call a permutation p 1 , p 2 , . . . of the primes bounded if p j = q i implies |j − i| ≤ B for some constant B and all i, j ≥ 1. Before proving this we list some consequences of Theorems 4.1, 4.3, and 4.4.
Corollary 4.5. By the analytic continuation of ζ(s), ζ 2 (s) extends to a meromorphic function in
Since s = 0 is a limit point of poles, it is an essential singularity of ζ 2 (s). Similarly, any point on the line σ = 0 is a limit point of zeros of the term 
and show that
which is a product of ζ functions modulo some bounded terms. Fix δ > 0 and choose an integer
δ > 8, and for j > N 0 , C j (s) = exp(f(s)) with f (s) bounded in σ > δ (as we did in Theorem 4.1). For σ sufficiently large,
Next we consider the terms inside the exponential on the RHS of (1) satisfying 2 ≤ ω(n), 1 < ν(n) < N 1 . Let us start with ν(n) = 2. The term in question is
can be continued to the line σ = 0, where it has a natural boundary [Tic, p.215] ). Thus
By considering the real and imaginary parts of q s j , and using the mean value theorem of freshman calculus, i > j implies
Thus, multiplying out the RHS of (2), RHS of (2) 
Proof. In a 1930's article, Cramér noted that
converges for a > 1, since the average value of q i+1 − q i is log q i [Cra] . So assume k > 1, and let
using (3) and Cramér's result.
Continuing with the proof of 4.4, Lemma 4.7 implies the series on the RHS of (4) converge for σ > 0. The same method can be used to deal with terms in (1)
is bounded in modulus by a sum of terms of the form
Using Lemma 4.7 and elementary estimates, this also converges for σ > 0. Putting everything together, for σ sufficiently large we now have
where g 1 (s) is bounded in σ > δ and d m is a certain positive rational number. This can be rewritten as
and
say. Eq. (8) implies a n ∈ Z, and by taking logarithms,
Proof. Eq. (9) implies
Lemma 4.2 is equivalent to the statement h(m) ≤ 8 m ; this implies the upper bound on a n is ≤ 8 n + . . . + 8 + 1 < 8 n+1 . For the lower bound, given a composition α of
where u is the greatest integer in (n + 1)/2 and β(α) ends in n − d − u ones. Clearly the product corresponding to β(α) in (7) is at least as big as the product corresponding to α; hence a n ≥ α0+α1+...+αj=n α doesn't end in u1 e for some e ≥ 0
for some e ≥ 0 and α0
By the argument below (1), if we replace g 2 (s) in (6) by
then g 3 is also bounded in σ > δ. We now have
= exp(g 4 (s) say, and
where g 4 and g 5 are bounded in σ > δ. Finally we get
for σ sufficiently large, where |g(s)| ≤ g 3 + g 4 + g 5 is bounded in σ > δ. Theorem 4.4 now follows from the analytic continuation of the zeta function.
Remarks. The proof of Theorem 4.4 can easily be modified to show that given δ > 0, there exist integers N r , M r such that N r , M r → ∞ as δ → 0 and
where a k (r) ∈ Z + , a 1 (r) ≡ 1, a 2 (r) = r − 1, and 2 k−3 ≤ a k (r) ≤ 2 rk r k for k ≥ 3. Here C i,r (s) is the i th branching continued fraction term in the product formula for ζ r (s) (section 2), and g(s, r) is bounded in σ > δ. 
5. The partial sums of µ r (n)
Recall that M (x) = Σ n≤x µ(n), and that the RH is equivalent to the condition M (x) = O(x 1/2+ ) for every > 0. The RH also implies a similar condition for r > 1:
Proof. 
Let D be any (possibly infinite) subset of D r . Then, assuming the RH,
Proof of Lemma 5.2. By inclusion-exclusion,
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It turns out that the RH also implies
M (x, d) = O(x 1/2+ ) for any d ≤ x; first we show by induction that M (x, d) = m p|m =⇒ p|d
M(x/m).

Proof. The proof is actually an induction on ordered pairs (j, x), where j = ω(d).
Clearly we can assume d is squarefree. For j = 0, M(x, 1) = M (x). The case x = 0 reduces to 0 = 0. For j > 1, by inclusion-exclusion,
Next note that for any y,
In (10) we can assume d ≤ x, in which case
, where q i is the i th largest prime, and N is chosen so that
by the Prime Number Theorem, q N = O(log x) and thus
Using this estimate in (11), we get
(where the implied constants are uniformly bounded)
where c k is the number of ways that k can be written in the form
Given k with c k > 0, we can uniquely decompose k into squarefree " Now if B j consists of the product of an even number of primes, say B j = p t1 p t2 · · · p t2q , decompose B j into "mini-blocks" as follows:
If B j contains an odd number of primes, which must be greater than 1 if c k > 0, say B j = p t1 · · · p t2q+1 , decompose B j into "mini-blocks" as follows:
since the terms in the product on the right are the only possible mini-blocks in which p i is the prime with the smallest subscript. Now a given prime p i occurs in terms in D of the form p i p i+j or p i−j p i for 1 ≤ j ≤ r − 1, so divides at most 2r − 2 elements in D. Thus there are at most ω(k)(2r − 2) elements in D which divide k. There are at most 2 ω(k)(2r−2) subsets 
(note the exponent 2r − 1; p i = min(p a , p a+1 , . . . , p a+2r−2 ) for at most 2r − 1 values of a)
for some constants d r and A r . Now log(
which together with (12) completes the proof of Lemma 5.2.
In Table I , M r (x) = n≤x µ r (n), and Max /x 1/2 = (max y≤x |M r (y)|)/(x 1/2 ). The author would like to thank Charles Grassl of CRAY Research for running the program on a CRAY C-90 at Mendota Heights, Minnesota. The CPU time was 86 seconds.
Some Identities in the Ring of Formal Power Series
Several of the combinatorial identities involving ζ r (s) have more general forms in the ring of formal power series, discovered while working on problems involving rook theory. An n × n chessboard is an n × n grid of squares; the lower left hand square has (column,row) coordinates (1,1). A Ferrers board B is a subset of squares of the chessboard with the property that if square (i, j) ∈ B then all of the squares below it and to the right of square (i, j) are also in B. A Ferrers board can be described in terms of its "column heights", c 1 ≤ c 2 ≤ . . . ≤ c n , where B consists of the lowest c i squares in the i th column, for 1 ≤ i ≤ n. See Figure 1 . Note that the first several columns of this board have height 0.
One of the most interesting theorems about Ferrers boards is due to Goldman, Joichi, and White, which says [GJW] ;
where r j (B) = the number of ways of placing j non-attacking rooks (no two in the same row or column) on B. Using this, the author showed in his dissertation [Ha1] that rook placements are related to compositions of vectors. Given a vector v ∈ N t , let g k (v) be the number of ways of writing v as the sum of k nonzero vectors, each in N t , and with each coordinate equal to zero or one. These sums were originally studied by MacMahon; they are called unitary compositions ( [Mac] , p.158). Theorem 3.2.6 of [Ha1] says that
where n = v i and G v is the Ferrers board in Figure 2 (the first v 1 columns have height zero).
The boards G v are also connected to Simon Newcomb's problem (originally studied by MacMahon) which asks for the number of permutations of a multiset with a specified number of descents. A permutation σ of a multiset M is a linear list of the elements of M :
be the number of permutations of the multiset consisting of v i copies of i, 1 ≤ i ≤ t, with exactly k − 1 descents. Riordan and Kaplansky showed that [K- 
i v i ! where T j (B) equals the number of ways of placing j non-attacking rooks on the n × n chessboard with exactly j on the board B (which is a subset of the n × n grid). For more recent work on compositions and Simon Newcomb's problem see [An1] , [An2] [Ha2] , [Si1] , and [Si2] .
There is a natural way of generalizing the Simon Newcomb problem which has been studied by Rawlings [Raw] . Define an r -descent of a permutation σ to be a value of i such that σ i > σ i+1 + r − 1. Let N k (v, r) be the number of permutations (of the multiset consisting of v i copies of i, 1 ≤ i ≤ t) with exactly k − 1 r-descents (actually Rawlings considered a q-version which depends on both r and q). Another result from [Ha1] is that Let g k (v, r) be the number of ways of writing v as the sum of k nonzero r-unitary vectors. The following result is derived in [Ha2] .
Theorem 6.1.
The definition of g k (v, r) can be expressed in terms of generating functions as follows. Let E r (x 1 , x 2 , . . . , x t ) denote the following function in the ring of formal power series:
and let
Then by definition,
In [Ha2] , (15) and the next theorem are shown to follow from Theorem 6.1 and (13). A self-contained proof which doesn't rely on rook theory is included here.
Theorem 6.2. In the ring of formal power series, for any x ∈ C,
(for r = 1 this reduces to the binomial theorem since E 1 (x 1 , x 2 , . . .
Proof. We start by showing that
where
First assume that x ∈ N, and proceed by induction on x. For x = 1, (15) is trivial. For x > 1,
(by the induction hypothesis)
Now we need to do a sub-induction on t. For t = 1,
The sum over w t is the coefficient of (t vt ) in
Plugging this into (16) completes the induction on t and x. Next we need to show (15) is true for x ∈ C. Setting (F r (x 1 , x 2 , . . . ,
Comparing the coefficient of i x vi i on both sides, we see that
Both sides of (17) are thus polynomials in x which agree if x ∈ N and hence are identically equal. To show that Theorem 6.2 follows, first let x = −1 in (15);
It is not hard to see that
which implies
and letting t → ∞ we get
Remark. The coefficients which occur in F r (x 1 , x 2 , . . . ) have a combinatorial interpretation:
is the number of permutations (of the multiset having v i copies of i) with no rdescents. ) .
Continued fraction expansions. Let
These structures have been the subject of several research articles and books, all of which are in Russian or Ukranian and difficult to obtain (see [RNT] Vol. 1a, pp.156-158). The rest of this section consists of several interesting combinatorial properties of these functions, which were derived independently by the author but most likely occur somewhere in the literature.
Theorem 6.3 (For r=2 this result appears in [Per] ).
Proof. By induction on n, both sides equaling 1/(1 + x 1 ) for n = 1. For n > 1, Er(x3, x4, ... , xn) Er (x2, x3, ... , xn) ... Er(xr+1, xr+2, ... , xn) Er (xr,xr+1,... ,xn) by induction
Corollary 6.4.
Proof. By letting n → ∞ in Theorem 6.3, the product on the right of Corollary 6.4 telescopes and so equals E r (−x 1 , −x 2 , . . . 
Proof. We have
By the Vandermonde convolution, the sum over w t equals
and proceeding with an inductive argument we end up with 2) Does n≤x µ r (n) = O(x 1/2+ ) for some r > 1 imply M(x) = O(x 1/2+ )? 3) One of the interesting things about ζ 2 (s) is that it admits a "natural" qversion. By replacing all binomial coefficients by q-binomial coefficients we have a function which equals ζ 2 (s) for q=1 and ζ(s) for q = 0. Where are the zeros of this function for 0 < q < 1? (A different q-version of ζ(s), constructed by interpolating Carlitz's q-Bernoulli numbers, has been introduced by Satoh [Sat] .) 4) Carlitz [Car] studied the polynomials H n (λ) defined by
and Dillon and Roselle [D-R] noted the coefficients of H n (λ) are the Simon Newcomb numbers N k (ν(n)) described in section 6. In the same paper Carlitz introduced (21), what properties will the corresponding numbers β r (n) have?
