On the order of vertex-stabilisers in vertex-transitive graphs with
  local group $C_p\times C_p$ or $C_p \wr C_2$ by Spiga, Pablo & Verret, Gabriel
ar
X
iv
:1
31
1.
43
08
v1
  [
ma
th.
CO
]  
18
 N
ov
 20
13
ON THE ORDER OF VERTEX-STABILISERS IN VERTEX-TRANSITIVE
GRAPHS WITH LOCAL GROUP Cp × Cp OR CpwrC2
PABLO SPIGA AND GABRIEL VERRET
Abstract. Let p be a prime and let L be either the intransitive permutation group Cp × Cp of
degree 2p or the transitive permutation group Cp wrC2 of degree 2p. Let Γ be a connected G-vertex-
transitive and G-edge-transitive graph and let v be a vertex of Γ. We show that if the permutation
group induced by the vertex-stabiliser Gv on the neighbourhood Γ(v) is isomorphic to L then either
|V(Γ)| ≥ p|Gv| logp (|Gv|/2), or |V(Γ)| is bounded by a constant depending only on p, or Γ is a very-well
understood graph. This generalises a few recent results.
1. Introduction
Throughout this paper, all graphs considered will be finite and, unless otherwise specified, simple.
A graph Γ is said to beG-vertex-transitive ifG is a subgroup of Aut(Γ) acting transitively on the vertex-
set V(Γ) of Γ. Similarly, Γ is said to be G-arc-transitive or G-edge-transitive if G acts transitively on
the arcs or edges of Γ, respectively. (An arc is an ordered pair of adjacent vertices.)
A celebrated theorem of Tutte shows that, if Γ is a connected 3-valent G-arc-transitive graph, then
the stabiliser Gv of a vertex v in Γ has order at most 48 [29, 30]. This result was later generalised
by Trofimov and Weiss who showed that, if p is a prime then there exists a constant cp depending
only on p such that, if Γ is a connected p-valent G-arc-transitive graph and v is a vertex of Γ then
|Gv | ≤ cp [27, 28, 33].
The situation is quite different when the valency is not a prime. Indeed, given a composite integer
k, it is not hard to construct an infinite family of pairs (Γi, Gi) such that Γi is a connected k-valent Gi-
arc-transitive graph and |(Gi)v| grows exponentially with |V(Γi)|. (See [14, Theorem 7] for example.)
Recently, Potocˇnik and the authors proved that, when k = 4, the pairs exhibiting such exponential
growth are very special. More precisely, they have shown that there exists a sub-linear function f
such that if Γ is a connected 4-valent G-arc-transitive graph then either |Gv | ≤ f(|V(Γ)|) or Γ is part
of a well-understood family of graphs [12].
Our goal is to extend this result to a more general setting. We first need a few definitions.
Definition 1.1. Let L be a permutation group, let Γ be a G-vertex-transitive graph and let GΓ(v)v
denote the permutation group induced by the action of Gv on the neighbourhood Γ(v) of a vertex v.
Then (Γ, G) is said to be locally-L if GΓ(v)v is permutation isomorphic to L.
Throughout this paper, Cn denotes a cyclic group of order n.
Definition 1.2. Let p be a prime. Let Lp,1 be the intransitive permutation group Cp ×Cp of degree
2p and let Lp,2 be the transitive permutation group CpwrC2 of degree 2p.
The main result of our paper is the following.
Theorem 1.3. Let p be a prime and let χ ∈ {1, 2}. There exists a function c depending only on p
such that, if (Γ, G) is a locally-Lp,χ pair where Γ is connected and G-edge-transitive and v is a vertex
of Γ, then one of the following occurs:
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(1) Γ ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2;
(2) |V(Γ)| ≥ 2p |Gv|χ logp
(
|Gv|
χ
)
;
(3) |V(Γ)| ≤ c(p).
The graphs PX(p, r, s) appearing in Theorem 1.3 will be described in Section 5. We have formulated
Theorem 1.3 in this way for convenience while, in fact, we prove stronger results. Not only we do
give an explicit upper bound on c(p) but we prove certain structural results which should help to
classify all exceptional pairs (Γ, G), that is, the pairs satisfying the hypothesis of Theorem 1.3 but
not Theorem 1.3 (1) or (2). See Section 2 for details. It is quite likely that the pairs meeting the
inequality in Theorem 1.3 (2) can be classified (see Remark 6.3).
Note that, if χ = 1 in Theorem 1.3 then G is transitive on vertices and edges of Γ but not on its
arcs. In other words, Γ is G-half-arc-transitive. This implies that Γ admits an orientation
−→
Γ as a
connected G-arc-transitive asymmetric digraph of out-valency p with G
−→
Γ+(v)
v
∼= Cp (see Lemma 4.2).
Conversely, if
−→
Γ is a connected G-arc-transitive asymmetric digraph of out-valency p with G
−→
Γ+(v)
v
∼= Cp
and |Gv| > p, and Γ is the underlying graph of −→Γ , then (Γ, G) is locally-Lp,1 and thus satisfies the
hypothesis of Theorem 1.3. In particular, Theorem 1.3 has the following immediate corollary:
Corollary 1.4. Let p be a prime. There exists a function c depending only on p such that, if
−→
Γ is a
connected G-arc-transitive asymmetric digraph of out-valency p with G
−→
Γ+(v)
v
∼= Cp for some vertex v
of Γ, then one of the following occurs:
(1)
−→
Γ ∼= −→PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2;
(2) |V(−→Γ )| ≥ 2p|Gv | logp |Gv |;
(3) |V(−→Γ )| ≤ c(p).
We note that Corollary 1.4 is an improvement on [17, Theorem 1.1]. Similarly, Theorem 1.3 with
χ = 2 is an improvement on [32, Theorem A]. The bounds corresponding to Theorem 1.3 (2) and
Corollary 1.4 (2) obtained in those papers were much worse. On the other hand, the proofs did not
depend on the Classification of Finite Simple Groups whereas ours does.
There are several reasons why one might like to bound |Gv | in terms of |V(Γ)| in a locally-L pair
(Γ, G). For example, if |Gv | can be bounded by a reasonably tame function of |V(Γ)| then the method
described in [3] can be applied to obtain a complete list of all locally-L pairs up to a reasonable order.
The main result of [12] is Theorem 1.3 in the case p = χ = 2. (Note that L2,2 ∼= D4, the dihedral
group of order 8.) Moreover, the corresponding exceptional pairs were also classified in [12] which
allowed the construction of a census of all locally-D4 pairs (Γ, G) with |V(Γ)| ≤ 640. Combined with
a previous census of 2-arc-transitive graphs by Potocˇnik [11], this yielded a census of all 4-valent arc-
transitive graphs of order at most 640 (see [10]). This in turn also allowed us to obtain a census of all
3-valent vertex-transitive graphs of order at most 1280 [15]. We expect Theorem 1.3 to bear similar
juicy fruits.
Here is an immediate example. In Section 9, we classify the exceptional pairs corresponding to
the case p = 2, χ = 1 in Theorem 1.3. This is then used in [13] to obtain a census of all 4-valent
graphs of order at most 1000 admitting a half-arc-transitive group of automorphisms. (In fact, all
connected arc-transitive asymmetric digraphs of order at most 1000 are obtained and the former is
simply a corollary.)
2. Main theorems and structure of the paper
The hypothesis of Theorem 1.3 will be used repeatedly. For brevity’s sake, we will call it Hypoth-
esis A.
Hypothesis A. Let p be a prime, let χ ∈ {1, 2}, let (Γ, G) be a locally-Lp,χ pair such that Γ is
connected and G-edge-transitive and let v be a vertex of Γ.
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All of the results of this section are proved in Sections 7 and 8. Our main tool is the following
result. (A permutation group is called semiregular if all its point-stabilisers are trivial. Definitions
and results concerning quotient graphs Γ/N and regular covers can be found in Section 3.)
Theorem 2.1. Assume Hypothesis A. Then one of the following occurs:
(1) Γ ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2;
(2) |V(Γ)| ≥ 2p |Gv|χ logp
(
|Gv|
χ
)
;
(3) G has a semiregular abelian minimal normal subgroup having at most two orbits;
(4) G has a semiregular abelian minimal normal subgroup N such that Γ/N is a cycle of length at
least 3 and (1) does not hold;
(5) G has a unique minimal normal subgroup and this subgroup is non-abelian;
(6) G has a non-identity normal subgroup N such that Γ is a regular cover of Γ/N and one of (3),
(4), or (5) is satisfied with (Γ, G) replaced by (Γ/N,G/N). Moreover N is soluble unless (5)
is satisfied (with (Γ, G) replaced by (Γ/N,G/N)).
Theorem 2.1 (1) and (2) neatly correspond to Theorem 1.3 (1) and (2). To obtain Theorem 1.3
from Theorem 2.1, it thus suffices to obtain a bound on |V(Γ)| or |Gv | in each of the remaining cases
of Theorem 2.1. This is exactly what we do in Theorems 2.2, 2.3 and 2.4 for cases (3), (4) and (5),
respectively. These are in some sense the basic cases with respect to case (6) and the result in this
last case follows immediately from the theory of regular covers (see Section 3).
Theorem 2.2. Assume Hypothesis A. If G has a semiregular abelian normal subgroup having at most
two orbits then Gv acts faithfully on Γ(v) and, in particular, |Gv| = χp2.
If p and q are distinct primes, we denote by ordp(q) the smallest positive integer ℓ with q
ℓ ≡ 1
mod p.
Theorem 2.3. Assume Hypothesis A and assume that G has a semiregular abelian minimal normal
q-subgroup N such that Γ/N is a cycle of length m ≥ 3. Let K be the kernel of the action of G on the
N -orbits. Then |Gv | = χpt, |Gv : Kv| = χ and one of the following occurs:
(1) Γ ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2;
(2) t ≤ m, p 6= q, Kv is an elementary abelian p-group acting faithfully by conjugation on N , and
|V(Γ)| ≥ mqt ordp(q).
Theorem 2.4. Assume Hypothesis A. If G has a unique minimal normal subgroup N and N is
non-abelian then either |V(Γ)| > 2p |Gv|χ logp
(
|Gv|
χ
)
or (p, χ, |V(Γ)|, |Gv |, N,G) appears in Table 1. In
particular, p ≤ 13 and
logp
( |Gv|
χ
)
≤


8 if p = 2,
6 if p = 3,
3 if p ∈ {5, 7, 13},
2 if p = 11.
Together, Theorems 2.1, 2.2, 2.3 and 2.4 easily imply Theorem 1.3. In fact, they also yield an
explicit bound on c(p).
Proposition 2.5. Let e(p) = log(2p)log(1+1/p) . In Theorem 1.3, we can take c(p) =
{
8100 if p = 2,
2e(p)pe(p)+1 if p ≥ 3.
The results of this section suggest a strategy for dealing with the exceptional pairs in Theorem 1.3
for fixed (p, χ). Namely, first find the exceptional pairs corresponding to each of Theorems 2.2, 2.3
and 2.4 and then find all the regular covers that are still exceptional. For any fixed p, this is a “finite
problem” but the difficulty increases with p, so it is not clear if this can be done in full generality. See
Section 9 where this procedure is implemented in the case (p, χ) = (2, 1).
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p χ |V(Γ)| |Gv | N G Comments
2 1 30 22 Alt(5) Sym(5)
2 1 90 23 or 24 PSL2(9) |PΓL2(9) : G| ≤ 2 G 6= Sym(6)
2 1 8100 28 PSL2(9)
2 |PΓL2(9)wr Sym(2) : G| = 2 G 6= PΓL2(9)2
3 1 11648 36 G2(3) Aut(N)
2, 3, 7 1 2(p
3−1)(p2−1)
gcd(3,p−1) p
3 PSL3(p) N ⋊ 〈ι〉 ι graph aut.
5, 7 1 (p
2−1)2
2 p
2 PSL2(p)
2 PSL2(p)wr Sym(2)
2 2 15 23 Alt(5) Sym(5)
2 2 45 24 or 25 PSL2(9) |PΓL2(9) : G| ≤ 2 G 6= Sym(6)
2 2 90 24 PSL2(9) PΓL2(9)
2 2 8100 29 PSL2(9)
2 PΓL2(9)wr Sym(2)
3 2 5824 2 · 36 G2(3) Aut(N)
7 2 1152 2 · 72 PSL2(7)2 |PGL2(7)wr Sym(2) : G| = 2 G 6= PGL2(7)2
G/N not cyclic
2, 3, 5, 7, 13 2 (p
3−1)(p2−1)
gcd(3,p−1) 2p
3 PSL3(p) N ⋊ 〈ι〉 ι graph aut.
5, 7, 11, 13 2 (p
2−1)2
4 2p
2 PSL2(p)
2 PSL2(p)wr Sym(2)
Table 1. Exceptional pairs for Theorem 2.4
We now give a brief outline of the rest of the paper. Section 3 contains some basic definitions
and lemmas that are needed for the rest of the paper. In Section 4 we study locally-Lp,χ pairs and
prove more preliminary results. The graphs PX(p, r, s) are defined in Section 5 where we also establish
some useful results concerning them. These are then used in Section 6 to deal with the crucial case
of regular covers of PX(p, r, s). By Section 7, we are ready to prove Theorems 2.1, 2.2 and 2.3
and Proposition 2.5. The proof of Theorem 2.4 requires a detailed case-by-case analysis using the
Classification of the Finite Simple Groups and is delayed until Section 8.
3. Preliminaries
In this section, we collect various small technical results which will be used in later sections.
3.1. Basic inequalities.
Lemma 3.1. For t and p positive integers, we have (p+ 1)t+1 > (p+ t+ 1)pt.
Proof. By Bernoulli’s inequality, we have (1 + 1/p)t ≥ 1 + t/p. Therefore (p + 1)t ≥ (1 + t/p)pt and
hence (p+ 1)t+1 ≥ (p+ 1)(1 + t/p)pt = (p+ t+ 1 + t/p)pt > (p + t+ 1)pt. 
3.2. Quotient graphs. Given a graph Γ and a group N ≤ Aut(Γ), the quotient graph Γ/N is the
graph whose vertices are the N -orbits, and with two such N -orbits vN and uN adjacent whenever there
is a pair of vertices v′ ∈ vN and u′ ∈ uN that are adjacent in Γ. If the natural projection π : Γ→ Γ/N
is a local bijection (that is, if π|Γ(v) : Γ(v) → (Γ/N)(vN ) is a bijection for every v ∈ V(Γ)) then Γ is
called a regular cover of Γ/N .
We will need a few facts about quotient graphs which we collect in the following lemma (these are
mostly folklore, see for example [18, Section 1]).
Lemma 3.2. Let Γ be a connected G-vertex-transitive graph, let v be a vertex of Γ, let N be a normal
subgroup of G and let K be the kernel of the action of G on N -orbits. Then
(1) Γ/N is connected;
(2) G/K acts faithfully as a group of automorphisms of Γ/N ;
(3) Γ/N is G/K-vertex-transitive;
(4) the valency of Γ/N is at most the number of orbits of K
Γ(v)
v ;
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(5) if Γ is G-edge-transitive then Γ/N is G/K-edge-transitive.
Moreover, if Γ is a regular cover of Γ/N then
(6) the valency of Γ/N is equal to the valency of Γ;
(7) N is semiregular;
(8) N = K;
(9) Gv ∼= (G/N)vN ;
(10) G
Γ(v)
v
∼= (G/N)(Γ/N)(vN )vN .
As an immediate corollary of Lemma 3.2, we have:
Corollary 3.3. Assume Hypothesis A. If N is a normal subgroup of G such that Γ is a regular cover
of Γ/N then (Γ/N,G/N) is a locally-Lp,χ pair such that Γ/N is connected and G/N -edge-transitive.
In particular, Hypothesis A holds with (Γ, G) replaced by (Γ/N,G/N).
3.3. p-groups. Recall that ordp(q) denotes the smallest positive integer ℓ with q
ℓ ≡ 1 mod p.
Lemma 3.4. Let p and q be distinct primes and let H be an elementary abelian p-subgroup of GLn(q)
of order pt. Then n ≥ t ordp(q) and qn ≥ (p+ 1)t.
Proof. Let V be the n-dimensional vector space of column vectors over the finite field Fq. The action
of H on this vector space allows us to view V as an FqH-module. Let CV (H) be the centraliser
of H in V and let W = 〈−v + vh | v ∈ V, h ∈ H〉. As |H| is coprime to q, it follows from [9,
8.2.7] that V = CV (H)⊕W and from Maschke’s theorem that W =W1⊕W2⊕ · · · ⊕Wℓ, with Wi an
irreducible FqH-module for every i ∈ {1, . . . , ℓ}. Observe thatWi is a non-trivial FqH-module because
Wi ∩CV (H) = 0.
For every i ∈ {1, . . . , ℓ} let Ci = CH(Wi) and observe that
⋂ℓ
i=1 Ci = 1 becauseH acts faithfully on
V and hence on W . Since H is elementary abelian, it follows from [22, 9.4.3] that dimFq Wi = ordp(q)
and |H : Ci| = p. In particular, ℓ ≥ t and n ≥ dimFq W = ℓ ordp(q) ≥ t ordp(q), which concludes the
first part of the proof.
Since qordp(q) ≥ p+ 1, we also have qn ≥ qt ordp(q) ≥ (p + 1)t. 
Lemma 3.5. Let P = 〈x0, . . . , xn〉 be a p-group. If, for some i ∈ {0, . . . , n − 1} and g ∈ P , we have
xn = x
g
i , then P = 〈x0, . . . , xn−1〉.
Proof. We recall that g is called a non-generator of P if, for every subset X of P , P = 〈g,X〉 implies
that P = 〈X〉. In a p-group, every commutator is a non-generator (see [22, 5.3.2]). Assume xn = xgi
for some i ∈ {0, . . . , n− 1} and g ∈ P . We have
P = 〈x0, . . . , xn−1, xn〉 = 〈x0, . . . , xn−1, xgi 〉 = 〈x0, . . . , xn−1, xi[xi, g]〉
= 〈x0, . . . , xn−1, [xi, g]〉 = 〈x0, . . . , xn−1〉.

As usual, we denote by (γi(P ))i the lower central series of the group P .
Lemma 3.6. Let P be a p-group generated by elements of order p and such that γ2(P ) is elementary
abelian. Then P has exponent at most p2.
Proof. Let x and y be two elements of P . Note that (xy)p ≡ xpyp mod γ2(P ). Using induction and
the fact that P is generated by elements of order p, this shows that zp ∈ γ2(P ) for every z ∈ P . As
γ2(P ) is elementary abelian, P has exponent at most p
2. 
4. Locally-Lp,χ pairs
In this section, we prove a few facts about locally-Lp,χ pairs. Recall that a block of a permutation
group G on the set Ω is a subset B of Ω such that for every g ∈ G, we have Bg = B or Bg ∩ B = ∅.
A block is called non-trivial if 1 < |B| < |Ω| (and trivial otherwise).
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Lemma 4.1. Let p be a prime and let χ ∈ {1, 2}.
(1) Lp,1 is the unique intransitive subgroup of index χ of Lp,χ.
(2) The only non-trivial blocks of Lp,χ are the orbits of Lp,1.
Proof. We first show (1). If χ = 1, there is nothing to show hence we assume that χ = 2. If p 6= 2,
then Lp,1 is a normal Sylow p-subgroup of Lp,2 and hence it is the unique subgroup of index 2 in Lp,2.
If p = 2, then Lp,2 ∼= D4 and the statement is routine.
We now show (2). Let B be a block of Lp,χ and let O1 and O2 be the orbits of Lp,1. Note that, for
i ∈ {1, 2}, Lp,1 acts primitively on Oi and hence B ∩ Oi is either empty, a singleton, or Oi. Suppose
that B ∩ O1 is a singleton {ω} while B ∩ O2 6= ∅. There exists a non-identity g ∈ Lp,1 fixing O2
pointwise but not fixing ω. This shows that B is not a block of Lp,1, which is a contradiction. By
reversing the roles played by O1 and O2, we have proved that B must either be trivial, O1 or O2. As
Lp,1 E Lp,χ, O1 and O2 are in fact blocks of Lp,χ. 
A digraph
−→
Γ consists of a non-empty set of vertices V(
−→
Γ ) and a set of arcs A(
−→
Γ ) ⊆ V(−→Γ )×V(−→Γ ),
which is an arbitrary binary relation on V . A graph is then simply a digraph
−→
Γ such that A(
−→
Γ ) is
symmetric. A digraph
−→
Γ is called asymmetric provided that the relation A(
−→
Γ ) is asymmetric.
An automorphism of a digraph
−→
Γ is a permutation of V(
−→
Γ ) which preserves the relation A(
−→
Γ ). We
say that
−→
Γ is G-arc-transitive provided that G is a group of automorphisms of
−→
Γ acting transitively
on A(
−→
Γ ).
If (u, v) is an arc of
−→
Γ then we say that v is an out-neighbour of u. The symbols
−→
Γ +(v) will denote
the set of out-neighbors of v. The digraph
−→
Γ is said to be of out-valency k if |−→Γ +(v)| = k for every
v ∈ V(−→Γ ). Given a graph Γ an asymmetric orientation of Γ is a digraph with the same vertex-set as
Γ and having exactly one arc out of every inverse pair of arcs of Γ.
Lemma 4.2. Assume Hypothesis A. If χ = 1 then Γ has a G-arc-transitive asymmetric orientation
−→
Γ of out-valency p with G
−→
Γ+(v)
v
∼= Cp.
Proof. By hypothesis, Γ is G-vertex-transitive and G-edge-transitive. Since Lp,1 is not transitive, Γ
is not G-arc-transitive and is thus G-half-arc-transitive. It follows that G has exactly two orbits on
arcs of Γ and every arc is in a different orbit than its inverse. Let a be an arc of Γ and let
−→
Γ be the
digraph with vertex-set V(Γ) and arc-set {ag | g ∈ G}. Clearly, −→Γ is a G-arc-transitive asymmetric
orientation of Γ of out-valency p with G
−→
Γ+(v)
v
∼= Cp. 
Lemma 4.3. Assume Hypothesis A. There exists a unique subgroup G∗v of index χ in Gv such that
(G∗v)
Γ(v) ∼= Lp,1. Moreover, G∗v is a p-group.
Proof. By Lemma 4.1 (1), Lp,1 is the unique intransitive subgroup of index χ in Lp,χ. It follows that
there is a unique subgroup G∗v of index χ in Gv such that (G
∗
v)
Γ(v) ∼= Lp,1.
Let u be a neighbour of v and let G
[1]
v denote the kernel of the action of Gv on Γ(v). Since every
point-stabiliser of Lp,χ has order p, it follows that |Guv : G[1]v | = p. A standard argument yields
that Guv is a p-group: suppose that Guv contains an element g of order coprime to p. Since g is
non-trivial, it must move some vertex. Let w be a vertex of Γ moved by g at minimal distance from
the arc (u, v). By the connectivity of Γ and the choice of w, there is a path u0, u1, . . . , ut, w such
that {u0, u1} = {u, v} and g fixes each ui. Then g ∈ Gut−1,ut and g acts nontrivially on Γ(ut). This
contradicts the fact that G
Γ(ut)
ut−1,ut is a p-group.
We have shown that Guv is a p-group. As |G∗v : Guv| = p, the result follows. 
From now on, when Hypothesis A holds, we treat Lemma 4.3 as the definition of G∗v.
Lemma 4.4. Assume Hypothesis A. If N is a normal subgroup of G then one of the following occurs:
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(1) N has at most two orbits;
(2) Γ/N is a cycle of length at least 3;
(3) Γ is a regular cover of Γ/N .
Proof. By Lemma 3.2, Γ/N is a connected vertex-transitive graph. Let k be the valency of Γ/N . If
k ≤ 1 then (1) holds. If k = 2 then (2) holds. We may thus assume that k > 2. Note that the
equivalence classes for the equivalence relation “being in the same N -orbit” on Γ(v) are blocks of
G
Γ(v)
v
∼= Lp,χ and the number of such equivalence classes is exactly k. By Lemma 4.1 (2), it follows
that k = 2p and Γ is a regular cover of Γ/N . 
We now study Lemma 4.4 (2) in more detail.
Lemma 4.5. Assume Hypothesis A. Let K be a normal subgroup of G such that Γ/K is a cycle of
length m ≥ 3 and G/K acts faithfully on Γ/K. Then an asymmetric orientation of Γ/K induces
an asymmetric orientation of Γ, yielding an asymmetric digraph
−→
Γ of in- and out-valency p, whose
underlying graph is Γ. Let G+/K be the orientation-preserving subgroup of G/K. Then G∗v = (G
+)v =
Kv,
−→
Γ is G+-vertex-transitive, G+/K ∼= Cm and (Kv)
−→
Γ+(v) ∼= Cp.
Proof. Fix an asymmetric orientation of the cycle Γ/K. This induces an asymmetric orientation of
Γ, yielding an asymmetric digraph
−→
Γ whose underlying graph is Γ. Clearly
−→
Γ (and thus also Γ) is
G+-vertex-transitive and, since Γ is 2p-valent,
−→
Γ has in- and out-valency p. Moreover, G+/K is a
vertex-transitive group of automorphisms of the directed cycle
−→
Γ /K and thus G+/K ∼= Cm. Further,
G+/K < G/K if and only G/K is arc-transitive, which in turn happens if and only if χ = 2. In
particular, |G/K : G+/K| = χ. Since G+ is vertex-transitive, it follows that |Gv : (G+)v | = |G :
G+| = |G/K : G+/K| = χ.
Note that (G+v )
Γ(v) has two orbits which induce a system of imprimitivity for G
Γ(v)
v with two blocks
of size p. By Lemma 4.1, it follows that (G+v )
Γ(v) ∼= Lp,1 and (G+v )
−→
Γ+(v) ∼= Cp. Since |Gv : G+v | = χ,
Lemma 4.3 then implies G∗v = G
+
v . Clearly, G
+
v = Kv. 
Let Γ be a graph and let N ≤ Aut(Γ). Besides the quotient graph Γ/N defined in Section 3.2,
there is another way to quotient Γ by N which is sometimes more useful. To distinguish it from Γ/N ,
we call this other quotient the multi-quotient of Γ with respect to N . The precise definition of this
quotient requires some setup and can be found in [8, Section 3], for example.
Since we only use it in the proof of Lemma 4.6 and a precise definition would take us too far astray,
we simply give a (slightly incomplete) definition. The multi-quotient of Γ with respect to N has as
vertices the orbits of N on the vertices of Γ and as arcs the orbits of N on the arcs of Γ. Incidence is
defined in the most natural way: if (u, v) is an arc of Γ then the arc (u, v)N of the multi-quotient has
initial vertex uN and terminal vertex vN . Note that, even if Γ is a simple graph, the multi-quotient
may not be: according to the terminology of [8, Section 3] it may have multiple edges, loops and
semi-edges.
Lemma 4.6. Assume Hypothesis A and assume that G has a semiregular normal subgroup N such
that Γ/N is a cycle of length m ≥ 3. Let K be the kernel of the action of G on the N -orbits. Then
Kv is an elementary abelian p-group of order at most p
m.
Proof. Let Γ′ be the multi-quotient of Γ with respect to N . Since N is semiregular, Γ is a regular
cover of Γ′ and G/N acts faithfully on Γ′ (in the sense of [8, Section 3]). In particular, Γ′ has the
same valency as Γ, namely 2p. Since Γ′ is edge-transitive and its underlying simple graph is a cycle of
length m, Γ′ is a multi-cycle with m vertices and with p edges between each adjacent pair of vertices.
Let K ′ be the subgroup of Aut(Γ′) fixing every vertex of Γ′. Note that K ′ is isomorphic to the direct
product of m copies of Sym(p). In particular, a Sylow p-subgroup of K ′ is elementary abelian of order
pm. Since N is semiregular, Kv ∼= Kv/(N ∩Kv) ∼= NKv/N = K/N ≤ K ′ and thus Kv is isomorphic
to a subgroup of K ′ and the result follows. 
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Lemma 4.7. Assume Hypothesis A. If G has two distinct minimal normal subgroups M and N with
M non-abelian then Γ is a regular cover of Γ/N . Moreover, MN/N is a minimal normal subgroup of
G/N isomorphic to M .
Proof. Note that MN = N ×M . Let K be the kernel of the action of G on the N -orbits.
Suppose that M ≤ K. Then vM ⊆ vK = vN . Since M is not soluble, by Burnside’s Theorem
there exists a prime q dividing |M | and different from 2 and p. Let m ∈ M be an element of
order q. We have vm ∈ vN and hence vm = vn for some n ∈ N . This gives mn−1 ∈ Gv . Since
|mn−1| = lcm(|m|, |n|) = lcm(q, |n|) and Gv is a {2, p}-group, this is a contradiction.
We may thus assume that M  K. By minimality of M , we obtain M ∩ K = 1 and hence
M ∼=MK/K ≤ Aut(Γ/N). Suppose that Γ is not a regular cover of Γ/N . Then by Lemma 4.4, Γ/N
either has at most two vertices or is a cycle. In particular, Aut(Γ/N) is soluble which contradicts the
fact that it contains a subgroup isomorphic to M . This shows that Γ is a regular cover of Γ/N and,
by Lemma 3.2, N = K. Clearly, MN/N is a minimal normal subgroup of G/N . 
An easy application of Lemma 4.7 yields the following:
Corollary 4.8. Assume Hypothesis A. If G has a non-abelian minimal normal subgroup then G
contains a normal subgroup N such that Γ is a regular cover of Γ/N and G/N has a unique minimal
normal subgroup and this subgroup is non-abelian.
Proof. Let U be a non-abelian minimal normal subgroup of G. We argue by induction on |V(Γ)|. If
U is the unique minimal normal subgroup of G then we may take N = 1. Otherwise, let V be a
minimal normal subgroup of G with V 6= U . By Lemma 4.7, Γ is a regular cover of Γ/V and, by
Corollary 3.3, Hypothesis A holds with (Γ, G) replaced by (Γ/V,G/V ). Clearly, UV/V is a minimal
normal subgroup of G/V isomorphic to U .
Since |V(Γ/V )| < |V(Γ)|, we may use induction to conclude that G/V contains a normal subgroup
N/V such that Γ/V is a regular cover of (Γ/V )/(N/V ) ∼= Γ/N and (G/V )/(N/V ) ∼= G/N has a
unique minimal normal subgroup and this subgroup is non-abelian. Since Γ is a regular cover of Γ/V
which is a regular cover of Γ/N , Γ is a regular cover of Γ/N . 
All the results in this section so far have been direct consequences of the definition of Lp,χ. We
now apply some slightly deeper group theoretic results to establish some structural properties of G∗v .
For ease of exposition, we mostly follow [5] but these results can actually trace their lineage through
Glauberman [6] and Sims [23] to Tutte’s results on 3-valent arc-transitive graphs [29, 30].
Theorem 4.9. Assume Hypothesis A. Then the following hold:
(1) G∗v has nilpotency class at most 3;
(2) G∗v contains an elementary abelian p-subgroup of order at least |G∗v|2/3;
(3) |Z(G∗v)|3 ≥ |G∗v |;
(4) G∗v has exponent at most p
2.
Proof. By Lemma 4.3, (G∗v)
Γ(v) ∼= Lp,1 and G∗v is a p-group. Let |G∗v | = pt and let u and w be
representatives for the two orbits of (G∗v)
Γ(v). We show that the arcs (u, v) and (v,w) are in the same
G-orbit. We argue by contradiction and we suppose that this is not the case. Since Γ is G-edge-
transitive, it follows that (u, v) is in the same G-orbit as (w, v). This implies that u and w are in the
same Gv-orbit and hence G
Γ(v)
v is transitive. It follows that Γ is G-arc-transitive and hence (u, v) and
(v,w) are in the same G-orbit, which is a contradiction.
Let φ ∈ G such that (u, v)φ = (v,w). We show that 〈G∗v , φ〉 is transitive on V(Γ). For i ∈ Z,
let vi = v
φi . Note that (v−1, v0, v1) = (u, v, w) and hence Γ(v0) = (v−1)
G∗v0 ∪ (v1)G∗v0 . Conjugating
by φi, we obtain that Γ(vi) = (vi−1)
G∗vi ∪ (vi+1)G
∗
vi for every i ∈ Z. Let G∗ = 〈G∗vi | i ∈ Z〉 and let
S = v〈φ〉 = {vi | i ∈ Z}. Note that G∗ ≤ 〈G∗v, φ〉, and hence it suffices to show that SG∗ = V(Γ). By
contradiction, suppose that there exists a vertex not in SG
∗
and choose one with minimum distance
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to S. Call this vertex α and let (p0, . . . , pn−1, pn) be a shortest path from α to a vertex of S. In
particular, p0 = α and pn = vi for some i ∈ Z. Since Γ(vi) = (vi−1)G
∗
vi ∪ (vi+1)G
∗
vi , there exists
σ ∈ G∗vi ≤ G∗ such that (pn−1)σ ∈ {vi−1, vi+1} ⊆ S. Since α is not in SG
∗
, neither is ασ, but ασ is
closer to S than α is, which is a contradiction.
From now on, we follow the notation of [5] and [6] as closely as possible. Let P = G∗v , let R = Guv
and let Q = Gvw. Note that R
φ = Q, and R and Q both have index p in P .
Let N be the subgroup of P generated by all the subgroups of R that are normalised by φ. By [6,
Proposition 2.1], N is normal in P . By definition, N is normalised by φ and hence N is normalised
by 〈P, φ〉. On the other hand, we have shown that 〈P, φ〉 is transitive on V(Γ). Since N ≤ P ≤ Gv , it
follows that N = 1. This shows that condition (1.1) of [5] is satisfied.
Let u, v and x1, . . . , xt be as in [5, Theorem 1] and let E = 〈x1, . . . , xu〉. By [5, Lemma 2.2 (d,f,g)],
P has nilpotency class at most 3, Z(P ) = 〈xv+1, . . . , xu〉 and γ2(P ) is elementary abelian. It follows
from [5, Lemma 2.1] that P is generated by elements of order p and that |P | = pt, |E| = pu and
|Z(P )| = pu−v. It also follows from [5, Theorem 1 (1.2-1.5)] that v = t − u, u ≥ 23t, E ≤ P and E is
elementary abelian which concludes the proof of (2). Since v = t− u, |Z(P )| = pu−v = p2u−t ≥ pt/3 =
|P |1/3 and (3) follows. Finally, P has exponent at most p2 by Lemma 3.6.

5. The graphs PX(p, r, s)
We now define the graphs PX(p, r, s) which appear in our main theorem and prove some useful
results about these graphs. These graphs were first studied by Praeger and Xu [20].
Let p be a prime and let r and s be positive integers with r ≥ 3 and 1 ≤ s ≤ r − 1. The graph
PX(p, r, 1) is the lexicographic product of a cycle of length r and an edgeless graph on p vertices. In
other words, V(PX(p, r, 1)) = Zp×Zr with (u, i) being adjacent to (v, j) if and only if i− j ∈ {−1, 1}.
A path in PX(p, r, 1) is called traversing if it contains at most one vertex from Zp × {y} for each
y ∈ Zr. For s ≥ 2, the graph PX(p, r, s) has vertex-set the set of traversing paths of PX(p, r, 1) of
length s−1, with two such paths being adjacent in PX(p, r, s) if and only if their union is a traversing
path of length s in PX(p, r, 1).
It is easy to see that PX(p, r, s) is a connected 2p-valent graph with rps vertices. There is an obvious
action of the wreath product Sym(p)wrDr as a group of automorphisms of PX(p, r, 1) with an induced
faithful arc-transitive action on PX(p, r, s). Let H = CpwrDr ≤ Sym(p)wrDr, let Γ = PX(p, r, s)
and let v be a vertex of Γ. It is easily seen that if s ≤ r−2 then HΓ(v)v ∼= Lp,2 and |Hv| = 2pr−s. Thus,
if p and s are fixed then |Hv| grows exponentially with r and hence exponentially with |V(Γ)|. This
behaviour contrasts sharply with the upper bounds which are the other possibilities in the conclusion
of Theorem 1.3.
One of our main tools is the following striking result due to Praeger and Xu.
Theorem 5.1 ([20, Theorem 1]). Let p be a prime and let Γ be a connected G-arc-transitive graph of
valency 2p. If G has an abelian normal p-subgroup which is not semiregular then Γ ∼= PX(p, r, s) for
some r ≥ 3 and 1 ≤ s ≤ r − 1.
There is also an analogous result by Praeger about asymmetric arc-transitive digraphs. Note that
the cyclic ordering of Zr induces a natural asymmetric orientation of PX(p, r, s), which we denote−→
PX(p, r, s).
Theorem 5.2 ([19, Theorem 2.9]). Let p be a prime and let
−→
Γ be an asymmetric connected G-arc-
transitive digraph of out-valency p. If G has an abelian normal subgroup which is not semiregular then−→
Γ ∼= −→PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 1.
These two results can be combined to yield the following.
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Corollary 5.3. Assume Hypothesis A. If G has an abelian normal subgroup which is not semiregular
then Γ ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 1.
Proof. Let N be an abelian normal subgroup of G which is not semiregular. Since Nv 6= 1, we have
that N
Γ(v)
v 6= 1. In particular, NΓ(v)v is a non-identity abelian normal subgroup of Lp,χ. By Lemma 4.1,
it follows that N
Γ(v)
v is a non-identity p-group and hence so is Nv. Let M be the group generated
by the elements of order p in N . This is an elementary abelian p-group which is characteristic in N
and hence normal in G. Moreover, Mv 6= 1. If χ = 2 then Γ is G-arc-transitive and Theorem 5.1
concludes the proof. If χ = 1 then, by Lemma 4.2, Γ has a G-arc-transitive asymmetric orientation−→
Γ of out-valency p. By Theorem 5.2,
−→
Γ ∼= −→PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r− 1 and the result
follows. 
Let Kn,n denote the regular complete bipartite graph on 2n vertices.
Theorem 5.4 ([20, Theorem 2.13]). Let Γ = PX(p, r, s) with r ≥ 3 and s ≤ r − 1, let X =
Sym(p)wrDr and let A = Aut(Γ). Then one of the following occurs:
(1) A = X;
(2) r = 4, s = 3, p = 2 and |A : X| = 2;
(3) r = 4, s = 2, p = 2 and |A : X| = 3;
(4) r = 4, s = 1, Γ ∼= K2p,2p and A = Sym(2p)wrC2.
Corollary 5.5. Assume Hypothesis A. If G contains an abelian normal subgroup that is not semireg-
ular then Γ ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2.
Proof. By Corollary 5.3, Γ ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 1. We thus assume that
s = r − 1 and we will obtain a contradiction. Let A = Aut(Γ), let Y = Sym(p)r and let X = Y ⋊Dr.
We first assume that X = A and hence Av = Yv⋊C2. Note that a Sylow p-subgroup of Y has order
pr while the orbits of Y have size ps. It follows that a Sylow p-subgroup of Yv has order p
r−s = p.
Since p2 divides |G∗v | and thus |Av|, it follows that p = 2, |Av| = 4, G∗v = Av and χ = 1. On the other
hand, (G∗v)
Γ(v) is intransitive while A
Γ(v)
v is transitive, a contradiction.
Suppose now that X < A. By Theorem 5.4, we have r = 4 and, since s = r − 1, we have also
s = 3, p = 2 and Γ ∼= PX(2, 4, 3). We show that every abelian normal subgroup of G is semiregular.
By Theorem 5.4, |Av| = 2|Xv | = 8. In particular, if χ = 2 then Gv = Av and (since G is vertex-
transitive) G = A. A computer-assisted approach (using magma [2] for example) can be used to check
that every abelian normal subgroup of A is semiregular. If χ = 1 then G is not arc-transitive and,
since G is vertex-transitive and |Gv | ≥ 4, it follows that |A : G| = 2. Again, using a computer-assisted
approach reveals that A has a unique subgroup of index 2 that is vertex- and edge-transitive but not
arc-transitive. It is then straightforward to check that every abelian normal subgroup of this group is
semiregular. 
Corollary 5.6. Assume Hypothesis A. If Γ ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r− 2 then G is
conjugate to a subgroup of Sym(p)wrDr.
Proof. Let X = Sym(p)wrDr and let A = Aut(Γ). If A = X then the result is obvious. We may
thus assume that X < A. By Theorem 5.4, it follows that r = 4 and s ∈ {1, 2}. If p = 2 then |V(Γ)|
and |Gv| are both powers of 2 and hence so is |G|. Moreover, it follows from Theorem 5.4 that X is a
Sylow 2-subgroup of A and hence G is conjugate to a subgroup of X.
We thus assume that p is odd and hence s = 1, Γ ∼= K2p,2p and A = Sym(2p)wr C2. Let P be a
Sylow p-subgroup of G. Since Γ is G-vertex-transitive, P has four orbits of size p. We claim that G
contains a normal subgroup N contained in P and having the same orbits as P . Note that the result
immediately follows from this claim because G ≤ NA(N) ≤ Sym(p)wrD4.
If P is normal in G then the claim is clearly true, thus we assume that P is not normal in G. Let
G+ be the index 2 subgroup of G preserving the bipartition of Γ. Note that P is a Sylow p-subgroup
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of G+. If P is normal in G+ then it is in fact characteristic in G+ and thus normal in G. We may
thus assume that P is not normal in G+.
Note that Gv ≤ G+. Since p is odd, G∗v is the unique Sylow p-subgroup of Gv and thus G∗v = Pv .
It follows that |G+ : Pv| = |G+ : Gv||Gv : Pv| = (2p)χ and thus |G+ : P | = 2χ. Since P is not
normal in G+, Sylow’s theorems imply that p = 3, χ = 2 and G+ has exactly four Sylow 3-subgroups.
Let N be the core of P in G+. Note that, since G+ has four Sylow 3-subgroups, |G+ : N | divides
4! = 24 and hence, as P is a 3-group, |P : N | = 3. Moreover, N is a characteristic subgroup of G+
and thus a normal subgroup of G. It remains to show that N has the same orbits as P . Since P
has four orbits of size 3, the only other possibility is that N fixes a point. Since it is normal in the
vertex-transitive group G, this would imply that N = 1 and |P | = 3, contradicting the fact that P
contains the subgroup G∗v of order at least 9. 
Lemma 5.7. Assume Hypothesis A. Assume that Γ ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2.
Let E be the normal closure of G∗v in G. Then E is an elementary abelian p-group and Γ/E is a cycle
of length at least 3 on which G/E acts faithfully. Moreover, Ev = G
∗
v.
Proof. Let Y = Sym(p)r and let X = Y ⋊ Dr. By Corollary 5.6, we may assume that G ≤ X. Since
s ≤ r − 2, Y Γ(v)v has two orbits. Note that the two orbits of Y Γ(v)v form a system of imprimitivity
for X
Γ(v)
v and hence for G
Γ(v)
v
∼= Lp,χ. By Lemma 4.1, it follows that the orbits of Y Γ(v)v are exactly
the orbits of (G∗v)
Γ(v). Since |Xv : Yv| = 2, every element of Xv \ Yv interchanges the orbits of Y Γ(v)v ;
hence G∗v ≤ Yv and G∗v ≤ (G∩ Y )v ≤ Gv. As (G∩ Y )Γ(v)v is intransitive, it follows by Lemma 4.3 that
(G ∩ Y )v = G∗v . In particular, (G ∩ Y )v is a p-group.
As Y is normal in X, G ∩ Y is normal in G and thus E ≤ G ∩ Y . Note that the orbits of Y have
size a power of p, hence the orbits of G ∩ Y also have size a power of p. We have already seen that
(G∩ Y )v is a p-group therefore so is G∩ Y . Note that a Sylow p-subgroup of Y is elementary abelian
and hence so are G ∩ Y and E.
Since 1 < G∗v ≤ Ev, it follows from Lemma 3.2 that Γ is not a regular cover of Γ/E. Moreover,
E ≤ Y and hence E has at least r ≥ 3 orbits. By Lemma 4.4, we conclude that Γ/E is a cycle of
length at least 3.
Let K be the kernel of the action of G on E-orbits. Note that K = EKv . By Lemma 4.5,
Kv = G
∗
v ≤ E; hence E = K and Ev = G∗v which concludes the proof. 
6. Γ/N ∼= PX(p, r, s)
In this section, we consider a rather specific but important case towards the proof of Theorem 1.3.
We assume Hypothesis A and, moreover, we assume that G has a normal subgroup N with Γ/N ∼=
PX(p, r, s). We show that (Γ, G) satisfies either Theorem 1.3 (1) or (2). Recall that Op(G) denotes
the largest normal p-subgroup of G.
Theorem 6.1. Assume Hypothesis A. Suppose that Op(G) = 1 and that G has an elementary abelian
minimal normal q-subgroup N . Assume that Γ/N ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2.
Then |V(Γ)| > 2p|G∗v| logp |G∗v |.
Proof. It follows from Lemma 4.4 that Γ is a regular cover of Γ/N . By Corollary 3.3, Hypothesis A
holds with (Γ, G) replaced by (Γ/N,G/N). It then follows from Lemma 5.7 thatG/N contains a normal
p-subgroup E/N such that (Γ/N)/(E/N) is a cycle of length at least 3 on which (G/N)/(E/N) acts
faithfully. Note that Γ/E ∼= (Γ/N)/(E/N) and G/E ∼= (G/N)/(E/N). By Lemma 4.5, we have
G∗v = Ev. Let |Ev | = pt. Observe that q 6= p because Op(G) = 1.
Since Γ is a regular cover of Γ/N , Lemma 3.2 (9) implies that |(E/N)vN | = |Ev| = pt. As
|V(Γ/N)| > |V((Γ/N)/(E/N))|, it follows that |(vN )E/N | > 1 and, since E/N is a p-group, |(vN )E/N | ≥
p. This implies that |E/N | = |(vN )E/N ||(E/N)vN | ≥ pt+1.
Let C be the centraliser of N in E. Since N and E are normal in G, so is C. Let K be a Sylow
p-subgroup of C. Since E/N is a p-group, we have C = NK. As K centralises N , it follows that K
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normal and thus characteristic in C. In particular, K is normal in G. Since Op(G) = 1, we get K = 1
and C = N . In particular, E/N acts faithfully on N by conjugation. As |E/N | ≥ pt+1, Lemma 3.4
implies that |N | ≥ (p + 1)t+1. By Lemma 3.1, we have
|V(Γ)| = |V(Γ/N)||N | = rps|N | ≥ (3p)(p + 1)t+1 > (3p)(p + t+ 1)pt > 2tpt+1 = 2p|G∗v| logp |G∗v |.

If so minded, one could remove the hypothesis thatN is abelian from Theorem 6.1 using Lemma 8.2.
Theorem 6.2. Assume Hypothesis A. If G has an elementary abelian minimal normal p-subgroup N
such that Γ/N ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2 then one of the following holds:
(1) Γ ∼= PX(p, r′, s′) for some r′ ≥ 3 and 1 ≤ s′ ≤ r′ − 2;
(2) |V(Γ)| ≥ 2p|G∗v | logp |G∗v|.
Proof. It follows from Lemma 4.4 that Γ is a regular cover of Γ/N and N is semiregular. By Corol-
lary 3.3, Hypothesis A holds with (Γ, G) replaced by (Γ/N,G/N). It then follows from Lemma 5.7
that G/N contains an elementary abelian normal p-subgroup E/N such that E/N is equal to the nor-
mal closure of (E/N)vN = EvN/N in G/N and, moreover, (Γ/N)/(E/N) is a cycle of length m ≥ 3
on which (G/N)/(E/N) acts faithfully. Note that Γ/E ∼= (Γ/N)/(E/N), G/E ∼= (G/N)/(E/N) and
|V(Γ)| = m|vE |. As N is semiregular, EvN/N ∼= Ev and, since E/N is elementary abelian, so is Ev.
Fix an asymmetric orientation of the cycle Γ/E. This induces an asymmetric orientation of the
graph Γ, yielding an asymmetric digraph
−→
Γ of in- and out-valency p, whose underlying graph is Γ.
Let G+/E be the orientation-preserving subgroup of G/E. By Lemma 4.5, we have G∗v = G
+
v = Ev,
|G : G+| = χ, −→Γ is G+-half-arc-transitive, (G+v )
−→
Γ+(v) ∼= Cp and G+/E ∼= Cm.
Since G∗v = Ev, we have Ev 6= 1. Let F be the normal closure of Ev in G. As N is a minimal normal
subgroup of G, we obtain that either N ∩F = 1 or N ≤ F . If N ∩F = 1 then F ∼= FN/N ≤ E/N . It
follows that F is a normal elementary abelian p-subgroup of G. As Ev 6= 1, we have Fv 6= 1 and hence
it follows from Corollary 5.5 that (1) holds. We may therefore assume that N ≤ F . As the normal
closure of EvN in G is E, we have E = (EvN)
G = (Ev)
GN = FN = F , that is, E = (Ev)
G.
Let t be the largest integer such that Ev acts transitively on the t-arcs of
−→
Γ starting at v and let
(v0, . . . , vt) be such a t-arc (and thus v = v0). Since Ev is transitive on the t-arcs of
−→
Γ starting at v
and G+ is vertex-transitive, G+ is transitive on t-arcs of
−→
Γ .
For 0 ≤ i ≤ t, let Ei be the pointwise stabiliser of {v0, ..., vt−i}. If (E0)
−→
Γ+(vt) is transitive, then
Ev is transitive on the (t + 1)-arcs starting at v, contradicting the maximality of t. It follows that
(E0)
−→
Γ+(vt) is intransitive. On the other hand, (E0)
−→
Γ+(vt) ≤ (G+vt)
−→
Γ+(vt) ∼= Cp and hence (E0)
−→
Γ+(vt)
is trivial. In other words, the stabiliser of (v0, . . . , vt) fixes all the out-neighbours of vt. Since
−→
Γ
is strongly connected, it follows that E0 = 1 and hence |Ei| = pi for 0 ≤ i ≤ t. In particular,
|Et| = |Ev| = pt. As Ev = G∗v, we have t ≥ 2 and
(6.1) 2p|G∗v | logp |G∗v | = 2tpt+1.
Since G+ is transitive on t-arcs of
−→
Γ , there exists a ∈ G+ such that (v0, . . . , vt)a = (va0 , v0, . . . , vt−1),
that is, vi = v
a−i
0 for 0 ≤ i ≤ t. As a acts as a rotation of order m on
−→
Γ /E, we get G+ = E〈a〉. Let
x be a generator of the cyclic group E1. For any integer i, let xi = x
ai and vi = v
a−i
0 (note that this
definition of vi is consistent with the definition of vi that we had for 0 ≤ i ≤ t). We now prove three
claims from which the result will follow.
Claim 1. Ei = 〈x0, . . . , xi−1〉 for 1 ≤ i ≤ t.
We argue by induction on i. If i = 1, then by definition, x = x0 and E1 = 〈x0〉. Assume Ei =
〈x0, . . . , xi−1〉 for some i with 1 ≤ i ≤ t−1. As x fixes {v0, . . . , vt−1} pointwise and vxt 6= vt, the element
xi = x
ai fixes {vai0 , . . . , va
i
t−1} pointwise and (va
i
t )
xi 6= vait , that is, xi fixes {v−i, . . . , v−i+t−1} pointwise
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and vxi−i+t 6= v−i+t. In particular, by definition of Ei+1, we get xi ∈ Ei+1 \ Ei. As |Ei+1 : Ei| = p, we
obtain Ei+1 = Ei〈xi〉 = 〈x0, . . . , xi〉, completing the induction. 
For any positive integer i ≥ 1, we define Ei = 〈x0, . . . , xi−1〉. (Claim 1 shows that, for 1 ≤ i ≤ t,
this definition is consistent with the original definition of Ei.) Note that, for any i ≥ 1, Ei ≤ 〈Ei, Eai 〉 =
Ei+1. Since E is finite, there exists a smallest e ≥ 0 such that Et+e = Et+e+1.
Claim 2. E = Et+e.
Since Et+e = Et+e+1 = 〈Et+e, Eat+e〉, it follows that Et+e is normalised by a. Moreover, since Ev = Et
and
−→
Γ is an asymmetric G+-arc-transitive digraph and a maps v to an adjacent vertex, we have that
G+ = 〈G+v , a〉 = 〈Et, a〉. It follows that Et+e is normalised by G+. Therefore Et+e ≥ (Ev)G+ = 〈Ew |
w ∈ V(Γ)〉 = (Ev)G = E. As E is normal in G, we have Et+e ≤ E. 
Recall that N and E/N are both elementary abelian p-groups hence E is a p-group. From the
definition of e, we have |Et+i : Et+i−1| ≥ p for 1 ≤ i ≤ e therefore |Et+e : Et| ≥ pe. In particular,
Claim 2 gives
(6.2) |vE | = |E : Ev| = |Et+e : Et| ≥ pe.
Claim 3. m ≥ t+ e.
Assume, by contradiction, that m < t+ e. In particular, E = Et+e = 〈x0, . . . , xt+e−m−1, . . . , xt+e−1〉.
Since G+/E is a cyclic group of order m and a ∈ G+, we get am ∈ E but xt+e−1 = xamt+e−m−1 and
hence, by Lemma 3.5, we have Et+e = 〈x0, . . . , xt+e−2〉 = Et+e−1, contradicting the minimality of e. 
Let Z(E) be the centre of E. If Z(E) is not semiregular then (1) follows from Corollary 5.5.
Therefore we may assume that Z(E) is semiregular. Recall that Ev = Et = 〈x0, . . . , xt−1〉 is abelian
and hence Ea
t−1
t = 〈xt−1, . . . , x2t−2〉 is also abelian. Therefore xt−1 is central in 〈Et, Ea
t−1
t 〉 =
〈x0, . . . , x2t−2〉 = E2t−1. Since xt−1 ∈ Ev and Z(E) ∩ Ev = 1, we get E2t−1 < E = Et+e and
hence 2t− 1 < t+ e from which it follows that e ≥ t.
Assume e ≥ t + 1. From (6.2) and Claim 3, we have |V(Γ)| = m|vE | ≥ (t + e)pe ≥ (2t + 1)pt+1
and (2) follows from (6.1). Therefore, from now on, we may assume that e = t and, in particular,
(6.3) E = E2t = 〈x0, . . . , xt−1, xt, . . . , x2t−1〉 = 〈Ev , Eatv 〉.
Let X = Z(E)Ea
t
v ∩ Ev. Since Ev and Ea
t
v are abelian subgroups of E, we have [X,E
at
v ] ≤
[Z(E)Ea
t
v , E
at
v ] = 1 and [X,Ev ] ≤ [Ev, Ev] = 1. Hence, by (6.3), we obtain [X,E] = 1 and thus
X ≤ Z(E) ∩ Ev = 1. It follows that
|Z(E)Eatv Ev| =
|Z(E)Eatv ||Ev|
|X| = |Z(E)E
at
v ||Ev|
=
|Z(E)||Eatv |
|Z(E) ∩ Eatv |
pt = |Z(E)||Eatv |pt = |Z(E)|p2t.
In particular, |E| ≥ |Z(E)|p2t ≥ p2t+1 and hence
|V(Γ)| = m|vE | = m|E : Ev| ≥ 2tpt+1 = 2p|G∗v | logp |G∗v |.

Remark 6.3. By going through the proofs of our main theorems in Section 7, one can check that the
only way the inequality in Theorem 1.3 (2) can be met is if the inequality in Theorem 6.2 (2) is met.
It is thus important to note that the proof of Theorem 6.2 in fact gives a great deal of information
about (Γ, G) in this situation.
For example, G contains a normal p-subgroup E with Γ/E a cycle of length 2t and G/E isomorphic
to either C2t or D2t for some t ≥ 2, depending on whether χ = 1 or χ = 2. Moreover, E/Z(E) is an
elementary abelian p-group and |Z(E)| = p, and hence E is an extraspecial p-group.
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A complete classification of all possible pairs (Γ, G) meeting this bound in the case (p, χ) = (2, 2)
was obtained in [12] and the pairs which arise are described in [16]. With some work, it is likely that
a similar classification could be obtained for general (p, χ) along the same lines. However, we do not
take this detour here.
7. Proofs of the main theorems
In this section, we prove Theorems 1.3, 2.1, 2.2, 2.3 and Proposition 2.5. In light of Lemma 4.3,
we write |G∗v| rather than |Gv |/χ in this section.
Proof of Theorem 2.1. The proof goes by induction on |V(Γ)|.
If G has a non-abelian minimal normal subgroup then, by Corollary 4.8, G contains a normal
subgroup N such that Γ is a regular cover of Γ/N and G/N has a unique minimal normal subgroup
and this subgroup is non-abelian. If N = 1 then (5) holds, otherwise (6) holds.
We may thus assume that every minimal normal subgroup of G is abelian. Let N be a minimal
normal subgroup of G. Note that N is elementary abelian. By choosing N appropriately, we can
ensure that either N is a p-group or Op(G) = 1.
We may also assume that (1) does not hold. In particular, by Corollary 5.5, N is semiregular. By
Lemma 4.4 (3) either (3) or (4) hold or Γ is a regular cover of Γ/N . We therefore assume the latter.
By Corollary 3.3, Hypothesis A holds with (Γ, G) replaced by (Γ/N,G/N). By induction, the
conclusion of Theorem 2.1 holds with (Γ, G) replaced by (Γ/N,G/N).
If (Γ/N,G/N) satisfies (1), that is Γ/N ∼= PX(p, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2 then,
by Theorems 6.1 and 6.2, one of (1) or (2) holds. If (Γ/N,G/N) satisfies (2) then (2) holds by
Lemma 3.2 (9). If (Γ/N,G/N) satisfies (3), (4) or (5) then, since N is abelian, we have that (6)
holds. Finally, note that if G/N has a normal subgroup M/N such that Γ/N is a regular cover of
(Γ/N)/(M/N) then in fact Γ is a regular cover of Γ/M . It follows that if (Γ/N,G/N) satisfies (6)
then so does (Γ, G). 
Proof of Theorem 2.2. Let N be a semiregular abelian normal subgroup of G having at most two
orbits and let G
[1]
v be the kernel of the action of Gv on Γ(v). We show that G
[1]
v = 1, that is, Gv acts
faithfully on Γ(v). Note that this implies that Gv ∼= Lp,χ and |Gv | = χp2.
If N is transitive then, since it is semiregular, it is regular. It follows that N has 2p orbits on
the arcs of Γ and that these N -orbits are (v, u)N , as u runs through the elements in Γ(v). Observe
that G
[1]
v fixes Γ(v) pointwise and hence G
[1]
v fixes each N -orbit on arcs. As N EG and G is vertex-
transitive, G
[1]
u fixes each N -orbit on arcs, for every u ∈ V(Γ). Let u be a neighbour of v. Clearly,
G
[1]
v ≤ Gu. Moreover, since G[1]v fixes each of the 2p N -orbits on arcs, it follows that G[1]v ≤ G[1]u . Using
the connectedness of Γ, by repeating this argument we get G
[1]
v = 1.
If N has two orbits then, since N is normal in G and since G is edge-transitive, it follows that the
orbits of N form a bipartition of Γ. Since N is semiregular, N has precisely 2p orbits on the edges
of Γ. The same argument as in the previous paragraph (with the role of arcs being played by edges)
again yields that G
[1]
v = 1. 
Proof of Theorem 2.3. Clearly, K = N ⋊ Kv. Moreover, Γ/K = Γ/N is a cycle of length m ≥ 3
on which G/K acts faithfully. It follows from Lemma 4.5 that G∗v = Kv and Kv is a p-group. By
Lemma 4.6, Kv is elementary abelian of order at most p
m. This implies that t ≤ m.
Let C be the centraliser of N in K. As N is abelian, we have N ≤ C. Also, as N EG and K EG,
we get C EG. Since N is abelian and K preserves the N -orbits setwise, we must have C∆ = N∆ for
each N -orbit ∆. (As usual, C∆ and N∆ denote the permutation groups induced by C and N on ∆.)
It follows that [C,C] fixes each N -orbits pointwise and hence [C,C] = 1. Thus C is abelian.
If C is not semiregular then (1) follows from Corollary 5.5. We may thus assume that C is
semiregular. As K = NKv and N ≤ C ≤ K, this implies that C = N and hence Kv acts by
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conjugation faithfully on N . Observe that Z(K) = CK(K) ≤ CK(N) = N . Moreover, since Kv 6= 1,
we have Z(K) < N . Since N is minimal normal in G, we obtain Z(K) = 1 and thus p 6= q. By
Lemma 3.4, we have |N | ≥ qt ordp(q) and hence |V(Γ)| = m|N | ≥ mqt ordp(q). 
We are now ready to prove Theorem 1.3 and Proposition 2.5. Note that this proof depends on
Theorem 2.4 and Corollary 9.2 which will be proved in Sections 8 and 9 but whose proofs do not
depend on Theorem 1.3. (We use this nonlinear order to improve the flow of the paper, as the proof
of Theorem 2.4 is quite long and somewhat different in character from the rest of the paper.)
Proof of Theorem 1.3 and Proposition 2.5. Let e(p) and c(p) be as in Proposition 2.5. If (p, χ) = (2, 1)
then the conclusion follows from Corollary 9.2. If (p, χ) = (2, 2) then the conclusion follows from [12,
Theorem 1.2]. We may thus assume that p is odd. Let |G∗v | = pt. We will prove the following claim:
Claim. If neither (1) or (2) holds then t < e(p).
The proof goes by induction on |V(Γ)|. We apply Theorem 2.1. Since neither (1) or (2) holds, neither
of Theorem 2.1 (1) or (2) holds. If Theorem 2.1 (3) holds then the claim follows from Theorem 2.2
and noting that 2 < e(p).
If Theorem 2.1 (4) holds then it follows from Theorem 2.3 that |V(Γ)| ≥ tqt ordp(q) for some prime
q different than p. Since qt ordp(q) ≥ p + 1, we have |V(Γ)| ≥ t(p + 1)t. Since (2) does not hold
we have 2tpt+1 = 2p|G∗v | logp |G∗v | > |V(Γ)| ≥ t(p + 1)t and hence 2pt+1 > (p + 1)t. It follows that
t < log(2p)log(1+1/p) = e(p).
If Theorem 2.1 (5) holds then the claim follows from Theorem 2.4. We may thus assume that
Theorem 2.1 (6) holds. In particular, G has a non-identity normal subgroup N such that Γ is a
regular cover of Γ/N and one of Theorem 2.1 (3), (4), or (5) is satisfied with (Γ, G) replaced by
(Γ/N,G/N). The claim then follows by induction. 
If neither (1) or (2) holds then our claim implies |V(Γ)| < 2tpt+1 < 2e(p)pe(p)+1 = c(p). 
Remark 7.1. The upper bound in Theorem 1.3 (3) given by Proposition 2.5 was chosen for sim-
plicity, not strength. Given a fixed prime p, it is often possible to greatly improve upon it by using
Theorems 2.1, 2.2, 2.3 and 2.4 directly.
For example, suppose that p = 19. Following the proof of Theorem 1.3, we see that a basic
exceptional pair (Γ, G) must satisfy one of Theorem 2.1 (3), (4) or (5). In the first case, we have t = 2.
In the second case, we have 2t · 19t+1 > |V(Γ)| ≥ tqt ord19(q) for some prime q 6= 19. The smallest
prime power which is congruent to 1 (mod 19) is 191 hence qord19(q) ≥ 191, from which it follows
that 2 · 19t+1 > 191t which is a contradiction (since t ≥ 2). Finally, the third case does not occur by
Theorem 2.4. We thus find that t = 2, |G∗v | = 192 and |V(Γ)| < 27436.
8. Proof of Theorem 2.4
As Theorem 4.9 (2) indicates, G∗v must contain a rather large elementary abelian p-subgroup. This
motivates the introduction of the following definition.
Definition 8.1. Given a prime p and a group G, the p-rank rp(G) of G is the minimal number of
generators of an elementary abelian p-subgroup of G of maximum order.
We will need the following lemma describing the p-rank of a wreath product.
Lemma 8.2. Let p be a prime, let H be a group, let K be permutation group on ∆ and let W =
H wr∆K. Then
rp(W ) =
{
rp(K) if p does not divide |H|,
|∆|rp(H) if p divides |H|.
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Proof. Let Ω = H ×∆ and consider W as a permutation group on Ω, where H acts on the set H by
right multiplication. Let Σ = {H × {δ} | δ ∈ ∆} and note that this is a system of imprimitivity for
W . We identify Σ with ∆ by identifying the block H × {δ} ∈ Σ with δ ∈ ∆. In particular, we say
that a subgroup of W is transitive on ∆ if it is transitive on Σ. Let B be the kernel of the action of
W on ∆ and note that B = H∆ and W = B ⋊K.
If p does not divide |H| then |B| is coprime to p and hence K contains a Sylow p-subgroup of W .
If follows that rp(W ) = rp(K).
We thus assume that p divides |H|. Clearly, rp(W ) ≥ rp(B) = |∆|rp(H). Let E be an elementary
abelian p-subgroup ofW and let O1, . . . ,Or be the orbits of E on ∆. We show that rp(E) ≤ rp(H)|∆|.
Since we are only interested in rp(E), we replace K by the projection of E on K with no loss of
generality.
Assume first that r = 1, that is, E acts transitively on ∆. Fix δ0 ∈ ∆ and, for every δ ∈ ∆, let
eδ be an element of E such that δ
eδ = δ0. Write eδ = σδgδ ∈ E with gδ ∈ B and σδ ∈ K. Note that
δσδ = δ0. Let π0 : E ∩ B → H be the projection f 7→ f(δ0) on the δ0-coordinate of B. Let f be an
element of E ∩B. Since E is abelian, we have f = f eδ = fσδgδ = g−1δ fσδgδ and
f(δ) = f(δ
σ−1
δ
0 ) = f
σδ(δ0) = (gδfg
−1
δ )(δ0) = gδ(δ0)f(δ0)g
−1
δ (δ0) = f(δ0)
gδ(δ0).
Thus, for each δ ∈ ∆, f(δ) is conjugate (via g−1δ (δ0)) to f(δ0), and hence f is uniquely determined by
its value on δ0. Since the family (gδ)δ∈∆ does not depend on f , we obtain that E ∩ B ∼= π0(E ∩ B)
and hence E ∩B is isomorphic to an elementary abelian subgroup of H. Thus |E ∩B| ≤ prp(H). As E
is abelian and transitive on ∆, the group E/(E ∩B) acts regularly on ∆ and hence |E : E ∩B| = |∆|.
It follows that |E| = |E : E ∩ B||E ∩ B| ≤ |∆|prp(H). Since |H| is divisible by p, we have p ≤ prp(H)
and a moment’s thought gives prp(E) = |E| ≤ |∆|prp(H) ≤ prp(H)|∆|, concluding the case r = 1.
Assume now that r > 1. For i ∈ {1, . . . , r}, denote by Ei the projection of E on H wrOi K. We
have E ≤ E1 × · · · × Er and, using the case r = 1, we obtain
|E| ≤
r∏
i=1
|Ei| =
r∏
i=1
prp(Ei) ≤
r∏
i=1
prp(H)|Oi| = prp(H)
∑
i |Oi| = prp(H)|∆|,
completing the case r > 1. 
Lemma 8.3. The p-rank of Aut(Alt(n)) is ⌊n/p⌋.
Proof. Suppose that n 6= 6. Then Aut(Alt(n)) = Sym(n). Write n = qp + r, with 0 ≤ r ≤ p − 1. A
Sylow p-subgroup of Sym(n) fixes r points of {1, . . . , n} and hence is conjugate to a Sylow p-subgroup
of Sym(pq). In particular, we may assume that r = 0. Clearly, rp(Sym(n)) ≥ n/p.
Let E be an elementary abelian p-subgroup of Sym(n) of maximal cardinality. Let O1, . . . ,Oℓ
be the orbits of E on {1, . . . , n} and let Ei be the permutation group induced by E on Oi. Since
Ei is abelian, it acts regularly on Oi and hence |Ei| = |Oi|. Moreover, by maximality, we have
E = E1 × E2 × · · · × Eℓ.
Note that, if a is a power of p then a ≤ pa/p. Thus
|E| =
ℓ∏
i=1
|Ei| =
ℓ∏
i=1
|Oi| ≤
ℓ∏
i=1
p|Oi|/p = p
∑
i |Oi|/p = pn/p
and rp(Sym(n)) = rp(E) ≤ n/p.
When n = 6, we have Aut(Alt(n)) = PΓL2(9) and the result follows with a computation. 
Theorem 8.4. Let p be an odd prime, let ℓ ≥ 1, let T be an non-abelian simple group and let
W = Aut(T )wr Sym(ℓ). Then either ℓ|T |ℓ > 6rp(W )p3rp(W )+1 or (T, p, ℓ) appears in Table 2.
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T p ℓ
Alt(5) 3 1, 2, 3
Alt(5) 5 ℓ
Alt(6) 3 ℓ
Alt(6) 5 1, 2, 3
Alt(7) 3 1, 2
Alt(7) 5, 7 1
Alt(8),Alt(9) 3 1
M11 3 1
M11 11 1, 2
J1 19 1
J2 5 1
PSL2(p
f ) p ℓ
PSL3(p) 3, 5, 7, 11, 13, 19 1
PSL4(p) 3, 5, 7 1
PSU3(p) 3, 5, 7, 11, 17, 23, 29 1
PSU4(3) 3 1, 2
PSU4(p) 5, 7 1
PSp4(p
f ) p ℓ
PSp6(p) 3, 5, 7 1
G2(3) 3 1, 2
G2(9) 3 1
PSL2(r
f ),PSL3(r
f ),PSU3(r
f ) p 6= r ℓ
PSU5(2) 3 1
2B2(2
3) 13 1
Table 2. Exceptional cases in Theorem 8.4
Proof. We first consider the case that p does not divide |Aut(T )|. From Lemmas 8.2 and 8.3, we have
rp(W ) = rp(Sym(ℓ)) ≤ rp(Aut(Alt(ℓ))) = ⌊ℓ/p⌋ and therefore
6rp(W )p
3rp(W )+1 ≤ 6 ℓ
p
p3ℓ/p+1 = 6ℓ
(
p3/p
)ℓ ≤ 6ℓ3ℓ,
where in the last inequality we used the fact that p3/p ≤ 3 (which is valid since p ≥ 3). Observe also
that, as |T | ≥ 60, we have ℓ|T |ℓ > 6ℓ3ℓ. Therefore the inequality ℓ|T |ℓ > 6rp(W )p3rp(W )+1 is always
satisfied.
In the rest of this proof we assume that p divides |Aut(T )|. From Lemma 8.2, we have rp(W ) =
ℓrp(Aut(T )) and hence the inequality in the statement of Theorem 8.4 becomes:
(8.1) |T |ℓ > 6rp(Aut(T ))p3ℓrp(Aut(T ))+1.
We will subdivide the proof depending on the isomorphism class of T using the Classification of the
Finite Simple Groups.
Alternating groups. Assume that T = Alt(m) for some m ≥ 5. From Lemma 8.3, we have
rp(Aut(T )) = ⌊m/p⌋ and
6rp(Aut(T ))p
3ℓrp(Aut(T ))+1 ≤ 6mp3ℓm/p ≤ 6m3ℓm,
where again we used the inequality p3/p ≤ 3. Now it is a computation to verify that |T |ℓ = (m!/2)ℓ >
6m3ℓm for every m ≥ 11. Finally, a case by case analysis (using Lemma 8.2) shows that for m ≤ 10
either (8.1) holds or (T, p, ℓ) appears in Table 2.
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Sporadic groups. Assume that T is isomorphic to one of the twenty-six sporadic simple groups.
From [4, page viii], we see that |Aut(T ) : T | ≤ 2 and, since p ≥ 3, we have rp(Aut(T )) = rp(T ). For
every prime p and sporadic group T , the value of rp(T ) is tabulated in [7, Table 5.6.1]. By considering
each sporadic group one-by-one, it is easy to check that either (8.1) holds or (T, p, ℓ) appears in Table 2.
Groups of Lie type. For the rest of this proof we assume that T is a simple group of Lie type
defined over the finite field of order q. For twisted groups our notation for q is such that 2B2(q),
2G2(q),
2F4(q),
3D4(q),
2E6(q), PSUn(q) and PΩ
−
2m(q) are the twisted groups contained in B2(q),
G2(q), F4(q), D4(q
3), E6(q
2), PSLn(q
2) and PΩ+2m(q
2), respectively. Moreover, taking in account the
exceptional isomorphisms between non-abelian simple groups, we will assume that T is not one of
PSL2(4), PSL2(5), PSL2(9), PSL4(2) or (PSp4(2))
′.
Write q = rf , with r prime and f ≥ 1. Define
δf,p =
{
1 if p divides f,
0 if p does not divide f,
and
ε =
{
1 if p = 3 and T = PΩ+8 (q),
0 otherwise.
As usual, we follow closely the notation in [7]. Let T0 be the subgroup of Aut(T ) consisting of
the inner-diagonal automorphisms of T . (For example, if T = PSLn(q) then T0 = PGLn(q) and if
T = PSUn(q) then T0 = PGUn(q).) Using the terminology in [7], Out(T ) is the product (in this order)
of T0, the group of field automorphisms (which is cyclic) and of the group of graph automorphisms
(which has order at most 2, unless T = PΩ+8 (q) in which case it has order 6). This shows that
(8.2) rp(Aut(T )) ≤ rp(T0) + δf,p + ε.
We first consider the case that r = p. Then |T0 : T | is coprime to p and hence rp(T0) = rp(T ).
Observe further that the maximal order of an abelian unipotent subgroup of T is an upper bound for
prp(T ). The maximal order of a unipotent subgroup of non-abelian simple groups of Lie type is known.
The resulting upper bounds for rp(T ) as well as the corresponding reference can be found in Table 3
(except for the Ree group T = 2G2(3
f ) where we give the exact value of prp(T )).
Using (8.2), these upper bounds for rp(T ) yield upper bounds for rp(Aut(T )). It is then a matter of
checking each family one-by-one. (In some cases, the following improvements to using (8.2) are useful:
r3(Aut(PSL3(3
3))) = 6, r3(Aut(PSU3(3
3))) = 6, r3(Aut(PSU4(3
3))) = 12 and r3(G2(3
3)) = 12. These
can be easily verified using magma [2], for example).
We now consider the case that r 6= p. Let E be an elementary abelian p-subgroup of maximal
order of T0. From [7, Theorem 4.10.2], it follows that E is contained in a maximal torus V of T0 and
that
(8.3) rp(E) ≤ k,
where k is the Lie rank of the algebraic group associated with T0. It is well-known that |V | ≤ (q0+1)k,
where q0 =
√
q when T is isomorphic to the Suzuki group 2B2(q) or to a Ree group
2G2(q),
2F4(q)
and q0 = q otherwise (for a detailed proof tailored to our needs see for example [24, Lemma 2.4]). In
particular,
(8.4) |E| ≤ (q0 + 1)k
and hence
(8.5) p ≤ (q0 + 1)k.
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Lie type Upper bound for rp(T ) Reference
PSL2m m
2f [1, Theorem 2.1]
PSL2m+1 m(m+ 1)f [1, Theorem 2.1]
PΩ7 5f [1, Theorem 5.1]
PΩ2m+1 (m ≥ 4) (m(m− 1)/2 + 1)f [1, Theorems 5.2 and 5.3]
PSp2m (m ≥ 2) m(m+ 1)f/2 [1, Theorem 2.5]
PΩ+2m (m ≥ 4) m(m− 1)f/2 [1, Theorems 3.1 and 3.2]
E6 16f [31, Table 4]
E7 27f [31, Table 4]
E8 36f [31, Table 4]
F4 9f [31, Table 4]
G2 3f if p 6= 3, 4f if p = 3 [31, Table 4]
PSU2m+1 (m
2 + 1)f [35, Theorem 1]
PSU2m (m ≥ 2) m2f [35, Theorem 1]
2B2 f [25]
PΩ−8 6f [34, table on page 230]
PΩ−2m (m ≥ 5) ((m− 1)(m − 2)/2 + 2)f [34, Theorem I (d)]
3D4 5f [31, Table 4]
2E6 12f [31, Table 4]
2F4 5f [31, Table 4]
2G2 f [21]
Table 3. Upper bound for rp(T ) for groups of Lie type with p = r in Theorem 8.4
When δf,p = ε = 0, we have rp(Aut(T )) = rp(T0) = rp(E) and hence, from (8.3), (8.4) and (8.5),
we get
6rp(Aut(T ))p
3ℓrp(Aut(T ))+1 ≤ 6k(prp(E))3ℓ · p = 6k|E|3ℓ · p
≤ 6k(q0 + 1)3ℓk(q0 + 1)k = 6k(q0 + 1)3ℓk+k.
When δf,p = 1, we have p ≤ f and, by (8.2) and (8.3), we have
6rp(Aut(T ))p
3ℓrp(Aut(T ))+1 ≤ 6(k + 1 + ε)f3ℓ(k+1+ε)+1.
Finally, when δf,p = 0 and ε = 1, we have T = PΩ
+
8 (q), p = 3 and k = 8. By (8.2) and (8.3) we have
rp(Aut(T )) ≤ k + 1 = 9 and hence
6rp(Aut(T ))p
3ℓrp(Aut(T ))+1 ≤ 6 · 9 · 33ℓ·9+1.
By going through each family one-by-one and with some computation, one may use these inequal-
ities to see that (8.1) holds, except possibly when T is one of the following groups:
2B2(2
3), 2B2(2
5), 2B2(2
7), PΩ+8 (2), PΩ
−
8 (2), PSp6(2), PSp4(q) (with q ∈ {3, 4, 5, 7}),
PSL2(q), PSL3(q), PSU3(q),
PSL4(q) (with q ∈ {3, 4, 5, 9}), PSU4(q) (with q ∈ {2, 3, 4, 5, 7}),
PSL5(2), PSU5(2), PSL6(2), PSU6(2).
We now study these exceptions in turn. By factorizing the order of 2B2(2
3), 2B2(2
5) and 2B2(2
7)
(and using r5(Aut(
2B2(2
5))) = 2, which can be verified with magma), we see that (8.1) holds in these
cases except when (T, p, ℓ) = (2B2(2
3), 13, 1) which appears in Table 2.
Similarly, using the fact that r3(Aut(PΩ
+
8 (2))) = 4, r5(Aut(PΩ
+
8 (2))) = 2, r7(Aut(PΩ
+
8 (2))) = 1,
r3(Aut(PΩ
−
8 (2))) = 3 and rp(Aut(PΩ
−
8 (2))) = 1 for p ∈ {5, 7, 17}, one can check that (8.1) holds when
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T is PΩ+8 (2) or PΩ
−
8 (2). The case when T = PSp6(2) or T = PSp4(q) with q ∈ {3, 4, 5, 7} is dealt
with in a similar way.
Suppose now that T = PSLn(q) (with n ≥ 2) or PSUn(q) (with n ≥ 3). Since the groups PSL2(q),
PSL3(q) and PSU3(q) appear in Table 2, we may assume that n ≥ 4. In particular, there are only
finitely many exceptions left to deal with. For each of these, we compute the exact value of rp(Aut(T ))
for each prime divisor of p of |Aut(T )| with p 6= r. It is then straightforward to check that (8.1) holds
in each of these cases except when (T, p, ℓ) = (PSU5(2), 3, 1), or (T, p) = (PSU4(2), 3) which, in view
of the exceptional isomorphism PSU4(2) ∼= PSp4(3), was already dealt with in the case r = p. 
Lemma 8.5. Let n ≥ 1, let p be a prime and let P be a Sylow p-subgroup of Sym(n). Then |P | ≤
p(n−1)/(p−1). Moreover, the function p 7→ p1/(p−1) is strictly decreasing.
Proof. Let n = a0 + a1p+ · · ·+ akpk be the p-adic expansion of n, that is, a0, . . . , ak ∈ {0, . . . , p− 1}
with ak 6= 0. Let Pi be a Sylow p-subgroup of Sym(pi) and observe that |Pi| = p
pi−1
p−1 . It is well-known
that
P ∼= P0 × · · · × P0︸ ︷︷ ︸
a0 times
×P1 × · · · × P1︸ ︷︷ ︸
a1 times
× · · · × Pk × · · · × Pk︸ ︷︷ ︸
ak times
from which it follows that
|P | =
k∏
i=0
p
ai
pi−1
p−1 .
We have
k∑
i=0
ai
pi − 1
p− 1 =
1
p− 1
(
k∑
i=0
aip
i −
k∑
i=0
ai
)
=
1
p− 1
(
n−
k∑
i=0
ai
)
≤ n− 1
p− 1 .
Finally, it is easy to verify that x 7→ x1/(x−1) is a strictly decreasing function when x > 0. 
An easy computation in modular arithmetic yields the following lemma:
Lemma 8.6. Let r be a prime, let p be an odd prime and let t be the smallest integer such that p
divides rt − 1. Let pe be the largest power of p dividing rt − 1. Then pe+g divides rf − 1 if and only if
pgt divides f .
Theorem 8.7. Let p be an odd prime, let ℓ ≥ 1 and let T be an non-abelian simple group such that
(T, p, ℓ) appears in Table 2. Let P be a Sylow p-subgroup of Aut(T )wr Sym(ℓ). Then either P is cyclic,
or ℓ|T |ℓ > 4p|P |2 logp |P |, or (T, p, ℓ) appears in Table 4.
Proof. We assume that P is not cyclic. Let Q be a Sylow p-subgroup of Aut(T ). From Lemma 8.5, we
have |P | ≤ p(ℓ−1)/(p−1)|Q|ℓ and, since p1/(p−1) is a decreasing function of p, satisfying the inequality
(8.6) ℓ|T |ℓ > 4p|Q|2ℓ3ℓ−1 log3(|Q|ℓ3(ℓ−1)/2)
is sufficient to satisfy the inequality ℓ|T |ℓ > 4p|P |2 logp |P |. The result then follows by considering the
triples (T, p, ℓ) that appear in Table 2 one-by-one. This is tedious but not very difficult: most of them
can be eliminated using (8.6). (Knowledge of |Aut(T )| is also required, see [4] for example). The only
cases that require more care are when T is isomorphic to one of PSL2(r
f ), PSL3(r
f ) or PSU3(r
f ) and
r 6= p. We discuss these in more detail.
Let T0 be the group of inner-diagonal automorphisms of T . First suppose that p is coprime to |T0|.
Then f ≥ |Q|, f ≥ p and thus
4f2ℓ+13ℓ−1 log3(f
ℓ3(ℓ−1)/2) ≥ 4p|Q|2ℓ3ℓ−1 log3(|Q|ℓ3(ℓ−1)/2).
With some computation, one can see that ℓ|T |ℓ > 4f2ℓ+13ℓ−1 log3(f ℓ3(ℓ−1)/2) and thus (8.6) is satisfied.
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T p ℓ
Alt(5) 5 2, 3, 5, 6, 7, 10, 25
Alt(6) 3 1, 2, 3
Alt(9) 3 1
PSL2(3
3) 3 ℓ
PSL2(3
4),PSL2(3
6),PSL2(3
9) 3 1
PSL2(5
5) 5 1
PSL2(p) 7, 11, 13 2
PSL2(p
2) 5, 7, 11, 13 1
PSL3(p) 3, 5, 7, 11, 13, 19 1
PSL4(p) 3, 5, 7 1
PSU3(p) 3, 5, 7, 11, 17, 23, 29 1
PSU4(3) 3 1, 2
PSU4(p) 5, 7 1
PSp4(3) 3 1, 2, 3, 4, 6, 9
PSp4(3
2),PSp4(3
3) 3 1
PSp4(p) 5, 7, 11, 13, 17, 19, 23, 29 1
PSp6(p) 3, 5, 7 1
G2(3) 3 1, 2
G2(9) 3 1
PSL2(2
3) 3 ℓ
Table 4. Exceptional cases in Theorem 8.7
We now assume that p divides |T0|. Suppose that T = PSL2(rf ), let t be the smallest integer with
p | rt − 1 and let pe be the largest power of p dividing rt − 1. Since p divides |T0| = rf (r2f − 1) and
p 6= r, we get p | (r2f − 1) and hence t | 2f . Similarly, since p | rp−1 − 1, we have t | p− 1 and hence t
is coprime to p.
We first consider the case that t /∈ {f, 2f}. Since t is a divisor of 2f , we must have t ≤ 2f/3.
Write 2f = tpgk, with k coprime to p. Observe that pg is the largest power of p dividing f . By
Lemma 8.6, pe+g is the largest power of p dividing r2f − 1. Since |Aut(T )| = f · rf (r2f − 1), it follows
that |Q| = pe+2g and hence
(8.7) |Q| ≤ pef2 ≤ (rt − 1)f2 ≤ (r2f/3 − 1)f2.
Note that, for r odd, we have p ≤ (rt − 1)/2 ≤ (r2f/3 − 1)/2. Using this bound when r is odd and
(8.7), a computation shows that (8.6) holds, except when r = 2 and f ≤ 24, r = 3 and f ≤ 9, or r = 5
and f ≤ 3. These values of r and f can then be checked one-by-one.
Finally, suppose that t ∈ {f, 2f}, that is, p is a primitive prime divisor of rf − 1 or of r2f − 1.
Since t is coprime to p, so is f and hence Q is a subgroup of T0. As |T0 : T | = 2 and p is odd, we get
Q ≤ T . Now it follows from the subgroup structure of PSL2(rf ) (see [26, Theorem 6.25] for example)
that Q is cyclic and |Q| divides q− 1 when t = f and divides q+1 when t = 2f . Since P is not cyclic,
we have ℓ ≥ 2. Moreover, |Q| = (q ± 1)/c for some c ≥ 1. Using this explicit value of |Q|, it is then a
simple case-by-case analysis to check that the result holds.
The cases when T is one of PSL3(r
f ) or PSU3(r
f ) can be handled similarly. 
We are now ready to prove the main theorem of this section.
Proof of Theorem 2.4. Since N is a minimal normal subgroup of G, we can write N = T ℓ for some
non-abelian simple group T and some ℓ ≥ 1. Moreover, G is a subgroup of the wreath product
W = Aut(T )wr Sym(ℓ) that acts transitively on the ℓ simple direct factors of N and hence ℓ|T |ℓ ≤ |G|.
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The case when p is odd. Assume that |V(Γ)| ≤ 2p|G∗v | logp |G∗v|. Observe that |V(Γ)| = |G :
Gv | = |G|/(χ|G∗v |) and hence
(8.8) |G| ≤ 2pχ|G∗v|2 logp |G∗v |.
By Lemma 4.9 (2), we have |G∗v |2/3 ≤ prp(G∗v). Since rp(G∗v) ≤ rp(W ) and ℓ|T |ℓ ≤ |G|, it follows
ℓ|T |ℓ ≤ |G| ≤ 2pχ|G∗v|2 log2 |G∗v | ≤ 2pχp3rp(G
∗
v)
(
3
2
rp(G
∗
v)
)
≤ 3χp3rp(W )+1rp(W ) ≤ 6p3rp(W )+1rp(W ).
In particular, by Theorem 8.4, (T, p, ℓ) appears in Table 2. Let P be a Sylow p-subgroup of W
containing G∗v. Since (G
∗
v)
Γ(v) is an elementary abelian p-group of order p2, the group G∗v is not cyclic
and hence neither is P . Moreover
ℓ|T |ℓ ≤ |G| ≤ 2pχ|G∗v|2 logp |G∗v | ≤ 4p|P |2 logp |P |.
In particular, by Theorem 8.7, (T, p, ℓ) appears in Table 4. Recall that from Theorem 4.9 (1) the
group G∗v has nilpotency class at most 3.
We first deal with the only two infinite families in this table. Suppose that T is isomorphic to
either PSL2(2
3) or PSL2(3
3) and thus p = 3. We will show that ℓ ≤ 2 when T = PSL2(33) and ℓ ≤ 4
when T = PSL2(2
3).
Let B = Aut(T )ℓ and let a, b, c be natural numbers such that |G∗v : G∗v ∩ B| = 3a, |G∗v ∩ B :
G∗v ∩ N | = 3b and |G∗v ∩ N | = 3c. Moreover let ℓ′ be the largest divisor of ℓ coprime to 3. Observe
that |G∗v | = 3a+b+c, |G : G ∩ B| ≥ ℓ′3a, |G ∩ B : N | ≥ 3b and thus ℓ′3a+b|T |ℓ ≤ |G : G ∩ B||G ∩ B :
N ||N | = |G|. Combining this with (8.8) we obtain
(8.9) ℓ′|T |ℓ ≤ 12 · 3a+b+2c(a+ b+ c).
Note that a ≤ (ℓ− 1)/2 by Lemma 8.5.
We first consider the case when T = PSL2(3
3). Thus c ≤ 3ℓ and, as B/N ∼= Out(T )ℓ is isomorphic
to Cℓ6, we have b ≤ ℓ. Therefore (8.9) implies
ℓ′|T |ℓ ≤ 12 · 37ℓ+(ℓ−1)/2(4ℓ+ (ℓ− 1)/2).
This yields ℓ ≤ 3. If ℓ = 3 then (8.9) holds only if a + b + 2c ≥ 21, from which it follows that
|P : G∗v| ≤ 3. It can be checked with magma that the only subgroup of P having nilpotency class at
most 3 and index at most 3 is P ∩ B. Therefore G∗v = P ∩ B, (a, b, c) = (0, 3, 9), |G∗v | = 312 and
|G| = |G : B ∩ G||B ∩ G| ≥ ℓ|B ∩ G| ≥ ℓ|G∗vN | = 3 · 33|T |3. Now, it is easily seen that (8.8) is not
satisfied. Thus ℓ ≤ 2.
We now consider the case when T = PSL2(2
3). Let t be the highest power of 3 dividing (ℓ!). Then
a ≤ t, b ≤ ℓ and c ≤ 2ℓ. Therefore (8.9) implies
ℓ′|T |ℓ ≤ 12 · 35ℓ+t(3ℓ+ t).
This yields ℓ ≤ 12 or ℓ ∈ {15, 18, 27}. (To see this, use the bound t ≤ (ℓ− 1)/2 when ℓ ≥ 27 and use
the explicit value of t when ℓ ≤ 27.)
If ℓ ∈ {5, 7, 8, 10, 11, 15} then a direct computation shows that, in each case, (8.9) gives a+b+2c =
5ℓ+ t and hence P = G∗v. Since a Sylow 3-subgroup of PΓL2(2
3)wr Sym(3) has nilpotency class 6, G∗v
has nilpotency class at least 6, which is a contradiction.
If ℓ ∈ {12, 18, 27} then (8.9) yields a + b + 2c ≥ 5ℓ + t − 1 and hence |P : G∗v | ≤ 3. Let R be a
Sylow 3-subgroup of PΓL2(2
3)wr Sym(3). A computation with magma gives that the only subgroup of
R having nilpotency class at most 3 and index at most 3 is R ∩ PΓL2(23)3. As ℓ ≥ 3, it easily follows
that |P : G∗v| = 3 and G∗v = P ∩B. We have 3 = |P : G∗v| = |P : P ∩B| = 3t ≥ 35, a contradiction.
If ℓ = 6 then (8.9) implies a+ b+2c ≥ 5ℓ+ t− 2. This yields |P : G∗v | ≤ 9. With magma we obtain
that the only subgroup of P having nilpotency class at most 3 and index at most 9 is P ∩ B. Thus
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G∗v = P ∩ B, |G∗v | = 318 and G∗vN = B. Therefore |G| = |G : B||B| ≥ ℓ|B| = 6(3|T |)6. Now, it is
easily seen that (8.8) is not satisfied.
If ℓ = 9 then (8.9) implies a + b + 2c ≥ 5ℓ + t − 3. Thus |P : G∗v | ≤ 27. Assume that G∗v acts
intransitively on the nine simple direct factors of N . Then G∗v ≤ R × R × R, where R is a Sylow
3-subgroup of PΓL2(2
3)wr Sym(3). Since R has nilpotency class 6, the group G∗v projects to a proper
subgroup of R in each of the three coordinates. Therefore |G∗v| ≤ (|R|/3)3 = 327, contradicting the
fact that |P : G∗v | ≤ 27. Thus G∗v acts transitively on the nine simple direct factors of N . Now we
compute all the subgroups of Q of P with |P : Q| ≤ 27 and with Q projecting to a transitive subgroup
of Sym(9) (observe that, computationally, the second requirement gives a strong constraint), and we
check that they all have nilpotency class greater than 9.
We have shown that, if T = PSL2(3
3) then ℓ ≤ 2 and if T = PSL2(23) then ℓ ≤ 4. In particular,
there are only a finite number of small cases in Table 4 left to consider. We use magma to deal with them
in the following way: for every triple (T, p, ℓ), we first determine all subgroups G of Aut(T )wr Sym(ℓ)
projecting to a transitive subgroup of Sym(ℓ). Second, for each such G, we determine the p-subgroups
Q of G with |G| ≤ 2pχ|Q|2 logp |Q| (in most cases, there is no such Q or Q is a Sylow p-subgroup of
G). Then, for each such Q, we check whether |Z(Q)|3 ≥ |Q|, Q has nilpotency class at most 3 and
exponent at most p2 (see Lemma 4.9). For the groups Q satisfying these criteria, we determine all the
subgroups H of G with Q ≤ H ≤ G and |H : Q| = χ and we compute the permutation representation
Gˆ of G on the right cosets of H. Finally, we check whether Gˆ acts on a connected graph of valency
2p by studying the suborbits of Gˆ of size p and 2p. The cases which do occur are listed in Table 1.
The procedure just described generally works well, but a few cases are more challenging computa-
tionally. These can be handled with a few tricks. For example, we show how to deal with the cases
when N = T ℓ is one of G2(3)
2 or G2(9).
Suppose that N = T = G2(9). A computation shows that (8.8) is satisfied only when G = T , G
∗
v
is a Sylow 3-subgroup of G and χ = 2. As above, let Q be a a Sylow 3-subgroup of T . This is our
candidate for G∗v. For every maximal subgroup K of Q (K is our candidate for Gvw for w ∈ Γ(v)),
we find that NG(K) ≤ NG(Q) and hence NG(Q) = 〈NG(Q),NG(K)〉, contradicting the fact that Γ
is connected and G-arc-transitive.
Suppose now that N = G2(3)
2. A computation shows that (8.8) is satisfied only when |G : N | = 2
G∗v is a Sylow 3-subgroup of G and χ = 2. As W/N
∼= D4, W contains a unique conjugacy class of
subgroups G with |G : N | = 2 and with G acting transitively on {T1, T2}. Thus G = (T × T ) ⋊ 〈ι〉,
where ι is the involutory automorphism of T × T defined by (x, y)ι = (y, x). As above, let Q be a
Sylow 3-subgroup of G and, for every maximal subgroup K of Q, we find that 〈NG(Q),NG(K)〉 < G,
contradicting the fact that Γ is connected and G-arc-transitive.
The case when p = 2. If χ = 2, then the proof follows immediately from [12, Theorem 1.2 and
Table 2]. The relevant examples are reported in Table 1.
We may thus assume that χ = 1. In particular G∗v = Gv is a 2-group. Assume that |V(Γ)| ≤
4|Gv | log2 |Gv|. Let S be a Sylow 2-subgroup of G with Gv ≤ S. Write ℓ = 2ℓeℓo with ℓo odd, and
|T | = 2to with o odd. Now, |V(Γ)| = |G : Gv | ≥ |G : S| ≥ ℓooℓ. Thus ℓooℓ ≤ 4|Gv | log2 |Gv|. From
Lemma 4.9 (2) and Lemma 8.2, we have |Gv | ≤ (2r2(G))3/2 ≤ 23r2(W )/2 = 23ℓr2(Aut(T ))/2. Therefore
ℓoo
ℓ ≤ 4|Gv | log2 |Gv | ≤ 6ℓr2(Aut(T ))23ℓr2(Aut(T ))/2.
By [12, Theorem 4.4], one of the following holds:
• ℓ ∈ {1, 2, 3, 4} and T = Alt(5) or Alt(6);
• ℓ ∈ {1, 2, 4} and T = PSL2(8) or PSL3(2);
• ℓ ∈ {1, 2} and T = PSL2(2f ) (with f ∈ {4, 5, 6}), Alt(8), PSL3(4), Sp4(4), PSp4(3) or PSp6(2);
• ℓ = 1 and T = PSL2(2f ) (with f ∈ {7, . . . , 12}), M12, M22, Alt(7), PSL2(11), PSL2(13),
PSL2(25), PSL5(2), PSL6(2), PSL3(3), Sp4(8), Sp4(16), Sp4(32), Sp6(4), Sp8(2), Ω
+
8 (2), PSU3(3),
PSU6(2) or Ω
−
8 (2).
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In particular, we have only a finite number of relatively small groups to consider. We deal with these
case-by-case with the help of magma in a very much similar way as for p > 2.
For each pair (T, ℓ), we first determine all subgroups G of Aut(T )wr Sym(ℓ) projecting to a tran-
sitive subgroup of Sym(ℓ). Second, for each such G, we determine the 2-subgroups Q of G with
|G| ≤ 4|Q|2 log2 |Q| (in most cases, there is no such Q or Q is a Sylow 2-subgroup of G). Then, for
each such Q, we check whether |Z(Q)|3 ≥ |Q|, Q has nilpotency class at most 3 and exponent at
most 4 (see Lemma 4.9). For the groups Q satisfying these criteria, we compute the permutation
representation Gˆ of G on the right cosets of Q. Finally, we check whether Gˆ acts on a connected
asymmetric arc-transitive digraph of out-valency 2 by studying the self-paired suborbits of Gˆ of size
2. The cases which do occur are listed in Table 1.
The procedure just described generally works well, but a few cases are more challenging computa-
tionally. These can be handled with a few tricks. For example, we show how to deal with the cases
when T is isomorphic to Sp4(16) or Sp6(4). Observe that, in these cases, ℓ = 1. When T = Sp6(4), it
is easily checked that T ≤ G ≤ Aut(T ) and |G| ≤ 4|Q|2 log2 |Q| imply that Q is a Sylow 2-subgroup
of Aut(T ). However a Sylow 2-subgroup of Sp6(4) has nilpotency class 4 and hence Q has nilpotency
class at least 4, a contradiction.
Finally, suppose that T = Sp4(16). Applying the same method as above yields that |Aut(T ) :
G| ≤ 2 and Q is a Sylow 2-subgroup of G. Let F = 〈σ〉 be the group of field automorphisms of T .
Clearly |Aut(T ) : (T ⋊ F )| = 2. Moreover, magma has the good taste to have T ⋊ F in its library and
hence it is a computation to see that a Sylow 2-subgroup of T ⋊F has nilpotency class 8. This yields
that G 6= Aut(T ) and G 6= T ⋊F , and hence G∩ (T ⋊F ) = T ⋊ 〈σ2〉. Another computation in magma
gives that a Sylow 2-subgroup of T ⋊ 〈σ2〉 has nilpotency class 4. 
9. The case (p, χ) = (2, 1).
In this section, we obtain the complete list of pairs (Γ, G) that are exceptional with respect to
Theorem 1.3 in the case (p, χ) = (2, 1). These can be found in Table 5.
Γ |VΓ| |Gv| G
AG(F6) 18 4 C
2
3 ⋊D4
AG(F10) 30 4 Sym(5)
AG(F14) 42 8 PGL2(7)
C±1(3, 3, 3) 81 8 (C33 ⋊ C2)⋊Alt(4)
HC(F14) 84 8 PGL2(7)× C2
AG(F30) 90 8 or 16 |PΓL2(9) : G| ≤ 2
HC(F30) 180 16 Sym(6) ⋊ C4
A2G(F30) 8100 256 |PΓL2(9)wr Sym(2) : G| = 2
Table 5. Exceptional pairs when (p, χ) = (2, 1). (For the notation see [12, Section 2.2].)
Throughout this section, we will work under Hypothesis A with (p, χ) = (2, 1). In particular, since
χ = 1, we have Gv = G
∗
v .
Theorem 9.1. Let (Γ, G) be a locally-L2,1 pair such that Γ is connected and G-edge-transitive and let
v be a vertex of Γ. Then one of the following occurs:
(1) Γ ∼= PX(2, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2;
(2) |V(Γ)| ≥ 4|Gv | log2 |Gv|;
(3) |Gv | ≤ 16;
(4) (Γ, G) appears in the last line of Table 5.
Proof. We argue by induction on |V(Γ)| and apply Theorem 2.1 with (p, χ) = (2, 1). If Theorem 2.1 (1)
or (2) holds then (1) or (2) holds. We now prove the following claim from which the result will follow.
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Claim: Suppose that Theorem 2.1 (3), (4) or (5) is satisfied. Then either (2), (3) or (4) holds.
If Theorem 2.1 (3) is satisfied then G has a semiregular abelian minimal normal subgroup having
at most two orbits and, by Theorem 2.2, it follows that |Gv | = 4.
If Theorem 2.1 (4) is satisfied then G has a semiregular abelian minimal normal subgroup N such
that Γ/N is a cycle of length m at least 3 and (1) does not hold. Clearly, N is a q-group for some
prime q. Let |Gv| = 2t and thus 4|Gv | log2(|Gv |) = t2t+2. By Theorem 2.3, q is odd and |V(Γ)| ≥ tqt.
If tqt ≥ t2t+2 then (2) holds. We may thus assume that tqt < t2t+2 which easily implies that t ≤ 3
and hence (3) holds.
Finally, if Theorem 2.1 (5) is satisfied then G has a unique minimal normal subgroup and this
subgroup is non-abelian and the claim follows from Theorem 2.4. 
Finally we assume that Theorem 2.1 (6) holds. Thus G has a non-identity normal subgroup N
such that Γ is a regular cover of Γ/N and (Γ/N,G/N) satisfies Theorem 2.1 (3), (4), or (5), with
(Γ, G) replaced by (Γ/N,G/N). Since N is nontrivial, by induction we have that (Γ/N,G/N) satisfies
the conclusion of this theorem.
If (Γ/N,G/N) satisfies (2) or (3) then, since Γ is a regular cover of Γ/N , so does (Γ, G). If
(Γ/N,G/N) satisfies (4) then |V(Γ/N)| = 8100 and |Gv | = |GvN/N | = 256. Now 4|Gv | log2 |Gv | =
8192 < 2 · |V(Γ/N)| ≤ |N ||V(Γ/N)| and (2) holds for (Γ, G).
By our claim, these are the only possibilities. 
If (Γ, G) is a pair satisfying the hypothesis of Theorem 9.1 but neither part (1), (2) or (4) of the
conclusion then |Gv | ≤ 16 and thus |V(Γ)| < 256. In particular, such a pair must appear in the
census obtained in [13]. It is then simply a matter of going through this census to obtain the following
corollary to Theorem 9.1.
Corollary 9.2. Let (Γ, G) be a locally-L2,1 pair such that Γ is connected and G-edge-transitive and
let v be a vertex of Γ. Then one of the following occurs:
(1) Γ ∼= PX(2, r, s) for some r ≥ 3 and 1 ≤ s ≤ r − 2;
(2) |V(Γ)| ≥ 4|Gv | log2(|Gv |);
(3) (Γ, G) appears in Table 5.
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