Abstract. We analyze global bifurcations along the family of radially symmetric vortices in the Gross-Pitaevskii equation with a symmetric harmonic potential and a chemical potential µ under the steady rotation with frequency Ω. The families are constructed in the smallamplitude limit when the chemical potential µ is close to an eigenvalue of the Schrödinger operator for a quantum harmonic oscillator. We show that for Ω near 0, the Hessian operator at the radially symmetric vortex of charge m0 ∈ N has m0(m0 +1)/2 pairs of negative eigenvalues. When the parameter Ω is increased, 1 + m0(m0 − 1)/2 global bifurcations happen. Each bifurcation results in the disappearance of a pair of negative eigenvalues in the Hessian operator at the radially symmetric vortex. The distributions of vortices in the bifurcating families are analyzed by using symmetries of the Gross-Pitaevskii equation and the zeros of Hermite-Gauss eigenfunctions. The vortex configurations that can be found in the bifurcating families are the asymmetric vortex (m0 = 1), the asymmetric vortex pair (m0 = 2), and the vortex polygons (m0 ≥ 2).
Introduction
This work addresses the Gross-Pitaevskii equation describing rotating Bose-Einstein condensates (BEC) placed in a symmetric harmonic trap. It is now well established from the energy minimization methods that vortex configurations become energetically favorable for larger rotating frequencies (see review [7] for physics arguments). Ignat and Millot [13, 14] confirmed that the vortex of charge one near the center of symmetry is a global minimizer of energy for a frequency above the first critical value. Seiringer [30] proved that a vortex configuration with charge m 0 becomes energetically favorable to a vortex configuration with charge (m 0 − 1) for a frequency above the m 0 -th critical value and that radially symmetrically vortices of charge m 0 ≥ 2 cannot be global minimizers of energy. The questions on how the m 0 individual vortices of charge one are placed near the center of symmetry to form an energy minimizer remain open since the time of [13, 14, 30] .
For the vortex of charge one, it is shown by using variational approximations [5] and bifurcation methods [29] that the construction of energy minimizers is not trivial past the threshold value for the rotation frequency, where the radially symmetric vortex becomes a local minimizer of energy 1 . Namely, in addition to the radially symmetric vortex, which exists for all rotation frequencies, there exists another branch of the asymmetric vortex solutions above the threshold value, which are represented by a vortex of charge one displaced from the center of rotating symmetric trap. The distance from the center of the harmonic trap increases with respect to the detuning rotation frequency above the threshold value, whereas the angle is a free parameter of the asymmetric vortex solutions. Although the asymmetric vortex is not a local energy minimizer, it is nevertheless a constrained energy minimizer, for which the constraint eliminates the rotational degree of freedom and defines the angle of the solution family uniquely. Consequently, both radially symmetric and asymmetric vortices are orbitally stable in the time evolution of the Gross-Pitaevskii equation for the rotating frequency slightly above the threshold value [29] .
Further results on the stability of equilibrium configurations of several vortices of charge one in rotating harmonic traps were found numerically, from the predictions given by the finitedimensional system for dynamics of individual vortices [2, 21, 26] . The two-vortex equilibrium configuration arises again above the threshold value for the rotation frequency with the two vortices of charge one being located symmetrically with respect to the center of the harmonic trap. However, the symmetric vortex pair is stable only for small distances from the center and it losses stability for larger distances. Once it becomes unstable, another asymmetric pair of two vortices bifurcate, where one vortex has a smaller-than-critical distance from the center and the other vortex has a larger-than-critical distance from the center. The asymmetric pair is stable in numerical simulations and coexist for rotating frequencies above the threshold value with the stable symmetric vortex pair located at the smaller-than-critical distances [26] . The symmetric pair is a local minimizer of energy above the threshold value, whereas the asymmetric pair is a local constrained minimizer of energy, where the constraint again eliminates the rotational degree of freedom [18] .
This work continues analysis of local bifurcations of vortex configurations in the GrossPitaevskii (GP) equation with a cubic repulsive interaction and a symmetric harmonic trap. In a steadily rotating frame with the rotation frequency Ω, the main model can be written in the normalized form Compared to work in [29] , we do not use the scaling for the semi-classical limit of the GP equation and parameterize the vortex solutions in terms of the chemical potential µ arising in the separation of variables u(t, x, y) = e −iµt U (x, y). The profile U satisfies the stationary GP equation in the form
Local bifurcations of small-amplitude vortex solutions in the GP equation (1.1) have been addressed recently in many publications. We refer to these small-amplitude vortex solutions as the primary branches. Classification of localized (soliton and vortex) solutions from the triple eigenvalue was constructed by Kapitula et al. [16] with the Lyapunov-Schmidt reduction method. Existence, stability, and bifurcations of radially symmetric vortices with charge m 0 ∈ N were studied by Kollar and Pego [20] with shooting methods and Evans function computations. Symmetries of nonlinear terms were used to continue families of general vortex and dipole solutions from the linear limit by Contreras and García-Azpeitia [4] by using equivariant degree theory [15] and bifurcation methods [8] . Existence and stability of stationary states were analyzed in [9, 10] with the amplitude equations for the Hermite function decompositions and their truncation at the continuous resonant equation. Vortex dipoles were studied with normal form equations and numerical approximations in [12] . Numerical evidences of existence, bifurcations, and stability of such vortex and dipole solutions can be found in a vast literature [22, 23, 25, 28, 31] .
Compared to the previous literature, our results will explore the recent discovery of [29] of how bifurcations of unconstrained and constrained minimizers of energy are related to the spectral stability problem of radially symmetric vortices in the small-amplitude limit, in particular, with the eigenvalues of negative Krein signature which are known to destabilize dynamics of vortices [20] . Therefore, we consider bifurcations of secondary branches of multi-vortex solutions from the primary branch of the radially symmetric vortex of charge m 0 ∈ N. The primary branch is parameterized by only one parameter ω := µ + m 0 Ω in the small-amplitude limit, whereas the secondary branches of multi-vortex configurations are parameterized by two parameters ω and Ω.
As a particular example with m 0 = 2, we show that the asymmetric pair of two vortices of charge one bifurcates from the radially symmetric vortex of charge two for Ω below but near Ω 0 = 2. Similarly to the symmetric charge-two vortex [16, 20] , the asymmetric pair of two charge-one vortices is born unstable but it is more energetically favorable near the bifurcation threshold compared to the charge-two vortex in the case of no rotation (Ω = 0). If the chargetwo vortex is a saddle point of the energy E in (1.2) with three pairs of negative eigenvalues for Ω = 0, it has only one pair of negative eigenvalues for Ω below but near Ω 0 = 2.
We note that the bifurcation technique developed here is not feasible by the methods developed in [16] because of the infinitely many resonances at Ω 0 = 2. Nevertheless, we show that these resonances are avoided for Ω below but near Ω 0 = 2.
For a charge-one vortex, a similar bifurcation happens for Ω below but near Ω 0 = 2, which has been already described in [29] in other notations and with somewhat formal analysis. The results developed here allows us to give a full justification of the results of [29] for a chargeone vortex, but also to extend the analysis to the charge-two vortex, as well as to a radially symmetric vortex of a general charge m 0 ∈ N.
We also consider all other secondary bifurcations of the radially symmetric vortices of charge m 0 ∈ N when the frequency parameter Ω is increased from zero in the interval (0, 2). We show that each bifurcation results in the disappearance of a single pair of negative eigenvalues in the characterization of radially symmetric vortices as saddle points of the energy E in (1.2).
As a particular example, we show that the symmetric charge-two vortex has a bifurcation at Ω near Ω * = 2/3, where another secondary branch bifurcates. The new branch contains three charge-one vortices at the vertices of an equilateral triangle and a vortex of anti-charge one at the center of symmetry. Again, the secondary branch inherits instability of the radially symmetric vortex along the primary branch in the small-amplitude limit. Past the bifurcation point, the radially symmetric vortex of charge two has two pairs of negative eigenvalues. The bifurcation result near Ω * = 2/3 was not obtained in the previous work [16] .
In the case of the multi-vortex configurations of the total charge two, we can conjecture that the local minimizers of energy given by the symmetric pair of two charge-one vortices as in [26] can be found from a tertiary bifurcation along the secondary branch given by the asymmetric pair of charge-one vortices. However, it becomes technically involved to approximate the secondary branch near the bifurcation point and to find the tertiary bifurcation point.
The following theorem represents the main result of our paper. A schematic illustration is given on Figure 1 . 
where the "amplitude" a parameterizes the family. (ii) For Ω = 0 and small a, the vortices are degenerate saddle points of the energy E in (1.2) with 2N (m 0 ) negative eigenvalues, a simple zero eigenvalue, and 2Z(m 0 ) small eigenvalues of order O(a 2 ), where
For Ω a 2 D m 0 , the family of radially symmetric vortices has only 2N (m 0 ) negative eigenvalues and a simple zero eigenvalue, and it losses two of these negative eigenvalues past each non-resonant bifurcation point. If 1 ≤ m 0 ≤ 16, the family has 2(m 0 − 1) negative eigenvalues for Ω 2 − a 2 C m 0 . (iv) A new smooth family of multi-vortex configurations is connected to the family of radially symmetric vortices on one side of each non-resonant bifurcation point (of the pitchfork type). Furthermore, on the right (respectively, left) side of the bifurcation point, the new family has one more (respectively, one less) negative eigenvalue compared to the family of radially symmetric vortices.
(v) For a non-resonant bifurcation point Ω m,n ∈ (0, 2) with m > m 0 and n ≥ 0, the new family has a polygon configuration of (m−m 0 ) charge-one vortices surrounding a center with total charge 2m 0 − m. For the "last" bifurcation point Ω m 0 +1,0 = 2 + O(a 2 ), the new family consists of the charge-one asymmetric vortex (m 0 = 1), the asymmetric pair of charge-one vortices (m 0 = 2), and a configuration of vortices near the center of total charge m 0 (m 0 ≥ 3).
Remark 1.
By global bifurcation, we mean that the bifurcating family that originates from the family of radially symmetric vortices of charge m 0 either reaches the boundaries Ω = 0 or Ω = 2, diverges to infinity for a value of Ω ∈ (0, 2), or returns to another bifurcation point along the family of radially symmetric vortices of charge m 0 .
Remark 3. For 1 ≤ m 0 ≤ 3, all bifurcation points are non-resonant in items (iii)-(v). Resonant bifurcation points may exist in a general case for m 0 ≥ 4. In this case, the statements (i)-(iii) remain valid, but for each bifurcation point of multiplicity k, the family of radially symmetric vortices losses 2k negative eigenvalues past the bifurcation point. In the resonant case, the statements (iv)-(v) require further estimates. However, these resonances are unlikely to be present as the more likely scenario is that the multiple eigenvalues at a = 0 split into simple nonzero eigenvalues of order O(a 2 ).
Remark 4. For m 0 ≥ 4, there are R(m 0 ) additional bifurcations near Ω 0 = 2. For 4 ≤ m 0 ≤ 16, the additional bifurcation arise past the last bifurcation point at Ω m 0 +1,0 . For m 0 ≥ 17, some of the R(m 0 ) bifurcations arise before the "last" bifurcation point. We have found numerically that R(4) = R(5) = 1, R(6) = 2, R(7) = R(8) = 3, etc.
From a technical point of view, the proof of Theorem 1 is developed by using the equivariance of the bifurcation problem under the action of the group O(2) × O(2). The global bifurcation result is proven by using the restriction of the bifurcation problem to the fixed-point space of a dihedral group. This restriction leads to a simple eigenvalue in the fixed-point space, which allows us to apply the global Crandall-Rabinowitz result, see Theorem 3.4.1 of [27] . This method is also helpful to get additional information on the symmetries of the bifurcating solutions which is essential to localize the distributions of zeros for the individual vortices in the multi-vortex configurations.
The paper is structured as follows. In Section 2, we review eigenvalues of the Schrödinger operator for quantum harmonic oscillator and give definitions for the primary and secondary branches of multi-vortex solutions. In Section 3, we analyze distribution of eigenvalues of the Hessian operators along the primary branches at the secondary bifurcation points. In Section 4, we justify bifurcations of the secondary branches at the non-resonant bifurcation points by using bifurcation theorems. In Section 5, we study distribution of individual vortices in the multi-vortex configurations along the secondary branches.
Preliminaries
We denote the space of square integrable functions on the plane by L 2 (R 2 ) and the space of radially symmetric squared integrable functions integrated with the weight r by L 2 r (R + ). We also use the same notations for the L 2 -based Sobolev spaces such as H 2 (R 2 ) and
We distinguish notations for the two sets: N = {1, 2, 3, . . .} and N 0 = {0, 1, 2, 3, . . .}. Notation b a means that there is an a-independent constant C such that b ≤ Ca for all a > 0 sufficiently small. If X is a Banach space, notation u = O X (a) means that u X a for all a > 0 sufficiently small. Similarly, ω = O(a) means that |ω| a for all a > 0 sufficiently small. 2.1. Schrödinger operator for quantum harmonic oscillator. Recall the quantum harmonic oscillator with equal frequencies in the space of two dimensions [3, 24] . In polar coordinates on R 2 , the energy levels of the quantum harmonic oscillator are given by eigenvalues of the Schrödinger operator L written as
where
As is well-known [3, 24] , the eigenvalues of L are distributed equidistantly and can be enumerated by two indices m ∈ Z for the angular dependence and n ∈ N 0 for the number of zeros of the eigenfunctions in the radial direction. To be more precise, the eigenfunction f m,n for the eigenvalue λ m,n can be written in the form
where e m,n is an
with n zeros on R + and the eigenvalue λ m,n is given explicitly as
In particular, λ 0,0 = 2 is simple, λ 1,0 = λ −1,0 = 4 is double, λ 2,0 = λ −2,0 = λ 0,1 = 6 is triple, and so on. For fixed m ∈ Z, the spacing between the eigenvalues is 4. Multiplicity of an eigenvalue λ = 2 for ∈ N is .
2.2.
Primary branches of radially symmetric vortices. Stationary solutions of the GP equation (1.1) are given in the form u(t, x, y) = e −iµt U (x, y), where U satisfies (1.3) and µ ∈ R is a free parameter which has the physical meaning of the chemical potential. In polar coordinates (r, θ), U satisfies the stationary GP equation in the form
Radially symmetric vortices of a fixed charge m 0 ∈ N are given in the form
where (ψ m 0 , ω) is a root of the nonlinear operator
given by f (u, ω) := −∆ m 0 u + r 2 u + u 3 − ωu. By Theorem 1 in [4] , for every m 0 ∈ N, there exists a unique smooth family of radially symmetric vortices of charge m 0 parameterized locally by amplitude a such that
and 
Since e m 0 ,0 (r) > 0 for all r > 0, the property ψ m 0 (r; a) > 0, r > 0 holds 2 at least for sufficiently small a. The family of radially symmetric vortices approximated by (2.7) and (2.8) in the small-amplitude limit is referred to as the primary branch. Every solution U of the stationary GP equation (2.4) is a critical point of the energy functional
where E(u) is given by (1.2) and Q(u) = u 2 L 2 . Expanding E µ (u) near the critical point U given by (2.5) with u = U + v, where v is a perturbation term in
, we obtain the quadratic form at the leading order
where the bold notation v is used for an augmented vector with components v andv and the Hessian operator H can be defined in the stronger sense as the linear operator (2.12)
By using the Fourier series
the operator H is block diagonalized into blocks H m that acts on V m and W m−2m 0 for m ∈ Z. We recall that ψ m 0 = ψ m 0 (·; a), ω = µ + m 0 Ω = ω m 0 (a), and write the blocks H m as linear operators
with explicit dependence on the parameters (a, Ω) as follows:
2 More general vortex families with n0 zeros on R + have also been constructed in [4] , but our work will focus on the case n0 = 0. A secondary bifurcation along the primary branch of radially symmetric vortices given by (2.7) corresponds to the nonzero solutions in
This spectral problem (2.17) coincides with the stability problem for the primary branch (2.7) in the absence of rotation. The spectral parameter λ of the stability problem 3 is given for each m ∈ Z by λ := Ω(m − m 0 ). The parameter m for the angular mode satisfying the eigenvalue problem (2.17) corresponds to the bifurcating mode superposed on the primary branch of vortex solutions.
2.3.
Secondary branches of multi-vortex solutions. We can look for the secondary branches bifurcating along the primary branch of radially symmetric vortices given by (2.7) and (2.8). Consequently, we write
where v is a root of the nonlinear operator
given by
The Jacobian operator of g(v; a, Ω) at v = 0 is given by the Hessian operator (2.13), which is block-diagonalized by the Fourier series (2.14) into blocks (2.15)-(2.16).
In the next two lemmas, we analyze symmetries of the individual blocks of the spectral problem (2.17).
Lemma 1.
There exists a 0 such that for every 0 < a < a 0 , the spectrum of H m 0 (a, Ω) = K m 0 (a) is strictly positive except for a simple zero eigenvalue, which is related to the gauge symmetry spanned by the eigenvector
Consequently, no bifurcations arise in the Ω continuation from the block
is independent of the rotation frequency Ω. If the primary branch (2.7) describes vortices with ψ m 0 (r; a) > 0 for all r > 0, that is, if n 0 = 0, then the assertion on the spectrum of K m 0 (a) for small a follows from the previous works [6, 20] . 
The spectrum of K m (0) is obtained from eigenvalues of the Schrödinger equation (2.2). The first diagonal entry of K m (0) has strictly positive eigenvalues
The second diagonal entry of K m (0) has eigenvalues
Let N (m 0 ) and Z(m 0 ) be the cardinality of the sets If m 0 = 2, then λ 2,0 = 6 and In what follows, we fix a > 0 small enough and consider a continuation of eigenvalues of H m (a, Ω) given by (2.16) with respect to the parameter Ω in the interval (0, 2). When one of the eigenvalues of H m (a, Ω) reaches zero, we say that a secondary bifurcation occurs along the primary branch of radially symmetric vortices given by (2.7) and (2.8).
We will show that for every m = m 0 + 2 , 1 ≤ ≤ m 0 , there is an a-independent constant D m,m 0 ≥ 0 such that the zero eigenvalue of K m (0) becomes a positive eigenvalue of H m (a, Ω) for small a and for
We further show that there is another a-independent constant C m 0 > 0 such that when Ω is increased in the interval (D m 0 a 2 , 2 − C m 0 a 2 ), then 1 + B(m 0 ) secondary bifurcations occur, where B(m 0 ) = m 0 (m 0 − 1)/2, at which a negative eigenvalue of H m (a, Ω) for some m and for Ω below the bifurcation point becomes a positive eigenvalue of H m (a, Ω) for the same m and for Ω above the bifurcation point. The first B(m 0 ) secondary bifurcations occur for values of Ω sufficiently distant from the value Ω 0 = 2, whereas the last secondary bifurcation occurs for the value of Ω near but below the value Ω 0 = 2. The latter case has to be handled in the presence of infinitely many resonances in the limit a → 0. The aforementioned claims proved in Section 3 will provide proofs of item (iii) in Theorem 1.
At each non-resonant bifurcation point, a new secondary branch of vortex solutions is born for Ω on one side of the bifurcation point among the roots of the nonlinear operator g given by (2.19) and (2.20) . The secondary branch represents a multi-vortex configuration near the origin of the total charge m 0 , where the radial symmetry is now broken. The aforementioned claims proved in Section 4 and 5 will provide respectively proofs of items (iv) and (v) in Theorem 1.
Secondary bifurcations as Ω increases
Let the primary branch of radially symmetric vortices be defined by (2.7) and (2.8) in the small-amplitude limit. Expanding the family of operators K m (a) in powers of a, we obtain
where the correction term is given by a bounded potential on R + . Also recall from (2.16) that the operator H m (a, Ω) is expanded as a → 0 with the leadingorder term given by the diagonal operator H m (0, Ω) with the entries given by two linear operators:
We shall now analyze how eigenvalues of H m (a, Ω) cross zero when Ω is increased in the interval (0, 2). 
Since the zero eigenvalue of K m 0 +2 (0) is simple, the regular perturbation theory in [17] implies the existence of a small eigenvalue µ (a) of the linear operator K m 0 +2 (a) and the corresponding eigenvector (V m 0 +2 , W −m 0 +2 ), which are analytic functions of a. Their Taylor expansions are given by 
For = m 0 −1 and n( ) = 1, we use the following formula for the L 2 r (R + )-normalized HermiteGauss solutions of the Schrödinger equation (2.2) with λ m,1 = 2(m + 3):
Then, we obtain from (3.3) for m 0 ≥ 2:
By the symmetry, we also have Since H m (a, Ω) is self-adjoint, by regular perturbation theory in [17] , the operator H m (a, Ω) has a set of eigenvalues counted by n ∈ N 0 :
. For m > m 0 , n ∈ N 0 , and Ω < 2, we have
Therefore, the eigenvalues µ + m,n (a, Ω) never become zero for small a and Ω < 2. On the other hand, the eigenvalues µ − m,n (a, Ω) become zero when Ω = Ω m,n (a) given by
Let B(m 0 ) denote the number of eigenvalues µ − m,n crossing zero at Ω = Ω m,n (a) with Ω m,n (0) ∈ (0, 2). The following lemma gives the count of B(m 0 ). 
If m 0 is even, then the last entry corresponds to N = m 0 /2 − 1 and we obtain
Adding m 0 − 1 to this number, we obtain (3.8) in both cases.
In particular, we have B ( 
Moreover, the number of negative eigenvalues of H m (a, Ω), m / ∈ {m 1 , . . . , m k } remains the same for every Ω in |Ω − Ω * (a)| < C m 0 a 2 . On the other hand, the number of negative eigenvalues for H m (a, Ω), m ∈ {m 1 , . . . , m k } is reduced by one when Ω crosses Ω * (a) in |Ω − Ω * (a)| < C m 0 a 2 .
Proof. First, we note that for each m > m 0 , there may be at most one eigenvalue of H m (a, Ω) which becomes zero at Ω = Ω * (a). Bound (3.9) follows from the fact that H m (a, Ω * (a)) with m / ∈ {m 1 , . . . , m k } has no eigenvalues in the neighborhood of zero. On the other hand, each simple eigenvalue of H m (a, Ω * (a)) with m ∈ {m 1 , . . . , m k } is continued in Ω according to the derivative
Let (V m , W m−2m 0 ) be the corresponding eigenvector for the zero eigenvalue of H m (a, Ω * (a)). Since m > m 0 , the eigenvalue is positive for Ω Ω * (a) and negative for Ω Ω * (a) if S m < 0, where
Since V m → 0 as a → 0, we have S m < 0 for each m ∈ {m 1 , . . . , m k }, provided a is small enough.
Remark 11. The quantity S m defined by (3.11) is referred to as the Krein quantity. The sign of S m gives the Krein signature of the neutrally stable eigenvalues of the spectral stability problem associated with the radially symmetric vortices in the case of no rotation [20] . The following lemma gives the precise location of Ω m 0 +1,0 (a) = 2 + O(a 2 ).
Lemma 6. There exists a 0 > 0 such that for every 0 < a < a 0 , there exists Ω m 0 +1,0 (a) < 2 given asymptotically by
such that H m 0 +1 (a, Ω m 0 +1,0 (a)) has a simple zero eigenvalue.
Proof. We solve the bifurcation equation (2.17) for m = m 0 + 1 near Ω = 2 in powers of a.
Since Ω = 2 is a double (semi-simple) eigenvalue of the bifurcation equation (2.17) at a = 0, we use the two-parameter perturbation theory with the Taylor expansion 
and we have used the explicit formula (2.9). Eigenvalues ofÃ and their normalized eigenvectors are given byΩ = 0 :
SubstitutingΩ =Ω m 0 +1,0 from (3.15) to (3.13), we obtain the asymptotic expansion (3.12). SinceΩ m 0 +1,0 < 0 in (3.15), we have Ω m 0 +1,0 (a) < 2 for small a.
Remark 12. Lemma 6 yields the existence of constant C m > 0 in item (iii) of Theorem 1.
In order to compute eigenvalues of the blocks H m (a, Ω m 0 +1,0 (a)) for small a, we write explicitly the following expansion in powers of a:
We consider now eigenvalues of H m (a, Ω m 0 +1,0 (a)) denoted by λ near zero as a → 0. The following three lemmas summarize the results of computations of the perturbation theory.
Lemma 7.
There exists a 0 > 0 such that for every 0 < a < a 0 , the block H m 0 +1 (a, Ω m 0 +1,0 (a)) has a simple zero eigenvalue and a simple positive eigenvalue of the order O(a 2 ), whereas all other eigenvalues are strictly positive.
Proof. For m = m 0 + 1, computations of the perturbation theory similar to the expansion (3.13) are repeated as follows:
The Lyapunov-Schmidt reduction method results now in the matrix eigenvalue problem
Eigenvalues of A and their normalized eigenvectors are given bỹ
The zero eigenvalue in (3.17) corresponds to the choice Ω = Ω m 0 +1,0 (a) at the bifurcation point. The positive eigenvalue in (3.18) gives the positive eigenvalue of the order O(a 2 ) in (3.16). The other eigenvalues of H m 0 (0, 2) are strictly positive and they remain so in H m 0 +1 (a, Ω m 0 +1,0 (a)) for small a. Lemma 8. There exists a 0 > 0 such that for every 0 < a < a 0 , the block H m (a, Ω m 0 +1,0 (a)) with m ≥ 2m 0 + 1 has a simple positive eigenvalue of the order O(a 2 ), whereas all other eigenvalues are strictly positive.
Proof. For m ≥ 2m 0 + 1, the zero eigenvalue of H m (0, 2) is simple and all other eigenvalues are strictly positive. The one-parameter perturbation expansion for the small eigenvalue is developed as follows:
The projection condition yields the only eigenvalue given bỹ λ = 2 e It remains to consider the blocks H m (a, Ω m 0 +1,0 (a)) for m 0 +2 ≤ m ≤ 2m 0 . Before continuing with the technical details, we note the example of m 0 = 2. The results of [16, 20] imply that no real eigenvalues exist in the neighborhood of Ω = 2 and a = 0 among eigenvalues of the bifurcation equation (2.17) for m = 4 = 2m 0 . This is due to oscillatory instability of the radially symmetric vortex of charge two (m 0 = 2), which arises in the small-amplitude limit of the primary branch. See Remark 6.9 in [16] . More general results were obtained in [10] , see Proposition 8.3 , where all vortices with m 0 ≥ 2 were found unstable but the number of unstable modes is smaller than m 0 − 1 if m 0 is sufficiently large. The following result is in agreement with the outcomes of the stability computations in [10, 16] . Lemma 9. Let 2 ≤ m 0 ≤ 16. There exists a 0 > 0 such that for every 0 < a < a 0 , the block H m (a, Ω m 0 +1,0 (a)) with m 0 + 2 ≤ m ≤ 2m 0 has two small eigenvalues of the order O(a 2 ) (one is positive and the other one is negative), whereas all other eigenvalues are strictly positive.
Proof. For m 0 +2 ≤ m ≤ 2m 0 , the zero eigenvalue of H m (0, 2) is double and all other eigenvalues are strictly positive. The two-parameter perturbation expansion for the small eigenvalue is developed as follows: For m 0 = 2 (with m = 4) and m 0 = 3 (with m = 5, 6), the entries ofÃ are computed explicitly. Since the first diagonal entry is positive and the second diagonal entry is negative,Ã has one positive and one negative eigenvalueλ. We have checked numerically that this property remains true for every 2 ≤ m 0 ≤ 16. The expansion (3.21) yields one positive and one negative eigenvalue of the order O(a 2 ) in the block H m (a, Ω m 0 +1,0 (a)) for small a. for Ω Ω m 0 +1,0 (a). This follows from the derivative (3.10) and the Krein signature of the zero eigenvalue of H m 0 +1 (a, Ω m 0 +1,0 (a)) defined by (3.11) . We obtain from the expansion (3.16) 
Secondary branches of multi-vortex solutions
Recall that the solution U to the stationary GP equation (2.4) is a critical point of the energy functional E µ (u) in (2.11), therefore, the bifurcation problem for g(v; a, Ω) in (2.19)-(2.20) has a variational structure. The number of negative eigenvalues of the Jacobian operator H(a, Ω) in (2.12)-(2.13) (which is known as the Morse index ) changes at every bifurcation curve as Ω crosses Ω m,n (a), according to Propositions 1 and 2, where the values of Ω m,n (a) are given by Lemmas 5 and 6, see equations (3.7) and (3.12).
Here we prove that for each fixed a and for each non-resonant bifurcation point, there is a continuous branch of solutions of g(v; a, Ω) bifurcating from (0; a, Ω m,n (a)) on one side of the bifurcation point Ω = Ω m,n (a). The new family of multi-vortex solutions is parameterized by two parameters (a, Ω).
Besides proving the local bifurcation result, we discuss symmetries of the bifurcating branches and their global continuation with respect to parameter Ω. For definitions and methods used to prove the equivariant bifurcation we refer to [1, 11, 15] .
In section 4.1, symmetries of g(v; a, Ω), in particular, its equivariant properties are analyzed. In section 4.2, we prove the local bifurcation result for a non-resonant bifurcation point Ω m,n (a), with a simple zero eigenvalue of H(a, Ω). We also discuss symmetries and asymptotic estimates of the bifurcating branches, which are needed to study the location of the individual vortices in the multi-vortex configurations. In section 4.3, we prove the global continuation of the solution branches.
Symmetries and equivariance of g(v; a, Ω). We define the action of the group O(2)
The operator g(v; a, Ω) given by (2.19)-(2.20) is O(2)-equivariant by the action of the group given by (4.1). That is, we have g(ρ(ϕ)v) = ρ(ϕ)g(v) since
Similarly, we have g(ρ(κ)v) = ρ(κ)g(v).
As is explained in Section 2.2, the component v is extended to the vector v = (v, w) with the constraint w =v, so that the root finding problem is formulated for the analytic nonlinear operator g(v) = (g(v, w),ḡ(v, w)). The natural extension of the action of the group O(2) to the second component of v = (v, w) is (4.2) ρ(ϕ)w(r, θ) = e im 0 ϕ w(r, θ + ϕ), ρ(κ)w(r, θ) =w(r, −θ).
In the Fourier basis
the action of the group O(2) = S 1 ∪ κS 1 is given by For a fixed value of m ∈ Z, the action of ρ(ζ) is given by
The fixed point space
where all functions {V j (r)} j∈m 0 +(m−m 0 )Z are real-valued. Writing v(r, θ) = e im 0 θ φ(r, θ), we deduce that φ satisfies the symmetry constraints:
Since g is O(2)-equivariant, the operator g(v) restricted to Fix(D m−m 0 ) is well defined. Therefore, we can consider the bifurcation problem
is the graph norm of the Jacobian operator H. A schematic illustration of the local bifurcations of the primary and secondary branches is given on Figure  2 . 
The operator H has a zero eigenvalue in the block j = m 0 due to the gauge invariance of the original problem. This zero eigenvalue is not present for the operator H Definition 2. For a fixed a > 0, we say that Ω m,n (a) ∈ (0, 2) is a non-resonant bifurcation point if the kernel of H D m−m 0 (Ω m,n (a)) has dimension one. We say that Ω m,n ∈ (0, 2) is a non-resonant curve if this condition holds for each small a.
For each curve Ω m,n , the non-resonant condition is given by the following equivalent conditions:
where j takes values in m 0 + (m − m 0 ) , ∈ N\{1}, k ∈ N 0 , and a > 0 is arbitrary but sufficiently small.
As we discussed in Remark 10, the bifurcation curves are all non-resonant for 1 ≤ m 0 ≤ 3 and the first resonance happens for m 0 = 4 because Ω 10,0 (0) = Ω 7,1 (0) = 2/3. In view of the restriction on the range of j in the space Fix(D m−m 0 ), however, the bifurcation curve Ω 10,0 is non-resonant because H D 6 is composed of blocks H j with j = 4, 10, 16, ... and the zero eigenvalue µ − 7,1 (0, Ω 10,0 (0)) is not included in the spectrum of H D 6 . On the other hand, the bifurcation curve Ω 7,1 may be resonant because H D 3 is composed of blocks H j with j = 4, 7, 10, ... and the zero eigenvalue µ − 10,0 (0, Ω 7,1 (0)) is included in the spectrum of H D 3 . To know exactly if Ω 7,1 (a) is resonant with Ω 10,0 (a) one needs to compute the normal form in a, which is out of the scope of our presentation. 
, which implies that m > j or j − m 0 < m − m 0 . Therefore, the possible resonant block H j with m 0 < j < m is not in
Remark 17. The curve Ω m 0 +1,0 (a) = 2 + O(a 2 ) is non-resonant as long as the matricesÃ arising in the matrix eigenvalue problem (3.22) are invertible. We have checked this condition numerically for 1 ≤ m 0 ≤ 100.
The following proposition follows from the Crandall-Rabinowitz theorem, see Theorem I.5.1 in [19] . It covers the non-resonant bifurcation curve Ω m,n , for which Proposition 1 applies. It does not cover the curve Ω m 0 +1,0 in Remark 17. 
is the eigenvector of H m (a, Ω m,n (a)) associated with the zero eigenvalue µ − m,n (a, Ω m,n (a)).
Proof. The local bifurcation problem (4.5) is well-defined for the operator g D m−m 0 . The operator g D m−m 0 has a linearization given by H D m−m 0 and its kernel is spanned by the eigenvector f m,n associated to the simple zero eigenvalue µ − m,n (a; Ω m,n (a)) under the assumption of the proposition. Since H D m−m 0 has a uniformly bounded inverse operator in the complement of the kernel, according to Proposition 1, we are in the position to define the bifurcation equation as in Theorem I.5.1 in [19] .
The only condition to be verify is that
is not in the range of H D m−m 0 . Thanks to the basis in (3.5) and the fact that the zero eigenvalue corresponds to µ − m,n , the leading-order approximation of the eigenvector f m,n is given by (4.8)
The existence of the new root of g D m−m 0 (v; a, Ω) and the estimate (4.7) for a > 0 sufficiently small follow from the Crandall-Rabinowitz theorem, where the scaling O X (ab 2 ) is due to the cubic terms in the expressions for g in (2.20) . This theorem gives also the estimate Ω(a, b) = Ω m,n (a) + O(b). Furthermore, the S 1 -action (4.3) of the element ϕ = π/(m + m 0 ) in the kernel generated by f m,n is given by ρ(ϕ) = −1. Therefore, the bifurcation equation is odd and
The estimate (4.6) is obtained from formula (I.6.3) in [19] .
Remark 18. The new family (4.6) and (4.7) exists on one side of the bifurcation curve Ω m,n , that is,
where c can be computed from (I.6.11) in [19] . If c > 0 the bifurcation is supercritical pitchfork (to the right of the bifurcation curve) and the Jacobian operator at the new (secondary) branch of solutions has one more negative eigenvalue compared to that at the primary branch. If c < 0 the bifurcation is subcritical pitchfork (to the left of the bifurcation curve) and the Jacobian operator at the new branch of solutions has one less negative eigenvalue compared to that at the primary branch. Because the new family can be rotated in the (x, y) plane, the Jacobian operator at the new branch has an additional zero eigenvalue related to this rotation symmetry.
The following proposition covers the non-resonant bifurcation curve Ω m+1,0 , for which Proposition 2 applies. The following result holds because the Jacobian operator H given by (2.12) and (2.13) is bounded and has closed range for |Ω| < 2.
be the domain space for the Jacobian operator H. For every |Ω| < 2 there is a positive constant c such that the operator (H + cI) : X → L 2 (R 2 ) is positive definite and (H + cI) −1 : X → X is compact.
Proof. The eigenvalues of H are given by µ ± m,n (a, Ω) expanded as in (3.6). For |Ω| < 2, the eigenvalues µ ± m,n are bounded from below and do not accumulate at a finite value. Therefore, there is a positive constant c such that the bounded operator H+cI : X → L 2 (R 2 ) is positive definite and invertible. Since X is compactly included in L 2 (R 2 ), then the inverse operator (H + cI)
Remark 21. Observe in (3.6) that for |Ω| = 2 the eigenvalues µ ± m,n (a, Ω) can accumulate at a finite value as a → 0, while for |Ω| > 2 the eigenvalues µ ± m,n (a, Ω) are unbounded both from above and from below. As a result, the operator 
If Ω m,n is a non-resonant bifurcation curve, then it is obvious that η Dm,n (Ω m,n ) = 1. The following proposition gives the global bifurcation result for each non-resonant bifurcation curve.
Proof. Since X is a Banach algebra with respect to pointwise multiplication and g(0; a, Ω) = 0, we obtain the expansion g(v; a,
We can apply the global Rabinowtz theorem to the nonlinear operator 
where B 2ε and B 2ρ are ball of radius 2ε and 2ρ around 0 ∈ X ∩ Fix(D m−m 0 ) and Ω m,n ∈ [0, 2), respectively.
Remark 22. If the branch from (0, Ω m,n ) returns to another bifurcation point (0, Ω m ,n ), then the sum of all the bifurcation indices (4.13) at the bifurcation points has to be equal zero. Therefore, the knowledge of the exact factor ± in (4.13) is helpful to obtain information of where the branches can return. The exact factor ± in (4.13) can be computed for all the bifurcation curves using the fact that
since H+cI is positive definite. For example, for the last bifurcation from Ω m 0 +1,0 with 1 ≤ m 0 ≤ 16, the exact index is 
Individual vortices in the multi-vortex configurations
We can assume a > 0 in the expansions (2.7) and (2.8) for the primary branch after a change of phase. Also, we can choose the sign of b by a shift of θ, i.e. we can assume b > 0 in the expansions (4.7) and (4.10) for the secondary branch. Here we analyze the location of individual vortices in the multi-vortex configurations bifurcating along the secondary branch.
First, we prove that the total vortex charge is preserved near the origin when the secondary branch bifurcates off from the primary branch. Proof. We recall that a > 0 and ψ m 0 (r) > 0 for every r ∈ (0, ∞). For every fixed R > 0, there exists a sufficiently small b 0 > 0 such that the bifurcating solution U (r, θ) in Propositions 1 and 2 is nonzero at r = R for every b ∈ [0, b 0 ). This follows from the smallness of the error terms in the expansions (4.7) and (4.10) in the norm of X = H 2 (R 2 ) ∩ L 2,2 (R 2 ), which is embedded in C 0 (R 2 ). Since U (r, θ) is nonzero at r = R, the degree of U on the disk B R of radius R is well defined and does not change for every b ∈ [0, b 0 ). Since the degree is m 0 at b = 0, it remains m 0 for every b ∈ [0, b 0 ).
Remark 24.
Because ψ m 0 (r) → 0 as r → ∞, we are not able to claim that additional zeros of U (r, θ) cannot come from infinity as b = 0. If such zeros exist, additional individual vortices come from infinity on a very small background U (r, θ).
Next, we rewrite the eigenfunctions e m,n (r) of the linear eigenvalue problem (2.2) in the form (5.1) e m,n (r) = p m,n (r)e −r 2 /2 , where p m,n (r) is a polynomial of degree |m| + 2n, which is chosen to be positive for r near zero.
The first eigenfunctions e m,0 (r) and e m,1 (r) in (2.9) and (3.4) are given by (5.1) with
The following proposition deals with the secondary bifurcations described in Proposition 3. and assume that it is a simple zero
5
. Then, the bifurcating solution has simple zeros arranged in the (m − m 0 )-polygon on a circle of radius ρ with ρ = r 0 + O(a 2 ).
Proof. By combining (2.7), (2.18), (4.7), and (4.8), we obtain an asymptotic representation of the bifurcating solutions U in the form
Zeros of U (r, θ) are equivalent to the zeros of To determine the small radius ρ in the limit b → 0, we factorize the factor e −r 2 /2 in the eigenfunctions (5.1) and truncate the error term φ. Since we assume that p m,n (r) is positive for r near zero, then the right-hand side of (5. Remark 25. For the last bifurcation with m = m 0 + 1 described in Proposition 4, a similar result cannot be proven because the small parameter a is scaled out from the expansion (4.10). The remainder term φ = O X (ab 2 ) in the representation for U (r, θ) may give a contribution to the distribution of individual vortices, which is comparable with the leading-order term aψ m 0 (r)e im 0 θ and the bifurcating mode abf m 0 +1,0 (r, θ; a).
In the rest of this section, we study individual vortices in the bifurcating multi-vortex configurations.
5.1. (m − m 0 )-polygons of vortices. Polygons made of vortices rotating at a constant speed have been studied for many models: fluids, BECs and superconductors. It has been found that these relative equilibria of m vortices are stable for m ≤ 7, see, e.g., [8, 21] and references therein. We have found that similar multi-vortex configurations appear along the secondary branches bifurcating from the primary branch of the radially symmetric vortex of charge m 0 ≥ 2. As an example, we give precise information about the vortex polygons in the particular cases n = 0 and n = 1. For n = 1, the bifurcation is similar to the bifurcation of complex multi-vortex solutions described in Lemma 3.3 of [16] for m 0 = 6. where c ∈ C is constant and O(2) denotes quadratic remainder terms of the Taylor expansion. Because m − 2m 0 < m 0 , we have z(r) < 0 for r > 0 sufficiently small, therefore, z (ρ) > 0 for b > 0 sufficiently small. On the other hand, m > 2m 0 and p m−2m 0 ,0 (ρ) > 0 in the same limit. Therefore, the degree of U (r, θ) at (r, θ) = (ρ, ζ/2) is +1.
In addition, U (r, θ) in (5.6) has a zero at r = 0 if the remainder term e im 0 θ φ(r, θ) is truncated. Let d be the degree of U in a neighborhood of r = 0. The degree in the disk B R of a sufficiently large radius R is equal to sum of the local degrees in the disk. By Lemma .
By Proposition 6, we have the (m−m 0 ) polygon of vortices on the circle of radius ρ = r 0 +O(a 2 ). Each vortex has charge one by using the same arguments as in the case n = 0.
Remark 28. If m = 2m 0 , the polygon of m 0 charge-one vortices surrounds the origin with no central vortex. For m 0 = 3, the bifurcation point is Ω 6,1 = 2/3 + O(a 2 ) and the secondary branch has three charge-one vortices located at the equilateral triangle. For m 0 = 6 studied in [16] , the bifurcation point is Ω 12,1 = 4/3 + O(a 2 ) and the secondary branch has six charge-one vortices at a hexagon (top panel of Figure 4 ). . The degree of U near the simple zero at (r, θ) = (ρ, π) is again +1, so that the corresponding vortex has charge one. Since no other zeros of U (r, θ) are located near the origin, the bifurcating solution at the secondary branch corresponds to the asymmetric vortex obtained in [29] (center panel of Figure 4 ). two positive roots at both sign combinations. Indeed, if β > 0, the two positive roots ρ ± = O(b) exist for θ = π and no positive roots for θ = 0, while if β < 0, one positive root ρ + exists for θ = 0 and one positive root exists for θ = π. In both cases, ρ + = ρ − , so that the bifurcating solution at the secondary branch corresponds to the asymmetric pair of two charge-one vortices obtained in [26] (bottom panel of Figure 4 in the case β < 0).
Remark 32. If m 0 ≥ 3 and 0 < b a, the multiple root of U (r, θ) at the origin for b = 0 split to the distances ρ ± = O(b) according to the roots of the n-th order polynomial equation, which is obtained from computations of the remainder term φ(r, θ) up to the order of b n . By Lemma 11, there must exist exactly n roots to the two polynomial equations for θ = 0 and θ = π but the precise characterization of these roots depend on the coefficients of the polynomial equation.
Remark 33. Proposition 6 and computations in Sections 5.1 and 5.2 yield the proof of item (v) of Theorem 1. All items of Theorem 1 have been proved.
