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The present thesis investigates certain aspects of the interplay between the ergodic long
time behavior and the smoothing property of dynamical systems generated by stochastic
differential equations (SDE s) with jumps, in particular SDE s driven by Lévy processes and
the Marcus’ canonical equation. A variational approach to the Malliavin calculus generates
an integration-by-parts formula that allows to transfer spatial variation to variation in the
probability measure. The strong Feller property of the associated Markov semigroup and
the existence of smooth transition densities are deduced from a non-standard ellipticity
condition on a combination of the Gaussian and a jump covariance. Similar results on
submanifolds are inferred from the ambient Euclidean space.
These results are then applied to random dynamical systems generated by linear stochas-
tic differential equations. Ruelle’s integrability condition translates into an integrability
condition for the Lévy measure and ensures the validity of the multiplicative ergodic theo-
rem (MET) of Oseledets. Hence the exponential growth rate is governed by the Lyapunov
spectrum. Finally the top Lyapunov exponent is represented by a formula of Furstenberg–




Diese Dissertation untersucht Aspekte des Zusammenspiels von ergodischem Langzeitver-
halten und der Glättungseigenschaft dynamischer Systeme, die von stochastischen Differen-
tialgleichungen (SDE s) mit Sprüngen erzeugt sind. Im Speziellen werden SDE s getrieben
von Lévy-Prozessen und der Marcusschen kanonischen Gleichung untersucht. Ein vari-
ationeller Ansatz für den Malliavin-Kalkül liefert eine partielle Integration, sodass eine
Variation im Raum in eine Variation im Wahrscheinlichkeitsmaß überführt werden kann.
Damit lässt sich die starke Feller-Eigenschaft und die Existenz glatter Dichten der zuge-
hörigen Markov-Halbgruppe aus einer nichtstandard Elliptizitätsbedingung an eine Kom-
bination aus Gaußscher und Sprung-Kovarianz ableiten. Resultate für Sprungdiffusionen
auf Untermannigfaltigkeiten werden aus dem umgebenden Euklidischen Raum hergeleitet.
Diese Resultate werden dann auf zufällige dynamische Systeme angewandt, die von lin-
earen stochastischen Differentialgleichungen erzeugt sind. Ruelles Integrierbarkeitsbedin-
gung entspricht einer Integrierbarkeitsbedingung an das Lévy-Maß und gewährleistet die
Gültigkeit von Oseledets multiplikativem Ergodentheorem. Damit folgt die Existenz eines
Lyapunov-Spektrums. Schließlich wird der top Lyapunov-Exponent über eine Formel der
Art von Furstenberg–Khasminsikii als ein ergodisches Mittel der infinitesimalen Wachs-
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The present thesis investigates certain aspects of the interplay between the long time be-
havior and smoothing properties of dynamical systems generated by stochastic differential
equations (SDE s) with jumps, in particular SDE s driven by Lévy processes. While in
general processes are considered on the Euclidean space we also infer results for processes
on compact submanifolds.
The work consists of two parts that are relatively independent although motivated through
the fact that Part II relies on results obtained in Part I.
Part I investigates the regularity of the Markov semigroup generated by the SDE by means
of the stochastic calculus of variations or Malliavin calculus.
Two main features constitute this regularity.
One important feature is the absolute continuity of the transition probability of the Markov
process with respect to the Lebesgue measure, i.e. the existence of transition densities.
This can be thought of as the differentiability of the Markov semigroup with respect to the
terminal position.
The other in some way complementary feature is the smoothing property provided by the
so called strong Feller property. This property can be verified if the transition probabilities
are differentiable with respect to the initial condition.
Both properties are derived by means of an integration-by-parts formula which allows to
transfer the variation in space to a variation of the probability measure under a certain
ellipticity assumption. The ellipticity under consideration stems from a non-standard com-
bination of the Gaussian and the jump covariance and hence does not require the ellipticity
of the second order differential operator associated with the generator of the semigroup.
The regularity of the semigroup is intimately related to the unique ergodicity of the corre-
sponding Markov process in the sense that it provides the necessary topological irreducibil-
ity.
Part II focuses on exponential growth rates, called Lyapunov exponents, of linear dynamical
systems that arise from linear versions of such SDE s. The main goal of this analysis is the
expression of the top (i.e. the largest) Lyapunov exponent by an ergodic average of the
infinitesimal growth rate over all directions represented by the unit sphere. The resulting
formula will be called a formula of Furstenberg–Khasminskii type after the fundamental
results of [Fur63] and [Kha67]. It is here that we can rely on the existence of a unique





Chapter 1 starts with a short review on the canonical Wiener–Poisson probability space and
its relation to Lévy processes. Then the concept of semimartingales with spatial parameter
and SDE s based on it is presented. In particular Lévy driven SDE s (of multiplicative type)
and the Marcus’ canonical equation are reviewed.
Chapter 2 introduces the concept of Lp-derivatives. The concept is then applied to define
the “Jacobian” of the stochastic flow generated by the SDE and to obtain flows of diffeo-
morphisms. In a next step the concept is applied to define the variation of the probability
measure and to define directional derivatives of solutions to SDE s in the probability space.
Chapter 3 is devoted to the derivation of the integration-by-parts formula. The integration-
by-parts formula enables us to define a dual operator to the Lp-derivative that is closable
under a certain norm. The chapter closes with abstract criteria for the strong Feller
property and the existence of smooth densities based on the integration-by-parts formula.
Chapter 4 investigates Bismut–Elworthy–Li formulae, i.e. the differential of the semigroup
in the case where the Gaussian and the jump covariances are individually elliptic.
Chapter 5 considers the case where neither the Gaussian nor the jump covariance is elliptic
on its own. Instead we require the sum of the two to be elliptic. With the help of the criteria
developed in Chapter 3 we can prove the strong Feller property via gradient estimates and
the existence of smooth densities.
Chapter 6 extends the previous results to jump diffusions on submanifolds of the Euclidean
space. First a criterion for the trajectories to be confined to a submanifold is established.
Then gradient estimates and the existence of densities are established under weaker con-
ditions than the ellipticity in the ambient space.
Part II.
The second part analyses the exponential growth rate of linear Lévy driven versions of the
SDE considered in Part I.
Chapter 7 First we give a short presentation of the concept and a version of Oseledets
multiplicative ergodic theorem (MET). It is then shown that under certain integrability
conditions for the Lévy measure Ruelle’s integrability condition holds for solutions to the
SDE under consideration and thus the MET provides the existence of a Lyapunov spec-
trum.
Chapter 8 is devoted to a formula of Furstenberg–Khasminskii type. It is shown that under
some conditions the projection of the process to the sphere is a well defined and ergodic
process. Then it is shown that the top Lyapunov exponent is generated by the ergodic
theorem as an additive cocycle over the discrete time dynamics on the sphere. Finally a
Furstenberg–Khasminskii type formula is obtained in the continuous time limit.
2
Part I
Variation of Jump diffusions

Chapter 1
Stochastic differential equations and
stochastic flows
This introductory chapter shall provide the stochastic analysis used in this work. In Section
1.1 a concrete probability space, the Wiener–Poisson or canonical space, is defined and its
relation with Lévy processes is discussed. Section 1.2 reviews the notion of semimartingales
with spatial parameter and stochastic differential equations based on it. Under standard
linear growth and Lipschitz conditions the existence and uniqueness of strong solutions
and stochastic flows are presented.
1.1 Lévy processes and the Wiener–Poisson space
This first chapter discusses the fundamental building blocks for modelling (white) noise
processes in continuous time – thus the objects on which all stochastic analysis, ergodic
theorems and variational calculus in this thesis are based on. These objects are modelled
on the Wiener–Poisson probability space, which is the canonical space to model continuous
time random processes with stationary and independent (hence i.i.d.) increments. The
chapter aims to review and fix terminology and standard results as well as to clarify
notations. While the Wiener measure on the space of m-dimensional continuous functions
C ([0, T ];Rm) provides a standardm-dimensional Brownian motion as a continuous random
input into the system, the Poisson space provides random discontinuities in the form of
jumps. A generic noise process allowing for both a continuous part together with jumps
with increments being stationary in time is known as a Lévy process and naturally modelled
on the product space. The probability space explicitly given we will be able to investigate
the sensitivity of the probability measure with respect to perturbations in Chapter 2 and 3.
1.1.1 The Wiener–Poisson probability space
In this introduction we fix a finite time horizon T > 0. Let Ω be the canonical space given
as the product Ω = ΩW × ΩN where
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1.1. Lévy processes and the Wiener–Poisson space
• ΩW is the set of continuous functions w ∈ C0([0, T ];Rm) starting at 0 at time t = 0.
• ΩN is the set of all point clouds (configurations) u ∈ U ([0, T ];Rm). Here
U ([0, T ];Rm) =
{
u = {u1, u2, . . .} with ui ∈ (0, T ]× Rm0 , i ∈ N
}
. (1.1)
Given u ∈ U ([0, T ];Rm), every ui = (ti, zi) is interpreted as a jump of magnitude
zi ∈ Rm0 occurring at a jump-time ti > 0. 1
Any configuration u ∈ U induces a point process pu via the mapping
pu : [0, T ] ∋ t ↦→
{
zi, t = ti ,
0, otherwise .
Recall that a (random) function is called a point process if it takes values different from
zero only on a countable subset of (0, T ] (cf. [IW89, Def.9.1]).
To give Ω an appropriate topology we endow both spaces C0 and U with the uniform norm
∥ · ∥∞ 2 and denote the corresponding product Borel σ-algebra by F = B(C0)⊗ B(U ).
Define P = PW ⊗ PN to be the product measure of
• the Wiener measure PW , i.e. a probability measure on Ω such that the coordinate
map
W : Ω → C ([0, T ];Rm) ,
W (ω)t = wt , t ∈ [0, T ]
(1.2)
is a Brownian motion on Rm,
• and a Poisson measure PN , i.e. a probability measure on Ω such that the counting
measure
N : Ω → M ([0, T ]× Rm0 ) ,
N(ω)(E) = # {ui : ui ∈ E} , E ∈ B([0, T ]× Rm0 )
(1.3)









ν(dz)dt , E ∈ B([0, T ]× Rm0 )
In particular the compensated Poisson random measure Ñ(·) = N(·) − ν(dz)dt is
a measure valued martingale in the sense that for every E ∈ B([0, T ] × Rm0 ) and
0 ⩽ s ⩽ t ⩽ T
E
[
Ñ(E ∩ [0, t]× Rm0 )|FNs
]
= Ñ(E ∩ [0, s]× Rm0 ) , (1.4)
where FNs is the Borel σ-algebra B([0, s]×Rm0 ). We also assume that under PN the
set
{u ∈ U : ∃i ̸= j , ti = tj, zi ̸= zj}
has measure zero. Hence there is only one jump at a time.
1Note that also finite point clouds are allowed.
2We stress that with the uniform topology C0 is separable but not U (see [Bil99]).
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1. Stochastic differential equations and stochastic flows
For further details we refer to the standard literature (e.g. [IW89, II.3]. We call (Ω,P) the
Wiener–Poisson space.
1.1.2 Lévy processes
This section gives an overview on the class of Lévy processes which will be the source of
randomness in our discussion. We do not wish to give a full characterization here and rather
recall some important properties as well as make the reader familiar with terminology and
notation. For further reading we refer to the extensive literature e.g. [Sat11, Sat14] and
the monographs [App09, Ber96, Sat99].
Definition 1.1 (Lévy process). A stochastic process Z = (Zt)t∈[0,T ] with values in Rm
defined on a probability space (Ω,F ,P) is called a Lévy process if the following properties
are fulfilled.
(i) It has independent increments, i.e for any 0 ⩽ t0 < t1 < · · · < tn ⩽ T, n ∈ N the
random variables Zti − Zti−1 , i = 1, . . . , n, are independent.
(ii) It is time homogeneous, i.e. the laws of Zt+h − Zs+h do not depend on h for any s, t
such that s+ h, t+ h ∈ [0, T ].
(iii) It is continuous in probability, i.e. for any t and ε > 0 we have limh→0 P(|Zt+h−Zt| >
ε) = 0.
For simplicity we will assume that Z0 = 0. It can also be shown that such a process
has a càdlàg modification which we will identify with Z. We thus assume that P-almost
all sample paths of Z are càdlàg (French acronym for continu à droite, limites à gauche
meaning right continuous with left limits) (e.g. [App09, Chap. 2]).
It is clear from the independence and stationarity of increments that for any t > 0 the
marginal distribution µt = Law(Zt) is infinitely divisible, which by definition says for any
n ∈ N there exists a probability measure ρ on B(Rm) such that µt = ρ ∗ · · · ∗ ρ equals the
n-fold convolution of ρ with itself. In fact it is easy to see that ρ = µt/n.
In fact there is a one-to-one correspondence in the sense that any infinitely divisible distri-
bution defines a Lévy process in law. The interplay between the two notions is extensively
studied in the monograph [Sat99]. Any infinitely divisible distribution and thus the law
of any Lévy process is determined by the celebrated Lévy–Khintchine formula which gives
the Fourier transform or characteristic function of µt a specific form. In fact, there is a
drift vector b ∈ Rm, a symmetric positive semidefinite (covariance-) matrix A ∈ Rm×m
and a σ-finite Lévy measure ν on Rm0 satisfying
ˆ
Rm0
|z|2 ∧ 1 ν(dz) , (1.5)
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The triplet (b, A, ν) is commonly referred to as the characteristic or Lévy triplet of Z and
in short we write Z ∼ (b, A, ν). We remark that the cut-off at 1 in (1.6) is arbitrary and





with the convention that
´
ε<|z|⩽1 zν(dz) = −
´
1<|z|⩽ε zν(dz) whenever ε > 1. We have
already lined out that the trajectories of Z are only continuous in probability so that in
fact the mapping t ↦→ Zt ∈ Rm may not be continuous. We denote by
∆Zt = Zt − Zt− = Zt − lim
s↗t
Zs , (1.8)
the discontinuity or “jump” of Z at t which exists by Definition 1.1. A Lévy process
comes naturally with a counting measure N defined as follows. For 0 ⩽ s < t < ∞ and
E ∈ B(Rm0 ) define
N (E × (s, t]) = # {∆Zr ∈ E , r ∈ (s, t]} ∈ N ∪ {0,∞} , (1.9)
the number of discontinuities located in E within the time interval (s, t]. As a consequence
of Definition 1.1 N is finite whenever E is bounded away from zero. By (ii) N has further
stationary increments in time. (i) implies that N(·) is independent when evaluated over
disjoint sets. Hence the counting measure N is a Poisson random measure with intensity
measure ν(dz)dt. In particular
Ñ(dzdt) = N(dzdt)− ν(dz)dt , (1.10)
is a martingale in t on every set of finite ν-measure. We also associate a point process to
Z by assigning
p : t ↦→ ∆Zt , t ∈ [0, T ] . (1.11)
Its discontinuities are identified with the realization of a point cloud u ∈ U of the previous
section.
With this terminology we can finally state the powerful characterization known as the Lévy–
Itô decomposition. In fact every Lévy process Z can be represented by the decomposition












1. Stochastic differential equations and stochastic flows
where W is an m-dimensional Brownian motion independent of the Poisson random mea-
sure N and A
1
2 is any square root of the positive semidefinite matrix A in the Lévy triplet.
It is now clear why the Wiener-Poisson space of the previous section is coined the “canon-
ical” probability space for the construction of a Lévy process.
Remark 1.2. It is also worth noting that as soon as
´
|z|⩽1 |z|ν(dz) is finite the jumps are
summable and that there is no need to compensate the small jumps in (1.5).
We close this section with the observation that in what follows it is sufficient to consider






Zs : 0 ⩽ s ⩽ t+ δ
)
(1.13)
completed with the P-null sets.
1.2 Semimartingales with spatial parameter, stochastic
differential equations
1.2.1 Stochastic differential equations
For the stochastic analysis in this work we rely on the formalism of stochastic differential
equations based on semimartingales with spatial parameters (cf. [Kun90, Kun04]). A
stochastic differential equation (SDE ) is given formally by an equation{
dξt = X(ξt−, dt)
ξ0 = x ∈ Rd
, (1.14)
where X is a semimartingale with spatial parameter 3 X, i.e. a random field
(
X(x, t) : x ∈
Rd, t ⩾ 0
)
on the Wiener–Poisson space (Ω,P) of the form






γ(x, z)N(dzds) . (1.15)
Here B is a (open) suitable ball around 0 ∈ Rm. The components β, σ and γ are Borel–
measurable functions referred to as follows.
• β : Rd → Rd is the drift coefficient ,
• σ : Rd → Rd×m is called the diffusion coefficient ,
• and γ : Rd × Rm → Rd the jump kernel .




x∈Rd forms a family of semimartingales in t indexed by x ∈ R
d.
We refer to the standard literature (e.g. [JS03] or [Pro04]).
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If B = B(ε) = {z : |z| < ε} is the ball of size ε > 0 we will sometimes use the notation
Xε(x, t) = XB(x, t) = X(x, t)−
¨
Bc×[0,t]
γ(x, z)N(dzds) , (1.16)
to refer to the semimartingale generator with bounded jumps.
We will impose standard linear growth – and Lipschitz conditions on the coefficients to
ensure the existence and uniqueness of solutions to the stochastic differential equation
(1.14).
Condition 1 (Linear growth, Lipschitz). Assume that for some p ⩾ 2 there are positive




K(z)2 +K(z)p + L(z)2 + L(z)p
)
ν(dz) <∞ , (1.17)
and that for all t ∈ [0, T ], x, y ∈ Rd
|β(x)|
1 + |x|
⩽ K(0) , |β(x)− β(y)| ⩽ L(0)|x− y|, (1.18)
|σ(x)|
1 + |x|
⩽ K(0) , |σ(x)− σ(y)| ⩽ L(0)|x− y|, (1.19)
|γ(x, z)|
1 + |x|
⩽ K(z) , |γ(x, z)− γ(y, z)| ⩽ L(z)|x− y| . (1.20)
For t > t0 ⩾ 0 consider now the following SDE{
dξt = XB(ξt−, dt) ,
ξt0 = ζ ∈ Rd ,
(1.21)
where ζ is a F0-measurable random initial vector in Rd. We have the following result
([Kun04, Sec.3.1., Sec.3.2., p.338ff.]).
Theorem 1.3 (existence and uniqueness I). Under the linear growth and Lipschitz con-
dition 1 for some p ⩾ 2 (1.21) has a unique solution in Lp for any F0-measurable initial
condition ζ in Lp . Furthermore for ζ = x ∈ Rd deterministic, there exists a modification
such that for every t ⩾ 0 the solution flow ξt = ξt(x) is continuous with respect to the
initial condition x in Rd.
Remark 1.4. Replacing Xε in (1.21) by X still yields uniqueness and existence but the
solution may not be in Lp.
Example 1.5 (Lévy process). Let β(x) ≡ b ∈ Rd, σ(x) ≡ A ∈ Rd×m positive semidefinite
(A ≽ 0) and γ(x, z) = z. Then the solution ξ of (1.14) equals ξt = x + Zt, where Z is a
Lévy process with triplet (b, A, ν). Actually X(x, ·) = Z for any x ∈ Rd.
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1. Stochastic differential equations and stochastic flows
1.2.2 Lévy driven SDE and the Marcus canonical equation
The discussion so far introduced the concept of stochastic integration on the Wiener–
Poisson space generated by spatially dependent semimartingales. While this concept treats
the Wiener and the Poisson measure as two independent sources of randomness we now
take the perspective of a Lévy processes as driver of the stochastic differential equation
and thus a unified source of randomness.
Lévy driven SDE
We state the condition that will allow us to interpret the general SDE (1.14) as an SDE
driven by a Lévy process.
Condition 2 (linearizability). We assume that the jump kernel γ : Rd × Rm → Rd is
C 2(Rm), i.e. twice continuously differentiable in the jump variable, and that
∂zγ(x, z)|z=0 = γ′(x) = σ(x), x ∈ Rd .
The meaning of Condition 2 is obvious. The action of the Poisson measure linearized for
small jump sizes is equivalent to the action of the Gaussian measure. In this case the
semimartingale X driving equation (1.14) can be represented in terms of a Lévy process
Z with characteristic (0, Id, ν) by




where the non-linear jump kernel γ̃(x, z) = γ(x, z)− γ′(x)z satisfiesˆ
B
|γ̃(x, z)| ν(dz) <∞ . (1.23)




γ̃(x, z)ν(dz), ∀x ∈ Rd . (1.24)
Hence the generically nonlinear stochastic integral decomposes into a linear Itô integral of
multiplicative type and a summable non-linear part. More generally we could define the

















γ̃(ξs−, z)N(dzds) , (1.26)
where B is the unit ball.
A simple example of a linearizable jump kernel would be a jump kernel that is already
linear. Therefore we make the following definition.
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Definition 1.6 (SDE of multiplicative type). If the jump kernel is of the form γ(x, z) =






Remark 1.7. Condition 2 is not a strong restriction on (1.14). Indeed, we could canonically
separate the Wiener- and the Poisson random measure without affecting the law of ξ.
We could define a new Lévy process Ẑ on some Rm1+m2 with 0 ⩽ m1,m2 ⩽ m such
that W generates a Brownian motion on Rm1 and N a Poisson random measure on Rm2 .





∈ Rd×(m1+m2) , (1.28)
and obtain a corresponding semimartingale with spatial parameter satisfying Condition 2.
Marcus’ canonical equation
The prototype of an equation with such a linearizable jump kernel is the Marcus canonical
equation [Mar81] which is a non-local generalization of Stratonovich SDE [KPP95]. [Fuj91,
AK93]. We consider an m-dimensional Lévy process Z ∼ (b, A, ν), where we may assume
that A = diag(a21, . . . , a2m), ai ∈ R. Given m vector fields σj : Rd → Rd in C 2(Rd;Rd) we
denote by σ ∈ Rd×m the matrix with columns
σ·j(x) = σj(x) .
For z ∈ Rm we denote by ϕσz the time one mapping of the solution flow ϕ : [0, 1] → Rd of
the ODE ⎧⎪⎨⎪⎩ ϕ̇ =
m∑
j=1
zjσ·j(ϕ) = σ(ϕ)z ,
ϕ0 = x ,
(1.29)
i.e ϕσz(x) = ϕ(1). If we would consider a family ϕσzi(x), i = 1, . . . , n (for some n ∈ N)




the increment of a Brownian motion, the concatenation ψn :=
ϕσzn ◦ · · · ◦ ϕσz1 would provide us with the so called Wong–Zakai approximation [WZ65] of
the Stratonovich equation ⎧⎪⎨⎪⎩dξt =
m∑
j=1
σj(ξs) ◦ dW js ,
ξ0 = x .
(1.30)
If we want to obtain a similar "local" behavior for the solution ξ of an SDE with jumps
– in the sense that it respects the dynamics locally prescribed by the vector fields σj, j =
12
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1, . . . ,m – it is natural to ask that the jumps of the solution ∆ξt are given by the solution
curves to the ODE (1.29), i.e.
∆ξt = ϕ
σ∆Zt − ξt− . (1.31)
To this aim we define a semimartingale with spatial parameter



















We can now solve the SDE {
dξt = X
⋄(ξ, dt) ,
ξ0 = x .
(1.33)
Definition 1.8 (Marcus’ canonical equation). For vector fields σj ∈ C 2(Rd;Rd), with







σj(ξs−) ⋄ dZjs = x+
ˆ t
0
σ(ξs−) ⋄ dZs . (1.34)
Observe that if the Lévy triplet is given by (0, Id, 0) (no drift, no jumps), then the definition
of (1.34) equals the definition of the Stratonovich equation (1.30). From (1.32) we have
the following Itô–Stratonovich/Marcus correction.
Proposition 1.9 (Itô–Stratonovich correction). Denote by X the semimartingale genera-
tor of (1.27), viz.









We have the following correspondence between the semimartingale generators of X and X⋄
of (1.34), for any x ∈ Rm t ∈ [0, T ]







(ϕσz(x)− x− σ(x)z)N(dzds) .
Similarly to the case of Stratonovich equations this definition yields a Leibniz rule (see
[FK85, AK93] or [KPP95]) as follows.
Proposition 1.10 (Leibniz rule). Let ξ be the unique strong solution to (1.34) and F ∈
C 2b (Rd). Then the following Leibniz rule holds true
F (ξt) = F (x) +
ˆ t
0
∇F (ξs−)σ(ξs−) ⋄ dZs . (1.35)
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The “first order” calculus implied by the Leibniz rule has a variety of geometrical conse-
quences that we will discuss briefly.
• Coordinate free property . We already mentioned the coordinate free property of
solutions to (1.34) (cf. [Fuj91]). Suppose that the vector fields σj are all tangent to
a submanifold M ⊂ Rd. If the initial value x is on M then the solution will be on M
at any future time with probability one. We will verify this property in a simplified
version in Chapter 6. Furthermore, the definition of the canonical equation does
not depend on the choice of local coordinates on M, and hence is “coordinate free”.
Therefore the definition can be extended to abstract manifolds (cf. [FK85, AK93]).
• Stochastic flow of diffeomorphisms. Stochastic differential equations with jumps
generically do not give rise to stochastic flows of diffeomorphisms (see the discussion
in Section 2.2.2). However solutions to the Marcus’ canonical equations do generate
stochastic flows of diffeomorphisms under fairly general conditions (e.g. [FK99]).
• Wong–Zakai approximation. We mentioned the approximation scheme of Wong and
Zakai [WZ65] for Stratonovich equations (see also [IW89, Chap.IV, Thm.7.2, p.497]).
The solution of (1.34) can be approximated in a similar manner by random ODE ,
driven by a suitable approximation of the Lévy process Z. Results in this direction
are obtained in [KPP95] using a time integrated version of Z and in [Kun95] using a
time dicretized version.
These approximation schemes can also be used to obtain support theorems of Stroock–




Throughout this chapter we consider an SDE on an possibly infinite time interval [0, T ]{
dξt = X(ξt−, dt) ,
ξ0 = x ∈ Rd ,
(2.1)
on the canonical probability space (Ω,F ,P) defined in section 1.1.1 with a semimartingale
generator
X(x, t) = tβ(x) + σ(x)Wt +
¨ t
0
γ(x, z)Ñ(dzds) , x ∈ Rd, t ∈ [0, T ] , (2.2)
where the dz integral ranges over a suitable ball B ⊂ Rm which is dropped from the
notation. The coefficients β, σ, γ are vector- (resp. matrix-) functions that are Lipschitz
continuous and of linear growth (cf. Condition 1) such that there exists a unique strong
solution in Lp(Ω) for some p ⩾ 2.
2.1 Lp-spaces and Lp-derivatives
The notion of (Fréchet-) derivative we pursue in this thesis is essentially finite dimensional,
albeit the state spaces are generally not. In this section we assume that the state space is
a Banach space (B, | · |B) and a generic probability space (Ω,F ,P). Following [BC86] we
give the following definition.
Definition 2.1 (Lp-derivative). Let p ⩾ 1 and Λ an open environment of 0 ∈ Rn, n ∈ N.
A family of random variables (functionals) (F λ)λ∈Λ taking values in B indexed by Λ ⊂ Rn
(n ∈ N) is said to be Lp-differentiable if F λ ∈ Lp(Ω,P;B) and the mapping
Λ ∋ λ ↦→ F λ (2.3)
is Fréchet differentiable at zero as a mapping from Rd to Lp(Ω,P;B). In other words there




F λ) ∈ Lp(Ω,P;B) satisfying




F λ)λ∥Lp(Ω;B) = o(|λ|) as λ→ 0 . (2.4)
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We observe that this definition immediately gives a product rule.
Lemma 2.2 (Product rule). Given two conjugate exponents 1 ⩽ p, q ⩽ ∞ such that



























Proof. With Hölder’s inequality we immediately obtain for λ ∈ Λ
E
[


















+ ∥G0∥Lq∥F λ − F 0 − ∂∂λ
⏐⏐
λ=0




and the Lemma is proven. ■
It follows that the set of random variables that are Lp-differentiable for any p is an algebra.
Similarly we obtain a chain rule.
Proposition 2.3 (Chain rule). Let φ : B → R be twice Fréchet differentiable (in the usual
sense) with derivatives of polynomial growth and (F λ)λ∈Λ a family of Lp-differentiable
random variables for any p ⩾ 1 with values in Rd. Then the family (φ(F λ))λ∈Λ is also Lp-










F λ) . (2.6)
Proof. A first order Taylor expansion on Banach spaces (see e.g. [Zei86, Theorem 4.6A,
p.148f]) for the twice Fréchet differentiable function φ gives that














where the together with the polynomial growth assumption for the second derivatives there












|F 0 + τ(F λ − F 0)|qB
)
· |F λ − F 0|2B
≲
(
1 + |F 0|qB + |F
λ|qB
)
· |F λ − F 0|2B
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Similarly we may assume that ∥∇φ(F 0)∥ ≲ 1+ |F 0|qB. By the Cauchy–Schwartz inequality
we estimate

























|F λ − F 0|4pB
] 1
2




F λ)λ∥pL2p + ∥F
λ − F 0∥pL4p ,
where the last inequality holds by a uniform estimate over Λ. It is easily seen that the last
expression is of order o(|λ|p) by our assumptions. ■
It will be necessary to consider the variation of matrix inverses. The following lemma is
a consequence of the chain rule (2.6) and a version of [Wat84, Lemma 1, p.45] (see also
[Nua06, Lemma 2.1.6, p.100] and [IW89, p.376]). We will not give a proof here.
Lemma 2.4. Consider a family random real m × m-square matrices (Aλ)λ∈Λ for some
m ∈ N. Suppose that on a set of full probability each Aλ ∈ Rm×m, λ ∈ Λ, is invertible
and denote its inverse by Bλ = (Aλ)−1. Assume further that | detA0|−1 ∈ Lp(Ω) and that
for all indices i, j ∈ {1, . . . ,m} the family of entries (Aλij)λ∈Λ of Aλ is Lp-differentiable at
0 for every p ⩾ 1. Then the family (Bλ)λ∈Λ is (entry wise) Lp-differentiable at 0 and we


























In our setting B will be either the Euclidean space Rd or the Banach space of càdlàg
functions D([0, T ];Rd) equipped with the uniform norm1.
2.2 Differentiability of stochastic flows
We established that the SDE (2.1) admits a unique strong solution for any initial condition
x ∈ Rd. We investigate properties of the stochastic flow mapping
ξ : (x, t) ↦→ ξt(x) ∈ Lp(Ω,P;Rd) . (2.9)
The concept of Lp-derivatives comes therefore natural to investigate smoothness with re-
spect to the initial condition x ∈ Rd. Indeed, with Λ = B1(Rd), the open unit ball in Rd,
we may consider the family
F λ = ξt(x+ λ) , λ ∈ Λ (2.10)
of functionals either with values in Rd (for fixed x, t) or – as processes – with values in
D = D([0, T ];Rd) (with the uniform topology and fixed x and T ).
1Note that D is complete but not separable with respect to the uniform norm (see [Bil99])
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2.2.1 Differentiability – the Jacobian
To obtain any smoothness result we need to impose stricter conditions on the coefficients
of (2.1). Indeed we rely on the following condition.
Condition 3 (uniform C 1+δ). For p ⩾ 2 the coefficients of (1.14) are uniformly C 1+δ for
some 0 < δ in the following sense. There are positive functions K ′ in L2 ∩ Lp+pδ(Rm, ν)
and L′ in L2 ∩ Lp(Rm, ν), i.e.
ˆ (
K ′(z)2 +K ′(z)p+pδ + L′(z)2 + L′(z)p
)
ν(dz) <∞ , (2.11)
such that for all x, y ∈ Rd, t ∈ [0, T ] and z ∈ supp(ν) we have
∥∇β(x, t)∥ ⩽ K ′(0) , ∥∇β(x, t)−∇β(y, t)∥ ⩽ L′(0)|x− y|δ , (2.12)
∥∇σ(x, t)∥ ⩽ K ′(0) , ∥∇σ(x, t)−∇σ(y, t)∥ ⩽ L′(0)|x− y|δ , (2.13)
∥∇γ(x, t, z)∥ ⩽ K ′(z) , ∥∇γ(x, t, z)−∇γ(y, t, z)∥ ⩽ L′(z)|x− y|δ . (2.14)
We have the following ([Kun04, Thm.3.4., p.346]).
Theorem 2.5 (the Jacobian). Assume that the coefficients of X in (2.2) are all C 1+δ
with respect to x in the sense of Condition 3 for some p ⩾ 2. Then the D([0, T ];Rd) valued
family (F λ)λ∈Λ in (2.10) has an Lp-derivative at 0 and x ∈ Rd denoted by ∇ξ. Furthermore
the derivative process ∇ξ – in fact: the Jacobian of the stochastic flow – satisfies the matrix
valued SDE {
d∇ξt = ∇X(ξt−, dt)∇ξt− ,
∇ξ0 = Id ∈ Rd×d .
(2.15)
The matrix valued semimartingale generator ∇X in (2.15) is given by component-wise
differentiation
∇X(x, t) = ∇β(x)t+∇σ(x)Wt +
¨ t
0
∇γ(x, z)Ñ(dzds) . (2.16)
We do not give a proof here since it is basically analogous to the proof of Theorem 2.13
below. An alternative proof with the use of the extension theorem of Kolmogorov–Totoki
is given in [Kun04, Thm. 3.4., p.346].
Remark 2.6. Note that under Condition 3 the SDE (2.15) is not Lipschitz and hence does
not satisfy Condition 1. However the coupled SDE for ξ and ∇ξ considering (1.14) and
(2.15) on Rd × Rd×d has the obvious graded structure. Hence existence and uniqueness of
a solution to (2.15) is guaranteed by Theorem B.4.
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2.2.2 Flows of diffeomorphisms
Unlike in the Gaussian case the flow generated by (2.1) is in general not diffeomorphic. In
fact, the jumps of the equation can easily destroy the injectivity of the flow. For example, if




with a matrix B0 ∈ Rd×d has a unique strong solution for any initial condition x ∈ Rd.
Furthermore the solution flow is differentiable and hence continuous by Theorem 2.5. The
first jump of N occurs at an exponential random time τ > 0 with rate ν(Rm). However,
at τ the solution jumps to the origin and will never leave due to linearity.
This simple example illustrates that in order for the solution to be homeomorphic it is
necessary that the map x ↦→ x + γ(x, z) should be one-to-one (see for instance [FK85] or
[Kun04, Thm.3.11, p.356]).
Theorem 2.7. Assume that Condition 3 holds for some p ⩾ 2 and that the maps x ↦→
x+γ(x, z) are homeomorphic and its Jacobian matrix [Id+∇γ(x, z)] is invertible for ν-a.e.
z ∈ Rm. Then the SDE (2.1) generates a stochastic flow of diffeomorphisms in the sense
that ∇ξ is invertible and in Lp(Ω,Rd×d). Furthermore the inverse process (∇ξ)−1 satisfies
the SDE {
d(∇ξ)−1t = (∇ξ)−1t−Y (ξt−, dt) ,
(∇ξ)−10 = Id ∈ Rd×d ,
(2.18)
with






(x, z) N(dzds) . (2.19)
Proof. For continuous semimartingales we refer to [Pro04, Theorem 48, p.326]. We only







(x, z) . (2.20)
Then
















(x, z) Ñ(dzds) .
(2.21)








[Id+∇γ] (ξt−, z)∇ξt− − [Φ∇ξ]t− = 0 .
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Itô’s formula2 then yields



















(ξt−, z)∇ξt− ν(dz) ,
which is zero by (2.20). Hence [Φ∇ξ]t ≡ Id proving Φt = (∇ξ)
−1
t . ■
Corollary 2.8. Assume that the Lévy measure ν is supported on {z : ∥∇γ(z)∥ ⩽ c < 1}
for some constant c. Then the equation generates a flow of diffeomorphisms.
2.3 Differentiation of the probability measure
This section elaborates the Lp-differentiability of the solution ξ to (2.1) with respect to
perturbations of the probability measure. It is well known that in generic situations – if
the noise in not additive – the law of ξ is singular with respect to linear perturbations
ω ↦→ ω + θ (2.22)
for any constant vector in θ ∈ Ω (e.g. see [Bog10, Thm. 4.4.2 and Thm. 4.4.4]). It is
therefore necessary to consider ω-dependent “random” perturbations. From a differential
geometric perspective these correspond to “vector fields” in the language of [Bog10] that
are in a certain sense tangent to the law of ξ.
It is plausible that in order to derive some smoothness of the solution to (2.1) with respect
to a perturbation to the point process u we need to require a smooth dependence of the
jump kernel γ with respect to z.
Condition 4. Assume that for some p ⩾ 2 the coefficients of the SDE satisfy Condition
3. Assume in addition that the diffusion coefficient σ and the partial derivative γ′ = ∇zγ
are bounded and that γ′ is Hölder continuous in z, i.e. there exists δ > 0 and a constants
K ′′, L′′ > 0 such that
∥σ(x)∥, ∥γ′(x, z)∥ ⩽ K ′′ , ∥γ′(x, z)− γ′(x, z′)∥ ⩽ L′′|z − z′|δ , (2.23)
for all x ∈ Rd, and z, z′ ∈ supp ν.
2See e.g. [IW89, Chap.II, Thm.5.1., p.66f]
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2.3.1 A perturbation field
In order to study the absolute continuity of the image measure under d-dimensional func-
tionals it is necessary to consider the perturbation with respect to d vector fields simulta-
neously. These vector fields can be thought of as a random basis of Rd. To this aim we
consider matrix valued perturbations θ of the Wiener–Poisson space Ω = ΩW×ΩP . We first
introduce the set of simple perturbations. We rely on the notion of predictable3 (matrix
valued) processes, which form the class of generic integrands for stochastic integrals. We
stress that the processes of interest will be deterministic functions in the random variables
ξt−,∇ξt−, (∇ξ)−1t− , and as such, are predictable.
Condition 5 (Simple perturbation). We denote the set of simple perturbations by
Θ0 = H0 × V0 defined as a direct product where
• H0 is the collection of predictable matrix valued random fields h : Ω× [0, T ] → Rm×d
such that there exists a constant 0 < H <∞ such that
∥h∥[0,T ] = sup
0⩽t⩽T
∥ht∥ < H , P-a.s. , (2.24)
i.e. h is bounded with respect to the operator matrix norm.
• V0 is the collection of predictable matrix valued random fields v : Ω× [0, T ]×Rm →
Rm×d continuously differentiable in z ∈ Rm such that there exists a deterministic
continuous majorant function V : Rm → [0,∞) compactly supported in Rm \ {0},
such that
∥v(ω, t, z)∥+ ∥∇zv(ω, t, z)∥ ⩽ V (z) , ∀t ∈ [0, T ], P-a.s. . (2.25)
We remark that with this definition we have V ∈ Lp(Rm, ν) for any Lévy measure ν on
Rm and p ⩾ 1.
For a fixed θ = (h, v) ∈ Θ0 and an environment Λ of 0 ∈ Rd we define a family of
transformations (T θλ )λ∈Λ on Ω
T θλ : Ω −→ Ω
ω = (w,u) ↦→ (whλ,uvλ)
(2.26)
as follows.
• For w ∈ C ([0, T ];Rm) set




3For a definition we refer the reader e.g. to Definition 5.2 of [IW89, p.21]
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vλ(ω, ti, zi)) , i ∈ N
}
,
where zvλ(ω, t, z) = z + v(ω, t, z)λ ,
(2.28)
and the associated perturbed counting measure given as the push-forward4 of N
under the transformation T θλ |U (restricted to U )
N vλ(dzdt) = (T θλ |U )#N(dzdt) . (2.29)
Let us stress that only the locations of the jumps are perturbed. The jump times remain
untouched (this allows us to work with the uniform topology on D). We now investigate
the effect of this transformation on the solution to the SDE .
Lemma 2.9. Let ξ be the solution to the SDE (2.1) and θ ∈ Θ0. Then for any λ ∈ Λ the
shifted process ξλ := ξ ◦ T θλ satisfies under P the following SDE⎧⎪⎪⎪⎨⎪⎪⎪⎩
dξλt = X0(ξ
λ









vλ)− γ(ξλt−, z)) ν(dz) ,
ξλ0 = x .
(2.30)
Proof. We focus on the jump kernel integral. Formally one obtains
(T θλ )#Ñ(dzdt) = N vλ(dzdt)− ν(dz)dt .
But the measure ν×dt is not the compensator of the shifted Poisson random measure N vλ
under P. We only demonstrate that the correction term in (2.30) is finite. For details we




vλ)− γ(ξλt−, z) ν(dz)| ⩽ ∥γ′(·, ·)∥∞
ˆ
|v(ω, t, z)λ| ν(dz) <∞ .
■
2.3.2 Directional derivatives
We will establish the existence of strong derivatives in the direction of a larger class of
perturbations than Θ0.
Condition 6 (Lp-perturbation). For p ⩾ 2 we define the set of Lp-perturbations by
the direct product Θp = Hp × Vp, where
4Recall that (T θλ |U )#N(A) = N((T θλ |U )−1(A)) for all measurable sets A in U .
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• Hp is the collection of predictable matrix processes h : Ω × [0, T ] → Rm×d with








• Vp is the collection of predictable matrix fields v : Ω× [0, T ]×Rm → Rm×d such that












Remark 2.10. Obviously Θ0 ⊂ Θp for any p ⩾ 2. But in contrast to the set of simple
perturbations Θ0 the class of Lp-perturbations depends on the Lévy measure ν.
Example 2.11. In the case of additive noise we may choose v deterministically
v(ω, t, z) = z2 e−z · Id . (2.32)
Let us first prove the Lipschitz continuity of ξ ◦ T θλ with respect to λ.
Lemma 2.12. Assume that Condition 3 and Condition 4 hold with p ⩾ 2. We fix a
perturbation θ = (h, v) ∈ Θp. Then for λ ∈ Λ
E
[




≲p |λ|p . (2.33)

































































































2.3. Differentiation of the probability measure









separately. We apply the Lp-estimates (Proposition B.2) bearing in mind the boundedness
of the partial derivatives of the coefficients. We obtain
E







































































Since the perturbations h, v satisfy Condition 6 we conclude with Gronwall’s lemma that
there exists a constant cp such that
E




















[ξ ◦ T θλ ]t − ξt
)
, (2.36)
solves the SDE (2.34) multiplied by 1|λ| . It is possible to use the L
p-estimates of Proposition
B.2 and the Kolmogorov–Totoki extension theorem to show that the random field {ξ̂ελt :





ξελ) at λ = 0. It is the solution to the SDE obtained by sending ε to





solves the d-dimensional SDE⎧⎨⎩dYt = ∇X(ξt−, dt)Yt− + σ(ξt−)htλ̄dt+
ˆ
γ′(ξt−, z)v(t, z)λ̄N(dzdt) ,
Y0 = 0 ∈ Rd .
(2.37)
Indeed we use a matrix valued version of this SDE to prove the existence of the Lp-
derivative.
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Theorem 2.13. Assume that Condition 3 and Condition 4 hold with p ⩾ 2 and some
δ > 0. Then the process ξt possesses an Lp-derivative denoted by Dθξt in the direction of
θ ∈ Θp+pδ given as the unique solution to the matrix valued SDE⎧⎨⎩dDθξt = ∇X(ξt−, dt)Dθξt− + σ(ξt−)htdt+
ˆ
γ′(ξt−, z)v(t, z)N(dzdt) ,
Dθξ0 = 0 ∈ Rd×d .
(2.38)
Proof. To simplify the notation we drop indices referring to θ in the proof. Let Dξt denote
the matrix whose columns are the collection {Y eit } of solutions to (2.37) with λ̄ = ei for
the standard basis {ei} of Rd. By Theorem B.4 it is clear that Dξ exists and uniquely
solves (2.38). We need to prove that
E
[
|ξλ − ξ − Dξλ|p
]
= o(|λ|p) . (2.39)
Consider the following evolution
d
[





























γ′(ξ, z)vλN(dzdt) , (2.44)
and observe that the last line equals
dt
ˆ {




γ′(ξ, z)vλÑ(dzdt) . (2.45)
















ξλ − ξ − Dξλ
]}
. (2.46)














ξλ − ξ − Dξλ
]}
dWt , (2.47)















2.3. Differentiation of the probability measure
We combine the martingale terms in (2.43) and (2.45) to deduce that the pure-jump mar-
tingale part is given by
ˆ {



























ξλ, z + τ [vλ]
)
− γ′(ξλ, z)dτ [vλ]
}
Ñ(dzdt) ,









We hint that all terms can now be estimated in terms of
⏐⏐ξλ − ξ − Dξλ⏐⏐ , ⏐⏐ξλ − ξ⏐⏐1+δ, |hλ|1+δ
and |vλ|1+δ by the boundedness and Lipschitz continuity of the partial derivatives of the
coefficients.
We may now evoke the Lp-estimates of Proposition B.2 to obtain the bound
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Lemma 2.12 assures that E
[ ⏐⏐[ξλ − ξ]⏐⏐p+δp
[0,t]
]
≲p |λ|p+δp and (2.39) then follows with the
aid of Gronwall’s lemma. ■
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2.3.3 An explicit formula for the derivative
Knowing that the Lp-derivative exists this section examines more closely its structure.
Theorem 2.14. Assume that Condition 3 and Condition 4 hold with p ⩾ 2. Furthermore
assume that the domain of integration B in (2.2) is contained in {z : ∥∇γ(z)∥ ⩽ c < 1}
such that ξ is diffeomorphic by Corollary 2.8. Then for any θ ∈ Θp the Lp-derivative of ξ
is given by the formula
Dθξt = ∇ξtA θt , (2.49)















(∇ξs−)−1(Id+∇γ(ξs−, z))−1γ′(ξs−, z)v(s, z) N(dzds) ,
(2.50)
where γ′(x, z) = ∂γ
∂z
(x, z).
Proof. Note that in general affine linear SDE as (2.38) can be solved by means of the
variation-of-constants method (see [Jac82] or [BGJ87, pp.71f]). We give a proof for the











Note that if there is a jump at time t we formally have
[∇ξA ]t − [∇ξA ]t− = [(Id+∇γ)∇ξt−]
[
At− + (∇ξ)−1t− (Id+∇γ)−1γ′v
]
− [∇ξA ]t−
= ∇γ [∇ξA ]t− + γ
′v .
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Hence by Itô’s product rule we obtain
d [∇ξA ]t =
ˆ (
























∇γ [∇ξA ]t− dÑ +
ˆ
γ′v dN ,
which is exactly (2.38), in this specific case. ■
In honour of Paul Malliavin who put forward the stochastic calculus of variations we will
call the matrix Dθξ Malliavin matrix although the term refers strictly speaking to Dθξ
under a specific choice of θ made in Chapter 5. The matrix A θt is called the reduced
Malliavin matrix (cf. [Mal97]). In fact one can consider A θt as the adapted part of the
Malliavin matrix Dθξ while ∇ξt is only Ft measurable (cf. [Hai08, p.21] and [Mal97, Rem.
5.3, p.244]).
2.4 Higher order derivatives
We recall a set of equations we obtained during the course of this based on a semimartingale
generator X of the form
X(x, t) = tβ(x) + σ(x)Wt +
ˆ
γ(x, z)Ñ(dzdt) , x ∈ Rd, t ∈ [0, T ] (2.51)
as in (2.2). The solution ξ of the SDE (2.1), its Jacobian process ∇ξ and its Lp-derivative
process follow the dynamics given by the equations (cf. (2.15), (2.38))
dξt = X(ξt−, dt) , (2.52)
d∇ξt = ∇X(ξt−, dt)∇ξt− , (2.53)
dDθξt = ∇X(ξt−, dt)Dθξt− + σ(ξt−)htdt+
ˆ
γ′(ξt−, z)v(t, z)N(dzdt) . (2.54)
The strategy is to combine all these equations into a single high dimensional equation and
to show that the solution is Lp-differentiable. Indeed one can prove the following.
Theorem 2.15. Assume that for some k ∈ N and δ ∈ (0, 1) the coefficients of X are
all C k+δ in x and z with all partial derivatives bounded. Then ξ possesses Lp-derivatives
(p ⩾ 2) in the direction of θ ∈ Θp up to order k.
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2. Derivatives and Variation
We do not give a full proof since it is lengthy and technical and instead refer to [BGJ87].
We will sketch the arguments.
Sketch of Proof. The proof of Theorem 2.13 exploits the lower triangular Lipschitz property
of the graded structure that also guarantees the existence of a solution to the combined










Under the assumptions and by Theorem B.4 there exists a solution to the SDE{
dΦt = X̃(Φt−, dt)
Φ0 = (x, Id,0)
∗ .
Similarly to Theorem 2.13 we may find that Φ has an Lp derivative in the direction of
θ ∈ Θ0 that solves⎧⎨⎩dDθΦt = ∇X̃(Φt−, dt) + σ̃(Φt−)htdt+
ˆ
γ̃′(Φt−, z)v(tz)N(dzdt) ,
DθΦ0 = 0 ∈ Rd(d+2d
2) ,
(2.56)
where σ̃, γ̃′ are the diffusion coefficient matrix and the derivative with respect to z of the
jump kernel of X̃. We then identify the components
Φt = (Dθξt,Dθ∇ξt,D2θ ξt) ∈ Rd×d × Rd×d×d × Rd×d×d .
This procedure can now be iterated up to order k. ■
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In functional analysis the concept of weak derivatives extends the notion of a derivative
from a “nice” space, say, of smooth functions via the integration-by-parts formula to its
completion with respect to a certain Sobolev norm.
Here we follow a similar approach due to Bismut [Bis81]. We will derive an integration-by-
parts formula for the Lp-derivative described in (2.38) for “nice” perturbations θ ∈ Θ0. We
then extend the formula to a suitable completion Θ of Θ0.
3.1 Derivation of integration-by-parts
3.1.1 Bismut’s idea of deriving integration-by-parts. An abstract
motivation
Bismut [Bis81] and earlier [Pit63, Pit64] considered shifts on the path space Ω = C ([0, T ])
or Ω = D([0, T ]) that leave the law of a given functional, e.g. the solution to the SDE (2.1)
invariant. Assume that we have a measurable group of transformations (Tλ)λ∈R on Ω. The
group induces a group of transformations on bounded measurable functionals φ ∈ Bb(Ω)
by assigning
Tλφ(ω) = φ(Tλ(ω)) . (3.1)
This group then has an adjoint action on measures µ ∈ M (Ω,A) where the image measure






φ(Tλω)µ(dω) , ∀φ ∈ Bb(Ω) . (3.2)
Assume now that for a fixed µ the push forward measures are absolutely continuous
(Tλ)#µ ≪ µ for |λ| small enough. This property is referred to as ray continuity of the
measure µ.
Assume further that the family of Radon–Nikoým densities (ϱλ)λ∈R has a derivative at
λ = 0 with ∂λϱλ|λ=0 ∈ L1(dµ).
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3.1. Derivation of integration-by-parts






φ ◦ (Tλ)−1 ◦ Tλdµ =
ˆ
Ω




Now since T−λφ is bounded and ϱλ differentiable in L1 we obtain an integration-by-parts







We may define a weak derivative of the measure µ in the direction of Tλ as the signed
measure given by
∂µ := −∂λϱλ|λ=0dµ . (3.4)
This notion of a derivative of a measure is due to S.V. Fomin (see also [Bog10, Def. 3.1.6]).
3.1.2 A Girsanov density
From now on we continue to work with the solution to the SDE (2.1) and the conditions
imposed in Chapter 2. To obtain an integration-by-parts formula for the jump measure we
need additional smoothness.
Condition 7. The Lévy measure ν admits a density ϱ ∈ C 1+δ(Rm′ \ {0}) with respect
to the Lebesgue measure on some Rm′ ⊂ Rm for some m′ ⩽ m. This density is strictly
positive in an environment of 0 ∈ Rm′ (may be infinite at {0} itself).
We usually consider ϱ as function on Rm not depending on the additional coordinates. No
further notational distinction between the density and the Lebesgue measure on Rm and
Rm′ is made.
Remark 3.1. The condition that the Lévy density ϱ is positive in an environment of 0 and
therefore has mass in all directions of Rm′ is a simplification of this thesis. Thinking one-
dimensional smoothing could also be obtained by only positive jumps, without any negative
jumps. Indeed, the correct condition is the so called sector condition (see [Nor88]) that we
will not state here. Morally it requires that the Lévy density ϱ is positive in the intersection
of an environment of zero with the interior of a cone in Rm′ .
Let us fix a perturbation θ ∈ Θ0 and recall the definition of the transformations T θλ in (2.26)
for λ ∈ Λ. We will show that the push forward measure Pλ := (T θλ )#P = P ◦ (T θλ )−1 is
absolutely continuous with respect to P. In what follows we construct the Radon–Nikodým
density of Pλ with respect to P by an exponential martingale process Zλ. Observe that
the functional determinant of the Jacobian of the transformation z ↦→ zvλ = z+ v(ω, t, z)λ




∇zv·i(ω, t, z)λi) = det(Id+∇zv(ω, t, z)λ) . (3.5)
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3. The integration-by-parts formula
Denote by ϱvλ(ω, t, z) = ϱ(z + v(ω, t, z)λ) the shifted Lévy density. We define a jump
functional determinant for each ω, t, z and λ by












(ω, t, z) ,
(3.6)
with the convention that Jvλ(ω, t, z) = 1 if ϱ(z) = 0. This functional determinant has an
Lp-derivative at λ = 0.
Lemma 3.2. There is a deterministic function V ′ of compact support in Rm \ {0} such
that ∥ ∂
∂λ
Jvλ(ω, t, z)∥ < V ′(z) for all t ∈ [0, T ] almost surely. (This implies V ′ ∈ Lp(ν) for






= divz v +
∇ϱv
ϱ
= divz v + v∇ log(ϱ) = ϱ−1 divz(vϱ) . (3.7)
Proof. We may assume that ϱ is positive in an environment of z ∈ Rm′ . Jacobi’s formula
states that d
dt
detA(t) = detA(t) Tr(A−1 d
dt
A(t)) if a function A maps t into the invertible


































|λ|δ + V |∇ϱ|
ϱ
} (3.9)
If we recall that V is compactly supported in Rm \ {0} it is easy to see that the right hand
side is in Lp(Rm, ν) under Condition 7. Up to the constants we omitted we may define V ′
to be this right hand side. ■
Corollary 3.3. It follows immediately that for any p > 0 we have
|Jvλ − 1| ⩽ |λ|V ′(z) ∈ Lp(Rm, ν) . (3.10)
For every λ ∈ Λ we define a real valued true martingale given by







(Jvλ(s, z)− 1)Ñ(dzds) , t ∈ [0, T ] . (3.11)
The corresponding exponential martingale (its Doléans–Dade exponential) Zλ = E(M vλ)







Zλs−(Jvλ(s, z)− 1)Ñ(dzds) . (3.12)
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3.1. Derivation of integration-by-parts
Lemma 3.4. For any λ ∈ Λ and θ = (h, v) ∈ Θ0 the solution is given explicitly and reveals






















(Jvλ(s, z)− 1− log(Jvλ(s, z))ν(dz)ds
}
.
Proof. For simplicity we only prove the non Gaussian case with h ≡ 0. Applying Itô’s





































Which concludes the proof. ■
This product structure allows to interpret Zλ as a Girsanov density for a product measure
on Wiener–Poisson space with respect to P. In fact we can now define the probability
measure Pλ on Ω via dPλ
dP = Z
λ and denote the corresponding expectation by Eλ. Under
this measure the process ξλt = ξt ◦ T θλ has the same law as ξ under P.
Proposition 3.5. We have Pλ ◦ (T θλ )−1 = P. In particular we have for Ψ ∈ L1(P)




= EΨ . (3.15)
Proof. To prove the claim we need to show that under Pλ, W ◦ T θλ is a Brownian motion
and N ◦T θλ is a Poisson random measure with intensity measure ν. We have already argued
that the product structure of Zλ = Zhλ×Zvλ accounts for a change of the Wiener measure
PW on ΩW and of PN on ΩN . For the Wiener measure we quote the Girsanov theorem
(e.g. [Pro04, Theorem 46, p.143]). It assures that




is a Brownian motion under Phλ defined by dPhλ
dP = Z
hλ. To prove that N ◦ T θλ is a Poisson
random measure with intensity measure ν we use the characterization of random measures
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3. The integration-by-parts formula
via Laplace functionals (e.g. [Çin11, Prop.1.4, p.244]). The Laplace functional acts on






























J + ϕλ − 1− log(J)
)
(s, z)ν(dz)ds .


































(t, z) ν(dz) .
Since ϕ ∈ L1(dν × dt) the local martingale part is a true martingale. Taking expectations





































The last equality follows substituting z ↦→ z + v(ω, t, z)λ for every ω, t, z where the corre-





























The following proposition shows that the family of Girsanov densities (Zλ)λ∈Λ in fact
possesses an Lp derivative at λ = 0. Because of its significance as an adjoint operator in
the integration-by-parts settings of the next chapter we will give it a special symbol. We






Zλt ∈ Rd . (3.16)
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3.1. Derivation of integration-by-parts
Proposition 3.6. The family of martingales (Zλ)λ∈Λ has an Lp-derivative at λ = 0 for



















|Zλ· − 1− δ·(θ)λ|2[0,t]
]
= o(|λ|) , (3.18)
where δt(θ) is defined as the right-hand-side of (3.17). Recall that for any t Zλt = Zhλt ×Zvλt
where the components are given by (3.13) (resp. (3.14)), each satisfying (3.12) with v ≡ 0












such that we can investigate the two components individually. Let us investigate the
derivative on Wiener space. Using (3.13) and Itô’s isometry twice we obtain
E
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where the first inequality is due to the boundedness of h ∈ H0. Clearly this estimate holds
uniformly over the interval [0, t].

















































3. The integration-by-parts formula










































This time changing the order of integration with respect to P and ν ⊗ ds to apply Itô’s
isometry a second time is slightly more delicate then it was above since the Lévy measure is
not a finite measure. However Corollary 3.3 guarantees sufficient integrability. In particular




















It remains to consider the second of the two expectations. Under the expectation we have¨ t
0





































































Combining these 3 estimates we obtain that the left-hand-side of 3.18 is of order O(|λ|2+2δ).
The proposition is proven. ■
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3.1. Derivation of integration-by-parts
3.1.3 The integration-by-parts formula
We have established the ray-continuity of the measure P in the direction of shifts θ ∈ Θ0
and the differentiability of the Girsanov density Zθ,λ.
The integration-by-parts formula then follows along the arguments of Section 3.1.1.
Indeed, if a functional Ψ ∈ Lp(Ω,P) for some p > 1 has an Lp-derivative in the direction
















Zλt ) + (DθΨ)Z0t
]
, (3.23)

















ϱ−1 divz(vϱ)(s, z) Ñ(dzds)
}]
. (3.24)
We may now extend the integration-by-parts formula to a larger set of perturbations Θ as
long as the right hand side is well defined. Indeed we may consider the following.
Condition 8 (Admissible perturbation). We call a perturbation θ admissible if it is a
pair θ = (h, v) ∈ Θϱ := H× Vϱ where
























Remark 3.7. A similar norm to ∥ · ∥Vϱ appears in [Son14] for deterministic perturbations
where additive Poisson noise without a Gaussian component is considered.
It is clear that if (3.25) and (3.26) are finite the right hand side of (3.24) is also finite.
Moreover if we consider δt given by (3.17) as a linear operator it is closable in L2(Ω).
Lemma 3.8. There exists a closed linear extension of the linear operator
δt : Θ0 → L2(Ω) (3.27)
to Θϱ, i.e. δt is closable and its extension is again denoted by δt.
1Here we tacitly assume that the Lévy density ϱ is not piecewise constant.
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3. The integration-by-parts formula
Proof. It is sufficient to show that if for a sequence (θn)n∈N ⊂ Θ0 we have θn → 0 in Θϱ
then limn→∞ δt(θn) = 0 in L2(Ω) (cf. [Yos80, II.6, Prop.2, p.77]). Indeed, the sequence








[hn − hm](s)∗dWs +
¨ t
0
ϱ−1 divz([vn − vm]ϱ)(s, z) Ñ(dzds)
⏐⏐⏐⏐2 ]
⩽ ∥hn − hm∥2H + ∥vn − vm∥2Vϱ .
■
The next lemma demonstrates that we can take limits in (3.24).
Lemma 3.9. Consider θ = (h, v) in Θϱ and an approximating sequence of simple perturba-
tions θn = (hn, vn) ∈ Θ0. Assume that a random variable Ψ ∈ L2(Ω,P) is L2-differentiable




exists and is independent of the
choice of the approximating sequence.
Proof. Existence follows by the linearity of the operations involved and the Cauchy–























→ 0 as m,n go
to infinity. ■
So far we know that we can take the limit of (3.24) for any approximating sequence of
θ ∈ Θϱ. It is however not clear whether and in which sense the limit limn→∞ DθnΨ exists.
We therefore concentrate on θ ∈ Θϱ ∩ Θp where we are able to guarantee the existence of
an Lp-derivative by Theorem 2.13 for random variables Ψ of interest.
We reformulate the integration-by-parts formula in a “ready to use” way for random weights
Ψ, i.e. for products of the form Ψf(ξ) – quite in the spirit of the “integration-by-parts-
setting” of [BGJ87] (cf. also [Mal97, Prop. 1.3.3, p.68]).
Theorem 3.10 (integration-by-parts-setting). Let ξ be the solution to the SDE 2.1 and
let Ψ ∈ L2(Ω,P) be L2-differentiable in the direction of θ ∈ Θϱ ∩Θ2. Assume further that
there exists a sequence θn ∈ Θ0 such that θn → θ in Θϱ and that for t ∈ [0, T ] we have
Dθnξt → Dθξt in L2 . (3.28)




































3.1. Derivation of integration-by-parts
Proof. For any of the approximating θn ∈ Θ0 the equation is just an application of the
chain rule (Proposition 2.3). Indeed, the random variable Φ := Ψf(ξt) is L2-differentiable
with
DθnΦ = Ψ∇f(ξt)Dθnξt + f(ξt)DθnΨ .














Hence we obtained (3.29). Since δ is closable in L2 by Lemma 3.8 it follows by the Cauchy–










Furthermore the L2-convergence of Dθnξt and a similar Cauchy–Schwartz argument to-




















Hence we have proven (3.29). ■
Remark 3.11. If θ ∈ Θ2 is only a perturbation of the Wiener measure (v ≡ 0) then the
convergence of Dθnξt to Dθξt in L2 follows from the fact that hn → h in H. Indeed, by
Theorem 2.13 the dynamic of the difference is governed by
d[Dθξ − Dθnξ]t = ∇β(ξt−)[Dθξ − Dθnξ]tdt+∇σ(ξt−)[Dθξ − Dθnξ]tdWt
+ σ(ξt−)[h− hn](t)dt .
Since all coefficients and their derivatives are bounded we can estimate the mean squared
deviation with the help of Itô’s isometry to obtain
E
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Remark 3.12. If we consider the identity function f(x) = x and the constant functional

























This implies that the random variable −Γθ(1) is the Radon–Nikodým density of the mea-
sure ∂θµ with respect to the measure µ, the law of ξt(x) on D[0, T ], the so called logarithmic
derivative (cf. [Bog10]).
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3. The integration-by-parts formula
For convenience we formulate two corollaries for vector- and matrix weights. In analogy
to the standard divergence we introduce the operator
divθΨ := TrDθΨ , (3.32)
for differentiable Ψ ∈ Lp(Ω,P;Rd), p ⩾ 1.
Corollary 3.13 (vector version). Let Ψ ∈ Lp(Ω,P;Rd),∀p ⩾ 1 be a random vector in Rd
which is Lp-differentiable in the direction of θ ∈ Θϱ∩Θp,∀p ⩾ 1 and f ∈ C 1b (Rd). Further-
more assume that we have a sequence (θn)n∈N ⊂ Θ0 satisfying (3.28) for all coordinates of













































































































Analogously we also obtain a matrix formulation. For differentiable Ψ ∈ Lp(Ω,P;Rd×d),
p ⩾ 1 we write
divθΨ := Tr |RdDθΨ (3.36)
where Tr |Rd : Rd⊗Rd⊗Rd ↦→ Rd∗ is the tensor contraction (trace)2 to Rd∗ and Tr |RdDθΨ
is the row vector (TrDθΨ·j)(j) obtained by column wise application.
2see [MRA07, p.344] or [BG80, pp.85-86]
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3.2. Application of the integration-by-parts formula
Corollary 3.14 (matrix version). Let Ψ ∈ Lp(Ω,P;Rd×d),∀p ⩾ 1 be a random vector in
Rd which is Lp-differentiable in the direction of θ ∈ Θϱ ∩Θp,∀p ⩾ 1 and f ∈ C 1b (Rd). Fur-
thermore assume that we have a sequence (θn)n∈N ⊂ Θ0 satisfying (3.28) for all coordinates





















































3.2 Application of the integration-by-parts formula
We are now in the situation to apply the integration-by-parts formula. Recall that by
Theorem 2.14 we have the equality Dθξt = ∇ξtA θt .
The trick is now to find a “good” perturbation that makes the reduced Malliavin matrix
A θt invertible.
3.2.1 Gradient estimates and the Strong Feller property
Let ξ be the unique strong solution to (2.1). As a direct application of the integration-by-
parts formula we obtain an estimate of the gradient of the semigroup P = (Pt)t⩾0 generated







, t ⩾ 0, x ∈ Rd, f ∈ Bb(Rd) . (3.40)
The domain of P is the set of real valued bounded measurable functions Bb(Rd). We are
interested in the following smoothing property of P .
Definition 3.15. The Markov semigroup P = (Pt)t⩾0 is said to have the strong Feller
property if it maps Bb(Rd) to Cb(Rd).
Observe that if f ∈ C 1b (Rd) is smooth and bounded its image under the semigroup is






In view of Theorem 2.14 and Corollary 3.14 we would like to choose a matrix Ψ = (A θt )−1
to obtain a uniform estimate. Indeed we have the following.
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3. The integration-by-parts formula
Lemma 3.16. Let θ ∈ Θϱ ∩ Θ2. Assume that Ψ = (A θt )−1 exists and is in L2(Ω) and
that it is L2-differentiable in the direction of θ. Assume also that there exists a simple






−1) ] , f ∈ C ∞b (Rd) , (3.41)
where Γθ is given by (3.39).
Proof. A direct application of Corollary 3.14. ■
Theorem 3.17. Under the conditions of Lemma 3.16 we have
|∇Ptf(x)| ≲ ∥f∥∞ , f ∈ Bb(Rd) . (3.42)
In particularly the semigroup P has the strong Feller property and the process ξ is a strong
Feller process.















−1) ∥ ] .
If f ∈ Bb(Rd) we may approximate it uniformly by fn ∈ C ∞b (Rd) (e.g. by convolution of f
with a mollifier). Since
|∇Pt[fn − fm](x)| ≲∥fn − fm∥∞
the limit exists for any x and we have (3.42). Hence Ptf is differentiable and consequently
we obtain the strong Feller property
Pt : Bb(Rd) → Cb(Rd) .
■
3.2.2 Smooth densities of the law
The proof of the existence of a smooth density of the law of ξt for fixed t ∈ [0, T ] relies
on the following observation from harmonic analysis. For a proof we refer to [Str81b,
Lemma 3.1, p.56].
Lemma 3.18. Let µ be a finite Radon measure on Rd and assume that there is N ⩾ d




∂αf(x)µ(dx)| ≲ ∥f∥∞ , f ∈ C ∞b (Rd) . (3.43)
Then µ is absolutely continuous with respect to the Lebesgue measure on Rd with a density
of class C kb (Rd) with k = N − d− 1.
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3.2. Application of the integration-by-parts formula
Applying the Lemma to the law of ξt on Rd we want to choose Ψ = (Dθξt)−1 in (3.37).










−1) ] , f ∈ C ∞b (Rd) . (3.44)
This guarantees the existence of a continuous (i.e. C 0b (Rd)) density with respect to the
Lebesgue measure.
Lemma 3.19. Assume that Ψ = (Dθξt)−1 ∈ L2(Ω) with θ ∈ Θϱ ∩ Θ2 is L2-differentiable










−1) ] , f ∈ C ∞b (Rd) , (3.45)
where Γθ is given by (3.39).
Proof. A direct application of Lemma 3.14. ■
Since we are in the regime of ξ being a diffeomorphism (the Lévy measure is supported in
a sufficiently small ball, Section 2.2.2, in particular Corollary 2.8) we remark that by the
relation Dθξt = ∇ξtA θt the invertibility of the Malliavin matrix can be deduced from the
invertibility of the reduced Malliavin matrix. Indeed
det(Dθξt)
−1 = det(∇ξt)−1 × det(A θt )−1 . (3.46)
Theorem 3.20. Under the conditions of the lemma assume that the reduced Malliavin
matrix A θ defined in (2.50) is invertible almost surely and (A θ)−1 ∈ Lp for some p ⩾ 2.
Then the distribution of ξt is absolutely continuous with respect to the Lebesgue measure
on Rd with a continuous density in Cb(Rd).













| det(A θt )−1|p
]
.
This is finite. ■
Remark 3.21. If one has (3.28) for any p ⩾ 1 it is possible to iterate the argument to
conclude that the density is actually smooth (C ∞). We will not present a proof here but
remark that the conclusion follows analogously to the Gaussian case in [Bel87, §3.3].
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Chapter 4
The individually elliptic case.
Bismut–Elworthy–Li formulae
We investigate gradient estimates of type (3.42) for the semigroup and the integration-by-
parts formula in the case were the Gaussian respectively the Poissonian part is individually
elliptic, i.e. the covariance operators are invertible. We can restrict our variational calculus
to the Wiener respectively Poisson space individually. In the case of a continuous diffusion
we are in the framework of the celebrated Bismut–Elworthy–Li formula [EL94]. It can be
seen as a rudimentary version of an integration-by-parts formula. This chapter aims to
make the reader familiar with the calculus as well as to give an overview over Bismut–
Elworthy–Li type estimates in the literature.
4.1 Non-degenerate Gaussian: classical ellipticity
We assume that the diffusion coefficient σ is bounded and invertible with a bounded inverse.
This requires that σ is square (m = d). Note however that for m ⩾ d and σ of maximal
rank we may define the (right) pseudo inverse
σ−1 := σ∗(σσ∗)−1 .
We are in the classical framework of elliptic operators. Here we can restrict the variational
approach to the Gaussian measure and consider the perturbation θ with
ht = σ(ξt)
−1∇ξt ,
v(t, z) ≡ 0 ,
t ∈ [0, T ], z ∈ Rm . (4.1)
Since σ is bounded and ∇ξt ∈ Lp(Ω) for any p ⩾ 1 by Theorem 2.5 Condition 8 holds true




(∇ξs−)−1σ(ξs−)σ(ξs−)−1(∇ξs−)ds = t · Id . (4.2)
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4.2. Non-degenerate Poisson noise
We see that with this choice of perturbation we reduced A θt to the quadratic variation of
W and it suffices to take Ψ ≡ t−1 deterministic. The integration-by-parts formula (3.29)











































We have already argued that this estimate allows to extend the gradient of the semigroup
from C 1b (Rd) to Bb(Rd). In particular we have verified the strong Feller property of P .
Remark 4.1. An alternative approach consists in deriving a Bismut-Elworthy-Li formula in
the non-degenerate Gaussian context conditionally on finitely many jumps and then take
the limit. This is the strategy in [CF07] and does not require any Malliavin calculus. In
particular compare (4.3) to formula (8) of [CF07, p.7]. Relying on the Malliavin calculus
on Wiener space this strategy has also been followed in [WXZ15].
4.2 Non-degenerate Poisson noise
Assume that γ and all partial derivatives are bounded and that γ′ is invertible with a
bounded inverse. We mimic the procedure above in taking the perturbation θ to be
ht ≡ 0 ,
v(s, z) = γ′(ξs−, z)
−1(Id+∇γ(ξs−, z))∇ξs−|z|2 ,
t ∈ [0, T ], z ∈ Rm . (4.5)
It is readily verified that the perturbation satisfies Condition 8 (cf. Lemma 8) and hence θ ∈
Θϱ. This strategy has been applied in [Nor88] for more general regularizing functions than
|z|2 in (4.5) (cf. the proof of Theorem 2.5) where the Gaussian part is absent completely,
and more recently in [Tak10, p.582] where h is simultaneously taken according to (4.1).
Again by Theorem 2.14 Dθξt = ∇ξtA θt , where we now have
A θt = Id ·
¨ t
0
|z|2 N(dzds) . (4.6)
Here θ is such that A θt is the norm of the quadratic variation of the driving Lévy process
Z. But since Z is a discontinuous martingale its quadratic variation is not deterministic








4. The individually elliptic case. Bismut–Elworthy–Li formulae
It can be shown similarly to the proof of Lemma 5.12 below that E[|Ψ|p] < ∞ for any
















2(z + v(s, z)λ)∗v(s, z) N(dzds)(˜ t
0
|z + v(s, z)λ|2 N(dzds)
)2 , (4.8)

































Remark 4.2. A very similar formula has also been derived in [Tak10, Thm.1].
47
4.2. Non-degenerate Poisson noise
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Chapter 5
Gradient estimates and densities. The
jointly elliptic case
We now turn to the case where the covariance operators are only jointly elliptic. In this
context neither σ(x) nor γ′(x) is invertible on its own and the choices of perturbation
above are not feasible. Instead we apply techniques similar to the ones that are developed
to handle Hörmander type conditions in a hypoelliptic framework. We will not consider
such generalizations although in principle it is possible to go in this direction similarly to
[Kun01, Kun11, Oh00] or [KT01].
Throughout this chapter we consider an SDE{
dξt = X(ξt−, dt) ,
ξ0 = x ∈ Rd ,
(5.1)
on Ω with a semimartingale generator





γ(x, z)Ñ(dzds) , (5.2)
where A
1
2 is a square root of a positive semidefinite covariance matrix A. The dz integral
ranges over a suitable ball B ⊂ Rm and the coefficients β, σ, γ are smooth and bounded
vector- (resp. matrix-) functions with bounded derivatives of any order.
5.1 Assumptions
This section formulates the set of assumptions we need to impose in order to obtain regular-
ity results for the SDE . The assumptions will be divided into properties of the coefficients,
i.e. vector fields and the jump kernel, and into properties of the driving noise characterized
by the Lévy triplet.
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5.1. Assumptions
5.1.1 The Lévy triplet. Infinitesimal covariance and non degener-
acy




|z|2ν(dz) ( <∞) . (5.3)
Condition 9 (Order condition). We say that the Lévy measure ν satisfies an order con-
dition if the function σν is regularly varying at zero of order α ∈ (0, 2), i.e.
lim inf
ε↘0
ε−ασν(ε) ∈ (0,∞) for some α ∈ (0, 2) . (5.4)
An order condition allows us to define an infinitesimal covariance structure of the jumps
that is comparable to the Gaussian covariance.






z ⊗ z ν(dz) . (5.5)
The infinitesimal covariance is defined as
Aν =
{
lim infε↘0Σν(ε) , if ν satisfies the order condition,
0 , otherwise.
(5.6)
Here the limes inferior is taken with respect to the positive semidefinite partial order. This
definition is not unique. However we can fix any representative.
Example 5.2. Let να be the Lévy measure of an m-dimensional α-stable Lévy process
for 0 < α < 2. Then there exists a (finite) spherical measure µ on Sm−1 such that να










Hence να satisfies the order condition 9 for α′ given by α′ = 2 − α. If µ is the uniform
(Lebesgue) measure on Sm−1, then να is rotationally invariant. If µ is concentrated on the
axes then Z is the sum of m independent scalar Lévy processes Zj (j = 1, . . . ,m) in each
coordinate. In both cases however we have that
Aνα = Id ∈ Rm×m . (5.8)
This reflects the fact, that the coordinate jumps may be uncorrelated but not necessarily

























5. Gradient estimates and densities. The jointly elliptic case
Remark 5.3. We have seen in Example 5.2 that the order condition holds for any α-stable
Lévy measure. We deduce that the order condition is also fulfilled by any Lévy measure ν
that is bounded below by an α-stable measure να, α ∈ (0, 2), around the origin, i.e.
ν({|z| ⩽ ε}) ⩾ να({|z| ⩽ ε}) ,∀ε < ε0 ,
for some ε0 > 0 (cf. [IKM15]). In particular tempered stable measures fulfill an order
condition.
As mentioned the infinitesimal covariance allows us to treat the Poisson random measure
and the Gaussian component in a unified way. Indeed we define the non-degeneracy of the
noise as follows.
Definition 5.4 (non-degeneracy of a Lévy process). We say that the Lévy process on Rm
with characteristic triplet (b, A, ν) is non-degenerate if the positive semidefinite m×m
matrix A+ Aν is invertible, i.e.
det(A+ Aν) > 0 . (5.9)
5.1.2 Ellipticity
Recall that γ′ denotes the derivative of the jump kernel γ in the direction of z at z = 0.
The ellipticity we require is stated as follows.
Condition 10 (Uniform ellipticity). In the framework of (2.1), assume that the Lévy
measure satisfies an order condition with 0 < α < 2. Denote
Ξ(x) := σ(x)Aσ(x)∗ + γ′(x)Aνγ
′(x)∗ . (5.10)
We ask Ξ to be uniformly positive definite, i.e that there exists a constant κ0 > 0 with
⟨η,Ξ(x)η⟩ ⩾ κ0|η|2 ,∀x, η ∈ Rd . (5.11)
5.2 The Perturbation













t ∈ [0, T ], z ∈ Rm . (5.12)
Let us also introduce the notation







This choice would make A θ in (2.50) a positive semidefinite matrix. Let us verify that the
choice is feasible. Since σ, γ,∇γ and γ′ are bounded we immediately see that for any p ⩾ 1
we have
∥h∥[0,T ] ≲ ∥(∇ξt−)−1∥[0,T ] ∈ Lp(Ω) ,
∥v∥[0,T ] ≲ |z|2∥(∇ξt−)−1∥[0,T ] ∈ Lp(Ω× Rm,P× ν) ,
which verifies θ ∈ Θp. It remains to show that θ can be approximated by simple perturba-
tions in Θ0 and hence θ ∈ Θϱ.
In order to do so we need another technical assumption.





dz <∞ . (5.14)
Remark 5.5. Condition 11 is a condition of the oscillation of ϱ at 0. The condition is




is bounded. As usual in this chapter the integral is taken over any suitable environment of
zero.
Remark 5.6. Condition 11 is satisfied by truncated stable and truncated stable-like Lévy
measures. Indeed if ϱα(z) ∼ |z|−(α+1) for some α ∈ (0, 2). Then the integral in (5.14) reads










In order to apply any of our integration-by-parts settings (e.g. Theorem 3.10) we need




)∗. Since ∇γ and γ′ together with all other partial
derivatives of γ are bounded, we see that V and ∇zV are bounded above by a random
variable Rt ∈ Lp(Ω,P) for any p ⩾ 1, t ∈ [0, T ]. (a multiple of ∥(∇ξ)−1∥[0,t].) We denote
further by R⋆t = sup0⩽s⩽tRt ∈ Lp. Let us approximate v by vn ∈ V0, n ∈ N the following
way
vn(ω, t, z) := z ⊗ zχn(z)V (ω, t, z)1{R⋆t⩽n}(ω, t) ∈ V0 , (5.16)
where χn ⩾ 0 is a smooth function that satisfies
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Similarly we can approximate h. Since σ is bounded we may assume that also ∥h∥[0,t] ⩽ R⋆t
almost surely and define
hn(ω, t) := ht1{R⋆t⩽n}(ω, t) ∈ H0 . (5.18)
We obviously have for all ω, t, z
[h− hn](t) = 1{R⋆t>n}h(t) , (5.19)
[v − vn](t, z) =
(
1{R⋆t>n} + (1− χn(z))1{R⋆t⩽n}
)
v(t, z) . (5.20)
With this definition we have that θn := (hn, vn) ∈ Θ0 provide a good approximating
sequence for θ.
Lemma 5.7. Assume that Condition 11 is satisfied. Then we have θ = (h, v) ∈ Θϱ ∩ Θp
for any p ⩾ 2.
Proof. We already observed that θ ∈ Θp. We show that vn defined in (5.16) approximates














































= (m+ 1)z∗V·i(z) + z
∗∇zV·i(z)z .
Consequently we can estimate


































where we dropped the 1{R⋆t⩽n} in the first term. With the use of the formula for divz v the
above line equals(
(1− χn)2 + 1{R⋆t>n}
)




|z ⊗ zV log ρ|2 .
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Bearing in mind that |∇χn|(1− χn)−1 is bounded and that |V | and |∇V | are bounded by
R∗t ∈ Lp(Ω) we finally estimate
∥v − vn∥Vϱ = E
[ ¨ t
0
































by dominated convergence as n goes to infinity. Similarly the hn approximate h in H. ■
In order to safely apply the integration-by-parts framework of 3.1.3 we further need the
following convergence results.
Theorem 5.8. Let θn = (hn, vn) ∈ Θ0 be defined by (5.18) and (5.16). Then for any p ⩾ 2
we have
Dθnξt → Dθξt in Lp . (5.21)
Proof. With the help of Theorem 2.13 we derive the SDE for the difference
d[Dθξt − Dθnξt] = ∇X(ξt−, dt)[Dθξt − Dθnξt]
+ σ(ξt−)[h− hn](t)dt+
ˆ
γ′(ξt−, z)[v − vn](t, z)N(dzdt).
Compensating the Poisson random measure we are able to apply the Lp-estimates of Propo-




































|γ′(ξs−, z)|2∥v − vn∥2(s, z)ν(dz)ds
)p/2]
.
In view of (5.20) we observe that
¨ t
0
|γ′(ξs−, z)|p∥v∥p(1− χn(z))pν(dz)ds↘ 0
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Remark 5.9. Applying the above theorem mutatis mutandis for graded SDE described in




θ ξt in L
p . (5.22)
Theorem 5.10. For any p ⩾ 2 we have that A θ has an Lp-derivative in the direction of
θ, furthermore we have
A θnt → A θt , DθnA θnt → DθA θt in Lp . (5.23)
Proof. Recall that by (2.50)
















1{R⋆t>n} + (1− χn)(z)
]
(∇ξs−)−1(Id+∇γ(ξs−, z))−1γ′(ξs−, z)v(s, z) N(dzds) .
Using the Lp-estimates of Proposition B.2 one verifies similarly to the proof of Theorem
5.8 that A θnt → A θt in Lp.
Now first observe that by the relation (2.49) we have A θt = (∇ξt)−1Dθξt and hence its
components are polynomials in the entries of Dξ and ∇ξ. The existence of an Lp-derivative
then follows from the chain rule (Proposition (2.3)).
To conclude that DθnA
θn
t → DθA θt in Lp we note that from (2.49) we can also deduce that
DθA
θ
t = (∇ξt)−1D2θ ξt − (∇ξt)−1(Dθ∇ξt)Dθξt . (5.24)
Since all components on the right-hand side converge in Lp we conclude that also the
left-hand side converges. ■
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5.3 Invertibility of the (reduced) Malliavin matrix
The crucial ingredient in deriving the semigroup estimates by means of the integration-by-
parts formula is to show that the reduced Malliavin matrix A θ of (2.49) is invertible and
the inverse is sufficiently integrable. We will establish the necessary results in this section.
For the sake of readability we mostly suppress the superscript θ in this section. With the







A 2(s, z) N(dzds) , (5.25)
where






A 2(t, z) = (∇ξt−)−1(Id+∇γ(ξt−, z))−1γ′(ξt−, z) (5.27)






A is clearly symmetric and positive semi-definite. The following theorem is the main result
of this section.
Theorem 5.11. Assume the uniform ellipticity condition 10. Then A θt and its inverse
(A θt )
−1 are Lp-differentiable in the direction of θ for any p > 0. In particular both are in
Lp(Ω).
Proof. In view of the differentiability of A θt and Lemma 2.4 we need to prove that the
determinant satisfies det(A θt )−1 ∈ Lp(Ω) for any p > 0. This is established in Theorem
5.14 below. ■
The rest of this section is devoted to derive Theorem 5.14. The non-degeneracy of the posi-
tive semi-definite matrix can be established by investigating the positivity of the quadratic
form ⟨η,A θt η⟩ on vectors η ∈ Rd. Indeed we have the following.
Lemma 5.12. Under the uniform ellipticity condition 10 we have
sup
|η|=1
E⟨η,A θt η⟩−p <∞ . (5.28)
The proof is a direct consequence of the decay rate at −∞ of the moment generating








defined for all λ ∈ R where the right hand side is finite, which in particular includes the
negative half line.
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Proof of Lemma 5.12. First observe that Condition 10 guarantees that ⟨η,A θt η⟩ ⩾ 0. A
well known relation between negative moments of positive random variables and the mo-











where the right hand side is uniformly bounded due to the uniform bound on mv obtained
in Lemma 5.13. ■
Indeed we will prove the following estimate.
Lemma 5.13. Assume the uniform ellipticity condition 10. For any p ⩾ 1 and λ > 0














The proof of the Lemma will be postponed to the end of this chapter. We will first state
the important observation.
Theorem 5.14. Under the uniform ellipticity condition 10 we have
(detA θt )
−1 ∈ Lp(Ω) , for all p > 0 .




<∞ we necessarily have P
(
⟨v,A θt v⟩−p ⩾ x
)
= o(x−1)
for large x. Hence we obtain
P
(




⟨v,A θt v⟩−p ⩾ ε−p
)
≲ εp . (5.32)
The claim that
(detA θt )
−1 ∈ Lp(Ω) , for all p > 0 ,
could then be deduced via an adaption of Lemma 2.3.1. in [Nua06, p.133].
Remark 5.16. We also remark that (5.32) can be deduced directly from Lemma 5.13 evoking
de Bruijn’s Tauberian theorem [BGT87, Theorem 4.12.9, p.254]. Such an argument has
been proposed in the context of small deviations in [Sim04] and [AD09].
Instead we implement a direct proof based on a spectral argument.
Proof. We make use of the following formula. For any symmetric positive definite matrix











5.3. Invertibility of the (reduced) Malliavin matrix
(actually we have “≃”, see e.g. [BGJ87, Lemma 7-29, p.92]). If we evoke the statement for

































for two appropriately chosen constants C1, C2 > 0. ■
To continue with the proof of Lemma 5.13 we need an explicit expression for mη.
Lemma 5.17. Fix a test direction η ∈ Sd−1. The moment generating function (Laplace
transform) of ⟨η,A η⟩ is defined on the negative half-line and for any λ ⩾ 0 we have







































(t, z) Ñ(dzdt) .


































which is the desired result. ■
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We will see that the smoothing property expressed by the decay of mη is produced by a
small jump size limit. We therefore introduce a different integrand that describes the small
jump size limit in view of Condition 10. We define





This is an approximation of A 1 for small |z|. In deed we have the following.
Lemma 5.18. By the boundedness of γ′ and ∇γ we have
∥A 2(t, z)− A 0(t, z)∥ ≲ ∥(∇ξ)−1t−∥2|z|3
uniformly over all z in a ball around zero.
Proof. Note that
|γ′(x, z)zz∗γ′(x, z)∗ − γ′(x, 0)zz∗γ′(x, 0)∗|
= |γ′(x, z)zz∗
(









∥γ′(x, 0)∥+ ∥γ′(x, z)∥
)
|z|2∥γ′(x, z)− γ′(x, 0)∥ ≲ |z|3
since all partial derivatives of γ are bounded and z is in a compactum. Finally we recall
that supp ν is small enough such that ∥(Id+∇γ(x, z))−1∥ is bounded. ■


















⟨η,A 0s,zη⟩ ν(dz)ds . (5.37)
Recall that σν defined in (5.3) converges to zero as δ ↘ 0. The main task is to ensure the
equivalence of the two asymptotically for small δ. The latter quantity it is inverted easily.




−p ] ⩽ (κ0t)−pE[ ∥∇ξ∥2p[0,t] ] <∞ .






















5.3. Invertibility of the (reduced) Malliavin matrix
Where we used the fact that the absolute value of left and right eigenvalues coincide and
that the eigenvalues of a matrix coincide with the reciprocals of the eigenvalues of the




−p ] ⩽ (κ0t)−pE[ ∥∇ξ∥2p[0,t] ] .
■
It is not possible to obtain a similar estimate for Ãδ(v) for fixed δ > 0. Nevertheless we
obtain a control for δ “small enough”. In fact define the random variable
δ∗ := inf
{
0 < ϱ ⩽ 1 : |Ãδ − Âδ| ⩾
1
2
Âδ , ∀0 < δ ⩽ ϱ
}
. (5.39)
The following Lemma is an adaption of [Kun11, Lemma 2.4, p.18] (see also [Ish13, pp.157-
160]).






p for any δ ⩾ 0 . (5.40)
Proof. First we fix β with α < β < 2. Denote E(δ) =
{
ω : sups<t,|z|⩽δ⟨η,A 2s,z(ω)η⟩ ⩽ δβ
}
.
Then we have on E(δ)
|⟨η,A 2t,zη⟩ ∧ δβ − ⟨η,A 0t,zη⟩| ≲ ∥(∇ξ)−1t−∥2|z|3 .

































. On the other hand we see
that E(δ)c =
{
sups<t,|z|⩽δ⟨η,A 2s,zη⟩ > δβ
}














































]1/2 × E[ Âδ−2q ]1/2 + P( E(δ)c ) ,
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where the last line is again an application of the Chebychev- and Cauchy-Schwartz inequal-
ities. Since the second expectation is bounded uniformly in δ by Lemma 5.19 we see that














The claim follows for q = p
2−β . ■
Finally we are able do deliver the proof of Lemma 5.13.
Proof of Lemma 5.13. The moment generating function mη is given in Lemma 5.17. We
first observe that the local integrand in the exponent of (5.29) is of the form
λ⟨η,A 1s η⟩ = λ⟨(∇ξs−)−1∗η, σ(ξs−)Aσ(ξs−)∗(∇ξs−)−1∗η⟩
= λ⟨Vs, σ(ξs−)Aσ(ξs−)∗Vs⟩ , λ > 0 .
For a previsible process Vs = (∇ξs−)−1∗η taking values in Rd. We investigate the non-local
integral in the exponent for large λ.
eλ⟨η,A
2
s,zη⟩ −1 ⩾ 1
2
(






⟨η,A 2s,zη⟩ ∧ λ−1
)
.




β ) ⩽ 1.







































δ−βσν(δ)× Ãδ , with δ = λ−
1
β .
Recall the definition of δ∗ to see that for sufficiently small δ (large λ such that δ∗ ⩾ δ) the
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> 0. By Lemma 5.20 the claim is proven. ■
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Chapter 6
Jump diffusions on submanifolds in Rd
In this chapter we investigate SDE where the state space is a manifold M. Formally we
write {
dξt = X(ξt−, dt) ,
ξ0 = x ∈ M ,
(6.1)
where again





γ(x, z)Ñ(dzds) . (6.2)
We assume that the coefficients of X are sufficiently smooth and such that the coefficients
as well all partial derivatives are bounded. Then there exists a unique strong solution for
any initial condition (at least in an ambient Rd). This will be the standing assumption in
this chapter. Again without loss of generality we may assume that A
1
2 = diag(a1, . . . , am).
6.1 Invariant submanifolds of codimension 1
Assume that we have a submanifold M ⊂ Rd that we take for simplicity of codimension 1
given as the zero set of a smooth function ψ ∈ C ∞(Rd), i.e.
M = ψ−1({0}) ⊂ Rd . (6.3)
We want to derive conditions that ensure that the flow ξ generated by a jump diffusion
of type (6.1) leaves M invariant. First note that if M is given by (6.3) then its tangent
bundle TM is characterized as the orthogonal complement of the gradient of ψ, i.e.
y ∈ TxM, x ∈ M ⇐⇒ ⟨∇ψ(x), y⟩ = 0 . (6.4)
Example 6.1. The simplest example and the one we are specifically interested in is the
d − 1-dimensional unit sphere Sd−1 which is trivially given as the level set of the norm,
hence we may choose
ψ(x) = |x|2 − 1 , x ∈ Rd . (6.5)
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We make the following observation. Consider a smooth vector field X : M → TM. Since by
(6.4) ⟨∇ψ(x), X(x)⟩ vanishes constantly on M its derivative in tangent direction vanishes
also. Therefore we have
∇⟨∇ψ(x), X(x)⟩y = 0 , y ∈ TxM, x ∈ M . (6.6)
Remark 6.2. Of course the analysis extends directly to submanifolds of higher codimension
if they are given as a common zero set of a finite set of smooth functions {ψ1, . . . , ψk}, that
is
M = ∩i=1,...,kMi, with Mi = ψ−1i ({0}) . (6.7)
Now consider the solution ξ to (6.1). Let us first clarify what we mean if we say that ξ
leaves M invariant.
Definition 6.3. A Borel subset B of Rd is said to be invariant for the stochastic flow ξ
or in other words ξ leaves B invariant if
P
(








The main result of this chapter is the following invariant manifold theorem.
Theorem 6.4. Assume that
(i) ∇ψ · σ ≡ 0 ∈ Rm on M (σ ∈ TM⊗m)









a2j∇σ·j(x)σ·j(x) ∈ TxM . (6.9)
Then ξ leaves M invariant.
Before giving a proof let us investigate the meaning of (6.9) closer. We recall that γ′
denotes ∇zγ(x, z)|z=0. We observe that x + γ(x, z) ∈ M for all x ∈ M and z. Letting
z ∈ supp(ν) tend to zero our assumptions imply that also ∇ψ(x)γ′(x)z = 0, i.e. γ′z is
necessarily tangent (at least if supp ν contains an environment of 0). Hence, in order for




to be well defined, it is necessary that the variation in non-tangent directions is finite.
The following corollary is formulated in the spirit of [FTT14] (where it is stated in infinite
dimensions in order to model interest rate curves in a financial application).
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Corollary 6.5. Let n be a normal vector field on M (unique up to the sign). Assume that´
|⟨n(x), γ(x, z)⟩|ν(dz) <∞ for any x ∈ M. Then, in the situation of the theorem equation
(6.9) is equivalent to
β(x) +
ˆ
⟨n(x), γ(x, z)⟩n(x)ν(dz)− 1
2
∑
a2j∇σ·j(x)σ·j(x) ∈ TxM . (6.10)
Proof of the theorem. If Z has finite variation (i.e.
´
|z|⩽ε |z|ν(dz) <∞ for some (all) ε > 0











N(dzdt) ≡ 0 ,
almost surely which ensures that ψ(ξt(x)) ≡ 0 almost surely whenever x ∈ M.
In the case of infinite variation we consider A ≽ 0 and we may set that A = Id. Further´
|z|⩽ε |z|ν(dz) = ∞. We observed that necessarily ⟨∇ψ(x), γ

































−∇ψ(ξt−(x))γ(ξt−(x), z) ν(dz)dt .
The assumptions assert that the martingale terms vanish in L2(Ω) and a.s. This follows


































By Doob’s maximal inequality this extends to the whole trajectory up to t. We conclude
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∗∇ (∇ψ(ξt(x))σj(ξt(x))) dt = 0 .
The last equality follows from ∇ψσj ≡ 0 and the previous from (6.9) and the chain rule. ■
For completeness and later reference we also prove the following theorem.
Theorem 6.6. Under the conditions of the above theorem ∇ξ leaves TM invariant. For
any t ⩾ 0 the restriction of ∇ξt onto TM homeomorphically maps TxM onto Tξt(x)M.
Proof. We want to show that for any x ∈ M, y ∈ TxM, t ⩾ 0 we have
⟨∇ψ(ξt(x)),∇ξt(x)y⟩ = 0 P-a.s. .
To this aim consider a smooth curve on a small interval c : (−ε, ε) → M such that
c(0) = x, ċ(0) = y. Its image under the flow ξ is the random curve
χ : s ↦→ χ(s) = ξxt |x=c(s) ∈ M .




ψ ◦ χ(s)|s=0 = ⟨∇ψ(ξt(x)),∇ξt(x)y⟩ = 0 P-a.s. .
■
Let us apply the above results of this section to the Marcus’ canonical equation.







σj(ξt−(x)) ⋄ dZjt , (6.11)
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driven by a Lévy process Z with characteristic triplet (b, A, ν) where the vector fields σj are
all tangent to M, i.e.
σj(x) ∈ TxM, x ∈ M . (6.12)
Then ξt(x) ∈ M for all t ⩾ 0 whenever x ∈ M, P-almost surely.
Proof. Let us verify the assumptions of the theorem by showing (6.10). By assumption
(i) is fulfilled. This also ensures that x + γ(x, z) = ϕσz(x) ∈ M whenever x ∈ M, so (ii)
is valid. Furthermore by the definition of ϕσz we have γ′(x)z = ∇zγ(x, z)|z=0z = σ(x)z.







(ϕσz(x)− x− σ(x)z) ν(dz) . (6.13)





6.2 Smoothness on compact submanifolds
In Chapter 3 we used the integration-by-parts formula to obtain densities and gradient
estimates for jump diffusion on Euclidean space Rd. The analysis in this section transfers
the results to submanifolds considered in the previous subsection.
While the integration-by-parts formula can be taken from the ambient Rd, gradient esti-
mates and densities are subtle.
Both strategies require the (reduced) Malliavin matrix A θt to be invertible. There is no
hope to establish invertibility in the ambient Rd since the dimensions differ. However this
is not necessary since we are only allowed to vary the initial condition in directions tangent
to the submanifold M.
We consider again the stochastic differential equation (6.1){
dξt = X(ξt−, dt) ,
ξ0 = x ∈ M ,
(6.14)
with an Rd valued semimartingale generator
X(x, t) = tβ(x) + σ(x)Wt +
¨ t
0
γ(x, z)Ñ(dzds) . (6.15)
We assume that the support of the Lévy measure ν is compact and small enough such that
the mappings x ↦→ x+ γ(x, z) are homeomorphic.
In Section 6.1 we have established conditions such that ξ leaves M invariant. Thus from
now on we assume that the conditions of Theorem 6.4 are met.
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Then the flow of diffeomorphisms ξ generated by (6.14) leaves M invariant and its Jacobian
∇ξ maps TM to itself.
As in the case of Euclidean space the core of the argument lies on the relation Dθξt = ∇ξtA θt
between the Malliavin derivative and the Jacobian of the flow of Theorem 2.14. If A θt
(cf. (5.25)) is invertible, we can transfer the spatial variation of the Jacobian to a variation
in the noise by means of the Malliavin derivative and then evoke the integration-by-parts
formula.
Let us now restate the ellipticity condition 10 in a version suitable for submanifolds.
Condition 12 (Tangential ellipticity). In the framework of (6.14), assume that the Lévy
measure satisfies an order condition with 0 < α < 2. Denote again
Ξ(x) := σ∗(x)Aσ(x) + γ′∗(x)Aνγ
′(x) . (6.16)
We ask that there exists a constant κ0 > 0 with
⟨v,Ξ(x)v⟩ ⩾ κ0|v|2 , ∀v ∈ TxM, x ∈ M . (6.17)
In extend the result to manifolds we will thoroughly go through the arguments of Chapter
3. We chose again a perturbation θ according to (5.12). On Rd the invertibility of A θt
is established in Lemma 5.12. We show that Condition 12 is tailor-made to ensure that
lemma and hence the invertibility pertains when restricted to the tangent space.
Lemma 6.8. Consider the SDE (6.14) starting at x ∈ M and assume that the conditions
of Theorem 6.4 are satisfied. Let further Condition 12 hold. Then
sup
v∈TxM;|v|=1
E⟨v,A θt v⟩−p <∞ , ∀p ⩾ 1, c ∈ M . (6.18)
Proof. The proof goes along the lines of the proof of Lemma 5.12. The pivotal point is
Lemma 5.19 and its proof consists of showing (5.38) which is based on the estimate
⟨(∇ξs)−1∗v,Ξ(ξs)(∇ξs)−1∗v⟩ ⩾ κ0|v∗(∇ξs)−1|2 .
The estimate continues to hold under Condition 12 once we can guarantee that (∇ξs)−1∗v ∈
TξtM. This however is a consequence of Theorem 6.6.
Indeed, since ∇ξs is invertible and maps TxM to TξsM we have (∇ξs)−1y ∈ TxM for
y ∈ TξsM. This implies that (∇ξs)−1 maps TξsM⊥ to TxM⊥ and thus
⟨∇ψ(ξs), (∇ξs)−1∗v⟩ = ⟨(∇ξs)−1∇ψ(ξs), v⟩ = 0 .
Hence (∇ξs)−1∗v ∈ TξsM. ■
We continue with the gradient estimate (3.41) thus establishing the strong Feller property
of the solution. (The theorem should be compared with Theorem 6.1 in [Mal97, p.245]).
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Theorem 6.9. Assume that Condition 12 holds. Then for every f ∈ C 1b (M), t > 0 and


















with Γθ as in (3.35).
Proof. The proof is analogous to the one of Theorem 3.17. Since A θ is invertible on TxM
we can define Ψ = (A θ)−1y and use the integration-by-parts formula (3.33). ■
Corollary 6.10. Let ϕ : M ⊃ U → V ⊂ Rd−1 be a local chart with x ∈ U . Denote by P̃












, x ∈ V (6.20)
Proof. Denote by ψ the inverse of ϕ. It suffices to note that for any x, v ∈ V we have that



























Corollary 6.11. Under Condition 12 the process ξ restricted to M is strong Feller.
Theorem 6.12. Let ϕ : M ⊃ U → V ⊂ Rd−1 be a local chart and let for x ∈ M, t > 0
the law of ξt(x) on M be denote by µ. Then the image measure ϕ#µ = µ ◦ ϕ−1 (the push
forward of µ onto V ) is absolutely continuous with respect to the d−1-dimensional Lebesgue
measure on V .
Proof. We may assume that the Gram determinant | det∇ϕ(x)∇ϕ(x)∗| ≥ c > 0 on U
(otherwise we would shrink U sufficiently). We use the criterion on Rd−1. Let f ∈ C ∞0 (V )
be given and note that f is compactly supported in V . Denote the pseudo-inverse by
Rϕ(x) = ∇ϕ(x)∗(∇ϕ(x)∇ϕ(x)∗)−1 .















−1Rϕ(ξt(x)) ∈ Rd×(d−1) . (6.21)
■
Corollary 6.13. Under Condition 12 the law of ξt restricted to M has a density with
respect to the canonical volume on M.
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Part II
Lyapunov exponents for linear equations

Chapter 7
Exponential growth rates. Lyapunov
exponents for linear systems
7.1 Lyapunov exponents and dynamical systems
The notion of Lyapunov exponents goes back to his 19th century thesis (see the reprint
[Lya92]) and is coined as Lyapunov’s first method to describe the stability of dynamical
systems. The method describes the exponential growth rate of non-autonomous linear
dynamical systems of the form {
ẏ = B(t)y ,
y(0) = y0 ∈ Rd ,
(7.1)
where B is a d× d matrix valued function defined on R+. The exponential growth rate of





ln |y(t)| . (7.2)
More generally, the maps B(t) may form a cocycle of linear maps on some normed vector
space X over a base dynamical system (ϑt)t∈T on some topological space Ω. Let us specify
this definition (for the sake of this outline we set aside questions of measurability).
We may investigate the dynamics with respect to discrete or continuous, one-sided or two-
sided notions of time symbolized by an index set T. Hence T may be taken to be equal
to either of the ordered sets N0,Z,R,R+. A family of transformations ϑ = (ϑt)t∈T of the
space Ω is said to be a dynamical system if it satisfies
• ϑ0 = idΩ is the identity on Ω,
• the (semi-) flow property: ϑt+s = ϑt ◦ ϑs, s, t ∈ T.
In addition we may say that the dynamical system ϑ is metric if there exists an invariant
measure µ on Ω for the transformations ϑt, t ∈ T. Equivalently ϑ is measure preserving
with respect to µ, i.e.
(ϑt)#µ(A) = µ(ϑ
−1
t (A)) = µ(A)
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for any µ−measurable subset A of Ω and t ∈ T (obviously this requires measurability of
ϑ). A map φ : T × Ω → L(X) into the linear transformations of X then forms a linear
cocycle over ϑ if it satisfies
• φ(0, ω) = idX is the identity on X,
• the cocycle property: φ(t+ s, ω) = φ(t, ϑs(ω)) ◦ φ(s, ω), s, t ∈ T.
Predominant examples of such linear cocycles (see [BDV05, Via14]) are
1. Jacobian cocycles . Consider an ODE on Rd of the form ẋ = X(x) for a smooth
and complete vector field X on Rd. The generated flow ϑ is a dynamical system on





then forms a linear cocycle over ϑ with T = R. Note that if there exists an invariant
measure µ for the dynamics of ϑ it is metric – although µ is in general not finite. To
obtain finite measures one should consider a compact state space Ω, e.g. a compact
submanifold of Rd.
2. Random matrices . Let B1, B2, · · · be a sequence of i.i.d. random matrices. If a
random matrix B0 on a probability space (Ω0,P0) has the same distribution as B1 we
may model the sequence on the canonical probability space Ω = ΩN0 with the product
measure P = P⊗N0 . With T = N the base dynamical system is given by the canonical
shift
ϑ : Ω −→ Ω
(ω1, ω2, . . .) ↦→ (ω2, ω3, . . .)
(7.3)
and the iteration ϑn(ω) = ϑn(ω) = ϑ ◦ · · · ◦ϑ(ω) (n-times). Note that ϑ is P-measure
preserving and thus metric. On this probability space we have that Bn = B0(ϑn(·)).
The product of the random matrices An = B1 ·B2 · · ·Bn then forms a linear cocycle
over ϑ.
3. Jacobians of random transformations. This case is a combination of the two pre-
ceding examples. Assume that on the probability space (Ω0,P0) we have a ran-
dom transformation f : M → M, where for simplicity M is a compact submanifold
of Rd. Assume further that the random transformation f has an invariant mea-
sure µ on M under P0 and that f is almost surely differentiable on M. On the
canonical product space (Ω,P) as above we can define the random orbit fn(ω, x) =
f(ωn, f(ωn−1, · · · f(ω1, x)) · · · ), x ∈ M. It is easy to see that the random orbit (fn)n∈N
is a (non-linear) cocycle over the (metric) dynamical system ϑ of (7.3).
Similarly we can define the Jacobian of fn which due to the chain rule satisfies
∇fn(ω, x) = ∇f(ωn, fn−1(ω, x))∇fn−1(ω, x) . (7.4)
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n∈N(ω, x) forms a linear cocycle over the skew-
product flow
Θn(ω, x) = (ωn, fn(ω, x)) on Ω×M . (7.5)
Also note that by construction the dynamical system Θ = (Θn)n∈N is measure pre-
serving with respect to the product measure P⊗ µ on Ω×M and hence is metric.
For the remainder of this thesis we investigate linear cocycles of the form 2. where the
random matrix structure is derived from the stochastic flow generated by linear SDE driven
by Lévy processes on Wiener–Poisson space and in the Euclidean space Rd.
7.2 Lyapunov exponents of linear SDE
We investigate the exponential growth rate




ln |ξt(x)| , x ∈ Rd , (7.6)
of a linear version of the stochastic differential equation (1.14). More precisely we consider




ξ0 = x ∈ Rd ,
(7.7)
where the stochastic integral is taken to be either of multiplicative or of Marcus’ canonical
type (see Section 1.2.2). Here B0, Bj (j = 1, . . . ,m) are deterministic matrices in Rd×d
and the driving Lévy process Z with values in Rm has the characteristic triplet denoted
by (b, A, ν). Without loss of generality we may assume that A = diag(a21, a22, . . . , a2m)
with aj ⩾ 0. Note that the coefficients are trivially of linear growth and Lipschitz, such
that there exists a unique strong solution (cf. Condition 1). Our main focus lies on the
derivation of a Furstenberg–Khasminskii type representation of (7.6) in Chapter 8.
Remark 7.1 (Nonlinear equations). In general the coefficient matrices could be previsible
matrix processes B0(t), Bj(t) (j = 1, . . . ,m). In the stability analysis of non-linear equa-
tions one studies the growth of the linearization of the flow. Indeed, we have shown that
the linearization (the Jacobian) follows (2.15) which is a non-autonomous matrix version
of (7.7). Stability is then naturally associated with the negativity of (7.6). Apart from
some remarks we will only consider linear equations in this thesis.
Remark 7.2. Lyapunov exponents for linear SDE with jumps have been studied by various
authors [BL86a, BL86b], [Mao99]. Linear jump equations play also an important role in the
context of Markov switching [Mao99, KZY07, YY12, LMR14, CH15] and the monograph
[CFT13]. [AS09, AS10] consider exponential growth rates in the light of stabilization
avoiding the concept of linearization in the spirit of [Mao94].
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Lyapunov exponents for functional equations driven by general semimartingales have been
studied in [MS96, MS97].
[LDS02] derive a Furstenberg–Khasminskii formula for equations of type (7.7) if the jumps
have a first moment and thus avoiding the Itô integral. Their method relies on the smooth-
ing properties of a Gaussian component. A Furstenberg–Khasminskii formula in a similar
context is also found in [Sko89]. A very comprehensive geometric treatment can be found
in [Lia04].
Let us specify the meaning of the two interpretations.
Multiplicative type. If we consider the stochastic integral of multiplicative type equa-
tion (7.7) can be expressed in the semimartingale-generator form{
dξt = X(ξt−, dt) = X(dt)ξt− ,
ξ0 = x ∈ Rd .
(7.8)
By linearity X(x, t) = X(t)x with a matrix valued semimartingale generator X(t) repre-
sented by























ZjtBj)x = X(t)x , x ∈ Rd, t ⩾ 0 .
In fact X(t) is a matrix valued Lévy process. The linear integrand is actually a coordinate
representation of a bilinear map (a (1-1)-tensor) B : Rm×Rd → Rd. We will often rely on




zjBjx , z ∈ Rm, x ∈ Rd. (7.9)
The reader may think of B as a column vector with matrix entries Bj. With this notation
we have
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We will also state the infinitesimal generator L of the Markov semigroup associated to
(7.7). For any f ∈ C ∞c (Rd) we have






f((Id+z∗B)x)− f(x)− 1|z|⩽1∇f(x)(z∗Bx)ν(dz) .
(7.12)






a2j(Bj)kh(Bj)mnxkxm∂h∂nf(x), x ∈ Rd . (7.13)
So ∇ acts only on f and the square is a regular square on real numbers.
Marcus’ canonical type. The concept of SDEof canonical type has been discussed in




X⋄(ξs−(x), ds) . (7.14)
The semimartingale generator is given by





































∗B − Id)x N(dzds) .
(7.15)
In view of (1.29) the equation is interpreted as follows. The solution jumps along the





ϕ0 = x .
(7.16)
In particular we denote by ϕz∗B the matrix representation of the time-one mapping x ↦→
ϕ1x. By linearity we have again the representation by a matrix valued semimartingale


























∗B − Id) N(dzds) , t ⩾ 0 . (7.19)
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where Tr |Rd×d is the tensor contraction (trace) to d×d-matrices ([MRA07, p.344] or [BG80,
pp.85-86]).
Remark 7.3. The driving matrix-valued semimartingale generator of the two equations
correspond to each other via the Itô–Stratonovich conversion







∗B − Id−z∗B) N(dzds) , (7.20)
where X is the matrix valued semimartingale defined in (7.10).
Lemma 7.4. Assume that the matrices Bj, j = 0, . . . ,m, commute. Then the solution flow








Proof. Observe that if the matrices commute, then the fundamental solution to (7.16) is










− Id)x. The Gaussian part consists
of a Stratonovich integral and we may rely on a Wong–Zakai approximation argument.
Indeed, if tn, n = 0, . . . , N , is a partition of [0, T ], T > 0 of mesh size maxn δtn ⩽ δ for
some δ > 0 we denote by δnW (t) = Wtn −Wtn−1 if tn−1 < t ⩽ tn. Let ξδt be the solution to
the piece wise constant linear random ODE
ϕ̇ = δnW
∗Bϕ . (7.23)






















We deduce that the infinitesimal generator L⋄ of the Markov semigroup associated to
canonical equation (7.8) is given by
















Note that the local part of the operator is of Hörmander form. Indeed, if we denote the
linear vector fields by vj(x) = ajBjx, j = 1, . . . ,m, then the local part of (7.25) reads∑
j
v2j (x) ,
where the square is the square (iteration) of operators.
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7.3 The Multiplicative Ergodic Theorem (MET)
The exponential growth rate of a linear SDE is closely related to Oseledec’s celebrated
Multiplicative ergodic theorem (MET) [Ose68]. Indeed (7.6) is the asymptotic limit of the
maximal logarithmic eigenvalue of the linear operator given by the stochastic flow
x ↦→ ξt(x) .
The MET provides a spectral theory for linear cocycles provided Ruelle’s integrability




< ∞ holds (where ln+ =
max{0, ln(·)} is the positive part of the logarithm). The condition rules out infinity as an
eigenvalue of the flow which would indicate superexponential growth.
We state the MET for discrete (one-sided) time following [GM89, Thm.1.2] (cf. [Via14,
Thm.4.1], also [Arn98, Thm.3.4.1]).
Theorem 7.5 (Oseledec’s MET). Let ϑ : Ω → Ω be a P-ergodic shift on Ω, Φ : Ω →
GL(Rd) be a measurable map into the group of invertible d× d matrices. Suppose that
ln+ ∥Φ∥ ∈ L1(Ω,P) . (7.26)
We define the matrix cocycle Φn(ω) := Φ(ϑn−1ω) · Φ(ϑn−2ω) · · ·Φ(ω). Then there exists a
forward invariant set Ω̃ ⊂ Ω of full measure such that








log ηi(n, ω) =: λ̃i(ω) , i = 1, . . . , d , (7.27)






2n (ω) =: Λ(ω) , i = 1, . . . , d , (7.28)
exist with probability 1.
(iii) The set numbers eλ̃i(ω), i = 1, . . . , d coincide with the eigenvalues of Λ(ω).
(iv) Denote by (λi, ki), i = 1, . . . , p, for some 1 ⩽ p ⩽ d the set of distinct values of λ̃i
together with their multiplicities. Then the set ((λ1, k1), (λ2, k2), . . . , (λp, kp)) called
the LYAPUNOV SPECTRUM is constant a.s..
(v) Denote by Ui(ω), i = 1, . . . , p, the eigenspaces corresponding to the eigenvalues eλi of
Λ(ω). Clearly dimUi = ki. We define the (forward) flag









ln ∥Φn(ω)x| = λi . (7.30)
79
7.3. The Multiplicative Ergodic Theorem (MET)
This section verifies the validity of Ruelle’s condition (7.26) for the discrete time stochastic
flow generated by (7.7) and hence the MET.
7.3.1 Integrability of the multiplicative equation
Here the jumps of the driving Lévy process act multiplicatively on the state of the equation.
To ensure Ruelle’s integrability condition it is therefore natural to require the finiteness of
the logarithmic moment of the Lévy measure. Indeed, we have




<∞ holds for all t > 0
and every initial condition x ∈ Rd if the Lévy measure satisfies
ˆ
ln+ |z| ν(dz) <∞ . (7.31)
To see that (7.31) is a sharp condition consider the equation withm = d = 1, B1 = 1 ∈ R1×1
driven by a one dimensional compound Poisson process Z with unit intensity and a Lévy




(1 + ∆Zs) . (7.32)
Consequently Ruelle’s condition for x > 1 reads
Eln+ ξt(x) = lnx+ t
ˆ
ln(1 + z)ν(dz) ⩾ t
ˆ
ln+ |z|ν(dz) . (7.33)
It remains to show that the condition is sufficient.
Proof. For the sake of notation assume that |ξ0| = 1. Let χ : R+ → [0, 1] be a smooth
monotone function such that χ(x) ≡ 0, 0 < x < e− 12 and χ(x) ≡ 1, x ⩾ 1. Then ln+(x) ⩽
|χ(x) ln(x)| ⩽ 1
2













Since all derivatives of χ have bounded support not containing 0 it follows that there is a
function r > 0 of bounded support such that
| (χ× ln)′ (x)− χ(x) ln′(x)|+ | (χ× ln)′′ (x)− χ(x) ln′′(x)| ⩽ r(x) . (7.35)
Also
χ(x)× ln(x)− χ(y)× ln(y) ⩽ 1
2
∨ ln+(x/y) , x, y > 0 . (7.36)
To see the last inequality note that if x, y ⩾ 1 or x ⩾ y > 0, then the left hand side is
dominated by ln(x/y). If y ⩾ 1 ⩾ x > 0 it is negative and for 1 ⩾ y ⩾ x > 0 we obtain
χ(x)× ln(x)− χ(y)× ln(y) ⩽ χ(y) ln(1/y) ⩽ 1/2 . (7.37)
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(|ξt|2). By the observation (7.35) the relevant contri-
butions to Itô’s formula derive from the derivatives of ln | · |2. It follows that there are
bounded functions Ri : Rd → R in which all terms containing derivatives of χ are encoded








































χ× ln(|(Id+z∗B)ξs−|2)− χ× ln(|ξs−|2) (7.43)
− ⟨∇(χ× ln(| · |2))(ξs−), z∗Bξs−⟩
}
ν(dz)ds. (7.44)
The integrand under the compensator integral with argument x = ξs− is of the form











|(Id+z∗B)x|2 − |x|2 − 2⟨x, z∗Bx⟩
)
,
where we have regrouped the terms in such a way that the first three terms are a Taylor
expansion of χ × ln at |x|2 and the last term contains an expansion of | · |2 at x. We
apply the intermediate value theorem twice to see that there is a number h between |x|












Noting that the function r in (7.35) has bounded support, the absolute value of the inte-
grand is bounded up to a multiplicative constant by
χ(h2)2⟨(Id+εz∗B)x/h, z∗Bx/h⟩2 + χ(|x|2)|z∗Bx̄|2 .
This is of order O(|z|2) uniformly in x. Hence the compensator integral is bounded uni-
formly in x = ξs−. Under expectation the two martingale terms vanish. The two remaining
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dt terms are integrals of bounded functions. Thus, there is now another constant, again
denoted by C, such that














which is clearly finite under
´
ln+ |z|dν <∞. ■
Remark 7.7. In general a Lévy process Z with characteristic (b, A, ν) has a logarithmic
moment E ln+ |Zt| < ∞ if and only if ν has a logarithmic moment
´
ln+ |z| ν(dz) < ∞
(see [Sat99, Thm 25.3]). We can interpret the above as follows. Recall that X(t) is a Rd×d
matrix valued Lévy process with Lévy measure given by the image of ν under the jump
kernel. Finiteness of the logarithmic moment with respect to the Frobenius norm, which
is the Euclidean vector norm on Rd2 , then follows from the finiteness of the logarithmic
moment of the image Lévy measure.
Since the induced operator norm of X(t) is bounded by the Frobenius norm (via Cauchy-
Schwartz) we also deduce a logarithmic moment of the operator norm. This is however
only a formal indicator since the matrix valued Lévy process X(t) does not coincide with
the flow generated by (7.7).
7.3.2 Integrability of the canonical equation
In the canonical interpretation the jumps of the Poisson random measure act exponentially
on the state. It turns out that the adequate condition to ensure Ruelle’s integrability
condition is to ask for the finiteness of the first moment of the Lévy measure away from
zero.




< ∞ is fulfilled for all
t > 0 and any initial condition x ∈ Rd if the Lévy measure satisfiesˆ
(|z| − 1)+ ν(dz) <∞ . (7.49)
Remark 7.9. The condition (7.49) is trivially equivalent to
´
Bc |z|ν(dz) <∞ for some (and
hence any) ball around 0.
We argue that (7.49) is sharp for the equation with B1 = 1 ∈ R1×1 driven by a one dimen-
sional compound Poisson process Z with unit intensity and a Lévy measure ν concentrated
on R+. Then the solution to (7.8) is given by
ξt(x) = x e
Zt . (7.50)
Consequently Ruelle’s condition for x > 1 reads




(|z| − 1)+ν(dz) . (7.51)
It remains to show that the condition is sufficient.
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Proof. Similarly to the proof of Proposition 7.6 we can use the smoothed version χ× ln | · |2.
By Leibniz’ rule the calculations are easier in the Marcus case. Only the expectation of
the large jump part remains. Recall that ∥ϕz∗B∥ ⩽ exp(
∑
|zj|∥Bj∥). We have














which is finite if
´
Bc |z|dν <∞. This condition is an equivalent formulation of (7.49). ■
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Chapter 8
A Formula of Furstenberg–Khasminskii
type
It follows from the linearity of the flow and additivity of the logarithm that the limiting
growth rate (7.6) is invariant under scaling x ↦→ αx, α ∈ R \ {0}. Indeed, in view of the
MET, it depends only on the Oseledets’ (linear) subspace. It is therefore natural to expect
that the exponential growth rate is given as an ergodic average of the infinitesimal growth
over all directions. This reasoning has been investigated for processes on (Lie-) groups by
Furstenberg [Fur63] and independently for stochastic differential equations by Khasminskii









ln | · |2
)
(x̄)µ(dx̄) , (8.1)
where L(⋄) is the generator of the Markov semigroup associated to (7.7) and µ the invariant
measure of its projection on the sphere. We refer to this expression as the Furstenberg–
Khasminskii formula.
In this Chapter we give a proof based on the ergodic theorem of Birkhoff. In fact, since
λ may be −∞ we will utilize an approximation based on Kingman’s subadditive ergodic
theorem which to the best of the author’s knowledge is new to the literature. We then
apply the results of Part I to ensure the uniqueness of the invariant measure µ. A similar
formula for the case that Z is a Brownian motion with an additional compound Poisson
process (of finite expectation) has been derived in [LDS02].
Let us make some preliminary definitions. We denote by hj(x) the image of the linear
vector field Bj under the projection to the sphere π(x) = x|x| = x̄, viz.
hj(x̄) = ∇π(x̄)Bj(x̄) = (Id−x̄⊗ x̄)Bjx̄ = Bjx̄− ⟨Bjx̄, x̄⟩x̄ , x̄ ∈ Sd−1, j = 0, . . . ,m .
(8.2)
Obviously the vector fields are all tangent to the sphere. We combine these vector fields
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as columns into a single matrix (extended to the whole of Rd) and obtain
H(x) =
(
h1(x), h2(x), · · · , hm(x)
)
∈ Rd×m , x ∈ Rd . (8.3)
In order to obtain uniqueness of µ we impose the following rank condition which establishes
the ellipticity of the angular component. This is a version of the ellipticity condition 12.





= d− 1 , ∀x̄ ∈ Sd−1 . (8.4)
Here Aν is the positive semidefinite order matrix lower bound in (5.6).
8.1 The projected process. Multiplicative case
We show that the projected process
ξ̄t(x) := π(ξt(x)) =
ξt
|ξt|
(x) ∈ Sd−1 , x ∈ Rd \ {0} , (8.5)
is well defined under the following “no killing” condition that also appears in [AS09] and
[LDS02].
Condition 14. The Lévy measure satisfies
ν
(
z : z∗B =
m∑
j=1
zjBj = − Id
)
= 0 . (8.6)
This is done by first showing that if the jumps are sufficiently small ξ generates a flow of
diffeomorphisms that is sufficiently regular. The result is then extended to the general case
via interlacing (cf. [AT01, App09]).
Let us first observe the following criterion which shows that Condition 14 is met in our
generic situation.
Lemma 8.1. Assume that the Lévy measure admits a density ϱ with respect to the m′–
dimensional Lebesgue measure on some m′–dimensional linear subspace of Rm. Then Con-
dition 14 is met.
Proof. It is clear that the solution space
{
z : z∗B = − Id
}
is a truly affine subspace of
Rm (since it does not contain 0). Recall that ν is assumed to have a density with respect
to some linear subspace of Rm. But this implies that the intersection of supp ν with any
truly affine subspace of Rm has measure zero. ■
86
8. A Formula of Furstenberg–Khasminskii type
8.1.1 Small jumps
Recall that by Theorem 2.7 we can restrict the support of the Lévy measure to an envi-
ronment of 0 such that the matrices [Id+z∗B] are invertible for ν–a.e. z ∈ Rm. Indeed in
this subsection we assume the following condition.
Condition 15. The support of ν is contained in a ball Bε of radius ε > 0 such that there
is a bound 0 < c < 1 with ∥z∗B∥ ⩽ c for z ∈ Bε.
Theorem 8.2. Let ξ be the solution to the linear equation (7.7) driven by a Lévy process
Z with characteristic triplet (b, A, ν). The projected process ξ̄t := π(ξt) is well defined as a
process on the unit sphere Sd−1. It is given as the unique strong solution to the SDE{
dξ̄t = X̄(ξ̄t, dt) ,
ξ̄0 = x̄ ∈ Sd−1 .
(8.7)
Its semimartingale generator is given by
































− x− z∗H(x) ν(dz) .
(8.8)
Proof. By Theorem 2.7 the SDE (7.7) generates a flow of diffeomorphisms. This guarantees
in particular that P
(
ξxt = 0 for some t ⩾ 0
)
= 0, whenever x ̸= 0. We can also evoke
Theorem 6.4 to conclude that P
(
|ξ̄t| = 1, ∀t > 0
)
= 1. We apply Itô’s formula to
the function π(x) = x/|x| = x̄. (cf. [Sko89, eq.(78), p.264]). Observe that for the α-th
















(xiδjα + xjδiα + xαδij) . (8.9)



















































8.1. The projected process. Multiplicative case




































































which is the explicit form of (8.7). ■
Theorem 8.3. The process ξ̄ is a strong Feller process on Sd−1 and its law possesses a
density with respect to the Lebesgue measure on Sd−1.
Proof. We argue with the tools developed in Section 6.2. The jump kernel of (8.8) given










γ(x̄, z) = H(x̄), x̄ ∈ Sd−1 . (8.12)








which by (8.10) reduces to hj on Sd−1 at z = 0.
We point out that Condition 13 is the adaption of the ellipticity Condition 12 to the present
situation. The theorem then follows by Corollary 6.11 and 6.13. ■
Corollary 8.4. ξ̄ is uniquely ergodic.
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8.1.2 Interlacing and Large jumps
Having established the regularity for the small–jump process we show that under a mild
condition adding large jumps does not destroy the projection with probability 1. To this
aim we follow the interlacing strategy (e.g. [App09]). Between the occurrence of large
jumps the process is “interlaced” by the process with bounded jumps.
Denote by ξε the solution to (7.7) with the Lévy measure restricted to the ball Bε that
satisfies Condition 15. The solution to the full equation is constructed by interlacing.
Proposition 8.5. (Positivity) Assume that Condition 14 holds. Let ξ(x) be the solution




= 0 for all t ⩾ 0.
Proof. Let ξε be the solution to (7.7) with Lévy measure satisfying Condition 15, i.e. it
is supported inside Bε of the Condition. It generates a flow of diffeomorphisms and hence
does not map any x ̸= 0 to 0 almost surely. Annihilation of the process can therefore
only appear at jumps of absolute value greater than ε. These jumps occur as a compound
Poisson process with rate λε =
´
|z|⩾ε ν(dz) and such that ∆Z has the law νε(dz), where
νε(dz) = λ
−1
ε 1(|z| ⩾ ε)ν(dz). This means that up to an exponential waiting time τ ∼
exp(λε) the processes ξ and ξε coincide. If at τ the process jumps to zero, then
ξτ− = ξ
ε
τ− ∈ ker(Id+∆Z∗τB) (8.14)
which is a (random) linear subspace of Rd determined by the first jump of amplitude greater
than ε. But since ξ̄ε = ξε/|ξε| admits a density on Sd−1 we deduce that the probability
that ξετ is in an independent lower dimensional (random) subspace has to be zero. Thus,
for the event {ξτ = 0} to have positive probability we need P
(
∆Z∗τB = − Id
)
to be




z : z∗B =
m∑
j=1
zjBj = − Id
)
= 0 . (8.15)
We can now iterate this argument to later occurrences of large jumps by interlacing. Bear
in mind, that at the N -th jump time τN , ξτN− admits a density on Sd−1 given by a
convolution. ■
Corollary 8.6. Assume that Condition 14 holds. Then the projected process (8.5) is well
defined as a process on the unit sphere Sd−1. It is given as the unique strong solution to
the SDE {
dξ̄t = X̄(ξ̄t, dt) ,
ξ̄0 = x̄ ∈ Sd−1 .
(8.16)
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Here the semimartingale generator is given by









































− x− z∗H(x) ν(dz) .
(8.17)
8.2 Projection of the canonical equation
Theorem 8.7. The projected process ξ̄t := π(ξt) is well defined as a process on the unit
sphere Sd−1. It is given as the unique strong solution to the SDE{
dξ̄t = X̄
⋄(ξ̄t, dt) ,
ξ̄0 = x̄ ∈ Sd−1 .
(8.18)
The semimartingale generator is given by




























∗H(x)− x− z∗H(x)) N(dtdz) .
(8.19)
Proof. We have already argued that the canonical equation generates a stochastic flow of
diffeomorphisms such that P
(
ξt ̸= 0, ∀t > 0
)
= 1 and the projection to Sd−1 is well
defined. We can again evoke Theorem 6.4 to conclude that P
(
|ξ̄t| = 1, ∀t > 0
)
= 1. We
could apply Itô’s formula to the projection π(x) = x/|x| to obtain (6.14). Instead we can
evoke the Leibniz rule (1.35) valid for the canonical equation to deduce
d[π(ξ)]t = ∇π(ξ)B0ξdt+∇π(ξ)Bjξ ⋄ dZjt = h0(ξ̄)dt+H(ξ̄) ⋄ dZt . (8.20)
■
Theorem 8.8. The process ξ̄ is a uniquely ergodic strong Feller process on Sd−1 and
possesses a transition density pt.
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Proof. We argue with the tools developed in Section 6.2. By definition the jump kernel
of (8.19) given by γ(x, z) = ϕz∗H(x) − x is the time 1 flow map generated by the ODE






γ(x, z) = H(x) . (8.21)
Again Condition 13 is the adaption of Condition 12 to the projected canonical equation. ■
8.3 Furstenberg–Khasminskii averaging
We observe that equation (7.7) generates a flow on Rd which – as a linear map – can be




Φ0 = Id ∈ Rd×d .
(8.22)
We actually have ξxt = Φtx for all t ⩾ 0, P almost surely.
Remark 8.9. The flow Φ can be interpreted as a Lévy process in the monoid of matrices
Rd×d with the operation of matrix multiplication. If the flow takes values in a matrix or
Lie group this point of view can be found e.g. in the monograph [Lia04].
The matrix flow Φ allows us to borrow ergodic results from discrete time random matrix
theory.
8.3.1 The discrete time (random matrix) setting
We follow the explanations of [Kha11, Chap.6.7], see also [BL85, Chap.1] or [Arn98]. Let
Φ1,Φ2, · · · ∈ Rd×d be an i.i.d. sequence of invertible d × d matrices. For some initial
x0 ∈ Rd \ 0 we define iteratively the discrete orbit
xn := Φnxn−1 , n ∈ N . (8.23)






Then the sequence x̄0, x̄1, x̄2, . . . is also a time-homogeneous Markov chain on the sphere
Sd−1. For n ∈ N let λn = ln |xn| (well defined since kerΦn = 0). Furthermore λn satisfies
λn = λn−1 + ln |Φnx̄n−1| = λ0 +
n∑
i=1
ln |Φix̄i−1| . (8.25)
By compactness of the state space Sd−1 it has a stationary probability distribution. We
want to apply a Krylov–Bogolyubov type averaging procedure (e.g. [Arn98, Thm. 1.5.8])
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and the Birkhoff ergodic theorem to express the limit as an ergodic mean. See also [Fur63,
§8].
Theorem 8.10. Let µ be any invariant probability measure for the Markov chain (xn) on











Proof. Let us first assume that ln ∥Φ1∥ ∈ L1(Ω,P). Since the matrices (Φi), i ∈ N, form
an i.i.d. sequence we may use the canonical model of the probability space as the infinite
product
Ω = ΩN0 =
{
ω = (ω1, ω2, . . .) , ωi ∈ Ω0
}
(8.27)
of a probability space (Ω0,F0,P0), endowed with the product σ-algebra and the product
measure P = P⊗N0 . The matrices Φi, i ∈ N, are then given as coordinatewise realizations
Φi(ω) = Φ0(ωi) of a measurable base functional
Φ0 : Ω0 → Rd×d . (8.28)
The product (i.i.d.) structure guarantees that P is invariant under the canonical shift
operator
ϑω = ϑ(ω1, ω2, . . .) = (ω2, ω3, . . .) . (8.29)
The sequences (xn)n∈N, (x̄n)n∈N, form cocycles over the base shift ϑ in the sense that
x̄n+m(x̄0, ω) = x̄n(x̄m(x̄0, ω), ϑ
mω) . (8.30)
Moreover the (λn)n∈N possess the additive cocycle property over the skew product φn :=
(x̄n, ϑ
n), n ∈ N, on Sd−1 × Ω, i.e. for m,n ∈ N, x̄0 ∈ Sd−1 we have
λm+n(x̄0, ω) = λm(x̄0, ω) + λn(x̄m, ϑ
mω) = λm(x̄0, ω) + λn ◦ φm(x̄0, ω) . (8.31)
Since µ is an invariant measure for the Markov chain (x̄n) the skew-product structure
ensures that µ ⊗ P is invariant under φ. Thus by virtue of (8.31) and Birkhoff’s ergodic
theorem (e.g. [Kre85, Thm.2.3., p.9])










λ1 ◦ φk(x̄0, ω) (8.32)
exists µ ⊗ P-almost surely, is invariant with respect to φ and is constant on the ergodic
components of Sd−1 × Ω with respect to φ. In particular we have
λ(x̄0, ω) ≡ E
ˆ
Sd−1
ln |Φ1(·)x̄|µ(dx̄) , for µ⊗ P-a.e. (x̄0, ω) (8.33)
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which is finite by the assumption ln ∥Φ1∥ ∈ L1(Ω,P). If we only assume that ln+ ∥Φ1∥ ∈
L1(Ω,P) we localize for N ∈ N with
λNn := λn ∨ (−N) . (8.34)
The sequence (λNn ) is no longer additive but subadditive. In this case we should instead
replace Birkhoff’s theorem by the subadditive ergodic theorem of Kingman (Thm. A.1)
([Kre85, Thm.5.3, p.35]) to ensure that the limit in (8.32) exists and satisfies
λN(x̄0, ω) ≡ E
ˆ
Sd−1
ln |Φ1(·)x̄| ∨ (−N)µ(dx̄) , for µ⊗ P-a.e. (x̄0, ω) . (8.35)
We then obtain (8.32) by monotone convergence1. ■
8.3.2 The equation in continuous time





ln |ξt(x)| , x ∈ Rd, (8.36)
where ξ is the solution to (7.7). We have seen that the flow generated by (7.7) can be
represented by the solution Φ to the matrix valued SDE (8.22). We easily deduce from
Proposition 7.6 the following result.
Corollary 8.11. The solution Φ of (7.10) satisfies ln+ ∥Φt∥ ∈ L1(Ω,P) for any t ⩾ 0.
We have further seen in Proposition 8.5 that the matrices Φt are invertible almost surely.
We can then deduce the following from the discrete setup.
Lemma 8.12. For any time increment τ > 0 we have












, µ⊗ P-a.s. . (8.37)
Proof. Apply Theorem 8.10 to the sequence of matrices ΦnτΦ−1(n−1)τ which are i.i.d. copies
of Φτ . ■
We are now in the position to obtain Furstenberg–Khasminskii’s formula in continuous


























ln | · |2
)
(x̄) .
However the limit on the right hand side has to be handled with care.
1To be technically precise we apply Lebesgue’s monotone convergence theorem on the µ⊗P–measurable
set where ln |Φ1(ω)x̄| ⩽ 0.
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Theorem 8.13. Let ξ be the Markov process solving the stochastic differential equation
(7.7) and L(⋄) the generator of the associated semigroup. Then the top Lyapunov exponent












ln | · |2
)
(x̄)µ(dx̄) , (8.38)
where µ is the unique ergodic measure on Sd−1 of the projected process ξ̄ = ξ/|ξ|.
The integrand is the infinitesimal generator L(⋄) of ξ acting on the logarithm of norm
squared. It takes the form
(i) in the case of the multiplicative jump kernel
L
(
















log(|x̄+ z∗Bx̄|)− 1{|z|⩽1}zjqj(x̄) ν(dz) ,
(ii) in the case of the canonical jump kernel
L⋄
(
ln | · |2
)

















with the following notation (e.g. cf. [Arn98, p.254]) for x̄ ∈ Sd−1
qj(x̄) = ⟨Bjx̄, x̄⟩,







= ⟨(Bj +B∗j )x̄, Bjx̄⟩ − 2⟨Bjx̄, x̄⟩2 .
(8.41)
Remark 8.14. If there are no jumps and no drift (ν = 0, b = 0), then (8.40) coincides with
the representation for linear Stratonovich equations and is well known cf. equation (6.2.20)
in [Arn98, p.255].
Proof. Similarly to the proof of Proposition 7.6 we define a sequence of smooth localization
functions χN : R+ → [0, 1], N ∈ N satisfying
χN(x) = 0, 0 < x ⩽ e−N
χN(x) = 1, x ⩾ e−(N−1)
Then we have
χN × ln(x) ⩽ χN−1 × ln(x) ⩽ · · · ⩽ χ1 × ln(x) ⩽ ln+(x)
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and ln+(x) ⩽ |χN(x) ln(x)| ⩽ N ∨ ln+(x). By the same arguments as in the proof of
Proposition 7.6 (the function χ there corresponds to χ1) we see that
1
2







χN × ln | · |2
)
(ξs(x))ds (8.42)
is a true martingale by Dynkin’s formula. And hence from (8.37)
















Sending first τ ↘ 0 and then N ↗ ∞ we obtain with the monotone convergence theorem
of Lebesgue












where the integrand neither depends on ω nor on x.
It remains to express the action of the generator on the logarithm. We investigate the
multiplicative case first.
(i) The generator L is given in (7.12). Let us first notice that
(∇ ln | · |2)(x)Bjx = qj(x̄) ,





Similarly the compensator in the non-local part is
(∇ ln | · |2)(x)zjBjx = zjqj(x̄) .
(ii) In the canonical interpretation L⋄ is given in (7.25). We concentrate on the non-local
part. It satisfies
ˆ









∇ ln | · |2(ϕz∗Br x)z∗Bϕz
∗B




























A.1 Kingman’s subadditive ergodic theorem
For convenience we state a version of Kingman’s subadditive ergodic theorem here following
[GM89, Thm.1.1] (see also [Arn98] or [Kre85]).
Theorem A.1 (Kingman). Let fn : Ω → R∪{−∞} be a sequence of measurable functions
with f+1 ∈ L1(Ω). Let (fn)n∈N be subadditive viz.
fm+n ⩽ fm(ω) + fn(ϑ
mω) P-a.s. (A.1)
Then there is a ϑ-invariant measurable function f : Ω → R∪{−∞} with f+ ∈ L1(Ω) such












A.1. Kingman’s subadditive ergodic theorem
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Appendix B
More on stochastic integration
B.1 Lp-estimates and Itô’s formula
For the convenience of the reader we give here some standard results of stochastic analysis
for jump diffusions used in this work. Throughout this section ξ is the unique strong
solution to an SDE {
dξt = X(ξt−, dt) ,
ξ0 = x ∈ Rd ,
(B.1)
for a semimartingale generator X to be specified but such that a unique strong solution
exists for all t ⩾ 0 (e.g. Condition 1).
B.1.1 Itô’s formula for SDE
We state a version of Itô’s formula for solutions of SDE (See e.g. [IW89, Chap.II, Thm.5.1.,
p.66f]). Let the semimartingale generator of (B.1) be of the form









with parameters β, σ and γ as in 1.2. Itô’s formula then reads as follows.
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Proposition B.1 (Itô’s formula). Let F ∈ C 2(Rd). Then the process F (ξt) satisfies
















F (ξt− + γ(ξt−, z))− F (ξt− + γ(ξt−, z))−∇F (ξt−)γ(ξt−, z)ν(dz)
(B.3)
B.1.2 Lp-estimates for SDE
Let us note the following Lp-estimates (cf. [Kun04, Thm.2.11]).
Proposition B.2 (Lp-estimates). Let X be given by the semimartingale field
X(x, t) = β(x)t+ σ(x)Wt +
¨
B×[0,t]
γ(x, z)Ñ(dzds) . (B.4)





























Not all SDE considered in this thesis fulfill the Lipschitz condition 1 (e.g. the Jacobian
in Section 2.2.1). Thus existence and uniqueness of a solution cannot be guaranteed by
Theorem 1.3. Instead we rely on the notion of graded systems (see e.g. [Str81a] in a similar
context).
A graded system is a system of coupled SDE where the coefficients have an “lower trian-
gular” Lipschitz structure. Such a system allows for the decomposition of the state space
Rd into subspaces representing a hierarchy of dependence such that on each subspace the
equation may not be Lipschitz in the depended variables but need to be Lipschitz with
respect to the independent variables. Existence and uniqueness is then established by an
induction argument. This philosophy is made precise in the following definition.
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Definition B.3 (graded system). A graded system is an SDE (1.14) where the semi-
martingale generator X in (1.15) has the following lower triangular structure. There is a







Xk(x1, . . . , xk, t)
⎞⎟⎟⎟⎟⎠ (B.5)
where every Xj is a Rdj -valued semimartingale generator of the form (1.16).
Theorem B.4 (existence and uniqueness II). Assume that the semimartingale generator
X admits a grading according to (B.5) such that for any j ∈ 1, . . . , k
Xj(x1, x2, . . . , xj) is Lipschitz in xj ,
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Spaces (of functions and measures)
Rd0 the non-zero real vectors (Rd0 = Rd \ {0})
Rd∗ the dual of Rd identified as d-dimensional row vectors (Rd∗ ≃ Rd)
Sd−1 the d− 1-dimensional unit sphere (as submanifold of Rd)
Tx̄Sd−1 the d− 1-dimensional tangent plane to the unit sphere at x̄ ∈ Sd−1
B,Bε the unit ball, resp. ball of radius ε > 0 (usually in Rm)
M a smooth submanifold of Rd
X a Banach space, usually complete and separable (i.e. “Polish”)
B(X) the set of all Borel sets on X
M (X) the Radon measures on X
MB(X) the Borel measures on X
P(X) the probability measures on X
PP(Ω× X) the probability measures on Ω× X with fixed marginal P on Ω
B(X) the Borel measurable functions on X
Bb(X) the bounded Borel measurable functions on X
C ,C k(X) the real valued continuous (n-times continuously differentiable)
functions on X
Cb,Cc,C∞(X) the subspace of functions with are bounded / compactly supported /
C kb functions with all (partial) derivatives up to order k bounded
Lp(X, µ) the space (of equivalence classes) of p-integrable functions
D([0, T ];X) the Skorokhod space of càdlàg functions from the interval [0, T ] to
the metric space X
D0([0, T ];X) the subset of Skorokhod space D([0, T ];X) of functions starting at 0
π denotes the projection to the unit sphere π : x ↦→ x̄ = x|x|
Norms
| · | Euclidean norm of vectors and scalars (tensors of rank ⩽ 1)
∥ · ∥ the (induced operator) norm of tensors of rank ⩾ 2, (matrices, functions)
| · |[0,T ] is the supremum norm with respect to time |X|[0,T ] = supt∈[0,T ] |X(t, ·)|
∥ · ∥[0,T ] denotes the supremum operator norm with respect to time
∥F∥[0,T ] = supt∈[0,T ] ∥F (t, ·)∥.
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Stochastic analysis
⋄dZ, ◦dW Marcus canonical integration wrt. Z or Stratonovich integration wrt. W
Binary relations
x⊥y the vectors are x, y are orthogonal wrt. the canonical scalar product
X ≲ Y there exists a possible parameter dependent constant c > 0 s.t. X ⩽ cY
A ≺ (≼)B the positive (semi-) definite partial order of matrices,




the partial derivative in the variable x




Tr the trace operator of a matrix A, TrA =
∑
j Ajj (sum of diagonal entries)
Tr vectorized version of Tr (a tensor contraction)






divx vectorized version of divx applied column-wise to a matrix
divA = (divA·1, divA·2, · · · )
ln+ the positive part of the logarithm, ln+ x = max{ln(x), 0}.
P ,L Markov semigroup and its infinitesimal generator
A∗ the adjoint or dual operator to A, which is the transpose
in the case of matrices or vectors.
ϕ#µ push forward of a measure µ under the mapping ϕ, i.e. ϕ#µ(A) = µ(ϕ−1(A)).






































reduced —, 28, 56
Marcus’ canonical equation, 13, 66, 75, 77
Markov switching, 75
MET, see Multiplicative ergodic theorem
metric dynamical system, 73
Multiplicative ergodic theorem, 79
Perturbation
Lp — , Θp, 22
admissible — , Θϱ, 38
simple — , Θ0, 21
point cloud u, 6
point process, 6






canonical, see Marcus’ —
of multiplicative type, 12, 75, 76
sector condition, 32
semimartingale








tensor contraction, see trace
Theorem
invariant manifold —, 64
Kolmogorov–Totoki, 24
Oseledec —, see Multiplicative ergodic
theorem
Stroock–Varadhan, see Support –
trace, 41, 77
Tr |Rd , 41
transformation group (T θλ )λ∈Λ, 21
Wiener measure, 6
Wong–Zakai approximation, 12, 14, 78
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