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Abstract
This paper describes a new code for simulating astrophysical plasmas that solves a hybrid model composed of gy-
rokinetic ions (GKI) and an isothermal electron fluid (ITEF) [A. Schekochihin et al., Astrophys. J. Suppl. 182, 310
(2009)]. This model captures ion kinetic effects that are important near the ion gyro-radius scale while electron ki-
netic effects are ordered out by an electron–ion mass ratio expansion. The code is developed by incorporating the
ITEF approximation into AstroGK, an Eulerian δ f gyrokinetics code specialized to a slab geometry [R. Numata et
al., J. Comput. Phys. 229, 9347 (2010)]. The new code treats the linear terms in the ITEF equations implicitly while
the nonlinear terms are treated explicitly. We show linear and nonlinear benchmark tests to prove the validity and
applicability of the simulation code. Since the fast electron timescale is eliminated by the mass ratio expansion, the
Courant–Friedrichs–Lewy condition is much less restrictive than in full gyrokinetic codes; the present hybrid code
runs ∼ 2√mi/me ∼ 100 times faster than AstroGK with a single ion species and kinetic electrons where mi/me is the
ion–electron mass ratio. The improvement of the computational time makes it feasible to execute ion scale gyroki-
netic simulations with a high velocity space resolution and to run multiple simulations to determine the dependence
of turbulent dynamics on parameters such as electron–ion temperature ratio and plasma beta.
Keywords: Gyrokinetics, Isothermal electron fluid, Kinetic–fluid hybrid
1. Introduction
Understanding the thermodynamic properties of hot and dilute plasma is essential to advancing the study of as-
trophysics. This endeavor is particularly challenging because many astrophysical systems are in a weakly collisional
state, where the collisional mean free path is comparable to or larger than the system size. Consequently, widely-used
fluid models such as magnetohydrodynamics (MHD) are not suitable for describing the microscale physics that deter-
mine thermodynamic equilibrium. Instead, we need to treat the plasma using kinetic theory, in which the distribution
of particle positions and velocities evolves in a six–dimensional phase space. The computational cost required to con-
duct such six-dimensional (6D) computations is enormous: Even with the help of exascale computing, well-resolved
6D simulations are unlikely to be feasible in the near future.
Computational cost can be reduced significantly in magnetized plasma by adopting the gyrokinetic [1, 2, 3, 4, 5]
model. A key ingredient of gyrokinetics is an assumed time scale separation created by the presence of a magnetic
field; the ion cyclotron timescale is taken to be much faster than the timescale for the fluctuations of interest, i.e.
Ωi  ω with the ion cyclotron frequency Ωi and the fluctuation frequency ω. This separation allows us to reduce the
phase space from 6D to 5D — 3D in position space and 2D in velocity space — by averaging out the fast cyclotron
motion. In the past few decades, gyrokinetics has been extensively used for studying microinstabilities and transport
in magnetic confinement fusion devices [6, 7]. Recently, gyrokinetics has been highlighted as a powerful model
in astrophysics as well [8, 9]. While many of the past astrophysical studies via gyrokinetics have targeted the solar
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wind [10, 11, 12, 13, 14, 15, 16, 17], gyrokinetics is also expected to be applicable to many other astrophysical objects,
such as accretion flows, galaxy clusters, and interstellar media [9].
Although gyrokinetics improves the computational cost dramatically, it is still challenging to calculate 3D elec-
tromagnetic problems with high velocity space resolution. A further simplification to the gyrokinetic model can be
made by carrying out an asymptotic expansion of the gyrokinetic-Maxwell system of equations in the smallness of
the electron-ion mass ratio,
√
me/mi ∼ 0.02, with me and mi the electron and proton masses, respectively. This limits
the applicability of the model to spatial scales in the plane perpendicular to the mean magnetic field that are com-
parable to or larger than the ion Larmor radius. However, it also eliminates the fast time scale associated with the
electron’s thermal speed and reduces the electron gyrokinetic equation to a set of fluid equations in which the electron
temperature is constant along the mean magnetic field [18, 19, 9]. If one further assumes that the electron temperature
does not vary across the mean magnetic field – as might be the case when the field is tangled – then one obtains the
isothermal electron fluid (ITEF) model [9].
Coupling the ITEF with gyrokinetic ions (GKI) leads to a hybrid model that reduces computational cost by a
factor of ∼ √me/mi relative to full gyrokinetic model (FGK). 1 While such a hybrid model with GKI and an ITEF
has a long history in magnetic confinement fusion [34, 35, 36, 37, 38, 39, 40], it has not been applied to astrophysical
plasmas. Moreover, unlike magnetic confinement fusion plasmas, many astrophysical plasmas have a plasma pressure
comparable to and possibly much larger than the magnetic pressure; i.e., βi = 8pipi/B2 ∼ 1 − 100, with pi the ion
pressure and B the magnetic field amplitude. This makes simulations rather cumbersome and increases the need for
computational savings such as those provided by a hybrid code.
Therefore, it is valuable to develop a fluid–gyrokinetic hybrid code specialized for astrophysical studies. In this
work, we develop a simulation code that solves the gyrokinetic ion and isothermal electron fluid (GKI/ITEF) equa-
tions [9] by implementing a new algorithm in AstroGK [41], a local, Eulerian, δ f gyrokinetics code developed for
astrophysical studies. AstroGK [41] is based on the magnetic confinement fusion code GS2 [42, 43] but is optimized
to treat plasmas with a straight, homogeneous mean magnetic field. Electrostatic simulations with AstroGK have
been used to study the entropy cascade in phase space [44, 45, 46, 47], and electromagnetic simulations have been
used to study magnetic reconnection [48, 49, 50, 51] in addition to the research on solar wind turbulence (reference
listed above). To implement our hybrid model, we have modified the AstroGK algorithm to solve the ITEF equations
coupled to the GKI-Maxwell’s system of equations. Since the most computationally intensive part of the hybrid code
– the solution of the ion gyrokinetic equation – is unchanged, it retains the excellent parallel performance of AstroGK.
The outline of this paper is as follows. Section 2 presents a set of equations for the gyrokinetic model followed by
the GKI/ITEF hybrid model. In Section 3, we describe the numerical algorithm for the hybrid code. We first briefly
show the time integration algorithm adopted in AstroGK. We then show the detailed algorithm for solving the ITEF.
In Section 4, we estimate the computational savings of the hybrid code relative to FGK codes. Section 5 presents
the results of linear and nonlinear benchmark tests for code verification. It is found that the nonlinear test not only
demonstrates the validity of the code but also reveals a non–trivial result which could be the starting point of a future
study. In Section 6, we close with a summary of the paper.
2. Model equations
We start by presenting the FGK system of equations. Let us consider a homogeneous plasma immersed in magnetic
field B0 = B0zˆ. In astrophysical systems, B0 may be assumed to be constant straight field at microscale. In δ f
gyrokinetics, a particle distribution function fs for species s is split into the mean and fluctuating parts:
fs(r, v, t) = Fs + δ fs =
(
1 − qsφ(r)
Ts
)
Fs(v) + hs(t,Rs, v||, v⊥) (1)
1 We note that the mass ratio expansion approach may be also applied for the full Vlasov–Maxwell system to derive fully kinetic ions and an
electron fluid hybrid model, which is capable of capturing the high frequency (faster than ion cyclotron frequency) dynamics for ions. This model
has a long history both in fusion [20, 21, 22, 23, 24, 25] and astrophysical contexts [26, 27, 28, 29, 30, 31, 32]. In terms of the computational
algorithm, the particle–in–cell method is employed to solve ion motion in most of the cases (except for Ref. [33] which solves the Vlasov equation
in an Eulerian description). One may see the GKI/ITEF hybrid model not only as a massless electron reduction of FGK but also as a low frequency
reduction of the Vlasov ion and electron fluid hybrid model.
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where Fs = ns(ms/2piTs)3/2 exp(−msv2/2Ts) is the mean distribution function assumed to be a Maxwellian with
equilibrium density ns and temperature Ts, δ fs is the fluctuating distribution function, φ is the fluctuating electrostatic
potential, hs(t,Rs, v||, v⊥) is the non-Boltzmann part of δ fs, Rs = r + v × zˆ/Ωs is guiding center position, and || (⊥)
denotes the direction parallel (perpendicular) to zˆ. In the present study, we assume ns and Ts are homogeneous in
space. Electromagnetic (EM) fields are expressed in terms of the scalar and vector potentials, φ and A, as
δB = ∇⊥A|| × zˆ + δB||zˆ, E = −∇φ − 1c
∂A
∂t
. (2)
Substituting the forms for the distribution function and EM fields given by (1) and (2) into the Maxwell–Boltzmann
system of equations and applying the gyrokinetic ordering,  ∼ k||/k⊥ ∼ ω/Ωs ∼ δ fs/Fs ∼ δB/B0, we obtain the
gyrokinetic equation [8]
∂hs
∂t
+ v||
∂hs
∂z
+
c
B0
{〈χ〉Rs , hs} = qsTs ∂ 〈χ〉Rs∂t Fs + 〈C[hs]〉Rs , (3)
and Maxwell’s equations, viz., the quasi-neutrality condition, the parallel and perpendicular Ampere’s law,∑
s
q2sns
Ts
φ =
∑
s
qs
∫
d3v 〈hs〉r , (4a)
− c
4pi
∇2⊥A|| =
∑
s
qs
∫
d3v v|| 〈hs〉r , (4b)
c
4pi
∇⊥δB|| =
∑
s
Ts
∫
d3v 〈(zˆ × v⊥)hs〉r , (4c)
where χ = φ−v·A/c is the gyrokinetic potential, 〈· · ·〉Rs and 〈· · ·〉r are the gyro–averages at fixedRs and r, respectively,
C[hs] is a linearized collision operator that includes pitch angle scattering and energy diffusion satisfying conservation
properties [52, 53], and {· · · , · · ·} is the Poisson bracket defined by
{a, b} = zˆ · ∂a
∂Rs
× ∂b
∂Rs
. (5)
The assumed homogeneity of Fs admits periodic solutions to these equations. We thus Fourier transform the fields
in the plane perpendicular to zˆ:
hs(Rs, v||, v⊥, t) =
∑
k⊥
hsk⊥ (z, v||, v⊥, t) e
ik⊥·Rs (6a)
φ(r, t) =
∑
k⊥
φk⊥ (z, t) e
ik⊥·r. (6b)
The gyrokinetic equation in terms of Fourier component is
∂gsk⊥
∂t
+ v||
∂gsk⊥
∂z
+ v||
∂
∂z
J0(as)qsφk⊥Ts + 2v
2⊥
v2ths
J1(as)
as
δB||k⊥
B0
 Fs + cB0 {〈χ〉Rs , hs}k⊥
= −qsFs
Ts
v||
c
J0(as)
∂A||
∂t
+ CGK
[
hsk⊥
]
, (7)
where gsk⊥ is a complementary distribution function defined by
gsk = hsk − qsFsTs
J0(as)φk⊥ + J1(as)as 2v
2⊥
v2ths
Ts
qs
δB||k⊥
B0
 , (8)
Jn(as) is the Bessel function of the first kind with the argument as = k⊥v⊥/Ωs, {· · · , · · ·}k⊥ is the Fourier transform
of the Poisson bracket, vths =
√
2Ts/ms is the thermal speed, and CGK is the Fourier component of the gyro–averaged
3
collision operator, i.e., 〈C[h]〉Rs =
∑
k⊥ e
iRs·k⊥CGK[hk⊥ ]. Here the arguments of the Poisson bracket are evaluated in
real space because we treat the nonlinear term by the pseudo-spectral method in the simulation code. The Fourier
components of Maxwell’s equations are∑
s
q2sns
Ts
[1 − Γ0(αs)]φk⊥ −
∑
s
qsnsΓ1(αs)
δB||k⊥
B0
=
∑
s
qs
∫
d3v J0(as)gsk⊥ , (9a)
ck2⊥
4pi
A||k⊥ =
∑
s
qs
∫
d3v v||J0(as)gsk⊥ , (9b)
B0
4pi
δB||k⊥ +
∑
s
qsnsΓ1(αs)φk⊥ +
∑
s
nsTsΓ2(αs)
δB||k⊥
B0
= −
∑
s
Ts
∫
d3v
2v2⊥
v2ths
J1(as)
as
gsk⊥ , (9c)
where Γn(αs) is defined by
Γ0(αs) = I0(αs)e−αs , Γ1(αs) = [I0(αs) − I1(αs)]e−αs , Γ2(αs) = 2Γ1(αs), (10)
with the In modified Bessel functions of the first kind and αs = k2⊥ρ2s/2. AstroGK solves (7) and (9a)–(9c).
The GKI/ITEF equations are obtained by imposing two approximations to FGK, namely, massless electron (
√
me/mi 
1) and isothermal electron closure (δTe = 0) [9]. Expansion of (7) for electrons and (9a)–(9c) with respect to the small
parameter
√
me/mi give a set of equations. One of the resulting equations, bˆ · ∇δTe = 0 with the total magnetic field
direction bˆ = zˆ + δB⊥/B0, restricts the electron temperature fluctuation along magnetic field line to be constant. We
further assume that δTe = constant, as would be the case if the magnetic field lines are tangled. By assuming δTe = 0
(isothermal electron closure), the non–Boltzmann part of the perturbed electron distribution function is written by
h(0)e =
(
δne
ne
− e
Te
φ
)
Fe, (11)
where the superscript (0) indicates zeroth order in
√
me/mi. By substituting h
(0)
e to the electron gyrokinetic equation,
one obtains the fluid dynamical equations for perturbed electron density δne and parallel electron flow speed u||e. In
the resulting set of equations, the electron kinetic effects, which are primary effective at the electron gyro–radius scale,
are neglected [9]. We consider a single ion species with charge Ze. The electron gyrokinetic equation is replaced by
two dynamical equations:
∂
∂t
(
δnek⊥
ne
− δB||k⊥
B0
)
+
c
B0
{
φ − Te
e
δne
ne
,
δne
ne
− δB||
B0
}
k⊥
+
∂u||ek⊥
∂z
=
1
B0
{A||, u||e}k⊥ , (12a)
∂A||k⊥
∂t
+
c
B0
{
φ − Te
e
δne
ne
, A||
}
k⊥
+ c
∂φk⊥
∂z
− cTe
e
∂
∂z
(
δnek⊥
ne
)
= 0, (12b)
where the spatial gradient for the Poisson bracket is defined by the particle position r. The Maxwell’s equations
(9a)–(9c) are rewritten as
δnek⊥
ne
= [Γ0(αi) − 1] Zeφk⊥Ti + Γ1(αi)
δB||k⊥
B0
+
1
ni
∫
d3v J0(ai)gik⊥ , (13a)
u||ek⊥ = −
ck2⊥
4piene
A||k⊥ +
1
ni
∫
d3v v||J0(ai)gik⊥ , (13b)
Z
τ
δnek⊥
ne
+
[
2
βi
+ Γ2(αi)
]
δB||k⊥
B0
= [1 − Γ1(αi)] Zeφk⊥Ti −
1
ni
∫
d3v
2v2⊥
v2thi
J1(ai)
ai
gik⊥ , (13c)
where τ = Ti/Te and βi = 8piniTi/B20.
Let us remark that the structure of the GKI/ITEF equations is altered from that of the FGK equations in the follow-
ing sense. In FGK, the dynamical variables are ion and electron distribution functions, and EM fields are subsequently
determined by Maxwell’s equation from the advanced distribution functions; in GKI/ITEF, A|| is a dynamical variable,
and u||e is determined by the advanced A||.
4
2.1. Generalized energy balance law
The generalized energy for the FGK system is defined as
W =
∑
s
E fs + EB =
∑
s
∫
d3r
∫
d3v
Tsδ f 2s
2Fs
+
∫
d3r
|δB|2
8pi
. (14)
The energy balance law is given by [8, 9]
dW
dt
= −
∫
d3r Ja · E +
∑
s
∫
d3Rs
∫
d3v
Ts
Fs
〈hsC[hs]〉Rs , (15)
where Ja denotes external current drive (see Section 3.4) and the second term describes collisional entropy generation;
thus W is a constant of the motion in the absence of external power injection and collisions.
The generalized energy for the GKI/ITEF system is defined by [9]
W = E fi + Ene + EB =
∫
d3r
∫
d3v
Tiδ f 2i
2Fi
+
∫
d3r
neTe
2
δn2e
ne
+
∫
d3r
|δB|2
8pi
, (16)
and its time rate of change obeys (15) with the electron collision ignored. When the system is 2D, i.e., ∂z = 0, there is
an extra invariant for GKI/ITEF [9]:
Ie =
∫
d3r
A2||
2
. (17)
The conservation of these invariants is a good code verification, especially for a nonlinear run (Section 5.3).
2.2. Hyperviscosity for ITEF
As shown in Ref. [9], the energy that is cascaded from large scales is separated around the ion Larmor scale
into ion entropy fluctuations and kinetic Alfve´n waves (KAW). The energy in these two channels is independently
cascaded to smaller scales, and then dissipated into thermal energy of ions and electrons respectively via collisions. In
the GKI/ITEF hybrid model, the ion dissipation route exists, but the electron dissipation route is eliminated. Hence,
an artificial dissipation mechanism is required to terminate the KAW cascade at the smallest scales. Such an artificial
dissipation must (i) give a negative definite term in the right hand side of the energy balance equation (15) and (ii) be
effective only at the smallest scales of the computational domain. We modify (12a) to include dissipation as follows:
∂
∂t
(
δne
ne
− δB||
B0
)
+
c
B0
{
φ − Te
e
δne
ne
,
δne
ne
− δB||
B0
}
+
∂u||e
∂z
=
1
B0
{A||, u||e} + νh ρ2ni ∇2n⊥
(
δne
ne
− e
Te
φ
)
. (18)
The last term represents a hyperviscosity term where νh is the hyperviscosity coefficient and n is a positive integer.
This hyperviscosity term corresponds to the velocity integral of the collision operator acting on h(0)e , which is estimated
by (see Appendix B.1 in Ref. [9])
1
ne
∫
d3v
〈
h(0)e C[h
(0)
e ]
〉
Re
∼
√
me
mi
νiik2⊥ρ
2
i
(
δne
ne
− e
Te
φ
)
, (19)
with the ion–ion collision frequency νii. Whereas this should be ordered out as it is first order in
√
me/mi, we
can make it effective only at the small scales by changing
√
me/miνiik2⊥ρ2i → νhk2n⊥ ρ2ni . When the electrons have
a Boltzmann response, i.e. h(0)e = 0, the hyperviscosity vanishes. This is consistent with the behavior of the exact
Landau-Boltzmann collision operator, whose kernel includes the Maxwell-Boltzmann distribution. Using (18), the
energy balance equation (15) is modified as
dW
dt
= −
∫
d3r Ja · E +
∫
d3r
∫
d3v
Ti
Fi
〈hiC[hi]〉Ri − νhneTe
∫
d3r
∣∣∣∣∣∣ρni ∇n⊥
(
δne
ne
− e
Te
φ
)∣∣∣∣∣∣2 . (20)
Manifestly, the final term is negative definite.
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We note that A|| may not be damped by the hyperviscosity. However, we expect this would not cause a problem
because the nonlinear term of A|| evolution equation in k⊥ρi  1 limit, which is proportional to {A||, φ} [9], is negligible
when φ is sufficiently damped by the hyperviscosity. In fact, this has been confirmed by the 3D driven turbulence
simulation [54]. On the other hand, A|| can be directly damped by adding a term which is proportional to −∇2n⊥ u||e
to the right hand side of (12b). This term plays a role of hyperresistivity. The new hybrid code does not have the
hyperresistivity option at the moment as we have not found it necessary to attain converged results. However, it could
be trivially implemented in the code if needed.
2.3. Normalization
We impose the same normalizations as those employed in AstroGK [41]
z = L||zˆ, x = ρ0 xˆ, t =
L||
vth0
tˆ, v = vthivˆi = vth0vˆthivˆi, mi = m0mˆi,
ni = n0nˆi, Ti = T0Tˆi, βi =
8piniTi
B20
= βˆ0nˆiTˆi,
δne =
ρ0
L||
n0δ̂ne, u|| =
ρ0
L||
vth0uˆ||, φ =
ρ0
L||
T0
e
φˆ, δB|| =
ρ0
L||
B0δ̂B||, A|| =
ρ0
L||
cT0
vth0e
Aˆ||,
gi =
ρ0
L||
Figˆi,
Fi
ni
d3v = d̂3vi, νh =
(
1
kmaxρi
)2n vth0
L||
νˆh (21)
where the subscripts 0 denote the reference values, vth0 =
√
2T0/m0 is the reference thermal speed, L|| is the parallel
scale length, and kmax is the maximum perpendicular wave number. The resulting normalized GKI/ITEF equations
are
∂gˆik⊥
∂tˆ
+
√
Tˆi
mˆi
vˆ||i
∂gˆik⊥
∂zˆ
+
√
Tˆi
mˆi
vˆ||i
∂
∂zˆ
(
J0(aˆi)
Zφˆk⊥
Tˆi
+ 2vˆ2⊥i
J1(aˆi)
aˆi
δ̂B||k⊥
)
+
1
2
{
〈χˆ〉Ri , hˆi
}
k⊥
= − Z√
mˆiTˆi
vˆ||iJ0(aˆi)
∂Aˆ||k⊥
∂tˆ
+ CGK
[
hˆik⊥
]
, (22)
∂
∂tˆ
 δ̂nek⊥nˆe − δ̂B||k⊥
 + 12
{
φˆ − Tˆi
τ
δ̂ne
nˆe
,
δ̂ne
nˆe
− δ̂B||k⊥
}
k⊥
+
∂uˆ||ek⊥
∂zˆ
=
1
2
{
Aˆ||, uˆ||e
}
k⊥ − νˆh
(
kˆ⊥
kˆmax
)2n  δ̂nek⊥nˆe − τTˆi φˆk⊥
 , (23a)
∂Aˆ||k⊥
∂tˆ
+
1
2
φˆ − Tˆiτ δ̂nenˆe , Aˆ||

k⊥
+
∂φˆk⊥
∂zˆ
− Tˆi
τ
∂
∂zˆ
 δ̂nek⊥nˆe
 = 0, (23b)
δ̂nek⊥
nˆe
= [Γ0(αˆi) − 1] Zφˆk⊥
Tˆi
+ Γ1(αˆi)δB||k⊥ +
∫
d̂3vi J0(aˆi)gˆik⊥ (24a)
uˆ||ek⊥ = −
kˆ2⊥Aˆ||k⊥
2β0Znˆi
+
√
Tˆi
mˆi
∫
d̂3vi vˆ||iJ0(aˆi)gˆik⊥ , (24b)
Z
τ
δ̂nek⊥
nˆe
+
[
2
βˆ0nˆiTˆi
+ Γ2(αˆi)
]
δ̂B||k⊥ = [1 − Γ1(αˆi)]
Zφˆk⊥
Tˆi
−
∫
d̂3vi 2vˆ2⊥i
J1(aˆi)
aˆi
gˆik⊥ . (24c)
where
aˆi =
√
mˆiTˆi
kˆ⊥vˆ⊥i
Z
, αˆi =
mˆiTˆi
Z2
kˆ2⊥
2
. (25)
Henceforth, we omit the hat symbols in order to simplify notation.
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3. Numerical Algorithm
In this section, we describe the numerical algorithm used to solve the GKI/ITEF equations (22), (23a)–(23b), and
(24a)–(24c). We start by providing a brief overview of the algorithm used in AstroGK for solving the FGK equations
(detailed in Ref. [41]) before detailing the modifications we made to solve the GKI/ITEF equations.
3.1. Implicit time advance for FGK linear terms
In AstroGK, the linear terms in the gyrokinetic equation (7) is solved implicitly together with Maxwell’s equations
(9a)–(9c) via a Green’s function approach [42]. For the linear terms, we employ a Fourier-spectral method in the
perpendicular plane, (x, y), and a compact finite-difference method to evaluate a derivative in parallel direction, ∂z.
The nonlinear terms is treated by pseudo-spectral method (see Section 3.3). Since there is no explicit perpendicular
derivative, ∂x and ∂y, except for the nonlinear terms, all the equations are independent with respect to the Fourier
modes. The velocity space is spanned by three variables, pitch angle λ = v2⊥/v2, energy E = v2⊥ + v2|| , and the sign of
the parallel velocity σ = sgn(v||). Below, we omit the species index s since it is unnecessary here. Let us denote the
discretized fields by
gik⊥ = g
n
i,p,q,
δnek⊥
ne
= ηni , u||ek⊥ = u||
n
i , φk⊥ = φ
n
i , A||k⊥ = A||
n
i , δB||k⊥ = B||
n
i . (26)
with the indices corresponding to time grids tn =
∑n
j=1 ∆t j (n = 1, · · · , nt), parallel space grids zi = i∆z (i = 1, · · · , nz),
and velocity space grids Ep (p = 1, · · · , nE) and λq (q = 1, · · · , nλ). The index for σ is omitted. Here ∆t j is an adaptive
timestep which is modified when the advection speed violates the Courant–Friedrichs–Lewy (CFL) condition [55]
or considerably larger than the maximum timestep determined by the CFL condition (see Section 3.3). Allowing
temporal and spatial implicitness by parameters rt and rz, the derivatives with respect to t and z are evaluated by
∂ f
∂t
=
1
2
(1 − rz) f n+1i − f ni
∆t
+ (1 + rz)
f n+1i+1 − f ni+1
∆t
 and ∂ f
∂z
= rt
f ni+1 − f ni
∆z
+ (1 − rt)
f n+1i+1 − f n+1i
∆z
, (27)
where 0 < rt < 1 (rt = 0 for fully implicit and rt = 1 for fully explicit) and 0 < rz < 1 (rz = 0 for central difference
and rz = 1 for first order upwind difference). Especially when rt = 1/2 and rz = 0, i.e., space and time centered [56],
the scheme has second order accuracy both in space and time, and unconditionally stable.
The discretization of (7) may be written symbolically as,
a1gnj + a2g
n
j+1 + b1g
n+1
j + b2g
n+1
j+1 = c1 ·Ψnj + c2 ·Ψnj+1 + d1 ·Ψn+1j + d2 ·Ψn+1j+1 +N j +N j+1, (28)
where Ψ = (φ, A||, B||), the coefficients depend on Fourier space (k⊥) and velocity space (λ and E), N represents the
nonlinear term, and the velocity space indices (p, q) are omitted. Maxwell’s equations (9a)–(9c) are compactly written
as
M ·Ψn+1i =
∑
p
∑
q
f p,q gn+1i,p,q, (29)
where M is a block 3 × 3 matrix with each block as nz × nz submatrix, and the right hand side represents the velocity
space integrals appearing in (24a)–(24c). We note that M and f depend neither on t nor z. One may straightforwardly
obtain gn+1 by substituting (29) into (28). However, such a brute force method is not practical since it requires an
inversion of a dense (nznλnEnσns)2 size matrix.
Kotschenreuther et al. found that the linear property of the equation enables us to break this large matrix into
many small matrices [42], and by doing so, computational efficiency dramatically improves (see [41] for the detailed
estimate). Since (28) is linear in gn+1, its solution is a linear combination of solutions to parts of the equation. We
split the distribution function at timestep n + 1 into homogeneous and inhomogeneous parts, viz. gn+1 = g(h) + g(inh)
and introduce an intermediate timestep variable of EM fields, Ψ∗ = Ψn+1 −Ψn. Then (28) is split into
a1gnj + a2g
n
j+1 + b1g
(inh)
j + b2g
(inh)
j+1 = c1 ·Ψnj + c2 ·Ψnj+1 + d1 ·Ψnj + d2 ·Ψnj+1 +N j +N j+1, (30a)
b1g
(h)
j + b2g
(h)
j+1 = d1 ·Ψ∗j + d2 ·Ψ∗j+1. (30b)
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Now, g(inh)i is immediately obtained by solving (30a). We formally rewrite (30b) as
g(h)i,p,q(Ψ
∗) =
∑
j
(
δg
δΨ
)
i jpq
·Ψ∗j , (31)
where (δg/δΨ)i jpq is a so-called response matrix which is obtained by the following procedure. For a given integer
l, we substitute trial functions φ∗j = δ jl, A||
∗
j = 0, and B||
∗
j = 0 with the Kronecker’s delta δi j into (30b) and solve
it for g(h)j,p,q. Then the obtained g
(h)
j,p,q is equivalent to (δg/δφ) jlpq. Recursion of this process over l = 1, · · · , nz yields
the complete set of (δg/δφ) jlpq. The other components of the response matrix, (δg/δA||) and (δg/B||), are obtained by
using the trial functions in the same way for A||∗j and B||
∗
j . Substituting (31) into (29) and moving the terms including
Ψ∗ to the left hand side and the others to the right hand side, we getMδi j −∑
p
∑
q
f p,q
∑
j
(
δg
δΨ
)
i jpq
 ·Ψ∗j = −M ·Ψni + ∑
p
∑
q
f p,q g(inh)i,p,q . (32)
We obtainΨ∗ by inversion of the coefficient matrix. Successively gn+1 is obtained by (28). We calculate the coefficient
matrix in the initialization step and keep using it unless ∆t is modified by the CFL condition (see Section 3.3).
3.2. Time integration algorithm for the hybrid code
Next we consider the time advance algorithm for (22), (23a)–(23b) and (24a)–(24c). Using the finite difference
(27), we discretize (23a) and (23b) as
1
2
(1 − rz)ηn+1i − ηni
∆t
+ (1 + rz)
ηn+1i+1 − ηni+1
∆t
 − 12
(1 − rz)B||n+1i − B||ni
∆t
+ (1 + rz)
B||n+1i+1 − B||ni+1
∆t

+ rt
u||ni+1 − u||ni
∆z
+ (1 − rt)
u||n+1i+1 − u||n+1i
∆z
= −νh
4
(
k⊥
kmax
)2n { [
(1 − rz)
(
ηn+1i + η
n
i
)
+ (1 + rz)
(
ηn+1i+1 + η
n
i+1
)]
− τ
T0i
[
(1 − rz)
(
φn+1i + φ
n
i
)
+ (1 + rz)
(
φn+1i+1 + φ
n
i+1
)] }
+
1
2
[
(1 + rz)N (η)i+1 + (1 − rz)N (η)i
]
(33)
1
2
(1 − rz)A||n+1i − A||ni
∆t
+ (1 + rz)
A||n+1i+1 − A||ni+1
∆t
 + rt φni+1 − φni
∆z
+ (1 − rt)
φn+1i+1 − φn+1i
∆z
=
Ti
τ
rt ηni+1 − ηni
∆z
+ (1 − rt)
ηn+1i+1 − ηn+1i
∆z
 + 12 [(1 + rz)N (A||)i+1 + (1 − rz)N (A||)i ] (34)
We may choose the value of rt and rz independently from the ion gyrokinetic equation (22). The Maxwell’s equations
(24a)–(24c) are discretized as
Zniηn+1i = −G0φn+1i + G1B||n+1i +M(0)
(
gn+1i
)
(35a)
2β0Zniu||n+1i = −k2⊥A||n+1i +M(1)
(
gn+1i
)
(35b)
niTiZ
2τ
ηn+1i +
(
1
β0
+ G2
)
B||n+1i =
1
2
(
niZ − G1) φn+1i −M(2) (gn+1i ) (35c)
Here the coefficients are defined by
G0 =
Z2ni
Ti
[1 − Γ0(αi)] , G1 = ZniΓ1(αi), G2 = 12niTiΓ2(αi), (36)
the nonlinear terms are represented by
N (A||) = −1
2
{
φ − Ti
τ
η, A||
}
(37a)
N (η) = −1
2
{
φ − Ti
τ
η, η − δB||k⊥
}
+
1
2
{
A||, u||e
}
, (37b)
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and the velocity integral operators are defined by
M(0) (gik⊥) = niZ ∫ d3vi J0(ai)gik⊥ (38a)
M(1) (gik⊥) = 2β0niZ√ Timi
∫
d3vi v||iJ0(ai)gik⊥ (38b)
M(2) (gik⊥) = niTi ∫ d3vi v2⊥i J1(ai)ai gik⊥ . (38c)
Compared to FGK equations ((28) and (29)), the electron’s gyrokinetic equation is replaced by (33) and (34); hence,
in principle, it is possible to separate ηn+1 and un+1|| into homogeneous and inhomogeneous parts in the same way as
the AstroGK algorithm. However, here we employ a more straightforward way; ηn+1 and un+1|| are simply eliminated
from (33), (34), and (35c) by using (35a) and (35b). The resulting equations are compactly written as
Ai jφn+1j + Bi jA||
n+1
j + Ci jB||
n+1
j − Di j
(
B||n+1j − B||nj
)
= (Di j + Ei j)ηnj − Fi ju||nj +
τ
Ti
Ei jφnj
+ Gi jM(0)
(
gn+1j
)
+ Hi jM(1)
(
gn+1j
)
+
1
2
[
(1 + rz)N (η)i+1 + (1 − rz)N (η)i
]
, (39a)
Ii jφn+1j + Fi jφ
n
j + Di j
(
A||n+1j − A||nj
)
+ Ji jB||n+1j =
Ki jηnj + Li jM(0)
(
gn+1j
)
+
1
2
[
(1 + rz)N (A||)i+1 + (1 − rz)N (A||)i
]
, (39b)
aφn+1i + bB||i = −
Ti
2τ
M(0)
(
gn+1i
)
−M(2)
(
gn+1i
)
, (39c)
where
A = −
 12∆t G0Zni + νh4
(
k⊥
kmax
)2n ( G0
Zni
+
τ
Ti
)T, B = −1 − rt∆z k2⊥2β0ZniZ, C =
 12∆t G1Zni + νh4
(
k⊥
kmax
)2n G1
Zni
T,
D =
1
2∆t
T, E = −νh
4
(
k⊥
kmax
)2n
T, F =
rt
∆z
Z, G = −
 12∆t + νh4
(
k⊥
kmax
)2n 1ZniT, H = −1 − rt∆z 12β0ZniZ,
I =
1 − rt
∆z
(
1 +
Ti
Zτni
G0
)
Z, J = −1 − rt
∆z
Ti
Zτni
G1Z, K =
rt
∆z
Ti
τ
Z, L =
1 − rt
∆z
Ti
Zτni
Z,
Z =

−1 1
−1
. . .
−1 1
1 −1

, T =

1 − rz 1 + rz
1 − rz
. . .
1 − rz 1 + rz
1 + rz 1 − rz

a = −1
2
(Ti
τ
G0 + niZ − G1
)
, b =
(
Ti
2τ
G1 +
1
β0
+ G2
)
, (40)
and the repeated indices j is summed over j = 1, · · · , nz − 1. Here the sparse matrices Z and T originate from the
derivatives in z and t, respectively, and the left bottom corner slots are contributions from the periodic boundary
condition for z. These three equations are corresponding to (29) in the AstroGK algorithm. The important difference
between (39a)–(39c) and (29) is that (39a) and (39b) have communications with the values on different zi whereas
(29) does not. This communication originates from the derivatives with respect to t and z in (23a) and (23b).
Next we introduce the intermediate value Ψ∗ and split the ion distribution function into the homogeneous and
inhomogeneous parts in the same manner as the AstroGK algorithm. Moving the intermediate value to the left hand
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side and the rest to the right hand side, (39a)–(39c) are summarized in P11 P12 P13P21 P22 P23P31 P32 P33

 φ
∗
k
A||∗k
B||∗k
 =
 Q1Q2Q3
 , (41)
with
P11 = Ai jδ jk − Gi jM(0)
( δg
δφ
)
jk
 − Hi jM(1) ( δg
δφ
)
jk
 , (42a)
P12 = Bi jδ jk − Gi jM(0)
( δg
δA||
)
jk
 − Hi jM(1) ( δg
δA||
)
jk
 , (42b)
P13 =
(
Ci j − Di j
)
δ jk − Gi jM(0)
( δg
δB||
)
jk
 − Hi jM(1) ( δg
δB||
)
jk
 , (42c)
P21 = Ii jδ jk − Li jM(0)
( δg
δφ
)
jk
 , (42d)
P22 = Di jδ jk − Li jM(0)
( δg
δA||
)
jk
 , (42e)
P23 = Ji jδ jk − Li jM(0)
( δg
δB||
)
jk
 , (42f)
P31 = aδik +
Ti
2τ
M(0)
((
δg
δφ
)
ik
)
+M(2)
((
δg
δφ
)
ik
)
, (42g)
P32 = 0, (42h)
P33 = bδik +
Ti
2τ
M(0)
((
δg
δB||
)
ik
)
+M(2)
((
δg
δB||
)
ik
)
, (42i)
Q1 = (Di j + Ei j)ηnj − Fi ju||nj −
(
Ai j − τTiEi j
)
φnj − Bi jA||nj − Ci jB||n+1j
+ Gi jM(0)
(
g(inh)j
)
+ Hi jM(1)
(
g(inh)j
)
+
1
2
[
(1 + rz)N (η)i+1 + (1 − rz)N (η)i
]
(42j)
Q2 = Ki jηnj −
(
Ii j + Fi j
)
φnj − Ji jB||n+1j + Li jM(0)
(
g(inh)j
)
+
1
2
[
(1 + rz)N (A||)i+1 + (1 − rz)N (A||)i
]
(42k)
Q3 = − aφni − bB||i −
Ti
2τ
M(0)
(
g(inh)i
)
−M(2)
(
g(inh)i
)
, (42l)
where the velocity space indices (p, q) for (δg/δΨ) do not appear because of the velocity space integral. The obtained
equation (41) is a “compound” of ITEF and Maxwell’s equations. This equation corresponds to (32) in the AstroGK
algorithm. Although the matrix P is more complicated than the coefficient matrix in (32), both matrices are dense with
the same size, resulting in the same computational cost for the inversion. In the same way for AstroGK, we calculate
P in the initialization step and keep using it for the rest of the computation unless ∆t is adjusted (see Section 3.3). By
inverting P, Ψ∗ is obtained, and subsequently, the ion distribution function gn+1 is calculated. Finally, ηn+1 and un+1||
are calculated by plugging Ψn+1 and gn+1 into (35a) and (35b). Thus all the variables at n + 1 timestep is obtained.
3.3. Explicit treatment of nonlinear terms
The nonlinear terms in (22) and (23a)–(23b) are calculated by pseudo-spectral method, i.e., evaluated in the real
space then Fourier transformed to the wave number space. The 2/3 truncation rule is applied for dealiasing [57]. The
calculated nonlinear terms are added to (30a) by the third order Adams–Bashforth method with variable timestep:
N = c1Nn + c2Nn−1 + c3Nn−2, (43)
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with
c1 = 1 +
∆tn
2∆tn−2
(
∆tn−1 + ∆tn−2
∆tn−1
− ∆tn−1
∆tn−1 + ∆tn−2
)
+
∆t2n
3∆tn−1(∆tn−1 + ∆tn−2)
, (44a)
c2 = − ∆tn
∆tn−1∆tn−2
(
∆tn−1 + ∆tn−2
2
+
∆tn
3
)
, (44b)
c3 =
∆tn
(∆tn−1 + ∆tn−2)∆tn−2
(
∆tn−1
2
+
∆tn
3
)
, (44c)
where ∆tn corresponds to the timestep at nth step.
Since the nonlinear terms are treated by the explicit method, the timestep is restricted by the CFL condition for
nonlinear runs. In order to ensure stable time integration, the adaptive timestep used in AstroGK [41] is also enabled;
at each timestep, the CFL condition is evaluated by advection velocity (Section 4), and the next time step is modified
when the CFL condition is violated.
3.4. External antenna driving
In the realistic physical problem settings, the system is usually driven by external energy source injected at much
larger scale than ion kinetic scale. In AstroGK, such an external driving is modeled by an oscillating antenna that
excites parallel vector potential A||a [58]. The gyrokinetic equation (7) and the parallel Ampere’s law (9b) are solved
with replacing A|| to A|| + A||a. This is equivalent to adding external electric field Ea = −c−1∂tA||azˆ to (7) and external
current Ja = −(ck2⊥/4pi)A||azˆ to (9b). This Ja corresponds to the one in the energy balance equation (14).
The antenna driving in AstroGK is also inherited in the present code. In the same way for GKI/ITEF, we replace
A|| in (22), (23a)–(23b), and (24a)–(24c) by A|| + A||a. Users may choose the amplitude, number of modes, wave
numbers, frequency, and decorrelation rate of the antenna.
4. Improvement of the computational time
In this section, we compare the computational cost of the present code to that of AstroGK. The greatest concern
for nonlinear runs is the restriction of the timestep due to the CFL condition which is determined by the perpendicular
advection speed. The parallel streaming term does not restrict the CFL condition as it is treated implicitly. Since we
eliminate the fast electron motion in the hybrid code, the CFL condition should be alleviated. Below we estimate the
magnitude of the advection speed for FGK and GKI/ITEF equations term-by-term.
We start with the FGK equation (7). The perpendicular advection velocity for each species is given by vχs =
−(c/B0)∂ 〈χ〉Rs /∂Rs × zˆ. As shown below, the CFL condition is determined by the electron motion. Since we focus
on the ion kinetic scale where k⊥ρi ∼ 1  k⊥ρe = (Z/√τ)
√
me/mi k⊥ρi, we may assume ae  1 in the electron
gyrokinetic equation (7). A critical balance conjecture [59], k||vA ∼ k⊥u⊥ with Alfve´n speed vA = vthi/√βi and E × B
velocity u⊥ = −(c/B0)∇φ × zˆ, yields the estimates shown in Ref. [9]:
v||A||
c
∼
√
βi
τ
√
mi
me
φ (45a)
Te
e
v2⊥
v2the
δB||
B0
∼ Z
τ
k⊥ρi
√
βiφ. (45b)
By using these, we estimate the advection speed for the electron gyrokinetic equation as
|vχe| ∼ max
1, √βiτ
√
mi
me
,
Z
τ
k⊥ρi
√
βi
 u⊥. (46)
In most astrophysical systems, βi & 1 and τ & 1. Therefore, the advection speed is of order
√
(βi/τ)(mi/me) u⊥.
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Next, we estimate the advection speed for the GKI/ITEF system. In the same way as (46), the advection speed for
the ion gyrokinetic equation is estimated as
|vχi| ∼ max
(
1,
√
βi, k⊥ρi
√
βi
)
u⊥. (47)
In the ITEF equations (12a) and (12b), the nonlinear terms, except for the right hand side in (12a), are convective
derivatives with velocity
− c
B0
∇⊥
(
φ − Te
e
δne
ne
)
× zˆ ∼ max
(
1,
Z
τ
k⊥ρi
√
βi
)
u⊥, (48)
Therefore, the advection speed for the GKI/ITEF equations is of order
√
βiu⊥, and thus the maximum timestep de-
termined by the CFL condition should be
√
mi/me ∼ 43 times greater than FGK. Furthermore, the size of the array
for hs in the present hybrid code is half that of AstroGK with a single ion species and kinetic electrons. In total, the
hybrid code runs 2
√
mi/me ∼ 100 times faster than AstroGK, which makes parameter scans in τ and βi feasible.
The nonlinear term on the right hand side of (12a) is not the convective derivative; hence we may not evaluate the
convective speed of this term. However, we may assume that this term does not affect a stable time evolution for the
following reason. We consider this nonlinear term as a source term of (12a). Substituting (13b), this term splits into
two Poisson brackets which are proportional to {A||, ∇2⊥A||} and {A||, 〈hi〉r}. These terms do not restrict the timestep
because the CFL conditions for the ion gyrokinetic equation and A|| evolution equation (12b) are satisfied. Moreover,
the order of the amplitude of this source term is the same as the convective derivative term:
1
B0
{
A||, u||e
} ∼ √βi
τ
k⊥u⊥. (49)
Thus, this nonlinear term does not break the stable time evolution.
5. Numerical tests
In this section, we present numerical tests demonstrating the validity of the hybrid code. We first present a linear
test to verify the implicit time integral algorithm used for the ITEF (Section 3.2), followed by a nonlinear test to show
that the nonlinear terms are properly treated by the pseudo-spectral method. The nonlinear test is conducted for two
distinctive spatial scales, viz., MHD inertial range and ion kinetic range. For both cases, the result of the hybrid code
is compared to AstroGK.
5.1. Linear decoupled ITEF
When the velocity integral terms in Maxwell’s equations (24a)–(24c) are artificially set to zero, the ITEF equations
(23a) and (23b) are decoupled from the ion gyrokinetic equation. When the nonlinear terms are also neglected, (23a)–
(24c) are reduced to a one-dimensional harmonic oscillator equation with normalized frequency
ω =
√
k2⊥
(
αTi/τ − (G1 − αniZ)/G0)
2(α − 1)β0niZ , where α =
(Zni − G1)G1 − 2(1/β0 + G2)G0
Zni[Zni − G1 + (Ti/τ)G0] . (50)
In order to verify the implicit time integration scheme described in Section 3.2, we solve this linear decoupled ITEF.
Figure 1 shows the numerical and analytic solutions with Z = 1, βi = 1, τ = 1, and k⊥ρi = 1.0 for different nz.
We find that the simulation reproduces the analytic solution over many Alfve´n times, τA = L||/vA with Alfve´n speed
vA = vthi/
√
βi, if nz is sufficiently large.
5.2. Linear Alfve´n wave
We next demonstrate that the code correctly captures Alve´n wave behavior in the appropriate limit, i.e., me/mi →
0. When the velocity integral terms in (24a)–(24c) are finite, the linearized GKI/ITEF behaves as a damped oscillator
due to the ion Landau damping. The dispersion relation for the GKI/ITEF is given by setting me/mi = 0 for the FGK
dispersion relation shown in Ref. [8]. We compare the time evolution solved by the hybrid code with AstroGK with
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Figure 1: Time evolution of the real part of φk⊥ for the one-dimensional linear decoupled ITEF. The number of grids in z direction is set to (left)
nz = 8 and (right) nz = 32.
me/mi = 10−10 where the Alfve´n wave is excited by the antenna. The plasma parameters are set to Z = 1, βi = 1,
τ = 1, and k⊥ρi = 1.0. For these parameters, GKI/ITEF has frequency and damping rate for the Alfve´n wave as
ω/k||vA = 1.137 − 0.020i. The antenna frequency is chosen to be slightly off-resonant, ωa/k||vA = 0.9. The number of
grids is set to (nz, nλ, nE) = (32, 8, 32). All the fields are initially set to zero. Figure 2 shows the time evolution of
A||. One finds that the results obtained by both codes agree. The time evolution of GKI/ITEF is fitted by the damped–
oscillator solution, then the frequency and damping rate are determined as ω/k||vA = 1.142 − 0.022i which is close to
the analytical value.
By calculating the time evolution for various k⊥ρi, we may construct a dispersion diagram. Figure 3 shows
the numerical and analytic solutions of the frequency and damping rate of the KAW for several parameter cases,
β = 1, 100 and τ = 1, 100. The grids used are the same as for the above case. The results show good agreement
between the numerical and analytical solutions. Whereas the frequencies for FGK and GKI/ITEF are in agreement
for all parameters and all k⊥ρi, there are appreciable differences in the damping rates between FGK and GKI/ITEF for
k⊥ρi & 1, except for the βi = 100 and τ = 100 case. This discrepancy is due to the missing electron Landau damping.
5.3. Two dimensional Orszag-Tang problem
In this section, we show results of a nonlinear electromagnetic test known as the Orszag-Tang vortex problem [60],
which has been regularly used to study decaying MHD turbulence. We compare the results obtained by FGK and
GKI/ITEF simulations under the same simulation settings. While there are several variants of initial conditions for
the Orszag-Tang problem [61, 62], we use an asymmetric initial condition similar to the one proposed in Ref [62],
φ(x, y) = −B0
c
δu0
(L⊥
2pi
) [
cos
(
2pix
L⊥
+ 1.4
)
+ cos
(
2piy
L⊥
+ 0.5
)]
A||(x, y) =
δB⊥0
2
(L⊥
2pi
) [1
2
cos
(
4pix
L⊥
+ 2.3
)
+ cos
(
2piy
L⊥
+ 4.1
)]
, (51)
where δu0 and δB⊥0 represent the initial E × B drift speed and the initial amplitude of δB⊥ = ∇⊥A|| × zˆ, re-
spectively. Here we have used unnormalized units. In the following test, we choose the initial amplitude so that
δu0 = δB⊥0/
√
4pimini. Below we conduct the simulation in two characteristic spatial regions, the MHD inertial range
and the ion kinetic range.
For the MHD inertial range simulation, the domain is set to L⊥ = 50piρi with the number of grid points (nx, ny, nλ, nE) =
(128, 128, 8, 16). This gives a wave number range of 0.02 ≤ k⊥ρi ≤ 0.84. The plasma parameters are set to βi = 1,
τ = 1, and Z = 1. A weak ion collisionality of νi = 0.01τ−10 with τ0 = L⊥/δu0 is imposed while the electrons are set to
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Figure 2: Time evolution of A|| solved by the hybrid code (red closed circle) and AstroGK with me/mi = 10−10 (blue open circle). The red broken
line is a fit of the hybrid code result by an analytical solution of the driven–damped oscillator equation.
collisionless in the FGK simulation. Figure 4 shows the snapshots of |δB⊥| at the current sheet formation phase and the
turbulence phase. At the current sheet formation phase, the profiles are almost identical between FGK and GK/ITEF.
At the turbulent phase, while minor differences are seen in the small scale structures, the large scale structures such as
the shape of the filaments are consistent. Figure 5 shows the time evolution of the relative change in the total energy
and its components. There is good agreement between the GKI/ITEF and FGK simulations. Since the collisionality
employed here is tiny, the total energy W and the 2D invariant Ie are almost conserved. We also conducted a simu-
lation with zero collisionality, and found that the relative errors of W and Ie are within the order of 10−5 and 10−7,
respectively, until the current sheet formation phase, t/τ0 ' 0.5 (after this time, collision is necessary to dissipate the
small scale energy properly). Figure 6 (left) shows the spectrum of the magnetic energy at the turbulent phase. Both
spectra from the GKI/ITEF and FGK simulations agree very well over the entire wave number domain.
Next we show the result of the Orszag-Tang problem for the ion kinetic range. We set the simulation domain
to L⊥ = 5piρi with the same number of grids used for the MHD inertial range simulation. The corresponding wave
number range is 0.2 ≤ k⊥ρi ≤ 8.4 which spans the transition from the inertial to the kinetic range. Figure 6 (right)
shows the magnetic energy spectrum at the turbulent phase. The slope of the spectrum from the GKI/ITEF simulation
is shallower than that from the FGK simulation. This observation is consistent with the recent report on the comparison
of FGK and a hybrid model composed of full kinetic ion and isothermal electron fluid model [32], although the plasma
parameter setting is different. The discrepancy may be attributed to the perpendicular electron damping, which was
found to be effective in the ion kinetic region [63].
The improvement of the CFL condition estimated in Section 4 is confirmed by comparison of AstroGK and the
hybrid code. Figure 7 shows the time evolution of the maximum advection speed for AstroGK and for the hybrid code
in the inertial range and ion kinetic range simulations. In both ranges, the maximum advection speed for GKI/ITEF
is due to the ions, and the ITEF does not affect the CFL condition. On the other hand, the maximum advection speed
for FGK (presumably dominated by the electron part) is approximately
√
mi/me times greater than GKI/ITEF, which
is consistent with the estimate in Section 4. Using the series data of the maximum convection speed, we calculate the
maximum timestep size as a function of time by interpolation. Then, we estimate the minimum number of timestep
necessary to reach t/τ0 = 1, which is 359681 for AstroGK and 8271 for the hybrid code. On the other hand, the
averaged computation time per a timestep is 0.756 CPU minutes for AstroGK and 0.430 CPU minutes for the hybrid
code at ARCUS (Phase B) in the University of Oxford. Multiplying the computational time per a timestep by the
minimum step number, we estimate 4531.98 CPU hours for AstroGK and 59.23 CPU hours for the hybrid code. The
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Figure 3: Frequency (left) and damping rate (right) of the KAW for β = 1, 100 and τ = 1, 100. The solid and broken lines indicate the analytic
solutions for FGK and GKI/ITEF, respectively, while the open circles show the result from the simulation.
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improvement of CPU hours is 76.46, which is close to the ideal improvement 2
√
mi/me ∼ 85.7. The slight fall-off
from the ideal improvement is the parallel performance downtick due to the small grid number. We confirmed that the
improvement becomes exactly 2
√
mi/me when we increase the velocity grid number as (nλ, nE) = (8, 16)→ (16, 32).
Figure 4: Spatial profiles of |δB⊥ | for FGK (left) and GKI/ITEF (right) simulations at the current sheet formation phase (top) and the turbulence
phase (bottom).
6. Conclusions
A new hybrid simulation code for the GKI/ITEF model [9] has been developed by extending AstroGK, an Eulerian
δ f gyrokinetics code specialized to a slab geometry [41]. We have implemented an algorithm for implicitly solving
the coupled system of ITEF and Maxwell’s equations together with the ion gyrokinetic equation. The linear terms
are treated by the second-order compact finite difference method while the nonlinear terms are treated by the third-
order Adams–Bashforth method. Although the matrix to be inverted for solving the GKI/ITEF-Maxwell’s system
of equations is more complicated than that for AstroGK, the computational cost for the inversion is unchanged.
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Figure 5: Relative change of total energy and its components from the initial values for the FGK (solid lines) and GKI/ITEF (broken lines)
simulations, and the two–dimensional invariant Ie for GKI/ITEF (black broken line).
Figure 6: Magnetic energy spectrum for FGK (solid lines) and GKI/ITEF (broken lines) in MHD inertial range (left) and ion kinetic range (right).
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Figure 7: Maximum advection speed for AstroGK and the hybrid code in MHD inertial range (left) and ion kinetic range (right) simulations.
Therefore, the hybrid code retains the excellent parallel performance of AstroGK. Since the fast electron timescale
is eliminated in the hybrid model, the CFL condition for the explicitly handled nonlinear terms is dramatically less
restrictive than for AstroGK. We have estimated and confirmed that the hybrid code runs 2
√
mi/me ∼ 100 times faster
than AstroGK with a single ion species and gyrokinetic electrons.
We also have presented linear and nonlinear tests for code verification. The linear test reproduces the theoret-
ical predictions showing that the implicit algorithm for ITEF is correctly implemented. For the nonlinear test, we
conducted the 2D Orszag–Tang vortex problem for spatial scales both larger and smaller than the ion Larmor radius.
In the former range, the hybrid code gives a result identical to AstroGK (and also reduced MHD) as theoretically
predicted. On the other hand, the power spectrum of GKI/ITEF is shallower than that of FGK at scales smaller than
the ion Larmor radius. This is consistent with a recent numerical study comparing FGK and a full kinetic ion and
isothermal electron fluid hybrid model [32].
One possible application of the hybrid code is a study on the parametric dependence of ion and electron turbulent
heating, which is one of the most important problems in both inner and extra solar systems. At the ion Larmor
scale, the energy cascaded from the large scales splits into ion entropy fluctuations and KAWs. It is theoretically
predicted that ion entropy fluctuations and KAWs are independently cascaded to smaller scale [9]. The former leads
to ion heating while the latter leads to the electron heating. Therefore, the partition of heating by the dissipation of
Alfve´nic turbulence is determined at the ion Larmor scale, and we do not need to resolve the electron kinetic scale.
Since electron kinetics effects are eliminated from the model, we measure only the ion heating occurring around the
ion Larmor scale; electron heating may be estimated by assuming that all of the injected energy not dissipated at
these scales will ultimately end up heating the electrons. Since the investigation of heating requires high resolution
in velocity space, it is computationally cumbersome to scan plasma parameters, e.g., βi and τ. However, with the
improved computational efficiency of the hybrid code, such a parameter scan should be feasible.
Another interesting application of the hybrid code is to observe the phase space cascade in 3D electromagnetic
turbulence [64, 9, 65]. Whereas the phase space cascade was observed for electrostatic turbulence by AstroGK in a re-
stricted 4D phase space with fine space and velocity grids [44, 45, 47, 46], e.g., (nx, ny, nλ, nE) = (256, 256, 192, 96) [46],
it is unrealistic to conduct similar high resolution simulations for a 5D electromagnetic case with a FGK code. Again,
we expect that such simulations are feasible with the present hybrid code at reasonable computational cost.
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