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“Time may change me
But I can’t trace time.”
David Bowie
RESUMO
Este texto é uma introdução sólida e acessível à teoria de Auslander–Reiten superior no
contexto de módulos finitamente gerados sobre álgebras de Artin. Nós introduzimos esta
teoria através da abordagem funtorial, passando de conceitos fundamentais de categorias de
funtores aos principais resultados da teoria de Auslander–Reiten superior. Em particular,
nós discutimos sequências n-quase cindidas, subcategorias n-conglomerado inclinantes, a
Correspondência de Auslander Superior e os n-transladados de Auslander–Reiten.
Palavras-chaves: Teoria de Auslander–Reiten superior. Álgebra de Artin. Sequência n-
quase cindida.
ABSTRACT
This text is a solid and accessible introduction to higher Auslander–Reiten theory in the
context of finitely generated modules over Artin algebras. We introduce this theory through
the functorial approach, by passing from fundamental concepts of functor categories to the
main results of higher Auslander–Reiten theory. In particular, we discuss n-almost split
sequences, n-cluster tilting subcategories, the Higher Auslander Correspondence and the
n-Auslander–Reiten translations.
Key-words: Higher Auslander–Reiten theory. Artin algebra. n-Almost split sequence.
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Introduction
Let Λ be an Artin algebra andmodΛ be the category of finitely generated modules
over Λ. In the 1970s Maurice Auslander and Idun Reiten have begun the study of almost
split sequences in modΛ, which are certain exact sequences of length 1 in modΛ. They
have proved their existence, as well as they have introduced certain functors, which are
now called the Auslander–Reiten translations, to study the end terms of such sequences. In
doing so, they have developed a theory that is nowadays known as Auslander–Reiten theory,
which has its origin in [5], [6], [11], [12], [13] and [14].
Surprisingly, in the 2000s Osamu Iyama has introduced in [25] and [24] a general-
ization of Auslander–Reiten theory, which is now known as higher Auslander–Reiten theory.
This generalization is given in the sense that for each positive integer n we can develop an
“n-Auslander–Reiten theory” in such a way that Auslander–Reiten theory corresponds to
the case n = 1. To be more precise, in higher Auslander–Reiten theory, instead of studying
almost split sequences inmodΛ, we study n-almost split sequences, which are certain exact
sequences of length n inmodΛ that generalize the notion of an almost split sequence. In
this case, this generalization is given in such a way that the concepts of a 1-almost split
sequence and of an almost split sequence coincide.
However, when studying n-almost split sequences for n ⩾ 2, one faces a problem,
namely, that there are no n-almost split sequences inmodΛ for n ⩾ 2. Nevertheless, Osamu
Iyama has shown that certain subcategories ofmodΛ, called n-cluster tilting subcategories of
modΛ, in fact have n-almost split sequences. Therefore, it was with these subcategories that
Osamu Iyama has developed higher Auslander–Reiten theory. Indeed, he has shown that we
can also generalize the Auslander–Reiten translations to n-Auslander–Reiten translations in
n-cluster tilting subcategories ofmodΛ. In doing so, he has also verified that we can use the
n-Auslander–Reiten translations to study the end terms of n-almost split sequences in such
subcategories, just as was the case for almost split sequences inmodΛ.
What is also interesting is that Osamu Iyama has also proved a generalization of
a very important result, called the Auslander Correspondence, to the context of higher
Auslander–Reiten theory by generalizing Auslander algebras to n-Auslander algebras. This
result proved by Osamu Iyama is here referred to as the Higher Auslander Correspondence.
This is a very important result not only because of its consequences, but also because it high-
lights that n-cluster tilting subcategories ofmodΛ are indeed appropriate generalizations of
the categorymodΛ, thereby supporting higher Auslander–Reiten theory.
The purpose of this text is to provide a solid and accessible introduction to higher
Auslander–Reiten theory in the context of finitely generated modules over Artin algebras.
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Themainmotivation for writing such a text comes from the fact that nowadays there is a lack
of introductory texts to higher Auslander–Reiten theory, given that this is a very recent theory.
Therefore, we hope that this text will help to fill this gap, as we present here foundational
material on this theory and many different proofs for known results of this theory.
We remark that higher Auslander–Reiten theory has alsomotivated the introduction
of higher homological algebra, which has its origin in [22] and [28]. In this theory, we study
(n + 2)-angulated, n-abelian and n-exact categories, that are generalizations of triangulated,
abelian and exact categories, respectively, which correspond to the case n = 1. Moreover, we
may also study higher Auslander–Reiten theory through the viewpoint of higher homological
algebra, as it was done in [29], for example. However, for the sake of simplicity, we have
chosen not to explicitly discuss higher homological algebra in this text.
The prerequisites of this text are only basic knowledge on category theory and on
module theory. We do not assume that the reader knows Auslander–Reiten theory, hence
this is a text which allows the reader to learn both Auslander–Reiten theory and higher
Auslander–Reiten theory at the same time. We also remark that it is recommended that
the reader has some familiarity with homological algebra to read this text, but this is not
necessary since we have developed all the theory that we will need from it in Chapter 1. In
this chapter the reader may also find all the basic definitions, notations and results that will
be necessary to read this text, which include basic notions on modules over Artin algebras.
In this text we follow the philosophy that the best approach to understand higher
Auslander–Reiten theory is the functorial approach. Therefore, we devote Chapter 2 to the
study of functor categories, which are regarded here as categories of modules over skeletally
small preadditive categories. This chapter will be fundamental to establish the language
that will be used throughout this text, as well as to prepare the reader to understand the
results that will be given in the following chapters. Two subjects of particular interest that
are discussed in Chapter 2 in the light of functor categories are the Yoneda Lemma and the
Jacobson radical of a category.
It is in Chapter 3 that we start to make a gradual transition from the study of functor
categories to higher Auslander–Reiten theory. In this chapter we explain why it is interesting
to consider Krull–Schmidt categories, as well as we introduce almost split morphisms by
studying when simple modules over certain categories are finitely presented. Moreover, we
also show how almost split sequences can be regarded as short exact sequences that induce
minimal projective resolutions of simple modules. Through this point of view, we introduce
n-almost split sequences as natural generalizations of almost split sequences.
Once we have defined what an n-almost split sequence is, we proceed in Chapter 4
to study their existence. In this chapter we investigate which conditions would be interesting
to impose over a category to make it more likely to have n-almost split sequences. Such
conditions will lead us to the notion of an n-cluster tilting subcategory. In addition, we also
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give several characterizations of n-almost split sequences in such subcategories, as well as
we prove that the existence of almost split morphisms implies the existence of n-almost split
sequences in certain n-cluster tilting subcategories.
From Chapter 5 on we begin to restrict our attention to the case of n-cluster tilting
subcategories of modΛ. In this chapter we prove that every n-cluster tilting subcategory
of modΛ has both almost split morphisms and n-almost split sequences. The proof that
we give here is a generalization of the proof of the existence of almost split sequences in
modΛ through the functorial approach, via the study of dualizing R-varieties. We also prove
the Higher Auslander Correspondence by first passing through a result which we call the
Higher Morita–Tachikawa Correspondence, as well as we present some open problems on
higher Auslander–Reiten theory.
Finally, in Chapter 6 we introduce the n-Auslander–Reiten translations. By using
these concepts we give higher versions of theAuslander–Reiten formulas, which are formulas
that play a central role in Auslander–Reiten theory, and we also show how we can use the
n-Auslander–Reiten translations to relate the end terms of an n-almost split sequence in an
n-cluster tilting subcategory ofmodΛ. Furthermore, we also describe the n-cluster tilting
subcategories ofmodΛ for a certain kind of algebra Λ, as well as we give their n-almost split
sequences.
To read this text, we suggest the reader a continuous reading, given that for the
understanding of the majority of the sections it is essential to first know the content of their
preceding sections. Nevertheless, we observe that the reader who has a proper background in
homological algebra and inmodules over Artin algebrasmay skip Chapter 1, and only consult
it when necessary. Furthermore, in case that the reader would like to read a smaller portion
of this text, we would recommend to skip the content concerning the Higher Auslander
Correspondence by skipping sections 2.9, 4.4, 5.2 and 5.3. On the other hand, if the aim of
the reader is only to achieve the proof of the Higher Auslander Correspondence, then the
reader may skip sections 4.3 and 5.1. Finally, we note that the reader interested in learning
only what the n-Auslander–Reiten translations are may directly read sections 6.1 and 6.2,
without reading the rest of the text and by making a few consultations in it when necessary.
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1 Preliminaries
Here we introduce some notations and conventions, as well as we give some basic
definitions and results that will be used throughout this text. We also develop some basic
notions on homological algebra and on Artin algebras for the convenience of the reader
who is not familiarized with these subjects. However, it will be assumed that the reader has
some basic knowledge on category theory and on module theory. The material presented in
this chapter is intended to provide a minimal background for the reader to understand the
theory presented in this text. Considering this, here we often omit some details and proofs.
In this chapter, A will always stand for an abelian category (see Section 1.1 for the
definition of abelian category).
1.1 Basic definitions and notations
In this section we give some basic definitions and results on category theory, as well
as we fix some conventions and notations which will be used in this text.
To begin with, let C be a category. We will usually indicate that X is an object of C
by writing X ∈ C, and sometimes we may also write f ∈ C to indicate that f is a morphism
of C, but in doing so, we will always make it clear that f is a morphism and not an object.
Moreover, given X,Y ∈ C, we will denote the collection of morphisms from X to Y by
C(X, Y), and we will always assume that C(X, Y) is a set, and not a proper class. We will also
agree that all subcategories of C are full subcategories, and sometimes we write ℬ ⊆ C to
express that ℬ is a subcategory of C. Furthermore, if D is another category, then we will
denoteD ≈ C to indicate thatD and C are equivalent categories.
Throughout this text, we also assume that all rings are associative rings with identity,
and if Λ is a ring, then the term “Λ-module” will always mean “right Λ-module”. In this
case, we denote the category of Λ-modules byModΛ, and given that a left Λ-module is the
same as a right Λop-module, where Λop is the opposite ring of Λ, we denote the category
of left Λ-modules byModΛop. In addition, given X,Y ∈ ModΛ, we will denote the set of
morphisms from X to Y inModΛ by HomΛ(X, Y).
Given a category C and a commutative ring R, we say that C is an R-category if
C(X, Y) is an R-module for each X,Y ∈ C and if the composition of morphisms in C is
R-bilinear. In this case, if C is an R-category satisfying that C(X, Y) is finitely generated as
an R-module for every X,Y ∈ C, then we say that C is finitely confined. Moreover, we say
that a functor F ∶ ℬ → C between two R-categories is an R-functor if the morphism
ℬ(X,Y) → C(F(X), F(Y))
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induced by F is R-linear for each X,Y ∈ ℬ. Finally, if ℬ,C andD are R-categories, then we
say that a bifunctor F = F(−,−) ∶ ℬ × C → D is an R-bifunctor if the morphism
ℬ(X,Y) × C(Z,W) → D(F(X, Z), F(Y,W))
induced by F is R-bilinear for each X,Y ∈ ℬ and Z,W ∈ C.
In case that C is an R-category and R = ℤ is the ring of integers, we say simply
that C is a preadditive category. Moreover, we call a ℤ-functor and a ℤ-bifunctor by an
additive functor and a biadditive bifunctor, respectively.
In this text, we will denote the category of abelian groups by Ab. Moreover, if C is a
preadditive category and X ∈ C, then we will always consider both the covariant functor
C(X,−) and the contravariant functor C(−, X) as being functors from C to Ab. Furthermore,
if f ∶ X → Y is a morphism in C, then we let
C(−, f) ∶ C(−, X)→ C(−, Y)
be the natural transformation whose components are given by C(−, f)Z = C(Z, f) for each
Z ∈ C, and likewise, we let
C(f,−) ∶ C(Y,−)→ C(X,−)
be the natural transformation whose components are given by C(f,−)Z = C(f, Z) for each
Z ∈ C. In addition, for a given X ∈ C, we also denote the endomorphism ring of X byEndC(X). Finally, ifℬ is a subcategory of C and if F ∶ C → Ab is a covariant or contravariant
functor, then we let F|ℬ ∶ ℬ → Ab be the restriction of F toℬ, and if  ∶ F → G is a natural
transformation between covariant or contravariant functors F, G ∶ C → Ab, then we let
|ℬ ∶ F|ℬ → G|ℬ be the restriction of  to ℬ.
We also recall that if C is a preadditive category and X ∈ C, then X is called
projective if for every epimorphism g ∶ Y → Z in C and every morphism f ∶ X → Z in C,








Note thatX is projective if and only if the functorC(X,−) ∶ C → Ab preserves epimorphisms.
Dually,X is called injective if for everymonomorphism g ∶ Z → Y inC and everymorphism











Likewise, note that X is injective if and only if the functor C(−, X) ∶ C → Ab carries
monomorphisms into epimorphisms.
For a ring Λ we will denote the subcategory of ModΛ consisting of all finitely
generated projectiveΛ-modules by P(Λ), as well as we will denote the subcategory ofModΛ
consisting of all finitely generated injective Λ-modules by ℐ(Λ).
Next, we define an additive category to be a preadditive category which has a
zero object and finite coproducts. Moreover, if C is an additive category, then we denote
the coproduct of a finite collection of objects X1,… , Xm ∈ C by X1 ⊕⋯⊕Xm or simply by⨁m
i=1Xi. We remark that in this case, finite coproducts coincide with finite direct sums (see
[31, Lemma 2.1]). More generally, if C has infinite coproducts, then we denote the coproduct
of a collection of objects Xi ∈ C indexed by a set I by⨁i∈I Xi.
We say that an idempotent morphism f ∶ X → X in a category C splits if there
are morphisms g ∶ Y → X and ℎ ∶ X → Y in C such that f = gℎ and ℎg = idY. If every
idempotent morphism in C splits, then we call C an idempotent complete category.
If C is an additive category and X,Y ∈ C, then we say that Y is a direct summand
of X if there is some Z ∈ C such that X ≃ Y ⊕ Z. Furthermore, if C is also idempotent
complete, then for a subcategory ℬ of C we denote by addℬ the subcategory of C consisting
of all direct summands of finite direct sums of objects in ℬ. In this case, we remark thataddℬ is the smallest subcategory of C containing ℬ which is additive, idempotent complete
and closed under isomorphisms, and we also have that add(addℬ) = addℬ. If ℬ has only
one object X, then we denote addℬ = addX, and if we have that addX = C, then we say
that X is an additive generator for C. We also say that C has an additive generator if
there is some X ∈ C such that addX = C. Moreover, still assuming that C is idempotent
complete, we say that an object X ∈ C is indecomposable if X ≠ 0 and if X ≃ Y ⊕ Z in C,
then either Y ≃ 0 or Z ≃ 0. Finally, we denote by indC a subcategory of C whose objects
constitute a complete set of nonisomorphic representatives of the indecomposable objects inC, and we say that C is of finite type if indC has only finitely many objects.
Next, we say that an additive category C is a Krull–Schmidt category if every
nonzero object X ∈ C admits a finite direct sum decomposition X ≃⨁ni=1Xi with Xi ∈ C in
such a way that each Xi has a local endomorphism ring.
The next result shows how the notions of Krull–Schmidt category and idempotent
complete category are related.
Proposition 1.1.1. Let C be an additive category. Then C is a Krull–Schmidt category if and
only if C is idempotent complete and the endomorphism ring of every object of C is semiperfect.
Proof. See [31, Corollary 4.4].
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Now, let C be a Krull–Schmidt category. Then by Proposition 1.1.1 we have that C is
idempotent complete, and it is not difficult to see that an object in C is indecomposable if
and only if its endomorphism ring is local. Furthermore, note that C is of finite type if and
only if C has an additive generator.
We also define an abelian category to be an additive category satisfying that every
morphism has a kernel and a cokernel, and such that every monomorphism is a kernel and
every epimorphism is a cokernel (see [31] for an equivalent definition). In this case, we
remark that every abelian category is idempotent complete.
We give below some results concerning abelian categories which will be needed in
this text. Recall that, in this chapter, A will always denote an abelian category.
Proposition 1.1.2. Letℬ be a subcategory ofA. Thenℬ is an abelian category such that the
inclusionℬ → A is exact if and only ifℬ has a zero object ofA and is closed under finite direct
sums, kernels and cokernels.
Proof. See [38, Proposition 5.92].
Lemma 1.1.3 (Snake Lemma). If
X Y Z 0






is a commutative diagram inA with exact rows, then there is an exact sequence inA given by
the dashed arrows below:
Kerf Ker g Kerℎ
X Y Z 0
0 X′ Y′ Z′







← → ←→ g
← → ←→ ℎ
←→
←→ ← →←→
← →←→ ←→←→ ←→
Proof. See [41, Lemma 1.3.2].
Lemma 1.1.4 (Schanuel’s Lemma). If
0 K P X 0←→ ←→ ←→ ←→
and
0 K′ P′ X 0←→ ←→ ←→ ←→
are two short exact sequences inA with P and P′ projectives, then K ⊕ P′ ≃ K′ ⊕ P.
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Proof. See [38, Proposition 3.12] and [32, Chapter VI, Metatheorem 7.3].
Finally, following [12], we say that a morphism f ∶ X → Y in a category C is right
minimal if every morphism g ∶ X → X in C satisfying fg = f is an isomorphism. Dually,
we say that a morphism f ∶ X → Y in C is left minimal if every morphism g ∶ Y → Y inC satisfying gf = f is an isomorphism. Note that a morphism in C is right minimal if and
only if its corresponding morphism in Cop is left minimal.
1.2 Extensions
We begin now to present some concepts and results from homological algebra which
will be needed in this text. In this section we discuss what an “extension” of objects in an
abelian category is, as well as some other concepts and results related to it. The material
presented here is based on a selected content of [32, Chapter VII], and thus the reader is
referred to it for more details.
In what follows we fix two objects X, Z ∈ A.
We say that a short exact sequence
E ∶ 0 X Y Z 0←→ ←→ ←→ ←→
in A is an extension of X by Z. Moreover, if we have another extension
E′ ∶ 0 X Y′ Z 0←→ ←→ ←→ ←→
of X by Z in A, then we say that E is equivalent to E′ if there is a commutative diagram
E ∶ 0 X Y Z 0
E′ ∶ 0 X Y′ Z 0
←→ ←→←→ idX
←→←→ f
←→←→ idZ←→ ←→ ←→ ←→
in A, in which case we denote E = E′ (note that f must be an isomorphism). This gives
an equivalence relation between all extensions of X by Z, and we denote by Ext1A(Z,X) the
class of equivalence classes of extensions of X by Z in A obtained from this relation.
We remark that it could happen that Ext1A(Z,X) is not a set. Nevertheless, it will
indeed be a set for the categories A which we will be interested in this text, and thus we
assume that this is the case for the rest of this section.
We do not describe it here, but we can define an addition operation + between
extensions of X by Z in A which turns Ext1A(Z,X) into an abelian group. In this case, the
zero element of Ext1A(Z,X) is given by the split exact sequence
0 X X ⊕ Z Z 0←→ ←→ ←→ ←→
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in A, which we denote by 0. The reader is referred to [32, Chapter VII, Section 1] for details.
We now proceed to show how the extension groups Ext1A(Z,X) define a biadditive
bifunctor Ext1A = Ext1A(−,−) ∶ Aop ×A→ Ab.
If
E ∶ 0 X Y Z 0←→ ←→ ←→ ←→
is an element of Ext1A(Z,X) and f ∶ X → W is a morphism in A, then we define fE ∈Ext1A(Z,W) to be the short exact sequence obtained in the pushout diagram below.
E ∶ 0 X Y Z 0




←→ ←→ ←→ ←→
Therefore, we can define a map
Ext1A(Z, f) ∶ Ext1A(Z,X) → Ext1A(Z,W)
given by Ext1A(Z, f)(E) = fE for each E ∈ Ext1A(Z,X).
Dually, if we have a morphism f ∶W → Z inA, then we let Ef ∈ Ext1A(W,X) be
the short exact sequence obtained in the pullback diagram below.
Ef ∶ 0 X V W 0




←→ ←→ ←→ ←→
In this case, we define a map
Ext1A(f,X) ∶ Ext1A(Z,X) → Ext1A(W,X)
by setting Ext1A(f,X)(E) = Ef for each E ∈ Ext1A(Z,X).
With the above definitions, we can conclude that Ext1A ∶ Aop × A → Ab is a
biadditive bifunctor. The reader is referred to [32, Chapter VII, Section 1] for the proof of
this fact.
Next, we consider exact sequences inA with more terms and we present a general-
ization of the extensions groups Ext1A(Z,X). In what follows, n is a positive integer.
Given an exact sequence
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→ ←→ ←→ ←→ ←→
inA, we call n the length of E and we say that X is the left end term of E, as well as that Z
is the right end term of E. Moreover, if we have another exact sequence of length n
E′ ∶ 0 X Y′n ⋯ Y′1 Z 0←→ ←→ ←→ ←→ ←→ ←→
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with left end term X and right end term Z, then we denote E = E′ if there is a commutative
diagram
E ∶ 0 X Yn ⋯ Y1 Z 0
E′ ∶ 0 X Y′n ⋯ Y′1 Z 0
←→ ←→ idX
←→ ←→ fn
←→ ←→ ←→ f1
←→ ←→←→ idZ←→ ←→ ←→ ←→ ←→ ←→
in A with each fi being an isomorphism.
More generally, we call a commutative diagram as above, without any assumption
over the morphisms fi, by amorphism of sequences of length n with fixed ends, or
for short, amorphism with fixed ends if there is no danger of confusion. If E and E′ are
exact sequences of length n as above, then we say that they are equivalent if there are exact
sequences E = E0, E1,… , Ek−1, Ek = E′ in A of length n such that for each 0 ⩽ i ⩽ k − 1
there is a morphism with fixed ends between Ei and Ei+1. This gives an equivalence relation
between all exact sequences of length n with left end term X and right end term Z, and we
denote by ExtnA(Z,X) the class of equivalence classes of such exact sequences obtained from
this relation.
As it was the case for n = 1, it may happen that ExtnA(Z,X) is not a set for a general
abelian categoryA. But again, it will indeed be a set for the categories that we will consider
in this text, so that we assume that this is the case for the rest of this section. Moreover, we
can also define an addition operation + between exact sequences of length n inA with left
end term X and right end term Z which turns ExtnA(Z,X) into an abelian group. The zero
element of this group is given by the direct sum of the exact sequences
0 X X 0 ⋯ 0 0 0 0←→ ←→idX ←→ ←→ ←→ ←→ ←→ ←→
and 0 0 0 0 ⋯ 0 Z Z 0←→ ←→ ←→ ←→ ←→ ←→ ←→idZ ←→
in A, which we denote by 0. The reader is referred to [32, Chapter VII, Section 3] for details.
Now, suppose that we have two exact sequences
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→ ←→ ←→ ←→ ←→
and F ∶ 0 Z Vm ⋯ V1 W 0←→ ←→ ←→ ←→ ←→ ←→
in A of lengths n andm, respectively, such that the right end term of E coincides with the
left end term of F. Then we define the splice of E and F to be the induced exact sequence
EF ∶ 0 X Yn ⋯ Y1 Vm ⋯ V1 W 0←→ ←→ ←→ ←→ ←→ ←→ ←→ ←→ ←→
of length n + m in A. In this case, for each m, n ⩾ 1 andW,X, Z ∈ A we can define the
splicing operation
ExtnA(Z,X) × ExtmA(W,Z) → Extm+nA (W,X)
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which associates each E ∈ ExtnA(Z,X) and F ∈ ExtmA(W,Z) to their splice EF. We remark
that it follows from [32, Chapter VII, Lemma 3.2] that the splicing operation is bilinear.
The advantage of considering the splice of exact sequences is that if we are given an
exact sequence
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
inA of length n, then we can write it as a splice of n short exact sequences. In fact, for each1 ⩽ i ⩽ n consider the short exact sequence
Ei ∶ 0 Kerfi Yi Imfi 0←→ ←→ ←→ ←→
in A. Then we have that E = EnEn−1⋯ E2E1.
As a consequence of the above two paragraphs, we have the following result:
Proposition 1.2.1. If
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
is an exact sequence inA such that f1 is a split epimorphism or fn+1 is a split monomorphism,
then E = 0 in ExtnA(Z,X).
Proof. First, write E = EnEn−1⋯ E2E1 as a splice of n short exact sequences in A. If f1 is a
split epimorphism, then we have that E1 = 0 in Ext1A(Z,Kerf1), and thus we obtain that
E = EnEn−1⋯ E2(E1 + E1) = EnEn−1⋯ E2E1 + EnEn−1⋯ E2E1 = E + E,
which implies that E = 0 in ExtnA(Z,X).
The case when fn+1 is a split monomorphism is similar.
With the notion of the splice of exact sequences we can also conclude that the
groups ExtnA(Z,X) define a biadditive bifunctor ExtnA = ExtnA(−,−) ∶ Aop × A → Ab. We
will show how this is done below.
Consider an exact sequence E ∈ ExtnA(Z,X). As we already pointed out, we can
write E = EnEn−1⋯ E2E1 as a splice of n short exact sequences in A. Therefore, if we have a
morphism f ∶ X →W inA, then we let fE = (fEn)En−1⋯ E2E1, and thus we can define a
map ExtnA(Z, f) ∶ ExtnA(Z,X) → ExtnA(Z,W)
given by ExtnA(Z, f)(E) = fE for each E ∈ ExtnA(Z,X).
Dually, if we have amorphism f ∶W → Z inA, then we let Ef = EnEn−1⋯ E2(E1f),
and in this case, we define a map
ExtnA(f,X) ∶ ExtnA(Z,X) → ExtnA(W,X)
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by setting ExtnA(f,X)(E) = Ef for each E ∈ Ext
n
A(Z,X).
With the above definitions, we can conclude that ExtnA ∶ Aop × A → Ab is a
biadditive bifunctor. The reader is referred to [32, Chapter VII, Section 3] for the proof of
this fact.
We end this section by recalling an important result which says that a short exact
sequence in A can be extended to long exact sequence in Ab after we apply A(W,−) or
A(−,W) to it, for someW ∈ A. In order to present this result, we first give some definitions.
If
E ∶ 0 X Y Z 0←→ ←→ ←→ ←→




to be the morphism of abelian groups given by )n(W,E)(F) = EF for each F ∈ ExtnA(W,Z).
Furthermore, we also let
)0(W, E) ∶ A(W,Z)→ Ext1A(W,X)
be the morphism of abelian groups given by )0(W, E)(f) = Ef for each f ∈ A(W,Z). For
each i ⩾ 0 we call )i(W, E) the covariant connecting morphism of degree i atW with
respect to the sequence E, or for short, covariant connecting morphism.
Dually, we define
)n(E,W) ∶ ExtnA(X,W)→ Extn+1A (Z,W)
to be the morphism of abelian groups given by )n(E,W)(F) = FE for each F ∈ ExtnA(X,W),
and we also let
)0(E,W) ∶ A(X,W)→ Ext1A(Z,W)
be the morphism of abelian groups given by )0(E,W)(f) = fE for each f ∈ A(X,W). In
this case, for each i ⩾ 0 we call )i(E,W) the contravariant connecting morphism of
degree i atW with respect to the sequence E, or for short, contravariant connecting
morphism.
Theorem 1.2.2. If
E ∶ 0 X Y Z 0←→ ←→f ←→g ←→
is a short exact sequence inA, then for eachW ∈ A the sequences
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← → ← →A(W,f) ← →A(W,g) ←
→
)0(W,E)
← →Ext1A(W,f) ← →Ext1A(W,g) ←
→
)1(W,E)

















← → ← →A(g,W) ← →A(f,W) ←
→
)0(E,W)
← →Ext1A(g,W) ← →Ext1A(f,W) ←
→
)1(E,W)




are exact in Ab, and all of their morphisms are functorial inW.
Proof. It is not difficult to see that the morphisms appearing in these sequences are all func-
torial inW, and we refer the reader to [32, Chapter VII, Theorem 5.1] and [41, Proposition
1.6.8] for the proof that these sequences are exact.
1.3 Complexes
In this sectionwe present some basic definitions and results concerning “complexes”
in abelian categories which will be used in this text.
We say that a sequence
(X∙, d∙) ∶ ⋯ Xn+1 Xn Xn−1 ⋯←→dn+2 ←→dn+1 ←→dn ←→dn−1
in A is a chain complex, or for short, a complex, if dndn+1 = 0 for all n ∈ ℤ, and some-
times we denote (X∙, d∙) simply by X∙ if no confusion may arise. Furthermore, given two
complexes (X∙, d∙) and (Y∙, c∙) in A, we define amorphism of complexes
f = f∙ ∶ (X∙, d∙)→ (Y∙, c∙)
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to be a collection of morphisms fn ∶ Xn → Yn in A with n ∈ ℤ such that
⋯ Xn+1 Xn Xn−1 ⋯




←→dn−1←→ fn−1←→cn+2 ←→cn+1 ←→cn ←→cn−1
is a commutative diagram.
It is straightforward to see that the composition gf of two morphism of complexes
f = f∙ ∶ X∙ → Y∙ and g = g∙ ∶ Y∙ → Z∙, which is given by (gf)n = gnfn for each n ∈ ℤ,
is also a morphism of complexes. In this case, we define the category of complexes in A,
which we denote by Ch(A), to be the category whose objects are complexes in A and whose
morphisms are morphisms of complexes.
An important property of Ch(A) is that it is an abelian category. We refer the reader
to [38, Proposition 5.100] for the proof of this fact, as well as for a description of how direct




of complexes in Ch(A) is exact if and only if
Xn Yn Zn
←→fn ←→gn
is exact in A for each n ∈ ℤ.
Now, if we fix some n ∈ ℤ, then given a complexX∙ = (X∙, d∙) ∈ Ch(A), we define




in A. In this case, if f∙ ∶ X∙ → Y∙ is a morphism in Ch(A), then we can conclude that f∙
induces a morphism Hn(f∙) ∶ Hn(X∙) → Hn(Y∙), and thus we can also verify that these
data an additive functorHn ∶ Ch(A)→ A. We refer the reader to [38, Proposition 6.8] for
the details. We also remark that X∙ is an exact sequence in A if and only if Hn(X∙) = 0 for
every n ∈ ℤ.
Next, we say that amorphismf∙ ∶ (X∙, d∙)→ (Y∙, c∙) inCh(A) isnull homotopic
if there are morphisms sn ∶ Xn → Yn+1 in A such that fn = sn−1dn + cn+1sn for each n ∈ ℤ.
⋯ Xn+1 Xn Xn−1 ⋯




←→dn−1←→ fn−1←→sn−1←→cn+2 ←→cn+1 ←→cn ←→cn−1
Moreover, if g∙ ∶ (X∙, d∙) → (Y∙, c∙) is another morphism in Ch(A), then we say that f∙
and g∙ are homotopic if f∙ − g∙ is null homotopic. We remark that the relation of being
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homotopic gives an equivalence relation between all morphisms from (X∙, d∙) to (Y∙, c∙) in
Ch(A).
Finally, given a morphism of complexes f = f∙ ∶ (X∙, d∙)→ (Y∙, c∙) in Ch(A), we
define themapping cone of f to be the complex (cone(f)∙, b∙) in Ch(A) given by
cone(f)n = Xn−1 ⊕Yn
and
bn = (−dn−1 0−fn−1 cn) ∶ Xn−1 ⊕Yn → Xn−2 ⊕Yn−1
for each n ∈ ℤ. Furthermore, we say that f is a quasi-isomorphism if the morphisms
Hn(f) ∶ Hn(X∙)→ Hn(Y∙) induced by f are isomorphisms for every n ∈ ℤ.
The following result gives a connection between the two concepts defined above:
Proposition 1.3.1. A morphism f ∈ Ch(A) is a quasi-isomorphism if and only if cone(f) is
an exact sequence inA.
Proof. See [38, Corollary 10.41].
1.4 Projective and injective resolutions
Wenowproceed to give the definition of a “projective resolution” and of an “injective
resolution” of an object in A, as well as of some other related concepts. We also give some
results and show how we can use these resolutions to compute the groups ExtnA(X,Y) for
n ⩾ 1 and X,Y ∈ A. In general, we present here some results only for the “projective case”
since the corresponding results for the “injective case” will be recovered by taking opposite
categories.
In what follows, n will denote a positive integer and we fix two objects X,Y ∈ A.
A projective n-presentation of X is an exact sequence
Pn Pn−1 ⋯ P1 P0 X 0←→fn ←→fn−1 ←→f2 ←→f1 ←→f0 ←→
in A such that each Pi is projective, and for simplicity we call a projective 1-presentation of
X by a projective presentation of X. A projective resolution of X is an exact sequence
⋯ P2 P1 P0 X 0←→f3 ←→f2 ←→f1 ←→f0 ←→
in A such that each Pi is projective.
Dually, an injective n-copresentation of X is an exact sequence
0 X I0 I1 ⋯ In−1 In←→ ←→f0 ←→f1 ←→f2 ←→fn−1 ←→fn
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in A such that each Ij is injective, and for simplicity we call an injective 1-copresentation of
X by an injective copresentation ofX. An injective resolution ofX is an exact sequence
0 X I0 I1 I2 ⋯←→ ←→f0 ←→f1 ←→f2 ←→f3
in A such that each Ij is injective.
In the next result we will see that if we have amorphism between objects inAwhich
have projective resolutions, then in somehow we can extend it to the projective resolutions
of the corresponding objects.
Theorem 1.4.1 (Comparison Theorem). Let ℎ ∶ X → Y be a morphism inA and suppose
that there are projective resolutions
⋯ P2 P1 P0 X 0←→f3 ←→f2 ←→f1 ←→f0 ←→
and ⋯ Q2 Q1 Q0 Y 0←→g3 ←→g2 ←→g1 ←→g0 ←→
of X and Y, respectively. Then we can complete ℎ to a morphism of complexes ℎ∙ as described
below ⋯ P2 P1 P0 X 0






←→g3 ←→g2 ←→g1 ←→g0 ←→
with ℎ−1 = ℎ. Furthermore, if there is another morphism of complexes which extends ℎ as
above, then it is homotopic to ℎ∙.
Proof. See [38, Theorem 6.16] or [41, Theorem 2.2.6].
We say that an epimorphism f ∶ P → X in A is a projective cover of X if P
is projective and f is a right minimal morphism. Dually, we say that a monomorphism
f ∶ X → I in A is an injective envelope of X if I is injective and f is a left minimal
morphism.
Proposition 1.4.2. If f ∶ P → X is an epimorphism in A with P projective, then f is a
projective cover ofX if and only if every morphism g ∶ Z → P inA is an epimorphism provided
that fg is an epimorphism.
Proof. See [31, Lemma 3.4].
Now, we say that a projective n-presentation
Pn Pn−1 ⋯ P1 P0 X 0←→fn ←→fn−1 ←→f2 ←→f1 ←→f0 ←→
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of X is aminimal projective n-presentation of X if each morphism fi is right minimal.
Moreover, we call a projective resolution
⋯ P2 P1 P0 X 0←→f3 ←→f2 ←→f1 ←→f0 ←→
of X aminimal projective resolution of X if each morphism fi is right minimal.
Dually, we say that an injective n-copresentation
0 X I0 I1 ⋯ In−1 In←→ ←→f0 ←→f1 ←→f2 ←→fn−1 ←→fn
of X is aminimal injective n-copresentation of X if each morphism fj is left minimal.
Furthermore, we call an injective resolution
0 X I0 I1 I2 ⋯←→ ←→f0 ←→f1 ←→f2 ←→f3
of X aminimal injective resolution of X if each morphism fj is left minimal.
The next four results that we present are well known and they can be found, for
example, in [18, Section 3, Proposition 8 and its Corollary] and [31, Corollary 3.5]. However,
for the convenience of the reader, we give here their proofs, which are slightly different from
those of the references. We will show that projective covers are unique up to isomorphism,
and also that ifX admits aminimal projective resolution, then it is unique up to isomorphism
of complexes, as well as that it is a direct summand, as a complex, of all the other projective
resolutions of X.
Lemma 1.4.3. Let
⋯ P2 P1 P0 X 0






←→g3 ←→g2 ←→g1 ←→g0 ←→
be a commutative diagram inA whose top and bottom rows are minimal projective resolutions
of X and Y, respectively. If ℎ−1 is an isomorphism, then ℎ∙ ∶ P∙ → Q∙ is an isomorphism of
complexes, where P−1 = X and Q−1 = Y.
Proof. First, we will verify that ℎ0 is an isomorphism. Well, we have that g0ℎ0 = ℎ−1f0 is an
epimorphism, so that by Proposition 1.4.2 we obtain that ℎ0 is an epimorphism. Therefore,
given that Q0 is projective, we conclude that there is some morphism k0 ∶ Q0 → P0 such
that ℎ0k0 = idQ0 . Hence we have g0 = ℎ−1f0k0, so that ℎ−1f0k0ℎ0 = ℎ−1f0, and thus
f0k0ℎ0 = f0. Then k0ℎ0 is an isomorphism, which implies that ℎ0 is a split monomorphism,
and consequently an isomorphism since we already know that it is a split epimorphism.
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Next, note that there is a morphism u0 ∶ Kerf0 → Ker g0 in A which makes the
diagram with exact rows below commute
0 Kerf0 P0 X 0





←→ ←→ ←→g0 ←→
and because ℎ−1 and ℎ0 are isomorphisms, so is u0. In this case, we can conclude that the
diagram
⋯ P3 P2 P1 Kerf0 0
⋯ Q3 Q2 Q1 Ker g0 0




←→g3 ←→g3 ←→g2 ←→g′1 ←→
is commutative, where f′1 and g′1 are the morphisms induced by f1 and g1, respectively, and
thus by the same reasoning as before we can verify that ℎ1 is an isomorphism.
Therefore, if we proceed by induction we can conclude that every morphism ℎj is
an isomorphism, which implies that ℎ∙ ∶ P∙ → Q∙ is an isomorphism of complexes.
Proposition 1.4.4. If X admits two projective covers f ∶ P → X and g ∶ Q → X, then there
is an isomorphism ℎ ∶ P → Q such that f = gℎ.
Proof. Since P is projective and g is an epimorphism in A, there is a morphism ℎ ∶ P → Q





Furthermore, by following the proof of Lemma 1.4.3 we obtain that ℎ is an isomorphism.
Proposition 1.4.5. If X admits two minimal projective resolutions
P∙ ∶ ⋯ P2 P1 P0 X 0←→f3 ←→f2 ←→f1 ←→f0 ←→
and
Q∙ ∶ ⋯ Q2 Q1 Q0 X 0←→g3 ←→g2 ←→g1 ←→g0 ←→ ,
where P−1 = Q−1 = X, then P∙ and Q∙ are isomorphic as complexes.
Proof. It follows from the Comparison Theorem that there is a morphism of complexes ℎ∙ ∶
P∙ → Q∙ such that ℎ−1 = idX, and by Lemma 1.4.3 we obtain that ℎ∙ is an isomorphism.
Proposition 1.4.6. Assume that X admits a minimal projective resolution
P∙ ∶ ⋯ P2 P1 P0 X 0←→f3 ←→f2 ←→f1 ←→f0 ←→ ,
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where P−1 = X. If
Q∙ ∶ ⋯ Q2 Q1 Q0 X 0←→g3 ←→g2 ←→g1 ←→g0 ←→
is another projective resolution of X, where Q−1 = X, then there is an exact sequence
K∙ ∶ ⋯ K2 K1 K0 0←→k3 ←→k2 ←→k1 ←→
inA such that Q∙ is isomorphic as a complex to
K∙ ⊕ P∙ ∶ ⋯ K2 ⊕ P2 K1 ⊕ P1 K0 ⊕ P0 X 0←→(
k3 00 f3 ) ←→( k2 00 f2 ) ←→( k1 00 f1 ) ←→( 0 f0 ) ←→ .
Proof. It follows from the Comparison Theorem that there are morphisms of complexes
u∙ ∶ P∙ → Q∙ and v∙ ∶ Q∙ → P∙ such that u−1 = v−1 = idX. Hence we obtain a morphism
v∙u∙ ∶ P∙ → P∙ which must be an isomorphism by Lemma 1.4.3. Therefore, v∙ is a split
epimorphism, and this implies that Q∙ ≃ K∙ ⊕ P∙, where
K∙ ∶ ⋯ K2 K1 K0 0←→k3 ←→k2 ←→k1 ←→
is the kernel of v∙. Finally, because Q∙ is an exact sequence inA, it follows that so is K∙.
To end this section, we present another way to compute ExtnA(X,Y) through projec-
tive or injective resolutions. But in order to do this, we need to guarantee the existence of
such resolutions.
It is not difficult to see that every object in A admits a projective resolution if and
only if for every Z ∈ A there is an epimorphism P → Z in A with P projective. In case that
this happens, we say that A has enough projectives.
Likewise, we also have that every object in A admits an injective resolution if and
only if for every Z ∈ A there is a monomorphism Z → I in A with I injective. In case that
this happens, we say that A has enough injectives.
Now, if we assume that A has enough projectives, then we can take a projective
resolution ⋯ P2 P1 P0 X 0←→f3 ←→f2 ←→f1 ←→f0 ←→
of X. In this case, if we apply the functor A(−, Y) to it, then we obtain the complex
0 A(X,Y) A(P0, Y) A(P1, Y) A(P2, Y) ⋯←→ ← →A(f0,Y) ← →A(f1,Y) ← →A(f2,Y) ← →A(f3,Y)
in Ab, and we can prove that there is a functorial isomorphism
ExtnA(X,Y) ≃ KerA(fn+1, Y)ImA(fn, Y) .
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Dually, if we assume that A has enough injectives, then we can take an injective
resolution 0 Y I0 I1 I2 ⋯←→ ←→f0 ←→f1 ←→f2 ←→f3
of Y. In this case, if we apply the functorA(X,−) to it, then we obtain the complex
0 A(X,Y) A(X, I0) A(X, I1) A(X, I2) ⋯←→ ← →A(X,f0) ← →A(X,f1) ← →A(X,f2) ← →A(X,f3)
in Ab, and we can also prove that there is a functorial isomorphism
ExtnA(X,Y) ≃ KerA(X, fn+1)ImA(X, fn) .
We refer the reader to [32, Chapter VII, Section 7] for a proof of the above facts, as
well as to [38, Section 6.2] or [41, Section 2.5] for more details about the above discussion on
the computation of ExtnA(X,Y).
1.5 Homological dimensions
In this section we end the preliminaries on homological algebra by presenting
certain “homological dimensions” which will be fundamental in this text.
In what follows we fix an object X ∈ A.
We define the projective dimension of X, which we denote by pdAX, to be the
minimum nonnegative integerm such that ExtkA(X, −) = 0 for every k > m if it exists, and
if no such integer exists, then we let pdAX = ∞.
Dually, we define the injective dimension of X, which we denote by idAX, to be
the minimum nonnegative integerm such that ExtkA(−, X) = 0 for every k > m if it exists,
and if no such integer exists, then we let idAX = ∞.
It is not difficult to conclude from Proposition 1.2.1 and Theorem 1.2.2 that X is
projective if and only if pdAX = 0, and likewise, that X is injective if and only if idAX = 0.
Considering this, it is interesting to have in mind that the projective dimension measures
how far an object is from being projective, and also, that the injective dimension measures
how far an object is from being injective.
We will see in the next proposition that if A has enough projectives, then we can
relate the projective dimension of X with the length of its projective resolutions. We remark
that the dual result for the case when A has enough injectives also holds.
Proposition 1.5.1. Assume thatA has enough projectives and letm ⩾ 0. The following are
equivalent:
(a) pdAX ⩽ m.
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(b) Extm+1A (X,−) = 0.
(c) If there is an exact sequence
0 K Pm−1 ⋯ P1 P0 X 0←→ ←→ ←→ ←→ ←→ ←→ ←→
inA with each Pi projective, then K is projective.
(d) There is an exact sequence
0 Pm Pm−1 ⋯ P1 P0 X 0←→ ←→ ←→ ←→ ←→ ←→ ←→
inA with each Pi projective.
Proof. See [32, Chapter VII, Proposition 6.4].
The next proposition will be useful to prove some results of this text.
Proposition 1.5.2. Assume thatA has enough projectives and let pdAX = d. If 1 ⩽ d <∞,
then there is some projective object P ∈ A such that ExtdA(X, P) ≠ 0.
Proof. Let
0 Pd Pd−1 Pd−2 ⋯ P1 P0 X 0←→ ←→fd ←→fd−1 ←→fd−2 ←→f2 ←→f1 ←→f0 ←→
be a projective resolution of X. We will verify that ExtdΛ(X, Pd) ≠ 0.
Well, suppose that ExtdΛ(X, Pd) = 0. Since we have that
ExtdA(X, Pd) ≃ A(Pd, Pd)∕ ImA(fd, Pd),
it follows that
A(fd, Pd) ∶ A(Pd−1, Pd)→ A(Pd, Pd)
is an epimorphism, and this implies that fd is a split monomorphism. Hence we obtain that
Pd−1 ≃ Pd ⊕ Imfd−1, and thus Imfd−1 = Ker fd−2 is projective. Consequently, we obtain a
projective resolution
0 Ker fd−2 Pd−2 ⋯ P1 P0 X 0←→ ←→ ←→fd−2 ←→f2 ←→f1 ←→f0 ←→
ofX, and then it follows fromProposition 1.5.1 that pdAX ⩽ d−1, a contradiction. Therefore,
ExtdΛ(X, Pd) ≠ 0.
Finally, we define the global dimension ofA, which we denote by gl. dimA, to be
the minimum nonnegative integerm such that ExtkA(−,−) = 0 for every k > m if it exists,
and otherwise, we let gl. dimA = ∞. In this case, it is not difficult to see that
gl. dimA = sup { pdA Z ∣ Z ∈ A} = sup { idA Z ∣ Z ∈ A}.
The reader should note that gl. dimA = 0 if and only if every object inA is projective,
which is also equivalent to say that every object in A is injective.
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1.6 Artin algebras
In this last section of preliminaries we define the notion of “Artin algebra”, which
is the kind of algebra that we will be working with in this text. We also give some basic
results concerning finitely generated modules over such algebras, as well as we establish
some notations and definitions related to homological algebra.
In what follows we fix a commutative artinian ring R.
We define an Artin R-algebra, or more simply, an Artin algebra to be an associa-
tive R-algebra with identity satisfying that it is finitely generated as an R-module. The reader
should note that R is itself an Artin R-algebra.
For the rest of this section we fix an Artin R-algebra Λ.
As a first property, we remark that Λ is both a left and a right artinian ring. Conse-
quently, it is not difficult to conclude that the subcategory ofModΛ consisting of the finitely
presented Λ-modules, which we will denote bymodΛ, coincides with the subcategory of
ModΛ consisting of the finitely generated Λ-modules. Moreover, we can also conclude from
Proposition 1.1.2 thatmodΛ is an abelian category such that the inclusionmodΛ→ ModΛ
is exact.
In this text we will usually restrict our attention to modΛ rather than to ModΛ.
At this point, it is important to observe that we will abuse the notation by denoting the
functors HomΛ(X, −)|modΛ and HomΛ(−, X)|modΛ simply by HomΛ(X, −) and HomΛ(−, X),
respectively, for a given X ∈ modΛ when no confusion may arise.
In the next result we present some further properties ofmodΛ.
Proposition 1.6.1. The following hold for Λ:
(a) modΛ is an R-category.
(b) HomΛ(X, Y) is finitely generated as an R-module for each X,Y ∈ modΛ.
(c) EndΛ(X) is an Artin R-algebra for every X ∈ modΛ.
Proof. See [15, Chapter II, Proposition 1.1].
We also remark that every object of modΛ admits a projective cover in modΛ
(see [15, Chapter I, Theorem 4.2]), and thus Λ is a semiperfect ring. Hence it follows from
propositions 1.1.1 and 1.6.1 thatmodΛ is a Krull–Schmidt category.
Now, it is easy to see that Λop is also an Artin R-algebra, and a very important
property of Λ is that there is a duality between the categories modΛ and modΛop. The
duality is given as follows: First, note that because R is an artinian ring, there are only finitely
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many nonisomorphic simple R-modules S1,… , Sm. In this case, let I(Si) be an injective
envelope of Si for each i, and take J = ⨁mi=1 I(Si) ∈ modR. Then we can conclude that
D = HomR(−, J) ∶ modR → modR is a duality such that D2 ≃ id (see [15, Chapter II,
Theorem 3.1]). Next, note that if X ∈ modΛ, then X ∈ modR and HomR(X, J) has a
structure of left Λ-module given by ( ⋅ g)(z) = g(z) for each  ∈ Λ, g ∈ HomR(X, J) and
z ∈ X. Furthermore, we also have thatHomR(X, J) ∈ modΛop since we know by Proposition
1.6.1 thatHomR(X, J) is finitely generated as an R-module, and if f ∶ X → Y is a morphism
in modΛ, then it is not difficult to see that HomR(f, J) ∶ HomR(Y, J) → HomR(X, J) is a
morphism inmodΛop. Therefore, we can conclude that D induces a contravariant functor
modΛ → modΛop, which we will also denote by D. Likewise, we have that D induces a
contravariant functormodΛop → modΛ, which we will denote by D, and we can prove that
D ∶ modΛ↔ modΛop are dualities such that D2 ≃ id (see [15, Chapter II, Theorem 3.3]).
Given that D ∶ modΛ ↔ modΛop are dualities, we also have that they induce
dualitiesD ∶ P(Λ)↔ ℐ(Λop). Moreover, we can also conclude that there is a duality betweenP(Λ) and P(Λop). To obtain such a duality, first note that if X ∈ modΛ, then HomΛ(X,Λ)
has a structure of left Λ-module given by ( ⋅ g)(z) = g(z) for each  ∈ Λ, g ∈ HomΛ(X,Λ)
and z ∈ X. In this case, we will denoteHomΛ(X,Λ) simply by X∗. Now, by Proposition 1.6.1
we can conclude that X∗ ∈ modΛop, and we also have that if f ∶ X → Y is a morphism in
modΛ, then f∗ ∶ Y∗ → X∗, which is given by f∗ = HomΛ(f,Λ), is a morphism inmodΛop.
Therefore, we obtain a contravariant functor (−)∗ = HomΛ(−,Λ) ∶ modΛ → modΛop.
Likewise, we have a contravariant functor HomΛop(−,Λop) ∶ modΛop → modΛ, which
we will also denote by (−)∗, and to simplify the notation, we will indicate the composition
(−)∗(−)∗ by (−)∗∗. Taking this into account, we can prove that if P ∈ P(Λ), then P∗ ∈ P(Λop),
and also that the induced functors (−)∗ ∶ P(Λ)↔ P(Λop) are dualities such that (−)∗∗ ≃ id
(see [15, Chapter II, Proposition 4.3]).
As a consequence of the above paragraph, we have the following:
Proposition 1.6.2. The categories P(Λ) and ℐ(Λ) are equivalent.
Proof. To obtain an equivalence of categories P(Λ) → ℐ(Λ), it suffices to consider the
composition of the dualities (−)∗ ∶ P(Λ)→ P(Λop) and D ∶ P(Λop)→ ℐ(Λ).
Next, we set some notation. We will denote the global dimension of ModΛ bygl. dimΛ, which by [1, Chapter X, Corollary 2.7] coincides with the global dimension
of modΛ. In this case, we call gl. dimΛ the global dimension of Λ, and we have thatgl. dimΛ = gl. dimΛop (see [1, Chapter X, Corollary 2.13]). Furthermore, given X,Y ∈ModΛ and n ⩾ 1, we will denote ExtnModΛ(X,Y) by ExtnΛ(X,Y), as well as we will denotepdModΛX and idModΛX simply by pdΛX and idΛX, respectively.
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We also remark that every finitely generated Λ-module admits a projective cover in
modΛ (see [15, Chapter I, Theorem 4.2]). From this, we can conclude that everyM ∈ modΛ
admits a minimal projective resolution
⋯ P2 P1 P0 M 0←→ ←→ ←→ ←→ ←→
inModΛ with Pi ∈ P(Λ).
We end this section by introducing some functors which will be used to prove some
results of Section 6.2.
Let X ∈ ModΛ and Y ∈ ModΛop and fix n ⩾ 0. If we take a projective resolution
⋯ Q2 Q1 Q0 Y 0←→g3 ←→g2 ←→g1 ←→g0 ←→
of Y, then by applying the functor X ⊗Λ − ∶ ModΛop → ModR to it, we obtain the complex
⋯ X ⊗Λ Q2 X ⊗Λ Q1 X ⊗Λ Q0 X ⊗Λ Y 0←→id⊗g3 ←→id⊗g2 ←→id⊗g1 ←→id⊗g0 ←→





and we can verify that this construction defines a functor TorΛn (X, −) ∶ ModΛop → ModR.
Likewise, if we take a projective resolution
⋯ P2 P1 P0 X 0←→f3 ←→f2 ←→f1 ←→f0 ←→
of X, then by applying the functor −⊗Λ Y ∶ ModΛ→ ModR to it, we obtain the complex
⋯ P2 ⊗Λ Y P1 ⊗Λ Y P0 ⊗Λ Y X ⊗Λ Y 0←→f3⊗id ←→f2⊗id ←→f1⊗id ←→f0⊗id ←→





and we can show that this construction defines a functor torΛn (−, Y) ∶ ModΛ→ ModR.
We refer the reader to [38, Section 6.2] or [1, Chapter IX, Section 4] for the details
about the construction of the functors that we have indicated above.
Finally, we remark that in the above conditions we can prove that there is an
isomorphism TorΛn (X,Y) ≃ torΛn (X,Y) which is functorial in both variables (see [1, Chapter
IX, Theorem 4.4]). Therefore, we usually identify torΛn (X,Y) with Tor
Λ
n (X,Y), and in doing





In this chapter we begin the study of functor categories, which will be fundamental
for the development of the next chapters. The idea behind functor categories is, as we will
see, that it generalizes categories of modules over rings, and we will frequently highlight
this idea throughout this text to obtain a better understanding of these categories. We also
point out that in some of the next sections we will say that a morphism has a right inverse,
a left inverse, or that it is invertible instead of saying that it is a split epimorphism, a split
monomorphism and an isomorphism, respectively, in order to make some results more
intuitive.
We remark that, throughout this chapter, ℬ and C will always denote skeletally
small preadditive categories (see Section 2.1 for more details about this assumption).
2.1 Basic notions
Given a category C with some suitable properties, we are interested in studying the
category (Cop, Ab) whose objects are the contravariant additive functors from C to Ab and
whose morphisms are the natural transformations between such functors, which we call the
functor category on C. In this case, we need to make two assumptions on C. First, we need
C to be preadditive, so that it makes sense to consider contravariant functors that are additive.
Second, we need to suppose that C is skeletally small, i.e. that the isomorphism classes of
objects in C form a set, which is the same to say that C is equivalent to a small category. This
last property ensures that the class of morphisms between two objects of (Cop, Ab) is a set,
and not a proper class. Therefore, from now on in this chapter, the symbols ℬ and C will
always stand for skeletally small preadditive categories.
An important feature of the category (Cop, Ab) is that it is abelian. For the conve-
nience of the reader, we describe below the properties in (Cop, Ab) which assure that it is an
abelian category.
1. If F, G ∈ (Cop,Ab), then the set of morphisms from F to G is an abelian group with the
following operation: if ,  ∈ (Cop,Ab)(F, G), then  +  ∈ (Cop,Ab)(F, G) is given by( + )X = X + X for each X ∈ C.
2. The zero object in (Cop,Ab) is the constant functor which sends all objects in C to the
zero group.
3. If F, G ∈ (Cop,Ab), then their direct sum F ⊕ G ∈ (Cop,Ab) is the functor given by(F ⊕ G)(X) = F(X)⊕G(X) for each X ∈ C and
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(F ⊕ G)(f) = (F(f) 0
0 G(f)
) ∶ F(Y) ⊕ G(Y)→ F(X) ⊕ G(X)
for each morphism f ∶ X → Y in C.
4. If  ∶ F → G is a morphism in (Cop,Ab), then its kernel is given by the functor
Ker ∈ (Cop,Ab) defined by (Ker)(X) = Ker(X) for each X ∈ C, and such that
for each morphism f ∶ X → Y in C, (Ker)(f) ∶ Ker(Y) → Ker(X) is the unique
morphism which makes the augmented diagram below commute.
0 Ker(Y) F(Y) G(Y)
0 Ker(X) F(X) G(X)
←→ ←→←→ ←→ F(f)
←→Y ←→ G(f)←→ ←→ ←→X
5. If  ∶ F → G is a morphism in (Cop,Ab), then its cokernel is given by the functor
Coker ∈ (Cop,Ab) defined by (Coker)(X) = Coker(X) for each X ∈ C, and such
that for each morphism f ∶ X → Y in C, (Coker)(f) ∶ Coker(Y) → Coker(X) is
the unique morphism which makes the augmented diagram below commute.
F(Y) G(Y) Coker(Y) 0






We also point out that (Cop,Ab) has infinite products and coproducts, which are
given “pointwisely”. Moreover, it is easy to see that a sequence
F G H←→ ←→
in (Cop, Ab) is exact if and only if
F(X) G(X) H(X)←→X ←→X
is exact in Ab for each X ∈ C. Therefore, it follows that a morphism  ∶ F → G in (Cop, Ab)
is a monomorphism if and only if X is a monomorphism for each X ∈ C, and likewise, that
 is an epimorphism if and only if X is an epimorphism for each X ∈ C.
Next, we will investigate an example that will provide us a particular point of view
on functor categories, which will be highly explored in this text.
Example 2.1.1. If Λ is a ring, then we can regard it as a preadditive categoryA consisting
of only one object X and such that A(X, X) = Λ, where the addition in A(X, X) is given
by the addition in Λ, and the composition of morphisms in A(X, X) is given by the ring
multiplication, so that EndA(X) = Λ. In this case, it is easy to see that for F ∈ (Aop,Ab) the
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abelian group F(X) has a Λ-module structure given by z ⋅  = F()(z) for each z ∈ F(X)
and  ∈ Λ, and that for each morphism  ∶ F → G in (Aop,Ab), X ∶ F(X) → G(X) is a
morphism of Λ-modules. Furthermore, eachM ∈ ModΛ defines a functor F ∈ (Aop,Ab)
by setting F(X) = M and defining F() ∶ M → M to be the multiplication by  for each
 ∈ A(X,X), and we also have that each morphism f ∈ ModΛ defines a morphism
 ∈ (Aop,Ab) by setting X = f. Consequently, we can easily conclude that the categoriesModΛ and (Aop,Ab) are isomorphic.
Example 2.1.1 suggests that skeletally small preadditive categories C might be
generalizations of rings, as well as functor categories (Cop,Ab)might be generalizations of
categories of modules over rings. Well, as it was shown by Barry Mitchell in [33], it happens
that this is indeed the case, and in this text we adopt this philosophy to achieve a better
understanding of functor categories.
The ideas described in the above paragraphwere also explored byMauriceAuslander
in [5], but with different purposes than those of Barry Mitchell in [33]. In this case, since we
are interested in studying a generalization of Auslander–Reiten theory, we follow mainly [5]
to develop the results of this chapter.
Taking the preceding discussion into account, from now on we will denote the
functor category on C byModC and call it the category of (right) C-modules, in which
case we will call its objects by (right) C-modules. Furthermore, for F, G ∈ ModC we will
indicate the set of morphisms from F to G by HomC(F, G). Moreover, we will also abuse the
notation and denoteEndModC(F), pdModC F and idModC F simply byEndC(F), pdC F and idC F,
respectively. In addition, we will usually view a ring Λ as a preadditive category consisting of
one object as in Example 2.1.1, which we will also denote by Λ. In this case, we will identify
the category of Λ-modules with the category of contravariant additive functors from Λ toAb, both of which will be indicated byModΛ.
We remark that we also have the notion of a left C-module, which is defined to be
a Cop-module, i.e. a covariant additive functor from C to Ab. Considering this, we define the
category of left C-modules to be the categoryModCop.
At this moment, we point out that, throughout this text, when we say “C-module”
we will always mean “right C-module”, unless otherwise specified. Furthermore, we will
mainly work with right C-modules, given that we will be able to recover the theory for left
C-modules by taking Cop in place of C.
It is interesting to note that as it was the case in Example 2.1.1, if X ∈ C and
F ∈ ModC, then F(X) has a structure of EndC(X)-module given by z ⋅ f = F(f)(z) for
f ∈ EndC(X) and z ∈ F(X), and every morphism of C-modules  ∶ F → G induces a
morphism of EndC(X)-modules X ∶ F(X) → G(X). In view of this, we can define a functor
eC,X ∶ ModC → ModEndC(X) which is given by eC,X(F) = F(X) and eC,X() = X for a
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C-module F and a morphism  ∈ ModC. We call eC,X the evaluation functor at X, and
we will denote it simply by eX when no confusion can arise. Therefore, we see thatModC
gives rise to a category of modules over a certain ring for each object X ∈ C.
We end this section by observing that if C is an R-category for some commutative
ring R, then for each X ∈ C we have that EndC(X) is an R-algebra, and consequently F(X)
has a structure of R-module for each F ∈ ModC. Therefore, we can view each F ∈ ModC
as being a contravariant functor from C to ModR, which in this case turns out to be an
R-functor. Hence we can conclude that ModC = (Cop,Ab) coincides with the category(Cop,ModR) of the contravariant R-functors from C to ModR whose morphisms are the
natural transformations between such functors, which is an R-category. The reader may
see it as a generalization of the concept of modules over R-algebras, and is referred to [10,
Section 1] and [33, Section 11] for more details.
2.2 The Yoneda Lemma
In this section we discuss the Yoneda Lemma and some of its consequences, as well
as how to interpret it as a generalization of a known result for modules over rings.
Lemma 2.2.1 (Yoneda Lemma). For X ∈ C and F ∈ ModC, the map F,X defined by
F,X ∶ HomC(C(−, X), F)→ F(X)
 ↦ X(idX)
is a group isomorphism that is functorial in X and in F. More precisely, if f ∈ C(Y,X) and
 ∈ HomC(F, G) are morphisms in C andModC, respectively, then the following diagrams
commute:
HomC(C(−, X), F) F(X)




HomC(C(−, X), F) F(X)




Proof. It is easy to see that F,X is a morphism of groups. To verify the remaining assertions,
consider the map
!F,X ∶ F(X)→ HomC(C(−, X), F)
which associates to each z ∈ F(X) the morphism of C-modules !F,X(z) ∶ C(−,X)→ F given
by (!F,X(z))Y(f) = F(f)(z) for each f ∈ C(Y,X) and Y ∈ C. It is easy to verify that !F,X is a





is commutative for every  ∈ HomC(C(−, X), F), f ∈ C(Y, X) and Y ∈ C we may show that
!F,X is the inverse of F,X, so that F,X is a group isomorphism.
We leave the details for the proof that F,X is functorial in X and in F to the reader
(for the first case, use the commutativity of the above diagram).
We now apply the Yoneda Lemma to give a different proof for a known result on
modules over rings, which is mentioned in [33, page 2].
Proposition 2.2.2. If Λ is a ring and M is a Λ-module, then there is an isomorphism of
Λ-modulesHomΛ(Λ,M) ≃ M which is funtorial inM.
Proof. This follows from the Yoneda Lemma and the identification ofModΛ as the category
of contravariant additive functors from Λ to Ab as in Example 2.1.1. In fact, the Yoneda
Lemma provides an isomorphism of abelian groupsHomΛ(Λ,M)→ M which is functorial in
M, and from the fact that this isomorphism is functorial in the single object of the preadditive
category Λ, we can conclude that it is also a morphism of Λ-modules.
Next, we proceed to give some definitions and applications of the Yoneda Lemma.
We call a projective object ofModC by a projective C-module. From the Yoneda
Lemma we may conclude that C(−, X) is a projective C-module for every X ∈ C. In fact, let
 ∶ F → G be an epimorphism inModC. Then we have a commutative diagram
HomC(C(−, X), F) F(X)
HomC(C(−, X), G) G(X)
←→F,X←→HomC(C(−,X),) ←→ X←→
G,X
where F,X and G,X are isomorphisms, and since X is an epimorphism we conclude that
HomC(C(−, X), ) is also an epimorphism. Hence C(−, X) is a projective C-module.
We say that a C-module F is representable if there is an object X ∈ C such that
F ≃ C(−, X), and in this case, we say that F is represented by X. The next result describes
completely the morphism between representable C-modules.
Proposition 2.2.3. If X,Y ∈ C, then
C(X,Y)→ HomC(C(−, X),C(−, Y))
f ↦ C(−, f)
is a group isomorphism.
Proof. It follows from the proof of the Yoneda Lemma that
!C(−,Y),X ∶ C(X,Y)→ HomC(C(−, X),C(−, Y))
is a group isomorphism, and it is easy to see that !C(−,Y),X(f) = C(−, f) for f ∈ C(X,Y).
39
The reader should note that by Proposition 2.2.3 we obtain that every morphism
 ∶ C(−, X) → C(−, Y) inModC with X,Y ∈ C is given by  = C(−, f) for some (unique)
morphism f ∶ X → Y in C. We will use this fact throughout this text without reference.
Theorem 2.2.4. The functor YC ∶ C → ModC defined by YC(X) = C(−, X) on the objects
and YC(f) = C(−, f) on the morphisms is additive, full, faithful and injective on objects.
Proof. Let X,Y, Z ∈ C. It is straightforward that C(−, idX) = idC(−,X) and also that if
f ∈ C(X,Y) and g ∈ C(Y, Z), then C(−, g)C(−, f) = C(−, gf), so that YC is a functor.
Furthermore, if f, ℎ ∈ C(X,Y), we also have that C(−, f) + C(−, ℎ) = C(−, f + ℎ), and thusYC is additive.
Finally, from Proposition 2.2.3 we know that YC is full and faithful, and it is clear
that YC is injective on objects.
The functor YC defined in Theorem 2.2.4 is called the Yoneda embedding of C.
As a consequence of Theorem 2.2.4, we conclude that if X,Y ∈ C and f ∈ C(X,Y), then
f is an isomorphism in C if and only if C(−, f) is an isomorphism in ModC. Hence we
have C(−, X) ≃ C(−, Y) if and only if X ≃ Y, so that if F is a representable C-module, then
the object which represents F is unique up to isomorphism. Moreover, if C is an additive
category, then for everyX,Y ∈ Cwe have an isomorphism C(−, X⊕Y) ≃ C(−, X)⊕C(−, Y)
inModC, given that YC is an additive functor.
The Yoneda embedding also allows us to identify C with the subcategory ofModC
consisting of all the C-modules of the form C(−, X) for some X ∈ C, and this fact will be very
useful in this text. The reader should note that this identification is the generalization of the
case when we consider a ring Λ as a Λ-module inModΛ as in Example 2.1.1. Furthermore,
with this identification we see that the Yoneda Lemma is nothing but a generalization of
Proposition 2.2.2 for C-modules.
We end this section by giving a property of the Yoneda embedding of an abelian
category. The proof below was adapted from [41, Lemma 1.6.11].
Proposition 2.2.5. IfA is a skeletally small abelian category, then the Yoneda embedding of
A is a left exact functor which reflects exactness, i.e. we have that a sequence
X Y Z
←→f ←→g
inA is exact provided that
A(−, X) A(−, Y) A(−, Z)←→A(−,f) ←→A(−,g)
is exact inModA.
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Proof. In order to verify that YA is a left exact functor, let
0 X Y Z←→ ←→f ←→g
be an exact sequence in A and takeW ∈ A. It follows from Theorem 1.2.2 that
0 A(W,X) A(W,Y) A(W,Z)←→ ←→A(W,f) ←→A(W,g)
is an exact sequence in Ab, and given thatW was taken arbitrarily, we conclude that
0 A(−, X) A(−, Y) A(−, Z)←→ ←→A(−,f) ←→A(−,g)
is an exact sequence inModA. Hence YA is left exact.
Now, to show that YA reflects exactness, consider a sequence
X Y Z
←→f ←→g
in A and suppose that
A(−, X) A(−, Y) A(−, Z)←→A(−,f) ←→A(−,g)
is exact inModA. Write f = uv with u being the image of f and v being an epimorphism.
To verify that the initial sequence inA is exact, we need to show that u is the kernel of g. For
this, note that from 0 = A(−, g)A(−, f) we obtain that gf = 0, and thus gu = 0. Moreover,
if ℎ ∶W → Y is a morphism inA such that gℎ = 0, then we haveA(W, g)(ℎ) = 0 and since
A(W,X) A(W,Y) A(W,Z)←→A(W,f) ←→A(W,g)
is exact in Ab, we conclude that ℎ = A(W,f)(k) = fk for some morphism k ∶W → X in
A. Hence we have ℎ = uvk, so that ℎ factors through u, and because u is a monomorphism,
this factorization is unique. Therefore, u is the kernel of g.
2.3 Finitely generated projective modules
As a next step to understand the categoryModC, we now develop the notion of a
“finitely generated” C-module, which generalizes the concept of a finitely generated module
over a ring. After that, we focus on such C-modules which are also projective, and in doing
so, we give the definition of a “variety”.
If Λ is a ring, then we know that for every Λ-moduleM there is an epimorphismΛ(I) → M in ModΛ for some set I. In this case, if we regard Λ as a preadditive category
consisting of only one object X as in Example 2.1.1, and if we considerM as a contravariant
functor fromΛ toAb, then we conclude that there is always an epimorphismΛ(−, X)(I) → M
for some set I. As we will see in the next result, this fact can be generalized for C-modules.
The proof given below is from [36, page 3].
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Lemma 2.3.1. For each F ∈ ModC there is an epimorphism
⨁
i∈I
C(−, Xi) → F
inModC, where Xi ∈ C and I is a set.
Proof. Let X ∈ C and z ∈ F(X). By the Yoneda Lemma, there is a morphism of C-modules




C(−, X) → F

















is also an epimorphism. In fact, let f ∶ Y → X be an isomorphism in C and let w ∈ F(Y) be
an arbitrary element. Then F(f) ∶ F(X) → F(Y) is an isomorphism in Ab, so there is some
v ∈ F(X) such that F(f)(v) = w. Next, consider the morphism v ∶ C(−, X) → F inModC





w = F(f)(v) = F(f)(v)X(idX) = (v)YC(f,X)(idX) = (v)Y(f),
hence (⨁
z∈F(X) z)Y is an epimorphism.
Therefore, if S is a complete set of representatives of the isomorphism classes of the






C(−, X) → F
is an epimorphism inModC.
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Using the same notations of the paragraph preceding Lemma 2.3.1, we recall that a
Λ-moduleM is finitely generated if and only if there is an epimorphism Λ(n) → M inModΛ
for some n ⩾ 1, and this is the same to say that there is an epimorphism Λ(−, X)(n) → M in
the respective category of functors. Therefore, to generalize this notion forC-modules, wewill
say that a C-module F is finitely generated if there is an epimorphism⨁ni=1 C(−, Xi)→ F
inModC with Xi ∈ C and n ⩾ 1. We will denote the subcategory ofModC consisting of the
finitely generated C-modules by f . g.(C). Moreover, we will say that F is cyclic if there is an
epimorphism C(−, X)→ F inModC for some X ∈ C.
It is worth mentioning that if C is additive, then a C-module F is finitely generated




C(−, Xi) ≃ C(−, n⨁
i=1
Xi)
whenever X1,… , Xn ∈ C. The reader should note that this property does not hold for a ringΛ, given that there are Λ-modules which are finitely generated but are not cyclic.
Now, if aC-module is finitely generated and projective, thenwewill simply say that it
is a finitely generated projective C-module, and we will denote by P(C) the subcategory
of ModC consisting of these modules. The reader should note that if F ∈ ModC, then
F ∈ P(C) if and only if F is a direct summand of a finite direct sum of C-modules of the
form C(−, X) for some X ∈ C. Therefore, if we view C as a subcategory ofModC through
the Yoneda embedding, then we see that P(C) = addC, which for a ring Λ means thatP(Λ) = addΛ.
We remark that it is easy to see that a C-module F is finitely generated if and only if
there is some epimorphism P → F inModCwith P ∈ P(C). Moreover, we have the following
result which is well known for the case of modules over rings:
Proposition 2.3.2. Let 0 F G H 0←→ ←→ ←→ ←→
be a short exact sequence inModC. If F andH are finitely generated, then so is G.
Proof. Let P → F andQ → H be epimorphisms inModCwith P,Q ∈ P(C). It is not difficult
to see that with these morphisms we can form a commutative diagram
0 P P ⊕ Q Q 0
0 F G H 0
←→ ←→
←→ ←→←→
←→←→←→ ←→ ←→ ←→
in ModC whose top row is a split exact sequence. In this case, it follows from the Snake
Lemma that the morphism P ⊕ Q → G is an epimorphism, which implies that G is finitely
generated since P ⊕ Q ∈ P(C).
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We have already noted that if we identify C as a subcategory of ModC through
the Yoneda embedding, then we have that P(C) = addC. However, it would be interesting
to have that this identification induces an equivalence between C and P(C) since in this
case we would have an easier description of the finitely generated projective C-modules,
namely, we would have that they coincide with the representable C-modules. Well, note that
becauseModC is an abelian category, it is in particular an additive and idempotent complete
category (see Section 1.1). Therefore, given that P(C) = addC, we obtain that P(C) is also
an additive and idempotent complete category. Furthermore, it is not difficult to verify thatP(C) is skeletally small. Taking this into account, we obtain that if C is equivalent to P(C),
then C must be an additive and idempotent complete category. Moreover, as we will see
in Proposition 2.3.3, these conditions are also sufficient to guarantee that C and P(C) are
equivalent.
Considering the above discussion and following [5], we define a variety to be a
skeletally small category which is additive and idempotent complete. Therefore, by the above
paragraph we have that P(C) is always a variety, as well as that every skeletally small abelian
category is a variety. We also note that in case that a variety is also an R-category for some
commutative ring R, then we say that it is an R-variety.
Next, we will prove that the Yoneda embedding induces an equivalence between C
and P(C) if and only if C is a variety. This result is mentioned in [5, Proposition 2.2], and the
proof that we present for it is from [21, Chapter 5, Exercise G].
Proposition 2.3.3. The Yoneda embedding induces an equivalence of categories C→ P(C) if
and only if C is a variety.
Proof. As we have already mentioned above, we have that P(C) is a variety. Consequently, if
the Yoneda embedding induces an equivalence of categories C→ P(C), then we obtain that
C is also a variety.
For the converse, it suffices to show that if C is a variety, then the functor C→ P(C)
induced by the Yoneda embedding is dense. In other words, we only need to verify that every
finitely generated projective C-module is representable.
Well, assume that C is a variety, take F ∈ P(C) and let  ∶ C(−, X) → F be
an epimorphism in ModC with X ∈ C. Since F is projective, there is some morphism
 ∶ F → C(−, X) inModC such that  = idF. In this case,  is an idempotent morphism,
and if we let f ∶ X → X be the morphism in C such that  = C(−, f), then it is easy
to see that f is also idempotent. Moreover, given that C is idempotent complete, there are
morphisms g ∶ Y → X and ℎ ∶ X → Y in C such that f = gℎ and ℎg = idY, and it is
straightforward to see that C(−, g) ∶ C(−, Y) → F is the inverse of C(−, ℎ) ∶ F → C(−, Y).
Hence F ≃ C(−, Y).
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As a consequence of Proposition 2.3.3, we obtain that P(P(C)) ≈ P(C). However,
this should be no surprise to the reader since this means that add(addC) ≈ addC, given thatP(C) = addC, and we already knew that.
2.4 Submodules and quotient modules
In this section we generalize the notions of submodules and quotient modules of
modules over rings for C-modules, as well as we discuss some other concepts which are
related to such generalizations.
If F, G ∈ ModC, then we say that F is a submodule of G, and we denote it by
F ⊆ G, if F(X) ⊆ G(X) for allX ∈ C and if the canonical inclusions X ∶ F(X) → G(X) form
a morphism of C-modules  ∶ F → G. If this is the case, then we refer to  as the canonical
inclusion. It is interesting to note that the requested condition on  to be a morphism of
C-modules is equivalent to say that X is a morphism of abelian groups for each X ∈ C and




commutes, and this commutativity means that F(f) = G(f)|F(Y). Therefore, if F ⊆ G, then
F and G are functors which have essentially the same rule on morphisms.
It is convenient to remark that what we defined as a submodule is also sometimes
called a “subfunctor”. Nevertheless, we will use the former terminology in this text.
Example 2.4.1. If  ∶ F → G is a morphism inModC, then Ker and Im are easily seen
to be submodules of F and G, respectively.
At this moment, we observe that a submodule in ModC is nothing but a subob-
ject in the categoryModC, or more precisely, a representative of the equivalence class of
the corresponding subobject. Furthermore, we can also give an appropriate definition for
the quotient objects in the category ModC by choosing certain representatives for their
equivalence classes, and this is what we do below.
Given G ∈ ModC and F ⊆ G, we define the quotient module of G by F to be the
C-module G∕F defined by (G∕F)(X) = G(X)∕F(X) for each X ∈ C and such that for each
morphism f ∶ X → Y inModC,
(G∕F)(f) ∶ G(Y)∕F(Y)→ G(X)∕F(X)
is the morphism induced by G(f) on the quotient groups. In this case, if we consider the
canonical projections X ∶ G(X)→ G(X)∕F(X) for each X ∈ C, then we obtain a morphism
of C-modules  ∶ G → G∕F which we call the canonical projection.
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The next result will be useful for us to verify in certain cases when a C-module is a
submodule of another C-module.
Proposition 2.4.2. Let H ∈ ModC and F, G be two submodules of H. Then F ⊆ G if and
only if F(X) ⊆ G(X) for every X ∈ C.
Proof. Assume that F(X) ⊆ G(X) for every X ∈ C, and let X ∶ F(X) → G(X) be the
corresponding canonical inclusions. To conclude that F is a submodule of G, we only need
to show that the morphisms X form a morphism of C-modules  ∶ F → G. For this, let
F ∶ F → H and G ∶ G → H be the canonical inclusions and take a morphism f ∶ X → Y






←→F(f) ←→GY ←→ G(f)← →X
←→FX ←→H(f) ←→GX
we can conclude that GXG(f)Y = GXXF(f), and given that GX is a monomorphism, we
obtain that G(f)Y = XF(f). Therefore, since X is clearly a morphism of abelian groups
for each X ∈ C, we obtain that  is a morphism of C-modules.
The converse is trivial.
We remark that the set of submodules of a C-module is partially ordered by ⊆.
Moreover, if F and G are submodules of a C-moduleH, then we can consider the submodule
F + G ofH which is given by (F + G)(X) = F(X) + G(X) for each X ∈ C, i.e. (F + G)(X) is
the subgroup of H(X) generated by F(X) ∪ G(X). Likewise, we can consider the submodule
F∩G ofH which is given by (F∩G)(X) = F(X)∩G(X) for eachX ∈ C. Therefore, it follows
that the set of submodules of a C-module is a lattice.
More generally, if {Fi}i∈I is a collection of submodules of a C-module H, then we








i∈I Fi(X) and (⋂i∈I Fi) (X) = ⋂i∈I Fi(X) for eachX ∈ C, where∑i∈I Fi(X) is the subgroup
ofH(X) generated by⋃i∈I Fi(X). We call∑i∈I Fi and⋂i∈I Fi the sum and the intersection
of {Fi}i∈I, respectively. Hence the set of submodules of a C-module is a complete lattice.
Next, given G ∈ ModC and F ⊆ G, we say that F is a proper submodule of G if
F ≠ G. Furthermore, we say thatF is amaximal submodule ofG if it is a proper submodule
of G having the property that if F ⊆ H ⊆ G for someH ∈ ModC, thenH = F orH = G.
With the above definitions, we can now give the following proposition which is well
known for modules over rings:
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Proposition 2.4.3. If G is a finitely generated C-module and F is a proper submodule of G,
then F is contained in some maximal submodule of G.
Proof. As we will see in Proposition 2.7.4, there is a skeletally small additive categoryA such
that there is an equivalence of categories s ∶ ModC→ ModA. Moreover, as we will also see
in Corollary 2.7.3, becauseG is finitely generated, we also have that s(G) is finitely generated,
and given that s is an equivalence of categories, it is clear that s(F) is a proper submodule
of s(G). In addition, we also have that F is contained in some maximal submodule of G if
and only if s(F) is contained in some maximal submodule of s(G). Therefore, it suffices to
prove the result by assuming that C is additive.
Taking the above paragraph into account, assume below that C is additive and take
an epimorphism  ∶ C(−, X) → G inModC with X ∈ C.
Let S be the set consisting of the proper submodules of G which contain F. Then
F ∈ S, so that S is a nonempty partially ordered set.
Now, let {Hi}i∈I be a chain in S. We can define a C-moduleH byH(Y) = ⋃i∈I Hi(Y)
for eachY ∈ C in such a way thatH is a submodule ofG. Next, we will verify thatH ≠ G. For
this, assume by contradiction thatH = G. Thenwe can consider X ∶ C(X,X) → ⋃i∈I Hi(X),
and thus there is some j ∈ I such that X(idX) ∈ Hj(X). However, we know by the Yoneda
Lemma that there is some  ∈ HomC(C(−, X), Hj) such that X(idX) = X(idX). Hence if we
let  ∶ Hj → G be the canonical inclusion, then we have that ()X(idX) = X(idX), and thus
it follows from the Yoneda Lemma that  = . Consequently, G = Im = Im  ⊆ Hj,
which implies that G = Hj, a contradiction. Therefore,H ∈ S and sinceHi ⊆ H for all i ∈ I
we conclude thatH is an upper bound for {Hi}i∈I.
Finally, it follows from Zorn’s Lemma that S has a maximal element, which means
that F is contained in some maximal submodule of G.
We end this section by introducing the concept of a “simple” C-module. These
C-modules will play an important role in this text, and they will be studied in more detail in
Section 3.3 for the case when C is a Krull–Schmidt category.
We say that a C-module S is simple if S ≠ 0 and its only submodules are 0 and S.
The reader should note that if F is a submodule of a C-module G, then G∕F is simple if and
only if F is a maximal submodule of G.
Lemma 2.4.4. Let S be a nonzero C-module. The following are equivalent:
(a) S is simple.
(b) Every nonzero morphism F → S inModC is an epimorphism.
(c) Every nonzero morphism S → F inModC is a monomorphism.
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Proof. This is straightforward and left to the reader.
In the next proposition we prove that every simple C-module is cyclic.
Proposition 2.4.5. If S is a simple C-module and X ∈ C satisfies S(X) ≠ 0, then there is an
epimorphism C(−, X) → S inModC.
Proof. If S(X) ≠ 0, then it follows from the Yoneda Lemma that there is a nonzeromorphism
of C-modules C(−, X) → S, which must be an epimorphism by Lemma 2.4.4.
Finally, we define the socle of a C-module F to be the sum of all of its simple
submodules, and we denote it by socC F. This concept will be explored in Section 6.3.
2.5 Ideals and bimodules
In the sense that a skeletally small preadditive category generalizes the concept of a
ring, we now present the generalization of ideals of rings for such categories. In doing so,
we also generalize the notion of bimodules over rings.
For a given ringΛwe know that a right ideal of it is nothing but aΛ-module which is
a submodule ofΛ viewed as amodule over itself. In this case, if we considerΛ as a preadditive
category consisting of one single object X as in Example 2.1.1, then we obtain that a right
ideal of Λ corresponds to a submodule of Λ(−,X). Likewise, we also have that a left ideal of
Λ corresponds to a submodule of Λ(X,−). Therefore, by generalizing this particular case,
we define a right ideal of C to be a submodule of C(−,X) for some X ∈ C, as well as we
define a left ideal of C to be a submodule of C(X,−) for some X ∈ C.
If F ⊆ C(−,X) is a right ideal of C and if f ∶ Y → X is a morphism in C, then we
will sometimes write f ∈ F to indicate that f ∈ F(Y). Considering this, the reader should
note that if f ∈ F, then fg ∈ F for every morphism g ∈ Cwhenever the composition makes
sense. Likewise, we will assume the same notation for left ideals of C, and if F is such an
ideal, then we also have that gf ∈ F for every morphisms f ∈ F and g ∈ C whenever the
composition makes sense.
Now, if f ∶ X → Y is a morphism in C, then it is not difficult to see that it generates
a submodule ⟨f⟩C of C(−, Y) which is defined by
⟨f⟩C(Z) = {fg ∣ g ∈ C(Z, X)}
for each Z ∈ C. Actually, ⟨f⟩C is the image of C(−, f) ∶ C(−,X)→ C(−, Y), and in this case,
we call it the right ideal generated by f. Dually, we define the left ideal generated by f,
which we denote by C⟨f⟩, to be the image of C(f,−) ∶ C(Y,−) → C(X,−), i.e. C⟨f⟩ is the
submodule of C(X,−) which is given by
C⟨f⟩(Z) = {gf ∣ g ∈ C(Y, Z)}
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for each Z ∈ C.
In what follows we only state the next results for right ideals. The dual results for
left ideals are recovered by taking Cop in place of C.
The next proposition, which will be quite useful, is from [36, Corollary 1.3], and
here present a simpler proof for it.
Proposition 2.5.1. Let X ∈ C and F ⊆ C(−, X) be a right ideal of C. If f ∈ C(Y,X) for some
Y ∈ C, then f ∈ F(Y) if and only if ⟨f⟩C ⊆ F.
Proof. If f ∈ F(Y), then fg ∈ F for every morphism g ∈ C whenever the composition
makes sense, so that ⟨f⟩C(Z) ⊆ F(Z) for everyZ ∈ C. Hence by Proposition 2.4.2 we conclude
that ⟨f⟩C ⊆ F.
The converse is straightforward.
The next result is a generalization of a well known result for right ideals of rings.
Proposition 2.5.2. Let X ∈ C and F ⊆ C(−, X) be a right ideal of C. The following are
equivalent:
(a) F = C(−, X).
(b) idX ∈ F(X).
(c) There is some morphism in F(X) that has a right inverse.
Proof. It is clear that (a) implies (b) and (b) implies (c). Therefore, assume that (c) holds and
let f ∈ F(X) be such that there is some g ∈ C(X,X) with fg = idX. Then idX ∈ F(X) and it
follows from Proposition 2.5.1 that C(−, X) = ⟨idX⟩C ⊆ F. Hence F = C(−, X).
Now, we would like to define what a “two sided” ideal of C is. In order to do this,
we first need to introduce what a “bimodule” and a “subbimodule” are.
A (ℬ − C)-bimodule F is a biadditive bifunctor F = F(−,−) ∶ Cop × ℬ → Ab. In
other words, it is a bifunctor F ∶ Cop × ℬ → Ab such that F(−, Y) is a right C-module for
every Y ∈ ℬ, and such that F(X,−) is a left ℬ-module for every X ∈ C.
We can form the category of (ℬ − C)-bimodules whose objects are the biadditive
bifunctors F ∶ Cop × ℬ → Ab and whose morphisms are the natural transformations
between such bifunctors. It is interesting to note that if F and G two (ℬ − C)-bimodules,
then a collection of morphisms of abelian groups (X,Y) ∶ F(X,Y) → G(X,Y) indexed
by (X,Y) ∈ Cop × ℬ forms a morphism of (ℬ − C)-bimodules  ∶ F → G if and only if
(−,Y) ∶ F(−, Y) → G(−, Y) is a morphism of right C-modules for every Y ∈ ℬ, and if
(X,−) ∶ F(X,−) → G(X,−) is a morphism of left ℬ-modules for every X ∈ C.
49
Next, given two (ℬ − C)-bimodules F and G, we say that F is a subbimodule of
G, and we denote it by F ⊆ G, if F(X, Y) ⊆ G(X, Y) for every (X, Y) ∈ Cop × ℬ and if the
canonical inclusions (X,Y) ∶ F(X, Y) → G(X, Y) form a morphism of (ℬ − C)-bimodules
 ∶ F → G.
Now, let Λ be a ring and view it as a preadditive category as in Example 2.1.1. Then
it is not difficult to see that a two sided ideal of Λ corresponds to a (Λ − Λ)-subbimodule of
the (Λ − Λ)-bimodule Λ(−,−). Motivated by this, we define a two sided ideal of C to be a
subbimodule of the (C − C)-bimodule C(−,−).
As it was the case for left and right ideals of C, if I is a two sided ideal of C and
if f ∶ X → Y is a morphism in C, then we will sometimes write f ∈ I to indicate that
f ∈ I(X,Y). In this case, note that if f ∈ I, then gfℎ ∈ I for every morphism g, ℎ ∈ C
whenever the compositionmakes sense.Moreover, eachmorphismf ∶ X → Y inC generates
a subbimodule C⟨f⟩C of C(−,−) which is defined by
C⟨f⟩C(W,Z) = {gfℎ ∣ g ∈ C(Y, Z) and ℎ ∈ C(W,X)}
for eachW,Z ∈ C. We call C⟨f⟩C the two sided ideal generated by f.
It is interesting to remark that if I is a two sided ideal of C, then we can form the quo-
tient category C∕I whose objects are those of C, and where (C∕I)(X,Y) = C(X,Y)∕I(X,Y)
for each X,Y ∈ C, with the composition in C∕I being induced by the composition in C.
Next, we proceed to define the “product” of two sided ideals of C, which generalizes
the notion of the product of two sided ideals of rings.
If I and J are two sided ideals of C, then for each X,Y ∈ C consider
IJ(X,Y) = { m∑
i=1
figi ∣ fi ∈ I(Zi, Y), gi ∈ J(X, Zi), Zi ∈ C, m ∈ ℕ} .
In other words, IJ(X,Y) is the subgroup of C(X,Y) generated by all morphisms of the form
fgwithf ∈ I(Z,Y), g ∈ J(X, Z) andZ ∈ C. It is not difficult to see that with these subgroups
we obtain a two sided ideal IJ = IJ(−,−) of C, which we call the product of I and J. Note
that we have IJ ⊆ I and IJ ⊆ J.
Now, if I is a two sided ideal of C, then we can define inductively the nth power of
I by In = In−1I for each n ⩾ 2. In this case, for each X,Y ∈ C we have
In(X,Y) = { m∑
i=1
fin⋯fi2fi1 ∣ fij ∈ I(Zi(j−1), Zij), Zij ∈ C, Zi0 = X, Zin = Y, m ∈ ℕ} .
This means that In(X,Y) consists of all finite sums of morphisms f ∶ X → Y in C that admit
a factorization of the form
X = Z0 Z1 Z2 ⋯ Zn−1 Zn = Y←→f1 ←→f2 ←→f3 ←→fn−1 ←→fn
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with fj ∈ I(Zj−1, Zj) for each 1 ⩽ j ⩽ n.
We will agree that I0 = C(−,−) for every two sided ideal I of C, in which case we
have In ⊆ In−1 for each n ⩾ 1. Moreover, we let I∞ be te two sided ideal of C defined by
I∞(X,Y) = ⋂n∈ℕ In(X,Y) for each X,Y ∈ C, so that we have
C ⊇ I ⊇ I2 ⊇⋯ ⊇ In ⊇⋯ ⊇ I∞,
where C = C(−,−).
We end this section by remarking some features of ideals in additive categories.
Therefore, for the rest of this section, let A be a skeletally small additive category. We first
bring attention to the following result:
Proposition 2.5.3. A right ideal F ⊆ A(−, X) ofA is finitely generated if and only if there is
some morphism f ∶ Y → X inA such that ⟨f⟩A = F.
Proof. Note that every morphismA(−, Y) → F inModA with Y ∈ A is induced byA(−, f)
for some morphism f ∶ Y → X in A. Therefore, F is a finitely generated A-module if and
only if there is some morphism f ∶ Y → X in A such that ImA(−, f) = F, and this latter
assertion means that ⟨f⟩A = F.
Next, until the end of this section, let I and J be two sided ideals of A.









for each Xi, Yj ∈ A and m, n ⩾ 1. Indeed, this follows from the fact that I is an additive
functor in each variable. In this case, if X =⨁mi=1Xi and Y =⨁nj=1 Yj, then for a morphism
f ∈ A(X,Y) let fij ∶ Xi → Yj be the morphism induced by f and the decompositions of X
and Y for each pair ij. Then it is easy to see that f ∈ I(X,Y) if and only if fij ∈ I(Xi, Yj) for
each pair ij.
Another particularity that we obtain for A concerns a simplification for the de-
scription of the morphisms in IJ(X,Y) for X,Y ∈ A. To see this, let∑mi=1 figi ∈ IJ(X,Y)
with fi ∈ I(Zi, Y), gi ∈ J(X, Zi) and Zi ∈ A. If we take Z = ⨁mi=1 Zi, then we can write∑m
i=1 figi = fg for some suitable morphisms f ∈ I(Z,Y) and g ∈ I(X, Z). Therefore, we
obtain that
IJ(X,Y) = {fg ∣ f ∈ I(Z,Y), g ∈ J(X, Z), Z ∈ A} .
In particular, we also conclude that
In(X,Y) = {f ∈ A(X,Y) ∣ f admits a factorization f = fn⋯f2f1 with fj ∈ I}
for each n ⩾ 2.
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2.6 The Jacobson radical
We now generalize the concepts of the Jacobson radical of a module over a ring for
a C-module, and of the Jacobson radical of a ring for a skeletally small preadditive category
C, which turns out to be a two sided ideal of C. We remark that this latter generalization
was first introduced by Gregory M. Kelly in [30], but here we present it by following the
approach given in [33].
If F is a C-module, then we define the Jacobson radical of F, which we denote byradC F, to be the intersection of all of its maximal submodules, and in case that F has no
maximal submodule, we let radC F = F. The reader should note that if F is finitely generated
and nonzero, then by Proposition 2.4.3 we have that radC F is a proper submodule of F.
In this text, we will be mostly interested in the radical of representable modules,
and to simplify the notation, for a given Y ∈ C, we will denote the radical of C(−, Y) byradC(−, Y). Moreover, for an object X and a morphism f in C we will denote radC(−, Y)(X)
by radC(X,Y) and radC(−, Y)(f) by radC(f, Y).
In the next result, which is from [33, Lemma 4.1], we give a characterization of the
elements of radC(X,Y) for X,Y ∈ C.
Theorem 2.6.1. If X,Y ∈ C, then
radC(X,Y) = {f ∈ C(X,Y) ∣ idY −fg has a right inverse for all g ∈ C(Y,X)}= {f ∈ C(X,Y) ∣ idY −fg is invertible for all g ∈ C(Y,X)}.
Proof. Let f ∈ radC(X,Y) and suppose that there is some g ∈ C(Y,X) such that idY −fg
does not have a right inverse. In this case, it follows from Proposition 2.5.2 that ⟨idY −fg⟩C is
a proper submodule of C(−, Y). Therefore, by Proposition 2.4.3 we conclude that ⟨idY −fg⟩C
is contained in some maximal submoduleM of C(−, Y), and in particular, idY −fg ∈ M(Y).
However, we know that f ∈ M(X), so that fg ∈ M(Y). Consequently, idY ∈ M(Y), which
implies by Proposition 2.5.2 thatM = C(−, Y), a contradiction. Hence idY −fg has a right
inverse for all g ∈ C(Y,X).
Conversely, let f ∈ C(X,Y) be a morphism with the property that idY −fg has a
right inverse for all g ∈ C(Y,X). LetM be a maximal submodule of C(−, Y) and assume that
f ∉ M(X). Then ⟨f⟩C+M is a submodule of C(−, Y) that containsM as a proper submodule,
which implies that ⟨f⟩C +M = C(−, Y). Therefore, idY ∈ ⟨f⟩C(Y) +M(Y), so that there
are g ∈ C(Y,X) and ℎ ∈ M(Y) such that idY = fg + ℎ. Thus idY −fg = ℎ ∈ M(Y) has a
right inverse, and by Proposition 2.5.2 we obtain thatM = C(−, Y), which is a contradiction.
Consequently, f ∈ M(X) for all maximal submodulesM ofC(−, Y) and then f ∈ radC(X,Y).
To verify the second equality in the statement of the theorem, we only need to show
that if f ∈ radC(X,Y), then idY −fg is invertible for all g ∈ C(Y,X).
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Well, let f ∈ radC(X,Y) and g ∈ C(Y,X). We know that there is some ℎ ∈ C(Y,Y)
such that idY = (idY −fg)ℎ, and thus we have ℎ = idY −f(−gℎ)with−gℎ ∈ C(Y,X). Hence
there is some k ∈ C(Y,Y) such that ℎk = idY, which gives us k = (idY −fg)ℎk = idY −fg.
Therefore, idY = ℎ(idY −fg), and we conclude that idY −fg is invertible.
As a consequence of Theorem 2.6.1, we obtain the following:
Corollary 2.6.2. radC(X,X) is the Jacobson radical of EndC(X) for every X ∈ C.
Proof. This follows from Theorem 2.6.1 and [1, Chapter VII, Theorem 3.2].
Now, we will show that the radical of the representable left C-modules must in
somehow coincide with the radical of the representable right C-modules. To achieve this
goal, for each X ∈ C we will temporarily denote the radical of C(X,−) by rad∗C(X,−), as well
as we will denote rad∗C(X,−)(Y) by rad∗C(X,Y) for each Y ∈ C.
First, we give the dual of Theorem 2.6.1:
Theorem 2.6.3. If X,Y ∈ C, then
rad∗C(X,Y) = {f ∈ C(X,Y) ∣ idX −gf has a left inverse for all g ∈ C(Y,X)}= {f ∈ C(X,Y) ∣ idX −gf is invertible for all g ∈ C(Y,X)}.
Proof. Since the category of left C-modules coincide with the category of right Cop-modules,
the result follows by Theorem 2.6.1.
Next, we give a lemma which is from [2, Lemma II.1.16] (see also [33, Lemma 4.2]).
Lemma 2.6.4. Let X,Y ∈ C. If f ∈ C(X,Y) and g ∈ C(Y,X), then idY −fg is invertible if
and only if idX −gf is invertible.
Proof. Assume that idY −fg is invertible and let ℎ ∈ C(Y,Y) be its inverse. In this case, we
can verify that idX +gℎf is the inverse of idX −gf, though we leave the details for the reader.
The converse follows from the above paragraph by renaming X, Y, f and g.
Well, observe that from theorems 2.6.1 and 2.6.3 and Lemma 2.6.4 we obtain thatrad∗C(X,Y) = radC(X,Y) for all X,Y ∈ C. Therefore, from now on, for each X ∈ C we will
denote rad∗C(X,−) by radC(X,−), and for an object Y and a morphism f in C we will denoteradC(X,−)(Y) by radC(X,Y) and radC(X,−)(f) by radC(X, f).
From the above discussion we conclude that radC = radC(−,−) is a two sided ideal
of C. We call radC the Jacobson radical of C.
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We end this section by describing the elements of radC(X,Y) by supposing some
additional conditions on X,Y ∈ C. This will be useful when considering the case when C is
a Krull–Schmidt category.
Proposition 2.6.5. If X,Y ∈ C, then
(a) radC(X,Y) = {f ∈ C(X,Y) ∣ f does not have a right inverse} if EndC(Y) is a local ring.
(b) radC(X,Y) = {f ∈ C(X,Y) ∣ f does not have a left inverse} if EndC(X) is a local ring.
(c) radC(X,Y) = {f ∈ C(X,Y) ∣ f is not invertible} ifEndC(X) andEndC(Y) are local rings.
(d) radC(X,Y) = C(X,Y) if EndC(X) and EndC(Y) are local rings and X ≄ Y.
Proof. (a) Let f ∈ radC(X,Y) and suppose that there is some morphism g ∈ C(Y,X) such
that fg = idY. Then 0 = idY −fg is invertible, which implies that Y = 0, a contradiction.
Hence f does not have a right inverse.
Conversely, suppose that f ∈ C(X,Y) does not have a right inverse and consider a
morphism g ∈ C(Y,X). If idY −fg is not invertible, then because EndC(Y) is local it follows
from [1, Chapter VII, Theorem 6.5] that idY −(idY −fg) = fg is invertible. But this implies
that f has a right inverse, which is a contradiction. Therefore, idY −fg is invertible and
consequently f ∈ radC(X,Y).
(b) This follows dually from the proof of item (a).
(c) This follows from items (a) and (b).
(d) This follows from item (c).
2.7 Morita equivalence
In this section we generalize the notion of Morita equivalent rings for skeletally
small preadditive categories, as well as we give some results related to this generalization.
As in the case of rings, we will say that ℬ and C areMorita equivalent if there
is an equivalence of categories Modℬ → ModC, which in this case is called a Morita
equivalence.
It is not difficult to verify that ifℬ ≈ C, thenℬ and C are Morita equivalent, but the
converse of this assertion is not true in general. Nevertheless, we will show that if ℬ andC are Morita equivalent, then P(ℬ) ≈ P(C). In order to prove this result, we first need to
develop the notion of a “small” object.
LetA be an additive category with infinite coproducts. An object X ∈ A is called
small if for every collection of objects Yi ∈ A indexed by a set I and every morphism
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f ∶ X →⨁
i∈I Yi inA there is a finite subset J ⊆ I and a morphism f′ ∶ X →⨁j∈J Yj inA
such that f = qf′, where q ∶ ⨁j∈J Yj →⨁i∈I Yi is the canonical injection. In the case that
X is small and projective, we say simply that it is a small projective object.
The next result is well known.
Lemma 2.7.1. Every finitely generated C-module is small and every small projective C-module
is finitely generated.
Proof. Let F be a finitely generated C-module and let  ∶ ⨁n
i=1 C(−, Xi) → F be an epimor-
phism inModC with Xi ∈ C. Consider a collection of C-modules Gi indexed by a set I and
a morphism  ∶ F →⨁
i∈I Gi inModC. If k ∶ C(−, Xk) → ⨁ni=1 C(−, Xi) is the canonical
injection for each 1 ⩽ k ⩽ n, then since (k)Xk(idXk) is an element of⨁i∈I Gi(Xk), there
is a finite subset Jk ⊆ I such that (k)Xk(idXk) ∈ ⨁j∈J Gj(Xk). Next, take J = J1 ∪⋯ ∪ Jn
and let  ∶ ⨁
j∈J Gj → ⨁i∈I Gi be the canonical injection and  ∶ ⨁i∈I Gi → ⨁j∈J Gj be
the canonical projection. We claim that  = , so that F is small.
To verify the claim, first note that (k)Xk(idXk) = (k)Xk(idXk), thus from
the Yoneda Lemma we obtain that k = k for each 1 ⩽ k ⩽ n. Therefore, taking
the coproduct of these morphisms we obtain that  = , and given that  is an
epimorphism, we conclude that  = .
Now, let F be a small projective C-module. From Lemma 2.3.1 we know that there
is an epimorphism  ∶ ⨁i∈I C(−, Xi) → F in ModC with each Xi ∈ C, and because
F is projective, we obtain that there is a morphism  ∶ F → ⨁i∈I C(−, Xi) in ModC
such that  = idF. Thus from the fact that F is small we conclude that there is a finite
subset J ⊆ I and a morphism  ∶ F → ⨁
j∈J C(−, Xj) inModC such that  = , where
 ∶ ⨁j∈J C(−, Xj) → ⨁i∈I C(−, Xi) is the canonical injection. Hence we have idF =  =
, so that  ∶ ⨁j∈J C(−, Xj) → F is an epimorphism, which implies that F is finitely
generated.
With the above discussion on small objects done, we can conclude the following:
Theorem 2.7.2. If s ∶ Modℬ → ModC is an equivalence of categories, then it also induces
an equivalence P(ℬ) → P(C).
Proof. Since the properties of an object being small and projective are preserved by equiva-
lences of categories, we conclude that a ℬ-module F is small projective if and only if s(F)
is a small projective C-module. Moreover, from Lemma 2.7.1 we know that a module is
small projective if and only if it is finitely generated projective, hence we conclude that a ℬ-
module F is finitely generated projective if and only if theC-module s(F) is finitely generated
projective. Consequently, s induces an equivalence of categories P(ℬ) → P(C).
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As a first consequence of Theorem 2.7.2, we will prove below that the property of
being finitely generated is preserved under Morita equivalences.
Corollary 2.7.3. If s ∶ Modℬ → ModC is an equivalence of categories, then it also induces
an equivalence f . g.(ℬ)→ f . g.(C).
Proof. It is easy to conclude from Theorem 2.7.2 that a ℬ-module F is finitely generated if
and only if the C-module s(F) is finitely generated. Therefore, s induces an equivalence of
categories f . g.(ℬ)→ f . g.(C).
Next, we will show that if P(ℬ) ≈ P(C), then ℬ and C are Morita equivalent. To
achieve this goal, we first need some results.
We start by remarking that we can always extend C to an additive categoryℳ(C)
which contains C as a subcategory. We define the objects ofℳ(C) to be the finite sequences(X1,… , Xn) of objectsXi ∈ C, and for (X1,… , Xn), (Y1,… , Ym) ∈ℳ(C)we let the morphisms
from (X1,… , Xn) to (Y1,… , Ym) to bem×nmatrices (fij)with fij ∈ C(Xj, Yi) for each pair ij.
The composition and sum ofmorphisms inℳ(C) are given by standardmatrixmultiplication
and matrix sum, respectively, and the coproduct of two objects (X1,… , Xn), (Y1,… , Ym) ∈ℳ(C) is given by (X1,… , Xn, Y1,… , Ym). With this definition,ℳ(C) is easily seen to be an
additive category which is also skeletally small, and it is straightforward that we can view C
as a subcategory ofℳ(C).
The next result is from [33, page 11], but here we give a more explicit proof for it.
Proposition 2.7.4. The categoriesModC andModℳ(C) are equivalent.
Proof. It is not difficult to verify that we can always extend aC-moduleF to aℳ(C)-module F̃
by defining F̃(X1,… , Xn) = (F(X1),… , F(Xn)) on objects and by setting F̃((fij)) = (F(fij))T
for a morphism (fij) ∶ (X1,… , Xn) → (Y1,… , Ym) inℳ(C), where T denotes matrix trans-
position. Moreover, given a morphism  ∶ F → G in ModC, we can also extend it to a






for each object (X1,… , Xn) ∈ℳ(C).
In this case, we obtain a functor s ∶ ModC → Modℳ(C) given by s(F) = F̃ and
s() = ̃ for each object F and morphism  inModC.
Now, since we can view C as a subcategory ofℳ(C), we can consider the restriction
functor r ∶ Modℳ(C)→ ModC which sends an object F and a morphism  inModℳ(C)
to F|C and |C, respectively, and it is easy to verify that rs ≃ idModC and sr ≃ idModℳ(C).
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Note that Proposition 2.7.4 can be very useful since it tells us that to study modules
over skeletally small preadditive categories, we may choose to work with modules over
skeletally small additive categories. Recall that we have already used this idea to prove
Proposition 2.4.3, in which case we had the advantage of only needing to consider cyclic
modules in its proof.
Next, we give a detailed proof of a result that is mentioned in [5, Proposition 2.5].
Lemma 2.7.5. If V is a variety and A is a subcategory of V such that addA = V , then the
categoriesModA andModV are equivalent.
Proof. Observe that from Proposition 2.7.4 we have that ModA ≈ Modℳ(A), hence to
conclude that ModA ≈ ModV , it suffices to verify that Modℳ(A) ≈ ModV . Moreover,
note thatℳ(A) is equivalent to the subcategory of V consisting of all finite direct sums of
objects in A, and in what follows we will considerℳ(A) as being such subcategory.
For each X ∈ V we fix a pair of objects X0 ∈ V and ZX ∈ℳ(A) such that X⊕X0 ≃
ZX. Furthermore, for eachX ∈ V we let qX ∶ X → ZX be the canonical injectionX → X⊕X0
composed with an isomorphism X ⊕ X0 → ZX, and pX ∶ ZX → X be the inverse of the
chosen isomorphism X ⊕ X0 → ZX composed with the canonical projection X ⊕ X0 → X,
so that pXqX = idX and qXpX is an idempotent morphism.
Now, if F is aℳ(A)-module, then we extend it to a V-module F̂ by the following
procedure: For each X ∈ V we know that F(qXpX) is an idempotent morphism in Ab, so
that F(ZX) ≃ KerF(qXpX) ⊕ ImF(qXpX), and thus we define F̂(X) = ImF(qXpX). For a
morphism f ∶ X → Y in V we set F̂(f) to be the obvious composition
F̂(Y) F(ZY) F(ZX) F̂(X)
←→ ← →F(qYfpX) ←→ .
Moreover, if  ∶ F → G is a morphism inModℳ(A), then we can extend it to a morphism
̂ ∶ F̂ → Ĝ inModV by defining ̂X to be the obvious composition
F̂(X) F(ZX) G(ZX) Ĝ(X)
←→ ←→ZX ←→
for each X ∈ V .
In this case, we obtain a functor s ∶ Modℳ(A)→ ModV given by s(F) = F̂ ands() = ̂ for each object F and morphism  inModℳ(A).
Finally, if we consider the restriction functor r ∶ ModV → Modℳ(A)which sends
an object F and a morphism  inModV to F|V and |V , respectively, then it is not difficult
to conclude that rs ≃ idModℳ(A) and sr ≃ idModV .
Now, we collect some consequences of the above discussion.
The next proposition is mentioned in [33, page 12]. However, here we present a
different approach, as well as a different proof for it.
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Proposition 2.7.6. The categoriesModC andModP(C) are equivalent.
Proof. Since addC = P(C), it follows from Lemma 2.7.5 thatModC ≈ ModP(C).
Observe that, as Proposition 2.7.4, we also have that Proposition 2.7.6 can be very
useful since it tells us that we may work with modules over varieties instead of modules
over skeletally small preadditive categories, given that P(C) is a variety. The advantage of
doing so is that by Proposition 2.3.3 we have an easier description of the finitely generated
projective modules over varieties.
Finally, we prove below the result that we had established as our goal, which is
from [5, Proposition 2.6].
Theorem 2.7.7. If P(ℬ) and P(C) are equivalent, thenModℬ andModC are equivalent.
Proof. This is straightforward from Proposition 2.7.6.
In addition to the above results, we also have the following:
Proposition 2.7.8. The following are equivalent forℬ and C:
(a) Modℬ ≈ ModC.
(b) f . g.(ℬ) ≈ f . g.(C).
(c) P(ℬ) ≈ P(C).
Proof. It follows from theorems 2.7.2 and 2.7.7 that (a) is equivalent to (c), and we also have
that (a) implies (b) by Corollary 2.7.3. To end the proof, we verify below that (b) implies (c).
First, we remark that it is not difficult to show that the subcategory consisting of
the projective objects in f . g.(C) coincides with P(C), and obviously, we have the same forf . g.(ℬ). Therefore, if s ∶ f . g.(ℬ)→ f . g.(C) is an equivalence of categories, then given that
for each F ∈ f . g.(ℬ) we have that F is projective in f . g.(ℬ) if and only if s(F) is projective
in f . g.(C), we conclude that s induces an equivalence of categories P(ℬ)→ P(C).
We will also obtain from propositions 3.1.1 and 3.1.2 another equivalent condition
for ℬ and C to be Morita equivalent, which will improve Proposition 2.7.8.
To end this section, we observe that we have definedℬ andC to beMorita equivalent
if their categories of right modules are equivalent. In this case, one could ask if this is
equivalent to say that their categories of left modules are equivalent. In what follows we give
an affirmative answer to this question.
The lemma and the proposition below are from [5, pages 189–190] and [5, Proposi-
tion 2.6], respectively.
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Lemma 2.7.9. The categories P(Cop) and P(C)op coincide.
Proof. Note that ifA is a subcategory of a varietyV , then we have that addA = V if and only
if addAop = Vop. Taking this into account and considering that if we view C as a subcategory
of P(C), then addC = P(C), we obtain that addCop = P(C)op. However, addCop = P(Cop),
and thus P(Cop) = P(C)op.
Proposition 2.7.10. ℬ and C are Morita equivalent if and only if so areℬop and Cop.
Proof. We know by Proposition 2.7.8 that ℬ and C are Morita equivalent if and only ifP(ℬ) ≈ P(C), which is the case if and only if P(ℬ)op ≈ P(C)op. But from Lemma 2.7.9 we
have that this last condition is equivalent to say that P(ℬop) ≈ P(Cop), which again, by
Proposition 2.7.8, happens if and only if ℬop and Cop are Morita equivalent.
2.8 Modules over rings
At this point of the text the reader is probably already convinced that functor cat-
egories are indeed natural generalizations of categories of modules over rings. With this
idea in mind, one could now ask under which conditions we have that ModC is indeed
equivalent to a category of modules over a ring. In what follows we give a complete answer
to this problem, as well as we describe how an equivalence between a category of modules
over a variety and a category of modules over a ring is given.
We begin by providing an answer to the problem described above.
Theorem 2.8.1. There is a ring Λ which is Morita equivalent to C if and only if P(C) has an
additive generator. Moreover, if this is the case, then there is an additive generator P for P(C)
such that EndC(P) ≃ Λ.
Proof. If there is a ring Λ which is Morita equivalent to C, then it follows from Theorem
2.7.2 that there is an equivalence of categories s ∶ P(C) → P(Λ). In this case, if we take
P ∈ P(C) such that s(P) ≃ Λ, then given thatP(Λ) = addΛ, we conclude thatP(C) = addP.
Furthermore, we have that
EndC(P) ≃ EndΛ(s(P)) ≃ EndΛ(Λ) ≃ Λ.
Conversely, suppose that P(C) has an additive generator P, and let Λ = EndC(P).
Then, as in Example 2.1.1, we can view Λ as the subcategory of P(C) whose only object is P,
and it follows from Lemma 2.7.5 thatModΛ ≈ ModP(C). Therefore, since we know from
Proposition 2.7.6 thatModP(C) ≈ ModC, we obtain thatModΛ ≈ ModC.
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Theorem 2.8.1 is very interesting, and it gives a complete answer to the problem
that we had proposed. Nevertheless, it does not give us an explicit description of a functor
that makes an equivalence betweenModC andModΛ, for the case that P(C) has an additive
generator with endomorphism ring Λ. In what follows we describe how such an equivalence
is given for the case when C is a variety.
Let Z ∈ C and write Λ = EndC(Z). We already saw in Section 2.1 that we can
transform C-modules into Λ-modules by considering the functor eC,Z ∶ ModC → ModΛ
which is called the evaluation functor at Z. On the other hand, there is also a functor
aC,Z ∶ ModΛ → ModC which is given by aC,Z(M) = HomΛ(C(Z,−),M) for M ∈ ModΛ,
and which sends a morphism f ∶ M → N inModΛ to the morphism of C-modules
aC,Z(f) = HomΛ(C(Z,−), f) ∶ HomΛ(C(Z,−),M)→ HomΛ(C(Z,−), N)
defined by
aC,Z(f)X(g) = HomΛ(C(Z,X), f)(g) = fg
for each X ∈ C and g ∈ HomΛ(C(Z,X),M). We call aC,Z the assimilation functor at Z,
and we will denote it simply by aZ when no confusion can arise.
With the above notation, we can easily verify that eZaZ ≃ idModΛ. In fact, for each
M ∈ ModΛ we have (eZaZ)(M) = HomΛ(C(Z, Z),M) = HomΛ(Λ,M), and we know from
Proposition 2.2.2 that there is an isomorphism of Λ-modules HomΛ(Λ,M) ≃ M which is
functorial inM, so that eZaZ ≃ idModΛ.
Now, recall that if V is a variety, then by Proposition 2.3.3 we have that V is equiva-
lent to P(V). Therefore, we obtain from Theorem 2.8.1 that V is Morita equivalent to some
ring Λ if and only if V has an additive generator Z ∈ V such that Λ ≃ EndV(Z). In the next
two results we will present another proof of this fact by describing the functors that give an
equivalence betweenModV andModΛ.
Proposition 2.8.2. LetV be a variety with an additive generator Z ∈ V and letΛ = EndV(Z).
Then eZ ∶ ModV → ModΛ and aZ ∶ ModΛ→ ModV are quasi-inverse equivalences.
Proof. We have already seen that eZaZ ≃ idModΛ, hence we only need to verify that aZeZ ≃
idModV . In order to do this, we will define an isomorphism  ∶ aZeZ → idModV .
First, for each X ∈ V we fix an integer r(X) ⩾ 1 and an object X0 ∈ V such that
X ⊕ X0 ≃ Z(r(X)). Furthermore, for each X ∈ V we let qX ∶ X → Z(r(X)) be the canonical
injectionX → X⊕X0 composedwith an isomorphismX⊕X0 → Z(r(X)), andpX ∶ Z(r(X)) → X
be the inverse of the chosen isomorphism X ⊕X0 → Z(r(X)) composed with the canonical
projection X ⊕ X0 → X, so that pXqX = idX. Moreover, for each k ⩾ 1 and 1 ⩽ j ⩽ k we
denote by ukj ∶ Z → Z(k) and vkj ∶ Z(k) → Z the canonical injection and projection in the jth
position, respectively.
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If F is a V-module, then we define
 F ∶ (aZeZ)(F) = HomΛ(V(Z, −), F(Z))→ F
as follows: For each X ∈ V , 1 ⩽ j ⩽ r(X) and g ∈ HomΛ(V(Z,X), F(Z)) we can consider
the composition
V(X,X) V(Z,X) F(Z) F(X)← →V(pXur(X)j ,X) ←→g ← →F(vr(X)j qX) ,
hence we define
( F)X ∶ HomΛ(V(Z,X), F(Z))→ F(X)
by
( F)X(g) = ( r(X)∑j=1 F(v




for each g ∈ HomΛ(V(Z,X), F(Z)), which is a morphism in Ab.
Now, let F,X ∶ HomV(V(−, X), F)→ F(X)
be the isomorphism from the Yoneda Lemma, and
eV(−,X),FZ ∶ HomV(V(−, X), F)→ HomΛ(V(Z,X), F(Z))






hence if we denote!F,X = (F,X)−1, thenwe obtain that ( F)XeV(−,X),FZ !F,X = id. Furthermore,
we can show that eV(−,X),FZ !F,X( F)X = id, though we leave the details for the reader, and
thus we conclude that ( F)X is an isomorphism for every F ∈ ModV and X ∈ V . Moreover,
since !F,X and eV(−,X),FZ are functorial in both F and X, we conclude that so is ( F)X.
Consequently, we obtain that  F is an isomorphism inModV for every F ∈ ModV ,
and because it is functorial inF, we conclude that ∶ aZeZ → idModV is an isomorphism.
Proposition 2.8.3. If V is a variety, Λ is a ring and s ∶ ModV → ModΛ is an equivalence
of categories, then there is an additive generator Z for V with EndV(Z) ≃ Λ such that s ≃ eZ .
Proof. By Theorem 2.7.2 we know that s induces an equivalence of categories P(V) → P(Λ).
Moreover, from the proof of Theorem 2.8.1 we also know that there is an additive generatorP for P(V) such that s(P) ≃ Λ, and in this case, we have EndV(P) ≃ Λ.
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Now, since V is a variety, we know by Proposition 2.3.3 that the Yoneda embedding
induces an equivalence of categories V → P(V). Therefore, there is some Z ∈ V such thatV(−, Z) ≃ P, and in this case, Z is an additive generator for V with
EndV(Z) ≃ EndV(V(−, Z)) ≃ EndV(P) ≃ Λ.
Finally, note that if F ∈ ModV , then we have
s(F) ≃ HomΛ(Λ, s(F)) ≃ HomΛ(s(V(−, Z)), s(F)) ≃ HomV(V(−, Z), F) ≃ F(Z) = eZ(F),
and since these isomorphisms are functorial in F, we conclude that s ≃ eZ.
The reader should note that by combining propositions 2.8.2 and 2.8.3 we obtain
more information than Theorem 2.8.1 provides for us for the case of modules over varieties.
In fact, we had just proved that for a variety V , every equivalenceModV → ModΛ, where
Λ is a ring, is given by the evaluation functor at some object of V , and in this case we also
obtain that the quasi-inverse of this equivalence is given by the assimilation functor at the
corresponding object of V .
2.9 Some applications
In this section we present some applications of the theory developed in this chapter,
some of which will be used to prove some results of Chapter 5.
We begin by presenting a new proof of the Morita Theorem, which is a well known
result. For this, we first make some observations.
Let Λ be a ring. Given that P(Λ) = addΛ and EndΛ(Λ) ≃ Λ, it follows from
Proposition 2.8.2 that eΛ ∶ ModP(Λ) → ModΛ is an equivalence of categories with a
quasi-inverse given by aΛ ∶ ModΛ → ModP(Λ). In this case, note that ifM ∈ ModΛ, then
aΛ(M) = HomΛ(P(Λ)(Λ,−),M), and we have P(Λ)(Λ,−) = HomΛ(Λ,−)|P(Λ). Therefore,
by Proposition 2.2.2 we obtain that aΛ(M) ≃ HomΛ(−,M)|P(Λ). Finally, we recall that a
Λ-module P is a progenerator of ModΛ if P is a finitely generated projective Λ-module
such that addP = P(Λ).
Theorem 2.9.1 (Morita Theorem). Given two rings Λ and Σ, there is an equivalence of cat-
egories s ∶ ModΛ → ModΣ if and only if there is a progenerator P of ModΛ such thatEndΛ(P) ≃ Σ. Under this condition, s ≃ HomΛ(P,−), and if t ∶ ModΣ → ModΛ is a
quasi-inverse of s, then t ≃ HomΣ(HomΛ(P,Λ),−).
Proof. Suppose that there is an equivalence of categories s ∶ ModΛ → ModΣ. Then we
obtain an equivalence seΛ ∶ ModP(Λ)→ ModΣ, and thus we conclude from Proposition
2.8.3 that there is a progenerator P ofModΛ such that EndΛ(P) ≃ Σ and seΛ ≃ eP. Hence
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we have that s ≃ ePaΛ, and because we know from Proposition 2.8.2 that eP and aP are
quasi-inverses, we conclude that eΛaP ∶ ModΣ → ModΛ is a quasi-inverse of ePaΛ.
Next, note that for eachM ∈ ModΛ we have ePaΛ(M) ≃ HomΛ(P,M), and thusePaΛ ≃ HomΛ(P,−). Furthermore, if t ∶ ModΣ → ModΛ is a quasi-inverse of s, thent ≃ eΛaP. In this case, observe that if N ∈ ModΣ, then eΛaP(N) = HomΣ(HomΛ(P,Λ), N),
and consequently eΛaP = HomΣ(HomΛ(P,Λ),−).
Conversely, let P be a progenerator ofModΛ such that EndΛ(P) ≃ Σ. Then it follows
from Proposition 2.8.2 that eP ∶ ModP(Λ) → ModΣ is an equivalence of categories, and
thus so is ePaΛ ∶ ModΛ → ModΣ, which has eΛaP as a quasi-inverse.
As another application of the content of this chapter, we will prove next that we can
always view a variety with an additive generator as a category of finitely generated projective
modules over a certain ring.
Proposition 2.9.2. If V is a variety with an additive generator Z ∈ V and Λ = EndV(Z),
then the functor V(Z,−) ∶ V → ModΛ induces an equivalence of categories V → P(Λ).
Proof. We already know by Proposition 2.8.2 that the evaluation functor at Z gives us an
equivalence of categories eZ ∶ ModV → ModΛ, which by Theorem 2.7.2 restricts to an
equivalence P(V) → P(Λ). Moreover, we also have by Proposition 2.3.3 that the Yoneda
embedding YV ∶ V → ModV induces an equivalence V → P(V). Therefore, the functorV(Z,−) = eZYV ∶ V → ModΛ induces an equivalence V → P(Λ).
The above procedure of viewing a variety V with an additive generator as a category
of finitely generated projective modules over a ring Λ, which is sometimes called by “projec-
tivization”, is quite interesting since in general it is easier to work with P(Λ) than with V .
Furthermore, it may happen that the ring Λ that we obtain has some nice properties. For
example, suppose that V is a Krull–Schmidt category with an additive generator Z ∈ V and
let Λ = EndV(Z) (note that in this case V is skeletally small). If we write Z ≃ Z1 ⊕⋯⊕Zn
as a finite direct sum of objects Zi ∈ V with local endomorphism rings, then by considering
the functorV(Z,−) ∶ V → ModΛ, which induces an equivalenceV → P(Λ) by Proposition
2.9.2, we conclude that we can write Λ viewed as a module over itself as
Λ = V(Z, Z) ≃ V(Z, Z1)⊕⋯⊕ V(Z, Zn)
with the endomorphism ring of eachV(Z, Zi) being local. Hence it follows by [31, Proposition
4.1] that Λ is a semiperfect ring.
At this moment, one could ask if it happens that every semiperfect ring can be
viewed as the endomorphism ring of an additive generator of a Krull–Schmidt category. Well,
this is indeed the case since if Λ is a semiperfect ring, then again by [31, Proposition 4.1] we
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have that P(Λ) is a Krull–Schmidt category, which has Λ as an additive generator, and we
have that EndP(Λ)(Λ) = EndΛ(Λ) ≃ Λ.
Taking the above discussion into account, we can conclude the following result:
Proposition 2.9.3. There is a bijection between the equivalence classes of Krull–Schmidt
categories of finite type and the Morita equivalence classes of semiperfect rings. The bijection is
given as follows:
(a) If V is a Krull–Schmidt category of finite type, then take an additive generator Z ∈ V ofV and send V to EndV(Z).
(b) If Λ is a semiperfect ring, then send it to P(Λ).
Proof. The result will follow by combining the previous discussion with the remarks below.
Note that if V and W are Krull–Schmidt categories of finite type with additive
generators Z and Y, respectively, then it follows from Proposition 2.8.2 that ModV ≈ModEndV(Z) andModW ≈ ModEndW(Y). Moreover, since P(V) ≈ V and P(W) ≈ W,
it follows from Proposition 2.7.8 that V andW are equivalent if and only if EndV(Z) andEndW(Y) are Morita equivalent. This shows that the assignment of the equivalence class ofV to the Morita equivalence class of EndV(Z) is well defined and does not depend on the
choice of the additive generator Z of V , as well as that it is injective.
Furthermore, for two semiperfect rings Λ and Γ we also have by Proposition 2.7.8
that Λ and Γ are Morita equivalent if and only if P(Λ) and P(Γ) are equivalent. Therefore,
the assignment of the Morita equivalence class of Λ to the equivalence class of P(Λ) is well
defined.
What is interesting is that we can generalize Proposition 2.9.3 as follows:
Proposition 2.9.4. Let V be a collection of varieties which have additive generators. There is a
bijection between the equivalence classes of varieties in V and the Morita equivalence classes
of the rings of the form EndV(Z), where V ∈ V and Z ∈ V is an additive generator of V . The
bijection is given as follows:
(a) If V ∈ V, then take an additive generator Z ∈ V of V and send V to EndV(Z).
(b) If Λ is a ring that is Morita equivalent to EndV(Z) for some V ∈ V, where Z ∈ V is an
additive generator of V , then send Λ to P(Λ).
Proof. The same reasoning of the proof of Proposition 2.9.3 shows that if V ∈ V and Z ∈ V
is an additive generator of V , then the assignment of the equivalence class of some V to the
Morita equivalence class of EndV(Z) is well defined and does not depend on the choice of
the additive generator Z of V , as well as that it is injective.
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Now, let Λ be a ring that is Morita equivalent to EndV(Z) for some V ∈ V, where
Z ∈ V is an additive generator of V . Since we know by Proposition 2.8.2 that ModV ≈
ModEndV(Z), it follows from Proposition 2.7.8 that P(Λ) ≈ P(EndV(Z)) ≈ P(V) ≈ V .
Therefore, from this fact and also from the same reasoning of the proof of Proposition 2.9.3,
we can conclude that the assignment of the Morita equivalence class of Λ to the equivalence
class of P(Λ) is well defined.
Finally, to conclude that the above assignments give inverse bijections, let Λ be as
above. Because P(Λ) ≈ V and Z is an additive generator of V , we have that P(Λ) is sent toEndV(Z), which is Morita equivalent to Λ. This completes the proof.
Proposition 2.9.4 gives us a way to establish correspondences between equivalence
classes of varieties with additive generators belonging to a certain collection V and Morita
equivalence classes of rings belonging to a certain collection ℝ. With this in mind, an
interesting project would be to search for examples of such correspondences. For instance,
one could begin by considering a specific collection V, and then try to describe ℝ. On the
other hand, one could also begin by considering a specific collection ℝ, and then try to
describe V.
A fundamental and well known example of a correspondence as described above
is the Morita–Tachikawa Correspondence, and its higher version which is due to Bruno
J. Müller. We will present a proof of these results in Section 5.2. Another very important
example is the Auslander Correspondence and its higher version given by Osamu Iyama,
which will be proved in Section 5.3. Some other examples of such correspondences are given
in [27, Theorem 4.5] and [20, Theorem 3.2]. The reader should note that all these mentioned





We now begin to make a gradual transition from the subject of functor categories
to higher Auslander–Reiten theory by studying minimal projective resolutions of simple
modules. In doing so, we pass from the notion of a “finitely presented module” to that
of “almost split morphisms” and finally to that of an “n-almost split sequence”. This last
concept, which is one of the main objects of study in higher Auslander–Reiten theory, will
be of fundamental importance to motivate the development of the next chapters.
3.1 Finitely presented modules
As a first step to study projective resolutions in functor categories, we begin in
this section by studying the concept of a “finitely presented” module. We also consider
the category consisting of these modules, and in particular we study when this category
is abelian. At the end we also examine the case of modules over skeletally small abelian
categories.
In this section,ℬ and C will always stand for skeletally small preadditive categories.
We say that aC-moduleF isfinitely presented if it admits a projective presentation
P Q F 0←→ ←→ ←→
in ModC with P,Q ∈ P(C). The reader may easily verify that a C-module F is finitely
presented if and only if it admits a projective presentation inModC of the form
⨁n
i=1 C(−, Xi) ⨁mj=1 C(−,Yj) F 0←→ ←→ ←→
with Xi, Yj ∈ C. We will denote the subcategory ofModC consisting of all finitely presentedC-modules bymodC.
As a first property, note that a finite direct sum
⨁n
i=1
Fi of C-modules Fi is finitely
presented if and only if each Fi is finitely presented. Consequently, modC is an additive
subcategory of ModC. Moreover, it is not difficult to see that the subcategory of modC
consisting of the projective objects ofmodC coincide with P(C).
We will see next that the property of being finitely presented is preserved under
Morita equivalences.
Proposition 3.1.1. If s ∶ Modℬ → ModC is an equivalence of categories, then it also induces
an equivalencemodℬ → modC.
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Proof. Given that we know from Theorem 2.7.2 that s induces an equivalence of categoriesP(ℬ) → P(C), it is not difficult to see that a ℬ-module F is finitely presented if and only
if the C-module s(F) is finitely presented. Hence s induces an equivalence of categories
modℬ → modC.
In addition, we will see below that an equivalence between categories of finitely
presented modules is sufficient to conclude the existence of a Morita equivalence.
Proposition 3.1.2. Ifmodℬ andmodC are equivalent categories, thenℬ and C are Morita
equivalent.
Proof. Because the categoriesmodℬ andmodC are equivalent, it follows that their subcate-
gories of projectives objects are also equivalent. But this means that P(ℬ) is equivalent toP(C), and thus it follows by Theorem 2.7.7 that ℬ and C are Morita equivalent.
The reader should note that by combining propositions 3.1.1 and 3.1.2 we obtain
thatModℬ ≈ ModC if and only ifmodℬ ≈ modC. This gives an additional condition for
Proposition 2.7.8.
Next, we give some equivalent conditions for a C-module to be finitely presented,
which will be very useful. The result below is from [5, Proposition 4.1].
Proposition 3.1.3. Let F ∈ ModC. The following are equivalent:
(a) F is finitely presented.
(b) There is a short exact sequence 0 H G F 0←→ ←→ ←→ ←→ in ModC with G
finitely generated projective andH finitely generated.
(c) F is finitely generated and if 0 H G F 0←→ ←→ ←→ ←→ is a short exact sequence
inModC with G finitely generated projective, thenH is finitely generated.
(d) F is finitely generated and if 0 H G F 0←→ ←→ ←→ ←→ is a short exact sequence
inModC with G finitely generated, thenH is finitely generated.
Proof. It is easy to see that (a) implies (b). Therefore, we start by proving that (b) implies (c).
Assume that there is a short exact sequence
0 H G F 0←→ ←→ ←→ ←→
inModC with G finitely generated projective and H finitely generated. Then F is finitely
generated, and if
0 H′ G′ F 0←→ ←→ ←→ ←→
67
is a short exact sequence inModC with G′ finitely generated projective, then it follows from
Schanuel’s Lemma that H ⊕ G′ ≃ H′ ⊕ G. In this case, H′ ⊕ G is finitely generated, and
thus so isH′.
Next, assume that (c) holds and let
0 H G F 0←→ ←→ ←→ ←→
be a short exact sequence inModC with G finitely generated. Then there are epimorphisms
P → F and Q → G inModC with P,Q ∈ P(C), and with these morphisms we can obtain a
commutative diagram
0 K P ⊕ Q F 0




←→ ←→ ←→ ←→
inModC with exact rows, where P ⊕ Q → G is an epimorphism. In this case, K is finitely
generated, and it follows from the Snake Lemma that K → H is an epimorphism, so thatH
is finitely generated.
Finally, (d) is easily seen to imply (a), and thus we are done.
The next proposition, which is from [5, Proposition 4.2], will also be very useful to
prove some following results. The proof below is from [36, Proposition 3.2].
Proposition 3.1.4. Let
0 F G H 0←→ ←→ ←→ ←→
be a short exact sequence inModC. If F is finitely generated and G is finitely presented, thenH
is finitely presented.
Proof. If we take an epimorphism P → G inModC with P ∈ P(C), then we can consider a
commutative diagram inModC with exact rows and exact columns as below.
0 0
0 K L
0 P P 0









Consequently, from the Snake Lemma we obtain a short exact sequence
0 K L F 0
←→ ←→ ←→ ←→
inModC. Now, note that since G is finitely presented, if we apply Proposition 3.1.3 in the
second column of the above diagram, then we conclude that K is finitely generated. Hence it
follows from Proposition 2.3.2 that L is finitely generated, and thus by applying Proposition
3.1.3 in the third column of the above diagram we conclude thatH is finitely presented.
Now, we will prove that every morphism inmodC has a cokernel, which coincides
with the corresponding cokernel inModC.
Proposition 3.1.5. If
F G H 0←→ ←→ ←→
is an exact sequence inModC with F and G finitely presented, thenH is finitely presented.
Proof. Consider the short exact sequence
0 Ker  G H 0←→ ←→ ←→ ←→
inModC. Since Ker  = Im is finitely generated, it follows from Proposition 3.1.4 that H
is finitely presented.
At this moment, the reader may ask if we have that every morphism in modC
has a kernel which coincides with the corresponding kernel in ModC. As we will see in
Proposition 3.1.6, this is the case if we suppose that C is “right coherent”, a concept that we
define below.
As a generalization of the correspondent definition for rings, we say that C is right
coherent if every finitely generated submodule of a finitely presented right C-module is
finitely presented. Dually, we say that C is left coherent if every finitely generated submod-
ule of a finitely presented left C-module is finitely presented. Note that C is left coherent if
and only if Cop is right coherent.
Proposition 3.1.6. Assume that C is right coherent. If
0 F G H←→ ←→ ←→
is an exact sequence inModC with G andH finitely presented, then F is finitely presented.
Proof. It follows from Proposition 3.1.5 that Coker  is finitely presented. Therefore, if we
apply Proposition 3.1.3 in the short exact sequence
0 Im H Coker  0←→ ←→ ←→ ←→ ,
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then we obtain that Im  is finitely generated. Hence we conclude that Im  is also finitely
presented, given that it is a submodule ofH and C is right coherent. Finally, using the same
arguments for the short exact sequence
0 F G Im  0←→ ←→ ←→ ←→
we obtain that F is finitely presented.
As we will see in the next theorem, which is an adaptation of [4, page 41], if we
assume that C is right coherent, then it is not difficult to conclude from the above results that
modC is an abelian category. Furthermore, wewill also show that this assumption onC is not
only a sufficient condition formodC to be abelian, but also a necessary condition. In addition,
we will also verify that in case thatmodC is abelian, then the inclusion modC → ModC
must be exact.
Theorem 3.1.7. The following are equivalent for C:
(a) C is right coherent.
(b) modC is an abelian category and the inclusionmodC → ModC is exact.
(c) modC is an abelian category.
Proof. We begin by verifying that (a) is equivalent to (b). For this, first recall that we already
know thatmodC is an additive subcategory ofModC which is also closed under cokernels,
by Proposition 3.1.5. Moreover, if C is right coherent, then it follows from Proposition 3.1.6
thatmodC is also closed under kernels, and thus we conclude from Proposition 1.1.2 that
item (b) holds.
Conversely, assume (b), and let F be a finitely generated submodule of a finitely
presented C-module G. If we consider the short exact sequence
0 F G Coker  0←→ ←→ ←→ ←→
in ModC, where  is the canonical inclusion, then we conclude from Proposition 3.1.4
that Coker  is finitely presented. Consequently, F is the kernel of a morphism between
finitely presented C-modules and since we are assuming that kernels of morphisms inmodC
coincide with their correspondent kernels inModC, we conclude that F ∈ modC. Hence C
is right coherent.
Next, we will verify that (b) is equivalent to (c), and because (b) trivially implies (c),
we only need to show the converse.
Well, assume thatmodC is an abelian category, and let
E ∶ F G H←→ ←→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be an exact sequence inmodC. If X ∈ C, then we know that C(−, X) is a projective object of
modC, and thus we have that
HomC(C(−, X),F) HomC(C(−, X), G) HomC(C(−, X),H)← →HomC(C(−,X),) ← →HomC(C(−,X),)
is an exact sequence in Ab. However, we know from the Yoneda Lemma that this sequence
is isomorphic to
F(X) G(X) H(X)←→X ←→X ,
which in this case must be exact. Therefore, given that this holds for every X ∈ C, we
conclude that E is an exact sequence inModC. Consequently, the inclusionmodC → ModC
is exact.
The reader should note that if C is right coherent, then by Theorem 3.1.7 we obtain
that every F ∈ modC admits a projective resolution
⋯ P2 P1 P0 F 0←→ ←→ ←→ ←→ ←→
inModC with Pi ∈ P(C), given that in this case modC is an abelian category which has
enough projectives satisfying that the inclusionmodC → ModC is exact, and also because
the projective objects ofmodC coincide with the finitely generated projective C-modules.
Considering this, and given that in the next sections we will be interested in studying certain
projective resolutions of certain C-modules, the condition that C is right coherent will be
fundamental to guarantee the existence of such resolutions.
For the rest of this section, let A be a skeletally small abelian category.
We will now prove thatA is both right and left coherent, and for this we first give
a lemma. Note that this will provide us with many examples of right and left coherent
categories.
Lemma 3.1.8. If V is a variety, then V is right coherent if and only if every finitely generated
right ideal of V is finitely presented.
Proof. Assume that every finitely generated right ideal of V is finitely presented and let F be
a finitely generated submodule of a finitely presented C-module G. If we consider the short
exact sequence
0 F G H 0←→ ←→ ←→ ←→
inModV , where  is the canonical inclusion andH = Coker , then by following the proof
of Proposition 3.1.4 we can obtain a short exact sequence
0 K L F 0←→ ←→ ←→ ←→
inModV , where K and L are isomorphic to finitely generated submodules of P for some
P ∈ P(V). But in this case we know from Proposition 2.3.3 that P ≃ V(−, X) for someX ∈ V ,
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and thus K and L are isomorphic to finitely generated right ideals of V , which implies that
K and L are finitely presented. Hence by Proposition 3.1.5 we conclude that F is finitely
presented and consequently V is right coherent.
The converse is trivial.
Proposition 3.1.9. A is both right and left coherent.
Proof. We will only prove that A is right coherent since the proof that A is left coherent
will follow by duality. For this, we will show that every finitely generated right ideal of A is
finitely presented, which is sufficient to conclude that A is right coherent by Lemma 3.1.8.
Well, let F ⊆ A(−, X) be a finitely generated right ideal of A for some X ∈ A
and  ∶ F → A(−, X) be the canonical inclusion. Moreover, let  ∶ A(−, Y) → F be an
epimorphism inModA with Y ∈ A. Then we have that  = A(−, f) for some morphism
f ∶ Y → X in A, and because we know from Proposition 2.2.5 that in this case the Yoneda
embedding is left exact, we conclude that there is an exact sequence
0 A(−,Kerf) A(−, Y) A(−, X)←→ ←→ ←→A(−,f)
inModA. Now, note that ImA(−, f) = F, and thus we obtain a projective resolution
0 A(−,Kerf) A(−, Y) F 0←→ ←→ ←→ ←→
of F inModA, so that F is finitely presented.
Finally, note that by combining Proposition 3.1.9 and Theorem 3.1.7 we conclude
that bothmodA andmodAop are abelian categories. In this case, we can consider the global
dimensions of these categories, which are, as we will see below, smaller than or equal to 2.
Proposition 3.1.10. gl. dim(modA) ⩽ 2 and gl. dim(modAop) ⩽ 2.
Proof. To begin with, recall from Proposition 2.3.3 that every finitely generated projective
A-module is representable. Now, let F ∈ modA and take a projective presentation
A(−, X) A(−,Y) F←→A(−,f) ←→
ofF inModAwithf ∶ X → Y being amorphism inA. Then sincewe know fromProposition
2.2.5 that in this case the Yoneda embedding is left exact, we obtain that there is an exact
sequence
0 A(−,Kerf) A(−, X) A(−, Y) F←→ ←→ ←→A(−,f) ←→
inModA, which implies that pdA F ⩽ 2. Therefore, gl. dim(modA) ⩽ 2.
The proof that gl. dim(modAop) ⩽ 2 follows by duality.
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3.2 Minimal projective resolutions
In this section we study minimal projective resolutions of modules whose terms are
representable modules. This study will be fundamental for the development of the results of
this text whenwe restrict our attention formodules over varieties.Moreover, we present some
equivalent conditions for the existence of projective covers of finitely generated modules,
which gives us a reason to consider modules over skeletally small Krull–Schmidt categories.
In what follows, C will stand for a skeletally small preadditive category.
We begin with a result which is well known for modules over rings:
Proposition 3.2.1. Let  ∶ C(−, X) → F be an epimorphism in ModC with X ∈ C. The
following are equivalent:
(a)  is a projective cover of F.
(b) Ker ⊆ radC(−, X).
(c) KerX ⊆ radC(X,X).
Proof. First, we will prove that (a) implies (b). Suppose that  is a projective cover of F. From
Proposition 2.4.2 we know that it suffices to verify that KerY ⊆ radC(Y,X) for every Y ∈ C
to conclude that Ker ⊆ radC(−, X). Therefore, let f ∈ KerY for an arbitrary Y ∈ C. By
Theorem 2.6.1, if we show that idX −fg is an isomorphism for every g ∈ C(X,Y), then we
will have that f ∈ radC(Y,X). Hence take g ∈ C(X,Y) and consider the morphism
C(−, idX −fg) ∶ C(−, X) → C(−, X)
inModC. Since Ker is a right ideal of C, we have that fg ∈ KerX, and thus
(C(−, idX −fg))X(idX) = X(idX) − X(fg) = X(idX).
Consequently, we conclude from the Yoneda Lemma that C(−, idX −fg) = . Now, given
that  is a right minimal morphism, we obtain that C(−, idX −fg) is an isomorphism inModC, which implies that idX −fg is an isomorphism, as desired.
Next, since (b) trivially implies (c), it only remains to verify that (c) implies (a).
Therefore, assume thatKerX ⊆ radC(X,X) and letf ∶ X → X be amorphism inC such that = C(−, f). Then we obtain that X(idX) = XC(X, f)(idX), so that X(idX −f) = 0 and
idX −f ∈ radC(X,X). Consequently, by Theorem 2.6.1 we have that idX −(idX −f) idX = f
is an isomorphism, and thus C(−, f) is an isomorphism, which implies that  is a right
minimal morphism.
Next, we give a necessary and sufficient condition for a projective resolution inModC whose terms are representable modules to be a minimal projective resolution. For
this, we first give a lemma which is well known.
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Lemma 3.2.2. Let
C(−, X) C(−, Y) F 0←→C(−,f) ←→ ←→
be a projective presentation of a C-module F with f ∶ X → Y being a morphism in C. Then 
is a projective cover of F if and only if f ∈ radC(X,Y).
Proof. We know from Proposition 2.5.1 that f ∈ radC(X,Y) if and only if ⟨f⟩C ⊆ radC(−, Y).
But ⟨f⟩C = Ker, and thus the result follows by Proposition 3.2.1.
Theorem 3.2.3. An exact sequence
⋯ C(−, Y2) C(−, Y1) C(−, Y0) F 0←→C(−,f3) ←→C(−,f2) ←→C(−,f1) ←→ ←→
inModC with each fi ∶ Yi → Yi−1 being a morphism in C is a minimal projective resolution
of F if and only if fi ∈ radC for each i ⩾ 1.
Proof. This is a straightforward consequence of Lemma 3.2.2.
Theorem 3.2.3 will be very important to characterize projective resolutions of mod-
ules over varieties which are minimal projective resolutions. In addition, we give bellow an
interesting application of this result.
Example 3.2.4. Given a ring Λ, recall from Section 2.9 that eΛ ∶ ModP(Λ) → ModΛ
is an equivalence of categories with a quasi-inverse given by aΛ ∶ ModΛ → ModP(Λ).
Furthermore, we have that P(Λ)(−, P) = HomΛ(−, P)|P(Λ) for each P ∈ P(Λ) and that
aΛ(M) ≃ HomΛ(−,M)|P(Λ) for eachM ∈ ModΛ.
Now, suppose that a Λ-moduleM admits a projective resolution
P∙ ∶ ⋯ P2 P1 P0 M 0←→f3 ←→f2 ←→f1 ←→f0 ←→
inModΛ with Pi ∈ P(Λ). Then, by applying the functor aΛ in P∙ and using Theorem 3.2.3,
we can conclude that P∙ is a minimal projective resolution ofM if and only if fi ∈ radP(Λ)
for each i ⩾ 1, which is equivalent to say that fi ∈ radModΛ for each i ⩾ 1.
As a consequence of the above discussion, we can conclude that if Λ is an Artin
algebra whose Jacobson radical is zero, then Λ is semisimple. In fact, since we know from
Corollary 2.6.2 that the Jacobson radical of Λ is isomorphic to radModΛ(Λ,Λ), and given thatP(Λ) = addΛ, we obtain that radModΛ(P,Q) = 0 for every P,Q ∈ P(Λ). Therefore, from
the above paragraph we can easily conclude that pdΛM = 0 for everyM ∈ modΛ, which
implies that gl. dimΛ = 0. Hence we obtain that every Λ-module is projective, so that Λ is
semisimple (see [1, Chapter VI, Theorem 7.1]).
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Now that we already know how to decide when a projective resolution whose terms
are representable modules is a minimal projective resolution, we proceed to investigate their
existence. For this, we begin by giving an appropriate definition.
We say that C is semiperfect if every finitely generated C-module admits a projec-
tive cover. We note that, apparently, semiperfect categories were first introduced by Michèle
Weidenfeld and Gérard Weidenfeld in [42].
In the next result, which is a generalization of [31, Proposition 4.1], we will present
a detailed characterization of when C is semiperfect.
Theorem 3.2.5. The following are equivalent:
(a) C is semiperfect.
(b) Every simple C-module admits a projective cover.
(c) P(C) is a Krull–Schmidt category.
(d) Each P ∈ indP(C) has a local endomorphism ring and P(C) = add(indP(C)).
Proof. The proof is omitted since it is quite long and is the same as for modules over rings,
which can be found in [31, Proposition 4.1].
As a consequence of Theorem 3.2.5, we obtain that C is semiperfect if and only if
Cop is semiperfect. In fact, note that P(C) is a Krull–Schmidt category if and only if so isP(C)op. Furthermore, we know from Lemma 2.7.9 that P(C)op = P(Cop), and thus it follows
by Theorem 3.2.5 that every finitely generated C-module admits a projective cover if and
only if so does every finitely generated Cop-module.
With the above discussion done, we can now present a few remarks that will give
the reader some directions for the next sections.
First of all, remember from Proposition 2.7.6 that C and P(C) are Morita equivalent.
Consequently, to prove certain results we can choose to work with varieties instead of the
more general case of skeletally small preadditive categories. In fact, if we prove a result
about modules over varieties concerning only properties that are preserved under Morita
equivalences, then we will conclude that the same result holds for modules over skeletally
small preadditive categories. Moreover, recall that every finitely generated projective module
over a variety is representable by Proposition 2.3.3, and in this case Theorem 3.2.3 turns
out to be very useful. That is why we will mainly consider modules over varieties in the
next sections. In addition, it would also be interesting to have that C is not only a variety,
but also semiperfect, and this is the case if and only if C is a skeletally small Krull–Schmidt
category, by Proposition 2.3.3, Theorem 3.2.5 and the fact that Krull–Schmidt categories
are idempotent complete (see Proposition 1.1.1). Because of this, for the rest of this text we
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will usually assume that C is a skeletally small Krull–Schmidt category. Finally, note that if
we also suppose that C is right coherent, then from the paragraph after Theorem 3.1.7 we
conclude that every F ∈ modC has a minimal projective resolution
⋯ C(−, Y2) C(−, Y1) C(−, Y0) F 0←→ ←→ ←→ ←→ ←→
inModC with Yi ∈ C. Therefore, this is a case which will also be of great interest for us.
3.3 Simple modules
By following [6] we now give a complete characterization of the simple modules
over a skeletally small Krull–Schmidt category, as well as we describe when these modules
admit minimal projective resolutions whose terms are representable modules. The reader is
referred to [7, Chapter II, Section 1] for a more general description of the simple modules
over a skeletally small preadditive category.
In this section, C will always stand for a skeletally small Krull–Schmidt category.
We first remark that since we know from Proposition 2.3.3 that the Yoneda embed-
ding induces an equivalence of categories C→ P(C), we have that every indecomposable
finitely generated projective C-module is isomorphic to C(−,X) for some X ∈ indC.
Next, we present some properties of indecomposable finitely generated projective
C-modules. The following two results are from [6, Proposition 2.1], but here we give different
proofs for them.
Proposition 3.3.1. If X ∈ indC and  ∶ C(−, X) → F is a nonzero epimorphism inModC,
then  is a projective cover of F.
Proof. From Proposition 3.2.1 we know that it suffices to verify that KerX ⊆ radC(X,X)
to conclude that  is a projective cover of F. Well, note that KerX ≠ C(X,X), otherwise
we would have that X(idX) = 0, which would imply by the Yoneda Lemma that  = 0, a
contradiction. Therefore, KerX is a proper right ideal of the local ring EndC(X), and from
Corollary 2.6.2 we conclude that KerX ⊆ radC(X,X).
Proposition 3.3.2. If X ∈ C, then C(−, X) is indecomposable if and only if C(−, X) has a
unique maximal submodule, which in this case coincides with radC(−, X).
Proof. Suppose thatC(−, X) is indecomposable and letF be amaximal submodule ofC(−, X),
which exists by Proposition 2.4.3. Then the canonical projection  ∶ C(−, X) → C(−, X)∕F
is a nonzero epimorphism inModC, and thus we conclude from Proposition 3.3.1 that  is
a projective cover of C(−, X)∕F. Hence it follows from Proposition 3.2.1 that F = Ker ⊆radC(−, X), which implies that F = radC(−, X). Therefore, radC(−, X) is the unique maximal
submodule of C(−, X).
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Conversely, assume that C(−, X) has a unique maximal submodule, which in this
case coincides with radC(−, X). To conclude that C(−, X) is indecomposable, it suffices to
verify that EndC(X) is a local ring. In order to do this, letM ⊆ EndC(X) be a maximal right
ideal and suppose thatM ≠ radC(X,X). By Corollary 2.6.2 we know that radC(X,X) ⊆ M,
hence there is some f ∈ M such that f ∉ radC(X,X). In this case, it follows from Proposition
2.5.1 that ⟨f⟩C ⊈ radC(−, X), and given that radC(−, X) is the unique maximal submodule
of C(−, X), we conclude from Proposition 2.4.3 that ⟨f⟩C = C(−, X). Therefore, ⟨f⟩C(X) =
C(X,X) and because ⟨f⟩C(X) ⊆ M we obtain that M = C(X,X), a contradiction. Hence
M = radC(X,X) and we are done.
We can now use Proposition 3.3.2 to completely characterize the simple modules inModC. The next theorem can be found in [6, Proposition 2.3].
Theorem 3.3.3. A C-module S is simple if and only if S ≃ C(−, X)∕ radC(−, X) for some
X ∈ indC.
Proof. Assume that S is simple. Then there is some X ∈ indC such that S(X) ≠ 0 and it
follows from Proposition 2.4.5 that there is an epimorphism  ∶ C(−, X) → S in ModC.
Hence S ≃ C(−, X)∕Ker, so thatKer is amaximal submodule ofC(−, X), which coincides
with radC(−, X) by Proposition 3.3.2.
The converse follows from Proposition 3.3.2.
We remark that if we take Cop in place of C in Theorem 3.3.3, then we can conclude
that a left C-module S is simple if and only if S ≃ C(X,−)∕ radC(X,−) for some X ∈ indC.
Moreover, since simple modules will play an important role in this text, for each X ∈ indC
we will denote SX = C(−, X)∕ radC(−, X) and SX = C(X,−)∕ radC(X,−).
Next, we observe that even though Theorem 3.3.3 already gives us a characterization
of the simplemodules inModC, we can also describe thesemodules in terms of their intrinsic
properties, as we do below. The next result is from [6, Proposition 2.2], and here we present
a different proof for it, based on [36, Proposition 2.3].
Proposition 3.3.4. A C-module S is simple if and only if it satisfies the following conditions:
(a) There is a unique X ∈ indC such that S(X) ≠ 0.
(b) If X ∈ indC is such that S(X) ≠ 0, then S(X) is a simple EndC(X)-module.
Proof. If S is simple, then we know from Theorem 3.3.3 that S ≃ SX for someX ∈ indC, and
thus it follows from Proposition 2.6.5 that the unique object Y ∈ indC such that S(Y) ≠ 0
is Y = X. Furthermore, from Corollary 2.6.2 and the fact that EndC(X) is a local ring we
conclude that S(X) ≃ C(X,X)∕ radC(X,X) is a simple EndC(X)-module.
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Conversely, suppose that S satisfies the conditions (a) and (b), and let X ∈ indC
be such that S(X) ≠ 0. If F ⊆ S is a nonzero submodule of S, then we have that F(Y) = 0
for every Y ∈ indC with Y ≠ X, and thus we must have F(X) ≠ 0. Therefore, given that
S(X) is a simple EndC(X)-module and F(X) is a nonzero submodule of S(X), we must have
F(X) = S(X). Hence we can conclude that F(Z) = S(Z) for every Z ∈ C, and by Proposition
2.4.2 we obtain that F = S, so that S is a simple C-module.
As a consequence of the above results, we have the following corollary, which is
from [6, Proposition 2.3]:
Corollary 3.3.5. Themapwhich assigns to eachX ∈ indC theC-moduleSX induces a bijection
between the isomorphism classes of indecomposable objects in C and the isomorphism classes
of simple C-modules.
Proof. This is a straightforward consequence of Theorem 3.3.3 and Proposition 3.3.4.
Now, we start to discuss the existence of minimal projective resolutions of simpleC-modules whose terms are representable modules. Such resolutions will be of fundamental
importance in this text since, as we will see in Section 3.6, they will lead us to some first
notions of higher Auslander–Reiten theory.
To begin with, note that if every simple C-module admits a projective resolution as
mentioned above, then we obviously obtain that every simple C-module is finitely presented.
Conversely, if every simple C-module is finitely presented and if we also assume that C
is right coherent, then it follows from the last paragraph of Section 3.2 that every simpleC-module admits a minimal projective resolution whose terms are representable modules.
Therefore, we see that if C is right coherent, then to obtain the existence of such resolutions
for the simple C-modules, it suffices to guarantee that every simple C-module is finitely
presented. Likewise, we also have the dual result for left C-modules if we assume that C is
left coherent.
Taking the above paragraph into account, the following result is of great importance:
Proposition 3.3.6. If Z ∈ indC, then SZ is finitely presented if and only if there is some
morphism f ∶ Y → Z in C such that ⟨f⟩C = radC(−, Z).
Proof. By applying Proposition 3.1.3 in the short exact sequence
0 radC(−, Z) C(−, Z) SZ 0←→ ←→ ←→ ←→
inModC we obtain that SZ is finitely presented if and only if radC(−, Z) is finitely generated.
Therefore, the result follows from Proposition 2.5.3.
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We remark that if we take Cop in place of C in Proposition 3.3.6, then for a givenX ∈ indC we obtain that SX is finitely presented if and only if there is some morphismf ∶ X → Y in C such that C⟨f⟩ = radC(X, −).
Therefore, we see from Proposition 3.3.6 and the above paragraph that given X,Z ∈
C satisfying that EndC(X) and EndC(Z) are local rings, it would be interesting to have a
description of the morphisms which generate radC(X,−) and radC(−, Z) as a left and a right
ideal of C, respectively, in case that they exist. We will present such a description in the next
section, which will lead us to the notion of “almost split morphisms”.
To conclude this section, we observe that if Z ∈ indC and if
⋯ C(−, Y2) C(−, Y1) C(−, Y0) SZ 0←→ ←→ ←→ ←→ ←→
is a minimal projective resolution of SZ inModC, then because we know from Proposition
3.3.1 that the canonical projection C(−, Z) → SZ is a projective cover of SZ, it follows that
from Proposition 1.4.4 that C(−, Y0) ≃ C(−, Z), and thus Y0 ≃ Z. Therefore, in this case we
have that a minimal projective resolution of SZ is given by an exact sequence
⋯ C(−, Y2) C(−, Y1) C(−, Z) SZ 0←→C(−,f3) ←→C(−,f2) ←→C(−,f1) ←→ ←→
inModCwith each fi ∶ Yi → Yi−1 being amorphism inC, where f1 is amorphism satisfying
that ⟨f1⟩C = radC(−, Z).
Dually, we also have that if X ∈ indC and if SX admits a minimal projective res-
olution in ModCop whose terms are representable modules, then it is given by an exact
sequence
⋯ C(Y2,−) C(Y1,−) C(X,−) SX 0←→C(f3,−) ←→C(f2,−) ←→C(f1,−) ←→ ←→
inModCop with each fi ∶ Yi → Yi−1 being a morphism in C, where f1 is a morphism such
that C⟨f1⟩ = radC(X,−).
3.4 Almost split morphisms
In this section we present the notion of a “right almost split” morphism and of a
“left almost split” morphism, which were introduced by Maurice Auslander and Idun Reiten
in [12]. We show that these are precisely the morphisms which generate the Jacobson radical
of certain modules, and we continue the discussion of Section 3.3 on minimal projective
resolutions of simple modules over skeletally small Krull–Schmidt categories. Moreover, we
also prove the existence of these morphisms in some categories.
In what follows, C will stand for a skeletally small preadditive category.
Following [12], we say that a morphism f ∶ Y → Z in C is right almost split in C
if f is not a split epimorphism, and given a morphism g ∶ X → Z in C which is not a split
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epimorphism, there is a morphism ℎ ∶ X → Y such that g = fℎ. Dually, we say that a
morphism f ∶ X → Y in C is left almost split in C if f is not a split monomorphism, and
given a morphism g ∶ X → Z in C which is not a split monomorphism, there is a morphism
ℎ ∶ Y → Z such that g = ℎf. Finally, if a morphism is both right almost split in C and right
minimal, then we say that it isminimal right almost split in C. Likewise, if a morphism
is both left almost split in C and left minimal, then we say that it isminimal left almost
split in C.
The reader should note that a morphism in C is right almost split or minimal right
almost split if and only if its corresponding morphism in Cop is left almost split or minimal
left almost split, respectively.
We now present the connection between the morphisms defined above with the
discussion around Proposition 3.3.6. The next result is from [7, Chapter II, Proposition 2.3],
and here we present a different proof for it.
Proposition 3.4.1. The following are equivalent for a morphism f ∶ Y → Z in C:
(a) EndC(Z) is a local ring and ⟨f⟩C = radC(−, Z).
(b) f is right almost split in C.
Proof. If EndC(Z) is a local ring and ⟨f⟩C = radC(−, Z), then it is easy to conclude from
Proposition 2.6.5 that f is right almost split in C.
Conversely, assume that f is right almost split in C. First, we will verify that f ∈radC(Y, Z). For this, we know from Theorem 2.6.1 that it suffices to show that idZ −fg is a
split epimorphism for every morphism g ∈ C(Z,Y). Therefore, let g ∈ C(Z,Y) and suppose
that idZ −fg is not a split epimorphism. Then there is a morphism ℎ ∶ Z → Y such that
idZ −fg = fℎ, which implies that idZ = f(g + ℎ), a contradiction.
Now, we will prove that EndC(Z) is a local ring. By [1, Chapter VII, Theorem 6.5], it
suffices to verify that if g ∈ C(Z, Z) is not an isomorphism, then idZ −g is an isomorphism.
In this case, let g ∈ C(Z, Z) and suppose that g is not an isomorphism. Then we have that g
is not a split epimorphism. In fact, if there is some morphism k ∈ C(Z, Z) with gk = idZ,
then k is not a split epimorphism, so that there is a morphism ℎ ∶ Z → Y such that k = fℎ.
Hence idZ = gfℎ, which implies that idZ ∈ radC(Z, Z), and by Proposition 2.5.2 this is a
contradiction since Z ≠ 0. Consequently, there is a morphism ℎ ∶ Z → Y such that g = fℎ,
and thus it follows from Theorem 2.6.1 that idZ −g is an isomorphism.
Finally, it follows from Proposition 2.5.1 that ⟨f⟩C ⊆ radC(−, Z), and by Proposition
2.6.5 we have that radC(−, Z) ⊆ ⟨f⟩C, so that ⟨f⟩C = radC(−, Z).
80
We point out that if we take Cop in place of C in Proposition 3.4.1, then we can
conclude that for a morphism f ∶ X → Y in C, we have that EndC(X) is a local ring and
C⟨f⟩ = radC(X, −) if and only if f is left almost split in C.
For the rest of this section, let ℬ denote a skeletally small Krull–Schmidt category.
We see from propositions 3.3.6 and 3.4.1 that almost split morphisms in ℬ are of
great importance, given that their existence or nonexistence determinewhether or not simple
ℬ-modules are finitely presented. Therefore, it would be interesting to study when these
morphisms exist in ℬ, and this is what we begin to discuss now.
Following [17], we say that ℬ has right almost split morphisms if for every
Z ∈ indℬ there is a right almost split morphism Y → Z in ℬ. Dually, we say that ℬ has
left almost split morphisms if for every X ∈ indℬ there is a left almost split morphism
X → Y in ℬ. Finally, we say that ℬ has almost split morphisms if ℬ has both right and
left almost split morphisms.
With the above definitions, we can summarize the discussion started in Section 3.3
in the next two results:
Proposition 3.4.2. The following are equivalent:
(a) ℬ has right almost split morphisms.
(b) radℬ(−, Z) is finitely generated for every Z ∈ indℬ.
(c) Every simpleℬ-module is finitely presented.
Proof. First, recall from Proposition 2.5.3 that if Z ∈ ℬ, then radℬ(−, Z) is finitely generated
if and only if there is some morphism f ∶ Y → Z in ℬ such that ⟨f⟩ℬ = radℬ(−, Z).
Therefore, it is easy to see by Proposition 3.4.1 that items (a) and (b) are equivalent, as well as
that we have by Proposition 3.3.6 and Theorem 3.3.3 that items (b) and (c) are equivalent.
Proposition 3.4.3. Assume that ℬ is right coherent. Then every simpleℬ-module admits a
minimal projective resolution whose terms are representable modules if and only ifℬ has right
almost split morphisms.
Proof. This follows from Proposition 3.4.2 and the last paragraph of Section 3.2.
It is important to remark that if there is a right almost split morphism Y → Z in ℬ
for someZ ∈ indℬ, then there is also aminimal right almost split morphismW → Z inℬ. In
fact, we obtain from Proposition 3.4.1 that radℬ(−, Z) is a finitely generated ℬ-module, and
because ℬ is semiperfect by Theorem 3.2.5, we conclude that radℬ(−, Z) admits a projective
cover in Modℬ which is given by ℬ(−, f) ∶ ℬ(−,W) → radℬ(−, Z) for some morphism
f ∶W → Z in ℬ. In this case, it follows from Proposition 3.4.1 that f is right almost split in
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ℬ since ⟨f⟩ℬ = radℬ(−,Z), and we also have that f is right minimal, given that ℬ(−, f) is
right minimal. Dually, we can also verify that if there is a left almost split morphism X → Y
in ℬ for some X ∈ indℬ, then there is a minimal left almost split morphism X →W in ℬ.
We end this section by studying the existence of almost split morphisms in ℬ in
case that ℬ has an additive generator.
Proposition 3.4.4. Suppose thatℬ has an additive generator X ∈ ℬ, and let Λ = Endℬ(X)
and radΛ be the Jacobson radical of Λ. Then we have the following:
(a) ℬ has right almost split morphisms if and only if radΛ is finitely generated as a rightΛ-module.
(b) ℬ has left almost split morphisms if and only if radΛ is finitely generated as a leftΛ-module.
Proof. (a) Since we have an equivalence of categories eX ∶ Modℬ → ModΛ by Proposition
2.8.2 and we know from Corollary 2.6.2 that eX(radℬ(−, X)) = radΛ, it follows from Corol-
lary 2.7.3 that the ℬ-module radℬ(−, X) is finitely generated if and only if radΛ is finitely
generated as a Λ-module. Now, write X = X1⊕⋯⊕Xn with each Xi being indecomposable.
We have that radℬ(−, X) is finitely generated if and only if so is each radℬ(−, Xi), and this is
the case if and only if ℬ has right almost split morphisms by Proposition 3.4.2.
(b) This follows dually from the proof of item (a).
As a consequence of Proposition 3.4.4, we have the following:
Corollary 3.4.5. Suppose thatℬ is a finitely confinedR-category for some commutative noethe-
rian ring R. Ifℬ has an additive generator, thenℬ has almost split morphisms.
Proof. If X ∈ ℬ is an additive generator of ℬ, then Λ = Endℬ(X) is both a right and a
left noetherian ring since it is finitely generated as an R-module. Therefore, the Jacobson
radical of Λ is both finitely generated as a right and a left Λ-module, and we conclude from
Proposition 3.4.4 that ℬ has almost split morphisms.
3.5 Functorially finite subcategories
In this section we give the notions of “contravariantly finite”, “covariantly finite”
and “functorially finite” subcategory, which were first introduced in [16] and subsequently
explored in [17] by Maurice Auslander and Sverre O. Smalø. Such subcategories will play an
important role in this text, and we show here that they behave very well with the properties
of being right or left coherent and of having right or left almost split morphisms.
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In what follows, V is a variety and C is a subcategory of V such that addC = C, so
that C is also a variety.
We say that C is contravariantly finite in V if every finitely generated V-module
is also finitely generated when viewed as a C-module, i.e. if F ∈ f . g.(V) implies that F|C ∈
f . g.(C). This is equivalent to say that V(−,Y)|C is a finitely generated C-module for everyY ∈ V , and this happens if and only if for every Y ∈ V there is some morphism f ∶ X → Y
in V with X ∈ C such that V(−, f)|C ∶ C(−, X)→ V(−, Y)|C is an epimorphism inModC,
in which case we call f a right C-approximation ofY. Dually, we say that C is covariantly
finite in V if every finitely generated left V-module is also finitely generated when viewed
as a left C-module, i.e. if F ∈ f . g.(Vop) implies that F|C ∈ f . g.(Cop), and this happens if and
only if for every Y ∈ V there is some morphism f ∶ Y → X in V with X ∈ C such that
V(f, −)|C ∶ C(X, −) → V(Y, −)|C is an epimorphism inModCop, in which case we call f a
left C-approximation of Y. Finally, we say that C is functorially finite in V if C is both
contravariantly and covariantly finite in V .
The reader should note that C is covariantly finite in V if and only if Cop is con-
travariantly finite in Vop. Therefore, we develop some results in this section only for the
case of contravariantly finite subcategories, since the covariantly case will be recovered by
considering opposite categories.
We first prove that the subcategories described above behave well with the notions
of being right or left coherent. The result below is a generalization of [17, Proposition 2.1(b)].
Proposition 3.5.1. Suppose that V is right coherent and that C is contravariantly finite in V .
Then C is also right coherent and if F ∈ modV , then F|C ∈ modC.
Proof. We begin by verifying that F|C ∈ modC for every F ∈ modV , and for this, we first
show that V(−, Y)|C ∈ modC for each Y ∈ V .
Let Y ∈ V be arbitrary. Since C is contravariantly finite in V , there is a morphism
f ∶ X → Y in V with X ∈ C such that V(−, f)|C ∶ C(−,X)→ V(−, Y)|C is an epimorphism
inModC. In this case, if we consider the exact sequence
0 K V(−, X) V(−, Y)←→ ←→ ←→V(−,f)
inModV , then we conclude by Proposition 3.1.6 that the K is a finitely generatedV-module.
Consequently, K|C is a finitely generated C-module and from the short exact sequence
0 K|C C(−,X) V(−, Y)|C 0←→ ←→ ← →V(−,f)|C ←→
inModC we obtain by Proposition 3.1.3 that V(−, Y)|C ∈ modC.
Now, take F ∈ modV and let
V(−, X) V(−, Y) F 0←→ ←→ ←→
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be an exact sequence inModV with X,Y ∈ V . Then we obtain an exact sequence
V(−, X)|C V(−, Y)|C F|C 0←→ ←→ ←→
inModC, and given that V(−, X)|C,V(−, Y)|C ∈ modC, we conclude by Proposition 3.1.5
that F|C ∈ modC.
Next, we will verify that C is right coherent. In order to show this, let F ⊆ C(−, Y)
be a finitely generated right ideal of C for someY ∈ C. If we prove that F is finitely presented,
then we will conclude from Lemma 3.1.8 that C is right coherent. Well, we know from
Proposition 2.5.3 that there is some morphism f ∶ X → Y in C such that F = ⟨f⟩C.
Therefore, consider G = ⟨f⟩V inModV . Since V is right coherent, we have that G ∈ modV ,
and thus F = G|C ∈ modC by the above paragraph.
As we will see in the next result, which is from [16, Proposition 3.10], we also have
that contravariantly and covariantly finite subcategories preserve the properties of having
right and left almost split morphisms, respectively.
Proposition 3.5.2. If V is a Krull–Schmidt category which has right almost split morphisms
and C is contravariantly finite in V , then C also has right almost split morphisms.
Proof. This follows from Proposition 3.4.2 and the fact that radC(−, Z) = radV(−, Z)|C for
every Z ∈ C.
At this moment, recall from Proposition 3.4.3 that for a variety, the properties of
being Krull–Schmidt, right coherent and of having right almost split morphisms are very
important. Considering this, it is interesting to point out that as a consequence of propositions
3.5.1 and 3.5.2, we conclude that if V has these three properties, then so does C provided
that C is contravariantly finite in V . Likewise, we also have that if V is Krull–Schmidt, left
coherent and has left almost split morphisms, then so does C provided that C is covariantly
finite in V . Therefore, we see that subcategories which are contravariantly or covariantly
finite are indeed of great interest if one would like to study minimal projective resolutions of
simple modules, as is our case.
To end this section, we present a case when we can verify that a subcategory is
functorially finite. The next result is a generalization of [16, Proposition 4.2], and here we
give a different approach to prove it.
Proposition 3.5.3. Suppose that V is a finitely confined R-category for some commutative
ring R. If C has an additive generator, then C is functorially finite in V .
Proof. We only show that C is contravariantly finite inV , since the proof that C is covariantly
finite in V will follow by duality.
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Let X ∈ C be such that addX = C and write Λ = EndC(X). We know from Propo-
sition 2.8.2 that eX ∶ ModC → ModΛ is an equivalence of categories, and thus for each
Y ∈ V we have by Corollary 2.7.3 thatV(−, Y)|C is a finitely generated C-module if and only
ifV(X,Y) is a finitely generated Λ-module. But we know thatV(X,Y) is a finitely generated
R-module for each Y ∈ V , and because Λ is an R-algebra, we obtain that V(X,Y) is also
finitely generated as a Λ-module. Therefore, C is contravariantly finite in V .
3.6 n-Almost split sequences
We now begin to take the first steps into higher Auslander–Reiten theory by giving
the definition and someproperties of an “n-almost split sequence”,which is an exact sequence
satisfying certain conditions. This kind of sequence plays a central role in higher Auslander–
Reiten theory, and generalizes the notion of an “almost split sequence”, one of the main
objects of study in Auslander–Reiten theory.
In what follows, ℬ is a skeletally small Krull–Schmidt category.
Before we define what an “n-almost split sequence” is, we first develop some
thoughts on minimal projective resolutions of simple ℬ-modules.
If ℬ is right coherent and has right almost split morphisms, then it follows from
Proposition 3.4.3 that for each Z ∈ indℬ the simple ℬ-module SZ admits a minimal projec-
tive resolution
⋯ ℬ(−, Y2) ℬ(−, Y1) ℬ(−, Z) SZ 0←→ℬ(−,f3) ←→ℬ(−,f2) ←→ℬ(−,f1) ←→ ←→
inModℬ with each fi ∶ Yi → Yi−1 being a morphism in ℬ, where Y0 = Z. Therefore, for
each Z ∈ indℬ we obtain a complex
CZ ∶ ⋯ Y2 Y1 Z 0←→f3 ←→f2 ←→f1 ←→
in ℬ with fi ∈ radℬ for each i ⩾ 1 by Theorem 3.2.3, where f1 is right almost split inℬ by Proposition 3.4.1. Moreover, this complex is unique up to isomorphism among all
other complexes which induce minimal projective resolutions of SZ, given that we know
from Proposition 1.4.5 that minimal projective resolutions are unique up to isomorphism of
complexes.
Likewise, if ℬ is left coherent and has left almost split morphisms, then for each
X ∈ indℬ there is, up to isomorphism, a unique complex
CX ∶ 0 X W1 W2 ⋯←→ ←→g1 ←→g2 ←→g3
in ℬ which induces a minimal projective resolution
⋯ ℬ(W2,−) ℬ(W1,−) ℬ(X,−) SX 0←→ℬ(g3,−) ←→ℬ(g2,−) ←→ℬ(g1,−) ←→ ←→
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of SX inModℬop. In this case, we can also conclude that gi ∈ radℬ for each i ⩾ 1, as well as
that g1 is left almost split in ℬ.
Now, suppose that ℬ is an abelian category. Then we know from Proposition 3.1.9
that ℬ is both right and left coherent, and it follows from Proposition 3.1.10 that pdℬ F ⩽ 2
for every F ∈ modℬ, as well as that pdℬop G ⩽ 2 for every G ∈ modℬop. Therefore, if ℬ has
almost split morphisms and X, Z ∈ indℬ, then there are complexes CZ and CX as described
above, and they satisfy that Yi = 0 andWi = 0 for all i ⩾ 3.
Under the conditions and notations of the above paragraph, an interesting case to
have would be that CZ = CX for some pair X, Z ∈ indℬ. Well, if this is indeed the case, then
we have a complex
C ∶ 0 X Y Z 0←→ ←→f ←→g ←→
in ℬ such that
0 ℬ(−, X) ℬ(−, Y) ℬ(−, Z) SZ 0←→ ←→ℬ(−,f) ←→ℬ(−,g) ←→ ←→
is a minimal projective resolution of SZ inModℬ and
0 ℬ(Z,−) ℬ(Y,−) ℬ(X,−) SX 0←→ ←→ℬ(g,−) ←→ℬ(f,−) ←→ ←→
is aminimal projective resolution of SX inModℬop. Furthermore, we obtain fromProposition
2.2.5 that C is a short exact sequence in ℬ, and by the above comments we also have that
g is right almost split in ℬ and that f is left almost split in ℬ. In this case, C is a sequence
which was called by an “almost split sequence” by Maurice Auslander and Idun Reiten in
[12, Section 2] (see also [7, Chapter II, Section 4]) and which was first introduced in [11] for
the case when ℬ = modΛ for an Artin algebra Λ.
With the above discussion done, we can now proceed to present the definition of an
“n-almost split sequence”, given by Osamu Iyama in [25], which generalizes the notion of an
“almost split sequence” introduced above.
From now on in this section, A will stand for a skeletally small abelian category,
C will be a subcategory of A which is also a Krull–Schmidt category and n will denote a
positive integer.
Following [25, Definition 3.1], we say that an exact sequence
0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
in A with terms in C is an n-almost split sequence in C if X and Z are indecomposable
and if it induces both a minimal projective resolution
0 C(−,X) C(−, Yn) ⋯ C(−, Y1) C(−, Z) SZ 0←→ ←→C(−,fn+1) ←→C(−,fn) ←→C(−,f2) ←→C(−,f1) ←→ ←→
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of SZ inModC and a minimal projective resolution
0 C(Z,−) C(Y1,−) ⋯ C(Yn,−) C(X,−) SX 0←→ ←→C(f1,−) ←→C(f2,−) ←→C(fn ,−) ←→C(fn+1,−) ←→ ←→
of SX inModCop. Moreover, if n = 1, then we call a 1-almost split sequence in C simply by
an almost split sequence in C.
Briefly, an n-almost split sequence in C is an exact sequence inA of length n with
terms in C which induces simultaneously a minimal projective resolution of a simple right
C-module, and also of a simple left C-module.
As we will see in the next proposition, we can also describe n-almost split sequences
in C without explicitly mentioning minimal projective resolutions of simple C-modules.
Proposition 3.6.1. An exact sequence
0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
inA with terms in C is an n-almost split sequence in C if and only if f1 is right almost split in
C, fn+1 is left almost split in C, fi ∈ radC for each 2 ⩽ i ⩽ n and the sequences
0 C(−, X) C(−, Yn) ⋯ C(−, Y1) C(−, Z)←→ ← →C(−,fn+1) ←→C(−,fn) ←→C(−,f2) ←→C(−,f1)
and
0 C(Z,−) C(Y1,−) ⋯ C(Yn,−) C(X,−)←→ ←→C(f1,−) ←→C(f2,−) ←→C(fn ,−) ← →C(fn+1,−)
are exact inModC and inModCop, respectively.
Proof. This follows from Theorem 3.2.3 and Proposition 3.4.1.
In particular, it follows from Proposition 3.6.1 that if
0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
is an n-almost split sequence in C, then Z is nonprojective andX is noninjective in C. Indeed,
this follows from the fact that f1 is an epimorphism in C but not a split epimorphism and
fn+1 is a monomorphism in C but not a split monomorphism since f1 and fn+1 are right and
left almost split in C, respectively.
We also remark that by propositions 2.2.5 and 3.6.1 we can conclude that a short
exact sequence
0 X Y Z 0←→ ←→f ←→g ←→
inA with terms in C is an almost split sequence in C if and only if g is right almost split in C
and f is left almost split in C. Therefore, we see that by taking n = 1 we recover the original
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definition of “almost split sequence” given by Maurice Auslander and Idun Reiten, which
we have already mentioned before.
It is interesting to note that if there is an n-almost split sequence in C, then it is
uniquely determined up to isomorphism of complexes by each of its end terms, as we will
prove below. The next result is from [25, Proposition 3.1.1], which is a generalization of the
case n = 1 in [12, Proposition 2.12].
Proposition 3.6.2. If
0 X Yn ⋯ Y1 Z 0←→ ←→ ←→ ←→ ←→ ←→
and 0 X′ Y′n ⋯ Y′1 Z′ 0←→ ←→ ←→ ←→ ←→ ←→
are two n-almost split sequences in C, then the following are equivalent:
(a) The sequences are isomorphic as complexes.
(b) Z ≃ Z′.
(c) X ≃ X′.
Proof. This is an easy consequence of Proposition 1.4.5, given that n-almost split sequences
in C induce minimal projective resolutions of simple right and left C-modules.
Now, the reader should note that so far we have seen some properties of n-almost
split sequences in C, but we still do not know if they exist. Well, in general, if we do not
impose any conditions on C, then we cannot guarantee their existence, and actually a great
part of Chapter 4 will be devoted to study which conditions would be interesting to impose
on C to make Cmore likely to have such sequences. But before we proceed to investigate
these conditions, first we need to be more precise about what we mean by the existence of
such sequences in C.
We say that C has n-almost split sequences if for each indecomposable and non-
projective object Z ∈ C there is an n-almost split sequence in C whose right end term is Z,
and also if for each indecomposable and noninjective object X ∈ C there is an n-almost split
sequence in C whose left end term is X. The reader should note that, for the case n = 1, the
notion of having almost split sequences that we defined here does not coincide with the
corresponding notion given in [17].
In Theorem 5.1.12 we will prove that ifΛ is an Artin algebra and if C is a subcategory
ofmodΛ which satisfies certain conditions, then C has n-almost split sequences. However,
before we achieve this result we first need to understand what these conditions are, which
are described in the next chapter.
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4 Where to look for
n-almost split sequences
In this chapter,A will stand for a skeletally small abelian category and C will be a
subcategory of A such that addC = C, so that C is a variety. Moreover, n will always denote
a positive integer.
Our aim now is to establish appropriate conditions over C to make it more likely
to have n-almost split sequences in case that it is Krull–Schmidt. A subcategory satisfying
the conditions that we introduce here will be called an “n-cluster tilting subcategory of A”.
Moreover, we also present several equivalent conditions for an exact sequence inA of length
n with terms in C to be an n-almost split sequence in C, in case that C is an “n-cluster tilting
subcategory of A” which is also Krull–Schmidt.
4.1 n-Rigid subcategories
In this section we begin by presenting the condition of C being “n-rigid”, which as
we will see, gives an easier description of n-almost split sequences in C, in case that C is
Krull–Schmidt. Furthermore, we also prove that there are nom-almost split sequences in C
for 0 < m < n if C is Krull–Schmidt and satisfies such condition.
In view of Proposition 3.6.1, it is interesting tomake the following definitions, which
are from [29, Definition 2.3]. We say that a sequence
S ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
in C is a left n-exact sequence in C, or for short, left n-exact in C, if
0 C(−, X) C(−, Yn) ⋯ C(−, Y1) C(−, Z)←→ ← →C(−,fn+1) ←→C(−,fn) ←→C(−,f2) ←→C(−,f1)
is an exact sequence inModC. Dually, we say that it is a right n-exact sequence in C, or
for short, right n-exact in C, if
0 C(Z,−) C(Y1,−) ⋯ C(Yn,−) C(X,−)←→ ←→C(f1,−) ←→C(f2,−) ←→C(fn ,−) ← →C(fn+1,−)
is an exact sequence inModCop. If S is both left and right n-exact in C, then we say that it is
an n-exact sequence in C, or for short, n-exact in C.
The reader should note that it follows from Proposition 2.2.5 that a sequence
0 X Y Z 0←→ ←→f ←→g ←→
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in A is 1-left exact in A if and only if
0 X Y Z←→ ←→f ←→g
is an exact sequence in A, as well as that it is 1-right exact in A if and only if
X Y Z 0←→f ←→g ←→
is an exact sequence in A. Therefore, the concept of a 1-exact sequence inA coincides with
that of a short exact sequence in A.
In case that C is a Krull–Schmidt category, from the above definitions we see that a
necessary condition for an exact sequence inA of length n with terms in C to be an n-almost
split sequence in C is that it must be n-exact in C. Because of this, it would be interesting to
have some property over Cwhich guarantees that every exact sequence inA of length n with
terms in C is n-exact in C. Well, as we will see in Proposition 4.1.2, a sufficient condition for
this to happen is that C is “n-rigid”, a concept which we define next.
We say that C is n-rigid if ExtiA(X,Y) = 0 for every X,Y ∈ C and 0 < i < n. It is
important to remark that saying that C is 1-rigid does not impose any additional condition
on C, so that this is a trivial case. Furthermore, note that if C is n-rigid, then it is alsom-rigid
for every 0 < m < n.
Before we proceed to prove Proposition 4.1.2, we define the following subcategories
of A, which will be useful for the development of the text:
C⟂n = {X ∈ A ∣ ExtiA(Y,X) = 0 for all 0 < i < n and Y ∈ C},
⟂nC = {X ∈ A ∣ ExtiA(X,Y) = 0 for all 0 < i < n and Y ∈ C}.
Observe that with the above definitions we have that C is n-rigid if and only if C ⊆ C⟂n,
which is also equivalent to say that C ⊆ ⟂nC.
To prove Proposition 4.1.2 we need the following technical lemma, which was
motivated by [25, Item 2.2.1(1)].
Lemma 4.1.1. Suppose that n ⩾ 3 and let
E ∶ 0 X Yn Yn−1 ⋯ Yj Xj 0←→ ←→ ←→ ←→ ←→ ←→ ←→
be an exact sequence inA with X,Yi ∈ C for each i, where j ⩾ 3. Then Ext1A(W,Xj) = 0 for
eachW ∈ ⟂nC.
Proof. First, write E = EnEn−1⋯ Ej as a splice of n − j + 1 short exact sequences
Ei ∶ 0 Xi+1 Yi Xi 0←→ ←→ ←→ ←→
in A, where Xn+1 = X. From Theorem 1.2.2 we obtain that ExtkA(W,Xi) = 0 for each0 < k < i − 1 andW ∈ ⟂nC, hence Ext1A(W,Xj) = 0 for eachW ∈ ⟂nC.
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The next result is from [29, Proposition 2.2] (see also [25, Lemma 3.2]).
Proposition 4.1.2. Assume that C is n-rigid and let
E ∶ X Yn ⋯ Y1 Z←→fn+1 ←→fn ←→f2 ←→f1
be an exact sequence inA with terms in C.
(a) If fn+1 is a monomorphism inA, then E is left n-exact in C.
(b) If f1 is an epimorphism inA, then E is right n-exact in C.
Therefore, every exact sequence inA of length n with terms in C is n-exact in C.
Proof. (a) Write E = EnEn−1⋯ E1 as a splice of the exact sequences
E1 ∶ 0 X2 Y1 Z←→ ←→ ←→
and
Ei ∶ 0 Xi+1 Yi Xi 0←→ ←→ ←→ ←→
in A, where 2 ⩽ i ⩽ n and Xn+1 = X.
It follows from Proposition 2.2.5 that
0 A(−, X2)|C C(−, Y1) C(−, Z)←→ ←→ ←→
is an exact sequence inModC, hence if n = 1, then we are done. Otherwise, if n ⩾ 2, then
since we know from Lemma 4.1.1 that Ext1A(W,Xj) = 0 for eachW ∈ C and j ⩾ 3 (note that
if n = 2, then X3 = X, so that we also have this equality), we conclude by Theorem 1.2.2 that
0 A(−, Xi+1)|C C(−, Yi) A(−, Xi)|C 0←→ ←→ ←→ ←→
is also an exact sequence in ModC for each 2 ⩽ i ⩽ n. Hence by taking the splice of the
above sequences, we conclude that
0 C(−, X) C(−, Yn) ⋯ C(−, Y1) C(−, Z)←→ ← →C(−,fn+1) ←→C(−,fn) ←→C(−,f2) ←→C(−,f1)
is an exact sequence inModC, which means that E is left n-exact in C.
(b) This follows dually from the proof of item (a).
As a consequence of Proposition 4.1.2, if C is a Krull–Schmidt category which is
also n-rigid, then we obtain the following characterization of n-almost split sequences in C:
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Corollary 4.1.3. If C is Krull–Schmidt and n-rigid, then an exact sequence
0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
inA with terms in C is an n-almost split sequence in C if and only if f1 is right almost split in
C, fn+1 is left almost split in C and fi ∈ radC for each 2 ⩽ i ⩽ n.
Proof. This follows from propositions 3.6.1 and 4.1.2.
We see then from Corollary 4.1.3 that it is indeed interesting to assume that C is
n-rigid, and in fact, this is one of the conditions that C will need to satisfy to be an “n-cluster
tilting subcategory ofA”, as we will see in Section 4.2. Because of this, we now investigate
some consequences that we obtain by assuming that C is n-rigid.
To begin with, note that if C is Krull–Schmidt and
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
is an exact sequence inA with terms in C, then a necessary condition that E need to satisfy
to be an n-almost split sequence in C is that CokerC(−, f1) and CokerC(fn+1,−) must
be simple right and left C-modules, respectively. Therefore, it could be useful to have a
description of both CokerC(−, f1) and CokerC(fn+1,−) in terms of E, and this is what we
present in Proposition 4.1.4 for the case when C is n-rigid. But before we give this result, we
first need to establish some notation.
For each i ⩾ 0 and X ∈ A we define ExtiA(−, X) ∶ Aop → Ab to be the A-module
which is given by ExtiA(−, X)(W) = Ext
i
A(W,X) for eachW ∈ A, with the agreement that
Ext0A(W,X) = A(W,X). Moreover, if
E ∶ 0 X Y Z 0←→ ←→ ←→ ←→
is a short exact sequence in A, then we let
)i(−, E) ∶ Ext
i
A(−, Z)→ Exti+1A (−, X)
be the morphism of A-modules whose components are defined by )i(−, E)W = )i(W,E) for
each W ∈ A (see Section 1.2). Likewise, we define ExtiA(X,−) ∶ A → Ab to be the left
A-module which is given by ExtiA(X,−)(W) = Ext
i




be the morphism of left A-modules whose components are defined by )i(E,−)W = )i(E,W)
for eachW ∈ A (see Section 1.2).
The proposition below was motivated by [25, Lemma 3.2].
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Proposition 4.1.4. Assume that C is n-rigid and let
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
be an exact sequence inA with terms in C. Then
(a) The cokernel of C(−, f1) inModC is given by the image of the morphism
(−, E) ∶ C(−, Z) → ExtnA(−, X)|C
whose components (−, E)W = (W,E) are given by (W,E)(g) = Eg for each g ∈
C(W,Z) andW ∈ C.
(b) The cokernel of C(fn+1,−) inModCop is given by the image of the morphism
(E,−) ∶ C(X,−) → ExtnA(Z,−)|C
whose components (E,−)W = (E,W) are given by (E,W)(g) = gE for each g ∈
C(X,W) andW ∈ C.
Proof. (a) First, write E = EnEn−1⋯ E1 as a splice of n short exact sequences
Ei ∶ 0 Xi+1 Yi Xi 0←→ ←→ ←→ ←→
in A, where Xn+1 = X and X1 = Z. From Theorem 1.2.2 we know that
0 A(−, X2)|C C(−, Y1) C(−, Z) Ext1A(−, X2)|C←→ ←→ ←→C(−,f1) ← →)0(−,E1)|C
is an exact sequence inModC, and thus if n = 1, then we have the result. Otherwise, from
the fact that C is n-rigid we obtain by Theorem 1.2.2 that
)i−1(−, Ei)|C ∶ Exti−1A (−, Xi)|C → ExtiA(−, Xi+1)|C
is an isomorphism inModC for each 2 ⩽ i ⩽ n − 1, and also that it is a monomorphism for
i = n. Consequently, if we take
 = )n−1(−, En)|C⋯ )1(−, E2)|C)0(−, E1)|C ∶ C(−, Z) → ExtnA(−, X)|C,
then we have that
C(−, Y1) C(−, Z) ExtnA(−, X)|C←→C(−,f1) ←→
is exact inModC, and it is easy to see that  = (−, E).
(b) This follows dually from the proof of item (a).
As a consequence of Proposition 4.1.4, we obtain the following result, which was
motivated by [25, Proposition 3.3]:
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Corollary 4.1.5. Suppose that C is Krull–Schmidt and n-rigid. If
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
is an n-almost split sequence in C, then E generates both a simple submodule of the rightEndC(Z)-module ExtnA(Z,X) and a simple submodule of the left EndC(X)-module ExtnA(Z,X).
Proof. This follows from propositions 3.3.4 and 4.1.4.
We observe that in Proposition 6.3.3wewill present an improved version of Corollary
4.1.5 for the case when C is an “n-cluster tilting subcategory ofmodΛ”, where Λ is an Artin
algebra.
Now, taking Corollary 4.1.5 into account, we see that if C is Krull–Schmidt and
n-rigid, and if
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
is an n-almost split sequence in C, then E is somehow very close of being zero in ExtnA(Z,X).
This should help the reader to gain some intuition on n-almost split sequences in C.
The next result may shed some light on the idea presented in the above paragraph.
Proposition 4.1.6. Assume that C is n-rigid and let
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
be an exact sequence inA with terms in C. Then the following are equivalent:
(a) E is zero in ExtnA(Z,X).
(b) f1 is a split epimorphism.
(c) fn+1 is a split monomorphism.
Proof. To begin with, note that if f1 is a split epimorphism or fn+1 is a split monomorphism,
then we already know from Proposition 1.2.1 that E is zero in ExtnA(Z,X).
Conversely, suppose that E is zero in ExtnA(Z,X). Well, since we know from Proposi-
tion 4.1.4 that
C(Z,Y1) C(Z, Z) ExtnA(Z,X)←→C(Z,f1) ←→(Z,E)
is exact in Ab, and given that E = E idZ = (Z, E)(idZ), we obtain that idZ ∈ ImC(Z, f1).
From this, it is easy to see that f1 is a split epimorphism. Dually, we can conclude that fn+1
is a split monomorphism.
To conclude this section, we give the following consequence of Proposition 4.1.6:
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Corollary 4.1.7. If C is Krull–Schmidt and n-rigid, then there is nom-almost split sequence
in C for 0 < m < n.
Proof. Note that if
E ∶ 0 X Ym ⋯ Y1 Z 0←→ ←→fm+1 ←→fm ←→f2 ←→f1 ←→
is an exact sequence in A with terms in C and 0 < m < n, then E ∈ ExtmA(Z,X) = 0.
Consequently, given that C is m-rigid, it follows from Proposition 4.1.6 that f1 is a split
epimorphism, and thus E is not anm-almost split sequence in C.
Therefore, we see from Corollary 4.1.7 that if C is Krull–Schmidt and n-rigid, then
the least positive integerm for which Cmay havem-almost split sequences ism = n.
4.2 n-Cluster tilting subcategories
We now introduce other conditions on C that facilitate the existence of n-almost
split sequences in C, in case that C is Krull–Schmidt, which will lead us to the notion of an
“n-cluster tilting subcategory”. In particular, we prove that if C is such a subcategory which
is also Krull–Schmidt, then the only positive integerm such that Cmay havem-almost split
sequences ism = n.
To begin with, recall that if C is Krull–Schmidt, then we have by Proposition 3.4.3 a
useful condition to decide whether or not the simple C-modules admit minimal projective
resolutions whose terms are in P(C) if we assume that C is right coherent. Likewise, we
also have the dual condition if we suppose that C is left coherent. Therefore, it would be
interesting to have that C is both right and left coherent to study the existence of n-almost
split sequences in C. In this case, note that it follows from propositions 3.1.9 and 3.5.1 that
to assure this property, it suffices to demand that C is functorially finite in A. The reader
should note that demanding this condition on C is very convenient since in this case we
would be able to use the results of Section 3.5, which can be very useful.
Now, suppose that C is Krull–Schmidt, functorially finite inA and that C also has
almost split morphisms. Then we know from the above paragraph and Proposition 3.4.3 that
for a given Z ∈ indC the simple C-module SZ admits a minimal projective resolution whose
terms are representable modules. Suppose that such resolution has finitely many nonzero
terms, being described below,
0 C(−, X) C(−, Yn) ⋯ C(−, Y1) C(−, Z) SZ 0←→ ←→C(−,fn+1) ←→C(−,fn) ←→C(−,f2) ←→C(−,f1) ←→ ←→
and also that the object X appearing in its last term is indecomposable. In this case, if
0 C(Z,−) C(Y1,−) ⋯ C(Yn,−) C(X,−) SX 0←→ ←→C(f1,−) ←→C(f2,−) ←→C(fn ,−) ←→C(fn+1,−) ←→ ←→
95
is a minimal projective resolution of SX inModCop, then to conclude that
0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
is an n-almost split sequence in C, we would only need to verify that it is an exact sequence
in A. Hence it would be convenient to have some property on C which guarantees that
sequences as above, i.e. n-exact sequences in C, are always exact in A. As we will see in
Proposition 4.2.1, one such property is that C is both “generating” and “cogenerating” in A,
which are concepts that we define below.
We say that C is generating in A if for every Y ∈ A there is some epimorphism
X → Y in A with X ∈ C. Dually, we say that C is cogenerating in A if for every Y ∈ A
there is some monomorphism Y → X in A with X ∈ C. The reader should note that C is
cogenerating in A if and only if Cop is generating inAop. Therefore, we present here some
results only for the case when C is generating in A, given that the cogenerating case will be
recovered by taking opposite categories.
We thank Gustavo Jasso for pointing out the next result.
Proposition 4.2.1. If C is generating inA, then a sequence
S ∶ X Y Z←→f ←→g
inA is exact provided that
SA,C ∶ A(−, X)|C A(−, Y)|C A(−, Z)|C← →A(−,f)|C ← →A(−,g)|C
is exact inModC.
Proof. Assume that SA,C is exact inModC. To prove that S is exact inA, we begin by showing
that gf = 0.
Well, let u ∶ V → X be an epimorphism in A with V ∈ C. Then because we have0 = A(V, g)A(V, f)(u) = gfu, we conclude that gf = 0.





A(W,X) A(W,Y) A(W,Z)←→A(W,f) ←→A(W,g)
is exact in Ab and A(W, g)(ℎ) = 0, we obtain that there is some morphism k ∈ A(W,X)
such that ℎ = fk. Using this fact the reader may easily verify that
X Y Z
←→f ←→g
is an exact sequence inA in case thatA = Ab, which is sufficient to complete the proof by
[32, Chapter VI, Metatheorem 7.3].
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Therefore, it follows from Proposition 4.2.1 and its dual that if C is generating and
cogenerating in A, then every n-exact sequence in C is exact in A.
Now, suppose that C is Krull–Schmidt, n-rigid, generating, cogenerating and functo-
rially finite inA. Then, recall from Corollary 4.1.7 that there is nom-almost split sequence in
C for 0 < m < n. Furthermore, given that we would like to introduce appropriate conditions
on C so that it is more likely to have n-almost split sequences, it would be convenient to
impose some condition on C which eliminates the possibility of the existence ofm-almost
split sequences in C form > n, so that the only possible positive integerm for which it would
be possible that there is anm-almost split sequence in C would bem = n. Well, one way of
doing this is by demanding that gl. dim(modC) ⩽ n + 1 or gl. dim(modCop) ⩽ n + 1, and
as we will see in Proposition 4.2.3, to have these properties, it is sufficient to suppose that
C⟂n ⊆ C and ⟂nC ⊆ C, respectively.
Before we prove Proposition 4.2.3, we first need the following lemma, which was
motivated by [25, Item 2.2.1(2)]:
Lemma 4.2.2. Suppose thatC is n-rigid, generating and contravariantly finite inA. IfC⟂n ⊆ C,
then pdCA(−, X)|C ⩽ n − 1 for every X ∈ A.
Proof. Note that if n = 1, then C⟂n = A, and thus we have the result. Therefore, assume in
the following that n ⩾ 2.
To begin with, recall from propositions 3.1.9 and 3.5.1 and Theorem 3.1.7 thatmodC
is an abelian category and such that the inclusionmodC→ ModC is exact. Now, if X ∈ A,
then we know by Proposition 3.5.1 that A(−,X)|C ∈ modC, and thus it admits a projective
resolution
⋯ C(−, Y2) C(−, Y1) C(−, Y0) A(−,X)|C 0←→C(−,f3) ←→C(−,f2) ←→C(−,f1) ← →A(−,f0)|C ←→
inModC with Yi ∈ C. In this case, it follows from Proposition 4.2.1 that
E ∶ ⋯ Y2 Y1 Y0 X 0←→f3 ←→f2 ←→f1 ←→f0 ←→
is an exact sequence in A. Next, consider the short exact sequences
Ei ∶ 0 Xi+1 Yi Xi 0
←→ ←→ ←→ ←→
in A induced by E for each i ⩾ 0, where X0 = X. It is not difficult to see that for each i the
sequence
0 A(−,Xi+1)|C C(−, Yi) A(−,Xi)|C 0←→ ←→ ←→ ←→
obtained by Ei is exact inModC since it coincides with the short exact sequences induced by
the initial projective resolution of A(−,X)|C. Therefore, we can conclude by Theorem 1.2.2
that for each 0 < i < nwe have that ExtkA(W,Xi) = 0 for every 0 < k < i+1 andW ∈ C, and
thus we obtain that Xn−1 ∈ C⟂n. Hence A(−, Xn−1)|C = C(−, Xn−1) ∈ P(C), which implies
that pdCA(−, X)|C ⩽ n − 1.
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Proposition 4.2.3. Suppose that C is n-rigid, generating and contravariantly finite in A. If
C⟂n ⊆ C, then gl. dim(modC) ⩽ n + 1.
Proof. Let F ∈ modC and take a projective presentation
C(−, Y) C(−, Z) F 0
←→C(−,f) ←→ ←→
of F inModC with Y, Z ∈ C. If we consider the exact sequence
0 X Y Z
←→ ←→ ←→f
in A, then by Proposition 2.2.5 we obtain that
0 A(−, X)|C C(−, Y) C(−, Z)←→ ←→ ←→C(−,f)
is exact in ModC, and thus it follows from Lemma 4.2.2 that pdC F ⩽ n + 1. Therefore,gl. dim(modC) ⩽ n + 1.
We can now give the definition of an “n-cluster tilting subcategory ofA”, which is,
as we will see, a subcategory of A satisfying the conditions that we have discussed so far.
Following [28, Definition 3.14], we say that C is an n-cluster tilting subcategory
of A if C is generating, cogenerating, functorially finite in A and if C also satisfies that
C = C⟂n and C = ⟂nC. We remark that these subcategories were first introduced by Osamu
Iyama in [25, Definition 2.2].
The reader should note that the unique 1-cluster tilting subcategory of A is A itself.
Moreover, if C is an n-cluster tilting subcategory of A, then it is also n-rigid, and by C = ⟂nC
we obtain that C contains all projective objects of A, as well as that by C = C⟂n we conclude
that C contains all injective objects of A.
As a consequence of what we have done so far, we obtain the following:
Corollary 4.2.4. If C is an n-cluster tilting subcategory ofA which is also Krull–Schmidt, then
there is nom-almost split sequence in C form ≠ n.
Proof. This is straightforward from Corollary 4.1.7 and Proposition 4.2.3.
Therefore, we see from Corollary 4.2.4 that the study ofm-almost split sequences in
n-cluster tilting subcategories of A which are also Krull–Schmidt is restricted to the casem = n. This gives us hope that such subcategories may have n-almost split sequences, and
in fact, we will prove in Theorem 5.1.12 that this is indeed the case when A = modΛ for an
Artin algebra Λ.
We end this section by giving some propositions which may be useful to decide
whether or not a certain C is an n-cluster tilting subcategory of A. The next results were
motivated by [25, Proposition 2.2.2] (see also [26, Proposition 2.2]).
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Lemma 4.2.5. If C is generating and contravariantly finite inA and satisfies that C = C⟂n,
then C = ⟂nC.
Proof. First, note that if f n = 1, then C⟂n = A = ⟂nC, and there is nothing to prove.
Therefore, assume in the following that n ⩾ 2.
Since C = C⟂n, we have that C is n-rigid, and thus C ⊆ ⟂nC. Hence to conclude that
C = ⟂nC, we only need to verify that ⟂nC ⊆ C.
Well, let X ∈ ⟂nC. It follows from Lemma 4.2.2 that pdCA(−, X)|C ⩽ n − 1, so that
there is a projective resolution
0 C(−, Yn−1) ⋯ C(−, Y1) C(−, Y0) A(−, X)|C 0←→ ← →C(−,fn−1) ←→C(−,f2) ←→C(−,f1) ←→A(−,f0)|C ←→
of A(−, X)|C inModC with Yi ∈ C. In this case, we conclude by Proposition 4.2.1 that
E ∶ 0 Yn−1 ⋯ Y1 Y0 X 0←→ ←→fn−1 ←→f2 ←→f1 ←→f0 ←→
is an exact sequence in A.
Now, consider the short exact sequence
E0 ∶ 0 X1 Y0 X 0←→ ←→ ←→f0 ←→
inA. If n = 2, thenX1 = Y1 and from Ext1A(X,Y1) = 0we obtain that E0 splits, so thatX ∈ C
and consequently ⟂nC ⊆ C. Otherwise, write E = E′E0 as a splice of the exact sequence
E′ ∶ 0 Yn−1 ⋯ Y1 X1 0←→ ←→fn−1 ←→f2 ←→ ←→
and E0. Then by applying Lemma 4.1.1 in E′ we obtain that Ext1A(X,X1) = 0, and as above
we conclude that ⟂nC ⊆ C.
Proposition 4.2.6. If C is generating, cogenerating and functorially finite in A, then the
following are equivalent:
(a) C is an n-cluster tilting subcategory ofA.
(b) C = C⟂n.
(c) C = ⟂nC.
Proof. This follows from Lemma 4.2.5 and its dual.
For the next result, note that if A has enough projectives, then C is generating in
A if and only if C contains all projective objects ofA. Dually, observe that if A has enough
injectives, then C is cogenerating in A if and only if C contains all injective objects of A.
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Proposition 4.2.7. Assume thatA has enough projectives and injectives. If C is functorially
finite inA, then the following are equivalent:
(a) C is an n-cluster tilting subcategory ofA.
(b) C = C⟂n and C is generating inA.
(c) C = ⟂nC and C is cogenerating inA.
Proof. Note that (a) implies both (b) and (c). Therefore, to prove the result, it suffices to
verify that (b) is equivalent to (c). Considering this, in what follows we only prove that (b)
implies (c) since the converse will follow by duality. Moreover, observe that if n = 1, then
C⟂n = A = ⟂nC, and there is nothing to prove. Hence assume in the following that n ⩾ 2.
Well, if C = C⟂n and C is generating in A, then from Lemma 4.2.5 we obtain that
C = ⟂nC. Furthermore, from C = C⟂n we obtain that C contains all injective objects of A,
and thus C is cogenerating in A.
4.3 Characterizations of n-almost split sequences
In this section we give many equivalent conditions for an exact sequence in A of
length n with terms in C to be an n-almost split sequence in C, by assuming that C is an
n-cluster tilting subcategory ofAwhich is also Krull–Schmidt. Under these assumptions, we
also prove that ifA has enough projectives and injectives and ifC has almost split morphisms,
then C has n-almost split sequences.
Before we characterize n-almost split sequences in n-cluster tilting subcategories of
A which are also Krull–Schmidt, we first need some lemmas.
The next result is from [28, Proposition 4.8] and the proof that we present here is
based on that of [29, Proposition 2.18].
Lemma 4.3.1. Suppose that C is generating, contravariantly finite inA and that C = C⟂n. If
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
is an exact sequence in A with terms in C, then every morphism u ∶ W → Z in C can be
extended to a commutative diagram
0 X Wn ⋯ W1 W 0
0 X Yn ⋯ Y1 Z 0
←→ ←→gn+1←→ id
←→gn←→ un











in C whose top row is exact inA.
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Proof. Note that if n = 1, then C⟂n = A, and thus it suffices to take the diagram formed by
the pullback of u and f1. Therefore, assume in the following that n ⩾ 2.





be the pullback of f1 and u inA. Since we have that f1f2 = 0 = u0, we know that there is a









←→ℎ2 ←→g′1←→u′1 ←→ u←→
f1
Moreover, using the uniqueness of ℎ2 and the fact that E is exact, we can conclude that ℎ2
factors through the cokernel of f3, though we leave the details for the reader, so that we






of ℎ2 andw1 inA. If we proceed with the above steps, then we obtain a commutative diagram
Wn−1 ⋯ W2 W1 W
Un Un−1 ⋯ U2 U1 Z




←→g1 ←→ u← →g′n
←→ u′n ←→ u′n−1
← →
g′n−1 ← →g′3 ← →g′2


















in A, where gi = g′iwi, which give us a commutative diagram
D ∶ 0 X Un Wn−1 ⋯ W2 W1 W 0
0 X Yn Yn−1 ⋯ Y2 Y1 Z 0
←→ ←→ℎn+1←→ id ←→ u′n
←→g′n ←→gn−1←→ un−1
←→g3 ←→g2←→ u2 ←→ u1













in A whose top row is a complex, where ui = u′iwi.
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Now, we will verify that Un ∈ C. For this, note that




i+1 ) ← →( −wi ℎi+1 ) ←→







is a pullback diagram, and also because wi is an epimorphism, given that wi is a right
C-approximation, and thus we know that it is an epimorphism by Proposition 4.2.1. Further-
more, it follows from Proposition 2.2.5 and the fact that wi is a right C-approximation that
the sequence
0 A(−, Ui+1)|C C(−,Wi ⊕Yi+1) A(−, Ui)|C 0←→ ←→ ←→ ←→
induced by Fi is exact inModC for each 1 ⩽ i ⩽ n − 1. Therefore, if we consider the exact
sequence
0 Un Wn−1 ⊕Yn ⋯ W1 ⊕Y2 U1 0←→ ←→ ←→ ←→ ←→ ←→
obtained by the splice of the sequences Fi, then we conclude by the proof of Lemma 4.2.2
that Un ∈ C. Hence D is a commutative diagram in C.
Finally, we will verify that the top row of D is an exact sequence inA. For this, note
that by the same reasoning as before, we have that
F0 ∶ 0 U1 W⊕Y1 Z 0←→ ←→(
g′1
u′1 ) ← →( −u f1 ) ←→
is an exact sequence in A, and it is also easy to see that
Fn ∶ 0 X Un ⊕X Un 0←→ ← →(
−ℎn+1− id ) ← →( − id ℎn+1 ) ←→
is an exact sequence in A. Hence the sequence
0 X Un ⊕X Wn−1 ⊕Yn ⋯ W1 ⊕Y2 W⊕Y1 Z 0←→ ←→ ←→ ←→ ←→ ←→ ←→ ←→
obtained by the splice of all the sequences Fi is exact in A. But observe that the above
sequence is precisely the mapping cone of the morphism of complexes which appears in the
diagram D. Therefore, it follows from Proposition 1.3.1 that this morphism of complexes is a
quasi-isomorphism. Consequently, since E is an exact sequence, we conclude that so is the
top row of D.
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Lemma 4.3.2. If
0 Yn+1 Yn ⋯ Y2 Y1 Y0 0
0 Wn+1 Wn ⋯ W2 W1 W0 0
←→ ←→fn+1 ←→fn ←→f3 ←→f2 ←→f1←→ ℎ1 ←→ ℎ0
←→
←→ ←→gn+1 ←→gn ←→g3 ←→g2 ←→g1 ←→
is a commutative diagram in C whose rows are left n-exact sequences in C, then we can extend
it to a commutative diagram
0 Yn+1 Yn ⋯ Y2 Y1 Y0 0





←→f1←→ ℎ1 ←→ ℎ0
←→
←→ ←→gn+1 ←→gn ←→g3 ←→g2 ←→g1 ←→
in C.
Proof. It is not difficult to see that we can consider the diagram
0 C(−, Yn+1) C(−, Yn) ⋯ C(−, Y2) F 0
0 C(−,Wn+1) C(−,Wn) ⋯ C(−,W2) G 0
←→ ← →C(−,fn+1) ←→C(−,fn) ←→C(−,f3) ←→C(−,f2)′ ←→←→ C(−,ℎ1)′←→ ← →C(−,gn+1) ←→C(−,gn) ←→C(−,g3) ←→C(−,g2)′ ←→
inModC whose rows are exact, where C(−, f2)′, C(−, g2)′ and C(−, ℎ1)′ are the morphisms
induced by C(−, f2), C(−, g2) and C(−, ℎ1), respectively. Therefore, it follows from the Com-
parison Theorem that there are morphisms ℎi ∶ Yi →Wi in C such that
0 C(−, Yn+1) C(−, Yn) ⋯ C(−, Y2) F 0





←→←→ C(−,ℎ1)′←→ ← →C(−,gn+1) ←→C(−,gn) ←→C(−,g3) ←→C(−,g2)′ ←→
is a commutative diagram inModC, which gives us a commutative diagram
0 C(−, Yn+1) C(−, Yn) ⋯ C(−, Y2) C(−, Y1)




←→C(−,f3) ←→C(−,f2)←→ C(−,ℎ2) ←→ C(−,ℎ1)←→ ← →C(−,gn+1) ←→C(−,gn) ←→C(−,g3) ←→C(−,g2)
inModC. Hence by Theorem 2.2.4 we obtain that
0 Yn+1 Yn ⋯ Y2 Y1




←→f3 ←→f2←→ ℎ2 ←→ ℎ1←→ ←→gn+1 ←→gn ←→g3 ←→g2
is a commutative diagram in C, and thus we are done.
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We can now give the main result of this section, whose proof is based on a general-
ization of the proof of [12, Theorem 2.14] (see also [25, Proposition 3.3]).
Theorem 4.3.3. Suppose that C is an n-cluster tilting subcategory ofA and let
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
be an exact sequence in A with terms in C and I = {i ∈ ℕ ∣ 2 ⩽ i ⩽ n}. The following are
equivalent:
(a) fi ∈ radC for each i ∈ I, f1 is right almost split in C and fn+1 is left almost split in C.
(b) fi ∈ radC for each i ∈ I, f1 is right almost split in C and fn+1 ∈ radC.
(c) fi ∈ radC for each i ∈ I, f1 ∈ radC and fn+1 is left almost split in C.
(d) fi is right minimal for each i ∈ I and f1 is minimal right almost split in C.
(e) fi is left minimal for each i ∈ I and fn+1 is minimal left almost split in C.
Furthermore, if C is Krull–Schmidt, then the above conditions are equivalent to
(f) E is an n-almost split sequence in C.
Proof. First of all, note that we already know from Corollary 4.1.3 that if C is Krull–Schmidt,
then (a) is equivalent to (f). Moreover, it follows from Proposition 4.1.2 that E is an n-exact
sequence in C, and thus by Lemma 3.2.2 and its dual we can conclude that (b) is equivalent
to (d), as well as that (c) is equivalent to (e). Now, note that by Proposition 3.4.1 and its dual
we also have that (a) implies (b), as well as that (a) implies (c). Therefore, to complete the
proof, it suffices to show that (b) implies (a) and that (c) implies (a), and in what follows we
only prove the former implication since the latter will follow by duality.
Assume that item (b) holds. To prove that item (a) is true we only need to show
that fn+1 is left almost split in C. Well, since f1 is not a split epimorphism, it follows from
Proposition 4.1.6 that fn+1 is not a split monomorphism. Next, let u ∶ X →W be amorphism
in C such that u ≠ vfn+1 for every morphism v ∶ Yn →W in C. If we show that u is a split
monomorphism, then we are done. Well, in order to verify this, first observe that it follows
from the dual of Lemma 4.3.1 that there is a commutative diagram
0 X Yn ⋯ Y1 Z 0
0 W Wn ⋯ W1 Z 0
←→ ←→fn+1←→ u
←→fn←→ un
←→f2 ←→f1←→ u1 ←→ id
←→
←→ ←→gn+1 ←→gn ←→g2 ←→g1 ←→
in C whose bottom row is exact in A. In this case, we have that gn+1 is not a split monomor-
phism, otherwise there would exist a morphism v ∶ Yn → W in C such that u = vfn+1.
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Hence it follows from Proposition 4.1.6 that g1 is not a split epimorphism, and thus there
is a morphism ℎ1 ∶W1 → Y1 in C such that g1 = f1ℎ1. Therefore, by Proposition 4.1.2 and
Lemma 4.3.2 we conclude that there is a commutative diagram
0 W Wn ⋯ W1 Z 0
0 X Yn ⋯ Y1 Z 0
←→ ←→ ℎn+1
←→gn+1 ←→ ℎn












in C, and by combining the two diagrams above, we obtain a commutative diagram
0 X Yn ⋯ Y1 Z 0
0 X Yn ⋯ Y1 Z 0
←→ ←→fn+1←→ ℎn+1u
←→fn←→ ℎnun











in C. Finally, because E is left n-exact in C, we obtain a commutative diagram
0 C(−, X) C(−, Yn) ⋯ C(−, Y1) F 0
0 C(−, X) C(−, Yn) ⋯ C(−, Y1) F 0
←→ ← →C(−,fn+1)←→ C(−,ℎn+1u)
←→C(−,fn)←→ C(−,ℎnun)
←→C(−,f2) ←→C(−,f1)′←→ C(−,ℎ1u1) ←→ id
←→
←→ ← →C(−,fn+1) ←→C(−,fn) ←→C(−,f2) ←→C(−,f1)′ ←→
inModC with exact rows, where C(−, f1)′ is the morphism induced by C(−, f1). Therefore,
given that fi ∈ radC for each 2 ⩽ i ⩽ n + 1, we conclude by Theorem 3.2.3 that the rows of
the above diagram are minimal projective resolutions of F inModC. Hence it follows from
Lemma 1.4.3 that C(−, ℎn+1u) is an isomorphism inModC, which implies that ℎn+1u is an
isomorphism in C, and thus u is a split monomorphism, as desired.
We now proceed to study the existence of n-almost split sequences in n-cluster
tilting subcategories ofAwhich are Krull–Schmidt in the case thatA has enough projectives
or injectives.
First, we need the following lemma, which is well known:
Lemma 4.3.4. Assume that A has enough projectives and that C is generating in A. If a
morphism f ∶ Y → Z in C is right almost split in C and if Z is nonprojective, then f is an
epimorphism inA.
Proof. Let g ∶ P → Z be an epimorphism inAwith P being projective. Since C is generating
in A, it follows that P ∈ C, and thus g is a morphism in C. Moreover, from the fact that
Z is nonprojective we obtain that g is not a split epimorphism. Consequently, there is a
morphism ℎ ∶ P → Y in C such that g = fℎ, and because g is an epimorphism in A we
conclude that so is f.
The next result is a generalization of [7, Chapter II, Corollary 4.5].
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Theorem 4.3.5. Assume that A has enough projectives and that C is an n-cluster tilting
subcategory ofA which is also Krull–Schmidt. If Z ∈ C is indecomposable and nonprojective
and if SZ admits a minimal projective resolution
0 C(−, X) C(−, Yn) ⋯ C(−, Y1) C(−, Z) SZ 0←→ ←→C(−,fn+1) ←→C(−,fn) ←→C(−,f2) ←→C(−,f1) ←→ ←→
inModC with each fi being a morphism in C, then
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→fn+1 ←→fn ←→f2 ←→f1 ←→
is an n-almost split sequence in C.
Proof. It follows from Proposition 3.4.1 that f1 is right almost split in C, and thus by Lemma
4.3.4 we obtain that f1 is an epimorphism inA. Hence we conclude by Proposition 4.2.1 that
E is an exact sequence inA. Finally, by Theorem 3.2.3 we also have that fi ∈ radC for each i,
so that E is an n-almost split sequence in C by Theorem 4.3.3.
As a consequence of Theorem 4.3.5 and its dual, we have the following result:
Theorem 4.3.6. Assume thatA has enough projectives and injectives and thatC is an n-cluster
tilting subcategory ofA which is also Krull–Schmidt. If C has almost split morphisms, then C
has n-almost split sequences.
Proof. Let Z ∈ C be indecomposable and nonprojective. It follows from Proposition 3.4.3
that the simple C-module SZ has a minimal projective resolution inModC whose terms are
in P(C). Therefore, by Proposition 4.2.3 and Theorem 4.3.5 we conclude that there is an
n-almost split sequence in C whose right end term is Z.
Dually, we can verify that if X ∈ C is indecomposable and noninjective, then there
is an n-almost split sequence in C whose left end term is X.
Theorem 4.3.6may be very useful to prove that certain n-cluster tilting subcategories
have n-almost split sequences. In fact, we will use it to prove in Theorem 5.1.12 that if Λ
is an Artin algebra, then every n-cluster tilting subcategory of modΛ has n-almost split
sequences, and for this we will study the notion of a “dualizing R-variety” in Section 5.1.
However, with the theory developed so far, we can give a proof of this fact for the case when
such a subcategory is of finite type, as we show below.
Corollary 4.3.7. If Λ is an Artin algebra and if C is an n-cluster tilting subcategory ofmodΛ
of finite type, then C has n-almost split sequences.
Proof. This follows from Proposition 1.6.1, Corollary 3.4.5 and Theorem 4.3.6.
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4.4 More on n-cluster tilting subcategories
To end this chapter, we now present some miscellaneous results on n-cluster tilting
subcategories for the case when A has enough projectives or injectives, some of which will
be useful for the development of the next chapter.
We begin with the following:
Proposition 4.4.1. Assume that A has enough projectives and that C is an n-cluster tilting
subcategory ofA. If X ∈ C, then either X is projective or pdAX ⩾ n.
Proof. This is straightforward from Proposition 1.5.2.
Before we give the next result, it is interesting to observe that if gl. dimA = 0, then
ExtiA(X,Y) = 0 for every i ⩾ 1 and X,Y ∈ A, hence every n-cluster tilting subcategory of A
coincideswithA.Moreover, in this casewe also have thatA is anm-cluster tilting subcategory
of itself for every positive integerm. Therefore, we see that this is an uninteresting case.
Proposition 4.4.2. Assume that A has enough projectives and injectives and that C is an
n-cluster tilting subcategory ofA. If d = gl. dimA satisfies that 1 ⩽ d <∞, then n ⩽ d.
Proof. Let X ∈ A be such that idAX = d. Then it follows from the dual of Proposition 1.5.2
that there is some injective object I ∈ A such that ExtdA(I, X) ≠ 0, and in particular we
obtain that I is nonprojective. Therefore, given that I ∈ C, we obtain from Proposition 4.4.1
that n ⩽ pdA I, and thus n ⩽ d.
As a consequence of Proposition 4.4.2, we obtain that if A satisfies its assumptions,
then there are only finitely many positive integersm such that there is anm-cluster tilting
subcategory of A.
Next, we give a result which will be needed to prove the Higher Morita–Tachikawa
Correspondence, as well as the Higher Auslander Correspondence. But first we establish
some notation.
For a skeletally small preadditive category ℬ, we will denote by Pℐ(ℬ) the subcate-
gory ofmodℬ consisting of all objects which are both projective and injective inmodℬ.
Observe that, as we already know, the projective objects in modC coincide withP(C), so that every object in Pℐ(C) is isomorphic to C(−, X) for some X ∈ C. In the next
proposition we will describe such objects X ∈ C by assuming thatA has enough injectives
and also by imposing some conditions on C, which include the case when C is an n-cluster
tilting subcategory of A.
The result below is a generalization of [4, Lemma, page 50].
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Proposition 4.4.3. Assume thatA has enough injectives and thatC is generating, cogenerating
and contravariantly finite in A. Given F ∈ modC, we have that F ∈ Pℐ(C) if and only if
F ≃ C(−,W) for someW ∈ C which is injective in C.
Proof. If F ∈ Pℐ(C), then we already know that there is someW ∈ C such that F ≃ C(−,W).
To verify thatW is injective in C, let f ∶ X → Y be a monomorphism in C. It is easy to
see that C(−, f) ∶ C(−, X) → C(−, Y) is a monomorphism in ModC, hence if we apply
the functor HomC(−,C(−,W)) in this morphism, then we obtain an epimorphism in Ab.
Furthermore, it follows from the Yoneda Lemma that we have a commutative diagram






in Ab whose vertical arrows are isomorphisms, and thus we conclude that C(f,W) is an
epimorphism. Consequently,W is injective in C.
Conversely, suppose that F ≃ C(−,W) for someW ∈ C which is injective in C. To
verify that F ∈ Pℐ(C) we only need to show that F is injective inmodC since we already
know that F is projective inmodC. For this, observe that because C is contravariantly finite
in A, we have by propositions 3.1.9 and 3.5.1, and Theorem 3.1.7 thatmodC is an abelian
category, so that for every G,H ∈ modC and i ⩾ 1 we can consider ExtimodC(G,H), which
we denote here simply by Exti(G,H). Therefore, to conclude that F is injective inmodC, it
suffices to show that Ext1(G,C(−,W)) = 0 for every G ∈ modC.
Well, let G ∈ modC and take a projective resolution
⋯ C(−, X2) C(−, X1) C(−, X0) G 0←→ ←→ ←→ ←→ ←→
ofG inmodCwithXi ∈ C. In this case, it follows fromTheorem 3.1.7 that the above sequence
is exact inModC, and thus by Proposition 4.2.1 we obtain that
⋯ X2 X1 X0←→ ←→ ←→
is an exact sequence inA. Moreover, given thatA has enough injectives andC is cogenerating
in A, we can conclude thatW is injective in A, though we leave the details for the reader.
Hence we obtain that
C(X0,W) C(X1,W) C(X2,W) ⋯←→ ←→ ←→
is an exact sequence in Ab. However, it follows from the Yoneda Lemma that the above
sequence is isomorphic as a complex to
(C(−, X0),C(−,W)) (C(−, X1),C(−,W)) (C(−, X2),C(−,W)) ⋯←→ ←→ ←→ ,
where (C(−, Xi),C(−,W)) = HomC(C(−, Xi),C(−,W)), which then turns out to be exact inAb. But this implies that Exti(G,C(−,W)) = 0 for every i ⩾ 1, and then we are done.
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5 The case of modules
over Artin algebras
In this chapter, R will stand for a commutative artinian ring and n will denote a
positive integer.
From now on in this text, we restrict our attention to n-cluster tilting subcategories
of categories of finitely generated modules over Artin algebras. We show in this chapter,
through the study of “dualizing R-varieties”, that such subcategories have both almost split
morphisms and n-almost split sequences. Furthermore, we prove generalizations of both
the Morita–Tachikawa Correspondence and of the Auslander Correspondence, as well as
we present some open problems concerning n-cluster tilting subcategories in this setting of
modules over Artin algebras.
5.1 Dualizing R-varieties
In this section we prove that if Λ is an Artin R-algebra and C is an n-cluster tilting
subcategory ofmodΛ, then C has almost split morphisms and n-almost split sequences. To
achieve this goal, we study the notion of a “dualizing R-variety”, which was introduced by
Maurice Auslander and Idun Reiten in [10]. We observe that the presentation of the content
of this section is mainly based in [10].
First of all, it is convenient to tell the reader what the idea behind the concept of
a “dualizing R-variety” is. Well, briefly, it is a categorical generalization of the concept of
Artin R-algebra. We now proceed to give its definition and also to explain in which sense
this generalization is given.
Remember from Section 1.6 that an R-algebra Λ is an Artin R-algebra if Λ is finitely
generated as an R-module. In this case, if we view Λ as a preadditive category consisting of
only one object as in Example 2.1.1, then we have that Λ is a finitely confined R-category.
Now, recall from Proposition 2.7.6 thatΛ andP(Λ) areMorita equivalent, so that to study the
categoryModΛwe can consider instead the categoryModP(Λ), and the advantage of doing
so is that P(Λ) is a variety. From this point of view, we can regard P(Λ) as a nice categorical
version of the Artin R-algebra Λ. Moreover, we know by Proposition 1.6.1 that P(Λ) is an
R-category such that P(Λ)(X, Y) = HomΛ(X, Y) is finitely generated as an R-module for
every X,Y ∈ P(Λ), so that P(Λ) is also finitely confined. Therefore, if we want to develop
a categorical generalization of the concept of Artin R-algebra, it would be interesting to at
least define it as a finitely confined R-variety. Nevertheless, to develop such a generalization,
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Maurice Auslander and Idun Reiten have required in [10] that it must satisfy an additional
condition which we explain below.
A very important property of an Artin R-algebra Λ is that the usual duality functor
D ∶ modR → modR induces dualities DΛ ∶ modΛ ↔ modΛop, which we usually denote
by D. Therefore, it would be reasonable that a categorical generalization of the concept of
Artin R-algebra should satisfy a similar property. Well, if C is a skeletally small R-category,
then we already know from Section 2.1 thatModC = (Cop,Ab) coincides with the category(Cop,ModR) of the contravariant R-functors from C toModR. Hence we can consider the
subcategory (Cop,modR) ofModC consisting of all C-modules F such that F(X) is a finitely
generated R-module for every X ∈ C. Consequently, we can define a contravariant functor
DC ∶ (Cop,modR) → (C,modR) induced by D, which is given by DC(F) = D◦F for each
F ∈ (Cop,modR) and such that for a morphism  ∈ (Cop,modR), we have that DC() is
given by DC()X = D(X) for each X ∈ C. Similarly, we can also define a contravariant
functor DC ∶ (C,modR)→ (Cop,modR) induced by D, which we also denote by DC. In this
case, it is not difficult to see thatDC ∶ (Cop,modR)↔ (C,modR) are dualities satisfying that
D2C ≃ id. Now, if C is also finitely confined, then it is easy to see that f . g.(C) ⊆ (Cop,modR),
and consequently we also have that modC ⊆ (Cop,modR). At this moment, the reader
might agree that the property that we would like to have for C corresponding to the dualitiesDΛ ∶ modΛ ↔ modΛop for an Artin R-algebra Λ is that the functors DC induce dualitiesDC ∶ modC ↔ modCop. Therefore, considering this and the discussion of the preceding
paragraph and following [10], we say that a category C is a dualizing R-variety if it is a
finitely confinedR-variety such that the functorsDC induce dualitiesDC ∶ modC ↔ modCop.
The reader should note that if C is a finitely confined R-variety, then to say that C is
a dualizing R-variety is equivalent to say that a right C-module F ∈ (Cop,modR) is finitely
presented if and only if the left C-module DCF is finitely presented.
In what follows we will present some properties of dualizing R-varieties. But first
we will verify that these categories are indeed generalizations of Artin R-algebras in the
sense that we have discussed above.
The next result is from [10, Proposition 2.5], and here we give a simpler proof for it.
Proposition 5.1.1. If Λ is an Artin R-algebra, then P(Λ) is a dualizing R-variety.
Proof. To begin with, note that we know from Proposition 2.8.2 that the evaluation functors
eP(Λ),Λ ∶ ModP(Λ) → ModΛ and eP(Λ)op,Λ ∶ ModP(Λ)op → ModΛop are equivalence of
categories. Here, to simplify the notation, we will write eP(Λ),Λ = eΛ and eP(Λ)op,Λ = eopΛ .
Moreover, recall from Proposition 3.1.1 that eΛ and e
op
Λ induce equivalences of categories
modP(Λ)→ modΛ andmodP(Λ)op → modΛop, respectively.
Now, remember from the previous paragraphs that we have already pointed out that
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P(Λ) is a finitely confined R-variety. Therefore, to conclude thatP(Λ) is a dualizing R-variety,
it suffices to show that for a given F ∈ (P(Λ)op, modR) we have that F ∈ modP(Λ) if and
only if DP(Λ)(F) ∈ modP(Λ)op.
Well, let F ∈ (P(Λ)op,modR). Then it follows from the above comments that
F ∈ modP(Λ) if and only if eΛ(F) = F(Λ) ∈ modΛ, which is the case if and only if
D(F(Λ)) ∈ modΛop since we have dualities D ∶ modΛ ↔ modΛop. On the other hand,
we have that D(F(Λ)) = eopΛ (DP(Λ)(F)), and by the above comments we also have that
e
op
Λ (DP(Λ)(F)) ∈ modΛop if and only if DP(Λ)(F) ∈ modP(Λ)op.
Before we give the next results, it is interesting to make a few remarks. First, we
observe that it is easy to see that a category C is a dualizing R-variety if and only if so is Cop.
Second, note that if C is a dualizing R-variety, then the endomorphism ring of each object of
C is an Artin R-algebra, and thus a semiperfect ring, hence it follows from Proposition 1.1.1
that C is a Krull–Schmidt category. Finally, we remark that it is not difficult to conclude from
Proposition 1.1.2 that if C is a skeletally small R-category, then (Cop,modR) is an abelian
category such that the inclusion (Cop,modR)→ ModC is exact.
Now, we will prove that if C is a dualizing R-variety, then it is both right and left
coherent. This will be a very important result, since we will obtain by Theorem 3.1.7 that if
C is a dualizing R-variety, then bothmodC andmodCop are abelian categories such that the
inclusionsmodC→ ModC andmodCop → ModCop are exact.
Proposition 5.1.2. If C is a dualizing R-variety, then C is both right and left coherent.
Proof. Given that C is a dualizing R-variety if and only if so is Cop, and also that C is left
coherent if and only if Cop is right coherent, it suffices to show that C is right coherent.
Well, let G ∈ modC and F be a finitely generated submodule of G. If we consider
the short exact sequence
0 F G G∕F 0←→ ←→ ←→ ←→
inModC, then it follows from Proposition 3.1.4 that G∕F ∈ modC, and in particular we
conclude that this sequence is in (Cop,modR). Therefore, if we apply the duality DC in the
above sequence, then we obtain a short exact sequence
0 DC(G∕F) DC(G) DC(F) 0
←→ ←→ ←→ ←→
in (C,modR), which is also exact in ModCop since the inclusion (C,modR) → ModCop
is exact. Hence by Proposition 3.1.5 we obtain that DC(F) ∈ modCop, which gives us that
F ∈ modC.
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Next, we proceed to show that if Λ is an Artin R-algebra and if C is an n-cluster
tilting subcategory of modΛ, then C is a dualizing R-variety. But to achieve this goal, we
first need to give some other results.
The next lemma is a generalization of Proposition 1.6.1.
Lemma 5.1.3. Let C be a skeletally small R-category. If F ∈ f . g.(C) and G ∈ (Cop,modR),
thenHomC(F, G) is finitely generated as an R-module.
Proof. Let
⨁mi=1 C(−, Xi) → F be an epimorphism in ModC with Xi ∈ C. Given that
HomC(−, G) is a left exact functor, if we apply it in this epimorphism, then we obtain a
monomorphism
HomC(F, G)→ HomC ( m⨁i=1 C(−, Xi), G)
inModR. Furthermore, it follows from the Yoneda Lemma that
HomC ( m⨁i=1 C(−, Xi), G) ≃
m⨁
i=1
HomC(C(−, Xi), G) ≃ m⨁i=1 G(Xi),
and because G ∈ (Cop,modR), we obtain that⨁mi=1 G(Xi) ∈ modR. Therefore,HomC(F, G)
is isomorphic to a submodule of a finitely generated R-module, which implies that it is a
finitely generated R-module since R is a noetherian ring.
For the next lemma, we remark that if C is a skeletally small category and ifF ∈ modC, then it is usual to write HomC(F,−) for HomC(F,−)|modC and HomC(−, F)
for HomC(−, F)|modC when no confusion may arise. In what follows we commit this abuse
of notation.
Lemma 5.1.4. If C is a dualizing R-variety and X ∈ C, then there is an isomorphism
DmodC(HomC(−, DC(C(X,−)))) ≃ HomC(C(−, X),−)
inMod(modC)op.
Proof. If F ∈ modC, then
DmodC(HomC(−, DC(C(X,−))))(F) = D(HomC(F,DC(C(X,−)))).
However, given thatDC ∶ modC ↔ modCop are dualities, and also considering the covariant
version of the Yoneda Lemma, we have that
HomC(F,DC(C(X,−))) ≃ HomCop(C(X,−), DC(F)) ≃ DC(F)(X) = D(F(X)).
Therefore, we obtain that
DmodC(HomC(−, DC(C(X,−))))(F) ≃ D(D(F(X))) ≃ F(X) ≃ HomC(C(−, X), F),
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and because all these isomorphisms are functorial, we conclude that
DmodC(HomC(−, DC(C(X,−)))) ≃ HomC(C(−, X),−)
inMod(modC)op.
The next result is from [10, Proposition 2.6], but the proof that we present here is a
generalization of the proof of [36, Proposition 4.1] (see also [8, Proposition 3.3]).
Proposition 5.1.5. If C is a dualizing R-variety, then so ismodC.
Proof. It is not difficult to see thatmodC is an R-variety, and from Lemma 5.1.3 we also have
thatmodC is finitely confined. Therefore, to conclude thatmodC is a dualizing R-variety,
we only need to show that for a given F ∈ ((modC)op,modR)we have that F ∈ mod(modC)
if and only if DmodC(F) ∈ mod(modC)op.
Well, let F ∈ ((modC)op,modR) and suppose that F ∈ mod(modC). Then there is
an exact sequence
HomC(−, G) HomC(−, H) F 0←→ ←→ ←→
inMod(modC) with G,H ∈ modC, which in this case is also in ((modC)op,modR). Hence
we obtain that
0 DmodC(F) DmodC(HomC(−, H)) DmodC(HomC(−, G))←→ ←→ ←→
is exact in (modC,modR), so that it is also exact inMod(modC)op. Now, note that we know
from Proposition 5.1.2 and Theorem 3.1.7 that modC is an abelian category, and thus so
is (modC)op. Hence by Proposition 3.1.9 we obtain that (modC)op is right coherent. Conse-
quently, it follows from Proposition 3.1.6 that to conclude that DmodC(F) ∈ mod(modC)op,
it suffices to verify that DmodC(HomC(−, F)) ∈ mod(modC)op for every F ∈ modC.
Well, let F ∈ modC. Given that DC(F) ∈ modCop, it follows that there is an exact
sequence C(X,−) C(Y,−) DC(F) 0←→ ←→ ←→
inModCop with X,Y ∈ C, which is also inmodCop. Hence we obtain an exact sequence
0 F DC(C(Y,−)) DC(C(X,−))←→ ←→ ←→
inmodC, which gives us by Proposition 2.2.5 an exact sequence
0 HomC(−, F) HomC(−, DC(C(Y,−))) HomC(−, DC(C(X,−)))←→ ←→ ←→
inMod(modC). Furthermore, because the above sequence is in ((modC)op,modR), we can
apply the functor DmodC to it, and in doing so, by Lemma 5.1.4 we obtain an exact sequence
HomC(C(−, X),−) HomC(C(−, Y),−) DmodC(HomC(−, F)) 0←→ ←→ ←→
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in (modC,modR). Consequently, since this sequence is exact inMod(modC)op, we conclude
by Proposition 3.1.5 that DmodC(HomC(−, F)) ∈ mod(modC)op.
Therefore, we obtain that DmodC(F) ∈ mod(modC)op.
Dually, we can prove that if DmodC(F) ∈ mod(modC)op, then F ∈ mod(modC).
As a consequence of the above results, we have the following:
Corollary 5.1.6. If Λ is an Artin R-algebra, thenmodΛ is a dualizing R-variety.
Proof. We already know from Proposition 5.1.1 that P(Λ) is a dualizing R-variety, and thus it
follows from Proposition 5.1.5 thatmodP(Λ) is also a dualizing R-variety. Furthermore, by
propositions 2.8.2 and 3.1.1 we have that the categoriesmodP(Λ) andmodΛ are equivalent,
hencemodΛ is a dualizing R-variety.
Finally, to conclude that if Λ is an Artin R-algebra, then every n-cluster tilting
subcategory ofmodΛ is a dualizing R-variety, we only need the result below, which is from
[24, Proposition 1.2] (see also [17, Theorem 2.3]).
Proposition 5.1.7. Let C be a dualizing R-variety and ℬ be a subcategory of C such that
addℬ = ℬ. Ifℬ is functorially finite in C, thenℬ is a dualizing R-variety.
Proof. It is clear that ℬ is a finitely confined R-variety. Moreover, if F ∈ modℬ, then there
is an exact sequence
ℬ(−, X) ℬ(−, Y) F 0←→ℬ(−,f) ←→ ←→
inModℬ with f ∶ X → Y being a morphism inℬ, so that if we consider the exact sequence
C(−, X) C(−, Y) G 0←→C(−,f) ←→ ←→
inModC, then we obtain that F ≃ G|ℬ. Now, because C is a dualizing R-variety, we obtain
that DC(G) ∈ modCop, and it is easy to see that DC(G)|ℬ ≃ Dℬ(F). Therefore, it follows from
propositions 5.1.2 and 3.5.1 that Dℬ(F) ∈ modℬop.
Similarly, we can verify that if Dℬ(F) ∈ modℬop, then F ∈ modℬ.
Hence ℬ is a dualizing R-variety.
Corollary 5.1.8. If Λ is an Artin R-algebra and C is an n-cluster tilting subcategory ofmodΛ,
then C is a dualizing R-variety.
Proof. This is straightforward from Corollary 5.1.6 and Proposition 5.1.7.
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Next, to prove that ifΛ is an Artin R-algebra, then every n-cluster tilting subcategory
ofmodΛ has almost split morphisms and n-almost split sequences, we proceed to show that
every dualizing R-variety has almost split morphisms. But for this, we first need some other
propositions.
The next result is from [10, Proposition 3.1].
Proposition 5.1.9. Let C be a dualizing R-variety and F ∈ (Cop, modR). Then F is a finitely
presented C-module if and only if F and DC(F) are finitely generated right and left C-modules,
respectively.
Proof. If F ∈ modC, then given that C is a dualizing R-variety, we conclude that DC(F) ∈
modCop. Hence we have that F ∈ f . g.(C) and DC(F) ∈ f . g.(Cop).
Conversely, suppose that F ∈ f . g.(C) and DC(F) ∈ f . g.(Cop). Then there is an
epimorphism C(X,−) → DC(F) in ModCop with X ∈ C, and since this morphism is in(C,modR) we can apply the functor DC to it. In doing so, we obtain a monomorphismF → DC(C(X,−)) in (Cop,modR), which is also a monomorphism in ModC. Now, note
that DC(C(X,−)) ∈ modC, and thus F is isomorphic to a finitely generated submodule of a
finitely presentedC-module. Therefore, it follows fromProposition 5.1.2 thatF ∈ modC.
We will now show that every simple module over a dualizing R-variety is finitely
presented. The result below is from [10, Proposition 3.2].
Proposition 5.1.10. If C is a dualizing R-variety and S is a simple C-module, then we have
the following:
(a) S ∈ (Cop,modR).
(b) DC(S) is a simple Cop-module.
(c) S ∈ modC.
Proof. (a) It follows from Proposition 2.4.5 that S ∈ f . g.(C), and thus S ∈ (Cop,modR).
(b) First, note that by item (a) we have that DC(S) ∈ (C,modR) and that DC(S) ≠ 0.
Moreover, if F is a nonzero submodule of DC(S) and if  ∶ F → DC(S) is the canonical
inclusion, then it is easy to see that F ∈ (C,modR), and consequently we can consider
DC() ∶ DC(DC(S)) → DC(F). Furthermore, given that DC(DC(S)) ≃ S is simple, we obtain
by Lemma 2.4.4 that DC() is a monomorphism. Hence  is an epimorphism in (C,modR),
and thus it is also an epimorphism inModCop. Therefore, we obtain that F = DC(S), which
proves that DC(S) is simple.
(c) This follows from Proposition 5.1.9 since we have that S ∈ f . g.(C) and also thatDC(S) ∈ f . g.(Cop) by item (b).
115
Corollary 5.1.11. If C is a dualizing R-variety, then C has almost split morphisms.
Proof. It follows from propositions 5.1.10 and 3.4.2 that C has right almost split morphisms.
Furthermore, because Cop is a dualizing R-variety, we also conclude that it has right almost
split morphisms, which implies that C has left almost split morphisms.
We can now prove the main result of this section, which is from [25, Theorem 3.3.1].
However, the proof that we present for it is based on the proof of the existence of almost split
sequences given in [14].
Theorem 5.1.12. IfΛ is an Artin R-algebra and C is an n-cluster tilting subcategory ofmodΛ,
then we have the following:
(a) C has almost split morphisms.
(b) C has n-almost split sequences.
Proof. (a) This follows from corollaries 5.1.8 and 5.1.11.
(b) This follows from item (a) and Theorem 4.3.6.
5.2 Higher Morita–Tachikawa Correspondence
In this section we present the Higher Morita–Tachikawa Correspondence, which is
an example of a correspondence as described in Proposition 2.9.4. The material given here
will be fundamental to prove the Higher Auslander Correspondence in Section 5.3.
Before we state and prove the Higher Morita–Tachikawa Correspondence, we first
need to make some definitions, as well as to give some lemmas.
If Γ is an Artin algebra and Q ∈ P(Γ), then we denote by PQ the subcategory of
modΓ consisting of all X ∈ modΓ which have a projective presentation
Q1 Q0 X 0
←→ ←→ ←→
inmodΓ with Q0, Q1 ∈ addQ.
The lemma below is from [15, Chapter II, Proposition 2.5], and the proof that we
present here is slightly different from that of the reference.
Lemma 5.2.1. Let Γ be an Artin algebra, Q ∈ P(Γ) and Λ = EndΓ(Q). Then the functor
HomΓ(Q, −) ∶ PQ → modΛ is an equivalence of categories.
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Proof. Note that we have by propositions 2.8.2 and 3.1.1 that the evaluation functor at Q
induces an equivalence of categories eQ ∶ modC → modΛ, where C = addQ. In this case,
if we prove that the functor Y ∶ PQ → modC given by Y(X) = HomΓ(−, X)|C for an object
X ∈ PQ and Y(f) = HomΓ(−, f)|C for a morphism f ∈ PQ is an equivalence of categories,
then we will have that HomΓ(Q, −) = eQY ∶ PQ → modΛ is an equivalence. Therefore, in
what follows we will prove that Y is an equivalence.
First of all, note that if P ∈ C, then C(−, P) = HomΓ(−, P)|C. Now, to see that Y is
well defined, let X ∈ PQ and take a projective presentation
Q1 Q0 X 0
←→ ←→ ←→
of X inmodΓ with Q0, Q1 ∈ C. If we take P ∈ C, then we obtain that
HomΓ(P, Q1) HomΓ(P, Q0) HomΓ(P, X) 0
←→ ←→ ←→
is exact in Ab since P is projective inmodΓ. Consequently, we obtain that the sequence
HomΓ(−, Q1)|C HomΓ(−, Q0)|C HomΓ(−, X)|C 0←→ ←→ ←→
is exact inModC, and thus HomΓ(−, X)|C ∈ modC.
Next, to verify that Y is dense, let F ∈ modC and take a projective presentation
HomΓ(−, P1)|C HomΓ(−, P0)|C F 0←→ ←→ ←→
of F inmodCwith P0, P1 ∈ C. If we letW be the cokernel of the induced morphism P1 → P0
inmodΓ, then we have thatW ∈ PQ and by the same reasoning as before we obtain an exact
sequence
HomΓ(−, P1)|C HomΓ(−, P0)|C HomΓ(−,W)|C 0←→ ←→ ←→
inmodC. Therefore, F ≃ HomΓ(−,W)|C.
Finally, to see that Y is full and faithful, first note that the morphism
HomΓ(P, Y)→ HomC(HomΓ(−, P)|C, HomΓ(−, Y)|C)
induced by Y is an isomorphism for every P ∈ C and Y ∈ PQ, given that it is the inverse of
the isomorphism from the Yoneda Lemma. For the general case, let X,Y ∈ PQ and
Q1 Q0 X 0
←→ ←→ ←→
be a projective presentation of X inmodΓ with Q0, Q1 ∈ C. In this case, it is not difficult to
see that there is a commutative diagram
0 HomΓ(X, Y) HomΓ(Q0, Y) HomΓ(Q1, Y)
0 HomC(Y(X),Y(Y)) HomC(Y(Q0),Y(Y)) HomC(Y(Q1),Y(Y))
←→ ← →←→
← →←→ ←→←→ ←→ ←→
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in Ab with exact rows, whose vertical arrows are the morphisms induced by Y. Therefore,
since the two rightmost vertical arrows are both isomorphisms, we conclude that leftmost
vertical arrow is also an isomorphism.
Now, let Γ be an Artin algebra and
0 Γ I0 I1 I2 ⋯←→ ←→ ←→ ←→ ←→
be a minimal injective resolution of Γ in modΓ. We define the dominant dimension of
Γ, which we denote by dom. dimΓ, to be the maximum integerm such that Ij is projective
for all j ⩽ m − 1, if such integer exists, and otherwise, if all Ij are projective, then we letdom. dimΓ = ∞. We remark that if dom. dimΓ ⩾ n, then dom. dimΓop ⩾ n (see [23]).
The next lemma is a generalization of a fact which is mentioned in the proof of [15,
Chapter VI, Proposition 5.6].
Lemma 5.2.2. Let Γ be an Artin algebra with dom. dimΓ ⩾ n+1. IfX ∈ ℐ(Γ), thenX admits
a projective n-presentation
Qn ⋯ Q1 Q0 X 0←→ ←→ ←→ ←→ ←→
inmodΓ with Qi ∈ Pℐ(Γ) for each i.
Proof. To begin with, note that there is some Y ∈ ℐ(Γ) such that X⊕Y ≃ (DΓop)(r) for somer ⩾ 1 since ℐ(Γ) = addDΓop. In this case, if we take minimal projective n-presentations
Qn ⋯ Q1 Q0 X 0←→ ←→ ←→ ←→ ←→
and
Pn ⋯ P1 P0 Y 0←→ ←→ ←→ ←→ ←→
of X and Y, respectively, inmodΓ, then their direct sum
Qn ⊕ Pn ⋯ Q1 ⊕ P1 Q0 ⊕ P0 X ⊕ Y 0←→ ←→ ←→ ←→ ←→
gives us a minimal projective n-presentation of (DΓop)(r).
Now, if we take a minimal injective n-copresentation
0 Γop I0 I1 ⋯ In←→ ←→ ←→ ←→ ←→
of Γop inmodΓop, then because dom. dimΓop ⩾ n + 1, it follows that Ij ∈ Pℐ(Γop) for each
j. Therefore, if we apply D in the above sequence, then we obtain a minimal projective
n-presentation
DIn ⋯ DI1 DI0 DΓop 0←→ ←→ ←→ ←→ ←→
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of DΓop inmodΓ with DIj ∈ Pℐ(Γ) for each j. Consequently, if we take the direct sum of r
copies of the above sequence, then we obtain a minimal projective n-presentation
(DIn)(r) ⋯ (DI1)(r) (DI0)(r) (DΓop)(r) 0←→ ←→ ←→ ←→ ←→
of (DΓop)(r) inmodΓ.
Finally, taking the above two paragraphs into account, we conclude fromProposition
1.4.5 that Qj ⊕ Pj ≃ (DIj)(r) for each j, which implies that Qj ∈ Pℐ(Γ) for each j.
Next, let Λ be an Artin R-algebra and M ∈ modΛ. We say that M is an n-rigid
module over Λ if addM is an n-rigid subcategory ofmodΛ. Moreover, we say thatM is a
generator module over Λ if addM is generating in modΛ, and that it is a cogenerator
module over Λ if addM is cogenerating in modΛ. The reader should note that M is a
generator module overΛ if and only ifP(Λ) ⊆ addM, as well as that is a cogenerator module
over Λ if and only if ℐ(Λ) ⊆ addM. In case thatM is an n-rigid, generator and cogenerator
module over Λ, then we say thatM is a generator-cogenerator n-rigid module over Λ.
Finally, if Σ is another Artin R-algebra and N ∈ modΣ, then we say that M and N are
equivalent if the categories addM and addN are equivalent.
Now we are ready to prove the Higher Morita–Tachikawa Correspondence. This is
a generalization of the Morita–Tachikawa Correspondence, which has its origin in [34] and
[39], and which was also proved in [35, Theorem 2]. The generalization that we give here
is due to Bruno J. Müller (see [35, Lemma 3]), but the proof that we present is based on a
generalization of the proof of the Auslander Correspondence (see the paragraph before the
statement of the Higher Auslander Correspondence for more details). We remark that the
Morita–Tachikawa Correspondence will be recovered by taking n = 1 in the result below.
Theorem 5.2.3 (Higher Morita–Tachikawa Correspondence). There is a bijection between
the equivalence classes of generator-cogenerator n-rigid modules over Artin R-algebras and the
Morita equivalence classes of Artin R-algebras with dominant dimension at least n + 1. The
bijection is given as follows:
(a) IfM is a generator-cogenerator n-rigid module over Λ for some Artin R-algebra Λ, then
sendM to EndΛ(M).
(b) If Γ is an Artin R-algebra with dom. dimΓ ⩾ n + 1 , then take Q ∈ modΓ such that
addQ = Pℐ(Γ) and send Γ to HomΓ(Q,DΓop) viewed as a module over the Artin R-
algebra EndΓ(Q).
Proof. First of all, note that we already know by Proposition 2.9.4 that the assignment of
the equivalence class of a generator-cogenerator n-rigid module over some Artin R-algebra
to the Morita equivalence class of its endomorphism ring is well defined and is injective.
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Therefore, we begin by showing that these endomorphism rings are Artin R-algebras with
dominant dimension at least n + 1.
LetM be a generator-cogenerator n-rigid module overΛ for some Artin R-algebraΛ
and denote C = addM and Γ = EndΛ(M). Note that we already know from Proposition 1.6.1
that Γ is an Artin R-algebra. Moreover, to verify that dom. dimΓ ⩾ n + 1, take a minimal
injective n-copresentation
0 M I0 I1 ⋯ In−1 In←→ ←→f0 ←→f1 ←→f2 ←→fn−1 ←→fn
of M in modΛ. Given that the above sequence has all of its terms in C, it follows from
Proposition 4.1.2 that
0 C(−,M) C(−, I0) C(−, I1) ⋯ C(−, In)←→ ←→C(−,f0) ←→C(−,f1) ←→C(−,f2) ←→C(−,fn)
is an exact sequence inModC, so that it is also exact inmodC. In this case, it is easy to see
that each morphism C(−, fj) is left minimal since each fj is left minimal. Furthermore,
note that by propositions 1.6.1 and 3.5.3 we have that C is functorially finite inmodΛ, and
it is not difficult to see that the injective objects of C coincide with ℐ(Λ), so that we have
by Proposition 4.4.3 that C(−, Ij) ∈ Pℐ(C) for each j. At this moment, observe that by
propositions 2.8.2 and 3.1.1 we have that the evaluation functor atM induces an equivalence
of categories eM ∶ modC → modΓ. Consequently, if we apply eM in the above sequence,
then we obtain an exact sequence
0 C(M,M) C(M, I0) C(M, I1) ⋯ C(M, In)←→ ←→C(M,f0) ←→C(M,f1) ←→C(M,f2) ←→C(M,fn)
in modΓ which is a minimal injective n-copresentation of Γ satisfying that C(M, Ij) is
projective for each j. Hence dom. dimΓ ⩾ n + 1.













Now, let Γ be an Artin R-algebra with dom. dimΓ ⩾ n + 1 and take Q ∈ modΓ
such that addQ = Pℐ(Γ). If we let Λ = EndΓ(Q), which is an Artin R-algebra by Proposition
1.6.1, then it follows from Lemma 5.2.1 that the functor HomΓ(Q,−) ∶ PQ → modΛ
is an equivalence of categories. In this case, by Proposition 2.9.2 we also have that this
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functor induces an equivalence Pℐ(Γ) → P(Λ). Furthermore, we know by Lemma 5.2.2
that ℐ(Γ) ⊆ PQ, and because ℐ(Γ) = addDΓop, we conclude that HomΓ(Q,−) induces an
equivalence ℐ(Γ)→ addM, whereM = HomΓ(Q,DΓop).











We will prove thatM is a generator-cogenerator n-rigid module over Λ. For this, we
only need to verify that addM is an n-rigid subcategory ofmodΛ and that ℐ(Λ) ⊆ addM
since we already have that P(Λ) ⊆ addM.
To see that addM is an n-rigid subcategory of modΛ, it suffices to show thatExtiΛ(M,M) = 0 for each 0 < i < n. For this, we first obtain a projective n-presentation of
M inmodΛ.
Well, by Lemma 5.2.2 we know that DΓop has a projective n-presentation
Qn ⋯ Q1 Q0 DΓop 0←→ ←→ ←→ ←→ ←→
inmodΓ with Qj ∈ Pℐ(Γ) for each j. Moreover, given that Q is projective inmodΓ, if we
apply HomΓ(Q,−) in the above sequence, then we obtain a projective n-presentation
HomΓ(Q,Qn) ⋯ HomΓ(Q,Q1) HomΓ(Q,Q0) M 0←→ ←→ ←→ ←→ ←→
ofM inmodΛ, as HomΓ(Q,Qj) ∈ P(Λ) for each j.
Now, if we applyHomΛ(−,M) in the above projective n-presentation, thenwe obtain
a complex
HomΛ(K0,M) HomΛ(K1,M) ⋯ HomΛ(Kn,M)←→ ←→ ←→ ,
where Kj = HomΓ(Q, Qj). But because we have an equivalence of categories HomΓ(Q, −) ∶
PQ → modΛ, it follows that the above complex is isomorphic to
HomΓ(Q0,DΓop) HomΓ(Q1, DΓop) ⋯ HomΓ(Qn, DΓop)←→ ←→ ←→ ,
which is an exact sequence in Ab since DΓop is injective in modΓ. Hence we obtain thatExtiΛ(M,M) = 0 for each 0 < i < n, as desired.
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Next, we will verify that ℐ(Λ) ⊆ addM. For this, letX ∈ ℐ(Λ) and take Y ∈ PQ such
that X ≃ HomΓ(Q,Y). Given that X is injective inmodΛ, we also have that Y is injective
in PQ. However, it is not difficult to see that every injective object of PQ is in ℐ(Γ), so that
Y ∈ ℐ(Γ). In this case, as HomΓ(Q,−) induces an equivalence ℐ(Γ)→ addM, we conclude
that X ∈ addM, and thus ℐ(Λ) ⊆ addM.
We will now verify that the assignment of the Morita equivalence class of Γ to the
equivalence class of the generator-cogenerator n-rigid moduleHomΓ(Q,DΓop) over EndΓ(Q)
is well defined, as well as that it does not depend on the choice of the additive generator
Q of Pℐ(Γ). For this, let Σ be an Artin R-algebra with dom. dimΣ ⩾ n + 1 which is Morita
equivalent to Γ and take P ∈ modΣ such that addP = Pℐ(Σ). It follows from Proposition
2.7.8 that P(Γ) ≈ P(Σ), and since we also have by Proposition 1.6.2 that P(Γ) ≈ ℐ(Γ) and
P(Σ) ≈ ℐ(Σ), we conclude that ℐ(Γ) ≈ ℐ(Σ). Therefore, given that we already know that
addHomΓ(Q,DΓop) ≈ ℐ(Γ) and addHomΣ(P,DΣop) ≈ ℐ(Σ), we obtain that HomΓ(Q,DΓop)
and HomΣ(P,DΣop) are equivalent.
Finally, to conclude that the assignments that were defined give inverse bijections,
it only remains to show that EndΛ(M) is Morita equivalent to Γ. Well, becauseHomΓ(Q,−) ∶
PQ → modΛ is an equivalence of categories, it follows that EndΛ(M) ≃ EndΓ(DΓop). But
given that D ∶ modΓ→ modΓop is a duality, we also have that EndΓ(DΓop) ≃ EndΓop(Γop)op.
Therefore, since EndΓop(Γop)op ≃ (Γop)op ≃ Γ we conclude that EndΛ(M) ≃ Γ, and conse-
quently EndΛ(M) and Γ are Morita equivalent.
The reader should note that the Higher Morita–Tachikawa Correspondence in fact
agrees with Proposition 2.9.4 since if Γ is an Artin R-algebra with dom. dimΓ ⩾ n + 1 and
Q ∈ modΓ is such that addQ = Pℐ(Γ), then addHomΓ(Q,DΓop) ≈ ℐ(Γ) and we have that
ℐ(Γ) ≈ P(Γ) by Proposition 1.6.2.
5.3 Higher Auslander Correspondence
We now present the Higher Auslander Correspondence, which is a particular case
of Proposition 2.9.4 and of the Higher Morita–Tachikawa Correspondence. In doing so, we
also discuss the concept of “n-Auslander algebra” and we see how it is related to a certain
kind of n-cluster tilting subcategory.
In order to prove the Higher Auslander Correspondence, we first need to establish
some definitions and give some results.
To begin with, if Λ is an Artin algebra andM ∈ modΛ, then we say thatM is an
n-cluster tilting module over Λ if addM is an n-cluster tilting subcategory ofmodΛ.
We give below some conditions to determine if a module over an Artin algebra is
n-cluster tilting or not.
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Proposition 5.3.1. Let Λ be an Artin algebra andM ∈ modΛ. The following are equivalent:
(a) M is an n-cluster tilting module over Λ.
(b) addM = (addM)⟂n and addM = ⟂n(addM).
(c) addM = (addM)⟂n and P(Λ) ⊆ addM.
(d) addM = ⟂n(addM) and ℐ(Λ) ⊆ addM.
Proof. Note that by propositions 1.6.1 and 3.5.3 we have that addM is functorially finite in
modΛ. Therefore, it is easy to see that the result follows from Proposition 4.2.7.
Now, following [26], we say that an Artin R-algebra Γ is an n-Auslander R-algebra,
or for short, an n-Auslander algebra if no confusion may arise, if Γ satisfies that
gl. dimΓ ⩽ n + 1 ⩽ dom. dimΓ.
In the case that n = 1, we call a 1-Auslander R-algebra simply by an Auslander R-algebra,
or for short, an Auslander algebra, which is a kind of algebra that plays an important role
in Auslander–Reiten theory (see [15, Chapter VI, Section 5]).
In the next result, which ismentioned in [26, page 358], wewill see that there are not
too many possibilities for the global and the dominant dimension of an n-Auslander algebra.
We observe that this result will not be used to prove the Higher Auslander Correspondence.
Proposition 5.3.2. If Γ is an n-Auslander algebra, then either we have that gl. dimΓ = 0 anddom. dimΓ = ∞ or we have that gl. dimΓ = n + 1 = dom. dimΓ.
Proof. First of all, we remark that gl. dimΓ = idΓ Γ (see [15, Chapter VI, Lemma 5.5]).
Now, note that if gl. dimΓ = 0, then Γ is injective, and thus dom. dimΓ = ∞.
Next, suppose that gl. dimΓ ≠ 0, and by considering that gl. dimΓ ⩽ n + 1, take a
minimal injective resolution
0 Γ I0 ⋯ In In+1 0←→ ←→f0 ←→f1 ←→fn ←→fn+1 ←→
of Γ inmodΓ. Then from dom. dimΓ ⩾ n+1we obtain that Ij is both injective and projective
for each 0 ⩽ j ⩽ n. In this case, observe that if In+1 is projective, then we obtain that
In ≃ Kerfn+1 ⊕ In+1, which implies that Imfn = Kerfn+1 is both projective and injective.
Therefore, by repeating this argument we can conclude that Imf0 is both projective and
injective, so that Γ is injective, and thus gl. dimΓ = idΓ Γ = 0, a contradiction. Hence In+1 is
not projective, which implies that dom. dimΓ = n+ 1, as well as that idΓ Γ = n+ 1 since we
obtain in particular that In+1 ≠ 0, and consequently gl. dimΓ = n + 1.
123
Next, to prove the Higher Auslander Correspondence, we only need one more result.
Lemma 5.3.3. Let Γ be an Artin algebra with gl. dimΓ ⩽ n + 1 and Q ∈ modΓ be such thataddQ = Pℐ(Γ). If X ∈ PQ, then idΓX ⩽ n − 1.
Proof. Let
Q1 Q0 X 0←→g1 ←→g0 ←→
be a projective presentation of X inmodΓ with Q1, Q0 ∈ addQ and
0 X I0 I1 ⋯←→ ←→f0 ←→f1 ←→f2
be an injective resolution of X inmodΓ. Then we obtain an injective resolution
0 Ker g1 Q1 Q0 I0 I1 ⋯←→ ←→ ←→g1 ←→f0g0 ←→f1 ←→f2
of Ker g1 inmodΓ, and given that idΓKer g1 ⩽ n + 1, it follows from the dual of Proposition
1.5.1 that Cokerfn−1 ∈ ℐ(Γ). Therefore, we obtain an injective resolution
0 X I0 I1 ⋯ In−2 Cokerfn−1 0←→ ←→f0 ←→f1 ←→f2 ←→fn−2 ←→ ←→
of X inmodΓ, which gives us that idΓX ⩽ n − 1.
The theorem below, which is from [24, Theorem 0.2], is a generalization of the
Auslander Correspondence, which was first proved in [4, Chapter III, Section 4]. The proof
that we give here for it is basically an extension of the proof of the Higher Morita–Tachikawa
Correspondence that we have presented in Section 5.2. The main steps of the whole proof
are generalizations of the corresponding steps in the proof of the Auslander Correspondence
given in [4, Chapter III, Section 4] and [15, Chapter VI, Section 5]. We also observe that we
will recover the Auslander Correspondence in the result below by taking n = 1.
Theorem 5.3.4 (Higher Auslander Correspondence). There is a bijection between the equiv-
alence classes of n-cluster tilting modules over Artin R-algebras and the Morita equivalence
classes of n-Auslander R-algebras. The bijection is given as follows:
(a) IfM is an n-cluster tilting module over Λ for some Artin R-algebra Λ, then sendM toEndΛ(M).
(b) If Γ is an n-Auslander R-algebra, then take Q ∈ modΓ such that addQ = Pℐ(Γ) and
send Γ toHomΓ(Q,DΓop) viewed as a module over the Artin R-algebra EndΓ(Q).
Proof. Since the assignments that were defined are restrictions of the assignments from the
Higher Morita–Tachikawa Correspondence, we only need to verify two things. First, that
if M is an n-cluster tilting module over Λ for some Artin R-algebra, then EndΛ(M) is an
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n-Auslander R-algebra. Second, that if Γ is an n-Auslander R-algebra and if Q ∈ modΓ is
such that addQ = Pℐ(Γ), then HomΓ(Q,DΓop) is an n-cluster tilting module over EndΓ(Q).
LetM be an n-cluster tilting module over Λ for some Artin R-algebra Λ and denoteC = addM and Γ = EndΛ(M). Because we already know from the HigherMorita–Tachikawa
Correspondence that Γ is an Artin R-algebra with dom. dimΓ ⩾ n + 1, to conclude that it is
an n-Auslander R-algebra, we only need to verify that gl. dimΓ ⩽ n + 1.
Well, recall from the proof of the Higher Morita–Tachikawa Correspondence that
the evaluation functor atM induces an equivalence of categories eM ∶ modC → modΓ. In
this case, given that we know by Proposition 4.2.3 that gl. dim(modC) ⩽ n + 1, we obtain
that gl. dim(modΓ) ⩽ n + 1, which implies that gl. dimΓ ⩽ n + 1.
Now, let Γ be an n-Auslander R-algebra and take Q ∈ modΓ such that addQ =Pℐ(Γ). If we let Λ = EndΓ(Q), then we already know from the Higher Morita–Tachikawa
Correspondence thatM = HomΓ(Q,DΓop) satisfies that addM is an n-rigid subcategory of
modΛ, so that addM ⊆ (addM)⟂n, as well as that P(Λ) ⊆ addM. Consequently, it follows
from Proposition 5.3.1 that to conclude thatM is an n-cluster tiltingmodule overΛ, it suffices
to verify that (addM)⟂n ⊆ addM.
Well, first recall from the proof of the Higher Morita–Tachikawa Correspondence
that we have an equivalence of categories HomΓ(Q,−) ∶ PQ → modΛ which induces an
equivalence ℐ(Γ)→ addM. Moreover, remember that there is a projective n-presentation
Qn ⋯ Q1 Q0 DΓop 0←→ ←→ ←→ ←→ ←→
of DΓop inmodΓ with Qj ∈ Pℐ(Γ) for each j, which induces a projective n-presentation
HomΓ(Q,Qn) ⋯ HomΓ(Q,Q1) HomΓ(Q,Q0) M 0←→ ←→ ←→ ←→ ←→
ofM inmodΛ.
Now, let X ∈ (addM)⟂n and take Y ∈ PQ such that X ≃ HomΓ(Q,Y). In this case,
to conclude that X ∈ addM, we only need to show that Y ∈ ℐ(Γ). Well, note that if we
apply the functor HomΛ(−, X) in the above projective n-presentation ofM, then we obtain
an exact sequence
HomΛ(K0, X) HomΛ(K1, X) ⋯ HomΛ(Kn, X)←→ ←→ ←→
in Ab since ExtiΛ(M,X) = 0 for each 0 < i < n, where Kj = HomΓ(Q, Qj). Consequently, by
considering the equivalence given by HomΓ(Q, −), we conclude that the above sequence is
isomorphic as a complex to
HomΓ(Q0, Y) HomΓ(Q1, Y) ⋯ HomΓ(Qn, Y)←→ ←→ ←→ ,
which then turns out to be exact in Ab. But this implies that ExtiΓ(DΓop, Y) = 0 for each
0 < i < n, and thus we obtain thatExtiΓ(I, Y) = 0 for every I ∈ ℐ(Γ) and 0 < i < n. Therefore,
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because we know by Lemma 5.3.3 that idΓ Y ⩽ n − 1, it follows from the dual of Proposition
1.5.2 that Y ∈ ℐ(Γ). Hence (addM)⟂n ⊆ addM.
By considering the Higher Auslander Correspondence, the reader should note the
importance of n-Auslander algebras, and also how appropriate the notion of an n-cluster
tilting subcategory is, given that it allows us to generalize the Auslander Correspondence.
5.4 Some open problems
To end this chapter, we now give some open problems concerning n-cluster tilting
subcategories for the case of modules over Artin algebras.
In this section, Λ will denote an Artin algebra.
To begin with, the reader should note that even if we have developed so far many
interesting results for n-cluster tilting subcategories ofmodΛ, we have not discussed at any
moment the existence of such subcategories. Well, it turns out that their existence is still not
so well understood. Considering this, we can state the following open problem, which is
from [26, page 366]:
Problem 5.4.1. When doesmodΛ contain an n-cluster tilting subcategory or an n-cluster
tilting module?
Recently, some approaches to solve Problem 5.4.1 have been to consider it first for
particular kinds of Artin algebras. This is what was done in [40], for example.
Another very relevant open problem is the following, which is from [26, page 367]:
Problem 5.4.2. Is every n-cluster tilting subcategory ofmodΛ with n ⩾ 2 of finite type?
The reader should note that a positive answer to Problem 5.4.2 would imply that
every n-cluster tilting subcategory of modΛ is obtained from an n-cluster tilting module
over Λ. Furthermore, this would also simplify a lot the study of such subcategories since we
already know from the Higher Auslander Correspondence that n-cluster tilting modules
over Artin algebras correspond to n-Auslander algebras.
Taking Problem 5.4.2 into account, we give below a condition for an n-cluster tilting
subcategory ofmodΛ to be of finite type.
Proposition 5.4.3. If C is an n-cluster tilting subcategory ofmodΛ, then C is of finite type if
and only if there is some morphism f ∈ C such that radC = C⟨f⟩C.
Proof. If C is of finite type, then let {Z1,… , Zm} be a complete set of nonisomorphic repre-
sentatives of the indecomposable objects in C. For each i let fi ∶ Zi → Xi be a left almost
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split morphism in C and gi ∶ Yi → Zi be a right almost split morphism in C, which exist

















inC satisfies that radC(Zi, Zj) = C⟨ℎ⟩C(Zi, Zj) for every i, j, thoughwe leave the details for the
reader. Therefore, given that C is a Krull–Schmidt category, this implies that radC = C⟨ℎ⟩C.
Conversely, suppose that there is a morphism f ∶ X → Y in C satisfying thatradC = C⟨f⟩C. If we take an indecomposable and nonprojective object Z ∈ C, then there is a
minimal right almost split morphism g ∶ W → Z in C, and because we know by Lemma
4.3.4 that g is an epimorphism inmodΛ, we must have thatW ≠ 0. In this case, it follows
from Proposition 3.4.1 that g ∈ radC(W, Z), and thus there are morphisms u ∶ Y → Z and
v ∶ W → X such that g = ufv. Now, if u is not a split epimorphism, then there is some
morphism ℎ ∶ Y → W such that u = gℎ. Hence we have that g = gℎfv and because g is
right minimal we obtain that ℎfv is an isomorphism. Moreover, given that f ∈ radC, we also
have that ℎfv ∈ radC, and from Proposition 2.5.2 we conclude that radC(−,W) = C(−,W),
a contradiction since W ≠ 0. Therefore, u is a split epimorphism, so that Z is a direct
summand of Y. Consequently, there must be only a finite number of objects in C which are
both indecomposable and nonprojective, and once we already know that there is a finite
number of indecomposable objects in C which are projective, we conclude that C is of finite
type.
Finally, we present one more open problem, which is from [19, Conjecture 6.2].
But before we state it, first remember that we already know from Proposition 4.4.2 that if
1 ⩽ gl. dimΛ <∞, then there are only finitely many positive integersm such that there is
anm-cluster tilting module over Λ.
Problem 5.4.4. If gl. dimΛ = ∞, then are there only finitely many positive integersm such




In this chapter, R will always stand for a commutative artinian ring and Λ will be
an Artin R-algebra. Moreover, n will denote a positive integer.
We now present higher versions of the “Auslander–Reiten translations” for finitely
generated Λ-modules and their applications to the study of n-almost split sequences in
n-cluster tilting subcategories of modΛ. Our main aim here is to show how we can use
these higher versions of the “Auslander–Reiten translations” to relate the end terms of an
n-almost split sequence in an n-cluster tilting subcategory ofmodΛ. In addition, we also
study some examples of n-cluster tilting subcategories, as well as we describe their n-almost
split sequences.
6.1 The n-transpose
In this section we present a higher version of the “Auslander–Bridger transpose”,
which will be fundamental to define higher versions of the “Auslander–Reiten translations”.
To begin with, we need to make some definitions.
Let ℬ be a subcategory ofmodΛ which is closed under finite direct sums. Given
X,Y ∈ modΛ and a morphism f ∶ X → Y inmodΛ, we say that f factors through ℬ if







inmodΛ with Z ∈ ℬ. In this case, we define
⟨ℬ⟩(X, Y) = {f ∈ HomΛ(X, Y) ∣ f factors through ℬ},
and it is easy to see that these sets define a two sided ideal ⟨ℬ⟩ = ⟨ℬ⟩(−,−) ofmodΛ. The
reader should note that every object inℬ becomes isomorphic to zero in the quotient category
(modΛ)∕ℬ.
Now, following [3], in case that ℬ = P(Λ), we write simply ⟨P(Λ)⟩ = P and we
denote the quotient category (modΛ)∕P bymodΛ, which we call the projectively stable
category. Moreover, given X,Y ∈ modΛ, we write
HomΛ(X, Y)∕P(X, Y) = HomΛ(X, Y).
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Dually, we write ⟨ℐ(Λ)⟩ = ℐ, we denote the quotient category (modΛ)∕ℐ bymodΛ, which
we call the injectively stable category, and given X,Y ∈ modΛ, we write
HomΛ(X,Y)∕ℐ(X,Y) = HomΛ(X,Y).
Finally, we note that if C is a subcategory ofmodΛ, then we denote by C and C the subcate-
gories ofmodΛ andmodΛ, respectively, induced by C.
Our goal now is to define a contravariant R-functor Trn ∶ modΛ→ modΛop which
will restrict to a duality for appropriate subcategories ofmodΛ andmodΛop, respectively.
Furthermore, this will be done in such a way that if we take n = 1, then we will obtain that
Tr1 ∶ modΛ→ modΛop is the functor obtained from the “Auslander–Bridger transpose”.
At this moment, the reader should remember from Section 1.6 that we have con-
travariant functors (−)∗ ∶ modΛ ↔ modΛop that induce dualities (−)∗ ∶ P(Λ) ↔ P(Λop)
such that (−)∗(−)∗ = (−)∗∗ ≃ id.
Following [25], we now define the “n-transpose” of a finitely generated Λ-module.
For each X ∈ modΛ fix a minimal projective n-presentation
Pn Pn−1 ⋯ P1 P0 X 0←→fn ←→fn−1 ←→f2 ←→f1 ←→f0 ←→
of X. If we apply (−)∗ in the above sequence, then we obtain the complex
0 X∗ P∗0 P
∗
1 ⋯ P∗n−1 P∗n←→ ←→f∗0 ←→f∗1 ←→f∗2 ←→f∗n−1 ←→f∗n
inmodΛop, and thus we define Trn X = Cokerf∗n and we call it the n-transpose of X.
We remark that we can conclude from Proposition 1.4.5 that if X ∈ modΛ, then
Trn X is uniquely determined up to isomorphism by X. Furthermore, we observe that if we
take n = 1, then Tr1X coincides with what is called the “Auslander–Bridger transpose of X”,
which will be denoted here simply by TrX and called by the transpose of X.
Next, we proceed to show how we can obtain a contravariant functor from the
assignment X ↦ Trn X. For this, let ℎ ∶ X → Y be a morphism inmodΛ. We will define
a morphism Trn ℎ ∶ Trn Y → Trn X inmodΛop. Well, let (P∙, f∙) and (Q∙, g∙) be minimal
projective resolutions of X and Y, respectively, where P−1 = X and Q−1 = Y. It follows from
the Comparison Theorem that we can complete ℎ to amorphism of complexes ℎ∙ ∶ P∙ → Q∙
⋯ Pn+1 Pn Pn−1 ⋯ P1 P0 X 0







←→←→ ℎ←→gn+2 ←→gn+1 ←→gn ←→gn−1 ←→g2 ←→g1 ←→g0 ←→
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with ℎ−1 = ℎ. In this case, if we apply (−)∗ in the above diagram, then we obtain a commu-
tative diagram
0 Y∗ Q∗0 Q∗1 ⋯ Q∗n−1 Q∗n Q∗n+1 ⋯
0 X∗ P∗0 P∗1 ⋯ P∗n−1 P∗n P∗n+1 ⋯





















inmodΛop. Therefore, we conclude that there is a unique morphism u ∶ Trn Y → Trn X in
modΛop which makes the augmented diagram below with exact rows commute.
Q∗n−1 Q
∗
n Trn Y 0
P∗n−1 P
∗






Considering this, we define Trn ℎ ∶ Trn Y → Trn X to be Trn ℎ = u.
Now, note that in the above construction themorphismTrn ℎ is uniquely determined
by the morphism of complexes ℎ∙, but on the other hand, ℎ∙ is not uniquely determined
by ℎ. Because of this, the assignment X ↦ Trn X does not define in general a contravariant
functormodΛ→ modΛop. Nevertheless, we know from the Comparison Theorem that ℎ∙
is uniquely determined “up to homotopy” by ℎ, and thus, as we will see in propositions 6.1.2
and 6.1.3, the assignment X ↦ Trn X defines contravariant functorsmodΛ→ modΛop and
modΛ→ modΛop.
Before we prove propositions 6.1.2 and 6.1.3, we first need the following lemma:
Lemma 6.1.1. Let X,Y ∈ modΛ and let (P∙, f∙) and (Q∙, g∙) be minimal projective reso-
lutions of X and Y, respectively, where P−1 = X and Q−1 = Y. If a morphism of complexes
ℎ∙ ∶ P∙ → Q∙ is null homotopic, where ℎ−1 = ℎ, then Trn ℎ factors through P(Λop).
Proof. Given that ℎ∙ is null homotopic, there are morphisms si ∶ Pi → Qi+1 inmodΛ such




n Trn Y 0
P∗n−1 P
∗













inmodΛop whose rows are exact. Because g∗n+1g
∗
n = 0, it follows that there is a morphism
k ∶ Trn Y → Q∗n+1 inmodΛop such that g∗n+1 = kg′. Hence from ℎ∗n = f∗ns∗n−1 + s∗ng∗n+1 and
(Trn ℎ)g
′ = f′ℎ∗n we obtain that
(Trn ℎ)g





which implies that Trn ℎ = f
′s∗nk since g′ is an epimorphism.
The next two results are generalizations of the construction of the functor obtained
from the transpose of a finitely generated Λ-module given in [11, Section 2] (see also [3,
Chapter IV, Proposition 2.2]).
Proposition 6.1.2. The assignment X ↦ Trn X defined for each X ∈ modΛ induces a
contravariant R-functor Trn ∶ modΛ→ modΛop.
Proof. Let ℎ ∶ X → Y be a morphism in modΛ and suppose that ℎ∙ and ℎ′∙ are two
extensions of ℎ to a morphism of complexes between the minimal projective resolutions
of X and Y. If we denote by u and u′ the induced morphisms Trn Y → Trn X by ℎ∙ and ℎ′∙,
respectively, then it is easy to see that the morphism Trn Y → Trn X induced by ℎ∙ − ℎ′∙ is
u−u′. Moreover, we know from the Comparison Theorem that ℎ∙−ℎ
′
∙ is null homotopic, so
that it follows from Lemma 6.1.1 that u−u′ factors through P(Λop), which means that u and
u′ coincide inmodΛop. Therefore, Trn ∶ modΛ→ modΛop is a well defined assignment on
the objects andmorphisms ofmodΛ, which is easily seen to be a contravariantR-functor.
Proposition 6.1.3. The contravariant R-functor Trn ∶ modΛ → modΛop induces a con-
travariant R-functor Trn ∶ modΛ→ modΛop.
Proof. Weonly need to verify thatTrn ∶ modΛ→ modΛop is well defined on themorphisms.
For this, it suffices to show that if ℎ ∶ X → Y is a morphism inmodΛwhich factors throughP(Λ), then Trn ℎ factors through P(Λop).
Well, let ℎ ∶ X → Y be a morphism inmodΛ such that there is someW ∈ P(Λ)
and morphisms v ∶ X →W and u ∶ W → Y inmodΛ with ℎ = uv. Moreover, let (P∙, f∙)
and (Q∙, g∙) be minimal projective resolutions of X and Y, respectively, where P−1 = X and
Q−1 = Y, and complete ℎ to a morphism of complexes ℎ∙ ∶ P∙ → Q∙ with ℎ−1 = ℎ. Given
thatW is projective and g0 is an epimorphism, there is some morphism w ∶ W → Q0 such
that u = g0w.
⋯ Pn+1 Pn Pn−1 ⋯ P1 P0 X 0
W









←→w←→gn+2 ←→gn+1 ←→gn ←→gn−1 ←→g2 ←→g1 ←→g0 ←→
Therefore, if we define s−1 ∶ X → Q0 by s−1 = wv and if we follow the proof of the
Comparison Theorem, then we can conclude that there are morphisms si ∶ Pi → Qi+1 in
modΛ such that ℎi = si−1fi + gi+1si for each i ∈ ℤ, which means that ℎ∙ is null homotopic.
Hence we obtain by Lemma 6.1.1 that Trn ℎ factors through P(Λop), as desired.
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We remark that we will also denote the contravariant R-functormodΛop → modΛ
obtained from the n-transpose of each X ∈ modΛop by Trn.
Next, we proceed to show that the functors Trn ∶ modΛ ↔ modΛop induce con-
travariant R-functors Trn ∶
⟂nP(Λ)↔ ⟂nP(Λop) which are dualities satisfying that Tr2n ≃ id.
This will be fundamental to study higher versions of the “Auslander–Reiten translations” in
n-cluster tilting subcategories ofmodΛ in the next section.
We first give some properties of the subcategory ⟂nP(Λ) ofmodΛ.
To beginwith, observe thatP(Λ) ⊆ ⟂nP(Λ), and that if we take n = 1, thenwe obtain
that ⟂1P(Λ) = modΛ. In addition, we also have the following result, which generalizes some
of the items of [3, Chapter IV, Proposition 2.1]:
Proposition 6.1.4. Let X ∈ ⟂nP(Λ),
P∙ ∶ Pn Pn−1 ⋯ P1 P0 X 0←→fn ←→fn−1 ←→f2 ←→f1 ←→f0 ←→





1 ⋯ P∗n−1 P∗n Trn X 0←→f∗1 ←→f∗2 ←→f∗n−1 ←→f∗n ←→f′ ←→
inmodΛop, where f′ is the cokernel of f∗n. Then we have the following:
(a) Either X is projective or pdΛX ⩾ n.
(b) X is projective if and only if Trn X = 0.
(c) P∗∙ is a projective n-presentation of Trn X.
(d) Trn X ∈
⟂nP(Λop).
Furthermore, if X is indecomposable and nonprojective, then we also have the following:
(e) P∗∙ is a minimal projective n-presentation of Trn X.
(f) Trn(Trn X) ≃ X.
Proof. (a) This is straightforward from Proposition 1.5.2.
(b) If X is projective, then we have P0 = X and Pi = 0 for each i ⩾ 1, and thus
it is clear that Trn X = 0. On the other hand, if Trn X = 0, then we have that f
∗
n is a
split epimorphism, which implies that fn is a split monomorphism. Hence we obtain that
Pn−1 ≃ Pn ⊕ Imfn−1, and thus Imfn−1 = Kerfn−2 is projective. Therefore, we obtain a
projective resolution
0 Kerfn−2 Pn−2 ⋯ P1 P0 X 0←→ ←→ ←→fn−2 ←→f2 ←→f1 ←→f0 ←→
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of X, so that pdΛX ⩽ n − 1, and we conclude by item (a) that X is projective.
(c) We already know that P∗i ∈ P(Λop) for each i, and because
Kerf∗i+1
Imf∗i
≃ ExtiΛ(X,Λ) = 0
for each 1 ⩽ i ⩽ n − 1, it follows that P∗∙ is an exact sequence in modΛop, so that it is a
projective n-presentation of Trn X.
(d) If we apply (−)∗ in P∗∙, then we can consider the sequence
P∗∗n P
∗∗
n−1 ⋯ P∗∗1 P∗∗0←→f∗∗n ←→f∗∗n−1 ←→f∗∗2 ←→f∗∗1
inmodΛ, which is exact since it is isomorphic to
Pn Pn−1 ⋯ P1 P0←→fn ←→fn−1 ←→f2 ←→f1 .
Therefore, we have that
ExtiΛop(Trn X,Λop) ≃ Kerf∗∗n−iImf∗∗n−i+1 = 0
for each 1 ⩽ i ⩽ n − 1, which implies that Trn X ∈ ⟂nP(Λop).
Next, to verify that (e) and (f) hold, assume from now on that X is indecomposable
and nonprojective.
(e) Given that we already know from item (c) that P∗∙ is a projective n-presentation











1 ⋯ Q∗n−1 Q∗n Trn X 0←→g∗1 ←→g∗2 ←→g∗n−1 ←→g∗n ←→ ←→





1 ⋯ K∗n−1 K∗n 0 0←→k∗1 ←→k∗2 ←→k∗n−1 ←→k∗n ←→ ←→
is an exact sequence inmodΛop, where the morphisms g∗i and k
∗
j are induced by morphisms
gi ∶ Qi → Qi−1 and kj ∶ Kj → Kj−1 inP(Λ), respectively. In this case, by applying the functor
(−)∗ in the morphisms g∗i and k
∗
j we can conclude that P∙ is isomorphic to the direct sum of
the sequences
Q∙ ∶ Qn Qn−1 ⋯ Q1 Q0 Y 0←→gn ←→gn−1 ←→g2 ←→g1 ←→g′ ←→
and
K∙ ∶ Kn Kn−1 ⋯ K1 K0 Z 0←→kn ←→kn−1 ←→k2 ←→k1 ←→k′ ←→
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inmodΛ, where g′ and k′ are the cokernel of g1 and k1, respectively. In particular, we obtain
that Q∙ and K∙ are exact in modΛ, and also that X ≃ Y ⊕ Z, which implies that either
X ≃ Y or X ≃ Z since X is indecomposable.
Well, if X ≃ Z, then K∙ is a projective n-presentation of X. Hence using the fact
that P∙ ≃ Q∙ ⊕K∙ and that P∙ is a minimal projective n-presentation of X we can conclude
by Proposition 1.4.6 that Q∙ = 0. But then we have Q
∗
∙ = 0, so that Trn X = 0, which implies
that X is projective by item (b), a contradiction. Therefore, X ≃ Y and by the same reasoning





and then P∗∙ is a minimal projective n-presentation of Trn X.
(f) Note that Y ≃ Trn(Trn X), hence it follows from the above paragraph that
X ≃ Trn(Trn X).
The result below is from [25, Corollary 1.1.2], and here we present a different proof
for it.
Theorem 6.1.5. The contravariantR-functors Trn ∶ modΛ↔ modΛop induce contravariant
R-functors Trn ∶
⟂nP(Λ)↔ ⟂nP(Λop) which are dualities such that Tr2n ≃ id.
Proof. First of all, recall that we already know by Proposition 6.1.4 that Trn X ∈
⟂nP(Λop)
for every X ∈ ⟂nP(Λ), hence Trn ∶ modΛ → modΛop induces a contravariant R-functor
Trn ∶
⟂nP(Λ) → ⟂nP(Λop). Furthermore, by taking Λop in place of Λ, we also obtain that
Trn ∶ modΛ
op → modΛ induces a contravariant R-functor Trn ∶ ⟂nP(Λop)→ ⟂nP(Λ).
Now, to verify that Tr2n ≃ id in
⟂nP(Λ), take an arbitrary X ∈ ⟂nP(Λ) and write
it as a finite direct sum X ≃ X1 ⊕⋯ ⊕ Xr ⊕ P with each Xi being indecomposable and
nonprojective and P being projective. We have X ≃ X1 ⊕⋯⊕Xr in ⟂nP(Λ), so that
Trn X ≃ Trn X1 ⊕⋯⊕ Trn Xr
in ⟂nP(Λop). Moreover, we know by Proposition 6.1.4 that Trn(Trn Xi) ≃ Xi for each i, and
it is not difficult to see that these isomorphisms are functorial since they are induced by
the functorial isomorphisms Q∗∗ ≃ Q for Q ∈ P(Λ). Therefore, we obtain a functorial
isomorphism Trn(Trn X) ≃ X in
⟂nP(Λ).
Dually, we also have that there is a functorial isomorphism Trn(Trn X) ≃ X for each
X ∈ ⟂nP(Λop). Consequently, Trn ∶ ⟂nP(Λ)↔ ⟂nP(Λop) are dualities such that Tr2n ≃ id.
6.2 The n-Auslander–Reiten translations
We now present higher versions of the “Auslander–Reiten translations”, as well as
higher versions of the “Auslander–Reiten formulas”. In addition, we also show that these
notions can be restricted to n-cluster tilting subcategories ofmodΛ.
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To begin with, recall that the dualities D ∶ modΛ ↔ modΛop induce dualities
D ∶ P(Λ) ↔ ℐ(Λop). Therefore, it is not difficult to see that D ∶ modΛ ↔ modΛop also
induce dualities D ∶ modΛ↔ modΛop. In this case, following [25], we define
n = D Trn ∶ modΛ→ modΛ and −n = Trn D ∶ modΛ→ modΛ.
We call n and −n the n-Auslander–Reiten translations. Furthermore, if n = 1, then we
denote 1 = D Tr and −1 = TrD simply by  and −, respectively, and we call them the
Auslander–Reiten translations.
As we will see in Theorem 6.3.2, the n-Auslander–Reiten translations will enable
us to relate the end terms of an n-almost split sequence in an n-cluster tilting subcategory of
modΛ. Hence the reader may realize from this the importance of the n-Auslander–Reiten
translations, given that they will provide us a new approach to study n-almost split sequences.
It is interesting to remark that we can also define the n-Auslander–Reiten trans-
lations by considering only  and −. In fact, for each X ∈ modΛ, let ΩX be the kernel of
a projective cover of X, and Ω−X be the cokernel of an injective envelope of X. Then it is
not difficult to see that by considering ΩX and Ω−X for each X ∈ modΛ we can obtain
functors Ω ∶ modΛ → modΛ and Ω− ∶ modΛ → modΛ, which are called the syzygy
functor and the cosyzygy functor, respectively. In this case, note that Trn = TrjΩ
n−j for
each 1 ⩽ j ⩽ n, with the agreement that Ω0 = id, and thus we obtain that Trn = TrΩn−1.
Therefore, we have that
n = D Trn = D TrΩn−1 = Ωn−1,
and because ΩD = DΩ−, we also obtain that
−n = Trn D = TrΩn−1D = TrDΩ−(n−1) = −Ω−(n−1).
We prove next that we can restrict the n-Auslander–Reiten translations to certain
subcategories ofmodΛ andmodΛ, respectively, to obtain quasi-inverse equivalences. The
result below is from [25, Theorem 1.4.1].
Theorem 6.2.1. The n-Auslander–Reiten translations induce quasi-inverse equivalences
n ∶
⟂nP(Λ)→ ℐ(Λ)⟂n and −n ∶ ℐ(Λ)⟂n → ⟂nP(Λ).
Therefore, n gives a bijection from the nonprojective objects in ind(⟂nP(Λ)) to the noninjective
objects in ind(ℐ(Λ)⟂n), with the inverse given by −n .
Proof. It is not difficult to see that for a givenX ∈ modΛwehave thatX ∈ ⟂nP(Λ) if and only
if DX ∈ ℐ(Λop)⟂n, so that D ∶ modΛ ↔ modΛop induce dualities D ∶ ⟂nP(Λ) ↔ ℐ(Λop)⟂n.
Therefore, D ∶ modΛ ↔ modΛop also induce dualities D ∶ ⟂nP(Λ) ↔ ℐ(Λop)⟂n with
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D2 ≃ id. Consequently, because we know fromTheorem 6.1.5 that Trn ∶ ⟂nP(Λ)↔ ⟂nP(Λop)
are dualities with Tr2n ≃ id, we obtain that
n ∶ ⟂nP(Λ)→ ℐ(Λ)⟂n and −n ∶ ℐ(Λ)⟂n → ⟂nP(Λ)
are quasi-inverse equivalences.
The last assertion in the statement of the theorem follows immediately.
We now proceed to present higher versions of the “Auslander–Reiten formulas”. For
this, we first give some results.
Following [3], for eachX,Y ∈ modΛwedefine'XY to be themorphismofR-modules
'XY ∶ Y ⊗Λ X∗ → HomΛ(X,Y)
y ⊗ f ↦ (x ↦ yf(x))
which is easily seen to be functorial in both X and Y.
Lemma 6.2.2. Let X,Y ∈ modΛ. If X or Y is projective, then 'XY is an isomorphism.
Proof. It is not difficult to see that if 'ΛY is an isomorphism, then '
X
Y is an isomorphism
whenever X is projective, and likewise, that if 'XΛ is an isomorphism, then '
X
Y is an iso-
morphism whenever Y is projective. Therefore, it suffices to show that both 'ΛY and '
X
Λ are
isomorphisms, and for this we can verify that
HomΛ(Λ, Y)→ Y ⊗Λ Λ∗
g ↦ g(1) ⊗ id
is the inverse of 'ΛY, as well as that
HomΛ(X, Λ)→ Λ⊗Λ X∗
g ↦ 1 ⊗ g
is the inverse of 'XΛ , though we leave the details for the reader.
The next result is from [3, Chapter IV, Lemma 2.12].
Lemma 6.2.3. If X,Y ∈ modΛ, then Coker'XY = HomΛ(X, Y).
Proof. We need to prove that Im'XY = P(X, Y). For this, let f ∶ P → Y be an epimorphism









inModR. We know by Lemma 6.2.2 that 'XP is an isomorphism, and because −⊗Λ X∗ is a
right exact functor, we also have that f ⊗ id is an epimorphism. Consequently, we obtain
that Im'XY = ImHomΛ(X, f), and it is easy to verify that ImHomΛ(X, f) = P(X, Y).
With the above lemmas being given, we can now prove the next result, which is
from [25, Proposition 1.1.3].
Proposition 6.2.4. For eachX ∈ ⟂nP(Λ),Y ∈ modΛ and 0 < i < n, there are isomorphisms
TorΛn−i(Y,Trn X) ≃ Ext
i
Λ(X, Y) and Tor
Λ
n (Y, Trn X) ≃ HomΛ(X,Y)
that are functorial in both variables.
Proof. To begin with, let
Pn Pn−1 ⋯ P1 P0 X 0←→fn ←→fn−1 ←→f2 ←→f1 ←→f0 ←→
be a minimal projective n-presentation of X, so that
P∗0 P
∗
1 ⋯ P∗n−1 P∗n Trn X 0←→f∗1 ←→f∗2 ←→f∗n−1 ←→f∗n ←→ ←→
is a projective n-presentation of Trn X by Proposition 6.1.4. Then we can consider the follow-
ing commutative diagram
Y ⊗Λ P∗0 Y ⊗Λ P
∗
1 ⋯ Y ⊗Λ P∗n−1 Y ⊗Λ P∗n





← →id⊗f∗n−1 ← →id⊗f∗n








whose vertical arrows 'PiY are isomorphisms by Lemma 6.2.2, where (fi, Y) = HomΛ(fi, Y).




and ExtiΛ(X, Y) ≃
Ker(HomΛ(fi+1, Y))
Im(HomΛ(fi, Y))
we conclude that there is an isomorphism
Tor
Λ
n−i(Y,Trn X) ≃ Ext
i
Λ(X,Y)
which is functorial in both variables for each 0 < i < n.






⋯ P∗n−1 P∗n Trn X 0←→ ←→f∗0 ←→f∗1 ←→f∗2 ←→f∗n−1 ←→f∗n ←→ ←→
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is exact inmodΛop, and thus we can take an epimorphism g ∶ Q → X∗ with Q ∈ P(Λop)
to obtain a projective (n + 1)-presentation of Trn X. Therefore, if we apply Y ⊗Λ − in this
presentation, then we obtain the complex
Y ⊗Λ Q Y ⊗Λ P
∗
0 Y ⊗Λ P
∗
1 ⋯ Y ⊗Λ P∗n← →id⊗f∗0g ←→id⊗f∗1 ←→id⊗f∗2 ←→id⊗f∗n
and because Im(id⊗f∗0g) = Im(id⊗f
∗
0), we conclude that




Now, from the commutative diagram
Y ⊗Λ X∗ Y ⊗Λ P∗0 Y ⊗Λ P∗1
0 HomΛ(X, Y) HomΛ(P0, Y) HomΛ(P1, Y)
← →id⊗f∗0←→ 'XY
← →id⊗f∗1




inModR whose bottom row is exact we can conclude that Ker(id⊗f∗1) ≃ HomΛ(X, Y) and
Im(id⊗f∗0) ≃ Im'
X
Y . Hence by Lemma 6.2.3 we obtain an isomorphism
TorΛn (Y, Trn X) ≃ HomΛ(X, Y)
which is functorial in both variables.
We are now ready to present higher versions of the “Auslander–Reiten formulas”,
that are the isomorphisms given in the next result, which is from [25, Theorem 1.5]. We
remark that the so called “Auslander–Reiten formulas” are obtained below by taking n = 1.
Theorem 6.2.5. For each X ∈ ⟂nP(Λ), Y ∈ ℐ(Λ)⟂n, Z ∈ modΛ and 0 < i < n there are
isomorphisms
ExtiΛ(X, Z) ≃ D Ext
n−i
Λ (Z, nX), HomΛ(X, Z) ≃ D Ext
n
Λ(Z, nX)
ExtiΛ(Z, Y) ≃ D Ext
n−i
Λ (−nY, Z), HomΛ(Z,Y) ≃ D Ext
n
Λ(−nY, Z)
which are functorial in both variables.
Proof. It follows from [1, Chapter IX, Theorem 4.11] that for everyW,Z ∈ modΛ and j ⩾ 0
we have an isomorphism
TorΛj (Z,DW) ≃ D Ext
j
Λ(Z,W)
which is functorial in both variables. Therefore, if we takeW = D Trn X = nX, then we
obtain that




for each i ⩽ n. Consequently, we conclude by Proposition 6.2.4 that there are isomorphisms
ExtiΛ(X, Z) ≃ D Extn−iΛ (Z, nX) and HomΛ(X, Z) ≃ D ExtnΛ(Z, nX)
which are functorial in both variables, where 0 < i < n.
The proof of the other isomorphisms follows by duality since DY ∈ ⟂nP(Λop).
To end this section, we show that we can restrict the n-Auslander–Reiten transla-
tions for n-cluster tilting subcategories ofmodΛ, as well as that the higher versions of the
Auslander–Reiten formulas also hold for objects of such subcategories. To achieve these
goals, the reader should first note that if C is an n-cluster tilting subcategory ofmodΛ, thenC ⊆ ⟂nP(Λ) and C ⊆ ℐ(Λ)⟂n.
The result below is from [25, Theorem 2.3].
Theorem 6.2.6. Let C be an n-cluster tilting subcategory ofmodΛ.
(a) nX ∈ C and −nX ∈ C for all X ∈ C.
(b) The n-Auslander–Reiten translations induce quasi-inverse equivalences
n ∶ C → C and −n ∶ C → C.
(c) n gives a bijection from the nonprojective objects in indC to the noninjective objects inindC, with the inverse given by −n .
Proof. (a) Let X ∈ C. To prove that nX ∈ C, it suffices to show that nX ∈ C⟂n sinceC = C⟂n. Therefore, take Z ∈ C. It follows from Theorem 6.2.5 that
D Extn−iΛ (Z, nX) ≃ ExtiΛ(X, Z) = 0
for each 0 < i < n, which implies that ExtjΛ(Z, nX) = 0 for each 0 < j < n, and thus
nX ∈ C⟂n. Similarly, we can verify that −nX ∈ C.
(b) This follows immediately from item (a) and Theorem 6.2.1.
(c) This is a straightforward consequence of item (b).
Finally, we also have the following result, which is from [25, Theorem 2.3.1], that
gives “higher Auslander–Reiten formulas” for n-cluster tilting subcategories ofmodΛ:




(X,Y) ≃ D ExtnΛ(Y, nX) and HomΛ(X,Y) ≃ D ExtnΛ(−nY,X)
which are functorial in both variables.
Proof. This follows from Theorem 6.2.5.
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6.3 n-Almost split sequences and the socle
By using the n-Auslander–Reiten translations, we now show how we can relate the
end terms of an n-almost split sequence in an n-cluster tilting subcategory ofmodΛ, as well
as we verify that these sequences generate the socle of certain modules.
In this section, C will always denote an n-cluster tilting subcategory ofmodΛ.
First of all, note that if
0 X Yn ⋯ Y1 Z 0←→ ←→ ←→ ←→ ←→ ←→
is an n-almost split sequence in C, then we already know by Proposition 4.1.4 that the rightC-module ExtnΛ(−, X)|C has a simple submodule which is isomorphic to SZ, as well as that
the left C-module ExtnΛ(Z,−)|C has a simple submodule which is isomorphic to SX. In the
next proposition we will verify that these submodules are the unique simple submodules ofExtnΛ(−, X)|C and ExtnΛ(Z,−)|C, respectively.
The result below is from [25, Corollary 2.4.1].
Proposition 6.3.1. Let X ∈ C be indecomposable and noninjective and Z ∈ C be indecom-
posable and nonprojective. Then we have the following:
(a) The right C-module ExtnΛ(−, X)|C has a simple socle which is isomorphic to S−nX .
(b) The left C-module ExtnΛ(Z,−)|C has a simple socle which is isomorphic to SnZ .
Proof. We only prove item (a) since (b) will follow by duality.
To begin with, observe that because we know from Theorem 5.1.12 that there is an
n-almost split sequence in Cwhose left end term isX, then as we have already pointed out, it
follows fromProposition 4.1.4 thatExtnΛ(−, X)|C has at least one simple submodule.Moreover,
note that by theorems 6.2.6 and 6.2.7 and Proposition 1.6.1 we have that ExtnΛ(−, X)|C ∈(Cop, modR) and we also have an isomorphism of left C-modules
DC(ExtnΛ(−, X)|C) ≃ HomΛ(−nX,−)|C = C(
−
nX,−)P(−nX,−)|C .
Now, let F ∈ ModC be a simple submodule of ExtnΛ(−, X)|C. To prove item (a), it
suffices to show that F ≃ S−nX. Well, we have that F ∈ (Cop, modR), so that the canonical
inclusion  ∶ F → ExtnΛ(−, X)|C is in (Cop, modR). Hence we can consider the epimorphism
DC() ∶ DC(ExtnΛ(−, X)|C) → DC(F) in (C,modR), which is also an epimorphism inModCop.
Consequently, we obtain an epimorphism Hom
Λ
(−nX,−)|C → DC(F) inModCop. But recall
from Corollary 5.1.8 that C is a dualizing R-variety, and thus we obtain by Proposition 5.1.10







for somemaximal submoduleG ⊆ Hom
Λ
(−nX,−)|C. In this case, note that by Theorem 6.2.6
we have that −nX is indecomposable and nonprojective, and this implies that P(−nX,−)|C is
a proper submodule of C(−nX,−) since id−nX ∉ P(−nX, −nX). Furthermore, we also obtain
by Proposition 3.3.2 that radC(−nX,−) is the unique maximal submodule of C(−nX,−), and
because we know from Proposition 2.4.3 that P(−nX,−)|C ⊆ radC(−nX,−), we conclude that
G ≃
radC(−nX,−)P(−nX,−)|C .




which implies that F ≃ DC(S−nX). Thus, given that F(−nX) ≠ 0, it follows from Theorem
3.3.3 and Proposition 3.3.4 that F ≃ S−nX.
As a consequence of Proposition 6.3.1, we obtain the theorem below, which is from
[25, Theorem 3.3.1], that shows how we can use the n-Auslander–Reiten translations to
determine the right and left end terms of an n-almost split sequence one from each other.
Theorem 6.3.2. If
0 X Yn ⋯ Y1 Z 0←→ ←→ ←→ ←→ ←→ ←→
is an n-almost split sequence in C, then Z ≃ −nX and X ≃ nZ.
Proof. We already know from Proposition 4.1.4 that the C-module ExtnΛ(−, X)|C has a simple
submodule which is isomorphic to SZ. Moreover, it follows from Proposition 6.3.1 that
SZ ≃ S−nX. Therefore, we obtain from Corollary 3.3.5 that Z ≃ −nX.
Similarly, we can conclude that X ≃ nZ.
By using the above results, we can now give an improved version of Corollary 4.1.5.
The proposition below was based on [25, Corollary 2.4.1].
Proposition 6.3.3. If
E ∶ 0 X Yn ⋯ Y1 Z 0←→ ←→ ←→ ←→ ←→ ←→
is an n-almost split sequence in C, then we have the following:
(a) The right EndΛ(Z)-module ExtnΛ(Z,X) has a simple socle which is generated by E and
which satisfies that
socEndΛ(Z) ExtnΛ(Z,X) = socC (ExtnΛ(−, X)|C) (Z).
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(b) The left EndΛ(X)-module ExtnΛ(Z, X) has a simple socle which is generated by E and
which satisfies that
socEndΛ(X)op ExtnΛ(Z,X) = socCop
(
ExtnΛ(Z,−)|C) (X).
Proof. We only prove item (a) since (b) will follow by duality.
First of all, recall that we already know fromCorollary 4.1.5 that E generates a simple
submodule of the right EndΛ(Z)-module ExtnΛ(Z, X). Moreover, observe that by Theorem
6.3.2 we have that Z ≃ −nX and X ≃ nZ.
Now, note that from Proposition 6.3.1 we obtain that socC (ExtnΛ(−, X)|C) ≃ SZ,
and thus it follows from Proposition 3.3.4 that socC (ExtnΛ(−, X)|C) (Z) is a simple EndΛ(Z)-
module. Consequently, we have that socC (ExtnΛ(−, X)|C) (Z) ⊆ socEndΛ(Z) ExtnΛ(Z, X).
Finally, to conclude the proof of item (a), it suffices to show that ExtnΛ(Z,X) has
only one simple submodule. To verify it, let N ∈ ModEndΛ(Z) be a simple submodule ofExtnΛ(Z, X). Since we know from theorems 6.2.6 and 6.2.7 that HomΛ(Z, Z) ≃ D ExtnΛ(Z, X),
we can conclude from Proposition 1.6.1 that ExtnΛ(Z, X) ∈ modEndΛ(Z), given that EndΛ(Z)
is an Artin algebra. Therefore, the canonical inclusion N → ExtnΛ(Z,X) is inmodEndΛ(Z),
so that we obtain an epimorphism D ExtnΛ(Z,X)→ DN inmodEndΛ(Z)op. Hence we obtain
an epimorphism Hom
Λ







for some maximal submoduleM ⊆ Hom
Λ
(Z, Z). In this case, note that since Z is nonpro-
jective, we have that idZ ∉ P(Z, Z), which implies that P(Z, Z) is a proper submodule of
HomΛ(Z, Z). Furthermore, given that Z is indecomposable, we have that HomΛ(Z, Z) has
a unique maximal submodule which coincides with the Jacobson radical radEndΛ(Z) ofEndΛ(Z, Z). Consequently, we obtain that P(Z, Z) ⊆ radEndΛ(Z), and thus
M ≃ radEndΛ(Z)P(Z, Z) ,
which implies that
DN ≃ HomΛ(Z, Z)
radEndΛ(Z) .
Therefore,
N ≃ D (HomΛ(Z, Z)
radEndΛ(Z))
and we are done.
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6.4 Examples
In this section we describe the n-cluster tilting subcategories ofmodΛ for a certain
kind of algebra Λ, thereby providing the reader with many examples of n-cluster tilting
subcategories. Furthermore, we study the behavior of the n-Auslander–Reiten translations
in such subcategories ofmodΛ, as well as we give their n-almost split sequences.
We remark that here we will make use of some concepts and results about quivers,
path algebras and modules over such algebras. However, the reader who is not familiarized
with these subjects may still benefit from the content of this section, and is referred to [3] for
further details on them.
In what follows, K will denote a field and Q will be the quiver
Q ∶ 0 1 2 ⋯ m − 1 m←→ ←→ ←→ ←→ ←→ ,
where m ⩾ 0. Moreover, KQ will denote the path algebra of Q, radKQ will stand for the
Jacobson radical of KQ and we will let Λ be the quotient algebra KQ∕(radKQ)2.
Our aim here is to give a complete characterization of the n-cluster tilting subcate-
gories ofmodΛ. For this, we first present some properties of the objects ofmodΛ.
To begin with, for each 0 ⩽ j ⩽ m let Pj, Ij and Sj be the indecomposable finitely
generated projective Λ-module, the indecomposable finitely generated injective Λ-module
and the simple Λ-module, respectively, corresponding to the vertex j of Q. In this case, we
have that these Λ-modules are actually the only indecomposable objects ofmodΛ, and we
also have that Ij = Pj−1 for each 1 ⩽ j ⩽ m, as well as that S0 = I0 and Sm = Pm.
Next, we give some results which will be useful to determine the n-cluster tilting
subcategories ofmodΛ.
Lemma 6.4.1. For integers 0 ⩽ j, k ⩽ m, we have thatHomΛ(Pj, Sk) ≠ 0 if and only if j = k.
Proof. This is straightforward and left to the reader.
Lemma 6.4.2. For each integer 0 ⩽ j ⩽ m we have that the minimal projective resolution of
Sj inmodΛ is given by the exact sequence
0 Pm Pm−1 ⋯ Pj+1 Pj Sj 0←→ ←→ ←→ ←→ ←→ ←→ ←→ .
Proof. This is easy and left to the reader.
Proposition 6.4.3. Given integers 0 ⩽ j, k ⩽ m and i ⩾ 1, we have that ExtiΛ(Sj, Sk) ≠ 0 if
and only if i + j = k.
143
Proof. By Lemma 6.4.2 we know that the minimal projective resolution of Sj inmodΛ is
given by the exact sequence
0 Pm Pm−1 ⋯ Pj+1 Pj Sj 0←→ ←→ ←→ ←→ ←→ ←→ ←→ .
Therefore, in order to compute ExtiΛ(Sj, Sk), we can apply the functor HomΛ(−, Sk) in this
sequence and consider the complex
HomΛ(Pj, Sk) HomΛ(Pj+1, Sk) ⋯ HomΛ(Pm, Sk) 0←→ ←→ ←→ ←→ .
In this case, it follows from Lemma 6.4.1 that ExtiΛ(Sj, Sk) ≠ 0 if and only if i + j = k.
We are now ready to characterize the n-cluster tilting subcategories ofmodΛ. The
result below is from [28, Proposition 6.2] and is due to Gustavo Jasso and Martin Herschend.
Theorem 6.4.4. There is an n-cluster tilting subcategory ofmodΛ if and only if there is some
integer q ⩾ 0 such thatm = qn. Furthermore, if this is the case, then there is only one n-cluster
tilting subcategory ofmodΛ, which is given by
add
(
P0 ⊕ P1 ⊕⋯⊕ Pm−1 ⊕ S0 ⊕ Sn ⊕ S2n ⊕⋯⊕ Sqn) .
Proof. First of all, note that it is easy to conclude from Lemma 6.4.2 that gl. dimΛ = m.
In particular, we have that the case m = 0 is trivial since we obtain that Λ is semisimple.
Therefore, from now on in this proof, assume thatm ⩾ 1.
Suppose that there is an n-cluster tilting subcategory C ofmodΛ. Then we obtain
by Proposition 4.4.2 that n ⩽ m, and because P(Λ) ⊆ C and ℐ(Λ) ⊆ C, we also have thatP0, P1,… , Pm−1, S0, Sm ∈ C. Moreover, given that C is n-rigid and n ⩽ m, we conclude from
Proposition 6.4.3 that Si ∉ C for each 0 < i < n.
Now, let q be the positive integer such that qn ⩽ m < (q + 1)n. We will show below
that Sjn ∈ C for each 1 ⩽ j ⩽ q, as well as that Sk ∉ C if k is not a multiple of n.
Well, suppose that Sn ∉ C. Then Sn ∉ C⟂n, which implies that there is some Sk ∈ C
such that ExtiΛ(Sk, Sn) ≠ 0 for some integer 0 < i < n. Hence we obtain by Proposition 6.4.3
that i+k = n, and consequently we have that 0 < k < n, which is a contradiction. Therefore,
Sn ∈ C, and because C is n-rigid, we also obtain by Proposition 6.4.3 that Sn+i ∉ C for each
0 < i < n such that n + i ⩽ m.
Clearly, if we proceed with the reasoning of the above paragraph, then we conclude
that Sjn ∈ C for each 1 ⩽ j ⩽ q, as well as that Sk ∉ C if k is not a multiple of n.
Consequently, given that Sm ∈ C, we obtain from the above discussion thatm must
be a multiple of n, and thusm = qn. In addition, we also have proved that
C = add (P0 ⊕ P1 ⊕⋯⊕ Pm−1 ⊕ S0 ⊕ Sn ⊕ S2n ⊕⋯⊕ Sqn) .
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To conclude the proof, it remains to verify that if there is some integer q ⩾ 1 such
thatm = qn, then
ℬ = add (P0 ⊕ P1 ⊕⋯⊕ Pm−1 ⊕ S0 ⊕ Sn ⊕ S2n ⊕⋯⊕ Sqn)
is an n-cluster tilting subcategory of modΛ. In this case, note that because P(Λ) ⊆ ℬ, it
follows from Proposition 5.3.1 that to conclude that ℬ is an n-cluster tilting subcategory of
modΛ, it suffices to show that ℬ = ℬ⟂n.
Well, assume the conditions of the above paragraph. We will prove that ℬ = ℬ⟂n.
We first verify that ℬ ⊆ ℬ⟂n, which is equivalent to show that ℬ is n-rigid. For
this, we only need to prove that ExtiΛ(X,Y) = 0 for each integer 0 < i < n and each pair of
indecomposable objects X,Y ∈ modΛ. However, note that P0, P1,… , Pm−1 are both injective
and projective in modΛ, and thus, to conclude that ℬ is n-rigid, it suffices to verify thatExtiΛ(Sjn, Skn) = 0 for each integer 0 < i < n and each pair of integers 0 ⩽ j, k ⩽ q. But this
follows easily from Proposition 6.4.3, hence ℬ ⊆ ℬ⟂n.
Finally, to conclude thatℬ = ℬ⟂n, we only need to show that if an integer 0 < k < m
is not a multiple of n, then Sk ∉ ℬ⟂n. Therefore, let k be such an integer and take the integers
j ⩾ 0 and 0 < i < n such that jn + i = k. Then we obtain by Proposition 6.4.3 thatExtiΛ(Sjn, Sk) ≠ 0, and this implies that Sk ∉ ℬ⟂n, as desired.
Next, we will study the behavior of the n-Auslander–Reiten translations in the
n-cluster tilting subcategories ofmodΛ, as well as we will show what their n-almost split
sequences are. For this, we will consider for the rest of this section thatm ⩾ 1 since the casem = 0 is uninteresting, as we have already observed in the proof of Theorem 6.4.4.
In what follows, let n and q be positive integers such thatm = qn, and let C be the
unique n-cluster tilting subcategory ofmodΛ that was described in Theorem 6.4.4.
First, note that S0, Sn, … , S(q−1)n are all the nonprojective objects in indC, and that
Sn, S2n,… , Sqn are all the noninjective objects in indC. Therefore, then-almost split sequences
in C have S0, Sn,… , S(q−1)n as their right end terms, as well as they have Sn, S2n,… , Sqn as
their left end terms. In fact, we have the following characterization of such sequences:
Proposition 6.4.5. The n-almost split sequences in C are precisely the exact sequences
Ej ∶ 0 S(j+1)n Pjn+(n−1) ⋯ Pjn+1 Pjn Sjn 0←→ ←→ ←→ ←→ ←→ ←→ ←→
inmodΛ with 0 ⩽ j ⩽ q − 1.
Proof. Observe that we can conclude fromLemma 6.4.2 that if we take theminimal projective
resolution of S(j+1)n and consider the splice of it with the exact sequence Ej, then we obtain
the minimal projective resolution of Sjn. Therefore, we have that the morphisms Pi+1 → Pi
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and Pjn → Sjn of the sequence Ej are right minimal. Furthermore, it is not difficult to see
that the morphism Pjn → Sjn is right almost split in C, hence we conclude from Theorem
4.3.3 that Ej is an n-almost split sequence in C.
In addition, note that it follows from Proposition 3.6.2 that the sequences Ej with0 ⩽ j ⩽ q − 1 are indeed the unique n-almost split sequences in C, up to isomorphism of
complexes, given that S0, Sn,… , S(q−1)n are all the nonprojective objects in indC.
Now, recall from Theorem 6.2.6 that n gives a bijection from the nonprojective
objects in indC to the the noninjective objects in indC, with the inverse given by −n . What
is interesting is that we can use Proposition 6.4.5 to determine how this bijection is given, as
we show below.
Proposition 6.4.6. We have that nSjn = S(j+1)n in indC for each integer 0 ⩽ j ⩽ q − 1.
Proof. This is straightforward from Proposition 6.4.5 and Theorem 6.3.2.
Therefore, by Proposition 6.4.6 we may describe the behavior of n in indC as below.















To end this section, we remark that the study of the n-cluster tilting subcategories
ofmodΛ for Λ = KQ∕(radKQ)2 has also been generalized by Laertis Vaso in [40] for the
case of the algebras KQ∕(radKQ)r with r ⩾ 3. Indeed, he has shown in [40, Theorem 2] that
for r ⩾ 3 the category of finitely generated modules over KQ∕(radKQ)r has an n-cluster
tilting subcategory if and only if n is even and m = n
2
r + q(nr − r + 2) for some integerq ⩾ 0. The reader is referred to [40] for a description of these subcategories, as well as for
some particular examples of them.
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category having n-almost split sequences,
87
category having almost split morphisms,
80
category having an additive generator, 15
category having enough injectives, 28
category having enough projectives, 28
category having left almost splitmorphisms,
80
category having right almost splitmorphisms,
80
category of complexes, 23
category of finite type, 15
category of left C-modules, 36






contravariant connecting morphism, 21
contravariantly finite subcategory, 82
cosyzygy functor, 134
covariant connecting morphism, 21
covariantly finite subcategory, 82
cyclic C-module, 42
direct summand of an object, 15
dominant dimension of anArtinR-algebra,
117
dualizing R-variety, 109
equivalent exact sequences of length n, 19
equivalent extensions, 17




extension of two objects, 17
finitely confined R-category, 13
finitely generated C-module, 42
finitely generated projective C-module, 42
finitely presented C-module, 65
functor category, 34
functorially finite subcategory, 82
generating subcategory, 95
generator module over an Artin R-algebra,
118
generator-cogenerator n-rigid module over
an Artin R-algebra, 118
global dimension of a category, 30
global dimension of an Artin R-algebra, 32
Higher Auslander Correspondence, 123




idempotent complete category, 15
indecomposable object, 15
injective n-copresentation of an object, 24
injective copresentation of an object, 25
injective dimension of an object, 29
injective envelope of an object, 25
injective object, 14
injective resolution of an object, 25
injectively stable category, 128
intersection of submodules of a C-module,
45
Jacobson radical of a C-module, 51
Jacobson radical of a category, 52
Krull–Schmidt category, 15
left C-approximation of an object, 82
left C-module, 36
left n-exact sequence, 88
left almost split morphism, 79
left coherent category, 68
left end term of an exact sequence, 18
left ideal generated by a morphism, 47
left ideal of a category, 47
left minimal morphism, 17
length of an exact sequence, 18
mapping cone of a morphism, 24
maximal submodule of a C-module, 45
minimal injective n-copresentation of an
object, 26
minimal injective resolution of an object,
26
minimal left almost split morphism, 79
minimal projective n-presentation of an
object, 26
minimal projective resolution of an object,
26
minimal right almost split morphism, 79
Morita equivalence, 53
Morita equivalent categories, 53
Morita Theorem, 61
morphism factoring through a subcategory,
127
morphism of complexes, 22
morphism of sequences of length n with
fixed ends, 19
null homotopic morphism, 23
preadditive category, 14
product of two sided ideals of a category,
49
progenerator of a category of modules over
a ring, 61
projective C-module, 38
projective n-presentation of an object, 24
projective cover of an object, 25
projective dimension of an object, 29
projective object, 14
151
projective presentation of an object, 24
projective resolution of an object, 24
projectively stable category, 127
proper submodule of a C-module, 45
quasi-isomorphism, 24
quotient module of C-modules, 44
representable C-module, 38
right C-approximation of an object, 82
right C-module, 36
right n-exact sequence, 88
right almost split morphism, 78
right coherent category, 68
right end term of an exact sequence, 18
right ideal generated by a morphism, 47
right ideal of a category, 47




skeletally small category, 34
small object, 53
small projective object, 54
Snake Lemma, 16
socle of a C-module, 47
splice of exact sequences, 19
splicing operation, 19
splitting idempotent morphism, 15
subbimodule of a (ℬ − C)-bimodule, 49
submodule of a C-module, 44
sum of submodules of a C-module, 45
syzygy functor, 134
transpose of amodule over anArtinR-algebra,
128
two sided ideal generated by a morphism,
49
two sided ideal of a category, 49
variety, 43
Yoneda embedding of a category, 39
Yoneda Lemma, 37
