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Let W be a region in the complex plane. In this paper we introduce a class of
sesquianalytic reproducing kernels on W that we call B-kernels. When W is the open
unit disk D and certain natural additional hypotheses are added we call such
kernels k Bergman-type kernels. In this case the associated reproducing kernel
Hilbert spaceH(k) shares certain properties with the classical Bergman space L2a of
the unit disk. For example, the weighted Bergman kernels kbw(z)=(1−w¯z)
−b,
1 [ b [ 2 are Bergman-type kernels. Furthermore, for any Bergman-type kernel k
one has H2 ıH(k) ı L2a, where the inclusion maps are contractive, and Mz, the
operator of multiplication with the identity function z, defines a contraction operator
on H(k). Our main results about Bergman-type kernels k are the following two:
First, once properly normalized, the reproducing kernel for any nontrivial zero
based invariant subspace M of H(k) is a Bergman-type kernel as well. For the
weighted Bergman kernels kb this result even holds for all Mz-invariant subspace
M of index 1, i.e., whenever the dimension of M/zM is one. Second, if M is any
multiplier invariant subspace ofH(k), and if we set Cg=Mı zM, then Mz |M is
unitarily equivalent toMz acting on a space of Cg-valued analytic functions with an
operator-valued reproducing kernel of the type
kw(z)=(ICg −zw¯V(z) V(w)
g) kw(z),
where V is a contractive analytic function V: DQL(E, Cg), for some auxiliary
Hilbert space E. Parts of these theorems hold in more generality. Corollaries
include contractive divisor, wandering subspace, and dilation theorems for all
Bergman-type reproducing kernel Hilbert spaces. When restricted to index one
invariant subspaces of H(kb), 1 [ b [ 2, our approach yields new proofs of the
contractive divisor property, the strong contractive divisor property, and the wan-
dering subspace theorems and inner–outer factorization. Our proofs are based on
the properties of reproducing kernels, and they do not involve the use of biharmo-
nic Green functions as had some of the earlier proofs. © 2002 Elsevier Science (USA)
0. INTRODUCTION
Let W ı C be a region and let k be a positive sesquianalytic kernel on W ;
i.e., for each w ¥ W the function kw is an analytic function on W such that
;ni, j=1 aiajkwi (wj) \ 0 for all n ¥N, a1, a2, ..., an ¥ C, and w1, ..., wn ¥ W. In
this paper we shall only be interested in sesquianalytic kernels, and so such
kernels will simply be called positive kernels with the understanding that
they are sesquianalytic on W×W. It is well known that every positive kernel
k on W is the reproducing kernel for a unique Hilbert space H(k) of ana-
lytic functions on W, [Ar]. In particular, f(w)=Of, kwP for every
f ¥H(k) and w ¥ W.
LetM(k) denote the set of multipliers ofH(k)—those functions g on W
that have the property that gf ¥H(k) for all f ¥H(k)—and writeMg for
the multiplication operator associated with g ¥M(k). A particular function
that we shall be interested in and that frequently turns out to be
a multiplier is the identity function z, z(z)=z, z ¥ W.
In this paper we introduce and study a collection of reproducing kernels
which we call B-kernels. When W equals the unit disk D and certain natural
extra hypotheses on k are added, it will turn out that the corresponding
spaces H(k) lie between the Hardy and Bergman spaces of D, H2 ı
H(k) ı L2a, where the inclusion maps are contractive. Of particular interest
are the multiplier invariant subspaces of H(k). Those are the subspaces M
ofH(k) such that gf ¥M for all f ¥M and all g ¥M(k).
0.1. Definition. A point a ¥ W is called a generic point for the positive
kernel k, if ka and “bka are linearly independent. Here “bka denotes the kernel
for evaluation of the derivative at a, fŒ(a)=Of, “bkaP for all f ¥H(k).
In general one can show that if dimH(k) > 1, then the set of nongeneric
points for k is a discrete subset of W (see the proof of Lemma 1.8). If we let
Z(k) ı W be the set of the common zeros of the functions in H(k), then
it is easy to check that all points in W0Z(k) are generic, whenever the
function z is a multiplier. We shall frequently use this observation.
For a ¥ W the spaceHa(k)={f ¥H(k) : f(a)=0} is a multiplier invari-
ant subspace of H(k). Let Pa denote the projection onto Ha(k), and note,
if a is a generic point for k, then Paf=f−(f(a)/ka(a)) ka.
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If k is a nonzero positive kernel on W×W, if a ¥ W with ka ] 0, and if f is
any meromorphic function on W with f(a) ] 0 and with no pole at a, then
the expression
ka(a)
ka(z) kw(a)
kw(z)
remains unchanged if f(z) f(w) kw(z) is substituted for kw(z), except that
perhaps the set of removable singularities has changed. This expression will
be called the normalized kernel at a, and in the following we shall always
interpret it and its reciprocal for each w ¥ W as meromorphic functions in
z ¥ W.
0.2. Definition. A nonzero positive kernel k on W is called a B-kernel
if there is a generic point a ¥ W, a nonzero meromorphic function j on W,
and a positive kernel u on W×W such that
ka(z) kw(a)
ka(a)
1
kw(z)
=1−j(z) j(w)(1−u(z, w))(0.3)
for all z, w ¥ W.
Before discussing examples, we shall make a few remarks. First, the
choice of the point a ¥ W is not important. In fact, if k is a B-kernel and if a
is any generic point, then there is a function j and a positive kernel u
satisfying condition (0.3) (see Lemma 1.7).
It follows from the definition that the function j of (0.3) is actually ana-
lytic in W and satisfies j(a)=0. Indeed, condition (0.3) implies that
u(z, w)=1−
Pakw(z)
j(z) j(w) kw(z)
.(0.4)
Thus, 0 [ u(z, z) [ 1 and |j(z)|2 (1−u(z, z))=||Pakz ||2/||kz ||2 [ 1 for all
z ¥ W. Thus, if j had a pole at a point in W or if j(a) ] 0, then the
subharmonic function u(z, z) would attain its maximum 1 at a point inside
W. So u(z, z) would be constantly equal to 1, and this would imply that
||Pakz ||=0 for all z ¥ W. But it is easy to check that this would contradict
the assumption that a is generic for k.
Turning to examples, if W is the unit disk D, a=0, j(z)=`2 z, and
u(z, w)=12 zw¯ then kw(z)=(1−w¯z)
−2 is the Bergman kernel. The Szego˝
kernel sw(z)=(1−zw¯)−1 is a B-kernel normalized at 0, since 1/(sw(z))=
1−zw¯. More generally, by use of the binomial theorem, it can be verified
that the kernels kbw(z)=(1−w¯z)
−b are B-kernels for 1 [ b [ 2. A deep
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result of Shimorin [Sh4] implies that the reproducing kernel for a weighted
Bergman space in the unit disk with a radially symmetric and logarithmi-
cally subharmonic weight is a B-kernel. Of course, by conformal equiva-
lence, the Bergman kernel for any simply connected region other than C is
a B-kernel.
Projection onto certain multiplier invariant subspaces produces a
plethora of additional examples. Given A={a1, a2, ...}, a finite or infinite
sequence of points in W, letHA(k) denote the zero based invariant subspace
ofH(k) with zeros a ¥ A ; i.e.,
HA(k)={f ¥H(k) : f(a)=0 for each a ¥ A, accounting for multiplicities}.
Recall that if z ¥M(k) and if 0 ¥ W, then the index of an invariant subspace
M is defined to be the dimension of M/zM. It is well known and easy to
verify that nonzero subspaces of the type HA(k) have index one, provided
the operator Mz−w is bounded below for each w ¥ W and H(k) itself
has index one [Ri]. Given a subspace M of H(k), let PM denote the
(orthogonal) projection ontoM.
0.5. Theorem. Let k be a B-kernel that is normalized at some point in W
and such that z ¥M(k).
If A is a sequence in W such that HA(k) ] (0), then PHA(k)kw(z) is a
B-kernel.
Furthermore, if 1 [ b [ 2 and if M is an invariant subspace of H(kb) of
index one, then PMk
b
w(z) is a B-kernel.
Our results on B-kernels, including Theorem 0.5, depend upon factorization
theorems for reproducing kernels of multiplier invariant subspaces of H(k).
LetLa denote the closure of a linear submanifoldL…H(k).
0.6. Theorem. Let k be a B-kernel that is normalized at a generic point
a ¥ W and such that z ¥M(k). Let j be a function such that (0.3) holds at a.
IfM is any multiplier invariant subspace ofH(k), then
PMkw(z)
kw(z)
=PM ı (z−a)Mkw(z)−j(z) vw(z) j(w)
for some positive kernel vw(z) on W.
At this point we mention that the extra hypotheses in the previous two
theorems that k be normalized and that z ¥M(k) are convenient assump-
tions to ensure that k and PHA(k)k have sufficiently many generic points
in W and that the conclusions are simple to state. We shall see that the
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normalization is no restriction at all (Lemma 1.8). Furthermore, in the
examples that we mentioned we have M(k)=H.(W), so z ¥M(k), when-
ever W is bounded. Nevertheless, in Lemma 1.4 we have proved a version
of Theorem 0.6 without any extra hypotheses.
The following definition identifies yet another hypothesis that a kernel
may have and that will be important for our purposes.
0.7. Definition. A B-kernel k, normalized at the generic point 0 ¥ W, is
regular, if
(1) z ¥M(k);
(2) Mz is bounded below;
(3) for each w ¥ W, the dimension of the kernel of Mgz − w¯ is at
most one.
All of our examples of B-kernels which satisfy (1) also satisfy conditions
(2) and (3). In fact, it will follow from the results of Section 1 that (2)
follows from (1) and the normalization, if jz ¥M(k), where j is a function
as in Definition 0.2 with a=0. In this case (3) will also be satisfied at least
in a neighborhood of 0. Furthermore, we shall identify a class of B-kernels
in the unit disk, where conditions (2) and (3) automatically follow from a
maximality assumption on the domain. Also note that hypothesis (3)
implies that the kernel of Mgz − w¯ is spanned by kw. Thus, the normaliza-
tion implies that the dimension of the kernel of Mgz − w¯ actually equals 1
for each w ¥ W.
Theorems 0.5 and 0.6 quite easily lead to the following corollary about
index one invariant subspaces. Notice that the hypotheses imply that the
index of zero based invariant subspaces is less than or equal to 1.
0.8. Corollary. Let k be a regular B-kernel such that Mz−w is
bounded below for each w ¥ W.
Let (0) ]N=HA(k) ıH(k) for some sequence A in W, or if k=kb,
1 [ b [ 2, letN be any multiplier invariant subspace ofH(kb) of index one,
and let M ıN be any other multiplier invariant subspace of index one. Let
GN and GM denote unit vectors inNı zN andMı zM, respectively.
Then the multipliers ofM,N, andH(k) are the same isometrically; and
(a) Factorization Theorem—Index 1. There are positive kernels l1 and
l2 on W such that
PMkw(z)
GM(z) GM(w)
=(1−zw¯l1w(z))
PNkw(z)
GN(z) GN(w)
=(1−zw¯l2w(z)) kw(z),
and (l2w(z)− l
1
w(z))/(1−zw¯l
1
w(z)) defines a positive kernel;
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(b) The Strong Contractive Divisor Property. We have
>f GN
GM
> [ ||f|| for all f ¥M,(0.9)
and the contractive inclusionsM/GM ıN/GN ıH(k);
(c) Dilation Theorem—Index 1. There exists an isometry V:NW
Á.i=1M such that V(Mg |N)g=(ÁMg |M)g V for each g ¥M(k); i.e., the
algebraM(k) |N dilates toM(k) |Á.i=1M.
Various parts of part (b) of this theorem were known before. In fact, if
kw(z)=1/(1−zw¯)2 is the Bergman kernel, andN=H(k)=L
2
a, then (0.9)
is the contractive divisor property that was first discovered in [He1] for
certain invariant subspacesM. See [DKSS1, 2] for a generalization to Lpa ,
0 < p <., or see [ARS] for the situation of arbitrary M with index 1.
For the weighted Bergman spaces with kernel kb, 1 [ b [ 3, (0.9) with
N=H(kb) and M a zero-based invariant subspace was established in
[Sh1]. We note that it is easy to see that (a) is false for b > 2.
The general version of inequality (0.9) is what we call the strong con-
tractive divisor property. If M ıN=HA(k) ı L2a, then (b) was proved in
[HJS]. In fact, those results apply to Lpa and to weighted Bergman spaces
with logarithmically subharmonic weights in the unit disk that reproduce at
the origin. Thus, they also cover the cases H(kb), 1 [ b [ 2. In Section 8
we shall give an example of a space H(k) that is not a weighted Bergman
space, but Corollary 0.8 still applies. In our example the operator Mz will
be a nonsubnormal weighted shift operator.
IfN=L2a, then Corollary 0.8(a), i.e., the representation
PMkw(z)
GM(z) GM(w)
=
1−zw¯lw(z)
(1−zw¯)2
,(0.10)
was discovered and used in [HJS] and [Sh3]. The case with a generalN is
new even for L2a. In fact, it answers an interesting case of a question of
[HJS, Section 11]. Finally, (c) appears to be a new observation in all
cases.
Our method of proof differs from the methods of the above mentioned
papers, except that there is an overlap with [Sh3]. In fact, we shall now
explain that Eq. (0.10) together with the experience from the papers [MT]
and [GRS] on complete Nevanlinna–Pick kernels provides the motivation for
the definition of B-kernels. Let k be a reproducing kernel that is normalized at
0 and satisfies that for each multiplier invariant subspaceM there is a positive
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kernel l such that PMkw(z)/(GM(z) GM(w))=(1−zw¯lw(z)) kw(z). Then for
any a ¥ W we may takeM=Ha(k) and we obtain
zw¯lw(z)=1−
Pakw(z)
Ga(z) Ga(w) kw(z)
.
Hence any such k must be a B-kernel (see (0.4)). The reader who is familiar
with the paper [MT] will notice that an analogous statement can be made
for complete Nevanlinna–Pick kernels.
We shall prove versions of (a) and (c) for arbitrary multiplier invariant
subspaces of H(k) for k a regular B-kernel. The statements require an
auxiliary Hilbert space of vector valued functions and an associated opera-
tor valued kernel. Given a Hilbert space E and a function k : W×WW
L(E), let kw(z)=k(z, w). The function k is a positive (sesquianalytic)
kernel, if kw(z) is analytic as a function of z for each w and given any
w1, ..., wn ¥ W and f1, ..., fn ¥ E, we have ;nj, l=1 Okwj (wa) fj, faP\ 0. Let
H(k) denote the corresponding Hilbert space of analytic E-valued functions.
In particular, if f ¥H(k), z ¥ W and g ¥ E, then
Of, kz gPH(k)=Of(z), gPE.
In the special case that k is a scalar-valued kernel, C is a Hilbert space, and
k=kIC, the custom is to writeHC(k) rather thanH(kIC).
0.11. Factorization Theorem. Suppose k is a regular B-kernel andM
is a multiplier invariant subspace ofH(k). Let Cg=Mı zM.
Then there exists a positive L(Cg)-valued kernel k on W such that Mz |M
is unitarily equivalent to the operator of multiplication by z on H(k).
Moreover, there exists an analytic function V: WWL(H(k), Cg) such that
kw(z)=(I−zw¯V(z) V(w)g) kw(z)
and
PMkw(z)=k(z) kw(z) k(w)g,
where k(w)g : CW Cg is given by k(w)g=PCgkw.
In Section 3 we state and prove a result more general than Theorem 0.11.
For example, our result will also apply to scalar multiplier invariant sub-
spaces ofHC(k) for any separable Hilbert space C (also see Section 7).
For B-kernels in D which satisfy a natural condition near “D either
Theorem 0.6 or Theorem 0.11 lead to a wandering subspace theorem and
other structure theorems.
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0.12. Definition. A B-kernel k in the open unit disk D is called a
Bergman-type kernel, if k is normalized at 0, if z ¥M(k), and if kz(z)Q.
as |z|Q 1.
The following proposition provides a useful characterization of Bergman-
type kernels and it shows that Corollary 0.8 and Theorem 0.11 apply to all
Bergman-type kernels.
0.13. Proposition. A function k in D×D is a Bergman-type kernel, if
and only if there is an outer function r ¥H., 12 [ |r|
2 [ 1, and functions
un ¥H. such that un(0)=0 for all n, and, with j=zr ,
|j(z)|2 11− C
n \ 1
|un(z)|22=1 a.e. |z|=1,(0.14)
|j(z)|2 11− C
n \ 1
|un(z)|22 < 1, |z| < 1,(0.15)
and
1
kw(z)
=1−j(z) j(w) 11− C
n \ 1
un(z) un(w)2 .
Furthermore, if k is a Bergman-type kernel, thenM(k)=H. with equality
of norms, the polynomials are dense inH(k), and H2 ıH(k) ı L2a contrac-
tively. Also, for each w ¥D the operator Mz−w is bounded below and
dim ker Mgz−w=1. Thus, if k is a Bergman-type kernel, then k is a regular
B-kernel. Finally, for each w ¥D, kw ¥H..
Notice that the outer function r is actually determined by the sequence
un and Eq. (0.14), provided ;n \ 1 |un(z)|2 [ 12 . The difficulty is to make sure
that (0.15) is satisfied. For radially symmetric Bergman-type kernels k it is
easy to verify that they are precisely given by un(z)=`an zn, j(z)=`A z,
where an \ 0 for all n \ 1, ;n \ 1 (n+1) an [ 1, and 1A=1−;n \ 1 an (see
Section 8). The corresponding operatorsMz are weighted shift operators.
It is an easy consequence of Proposition 0.13 that, for k a Bergman-type
kernel, the multiplier invariant subspaces of H(k) are precisely the sub-
spaces ofH(k) which are invariant for the operatorMz. In fact, if g ¥H.,
and if {pn} denotes the sequence of Fejer means of the partial sums of g,
then Mpn QMj in the weak operator topology. We shall continue to refer
to these subspaces as multiplier invariant subspaces.
At this point observe that Proposition 0.13 together with Corollary
0.8(b) implies the following interesting corollaries are valid for all spaces
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H(k) with Bergman type kernels k. The special cases where k is the
Bergman kernel were proved in [ARS] and in [HJS].
0.16. Corollary. Let k be a Bergman-type kernel in D.
(a) Inner–outer factorization. If f ¥H(k), then f=GF, where G is
H(k)-inner and F is H(k)-outer. By this we mean, G ¥H(k) has norm 1
and OznG, GP=0 whenever n > 0, and F ¥H(k) satisfies FH. and is dense
in H(k). Furthermore, a function F ¥H(k) is H(k)-outer, if and only if it
has the following property: If ||gh|| [ ||gF|| for all g ¥H., then |h(0)| [ |F(0)|.
(b) Zero based invariant subspaces. Let B be a sequence in D such that
HB(k) ] (0) and letM be a multiplier invariant subspace ofH(k) with index
one. IfHB(k) ıM, thenM=HA(k) for some sequence A ı B.
We omit the proofs, because they follow exactly as in the above-
mentioned references. For the proof of (a) see [ARS, Propositions 4.8 and
4.7], and for (b) see [HJS, Corollary 10.3].
The wandering subspace theorem for multiplier invariant subspaces of
H(k), k a Bergman-type kernel, follows readily from Theorems 0.13 and
0.11. The proof does not require the full strength or Theorem 0.11, so that
if one is interested only in wandering subspaces, there is a more direct
proof. This shortcut is outlined in the body of the paper.
0.17. Wandering subspace theorem. If k is a Bergman-type kernel and
if M is a multiplier invariant subspace of H(k), then the span of the set
{znf: n \ 0, f ¥Mı zM} is dense inM.
The wandering subspace theorem is of course well known for the Szego˝
kernel and Hardy space. For the Bergman kernel the result is due to
Aleman et al. [ARS]. Furthermore, Shimorin [Sh3] proved a wandering
subspace theorem that covers a large class of reproducing kernels, includ-
ing the kernels kb, 1 [ b [ 2. In the case where the index of M is one our
proof follows easily from Corollary 0.8(a) and Proposition 0.13. Indeed,
these results imply that for each fixed w ¥D, PMkw is an H.-multiple of
GM, and the density of the finite linear combinations of PMkw inM implies
the result. Thus, as far as Corollary 0.8 is based on Shimorin’s work, our
proof borrows freely from his ideas, but it avoids the use of the Cauchy
dual operator (see [Sh3]). The result, as stated above, does not imply
Shimorin’s theorem (see Section 8). However, in Section 5 we have stated
and proved a version of Theorem 0.17, which does include all of Shimorin’s
examples.
Our final general result concerning B-kernels should be read with
Theorem 0.11 in mind.
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0.18. Dilation Theorem. Let k be any positive kernel on W, letF, C be
separable Hilbert spaces, and let V: WQL(F, C) be an analytic function
such that
kw(z)=(I−zw¯V(z) V(w)g) kw(z)
is a positive kernel.
Then every scalar multiplier g of H(k) is also a multiplier of H(k),
and there exists an isometry W:H(k)QÁ.i=1H(k) such that WMgg=
Á.i=1 MggW, whenever g is a scalar multiplier ofH(k).
The remainder of the paper is organized as follows. Theorems 0.5 and
0.6 are established in Section 1. Applications to index one invariant sub-
spaces are discussed in Section 2. Section 3 contains a general version of
the factorization theorem. Bergman-type kernels and Proposition 0.13
are taken up in Section 4. The wandering subspace theorem is proved in
Section 5 and the dilation theorem in Section 6. The brief Section 7
discusses extensions to the vector-valued case. The examples are in
Section 8.
1. GENERAL CONSIDERATIONS CONCERNING B-KERNELS
If u(z, w) is a positive kernel, then there are analytic functions un, n \ 1
on W such that u(z, w)=;n \ 1 un(z) un(w) where the sum converges
uniformly on compact subsets of W×W. For example, one can take {un} to
be an orthonormal basis for H(u). Thus, if k is a B-kernel, then there is a
generic point a and analytic functions j and {un} such that
11− C
n \ 1
un(z) un(w)2 kw(z)= Pakw(z)
j(w) j(z)
.(1.1)
We start this section with a simple lemma which we shall use repeatedly.
1.2. Lemma. (a) If u is a positive kernel such that u(z, z) < 1 for all
z ¥ W, then 11−u is a positive kernel.
(b) If u is a positive kernel and if G is a meromorphic function on W
such that u(z, z) [ |G(z)|2 for all z ¥ W, then u(z, w)
G(z) G(w)
defines a positive kernel
on W and 0 [ u(z, z)/|G(z)|2 [ 1 for all z ¥ W.
(c) If u is a positive kernel and a ¥ W such that u(a, a)=0, then
u(z, w)
(z−a) (w−a)
defines a positive kernel on W.
Proof. (a) We have 11−u=;n \ 0 un. Hence (a) follows from the well-
known facts that sums and products of positive kernels are positive kernels.
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(b) If we write u(z, w)=;n \ 1 un(z) un(w) for some analytic functions
un on W, then the hypothesis implies that |un(z)| [ |G(z)| for each n \ 0 and
z ¥ W. Thus, the functions un/G only have removable singularities in W, and
it follows that u(z, w)
G(z) G(w)
is sesquianalytic. The rest of (b) is clear.
The proof of (c) is similar to the poof of (b) and will be omitted.
We now prove a lemma about the functions in Eq. (1.1).
1.3. Lemma. Let k be a B-kernel, and let a, j, and un, n \ 1 be as in
(1.1). For each n \ 1 the function un is in M(k), and 1j multipliesHa(k) into
H(k); i.e., M1/j:Ha(k)QH(k), fW
f
j defines a bounded linear operator.
Furthermore,
C
n \ 1
MunM
g
un+M 1jM
g
1
j
=Id
and
> C
n \ 1
un gn+
g
j
>2 [ ||g||2+C
n \ 1
||gn ||2
for all g ¥Ha(k) and gn ¥H(k).
Proof. Define linear transformations Mgun and M
g
1/j on the finite linear
combinations of the reproducing kernels byMgunkw=un(w) kw andM
g
1/jkw=
Pakw/j(w), w ¥ W, j(w) ] 0. Equation (1.1) implies that
C
n \ 1
||Mgun f||
2+||Mg1
j
f||2=||f||2
whenever f is a finite linear combination of reproducing kernels, w ¥ W,
j(w) ] 0. Since the finite linear combinations of such reproducing kernels
are dense inH(k) it follows that the identity holds for all f ¥H(k). This,
of course, proves the first part of the lemma, and it shows that the map
T:H(k) QHa(k) ÀH(k) ÀH(k) À · · ·
fW (Mg1
j
f, Mgu1 f, M
g
u2 f, ...)
is an isometry. Hence Tg is a contraction and this proves the lemma.
By taking N=(z−a)M the following lemma immediately implies
Theorem 0.6, because, if z ¥M(k), then Lemma 1.3 implies that z−aj ¥M(k).
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1.4. Lemma. Let k be a B-kernel and let a, j, and un be as in (1.1). IfM
is a multiplier invariant subspace ofH(k) and ifN is a subspace ofM 5Ha(k)
such that Nj ıM, then
ka(z) kw(a)
ka(a)
PMkw(z)
kw(z)
=pMıNkw(z)−j(z) vw(z) j(w)
for some positive kernel vw(z) on W.
Proof. By use of Lemma 1.3 we obtain
Q=PM− C
n \ 1
PMMunPMM
g
unPM−PMM 1jPNM
g
1
j
PM \ 0.(1.5)
The function vw(z)=OQkw, kzP is a positive kernel and
vw(z)=PMkw(z)− C
n \ 1
un(z) un(w) PMkw(z)−
1
j(z)
PNkw(z)
1
j(w)
.(1.6)
The identity (1.6) can be rewritten as
j(z) vw(z) j(w)=j(z)(1−u(z, w)) j(w) PMkw(z)−PMkw(z)+PMıNkw(z).
Solving the previous equation for PMkw(z) gives
PMkw(z)=
PMıNkw(z)−j(z) vw(z) j(w)
1−j(z) j(w)(1−u(z, w))
This completes the proof of Lemma 1.4, because of (0.3).
The next lemma gives a more effective way to check whether or not a
given kernel is a B-kernel. Given a B-kernel k and generic point b ¥ W, let
gb(z)=
kb(z)
`kb(b)
,
and let gbb denote the unique solution to the b-extremal problem
sup{Re hŒ(b): h ¥Hb(k), ||h||=1}.
It is easy toverify thatgbb=cb(“bkb−g−b(b) gb),where1/cb=||“bkb−g−b(b) gb||
=`““bkb(b)− |g −b(b)|2. Thus, if b is a generic point for k, then gbb ] 0, and
(Pbkw(z))/(gbb(z) gbb(w)) is normalized at b.
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1.7. Lemma. Let k be a B-kernel. If b is any generic point for k, then
kb=gbb/gb is analytic in W, kb(b)=0, and
u(z, w; b)=1−
Pbkw(z)
kb(z) kb(w) kw(z)
=1−
Pbkw(z)
gbb(z) gbb(w)
gb(z) gb(w)
kw(z)
is a positive kernel which satisfies u(z, b ; b)=0 for all z ¥ W. In particular,
it may be assumed that the u and j from (0.2) are u(· , · ; a) and ka,
respectively.
Proof. According to the remark following Definition 0.2 we only need
to show that u(· , · ; b) is a positive kernel and that u(z, b; b)=0 for all z.
With a, u, and j as in (0.2), let M=Ha(k) and N=Haa(k)=
{f ¥H(k) : f(a)=fŒ(a)=0}. The hypothesis that a is generic implies that
the dimension of Ha ıHaa is one and that the a-extremal function gaa is a
unit vector in Ha(k)ıHaa(k). In particular, PM ıNkw(z)=gaa(z) gaa(w).
An application of Lemma 1.4 and some rearranging gives
u(z, w; a)=1−
Pakw(z)
gaa(z) gaa(w)
ga(z) ga(w)
kw(z)
=
j(z) vw(z) j(w)
gaa(z) gaa(w)
.
It is clear that u(z, z, a) [ 1, hence |j(z)|2 vz(z) [ |gaa(z)|2, and so
Lemma 1.2(b) implies that u(z, w, a) is a positive kernel.
The definitions of ga and gaa imply that (kw(z))/(ga(z) ga(w)) and
(Pakw(z))/(gaa(z) gaa(w)) are both identically one as functions of z when
w=a. Thus, u(z, a ; a)=0.
In view of what has already been proved and (0.2), to finish the proof
it is enough to show that if b is a generic point, then there exists a
meromorphic function j˜ such that
1−
Pbkw(z)
j˜(z) kw(z) j˜(w)
is a positive kernel.
If ka and kb are linearly dependent, then Pa=Pb ; hence it is clear that
1−
Pbkw(z)
j(z) j(w) kw(z)
=u(z, w; a)
is a positive kernel. If ka and kb are linearly independent, let M=Hb(k)
and N=Ha(k) 5Hb(k) and choose a unit vector h from the one dimen-
sional spaceMıN. By Lemma 1.4
gb(z) gb(w)
Pbkw(z)
kw(z)
=h(z) h(w)−j(z) vw(z) j(w)
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for some positive kernel vw(z). We now divide this equation by h(z) h(w),
and note that another application of Lemma 1.2(b) finishes the proof of
Lemma 1.7.
1.8. Lemma. Let k be a B-kernel.
(a) If z, w ¥ W, then kw(z)=0, if and only if kz=0 or kw=0.
(b) Let f be a nonzero meromorphic function on W; then f(z) f(w) kw(z)
is a B-kernel, if and only if kw(z) is a B-kernel.
Consequently, k can be normalized at every a ¥ W; i.e., for each a ¥ W there
is a meromorphic function f on W such that the kernel k1w(z)=f(z) f(w) kw(z)
is sesquianalytic on W×W, is a B-kernel, and k1a(z)=1 for all z ¥ W.
Proof. (a) First we shall show that the set N of nongeneric points for
k is discrete in W. Observe that the existence of a generic point is part of the
definition of a B-kernel, thus dimH(k) > 1, and the set of points a with
ka=0 is discrete in W. Thus, if N were not discrete, then there would be a
nondiscrete subset E ıN such that for each a ¥ E there is a ca ¥ C such
that “bka=caka. But this implies that fŒ(a)=caf(a) for all f ¥H(k) and
a ¥ E. Since E has an accumulation point in W it follows that for any
nonzero f, g ¥H(k) we have fŒ/f=gŒ/g. But this contradicts that
dimH(k) > 1.
Now suppose that w, z0 ¥ W such that kw(z0)=0 and kw ] 0. Given
a generic point a ¥ W, the functions u(z, w, a) and ka of Lemma 1.7
are analytic in z ¥ W. Hence 0=Pakw(z0)=−kw(a) ka(z0)/ka(a) (see
Lemma 1.7). This implies kw(a) kz0 (a)=0 for every generic point a.
Since kw ] 0 we obtain kz0=0.
(b) This follows from Definition 0.2, the abundance of generic
points, and the fact that the expression Pakw(z)/kw(z) remains unchanged,
if the function f is inserted.
Now let a ¥ W, for each z ¥ W let nz \ 0 the minimum multiplicity of the
zero at z that a function in H(k) may have, and let g be an analytic func-
tion in W which for each z ¥ W has a zero of multiplicity nz at z. Set
k0w(z)=kw(z)/(g(z) g(w)). Then k
0 is a B-kernel on W with k0w ] 0 for each
w ¥ W. The normalized kernel k1 is obtained by setting k1w(z)=
(k0w(z) k
0
a(a))/(k
0
w(a) k
0
a(z)). By (a) k
1 does not have any poles in W.
1.9. Lemma. Let k be a B-kernel on W such that z ¥M(k). If a ¥ W, then
Pakw(z) is a B-kernel.
Proof. Fix a ¥ W. If ka=0, then Pakw(z)=kw(z) and there is nothing to
be proved. Thus, by use of Lemma 1.8 it is easy to see that the lemma will
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follow, if we prove it under the additional assumption that k is normalized
at a. Since z ¥M(k) it follows that every point is generic for k.
We use the notation from Lemma 1.7, and note that because of the
normalization ga=1 and k=ka=gaa. We shall write u=u(· , · , a) and we
point out that kw=1+Pakw. We set k
1
w(z)=(Pakw(z))/(gaa(z) gaa(w));
then k1 is normalized at a, sesquianalytic in a neighborhood of a, and
z ¥M(k1). Hence a is a generic point for k1.
We compute using the equation of Lemma 1.7 and obtain
1
k1w(z)
=
1
1−u(z, w)
−k(z) k(w)=1−k(z) k(w)(1−u1(z, w)),
where u1(z, w)=1/(k(z) k(w))
u
1−u is a positive kernel. Notice that
Lemma 1.3 and the hypothesis imply that (z−a)/k ¥M(k), so k has a
simple zero at a and no other zeros. Hence u(z, a)=0 and Lemma 1.2(c)
implies that u1 is sesquianalytic.
Thus, by Definition 0.2, k1 is a B-kernel. This implies that Pakw(z) is a
B-kernel on W.
In the following lemma we assume that k is normalized at some point in
order to avoid situations as in the first case of the proof of the previous
lemma.
1.10. Lemma. Let k be a B-kernel such that z ¥M(k) and such that there
is a b ¥ W with kb — 1. If A is a finite sequence of points from W, then
PHA(k)kw(z) is a B-kernel.
Proof. Write A={a1, ..., an}. If all the aj’s are distinct, then the lemma
follows from Lemma 1.9 by a simple inductive argument. Since we have to
allow for the possibility of repeated zeros we will normalize the kernel at
each step. Set k0=k, and for 0 < j [ n define k jw(z)=(Pajk
j−1
w (z))/
(gj(z) gj(w)), were gj is chosen so that k j is normalized at b. An inductive
argument based on Lemmas 1.8 and 1.9 shows that each k j is a normalized
B-kernel.
If we let g be the product of the gj’s, j=1, ..., n, then one verifies that
PHA(k)kw(z)=g(z) g(w) k
n
w(z). The lemma follows.
An approximation argument passes from the finite set of points in
Lemma 1.10 to a general sequence A in Theorem 0.5.
1.11. Lemma. (a) Let {kn}n \ 1 be a sequence of B-kernels that con-
verges uniformly on compact subsets of W×W to a reproducing kernel k. If k
has a generic point a ¥ W, then k is a B-kernel.
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(b) Let k be a B-kernel such that z ¥M(k), and let Pn, n \ 1 and P ] 0
be projections onto multiplier invariant subspaces ofH(k). If Pn converges to
P in the weak operator topology (WOT) and if, for each n, Pnkw is a
B-kernel, then Pkw is a B-kernel.
Proof. (a) Since a is a generic point for k it must be a generic point
for kn for n sufficiently large. For each such n let kn and un denote the ana-
lytic function and positive kernel as in Lemma 1.7 corresponding to kn.
Then since knw(z)Q kw(z) and “bknw(z)Q “bkw(z) for all z, w ¥ W we conclude
that un(z, w)Q u(z, w), where u is the function as in Lemma 1.7 and corre-
sponding to k. Since un is a positive kernel for large n, it follows that u is a
positive kernel. This implies that k satisfies Definition 0.2.
(b) This follows from (a) since OPnkw, kzP converges to OPkw, kzP
uniformly on compact subsets of W×W and since any point a with Pka ] 0
will be a generic point for Pkw(z).
1.12. Theorem. Let k be a B-kernel such that z ¥M(k) and there is a
b ¥ W such that kb — 1.
If A is a sequence in W such that HA(k) ] (0), then PHA(k)kw(z) is a
B-kernel.
Proof. We denote the finite sequences consisting of the first n elements
of A by An. Then PHAn (k) converges to PHA(k) in the strong operator topol-
ogy, so we can use Lemmas 1.10 and 1.11(b) to prove the result.
1.13. Corollary. Let 1 [ b [ 2 and let kbw(z)=(1−w¯z)−b, z, w ¥D, so
that H(kb) is a weighted Bergman space. If M is any invariant subspace of
H(kb) of index one, then PMk
b
w(z) is a B-kernel.
Proof. We need to use a result of Shimorin, [Sh2, 3] which states that
for the spaces in question the projection PM can be approximated in the
strong operator topology by projections PHAn , where each An is a finite
sequence in D. Thus, an application of Theorem 1.12 and Lemma 1.11(b)
proves the corollary.
2. APPLICATIONS TO INDEX ONE INVARIANT SUBSPACES
In this section we shall prove Corollary 0.8.
Proof. Since M has index one we have PM ı zMkw(z)=GM(z) GM(w).
Hence Theorem 0.6 implies there exists a positive kernel vw(z) such that
PMkw(z)=(GM(z) GM(w)−j(z) j(w) vw(z)) kw(z).
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It follows from Lemma 1.2(b) that
zw¯l2w(z)=
j(z) vw(z) j(w)
GM(z) GM(w)
defines a positive kernel l2 with no poles and
PMkw(z)=GM(z) GM(w)(1−zw¯l
2
w(z)) kw(z).(2.1)
If g is a multiplier of M with multiplier norm at most one, then the
kernel (1−g(z) g(w)) PMkw(z) is positive. In this case, it follows from (2.1)
and Lemma 1.2(a) that (1−g(z) g(w)) kw(z) is a positive kernel and there-
fore g is a multiplier of H(k) with multiplier norm at most one. Since the
converse is automatic, the space M and H(k) have the same multipliers
isometrically.
We now prove the remaining part of (a). Set kNw (z)=(PNkw(z))/
(GN(z) GN(w)) and k
M
w (z)=(PMkw(z))/(GM(z) GM(w)).
Since the index of N is one, PN ı zNkw(z)=GN(z) GN(w). Thus, as
above an application of Theorem 0.6 with a=0 to the multiplier invariant
subspaceN gives kNw (z)=(1−zw¯l
3
w(z)) kw(z), where l
3
w(z) is some positive
kernel. In particular, kNw (z) is normalized at 0 and has no singularities in W
and, by Theorem 0.5 it is a B-kernel.
The mapping MGN :H(k
N)QN given by MGN f=GNf is a unitary
operator. Moreover, MŒ, the range of M under the inverse of MGN , is a
multiplier invariant subspace ofH(kN), sinceN andH(k) have the same
multipliers. Another application of Theorem 0.6 and an argument as above
produces a positive kernel l1 so that
PMŒkw(z)=
GM
GN
(z)(1−zw¯l1w(z))
GM
GN
(w) kNw (z).
Hence,
PMkw(z)=
GM
GN
(z)(1−zw¯l1w(z))
GM
GN
(w) PNkw(z).(2.2)
The relation between l1, l2, and l3 gives that l3w(z)=(l
2
w(z)− l
1
w(z))/
(1−zw¯l1w(z)). This concludes the proof of (a).
(b) The contractive divisor property (0.8) follows immediately since
the identity (2.2) implies
PNkw(z)−
GN(z) GN(w)
GM(z) GM(w)
PMkw(z)
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is a positive kernel (here we are using the fact that the product of positive
kernels is again a positive kernel). Thus, the operator T defined densely on
N by TPNkw=GN(w)/GM(w) PMkw, w ¨ Z(M), extends to a contraction
NQM. We have used Z(M) to denote the set of common zeros of the
functions in M. Inequality (0.8) is equivalent to the statement that the
adjoint Tg is a contraction.
The inclusion relations follow from (0.8).
(c) The identity (2.2) produces the formula
kNw (z)
kMw (z)
=(1−zw¯l1w(z))
−1.
Thus, Lemma 1.2(a) implies that the ratio of the kernels kN to kM is a
positive kernel. Using the definitions of kN and kM it follows that there is a
sequence {vn}n \ 1 of meromorphic functions on W such that
PNkw(z)
pMkw(z)
=C
n \ 1
vn(z) vn(w).(2.3)
The poles of the functions vn are contained in the set Z(M). For w ¥ W0
Z(M) define VPNkw={vn(w) PMkw}n \ 1. By linear extension V is densely
defined from N toÁM, and (2.3) implies that V extends to isometric.
Finally, we note that for each g ¥M(k) we have (Mg |M)g PMkw=
g(w) PMkw and (Mg |N)g PNkw=g(w) PNkw for all w ¥ W ; hence it
follows that V(Mg |N)g=(ÁMg |M)g V for each g ¥M(k).
3. THE FACTORIZATION THEOREM
In this section we let k be a regular B-kernel on the bounded region W
(see Definition 0.7). An operator T on a Hilbert space H is called analytic
provided the intersection of the ranges of Tn, n \ 0, is (0). Suppose H is a
Hilbert space, F :M(k)WL(H) is a representation, and T=F(z) is
bounded below. Since, by Lemma 1.3, zj ¥M(k) it makes sense to define Y
from the range of T into H by YTh=F( zj) h. The representation F is
k-regular if it is unital, T=F(z) is bounded below and analytic, and
>Yy+C
n \ 1
F(un) xn >2 [ ||y||2+C
n \ 1
||xn ||2,(3.1)
whenever xn is in H and y is in the range of T. Note that Eq. (3.1) is
equivalent to YYg+;n \ 1 F(un) F(un)g [ I.
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If F and C are Hilbert spaces and V: WQL(F, C) is an operator-
valued analytic function such that theL(C)-valued function
kw(z)=(I−zw¯V(z) V(w)g) kw(z)
is a positive kernel, if each multiplier g of H(k) is a (scalar) multiplier of
H(k), and if T=Mz is bounded below, then the representation gWMg ¥
L(H(k)) is k-regular. Indeed, this follows from the inequality
||f||2−1 ||Ygf||2+C
n \ 1
||Mgun f||
22=>C
i
wi
j(wi)
V(wi)g ei >2 \ 0
whenever f=; i kwiei. The converse holds also.
3.2. Theorem. If k is a regular B-kernel, if F :M(k)WL(H) is a
k-regular representation, and if T=F(z), then there exist auxiliary Hilbert
spaces F and C=Hı TH, an operator valued analytic function V: WQ
L(F, C) such that theL(C)-valued function
kw(z)=(I−zw¯V(z) V(w)g) kw(z)
is a positive kernel, and a unitary operator U: HQH(k) such that
MgU=UF(g) for all g ¥M(k).
To recover all but the last part of Theorem 0.11, simply choose F(f)=
Mf |M and note, in this case, Yg=
g
j and the condition (3.1) is implied by
Lemma 1.3 (ran(T)=zM).
Throughout the remainder of this section, assume that the hypotheses of
(3.2) hold. In particular TgT is invertible and L=(TgT)−1 Tg is a left
inverse for T. Since (I−wL) is invertible when w=0, there is a disk D
about 0 such that (I−wL) is invertible for all w ¥ D. Also, since Mz is
bounded below on H(k), we may choose D such that Mz−w is bounded
below onH(k) for all w ¥ D. Let C=Hı TH=ker L.
3.3. Lemma. If f ¥H and PC(I−wL)−1 f=0 for all w ¥ D, then f=0.
Proof. Since PC=I−TL, choosing w=0 shows that f is in the range
of T. Hence there exists an f1 such that f=Tf1. For w small enough,
(I−wL)−1=;n \ 0 wnLn; thus 0=(I−TL) LTf1=(I−TL) f1. Hence f1 is
also in the range of T and so there exists an f2 such that f=Tf1=T2f2.
Iteration of this argument shows that f is in the range of each Tn, n \ 0.
Since T is analytic, f=0.
Define k : D×DWL(C) by
k(z, w)=kw(z)=PC(I−zL)−1 (I−wL)g−1 PC.
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The function k is a positive kernel. Define Ug :H(k)WH densely by
Ugkw(·) g=(I−wL)g−1 g, g ¥ C, w ¥ D. For future reference notice that
PCUgkw(·) g=g for g ¥ C, since PCLg=0.
3.4. Lemma. The mapping Ug is well defined, extends to be unitary, and
Uf(z)=(I−zL)−1 f for all z ¥ D.
Moreover, in the case that F(g)=Mg |M for a multiplier invariant
subspaceM ofH(k) and all g ¥M(k), UPMkw=kw(·) PCkw for all w ¥ D.
Proof. For g, h ¥ C, z, w ¥ D,
OUg kw(·) g, Ugkz(·) hP=O(I−wL)g−1 g, (I−zL)g−1 hP
=OPC(I−zL)−1 (I−wL)g−1 PC g, hP
=Okw(z) g, hPC
=Okw(·) g, kz(·) hPH(k).
Thus, Ug is well defined and extends to an isometry, which will also be
denoted by Ug.
If w ¥ W, g ¥ C, and f ¥H, then
OUf(w), gPC=OUf, kw(·) gPH(k)
=Of, Ugkw(·) gP
=Of, (I−wL)g−1 gP
=OPC(I−wL)−1 f, gP.
Hence Uf(w)=PC(I−wL)−1 f and therefore Lemma 3.3 shows that U has
no kernel. Thus, Ug is unitary.
To prove the second statement, observe
kw(z) PCkw=PC(I−zL)−1 (I−wL)g−1 PCPMkw
=PC(I−zL)−1 (I−wL)g−1 (I−LgTg) PMkw
=PC(I−zL)−1 (I−wL)g−1 (I−w¯Lg) PMkw
=PC(I−zL)−1 PMkw
=UPMkw(z),
where TgPMkw=w¯PMkw was used in the third equality.
3.5. Proposition. If r ¥M(k), then the operator Mr of multiplication
by r onH(k) is bounded and UF(r)=MrU.
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We note the mapping U plays a prominent role in [ARS] and that a
result as above can be found in [Sh3].
Proof. Simply apply PC to both sides of the identity
(I−wL)−1 T=(I+w(I−wL)−1 L) T=T+w(I−wL)−1
and use the fact that PCT=0 to see that (UTf)(w)=wUf(w). Hence
T=F(z) is unitarily equivalent toMz.
Given a multiplier r ¥M(k) and a point w ¥ D, the function r1 defined
by r−r(w)=(z−w) r1 is a multiplier of H(k). This follows from [Ri].
The point is that since k is a regular B-kernel, the space H(k) has the
division property on D: whenever f ¥H(k), w ¥ D, f(w)=0, then f/(z−w) ¥
H(k). Thus, if f ¥H(k), then (r−r(w)) f is a function in H(k) that
vanishes at w. The division property ofH(k) implies that r1f ¥H(k); i.e.,
r1 ¥M(k).
With this notation we see that (UF(r−r(w)) f)(w)=(U(T−w)F(r1) f)(w)
=0, and consequently UF(r) f(w)=r(w) Uf(w).
Inequality (3.1) implies
Q=I−YYg− C
n \ 1
F(un) F(un)g \ 0.
Let R denote the positive square root of the operator Q and define V: DW
L(H(k), C) by
V(w)g e=
j(w)
w
URUgkw(·) e=
j(w)
w
UR(I−wL)g−1 e, e ¥ C, w ¥ D.
3.6. Lemma. If z, w ¥ D, then
kw(z)=(I−zw¯V(z) V(w)g) kw(z),
Proof. If r is a multiplier of H(k), z, w ¥ D, and g, h ¥ C, then, by
Proposition 3.5,
OF(r) F(r)g Ugkw(·) g, Ugkz(·) hP=r(z) r(w)Okw(·) g, kz(·) hP.
For notational ease, let f=zj . For g ¥ C, h ¥H, and w ¥ D, an application
of Lemma 3.5 and the identity Tg(I−wL)g−1 g=Tgg+w¯(I−wL)g−1 g
=w¯(I−wL)g−1 g give
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OYgUgkw(·) g, ThP=Okw(·) g, UF(f) hP
=OUgMgf kw(·) g, hP
=f(w)O(I−wL)g−1 g, hP
=
1
j(w)
Ow¯(I−wL)g−1 g, hP
=
1
j(w)
O(I−wL)g−1 g, ThP.
Thus YgUgkw(·) g=
1
j(w)
(I−PC) Ugkw(·) g (recall the codomain of Yg is the
range of T and I−PC is the projection onto the range of T). Since
PCUgkw(·) g=g,
YgUgkw(·) g=
1
j(w)
(Ugkw(·) g−g).
Using this last identity twice gives
OYYgUgkw(·) g, Ugkz(·) hP=7 1
j(w)
(Ugkw(·) g−g),
1
j(z)
(Ugkz(·) h−h)8
=
1
j(w) j(z)
(Okw(·) g, kz(·) hP−Og, hP),
for g, h ¥ C and z, w ¥ D.
Putting everything together,
O(I−zw¯V(z) V(w)g) g, hP
=Og, hP−j(z) j(w) OR2Ugkw(·) g, Ugkz(·) hP
=Og, hP−j(w) j(z) Okw(·) g, kz(·) hP
+j(w) j(z) C
n \ 1
un(z) un(w) Okw(·) g, kz(·) hP
+Okw(·) g, ku(·) hP−Og, hP
=1−j(w) j(z) 11− C
n \ 1
un(z) un(w)2+12 Okw(·) g, kz(·) hP
=
1
kw(z)
Okw(·) g, kz(·) hP.
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In view of Proposition 3.5 we note that the proof of Theorem 3.2 will be
complete if we can extend the identity of Lemma 3.6 from D to W. This will
be accomplished with the following lemma.
3.7. Lemma. Let k a regular B-kernel. For j=1, 2 let Ej be Hilbert
spaces and let Sj=IEj éMz, denote the operators of multiplication by z on
HEj (k). If X:HE1 (k)WHE2 (k) is a bounded operator which intertwines S1
and S2, then there exists a multiplier G: WWL(E1, E2) of H(k) such that
X=MG.
Proof. Since XS1=S2X, given w ¥ W and e ¥ E2,
w¯Xg(ekw)=XgS
g
2 ekw
=Sg1X
gekw.
Consequently, Xgekw is in the kernel of (S1−w)g. As a consequence of
Definition 0.7(c), the kernel of Sg1 −w¯ is the set {ekw: e ¥ E1}. It follows
from the normalization that kw ] 0; thus, there exists a vector G(w)g e ¥ E1
such that Xgekw=G(w)g ekw. Since X is linear, G(w)g : E2 W E1 is also
linear. Moreover, ||G(w)g|| [ ||X||, and OG(w) f, eP=OX(fk0)(w), eP so
that G is analytic on W.
We have defined G so that Xg andMgG agree on a dense set; hence G is a
multiplier and X=MG.
To finish the proof of Theorem 3.2, observe that (I−w¯zV(z) V(w)g)×
kw(z) is a positive kernel for z, w ¥ D. Thus, the operator Xg defined on
finite linear combinations of {gkw: g ¥ C, w ¥ D} by Xggkw=w¯V(w)g gkw
extends to a contraction Xg :HC(k)WHH(k)(k) such that X intertwines
multiplication by z on the respective spaces. An application of Lemma 3.7
produces a contractive multiplier G such that X=MG. Of course G|D=zV
and, since zV vanishes at 0, so does G. Thus, there exists an analytic
function H on W such that G=zH. Since X=MG is contractive,
(I−zw¯H(z) H(w)g) kw(z)
is a positive kernel, which by Lemma 3.6 extends k to a positive kernel
on W. This proves Theorem 3.2 with V=H.
To prove the second part of Theorem 0.11, note that the second
statement of Lemma 3.4 implies
PMkw(z)=OPMkw, PMkzP
=Okw(·) PCkw, kz(·) PCkzP
=Okw(z) k(w)g, k(z)gP
=k(z) kw(z) k(w)g,
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for all z, w ¥ D and since both sides of this identity are analytic in z and
conjugate analytic in w, this identity holds for all z, w ¥ W.
4. BERGMAN-TYPE KERNELS IN D
Throughout this section, let k denote a Bergman-type kernel in D. Let s
denote the Szego˝ kernel, s(z, w)=(1−zw¯)−1.
4.1. Lemma. (a) Let H and Hg denote Hilbert spaces and f: DW
L(H,Hg). The operator valued kernel
(I−f(z) f(w)g) s(z, w)
is a positive kernel if and only if f is in the unit ball of H.. In particular, if q
is a positive (sesquianalytic) kernel in D, then (1−q) s is a positive kernel if
and only if q(z, z) [ 1 for all z ¥D.
(b) If k, q, and u(z, w)=(1−zw¯) k(z, w) are positive kernels and if
q(z, z) [ 1 in D, then (1−q(z, w)) k(z, w) is a positive kernel.
Proof. The first part of (a) is well known (see [RR]). In fact, we have
used a more general version in the proof of Theorem 3.2. The second part
of (a) follows from the first part by writing q(z, w)=;n \ 1 qn(z) qn(w) and
setting f(z): l2Q C, f(z)g={qn(z)}n \ 1. Part (b) follows from (a), because
(1−q) s and u are positive and (1−q) k=(1−q) su.
The proof of Proposition 0.13 splits neatly into several parts, with the
main part contained in the following proposition.
4.2. Proposition. A function k in D×D is a Bergman-type kernel, if
and only if there is an outer function r ¥H., 12 [ |r|
2 [ 1, and functions
un ¥H. such that un(0)=0 for all n, and, with j=zr ,
|j(z)|2 11− C
n \ 1
|un(z)|22=1 a.e. |z|=1,(4.3)
|j(z)|2 11− C
n \ 1
|un(z)|22 < 1, |z| < 1,(4.4)
and
1
kw(z)
=1−j(z) j(w) 11− C
n \ 1
un(z) un(w)2 .(4.5)
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Furthermore, if k is a Bergman-type kernel, thenM(k)=H. with equality
of norms, and we have the contractive inclusionsH2 ıH(k) ı L2a.
Before we start the proof we state and prove two lemmas.
4.6. Lemma. Let r be inH. with no zeros in D, let vn ¥H., un(z)=zvn(z),
n \ 1, and let j=zr .
(a) If condition (4.3) holds, then ;n\ 1 |un(z)|2+|r(z)|2 [;n\ 1 |vn(z)|2+
|r(z)|2 [ 1 for all z ¥D.
(b) If (4.3) and (4.4) hold, then r is an outer function and 12 [ |r|
2 [ 1
for all z ¥D.
Proof. Condition (4.3) implies ;n \ 1 |vn(z)|2+|r(z)|2=1 for a.e. z ¥ “D.
Thus, part (a) follows by subharmonicity and boundedness of the left hand
side.
To prove (b) we note first that it is clear from (4.3) that |r(z)| [ 1 in D.
Furthermore, (4.4) implies that for z ¥D
|r(z)|2 > |z|2 11− |z|2+|z|2 11− C
n \ 1
|vn(z)|222 \ |z|2 (1− |z|2+|z|2 |r(z)|2),
where the second inequality follows from (a). This implies |r(z)|2 >
|z|2/(1+|z|2) for all z ¥D. Hence r is an outer function and |r(z)|2 \ 12
in D.
4.7. Lemma. Let r be an outer function H., let j=zr , let un ¥H
. be
such that un(0)=0 for all n, and set u(z, w)=;n \ 1 un(z) un(w). If (4.3),
(4.4), and (4.5) hold, then k is a positive kernel, and
k=s
1
1−q
,(4.8)
where q(z, w)=zw¯q1(z, w), and q1 is a positive kernel with |q1(z, w)| [ 1
in D. In fact,
q1(z, w)=s(z, w)
1
r(z) r(w)
(1−u(z, w)−r(z) r(w)).
Proof. It is only algebra to verify that (4.8) is true. That q1 is a positive
kernel follows from Lemmas 4.1 and 4.6(a). By hypothesis (4.4) kz(z) > 0 in
D. Thus identity (4.8) implies that q1(z, z) [ 1, and so by the positivity and
the Cauchy Schwarz inequality we have |q1(z, w)| [ 1. Hence 11−q=; j \ 0 q j
and k=s 11−q are positive kernels since sums and products of positive
definite functions are positive definite.
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Proof of Proposition 4.2. First suppose k is a Bergman-type kernel. By
Lemma 1.7 and Definition 0.2 there exists an analytic function j with
j(0)=0 and a positive kernel u(z, w)=;n \ 1 un(z) un(w) such that (4.5)
holds and u(z, 0) — 0. In particular, un(0)=0 for each n \ 1. Using (4.5)
|j(z)|2 11− C
n \ 1
|un(z)|22=1− 1||kz ||2 < 1, |z| < 1,
which is (4.4) and it implies (4.3) since ||kz ||Q. as |z|Q 1. Since z ¥M(k)
Lemma 1.3 implies that zj ¥M(k) ıH
.. Because r=zj ¥H
. we can apply
Lemma 4.6(b) to conclude the proof of the necessity of the conditions.
To prove the sufficiency of the conditions, assume that we are given an
outer function r ¥H. and functions un ¥H. such that un(0)=0 for all n
such that, with j=zr , the conditions (4.3), (4.4), and (4.5) are satisfied. In
view of Lemma 4.7, k is a positive kernel. Since also k0 — 1 and “bk0=
−jŒ(0) j=−z/r(0) r, so that the point 0 is a generic point for k, k is a
B-kernel over D which is normalized at 0.
Lemma 4.7 also implies that k(z, z) \ s(z, z)Q. as |z|Q 1. In order to
show that k is a Bergman-type kernel it remains to show that Mz ¥M(k);
in fact we will showM(k)=H. and ||f||.=||Mf || for all f ¥H..
Since H(k) is a space of analytic functions on D it follows from well-
known general principles that M(k) ıH. and ||f||. [ ||Mf || for all
f ¥M(k). If f is a function in the unit ball of H., then by Lemma 4.1
(1−f(z) f(w)) s(z, w) is a positive kernel; hence (1−f(z) f(w)) k(z, w)=
(1−f(z) f(w)) s(z, w)(1−q)−1 is positive also. But since finite linear
combinations of the reproducing kernels kw, w ¥D, are dense in H(k) it
is easily seen that this is equivalent to the fact that the operator Mgf is a
contraction; hence ||Mf || [ 1.
Finally to show the contractive inclusions H2 ıH(k) ı L2a, recall that if
k1 and k2 are two reproducing kernels, then H(k1) is contractively con-
tained inH(k2), if and only if k2−k1 is a positive kernel. In fact, the map
that takes k2w to k
1
w is the adjoint of the inclusion mappingH(k
1) ıH(k2).
Using the notation from above (especially Lemma 4.7) we see that
k−s=kq is a positive kernel; thus H2=H(s) ıH(k) contractively.
Furthermore, 1/(1− w¯z) 2−k(z, w)=(zw¯(1−q1(z, w)))/((1− w¯z) 2 (1−
q(z, w))), where q1(z, z) [ 1 for z ¥D. Hence Lemma 4.1 and the fact that
products of positive kernels are positive imply that 1/(1−w¯z)2−k(z, w) is
positive, soH(k) ı L2a contractively.
4.9. Lemma. If k is a Bergman-type kernel in D, then for each w ¥D,
kw ¥H.. In particular, the polynomials are dense inH(k), and the dimension
of the kernel ofMgz −w¯ is one for all w ¥D.
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Proof. We shall use the notations from the proof of Proposition 4.2.
For fixed w and all z ¥D, |q(z, w)|2 [ q(z, z) q(w, w). Thus, as q(z, z) < 1
for all z ¥D,
|q(z, w)| [`q(w, w) < 1.
The first result and the density of H. inH(k) now follows from (4.8) and
the fact that finite linear combinations of the reproducing kernels are dense
in H(k). But we had already noted that the multiplier invariant subspaces
coincide with the polynomially invariant subspaces; hence the polynomials
are dense inH(k).
In other words the constant function 1 is a cyclic vector for the operator
T=Mz−w, w ¥D. Thus, the remainder of the lemma follows from the
simple fact that if a bounded linear operator T on a Hilbert space has a
cyclic vector, then dim ker Tg [ 1.
4.10. Proposition. If k is a Bergman-type kernel in D, then for each
a ¥D the operatorMz−a is bounded below.
Note that this implies that for Bergman-type kernels the closures in the
statement of Theorem 0.6 may be omitted and that Corollary 0.8 applies to
all Bergman-type kernels.
Proof. First, we prove the case a=0. Let r denote the function from
Proposition 4.2. In view of Proposition 4.2, both r and 1r are multipliers of
H(k). Applying the inequality of Lemma 1.3 with g=zf and gn=0 gives
||rf|| [ ||zf||. Since Mr is bounded below, it follows that Mz is also
bounded below.
For the general case, fix a ¥D and let m denote the Moebius trans-
formation of the unit disk that takes a to 0 and 0 to a. Define a kernel ka
by
kaw(z)=
ka(a) km(w)(m(z))
km(w)(a) ka(m(z))
.
It is easy to check that ka is a Bergman-type kernel, and the map T:H(k)Q
H(ka), Tkw=(kw(a)/`ka(a)) km−1(w) defines a unitary operator satisfying
Mm−1Tg=TgMz. By the first case the operator Mz on H(ka) is bounded
below; hence Mm−1 is bounded below on H(k). It follows that Mz−a is
bounded below.
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5. THE WANDERING SUBSPACE THEOREM
The proof of Theorem 0.17 is quite simple when the index ofM is finite.
In that case, let {ej}
n
1 denote an orthonormal basis of Cg=Mı zM, and,
for fixed w ¥D, let g(z)=(I−w¯zV(z) V(w)g) k(w)g, with V and k as in
Theorem 0.11. Note that for each z ¥D, ||g(z)|| [ 2 ||k(w)g||. Also, since
g(z) is in Cg, we have g(z)=;nj=1 Og(z), ejP ej. One verifies that k(z):
Cg Q C is the evaluation functional; hence
k(z) g(z)=C
n
j=1
Og(z), ejP ej(z).
Since for each j the functions Og(·), ejP and kw are in H., and PMkw(z)=
k(z) g(z) kw(z), it follows that PMkw is a finite linear combination of elements
of {Mhf: h ¥H., f ¥Cg}. But finite linear combinations of PMkw, w ¥D
are dense in M which proves the wandering subspace theorem under the
additional hypothesis thatM has finite index.
This proof does not actually require the full strength of the factorization
theorem 0.11. It is possible to combine Theorem 0.6, properties of Bergman-
type kernels, and a theorem of Leech [RR, p. 107] to prove for each
invariant subspaceM the existence of an (operator valued) H. function F
with ||F(z)|| [ 1 for z ¥D, and such that PMkw(z)=k(z)(I−F(z) F(w)g)
k(w)g kw(z). Indeed, if k is a Bergman-type kernel and ifM is a multiplier
invariant subspace, then Theorem 0.6 implies that PMkw(z)=(k(z) k(w)g−
H(z) H(w)g) kw(z) for some operator-valued analytic function H. Using
the notation of Lemma 4.7 we apply Lemma 4.1(b) with the kernels PMk
and q and see that (1−q(z, w)) PMkw(z)=(k(z) k(w)g−H(z) H(w)g) sw(z)
is a positive kernel on D. Now Leech’s theorem implies the existence of an
analytic function F with H=kF.
It is also possible to weaken the hypothesis, at least in the finite index
case. In that case, the wandering subspace theorem holds as long as there
exists a multiplier F such that PMkw(z)=k(z)(I−F(z) F(w)g) k(w)g kw(z)
and sufficiently many of the kw are multipliers ofH(k) with the conclusion
being that the span of {Mhf: h ¥M(k), f ¥ Cg} is dense inM.
If k is a Bergman-type kernel and if T ¥L(H) is an analytic contraction
which is bounded below, then T has an H. functional calculus and the
representation F(g)=g(T), for g ¥H.=M(k), is k-regular if and only if
condition (3.1) is satisfied. Call such an operator k-regular.
We prove the following more general version of Theorem 0.17.
5.1. Theorem. Let k be a Bergman-type kernel on D and suppose
T ¥L(H) is a k-regular contraction. If M is any invariant subspace of T,
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then M=[Mı TM], where [S] denotes the smallest T-invariant subspace
that contains the set S.
We note that if kw(z)=(1−zw¯)−2 is the Bergman kernel, then the
condition ||T|| [ 1 is automatic. That follows from Proposition 3.2 and
Lemma 4.1. Thus, in this case Theorem 5.1 is equivalent to the wandering
subspace theorem in [Sh3]. In Section 8 we have constructed an
example which shows that there is a Bergman-type kernel k on D such that
multiplication by z on H(k), which is of course k-regular, is not regular
with respect to the Bergman kernel. Hence the theorem above does not
follow from [Sh3].
We shall use the following two simple lemmas.
5.2. Lemma. Let C be a Hilbert space, and let u: D×DQL(C) be a
positive kernel with u(z, 0)=I for every z ¥D. Here I denotes the identity
operator on C.
Then u(z, w)−I defines a positive kernel.
Proof. Let H(u) denote the space of C-valued analytic functions with
reproducing kernel u. Let x1, ..., xn ¥ C and z1, ..., zn ¥D; then
0 [ > Cn
j=1
(u(· , zj)−u(· , 0)) xj >2= Cn
i, j=1
Ou(zi, zj) xi, xjP−Oxi, xjP.
The lemma follows.
5.3. Lemma. Let k be a Bergman-type kernel, letF, C be Hilbert spaces,
and let V: DQL(F, C) be an operator-valued analytic function such that
theL(C)-valued function
kw(z)=(I−zw¯V(z) V(w)g) kw(z)
is a positive kernel and such that the operatorMz onH(k) is a contraction.
Then ICs(z, w) [ k [ ICkw(z) and H2C ıH(k) ıHC(k) where the inclu-
sions are contractive.
Proof. It is clear from the form of k that kw(z) [ ICgkw(z). Hence we
only have to show that kw(z)−ICsw(z) \ 0. We use k=s 11−q as in
Lemma 4.7. Since Mz is a contraction on H(k) we have u(z, w)=
(1−zw¯) kw(z)=
I−zw¯V(z) V(w)*
1−q(z, w) is a positive kernel with u(z, 0)=I for all z ¥D.
Hence kw(z)−ICsw(z)=sw(z)(u(z, w)−I) is a positive kernel by Lemma 5.2.
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Proof of Theorem 5.1. We thank Serguei Shimorin for suggesting
the use of Lemma 5.3 to establish the general version of the wandering
subspace theorem.
Let M be a nonzero invariant subspace of T. Then Y given by
uW u(T) |M is a k-regular representation of H.(D); i.e., T |M is
k-regular. Thus, by use of Theorem 3.2 applied to Y and C=Mı TM it
suffices to show that the polynomials with coefficients in C are dense in
H(k), where k is as in Lemma 5.3. And, in fact Lemma 5.3 applies here,
since T |M is a contraction.
It is clear that the polynomials are dense in H2C. Furthermore, for each
g ¥ C and w ¥D we have kw(·) g ¥H.C ıH2C. Thus H2C is dense in H(k).
The theorem now follows from the contractiveness of the inclusion
mapping H2C ıH(k).
6. THE DILATION THEOREM
The dilation theorem is established in this section. Accordingly the
hypothesis and notation of Theorem 0.18 are in force throughout.
Let F=zV. Since, by hypothesis, (I−F(z) F(w)g) kw(z) is a positive
kernel, F is a multiplier of H(k) with multiplier norm at most one; i.e.,
MgF is a bounded operator from HC(k) into HF(k) with ||M
g
F || [ 1. The
hypothesis of (0.18) can be reformulated as
O(I−MFM
g
F) gkw, hkzP=Okw(z) g, hP,
for g, h ¥ C.
It may be assumed thatF is infinite dimensional in which case it may be
identified with Á.1 C. Let Pj denote the projection onto the j th copy of C,
set vj(z)=F(z) Pj, and view vj as an operator on C. Thus each M
g
vj is a
bounded operator onHC(k) and ; j \ 1 MvjMgvj=MFMgF.
Define Q:L(HC(k))QL(HC(k)) by Q(A)=; j \ 1 MvjAMgvj .
6.1. Lemma. The sequence of operators Qn(I) converges to zero in the
strong operator topology.
Proof. Since F(z) vanishes at 0 we can find a neighborhood D of 0 such
that ||F(z)|| [ c < 1 for all z ¥ D.
Consequently, if g ¥ C and z ¥ D, then
O(c−Q(I)) gkz, gkzP=(c ||g||2−||F(z)g g||2) kz(z) \ 0.
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Arguing by induction, for n > 0 we have
O(cQn(I)−Qn+1(I)) gkz, gkzP
=C
j \ 1
OMvj (cQ
n−1(I)−Qn(I)) Mgvj gkz, gkzP
=C
j \ 1
O(cQn−1(I)−Qn(I)) vj(z)g gkz, vj(z)g gkzP \ 0.
Therefore OQn(I) gkz, gkzP [ cnOgkz, gkzP. Since the finite linear combina-
tions of {gkz: g ¥ C, z ¥ D} are dense in HC(k) and also each Qn(I) is
positive and a contraction, Qn(I) converges to zero strongly.
6.2. Lemma. There exists functions rj, j \ 1, each a finite product of the
functions va, such that
C
j \ 1
Mrj (I−MFM
g
F) M
g
rj
=I,
with the sum converging in the weak operator topology ofL(HCg (k)).
Proof. Since
C
m
n=0
Qn(I−Q(I))=I−Qm+1(I)(6.3)
and Qm+1(I) converges to zero in the strong operator topology, the
sequence of partial sums above converges to the identity in the strong
operator topology.
Let P denote the set of all finite products of {vj}, and Q the collection of
finite subsets of P ordered by set inclusion. Since, for each r ¥P,
Mr(I−Q(I)) M
g
r is positive, the net {;r ¥ Q Mr(I−Q(I)) Mgr : Q ¥ Q} is
increasing and, in view of (6.3), it is bounded above by I and therefore
converges in the weak operator topology to a bounded operator A. Using
(6.3) it follows that A=I. Choosing an enumeration of P completes the
proof.
The mapping X:HC(k)WH(k) defined by Xgkw=kw(·) g satisfies the
identity
OXgkw, XhkzP=Okw(·) g, kz(·) hP
=Okw(z) g, hP
=O(I−F(z) F(w)g) g, hP kw(z),
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from which it follows that X extends to a contraction on all of HC(k) and
that I−XgX=MFM
g
F. Hence
C
j \ 1
MrjX
gXMgrj=I,(6.4)
with convergence in the weak operator topology.
A proof of Theorem 0.18 is now within reach. Define W:HC(k)W
Á.1 H(k) byWf=ÁXMgrj f, f ¥HC(k). The identity (6.4) implies thatW
is an isometry. Since Wkwx=Ákw(·) rj(w)g x for x ¥ C, w ¥ W, we have for
any scalar multiplier g ofH(k)
(ÁMgg ) W(kwx)=ÁMgg kw(·) rj(w)g x
=Ág(w) kw(·) rj(w)g x
=Wg(w)(kwx).
Hence g is a multiplier of H(k) and (ÁMgg ) W=WMgg . Theorem 0.18
follows, because the inclusion of H(k) in HC(k) is isometric and H(k) is
reducing forMgg .
7. EXTENSIONS TO THE VECTOR VALUED SETTING
Suppose k is a regular B-kernel and E is a Hilbert space. Each g ¥M(k)
defines a bounded operator Mg on HE(k) by Mgf(z)=g(z) f(z). A sub-
space M of HE(k) is scalar multiplier invariant if it is invariant for each
Mg. In this case, F :M(k)QL(M), F(g)=Mg |M is a representation
which satisfies the hypothesis of Theorem 3.2. In this context, the second
part of Theorem 0.11 holds with k(w)g : EW Cg given by k(w)g e=PCgekw.
8. EXAMPLES AND FURTHER REMARKS
We close the paper with two examples.
8.1. Lemma. Let A > 0, an \ 0, n=1, 2, ... and
kw(z)=11−Azw¯ 11− C
n \ 1
anznw¯n22−1.
If ;n \ 1 (n+1) an [ 1 and A=(1−;n \ 1 an)−1, then k is a Bergman-type
kernel in D.
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Proof. We shall use Proposition 0.13 with j(z)=`A z and un(z)=
`an zn. For x ¥ [0, 1] we set f(x)=Ax(1−;n \ 1 anxn); then f(0)=0,
f(1)=1, and fŒ(x) \ 0, so (0.15) follows and (0.14) is clear.
The following example shows that the Bergman-type kernels considered
in this paper include examples where Corollary 0.8(b) or Theorem 5.1 do
not follow from the results of [HJS] and [Sh3], although there is a large
overlap.
8.2. Example. The kernel
k˜(z, w)=
1
1−
4
3
zw¯ 11−z2w¯2
4
2
is a Bergman-type kernel in D. It has the property that the operatorMz on
H(k˜) is not subnormal.
Furthermore, k˜ is not of the form kw(z)=(1−zw¯vw(z))/(1−zw¯)2, for a
positive kernel vw(z).
Proof. It follows from Lemma 8.1 that k˜ is a Bergman-type kernel in
D. To see that Mz on H(k˜) is not subnormal, let p(t)=1−
4
3 t+
1
3 t
3 and
consider
1
p(t)
=1+
4
3
t+
16
9
t2+
55
27
t3+
184
81
t4+O(t5)
from which it follows that {1, z, z2, ...} is an orthogonal set in H(k˜) with
||1||2=1, ||z||2=34 , ||z
2||2= 916 , ||z
3||2=2755 , and ||z
4||2= 81184 . It is easy to see that
the matrix
R 1 34 9163
4
9
16
27
55
9
16
27
55
81
184
S
is not positive semidefinite. ThusMz is not subnormal. In fact it is not even
2-hyponormal.
If k˜w(z)=(1−w¯zvw(z))(1−w¯z)−2, for a positive kernel vw(z), then
vw(z)=1−k˜w(z)(1−w¯z)2 would be a positive kernel. On the other hand, a
straightforward computation reveals
1− k˜w(z)(1−w¯z)2=
2
3 zw¯−
1
9 (zw¯)
2+O((zw¯)3).
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Finally, we give an example which shows that Theorem 0.5 is not a direct
consequence of Theorem 0.6.
8.3. Example. The kernel
kˆw(z)=
1−(zw¯)2
(1−zw¯)2
is not a Bergman-type kernel in D.
Proof. We choose M equal the functions in H(kˆ) which vanish at 0.
Again, it is a straightforward computation which reveals that the conclu-
sion of Theorem 0.6 does not hold. Hence kˆ cannot be a B-kernel.
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