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to quickly adapt applications to the cloud, and then deploy and expand them.
Johan Krebbers: Royal Dutch Shell started looking at cloud-meaning public cloud, as I don't believe in private cloud-around four years ago, focusing mainly on infrastructure as a service (IaaS). Now, we're moving to software as a service (SaaS). When we go for a SaaS offering, it's unlikely that we'll retrench back to just an on-premise software model. Latency is not really a major cloud challenge for us; it's our inability to export our data from selected countries. So when we can't use cloud, we rely on local datacenters.
Also, when we use platform as a service (PaaS), we prefer larger providers over small ones for fear that smaller providers will go out of business and we might not be able to retrieve our data.
Stefan Pappe: You don't hear me saying public and private cloud because it means so many things to different people. I would like to distinguish between off-premise and on-premise deployment models. Both can be dedicated or shared. Public cloud is often shared, private cloud is often dedicated, but it does not need to be.
Let me take a client view and reflect on how clients currently adopt cloud. A good share of clients is already adopting cloud services. That drives the growth of managed service providers. Clients often start with an IaaS and with specific workloads-for example, Internet-facing workloads. Another entry point is clients putting test workloads into the cloud, but increasingly we see production workloads as well. Sometimes there are real reasons and other times there are perceived reasons and feelings for not putting certain workloads on the cloud. But regardless, there are workloads that stay on premise. So, what we see is often a mix of on-premise and off-premise cloud models. The resulting organizational pattern is called a hybrid cloud pattern, which is what clients often implement these days.
That said, clients still want to see a single catalog and a single service-management interface, allowing smooth transitions between clouds. This is where APIs and standards come in to enable a variety of integration and delivery models. The cloud services consumed are mainly IaaS, but that is changing as we speak. The next level of services that are already accepted is PaaS. These services are often implemented as workload patterns. They usually start with simple Web service database patterns, which are then uniformly standardized and offered to all developers across an enterprise. Additionally, we're seeing more complex patterns, such as high-performance computing (HPC). These PaaS services are often based on open source models such as Cloud Foundry. This trend is fueled by the increasing number of what we call systems of engagements, which represents a more agile type of application and application development, different from the traditional system of records. Systems of records include enterprise resource planning (ERP) systems, for example-the transaction systems of the world as we know them, which will always be around-but they're more and more frequently front-ended by the new systems of engagements, which are, for example, mobile and/or social applications. These types of applications require short turnaround times. They react quickly to new client demands and market changes. This means they require very short development cycles and a continuous delivery model.
Yousef Khalidi: If you look back three years, let's say to 2007 or 2008 or 2009 , the hype cycle was really high and the workload was still new. Most enterprise customers were asking, "What is the cloud and what does it really mean?" "What's the difference between hosting and cloud, and why should we even bother?" Startups might have thought, "Yes, we'll go to a big cloud and put our stuff there."
Fast-forward a couple of years and the question shifted from, "What is the cloud?" to "Why should I use the cloud, and how would you meet my requirements, especially requirements related to compliance, security, data governance, and so forth?" If you fast-forward to today, many of those questions are gone. There are still always questions about compliance, security, and control, but the questions have shifted to, "My CIO said 'use the cloud.' What can I use it for? Which of my applications are appropriate for the cloud? When do I adopt the cloud in my technology-refresh cycle? In which geographical location should I do this? In which should I not?"
What I see at the moment is that adoption is definitely there. You see services from vendors left w w w. Co m p u t E r . o r g / C lo u d Co m p u t I n g Roundtable and right and people are seeing advantages to the cloud. The agility aspect is very useful for many customers. But the core question now is how I should use the cloud vis-à-vis the rules of constraint I might have with my on-premise systems. There's a balanced discussion happening as we speak, and the adoption I'm seeing now spans the spectrum from customer premises to the public cloud.
We're also seeing enterprise mission-critical applications being put in the cloud; perhaps not the backend transactional applications, but more organizations now depend on the cloud to run their business.
Yousif: Let's have a little discussion on private and public versus on and off premise. Does that mean the industry needs to do a better job defining these terms? Is there market confusion?
Pappe: I think there is confusion and sometimes we confuse them ourselves. I think it's perfectly fine to use public and private cloud if you define what you mean, but sometimes I hear conversations in which different things are just implicitly assumed. Therefore, it's good to say, "Oh, I use a public cloud and I use it in a shared environment, which is off premise in another country, in another datacenter." That defines it.
Edsall: I like the terminology that Stefan was suggesting. I think it makes a lot of sense.
Khalidi: I use the term "on premises" to refer to data and applications that are controlled by you behind some security wall-within your datacenter. It's yours, customized, and you have direct control over it. Your IT department can see the gear and wires. You have total control.
Yousif: There's also confusion using the term "virtualization," which some people refer to meaning cloud.
Edsall: Virtualization is so overused it's not even a useful term anymore.
Khalidi: I've seen a lot of confusion in the marketplace, and some people confuse virtualization with cloud, which is not the case. Virtualization is a necessary condition for cloud but it's not sufficient. You need to virtualize both the compute infrastructure and the network infrastructure, but the cloud is beyond that. You need to have the on-demand aspect, and, importantly, the scale. A cloud basically includes scale and is truly global, so whatever your business needs, you can get your data from anywhere, and it can reside almost anywhere.
Yousif: I would like you to come up with statements about the pain versus gain when moving applications to an off-premise cloud. Sometimes people think they can move everything to the off-premise cloud and still do better than on premise, not realizing that sometimes it might be painful to move workloads off premise.
Edsall: There are a lot of considerations and everybody focuses on the positives of going to a cloud, but if we look at some of the negatives, clearly there are compliance and regulatory concerns that have already been mentioned. On a related note, it might be easy to move applications off premise, but not so easy to move the data.
Pappe: An interesting topic because sometimes we see migration to cloud as a technology exercise and miss the transformational aspect. You move to cloud usually to lower the cost and increase your agility, which means faster time to value, but that comes with a price. It comes with a transformation need for the client moving to cloud because you need to clearly articulate the levers to lower the cost and increase agility. One aspect is the need to standardize-not necessarily cloud standards-but the number of variants you operate in your environment, starting with the operating system (OS) level. Sounds simple, but there might be dependencies with your middleware and your applications, and changing an OS level might have a far reaching ripple effect.
This means you need to standardize your stack, OS, middleware, and application to be able to lower the number of elements in your service catalog because this will result in greater consistency and less cause for errors when moving from development to test to production. That drives down your cost. Lowering the number of variants of catalog elements makes it also easier to automate. And then you can automate the heck out of it because instead of 400 variants you have maybe 10.
With that, your server is up in minutes, but your internal compliance still needs to be executed with manual hand-offs and evidence gathering, and actions like that to fulfill your internal compliance. If you do not change your post provisioning processes, you might end up not having improved your overall time for service activation. That type of transformation needs to be clearly spelled out with clients, because this is often overlooked-which means there's a need for internal transformation to fully exploit the benefits of the cloud.
Khalidi: I strongly believe on premise will stay for a long time. If you look at what people have on prem-ise, you'll see your large transactional big database systems supporting your ERP system and the like. Some move to the cloud just fine. Others will probably stay on premise. You still have systems that are technically built out of very large systems, use half a terabyte of memory, a big cluster of machines, transactional workloads, and so on. Trying to move that to the cloud would be very painful at the moment. The customization you can do on premise isn't really possible in the cloud. You can do it in a hoster, in which case you really need a hosting place, the same kind of cost structure, anyway, that you might have on premise.
Another example is if you have a lot of data on premise, latency considerations, or governance considerations you might keep it on premise. These things would be painful to move to the cloud. It won't be cost effective. Therefore, I believe that hybrid is the way we're going to live in this space for a long time.
Yousif: How do you envision cloud evolving going forward, let's say in 2020. Are we going to see more diversity in services? What about manageability? What about the degree of automation?
Pappe: Software-defined environments (SDE) are the drivers for cloud automation, and it's implemented in pockets already. SDE enables the abstraction from the infrastructure, it makes your infrastructure programmable. That's great because you can hide all the specifics from let's say our many infrastructure vendors from your cloud automation. For example, you don't have to bother with your switch configuration in your network anymore. OpenStack is a central element to this concept, and our strategy is very much aligned with OpenStack. SDE based on OpenStack to programmatically manage your infrastructure without having to manually configure it or go down to the device. It is enabling the next level of agility-by having a programmable infrastructure. SDE also prevents a vendor lock-in because you can move between infrastructures much more easily. These are the infrastructure benefits, but it becomes even more interesting, if you couple this programmable infrastructure with workload awareness. What that means is you will be able to define your workload characteristics formally, for example in OpenStack HOT, including the topology and the network's setup and so on, but also your nonfunctional requirements. For example, you can define thresholds, like for performance and with that knowledge built into the application definition, your control layer can automatically react if an incident happens. So, for example, if your performance falls below a certain threshold, you monitor it, you will detect it, and then you can trigger an automated policy. The policy might say, "if your performance of application XYZ goes down, scale out." For your application XYZ this is the right thing to do, because it nicely scale out and it's written for that. The scale out happens automatically by using the programmable infrastructure. You might see that on a dashboard, but nobody has to do anything manually, and you'll recover your service-level agreement (SLA) automatically. I think this combination of workload awareness and programmable infrastructure will make a big difference in the future.
Edsall: I agree that what Stefan is talking about is a big part of what we're going to see in the future. One example is Cisco and IBM working together on a group-based policy model that's being pushed into OpenStack and Open Day Light ODL; an open source consortium for an SDN controller), which lets customers describe what they need from the infrastructure from the applications' perspective. I think this will be big because it will let you automatically define the infrastructure requirements when you develop applications, instead of handcrafting them.
Krebbers: I expect most software will be off-premise SaaS in 2020, with very little on premise, along with more standardized integration.
Edsall: 2020 is a long way off. What we don't know now, which I think will be an interesting area of technology development for the future, is when these applications will begin to directly interact with the infrastructure. Today, if my performance falls below some threshold, the infrastructure can react. But what is more interesting is that the application might anticipate that it's going to need more capacity. And it will provision more or it will ask for the infrastructure proactively to do something, or maybe there's an advantage-I am thinking strictly from a networking perspective. We always treat all traffic equally. We spend a lot of time trying to be fair. Well, maybe fair isn't the right answer in all cases. And if the application could inform us of how its traffic should be treated, we might see performance improvements in those applications. The applications actually run faster because of the integration with the infrastructure.
And so what we really see is that the line between the infrastructure and the application is starting to blur, just as we see the line between development and quality assurance (QA) and operations, and the line between compute, networking, and storage blurring. So all these lines are blurring together. w w w. Co m p u t E r . o r g / C lo u d Co m p u t I n g Roundtable Yousif: In terms of manageability, the degree of monitoring that you see currently in the cloud, do you need more visibility, or are you satisfied with the current monitoring and reporting?
Krebbers: The ability to see more, especially when business-critical applications need to comply with certain rules, runs in the cloud. The same applies for applications with legal restrictions. So, current monitoring in the cloud is basic-not as sophisticated as onpremise monitoring. That said, off-premise cloud needs to have monitoring similar to on-premise deployments.
Pappe: You also see mixed-delivery models with mixed responsibilities between providers and users. Today's outsourcing model, even if it's within a single enterprise's IT shop, is often all or nothing in terms of management. In this more traditional model, a provider manages the workload completely (OS, middleware, and application). With the emerging, agile types of applications, the systems of engagement, this changes. These applications often replace their underlying middleware, as they grow for example. Regularly, the development teams are directly involved in operations, in the spirit of DevOps. The rate of change in these applications is high, therefore they implement a continuous deployment model. Systems of engagement often need a lightweight, modular way of service management, and associated tools and processes, which lend themselves to different splits in roles and responsibilities between providers and users.
Khalidi: You hear me speak of governance and about who controls what. A common question from enterprise customers is, when on premise, I know everything. I can walk to the machine, switch, and so on. Now, when off premise, my system is beyond my security wall and I have no control. Everything is an extension of what I have on premise. So, legitimate questions are: Do you want visibility and assurances? Who's accessing the data? Who's doing configurations? Moreover, customers want control over the policies of who can do what, who can access their systems, and so forth. And they have to work with what they have on premise, too, because in my view, the cloud will be an extension of what they have, and therefore it has to augment in-house systems not just in terms of network and storage and the like but also in terms of management.
I think you'll see more automation for load management, moving workloads around and so forth, but the first part, I think, is more visibility and understanding what's going on, and controlling what's going on is going to be important.
However, and to be candid, almost by definition you will not have the exact visibility you have when on premise.
Yousif: Any insights on how security and privacy concerns will be dealt with in the next few years?
Edsall: I think the cloud raises a new set of security concerns, and also raises a whole set of security opportunities. With an application-based model, you can clearly define what you would like from the infrastructure in terms of security as well as interaction of the application components in a way that's comprehensive and not dependent on the physical infrastructure or where the applications are within that infrastructure. This can be a great opportunity for making cloud more compliant and more secure than in the past.
I think off-premise deployments, and especially a shared environment, provide a great economic advantage, but it opens a whole new set of questions about security and how do I know that there is real separation? How can I be sure that someone isn't looking at my data? Again, I think recent events are causing a lot of people to ask about the security of their data on a public infrastructure. We'll face new challenges in that space. We might also see more attacks coming from the inside rather than from the outside. On a note related to monitoring, I think we'll see a huge movement in the area of big data analytics pertinent to security and understanding compliance. I do think that will happen way before 2020. I think applicationbased models for defining the behavior of the infrastructure will be an integral part of the tools used to develop applications such as Cloud Foundry.
Yousif: Because security isn't just a technology issue, any insights beyond technology such as processes or governance?
Pappe: When it comes to security, I want to differentiate between infrastructure platform and software. On the infrastructure side, you need to protect your cloud infrastructures, securely deploy workloads, and meet the enterprise compliance objectives. If you have a hybrid cloud-on-premise and off-premise deployment-you need to have full visibility across both deployments. When you go up to the PaaS level, you want your developers to be able to develop secure cloud applications with the respective APIs. You also want to protect them against fraud and application threats. On the SaaS level, you want to have complete visibility into the enterprise usage of SaaS-on premise and off premise. You want to create a risk profile and see if off-premise deployments have similar or different risk profiles than on-premise deployments.
Khalidi: There has been a shift from a few years ago, when the notion of putting anything outside my firewall was a no-no. Actually, I'm using the word firewall figuratively. Nowadays, it's hard to define what a firewall really is. I see the shift happening now, and the trick, again, is to recognize what makes sense to move to the cloud or to use the cloud to augment what you have on premise.
There will still be reasons for keeping things within your control. The main reasons aren't technical. The law says so. Countries say so. My state says so. You can go around the globe and you'll find good reasons, just reasons that the law says that this has to stay here. And that's not really open to debate as far as I'm concerned. The law is the law. So, for such reasons, you'll stay on premise.
Krebbers: I challenge in certain cases whether on premise is more secure than cloud (off premise). In many cases, on premise is as insecure as the cloud or as secure as the cloud.
Edsall: I think that the challenge is-considering the services provided to you-how do you know that the service provider has its house in order? How do you guarantee their compliance, that the provider's standards are as strict as your own or as you expect them to be? That's a difficult problem.
Krebbers:
We need new ways to find out. We need independent parties to monitor services on customers' behalf on an ongoing basis. Service providers also need to find a way to satisfy their customer base, which can be in the thousands, because they can't dedicate an auditor to each individual customer. I don't know what the best model is.
Edsall: This can be an opportunity for a whole new industry, although I think it raises questions around liability. If something goes wrong, is the third-party auditor liable or is the provider liable or does it ultimately come back to the customer?
Yousif: Too early to tell. We still need to figure that out, but we'll likely need something because there will always be this trust split between service providers and customers.
Pappe: Let me challenge you. In principle, you're right. Why should an off-premise service be different from an on-premise service if the same rules, processes, and policies are applied? Often you don't know the off-premise rules and policies, as well as you know your own policies. Let's take the example of the famous malicious insider. On premise, hopefully you don't have shared privileged IDs, so if there's a malicious insider, you know who it is. Does your off-premise provider follow the same rule set? If not, the probability that they'll catch a malicious insider is much lower.
Krebbers: I'm more careful of statements like on premise is more secure than off premise.
Pappe: My statement is only that if you don't know the policies, you can't judge. Therefore, a general statement is difficult to make. But, if you say, "I know cloud provider XYZ's policies, and they publish them, and I'm fine with them," then you have a base on which to judge your security level. If it's not published to the detail you need, then you can't judge.
Krebbers: You need to create a base, but even if you have the base, you still need confidence that people operate against that base. You need to verify it. And my point is that, internally and externally, don't operate against that base, even if you have agreed upon it.
Yousif: For third-party independent consultants to do their jobs, do we need to architect additional capabilities in the platforms?
Edsall: That will be a matter of gathering information and providing audit trails and having standards around what should be done, along with documentation of processes and those sorts of things. I think a lot of this will be worked out. I do believe there is room for differentiation as cloud providers might differentiate themselves on their level of transparency or level of security.
Yousif: This could be along the lines of auditing performance benchmarks.
Krebbers: Yes, but the point we made is farther along, because certain companies will start offering certain types of services or certain types of compliance services that will start to add the hooks you're talking about, but only if you provide the types of service that will provide the type of hooks you need. "Okay, but I fully focus, in Shell terms, on storing the most confidential data." If there's data you need to be very secure, you'll need to add another type of hook to your environment, so there will special companies for that. There are special companies for Roundtable other types of services, and they'll start driving the hooks you were talking about.
Edsall: Another industry that's seen effective auditing is the finance community, where there are general accounting principles, audits of public companies by specialized firms, and standardized and regulated reporting.
Yousif: Let's move to standardization and compliance. Are we going to see interoperable cloud offerings during that timeframe with sufficient degree of standardization?
Edsall: Absolutely. I think we're beginning to see it now.
Yousif: How do we get there?
Edsall: There's a lot happening in the open source community. OpenStack and ODL are a few examples. But they have to be done in such a way that service providers can differentiate among themselves. So there has to be flexibility for innovation and differentiation. I think this will be done through the open community, much more than through standardization communities such as IEEE or IETF.
Yousif: Why do you think so, Tom?
Edsall: Because I think the whole industry is so fluid and there is such rapid rate of innovation that those standards committees aren't agile enough and sometimes they get a bit too mired in politics. The open source community, on the other hand, is all about delivering actual products. I know that's a little bit contentious.
Pappe: This is also where the actions is, where the "cool" developers are. See how well-visited the OpenStack conferences have been recently. It's cool to be there, be part of the party, be influential, maybe even be a committer. That's how innovation is driven. If you win the hearts of the developers, you created a de facto standard. It's happening, for example, with OpenStack. Cloud Foundry is another candidate.
Krebbers: I also agree. It's quite interesting to see open source moving in many areas into the mainstream. If you look at the whole analytics space, open source is becoming dominant.
Khalidi:
We already have a fair amount of commonality among different providers and systems in that the building blocks that we rely on are things like TCP/IP and SSL. More and more, most cloud providers have well-defined RESTful interfaces to their services. Many, but not all, of the libraries and APIs are available in open source, so there's actually a fair amount of transparency to at least the big providers. And most of them have a way to get your data in and out quickly if you need it. The question really is, as you move up the stack, how much can you expect to have common interfaces for things like application management? It becomes harder and harder to have standards further up the stack. So I believe you're going to see a lot more standardization at the lower part of the stack, and I think that a fair amount of standardization of data access APIs is currently available.
One more thing. It's still early. There are technical arguments for it being too early for standardization.
Pappe: I agree with Tom on the needs; companies need to participate in open source. And the big companies need to develop the ability to innovate with, and sometimes despite, open source. And that's the trick the big companies need to learn. But the community also needs to allow that there can be differentiators for the individual companies.
Krebbers: But the difference is in how you apply it. From a supplier viewpoint, it's all about how you apply the software; it can't be the same software, but how you applied it. But that would be different depending on whether you receive or produce the services.
Yousif: Are you going to see interoperability among major service providers such as Amazon Web Services (AWS), Microsoft Azure, and IBM PureSystems?
Edsall: Either you'll have direct interoperability, or we'll see a suite of tools that will provide middleware that ensures interoperability. I think you'll definitely be able to have workloads spread across all of those environments. In fact, I believe you'll see that very soon.
Pappe: I think there is a trend to marketplaces, ecosystems, and service composition frameworks. They're tied together with open standards, enabling interaction and preventing vendor lock in. But not everybody is participating in all of them and we will some evolution and gravitation over time.
Yousif: Another topic is economics. Are we going to see different economic models, different consumption models from service providers versus what the customers and consumers are asking for, to entice more consumers to use the clouds?
Edsall: That will be part of how providers differentiate themselves. For example, they'll provide different levels of security or compliance, or audit capability, or maybe they'll provide content to their customers that you can't get anywhere else. Certainly, if I was running one of these networks, I would be doing everything I could to attract more customers and trying every economic model I could think of.
Pappe: I see a trend from the pure lowering of IT cost-a trend shifting the value to industry solutions, to industry transformations.
Yousif: What does that mean?
Pappe: I mean, using clouds to provide industryspecific applications and value adds, which wouldn't be possible without cloud. Take Netflix, for example. Netflix wouldn't be there without cloud. Netflix's entire business model is based on the cloud. Netflix wrote its own open source platform on top of an infrastructure cloud service. Netflix's platform is an industry solution which is a large differentiator for them and their business model. The future drivers of cloud are new business models and platforms enabling those which wouldn't work without a cloud.
Yousif: What about cloud use cases, experiences, and adoption? Do you think enterprises will have full faith in the cloud by that timeframe, that user experiences will be always positive? Are we going to see additional use cases that will be defined?
Edsall: Certainly not everyone is using cloud yet. In fact, most enterprises don't have a cloud. They're developing their cloud strategies. They're experimenting with it and clearly there are exceptions. There's a whole decision process they're going through right now, whether they want to have the cloud on premise or off.
That will be mostly driven by economics. As the infrastructure community reacts to what's happening in the cloud space, those economics are changing. Until just recently, if you wanted a private cloud, you had to build it yourself using components designed for a different kind of infrastructure. Now we're starting to see products designed for the cloud. So maybe I can build my own cloud economically. I might therefore evaluate the on-premise versus offpremise decision a bit differently.
There is also the question, 'If I'm going to use cloud, will it be on-premise or off-premise?' I recently had some feedback that companies are pulling back a little bit from off premise, primarily because of recent US National Security Agency (NSA) revelations. This is related to concerns about who is really looking at my data when it is off premise.
Pappe: Let me put a different spin on it. I'm not as strict as Johan in terms of cloud vis-à-vis on premise. We're seeing a transformation in how we develop and deploy applications. Say some developers are writing an application using the DevOps method. The process is driven by continuous delivery, so turnaround times are fast. A cloud delivery model is essential for such a process to work, regardless of whether the cloud runs on or off premise. The cloud model is the underlying principle of such a DevOps model. The ability to execute that is a huge value for our enterprise and our clients, because they derive business value out of it. They become more agile and they can differentiate themselves better from the competition, and that's more than infrastructure services.
Khalidi: A few years back, it was testing and development, not production. Now we're seeing production in the cloud. We're also seeing new application mixes in the cloud. You'll see more and more services running in the cloud that are extending what you have on premise and, importantly, adding value to what you have. In the next few years, I predict we'll see a combination of more lift and shift, more extension, but, importantly, new applications. Frankly, I'm surprised at what people are coming up with. When you give them a global computer infrastructure with rich services and go all the way up to SaaS services and unshackle them from the mundane aspects of putting in the data centers doing mundane work, people are actually coming up with very interesting applications.
Yousif: Are you saying that adoption will increase quite quickly, despite the existing sensitivities about security and privacy?
Edsall: I agree with Stefan. The adoption of cloud is occurring across the industry. Everybody's moving to cloud. By cloud, I mean both on and off premise. As I said earlier, there's a lot happening on premise, but that's going to change. There are a lot of considerations for a company when they adopt a cloud strategy and as we were saying about the DevOps lifecycle of an application, it changes how we think about applications and how they interact with the infrastructure. I might be developing policies in parallel with my application development, and developing my QA as I'm deploying these applications and iterating on this rapidly. That certainly will happen quite a lot if you're going on premise.
It's starting to erode traditional organizational boundaries. Most enterprises have a compute organization, a networking organization, and a storage organization. As they go into even the on premise clouds, those boundaries probably don't make as much sense. In fact, quite often how you organize your tools and develop applications and how you structure your organization all tend to mirror one another. I don't know what changes first-the organization, the tool sets, or the applications-but they all change together.
And lastly, organizations' skillsets will change, moving from a lot of handcrafted scripts and configurations that are somewhat fragile and static to a process that's much more automated and more software driven.
Yousif: On a related topic, do you see in that timeframe cloud services delivered by few 800-pound gorilla providers or a large number of small cloud providers, each delivering specialized cloud services?
Pappe: There might be a consolidation of infra-
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Mazin Yousif is the EIC of IEEE Cloud Computing. For his full bio, see page 7. structure providers because of the need for large investments and continued optimization of operations down to the tenth of a penny and even smaller. I think we might see consolidation on the infrastructure side. But at the higher level of the stack, middleware, platforms, industry solutions, we will see the number of service offerings exploding. New enterprises are coming up, which wouldn't be possible without a cloud. We're seeing a lot of SaaS and PaaS providers with exceptional innovations. Of course, often they get acquired by somebody, which leads to some consolidation, but they fuel innovations on all levels, including new industry models.
Edsall: I agree completely. Of course we're going to see a mix. The race to zero will be by the big guys and everybody else is going to try to figure out how to inject value so they don't have to race to zero, but we see that with almost everything that happens on the Internet.
Khalidi: Given that building a cloud requires capital-intensive businesses, not just at datacenters and servers, but also at the global network level, it will favor large scale. I am not an economist, but this pattern will result in fewer providers. Having said that, there are regulations. There are geopolitical considerations that will make this more than a pure economical argument, which in my opinion says you still need either on-premise private clouds or specialized vendors that are within some domains. So, in my opinion, we can end up with a handful of large public global cloud providers, augmented with technology providers and on-premise technologies that cater to local governance issues. As you move up the stack you get specialization. You'll always see vendors that do special functions. So as you move up the stack, you get more specialization, meaning many providers.
Yousif: We touched on the role of open source. I would like you to summarize your thoughts about it.
Edsall: I definitely think you are going to see service providers trying to use open source. When there's a critical mass in the open source community, it moves very, very quickly. And the rate of innovation is hard for private companies to match. You'll see them taking the open source, injecting their own value into it, and integrating it with their own systems to provide their services. I really believe they'll embrace this technology.
Pappe: The open source community drives innovations and maybe even more standardization than many standard organizations, by creating de-facto standards. Supporting open source is essential. Our entire product strategy is based open standards and open source at IBM. It lets us offer an open environment to clients with no vendor lock-in, allowing for choices, while differentiating with our own value adds and eco systems. That is the key ingredient of the future cloud.
Edsall: That's also true for Cisco. We see that using open source can be a key differentiator for us and so we feed in on the open source movement around our ACI (Application Centric Infrastructure) architecture.
Khalidi: Open source has an important role. There's a lot of activity in open source for all technologies. Certain technologies are useful for building largerscale systems for synchronization, data replication, caching, and so forth, and they're very much in the mix. I think everybody supports them at the moment. What I see missing is an infrastructure to make it easy to build cloud applications. You might have Ruby-on-rails, so you can do some website type of stuff, but it's still Lego blocks. You have to compose things, relatively low-level stuff, be it open source or otherwise. Just pick up that piece of code and you can say, "Oh, my gosh, configure this. Do this and this and that," so the good news, again, is that there are a lot of building blocks available. Hadoop is a great engine, but to build solutions, a lot of plumbing is still needed.
Yousif: Anything else you want to address here that we haven't touched on?
Edsall: The only thing I can say is that 2020 is six years away. I think that all of what we're talking about can happen in the next three years. If you ask for a prediction for six years out, I think we're all making it up. We really don't know and that's so far in the future in this industry.
Pappe: I agree with Tom. I hope that everything we talked about happens within the next couple of years, and there's a large likelihood to it. Actually, much takes place as we speak, innovations, which we evolve and make operationally robust and efficient. For an IT person like me, it's one of the most exciting times in my lifetime, because of the exciting transformation we talked about and the fact that we are in the middle of it forming our future.
Yousif: Thank you all.
