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Nambu-Goldstone-Leggett modes in multi-condensate superconductors
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Electronics and Photonics Research Institute, National Institute of Advanced Industrial Science and Technology,
1-1-1 Umezono, Tsukuba, Ibaraki 305-8568, Japan
Multi-gap superconductors exhibit interesting properties. In an N-gap superconductor, we have
in general U(1)N phase invariance. This multiple-phase invariance is partially or totally sponta-
neously broken in a superconductor. The Nambu-Goldstone modes, as well as Higgs modes, are
important and will play an important role in multi-condensate superconductors. The additional
phase invariance leads to a new quantum phase, with help of frustrated Josephson effects, such as
the time-reversal symmetry breaking, the emergence of massless modes and fractionally quantized-
flux vortices. There is a possibility that half-flux vortices exist in two-component superconductors in
a magnetic field. The half-quantum flux vortex can be interpreted as a monopole, and two half-flux
vortices form a bound state connected by a domain wall. There is an interesting analogy between
quarks and fractionally quantized-flux vortices in superconductors.
I. INTRODUCTION
The study of multi-band superconductors started from
works by Moskalenko[1], Suhl et al.[2], Peretti[3] and
Kondo[4], as a generalization of the Bardeen-Cooper-
Schrieffer (BCS) theory[5] to a multi-gap superconductor.
Kondo first pointed out that the sign of gap function de-
pends on the sign of the pair-transfer interaction between
two bands, and the signs of two gaps are opposite to
each other when the pair-transfer interaction is repulsive.
The first observed two-band superconductor is Nb doped
SrTiO3[6, 7]. The critical field Hc2(0) and the sizable
positive curvature of Hc2(T ) in YNi2B2C and LuNi2B2C
were analyzed within an effective two-band model on
the basis of multi-band Eliashberg theory[8]. Later, well
known MgB2[9] and iron-based superconductors[10] were
discovered.
There are many interesting properties in multi-
condensate superconductors. We show important char-
acteristics in the following:
(1) Multi-band superconductors have a possibility to ex-
hibit high critical temperature Tc. Tc is always enhanced
in the presence of interband interactions for s-wave super-
conductors. MgB2[9] and iron-based superconductors[10]
are multi-band superconductors with relatively high Tc.
We also mention that layered cuprates[11–13] can be re-
garded as multi-gap superconductors.
(2) Unusual isotope effect has been observed in multi-
band superconductors. This depends on the nature of
the attractive interaction in the pairing mechanism[14–
17] The isotope exponent α of (Ba,K)Fe2As2 takes values
even in the range of α < 0 and α > 0.5, depending on
the property of glue, especially strength and the range of
attractive interactions[16, 17].
(3) InN -gap superconductors, the gap functions are writ-
ten as ∆j = |∆j |eiθj for j = 1, · · · , N . The U(1)N phase
invariance at most can be spontaneously broken. The
Coulomb repulsive interaction turns the one-phase mode
Φ = c1θ1 + · · · + cNθN into a gapped plasma mode.
Thus there are at most N − 1 modes and they can be
low-energy excitation modes in superconductors. These
modes are in general massive due to Josephson interac-
tions. There is, however, a possibility that some of these
modes become massless Nambu-Goldstone modes when
the Josephson couplings are frustrated. The Josephson
couplings between different bands will bring about at-
tractive phenomena; they are (a) time-reversal symme-
try breaking (TRSB)[18–30], (b) the existence of mass-
less (gapless) modes[31–37] and low-lying excited states,
and (c) the existence of kinks and fractionally-quantized-
flux vortices[38–42]. The phase-difference mode between
two gaps is sometimes called the Leggett mode[43]. This
mode will yield new excitation modes in multi-gap super-
conductors. The Leggett mode is realized as a Josephson
plasma oscillation in layered superconductors.
(4) The existence of fractionally quantized-flux vortices
is very significant and attractive. The kink (soliton) so-
lution of phase difference leads to a new mode and the
existence of half-quantum flux vortices in two-gap super-
conductors. A generalization to a three-gap supercon-
ductor is not trivial and results in very attractive fea-
tures, that is, chiral states with time-reversal symme-
try breaking and the existence of fractionally quantized
vortices[18–20, 22]. Further, in the case with more than
four gaps, a new state is predicted with a gapless excita-
tion mode[44].
(5) A new type of superconductors, called the 1.5 type
as an intermediate of types I and II, has been proposed
for two-gap superconductors[45, 46]. This state may be
realized as a result of a multi-band effect, and does not
occur in a single-band superconductor.
(6) There is an interesting and profound analogy between
particles physics and superconductivity. For example,
there is a similarity between the Dirac equation and the
gap equation of superconductivity[47, 48].
In this paper we give a short review on several in-
teresting properties concerning Nambu-Goldstone modes
in multi-condensate superconductors. We focus on su-
perconductors in the clean limit, and impurity effects
in multi-band superconductors are left for future stud-
ies. The paper is organized as follows. In section II
we give a brief survey on multi-band superconductiv-
ity. We examine the effective action and discuss the
2plasma and Leggett modes in section III. We discuss the
Higgs mode briefly in section IV. Section V is devoted
to a discussion on time-reversal symmetry breaking. In
section VI we show that the half-quantized-flux vortex
can be regarded as a monopole in a multi-gap super-
conductor. In section VII we discuss the emergency of
massless Nambu-Goldstone mode when there is a frustra-
tion between Josephson couplings. We investigate a Z2-
symmetry breaking where fluctuations restore time rever-
sal symmetry from the ground state with time-reversal
symmetry breaking in the subsequent section VIII. In
section IX we examine an SU(N) sine-Gordon model.
This model is a generalization of the sine-Gordon model
to that with multiple variables and is regarded as a model
of G-valued fields for a Lie group G. This model is re-
duced to a unitary matrix model in some limit. We give
a summary in the last section.
II. A BRIEF SURVEY
Two years after the BCS theory was proposed[5], an
extension to two overlapping bands was considered by
Moskalenko[1] and Suhl, Matthias and Walker[2]. Af-
ter these works, Peretti[3], Kondo[4] and Geilikman[49]
reconsidered superconductors with multiple bands. The
motivation of Kondo’s work is to understand the small
isotope effect observed for some transition metal super-
conductors. Kondo investigated the exchange-like inte-
gral between different bands, which is a non-phonon ef-
fective attractive interaction, and proposed a possibil-
ity of small, being less than 0.5, or vanishing of the iso-
tope effect of the critical temperature Tc using the two-
band model. It was found by early works that the criti-
cal temperature is enhanced higher than both of critical
temperatures of uncoupled superconductors due to the
interband coupling. The Ginzburg-Landau model was
extended to include two conduction bands[22, 50–52].
Kondo, at the same time, introduced different phases as-
signed to two different gaps with phase difference π. This
indicates that we can take the phase difference ϕ to be
0 or π for the two-band model. A simple generalization
to a three-band model was investigated much later than
Kondo’s work. It was shown independently[18–20] that
the phase difference other than 0 or π is possible. It was
indicated that the intermediate value of the phase differ-
ence ϕ leads to time reversal symmetry breaking, which
is a new state in three-band superconductors. There have
been many works for a pairing state with time reversal
symmetry breaking[21–28, 31, 32, 37, 53–55] with rela-
tion to iron-base superconductors[56], and also from the
viewpoint of holographic superconductors[57–59].
Leggett[43] considered small fluctuation of phase dif-
ference, which yields fluctuation in the density of Cooper
pairs. This indicates a possibility of a collective exci-
tation of phase difference mode. Leggett examined the
Josephson term −J cos(ϕ) perturbatively using cos(ϕ) =
1−(1/2)ϕ2+· · · . In the presence of large fluctuation of ϕ
we are not allowed to use this approximation. In this sit-
uation we must employ a sine-Gordon model. This model
has a kink solution[60] with fluctuation from ϕ = 0 to 2π,
which results in a new collective mode[40, 61–65].
An intensive study of multi-gap superconductivity
started since the discovery of MgB2, and especially iron-
based superconductors. A new kind of superconductiv-
ity, called the type 1.5, was proposed for MgB2[45] where
it seems that there is an attractive inter-vortex interac-
tion preventing the formation of Abrikosov vortex lattice.
A theoretical prediction was given based on the model
with vanishing Josephson coupling[66]. There are some
controversial on this subject[67–69]. We expect that the
Higgs mode plays a role in this issue because Higgs mode
will produce an attractive force between vortices. A
three-band model is now considered as a model for iron-
based superconductors and the time reversal symmetry
breaking is investigated intensively.
III. PLASMA AND LEGGETT MODES
Let us consider the Hamiltonian for multi-gap super-
conductors:
H =
∑
iσ
∫
drψ†iσ(r)Ki(r)ψiσ(r)
−
∑
ij
gij
∫
drψ†i↑(r)ψ
†
i↓(r)ψj↓(r)ψj↑(r), (1)
where i and j (=1,2,· · · ) are band indices. Ki(r) stands
for the kinetic operator: Ki(r) = p
2/(2mi) − µ ≡ ξi(p)
where µ is the chemical potential. We assume that
gij = g
∗
ji. The second term indicates the pairing in-
teraction with the coupling constants gij . This model is
a simplified version of multi-band model where the cou-
pling constants gij are assumed to be constants.
In the functional-integral formulation, using the
Hubbard-Stratonovich transformation, the partition
function is expressed as follows:
Z =
∫
dψ↑dψ↓
∫
d∆∗d∆
× exp

− ∫ β
0
dτddx
∑
ij
∆∗i (G
−1)ij∆j


× exp

−∑
j
∫
dτddx(ψ∗j↑ψj↓)D
(
ψj↑
ψ∗j↓
) , (2)
where G = (gij) is the matrix of coupling constants and
D =
(
∂τ + ξj(p) ∆j
∆∗j ∂τ − ξj(p)
)
.
(G−1)ij (i 6= j) indicates the Josephson coupling. The
condition for the matrix G has been discussed in Ref.[70].
3In order to obtain the effective action for phase vari-
ables θj , we perform the gauge transformation(
ψj↑
ψ∗j↓
)
→
(
eiθjψj↑
e−iθjψ∗j↓
)
, (3)
so that ∆j are real and positive. The effective action is
written in the form
S =
∑
ij
∫
dτddx∆i(G
−1)ij∆j cos(2(θi − θj))− Tr ln D˜
(4)
where D˜ is given by the following matrix(
∂τ + i∂τθj + ξj(p+∇θj) ∆j
∆j ∂τ + i∂τθj − ξj(p+∇θj)
)
.
We define the fluctuation mode (Higgs mode) ηj of the
amplitude of ∆j as
∆j = ∆0j + ηj , (5)
where ∆0j is the gap function given by the saddle point
approximation.
The effective action for phase modes θj is given by
the usual quadratic form with the Josephson coupling.
For the two-band model with equivalent bands, i.e., ξ1 =
ξ2 = p
2/(2m)− µ for simplicity, the Lagrangian reads
L = ρF (∂τθ1 − eΦ)2 + ρF (∂τθ2 − eΦ)2
+
ns
2m
(
(∇θ1)2 + (∇θ2)2
)
+
1
8π
(∇Φ)2
+2γ∆20 cos(2(θ1 − θ2)) + · · ·
= 2ρF
(
1
2
∂τφ− eΦ
)2
+
ns
4m
(∇φ)2 + 1
8π
(∇Φ)2
+
1
2
ρF (∂τϕ)
2 +
ns
4m
(∇ϕ)2 + 2γ∆20 cos(2ϕ) + · · · ,(6)
where · · · indicates higher order terms including the cou-
pling terms between amplitude modes and phase modes.
We introduced the scalar potential Φ which represents
the Coulomb interaction and defined
φ = θ1 + θ2, ϕ = θ1 − θ2. (7)
γ denotes the Josephson coupling strength given by γ =
γ12 ≡ (G−1)12. ρF is the density of states at the Fermi
level and ns is the electron density per band given by
ns = nj ≡ (1/V )
∑
k[1 − (ξj(k)/Ej)(1 − 2f(Ej)]. The
derivative of the total phase ∇φ represents the plasma
mode with the plasma frequency ω2p = 4πnee
2/m where
ne is the total electron density including up and down
spins. This is seen by writing the terms of φ in the fol-
lowing form by integrating out the scalar potential Φ:
1
2
ρF
(
ω2n
k2 + 16πρF e2
+
ns
2mρF
)
k2|φ(iωn,k)|2, (8)
after the Fourier transformation. This indicates that the
plasma mode is described by the derivative of the to-
tal phase ∇φ. By performing the analytic continuation
iωn → ω + iδ, we obtain the dispersion relation as
ω2 = ω2pl + c
2
sk
2, (9)
where ω2pl = 8πnse
2/m and cs = vF /
√
3 with the Fermi
velocity vF . We have ns = ne/2 and ω
2
pl = ω
2
p at absolute
zero T = 0.
The Lagrangian of the phase difference mode (Leggett
mode) ϕ is given by the sine-Gordon model. This mode
is a massless mode if the Josephson coupling γ vanishes.
When ϕ is small, the sine-Gordon model describes an
oscillation mode, by using cosϕ = 1 − ϕ2/2 + · · · . We
assume that γ is positive so that ϕ describes a stable
oscillation mode. The frequency of this mode is propor-
tional to the gap function:
ωJ = 2
√
2γ
ρF
∆0. (10)
The dispersion relation is given as
ω2 = ω2J +
1
3
v2Fk
2. (11)
This kind of oscillation mode is known as the Josephson
plasma mode[71–75]. In MgB2 the frequency of the oscil-
lation mode (Leggett mode) was estimated to be 1.6 or
2THz[76]. There are two superconducting gaps in MgB2;
their magnitudes are given by ∆1 ≃ 1.2meV − 3.7meV
(π band, smaller gap) and ∆2 ≃ 6.4meV − 6.8meV (σ
band, larger gap)[77]. Thus, the frequency of the Leggett
mode is larger than 2∆1. The observation of the Leggett
mode in MgB2 was recently reported by Raman scatter-
ing measurements[78].
The effective action density for Nambu-Goldstone
modes for an N -band superconductor is written as
Lθ =
∑
j
ρj(∂τθj − eΦ)2 +
∑
j
nj
2mj
(∇θj)2
+
∑
jℓ
∆j(G
−1)jℓ∆ℓ cos(2(θj − θℓ)) + 1
8π
(∇Φ)2,
(12)
where ρj , nj andmj are the density of states, the electron
density and the electron mass in the j-th band, respec-
tively. For N = 2, this action density reads
Lθ = ρ1(∂τθ1 − eΦ)2 + ρ2(∂τθ2 − eΦ)2
+
n1
2m1
(∇θ1)2 + n2
2m2
(∇θ2)2
+2γ12∆1∆2 cos(2(θ1 − θ2)) + 1
8π
(∇Φ)2. (13)
When we neglect the scalar potential Φ for neutral su-
perconductors, the dispersion relations of the Nambu-
Goldstone mode and the Leggett mode are determined
4by the condition that the determinant of the 2 × 2 ma-
trix vanishes[76, 79]:(
ρ1ω
2 − n12m1 k2 − 4γ∆01∆02 4γ∆01∆02
4γ∆01∆02 ρ2ω
2 − n22m2 k2 − 4γ∆01∆02
)
.
The dispersion relations of the Nambu-Goldstone and
Leggett modes are, respectively, given by
ω2 =
1
ρ1 + ρ2
(
n1
2m1
+
n2
2m2
)
k2 = v2Nk
2, (14)
ω2 = 4
ρ1 + ρ2
ρ1ρ2
γ∆01∆02 +
1
ρ1 + ρ2
(
n1ρ2
2m1ρ1
+
n2ρ1
2m2ρ2
)
k2
= ω2J + v
2
Lk
2, (15)
where
v2N =
1
3
ρ1v
2
F1 + ρ2v
2
F2
ρ1 + ρ2
, (16)
v2L =
1
3
ρ2v
2
F1 + ρ1v
2
F2
ρ1 + ρ2
, (17)
ω2J = 4
ρ1 + ρ2
ρ1ρ2
γ∆01∆02. (18)
vFj is the Fermi velocity of the j-th band.
For charged superconductors, we must have the scalar
potential Φ in L. We integrate out the scalar potential
Φ to obtain the effective action given as after the Fourier
transformation:
Lθ =
8πe2ρ1ρ2
k2 + 8πe2(ρ1 + ρ2)
(∂τϕ)
2 − 4γ∆1∆2ϕ2
+
n1
2m1
(∇θ1)2 + n2
2m2
(∇θ2)2.
+
k2
k2 + 8πe2(ρ1 + ρ2)
(
ρ1(∂τθ1)
2 + ρ2(∂τθ2)
2
)
,
(19)
for ϕ = θ1 − θ2. In the long-wavelength limit k →
0, the quadratic terms of the mode ϕ are given by
ρ1ρ2/(ρ1 + ρ2) · (∂τϕ)2 − 4γ12∆01∆02ϕ2. The dispersion
of the Leggett mode is given by
ω2 = ω2J +
ρ1 + ρ2
ρ1ρ2
1
n1/2m1 + n2/2m2
n1
2m1
n2
2m2
k2
= ω2J +
1
9
1
v2N
v2F1v
2
F2k
2. (20)
The dispersion of the plasma mode is
ω2 = ω2pl + v
2
Nk
2, (21)
where ωpl is the plasma frequency for the two-band
model.
In general, in an N-gap superconductor, there are
N − 1 Leggett modes because one mode becomes a mas-
sive mode with the plasma frequency by coupling to the
Coulomb potential. When N bands are equivalent, the
Josephson term is invariant under an SN group action.
When there is an anisotropy that breaks the equivalence
among several bands, we have lower symmetry than SN .
IV. HIGGS MODE
Let us discuss the fluctuation of the amplitude of gap
functions, which can be called the Higgs mode. Recently,
there has been an increasing interest in a role of the Higgs
mode in superconductors[80–84]. The quadratic form of
the action in the field ηj is given as
LH =
∑
jℓ
ηj(G
−1)jℓηℓ cos(2(θ¯j − θ¯ℓ))
+
1
2
∑
ℓ
trG
(0)
ℓ σ1ηℓG
(0)
ℓ σ1ηℓ, (22)
where σ1 is the Pauli matrix and G
(0)
ℓ is the Green func-
tion defined by
(
G
(0)
ℓ
)−1
(iωn,p) =
( −iωn + ξ(p) ∆ℓ0
∆ℓ0 −iωn − ξ(p)
)
.
(23)
θ¯j is a mean-field value of θj , which was put zero in the
previous section. The excitation spectra is determined
from the condition detH = 0 where H is the matrix
H = (Hjℓ) defined by
LH =
∑
jℓ
ηjHjℓηℓ. (24)
This action is reduced to the Higgs part of Ginzburg-
Landau functional when the temperature T is near Tc
with vanishing gap at T = Tc. At low temperature the
spectrum has a gap being proportional to the mean-field
gap function. An effect of the Higgs mode in a supercon-
ductor has not been sufficiently clarified yet and there
may be a need for further studies.
For N = 2 (two-band superconductor), the matrix
(Hjℓ) is written as(
γ11 +
1
2Π1 γ12
γ21 γ22 +
1
2Π2
)
, (25)
where Πℓ is
Πℓ(q, iǫ) =
1
β
∑
n
1
V
∑
p
tr
[
G
(0)
ℓ (p+ q, iωn + iǫ)σ1
×G(0)ℓ (p, iωn)σ1
]
. (26)
Then the dispersion relation of the Higgs mode ω = ω(q)
is given by a solution of the equation
1 +
1
2
g11Π1(q, ω) +
1
2
g22Π2(q, ω)
+
1
4
detG ·Π1(q, ω)Π2(q, ω) = 0, (27)
where detG = g11g22 − g12g21.
The first term in LH gives a correction to the Joseph-
son coupling when replacing ηjηℓ by the expectation
5value 〈ηjηℓ〉. A Higgs-Leggett coupling appears from the
third term in Lθ in eq.(12). This type of fluctuations
will result in some effect on the stability of unconven-
tional states which will be discussed in subsequent sec-
tions. This subject concerning fluctuation effects is not,
however, considered in this paper and is left as a future
problem.
V. TIME-REVERSAL SYMMETRY BREAKING
The gap function, defined as ∆i(r) =
−∑j gij〈ψj↓(r)ψj↑(r)〉, satisfies the gap equation
∆i =
∑
j
gijNj∆j
∫
dξj
1
Ej
tanh
(
Ej
2kBT
)
, (28)
where Nj is the density of states at the Fermi surface in
the j-th band and Ej =
√
ξ2j + |∆j |2. ∆i in this section
is the mean-field solution in section III which is obtained
by a saddle-point approximation. We set
ζj =
∫ ωDj
0
dξj
1
Ej
tanh
(
Ej
2kBT
)
, (29)
and γij = (G
−1)ij where G = (gij). We write the gap
equation in the following form,


γ11 −N1ζ1 γ12 γ13 · · ·
γ21 γ22 −N2ζ2 γ23 · · ·
γ31 γ32 γ33 −N3ζ3 · · ·
· · · · · · · · · · · ·




∆1
∆2
∆3
· · ·

 = 0.
(30)
γij (i 6= j) gives the interband Josephson coupling be-
tween bands i and j[22].
When the gap functions ∆j are complex-valued func-
tions, the time-reversal symmetry is broken. The con-
dition for TRSB is that the following equation for the
imaginary part Im∆j has a nontrivial solution:


γ12 γ13 · · ·
γ22 −N2ζ2 γ23 · · ·
γ32 γ33 −N3ζ3 · · ·
· · · · · · · · ·



 Im∆2Im∆3
· · ·

 = 0, (31)
where we adopt that ∆1 is real for simplicity and γij are
real. We assume that γij = γji. In the case of N = 3,
the condition for TRSB has been obtained[23, 27]. We
have a necessary condition γ12γ23γ13 > 0[19, 20]. The
determinant of each 2×2 matrix in eq.(31) should vanish
so that non-trivial solution Im∆j (j = 2, 3) exist. Then
we have
γ12γ23 − (γ22 −N2ζ2)γ13 = 0, (32)
(γ22 −N2ζ2)(γ33 −N3ζ3)− γ223 = 0, (33)
γ12(γ33 −N3ζ3)− γ12γ23 = 0. (34)
When we assume γ13 6= 0, we obtain
γ22 −N2ζ2 = γ12γ23/γ13. (35)
Similarly, we have by assuming γ12 6= 0
γ33 −N3ζ3 = γ23γ13/γ12. (36)
From the gap equation γ21∆1+(γ22−N2ζ2)∆2+γ23∆3 =
0, we obtain the relation
∆1
γ23
+
∆2
γ31
+
∆3
γ12
= 0. (37)
The complex numbers ∆1/γ23, · · · form a triangle in the
TRSB state. The transition form TRSB to the state with
time-reversal symmetry takes place when the triangle re-
lation is broken. From eqs.(35) and (36), the critical
temperature Tc should satisfy
Nj ln
(
2eγEωDj
πkBTc
)
= γjj − γjnγjm
γnm
, (38)
where j, n and m are different to one another and γE
is the Euler constant. The stability of TRSB state has
been examined by evaluating the free energy[18, 27, 70]
In the simplest case where all the bands are equiva-
lent and γij (i 6= j) are the same, the chiral state in
Fig.1 is realized. We have (θ1, θ2, θ3) = (0, 2π/3, 4π/3)
for Fig.1(a) and (θ1, θ2, θ3) = (0, 4π/3, 2π/3) for Fig.1(b).
The two states are degenerate and have chirality κ = 1
and κ = −1, respectively, where the chirality is defined
by κ = (2/3
√
3)[sin(θ1− θ2)+ sin(θ2− θ3)+ sin(θ3− θ1)].
In the chiral state ∆1/γ23, · · · form an equilateral trian-
gle. In this case the eigenvalues of the gap equation are
degenerate and the chiral TRSB state is realized.
For N > 3 it is not straightforward to derive the con-
dition for TRSB. We consider here a separable form for
the Josephson couplings:
γij = γiγj for i 6= j, (39)
where γj(6= 0) (j = 1, · · · , N) are real constants. The
condition γ12γ23γ31 = γ
2
1γ
3
2γ
2
3 > 0 is satisfied. For N = 4
we obtain from eq.(31)
∆1
γ2γ3γ4
+
∆2
γ3γ4γ1
+
∆3
γ4γ1γ2
+
∆4
γ1γ2γ3
= 0. (40)
Then the triangle condition in eq.(37) is generalized to
the polygon condition for general N ≥ 3:
∆1
γ2γ3 · · · γN +
∆2
γ3γ4 · · · γNγ1 + · · ·+
∆N
γ1γ2 · · · γN−1 = 0.
(41)
We assume that the polygon is not crushed to a line,
which means, in the case N = 3, the triangle inequality
holds. Under these conditions, the solution with time-
reversal symmetry breaking exists and massless excita-
tion modes also exist at the same. The existence of mass-
less modes will be examined in next section.
6(a)! (b)!
FIG. 1: Chiral state with time-reversal symmetry breaking.
Two states have the chirality κ = +1 for (a) and κ = −1 for
(b).
0 
π
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!
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FIG. 2: Half-quantum flux vortex with a line singularity
(kink). The phase variables θ1 changes from 0 to pi when
crossing a singularity.
VI. HALF QUANTUM-FLUX VORTEX AND A
MONOPOLE
The sine-Gordon model has been studied to investigate
a new dynamics of multi-gap superconductors[40, 41, 85].
When the oscillation of phase difference ϕ is small, we can
expand the potential around a minimum. This results
in the Leggett mode as described in section III. In the
presence of large oscillation, we cannot use a perturbative
method and we must consider a non-perturbative kink
solution. This leads to a half-quantum flux vortex.
The sine-Gordon model has a kink solution[60]. If we
impose the boundary condition such that ϕ→ 0 as x→
−∞ and ϕ→ 2π as x→∞, we have a kink solution like
ϕ = π+2 sin−1(tanh(
√
κx)) for a constant κ. The phase
difference ϕ should be changed from 0 to 2π to across
the kink. This means that θ1 changes from 0 to π and at
the same time θ2 changes from 0 to −π. In this case, a
half-quantum-flux vortex exists at the edge of the kink.
This is shown in Fig.2 where the half-quantum vortex
is at the edge of the cut (kink). A net change of θ1 is
2π by a counterclockwise encirclement of the vortex, and
that of θ2 vanishes. Then, we have a half-quantum flux
vortex.
The phase-difference gauge field B is defined as[31]
B = − h¯c
2e∗
∇ϕ. (42)
The half-quantum vortex can be interpreted as a
monopole[22]. Let us assume that there is a cut, namely,
kink on the real axis for x > 0. The phase θ1 is repre-
sented by
θ1 = −1
2
Im log ζ + π, (43)
where ζ = x+iy. The singularity of θj can be transferred
to a singularity of the gauge field by a gauge transforma-
tion. We consider the case θ2 = −θ1: ϕ = 2θ1. Then we
have
B = − h¯c
2e∗
∇ϕ = − h¯c
e∗
1
2
(
y
x2 + y2
,− x
x2 + y2
, 0
)
. (44)
Thus, when the gauge field B has a monopole-type sin-
gularity, the vortex with half-quantum flux exists in two-
gap superconductors.
Let us consider the fictitious z axis perpendicular to
the x-y plane. The gauge potential (1-form) is given by
Ω± = −1
2
1
r(z ± r) (ydx− xdy) =
1
2
(±1− cos θ)dφ, (45)
where r =
√
x2 + y2 + z2, and θ and φ are Euler angles.
Ω± correspond to the gauge potential in the upper and
lower hemisphere H±, respectively. Ω± are connected by
Ω+ = Ω− + dφ. The components of Ω+ are
Ωµ =
1
2
(1− cos θ)∂µφ. (46)
At z = 0, Ωµ coincides with the gauge field for half-
quantum vortex. If we identify ϕ with φ, we obtain
B =
h¯c
e∗
Ω, (47)
at θ = π/2. {Ω±} is the U(1) bundle P over the sphere
S2. The Chern class is defined as
c1(P ) = − 1
2π
F = − 1
2π
dΩ+. (48)
The Chern number is given as
C1 =
∫
S2
c1 = − 1
2π
∫
S2
F
= − 1
2π
(∫
H+
dΩ+ +
∫
H
−
dΩ−
)
= 1. (49)
In general, the gauge field B has the integer Chern num-
ber: C1 = n. For n odd, we have a half-quantum flux
vortex.
The half-flux vortex has been investigated in the study
of p-wave supercon- ductivity[39, 86, 87]. In the case of
chiral p-wave superconductivity, the singularity of U(1)
phase is, however, canceled by the kink structure of the
d-vector. This is the difference between two-band super-
conductivity and p-wave superconductivity.
As we can expect easily, a fractional quantum-flux vor-
tex state is not stable because the singularity (kink, do-
main wall) costs energy being proportional to the square
7root of the Josephson coupling. Thermodynamic sta-
bility was discussed in Ref.[42]. Two vortices form a
molecule by two kinks. This state may have lower en-
ergy than the vortex state with a single quantum flux φ0
because the magnetic energy of two fractional vortices is
smaller than φ20 of the unit quantum flux. The energy
of kinks is proportional to the distance R between two
fractional vortices when R is large. Thus, the attractive
interaction works between them when R is sufficiently
large. There is an interesting analogy between quarks
and fractional flux vortices[88].
VII. MASSLESS NAMBU-GOLDSTONE MODES
We examined the phase modes that are Nambu-
Goldstone modes by nature emerging due to a spon-
taneous symmetry breaking in section III. There, one
mode becomes massive by coupling to the scalar po-
tential, called the plasma mode, and the other modes
become massive due to Josephson couplings, called the
Leggett modes. In this section we show that massive
modes change into massless modes when some conditions
are satisfied.
The Josephson potential is given as
V ≡ −
∑
i6=j
γij∆i0∆j0 cos(θi − θj), (50)
where γij = γji are chosen real. Obviously the phase dif-
ference modes θi− θj acquire masses. This would change
qualitatively when N is greater than 3 or equal to 3. We
discuss this in this section.
We show that massless modes exist for anN -equivalent
frustrated band superconductor. Let us consider the po-
tential for N ≥ 4 given by
V = Γ[cos(θ1 − θ2) + cos(θ1 − θ3) + · · ·+ cos(θ1 − θN )
+ · · ·+ cos(θN−1 − θN )]. (51)
For Γ > 0, there are two massive modes and N − 3
massless modes, near the minimum (θ1, θ2, θ3, θ4, · · · ) =
(0, 2π/N, 4π/N, 6π/N, · · · ). This can be seen by writing
the potential in the form
V =
Γ
2
[( N∑
i=1
Si
)2
−N
]
, (52)
where Si (i = 1, · · · , N) are two-component vectors
with unit length |Si| = 1. V has a minimum Vmin =
−ΓN/2 for ∑i Si = 0. Configurations under this
condition have the same energy and can be continu-
ously mapped to each other with no excess energy. At
(θ1, θ2, · · · ) = (0, 2π/N, 4π/N, · · · ) with V = −ΓN/2,
satisfying
∑
i Si = 0, the vectors Si form a polygon.
The polygon can be deformed with the same energy (see
Figs.3(a) and 3(b)). The existence of massless modes was
examined numerically for the multi-gap BCS model[33].
(a)! (b)! (c)!
FIG. 3: Polygon state satisfying
∑
j
Sj = 0 for N = 4 in
(a) and (b), where time-reversal symmetry is broken and a
massless mode exists. A linear state with
∑
j
γj∆j = 0 is
shown in (c), where a massless mode exists but the time-
reversal symmetry is not broken.
It has been shown that there is a large region in the pa-
rameter space where massless modes exist.
Let us discuss the Josephson potential in a separable
form. This is given by
V =
∑
i6=j
γij∆
∗
i∆j =
∑
i6=j
γiγj∆
∗
i∆j . (53)
This is written as
V = |P |2 −
∑
j
γ2j |∆j |2, (54)
where P =
∑
j γj∆j . V has a minimum when P = 0
is satisfied. P = 0 is equivalent to the polygon condi-
tion in eq.(41). Because the polygon for N > 3 can be
deformed continuously without finite excitation energy,
a massless mode exists[31] (Fig.3 (a) and (b)). We have
one massless mode for N = 4 and two massless modes for
N = 5. A spin model, corresponding to the Josephson
model considered here, also has gapless excitation modes.
When the polygon is crushed to a line, the time-
reversal symmetry is not broken. A massless mode, how-
ever, exists when P = 0. An example is shown in Fig.3(c)
called a linear model. In this model there are two inde-
pendent modes and the quadratic term of one mode van-
ishes as can be shown by explicit calculations. A mode
called the scissor mode becomes massless.
In this section we did not consider an effect of the am-
plitude mode (Higgs mode) ηj . This mode may be im-
portant when discussing the stability of massless modes.
This is a future problem.
VIII. Z2 PHASE TRANSITION
In this section we present a field theoretic model that
shows a chiral transition. This model is extracted from a
model for multi-gap superconductors. The model should
be regarded as a model in field theory, and we also discuss
applicability to real superconductors. We adopted the
London approximation to derive the model, where the
fluctuation modes (Higgs modes) ηj of the gap functions
are neglected. A role of the fluctuation mode concerning
8the existence of the phase transition would be a problem
for future discussion.
Let us consider an action for phase variable θj :
S[θ] =
1
kBT
∫
ddx
[∑
j
nsj
2mj
(∇θj)2
+
∑
i6=j
γij∆i0∆j0 cos(θi − θj)
]
, (55)
where we neglect τ dependence of θj . We simply assume
that Kj ≡ nsj/(2mj) = K, ∆j0 = ∆0 and γij = γji = γ,
namely, all the bands are equivalent. Then the action for
the phase variables θj is
S[θ] =
Λd−2
t
∫
ddx

∑
j
(∇θj)2 + αΛ2
∑
i<j
cos(θi − θj)

 ,
(56)
where t/Λd−2 = kBT/K and λΛ
2 = 2γ∆20/K. We have
introduced the cutoff Λ so that t and α are dimensionless
parameters. We assume that α > 0 in this paper. We
consider the case N = 3 and discuss the phase transition
in this model. Apparently this model has S3 symmetry.
If we neglect the kinetic term, the ground states is two-
fold degenerate. The two ground states are indexed by
the chirality κ.
We perform a unitary transformation: θ1 = −2π/3 −
(1/
√
2)η1 + (1/
√
6)η2 + (1/
√
3)η3, θ2 = −(2/
√
6)η2 +
(1/
√
3)η3, and θ3 = 2π/3 + (1/
√
2)η1 + (1/
√
6)η2 +
(2/
√
3)η3, where ηi (i = 1, 2, 3) indicate fluctuation fields.
η3 describes the total phase mode, η3 = (θ1+θ2+θ3)/
√
3,
and is not important because this mode turns out to be a
plasma mode by coupling with the long-range Coulomb
potential. The action S[η] ≡ S[θ] becomes
S[η] =
Λd−2
t
∫
ddx
[∑
j
(∇ηj)2 + αΛ2
(
cos
(√
2η1 +
4π
3
)
+ 2 cos
(
1√
2
η1 +
2π
3
)
cos
(√
3
2
η2
))]
. (57)
This model shows the chiral transition[35] as well as
the Kosterlitz-Thouless transition[89]. The renormaliza-
tion group method[90, 91] is applied to obtain the beta
functions. They are given by
µ
∂t
∂µ
= (d− 2)t+Atα2 (58)
µ
∂α
∂µ
= −2α+ 1
4π
αt, (59)
for the mass parameter µ. Here A is a constant. The
equation for α has a fixed point at t = 8π. In two dimen-
sion d = 2 the renormalization group flow is the same as
that for the Kosterlitz-Thouless transition (see Fig.4).
There is a chirality transition at a finite temperature
where the states with chirality κ = ±1 disappear and
!!tc!
FIG. 4: Renormalization group flow for the sine-Gordon
model. The flow is indicated as µ is increased (µ→∞).
simultaneously the chirality vanishes. This is shown by
taking account of the fluctuation around the minimum
of the potential. Using cos(
√
3/2η2) = 1− (4/3)η22+ · · · ,
the action is written as
S =
Λd−2
t
∫
ddx
[∑
j
(∇ηj)2 + αΛ2
(
cos
(√
2η1 +
4π
3
)
− 2
∣∣∣cos( 1√
2
η1 +
2π
3
)∣∣∣)
+
3αΛ2
2
∣∣∣cos( 1√
2
η1 +
2π
3
)∣∣∣η22].
(60)
We integrate out the field η2 to obtain the effective ac-
tion. The effective free-energy density in two dimensions
is obtained as
f [ϕ]
Λ2
=
1
2
KΛ−2(∇ϕ)2 + ǫ0
(
cosϕ− 2
∣∣∣cos(ϕ
2
)∣∣∣)
+
1
2
kBT
c
4π
ln
(
cΛd
t
+
3αΛd
2t
∣∣∣cos(ϕ
2
)∣∣∣)
+ kBT
3α
16π
∣∣∣cos(ϕ
2
)∣∣∣ ln(1 + 2c
3α
∣∣∣cos(ϕ
2
)∣∣∣−1),
(61)
for ϕ ≡ 4π/3 +√2η1 where Λ is a cutoff, c is a constant
and ǫ0 = kBTα/t = 2γ∆
2
0/Λ
2. The critical temperature
Tchiral of the chirality transition is determined by the
condition that we have a minimum at ϕ = π (first-order
transition). Tchiral is shown as a function of α in Fig.5.
Tchiral = (K/kB)tc is dependent on α, where α is propor-
tional to the Josephson coupling, while the temperature
of the Kosterlitz-Thouless transition TKT = (K/kB)8π
is independent of α. Thus Tchiral and TKT are different
in general.
We have shown a model which shows a transition
due to growing fluctuations. The disappearance of
the chirality results in the emergency of a Nambu-
Goldstone boson. This represents the phenomenon that
the Nambu-Goldstone boson appears from a fluctuation
90
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20
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40
0 1 2 3 4 5 6
t
c
!/c
FIG. 5: tc ≡ kBTchiral/K as a function of α/c with c = 4pi.
effect. Please note that this does not say that a dis-
creet symmetry can be broken by Nambu-Goldstone bo-
son proliferation. A Nambu-Goldstone would emerge as
a result of a discree symmetry breaking. At T > Tchiral
two spins in Fig.1 are antiferromagnetically aligned and
one spin vanishes. This means that the one spin is rotat-
ing freely accompanied with the existence of a massless
boson. Our model shows that the Z2-symmetry breaking
induces a massless boson. If we neglect the kinetic term
in the action, Tchiral is determined uniquely as Tchiral =
ǫ0/2. ǫ0 corresponds to J in the two-dimensional XY
model. This suggests that there is a chirality transition
in the 2D XY model on a two-dimensional triangular lat-
tice at near T = J/2, which has been confirmed by a nu-
merical simulation[92]. The existence of the Kosterlitz-
Thouless transition has also been shown at near T = J/2.
We discuss whether our model is applicable to real su-
perconductors. We expect that our model applies to,
for example, layered superconductors like cuprates with
small Josephson couplings. This type of transition has
been discussed for three-band superconductors with frus-
trated interband Josephson couplings[93]. Recent exper-
iments indicate a possible first-order phase transition be-
low the superconducting transition temperature in multi-
layer cuprate superconductor HgBa2Ca4Cu5Oy[94]. We
hope that this phase transition is related to the dynamics
of multicomponent order parameters.
IX. SU(N) SINE-GORDON MODEL
In this section let us consider a generalized Josephson
interaction where the Josephson term is given by a G-
valued sine-Gordon potential for a compact Lie group G.
This model includes multiple excitation modes, and is a
nonabelian generalization of the sine-Gordon model. The
Lagrangian is written as
L = 1
2t
Tr∂µg∂
µg−1 +
α
2t
Tr(g + g−1), (62)
for g ∈ G. When g = eiϕ ∈ U(1), this Lagrangian is
reduced to that of the conventional sine-Gordon model.
This model can be regarded as the chiral model with the
mass term. Here we consider the SU(N) or O(N) model:
G = SU(N) or O(N). In the limit t → ∞ with keeping
λ ≡ α/t constant, the SU(N) sine-Gordon model is re-
duced to a unitary matrix model. It has been shown by
Gross and Witten that, in the large N limit with the
coupling constant λ = Nβ, for the model NβTr(g + g†),
there is a third-order transition at some critical tc[95].
Brezin and Gross considered the model to generalize the
coupling constant λ to be a matrix and also found that
there is a phase transition[96–98]. Recently, the vortex
structure for a nonabelian sine-Gordon model was inves-
tigated numerically[99].
An element g ∈ G is represented in the form:
g = g0 exp
(
iλ
∑
a
Taπa
)
, (63)
where λ is a real number λ ∈ R and g0 ∈ G is a some
element in G. We put g0 = 1 in this paper. Ta (a =
1, 2, · · · , NT ) form a basis of the Lie algebra of G. NT =
N2−1 for SU(N) and NT = N(N−1)/2 for O(N). {Ta}
are normalized as
TrTaTb = cδab, (64)
with a real constant c. The scalar fields πa indicate fluc-
tuations around the classical solution, that is, the non-
abelian perturbation to the state g0. We expand g by
means of πa as
g = g0
[
1 + iλTaπa − 1
2
λ2(Taπa)
2 + · · ·
]
, (65)
and evaluate the beta functions of renormalization group
theory.
The renormalization group equations read[100]
µ
∂t
∂µ
= (d− 2)t− C2(G)
4
t2 +A0C(N)tα
2, (66)
µ
∂α
∂µ
= −α (2− C(N)t) , (67)
where A0 = A0(N) is a constant (depending on N),
c = 1/2 and the volume element Ωd/(2π)
d is included
in the definition of t for simplicity. C(N) is the Casimir
invariant in the fundamental representation given by
C(N) = c
N2 − 1
N
for G = SU(N), (68)
= c
N − 1
2
for G = 0(N). (69)
The coefficient of t2 term in µ∂t/∂µ is the Casimir
invariant in the adjoint representation defined by∑
ab fabcfabd = C2(G)δcd. C2(G) for SU(N) is given as
C2(G) = 2Nc for G = SU(N). (70)
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C2(G) for G = O(N) is proportional to (N − 2)c. Thus
beta functions are determined by Casimir invariants.
There is a zero of beta functions in two dimensions(d =
2):
tc =
2
C(N)
, αc =
√
C2(G)
2A0(N)
1
C(N)
. (71)
This is a bifurcation point that divides the parameter
space into two regions. One is the strong coupling region
where α → ∞ as µ → ∞, and the other is the weak
coupling region where α → 0 as µ → ∞. In the weak
coupling region, we can use a perturbation theory by ex-
panding g by means of the fluctuation fields πa. This
results in the existence of multiple frequency modes. We
expect that these modes may be observed. There may be
a possibility to classify excitation modes using a group
theory.
X. SUMMARY
The Nambu-Goldstone-Leggett modes play a nontriv-
ial role in multi-condensate superconductors. We dis-
cussed the plasma and Leggett modes, time-reversal sym-
metry breaking, half-quantized flux vortex and its struc-
ture as a monopole in a superconductor, massless modes,
and generalized sine-Gordon models. An N -gap super-
conductor has N − 1 phase-difference variables, and the
U(1)N−1 phase invariance can be partially or totally bro-
ken. The N − 1 phase modes are in general massive
due to the symmetry breaking by Josephson couplings.
When the Josephson couplings are frustrated, symmetry
is partially broken and some of phase modes can become
massless.
When the phase fluctuation is large, we cannot use a
perturbation in the phase variable ϕ as done by Leggett.
In this case a kink solution provides a new excitation
mode. A fractional-quantum-flux vortex exists at the
edge of the kink. An effect of fluctuation is investigated,
based on a toy model, where fluctuation restore time re-
versal symmetry from the ground state with time-reversal
symmetry breaking. We also proposed a G-valued sine-
Gordon model as a generalization of the sine-Gordon
model. If we neglect spatial dependence of G-valued
fields, this model is reduced to a unitary matrix model.
We derived a set of renormalization group equations for
this model. In the weak coupling region the perturbative
procedure may lead to multiple excitation modes.
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