Abstract-We present an optimum diversity receiver called blind ratio combining (BRC) that minimizes the average symbol error probability or maximizes the average output SNR, where the channels' time delays and the random phases are known, while the fading amplitudes are unknown. In contrast to previous works, where efforts were made to find a posteriori probabilities at the receiver, the BRC simply calculates the optimum weights, which depend on the channel's statistics, avoiding continuous channel estimation, and thus, it significantly reduces the system's complexity. In nonidentical multipath fading channels with power delay profile (PDP), the BRC receiver performs between maximal ratio combining (MRC) and equal gain combining (EGC), and keeps its performance comparable-and in some cases superior-to that of generalized selection combining, while for large values of the decay factor, it approaches MRC. Moreover, in the important practical case of exponential PDP-common in RAKE receivers modeling and adopted for the Universal Mobile Telecommunications System spatial channel modeling by the European Telecommunications Standards Institute-3GPP-the optimum weights can be accurately approximated by simple elementary functions. Furthermore, it is proved that the utilization of these weights ensures an error performance improvement over EGC for arbitrary PDPs. The proposed BRC receiver can be efficiently applied in wireless wideband communication systems, where a large number of diversity branches exists, due to the strong multipath effects.
I. INTRODUCTION

M
ULTICHANNEL receivers followed by certain diversity combining techniques can significantly improve the system's performance and are of great interest, even more in the emerging broadband communication systems (e.g., ultrawideband), where the number of diversity paths can be considerably large due to the strong multipath effects. The diversity combining basically relies on the reception of the replicas of the same information distorted by independent (or near independent) fading paths. Among the well-known diversity techniques, maximal ratio combining (MRC) [1] - [3] is the optimal combiner in the sense that it attains the highest output signal-to-noise ratio (SNR) of any combining scheme, independent of the distribution of the branch signals [4] . However, it requires the knowledge of the channel (path) fading amplitudes and phases of each diversity branch, which in practice are not known and must be continuously estimated by the receiver, resulting in high complexity. Alternative combining techniques such as equal gain combining (EGC) [5] - [12] , selection combining (SC) [13] , [14] , or switch combining (SWC) [15] - [18] are often used in practice due to their reduced complexity relative to the optimum MRC scheme. Indeed, EGC weights each branch equally before combining, and therefore, does not require the estimation of the channel fading amplitudes, while its error performance is comparable to that of the MRC for certain fading environments [not severe independent identically distributed (i.i.d.) fading channels]. Otherwise, and especially in environments with power delay profile (PDP), the performance of the EGC can dramatically deteriorate, due to the combining loss: combining more signals does not necessarily enhance performance, especially for high bit error rates (BERs), since the weak branches contribute more in increasing the noise than the signal power [19] . In such fading environments, the generalized selection combining (GSC) constitutes as an alternative solution with better performance than EGC and lower complexity compared to MRC. A comprehensive summary of the diversity combining methods can be found in [4] .
Particular interest has been given in the past in the design and specification of optimum (a posteriori probability) receivers, which optimize the system's performance with respect to some a priori chosen performance criterion [20] - [23] . In these pioneering works, the proposed optimum receivers compute the set of a posteriori probabilities, which depend on the degree of knowledge of the channels' parameters, i.e., the fading amplitude, the random phase, and the time delay, introduced by the fading medium. However, in many instances, implementation of the optimum structure may not be simple or even feasible [4, p. 189] . Special efforts were made for the case where the receiver has full knowledge of both the time delays and phases but not of the channel gains, since the measurement of the phase characteristic is more important than measuring the channel gain, concerning the error performance [20] . Most of these works dealt with only binary modulation/detection schemes (i.e., BPSK with coherent detection in Rayleigh or Rician fading channels). Moreover, practical receiver's structure was given only for BPSK modulation in Rayleigh and Nakagami-m fading for the high SNR region, since the calculation of the a posteriori probabilities is not always an easy task.
In this paper, we present a simpler structure for an optimum diversity receiver with coherent detection, called blind ratio combining (BRC), which minimizes the average symbol error probability (ASEP), or maximizes the average output SNR, when the fading amplitudes are not available at the receiver. In contrast to previous works, where efforts were made to find a posteriori probabilities, the new proposed receiver simply calculates the optimum weights at each diversity branch, contributing in minimizing the combining loss, and consequently, minimizing the ASEP and maximizing the combined average SNR (ASNR). Its structure is similar to that of the MRC receiver, but the weights do not depend on the instantaneous channel gains (thus avoiding continuous channel estimation) but on the long-term channel statistics. This can be efficiently estimated at the initialization stage, before the communication begins and remains either almost constant in general or changes slowly in such a manner that it can be accurately tracked at the receiver [24] . Observing that BRC constitutes a virtual EGC receiver, previously published formulas for the error performance of the EGC receivers [6] - [8] can be efficiently applied to evaluate the optimum weights, solving a minimization problem by means of well-known numerical methods.
Considering multipath fading channels with PDP, the optimum weights can be accurately approximated by simple elementary functions, and thus, the complexity of the BRC receiver can be significantly reduced-avoiding to solve the minimization problem. Moreover, it is proved by using the majorization theory [25] that the utilization of these weights ensures an error performance improvement over EGC for arbitrary PDPs. The BRC performs between MRC and EGC and keeps its performance comparable to that of the GSC, while for large values of the decay factor, it approaches MRC. This happens in contrast to EGC, whose error performance dramatically decreases with an increase of the number of branches, when operating over nonidentical fading channels.
The BRC receiver proposed in this paper can be efficiently applied in wideband communication systems, where a large number of diversity branches exist, due to the strong multipath effects. In these systems, the propagation environment varies widely from strong line-of-sight to extreme non-line-of sight, where the multipaths may be nonidentically distributed, concerning not only their average powers, but also their fading parameters [26] , [27] .
The outline of the paper is as follows. Section II describes the BRC system model, while the computation of the optimum weights is presented in Section III for the Rayleigh and Nakagami-m fading models employing M-PSK modulation. In Section IV, considering exponential PDP, the optimum weights are accurately approximated by elementary functions, while Section V provides a comparison of the BRC with the MRC, EGC, and GSC receivers. Finally, concluding remarks are presented in Section VI. II. SYSTEM MODEL Consider a multichannel diversity reception system with L branches operating in a flat fading environment, in which the receiver employs symbol-by-symbol detection. The signal received over the kth diversity branch in a symbol interval of duration T S can be expressed as
where s(t) is the complex baseband information-bearing signal with average symbol energy 2E s , a k (t) is the random magnitude, ϕ k (t) and τ k are the random phase and delay of the kth diversity branch, f c is the carrier frequency and n k (t), representing the additive noise, is a zero-mean complex Gaussian random process with two-sided power spectral density 2N 0 . Assuming that the random phase ϕ k (t) and the delay τ k are known at the receiver, the received signals are cophased and transferred to baseband so that the signal at the kth branch will be
At the combination stage, the signals u k (t) are weighted and summed to produce the decision variable
where w k (t) is the weight of the kth branch. Then, by applying maximum likelihood detection (MLD), the combiner's output is compared with all the known possible transmitted symbols in order to extract the decision metric. The general structure of the previously presented multichannel receiver is depicted in Fig. 1 . For the reader's convenience, the time notation will be omitted in the following.
A. MRC and EGC
When MRC is used, the received signal at the kth branch is weighted by the instantaneous channel gain at that time interval, i.e., w k = a k /N k , where N k is the mean square noise power of the kth branch. These optimum weights are obtained by applying continuous channel estimation at the receiver, and as a result, the output SNR is given by [4] 
where γ k is the instantaneous SNR of the kth branch. On the contrary, coherent EGC cophases and equally weights each branch before combining, and therefore, does not require estimation of the channel (path) fading amplitudes, but only the knowledge of the channel phase, in order for the demodulator to undo the random phase shifts introduced on the diversity channels. As a result, the output SNR is given by [4] 
and if it is assumed that N k = N 0 , (5) is simplified to
B. BRC
In BRC receivers proposed in this paper, it is assumed that the received signal at the kth branch is weighted by the constant quantity w k over a certain time period. Following the same procedure as in MRC or EGC, the output SNR can be finally expressed as
and if N k = N 0 , the output SNR of the BRC is given by
The weights w k depend on the channel's statistics (thus avoiding continuous channel estimation) and can be calculated at the initialization stage before the communication begins, remaining constant as long as the channel statistics do not change.
It must be noted here that the rate at which channel statistics change depends on the large-scale variations in the scattering environment and is typically constant or changes slowly, so it can be accurately tracked at the receiver and can be estimated reliably [24] . From (8) and after some manipulations, the BRC output SNR can be written as
where
Comparing (6) and (9), it can be easily observed that the BRC receiver constitutes a virtual EGC receiver, where the random variable (RV) γ k is replaced by the RV b 2 k γ k . Also note that (7) describes the instantaneous output SNR of a general L-branch diversity combining receiver, which reduces to the MRC receiver for w k = a k /N k , or to the EGC receiver for w k = a, where a is a constant. . The problem we set here is to find the optimum weights w k per branch that depend only on the channel's statistics (and not on the instantaneous channel gains) and minimize the ASEP or maximize the combined ASNR.
III. OPTIMAL WEIGHTS FOR BRC RECEIVERS Let the channel (path) fading amplitudes {a
k } L k =1 at
A. Minimization of the ASEP
Since the BRC receiver constitutes a virtual EGC receiver, the symbol error probability conditioned on the fading amplitudes can be written in the form
where G(·) denotes a function that depends on the coherent modulation scheme (e.g., M -PSK) and the fading channel model. For example, when BPSK modulation is used,
where Q(·) is the Gaussian Q-function and E s is the average energy per symbol. The ASEP P e (E) is obtained by averaging (11) over the joint probability density function (pdf) of the channel fading amplitudes p a (a), i.e.,
The problem described before is to find the vector
, which minimizes (13), i.e.,
The constraint in (14) is necessary due to the fact that any vector proportional to Ω also constitutes a solution to the minimization problem, since the vector aΩ, with a a constant number, would result in the same output SNR given by (7) . We have to mention here that the weights should belong to the subspace (0, 1) in the sense that the received signals are not amplified, in order to avoid extra power consumption.
1) BPSK and Rayleigh Fading:
The extraction of the weights Ω k by directly minimizing (13) is not an easy task, since the pdf p a (a) is yet unknown in a closed form. Fortunately, for BPSK modulation in Rayleigh fading, Zhang [6] presented an analytical formula for the ASEP as
with 
where erfi(·) is the imaginary error function defined as erfi(x) = erf (jx) /j. Moreover, applying the GaussHermite's numerical integration [28, p. 924] , also proposed in [6] , (15) can be written as
where 2n is the integration order, z m are the abscissas, and ω m the weights factors, which are given in [28, Table 25 .10]. Hence, the ASEP is expressed as a finite sum of functions, where the weights w k are the only unknown parameters and the optimization problem described by (14) can be solved by applying well-known numerical optimization methods, such as the effective and computationally compact Nelder-Mead method [30] , included in the most well-known software packages (e.g., Mathematica). Next, we facilitate the use of the proposed method through an example.
Example 1: We consider a BRC receiver with L = 4 diversity branches, where the fading amplitudes a k are Rayleigh distributed RVs. The PDP is assumed to be γ k = γ/k, k = 1, . . . , L, where γ is the ASNR of the first diversity branch. Following are the steps that the proposed algorithm follows.
1) Estimation of the ASNR at the kth diversity γ k yielding the vector γ = [10 6.9 5.2 4] dB. 2) For a given integration order 2n of the Hermite's integration rule, the P e in (18) is formed. The abscissas z m and the weights factors ω m are given in [28, Table 25 .10].
3) The optimization algorithm is utilized to find the vector Ω that solves the minimization problem (14) . The vector Ω is found to be Ω = [1 0.95 0.9 0.87]. A Special Case: L = 3-In this case, the ASEP is given by the closed-form expression [7] P e (w)
where γ k = b 2 k γ k and the constant κ equals 1 for BPSK. The function F is defined as 
and (20) can be reduced to the expression that contains only elementary functions
where v = yz/(x + y + c)(x + z + c). Note that (22) is much simpler than the corresponding expression given in [7] , and results in lower complexity and shorter computational time for the minimization problem.
2) Nakagami-M Fading: For Nakagami-m fading channels, the ASEP can be obtained by [8] 
with
where G(ω) depends on the modulation scheme and the notation ϕ * x (ω) denotes the complex conjugate of the characteristic function (CHF), which is given by
where m k is the fading parameter of the kth branch, which ranges from 0.5 to infinity. Using the Gauss-Kronrod quadrature numerical integration method [31] , which approximates the value of an integral as a linear combination of values of the integrand evaluated at specific points, i.e.,
where 2n is the integration order, z m are the abscissas, and ω m the weight factors, (23) can be written as
and the optimization problem that is formed can be solved similarly as for the Rayleigh case. For the case of binary modulation schemes [e.g., continuous phase-shift keying (CPSK) and continuous frequency-shift keying (CFSK)], G(ω) is given by [8] 
where the constants a and b depend on the modulation scheme and F (·) denotes the Dawson's integral:
(29) For the general case of the M -PSK modulation, G(ω) is expressed as [8] 
where η = π − π/M and κ 2 = sin 2 (π/M ). Note that the confluent hypergeometric function in (29) and (30) 
Next, the proposed method is illustrated through an example. Example 2: We consider a BRC receiver with L = 4 diversity branches, where the fading amplitudes a k are Nakagami-m distributed RVs. The PDP is assumed to be exponential, i.e., 
B. Maximization of the Combined ASNR
Apart from the ASEP, other performance criteria such as the outage probability (OP) or the combined ASNR could also be considered in order to derive the optimum weights for the BRC receiver. The formulation of an optimization problem similar to (14) would also require analytical expressions for these criteria. For the case of EGC operating over Nakagami-m fading with nonidentically distributed paths, the OP can be found in analytical form in [4, (9. 186)] and [12] . In the former, the OP expression is based on the moment generating function (MGF) approach and relies on an algorithm for numerically inverting Laplace transforms of cumulative distribution functions (cdfs), while in the latter, it is based in the Padé approximants theory. However, both formulas involve an overall error term, and therefore, the utilization of the OP would not substantially simplify the minimization problem of (14) .
In contrast to ASEP and OP, the ASNR is typically the easiest to evaluate performance measure and often serves as an excellent indicator of the overall fidelity of the system. However, it cannot be efficiently associated with the error performance, especially in diversity systems operating over fading channels, because the variance of the instantaneous SNR is totally ignored. Next, we examine the maximization of the combined ASNR in order to derive optimal weights for the BRC receiver. The combined ASNR of the BRC can be expressed as
The problem is to find the optimum weights w k per branch, or the vector
, that depend only on the channel's statistics and maximize the average combined SNR, i.e.,
The EGC combined ASNR for independent Nakagami-m fading is given in closed form as [12] 1
(33) Hence, the combined ASNR at the BRC output will be expressed as
which, for the case of Rayleigh fading (m = 1), reduces to
The solution of (32) can be extracted by applying the NelderMead optimization method. With regard to the complexity of the function that has to be optimized, the ASNR criterion yields an easier optimization problem compared to the ASEP criterion. As will be discussed later in Section V, under certain fading conditions the ASNR can replace the ASEP criterion regarding the calculation of the BRC weights.
IV. LOW-COMPLEXITY BRC RECEIVERS
The complexity of the BRC receiver that minimizes the ASEP can be significantly reduced-thus avoiding to solve the minimization problem described in (14)-by determining the optimal weights w k in terms of elementary functions of the average channels' parameters. As mentioned before, the weights w k depend on the channels' statistics (i.e., the ASNR of the kth diversity path in Rayleigh fading or the ASNR and the fading parameter m in Nakagami-m fading), and therefore, could be expressed as a function of the channel's parameters as
for Rayleigh fading or
for Nakagami-m fading where
In order to find the optimal functions f k (γ) or f k (γ, m), the minimization problem described in (14) can be written here as
for Nakagami-m fading channels. This problem is a nonlinear multiple function optimization problem, which is difficult to be solved analytically, but not impossible to derive an approximative solution numerically.
A. Exponential PDP
It is possible to find simple and accurate closed-form solutions for f k (γ) or f k (γ, m), when exponential PDP is assumed, by applying nonlinear regression methods [32] . 2 The exponential PDP model is encountered in most practical applications and also adopted by the European Telecommunications Standards Institute (ETSI) in the Universal Mobile Telecommunications System (UMTS) standards for the spacial channel model [33] .
1) Rayleigh Fading: For the case of Rayleigh fading channels, the ASEP depends only on the ASNR of each branch. By applying the nonlinear regression method, the weight of the kth branch for M -PSK modulation can be accurately approximated by the simple elementary function
where M is the order of the M -PSK modulation. As is observed, only the first moment of the SNR at each branch is required in order to accurately approximate the optimum weights.
2) Nakagami-m Fading: For the case of the Nakagami-m generalized fading model, the unknown function depends on both the ASNRs and the fading parameters m k . In this case, the weight of the kth branch can be accurately approximated by the following function:
In a real wireless system, both the ASNR and the parameter m can be easily estimated and a large number of papers in the literature have dealt with this problem (see [34] - [36] , and references therein).
3) The Case of Large Decay Factor: It can be verified easily that, for large values of the decay factor d, the branch with the highest mean SNR dominates and the MRC reduces to a single-channel receiver with an output SNR
Similarly, the combined output SNR of the EGC will be
On the other hand, when the weights of (39) and (40) are utilized, the output SNR of the BRC receiver is described as shown in (8) .
Expanding the previous squared sum, we can write (41) as
Without loss of generality, for large values of the decay factor and assuming BPSK modulation, the weights w k can be written as
which means that the weights of the kth branch (k ≥ 2) will be almost null for both the Rayleigh and Nakagami-m cases. Thus, (42) will be simplified to
for γ 1 > 0 dB, which denotes that, for large decay factors, the instantaneous output SNR of the BRC receiver approximates that of the MRC receiver.
B. Arbitrary PDP
Next, we show by using the majorization theory [25] that although the approximated weights of (39) and (40) were derived assuming exponential PDP, they can also be used efficiently for arbitrary PDPs. We note that the most important definitions of the majorization theory is sufficiently reviewed in [37] .
Theorem 1: The ASEP P EGC e of an EGC receiver that operates in independent Rayleigh fading channels is an upper bound of the ASEP P BRC e of a BRC receiver that utilizes the weights given by (39) and operates in the same fading conditions, i.e., P BRC e ≤ P EGC e , with the equality to hold for i.i.d. channels. Proof: For proof, see the Appendix. Theorem 1 also holds for Nakagami-m fading channels with the same fading parameters. However, the proof is almost the same as before and omitted for the sake of brevity.
V. COMPARISON WITH EGC, MRC, AND GSC RECEIVERS
In this section, the performance of the proposed BRC receiver is compared with the conventional EGC, MRC, and GSC receivers. As mentioned before, BRC constitutes a virtual EGC receiver, and consequently, its performance analysis will not differ from the latter. Therefore, the BRC performance can be evaluated using already well-known results in the literature for the EGC receivers [3] , [5] , [6] , [12] .
A. Average Symbol Error Probability (ASEP)
In Fig. 2 , we examine and compare the performance of the BRC receiver that applies the ASNR criterion with that of the BRC that minimizes the ASEP, assuming BPSK modulation. The first observation that can be made concerns the impact of the Nakagami-m parameter on the performance of the examined schemes. As the fading severity decreases (i.e., m increases), the performance of the BRC that applies the ASNR criterion resembles that of the BRC that utilizes the ASEP criterion. Specifically, the difference can be as large as 1 dB for m = 1, while it does not exceed 0.2 dB for m = 2. The same observation can be made regarding the effect of the decaying factor on the error performance. Similar results can be extracted when employing different order of the M -PSK modulation or differ- Fig. 3 . ASEP of a BRC receiver (L = 6) operating over Rayleigh or Nakagami-m fading with exponential PDP when the optimum or the approximated weights are used.
ent number of diversity branches. Thereby, under certain fading conditions-as described before-the utilization of the ASNR criterion for the calculation of the BRC weights can be considered as an interesting and efficient solution, which can replace the ASEP criterion. (40), is of great practical interest, since it leads to a receiver with low complexity, almost equivalent to that of EGC. Next, we examine the accuracy of this approximation and its effect on the ASEP.
It is obvious that the approximation of the optimum weights by the elementary functions, given by (39) and
In Table I , the optimum weights derived by solving the minimization problem in (14) are compared to the weights given by (39) and (40) for Rayleigh and Nakagami-m fading channels with exponential PDP and BPSK modulation. From this table, it is evident that the approximated weights are very close to the optimum ones. For the same example, the ASEP is plotted in Fig. 3 , using both the optimal and the approximated weights. 
It is easily observed that, for the specific example, the approximation does not affect the ASEP, i.e., the procedure to solve the minimization problem described in (14) could be avoided, resulting in low-complexity practical receivers. Similar results concerning the efficiency of the approximation can be obtained for different order of the M-PSK modulation, values of the m parameter or decaying factors. In the following, the BRC receiver utilizes the approximated weights.
One might think of using the mean SNR of each branch as a simple weighting method regardless of the fading distribution. However, this method cannot constitute an efficient weighting method for BRC, since Theorem 1 does not hold for this case. In other words, by applying the mean SNR as a weighting method, an improved performance over EGC cannot be guaranteed; instead, the performance is most likely to degrade. This method is compared against the BRC method in Fig. 4 .
As shown in Section IV, the approximated weights can also be applied when the PDP is not necessarily exponential. This is evident in Fig. 5 where the error performance of the MRC, EGC, and BRC is plotted, when an arbitrary PDP is assumed. In the specific example, the PDP is assumed to be
Since BRC is proposed as an alternative diversity scheme, with an error performance between MRC and EGC, it would be interesting to compare it with the GSC receiver. Fig. 6 depicts the error performance of the MRC, the EGC, the BRC, and the GSC receivers in Nakagami-m fading with m = 3 and exponential PDP, when BPSK modulation is used. Although this comparison is not fair, because GSC requires the estimation of the instantaneous channel gains, it can be easily observed that BRC may outperform GSC in certain conditions. Moreover, when d is large (as it was also shown in Section IV), the performance of BRC approaches that of MRC. 
B. Combined ASNR
The average combined SNR of the MRC, EGC (33) , and BRC (34) receivers is compared in Fig. 7 for Rayleigh fading and exponential PDP with two different decay factors. We observe that, in the case of the EGC, the addition of a diversity branch does not always increase the normalized average output SNR due to combining loss; the weak branches contribute more in increasing the noise than the signal power. On the contrary, in BRC, the addition of weak branches does not increase the noise because they are optimally weighted. For example, if a branch is very weak (i.e., its SNR is very low), its weight will also be low, which means that the noise of this branch will be suppressed and the combining loss will be almost eliminated. 
C. Outage Probability
The OP of the BRC receivers can be evaluated by exploiting already published results for the EGC receivers [5] , [12] and will be omitted in this paper. In Fig. 8 , we compare the OP of the MRC, EGC, and BRC receivers in Nakagami-m fading with exponential PDP. As is evident, the outage performance of the BRC is better than that of the EGC's for both fading parameters. Moreover, for better fading conditions (i.e., larger m parameter), the outage performance of the former is closer to that of the MRC receiver.
In Fig. 9 , where the impact of the decay factor on the OP is examined, we observe that the performance of the BRC is close to that of the MRC, in contrast to the EGC whose performance is dramatically decreased as d increases. Fig. 9 . OP of the MRC, EGC, and BRC receivers in Nakagami-m fading (m = 2) with exponential PDP, using BPSK modulation.
We must also note that despite the fact that BRC is designed to minimize the ASEP-as expected-it also improves other performance metrics, such as the combined ASNR and the OP.
D. Impact of Imperfect Channel Statistics Estimation
As mentioned before, the BRC receiver requires the knowledge of the average fading power and (for the case of Nakagami-m fading) the m-parameters of each branch, the estimation of which has been extensively studied in the literature [34] - [36] . Many practical and efficient methods have been proposed, but an accurate and perfect estimation of the fading parameters may not always be possible. We have investigated the BRC performance when both the average fading power and the Nakagami-m parameter were estimated imperfectly. Detailed results are omitted for the sake of brevity and only the final conclusions are presented as follows. Considering a maximum error of 20%, i.e., γ and m e k denote the estimated parameters and γ k and m k the real ones at the kth branch, the ratio of the ASEP to the real one (i.e., with no estimation errors) was not greater than 0.998, i.e., ASEP/ASEP opt ≤0.998. Moreover, it was observed that the performance of the BRC is more sensitive to the average fading power estimation errors than to the m-parameter estimation errors. However, the average fading power is typically the easiest to estimate measure using existing techniques.
VI. CONCLUSION
A multichannel receiver called BRC was presented. It can be efficiently applied in multipath fading environments, with equal energy constellation schemes and coherent detection. Without utilizing continuous estimation of the channels' fading amplitudes, the diversity branches are optimally weighted by longterm channel's-statistics-based weights, which minimize the ASEP or maximize the combined ASNR. It was shown that the BRC receiver constitutes a virtual EGC receiver that includes the conventional EGC receiver as a special case when the weights are equal to unity. In the important practical case of exponential PDP, which is common in RAKE receivers modeling and is adopted for the UMTS standard, the optimum weights can be accurately approximated by simple elementary functions. Moreover, it was proved that the utilization of these weights ensures an error performance improvement over EGC for arbitrary PDPs, eliminating its main disadvantage, i.e., the combining loss. Moreover, for strong multipath environments, the performance of the BRC approaches that of MRC. Generally, the BRC receiver seems to be an attractive low-complexity scheme for wideband wireless communications systems, where a large number of diversity branches exist, due to the strong multipath effects and PDPs that characterize their operating environments.
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Substituting the weights given by (39) in (46) and after simple manipulations, the earlier inequality can be expressed as follows: 1
and since L −
Finally,
which is true since the second term in (50) is positive and the first term is also positive according to the well-known Chebyshev's sum inequality, i.e.,
