Abstract
Introduction
Nowadays, applications have to face strong requirements in terms of complexity and dynamism [1] in many domain including manufacturing, industry, home… In particular there is a clear need to seamlessly integrate applications that supports business activities with field devices. Indeed linking business and operational processes stands to profoundly change the way application software supports business activities along several dimensions. First, it will dramatically speed up decision-making software with accurate, upto-date, and appropriately formatted information. Second, it will allow faster response to changes. Third, it will spur the creation of innovative e-services based on data regularly collected on manufacturing plant floors. Unfortunately, seamless integration is not easily achievable with Internet-scale distributed systems in complex, heterogeneous environment characterized by stringent requirements regarding security and evolvability.
Service-Oriented Computing (SOC) is a paradigm that utilizes services as fundamental elements for application design. It represents a very promising way to meet the challenges mentioned above. SOC proposes loose-coupling bindings between service providers and consumers, allowing an important flexibility. As a result, SOC supports dynamic apparition and departure of service providers. Popularized by web services, SOC is used in a lot of applications today. However, this dynamism is difficult to manage for developers. Moreover, others non-functional requirements have to be managed like persistency, security, configuration, management, eventing… To address these issues this paper describes iPOJO, a service-oriented component model aiming to simplify the development of dynamic service application. The proposed component model provides an extensibility mechanism allowing adding non-functional properties as well as service interactions.
The rest of the paper is organized as follow. First, the service-oriented computing concepts are presented. Then the concepts of service-oriented component model are described. This is followed by a description of the iPOJO service-oriented component framework, including its extensibility mechanism. Then some iPOJO implementation details are discussed. The next section illustrates a usage of iPOJO in the home context and points out the advantages. The remaining sections present related works, and the conclusion.
Service-Oriented Computing
Service-oriented computing (SOC) [2] is a paradigm that utilizes services as fundamental elements for application design. The central objective of the service-oriented approach is to reduce dependencies among "software islands", where an island is typically some remote piece of functionality accessed by clients. By reducing such dependencies, each element can evolve separately, so the application is more flexible than monolithic applications.
SOC is comprised of actors in three main roles: service provider, service consumer, and service broker. Another central concept is the service specification, which is a description of the functionality provided by a service. Service providers implement a service specification and service consumers know how to interact with the services implementing the specifications they require. Among the roles are three kinds of interactions: service publication between the provider and the broker to offer services for use, service discovery between the consumer and broker to find desired services, and service invocation between the consumer and provider to actually use the service.
From these concepts, SOC applications exhibit interesting characteristics, such as:
• Loose coupling: a consumer does not need to know anything about the service implementation.
• Late binding: a consumer uses a broker to find desired services at run time.
• Resiliency to dynamics: a service consumer cannot rely on the same service implementation being returned by the broker between uses.
• Location transparency: providers and consumers are oblivious to the underlying communication infrastructure (e.g., local versus remote, specific protocols, etc.).
To design complex service-oriented applications, it is necessary to compose services to provide higherlevel services, which means that providers may require other services to provide their own service. Current approaches to SOC, specifically in web services, offer process-oriented solutions to this issue; however, service-oriented applications can be difficult to develop since the mechanisms tend to require a lot of developer effort.
Service-Oriented Component Model
To help developers to build SOC applications, we propose to use component oriented programming concepts to implement services. The motivation to use components to implement service specifications emerges from the need to separate SOC mechanisms from the logical code implementing the service behavior [3] . The desire is to delegate SOC mechanisms to a component container, which will interact with the service broker at run time to find available services and to publish the component's provided services.
In [4] , the general principles of a service-oriented component model were introduced, which are:
• A service is a provided functionality.
• A service is characterized by a service specification, which describes some combination of a service's syntax, behavior, and semantics as well as dependencies on other services.
• Components implement service specifications, which may exhibit implementation-specific dependencies on services.
• The service-oriented interaction pattern is used to resolve service dependencies at run time.
• Compositions are described in terms of service specifications.
• Service specifications provide a basis for substitutability.
The model that results from these principles is rather flexible and powerful. It promotes service substitutability since compositions are defined in terms of specifications, not specific implementations. This notion of service substitutability is strengthen by recognizing two levels of dependencies, both specification and implementation levels. Traditional component orientation only recognizes implementation dependencies, hindering substitutability. Service orientation does not typically describe service dependencies as part of the service specification, which eliminates forms of behavior parameterization and structural service composition. Dependency description also simplifies composition because explicit wiring of constituent specifications is not necessary since it can be inferred. Lastly, the serviceoriented architecture and interaction pattern makes it possible to defer service implementation selection until run time, which enables the creation of sophisticated adaptable applications.
When using a service-oriented component approach to build an application, the application is decomposed into a collection of interacting services. The semantics and behavior of these services are carefully described separately of any implementation. By doing so, it is possible to develop the constituent services independently of each other as well as to have variant implementations that are easily interchangeable. Variant implementations can be used, for example, to support different platforms or different non-functional requirements.
Once the constituent application services are defined, it is possible to define a mapping to a set of components for implementation. A component may implement zero or more services and there is no requirement on how the mapping from service specification to component implementation occurs. For example, if certain services are related, then it might make sense from a cohesion or performance point of view to implement them using a single component; however, it is not required. Additionally, whether a service represents local or remote functionality is largely irrelevant. If a service does represent remote functionality, then the resulting component implementation is merely a proxy stub for the remote service, which can be treated like any other component implementing a local service.
In traditional component-oriented composition, the component selection process for a composition occurs at design time. The selection process for a serviceoriented composition occurs at run time as component instances are created inside the execution environment. The execution of the application starts the moment the main component instance's dependencies are satisfied. The application composition is thus an abstract descriptor that could be used, for example, by a deployment system to deploy components that satisfy the service specifications required by the composition. The resulting application configuration depends on the set of deployed components, which may vary per platform or even dynamically at run time.
iPOJO Approach
iPOJO is a prototype of a service-oriented component framework. One of the main goals of iPOJO is to keep service-oriented component development as simple as possible, which means keeping the component as close to a "plain old Java object" (POJO) as possible. The code of a component should focus on business logic, not on SOC mechanisms or non-functional requirements. To reach this goal, iPOJO provides a component container that manages all SOC aspects, such as service publication, service object creation, and required service discovery and selection. Moreover, iPOJO containers are extensible to support other non-functional concerns as configuration, persistence, security...
iPOJO Concepts
iPOJO claims that the business logic is domain specific, but the important point is that implementing it is simplified since it does not contain code that is component model specific. The POJO component is connected to iPOJO by configuring the component instance container, which consist of declaring component type metadata that will be used by the container for run-time management purposes. One particularity of iPOJO is the instance container composition. Indeed, iPOJO containers are not monolithic container, but are composed by handlers ( Figure 1 ). Each handler manages one non-functional property. Handlers are plugged at runtime on the component instance. Only needed handler are plugged to always have the smallest container as possible. The resulting container manages the interaction between the POJO and the external world. Handlers can be developed separately from the iPOJO core framework allowing developers to had non-functional properties. Moreover, handlers interact with POJO fields in order to inject new value or to be notified of a value change.
Above that, iPOJO manages the lifecycle of the instances. Once created and started, an instance can be only valid or invalid in iPOJO. An invalid instance cannot be used by anyone, until it becomes valid. An instance is valid if and only if all plugged handlers are valid. This allows handlers to invalidate an instance if a requirement is not available.
iPOJO as a service component model
As presented below, iPOJO is an extensible component model based on the POJO principles. In order to manage SOC mechanisms to iPOJO, serviceaware handlers are provided with iPOJO. Indeed service publication, service discovery and binding can be considered as non functional concerns. Two handlers are defines to manage dynamic service interactions:
• Provided service handler : managing service publication and providing • Dependency handler: managing required service discovery and binding.
The provided service handler has in charge the service publication (inside the service broker) and the service providing. It needs to manage the publication but the un-publication too, when the instance becomes invalid. Moreover, when the provided service is required, it needs to create the service object. The POJO does not know that it provides a service, and has not to deal with the service broker. Service Binding between components using SOA mechanisms
Figure 2. Service interactions between iPOJO instances
The dependency handler has in charge the service tracking and binding. For each required service, the handler needs to discover and to maintain bindings with service providers. It manages the service dynamics. When a mandatory requirement can no more be resolved, the handler invalidates the instance. The handler injects the service object inside the POJO. Consequently, the POJO does not manage service discovery and binding, it uses the field attached to the requirement directly.
By association the two handlers, the container will manage the ongoing dynamic availability, which means that it automatically deals with publishing and revoking services as dependencies are resolved and broken at runtime if new component instances are introduced or existing ones are removed (figure 2) [5] .
iPOJO extensibility in service environment
Since the non-functional aspects to be managed 
Figure 4. Eventing connector using iPOJO handlers
By using this extensibility mechanism, iPOJO proposes a flexible and powerful model for service application. The possibility to extend both connectors and component instance managers, allows developers to build application with a clear separation between the business logic (component content) and non-functional requirements.
iPOJO Implementation
iPOJO is implemented on top of the OSGi service platform [6] . The OSGi service platform defines a framework to dynamically deploy services in a centralized (i.e., non-distributed) environment. The OSGi framework automatically manages aspects of local service deployment, such as Java package dependency resolution, but leaves service dependency management as a manual task for component developers. iPOJO is built on top of the OSGi service platform for three main reasons:
• It is service-oriented platform,
• It is applicable to a large range of use cases (from mobile phones to application servers), and • It is a dynamic platform, which is particularly interesting from a research perspective.
Although iPOJO is built on top of the OSGi service platform, the concepts it embodies are applicable to any service-oriented platform.
iPOJO is named after the phrase "injected POJO", since the general approach of iPOJO is to inject POJOs with handlers to manage non-functional behavior. Indeed, POJO classes are manipulated (byte code injection) to becomes iPOJOs. This byte code injection process is offline and creates a bundle (OSGi deployment unit) from POJO classes.
The manipulation is generic and does not depend on the needed handlers. The only goal of the manipulation is to link the POJO and the container. Using a simple mechanism of field access and method interception, handlers plugged on the instance are able to perform many useful tasks, as object injections... The current set of core handlers includes support for service dependency injection, service provisioning, life cycle callback, and configuration management via properties. Each component container maintains a set of handlers for the component instance.
Besides field access interception, handlers also play a role in the component instance life cycle. The container queries each handler to determine if the component instance is either valid or invalid and individual handlers can send signals to the container when its individual validity has changed. In this fashion, handlers work together with the container to manage the life cycle of the component. As an example, the service dependency handler does not allow a component instance to become valid until all non-optional service dependencies are resolved and will invalidate the component instance if any of those dependencies are broken at run time.
The metadata, described in an XML files, tells which handlers are needed. Moreover, iPOJO proposes a factory system allowing the dynamic creation of component instances. This mechanism allows the declaration of instances separately from the declaration of component type.
Application
iPOJO has been used in the home-context to implement service-oriented, pervasive applications. This section points out the advantages of using a home gateway with iPOJO to implement context-aware service applications.
Home Gateway Context
As presented in figure 5 , iPOJO is used on an open service-oriented computing architecture for the home. This architecture comprises network-enabled devices and computing platforms connected through field buses.
Devices are pervasive elements integrated in the house (screens, loud speakers, controllable shutters or heaters for instance) providing basic services to sense and act upon the environment. Many devices are today implemented as service providers and requesters using technologies like UPnP or IGRS for instance -see www.upnp.org and www.igrs.org). The smaller devices, in terms of computing resources, communicate through ad-hoc wired or wireless protocols. Proxies have to be created on a service platform to make them visible as services. Computing platforms often play the role of network gateways. Such gateways are already present in many houses (telecommunication Internet gateways, TV-connected set-top-boxes or utility service gateways) and it is likely that future homes will host several, heterogeneous such computing platforms. Gateways provide the resources needed to run higher level services making use of the connected devices. 
Gateway architecture
In the context of the ANSO 1 European project, residential service-oriented gateway is proposed as illustrated on the figure 6. We have developed a computing framework allowing context-aware home applications based on services. This framework is running on the gateway. This framework is based on the following elements:
1 ANSO is partially supported by the French Ministry of Industry under the European ITEA program.
• The Service-Oriented Component Runtime providing the underlying execution framework. It proposes both a dynamic deployment framework and a service environment. This framework supports the dynamics of services. Moreover, the iPOJO runtime is installed to allow the iPOJO component instances management.
• A Context Service aggregating different context sources. This service provides all the necessary information regarding the current execution context. The framework provides an API / Service to access the context.
• A set of iPOJO handlers that can be attached to business services, these handlers will manage contextual composition, dynamism, persistency…
iPOJO on an home context gateway
Home-context applications are difficult to implement. Indeed, developers need to tackle pervasive environment dynamics in addition of the business logic. Moreover, the dynamism management is not the only requirement of home applications. Device events, persistency, security, context-aware services composition are some requirements needed by home applications. The iPOJO component model has offer a simple way to implement home applications. Developers focus only on the business logic. A set of handlers has been developed to manage all component requirements.
Figure 7. An example of iPOJO component
As illustrated in the figure 7 and 8, the developer uses devices (exposed as service in the gateway) without managing the service discovery and dynamics. The developer uses device functionalities by invoking methods of the field representing the device. The metadata just describes service dependencies and that the component provides a service. Moreover, an instance of this component is created. The overhead of iPOJO depends on the set of handlers attached to the component instance. As only needed handlers are plugged on the container, the performance overhead is reasonable. According to the component, the measured overhead is comprised between 3% and 9% against standard OSGi version. High overheads are due to slow accesses (as database access) or complex algorithms (as service ranking policy).
Related Work
Many components models exist, such as COM [7] , JavaBeans, Enterprise JavaBeans (EJB) [8] , the CORBA Component Model (CCM) [9] , and countless lesser known industrial and research component models. These components models target various application domains and typically rely on developer effort to integrate their business logic into the underlying component model, such as by implementing various interfaces or building on top of base classes. Typically, these component models do not expect nor support dynamic component availability. Additionally, most industrial component models cannot be externally composed and rely on programmatic composition. Industrial and research component models that do explicitly support composition rely on composing specific component implementations with explicit bindings among them.
A more recent component model trend promotes the notion of using POJOs, such as the approaches in EJB 3.0 and Spring [10] . The Spring framework typifies this POJO movement and, as such, iPOJO has many similarities to it. Spring targets Java enterprise application development. It features POJO components, extensible containers, and dependency injection, like iPOJO, but it does not deal with the dynamic component availability. The recent SpringOSGi project aims to use the Spring component model on the top of OSGi. However, in the actual version, service dynamism is not supported.
AOKell [11] is an implementation of the Fractal component model [12] based on aspect-oriented programming (AOP). Fractal defines a container as a set of controllers; in the same way that iPOJO uses handlers. In AOKell, aspects are used to create the container of the components, which it weaves into the component class. There is a strong relationship between iPOJO and AOKell, due to the desire of both to externalize non-functional behavior related to the component model from the component code. However, AOKell does not explicitly support dynamic availability of components. Part of the reason for this shortcoming could be related to the fact that AOKell does not incorporate SOC concepts.
Several service-oriented platforms also exist, including the OSGi framework, Jini, and web services. The OSGi framework supports deploying Java-based services implementations into a centralized execution environment and is used as the lower layer of iPOJO. Jini is a Java-based distributed middleware platform that supports the existence of multiple service registries. Jini uses the concept of service leasing as a mechanism to limit the time a client can access a service. Jini does not support a composition model and is intimately tied to Java remote method invocation (RMI).Web services target business application interoperability and are built upon XML-based protocols for service description, communication, and discovery. Web service applications, are mostly designed by use of flow-based models, like BPEL4WS [13] . The relationship of web services to iPOJO is mostly conceptual, although iPOJO components may act as stubs to web services. These mentioned service platforms leave service dependency management to programmers. Unlike web services, both OSGi and Jini are intended to cope with dynamically available services, but support for such issue has been largely left to the component developer until recently in the case of the OSGi framework.
The Declarative Services specification from the OSGi R4 specification introduces dependency injection in the OSGi framework. Declarative Services is largely based on the work of the Service Binder [4] , which is a precursor to iPOJO. The Service Binder, and likewise Declarative Services, defines a component model addressing the dynamic availability of services in a service-oriented environment. The main improvement to the Service Binder offered by Declarative Services is the deferred creation of service objects at the expense of having dependencies on component model application programming interfaces <iPOJO> <component className="...PhotoByMMS"> <dependency field="sender"/> <dependency field="cameras"/> <provides/> </component> <instance component="...PhotoByMMS" name="Sender"/> </iPOJO> in the business logic. Neither approach supports the use of POJOs, nor are they extensible.
The Service Component Architecture (SCA) [14] , mainly designed for web services, is another interesting service-oriented component model. The SCA assembly model covers the assembly of looselycoupled web services. The SCA programming model uses Java annotations, which brings it closer to supporting POJO components. Nevertheless, SCA does not address dynamic availability of services by default. Moreover, the extensibility of the model is limited to connectors.
Conclusion
The service-oriented approach to building applications that span organizations and enterprises is very useful. However, when developing applications this approach is usually limited to the pieces of the application that specifically deal with remote functionality, like web services. The motivation behind this paper is that SOC concepts should be used throughout the entire application development process because the resulting application has many useful characteristics, such as loose coupling, late binding, resiliency to dynamics, and location transparency. This paper describes how service-and componentoriented concepts can be merged to propose a serviceoriented component model. In the model, a component is the standard way to implement a service. Components interact by providing services and using the services of other components. However, existing service-oriented component models focus only on services interaction. The model should allow extending the standard features with other non-functional property management such as persistency, security…
To demonstrate the feasibility of these ideas, the paper introduced iPOJO, an extensible service-oriented component framework. iPOJO illustrates that a service-oriented component model can be quite powerful, yet remain simple and non-intrusive on the business logic. Using a simple byte code instrumentation approach, iPOJO is able to transparently integrate POJOs into a service-oriented framework by injecting the necessary non-functional behavior. Moreover an extensibility mechanism is offered to allow the development of iPOJO extensions. An example of the advantages of iPOJO is described in the home-context applications.
The iPOJO framework is being evaluated in an industrial prototype for home control within the ANSO ITEA European research project. More recently, it was also demonstrated at IEEE CCNC [15] . iPOJO is hosted as a subproject of the Apache Felix project.
