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A method of characteristics and invariant imbedding is introduced for 
solving optimal control problems for hyperbolic systems. Advantages over 
existing methods are illustrated by means of examples. 
1. INTRODUCTION 
In this paper, we will consider those control problems where the external 
inputs to a distributed system are the control functions. These controls are to 
be determined in order to satisfy a criterion functional. Using standard 
techniques [2, 3, 1 I], determination of the solution of such a problem requires 
knowledge of the Green’s function. Determination of a Green’s function 
necessitates solving of an associated Sturm-Liouville eigenvalue problem. 
This is usually a difficult numerical problem to solve on a digital computer. 
Alternatively, a direct method using characteristics and invariant imbedding 
[I] is shown here for solving certain optimal control problems in distributed 
parameter systems. 
2. HYPERBOLIC SYSTEMS 
Let a system be described by a vector set of partial differential equations, 
g 6% q + 4 u, x, t) @ (x, t) + b(u, x, t) = 0, ix (1) 
where u is an n-dimensional state vector, A is an m x m square matrix, b is 
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an m vector, x E [0, L], and t > 0. Let Xi , i = l,... m, be m roots of the 
characteristic equation of the operator A, given by, 
/ A - XI 1 = 0, (2) 
where I is the identity matrix and / A 1 means the determinant of A. If all 
the characteristic roots h, ,... h,, of the matrix A are real, and if, in addition, 
the matrix 9 has a full set of m linearly independent, real, characteristic 
vectors I’, ,... I:,, , then the system (1) is described as being hyperbolic. 
The curves in the t, x plane, described by the differential equation, 
g = A&, t), i = I,..., m, 
are called characteristic curves or simply, characteristics. These curves have 
many properties, which may be found in [4, 51. 
3. A DISTRIBUTED CONTROL PROBLEM 
Let the system be described by the following first-order partial differential 
equation, 
E (x, t) + g (x, t) = - 4x, t) + m(t), 
with the initial conditions at t = 0 and s = 0 as, 
4x9 0) = f(.$ x > 0, 
u(0, t) = 0, t > 0. 
The function m(t) is the control to be determined such that, 
J = I:[ u2(x, t) dx dt + p 11 m2(t) dt, 
is minimum. 
(1) 
(2) 
(3) 
(4) 
Using the calculus of variations [I], the necessary conditions for a mini- 
mum are found to be 
o<x<L, O<t<T, (5) 
v(x, T) = 0, O<s<L (6) 
Zl(L, t) = 0, O<t<T, (7) 
m(t) = - & JI V(X, t) dx, O<t,(T. (8) 
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Substituting for m(t) in Eq. (1) we get, 
g + g = - u - & ,I v(x, t) dx. 
Equations (5) and (9) are partial differential equations with two point bound- 
ary values in both the variables x and t, given by Eqs. (2), (3) (6), and (7). 
4. INITIAL-VALUE METHODS 
The above example has been considered in [6]. There, the author has tried 
to solve the two-point boundary-value problem by reducing it to an initial 
value problem in the “steady state”, via the following transformation, 
jL v(x, t) dx = IL K(x, t) u(x, t) dx. 
0 ‘0 
This transformation does not lead to an initial value problem for all 
t > 0 [6]. However, we can reduce the two-point boundary-value problem to 
an initial-value problem via the following linear transformation. 
er(x, t) = j: R(~, x’, t) u(x’, t> dx’, O<x<L. (2) 
Thus, we seek a linear relationship between u and ZI. This is justified since u 
and v are related by linear functional equations [ 1, 71. Related work on initial- 
value methods for boundary-value problems may be found in [8, 9, lo]. 
Differentiating (2) with respect to t, we get 
g (x, t) = j: g (x, x’, Q u(~‘, t) dx’ + j: R(x, x’, t) g (x’, t) dx’. (3) 
Using (3.5) and (3.9) we get 
- g + V - 2u = j: g (x, .1c', t) U(R', t) dx’ + j: R(& X’, t) 
X 
t 
- 2 (x’, t) - u(x’, t) - $, j; v(x”, t) dbv”) dx’. 
(4) 
Differentiating (2) with respect to X, we get 
2 (x, t) = j; g (x, x’, t) u(x’, t) dx’. (5) 
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Using (2) and (5) in (4) and rearranging terms we get 
L 
S( 0 - g (x, x’, t) + 2R(x, s’, t) - $ (x, x’, t)) u(x’, t) d.d - 224, t) 
zzz- 
s 
L R(x, x’, t) g (x’, t) dx’ - & 1’ 
0 
o R(x, y, t) dy i’:J”, R(x”, x’, t) 
x ~(.a,‘, t) dx’ dx”. 
Integrating the first term on the right-hand side by parts, using (3.3), and 
collecting terms in II we obtain 
.L 
J ( 0 - g (x, x’, t) - g (x, x’, t) + 211(x, x’, t) - g (.T .%I, q 
+ & jr R(x, y, t) dy Jb’ R(x”, x’, t) dx” - 26(x’ - x)) u(x’, t) dx’ 
= - R(x, L, t) u(L, t), (6) 
where 6(x) is the Dirac delta function. 
Impose the condition, 
R(x, L, t) = 0. (7) 
Since (6) must hold for all u, we must have, 
g (x, x’, t) + g (x, x’, t) + g (x, x’, t) - 2R(x, x’, t) 
2p ,: R(x, y, t) dy 1; R&v”, x’, t) dx” + 26(x’ - x) = 0. 
(8) 
1 -- 
Using (3.6) and (3.7) in (2) we get 
R(x, X’T) = 0, 0 < (x, x’) <L, 
and 
R(L, x’, t) = 0, 0 <xx’ <L, O<t<T. 
(9) 
( 10) 
Equation (8) can be solved backwards as an initial-value problem subject to 
the initial condition (9) and the auxiliary conditions (7) and (10). Knowing R, 
we can solve for u, and m forwards, via 
m(t) = - $ jr j: R(x, x’, t) u(x), t) dx’ dx (11) 
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and 
!2+gz-u+,, u(0, t) = 0, 4x, 0) =f(x). 
This is called a two sweep method (since we have to solve equations forwards 
and backwards). A detailed discussion on such methods is available in [7l. 
Equations (6)-( 11) could also be obtained directly by using a Dynamic 
Programming approach [ 12, 11. 
5. METHOD OF CHARACTERISTICS AND INVARIANT IMBEDDINC 
FOR CERTAIN DISTRIBUTED CONTROL PROBLEMS 
Let the given system equation be 
subject to 
u(x, 0) = h(x), x>o 
and 
u(O, t) = g(t)7 t > 0. 
It is required to determine the control functionf(x, t), such that 
(4 
(3) 
] = 4 IT fL u2 dx dt + 3 r,s’fz dx dt 
0’ 0 ‘0 ” 
(4) 
is minimum. 
Using the calculus of variations, one can show that the necessary conditions 
for a minimum are 
and 
fz-v, (6) 
v(x, T) = 0, x CL, (7) 
v(L, t) = 0, t < T. (8) 
Substitution of (6) in (1) yields, 
!?F+g=-u-v. (9) 
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Equations (5) and (9) together with the conditions (2), (3), (7), and (8) form a 
two-point boundary-value problem in both the variables x and t. The standard 
technique of solving such equations is by the method of lines. The partial 
differential equations are either reduced to matrix difference equations in two 
variables or matrix ordinary differential equations in one variable by dis- 
cretizing the other variable. Invariant imbedding techniques are used to solve 
these matrix difference (or differential equations) as initial-value problems in 
one sweep [9, lo]. In the sequel, we will show a method of characteristics and 
invariant imbedding to solve the problem as a one-sweep method without 
relying on any approximations. Also, for any point (3cr , tl) in the (x, t) plane, 
the solution is determined by solving, simply, three scalar equations. Thus, 
the dimensionality problem associated with solving matrix equations is 
obviated. The method presented can be easily extended to systems described 
by vector equations. 
Equations (5) and (9) form a hyperbolic system whose characteristics are 
given by 
dx 
-&= 1. 
Along the characteristics (5) and (9) become 
g (N, t) = - u(.v, t) - 2.(x, t), 
f (x, t) = v(x, t) - 24(x, t). 
Let (.Y~ , tl) be a fixed point in the X, t plane. Along dx/dt 
x1-x=t2,-t 
or 
and 
x=x,-tt,+t 
t = t, - x1 + x. 
Using (13) in (11) and (12) we have 
(11) 
(12) 
1, we have 
(13) 
(14) 
2 (Xl - t1 + t, t) = - 24x1 - t, + t, t) - v(xl - t, + t, t), (1% 
$(x1 - t, + t, t) = 27(x1 - t, + t, t) - 24(x1 - t, + t, t>. (16) 
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Conditions (2), (3), (7), and (8) become 
u(.q - t, ) 0) = h(s, - t1), 
u(0, t, - XI) = g(t1 - q), 
x1 :-. t, ) (17) 
x1 < t, , (18) 
o(sl - t, + T, t) = 0, x1 - t, + T C-L 
and, 
u(L, t, - x1 + L) = 0, t, - xl + L < T. 
The equations (15) and (16) form a linear ordinary two-point boundary- 
value problem, whose boundary conditions are known once we choose xl 
and t, (see Fig. 1). For example, let the point (x1 , t,) be such that 
x1 :. t, and t, - x1 $- L < T. 
Call 
x1 - t, = a, t,-.x+L=L-a&b, 
24(x1 - t, + t, t) = u(a + t, t) = c:,(t), 
v(xl - t, + t, t) = v(a + t, t) =: l;(t). 
Equations (15) and (16) become 
__ = - q - L; , 
dt 
dT, __ = I,‘, - ci, , 
dt 
(‘9) 
(20) 
(21) 
(22) 
FIG. 1. The characteristics through (tl , s,). 
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subject to 
From (19) and (20), 
U,(O) = h(a), (23) 
V,(b) = 0. (24) 
Now consider a more general problem, where 
dU -zzz- 
dt 
u - v, 
dV 
-&- = v - u, 
subject to 
U(c) = 1, 6’(b) = 0. 
In the invariant imbedding technique, we consider a family of U and V with 
different starting instants “c”. Therefore, 
C’ = U(t, c), v = V(t, c). 
Thus, we can write 
qt, c) = - U(t, c) - V(t, c), (25) 
qt, c) = v(t, c) - U(t, c), (26) 
U(c, c) = 1, V(6, c) = 0, (27) 
where the dot means differentiation with respect to the variable t. Clearly U, 
and I’r are given by 
From (25), (26), and (27), Uc(t, c) and T/,(f, c) satisfy 
ri, = - ri, -- v, ) 
t’, = vc - UC ) 
subject to 
O(C, C) + Uc(c, c) =: 0, i.e., U,(c, c) = - qc, c), 
V&b, c) = 0, 
(30) 
(31) 
(32) 
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where subscript c means partial differentiation with respect to c. Comparison 
of Eqs. (30)-(32) with (25)-(27) g ives, as a consequence of linearity, the 
following relationship, 
Li(t, c) = - qr, c) cqt, c), 
rJt, c) =:- - C(f, c) qt, f). 
Using (2.5) and (27) we have 
Therefore, 
qc, c) -= -- 1 - I,+, c). 
Define 
r.;(t, c) = (1 + V((c, c)) up, c), 
15(f, c) = (1 + qc, c)) r-p, c). 
Therefore, 
Using (Xi), (27) and (34) we get 
g = (qc, c) - 1) + (I + r(c, c)) V(c, c), 
or 
dr 
- =r2+2r - 1. 
dc 
The initial condition on Y is given at c = 6, as 
(33) 
(34) 
r(b) = V(6, h) = 0. (36) 
Starting from c = b, we integrate (35) backwards up to c = t, where t 
is fixed. At c = t, we adjoin equations (33) and (34), whose initial conditions 
are given as 
U(f, t) = 1, V(t, t) = Y(f). 
Integration is carried out until c =: 0 is reached. Thus, we obtain U(t, 0) 
and V(t, 0) for any fixed t (say ti) in one sweep. Therefore, from (28) and (29) 
we have 
U(“%j , tJ = h(a) qr, ( 0) 
and 
e(xl , fJ Gf(.q , h) = h(a) qtl , 0). 
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6. DISCUSSION 
It was shown that invariant imbedding can be used along the characteristics 
to solve certain optimal distributed control problems for hyperbolic systems. 
The solution is obtained in terms of only three initial-value, ordinary dif- 
ferential equations, in one sweep, and without relying on any discretizing 
approximations. Thus, besides obtaining a one-sweep method which reduces 
storage requirements on the computer and makes it possible to synthesize 
on-line controllers, we have also achieved a reduction in dimensionality. 
Extension of this method to systems with many families of characteristics 
needs further investigation. 
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