Entanglement production by interaction quenches of quantum chaotic
  subsystems by Pulikkottil, Jethin J. et al.
Entanglement production by interaction quenches of quantum chaotic subsystems
Jethin J. Pulikkottil,1 Arul Lakshminarayan,2, 3 Shashi C. L. Srivastava,4, 5 Arnd Ba¨cker,6, 3 and Steven Tomsovic1
1Department of Physics and Astronomy, Washington State University, Pullman, Washington 99164-2814. USA
2Department of Physics, Indian Institute of Technology Madras, Chennai 600036, India
3Max-Planck-Institut fu¨r Physik komplexer Systeme,
No¨thnitzer, Straße 38, 01187 Dresden, Germany.
4Variable Energy Cyclotron Centre, 1/AF Bidhannagar, Kolkata 700064, India
5Homi Bhabha National Institute, Training School Complex, Anushaktinagar, Mumbai - 400085, India
6Technische Universita¨t Dresden, Institut fu¨r Theoretische Physik and Center for Dynamics, 01062 Dresden, Germany
(Dated: September 12, 2019)
The entanglement production in bipartite quantum systems is studied for initially unentangled
product eigenstates of the subsystems, which are assumed to be quantum chaotic. Based on a per-
turbative computation of the Schmidt eigenvalues of the reduced density matrix, explicit expressions
for the time-dependence of entanglement entropies, including the von Neumann entropy, are given.
An appropriate re-scaling of time and the entropies by their saturation values leads a universal
curve, independent of the interaction. The extension to the non-perturbative regime is performed
using a recursively embedded perturbation theory to produce the full transition and the saturation
values. The analytical results are found to be in good agreement with numerical results for random
matrix computations and a dynamical system given by a pair of coupled kicked rotors.
I. INTRODUCTION
Entanglement and its generation, besides its intrinsic
interest as an unique quantum correlation and resource
for quantum information processing [1, 2], continues to
be vigorously investigated due to its relevance to a wide
range of questions such as thermalization and the foun-
dations of statistical physics [3–7], decoherence [8–11],
delocalization [12, 13] and quantum chaos in few and
many-body systems [14–21]. Some of these issues con-
cern the rate of entanglement production, the nature of
multipartite entanglement sharing and distribution, and
long-time saturation or indefinite growth. Details of en-
tanglement production in integrable versus nonintegrable
systems is an active area of study, and it is generally ap-
preciated that concomitant with the production of near
random states of nonintegrable systems is the production
of large entanglement that can lead to thermalization of
subsystems.
Entanglement produced from suddenly joining two
spin chains each in its ground state produces entan-
glement growth ∼ ln(t/a) at long times [22], whereas
quenches starting from arbitrary states can produce large
entanglement including a linear growth phase [4]. Sim-
ilarly in an ergodic or eigenstate thermalized phase a
system can show ballistic entanglement growth [13, 23],
whereas in the many-body localized phase it is known
to have a logarithmic growth in time. The entanglement
in almost all these studies relates to bipartite block en-
tanglement between macroscopically large subsystems in
many-body systems.
Even earlier works have explored the entanglement
in Floquet or periodically forced systems such as the
coupled kicked tops or standard maps, as a means to
study the relationship between chaos and entanglement
[14, 15, 24–27]. It was seen that chaos in general increases
bipartite entanglement and results in near maximal en-
tanglement as the states become typical, in the sense of
Haar or uniform measure. The initial states considered
were mostly phase-space localized coherent states. In the
case when the uncoupled systems are chaotic, and the
interactions are weak, after a short Ehrenfest time scale
the growth of the entropy or entanglement is essentially
as if the coherent states were initially random subsystem
states. In cases in which the subsystems are fully chaotic,
the growth of entanglement (beyond the Ehrenfest time)
is dependent on the coupling strength rather than on
measures of chaos such as the Kolmogorov-Sinai entropy
or the Lyapunov exponent [26, 27] . A linear growth was
observed in this case and perturbation theory [26] is suc-
cessful in describing it, and the more extended time be-
havior was described by perturbation theory along with
random matrix theory (RMT) [27]. The linear growth
leads to saturation values that are interaction indepen-
dent, and in cases of moderately large coupling this is just
the bipartite entanglement of typical or random states in
the full Hilbert space.
In sharp contrast is the case for which the initial states
are eigenstates of the non-interacting fully chaotic sys-
tems. This presents a very different scenario for weak
couplings that to our knowledge has not been previously
studied. The present paper develops a full theory in this
case, starting from a properly regularized perturbation
theory wherein a universal growth curve involving a suit-
ably scaled time is derived. Importantly, this is further
developed into a theory valid for non-perturbative strong
couplings. We study these cases as an ensemble average
over all uncoupled eigenstates, which clearly forms a spe-
cial set of states in the Hilbert space for weak coupling.
The entanglement production starts off linearly, as in
the case of generic states, before saturating at much
smaller entanglement values that are manifestly and
strongly interaction dependent and reflect a “memory”
of the initial ensemble to which it belongs. Interestingly
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2while the linear regime is independent of whether the sys-
tem possesses time-reversal symmetry or not, the subse-
quent behavior including the saturation value of the en-
tanglement is larger for the case when time-reversal is
broken. For generic initial states time-reversal symmetry
has not played a significant role in the entanglement pro-
duction or saturation. As the interaction is increased this
saturation approaches that of random or typical values
and then the memory of starting off as a special initial
state no longer persists. An essential aspect of this study
is to elucidate at what interaction strength such a tran-
sition happens.
The interaction is properly measured by a scaled di-
mensionless transition parameter Λ that also determines
transitions in the spectral statistics and eigenfunction en-
tanglements of such systems [28–30]. If Λ = 0, the nonin-
teracting case, although the two subsystems are chaotic,
the quantum spectrum of the system has a Poisson level
spacing statistic [31] and therefore has many nearly de-
generate levels which start to mix when the subsystems
are weakly coupled. If Λ  1, we are in a perturbative
regime wherein the eigenstates with appreciable entan-
glements have a Schmidt rank of approximately two, i.e.
the reduced density matrix of the eigenstates has at most
two principal nonzero eigenvalues. This circumstance
carries over to time evolving states which are initially
product eigenstates. Universal features of the eigenstate
entanglement depend only on the single scaled param-
eter Λ. For example, the linear entropy of the eigen-
states ∼ √Λ [29, 30]. On the other hand, as shown in
this paper, time evolving states develop a linear entropy
∼ C(2, t)√Λ, with C(2, t) being a universal function for a
properly scaled time, independent of the details of the in-
teraction or the chaotic subsystem dynamics, except for a
slight dependence on whether the system is time-reversal
symmetric or not.
Such a universality follows from the existence of un-
derlying RMT models that describe the transition from
uncoupled to strongly coupled systems, a RMT transi-
tion ensemble. Although it is standard to apply RMT
for stationary states and spectral statistics [32–34], as
indeed done for strongly chaotic and weakly interacting
systems [28–30], it is noteworthy that this is typically not
valid for the time evolution, because RMT lacks correla-
tions required for describing short time dynamics prop-
erly. However the time scales over which the entangle-
ment develops is much longer than the Ehrenfest time
after which specific dynamical system features disappear.
Thus, universal behaviors can be derived from such RMT
transition ensembles provided the time scales of inter-
est remain much longer than the Ehrenfest time scale.
It turns out that for Λ & 1, the interaction is strong
enough that the system has fluctuations that are typical
of RMT of over the whole space, for example the consec-
utive neighbor spacing of eigenvalues is that of Wigner
[28]. This also signals the regime for which eigenstates
have typical entanglement of random states [29, 30] and
as shown here, the time-evolving states lose memory of
whether they initially belonged to special ensembles such
as the noninteracting eigenstates.
Although regularized perturbation theory, initially de-
veloped for studying symmetry breaking in statistical
nuclear physics [35, 36], is used in the Λ  1 regime,
a novel recursive use of the perturbation theory allows
for approximate, but very good extensions to the non-
perturbative regime. In fact, it covers well the full tran-
sition. This provides an impressive connection of the en-
tanglement both as a function of time and as a function
of the interaction strength to the RMT regime where
nearly maximal entanglement is obtained and formulas
such as Lubkin’s for the linear entropy [37] and Page’s
for the von Neumann entropy [38, 39] are obtained. We
illustrate the general theory by specifically considering
both time-reversal symmetric and violating RMT transi-
tion ensembles, given respectively by subsystem Floquet
operators chosen from the circular orthogonal ensemble
(COE) and the circular unitary ensemble (CUE) respec-
tively. These are classic RMT ensembles consisting of
unitary matrices that are uniformly chosen with densities
that are invariant under orthogonal (COE) and unitary
(CUE) groups [40].
In addition, we apply it to a dynamical system of cou-
pled standard maps [25, 41, 42]. The standard map is a
textbook example of a chaotic Hamiltonian system and
is simply a periodically kicked pendulum. There is a
natural translation symmetry in the angular momentum
that makes it possible to consider the classical map on
a torus phase space, with periodic boundary conditions
in both position and momentum. This yields convenient
finite dimensional models of quantum chaos, the dimen-
sion of the Hilbert space being the inverse scaled Planck
constant. The model we consider is that of coupling two
such maps which has proven useful in previous studies
relating to entanglement [25, 29, 30], spectral transitions
[28] and out-of-time-ordered correlators [43].
Two possible concrete examples are a pair of particles
in a chaotic quantum dot with tunable interactions or two
spin chains that are in the ergodic phase before being
suddenly joined. Recent experiments have accessed in-
formation of time-evolving states of interacting few-body
systems via state tomography of single or few particles,
facilitating the study of the role of entanglement in the
approach to thermalization of closed systems. Specifi-
cally, experiments that have studied nonintegrable sys-
tems include, for example, few qubit kicked top imple-
mentations [21, 44] and the Bose-Hubbard Hamiltonian
[6]. Thus modifications of these to accommodate weakly
interacting parts are conceivable. This work adds to the
already voluminous contemporary research on thermal-
ization in closed systems by looking in detail at the time
evolution for a case when thermalization, in the sense
of a typical subsystem entropy, is unlikely to occur [45],
namely starting from product eigenstates and quenching
the interactions by suddenly turning them on.
This paper is organized as follows: In Sec. II the nec-
essary background material on entanglement in bipartite
3systems, the random matrix transition ensemble and the
unversal transition parameter are given. Sec. III provides
the perturbation theory for the universal entanglement
based on the eigenvalues of the reduced density matrix,
ensemble averaging for the CUE or COE and invoking a
regularization. Based on this the eigenvalue moments of
the reduced density matrix are obtained in Sec. IV lead-
ing to explicit expressions for the HCT entropies. In par-
ticular it is shown that for small interaction between the
subsystems the simultaneous re-scaling of time and of the
entropies by their saturation values leads to a universal
curve which is independent of the interaction. The ex-
tension to the non-perturbative regime is done in Sec. V
by using a recursively embedded perturbation theory to
produce the full transition and the saturation values. A
comparison with a dynamical system given by a pair of
coupled kicked rotors is done in Sec. VI. Finally, a sum-
mary and outlook is given in Sec. VII.
II. BACKGROUND
A. Entanglement in bipartite systems
Consider pure states, |ψ〉, of a bipartite system whose
Hilbert space is a tensor product space, HA ⊗HB , with
subsystem dimensionalities, NA and NB , respectively.
Without loss of generality, let NA ≤ NB . The question
to be studied is how much an initially unentangled state
becomes entangled under evolution of some dynamics as
a function of time.
The dynamics of a generic conservative system could
be governed by a Hamiltonian or by a unitary Floquet
operator. Specifically, a bipartite Hamiltonian system is
of the form
H() = HA ⊗ 1B + 1A ⊗HB + VAB , (1)
where the non-interacting limit is  = 0. In the case
of a quantum map, the dynamics can be described by a
unitary Floquet operator [28]
U() = (UA ⊗ UB)UAB() , (2)
for which the non-interacting limit is UAB( → 0) = 1.
We assume that both VAB and UAB( 6= 0) are entangling
interaction operators [29].
The Schmidt decomposition of a pure state is given by
|ψ〉 =
NA∑
l=1
√
λl
∣∣φAl 〉 ∣∣φBl 〉 . (3)
The normalization condition on the state |ψ〉 gives
NA∑
l=1
λl = 1. (4)
The state is unentangled if and only if the largest eigen-
value λ1 = 1 (all others vanishing), and maximally en-
tangled if λl = 1/NA for all l. By partial traces, it follows
that the reduced density matrices
ρA = trB(|ψ〉 〈ψ|), ρB = trA(|ψ〉 〈ψ|) , (5)
have the property
ρA
∣∣φAl 〉 = λl ∣∣φAl 〉 , and ρB ∣∣φBl 〉 = λl ∣∣φBl 〉 , (6)
respectively. They are positive semi-definite, share the
same non-vanishing (Schmidt) eigenvalues λl and {
∣∣φAl 〉},
and {∣∣φBl 〉} form orthonormal basis sets in the respective
Hilbert spaces. For subsystem B there are NB−NA addi-
tional vanishing eigenvalues and associated eigenvectors.
A very useful class of entanglement measures are
given by the von Neumann entropy and Havrda-Charva´t-
Tsallis (HCT) entropies [46–49]. The von Neumann en-
tropy is given by
S1 = − trA(ρA ln ρA) = − trB(ρB ln ρB)
= −
NA∑
l=1
λl lnλl,
(7)
which vanishes if the state is unentangled and is max-
imized if all the nonvanishing eigenvalues are equal to
1/NA. The HCT entropies are obtained from moments
of the Schmidt eigenvalues. Defining
µα = trA[(ρ
A)α] = trB [(ρ
B)α] =
NA∑
l=1
λαl , α > 0 , (8)
gives the HCT entropies as
Sα =
1− µα
α− 1 . (9)
Note that these differ from the Re´nyi entropies [50],
which are defined by
Rα =
lnµα
1− α.
In the limit α→ 1 also Rα turns into the von Neumann
entropy. In this work we use the HCT entropies as per-
forming ensemble averages is easier using µα than lnµα.
B. Quantum chaos, random matrix theory, and
universality
Many statistical properties of strongly chaotic quan-
tum systems are successfully modeled and derived with
the use of RMT [32, 33]. Generally speaking, the result-
ing properties are universal, and in particular, do not de-
pend on any of the physical details of the system with the
exception of symmetries that it respects. Here the sub-
systems are assumed individually to be strongly chaotic.
4Thus, the statistical properties of the dynamics, Eq. (2),
can be modeled with the operators UA and UB being one
of the standard circular RMT ensembles [51], orthogo-
nal, unitary, or symplectic, depending on the fundamen-
tal symmetries of the system [52].
We concentrate on the orthogonal (COE) and unitary
ensembles (CUE) depending on whether or not time re-
versal invariance is preserved, respectively. The deriva-
tion of the typical entanglement production for some ini-
tial state relies on the dynamics governed by the random
matrix transition ensemble [28, 29]
URMT() = (URMTA ⊗ URMTB )UAB() . (10)
The operator UAB() is assumed to be diagonal in the
direct product basis of the two subsystem ensembles. Ex-
plicitly, the diagonal elements are considered to be of the
form exp(2piiξkl), where ξkl (1 ≤ k, l ≤ NA, NB) is a
random number uniformly distributed in (−1/2, 1/2].
C. Symmetry breaking and the transition
parameter
The statistical properties of weakly interacting quan-
tum chaotic bipartite systems have been studied recently,
with the focus on spectral statistics, eigenstate entangle-
ment, and measures of localization [28–30]. If the subsys-
tems are not interacting, the spectrum of the full system
is just the convolution of the two subsystem spectra giv-
ing an uncorrelated spectrum in the large dimensionality
limit. The eigenstates of the system are unentangled. It
is very fruitful to conceptualize this as a dynamical sym-
metry. Upon introducing a weak interaction between the
subsystems, this symmetry is weakly broken. As the in-
teraction strength increases, the spectrum becomes in-
creasingly correlated, and the eigenstates entangled.
Here UAB() plays the role of a dynamical symmetry
breaking operator. For  = 0, the symmetry is preserved
(the dynamics of the subsystems are completely indepen-
dent), and as  gets larger, the more complete the sym-
metry is broken. It is known that for sufficiently chaotic
systems, there is a universal scaling given by a transition
parameter which governs the influence of the symmetry
breaking on the system’s statistical properties [35]. The
transition parameter is defined as [53]
Λ =
v2()
D2
, (11)
where D is the mean level spacing and v2() is the mean
square matrix element in the eigenbasis of the symmetry
preserving system, calculated locally in the spectrum.
For the COE and CUE the leading behavior in NA and
NB is [28, 30, 54]
Λ =
NANB
4pi2
[
1− sin
2(pi)
pi22
]
∼ 
2NANB
12
, (12)
where the last result is in the limit of large NA, NB .
The transition parameter Λ ranges over 0 ≤ Λ ≤
NANB/4pi
2 (NA, NB →∞), where the limiting cases are
fully symmetry preserving, and fully broken, respectively.
In essence, the latter expression of Eq. (12) illustrates the
fact that as the system size grows, a symmetry breaking
transition has a discontinuously fast limit in .
The transition parameter gives the relation necessary
to compare the statistical properties of systems of any
size and kind to each other. As long as Λ has identical
values, the systems have identical properties. However,
for a particular dynamical system, it can turn out to be
rather difficult to calculate Λ. Although, the statisti-
cal properties are universal and independent of the na-
ture of the system in this chaotic limit, properties such
as whether the system is many-body or single particle,
Fermionic or Bosonic, actually enter into its calculation.
For example, a method for calculating Λ for highly ex-
cited heavy nuclei is given in Ref. [55]. The far simpler
case of coupled kicked rotors is given in Ref. [28], and
is used ahead for illustration. In extended systems, the
issue of localization emerges, which must also be taken
into account, and for them the term sufficiently chaotic
is meant to exclude a localized regime.
III. UNIVERSAL ENTANGLEMENT
PRODUCTION – PERTURBATIVE REGIME
The starting point of a derivation of the typical produc-
tion rate of entanglement in initially unentangled states
is the random matrix transition ensemble (10). Fol-
lowing a similar derivation sequence for the eigenstates
in Refs. [29, 30], the first step is to derive expressions
for the eigenvalues of the reduced density matrix, which
can be obtained from the Schmidt decomposition of the
time evolved state of the system. Applying a standard
Rayleigh-Schro¨dinger perturbation theory leads to per-
turbation expressions for the Schmidt eigenvalues. How-
ever, due to the Poissonian fluctuations in the spectrum
of the non-interacting system, near-degeneracies occur
too frequently and cause divergences in the ensemble av-
erages. It is therefore necessary first to regularize the
eigenvalue expressions appropriately. It also turns out
that the perturbation expressions for the HCT entan-
glement measures can be further extended to a non-
perturbative regime by recursively invoking the regular-
ized perturbation theory leading to a differential equa-
tion, which is analytically solvable [30], see Sec. V.
A. Definitions
The eigenvalues and corresponding eigenstates of the
unitary operators UA and UB for the subsystems and of
U() = (UA ⊗UB)UAB() of the full bipartite system (2)
5are given by the equations
UA
∣∣jA〉 = eiθAj ∣∣jA〉 , j = 1, 2, 3, . . . , NA
UB
∣∣kB〉 = eiθBk ∣∣kB〉 , k = 1, 2, 3, . . . , NB (13)
U() |Φjk〉 = eiϕjk |Φjk〉 .
To simplify the notation, the superscripts A and B are
dropped for both eigenkets,
∣∣jA〉 ∣∣kB〉 ≡ |jk〉, and the
eigenvalues θAj ≡ θj (θBk ≡ θk). It is understood that the
labels j and k are reserved for the subsystems A and B,
respectively. Similarly for convenience, the subscript AB
is dropped from the operator VAB .
Given the form (2) of the unitary operator U(), in the
limit  → 0 one has |Φjk〉 → |jk〉 which is a product
eigenstate of the unperturbed system and forms a com-
plete basis with spectrum ϕjk → θjk = θj + θk mod 2pi.
For non-vanishing  there is a unitary transformation S
between the eigenbases for the set |Φjk〉 and |jk〉 whose
matrix elements can be identified using the relations
|Φjk〉 =
∑
j′k′
Sjk,j′k′ |j′k′〉 =
∑
j′k′
|j′k′〉 〈j′k′|Φjk〉
|jk〉 =
∑
j′k′
S†jk,j′k′ |Φj′k′〉 . (14)
B. Eigenvalues of the reduced density matrix
In the limit NA → ∞, perturbation theory for uni-
tary Floquet systems generates the same equations as
for Hamiltonian systems up to vanishing corrections of
O((NANB)−1) if one identifies UAB() = exp(iV ) [30].
For an initial unentangled state, begin by considering an
eigenstate |jk〉 of the non-interacting system. Denote the
time evolution of this initial state after n iterations of the
dynamics as |jk(n; )〉 [= Un() |jk〉]. Upon the usual in-
sertion of the completeness relation one gets
|jk(n; )〉 =
∑
j′k′
einϕj′k′S†jk,j′k′ |Φj′k′〉 . (15)
This time evolved state has a standard Schmidt decom-
posed form
|jk(n; )〉 =
NA∑
l=1
√
λl(n; )
∣∣φAl (n; )〉 ∣∣φBl (n; )〉 , (16)
where λ1 ≥ λ2 ≥ . . . ≥ λNA are time-dependent Schmidt
numbers (eigenvalues of the reduced density matrices)
such that
∑
l λl(n; ) = 1, and {
∣∣φAl (n; )〉}, {∣∣φBl (n; )〉}
are the corresponding Schmidt eigenvectors of the A and
B subspaces, respectively.
It was shown in Ref. [29] that for weak perturbations,
the Schmidt decomposition of the eigenstates to O(N−1A )
corrections are given by the neighboring eigenstates of
the unperturbed (non-interacting) system and the per-
turbation theory coefficients. This can be considered as
a kind of automatic Schmidt decomposition. The gen-
eralization to the time evolving states, |jk(n; )〉, follows
by another insertion of the unitary transformation S to
give
|jk(n; )〉 =
∑
j′′k′′
∑
j′k′
einϕj′k′S†jk,j′k′Sj′k′,j′′k′′ |j′′k′′〉 .
(17)
This leads to the identification
λl(n; ) =
∣∣∣∣∣∣
∑
j′k′
einϕj′k′S†jk,j′k′Sj′k′,(jk)l
∣∣∣∣∣∣
2
, (18)
where j′′k′′ → (jk)l, meaning that fixing l fixes a unique
and distinct index pair (jk)l; e.g. (jk)1 = jk. Only a
small subset (. NA) of possible pairs j′′k′′ are related to
a (jk)l due to the energy denominators in perturbation
theory. This is a direct result of the automatic Schmidt
decomposition. For  = 0 one has λ1(n; 0) = 1, and
the rest of the Schmidt eigenvalues vanish by the nor-
malization (4), as the initial state is a product state of
eigenstates of the two subsystems.
To prepare for ensemble averaging, it is helpful to: i)
assume that the jk pairs are ordered by the order of the
eigenvalues ϕjk, ii) use the properties of S so that the
n = 0 results are immediately evident, and iii) separate
out the diagonal matrix element Sjk,jk as a special case.
Let ∆ϕjk,j′k′ = ϕjk − ϕj′k′ . For the largest eigenvalue,
i.e. Eq. (18) for l = 1, one finds
λ1(n; ) = 1− 2
∑
j′k′,j′′k′′
|Sj′k′,jk|2 |Sj′′k′′,jk|2
× sin2
(
n∆ϕj′k′,j′′k′′
2
)
= 1− 4 |Sjk,jk|2
∑
j′k′
|Sj′k′,jk|2 sin2
(
n∆ϕjk,j′k′
2
)
− 4
∑
j′k′≤j′′k′′
6=jk
|Sj′k′,jk|2 |Sj′′k′′,jk|2 sin2
(
n∆ϕj′k′,j′′k′′
2
)
.
(19)
For l ≥ 2, and thus (jk)l 6= jk, a similar manipulation
gives
λl(n; ) = −
∑
j′k′
j′′k′′
Re
{
S†jk,j′k′Sj′k′,(jk)lS
†
(jk)l,j′′k′′
Sj′′k′′,jk
}
× 2 sin2
(
n∆ϕj′k′,j′′k′′
2
)
−
∑
j′k′
j′′k′′
Im
{
S†jk,j′k′Sj′k′,(jk)lS
†
(jk)l,j′′k′′
Sj′′k′′,jk
}
× sin (n∆ϕj′k′,j′′k′′) . (20)
Note that summing Eq. (20) over l > 1 reproduces
unity minus the expression of Eq. (19) as it must.
6These Schmidt eigenvalue expressions are exact to order
O(N−1A ).
Lowest order Rayleigh-Schro¨dinger perturbation the-
ory is applied to the matrix elements of S in order to
obtain the complete O(2) terms of the corresponding
expressions for the Schmidt eigenvalues. Let ∆θjk,j′k′ =
θjk − θj′k′ . The matrix elements Sjk,j′k′ are approxi-
mately
Sjk,j′k′ ≈

1√
Njk
, jk = j′k′
1√
Njk
 Vj′k′,jk
∆θjk,j′k′
, jk 6= j′k′, (21)
where Njk is the normalization factor and the perturbed
quasienergy is
ϕjk = θjk + 
2
∑
j′k′ 6=jk
|Vj′k′,jk|2
∆θjk,j′k′
. (22)
Note first that in this derivation the diagonal matrix el-
ements Vj′k′,j′k′ are set to zero, because the energy shift
due to the first order correction is a random number
added to an uncorrelated spectrum giving another un-
correlated spectrum, and hence will not change the spec-
tral statistics nor rotate the eigenvectors. Secondly, the
normalization factor is included even though its first cor-
rection is O(2) because it plays a significant role in de-
termining the regularized expressions ahead, likewise for
the perturbed eigenvalues multiplied by the time in the
argument of the sine function. For the largest eigenvalue
Eq. (19) becomes
λ1(n; ) ≈ 1− 4Njk
∑
j′k′ 6=jk
(
2 |Vjk,j′k′ |2
Nj′k′ ∆θ2j′k′,jk
)
× sin2
(
n∆ϕj′k′,jk
2
)
, (23)
and for l ≥ 2 the others, Eq. (20), read
λl(n; ) ≈ 4Njk
2 |V(jk)l,jk|2
N(jk)l ∆θ2jk,(jk)l
sin2
(
n∆ϕ(jk)l,jk
2
)
,
(24)
where Njk = N(jk)l = 1 +O(2).
C. Ensemble averaging
Before moving on to ensemble averaging, it is helpful
to make some rescalings as follows:
∆θj′k′,jk = Dsj′k′ (25)
∆ϕj′k′,jk = Dsj′k′() ≈ Dsj′k′
(
1 +
2Λwj′k′
s2j′k′
)
(26)
2|Vjk,j′k′ |2 = ΛD2 wj′k′ , (27)
where D = 2pi/(NANB) is the mean level spacing of
the full system, sj′k′ = sj′k′(0), and the jk subscript
is dropped where unnecessary. The approximation in
Eq. (26) follows by considering only the matrix element
that directly connects the two levels. The other terms in
Eq. (26) move the levels back and forth and mostly can-
cel, but this term pushes the two levels away from each
other and is dominant when the two levels are close ly-
ing where the correction may contribute. The symmetry
breaking (entangling) interaction matrix elements of V
represented in the eigenbasis of the unperturbed system
behave as complex Gaussian random variable such that
|Vjk,j′k′ |2 = v2wj′k′ , where wj′k′ follow a Porter-Thomas
distribution [56] for the COE and an exponential one for
the CUE:
ρ(w) =
{
1√
2piw
exp(−w/2) for COE
exp(−w) for CUE. (28)
In both of the cases, wj′k′ = 1, which is consistent with
Λ = 2v2/D2. In real dynamical systems, deviations
from Porter-Thomas distributions may occur as noted
in Ref. [30].
Thus, in the rescaled variables the Schmidt eigenvalues
for l ≥ 2 are
λl(n; Λ) ≈ 4Njk
(
Λw(jk)l
N(jk)l s2(jk)l
)
sin2
(
nDs(jk)l()
2
)
,
(29)
and the relation, following from the normalization con-
dition Eq. (4),
λ1(n; Λ) = 1−
∑
l 6=1
λl(n; Λ) (30)
is exactly preserved to this order. Next convert the ex-
pressions for the Schmidt eigenvalues into integrals, by
making use of the function R(s, w) [30],
R(s, w) =
∑
j′k′ 6=jk
δ(w − wj′k′)δ(s− sj′k′), (31)
which after ensemble averaging becomes the joint prob-
ability density of finding a level at a rescaled distance
s from θjk and the corresponding scaled matrix element
wj′k′ at the value w. With these definitions, scalings,
and substitutions, Eq. (23) becomes
λ1(n; ) ≈ 1− 4Λ
∫ ∞
−∞
ds
∫ ∞
0
dw
w
s2
R(s, w)
× sin2
(nDs
2
[
1 +
2Λw
s2
])
. (32)
The ensemble average of λ1(n; ) follows by substituting
the ensemble average of R(s, w) by
R(s, w) = R2(s) ρ(w), (33)
where R2(s) is the two-point correlation function and
ρ(w) is defined in Eq. (28). For an uncorrelated spectrum
7R2(s) = 1 for −∞ < s < ∞. Therefore, the averaged
largest Schmidt eigenvalue is
λ1(n; Λ) ≈ 1− 4Λ
∫ ∞
−∞
ds
∫ ∞
0
dw
w
s2
ρ(w)
× sin2
(nDs
2
[
1 +
2Λw
s2
])
. (34)
This expression diverges due to the fact that too many
spacings are vanishingly small across the ensemble,
and the perturbation theory must account for spacings
smaller than the matrix elements. In the next subsection
the expressions are regularized properly for small s.
It is worth noting that if the interest is in the ensem-
ble average of some function of λ1(n; Λ), then one must
consider the ensemble average of the same function of
R(s, w). Perhaps, the simplest example is the ensemble
average of the square of λ1(n; Λ) for which the needed
result is [30]
R(s1, w1)R(s2, w2) = R3(s1, s2)ρ(w1)ρ(w2) +
δ (w1 − w2) ρ(w1)δ (s1 − s2)R2(s1) (35)
which involves both the 2-point and 3-point spectral cor-
relation functions. However, it turns out that the leading
correction depends on R2(s), as the R3(s1, s2) term gives
a contribution that is O(√Λ) smaller in comparison, and
for example, generating the leading correction of high
order moments depends only on the 2-point spectral cor-
relation function. This circumstance is helpful ahead in
the next section.
Following the same sequence of steps for the second
largest eigenvalue λ2 requires, in addition, the proba-
bility density of the closest scaled energy of one of the
|(jk)l〉. For uncorrelated spectra it is given by ρCN(s) =
2 exp(−2s) for 0 ≤ s < ∞ [30, 57]. One finds for the
ensemble average of second largest eigenvalue,
λ2(n; Λ) ≈ 4Λ
∫ ∞
−∞
ds
∫ ∞
0
dw
w
s2
ρ(w) ρCN(s)
× sin2
(nDs
2
[
1 +
2Λw
s2
])
, (36)
which is also divergent for small s. It turns out that the
apparent order of corrections, O(Λ), seen in Eqs. (34,
36), is not correct. The regularization required to deal
with the small energy denominators in the perturbation
expressions alters the leading order to O(√Λ).
D. Regularized perturbation theory
The method for regularizing the perturbation expres-
sions was introduced in Refs. [35, 36] and developed for
the Schmidt eigenvalues pertaining to the eigenstates of
interacting quantum chaotic systems in Refs. [29, 30].
The standard Rayleigh-Schro¨dinger perturbation expres-
sions break down when the unperturbed spectrum has
nearly degenerate levels due to the small energy denom-
inators. However, there is an infinite sub-series of terms
within the perturbation series of a quantity of interest
which involve only two levels that are diverging due to
near-degeneracy. This subseries can be resummed to get
the corresponding regularized expressions. These results
are equivalent to the two-dimensional degenerate pertur-
bation theory results.
The regularized expressions for the Schmidt eigenval-
ues upon resummation of the two-level like terms of the
perturbation series boil down to essentially replacing
1
Njk
(
Λwj′k′
Nj′k′ s2j′k′
)
7→ Λwj′k′
s2j′k′ + 4 Λwj′k′
, (37)
along with the energy spacing [28] in Eq. (26) as
sj′k′() 7→
√
s2j′k′ + 4Λwj′k′ (38)
in Eqs. (23, 24). To verify the result in Eq. (37), the
Schmidt eigenvalues in Eqs. (19, 20) were expanded using
perturbation theory of the matrix elements Sjk,j′k′ up to
and including order O(4). The details for this are given
in App. A. For a two-level system the normalization is
|Sjk,jk|2 = 1Njk =
1
2
(
1 +
|sj′k′ |√
s2j′k′ + 4Λwj′k′
)
(39)
and the matrix element
|Sj′k′,jk|2 = 1
2
(
1− |sj′k′ |√
s2j′k′ + 4Λwj′k′
)
. (40)
Using these results, we get Eq. (37). This gives the reg-
ularized Schmidt eigenvalues for l 6= 1 as
λl(n; Λ) =
4 Λw(jk)l
s2(jk)l + 4 Λw(jk)l
× sin2
(nD
2
√
s2(jk)l + 4 Λw(jk)l
)
. (41)
Rescaling the spacing z = s/
√
Λ and time
t = nD
√
Λ, (42)
the ensemble average of the first two Schmidt eigenvalues
is given by
λ1(t; Λ) = 1−
√
Λ
∫ ∞
0
dw
∫ ∞
−∞
dz
4w
z2 + 4w
ρ(w)
× sin2
( t
2
√
z2 + 4w
)
= 1− C2(1; t)
√
Λ, (43)
where C2(1; t) is a short-hand for the integral (the gen-
eral notation for arbitrary moments is given in Eq. (47)
8ahead) and,
λ2(t; Λ) =
√
Λ
∫ ∞
0
dw
∫ ∞
0
dz
4w
z2 + 4w
× ρ(w) (2 e−2z√Λ ) sin2 ( t
2
√
z2 + 4w
)
= C2(1; t)
√
Λ +O(Λ ln Λ). (44)
For sufficiently small Λ it turns out that for both the
COE and CUE cases, only (unperturbed) eigenstates cor-
responding to the first two largest Schmidt eigenvalues
contribute largely to the state |jk(t; Λ)〉, i.e.,
λ1(t; Λ) + λ2(t; Λ) = 1 +O(Λ ln Λ), (45)
and other Schmidt eigenvalues (l > 2) contribute in
higher orders than
√
Λ. This is crucial for extending
the perturbation theory of the Schmidt eigenvalue mo-
ments to the non-perturbative regime, which is done in
Sec. V. It should be noted that as the unperturbed spec-
trum is uncorrelated, there is a non-zero probability of
three-level, four-level and so-forth near-degeneracy oc-
currences, but with lower probability from the two-level
case, and hence their contributions are higher of order
than
√
Λ.
Moreover note that the perturbation expressions for
the Schmidt eigenvalues of the eigenstates {|Φjk〉} given
in Refs. [29, 30] for the largest eigenvalue and the other
eigenvalues are 1 − ∑j′k 6=jk 2|V(j′k′,jk|2/∆θ2jk,j′k′ and
2|V(jk)l,jk|2/∆θ2jk,(jk)l , respectively, in contrast to the
expressions for the Schmidt eigenvalues of a time evolving
state |jk(n; )〉 presented in Eqs. (23, 24). Due to an ex-
tra normalization factor in the denominators of Eqs. (23,
24), the expression for the regularization, although re-
lated, takes on a different form than that in Refs. [29, 30].
IV. EIGENVALUE MOMENTS OF THE
REDUCED DENSITY MATRIX
To fully characterize the entanglement of the evolving
state, the Schmidt eigenvalue expression in Eq. (41) is
used to compute the leading order of general moments
analytically and thereby the HCT entropies, good up to
and including O(√Λ).
A. General moments
Consider the ensemble average of the general moments
µα, Eq. (8), of the Schmidt eigenvalues. The largest
eigenvalue must be separated out from the others and two
integrals considered. First, consider general moments of
the sum of all the Schmidt eigenvalues other than the
largest, i.e. ∑
l 6=1
λαl (t; Λ) = C2(α; t)
√
Λ , (46)
where after rescaling s to z in Eq. (31)
C2(α; t) =
∫ ∞
−∞
dz
∫ ∞
0
dwR(z, w)
4αwα
(z2 + 4w)α
× sin2α
(
t
2
√
z2 + 4w
)
=
∫ ∞
−∞
dz
∫ ∞
0
dw ρ(w)
4αwα
(z2 + 4w)α
× sin2α
(
t
2
√
z2 + 4w
)
. (47)
The evaluation of this integral is discussed in the next
subsection and App. B. Now focusing on the ensemble
average of the largest Schmidt eigenvalue,
λα1 (t; Λ) =
(
1−
∑
l 6=1
λl(t; Λ)
)α
=
[
1−
∫ ∞
−∞
dz
∫ ∞
0
dwR(z, w)
4w
z2 + 4w
× sin2α
(
t
2
√
z2 + 4w
)]α
. (48)
Before computing the above for a general power α, con-
sider the α = 2 case. Expanding the above expression
gives a square of the integral term, which is a quadru-
ple integral containing the product R(z1, w1)R(z2, w2).
Equation (35) has two contributions, the diagonal term,
where (z1, w1) = (z2, w2), and the off-diagonal one. For
an uncorrelated spectrum, any multi-point spectral cor-
relation function is unity. Thus
λ21(t; Λ) = 1− 2C2(1; t)
√
Λ + C2(2; t)
√
Λ
+ C22 (1; t) Λ, (49)
where the off-diagonal term, R3(z1, z2), is responsible
for the O(Λ) term. This illustrates that to the leading
O(√Λ), the diagonal term alone suffices, and the other
terms contribute to higher than leading order. This sim-
plifies the λα1 computation, where after the binomial ex-
pansion of Eq. (48), keeping only the terms contributing
to the leading order gives,
λα1 (t; Λ) = 1 +
∞∑
p=1
(−1)p
(
α
p
)∑
l 6=1
λpl . (50)
Finally, the general moments Eq. (8) of the Schmidt
eigenvalues for α > 1/2 are given by
µα(t; Λ) = 1 +
∞∑
p=1
(−1)p
(
α
p
)∑
l 6=1
λpl +
∑
l 6=1
λαl . (51)
These can be written as
µα(t; Λ) = 1− C(α; t)
√
Λ, (52)
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FIG. 1: Plot of C(α; t) for α = 2 (solid), α = 3 (dashed),
α = 4 (dot-dashed), and ∂C(α; t)/∂α |α→1 (dotted) for (a)
COE and (b) CUE.
where
C(α; t) =
∞∑
p=1
(−1)p+1
(
α
p
)
C2(p; t)− C2(α; t). (53)
These functions are central for the analytical description
of the entropies and shown in Fig. 1 for the COE and the
CUE. A particular feature is the overshooting before the
saturation sets in. For the CUE the location of the max-
ima occurs slightly later in t than for the COE and also
the saturation regime is reached slightly later. Moreover,
the saturation value is slightly larger than in the COE
case.
In addition, it can be shown that µα(t; Λ) is evaluated
up to and includingO(√Λ) by the first and second largest
Schmidt eigenvalues
µα(t; Λ) = λα1 (t; Λ) + λ
α
2 (t; Λ), (54)
as other Schmidt eigenvalues (l > 2) do not contribute
to O(√Λ). This relation is vital for recursively invok-
ing perturbation theory in Sec. V in order to extend the
results beyond the perturbative regime.
B. Entropies
The HCT entropies can be computed in the perturba-
tion regime using the results for the average eigenvalue
moments. For α 6= 1 one has
Sα(t; Λ) =
C(α; t)
α− 1
√
Λ, (55)
where C(α; t) is given by Eq. (53). This requires the
computation of C2(α; t), which is done in App. B, and
leads to
C2(α; t) = 2
α
∞∑
q=0
q∑
m=0
(−1)q
(
α
q
)
aqmfm(α; t), (56)
where
aqm =
(
q
q−m
2
)[
1 + (−1)q−m
2q(1 + δm,0)
]
(57)
and
fm(α; t) =
∫ ∞
−∞
dz
∫ ∞
0
dw
wαρ(w)
(z2 + 4w)α
× cos
(
mt
√
z2 + 4w
)
. (58)
Explicit expressions for fm(α; t) for the COE and CUE
are derived in App. B 1 and B 2, respectively.
C. Discussion
To discuss some qualitative features, the case α = 2,
which corresponds to the linear entropy, is considered
here. By Eqs. (9, 52) one has S2(t; Λ) = C(2; t)
√
Λ. In
case of the COE
C(2; t) = 4pit
(
e−t
2
[{1 + 2t2}I0(t2) + 2t2I1(t2)]
− 4t2e−4t2 [I0(4t2) + I1(4t2)]
)
, (59)
where In(z) is the modified Bessel function of the first
kind [58, Eq. 10.25.2]. Whereas for the CUE case
C(2; t) = pit
(
3e−t
2 − 1
2
e−4t
2
)
+ pi3/2erf(t)
(1
2
+ 3t2
)
+ pi3/2erf(2t)
(1
8
− 3t2
)
, (60)
where erf(z) is the error function. For both COE and
CUE cases, C(2; t) for small t has the expansion
C(2; t) = 4pit+O(t3) (61)
and naturally gives linear-in-time entropy growth for
short time t. The same is true for other α-entropies,
except for α = 1, for which the leading term is of the
10
order O(t ln t). In fact, it can be shown that for both
COE and CUE cases, with α > 1 and short time t,
d
dt
C(α; t)
∣∣
t→0 = 2piα. (62)
In the limit t → ∞, saturation values of the entropies
can be obtained from
S2(∞; Λ) = C(α;∞)
α− 1
√
Λ, (63)
which are of the order O(√Λ ). Using the explicit ex-
pressions for fm(α; t) derived in App. B 1, B 2 one sees
that in the limit t → ∞, fm(α; t) vanish for all m 6= 0.
Using this fact, an expression for saturation value of the
α-entropies (α 6= 1) can be derived as
Sα(∞,Λ) =
(
α 3F2(1/2, 3/2, 1− α ; 2, 2 ; 1)
− 2
pi
Γ(α− 1/2) Γ(α+ 1/2)
Γ(α) Γ(α+ 1)
)
×
√
Λ
α− 1
{√
2pi for COE,
pi3/2/2 for CUE.
(64)
Here mFn is a generalized hypergeometric function [58,
Eq. 35.8.1] defined by
mFn(a1, . . . , am; b1, . . . , bn; z) =
∞∑
k=0
(a1)k . . . (am)k
(b1)k . . . (bn)k
zk
k!
,
(65)
where (a)k = Γ(a + k)/Γ(a) is Pochhammer’s symbol.
Equation (64) shows that the saturation values for both
COE and CUE scale with
√
Λ and that the CUE case
leads to a slightly (11%) larger value.
For the linear entropy, α = 2, Eq. (64) simplifies to
S2(∞; Λ) =
√
Λ
{
5
√
pi/8 for COE,
5pi3/2/8 for CUE.
(66)
For the special case of the von Neumann entropy for α =
1, limt→∞ ∂C(α; t)/∂α |α→1 needs to be computed. It
can be shown that
S1(∞; Λ) =
(
4 ln 2− 3
16
4F3(1, 1, 3/2, 5/2 ; 2, 3, 3 ; 1)
)
×
√
Λ
{√
2pi for COE,
pi3/2/2 for CUE.
(67)
An extension to the non-perturbative result will be dis-
cussed in Sec. V B.
In the perturbative regime, if the entropies Sα(t; Λ) are
scaled with respect to their saturation values,
Sα(t) = Sα(t; Λ)
Sα(∞; Λ)
, (68)
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FIG. 2: Scaled linear entropy S2(t), Eq. (68), for the ran-
dom matrix transition ensemble in Eq. (10) for the CUE case
for Λ = 10−6 (magenta circles), Λ = 10−4 (red triangles),
Λ = 10−2 (blue squares), and Λ = 1 (green diamonds); The
theoretical prediction Eq. (69) for α = 2 is shown as solid
curve.
they do not depend on the transition parameter, lead-
ing to one universal curve for each α described by the
prediction
Sα(t) = C(α; t)
C(α;∞) . (69)
This universal property is depicted for the linear entropy
in Fig. 2 for various Λ-values. As Λ goes beyond the
perturbation regime, departure from the universal curve
is seen due to the breakdown of the perturbation theory.
In the forthcoming section, the extension of the theory
to the non-perturbative regime is discussed.
V. NON-PERTURBATIVE REGIME
The results obtained from the perturbation theory can
be extended to the non-perturbative regime to produce
the full transition and the saturation values by employing
the recursively embedded perturbation theory technique
as done in Ref. [29, 30] for the eigenstates.
A. Full transition
For small enough Λ, the time evolved state |jk(n; )〉 ≡
|jk(t; Λ)〉 can be Schmidt decomposed as
|jk(t; Λ)〉 =
√
λ1(t; Λ) |(jk)1〉+
√
λ2(t; Λ) |(jk)2〉 , (70)
such that λ1 + λ2 = 1, where the time-dependent phase-
factor is absorbed into the definition of the Schmidt
eigenvectors |(jk)l〉. Now increasing the interaction
strength, another unperturbed state energetically close
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to |(jk)1〉 will contribute to |jk(n; )〉,
|jk(t; Λ)〉 =
√
λ′1(t; Λ)
(√
λ1(t; Λ) |(jk)1〉+√
λ2(t; Λ) |(jk)2〉
)
+
√
λ′2(t; Λ) |(jk)3〉 ,
(71)
where λ′1,2 follow same statistical properties as the un-
primed ones. Thus the purity is µ′2 = λ
′2
1 λ
2
1 +λ
′2
1 λ
2
2 +λ
′2
2
giving
µ′2 − µ2 = −(1− λ
′2
1 − λ
′2
2 )µ2 + λ
′2
2 (1− µ2). (72)
For a given α, following this technique and replacing
λ
′α
1,2 with their ensemble average, a differential equation
for the moments µα(t; Λ) can be derived, good up to
O(√Λ),
∂µα(t; Λ)
∂
√
Λ
= −C(α; t)µα(t; Λ). (73)
This has a solution of the form (valid for the infinite
dimensional case)
µα(t; Λ) ≈ exp
(
−C(α; t)
√
Λ
)
. (74)
In the limit Λ→∞, and for large (but finite) dimension-
ality N = NA = NB , the moments tend to the random
matrix result
µ∞α = Cα/Nα−1, (75)
where the Cα are Catalan numbers [58, §26.5.]. For the
NA 6= NB case such an expression can be found following
Ref. [59]. Incorporating this limit into the above differ-
ential equation solution gives an approximate expression
for the moments valid for any Λ,
µα(t; Λ) ≈ exp
(
−C(α; t)
1− µ∞α
√
Λ
)
(1− µ∞α ) + µ∞α . (76)
Using the definition of the HCT entropies (9) gives
Sα(t; Λ) ≈
[
1− exp
(
− C(α; t)
(α− 1)S∞α
√
Λ
)]
S∞α , (77)
where
S∞α =
1− CαN1−α
α− 1 . (78)
To apply Eq. (77) one has to use for C(α; t) the re-
sults corresponding to the CUE or the COE, as given
by Eq. (53). When Λ is large, however, there is no dif-
ference between CUE and COE due to the same scaling
of C(α; t), as for example in Eq. (61) for α = 2.
The result Eq. (77) is in agreement with numerical
computations for both the COE, see Fig. 3, and the
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FIG. 3: Entropies Sα for the COE case with NA = NB = 50
for (a) Λ = 10−6, (b) Λ = 10−4, (c) Λ = 10−2, and (d) Λ = 1
for α = 1 (green diamonds), α = 2 (magenta circles), α = 3
(red triangles), and α = 4 (blue squares). Black lines show
the corresponding theory curves, Eq. (77).
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FIG. 4: Entropies Sα for the CUE case with NA = NB = 50
for (a) Λ = 10−6, (b) Λ = 10−4, (c) Λ = 10−2, and (d) Λ = 1
for α = 1 (green diamonds), α = 2 (magenta circles), α = 3
(red triangles), and α = 4 (blue squares). Black lines show
the corresponding theory curves, Eq. (77).
CUE, see Fig. 4. For these numerical calculations, 20
realizations of the random matrix model Eq. (10) for
NA = NB = 50 have been used, leading to a total of
5 × 104 initially unentangled eigenstates |jk〉 used for
averaging. This amount of averaging is particularly rel-
evant for small values of Λ for which the time evolution
of the entanglement of the individual states shows strong
fluctuations from one state to another. These are also
the origin of the small fluctuations seen in both figures
for Λ = 10−6 for the von Neumann entropy S1(t; Λ),
which is the most sensitive of the considered entropies.
Moreover, at small Λ, finite N effects become visible, in
particular for the COE, due to the small overall amount
of entanglement. Increasing the matrix dimension of the
subsystems to N = 100 improves the agreement with
the theoretical prediction (not shown). For Λ = 10−4
and Λ = 10−2 excellent agreement of the numerically
computed entropies and the theory is found. For Λ = 1
again the von Neumann entropy shows small deviations
from the theoretical prediction.
B. Long-time saturation
Using the result Eq. (77) one can also perform the long-
time limit to obtain a prediction for the saturation values
Sα(∞; Λ) going beyond the perturbative result Eq. (67).
Thus one gets
Sα(∞; Λ) =
[
1− exp
(
− C(α;∞)
(α− 1)S∞α
√
Λ
)]
S∞α . (79)
For large Λ the exponential becomes very small so that
the saturation reaches S∞α . However, for small Λ a re-
duced saturation value is obtained. Figure 5 illustrates
this for the linear entropy for the COE and CUE where
Eq. (66) is used for C(α,∞). Very good agreement of
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100
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)
FIG. 5: Saturation values of the linear entropy, S2(∞; Λ),
as a function of Λ for the COE (blue squares) and CUE
(red diamonds) in comparison with the prediction Eq. (79)
(dashed and solid black lines representing COE and CUE,
respectively).
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the prediction with the numerical results is found. Up
to Λ = 10−1 the saturation value follows Eq. (66) and
then the behavior given by Eq. (79) sets in. The satura-
tion values for the COE are below those of the CUE but
eventually both approach S∞2 .
VI. COUPLED KICKED ROTORS
A bipartite system whose subsystems exhibit classi-
cal chaotic motion is considered here to compare against
the universal entanglement dynamics results derived from
random matrix theory. The knowledge of Λ and its re-
lation to the system dependent details is crucial for the
comparison. In case of a system whose subsystems are
kicked rotors quantized on the unit torus, it is possible
to analytically find Λ as a function of system dependent
details as shown in Refs. [28, 30]. The Floquet unitary
operator of the system has the form given by Eq. (2)
where the subsystem Floquet operator for one kicked ro-
tor is
UA = exp
[−ip2A/(2~)] exp(−iVA/~), (80)
with kicking potential given by
VA = KA cos(2piqA)/4pi
2, (81)
where KA is the kicking strength. Similarly for subsys-
tem B. The entangling operator is
UAB(b) = exp(−ibVAB/~), (82)
where the interaction potential is
VAB =
1
4pi2
cos[2pi(qA + qB)]. (83)
The angle variables qj is restricted to the interval [0, 1),
and similarly for the momenta pj . This restriction leads
to a 4-dimensional torus phase space for the correspond-
ing classical system [25, 41, 42]. The kicking strengths
(KA, KB) = (10, 14), (18, 22), . . . with up to 20 real-
izations are chosen such that the classical dynamics is
chaotic. The boundary conditions are chosen such that
both time-reversal invariance and parity symmetry are
broken. Thus the subsystem spectral fluctuations are
approximately like those of the CUE. In addition we use
N = NA = NB = 100 for the numerical computations.
The transition parameter for the coupled kicked rotors is
[28, 30, 54]
ΛKR ' N
2
4pi2
(
1− J20 (Nb/2pi)
) ≈ N4b2
32pi4
, (84)
where J0(·) is the Bessel function of first kind [58,
Eq. 10.2.2], and the approximation is true when Nb 1.
In Fig. 6, the entanglement dynamics for various Λ-values
of the coupled kicked rotors is shown against the the-
ory given by Eq. (77). Overall good agreement is found
with some small deviations for the von Neumann entropy
which are similar to those found for the CUE case shown
in Fig. 4.
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FIG. 6: Entropies Sα for the coupled kicked rotors with
completely broken time-reversal invariance and N = 100, for
(a) Λ = 10−6, (b) Λ = 10−4, (c) Λ = 10−2, and (d) Λ = 1
for α = 1 (green diamonds), α = 2 (magenta circles), α = 3
(red triangles), and α = 4 (blue squares). Black lines show
the corresponding theory curves, Eq. (77).
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VII. SUMMARY AND OUTLOOK
An analytic theory is given in this paper for the rate
of entanglement production for a quenched system as a
function of the interaction strength between chaotic sub-
systems. In particular, all the expressions are given in
terms of the universal transition parameter Λ. It is shown
that in the perturbative regime for an initial product of
subsystem eigenstates (a so-called quench), the entangle-
ment saturates at very small values proportional to
√
Λ.
Furthermore, in the same regime, once the appropriate
time scale is properly identified and the entanglement
entropies are scaled by their saturation value, there ex-
ists a single universal entropy production curve: for a
given system size, the interaction strength determines Λ,
which determines the time scale and saturation values,
and there is no other dependence in the entropy produc-
tion beyond that. The universal curve has an overshoot,
which is slightly more pronounced for the time reversal
non-invariant case, and then it settles down to a satu-
ration value. As Λ increases, the perturbation regime
eventually breaks down, roughly for Λ & 10−2, as illus-
trated in Fig. 2.
As for the full eigenstates of the interacting system
[30], it was also possible here to recursively embed the
perturbation theory. This enables a description of the full
transition in entropy production behaviors as a function
of subsystem interaction strength and size, the limiting
behaviors being no entanglement entropy production for
non-interacting systems, and for strongly interacting sys-
tems the production behavior seen for initially random
product states. The expressions are uniformly valid for
all times and interaction strengths. It also turns out that
the initial entropy production rate is even independent of
whether time reversal symmetry is preserved or not.
The present study also raises various interesting ques-
tions to be addressed in the future: the considered case
of initial states given by direct products of subsystem
eigenstates has the crucial property that the automatic
Schmidt decomposition holds, which allows for a pertur-
bative treatment. If one considers instead, for example,
sums of such eigenstates or direct products of subsystem
random vectors, then a much faster entanglement gener-
ation occurs, which requires a completely different the-
oretical description. Moreover, although not shown, the
fluctuations of the entropies seen from one initial state to
another depend dramatically on whether it is subsystem
eigenvectors or random states which are being consid-
ered. This should also be reflected in the statistics of
Schmidt eigenvalues, which are expected to show heavy-
tailed distributions as was found before in the case of
eigenstates. Another interesting ensemble for the case
of a dynamical system like the coupled kicked rotors are
coherent states as initial states. There one will have an
initial phase for which the entanglement only grows very
slowly up to the Ehrenfest time beyond which a fast in-
crease of entanglement occurs. Finally, bipartite many-
body systems, like an interacting spin-chain, should share
many of the features of the entanglement production
demonstrated here, and at the same time also allow for
even more possibilities of initial states.
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Appendix A: Regularized Schmidt eigenvalues
In this section, the emergence of the regularized
Schmidt eigenvalues in Eq. (37) is illustrated. The per-
turbation expression of the matrix element Sj′k′,jk, rele-
vant up to O(4), is
Sjk,j′k′ =

1√
Njk
jk = j′k′
1√
Njk
∑3
m=1 
mS
(m)
jk,j′k′ jk 6= j′k′,
(A1)
where Njk is the normalization factor, and various cor-
rections read
S
(1)
jk,j′k′ =
Vj′k′,jk
∆θjk,j′k′
, (A2a)
S
(2)
jk,j′k′ =
∑
j′′k′′ 6=jk
Vj′k′,j′′k′′Vj′′k′′,jk
∆θjk,j′k′∆θjk,j′′k′′
, (A2b)
S
(3)
jk,j′k′ =
∑
j′′k′′,j′′′k′′′ 6=jk
Vj′k′,j′′k′′Vj′′k′′,j′′′k′′′Vj′′′k′′′,jk
∆θjk,j′k′∆θjk,j′′k′′∆θjk,j′′′k′′′
−
∑
j′′k′′ 6=jk
|Vj′′k′′,jk|2Vj′k′,jk
∆θjk,j′′k′′∆θ2jk,j′k′
. (A2c)
Clearly the S(1) term involves only two levels, whereas
each term in S(2) has three levels. In case of S(3), the
first sum in Eq. (A2c) has four levels involved, but the
second sum has a term involving only two levels when
j′′k′′ = j′k′, i.e., −|Vj′k′,jk|2Vj′k′,jk/∆θ3jk,j′k′ , other-
wise the terms have three levels. Substituting the per-
turbation expression for the matrix elements Sj′k′,jk in
15
Eq. (19) and simplifying gives
λ1(n; )
= 1− 4Njk
∑
j′k′ 6=jk
1
Nj′k′
{
2|S(1)j′k′,jk|2
+ 3
[
S
(1)
j′k′,jkS
(2)∗
j′k′,jk + cc
]
+ 4
(
|S(2)j′k′,jk|2 +
[
S
(1)
j′k′,jkS
(3)∗
j′k′,jk + cc
])}
× sin2
(
n∆ϕj′k′,jk
2
)
− 44
∑
j′k′<j′′k′′
6=jk
|S(1)j′k′,jk|2|S(1)j′′k′′,jk|2
Nj′k′ Nj′′k′′
× sin2
(
n∆ϕj′k′,j′′k′′
2
)
. (A3)
The normalization factor to the relevant order is 1/Njk =
1 − 2∑j′′k′′ 6=jk |Sj′′k′′,jk|2. After separating the terms
involving two levels up to O(4) one finds
λ1(n; ) = 1− 4
∑
j′k′ 6=jk
[
2|S(1)j′k′,jk|2 − 44|S(1)j′k′,jk|4
]
× sin2
(
n∆ϕj′k′,j′′k′′
2
)
+R1,HL, (A4)
where all the higher level terms are grouped into R1,HL.
The terms that appear in the square bracket above are
the first two terms in the expansion of the regularized
expression given in Eq. (37) obtained from the two-
dimensional perturbation theory results,
2|S(1)j′k′,jk|2 − 44|S(1)j′k′,jk|4 + . . . =
2|S(1)j′k′,jk|2
1 + 42|S(1)j′k′,jk|2
.
(A5)
For the other Schmidt eigenvalues (l > 1) a similar anal-
ysis can be shown.
Appendix B: Computation of C2(α; t)
The first step to compute the C2(α; t) integral Eq. (47)
is to use the identity sin2(θ/2) = (1 − cos θ)/2 and then
binomially expand
(1− cos θ)α =
∞∑
q=0
(−1)q
(
α
q
)
cosq θ, (B1)
and use the following Fourier series expansion
cosq θ =
q∑
m=0
aqm cos(mθ), (B2)
where
aqm =
(
q
q−m
2
)[
1 + (−1)q−m
2q(1 + δm,0)
]
. (B3)
With this we get
(1− cos θ)α =
∞∑
q=0
q∑
m=0
(−1)q
(
α
q
)
aqm cos(mθ). (B4)
Plugging in these results into Eq. (47) gives
C2(α; t) = 2
α
∞∑
q=0
q∑
m=0
(−1)q
(
α
q
)
aqmfm(α; t), (B5)
where
fm(α; t) =
∫ ∞
−∞
dz
∫ ∞
0
dw
wαρ(w)
(z2 + 4w)α
× cos
(
mt
√
z2 + 4w
)
. (B6)
In the above integral, the integrand is even in the z-
variable, and combining it with the substitution
sin2 θ =
1
2
(
1− z√
z2 + 4w
)
, (B7)
and simplifying gives
fm(α; t) = 2
3−2α
∫ pi/4
0
dθ
∫ ∞
0
dw sin2α−2(2θ)
× ρ(w)√w cos
(
2mt
√
w
sin 2θ
)
. (B8)
In the next two subsections results specific to orthogonal
and unitary ensembles are presented.
1. Orthogonal case
In Eq. (B8), with ρ(w) for the COE and integrating
over w-variable gives
fm(α; t) =
23−2α√
pi
∫ pi/4
0
dθ
[√
2− 4mt csc(2θ)
× F (
√
2mt csc(2θ))
]
sin2α−2(2θ), (B9)
where F (·) is Dawson’s integral [58, Eq. 7.2.5]. For m = 0
the above integral reduces to
f0(α; t) =
23/2−2αΓ(α− 1/2)
Γ(α)
, (B10)
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whereas for m 6= 0 the integral can then be represented
in terms of special functions as
fm(α; t) = 2
3−2α
[
Γ(α− 1/2)
Γ(α)
√
8
+
2α−2pi(mt)2α−1
Γ(α)
×M(1/2, α;−2m2t2) sec(piα)
−
√
2 (mt)2Γ(α− 3/2)
Γ(α− 1)
× 2F2(1, 2− α ; 3/2, 5/2− α ; −2m2t2)
]
,
(B11)
where 2F2(·) is generalized hypergeometric function [58,
Eq. 35.8.1] and M(·) is the Kummer confluent hyperge-
ometric function of the first kind [58, Eq. 13.2.2].
2. Unitary case
Using ρ(w) for the CUE case in Eq. (B8), and after
integrating over w-variable, we get for m = 0
f0(α; t) =
23/2−2αΓ(α− 1/2)
8 Γ(α)
, (B12)
and for m 6= 0 we have
fm(α; t) = 2
3−2α [gm(α; t)− 2m2t2gm(α− 1; t)] ,
(B13)
where
gm(α; t) =
√
pi
2
∫ pi/4
0
dθ sin2α−2(2θ) exp
(−m2t2 csc2 2θ).
(B14)
The above integral can be represented using special func-
tions as
gm(α; t) =
pi3/2
8 cos(piα)
[
(mt)2α−1
M(1/2, α+ 1/2,−m2t2)
Γ(α+ 1/2)
−√piM(1− α, 3/2− α,−4pi
2m2t2)
Γ(α)Γ(3/2− α)
]
.
(B15)
3. von Neumann entropy
For the critical value α = 1 Eq. (9) gives the von Neu-
mann entropy as
S1(t; Λ) =
√
Λ lim
α→1
∂
∂α
C(α; t). (B16)
The derivative in Eq. (B16) gives
lim
α→1
∂C(α; t)
∂α
= lim
α→1
∞∑
p=1
(−1)p+1C2(p; t) ∂
∂α
(
α
p
)
− lim
α→1
∂
∂α
C2(α; t). (B17)
It can be shown that for p ∈ Z+
lim
α→1
∂
∂α
(
α
p
)
=
{
1, for p = 1,
(−1)p
p(p−1) , for p > 1.
Using this in Eq. (B17) gives
lim
α→1
∂C(α; t)
∂α
= C2(1; t)−
∞∑
p=2
C2(p; t)
p(p− 1)
− lim
α→1
∂
∂α
C2(α; t). (B18)
Now it amounts to computing ∂C2(α; t)/∂α in the limit
α→ 1,
lim
α→1
∂
∂α
C2(α; t) = C2(1; t) ln 2− 2f1(1; t)
+ 2
∂f0(α; t)
∂α
∣∣∣∣
α=1
− 2∂f1(α; t)
∂α
∣∣∣∣
α=1
+ 2
∞∑
q=2
q∑
m=0
aqm fm(1; t)
q(q − 1) . (B19)
In the above, the derivatives are
∂f0(α; t)
∂α
∣∣∣∣
α=1
=
{
−√8pi ln 2, for COE,
−pi3/2 ln 2, for CUE (B20)
and
∂f1(α; t)
∂α
∣∣∣∣
α=1
= −f1(1; t) ln 4 + h(t). (B21)
The last term in the above equation is an integral, and
is different for the COE and the CUE. For the COE case
one gets
h(t) =
4√
pi
∫ pi/4
0
dθ
[√
2− 4t csc(2θ)F (
√
2t csc 2θ)
]
× ln sin 2θ, (B22)
and can be represented using special functions,
h(t) =
√
2pi
[
4t2 − ln 2]− pit ∂
∂α
M(1/2, α,−2t2)
∣∣∣∣
α=1
− 32t
4
√
2pi
9
2F2(1, 2; 5/2, 5/2;−2t2)
− e−t2pi t I0(t2)
[
γ + ln 2 + 2 ln t
]
. (B23)
Similarly for CUE case one gets
h(t) = 2
√
pi
∫ pi/4
0
dθ e−t
2 csc2 2θ ln(sin 2θ)(1− 2t2 csc2 2θ),
(B24)
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which again can be represented using special functions,
h(t) =
pi3/2
4
[
2t22F2(1, 1; 3/2, 2;−t2)− ln 4− 2erf(t) ln t
− 2 t√
pi
∂
∂α
M(1/2, α,−t2)∣∣
α=3/2
]
− pi t e
−t2
2
[
γ−
− pi erfi(t) + ln 4 + 2 ln t+ ∂
∂α
M(α, 1/2, t2)
∣∣
α=0
]
,
(B25)
where erfi(z) = erf(iz)/i is the imaginary error function.
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