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Another goal is to conduct cross lingual and cultural analysis of affective behavior. This research represented a major advance in the state of the art in emotion recognition in speech/language. The outcomes of this project contributed to fundamental understanding of how emotions are signaled and how to successfully model this phenomenon, which has an impact on using speech technology in various applications.
Primary accomplishment and findings:
The research conducted as part of this project advanced the state-of-the-art automatic emotion recognition performance, and improved our understanding of language/cultural impact on human perception of emotion and automatic classification.
• Units used. This study investigates sentence-level emotion recognition. We proposed to use a two-step approach to leverage information from subsentence segments for sentence level decision. First we train a segment level emotion classifier, and generate predictions for segments within a sentence. A second component combines the predictions from these segments to obtain a sentence level decision. We evaluated different segment units (words, phrases, time-based segments) and different decision combination methods (majority vote, summation of probabilities, and a Gaussian mixture model). Our experimental results have shown that our proposed method significantly outperforms the standard sentence-based classification approach. In addition, we find that using timebased segments achieves the best performance, and thus no speech recognition or alignment is needed when using our method. This is important when extending emotion recognition to languages that do not have speech recognizers available.
• Level of interest detection. In this study, we proposed a decision-level fusion approach using acoustic and lexical information to accurately sense a user's interest at the utterance level. Our system consists of three parts: acoustic/prosodic model, lexical model, and a model that combines their decisions for the final output. We use two different regression algorithms to complement each other for the acoustic model. For lexical information, in addition to the bag-of-words model, we propose new features including a level-of-interest value for each word, length information using the number of words, estimated speaking rate, silence in the utterance, and similarity with other utterances. We also investigate the effectiveness of using more automatic speech recognition (ASR) hypotheses (n-best lists) to extract lexical features. The outputs from the acoustic and lexical models are combined at the decision level. Our experiments show that combining acoustic evidence with lexical information improves level-of-interest detection performance, even when lexical features are extracted from ASR output with high word error rate.
• Better feature and models. We have investigated two different modeling approaches to improve features and models used for emotion recognition, based on i-vector models and deep learning methods, respectively. o Using i-vector space features has been shown to be very successful in speaker and language identification. In our study, we evaluated using the i-vector framework for emotion recognition from speech. Instead of using standard i-vector features, we proposed to use concatenated emotion specific i-vector features. For each emotion category, a Gaussian mixture model (GMM) supervector is generated via adaptation of the neutral one from a big corpus. An i-vector feature vector is then obtained using each emotion specific GMM supervector. The concatenation of these emotion dependent i-vector features is used as the feature vector in the backend emotion classifier, e.g., support vector machines (SVM). Our experimental results on acted and spontaneous data sets demonstrate that this method outperforms baselines using either static features or dynamic features. o Deep learning has been recently widely used in various machine learning problems, including tasks in speech and language processing. We investigated using the denoising autoencoder to generate robust feature representations for emotion recognition. In our method, the input of the denoising autoencoder is the normalized static feature set (state-of-the-art features for emotion recognition). This input is mapped to two hidden representations: one is to capture the neutral information from the input, and the other one is used to extract emotional information. Model parameters are learned by minimizing the squared error between the original and the reconstructed input. After pre-training and finetuning, we use the hidden representation as features in the SVM model for emotion classification. Our experimental results show significant performance improvement compared to using the static features.
• Cross language study. The aim of this study is to investigate the effect of cross-lingual data on human perception and automatic classification of emotion from speech. We use four different databases from three languages (English, Chinese, and German) and two types (acted and improvised). For automatic classification, there is a significant degradation using cross-corpus than within-corpus setup. For human perception, we observe differences between native and non-native speakers when judging emotions for a language, and there is less performance loss in cross-language setup compared to automatic classification. In addition, we find that the automatic approaches work well in classifying the emotional activation category: positive and negative activated emotions, but are not good at classifying instances within the same activation category, which is different from the confusion patterns of the human perception experiment. This study provides insights to better understanding of cross-lingual human emotion perception and development of robust automatic emotion recognition systems.
