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1. INTR~DU~I~N 
It is well known that the character ,$A) = trace(p(A)) of a poly- 
nomial representation p of a linear group G&r, C> is a symmetric poly- 
nomial P&q,. . . , a,) in the eigenvalues (~i,. . . , (Y, of the matrix A. 
Since a representation of GL(n, C) is nothing but a morphism p: 
GL(n, C) + GL(m, C>, p can be composed with another representation 7: 
GL(m, C) --j GL(r, 0, and the character of the resulting representation 
TJ 0 p: A E GL(n, C) +B n(&4)) is a symmetric polynomial Q((Y~, . . . , CYJ 
which has been called by Littlewood [Li] the plethysm of P, and P,, 
(Littlewood’s notation was P, @ P,, to which we prefer P,<P,> or P,, 0 P,). 
This construction also makes sense in the same way for unitary groups, 
and the interpretation of the plethysms of Schur functions as branching 
rules for U(n) 1 U(m) has lead since the 1950s to a number of applica- 
tions in atomic and nuclear physics (see, for example, [WY]; more recent 
references can be found in [E-R]). 
In this paper, we show that various stability properties and recurrence 
relations for plethysm coefficients can be easily derived by making a 
systematic use of a certain infinite-order differential operator, which turns 
out to be one of the vertex operators used in the representation theory of 
Kac-Moody algebras (see [Ka]). More precisely, our operator is exactly 
the one which furnishes the polynomial solutions of the W-hierarchy [Sal. 
As explained by Lascoux and Pragacz [L-P], symmetric functions can be 
interpreted as operators on polynomial rings. This is especially convenient 
when dealing with plethysm, since the composition of these operators 
corresponds to the plethysm of the associated symmetric functions. This 
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point of view is briefly summarized in Section 2. The necessary properties 
of differential operators are established in Section 3. In Section 4, we give 
some stability properties which extend the results of Weintraub [We]. In 
Section 5, we prove some recurrence relations and indicate a simple 
derivation of the formulas given by Murnaghan [Mul-51 and Butler and 
King [B-K]. Results of this kind can also be derived with the formalism of 
symmetrizing operators of Lascoux and Schiitzenberger [L-Sl]. As an 
illustration, we present in Section 6 a proof of Murnaghan’s formulas 
using divided differences. 
2. SYMMETRIC FUNCTIONS 
We shall make use of the notation of [L-P], to which the reader is 
referred for more details. A minor change is that a partition will be for us 
a finite nondecreasing sequence of integers (rather than a nonincreasing 
one). General references for symmetric functions are Macdonald [Ma] and 
Lascoux and Schiitzenberger [L-S2]. Let A = (aI, a2,. . . ) be an infinite set 
of variables, called an alphabet. The complete symmetric functions S,(A) 
and the elementary symmetric functions h,(A) of the alphabet A are 
defined by the generating series 
a,(A) = n (1 -za)-’ = xS,(A)zk 
k 
and 
A,(A) = OIA(l +za) = xAk(A)zk. 
k 
For .Z = (jr,. . . , j,) E Z”, the Schur function S,(A) is the minor taken 
over the rows 1,2,. . . , n and the columns jl + 1, jz + 2,. . . , j, + n of the 
infinite matrix S(A) = (Sj-i(A))i,j,,. For I E Z”, the skew Schur func- 
tion S,,,(A) is the minor taken over the rows i, + 1,. , . , i, + n and the 
columns jr + 1,. . . , j, + n of the same matrix. 
The ring of symmetric polynomials in A with coefficients in Z is 
denoted by G t)m(A). A basis of GQm(A) as a Z-module is provided by 
the Schur functions indexed by partitions. 
For a partition I, the weight 111 of Z is the sum of its parts, and its length 
Z(Z) is the number of its nonzero parts. We denote by I’ the transposed 
partition. 
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To an element F of 6$m(A) we associate an operator, also denoted F, 
which acts on polynomial rings @[Xl (X = any alphabet, possibly con- 
taining A) in the following way: if P = C,c,x’ E @[Xl (c, E C, XI = 
xflx2 . . .) 7 one defines first S,(P) by the generating series 
a,(P) = 7’1 -XI)-=‘= c S,(P)2 
kr0 
or, equivalently, one can define A,(P) by the series h,(P) = a-,(-P). 
Now, any symmetric function F(A) can be expressed as a polynomial 
ms,w, S,(A), . . . ) in the S,(A), and we set F(P) = 
F&(P), S,(P), . . . ). 
With these conventions, the alphabet A can be identified with the 
formal sum of its elements, since one has, indeed, F(A) = F(a, + a2 + 
a3 + -* * ), where in the r.h.s. F is interpreted as an operator. We see also 
that the plethysm of F and G E e,t)m(A), as defined in the Introduction, 
is simply F(G(A)) = F 0 G(A). 
3. DIFFERENTIAL OPERATORS 
Gt)m(A) is as usual endowed with a scalar product (*, . ) defined by the 
requirement that Schur functions indexed by partitions form an orthonor- 
ma1 basis. We extend it by C[ z&linearity to the ring C[z] 8 Gt)m(A) of 
symmetric polynomials in A with coefficients in C[z], where z is an extra 
indeterminate. 
For F in one of these rings, we denote by D, the adjoint of the 
multiplication operator G * FG with respect to (. , * ). If F = CnFnzn is 
an infinite series, we set D, = C,z”DF,. 
If CU,) and CV,> are adjoint bases of G)t)rn(A) (i.e., such that <U,, VJ> = 
6,J) one has the fundamental formula 
F(P + Q> = ~&,W’) * v,(Q) (sum over all partitions) 
I 
and, since the Binet-Cauchy formula implies 
s,(f’ + Q) = cS,,,V’) * s,(Q), 
I 
one sees that D&S,> = SJ,], a result which is due to H. 0. Foulkes. 
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In particular, since Ak = Sik, where lk is the partition (1,. . . , 1) E Nk, 
one has the following fundamental property: 
LEMMA 3.1. Let Z E Zk and write for short (T,(A) = a,, etc.; then, 
where for 1 = (iI,. . . , ik), zp = (iI,. . . , ik, p). 
Proof. Expanding the determinant 
si, si,+1 . . * Si,+r- 1 &I+, 
SIP = ‘iI- 
. . . 
. . . 
. . . 
SP 
along its last column, observing that S1,i, = D,,,S,, which is zero if r > l(Z), 
we obtain 
s,p = c (- lop+r . D*,S, r>O 
so that 
zpSIp = z~+T~+~. DA S,. , 0 
LEMMA 3.2. The action of the operators Dmz and D,-= on an element F 
of C[z] o E~k,~ttt(A) is given by DuzF(A) = F(A + z) and DAmzF(A) = 
F(A - z). 
Proof For a Schur function, S,(A + z) = C,D,,S,(A) . SK(z) = 
E,D,,(S,(A)) . S,(z), since S,(z) = 0 except for Z = (r), in which case, 
S,(z) = z’. The general case follows by linearity, and the second affirma- 
tion is a consequence of the identity a,(A)h -,(A) = 1. q 
The operators D, are indeed differential operators, since it can be 
shown (see [Ma]> that if we set 
+‘(A) = c ak 
UEA 
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then II** = k . a/a$k. Now, from the identity 
it follows that the operator of Lemma 3.1 can be expressed as 
0, - ,,r = exp( k$lzk$*/k) 
. exp - C rka/atjk 
( 
krl 
and setting xk = q?‘/k, we see that our operator a,D h-l/z is the basic 
vertex operator 
r(Z) = eW( ,ZjXj) * eW( - El (Z-'/j)(a/aXj)) 
of the boson-fermion correspondence (see [Ka, p. 317, or J-M]). 
Before leaving this subject, let us remark that the Hirota bilinear 
equation for the KP-hierarchy, written in the form of Eq. (14.11.5) of 
[Ka, p. 3201, can be immediately translated, setting x’ = t,bkL4)/k and 
x” = $k(B>/k (A, B disjoint infinite alphabets), T(x’) = f(A), &t?) = 
f(B), and identifying C[x’, x’] with Gnm(A, B) = Gum(A) @ Gum(A), 
in the form 
Res,=04A - B)DA-,,,cA-Bj *fV)f(B) = 0 
and then in 
Res,,oqDA- ,,=f @ LD,,,,f = 0. 
On this form one reads immediately the result of Sato [Sal that Schur 
polynomials are solutions of the KP-hierarchy, since with f = S,, the 
coefficient of z-l in the 1.h.s. is 
c ql-p)- @ s, 
p+q= -1 
which is indeed zero, since in each term, either SCl-P)- or S,, is a 
determinant with two identical columns. More details on this topic are to 
be found in [La]. Applications of these operators to Kronecker products of 
symmetric group representations can be found in [Th]. 
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4. STABILITY PROPERTIES 
In this section, we show that for fixed partitions I, J, K of respective 
weights rr, m, k, the coefficients (S, 0 S,, S,,) (q = n(m + p) - k) and 
(S,P 0 S,, S,,) (4 = (n + P)m - k) are constant for p sufficiently large. 
THEOREM 4.1. Suppose II) = n, IJ( = m, and let r be the greatest 
integer such that n(m + r) 5 IKI, then, 
where c E Z, h E Z, and P is a Laurent polynomial of degree not greater 
than maxfn(t - l), n(r - l)), t being the greatest part of J. 
Proof. Consider the generating series 
By Lemmas 3.1 and 3.2, 
f(z) = c (spS,,(A +z)J,(A - l/z)> 
PEZ 
with S,p(A + z) = CiS,p,izi. For p < t, S,p = f S, (or 0), where H is a 
partition whose all parts are I t - 1, so that in this case, S&4 + z) = 
&~i~r-lS,p,i~i. Since, furthermore, S,,r-l = 0, we can write f(z) = 
Q(z) + R(z), where 
and 
R(z) = c (s,( Cs,p,+K(A - l/r)). pzt i>O 
It is easily seen that Q(Z) is a Laurent polynomial of degree at most 
n(t - 1) (and it is in fact of the form zhF(z”)), and that for the computa- 
tion of R(z), it is only necessary to retain in the expansion of S&4 + z) 
the terms whose weight is < m + r, i.e., i 2 p - r. Hence, using the fact 
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that for p 2 t, Slp,i = Sl,P-i (or 0 if i > p), we obtain 
=H(z) ‘2 W-O/( 1 - =“), 
where H(z) is a Laurent polynomial of the form zhG(zn), and has degree 
at most nr, so that writing G(Z) = &Xl - 2) + c and setting P(z) = 
Q(z) + zhq(z”), we obtain the desired result. 0 
The simplest case occurs when IKI = mn, in which case Q<z> is of the 
form F(z”) and is of degree at most n(t - 21, and R(z) = (S, 0 S,, S,) * 
z”‘/(l - z”). One can also easily recover from Theorem 5.1 the results of 
Wel. 
THEOREM 4.2. Let g(z) = CP,qEZ(S,p~ S,, S,,)z4. Then, 
(i) IflU) > 1, g i.s a Laurent polynomial. 
(ii) ZfJ = (m), g(z) = P(z) + c/(1 - zm), where P(z) is a Laurent 
polynomial. 
Proof. As above, 
g(z) = c (SIp(S,(A + z>Pf&f - l/z)) 
PEZ 
= c (sIppI + zsJ,1 + zq2 + * * * +ZtSJ,J, S,( A - l/z)) 
PGZ 
(where t is the largest part of .I); hence if l(J) > 1, S,,, has weight 2 1 
and (S&S&4 + z)), S&f - l/z)) = 0 for (n + pXm - t) > k, so that 
in this case, g(z) is a polynomial of degree not greater than kt/(m - t). 
On the other hand, if .Z = Cm>, let s be the largest part of I. Then, 
where 
g(z) = Q(z) + R(z), 
Q(z) = c (&po&(A +z),S,(A - l/z)) 
pss-1 
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is obviously a Laurent polynomial of degree at most (n + s - l)m, and 
Writing S,(A + z) = (S,(A + z) - z”) + zm and using the addition for- 
mula, we obtain 
R(z) = C i (S[p/j(S,(A +z) -zm)sj(Z")~S~(A - l/‘))Y 
pts j=O 
where Sj(zm) = zmi, S,p,j = S,,p-j, and since S&l + z) - 2” is a sum 
of terms of weight at least one, we have to retain only the terms for which 
n + p - j I k, i.e., j 2 n + p - k, so that setting r = k - n, we have 
R(z) = c i (S,,p-j(s,(A +z) -zm)Zmj,S&4 - l/z)) 
n2s j=p-r 
= c p(P-‘) 
i (S,,,-i(s,(A + z) - zm)zmi,s&4 - l/z)) 
p>S i=O 
=z m(s-r)(1 - z”))‘H(z), 
where H(z) is a Laurent polynomial, as required. q 
In the case Z = (O), the generating series for the coefficients of S,, 0 S, 
(m fixed) are more conveniently written as 
p~zq~z(~p%l,sKq) = qpz~Sm.SKq) = (0;+?d3 -%,&) 
= (m?l(~ + l&MA - 1)) 
= (@,(A + 1) - l),&(A - 1)) 
.(l -z)-‘. (4.1) 
As an illustration, let us compute some stable coefficients of S, 0 S,: we 
have 
o*(S,( A + 1) - 1) = a,( s, + s, + S,) 
= 1 + z(S, + s, + S,) 
+ z2(2S, + s,, + s,, + s, + s,, + S,) 
+ z3( s,, + s, + s,, + S,) + z4s, + o,, 
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where 0, stands for terms of weight at least 5. Now, let for short 
(F) = u1 DA-,F. We have S&l - 1) = S, - S,; hence 
(03L (S4)) = (- 2 + 2 + 0 + z4)(1 - z)-’ = -z + z4(1 - z)? 
Similarly, S&l - 1) = S,, - S, - S,, + S,, so that (u,(&), (S,,)) = 0. 
For the other partitions of 4 we find easily that 
(4S3)9(&,,,)) = 1 - z, (u,(S,),(S,,)) = z3(1 -z)-‘. 
Of course, our computation of a,(S,(A + 1) - 1) up to order 4 allows us 
to obtain also the stable coefficients for partitions of 3, 2, and 1. 
5. RECURRENCE RELATIONS 
We first show that the recurrence relations obtained by Murnaghan 
[Mu51 and Butler and King [B-K] just come from two different manners of 
equating the terms of the same weight in a simple identity between infinite 
series, thus explaining the striking resemblance mentioned by these last 
authors. Let us define, for each integer k 2 0, the operator D, by 
Dk(S,) = SI-lk if Z(Z) = k (where Z - lk = (i, - 1,. . . , i, - 1)) and 
Dk(SI) = 0 otherwise. The key observation is that if Z(Z) = k then 
S,, -k = (- l)kD,S, (this follows immediately from the definition of 
Schur functions as minors of the matrix s>. Now consider the infinite 
series a@,(A)) = C, 20 n S 0 S,(A) and suppose that its expansion is 
a&S,(A)) = C,c,S, (sum over all partitions). Applying the vertex opera- 
tor yields 
On the other hand, we have by Lemma 3.1 
so that 
c CZPSIp(~) = u,(A)a,(S,)A-,,,(S,-,). 
pez I 
(5.1) 
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Now, specialize A to an alphabet of cardinality k. Then S,(A) = 0 if 
1(J) > k, and S,, -,(A) = (- l)kDkSI(A). Extracting the coefficient of 
zek in (5.11, we obtain 
THEOREM 5.1 
(9 (- lIkD,(Ui(S,)) = U,CS,)Cj-i=k(- lYSi(A)Aj(S,-,). 
(ii) (-IYD,(~-i(S,)) = A-,(S,)Cj-i=kSi(A)sj(S,-,). 
Identifying the terms of equal weights, we obtain the formulas of [B-K], 
n-k 
Dk(sno sm) = c (-l)js,-k-j(Sm)Ak+j(Sm-l)~j(A) (5’2) 
j=O 
n-k 
and, using the fact that l/a&J = L,(S,), we can rewrite Theorem 5.1 
in the form 
b(S,) 1 DP,(%) = c (-l>‘-kA,(s,-,>S,-,(A) (5.4) 
r>O 
Identifying the terms of weight nm - k in (5.4) and (5.5) yields 
Murnaghan’s formulas: 
n-k 
c ( -l)PAp&) . DkSn-p(Sm) = ( -l)“-kA,(Sm-l)Sn-k(A) (5.6) 
p=o 
n-k 
c (- l)pSpW - &A-,W = ( -l>“-ks,(Sm-l>Sn-k(A). (5.7) 
p=o 
It is also possible to express the terms of maximal length, or with the 
largest part in &@,I and S,(S,), by means of lower plethysms. This runs 
as follows: suppose first that 
USI) = Cd,% 
I 
Applying the operator a, DA- ,,* to both sides of this equation we obtain 
c t -WkS,,,x = c c 4SJpzP- 
k I pez 
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Since S1,Ik L- 0 for k > Z(I), the lowest power of z appearing in the 1.h.s. 
is z-“‘(I), and its coefficient is 
S,(( - l)?sI,lKf~). 
But the maximal length of a partition J such that S, appears with a 
nonzero coefficient in the expansion of S,(S,) is precisely nl(l); hence in 
the r.h.s. the coefficient of z-~‘(‘) is, setting h = nlU), 
(-l)QfJD& = (-l)“D,(S, OS,). 
I.e., we see that the terms of maximal length of S, 0 S, are completely 
determined by a lower plethysm: if 1(Z) is even, 
Dh( s, 0 S,) = s, Cl s,- p(‘), (5.8) 
and, if I(I) is odd, 
Using in a similar way the operator h-zD,,,z, one can obtain the terms 
with the largest part. Indeed, 
and 
so that 
S,(A) = ( - l)“‘S,.( -A) 
A&+s,( A) = ( - 1)“’ c zD&,( --A). 
PEZ 
Applying this operator to the equation 
S,QA, = cc/s,, 
I 
where the functions A can be defined by AKfH = S,.,,-, and defining an 
operator Ah by AJ, = SKLh if K = (k,, . . . , k,, h), with K \ h = 
(k I,.“, k,) and AhSK = 0 otherwise, we obtain, extracting the coefficients 
of t+(h = nl(l)) in both sides, 
A,( S, 0 A,) = S, 0 A,- lu). (5.10) 
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(Formulas (5.8), (5.9), and (5.10) have been given in [Cal with a completely 
different proof.) 
The analogous results for the plethysms S, 0 S, are easier. For example, 
writing 
D,&!+S,) = S,oS,(A - 1) = S,(S, - S,-,) 
and using the addition formula, we have 
c (-W*,(&%J = csI,Kwn)sKesm-I> (5.11) 
r>O K 
and we see that (- l)“D,,n(S, 0 S,) corresponds to the terms of weight 
nm - n in (5.11). But if IKI = k, the term S,,,(S,)S,(-S,-,) is of 
weight nm - k, so that the only term in this sum which is to be retained is 
the one with k = n, i.e., K = I. Thus, (- l)“D,,.<SI 0 S,) = S,(-S,-,) = 
( - lYS,-(S, _ 1), and since there is no partition of length greater than n in 
the expansion of S, 0 S,, we have finally 
D,(SpS,) = SI-~S,-l. (5.12) 
Particular cases of (5.12) have been given by several authors. The general 
case is due to Foulkes [Fo], where one can also find the recurrence for the 
terms with largest part in S, 0 S,. The proof presented here seems to be 
new. A different approach can be found in [Cal. 
6. SYMMETRIZING OPERATORS 
Computations of the kind considered above can also be carried out with 
the formalism of symmetrizing operators of Lascoux and Schiitzenberger 
[L-W As an illustration, we shall present an expression of our operator 
D, by means of divided di#erences and an alternative derivation of 
Theorem 5.1. Let x, y be two variables. The divided difference a,, is the 
operator 
a&( . ..) x ,...) y  )...) 
* [f( . ..) y  )..., x )...) -f( . . . . x ,..., Y ,... )]/(Y -x>. 
Suppose now that A = (a,, . . . , a,) and d = ak+l, and set ai = a,iai+,. It is 
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easily seen, by making suitable linear combinations of rows in the determi- 
nantal expression of S,(A), that we have 
sil si*+l .‘. Sik+k-l 
S,(A) = si,-~ sif 1:: ‘i,+k-2 
a1 
a1 + a2 . . . 
Silek+I *.. *-. Sik a, + a2 + -.* +a, 
which means that in the jth row, each Si is to be read as Si(a, + - * . +ai). 
Also, since d,S,(a, + a** +ai) = Sj-,<a, + .. * +ai+l), this yields 
Si,-1 *‘. Sik+k-2 al + a2 
ala2 ... aksI(A) = '-- 
. . . 
‘ik-l aI + a2 + ‘-’ +ak+l 
= S,-,k(A + d), 
since if I;;: = F&a, + * * * +a,); then 
a, - ak(E;, "' Fk) = (al&) '- (akFk). 
Hence, for any symmetric function F, 
DkF( A) = (ala2 ’ ’ ’ akfyd=o. (6.1) 
Furthermore, it is easy to show that 
a, .-- ak(ai+l) = ( -l)ksj-k(Ld + d) (6.2) 
and with (6.1) and (6.21, we can prove Theorem 5.1 as follows: we just have 
to write 
a, --. ak+,( A)) = aI . . . akol( s,( A + d - d)) 
= a, .-- ak&&(A + d) - ds,-,(A + d)) 
= t#$,,(ki + d))a, -- akh-l(ds,-l(A + d)) 
(since symmetric functions of A + d are scalars for a, * . . a,) 
= +(s,(A + d)) c (-i)nAn(s,,-l(A + d))a, '-- akd" 
?I20 
=a,(&@ +d)) c (-l)"n,&-,(A +d))(-l)kS,-,(A +d), 
n20 
so that setting d = 0 we obtain the required formula. 
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