In this paper, we prove Lp, p ≥ 2 and almost sure convergence of tail index estimator mentioned in [1] under random censoring and several assumptions. pth moment of the error of the estimator is proved to be of order O 1 log mκ/2 n with given assumptions. We also perform several finite sample simulations to quantify performance of this estimator. Finite sample results show that the proposed estimator is effective in finding underlying tail index even when censor rate is high.
1 Introduction and assumption
Introduction
Research on heavy tail data is relevant to numerous statistical application, such as actuarial science [2] , economics [3] and etc. Tail index is one of the most crucial factor for long tail data since it is related with extreme quantiles of the underlying distribution, see [4] and [5] for further discussion. Hill [6] proposed an estimator for tail index and this estimator has been proved convergence under several assumptions and situations, we refer [7] and [8] as two examples. Apart from traditional Hill's estimator, Grama and Spokoiny [1] applied Kullback-Leibler divergence to estimate heavy tail index and proposed an estimator based on maximization local log-likeliihood method, Kratz and Resnick [9] proposed atype estimator and Politis et.al. [10] proposed a truncated ratio statistics and proved its L p convergence. On the other hand, it is common for dealing with incomplete observations, especially right censor data, in practical researches. Klein and Moeschberger [11] provide detail discussion and examples on this topic. For heavy tail data, censoring is more likely to occur. For example, in clinical trial, if the survival time obeys long tail distribution, it is more likely for the patient to survive after trial ends. Therefore, how to estimate heavy tail index under censoring is worth discussion. Beirlant and Guillou [12] proved consistency of a modified Hill's estimator under mild censoring, Einmahl et.al. [13] applied moment estimator in this problem and proved the asymptotic normality of the proposed estimator. Ndao et.al. [14] and Stupfler [4] generalized the result to the conditional heavy tail index.
Instead of convergence in probability, we mainly focus on almost sure convergence and L p convergence of estimator proposed in [1] for censoring data. Similar to [13] and [10] , we apply a truncated version ratio type statistics for heavy tail index and use method proposed by Vasiliev [15] for proving convergence of the estimator.
We will give the basic assumption and statistics in 1.2. In section 2 and 3, we respectively discuss L p convergence and almost sure convergence of the proposed estimator, and numerical examples can be seen in section 4. Finally, we make conclusions in section 5.
Basic assumptions and main results
In this part, we introduce basic assumptions, frequently used notations and the main statistics in this paper. The notations that are not listed below will be defined when being used.
Suppose (X1, Y1), (X2, Y2), ..., (Xn, Yn) are i.i.d data from underlying distribution whose tail functions are respectively
−α Y , and we further assume that Xi, Yi, i = 1, 2, ..., n are mutually independent. Suppose the observed data are (Zi, δi), Zi = Xi Yi = min(Xi, Yi) and δi = 1 X i ≤Y i . Under this assumption, it is obvious that tail function of Zi,
(1) Moreover, we suppose LX , LY are slow varying function (see [16] ).
According to Karamata's theorem [16] , the slow varying function
as x → ∞, and if we further assume that LK is differentiable, then formula 2 intuitively implies that c K (x) → 0 and
Apart from the independent censor assumption, we hope the absolute value of derivative of LK , K = X, Y to be small enough as x being sufficiently large so that the influence of LK on estimating tail index can be controlled by taking logarithm. This idea leads to assumption A2. The third assumption comes form [10] . Assumption A1: Suppose Xi being i.i.d data and Yi being i.i.d censor time, Xi, Yi are mutually independent and respectively have tail function(that is, 1-cumulative distribution)
Thus the tail index of the data and censor time are γX = 1/αX , γY = 1/αY Assumption A2: Suppose LK , K = X, Y are differentiable and there exists a number κ > 0 such that, for K = X, Y , as x → ∞. 
Assumption A3: There exists a known constant γ0 > 0 such that
From 1 this implies that αZ ≤ 1/γ0 and corresponding γZ ≥ γ0 Table 1 displays the frequently used notations and their meanings. In order to illustrate the main estimator, we first introduce several intermediate statistics.
Definition 1 ( p(x) and q(x)). Suppose x > 0 and sample size is n, then we respectively define p(x) and q(x) as
and
It is not difficult to see that p(x) is estimator for PZ (x) and q(x) is an estimator for P rob(Z ≤ x ∩ X ≤ Y ). 21 demonstrates the motivation for us to estimate this probability. Similar with [13] , the second estimator ρ is applied to estimate
Definition 2. With the notation in table 1, we define estimator ρ as
Here t(n) → ∞ and s(n) → 0 satisfying
We apply estimator defined in [1] , ζ, for estimating tail index of the censored data γZ . According to 1, it is reasonable for expecting ζ to converge to
Definition 3 (Estimator for tail index γZ ). With the notation in table 1, we define the estimator for tail index γZ as
Here we use convention that
is a candidate for estimating tail index of X. We will use a truncated version of this estimator. The key results of this paper is presented in theorem 1 and 2. Theorem 1. Suppose A1, A2, A3 and choose Hn = 1 log log n ,m ≥ 4, then we have
Theorem 2. Suppose condition A1-A3 and choose Hn as in theorem 1, then we have
2 L p convergence of truncated statistics
We first provide several crucial lemma that will be frequently used in the following proof.
Lemma 1. Suppose X and Y satisfy A1 and A2, then
Proof. Because of independents, we have, for arbitrary large x,
and the first part is proved. For the second part, notice that
and the result is proved.
The next one is introduced to provide a bound for the slow varying function.
Lemma 2. Suppose LK , K = X, Y satisfies condition A2, then for ∀ > 0 being given, for sufficiently large x, we have
Proof. This is equivalent as | log LK (x)| ≤ log x for large x. According to lemma 1, LZ (x) also satisfies A2. We suppose κ < 1 and if κ ≥ 1, the derivative is of o 1 log 0.5 x for large x. Because of A2, there exists a constant C > 0 and x0 > 0 such that for arbitrary x > x0,
for large x, and the result is proved.
The third one involves a frequently used inequality. and r = EIi, and suppose m ≥ 2 being a constant, then there exists a constant Cm such that
Proof. Define f k as
Then, f k is a martingale. Since m ≥ 2, from Minkowski inequality and Burkholder inequality [17] , we have
Since m ≥ 2, we have E|Ii − r| m ≤ r(1 − r) and the result is proved. Now, we start proving the Lp convergence of estimator ρ.
Theorem 3. Suppose A1 and A2 and m ≥ 2, then we have
Proof. According to [18] , we have that δi has the same distribution as 1 U i ≤λ(Z i ) , here Ui is uniform [0, 1] random variable being independent with Zi and
(21) Because of condition A2, for sufficiently large x, we have
Thus, there exists a constant C such that for sufficiently large x, |λ(x) −
and correspondingly, from mean value theorem, we have
(24) If A3 is satisfied, then for sufficiently large n, from lemma 1 and 9, for
(25) choose small we have c > + β γ 0 and thus for large n, we have PZ (t(n))/2 > s(n).
If A3 is not satisfied, from 9, similar with 25, we have PZ (t(n)) ≥ log −β( +1/γ 0 ) n > 2s(n) for large n.
Thus from Chebyshev's inequality and lemma 3, we have
For the first term, from Cauchy inequality, there exists a constant C such that we have
From lemma 3, we get the result.
Notice that, if we assume A3, form 9, we know that the convergence rate is of O 1 log κ n , otherwise the convergence rate is of O (1/ log κ log n).
In the next part, we will concentrate on estimating γZ . According to [18] 
y (1+α Z ) dy, from Fubini-Tonelli theorem and A2, for large t, there exists constant C such that
From mean value theorem, suppose αZ = 1/γZ
γZ LZ (ηn) (log t + n log log t)
Notice that, from assumption A2, if κ = 1, then
(31) And if κ = 1, then similarly we have | log LZ (ηn) − log LZ (t)| ≤, here C is a constant. We continue proof with 3 different cases.
Case 1: 0 < κ < 1. In this case, for a given constant D and sufficiently large t, equation 31 is less than C 1 − κ log t log κ t + ((n + 1) log log t) ((n + 1) log log t) κ − log 1−κ t ≤ (n + 1)
This implies that
, combine with 29 and 30, we have
1 (log t + n log log t) κ (log t)
(34) Thus, for large t,
< 2. Also, for n ≥ 1, we have n + 1 ≤ 2n and
(36) And we prove the result.
, correspondingly, combine with 29 and 30, for large t, we have
≤ exp(2C/(κ − 1)), combine with 30 and we prove the result. Now, we start to prove the Lp convergence of statistics ζ.
Theorem 4. Suppose A1,A2 and m ≥ 2 then we have
Proof. From definition of ζ (see 10) and Minkowski inequality,
For the second and the third term, from 26 we know that these term is of order
. For the first term, from Cauchy inequality and Minkowski inequality, it is less than
, from integral version Minkowski inequality and lemma 3, we have
From lemma 2, choose = αZ /2, for sufficiently large y, LZ (y) 1/2m ≤ y α Z /4m and thus the integration is less than
For the second term in 40, use lemma 4 and we prove the result.
Similarly, if in addition we assume A3, from 9 we know that the convergence rate is of O 1 log κ n and otherwise the convergence rate becomes O 1 log κ log n . Finally, we apply discussions above to prove theorem 1.
Proof for theorem 1. We choose µ = ν = m/2 in theorem 1 of [15] , according to 3 and 4, since exists constant C such that for sufficiently large n,
Here
mκ/2 n (45) Combine 44 and 45, we prove the result.
In particular, this directly proves the L m/2 convergence of the statistics.
Almost sure convergence of tail index estimator
In this section, we try to prove the almost sure convergence of the tail index estimator under assumption A1-A3. We first introduce two lemma.
Theorem 5. Suppose A1-A3, and t(n), s(n) are chosen as in 9, then we have
Proof. From Borel-Cantelli lemma [19] , it suffices to show that, for ∀ > 0,
(48) We will separately discuss these 3 terms below.
For the first term, notice that for ∀k > 1, from mean value inequality and Minkowski inequality, we have
then the convergence of summation of first term is proved.
For the second term, notice that it is smaller than
(51) From 26 and similar to 49, choose sufficiently large k and we know that summation of this term converges.
For the third term, similar with 49 and we prove can prove the convergence of summation. Since 47 is true, almost sure convergence is proved as well.
Theorem 6. Suppose A1-A3 and suppose s(n) and t(n) are chosen as in 9, then we have ζ →a.s. γZ (52) definition of ζ is in 10.
Proof. From Borel-Cantelli [19] lemma, it suffices to show that, for ∀ > 0,
Since the above term is less than
PZ (y) y dy−γZ | (54) According to lemma 4, for sufficiently large n,
Thus, there exists a constant n0 such that
(55) For the second term, notice for arbitrary k > 1, from 42
we prove the convergence of summation for the second term.
The first term of 55 is less than P rob
(57) According to lemma 4, For large n,
dy/PZ (t(n)) ≤ 2γZ , so for sufficiently large n, P rob
From 51 we know the convergence of summation on this term. Also, from mean value inequality,
(59) From 56 and 51 we know the convergence of summation. Thus, 53 is proved and the almost sure convergence is also proved.
Finally, we prove the almost sure convergence of ζ ρ 1 ρ≥Hn .
Proof for theorem 2. According to theorem 5 and 6, since γX , γY > 0, we have ζ ρ →a.s. γX
Since Hn → 0 as n → ∞, according to theorem 5, there exists a n0 > 0 such that
which means that 1 ρ≥Hn →a.s. 1. Thus, the product of these two terms converges to γX .
Simulations and numerical examples
In this section, we suppose Xi and Yi, i = 1, 2, ...n obey log gamma distribution, whose density is
We first prove that this distribution satisfies assumption A2.
Theorem 7. Distribution with density 62 satisfies condition A2
Proof. Slow varying part of distribution 62 is
and thus assumption A2 is satisfied with κ = 1. 1 ρ≥Hn under different conditions. Parameters we choose for simulation is listed in table 2, sample size is assumed to be 10000 for case 1-5 and 50000 for case 6. We use relative error
to evaluate finite sample performance of our estimator. We perform 50 times numerical experiments and the error bars in figure 1 to 3 show the maximum, minimum and average relative error under different t(n). Following definition 2, t(n) = n β , β coincides with notation Beta in figure 1-3. As we can see, 1. If tail index of censor time is less than the underlying data, performance of tail index estimator will be inferior.
2. Choosing suitable t(n) is critical for making tail index estimator reliable. Choosing too small or too big t(n) leads to increase of relative error.
3. For suitable t(n), tail index estimator has good performance even when censor rate is high. 
Conclusion
In this paper, we focus on proving almost sure convergence and Lp convergence of estimator provided by Grama and Spokoiny [1] under random censoring and condition A1-A3. We also perform numerical experiments with data satisfying log gamma distribution. Numerical results demonstrate the usefulness of our tail index estimator when sample size is finite.
