Because of unpredictable, uncertain and time-varying nature of real networks it seems that stochastic graphs, in which weights associated to the edges are random variables, may be a better candidate as a graph model for real world networks. Once the graph model is chosen to be a stochastic graph, every feature of the graph such as path, clique, spanning tree and dominating set, to mention a few, should be treated as a stochastic feature. For example, choosing stochastic graph as the graph model of an online social network and defining community structure in terms of clique, and the associations among the individuals within the community as random variables, the concept of stochastic clique may be used to study community structure properties. In this paper maximum clique in stochastic graph is first defined and then several learning automata-based algorithms are proposed for solving maximum clique problem in stochastic graph where the probability distribution functions of the weights associated with the edges of the graph are unknown. It is shown that by a proper choice of the parameters of the proposed algorithms, one can make the probability of finding maximum clique in stochastic graph as close to unity as possible. Experimental results show that the proposed algorithms significantly reduce the number of samples needed to be taken from the edges of the stochastic graph as compared to the number of samples needed by standard sampling method at a given confidence level.
Introduction
Several deterministic graph models such as Erdős-Rényi model 1 , Watts-Strogatz model 2 and Barabási-Albert model 3 are presented in the literature to model common properties of real networks such as small-world, scale free, and modular properties. Dynamic nature of many decision-making problems [4] [5] [6] [7] [8] in real world networks such as computer networks 9 , biochemical reaction networks 10 , and social networks 6, 7 cause some of their structural and behavioral parameters be time varying parameters and for this reason deterministic graphs for modeling such networks may not be appropriate. In most scenarios of networking science in literatures, it is assumed that the weights associated with the edges of model graph are fixed. Such an assumption is not valid when the tasks/activities on networks vary with time. For example in online social networks the behaviors of users such as friendship or behavior of taking comment on a post in Facebook vary over time with unknown probabilities 13 . Modeling social networks with deterministic graphs cannot take into consideration the continuum of activities of the users occurring over time. Even modeling social networks with weighted graphs in which the edge weights are assumed to be fixed can consider only a snapshot of the real network. In online social networks in addition to understanding the size and the structure of the community, the degree of association among the individuals within the community is significant for social network analysis. Understanding the characteristics of social relationship between users is the basis for capturing the realistic analysis of online social networks. Community structure is one of the key interesting features of many real world networks and a variety of definitions are presented for community structure, among them definition of community in terms of clique is the most intuitive way. In a community in a network we may have two types of links known as internal (strong tie) and external links (weak tie) 14 . Weak tie activities are important between communities, while the strong tie activities are important within communities. Deterministic view about the strength of ties only focuses on the impact of links and do not consider the time varying nature of such ties. For this reason, the standard definition of some concepts such as clique for defining community is too restrictive. For example, in online social networks, in addition to the size and the structure of the community the degree of association among the individuals intra/inter the communities play an important role and may vary over time. The strength of a community as a leader of communities which may not have necessarily the maximum number of members, because of its higher weight impresses on the weaker communities to propagate certain information. Based on the discussion presented in previous paragraphs it seems that stochastic graphs [15] [16] [17] in which weights associated to the edges are random variables is a better candidate as a graph model for real world networks with unpredictable and time varying nature. Once the graph model is chosen to be a stochastic graph, every feature of the graph such as path, clique, spanning tree and dominating set, to mention a few, should be treated as stochastic features. For example, choosing stochastic graph as the graph model of an online social network and defining community structure in terms of clique, and the associations among the individuals within the community as random variables, the concept of stochastic clique may be used to study community structure properties. In this paper, maximum clique in stochastic graph is first defined and then several learning automata-based algorithms are proposed for solving maximum clique problem in stochastic graphs under unknown environment (that is, the probability distribution functions of the weights associated with the graph edges are unknown). The proposed algorithms need to take samples from the edges of the stochastic graph in order to find the clique with maximum expected weight. The proposed algorithms use a kind of guided sampling implemented with the aid of learning automata in order to reduce the number of samples needed to be taken from the edges of the stochastic graph for finding the clique with maximum expected weight. This is done by taking samples from the edges which are along the paths toward the stochastic maximum clique or edges of stochastic maximum clique itself. In the proposed algorithms, each vertex of the graph is equipped with a learning automaton whose actions correspond to choosing the edges of the corresponding vertex. The set of learning automata which forms a distributed learning automata tries to guide the sampling process in such a way that to obtain the clique with maximum expected weight with as fewer number of samples taken from the edges of the graph as possible. The guided sampling process implemented by distributed learning automata tends to take more samples from the edges along the paths toward the clique with maximum expected weight or the clique itself instead of wandering around and taking unnecessary samples from non-promising edges.
To investigate the performance of the proposed algorithms, several experiments on different stochastic graphs are conducted. Experimental results show that the proposed algorithms significantly outperform the standard sampling method in terms of total number of samples needed to be taken from the graph in order to find the clique with maximum expected weight. It is also shown that by a proper choice of the parameters of the proposed algorithms, the probability of finding the MWC problem is as close to unity as possible. The rest of this paper is organized as follows. In section 2, some preliminaries for the research work presented in this paper are given. Learning automata and some of their variants are briefly introduced in section 3. The proposed algorithms for finding maximum clique in stochastic graph are described in section 4 and section 5 gives the simulation results. Section 6 concludes the paper.
Preliminaries
In this section, in order to provide background information for the remainder of the paper, we present a brief overview of clique problem and its variations, stochastic graph, stochastic clique which is introduced for the first time in this paper, learning automata, variable action set learning automata, and distributed learning automata.
Clique
Let GV, E be a connected and undirected graph, where V is the set of vertices, and EVV denotes the edge-set. A clique is a subset of vertices that are pair-wise adjacent in the graph. Maximum clique (MC) of graph G is a clique with maximum cardinality among all possible cliques of graph G. Maximum weight clique (MWC) problem is an important generalization of MC problem defined for weighted graph. MWC problem is the problem of finding a clique with the largest total weight. MC problem and MWC problem are both known to be NP-hard 18 and for this reason several approximation algorithms have been reported in the literature for solving them. The MC and MWC problems are applied in many areas of science [11] [12] [13] . For example MC or MWC of users in online social networks indicates a highly connected group of users as community.
Several studies are reported in the literatures for finding maximum clique in deterministic graph [10] [11] [12] . Gibbons et al. 25 33 proposed an evolutionary algorithm with guided mutation and also a novel reactive and evolutionary algorithm (R-EVO) for solving MC problem. The capabilities of ant colony optimization meta-heuristic for solving the MC problem are investigated by Salnon et al.
34
. Geng et al. presented a simple simulated annealing algorithm and test it on DIMACS maximum clique instances 35 . A multistart tabu search technique proposed by Wu et al. 36 . They integrate a constrained neighborhood; a dynamic tabu tenure mechanism and a long term memory restart strategy in their algorithm. Zhou et al. proposed a new immune genetic algorithm based on the clonal selection strategy and uniform design sampling, in order to solve the MC problem 37 . Another direction for designing heuristic algorithms for MC problem focused on the benefit of integrating a local search procedure within a typical algorithm to improve the solution process. Battini and Protasi 38 proposed a reactive local search procedure. Katayama et al. 39 proposed a variable depth search based algorithm which adaptively moves in the feasible search space. Benlic et al. 40 presented a breakout local search (BLS) without any particular adaptation. The basic idea behind BLS is to employ local search to explore local optima and use adaptive diversity strategies to travel between local optima in the search space. Soleimani-Pouri et al. presented an ACO based algorithm for solving Maximum clique problem for deterministic graph. In this algorithm particle swarm optimization algorithm is used as local search method 41 . Recently, cooperative and parallel local search is also developed for MC problem. Pullan et al. 42 proposed a cooperating local search as a parallelized hyper heuristic for MC problem and resented an application to desktop multi core computers. Bhattacharyya et al. 43 addressed the fuzzy version of maximum clique problem in fuzzy graph and solve it with neural networks. MC problem has many practical applications in wide spread of areas such as bioinformatics 44 , machine vision 45 , online shopping recommendation 46 , data clustering 47 , timetabling 48 , and wireless sensor networks 49 .
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Stochastic graph and stochastic clique
An edge-weighted undirected graph can be described by a triple GV, E, W where V={v 1 , v 2 , …, v n } is the set of vertices, E={e 1 , e 2 ,…, e m }VV is the edge-set, and W={w 1 , w 2 , …, w m } is the set of weights associated with the graph edges. Graph G is said to be stochastic if weight w i associated with edge e i of graph is a random variable. Maximum stochastic clique in a stochastic graph is a clique with maximum expected weight.
Learning automata
A learning automaton (LA) 50 refers to an abstract model which randomly selects one action out of its finite set of actions and performs it on an unknown random environment. The action is chosen at random based on a probability distribution kept over the actionset and at each instant the given action is served as the input to the random environment. Environment then evaluates the selected action and responds to the automata with a reinforcement signal. Based on selected action, and received signal, the automata updates its internal state and selects its next action. Generally, the goal of a learning automaton is to find the optimal action from the action-set so that the average penalty received from the environment is minimized.
The environment of learning automata can be described by a triple E={, , c}, where: Learning automata can be classified into two classes: fixed structure learning automata and variable structure learning automata 50 . A Variable-Structure Learning Automaton (VSLA) is defined by a quadruple p, , , T, where
is the reinforcement scheme of automaton (also known as learning algorithm), ={ 1 ,  2 , …,  r } is the action sets, ={ 1 ,  2 , …,  r } denotes the set of inputs and p={p 1 , p 2 , …, p r } is the probability of each action. The learning algorithm refers to a recurrence relation which is used to modify the action probability vector. Consider  i (k) denotes the action that is chosen by a learning automaton and p(k) is the probability vector defined over the set of action at instant k. Let a denotes reward parameter which determines the amount of increases of the action probability values and consider b is the penalty parameter determining the amount of decrease of the action probabilities values. Let r is the number of actions that learning automaton can take. At each instant k, the action probability vector p(k) is updated by the linear learning algorithm given in equation ( In L R-I , the action probability vectors remain unchanged when the taken action is penalized by the environment.
( 
Variable action set learning automata
A variable action set learning automaton is an automaton in which the number of actions available at each instant changes with time 64 . Such an automaton includes finite set of n actions, ={ 1 ,  2 , …,  n }. A={A 1 , A 2 , …, A m } is the set of action subsets and A(k) denotes the subset of all the actions can be selected by the learning automaton, at each instant k. According to the probability distribution q(k)={q 1 (k), q 2 (k), q m (k)}, an external agency chooses randomly the particular action subsets, where:
is the probability of choosing action  i , if the action subset A(k) has already been selected and also  i A(k). The scaled probability
where ( ) ∑ ( ) is the sum of the probabilities of the actions in subset A(k),
In a variable action set learning automaton, the procedure of selecting an action and updating the action probabilities can be described as follows. Let A(k) is the action subset selected at instant k. Before selecting an action, the probabilities of all the actions in the selected subset are scaled using equation (3) . Then, the automaton randomly selects one of its possible actions according to the scaled action probability vector ̂ ( ) . The learning automaton updates its scaled action probability vector based on the response received from the environment. Note that in this step, the probability of the available actions is only updated. Finally, the probability vector of the actions of the selected subset is rescaled as follows for all  i A(k).
Distributed Learning Automata
A Distributed learning automata (DLA) 15 shown in Fig. 1 is a network of interconnected learning automata which collectively cooperate to solve a particular problem. The number of actions for a particular LA in DLA is equal to the number of LA's that are connected to this LA. Selection of an action by a LA in DLA activates another LA which corresponds to this action. Formally, a DLA can be defined by a quadruple A, E, T, A 0 , where A={A 1 , A 2 , …, A n } is the set of learning automata, EAA is the set of edges where edge e i,j corresponds to action of automaton A i , T is the set of learning algorithms with which learning automata update their action probability vectors, and A 0 is the root automaton of DLA at which activation of DLA starts. The operation of a DLA can be described as follows: At first, the root automaton A 0 randomly chooses one of its outgoing edges (actions) according to its action probabilities and activates the learning automaton at the other end of the selected edge. The activated automaton also randomly selects an action which results in activation of another automaton. The process of choosing actions and activating automata is continued until a leaf automaton (an automaton which interacts with the environment) is reached. The chosen actions, along the path induced by the activated automata are applied to the random environment. The environment evaluates the applied actions and emits a reinforcement signal to DLA. The activated learning automata along the chosen path update their action probability vectors on the basis of the reinforcement signal according to the learning algorithms. The paths from the unique root automaton to one of the leaf automata are selected until the probability with which one of the chosen paths is close enough to unity. Each DLA has exactly one root automaton which is always activated, and at least one leaf automaton which is activated probabilistically. For example in the Fig. 1 , every automaton has two actions. If automaton A 0 selects from its action set, then it will activate automaton A 2 . Afterward, automaton A 2 chooses one of its possible actions and so on. DLA has found successful applications in several arias including: wireless Ad Hoc networks 65 , data mining 66 , information retrieval 67 , e-commerce 68 , grid computing 69 , and complex networks 63 .
Proposed Algorithm
In this section, we propose a distributed learning automata based algorithm for finding the maximum weight clique (MWC) in the stochastic graph. It is assumed that the edge weight of graph is a positive random variable with unknown probability distribution function. The proposed algorithm tries to find a clique with the maximum expected weight by sampling the edges of the graph in such a way that the number of samples taken from the edges be minimized. The sampling from the edges will be guided by a distributed learning automata isomorphic to the input graph. Let GV, E, W be the input stochastic graph, where V={v 1 , v 2 , …, v n } is the set of vertices, E is the edge set, and W={w 1 , w 2 , …, w m } is a set of random variables each of which is associated to one edge of the input graph. n and m be the total number of vertices and edges in the input graph is the set of actions where r i is the number actions that can be taken by learning automata A i for each  i . An action of an automaton corresponds to choosing an edge of the corresponding vertex. At any time each learning automaton can be in one of two modes: active and inactive. Initially, all learning automata are in inactive mode. The proposed algorithm consists of four phases 1. initialization, 2. finding a candidate stochastic clique, 3. calculating dynamic threshold, and 4. updating action probabilities. After the initialization is performed the algorithm iterates phases 2, 3, and 4 until stopping conditions are met. In initialization phase learning automata A={A 1 , A 2 , …, A n } are created and assigned to the vertices. In phase two a candidate stochastic clique by performing a guided search in the graph with the help of learning automata residing in the vertices of the graph is determined. In phase 3, a threshold which is the average of the weights of all candidate stochastic cliques found in all iterations performed so far is computed and in phase 4, the action probability vectors of visited vertices during phase 1 are updated. Finally the algorithm stops if the stop conditions are met. The flowchart of the proposed algorithm is shown in Figure 2 details of each phase are described as follows. 
Initialization
A distributed learning automata A,  whose topology is isomorphic to the input graph is created. A={A 1 , A 2 , …, A n } is the set of learning automata and ={ 1 ,  2 , …,  n } where  i is the action set for automaton A i and 1 is the set of actions for learning automaton A i . Learning automaton A i which is associated to vertex v i has r i actions each of which corresponds to selecting one of the outgoing edges of vertex v i . Let ( ) { 1 } be the action probability vector of learning automaton A i . Initially ⁄ for all j. Each learning automaton can be in either active or inactive mode. At the beginning of the algorithm all learning automata are in inactive mode. Set  at any time during the execution of the clique finding algorithm contains the vertices of the stochastic clique found up to that point.  initially contains vertex v i which is selected randomly. Weight of  denoted by ̅( ) is defined to be the sum of the weights of the edges between every pair of vertices in .
Finding a Candidate Stochastic Clique
One of the vertices of the input graph is randomly selected and added to  k . Then learning automaton associated to this vertex is activated. Let this vertex be v i . Learning automaton A i chooses one of its actions according to its action probability vector. Let  be the chosen action corresponding to edge (v i , v j ). Each inactive learning automaton connected to A i removes action  from its action set and then scales its action probabilities according to equation (3) . Then automaton A j is activated and selects an action. If adding vertex v j to  k forms a clique then vertex v j will be added to the candidate stochastic clique  k . The process of activating a learning automaton, choosing an action, changing the number of actions for inactive automata connected to the activated chosen automaton and adding a proper vertex to candidate clique is repeated until we cannot activate an automaton. We may not be able to activate an automaton if either the action of the activated automaton is empty or all the vertices of the graph have been visited. The reason for removing the action selected by the activated from the list actions of automata connected to the activated automata is to avoid the formation of cycles during the traversal of the graph which may lead to a situation that the algorithm repeatedly traverses a part of the graph forever.
Calculating dynamic threshold
The dynamic threshold at iteration k, DT(k), which is the average of the weights of all stochastic cliques found so far is computed according to equation (5) .
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Where k is the number of iteration, ̅( ) is the sum of the weights of the edges between every pair of vertices in  i. Dynamic threshold is used to decide whether or not a clique found during an iteration can becomes a candidate for stochastic maximum clique. If the clique found during iteration has a weight greater than the dynamic threshold DT(k) then that clique becomes a candidate for the stochastic maximum clique.
Updating action probabilities
In this phase the probability vectors of learning automata assigned to the visited vertices of the graph are updated according to the learning algorithm on the basis of the result obtained from the previous phase. If ̅( ) is greater than or equal to dynamic threshold DT(k), then the actions selected by all automata along the traversed path are rewarded and penalized otherwise. At the end of this phase, the actions removed from the set of actions of a learning automaton will be added to the action set of that learning automaton and then its action probability is rescaled according to equation (4) to reflect this addition. Also, all activated learning automata will become inactive.
Stopping conditions
The algorithm stops when the number of iterations k exceeds a predefined number K max or PC(k) defined by equation (6) reaches a predefined value P max .
PC(k) is the product of maximum probabilities in probability vectors of learning automata of the vertices of candidate stochastic clique  k at iteration k. p(v i ) is the action probability vector of learning automaton A i residing in vertex v i .
In the rest of this section, the above four phases are described in more details. Fig. 2 shows the pseudo code for the proposed Algorithm 1. Assign an automaton Ai to each vertex vi and initially set to the inactive mode; Let k denotes the iteration number which is initially set to 1; Let k denotes the candidate stochastic maximum clique at iteration k; Begin Let DT(k) denotes the dynamic threshold at iteration k initially set to 0;
Let PC(k) is the product of the probabilities the edges of candidate stochastic maximum clique k;
Repeat
Let ̅ ( ) is the average weight of all samples taken from k; vi is randomly chosen as the initial candidate stochastic clique k;
While (able to activate automaton) Do Automaton Ai is activated and then chooses an action using its action probability vector; Let the action chosen by Ai be (vi , vj); Visit (sample) the chosen edge (vi , vj);
If adding vertex vj to k forms a clique then Add vertex vj to the candidate stochastic clique k;
Compute the weight for the new clique ̅ ( );
End if
Remove action  from action set of each inactive learning automaton connected to Ai and scale their action probabilities according to equation (3); vi  vj;
End While
Calculate dynamic threshold DT(k) using equation (5);
Improvements
The performance of any learning automata based algorithm is very sensitive to learning rate of the learning algorithm. Large value for learning rate results in increasing the speed of convergence and decreasing the accuracy of the algorithm while small value for learning rate results in increasing the accuracy and decreasing the speed of convergence of the algorithm. In algorithm 1, all learning automata use a same learning rate; it means that the algorithm considers a same degree of importance for the edges being traversed during the traversal of the graph. In the remaining part of this section several strategies for adjusting the learning rate are considered. These strategies try to adjust the learning rates in such a way that higher degree of importance be given to the edges leading to a traversal of the graph which produces better solution and higher rate of convergence.
Strategy 1
According to algorithm 1, the probability of choosing edges which are more promising (belonging to the maximum stochastic clique or are on the paths to the maximum stochastic clique) gradually increases and for other edges decrease. It seems one way to speed up the learning process (which may leads to taking fewer numbers of samples taken from the graph) is to use higher learning rate for those learning automata in the vertices which are along more promising paths to the stochastic maximum clique or in the vertices which are part of the stochastic clique. To achieve this we may use the equation (7) as the learning parameter a i (k) of automaton A i at iteration k.
where c is a value between 0 and 1. ( ) is the action probability of choosing edge (v i , v j ). The proposed algorithm 1 in which the learning rate is adjusted according to strategy 1 is called Algorithm 2.
Strategy 2
In this strategy learning parameter a i of automaton A i at iteration k is determined according to the following equation:
where c is a value between 0 and 1, ( ) is an estimation of reward probability for edge (v i ,v j ) computed by the algorithm at iteration k. ( ) is computed by dividing the number of times that action is selected up to time k by automaton A i and received reward by the number of time that automaton A i is activated. This way promising paths toward the maximum stochastic will be traversed. Algorithm 1 in which the learning rate is adjusted according to strategy 2 is called Algorithm 3.
Strategy 3
In this strategy learning parameter ( ) of automaton A i at iteration k is determined according to the following equation
where c is a value between 0 and 1, ( ) is the probability of choosing action which corresponds to choosing edge (v i , v j ) at iteration k and K max is the maximum number of iterations which the algorithm is allowed to continue. This strategy is similar to strategy 1 except that in this strategy the learning rate increases more smoothly. Algorithm 1 in which the learning rate is adjusted according to strategy 3 is called Algorithm 4.
Strategy 4
In all stochastic search techniques, in order to establish a balance between exploration and exploitation process, the step length of the algorithm gradually decreases. This causes that the algorithm considers a higher exploration with lower exploitation for initial periods of the algorithm while have a higher exploitation with lower exploration for final periods of the algorithm. In strategy 4, we let learning rate a i used by automaton A i at iteration k be computed according to the following equation:
where K max is the maximum number of iterations and a min and a max are minimum and maximum values that the learning rate can have and set in the algorithm. Using this strategy it is expected that the proposed algorithm searches more regions of the graph (exploration) during the early periods of the search process and focuses on the regions near the solution during the final periods of the search process. The proposed algorithm 1 in which the learning rate is adjusted on the basis of strategy 4 is called Algorithm 5.
Experimental results
In this section, performance of the proposed algorithms is investigated on a number of synthetic stochastic graphs. Table 1 and Table 2 describe the stochastic graphs are used for the experimentations and their characteristics. Table 1 gives the number of cliques of different sizes for each graph and Table 2 gives other characteristics such as number of vertices, number of edges, number of cliques, vertices of the clique with maximum expected weight, size of the maximum clique, and expected weight of maximum clique. The first three graphs are well-known stochastic graphs which are borrowed from 70 , with their weights of edges being random variables. The other stochastic graphs are generated randomly. These graphs have n vertices (i.e., n{10-100, 150, 200, 500, 1000}) where each pair of vertices are connected with probability p{0.2, 0.3} and edge weights for RNG-50 and RNG-100 are random variables with exponential distributions with mean =1 and for RNG-200, RNG-500, and RNG-1000 are also random variables with exponential distributions whose mean are chosen randomly from set {1,2,3,4,5}. The test graphs used for the experimentations are given in Fig. 3 . 
Experimental settings
To show the performance of the proposed algorithm, several experiments are conducted on stochastic graphs described in Table 1 and Table 2 All simulations are carried out 30 times and their averages of each parameter are reported for the experiments. The termination conditions of proposed algorithm is either the number of iteration reached 100,000 iterations or the value of PC(k) which mentioned as equation (6) for product of maximum probabilities in probability vectors of learning automata of the vertices of candidate stochastic clique  k at iteration k is greater than 0.9. All experiments for the algorithms are evaluated in terms of total number of samples taken from graph (TNS) and percentage of runs converged to the maximum stochastic clique (PCR). In tables, results for the best algorithm is shown in bold. For all algorithms, the reinforcement scheme used for updating the action probability vector is L R-I . For Algorithm 1, the learning rate a is set to 0.1 and for Algorithm 2 to 4, the parameter c is set to 0.3. For Algorithm 5, a min and a max are set to 0.01 and 0.1, respectively.
Experiment I
This experiment is conducted to study the behavior of Algorithm 1 during the process of finding the solution. In order to perform this experiment, we plot both PC(k) and DT(k) versus iteration number. DT(k) is scaled between (0,1) by dividing DT(k) by the weight of maximum clique for each graph. Note that DT(k), the dynamic threshold, is the average of the weights of all stochastic cliques found up to iteration k (equation (5)). The results of this experiment for different test graphs are given in Fig. 4 . As it is shown, DT gradually converges to the weight of maximum clique and at the same time PC converges to 1. This means that the algorithm gradually finds the clique with maximum expected weight. Similar result can be obtained for other algorithms. 
Experiment II
This experiment is carried out to study the performance of the proposed algorithms (Algorithm 1 and its variants) in terms of total number of samples taken from graph (TNS) and the percentage of runs converged to the maximum stochastic clique (PRC). For Algorithm 1 initial value for learning rate (a) is set to 0.1 and for other algorithms in which the learning rate is adjusted adaptively, constant c is set to 0.3. The results are given in Fig. 5 . From the results we may conclude the following: (i) For large graphs (RNG-50, RNG-100, RNG-200, RNG-500 and RNG-1000) all adaptive strategies (Algorithms 2 to 5) require fewer sample to be taken from the graph than Algorithm 1 whereas for small graphs (Alex-1-B, Alex2-B, Alex3) Algorithm 1 requires fewer sample comparing to Algorithms 2 and Algorithms 5.
The results show that Algorithm 1 for which learning rate is fixed works better for small graph in terms total number of samples taken. 
Experiment III
In this experiment, we compare the number of samples needed by the proposed algorithms in order to achieve a given accuracy and then compare it with the number of samples required by standard sampling method (SSM) to reach the same accuracy. In order to a have fair comparison, both the proposed algorithm and SSM method must use the same confidence level 1- . The proposed algorithm may reach the confidence level of 1- by a proper choice of learning rate a. According to 71 , such a learning rate can be estimated using equation
where d i is the reward probability of action  i . For a complete discussion about estimation of learning rate a the reader may refer to appendix I. Based on the SSM, to obtain a certain confidence level 1- for a subset of edges in graph, we need to build a confidence level 1- i for each edge e i such that ∑ 1 . In this experiment, same confidence level 1- 0 is assumed for all edges of the stochastic graph. The minimum required number of samples for each edge of graph for SSM is calculated subject to For this experimentation, error rate  varies from 0.4 to 0.1 with increment 0.1 (or convergence rate from 60% to 90%) for the proposed algorithms. Different graphs with size from 20 to 100 and some large case (200, 500, 1000) are used. Table 3 to Table 6 shows the results of this experimentation. In order to verify statistical differences among all the algorithms a statistical test is also performed over the algorithms. The statistical results of comparing algorithms by the two-tailed t-Test with 28 degrees of freedom at a 0.05 level of significance are given in Table 7 to compare each pair of results. In Table 7 , the t-Test result regarding Algorithm i vs. Algorithm j is shown as "s+" and "s-" when Algorithm i is significantly better than, or significantly worse than Algorithm j respectively. From the results, several conclusions can be made: (v) For all algorithms, the total number of samples taken from a graph is fewer than the number of samples taken using standard sampling method (SSM) for all cases of graph size and confidence level. (vi) From Table 7 , we may observe that Algorithm 3 and algorithm 4 require fewer numbers of samples than other algorithms for large graphs and higher confidence level and Algorithm 1 requires fewer samples than Algorithm2 and Algorithm 5 for small graphs and lower confidence level. (vii) According to statistical significance reported by Table 7 , in terms of total number of samples, Algorithm 3, Algorithm 4, Algorithm 5 Algorithm 2, and Algorithm 1 are ranked 1, 2, 3, 4 and 5, respectively. 
Experiment IV
This experiment is conducted to compare algorithm 1 with algorithm1 in which the leaning automaton residing in each vertex is replaced by a pure chance automaton. In pure chance automaton the actions are always chosen with equal probabilities 50 . The comparison is made with respect to DT scaled between (0,1) by dividing DT by the weight of maximum clique. The plot of DT versus k given in Fig. 6 shows the role of learning automata in guiding the process of sampling from edges of the graph for finding the stochastic maximum clique. With the aid of learning automata the process of finding the stochastic maximum clique is done with fewer numbers of samples taken from the graph as compared to the case where learning is absent. Similar results for other algorithms can also be obtained. 
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Experiment V
In this experiment we study the convergence behavior of the proposed algorithms. For this purpose we plot PC for the clique with maximum expected weight against iteration number k as given in Fig. 7 . From the results one can conclude that Algorithm 3 has the highest convergence speed for all test graphs. For graphs large graphs (RNG-50, RNG-100, RNG-200, RNG-500, and RNG-1000) Algorithm 1 has the lowest speed whereas for small graphs (Alex1-B, Alex2-B and Alex3-B) Algorithm 2 has the lowest speed of convergence. From Fig. 7 we can say that in terms of speed of convergence, Algorithm 3, Algorithm 4, Algorithm 5, Algorithm 1 and Algorithm 2, has rank 1, 2, 3, 4 and 5, respectively, for small graphs and Algorithm 3, Algorithm 4, Algorithm 5, Algorithm 2 and Algorithm 1 has rank 2, 3, 4, and 5, respectively, for large graphs. 
Experiment VI
This experiment is conducted to study the impact of learning rate (a) on the accuracy of Algorithm 1. For this purpose we plot the percentage of runs converged to the maximum stochastic clique (PCR) for the test graphs for different learning rate (a). From the results of this experiment which is given in Fig. 8 we may conclude that for all test graphs, large value for learning rate results in higher accuracy and small value for learning rate results in lower accuracy. It is also noted from the experiments that, by a proper choice of learning rate for Algorithm 1, we can make the probability of finding maximum stochastic clique as close to unity as possible. 
Experiment VII
Using this experiment we try to show that the proposed algorithm gradually finds its way to the clique with maximum expected weight. A thicker edge is an edge from which more samples are taken. As shown in Fig. 9 , one may observe that the edges which are along 
Conclusion
In this paper it was argued that due to unpredictable and time varying nature of real networks, stochastic graphs is a better model for such networks and then maximum clique in stochastic graph was defined and several distributed learning automata-based algorithms were proposed for solving maximum clique problem in stochastic graph when the probability distribution functions of the weights associated with the edges of the stochastic graph are unknown. It was shown that by a proper choice of the parameters of the proposed algorithms, one can make the probability of finding maximum clique in stochastic graph as close to unity as possible. Experimental results showed that the proposed algorithms significantly reduce the number of samples needed to be taken from the edges of the stochastic graph as compared to the number of samples needed by standard sampling method at a given confidence level.
Appendix I.
In this section, we describe estimation method of learning rate a in order to reach a given confidence level 1-. Before describing the estimation method of learning rate, we need to prove the following theorem.
Theorem 1.
Let q i (k) be the probability of formation the stochastic maximum clique  i at iteration k, and 1- is the probability with which proposed algorithm 1 converges to the clique  i . if q(k) is updated according to proposed algorithm 1, then there exist a learning rate a(,q) for every error parameter (0,1), so that
Proof. Let V[u] is defined as (12) [ ] {
and also according to 50 we have
It has been proved in 50, 72 that there always exists a x>0 under which the equation (13) q i is the initial probability of the stochastic maximum clique  i . It is assumed that the probability with which the proposed algorithm 1 with learning rate a * converges to the stochastic maximum clique  i is 1-, for each 0<a<a * , where a * ()(0,1). So it is concluded that,

It is also assumed that for every error parameter (0,1) there exists a value x under which the equation (13) is satisfied. So, we have (17) ( ) It is concluded that there exists a learning rate a(,q) for every error parameter (0,1) under which the probability with which the proposed algorithm 1 is converged to stochastic maximum clique is greater than 1- and so Theorem 1 is proved. □ According to the above theorem, in order to reach a confidence level 1- by the proposed algorithm 1, the learning rate a must be estimated by solving equation (17) based on parameter x. In the rest of this section, the standard sampling method (SSM) is described in order to reach a given confidence level.
Theorem 2.
To obtain a confidence level not smaller than 1- for the maximum clique, it is sufficient to build a confidence with level 1- i for every edge e i such that ∑ 1 , where n is the number of edges of clique.
Proof. The required number of samples for each edge of graph to satisfy a confidence level 1- i is obtained by using edge sampling method described below.
Edge sampling method. Let (x 1 , x 2 , …,x N ) be a random sample of random variable X i associated with weight of edge e i with unknown mean and variance  Hence, the confidence level of the maximum clique is not smaller than ∑ 1 . In this theorem, the goal is to obtain a confidence level not smaller than 1- for the maximum clique. To achieve this, according to the Bonferroni Correction 74 it is sufficient to build a confidence with level 1- i for each edge e i such that ∑ 1 , and hence the proof of the Theorem II.
□
Appendix II.
Probability distribution function of small graphs (Alex1-B, Alex2-B, Alex3-B) 70 are listed as following tables. 
