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Abstract
Model interpretability has become an important
problem in machine learning (ML) due to the
increased effect algorithmic decisions have on
humans. Counterfactual explanations can help
users understand not only why ML models make
certain decisions, but also how these decisions
can be changed. We frame the problem of finding
counterfactual explanations as an optimization
task and extend previous work that could only be
applied to differentiable models. In order to ac-
commodate non-differentiable models such as tree
ensembles, we propose using probabilistic model
approximations in the optimization framework.
We introduce a novel approximation technique that
is effective for finding counterfactual explanations
for predictions of the original model and show
that our counterfactual examples are significantly
closer to the original instances compared to other
methods specifically designed for tree ensembles.
1. INTRODUCTION
As machine learning (ML) models are prominently applied
and their behavior has a substantial effect on the general
population, there is an increased demand for understanding
what contributes to their predictions (Doshi-Velez & Kim,
2017). For an individual who is affected by the predictions
of these models, it would be useful to have an actionable
explanation – one that provides insight into how these
decisions can be changed. Counterfactual explanations
are a natural solution to this problem since they frame the
explanation in terms of what input (feature) changes are
required to change the output (prediction).
For instance, a user may be denied a loan based on the pre-
diction of an ML model used by their bank. A counterfactual
explanation could be: “Had your income beene1000 higher,
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you would have been approved for the loan.” In this work, we
focus on finding optimal counterfactual explanations – the
minimal changes to the input required to change the outcome.
Counterfactual explanations are based on counterfactual
examples: generated instances that are close to an existing
instance but have an alternative prediction. The difference
between the original instance and the counterfactual example
is the counterfactual explanation. Wachter et al. (2018)
propose framing the problem as an optimization task, but
their work assumes that the underlying machine learning
models are differentiable, which excludes an important class
of widely applied and highly effective non-differentiable
models: tree ensembles. Our method relaxes this assumption
and builds upon the work of Wachter et al. by introducing
differentiable approximations of tree ensembles that can be
used in such an optimization framework.
Alternative non-optimization approaches for generating
counterfactual explanations for tree ensembles involve an
extensive search over many possible paths in the ensemble
that could lead to an alternative prediction (Tolomei et al.,
2017). This leads us to our main research question: Are
counterfactual examples generated by our method closer to
the original input instances than those generated by existing
heuristic methods?
2. METHOD
A counterfactual explanation for an instance x and a model
M, ∆x, is the minimal perturbation of x that changes the pre-
diction ofM.M is a probabilistic classifier, whereM(y | x)
is the probability of x belonging to class y according to
M. The prediction ofM for x is the most probable class
label yx = arg maxyM(y | x), and a perturbation x¯ is a
counterfactual example for x if, and only if, yx 6= yx¯, that is:
arg max
y
M(y | x) 6= arg max
y′
M(y′ | x¯). (1)
In addition to changing the prediction, the distance betweenx
and x¯ should also be minimized. The optimal counterfactual
example x¯∗ can then be defined as:
x¯∗ := arg min
x¯
d(x, x¯) such that yx 6= yx¯. (2)
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where d(x, x¯) is a differentiable distance function. The
corresponding optimal counterfactual explanation ∆∗x is:
∆∗x = x¯
∗ − x. (3)
This definition aligns with previous ML work on counter-
factual explanations (Laugel et al., 2017; Karimi et al., 2019;
Tolomei et al., 2017). It should be noted that it is possible
that more than one optimal counterfactual explanation exists.
Minimizing the distance between x and x¯ should ensure
that x¯ is as close to the decision boundary as possible. This
distance indicates the effort it takes to apply the perturbation
in practice, and the optimal counterfactual explanation
shows how a prediction can be changed with the least
amount of effort. The optimal explanation provides the
user with interpretable and actionable feedback related to
understanding the predictions of modelM.
2.1. Optimizable Counterfactual Explanations
Wachter et al. (2018) recognized that counterfactual exam-
ples can be found through gradient descent if the task is cast
as an optimization problem. Specifically, they use a loss con-
sisting of two components: (i) a prediction loss to change the
prediction ofM: LM(yx, x¯), and (ii) a distance loss to mini-
mize the distance d: Ld(x, x¯). The complete loss is a linear
combination of these two parts, with a weight β ∈ R>0:
L(x, x¯ | M, d) = LM(yx, x¯) + β · Ld(x, x¯). (4)
The assumption here is that the optimal counterfactual ex-
ample x¯∗ can be found by minimizing the overall loss:
x¯∗ = arg minx¯ L(x, x¯ | M, d). Wachter et al. (2018) pro-
pose a prediction lossLM based on the mean-squared-error.
In contrast, we introduce a hinge-loss since we assume a
classification task:
LM(y, x¯) = 1[y 6= arg max
y′
M(y′ | x¯)] · M(y | x¯). (5)
Given a differentiable distance function, the distance loss
is: Ld(x, x¯) = d(x, x¯). A clear limitation of this approach
is that it assumesM is differentiable. This excludes many
commonly used ML models, including tree-based models.
We propose a solution through differentiable approximations
of such models; an approximation M˜ should match the orig-
inal model closely: M˜(y | x) ≈ M(y | x). We define the
prediction loss for M˜ as follows:
L˜M(y, x¯) = 1[y 6= arg max
y′
M(y′ | x¯)] · M˜(y | x¯). (6)
We note that this loss is both based on the original modelM
and the approximation M˜: the loss is active as long as the
prediction according toM has not changed, but its gradient
is based on the differentiableM˜. This prediction loss encour-
ages the perturbation to have a different prediction than the
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Figure 1: Left: A decision tree T and per node activations
for a single instance. Right: a differentiable approximation
of the same tree T˜ and activations for the same instance.
original instance by penalizing an unchanged instance. The
approximation of the complete loss becomes:
L˜(x, x¯ | M, d) = L˜M(yx, x¯) + β · Ld(x, x¯). (7)
Since we assume that it approximates the complete loss, we
also assume that the optimal counterfactual example can be
found by minimizing it:
x¯∗ ≈ arg min
x¯
L˜(x, x¯ | M, d). (8)
The Optimizable Counterfactual Explanations (OCE) ap-
proach performs gradient descent on L˜(x, x¯ | M, d) ifM
is not differentiable. The gradient is taken w.r.t. the per-
turbation x¯, i.e., ∇x¯L˜(x, x¯ | M, d). For each x, we only
consider x¯ that have a different prediction as x (i.e., yx 6= yx¯)
to be valid counterfactual examples (see Equation 1). In our
experiments, L˜ is not necessarily convex but OCE still found
valid counterfactual examples for all instance across all tested
settings (see Section 4).
2.2. Differentiable Approximations of Tree Ensembles
For a non-differentiable modelM, OCE requires a differen-
tiable approximation M˜ and minimizes a loss based on both
(see Equation 7). As an effective choice for M˜, we introduce
Differentiable Approximations of Tree Ensembles (DATE),
which can be used in conjunction with OCE to generate
counterfactual examples for any tree ensemble.
Tree ensembles are based on decision trees; a single decision
tree T uses a binary-tree structure to make predictions about
an instance x based on its features. Figure 1 shows a simple
decision tree consisting of five nodes. A node j is activated
if its parent node pj is activated and feature xfj is on the
correct side of the threshold θj ; which side is the correct
side depends on whether j is a left or right child; with the
exception of the root node which is always activated. Let
tj(x) indicate if node j is activated:
tj(x) =

1, if j is the root,
tpj (x) · 1[xfj > θj ], if j is a left child,
tpj (x) · 1[xfj ≤ θj ], if j is a right child.
(9)
Nodes that have no children are called leaf nodes; an instance
x always ends up in a single leaf node. Every leaf node j has
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Figure 2: An example of how the FT baseline method (explained in Section 3.2) and our OCE method handle an adaptive
boosting ensemble with three trees. Left: decision boundary of the ensemble. Middle: three positive leaves that form the
decision boundary, an example instance and the perturbed examples suggested by FT. Right: approximated loss L˜M and
its gradient w.r.t. x¯. The FT perturbed examples do not change the prediction of the forest, whereas the gradient of the DATE
approximation leads toward the true decision boundary.
its own predicted distribution T (y | j); the prediction of the
full tree is given by its activated leaf node. Let Tleaf be the
set of leaf nodes in T , then:
(j ∈ Tleaf ∧ tj(x) = 1)→ T (y | x) = T (y | j). (10)
Alternatively, we can reformulate this as a sum over leaves:
T (y | x) =
∑
j∈Tleaf
tj(x) · T (y | j). (11)
Generally, tree ensembles are deterministic; letM be an
ensemble ofM many trees with weights ωm ∈ R, then:
M(y | x) = 1[y = arg max
y′
M∑
m=1
ωm · Tm(y′ | x)]. (12)
SinceM is not differentiable, we are unable to calculate
its gradient w.r.t. the input x and thus OCE cannot be
applied. However, the non-differentiable operations in
our formulation are (i) the indicator function, and (ii) a
maximum operation, both of which can be approximated
by differentiable functions. First, we introduce the t˜j(x)
function that approximates the activation of node j:
t˜j(x) ≈ tj(x), using a sigmoid function with parameter
σ ∈ R>0: sig(z) = (1 + exp(σ · z))−1,
t˜j(x) =

1, if j is the root,
t˜pj (x) · sig(θj−xfj ), if j is left child,
t˜pj (x) · sig(xfj−θj), if j is right child.
(13)
As σ increases, t˜j approximates tj more closely. Next, we
introduce a tree approximation:
T˜ (y | x) =
∑
j∈Tleaf
t˜j(x) · T (y | j). (14)
The approximation T˜ uses the same tree structure and
thresholds as T . However, its activations are no longer
deterministic but instead are dependent on the distance
between the feature values xfj and the thresholds θj . Lastly,
we replace the maximum operation ofM by a softmax with
temperature τ ∈ R>0, resulting in:
M˜(y | x) =
exp
(
τ ·∑Mm=1 ωm · T˜m(y | x))∑
y′ exp
(
τ ·∑Mm=1 ωm · T˜m(y′ | x)) . (15)
The output of DATE is the approximation M˜ based
on the original model M and the parameters σ and τ .
DATE is applicable to any tree-based model, and how
well M˜ approximates M depends on the choice of σ
and τ . The approximation is potentially perfect since
limσ,τ→∞ M˜(y | x) =M(y | x). Increasing σ eventually
leads to exact approximations of the indicator functions,
while increasing τ leads to a completely unimodal softmax
distribution. In practice, we found that choosing high values
for σ or τ leads to impractical near-zero gradients, and,
consequently, that a better model approximation does not
necessarily produce better counterfactual examples.
OCE together with DATE can be used for any tree-based
model. It should be noted that DATE is not intended to
replace the original model but rather to create a differentiable
version of the model from which we can generate counterfac-
tual examples through optimization. In practice, the original
model would still be used to make predictions and the ap-
proximation would solely be used to generate counterfactual
examples. Figure 2 shows an intuitive illustration of DATE
using a two-feature ensemble with three trees.
3. EXPERIMENTAL SETUP
We consider 36 experimental settings to find the best counter-
factual explanations (4 datasets× 3 tree-based models× 3
distance functions) by jointly tuning the hyperparameters of
OCE (wd, α) and DATE (σ, τ ) using Adam (Kingma & Ba,
2017) for 1,000 iterations. We choose the parameters that
produce (i) a valid counterfactual example for every instance
in the dataset, and (ii) the smallest mean distance between
corresponding pairs (x, x¯).
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3.1. Datasets andModels
We evaluate OCE on four binary classification tasks using
the following datasets: Wine Quality (UCI, 2009), HELOC
(FICO, 2017), COMPAS (Ofer, 2017), and Shopping (UCI,
2019). We scale all features such that their values are in the
range [0, 1] and remove categorical features. We train three
types of tree-based models on 70% of each dataset: Decision
Trees (DTs), Random Forests (RFs), and Adaptive Boosting
(AB) with DTs as the base learners. We use the remaining
30% to (i) choose the best hyperparameter settings for the
original tree-based models, and (ii) find counterfactual
examples for this test set. All hyperparameter settings will
be made public in our code repository.
3.2. Baselines
We compare OCE against the Feature Tweaking (FT) method
by Tolomei et al. (2017). To the best of our knowledge, this is
the only existing method for generating counterfactual exam-
ples specifically for tree ensembles based on the inner work-
ings of the model. FT identifies the leaf nodes where the pre-
diction of the leaf nodes do not match the current prediction
yx. In other words, it recognizes the set of leaves that if ac-
tivated, tj(x¯) = 1, would change the prediction of a tree T :
Tchange = {j | j ∈ Tleaf ∧ yx 6= arg max
y
T (y | j)}. (16)
For every T in M, FT generates a perturbed example
per node in Tchange so that it is activated with at least an 
difference per threshold, and then selects the most optimal
example (i.e., the one closest to the original instance). For
every feature threshold θj involved, the corresponding
feature is perturbed accordingly: x¯fj = θj ± . The result is
a perturbed example that was changed minimally to activate
a leaf node in Tchange. The main problem with FT is that
the perturbed examples are not necessarily counterfactual
examples, since changing the prediction of a single tree
T does not guarantee a change in the prediction of the full
ensembleM. Figure 2 shows all three perturbed examples
generated by FT for a single instance. In this case, none of
the generated examples change the model prediction and
therefore none are valid counterfactual examples.
We also compare against a Random Perturbation (RP)
baseline where noise is randomly sampled from a Gaussian
N (0, 0.5) and added to the original input x. We use RP to
generate 1,000 samples and select the x¯ that minimizes the
distance to x.
3.3. EvaluationMetrics
We evaluate the counterfactual examples based on how close
they are to the original input using three evaluation metrics, in
terms of three distance functions. The first metric is distance
from the original input averaged over all examples, dmean .
The second is mean relative distance from the original input:
let X¯ be the set of counterfactual examples produced by OCE
and let X¯ ′ be the set of counterfactual examples produced
by a baseline. Then the mean relative distance is defined as:
dRmean(X¯, X¯
′) =
1
N
N∑
n=1
d(x(n), x¯(n))
d(x(n), x¯′(n))
. (17)
This metric helps us interpret individual improvements over
the baselines; if dRmean < 1, OCE counterfactual examples
are on average closer to the original input compared to
the baseline. The third metric is the proportion of OCE
counterfactual examples that are closer to the original input.
For d we consider the Euclidean, Cosine and Manhattan
distance functions.
We also evaluate the approximations generated by DATE
in terms of fidelity: how often the prediction of M˜ agrees
with that ofM, to ensure our approximations are reasonably
representative of the original modelM:
fid(M˜, X)= 1
N
N∑
n=1
1[yx(n) =arg max
y′
M˜(y′|x(n))]. (18)
4. EXPERIMENTALRESULTS
4.1. Evaluating OCE
We first consider whether OCE explanations are more
optimal (i.e., minimal) than the FT and RP baselines (see
Table 1). OCE outperforms RP in all 36 settings, in terms
of all three evaluation metrics, and the difference in dmean
is always statistically significant. In terms of dmean , OCE
outperforms FT in 20 settings while FT outperforms OCE
in 8 settings. The difference in dmean is not significant in
the remaining 8 settings. In general, OCE outperforms FT
in settings using Euclidean and Cosine distance because in
each iteration, OCE perturbs many of the features by a small
amount. Since FT perturbs only the features associated with
an individual leaf, we expected that it would perform better
for Manhattan distance but our results show that this is not
the case. We also see that OCE usually outperforms FT in
settings using RF and AB, while the opposite is true for DT.
In most settings, the method with the lower dmean also has
the lower dRmean and the higher %closer . However, this is
not always the case, (i.e., COMPAS results), which highlights
the importance of using multiple metrics to evaluate counter-
factual examples. OCE outperforms FT in 22/36 settings in
terms of dRmean , and in 24/36 settings in terms of %closer.
Figure 3 shows the mean Manhattan distance of the perturbed
examples in each iteration of OCE, along with the proportion
of perturbations resulting in valid counterfactual examples
found for two datasets (we omit the others due to space
considerations). These trends are indicative of all settings:
Actionable Interpretability for Tree Ensembles
Table 1: Evaluation metrics for comparing OCE, FT and RP counterfactual examples. Significant improvements and losses
over the baselines are denoted by H and N, respectively (p < 0.05, two-tailed t-test,). ◦ denotes no significant difference;
⊗ denotes settings where the FT baseline cannot find a counterfactual example for every instance.
Euclidean Cosine Manhattan
Dataset Metric Method DT RF AB DT RF AB DT RF AB
RP 1.191 1.158 1.166 0.266 0.290 0.254 3.276 3.229 3.111
dmean FT 0.269 0.174 0.267⊗ 0.030 0.017 0.034⊗ 0.269 0.223 0.382⊗
Wine OCE 0.268H◦ 0.188HN 0.188HH 0.003HH 0.008HH 0.014HH 0.268H◦ 0.312HN 0.360HH
Quality dRmean OCE/RP 0.186 0.130 0.108 0.009 0.023 0.044 0.068 0.079 0.087
OCE/FT 0.990 1.256 0.649 0.066 0.821 0.312 0.990 1.977 0.924
%closer OCE<RP 100% 100% 100% 100% 100% 100% 100% 100% 100%
OCE<FT 100% 21.0% 87.5% 100% 80.8% 95.1% 100% 5.4% 58.6%
RP 1.638 1.647 1.654 0.260 0.267 0.267 5.834 5.842 5.775
dmean FT 0.120 0.210 0.185 0.003 0.008 0.007 0.135 0.278 0.198
OCE 0.133HN 0.186HH 0.136HH 0.001HH 0.002HH 0.001HH 0.152HN 0.284H◦ 0.203H◦
HELOC dRmean OCE/RP 0.073 0.101 0.074 0.003 0.005 0.003 0.024 0.043 0.032
OCE/FT 1.169 0.942 0.907 0.303 0.285 0.421 1.252 1.144 1.364
%closer OCE<RP 100% 100% 100% 100% 100% 100% 100% 100% 100%
OCE<FT 16.6% 57.9% 71.9% 91.6% 91.5% 92.9% 51.3% 43.6% 24.2%
RP 0.816 0.809 0.812 0.436 0.427 0.410 1.488 1.460 1.484
dmean FT 0.082 0.075 0.081 0.013 0.014 0.015 0.086 0.078 0.085
OCE 0.092HN 0.079H◦ 0.076HH 0.008HH 0.011HH 0.007HH 0.093HN 0.085H◦ 0.090H◦
COMPAS dRmean OCE/RP 0.115 0.090 0.093 0.025 0.027 0.019 0.066 0.054 0.060
OCE/FT 1.162 1.150 1.062 0.473 0.965 0.539 1.182 1.236 1.155
%closer OCE<RP 100% 99.9% 100% 100% 100% 99.9% 100% 100% 100%
OCE<FT 29.4% 22.6% 44.8% 82.7% 68.0% 84.8% 65.8% 36.2% 66.9%
RP 0.963 1.015 0.994 0.587 0.580 0.606 2.000 2.079 2.014
dmean FT 0.119 0.028 0.126⊗ 0.050 0.027 0.131⊗ 0.121 0.030 0.142⊗
OCE 0.142HN 0.025HH 0.028HH 0.055HN 0.013HH 0.006HH 0.128H◦ 0.026HH 0.046HH
Shopping dRmean OCE/RP 0.049 0.027 0.031 0.048 0.025 0.014 0.022 0.013 0.024
OCE/FT 1.051 1.053 0.218 0.795 0.482 0.074 0.944 0.796 0.312
%closer OCE<RP 99.9% 100% 100% 99.9% 99.9% 100% 100% 100% 100%
OCE<FT 40.2% 36.1% 99.6% 44.4% 86.1% 99.5% 55.8% 81.9% 97.1%
the mean distance increases until a counterfactual example
has been found for every x, after which the mean distance
starts to decrease. This seems to be a result of the hinge-loss
in OCE, which first prioritizes finding a valid counterfactual
example (see Equation 1), then decreasing the distance
between x and x¯.
In conclusion, our results show that OCE with DATE is
effective and efficient for finding counterfactual explanations
for tree-based models. Unlike the FT baseline, OCE
finds valid counterfactual explanations for every instance
across all settings. In the majority of tested settings, OCE
explanations are substantial improvements in terms of
distance to the original inputs.
4.2. Evaluating DATE
Table 2 shows the fidelity of the DATE approximations used
in our experiments: a value of 1 indicates perfect alignment
between M and M˜. Our fidelities range from 0.700 to
0.954,which indicates they are indeed reasonable representa-
tions of the original model – both in terms of their inner work-
ings (i.e., same tree structure, same features, same splitting
thresholds but “softer” versions) as well as their predictions.
Table 2: Fidelity of approximations used in experiments.
Dataset Model Euclid. Cosine Manhat.
Wine Quality
DT 0.836 0.836 0.836
RF 0.940 0.940 0.940
AB 0.926 0.926 0.926
HELOC
DT 0.836 0.836 0.836
RF 0.954 0.887 0.887
AB 0.936 0.744 0.905
COMPAS
DT 0.844 0.894 0.807
RF 0.742 0.809 0.700
AB 0.922 0.922 0.814
Shopping
DT 0.902 0.906 0.902
RF 0.810 0.780 0.871
AB 0.919 0.919 0.919
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Figure 3: Top: dmean for counterfactual examples in each it-
eration of OCE for Manhattan explanations. Bottom: Cumu-
lative % of counterfactual examples found in each iteration.
4.3. Case Study: Actionable Explanations
Explanations generated by OCE highly depend on the choice
of distance function. Figure 4 shows three explanations
generated using different distance functions for the same
x. According to the HELOC AB model, this xwas denied a
loan; these explanations show the minimal changes required
in order to be approved for that loan. The Manhattan
explanation only requires a few changes to the individual’s
profile, but the changes are large. In contrast, the individual
changes in the Euclidean explanation are smaller but there
are more of them. Such explanations are useful when the
features in the model are mostly independent, as is usually
the case in credit risk modeling (Siddiqi, 2012). In settings
where there are significant dependencies between features,
the Cosine explanations may be preferred since they are
based on perturbations that try to preserve the relationship
between features. For instance, in the Wine Quality dataset, it
would be difficult to change the amount of citric acid without
affecting the pH level. This flexibility allows users to choose
what kind of explanation is best suited for their problem.
5. RELATEDWORK
Counterfactual examples have been used in a variety of
ML areas, such as reinforcement learning (Madumal et al.,
2019), deep learning (Alaa et al., 2017), and explainable AI
(XAI). Previous XAI methods for generating counterfactual
examples are either model-agnostic (Karimi et al., 2019;
Laugel et al., 2017; Dhurandhar et al., 2018; Russell, 2019;
Rathi, 2019) or model-specific (Alvarez Melis & Jaakkola,
2018; Tolomei et al., 2017). Model-agnostic approaches treat
the original model as a “black-box” and only assume query
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Figure 4: OCE explanations for the samex based on different
distance functions. Green and red indicate increases and
decreases in feature values, respectively.
access to the model, whereas model-specific approaches
typically do not make this assumption and can therefore
make use of its inner workings.
Our work is a model-specific approach for generating
counterfactual examples through optimization. Previous
model-specific work for generating counterfactual examples
through optimization has solely been conducted on differen-
tiable models (Wachter et al., 2018; Grath et al., 2018; Dhu-
randhar et al., 2018). Although we focus on tree ensembles,
our method can be applied to any non-differentiable model
that can be approximated probabilistically. Previous work on
generating counterfactual examples for tree ensembles shares
our objective of finding minimal perturbations based on the
inner workings of the model and therefore we use it as our
main baseline (Tolomei et al., 2017), but it does not always
produce a valid counterfactual example (as shown in Table 1).
6. CONCLUSION
We propose a local explanation method for tree-based
classifiers, OCE with DATE, which casts the problem of
finding counterfactual examples as an optimization task
and provides a differentiable approximation of tree-based
models to be used in the optimization framework. In the
majority of experiments, examples generated by OCE are
significantly closer to the original instances in terms of
three different metrics compared to those generated by the
baselines. OCE is able to generate valid counterfactual
examples for all instances and the resulting explanations are
flexible depending on the distance function. We also show
that the approximations generated by DATE are faithful to
the original model in at least 70% of predictions.
Future work involves including additional criteria in the loss
function as well as conducting a user study to determine how
this, along with varying the distance functions, impacts user
preferences for counterfactual explanations.
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