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Abstrat
In this paper we study the evolution of almost non-negatively urved
(possibly singular) three dimensional metri spaes by Rii ow. The non-
negatively urved metri spaes whih we onsider arise as limits of smooth
Riemannian manifolds (Mi,
i
g), i ∈ N, whose Rii urvature is bigger than
−1
i
, and whose diameter is less than d0 (independent of i) and whose volume
is bigger than v0 > 0 (independent of i). We show for suh spaes, that a
solution to Rii ow exists for a short time, and that the solution is smooth
for t > 0 and has Ricci ≥ 0 for t > 0. This allows us to lassify the topologial
type and the dierential struture of the limit manifold (in view of the theorem
of Hamilton [14℄ on losed three manifolds with non-negative Rii urvature).
1 Introdution and statement of results
In Theorem [13℄ and [14℄, Hamilton showed using the Rii ow that
Theorem A. (Theorem 1.2 of [14℄) If Mn, n = 3(4)is a losed n-dimensional
Riemannian manifold with non-negative Rii urvature (non-negative urvature op-
erator) then M3 is dieomorphi to a quotient of S3, S2 × R, or R3 by a group of
xed point free isometries ating properly disontinuously (M4 is dieomorphi to a
quotient of one of the spaes S4, CP 2, S2×S2, S3×R1, S2×R2 or R4 by a group of
xed point free isometries ating properly disontinuously) in the standard metri.
It is interesting to note that in order to apply the theorem for n = 3 we only
require information on the Rii urvatures (not the setional urvatures). The
theorem implies that only ertain three manifolds admit Riemannian metris with
non-negative Rii urvature. This is not the ase for negative Rii urvature, as
proved by Lohkamp in [23℄: he proved that every losed manifold of dimension n ≥ 3
admits a Riemannian metri of negative Rii urvature.
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We say that a smooth family of metris (M, g(t))t∈[0,T ) is a solution to the Rii
ow with initial value g0, or is a Rii ow of g0 if
∂
∂t
g(t) = −2Ricci(g(t)) ∀ t ∈ [0, T ),
g(0) = g0 (1.1)
In three (and four) dimensions, there are similar results to Theorem A allowing some
negative urvature, as the following theorems illustrate. In Simon [30℄ it was shown
that
Theorem B. (Theorem 1.2 of [30℄) For every d0, v0 > 0 there exists a onstant
ε = ε(d0, v0) > 0 suh that if (M
n, g), n = 2, 3 (n = 4), is a losed Riemannian
manifold with
sup
M
|Riem| ≤ 1 (1.2)
vol ≥ v0 > 0 (1.3)
diam ≤ d0 <∞ (1.4)
Ricci ≥ −ε (R ≥ −ε) (1.5)
then M admits a smooth metri with non-negative Rii urvature (urvature oper-
ator: here R refers to the urvature operator of (M, g)). Hene, Mn must be one of
the possibilities listed in Theorem A.
Notie that after saling so that sup |Riem| = 1 (whih implies ondition (1.2)),
(1.3) and (1.4) always hold for some onstants d0, v0. Hene the ondition (1.5) says
that M is not too negatively Rii (urvature operator) urved one we have saled
so that (1.2), (1.3), and (1.4) hold.
Before ontinuing this disussion, we would like to say a few words about the
method of proof of this theorem, as this method will be a guide line for the disussion
and proofs whih follow.
Let d0, v0 be xed and assume that the theorem is not true (x n = 3). Then
there exists a sequene of Riemannian manifolds (M3i ,
ig) satisfying (1.2), (1.3),
and (1.4), and so that Ricci ≥ −1
i
, but so that M3i does not admit a metri with
Ricci ≥ 0.
Denition 1.1. Let B(n, d0,−k21, k22, v0) denote the spae of smooth n-dimensional
Riemannian manifolds, whose setional urvatures are bounded from below by −k21
bounded above by k22, whose diameter is bounded above by d0 and whose volume is
bounded below by v0.
It is well known that the spae B(n, d0,−k21, k22, v0) is preompat in the Gromov-
Hausdor spae. That is, given a sequene of smooth n-dimensional Riemannian
manifolds (Mni , gi)i∈N ∈ B(n, d0,−k21, k22, v0) there exists a metri spae (X, d∞) and
a subsequene of (Mni , gi) (whih we also all (M
n
i , gi) for ease of reading) suh that
(Mni , d(gi))
i→∞−→ (X, d∞), in the Gromov-Hausdor sense, where here d(g) denotes
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the distane funtion (metri) d(g) : M ×M → R+0 arising from the Riemannian
metri g (see Appendix A). The Gromov Hausdor (spae) distane between two
metri spaes is dened in Appendix A. It is a very weak measure of how lose two
metri spaes are to being isometri to one another.
As B(n, d0,−k21, k22, v0) has very well ontrolled geometry, it turns out that in
this ase all possible limits X are ompat n-dimensional manifolds, and that d∞ is
the distane metri arising from a C1,α Riemannian metri g∞. Furthermore, X is
dieomorphi to Mi for large enough i. See [27℄. In [30℄ it was shown, using Rii
ow tehniques, that it is possible to smooth out the limit metri g∞ to obtain a
smooth metri g so that (X, g) has non-negative Rii urvature (a Rii ow of
g∞ was onstruted by taking a limit of the solutions arising from eah gi). This
ontradits the assumption thatMi does not admit a metri with Ricci ≥ 0.. Hene,
suh an ε must exist.
As we mentioned above, B(n, d0,−k21, k22, v0) has very well ontrolled geometry,
and so its losure does not ontain very irregular Riemannian manifolds.
In [32℄, Yamaguhi showed that
Theorem C. (Corollary in the introdution of [32℄) There exists a positive
number ε suh that if the urvature and diamater of a losed Riemannian three-
manifold satisfy KMdiam (M)
2 > −ε then the possible topologial type of M is one
of the following
(a) M is dieomorphi to a torus or an infra-nilmanifold
(b) M is up to a nite over dieomorphi to an S−bundle over S1, where S is
one of S2,RP 2,T2 or a Klein bottle.
() M is a rational homology Sphere.
This is quite a good topologial haraterisation of the lass of manifolds with
KMdiam
2(M) > −ε and ε small, apart from the last possibility (c), whih is not
very expliit. In a later work, Fukaya and Yamaguhi proved that for the lass of
Riemannian manifolds mentioned in this theorem, the fundamental group is almost
nilpotent (that is it ontains a subgroup whih is nilpotent). This allowed them to
improve the lassiation in ase (). With this result, they obtained the (better)
orollary:
Theorem D. (Corollary 0.13 of [12℄) There exists an ε > 0 suh that if (M3, g)
is a Riemannian manifold whose diameter is not larger than 1, and has sec ≥ −ε,
then a nite overing of M is either
• homotopi to an S3 or
• dieomorphi to one of
(a) T 3
(b) S1 × S2
3
() Nil
Hene, using that the Poinaré Conjeture is orret (see Perelman's papers [25℄,
[26℄) (that is, a homotopy S3 is homeomorphi to S3), we have a good topologial
lassiation of 3-manifolds with sec ·diam 2 ≥ −ε and ε small enough.
In studying the lass of manifolds with sec diam 2 ≥ −ε (ε small) everything
beomes a lot more ompliated than in the situation of Theorem B above. There
are essentially two extra problems that an now our when studying this problem:
ollapsing and no upper urvature bound. We explain this in the following.
Denition 1.2. For n ∈ N, d0 ∈ R+ and k ∈ R let S(n, d0, k) denote the spae of
smooth n-dimensional Riemannian manifolds of dimension n with diameter bounded
by d0 and setional urvature not less than k.
It is well known, see for example proposition 10.7.3, and Remark 10.7.5 in [5℄
that the spae S(n, d0, k) is preompat in the Gromov-Hausdor spae, just as
B was. That is, given a sequene of smooth n-dimensional Riemannian manifolds
(Mni , gi)i∈N ∈ S(n, d0, k), there exists a metri spae (X, d∞) and a subsequene of
(Mni , gi)(for ease of reading we will denote this subsequene also as (M
n
i , gi)) suh
that (Mi, d(gi)) onverges to (X, d∞) in the Gromov Hausdor spae.
It is however now possible that X is not dieomorphi to the Mi's (for large i)
and X ould be a manifold (with or without boundary) of lower dimension. One
may see this easily by onsidering the following example of shrinking torii
Example 1.3. Let
(Mi, gi) = (S
1 × . . .× S1, f1(i)dα2 ⊕ f2(i)dα2 . . .⊕ fn(i)dα2),
i ∈ N where dα2 is the standard metri on S1, and fj(i) ∈ R+ i→∞−→ 0, for all
j ∈ {1, . . . , n−m}, and fj(i) = 1 for all j ∈ {n−m+1, . . . , n} (that is, n−m irles
shrink to points as i → ∞ and the others stay xed). Then (Mni , d(gi)) onverges
in the Gromov Hausdor spae to (Tm, dTm), the smooth standard m−dimensional
torus.
Denition 1.4. If
vol(Mi, gi)
i→∞−→ 0
for a sequene of smooth Riemannian manifolds (Mi, gi) then we say that the se-
quene is a ollapsing sequene, or that the sequene ollapses. If there exists a
v0 > 0 suh that
vol(Mi, gi) ≥ v0 ∀ i ∈ N,
then we say that the sequene is a non-ollapsing sequene, or that the sequene does
not ollapse.
It is also possible that the limit spae (X, d∞) does not enjoy the regularity
properties of the spaes ourring in the onverging sequene, as one sees in the
following example.
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Example 1.5. Let (Sni , gi)i∈N be a sequene of spheres with Riemannian metris,
where the metris are hosen so that
• the setional urvature is non-negative
• the manifolds are beoming one like in a xed ompat region (topologially a
losed dis) as i→∞, and stay smooth away from this region.
• the diameter is bounded above by 0 < d0 < ∞ and the volume bounded below
by v0 > 0 where d0, v0 are onstants independent of i ∈ N.
Then (Sni , d(gi)) onverges in the Gromov Hausdor spae to (S
n, d), where d is a
(non-standard) metri on the sphere, and there exists a Riemannian metri g whih
is smooth away from the tip, indues d, but annot be extended in a C0 way to the
tip. It is not possible to nd a C0 Riemannian metri g whih indues d.
So even when a sequene (Mni , gi)i∈N ∈ S(n, d, k) is non-ollapsed, it is possible
that the limit spae (X, d) may be irregular if the urvature of the manifolds in the
sequene is not bounded from above.
In [33℄, further results about ollapsing sequenes of manifolds in S(n, d0,−1)
were proved by Shiyoa and Yamaguhi. In partiular, they examined the ases that
the limit X of a ollapsing sequene in S(3, d0,−1) is a one or two dimensional
Alexandrov spae with urvature bounded from below by −1 (that is, the metri
spae in question satises ertain omparison inequalities, similar to those satised
by Riemannian manifolds with urvature bounded from below by −1: see Appendix
A). They proved
Theorem E. (Theorems 0.2 - 0.7 of [33℄) For a given d0 < ∞, there exists a
positive onstant ε = ε(d0) > 0 satisfying the following: If
(M, g) ∈ S(3, d0,−1),
vol(M, g) ≤ ε (1.6)
then one of the following holds
• M is a graph manifold, or
• a nite over of M is a simply onneted manifold.
Hene, using that the Poinaré Conjeture is orret (see Perelman [25℄ , [26℄ ),
we obtain a good lassiation of three dimensional manifolds in S(3, d0,−1) with
vol ≤ ε for ε = ε(d0) > 0 small enough.
In [34℄ Shiyoa and Yamaguhi ontinued their study of suh ollapsing sequenes.
In their paper [34℄ they onsider the ase that the diameter of a ollapsing sequene
may go to innity. They showed
Theorem F. (Theorem 1.1 of [34℄) There exist 0 < ε1 < ∞ and d1 < ∞ suh
that if (M3, g) satises sec ≥ −1 and vol ≤ ε1 then either
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• [ase 1℄ M is homeomorphi to a graph manifold or,
• [ase 2℄ a nite over of M has nite fundamental group, and diam (M, g) ≤
d1.
Hene, one again, using that the Poinaré Conjeture is orret we obtain a
good lassiation of three dimensional manifolds M3 with sec ·vol 23 ≥ −ε for ε
small enough.
In this paper we onsider the somewhat weaker spae of Riemannian manifolds
with Rii urvature bounded from below.
Denition 1.6. For n ∈ N, d0 ∈ R+ and k ∈ R let M(n, d0, k) denote the spae of
smooth n-dimensional Riemannian manifolds of dimension n with diameter bounded
above by d0 and Rii urvature not less than k.
Clearly S(n, d0, k) ⊂M(n, d0, (n− 1)k).
In Theorem 8.6 of [8℄, Cheeger/Colding were able to show a similar result to that
of Fukaya/Yamaguhi onerning the Fundamental group of manifolds with almost
non-negative Rii urvature (and hene establish that a onjeture of Gromov is
orret). They showed that
Theorem G. (Gromov's onjeture) If M is an n-dimensional manifold with
Ricci · diam 2 ≥ −ε,
where ε (depending on n) is small enough, then the fundamental group of M is
almost nilpotent.
The new result whih allowed them to prove this theorem, is their splitting
theorem, Theorem 6.64 of [8℄, for Gromov-Hausdor limits of Riemannian manifolds
(Mi, gi) with Ricci(gi) ≥ −ε(i), where ε(i) i→∞−→ 0.
In this paper we will be hiey onerned with metri spaes (M3, d∞) whih arise
as Gromov-Hausdor limits of non-ollapsing sequenes of Riemannian manifolds
(M3i , gi) ∈ M(3, d0,−ε(i)) where ε(i) → 0 as i → ∞. We show that a Rii ow
solution with initial data (M3, d∞) exists for a short time (see Theorem 6.2), and as
a result, we obtain the following lassiation of the possible topologial types of M :
Theorem 1.7. For all 0 < v0 < ∞, 0 < d0 < ∞ there exists an ε = ε(v0, d0) > 0
suh that if (M3, g) is losed and satises
vol(M, g) ≥ v0
and (M, g) ∈ M(3, d0,−ε) then M is dieomorphi to a quotient of S3, S2 × R or
R3 by a group of xed-point free isometries ating properly disontinuously.
We may write this in a more sale invariant form:
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Theorem 1.8. Let d0 be given. There exist 0 < ε2 = ε2(d0) < ∞ suh that if
(M3, g) satises
Ricci · vol 23 ≥ −ε2
diam
3 ≤ d30 · vol (1.7)
then M is dieomorphi to a quotient of S3, S2 ×R or R3 by a group of xed-point
free isometries ating properly disontinuously.
Remark 1.9. In the ase that we have a sequene of manifolds (Mi, gi) with sec ≥
−ε(i), ε(i) i→∞−→ 0, and vol ≥ v0, diam ≤ d0, then we obtain the same lassiation:
this is a slight improvement of the Theorem D ( Corollary 0.13 of [12℄), as we
may remove possibility (c) (that M is a nilmanold) from the list of possibilities in
Theorem D.
As a byprodut, we note that if we ombine Theorem F and Theorem 1.7 we
obtain the same lassiation whih is implied by using Theorem F, without having
to use that the Poinaré Conjeture is orret.
Theorem 1.10. Let ε1 and d1 be as in Theorem F. There exist 0 < ε3 < ∞ suh
that if (M3, g) satises sec ·vol 23 ≥ −ε3 and
• [ase 1℄ diam 3 ≥ 2(d1)3
ε1
vol then M is homeomorphi to a graph manifold
• [ase 2℄ diam 3 ≤ 2(d1)3
ε1
vol then M is dieomorphi to a quotient of S3, S2×R
or R
3
by a group of xed-point free isometries ating properly disontinuously.
Proof. Assume the theorem is false. Then there exists a sequene of Riemannian
manifolds (M3i , gi) with sec ·vol
2
3 ≥ −εi for a sequene εi ∈ R+ with εi i→∞−→ 0 and so
that either (after taking a subsequene)
• ase1 diam 3(gi) ≥ 2(d1)
3
ε1
vol(gi) but Mi is not homeomorphi to a graph man-
ifold, or
• ase2 diam 3(gi) ≤ 2(d1)
3
ε1
vol(gi) but Mi is not one of the possibilities listed in
ase 2 of the statement of this theorem.
In ase 1, we sale all (Mi, gi) so that vol(gi) = ε1. Then diam (gi) ≥ 2d1, and
sec ≥ −1 for i suiently large, and so we may apply Theorem F to obtain a
ontradition.
In ase 2, let us sale all (Mi, gi) so that vol(gi) = 1. We then have diam (gi) ≤
2d1
(ε1)
1
3
, and sec ≥ −εi and so we may then apply the Theorem 1.7 to obtain a ontra-
dition.
In this paper we will heiy be onerned with metri spaes (M3, d∞) whih arise
as Gromov-Hausdor limits of non-ollapsing sequenes of Riemannian manifolds
(M3i , gi) ∈Mi(3, d0,−ε(i)) where ε(i)→ 0 as i→∞. In partiular, we wish to ow
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suh metri spaes (M3, d∞) by Rii Flow. As we saw in the previous setion (see
Example 1.5) suh limits an be quite irregular (not even C0). Nevertheless, they
will be Alexandrov Spaes of urvature bounded from below by 0, and so do arry
some struture (see Appendix A). In order to ow (M3, d∞) we will ow eah of the
(M3i , gi) and then take a Hamilton limit of the solutions (see [17℄). The two main
obstales to this proedure are:
• It is possible that the solutions (Mi, gi(t)) are dened only for t ∈ [0, Ti) where
Ti → 0 as i→∞.
• In order to take this limit, we require that eah of the solutions satisfy uniform
bounds of the form
sup
Mi
|Riem(gi(t))| ≤ c(t), ∀ t ∈ (0, T ),
for some well dened ommon time interval (0, T ) (c(t)→∞ as t→ 0 would
not be a problem here). Furthermore they should all satisfy a uniform lower
bound on the injetivity radius of the form
inj(M, gi(t0)) ≥ σ0 > 0
for some t0 ∈ (0, T ).
As a rst step to solving these two problems, in Lemma 2.4 of Setion 2 we see
that a (three dimensional) smooth solution to the Rii ow (M, g(t))t∈[0,T ) annot
beome singular at time T as long as Ricci ≥ −1, the diameter remains bounded
(by say d0) and the volume stays bounded away from zero (say it is bigger than v0).
Furthermore, a bound of the form
|Riem(g(t))| ≤ c0(d0, v0)
t
∀t ∈ [0, T ) ∩ [0, 1]
for suh solutions is proved: that is, the urvature of suh solutions is quikly
smoothed out.
In Lemma 2.5 we present an appliation of the proof of 2.4. Notie that Propo-
sition 11.4 of [25℄ for the three dimensional ase implies the Lemma 2.5. Perelman's
method of proof is somewhat dierent from that used in Lemma 2.5.
Setion 4 is onerned with proving (for an arbitrary three dimensional solution
to the Rii ow) lower bounds for the Rii urvature of the evolving metri, whih
depend on
• the bound from below for the Rii urvature of the initial metri
• the salar urvature of the evolving metri.
One of the major appliations is: if (M, g0) satises Ricci(g0) ≥ −ε0 (ε0 small
enough) and the solution satises R(g(t)) ≤ c0
t
, then
Ricci(g(t)) ≥ −2c0ε0∀t ∈ (0, T∗) ∩ (0, T )
8
for some universal onstant T∗ = T∗ > 0 ( (0, T ) is the time interval for whih the
solution is dened). See Lemma 4.2.
In Setion 5, we onsider smooth solutions to the Rii ow whih satisfy
Ricci(g(t)) ≥ −c0 (1.8)
|Riem(g(t))|t ≤ c0 (1.9)
diam (M, g0) ≤ d0 (1.10)
In Lemma 5.1, well known bounds on the evolving distane for a solution to the
Rii ow are proved for suh solutions.
We ombine this Lemma with some results on Gromov-Hausdro onvergene to
show (Corollary 5.2) that suh solutions an only lose volume at a ontrolled rate.
In Setion 6 we show (using the a priori estimates from the previous setions)
that a solution to the Rii ow of (M, d∞) exists, where (M, d∞) is the Gromov-
Hausdor limit as i→∞ of (Mi, d(gi)) where the (Mi, gi) satisfy
Ricci(gi) ≥ −ε(i)
vol(M, gi) ≥ v0
diam (M, g0) ≤ d0.
More expliitly we prove:
Theorem 1.11. Let (Mi,
i
g0) be a sequene of losed three (or two) manifolds sat-
isfying
diam (Mi,
i
g0) ≤ d0
Ricci(
i
g0)(sec(
i
g0)) ≥ −ε(i)ig0
vol(M,
i
g0) ≥ v0 > 0,
where ε(i) → 0, as i → ∞. Then there exists an S = S(v0, d0) > 0 and K =
K(v0, d0) suh that the maximal solutions (Mi,
i
g(t))t∈[0,Ti) to Rii-ow satisfy Ti ≥
S, and
sup
M
|Riem(ig(t))| ≤ K
t
,
for all t ∈ (0, S). In partiular the Hamilton limit solution (M, g(t))t∈(0,S) =
limi→∞(Mi,
i
g(t))t∈(0,S) (see [17℄) exists and satises
sup
M
|Riem(g(t))| ≤ K
t
Ricci(g(t)) ≥ 0 (sec(g(t)) ≥ 0), (1.11)
for all t ∈ (0, S) and (M, g(t)) is losed. Furthermore
dGH((M, d(g(t))), (M, d∞))→ 0 (1.12)
as t→ 0 where (M, d∞) = limi→∞(Mi, d(ig0)) (the Gromov-Hausdor limit). Hene,
if M = M3, then M3 is dieomorphi to a quotient of one of S3,S2 × R or R3 by
group of xed point free isometries ating properly disontinuously.
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The theorem whih is essential in onstruting suh a solution is:
Theorem 1.12. Let M be a losed three (or two) manifold satisfying
diam (M, g0) ≤ d0
Ricci(g0) (sec(g0)) ≥ −εg0
vol(M, g0) ≥ v0 > 0, (1.13)
where ε ≤ 1
10c2
and c = c(v0, d0) ≥ 1 is the onstant from Lemma 2.4 Then there
exists an S = S(d0, v0) > 0 and K = K(d0, v0) suh that the maximal solution
(M, g(t))t∈[0,T ) to Rii-ow satises T ≥ S, and
sup
M
|Riem(g(t))| ≤ K
t
,
for all t ∈ (0, S).
Appendix A ontains denitions, results and fats about Gromov-Hausdor
spae, whih we require in this paper.
In Appendix B we dene C− essential points, and δ-like neks, and onsider
disuss 0-like neks in the three dimensional ase.
A proof of the (well known) Lemma 5.1 is ontained in Appendix C.
Appendix D is a desription of the Notation used in this paper.
2 Bounding the blow up time from below using
bounds on the geometry.
An important property of the Rii ow is that:
if ertain geometrial quantities are ontrolled (bounded) on a half open nite time
interval [0, T ), then the solution does not beome singular as t ր T and may be
extended to a solution dened on the time interval [0, T + ε) for some ε > 0.We are
interested in the question:
Problem 2.1. What elements of the geometry need to be ontrolled, in order to
guarantee that a solution does not beome singular?
In [13℄, it was shown that for (M, g0) a losed smooth Riemannian manifold, the
Rii ow equation
∂
∂t
g = −2Ricci(g)
g(·, 0) = g0, (2.1)
always has a solution (M, g(t))t∈[0,T ) for a short time. It was also shown that two
suh solutions dened on the same time interval must agree, if there initial values
agree. Furthermore, for eah smooth, losed (M, g0) there exists a maximal time
interval [0, TMax) (TMax > 0) for whih, there exists a solution (M, g(t))t∈[0,TMax) to
(2.1), and if TMax < ∞ then there is no solution (M, g(t))t∈[0,TMax+ε) to (2.1) (for
any ε > 0 ). Suh a solution (M, g(t))t∈[0,TMax) is alled a maximal solution.
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Denition 2.2. (Maximal Solutions) Let (M, g(t))t∈[0,T ) be a solution to Rii ow.
We say that the solution blows up at time T if
sup
M×[0,T )
|Riem| =∞, (2.2)
It was also shown in [13℄ that
Lemma 2.3. Let (M, g(t)t∈[0,T ) be a losed, smooth solution to Rii ow, with
g(0) = g0 and T <∞, with
sup
M×[0,T )
|Riem| <∞. (2.3)
Then, for some ε > 0, there exists a solution (M, g(t))t∈[0,T+ε), with g(0) = g0.
So we see that a bound on the supremum of the Riemannian urvature (that is,
ontrol of this geometrial quantity) on a nite time interval [0, T ) guarantees that
this solution does not beome singular as tր T . In the following lemma, we present
other bounds on geometrial quantities whih guarantee that a solution to the Rii
ow does not beome singular as tր T .
Lemma 2.4. Let (M3, g(t))t∈[0,T ), T ≤ 1 be an arbitrary smooth solution to Rii
ow (M3 losed ) satisfying
Ricci(g) ≥ −1,
vol(M, g) ≥ v0 > 0
diam (g) ≤ d0 <∞ (2.4)
for all t ∈ [0, T ). Then there exists a c = c(d0, v0), suh that
R(g(t))t ≤ c
for all t ∈ [0, T ). In partiular, (M3, g(t))t∈[0,T ) is not maximal.
Corollary 2.5. Let (M3, g(t))t∈[0,T ) be an arbitrary smooth solution to Rii ow
satisfying
Ricci(g) ≥ −1,
vol(M, g) ≥ v0 > 0
diam (g) ≤ d0 <∞ (2.5)
for all t ∈ [0, T ). Then there exists a c = c(d0, v), suh that
R(g(t)) ≤ cmax(1
t
, 1)
for all t ∈ [0, T ). In partiular, (M3, g(t))t∈[0,T ) is not maximal.
The proof of the orollary is a trivial iteration argument.
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Proof. (of the orollary) Fix t0 ∈ [0, T ). We wish to show that
R(g(t0)) ≤ cmax( 1
t0
, 1).
If t0 ≤ 12 then we apply Lemma 2.4. If (N+1)2 > t0 ≥ N2 , (N ∈ N) then we apply
Lemma 2.4 to the solution (M, g( (N−1)
2
+t))t∈[ 1
2
,1) of Rii ow (notie that
(N−1)
2
+t =
t0 implies that 1 > t ≥ 12).
We now prove Lemma 2.4.
Proof. Assume to the ontrary that there exist solutions (Mi,
i
g(t))t∈[0,Ti), Ti ≤ 1 to
Rii ow suh that
sup
(x,t)∈Mi×(0,Ti)
i
R(x, t)t
i→∞−→ ∞, (2.6)
or there exists some j ∈ N with
sup
(x,t)∈Mj×(0,Tj)
jR(x, t)t =∞, (2.7)
where
i
R := R(
i
g). It is then possible to hoose points (pi, ti) ∈ Mi × [0, Ti) (or in
Mj × [0, Tj): in this ase we redene Mi = Mj and Ti = Tj for all i ∈ N and hene
we do not need to treat this ase separately ) suh that
R(pi, ti)ti = sup
(x,t)∈Mi×(0,ti]
i
R(x, t)t
i→∞−→ ∞. (2.8)
Dene
i
gˆ(·, tˆ) := ciig(·, ti + tˆ
ci
), (2.9)
where ci :=
i
R(pi, ti). This solution to Rii ow is dened for 0 ≤ ti + tˆci < Ti, that
is, at least for 0 ≥ tˆ > −tici. Let Ai := tici. Then the solution igˆ(tˆ) is dened at
least for tˆ ∈ (−Ai, 0). By the hoie of (pi, ti) we see that the solution is dened for
tˆ > −Ai = −tici = −tiiR(pi, ti) i→∞−→ −∞. Sine ti ≤ Ti ≤ 1, we also have
ci
i→∞−→ ∞, (2.10)
in view of the fat that
tici = ti
i
R(pi, ti)
i→∞−→ ∞.
Furthermore, letting s(tˆ, i) := ti +
tˆ
ci
, where −Ai < tˆ ≤ 0 we have
i
Rˆ(·, tˆ) = 1
ci
i
R(·, s(tˆ, i)) (2.11)
=
i
R(·, s)
iR(pi, ti)
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=i
R(·, s)s
iR(pi, ti)ti
ti
s
≤ ti
s
=
ti
ti +
tˆ
ci
i→∞−→ 1. (2.12)
in view of the denition of (pi, ti), and 0 ≤ s ≤ ti (follows from the denition of s
and the fat that tˆ ≤ 0), and (2.10). Due to the onditions (2.4) we see that there
exist l = l(v0, d, n), and ε = ε(v0, d, n), suh that
l ≥ vol(Br(p),
i
g(t))
r3
≥ ε ∀ r ≤ diam (Mi, ig(t)), (2.13)
(in view of the Bishop Gromov omparison priniple) whih implies the same result
for any resaling of the manifolds. Notie that the onditions (2.4) imply that
diam (M,
i
g(t)) ≥ d1(n, v0) > 0 (2.14)
for some ∞ > d1(n, v0) > 0. Otherwise, assume diam (M, ig(t)) ≤ d1 for some
small d1, then vol(M,
i
g(t)) ≤ c(n)d31ωn (Bishop-Gromov omparison priniple), and
hene vol(M,
i
g(t)) < v0 if d1 is too small, whih would be a ontradition. Hene,
diam (M,
i
gˆ(0))
i→∞−→ ∞, in view of the inequalities (2.14) and (2.10). Now using
l ≥ vol(Br(p),
i
gˆ(t))
r3
≥ ε0, ∀r ≤ diam (Mi, igˆ(tˆ)), (2.15)
we obtain a bound on the injetivity radius from below, in view of the theorem of
Cheeger/Gromov/Taylor, [9℄ (the theorem of Cheeger/Gromov/Taylor says that for
a omplete Riemannian manifold (M, g) with |Riem| ≤ 1, we have
inj(x, g) ≥ r vol(g, Br(x))
vol(g, Br(x)) + ωn expn−1
,
for all r ≤ pi
4
. In partiular, using that diam (M, g) ≥ d1 > 0 and |Riem| ≤ c (see [i℄
below) for the Riemannian manifolds in question, we obtain
inj(x, g) ≥ ε s
n+1
lsn + ωn expn−1
≥ c2(d0, v0, n) > 0 (2.16)
for s = min((ωn exp
n−1)
1
n , diam (M, g), pi
4
)).
This allows us to take a pointed Hamilton limit (see [17℄), whih leads to a Rii
ow solution (Ω, o, g(t)t∈(−∞,ω)), with R ≤ R(o, 0) = 1, and Ricci ≥ 0, ω > 0 (at
t = 0, as explained below, the full Riemannian urvature tensor of
i
gˆ(0)is bounded
by c(3) and so learly eah solution lives at least to a time ω > 0 independent of i
). More Preisely:
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• [i℄ The bound from below on the Rii urvature, and the bound from above
on the salar urvature imply that the Rii urvatures are bounded absolutely
by the onstant 5 for i big enough. In three dimensions, bounds from above
and below on the Rii urvatures imply bounds from above and below on the
setional urvatures and hene on the norm of the full Riemannian urvature
tensor. This, together with the bound from below on the injetivity radius,
allows us to a take a Hamilton limit of these Rii ows.
• [ii℄ In fat the limit solution satises sec ≥ 0, whih an be seen as follows:
Eah resaled solution
i
gˆ is dened on Mi × [−Ai, ω] where Ai i→∞−→ ∞. They
also eah satisfy sec ≥ −2 and |Riem| ≤ c(n) for all t ∈ (−S, 0) for any xed
S and all i big enough, in view of (2.12) and Ricci ≥ −1.
Let us translate in time by S , so that these solutions are dened on Mi ×
[−Ai + S, S] and satisfy sec ≥ −2 and |Riem| ≤ c(n) on (0, S) (for i big
enough).Without loss of generality, we assume that sec ≥ −1. We then use
the improved pinhing result of Hamilton [18℄ (see also [21℄):
Theorem 2.6. Let g(t) be a solution to Rii ow dened on M × [0, T ), M
losed. Assume at t = 0 that the eigenvalues α ≥ β ≥ γ of the urvature
operator at eah point are bounded below by γ ≥ −1. The salar urvature is
their sum R = α + β + γ, and X := −γ. Then at all points and all times we
have the pinhing estimate
R ≥ X [logX + log(1 + t)− 3],
whenever X > 0.
Notie that this estimate is also valid for the translated limit solution (dened
on [0, S)) as it is valid for eah i and the salar urvature and X onverge as
i→∞ to the orresponding quantities of the translated (by S) limit solution.
Let δ > 0 be any arbitrary small onstant. Assume there exists (x, t) ∈
Ω× [S
2
, S) suh that X(x, t) ≥ δ. Then we get
log(δ) ≤ logX(x, t) ≤ R(x, t)
δ
− log(1 + t) + 3
≤ c(n)
δ
− log(1 + S
2
) + 3 (2.17)
whih is a ontradition for S big enough. Hene our initial limit solution
(without any translations in time) has X(x, 0) ≤ δ. As δ was arbitrary we get
X(·, 0) ≤ 0. A similar argument shows X ≤ 0 everywhere. That is, the limit
spae satises sec ≥ 0∀t ∈ (−∞, 0)
The volume ratio estimates
l ≥ vol(Br(p))
r3
≥ ε0∀r > 0, (2.18)
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are also valid for (Ω, g), as these estimates are sale invariant, and diam (Ω, g) =∞.
At this point we ould apply Proposition 11.4 of [25℄ to obtain a ontradiiton. We
prefer however to introdue an alternative method to Perelman in order to obtain a
ontradition (this method may be of independent interest). We now onsider the
following two ases.
(ase 1) supΩ×(−∞,0] |t|R =∞,
(ase 2) supΩ×(−∞,0] |t|R <∞.
(ase 1) In the rst ase, in view of [7℄, hapter 8, setion 6, we may assume w.l.o.g.
that there exists a solution (Ω, o, g(t)t∈(−∞,∞)), with
sup
Ω×(−∞,∞)
|R(t)| ≤ 1 = |R(0, o)|. (2.19)
Note: we must slightly modify the argument there, by replaing Riem with R
wherever it appears. We also use the fat (as mentioned above) that |Riem| ≤
c(3)R in the ase that Ricci ≥ 0 (in dimension three) and that our sale
invariant volume estimate (2.18) remains true for any resalings of our solution:
these two fats ensure that in the resaling proess of the argument in [7℄,
hapter 8, setion 6, an injetivity radius estimate is satised, and that the
limit solution is well dened.
(ase 1.1) the setional urvature is everywhere positive.
(ase 1.2) there exists (p0, t0) ∈ Ω × (−∞,∞), and vp0 , wp0 ∈ Tp0Ω with
sec(p0, t0)(vp0 , wp0) = 0.
First we onsider ase 1.1
(ase 1.1) This means Ω is dieomorphi to R3 in view of the soul theorem (see [10℄,
Chapter 8 ) and in partiular, Ω is simply onneted. We may then apply
the gradient soliton theorem of Hamilton [15℄ whih implies, in view of (2.19),
that (Ω, g(t))t∈(−∞,∞) is a gradient soliton. We may then, using the dimension
redution theorem of Hamilton, Theorem 22.3 of [16℄, take a Hamilton limit of
resalings of this solution, to obtain a new solution, (R×N, dx2⊕γ(t))t∈(−∞,∞),
or a quotient thereof by a group of xed-point free isometries ating properly
disontinuously, where dx2 is the standard metri on R , and (N, γ(t))t∈(−∞,∞)
is a solution to the Rii ow, N is a surfae, and R(·, t) > 0, on N . In
the ase that we have a quotient of (R × N, dx2 ⊕ γ(t)) then we notie that
(R× N, dx2 ⊕ γ(t)) still satises (2.18) (the bound from below follows as the
Riemannian overing map f : (R×N, dx2⊕γ(t))→ (Ω, g(t)) is a Riemannian-
Submersion, and the bound from above follows in view of the Bishop-Gromov
omparison priniple) and so, without loss of generality, we may assume that
we do not have a quotient. If N is ompat, then (R×N, dx2 ⊕ γ), does not
satisfy the estimates (2.18), and so we obtain a ontradition. So w.l.o.g. we
may assume that N is non-ompat. Now we break this up into two ases:
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(ase 1.1.1) supN×(−∞,∞) |t||R(t)| =∞, and
(ase 1.1.2) supN×(−∞,∞) |t||R(t)| <∞.
First we handle
(ase 1.1.1) One again, w.l.o.g ([7℄ hap.8, se.6), we may assume
sup
N×(−∞,∞)
R ≤ 1 = R(o, 0).
R(t) > 0, and N non-ompat implies N is dieomorphi to R2, whih is
simply onneted. We may then use the gradient soliton theorem of Hamilton,
[15℄ , to obtain that (N, γ), is a gradient soliton, whih implies (thm. 26.3,
[16℄ ), that (N, γ) is the igar (Σ, cig). But (R × Σ, dx2 ⊕ cig) do not satisfy
the estimates (2.18), and so we obtain a ontradition.
(ase 1.1.2) supN×(−∞,∞) |t||R(t)| <∞. Hamilton, Thm. 26.1 of [16℄ implies that (N, γ) =
(S2 or R2, γ)/Γ, where γ is the standard solution on S2 or R2, and Γ is a nite
group of isometries ating without xed points on the standard S2 or standard
R
2. (R2, γ) annot our, sine the surfae should satisfy R(t) > 0 everywhere
(the standard (R2, γ) is at). But then N is ompat, and (R× N, dx2 ⊕ γ),
does not satisfy the estimates (2.18), and one again we obtain a ontradition.
(ase 1.2) there exists (p0, t0) ∈ Ω × (−∞,∞), and vp0 , wp0 ∈ Tp0Ω with
sec(p0, t0)(vp0 , wp0) = 0. Then the maximum priniple applied to the evolu-
tion equation of the urvature operator, implies that (Ω, o, g(t))t∈(−∞,∞) =
(R×N, dx2⊕ γ(t))t∈(−∞,∞), or a quotient thereof by a group of isometries(see
[14℄, hapter 9) and supN×(−∞,∞)R(t) ≤ 1 = R(o, 0). Without loss of gen-
erality, we may assume that we don't have a quotient, as explained in ase
1.1. R(t) > 0, implies N is dieomorphi to S2/Γ or R2. In the ase that N
is dieomorphi to S2/Γ, we obtain a ontradition, as then (Ω, g) does not
satisfy (2.18). So w.l.o.g. N is dieomorphi to R2, in partiular N is simply
onneted. We may use the gradient soliton theorem of Hamilton [15℄, to get
that (N, γ) is a soliton and it must be the Cigar, in view of theorem 26.3 of
Hamilton [16℄. This leads to a ontradition as then (Ω, g) does not satisfy
(2.18) (similarly for the overing ase).
(Case 2) B := supΩ×(−∞,0] |t||Riem(t)| <∞.
(Case 2.1) The asymptoti salar urvature ratio A = lim sups→∞Rs
2 =∞. Then we use
the dimension-redution argument of Hamilton (see Lemma 22.2 of [16℄ and
the argument diretly after the proof of Lemma 22.2) to obtain a new solution
(N × R, γ ⊕ dx2) or a quotient thereof by a group of isometries where (N, γ)
is a solution to Rii ow dened on (−∞, T ] (T > 0) (note, our injetivity
radius estimate is still valid in view of the volume ratio estimate (2.18) whih
survives into every limit). If N is ompat then we obtain a ontradition to
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(2.18). So we may assume that N is non-ompat. We then onsider the ases
supN×(−∞,∞) |t||R(t)| = ∞, and supN×(−∞,∞) |t||R(t)| < ∞. Then, using the
exat same arguments as in Cases 1.1.1 and 1.1.2, we obtain a ontradition.
(Case 2.2) The asymptoti salar urvature ratio A = lim sups→∞Rs
2 < ∞. Remember
that the asymptoti salar urvature ratio is a onstant in time for anient
solutions whih have bounded urvature at eah time and non-negative urva-
ture operator. A is also independent of whih origin we hoose: see theorem
19.1 [16℄.
Now we use another splitting argument of Hamilton (see Theorem 24.7 of [16℄
for the ompat version of this argument).
(Case 2.2.1) There exists a C > 0, s.t., for all τ ∈ (−∞, 0), for all δ ∈ (0, 1), there exists
(x, t) ∈ Ω× (−∞, τ) suh that (x, t) is a C-essential δ-neklike point (see
Appendix B). Let {δi}i∈N be a positive sequene,δi i→∞−→ 0, and let (xi, ti) be
hosen so that (xi, ti) is an C-essential δi-neklike point. Assume θi is a unit
2-form on TxiΩ with
|Riem(xi, ti)− R(xi, ti)(θi ⊗ θi)| ≤ δi|Riem|(xi, ti).
Let
i
g(x, t) = 1|ti|g(x, ti + t|ti|). Then
ig|iRiem(x, t)| = |ti|g|Riem(x, ti + t|ti|)|
= |ti|g|Riem(x, (t− 1)|ti|)|
=
|(t− 1)|ti||
|1− t|
g|Riem(x, (t− 1)|ti|)|
≤ B|1− t| ≤ 2B (2.20)
for t ≤ 1
2
. Notie that
ti +
1
2
|ti| = ti − 1
2
ti =
1
2
ti < 0 (2.21)
and so
i
g(t) is dened for (at least) −∞ < t ≤ 1
2
. Furthermore,
ig|iRiem(xi, 0)| = |ti|g|Riem(xi, ti)| ≥ C > 0, (2.22)
sine (xi, ti) is C-essential. Set
ψi :=
1
|ti|θi.
ψi is then a unit two form on TxiΩ with respet to g
i(x, 0). Then
ig|iRiem(xi, 0)− iR(xi, 0)(ψi ⊗ ψi)| ≤ δiB.
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Now taking a Hamilton pointed limit (our injetivity radius estimate is still
valid) we obtain a solution (Ω˜, g˜), dened for t ≤ 1
2
with
g˜| ˜Riem(o, 0)− R˜(o, 0)(ψ ⊗ ψ)| ≤ 0.
where ψ is a unit two form dened on ToM, ψ = limi→∞ ψi. More preisely
this ψ is obtained (in oordinates) as ψαβ(o) := limi→∞
∂Fαi
∂xk
(o)
∂F
β
i
∂xl
(o)ψkli (xi),
where Fi : Bi(o)→ Ui ⊂ Mi, Fi(o) = xi are the dieomorphisms ourring in
the Hamilton limit proess.
Furthermore R(o, 0) ≥ C > 0, (in view of (2.22)) whih implies (in view of
the strong maximum priniple applied to the evolution equation for R) that
R > 0. Hene, due to the maximum priniple, (Ω˜, g˜) = (N × R, γ ⊕ dx2), or
a quotient thereof by a group of isometries, where (N, γ) is a solution to the
Rii ow (see Appendix B for a more detailed explanation of this fat). If
N is ompat we obtain a ontradition to the volume ratio estimates. If N
is non-ompat, then we argue exatly as in ases 1.1.1 and 1.1.2 to obtain a
ontradition.
(Case 2.2.2) For all C > 0, there exists τ ∈ (−∞, 0), and δ ∈ (0, 1), suh that for all
(x, t) ∈ (Ω × (−∞, τ)), (x, t) is not a C-essential δ-neklike point. Choose
C ≤ 1
16
, and let τ, δ be the τ, δ from the statement at the beginning of this
ase. Set
G := |t| ε2 |Riem
◦ |2
R2−ε
,
with ε ≤ η(δ) := δ
100(3−δ) (notie that this funtion is well dened,as R > 0
everywhere). Then, as Chow and Knopf show in [7℄ (see the proof of theorem
9.19 there)
∂
∂t
G ≤ ∆G+ 2(1− ε)
R
〈∇G,∇R〉 − ε
2|t|G, (2.23)
for all t ≤ τ. Let us examine G a little more arefully. For xed t < 0 and a
xed x0 we have the estimate
lim
d(x,x0,t)→∞
G(x, t) = lim
d(x,x0,t)→∞
|t| ε2 |Riem
◦
(x, t)|2
R2(x, t)
Rε(x, t)
≤ |t| ε2 c(n) lim
d(x,x0,t)→∞
Rε(x, t)
= 0 (2.24)
in view of the fat that the asymptoti salar urvature ratio is less than
innity. Also, as Chow and Knopf point out, we have
G = |t|εRε |Riem
◦ |2
R2
1
|t| ε2 ≤
Bεc(n)
|t| ε2 , (2.25)
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in view of the fat that B := supΩ×(−∞,ω] |t||R(t)| <∞, and hene
lim
t→−∞
sup
x∈M
G(x, t) = 0. (2.26)
Let τ ′ < τ − 2 be a onstant with supΩG(·, t) < ε0 for all t ≤ τ ′. We know
that
sup
M×(−∞,0]
|Riem| ≤ c(n) (2.27)
and without loss of generality
sup
M×[τ ′,τ ]
|∇Riem|2 + |∇2Riem|2 ≤ c(n) (2.28)
in view of the interior gradient estimates of Shi (see [16℄, hapter 13). We also
know that for given ε1 > 0 and s ∈ [τ ′, τ ] there exists an r(s, ε1) > 0 suh that
sup
{x∈M :d2(x,x0,s)≥r}
|Riem|(x, s) ≤ ε1, (2.29)
in view of the fat that the asymptoti salar urvature ratio is nite. Hene,
for all ε2 > 0 there exists a δ > 0, suh that
sup
x∈M,t∈(s,s+δ):d2(x,x0,s)≥r
|Riem|(x, t) ≤ ε1 + ε2,
in view of (2.27) and (2.28) and the evolution equation for |Riem|2. In par-
tiular if supM G(·, s) < ε0, then supM×(s,s+δ)G(·, t) < ε0, for small enough δ
(outside of a xed large ompat set K, G < ε0 for all t ∈ (s, s+ δ) and inside
K we use the fat that G is smooth). That is, the set
Z := {r : sup
Ω
G(·, t) < ε0∀t ∈ [τ ′, r)}
is open. Hene either
sup
Ω
G(·, t) < ε0
for all t ∈ [τ ′, τ), or there is a rst time t0 ∈ (τ ′, τ) suh that supΩG(·, t0) = ε0.
In the seond ase, we see (using equation (2.29) with s = t0 ) that there must
also be a point x0 ∈ M suh that G(x0, t0) = ε0. But this ontradits the
maximum priniple in view of (2.23).
This means that
sup
Ω
G(·, t) < ε0,
for all t ∈ (−∞, τ), and hene, sine ε0 was arbitrary,
G ≡ 0.
Hene Ω = S3/Γ, whih is a ontradition to the fat that Ω is non-ompat.
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3 An appliation of the proof of Lemma 2.4.
In ertain ases, the proof of Lemma 2.4 is appliable even if M is non-ompat.
For example, the theorem below is proved similarly to Lemma 2.4. This theorem
was initially proved (using other methods) by Perelman Proposition 11.4 [25℄.
Theorem 3.1. Let (Ω3, g(t))t∈(−∞,0] be an anient non-ompat omplete solution
to Rii ow, with (for some xed origin o ∈M)
sec ≥ 0
sup
Ω
|Riem(g(t))| <∞ ∀t ∈ (−∞, 0)
V(τ) := lim
r→∞
vol(Br(o, τ))
rn
≥ V0 > 0. (3.1)
for some time τ, τ ∈ (−∞, 0). Then (Ω3, g(t)) is at for all t ∈ (−∞, 0).
Remark 3.2. The limit in the statement of the theorem exists in view of the fat that
vol(Br(o,τ))
rn
is non-inreasing as r inreases (in view of the Bishop-Gromov omparison
priniple).
Proof. Assume that the asymptoti salar urvature ratio A = lim sups→∞Rs
2 =∞
(this is a onstant independent of time).
Notie that for this solution, and any saling of this solution whih has bounded
urvature in a ball of radius one around some origin o′, we have a uniform bound on
the injetivity radius from below at o′ (and time s), in view of 3.1 and [9℄: we have
the estimate
vol(Br(o
′, s))
rn
≥ V0 > 0
for all r > 0 in view of 3.1 and the Bishop Gromov volume omparison priniple.
Furthermore
vol(Br(o′,s))
rn
≤ ωn trivially using the Bishop Gromov volume omparison
priniple. We may then apply the result of [9℄ to obtain our estimate for the bound
on the injetivity radius, exatly as we did in the argument of Lemma 2.4. Also,
the estimates
ωn ≥ vol(Br(o, s))
rn
≥ V0 > 0∀r ≥ 0 (3.2)
remain valid under saling (as the inequality is sale invariant). Hene, we obtain a
uniform bound from below on the injetivity radius estimate at o′, for any saling
of this solution whih has bounded urvature by some xed onstant c on a ball of
radius one around o′
Translate in time so that τ = 0. Then we use the dimension-redution argument
of Hamilton (see Lemma 22.2 of [16℄ and the argument diretly after the proof of
Lemma 22.2) to obtain a new solution (N × R, γ × dx2) or a quotient thereof by
group of isometries (without loss of generality, we may assume that we don't have
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a quotient, as explained in ase 1.1 of the proof of Lemma 2.4). Notie that the
dimension-redution argument of Hamilton is appliable, in view of the bounds from
below on the injetivity radius at the entres of the balls ourring in the argument
(due to the argument at the beginning of this theorem). Also 3.2 remains true for the
resulting solution, as 3.2 is sale invariant. Without loss of generality the solution
is dened on (N ×R, γ × dσ2) for t ∈ (−∞, ω] for some ω > 0, in view of the short
time existene result of Shi, [35℄.
Assume that R(0, o) 6= 0 on N × (−∞, ω). Then, see Lemma 26.2 in [16℄, we
have
A = lim sup
s→∞
Rs2 <∞
is a onstant independent of t ∈ (−∞, ω) on N. This means that
V(t) = lim
r→∞
vol(Br(o, t))
rn
is a onstant on N independent of time, and in partiular
ωn ≥ vol(Br(o, t))
rn
≥ V0 > 0∀r ≥ 0 ∀t ∈ (−∞, ω)
(see theorem 18.3 in [16℄ ).
We then onsider the following two ases:
(ase 1) supN×(−∞,ω] |t||R(t)| =∞,
(ase 2) supN×(−∞,ω] |t||R(t)| <∞.
exatly as in then proof of Lemma 2.4. Both ases lead to a ontradition.
In the ase that A = lim sups→∞Rs
2 <∞ then we also know that
V(t) =:= lim
r→∞
vol(Br(o, t))
rn
is a onstant on Ω independent of time, and in partiular
ωn ≥ vol(Br(o, t))
rn
≥ V0 > 0∀r ≥ 0 ∀t ∈ (−∞, 0).
Translate in time so that the solution is dened on (−∞, ω), ω > 0.We then onsider
the following two ases.
(ase 1) supΩ×(−∞,0]) |t||R(t)| =∞,
(ase 2) supΩ×(−∞,0] |t||R(t)| <∞.
exatly as in then proof of Lemma 2.4. Both ases lead to a ontradition.
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4 Bounds on the Rii urvature from below under
Rii ow
We prove quantitative estimates that tell us how quikly the Rii urvature an
derease, if we assume at time zero that the Rii urvature is not too negative.
Both lemmas may be read independently of the rest of the results in this paper.
The rst lemma is suited to the ase that we have a sequene of solutions to
Rii ow (Mi,
ig(t))t∈[0,T ) whose initial data satises
Ricci(ig(0)) ≥ −εiR(ig(0))ig(0), (4.1)
where εi → 0 as i → ∞. One appliation of this lemma is: if a subsequene of
subsets (Ωi,
ig(t)), t ∈ [0, T ) (Ωi open) onverges (in the sense of Hamilton, see [17℄)
to a smooth solution (Ω, g(t)), t ∈ (0, T ), then the lemma tells us that the Rii
urvature of (Ω, g(t)) is non-negative for all t ∈ (0, T ). This is very general, but does
require that a limit solution exist.
The seond lemma is suited to the ase that we have a sequene of solutions to
Rii ow (Mi,
ig(t))[0,T ) whose initial data satises
Ricci(ig(0)) ≥ −εiig(0), (4.2)
where εi → 0 as i → ∞. One again, one appliation of this lemma is: if a sub-
sequene of subsets (Ωi,
ig(t)), t ∈ (0, S) onverges (in the sense of Hamilton, see
[17℄) to a smooth solution (Ω, g(t)), t ∈ (0, S), then the lemma tells us that the Rii
urvature of (Ω, g(t)) is non-negative for all t ∈ (0, S). Another useful appliation
of the seond lemma is: if a solution (M, g(t)), t ∈ [0, T ) satises
|Riem(g)| ≤ c0
t
Ricci(g(0)) ≥ −εg(0) (4.3)
then for a well ontrolled time interval the solution satises
Ricci(g) ≥ −c0εg.
As we saw in Lemma 2.4, suh a bound is relevant to the question of existene of
solutions to the Rii ow. We apply this lemma in the main Theorem 6.1 and the
Appliation 6.2.
Lemma 4.1. Let g0 be a smooth metri on a 3-dimensional manifold M
3
whih
satises
Ricci(g0) ≥ −ε0
4
Rg0 (sec(g0) ≥ −Rε0
4
g0) (4.4)
for some 0 < ε0 <
1
100
, and let (M, g(·, t))t∈[0,T ) be a solution to Rii ow with
g(0) = g0(·). Then
Ricci(g(t)) ≥ −ε0(1 + 4t)g(t)− ε0(1 + 4t)R(g(t))g(t), ∀ t ∈ [0, T ) ∩ [0, 18)
(sec(g(t)) ≥ −ε0(12 + t)g(t)− ε0(12 + t)R(g(t))g(t), ∀ t ∈ [0, T ) ∩ [0, 18))
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Proof. Dene ε = ε(t) = ε0(1 + 4t), and the tensor L(t) by
Lij := Ricciij + εRgij + εgij.
We shall often write ε for ε(t) (not to be onfused with ε0). Notie that ε0 < ε(t) ≤
2ε0, for all t ∈ [0, 18) : we will use this freely. Then Lij = (Rij + εRδij + εδij), and
(
∂
∂t
L)ij = (
∂
∂t
Lli)gjl − 2LliRjl
= gjl
( ∂
∂t
(Rikg
kl) + ε
∂
∂t
Rδi
l + 4ε0Rδi
l + 4ε0δi
l
)
− 2LliRjl
= gjl
∂
∂t
(Rikg
kl) + εgij
∂
∂t
R + 4ε0Rgij + 4ε0gij − 2LliRjl
= gjl
(
(∆Ricci)i
l −Qil + 2RikRsmgkmgls
)
+εgij
(
∆R + 2|Ricci|2
)
+ 4ε0Rgij + 4ε0gij − 2LliRjl
= (∆L)ij −Qij + 2RikRjmgkm + 2ε|Ricci|2gij
+4ε0Rgij + 4ε0gij − 2LliRjl,
where Q is the tensor
Qij := 6Sij − 3RRij + (R2 − 2S)gij,
Sij := g
klRikRjl (4.5)
(see [13℄, theorem 8.4) Clearly Lij(0) > 0. Dene Nij by
Nij := −Qij + 2RimRsjgms + 2ε|Ricci|2gij + 4ε0Rgij + 4ε0gij − 2LliRjl.
We argue as in the proof of Hamilton's maximum priniple, Theorem 9.1, [13℄.
We laim that Lij(g(t)) ≥ 0. Assume there exist a rst time and point (p0, t0)
and a diretion wp0 for whih L(w,w)(g(t))(p0, t0) = 0. Choose oordinates about
p0 so that at (p0, t0) they are orthonormal, and so that Ricci is diagonal at (p0, t0).
Clearly L is then also diagonal at (p0, t0). W.l.o.g.
R11 = λ
R22 = µ
R33 = ν (4.6)
and λ ≤ µ ≤ ν, and so
L11 = λ+ ε(t0)R + ε(t0) ≤ L22 ≤ L33,
and so L11 = 0, (otherwise L(p0, t0) > 0 : a ontradition). In partiular,
N11(p0, t0) = (µ− ν)2 + λ(µ+ ν) + 2ελ2 + 2εµ2 + 2εν2 + 4ε0R + 4ε0, (4.7)
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in view of the denition of Q (see [13℄ Corollary 8.2, Theorems 8.3,8.4) and the fat
that L11 = 0. Also, L11 = 0 ⇒ λ = −εR − ε at (p0, t0), and so, substituting this
into (4.7), we get
N11(p0, t0) = (u− v)2 + (−εR− ε)(µ+ ν) + 2ε(λ2 + µ2 + ν2) + 4ε0R + 4ε0
≥ ε(−(λ+ µ+ ν)(µ+ ν) + 2λ2 + 2µ2 + 2ν2) + 4ε0R + 4ε0 − ε(µ+ ν)
= ε(−(λ+ µ+ ν)(µ+ ν) + 2λ2 + 2µ2 + 2ν2) + 4ε0R + 4ε0 − εR+ ελ
≥ ε(λ− λµ− λν + µ2 + ν2 + 2λ2 − 2µν) + 4ε0R + 4ε0 − εR.
To show N11 > 0, we onsider a number of ases.
• Case 1. λ ≥ 0. This ombined with L11 = 0 implies that R < 0. A ontradi-
tion to the fat that λ ≥ 0 and λ is the smallest eigenvalue of Ricci.
• Case 2. λ ≤ 0, R ≥ 0. This implies ν ≥ 0 and hene
N11 ≥ ε(λ− λµ+ µ2 + ν2 + 2λ2 − 2µν) + 4ε0,
in view of the fat that εR ≤ 2ε0R. In the ase µ ≥ 0 we obtain
N11 ≥ ε(λ+ µ2 + ν2 + 2λ2 − 2µν) + 4ε0 ≥ −ε+ 4ε0 > 0,
after an appliation of Young's inequality, and similarly in the ase µ ≤ 0 we
get
N11 ≥ ε(λ− λµ+ µ2 + ν2 + 2λ2) + 4ε0 > 0.
• Case 3. λ ≤ 0, R ≤ 0.We know that R(g0) ≥ −3ε0 will be preserved by Rii
ow, and hene 0 ≥ R(g(t)) ≥ −3ε0. We break ase 3 up into three sub-ases
(3.1,3.2,3.3).
 Case 3.1 µ, ν ≤ 0. This with R ≥ −3ε0 implies that |λ|, |µ|, |ν| ≤ 3ε0
and hene
N11 ≥ −3εε0 − 36εε20 − 12ε20 + 4ε0 ≥ −100ε20 + 4ε0 > 0,
sine 0 < ε0 <
1
100
, ε < 2ε0 < 1.
 Case 3.2 µ ≤ 0, ν ≥ 0. Implies
N11 ≥ ε(λ− λµ+ µ2 + ν2 + 2λ2)− 12ε20 + 4ε0 > 0,
in view of Young's inequality, ε0 ≤ 1100 , and 0 < ε < 2ε0.
 Case 3.3 µ ≥ 0(⇒ ν ≥ 0). Then, similarly,
N11 ≥ ε(λ+ µ2 + ν2 + 2λ2 − 2µν)− 12ε20 + 4ε0 > 0.
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So in all ases N11 > 0. The rest of the proof is standard (see [13℄ Theorem9.1):
extend w(p0, t0) =
∂
∂x1
(p0, t0) in spae to a vetor eld w(·) in a small neighbourhood
of p0 so that
g(t0)∇w(·)(p0, t0) = 0, and let w(·, t) = w(·). Then
0 ≥ ( ∂
∂t
L(w,w))(p0, t0) ≥ (∆L(w,w))(p0, t0) +N(w,w) > 0,
whih is a ontradition.
The ase for the setional urvatures is similar: from [14℄, Se. 5, we know that
the reation equations for the urvature operator are
∂
∂t
α = α2 + βγ
∂
∂t
β = β2 + αγ
∂
∂t
γ = γ2 + αβ.
Note that:
R = α + β + γ,
|Ricci|2 = ((α + β
2
)2 + (
α + γ
2
)2 + (
β + γ
2
)2)
=
1
2
(α2 + β2 + γ2 + αβ + αγ + βγ). (4.8)
Similar to the Rii ase, we examine the funtion α + ε(t)R + ε(t) where α ≤
β ≤ γ are eigenvalues of the urvature operator, and ε(t) = ε0(12 + t). In order to
make the following inequalities more readable, we write ε in plae of ε(t): that is,
ε = ε0(
1
2
+ t).
∂
∂t
(α+ εR + ε) = ε0 + ε0R + α
2 + βγ + 2ε|Ricci|2
= ε0 + ε0R + α
2 + βγ + ε(α2 + β2 + γ2 + αβ + αγ + βγ),
and so in the ase that β, γ ≥ 0, or β, γ ≤ 0, ∂
∂t
(α + εR + ε) ≥ ε0(1 + R) > 0. So
assume that α ≤ β ≤ 0, and γ ≥ 0. Combining these inequalities with ε(t) ≤ ε0, we
see that
∂
∂t
(α + εR + ε) ≥ ε0 + ε0R + α2 + αγ + ε(α2 + β2 + γ2 + αβ + αγ + βγ)
= ε0 + ε0R + α
2 + (α + εR + ε)γ
−εRγ − εγ + ε(α2 + β2 + γ2 + αβ + αγ + βγ))
= ε0 + ε0R + α
2 + (α + εR + ε)γ − εγ + ε(α2 + β2 + αβ),
≥ α2 + (α + εR + ε)γ + ε0(1 +R− γ) + ε(α2 + β2),
whih, using ε(t) ≥ ε0
2
, is
≥ α2 + (α + εR + ε)γ + ε0(1 + α + β + α
2
2
+
β2
2
),
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≥ α2 + (α + εR + ε)γ,
in view of Young's inequality. At a point where α + εR + ε = 0, the last sum is
stritly bigger than zero ( if α = 0, then, R ≥ 0, and hene α + εR + ε ≥ ε > 0 : a
ontradition). Then we argue as above.
The above lemma shows us that if the Rii urvature at time zero is bigger than
−ε (ε small) then the Rii urvature divided by the salar urvature is at most −cε
at points where the salar urvature is bigger than one (for a short well dened time
interval). It an of ourse happen that the Rii urvature beomes very large and
negative in a short time, if the salar urvature is very large and positive in a short
time.
Now we prove an improved version of the above theorem, whih allows for some
saling in time. In partiular, for the lass of solutions where |Riem|t ≤ c0 it tells us
that: if the Rii urvature at time zero is bigger than −ε (ε small) then the Rii
urvature is at most −cε for some short well dened time interval.
Lemma 4.2. Let g0 be a smooth metri on a 3-dimensional manifold M
3
whih
satises
Ricci(g0) ≥ −ε0
4
g0,
(sec(g0) ≥ −ε0
4
g0) (4.9)
for some 0 < ε0 <
1
100
, and let (M, g(·, t))t∈[0,T ) be a solution to Rii ow with
g(0) = g0(·). Then
Ricci(g(t)) ≥ −ε0(1 + kt)g(t)− ε0(1 + kt)tR(g(t))g(t), ∀ t ∈ [0, T ) ∩ [0, T ′)
(sec(g(t)) ≥ −ε0(12 + kt)g(t)− ε0(12 + kt)tR(g(t))g(t), ∀ t ∈ [0, T ) ∩ [0, T ′))
where k = 100 and T ′ = T ′(100) > 0 is a universal onstant.
Proof. The proof is similar to that above. Dene ε = ε(t) = ε0(1 + kt), and the
tensor L(t) by
Lij := Ricciij + εtRgij + εgij.
We shall often write ε for ε(t) (not to be onfused with ε0). Notie that ε0 < ε(t) ≤
2ε0, for all t ∈ [0, 1k) : we will use this freely. Then
Li
j = (Ri
j + εtRδi
j + εδi
j),
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and
(
∂
∂t
L)ij = (
∂
∂t
Lli)gjl − 2LliRjl
= gjl
( ∂
∂t
(Rikg
kl) + εRδi
l + εt
∂
∂t
Rδi
l + kε0tRδi
l + kε0δi
l
)
− 2LliRjl
= gjl
∂
∂t
(Rikg
kl) + εRgij + εtgij
∂
∂t
R + kε0tRgij + kε0gij − 2LliRjl
= gjl
(
(∆Ricci)i
l −Qil + 2RikRsmgkmgls
)
+ εRgij
+εtgij
(
∆R + 2|Ricci|2
)
+ kε0tRgij + kε0gij − 2LliRjl
= (∆L)ij −Qij + 2RikRjmgkm + εRgij + 2εt|Ricci|2gij
+kε0tRgij + kε0gij − 2LliRjl,
where Q is the tensor dened in Equation (4.5). Clearly Lij(0) > 0. Dene Nij by
Nij := −Qij + 2RikRjmgkm + εRgij + 2εt|Ricci|2gij + kε0tRgij + kε0gij − 2LliRjl.
We argue as in the proof of Hamilton's maximum priniple, Theorem 9.1, [13℄.
We laim that Lij(g(t)) > 0 for all t ∈ [0, T ). Assume there exist a rst time
and point (p0, t0) and a diretion wp0 for whih L(w,w)(g(t))(p0, t0) = 0. Choose
oordinates about p0 so that at (p0, t0) they are orthonormal, and so that Ricci is
diagonal at (p0, t0). Clearly L is then also diagonal at (p0, t0). W.l.o.g.
R11 = λ,
R22 = µ,
R33 = ν, (4.10)
and
λ ≤ µ ≤ ν,
and so
L11 = λ+ ε(t0)t0R + ε(t0) ≤ L22 ≤ L33,
and so L11 = 0, (otherwise L(p0, t0) > 0 : a ontradition). In partiular,
N11(p0, t0) = (µ− ν)2 + λ(µ+ ν) + 2εtλ2 + 2εtµ2 + 2εtν2
+εRgij + kε0tRgij + kε0gij (4.11)
in view of the denition of Q (see [13℄ Corollary 8.2, Theorems 8.3,8.4) and the fat
that L11 = 0. We will show that N11(p0, t0) > 0. L11 = 0 ⇒ λ = −εt0R − ε at
(p0, t0), and so, substituting this into (4.7), we get
N11(p0, t0) = (u− v)2 + (−εt0R − ε)(µ+ ν) + 2εt0(λ2 + µ2 + ν2)
+εR + kε0tRgij + kε0
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≥ εt0(−(λ+ µ+ ν)(µ+ ν) + 2λ2 + 2µ2 + 2ν2)− ε(µ+ ν)
+εR + kε0t0R+ kε0
= εt0(−(λ+ µ+ ν)(µ+ ν) + 2λ2 + 2µ2 + 2ν2)
+((−ε2t0 + kε0t0)R− ε2 + kε0)
≥ εt0(−λµ− λν + µ2 + ν2 + 2λ2 − 2µν)
+((−ε2t0 + kε0t0)R− ε2 + kε0)
where here we have used one again that
λ(x0, t0) = −ε(t0)t0R(x0, t0)− ε(t0).
If R(x0, t0) ≤ 0, then using the fat that R ≥ −3ε0 is preserved by the ow, we see
that
(−ε2(t0)t0 + kε0(t0)t0)R(x0, t0)− ε2 + kε0 ≥ k
2
ε0.
Furthermore,
• [i℄ λ = −εR− ε ≤ ε (sine R ≥ −3ε0) and λ = −εR− ε ≥ −ε, that is |λ| ≤ ε.
• [ii℄ Similarly |µ+ ν| = |R− λ| ≤ 4ε.
Hene
εt0(−λ(µ+ ν) + µ2 + ν2 + 2λ2 − 2µν) ≥ −50ε20,
and so N11(p0, t0) > 0. Hene we must only onsider the ase R(p0, t0) ≥ 0.
• Case 1. λ ≥ 0. This ombined with L11 = 0 implies that R(p0, t0) < 0. A
ontradition.
• Case 2. λ ≤ 0, µ ≥ 0, ν ≥ 0.
In this ase we trivially obtain N11 > 0.
• Case 3. λ ≤ 0, µ ≤ 0, ν ≥ 0. Implies
N11 > εt0(−λµ+ µ2 + ν2 + 2λ2) ≥ 0,
in view of Young's inequality.
So in all ases N11 > 0. The rest of the proof is standard (see [13℄ Theorem9.1):
extend w(p0, t0) =
∂
∂x1
(p0, t0) in spae to a vetor eld w(·) in a small neighbourhood
of p0 so that
g(t0)∇w(·)(p0, t0) = 0, and let w(·, t) = w(·). Then
0 ≥ ( ∂
∂t
L(w,w))(p0, t0) ≥ (∆L(w,w))(p0, t0) +N(w,w) > 0,
whih is a ontradition.
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The ase for the setional urvatures is similar: from [14℄, Se. 5, we know that
the reation equations for the urvature operator are
∂
∂t
α = α2 + βγ
∂
∂t
β = β2 + αγ
∂
∂t
γ = γ2 + αβ.
In what follows, we use the formulae (4.8) freely.
Similar to the Rii ase, we examine the funtion α + ε(t)tR + ε(t) where
α ≤ β ≤ γ are eigenvalues of the urvature operator, and ε(t) = ε0(12 + kt). In
order to make the following inequalities more readable, we write ε in plae of ε(t):
that is, ε = ε0(
1
2
+ kt). We assume t ≤ 1
2k
so that ε0
1
2
≤ ε(t) ≤ ε0.
∂
∂t
(α + εtR + ε) = εR + kε0tR + kε0 + α
2 + βγ + 2εt|Ricci|2
= εR + kε0tR + kε0 + α
2 + βγ
+εt(α2 + β2 + γ2 + αβ + αγ + βγ),
and so in the ase that β, γ ≥ 0, or β, γ ≤ 0,
∂
∂t
(α+ εR + ε) ≥ εR + kε0tR + kε0
≥ −3ε20 − 3ε20 + kε0 > 0 (4.12)
So assume that α ≤ β ≤ 0, and γ ≥ 0. Combining these inequalities with ε(t) ≤ ε0,
we see that
∂
∂t
(α + εtR + ε) ≥ εR + kε0tR + kε0 + αγ
+εt(α2 + β2 + γ2 + αβ + αγ + βγ)
= εR + kε0tR + kε0 + (α+ εtR + ε)γ
−εtRγ − εγ + εt(α2 + β2 + γ2 + αβ + αγ + βγ)
= εR− εγ + kε0tR + kε0 + (α + εtR + ε)γ
+εt(α2 + β2 + αβ)
= ε(α+ β) + kε0tR + kε0 + (α + εtR + ε)γ
+εt(α2 + β2 + αβ)
≥ (2εα+ kε0tR + kε0) + εt(α2 + β2 + αβ)
at a point where α + εtR + ε = 0. Using α + εtR + ε = 0 again, we get
2εα+ kε0tR + kε0 = 2ε(−εtR− ε) + kε0tR + kε0
= Rt(−2ε2 + kε0) + kε0 − 2ε2
>
k
2
ε0,
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sine R ≥ −3ε0 is preserved by the ow, and t ≤ 1k . Hene
∂
∂t
(α + εtR + ε) ≥ k
2
ε0 + εt(α
2 + β2 + αβ) > 0,
at a point where α + εtR + ε = 0. Then we argue as above.
So although the Rii urvature an beome very large and negative under the
Rii ow, it an only do so at a ontrolled rate. In partiular, as we mentioned
before this lemma, if the urvature satises |Riem|t ≤ c0 for all t ∈ [0, T ) (in addition
to the initial onditions) then Ricci ≥ −c1(c0)ε0, is true on some well dened time
interval [0, T ′) (in dimensions two and three).
5 Bounding the diameter and volume in terms of
the urvature
The results of this setion hold for all dimensions.
Lemma 5.1. Let (Mn, g(t))t∈[0,T ) be a solution to Rii ow with
Ricci(g(t)) ≥ −c0
|Riem(g(t))|t ≤ c0
diam (M, g0) ≤ d0 (5.1)
Then
d(p, q, 0)− c1(t, d0, c0, n) ≥ d(p, q, t) ≥ d(p, q, 0)− c2(n, c0)
√
t (5.2)
for all t ∈ [0, T ), where
c1(t, d0, c0, n)→ 0
as t→ 0.
In partiular if
ig0 is a sequene of smooth metris on manifolds Mi with
diam (Mi,
ig0) ≤ d0
dGH((Mi, d(
ig0)), (X, dX))
i→∞−→ 0 (5.3)
and (Mi,
ig(t))t∈[0,Ti) are solutions to Rii ow with
ig(0) = ig0
sec(ig(t)) ≥ −c0 (Ricci(ig(t)) ≥ −c0)
|Riem(ig(t))|t ≤ c0 ∀t ∈ [0, Ti), (5.4)
then
dGH((Mi, d(
ig(ti))), (X, dX))
i→∞−→ 0
for any sequene ti ∈ [0, Ti), i ∈ N where ti i→∞−→ 0.
30
Proof. The rst inequality
d(p, q, t) ≥ d(p, q, 0)− c1(n, c0)
√
t
is proved in [16℄, theorem 17.2 (with a slight modiation of the proof: see Appendix
C). The seond inequality follows easily from [16℄, Lemma 17.3: see Appendix C.
The seond statement is a onsequene of the rst result, and the triangle in-
equality whih is valid for the Gromov Hausdor distane:
dGH((Mi, d(
ig(ti))), (X, dX))
≤ dGH((Mi, d(ig(ti))), (Mi, d(ig0))) + dGH((Mi, d(ig0)), (X, dX))
≤ c(ti) + dGH((Mi, d(ig0)), (X, dX)) i→∞−→ 0. (5.5)
Here we have used the haraterisation of Gromov Hausdor distane given in
A.9, and the fat that the identity map I : (Mi, d(
ig(ti)))→ (Mi, d(ig0)), is an c(ti)
-Hausdor approximation, where c(t) → 0 as t → 0 : see Appendix A, Denition
A.8 and Lemma A.9.
Corollary 5.2. Let (Mn, g(t))t∈[0,T ) be an arbitrary solution to Rii ow (g(0) =
g0) satisfying the onditions 5.1 and assume that there exists v0 > 0 suh that
vol(M, g0) ≥ v0 > 0. (5.6)
Then there exists an S = S(d0, c0, v0, n) > 0 suh that
vol(M, g(t)) ≥ 3v0
4
∀ t ∈ [0, T ) ∩ [0, S)
Proof. If this were not the ase, then there exist solutions (Mni ,
ig(t))t∈[0,Ti) satisfying
the stated onditions and there exist ti ∈ [0, Ti), ti i→∞−→ 0 suh that vol(Mi, ig(ti)) =
3v0
4
. But then
dGH((Mi, d(
ig(ti))), (X, dX))
i→∞−→ 0
from the lemma above. Aording to [6℄, thm 10.8 for the ase that sec(ig(t)) ≥ −c0
(for the Rii ase we use theorem 5.4 of [8℄ Cheeger-Colding ) we also have
v0 ≤ vol(Mi, ig0) = Hn(Mi, d(ig0)) i→∞−→ Hn(X, dX)
whih impliesHn(X, dX) ≥ v0. Here Hn(X, dX) is the n-dimensional Hausdor mass
of X with respet to the metri dX . Similarly we have
3v0
4
= Hn(Mi, d(ig(ti))) i→∞−→ Hn(X, dX)
Implies Hn(X, dX) = 3v04 . A ontradition.
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6 Non-ollapsed ompat three manifolds of almost
non-negative urvature.
The results of this setion are only valid for dimensions two and three-
Theorem 6.1. Let M be a losed three (or two) manifold satisfying
diam (M, g0) ≤ d0
Ricci(g0) (sec(g0)) ≥ −εg0
vol(M, g0) ≥ v0 > 0,
where ε ≤ 1
10c2
and c = c(v0, d0) ≥ 1 is the onstant from Lemma 2.4 Then there
exists an S = S(d0, v0) > 0 and K = K(d0, v0) suh that the maximal solution
(M, g(t))t∈[0,T ) to Rii-ow satises T ≥ S, and
sup
M
|Riem(g(t))| ≤ K
t
,
for all t ∈ (0, S).
Proof. Let [0, T ′) be the maximal time interval for whih
vol(M, g(t)) >
v0
2
,
Ricci(g(t)) ≥ −1
diam (g(t)) ≤ 5d0.
If T ′ ≤ 1, then the diameter ondition will not be violated as long as the other
onditions are not violated (as one easily sees by examining the evolution equation
for distane under Rii ow). So we assume w.l.o.g T ′ ≤ 1 and the diameter
ondition is not violated. From Lemma 2.4, we know that there exists a c = c(d0, v0)
suh that R(t) ≤ c
t
, for all t ∈ [0, T ′). Using Lemma 4.2 we see that there exists
a T ′′ = T ′′(c) > 0 suh that Ricci ≥ −1
2
for all t ∈ [0, T ′′] ∩ [0, T ′). So the Rii
urvature ondition is not violated on [0, T ′′] ∩ [0, T ′). Furthermore, in view of
Corollary 5.2 there exists a T ′′′ = T ′′′(v0, d0, c), suh that vol(M, g(t)) > 3v04 for all
t ∈ [0, T ′′′]∩ [0, T ′′]∩ [0, T ′] Hene T ′ ≥ min(T ′′(c), T ′′′(v0, d0)) > 0, as required. The
estimate for the urvature and the existene of S then follow from Lemma 2.4.
Theorem 6.2. Let (Mi,
i
g0) be a sequene of losed three (or two) manifolds satis-
fying
diam (Mi,
i
g0) ≤ d0
Ricci(
i
g0)(sec(
i
g0)) ≥ −ε(i)ig0
vol(M,
i
g0) ≥ v0 > 0,
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where ε(i)→ 0, as i→∞.
Then there exists an S = S(v0, d0) > 0 and K = K(v0, d0) suh that the maximal
solutions (Mi,
i
g(t))t∈[0,Ti) to Rii-ow satisfy Ti ≥ S, and
sup
M
|Riem(ig(t))| ≤ K
t
,
for all t ∈ (0, S). In partiular the Hamilton limit solution (M, g(t))t∈(0,S) =
limi→∞(Mi,
i
g(t))t∈(0,S) (see [17℄) exists and satises
sup
M
|Riem(g(t))| ≤ K
t
Ricci(g(t)) ≥ 0 (sec(g(t)) ≥ 0), (6.1)
for all t ∈ (0, S) and (M, g(t)) is losed. Furthermore
dGH((M, d(g(t))), (M, d∞))→ 0 (6.2)
as t→ 0 where (M, d∞) = limi→∞(Mi, d(ig0)) (the Gromov-Hausdor limit). Hene,
if M = M3, then M3 is dieomorphi to to a quotient of one of S3, S2 × R or R3
by a nite group of xed point free isometries ating properly disontinuously.
Proof. We apply the previous theorem. Then notie that lemma 4.1 (or lemma 4.2)
implies that Ricci(g(t)) ≥ 0 (sec(g(t)) ≥ 0) for this limit solution, for all t ∈ (0, S).
To prove that dGH((M, d(g(t))), (M, d∞)) → 0 use the triangle inequality as in the
proof of Lemma 5.1:
dGH((M, d(g(t))), (M, d∞))
≤ dGH((M, d(g(t))), (Mi, d(ig(t))) + dGH((Mi, d(ig(t))), (M, d∞))
≤ dGH((M, d(g(t))), (Mi, d(ig(t))) + dGH((Mi, d(ig(t))), (Mi, d(ig0)))
+dGH((Mi, d(
ig0)), (M, d∞))
≤ dGH((M, d(g(t))), (Mi, d(ig(t))) + c(t) + dGH((Mi, d(ig0)), (M, d∞))
i→∞−→ c(t), (6.3)
for all t > 0, where c(t)→ 0 as t→ 0 : here we have used 5.2, and the haraterisa-
tion of Gromov-Hausdor distane given in A.9 to obtain c(t).
A Gromov Hausdor spae and Alexandrov spaes
Denition A.1. Let (Z, d) be a metri spae, p ∈ Z, r > 0.
Br(p) := {x ∈ Z : d(x, p) < r}.
For two non-empty subsets A,B ⊂ Z
dist(A,B) = inf{d(a, b) : a ∈ A, b ∈ B}.
Br(A) := {x ∈ Z : dist(x,A) < r}.
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Denition A.2. For subsets X, Y ⊂ (Z, d) we dene the Hausdor distane between
X and Y by
dH(X, Y ) := inf{ε > 0 : X ⊂ Bε(Y ) and Y ⊂ Bε(X)}.
Then, (see [5℄ Prop.7.3.3)
Proposition A.3. • dH is a semi-metri on 2Z (the set of all subsets of Z),
• dH(A, A¯) = 0 for all A ⊂ Z, where A¯ is the losure of A ( in (Z, d))
• If A and B are losed subsets of (Z, d) and dH(A,B) = 0 then A = B.
Denition A.4. For a subset X ⊂ Z, (Z, d) a metri spae, we dene d|X to be the
metri on X dened by
d|X(a, b) = d(a, b).
We then dene the Gromov-Hausdor distane between two abstrat metri
spaes (X, dX) and (Y, dY ) as follows:
Denition A.5. dGH((X, dX), (Y, dY )) is the inmum over all r > 0 suh that there
exists a metri spae (Z, d) and maps f : X → Z, X ′ := f(X), and g : Y → Z,
Y ′ := g(Y ) suh that f : (X, dX) → (X ′, d|X′) and g : (Y, dY ) → (Y ′, dY ′) are
isometries and dH(X
′, Y ′) < r.
Fat A.6. dGH satises the triangle inequality,i.e.,
dGH((X1, d1), (X3, d3)) ≤ dGH((X1, d1), (X2, d2)) + dGH((X2, d2), (X3, d3))
for all metri spaes (X1, d1), (X2, d2), (X3, d3).
Proof. See [5℄ Prop.7.3.16.
Denition A.7. An ν-Hausdor approximation f : X → Y for metri spaes
(X, dX) and (Y, dY ) is a map whih satises
|dY (f(x), f(x′))− dX(x, x′)| ≤ ν
Bν(f(X)) = Y (A.1)
Denition A.8. Happrox((X, dX), (Y, dY )) is the inmum of ν suh that there exists
a ν-Hausdor approximation f : X → Y .
We prove the following simple well known lemma
Lemma A.9.
Happrox((X, dX), (Y, dY )) ≤ 2dGH((X, dX), (Y, dY ) ≤ 4Happrox((X, dX), (Y, dY )).
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Proof. Let f : X → Y be a ν-Hausdor approximation. Dene Z = X∪˙Y, where ∪˙
denotes disjoint union, and dene a metri there
dZ(x, x
′) = dX(x, x′) if x, x′ ∈ X,
dZ(y, y
′) = dY (y, y′) if y, y′ ∈ Y,
dZ(x, y) = dZ(y, x) = dY (y, f(x)) + ν if y ∈ Y, x ∈ X (A.2)
We hek that this denes a metri:
(i) dZ(a, b) ≥ 0 follows from the denition.
(ii) dZ(a, b) = dZ(b, a) per denition.
(iii) dZ(a, b) = 0 implies a, b ∈ X with dX(a, b) = 0 or a, b ∈ Y with dY (a, b) = 0,
and hene, in both ases a = b. a = b implies dZ(a, b) = 0 trivially.
(iv) Assume x, x′ ∈ X and y ∈ Y. Then
dZ(x, y) + dZ(x
′, y) = dY (f(x), y) + dY (f(x′), y) + 2ν
≥ dY (f(x), f(x′)) + 2ν
≥ dY (x, x′), (A.3)
in view of the fat that f : X → Y is a ν-Hausdor approximation. For
y, y′ ∈ Y,x ∈ X we have
dZ(x, y) + dZ(x, y
′) = dY (f(x), y) + dY (f(x), y′) + 2ν
≥ dY (y′, y) + 2ν
≥ dY (y, y′). (A.4)
The other ases whih an our also trivially satsify the Triangle inequality.
The inlusion maps iX : X → X∪˙Y, iY : Y → X∪˙Y, are then isometries
onto their images (here X∪˙Y is the disjoint union of X and Y ). Furthermore
for y ∈ Y there exists an xy ∈ X suh that dY (f(xy), y) ≤ ν as f : X → Y is a ν
approximation. Hene
dZ(xy, y) = dY (y, f(xy)) + ν ≤ 2ν.
That is,
Y ⊂ B2ν(X).
For x ∈ X let yx := f(x). Then
dZ(x, yx) = dY (f(x), yx) + ν = ν.
Hene
X ⊂ B2ν(Y ).
Hene
dGH((X, dX), (Y, dY )) ≤ 2ν.
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For the other diretion, assume that
dGH((X, dX), (Y, dY )) ≤ ν.
Let f : (X, dX) → (Z, dZ), and g : (Y, dY ) → (Z, dZ) be one to one maps whih
are isometries onto their images, and so that Y ′ ⊂ B2ν(X ′) and X ′ ⊂ B2ν(Y ′),
where Y ′ = g(Y ),X ′ = f(X). That is, for eah x′ ∈ X ′ there exists a p(x′) ∈ Y ′
with d(x′, p(x′)) ≤ 2ν. Dene a funtion p : X ′ → Y ′ so that d(p(x′), x′) ≤ 2ν. Dene
l : X → Y by l(x) =: g−1(p(f(x))). Then
d(x1, x2)− d(l(x1), l(x2)) = d(f(x1), f(x2))− d(p(f(x1), p(f(x2))
≤ d(f(x1), p(f(x1))) + d(p(f(x1)), p(f(x2)))
+ d(p(f(x2)), f(x2))− d(p(f(x1), p(f(x2))
= d(f(x1), p(f(x1))) + d(p(f(x2)), f(x2))
≤ 4ν. (A.5)
Furthermore, let y ∈ Y. Then g(y) ∈ Y ′ and so there exists an x′ ∈ X ′ with
d(x′, g(y)) ≤ 2ν. Let x ∈ X be the unique element with f(x) = x′. Then
d(l(x), y) = d(g−1(p(f(x))), y)
= d(p(x′), g(y))
≤ d(p(x′), x′) + d(x′, g(y)) ≤ d(p(x′), x′) + 2ν
≤ 4ν (A.6)
where the last line follows in view of the denition of the funtion p. Hene
Y ⊂ B4ν(l(X)).
Now we state the ompatness result of Gromov.
Proposition A.10. M(n, k, d0) is preompat in Gromov-Hausdor spae.
Proof. See [5℄ Remark 10.7.5.
Clearly S(n, k, d0) ⊂M(n, (n−1)k, d0) and so it is also preompat in Gromov-
Hausdor spae.
In [6℄ (Theorem 10.8), the following fat about the onvergene of Hausdor
measure was shown.
Theorem A.11. Let (Mi, gi) ∈ S(n, k, d0),i ∈ N be a sequene of smooth Rieman-
nian manifolds with vol(Mi, gi) ≥ v0 > 0, for all i ∈ N and
(Mi, d(gi))
i→∞−→ (X, dX)
in Gromov Hausdor spae. Then
vol(Mi, gi) = Hi(Mi) i→∞−→ H(M),
where Hi : Mi → R+0 is n-dimensional Hausdor measure with respet to d(gi) and
H : X → R+0 , is n-dimensional Hausdor measure with respet to dX .
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Proof. See for example Theorem 10.10.10 in [5℄.
In [8℄ (Theorem 5.4) the same result was proved for M(n, k, d0).
Theorem A.12. Let (Mi, gi) ∈M(n, k, d0),i ∈ N be a sequene of smooth Rieman-
nian manifolds with vol(Mi, gi) ≥ v0 > 0 for all i ∈ N , and
(Mi, d(gi))
i→∞−→ (X, dX)
in Gromov Hausdor spae. Then
vol(Mi, gi) = Hi(Mi) i→∞−→ H(M),
where Hi : Mi → R+0 is n-dimensional Hausdor measure with respet to d(gi) and
H : X → R+0 , is n-dimensional Hausdor measure with respet to dX .
Proof. See Theorem 5.4 of [8℄.
The spaes that arise in this hapter, are obtained as limits of spaes whose
urvature is bounded from below. A.D. Alexandrov studied suh spaes extensively,
and there is a large eld of literature whih is souly onerned with suh spaes.
Here we give one possible denition of the lass of spaes with urvature bounded
from below (see [6℄ and [5℄ for further possible denitions and properties of suh
spaes).
Denition A.13. The omplete metri spae (M, d) is alled an intrinsi met-
ri spae if for any x, y ∈ M , δ > 0 there is a nite sequene of points z0 =
x, z1, . . . , zk = y, suh that d(zi, zi+1) ≤ δ∀i ∈ {0, . . . , k − 1} and
k−1∑
i=0
d(zi, zi+1) ≤ d(x, y) + δ.
Denition A.14. The length Ld(γ) of a ontinuous urve γ : [a, b] → M is the
supremum of the sums
k−1∑
i=0
d(γ(yi), γ(yi+1))
over all partitions a = y0 < y1 < . . . yk = b, of [a, b] (notie that this length ould be
innite).
Denition A.15. A geodesi is a ontinuous urve γ : [a, b] → M whose length is
equal to d(γ(a), γ(b)) (that is, the distane between the endpoints of the urve).
Denition A.16. A olletion of three points p, q, r ∈ M and three geodesis
pq, pr, qr is alled a triangle in M and denoted by △(p, q, r).
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Fat A.17. Let (Mk, dk) denote the omplete simply onneted two dimensional
Riemannian manifold of setional urvature k. Let us x the real number k and
let △(p, q, r) be given. For k < 0 there exists a unique (up to an rigid motion)
triangle △(p˜, q˜, r˜) in the metri spae (Mk, dk) with d(p, q) = dk(p˜, q˜), d(p, r) =
dk(p˜, r˜), d(r, q) = dk(r, q). For k > 0 we require that the perimeter of △(p, q, r) be
less than
2pi√
k
in order that the triangle exist.
Denition A.18. A omplete, loally ompat spae M with intrinsi metri d is
alled an Alexandrov spae with urvature ≥ k if in some neighbourhood Ux of eah
point x, for any triangle△(p, q, r) with verties in Ux and any point s on the geodesi
qr, the inequality d(p, s) ≥ dk(p˜, s˜) is satised, where △(p˜, q˜, r˜) is the triangle from
A.17, and s˜ is the point in q˜r˜ satisfying d(q, s) = dk(q˜, s˜) and d(r, s) = dk(r˜, s˜).
Many reuslts whih are valid for smooth Riemannian manifolds with urvature
bounded from below by k are also valid for Alexandrov spaes with urvature ≥ k.
For example, Theorem 3.6 of [6℄ says that for (X, d) an Alexandrov spae with
urvature ≥ k we have
diam (X, d) ≤ pi√
k
.
For other properties of Alexandrov spaes with urvature ≥ k see [6℄ or the book
[5℄.
B C-essential points and δ-like neks
Denition B.1. Let (M, g(t))t∈(−∞,T ), T ∈ R ∪ {∞}, be a solution to Rii ow.
We say that (x, t) ∈M × (−∞, T ) is a C-essential point if
|Riem(x, t)||t| ≥ C.
Denition B.2. We say that (x, t) ∈ M × (−∞, T ) is a δ-neklike point if there
exists a unit 2-form θ at (x, t) suh that
|Riem−R(θ ⊗ θ)| ≤ δ|Riem|.
δ-neklike points often our in the proess of taking a limit around a sequene
of times and points whih are beoming singular. If δ = 0, then the inequality reads
|Riem(x, t)− R(x, t)(θ ⊗ θ)| = 0.
In three dimensions this tells us that the manifold splits. This an be seen with the
help of some algebrai lemmas.
Lemma B.3. Let ω ∈ Ω2(R3). Then it is possible to write
ω = X ∧ V,
for two orthogonal vetors X and V .
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Remark B.4. Here we identify one forms with vetors using
adx1 + bdx2 + cdx3 ≡ (a, b, c).
Proof. Assume
ω = adx1 ∧ dx2 + bdx1 ∧ dx3 + cdx2 ∧ dx3 (B.1)
Without loss of generality b 6= 0. Then, we may write:
ω = (dx1 +
c
b
dx2) ∧ (adx2 + bdx3) (B.2)
So ω = X ∧ Y. Now let X,Z,W be an orthogonal basis all of length |X|. Then
Y = a1X + a2Z + a3W.
This implies
ω = X ∧ (a1X + a2Z + a3W )
= X ∧ (a2Z + a3W ) (B.3)
as required (V = a2Z + a3W ).
Hene we may write the θ ourring above as
θ = X ∧ V.
Hene
Riem(x, t) = cX ∧ V ⊗X ∧ V,
with
{X, V, Z}
an orthonormal basis for R3.
The set {X∧V,X∧Z, V ∧Z} then forms an orthonormal basis and the urvature
operator R an be written with respet to this basis as

 c 0 00 0 0
0 0 0


Hene the manifold splits (if the solution is omplete with bounded urvature and
non-negative urvature operator) in view of the arguments in hapter 9 of [14℄.
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C Estimates on the distane funtion for Rieman-
nian manifolds evolving by Rii ow
For ompleteness, we prove some results whih are implied or proved in [16℄ and
stated in [4℄ as editors note 24 from the same paper in that book. The lemma we
wish to prove is
Lemma C.1. Let (Mn, g(t))t∈[0,T ) be a solution to Rii ow with
Ricci(g(t)) ≥ −c0
|Riem(g(t))|t ≤ c0
diam (M, g0) ≤ d0 (C.1)
Then
d(p, q, 0)− c1(t, d0, c0, n) ≥ d(p, q, t) ≥ d(p, q, 0)− c1(n, c0)
√
t (C.2)
for all t ∈ [0, T ), where
c1(t, d0, c0, n)→ 0
as t→ 0.
Proof. The rst inequality
d(p, q, t) ≥ d(p, q, 0)− c1(n, c0)
√
t
is proved in [16℄, theorem 17.2 after making a slight modiation of the proof. If we
examine the proof there (as pointed out in [4℄ as editors note 24 of the same book),
we see that in fat that what is proved is:
d(P,Q, t) ≥ d(P,Q, 0)− C
∫ t
0
√
M(t)
where
√
M(t) is any integrable funtion whih satises
sup
M
|Riem(·, t)| ≤ M(t).
In partiular, in our ase we may set
M(t) =
c
t
whih then implies the rst inequality. The seond inequality is also a simple on-
sequene of results obtained in [16℄. Lemma 17.3 tells us that
∂
∂t
d(P,Q, t) ≤ − inf
γ∈Γ
∫
γ
Ricci(T, T )ds
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where the inf is taken over the ompat set Γ of all geodesis from P to Q realising
the distane as a minimal length, T is the unit vetor eld tangent to γ. Then in
our ase Ricci ≥ −c0 implies
∂
∂t
d(P,Q, t) ≤ c0d(P,Q, t).
This implies that
d(P,Q, t) ≤ expc0t d(P,Q, 0),
and as a onsequene
diam (M, g(t)) ≤ d0 expct .
Hene
d(P,Q, t) ≤ expc0t d(P,Q, 0) = d(P,Q, 0) + (expc0t−1)d(P,Q, 0)
≤ d(P,Q, 0) + (expc0t−1)d0 expct, (C.3)
whih implies the result.
D Notation
R+ is the set of positive real numbers.
R
+
0 is the set of non-negative real numbers.
For a Riemannian manifold (M, g) (M, d(g)) is the metri spae indued by g. For a
tensor T on M , we write
g|T |2 to represent the norm of T with respet to the metri
g on M . For example if T is a
(
0
2
)
tensor, then
g|T |2 = gijgklTikTjl.
h∇T refers to the ovariant derivative with respet to h of T .
h
Riem or Riem(h) refers to the Riemannian urvature tensor with respet to h on
M .
h
Ricci or Ricci(h) or
h
Rij refers to the Rii urvature of h on M .
h
R or R(h) refers to the salar urvature of h on M .
sec(p)(v, w) is the setional urvature of the plane spanned by the linearly indepen-
dent vetors v, w at p.
sec ≥ k means that the setional urvature of every plane at every point is bounded
from below by k.
R denotes the urvature operator.
R ≥ c means that the eigenvalues of the urvature operator are bigger than or equal
to c at every point on the manifold.
Γ(h)kij or
h
Γkij refer to the Christoel symbols of the metri h in the oordinates {xk},
h
Γkij =
1
2
hkl(
∂hil
∂xj
+
∂hjl
∂xi
− ∂hij
∂xl
).
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For a dieomorphism F : M → N we will sometimes onsider dF, a 1-form along
F , dened by
dF (x) :=
∂F α
∂xk
dxk(x)
∂
∂yα
|(F (x)).
For a general 1-form ω along F, ω = ωαi (x)dx
i(x)⊗ ∂
∂yα
|(F (x)), we dene the norm of
ω with respet to l (a metri on M) and γ (a metri on N) by
l,γ|ω|2(x) = lij(x)γαβ(F (x))ωαi (x)ωβj (x).
For example,
l,γ|dF |2(x) = lij(x)γαβ(F (x))∂F
α
∂xi
(x)
∂F β
∂xj
(x).
We dene
g,h∇dF, a (0
2
)
tensor along F , by
(g,h∇dF )αij :=
( ∂2F α
∂xi∂xj
− Γkij(g)
∂F α
∂xk
+ Γαβσ(h)
∂F β
∂xi
∂F σ
∂xj
)
.
For a general
(
0
2
)
tensor ψ along F, ψ = ψαij(x)dx
i(x)⊗ dxj(x)⊗ ∂
∂yα
|(F (x)), we dene
the norm of ψ with respet to l (a metri on M) and γ (a metri on N) by
l,γ|ψ|2 = γαβ(F (x))lks(x)lij(x)ηαik(x)ηβjs(x).
For example
l,γ|g,h∇dF |2 = γαβ(F (x))lks(x)lij(x)
( ∂2F α
∂xi∂xk
− Γrik(g)
∂F α
∂xr
+ Γαησ(h)
∂F η
∂xi
∂F σ
∂xk
)
( ∂2F β
∂xj∂xs
− Γrjs(g)
∂F β
∂xr
+ Γβφρ(h)
∂F φ
∂xj
∂F ρ
∂xs
)
.
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