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Abstract
We present a forced sentence alignment pro-
cedure for Swiss German speech and Standard
German text. It is able to create a speech-to-
text corpus in a fully automatic fashion, given
an audio recording and the corresponding un-
aligned transcript. Compared to a manual
alignment, it achieves a mean IoU of 0.8401
with a sentence recall of 0.9491. When apply-
ing our IoU estimate filter, the mean IoU can
be further improved to 0.9271 at the cost of
a lower sentence recall of 0.4881. Using this
procedure, we created the Swiss Parliaments
Corpus, an automatically aligned Swiss Ger-
man speech to Standard German text corpus.
65 % of the raw data could be transformed
to sentence-level audio-text-pairs, resulting in
293 hours of training data. We have made the
corpus freely available for download1.
1 Introduction
Swiss German is a family of dialects spoken by
around 5 million people in Switzerland. Train-
ing an automatic speech recognition (ASR) model
for Swiss German is currently very hard due to
the lack of publicly available resources, namely
speech-to-text corpora. The only existing cor-
pus is ArchiMob (Samardzˇic´ et al., 2016) with 69
hours of Swiss German speech and corresponding
Swiss German transcripts. Working with Swiss
German text is very difficult because there is no
standardized writing system like in Standard Ger-
man. Unfortunately, Standard German transcripts
are not available. To reach high-quality ASR re-
sults, a corpus with thousands of hours of tran-
scribed speech is required. Park et al. (2020)
set the current state-of-the-art on the English Lib-
riSpeech test-other benchmark with a word error
rate (WER) of 0.034 using 960 hours of labeled
1https://www.cs.technik.fhnw.ch/
i4ds-datasets
training data and another 57700 hours of unlabeled
data.
While Swiss German speech to Standard Ger-
man text corpora do not exist yet, many Swiss
parliaments record their debates. Most commu-
nal and also some cantonal parliaments hold their
meetings in Swiss German. A few of them do a
full transcript of the recordings in Standard Ger-
man. We propose a forced sentence alignment
procedure aligning these transcripts to the corre-
sponding recordings, with a variable length from
tens of seconds to several hours. The code is
available in our GitHub repository2. The result
of this fully automatic procedure is a sentence-
level Swiss German speech to Standard German
text corpus. We created and published3 a first cor-
pus called the Swiss Parliaments Corpus consist-
ing of data from the parliament Grosser Rat Kan-
ton Bern. This is an improved and extended ver-
sion of the GermEval 2020 Task 4 corpus briefly
described in (Plu¨ss et al., 2020).
The remainder of this paper is structured as fol-
lows: The forced sentence alignment procedure is
described in section 2. Details about the Swiss
Parliaments Corpus can be found in section 3.
Section 4 wraps up the paper and gives directions
for future work.
2 Forced Sentence Alignment Procedure
2.1 Basic Algorithm
Our sentence-level forced alignment is based on
Amazon Transcribe’s4 Swiss German ASR model.
We compared its performance to Google Speech-
2https://github.com/festivalhopper/
swiss-parliaments-corpus-paper
3https://www.cs.technik.fhnw.ch/
i4ds-datasets
4https://aws.amazon.com/transcribe
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ASR Model WER
Bu¨chi et al. 0.4029
Amazon Transcribe 0.6258
Google Speech-to-Text 0.7250
Table 1: Comparison of the performance of different
ASR models on the GermEval 2020 Task 4 public test
set
to-Text5 (Standard German model) and the win-
ning contribution to GermEval 2020 Task 4 (Plu¨ss
et al., 2020) by Bu¨chi et al. (2020). The compar-
ison was done on the public test set of GermEval
2020 Task 4. Table 1 shows the results of this com-
parison. Amazon is ahead of Google by almost 0.1
WER, but is more than 0.22 behind Bu¨chi et al.
The inputs are a Swiss German audio record-
ing of arbitrary length, e.g. in FLAC format, and
the corresponding manual Standard German text
transcript. The audio file is transcribed with Ama-
zon Transcribe. The Amazon transcript is then
globally aligned to the manual transcript using
Biopython’s (Cock et al., 2009) PairwiseAligner.
The manual transcript is split into sentences us-
ing spaCy (Honnibal and Montani, 2017). Each of
these sentences is mapped to a start and end time
in the recording via the global alignment and the
per-word start and end times provided by Amazon
Transcribe.
2.2 Alignment Corpus and Metrics
We created an internal alignment corpus to be able
to measure the quality of our sentence alignment.
It consists of almost 6 hours of transcribed record-
ings from 4 different parliaments and 1 other data
source. We split the corpus into a training and a
test set (60-40 split). Recordings and transcripts
were manually sentence-aligned.
We define an aligned sentence as a three-tuple
of the sentence and its start and end time. We
call an aligned sentence empty if the start and end
times are not set.
To generate speech-to-text corpora which are as
large as possible with an alignment quality as good
as possible, our goal is to maximize the follow-
ing 3 metrics. The Intersection over Union (IoU)
of the manual and the predicted time range re-
flects the alignment quality. We report the mean
IoU over all predicted aligned sentences for which
5https://cloud.google.com/
speech-to-text
the manual as well as the predicted aligned sen-
tence are not empty. We also report sentence pre-
cision (reflects alignment quality) and sentence re-
call (reflects corpus size). A predicted aligned sen-
tence counts as true positive (TP) if the manual
as well as the predicted aligned sentence are not
empty. True negative (TN) means the manual as
well as the predicted aligned sentence are empty.
False positive (FP) means the manual aligned sen-
tence is empty, but the predicted aligned sentence
is not empty. False negative (FN) means the man-
ual aligned sentence is not empty, but the predicted
aligned sentence is empty. The sentence precision
is equal to TP / (TP + FP). The sentence recall is
equal to TP / (TP + FN).
2.3 Refinements
To filter out manual transcripts that are obviously
mismatched or incomplete, we return an empty
alignment if the length ratio of the longer tran-
script to the shorter transcript is greather than 6.
Furthermore, we fit a start and an end time cor-
rection factor on the training set of our alignment
corpus and calibrate the start and end times of each
sentence by adding the correction factor. Finally,
we filter out sentences with a bad alignment qual-
ity based on an estimate of their IoU. We fit a Gra-
dient Boosting regressor to estimate a sentence’s
IoU using the following features:
• Length ratio of the manual transcript sen-
tence to the part of the Amazon transcript it
was aligned to
• Alignment score of the manual transcript sen-
tence, normalized by its length
• Mean speech recognition confidence as re-
ported by Amazon Transcribe over the words
the manual transcript sentence was aligned to
• Chars per second, i.e. ratio of the manual
transcript sentence length to the audio length
(predicted aligned sentence end time minus
start time)
We use the LightGBM implementation (Ke et al.,
2017). Table 2 shows our hyperparameters. These
were found using Bayesian optimization.
The regressor estimates the IoU in a 3-fold cross
validation experiment on the training set of our
alignment corpus with a mean absolute error of
0.1075 (IoU values are in the interval [0, 1]). We
Hyperparameter Value
num leaves 3
min child samples 7
max bin 7597
Table 2: LightGBM hyperparameters for the IoU re-
gressor. Parameters not mentioned here are set to the
default.
use 2 different IoU estimate thresholds. A thresh-
old of 0.7 is supposed to keep as many sentences
as possible and only throw away sentences with
a bad alignment quality, e.g. for a training set. A
threshold of 0.9 is supposed to keep only sentences
with a very good alignment quality, e.g. for a test
set.
2.4 Results
We did a number of experiments using Amazon
Transcribe and Google Speech-to-Text as the ASR
model with different combinations of refinements
activated. Default alignment parameters6 were
used in all runs. Table 3 shows the results. The
lead in WER by 0.1 (see table 1) for Amazon di-
rectly translates to a mean IoU that’s 0.15 higher
than Google’s result with the same settings. The
0.05 advantage for Google in sentence recall does
not make up for this, even less so because we pre-
fer quality over quantity. For Amazon, enabling
length ratio filtering as well as time calibration
seems to be the best option, resulting in a mean
IoU of 0.8401 with a very high sentence recall of
0.9491. The alignment quality can be further im-
proved using the IoU estimate filter. A threshold
of 0.7 leads to an increase of 0.05 in mean IoU
and a decrease of 0.13 in sentence recall, whereas
a threshold of 0.9 leads to an increase of 0.09 in
mean IoU and a decrease of 0.46 in sentence re-
call. The sentence precision is perfect in all exper-
iments.
3 Swiss Parliaments Corpus
Using our forced sentence alignment procedure,
we created and published7 a first corpus called the
Swiss Parliaments Corpus. It is based on record-
ings and transcripts from the parliament Grosser
6Default alignment parameters of the SentenceAligner
class. They have been optimized on the training set of our
alignment corpus using Bayesian optimization with 3-fold
cross validation.
7https://www.cs.technik.fhnw.ch/
i4ds-datasets
Rat Kanton Bern8. As is to be expected from the
location of the parliament, most speakers have a
Bernese dialect. The recordings are MP4 videos,
one video per parliament meeting, with a length
spanning from 28 minutes to 4 hours and 2 min-
utes. The transcripts are in PDF format, with
one PDF containing a whole session with usually
around 10 to 15 meetings.
3.1 Corpus Parts
Table 4 gives an overview of the different cor-
pus parts and their sizes. We created an unfiltered
training set called train all with 293 hours of data.
We then used IoU estimate filtering to create two
training subsets, train 0.7 with a threshold of 0.7
and 256 hours of data as well as train 0.9 with a
threshold of 0.9 and 176 hours of data. The unfil-
tered training set contains an IoU estimate column
to create a training set with a custom threshold.
The test set was created with a threshold of 0.9
and contains 6 hours of data. We could therefore
transform 65 % of the raw data to training or test
data.
3.2 Settings, Filters, Split
We used semi-global alignment parameters (no
gap penalties on the start and end of both se-
quences, see appendix A) to deal with incomplete
recordings and additional irrelevant recorded au-
dio. Length ratio filtering was off, time calibration
was on. We applied the following additional fil-
ters:
• Chars per second must be between 6 and 23.
• We detect the language of each sentence us-
ing langdetect9 and only keep German sen-
tences.
• (Test set only) Audio length must be at least
1 second.
• (Test set only) Audio length must be less than
15 seconds.
• (Test set only) Sentences must be unique over
the whole dataset.
Speakers are automatically deduplicated. The
train-test split makes sure that the utterances of a
speaker are only contained in the training set or
8https://www.gr.be.ch/gr/de/index/
sessionen/sessionen.html
9https://pypi.org/project/langdetect
ASR Model Settings Mean
IoU
Sentence
Precision
Sentence
Recall
Amazon Transcribe No Refinements 0.8318 1.0000 0.9555
Amazon Transcribe Length Ratio 0.8360 1.0000 0.9491
Amazon Transcribe Time Calibration 0.8360 1.0000 0.9555
Amazon Transcribe Length Ratio + Time Calibration 0.8401 1.0000 0.9491
Google Speech-to-Text Length Ratio + Time Calibration 0.6889 1.0000 0.9936
Amazon Transcribe Length Ratio + Time Calibration
+ IoU Estimate Filter 0.7
0.8883 1.0000 0.8219
Amazon Transcribe Length Ratio + Time Calibration
+ IoU Estimate Filter 0.9
0.9271 1.0000 0.4881
Table 3: Sentence alignment metrics on the test set of our alignment corpus for two ASR models with various
settings
Corpus
Part
Audio Length
in Hours
Number of
Speakers
Raw data 460 -
train all 293 198
train 0.7 256 195
train 0.9 176 194
test 6 26
Table 4: Overview of the different parts of the corpus,
their sizes and the number of unique speakers
the test set, never in both of them. To make sure
the speakers in the test set are diverse enough, a
speaker can only be part of the test set if her or his
utterances make up less than 10 % of the whole
test set.
4 Conclusion
We believe that our forced sentence alignment pro-
cedure is a step towards making large-vocabulary
speech recognition for all Swiss German dialects
possible. The Swiss Parliaments Corpus with its
293 hours of training data supports this thesis. It
is freely available for download10.
In future work, we will train ASR models on
the new corpus and compare their performance to
the participants of GermEval 2020 Task 4 (Plu¨ss
et al., 2020). Furthermore, we plan to increase
the corpus size and the dialect diversity by align-
ing recordings and transcripts of additional parlia-
ments.
10https://www.cs.technik.fhnw.ch/
i4ds-datasets
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A Alignment Parameters for Swiss
Parliaments Corpus
Alignment Parameter Value
match score 1.0
mismatch score -1.0
truth left open gap score 0.0
truth internal open gap score -1.0
truth right open gap score 0.0
truth left extend gap score 0.0
truth internal extend gap score -1.0
truth right extend gap score 0.0
stt left open gap score 0.0
stt internal open gap score -1.0
stt right open gap score 0.0
stt left extend gap score 0.0
stt internal extend gap score -1.0
stt right extend gap score 0.0
Table 5: Alignment parameters set in the Sen-
tenceAligner instance for the Swiss Parliaments Cor-
pus
