This study investigated the assessment skills of secondary EFL teachers through analyzing the quality of test items on a municipal English examination for eighth graders in a city located in northern China. Data included students' answers to test items as well as a post-test questionnaire and teachers' responses to semi-structured interviews. It was found that overall, the test functioned satisfactorily, with most items moderately easy yet discriminating, and high internal consistency and strong correlations among subscale scores. However, item analysis and content review of the test identified some items with incorrect or multiple keys, which may result from a combination of EFL teachers' inadequate language proficiency and their attempts to write attractive distractors.
Introduction
Concern has been expressed about inadequate assessment literacy among teachers of English as a Foreign Language (EFL) and the quality of English language tests in EFL contexts (Alderson, 2005; Cheng, 2008) . A general assumption about the assessment practices of language teachers is that language teachers are incapable of writing good quality tests (see, e.g., Alderson, 2005) . Nonetheless, in the EFL contexts in China, a large number of EFL teachers, especially secondary teachers, are oft en involved in or responsible for developing classroom, institutional, and regional language assessments. Th e issue is few investigations have been done to examine the quality of institutional or regional secondary English tests, which are oft en developed by language teachers; investigation of the quality of EFL tests in China has mostly focused on the validation of national EFL examinations (e.g., Ming & He, 2014; Zhou, 2004) . Th erefore, this study contextualizes English language testing in China, where assessment literacy training for language teachers, though included in the goals of professional development programs, is still lacking (Jin, 2010) . The lack of assessment training not only poses question about the quality of EFL tests teachers develop, but may also limit teachers' ability to analyze students' performance on the test items and thus the usefulness of the test scores. In an eff ort to better understand assessment practices of secondary EFL teachers, this study investigates the quality of test items in a citywide English examination for eighth graders in northern China.
Literature Review

Assessment Literacy Skills for EFL Teachers in China
Bachman (2000) recognized the mismatch between the use of language tests in both classroom and research settings and the assessment literacy skills needed from practitioners to develop language assessments (pp. 19-20) . In contrast, Popham (2001) argued that teachers' job is to teach, not to test; therefore, they cannot be expected to be profi cient in item writing or test development. However, in many EFL contexts, language teachers play a vital role in the development and quality management of summative (as well as formative) assessments that are embedded in standardized language education curricula (Jin, 2010) . In addition, language teachers are expected to utilize results of these assessments to inform their teaching eff ectiveness and monitor students' learning progress. Therefore, it is crucial that language teachers be equipped with adequate assessment literacy skills and experience for the development and use of language assessments.
However, the professional development provided to these teachers is often insufficient with respect to language assessment or language assessment literacy. The lack of training courses specifically dedicated to language assessment prevails not only in teacher training programs but also in graduate programs in applied linguistics worldwide, where language testing is often not a required course for master or doctoral students. For example, in China, although foreign language teachers at the tertiary level are required to have an advanced degree in applied linguistics or a related field, the requirement for completion of language testing courses varies across graduate programs (Wang, 2004) . Programs that require language testing courses rarely emphasize educational measurement (Jin, 2010) . If the training of assessment literacy for tertiary level language teachers is regarded as inadequate, training for primary and secondary language teachers is, at best, minimal.
The lack of systematic assessment training and the frequent involvement in test development of EFL teachers has caused a general assumption that EFL teachers are incapable of writing good test items and thus concern, as expressed by some language testing researchers, about the quality of teacher-developed EFL tests. Alderson (2005) was rather straightforward when discussing foreign language teaching and testing, arguing that "tests made by teachers are often of poor quality, and the insight they could offer into achievement, progress, strengths and weaknesses is usually very limited indeed" (p. 4). Cai (2013) stated that designing language tests is a challenging task for language teachers, who are usually not well trained in item writing or other related assessment literacy skills. In his analysis of items in a teacher-produced EFL test in Hong Kong, China, Coniam (2009) found that the majority of the multiple-choice (MC) items were of inadequate item facility.
Admittedly, providing assessment training to language teachers can raise their awareness of measurement concepts while writing test items; however, it is arguably more important to uphold systematic assessment practice among language teachers and test developers to ensure the quality of test items as a whole. When examining the quality of local English placement tests, Fulcher (1997) emphasized the necessity of implementing systematic review and revision procedures, regardless of the assessment skills and experience of the item writers, to ensure the reliability and validity of the test items. Because most local primary and secondary EFL tests are developed within a short time span and used only once (Cunningham, 1998) , it is reasonable to speculate that these tests will display low psychometric qualities. Due to the large number of test takers, many EFL teachers rely on the use of MC items for efficiency. However, writing MC items is not an easy task (e.g., Alderson, Clapham, & Wall, 1995; Heaton, 1982; Hughes, 2003) . Constructing plausible distracters for MC items can be especially difficult and time-consuming, especially for teachers without much prior item-writing experience or systematic assessment training. In addition, when piloting and pretesting is not in place, the quality of MC items is dependent upon the implementation of post-hoc item analysis, which allows teachers to detect problematic items and informs their test score uses. If these items cannot function as they are designed to function, test scores may not reflect students' language ability, and the quality and usefulness of standardized language tests will be a concern for EFL education in China.
Quality of EFL Testing in China
Like in most other Asian EFL countries, EFL teaching and learning in China is largely exam-oriented. Since the mid-1990s, there has been a great boom in the population of EFL learners and the number of EFL tests in China, developed to measure English language proficiency for various purposes (Cheng, 2008) . Limited resources, that is, limited opportunities for higher education and employment, have made standardized tests the most effi cient and fairest method of selection of candidates across various backgrounds. Meanwhile, the highly selective contexts have led to the soaring stakes associated with standardized tests.
Given the predominant testing nature of the educational landscape in China, effective use of standardized tests is essential in language teaching. However, the usefulness of standardized language tests is established on the premise that the quality of the tests be well managed. Both under-researched and under-theorized, quality control of the administrative procedures associated with an operational test comprises the lion's share of the day-to-day work required to maintain a testing program. Saville (2012) defines quality control as "the planning and management of processes, which over time lead to improvement being implemented" (p. 399), and he is one of the few test developers who has addressed quality control in the testing literature. Although under-researched, quality control procedures comprise the main part of the day-to-day work required to maintain a testing program (Yan, Thirakunkovit, Kauper, & Ginther, 2016, p. 119) . Therefore, appropriate quality control procedures are necessary to monitor the development and evaluation of test items, and assure the reliability and validity of test scores. In China, while the benefit of using standard language test scores is widely accepted by various stakeholders, more research is needed to investigate the quality of EFL tests (Cheng, 2008) . Despite China's long history of using tests for selection purposes, its scholarship in language testing, especially EFL testing, is relatively new. As Jin (2010) observed, "it was not until the 1990s that research interests were centered on the development of valid and reliable measures for the large number of test-takers, thus laying the foundation for language testing to emerge as an independent field in applied linguistics in China" (p. 569). In terms of test development and validation, Yang and Gui (2007) argued for a need to establish a set of professional standards for national and local testing organizations in China. In a more recent investigation of quality control procedures for national and local tertiary level EFL tests in China, Fan and Jin (2013) observed that the development and validation of national EFL tests tends to follow systematic test development and validation procedures. In addition, recent publications have shown a number of studies examining the quality of national English tests such as the College English Test (CET) (e.g., He & Dai, 2006; Zhang & Elder, 2011) , the Test for English Majors (TEM) (e.g., Zhou, 2004) , and the Graduate School Entrance English Examination (GSEEE) (e.g., Ming & He, 2014) and tertiary level English tests (e.g., Cai, 2013) . Nevertheless, little is known about the quality of regional or institutional English tests for primary and secondary education.
The Frequently Overlooked Secondary EFL Tests
Local secondary EFL tests, mostly end-of-semester or end-of-year English exams, are oft en written by foreign language teachers without much training in language assessment. Test development may not follow systematic quality control procedures. According to an informant of this study, an experienced secondary teacher who has been frequently involved in development of regional secondary EFL tests, most test items do not undergo several rounds of content review or revision. Th e development process of secondary EFL tests is oft en governed by an English teaching and research group, which involves mostly in-service secondary English teachers and is formed by the Board of Education of the local district, city, or province. Typically, a month prior to the test administration, the group members discuss and decide on the content to be covered in the test. No test or item specifi cations are created. Item writing is distributed among the team members, with each member assigned to write items for one or two (sub)sections. Once the test items are written, the whole group will compile the test. Normally, the majority of the items are retained; only the items that are overtly problematic are rejected. Finally, the leader of the teaching and research group will verify that the test is ready for production (Liu, personal communication, July 16, 2014) . Th is test development process was criticized by Fulcher (1997) , who, in addition, argues that even test items developed by the most experienced item writers need a systematic review and revision process.
Despite the importance of examining the quality of language tests, investigation of the quality of language tests developed by EFL teachers is sparse in the literature of language testing or applied linguistics. Therefore, this study examined the quality of a citywide English examination for eighth graders in northern China, to better understand the quality of secondary EFL tests and thereby assessment skills of secondary EFL teachers in China.
Research Questions
Th e present study specifi cally addresses the following research questions: 
Methodology
Participants
Th ree hundred and seventy eighth-grade students and two EFL teachers in a public junior high school in a northern Chinese city participated in this study. Th e teacher participants were in-service English teachers for eighth grade English courses at the participating school that features the typical EFL teaching context in terms of teacher qualification, teaching load, student enrollment, and class size. It is a public secondary school where most teachers have a bachelor's degree with a few having a master's degree. Every teacher teaches two classes and their teaching load is 15 to 20 hours per week. Th e school has a total of 25 sections (eight sections for Grade 7, eight for Grade 8 and nine for Grade 9) with each section containing about 50 students. Th e teaching aims at preparing students for the high school entrance examination.
Materials
The test examined in this study was an English language proficiency test that required all eighth graders of the city to answer the same questions and was administered and scored in a consistent manner. It was administered as part of an end-of-year summative evaluation of the academic achievement of eighth-grade students. The study used the item responses of the 370 participants to examine the quality of the test items. It also used a post-test questionnaire and a semi-structured interview procedure for test takers and English teachers respectively, to investigate their experiences with the test. Both instruments elicited information about two topics: how the participants perceived their overall test performance and the diffi culty of individual sections, and how the participants prepared (or prepared the students) for the test. However, for the purpose of this study, only information relating to the quality of the test was analyzed.
End-of-year English examination (EYEE)
Th e EYEE is a 90-minute pencil-and-paper test. Th e total score of the test is 120 points. Th ere is no cut-off on this test and the test scores have no impact on students' graduation from junior high school. Test scores are mainly used by the English teachers to evaluate students' achievement and general English language proficiency at the end of each year and establish pedagogical goals for the following year. Although this local test does not carry such high stakes as national tests, it has important impact on classroom instruction. It was used in the Baosong (recommendation) system, which allows high-performing students to proceed to high school with a waiver of or a lower score on the high-school entrance examination. Therefore, the quality of this end-of-year exam is an important concern, given its potential impact.
Post-test questionnaire (PTQ)
Th e PTQ was given to students in Grade 7 in the same school for their mid-year English test. Modifi cations were made based on their answers and students' refl ections. Th e PTQ consisted of 13 close-ended questions, although some of them requested an explanation of the choices made. Th ese questions targeted the test takers' attitudes toward and experience with the test, including perception of test item diffi culty, validity, washback eff ects of the test, and test preparation. Sample questions included: What do you think about the overall diffi culty level of the test? What do you think about the diffi culty level of the following sections? How long did you prepare for this test? How did you prepare for the test? How do you think your score on this test will infl uence your English learning?
Semi-structured interviews
Semi-structured interviews aimed at eliciting information about how English teachers perceived the quality of the test and the eff ectiveness of their teaching, how they prepared the students for the test during regular lessons and review sessions, and how they evaluated the impact of the test on the students. Sample questions included: How did you prepare your students for this test? How well do you think the test can distinguish between higher and lower profi ciency students?
Procedures
Th e EYEE was administered in June 2014. Aft er the students received the test results, they were asked to complete the PTQ in Chinese. Semi-structured interviews were conducted in July 2014 with two English teachers at the participating school.
Analyses
The analyses of this study comprised three stages that constantly overlapped: reverse engineering, item analysis, and content review of individual items.
Reverse engineering
Reverse engineering is the "analysis of test items or tasks to reconstruct the specifi cation that might have generated them" (Fulcher, 2010, p. 323) . Since no systematic item development path was followed when the test was developed and no test specifications written, reverse engineering was performed, following the recommended procedures and format in Davidson and Lynch (2001) , to establish specifi cations for individual items and assist in the interpretation of item analysis results. Specifi cally, individual items were reviewed by the authors to identify the target constructs (e.g., grammatical structures and lexical items). Th ese constructs were then compared against the key forms and functions in the standardized textbook to identify the target units for each item. Th en, item stimuli and options were carefully reviewed to identify possible principles followed to control for linguistic complexity of the item stimuli.
Item analysis
When it came to item analysis, multiple-choice (MC) item responses were analyzed using the classical test theory (CTT) in terms of item diffi culty and item discrimination; Cronbach's alpha coefficient was calculated to examine internal consistency of the test; fi nally, quantitative results from item analysis were triangulated with students' responses to the PTQ and teachers' responses to the interview questions.
The CTT approach
The CTT approach was used for two reasons. First, the CTT approach yields reliable and interpretable estimates of test reliability without requiring a very large sample of test response, which makes it more suitable than modern test theories (e.g., item response theory) for examinations of local tests (see, e.g., Davies, 1984; Fulcher, 1997) . Second, this study also purports to encourage language teachers to use item analysis to evaluate the quality of test items and therefore better use the item and test scores to inform classroom teaching. Th e simple characteristics of item analysis in the CTT approach make it more manageable for language teachers or local test developers without much background knowledge and training in measurement and statistics.
As a major framework frequently used in measurement research, CTT defines the observed test scores with two components: a person's true ability score and measurement error. This measurement framework has been used in a variety of testing situations because of the simplicity of its theoretical model and small sample size requirement for applying the framework in practice (for a detailed discussion of the CTT approach, see Traub, 1997) .
Based on the CTT framework, two item parameters were used, item difficulty and item discrimination, to examine the psychometric qualities of individual items. Item difficulty (p), or item facility, is defined as the proportion of examinees who answer a particular item correctly (Brown, 2003; Crocker & Algina, 1986) . Typically, items of medium difficulty (usually between .6 and .8) are considered desirable because they are more likely to increase test score variance and item discrimination. In contrast, items of extremely low (p < .25) or high (p > .9) difficulty are not very useful in discriminating high-and low-performing test takers (Bachman, 1990) . However, test items of a range of item difficulty level are more likely to target multiple proficiency levels among test takers, and this is typical of language classrooms classified by program levels (Trembley, 2011) .
Item discrimination represents how well an item serves to discriminate between students with higher and lower ability as measured by the test (Brown, 1988) . It is typically defined as the point-biserial correlation (rpb) between responses (i.e., correct or incorrect response coded as a dummy variable) to a particular item and the raw total scores. Item discrimination is considered (1) poor when rpb < .2, (2) acceptable when .2 < rpb < .3, (3) good when .3 < rpb < .4, and (4) excellent when rpb > .4. However, items with negative correlations should be examined for any incorrect keys, then revised or even discarded (Davies, 1984; Fulcher, 1997) .
Cronbach's alpha coefficient
Cronbach's alpha coefficient was calculated to examine internal consistency of the test. This reliability estimate can be interpreted as the average correlation among all the test items, providing an indication of the extent to which the test items are measuring the same construct (Crocker & Algina, 1986) . Typically, test scores are regarded reliable when the Cronbach's alpha coeffi cient for all the test items reaches .70 or higher (Nunnally, 1978) . Both Cronbach's alpha coeffi cient of internal consistency and item statistics for each item (item diffi culty and item discrimination) were computed using IBM-SPSS, version22.
Qualitative responses
To arrive at a more comprehensive evaluation of the quality of the test items, quantitative results from item analysis were triangulated with students' responses to the PTQ and teachers' responses to the interview questions. In both the PTQ and the interview, participants were asked to rank the diffi culty of individual sections. Th ese rankings were compared with the averaged item parameter estimates through item analysis.
Content review
In addition to quantitatively analyzing the performance of overall and individual items, items of unexpected functioning patterns were closely examined. Content analysis was also conducted to (1) provide possible explanations for items with unexpected psychometric qualities; (2) flag items with problematic content; and (3) screen items for possible incorrect keys, no key, or multiple keys.
Results and Discussion
Th e results section presents information regarding the quality of the test triangulated from reverse engineering, item analysis, and student-teacher perceptions. Overall, results from reverse engineering and item analysis indicate that the test is overall psychometrically satisfactory within only a few items with incorrect double keys.
Reverse Engineering
From reverse engineering, it was found that overall, there appeared to be some eff ort to standardize the test structure, item format, and target language skills. Th e test consisted of two item types: selected-response items (Part I) and constructed-response items (Part II). Part I of the EYEE took the form of MC items, the most common item type for tests in China. Constructed-response items in Part II were mostly fi ll-in-blank (FB) items, with an essay task in the end. Based on the target language knowledge and skills, the test was structured into 10 sections: listening comprehension (MC), grammar and vocabulary (MC), cloze (MC), reading comprehension (MC), reading comprehension (FB), grammar and vocabulary (FB), sentence translation (FB), cloze (FB), task-based reading (FB), and essay writing. While most sections measured discrete language skills (e.g., listening, grammar, vocabulary, and reading), the task-based reading (the first column of Table  1 ) integrated two language skills: vocabulary and translation. Most sections had more than one subsection, as can be seen in a summary of sections and subsections of the test provided in Table 1 .
The listening comprehension section had four subsections: recalling sentences, recognizing conversation topics in the form of pictures, choosing appropriate responses based on sentences heard, and answering comprehension questions based on short dialogues. Each subsection had five items. Listening comprehension focused mostly on lower-level recognition and comprehension, not higher-level inferences.
The grammar and vocabulary section comprised 15 items, each targeting either a discrete grammatical structure or a lexical item. Discrete grammar items targeted syntactic and morphosyntactic structures, which included articles (Item 21), prepositions (Item 22), yes/no questions (Items 23 and 32), adverbial and noun clauses (Items 24, 25, 33, and 35) . Vocabulary items focused on the meaning of individual words (Items 26, 29, 31, and 34) and collocations (Items 27 and 30).
The cloze section utilized an informative reading passage, where ten words (or phrases) were deleted. Word deletion appeared to follow a rational deletion method (Alderson, 1978; Bachman, 1982) . That is, words were deleted purposefully to measure specific linguistic constructs. In this test, all the deletions appeared to measure vocabulary knowledge integrated in reading skills. While half of the items required meaning inferences between sentences (Items 38, 39, 40, 43, and 44) , the other half (Items 36, 37, 41, 42, 45) only required processing of meaning locally within individual sentences.
The reading comprehension section consisted of five reading passages: two narrative essays, two informative essays, and one argumentative essay. Each passage yielded three test items. There were three item types in the reading comprehension section: the majority of the items tested identification of supporting details (Items 46, 47, 49, 53, 55, 57, 58, 59) ; some tested inferences of meaning of difficult vocabulary (Items 50, 54, 56, and 60); and others tested comprehension of main idea (Items 48, 51, and 52). The three item types were not evenly distributed across passages.
Part II of the test comprised construct-response items, which measured the ability to formulate complete sentences and paragraphs, especially in the translation and essay writing sections. Although several sections targeted on the same language skills as the corresponding sections in Part I, i.e., reading comprehension (FB), grammar and vocabulary (FB), and cloze (FB), these sections also tested spelling of words as part of the constructs. Since the MC items were the interest of this study, information about the constructed-response items are not discussed in detail. Table 2 shows the descriptive statistics for individual sections and total score. Mean scores for all sections and total score were relatively high (the third column) and negatively skewed (the seventh column), indicating that overall the test was rather easy for the test takers. Th e skewness and kurtosis values for the listening comprehension and grammar/ vocabulary sections were especially large (the seventh and eighth columns), demonstrating that test scores on these two sections were not normally distributed. In comparison, the distribution of test scores on the cloze and reading comprehension sections, and the total score was approximately normal. 
Item and Test Characteristics of the EYEE
Score reliability of the EYEE
The Cronbach's alpha coefficient of internal consistency for the EYEE with the current sample was .93 (see the last column in Table 2 ), suggesting that all the test items of the EYEE are measuring the same construct. As is shown in Table 3 , Pearson's correlation coefficients among individual sections ranged from .62 to .78. Cronbach's alpha coefficients for individual sections ranged from .78 to .83, which is considered to be reasonably high. All 60 items of the test appeared to be worthy of inclusion because the removal of any items did not increase the score reliability. 
Item characteristics of the EYEE
Th e item diffi culty and item discrimination statistics are reported in Table 4 . Overall, the majority of the items performed with satisfactory item diffi culty and item discrimination statistics. Item difficulties represented by percent correct values ranged from .14 to .99 with a mean of .77. Most of the items were answered correctly by more than half of the students, except for Items 26 (p = .14), 34 (p = .22), 53 (p = .32), 59 (p = .39), and 60 (p = .21). Th ese fi ve items were the most diffi cult items in the sample. On the other hand, nine of the ten items in the fi rst two sections of the listening section (Items1 -9) had item diffi culty equal to or higher than .95, indicating that the listening comprehension section was too easy for the students. Th e averaged item diffi culty can be considered appropriate because Lord (1952) indicated that, with four-option multiple choice items, the ideal average item diffi culty is .74 to maximize the discrimination among test takers. However, there were very few diffi cult test items with item diffi culty below .5, suggesting that the test may be less sensitive or reliable to identify high-profi ciency test takers. As is also shown in Table 4 , item discrimination estimates ranged from -.14 (Item 34) to .67 (Item 33) with a mean of.43, indicating that the item discrimination varied. The majority of the items appeared to contribute to correctly discriminating students on their English language proficiency. However, there were three items (Items 26 (rpb= -.01), 34 (rpb= -.14), 53 (rpb= -.04)) that had negative point-biserial correlations with the total scores. In addition, Item 60, a rather difficult item for the students, demonstrated low item discrimination (p = .21, rpb = .17). These items invited a closer examination.
The average item discrimination estimates of individual sections indicate that the cloze section was the most discriminating section (p = .77, rpb = .54) whereas the listening section was the least discriminating (p = .88, rpb = .37). In other words, the listening comprehension section of the EYEE was comparatively less useful in differentiating students on their general English language proficiency. The relatively low discriminating power of the listening section can be attributed to the low level of difficulty for these items. The overwhelming majority of the students, regardless of their English language proficiency level, answered the listening items correctly (especially for Items 1 to 9, which had item difficulty above .95). The rest of the items on the EYEE showed an item discrimination estimate above .3, suggesting that they discriminated moderately well between students with low and high total scores.
Student and teacher perceptions of the difficulty of test items
In general, the students' and teachers' perceptions of the test aligned with fi ndings from the item analysis, suggesting that teachers and students, though not trained in item writing or item analysis, had good intuitions about the difficulty of the test. The overwhelming majority of the students indicated that the test refl ected their English language profi ciency (see Table 5 ). Students were also asked to rate the difficulty of individual sections on a four-point scale (very easy, relatively easy, relatively difficult, and very difficult). As is shown in Table 6 , the reading section was perceived as the most diffi cult section (M=2.61), whereas the listening section was the easiest section (M=1.24). Th ese results converge with the averaged diffi culty estimates of individual sections (shown in the last row of Table 4 ).
Teachers' ranking of the difficulty of individual sections converged with the students' in that reading comprehension and writing were regarded as the most difficult sections and listening comprehension the easiest section by both groups. The students perceived the grammar and vocabulary section as slightly easier than the cloze section. In contrast, the teachers considered the grammar and vocabulary section to be slightly more difficult than the cloze section. Item analysis indicated that these two sections were of similar difficulty levels (see the last row of Table 4 ); however, the cloze section showed slightly higher discrimination power, despite the fact that the grammar and vocabulary section (15 items) carried more weight in the total score than the cloze section (10 items). * 1 = very easy, 2 = relatively easy, 3 = slightly difficult, 4 = very difficult
Problematic Items and Possible Interpretations
Th e item analysis identifi ed three items with a negative point-biserial correlation with the total score: Items 26 (rpb = -.01), 34 (rpb = -.14), 53 (rpb = -.04). A review of these items indicated that these items had an incorrect key. Th ese items are shown in Figures 1 and 2 , with the incorrect keys indicated by an asterisk and correct keys with a question mark. A good reader may read at 1,000 WPM (每分钟……词) when he looks for something in a book. But once he fi nds what he needs, he may slow down (减速) to 100 WPM. A good reader may read newspapers and story books at 600 WPM. But he may read his science or math books at 150 WPM. Just as a driver has a wide change of driving speed, so a good reader has a wide (广泛的) change of reading speed.
A good reader may read fastest _________.
A. when he reads newspapers and story books* B. when he reads something most useful to him C. when he is trying to work out a math problem D. when he is trying to fi nd something in a book? Figure 2 . Item 53 and the corresponding reading passage on the EYEE Item 60 was also examined due to its high item difficulty (p = .21) but low item discrimination (rpb = .17). This item is a vocabulary item which requires test takers to process and induct meaning of the word "butt" from both details and main ideas in the passage. The key provided for this item was option B (part of a body). A review of the item did not suggest any incorrect key or multiple keys; however, detailed item parameter estimates (see Table 7 ) indicate that the option D was the most popular choice among the test takers (p = .39). The point-biserial correlation indicated that even some higher scoring test takers chose this option, and this resulted in the positive but low correlation between this option and the total score. Since both the options B and D refer to physical characteristics of human body, it is reasonable to conclude that the option D is a good distractor and that Item 60 was a truly diffi cult item for the students. However, since even higher scoring students answered this item incorrectly, this item had rather low item discrimination.
Passage E I'm a girl. I'm 15 years old. I look normal: I'm not tall or short, and I'm not ugly or beautiful. But there's one problem: I have a big butt.
When I shop for dresses, I can never find one big enough for me. Most shops only have small sizes. So it's really hard for me to find a right dress. When I see thin girls in their small dresses, sometimes I'm sad.
For most girls, it's easy to get a dress. Th ey can always fi nd one that is in the right size. But not for me, it takes me weeks or even months to fi nd a dress that covers my butt and doesn't make my arms look so fat. A lot of time, I have to give up my favorite color. Once, I was in a dressing room, I heard a girl in the room beside me talking to her friend. She said she was on a diet all year, but her butt was still too big. I turned round and looked at her: Poor girl! She was so thin. "I don't want to go on that kind of diet," I thought. 
Problematic Items Not Detected by Item Statistics
In addition to quantitative item analysis, all the EYEE items were qualitatively reviewed with respect to appropriateness of content and clarity of construct. Overall, the constructs tested in most items appeared to be clear. Th ere was some level of standardization in the test development, with some balance between diff erent constructs (grammar, vocabulary) and diff erent items (three item types in reading comprehension), and genres in the reading comprehension.
However, content analysis of the test items revealed an additional few items with incorrect, double, or multiple keys that were not detected by the statistical item parameter estimates. Interestingly, there were two items with multiple keys that showed satisfactory item parameter estimates. Item 35 (see Figure 4) in the grammar and vocabulary section intended to measure tense agreement in statement clauses (i.e., back shifting), which requires test takers to backshift verb tense in appropriate contexts. The answer key used for scoring was option D (He said he was mad at his friends.), where the tense of verb in the subordinated clause (i.e., was) was back shifted to the time frame of the verb in the main clause (i.e., said). However, a review of the four options indicate that options B (He said he can speak two languages.) and C (He said he goes to the beach every year.) were also plausible keys, as in the restated statement one can use the present tense to state fact, how things exist, or how things behave. The item statistics in Table 8 failed to flag options B and C as multiple keys. The negative point-biserial correlation for option C (rpb = -.42) suggests that examinees who chose option C tended to receive lower total scores on the test, although it was a correct answer. Option B had a positive point-biserial correlation (rpb = .32). However, that the item was rather easy and the overwhelming majority of the students selected option D, boosted the estimates of the difficulty and discrimination of option D (p = .8, rpb = .62), thereby making it difficult to detect multiple keys on this item from the statistical information. Item 57 in the reading comprehension section (see Figure 5 ) was an item where the attempt for an attractive distractor turned the item into a multiple key item because of the vague and incoherent language use in the item stimulus. Th e item tested inference of the meaning of chore from detailed information in the reading passage. Th e stem of the item states, "a child can get more money by…" According to Passage D, which states that "if the child wants more money, they must do chores for their parents, " the key of this item is option D, doing housework for their parents. Th is option was chosen by the majority of the test takers (p = .52, rpb = .32) (see Table 9 ). However, option A was also an attractive choice by the test takers (p = .38, rpb = -.11), although the negative item discrimination estimate for this option suggests that it was selected mostly by lower-scoring test takers. Passage D states, "when a child understands the value of money, he or she will receive some money, " according to which option A is a plausible answer; however, the meaning of the sentence is vague and somewhat illogical. By "understanding the value of money," the author might have meant that money does not grow on trees, and one needs to spend some effort to earn money; but the reading passage did not convey that meaning clearly and did not connect smoothly with the other sentences in the passage. Therefore, although option D is arguably a better option in this case, the reading passage and/or option A should be revised to avoid vagueness and confusion in meaning.
Passage D At 18, many American young people start their own life. Th ey go away to college or fi nd full-time jobs, and they oft en rent their own apartments. Some get married and start families. This independence (独立性) is learned from childhood.
From an early age, American children learn responsibility (责任感). Children as young as 2 begin to put away their toys and dress themselves. At 3, many children do simple chores like setting the table.
Th ey learned how to use money wisely early. When a child understands the value (价值) of money, he or she will receive some money. Th ey can buy anything like toys. Th e child can spend or save it, usually with little guidance (指 导) from parents. If the child wants more money, they must do chores for their parents.
Children learned to think for themselves early, too. Th ey can make some decisions-and make mistakes. Failure (失败) oft en teaches more than success. 57. A child can get more money by __________.
A. understanding the value money? B. working for rich people C. reading many books D. doing housework for their parents* Figure 5 . Item 57 and the corresponding reading passage on the EYEE 
Language Proficiency and Assessment Literacy of Secondary EFL Teachers
Items on the EYEE also revealed concern about the English language profi ciency of the item writers, the secondary school English teachers. First, the occurrence of multiple keys in several items (e.g., Item 35) may be an indication of the lack of adequate grammatical knowledge by the item writers. Although the test development did not follow a systematic content review process, the item writers checked all the items as a team. Therefore, the presence of multiple-key items suggests that the item writers may not have a solid grasp of the English grammatical knowledge involved in these items. Concern about the item writers' English language proficiency also stems from imprecise language use (such as clutter) and the use of non-idiomatic expressions in the item stimuli. An example of clutter can be found in the stem of Item 28, which states "Young Lei said she could 'open up' her students' eyes to the outside world" (shown in Figure 6 ). Non-idiomatic word choices or ungrammatical language use can also be found in the passage stimuli for the reading comprehension section, examples of which are shown below. A good reader is like a driver very much. These language issues underscore the need of copy editing of the test both before and after test compilation to ensure the precision of language in the test items. In addition to examining the quality of test items, we also investigated the regular practices by EFL teachers in the analysis of test items and test scores. From our personal communication, we learned that the majority of secondary EFL teachers at the participating school had been close to no training in assessment literacy and item analysis. Although the teachers analyzed students' test scores aft er each end-of-year examination, their analyses were limited to calculating means and score bands of total and section scores for each class and the whole school. The two teachers we interviewed had little knowledge about the notion of item difficulty, item discrimination, and other statistics useful to examine the quality of test items. Th is lack of training in item analysis might have prevented these secondary teachers from identifying problematic items for revision, and making appropriate decisions and inferences in the use of test items and scores.
Conclusions and Implications
This study investigated the quality of test items in a municipal English examination for eighth graders in northern China, to examine the typical assumption that language teachers are incapable of writing good test items. Findings of this study suggest that, despite the lack of assessment literacy training among secondary English teachers, they are generally capable of writing reliable test items with satisfactory psychometric qualities. Overall, the test functioned satisfactorily, with mostly moderately easy yet discriminating items, very high internal consistency, and strong correlations among scores of individual sections. Th ese fi ndings contradict, at least in part, the frequently expressed discrediting of secondary English teachers as item writers at the secondary level in EFL contexts. In addition, teachers' and students' perceptions of the diffi culty of the test indicate that language teachers had good intuitions of the diffi culty level of the test and their students' language profi ciency levels. However, the overall satisfactory psychometric qualities of the EYEE do not suggest that quality control for secondary EFL tests is sufficient without assessment literacy training for the teachers. The appearance of items with an incorrect key or multiple keys in the EYEE underscores the need to ensure the English language proficiency of secondary EFL teachers and, more importantly, to implement a systematic item development path and review process for secondary EFL tests. Incorrect key, multiple keys and issues of language use in the test items could be detected if the teachers were to perform item analysis as a part of a systematic review and revision process. Although this study only investigated the quality of one test in one city, the chances are that secondary school EFL tests developed by language teachers in other cities in China will share similar characteristics because of teachers' heavy teaching and administrative duties (as argued by Popham, 2001) . Additionally, when developing language tests, it is rather ambitious and largely unrealistic to require language teachers to follow quality control procedures and standards exercised by testing companies, national or international testing organizations. Instead, we recommend that language teachers implement CTT-based item analysis of local standardized or classroom-based language tests as a regular assessment practice.
The provision of training in item analysis for secondary EFL teachers in China is an effective way to help them identify problems with test items, which could potentially threaten the reliability and validity of test score inferences. CTT-based item analysis demonstrated in this study, if implemented, can assist teachers or test developers examine psychometric qualities of the institutional or regional language tests, in particular with respect to whether the items function as they are designed to function. Problems identified through item analysis can inform teachers about existing constraints to the intended inferences on the target skills and attributes and adjustments to test items or item types that do not effectively distinguish test takers on the target constructs. As such, the implemented item analysis should serve as a point of departure for an improved item writing process, quality control procedures, and test score use rather than simple criticism or discrediting of language teachers and teacher-made language tests.
Finally, yet importantly, assessment literacy training should become or continue to be an integral and practical part of the professional development for secondary EFL teachers. However, language teachers may benefit more from principled assessment practices than from theoretical discussions of measurement concepts. As such, the development of a systematic approach to item writing, review, and revision processes should be promoted and increasingly practiced among language teachers in both standardized testing and classroom assessment contexts. Ultimately, this experiential approach to assessment literacy training will also facilitate the linkage between language teaching, learning, and assessment.
