Abstract. We obtain lower bounds for the number of nodal domains of Hecke eigenfunctions on the sphere. Assuming the generalized Lindelöf hypothesis we prove that the number of nodal domains of any Hecke eigenfunction grows with the eigenvalue of the Laplacian. By a very different method, we show unconditionally that the average number of nodal domains of degree l Hecke eigenfunctions grows significantly faster than the uniform growth obtained under Lindelöf.
Introduction
Let S 2 denote the 2-dimensional unit sphere with the round metric and associated measure. The Hilbert space L 2 (S 2 ) splits into a completed tensor sum
where H l is the (2l + 1)-dimensional space of functions on S 2 obtained by restricting degree l homogenenous harmonic polynomials on R 3 . The space H l coincides with the eigenspace of the spherical Laplacian ∆ = ∆ S 2 with eigenvalue l(l + 1). For f ∈ H l the nodal set of f is defined to be (2) Z(f ) = {v ∈ S 2 : f (v) = 0} = f −1 (0).
A nodal domain of f is a connected component of S 2 − Z(f ). We write N (f ) for the number of nodal domains of f , we are interested in estimating N (f ) as f varies. The nodal domain theorem of Courant pg. 452] gives the upper bound for any f ∈ H l . Nontrivial lower bounds for arbitrary spherical harmonics are not possible: a result of Lewy [L-77] states that there are infinitely many l and f ∈ H l such that N (f ) ≤ 3. Therefore to obtain growth of N (f ), one has to take f from proper subsets of H l . We will take f to be eigenfunctions of certain Hecke operators arising from a maximal order in the Hamilton quaternions which we explain now. Let B be the normed involutive Q-algebra of Hamilton quaternions and O the maximal order in B(Q), which is explicitly given by (4) O = α + βi + γj + δk 2 : α, β, γ, δ ∈ Z, α ≡ β ≡ γ ≡ δ mod 2 .
We write for the units of O
which forms a group of order 24. One can view the sphere S 2 as the elements of B(R) with trace zero and norm one, and there is a corresponding action of B(R) on S 2 given by (6) γ.x ≡ γxγ/n(γ), γ ∈ B(R), x ∈ S 2 .
The algebra B gives rise to self-adjoint Hecke operators on L 2 (S 2 ). Letting (7) O(m) ≡ {γ ∈ O : n(γ) = m} we define
f (γ.x).
The action of these operators was originally described by Eichler in terms of Brandt matrices in [E-73] . It is a classical fact of number theory that the Hecke operators T m commute and satisfy the recursion
The Laplacian ∆ commutes with all rotations in SO(3), and as the Hecke operators T m are constituted by such rotations, all the T m commute with ∆. It follows that the T m preserve each of the finite dimensional vector spaces H l . As such, the spaces H l each have a basis of simultaneous eigenfunctions ϕ for the Hecke operators T m and the spherical Laplacian ∆. The real valued functions on S 2 are ∆ and T m invariant, so the ϕ can be taken to be real valued. These ϕ are the Hecke eigenfunctions in question. Such ϕ are important objects in the theory of automorphic forms: they parameterize classical holomorphic cuspidal newforms of level 2. The correspondence is via lifting and theta series with harmonic polynomial on R 4 and concretely given by
The resulting f ϕ is a holomorphic cusp form of weight k(l) = 2l + 2 for Γ 0 (2). The cusp form f ϕ is a Hecke eigenform when ϕ is, and f ϕ is Hecke normalized if ϕ L 2 (S 2 ) = 1. Eichler shows in [E-73] A central heuristic of modern number theory is that automorphic data should be simulated by random processes. The comparison random model in our setting is the Random Wave Model (RWM). In the RWM, the L 2 -normalized random spherical harmonic in H l is given by
where the φ i form an orthonormal basis for H l and the η i are i.i.d. mean zero Gaussian random variables. This random variable does not depend on the choice of φ i and we omit the event η i ≡ 0 so that the above ratio makes sense. Via a Waldspurger type period formula which we explain in Section 8, it is compatible with the conjectures made by Conrey One has then the following two rough, conjectural heuristics: Ensemble behavior: In the limit as l → ∞, the statistics of the measurement N (f ) on the ensemble (14) {f ∈ H l : f L 2 S 2 = 1, f a Hecke eigenfunction} tends to that of N (f ) sampled on random waves in H l . Uniform behaviour: All the Hecke eigenfunctions f in H l should have N (f ) like that of 'typical' random waves. Blum, Gnutzmann and Smilansky have argued in [BGS-02] with numerical evidence that the nodal domain statistics of wavefunctions can identify quantum chaos when present. Around the same time, using a Potts model for a random percolation process, Bogomolny and Schmit [BS-02] made precise predictions about the nodal domain statistics of both chaotic and random wavefunctions. Bogomolny and Schmit conjecture that for random/chaotic waves in H l the expectation and variance of N (f ) are
for some positive a, b. In [NS-09], Nazarov and Sodin verify the prediction (15) for the RWM and further show that the distribution of N (f )/l 2 concentrates exponentially around a. One can therefore reasonably conjecture that the nodal domain statistics of Hecke eigenfunctions are as in equations (15) and (16).
It bears mentioning at this point that one must take some caution with the heuristics we have outlined. While everything mentioned so far is expected to be true, one can not push conjectures about Hecke eigenfunctions behaving uniformly like typical random waves too far. By adapting a method of Soundararajan from [So-08], Milićević has shown in [M-10] that on arithmetic Riemann surfaces the Hecke eigenfunctions take on values significantly larger than predicted by the RWM for these surfaces. It is likely that this proof goes through on the sphere to give a similar result.
Having briefly mentioned the connection with randomness we turn to the connection with Quantum chaos. There are direct connections between randomness and Quantum chaos which we will not dwell on, simply referring the reader to the paper of Berry , where it is argued that wave functions of classically chaotic systems are well described by Gaussian random waves.
We focus instead on the connection between Hecke eigenfunctions and Quantum chaos. The operator
is the Schrödinger operator for free mass one dynamics on the sphere. The stationary Schrödinger equation for a wavefunction ψ with energy E is then
which can be rewritten
Wavefunctions in the semiclassical limit ( → 0) having energies in some band bounded away from 0 therefore correspond to eigenfunctions of the spherical Laplacian ∆ in H l with eigenvalues l(l + 1) → ∞. It is important to bear in mind that the classical free (geodesic) dynamics on the sphere is integrable -this is a major difference between other arithmetic considerations of Quantum chaos, for example on Shimura curves where the geodesic flow is Anosov. Indeed, there are highest weight vectors φ ∈ H l with l → ∞ which concentrate their mass on geodesics, so one sees the integrability and periodic orbits of the classical system in the semiclassical limit. For each proposed signature of Quantum chaos, there is a corresponding family of problems in number theory where one tries to establish the signature behaviour for various automorphic forms. For an overview of the subject we refer the reader to lecture notes of Sarnak [Sa-93]. We will not give any overview here, but will mention the result of VanderKam [VK-97] on the L ∞ norms of Hecke eigenfunctions on the sphere as we will use it later. For reference, eigenfunctions φ with ∆φ = λφ corresponding to classically chaotic systems (for example, on Riemann surfaces) are expected to have
which is much stronger than the well known bound appearing in [SS-89] which says that for any eigenfunction of the Laplacian with eigenvalue λ on a compact manifold of dimension n
In 
is a Hecke eigenfunction.
In [GRS-12], Ghosh, Reznikov and Sarnak give a lower bound for the number of nodal domains of a Maass form on the modular curve. The bound is conditional on the Lindelöf hypothesis for the L-function associated to a Maass form and relies crucially on the L ∞ bound from [IS-95].
Theorem 1.2 (Ghosh, Reznikov, Sarnak). Let φ denote a Maass form for the modular curve X = SL 2 (Z)\H, i.e. a real valued function on X satisfying
Assuming the Lindelöf hypothesis for L(1/2 + it, φ), for any fixed ǫ > 0 and any such φ
We will say more about the proof of Theorem 1.2 shortly as our Theorem 1.5 is completely analogous and both our results share ideas with the paper .
Recalling that N (ϕ) is the number of nodal domains of a spherical harmonic ϕ, we now state the main Theorems of this paper. Corollary 1.4 (The number of nodal domains grows on average). With everything as in Theorem 1.3 we have for the expected number of nodal domains amongst members of B l , for any ǫ > 0
Theorem 1.5 (The number of nodal domains grows uniformly, assuming Lindelöf). Assuming the generalized Lindelöf hypothesis, for any ǫ > 0 we have
when l is even and ϕ ∈ H O × l is a Hecke eigenfunction.
Before sketching the proofs of these Theorems, let us make some general remarks. The proofs of Theorem 1.3 and Theorem 1.5 use the same topological method to find nodal domains. This idea appears in and enables one, by use of Euler's formula, to obtain nodal domains of eigenfunctions from isolated zeros on certain geodesic segments. This is the reason for the requirement that l be even. The restriction of a spherical harmonic in H l to an equator is a polynomial of degree l. When l is even the group of symmetries of H O × l is larger than O × , and this forces the polynomial to be not identically zero on certain convenient geodesics. The details of this argument appear in Section 2. In fact, it should possible to remove the requirement that l is even, following the argument of [GRS-12, Appendix C], but for simplicity we deal only with even l.
This approach has some interesting consequences. One obtains for ϕ ∈ H O × l only linearly as many nodal domains as zeros of a degree l polynomial, in particular ≪ l nodal domains. This means that if one expects the prediction of Bogomolny and Schmit (15) to hold, then one misses most of the nodal domains with this approach; it will not yield a nodal domain whose boundary does not meet the geodesic in question. On the other hand, in establishing (15) for the RWM, the nodal domains which Nazarov and Sodin [NS-09] found were those which were contained in balls of radius ≪ 1/l -in some sense the opposite type. We propose the following question:
Is there some C > 0 and a sequence of Hecke eigenfunctions ϕ ∈ H O × l , l → ∞ so that each ϕ has a nodal domain contained in a ball of radius ≤ C/l? The proofs of Theorems 1.3 and 1.5 boil down to counting the number of real zeros of real polynomials. Returning for a moment to randomness heuristics, the problem of estimating the number of zeros of random polynomials is a classical problem and has been studied by many authors. Here we only have room to mention the classic paper of Kac and the more recent paper of Edelman and Kostlan . Now we sketch the proof of Theorems 1.3 and 1.5, beginning with Theorem 1.3. At the centre of the proof of Theorem 1.3 is the pre-trace formula for the sphere applied to a basis of Hecke eigenfunctions. For any linear combination of Hecke operators specified by a vector α one obtains a twist of this formula. On one side one has sums of the form
where x, y are in S 2 with d(x, y) ≍ 1/l and the A α (φ) are coefficients depending on the vector α and φ. On the other side one obtains a bilinear form in α where the coefficients are given by summing a kernel over elements of O. The main term of this bilinear form is negative definite. Supposing there are few φ changing sign between x and y, so that few of the φ(x)φ(y) are negative, we aim to (1) Choose α to kill off all the negative contributions to (28).
(2) Make the error term of the bilinear form small at α so that the value of (28) remains negative. This leads to a contradiction unless there are enough sign changes.
Success depends on the ability to control the 'error' bilinear form which is done by bounding the coefficients. This requires a lattice point count due to VanderKam [VK-97, Lemma 2.1] and some dynamical observations appearing in Section 3. The first of these observations (Lemma 3.3) is that if a point x ∈ S 2 is such that √ hx has integer coordinates for some small integer h, then γ ∈ O having small norm either fix x or significantly, depending on h and n(γ), move x. This is similar in nature to an observation made by Bourgain and Lindenstrauss [BL-03, Lemma 3.3]. The underlying argument is simply that if the distance between two integers is less than 1, they are the same. In Lemma 3.4 we observe that if √ hx is integral as before then the size of the stabilizer of x in O(pq) is uniformly bounded through x and primes p, q. This depends on a uniform bound for the size of the unit group of imaginary quadratic number fields. To get good bounds for the error term it remains to restrict the support of α. Finally we choose α so as to kill off terms in (28). In other settings, apt choice of α has been called the amplification method (when A α is to be made big versus the other side of the twisted pre-trace formula) or resonator method (when A α is to be made small). Amplification usually takes place while establishing subconvexity bounds, appearing for example in The most interesting modification we make is as follows. In the setting of it is important to control the Fourier coefficients of the restriction of a Hecke eigenform f to a geodesic connecting a pair of cusps. It is straightforward that these Fourier coefficients are roughly given by the values L(1/2 + it, f ) of the L-function associated to f on the critical line. The analogous formula is less straightforward in our setting and can be deduced from work of Waldspurger [W-85], Jacquet and Chen [JC-01] and Martin and Whitehouse . The formula we use is given in Lemma 8.1. To get there we adelize the sphere in Section 7 and give an account of the period formula in Section 8. In short, the Fourier coefficients of Hecke eigenfunctions on the sphere around the CM-point i are roughly given by the central values of GL 2 × GL 1 L-functions for automorphic representations over Q( √ −1). The analogy is more apparent when one writes for f a Maass Hecke eigenform and π f the associated automorphic representation
The reader is encouraged to see the letter from Sarnak to Reznikov [Sa-08, Appendix 2] for more on the subject of restriction problems and L-functions. The rest of the proof of Theorem 1.5 is a straightforward adaptation of methods from the paper [GRS-12].
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Topology of O × \S 2 and Euler's formula
In this section we give an argument which reduces the counting of nodal domains to counting zeros on certain geodesic arcs.
The fixed points of elements of O × are given by plus or minus their imaginary parts (rescaled so as to have norm 1). A fundamental domain for the action of O × is given by the union of the spherical triangles T 1 and T 2 as illustrated in Figure 1 . The triangle T 1 has vertices i, k and (i + j + k)/ √ 3 and T 2 has vertices i, k and
In the case that f ∈ H O × l with l even, which will be our focus, the function f is actually invariant under a larger group of symmetries which we will call Γ. The group O × has order 24 and the action of O × on S 2 factors through the projectivization O × /Z(O × ) which has size 12. The group Γ contains O × /Z(O × ) as an index 2 subgroup, so Γ has size 24. For us, the most important feature of Γ is that it contains the elements
In particular, the Γ-invariance of f implies that one can view f as a function on T 1 ∪ T 2 which has matching values on glued boundary pieces and which is invariant under the reflection mapping T 1 to T 2 . We will crucially use the invariant arc of this reflection in what follows, however firstly we must give the necessary properties of nodal sets.
Recall that the nodal set of f is the set
A nodal domain is a connected component of S 2 − Z(f ). We write N (f ) for the number of nodal domains of f . The proofs of the following results appear in the paper of Cheng .
Theorem 2.1 (Cheng). For any eigenfunction f of ∆ S 2 (1) The nodal set of f is a union of C 2 -immersed circles.
(2) When branches of the nodal set of f cross, the tangent vectors at the crossing point form an equiangular system. In particular, finitely many branches cross at a given point.
Now we prove that, given invariance of a spherical harmonic f under a reflection R, finding zeros of f on the fixed equator of R provides roughly as many nodal domains of f . Our argument is essentially the same as that of Ghosh, Reznikov and Sarnak in the proof of [GRS-12, Theorem 2.1].
Lemma 2.2. Suppose that l is even and f ∈ H O × l has N zeros on one of the geodesics {x = 0}, {y = 0} or {z = 0}. Then
Proof. We consider the hemispheres H + = {x ≥ 0} and H − = {x ≤ 0}. Assume f has N zeros on δH + = {x = 0} (f actually has the same number of zeros on each of the geodesics mentioned in the Lemma). Let V consist of all the zeros of f on δH + . Now add to V all the points in Z(f ) ∩ H + which are crossing points (i.e. the nodal set does not look like (0, 1) in any neighbourhood of that point). We define a multigraph G which has vertex set V and an edge set E with an edge between v 1 and v 2 each time (1) There is a nonbacktracking path in Z(f )∩ H + between v 1 and v 2 which does not pass through any other vertex. In this case we identify the edge with the underlying set of the path (which is homeomorphic to an interval). (2) The vertices v 1 and v 2 both lie on δH + and are adjacent on δH + . In this case we identify the edge with the geodesic arc on δH + along which v 1 and v 2 are adjacent. Thus G comes with a planar embedding into H + . We will write F for the faces associated to this embedding. For a face S ∈ F either S does not meet δH + , in which case S ∪ R x S consists of two disjoint nodal domains of f , or S meets δH + , in which case S ∪ R x S yields one nodal domain of f . As f is R x -invariant it is clear that distinct faces cannot lie in the same nodal domain. Therefore
We will count vertices and edges and use Euler's formula |V | − |E| + |F | = 1 (throwing out the face exterior to H + viewed as a disc in R 2 ). Every vertex in the multigraph G has least 3 incident edges as follows. If the vertex lies on δH + then it has two incident arcs on δH + and at least one other incident edge going into H + . If the vertex is in the interior of H + then it arose from a crossing point in which case it has more than 2 incident edges. Therefore 
Diophantine estimates
In this section we present Diophantine estimates which will be key in finding sign changes amongst the values of the Hecke eigenfunctions on S 2 . Recall that the spherical distance between points x, y ∈ S 2 is given by
The first Lemma is a direct result of Lemma 2.1 in the paper of VanderKam [VK-97].
Lemma 3.1 (VanderKam). For x ∈ S 2 let N (x, m, δ) denote the number of elements γ ∈ O whose norm is m and
Remark 3.2. Lemma 2.1 in [VK-97] applies to any point x ∈ S 2 . We will apply Lemma 3.1 to points (a, b, 0)/ √ a 2 + b 2 in which case the proof can be made slightly simpler than the one which VanderKam gives.
As remarked the preceding estimate does not care about any algebraic properties of x ∈ S 2 . To proceed we define the height h(x) of x ∈ S 2 to be the least positive integer h such that √ hx has integer coordinates (if it exists). The next Lemma says that if a point has small height, the elements of O with small norm and which do not fix the point or map it to its antipode move the point (and not close to its antipode).
.
Proof. Note that h(x)x has integer coefficients in R 3 , therefore for γ ∈ O(m) an easy calculation gives that γ h(x)xγ has half integer coefficients in R 3 . If γ.x / ∈ {x, −x} then
and the expression in the middle is a half integer. This gives
which yields the needed inequalities after noting
,
It remains in this section to control the number of γ ∈ O of given norm and with γ.x ∈ {x, −x}, with a uniform bound through all x ∈ S 2 having any height and the norm of γ having a bounded number of prime divisors -for our purposes 2 prime divisors suffices.
Lemma 3.4. There is an absolute constant N 0 such that for any x ∈ S 2 with existent height h(x) and p, q (not necessarily distinct) primes the number of γ ∈ O with n(γ) = pq and γ.x ∈ {x, −x} is bounded by N 0 . In other words for x having any height h(x) < ∞
Proof. With everything as in the Lemma, the point h(x)x is contained in the image of an embedding of normed Q-algebras ι :
The rotations in B(Q) fixing x are precisely those in ι(F ). If γ.x ∈ {x, −x} then γ 2 .x = x and hence γ 2 ∈ ι(F ). Let O F denote the maximal order in F . It is straightforward to check that if γ is also in O ⊂ B(Q) and n(γ) = pq then 2γ 2 ∈ ι(O F ) with norm 4n(γ) 2 = 4p 2 q 2 . It follows from the factorization properties of the quaternions (which are reflected in the Hecke recursion (9)) that each element in O has at most |O × | square roots. In particular by the preceding remarks the number of elements γ ∈ O of norm pq fixing x is bounded by |O × | times the number of elements in O F with norm 4p 2 q 2 . This can in turn be bounded by using the factorization properties of O F . Any element x ∈ O F of norm 4p 2 q 2 generates an ideal (x) of the same norm. We have then uniquely
with each P i lying over 2, p or q and at most 2 of the P i lying over each of 2, p, q.
There are therefore at most 3 3 = 27 choices (if p = q there are even less choices) for the principal ideal (x) and each principal ideal corresponds to at most |O × F | elements. As |O × F | has a universal bound for quadratic imaginary number fields F these arguments yield (44) |{γ ∈ O : n(γ) = pq, γ.x ∈ {x, −x}}| ≪ 1 uniformly through x with existent height and any primes p, q.
Kernel estimates
Recall the decomposition
and denote by P l the projection onto the space H l . It is well known that P l is a integral operator with kernel given by the formula
where p l is the lth Legendre polynomial. We will look for estimates for sums
for x close to y in anticipation of the upcoming annihilator method. We need some facts about p l to get started. Firstly
gives the value of p l ( x, y ) when y = x, −x.
In what follows, we will restrict to l even.
In particular for us p l (1) = p l (−1) = 1. In general p l satisfies the bound 
which can be thought of as the first wavelength of the spherical eigenfunction of energy l(l + 1). Some of the estimates in this section depend on 'integration by parts' arguments. It will therefore be convenient for purely technical reasons to prepare the next Lemma which follows straightforwardly from Lemma 3.1 and applications of the spherical triangle inequality; the proof is omitted.
Lemma 4.1. When l ≫ m with sufficiently large implied constant, x, y ∈ S 2 and
We can now give estimates for sums of the kernel p l over Hecke elements.
Lemma 4.2. There exist C 1 and C 2 absolute such that for even l and x, y ∈ S 2 , if the following hold:
(
The height of x, h(x) exists and l ≥ C 2 mh(x), then
Proof. With everything as above, Lemma 3.3 implies that if γ ∈ O(m) and γ.x / ∈ {x, −x} then
so that by the triangle inequality (56) 1
If l ≥ C 2 mh(x) with C 2 large enough then
we pick such a C 2 . Consequently, aside from γ with γ.x ∈ {x, −x}, summation in (54) begins late enough to get a good bound. The previous discussion gives
The first term on the right hand side can be written
because l is even. The remainder is estimated in size by the triangle inequality and the known bound (49) for p l : (60) 
by an 'integration by parts' argument making use of (57) and the estimates of Lemma 4.1. We remark that if h(x) ≤ m 1/2 then the range
m − W l is empty and the above calculation is still valid, but simpler. Putting our estimates (58), (59), (60) and (62) together we get the desired
The spectral annihilator
The kernel of the orthogonal projection P l : L 2 (S 2 ) → H l can be written in two ways. Firstly we extend the orthonormal basis B l of Hecke eigenfunctions in H O × l to an orthonormal basisB l of H l . Then the kernel of P l is implicitly given by the formula
On the other hand we have the expression for the kernel from equation (46) which when taken together with (64) gives the following special form of the pre-trace formula on S 2 : For any function α : N → R of sufficient decay (in what follows α will be of finite support) we can form the operator
1 This is included to orient the reader, we do not use it.
and apply it to the x variable on both sides of (65) to obtain
Note that the sum on the left hand side of (67) is over B l as the T m annihilate the orthogonal complement of H O × l in H l when m is odd. From now on we will write, for φ ∈ B l , (68)
which when squared gives the coefficient of φ(x)φ(y) in (67). Using the Hecke recursion (9) we can write
and recalling the definition of the Hecke operator T nm/d 2 from (8) we obtain our main spectral equation:
The Hecke summation estimates which we have prepared in Section 4 are precisely for the purpose of controlling the right hand side of (70). In what follows we aim to find large subspaces of l 2 on which the quadratic form in (70) is negative definite. This will enable us to find enough negative contributions from the left hand side, hence sign changes of eigenfunctions between x and y. As a technical aside, in what follows we will take the approach of confining ǫ considerations to the support of α.
Lemma 5.1 (Key Lemma for 'on average' result). There exists an absolute K > 1 such that for any ǫ > 0 there exists L = L(ǫ) with
(1) l is even and l > L(ǫ) (2) x, y ∈ S 2 with d(x, y) = W l and h(x) ≤ l 3/2 (3) α l 2 = 1 and supp(α) ⊆ [l (1/4−2ǫ)/K , l 1/4−2ǫ ] ∩ {primes}.
Proof. Let C ≡ −J 0 (3π/2) > 0 throughout this proof. We will take α : N + → R as in the Lemma and denote by S the primes in [l (1/4−2ǫ)/K , l 1/4−2ǫ ] for K to be chosen later. We split the right hand side of the spectral equation (70) into summands with d = 1 (which appear for all pairs p, q ∈ S and are the only contribution when p = q) and summands where d = p = q. This gives 4π
The first term on the right hand side can be estimated by using Lemma 4.2 with m = 1 (which is valid given the assumptions of the Lemma) and h(x) ≤ l 3/2 giving (73)
As α l 2 = 1 it follows from the above that
Noting that N (x, 1, 0) ≥ 2 (contributions coming from ±1 ∈ O × ) and using the asymptotic value from (50) implies that for any δ > 0 there is L large enough so that when l > L
We choose δ = C/2 and L(ǫ) large enough so that
which will be the known negative contribution from (72). The remainder will be treated as an error term. Indeed, considering the second term on the right hand side of (72), under the assumptions of the Lemma it is easy to check that the requisites of Lemma 4.2 are satisfied when l is large enough. Using Lemma 4.2 together with the triangle inequality gives the following bound:
Now we use the estimate N (x, pq, 0) ≤ N 0 from Lemma 3.4 together with |p l ( x, y )| ≤ 1 to continue
where we used Cauchy-Schwartz and α l 2 = 1 for the last inequality. We will now bound the sums in the last line one by one. Mertens' second Theorem gives
and we choose K = e C/(2N 0 ) > 1 so that N 0 log K = C/2. The other sums are estimated more coarsely by
Using that h(x) ≤ l 3/2 and incorporating our estimates gives for the error (81)
so that in total (tracing the previous series of bounds back to (77) and recalling (72) and (76))
which concludes the proof.
The next Proposition uses the previous estimates to find sign changes over the wavelength W l amongst the Hecke eigenfunctions. 
If there are fewer than cl 1/4−3ǫ of the φ ∈ B l such that φ l,i (x)φ l,i (y) < 0 then we can find α with support in [l (1/4−2ǫ)/K , l 1/4−2ǫ ] and such that
whenever φ(x)φ(y) < 0; this is just the observation that in a vector space with inner product of dimension N one can find a vector orthogonal to any N − 1 vectors. For this orthogonal α all the summands in (84) are nonnegative giving the required contradiction, so that at least cl 1/4−3ǫ of the φ ∈ B l sign change between x and y.
Remark 5.3. Theorem 1.1, which is the L ∞ bound of VanderKam
implies a weaker version of Proposition 5.2 with the lower bound l 1/4−ǫ replaced by l 1/6−ǫ . Indeed, in the setting of Proposition 5.2 the pre-trace formula (65) together with the previously calculated (73) gives
Taking into account that N (x, 1, 0) ≥ 2 and the value of p l ( x, y ) is asymptotically a negative constant, the bound (87) for φ(x) and φ(y) implies that (88) can hold for large l only if at least c(ǫ)l 1/6−2ǫ of the φ ∈ B l give a negative contribution to the left hand side of (88), i.e. have different signs at x and y. Proposition 6.1. Let l be even and B l denote an orthonormal basis for H O × l consisting of Hecke eigenfunctions. Fix one of the equators E j ≡ {(x 1 , x 2 , x 3 ) ∈ S 2 : x j = 0}, j = 1, 2, 3. Any ϕ ∈ B l has finitely many zeros on E j and the members of B l have a total number of zeros on E j which, for any ǫ > 0, is bounded below by the formula (89)
To prove Proposition 6.1 we will convert Proposition 5.2 into an estimate for the total number of zeros of Hecke eigenfunctions on equators E j ≡ {(x 1 , x 2 , x 3 ) ∈ S 2 : x j = 0}. This is done by finding sufficiently many disjoint intervals in the equator where sign changes are provided by Proposition 5.2. We will prove Proposition 6.1 in the case when the equator is E 3 . Recall that l is even and B l denotes an orthonormal basis of Hecke eigenfunctions for H O × l . Proof of Proposition 6.1. Let c > 0 be an absolute constant (to be chosen small enough) and consider the set of points
For each x ∈ S l choose z(x) to be one of the points of distance W l from x. For any x ∈ S l it is clear that h(x) ≤ a 2 + b 2 < cl. In particular h(x) is eventually ≤ l 3/2 so Proposition 5.2 gives that ≫ ǫ l 1/4−ǫ of the elements of B l sign change between x and z(x). (91) x, y
We now choose c small enough so that This concludes the proof of our 'on average' result.
Adelization
Let A denote the Q-algebra of adeles, A f the finite adeles. Write B for the Hamilton quaternions defined over Q so that for any Q-algebra R we define
We view B × as a algebraic group over Q, and will consider in particular the adele group B × (A). Let O denote the maximal order in B(Q), which has class number h(O) = 1. By O we mean the closure of O in B(A f ). There is an isomorphism
The inverse of this map can be given explicitly by
We choose k ∈ S 2 as our north pole. The group B × (R) acts on S 2 by (97) g.(xi + yj + zk) = g(xi + yj + zk)ḡ/n(g), x 2 + y 2 + z 2 = 1.
(1) consist of the norm 1 elements in B × (R) which fix k. We can lift Laplacian eigenfunctions ϕ from O × \S 2 to Casimir eigenfunctions
If ϕ is an eigenfunction for all the Hecke operators on L 2 (S 2 ) then L * φ , as a function on B × (Q)\B × (A), generates an irreducible cuspidal automorphic representation of B × (A) which has trivial central character. The representation associated to ϕ in this way is denoted ρ = ρ ϕ and L * φ is the unique O × K ∞ invariant vector in ρ. We have the restricted tensor product decomposition for ρ over places ν of Q
The local representation ρ ν is ramified only at 2 and ∞. We know that ρ 2 is the trivial representation or a character, and ρ ∞ is the lth irreducible representation of
the maximal order of E, and consider the embedding of normed Q-algebras
We have then the optimality condition
Analogously to before there is an adelic isomorphism
which follows from E having class number h(E) = 1. The inclusion
induces an embedding
and because of the optimality condition (101) an embedding
By using our previous adelic isomorphisms this gives an embedding
and this map agrees exactly with
induced directly from optimality (101) and the inclusion E ⊗ R → B(R) at the archimedean place, without any adelization.
We have discussed lifting in the quaternion setting, now we discuss lifting in the abelian case. It will be sufficient for us to consider functions on C (108) ω n (z) = (z/z) n , n ∈ 1 2 Z.
In the special case when n is an even integer, ω n is invariant under O × E and can be viewed as a character of O × E \C. It can therefore be lifted to a character Ω n of the idele class group E × \A × E which is trivial on O E via the isomorphism (102). As Q has class number h(Q) = 1 it follows that the restriction of Ω n to A × is trivial. It is clear that the Hecke character Ω n constructed in this way is unramified at all the finite places of E and of infinite order when n = 0. Let E = Q(i) as before and π denote a cuspidal automorphic representation of GL 2 (A) which has trivial central character. Let Ω be a unitary Hecke character of A × E /E × whose restriction to A × is trivial. For our application we need to assume that Ω and π have disjoint ramification.
We will deal with an irreducible unitary automorphic representation π B of B × (A) associated to π by the Jacquet-Langlands correspondence. In our case, π B = ρ ϕ for ϕ an automorphic form on O × \S 2 , and Ω = Ω n . As Ω n is ramified nowhere the ramification of Ω n and π is trivially disjoint. The central characters of Ω n and ρ ϕ are both trivial.
The object of study in this section is the period integral
defined for all φ ∈ π B via the identification of E × \A × E with a subset of B × (Q)\B × (A) and the matching of central characters. Let us motivate the study of P B . Take φ to be the spherical vector in ρ ϕ , which corresonds to the lift of the spherical harmonic ϕ. Up to choice of normalization for Haar measures, by using the adelic isomorphisms of Section 7 we have, modulo positive constants,
ϕ(e iθ k)e −inθ dθ (111) so that P B (φ) is a multiple (not depending on ϕ) of the nth Fourier coefficient of the classical automorphic form ϕ restricted to the geodesic {e iθ k}. Now write Π = BC E/Q (π) for the base change of π to an automorphic representation of GL 2 (A E ), which is cuspidal unless π is dihedral. In [W-85], Waldspurger proved the existence of a formula relating |P B (φ)| 2 to the central value L(1/2, Π⊗Ω). Certain factors in this formula are not as explicit as we would like for our application, although they could undoubtedly be calculated. A formula of the same flavor, which does have explicit factors, was proven by Jacquet and Chen [JC-01] in the case when π is not dihedral, and by Martin and Whitehouse [MW-08] in the dihedral case. The work of Jacquet and Chen utilizes the relative trace formula and the factorization of a certain distribution which we will describe now. We note that in all the formulae we are aware of, only the square of the period integral is obtained. It would be nice to have the phase, but we do not know how to get it at present.
The distribution we need to consider is
where summation is over an orthonormal basis of π B and
Let S 0 be a finite set of places of Q containing the infinite place and all places where π B or Ω is ramified, which for us will be S 0 = {2, ∞}. Denote by S all the places of E lying over S 0 . For any f = ν∈S 0 f ν f S 0 , where f S 0 is the characteristic function of a maximal compact subgroup of B × (A S 0 ), the distribution J π B factorizes at f . We will take f such that π B (f ) is orthogonal projection onto the span of the L 2 (B × (A))-normalized spherical vector ϕ in π B . By abuse of notation ϕ is the lift of a Hecke eigenfunction ϕ on S 2 . Then
On the other hand we have the factorization ([JC-01, Theorem 2], [MW-08, Appendix]) (115)
where η is the quadratic Hecke character of A × associated to E. The terms in the central parenthesis have not been defined (see ), but they are positive and depend only on the ramification of the representations and E. The same is true for L S 0 (1, η) (see our notation index for conventions regarding L-functions). The termsJ π B (f ν ) are local factors of the distribution which need to be calculated per ramification scenario as in . With these observations and the two expressions (114) and (115) for J π B (f ) we can write
When we apply this equation we will want it to be in terms of the finite L-functions L(1/2, Π ⊗ Ω) and L(1, π, Ad), and we will want to know the local factorsJ π D (f ν ) modulo positive values which are bounded above and away from zero. In the next Lemma we obtain the desired relation.
be an eigenfunction of the Hecke operators and the spherical Laplacian with ϕ L 2 (S 2 ) = 1. With the previous notation, let π be the Jacquet-Langlands transfer of ρ = ρ ϕ to an automorphic representation of GL 2 (A) and Π = BC E/Q (π). Then we have
where Y m l is the associated Legendre polynomial P m l normalized so as to have
follows from the previous discussion, particularly equation (116). Here S 0 = {2, ∞} so it remains to calculateJ ρ (f ν ) at these places as well as the Euler factor at 2 for L(1, π, Ad) and the factor at (1 + i) for L(1/2, Π ⊗ Ω n ). Our f agrees with that of Martin and Whitehouse [MW-08] at 2 and they calculate that in our case (π ramified at 2 and B non-split),
For the factorJ ρ (f ∞ ) we follow [JC-01, Section 5.1]. We pick as a model for ρ ∞ the space H l of homogeneous harmonic polynomials of degree l on R 3 restricted to the sphere. We need to find unit vectors e T , e ′ T such that (120)
for t in R × \C × . In our model these vectors are given by
where θ is an angle around the axis of i such that θ(k) = 0. We have then
We chose f ∞ so that ρ ∞ (f ∞ ) was orthogonal projection onto the k-spherical vector. We can therefore write
Using that the kernel
Now we use the reproducing property again to calculate
which gives the value forJ ρ (f ∞ ). The local L-factors at 2 can be calculated by local Langlands. For background on the following discussion see the article of Tate [T-79] . Since π has conductor 2 and trivial central character it follows that π 2 and hence Π (1+i) are twists of the Steinberg representation. Then Π (1+i) corresponds to a Weil-Deligne parameter consisting of a representation τ : W E (1+i) → GL 2 (C) of the Weil group of E (1+i) together with the nilpotent endomorphism of C 2 (125) N = 0 1 0 0 .
The geometric Frobenius Φ maps under τ to
where χ is the character parameterizing the twist of Steinberg. Then the WeilDeligne parameter for Π (1+i) ⊗ (Ω n ) (1+i) consists of the same N together with a representation τ ′ of the Weil group under which Φ maps to
where α n corresponds to (Ω n ) (1+i) via local class field theory. The local L-factor is then given by
As the characters are unitary we have
Similarly the Weil-Deligne parameter for π 2 consists of a representation σ : W Q 2 → GL 2 (C) with the same N as before and geometric Frobenius Ψ mapping to
for some unitary χ. Now let e 1 , e 2 denote the standard basis for C 2 andẽ 1 ,ẽ 2 denote the dual basis. Then the adjoint representation of GL 2 (C) can be realized as the 3 dimensional invariant subspace of C 2 ⊗ (C 2 ) * under standard ⊗ standard given by (132) V = e 1 ⊗ẽ 1 − e 2 ⊗ẽ 2 , e 1 ⊗ẽ 2 , e 2 ⊗ẽ 1 .
The three dimensional Weil-Deligne representation for Ad(π 2 ) is given by the restriction of σ ⊗σ to V together with the nilpotent element N Ad which is the restriction of N ⊗ 1 − 1 ⊗ N T to V . Therefore with respect to the basis in (132) we have
Substituting our calculations into (118) gives the desired result.
There is a slightly more natural way to write Lemma 8.1 which we state now.
Lemma 8.2. With all our previous notation, suppose that ϕ ∈ H O × l is an eigenfunction of the Hecke operators and the spherical Laplacian which has the ultraspherical expansion around i
Suppose that l is even. Then a m is zero unless m ≡ 0 mod 2 and in this case
Proof. The square of the absolute value of the mth Fourier coefficient of the function ϕ| { x,i =0} is given by Lemma 8.1. On the other hand the square of the absolute value of the mth Fourier coefficient of ϕ| { x,i =0} is
Comparing the two expressions, the factors of Y m l (0) 2 cancel when they are not zero -this is true when m ≡ l ≡ 0 mod 2.
The subconvexity hypothesis
In this section we introduce a hypothesis which controls the size of the L-functions which are related to Fourier/ultraspherical coefficients. For a general automorphic representation π of GL n (A F ), F a number field, Iwaniec and Sarnak have defined the analytic conductor C(π). This C(π) is the product of the usual conductor and a parameter which measures the infinity type of the automorphic representation, and it turns out that C(π) is the natural quantity by which to estimate the central value L(1/2, π).
In our setting the classical conductor does not vary, so estimates versus C(π) are in terms of the archimedean (eigenvalue/weight) aspect. One expects a (relatively) easy estimate of the form
Improving over this bound is called the subconvexity problem and has been accomplished in some cases. For now we record the important result of Michel and Venkatesh [MV-10, Theorem 1.1].
Theorem 9.1 (Michel, Venkatesh). There is an absolute constant δ > 0 such that: for π an automorphic representation of GL 1 (A F ) or GL 2 (A F ) (with unitary central character), one has
In the setting of Lemma 8.2 we are interested in the L-value L(1/2, Π ⊗ Ω m ) (we will address L(1, π, Ad) momentarily). We know that L(s, Π ⊗ Ω m ) is the automorphic L-function of an automorphic representation of GL 2 (A E ) (so Theorem 9.1 applies to the central value). The Gamma factors for L(s, Π ⊗ Ω m ) in the case |m| ≤ l are [MW-08, pg. 169]
where k is the weight of the holomorphic cusp form associated to π and the complex Gamma function is
Following the recipe for the analytic conductor given in [MV-10, pg. 207] we have
Recall that π is the Jacquet-Langlands transfer of a representation generated by a spherical harmonic of degree l, so we have k = 2l + 2 and the analytic conductor can be written
We will want to assume a general subconvexity hypothesis for these L-functions which we state now.
The ability to take δ arbitrarily close to 1/4 in SC(δ) is a section of the Generalized Lindelöf hypothesis. We therefore consider only δ values in (0, 1/4). The result of Michel and Venkatesh says that SC(δ) is true for some δ ∈ (0, 1/4).
It is well known that the values L(1, π, Ad) satisfy
or keeping with our l parameter
we have by Lemma 8.2 that when m ≡ l mod 2
Thus the inequality
gives a convexity bound for the L-value L(1/2, Π ⊗ Ω m ) when |m| is not too close to l.
To conclude this section we note that using the bounds for L(1, π, Ad) along with SC(δ) in Lemma 8.2 gives the upper bound for the ultraspherical coefficient
where we replaced 5/2 with 1 in the expression (143) for C(Π ⊗ Ω m ) for simplicity. where the combinatorial symbols are understood to vanish when they have non integer arguments. Using the Stirling bounds
to estimate the binomial coefficients (with a little adjustment for |m| = l) gives
which gives an easy L 2 restriction lower bound in the following Lemma.
Lemma 10.1. Let γ denote the geodesic { x, i = 0} in S 2 . When l is even and ϕ ∈ H O × l we have
Proof. When l is even and ϕ ∈ H O × l we have noted in Section 2 that ϕ is invariant under the involution of S 2 (155) (x, y, z) → (−x, y, z).
It follows that in the expansion of ϕ about i the only nonzero coefficients correspond to even m, i.e. 11. Proof of Theorem 1.5
Just as in our proof of Theorem 1.3, Theorem 1.5 follows from Lemma 2.2 together with the following Proposition 11.1.
Proposition 11.1. Assuming the generalized Lindelöf hypothesis, then for any ǫ > 0, ϕ has ≫ ǫ l 1/12−ǫ zeros on the geodesic (159) {e iθ k} ⊂ S 2 = {xi + yj + zk :
when l is even and ϕ is a Hecke eigenfunction in H O × l .
Proof. Let l is a positive even integer and ϕ ∈ H O × l a Hecke eigenfunction. We assume that ϕ L 2 (S 2 ) = 1. We denote by γ the geodesic (160) {(0, y, z) ∈ S 2 } = {v ∈ S 2 : v, i = 0}.
We divide γ into intervals which have as endpoints roots of ϕ| γ . That is, we write 
If we can
(1) Show that each of the contributions I i ϕ(x)dγ(x) is small and (2) Show that ϕ| γ L 1 (γ) is large (in comparison) then it will follow that N must be large. This is the approach of Ghosh, Reznikov and Sarnak in [GRS-12] which we follow rather closely.
We now assume SC(δ) for some δ to be chosen in (0, 1/4). We write as before the ultraspherical expansion of ϕ around i We cut the range of the sum into two regions to be estimated separately: In the other range we use Cauchy-Schwartz: To proceed we use |ϕ| γ L 2 (γ) ≫ 1 so that we have (177)
the L ∞ bound (168) gives
Putting this into (177) gives (180)
I ϕ(x)dγ(x) ≪ ǫ (log l) 2 l 5/12+ǫ−2δ ϕ| γ L 1 (γ) .
We now assume the Lindelöf hypothesis for the relevant L-functions: taking δ arbitrarily close to 1/4 gives (181) I ϕ(x)dγ(x) ≪ ǫ l −1/12+ǫ ϕ| γ L 1 (γ) .
As the contributions from the intervals I i paving the geodesic must make up the total L 1 norm, the estimate (181) implies that there must be ≫ ǫ l 1/12−ǫ intervals, hence ≫ ǫ l 1/12−ǫ zeros of ϕ on γ.
12. Notation 12.1. Relations.
f ≍ g means that f ≪ g and g ≪ f .
12.2. Symbols. The number of nodal domains of a spherical harmonic f .
O(n)
Elements of O of norm n.
