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Abstract: Isoparametric hypersurface M '~ C S n+l can be defined as an intersection of the unit. 
sphere r 2 --- (ul) 2 +. . .  q- (un+2) 2 = 1 with the level set F(u) = const of a homogeneous 
polynomial F of degree g, satisfying Cartan-Munzner quations (VF) 2 = g2r29-2, AF = cr 0-2 
c = coast. We introduce a hamiltonian system of hydrodynamic type 
u't = l ~ij d OF 
g dx OuJ ' 
with the hamiltonian operator ~'~d/dx and the hamiltonian density F(u)/g. Under the addi-- 
tional assumptio n of the homogeneity of the hypersurface M '~, the restriction of this system to 
M n proves to be nondiagonalizable, but integrable and can be transformed to an appropriate in- 
tegrable reduction of the N-wave system. Possible generalizations to isoparametric submanifolds 
(finite or infinite dimensional) are also briefly indicated. 
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1. Introduct ion 
In remarkable papers [2-5], see also [6], Cartan initiated the study of isoparamet-  
ric hypersurfaces in spheres (i.e., hypersurfaces with constant principM curvatures). 
His research was carried forward starting from Nomizu [35,36] and gave rise to a 
beautiful theory, revealing deep and nontrivial connections with algebra, topology and 
differential geometry.  Let us briefly summarize the modern state of theory following 
Munzner [32, 33]. 
Any isoparametr ic hypersurface M '~ in the unit sphere S n+l c E n+2 is Mgebraic 
and can be obtained as an intersection of the sphere 
(ul) ~ +. . .  + (u'~+2)  = 1, (1.1) 
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with the level set 
F(u) = a = const, (1.2) 
of a homogeneous polynomial F of degree g, satisfying the so-called Cartan-Munzner 
equations 
(VF) 2 = g2r2g-2, (1.3) 
AF = cr g-2. (1.4) 
Here r 2 = (u l )2+. . .  + (un+2)2; c = const; V and A denote the gradient and the Lapla- 
cian in E n+2, respectively. (In fact it was pointed out by Cartan and Munzner that any 
solution of equations (1.3) and (1.4)is necessarily polynomial). Hypersurface M n has 
exactly g distinct constant principal curvatures. Moreover, for odd g the multiplicities 
of principal curvatures are equal and the constant c in equation (1.4) is zero. Hence, 
for odd g, F(u) is a harmonic polynomial. For even g the multiplicities can assume at 
most two different values m+ and rn_, and the constant c is equal to g: (m+-  rn_)/2. 
Representing the constant a in (1.2) in the form a = cosgt, one can calculate the 
principal curvatures )~i of the hypersurface M '~ explicitly: 
A i cot(t  + (~-~) = , a=0,1 , . . . ,g -1 .  
Hypersurfaces M n corresponding to different values of the constant a are parallel in 
S n+l. In the following it will be convenient to specify a = 0. Hypersurface M n = F - l (0 )  
is a nonsingular compact hypersurface (we recall that Cartan-Munzner polynomial 
F(u) maps S n+l onto the segment [-1, 1], the endpoints +1 being the only critical 
values of F). Moreover, M ~ = F -1 (0) is a minimal hypersurface. 
One of the most important results in the theory of isoparametric hypersurfaces 
obtained after Caftan was that of Munzner [33], restricting the degree g of polynomial 
F(u) to be 1, 2, 3,4 or 6. The cases g = 1,2 and 3 were completely classified by Cartan 
himself. For g = 1, M n is a standard sphere S n, imbedded in S ~+1 as a hyperplane 
section. For g = 2, M n is a standard cyclid. Both these examples are not interesting 
from the point of view of our approach and will not be discussed in what follows. 
For g = 3 there exist exactly four different isoparametric hypersurfaces M n with 
three distinct principal curvatures [4]. Their dimensions are equal to 3,6, 12 and 24, 
respectively. In fact, Cartan solved equations (1.3), (1.4) for g = 3. The solution exists 
for n = 3, 6, 12 and 24 only and can be naturally expressed in terms of the multiplication 
in one of the division algebras A = {II~, C, IE, O} as follows: 
r = (u5) 3 -  3u5(u4) 2+ 3uS(U1U1 + U2U 2 - 2U3U 3) (1.5) 
+   u4(V101 _ v :5 : )  +   (vlv:v 3 + 
Here uS,u 4 E ll~ and U 1, U S, U 3 are three elements of the algebra A = {R, C, IHI, O} with 
the standard operations of conjugation and multiplication. The intersection of the unit 
sphere 
U1L [1 + U2~] "2 + U3~/-3 --[- (u4) 2 + (u5) 2 = 1 
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with the level set F = const of polynomial (1.5) is an isoparametric hypersurface 
of dimension = 3 dim A = {3, 6, 12, 24}. All isoparametric hypersurfaces with three 
distinct principal curvatures are homogeneous, i.e., they are the orbits of certain sub- 
groups of the orthogonal group O(n + 2), acting in a standard way on the unit sphere. 
~m+l C E n+2. 
To complete the classification of isoparalnetric hypersurfaces in spheres we just haw~ 
to solve equations (1.3), (1.4) in polynomials for g = 4 and g = 6. However, this 
problein proves to be far from trivial. Some particular esults in this direction were ob- 
tained by Nomizu [35, 36], Takagi [47], Takagi and Takahashi [48], Ozeki and Takeuch:~ 
[39,40]. For example, there exists a complete classification of homogeneous isoparamet- 
ric hypersurfaces (Takagi and Takahashi [48], Usiang and Lawson [28]): all of them 
can be modelled as orbits of isotropy representations of rank two symmetric spaces. 
In intrinsic terms the necessary and sufficient conditions for a hypersurface M '~ to be 
homogeneous were discussed by Takagi [49]. 
In the case g = 6 the results of Abresh [1] and Dorfmeister and Neher [15] sug- 
gest that there exist only two isoparametric hypersurfaces of dimensions 6 and 12, 
respectively (both homogeneous). 
On the contrary, for g = 4 the situation is far more complicated. In paper [23] Ferus, 
Karcher and Munzner produced an infinite series of nonhomogeneous isoparametric 
hypersurfaces associated with the representation theory of Clifford algebras. The cor- 
responding polynomials are of the form 
m 
F(u) = (u,u) 2 -  2 E(Piu,  u)2, (1.6) 
i=0 
where Pi are 21 × 21 symmetric matrices atisfying the relations 
PiPj + PjPi = 2(5ij id, 
and (., .) denotes the scalar product in E :l. Dorfmeister and Neher [12-14] established a 
close relationship between isoparametric hypersurfaces with g = 4 and certain algebraic 
objects, called isoparametric triple systems (homogeneous hypersurfaces being related 
to Jordan triple systems). 
Connections ofisoparametric hypersurfaces with division algebras, symmetric spaces, 
Clifford algebras, triple products, etc. reveal their deep and nontrivial algebraic origin. 
Isoparametric hypersurfaces naturally arise also in differential geometry in the theory 
of tight and taut immersions (see e.g. Cecil and Ryan [10]) as well as in the theory of 
Dupin hypersurfaces. In the papers by Pinkall [41,42] and Miyaoka [31] (see also Cecil 
and Chern [9]) it was pointed out that under certain assumptions Dupin hypersurfaces 
can be obtained as Lie-geometric mages of isoparametric hypersurfaces. 
The main purpose of this paper is to clarify the role of isoparametric hypersurfaces 
in the theory of integrable systems. Our construction is essentially the following. Let 
us consider in the ambient euclidean space En+2(ul , . . .  ,u n+2) a hamiltonian system 
u{=l~i jdOF  I (0F )  i , j= l , ,  n+2,  (1.7) 
g dxOuJ = g ~ ' "'' 
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with the hamiltonian operator df ij d/dx and the hamiltonian H = 1/g f  F(u)dx, the 
density F(u) being Cartan-Munzner polynomial. Equations (1.7) are not yet the main 
object of our study. Indeed, using (1.3), (1.4) and (1.7) one can easily verify that 
: 2 g -  lr , = lg  
g 
(Checking these identities one has to keep in mind the homogeneity ofF : u ~ OF/Ou i = 
gF). Hence equations (1.7) are compatible with the constraints 
r 2 = 1, F = 0, 
i.e., we can restrict the dynamics (1.7) to the corresponding isoparametric hypersur- 
face M ~. 
Remark .  The radius-vector ~and the unit normal 4 of isoparametric hypersurface 
M n are given by 
~____(ui ' .,uS+2), 4= 1 (0F  OF)  
"" g ~-~""  0u-~2 
Indeed, using (1.3), the homogeneity of F and the equations r 2 = 1, F = 0, one can 
easily verify that (~', 4) = 0, (4, 4) = 1. Hence the restriction of equations (1.7) to the 
hypersurface M '~ can be represented in a simple differential-geometric form 
= 4~. (1.8) 
We emphasize that differential-geometric representation (1.8) plays an important role 
in the theory of integrable hamiltonian systems of hydrodynamic type--see [19, 22]. 
Let us choose an arbitrary curvilinear coordinate system (e.g., ul , . . .  , u n) on isopara- 
metric hypersurface M '~. Then u n+l = un+l (u l , . . . ,  uS), u '~+2 = un+2(ul, . . . ,  uS), and 
equations (1.7) restricted to M '~ assume the form of an n × n system of hydrodynamic 
type 
u~ = vi(u)u~ , i , j=  l , . . .  ,n. (1.9) 
The matrix vi(u ) has a clear differential-geometric interpretation as the Weingarten 
operator of the hypersurface M '~ (indeed, comparing (1.8) and (1.9) we immediately 
arrive at formulas 04/OuJ = vj(u) Og/Ou i, which are in fact the definition of the Wein- 
garten operator). The eigenvalues and eigenvectors of vi(u ) are just principal curva- 
tures and principal directions of M '~, respectively. Of course, it is not always possible 
either to express u n+l and u n+2 in any suitable form, or to choose any other conve- 
nient parametrization f isoparametric hypersurface M '~. However, there always exists 
a simple exterior representation f equations (1.9) that makes possible their effective 
investigation. In Section 2 we recall the necessary information, concerning exterior ep- 
resentation ofhydrodynamic-type systems and illustrate our approach by two examples, 
arising in the theory of 3-orthogonal nd 3-conjugate coordinate systems. 
Let us summarize the main properties of hydrodynamic-type systems (1.9), associ- 
ated with isoparametric hypersurfaces in spheres: 
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1. The eigenvalues ,ki of the matrix v j (u  ) are constant. Indeed, M n has constant 
principM curvatures. 
2. System (1.9) does not possess Riemann invariants, i.e., it cannot be transformed 
into a diagonal form R~ = )ti(R)Riz. In fact, system (1.9) does not possess a single 
Riemann invariant. 
3. System (1.9) possesses n + 2 integrals of hydrodynamic type with the densities 
u l , . . . ,  u n+2 (indeed, equations (1.7) are conservative). In general there are no other 
integrals of hydrodynamic type. 
4. System (1.9) is not hamiltonian in the sense (1.7), because under the reduction 
7 .2 = 1, F = 0 the hamiltonian operator 5iJ d/dx undergoes rather nontrivial transfor- 
mation and becomes nonlocal (see Ferapontov [17,21]). 
5. The phase space of system (1.9) is a compact minimal algebraic hypersurface 
M n C S n+l. It looks promising to utilize the topology of M n in the investigation of 
the global structure of the solutions. Papers by Muto, Ohnita and Urakawa [34] as 
well as by Solomon [45] contain several results on harmonic analysis on isoparametric 
minimal hypersurfaces in spheres. For example, in [45] the spectrum of the Laplacian 
on four isoparametric minimal hypersurfaces with g = 3 distinct principal curvatures 
was calculated explicitly. In particular, it was shown that the components r i and n i of 
the radius-vector ~" and the unit normal ~ of isoparametric minimal hypersurface M *~ 
are the "simplest" eigenfunctions of the corresponding Laplacian AM:  /XM ri = --n r i, 
AM ni = --2n n i. As far as system (1.9) can be represented in the conservative form 
~'t = n~, we immediately recognize that the densities and the flows of the conserva- 
tion laws are the eigenfunctions of the Laplacian A M. It would be interesting to look 
for other interrelations of harmonic analysis on isoparametric hypersurfaces and the 
,:orresponding systems of hydrodynamic type. 
6. If isoparametric hypersurface M n is homogeneous, system (1.9) possesses a tran- 
sitive Lie group of point symmetries. Moreover, in this case it proves to be integrable 
a~ld can be explicitly transformed to an appropriate integrable reduction of the N-wave 
system. In the subsequent Sections 3, 4, 5, 6 we consider case by case all isoparametric 
hypersurfaces of low dimension (low-dimensional examples are the most attractive from 
1he point of view of their applications): 
- Cartan isoparametric hypersurface M 3 C S 4 with g = 3. 
- Cartan isoparametric hypersurface M 4 C S 5 with g = 4. 
3 isoparametric hypersurfaces M 6 C S 7 with g = 3, g = 4 and g = 6. 
- 2 isoparametric hypersurfaces M s C S 9, both with g = 4. 
These examples exhaust he list of isoparametric hypersurfaces with g /> 3 in low- 
dimensional spheres S 4, S 5, S 7 and S 9. We recall that there are no isoparametric hy- 
persurfaces with g /> 3 in S 6 and S s. All these examples are homogeneous (the first 
known nonhomogeneous example occurs in oc15). We demonstrate he integrability of 
the corresponding hydrodynamic-type systems by explicitly transforming them to ap- 
propriate integrable reduction of the N-wave system, being one of the classical soliton 
equations, integrable via inverse spectral transform. 
The main advantage of the homogeneous case is that equations (1.7) can always be 
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represented as a single matrix Hopf equation 
At=(Ag- ' )~,  (1.10) 
where the matrix A is an element of certain symmetric space of rank two (see Sect. 
3-6 for the details). 
Thus homogeneous i oparametric hypersurfaces in spheres provide us with an infi- 
nite list of examples of hydrodynamic-type systems, which are nondiagonalizable, but 
integrable. 
Remark .  The approach of Sect. 3-6 cannot be extended to nonhomogeneous isopara- 
metric hypersurfaces. Integrability of the corresponding systems (1.9) in the nonhomo- 
geneous case is yet unclear. 
There exist at least two natural generalizations of the construction described above. 
The first one is connected with isoparametric systems of functions and isoparametric 
submanifolds (see, e.g., Terng [51,52], Qiming [44], Strubing [46], Carter and West 
[7, 8]). 
Def in i t ion.  We say, that the functions Fl(u) , . . . ,  Fro(u) form an isoparametric sys- 
tem in the euclidean space E n+m (ul, ... , u n+m) if the following conditions are satisfied: 
1. (~F~,VF  f~) and AF  ~ are functions of F1,... ,F m for any ~,/~ E 1,. . .  ,m. 
2. [VF ~, ~7F z] are linear combinations of VFZ's with coefficients being functions 
of F1 , . . . ,  Fm. Here (.,-) and [., .] denote the scalar product and the commutator of 
vector fields in E n+m, respectively. 
Example  1.1. Both conditions 1. and 2. are satisfied if we choose F 1 = r 2, F 2 = F, 
where F(u) is Cartan-Munzner polynomial in E'~+2(ul,..., un+2). 
Submanifold M '~ C E n+m defined by the equations 
F 1 =const ,  . . . ,  F m=const ,  (1.11) 
is called isoparametric and can be viewed as a straightforward generalization of isopara- 
metric hypersurfaces in spheres. 
Remark .  According to the results of Carter and West [8] and Terng [51] the functions 
F1,... , F m can always be assumed polynomial. 
Let us consider m hamiltonian systems of hydrodynamic type 
Ou i d OF~ _ ~ OF~ ~ 
Ot =5~JdxOu j - \Ou i ]x ,  i , j= l , . . . ,n+m,  a=l , . . . ,m,  (1.12) 
with the hamiltonian operator 5~J d/dx and the hamiltonian densities F ~. Equations 
(1.12) are compatible with the constraints (1.11) and hence can be restricted to the 
isoparametric submanifoId M n. Choosing, e.g., u l , . . .  ,u n as coordinates on M '~, we 
can rewrite equations (1.12) constrained by (1.11) as m n × n systems of hydrodynamic 
type: 
u~ i j (1.13) =%j(u) u~, i , j=  l , . . . ,n ,  c~= l , . . . ,m.  
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Systems (1.13) share the following common properties: 
1. The eigenvalues of matrices v~ are constants (depending on a). 
2. Systems (1.13) commute with each other (note that systems (1.12) may not 
commute in the ambient space, i.e., they become commuting only after being restricted 
to M'~). 
3. Systems (1.13) do not possess (in general) Riemann invariants. 
4. Systems (1.13) possess n + m common integrals of hydrodynamic type with the 
densities u l , . . . ,  u ~+m (indeed, equations (1.12) are conservative). 
5. Systems (1.13) can be represented in a simple differentiM-geometric form 
~t  ~ z ~o~ nx, ~ = 1 , . . . ,m,  
where ~" is the radius-vector of submanifold M n and g~ are m independent vectors, 
parallel in the normal bundle (we recall that the normal bundle of an isoparametric 
submanifold is fiat--see Terng [50]). 
6. If isoparametric submanifold M n is homogeneous (i.e., M '~ is an orbit of certain 
subgroup of the orthogonal group O(n+m)) ,  systems (1.13) are integrable and possess 
infinitely many higher integrals. 
Example  1.2. Let us consider the euclidean space Era(re+l)~ 2 of m x m symmetric 
matrices with the scalar product (A, B) = tr(AB). The functions F~(A)  = tr(A~)/a,  
~ = 1 , . . . ,  m, form an isoparametric family and generate m commuting matrix Hopf 
equations 
At~ = (A~-a)~:, 
which are easily verified to be compatible with the constraints F ~ = const. As far 
as F ~ are invariants of the action A ~ QAQ t of the orthogonal group O(rn), the 
corresponding isoparametric submanifold M re(m-l)~2 c E m(m+l}/2 is homogeneous. 
Further examples of isoparametric submanifolds are the orbits of the adjoint repre- 
sentations of compact Lie groups and the orbits of the isotropy representations of rank 
m symmetric spaces. This list of examples is in fact complete, because from the results 
.'.)f Thorbergsson 54] (see also Olmos [38]) it immediately follows that any compact 
irreducible isoparametric submanifold of codimension rn ) 3 is necessarily an orbit of 
lhe isotropy representation f noncompact symmetric space of rank m. 
The other way to generalize our construction is to consider the ambient space of 
a pseudoeuclidean signature. The theory of isoparametric hypersurfaces in pseudo- 
Riemannian space forms was discussed by Nomizu [37] and Hahn [26]. The construc- 
tion of Ferus, Karcher and Munzner [23] also can be adopted to arbitrary signature;. 
lsoparametric submanifolds in pseudoeuclidean spaces were investigated by Kashani 
129, 31]. Pseudoeuclidean situation is more complicated and differs essentially from the 
euclidean one. For example, in the pseudoeuclidean case isoparametric submanifold 
need not be algebraic, the principal curvatures may be complex, etc. Even the simplest 
case of isoparametric system, consisting of a single function F(u): 
(VF, VF) = ¢(F),  AF  = 
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(here the scalar product (., .) and the Laplacian A correspond to Lorentzian signature) 
reveal many nontrivial features--see e.g. [24, 25]. However, we claim that homogeneous 
isoparametric submanifolds in pseudoeuclidean spaces generate integrable systems of 
hydrodynamic type. 
Homogeneous i oparametric hypersurfaces in spheres (or, more generally, homoge- 
neous isoparametric submanifolds in pseudoeuclidean spaces) provide us with an infi- 
nite number of hydrodynamic-type systems 
u~ i J = vj(u)u~, i , j  = l , . . .  ,n, 
which are nondiagonalizable, but integrable (the first examples of this type were dis- 
cussed by Tsarev [56,57] and Ferapontov [18,20,22]). Note, that up to now the main 
activity in the theory of hydrodynamic-type systems was concentrated around systems 
in Riemann invariants--see, .g., the reviews of Dubrovin and Novikov [16] and Tsarev 
[55]. Given any integrable nondiagonalizable system, one can produce further examples 
applying the following simple construction. Let 
B(u) dx + A(u)dt and N(u) dx + M(u)dt 
be two integrals of hydrodynamic type (we recall, that any n × n system, arising 
within our approach, possesses at least n + 2 hydrodynamic ntegrals). Introducing 
new independent variables X, T by the formulas 
dX = B(u) dx + A(u) dr, 
dT = N(u) dx + M(u) dt, 
we can rewrite our system in the form 
where the matrix V = Vj' is connected with v = v~3 as follows: 
V = (Bv-  AE) (ME-  Nv) -1, E = hj. 
Transformations of this type are known as "reciprocal" and preserve the properties of 
being nondiagonalizable and integrable. We emphasize that all integrable nondiagonal- 
izable systems, which were known up to now, are naturally included in our scheme-- 
i.e., they are either those corresponding to homogeneous isoparametric hypersurfaces, 
or those related to them by an appropriate reciprocal transformation--see [18, 20, 22] 
for some exact results in this direction. 
In the recent ime there was an activity devoted to infinite dimensional isoparamet- 
ric submanifolds in Hilbert spaces--see Terng [52,53] and Pinkall and Thorbergsson 
[43]. One of the model examples i  the orbit of the gauge group in the Hilbert space of 
connections on the principal G-bundle over S 1. This infinite dimensional homogeneous 
isoparametric submanifold has finite codimension and generates via the procedure dis- 
cussed above the (2 + 1)-dimensional integrable quation (see Sect. 7): 
[g-lg,, a] + (g -%)y  = [a-lgx, b]. 
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tlere [-,-] denotes the commutator, the matrix-vMued function g( t ,x ,y )  E G is 2~- 
periodic in y, and a, b are two constant commuting matrices from the Cartan subalgebra 
of the Lie algebra of G. This equation possesses a commutator representation 
[L1,L2] = O, 
where the operators L1, L2 are given by 
L1 =O~ + g- lgx+ A(a -Ov)  , 
L2 = Ot + g - l  gt + A b, 
A being the spectral parameter. It would be interesting to understand what kind of 
integrable systems could he obtained from other examples of that sort. 
2. Exter io r  representation of hydrodynamic type systems 
Let us consider an arbitrary n × n system of hydrodynamic type 
u~ ~ J = vj(u)u~, i , j=  1, . . .  ,n. (2.1) 
The only assumption is that of hyperbolicity, i.e., that the matrix v}(u) has real 
eigenvalues Ai(u) and a basis of n linearly independent left eigenvectors 1i = 
(l~(u), l~(u)) satisfying l iv j = Ail~ Introducing 1-forms ~i = l}(u)duJ,  we can " ' ' '  j k  " 
rewrite (2.1) in the equivalent exterior form: 
w i A (dx + A idt) = 0, i = 1,. . .  ,n. (2.2) 
Differentiating ~z i and A i, we obtain the structure quations of system (2.1): 
&v i = cjk ~vJ A ~v k, (2.3) 
i wJ. (2.4) dA i = /~j 
Coefficients c~k(u ) and A}(u)carry all the necessary information about the system under 
study (see [18]). For example, system (2.2) is completely nondiagonalizable (i.e., does 
not possess a single Riemann invariant) if and only if dwiAw i # 0 for any i - 1, . . .  , n. 
This is easily seen to be equivalent o the following condition: for any i there exist 
j , k  # i such that c i jk#0. 
In the case when all eigenvalues A i are simple, the forms w i are defined uniquely up 
to normalization wi ---. piwi. If some eigenvalues coincide (e.g., A i = AJ), the forms wi 
and wJ are defined up to arbitrary linear combinations wi ___, awi+bwJ ,  ~.dj _.+ pof i+qwJ.  
This arbitrariness can be utilized for simplifying the structure quations (2.3). 
All integrable nondiagonalizable systems of hydrodynamic type, that will appear 
below, share two common properties: 
1. The structure quations (2.3) are the Maurer-Cartan equations of a Lie group, 
i .e . ,  Cik = const .  
2. The eigenvalues A i are constants. 
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The forms w i are thus left-invariant forms of a Lie group G. The group G is nothing 
but the group of Lie-point symmetries of the system under study. Introducing new 
independent variables pi by the formula 
~i = pi (dx + )d dr) 
(or, equivalently, pi= li(u)u{), and inserting this representation i  (2.3), we obtain 
p~ =Aip  i + Cikp'ip k, (2.5) 
Transformation pi = l}(u)uJ can be viewed as a differential substitution, relating (2.1) 
and (2.5). Although (2.5) looks like the system of n resonantly interacting waves, it 
is not integrable in general. One has to impose some additional restrictions on the 
constants A i and cik to ensure the integrability (see subsequent sections). 
Let us illustrate our approach by two instructive xamples from differential geometry, 
which naturally lead to integrable nondiagonalizable systems, defined over Lie groups. 
These examples arise in the theory of 3-orthogonal nd 3-conjugate coordinate systems 
in the Euclidean space E 3 (in our presentation we follow Tsarev [57]). 
Example  2.1 (3-orthogonal coordinate systems). Consider the Euclidean space 
E3(xl ,xZ,x 3) supplied with a 3-orthogonal curvilinear coordinate system (R 1, R 2, R3). 
Let gl, g2, g3 be three pairwise orthogonal unit tangent vectors to the corresponding 
coordinate lines. These vectors can be parametrized by the Euler angles ~b, 0, ¢ as 
follows: 
gl = ( -  sin 0 sin ~b, - sin 0 cos ~b, cos 0), 
g2 = (cos 0 sin ~b cos ¢ - cos ~b sin ¢, cos 0 cos ~b cos ¢ + sin ~b sin ¢, sin 0 cos ¢), 
g3 = (cos 0 sin ¢ sin ¢ + cos ¢ cos ¢, cos 0 cos ¢ sin ¢ - sin ¢ cos ¢, sin 0 sin ¢). 
Here ~b, 0, ¢ are certain functions of R 1, R 2, R 3. It was shown by Bonnet (see e.g. [11, 
p. 12]) that these functions have to satisfy the quasilinear system 
OR----g - cos 0 = 0, 
sin 0 cos ¢ 0¢  ¢ 00 +s in  ~=0,  (2.6) 
0¢ cos ¢ 00 sin 0 sin ¢ ~-7  - ~- r  = 0. 
which is completely equivalent o the equations (Ogi/OR j, gk) = 0 for any i # j # k # 
i. These equations manifest the well-known fact that the surfaces of a 3-orthogonal 
coordinate system intersect Mong the lines of curvature. 
Introducing 1-forms 
ca 1 = d¢-  cos 0 d~b, 
~2 = sin 0 cos ¢ d~b + sin ¢ dO, 
~a 3 = sin 0 sin ¢ d~b - cos ¢ dO, 
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we can rewrite equations (2.6) in the convenient exterior differential form 
w 1/x dR  1/x dR  2 = 0, 
w2 A dR 1 A dR 3 = 0, (2.7) 
w 3 A dR 2 A dR 3 -- O. 
The forms w i are easily verified to satisfy the structure quations of the SO(3) group: 
dw 1 = w 2 A w 3, dw 2 = w 3 A w I , dw 3 = w I A w 2. (2.8) 
The SO(3)-invariance of equations (2.6) manifests the obvious fact that the 3- 
orthogonality conditions are preserved by arbitrary orthogonal transformations of E 3 
A (1 + 1)-dimensional integrable reduction of equations (2.6) can be obtained now 
by imposing the additional constraint ~b = ~i0 = (~¢ = 0, where ~ = O/OR 1 + O/OR 2 + 
O/OR 3. Such coordinate systems naturally arise in the theory of Egorov's metrics--see, 
e.g., [56]. In this case ~, 0 and ¢ become functions of only two independent variables 
x and t: x = R 2 - R 3, t = R 2 + R 3 -2R  1, and equations (2.6) can be rewritten as 
- - cos  0 - = 0 ,  
sin 0 cos ¢ (~t + Cx) + sin ¢ (Or + Ox) = O, (2.9) 
sin 0 sin ¢ ~t - cos ¢Ot = O, 
or, in the exterior form, 
w 1 A (dx + dr) = O, 
w 2/x (dx  - dt)  = 0, (2.10) 
w 3 A dx = O. 
Introducing new dependent variables pl, p2, p3 by the formulas w 1 = p l (dx  + dt) ,  
w:  = p2( dx -  dt) ,  w 3 = p3 dx and inserting this representation in the structure quations 
(2.8), we arrive at the integrable 3-wave system 
p~ _ p l  = _p2p3 
p2 t + p2 = _p lp3 ,  
p3 = 2plp2,  
known in nonlinear optics as the system of exact resonance ([58]). We emphasize that 
exterior representations (2.7) and (2.10) with the SO(3)-structure equations (2.8) are 
much more convenient and simple than the corresponding coordinate formulas (2.6) 
and (2.9). 
Example 2.1 (3-conjugate coordinate systems). Consider the Euclidean space 
E3(x l ,x  2, x 3) supplied with a 3-conjugate curvilinear coordinate system (R 1, R 2, R3). 
Let  (e l ,  2 3 (4 ,  2 3 , = (e3, e3,e 3) be three tangent the = e , e2), e'3 vectors el, el), g2 = to 
corresponding coordinate lines. The necessary and sufficient conditions for this coordi- 
nate system to be 3-conjugate are the following: 
0 
Ojg iespan(g i ,g j )  forany i# j ,  O j=OR j .  (2.11) 
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As far as equations (2.11) are invariant under transformations gi ---' pi~i, we can always 
3 1. Then (2.11) can be rewritten in the form assume that e i = 
1 2 ----0, i# j .  det e i e i 
1 2 ej  ej 
Thus we arrive at six equations in six unknowns e l (R) ,  e~(R): 
(e~ - ~i) o2d - (e l '  - ~)  o~ : o, 
(e] - ei) o2~ 1 - (e l  - ~)  o2e] = o, 
(e 2 _ %2)01e I _ (el - e21) 01e 2 = 0, (2.12) 
(e 2 -  e 1)CQ le 1 -  (e l -  e])01e3 2 = O, 
(~ - e~) o~d - (e l l  - e~) 03e1 ~= O, 
(el - e~) O~e~ - (e  I - e~) 03el = O. 
Let us introduce a matrix-valued 1-form w = co ij by the formula 
02=dE.E  -1 ,  where E= [e~ e i . (2.13) 
\e~ e3 ~ 
A direct calculation gives: 
0211 = deTE( (e  i -  
= det 1g((e32 - 0212 
02,3= , ! ~( (e~-  
w21 1 2 
= ~IWE((e2 - e~) 
0222= det lE((e~-e21)  
0223 1 
= detE( (e21-e221 
0231____ det 1E( (e l -e ] )  
= ~((d  - e~) 03 32 
02 3 =,  ! .  ( (el  _ ue~ 
One can immediately verify that 
form 
w 13 A dR 1 A dR 3 = O, 
0.) 23 A dR 2 A dR 3 = O, 
w 12 A dR 1 A dR 2 = O, 
e])dd + (e I - e~) dei~), 
ei~) dd  + (d  - el) de~), 
e~)ad + (e I - d)  ~e~), 
~e I + (e~ - e~) de~), 
~e'~ + (e I - d )  de~), 
de~ + (e I - e~) de~), 
d~i + (d -  ~1) de]), 
de~ + (e I - el) de]). 
(2.14) 
equations (2.12) can be represented in a simple exterior 
0231 A dR 1 A dR 3 = 0, 
0232 A dR 2 ^  dR  3 = 0, 
0221 A dR 1 A dR 2 = 0, 
(2.15) 
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respectively. Moreover, 
0311 ~_ _0312 _ 0313, 0322 _____ 0321 -- 0323, 0333 : _0.,31 _ 5032. 
It follows from (2.13) that the forms 03,3 satisfy the structure quations 
(2.16) 
dwiJ = 03ik A 03kj. 
Using (2.16), we can write them down explicitly as 
d0313 : (0331.3t_ 0332 _ 0312) A 
d0331 : (0312 + 0313 _ 0332) A 
d~23 : (0331 + 0332 _ 0321) A 
d0332 = (w21 + 0323 -- 0331) A 
d0312 : (0321 At_ 0j23 _ 0313) A 
d0321 = (0312 + 0313 _ 0323) ^ 
0) 13 + 0312 A ¢D 23, 
0331 + 0332 A co 21 , 
0323 "4- 0321 A 0313, 
5032 _[_ 0331 A 0312, 
~12 "4- 0313 A 0332, 
0321 .~_ 0323 A 0331. 
~-~12 : 30312, 
q 
~'~13 = "50313 
~-~23 : q0323, 
T 
(2.17) 
~"~32 : r0332 
q 
~11 = d__ss + 0311 , ~-~22 ---- __dq + 0322, ~"~33 = __dr 4- 0333, 
s q r 
where s, q, r are supplementary variables, subject to the constraint sqr = 1/det E 
(in fact, we have utilized the freedom in normalizing the forms 030). Using (2.16) and 
(2.17) one can easily verify that the forms ~ij satisfy the structure equations of the 
group SL(3,11~): 
d~iJ = ~ik A ~-~kj, (2.18) 
(to verify the last condition one has to apply the identity 0311 +0322 _1_0333 = d In det E). 
Moreover, equations (2.15) can obviously be rewritten in the form 
~,-~13 A dR 1 A dR 3 = 0, ~31 A dR 1 A dR 3 = 0, 
~-~23 A dR 2 A dR 3 = 0, ~'~32 ^dR 2 A dR 3 = 0, (2.19) 
~12 A dR 1A dR 2=0,  l~ 21A dR 1A dR 2=0,  
Thus, we have transformed equations (2.12) in the exterior form (2.19) on the Lie group 
SL(3,  ~). The SL(3,  I~)-invariance of equations (2.12) manifests the obvious fact, that 
the 3-conjugacy conditions are preserved by arbitrary linear transformations of E 3. 
Thus, equations (2.12) are defined on the 6-dimensional Lie group with the structure 
equations (2.17). However, this is not the full symmetry group of equations (2.12). To 
demonstrate this fact we introduce new forms ~ij by the formulas 
.5 
8 
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A (1 + 1)-dimensional integrable reduction of equations (2.12) can be obtained now 
by imposing the additional constraint Se} = 0, where 6 = O/OR 1 +O/OR2+O/OR 3. Such 
conjugate systems can be viewed as a natural generalization of Egorov's 3-orthogonal 
coordinates. In this case e( become functions of only two independent variables x 
and t : x = R 2 - R 3, t = R~+ R 3 - 2R 1, and equations (2.12) can be rewritten as 
(e~ 2 1 2 e2)(e l t  -~ e]~) (el 1 2 - - - e2)(elt + el~ ) = 0, 
(e~ ~ 1 1 - - e~)(e~, + eL)  = O, 
(e~ ~ 1 1 e2)e~ (e~ = 0, _ _ _ e2)e2t 
(e~ 1 1 e2)e3t (e I 1 2 - -  - -  - -  e 1 )e3t  = O, 
(e~ ~ 1 1 2 e3)(el  t (e I 1 2 . . . . .  e l~)  O, e3)(e,~ elx ) 
(e~ 2 1 e3)(e2 t (e I 1 2 2 . . . . .  e ~ ) = O, e~)  e~)(e~, 
or, in the exterior form, 
[213 A (dx - dt) = O, 
[223 /X dx = O, 
f112 A (dx + dt) = O, 
f131 ^  ( dx - dt ) = O, 
[232 /k dx = O, 
fl21 A (dx + dr) = O. 
(2.20) 
Introducing new dependent variables pij by the formulas 
[213 = p13(d x _ dt), fl31 = p31(d x _ dt), 
~-~23 ~___ p23 dx, [232 = p32 dx, 
[-~12 = p12(d x + dt), [221 -- p21(dx -4- dt), 
(note that one can always assume that [2il = 0 after a suitable choice of s, q, r) and 
inserting this representation i (2.18), we arrive at the integrable system 
pt 13 Jr p13 = p12p23 p31 .1_ p31 = __p32p21, 
p23 ____ 2p21p13 p32 __ __2p31p12, 
pl~ _ pV = _,13p3~, p~l _ p~l = p%3, .  
3. Car tan  i soparametr i c  hypersur face  M3CS 4 
Isoparametr ic  hypersurface M 3 can be represented as the intersection of the unit 
sphere S 4 
(~1)~ +. . .  + (~5)~ = 1, (3.1) 
with the zero level F = 0 of the third order polynomial 
F = (uS) 3 - 3~(u4)  2 + ~( (~ ' )~ + (~)~ - 2(~3) ~) (3.2) 
+ ~¢5~4((~1)  2 - (u2) ~) + 3~ u '~ 3, 
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(see formula (11.5)). Polynomial F satisfies the equations 
(VF) 2 = 9r  4, AF  = 0, 
that coincide with (1.3), (1.4) when g = 3. Let us introduce a 3 x 3 traceless ymmetric 
matrix 
U = u 3 u 4 - uS /v 'g  u 1 • 
u 2 u 1 2uS/v 'g  
Then 
r 2= ½ tr U 2, F= ½v~trU  3, (3.3) 
and the corresponding hamiltonian system 
can be represented in the simple matrix form 
Ut = v~(U 2 -  ½ tr U 2.E)=, 
where E = id. The restriction of our system to the hypersurface M a is thus completely 
equivMent o the matrix Hopf equation 
Ut = v/5(u2)=, (3.4) 
where U is a 3 x 3 symmetric matrix subject to the constraints (see (3.3)): 
tr U = 0, tr U 2 = 2, tr U 3 = 0. (3.5) 
To elucidate the integrability of the matrix Hopf equation (3.4), (3.5) we represent U 
in the form 
U=Q-1RQ, 
with Q E SO(3) and R = diag ( -1 ,  1,0). Inserting this ansatz in (3.4) one arrives after 
some trivial algebra at the following equations: 
[R; QtQ -1] = x/3[R2; Q~Q-i], (3.6) 
where [.,.] denotes commutator. It is convenient here to introduce a matrix valued 
1-form 
dO O-1  = w3 0 -¢d 1 , 
~2 wl 0 
(dQ Q-1 is skewsymmetric because Q is orthogonal). From the compatibility condition 
d2Q = 0 it immediately follows that the 1-forms ~i satisfy the structure quations of 
the SO(3)-group: 
dw 1 = w 2 Aw 3, dw 2 - -  ~'3 A a.)l, dw 3 ----- w 1 Aw 2. (3.7) 
350 E. V. Ferapontov 
Multiplying both sides of (3.6) by dx/xdt, we can rewrite (3.6) in the exterior differential 
form 
[dQ Q- l ,  R] A dx + x/-3[dQ Q- l ,  R 2] ^  dt = O, 
or, in the components, 
031 A (dx + x/'3dt) = O, 
032 A (dx - x/~dt) = 0, (3.8) 
033 A dx = O. 
System (3.8) is invariant under a transitive action of the Lie group of point symmetries, 
isomorphic to SO(3). 
Representing 03i in the form 
031 = pl(d x + v~dt) ,  
032 = p2(d x _ v~dt) ,  
033 = p3dx '
(the validity of such representation is an immediate consequence of (3.8)) and inserting 
in the structure quations (3.7), we arrive at the 3-wave system: 
= ¢5p  - ,/Sp p3, 
p2 t = --x/~p2-- ~p lp3 ,  
pZ = 2v plp2. 
Note that the propagation speeds of the waves are equal to -vf3, v~, 0 and coincide 
with the principal curvatures of Cartan hypersurface M 3. 
Remark .  A pseudoeuclidean counterpart of system (3.4) is provided by the matrix 
Hopf equation Ut = (U2)x, where the 3×3 matrix U is symmetric with respect o a pseu- 
doeuclidean scalar product. Representing U in the form U = Q-1RQ with Q E S0(2 ,1)  
and following the procedure described above we arrive at the exterior equations (3.8), 
where the forms 03i satisfy the structure quations of the S0(2,1)  group: 
dw 1 = 03 3 A 032 d032 ~ 031 A 033 d03 3 __ 031 A 032. 
This system is also integrable and can be transformed to another eal reduction of the 
complex 3-wave system. 
4. Cartan isoparametric hypersurface M4CS 5 
Isoparametric hypersurface M "4 can be represented as the intersection of the unit 
sphere S 5 
(u , )2  + . . .  + ( 6)2 = 1, (4.1) 
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with the zero level F = 0 of a fourth order polynomial 
F --- - ( (ua)  2 ~- (2t2) 2 -~- (u3) 2 -]- (u4) 2 -~- (u5) 2 -[- (u6)2) 2 
+ 2 ( (u l )  ~ + (u~) ~ + (u37  - (~4)~ _ (~s)~ _ (u6)~)~ (4.2) 
~- 8 (u lu  4 ~- U2U 5 7 t- U3U6) 2. 
(In complex notation x = u 1 + iu 4, y = u 2 + iu 5, z = u 3 + iu 6 the polynomial F CaD. 
be rewritten in the form 
F = - (x~ + Y9 + zz) 2 + 2( x~ + Y2 + z2)( ~ + 9 ~ + z~), 
coinciding with that given by Cartan [5]). Polynomial F satisfies the equations 
(VF)  2 = 16 r 6, 
AF=0.  
Let us introduce a 2 x 3 matrix 
U -- u4 u5 u6 . 
Then 
r 2=tr  UU t, F=4t r (UUt )2 -3 ( t r  UUt)  2, (4.3) 
and the corresponding hamiltonian system 
(:an be represented in a simple matrix form 
Ut = (4UUtU -3  t r (U Ut) • U)~. 
The restriction of our system to the hypersurface M 4 is thus completely equivalent o 
a matrix equation 
Ut = (4 U V t U - 3 V)~, (4.4) 
where U is a 2 × 3 matrix subject to the constraints (see (4.3)): 
tr uut= 1, t r (UUt)2__  3. (4.5) 
Remark .  Introducing a 5 × 5 skewsymmetric matrix 
_V  t 
one can rewrite equation (4.4) as a matrix Hopf equation 
Wt = - (4  W 3 + 3 W)~. 
To elucidate the integrability of the matrix equation (4.4), (4.5) we represent U in 
the form 
U=P-1RQ.  
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Here P E SO(2), Q E SO(3) and R is a constant 2 x 3 matrix 
0 
0 /3 ' 
where the constants a and/3 can be recovered from (4.5): 
t rUUt=trRR t = a2+/3  2 = 1, t r (UUt )2=tr (RRt )2=a4+/3  4 = 4"3 
(One can take, e.g., a = cos 17r,/3 = sin 17r). Inserting this ansatz in (4.4)) one arrives 
after some trivial algebra at the following equations: 
-P tP  -1 R + R QtQ -1 = - p~p-1 N + N QxQ -1, (4.6) 
where the constant 2 x 3 matrix N is given by N = 4 RRtR - 3 R. It is convenient here 
to introduce matrix valued 1-forms 
dQ 0 -1 = ~z 0 -w  1 , 
w 2 w 1 0 
(dPP-~ and dQ Q-1 are skewsymmetric because P and Q are orthogonal). The 1- 
forms ¢ and w i satisfy the structure quations of the SO(2) x SO(3) group: 
de = 0, (4.7) 
dw 1 ~ 032 /X 03 3, dw2 = w3 A w I , dw3 = wl  A w2. 
Multiplying both sides of (4.6) by dxAdt, one can rewrite (4.6) in the exterior differential 
form 
(dP p -1  R - R dQ Q- l )  A dx +(dP  p -1  N - N dQ Q- l )  A dt = O, 
or, in the components, 
w 1/x (dx + A 1 d t )= O, 
w 2 A (dx + A 2dt) = O, 
+ ¢) ^  (dx + dr) = O, 
(q2 3 -- (b) A (dx -I- )~4 dt )= O. 
Here the eigenvalues Ai are given by 
(4.8) 
A 1 = 4a 2 -  3 = x /2 -  1, A 2 = 4/3 2 -  3 = -v~-  1, 
A 3 = 4(~ 2 -- O~/3 + /32) _ 3 = 1 - v~, A 4 ---- 4(Ol 2 a c a/3 -4- /32) _ 3 ~-- 1 "~- V/'2, 
(recall that a = cos ~r,/3 : sin 11r). System (4.8)is invariant under a transitive action 
of the Lie group of point symmetries, isomorphic to SO(2) x SO(3). 
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Representing w/ and ¢ in the form 
wl = pl (dx + 11 dt), 
~2 = p2 (dx + A 2 dt), 
W 3 ~- Cfi -= p3 (dx + A 3 dt), 
~3 _ ¢ = p4 (dx + A 4 dt), 
(the validity of such representation is an immediate consequence of (4.8)) and inserting 
in the structure equations (4.7), we arrive at the 4-wave system: 
p~ = 1' p~ + ½p2((12 - 13)p 3 + (12-  14)p4), 
Pt2 = 12p2x -~- ½ P1((13 -- 11)p3 -}- (14--  11)p4) '  (4.9) 
;~ = 13p~ + ( I  1 - 12)pip 2, 
p4 = 14p4 q_ (11 _ 12)p lp2.  
Note that the propagation speeds h i of the waves coincide with the principal curvatures 
of Cartan hypersurface M 4. It can be verified that their cross-ratio is equal to -1 :  
(11 - -  14) (12  - -  13)  = -1 .  (4 .10)  
( I I  - 13) (1~ _ 14)  
In fact, (4.10) is the only essential restriction on A i one needs to demonstrate the 
integrabil ity of system (4.9). Let us introduce new constants a1, a 2, b 1, b 2 by formulas 
21 - b 1 _ b 2 12 - b 1 + b 2 13 b I 14 b 2 
a 1 _ a 2, a 1 + a ~ , = ~-i-, = a--7 
(these formulas are correct due to (4.10); e.g., one can choose a I = A 1 -A  4, a 2 = A 1-13,  
b 1 = 13(11 - 14), b 2 = 14(I  1 - 13)). Let us introduce also new dependent variables w12, 
w 13, w 14, w 23 by formulas 
pl = 2v/~(a 1_ a2)w12, p2 = 2v/~(al + a2)w13, 
p3 = 4alw14, /93 = _4a2w23. 
Then equations (4.9) can be rewritten in the form 
W12 __ a lbl -- b2a 2 wx12 + 2 alb2al _- bla2a2 W13(W 14 + /D23), 
_ 13 w1~(~1~ ~3) ,  
w~3 bl + b 2 alb 2 _ bla 2 
al q- a2 w x + 2 
al + a2 (4.12) 
alb 2 bla 2 W14 51 - 14 2 -- w l2w 13, 
= a---- f w x - al 
alb 2 bla 2 
w2t3 b2 _ 23 + 2 - w l2w 13, -= a--- ~w x a 2 
which coincides with the imaginary reduction of the integrable 4-wave system, discussed 
in [58, p. 216]. The associated spectral problem is given by 
Cx = ([J, Q] + AJ)~b, 
~ = ([I,Q] + 1I)~, 
(4.13) 
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where J = diag(al,a2,-a2,-al) ,  I = diag (bl,b2,-b2,-b 1) and Q is the 4 x 4 sym- 
metric matrix of the form 
0 w 12 w 13 w14 / 
0 
W 23 0 --W 12 " 
\W 14 W 13 --W 12 0 
Equations (4.12) are equivalent to the compatibility conditions of the spectral problem 
(4.13): 
[J, Qt] - [I, Q~] + [[J, Q], [I, Q]] = o. 
Remark .  A pseudoeuclidean counterpart of system (4.4) is provided by a matrix equa- 
tion 
where 
Ut = (UAUtU)~, 
ul u2 u3 / 
U= 
U 4 U 5 U 6 ' 
and A = diag (1,1, -1) .  Representing U in the form U = p-1RQ with P E SO(2),  
Q ~ S0(2,1) (i.e., QAQ t = A), 
(o0:) R= /~ , 
introducing matrix-valued 1-forms 
dQ Q-1 = 033 o 03 1 , 
032 wl 0 
and following the procedure described above we arrive at the exterior equations (4.8), 
where A 1 =/~2, A2 = a2, A3 = a2 _ aft + f12, A4 = a2 + aft + ~2, and the forms ¢ and 
w i satisfy the structure quations of the S0(2)  × 80(2 ,1)  group: 
de = 0, 
dwl _ 033 A w 2, dw2 _ ~1 A 033 do,) 3 ~-- ~.d 1h 032. 
This system is also integrable and can be transformed to another eal reduction of the 
4-wave system from [58]. 
5. I soparametr i c  hypersur faces / ,~6CS7 
There exist exactly three different isoparametric hypersurfaces M 6 with g = 3, 4 
and 6, respectively. We consider them case by case below. 
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1. Isoparametric hypersurface M 6 with g = 3 
This hypersurface can be represented as the intersection of the unit sphere $7: 
u l t )  "1 -~- U20 "2 4- U3U 3 -t- (u4) 2 -I- (u5) 2 = 1, (,5.1.1) 
with the zero level F = 0 of a third order polynomial 
F = (u5) 3 -  3u5(u4) 2 -~ 3uS(U1U1 + U2U 2 - 2U3U 3) 
+ ~-,/Su4(Ulir I _ v2~ 2) (5.1.2) 
+ ~v/5(u Iu2v  3 + (1~2(}3) .  
Here U l, U 2, U 3 c C and u 4, u 5 E R. The polynomial F satisfies the equations 
(VF)  2 = 9r  4, AF  = 0. 
Let us introduce a 3 x 3 traceless hermitean symmetr ic matrix 
U = U u u 4 -uS~v/5  U 1 . 
U 2 ~fl 2u5/v/~ 
Then 
r 2= 7i t rY  s, F= ½v~trU  3, (5.1.3) 
and the corresponding hamiltonian system 
u~ = ~(F/)x 
(here u i denote the full set of dependent variables: real and imaginary parts of U 1 , U s, 
U 3 as well as u 4 and u 5) can be represented in the simple matrix form 
Ut = x/3(U 2 - ½ tr U 2. E)~:, 
where E = id. The restriction of our system to the hypersurface M 6 is thus completely 
equivalent to the matrix Hopf equation 
Ut = v~(U2)x ,  (5.1.4) 
where U is a 3 x 3 hermitean symmetr ic  matrix subject to the constraints (see (5.1.3)) 
tr U = 0, tr U ~ = 2, tr U 3 = 0. (5.1.5) 
To elucidate the integrabil ity of the matrix Hopf equation (5.1.4), (5.1.5) we represent 
U in the form 
U=Q-1RQ,  
with Q E SU(3)  and R = d iag( -1 ,  1,0). Inserting this ansatz in (5.1.4) one arrives after 
some trivial algebra at the following equations: 
[R;QtQ-1]  = x/-~[R2 ; Q,:Q-1], (5.1.6) 
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where [.,-] denotes commutator. It is convenient here to introduce a matrix valued 
1-form 
dQ Q-1 [ i¢1 -w3 ~a2 I 
= [&3 i¢2 _wa , 
\-- w2 &l i¢3 / 
(dQ Q-1 is hermitean skewsymmetric because Q is unitary). Here the 1-forms wl, w2, 
w3 are complex, while Ca, ¢2, ¢3 are real and subject o the constraint ¢1 .~_¢2 ..~¢3 __-- 0. 
From the compatibility condition d2Q = 0 it immediately follows that the 1-forms wl 
and ¢i satisfy the structure quations of the SU(3)-group: 
dwa = i(¢2 _ ¢3) A w 1 -~ (.0 2 A ~.0 3, 
dw2 __ i(¢3 _ ¢1) AW2 _~_ ~3 A ~T)I, 
d.~3 = i(¢1 _ ¢2) ^  .~3 + &l ^ ~2, 
(5.1.7) 
i d¢ 1 = _w3 A ~3 _ &2 A w2, 
id¢2 = _~3 Awa_wl  A&I, 
i de 3 = _w2/~ ~2 _ ~1 A wl. 
Multiplying both sides of (5.1.6) by dx A dt, we can rewrite (5.1.6) in the exterior 
differential form 
[dQ Q-1,R]  A dx + x/-3[dQ Q-1 ,R  2] ^  dt = O, 
or, in the components, 
0; 1 A (dx + v/3dt) = O, 
w 2 A (dx - v~dt )  = 0, (5.1.8) 
w 3 A dx = O. 
System (5.1.8) is invariant under a transitive action of the Lie group of point symme- 
tries, isomorphic to SU(3). 
Representing wi and ¢i in the form 
031 ~-  pl(dx + v~dt) ,  
w 2 = p2(dx - x/3dt), 
w 3 = p3dx, 
¢1 .~_ ¢2 .~ ¢3 __ O, 
(the validity of such representation is an immediate consequence of (5.1.8); note that 
pi are complex now) and inserting in the structure quations (5.1.7), we arrive at the 
3-wave system: 
pl = v/-~p~ _ V~p2p3, 
p~ = -v~p~ - v~p lp  3, 
p3 = 2v~pl f i2 .  
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Note that the propagation speeds of the waves are equal to -v~,  v~, 0 and coincide 
with the principal curvatures of hypersurface M 6 (all of them are doubly degenerate). 
Remark .  A pseudoeuclidean counterpart of system (5.1.4) is provided by the matrix 
Hopf equation Ut = (U2)~, where the 3 x 3 matrix U takes its values in the group 
SL(3,It~) and is subject to the constraints tr U 2 = const, tr U 3 = const. This system 
appears in the theory of 3-conjugate coordinates and can be transformed into the 
exterior form (2.20) with the structure quations (2.18)--see Example 2.1 in Sect. 2. 
2. Isoparametric hypersurface M 6 with 9 = 4 
This case is a straightforward generalization of the hypersurface M 4, discussed in 
Sect. 4, and provides the first nontrivial example of isoparametric hypersurface with g = 
4 distinct principal curvatures of nonequal multiplicities--see Nomizu [35, 36]. In fact, 
Nomizu constructed an infinite family of homogeneous i oparametric hypersurfaces 
~I  2n  C o C2n+l  , which reduces to our M 4 and M 6 for n = 2 and 3, respectively. 
Isoparametric hypersurface M 2n can be represented as the intersection of the unit 
sphere S 2'~+1 
(U l )  2 nt - - . . - t -  (u2n+l )  2 : 1, 
with the zero level F = 0 of a fourth order polynomial 
y = - ( (u ' )  + . . .  + (u n+l)2) 
71- 2 ( (u l )  2 -~ . . . -~  (an+l )  2 -  (un't-2) 2_ . . . _  (u2n+2)2)  2
"-~ 8 (u lu  n't-2 -~- . . . -1- un ' t - lu2n ' t -2 )2 .  
The polynomial F satisfies equations 
(5.2.1) 
(5.2.211 
(VF) 2 = 16 r 6, AF  = 8 (2 - n)  r 2, 
coinciding with (1.3), (1.4) for 9 -- 4 and c = 92(m+ - m_)/2 = 8(2 - n). Here the 
multiplicities m+ and m_ assume the values 1 and n -  1, respectively. Hypersurface 
M 2n satisfies certain kind of uniqueness conditions--it was proved by Takagi [47] that 
any isoparametric hypersurface with 9 = 4 and m+ = 1 is equivalent o M 2n. Let us 
introduce a 2 x (n + 1) matrix 
U= ?2 n+2 . . . U 2n't -2 • 
Then 
r 2 =t r  UU t, F=4t r (UUt )  2 -3 ( t r  UUt) 2, (5.2.3) 
and the corresponding hamiltonian system 
i=  }(Y;)x, u t 
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can be represented in a simple matrix form 
Ut = (4 U Ut U - 3 t r (U  Ut) . U)~. 
The restriction of our system to the hypersurface M 2n is thus completely equivalent to 
a matrix equation 
Ut = (4 U U t U - 3 U)z, (5.2.4) 
where U is a 2 x (n + 1) matrix subject o the constraints (see (5.2.3)): 
tr U U t 1 t r (U Ut) 2 3 (5.2.5) 
Equations (5.2.4), (5.2.5) can be investigated in full analogy with Sect. 4. For conve- 
nience we introduce a variable transformation x ~ x -  3t, t ~ 4t. Then equation (5.2.4) 
transforms into 
Ut = (U U t U)~. (5.2.6) 
To elucidate the integrability of the matrix equation (5.2.6) we represent U in the form 
U=p-1RQ.  
Here P E SO(2), Q E SO(n  + 1) and R is a constant 2 × (n + 1) matrix 
0 0 ... O) 
0 0 . . .  O ' 
where the constants (~ and ~ can be recovered from (5.2.5). Inserting this ansatz in 
(5.2.6) one arrives after some trivial algebra at the following equations: 
- P tP  -1 R + RQtQ -1 = - PxP  -1 N + N Q:~Q-I, (5.2.7) 
where N = RRtR .  It is convenient here to introduce matrix valued 1-forms 
dQ Q- l  = (~ziJ ), ~iJ + w ji = O 
(dPP-1  and dQ Q-1 are skewsymmetric because P and Q are orthogonal). The 1- 
forms ¢ and ~ij satisfy the structure quations of the SO(2) × SO(n  + 1) group: 
de = O, 
dw ij = w ik A w kj, w ij + 0fi i = 0. (5.2.8) 
Multiplying both sides of (5.2.7) by dx A dr, one can rewrite (5.2.7) in the exterior 
differential form 
(dP  p -1  R - R dQ Q- l )  A dx + (dP p -1  N - N dQ Q- l )  A dt = O, 
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or, in the components, 
(.d li /~ (dx + h I dt) = O, i = 3 , . . . ,  n + 1, 
w2 i / \ (dx+h2dt )=O,  i=3 , . . . ,n+l ,  
(¢ -  w '2) A (dx + h 3dt) = O, 
(¢ + w12)/~ (dx + h 4 dr) = O. 
Here the eigenvalues h i are given by 
(5.2.9) 
A1 = a2' A2 =/32' (5.2.10) 
h3 = (~ _ ~Z + Z2), h~ = (~2 + ~Z +/~) .  
System (5.2.9) is invariant under a transitive action of the Lie group of point symme- 
tries, isomorphic to SO(2) x SO(n + 1). 
Representing ~ij and ¢ in the form 
wli = pi (dx + h l dt), i = 3,.. .  ,n + l, 
~2 i=q i (dx+h 2dt), i=3 , . . . ,n+l ,  
¢_~a2 = r(dx + h 3dt), 
¢ + ~12 = s (dx + h 4 dr), 
~.,ij =0  fo r i , j> /3  
(the validity of such representation is an immediate consequence of (5.2.9)) and insert- 
ing in the structure quations (5.2.8), we arrive at a system 
p~ 1 i =h p~+ 
q~ = h2q~ + 
rt = h 3 rx + 
St ~ h 4 Sx - 
Introducing 
1( (h4  _ ,~2) .s - (/~3 _ /~2)  r)  ql, 
l ( (h l  - h 4) 8 - (h  1 - /~3) r )p i ,  
(h I - h2)piq i, 
(h I - h2)piq i. 
(5.2.11) 
the vector notation i ~ = (pi), 4 = (qi), we can rewrite (5.2.11)in the form 
~t = A24x+ 1 1 ~((h  - h4)s  - (h '  - h3) r )~,  (5 .2 .12)  
r~ = h 3 rx + (h '  - h 2) (~, 4), 
st = h 4 sx - (h '  - h 2) (~, 4)- 
Note that equations (5.2.12) are integrable for any values of h i, subject o the constraint 
(ha - h4)(h2 - h3) = -1.  
(ha - h3)(h2 _ h~) 
One can consider also the (2 + 1)-dimensional integrable limit of equations (5.2.12), 
assuming/~ = p(t,a,y),  4= q(t,a,y), (fi, q) = f pqdy. 
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3. Isoparametric hypersurface M 6 with g = 6 
Let us consider the Lie algebra s0(7, I~) of 7 × 7 skewsymmetric matrices, equipped 
with the scalar product (U, U) = -½ tr U 2. Denote by eij, (e i j+  eji = 0),  the standard 
generators of ~0(7, ~) with the commutators [eij, ejk] = elk. Let 
h = span {e46 - -  e71 ,  e52  - -  e71 ,  e57  - -  e l2 ,  e63  - -  e l2 ,  e72  - -  e34 ,  e l5  - -  e34},  
m = span {e24 - -  e37  , e24  - -  e56  , e35  - -  e41  ~ e35 - -  e67  , 
C61 - -  e74 ,  e61  - -  e23 ,  e l3  - -  e26 ,  e l3  - -  e45}.  
Then [h, h] C h, [h, m] C m, [m, m] C h. The sum h+m is isomorphic to the exceptional 
Lie algebra g2, see e.g. [40, p. 29]. The subalgebra h is isomorphic to s0(4,~) (the 
explicit isomorphism will be constructed below). Let m0 = span {e24 - e37, e24 -- e56} 
be the Cartan subalgebra of m. 
Isoparametric hypersurface M 6 can  be represented as the intersection of the unit 
sphere S 7 C m: 
_ !  tr U 2 = 1 
2 
with the zero level F = 0 of a sixth order polynomial (see, e.g., Ozeki and Takeuchi 
[40, p. 29]) 
F= 18t rU  6 -5( t rU2)  3. 
The polynomial F satisfies the equations 
(VF, VF)=36(U,U)  5, AF=0.  
Geometrically M 6 can be represented as the orbit of the Lie group SO(4,II~) with the 
Lie algebra h under its adjoint action on m. Namely, let R, ]~ be an orthonormal basis 
of the Cartan subalgebra m0: 
R : o~ (e24  - e37  ) +/~ (e24  - e56) ,  
:  (e24 -e37)+ ( 24 -  s6). 
(the constants a, &,/~,/~ are subject o the constraints, which follow from the demand 
of the orthonormality, but this is not essential now). Let us suppose, moreover, that 
F(R) = 0, i.e., that R E M 6. Then the radius-vector ~" and the unit normal ~ of the 
hypersurface M 6 can be represented in the form 
= Q-1RQ, ~ = Q-1RQ, 
where Q E S0(4 ,~)  (we emphasize that all objects are represented by 7 × 7 matrices). 
Then the hamiltonian system 
• 1 F .  = 
can be represented in the differential-geometric form 
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(see introduction) or, equivalently, 
JR, QtQ -1] = [R, QxQ-1]. 
I1 is convenient to rewrite this equation in the exterior form 
[dQ Q-~, R] A dx + [dQ Q-1 i~] A dt = 0. (5.3.1) 
Let us represent the h-valued 1-form dQ Q-1 as 
dQ Q-~ = (~46 - ~71)02 1+ (~52 - ~1)02 + (~ - ~1:) O 1 
q- (e63 -- el2) ¢2 -4- (e72 -- e34) 01 -t- (e15 -- e34) 0 2, 
where the 1-forms 021 022 01, ¢2  01, 0 2 satisfy the structure quations 
d02 1 = 
d02 2 = 
de I = 
(5.3.2) 
de 2 = 
dO 1 = 
dO 2 = 
expressions for R,/~ and dQ Q-1 in (5.3.1), one can rewrite (5.3.1) 
(~2 A (01 ql_ 02), 
_¢2 A 02 - ¢1 A02 +¢1/x01 , 
021A0 2-co  2A01+022A0 2,
--02 1 AO 1 --021 AO 2 , 
021 A (~1 "4- 021 A ¢2 3t . 2 022 A (~1 + 022 A (~2, 
-w  I A ¢1 _ 2022/X ¢1 _ 022 A ¢~. 
(021+ 022) A ( dx + & = O, 
& + 2[3 dt) =0,  (021 __ 02,)2) A (d2c -t"- ~OL • 
&-[3 dt) =0, (¢1 _ ¢2) A (dx + ~_fl 
02 A (dx + ~ dt) =0,  
2&+ dt =0. (201+02 )A dx+2a+ 
In order to simplify 
¢2 ¢3 by formulas 
fP = 2 022 
¢1 = 021, 
Then the structure 
form 
df~l = f~2 
d¢1 = ¢2 
equations (5.3.2), (5.3.3) we introduce new forms f~l, f~2, fU, ¢:l, 
+021, f l2=2¢1+¢2 fp=01_02 ' 
¢2 = ¢2, ¢3 = 01 + 02" 
equations (5.3.2) assume the standard SO(4)  = SO(3)  × SO(3)  
A ¢3, d¢2 = ¢3 A ¢1, d¢3 = ¢1 A ¢2, 
(5.3.3) 
Inserting the explicit 
in the components: 
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while equations (5.3.3) can be rewritten as 
& dt) = 0, (~'-~1 + (I)1) A (dx + -~ 
5 + 2~ ~t) = o, (~"~1- 3~1)/k (dx  + 
o~+ 
5+/)  ~ (n~ + ¢~)^ (d~ + --4--~ d~) = o, 
N 
25 + dt) = O. (~3 + 3~3) A (dx + 2a  
(5.3.4) 
System 5.3.4) is invariant under a transitive action of the Lie group of point sym- 
metries, momorphic to SO(4) = SO(3) x $0(3). Note that the eigenvectors of system 
(5.3.4) are not orthogonal with respect o the Killing metric of the Lie group SO(4). 
In fact, this is the first nontrivial example of the integrable nondiagonalizable system, 
defined over the Lie group G, whose eigenvectors are not orthogonal with respect o 
the Killing form of G. 
Remark .  There exists also another integrable nondiagonalizable 6 × 6 system, defined 
over the Lie group SO(4): 
~':^ dx+~ -~dt =0, i , j= l , . . . ,4 ,  (5.3.5) 
where the 1-forms wij are the standard generators, atisfying the SO(4) structure qua- 
tions 
dw ij =w ik A w kj, w ij + w ji = O, 
and a i, b i are arbitrary constants. Utilizing the isomorphism SO(4) = SO(3) x SO(3), 
defined explicitly by 
2w13 = Q2 + ~2 2~24 = ~2 _ ~2, 
where ~i and ~I 'i satisfy the SO(3) x SO(3) structure quations 
d~l  = Q2 A Q3, d~2 = Q3 A ~1, dQ3 = ~1 A Q2, 
dq~l = ~2 A ~3, d~2 ~__ ~3/k ~1, d~3 = ~1 A ~2, 
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we can rewrite (5.3.5) in the form 
( bl b~ ) (~'~1 qt_(I)l)A dx+ al_a-----~dt =0,  
b3 - b4 dt) = 0, (~1 _ (I)l) A (dx + a3 a4 
b l -b3dt )  =0, (~2 + (i)2) A (dx + al a3 
b2-b4dt)  =0,  (ft 2 - (I)2) A (dx + a2 a4 
b2 - b3  dt) = O, (~'~3 _31_ (I)3) A (dx + a2 a3 
b l  - b4 dt) O. (f/3 _ ~3) A (dx + al a4 = 
(5.3.6) 
Although both 6 × 6 systems (5.3.4) and (5.3.6) are nondiagonalizable, integrable 
and invariant under the transitive Lie group of point symmetries, isomorphic to 
5'0(4) = SO(3) × SO(3), they have completely different properties. For example, the 
eigenvectors of system (5.3.6) are orthogonal with respect to the Killing form of the 
group SO(4), while in the case of system (5.3.4) they are not. Moreover, system (5.3.6) 
possesses exactly 9 integrals of hydrodynamic type, while in the case of system (5.3.4) 
there are only 8 integrals (of course, both systems possess infinitely many higher, i.e., 
nonhydrodynamic, integrals). 
Both systems generate via the procedure described in Sect. 2 two different integrable 
6-wave systems (we do not present heir explicit form here). 
6. I soparametr i c  hypersur faces  M sCS 9 
There exist exactly two different isoparametric hypersurfaces M s, both with g = 4, 
but with different multiplicities of principal curvatures m+ and m_. We consider them 
case by case below. 
1. Isoparametric hypersurface M s with g = 4, m+ = 1, m_ = 3 
This example is included in the construction, described in Sect. 5.2. 
2. Isoparametric hypersurface M s with g = 4, m+ = 2, m_ = 2 
Let us consider the 10-dimensional euclidean space of 5 × 5 skewsymmetric matrb 
ces, where the norm of the matrix U is given by (U, U) = _ l t r  U 2. Isoparametric 
hypersurface M s can be represented as the intersection of the unit sphere S 9 
_!2 tr U 2 = 1, (6.1) 
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with the zero level F = 0 of the fourth order polynomial (see e.g. Ozeki and Takeuchi 
[40, p. 27]): 
F=-2t rU  4+3( t rU2)  2. 
Polynomial F satisfies the equations 
(VF, VF)  = 16(U,U) 3, 
and generates a hamiltonian system 
AF  = O, 
(6.2) 
(o o i) - 0 0 0 
R= 0 0 0 
° 0 0 
where the constants c~ and fl can be recovered from the equations of hypersurface M s. 
Inserting this ansatz in (6.4) one arrives at 
JR, QtQ -1] = - [R  3, Q~:Q-1]. (6.5) 
It is convenient here to introduce a matrix valued 1-form 
dQQ- l  =(wlJ), w ij +w j~=O, 
where the 1-forms w ij satisfy the structure quations of the S0(5)  group: 
dw ij : w ik A W k j ,  W i j  + w ji = O. (6.6) 
(u i are the matrix elements of U), which can be represented in the matrix form 
Ut =(4U 3 -3  t rU  2.U)x.  
The restriction of our system to the hypersurface M s is thus completely equivalent o 
the matrix equation 
Ut = (4 U 3 + 3 U)x. (6.3) 
For convenience we introduce a variable transformation x ~ x + 3t, t ~ -4t .  Then 
equation (6.3) transforms into 
Ut = -(U3)x.  (6.4) 
To elucidate the integrability of the matrix equation (6.4) we represent U in the form 
U =Q-1RQ,  
where Q E S0(5)  and 
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Multiplying both sides 
form 
or, in the 
of (6.5) by dxAdt, one can rewrite (6.5) in the exterior differential 
[dQ Q- l ,  R] 
component s,
";15 A (dx  Ar )t I dt) = O, 
A dx - [dQ Q-1 ,R  3] A dt = O, 
(";14 __ ";23) A (dx + A 4 dt) = O, 
ttere the eigenvalues hi are given by 
~25 A ( dx + A 1 dt ) = O, 
";35 A (dx + A 2 dr) = O, 0945 A (dx + A 2 dt) = O, 
(6.7) 
(";14 -4- 02 23) A (dx + ~3 dt) : O, (0924 __ 0913) A (dx + A 3 dt) : O, 
+ 091z) ^  (dx + dt) = O. 
A1=a 2, A 2=3 2 , Az=a 2 -~3+3 2 , A4 =a 2+~3+3 2. 
System (6.7) is invariant under a transitive action of the Lie group of point symmetries, 
isomorphic to S0(5). 
Representing ";~3 in the form 
wl 5 = pa ( dx + A I dt ), w25 = p2 ( dx + A I dt ), 
.;35 = ql (dx + at), 0945 = q2 (dx + dt), 
";14 + 0923 = r 1 (dx + A 3 dt), ";24 _ ";13 : r2 (dx + A 3 dt), 
";1,t __ 0923 =_ $1 (dx + A 4 dt), 0924 "4- O313 : 3 2 (dx + ~4 dt) 
(the validity of such representation is an immediate consequence of (6.7)) and inserting 
in the structure equations (6.6), we arrive at a system 
p~ = A'p~ + ½(A 4 -  A2)(q's 2 + q2sl )+ ½(,~3 A2)(q2rl _ rlq2), 
p2 = Alp2.4_ l(A4 - A2)(q2s2- q ls l )_  F }(A3_ A2)(ql?A +q2r2), 
at1 = A2 q~ + ½(A4 _ A1)(p2s 1 _ pls2 ) + ½(A3 _ )O)(plr 2 _ p2rl), 
q2t =A2q2 +½(A1-A4) (p ls l  +p2s2)+½()Q-A3) (p l r l  +p2r2) '  (6.8) 
r~ = A 3 I _ A1 rx + (A2 )(plq2 _[_ p2ql), 
rt 2 _= A3 2 _ A1 rx + (A2 )(p2q2 _ plql),  
,~ _~ )~4 1 ,s x + (A2 _ A1)(plq2 _ p2ql), 
st2 : A4 2 _ A1 Sx .4_ (A2 )(plql + p2q2). 
Introducing a complex notation p = pl +ip2, q = ql +iq2, r = r I + i r  2, s = s I + is  2 we 
can rewrite (6.8) in the form 
pt Al px + ½i(A2_ A4)qs + 1. 3 
1" 1 qt = A 2 qz "4- ½i()O -- AZ)pr + ~(A  -- A4)pS, 
rt = A 3 r~: + i(A 1 - A2)pq, 
st ----- A4sx - i(A 1 -- A2)pc/, 
which up to nonessential normalization coincides with the integrable complex 4-wave 
system, discussed in [58]. 
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7. In f in i te -d imens iona l  isoparametric submanifolds 
The following example can be found in Terng [53]. Let G be a compact Lie group 
with the Lie algebra g (it is convenient to use any appropriate matrix representation for 
G and g). Our infinite-dimensional Euclidean space E will be the space of all g-valued 
maps A : S ] ---* g, (y E S 1 ~ A(y) E g) with the scalar product 
(A, B) =/¢1 (A, B) dy, 
where (.,-) is a Killing form of 9. We can identify E with the space of connections 
d/dy + A(y) on the principal G-bundle S 1 × G. The infinite-dimensional group of G- 
valued maps g : S 1 ~ G, (y E S ~ --* g(y) E G) acts on E via gauge transformations 
g(A) = gAg -1 + gag -1. 
Let us choose two arbitrary constant (i.e., y-independent) elements a and b in the 
Cartan subalgebra k C iJ (viewed as constant connections). The radius-vector g of the 
orbit M C E of the gauge group, passing through a, is given by 
g = gag-1 + gyg-1. 
It can be shown that M is an isoparametric submanifold of finite codimension and 
vector 
= gbg -1 
is normal to M and parallel in the normal bundle. Following the finite dimensional 
construction (see introduction) we associate with isoparametric submanifold M c E 
and the parallel normal ~ the system 
~t = ~,  
which after a trivial algebra can be rewritten in the form 
[g-lgt, a] + (g-lgf:)y = [g-lgx, b], (7.1) 
Here [., .] denotes commutator,  the matrix-valued function g(t, x,y)  E G is 2~r-periodic 
in y, and a, b are two constant commuting matrices from the Cartan subalgebra k C 
g. Equation (7.1) possesses a commutator representation 
[L1,L2] = 0, 
where the operators L1, L2 are the following: 
L1 = Ox + Ag(A-Oy)g  -1, 
L2 = Ot + AgBg -1, 
A being the spectral parameter. A gauge-equivalent commutator representation is given 
by 
L1 = Ox -{- g - l  gx + )~ (a - Oy), 
L2 = Ot + g-X gt + A b. 
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Hence (7.1) is an integrable quation in (2 + 1) dimensions. 
It would be interesting to provide further examples of integrable mult idimensional 
systems, associated with infinite dimensional homogeneous i oparametr ic submanifolds 
in Hilbert spaces and to understand the interrelations between differential geometry  of 
isoparametr ic  submanifolds (their principal curvatures, principal directions, etc.) and 
the s tandard  approach of the inverse scattering transform, based on the commutator  
representation. 
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