Introduction.
The classical Fourier transform is an isomorphism F of the Schwartz space S(R n ) onto itself. The space D(R n ) of compactly supported C ∞ functions on R n is dense in S(R n ), and the classical Paley-Wiener theorem characterizes its image under F: a function f ∈ S(R n ) is the image under F of a C ∞ function with support in the Euclidean ball {x ∈ R n : |x| ≤ r} if and only if it extends to C n as an entire function of exponential type r and rapidly decreasing. This is to say that given any integer N ≥ 0 there exists a constant σ N > 0 so that for all z ∈ C n |f (z)| ≤ σ N (1 + |z|)
−N e r| z| .
Since R n is self-dual, the same theorem also applies to the inverse Fourier transform. So the functions in S(R n ) whose image under F is supported in {x ∈ R n : |x| ≤ r} are exactly those extending as entire functions on C n of exponential type r and rapidly decreasing. Let G be a noncompact semisimple Lie group with a maximal compact subgroup K. We refer to Section 1 for the notation and the basic definitions. The spherical transform S is the analogue of the Fourier transform for Kbi-invariant functions on G. Generalizing the notion of rapid decrease used to define S(R n ), Harish-Chandra defined the Schwartz space S(K\G/K) for the K-bi-invariant functions on G. It contains the set D(K\G/K) of the K-bi-invariant compactly supported C ∞ functions on G as a dense subspace. The spherical transform is an isomorphism of S(K\G/K) onto the subspace S W (a * ) of the Weyl group invariants in the Schwartz space over a * . In this setting, a Paley-Wiener theorem for the spherical transform has been proved by Helgason [Hel66] for G of rank one or with a complex structure. The proof for G arbitrary has been completed by Gangolli [Gan71] . As in the classical case, the Helgason-Gangolli Paley-Wiener theorem characterizes the image under S of the elements of D(K\G/K) as those functions in S W (a * ) having an entire extension of exponential type and rapidly decreasing, and the rate of growth is determined by the size of the support. But, unlike the classical case, a Paley-Wiener theorem for the inverse spherical transform cannot be deduced from that of the spherical transform. The following question is therefore quite natural: What are the functions in S(K\G/K) whose spherical transform has compact support?
This paper provides the answer when G is either of rank one or with a complex structure. The characterization is given in terms of holomorphic extendibility and growth conditions, and the rate of growth is determined by the size of the support of the image. The precise statement is given in Section 2. In the rank-one case the proof of the theorem relies on the explicit formulas for the Abel transform and its inverse as given by Rouvière [Rou83] . In the complex case, the theorem is an easy consequence of the explicit expression of the (elementary) spherical functions.
After the fundamental works of Helgason and Gangolli, a number of authors have proved Paley-Wiener type theorems for the spherical or related transforms, e.g. [Koo75] and [Bra96] in the rank-one case. Not only a Paley-Wiener theorem for the inverse spherical transform has not been considered so far, but also the various estimates required in its proof for the rank-one case are different from those considered in other Paley-Wiener type theorems. The main difficulties are in the proof of the sufficiency of the stated condition, where we also need a detailed analysis of the holomorphic extendibility across given vertical segments of the complex space.
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Notation and preliminaries.
In the following, G denotes a connected noncompact real semisimple Lie group with finite center, and K denotes a fixed maximal compact subgroup of G. g and k (⊂ g) are the Lie algebras of G and K, respectively. p is the orthogonal complement of k in g with respect to the Cartan-Killing form B of g. The dimension of any maximal abelian subspace of p is a constant, called the (real) rank of G. We fix a maximal abelian subspace a of p. a * denotes the (real) dual space of a. g c is the complexification of g and a c is the complexification of a in g c .
The set of the restricted roots of the pair (g, a) is indicated by Σ. It consists of all α ∈ a * for which the vector space g α := {X ∈ g : [H, X] = α(H)X for every H ∈ a } contains nonzero elements. m α := dim R g α is the multiplicity of the restricted root α. Σ + denotes the set of the positive restricted roots corresponding to a choice of a Weyl chamber a + of a.
The restriction of the exponential map of G to a is an analytic diffeomorphism onto the abelian subgroup A := exp a. The inverse diffeomorphism is denoted by log. The action on a of the Weyl group W of the pair (g, k) induces actions of W on a * by duality, on A via the exponential map, and on a c by complex linearity.
Set n := α∈Σ + g α . N := exp n is a simply connected nilpotent subgroup of G. The map (k, a, n) −→ kan is an analytic diffeomorphism of the product manifold K × A × N onto G, and the resulting decompostion G = KAN is called the Iwasawa decomposition of G.
Every element x of G can be written as x = k 1 ak 2 for some k 1 , k 2 ∈ K and a ∈ A. a is uniquely determined up to conjugation by elements of W . This property will be referred to as the Cartan decomposition of G, written G = KAK.
The Cartan-Killing form B is positive definite on p × p, so X, Y := B(X, Y ) defines Euclidean structures in p and in a ⊂ p. We extend this inner product to a * by duality, that is we set λ, µ :
If (V, ·, · ) is a Euclidean space, the Schwartz space on V is the set S(V ) of all rapidly decreasing C ∞ functions on V : a C ∞ function f on V belongs to S(V ) provided for every differential operator D on V with constant coefficients and for every integer N ≥ 0
where |v| := v, v 1/2 . S(V ) is a Fréchet space in the topology defined by the seminorms τ D,N . S W (a) and S W (a * ) respectively denote the sets of all rapidly decreasing C ∞ functions on the Eucidean spaces a and a * that are W -invariant. Using the exponential map, the space S W (A) of W -invariant rapidly decreasing C ∞ functions on A = exp a can be similarly defined. A function f on G is said to be K-bi-invariant if f (k 1 xk 2 ) = f(x) for all x ∈ G and k 1 , k 2 ∈ K. Because of the Cartan decomposition G = KAK, a K-bi-invariant function is uniquely determined by its W -invariant restriction to A. Let D(G) denote the set of the left-invariant differential operators on G. The Schwartz space S(K\G/K) of K-bi-invariant functions over G is the set of all K-bi-invariant C ∞ functions on G satisfying the following property: For every D ∈ D(G) and every integer N ≥ 0
Here d denotes the K-bi-invariant analytic function on G defined by
(1.1)
The seminorms τ D,N define a Fréchet topology on S(K\G/K).
Let D K (G) be the set of all left-invariant differential operators on G which are right-invariant under K. The (elementary) spherical functions on G are the K-bi-invariant eigenfunctions ϕ of every differential operator D ∈ D K (G), normalized by the condition ϕ(e) = 1 (e is the identity element in G).
Let dk be the Haar measure on K normalized so that K dk = 1. HarishChandra proved that for λ ∈ a * c the functions
exhaust the set of spherical functions on G. Here
and, for g ∈ G, H(g) is the unique element of a such that exp H(g) is the A-component of g in the Iwasawa decomposition G = KAN . Moreover, ϕ λ = ϕ λ if and only if λ = w.λ for some w in the Weyl group W . ϕ λ (x) is a real analytic function of x ∈ G and a W -invariant entire function of λ ∈ a * c . The spherical transform, the Abel transform and the Euclidean Fourier transform are respectively the isomorphisms
defined (up to a constant multiple) by
The Haar measures dx, dn and da respectively on G, N and A can be normalized so that
Via the Cartan decomposition of G, the spherical transform can be given by integration over the Weyl chamber a + : For f ∈ S(K\G/K) and λ ∈ a *
where ∆ is the function on a + defined by
and C is a constant depending on the normalization of the measures. An explicit analytic formula for the inverse Abel transform is not available for arbitrary groups G. The inversion formula for the case G = SO 0 (n, 1) was given first by Takahashi [Tak63] . In 1968, Gangolli solved the complex case [Gan68] . For the general rank-one case the explicit formula was determined with different approaches by Eaton [Eat73] , Koornwinder [Koo75] , Lohoué and Rychener [LR82] , and Rouvière [Rou83] . These formulas will be described in Sections 3 and 4. For more information on the inversion formulas of the Abel transform we refer to [Bee88] .
Statement of the results.
As already observed, a K-bi-invariant function is uniquely determined by its W -invariant restriction to A. Via the exponential map, the Schwartz space S(K\G/K) is therefore identified with a subset of S W (a). In the PaleyWiener theorems we are going to state, the elements of f ∈ S(K\G/K) whose spherical transform has compact support supp Sf will be characterized in terms of the holomorphic extendibility and growth of the function H → ∆(H)f (exp H) over suitable subsets of the complexification a c of a.
2.1. The rank-one case. In the rank-one case a further simplification can be made, as we can intrinsically identify a with R. Indeed, if G is of rank one, the set Σ + of the positive restricted roots consists of at most two elements: α and, possibly, 2α. Let H be the element of a satisfying α(H) = 1. The choice of H and α and the exponential map allow us to identify a, a * and A with R. The Weyl group reduces to {−1, 1} acting on R by multiplication, so S W (a), S W (a * ) and S W (A) become S + (R), the set of even functions in the Schwartz space of R.
Formulas (1.1) and (1.3) respectively become
One can show that, under the above identifications, S(K\G/K) corresponds to the set S ρ + (R) of all even C ∞ functions on R such that for every differential operator D on R with constant coefficients and for every integer N ≥ 0
We fix the following constants related to the multiplicities m α and m 2α : We shall use the following notation:
z and z being respectively the real and the imaginary part of z ∈ C. (
(2) The function F defined by
extends to be an even holomorphic function on the horizontal strip S j , and
Observe that the growth estimate ofF is given on + j , not on the entire complex plane. Moreover, a single-valued holomorphic extension of the function f is generally only obtained in the strip S j . But, when m α is even and m 2α = 0, the function f has actually a meromorphic extension to all of C, with poles at most on iπZ \ {0}, with estimated growth on the whole complex plane. Indeed, in this case, m α /2 is a positive integer. The function F (z) :=F (z)(sinh z) −mα/2 is therefore holomorphic on ∃ j . Because of 2, F (z) is an even extension of f (t), t ∈ R, to S j . Hence it holomorphically extends to C \ {iπk :
The growth condition forF stated in 1 becomes: For every integer N ≥ 0 there is a constant τ N > 0 such that for all z ∈
It follows, in particular, that the function (sinh
is entire, and F (z) is a meromorphic extension of f to C. In the case m α even and m 2α = 0, Theorem 2.1 can be therefore equivalently stated as follows. 
Theorem 2.1 is proved in Section 3. The proof is based on the relation S = F •A, applying the classical Paley-Wiener theorem to F and then using the explicit inversion formulas for the Abel transform A and for the inverse Abel transform A −1 .
Observe that when m α = 2 (i.e. G ∼ = SL(2, C) ∼ = SO 0 (3, 1)), Theorem 2.2 says that z −→ ∆(z)F (z) is an even entire function of exponential type r and rapidly decreasing. As we shall see shortly, this property generalizes to arbitrary complex groups.
The complex case.
When G admits a complex structure, all the restricted roots α have multiplicity m α = 2. The function ∆ in (1.6) becomes
Its entire extension to a c will be also denoted by ∆:
We define a norm on the complexification a c = a ⊕ ia of a by setting
An entire function g on a c is said to be of exponential type r > 0 and rapidly decreasing provided for every integer N ≥ 0 there is a constant σ N > 0 such that
For r > 0, B r := {λ ∈ a * : |λ| ≤ r} denotes the closed ball around 0 with radius r in a * .
Theorem 2.3. Suppose G has a complex structure. Let f ∈ S(K\G/K). Then Sf is compactly supported, with supp Sf ⊂ B r , if and only if f (exp H), H ∈ a, extends to a W -invariant meromorphic function F on a c such that H → ∆(H)F (H) is an entire function on a c of exponential type r and rapidly decreasing.
Theorem 2.3 is proved in Section 4.
Proof of Theorem 2.1.
Because of the classical Paley-Wiener theorem, the Fourier transform of a function g ∈ S + (R) has support in the interval [−r, r] if and only if it extends as an even entire function on C which is of exponential type r and rapidly decreasing. We indicate the set of such functions by H r + (R).
Under the identifications of A and a * with R described in Section 2.1, the Euclidean Fourier transform F : S W (A) −→ S W (a * ) reduces to the classical Fourier transform on S + (R). Because of the relation S = F •A, our problem is therefore to describe, for every r > 0, the subset of S ρ + (R) which is the image of H r + (R) under the inverse Abel transform A −1 . For every l ≥ 0, let S l + (R) be the set of the even C ∞ functions f on R such that for every differential operator D on R with constant coefficients and for every integer N ≥ 0
can be expressed as a composition of elementary transformations A 1 and A 2 .
where Φf (cosh t) := f(t).
A 1 (resp. A 2 ) can be interpreted as partial Abel transform associated with one-parameter subgroups of N generated by elements of g α (resp. g 2α ). 
Theorem 3.2. 2 Up to a constant multiple,
A = A mα 1 • A m 2α 2 . For j = 1, 2 define D j := 1 sinh(jt) d dt . Then D j maps S l + (R) into S l+j + (R) for every l ≥ 0. Rouvière proved the following theorem. Theorem 3.3. 3 For j = 1, 2 D j • A j = A j • D j on S l+ j 2 + (R) (3.1) A 2 j • D 2 j = −πD j on S l + (R). (3.2) 1 [Rou83],
Up to a constant multiple,
is therefore an integro-differential operator, which reduces to a differential operator when m α is even and m 2α = 0. According to the various possibilities for m α and m 2α , there are three cases:
(All the equalities are given up to constant multiples.)
3.1. Necessity. To prove the necessity of the condition stated in Theorem 2.1, we consider the "complexifications" of the operators A j and D j , and we apply them to the holomorphic extension of the functions in H r + (R) as prescribed by the formulas for A −1 .
Let j > 0, and let D j be the differential operator on functions on C defined 
and 2(1 + |ζ|) ≥ 1 + |z|. Cauchy's Formula therefore gives
Lemma 3.5. Let r ≥ 0, and let n > 0 and N ≥ 0 be integers. Let l(z) be a meromorphic function on C satisfying the following properties.
Proof. Apply Lemma 3.4 to the entire function g(z) := (sinh z) 2n−1 l(z), using the following inequalities:
For 3 and 4, observe that
Lemma 3.6. Let r ≥ 0, and let m, n > 0 and N ≥ 0 be integers. Let l(z) be a meromorphic function on C satisfying the following properties.
Proof. Apply Lemma 3.4 to g(z) := (sinh(2z)) 2n−1 (sinh z) 2m l(z), using Inequality (3.3) together with |coth z| ≤ 2|coth(2z)| + 1.
Proposition 3.7. Let g be an entire function on C which is of exponential type r > 0 and rapidly decreasing. Let j = 1, 2. Then for every positive integers n and m:
g is even and extends to be holomorphic at 0. g(t), t ∈ R, described by Proposition 3.7.
If h ∈ S l+ j 2 + (R), then A j h is a function in S l + (R) that can be written as
Substitute the variable x ∈ (0, ∞) with the variable w ∈ (0, ∞) defined by the relation cosh j t + x 2 = cosh j (t + w). Then
, and
Since the map z → [sinh(jz)]
1/2 + is well defined and holomorphic on S j \ (−∞, 0], we are led to the following definition.
Definition 3.8. For j = 1, 2, let A c j denote the integral transform given, for all functions h for which it is well defined, by
To study the operator A c j we need the following theorem. 
, is well-defined and it extends to an even holomorphic function on S j , which we also denote by By Cauchy's Theorem
Because of the growth condition of h, when u = R + it, t ∈ (0, y),
Hence lim
is integrable along the segment (0, iy) on the imaginary axis with
where
Consider now −y and the closed curve Γ R = 5 k=1 Γ R k in D y which is symmetric to γ R with respect to the real axis (cf. Figure 2) . 
Computations analogous to those made above show
Since d j (−iy, t) = d j (iy, t), then I 2 (−y) = I 2 (y). Since h is even and
1/2 + dt = I 1 (−y).
Thus A c j h(−iy) = A c j h(iy).
A c j h is even, so we can extend it to S j \ {0} by setting A c j h(z) := A c j h(−z) if z < 0. Moreover, (3.4) shows that A c j h remains bounded onS 1 ∩ + j and hence that it holomorphically extends to S j . Finally, A c j h and A j h are continuous even functions of t ∈ R: Since they agree on (0, ∞), they must agree on all R.
To extend A j h outside S j , we need to make its integrand single-valued. The key observation is that the map 
iii. h is holomorphic at z = 0. Then N ≥ 0 there is σ N > 0 (depending also on n, m, j) such that for all z ∈ 
For every integer
+ j |A + j h(z)| ≤ σ N 1 + |coth(jz)| |sinh(jz)| n−1 1 + |coth z| |sinh z| (j−1)m (1 + |z|) −N e r| z| .
A c j h is an even holomorphic extension of
A j h(t), t ∈ R, to S j . 4. A c j h(z) = A + j h(z) [sinh(jz)] 1/2 + on S j \ (−∞, 0]. Proof. Let Ψ(z, w) = h(z + w) sinh(jz) sinh j z + w 2 sinh j w 2 1/2 + sinh(j(z + w)).
Because of Condition i on h, Ψ is continuous on ∃ j ×(0, ∞) and holomorphic in ∃ j for every fixed w ∈ (0, ∞). If z = t + iy ∈ + and w ∈ (0, ∞), then |sinh(j(z + w))| ≥ sinh(jt), and |coth(j(z + w))| ≤ coth(jt). Condition ii (for

Proof of Theorem 2.1 (Necessity). Let g ∈ H r
+ (R) and let f := A −1 g. Suppose first that m α is even and m 2α = 0 (that is j = 1 and J = 2). Then (up to a constant multiple) f = D mα/2 1 g, and Proposition 3.7 (with j = 1 and n = m α /2) proves that f extends to an even meromorphic function F on C satisfying the condition stated in Theorem 2.2.
Suppose now that J = 1, i.e. that either m α is odd (so j = 1) or m α is even and m 2α is odd (j = 2). Then (up to a constant multiple) g. For z ∈ ∃ j , set
Observe that the exponents (j − 1)m α /2 and (m jα − 1)/2 are nonnegative integers, soF (z) is holomorphic on ∃ j . Moreover, for t ∈ (0, ∞),
The growth condition of A 
Condition 1 then follows from the equality
g(t) = f(t) (t ∈ R) and from Proposition 3.12.
Sufficiency.
Before completing the proof of Theorem 2.1, we give, following Rouvière, the explicit form of the Abel transform Af of a function f ∈ S ρ + (R). Let dX (resp. dX ) denote the Lebesgue measure on g α (resp. g 2α ) corresponding to the Euclidean structure induced by the inner product (X, Y ) := −B(X, θY ), where B is the Cartan-Killing form and θ is the Cartan involution of g. Via SU (2, 1)-reduction, Rouvière proved the following theorem.
Theorem 3.13. 5 Let f ∈ S ρ + (R). Then there is a constant C so that
where Φf (cosh t) := f(t). When m 2α = 0, disregard the variable X and the integration over g 2α .
For a fixed normalization of the Haar measure dn of N , the constant C can be explicitely determined as a function of the multiplicities m α and m 2α .
For our purposes it is more appropriate to have a different expression for Af (t), t ∈ (0, ∞). We first pass to spherical coordinates on g α and on g 2α , and then perform a change of variables in the integral that takes Φf back to f . Finally, we replace f byf . The cases m 2α = 0 and m 2α = 0 are kept separated.
Case m 2α = 0 : For all t ∈ (0, ∞)
dw,
In the above integrals, the variable r ∈ (0, ∞) has been replaced by the variable w ∈ (0, ∞) defined by the relation cosh t + r 2 = cosh(t + w), and the variable s ∈ (0, ∞) has been replaced by the variable v ∈ (0, ∞) defined by the relation
The constants C and C do not affect the result we want to prove. We therefore disregard them.
The idea to prove the sufficiency of the conditions in Theorem 2.1 is the following. The hypothesis on f imposed by Theorem 2.1 involve the holomorphic extensionF to ∃ j of the functionf (t) := ∆(t)f(t), t ∈ (0, ∞).
The functionf also appears in the integrand of Af (t), t ∈ (0, ∞). We formally extend Af to AF on ∃ j by replacingf (t) byF (z), and the variable t by the variable z in the remaining hyperbolic sines. A little extra care is required when dealing with square roots. The growth condition forF on + j is used to prove that AF is holomorphic on (some open neighborhood of) + j . Condition 2 in Theorem 2.1 is employed to show that AF is even, which allows us to extend it to C \ i π j Z. Finally, the growth condition is used again, to prove either that AF is bounded near each point in i π j Z (and hence it is entire) or that AF is rapidly decreasing with exponential growth r.
Definition 3.14. Let f ∈ S ρ + (R) satisfy the conditions stated in Theorem 2.1. For z ∈ ∃ j , formally define Remark 3.15. By definition, the function AF extends, up to a constant multiple, Af (t), t ∈ (0, ∞). Observe that the square roots appearing in the formula when m jα is odd are well-defined single-valued holomorphic functions of z ∈ ∃ j for all v, w ∈ (0, ∞).
Lemma 3.16. Define
Then there is a constant C > 0 such that for every ζ = a + ib with a ≥ 0 and for every x ∈ (0, ∞) 
Proof. Observe first that there is a constant C > 0 so that for all (ζ, x) ∈ + j × (0, ∞) and j = 1, 2
When m α > 1 and m 2α = 0, the exponent (m α /2) − 1 of the function s 1 (z, w) in Definition 3.14 is positive. The growth condition forF gives: For every integer N ≥ 0 there is a constant τ N > 0 such that
If m α = 1 and m 2α = 0, then J = 1 and
Suppose now m 2α > 1. In this case the exponents of both functions s 2 (z, w, v) and s 3 (z, w, v) are positive. The growth condition forF gives: For every integer N ≥ 0 there is a constant τ N > 0 such that
by Inequality (3.5)
by Lemma 3.16
When m 2α = 1, the exponent of
by Inequality (3.5) and Lemma 3.16
Proposition 3.18. Let f and AF be as in Definition 3.14. Then AF is holomorphic in + and continuous on 
Indeed, there exist constants C 1 and C 2 such that
For every integer N ≥ 0, choose
Then M is an even integer ≥ 4. If m 2α = 0 (j = 1), the estimate in Lemma 3.17 yields
by (3.6)
and, since M − 2 is again an even integer ≥ 4,
We now prove that, under the above assumptions, AF (iy) is a real analytic function of y on the interval I k := k 
Moreover, for z = t + iy ∈ S j and w, v ∈ (0, ∞) we have
Then S 1 and S 2 are holomorphic functions of z = t + iy ∈ S j . Suppose first m α = 1 and m 2α = 1. If l(j, z) is the function in Lemma 3.19, we have
Observe that the right-hand sides of (3.7) and (3.8) are bounded on the compact subsets of S j and do not depend on w, v.
Let k be an arbitrarily fixed integer. For simplicity, the dependence on the choice of k will be omitted in the following notation. For every δ ∈ (0, π/4j), consider the open half-strip
and its left edge Let K be the supremum of the right-hand sides of (3.7) and (3.8) over z = t + iy ∈ R j,δ . By Cauchy's Inequalities, for every integer h ≥ 0,
for all iy ∈ I j,δ .
Suppose z ∈ S j,δ \Q j,δ . Then the circle Γ centered at z with radius δ is en-
The growth estimate ofF on for some constant τ (depending on k).
. Applying Cauchy's Integral formula, we obtain, for all h ≥ 0,
Therefore, for some constant τ ,
for all integers h ≥ 0, iy ∈ I j,δ and w, v ∈ (0, ∞) with w + (j − 1)v ≥ 2. SinceF is holomorphic on ∃ j , we can conclude that for every integer h ≥ 0 there is a constantM > 0 such that for all iy ∈ I j,δ and w, v ∈ (0, ∞)
Then for every integer h ≥ 0 and all iy ∈ I j,δ , w, v ∈ (0, ∞)
and, similarly,
If m α = 1 or m 2α = 1, then for all z = t + iy ∈ S j and w, v ∈ (0, ∞)
where l(j, z) and m(j, z) are as in Lemma 3.19. If K is an upper bound for (2m(1, z)) 1/2 and (l(1, z)) (mα/2)−1 (m(2, z)) 1/2 cosh t|sin y| −1 over all z = t + iy ∈ R j,δ , then
for all iy ∈ I j,δ and w, v ∈ (0, ∞). Computations as above therefore give
Differentiation under integral sign then proves that, for any multiplicities m α and m 2α , AF (iy) is C ∞ on each I j,δ and that, for some constant M > 0, f (t), t ∈ R, to S j . Up to constant multiples, AF (z) holomorphically extends Af (t), t ∈ (0, ∞) to some neighborhood U of −N e r | z|.
Thus: If f satisfies the conditions stated in Theorem 2.1, then Af (t), t ∈ R, extends to be an even entire function AF on C which is of exponential type r and rapidly decreasing.
Proof of Theorem 2.3.
The study of the spherical transform on complex groups is greatly simplified by an explicit formula for the elementary spherical functions. Let (a * c ) := {λ ∈ a * c : α, λ = 0 for all α ∈ Σ}, where ·, · denotes the C-bilinear extension to a * c of the inner product in a * induced by the Cartan-Killing form. Then, for every λ ∈ (a * c ) and H ∈ a for all H ∈ a and w ∈ W , we obtain from Formula (1.5): Up to a constant multiple, for all λ ∈ (a * ) := (a * c ) ∩ a * , Sf (λ) = SinceF agrees with ∆(H)f (exp H) on a, F extends to be holomorphic on the set {H ∈ a : α(H) = 0 for some α ∈ Σ + } by setting F (H) := f(exp H). So F extends f (exp H), H ∈ a. In particular, F must be W -invariant.
We conclude this section with a remark on the Abel transform. For complex groups an explicit formula for the inverse Abel transform is available. where H α ∈ a is uniquely determined by the condition α(H) = H α , H for all H ∈ a, and ∂(H α ) is the corresponding differential operator on a.
Theorem 1.2 can be also proved using Formula (4.4) to characterize the functions f whose Abel transform extends to a rapidly decreasing entire function of exponential type r. However, doing so, we would not free ourselves from the use of the explicit espression for the elementary spherical functions. In fact, the only known general procedure to get (4.4) is to take the inverse Fourier transform of both sides of (4.3), using the property S = F • A. Note that this is not the case for the rank-one groups. In fact, the explicit formulas for A and A −1 we used has been determined by Rouvière (and others) directly, without assuming any knowledge of the elementary spherical functions on the group.
