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1. Introduction
Lattice dynamical systems (LDSs) are inﬁnite systems of ordinary differential equations or of differ-
ence equations, indexed by points in a lattice, such as Zk [11]. LDSs form a class of extended systems
that is intermediate between partial differential equations and cellular automata. In fact, ﬁrst LDSs at-
tracted researchers were cellular automata [33]. LDSs arise in various ﬁelds of applications in science
and engineering, for instance, in propagation of nerve pulses in myelinated axons [7,8,30,31], electrical
engineering [12], pattern recognition [13,15,32], image processing [16–18], chemical reaction theory
[22,29], etc. The traveling solutions for LDSs have been examined in [6,9,14,22,40] and the chaotic
properties or pattern formation properties of solutions for LDSs have been investigated in [13,15,32].
In each case, LDSs have their own form, but in some cases, they possess as spatial discretizations of
continuous partial differential equations.
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autonomous inﬁnite dimensional dynamical systems of the form
du
dt
= Gσ (t)(u), u(τ ) = uτ , t  τ , τ ∈ R, (1.1)
where u ∈ E , E being a Banach space and σ belongs to an appropriate space Σ , called the symbol
space. They constructed a semigroup associated with (1.1) on E × Σ which possesses a global attrac-
tor A and the projection of A on E is found to be the uniform attractor for the family of processes
associated with (1.1). For such classes of non-autonomous dynamical systems on a Hilbert space with
quasiperiodic time symbol and suitable assumptions one can show that there exists a uniform expo-
nential attractor for the family of processes associated with (1.1), cf. [23].
For autonomous LDSs, the existence and upper semicontinuity of global attractors for different
types of LDSs have been investigated [1,5,10,34,36–38], and the existence of exponential attractors for
LDSs have been studied [2,3,24]. For non-autonomous LDSs, in [4,25,28,35,39], the existence, upper
semicontinuity, and other properties of uniform and pullback global attractors for different types of
LDSs have been investigated. Along the lines of [19,20,23], within this work we carefully study the
existence of uniform exponential attractors for ﬁrst order non-autonomous LDSs with quasiperiodic
symbols acting on suitable closed bounded sets.
The global attractor is the natural object to study the long time behavior of a given dynamical
system since it is the smallest compact set, with respect to inclusion, that is invariant, attracts all the
trajectories originated from the whole phase space and sometimes it has ﬁnite dimension. In general,
the global attractor presents two major defaults, especially for practical purposes: the global attractor
is sensitive to perturbations and the rate of attraction can be arbitrarily slow and it is usually very
diﬃcult, if not impossible, to estimate this rate.
In order to overcome these defaults, Foias et al. [26] have introduced the notion of inertial manifold
which is a hyperbolic, compact, positively invariant, ﬁnite dimensional C1-manifold that attracts the
trajectories exponentially. But a very restrictive assumption called the spectral gab is necessary for all
known constructions of inertial manifolds. Thus, another concept has been introduced in [21], that
is the exponential attractor, which is a compact positively invariant set with ﬁnite fractal dimension
and attracts the trajectories exponentially. Compared to a global attractor, an exponential attractor is
more stable under perturbations, and compared to an inertial manifold, an exponential attractor is no
longer smooth, but thanks to the exponential rate of attraction.
2. Preliminaries
For any positive integer k, consider the Hilbert space
l2 =
{
u = (ui)i∈Zk : i = (i1, i2, . . . , ik) ∈ Zk, ui ∈ R,
∑
i∈Zk
u2i < ∞
}
,
whose inner product and norm are given by:
〈u, v〉 =
∑
i∈Zk
ui vi, ‖u‖ = 〈u,u〉1/2, ∀u = (ui)i∈Zk , v = (vi)i∈Zk ∈ l2.
Let Tr be the r-dimensional torus
T
r = {σ = (σ1, . . . , σr): σ j ∈ [−π,π ], ∀ j = 1, . . . , r}, (2.1)
with the following identiﬁcation
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and topology and metric induced from the topology and metric on Rr . Thus, the norm in Tr is given
by
‖σ‖Tr =
(
r∑
j=1
σ 2j
)1/2
, ∀σ = (σ1, . . . , σr) ∈ Tr .
In the extended phase space E = l2 ×Tr , we consider the norm:
‖φ‖E =
(‖u‖2 + ‖σ‖2
Tr
)1/2
, ∀φ = (u,σ ) ∈ E.
For σ = (σ1, . . . , σr) ∈ Tr and τ ∈ R, we consider the following ﬁrst order non-autonomous LDS
with quasiperiodic symbol:
u˙i(t) +
(
Au(t)
)
i + Gi
(
ui(t),σ (t)
)= 0, ∀i ∈ Zk, t > τ, (2.2)
with initial data
ui(τ ) = ui,τ , ∀i ∈ Zk, (2.3)
where σ(t) = αt + σ (modTr), α = (α1, . . . ,αr) ∈ Rr , α1, . . . ,αr , being rationally independent.
The LDS (2.2)–(2.3) can be written in the abstract form
u˙(t) + Au(t)+ G(u(t),σ (t))= 0, t > τ, (2.4)
u(τ ) = (ui,τ )i∈Zk = uτ , (2.5)
where u(t) = (ui(t))i∈Zk , Au(t) = ((Au(t))i)i∈Zk and G(u(t), σ (t)) = (Gi(ui(t),σ (t)))i∈Zk .
Within this work we assume that:
(A1) A : l2 → l2 is a bounded linear operator of the following form
A = A1 + A2 + · · · + Ak, (2.6)
and there exist bounded linear operators D j : l2 → l2 given by
(D ju)i =
m0∑
l=−m0
d j,lui jl , ∀u = (ui)i∈Zk ∈ l2, j = 1,2, . . . ,k, (2.7)
where d j,l ∈ R,m0 is a positive integer, i jl = (i1, . . . , i j−1, i j + l, i j+1, . . . , ik) ∈ Zk , such that
A j = D∗j D j = D jD∗j , ‖D j‖O  c0, ∀ j = 1,2, . . . ,k, (2.8)
where ‖.‖O denotes the norm of an operator in the set of linear operators from l2 into itself, c0  0
and D∗j is the adjoint operator of D j , that is,
(
D∗j u
)
i =
m0∑
l=−m
d j,−lui jl , 〈D ju, v〉 =
〈
u, D∗j v
〉
, ∀u = (ui)i∈Zk , v ∈ l2, j = 1,2, . . . ,k. (2.9)0
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(A3) For σ ∈ Tr, τ ∈ R and uτ ∈ l2, there exists a unique global solution u of (2.4)–(2.5) in l2
such that u ∈ C([τ ,∞), l2) ∩ C1((τ ,∞), l2). In such a case we can introduce a family of processes
{Uσ (t, τ ): t  τ , τ ∈ R}σ∈Tr on l2 such that for σ ∈ Tr , t  τ , τ ∈ R, and uτ ∈ l2, we have
Uσ (t, τ )uτ = u(t), where u is the solution of (2.4)–(2.5). By the unique solvability of (2.4)–(2.5), the
family of processes {Uσ (t, τ )}σ∈Tr satisﬁes the multiplicative properties:
Uσ (t, s)Uσ (s, τ ) = Uσ (t, τ ), ∀t  s τ , τ ∈ R,
Uσ (τ , τ ) = I, ∀τ ∈ R,
where I : l2 → l2 is the identity operator. For h ∈ R, let
T (h)σ = αh + σ (modTr), ∀σ ∈ Tr, (2.10)
then {T (h)}h∈R is a translation group with
T (h)Tr = Tr, ∀h ∈ R. (2.11)
Moreover, the following translation identity holds for the processes and the translation group
{T (h)}h∈R:
Uσ (t + h, τ + h) = U T (h)σ (t, τ ), ∀h ∈ R, t  τ , τ ∈ R. (2.12)
(A4) There exists a closed bounded set B ⊂ l2 such that
Uσ (t, τ )B ⊂ B, ∀σ ∈ Tr, t − τ  0, τ ∈ R. (2.13)
(A5) There exist t1, I1, c1 > 0 and a = (ai)i∈Zk ∈ l2 such that for τ ∈ R, σ ,ω ∈ Tr and uτ , vτ ∈ B,
the solutions u(t) = (ui(t))i∈Zk = Uσ (t, τ )uτ and v(t) = (vi(t))i∈Zk = Uω(t, τ )vτ of (2.4)–(2.5) satisfy
[
Gi
(
ui(t),σ (t)
)− Gi(vi(t),ω(t))]yi(t)
 c1 y2i (t) − a2i ‖q‖2Tr −
k∑
j=1
((
D j y(t)
)
i
)2
, ∀t − τ  t1, ‖i‖m > I1, (2.14)
where yi = ui − vi , q = σ −ω and
‖i‖m = max
1lk
|il|, ∀i = (i1, i2, . . . , ik) ∈ Zk.
In the last section, we show that assumptions (A1)–(A5) are reasonable by considering a suitable
nonlinear operator G .
Within this work we shall carefully study the existence of a uniform exponential attractor for the
family of processes {Uσ (t, τ )}σ∈Tr associated with the LDS (2.4)–(2.5) acting on the closed bounded
set B in l2, where we connect the family of processes with an associated semigroup of nonlinear oper-
ators. In fact, we study the existence of an exponential attractor for the presented solution semigroup,
then we use the semigroup theory to investigate the existence of a uniform exponential attractor for
the family of processes. Along the lines of [19], we deﬁne the nonlinear semigroup {S(t)}t0 associ-
ated with the LDS (2.4)–(2.5) acting on the extended phase space E = l2 ×Tr by
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(
Uσ (t,0)u0, T (t)σ
)
, ∀(u0,σ ) ∈ E, t  0. (2.15)
In such a case, we ﬁnd that {S(t)}t0 satisﬁes the semigroup identities:
S(t)S(s) = S(t + s), S(0) = I, ∀t  s 0,
where I : E → E is the identity operator.
Here we present some deﬁnitions related to our work.
Deﬁnition 1. Let B be a closed bounded set in a Hilbert space H . A compact set MS ⊂ H ×Tr is called
an exponential attractor for the semigroup {S(t)}t0 acting on BS = B ×Tr if:
(a) AS ⊂ MS ⊂ BS , where AS is the global attractor;
(b) S(t)MS ⊂ MS ,∀t  0;
(c) MS has a ﬁnite fractal dimension;
(d) there exist two positive constants a1 and a2 such that
distH×Tr
(
S(t)BS ,MS
)
 a1e−a2t, ∀t  0.
Deﬁnition 2. Let B be a closed bounded set in a Hilbert space H . A compact set M ⊂ H is a uniform
exponential attractor for the family of processes {Uσ (t, τ ): t  τ , τ ∈ R}σ∈Tr acting on B if:
(a) A ⊂ M ⊂ B , where A is a uniform global attractor;
(b) M has a ﬁnite fractal dimension;
(c) there exist two positive constants a1 and a2 such that
sup
σ∈Tr
distH
(
Uσ (t, τ )B,M
)
 a1e−a2(t−τ ), ∀t  τ , τ ∈ R.
Deﬁnition 3. Let B be a closed bounded set in a Hilbert space H . A map S : B × Tr → B × Tr is said
to satisfy the (discrete) squeezing property if there exists an orthogonal projection P of ﬁnite rank
such that for every ϕ and ψ in B ×Tr , if
∥∥P (Sϕ − Sψ)∥∥H×Tr  ∥∥Q (Sϕ − Sψ)∥∥H×Tr ,
then
‖Sϕ − Sψ‖H×Tr  18‖ϕ −ψ‖H×Tr ,
where Q = I − P and I : H ×Tr → H ×Tr is the identity operator.
In the separable Hilbert space l2, we consider the orthogonal projection PN : l2 → l2 as follows:
∀u = (ui)i∈Zk
(PNu)i =
{
ui, ‖i‖m  N,
0, ‖i‖m > N.
Moreover, in E = l2 ×Tr , we deﬁne the orthogonal projection PN : E → E as follows:
PNφ = (PNu,σ ), ∀φ = (u,σ ) ∈ E,
and we set QN = I − PN , where I : E → E is the identity operator.
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r-dimensional compact, we get the following corollary:
Corollary 1. Let B be a closed bounded subset of l2 and S be a Lipschitz α-contraction on B ×Tr that satisﬁes
the discrete squeezing property on B × Tr , then S has an exponential attractor M on B × Tr such that the
fractal dimension of M is less than a constant multiple of N0 ln L and M attracts all elements of B × Tr at a
uniform exponential rate, where N0 is the rank of the orthogonal projection PN chosen as in the deﬁnition of
the discrete squeezing property and L is the Lipschitz constant.
3. Lipschitz continuity and α-contraction
We assumed that B is a closed bounded set in l2. In such a case, recalling (2.11), (2.13) and (2.15),
it is clear that BS = B × Tr is a closed bounded positively invariant set by the solution semigroup
{S(t)}t0 associated with the LDS (2.4)–(2.5) in E , that is,
S(t)BS ⊂ BS , ∀t  0. (3.1)
Since B is a closed bounded set in l2, there exists a closed bounded ball B in l2 with center 0l2 =
(0)i∈Zk ∈ l2 and radius R0 > 0 such that B ⊂ B . In such a case, since G : E → l2 is locally Lipschitz
continuous from E into l2, there exists K0 = K0(B,Tr) > 0 such that
∥∥G(u,σ ) − G(v,ω)∥∥ K0
3
(‖u − v‖2 + ‖σ −ω‖2
Tr
)1/2
 K0
3
(‖u − v‖ + ‖σ −ω‖Tr ), ∀(u,σ ), (v,ω) ∈ B ×Tr . (3.2)
First, we shall study the existence of an exponential attractor for {S(t)}t0 acting on BS in E ,
then we use the semigroup theory to investigate the existence of a uniform exponential attractor for
the family of processes {Uσ (t, τ )}σ∈Tr acting on B in l2.
Considering the LDS (2.4)–(2.5), from now on, φ0 = (u0, σ ), ψ0 = (v0,ω) ∈ BS ,u(t) and v(t) sat-
isfy
u˙(t)+ Au(t)+ G(u(t),σ (t))= 0, ∀t > 0, u(0) = u0,
and
v˙(t)+ Av(t)+ G(v(t),ω(t))= 0, ∀t > 0, v(0) = v0,
respectively, where σ(t) = T (t)σ and ω(t) = T (t)ω. Let y(t) = u(t)− v(t), then
y˙(t)+ Ay(t)+ G(u(t),σ (t))− G(v(t),ω(t))= 0, ∀t > 0, (3.3)
y(0) = u0 − v0 = y0. (3.4)
Moreover, we let φ(t) = S(t)φ0 = (u(t), σ (t)), ψ(t) = S(t)ψ0 = (v(t),ω(t)) and Φ(t) = S(t)φ0 −
S(t)ψ0 = (y(t),q), where q = σ −ω. Note that we used the fact that, in Tr ,
σ(t)−ω(t) = σ −ω.
In such a case, it follows that
∥∥Φ(t)∥∥2E = ∥∥y(t)∥∥2 + ‖q‖2Tr , ∀t  0.
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Proof. Considering the inner product of (3.3) with y(t) in l2, we get
1
2
d
dt
∥∥y(t)∥∥2 + k∑
j=1
∥∥D j y(t)∥∥2 + 〈G(u(t),σ (t))− G(v(t),ω(t)), y(t)〉= 0, ∀t > 0. (3.5)
From (3.1)–(3.2), it follows that
∣∣〈G(u(t),σ (t))− G(v(t),ω(t)), y(t)〉∣∣

∥∥G(u(t),σ (t))− G(v(t),ω(t))∥∥∥∥y(t)∥∥ K0
3
(∥∥y(t)∥∥2 + ‖q‖Tr∥∥y(t)∥∥)
 K0
3
(∥∥y(t)∥∥2 + ‖q‖2Tr
2
+ ‖y(t)‖
2
2
)
 K0
2
(∥∥y(t)∥∥2 + ‖q‖2
Tr
)
, t > 0. (3.6)
In such a case, using (3.5)–(3.6), we obtain
d
dt
(∥∥y(t)∥∥2 + ‖q‖2
Tr
)− K0(∥∥y(t)∥∥2 + ‖q‖2Tr ) 0, ∀t > 0,
where we used the fact that ‖q‖2
Tr
is independent of t . Thus,
d
dt
(
e−K0t
∥∥Φ(t)∥∥2E) 0, ∀t > 0.
Integrating both sides of the last inequality from 0 to t , we ﬁnd
∥∥Φ(t)∥∥2E  eK0t∥∥Φ(0)∥∥2E , ∀t  0, (3.7)
and for T > 0,
∥∥Φ(t)∥∥2E  eK0T ∥∥Φ(0)∥∥2E , ∀t ∈ [0, T ]. 
Lemma 2. Given the sequence {σ n}∞n=1 ⊂ Tr , {T (·)σ n}∞n=1 is uniformly equicontinuous from R into Tr . That
is, given ε > 0, there exists δ > 0 such that for n = 1,2, . . . , and s1, s2 ∈ R with |s1 − s2| < δ, we have
‖T (s1)σ n − T (s2)σ n‖Tr < ε.
Proof. Let {σ n}∞n=1 be a sequence in Tr and ε > 0. Taking into account (2.1), let us choose δ > 0
suﬃciently small such that for s1, s2 ∈ R with |s1 − s2| < δ, we have
−π < α j(s1 − s2) < π, ∀ j = 1, . . . , r, and
r∑
j=1
(
α j(s1 − s2)
)2
< ε2.
In such a case, for n = 1,2, . . . , and s1, s2 ∈ R with |s1 − s2| < δ, we have
∥∥T (s1)σ n − T (s2)σ n∥∥2Tr = ∥∥α(s1 − s2)∥∥2Tr =
r∑
j=1
(
α j(s1 − s2)
)2
< ε2. 
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2c1
, (3.8)
and S∗ = S(t∗). Now we are ready to present the following lemma:
Lemma 3. S∗ : BS → BS is α-contraction on BS .
Proof. It is clear that
∑
‖i‖mI1
(
Gi
(
ui(t),σ (t)
)− Gi(vi(t),ω(t)))yi(t)
−1
2
∑
‖i‖mI1
([
Gi
(
ui(t),σ (t)
)− Gi(vi(t),ω(t))]2 + y2i (t))
−1
2
∥∥G(P I1u(t),σ (t))− G(P I1 v(t),ω(t))∥∥2 − 12
(∥∥P I1 y(t)∥∥2 + ‖q‖2Tr ). (3.9)
Note that PI1φ(t) = (P I1u(t),σ (t)), PI1ψ(t) = (P I1 v(t),ω(t)) ∈ B ×Tr . In such a case, using (3.2), we
ﬁnd that
∥∥G(P I1u(t),σ (t))− G(P I1 v(t),ω(t))∥∥2
 K0
3
(∥∥P I1u(t) − P I1 v(t)∥∥2 + ∥∥σ(t)−ω(t)∥∥2Tr )= K03
(∥∥P I1 y(t)∥∥2 + ‖q‖2Tr ). (3.10)
From assumption (A5) and (3.9)–(3.10), it follows that
∑
i∈Zk
(
Gi
(
ui(t),ω(t)
)− Gi(vi(t),ω(t)))yi(t)
−1
2
(
K0
3
+ 1
)(∥∥P I1 y(t)∥∥2 + ‖q‖2Tr )+ ∑
‖i‖m>I1
(
c1 y
2
i (t)− a2i ‖q‖2Tr −
k∑
j=1
((
D j y(t)
)
i
)2)
− K1
2
(∥∥P I1 y(t)∥∥2 + ‖q‖2Tr )+ c1(∥∥y(t)∥∥2 + ‖q‖2Tr )−
k∑
j=1
∑
‖i‖m>I1
((
D j y(t)
)
i
)2
, ∀t  t1,
(3.11)
where K1 = 2(c1 + ‖a‖2) + K03 + 1. From (3.5), (3.11) and the fact that ‖q‖2Tr is independent of t , it
follows that
d
dt
(∥∥y(t)∥∥2 + ‖q‖2
Tr
)+ 2c1(∥∥y(t)∥∥2 + ‖q‖2Tr ) K1(∥∥P I1 y(t)∥∥2 + ‖q‖2Tr ), ∀t  t1,
d
dt
(
e2c1t
(∥∥Φ(t)∥∥2E)) K1e2c1t∥∥PI1Φ(t)∥∥2E , ∀t  t1.
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∥∥Φ(t)∥∥2E  e2c1(t1−t)∥∥Φ(t1)∥∥2E + K12c1 maxs∈[t1,t]
∥∥PI1Φ(s)∥∥2E , ∀t  t1.
Taking into account (3.7), it follows that
∥∥Φ(t)∥∥2E  e(2c1+K0)t1−2c1t∥∥Φ(0)∥∥2E + K12c1 maxs∈[t1,t]
∥∥PI1Φ(s)∥∥2E , ∀t  t1.
For t∗ given by (3.8), we obtain
∥∥Φ(t∗)∥∥2E  1512
∥∥Φ(0)∥∥2E + K12c1 maxs∈[t1,t∗]
∥∥PI1Φ(s)∥∥2E ,
∥∥Φ(t∗)∥∥E  116√2
∥∥Φ(0)∥∥E + ρ(φ0,ψ0), (3.12)
where
ρ
(
(φ0,ψ0)
)= ( K1
2c1
)1/2
max
s∈[t1,t∗]
∥∥PI1Φ(s)∥∥E
=
(
K1
2c1
)1/2
max
s∈[t1,t∗]
( ∑
‖i‖mI1
y2i (s) + ‖q‖2Tr
)1/2
.
Recalling (3.12), along the lines of Lemma 2.3.6 [27], if we prove that ρ is a precompact pseudomet-
ric on BS , then S∗ is α-contraction on BS . Indeed, we shall apply the Ascoli–Arzelá Theorem. Let
{φn0}∞n=1 = {(un0, σ n)}∞n=1 ⊂ BS , and
S(t)φn0 = φn(t) =
(
un(t), T (t)σ n
)= ((uni (t))i∈Zk , T (t)σ n), n = 1,2, . . . .
By (3.1), we get
φn(t)⊂ BS , ∀t  0, n = 1,2, . . . . (3.13)
Recalling (2.4), (3.13) and the fact that A : l2 → l2 is a bounded linear operator and G : E → l2 is a
locally Lipschitz continuous operator, there exists a constant K2 = K2(BS , A,G) such that
∥∥u˙n(t)∥∥ ∥∥Aun(t)∥∥+ ∥∥G(un(t), T (t)σ n)∥∥ K2, ∀t > 0, n = 1,2, . . . .
In such a case, using the mean value theorem, we obtain
∥∥P I1(un(s1))− un(s2)∥∥=
( ∑
‖i‖mI1
(
uni (s1) − uni (s2)
)2)1/2
 (2I1 + 1)k/2K2|s1 − s2|, ∀s1, s2 ∈ [t1, t∗], n = 1,2, . . . . (3.14)
Since B is closed bounded in l2, then P I1B is closed bounded in the ﬁnite dimensional Hilbert space
R
(2I1+1)k . In such a case it is clear that PI1BS = P I1B ×Tr is compact. From (3.13), it is clear that for
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it follows that the sequence {PI1φn}∞n=1 ⊂ C([t1, t∗],PI1BS ) is uniformly equicontinuous. Therefore,
by Ascoli–Arzelá Theorem there is a subsequence of {PI1φn}∞n=1 that is convergent in the space
C([t1, t∗],PI1BS ) and this is a Cauchy sequence with respect to ρ . 
4. Squeezing property and uniform exponential attractors
Lemma 4. S∗ : BS → BS satisﬁes the discrete squeezing property on BS .
Proof. Consider a smooth increasing function θ ∈ C1(R+,R) such that
⎧⎨
⎩
θ(s) = 0, 0 s 1,
0 θ(s) 1, 1< s < 2,
θ(s) = 1, 2 s,
(4.1)
and there exists a constant M0 such that |θ ′(s)| M0,∀s 0. Let us choose I2  I1 such that
∑
‖i‖m>I2
a2i 
c1
256
, (4.2)
and
M1 = max
{
I2,
4096kM0m20c
2
0
2c1 + K0 e
K0t∗
}
. (4.3)
For each i ∈ Zk , let zi = θ( ‖i‖mM1 )yi , z = (zi)i∈Zk . Taking the inner product of (3.3) with z(t), it follows
that
∑
i∈Zk
1
2
θ
(‖i‖m
M1
)
d
dt
y2i (t)+
k∑
j=1
〈
D j y(t), D jz(t)
〉
+ 〈G(u, σ (t))− G(v,ω(t)), z(t)〉= 0, ∀t > 0. (4.4)
Using the same technique which is used to reach (31) of [37], we ﬁnd
〈
D j y(t), D jz(t)
〉

∑
i∈Zk
θ
(‖i‖m
M1
)((
D j y(t)
)
i
)2 − 4M0m20c20
M1
∥∥y(t)∥∥2, ∀ j = 1,2, . . . ,k, t > 0.
(4.5)
Recalling (2.14), (4.1) and (4.3), we ﬁnd
〈
G
(
u, σ (t)
)− G(v,ω(t)), z(t)〉
=
∑
i∈Zk
θ
(‖i‖m
M1
)(
Gi
(
ui, σ (t)
)− Gi(vi,ω(t)))yi(t)

∑
k
θ
(‖i‖m
M1
)(
c1 y
2
i (t)− a2i ‖q‖2Tr −
k∑
j=1
(
D j y(t)
)2
i
)
, ∀t  t1. (4.6)i∈Z
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∑
i∈Zk
θ
(‖i‖m
M1
)(
1
2
d
dt
y2i (t) + c1 y2i (t)
)

4kM0m20c
2
0
M1
∥∥y(t)∥∥2 + ‖q‖2
Tr
∑
‖i‖m>I2
a2i , ∀t  t1.
In such a case, using (3.7), we ﬁnd
∑
i∈Zk
θ
(‖i‖m
M1
)(
d
dt
y2i (t) + 2c1 y2i (t)
)

8kM0m20c
2
0
M1
eK0t
∥∥Φ(0)∥∥2E + 2‖q‖2Tr ∑
‖i‖m>I2
a2i , ∀t  t1,
and
∑
i∈Zk
θ
(‖i‖m
M1
)
d
dt
(
e2c1t y2i (t)
)

8kM0m20c
2
0
M1
e(2c1+K0)t
∥∥Φ(0)∥∥2E + 2e2c1t‖q‖2Tr ∑
‖i‖m>I2
a2i , ∀t  t1.
If we integrate both sides of the last inequality over [t1, t], it follows that
∑
i∈Zk
θ
(‖i‖m
M1
)
y2i (t) e2c1(t1−t)
∑
i∈Zk
θ
(‖i‖m
M1
)
y2i (t1)
+ 8kM0m
2
0c
2
0
M1(2c1 + K0)e
K0t
∥∥Φ(0)∥∥2E + 1c1 ‖q‖2Tr
∑
‖i‖m>I2
a2i , ∀t  t1.
From (3.7), (4.1), (4.2) and the last inequality, we obtain
∥∥Q2M1Φ(t)∥∥2 = ∑
‖i‖m>2M1
y2i (t)
∑
i∈Zk
θ
(‖i‖m
M1
)
y2i (t)

(
e(2c1+K0)t1−2c1t + 8kM0m
2
0c
2
0
M1(2c1 + K0)e
K0t
)∥∥Φ(0)∥∥2E + 1256‖q‖2Tr , ∀t  t1.
Recalling t∗ and M1 given by (3.8) and (4.3), respectively, it follows that
∥∥Q2M1Φ(t∗)∥∥2E  1128
∥∥Φ(0)∥∥2E .
That is,
∥∥Q2M1(S∗φ0 − S∗ψ0)∥∥2E  1128‖φ0 − ψ0‖2E .
In such a case using Deﬁnition 3, if
∥∥P2M1(S∗φ0 − S∗ψ0)∥∥E  ∥∥Q2M1(S∗φ0 − S∗ψ0)∥∥E ,
then
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∥∥P2M1(S∗φ0 − S∗ψ0)∥∥2E + ∥∥Q2M1(S∗φ0 − S∗ψ0)∥∥2E
 2
∥∥Q2M1(S∗φ0 − S∗ψ0)∥∥2  164‖φ0 − ψ0‖2.
The proof is completed. 
Theorem 1.
(i) In E, there exists an exponential attractor MS∗ for S∗ on BS such that the fractal dimension of MS∗ ,
namely dF (MS∗ ), is less than a constant multiple of M2K0t∗ , where K0 and t∗ are given by (3.7) and
(3.8), respectively, and M2 is the rank of the orthogonal projection P2M1 .
(ii) In E, MS = ⋃0tt∗ S(t)MS∗ is an exponential attractor for {S(t)}t0 on BS and dF (MS ) 
dF (MS∗ )+ 1.
Proof. (i) From Corollary 1 and Lemmas 1, 3 and 4, we get the result.
(ii) Recalling Lemma 1, the result is a direct consequence of Theorem 3.1 [21]. 
Theorem 2. In l2 , M =Π1(MS ) is a uniform exponential attractor for the family of processes {Uσ (t, τ ):
t  τ , τ ∈ R}σ∈Tr associated with the system (2.4)–(2.5) on B, where MS is the exponential attractor for
{S(t)}t0 on BS given by Theorem 1, above, and Π1 denotes the orthogonal projection on l2 .
Proof. Since MS is an exponential attractor for {S(t)}t0 on BS , then by Deﬁnition 1:
(i) MS is compact,
(ii) AS ⊂ MS ⊂ BS , where AS is the global attractor,
(iii) S(t)MS ⊂ MS , for t  0,
(iv) MS has a ﬁnite fractal dimension dF (MS ), and
(v) there exist positive constants a1 and a2 such that
distE
(S(t)BS ,MS) a1 exp(−a2t), ∀t  0. (4.7)
Now, we shall prove that M =Π1(MS ) is a uniform exponential attractor for the family of
processes {Uσ (t, τ ): t  τ , τ ∈ R}σ∈Tr associated with the system (2.4)–(2.5) on B by following
Deﬁnition 2.
Since AS is the global attractor for {S(t)}t0 on BS , then, by [19], A = Π1(AS ) is the uniform
global attractor for {Uσ (t, τ ): t  τ , τ ∈ R}σ∈Tr on B. Using the properties of the orthogonal projec-
tion Π1 and (i)–(iv), we ﬁnd that M is compact, A ⊂ M ⊂ B, and dF (M) is ﬁnite.
Using (2.11), (2.12) and (4.7), we obtain that
sup
σ∈Tr
distl2
(
Uσ (t, τ )B,M)
= sup
σ∈Tr
distl2
(
U T (τ )σ (t − τ ,0)B,M)
= sup
σ∈Tr
distl2
(
Uσ (t − τ ,0)B,M) a1 exp(−a2(t − τ )), ∀t  τ , τ ∈ R.
The proof is completed. 
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We proved the existence of a uniform exponential attractor for an abstract LDS (2.4)–(2.5) satisfy-
ing assumptions (A1)–(A5). Here, we show that assumptions (A1)–(A5) are reasonable. In this section,
we consider
Gi(ui,σ ) = f i(ui) + ai gi(σ ), ∀σ ∈ Tr, i ∈ Zk, u = (ui)i∈Zk ∈ l2, (5.1)
such that
f i(ui) =
n∑
j=0
γi ju
2 j+1
i ,
with
γi0 ∈
[
γ∗, γ ∗
]
, γi j ∈
[
0, γ ∗
]
, ∀ j = 1, . . . ,n, (5.2)
for some γ ∗ > γ∗ > 0, a = (ai)i∈Zk ∈ l2. For each i ∈ Zk , gi is an operator from Tr into R such that
gi(0Tr ) = 0, (5.3)
and there exists K2 > 0 such that
∣∣gi(σ ) − gi(ω)∣∣ K2‖σ −ω‖Tr , ∀i ∈ Zk, σ ,ω ∈ Tr . (5.4)
From (5.3)–(5.4), it is clear that
∣∣gi(σ )∣∣ K2‖σ‖Tr , ∀i ∈ Zk, σ ∈ Tr . (5.5)
Let f (u) = ( f i(ui))i∈Zk and ag(σ ) = (ai gi(σ ))i∈Zk , then for σ ∈ Tr and τ ∈ R, the LDS given by (2.4)–
(2.5) becomes
u˙(t) + Au(t)+ f (u(t))+ ag(σ(t))= 0, t > τ, (5.6)
u(τ ) = (ui,τ )i∈Zk = uτ . (5.7)
In such a case, it is clear that assumption (A2) is satisﬁed.
The following lemma shows that (A3) and (A4) are satisﬁed.
Lemma 5.
(a) For σ ∈ Tr , τ ∈ R and uτ ∈ l2 , there exists a unique global solution u of (5.6)–(5.7) in l2 such that
u ∈ C([τ ,∞), l2)∩ C1((τ ,∞), l2).
(b) In l2 , a closed bounded ball B = B(0, R0) with center 0 and radius R0  K2‖a‖γ∗ πr1/2 satisﬁes
Uσ (t, τ )B ⊆ B, ∀σ ∈ Tr, t − τ  0, τ ∈ R,
where {Uσ (t, τ ): t  τ , τ ∈ R}σ∈Tr is the family of processes associated with the LDS (5.6)–(5.7) on l2 ,
that is, for σ ∈ Tr , t  τ , τ ∈ R, and uτ ∈ l2 , we have Uσ (t, τ )uτ = u(t), where u is the solution of
(5.6)–(5.7).
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operator, by the standard theory of ordinary differential equations, there exists a unique, maximally
deﬁned, local solution u of (5.6)–(5.7) in l2 such that u ∈ C([τ , T ), l2)∩ C1((τ , T ), l2), for some T > τ .
Moreover, if T < ∞, then limt→T− ‖u(t)‖ = +∞.
Considering the inner product of (5.6) with u(t), τ < t < T , we get
1
2
d
dt
∥∥u(t)∥∥2 + n∑
j=1
∥∥D j(u(t))∥∥2 + ∑
i∈Zk
n∑
j=0
γi ju
2 j+2
i (t)+
∑
i∈Zk
ai gi
(
σ(t)
)
ui(t) = 0. (5.8)
Recalling (5.2), it follows that
∑
i∈Zk
n∑
j=0
γi ju
2 j+2
i (t) γ∗
∥∥u(t)∥∥2, (5.9)
and from (5.5), we get
∑
i∈Zk
ai gi
(
σ(t)
)
ui(t)− 12γ∗
∑
i∈Zk
a2i g
2
i
(
σ(t)
)− γ∗
2
∑
i∈Zk
u2i (t)
− K
2
2‖a‖2
2γ∗
∥∥σ(t)∥∥2
Tr
− γ∗
2
∥∥u(t)∥∥2. (5.10)
From (5.8)–(5.10), we ﬁnd
d
dt
∥∥u(t)∥∥2 + γ∗∥∥u(t)∥∥2  K 22‖a‖2
γ∗
∥∥σ(t)∥∥2
Tr
,
that is,
d
dt
(
eγ∗t
∥∥u(t)∥∥2) K 22‖a‖2
γ∗
eγ∗t
∥∥σ(t)∥∥2
Tr
.
Integrating both sides of the last inequality from τ to t ∈ (τ , T ), we get
∥∥u(t)∥∥2  eγ∗(τ−t)∥∥u(τ )∥∥2 + K 22‖a‖2
γ 2∗
(
1− eγ∗(τ−t)) max
s∈[τ ,t]
∥∥σ(t)∥∥2
Tr
.
From the last inequality we ﬁnd that (a) and (b) are satisﬁed. 
Let σ ,ω ∈ Tr , u = (ui)i∈Zk , v = (vi)i∈Zk ∈ l2, yi = ui − vi and q = σ −ω, then for i ∈ Zk ,
(
Gi(ui,σ ) − Gi(vi,ω)
)
yi =
n∑
j=0
γi j
(
u2 j+1i − v2 j+1i
)
yi + ai
(
gi(σ ) − gi(ω)
)
yi
 γ∗ y2i −
a2i
2γ∗
(
gi(σ ) − gi(ω)
)2 − γ∗
2
y2i .
In such a case, using (5.4), we ﬁnd
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Gi(ui,σ ) − Gi(vi,ω)
)
yi 
γ∗
2
y2i −
a2i K
2
2
2γ∗
‖q‖2
Tr .
From the last inequality, it is clear that assumption (A5) is satisﬁed.
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