We prove ultradifferentiable Chevelley restriction theorems for a wide range of ultradifferentiable classes. As a special case we find that isotropic functions, i.e., functions defined on the vector space of real symmetric matrices invariant under the action of the special orthogonal group by conjugation, possess some ultradifferentiable regularity if and only if their restriction to diagonal matrices has the same regularity.
Introduction
Let the special orthogonal group SO(n) act by conjugation on the vector space Sym(n) of real symmetric n × n matrices. Functions f : Sym(n) → R that are invariant under this action are called isotropic, i.e.
the regularity of f . Indeed, for a symmetric C nr -function F the function G is in general only of class C r ; see Barbançon [3] and Rumberger [22] . Nevertheless it is true that, for any r ∈ N, an isotropic function f (A) = F (a 1 , . . . , a n ) is C r if and only if F is C r . This was proved by Ball [1] for r = 0, 1, 2, ∞ and by Sylvester [26] for all r = 0, 1, 2, · · · , ∞. LaterŠilhavý [25] gave a simple elementary proof of Sylvester's result and an inductive formula for the derivatives of f ; see also Scheuer [23] . The simpler Hölder case C r,α for 0 < α < 1 is already contained in [1] . For applications in elasticity see the discussion of the stored energy function in [1, Section 6] .
In this paper we will show that the same phenomenon "permanence of regularity" between an isotropic function f and its symmetric companion F holds for ultradifferentiable functions. These are C ∞ -function with certain growth restrictions for their iterated derivatives which define the ultradifferentiable class. For instance, the real analytic class is defined by the Cauchy estimates. Modification of the Cauchy estimates in terms of a weight sequence gives rise to the classical Denjoy-Carleman classes (among them the Gevrey classes which are important in PDEs). Braun-Meise-Taylor classes arose from measuring the regularity in terms of prescribing the decay of the Fourier transform.
We will work in a very general framework for ultradifferentiable analysis which comprises all classically studied classes (notably, the aforementioned ones). Similarly as for finite differentiability the corresponding Glaeser theorem involves a strict loss of regularity and is hence not applicable; see Bronshtein [9, 10] and [20] . It is worth mentioning that for Denjoy-Carleman classes we require that the weight sequence has moderate growth whereas in the case of Braun-Meise-Taylor classes our results apply for all standard weight functions. (Precise definitions are given in Section 2.) It does not matter for the problem whether the class is quasianalytic or not. In particular, we get as a corollary that an isotropic function f is real analytic if and only if its symmetric companion F is real analytic. Furthermore we shall also deduce a version of the result for Gelfand-Shilov classes, i.e., ultradifferentiable rapidly decreasing functions for which the defining bounds are global in contrast to the aforementioned regularity classes.
The results for isotropic functions (Theorem 10) will be special cases of the ultradifferentiable Chevalley restriction theorems (Theorem 5 and Theorem 9) that we shall prove in Section 3. The latter are formulated for Cartan decompositions of real semisimple Lie algebras of noncompact type; see the setting in Section 3. The proof follows closely the one given by Dadok [13] for the C ∞ -case which is based on the analysis of the Laplace operator on invariant functions and a weak elliptic regularity result. We shall combine this analysis with lacunary regularity results for ultradifferentiable classes. These lacunary regularity results are reviewed and adapted to our general ultradifferentiable setting in Section 2.3. For the Chevalley theorem in Gelfand-Shilov classes we will use their invariance under the Fourier transform.
Notation. We will use multiindex notation with D j = −i∂ j , where i = √ −1, and D α = D α1 1 D α2 2 · · · D αn n such that the Fourier transform 
The Denjoy-Carleman class of Roumieu type E {M} is defined by 
We endow these spaces with their natural locally convex topologies. The study of Denjoy-Carleman classes started around 1900 with the work of E. Borel.
We shall assume that the sequence M = (M k ) is
In that case we say that M is a weight sequence. It is easy to see that for a weight sequence M the sequence M . The condition is also necessary provided that M satisfies (1), see [27] and [11] . For instance, stability of the classes E {M} and E (M) by derivation is equivalent to boundedness of the sequence (M k+1 /M k ) 1/k (for the necessity we assume that M satisfies (1)). If (M k /N k ) 1/k → 0 then E {M} ⊆ E (N ) , and conversely provided that M satisfies (1). Hence sequences M and N satisfying (1) are called equivalent if there is a constant C > 0 such that C −1 ≤ (M k /N k ) 1/k ≤ C; this is precisely the case if they defined the same Denjoy-Carleman classes.
Of particular importance in the theory of differential equations are the Gevrey classes G s , for s ≥ 1. These are by definition the Roumieu type classes associated with the weight sequence M k = k! s , i.e., G s = E {(k! s ) k } . For s = 1 we get the class of real analytic functions G 1 = E {(k!) k } = C ω in the Roumieu case and the restrictions of entire functions E ((k!) k ) in the Beurling case.
The inclusion C ω ⊆ E {M} (as well as the inclusion
This condition entails that the corresponding classes E {M} and E (M) are stable by derivation.
Note that the Gevrey classes G s , for s ≥ 1, satisfy all of the conditions (1)-(5), if s > 0 also (4 ′ ) is satisfied.
2.2. General ultradifferentiable classes. By a weight matrix we mean a family M of weight sequences M which is totally ordered with respect to the pointwise order relation on sequences. For a weight matrix M and an open subset U ⊆ R n we consider the Roumieu class In the following we will consider weight matrices M with additional properties which will depend on the type, i.e. Beurling or Roumieu, of the class:
We For Denjoy-Carleman classes either of the conditions (B 2 ) and (R 2 ) reduces to the moderate growth condition 2.1 (5) .
All our results will apply for Braun-Meise-Taylor classes E [ω] . Here ω is a weight function, i.e., a continuous increasing functions ω :
where ϕ * (t) := sup s≥0 st − ϕ(s) , for t > 0, is the Young conjugate of ϕ.
These classes were originally introduced by Beurling [4] and Björck [5] in terms of decay properties of the Fourier transform. The description that we used above is due to Braun, Meise, and Taylor [8] .
Braun-Meise-Taylor classes E [ω] can be identified as classes E [M] for suitable weight matrices M. In fact, by [21] , setting
algebraically and topologically.
The weight matrix W always satisfies (B 2 ) as well as (R 2 ); cf. [21, (5.6) ]. It fulfills 2.3. Lacunary regularity. In this section we review some results of Liess [18] which are based on earlier work by Baouendi and Metivier [2] and Bolley, Camus, and Metivier [6] . We shall need only one direction of the characterization of Liess (in a special case) and try to get by with the minimal assumptions on the weight sequences, but we will otherwise not strive for utmost generality. Moreover we show the result in the framework of weight matrices. Let M be a weight matrix and let P be a linear partial differential operator with analytic coefficients of order m on an open subset U of R n . Moreover, let k = (k j ) be a strictly increasing sequence of positive integers. Then E 
for some a ∈ N ≥1 and b ∈ N. Then for f ∈ C ∞ (U ) the following conditions are equivalent:
(2) for all K ⋐ U there exist M ∈ M and C, ρ > 0 such that (resp. for all M ∈ M and all ρ > 0 there is C > 0 such that)
Proof. Only the implication (2) ⇒ (1) requires an argument. It follows from the following interpolation formula (see [18, (5) ]): if U ′ ⋐ U ′′ ⋐ U are open subsets of R n and ℓ ≤ k, then for i = 1, . . . , n,
For each fixed v ∈ S n−1 we may choose a basis in which v is the first basis vector. Now it suffices to choose j such that k j ≤ ℓ ≤ k j+1 and to use (2) for k = k j+1 . In the Roumieu case the conditions (1) and (R 2 ) guarantee that there exist N,
, and hence using again (1) we conclude
In the Beurling case we use (B) instead of (R) in a similar way. Since (k!/M k ) 1/k → 0 in this case, we find that k ℓ j+1 ≤ ǫ ℓ M ℓ for all M ∈ M and all ǫ > 0.
In any case we may conclude that (2) actually holds for the sequence k j = j. By the polarization formula [17, Lemma 7.3(1)], we have
where d j f (x) Lj denotes the operator norm of the Fréchet derivative of order j of f at x. Together with the Sobolev inequality and the fact that M is stable by derivation (in order to switch from L 2 -to L ∞ -estimates) we find that f ∈ E [M] (U ). 
P,k (U ) then there exist M ∈ M and C, ρ > 0 (resp. for all M ∈ M and all ρ > 0 there is C) such that
we conclude that, for all j,
where we used (R 2 ) in the Roumieu case. In the Beurling case we use (B 2 ) instead. The constantsC,ρ are independent of v ∈ S n−1 . It remains to apply Lemma 1 for the sequence j → mk j − n − 1.
Remark 3.
It is possible to just work with ∂ 1 , . . . , ∂ n instead of all directional derivatives d v . Then the equivalence of (1) and (2) in Lemma 1 would read:
∂i,k (U ).
The proof is similar, but in the end one has to show the stronger statement
∂i,(j)j (U ). 
Ultradifferentiable Chevalley theorems
3.1. The setting. The following facts can be found in [15] ; see also [13] whose arguments we follow closely.
Let g be a real semisimple Lie algebra of noncompact type and let g = k ⊕ p be a Cartan decomposition. Then k is a subalgebra of g which is the Lie algebra of the maximal compact subgroup K of the adjoint group Int(g). The decomposition is direct with respect to the Killing form. Let a ⊆ p be a maximal abelian subspace and g = g 0 ⊕ 
where dx and dH are the Lebesgue measures on p and a, respectively, and dk is an invariant measure on K/M , all of them with suitable normalizations; see [15, p.380 ].
We denote by C ∞ (p) K the space of C ∞ -functions on p which are invariant under the adjoint action of K on p. Similarly C ∞ (a) W is the space of W -invariant C ∞functions on a. By ∆ p we mean the flat Euclidean Laplace operator on p. For f ∈ C ∞ (p) K we have (∆ p f )| a + = rad(∆ p )(f | a + ), where rad(∆ p ) is a differential operator on a + called the radial part of ∆ p . Then (see [13, 
where ∆ a is the Laplace operator on a and (grad α)(f ) := grad α, grad f .
3.2.
Chevalley's theorem in local ultradifferentiable classes.
Theorem 5. Let M be a [regular] weight matrix. Then the restriction mapping
Proof. Every f ∈ C ∞ (a) W can be extended to a continuous function f on p, by making it constant on the K-orbits. The continuity of f follows from [16, Proposition 2.4]; in fact, for X, Y ∈ p one has dist(Ad(K)X, Ad(K)Y ) = dist(Ad(K)X ∩ a + , Ad(K)Y ∩ a + ).
Using (4) and (5), it is not hard to see that
in the sense of distributions; for details see [13, pp.124-125 ].
Since f is invariant with respect to the reflection through the hyperplane {α = 0}, the function (grad α)(f ) vanishes on {α = 0} whence (grad α)(f )/α is smooth. Then, by (5) , we may conclude that rad(∆ p )f ∈ C ∞ (a) W , where now rad(∆ p ) is the obvious extension to a as a W -invariant differential operator (with singularities along the hyperplanes {α = 0}, for α ∈ Σ + ).
Iterating (6) yields
This implies that f ∈ C ∞ (p) K by means of elliptic regularity; cf. [13, p.124] . Now suppose that f ∈ E [M] (a) W . By the above, the K-invariant extension f is smooth. Let U be a relatively compact open subset of p and let V be its saturation with respect to the K-action, i.e., the union of all K-orbits that meet U . By (7) ,
We claim that there exist M ∈ M and constants C, ρ > 0 (resp. for all M ∈ M and all ρ > 0 there is C > 0) such that
Then, by (8), we may conclude
That implies that f ∈ E [M] ∆p,(j)j (p). By Proposition 2, we find that f ∈ E [M] (p) K . It remains to show the claim (9) . We use that, for any f ∈ C ∞ (a) W , the function F := (grad α)(f ) | grad α| vanishes on the hyperplane {α = 0}. Although rad(∆ p ) is a differential operator with singularities along the hyperplanes {α = 0}, for α ∈ Σ + , its action on Winvariant functions f is well-behaved. Indeed, if we set v α = grad α | grad α| and denote by
the orthogonal projection on the hyperplane {α = 0}, then since F vanishes on {α = 0} we have for all x ∈ a,
By (5), we see that for f ∈ C ∞ (a) W we have
Since rad(∆ p )f ∈ C ∞ (a) W we can replace f in the above formula by rad(∆ p )f and iterate this procedure in order to express rad(∆ p ) m (f ) for m ≥ 1 in terms of combinations of powers of differential operators ∆ a and d vα for α ∈ Σ + applied to f . Using the linearity of the operators and the linearity of α and y α and computing L ∞ -norms on balls centered at the origin in a, it is then straightforward to conclude (9) . . We already know that f is smooth. Choose linear coordinates in p such that the K-invariant inner product induced by the Killing form is given by x, y = x 1 y 1 + · · · + x n y n . Then |x| 2 = x, x is a K-invariant polynomial. By Lemma 4, it suffices to check that there exist M ∈ M and constants C, ρ, σ > 0 (resp. for all M ∈ M and all ρ, σ > 0 there is 
For the second estimate in (10) we observe that for all ξ ∈ p (where n = dim p)
where in the last inequality we used (7) . The assumption f ∈ S [M] (a) W together with the fact that M is [regular] and the justification for (9) yields the required estimate.
Isotropic functions
Let g = sl(n, R) be the Lie algebra of n × n real matrices with trace zero and consider the Cartan decomposition g = k ⊕ p, where k = so(n, R) is the Lie algebra of skew-symmetric matrices and p = Sym(n) 0 are the symmetric matrices with trace zero. Then K = SO(n) acts by conjugation on p and the maximal subalgebra a = Diag(n) 0 consists of the diagonal matrices with trace zero. The Weyl group is isomorphic to the symmetric group S n and acts on a be permuting the diagonal entries.
Let F : Diag(n) ∼ = R n → R be a symmetric function. We extend F to an isotropic function f : Sym(n) → R by setting f (A) = F (a 1 , . . . , a n ), where a 1 ≥ a 2 ≥ · · · ≥ a n are the eigenvalues of A. Setting B = A − 1 n (Tr A)I and b j := a j − 1 n n i=1 a i , for j = 1, . . . , n, we have Clearly, we immediately get isotropic versions of Corollaries 6 to 8.
Remark 11. Alternatively, it is possible to use the inductive formula for the derivatives of f derived in [25] in order to give a direct proof of Theorem 10.
