S
uper-resolution (SR) restoration aims to solve the following problem: given a set of observed images, estimate an image at a higher resolution than is present in any of the individual images. Where the application of this technique differs in computer vision from other fields is in the variety and severity of the registration transformation between the images. In particular this transformation is generally unknown, and a significant component of solving the SR problem in computer vision is the estimation of the transformation. The transformation may have a simple parametric form, or it may be scene dependent and have to be estimated for every point. In either case the transformation is estimated directly and automatically from the images.
Computer vision techniques applied to the SR problem have already yielded several successful products, including Cognitech's "Video Investigator" software [1] and Salient Stills' "Video Focus" [2] . In the latter case, for example, a high-resolution (HR) still of a face, suitable for printing in a newspaper article, can be constructed from low-resolution (LR) video news feed.
The approach discussed in this article is outlined in Figure 1 . The input images are first mutually aligned onto a common reference frame. This alignment involves not only a geometric component but also a photometric component, modeling illumination, gain, or color balance variations among the images. After alignment a composite image mosaic may be rendered and SR restoration may be applied to any chosen region of interest.
We shall describe the two key components that are necessary for successful SR restoration: the accurate alignment or registration of the LR images and the formulation of an SR estimator that uses a generative image model together with a prior model of the super-resolved image itself. As with many other problems in computer vision, these different aspects are tackled in a robust, statistical framework.
Image Registration
Essential to the success of any SR algorithm is the need to find a highly accurate point-to-point correspondence or registration between images in the input sequence. This correspondence problem can be stated as follows: given two different views of the same scene, for each image point in one view find the image point in the second view which has the same pre-image, i.e., corresponds to the same actual point in the scene.
Many SR estimators, particularly those derived in the Fourier domain, are based on the assumption of purely translational image motion [34] , [35] . In computer vision, however, far more demanding image transformations are required and estimated on a regular basis. Fast, accurate, and robust automated methods exists for registering images related by affine transformations [21] , biquadratic transformations [24] , and planar projective transformations [7] . Image deformations inherent in the imaging system, such as radial lens distortion, may also be parametrically modeled and accurately estimated [11] , [14] .
Geometric Registration
For illustrative purposes we will focus on the case of images that are related by a planar projective transformation, also called a planar homography, a geometric transformation which has eight degrees of freedom (see Figure 2 ). There are two important situations in which a planar homography is appropriate [19] : images of a plane viewed under arbitrary camera motion and images of an arbitrary three-dimensional scene viewed by a camera rotating about its optic center and/or zooming. The two situations are illustrated in Figure 3 . In both cases, the image points x and x ′ correspond to a single point X in the world. A third imaging situation in which a homography may be appropriate occurs when a freely moving camera views a very distant scene, such as is the case in high-aerial or satellite photography. Because the distance of the scene from the camera is very much greater than the motion of the camera between views, the parallax effects caused by the three-dimensional nature of the scene are negligibly small.
Feature-Based Registration
In computer vision it is common to estimate the parameters of a geometric transformation such as a homography H by automatic detection and analysis of corresponding features among the input images. Typically, in each image several hundred "interest points" are automatically detected with subpixel accuracy using an algorithm such as the Harris feature detector [17] . Putative correspondences are identified by comparing the image neighborhoods around the features, using a similarity metric such as normalized correlation. These correspondences are refined using a robust search procedure such as the RANSAC algorithm [13] Super-resolution restoration aims to solve the following: given a set of observed images, estimate an image at a higher resolution than is present in any of the individual images.
homography [19] , [33] . Finally, these inlying correspondences are used in a nonlinear estimator which returns a highly accurate estimate of the homography. The algorithm is summarized in Figure 4 , and the process is illustrated in Figure 5 for the case of two views.
Feature-based algorithms have several advantages over direct, texture correlation-based approaches often found elsewhere [20] , [26] , [31] . These include the ability to cope with widely disparate views and excellent robustness to illumination changes. More importantly in the context of SR, the feature-based approach allows us to derive a statistically well-founded estimator of the registration parameters using the method of maximum likelihood (ML). Applied to several hundred point correspondences, this estimator gives highly accurate results. Furthermore, the feature-based ML estimator is easily extended to perform simultaneous registration of any number of images, yielding mutually consistent, accurate estimates of the interimage transformations.
ML Registration of Two Views
We first look at the ML homography estimator for just two views. The localization error on the detected feature points is modeled as an isotropic, normal distribution with zero mean and standard deviation σ. Given a true, noise-free point x (which is the projection of a pre-image scene point X), the probability density of the corresponding observed (i.e., noisy) feature point location is 2) Putative Correspondences: Compute a set of interest point matches based on proximity and similarity of their intensity neighbourhood.
3) RANSAC Robust Estimation: Repeat for N samples a) Select a random sample of 4 correspondences and compute the homography H. b) Calculate a geometric image distance error for each putative correspondence. c) Compute the number of inliers consistent with H by the number of correspondences for which the distance error is less than a threshold. Choose the H with the largest number of inliers.
4) Optimal Estimation: reestimateHfrom all correspondences classified as inliers, by maximizing the likelihood function of (1).
5) Guided Matching: Further interest point correspondences are now determined using the estimated H to define a search region about the transferred point position.
The last two steps can be iterated until the number of correspondences is stable.
Hence, given the set of true, noisefree correspondences { } x x ↔ ′ , and making the very reasonable assumptions that the measurements are independent, and that the feature localization error is uncorrelated across different images, the probability density of the set of observed,
The negative log-likelihood of the set of all correspondences is therefore
(The unknown scale factor σ may be safely dropped in the above equation since it has no effect on the following derivations). Of course, the true pre-image points are unknown, so we replace { , } x x ′ in the above equation with { $ , $ } x x ′ , the estimated positions of the pre-image points, hence ( ) (1)
Finally, we impose the constraint that $ x maps to $ x ′ under a homography and hence substitute $ $ x x ′ = H . This error metric is illustrated in Figure 6 . Thus minimizing L requires estimating the homography and the pre-image points { $ } x . A direct method of obtaining these estimates is to parameterize both the eight parameters of the homography and the 2 N parameters of the N points { $ } x . We will return to this idea shortly. In the two-view case, however, it is possible to derive a very good approximation to this log-likelihood [19] that avoids explicit parameterization of the preimage points, permitting H ml to be computed by a standard nonlinear least-squares optimization over only eight parameters. For example, the Levenberg-Marquardt algorithm [25] can be used. 
Simultaneous Registration of Multiple Images
By computing homographies between all pairs of consecutive frames in the input sequence, the images may be aligned with a single common reference frame (Figure 7 ), warped and blended to render an image mosaic. This is possible due to the concatenation property of homographies, i.e., the homography relating frame 0 and frame N is simply the product of the intervening homographies. However, this process permits the accumulation of "dead-reckoning" error. This is particularly problematic when the camera "loops back," revisiting certain parts of the scene more than once (see Figure 8 ).
In this case, the accumulated registration error may cause the first and last images to be misaligned. Fortunately, the feature-based registration scheme offers an elegant solution to this problem. The two-view ML estimator may be easily extended to perform simultaneous registration of any number of views. Furthermore, the N-view estimator allows feature correspondences between any pair of views, for example, between the first and last frames, to be incorporated in the optimization. This guarantees that the estimated homographies will be globally consistent.
As illustrated in Figure 7 , any particular pre-image scene point X j may be observed in several (but not necessarily all) images. The corresponding set of detected feature points { } = H . In practice the plane of the points X j is often chosen to correspond to one of the images. This algorithm, which optimizes over all the homographies and the pre-image points simultaneously, is known to photogrammetrists as block bundle adjustment [29] . The implementation details are described in [9] , [18] , and [19] . Figure 9 shows a mosaic image composed using 100 frames registered by block bundle adjustment. There is no visible misalignment between frames. Note that in this example the images are reprojected on a planar manifold. However, a cylindrical reprojection manifold is also common in image mosaicing [38] .
Photometric Registration
Photometric registration refers to the procedure by which global photometric transformations between images are estimated. Examples of such transformations are global illumination changes across the scene and intensity variations due to camera automatic gain control or automatic white balancing. In practice, it has been shown that a sim- ple parametric model of these effects, along with a robust method for computing the parameters given a set of geometrically registered views, can be sufficient to allow successful application to image mosaicing and SR [6] .
resulting in a total of six parameters. After geometric alignment, the colors of corresponding pixels in two images may be used to directly estimate the parameters of the colour transformation between them. Due to the possibility of outliers to this simple model, which may be caused by specularities, shadowing, etc., the estimation is again performed using a robust algorithm such as RANSAC, followed by optimal estimation using the inliers to the model. In the example shown in Figure 10 , the photometric difference is due to a change in daylight conditions. The estimated transformation is used to render a color-corrected version of image 1. The corrected image exhibits the same orange glow as the sun-lit image. The effectiveness of the photometric registration is further verified by the intensity profiles. In this case, the red channel undergoes the most severe transformation. After correction, the profiles of the corrected image match closely those of image 2.
Super Resolution
The observed LR images are regarded as degraded observations of a real, HR image. These degradations typically include geometric warping, optical blur, spatial sampling, and noise, as shown in Figure 11 . The forward model of image formation is described below. Given several such LR image observations our objective is to solve the inverse problem, i.e., determine the SR image from the measured LR images given the image formation model. We will discuss two solutions to this problem. In the first, we determine the ML estimate of the SR image such that, when reprojected back into the images via the imaging model, it minimizes the difference between the actual and "predicted" observations. In the second, we determine the maximum a posteriori (MAP) estimate of the SR image including prior information.
Generative Models
It is assumed that the set of observed LR images were produced by a single HR image under the 
. A mosaic generated from 100 images after geometric registration using the N-view maximum likelihood method (below). The outline of every fifth image is superimposed.
Essential to the success of any SR algorithm is the need to find a highly accurate point-to-point correspondence or registration between images in the input sequence. generative model of image formation given in Figure  12 . After discretization, the model can be expressed in matrix form as
in which the vector f is a lexicographic reordering of pixels in f x y ( , ), and where the linear operators T n , h and s ↓ have been combined into a single matrix M n . Each LR pixel is therefore a weighted sum of SR pixels, the weights being determined by the registration parameters, and the shape of the point-spread function, and spatial integration. Note the point-spread function may combine the effects of optical blur and motion blur, but we will only consider optical blur here. Motion blur is considered in [4] .
From here on we shall drop the explicit photometric parameters, ( , ) α β n n , to improve the clarity of the equations presented. Putting them back in is straightforward. Of course, the algorithms used to generate the results do still include the photometric parameters in their computations, and in the real examples they are estimated robustly using the method described previously under photometric registration.
The generative models of all N images are stacked vertically to form an over-determined linear system 
Maximum Likelihood Estimation
We now derive an ML estimate f mle for the SR image f, given the measured LR images g n and the imaging matrices M n . Assuming the image noise to be Gaussian with mean zero, variance σ n 2 , the total probability of an observed image g x y n ( , )given an estimate of the SR image
Again, the unknown σ n may be safely dropped in the above. Assuming independent observations, the log-likelihood over all images is given by
We seek an estimate f mle which maximizes this log-likelihood
This is a standard linear minimization, and the solution is given by , , , , , so it is not possible in practice to directly compute the pseudo-inverse M + . Instead iterative solutions are sought, for example, the method of conjugate gradients. A very popular and straightforward solution was given by Irani and Peleg [21] , [22] . Here we compute $ f mle by preconditioned conjugate gradient descent.
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f : ground truth, HR image g n : nth observed LR image T n : geometric transformation of nth image h: point spread function s ↓: down-sampling operator by a factor S α β n n , : scalar illumination parameters η n : observation noise Transformation T is assumed to be a homography. The point spread function h is assumed to be linear, spatially invariant. The noise η is assumed to be Gaussian with mean zero. Photometric registration refers to the procedure by which global photometric transformations between images are estimated. Figure 13 shows an example of the ML solution under various degrees of zoom. The original images were obtained from a panning hand-held digital video camera. The images are geometrically and photometrically registered automatically and displayed as a mosaic. The SR results are given for a 40 25 × pixel region of the LR images which contains a stationary car. These are computed using 50 LR images and assuming a Gaussian point spread function for optical blur with scale σ psf = 0 425 . . It can be seen that up to a zoom factor of 1.5 the resolution improves and more detail is evident. There is clear improvement over the original images and a "median image," obtained by geometrically warping/resampling the input images into the SR coordinate frame, and combining them using a median filter. As the zoom factor increases, however, further characteristic high frequency noise is superimposed on the SR image. This is a standard occurrence in inverse problems and results from noise amplification due to poor conditioning of the matrix M. One standard remedy is to regularize the solution, and this is discussed in the next section where the regularizers are considered as prior knowledge.
MAP estimation
We now derive the MAP estimate f map for the SR image. Suppose we have prior information Pr( $ ) f on the form of the SR image. Various examples of priors are discussed below, but one example is a measure of image smoothness. We wish to compute the estimate of $ f given the measured images g n and prior information Pr( $ ) f . It is a standard result of applying Bayes theorem [5] that the posterior 1 2 n (9) in which case Q is L L T . The matrix L is typically chosen to be a discrete approximation of a first or second derivative operator. Equations (8) and (9) will be familiar to many people as forms of Tikhonov regularization [12] , [16] , [32] , a technique proposed by Tikhonov and Arsenin in the context of solving Fredholm integral equations of the first kind. Image deconvolution is one example of this class of problem.
Another way to think about (6) is as a multivariate Gaussian distribution over f, in which Q is the inverse of the covariance matrix.
Referring to (6) and setting Q equal to some multiple of the identity is equivalent to assuming zero-mean, Gaussian i.i.d pixel values. We shall modify this distribution slightly to use the median image as the mean instead. This allows us to take advantage of the good SR estimate which is provided by the median image, by defining a prior which encourages the SR estimate to lie close to it. The associated prior is
Gaussian MRFs
When the matrix Q in (6) is nondiagonal, we have a multivariate Gaussian distribution over f, in which spatial correlations between adjacent pixels are captured by the off-diagonal elements. The corresponding MRFs are termed Gaussian MRFs or GMRFs. For the purpose of our examples, we define a GMRF in which L is formed by taking first-order finite difference approximations to the image gradient over horizontal, vertical, and diagonal pair-cliques. For every location f x y , in the SR image, L computes the following finite differences in the four adjacent, unique pair-cliques: 
Schultz and Stevenson [27] suggest a prior based on second derivatives, in which the spatial activity measures are defined over triplet-cliques.
Huber MRFs
A common criticism leveled at the GMRF priors is that the associated MAP SR estimates tend to be overly smooth and that sharp edges, which are what we are most interested in recovering, are not preserved. This problem can be ameliorated by modeling the image gradients with a distribution that is heavier in the tails than a Gaussian. Such a distribution accepts the fact that there is a small, but nonetheless tangible, probability of intensity discontinuities occurring.
In a Huber MRF (HMRF), the Gibbs potentials are determined by the Huber function where x here is the first derivative of the image, as given in (10) . Figure 14 shows the Huber potentials function and the corresponding prior PDF plotted for several values of α. Note that the transition from the quadratic to the linear region maintains gradient continuity. HMRFs are an example of convex, but nonquadratic priors. Figure 15 compares the solutions obtained under these three priors for the car example. The SR image is reconstructed at 3 × pixel zoom, and in all cases the MAP solutions show more convincing detail than the ML reconstruction of Figure 13 , especially around the door handles and wing mirror. The|| | | x 2 and GMRF priors produce similar results, but note the sharp edges around the windows and headlights in the HMRF reconstruction. The level of detail in the reconstructions compared to the LR images is very apparent. Furthermore, the priors have eliminated the noise of the ML solution, without introducing artifacts of their own. An ML solution at this zoom factor would be completely dominated by noise. Figures 16 and 17 show two further examples of MAP reconstruction. In the first, which is constructed from 30 LR images in a similar situation to Figure 13 , the text is clearly readable in the SR image but is not in the original images. The second example shows a MAP reconstruction for images obtained by the Mars rover. The details of the rock surface are considerably clearer in the SR image compared to the originals.
Examples
Current Research Challenges
Current research on SR in the computer vision field falls into three categories: first, there is analysis on performance bounds-how far can this area of image be zoomed before noise dominates signal. This was touched on in [7] and has been more thoroughly investigated recently by [3] and [23] . The extent to which an image region can be zoomed need not be homogeneous across the image; some regions, where there are more overlapping images and lower blur, may be zoomed more than others. The second area of current interest is the registration transformation. What is required here is a point-to-point mapping between the images. This article has concentrated on a homography mapping that is applicable in certain circumstances. A simple extension is when the camera centers are not coincident and the viewed surface is a quadric (for example an ellipsoid or hyperboloid) where a transformation can be computed from nine or more corresponding points [10] , [28] , [36] . More generally the mapping for noncoincident camera centers can be computed by a stereo reconstruction of the surface [30] or by using optic flow between images [37] . The third area of current research is into scene specific priors and subspaces [8] , [9] . The objective here is to use a prior tuned to particular types of scenes, such as a face or text, rather than a general purpose prior such as GMRF. These priors need not be made explicit, and in one imaginative approach [3] , [15] the mapping from LR to HR is learned from training examples or low and HR image pairs.
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