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Abstract— In this paper, we present a transfer learning
method for the end-to-end control of self-driving cars, which
enables a convolutional neural network (CNN) trained on a
source domain to be utilized for the same task in a different
target domain. A conventional CNN for the end-to-end control
is designed to map a single front-facing camera image to a
steering command. To enable the transfer learning, we let the
CNN produce not only a steering command but also a lane
departure level (LDL) by adding a new task module, which
takes the output of the last convolutional layer as input. The
CNN trained on the source domain, called source network, is
then utilized to train another task module called target network,
which also takes the output of the last convolutional layer of the
source network and is trained to produce a steering command
for the target domain. The steering commands from the source
and target network are finally merged according to the LDL
and the merged command is utilized for controlling a car in the
target domain. To demonstrate the effectiveness of the proposed
method, we utilized two simulators, TORCS and GTAV, for
the source and the target domains, respectively. Experimental
results show that the proposed method outperforms other
baseline methods in terms of stable and safe control of cars.
I. INTRODUCTION
Autonomous driving has long been a great interest in both
academia and industry. A variety of technologies such as
object detection and tracking, localization, and path planning
must be simultaneously considered in order to enable a car
to drive itself. In the past few decades, little progress had
been made in autonomous driving due to the lack of the
performance breakthrough of the conventional technologies.
Significant progress in autonomous driving has been made
in the past few years owning to the success of deep convo-
lutional neural networks (CNNs) in computer vision tasks.
The success of deep CNNs is attributed to the availability
of millions of training samples as well as the advances in
network architecture and training techniques.
The success not only advances each technology required
for autonomous driving, but also motivates researchers to
propose new paradigms [3][4][5][7], and controlling self-
driving cars in an end-to-end fashion is one of the paradigms.
Motivated by [1], Bojarski et al. [4] proposed training a
deep CNN to map a single front-facing camera image to
a steering command so that there is no need to carefully re-
design and tune each technology required for autonomous
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Fig. 1. Examples of (a) the distribution of the steering commands in a
training dataset and (b) the experience of returning to the lane center.
driving whenever the self-driving car faces a new driving
environment.
For the successful driving, however, the data required for
the training of the deep CNN needs to be collected carefully
as illustrated in Figure 1. First, the steering commands in the
training dataset should be distributed as uniformly as possible
over all possible steering commands so that the trained
CNN can drive on straight roads as well as sharply curved
roads. Second, the dataset should include the experience of
returning to the lane center when a car is out of its lane for
the safe driving. However, collecting such data in real world
can be expensive, time-consuming and dangerous. (footnote:
write why it is expensive, time-consuming, and dangerous.)
One alternative way to solve this problem is to collect
data from simulators and use it for real-world tasks. Let
us denote a simulator and real-world as the source domain
and the target domain, respectively. Many researches have
been proposed to utilize the dataset from the source domain
(source dataset) for the tasks in the target domain, and
most of them are focused on object classification, detection,
and segmentation [8], [9], [10], [11], [12], [13], [14], [15],
[16]. Most of these can be categorized into four major
paradigms: 1) train a network for the task on the target
domain (called target network) with the union of the source
and target datasets, 2) utilize the outputs or the low and
mid-level features of the network, which is trained with
the source dataset (called source network), as a feature
for the target network, 3) train a target network with the
target dataset under the restriction that the parameters of
the target network should be as close as possible to those
of the source network, 4) train a target network such that
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TABLE I
THE STRUCTURE OF THE PROPOSED NETWORK. RELU AND LRN ARE ABBREVIATIONS FOR RECTIFIED LINEAR UNIT AND LOCAL RESPONSE
NORMALIZATION, RESPECTIVELY.
Layer Conv1 Conv2 Conv3 Conv4 Conv5 Fc6 Fc7 Fc8 Fc9
Kernel Size (5×5) (5×5) (5×5) (3×3) (3×3) - - - -
Stride (2,2) (2,2) (2,2) (1,1) (1,1) - - - -
Activation Relu Relu Relu Relu Relu Relu Relu Relu Tanh
Additional LRN LRN LRN - - - - - -
Fig. 2. The shared layer (θconv) and the three task modules (θf1, θf2, θf3).
the network well recognizes common information between
the source and the target data.
The proposed transfer learning method may fall into the
second category. The mid-level features (the output of the last
convolutional layer) as well as the output steering command
of the source network are used to not only train a target
network but also control a car in the target domain. We
choose the second paradigm since it is found from our
experiments that a well trained source network recognizes
common information (lane lines which are crucial factors for
steering) between images from the source and target domain
very well. We will show how the source network recognizes
images from the source and target domain in the next section.
The structure of the proposed network as well as its training
method are based on our observation and analysis.
Finally, it is worthwhile to note that Pan et al. [17] also
tried to utilize the source dataset for the target domain
task focusing on the end-to-end control of self-driving cars.
They trained a deep network that translates an image from
the source dataset to the corresponding image in the target
domain. Their approach, however, has a critical limitation
that only three actions (go straight, turn left, turn right)
can be estimated from the transfer learning. In contrast, our
network directly produces a steering command from an input
image in the target domain.
The rest of this paper is organized as follow. In section II,
we first define the goal we want to achieve and then propose a
CNN and its training method for driving experience sharing.
Several CNNs trained with different methods are compared
in section III to evaluate the proposed method and some
conclusions are provided in section IV.
II. PROPOSED TRANSFER LEARNING METHOD
A. Problem Statement
Let S = {(xs(i),ys(i), ls(i))}Nsi=1 denote a dataset of
Ns samples from the source domain where xs(i) is a
front-facing camera image, ys(i) (∈ R1) and ls(i) (∈ R1)
are the corresponding steering command and normalized
lateral distance between the car center and lane center line,
respectively. We call ls(i) lane departure level (LDL). Also
let T = {(xt(i),yt(i))}Nti=1 denote a dataset of Nt samples
from the target domain. In this paper, it is assumed that
the source dataset satisfies the two conditions mentioned in
section I so a CNN trained with the source dataset well drives
on roads in the source domain. On the other hand, the target
dataset doesn’t satisfy at least one of the two conditions. Our
goal is then to train a CNN, which can drive a car in the target
domain in a stable and safe manner, with the source dataset
S and the target dataset T.
In this paper, for the source and the target domains, we
utilized two simulators, TORCS [19] and GTAV. TORCS
was used for the source domain because all the information
about cars and driving environments can be obtained while
driving. On the other hand, GTAV provides realistic driving
environments and various types of loads so we used it for
the target domain.
Finally note that, in the remainder of this paper, we assume
that a car drives on roads with lane lines. Also the sample
index i is omitted for the sake of simplicity.
B. Network
The proposed network is the modified version of the one
proposed in [4]. The main difference is that the proposed
has two additional modules right after the last convolutional
Fig. 3. Road images (upper row) and corresponding activation maps (bottom row). The road images in (a) and (b) are collected from TORCS and GTAV,
respectively.
layers. Figure 2 and Table 1 show the structure of the
proposed network in detail. The input to the network is an
RGB image of size 300×120 pixels, which is normalized
by its pixel mean and variance. The outputs of the network
are two steering wheel commands (yˆs, yˆt) and one lane
departure level (LDL, lˆs), which are real values and ranging
from -1.0 to 1.0. For examples, yˆ = 1.0 and lˆ = 1.0
respectively mean that the steering wheel is turned all the
way to the right and that the car is located midway between
the current and right lanes.
The five convolutional layers (parameterized by θconv) of
the network are shared by three task modules. The fully
connected layers of the first, second, and third task modules
are parameterized by θf1, θf2, and θf3, respectively. The
convolutional layers as well as the fully connected layers of
the first and second modules are trained only with S. The
fully connected layers of the third module is then trained
with T given the optimized parameters (θconv , θf1, θf2).
This sequential approach is based on our observation that the
network trained with S well recognizes common information,
which is required for steering such as lane lines, between
the source and the target images. Figure 3 shows examples.
The upper rows of Figure 3-(a) and (b) show the source
and the target images, respectively, while the bottom rows
are the corresponding activation maps obtained from the
output of Conv5 layer of the source network. The brightest
yellow on the map indicates the highest activation while
the darkest blue indicates the lowest activation. We obtained
the activation maps by averaging the output of the Conv5
layer along the channel axis. The weights for the average
were determined by the optimized parameters of the last
fully connected layer, which are used for the final steering
command prediction, as presented in [20]. As a result, it can
be said that the prediction of the steering command is mainly
influenced by the input image areas with high activations.
It is seen in the figure that high activations occurred mainly
in the vicinity of the lane lines when the inputs to the
network were the source images or the target images, which
are similar to the source images. When the target images,
which the source network is unfamiliar with, were input,
high activations occurred not only in the vicinity of the lane
lines but also around the lane center. (See the third and fourth
columns from the left of the figure 3-(b).) However, we found
from our experiment that, even with the target images, which
the source network is unfamiliar with, the highest activation
occurred in the vicinity of the lane lines, and such a tendency
became noticeable as the car approaches the lane lines.
In the next section, we describe the proposed training
method in detail.
C. Training
The convolutional layers (θconv) as well as the first two
task modules (θf1, θf2) are first trained with S. The cor-
responding parameters can be optimized simultaneously by
using the following loss function.
L1(xs,ys, ls; θconv, θf1, θf2) = ||ys−f(xs; θconv, θf1)||2+
λ1||ls − f(xs; θconv, θf2)||2, (1)
where f(x; θ) is a function parameterized by θ, which maps
an image x to a prediction value. λ1 is a constant and we
set λ1 = 1 during our experiments.
Next, with the optimized parameters (θˆconv , θˆf2), the im-
ages in T are pre-processed by using lˆst = f(xt; θˆconv, θˆf2)
(the output LDL of the source network when a target image is
input) in order to make the source network better understand
the images. Let us describe in detail. For our experiments in
section III, we obtained xs by first cropping the bottom half
of the images, which are rendered by TORCS and of size
640x480 pixels, and then resizing the cropped image to the
size of 300x120 pixels as seen in Figure 4-(a). However, the
images rendered by GTAV (Figure 4-(b)) or recorded by a
Fig. 4. Front-facing camera images of (a) TORCS (640×480), (b) GTAV (1920×1080), (c) real-world (1280×720). (d)-(g) Ground-truth LDL versus lˆst
obtained from GTAV images ((d) and (e)) and real-world images ((f) and (g)). The red lines are the fitting results.
Fig. 5. (a) the normalized histogram of the steering commands in the source
dataset (blue) and the target dataset (orange), (b) example of calculating
D2GT at time index k.
Fig. 6. Example road images (a) and bird’s-eye views (b) of the four
courses in the target domain (GTAV).
video camera (Figure 4-(c)) may have different resolutions
and camera field-of-view characteristics. Therefore, if we
just use the bottom half of a target image for the input
to the source network, the network may have difficulty
understanding the input image. So we propose reducing the
size of the cropping area progressively until lˆst shows the
strongest positive correlation with the ground-truth LDL of
the target images. Figure 4-(d) and (e) plot the ground-truth
LDL versus lˆst over 760 examples from GTAV. We obtain
the ground-truth LDL values manually with the aid of a
traditional lane extraction algorithm, which utilizes edge,
color, texture information of images. We can see in the figure
that the strongest correlation does not occur at ∆a = 0
and ∆b = 0. We also conducted additional experiments
using images from real-world, which are of size 1270×720
pixels and were calibrated by camera intrinsic parameters.
Figure 4-(f) and (g) show the results. It is seen in the figures
that ∆a = 130 and ∆b = 350 results in stronger positive
correlation than ∆a = 0 and ∆b = 0. Throughout this paper,
whenever experiments need the target images as input to a
network, they were pre-processed as described herein.
Finally, the third task module is trained with the target
images and their corresponding steering commands under
the involvement of the source network. Given the optimized
parameters (θˆconv , θˆf1, θˆf2), θf3 is optimized by minimizing
L2(xt,yt, θˆconv, θˆf1, θˆf2; θf3) =
(1− ϕ(|ˆlst |))× ||yt − f(xt; θˆconv, θf3)||2
+ ϕ(|ˆlst |)× ||yˆst − f(xt; θˆconv, θf3)||2, (2)
where yˆst = f(xt; θˆconv, θˆf1) and lˆ
s
t = f(xt; θˆconv, θˆf2) are
the steering command and the LDL value estimated by the
source network when xt is input, respectively. ϕ(x) is an
increasing function of x and defined as ϕ(x) = 1/(1 +
exp(a× (x− b))) in this paper. It is seen in (2) that θf3 is
optimized to produce a steering command close to yˆst when
a car in the target domain turns out to be far from the lane
center. Otherwise, it is optimized to produce one close to yt.
The reason behind this design is that the steering command
of the source network is more reliable as the car approaches
the lane marking of its lane. (Recall our observation that the
source network’s attention to the line marking increases as
the car approaches the marking.) As a result, through the
loss function in (2), the target network (θf3) can learn how
to return to the lane center when the car is out of its lane.
D. Driving
The loss function in (2) may play the same role as
||yt−f(xt; θˆconv, θf3)||2 if the car was always on the center
of the lane during the target data collection. Indeed, we drove
a car as close as possible to the lane center when collecting
the data. Nevertheless, the cases of deviating from the lane
center occurred frequently while driving on curvy roads. Our
experiments in section III showed that the car controlled by
yˆt = f(x; θˆconv, θˆf3) drives well on straight and gently
curved roads. However, when it drives on sharply curved
roads, it often leaves its lane and fails to return. This is
because most of the roads in the target domain are straight
or gently curvy so the cases of deviating from the lane center
take up a small part of the target dataset.
To deal with the situation where the car drives on sharply
curved roads, we propose controlling the car with the fol-
lowing steering command.
yˆshare = (1− ϕ(|ˆls|))× yˆt + ϕ(|ˆls|)× yˆs, (3)
where yˆs = f(x; θˆconv, θˆf1) and lˆs = f(x; θˆconv, θˆf2). We
let the parameters of ϕ() in (2) and (3) be (a = −12.0, b =
−4.0) and (a = −8.0, b = −5.5), respectively, for our
experiments in section III. The difference between the two
settings is that, with the latter setting, the source network is
less involved in driving.
III. EVALUATION
A. Environments
To construct S from TORCS, we made a racing robot
that drives a car along the pre-defined paths on 10 tracks.
Each track has 2 or 3 lanes and has a length of at least
2.5km. We collected 123,218 examples at a 10Hz sampling
rate while the robot was driving at 40km/h. Finally, in order
to make S satisfy the first condition mentioned in section I,
74,560 out of 123,218 examples were used for S. Note that
we carefully designed the pre-defined paths in order to make
the source dataset satisfy the second condition mentioned
in section I. For T, we collected 122,516 examples at a
10Hz sampling rate while we were manually driving a car
on the pre-defined courses of GTAV using Logitech G27
racing wheel. We used 68,333 out of 122,516 examples for
T in order to make T satisfy the first condition as much as
possible. As we mentioned in section II-D, we drove the car
as close as possible to the lane center. Figure 5-(a) shows the
normalized histograms of the steering commands in S and
T. It is seen in the figure that S has more steering commands
of large absolute values than T. The source network trained
with S drives roads in the source domain very well.
To evaluate the driving performance of a trained CNN, we
select four driving courses in GTAV. Figure 6-(a) and (b),
respectively, show the example road images and the bird’s-
eye views of the four courses. Each course has a length of
2.5km and has different road characteristics. For examples,
course 1 is mostly straight and consists of asphalt roads,
cement roads, and tunnels. In contrast, course 4 consists of
asphalt roads and is mostly curvy. We let a CNN drive each
course three times. Therefore, the CNN drove a total of
30km. The driving information (steering command, yaw rate,
and two dimensional position of the car) was also recorded
at 10Hz while driving. Note that the speed of the car is
controlled by a simple algorithm that tries to keep a car
running at a constant speed, 30km/h. Our driving and data
collection systems for TORCS and GTAV are based on [3]
and [18], respectively.
B. Performance Comparison
We compare the proposed network with three CNNs
trained with different methods:
TABLE II
AVERAGE VYR PERFORMANCE
Course Num. BL SN DT Prop.1 Prop.2
1 - 3.14 3.23 0.66 0.88
2 - 1.45 7.54 0.70 0.71
3 - 1.5 - 0.71 0.48
4 - 1.77 - - 2.34
average - 1.96 - - 1.1
TABLE III
AVERAGE D2GT PERFORMANCE (METER)
Course Num. BL SN DT Prop.1 Prop.2
1 - 0.78 1.11 0.99 0.75
2 - 0.97 4.21 0.85 0.92
3 - 0.89 - 1.09 1.03
4 - 0.75 - - 0.67
average - 0.85 - - 0.84
• baseline (BL) : the CNN (θconv , θf1) trained with T by
using the following MSE loss
L(x,y; θconv, θf1) = ||y − f(x; θconv, θf1)||2 (4)
• source network (SN) : the CNN (θconv , θf1) trained with
S by using the loss in (4)
• domain transfer network (DTN): the CNN (θconv , θf1)
trained with the union of S and T by using both the loss in
(4) and the domain confusion loss of [14]
Note that all the parameters were initialized by Xaiver
method [21] and optimized via Adam [22] with the initial
learning rate γ = 0.0001. Each network was trained for
100 cycles through the number of the examples in the
corresponding dataset, and the updated parameters with the
best prediction performance over the validation dataset were
chosen. Note that we let the size of the validation dataset be
5 percent of the training dataset.
For objective comparisons, we propose two measures: 1)
variance of yaw rates (VYR), 2) distance to ground-truth
trajectory (D2GT). The ground-truth trajectory is the set of
two dimensional positions of the car, which we obtained
while driving the car as close as possible to the lane center.
VYR at time index k is calculated as
V Y R(k) =
1
L
l∑
t=−l
yr(k+t)2−
(
1
L
l∑
t=−l
yr(k + t)
)2
, (5)
where yr(k) denotes the yaw rate of the car recorded at time
index k and L = 2l + 1. We set l = 5 in this paper so that
V Y R(k) is the variance of the yaw rates during 1 second.
Let (xk, yk) denote the two dimensional position of the car at
time index k. Also, let (xg1, yg1) and (xg2, yg2) denote the
positions in the ground-truth trajectory, which are the first
and the second closest positions to (xk, yk). Then, D2GT at
time index k is calculated by
D2GT (k) = |agxk + bgyk + cg| × (a2g + b2g)
−1
2 , (6)
where ag , bg , and cg are the coefficients of the linear
function, which passes (xg1, yg1) and (xg2, yg2). Figure 5-
(b) shows an example of calculating D2GT values at time
Fig. 7. Recorded car trajectories on course 1. (a) whole trajectories. (b) trajectories on region R1 and corresponding road image. (c) trajectories on
region R2 and corresponding road image. (d) trajectories on region R3 and corresponding road image.
Fig. 8. Recorded car trajectories on course 4. (a) whole trajectories. (b) trajectories on region R1 and corresponding road image. (c) trajectories on
region R2 and corresponding road image. (d) trajectories on region R3 and corresponding road image.
index k. Small VYR indicates that the car was controlled
stably while small D2GT indicates that the car was driven
safely along the lane center.
Table 2 and 3 show the average of VYR and D2GT values,
respectively. The values in the tables were obtained by first
calculating the two measures at each time index and then
averaging over the all recording times. Prop.1 and Prop.2 in
the tables denote that the car was controlled by the proposed
network according to yˆt = f(x; θˆconv, θˆf3) and yˆshare in
(3), respectively. Blank spaces in the tables mean that the
car left the lane for a long time so that we cannot calculate
the measures for the whole section of the course.
For subjective comparisons, we show the recorded tra-
jectories of the car controlled by each CNN in Figure 7
and 8. The blue line denotes the ground-truth trajectory
while the orange, green, and red lines denote the trajectories
obtained from BL, SN, and Proposed 2, respectively. More
subjective comparison results can be found at http://
ddokkddokk.tistory.com/64.
We can see in the table that BL completed none of the
four courses while Prop.1 completed course 1∼3. While
driving the three courses, the car controlled by Prop.1 left
the lane center occasionally, but returned to the center. This
implies that the loss function in (2) worked well. On course
4, however, the car failed to return to the lane center. This is
because most of the roads in the target domain are straight
or gently curvy so the cases of deviating from the lane center
take up a small part of T. On the other hand, SN completed
all the courses. It showed good driving performances on
course 4 as seen in Figure 8 since the roads in course 4
look similar to the roads in the source domain. However,
SN showed unstable steering wheel controls on the roads of
course 1 ∼ 3, which are unfamiliar with SN (e.g. cement
roads, tunnels, forks in roads) as seen in Figure 7. Finally,
Prop.2 shows stable steering wheel controls on course 1∼3
while successfully completed course 4. As a result, it shows
the best performance on the four courses on average. Prop.2
can be regarded as the reasonable compromise between SN
and Prop.1.
IV. CONCLUSION
This paper proposed a method of transferring the driving
experience a CNN has learned on the source domain to
a target network for the task in the target domain. The
experience transfer was accomplished through LDL predicted
by the source network, and is based on our observation that
the source network well recognizes common information
(such as lane lines) between the source and the target images.
The proposed network successfully drove on all the courses
in the target domain while the others failed to complete the
courses or showed unstable steering wheel controls.
Our future works may include driving a real car on
highways by using the proposed method.
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