Introduction.
In recent papers(') the author has considered various questions concerning the equivalence of quadrics in w-affine w-space and related problems in the theory of (absolutely) equivalent m-terminal pair electrical networks.
The present paper is concerned with the development of certain theorems relating to the theory of congruent matrices which appear to be fundamental to the construction of a somewhat more general theory of (relative) equivalent electrical networks.
Consider the set of matrices B congruent to the matrix A; i.e., B=P'AP. In the first section of this paper a theory of circavariant matrices is initiated, general theorems being obtained relating to the restrictions which must be imposed on P in order that one or more of a certain set A\, A\, • • • of matrices derived from A each be circavariant.
In later sections theorems on the congruence of matrices with P in a modified w-affine space are obtained, together with a set of normal forms.
In the last section, the theory of circavariant matrices is used to initiate a general theory of circa-equivalent networks, the usual theory of equivalent networks appearing as a special case of the general theory.
2. Congruent and circavariant matrices. Let A, B, C, ■ ■ ■ , P, Q, A, ■ ■ ■ be matrices of order n whose elements belong to a field 5-The matrix B is said to be equivalent^) to the matrix A if there exist nonsingular matrices P and Q such that B = QAP. The matrix B is said to be congruent to A if there exists a nonsingular matrix P such that B = P'AP. Let Crl'. '-'r', denote the matrix obtained from C by deleting from C rows fx, • • • , rt and columns S\, • ■ ■ , st-Denote Crr\. '. 'rT\ by Cr,-• r,.
Consider the set 21 of all matrices A of order n whose elements range Presented to the Society, November 25, 1938 , under the title On the congruence of matrices and associated circavariant matrices; received by the editors December 4, 1939.
(') Burington, Richard S., On the equivalence of quadrics in m-affine n-space and its relation to the equivalence of 2m-pole networks, these Transactions, vol. 38 (1935) 2) hold for all matrices of §1. While in [l] P was restricted to (simply) wz-affine types, here P is not so constrained.
3. Conditions that Ar\;;'T\ be circavariant. In paper [l] a system of integer, matric and algebraic invariants of the matrix A of the ra-ary quadratic form F was exhibited, under the simply wj-affine nonsingular group of linear transformations T, by means of which necessary and sufficient conditions for the simply w-affine congruence with respect to T of two matrices A and B, as well as the equivalence of the two corresponding forms F and G, were given. Whereas in paper [l ] we were concerned with the nature of the matrix A for given simply m-affine matrices P, in the present paper we are concerned as to the content of the subset that is, as to the conditions which must be imposed on P in order that A8^;.'^ be a circavariant matrix of A for the class 21 under (2.1). We shall see that the solution to this question leads to a more general type of matrix P than that used in paper [l ] .
To begin with, we search for conditions on P in order that Ai be a circavariant matrix. In other words, with reference to congruence (2.1), under what conditions is the matrix M = P{ A\P\ identically equal to Bi in the elements of A ?
For convenience, we number the first row (and column) of ^4i (Pi, M and Bi) as 2, the second as 3, • • • , the (n -l)-th as n. The rows (and columns) of A (P and B) are numbered in the usual way, the first row as 1, the second row as 2, • • • , the »th row as n. where bjk is the element in the jth row and kth column, (j, k = 1, 2, ■ • ■ , n). In order that B\ be identical to M in the elements of A, we must have The matrix B is said to be m-affine congruent to A if there exists an m-affine nonsingular matrix S with elements in § such that B = S'AS.
Theorem 3.1 states that a necessary and sufficient condition that A \ he circavariant is that P be l-affine. If B is 1-affine congruent to A, then Ai is circavariant and B\ is congruent to A\. More generally, suppose that we require that Au be circa variant. Then for j and k any fixed pair of integers selected from I, 2, -• • , « -1,
• • • , « the following identity in the elements of A must hold:
This means that the following identities in the elements of A must hold:
The cases j = k^u with j = m give pUiaUupui = 0, so that each pUj = 0, j^u. We conclude Theorem 3.2. ^4 necessary and sufficient condition that Au be circavariant is that pUj = 0 for j= 1, ■ ■ ■ ,n;j^u.
From (2.2), we conclude that Bu is congruent to Au. Hence if Au is circavariant, Bu is congruent to Au. Suppose we require A"u, uj^v, to be circavariant. Since P is nonsingular at least one £>su^0. Hence pUv = 0. Likewise, at least one £r" ?^ 0, so that pvu = 0. The case Auv leads to the same result. We have Theorem 3.3. A necessary and sufficient condition that A"u, u^v, be a circavariant matrix is that
This theorem shows that a necessary and sufficient condition that A\ be circavariant is that P be 2-affine.
7^0. Hence from (2.2), B"u is equivalent to A'u. Thus, B"u is equivalent to Al when Avu is circavariant.
If Auv, Ut^v, is a circavariant matrix, then for j and k any fixed numbers selected from w=l, ■ ■ ■ , n, w?±u, w^v, we must have n n n n y, y prjOrspsk = 2~2 £ prjOrspsk identically in the elements of A. This means that
identically in the elements of A. The cases j = k = w=l, ■ ■ ■ , n, wj^u, W9^v, with s = u, v give pUwaUupuw = 0, pVvAwpvu> = 0. We conclude that pUw = pvw = 0.
Since P is nonsingular, puupw-puvpvu^O, and rf(PMI)^0.
Theorem 3.4. necessary and sufficient condition that Au" be a circavariant matrix is that pUw = pvw = 0, for w = l, ■ ■ ■ , n, w^u, W9^v.
This theorem shows that a sufficient (but not necessary) condition that A12 be circavariant is that P be 2-affine. Let J be the set 1, ■ ■ ■ , n and let Ui, u2, ■ ■ ■ , ua be any subset U of J, all the elements of U being distinct. Denote by W = J -U the set J with the elements of U removed. If r is not in W, we write r<tW.
If AUl...u is a circavariant matrix, then for j and k any fixed numbers selected from W, we must have The proof of this theorem may be obtained from the proof of Theorem 3.3 as follows: equations (3.8) must hold with u ranging over U and v ranging over V. The cases j = k=\ with s = u, r -v, u ranging over U and v over V, lead to the conditions pu\ = 0. The cases j = v, k = u, with u over U and v over V yield puv = 0 and pvu = 0.
It is easy to see that -B^V. "«< ^s equivalent to A^fl, in case the latter is circavariant. For example, if All is circavariant, P is such that Since P is nonsingular so are E, F, and P&. From (2.2), is equivalent toA?t.
In a similar manner further theorems concerning the circavariance of Au^. 'i, for the case when the sets U and V overlap can be stated together with theorems concerning the equivalence of B^.'.''it and ^4J^.'.'.«,• 4. Invariants.
. Hence, the determinant of A is a relative invariant of the set 93 under (2.1) with P ranging over the set Since each P in ^5 is nonsingular, the rank of B is equal to the rank of A, so that the rank of A is an integer invariant for the set 93. If the field 5 is ordered, the signatures (when defined) of B and A are equal, so that for ordered fields, the signature of A is an integer invariant for the set 93.
Suppose in (2.2), P'n...rt and PSl...S( are nonsingular and that is a circavariant matrix. Consider any function G(a,ij)=G of the elements of i4^";JJ which is so related to the same function G(ba) =G of the elements of Consider the set 33J};;;J| of all matrices Bsr\\ ;Jj generated from the circavariant matrix Arl'.'.'.rl by letting P range over tye, with P'n...r, and Ptl...,t nonsingular. Then the rank f^.'.'**t of each matrix in is equal to the rank of A*\*.
We suppose that (ri, ■ • • , rt)=(si, ■ ■ ■ , si). Then (2.2) is an ordinary congruence. Suppose the field 5 is ordered and that a P exists in for which Br,.. -r, is a diagonal matrix, so that ATx.. .rt has a signature trri.. .r(. From (2.2) it follows that the signature of each matrix in the set 93ri...r( is equal to ov,.. ,r<. Thus, Theorem 4.1. The rank of -4*j;; is an integer invariant for the set 93rJ::;r5. If % is ordered, the signature (when defined) of Ar,..is an integer invariant for the set 93r,.
• .rr If ^4^!!;*,' is a circavariant matrix, then from (2.2) It may be remarked that in case (ru ■ • ■ , rt) = (si, ■ ■ ■ , st) these determinants are actually ordinary relative invariants of 93^^' under an ordinary congruence of transformation matrix PTl.. .r(. Evidently the ratio of any two circavariants is a composite circavariant for the set 93.
5. Normal forms for A under P ra-affine. In the theory of electrical networks the cases when Ax, A\, A2, ■ ■ ■ are tobe circavariant frequently occur, leading to the requirement that P be m-affine. We shall accordingly consider the normal forms of A under P m-affine.
In paper [l] the reduction of A to normal forms was indicated, the case where m = 2 being considered in detail. In particular, the results obtained indicate that, when P is simply ra-affine, every symmetric matrix A with elements in a field g (not of characteristic two) with circavariant matrix Ai,... In case $ is ordered, we shall agree to regularly arrange^) the matrix 5, this always being possible when P is w-affine. Theorem 5.1. Let P be m-affine with elements in an algebraically closed field 5, and let Aa) and A<-*> be two symmetric matrices of order n in g with associated circavariant matrices A[]\.. m_1 and Af?.,. ,m_i. A necessary and sufficient condition that .4»-i and A[2)... m_i be congruent is that they have the (*) C. C. MacDuffee, Theory of Matrices, Berlin, 1933, pp. 57-58. same ranks pi_ (i) ,m-l> Pi, •. », and p|' Table I . Thus, in the case of/i, with pi = r -2, g1 is fi with £>22 replaced by 1 if 5 is algebraically closed, and with o22 replaced by 1 or -1 if g is real. No further reduction of/i is possible by a 2-affine P which preserves the form gi. The numbers 5n, 522 in Table I denote 1 if % is algebraically closed, and denote 1 or -1 if ^ is real. In Case 3, the parameter 622 is an absolute invariant. It should be noted that the number of such parameters appearing in the gi's is just one, whereas in the simply 2-affine case there were several such parameters, 0,7, in the forms fy ■ ■ ■ ,fi. (See Table I , p. 171, paper [l ] , which may be constructed from Table I , as here given, by deleting the S's and by replacing each 1 by the symbol =^0, and each/; by gi.) Table I Classification of matrix A for the case m = 2 Pi2 = r-3, r = 3, 4, , n + 1 P 2-affine If ^ is real, each form in Table I can be subdivided according to the signatures of A12, Ai, A2.
The following theorems are now evident: Theorem 5.2. A symmetric matrix A with elements in a field % is 2-affine congruent in g to one of the forms gy • • • , gi, according to the ranks (and signatures if g is real) of the circavariant matrices A, Ai, A2, A\, An as indicated in Table I . A is simply 2-affine congruent to one of the forms fi, ■ ■ ■ ,fias indicated in Table I . Theorem 5.3. A necessary and sufficient condition for the 2-affine congruence of two matrices A and C whose elements belong to the real field is that the circavariant matrices A, Ay A2, A\, A22 and C, Cy &, C\, C22 have the same ranks and signatures, respectively, and that in Case 3 with P simply affine (Table I, paper [l] ) the parameters Ö22 and 522, for A and C respectively, be identically equal. If g is algebraically closed, the above holds without the signatures. Let the diagonal element in the rth row of D be dr, and let 2 = (ars) where <jrs=drds. If all of the elements in row k of 2 are equal, 3l2 is said to be relatively equivalent to with respect to terminal pair k. If each element in the &th row of 2 is equal to one, 3l2 is said to be absolutely equivalent to 3li with respect to terminal pair k. If all the elements of 2 are equal to a number cr, 3lz is relatively equivalent to 3li, and in case cr=l, 3lt is absolutely equivalent to 3li.
Consider the set 331 of all m-terminal w-mesh networks. Let 31(A) be an arbitrary network in 3Jt having A for a network matrix. For each 9^ in 331 select a possible network matrix. Let 31 range over 331. Denote the totality of network matrices so found by 21-With each 111(A) associate the set S of all networks 31(B) whose matrices B are congruent to A, (7.4) B = P'AP, where P is restricted to the real field. Let "J5 denote the set of all P's which satisfy the above requirements. Case m = 2. Those networks of 8C for which prr = l are absolutely equivalent to 31(A) with respect to terminal pair r; those for which £11 = ^22^1 are relatively equivalent;
and those for which £11 = £22 = 1 are absolutely equivalent. By selecting P so that £11^22 = 1, £115*1, the transfer admittances of the corresponding 8C will all be absolutely circavariant, though the driving-point admittances are only relative circa variants. If we select a subset 8' of 8 so that A\ is circavariant, then Y[2', the transfer admittance between meshes 1 and 2, will be a relative circavariant. The requirement that A\ be circavariant makes P 2-affine so that 8' is 8C, and Y\V and F22' are also relative circavariants.
If we select a subset 8<i of 8 for which A\ is circavariant, then the drivingpoint admittance F^f is relatively circavariant, but Yyf* and F^' are not necessarily so.
A subset 8C of 8 for which A\ and A2 are circavariant makes the admittances Fn' and Y$ relative circavariants, with P 2-affine; A\ is then circavariant, so that the admittance Y[2) is also relatively circavariant. networks initiated herein will be developed in greater detail at a later time. It should be noted that the special case when D is the identity matrix yields the usual theory of (absolutely) equivalent networks.
Case School of Applied Science, Cleveland, Ohio
