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Abstract
The Robinson-Schensted (RS) correspondence and its variants naturally give rise to
integrable dynamics of non-intersecting particle systems.
In previous work, the author exhibited a RS correspondence for geometric crystals
by constructing a Littelmann path model, in general Lie type. Since this representation-
theoretic map takes as input a continuous path on a Euclidian space, the natural starting
measure is the Wiener measure. In this paper, we characterize the measures induced by
Brownian motion through the RS map.
On the one hand, the highest weight in the output is a remarkable Markov process (the
Whittaker process), and can be interpreted as a weakly non-intersecting particle system
which deforms Brownian motion in a Weyl chamber. One the other hand, the measure
induced on geometric crystals is given by the Landau-Ginzburg potential for complete flag
manifolds which appear in mirror symmetry. The measure deforms the uniform measure
on string polytopes.
Whittaker functions, which appear as volumes of geometric crystals, play the role of
characters in the theory.
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1 Introduction
Let a ≈ Rr be a Euclidean space endowed with the action of a finite crystallographic reflection
group W . The fundamental domain of action for W is the Weyl chamber which we denote
by C:
C := {x ∈ a | ∀α ∈ ∆, α(x) > 0}
where ∆ are the simple roots. The example to have in mind is the type Ar−1 where the
symmetric group on r elements Sr acts on a by permuting coordinates. In this case, the
Weyl chamber is CAr−1 = {x ∈ R
r|x1 > x2 > · · · > xr} and a Markov process in CAr−1 is
interpreted as a non-intersecting particle system. Other Lie types give other cones which are
interpreted as other non-intersection conditions.
Now, consider a sub-Markovian Brownian motion X on a with infinitesimal generator:
H =
1
2
∆− V (x) (1.1)
where V : a→ R+
⊔
{∞} is the killing potential. If V (x) =∞1{x/∈C}, the underlying Brown-
ian motion is killed immediately upon touching ∂C. By conditioning the process to survive,
one obtains Brownian motion conditioned to remain in the Weyl chamber. We will call this
case the strictly non-intersecting setting or the tropical setting for the following reason. From
the works of Biane, Bougerol and O’Connell [BBO05], [BBO09], Brownian motion in Weyl
chambers appears through an algebraic construction as the Pitman transform of a standard
Brownian motion. The Pitman transform is of representation-theoretic significance and in-
volves the tropical semi-ring (+,−,min). A continuous RS correspondence is implicit in their
work.
In this paper, we are concerned with algebraic constructions of non-intersecting particle
systems coming from the geometric RS correspondence exhibited in [Chh14b] by constructing
a Littelmann path model for geometric crystals. The sub-Markovian process that appears
has infinitesimal generator as in (1.1) with V being the Toda potential:
V (x) =
∑
α∈∆
〈α,α〉
2
e−α(x).
Notice that the killing rate increases dramatically as the particles leave the Weyl chamber,
while it is very low inside. Therefore, the process conditioned to survive is interpreted as a
weakly non-intersecting particle system. We will see that the killing rate can be tuned in
order to recover the non-intersecting setting.
On the strictly non-intersecting/tropical setting: As a general background, O’Connell
considers in [O’C03] a random walk as input for the usual RS correspondence, and proves
that the shape has a Markovian evolution - a discrete version of Dyson’s Brownian motion.
In his construction, the Pieri rule can be interpreted as giving the transition probabilities for
a random walk in the cone CAr−1 (N) := {x ∈ N
r|x1 > x2 > · · · > xr}, killed upon hitting the
boundary of ∂CAr−1 (N).
Moving from a discrete to a continuous setting, recall that Dyson’s Brownian motion is
the process obtained from the spectrum (Λt; t ≥ 0) of a Hermitian Brownian motion, hence
its importance in random matrix theory ([AGZ10] and references therein). It has the same
distribution as Brownian motion conditioned in the sense of Doob to remain in the cone
CAr−1 , a very natural non-intersecting particle system. Moreover a classical fact is that the
eigenvalues of principal minors interlace, forming a Gelfand-Tsetlin pattern. Not only that,
the conditional distribution of these interlaced eigenvalues given {Λt = Λ} is the uniform
measure on the Gelfand-Tsetlin polytope with top row Λ [Bar01].
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For a generalization to arbitrary Lie type, the starting point is the representation-theoretic
reinterpretation of the RS correspondence in the language of crystals. We refer to the section
10 of [Chh14b] for a zoology of RS correspondences. Let g be a complex semi-simple Lie
algebra and a ≈ Rr be the real part of the Cartan subalgebra. With probabilistic applications
in mind, an extremely convenient way of encoding the combinatorics of representation theory
of (the Langlands dual of) g is the Littelmann path model [Lit95] where crystal elements are
piece-wise linear paths in a. Because concatenation of paths is a model for tensor products
of crystals, the tensor product dynamic becomes a simple random walk. To such a simple
walk up to a finite time, one can associate bijectively the pair made of the highest weight
path and an abstract crystal element. This is the true nature of the RS correspondence. In
the large sense, non-intersecting particle systems appear when observing the highest weight
in a tensor product dynamic.
Let T > 0 be a fixed time horizon. Continuous counterparts of the Littelmann path model
were constructed in [BBO05], [BBO09] giving a crystal structure on C0 ([0, T ], a), the set of
continuous paths starting at 0. A major role is played by the Pitman transform:
Pw0 : C0 ([0, T ], a) → C0 ([0, T ], C) .
It was understood that the highest weight of a Littelmann crystal generated by a path
(πs)0≤s≤t is the endpoint of (Pw0π)0≤s≤t. One of their main results is that the Pitman
transform Pw0 of a Brownian motion is a Brownian motion conditioned to remain in the
Weyl chamber. We are interested in such algebraic constructions of non-intersecting particle
systems, and we argue that such a miraculous Markov property is proof that Brownian motion
in a Weyl chamber is canonical. Moreover ([BBO09]), the set of paths π ∈ C0 ([0, T ], a) with
fixed Pitman transform η and η(T ) = λ is exactly parametrized by a polytope ∆i(λ) called
the string polytope. The polytope depends on a choice of reduced word i and the elements in
such a polytope are called string coordinates. In particular for type Ar−1, the Pitman trans-
form folds a standard Brownian motion in Rr into the cone CAr−1 , giving Dyson’s Brownian
motion. Also, string polytopes can be picked to be a Gelfand-Tsetlin pattern [Lit98], for
specific choices of reduced words. We will recover these results as a degeneration of the
Whittaker process and the Landau-Ginzburg potentials.
Weakly non-intersecting/geometric setting: A geometric analogue of Dyson’s Brown-
ian motion, which we call the Whittaker process, has been exhibited by O’Connell in [O’C12].
From a particle system point of view, the Whittaker process in type Ar−1 can be thought of
as a system of r weakly non-intersecting particles - in the sense that repulsion is insufficient
to force the process to remain in the cone CAr−1 . Furthermore, random matrix behavior does
remain. For example it is proved in theorem 1.6.1 [BC14] that, as n → ∞ the first particle
properly rescaled converges in law to the famous Tracy-Widom distribution. O’Connell’s con-
struction relies crucially on Givental’s integral formula for Whittaker functions [Giv97]. Such
a formula is relevant to mirror symmetry as the integrand is the Landau-Ginzburg potential
for complete flag manifolds, which Givental related to the quantum cohomology ring of flag
manifolds. From the point of view of probability theory, this potential serves as an analogue
of the uniform distribution on Gelfand-Tsetlin patterns.
In the present paper, we complete the work of [O’C12] by treating the problem for general
Lie type and with a uniform approach. Moreover, our approach is designed to force the
appearance of the Landau-Ginzburg potential rather than using it as an ingredient. The
objects at hand will be properly defined in the preliminaries section. The first step was to
realize that the underlying theory of crystals is Berenstein and Kazhdan’s geometric crystals
[BK00], [BK07a]. To that end, we developed a geometric Littelmann path model in the paper
[Chh14b] that lays the foundational material for this probabilistic work. It allows to realize
Berenstein and Kazhdan’s geometric crystals as paths in C0 ([0, T ], a). Such an algebraic
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structure on the set of Brownian paths is key in our analysis. It identifies the geometric
Pitman transform:
Tw0 : C0 ([0, T ], a) −→ C0 ((0, T ], a)
as the natural invariant under crystal actions: It gives the highest weight path in the geometric
crystal structure. Unlike its tropical counterpart, the geometric Pitman transform does not
fold paths into the Weyl chamber C. Moreover, the set of paths π ∈ C0 ([0, T ], a) with fixed
geometric Pitman transform η and η(T ) = λ is naturally identified with a geometric object
B (λ). The morphism of crystals allowing this identification is denoted by p. The union
B :=
⊔
λ∈a B(λ) is a subset of “lower triangular” matrices in a Lie group. In the end, we
obtained as Theorem 10.4 in [Chh14b] the geometric RS correspondence which is a map:
RS : C0 ([0, T ], a) −→ {(x, η) ∈ B × C ((0, T ], a)}
π 7→ (p (π) , ((Tw0π) (t); 0 < t ≤ T ))
.
The idea is to consider the measure induced on crystals by uniform paths in a path
model. In the discrete Littelmann path model, taking the uniform probability measure on
finite paths induces the uniform measure on the generated crystal and transition probabilities
are expressed in terms of Littlewood-Richardson coefficients. This is particularly clear in
[LLP12], where the authors revisit the discrete case using the Littelmann path model for
finite type and generalize their construction in [LLP13] to the Kac-Moody setting. In the
continuous setting of [BBO09], the uniform measure on finite paths is replaced by the Wiener
measure: a “uniformly chosen path” is nothing but Brownian motion. It is the essence of
[BBO09], and this idea proves to be even more fruitful in the geometric setting.
Results: We consider a Brownian motion W (µ) in a with drift µ ∈ a. Our main constribu-
tions are a description of the canonical measures induced by Brownian motion through the
RS correspondence.
• The process
(
Λ
(µ)
t = Tw0
(
W (µ)
)
t
; 0 ≤ s ≤ t
)
is a Markov process, the Whittaker pro-
cess for general Lie type (Theorem 3.1). Its infinitesimal generator is given by a Doob
transform of the quantum Toda Hamiltonian using one of its eigenfunctions, aWhittaker
function. In a sense, we prove that the quantum Toda Hamiltonian is the geometric
infinitesimal version of the Littlewood-Richardson rule.
• We will examine the law of p
(
(Ws)0≤s≤t
)
conditionally to its geometric Pitman trans-
form being fixed and with endpoint λ. This probability measure on B(λ) will be the
canonical measure on a geometric crystal appropriately normalized into a probability
measure.
• The Archimedean Whittaker function will have two interpretations. From the point of
view of probability theory, it gives the survival probability of a Brownian motion killed
under the Toda potential. From the point of view of representation theory, it appears
as the character of a geometric crystal. In a sense, it encodes its volume because it is
the integral of the Landau-Ginzburg potential.
• The previous results tropicalize to the results of [BBO05] and [BBO09]. More precisely,
the Whittaker function degenerates to Kirillov’s orbital integral and the Whittaker
process degenerates to Brownian motion in the Weyl chamber. This is obtained via a
simple time rescaling.
From a representation-theoretic perspective, we study the path crystal Bt = 〈(Ws)0≤s≤t〉
as a random object. By analogy with the Young tableaux growth obtained in the classical
RS correspondence [O’C03], one can think of Bt as a dynamical object growing with time.
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We start by preliminaries in section 2 that define the mathematical objects we will need. We
will allow ourselves to be less explicit in the definition of the reference measure in Landau-
Ginzburg potentials, in order not to dwell on parametrizations of geometric crystals. Then
we give precise statements of the results in section 3.
2 Preliminaries
2.1 Classical Lie theory
On the structure of Lie algebras ([Hum72]): Let (g, [·, ·]) be a complex semi-simple
Lie algebra of rank r. The Cartan subalgebra is a maximal abelian subalgebra denoted
by h ≈ Cr. The set of roots can be written as a disjoint union of positive and negative
roots Φ = Φ+
⊔
Φ−, with Φ− := −Φ+. This choice uniquely determines ∆ = (αi)i∈I ⊂ Φ
+ a
simple system such that every positive root is a sum with positive integer coefficients of simple
roots - and reciprocally, a simple system uniquely determines a positive system. Moreover,
the simple system ∆ forms a basis of h∗. When convenient, we will index simple roots by
I = {1, 2, . . . , r}. The choice of a simple system ∆ fixes an open Weyl chamber:
C := {x ∈ a | ∀α ∈ ∆, α(x) > 0} .
The Weyl co-vector is half the sum of positive co-roots:
ρ∨ :=
1
2
∑
β∈Φ+
β∨. (2.1)
The Cartan subalgebra has a decomposition h = a + ia with a chosen to be the real
subspace of h where roots are real valued. By Cartan’s criterion, since g is semi-simple, the
Killing form is non-degenerate. Its restriction to h is in fact a scalar product written 〈·, ·〉. In
the identification of h and h∗ thanks to the Killing form, it is customary to write the coroot
β∨ as β∨ = 2β(β,β) for β ∈ Φ.
For each positive root β ∈ Φ+, we can choose an sl2-triplet (eβ , fβ, hβ = β
∨) ∈ gβ ×
g−β × h such that [eβ, fβ] = hβ. These determine a pinning given by a family of Lie algebra
homomorphisms φβ : sl2 → g. (eα, fα, hα)α∈∆ is the set of simple sl2-triplets, also known as
Chevalley generators.
On the structure of Lie groups ([Spr09]): Let G be a simply-connected complex semi-
simple Lie group with Lie algebra g. The Langlands dual G∨ is the adjoint semi-simple
complex Lie group with Lie algebra g∨. The maximal torus with Lie algebra h is denoted by
H. Our choice of positive roots yields a choice of opposite Borel subgroups B and B+, whose
unipotent radicals are respectively N and U . N and U are the lower and upper unipotent
subgroups, while B and B+ are the lower and upper Borel subgroups. The exponential map
is denoted by exp : g → G. It lifts the homomorphisms (φβ)β∈Φ+ from the Lie algebra g to
the group G: each φβ gives rise at the group level to a Lie group homomorphism that embed
SL2 in G and that will be denoted in the same way. The following notations are common for
t ∈ C:
thβ = elog(t)hβ = φβ
((
t 0
0 t−1
))
, t 6= 0
xβ(t) = e
teβ = φβ
((
1 t
0 1
))
yβ(t) = e
tfβ = φβ
((
1 0
t 0
))
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x−β(t) = yβ(t)t
−hβ = φβ
((
t−1 0
1 t
))
The Bruhat decomposition states that G is the disjoint union of cells:
G =
⊔
ω∈W
B+ωB+ =
⊔
τ∈W
BτB+
In the largest opposite Bruhat cell BB+ = NHU , every element g admits a unique Gauss
decomposition in the form g = nau with n ∈ N , a ∈ H, u ∈ U . In the sequel, we will
write g = [g]−[g]0[g]+, [g]− ∈ N , [g]0 ∈ H and [g]+ ∈ U for the Gauss decomposition. Also
[g]−0 := [g]−[g]0 and [g]0+ := [g]0[g]+.
Weyl group: The Weyl group of G is defined as W := NormG(H)/H, NormG(H) being
the normalizer of H in G. It acts on the torus H by conjugation and hence on h. To every
linear form β ∈ h∗, define the associated reflection sβ on h with:
∀λ ∈ h, sβλ := λ− β (λ)β
∨.
The reflections (sα)α∈∆ are called simple reflections and they generate a finite Coxeter group
isomorphic to W . For w ∈ W , a reduced expression is given by writing w as product of
simple reflections with minimal length:
w = si1si2 . . . siℓ .
A reduced word is such a tuple i = (i1, . . . , iℓ) and the set of reduced words for w ∈ W is
denoted by R(w). Since all reduced expressions have necessarily the same length, it defines
unambiguously the length function ℓ : W → N. The unique longest element is denoted by w0
and in all the following, we will use the integer m = ℓ(w0).
A common set of representatives in G for the generating reflections (si)i∈I ⊂W is:
s¯i := φi
((
0 −1
1 0
))
= e−eiefie−ei = efie−eiefi .
Another common choice is:
s¯i := s¯
−1
i = φi
((
0 1
−1 0
))
= eeie−fieei = e−fieeie−fi .
Following lemma 2.3 in [KP85], these Weyl group representatives satisfy the braid rela-
tions, which allows to define unambiguously w¯ = u¯v¯ if w = uv and ℓ(w) = ℓ(u)+ℓ(v). However
they do not form a presentation of the Weyl group, since for example (s¯i)
2 = φi(−id) 6= id.
The representative w¯0 of the longest element w0 will be very often used.
Remark 2.1. The reader unfamiliar with Lie groups can have in mind the example of
SLn(C), of rank r = n − 1. The following matrices can be chosen as Chevalley genera-
tors. If Ei,j = (δi,rδj,s)1≤r,s≤n are the usual elementary matrices, then hi = Ei,i − Ei+1,i+1,
ei = Ei,i+1, and fi = Ei+1,i. h is the set of complex diagonal matrices with zero trace, which
we identify with {x ∈ Cn |
∑
xi = 0}. Then H is the set of diagonal matrices with deter-
minant 1. N (resp. U) is the set of lower (resp. upper) triangular unipotent matrices. We
have:
∀t ∈ C, yi(t) = Id+ tEi+1,i, xi(t) = Id+ tEi,i+1.
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The Weyl group W is the group of permutation matrices and acts on h by permuting
coordinates. In the identification with the symmetric group acting on n elements, the reflec-
tions si are identified with transpositions (i i+ 1). The longest word w0 reorders the elements
1, 2, . . . , n in decreasing order.
In the case of GLn, the second Bruhat decomposition is known in linear algebra as the LPU
decomposition which states that every invertible matrix can be decomposed into the product
of a lower triangular matrix L, a permutation matrix P and an upper triangular matrix U .
P is unique. The largest opposite Bruhat cell corresponds to P = id. It is dense as it is the
locus where all principal minors are non-zero.
Involutions : Since w0 ∈ W transforms all simple positive roots to simple negative roots,
there is an involution on ∆ (or equivalently the index set I) denoted by ∗ such that:
∀α ∈ ∆, β∗ = −w0α.
We define the following group antimorphisms of G by their actions on a torus element a ∈
H and the one-parameters subgroups generated by the Chevalley generators. For convenience,
we also give their action at the level of the Lie algebra g.
• The transpose:
aT = a xi(t)
T = yi(t) yi(t)
T = xi(t)
∀α ∈ ∆, hTα = hα e
T
α = fα f
T
α = eα
• The positive inverse or Kashiwara involution ([Kas95] (1.3)):
aι = a−1 xi(t)
ι = xi(t) yi(t)
ι = yi(t)
∀α ∈ ∆, hια = −hα e
ι
α = eα f
ι
α = fα
• Schu¨tzenberger involution:
S(x) = w¯0
(
x−1
)ιT
w¯−10 = w¯
−1
0
(
x−1
)ιT
w¯0
It acts as ( relation 6.4 in [BZ01]):
S (xi1(t1) . . . xiℓ(tℓ)) = xi∗ℓ (tℓ) . . . xi
∗
1
(t1)
∀α ∈ ∆, S(hα) = hα∗ S(eα) = eα∗ S(fα) = fα∗.
Notice that S = ι ◦ S ◦ ι.
2.2 Probability theory and processes on Lie groups
The usual framework is the probability triplet (Ω,A,P) with Ω the sample space, A the set
of events and P our working probability measure. Equality in law between random variables
or processes will be denoted by
L
=.
For every process X (or even a deterministic path) taking its values in a Euclidian space,
we will use the notation X
(µ)
t := Xt + µt. Also, we use X
x0 := X + x0. Unless otherwise
stated, the absence of superscript will indicate that the process is starting at zero. The
filtration generated by X is denoted by:
FXt := σ (Xs; s ≤ t)
Since a is made into an Euclidean space thanks to the Killing form 〈·, ·〉, there is a natural
notion of Brownian motion on a. Indeed, 〈·, ·〉 is a scalar product once restricted to a and
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the induced norm is denoted by || · ||. Consider a Brownian motion with drift µ and starting
position x0 ∈ a:
X
(x0,µ)
t := x0 +Xt + µ t .
One obtains a left-invariant Brownian motion Bt(X
(µ)) on B by solving the following
stochastic differential equation driven by any semimartingale X starting at 0. The symbol ◦
indicates that the SDE has to be understood in the Stratonovitch sense:{
dBt(X
(µ)) = Bt(X
(µ)) ◦
(∑
α∈∆
1
2〈α,α〉fαdt+ dX
(µ)
t
)
B0(X
(µ)) = Id
(2.2)
This SDE was first introduced in [BBO05] and its flow is intimately related to the geo-
metric RS correspondence, as we will see in the next subsection. It can be explicitly solved:
Bt(X
(µ)) =
 ∑
k≥0
i1,...,ik
fi1 . . . fik
∫
t≥tk≥···≥t1≥0
k∏
j=1
dtj
||αij ||
2
2
e
−αij (X
(µ)
tj
)
 eX(µ)t (2.3)
Notice that the flow makes sense for any deterministic continuous path and we take eq.
(2.3) as a definition if X is not starting at 0. Clearly, Bt(X
(µ)) has an NA decomposition is
given by:
Nt(X
(µ)) =
∑
k≥0
i1,...,ik
∫
t≥tk≥···≥t1≥0
e
−αi1 (X
(µ)
t1
)···−αik (X
(µ)
tk
) ||αi1 ||
2
2
. . . (2.4)
. . .
||αik ||
2
2
fi1 . . . fikdt1 . . . dtk (2.5)
At
(
X(µ)
)
= eX
(µ)
t (2.6)
Remark 2.2. This is a slightly modified version of the flow defined in subsection 5.2 of
[Chh14b] and the results we will invoke carry verbatim. The presence of half squared norms
||α||2
2 is here to account for the fact that time does not flow in the same fashion for all roots
and probability measures have nicer expressions in this setting. In the simply-laced groups
(ADE-types), one can choose all roots to be the same length, hence choosing ||α||
2
2 = 1 for all
α.
Remark 2.3. In the A1 case only, we opt out of the normalization made in the previous
remark. Indeed, the classical choice for the only root is α = 2. Hence the factor ||α||
2
2 = 2 in
the following example of SL2.
Example 2.4 (SL2 - A1 type). Let X
(µ) be a Brownian motion with drift µ on R. The SDE
is:
dBt(X
(µ)) = Bt(X
(µ)) ◦
(
dX
(µ)
t 0
2dt −dX
(µ)
t
)
and its solution is:
Bt(X
(µ)) =
(
eX
(µ)
t 0
eX
(µ)
t
∫ t
0 2e
−2X
(µ)
s ds e−X
(µ)
t
)
9
Example 2.5 (SLn - An−1 type). As in remark 2.1, let X be a Brownian motion with drift µ
on {x ∈ Rn |
∑
xi = 0}. For notational reasons, we drop the superscript (µ) and put indices
as exponents. The SDE becomes:
dBt(X
(µ)) = Bt(X
(µ)) ◦

dX1t 0 0 · · · 0
dt dX2t 0
. . .
...
0 dt
. . .
. . . 0
...
. . .
. . . dXn−1t 0
0 · · · 0 dt dXnt

and its solution Bt(X
(µ)) is given by:
eX
1
t 0 0 · · ·
eX
1
t
∫ t
0 e
X2s−X
1
s ds eX
2
t 0 · · ·
eX
1
t
∫ t
0 e
X2s1−X
1
s1ds1
∫ s1
0 e
X2s2−X
1
s2ds2 e
X2t
∫ t
0 e
X3s−X
2
s ds eX
3
t
. . .
...
...
. . .
. . .

Let B (R) be the set of real points of the Borel subgroup B and b (R) = TeB (R) its Lie
algebra. If C∞ (B (R)) is the space of continuously differentiable functions on the real solvable
group B (R), every X ∈ b (R) can be seen as a left-invariant vector field on B (R). It acts as
a derivation on C∞ (B (R)) via the Lie derivative:
∀f ∈ C∞(B (R)),∀b ∈ B (R) ,LXf(b) =
d
dt
(
f(getX )
)
|t=0
When convenient, it is customary to write X instead of LX . For example, the Laplace
operator on A is defined using the orthonormal basis (V1, . . . , Vn) by:
∆a :=
n∑
i=1
V 2i
Definition 2.6. For µ ∈ a, define D(µ) to be the left-invariant differential operator on the
solvable group B given by:
D(µ) :=
1
2
∆a + 〈µ,∇〉+
1
2
∑
α∈∆
〈α,α〉Lfα
where 〈µ,∇〉 stands for the first order differential Lµ.
Such an operator is exactly the Casimir element in Kostant’s Whittaker model, as ex-
plained in the appendix of [Chh14b]. We adopted this notation so that 12∆a + 〈µ,∇〉 is the
infinitesimal generator of (multiplicative) Brownian motion with drift µ on A. The following
proposition is obtained by applying theorem 1.2, chapter 5, in Ikeda and Watanabe [IW89],
which is a standard reference for stochastic analysis on manifolds. For more details, we refer
to [Chh13] where we explain how to proceed using only linear algebra, differential calculus
and Euclidian Brownian motion.
Proposition 2.7. The operator D(µ) is the infinitesimal generator of the hypoelliptic Brow-
nian motion
(
Bt(W
(µ)); t ≥ 0
)
driven by W (µ), a Euclidian Brownian motion on a with drift
µ.
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Remark 2.8. Let
V0 = µ+
1
2
∑
α∈∆
〈α,α〉fα
This allows us to write the infinitesimal generator in the usual “sums of squares” form:
D(µ) =
1
2
n∑
i=1
V 2i + V0
We refer to
(
Bt
(
W (µ)
)
; t ≥ 0
)
as our hypoelliptic Brownian motion on B driven by W (µ),
because its infinitesimal generator satisfies the (parabolic) Ho¨rmander condition [Ho¨r67]:
When taking the vector fields (V1, . . . , Vn) and their iterated Lie brackets with the family
{V0, V1, . . . , Vn}, one generates indeed all of b (R) = TeB (R).
Although we will not make use of this fact, it is reassuring to know that it has a smooth
transition kernel.
2.3 Geometric crystals
A geometric crystal in the sense of Berenstein and Kazhdan is a topological set L endowed
with structural maps and crystal actions (ecα; c ∈ R)α∈∆ (Definition 3.1 in [Chh14b]). Among
these structural maps, there is a weight map wt : L→ a. Thanks to the crystal actions, one
defines an action of Weyl group W for which the weight map is equivariant:
∀x ∈ L,∀w ∈W, wt(w · x) = wwt(x)
The notation 〈π〉 is for the connected component generated by π ∈ L. This is not to be con-
fused with the topological notion of connectedness: Two elements are in the same component
if they are related by successive applications of crystal actions. The following notations are
extracted from [Chh14b], where these objects are presented and studied in more detail.
The group picture: Define the geometric Lusztig variety and the geometric Kashiwara
variety as:
Uw0>0 := U ∩Bw0B ∩G≥0
Cw0>0 := Uw¯0U ∩B ∩G≥0
Each one of these varieties possesses parametrizations indexed by reduced words i ∈ R(w0)
which are denoted respectively by xi : R
ℓ(w0)
>0 → U
w0
>0 and x−i : R
ℓ(w0)
>0 → C
w0
>0.
Definition 2.9 (Geometric crystals). Define the geometric crystal of highest weight λ ∈ a as
the set:
B (λ) := Cw0>0e
λ
The union of all highest weight crystals will be denoted by B, which is nothing but the set of
totally positive elements in B:
B :=
⊔
λ∈a
B(λ) = B≥0
The weight map wt : B → a and the highest weight map hw : B → a are defined for b ∈ B
as:
wt(b) = log[b]0 (2.7)
hw(b) = log[w¯−10 b]0 (2.8)
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Path model: The Littelmann path model developed in [Chh14b] details a geometric crystal
structure on the set of paths in C0 ([0, T ], a). In this case, the weight of π is its endpoint π(T ).
The fundamental invariant under crystal actions is the highest weight path and is given by
the geometric Pitman transform Tw0 , which is part of the following larger family.
Definition 2.10. For every w ∈W , define an associated the path transform Tw : C ([0, T ], a)→
C ((0, T ], a) from either of the following. Both definition are equivalent:
• For t > 0:
(Twπ) (t) := log
[
w¯−1Bt(π)
]
0
• For every reduced word i ∈ R(w) such that ℓ = ℓ(w):
Tw := Tαi1 ◦ . . . Tαiℓ
where
Tα (π) (t) := π(t) + log
[∫ t
0
e−α(π(s))
‖α‖2
2
ds
]
α∨
From [Chh14b] (Section 9, Isomorphism results), the connected component 〈π〉 can be
entirely recovered from the knowledge of (Tw0π)0<t≤T and its isomorphism class depends
only on λ = hw(π) = Tw0π(T ). Moreover, if h > 0, then as a consequence of the Laplace
method:
hTα
(
h−1π
)
(t)
h→0
−→ Pα (π) (t) := π(t)− inf
0≤s≤t
α (π(s))α∨
so that:
Pw = lim
h→∞
hTwh
−1 (2.9)
are the Pitman transforms introduced in [BBO05]. Also, there is a morphism of geometric
crystals p : C0 ([0, T ], a) → B that is given by the flow in eq. (2.3). If π ∈ C0 ([0, T ], a), then
p(π) = BT (π). It projects the geometric path model onto the group picture. Thus geometric
RS correspondence takes the form:
Theorem 2.11 (Geometric Robinson-Schensted correspondence). For each T > 0, we have
a bijection:
RS : C0 ([0, T ], a) −→
{
(x, η) ∈ B × Chighw0 ((0, T ], a) | hw(x) = η(T )
}
π 7→ (BT (π) , (Tw0πt; 0 < t ≤ T ))
where Chighw0 ((0, T ], a) are the paths in a with a certain asymptotic behavior at time zero.
2.4 Landau-Ginzburg potentials
A Landau-Ginzburg potential is a measure on B (λ) of the form:
e−fB(x)ω(dx) (2.10)
where ω is a reference measure of the form
∏m
j=1
dtj
tj
in the appropriate choice of coordinates,
and fB is the following superpotential map. It uses the standard character χ : U → C defined
as:
χ :=
∑
α∈∆
χα (2.11)
where χα : U → C are the elementary additive unipotent characters given by:
∀t ∈ C,∀α, β ∈ ∆, χα(e
teβ ) = tδα,β.
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Definition 2.12. Define the superpotential fB on B as the map:
fB : B → R>0
x = zw¯0tu 7→ χ(z) + χ(u)
where in the decomposition x = zw¯0tu, we have z ∈ U
w0
>0 , u ∈ U
w0
>0 and t ∈ A.
Properties 2.13. For x ∈ B:
fB (x) = fB (x
ι) = fB ◦ S (x)
∀w ∈W,fB (w · x) = fB (x)
Proof. The first relations are immediate from the definition 2.12 of fB and that of the invo-
lutions ι and S. The invariance under the Weyl group action on the crystal can be checked
easily on the reflections (sα, α ∈ ∆) and has been done in [BK00].
Example 2.14. In rank one case, by writing for x ∈ B(λ):
x =
(
t 0
1 t−1
)
eλα
∨
=
(
1 t
0 1
)(
0 −1
1 0
)(
eλ 0
0 e−λ
)(
1 e
−2λ
t
0 1
)
We find the superpotential for G/B ≈ P 1 (C) (see [Rie12]):
fB (x) = χ
((
1 t
0 1
))
+ χ
((
1 e
−2λ
t
0 1
))
= t+
e−2λ
t
These seemingly simple and innocent ingredients have appeared in two quite different
circumstances.
• (Geometric crystals) Berenstein and Kazhdan use the map fB to “cut” a discrete free
crystal Bfree(λ) obtained by tropicalizing B(λ) and its structural maps. Then they
obtain normal Kashiwara crystals by setting ([BK07b]):
B (λ) =
{
b ∈Bfree(λ) | [fB]trop(b) ≥ 0
}
(2.12)
The surprise lies in the fact that a simple function like fB encodes exactly the string
cones. As stated in the introduction of [BK07a], exhibiting such a function, along with
its properties, proves a corollary of the local Langlands conjectures. More will be said
on the tropicalization procedure when needed in section 8.
• (Mirror symmetry) For a smooth projective Fano manifold X, one can form the small
quantum cohomology ring. Mirror symmetry predicts the existence of a complex man-
ifold R, the “mirror”, along with a Landau-Ginzburg potential e−W (x)ω(dx) such that
the quantum cohomology ring of X is obtained as the Jacobi ring of W over the mirror
R. The superpotential W must depend smoothly on quantum parameters in H2(X,C).
For X = P1(C) ≈ G/B, with G = SL2, one finds that R = C
∗ and:
W (t) = t+
q
t
where q ∈ H2(X,C) ≈ C. This is exactly fB(x) if x ∈ B(λ) has Lusztig parameter
t and q = e−2λ (see example 2.14 ). More generally for all flag manifolds X = G/B,
H2(X,C) ≈ h. In this case, Rietsch [Rie08] has provided a construction of the mirror
R and has proved that the superpotential is indeed the one in definition 2.12.
We have no explanation as to why mirror symmetry appears while investigating geo-
metric crystals with probabilistic considerations and we will not try to push into that
direction. However, the strength of our approach is that the Landau-Ginzburg poten-
tial e−fB(x)ω(dx) appear as a canonical measure induced by Brownian motion. It does
come out as the result of a computation.
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3 Main results
Having in mind the geometric RS correspondence, it is natural to look for a description of the
highest weight process (Tw0 (W )s ; s ≤ t) and the distribution of the random crystal element
Bt(W
(µ)) conditionnally to the highest weight being fixed. Both aspects in this description
have known analogues in the classical case of Young tableaux (see O’Connell [O’C03]): the
dynamic of the Q tableau, or equivalently the shape, is Markovian and the distribution of the
P tableau conditionnally to the shape being fixed is the uniform measure on semi-standard
tableaux. Our two main theorems are the geometric analogues.
3.1 Whittaker process as the highest weight process
The Whittaker process is obtained via the following algebraic construction as the geomet-
ric Pitman transform of Brownian motion, which is also the second component of the RS
correspondence 2.11 with the Wiener measure as input.
Theorem 3.1. Let W (µ) be a Brownian motion with drift µ in the Cartan subalgebra a ≈ Rr,
then
Λt := hw
(
Bt
(
W (µ)
))
= Tw0W
(µ)
t
is a diffusion process with infinitesimal generator
L = ψ−1µ
(
1
2
∆−
∑
α∈∆
1
2
〈α,α〉e−α(x) −
〈µ, µ〉
2
)
ψµ =
1
2
∆ +∇ log (ψµ) · ∇
where ψµ is the Whittaker function.
Outline of proof. In section 4, we prove a weaker version as theorem 4.7 for µ ∈ C and a
finite starting point x0. We strenghten that result in section 6 to all µ ∈ a. And finally we
take x0 to “−∞” in subsection (7.2).
Remark 3.2. From the point of view of particle systems, if W (µ) is the process with gen-
erator 12∆ + 〈µ,∇〉 −
∑
α∈∆
1
2 〈α,α〉e
−α(x), i.e it is the Brownian motion with drift µ ∈ C
and killing measure following the Toda potential then for x ∈ a, ψµ(x) is proportional to
e〈µ,λ〉Px
(
W (µ) survives
)
. Then, the Whittaker process is interpreted as the sub-Markovian
Brownian motion W (µ) conditioned to survive.
From the point of view of representation theory, this theorem says that the highest weight
process is Markov. Because concatenation of paths models tensor products of crystals in the
path model (Theorem 6.10 in [Chh14b]), and Brownian motion has independent increments,
we are observing a tensor product dynamic. Therefore, the evolution of the highest weight
tells us how tensor products decompose and the quantum Toda Hamiltonian is an infinitesimal
version of the Littlewood-Richardson rule.
Another pedantic restatement would be “the isomorphism class of crystals generated by
Brownian motion is Markovian”.
This theorem reduces to the Matsumoto-Yor theorem ([MY00, MY01]) in the case of SL2
and the theorem by O’Connell ([O’C12]) in the case of GLn (type An). Note that since
O’Connell’s contruction has an application to a semi-discrete polymer model, one expects
other Lie types to be related to different geometries. In section 8, we will see that this
theorem is a geometric lifting of theorem 5.6 in [BBO05], which represents the highest weight
process in the continuous Littelmann path model as a Brownian motion in the Weyl chamber.
Because of the underlying representation theory, we argue that the Whittaker process is the
canonical weakly non-intersecting particle system, in the same way as Dyson’s Brownian
motion is the natural strictly non-intersecting particle system.
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3.2 Landau-Ginzburg potentials as a conditionnal distribution
Landau-Ginzburg potentials are indeed what appear when considering a random crystal el-
ement in B conditioned to have its highest weight being λ. More precisely, we observe the
first component of the RS correspondence (Theorem 2.11).
Theorem 3.3. Let W (µ) be a BM with drift µ in a and fix t > 0. The distribution of
Bt(W
(µ)) conditionally to the σ-algebra FΛt and Λt = Tw0
(
W (µ)
)
(t) = λ depends only on λ
and is given by:
P
(
Bt
(
W (µ)
)
∈ dx | FΛt ,Λt = λ
)
=
1
ψµ (λ)
e〈µ,wt(x)〉−fB(x)ω(dx) (3.1)
with ψµ (λ) the normalizing constant.
Proof. See section 6.
Therefore the measure
e−fB(x)ω(dx) (3.2)
on B(λ) is the natural one induced by Brownian motion of geometric crystals, and the
Archimedean Whittaker function appears as the geometric crystal’s volume. A similar state-
ment holds for Kirillov’s orbital integral which encodes the volume of coadjoint orbits. The
previous theorem is the “raison d’eˆtre” of the following:
Definition 3.4. For a spectral parameter µ ∈ a, define Cµ(λ) as a B(λ)-valued random
variable whose distribution satisfies for every bounded measurable function on B(λ):
E (ϕ(Cµ(λ))) =
1
ψµ(λ)
∫
B(λ)
ϕ(x)e〈µ,wt(x)〉−fB(x)ω(dx) (3.3)
We will refer to its law as the canonical probability measure on B(λ) with spectral parameter µ.
And Cµ(λ) will be referred to as a canonical random variable on B(λ) with spectral parameter
µ.
Properties 3.5. For λ ∈ a and µ ∈ a:
(i)
S (Cµ(λ))
L
= Cw0µ(λ)
(ii)
ι (Cµ(λ))
L
= C−µ(−w0λ)
(iii) W -invariance:
∀w ∈W,Cwµ(λ)
L
= Cµ(λ)
Proof. Now for fixed T > 0, consider a Brownian motion
(
W
(µ)
t
)
0≤t≤T
in a with drift µ, on
the time interval [0, T ] :
(i) The Schu¨tzenberger involution acts at the path level as (see subsection 11.2 in [Chh14b]):
S
(
W (µ)
)
t
= −w0
(
W
(µ)
T −W
(µ)
T−t
)
; 0 ≤ t ≤ T
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which is also a Brownian motion, with drift w0µ. Because the Schu¨tzenberger involution
leaves the highest weights fixed (properties 11.5 in [Chh14b]), we have equality for
endpoints:
λ = Tw0
(
W (µ)
)
T
= Tw0 ◦ S
(
W (µ)
)
T
Hence, even if the filtrations generated by the paths Tw0
(
W (µ)
)
and Tw0 ◦S
(
W (µ)
)
are
different, we still have:(
BT
(
W (µ)
)
|Tw0
(
W (µ)
)
T
= λ
)
L
=
(
BT
(
S(W (µ))
)
|Tw0
(
S(W (µ))
)
T
= λ
)
Using theorems 11.7 in [Chh14b] and 3.3, we conclude.
(ii) The proof is similar to (i) as the involution ι changes the drift µ to −µ when applied
to a Brownian motion and ι (B(λ)) = B(−w0λ).
(iii) It is a consequence of the invariance of fB w.r.t the action of W on the crystal (Prop-
erties 2.13) and the invariance of ω w.r.t. crystal actions (proved later in theorem 5.4).
The weight map is also equivariant.
For classical discrete crystals [HK02], the measure of interest is the counting measure.
For instance, the number of elements gives the dimension of the associated module. More
precisely, for λ ∈ P+ is a dominant weight, consider B(λ) the Kashiwara G∨-crystal with
highest weight λ. The canonical measure is simply:∑
b∈B(λ)
δb (3.4)
where δb stands for the Dirac measure at the element b. The character formula for the highest
weight module V (λ) reads:
∀µ ∈ a, ch V (λ) (µ) =
∑
b∈B(λ)
e〈µ,wt(b)〉 (3.5)
This allows to normalize the canonical measure (3.4) into a probability measure on B(λ) with
spectral parameter µ:
1
ch V (λ) (µ)
∑
b∈B(λ)
e〈µ,wt(b)〉δb (3.6)
Let us mention that the characters can be seen as the Laplace transform of the image measure
of (3.4) through the weight map. Completely analogous facts will hold for the Whittaker
functions and Kirillov’s orbital integral.
3.3 The Archimedean Whittaker function as a character for geometric
crystals
Originally, the Duistermaat-Heckman measure was used to refer to the asymptotic weight
multipliticities for a very large finite dimensional representation of a semisimple group ([Hec82],
[GS84] section 33). It is also the image measure of the uniform measure on a continuous crys-
tal under the weight map ([BBO09] section 5.3). One can use the Littelmann path model for
very long paths to recover easily the Duistermaat-Heckman measure as asymptotic weight
multiplicities ([BBO05] remark 5.8). Now that we have identified a natural measure on
geometric crystals, we will take virtually the same definition.
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Definition 3.6. For λ ∈ a, define the geometric Duistermaat-Heckman measure DHλ on a
as the image of the canonical measure (3.2) under the weight map wt.
One needs to think of DHλ as the measure encoding geometric weight multiplicities
and hence its Fourier-Laplace transform plays the role of character, analogously to equation
(3.5) in the discrete setting. In this geometric setting, we obtain a representation-theoretic
definition of Whittaker functions that goes beyond the mere fact that ψµ (λ) is the volume of
the geometric crystal B(λ). Moreover, we will see in theorem 6.7 that this measure intertwines
the Laplacian on a and the quantum Toda Hamiltonian, or equivalently Brownian motion
and the Whittaker process.
Definition 3.7 (Whittaker functions). Whittaker functions are defined as the Laplace trans-
form of the geometric Duistermaat-Heckman measure. For λ ∈ a and µ ∈ h, it is given by:
ψµ(λ) =
∫
a
e〈µ,k〉DHλ(dk)
=
∫
B(λ)
e〈µ,wt(x)〉−fB(x)ω(dx)
Now, define b : h→ C as the meromorphic function
b(µ) :=
∏
β∈Φ+
Γ
(
〈β∨, µ〉
)
It allows to define a natural normalization in our setting.
Theorem 3.8. The Whittaker function satisfies the following:
(i) ψµ(λ) is an entire function in µ ∈ h = a⊗ C ≈ C
n.
(ii) ψµ is invariant in µ under the Weyl group’s action.
(iii) For µ ∈ C, the Weyl chamber, we have a probabilistic representation of the Whittaker
function using W (µ) a Brownian motion on a with drift µ:
ψµ (λ) = b(µ)e
〈µ,λ〉Eλ
(
exp
(
−
∑
α∈∆
1
2
〈α,α〉
∫ ∞
0
ds e−α(W
(µ)
s )
))
In this case, ψµ is the unique solution to the quantum Toda eigenequation:
1
2
∆ψµ(x)−
∑
α∈∆
1
2
〈α,α〉e−α(x)ψµ(x) =
1
2
〈µ, µ〉ψµ(x)
such that ψµ(x)e
−〈µ,x〉 is bounded with growth condition ψµ(x)e
−〈µ,x〉 x→∞,x∈C−→ b(µ)
Proof. (i) In coordinates, thanks to the estimate in theorem 5.12 and the weight map
expression in theorem 4.22 in [Chh14b], we see that
φ(µ, x) := exp (〈µ,wt(x)〉 − fB(x))ω(dx)
is holomorphic in µ ∈ h and integrable in the x parameter uniformly for µ in a compact
set. The same holds for partial derivatives w.r.t µ. Thus, integration in the x parameter
will give a holomorphic function whose domain is all of h. Hence, ψµ(λ) is entire in the
µ parameter.
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(ii) Invariance under theWeyl group action is a consequence of the invariance for e−fB(x)ω(dx),
and equivariance for the weight map.
(iii) In proposition 5.13, we prove that the probabilistic representation coincides indeed with
the previous definition. For the characterization as the unique solution of the above
PDE, we reproduce the martingale argument of [BO11] corollary 2.3, for completeness.
Write ϕµ = ψµe
−〈µ,.〉, which needs to be the unique bounded solution to:
1
2
∆ϕµ(x) + 〈µ,∇ϕµ〉 −
∑
α∈∆
1
2
〈α,α〉e−α(x)ϕµ(x) = 0
with growth condition ϕµ(x)
x→∞,x∈C
−→ b(µ).
As a consequence of the Feynman-Kac formula:
ϕµ(x) = b(µ)E
(
exp
(
−
∑
α∈∆
1
2
〈α,α〉
∫ ∞
0
ds e−α(x+W
(µ)
s )
))
solves the partial differential equation. For uniqueness, we use a martingale argument.
If φ is a bounded solution such that:
φ(x)
x→∞,x∈C
−→ 0
Then:
φ(x+W
(µ)
t ) exp
(
−
∑
α∈∆
1
2
〈α,α〉
∫ t
0
ds e−α(x+W
(µ)
s )
)
is bounded martingale going to zero as t → ∞. Therefore, it must vanish identically.
Hence uniqueness, by linearity.
We will see in the next section that the integral is finite and that the Whittaker functions
are well behaved. This semi-explicit integral formula given for Whittaker functions hints
directly to the work of [GLO12, GLO10, Giv97]. It is not so easy to link their formulae to
ours, because of the multiple choices of coordinates. Notice however that our approach makes
the choice of totally positive matrices a natural integration cycle.
We defined Whittaker functions ψµ as the Laplace transform of measure induced on
weights by the canonical measure. Our definition is very different from Jacquet’s original
definition [Jac67] as an integral on the unipotent group N . In those circumstances, Whittaker
functions are of special interest in number theory, as they appear in the Fourier expansion of
Maass forms (see Goldfeld [Gol06], chapter 5). Our approach has the advantage to define well-
behaved functions using integrals that converge rapidly for all µ. Moreover, the integrands are
positive. Finally, a lot of structure is exhibited thanks to the underlying geometric crystals:
Whittaker functions play the role of characters in the theory.
When comparing to the non-Archimedean setting where Whittaker functions are exactly
proportional to characters of highest weight modules, one realizes that the function b : h→ C
is an Archimedean analogue of the Weyl denominator. The reader is invited to look at the
main results of [Chh14c] and the discussion in subsection 3.2 which details these similarities.
3.4 Outline of paper and strategy of proof
We will work our way towards the proofs in four steps:
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• Section 4 is of probabilistic nature and analyzes the hypoelliptic Brownian motion on
the group at hand. At this level, we will have to restrict our framework to µ ∈ C,
the Weyl chamber. We exhibit the Whittaker process starting at x0 as a random path
transform Tg of Brownian motion. In fact, our result in that section is much stronger
and of independent interest. We give a complete a characterization of the Poisson
boundary and interpret the random path transform Tg as a conditioning to hit the
Poisson boundary at a certain point. The Whittaker process appears naturally as the
only Markovian evolution which can appear from such a conditioning.
• Section 5 describes more precisely the parametrizations of geometric crystals and gives
estimates on Landau-Ginzburg potentials. We have refrained from introducing these
parametrizations until necessary. This allows to prove that the exiting laws correspond-
ing to the Whittaker process are well-defined for all µ ∈ C and intimately related to
the Landau-Ginzburg potentials.
• We extend the definition of the Whittaker process to arbitrary µ in section 6. We
will use the Rogers-Pitman intertwining criterion (Theorem 6.4) in the framework of
Markov functions.
• In section 7, we obtain the highest weight process and thus theorem 3.1 by taking a
starting point that is “x0 = −∞”. To that endeavor, we will have to analyze the
asymptotic behavior of the canonical measure as the highest weight goes to infinity in
the opposite Weyl chamber.
• Finally, in section 8, we describe the tropicalization procedure at the geometric and the
probabilistic levels.
4 Markovian points on the Poisson boundary
While we are mainly interested in the Archimedean Whittaker functions, it is better to look
at the larger picture. As we will see, the natural invariant process related to Whittaker
functions is the hypoelliptic Brownian motion from eq. (2.3). By interpreting N≥0 as a
topological Furstenberg boundary where the process exits, every bounded harmonic function
can be represented as an integral on N≥0. We give in subsection 4.1 a complete description of
bounded harmonic functions - the Poisson boundary. It is identified to the set of functions:
P := {v : N≥0 → R | v bounded } (4.1)
This is relevant in relationship to the following. There is a path transform that appeared
naturally in the Littelmann path model for geometric crystals. For g ∈ U≥0, the transform:
Tg : C (R+, a) −→ C (R+, a)
is implicitly defined on a continuous path X by
TgX(t) := log [gBt(X)]0 . (4.2)
Its properties are detailed in section 5.4 of [Chh14b].
Theorem 4.1 (Conditional representation theorem 2.12 [Chh14a]). If µ ∈ C and W is a
Brownian motion on a, then:
Xx0,(µ) := x0 + Tg
(
W (w0µ)
)
is a Brownian motion with drift µ ∈ C, starting at x0 and conditioned to
N∞(X
0,(µ)) = Θ(g) := [gw¯0]0
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As explained in [Chh14a], the diffeomorphism Θ : Uw0>0 → N
w0
>0 is a group-theoretic ana-
logue of the inverse map on R∗+. Moreover if X
(µ) is a Brownian motion on a with drift
µ, then the law of Θ−1
[
N∞(X
(µ))
]
is expressed in coordinates in term of gamma random
variables. Hence:
Definition 4.2 (Group-theoretic gamma and inverse gamma distributions - definition 2.19
in [Chh14a] ). For X(µ) a Brownian motion on a with drift µ ∈ C, define an inverse gamma
random variable Dµ on N as the distribution of N∞(X
(µ)). The gamma random variable Γµ
on U is such that:
Dµ
L
= Θ(Γµ) .
Both are positive random variables in the sense of total positivity: almost surely Γµ ∈ U
w0
>0
and Dµ ∈ N
w0
>0 .
Now consider a positive function v ∈ P. Revisiting theorem 4.1, if g is taken as random
with a distribution such that for every bounded function ϕ on U :
E (ϕ ◦Θ(g)) =
E (ϕ(Dµ)v(Dµ))
E (v(Dµ))
then Xx0,(µ) is distributed as a Brownian motion with drift µ conditioned to N∞(X
(µ)) to
follow a certain distribution depending on v. In terms of the potential-theoretic point of
view given in the next subsection 4.1, we are conditioning the hypoelliptic Brownian motion(
Bt(X
(µ)); t ≥ 0
)
to hit the Poisson boundary at the point v ∈ P. Taking v ≡ 1 identically
yields no conditioning.
We ask the question “Which v ∈ P force the process
(
X
x0,(µ)
t ; t ≥ 0
)
to be Markovian in
its own filtration?” The answer is the main result of this section.
Theorem 4.3 (Characterization of Markovian points on the Poisson boundary). Assume
v ∈ P differentiable. The process
(
X
x0,(µ)
t ; t ≥ 0
)
is a Markovian diffusion if and only if v
is given in terms of unipotent characters by:
v = exp
(
−
∑
α∈∆
Cαχ
−
α
)
for constants Cα ≥ 0. The superscript − refers to the same characters as in subsection 2.4,
only for the opposite unipotent group N .
Proof. Subsection 4.3.
Leaving the degenerate cases where some of the Cα vanish in theorem 4.3, we assume
that Cα > 0 for all α ∈ ∆. Under such an assumption, these constants can be absorbed in
the characters as there is an a ∈ a such that Cα = e
−α(a), and:∑
α∈∆
Cαχ
−
α (n) = χ
−
(
eane−a
)
.
There is no loss of generality in using the standard character χ− on N . More general char-
acters simply add a shift via conjugation by torus elements. Theorem 4.3 urges to define a
deformation of the laws of Γµ and Dµ using the standard character.
Definition 4.4 (Generalized gamma and inverse gamma). For µ ∈ C and λ ∈ a, define
Dµ (λ) as the N≥0-valued random variable defined by:
∀ϕ ≥ 0,E (ϕ(Dµ(λ))) =
E
(
ϕ(Dµ) exp
(
−χ−(eλDµe
−λ)
))
E (exp (−χ−(eλDµe−λ)))
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and the U -valued random variable Γµ(λ) as:
Dµ(λ) = Θ (Γµ(λ))
Remark 4.5. Because:
〈α,α〉
2
∫ ∞
0
e−α(X
(µ)
s )ds = χ−α
(
N∞(X
(µ))
)
and Dµ
L
=N∞(X
(µ)), the Whittaker function’s expression in (iii) of theorem 3.8 takes the
form:
ψµ(x) = b(µ)e
〈µ,x〉E
(
exp
(
−χ−(exDµe
−x)
))
(4.3)
Even though the definition assumes µ ∈ C, the random variables from definition 4.4 are
in fact well-defined for all µ ∈ a as we will see in proposition 5.13. In the rank one setting for
example, we obtain the natural group-theoretic generalization of generalized inverse Gaussian
laws used by Matsumoto and Yor [MY01]. Moreover, theorem 3 in [Bau02] is the particular
case of our theorem 4.3 in the A1-type.
Example 4.6 (A1 type - Example 2.17 in [Chh14a] continued). In the A1 type, if Dµ(λ) =(
1 0
GIGµ(λ) 1
)
then GIGµ(λ) is the generalized inverse gaussian law used in [MY01]:
P (GIGµ(λ) ∈ dt) =
eλµ
Kµ(e−2λ)
tµe−t−
e−2λ
t
dt
t
Here Kµ is a Bessel function of the second kind, also known as the Macdonald function. It
coincides with the SL2-Whittaker function.
The main ideas were in fact already in [BO11] where the Whittaker process was built
out of a Brownian motion conditionned with respect to its exponential functionals. What
Baudoin and O’Connell express as conditioning the exponential functionals to follow a certain
law, we rephrase as conditioning the hypoelliptic Brownian motion to hit a specific point on
the boundary. This change of perspective stresses the role of
(
Bt(W
(µ)); t ≥ 0
)
, which is
a process containing not only exponential functionals but also iterated integrals. Thus, we
obtain the generalization of proposition 3.3 in [O’C12] to all Lie groups.
Theorem 4.7. Consider a Brownian motion W , a drift µ ∈ C and an independent random
variable g
L
= Γµ(x0). Then the process
(
X
x0,(µ)
t = x0 + Tg
(
W (w0µ)
)
t
; t ≥ 0
)
is Markovian
with infinitesimal generator
1
2
∆+ 〈∇ logψµ,∇〉
Proof. Subsection 4.3.
4.1 The hypoelliptic Brownian motion and its Poisson boundary
As announced, we start by a complete description of the Poisson boundary.
Reformulation in term of an invariant process: An analytic approach to the Archimedean
Whittaker functions (cf. [Has82] for instance) is to look at them as eigenfunctions of the
quantum Toda Hamiltonian, a Schro¨dinger operator on a ≈ Rn:
H =
1
2
∆−
1
2
∑
α
〈α,α〉e−α(x)
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They satisfy:
Hψµ =
1
2
〈µ, µ〉ψµ
However, the analysis of this Schro¨dinger operator is not completely obvious. Morally, the
only operators on a group that are easy to analyze are those that invariant under the group
at hand. A way to turn the problem into an invariant problem is to look at the Euclidian a as
part of a larger space, which is a group and on which the Whittaker functions are harmonic
functions for an invariant process.
Lemma 4.8. A function ψµ : a→ C on a solves:
Hψµ =
1
2
〈µ, µ〉ψµ
if and only if the function Φµ : B (R)→ C defined by:
Φµ(ne
x) := exp
(
−χ−(n)
)
ψµ(x)e
−〈µ,x〉
is harmonic for the hypoelliptic operator D(µ) defined in 2.6.
Proof. Notice that for t ∈ R and for α ∈ ∆:
Φµ(ne
xetfα) = Φµ
(
n exp(te−α(x)fα)e
x
)
= exp
(
−te−α(x)
)
Φµ(ne
x)
Hence:
LfαΦµ(ne
x) =
d
dt
(
Φµ(ne
xetfα)
)
|t=0
= −e−α(x)Φµ(ne
x)
Therefore, writing ϕµ = ψµe
−〈µ,.〉, we have the following succession of equivalent statements:
D(µ)Φµ = 0
⇐⇒
1
2
(∆ϕµ)e
−χ− + 〈µ,∇ϕµ〉e
−χ− +
1
2
∑
α∈∆
〈α,α〉LfαΦµ = 0
⇐⇒
1
2
(∆ϕµ) + 〈µ,∇ϕµ〉 −
1
2
∑
α∈∆
〈α,α〉e−α(x)ϕµ = 0
⇐⇒ Hψµ =
1
2
〈µ, µ〉ψµ
Probabilistic integral representations on the boundary: By definition, the Poisson
boundary of
(
Bt(W
(µ)); t ≥ 0
)
is the set of bounded function that are harmonic for this
process. And the function Φµ is in such a boundary as it is a bounded harmonic function.
Following a standard idea in potential theory, we should be able to represent Φµ as the integral
of a function over the “boundary” of B. However, the Borel subgroup B is not compact. But
the notion of boundary needed is not the topological one. Furstenberg developed such a
notion and a very good account of the theory of boundaries on Lie groups is [Bab06] in the
case of random walks. The continuous case is, in a way, simpler.
For boundary, one has to consider a space with a B (R)-action and a natural invariant
measure. Restricting ourselves to the case where µ ∈ C, it has been proven in [Chh14a]
that the N -part of the process
(
Bt(W
(µ)); t ≥ 0
)
(equation (2.4)) and converges in N when
t → ∞. Therefore, a natural choice for a boundary of B (R) is simply N and the invariant
measure is the law of N∞(W
(µ)) when µ ∈ C - the inverse gamma distribution. The Borel
subgroup B acts on N as:
∀b = na ∈ B,∀n′ ∈ N, (na) · n′ = nan′a−1
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Proposition 4.9. For any bounded function v on N≥0, we obtain a harmonic function ϕ for
D(µ) by considering:
ϕ : na 7→ E
(
v(naN∞(W
(µ))a−1)
)
with W a Brownian motion on a. Reciprocally, any bounded harmonic function has this form.
Recalling that there is bijection between bounded harmonic functions and shift-invariant
random variables. The proposition becomes intuitive upon realizing that shift-invariant ran-
dom variables on the coordinate space of
(
Bt(W
(µ)); t ≥ 0
)
starting at na must be function
of only the convergent part, which is naN∞(W
(µ))a−1. The formal argument is the de´vissage
developed in [AT13]. More precisely, our proposition 4.9 is a consequence of their theorem 1.
We give a short proof after developing a few lemmas we will need in the sequel.
A useful fact is that the action of A on N via conjugation contracts space in the direction
of the Weyl chamber:
Lemma 4.10. For all n ∈ N :
exne−x
x→∞
−→ Id
with x staying inside a sector of the open Weyl chamber.
Proof. The claim is stable via multiplication and inversion in N . Therefore, the set of n ∈ N
satisfying the lemma is a closed subgroup of N . Because the unipotent group N is generated
by the one-parameter subgroups Nα =
(
etfα
)
t∈C
for α ∈ ∆, we only need to prove it for
n ∈ Nα for a fixed α. We have for t ∈ C:
exetfαe−x = exp
(
te−α(x)fα
)
x→∞
−→ Id
Also, let us record that:
Lemma 4.11. Fix t, s > 0. For any path X, we have:
Bt+s(X) =Bt(X)Bs(Xt+. −Xt) (4.4)
Nt+s(X) =Nt(X)e
XtNs(Xt+. −Xt)e
−Xt (4.5)
In particular, for a Brownian motion X(µ) with drift µ ∈ C:
N∞(X
(µ)) =Nt(X
(µ))eX
(µ)
t N∞(X
(µ)
t+. −X
(µ)
t )e
−X
(µ)
t (4.6)
Proof. Equation (4.4) follows from the left-invariance in the definition of the flow (Bt(·); t ≥ 0).
Equation (4.5) is obtained by taking only the N -part. Taking s→∞ yields the third equa-
tion, in the case of a Brownian motion with drift µ ∈ C.
Proof of proposition 4.9. Consider v, a bounded function on N≥0 and set for na ∈ B:
ϕ(na) = E
(
v(naN∞(X˜
(µ))a−1)
)
where X˜ is a Brownian motion independent of X. Without loss of generality we can assume
that X˜(µ) = X
(µ)
t+. −X
(µ) and use (4.6). Hence:
ϕ
(
Bt(X
(µ))
)
= E
(
v
(
Bt(X
(µ))N∞(X˜
(µ))e−X
(µ)
t
)
|FXt
)
= E
(
v(N∞(X
(µ)))|FXt
)
which is a backward martingale. We have proved that the bounded ϕ is harmonic.
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Reciprocally, if ϕ is a bounded harmonic function, then for all na ∈ B,Mt := ϕ
(
naBt(X
(µ))
)
is a martingale that converges almost surely to M∞. The random variable M∞ is necessarily
a deterministic function of the entire trajectories
(
X
(µ)
s ; s ≥ 0
)
and
(
N(X(µ))s; s ≥ 0
)
, which
we write as:
M∞ =M∞ ((xs)s≥0, (ns)s≥0)
Moreover, M∞ has to be shift-invariant i.e for all t ≥ 0:
M∞ ((xs)s≥0, (ns)s≥0) =M∞ ((xs+t)s≥0, (ns+t)s≥0)
Following the de´vissage argument, define for all n ∈ N≥0:
Mn∞ :=M∞
(
(xs)s≥0, (nN (x)
−1
∞ ns)s≥0
)
This is a shift invariant function which does not depend on the starting point of the path
(ns)s≥0. Therefore E
(
Mn∞|F
X
t
)
is only a function of X
(µ)
t and harmonic. As the Poisson
boundary of Euclidian Brownian motion is trivial, Mn∞ is a constant random variable which
we denote by v(n). We conclude by:
M∞ =M
N∞(x)
∞ = v (N∞(x))
The previous subsection tells us to take v ∈ P as a character of the unipotent subgroup
N , in order to obtain Whittaker functions. In the larger picture however, the central object
is the law of N∞(W
(µ)), the exit law.
Exit law: For later use, we record the explicit expression of the gamma distribution Γµ.
From [Chh14a], fix a reduced word i ∈ R(w0) and
(
βij
)
1≤j≤m
the associated enumeration of
positive roots:
∀ ≤ 1 ≤ j ≤ m, βij =si1si2 . . . sij−1αij (4.7)
Then, the law of Γµ is given by:
Γµ
L
=xi
(
γ〈β∨1 ,µ〉, . . . , γ〈β∨m,µ〉
)
(4.8)
where the γ. denote independent gamma random variables on R+ with specified parameters.
4.2 Hitting a specific point on the boundary
Let W be a Brownian motion on a and µ ∈ C. Because of theorem 4.1, we know that:
Xx0,(µ) := x0 + Tg
(
W (w0µ)
)
is a Brownian motion starting at x0 with drift µ ∈ C at x0 conditionned to N∞(X0,(µ)) =
Θ(g). Denote its natural filtration by:
Ft := σ
(
Xx0,(µ)s |0 ≤ s ≤ t
)
The purpose of this section is to take g as random and independent of W therefore
conditionning N∞(X
(µ)) to follow a certain specific law. Having in mind the description of
the Poisson boundary in subsection 4.1, we are conditioning Bt
(
X(µ)
)
to hit the Poisson
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boundary at a certain specific point. To that endeavor, fix a v ∈ P. Let P be a probability
under which:
g
L
=Γµ ⇐⇒ N∞(X
(µ))
L
=Dµ (4.9)
Under P, Xx0,(µ) is a Brownian motion in a with drift µ. The function v is used to define
a deformed probability measure Pv. More precisely, define Pv thanks to its Radon-Nikodym
derivative with respect to P:
dPv
dP
=
v
(
N∞(X
x0,(µ))
)
E
[
v
(
N∞(Xx0,(µ))
)]
Moreover, Pv can be interpreted as a probability measure under which N∞(X
x0,(µ)) is con-
ditioned to follow a certain law. This law has a density v with respect to the original law of
N∞(X
(x0,µ))
L
= ex0Dµe
−x0 . We are interested in describing the process Xx0,(µ) under Pv. A
first step is to explicit the likelihood process:
Lt :=
dPv
dP |Ft
Equation (4.6) gives a decomposition of N∞(X
(µ)) in terms of FXt -measurable variables
and an independent variable N∞(X
(µ)
t+.−X
(µ)
t ) with same law. The same decomposition holds
easily with Xx0,(µ) instead of X(µ):
N∞(X
x0,(µ)) = Nt(X
x0,(µ))eX
x0,(µ)
t N∞(X
x0,(µ)
t+. −X
x0,(µ)
t )e
−X
x0,(µ)
t (4.10)
Lemma 4.12 (Likelihood).
Lt :=
dPv
dP |Ft
= Φv
(
Bt(X
x0,(µ))
)
where:
Φv (ne
x) =
E (v (nexDµe
−x))
E (v (ex0Dµe−x0))
Proof. We drop the superscript x0, (µ) for convenience in X
x0,(µ). From the likelihood’s
definition:
Lt :=
dPv
dP |Ft
= P
(
dPv
dP
|Ft
)
=
P (v (N∞(X)) |Ft)
P [v (N∞(X))]
eq.(4.10)
=
P
[
v
(
Nt(X)e
XtN∞(Xt+. −Xt)e
−Xt
)
|Ft
]
P [v (N∞(X))]
Because N∞(Xt+. −Xt)
L
= Dµ under P (eq. (4.9)) and is independent of Ft, we have that on
the set {Nt(X) = n,Xt = x}:
Lt =
E (v (nexDµe
−x))
E (v (ex0Dµe−x0))
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Corollary 4.13.
X
x0,(µ)
t − x0 − µt−
∫ t
0
∇x log Φv
(
Bs(X
x0,(µ))
)
ds
is a Pv Brownian motion.
Proof. By Girsanov’s theorem ([RY99] Chapter VIII):
X
x0,(µ)
t − x0 − µt−
∫ t
0
d〈log L,X〉s
is a Pv Brownian motion. Thanks to the previous lemma and to the fact that Nt(X
x0) has
zero quadratic variation, the bracket d〈logL,X〉s is indeed:
∇x log Φv
(
Bs(X
x0,(µ))
)
ds
4.3 Remarkable points and corresponding exit laws
Proof of theorem 4.3. The goal is to identify the remarkable laws that will force Xx0,(µ) into
becoming a Markov process. In the light of corollary 4.13, we are aiming at identifying a
bounded function v ∈ P such that the term ∇x log Φv(ne
x) to only depends on x for a certain
v. Equivalently Φv(ne
x) has to break down into the product of two functions gv(n)fv(x). For
x going to infinity inside the Weyl chamber, Φv(x, n) actually converges to:
gv(n)fv(∞) = lim
x→∞,x∈C
E
(
v
(
nexDµe
−x
))
= v (n)
thanks to lemma 4.10. Then, Φv has in fact to breaks down as
∀n ∈ Nw0>0 ,∀x ∈ a, Φv(ne
x) = v (n) fv(x) (4.11)
By hypothesis, fv is bounded and fv(x)
x→∞
−→ 1. As
(
Lt = Φv
(
Bt(X
x0,(µ))
)
; t ≥ 0
)
is a
real martingale and D(µ) is the infinitesimal generator of our hypoelliptic Brownian motion
(proposition 2.7), we have that D(µ)Φv = 0. First, we have that for all t ∈ R:
Φv(ne
xetfα) = Φv(ne
te−α(x)fαex)
eq.(4.11)
= v
(
nete
−α(x)fα
)
fv(x)
Hence, for n ∈ N and x ∈ a:
0 =
(
D(µ)Φv
)
(nex)
=v(n)
(
1
2
∆a + µ
)
(fv)(x) +
∑
α∈∆
d
dt
(
Φv(ne
xetfα)
)
|t=0
=v(n)
(
1
2
∆a + µ
)
(fv)(x) + fv(x)
∑
α∈∆
e−α(x)Lfα · v(n)
Dividing the previous equation by Φv(ne
x) = v (n) fv(x) > 0, we obtain:
0 =
1
fv(x)
(
1
2
∆a + µ
)
(fv)(x) +
∑
α∈∆
e−α(x)
Lfαv(n)
v(n)
,
which indicates that for any fixed n and n′ in N :
∀x ∈ a,
∑
α∈∆
e−α(x)
Lfα · v(n)
v(n)
=
∑
α∈∆
e−α(x)
Lfα · v(n
′)
v(n′)
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Since the family of functions
(
x 7→ e−α(x)
)
α∈∆
is free, there are constants Cα such that
Lfαv(n)
v(n) = −Cα. Hence v(n) = exp
(
−
∑
α∈∆ Cαχ
−
α (n)
)
. In order for v for to be bounded on
N≥0, these constants are non-negative.
Proof of theorem 4.7 for µ ∈ C. If g is taken to follow the law Γµ(x0), we are in the situation
where theorem 4.3 applies with v = e−χ
−
. Thanks to the equation (4.3), the function Φv in
lemma 4.12 takes the form:
Φv(ne
x) = e−χ
−(n) ψµ(x)e
−〈µ,x〉
ψµ(x0)e−〈µ,x0〉
The reference measure is already of the form Pv, with P the probability under which g
L
= Γµ.
As such, thanks to corollary 4.13, there is a Brownian motion X˜ such that:
X
x0,(µ)
t =x0 + µt+
∫ t
0
∇x log
(
ψµ
(
Xx0,(µ)s
)
e−〈µ,X
x0,(µ)
s 〉
)
ds+ X˜t
=x0 +
∫ t
0
∇x logψµ
(
Xx0,(µ)s
)
ds + X˜t
5 Properties of Landau-Ginzburg potentials
In order to detail the properties of Landau-Ginzburg potentials, we will need to be more
explicit than the subsection 2.4 in the preliminaries. We will describe the reference measure
ω and the superpotential fB in explicit charts, which we will now introduce. These were
constructed and studied in [Chh14b].
At the level of the group picture, there are maps ̺L, ̺K and ̺T that associate to every
element in B a group element in respectively Uw0>0 , C
w0
>0 and U
w0
>0 . If b ∈ B, the totally positive
elements ̺L(b), ̺K(b) and ̺T (b) are respectively called the Lusztig, Kashiwara and twisted
Lusztig parameter. The knowledge of the highest weight λ = hw (b) allows to recover b from
either of these parameters thanks to maps bLλ , b
K
λ , b
T
λ . Figure (1) summarizes the situation,
with all arrows being diffeomorphisms with explicit expressions given in section 4 of [Chh14b].
x ∈ B(λ)
z ∈ Uw0>0 v ∈ C
w0
>0 u ∈ U
w0
>0
̺L
̺K
̺T
bLλ
bKλ
bTλ
ηe,w0
ηw0,e
Figure 1: Charts for the highest weight geometric crystal B(λ)
As stated in [Chh14b], such a diagram can be lifted at the level of the geometric path
model. Once a choice of reduced word i ∈ R(w0), it allows to read directly the geometric
string coordinates x−1−i ◦ ̺
K (resp. the Lusztig coordinates x−1
i
◦ ̺L) from a path, thanks to
a map ̺K
i
(resp. ̺L
i
). The projection p present in figure 2 bridges between the path model
and its group picture.
In this section, we start by giving explicit expressions of the Landau-Ginzburg potential
in subsections 5.1 and 5.2 by presenting some surprising ingredients involved: the seemingly
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Uw0>0 (R>0)
m 〈π〉 (R>0)
m Cw0>0
B(λ)
̺K
i x−i̺
L
ixi
p p−1
bLλ
̺L
bKλ
̺K
Figure 2: Parametrizations for a connected crystal 〈π〉, with π ∈ C0([0, T ], a) and λ = Tw0π(T )
innocent toric reference measure ω and the superpotential map fB. The latter has a rich
algebraic structure we detail. Then we prove an estimate in coordinates which allows to
prove that the Landau-Ginzburg potential is integrable on B (λ).
5.1 Toric reference measure
Let us start with a simple object:
Definition 5.1 (The measure ωtoric). Define the measure ωtoric on R
m
>0 by:
ωtoric =
m∏
j=1
dtj
tj
Remark 5.2. Notice that ωtoric is nothing but the flat measure in logarithmic coordinates,
or the Haar measure on the multiplicative torus Rm>0.
ωtoric has the remarkable property that it is invariant under changes of parametrization
for both the Lusztig and Kashiwara varieties.
Theorem 5.3 (Extension of [GLO12] lemma 3.1 and [Rie08] theorem 7.2). For all reduced
words i and i′ in R(w0), the image measure of ωtoric through the map x
−1
i′
◦xi (resp. x
−1
−i′ ◦x−i)
is itself. Meaning that if the following change of variables hold:(
t′1, t
′
2, . . . , t
′
m
)
= x−1
i′
◦ xi (t1, . . . , tm)(
c′1, c
′
2, . . . , c
′
m
)
= x−1−i′ ◦ x−i (c1, . . . , cm)
Then:
m∏
j=1
dt′j
t′j
=
m∏
j=1
dtj
tj
m∏
j=1
dc′j
c′j
=
m∏
j=1
dcj
cj
Proof. Invariance with respect to changes of parametrizations in both coordinate systems are
equivalent. Indeed, if we write:
(x−i1(c1) . . . x−im(cm))
T = c
−α∨i1
1 . . . c
−α∨im
j xim(tj) . . . xi1(t1)
Then thanks to lemma 4.7 in [Chh14b], (log tj)1≤j≤m and (log cj)1≤j≤m are related to each
other by a linear transformation with matrix M . The matrix M is upper triangular with
unit diagonal, therefore the transformation has a Jacobian equal to 1.
We are only left with proving the invariance under x−1
i′
◦ xi. By the Matsumoto’s lemma,
two reduced words i and i′ can be obtained from each other by a sequence of braid moves.
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As such, it is sufficient to prove the statement for i and i′ reduced words from a root system
of rank 2. This is exactly the computation made in [GLO12] lemma 3.1 for types A2 and B2
and in [Rie08] theorem 7.2 for all types. A proof without any computation comes as a side
product of a previous result. Recall that the exit law of the hypoelliptic Brownian motion
motion is given in terms of a Γµ random variable. We have thanks to equation (4.8):
P
(
x−1
i
(Γµ) ∈ dt
)
=
1∏
β∈Φ+ Γ (〈β
∨, µ〉)
e−
∑m
j=1 tj
m∏
j=1
t
〈µ,βij〉
j
m∏
j=1
dtj
tj
(5.1)
Because we are dealing with an intrinsic object, the description in coordinates yields
the same measures. Therefore, if xi(t) = xi′(t
′) = u, by equating the previous probability
measure for both parametrizations:
e−
∑m
j=1 tj
m∏
j=1
t
〈µ,βij〉
j
m∏
j=1
dtj
tj
= e−
∑m
j=1 t
′
j
m∏
j=1
(t′j)
〈µ,βi
′
j 〉
m∏
j=1
dt′j
t′j
We are done upon noticing that
χ(u) =
m∑
j=1
tj =
m∑
j=1
t′j
and [uw¯0]− = t
βij
j = (t
′
j)
βi
′
j
This allows us to define a measure on B(λ) that has virtually the same expression regard-
less of the chosen parametrization. It is nothing more than the image measure of ωtoric under
any of the usual parametrizations of B(λ).
Theorem 5.4. There is a unique measure on B(λ) denoted by ωB(λ) such that, for every
reduced word i ∈ R(w0), and for x ∈ B(λ) being given in either of the coordinates:
̺K(x) = x−i (c1, . . . , cm)
̺L(x) = xi (t1, . . . , tm)
̺T (x) = xi
(
t′1, . . . , t
′
m
)
Then:
ω(dx) =
m∏
j=1
dcj
cj
=
m∏
j=1
dtj
tj
=
m∏
j=1
dt′j
t′j
Moreover, ω is invariant with respect to crystal actions e.α, α ∈ ∆, meaning that:
∀c ∈ R,∀α ∈ ∆,
∫
B(λ)
ϕ(x)ωB(λ)(dx) =
∫
B(λ)
ϕ(ecα · x)ωB(λ)(dx)
Notation 5.1. When the choice of highest weight crystal is clear from context, we will simply
write ω instead of ωB(λ)
Proof. Fix a reduced word i ∈ R(w0) and an element x ∈ B(λ). The toric reference measure
on Lusztig coordinates is transported by the Schu¨tzenberger involution to the toric measure
on twisted Lusztig coordinates as:
̺T (S(x)) = S
(
̺L(x)
)
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giving the equality:∫
Rm>0
ϕ ◦ bLλ ◦ xi∗ (tm, . . . , t1)
m∏
j=1
dtj
tj
=
∫
Rm>0
ϕ ◦ bTλ ◦ xi (t1, . . . , tm)
m∏
j=1
dtj
tj
Notice that the change in order and reduced words. However, because of theorem 5.3, it does
not matter hence the equality
∏m
j=1
dtj
tj
=
∏m
j=1
dt′j
t′j
.
Now, the parameters
v = ̺K(x) = ◦x−iop (cm, . . . , c1)
u = ̺T (x) = ◦xi (t1, . . . , tm)
are linked by the transform (Section 4 of [Chh14b])
u = e−λvT [vT ]−10 e
λ
which yields a monomial change of variable between (c1, . . . , cm) and (t1, . . . , tm) that pre-
serves the toric measure. Hence:∫
Rm>0
ϕ ◦ bKλ ◦ x−iop (cm, . . . , c1)
m∏
j=1
dcj
cj
=
∫
Rm>0
ϕ ◦ bTλ ◦ xi (t1, . . . , tm)
m∏
j=1
dtj
tj
Invariance with respect to crystal actions comes from the fact that if x ∈ B(λ) has i-
Lusztig coordinates
(t1, t2, . . . , tm)
then ecα · x, with α = αi1 , has Lusztig coordinates (proposition 8.18 in [Chh14b]):
(ect1, t2, . . . , tm)
5.2 Algebraic structure of fB
Notation 5.2. Let x be an element in B(λ) with u = ̺T (x). Define the twist map as in
[BZ97] by:
ηw0(u) = [w¯
−1
0 u
T ]+
The main obstruction for fB to have a simple expression is this twist.
Using the formulas in proposition 4.17 of [Chh14b] we have the following semi-explicit
expressions for the superpotential:
Proposition 5.5 (Semi-explicit expressions in coordinates). Let x ∈ B(λ) and:
v = ̺K(x) = x−i (c1, . . . , cm)
u = ̺T (x) = xi (t1, . . . , tm)
Then:
fB(x) =χ ◦ S ◦ ι
(
e−λ[w¯−10 u
T ]+e
λ
)
+ χ(u) = χ
(
e−ληw0(u)e
λ
)
+
m∑
j=1
tj
=χ (ηw0,e(v)) + χ
(
e−λvT [vT ]−10 e
λ
)
= χ (ηw0,e(v)) +
m∑
k=1
e−αik (λ)c−1k
m∏
j=k+1
c
−αik (α
∨
ij
)
j
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The map fB has a nice and deep algebraic structure. A first flavour that is sufficient for
our needs is:
Theorem 5.6. If x ∈ B(λ) with twisted Lusztig parameter
u = ρT (x) = xi (t1, . . . , tm)
then fB(x) is a Laurent polynomial in the variables (t1, . . . , tm) with positive coefficients.
Before giving a proof, let us observe that fB has an expression in term of generalized
minors:
Lemma 5.7 ( Variant of corollary 1.25 in [BK07b] ). For x ∈ B(λ), with twisted Lusztig
parameter u = ̺T (x), we have:
fB (x) =
∑
α∈∆
e−α(λ)
∆sαωα,w0ωα(u)
∆ωα,w0ωα(u)
+ ∆ωα,sαωα(u)
Proof. The character χα can also be expressed as a minor ([BK07b] relation 1.8):
∀u ∈ Uw0>0 , χα(u) = ∆ωα,sαωα(u)
Therefore, if (proposition 4.17 in [Chh14b]):
x = bTλ (u) = S ◦ ι
(
e−λ[w¯−10 u
T ]+e
λ
)
w¯0e
λu
Using, χ ◦ S ◦ ι = χ, we have:
fB(x) = χ ◦ S ◦ ι
(
e−λ[w¯−10 u
T ]+e
λ
)
+ χ(u)
=
∑
α∈∆
e−α(λ)χα([w¯
−1
0 u
T ]+) + χα(u)
=
∑
α∈∆
e−α(λ)∆ωα,sαωα([w¯
−1
0 u
T ]+) + ∆ωα,sαωα(u)
Moreover:
∆ωα,sαωα([w¯
−1
0 u
T ]+) = ∆
ωα([w¯−10 u
T ]+s¯α)
= ∆ωα([w¯−10 u
T ]−10 [w¯
−1
0 u
T ]0+s¯α)
=
∆ωα(w¯−10 u
T s¯α)
∆ωα(w¯−10 u
T )
=
∆ωα(s¯−1α uw¯0)
∆ωα(uw¯0)
Hence the result.
Proof of theorem 5.6. Thanks to the previous lemma, all we need to know is that
∆ωα,sαωα(u)
∆sαωα,w0ωα(u)
∆ωα,w0ωα(u)
is a Laurent polynomial with positive coefficients in the variables tj. The first one is easy to
deal with as:
∆ωα,sαωα(u) = χ(u) =
∑
αij=α
tj
For the second one, using [BZ01] theorem 5.8, each of the minors ∆sαωα,w0ωα(u) and ∆ωα,w0ωα(u)
are linear combinations of monomials with positive coefficients. The latter has only one mono-
mial term by applying corollary 9.5 in [BZ01] (with u = e, w = w0 and γ = wα).
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5.2.1 Examples in rank 2
Let x be an element in B(λ) with u = ̺T (x). For each classical Cartan-Killing type, we
specify a reduced expression i for w0 that gives rise to a parametrization of u ∈ U
w0
>0 :
u = xi1 (t1) . . . xim (tm)
We give explicit expressions in term of the tj variables for fB(x), while computing as an
intermediary step the twist:
ηw0(u) = [w¯
−1
0 u
T ]+
• A2: w0 = s1s2s1 u = x1(t1)x2(t2)x1(t3)
ηw0 (u) = x1
 1
t1
(
1 + t1t3
)
x2
(
1 + t1t3
t2
)
x1
(
1
t1 + t3
)
(5.2)
fB(x) = t1 + t2 + t3 + e
−α1(λ) 1
t1
+ e−α2(λ)
(
1
t2
+
t1
t2t3
)
• B2: w0 = s1s2s1s2 u = x1(t1)x2(t2)x1(t3)x2(t4)
ηw0 (u) = x1
 1
t1
(
1 + t1t3
(
1 + t2t4
)2)
x2

(
1 + t1t3
(
1 + t2t4
)2)
t2
(
1 + t2t4
)
 (5.3)
· x1

(
1 + t2t4
)2
t1
(
1 + t2t4
)2
+ t3
x2( 1
t2 + t4
)
(5.4)
fB(x) = t1 + t2 + t3 + t4 + e
−α1(λ) 1
t1
+ e−α2(λ)
(
1
t2
+
t1t2
t3t
2
4
+
t1
t3t4
)
• C2: w0 = s1s2s1s2 u = x1(t1)x2(t2)x1(t3)x2(t4)
ηw0 (u) = x1
 1
t1
(
1 + t1t3
(
1 + t2t4
))
x2

(
1 + t1t3
(
1 + t2t4
))2
t2
(
1 + t2t4
)
 (5.5)
· x1

(
1 + t2t4
)
t1
(
1 + t2t4
)
+ t3
x2( 1
t2 + t4
)
(5.6)
fB(x) = t1 + t2 + t3 + t4 + e
−α1(λ) 1
t1
+ e−α2(λ)
(
1
t2
+
2t1
t2t3
+
t21
t2t
2
3
+
t21
t23t4
)
5.2.2 Link to cluster algebras
In the examples of the previous subsection, we witness the so-called Laurent phenomenon:
When computing the characters χα ◦ ηw0(u) that are a priori just rational expression in the
variables (t1, . . . , tm), many simplifications occur and we end up with a Laurent polynomial
with positive coefficients.
The Laurent phenomenon is a characteristic of cluster algebras. A cluster algebra is a
commutative algebra with a specific set of chosen generators called clusters. Here we are
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concerned with the coordinate algebra of the double Bruhat cell Gw0,e := B+w0B
+ ∩ B,
C[Gw0,e], which has the structure of a cluster algebra (Theorem 2.10 [BFZ05]).
It is well known that the tj are linked to minors in x from a specific ’cluster’ ∆(i0)
via an invertible monomial transformation ([BZ97], [BZ01]). The theory of cluster algebras
indicates that every minor is a Laurent polynomial in the variables of a previously fixed
cluster. The fact that those Laurent polynomials have positive coefficients is still a quite open
conjecture. The link with cluster algebras is quite clear at this point: the minors appearing
in the superpotential are variables in a cluster than can be obtained via seed mutation of the
cluster ∆ (i0). Laurent phenomenon and coefficient’s positivity is expected.
Therefore, theorem 5.6 is not a suprise given that fB can be expressed in term of general-
ized minors. We were able to prove it without any reference to the general theory of cluster
algebras because the minors involved in our situation were not very complicated. A com-
plete understanding of the underlying cluster algebra would provide more explicit versions of
theorem 5.6.
5.2.3 Computations using the geometric path model
The superpotential fB has the following expression in term of the geometric path model:
Lemma 5.8. Let x ∈ B(λ) and π ∈ C0 ([0, T ], a). If x has twisted Lusztig parameter u =
̺T (x) = xi (t1, . . . , tm), while π has usual Lusztig parameters ̺
L
i
(π) = (t1, . . . , tm), we have:
fB(x) =
m∑
j=1
tj +
∑
α∈∆
e−α(λ)
∫ T
0
e−α(π(s))ds
Proof. Via figure 2, NT (π) = [p(π)]− = [uw¯0]−. Hence:∫ T
0
e−α(π) = χ−α (NT (π))
= χ−α ([uw¯0]−)
= χα
(
[w¯−10 u
T ]+
)
Recalling that:
fB(x) = χ(u) +
∑
α
e−α(λ)χα
(
[w¯−10 u
T ]+
)
finishes the proof.
The geometric path model allows the computation of minors using integration by parts,
while keeping the positivity property obvious. We illustrate this claim by an explicit com-
putation in the A2 type. Choose i = (1, 2, 1) and consider as in the previous lemma a path
π ∈ C0 ([0, T ], a) such that:
̺Li (π) = (t1, t2, t3)
Then: ∫ T
0
e−α1(π) =
1
t1∫ T
0
e−α2(π) =
1
t2
+
t1
t2t3
Proof. The Lusztig coordinates (t1, t2, t3) can be recovered from the path π as follows (sub-
section 8.2 of [Chh14b]). Write for j = 1, 2, 3:
tj =
1∫ T
0 e
−αij (ηj−1)
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ηj−1 = Txαij (tj)
ηj ,
with the convention η0 = π.
While the first identity is immediate, the second one needs a little more work.∫ T
0
e−α2(π)
=
∫ T
0
dse−α2(η1(s))
(
1 + t1
∫ s
0
e−α1(η1)
)−α2(α∨1 )
=
∫ T
0
e−α2(η1) + t1
∫ T
0
dse−α2(η1(s))
∫ s
0
e−α1(η1)
=
1
t2
+ t1
∫ T
0
dse−α2(η1(s))
∫ s
0
e−α1(η1)
Moreover, using an integration by parts and the fact that
∫ T
0 e
−α2(η2) =∞:∫ T
0
dse−α2(η1(s))
∫ s
0
e−α1(η1)
=
1
t2
∫ T
0
−
d
ds
(
1
1 + t2
∫ s
0 e
−α2(η2)
)
ds
∫ s
0
e−α1(η1)
=
1
t2
[
−
∫ s
0 e
−α1(η1)
1 + t2
∫ s
0 e
−α2(η2)
]T
0
+
1
t2
∫ T
0
ds
e−α1(η1(s))
1 + t2
∫ s
0 e
−α2(η2)
=
1
t2
∫ T
0
ds
e−α1(η1(s))
1 + t2
∫ s
0 e
−α2(η2)
=
1
t2
∫ T
0
e−α1(η2)
=
1
t2t3
5.3 Existence and uniqueness of minimum on B(λ)
Because of the following theorem, fB deserves the name of potential as it behaves like a
potential well on B(λ) ≈ Rm>0: level sets are compact.
Theorem 5.9 ([Rie12] proposition 11.3). For M > 0, consider the set:
KM (λ) = {x ∈ B(λ) | fB(x) ≤M}
If M is large enough, KM (λ) is a non-empty compact set.
Proof. First parametrize x ∈ KM (λ) by t = (t1, . . . , tm) ∈ R
m
>0 such that:
xi(t1, . . . , tm) = u = ̺
T (x)
Then:
fB(x) = χ
(
e−ληw0(u)e
λ
)
+ χ(u)
= χ
(
e−ληw0(u)e
λ
)
+
m∑
j=1
tj
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Clearly, the condition x ∈ KM (λ) implies tj ≤ M for j = 1, . . . ,m. All we need is to prove
that the components of t are bounded away from zero.
Here we can produce two arguments, the first one is the geometric argument produced
by Rietsch. We give a quick sketch. Extend ηw0 to the totally non-negative part of the flag
manifold in the following way:
ηw0 : (G/B)≥0 → (B\G)≥0
uB 7→ Bw0u
T
It is straightforward that the extended ηw0 maps B
+B ∩BwB to Bw0B ∩Bw0w
−1B+. The
idea is that if some of the tj go to zero, our group element uB leaves the cell
Uw0>0B ⊂ B
+B ∩Bw0B
and exits to a cell of type Uw>0B, ℓ (w) < ℓ (w0). If:
Bu′ = Bxi
(
t′1, . . . , t
′
m
)
= ηw0(u)
then, as some of the tj go to zero, Bu
′ heads to Bw0B ∩ Bw0w
−1B+. However, in order to
reach it, some of the parameters t′j need to go infinity.
The second argument is based on our geometric path model and does not require precise
knowledge of parametrizations of the totally non-negative part of the flag manifold. Using
lemma 5.8, if π ∈ C0([0, T ], a) is a path with Lusztig parameters (t1, . . . , tm), then:
fB(x) =
m∑
j=1
tj +
∑
α∈∆
e−α(λ)
∫ T
0
e−α(π(s))ds
As some of the tj go to zero, the path π converges to η ∈ C0([0, T [, a), an extended path of
type ℓ(w) > ℓ(e) (see definition 7.18 in [Chh14b]). Hence, because of the divergent behavior
at the endpoint, there is an α such that:∫ T
0
e−α(π) =∞
This cannot happen on KM (λ), and the tj are indeed bounded away from zero.
Corollary 5.10. fB reaches a minimum inside of B(λ)
The following answers the uniqueness question raised by Rietsch in [Rie12]:
Theorem 5.11. The superpotential fB reaches its minimum on B(λ) at a unique non degen-
erate point mλ. Moreover, it is fixed by the Schu¨tzenberger involution and has zero weight:
wt(mλ) = 0
Proof. We use logarithmic coordinates ξj = log (tj). In such coordinates, denoting by ξ ∈ R
m
the coordinate vector and 〈, 〉 the usual Euclidian scalar product, fB(x) has the form (Theorem
5.6):
fB(x) =
∑
i∈I
cie
〈ai,ξ〉
where ci are positive coefficients and ai ∈ Z
m encode exponents. Among the ai, i ∈ I, there
is the Euclidian canonical basis (ej)1≤j≤m because of the term:
m∑
j=1
tj =
m∑
j=1
t〈ej ,ξ〉
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Now, it is easy to see that fB(ξ) is strictly convex as for all v ∈ R
m:
m∑
k,l=1
vkvl
∂2f
∂ξk∂ξl
=
m∑
k,l=1
∑
i∈I
civkai,kvlai,le
〈ai,ξ〉
=
∑
i∈I
ci〈v, ai〉
2e〈ai,ξ〉 ≥ 0
The hessian matrix is also everywhere non-degenerate: the previous inequality is strict as soon
as v is non zero because among the ai, there is the canonical Euclidian basis. Uniqueness for
mλ follows.
The Schu¨tzenberger involution S stabilizes B(λ) and fB ◦ S = fB. Because of the min-
imum’s uniqueness, one must have S(mλ) = mλ, hence wt(mλ) = w0 wt(mλ) which implies
that the weight is zero.
Another way of seeing that wt(mλ) = 0 consists in computing the first order condition
for a point x ∈ B(λ) being an extremal point:
fB (e
c
α · x)− fB (x)
=
ec − 1
eεα(x)
+
e−c − 1
eϕα(x)
=ceεα(x)
(
1− eϕα(x)−εα(x)
)
+ o(c)
=ceεα(x)
(
1− eα(wt(x))
)
+ o(c)
If x is critical, then for all α ∈ ∆, α (wt(x)) = 0. Hence wt(x) = 0.
The exact computation of this minimum would be interesting for example in computing
the precise behavior of Whittaker function ψµ(λ), that we will introduce later, as λ goes to
’−∞’ and the semiclassical limit for the quantum Toda equation.
5.4 An estimate
The following estimate is crucial in order to prove the integrability of e−fB(x)ω(dx) on B(λ).
Theorem 5.12. There are rational exponents nj > 0 depending only on the group such that
for all x ∈ B(λ):
fB (x) ≥
m∑
j=1
tj +
e−maxα α(λ)∏m
j=1 t
nj
j
where x is parametrized as ̺T (x) = xi (t1, . . . , tm).
Proof. If:
u = ̺T (x) = xi (t1, . . . , tm)
Then using proposition 5.5:
fB(x)
=χ (u) +
∑
α
e−α(λ)χα
(
[w¯−10 u
T ]+
)
≥
m∑
j=1
tj + e
−maxα α(λ)χ
(
[w¯−10 u
T ]+
)
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Moreover, in terms of the variable t = (t1, . . . , tm),
L(t) = χ
(
[w¯−10 u
T ]+
)
is a Laurent polynomial with positive integer coefficients (Theorem 5.6). We write it as:
L(t) =
∑
i∈I
ci
1
tai
Here I is an index set, ai =
(
a1i , . . . , a
m
i
)
∈ Zm for i ∈ I are exponent vectors and ci ∈ N
∗, i ∈ I
are the Laurent polynomial’s coefficients. We use the notation ta :=
∏m
j=1 t
aj
j for a ∈ Z
m.
In order to prove the theorem, we will focus on the lattice cone
C(N) :=
{∑
i∈I
λiai, λi ∈ N
}
and prove that:
C(N) ∩ (N∗)m 6= ∅ (5.7)
Once this result obtained, pick an m-tuple v ∈ C(N) ∩ (N∗)m and call M =
∑
vj ∈ N
∗ the
sum of its components. Then, for t ∈
(
R∗+
)m
:
L(t)M
=
∑
i1,i2,...,iM
ci1 . . . ciM
1
tai1 ...aiM
≥
∑
i1,i2,...,iM
1
tai1+···+aiM
=
∑
a∈C(N),
∑m
j=1 a
j=M
1
ta
≥
1
tv
Letting nj =
vj
M ∈ Q
∗
+ will finish the proof.
Now, let us go back to proving identity (5.7). For the purpose of using a density argument,
define the convex cones:
C(Q+) :=
{∑
i∈I
λiai, λi ∈ Q+
}
C(R+) :=
{∑
i∈I
λiai, λi ∈ R+
}
The convex cone C(R+) − R
m
+ =
{
a− b, a ∈ C(R+), b ∈ R
m
+
}
cannot entirely lie in a linear
half-space. If it was the case, denote by H such a half-space defined by a normal direction
x ∈ Rm:
H := {y ∈ Rm | 〈y, x〉 ≥ 0}
We have:
∀i ∈ I, 〈ai, x〉 ≥ 0
And since −Rm+ ⊂ H, we necessarily have xj ≤ 0 for j = 1, . . . ,m. Now, for λ ∈ R:
L
(
eλx1 , . . . , eλxm
)
=
∑
i∈I
cie
−λ〈ai,x〉
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Because x is non zero with xj ≤ 0, taking λ → ∞ forces at least one of the components of
t =
(
eλx1 , . . . , eλxm
)
to zero, while L(t) stays bounded. This contradicts theorem 5.9. We
have then proved indeed that the convex cone C(R+) − R
m
+ cannot entirely lie in a linear
half-space. Moreover, it is well known that the only convex cone in Rm that is not included
in a half-space is Rm, forcing C(R+)−R
m
+ = R
m. Therefore, C(Q+)−Q
m
+ is dense in R
m and
C(Q+) ∩
(
Q∗+
)m
is not empty. This implies the identity (5.7).
5.5 Link between the remarkable exit laws and Landau-Ginzburg poten-
tials
The following proposition shows that the remarkable Γµ (λ) found in section 4 has the same
law as the twisted Lusztig parameter corresponding to a canonical random variable on B(λ)
(see definition 3.4).
Proposition 5.13. For µ ∈ C and λ ∈ a:
Γµ(λ)
L
= ̺T (Cw0µ(λ))
This extends the definition of Γµ(λ) to all µ ∈ a. Moreover, the Whittaker function has indeed
the integral representation:
ψµ(λ) =
∫
B(λ)
e〈µ,wt(x)〉−fB(x)ω(dx)
Proof. Let i = (i1, . . . , im) be a reduced word for w0 and let (β
∨
1 , . . . , β
∨
m) be the associated
positive coroots enumeration (as in eq. (4.7)). Let ϕ be a positive measurable function on
U that will serve the purpose of test function, µ in the open Weyl chamber and λ ∈ a. By
definition 4.4:
E (ϕ (Γµ (λ))) =
b(µ)e〈µ,λ〉
ψµ(λ)
E
(
ϕ(Γµ) exp
(
−χ−(eλΘ(Γµ) e
−λ)
))
eq.(5.1)
=
e〈µ,λ〉
ψµ(λ)
∫
(R>0)m
m∏
j=1
(
dtj
tj
t
〈β∨j ,µ〉
j e
−tj
)
ϕ(u)e−χ
−(eλ[uw¯0]−e−λ)
where u = xi1(t1) . . . xim(tm).
Now let us reorganize the terms in the previous integral. On the one hand, if x = bTλ (u)
or equivalently u = ̺T (x), then thanks to proposition 5.5, we notice that the term in the
exponential is:
m∑
j=1
tj + χ
−
(
eλ[uw¯0]−e
−λ
)
=χ(u) + χ
(
e−λ[w¯0
−1uT ]+e
λ
)
=χ ◦ S ◦ ι
(
e−λ[w¯0
−1uT ]+e
λ)
)
+ χ(u)
=fB (x)
On the other hand, using the expression for the weight map on x given in theorem 4.22 in
[Chh14b]:
e〈µ,λ〉
m∏
j=1
(
t
〈β∨j ,µ〉
j
)
=exp
〈µ, λ〉+ m∑
j=1
〈β∨j , µ〉 log tj

=exp
〈µ, λ+ m∑
j=1
log(tj)β
∨
j 〉

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=exp
〈w0µ,w0
λ− m∑
j=1
log(
1
tj
)β∨j
〉

=exp (〈w0µ,wt(x)〉)
In the end, using the parametrizations introduced at the beginning of section 5:
E (ϕ (Γµ (λ))) =
1
ψµ(λ)
∫
B(λ)
e〈w0µ,wt(x)〉−fB(x)ϕ ◦ ̺T (x)ω(dx)
=E
(
ϕ ◦ ̺T (Cw0µ(λ))
)
6 Intertwined Markov operators
With theorem 4.7, we proved that for µ ∈ C, if W is a standard Brownian motion in a and
Θ (g) independent following the law of Dµ (x0), then
Xx0t = x0 + Tg
(
W (w0µ)
)
; t ≥ 0
is Markovian, what we called the Whittaker process. The results of Rogers and Pitman in
[RP81] on Markov functions teach us that there should be an intertwining relation between
the semi-groups of Brownian motion on the one hand, and the semi-group of the Whittaker
process, using this remarkable law Dµ (x0). In fact, this is how the extensions of Pitman’s
theorem in [RP81] and [O’C12] were proven. The only trick is that intertwining is easy to
establish, once we know the answer. What we did so far is identifying the right objects.
Using intertwining Markov operators, we will strenghten the previous result to all possible
drifts µ and not only for µ in the Weyl chamber.
6.1 Markov functions
Let us first quickly review the result of Pitman and Rogers on Markov function from [RP81].
Let S and S0 be topological spaces. Let φ : S → S0 be a continuous function. Consider
a Markov process (Xt)t≥0 with state space S and define the process Yt = φ(Xt). We are
interested in sufficient conditions that insure the Markov property for Y .
Of course one can suppose that φ is surjective by setting S0 = φ(S). And clearly, in most
cases of interest where φ is not injective, the inclusion between filtrations FY ⊂ FX is strict.
Meaning that the observation of Y contains only partial information on X. And in order to
quantify this information, we need to “filter” X through FY .
In the sequel, we denote by Pt the semi-group for X, and Qt the semi-group for Y , when
it exists. Φ : C(S0)→ C(S) is the Markov operator from S to S0 given by Φ(f)(x) = f ◦φ(x).
It just transports measures on S to their image measure on S0.
A first answer would be Dynkin’s criterion, for cases where Y is Markovian for all initial
laws of X:
Theorem 6.1 (Dynkin’s criterion). If there exist a Markov operator Q such that:
∀t ≥ 0, Pt ◦ Φ = Φ ◦Qt
meaning, in terms of transporting measures, that the following diagram is commutative:
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S S
S0 S0
Pt
Qt
Φ Φ
Then Y is a Markov process and its semi-group is Qt.
Remark 6.2. In probabilistic terms, the condition that Pt ◦ Φ(f)(x) only depends on φ(x)
translates as saying that the law of (φ(Xt)|X0 = x) only depends of φ(x). The theorem seems
then quite trivial. We wrote it that way to stress the intertwining.
Another solution has been formalized in [RP81]. In some cases, if Y starts at y ∈ S0, it
is Markovian only for specific entrance laws K(y, .) on X. In such a case, this initial law for
X is going to be the “missing” information from FY ( FX .
Furthermore, at each time, we must ask the missing information to be stationnary in law,
otherwise filtering Xt|F
Y
t will give a fluctuating distribution and will not be able to extract
the law of Xt conditionnally to F
Y , in such a way that it depends only on Yt. One could
speak of a “Markovian stationary coupling” or a “Markovian filtering” phenomenon, which
brings the following equivalent definitions due to Rogers and Pitman:
Theorem 6.3. Let K : C(S) → C(S0) be a Markov operator, X a Markov process with
semigroup Pt and Y = φ(X). Y is assumed to start at y. The following propositions are
equivalent:
(i) ( Markovian filtering )
∀t ≥ 0,∀f ∈ C(S),∀y ∈ S0,EX0∼K(y,.)
(
f(Xt)|F
Y
t
)
= K(f)(Yt) a.s
where the subscript X0 ∼ K(y, .) indicates the initial law for X.
(ii) ( Intertwining operators ) For all t ≥ 0, Qt := K ◦ Pt ◦Φ satisfies:
K ◦ Φ = idS0
K ◦ Pt = Qt ◦K
Meaning, in terms of transporting measures, that the following diagram is commutative:
S S
S0 S0 S0
Pt
K K
Qt id
Φ
In both cases, Qt is a semi-group and is interpreted as:
Qt(f)(y) = EX0∼K(y,.) (f(Yt))
Proof. The semi-group property of Qt is a consequence of (ii):
Qt+s =Qt+s ◦K ◦Φ
=K ◦ Pt+s ◦ Φ
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=K ◦ Pt ◦ Ps ◦Φ
=Qt ◦K ◦ Ps ◦ Φ
=Qt ◦Qs ◦K ◦Φ
=Qt ◦Qs
(i)⇒ (ii) : Let g ∈ C(S0). By taking f = g ◦ φ in (i) and t = 0, one gets:
K ◦Φ(g)(y) = EX0∼K(y,.) (Φ(g)(X0)) = EX0∼K(y,.) (g(Y0)) = g(y)
Concerning the second one:
K ◦ Pt(f)(y) =EX0∼K(y,.) (f(Xt))
=EX0∼K(y,.)
(
EX0∼K(y,.)
(
f(Xt)|F
Y
t
))
=EX0∼K(y,.) (K(f)(Yt))
=K ◦ Pt ◦ Φ ◦K(f)(y)
=Qt ◦K(f)(y)
(ii) ⇒ (i) : Consider increasing times 0 ≤ s1 ≤ s2 · · · ≤ sn ≤ t and test functions
g1, . . . , gn on S0:
EX0∼K(y,.) (g1(Ys1) . . . gn(Ysn)f(Xt))
=KPs1Φ(g1)Ps2−s1Φ(g2) . . . Psn−sn−1Φ(gn)Pt−snf(y)
=Qs1KΦ(g1)Ps2−s1Φ(g2) . . . Psn−sn−1Φ(gn)Pt−snf(y)
=Qs1g1Qs2−s1g2 . . . Qsn−sn−1gnKPt−snf(y)
=Qs1g1Qs2−s1g2 . . . Qsn−sn−1gnQt−snKf(y)
=EX0∼K(y,.) (g1(Ys1)g2(Ys2) . . . gn(Ysn)K(f)(Yt))
This proves the Markovian filtering property.
Theorem 6.4 (Pitman and Rogers criterion [RP81]). If the equivalent hypotheses previously
cited are satisfied, take X with initial law K(y, .) and Y = φ(X). Then Y is a Markov process
starting at y and its semi-group is Qt.
Proof. Let us prove the Markov property:
EX0∼K(y,.)
(
f(Yt+s)|F
Y
s
)
=EX0∼K(y,.)
(
E
(
f ◦ φ(Xt+s)|F
X
s
)
|FYs
)
=EX0∼K(y,.)
(
Pt (f ◦ φ) (Xs)|F
Y
s
)
=EX0∼K(y,.)
(
Pt ◦Φ (f) (Xs)|F
Y
s
)
Using the hypothesis (i) from theorem 6.3, we have:
EX0∼K(y,.)
(
f(Yt+s)|F
Y
s
)
=K ◦ Pt ◦ Φ (f) (Ys)
=Qt ◦K ◦Φ (f) (Ys)
=Qt(f) (Ys)
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6.2 The canonical measure intertwines the hypoelliptic BM and the high-
est weight process
Now, let us specialize the Rogers-Pitman framework of Markov functions to our case. The
semi-group for the hypoelliptic Brownian motion (Bt(W
(µ)), t ≥ 0) is denoted by Pt:
Pt := exp
(
tD(µ)
)
Recall that the highest weight process is:
Λt := hw(Bt(W
(µ))) = Tw0W
(µ)
t
Finally, define the Markov kernel Kµ : C (B)→ C(a) from a to B by:
∀ϕ ∈ C(B),Kµ(ϕ)(λ) := E (ϕ (Cµ(λ)))
Since the random variable Cµ(λ) is B(λ) valued, it is clear that:
Kµ ◦ hw = ida
The following “Markovian filtering” holds:
Theorem 6.5. Let x0 ∈ a, µ ∈ a, W
(µ) a BM in the Cartan subalgebra a and Cµ(x0) an
independent random variable whose distribution follows the canonical probability measure on
B(x0), with spectral parameter µ. If:
Xx0t := hw
(
Cµ(x0)Bt(W
(µ))
)
and f : B −→ R is a bounded function, then:
E
(
f
(
Cµ(x0)Bt(W
(µ))
)
|FX
x0
t ,X
x0
t = x
)
= E (f(Cµ(x)))
Proof. For notational reason, we write Ft instead of F
Xx0
t . As a first step, let us prove
that the theorem for general µ ∈ a is a consequence of the case µ ∈ −C using a change of
probability measure. Assume for now that the result is true for µ ∈ −C. It is straightforward
to check from the definition 3.4 that for ν ∈ a:
E (f (Cµ(x0))) =
ψν(x0)
ψµ(x0)
E
(
e〈wt(Cν(x0)),µ−ν〉f (Cν(x0))
)
.
Using the Girsanov-Cameron-Martin theorem for Brownian motion ([KS91] theorem 5.1), for
any functional F :
E
(
F
(
W (µ)s ; s ≤ t
))
= E
(
e〈W
(ν),µ−ν〉− 1
2
(||µ||2−||ν||2)tF
(
W (ν)s ; s ≤ t
))
Hence, because Cµ(x0) and W
(µ) are independent, in the following change of probability, the
density is the product of the two previous densities:
ψν(x0)
ψµ(x0)
exp
(
〈wt (Cν(x0)) +W
(ν), µ− ν〉 −
1
2
(||µ||2 − ||ν||2)t
)
Using the Bayes formula, we have that, on the set {Xx0t = x}:
E
(
f
(
Cµ(x0)Bt(W
(µ))
)
|Ft
)
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=
E
(
e〈wt(Cν(x0))+W
(ν),µ−ν〉− 1
2
(||µ||2−||ν||2)tf
(
Cν(x0)Bt(W
(ν))
)
|Ft
)
E
(
e〈wt(Cν(x0))+W
(ν),µ−ν〉− 1
2
(||µ||2−||ν||2)t|Ft
)
=
E
(
e〈wt(Cν(x0)Bt(W
(ν))),µ−ν〉f
(
Cν(x0)Bt(W
(ν))
)
|Ft
)
E
(
e〈wt(Cν(x0)Bt(W
(ν))),µ−ν〉|Ft
)
Applying the result for ν ∈ −C, one has:
E
(
f
(
Cµ(x0)Bt(W
(µ))
)
|FX
x0
t ,X
x0
t = x
)
=
E
(
e〈wt(Cν(x)),µ−ν〉f (Cν(x))
)
E
(
e〈wt(Cν(x)),µ−ν〉
) = E (f (Cµ(x))) ,
which concludes the first part of the proof.
Now, for the second part, let us prove the theorem when µ ∈ −C = w0C. Using proposi-
tion 5.13, we write Cµ(x0) = zw¯0e
x0g where g
L
= Γw0µ(x0). Notice that:
Xx0t = hw
(
Cµ(x0)Bt(W
(µ))
)
= log[w¯−10 zw¯0e
x0gBt(W
(µ))]0
= x0 + log[gBt(W
(µ))]0
= x0 + log[gBt(W
(µ))]0
= x0 + Tg
(
W (µ)
)
For shorter notations introduce n = Nt (X
x0) and x = Xx0t . Thus we have:
nex =
[
ex0gBt(W
(µ))
]
−0
Then, using the properties of the Gauss decomposition:
Bt(W
(µ))
= (ex0g)−1 ex0gBt(W
(µ))
= (ex0g)−1 nex
[
ex0gBt(W
(µ))
]
+
But since Bt(W
(µ)) ∈ B, we have:
Bt(W
(µ)) =
[
(ex0g)−1 nex
]
−0
And the following decomposition holds:
ex0gBt(W
(µ)) = ex0g
[
(ex0g)−1 nex
]
−0
(6.1)
= nex
[
(ex0g)−1 nex
]−1
+
(6.2)
= nex
[(
ex0ge−x0
)−1
nex
]−1
+
(6.3)
= nex
[(
e−xn−1ex0ge−x0ex
)−1]−1
+
(6.4)
Therefore:
Cµ(x0)Bt(W
(µ))
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=bTx
([
w¯−10 Cµ(x0)Bt(W
(µ))
]
+
)
=bTx
([
ex0gBt(W
(µ))
]
+
)
=bTx
([(
e−xn−1ex0ge−x0ex
)−1]−1
+
)
Thanks to the conditional representation theorem 4.1, we know that:
N∞(X
x0) = Θ(ex0ge−x0)
Moreover, equation (4.10) tells us:
N∞(X
x0) = nexN∞(X
x0
t+. −X
x0
t )e
−x
Hence, since Θ(ng) = nΘ(g) for n ∈ N :
N∞(X
x0
t+. −X
x0
t ) = Θ(e
−xn−1ex0ge−x0ex)
And:
Cµ(x0)Bt(W
(µ)) = bTx
([
Θ−1
(
N∞(X
x0
t+. −X
x0
t )
)−1]−1
+
)
As Θ−1
(
N∞(X
x0
t+. −X
x0
t )
)
∈ U , we have in the end:
Cµ(x0)Bt(W
(µ)) = bTx ◦Θ
−1
(
N∞(X
x0
t+. −X
x0
t )
)
(6.5)
Under our working probability measure g
L
= Γµ(x0) andX
x0 follows the Whittaker process
(Theorem 4.7). In the context of subsection 4.2, our working probability measure can be
considered of the form Pv. Under the equivalent probability measure P, g has the same law
as Γµ and X
x0 is distributed as a BM with drift w0µ ∈ C.
dPv
dP
= exp (−χ− (N∞(X
x0)))
b(w0µ)
ψw0µ(x0)e
−〈w0µ,x0〉
dPv
dP |Ft
= exp (−χ− (n))
ψw0µ(x)e
−〈w0µ,x〉
ψw0µ(x0)e
−〈w0µ,x0〉
Thus, we get the simplification:
dPv
dP
/
dPv
dP |Ft
=
b(w0µ)
ψw0µ(x)e
−〈w0µ,x〉
exp
(
−χ−
(
nexN∞(X
x0
t+. −X
x0)e−x
))
exp (−χ− (n))
=
b(w0µ)
ψw0µ(x)e
−〈w0µ,x〉
exp
(
−χ−
(
exN∞(X
x0
t+. −X
x0)e−x
))
Therefore, on the set {Xx0t = x}, by equation (6.5) and using the fact that E = P
v:
E
(
f
(
Cµ(x0)Bt(W
(µ))
)
|Ft
)
=E
(
f ◦ bTx ◦Θ
−1
(
N∞(X
x0
t+. −X
x0
t )
)
|Ft
)
=Pv
(
f ◦ bTx ◦Θ
−1
(
N∞(X
x0
t+. −X
x0
t )
)
|Ft
)
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By the Bayes formula:
E
(
f
(
Cµ(x0)Bt(W
(µ))
)
|Ft
)
=
P
(
dPv
dP f ◦ b
T
x ◦Θ
−1
(
N∞(X
x0
t+. −X
x0
t )
)
|Ft
)
dPv
dP |Ft
=
b(w0µ)
ψw0µ(x)e
−〈w0µ,x〉
P
(
e−χ−(e
xN∞(X
x0
t+.−X
x0 )e−x)f ◦ bTx ◦Θ
−1
(
N∞(X
x0
t+. −X
x0
t )
)
|Ft
)
Since under P, Xx0 is a Brownian motion with drift w0µ, we know that N∞
(
Xx0t+. −X
x0
t
)
is independent from Ft and has the same law as Dw0µ. In the end:
E
(
f
(
Cµ(x0)Bt(W
(µ))
)
|FX
x0
t ,X
x0
t = x
)
=
b(w0µ)
ψw0µ(x)e
−〈w0µ,x〉
E
(
exp
(
−χ−
(
exDw0µe
−x
))
f ◦ bTx ◦Θ
−1 (Dw0µ)
)
=E
(
f ◦ bTx ◦Θ
−1 (Dw0µ(x))
)
=E
(
f ◦ bTx (Γw0µ(x))
)
Proposition 5.13 yields the result by giving:
Cµ(x)
L
= bTx (Γw0µ(x))
As a consequence, the condition (i) of theorem 6.3 is valid with an initial law for the
hypoelliptic Brownian motion being Cµ(x0). Moreover
Qt := Kµ ◦ Pt ◦ hw
is a semi-group making the following diagram commutative.
B B
a a a
etD
(µ)
Kµ Kµ
Qt id
hw
The Pitman-Rogers criterion 6.4 is applicable and tells us that Xx0 is Markov with semi-
group Qt. It can be easily identified:
Proposition 6.6. The semigroup Q is generated by the Doob transform of the quantum Toda
Hamiltonian:
Qt = exp (tL)
with:
L = ψ−1µ (H −
1
2
〈µ, µ〉)ψµ =
1
2
∆a + 〈∇ logψµ,∇〉
Proof. When µ ∈ −C = w0C, we are in the same situation as theorem 4.7, where we identified
the infinitesimal generator as:
1
2
∆a + 〈∇ logψw0µ,∇〉
Hence the result as ψw0µ = ψµ (Property (ii) in theorem 3.8). For general µ ∈ a, we use the
fact that:
∀t ≥ 0, Qt = Kµ ◦ Pt ◦ hw
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Therefore Qt has infinitesimal generator:
Lµ = Kµ ◦
(
1
2
∆a + 〈µ,∇a〉+
1
2
∑
α∆
〈α,α〉fα
)
◦ hw
Against a smooth function f : a → R, at a point x, Lµ(f)(x) is analytic in the parameter µ
and equal to
1
2
∆a + 〈∇ logψµ,∇〉
for µ ∈ −C. The result holds by analytic extension.
6.3 Intertwining property at the torus level
The geometric Duistermaat-Heckman measure intertwines Brownian motion and the quantum
Toda Hamiltonian. Formally, introduce the Markov kernel Kˆµ : C (a)→ C(a) defined for every
positive ϕ ∈ C(a) by:
Kˆµ(ϕ)(λ) := E (ϕ ◦ wt (Cµ(λ))) =
1
ψµ(λ)
∫
a
e〈µ,k〉 ϕ(k) DHλ(dk)
Theorem 6.7. The following diagram is commutative.
a a
a a
et(
1
2
∆a+〈µ,∇a〉)
Kˆµ Kˆµ
Qt
Proof. Apply the earlier intertwining Kµ ◦ e
tDµ = Qt ◦ Kµ to functions depending on the
weight only.
7 Asymptotics
In this section, we investigate how the law of Cµ(λ) behaves as λ goes to infinity in the
opposite Weyl chamber. In subsection 7.2, this will be very important in order to complete
the proofs of theorems 3.1 and 3.3, by having the Whittaker process in theorem 4.7 start at
“x0 = −∞”.
7.1 Behavior of the canonical measure
The following proposition is based on a weak version of the Laplace method.
Proposition 7.1. For given ζ ∈ a, µ ∈ a and M → ∞, we have convergence in probability
for the B(ζ)-valued random variable:
e−Mρ
∨
Cµ(ζ − 2Mρ
∨)eMρ
∨ P
−→ mζ
where mζ is the unique minimizer of the superpotential fB on B(ζ).
Corollary 7.2. With the same notations, as M →∞, the following limit holds in B:
Cµ(ζ − 2Mρ
∨)
P
−→ id
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Proof. Thanks to theorem 5.11, wt(mζ) = 0 and therefore mζ ∈ N
w0
>0 . The result follows
from the previous proposition 7.1 and the lemma 4.10.
Proof of proposition 7.1. For easier notation write:
XM := e
−Mρ∨Cµ(ζ − 2Mρ
∨)eMρ
∨
Because the map y 7→ e−Mρ
∨
yeMρ
∨
maps B(ζ − 2Mρ∨) to B(ζ), this random variable is
indeed in B(ζ). The latter claim is a consequence of (iii) Property 4.14 in [Chh14b]:
hw(e−Mρ
∨
yeMρ
∨
) =− w0Mρ
∨ + hw (y) +Mρ∨
=− w0Mρ
∨ +
(
ζ − 2Mρ∨
)
+Mρ∨
=ζ
Let ϕ be a positive test function on B(ζ). By the canonical measure’s definition:
E (ϕ(XM )) = E
(
ϕ(e−Mρ
∨
Cµ(ζ − 2Mρ
∨)eMρ
∨
)
)
=
1
ψµ(ζ − 2Mρ∨)
∫
B(ζ−2Mρ∨)
e〈µ,wt(y)〉−fB(y)ϕ
(
e−Mρ
∨
yeMρ
∨
)
ω(dy)
Now, let us make the change of variables x = e−Mρ
∨
yeMρ
∨
. By definition, ω(dy) is the toric
measure on the twisted Lusztig parameters of y and:
̺T (x) = e−Mρ
∨
̺T (y)eMρ
∨
.
Hence the image measure for ω on B(ζ − 2Mρ∨) under this change of variable is again ω on
B(ζ):
ω(dy) = ω(dx) (7.1)
Moreover:
wt(y) = wt(x) (7.2)
fB(y) = e
MfB (x) (7.3)
For the latter claim, write:
y = u′w¯0e
ζ−2Mρ∨u
where u′ ∈ Uw0>0 , u ∈ U
w0
>0 . Hence:
x = e−Mρ
∨
u′eMρ
∨
w¯0e
ζe−Mρ
∨
ueMρ
∨
Therefore from definition 2.12:
fB(x) = χ
(
e−Mρ
∨
u′eMρ
∨
)
+ χ
(
e−Mρ
∨
ueMρ
∨
)
= e−Mχ (u) + e−Mχ
(
u′
)
= e−MfB(y)
In the end, putting equations (7.1), (7.2) and (7.3) together yields the appropriate formula
for the Laplace method:
E (ϕ(XM )) =
∫
B(ζ) e
〈µ,wt(x)〉−eM fB(x)ϕ (x)ω(dx)∫
B(ζ) e
〈µ,wt(x)〉−eM fB(x)ω(dx)
(7.4)
47
The following is quite standard. By theorem 5.11, fB has a unique minimizer on B(ζ)
denoted by mζ . Consider V a neighborhood of mζ . Because mζ is a non-degenerate critical
point, such a neighborhood contains a compact set of the form:
Kδ := {x ∈ B(ζ) | fB(x) ≤ fB(mζ) + δ}
for δ small enough. We denote by V c the complement of V . The theorem is proved once the
following holds:
P (XM ∈ V
c)
M→∞
−→ 0
We have:
P (XM ∈ V
c) ≤P (XM ∈ K
c
δ )
=
∫
Kcδ
e〈µ,wt(x)〉−e
M fB(x)ω(dx)∫
B(ζ) e
〈µ,wt(x)〉−eM fB(x)ω(dx)
=
1
1 +
∫
Kδ
e
〈µ,wt(x)〉−eM (fB(x)−fB(mζ )−δ)ω(dx)
∫
Kc
δ
e
〈µ,wt(x)〉−eM (fB(x)−fB(mζ )−δ)ω(dx)
In the ratio of two integrals, the numerator goes to infinity as M →∞ because for instance
of the contribution of K δ
2
⊂ Kδ:∫
Kδ
e〈µ,wt(x)〉−e
M (fB(x)−fB(mζ)−δ)ω(dx)
≥
∫
K δ
2
e〈µ,wt(x)〉−e
M (fB(x)−fB(mζ )−δ)ω(dx)
≥
∫
K δ
2
e〈µ,wt(x)〉−e
M δ
2ω(dx)
→∞
The denominator decreases to zero asM →∞ using the dominated convergence theorem.
As a consequence:
Lemma 7.3. Let x0 = ζ − 2Mρ
∨ for any ζ ∈ a. Then as M →∞, in term of left N -orbits:
Nex0Γµ(x0)
P
−→ Nw¯−10
Proof. Using proposition 5.13, we write:
Γµ(x0) = ̺
T (Cw0µ(x0)) = [w¯
−1
0 Cw0µ(x0)]+
Let XM := e
−Mρ∨Cw0µ(x0)e
Mρ∨ . Thanks to proposition 7.1, XM converges in probability to
mζ . Hence:
Nex0Γµ(x0) =Ne
x0 [w¯−10 e
Mρ∨XMe
−Mρ∨ ]+
=Nex0+Mρ
∨
[w¯−10 XM ]+e
−Mρ∨
=Neζ−Mρ
∨
[w¯−10 XM ]
−1
−0w¯
−1
0 XMe
−Mρ∨
=Neζ−Mρ
∨
[w¯−10 XM ]
−1
0 w¯
−1
0 XMe
−Mρ∨
Moreover, XM ∈ B(ζ) and as such, [w¯
−1
0 XM ]
−1
0 = e
−ζ . Therefore:
Nex0Γµ(x0) = Ne
−Mρ∨w¯−10 XMe
−Mρ∨ = Nw¯−10 e
Mρ∨XMe
−Mρ∨
The fact that eMρ
∨
XMe
−Mρ∨ → Id concludes the proof.
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7.2 Entrance point at “−∞”
In order to prove theorem 3.1, we need to take x0 to “−∞” in theorem 4.7. Indeed, thanks
to the asymptotic analysis in the previous subsection, the following theorem holds.
Theorem 7.4. Consider the family of random path transforms x0 + TΓµ(x0) for x0 ∈ a. For
x0 = −Mρ
∨, M →∞, we have the following convergence in probability for every continuous
path π ∈ C(R+, a):
∀t > 0, x0 + TΓµ(x0)π(t)
P
−→ +Tw0π(t)
Proof. Recall that the path transform Tgπ(t) on a path is defined for t > 0 as:
eTgπ(t) = [gBt(π)]0
Using lemma 7.3, there is a sequence nM ∈ N such that as M →∞:
nMe
x0Γµ(x0)
P
→ w¯−10
Hence:
exp
(
x0 + TΓµ(x0)π(t)
)
=[ex0Γµ(x0)Bt(π)]0
=[nMe
x0Γµ(x0)Bt(π)]0
→ exp (Tw0π(t))
We are now ready to complete the proofs of theorems 3.1 and 3.3.
Proof of theorems 3.1 and 3.3. Take in theorem 6.5 x0 = ζ − 2Mρ
∨ and as in corollary 7.2
take M →∞, giving:
Cµ(ζ − 2Mρ
∨)
P
−→ id
The Markov process Xx0t = hw
(
Cµ(x0)Bt(W
(µ))
)
will converge in probability to the highest
weight process Λt = hw
(
Bt(W
(µ))
)
. The filtering equation in theorem 6.5 degenerates to the
relation in theorem 3.3.
8 Degeneration to the tropical case
Let h > 0. In [Chh14b] section 6, we have described a natural h-deformation of the geometric
Littelmann path model that is given by rescaling paths and corresponding actions. This
deformation was interpreted as a change of semi-fields and we will now describe the deformed
structures. The h → 0 limit makes sense, and is exactly the free version of the continuous
Littelmann model given in [BBO09]. A cutting procedure is needed in order to “prune” such
a free Kashiwara crystal, and obtain a polytope (Remark 6.6 in [Chh14b]). While Berenstein
and Kazhdan have used the superpotential function fB ([BK00, BK07a]) to encode this
cutting procedure as in equation 2.12, there is not a clear reason why it should be that way.
In our point of view, the superpotential fB appeared naturally in the canonical measure on
geometric crystals.
While describing deformations, we will see that the h-deformations of theorem 3.1 uses the
operator hTw0h
−1 h→0−→ Pw0 . This recovers the crystalline generalisation of Pitman’s theorem
proved in [BBO05] where Pw0W is Brownian motion conditionned to never leave the Weyl
chamber. In the An type, this is a realization of Dyson’s Brownian motion which gives a
connection to Random Matrix theory.
Also, in this crystallization procedure, the canonical measure degenerates to the uniform
measure on a polytope, which is nothing but the string polytope in the appropriate coordi-
nates. This recovers previous results.
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8.1 Semifields and Maslov quantification
This subsection mainly follows the presentation of Itenberg in [Ite08]. A semifield (S,⊕,⊙)
is defined as the next best thing to a field, as we weaken the assumption of invertibility for
the law ⊕.
Definition 8.1. A semifield is an algebraic structure (S,⊕,⊙) such that:
• (S,⊕) is a commutative semigroup.
• (S,⊙) is a commutative group with neutral element e.
• Distributivity of ⊙ over ⊕:
∀a, b, c ∈ S, (a⊕ b)⊙ c = (a⊙ c)⊕ (b⊙ c)
The universal semifield we have been working with so far is (R>0,+, .). On this semi-
field, the natural counterpart of rational functions with n indeterminates is the set of rational
and substraction free expressions R>0 (x1, . . . , xn). Plainly, elements in R>0 (x1, . . . , xn) are
rational functions with indeterminates (x1, . . . , xn), real positive coefficients and using only
operations +, × and /. For example f(x1, x2) =
x31+x
3
2
x1+x2
= x21 − x1x2 + x
2
2 ∈ R>0(x1, x2). It is
easy to check that if endowed with the same operations, rational subtraction free expressions
also form a semi-field.
Another classical example is the tropical semifield (R,min,+) as one easily checks that
+ is distributive over min. Its importance in representation theory is related to Kashiwara’s
crystal basis, as changes of coordinates are rational functions on S0. The study of algebraic
curves on this field has given rise to tropical geometry, now a field of its own, where max
usually replaces min. The name “tropical” was coined by French computer scientists to honor
their colleague Imre Simon for his work on the max-plus algebra. It has no intrinsic meaning
aside from refering to the weather in Brazil. In fact, we will see later that this semifield can
be viewed like the zero temperature limit of family of semifields Sh. This suggests the name
of “crystallized” semifield, that fits better in name to the crystal basis. However, it is too
late to reverse the trend, already solidly established.
Tropicalization (or crystallization) is a procedure that takes as input objects on the semi-
field (R>0,+, .) and gives objects on (R>0,min,+). As such, if f ∈ R>0(x1, . . . , xn), a
substraction free rational function, one obtains [f ]trop a function in the variables (x1, . . . , xn)
applying the morphism of semi-fields [ ]trop. If a and b are elements in R>0(x1, . . . , xn) then:
[ ]trop : (R>0,+, .) −→ (R,min,+)
a+ b 7→ min([ a ]trop, [ b ]trop)
a.b 7→ [ a ]trop + [ b ]trop
a/b 7→ [ a ]trop − [ b ]trop
a ∈ R>0 7→ 0
A less algebraic definition could be used, using a limit that always exists:
Proposition 8.2 (Analytic tropicalization procedure - Proposition 3.1 in [Chh14a]). For f
a rational and substraction free expression in k variables, we have for all (x1, . . . , xk) ∈ R
k
and h > 0:
−h log f
(
e−
x1
h , . . . , e−
xk
h
)
= [f ]trop (x1, . . . , xk) +O(h) (8.1)
where O(h) is a quantity such that O(h)h is bounded as h → 0, uniformly in the variables
(x1, . . . , xk).
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Such a limit suggests a continuous deformation from (R>0,+, .) to (R,min,+) called the
Maslov quantification of real numbers. Define the continuous family of semifields (Sh = R,⊕h,⊙h)
for h ≥ 0 with:
a⊕h b = −h log
(
e−
a
h + e−
b
h
)
a⊙h b = a+ b
At the limit, when h goes to zero, we recover the previous example (R,min,+). All the
semifields (Sh)h>0 are isomorphic to (R>0,+, .) except for h = 0. The isomorphism of semi-
fields that transports structure is ψh = −h log : (R>0,+, .) → (Sh = R,⊕h,⊙h). As such,
ψh,h′ = ψh′ ◦ ψ
−1
h : (Sh = R,⊕h,⊙h) → (Sh′ = R,⊕h′ ,⊙h′) is a rescaling when identifying
both semifields to R: ψh,h′ (x) =
h′
h x.
Notation 8.1. A tilde will refer to quantified variables when there is the possibility of con-
fusing them with variables in R>0. In c = e
− c˜
h , c is seen as a variable in the usual semi-field
R>0 while c˜ is in Sh.
8.2 A remark on integrals of semifield valued functions
Let f : [0, T ] → Sh be a (smooth) function with values in the semifield Sh. For readability
purposes in this subsection, the subscript h will be dropped when designating operations on
Sh. The monoid of integers in Sh is the monoid generated by the neutral element 0. It is in
fact given by all numbers nh =
⊕n
i=1 0 = −h log (n). As such, Riemann sums in Sh take the
form:
(1⊘ nh)⊙
n⊕
i=1
f(ti) = −h log
(
1
n
n∑
i=1
e−
f(ti)
h
)
−→
n→+∞
−h log
(∫ T
0
e−
f
h
)
where f is a continuous real function. Therefore, the natural candidate for integrals on
the semifield Sh are exponential functionals and the h = 0 limit gives inf0≤s≤T f(s) using
the Laplace method. Hence, the appearance of integrals of exponentials whether in the
geometric Littelmann path model [Chh14b] or thanks to the Toda potential is no surprise.
In the formalism of semi-fields, all crystal actions become in fact rational, in the sense of
the semi-field Sh. Exponential integrals are simply semifield integrals that degenerate to
infimums.
8.3 Deformed structures
Following the same idea as [BFZ96] section (2.2), one can define the Lusztig and Kashiwara
varieties Uw0>0 and C
w0
>0 by their parametrizations, by identifying m-tuples that give the same
element. Since changes of parametrization x−1
i′
◦ xi are rational and substraction free, one
can view them as rational for the semi-field Sh and define:
Definition 8.3 ( Lusztig and Kashiwara varieties on Sh ).
Uw0>0(Sh) :=
{
(ti)i∈R(w0) ∈ (S
m
h )
R(w0) | ∀i, i′ ∈ R(w0), x
−1
i′
◦ xi(t
i) = ti
′
}
Cw0>0(Sh) :=
{
(ci)i∈R(w0) ∈ (S
m
h )
R(w0) | ∀i, i′ ∈ R(w0), x
−1
−i′ ◦ x−i(c
i) = ci
′
}
The h→ 0 limit gives the tropicalized version of the changes of parametrization. As such,
by theorem 5.2 [BZ01], the Lusztig variety Uw0>0(S0) really encodes the Lusztig parametriza-
tion of the G∨-canonical basis; while the tropical Kashiwara variety encodes the string
parametrization.
On the side of the Littelmann path model, h-Littelmann models for different h are equiva-
lent, provided that we properly rescale the reals in the actions, and values taken by the struc-
tural maps ([Chh14b] remark 6.5). In fact, the set of real numbers had to be considered as the
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semifield Sh, and this rescaling becomes natural as we also have to change the structure semi-
field. Now we are ready to list some h-deformation of the structure results given in [Chh14b].
In order to distinguish between structures at h = 1 and for h, let L =
(
wt, (εα, ϕα, e
.
α)α∈∆
)
the path crystal structure for h = 1 and Lh =
(
wt′,
(
ε
′
α, ϕ
′
α, e
′.
α
)
α∈∆
)
for generic h. We
will use the subscript h in 〈π〉h to indicate the crystal generated by π using the h-deformed
structure.
Generated crystal: Let 〈π〉h be the h-Littelmann crystal generated by π. After transport-
ing the structure to h = 1 by rescaling, we have to consider the geometric crystal generated
by h−1π. In the end, in term of the geometric structure (h=1), we have:
〈π〉h = h〈
π
h
〉
Highest weight: The natural invariant under crystal action, which plays the role of highest
weight, is then
T hw0 :=hTw0h
−1 (8.2)
It is natural because varying h interpolates between different path models, and gives for each
h the highest weight path. The limit (2.9) is consistent with the continuous Littelmann path
model considered in [BBO05] and [BBO09] and recovers the Pitman operator.
Parametrizations: Fix i ∈ R(w0).
Transporting the semi-field structure from R>0 to Sh and using the results about parametriza-
tions of geometric crystals in section 8 of [Chh14b], we will now define h-deformed string
coordinates of a path:
̺h,K
i
: C0 ([0, T ], a) −→ (Sh)
m
π 7→ (c1, . . . , cm)
For π ∈ C0 ([0, T ], a), the m-tuple c = (c1, . . . , cm) = ̺
h,K
i
(π) is defined recursively as:
∀1 ≤ k ≤ m, ck = h log
∫ T
0
exp
(
−h−1αik
(
T hsi1 ...sik−1
π
))
Clearly, as h→ 0, one recovers the definition of string parameters in the classical Littelmann
path model (see [BBO09]):
∀1 ≤ k ≤ m,h log
∫ T
0
exp
(
−h−1αik
(
T hsi1 ...sik−1
π
))
→ − inf
0≤t≤T
αik
(
Psi1 ...sik−1 (π)
)
Finally, thanks to diagram (2) and the morphism of semi-fields ψh = −h log we set:
∀π ∈ C0 ([0, T ], a) , ̺
h,K
i
(π) := ψh ◦ x
−1
−i ◦ ̺
K
(
BT (h
−1π)
)
(8.3)
where we applied the semi-field morphism ψh = −h log on R
m
>0 point-wise.
Similarly, h-deformed Lusztig parameters are constructed. Indeed, all elements of 〈π〉h
can be projected on the lowest path η = he−∞α h
−1π and every single path can be recovered
via:
π = hTgh
−1η
where
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• g = xi1
(
e−
t1
h
)
. . . xim
(
e−
t1
h
)
∈ Uw0>0
• ηj = he
−∞
si1 ...sij
· πh = he
−∞
αij
·
ηj−1
h
• tj = h log
∫ T
0 exp
(
−h−1αik
(
he−∞si1 ...sik−1
h−1π
))
We are aiming at understanding the law ̺h,K
i
(π) when π is taken as a Brownian motion.
This is the natural h-deformation of the previously studied canonical measure, viewed in
string coordinates.
8.4 Brownian scaling and consequences
In order to obtain the announced deformation of our probabilistic results, the tool we will
use is the Brownian scaling property. For W a Brownian motion in a, µ ∈ a and c > 0, it is
the equality in law between processes:(
W
(µ)
t ; t ≥ 0
)
L
=
(
cW
(cµ)
t/c2
; t ≥ 0
)
(8.4)
Let us first examine the effect of scaling on the flow B.(.):
Lemma 8.4 (Effect of accelerating a path X on B. (X)). Given a continuous path X in a:
Bt
(
X./c2
)
= c−2ρ
∨
Bt/c2 (X) c
2ρ∨
where ρ∨ is the Weyl covector (2.1).
Proof. Start from equation (2.3) and use the change of variable uj = tj/c
2:
Bt
(
X .
c2
)
=
∑
k≥0
∑
i1,...,ik
∫
t≥tk≥···≥t1≥0
fi1 . . . fik
k∏
j=1
dtj
||αij ||
2
2
e
−αij (Xtj/c2
)
 eX tc2
=
∑
k≥0
∑
i1,...,ik
∫
t≥tk≥···≥t1≥0
fi1 . . . fikc
2k
k∏
j=1
dtj
||αij ||
2
2
e
−αij (Xuj )
 eX tc2
=
∑
k≥0
∑
i1,...,ik
∫
t≥tk≥···≥t1≥0
c−2ρ
∨
fi1 . . . fikc
2ρ∨
k∏
j=1
dtj
||αij ||
2
2
e−αij (Xuj )
 eX tc2
=c−2ρ
∨
B t
c2
(X) c2ρ
∨
By applying the previous lemma to Brownian motion, we have thanks to the Brownian
scaling (8.4):
Corollary 8.5.(
Bt
(
h−1W (µ)
)
; t ≥ 0
)
L
=
(
h−2ρ
∨
Bt/h2
(
W (hµ)
)
h2ρ
∨
; t ≥ 0
)
Therefore, we can give a deformation of theorems 3.1 and 3.3. Define the rescaled highest
weight process for t > 0 as:
Λht := h hw
(
Bt(h
−1W (µ))
)
= T hw0(W
(µ))t
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The properly rescaled Whittaker function on a is, with m = ℓ(w0):
∀λ ∈ a, ψh,µ(λ) = h
mψhµ
(
λ− 4h log(h)ρ∨
h
)
Using theorem 3.8, it is immediate that when µ ∈ C, ψh,µ solves the eigenfunction equation:
1
2
∆ψh,µ −
∑
α∈∆
1
2
〈α,α〉h2e−h
−1α(.)ψh,µ =
〈µ, µ〉
2
ψh,µ (8.5)
with ψh,µ(x)e
−〈µ,x〉 being bounded and having growth condition:
lim
x→∞,x∈C
ψh,µ(x)e
−〈µ,x〉 = hmb(hµ)
Theorem 8.6 (Markov property for rescaled highest weight). The process Λh is a diffusion
with infinitesimal generator
ψ−1h,µ
(
1
2
∆−
∑
α∈∆
1
2
〈α,α〉h2e−h
−1α(x) −
〈µ, µ〉
2
)
ψh,µ =
1
2
∆ +∇ log (ψh,µ) · ∇
Proof. Thanks to corollary 8.5 and properties 4.14 in [Chh14b] of hw:
Λht ; t ≥ 0
L
= 4h log(h)ρ∨ + h hw
(
Bt/h2
(
W (hµ)
))
; t ≥ 0
The result is a consequence of theorem 3.1 and the following general fact applied to the highest
weight process. Consider an Euclidian space V and a ∈ V . If (Xt; t ≥ 0) is a diffusion on
V with generator L then (hXt/h2 + a; t ≥ 0) is a diffusion with generator G. For a smooth
function f : V → R, we have G(f) : x 7→ h−2L (f(h.+ a)) (x−ah ). Here, one needs to take
V = a, X is the highest weight process and a = 4h log(h)ρ∨.
The deformation of theorem 3.3 is:
Theorem 8.7 (Rescaled canonical measure).
∀t > 0,
(
Bt
(
h−1W (µ)
)
|Λht = λ
)
L
= h−2ρ
∨
Chµ
(
λ− 4q log(h)ρ∨
h
)
h2ρ
∨
Proof. Using corollary 8.5, we have for fixed t > 0:(
Bt
(
h−1W (µ)
)
|Λht = λ
)
L
=
(
h−2ρ
∨
Bt/h2
(
W (hµ)
)
h2ρ
∨
|hw
(
h−2ρ
∨
Bt/h2
(
W (hµ)
)
h2ρ
∨
)
= h−1λ
)
=
(
h−2ρ
∨
Bt/h2
(
W (hµ)
)
h2ρ
∨
|hw
(
Bt/h2
(
W (hµ)
))
= h−1λ− 4 log hρ∨
)
Combining this with theorem 3.3 yields the result.
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8.5 Explicit computation in string coordinates
We are now able to give an integral formula for the law of h-deformed string parameters
extracted from a finite Brownian path. We present it in a form that allows to compute the
h→ 0 limit. It uses the map ηw0,e defined as:
∀v ∈ B ∩ Uw¯0U, η
w0,e (v) = [
(
w¯0v
T
)−1
]+
Recall that ηw0,e restricts to a bijection from Cw0>0 to U
w0
>0 (See figure 1 or [BZ01], corollary
5.6).
Proposition 8.8. Let i ∈ R(w0) and t > 0. Consider in a a Brownian motion with drift µ
up to time t,
(
W
(µ)
u ; 0 ≤ u ≤ t
)
. Then for any ϕ : Rm → R bounded measurable function:
E
[
ϕ
(
̺h,K
i
(
W (µ)u ; 0 ≤ u ≤ t
))
| T hw0W
(µ)
t = λ
]
=
1
ψh,µ (λ)
∫
Rm
dc ϕ(c) exp
(
〈µ, λ−
m∑
k=1
ckα
∨
ik
〉 − fK,iB,h,λ(c)
)
where dc is the Lebesgue measure on Rm and the deformed superpotential in string coordinates
is given by:
fK,iB,h,λ(c) :=
∑
α∈∆
2h2
〈α,α〉
χα ◦ η
w0,e ◦ x−i
(
e−h
−1c1 , . . . , e−h
−1cm
)
(8.6)
+
m∑
j=1
2h2
〈αij , αij 〉
exp
−λ−
(
cj +
∑m
k=j+1 ckαij (α
∨
ik
)
)
h
 (8.7)
Proof. Using equation (8.3) and writing f := ϕ ◦ ψh ◦ x
−1
−i ◦ ̺
K :
E
[
ϕ
(
̺h,K
i
(
W (µ)u ; 0 ≤ u ≤ t
))
| T hw0W
(µ)
t = λ
]
=E
(
f
(
Bt(W
(µ))
)
| T hw0W
(µ)
t = λ
)
As a consequence of theorem 8.7 and then the integral formula from equation (3.3), we have:
E
(
ϕ
(
̺h,K
i
(
W (µ)u ; 0 ≤ u ≤ t
))
| T hw0W
(µ)
t = λ
)
=E
(
f
(
ρ−2ρ
∨
Chµ(
λ− 4h log hρ∨
h
)ρ2ρ
∨
))
=
hm
ψh,µ (λ)
∫
B
(
λ−4h log hρ∨
h
) f(ρ−2ρ
∨
xρ2ρ
∨
)e〈hµ,wt(x)〉−fB(x)ω(dx)
Making the change of variable y = ρ−2ρ
∨
xρ2ρ
∨
, which maps B
(
λ−4h log hρ∨
h
)
to B
(
λ
h
)
:
E
(
ϕ
(
̺h,K
i
(
W (µ)u ; 0 ≤ u ≤ t
))
| T hw0W
(µ)
t = λ
)
=
hm
ψh,µ (λ)
∫
B(h−1λ)
f(y)e〈hµ,wt(y)−fB(ρ
2ρ∨yρ−2ρ
∨
)ω(dy)
And for:
c = ψh ◦ x
−1
−i ◦ ̺
K(y)
or equivalently
y = bKh−1λ ◦ x−i
(
e−
c1
h , . . . , e−
cm
h
)
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We explicit the previous integral in terms of the variable c. Theorem 5.4 leads to:
ω(dy) = hm
m∏
k=1
dck = h
mdc (8.8)
Theorem 4.22 in [Chh14b] gives the explicit expression for the weight map:
wt(y) = h−1
(
λ−
m∑
k=1
ckα
∨
ik
)
(8.9)
Finally, we claim:
fB(ρ
2ρ∨yρ−2ρ
∨
) = fK,iB,h,λ(c) (8.10)
Putting together equations (8.8), (8.9) and (8.10) yields the result. Now, we only need to
prove the last equation. Recall that, by writing v = x−i
(
e−
c1
h , . . . , e−
cm
h
)
∈ Cw0>0 and using
proposition 4.17 in [Chh14b]:
y =bKh−1λ ◦ x−i
(
e−
c1
h , . . . , e−
cm
h
)
=bKh−1λ(v)
=ηw0,e (v) w¯0v
T [vT ]−10 e
h−1λ
Therefore:
fB(ρ
2ρ∨yρ−2ρ
∨
)
=fB(ρ
2ρ∨ηw0,e (v) w¯0v
T [vT ]−10 e
h−1λρ−2ρ
∨
)
=χ
(
ρ2ρ
∨
ηw0,e (v) ρ−2ρ
∨
)
+ χ
(
ρ2ρ
∨
e−h
−1λvT [vT ]−10 e
h−1λρ−2ρ
∨
)
=
∑
α∈∆
2h2
〈α,α〉
χα ◦ η
w0,e(v) +
m∑
j=1
2h2
〈αij , αij 〉
exp
−λ−
(
cj +
∑m
k=j+1 ckαij (α
∨
ik
)
)
h

8.6 Crystallization
As the following proposition indicates, the superpotential degenerates to an indicator function
of a polytope. It is the string polytope for the Langlands dual G∨, thereby recovering where
the string parameters sit for the usual highest weight Kashiwara crystals B(λ).
Proposition 8.9. For every i ∈ R(w0), there is a cone C
∨
i
such that:
∀c ∈ R, lim
h→0
e−f
K,i
B,h,λ(c) = 1{c∈C∨i }
1{
cj≤λ−
∑m
k=j+1 ckαij (α
∨
ik
)
}
It is the string cone for the group G∨ and it is given for any choice of i′ ∈ R(w0) by:
C∨i =
{
c ∈ Rm | [x−1
i′
◦ ηw0,e ◦ x−i]trop(c) ∈ R
m
+
}
Notice the appearance of exactly the same cutting condition of the string cone C∨
i
as the
condition given in [Lit98] page 5, giving the string polytope associated to the highest weight
λ.
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Proof. Looking at proposition 8.8, the deformed superpotential e−f
K,i
B,h,λ(c) is the product of
two terms. Each one of them leads to an indicator function. The easier one to deal with is:
exp
− m∑
j=1
2h2
〈αij , αij 〉
exp
−λ−
(
cj +
∑m
k=j+1 ckαij(α
∨
ik
)
)
h

h→0
→ 1{
cj≤λ−
∑m
k=j+1 ckαij (α
∨
ik
)
}
For the other term:
exp
(
−
m∑
α∈∆
2h2
〈α,α〉
χα ◦ η
w0,e ◦ x−i
(
e−h
−1c1 , . . . , e−h
−1cm
))
Start by choosing a reduced word i′ ∈ R(w0), independently of i ∈ R(w0). This choice will
not play any role. Let f be the rational substraction free function given by:
f = x−1
i′
◦ ηw0,e ◦ x−i : R
m
>0 → R
m
>0
Component-wise, we write f = (f1, . . . , fm). Then, after organizing that term and using the
analytic tropicalization procedure given in proposition 8.2:
exp
(
−
m∑
α∈∆
2h2
〈α,α〉
χα ◦ η
w0,e ◦ x−i
(
e−h
−1c1 , . . . , e−h
−1cm
))
= exp
− m∑
j=1
2h2
〈αi′j , αi′j 〉
fj
(
e−h
−1c1 , . . . , e−h
−1cm
)
= exp
− m∑
j=1
2h2
〈αi′j , αi′j 〉
exp
−−q log fj
(
e−h
−1c1 , . . . , e−h
−1cm
)
h

= exp
− m∑
j=1
2h2
〈αi′j , αi′j 〉
exp
(
−
[fj]trop(c) +O(h)
h
)
h→0
→ 1{c∈Rm | ∀1≤j≤m,[fj]trop(c)≥0}
Finally:
{c ∈ Rm | ∀1 ≤ j ≤ m, fj(c) ≥ 0} =
{
c ∈ Rm | [x−1
i′
◦ ηw0,e ◦ x−i]trop(c) ∈ R
m
+
}
is the set of i-string parameters that are mapped to non-negative i′-Lusztig parameters. It
has to be exactly the string cone C∨
i
thanks to [BZ01], theorem 5.7. Clearly, changing i′
tantamounts to changing charts for the Lusztig parameters, and these charts are bijections
of the positive orthant Rm+ .
As a consequence, the geometric Duistermaat-Heckman measure degenerates to the clas-
sical one, and its Laplace transform degenerates to the ’asymptotic’ Schur functions (see
[BBO09] theorem 5.5):
∀(λ, µ) ∈ a2, hµ(λ) :=
∑
w∈W (−1)
ℓ(w)e〈µ,wλ〉∏
β∈Φ+〈β
∨, µ〉
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Proposition 8.10. For λ ∈ a:
lim
h→0
ψh,µ (λ) = hµ(λ)
where:
hµ (λ) =
∫
C∨
i
dcϕ(c) exp
(
〈µ, λ−
m∑
k=1
ckα
∨
ik
〉
)
1{
cj≤λ−
∑m
k=j+1 ckαij (α
∨
ik
)
}
Moreover, for µ ∈ C, hµ is a harmonic function on C the Weyl chamber with Dirichlet
boundary conditions and growth condition:
lim
λ→∞,λ∈C
hµ(λ)e
−〈µ,λ〉 =
1∏
β∈Φ+〈β
∨, µ〉
Proof. The function ψh,µ (λ) plays the role of normalization constant in proposition 8.8,
hence:
ψh,µ (λ) =
∫
Rm
dcϕ(c) exp
(
〈µ, λ−
m∑
k=1
ckα
∨
ik
〉 − fK,iB,h,λ(c)
)
The previous proposition yields the convergence of ψh,µ to hµ.
Now consider µ ∈ C. In order to see it is a harmonic function on the Weyl chamber with
Dirichlet boundary conditions, one can look at equation (8.5) and notice that the potential
goes to zero inside the Weyl chamber and +∞ outside.
For the growth condition, since ψh,µ(λ)e
−〈µ,λ〉 is monotonically increasing for any sequence
λn ∈ C, λn →∞ along a ray, the convergence to h
mb(hµ) is uniform in h by Dini’s theorem.
Therefore, we can obtain the limiting behavior of hµ(λ)e
−〈µ,λ〉 by inspecting:
lim
h→0
hmb(hµ) = lim
h→0
∏
β∈Φ+
hΓ(h〈β∨, µ〉)
Recalling that for all z > 0, limh→0 hΓ(hz) =
1
z finishes the proof.
Also, now we can recover the following results, already known to [BBO05] and [BBO09],
as degenerations of theorems 8.6 and 8.7.
Theorem 8.11. For W (µ) a Brownian motion in a with drift µ, Pw0(W
(µ)) is Brownian
motion conditioned to stay in the Weyl chamber by a Doob transform. It has the infinitesimal
generator:
1
2
∆+ 〈log∇hµ,∇〉
And for every ϕ bounded measurable function on Rm and t > 0:
E
(
ϕ
(
̺h=0,K
i
(
W (µ)u ; 0 ≤ u ≤ t
))
| Pw0(W
(µ))t = λ
)
(8.11)
=
1
hµ (λ)
∫
C∨
i
dcϕ(c) exp
(
〈µ, λ−
m∑
k=1
ckα
∨
ik
〉
)
1{cj≤λ−
∑m
k=j+1 ckαij (α
∨
ik
)} (8.12)
Proof. Immediate.
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