This paper proposes T-CROM (Time-delayed Collaborative ROuting and MAC) protocol, that allows collaboration between network and MAC layers in order to extend the lifetime of MANETs in a resources-limited environment. T-CROM increases the probability of preventing energy-poor nodes from joining routes by using a time delay function that is inversely proportional to the residual battery capacity of intermediate nodes, making a delay in the route request (RREQ) packets transmission. The route along which the first-arrived RREQ packet traveled has the smallest time delay, and thus the destination node identifies the route with the maximum residual battery capacity. This protocol leads to a high probability of avoiding energy-poor nodes and promotes energy-rich nodes to join routes in the route establishment phase. In addition, T-CROM controls the congestion between neighbors and reduces the energy dissipation by providing an energy-efficient backoff time by considering both the residual battery capacity of the host itself and the total number of neighbor nodes. The energy-rich node with few neighbors has a short backoff time, and the energy-poor node with many neighbors gets assigned a large backoff time. Thus, T-CROM controls the channel access priority of each node in order to prohibit the energy-poor nodes from contending with the energyrich nodes. T-CROM fairly distributes the energy consumption of each node, and thus extends the network lifetime collaboratively. Simulation results show that T-CROM reduces the number of total collisions, extends the network lifetime, decreases the energy consumption, and increases the packet delivery ratio, compared with AOMDV with IEEE 802.11 DCF and BLAM, a battery-aware energy efficient MAC protocol. key words: mobile ad hoc networks
Introduction
Mobile Ad hoc Networks (MANETs) are composed of mobile nodes having limited resources and mobility; these nodes exchange data through wireless communication without fixed infrastructures. The short radio transmission range essentially requires multiple hop communications, and the node mobility causes the topology of the networks to be dynamically changed and frequently reinitiates route discovery procedures. For these network environments in which nodes generally use energy-limited batteries and consume their energy mostly in radio communication along the route from source to destination rather than in data processing, a significant number of studies have been performed to maximize the network lifetime. From the aspect of extending the network lifetime, many energy-aware on-demand routing protocols adopt the residual battery capacity or the transmission link cost as a decision metric, and destinations have to decide the most energy-efficient route among the candidates. For instance, Minimum Battery Cost Routing (MBCR), Min-Max Battery Cost Routing (MMBCR), and Conditional MMBCR (CM-BCR) protocols [1] are representative of this kind of protocol.
However, these protocols make intermediate nodes drop the late-arrived duplicated route request (RREQ) packets to prevent loops forming in flooding based on-demand route discovery. Therefore, energy-rich nodes may be excluded from the candidate routes in the route establishment phase. Furthermore, several intermediate nodes tend to be overlapped in the multiple candidate routes because there are no perfectly disjoint routes. Even if the overlapped intermediate nodes have lower residual battery capacity, the protocols cannot discard these energy-poor nodes, shortening the network lifetime. In this paper, we propose a novel routing scheme that can promote the joining of energy-rich nodes and exclude energy-poor nodes in multiple candidate routes in the route establishment phase, in which energyrich intermediate nodes flood their RREQ packets earlier than energy-poor neighbor nodes around them, and therefore have higher priority to join the routes.
Though energy-aware routing protocols improve the energy efficiency, however, they still have a fundamental limitation in the extending of the network lifetime. The routing protocols try only to exclude low-energy nodes from the routes, but the energy dissipation due to MANETs' infrastructure-less property remains. Especially, the congestion between neighbor nodes causes many collisions, and thus the energy dissipation is more severe in the MAC layer than in the other layers. Therefore, collision resolution schemes in the MAC layer should also be considered when attempting to extend the network lifetime.
Many collision resolution schemes control the size of the contention window in order to resolve collisions with consideration of the residual battery capacity or the number of neighbor nodes. Energy-efficient contention-based MAC (ECM) [2] allocates the size according to the nodes' battery level; Neighbor Aware Collision avoidance MAC (NCMac) [3] decides the size according to the residual battery capacity and 1-hop neighbors of the nodes. These schemes select the backoff time using a uniform random number generator within the size of the contention windows. However, a
Copyright c 2013 The Institute of Electronics, Information and Communication Engineers better method to resolve collision allocates proper backoff time between neighbors. If nodes have distinguished backoff time from their neighbors, the probability that collisions will occur will be reduced. Therefore, we propose a backoff time control scheme, which uses the calculation of a normal distribution function that is biased by the residual battery capacity and the number of neighbors.
In this paper, we propose a collaborative protocol, Time-delayed Collaborative ROuting and MAC (T-CROM) in order to increase the network lifetime of wireless mobile ad hoc networks with a consideration of the residual battery capacity and the number of neighbors. T-CROM is extended from the Ad-hoc On-demand Multipath Distance Vector (AOMDV) [4] , and aims the route of the first-arrived RREQ packet at the destination in order to automatically achieve the maximum sum of residual battery capacity for the intermediate nodes along the route. For this, the intermediate nodes intentionally delay flooding the RREQ in inverse proportion to their normalized residual battery capacity. In addition, T-CROM modifies IEEE802.11 Distributed Coordination Function (DCF) [5] , and calculates the backoff time while considering both the residual battery capacities of the host itself and the total number of neighbor nodes, in order to control the channel access priorities. This priority prohibits the energy-poor nodes from contending with the energy-rich nodes, fairly distributing the energy consumption of each node, and thus extending the network lifetime.
Therefore, T-CROM plays a collaborative role in both the network and in the MAC layer. It heightens the probability of excluding the energy-poor nodes from the routes in the network layer, and attempts to prevent competition between energy-poor and energy-rich nodes in the MAC layer by considering the residual battery capacity of the host and/or the number of each node's neighbors. Therefore, various simulations show that T-CROM reduces the number of total collisions, and thus increase both the network lifetime and packet delivery ratio more than in AOMDV with IEEE 802.11 DCF and an energy-efficient MAC, BLAM [6] , which also controls backoff time with residual battery capacity. Furthermore, the routing scheme of T-CROM outperforms AOMDV with IEEE 802.11 DCF in the packet delivery ratio through exclusion of the energy-poor nodes from the routes.
The remainder of this paper is organized as follows: the related works follow Sect. 2. Section 3 introduces the details of T-CROM. A performance evaluation is performed in Sect. 4. Finally, the conclusion is described in the last section.
Related Works
Many approaches have been proposed to extend network lifetime by considering the residual battery capacity of nodes and/or the number of neighbors in the routing and MAC protocol of MANETs independently; joint routing and MAC protocols have been recently presented. In this section, the existing routing, MAC, and cross-layer schemes related with the method described in our paper are briefly presented.
Toh [1] introduces the cost function of packet transmission, whose parameter is the inversed residual battery capacity. As the residual battery capacity of a node decreases, the cost of transmission per packet increases. This idea is applied to a battery-aware routing algorithm like MBCR, MM-BCR, or CMBCR in the same paper [1] . MBCR sums the total cost of all the nodes in a candidate route, and MM-BCR finds the node that has the maximum cost in a candidate route. CMMBCR calculates the cost in the same way as MBCR does if the cost is below a threshold; otherwise, it calculates in the same way as MMBCR. The maximum residual packet capacity (MRPC) [7] considers both residual battery capacities and link statuses for the cost. All of these protocols select the route that has the minimum cost among the candidate routes. Though these protocols extend the network lifetime, however, they should decide the best route among the preformed candidate routes that are set up by the RREQ flooding process. The preformed candidate routes may include several duplicated nodes that have low residual battery capacity, which cannot be excluded in the multiple routes. In this paper, in order to reduce the probability of energy-poor nodes joining a route from the preformed candidate routes, we propose a novel RREQ flooding mechanism that defers the control packet to the MAC layer according to the battery level.
Multipath routing protocols like AOMDV and its variants can be good alternatives to extend the network lifetime via providing the load balance and fault tolerance. For example, the multipath routing protocol for network lifetime maximization (MRNLM) [8] selects energy-efficient multipath routes according to the metric of the average battery energy along the route. Lee et al. [9] make intermediate nodes add their current battery status to the field of the sum of the battery capacity in the RREP packet, and the source node selects the multiple routes in the size order of the value in the field. Our protocol adopts the advantages of multipath routes like load balance and fault tolerance, and, furthermore, we make each node use a distributive time delay function for decision of battery status without adding any special field in control packets.
Various contention resolution schemes to reduce the number of collisions have been proposed in order to reduce the unnecessary energy dissipation, and thus to improve the network throughput for the IEEE 802.11 DCF in the ad hoc network. Bharghavan et al. [10] have revealed that the optimal contention window size plays an important role in reducing the collisions between nodes; they propose the Multiplicative Increase and Linear Decrease (MILD) algorithm, in which the contention window of a collided node is increased by multiplying by 1.5 and the contention window of a successful node is decreased by one unit. The Neighbor aware, Collision avoidance MAC (NCMac) [3] gives energy-rich nodes having many 1-hop neighbors a small size of the minimum and maximum contention windows while retaining the binary exponential backoff (BEB) in order to access channels earlier. An energy-efficient contentionbased MAC (ECM) [2] allocates the small contention window size to the energy-poor nodes that are given the high channel access probability in order to go to sleep earlier after finishing the packet transmission. However, all of these schemes select the delay time within the size of the contention window by using the uniform random function, and thus the control effect to the channel access according to nodes' energy status is restrictive.
Unlike controlling contention windows for collision resolution, the battery level aware MAC (BLAM) [6] directly calculates the deferring time according to the normal probability distribution function, whose mean is the linear inverse of the residual battery capacity of each node; variance has the shape of a hemispherical dome along the residual battery capacity of each node. Therefore, the energy-rich nodes achieve high probability by assigning a small backoff time according to a small mean and variance, and tend possibly to access the medium early; the energy-poor nodes are reversed. This scheme defers the channel access according to the battery level of the nodes. However, it does not consider the congestion environment, such as the number of neighbor nodes.
Cross-layer protocols focus on minimizing the network's energy consumption. To maximize the network lifetime, Madan et al. [11] proposed a joint optimization design of physical, MAC, and routing for TDMA based wireless sensor networks. However, although optimization problems are presented, this design is similar to a numerical study, and is not appropriate for practical implementation. Collaborative Routing, scheduling, and frequency assignment for Wireless ad hoc Networks (CROWN) [12] adjusts the spectrum allocation and transmission scheduling of spectrumagile nodes under their traffic demands; this method incorporates node statuses for the routing metric calculation for maximal spatial and frequency reuse. This protocol can only be applied to spectrum-agile nodes. In this paper, we propose a very practical collaborative protocol for nodes using IEEE 802.11 DCF by controlling the RREQ broadcast time with the battery status, and by controlling the backoff time with the battery status and the number of neighbor nodes.
Time-Delayed Collaborative Routing and MAC Algorithm (T-CROM)
In this section, we present the routing and MAC schemes of the Time-delayed Collaborative ROuting and MAC (T-CROM) protocol. Figure 1 illustrates the interaction between the route and MAC interfaces of T-CROM. This interaction provides a time delay function that controls the transferral time of the RREQs to the MAC layer according to the residual battery capacity of the node itself. This function allows each node to independently determine the priority of joining a route according to its battery status. When packets arrive at the MAC layer from the routing layer, a backoff time calculation function of IEEE 802.11 DCF outputs the backoff time, for which the node searches the medium sta- tus, in order to determine whether it is busy or not. When the backoff time is expired, the node starts to transmit packets to the medium. The backoff time is determined by the residual battery capacity and the number of neighbors of each node, and remaining procedures are the same as those in IEEE 802.11 DCF.
In this paper, we consider not only the residual battery capacity, but also the amount of maximum battery capacity in the time delay function in the network layer and the backoff time calculation function in MAC layer like as batteryaware algorithms [3] , [6] . If we consider only the residual battery capacity, without taking into account the maximum batter capacity in these functions, nodes with small maximum battery capacity have less opportunity to participate in the networks even though the nodes fully charge their battery than nodes having a large maximum battery capacity. Therefore, we adapt a ratio metric which is normalized by dividing the remaining battery capacity to the maximum battery capacity and the metric exists in the range between 0 and 1. Nodes with small maximum battery capacity tend to exhaust rapidly their battery when they participate in the routing and acquire the channel access. When the ratio becomes small early, the nodes have high possibility to be switched to other nodes having large maximum battery capacity. The adapting the ratio will guarantee even usage of entire nodes' battery capacities in the network. Detailed procedures are described in the following sections.
Routing Scheme of T-CROM
The routing scheme of T-CROM is an extension of AOMDV and is utilized to obtain energy-efficient multiple routes distributively. T-CROM controls the time of queuing the packet to be transferred to the MAC. The route request procedure is similar to that used in AOMDV except that intermediate nodes intentionally delay flooding RREQs in inverse proportion to their residual battery capacity. The delay time for flooding RREQs depends on the residual battery capacity of the intermediate node itself. We define f t i as a delay time function of node i at time t; the relation between the residual battery capacity and the delay time is a theoretically inverse function, as follows:
where RB t i is the ratio of the residual battery capacity of node i at time t.
However, until RB t i becomes a very small value, the function does not generate a delay time meaningful enough to distinguish, and when RB t i becomes very small, the function obtains a very high delay time. Therefore, we approach a feasible method by normalizing the residual battery capacity and digitizing the output of the function into 10 steps according to the normalized ratio, as follows in Table 1 . The minimum delay time is one millisecond, and the maximum delay time is 200 milliseconds.
Thus, if an intermediate node has a ratio higher than that of its neighbor nodes that received the same RREQ, it floods the RREQ packet earlier than the neighbor nodes. The late arrived RREQ packets in any intermediate nodes that have lower ratios are dropped in order to prevent the formation of a loop. In this case, nodes with the high ratio may have smaller maximum battery capacity than its neighbor nodes. But, they have faster battery-exhausted rates than nodes with large maximum battery capacity. When their ratio becomes rapidly low, they are excluded and changed to other nodes with the high ratio in the next session. Destination nodes send the route reply (RREP) packets immediately to the entire set of 1-hop neighbor nodes that flooded the RREQ packets. The candidate routes at the destination node are composed of the set of m paths, and the source node will select j routes that have a sequentially total minimum time delay as follows:
where f t i is the time delay function of node i at time t, inversely proportional to residual battery capacity of node i = 1, l from the set of m candidate routes. In this paper, we choose the number three as the maximum value of k for multiple routes because more than three multiple routes are reported to have less effect on performance advantage [4] . Therefore, source nodes always select number j, which is less than or equal to three ( j ≤ k = 3).
Figure 2(a) shows an example route request procedure of a mobile ad hoc network. The source node S broadcasts an RREQ packet, and the neighbor nodes A and B receive the packet at time T 1 simultaneously. Because we let the nodes A and B have the same residual battery capacity of 0.9 in this example, the two nodes wait the same duration after receiving the first-arrived RREQ packet; they then rebroadcast the packet to their neighbors at time T 2 at the almost same time. After nodes C and E receive the same RREQ from nodes A and B, respectively, node C transmits RREQ at time T 3 , and node E transmits the packet at time T 4 . Nodes drop the late-arrived RREQ packets to prevent loops. Finally, the destination receives three RREQ packets with the same sequence number from nodes F, G, and H, sequentially, in a certain duration. The first arrival route is (S-A-C-F-D) because this route has a completely maximum level of residual battery capacity, which means it has the smallest time delay among the candidates. The second route path is (S-B-E-G-D); the last is (S-A-C-H-D). Algorithm 1 shows the procedure of RREQ packet flooding.
When the destination receives RREQ packets, it unicasts the RREP packet to the neighbors that sent the RREQ packet. Figure 2( 
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start data packet delivery immediately up to k th round robin method. 11: end if RREP packets. To provide the node-disjoint route, the intermediate nodes receiving the RREP packet testify as to whether it is a duplicated packet. If the node has already transmitted the same RREP packet, it drops the packet in order to guarantee the node-disjoint routes. For example, a certain node C receives two RREP packets from nodes F and H. Because node C has already relayed the RREP packet coming from node F, node C drops the late-arrived RREP packet from node H. Accordingly, the source node acquires two node-disjoint routes (S-A-C-F-D) and (S-B-E-G-D). The source node transmits packets by the roundrobin method, which guarantees maximum throughput of data packets and appropriate load-balance. Algorithm 2 shows the procedure of RREP packet unicasting.
Multiple Access Control (MAC) Scheme of T-CROM
IEEE 802.11 DCF (distributed coordination function) adopts the mechanism of Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) for the coordination of the multiple medium accesses. CSMA/CA provides both several inter-frame spaces and a contention window to avoid collision of frames. When a node has a new packet to send out to a neighbor node, the node tries to sense the medium first in order to determine whether or not it can send the packet. If the medium is found to be idle during a distributed inter-frame space (DIFS) interval, nodes restart to count down their backoff time. If a node does not sense other signals until it completes counting its backoff time down to zero, it starts the procedure of packet delivery. If the node senses the medium to be busy during the backoff time, it stops the counter and holds the counter number. However, collisions between neighbor nodes and additional energy consumption due to packet retransmission cannot be avoided, because IEEE 802.11 DCF has no coordination system to control each node as nodes access the medium. In the recovery process of packet conflicts, many nodes consume their additional energy. As can be seen in Fig. 3 , for example, when nodes conflict with each other, they stop packet transmissions. After a DIFS interval, they generate a backoff time within their current contention window and start the backoff count down. The node having the shortest backoff time restarts packet transmission after finishing its backoff counting, and others hold their backoff count down again. In this process, the energy-poor nodes receive a more fatal impact because they tend to burn out their battery energies earlier and provoke network partitions. Therefore, in order to extend the network lifetime, a certain mechanism is needed for energy-poor nodes so that they can avoid competing with energy-rich nodes in the medium acquisition.
Controlling the size of the contention window and the backoff time with the residual battery capacity of each node can be a method to extend the lifetime of the ad hoc network; several researchers have proposed various protocols with the concept of giving energy-rich nodes high priority to access the channel, and energy-poor nodes low priority, as described in Sect. 2.
However, the possibility of the channel collision still exists even if several retransmission trials succeed after the collision because a large number of 1-hop neighbors tends to cause collisions, and the numbers are not rapidly reduced when taking MANETs' slow mobility into consideration. To solve this problem, not only the residual battery capacity of the host node itself, but also the number of neighbor nodes should be considered to resolve collisions.
We propose a novel protocol that considers not only the residual battery of the host node itself, but also the number of its neighbor nodes to determine the backoff time. In contrast to the random backoff time that is uniformly generated within the contention window in IEEE802.11 DCF, we adopt a biased normal distribution function (PDF) whose mean (μ) is inversely proportional to the residual battery of the host node itself, and whose variance (σ 2 ) is proportional to the second power of the normalized number of neighbor nodes, as follows: 
where Bat residual and Bat max are the residual and maximum battery capacity of each node respectively, and Nr Nbr is the current number of 1-hop neighbors. Nr Max is the maximum number of 1-hop neighbors, and we heuristically allocate seven to this value in this paper. The mean value of the PDF is inversely proportional to the residual battery capacity of the node itself, and directly proportional to the size of current contention window of the node itself, as shown in Eq. (3). If nodes have the residual battery capacity is over the half of the full battery capacity, the mean value is lower than the middle of the current contention window, and the PDF is biased to the left side from the center. Therefore, the host node has a high probability to have little backoff time, which causes it to have high priority to access the medium. In contrast, if the residual battery capacity becomes lower or nearly empty, the mean value is higher than the middle, and the PDF is positioned to the right side of the center. The host node tends to have a large backoff time, and has low priority in medium access.
The variance of the biased normal PDF is proportional to the second power of the normalized number of neighbor nodes, as shown in Eq. (4). Nodes have narrowly distributed random backoff time when they have a small number of neighbors, and have widely distributed random backoff time when they have a large number of neighbors.
To sum up, this protocol gives the energy-rich nodes with a small number of neighbors high priority to access the medium; energy-poor nodes with a large number of neighbor nodes get low priority to access the medium. The host node can collect the number of neighbor nodes by receiving the HELLO message packet sent periodically by neighbor nodes. When the host nodes try to access the medium in the MAC layer, they read the number of neighbor nodes and the normalized relative residual battery capacity within [0,1] in order to calculate the mean and variance. We use the same mechanism of binary exponential backoff (BEB) used in IEEE 802.11 DCF. Figure 4 presents the normal distribution function by which the backoff time is determined at different relative residual battery capacities and different relative numbers of neighbor nodes. For full battery capacity nodes having one neighbor node, as shown in Fig. 4(a) , it is most probable that these nodes have short backoff time. When backoff time is zero, MAC layer sends packets to the channel immediately. As the battery capacity decreases with no change of the number of neighbor nodes, the mean increases without change of variance, and thus the distribution shapes of the normal PDF move to the right side as shown in Fig. 4(a) . This implies that energy-poor nodes have high probability to select a long backoff counter. Therefore, they have lower priority to access the medium than do energy-rich nodes, and avoid conflict from energy-rich nodes.
As the number of neighbor nodes increases, the variance of the normal distribution increases, and the shape of the normal PDF moves to the down side and becomes flattened. A host with many neighbor nodes has high probability of picking a widely distributed backoff time, as shown in Figs. 4(b) , 4(c), and 4(d). The host having the maximum number of neighbor nodes tends to get a random backoff time that is close to a uniform distribution. This property prevents conflict between many neighbor nodes in the congested environment.
Evaluations
We simulate T-CROM in Qualnet [13] in order to evaluate the number of total collisions, the consumed energy per packet, the network lifetime, and the packet delivery ratio. In this section, for convenience, T-CROM(MAC) implies a MAC protocol that adopts the backoff time calculation function for IEEE 802.11 DCF and does not use the delay function for RREQ relay in the routing layer. T-CROM(routing) means the routing protocol that uses the time delay function of RREQ; this method affords the standard MAC of IEEE 802.11 DCF. T-CROM exploits both of these two functions. In order to prove the effects of these network performances, we evaluate following five routing and MAC combination protocols: AOMDV+IEEE 802.11 DCF, T-CROM(routing), AOMDV+BLAM, T-CROM(MAC), and T-CROM. To evaluate the routing effect, AOMDV+ IEEE 802.11 DCF, T-CROM(routing)+IEEE 802.11 DCF, and T-CROM are applied. For the purpose of verification of the effects in the MAC layer, we simulate our proposed novel MAC scheme of T-CROM(MAC) in comparison with IEEE 802.11 DCF and an energy efficient MAC protocol, BLAM, as referred to Sect. 2.
Parameters and Metrics
In a network area of 1000 m × 1000 m, 60 nodes are randomly distributed. The application layer uses CBR (constant-bit-rate) to send packets. Simulations run for 1600 seconds, and source nodes start to transmit packets to the destination nodes randomly until 800 seconds. A data packet is sized at 512 bytes; the transmit power strength of every node is fixed during the simulation time; the transmission range is covered within 250 m. Nodes are moved within the coverage area through a random waypoint. The physical layer adopts PHY802.11 and transmits data at 2 Mbps.
Nodes can have variously different initial battery capacities, but we set the initial battery capacity of all nodes to 30 mAh, and the energy for transmitting is set to 280 mAsec which is the default value of the Qualnet network simulator. Energies for receiving and idle are set to 45% and 30% of energy for transmitting, respectively, such as [3] . We assume that all of the candidate algorithms need to send HELLO message in order to find the link status and neighbors' information, and nodes' residual battery capacities are decreased when nodes transmit and receive HELLO messages. The interval of HELLO message is set to once per second.
To evaluate the proposed protocol, we vary the number of connections, the packet transmission rates and the mobile velocities. We summarize the parameters in Table 2 . These simulations under the identical conditions run 5 times with different node topologies, and take averages on the results.
In order to evaluate the novel protocol with the standard and previously proposed protocols, we adopt following performance metrics:
• The total number of collisions represents the number of collisions between nodes in the MAC layer. The performance of the MAC protocol is represented by this metric, which is the main reason for the waste of extra energy by packet retransmission. This metric denotes the efficiency of the congestion control in the MAC layer. • The consumed energy per packet indicates the unit energy in order to receive a packet by the destination. The average transmitted energy, received energy and idle energy of the entire set of nodes are considered in the consumed energies, and the values of average received packets by destination nodes are used. This metric represents the energy efficiency of the protocols.
• The extension of the network lifetime is the main object of the energy efficient protocols of the ad hoc network. We define the network lifetime as the time at which any node exhausts the energy of its battery first during the simulation time.
• The packet delivery ratio is a major metric of the application layer, used to evaluate the performance of the candidate protocols. This ratio represents the average ratio of received packets over transmitted packets by destination nodes through multiple hops during the simulation time, and reflects the network throughput.
• RREQ packet time delay is the average time delay of the RREQ packets from the sources to destinations.
• The end-to-end delay is the average time delay of the data packets from the sources to destinations.
• The throughput is defined as the total amount of data that destinations receive from sources divided by the time it takes for destinations to get the last packet.
Varying Connections
The first simulation is interesting in the effect of congestion; the numbers of connections between the source and destination nodes are varied from 20 to 50. The packet transmission rate is fixed at 5 packets per second, and thus each scenario sends a total transmission of packets of 4000. All 60 nodes move randomly around the network area at 5 meters per second. The numbers of total collisions are introduced in Fig. 5(a) , in which the MAC protocols, IEEE 802.11 DCF, BLAM, and T-CROM(MAC) are compared because this metric is closely related with the MAC protocol. As expected, the numbers of total collisions are increased according to the increase of the numbers of connections. However, T-CROM(MAC) reduces the number of total collisions compared with other MAC protocols in cases of all connections. Especially, it decreases the numbers by up to 27.8% and 21.6% compared to those values for IEEE 802.11 DCF and BLAM protocols, respectively, in the scenario of 20 connections.
The consumed energies per delivered packet are shown in Fig. 5(b) , in which all of the simulated protocols are compared. We can notice that the consumed energies of all protocols are increased as the number of connections is increased because retransmissions occur due to the increase of the network congestion. T-CROM outperforms other algorithms in cases of all connections. T-CROM outperforms the AOMDV+IEEE 802.11 DCF by up to 31%, T-CROM(routing) by up to 26%, AOMDV+BLAM by up to 19% and T-CROM(MAC) by up to 3% at 40 connections. Therefore, the collaboration of routing and MAC schemes has the best energy efficient performance. Figure 5(c) presents the network lifetimes of the scenarios; here, the network lifetimes are decreased as the number of connections is increased. However, T-CROM extends the lifetime better than do other algorithms in all cases of connections. Especially, it extends this metric by up to 18%, 14%, 10%, and 2% compared with values for this metric for AOMDV+IEEE 802.11 DCF, T-CROM(routing), AOMDV+ BLAM, and T-CROM(MAC), respectively, at 20 connections. The packet delivery ratios during the simulation time are shown in Fig. 5(d) ; here, the ratios are decreased as the number of connections is increased. However, T-CROM prolongs the ratios better than do other algorithms in cases of whole connections. At 40 connections, T-CROM raises the packet delivery ratios by up to 45%, 36%, 23%, and 3% compared with packet ratios for AOMDV+IEEE 802.11 DCF, T-CROM(routing), AOMDV+BLAM, and T-CROM(MAC), respectively.
The RREQ packet time delays between the sources and destinations are shown in Fig. 5(e) , where the RREQ packet delays of T-CROM are increased, as compared to AOMDV+IEEE802.11. For instance, the increment time of T-CROM is 11, 115, 206 milliseconds in cases of 30, 40, and 50 connections, respectively, as compared to AOMDV+IEEE802.11. Though T-CROM increases the RREQ time delay, it provides the even usage of the nodes' battery in the network, and therefore increases the network lifetime to receive more data packets than other protocols. The end-to-end delays between source and destination nodes are shown in Fig. 5(f) , where the delays of T-CROM are decreased by 102, 536 and 656 millisecond in cases of 20, 30, and 40 connections, respectively, as compared to AOMDV+IEEE802.11. This results mainly from the reduction of collisions between nodes.
The throughputs received in destinations are shown in 
Varying Packet Transmission Rates
The second simulation scenario varies packet transmission rates from 1 to 5 packets per second; here, the number of connections between sources and destinations is fixed at 50. The mobile velocity of all 60 nodes is set to 5 meters per second in order to emulate the node mobility in the MANETs. As duration for the packet transmission is 800 seconds and the transmission rates range from 1 to 5 packets per second, the total number of transmission packets varies from 800 to 4000. Figure 6 (a) shows the number of total collisions of the MAC protocols during the simulation time according to the increasing of the packet transmission rates. As we expected, T-CROM decreases the total number of collisions dramatically, by up to 33% compared with that number for IEEE 802.11 DCF with AOMDV at 5 packets per second, and by up to 20% compared with that number for BLAM with AOMDV at 1 packet per second. These results show that the improved MAC layer protocol has a very big impact on reducing collisions. The consumed energy per delivered packet during the simulation time is shown in Fig. 6(b) . While the energies consumed to deliver total packets increase as the packet transmission rates are increased, the energies consumed per packet decrease because of the increase of the total transmission packets. This shows that high transmission rates have better efficiency at delivering packets. Furthermore, T-CROM decreases the consumed energy by up to 33% and 28% compared with those values for AOMDV with IEEE 802.11 DCF and AOMDV with BLAM at 1 packet per second because the number of total collisions is decreased due to the improved T-CROM(MAC). The network lifetimes for this scenario are presented in Fig. 6(c) . As the packet transmission rates are increased, the lifetime of the network decreases because of the increase of the number of transmission packets. However, T-CROM increases the lifetime by up to 38% and 28% compared with lifetime values for AOMDV+IEEE 802.11 DCF and AOMDV+BLAM at 1 packet per second because the numbers for total collisions and broken links are decreased due to the improved MAC and routing protocol. The packet delivery ratios during the simulation time are shown in Fig. 6(d) . As the packet transmission rate is increased, the ratio decreases due to the reduction of the network lifetime. However, T-CROM increases the ratio by up to 51% compared with that value for AOMDV+IEEE 802.11 DCF at 2 packets per second because of the reduction of total collisions.
We present the RREQ packet time delays between the sources and destinations in Fig. 6(e) , where the incremental time of the RREQ delay is 10, 50, 145 and 190 millisecond in cases of 2, 3, 4, and 5 packets per second, respectively, as compared to AOMDV+IEEE802.11. However, the overhead compensates with the improvement of the network lifetime due to the even usage of the nodes' battery energy. The end-to-end delays of data packets are decreased as shown in Fig. 6(f) , where T-CROM's delays are decreased by 11%, 5%, and 13% in cases of 3, 4, and 5 packets transmission per second, respectively, as compared to AOMDV+IEEE802.11.
We present the throughputs received in the destination nodes in Fig. 6(g) , where T-CROM outperforms all the other protocols in cases of whole transmission rates. For example, T-CROM is 28% better than AOMDV+BLAM at 3 packets per second. The reduction of collisions between neighbor nodes by the MAC scheme and the even usage of the nodes' battery due to the routing scheme of T-CROM increase the network lifetime and the packet delivery ratio, which produce the improvement of the network throughput.
Varying Nodes Mobility
The last simulation scenario varies the mobility of each node from 1 to 5 meters per second with the random waypoint; here, the number of connections between sources and destinations is fixed at 50, and the packet transmission rate is fixed at 2 packets per second. A total of 1600 packets are transmitted during the simulation time at all levels of mobility. Figure 7 (a) provides graphs of the number of total collisions during the simulation time alongside the increase of node mobility. T-CROM reduces total collisions by up to 20% and 15% compared with total collisions for AOMDV+IEEE 802.11 DCF and AOMDV+BLAM, respectively, along the whole range of mobility. Figure 7 (b) presents a graph of the consumed energy per delivered packet during the simulation time. T-CROM decreases the consumed energy by up to 33% and 20% compared with the value for AOMDV+IEEE 802.11 DCF, along with the increase of node mobility. In Fig. 7(c) , the network lifetimes of this scenario are presented. T-CROM increases the lifetime by up to 15% and 11% compared with lifetime values for AOMDV+IEEE 802.11 DCF and AOMDV+BLAM, respectively, at 4 meters per second. The graph in Fig. 7(d) shows the packet delivery ratios during the simulation time. T-CROM increases the ratio by up to 58% and 43% compared with those values for AOMDV +IEEE 802.11 DCF and AOMDV+BLAM, respectively, at three meters per second. Figure 7 (e) shows the RREQ time delays between the sources and destinations, which of T-CROM are increased by 5%, 7%, and 8% in cases of 3, 4, and 5 meters per second, respectively, as compared to AOMDV+IEEE802.11. The end-to-end delays of the all simulated protocols are shown in Fig. 7(f) , where T-CROM outperforms AOMDV+IEEE802.11 in cases of all mobile velocities.
The throughputs received in the destination nodes are shown in Fig. 7(g) . Although the throughputs are not affected by the mobility of the nodes, T-CROM outperforms all the other protocols in the whole mobility. In particular, the throughput of T-CROM is approximately 25% better than that of AOMDV+BLAM in all the mobility. T-CROM's lifetime and packet delivery ratio considerably are improved by the reduction of the number of collisions by the MAC scheme and the increment of the network lifetime on account of the routing scheme. This effect generates the increment of the throughput.
Conclusion
This paper proposes the collaborative energy-efficient routing and MAC protocol to equalize the energy consumption of all nodes in MANETs, thus extending the lifetime of the network. The routing scheme of T-CROM accommodates the time delay function in flooding RREQ packets; this time delay function is inversely proportional to the residual battery capacity of the intermediate nodes themselves. This function avoids energy-poor nodes, and promotes energyrich nodes, helping them to join the routes. Using the normal distribution function, whose mean is generated by considering the residual battery capacity of the host, the MAC scheme of T-CROM coordinates medium access via the control of backoff time; variance is calculated by considering the number of neighbor nodes of the host.
In several simulations, these two schemes of T-CROM were found to have significantly better performance in terms of the metrics of total collisions, consumed energy per packet, network lifetime, and packet delivery ratios compared to those values for AOMDV with IEEE 802.11 and BLAM in cases of varying connections, varying packet transmission rates, and varying node mobility. Therefore, T-CROM is shown to lead to a significant improvement of network performance.
