Generalized Linear Models (GLMs) are the most widely used models utilized in crash prediction studies. These models illustrate the relationships between the dependent and explanatory variables by estimating fixed global estimates. Since the crash occurrences are often spatially this is due to the capability of GWGLMs models in capturing the spatial heterogeneity of crashes.
INTRODUCTION
For many years, researchers have attempted to investigate the negative impacts of growing travel demand on traffic safety by predicting the number of crashes based on the patterns they have learnt from crashes that occurred in the past. This should lead to providing a predictive tool which is capable of evaluating road safety at the planning-level. Dealing with traffic safety at the planning-level requires the ability to integrate Travel Demand Management (TDM) policies into a crash predicting context. TDM policies are usually performed at a more aggregate level than just on the level of an individual intersection or road section. Thus, the impact of adopting a TDM strategy on transportation or traffic safety should be evaluated at a higher level rather than merely the local consequences. Application of Crash Prediction Models (CPMs) at a macro level like Traffic Analysis Zone (TAZ) leads to a type of prediction models commonly referred to as Zonal Crash Prediction Models (ZCPMs). ZCPMs have been initially introduced by Levine et al. based on Linear Regression models (Levine et al. 1995a ). However, the most common modeling framework for ZCPMs is the Generalized Linear Modeling (GLM) framework (Abdel-Aty et al., 2011; Aguero-Valverde and Jovanis, 2006; Hadayeghi et al., 2010 Hadayeghi et al., , 2007 Hadayeghi et al., , 2003 ; Khondakar et al., 2010; Lord and Mannering, 2010; Lovegrove and Sayed, 2007, 2006; Lovegrove et al., 2010; Lovegrove and Litman, 2008; Naderan and Shahi, 2010; Pirdavani et al., 2013) . Within a GLM framework, fixed coefficient estimates explain the association between the dependent variable and the explanatory variables. In other words, a single model tries to fit the observed data for all locations (i.e. TAZs) similarly. Expectedly, different spatial variation may be observed for different explanatory variables especially where the study area is relatively large. Neglecting this spatial variation may deteriorate the predictive power of ZCPMs.
Spatial variation is known to be an important aspect of traffic safety analysis and in particularly crash prediction modeling. Inclusion of spatial variation in traffic safety studies has been reported by many researchers. In one of the earliest studies, the spatial relationship between activities which generate trips and motor vehicle accidents was studied and applied to the City and County of Honolulu (Levine et al. 1995b ). Different spatial patterns for different variables such as population, employment and road characteristics were identified. LaScala et al. (2000) found that significant spatial relationships exist between specific environmental and demographic characteristics of the City and County of San Francisco and pedestrian injury crashes. Flahaut et al. (2003) presented different methods for identifying and delimiting accidents black-zones. This was an application of spatial correlation in defining accident blackzones which share similar characteristics. A similar study was carried out by Moons et al. (2009) where the structure of the underlying road network is taken into account by applying Moran's I to identify crash hot zones. In another study by Flahaut (2004) , it was indicated that spatial autocorrelation should be integrated in the modeling process if spatial data are being studied. He concluded that spatial models in comparison to non-spatial models, do not overestimate the significance of explanatory variables; thus, spatial variation should be considered to analyze spatial data. Geurts et al. (2005) This spatial variation which is often referred to as "spatial non-stationarity" is overlooked by the GLMs. Following such a modeling approach ends up with a set of fixed global variable estimates which are the same for different TAZs; however, it is possible that an explanatory variable which is found to be a significant predictor of crashes in some TAZs might not be a powerful predictor in other TAZs. There are different spatial modeling techniques that have been applied by many researchers in the crash prediction field. Auto-logistic models, Conditional Auto-regression (CAR) models, Simultaneous Auto-regression (SAR) models, spatial error models (SEM), Generalized Estimating Equation (GEE) models, Full-Bayesian Spatial models, Bayesian Poisson-lognormal models are some of the most employed techniques to conduct spatial modeling in traffic safety (e.g. in Flahaut 2004; Guo et al. 2010; Huang et al. 2010; Khan et al. 2008; Kweon and Lim 2012; Ossenbruggen et al. 2010; Quddus 2008; Sadia and Polus 2013; Siddiqui et al. 2012; Wang et al. 2009; Wang and Abdel-Aty 2006) . The output of these models are still fixed variable estimates for all locations, however, the spatial variation is taken into account.
Another solution for taking the spatial variation into account is developing a set of local models, so called Geographically Weighted Regression (GWR) models (Fotheringham et al. 2002) . These models rely on the calibration of multiple regression models for different geographical entities. The GWR approach has mainly been followed in health, economic and urban studies. Also a few studies have been carried out in the transportation field using this showed that the GWR model performs better than the Ordinary Least Square (OLS) model.
The GWR technique can be adapted to GLM models and form Geographically Weighted Generalized Linear Models (GWGLMs) (Fotheringham et al. 2002) . GWGLMs are able to serve the count data (such as number of crashes) while simultaneously accounting for the spatial nonstationarity. Hadayeghi et al. (Hadayeghi et al. 2010 ) used the GWR technique in conjunction with the GLM framework using the Poisson error distribution. They developed different
Geographically Weighted Poisson Regression (GWPR) models to associate the relationship between crashes and a number of predictors. The results of the comparisons between GLMs and GWPR models revealed that the GWPR models outperform the GLMs since they are capable of capturing spatially dependent relationships.
The first objective of this paper is to examine the existence of spatial correlation in the dependent and other explanatory variables available in the data. The main objective of this study is then to develop different ZCPMs within the GWGLM framework in order to explore the spatial variations in association between crashes and other explanatory variables. Moreover, the performance of GWGLMs will be compared with the GLMs developed in an earlier study (Pirdavani et al., 2012) . In this study GWGLMs are developed using a Poisson error distribution;
henceforth, we refer to these models as GWPR models.
METHODOLOGY Data Preparation
The required information to construct the prediction models consists of exposure, network and socio-demographic data accompanied with the crash data. These data should be collected for the whole study area and also be aggregated to the zonal level. The study area in this research is the Dutch speaking region in northern Belgium, Flanders.
Exposure is an important determinant of traffic safety. Therefore, it is essential to have Table 1 shows a list of variables, together with their definition and descriptive statistics, which have been used in developing the models presented in this paper.
Motivation for Conducting Spatial Analysis
Previous research has indicated that there might be significant spatial correlations in crash Moran's I is an extension of Pearson product-moment correlation coefficient to a univariate series. It may be expected that in the existence of spatial patterns, close observations are more likely to be similar than those far apart. Moran's I can be formulated as follows:
Where n is the number of cases (number of TAZs in our study) indexed by i and j, is the variable of interest, is the mean of x i 's, w ij is the weight between cases i and j, and SumW is the sum of all w ij 's: TAZs are represented by their centroid; therefore, the distance can then be calculated by using the TAZs' centroid information. Adjacent TAZs have short distances from each other while distant TAZs have larger distance values. Thus, the weights are defined as the inverse of distances between each pair of TAZs. In other words, the weight is inversely proportional to the distance between two TAZs. According to Lee and Wong (2001) , the strength of many spatial relationships has been found to diminish more than proportionally to the distance between different geographical features. Therefore, the squared distance is sometimes used to represent the weights. In this study the weight matrix is defined as:
Where d ij is the distance between the centroid of the i th and the j th TAZs.
The value of Moran's I vary from -1 representing the complete spatial dispersion to 1 indicating the full spatial clustering. Table 2 indicate the necessity of considering this spatial correlation when developing crash prediction models. 
Model Construction

Generalized Linear Model
Reviewing the literature for different model forms showed that the following model has been widely used in different studies (Abdel-Aty et al., 2011; Hadayeghi, 2009; Lovegrove, 2005) :
Where ( ) is the expected crash frequency, and are model parameters, is the exposure variable (e.g. VHT, VKT or NOTs) and are the other explanatory variables.
Logarithmic transformation of equation (5) when considering only one exposure variable yields:
Geographically Weighted Generalized Linear models
The Geographically Weighted form of Equation (6) would be:
The output of these models will be different location-specific estimates for each case (here each TAZ). All variable estimates are functions of each location (here the centroid of each TAZ), ( ) representing the x and y coordinates of the i th TAZ. The main purpose of developing geographically weighted models is that these models allow the estimates to vary where different spatial correlation among the explanatory variables exists. If the aim is estimating parameters for a model at a specific location, expectedly the locations nearby this location have a greater impact on this estimation compared with the locations which are far from it. This impact can be expressed by a weighting function. This weighting function is conditioned on the location and changes for each location (Fotheringham et al. 2002) . The weights are derived from a weighting scheme which is commonly referred to as a kernel. There are two kernels which are frequently used to generate the weighting scheme; the Gaussian and the bisquare functions which can be formulated as follows:
Gaussian function:
Where represents the measure of contribution of location j when calibrating the model for location i, is the distance between locations i and j and is the bandwidth (Fotheringham et al. 2002) . It is reported in the literature (e.g. in Guo et al. 2008; Hadayeghi et al. 2010 ) that selection of the kernel function and accordingly the bandwidth is very critical as the model might be very sensitive to this selection. However, Fotheringham et al. (2002) indicated that regarding the fit of the model, the choice of a bandwidth is more important than the shape of the kernel. As a rule of thumb, when the sample locations are commonly positioned across the study area, then a kernel with a fixed bandwidth is a suitable choice for modeling. On the contrary, when the sample locations are clustered in the study area, it is generally better to apply an adaptive kernel; i.e., having larger bandwidth where sample locations are sparser and applying smaller bandwidth for denser sample locations. Adaptive bandwidth will be displayed as a quantile of the number of adjacent locations (TAZs) which will influence the weighting function (e.g. in Table 3 and for Model#4, the bandwidth value is 0.03369; this means that 3.369% of the adjacent TAZs, 74 TAZs out of 2200 TAZs, should be selected to calculate the weighting function for each TAZ).
Despite the fact that parameters estimation depends on the weighting function, selecting an appropriate bandwidth is a more crucial task. There are different approaches that can be used in bandwidth selection. Cross-validation (CV) is a technique in which the optimal bandwidth size is determined by minimizing the CV score which is formulated as follows:
Where n is the number of TAZs and ̂ is the fitted value of when the i th case is left out during the calibration process.
Another method to derive the bandwidth which provides a trade-off between Goodnessof-fit and degrees of freedom is minimizing the Akaike Information Criterion (AIC) (Fotheringham et al. 2002) . It is reported by Nakaya et al. (2005) and GWPR models are developed using a SAS macro (Chen and Yang 2012).
DISCUSSION ON MODEL RESULTS
Finding the Best Fitted Model
A common rule-of-thumb in the use of AICc is that if the difference in AICc values between two models is more than 2, there is a substantial difference in the performance of the two models (Nakaya et al. 2005) . As can be seen in Table 3 , Model#4 outperforms all other models by means of having the minimum AICc value which is far lower than the AICc values of all other models.
Model#4 is fitted using an adaptive bandwidth and a Gaussian kernel function for the weighing function. It can be concluded that for the given data, utilizing adaptive bandwidth and the Gaussian kernel function will result in the best model fit. Therefore, this combination will be used to fit different models by which we aim to compare the performance of GWPR models against GLM models. Table 3 shows that GWPR models outperform the GLM models. Model #1: GLM Negative Binomial model using VKT and NOTs Model #2: GLM Negative Binomial model using VHT and NOTs
Model #3: GWPR model with adaptive bandwidth and Gaussian kernel using VKT and NOTs
Model #4: GWPR model with adaptive bandwidth and Gaussian kernel using VHT and NOTs
Further Investigation on the Selected Model
As stated earlier, the results of the GWPR models are presented as sets of locally estimated coefficients often referred to as 5-number summaries (i.e. minimum, 1 st quartile, median, 3 rd quartile and maximum of coefficient estimates of all local models). Unlike spatially stationary models (e.g. GLM models) which have a single estimate for each variable, variable estimates for GWPR models vary across the space and sometimes have different and unexpected signs. Unlike some other studies (Hadayeghi et al. 2010 ) which report on this trend to happen for their most significant variables, in our study all of the most significant variables have similar signs in line with our expectations. "ln(Number of Trips)" and "ln(Other Roads VHT)" as the most significant variables always have positive signs for all local estimates. However the signs of other coefficients are not always the same. To have a better view on these differences, local variable estimates are depicted in Figure 1 . This issue which is often referred to as "the problem with counterintuitive signs" has already been reported in many studies (Chow et al. 2006; Guo et al. 2008; Hadayeghi et al. 2010) . One explanation for this problem would be the existence of multicollinearity among some variables for some locations. It is quite possible that some variables at some locations are locally correlated while no global multicollinearity observed among the explanatory variables.
Another reason could be due to the basis of calibrating GWPR models. Presumably for some locations, some variables might not be significant variables; therefore, it is possible that the local models produce some unexpected variable signs for those insignificant variables. The latter reason can be easily investigated by mapping local p-values. (Huang et al., 2010; Pirdavani et al., 2012) . As can be seen from Figure 1 , only a few TAZs show negative association with the NOICs (i.e.
TAZs colored in green). When comparing these figures with the corresponding maps in Figure 2 , it is evident that in these TAZs, "Urban" is not a significant predictor. This is similar for other explanatory variables where the TAZs with unexpected variable signs are always the TAZs where variables are insignificant predictors. Generally, the GWPR models outperform the GLM models because of their capability in capturing spatial heterogeneity. As can be seen by comparing the maps in Figure 3 , observed and predicted NOICs are having almost the same pattern. This is an indication of how well these models are able to fit the observed data. 
VALIDATION
Strong dependencies among the local coefficient estimates imply the fact that coefficients are not uniquely defined and as such, any convincing interpretation cannot be derived (Wheeler and Tiefelsdorf 2005) . Due to the greater complexities of the GWR estimation procedure that conceivably causes interrelationships among the local estimates, it is essential to check for multicollinearity among local coefficient estimates. There are frequently used exploratory tools available to discover possible multicollinearity, such as bivariate scatter plots or bivariate correlation coefficients, however, a more statistically oriented measure that adopts a simultaneous view to identify multicollinearity is variance inflation factor (VIF). The VIF quantifies the severity of multicollinearity. It provides an index that measures how much the variance of an estimated regression coefficient is increased because of collinearity.
Analyzing the magnitude of multicollinearity is carried out by considering the size of the VIF.
As a common rule of thumb, 10 is defined (Kutner et al. 2004 ) as a cut off value meaning that if the VIF is higher than 10 then multicollinearity is high. VIF values among local coefficient estimates of models are shown in Table 4 . These results suggest that multicollinearity among local coefficient estimates is not a problem in any of the developed models. Due to the nature of GWR models which are location specific models, validation cannot be accomplished by means of conventional methods (e.g. k-fold cross validation). Unlike traditional regression modeling in which a general model is fitted on training dataset and validated on a test dataset, GWR models are a series of local models, therefore, the concept of training and testing cannot be applied in the context of GWR models. However, a new framework is proposed in this research by which sensitivity of the predictability power of fitted models is checked. To this end, the whole dataset is randomly divided into 10 segments. In each round of model fitting one segment is left out, therefore, there will be 9 different models fitted for each single data point (here TAZ). Each of these models are developed by using the derived information from the neighboring TAZs. In this case, neighboring TAZs are changed in each round of model fitting for each TAZ. Robustness of the prediction models can be confirmed by checking the variability of predictions derived from 9 different models that are fitted for each TAZ. In case of having an acceptable low variation in predictions, it could be concluded that models are not sensitive to presence/absence of specific vicinity TAZs. Moreover, a low variation in predictions further confirms presence of spatial correlation and the right choice of bandwidth, meaning that missing information of left out TAZs are properly substituted by other
TAZs that have similar characteristics to the excluded TAZs. Comparing predictions of different local fitted models revealed a high predictive accuracy, substantiating the robustness of models.
CONCLUSIONS AND DISCUSSION
Application of Generalized Linear Models (GLM) with the assumption of Negative Binomial error distribution might be the most popular technique in crash prediction analysis. The results of GLM models are a set of fixed coefficient estimates which represent the average relationship between the dependent variable and other explanatory variables for all locations. These relationships are assumed to be constant across space. However, these explanatory variables are often found to be spatially heterogeneous especially when the study area is large enough to cover different traffic volume, urbanization and socio-demographic patterns. In this study we first aim to investigate the presence of spatial variation of dependent and different explanatory variables which are being used in developing crash prediction models. This was carried out by computing Moran's I statistics for dependent and selected explanatory variables. The results revealed the necessity of considering spatial correlation when developing crash prediction models. Therefore, different Geographically Weighted Poisson Regression (GWPR) models were developed, using different exposure, network and socio-demographic variables. GWPR models allow the estimations to vary where different spatial correlation among the variables exists. Hence, the association between NOICs and other explanatory variables are formed by means of different local models for each TAZ. Comparing models by means of MSPE and PCC show that local GWPR models always overperform global GLM models, both in fitting the data and predicting the response variable. This is due to the fact that GWPR models are capable of capturing the spatial heterogeneity of crash occurrence. Moreover, global estimates are unlikely to predict local changes properly. For policy makers and for planning at local levels (e.g. municipality level), local GWR models seem to be more appropriate, since global models might fail in capturing local changes. Policy interventions can be customized based on local differences captured by the local models. This policy making capability enhancement demonstrates the superiority of GWPR models compared with conventional fixed models. Furthermore, global models' predictions are more likely to be under/overestimated.
In construction of GWPR models different actions need to be taken. An important task is computing the most proper bandwidth and selecting the most suitable kernel function. For the current data, adaptive bandwidth with Gaussian kernel function result in the best model fit.
Furthermore, the AICc method is adopted to compute bandwidth. This method relies on producing minimum AICc measure and has advantages compared to cross-validation (CV) method. Applying the CV method might increase the risk of over-fitting the calibration data, while the AICc method which penalizes possible small sample bias, accounts for the over-fitting issue.
Another issue that needs further discussion is the choice of the Poisson error distribution in this study. In traffic safety literature, utilizing the Negative Binomial error distribution is more favorable than the Poisson error distribution since it accounts for overdispersion that is commonly observed in crash data. Spatial dependency and interregional heterogeneity are important causes of overdispersion. Since we accounted for this spatial dependence in our models, it is expect that variance will become much closer to the mean (i.e. local models are fitted using a number of vicinity observation that are similar in their characteristics. This is demonstrated by means of Moran's I test for the number of crashes, indicating a significant clustering pattern.). This justifies the choice of Poisson error distribution that is adopted in this study.
