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Abstract: 
Growing interest and penetration of wireless networking technologies is 
underlining new challenges in the design and optimization of communication 
protocols. Traditionally, protocol architectures follow strict layering principles, which 
ensure interoperability, fast deployment, and efficient implementations. However, 
lack of coordination between layers limits the performance of such architectures due 
to the specific challenges posed by wireless nature of the transmission links. 
To overcome such limitations, cross-layer design has been proposed. Its core idea 
is to maintain the functionalities associated to the original layers but to allow 
coordination, interaction and joint optimization of protocols crossing different layers. 
This chapter introduces the reader with the notion of the cross-layer design, 
outlining motivations and requirements, presents the main building blocks enabling 
collaboration between layers, and compares available signaling architectures. Then, 
after mentioning current status of standardization activities in the field, it presents 
novel architectural solutions involving cross-layer design which are proposed in the 
framework of next generation network communications. 
I. INTRODUCTION 
Wireless networks represent technologies with growing interest and expectations 
in the world of communications. This proposed new challenges in the design of 
communication protocols, which are required to adapt to new features of the 
networking environment like shared channels, limited bandwidth, high error rates, 
increased latency, and mobility. 
Traditionally, protocol architectures follow strict layering principles, which provide 
an attractive tool for designing interoperable systems for fast deployment and 
efficient implementation. ISO/OSI model [16] was developed to support 
standardization of network architectures using the layered model. A protocol at a 
given layer is implemented by a (software, firmware, or hardware) entity, which 
communicates with other entities (on other networked systems) implementing the 
same protocol using Protocol Data Units (PDUs). 
The main advantage deriving from the layering paradigm is the modularity in 
protocol design, which enables interoperability and improved design of 
communication protocols. Moreover, a protocol within a given layer is described in 
terms of functionalities it offers, while implementation details and internal 
parameters are hidden to the remainder layers. 
However, such lack of coordination among the layers limited the performance of 
such architectures in front of the peculiar challenges posed by wireless nature of the 
transmission links. 
To overcome such limitations, cross-layer design was proposed. The core idea is to 
maintain the functionalities associated to the original layers but to allow 
coordination, interaction and joint optimization of protocols crossing different layers. 
In Section II of this chapter we first provide an overview of existing wireless 
technologies - ranging from personal area to wide area networks. The main 
characteristics and wireless performance metrics are then discussed and summarized 
in a table for providing a comparison of the different wireless technology alternatives. 
Finally, existing solutions for optimizing performance of communication protocols are 
reviewed and motivation for cross-layer design is presented. 
Section III introduces the reader with the notion of the cross-layer design, provides 
motivation aspects and requirements of cross-layer solutions. It presents the main 
building blocks enabling collaboration between layers and compares available 
signaling architectures. The section is concluded with overview of current 
standardization activities and trends in cross-layering. 
In Section IV we outline novel framework solutions based on the paradigm of 
cross-layer design, which could be included in next generation communication 
networks. 
In Section V, conclusions are presented with a short discussion outlining pros and 
cons of cross-layer design and presentation of future directions in the field of cross-
layering. 
II. OVERVIEW OF WIRELESS NETWORKS 
Wireless networks are becoming increasingly popular in telecommunications, 
especially for the provisioning of mobile access to wired network services. As a 
consequence, efforts have been devoted to the provisioning of reliable data delivery 
for a wide variety of applications over different wireless infrastructures. 
In wireless networks, regardless of the location, users can access services available 
to wired-network users. In this scenario, the IEEE 802.11 standards represent a 
significant milestone in the provisioning of network connectivity for mobile users. 
However, the 802.11 medium access control strategy and physical variability of the 
transmission medium leads to limitations in terms of control over bandwidth, latency, 
information loss, and mobility. Moreover, the deployment of the Transmission 
Control Protocol (TCP) over IEEE 802.11 networks is constrained by the low reliability 
of the channel, node mobility, and long and variable Round Trip Times (RTTs). 
2.1 WIRELESS NETWORK ARCHITECTURES 
In the following paragraphs, a brief classification of wireless networks is provided, 
based on the required coverage area. 
Wireless Wide Area Network (WWAN). WWANs offer connections over broad 
geographical areas with the use of multiple antenna sites (cells). Current WWANs are 
primarily based on second generation (2G) cellular technologies such as GSM and 
CDMA [17]. The third generation (3G) cellular networks were envisioned to replace 
2G technologies, but suffered from the enormous costs for spectrum licenses as well 
as difficulties in identifying proper killer applications. Currently 3G technologies 
correspond to a smaller slice of the overall cellular market than 2G, with a high 
penetration evidenced in Asia Pacific and North America regions [18]. 
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Wireless Metropolitan Area Network (WMAN). WMANs represent a good 
alternative to optical fiber technologies, enabling commutations between multiple 
locations within a metropolitan area. The key wireless technology considered for 
WMANs is based on IEEE 802.16 standard [19], which is also referred as Worldwide 
Interoperability for Microwave Access (WiMAX). Initially, WiMAX technology was 
designed as a metropolitan backbone for interconnection of smaller networks or 
fixed individual users requiring broadband access. This is often referred to as Fixed 
WiMAX and corresponds to IEEE 802.16 finally approved in 2004. Then, Mobile 
WiMAX has been developed – an air interface modification aimed more at end-users, 
rather than small networks, providing the support for nomadic mobility. Mobile 
WiMAX is based on IEEE 802.16e standard amendment [19] approved in 2005. 
Wireless Local Area Network (WLAN). WLAN technologies provide connectivity to 
the end-user terminal devices covering a small geographic area, like corporate or 
campus building. The IEEE 802.11 [20], commonly known as WiFi, became the de 
facto standard for WLAN networking. While the original WiFi specification approved 
in 1997 aimed at 1 or 2 Mb/s at the physical layer, later physical air interface 
modifications increased the transmission rate: 802.11a (1999) for up to 54 Mb/s in 
5GHz band, 802.11b (1999) for up to 11 Mb/s in 2.4 GHz band, 802.11g (2003) of up 
to 54 Mb/s in 2.4 GHz band, and 802.11n for up to 250 Mb/s in both 5GHz and 2.4 
GHz bands. In WiFi, mobile stations establish connections to wireless access points 
which serve as a bridge between the radio link and a wired backbone network. As an 
option, in case mobile stations are located within the transmission range of each 
other and no network backbone access is required, an ad hoc network may be 
created. 
Wireless Personal Area Network (WPAN). WPANs are designed to connect user 
devices located within personal communication range which is typically considered of 
up to 10 meters from a person. Bluetooth [21] is the leading industry standard for 
WPANs. Nowadays, WPANs are supported by mobile phones, PDAs, laptops and 
other wireless devices. Nevertheless, the main application for Bluetooth remains 
wireless headset connection. 
A promising technology in the WPAN scenario is based on Ultra-wideband (UWB) 
radio communications [22], potentially able to provide 1Gb/s links over short range. 
UWB PAN is specified in IEEE 802.15.4a standard [23] completed in March 2007. 
2.2 PERFORMANCE ISSUES AND SOLUTIONS IN WIRELESS NETWORKS 
Nowadays, most of the leading wireless technologies are widely deployed at the 
last mile – connecting end-user to the core of the network, and follow infrastructure 
network organization, where wireless links are mostly used to connect end user 
equipment to the base station which in turn provides connectivity to the fixed 
network. 
Indeed, last mile is the most critical issue in today’s network architectures. The 
characteristics of the last mile links often determine the performance of the overall 
network, representing the actual capacity bottleneck on the entire path from the 
data source to the destination and influencing the characteristics of traffic patterns 
flowing through the network. 
In addition, wireless networks suffer from several performance limitations, in 
some cases related to excessive burden deriving from the layering paradigm 
employed for the TCP/IP protocol stack design. In fact, TCP/IP originally designed for 
wired links (characterized by high bandwidth, low delay, low packet loss probability - 
high reliability, static routing, and no mobility) performs poorly in wireless domain [3, 
10]. 
The main reasons for poor performance are in the very nature of wireless 
technologies and come from the advances their enable: 
Mobility. One of the main advances offered by wireless networks corresponds to 
user terminal mobility, which allows network access from different locations while 
maintaining uninterrupted service. However, mobility - an essential requirement for 
network provisioning on anytime, anywhere basis - comes at a price. 
While most of the existing wireless technologies evolve into a converged All-IP 
network [25], the underlying TCP/IP protocol stack reference model [26] designed for 
the fixed Internet does not allow smooth adaptation for mobility mainly due to its 
layering model [27, 28]. 
Traditionally, mobility management solutions resided within a single layer, with a 
logical division into network (layer-3) layer solutions and link (layer-2) layer solutions 
[29]. However, the decision about which layers should be involved in order to provide 
efficient mobility support represents a hot discussion topic [30, 31]. What becomes 
clear is that the solutions implemented at different layers are more complementary 
to each other rather than alternative. While some layers appear to handle mobility 
better than others, it is clear that mobility support cannot be implemented within a 
single layer in an efficient way, and thus requires cross-layer awareness and 
cooperation as proposed in [31]. 
Similar conclusion is currently driving the design of next generation cellular 
network followed by 3GPP group, which identifies cross-layering as the approach able 
to reduce handoff (handover) latency [32] fitting the requirements of many 
streaming, interactive, and VoIP applications. 
Typical solutions aim at handoff latency reduction such as [33] and [34] and 
suggest notifying the network layer even before the handoff is completed at the link 
layer. This allows network layer to initiate and perform several handoff procedures in 
parallel and guarantee improved performance. 
The differentiation into pre-handoff and post-handoff link layer messages is 
implemented by Tseng et al. in [35]. These messages are used along with cross-layer 
network topology information. The topology information includes logical and physical 
location of neighboring access points, the association between them, and location 
and movement direction of the mobile node, and it is used primarily to reduce 
probing delay and improve routing of redirected traffic. 
In [36], the authors propose S-MIP (Seamless Mobile IP) architecture aimed at 
handling seamless handoff for Mobile IP. The main intelligence is added with the 
introduction of the Decision Engine (DE), which makes handoff decisions for its 
network domain justified on the basis of the global view of nodes connection states 
and their movement patterns (which allow a certain degree of prediction). 
Data transfer performance in wireless networks suffers from several performance 
limitations such as limited capacity, high propagation delay, static routing, and high 
error rate. High bit error rates (BERs), which vary from 10-3 up to 10-1 for wireless links 
while staying between 10-8 to 10-6 for wired channels, have high impact on data 
transfer performance using TCP protocol, which supports the vast majority of Internet 
connections [37, 38]. In general, such error rates greatly degrade the performance of 
TCP due to the additive increase multiplicative decrease (AIMD) congestion control, 
which treats all losses as congestion losses and thus underestimates the actual 
capacity provided by the network. Moreover, the conducted research revealed that it 
is not always possible to compensate undesirable characteristics optimizing bit error 
rate at the physical, link layers or producing transport protocol adaptation to high 
error rates if done separately [39]. However, interlayer communication, wireless 
medium awareness, and joint optimization are envisioned as essential components in 
the field of potential solutions. 
Most of the methodologies aimed at data transfer improvement in wireless 
networks are based on either tight interaction between the link and physical layers, 
or implement techniques enabling TCP layer awareness of the wireless link it 
operates on. For example, collided packets may not be discarded immediately, but 
stored in memory and then combined with future retransmissions triggered at the 
link layer for the purpose of joint packet decoding [40]. This technique, defined as 
network-assisted diversity multiple access (NDMA), exploits diversity of network 
resources leading to throughput performance benefits coming at the expense of 
increased receiver complexity. 
The techniques introducing awareness of the physical medium into TCP are 
typically implemented using different explicit notification techniques. One of the first 
proposals in this category presented in [41] is Explicit Congestion Notification (ECN). It 
reserves a specific bit inside the IP header, which brings indication of network 
congestion back from a router to the sender node. This allows TCP sender to select its 
congestion control actions differentiating between congestion and link error related 
losses. The functionality of other explicit notification schemes is similar to ECN. In this 
way, in Explicit Bad State Notification (EBSN) [42] the sender is notified by the remote 
host of the bad state experienced on the link in order to reset retransmission 
timeouts, while in Explicit Rate Change Notification (ERCN) [43] is allowed to control 
TCP outgoing rate while accommodating delay-sensitive traffic needs. In [44] 
Sarolahti et al. proposed explicit signaling algorithm allowing network routers to 
increase TCP startup performance over high-speed network paths. 
Having the core algorithms controlling TCP functionality such as congestion control 
and error recovery implemented at the sender node turns the design of optimization 
algorithms towards explicit notification solutions, which usually demonstrate 
considerable performance advantages. However, the main drawback for such 
solutions is the requirement for the modification of TCP sender code - traditionally 
implemented inside the operating system kernel, making the deployment of these 
schemes difficult on the wide scale. This drawback opens the possibility for receiver-
side-only modifications or cross-layer schemes limiting protocol stack modifications 
to below IP layer - that can be implemented at the driver level or inside the interface 
card. 
One of such schemes called ARQ proxy is presented in [45, 46]. It aims at overhead 
reduction deriving from the multilayer ARQ employed at the link and transport layers. 
To this aim, it introduces ARQ proxy at the base station and ARQ client at the mobile 
node agents, which substitute the transmission of the TCP ACK packet with a short 
link layer request sent over the radio link. As a result, ARQ proxy releases radio link 
resources required for TCP ACK packet transmission - which can be used by other 
transmitting stations. 
Energy efficiency. A mobile terminal equipment relies on battery power, which 
imposes energy efficient operation to increase the device lifetime. Traditionally, 
power efficient design attempted to increase capacity of the battery and decrease 
the amount of energy consumed by the terminal. However, physical limitations of 
battery power units and high energy consumption of wireless interfaces position the 
main challenge of energy efficient communications into the system management 
domain. The main focus is devoted into joint optimization of the entire protocol 
stack, increasing the “sleep mode” duration for terminal transceiver – the mode with 
power consumption of at least an order to magnitude lower with respect to terminal 
transmitting or receiving modes [47], at the same moment operating a tradeoff with 
efficiency of network communications in terms of connectivity, data routing, 
scheduling, and others. 
Current cellular networks include power efficient design implemented across 
different protocol layers. These techniques include proper modulation choice at the 
physical layer, channel dependant scheduling, cross-layer resource allocation 
schemes [48], emitting power control, smart management of idle and sleep modes – 
all involve tight cooperation between the mobile node and the base station, which is 
performed at different layers of the protocol stack. This fact positions cellular 
networks among the leaders of energy efficient technologies, with a typical battery 
life for the mobile terminal of several days. 
In WiFi networks, similar optimization steps are being proposed, like Feeney et al. 
[47] suggest facing the problem of energy efficiency jointly at the link and network 
layers, or Singh et al. [49] pave the way for power-aware routing proposals by 
defining routing metrics - including terminal and transmission power awareness. 
The problem of maintaining network connectivity with terminals spending most of 
the time in “sleep” mode is proposed to be solved with prediction of movements in 
[50], which involves cooperation between layers 1 to 3. 
At the transport layer, the study shows that most of the widely used TCP 
modifications nowadays do not satisfy all the requirements of an energy constrained 
network environment [51]. This requires energy efficiency to become a part of TCP 
protocol design. Such a design approach is followed by Ci et al. in TCP Quick Timeout 
(TCP-QT) proposal [52]. TCP-QT aims at increasing the “sleep” mode duration by 
introducing a link layer feedback triggering fast retransmission before retransmission 
timeout occurrence. 
While most of the above solutions require cross-layer interactions between two or 
at most three layers, the authors of [53] present a complete methodology for the 
design of cross-layer solutions aimed at energy efficient communications, including 
definition of the scenario, performance-cost modeling, simulation, analysis of 
dependency and other - which provide systematic exploration, problem partitioning 
and defining the cross-layer interactions that are required for optimal energy 
efficiency of the system. 
Quality of Service (QoS). One of the first approaches for QoS provisioning, IntServ 
[54], was based on the idea of reservation of network resources through the entire 
path. The fact that IntServ required support from all network routers on the path, and 
it did not scale to large networks due to the requirement to maintain large number of 
reservations is overcome in DiffServ approach [55], which still requires support from 
network routers but instead of circuit-like reservation over entire network path it 
operates on packet basis. In DiffServ, each packet is marked with QoS requirements 
by the ordinator. Such requirements are typically satisfied by using multi-queue 
processing techniques at network routers, thus introducing prioritization. The QoS 
requirements are specified via Type of Service (TOS) field of the IPv4 header. 
However, despite of the introduction of TOS fields since IPv4 was developed [56], 
most of the Internet routers do not handle it. The DiffServ, being a network layer 
solution, provides good level of performance in wired network. However, additional 
medium-dependant techniques are required in the wireless domain. 
The most widely considered QoS solution for wireless networks is in combination 
of layer-3 approaches aimed at QoS support on a network-wide scale with layer-2 
approaches providing QoS at the wireless link connecting mobile users to the network 
core. This approach is realized in WiFi networks in IEEE 802.11e amendment [57] and 
WiMAX networks [19]. 
In [59], Firoiu et al. provide a comprehensive survey of available QoS mechanisms 
from technical as well as from the business perspective, demonstrating that no 
complete QoS solution can be obtained within a single protocol layer. In [60], the 
authors motivate the need for cross-layer interactions for QoS provisioning in mobile 
networks in order to avoid duplicating signaling efforts. 
QoS provisioning and reduced energy consumption represent a challenging issue 
in battery equipped mobile terminals. Generally, ensuring better QoS leads to an 
increase in energy consumption. Solutions to this problem typically involve power-
aware scheduling and QoS provisioning [61 - 64] involving tight cooperation between 
physical and link layers with QoS requirements specified and controlled at the 
application layer. 
Another type of cooperation could involve transport, link and physical layers, an 
example of which is presented in [65]. This scheme implements dynamic resource 
allocation strategy synchronizing bandwidth allocation requests with TCP window 
evolution. 
In [66], the authors propose CLA-QOS approach, which involves cooperation 
between application, network, and link layers of the protocol stack. The application 
layer at the destination monitors level of QoS constraints satisfaction in terms of 
packet loss ratio and feeds it back to the source node, letting the latter to adapt 
traffic class. The network layer is evolved into end-to-end delay measurement of 
network paths, which is provided to the link layer scheduler performing traffic 
differentiation according to the urgency factor. 
Table 2.1 presents a summary of the characteristics of the main wireless network 
standards, aimed at underlining the common features and similarities among them 
and outlining the level of cross-layer design penetration. The table underlines the 
existence of a tradeoff between mobility, data transfer performance, energy 
consumption, and quality of service. One of such examples is presented in [63] where 
authors balance between QoS and energy efficiency. However, the general trend 
shows that network performance and functionalities are closely related with the level 
of penetration of cross-layer techniques into the design of different wireless systems. 
2.3 CLASSIFYING PERFORMANCE ENHANCEMENT SOLUTIONS 
Various approaches have been proposed to optimize the performance of IEEE 
802.11 wireless networks. These can be broadly categorized into three groups: 
- Link Layer solutions. The principle of this approach is to solve problems locally, with 
the transport layer not being made aware of the characteristics of the individual links. 
Such protocols attempt to hide losses in the wireless link to make it appear to be a 
highly reliable one. Link layer solutions require no changes in existing transport layer 
protocols. The proposed solutions for the link layer can be classified according to 
their awareness of the transport layer protocol. 
TCP-unaware protocols optimize the link layer by hiding existing differences 
between the wireless medium and the transport layer so that the transport layer can 
operate as if it were installed in a wired network. This method does not violate the 
modularity of the protocol stack, however, since the necessary adaptations improve 
the reliability independent of higher-layer protocols. Nonetheless, lack of awareness 
can aspect performance under certain specific conditions. For instance, a link layer 
retransmission technique may trigger a considerable number of TCP time outs, 
greatly decreasing the throughput of TCP. Most of the TCP-unaware solutions, similar 
to the solutions presented in [1, 2], optimize link performance by compensating high 
error rates. 
The TCP-aware link layer protocol presents certain advantages since knowledge of 
the protocol operating at the transport level allows fine tuning of the performance. 
For instance, an approach without awareness of the transport protocol may cause 
local link layer retransmission of a packet, as well as duplicate acknowledgement, 
since retransmissions can be performed on both layers. The well-knows examples of 
the TCP-aware protocols are Snoop [3] and WTCP [4]. 
Table 2.1. Characteristics of leading wireless technologies. 
Technology Mobility 
Data transfer 
performance Energy 
consumption/ 
battery life 
Quality of 
Service 
Cross-Layer 
Design 
Penetration Physical 
rate 
Spectrum 
efficiency 
Wireless Personal Area Network (WPAN) 
Bluetooth 
(2.0) 
Direct 
communication 
Up to 2.1 
Mb/s 
2 bit/s/Hz 
Hours 
High 
(dedicated 
channels) Low 
UWB 
675 Mb/s 1.35 
bit/s/Hz 
n/a 
Wireless Local Area Network (WLAN) 
802.11b 
Nomadic 
subnet 
roaming 
11 Mbps 0.55 
Hours 
Low 
(Best effort or 
802.11e if 
employed) 
Low 802.11a/g 54 Mbps 2.7 
802.11n 250 Mbps 7.22 
Wireless Metropolitan Area Network (WMAN) 
Fixed WiMAX 
(802.16-2004) 
Fixed 
10 Mb/s 
(max up to 70 
Mb/s) 
3.75 
bit/s/Hz 
n/a 
Normal 
(4 traffic 
classes, but 
not 
supported for 
network wide 
connections) 
Medium 
Mobile 
WiMAX 
(802.16e-
2005) 
Pedestrian 
Mobility 
2-3 Mb/s 
(max up to 15 
Mb/s) 
2 bit/s/Hz Hours 
Wireless Wide Area Network (WWAN) 
2G (GSM) 
Seamless 
global roaming 
9.6 – 57.6 
Kb/s 
0.52 
bit/s/Hz 
Days 
High 
(dedicated 
channels, 
voice over 
data priority) 
High 
3G (UMTS) 
384 Kb/s 
(mobile) 
2Mb/s 
(stationary) 
Up to 2.88 
bit/s/Hz 
3G LTE 100 Mb/s 5 bit/s/Hz 
 
- Transport Layer solutions. The theory underlying this approach is the modification of 
the transport protocol in order to achieve high throughput on wireless links. Since 
some packets may be lost, the modified transport protocol should implement 
congestion control as a reaction to packet losses, moreover, other schemes should be 
implemented to consider the peculiarities of the wireless environment. TCP was 
originally designed for wired networks, where packet losses are caused mostly to 
network congestion, rather than errors resulting from noisy channels, handoffs and 
node mobility. A reduction in the congestion window is thus the TCP reaction to 
packet loss of any kind. TCP modifications are logically divided into two groups 
according to the technique they introduce: connection splitting approach and TCP 
modifications. 
Connection Splitting Solutions, like I-TCP [5], divide the end-to-end TCP connection 
is divided into fixed and wireless parts, so that more degrees of freedom are available 
for the optimization of the TCP over both wired and wireless links. The disadvantages 
of this solution mainly involve the attempt to perform transparent splitting (of the 
TCP) from the point of view of the TCP layer of the wired host. This leads to greater 
complexity in Base Station (BS) procedures, which is the most common and suitable 
place for splitting; the greater complexity involves not only the handling of hand-offs 
but also, prevention of end-to-end semantics of the TCP connection and, also greater 
software overhead caused by the TCP part of the stack involved at the intermediate 
point. 
TCP modifications involve a group of solutions which promote small changes on 
the behavior of TCP, such as the mechanics of acknowledgement generation used by 
TCP. The modifications to the TCP make it unnecessary to modify the base station, 
thus avoiding overhead in packet delivery and the increase in BS complexity. The 
major proposals in this framework are summarized below. 
- Cross-Layer solutions. Cross-layer solutions break the principles of layering by 
allowing interdependence and joint development of protocols involving various 
different layers of the protocol stack. The next section is dedicated to present cross-
layer design paradigm, its advantages and possible implementations. 
III. CROSS LAYER DESIGN 
3.1 ISO/OSI TCP/IP PROTOCOL STACK PRINCIPLES 
Currently, design of network architectures is based on the layering principle, which 
provides an attractive tool for designing interoperable systems for fast deployment 
and efficient implementation. 
ISO/OSI model [16] was developed to support standardization of network 
architectures using the layered model. The main concepts motivating layering are the 
following: 
• Each layer performs a subset of the required communication functions 
• Each layer relies on the next lower layer to perform more primitive functions 
• Each layer provides services to the next higher layer 
• Changes in one layer should not require changes in other layers 
Such concepts were used to define a reference protocol stack of seven layers, 
going from the physical layer (concerned with transmission of an unstructured stream 
of bits over a communication channel) up to the application layer (providing access to 
the OSI environment). 
A protocol at a given layer is implemented by a (software, firmware, or hardware) 
entity, which communicates with other entities (on other networked systems) 
implementing the same protocol by Protocol Data Units (PDUs). A PDU is built by 
payload (data addressed or generated by an entity at a higher adjacent layer) and 
header (which contains protocol information). PDU format as well as service 
definition is specified by the protocol at a given level of the stack. 
The same concepts are at the basis of the de-facto standard protocol stack on the 
Internet, namely the TCP/IP protocol stack [26].  
The main advantage deriving from the layering paradigm is the modularity in 
protocol design, which enables interoperability and improved design of 
communication protocols. Moreover, a protocol within a given layer is described in 
terms of functionalities it offers, while implementation details and internal 
parameters are hidden to the remainder layers (the so-called “information-hiding” 
property). 
3.2 THE CROSS-LAYERING PARADIGM 
Standardization of layered protocol stacks has enabled fast development of 
interoperable systems, but at the same time limited the performance of the overall 
architecture, due to the lack of coordination among layers. This issue is particularly 
relevant for wireless networks, where the very physical nature of the transmission 
medium introduces several performance limitations (including time-varying behavior, 
limited bandwidth, severe interference and propagation environments). As a 
consequence, the performance of higher layer protocols (e.g., TCP/IP), historically 
designed for wired networks, is severely limited. 
To overcome such limitations, a modification of the layering paradigm has been 
proposed, namely, cross-layer design, or “cross-layering.” The core idea is to maintain 
the functionalities associated to the original layers but to allow coordination, 
interaction and joint optimization of protocols crossing different layers. 
Several cross-layering approaches have been proposed in the literature so far [69 - 
72]. 
In general, on the basis of available works on the topic, two approaches to cross-
layering can be defined: 
• Weak cross-layering: enables interaction among entities at different layers of 
the protocol stack; it thus represents a generalization of the adjacency interaction 
concept of the layering paradigm to include “non-adjacent” interactions 
• Strong cross-layering: enables joint design of the algorithms implemented 
within any entity at any level of the protocol stack; in this case, individual features 
related to the different layers can be lost due to the cross-layering optimization. 
Potentially, strong cross-layer design may provide higher performance at the expense 
of narrowing the possible deployment scenarios and increasing cost and complexity. 
An alternative notation is “evolutionary approach” for the “weak cross-layering” 
and “revolutionary approach” for the “strong cross-layering” [73]. 
3.3 CROSS-LAYER SIGNALING ARCHITECTURES 
The large variety of optimization solutions requiring information exchange 
between two or more layers of the protocol stack raises an important issue 
concerning implementation of different cross-layer solutions inside TCP/IP protocol 
reference model, their coexistence and interoperability, requiring the availability of a 
common cross-layer signaling model [74]. This model defines the implementation 
principles for the protocol stack entities implementing cross-layer functionalities and 
provides a standardized way for ease of introduction of cross-layer mechanism inside 
the protocol stack. 
In [75], Raisinghani et al. define the goals the cross-layer signaling model should 
follow. They aim at rapid prototyping, portability, and efficient implementation of the 
cross-layer entities while maintaining minimum impact on TCP/IP modularity. 
In this framework, several cross-layer signaling architectures have been proposed 
by the research community. While the following paragraphs will provide an overview 
and comparison between the most relevant solutions, it is important to note that 
research on the topic is far from being complete. In fact, up to now, just of few of 
cross-layer signaling proposals were prototyped and none of them is included into 
current operating systems. 
A. Interlayer signaling pipe. One of the first approaches used for implementation 
of cross-layer signaling is revealed by Wang et al. [76] as interlayer signaling pipe, 
which allows propagation of signaling messages layer-to-layer along with packet data 
flow inside the protocol stack in bottom-up or top-down manner. An important 
property of this signaling method is that signaling information propagates along with 
the data flow inside the protocol stack and can be associated with a particular packet 
incoming or outgoing from the protocol stack. 
Two methods are considered for encapsulation of signaling information and its 
propagation along the protocol stack from one layer to another: packet headers or 
packet structures. 
- Packet headers can be used as interlayer message carriers. In this case, signaling 
information included into an optional portion of IPv6 header [77], follow packet 
processing path and can be accessed by any subsequent layer. One of the main 
shortcomings of packet headers is in the limitation of signaling to the direction of the 
packet flow, making it not suitable for cross-layer schemes which require instant 
communication with the layers located on the opposite direction. Another drawback 
of packet headers method is in the associated protocol stack processing overhead, 
which can be reduced with packet structures method. 
- Packet structures. In this method, signaling information is inserted into a specific 
section of the packet structure. Whenever a packet is generated by the protocol stack 
or successfully received from the network interface, a corresponding packet structure 
is allocated. This structure includes all the packet related information such as protocol 
headers and application data as well as internal protocol stack information such as 
network interface id, socket descriptor, configuration parameters and other. 
Consequently, cross-layer signaling information added to the packet structure is 
fully consistent with packet header signaling method but with reduced processing. 
Moreover, employment of packet structures does not violate existing functionality of 
separate layers of the protocol stack. In case the cross-layer signaling is not 
implemented at a certain layer, this layer simply does not fill / modify the 
corresponding parts of the packet structure and does not access cross-layer 
parameters provided by the other layers. Another advantage of packet structure 
method is that standardization is not required, since the implementation could vary 
between different solutions. 
B. Direct Interlayer Communication proposed in [76] aims at improvement of 
interlayer signaling pipe method by introducing signaling shortcuts performed out of 
band. In this way, the proposed Cross-Layer Signaling Shortcuts (CLASS) approach 
allows non-neighboring layers of the protocol stack to exchange messages, without 
processing at every adjacent layer, thus allowing fast signaling information delivery to 
the destination layer. Along with reduced protocol stack processing overhead, CLASS 
messages are not related to data packets and thus the approach can be used for 
bidirectional signaling. Nevertheless, the absence of this association is twofold since 
many cross-layer optimization approaches operate on per-packet basis, i.e. delivering 
cross-layer information associated with a specific packet traveling inside the protocol 
stack. 
One of the core signaling protocols considered in direct interlayer communication 
is Internet Control Message Protocol (ICMP) [78, 79]. Generation of ICMP messages is 
not constrained by a specific protocol layer and can be performed at any layer of the 
protocol stack. However, signaling with ICMP messages involves operation with heavy 
protocol headers (IP and ICMP), checksum calculation, and other procedures which 
increase processing overhead. This motivates a “lightweight” version of signaling 
protocol CLASS [76] which uses only destination layer identification, type of event, 
and related to the event data fields. 
However, despite the advantages of direct communication between protocol 
layers and standardized way of signaling, ICMP-based approach is mostly limited by 
request-response action - while more complicated event-based signaling should be 
adapted. To this aim, a mechanism which uses callback functions can be employed. 
This mechanism allows a given protocol layer to register a specific procedure (callback 
function) with another protocol layer, whose execution is triggered by a specific event 
at that layer. 
C. Central Cross-layer Plane implemented in parallel to the protocol stack is 
probably the most widely proposed cross-layer signaling architecture. In [80], the 
authors propose a shared database that can be accessed by all layers for obtaining 
parameters provided by other layers and providing the values of their internal 
parameters to other layers. This database is an example of passive Central Cross-
Layer Plane design: it assists in information exchange between layers but does not 
implement any active control functions such as tuning internal parameters of the 
protocol layers. 
Similar approach is presented by the authors of [81], which introduces a Central 
Cross-layer Plane called Cross-layer Server able to communicate with protocols at 
different layers by means of Clients. This interface is bidirectional, allowing Cross-
layer server to perform active optimization controlling internal to the layer 
parameters. 
Another approach, called ECLAIR, proposed by Raisinghani et al. in [75] is probably 
the most detailed from the implementation point of view. ECLAIR implements 
optimizing subsystem plane, which communicates with the protocol stack by means 
of cross-layer interfaces called tuning layers. Each tuning layer exports a set of API 
functions allowing read/write access to the internal protocol control and data 
structures. These API can be used by protocol optimizers which are the building 
blocks of the optimizing subsystem plane. This makes the optimizing system a central 
point for coordination of cross-layer protocol optimizers in order to avoid loops and 
other conflicts. 
Similar goals are pursued by Chang et al. [82] with another architecture falling into 
Central Cross-Layer Plane category. It assumes simultaneous operation of multiple 
cross-layer optimization approaches located at different layers of the protocol stack 
and aims at coordination of shared data access, avoiding dependency loops, as well 
as reduction of the overhead associated with cross-layer signaling. To this aim, an 
Interaction Control Middleware plane is introduced to provide coordination among all 
the registered cross-layer optimizers implemented in different layers. The main 
difference of this cross-layer architecture proposal with other proposals of this 
category is that signaling information propagates along the protocol stack with 
regular data packets - making it a unique combination of Central Control Plane and 
interlayer signaling pipe approaches. 
D. Network-wide Cross-Layer Signaling. Most of the above proposals aim at 
defining cross-layer signaling between different layers belonging to the protocol stack 
of a single node. However, several optimization proposals exist which perform cross-
layer optimization based on the information obtained at different protocol layers of 
distributed network nodes. This corresponds to network-wide propagation of cross-
layer signaling information, which adds another degree of freedom in how cross-layer 
signaling can be performed. 
Among the methods overviewed above, packet headers and ICMP messages can 
be considered as good candidates. Their advantages, underlined in the single-node 
protocol stack scenario, become more significant for network-wide communication. 
For example, the way of encapsulating cross-layer signaling data into optional fields 
of the protocol headers almost does not produce any additional overhead and keeps 
an association of signaling information with a specific packet. However, this method 
limits propagation of signaling information to packet paths in the network. For that 
reason, it is desirable to combine packet headers signaling with ICMP messages, 
which are well suited for explicit communication between network nodes. 
One of the early examples of cross-network cross-layering is the Explicit 
Congestion Notification (ECN) presented in [41]. It realizes in-band signaling approach 
by marking in-transit TCP data packet with congestion notification bit. However, due 
to the limitation of signaling propagation to the packet paths this notification need to 
propagate to the receiver first, which echoes it back in the TCP ACK packet outgoing 
to the sender node. This unnecessary signaling loop can be avoided with explicit ICMP 
packets signaling. However, it requires traffic generation capabilities form network 
routers and it consume bandwidth resources. 
An example of adaptation of Central Cross-Layer Plane-like architecture to the 
cross-network cross-layer signaling is presented in [68]. The chapter suggests the use 
of a network service which collects parameters related the wireless channel located 
at the link and physical layers, and then provides them to adaptive mobile 
applications. 
A unique combination of local and network-wide cross-layer signaling approaches 
called Cross-Talk is presented in [67]. CrossTalk architecture consists of two cross-
layer optimization planes. One is responsible for organization of cross-layer 
information exchange between protocol layers of the local protocol stack and their 
coordination. Another plane is responsible for network-wide coordination: it 
aggregates cross-layer information provided by the local plane and serves as an 
interface for cross-layer signaling over the network. Most of the signaling is 
performed in-band using packet headers method, making it accessible not only at the 
end host but at the network routers as well. Cross-layer information received from 
the network is aggregated and then can be considered for optimization of local 
protocol stack operation based on the global network conditions. 
Main problems associated to deployment of cross-layer signaling over the 
network, also pointed in [45], include security issues, problems with non-conformant 
routers, and processing efficiency. Security considerations require the design of 
proper protective mechanism avoiding protocol attacks attempted by non-friendly 
network nodes by providing incorrect cross-layer information in order to trigger 
certain behavior. The second problem addresses misbehavior of network routers. It is 
pointed out that, in 70% of the cases, IP packets with unknown options are dropped 
in the network or by the receiver protocol stack. Finally, the problem with processing 
efficiency is related to the additional costs of the routers’ hardware associated with 
cross-layer information processing. While it is not an issue for the low-speed links, it 
becomes relevant for high speeds where most of the routers perform simple 
decrement of the TTL field in order to maintain high packet processing speed. 
Fig. 2. Cross-layer Signaling Architectures. 
A comparison of different cross-layer signaling methods through the comparison 
of their essential design and deployment characteristics is presented in Table 4.1. 
Such features include: 
- Scope defines cross-layer approach operation boundaries. Solutions which 
limit their operation to a single protocol stack are more flexible in the choice of 
signaling techniques: they can use internal protocol stack techniques such as packet 
structures or callback functions, thus avoiding processing related overhead and the 
need for standardization effort. 
- Propagation latency parameter describes the delay associated with signaling 
message delivery. It becomes essential for signaling performed across the network, 
where the delay corresponds to the delay of communication links and time messages 
spend in router buffers. For local signaling methods, the delay is usually several 
orders of magnitude lower than for network-wide cross-layering. However, signaling 
using interlayer signaling pipe method is slower than direct interlayer 
communications due to layer-by-layer processing. Moreover, interlayer signaling pipe 
can only afford asynchronous reaction to the event occurred, while direct 
communication allows instantaneous reaction. 
- Communication overhead parameter is more essential for network-wide 
communication and describes the amount of network resources needed for signaling. 
Encapsulation of signaling information into packets headers does not require any 
additional network resources in case reserved fields are used, or corresponds to just 
minor increase in case optional packet header fields are involved. On the contrary, 
ICMP messages require a dedicated effort for their delivery from the network, 
consuming considerable amount of network resources – including also protocol 
(ICMP and IP headers) overhead. The communication overhead for local signaling 
corresponds to the amount of operations (CPU cycles) required to deliver the 
message from one layer to another. This parameter is different from processing 
overhead, which includes message encapsulation and processing. The highest 
communication overhead for local communications is associated with interlayer 
signaling pipe due to subsequent processing at several protocol layers before 
message delivery. 
- Processing overhead is the amount of processing power required for message 
creation, encapsulation, extraction, and analysis. Medium processing effort is 
required for signaling messages transmitted using packet headers and packet 
structures inside the protocol stack (mainly needed for allocation of memory and 
data copy procedures). Higher processing overhead is required for ICMP message 
creation, which involves execution of ICMP and IP layer functions of the protocol 
stack. For network-wide signaling, the overhead of packet headers method is 
medium. The procedures at the end nodes are similar to packet headers signaling 
performed locally, while no additional effort associated with signaling information 
delivery is taken. This is due to the fact that signaling information is encapsulated into 
the regular data packet and is being delivered along with it. 
- Direction of signaling is an important characteristic which defines the 
applicability of the signaling approach to the chosen cross-layer optimization scheme. 
The schemes which do not rely on regular traffic flow (or out-of-band) signaling are 
packet path independent, providing a faster reaction to an event. This reaction can be 
preformed also in synchronous way, while packet path dependant signaling provides 
only asynchronous reaction. The speed and flexibility of path independent signaling 
comes at the expense of the additional communication resources. Nevertheless, path 
independence cannot be only considered as an advantage: many cross-layer 
optimization algorithms require signaling information associated with a specific 
packet transmitted through the network - making path dependant signaling more 
attractive in such cases. In order to implement packet association in non-path 
dependant approaches, a unique identification or a copy of the packet associated 
with the transmitted signaling information should be attached to the message. A 
good example of this technique is “Time Exceeded” ICMP message sent by a router 
for a packet dropped due to expired TTL, which includes IP header and part of data of 
this packet. 
- Requires standardization parameter specifies whether standardization effort 
is needed for the cross-layer signaling method which is considered to fully support 
effective deployment. Standardization is required for signaling performed over the 
network while standardization of network protocols which are used solely inside the 
protocol stack of the single node is still desirable but can be avoided. This positions 
internal protocol signaling methods based on packet structures or callback function 
be less dependent on standardization bodies and thus more flexible for the 
deployment form the implementation point of view as well as time wise. 
Table 4.1. Comparison of the Cross-Layer Signaling Methods. 
Cross-Layer Signaling 
Method 
Scope Propagation 
Latency 
Communicatio
n overhead 
Processing 
overhead 
Direction of 
signaling 
Requires 
standardiza
tion 
Interlayer Signaling 
Pipe 
      
Packet Headers Local Medium High Medium Path dependant √ 
Packet 
Structures 
Local Medium High Medium Path dependant × 
Direct Interlayer 
Communications 
      
ICMP messages 
Local Low Medium High 
Path 
independent 
√ 
Callback 
functions 
Local Low Low Low 
Path 
independent 
× 
Central Cross-layer 
Plane 
Local Low Low Low 
Path 
independent 
× 
Network-wide Cross-
layer Signaling 
      
Packet Headers Local/Network-
wide 
High Low Medium Path dependant √ 
ICMP messages Local/Network-
wide 
High High High 
Path 
independent 
√ 
       
 
The comparison among different optimization approaches should not be seen as 
an attempt to select the best signaling scheme to serve as an implementation basis 
for future cross-layer optimization solutions. On the contrary, the comparison 
demonstrates that no scheme is able to achieve absolute leadership in all the 
evaluated criteria. This fact suggests using a combination of several signaling schemes 
based on the specific cross-layer solution and target optimization goals. 
In case of cross-layer optimization of a local protocol stack, Central Cross-Layer 
Plane methodology as well as Direct Interlayer Communication using callback 
functions seems to be appropriate, unless the optimization algorithm requires 
signaling of information associated with a particular packet. In such case, Interlayer 
Signaling Pipe using packet structures method would provide relevant performance 
advantages. 
In case of network-wide cross-layer optimization, it is suggested to use packet 
headers for the transmission of periodic, delay tolerant, or information associated 
with particular packets. ICMP headers should be used if instant feedback is needed 
and size of signaling message along with associated overhead is relatively small, and 
avoided otherwise in order to reduce consumption of network resources. 
In addition, it is necessary to evaluate the tradeoff between optimization gains and 
introduced signaling overhead, especially in case the proposed cross-layer 
optimization solution implements network-wide signaling. 
3.4 CROSS-LAYER STANDARDIZATION ACTIVITIES 
Nowadays, with wireless technologies driving evolution of networking, cross-layer 
design is envisioned as a proper solution for extending traditional TCP/IP reference 
model into new boundaries and overcoming its design limitations. However, this goal 
requires paradigm shifts by relaxing the restrictions of OSI/ISO layered model and 
allowing a broader view and interdependence between the layers. In [74], the 
authors identify the broadcast nature of the wireless link as opposed to the point-to-
point nature of wired links to be the fundamental reason for limitation of the layered 
structure in such scenario. Furthermore, in [58], the author define cross-layering as 
the only option for design of Mobile Ad Hoc Networks (MANETs) along with 
presenting standardization proposal comprised of four parts: MANET subnetwork 
layer and interfaces, a heterogeneous routing protocol, hierarchical addressing 
schemes, and cross-layer signaling mechanisms. 
While standardization process of unified framework for cross-layer design 
proposals or new protocol stack architectures employing cross-layer interactions is 
still far away, the amount of standardization proposals involving cross-layer 
techniques within standardization bodies is constantly increasing becoming on track 
in different IETF working groups. A good example of recently submitted RFC proposal 
to include transport-layer considerations for explicit cross-layer indications is 
presented in [44]. 
IV. CROSS-LAYER DESIGN FRAMEWORKS 
The next paragraphs outline relevant ongoing activities to define proper frameworks to support cross-
layer design. 
4.1 MODELING CROSS-LAYER INTERACTIONS 
The cross-layer approach to system design derives from enabling interaction 
among protocols operating at different layers of the protocol stack in order to 
provide improvement in terms of some performance metric. 
Quantifying the effect of these interactions is very important in order to be able to 
systematically relate such interactions to system outcomes and be able to quantify 
the decision to take such interactions into account – using a cost-benefit analysis, so 
that the benefits outweigh the cost of additional complexity and “layer violation”. 
This aspect has been generally neglected in the area of wireless networks, where the 
discussion has been mostly qualitative or architectural, assuming the more the cross-
layer interactions, the better the performance. 
The subject of systematic study of cross-layering from a “system theoretic” point 
of view is found in the work of Law and Doyle, for example [24]. The authors follow a 
top-down approach to set “holistic” objectives as opposed to the wide-spread 
“bottom up” and “ad hoc” identification and usage of cross-layer formulations on a 
case by case empirical basis. 
Doyle’s “NUM” methodology allows the formulation of systematic cross-layering 
as a “decomposition” of an optimization problem, and thus begins to address the 
important issues of modularity versus optimality, also other tradeoffs including 
signaling and locality. 
A unifying analytical framework designed to bridge the gap between theory and 
practice is presented in [6]. It models the layers by analyzing and quantifying inter-
layer interactions. This framework allows quantification of the sensitivity and 
optimization of the identified performance metrics with the respect to design and 
operating parameters across the layers. It also establishes some important guidelines 
for the implementation of cross-layer schemes by use of signaling architectures. 
4.2 DISTRIBUTED PROTOCOL STACKS 
Nowadays the networking environment significantly differs from the one the 
TCP/IP reference model was designed for. Current trend in networking is towards 
heterogeneous networking [7] with the main driving factor represented by rapid 
development of large scale wireless networks [8]. In this heterogeneous 
environment, TCP/IP shows poor performance [9, 10], driving innovation towards the 
identification of more cooperative cross-layer design solutions. 
The concept of Distributed Protocol Stacks [11] is built up on cross-layering 
combined with “agent-based networking” and proxy-based design. 
The Distributed Protocol Stacks architecture extends traditional layered (ISO/OSI 
or TCP/IP) protocol stack by allowing abstractions of “atomic” functions from a 
specific protocol layer and by providing means of detaching the abstracted functional 
blocks from the protocol stack in order to relocate them within the network (“in-
network”). 
Fig. 3 presents the details of the Distributed Protocol Stack architecture. The 
design process is composed of the following procedures: abstraction, detachment, 
connection, and execution. 
 
Fig. 3. Distributed protocol stack architecture. 
Abstraction. Before a specific function or a set of functions of the protocol stack 
can be distributed over the network, they should be abstracted and detached from 
the protocol stack of the host node. 
Identification of the functions to be abstracted depends on the optimization goal 
and is performed on a case-by-case basis. However, as a general recommendation an 
abstraction should be performed with non-time critical functions, functions which 
work on packet basis and do not require continuous access to the internal to the 
kernel structures. Ideally, abstracted functions should fit into a single functional block 
which operates at a packet flow basis and requires minimum or no input from the 
host protocol stack. The output of the abstracted functional block should be applied 
to the packet flow (for example controlling a single bit in a packet header), trying to 
avoid the requirement for direct communication with the host protocol stack. 
Examples of protocol stack functional blocks that could be easily abstracted 
include TCP ACK generation module, header compression, IP security related 
functionalities, congestion related packet drop notification, advertise window 
adjustment in TCP, and many other. 
Detachment. Once the identified set of functions is abstracted as a standalone 
functional block within a protocol layer, it can be detached and moved into the 
network. This procedure requires a certain level of cooperation from network 
elements (routers, switches, or gateways). In particular, network element can be 
considered “friendly” to the proposed Distributed Protocol Stack if they provide an 
environment able to support execution of the detached functional blocks – the 
Module Running Environment (MRE) - as an extension of their protocol stack (see Fig. 
3). 
MRE provides universal ways for registration and execution of different functional 
blocks. For example, it may provide a set of standard API functions which can be used 
by the host node to first transfer the abstracted functional block realized in the set of 
instructions understood by MRE (module description script language), and then 
register and run the transferred module. 
Alternatively, avoiding the need for module transfer and registration procedures, 
functional blocks could be chosen from functional block library implemented at the 
network element. Execution of such blocks at the network element could be 
controlled by the host node or configured by network operator. 
In this chapter, for sake of simplicity and aiming at providing a realistic scenario, 
we assume an infrastructure wireless network scenario where the mobile node 
detaches some of its protocol stack functions onto the base station. The base station 
is considered to be friendly in terms of MRE implementation, while other network 
nodes do not necessarily provide MRE functionality. MRE is considered to be 
implemented with functional blocks already installed and running at the base station 
- avoiding host node driven transmission, installation and configuration of the 
abstracted functional blocks. 
Communication between the detached functional block with the host protocol 
stack is performed using a Module Connection Interface (MCI), which is designed to 
provide communication between the detached functional block and the host protocol 
stack. 
CMI is composed of two components: 
- Internal Module Connection Interface (IMCI) connects the detached functional 
block with MRE at the base station side, while at the host node it provides 
communication interface with the protocol layer the functional block has been 
detached. 
- External Module Connection Interface (EMCI) component provides 
communication between the detached functional block and the host protocol stack 
across the network with the use of External Module Communication Protocol (EMCP). 
The main idea behind CMI separation into internal and external parts is designed 
for the purpose of module communication overhead reduction. In particular, EMCI 
components could be implemented at the lower layers or the protocol stack, leading 
to fewer header overhead and faster processing. The communication with the IMCI 
located at the protocol layer where the detachment was performed is performed 
locally within the protocol stack and it thus does not consume network resources. 
Execution of the detached functional block can be triggered by the host node using 
MRE module installation primitives, or can be configured and running by the base 
station - without requiring interaction with the host node. In the later case, the base 
station is responsible for notifying its clients with the information related to the list of 
functional blocks available. Nevertheless, it should also consider the case of operating 
with clients which are unaware of functional blocks running at the base station or 
clients which do not support such operation. Operation of the detached functional 
blocks should be performed in the transparent way, causing no communication 
performance degradation. 
The design of distributed protocol stack solutions should be driven by cost / 
benefits analysis, where cost is related to (possibly) reduced interoperability and 
increased communication overhead between the detached functional block and the 
host protocol stack, while benefits can be measured in terms of protocol stack 
performance, enablers for novel user applications, or be driven from the network 
operator perspective. 
4.3 DYNAMIC ADAPTATION AND COGNITIVE DESIGN 
Degradation of performance due to time-varying network conditions is a 
challenging issue that needs to be properly addressed by current network research. 
The dynamic adjustment of the protocol stack parameters in a cognitive fashion is a 
promising approach to deal with that issue. Such idea was introduced by Mitola [12], 
along with the concept of cognitive radio, while the broader concept of cognitive 
network [13] considers system-wide goals and cross-layer design. Cognitive network 
is a recently emerged networking paradigm that combines cognitive algorithms, 
cooperative networking, and cross-layer design in order to provide real-time end-to-
end optimization of complex communication systems. 
Fig. 4 outlines main functional blocks of a proposed architecture enabling 
cooperative optimization of the protocols implemented at different layers. To some 
extent, the architecture proposed in [14] can be considered as a possible instantiation 
of the concept of cognitive network under the constraints given by interoperability 
with existing TCP/IP based architectures. 
To operate with a standard protocol stack, each protocol layer is enhanced with a 
small software module able either to obtain information internal to the specific layer 
(observation) or to tune its internal parameters (action). The information sensed at 
the different protocol layers is delivered to the cognitive plane implemented at the 
cognitive node. This cognitive plane runs data analysis and decision making 
processes. 
 
Fig. 4. Cooperative Framework. 
Results of data analysis could lead to information classified as knowledge, storable 
in the local knowledge database. 
The main task of the cognitive engine at every node is the optimization of different 
protocol stack parameters in order to converge to an optimal operational point given 
the network condition. Such operational point can be expressed by a utility function 
combining quality reports from all the running applications as well as other layers of 
the protocol stack. For that, cognitive adaptation algorithms include phases such as 
observation, data analysis, decision-making, and action. 
The decisions made by the cognitive engine at the node aim to optimize the 
protocol stack performance and are driven by the goals specified in the local 
database. The scope of such goals is local (at node level). Most of them are generated 
by the demands and QoS requirements of user applications running at a given 
cognitive node. 
Global optimization goals are defined on an end-to-end basis. Their achievement 
requires cooperative actions from different network nodes which are implemented 
using cooperation/negotiation plane operating closely with the cognitive engine.  
While goals and knowledge databases are directly connected to the cognitive 
plane of the node and allow instant information exchange, the cognitive plane 
communication with the protocol stack is performed by the signaling plane. Signaling 
plane is responsible for providing a proper way for signaling information delivery. 
Depending on signaling type required, i.e. indication of parameter values, signaling 
threshold violation, or a callback-like indication, different signaling methods are 
required for parameters at different layers. 
The signaling plane allows information exchange not only between the cognitive 
engine and different protocol layers of a single node. It also provides two interfaces 
for communication with other network nodes, to enable exchange of parameters’ 
values or targeted end-to-end optimization goals. One interface operates on a peer-
to-peer basis which allows information exchange between any two nodes of the 
network in a distributed manner. An alternate (or complementary) one, called 
Cognitive Information Service (CIS), corresponds to a network broadcast channel 
where information inserted by a given node is heard by all the nodes of the network 
segment. CIS signaling has obvious limitations in scalability. Because of that, it is 
mainly used in well-defined parts of the network with limited number of nodes, like a 
WiFi cell for example. 
Cooperation and negotiation plane is responsible for harvesting cognitive 
information available at other network nodes, filtering and managing them in a 
distributed manner. The performed information harvesting can be performed on a 
scheduled basis or by using instant requests or interrupts. Moreover, information 
could be node-specific or parameters associated with a particular data flow. 
The analysis of information gathered from cognitive nodes helps the cognitive 
engine to construct global knowledge and goals. Upon every adjustment, such 
information is reported back to cognitive nodes, so that they can adjust their 
appropriate local databases and, as a result, their behavior. 
The main characteristic of the cognitive network architecture is scalability, assured 
by the use of a combination of centralized (at node level) and distributed (at network 
level) techniques. In particular, at node level, the core cognitive techniques (such as 
data analysis, decision making, and learning) are concentrated in the cognitive planes 
of the nodes and implemented in a centralized manner. Furthermore, observation 
and action software add-ons to the protocol layers serve only as instruments and 
cognitive planes are typically “non-intelligent”. Distributing cognitive process among 
the protocol layers (especially the learning and decision making functions) would 
require complex algorithms for synchronization and coordination between intra-layer 
cognitive processes. Alternatively, it seems that a single centralized cognitive process 
at node level brings a simpler solution, while implementation of cognitive process at 
network layer must be distributed or clustered implemented. 
The cooperative optimization framework presented in this section aims at 
supporting dynamic configuration and optimization of communication protocols. It 
provides a way for network elements to adapt their configuration and protocol stack 
parameters in order to constantly adapt to changing network conditions. The process 
of search for optimal setup of protocol parameters is performed by using cognitive 
algorithms [15] and by sharing information among network nodes. 
The proposed approach is based on the cooperative architecture presented in the 
previous section and extensively relies on quality feedback loops as well as 
commands allowing them to control of parameters internal to the protocol layers 
parameters. The core idea is to enable each node to randomly select minor variations 
of some parameters, test them and use the information to identify the best 
parameter setting given the operating context. 
The main task of the cognitive plane is the adaptation of different protocol stack 
parameters in order to converge to an optimal operational point given the network 
state. This way, the cognitive adaptation algorithms include phases such as data 
analysis, decision-making, and action, as illustrated in Fig. 5. 
 
Fig. 5. Cognitive Adaptation Algorithm. 
One of the main design requirements for the presented cooperative framework is 
to provide cognitive adaptation with minimal changes in the protocol stack. In the 
proposed approach, each protocol parameter P is expressed in terms of its default 
value Pdef and its operation range [Pmin, Pmax]. The operation of the protocol is 
initiated with parameter P set to its default value. Then, the cognitive mechanism 
begins searching for optimal P values. 
At the end of a given interval I, the cognitive mechanism measures using a defined 
quality metric and stores the obtained performance from the current value of P 
accordingly. Then, the mechanism selects the value of P that provides the best 
performance. That value is assigned to the mean of a random number generator that 
follows a normal distribution. Finally, a new value for P is chosen in the range [Pmin, 
Pmax] from the random number generator. The initial mean for the number generator 
is Pdef. This loop continuously adjusts the mean of the normal distribution to the value 
of P that provides the best performance under current network conditions. The mean 
of the normal distribution converges to the best P value for the current network 
state. As a result, that value is chosen with a higher frequency. The standard 
deviation assigned to the normal distribution affect the aggressiveness of the 
mechanism in trying new values of P at each interval I. 
The following paragraphs provide a numerical evaluation of the potential of cross-
layering and adaptability in this framework. The described cognitive adaptation 
approach was implemented inside TCP congestion control algorithm. Specifically, the 
speed of the congestion window increase was controlled based on the observed 
performance using cognitive approach. Moreover two scenarios were selected based 
on the scope of the cognitive optimization: inter-layer and inter-node. 
In inter-layer scenario cognitive information is exchanged between different layers 
of the protocol reference model, but no inter-node communication is implemented. 
Fig. 6 presents the obtained performance which demonstrates the ability of the 
cognitive engine to converge to the optimal value of the parameter α defining the 
speed of congestion window increase. For both evaluated error rates probabilities 
denoted as Flow F1 and F2 the cognitive approach always leads to the optimal 
throughput performance.  
 
Fig. 6. Average throughput performance of a single TCP flow with different fixed 
congestion window increase (α) parameters and cognitive adaptation approach. 
In case inter-node cognitive optimization is implemented the performance of 
neighboring nodes is taken into account when tuning aggressiveness of the local 
protocol stack. This way, possible unbalance in the assignment of network resources 
can be avoided. 
Fig. 7 compares the performance obtained by the scenario with no cooperation 
involved as well as when cognitive operation is performed on inter-layer and inter-
node basis for a multi-flow scenario. 
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Fig. 7. Multi-flow TCP throughput performance for case with no cognitive 
adaptation, intra-layer cognitive adaptation, and inter-node cognitive adaptation. 
As expected, the throughput decreases for long links with high error rates (F4). The 
main reasons for such throughput reductions are link errors and well-known RTT 
unfairness for flows with different RTTs competing for the same buffer resources. 
It can be observed that intra-layer cognitive engine can easily solve the problem of 
link losses converging to the optimal throughput value. However, it cannot cope with 
the problem of RTT unfairness, which requires coordination between flows. Such 
coordination is performed at the inter-node level. 
References [83, 84] provide more details on the experiments performed. 
V. CONCLUSIONS 
Cross-layer design represents a suitable technology to overcome some of the 
current limitations of TCP/IP stack, especially in the case of wireless networks. Its core 
idea is to maintain the functionalities associated to the original layers but to allow 
coordination, interaction and joint optimization of protocols crossing different layers. 
This chapter introduced the concept of cross-layering, underlining its merits and 
limitation, and provided information about the diffusion of such design paradigm, 
both in the literature as well as in existing wireless standards. Moreover, most 
interesting research directions were introduced and discussed. 
In summary, the relevance of cross-layer design is clear in today’s and tomorrow’s 
wireless networks. However, even though thousands of contributions are available on 
the topic, research on cross-layering is still opening new perspectives, especially on 
architectural issues and dynamic adaptation of network behavior- but also on the 
tradeoff between performance and interoperability. 
In conclusion, based on the proposed analysis of ongoing efforts, cross-layer 
design appears to be a suitable approach for future contributions in the framework of 
WLANs – able to address emerging issues related to ever-higher performance, energy 
consumption, mobility. 
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