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Abst ract  
We describe a software package for computing and manipulating the subdivision of a sphere by a collection 
of (not necessarily great) circles and for computing the boundary surface of the union of spheres. We present 
problems that arise in the implementation f the software and the solutions that we have found for them. At the 
core of the paper is a novel perturbation scheme to overcome degeneracies and precision problems in computing 
spherical arrangements while using floating point arithmetic. The scheme is relatively simple, it balances between 
the efficiency of computation and the magnitude of the perturbation, and it performs well in practice. In one O(n) 
time pass through the data, it perturbs the inputs necessary to insure no potential degeneracies and then passes 
the perturbed inputs on to the geometric algorithm. We report and discuss experimental results. Our package is 
a major component in a larger package aimed to support geometric queries on molecular models; it is currently 
employed by chemists working in "rational drug design". The spherical subdivisions are used to construct a
geometric model of a molecule where each sphere represents an atom. © 1998 Elsevier Science B.V. 
1. In t roduct ion  
1.1. Background 
It has been found out and repeatedly rediscovered that there is a huge gap between geometric 
algorithms as they are described in most theoretical papers and their implementation i  software. Two 
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issues that are often ignored in the theoretical pproach turn out to be critical in practice: degeneracies 
and numerical precision (collectively referred to as "robustness"). Surveys on the topic can be found 
in [22,25,34], also several brief state-of-the-art summaries on the topic are collected in [23]. 
In theory degeneracies are often handled by assuming eneral position, namely assuming that 
degeneracies do not occur. The numerical precision problem is solved by assuming infinite precision 
real arithmetic [26]. For certain algorithms and geometric objects this assumption is realizable in 
practice by using exact arithmetic [1-3,5,13,29,35]. Computing with exact arithmetic is in general 
more costly than using floating point arithmetic, and in certain cases not realizable because of the 
geometric primitives that need to be manipulated. 
The software package that we describe in this paper computes the boundary of a union of spheres, 
the surface area of the boundary, and the intersection pattern of any sphere with all the other spheres 
in a given set. We therefore have to compute the intersection of pairs and triples of spheres and 
various tangency points of great circles and little circles 2 on a sphere. Such computations are not 
straightforward (although theoretically possible) to carry out using exact arithmetic. Moreover, floating 
point arithmetic has the obvious advantages of availability and efficiency. Our goal here is to devise 
robust algorithms that deal with intersecting spheres in IR 3 while using floating point arithmetic. Some 
examples of previous and related work on robust floating point geometric algorithms can be found in 
[ 15,16,20,25,30,31 ]. 
Our motivating application is geometric modeling of molecules. Our software package is part of a 
toolbox aimed to support he chemist in the drug design process [11,12]. The basic geometric model 
of a molecule that we use is the so-called hard sphere model (described in Section 2.2). Since the 
hard sphere model is an approximate model to begin with, we have the freedom to perturb the spheres 
slightly without much effect on the relevance of the model. 
When computing with floating point arithmetic we cannot precisely determine degeneracies; we can 
only know that we are in a potentially degenerate situation. For a small parameter e > 0 which we 
call the resolution parameter, we regard any pair of features which are closer than c to each other as a 
degeneracy. (A "potential degeneracy" may be a more appropriate term, but for brevity we will refer 
to such a situation as degeneracy.) Our new scheme guarantees that for a given parameter c > 0, all 
the features of the spherical arrangement are at least e apart (a formal definition of the e-separation 
is given in Section 3). The resolution parameter c depends on the floating point precision and on the 
type of operations. We assume here that e is given. There are numerical analysis methods to compute 
useful bounds on c; see [21, Chapter 4] for examples concerning linear objects. We point out that in 
our algorithms the "depth of operations", namely how many times in a row the result of one operation 
is the operand in another operation, is bounded by a small constant. Therefore one can obtain a bound 
on the resolution parameter that does not depend on the input size n--the number of spheres, in our 
case. 
1.2. Summary of results 
We present an efficient perturbation scheme for a collection M of n spheres in R 3 that makes our 
geometric algorithms robust. For any given resolution value c > 0, we determine a parameter 6 that 
2 Throughout he paper we use the term little circle to mean any circle on a sphere S that is the intersection of  S with 
another sphere. 
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Fig. I. The sphere model of a molecule. The arrow points to the sphere whose spherical rrangement is drawn in Fig. 2(a). 
depends on e but is independent of the number of spheres, and present a scheme that perturbs each 
sphere by at most 6, resolves all the degeneracies in the arrangement of the spheres, and runs in O(n) 
time. We also take care of degeneracies that result from a further decomposition (or refinement) of 
the spherical arrangements known as the trapezoidal decomposition (see Section 2.1) by chosing the 
"poles" for the decomposition (a free parameter in the refinement) such that the angular separation of 
the added arcs will be above a certain threshold a;. Here, also, we choose a; so that determining the 
poles can be done fast. 
We have implemented this perturbation scheme and we report experimental results below. They 
show that in most cases the time taken up by the perturbation scheme is negligible (Section 5). 
1.3. Comparison with related work 
Our approach to robustness can be categorized as fixed precision approximation. The approximation 
is achieved by a controlled perturbation that removes all degeneracies. Our approach requires a detailed 
analysis of all degenerate cases that can arise in the arrangement and its refinement. In that sense it 
shares a feature with the work of Burnikel et al. [4] that solicits the direct handling of degeneracies. 
Of course the big difference between our approach and theirs is that they use exact arithmetic. 
A typical algorithm for computing arrangements consists of two intertwined parts: (i) computing 
features, usually vertices of the arrangements and special points such as points of vertical tangency, and 
(ii) computing adjacencies between features to create a "map" of the subdivision that can be traversed, 
cell by adjacent cell. The first step is usually ignored in the computational geometry literature (unless 
some sophisticated data structures are necessary to identify the features) and when it is non-trivial, 
the difficulty lies in the algebra. The second step is more challenging, especially when degeneracies 
need to be taken into account. 
Burnikel et al. [4] and most other algorithms handle degeneracies during the second stage. Indeed 
Burnikel et al. achieve a clean solution for a 2D problem. We work with degeneracies only at the first 
stage, which is much simpler since we only work with features rather than with adjacencies. When 
our algorithm gets to the second stage it is guaranteed that all degeneracies have been removed and 
this makes programming far simpler. We believe that extending their approach to three and higher 
dimensions will be a difficult ask, because of the large number of special cases that needs to be handled; 
this has motivated the body of research on perturbations schemes for a long time [9,10,28,33]. 
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The obvious disadvantage of our approach relative to theirs and to any scheme that uses exact 
arithmetic is that we approximate he input, which may be unacceptable in certain applications. How- 
ever, a large number of engineering and physical world models are approximate to start with and a 
controlled perturbation of the type proposed here is within the error bounds of the measurement/model. 
Moreover, there are application domains where workers prefer approximations of geometric objects to 
precise objects, because running time, for example, is more important than precision. In such cases, 
our scheme, if applied, can be viewed as part of the approximation. 
Another approach in the framework of fixed precision approximation is snap rounding [20]. This 
approach as been recently revisited [15] and has been successfully implemented for two-dimensional 
arrangements of segments. The disadvantage of this approach relative to ours is that not only snap- 
rounding does not resolve degeneracies, it in fact creates degeneracies. In two-dimensional rrange- 
ments this hardly has any effect on the difficulty of programming, but we believe that in three- 
dimensional space (e.g., arrangements of triangles in 3-space), again because of the variety of degen- 
erate cases, it would be much more difficult to define and implement. 
A common approach to fixed precision robustness, in the folklore of practitioners of geometric 
computing, is to apply a small random perturbation to all the input objects, then run the algorithm, 
and if a problem occurs, 3 start again by applying a random perturbation to the objects. Our scheme 
is different in that it is guaranteed to succeed (provided that the right parameters are chosen) and it is 
guaranteed to work efficiently. The price that we pay is in the detailed analysis of degeneracies, and 
programming the tests to check if they arise. 
If degeneracies are not removed and exact arithmetic and explicit degeneracy handling code is not 
added, the algorithm will fail. In the case considered here, during the construction of the surface 
patches the graph of patch connectivity will become invalid and no longer correspond to a valid 
topology. The algorithm will then either enter an infinite loop or give meaningless output. 
Ours is definitely not the first implementation f an algorithm for computing molecular surfaces; 
see, e.g., [6,8,27,32] and the recent survey by Connolly [7]. We believe that our approach stands out 
in its efficient reatment of robustness i sues, and in the ease and flexibility of computing substructures 
of the collection of the spheres, such as the union of a subset of the spheres of one molecule consumed 
by another molecule. 
Remark. Due to severe space limitations in this issue, we had to remove several sections that appear in 
the full version. For further details and more experimental results, see AI-MEMO-1618, AI Laboratory, 
MIT, 1997 [19], which can be retrieved by anonymous ftp to publications.ai.mit.edu. 
2. Preliminaries: spheres and molecules 
2.1. Little circles on a sphere 
A collection of circles on a sphere S induces a partitioning of the sphere into vertices, edges and 
faces. We call such a partitioning a spherical arrangement; see Fig. 2(a). If all the circles are great 
3 What a problem is depends on the algorithm and the implementation a d refers to any unexpected or undesired outcome 
of the program. 
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(b) (c) 
Fig. 2. (a) A spherical arrangement, (b) its full trapezoidal decomposition, and (c) partial trapezoidal decomposition. 
circles, then one can transform the spherical arrangement into a planar arrangement of lines [17], 
which is a simpler object to handle [14]. However, in our application the circles are not necessarily 
great circles. Each of the circles is the result of the intersection of S with another sphere. We refer to 
these more general circles as little circles. 
The faces in the spherical arrangement eed not be simply connected, and each face may have a large 
number of edges on its boundary. We can apply a standard refinement procedure, called a trapezoidal 
decomposition that will make each face homeomorphic to a disc and have at most four edges on 
its boundary, as illustrated in Fig. 2(b); see, e.g., [17, Section 21.3] for more details on trapezoidal 
decompositions. For decomposing a spherical arrangement, we fix a pair of antipodal points as poles. 
We call the great circles through the poles polar circles, arcs of polar circles polar arcs, and any point 
on a little circle that is tangent o a polar circle we call a polar tangency. For every polar tangency of 
every circle in our collection, we extend a polar arc in either direction until it hits another little circle 
or reaches a pole. We do the same from every intersection point of a pair of little circles. We call this 
refinement the full trapezoidal decomposition. 
If we are only concerned with making each face simply connected and making the graph of all the 
edges of the arrangement connected then using a partial trapezoidal decomposition, i  which polar 
arcs are only extended from polar tangency points and not from intersections, uffices. See Fig. 2(c). 
2.2. The hard sphere model 
A common approach to representing the three-dimensional geometric structure of a molecule is to 
represent each of its atoms by a "hard" sphere. In this model, the spheres are allowed to interpenetrate 
one another, therefore it is sometimes referred to as the "fused spheres" model (see Fig. 1). The 
envelope surface of the fused spheres may be regarded as a formal molecular surface. In spite of its 
approximate nature, it has proven useful in many practical applications. For more background material 
and references, ee for example the survey paper by Mezey [24]. 
In [18] the hard sphere model is studied from a computational geometry point of view. Several 
observations are made in that paper showing that, because of certain special properties, the spheres in 
this model can be efficiently manipulated. We cite below the results that will be needed in later sections. 
Theorem 2.1 states the conditions that make the sphere model of a molecule favorable. Theorem 2.2 
summarizes a hash-table based data structure that is constructed exploiting these conditions. 
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Theorem 2.1 [18]. Let M = {B1, . . . ,  Bn} be a collection of • balls in 3-space with radii r l , . . .  , r n 
and centers at c l , . . . ,  cn. Let r = mini ri and let R = maxi ri. Also let S -- {$1,. . . ,  Sn} be the 
collection of spheres uch that Si is the boundary surface of Bi. If there are positive constants Pl, P2 
such that R / r  < pl and for each Bi the ball with radius p2ri and concentric with Bi does not contain 
the center of any other ball in M (besides cO, then: 
(i) for each Bi E M, the maximum number of balls in M that intersect it is bounded by a constant, 
and 
(ii) the maximum combinatorial complexity of the boundary of the union of the balls in M is O(n). 
Theorem 2.2 [18]. Given a collection M of n balls as defined in Theorem 2.1, one can construct a
data structure using O(n) space, to answer intersection queries for balls whose radii are not greater 
than R, the maximum radius of the balls of M, in O(1) time. The expected preprocessing time of the 
structure is O(n). 
3. The perturbation scheme 
We distinguish two types of degeneracies that arise in a collection M of intersecting spheres and 
atom maps as we compute them. Recall that we are concerned with floating point arithmetic and that 
we define a degeneracy using a resolution parameter  > 0. In this section we give a precise definition 
of the various degeneracies. We describe the two types as they occur on a single sphere. See Fig. 3. 
Type I. A little circle is too small, two little circles are tangent (or almost angent), or two intersection 
points each being the intersection of three spheres are close together. Had we been using exact 
arithmetic these (potential) degeneracies would correspond respectively to the following exact de- 
generacies in the three-dimensional arrangement of spheres: two spheres are tangent to one another, 
three spheres intersect in a single point, or four spheres intersect in a point. 
Type II. The angle between the planes containing two distinct polar arcs is too small (it is below some 
threshold ~). 
Type I is inherent to the arrangement of spheres, whereas type II is an artifact of our decomposition 
method. 
/ '  
i 
type I type II 
Fig. 3. Examples of the two types of degeneracies. Type I degeneracies are marked by small shaded circles. 
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We wish to perturb the spheres lightly so that all the features of the arrangement will be at least 
e apart, for a given resolution parameter s; an exact and formal definition of "features being e-apart" 
is given in the following section. We would like the perturbation procedure to be efficient and at the 
same time that the perturbation magnitude will be as small as possible. For a given s our procedure 
will determine a perturbation magnitude, (5, that will guarantee that the procedure will take O(n) time 
for n spheres. 
We use a two-step erturbation scheme. 
Step 1. We remove type I degeneracies by an incremental procedure where we add the spheres one- 
by-one and if a degeneracy occurs we only perturb the last sphere that has been added. 
Step 2. We choose the orientation of the pole (namely the direction to which all of the planes containing 
polar arcs will be parallel) that will eliminate degeneracies of type II. 
3.1. Removing type I degeneracies 
Let S1, $2, . .  •, Sn be an ordering of the spheres in M and Pij be the distance between the centers of 
t Si and Sj. Let Mt denote the set [..Ji=l {Si}. After the completion of stage t, the incremental procedure 
will maintain the following invariants: 
Il: the center of any sphere in M has been moved by at most 6 from its original placement ((5 is a 
parameter to be determined below); 
/2: for every pair of distinct spheres Si and Sj, i , j  <. t, and rj >/ri, we have [Pij - ri - rj[ > s and 
]Pij + ri -- r j[ > s; 
I3: for every triple of distinct spheres Si, Sj and Sk, i , j ,k  <<, t, the circle Cij := ~i f-) Sj and the 
sphere Sk are not tangent, and are at least s away from being tangent (the formal definition of 
this invariant is given in the Appendix of [19]); 
I4: let ~-i and -rj each be an intersection point of three spheres in Mt; then d(ri, 7j) > s. 
Invariants I2 through /4 correspond to insuring that the degeneracies of type I are avoided by a 
margin of at least s. We call a perturbation scheme that satisfies the above invariants at the end of 
each stage (and in particular after the nth stage) a valid perturbation scheme. 
Suppose that the procedure has been carried out successfully for the first t stages. We next describe 
how we add the sphere St+l so that Mt+l will maintain the invariants above. We denote the center of 
sphere Si for i ~< t after the completion of step t by c~. Let B(Ct+l, (5) be the ball of radius (5 around 
the original placement of the center ct+l of St+l. We will place the center of St+l inside B(ct+l, (5) 
and this will guarantee the invariant I1. The invariants/2, /3 and/4 define forbidden loci F2, F3 and 
F4, respectively, for the center of St+l. The region F2, for example, is the union of spherical shells. 4
We will choose the new placement c~+ 1of the center of St+l to be in 
Gt+l := B(ct+l ,  (5) \ (F2 LJ F3 U F4). 
If such a placement exists, we call it a valid placement of the center of St+l. If the original placement 
of St+l lies in Gt+l then we do not move St+l--this will guarantee that if the features of the 
arrangement of the input spheres are already s-apart, no perturbation will take place. 
In the Appendix of [19], we detail the shape of and give an upper bound on the volumes of F2, F3 
and F4. Let VF := Volume(F20 F3 U F4) and let VB := Volume(B(ct+l, 6)). Our goal is to choose 
4 A spherical shell is the region enclosed between two concentric spheres. 
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5 such that VB > 2 • VF. If we do that, we are guaranteed that a point chosen uniformly at random 
inside B(Ct+l, 5) has probability > ½ to be a valid placement for the center of St+l. Our calculations, 
which are given in the Appendix of [19], show that we need to choose 
~5 = f(k,  c, R) = 2kel/3R 2/3, 
where k is the maximum number of spheres in M intersecting any single sphere in M, R is the 
maximum radius of a sphere in M, and assuming k ~> 10. Not surprisingly, our experimental results 
show that this is a very conservative bound. The theoretical bound is a crude worst-case bound, and 
even as such it shows that our approach does not conceal any very large constant. 
3.2. Removing type H degeneracies 
After we have removed all type I degeneracies, we wish to choose a direction for the poles such 
that no type II degeneracies arise, when using the partial vertical decomposition. 5 We will choose 
the direction for the poles independently for each sphere. 
The situation here is significantly different from the situation with type I degeneracies: it is impos- 
sible to guarantee an e-separation of the polar arcs. Polar arcs can get arbitrarily close to one another, 
and they can coincide in the poles. Therefore our goal is to obtain a good angular separation, which we 
call w-separation, defined as follows: once the direction of the poles has been determined, for any pair 
of distinct polar arcs the angle between the planes containing them is at least w. We wish to determine 
the biggest w that will allow us to run Step 2 efficiently. If w-separation has been obtained for an 
w value which is greater than the floating point resolution, polar arcs can be safely and consistently 
distinguished uring computation. 
We next describe this procedure for a single sphere St, after Step 1 has been completed (and type I 
degeneracies have been removed). Fix two little circles Cit and Cjt on St, each being the intersection 
of St with another sphere in M, and let ~b be a great circle on St that is tangent o Cit and Cjt. In 
general, ~/i is one of at most four great circles tangent o these two little circles. 6
The circle • is the locus of pole locations that will cause the planes containing the polar arcs 
extending from the tangency points of • with C, it and Cjt to coincide, namely have zero angular 
separation. Let H be the plane which contains ~b and let H ~ and H"  be two planes parallel to H, each 
on a different side of H, and such that any plane H0 passing through the center of St and tangent o 
the circle H I N St (or the circle H"  n St) makes an angle w with H. See Fig. 4 for an illustration. We 
call the portion of St between H ~ n St and H"  n St the w-strip ofq~, and denote it by cr(w,~). It is 
easily verified that if the poles are chosen outside or(w, ~) then the polar arcs that correspond to the 
tangencies of • with Cit and Cjt are at least w apart. 
Every tangent circle ~ of every pair of circles on St defines an w-strip or(w, ~). Assume without 
loss of generality that the radius of St is 1. The area of any such strip is 47r sin w. The maximum 
number of strips that need to be considered on St is 4(2k). For Step 2 to run in O(n) time we wish that 
at least half of the surface area of St will not be covered by w-strips (any constant fraction will do; 
5 The method can be extended todeal with full vertical decomposition. In [19] we report experimental results for the full 
decomposition. 
6 For a proof of this see [19]. 
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IJ' H U" 
Fig. 4. Across-section of St. 
the smaller the uncovered fraction the higher the constant factor in the expected running time bound). 
Therefore we choose w such that 
2 .4  47rs inaJ<2.4rc  :- s inai< 2k(k -1 ) "  
If Cit and Cjt do not lie in general position, namely they are parallel and have equal radii, we have 
the special case in which there are an infinite set of possible • [19]. The result is that we must only 
insure that the pole does not lie on or too close to the circles Cit and Cjt. To do this we impose the 
additional constriant that the pole direction may not be within c of any little circle. 
Remarks. (1) The w-strip is only an inscribing region of the forbidden region corresponding to any ~. 
The actual forbidden region induced by any tangency is in fact smaller, and it has a more complicated 
boundary. 
(2) Extending the method to the full vertical decomposition requires handling several more cases 
involving up to four circles Cit each. This extension is straightforward and we omit further details 
here. We have implemented this extension and we report experimental results for it in [19]. 
(3) In practice, it is convenient to impose the same pole direction for all the spheres in the ar- 
rangement, for ease of coding, debugging and visualization. To this end we draw all the a~-strips on 
the unit sphere of pole directions S 2, and the constraint on ~ becomes inw < 1/(4nk(k - 1)). The 
experimental results described below are for this choice of pole directions. 
(4) The construction of the forbidden regions on St is diametrically symmetric, namely a point on 
St is free (i.e., represents a pole that will induce an w-separation) if and only if its antipodal point is 
free. 
4. Algorithmic details and complexity analysis 
The incremental procedure of Step 1 will move the center of each sphere by at most 6 from its 
original placement. We expand each of the original spheres St into a sphere S~ ~ whose radius is rt + 6, 
and let M ° be the set of the expanded spheres S~ t. We construct a data structure as described in 
Theorem 2.2 to support range queries on the spheres in M ' .  This structure nables us to find in O(1) 
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time all the spheres in M" that intersect a given query sphere S~ ~. Since we use expanded spheres, 
the structure can be used for detecting intersections with original as well as with perturbed spheres. 
When looking for a perturbation of the center of St during Step 1 we do not construct the subdivision 
of B(Ct, 6) into free and forbidden regions ince it would be difficult and could introduce new precision 
problems. Instead we choose a point p uniformly at random in the ball B(Ct, 6) and check whether 
p is a valid perturbation by checking that it lies outside all the forbidden regions F2, F3 and F4. 
Each of these tests is simple and fast and their overall number is bounded by a constant (see below 
for experimental results). Recall that 6 was chosen such that with probability > ½, the point p will 
represent a valid perturbation. Thus the expected number of trials before we find a valid p is ~< 2, and 
the expected overall running time of Step 1 is O(n). 
Similar arguments apply to Step 2 procedure. For any fixed sphere St, we choose apoint p uniformly 
at random on the boundary of S2. We then test all the w-strips relevant to St to check whether p lies 
outside all those strips. By the choice of a; the expected number of trials before we find a valid p is 
~< 2, and the expected overall running time of Step 2 is O(n) as well. 
We summarize the performance of the perturbation scheme in the following theorem. 
Theorem 4.1. Given a collection M of n spheres as described in Theorem 2.1, and a resolution 
parameter ¢ > O, a valid perturbation of the spheres in M can be computed in expected O(n) time, by 
moving each sphere by at most 6 from its original placement, where 6 is a parameter that depends on 
¢, on the maximum number of spheres in M intersecting any single sphere in M, and on the maximum 
radius of a sphere in M, and such that all the degeneracies are resolved. In expected O(n) time we 
can also find a direction for the poles on each sphere so that all the polar arcs in the trapezoidal 
decomposition of the spherical arrangements lie on planes the angle between any pair of which is at 
least w, for ~ that depends on the maximum number of spheres in M intersecting any single sphere 
in M. 
We emphasize again that the theoretical bounds that we obtain on 6 and a; are crude and in practice 
(as shown next) these quantities are much smaller. 
5. Experimental results 
Let k' be the number of spheres intersecting a given sphere in a given collection of spheres. Thus, 
k' is a function of a particular collection and a specific sphere and the constant k in the previous 
sections is then max k / over a collection of spheres. These values are listed in Table 1 for the fourteen 
molecules we chose for the timing experiments. All timings were done on an SGI Indigo with a 
250 Mhz MIPS RS4400 CPU. 
For our timings, we ran the program on each of the molecules in our set for varying e and 6 (6 on 
[10 -6, 10 -10] and e on [10 -9, 10-12]) to determine the experimental dependence of 6 on e. Fig. 5 shows 
the results of these timings for the portion of the code not involved with computing perturbations. 
Fig. 6 details the time spent in the perturbation code. 
It should be noted that almost all of the perturbation time (90-98%) is spent finding the pole 
direction. Table 2 shows the fraction of the 6-spheres which are free, (VB - VF) /VB in the notation 
of Section 3.1, and Table 3 shows the fraction of the pole directions that are free for a typical molecule. 
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Table 1 
Listing of the molecules used for testing. Molecules with file names ending in pdb can be found at the Protein 
Databank at http://www.pdb.bnl.gov/. Molecules with file names ending in mo12 can be found at the Center for 
Molecular Modeling at http://cmm.info.nih.gov/modeling/. The size column gives the number of atoms in the 
molecule; U and k are explained in the beginning of Section 5 
File name Size k Mean U 
1 estradiol.mol2 44 17 6.81 
2 clofazimine.mol2 55 13 6.67 
3 michellamine_b.mol2 104 13 6.81 
4 288d.pdb 120 9 6.25 
5 conocurvone.mol2 127 14 6.67 
6 245d.pdb 240 9 6.17 
7 lppt.pdb 301 10 5.92 
File name Size k Mean U 
8 4pti.pdb 454 10 5.79 
9 lbzm.pdb 2034 10 5.74 
10 2pka.pdb 3598 11 5.79 
11 2ace.pdb 4143 12 6.05 
12 lsdk.pdb 4384 12 6.00 
13 lnok.pdb 6759 11 5.73 
14 7atl.pdb 7106 12 5.70 
Table 2 
Valid fraction of the 5-sphere for molecule 10 from Table 1. c varies across the 
table and 5 varies downwards 
le -3  le -4  
le -2  0.993 0.999 
le -3  0.999 
le -4  
le -5  
le -6  
le -7  
le -8  
le -5  le -6  le -7  le -8  le -9  
0.999 0.999 
0.999 0.999 
0.999 0.999 
1.000 
0.999 1.000 1.000 
1.000 1.000 1.000 
0.999 0.999 1.000 
1.000 1.000 1.000 
1.000 1.000 1.000 
1.000 1.000 
1.000 
Table 3 
Valid fraction of pole positions for molecule 8 from Table 1 
1 - cos (~)  
l e -9  le - lO  le - l l  le -12  le -13 
0.285 0.675 0.890 0.950 0.975 
To obtain both charts, we modi f ied  the program to sample  the space of  poss ib le  perturbat ions and report  
on the percentage of  the sampled  points which were val id perturbat ions.  
The reason for the dramat ic  d i f ference between the t ime spent on pole perturbat ion and the t ime 
spent on center  perturbat ion can be attr ibuted to a few addit ional  constraints we p laced on the poles.  
In order to s impl i fy  certain cod ing and debugg ing  procedures,  we insisted that all spheres share the 
same pole  direct ion.  In addit ion,  the poles  were required to be chosen such that no intersect ion point  
o f  a po lar  arc and a l ittle c irc le wou ld  be within ~ of  any other vertex of  the arrangement,  and that no 
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Fig. 5. Time to build the molecules shown in Table 1 excluding perturbation time. The horizontal coordinate is 
size-of-molecule × mean k'. Each diamond corresponds to the time to build the surface for one molecule for one par- 
ticular setting of 6 and e as described in Section 5. 
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Fig. 6. Ratio of perturbation time to total time versus ratio of 6 to c. Each of the marks represents one run of the algorithm 
with one molecule and one setting of e and 6. 
Table 4 
Valid fraction of the 6-sphere for the degenerate set of spheres described in Section 5. 
e varies across the table and 6 varies downwards 
le -2  
le -3  
le -4  
le -5  
le -6  
le -7  
le -8  
le -3  le -4  le -5  le -6  le -7  le -8  le -9  
0.625 0.937 0.993 0.999 0.999 1.000 1.000 
0.626 0.937 0.993 0.999 0.999 1.000 
0.626 0.937 0.993 0.999 0.999 
0.626 0.937 0.993 0.999 
0.626 0.937 0.993 
0.626 0.937 
0.626 
polar arc be within ~ of a special great circle that is added as part of our "simplified point location" 
procedure (see [19] for a description). 
We also performed an experiment similar to that of Table 2 for a purposefully degenerate collection 
of spheres and it is summarized in Table 4. For this set, we arranged 27 spheres in a cube on a unit 
D. Halperin, C.R. Shelton / Computational Geometry 10 (1998) 273-287 285 
regular grid. Each sphere had a radius of 1.05 thus producing 2 to 12 degeneracies per sphere. In this 
highly degenerate case, most of the 6-sphere was free even when the ratio of ~5 to ~ was as small 
as 10. 
6. Conclusion 
We have presented a perturbation scheme for a collection of spheres in three-dimensional space. Our 
scheme is suitable for computing with finite precision arithmetic and we have presented experimental 
results obtained while using standard floating point arithmetic. For a given resolution parameter E > 0 
we perturb the spheres uch that features of the three-dimensional arrangement of the spheres (and 
hence of the two-dimensional spherical arrangement on each sphere) are at least c apart. Our scheme 
balances between the size of the perturbation, which we aim to minimize, and the expected running 
time of the scheme: the smaller the magnitude of the perturbation the longer the expected time to 
compute a valid perturbation. 
The scheme that we have presented is fairly easy to program, it removes degeneracies and in that 
makes the other parts of the algorithm easier to program, and as the experimental results show it runs 
efficiently. 
Our motivation to develop this scheme is a software package that we have devised aimed to support 
geometric queries on molecular models. The new scheme has made our algorithms and data structures 
robust with only little effect on the running and reaction time of the system. We have also presented 
experimental results showing this small effect. Our software package is currently used by chemists 
working in rational drug design. 
The main direction for further esearch that we propose is to extend the scheme to other types of 
arrangements of geometric objects. An obvious limitation of our approach, that may make it unsuit- 
able for certain applications, is that we actually move the input geometric objects from their given 
placement. However, we believe that there are applications where a small bounded perturbation of the 
input objects is permissible, since often the precision of the input objects is limited to start with (due 
to measurement limitations, for example). 
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