Abstract-
I. INTRODUCTION
In the last years, the discovery that chaotic systems can be synchronized [10] has inspired a number of chaos-based master-slave systems, in particular for communication applications [3] . However, it was found that the extreme sensitivity to noise on the transmission channel (of the employed synchronization schemes) practically prohibits a competitive use of this technique in practical information transmission systems.
Recently it has been realized [4] that for improving the robustness of such schemes the presence of noise must be considered and properly compensated in the design of a successful communication scheme based on chaos. For the filtering of chaotic signals, a number of well known approaches can be taken. Among them are the solution of the underlying Bayesian estimation problem [5] , and the wealth of methods of control theory, instead of using the usual error feedback synchronization schemes [9] in an ad hoc manner (ignoring any a priori knowledge of the noise).
For simplicity, we consider here the class of Lur'e systems which contains most of the chaotic systems that have attracted the interest of researchers in the past (notably Chua's circuit and the Colpitts oscillator). In this case, one intuitive synchronization scheme to use is based on error feedback on the linear part of the Lur'e system. Further, as will be shown below, it is straightforward to apply the methods of control theory in the form of a linear Kalman filter on the This work is supported by the Project INSPECT , OFES Contract No. 95.0345a linear part of the Lur'e system and to minimally keep in account the nonlinearity. Here, we concentrate on this approach (which implies certain properties of the Lur'e system) instead of applying an optimal extended Kalman filter for generic nonlinear systems [11] .
In this paper, we will present the structural similarity of the Kalman filtering approach with respect to the traditional synchronization approach and show the advantage of the first in terms of the filtering performance.
II. FILTERING LUR'E SYSTEMS
Lur'e systems [8] consist of a linear dynamic part ¦ and a static nonlinearity ´¡µ as feedback (see 
A. Class of Lur'e systems
The linear dynamic part of the system is as usually described by the matrices . For simplicity we do not consider improper systems ( matrix). As usually done in control theory, the input of the linear part is denoted Ù, the output Ý. The nonlinearity implements the feedback of Ý into Ù and is the source of the existence of strange attractors. Consequently, we have ( 
Ù´Øµ ´Ý´Øµµ
Without loss of generality, we will suppose that the nonlinarity is contracting, that is
B. Kalman Filtering with the knowledge of Ù and Ý It is well known in control theory that the Kalman filter (KF) [1] is the appropriate tool for the system class of interest here. This is the case since both Ù and Ý are available and the state space reconstruction consequently applies only to the linear part of the Lur'e system (see Fig. 2 ). 
Ä´Øµ
where
With this result, the Kalman gain Ä´Øµ (see Fig. 2) is then
½ A modelling noise Ú´Øµ is a more general case which includes the case of noise on Ù´Øµ.
Note that, in the case of independent noise on Ù and Ý we have ¼ and É É. It is important to point out that the solution È´Øµ does not depend on the observed data (Ù and Ý), hence it's stability is independent of the actual signals. We stress that the application of the Kalman filter to the Lur'e system given Ù and Ý (Fig. 3 left) results in the optimal filter, since no simplifications have been made.
C. Kalman Filtering with the knowledge of Ý only
In practice, knowing both Ù and Ý is often unrealistic. Typically, only one of the two will be available, say Ý. In this case, a Ù can be reconstructed from Ý such that Ù ´Ýµ (Fig. 3, right) . Clearly, if is nonlinear, the distribution of Ù will no more be Gaussian, but under some assumptions on , the distribution can be approximated reasonably well by it's mean and variance. Further, because of the assumption (2) it follows that Î Ö´ Ùµ Î Ö´Ýµ. Namely, the noise in the reconstruction of Ù is smaller than the noise in Ý.
Since Ù is obtained from Ý, there is now a cross correlation between the noise on Ù and the noise in Ý, 
´ Û℄µ (8) Note that the mean of is needed to unbias the Kalman filter (using Ú Using a reconstruction of Ù corresponds to a simplification of the Kalman filter paradigm and consequently results in sub-optimal performance with respect to Sec. II-B.
D. Synchronization with error feedback on the linear part
A class of synchronization based filters similar to the structure shown above has been studied in the literature [9] . In this class, the nonlinearity is not inside a feedback loop, but uses an error feedback on the linear part. As a consequence, for Lur'e systems, the approach fits in our framework as it implies a particular choice of Ä´Øµ Ã (a constant Kalman gain).
The (fixed) value of Ã is usually motivated by a bifurcation analysis [9] , such that the linear system is stable, resulting in a convergent behavior of the filter (by Eigenvalues assignment on Ã ). However, since in such a way no information about potential noise is considered, the performance of such a scheme in large measurement noise is usually not satisfactory, since, contrary to the Kalman gain Ä´Øµ, Ã
is not chosen reflecting the noise level.
Since the dynamical Riccati equation (3) is prooven to be stable and to converge to a unique solution (see for instance [1] ), the fixed Ã can be chosen based on a Kalman argument rather than the bifurcation argument mentioned above. The fixed Kalman gain
where È is the unique symmetric semidefinite positive solution of the algebraic Riccati equation
Note that since the dynamical Riccati equation converges quite fast, for non time critical applications, namely when the observation time is long enough, there is no qualitative difference in considering the time variant and the time invariant Kalman filters.
III. APPLICATION
As application we consider here the reconstruction of the state from a scalar observation. Consequently, the approximated Kalman filter (based on a reconstruction of the Ù signal) and the synchronization based filter are considered. As an example for a simple chaotic 3-dimensional Lur'e system we choose the Colpitts oscillator [6] with a piecewise linear nonlinearity. Three cases are distinguished: time variant Kalman filter, time invariant Kalman filter, synchronization based filter.
Each one of them has been implemented for a given set of the Colpitts' parameters. For a given measurement noise level, a set of numerical simulations has been performed in order to estimate and compare their Noise Reduction Ratio (NRR).
A. The Colpitts oscillator
Being a Lur'e system, the Colpitts oscillator can be represented in terms of the matrices and ´¡µ.
where £ , É, ,¯and « are the characteristic parameters of the Colpitts oscillator model proposed in [6] . Note that because of the particular value of C, the clean output of the system under observation coincides with the second state variable Ü ¾ . Figure 4 shows the time series of the filter's outputs after the transient of the dynamic Riccati equa-
B. Time series comparison
) with respect to both the observed signal Ý´Øµ (dashed line) and the synchronization based filter output (light gray solid line). For the particular convergence ratio chosen for the synchronization based filter (eigenvalues of Ã ), the noise reduction of such a filter is clearly weak. In fact, the residual noise on the output of such a filter is of the same order of magnitude as the observation noise (as can be seen comparing the fast oscillation of the light gray line and dashed line in Fig. 4) . The previous qualitative analysis can be made more precise by comparing the NRR of the three filters. In Figure 5 the temporal evolution of the three NRR is shown. The dashed line that ripples around the is the NRR of the synchronization based filter. Such a weak value of NRR supports the previous qualitative argument. The other two lines, which settle around ½¼ correspond to the two Kalman filters. Note that the time variant Kalman Filter (solid line) converges faster and with smaller wiggles than the time invariant version (dash-dotted line).
C. Topological comparison
In order to further validate the extent of possible applications of the linear Kalman Filter on Lur'e systems, the reconstructed strange attractors have been compared visually and topologically. Figure 6 clearly shows how both the Kalman Filters ( Fig. 6 c and d ) reconstruct the strange attractor preserving the "topological" structure of the clean one (Fig. 6 a) . On contrary, the filter tuned with a bare stability argument (synchronization) does not preserve any structure (Fig. 6 b) . Obviously, such a visual argument is not a real topological comparision of the reconstructed strange attractors. In order to deeper investigate the ability of the Kalman Filter to restore topological features, the Peak-to-Peak [2] plots of the reconstructed strange attractors have been computed and are shown in Fig. 7 . Note that the peak-to-peak plot of the Kalman reconstructed strange attractor (black ) closely matches the real peak-to-peak plot (solid line), while the peak- to-peak plot of the strange attractor reconstructed by the synchronization filter (gray ·) is quite scattered and its structure has changed qualitatively.
IV. CONCLUSIONS
Knowledge from control theory can be applied to obtain a close to optimal filter for Lur'e systems.
The filter's state is enough clean to permit topological analysis and consequently can be exploited for the transmission of information based on topological features of the strange attractor [7] .
