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ABSTRACT
In the big data era, huge amounts of data are being collected as a result of the day-to-day
operation of organisations. While this increased availability of data brings potential value
to organisations and society it also brings challenges. The usefulness or quality of this data
and accounting for that quality in data driven decision making is a concern. Relevant
problems associated with the quality of data include missing data, incorrect data, and the
inclusion of outliers. The specific nature of these problems impacts on how the data is
improved and its quality dealt with. Available methods for addressing these problems focus
on missing data in sample surveys for smaller datasets. Large datasets require advanced
methods for imputation when mining data. Many of the datasets available for monitoring
asset condition, and for asset decision analysis, contain missing values. Inappropriate
treatment of missing data may cause large errors in the classification of data patterns and
inaccurate or false results and trend predictions. One outcome of these errors can be an
equipment failure or catastrophic accidents.
A hybrid deep learning approach has been developed to impute missing asset conditionmonitoring data and provide trend analysis. This technique uses a two-stage nonparametric approach with a convolutional neural network (CNN) as the first stage to
estimate the underlying feature maps for each set of training data; the second stage utilises
the long short-term memory (LSTM) algorithm to impute the missing information. Missing
data imputation is achieved by using the underlying feature maps to train the second deep
learning LSTM network in a minimum error strategy. This approach improves the
imputation accuracy without requiring an increase in the size of the training data sets.
Algorithms are utilised as part of this approach to improve data extraction and separability.
Data extraction from condition monitoring databases for the purposes of hybrid deep
learning have been reviewed. The importance of preserving the data and transforming it to
feature maps has been canvassed to see whether data separability can be improved with an
intelligent tool for data extraction. It has been shown that the simple method of missing
data imputation using only one type of machine learning will not meet imputation accuracy
criteria.
The development of machine learning networks has been explored in detail to enhance the
automatic imputation capability of condition monitoring data without increasing the cost.
Previous approaches using neural networks have also been examined in detail to provide a
baseline for using the hybrid deep learning network approach. The research finding has led
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to the development of a hyperparameter process to help select and tune the model to meet
criteria needed for predicting trends accurately.
The developed hybrid deep learning approach was applied to railway condition monitoring
real datasets for missing data imputation. The results have been verified with missing data
imputation accuracy of 90 percent with the datasets having maximum 20 percent of missing
data in the dataset. The developed algorithms can be applied to testing other similar
datasets.
The major contribution of this work is the finding that for condition monitoring data sets
the hybrid deep learning network approach is better than traditional imputation algorithms.
Guidelines for using the hybrid deep learning network have been established to assist
further research into the imputation of data sets using neural network approaches: this
hybrid deep learning approach enables data sets to be imputed without overly relying on a
priori information. Without a detailed analysis of the data, the choice of hyperparameters
may only be obtained from tests of the datasets using deep learning approaches. Identifying
the types and causes of missing data helps to treat different aspects of missing data and
improve the analysis of datasets where missing data may be a key issue.
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LIST OF ACRONYMS AND ABBREVIATIONS
The following acronyms are used in this document:
Acronym and Abbreviation

Meaning

AAR

American Association of Railways

ABA

(rail vehicle) Axle Box Acceleration

ABM

Acoustic Bearing Monitor

AEI

Asset Equipment Identifier

AHP

Analytic Hierarchy Process

AI

Artificial Intelligence

ANP

Analytic Network Process

API

Application Programming Interfaces

AOA

Angle of Attack

ARIMA

Autoregressive Integrated Moving Average

ARTC

Australian Rail Track Corporation

ATRICS

Advanced Train Running Information and
Communications System

BD

Bhattacharya Distance

BI

Business Information

BLSTM

Bidirectional long short-term memory

BMS

Bridge Management System

CBM

Condition Based Maintenance

CC

Complete Case

CCTV

Closed Circuit TV

CLM

Classification by Lorentzian Metric

CMMS

Configuration Maintenance Management System

CNN

Convolutional Neural Network

CONSIST
CTLS

Consist is used to describe the group of rail vehicles that
make up a train
Country Train Location System

CWD

Cold Wheel Detector

DAE

Data Analytics Engine

DED

Dragging Equipment Detector

DPU

Data Processing Unit (Wayside Device)

DTD

Data Type Definition Format. An older format for
specifying the structure of an XML file. An XML parser
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Acronym and Abbreviation

Meaning
can validate the XML file against a DTD

DWD

Dragging Wheel Detector

EAI

Enterprise Application Integration

EII

Enterprise Information Integration

ELLIPSE

Asset Management Application

EM

Expectation Maximisation

ENS

External Notification System

ETL

Extraction, Transformation, Loading

FMECA

Failure Mode Effects Criticality Analysis

GA

Genetic Algorithms

GEP

Gene Expression Programming

GIS

Geographical Information System

GPS

Global Positioning System

HBD

Hot Bearing Detector

HMM

Hidden Markov Model

HWD

Hot Wheel Detector

IEEE

The Institute of Electrical and Electronics Engineers

IDWI

Inverse Distance Weighted Interpolation

ILI

Inline Inspection

IMS

Infrastructure Management System

IoT

Internet of Things

ISO

International Standards Organisation

IT

Information Technology

kN

kiloNewtons – impact load or force measured

LDA

Linear Discriminant Analysis

LSTM

Long short-term memory

LVM

Learning Vector Network

MAE

Mean Absolute Error

MAPE

Mean Absolute Percentage Error

MAR

Missing at random

MCAR

Missing completely at random

MCMC

Monte Carlo Markov Chain

MDDSS

Model Driven Decision Support System

MER

Main Equipment Room
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Acronym and Abbreviation

Meaning

MIMOSA
MNAR

Machinery Information Management Open System
Alliance
Missing not at random

MSD

Mahalanobis squared distance

MTC

Many Task Computing Paradigm

NMS

Network Monitoring System

NOC

Network Operating Centre

NoSQL

Not only SQL

NTP

Network Time Protocol

OEM

Original Equipment Manufacturer

OLD

Overload Detector

OOG

Out of Gauge

OSA

Open Systems Architecture (framework)

OSS

Operational System Server

P2P

Peer to peer networking

PCA

Principal Components Analysis

PHM

Prognostics Health Monitoring

PIN

Personal Identification Number

PODS

Pipeline Open Data Standard

PPP

Public Private Partnership

RAMS

Reliability, Availability, Maintainability, and
Sustainability

RBN

Radial Basis Network

RFID

Radio Frequency Identification Device

RMC

Rail Maintenance Centre

RMSE

Root Mean Square Error

SD

Standard Deviation

SER

Secondary Equipment Room

SGD

Stochastic Gradient Descent

SHM

Structural Health Monitoring

SOM

Self Organising Feature Map

SQL

Software Query Language

SRM

Safety Risk Model

SSR

Sum Square of Regression

SVM

Support Vector Machine
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Acronym and Abbreviation

Meaning

SWD

Sliding Wheel Detector

TCA

Transport Construction Authority

TCH

Train Communication Handler

TLS

Train Location System

TMS

Train Management System

UBP

Unsupervised Backpropagation

VCS

Voice Communications System

WADE

Weighbridge & AEI Environment Service

WFDS

Wayside Failure Detection System

WILD

Wheel Impact Load Detector

WIMS

Wayside Information Management System

WPM

Wheel Performance Monitor

XLG

XL Graphics (Proprietary Term used by VCS Supplier)

XSD

The XML Schema Language is also referred to as XML
schema Definition (XSD).

XML

Extensible Mark-up Language
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1 INTRODUCTION

1.1 Background
Engineering asset management relies on integrating asset condition data into decision models
and associated processes. This integration provides a potential mechanism that will tend to lower
the cost of analysing asset condition information by reducing the amount of time spent in
interpreting the data. The development of technology with faster processors, more memory and
the interconnectedness of devices over time helps to reduce the cost of acquiring the data and
broaden the possible machine parameters that can be measured or tracked with sufficient accuracy
to inform asset management decisions. The cost effective use of this increasing volume of useful
data demands faster and more efficient ways of utilising the data gathered for maintenance
planning purposes. Advances in technology also allow an increase in measurement resolution that
has already increased the complexity of measurements by several hundred orders of magnitude
[1]. A key challenge with this increasing volume of data is not detecting missing data when
classification is undertaken.
The collection of condition monitoring systems data is one of three major fields in Asset
Management Planning [2]. The increase in the amount of and variety of condition monitoring
systems data [3] has highlighted the difficulty of integrating remote condition monitoring systems
with railway environments. This lack of integration makes it more difficult for human classifiers
to deduce the relationships between the data collected and the reliability and availability of the
asset, and some of the newer approaches can be less intuitive than the more classical techniques
[4]. Moreover, the proprietary nature of the condition monitoring systems used to collect data
restricts the ability of end-users to integrate condition monitoring systems data from different
sources for providing an aggregate view of asset condition [5]. This has led to the development
of open systems architecture for condition based maintenance, such as MIMOSA [6]. Condition
monitoring systems can provide timely data for maintenance planning at scales appropriate to a
variety of maintenance activities [7], but the need for high quality control and high quality
monitoring requires new approaches and techniques for data management and processing [8].
This thesis sets out to analyse missing data mechanisms particularly for railway asset
management systems and provide approaches for the imputation of missing data, which can be
adapted to handle missing data issues. A review of what is used in other disciplines will be
provided and translated as applicable for the case studies in railway asset management and
condition monitoring.
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As there is an increasing need to update older asset infrastructure, the presence of missing data
and outliers can increase errors in the imputation of condition monitoring systems data and can
also increase the cost of predicting future asset conditions [9]. Where data is used for more
sensitive asset condition decision making such as damage risk assessment, the lack of accuracy
in predicting trends may lead to loss of life [10]. The potential of data imputation and trend
prediction techniques in asset condition modelling is now widely accepted [11].
Decision support models may require an analysis of condition monitoring systems data and
there are a number of tools available to help with this task. Each of these tools may use proprietary
techniques to analyse the asset condition data but a technical expert is still needed to help identify
trends and failure modes analysis. However, since this is not a simple task, computer techniques
based on degradation and maintenance models still need to be developed. The data may also be
stored in a proprietary format and require exporting to a usable format for analysis. Asset
condition data may need to be pre-processed before it can be in any machine learning application.
This pre-processing may involve statistical and probabilistic techniques for classification
approaches. Several different types of statistical methods may be utilised to analyse the data
before an acceptable level of pre-processing asset condition missing data imputation accuracy
has been achieved. It is a technical challenge to turn asset condition information into usable
information for decision support systems. Incorporating these and the results of traditional
modelling along with new machine learning approaches will be investigated as our study of
missing data and decision support systems (DSS) continues. Designing and developing DSSs
which can provide asset condition and trend information might be an evolutionary process as
feedback based on the environmental context and background of asset condition decisions is
received.
An approach to utilise dashboards to visualise asset condition data has been receiving attention
but there is still some critical points that must be considered before the data can be displayed. For
instance, the veracity and availability of data must be known in order to understand its accuracy
and completeness. The design of interfaces to support heterogeneous data and the techniques to
present and explore asset condition data are important. The structure of the asset condition and
context data being presented must also be considered in this era of big data analytics.
Due to the limitation of the information available from some sensor equipment, actual physical
assessment data, or other context data may be added to the condition monitoring databases to
help with decision-making. The addition of this assessment or context data may introduce nonlinearities that are not conducive to missing data imputation and prediction modelling when using
existing techniques such as multiple regression or multiple imputation. These databases are
18

normally derived from different data sources (e.g., physical inspection databases, supplier data).
Most of the data sources have no important non-linearities and interactions, but they may contain
variables that are partially redundant and subject to erroneous documentation with missing
elements. Many data sets may also contain large amounts of noise that mask the information
contained within the database.
In general the accuracy of missing data imputation depends on the following factors [12]:
•

Availability of maintenance data separability

•

Training sample size

•

Dimensionality, and

•

Missing Data mechanism
Statistical classification algorithms are often used quite extensively to classify asset condition

data. Statistical classification can be thought of as a quantitative approach where the data of
interest within a research area is analysed, for example, when a computer generates a set of
descriptions about the data, i.e., a set of relative likelihoods or clusters.
1.2 Objectives of the study
The overall objective of this study is to explore suitable approaches for missing data imputation
modelling under the condition of limited historical asset condition rating data available within
railway infrastructure in Australia. More specifically, the research is to:
1. evaluate existing approaches and models for missing data imputation and asset condition
prediction, and then compare them;
2. make necessary improvements to the existing methods by overcoming the limitations in
missing data applications in order to make more accurate asset condition predictions;
3. develop new approaches and models that match with current asset condition data collection
regimes and are better at predicting asset conditions more accurately when there are missing
data and/or lack of sufficient historical condition data, and
4. provide a guideline for selecting the best techniques and models under different missing data
scenarios.
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1.3 Research questions and scope
1.3.1 Research questions
The purpose of this research is to review the use of existing missing data models within railways
and their impact on asset condition assessment and their linkage to asset management systems. A
secondary objective is to develop hybrid deep learning models and provide a set of formal rules
for using missing data imputation in asset condition monitoring systems classification and
assessment.
While condition monitoring systems are in general use for asset condition classification
purposes, there is still no common method for managing missing data within asset condition
assessment applications. There is also no agreed interface for integrating asset management
systems in terms of the quality of data utilised to measure the condition of assets. These questions
will be explored further in this research, but can be summarised below as follows:
1. What is the best approach to identifying missing data from condition monitoring systems or
asset condition assessment data? In the literature review, new and existing approaches are
reviewed to highlight some of the key approaches, challenges and limitations.
2. Which types of missing asset condition data are necessary or suitable for asset condition
assessment? An analysis of condition monitoring data in terms of its importance to asset
condition assessment will be assessed for applicability. While some condition monitoring
systems are applicable in terms of the catastrophic failures of assets, they may not be suitable
for gathering information on the condition of assets. However, in terms of the predictive
approach, other methods may provide useful information for an asset management system,
where information regarding maintenance and reliability is required. The amount of data
collected from condition monitoring sensor systems means that existing approaches can be
time consuming, missing data is not identified, and large amounts of computer processing
resources are required.
3. What type of statistical analysis or condition data classification is required before the asset
condition data can be added to an asset management system? Parametric and nonparametric
approaches will be utilised to examine the asset condition data and provide a ranking of data
in terms of the information gathered. An analysis of current statistical approaches used for
asset condition data will be examined during the literature review.
4. What is the current research status of missing data imputation in terms of approaches and
models? What are the research gaps, issues, and challenges? What is the research direction
in terms of the technique selected for developing new models?
20

1.3.2 Scope of the research
This research encompasses the railway industry, condition monitoring data, and other types of
asset data stored in asset management systems. It also includes linear and discrete assets such as
rolling stock and railway track. The data collection process is also included in the scope to
understand the challenges of data integration.
1.4 Methodology
This research commences with a review of the requirements for big data analytics in railway
asset management; and, current approaches and techniques used to impute data missing from
asset condition monitoring systems. Figure 1.1 shows a flow chart of this methodology.

Develop Mind Map

Data collection and
Statistics

Detailed Literature review

Identifying mechanisms for missing
data for the review from industry
sources, Scopus, Google Google
Scholar, IEEE Xplorer.

Research Questionnaire
Design (e.g. query string as:
(TITLE-ABS-KEY (“asset
management” OR “condition
monitoring” OR “data
quality” ))

Development of Models
to test algorithms

Identifying participants for the
survey
Evaluate the results

Analysis of the results
based on accuracy criteria.

Analysis and Conclusion

Figure 1.1 Methodology roadmap
The second step is to understand the missing data mechanisms and scenarios for current
approaches. The third step is to compare the existing approaches and the fourth step is to collect
and review the time series asset condition monitoring data available for infrastructure that belong
to one of the main rail infrastructure authorities in Australia. This time series asset condition data
are only available for two years and therefore, an initial statistical analysis was carried out, and
data was extracted. The critical issue with the data extraction methodology is to ensure that the
information contained in the data being extracted is not destroyed or changed in any way. In this
study, an asset condition monitoring dataset is used to illustrate the developed approaches because
machine learning systems may need to weigh each row vector so that its total weight is normalised
for training and recognition purposes [13]. Because reliable data are limited, only the track data
for a set of railway tracks, and rolling stock were obtained.
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On the basis of asset condition data analysis and modelling, the available trend prediction
modelling approaches were investigated. The use of machine learning methods to develop
imputation models for missing data may enable an accurate precise prediction of the future
condition of rail infrastructure under limited historical asset condition data. Hybrid neural
network approaches, machine learning methods, and deep learning methods may also prove to be
better than conventional methods and lead to more asset condition forecasting of rail
infrastructure using different types of deep learning models in a missing-data framework.
Deep learning approaches are proposed in this study to develop different types of missing data
imputation models, they include the LSTM method with a gradient descent applied, and the
Hybrid CNN-LSTM approach.
A simple neural network approach was first applied to develop missing data models of time
series data at the network level by overcoming the limitations of the linear regression approach.
Second, the deep learning LSTM approach and hybrid CNN-LSTM approach were extended to
develop missing data imputation models. Third, in Chapter 6, deep learning simulation
methodologies were developed with CNN-LSTM imputation models to predict the trends in the
condition of assets. All the models proposed in this study were validated with validation scenarios
and test datasets and then their performances were compared with some existing methods using
parametric and non-parametric test statistics.
1.5 Outline of the thesis
This dissertation consists of eight chapters:
•

Chapter 1 – Introduction and Background: A brief description of the problems surrounding
the collection and utilisation of condition monitoring systems data and an outline of the
methodology used to research the impact of missing data on asset condition assessment.

•

Chapter 2 – Requirements for Big Data Analytics in railway asset management: A Literature
review of big data analytics requirements:
a) Examination of the requirements for implementing big data analytics in railway asset
management
b) Review of the quality of data required for railway asset management and key applications

•

Chapter 3 – Current Approaches for dealing with missing data in railway asset management:
A Literature review of missing data processing:
a) An examination of the different types and causes of missing data within asset condition
monitoring. The various classical approaches to condition monitoring systems data
analysis are outlined and compared with more recently developed techniques. The role
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of asset condition monitoring is studied in detail to ascertain the importance of condition
monitoring and its relevance to current techniques. Topics such as the completeness of
a data set are examined for their impact on condition monitoring systems data analysis.
b) A description of how condition assessment is used within infrastructure organisations.
Do other approaches offer an alternative to existing condition assessment models (i.e.,
can the condition assessment be linked to condition monitoring systems data
approaches and/or with external data?)
c) A discussion of the linkages required between condition monitoring and condition
assessment for planning preventative maintenance tasks. Different approaches to
condition monitoring systems data, including missing and incomplete data, are
examined to provide a baseline for linkages between condition assessment and
condition monitoring.
•

Chapter 4 – Research Design and Methodology: The approach used to dissect the research
problem is described along with the idea of asset condition classification. The process for
extracting data from wayside databases for asset condition data and details of the software
used and developed are discussed. Sample training data areas will be selected, and the
rationale for using particular training areas to evaluate missing data is developed.

•

Chapter 5 –Development of models for missing data imputation: Development of models for
missing data imputation using Regression Analysis, Neural Networks; and Machine learning
techniques. The results are analysed and an algorithm developed to understand the different
causes of missing data is described. This is contrasted with a baseline to compare the accuracy
of condition monitoring attained using these different approaches.

•

Chapter 6 – Advanced approaches for missing data analysis using hybrid deep learning: A
hybrid approach using deep learning algorithms is developed and compared with a single
deep learning model. The hybrid approach will be contrasted and compared to the baseline
outlined in Chapter 5. Linkages to asset condition data will be discussed.

•

Chapter 7 – Simulation of missing data for decision support systems: The impact of imputed
asset condition data for decision support systems is simulated and then analysed. Deep
learning algorithms for decision support systems are examined and discussed. This analysis
has two approaches: a). the missing data is imputed and then used in a decision making model
(framework); b). the information used in the decision making model (framework) has missing
data, but the imputation is not used to process the missing data before inputting to the decision
making model (framework).

•

Chapter 8 – Conclusions and recommendations: The outcomes of the research are discussed
and recommendations are made for future work.
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2 REQUIREMENTS FOR BIG DATA ANALYTICS IN RAILWAY ASSET
MANAGEMENT
2.1 Introduction
With the development of asset condition monitoring and condition based maintenance, the use
of big data analytics for collecting reliable, high quality data is now a prerequisite for effective
and efficient rail infrastructure and rolling stock asset management. The trend towards
digitalising railway infrastructure, enables the manufacturers of railway equipment to offer new
services such as remote monitoring, and real time diagnostics of rolling stock and preventive
maintenance. Sensors placed on critical train or infrastructure components will send data that can
detect imminent defects or breakdowns, once collected and processed.
A methodology is provided below to understand the requirements for utilising big data analytics
in rail asset management. The challenges of applying advanced algorithms for big data analytics
are discussed.
2.2 Methodology for reviewing big data analytics in railway infrastructure asset
management
The methodologies utilised in literature review papers have been studied, and for simplicity, the
methodology has been adapted from Ngai et al. [14] and Günther et al. [15], who identified three
phases, research question statement or focus, research methodology, and research scope. In this
research, the six dimensions or aspects of big data analytics used to select keywords for a
literature search [16] are as follows:
i)

The areas of railway infrastructure asset management in which big data analytics could be
applied;

ii)

the level of big data analytics in rail network management;

iii)

the trend towards condition based maintenance;

iv)

prognostic health management and smart monitoring of rail assets;

v)

types of big data models, and big data tools and techniques used for applying these models,
and

vi)

Blockchain technology for railways and its current application status.
The research scope is a literature review of big data analytics applications in the railway industry

that appeared between 1992 and 2021. This time period was chosen because the research area is
relatively recent.
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To evaluate this literature, multiple Scopus searches were carried out initially based on the
following query format. The keywords used initially, included: (TITLE-ABS-KEY(“asset
management” OR ”condition monitoring” OR “data quality” OR “missing data” OR “machine
learning” OR “big data”) AND TITLE-ABS-KEY(decision*) AND TITLE -ABS-KEY (rail*)).
The search was then adapted and driven by considering industry issues. Further research was
carried out to identify and focus on the issues, challenges, and opportunities faced by industry,
including potential application domains. Some key challenges included the trend for an increasing
volume and concern about the veracity of data available for analysis. Other challenges identified
included the need to select appropriate big data analysis tools to match the data being collected
and the trend towards condition based maintenance and prognostic health monitoring systems.
2.3 Big data analytics in railway asset management
Since railway networks are one of the largest assets in most countries, managing them well has
always been a concern for owners and operators. This has led to the initial idea of managing the
assets within a railway infrastructure environment that has evolved from many sources, including
the concept of Total System Support [17]. As industry support for asset management systems has
developed, standardisation processes have resulted in the development of asset management
standards such as ISO 55000 ~ ISO 55002 [18]. An asset management system is concerned with
the planning and control of all asset-related activities and their relationships to ensure their
performance meets the organisation's competitive strategy. All aspects related to asset life cycle
activities, from concept design to disposal are crucial to an organisation's success, and therefore
asset lifecycle activities are both interdisciplinary and interrelated [19].
Rail assets are capital intensive because they drive a large proportion of the organisation’s
service delivery costs. Even a small improvement in asset management can bring an immense
benefit, which is why the rail industry is concerned with the condition of its assets and is actively
involved in developing advanced strategies and techniques to maintain its infrastructure. The
motivation for managing the condition of its assets and moving towards condition based
maintenance is the impetus for applying big data analytics. However, the challenge that asset
management presents to the rail industry extends beyond the infrastructure into transportation
systems, operations, rolling stock, services, safety, and security. Within the infrastructure of
complex linear assets there is a mixture of track and electrical overhead wires and discrete assets
such as bridges, switches, and stations [20]. This amalgam must be correlated with rolling stock
to provide an overview of their condition and performance, including the wheel/rail interface [21,
22].
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Asset condition monitoring plays a primary role in asset management because it provides asset
condition information that enables subsequent activities to be decided efficiently and effectively.
Since sophisticated condition monitoring systems produce vast amounts of data every day, it is
impractical and impossible to handle the data in an alphanumerical form, and therefore most of
this data gathered must be visualised so that users can gain an insight into the actual behaviour
of the objects in question. This means that high quality visualization of the analysed data is needed
to manage the infrastructure, and this has led to the utilisation of evidence-based decision making
[23].
To provide high quality decision support, a railway asset management system requires a large
amount of data for analysis, but since it is usually contained in various databases and storage
systems, careful selection and transfer to railway asset management database is needed for
infrastructure condition analysis and work planning purposes. The data may be in a structured
format (such as sensor data, real time monitoring data, failure codes) or in semi-structured or
unstructured data such as maintenance reports and service logs. In traditional asset management
systems, the maintenance reports and equipment service logs are normally stored separately, but
these maintenance reports and equipment service logs may now be reviewed in a combined
format for analytical purposes. In terms of big data classification, structured, semi-structured, and
unstructured data are often classified under “Content Format” according to their characteristics
[24]. Data selection in traditional asset management systems is very sensitive (and important)
because all the future analyses and subsequent planning are based on the data stored in the asset
management database [25]. Hence, the quality and reliability of data transferred is crucial to the
success of any railway asset management system. However, the characteristics of data are not
normally considered in conventional asset management data models, whereas big data utilises the
data characteristics to identify heterogeneous formats for handling [26]. The other issue is Rulecreation, i.e. the transfer of user knowledge, standards, and regulations comprising the overall
maintenance policy into asset management decision and rules [27]. The idea of big data analytics
within the railway industry is a fairly recent introduction [28]. In terms of building transport
network sustainability, measuring the performance indicators to show progress towards
sustainability can be challenging in the presence of big data, especially when managing the
amounts of big data [29]. Other issues have also been identified when using big data to predict
the behaviour of assets in use.
The significance of big data analytics for asset management is described in [30]. In this case,
the complete asset management system can be supported using Big Data Analytics and the
internet of things (IoT). Big data is often referred to as data with five characteristics, i.e. large
volume (Volume), fast processing speed (Velocity), multiple domains (Variety), low density of
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the value distributed (Value), and complexity of data formats (Veracity) [31]. Veracity was
initially a term developed by IBM in 2012 [32] to convey the idea of the uncertainty and
unreliability of data. However, some researchers want to highlight the first of 4 V’s as ‘Value’ as
the results extracted from the data through analysis and modelling. The value of Big Data in the
decision sciences has been highlighted by Wang et al. [33] where the different stages of data
capture, curation, analysis, visualisation, and decision making are discussed. The availability of
Big Data is regarded as one of the enablers for intelligent decision making with complex systems
[34]. Big data analysis technologies are required to process and analyse the data with these five
characteristics. In addition, Big Data has facilitated the use of techniques such as machine
learning and expert systems [35]. Examples of Big Data in other industries include the use of
statistical process control with Big Data analytics in smart manufacturing [36]. A generic system
for machine learning using big data has been explored by Xing et al. [37]. The case for big data
analytics has been discussed by Portela et al. [38], where existing systems using business
intelligence and data warehousing are limited in their approach to handling and relating
unstructured data to structured data. Examples of projects meeting the criteria of the “5” V’s
highlighted in Figure 2.1 are discussed.
Figure 2.1 below provides an overview of some of the characteristics of big data pertaining to
railway asset management systems. Big data dimensions have been proposed in different numbers
and forms to meet challenges in implementation for various disciplines [39]. While many people
have added to the number of “V’s”, we focus our discussion on the five V’s in Figure 2.1 below.
The data spectrum within railway systems may range from microscale to the largest possible scale
[40], but for railway asset management, the big data problem can be described in terms of a)
aggregating multiple databases which are individually manageable and come from different
sources, and b) individual datasets that by themselves are too large to be processed by standard
algorithms on legacy hardware [41]. While linking the asset and equipment identification (ID)
with asset condition information is seen as a key aspect for adding value to railway asset
management systems, this information may be from different sources and requires aggregation
and processing to add value. As data is aggregated from multiple sources, the data may sometimes
exhibit heavy tail behaviour and non-trivial tail behaviour [42], and similar to trackside systems,
rolling stock onboard systems may perform an analysis or processing prior to transmission to
trackside-based storage, in a similar approach to IoT applications. The challenge here for the asset
condition data analysis is to understand where the raw data analysis is being performed.

27

Huge amount of
data per train in
short time
Volume

ie
Var

Big Data in
Railway

ty

Various data
sources
including
trackside &
train data

r
Ve
y

Ve
l

it
ac

oc
ity

Asset condition;
Asset, equip ID V
alue

Complexity of
data and various
formats of data

High speed
processing

Figure 2.1 Five “V’s” of railway big data
2.4 Understanding big data analytics in asset management
The significance of asset management has been amplified as the demand for capital resources
for infrastructure renewal and development has increased. To make a decision about the future of
an asset, relatively detailed information is required [43]. The operational context of the asset
should also be a key consideration of the type of data collected. The goal for which the asset
condition data is collected will drive the type of information and volume of information collected.
The type of information required, size of the data network, and the complexity of the analytical
models used have a specific relationship to the different levels of decision making and data size.
The development of accurate models to predict the existence of incipient failures may require the
collection of all available data to identify the patterns. A typical railway infrastructure condition
monitoring approach for collecting field data is shown below in Figure 2.2.
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Figure 2.2 Integrated rolling stock and infrastructure field data collection
Each of the monitoring systems shown in Figure 2.2 above are collecting structured data where
the format of the data depends on the type of system being monitored and the unstructured data.
For example, a noise monitoring station may be collecting acoustic audio files. Storage
requirements for the different types of data may also be different. For the Field Technician actions
component in Figure 2.2 above, unstructured data and log files may be collected, but they need
to be linked to the monitoring system data. Examples include linking the work order generation
from the CMMS with the correct asset and accessing log files to provide information for later
analysis. Within traditional CMMS systems, unstructured data such as log files, may be stored
separately from the structured data within the CMMS.
Within typical asset condition monitoring systems, sensors are located on the trackside or within
the railway vehicle undertaking measurements. In the condition monitoring system shown in
Figure 2.2 above, three different levels of condition monitoring may be applied: embedding,
deployment, and processing [44]. Embedding may involve continual data collection on the asset
required and justified by the cost and criticality of the asset. Deployment may also involve the
temporary placement of asset condition monitoring sensors to collect data. In the deployment
case, the condition sampling regime may be optimised against the failure modes the asset owner
is protecting against. In the third case, processing may involve calculation or inference on asset
condition without data collection.
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Typical asset condition data may include a mixture of related data from high to low sample rates
[45]. The rate of asset condition data may be affected by the requirement for data collection when
equipment passes near a sensor, e.g., a rolling stock vehicle passes over a track sensor or by a
trigger when measured data passes over a threshold. In this particular example, the amount of
data sent may increase significantly to allow the trends to be evaluated by an expert system for
the particular threshold that has been reached [46].
Condition monitoring sensor systems also provide data that must be interpreted to turn into
alarms [47] and stored separately in a database for later verification. This highlights the
development of maintenance recording features of asset condition data, the precursors for today's
asset management systems. Other key considerations in the introduction of condition monitoring
to railway asset management are ensuring that the technology being used is as reliable as the asset
being monitored and prepared for analysis and storage of large volumes of data. Analysis of the
data may have challenges due to the volume of the data being captured in real time [48].
Railways across Australia, including ARTC and Sydney Trains, have implemented several
trackside condition monitoring systems within their network to monitor the infrastructure and
train assets, including the wheel/rail interface. The Wheel Impact Load Detector (WILD) system
[47] has been utilised to notify when wheel impacts are detected. Condition assessment is based
on a visual inspection and some other measures, e.g., track machines run over the track and record
the condition of the rail [48]. Integration of data from condition monitoring systems with track
machine recording can identify the locations where defects are present and assist in the decision
making process [46]. In recent years, Sydney Trains has implemented pantograph condition
monitoring using laser and computer vision technology [49]. A range of applications using
LIDAR and video recording technology has also been utilised in rail corridors to provide track
degradation measurement data for predicting track deflections.
2.5 Handling of diverse sources of asset condition data
As shown in Figure 2.2 above, the type of asset condition data can vary based on the type of
condition monitoring sensor systems utilised. Examples include Angle of Attack (AoA) systems
where a text file is produced by the track system for uploading to a structured query language
(SQL) database. Other examples include binary files such as sound files where binary files are
attached to a text file containing the history of the equipment, including the date and time of
measurement. Additional examples include binary files where the algorithm for the measuring
sensor is encoded with the data and may not be publicly available. Algorithms for decoding of
the binary files for further assessment may be challenging to code within the SQL database. In
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these examples, further challenges may be faced in adapting these proprietary data formats into
a large data system [35]. In these cases, where a primary ID may not be available as a prerequisite
for SQL databases, a document ID may be utilised for NoSQL databases where the relationships
between the data can be established later [50]. The strengths and weaknesses of NoSQL databases
in meeting the Big Data requirements of volume as well as real time processing are discussed
further in Moniruzzaman and Hossain [51], where horizontal scalability and distributed nonrelational database attributes are key. An example of the usefulness of NoSQL databases is where
matching may be performed between the asset or equipment register and the incoming data to
confirm asset ownership. Examples of these relationships may include serial numbers, bar codes,
and asset identifiers.
Two key aspects requiring further consideration in handling the contents include the data
dimensionality (High dimensionality means wider datasets) and the large number of samples
(high datasets) [52]. In these cases, further analysis may be required for dimensionality reduction
and/or data sample selection. As a part of the data uploading process, ETL (Extraction,
Transformation, Loading) is utilised to transform the data for storage within databases. For ETL
to be successful in data uploading, an understanding of the data feature space is essential [53]. In
those circumstances where some data formats may not be supported by a big data platform but
are utilised in the asset condition sensor platform, conversion tools may be required to convert
the condition data to an appropriate format for uploading to a large data platform [54]. Open
source platforms have been proposed to allow the sharing of asset condition data across systems
[55]. Typical data flows for railway asset management are shown in Figure 2.3.
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Figure 2.3 Typical data flows for railway asset management data
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Before considering the application of big data analytics, an overall view of data integration, as
shown in Figure 2.4, is required. The diagram gives an overall picture of asset data divided into
different types. The right-hand side of the diagram shows a number of key applications that
depend upon the types and context of the data. This means that data availability determines the
potential applications. Being able to identify the context of data being collected is critical to the
usefulness of this data.
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Figure 2.4 Considerations of asset data types and context
The types of data collection that will impact on which big data analytics techniques are used in
the railway industry may include: a) which part of the track or rolling stock is to be monitored,
b) which type of sensor is to be placed and what kind of data (structured, semi-structured or
unstructured ) is expected from the sensor systems, c) sparsity of the data to be collected and
whether the data reached the SQL database on time or not, and d) how to deal with bad data (or
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missing information such as missing tag reader identification). Each of the considerations can be
addressed using the “design data” concept, where the data requirements are included in the design
of the system to be monitored. However, as the system is monitored in a real time environment,
the concept of “organic data” is introduced, including sensor data, sentiment data, and various
types of machine data that can be characterised by context. The context of this data is important
in providing the links or relationships between each of the nodes of big data [56]. Big data
analytics techniques such as machine learning and Bayesian inference could be used to read
monitoring data and also learn data context and correlation (e.g., the identity of rolling stock
identity vs wheel temperature) for efficient maintenance planning and decision making.
2.6 Data management requirements
There are several key requirements within condition data management, including a) data
retention requirements that may be linked to organisational requirements, b) data accuracy and
quality requirements, c) data volume requirements, and d) identification of the key data required
for decision making and verification purposes. Each of these requirements can be traced back to
the asset management data model needed to meet the organisation's asset management objectives.
Within the advent of intelligent railway networks, data management has also been identified as a
key challenge in their implementation.
Condition based maintenance and the requirement for managing the increasing volume of data
means that organisations must develop new requirements to meet these needs as railway
organisations migrate away from a preventative maintenance approach [57]. These requirements
may include real time analysis of streaming data, the identification of owner and labelling of
source data in a real time environment, sharing of data in real time to provide safety hazard
notifications, and the storage and identification of models to be applied to the condition based
maintenance data. This condition based maintenance data must be converted into information
such as details about the quality of the data collected, and any uncertainties, maintenance, or
operational options [58]. A case study was undertaken by the Swedish Railways with the support
of Bombardier systems to collect condition based maintenance data of railway vehicles [59]. A
key requirement is to identify what needs to be measured and how to measure, collect, and store
the data at an early stage. The real time identification of alarms and trend prediction is identified
as requirements [60]. Further development is occurring within the American Association of
Railways (AAR) to develop interface standards for condition based maintenance [61]. A ten-year
initiative has been set up to provide nationwide monitoring and repair information of freight cars
operating in North America. Data modelling prior to integration may be seen as key to identifying
the relationships between the data for rail maintenance purposes [62].
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While standards including IEEE 1451 [63] have been proposed to regulate the condition
monitoring sensor interface, asset condition data may be collected and stored in a proprietary
format [64]. Innovative approaches to converting the data to an open standards format may be
required to extract useful information. Integration of the condition based maintenance data using
different monitoring tools within railway infrastructure is a critical requirement to ensure the
usefulness of the data [8]. The need to integrate data from different data sources has been
extended to other infrastructure areas where complex decision making is needed to manage a
hierarchy of assets that support maintenance decisions [65].
2.7 Data management system architectures
A data warehouse model incorporating condition based maintenance and using an open systems
framework (OSA) has been proposed for an asset management system [66]. In this model
standard terminologies and tools can make information about asset management more effective
in data warehousing scenarios, especially when all the data is being used. This model has seven
(7) layers, as shown in Figure 2.5, which have been modified for a railway environment. With
the advent of the internet and IoT, the presentation layer in some cases has evolved to provide a
web based user interface to match the internet technologies or via a dashboard. However, the
three lowest layers may still be based on proprietary or bespoke solutions from the manufacturer
or supplier of the condition monitoring solution. Moving the top three layers of the OSA-CBM
model to a big data analytics framework can be done if the business process rules for the asset
being monitored are known and understood. In the UK rail industry, an ontological data
management approach has been proposed by the Rail Safety and Standards Board [67], and an
agent-based approach has been suggested to relate the identities and the locations of asset
equipment.
To utilise the data in an operational environment, dashboards have been implemented to display
real time asset condition data [68] that will enable decision making on operational asset
management to be made in real time using descriptive and diagnostic analytics. Figure 2.6
provides a technical architectural overview of data collection, integration, storage, application,
and presentation. The dashboard enables the agreed key performance indicators to be monitored
in real time and thus immediately indicate and notify any divergence from baseline performance.
The blocks shown in Figure 2.6 show how to develop appropriate customer application
programming interfaces (API) and other technologies such as enterprise information integration
(EII) and enterprise application integration (EAI), as well as data extraction, transformation, and
loading (ETL) tools to pull data from source systems.
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of data volume
and management
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equipment room (SER) modules must be used to pull data from the diagnostic modules and
sensors. The TCH is connected to the network layer, which can be either a cellular 3G, 4G
network or Wi-Fi or connected to the trackside layer, it includes network operations control
centre (NOC) and databases (DB) for storing condition monitoring data. A further key
consideration is the utilisation of radio frequency identification device (RFID) technologies to
identify the location of the asset (GPS plus track location information) with trackside information
using real time data analytics [86]. In terms of collecting data in real time, and continuous
analytics, a paradigm shift may be required from traditional database methods, this could include
“keeping analytics results in small-sized tables” [87]. An alternative approach may be to utilise
the many task computing paradigm (MTC) for ensemble based prediction methods [88]. This can
be extended to utilising artificial intelligence or other stochastic methods such as Markov chains
for degradation modelling using asset condition data.
Railway manufacturers such as Bombardier and IBM, have developed big data analytics for
train condition monitoring [89]. These approaches generally focus on collecting data for fault
prediction and diagnostic explanation. Transportation systems in large cities such as London are
integrating sensor data streams for prediction purposes and transformation [90], but managing
the volume of data is still challenging. The Public Transport Services Division of the Department
of Planning, Transport and Infrastructure in South Australia has utilised an IBM Maximo system
for asset management. It is progressively rolling out asset condition monitoring systems as part
of expanding its transportation [91]. Swedish Railways have implemented Maintenance 4.0 with
the requirement that it must support large databases [30]. Scalable data structures are
recommended as a requirement to cope with the increasing volumes of data being collected within
a railway environment.

Figure 2.9 Condition monitoring data integration for rolling stock modified from [85]
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2.9 Application of big data analytics for prognostics (PHM)
As organisations move towards predictive maintenance programs and away from planned and
reactive maintenance, the importance of prognostics and health management (PHM) has
increased. In this review, health monitoring is defined as monitoring for failure precursors [92].
The detection of anomaly patterns within PHM can be used to detect the existence of a fault
before a failure occurs [93]. Most existing maintenance models assume that monitoring
information is perfect (without uncertainty) and complete. Key aspects of the prognostics models
available have been identified by Peng et al [94]. Hybrid approaches using machine learning and
a combination of two or more algorithms to model the system have been suggested. The four
dimensions of prognostics, i.e. a) sensing, b) prognosis, c) diagnosis, and d) management, are
described by Kwon et al [95], here the prognosis requires additional data such as the maintenance
history and operational and performance parameters that were not previously available with
sensors or diagnosis but are available with data integration from heterogeneous sources. PHM
has been described as a recent advance that can enable the degradation process of a component
and a system to be better understood, and thus extend and manage the duration of industrial
systems [96]. The PHM methodology allows for the utilisation of remote sensing data, condition
monitoring data, and the interpretation of environmental, operational, and performance
parameters to indicate the health of the system [97]. The availability of data from multiple sources
such as condition monitoring systems and reliability analysis systems has allowed for the use of
regression, degradation model, support vector machines (SVM), neural networks, and other
Artificial Intelligence (AI) techniques, particularly with decision support and decision making
models for PHM [98, 99]. The model-and data driven approaches for PHM using artificial
intelligence have been discussed by Schwabacher and Goebel [100], especially where diagnostic
models have been difficult to verify and validate before being deployed. A key reason is that
failure modes which were not identified in the model driven approaches prior to deployment can
occur, so the lack of historical state (condition) data that can impact on data driven approaches.
The choice of algorithms to be used for PHM are based on the level of complexity required by
the model and the amount of noise presented in the data [101, 102]. Another key challenge faced
in using PHM methods is in “taking uncertainty into account” [103]. However, the key challenge
with machine learning in prognostics health monitoring based on analysing asset condition data,
is handling high dimensional data sets. Using domain knowledge where the implication of faults
correlate to a type of information contained in an asset’s life cycle data and are translatable to a
type of domain knowledge representation with an entropy measure, can be used to provide a
dimension reduction framework [104]. Alternative approaches for reducing dimensions using
principal components with machine learning have been identified by Gorban and Zinovyev [105].
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Table 2.1 below is a summary of the application of big data analytics with prognostics health
monitoring.
Table 2.1 Summary of application of big data analytics and prognostics approaches
Application

Type of condition

Analytics approach

monitoring sensors
Rail condition monitoring

Vehicle-mounted sensors

Real time analytics comparing with
a model for diagnostics of
deviations from track geometries.
Environmental data can be added
to predict when track geometries
may require attention

Train performance monitoring

Trackside and vehicle-

Real time analytics comparing with

mounted sensors; wheel

different models for threshold

flats measured by impact

alarms. Hybrid data approaches are

sensors mounted on track

used to enhance existing models.
Alarm threshold information can
be provided to train operators in
real time for planning maintenance
intervention

Traction Overhead Wire Sag

Trackside and vehicle-

Real time analytics of sensor and

measurement

mounted sensors; sag

CCTV images to measure traction

measured by deviation

wire sag while the train is passing

from known height using

under the overhead wire.

CCTV images

Environmental data can be added
to predict when an overhead wire
sag could reach a threshold.

Railway Points monitoring

Trackside audio

Real time analytics of sensor and

measurement sensors

audio data to detect anomalies

collecting audio data to

while a train is crossing a set of

efficiently detect and

points using support vector

diagnose faults in railway

machines (SVMs).

condition monitoring
systems.
Foreign object detection on

Vehicle-mounted sensors

Real time analytics using a

track

using CCTV images to

convolutional neural network
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Application

Type of condition

Analytics approach

monitoring sensors
detect objects in front on

(CNN) of CCTV images to detect

track

objects while a train is travelling
on track. Radar and location data
can be added to predict when
objects may be present.

The applications provided in Table 2.1 above summarise the application of big data analytics in
rail infrastructure. Several different categories of deep learning architectures may be utilised for
the prognostics health monitoring approach [106]. What is new is the approach to utilising
heterogeneous data sources to expand on the existing model based approaches to predict when to
intervene. A key challenge within rail infrastructure maintenance is maintenance scheduling and
planning [107]. Utilising data from exogenous sources can help to meet the maintenance
scheduling challenge. Data quality has a significant impact on the accuracy of machine learning
because while machine learning algorithms may cope with levels of missing data in high quality
data sets, lower data quality data sets can pose a problem for machine learning [108]. Further
research is proposed to utilise deep learning techniques that will recognise model limitations and
improve predictive accuracy when the quality of data is poor or data patterns are missing from
the data collected. An example of integrating asset condition data from heterogeneous sources is
provided by Takikawa [83]. The concept of platform analytics with machine learning and expert
systems has been introduced to optimise the timing and types of maintenance to be performed for
different rail infrastructure assets.
To address the limitations of a centralised structure, Blockchain Technology has been proposed
as a new approach to decentralise the computation and monitoring of asset condition by providing
a distributed ledger that will efficiently and authentically record transactions between two parties
[109]. As part of the European railway research initiative, railway organisations are developing
a framework for distributed processing based on Blockchain [110]. Further details on Blockchain
and railway processing applications are provided below.
2.10 Blockchain technology and IoT security aspects
Blockchain is a shared distributed ledger [111] with encryptions to provide authenticity [112].
A key challenge with using sensors for distributed parallel processing is the problem of trust
between sensors and processing components and the generation of digital signatures for each
sensor device. Blockchain can be utilised to build a trust relationship using the concept of a smart
41

contract [113]. An alternative decentralised system to register and assign IoT devices to an owner
based on Blockchain technology has been proposed by Ghuli et al. [114]. In this approach, the
initial ownership is provided by the manufacturer of the device and it can then be transferred to
an owner based on Blockchain technology, but how failed devices could be replaced with updated
registration of devices is not clear.
Blockchain can provide parallel processing and communications architecture where the flow of
data is decentralised and the scalability and security have been improved [115]. This can also
decrease response times where data flows can be directed to the closest node to where it can be
utilised. Data on track status, such as faults or obstacles, including their locations, can be shared
between the devices on the track and the train rolling stock, without first sending the information
to a central device (Rail Control Centre, Figure. 2.10). The same data can be sent to the central
device in parallel using Blockchain technology to verify the receipt of the data [116]. The types of
applications currently being reviewed by Deutsche Bahn with Blockchain include safety
applications such as reporting obstacles on the track directly to the trains, the number of passengers
in carriages, and track maintenance systems that monitor the status of the track [117]. Other
examples include broadcasting alerts when a high heat condition is detected. An example of the
types of data flows using IoT that can be enabled more effectively with Blockchain is shown in
Figure 2.10.
A key challenge for distributed processing is verifying the condition of assets using the asset
management system after maintenance has been carried out by trackside staff. This verification
can be achieved using Blockchain technology and IoT, as shown in Figure 12 below. Each device
can be arranged into a peer-to-peer (P2P) network where the blockchain is a decentralised,
distributed ledger (public or private) of different kinds of transactions arranged into each device.
The data cannot be altered without consensus from the whole network. Track locations and
vehicle RFID information can be shared between trackside staff and the Rail Operations Centre
with the assurance that the information has been validated without manual verification. Work
orders can be sent directly to maintenance staff without human intervention. Blockchain
technology enables the source of information to be trusted in real time as well as distributed
processing and storage of data using big data analytics. Different communications mediums such
as WIFI, 4G mobile, and trackside communications systems can be utilised without being
concerned about the security of the communications medium. Pacific National within the
Australian Rail freight network has been utilising a blockchain to manage the supply chain of
perishable goods [118]. This involves tracking of perishable goods across the network with
multiple partners. The approach adopted within the Rail industry has utilised an approach that is
similar to the energy sector [119].
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Figure 2.10 Rail IoT architecture modified from Eiza et al. [120]
In Figure 2.10 above, the RoIT connections represent parallel distributed connections between
track, trains, and station staff. The Rail network connections represent the centralised
communications path. In this approach the asset condition data collected from trackside sensors
may be received twice, and arbitration may be required to distinguish between the two paths for
the same data. However, the data available in a single public distributed ledger shared among
several parties can be more reliable than multiple centralised databases. A time-stamped version
of the ‘data’ can be available on the distributed ledger to show the arrival of data at various
devices for audit purposes. Enterprise asset management systems such as IBM Maximo product
currently support Blockchain for asset management applications [121]. An approach to integrate
business processes with asset registries is outlined in [122] which is required for asset
management on Blockchain [123]. Blockchain may assist in the removal of uncertainty of data
by providing the ability to track assets “and provide reliable information when required” [124].
An approach to integrate Blockchain in a communication based train control system (CBTC) is
outlined in [125] to improve the system security of the train management process for an urban
rail transit network. A tradeoff between system security and CBTC performance is discussed with
utilisation of deep reinforcement learning. The approach can be extended to transfer of critical
asset condition information from the train to trackside equipment for maintenance planning
purposes.
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2.11 Decision support and decision making models
To understand the needs of asset owners, asset managers use decision support analysis systems
to undercover hidden trends and explain patterns that affect aspects of asset operation and
performance. One example of a decision support system using smart data for a railway metro
system is provided by He et al. [126] where data from different sources is described and compared
with the need to support a large-scale railway metro system. This example supports a change in
focus from equipment-centric to asset-operation centred. The concept of smart maintenance
decision support systems is being trialled in the US, where data analytics is used to extend the
linkage between the analysis of condition monitoring data and statistical trending with prediction
and simulation based scenarios [127]. The availability of large volumes of data to build accurate
simulations of complex systems can extend predictive maintenance within large infrastructure
organisations.
Expert systems/neural networks have been suggested for decision support analysis [69].
Ebersbach and Peng [125] have described an expert systems approach for vibration analysis to
monitor the condition of machines. An expert system uses existing analytical techniques
traditionally performed in a manual manner by an expert on the subject matter. This system
enables staff to program machine specifications into fixed machines. Neural and Fuzzy Logic
networks also enable competing data to be analysed to provide decision support models for
systems. An approach using fuzzy logic with an expert system to provide a decision making
model for predictive maintenance has been outlined by Faiz and Edirisinghe [128]. They
proposed that an expert system is the best way to enhance the quality of the decision making
process because a standardised rule is extracted from the decision support system to confirm the
decision made against an asset with case-based reasoning. Silmon and Roberts [127] utilised a
fuzzy rules model to identify incipient failures in railway switches. The fuzzy rule process uses
data collected from monitored assets to establish rules for diagnosing faulty behaviour and
training neural networks. A further example of using neural networks to collect the underlying
relationships of complex systems for detecting faults is provided by Yu et al. [129]. The selforganising feature map (SOM) approach provides an example where neural networks are used to
identify non-linear relationships between system variables and assist in the decision making
process. While machine learning has three domains of supervised learning, unsupervised
learning, and reinforcement learning, reinforcement learning is preferred for decision making
problems [130]. An approach using Petri-Nets for decision models for a component of Network
Rail infrastructure (UK) has been proposed by [131]. In this example the models are formed using
Petri-Nets, and Monte Carlo simulation is used to select the best model for decision making on
particular infrastructure assets for maintenance activities. A multi-asset system wide model for
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different maintenance strategies is recommended over individual asset models for decision
making purposes.
An example of a fuzzy rule-based system is provided by An et al. [132]; it is utilised to estimate
the level of risk of each hazardous event for a railway risk management system. A three-layer
architecture consisting of a database layer, an application layer (including the fuzzy logic
application), and a presentation layer is presented. A further example of decision making using
fuzzy rules is provided by Alidoosti et al. [133], extends the Risk Analysis and Management for
Critical Asset Protection (RAMCAP) decision making model using fuzzy rules to provide
quantitative values for risks. A case study from an oil refinery is utilised to assess the capability
of this decision making model.
A case study for decision making processes using a neural network has been provided by AbuSiada and Islam [134] describes how determining the criticality of power transformer can be used
as an input into a decision making process using a neural network based on Gene Expression
Programming (GEP). The model that is produced does not require an expert to interpret the results
before implementation. Multicriteria decision making processes which include the analytic
hierarchy process (AHP), analytic network process (ANP), Techniques for Order Preference by
Similarity to Ideal Solution (TOPSIS), have been used to make decisions about rail infrastructure
environments [135]. These approaches require the identification of a number of actions or
alternatives in terms of specific criteria, but since the criteria may be from different sources,
different scales and weights may be utilised for evaluation [136]. Big data analytics can be utilised
to speed up the multi-criteria decision making [137]. Extensions to the TOPSIS approached using
Fuzzy rules to measure the uncertainty in big data environments have been proposed by Fei et al.
[138]. Further work is suggested for mathematically producing the relationships between multicriteria.
2.12 Data driven approaches
Data driven approaches to deploying PHM are being considered for collecting, storing, and
analysing information on the condition of assets condition. Model based approaches are useful
when the failure mechanism is known [139], but if this failure mechanism is not known, or a new
failure mechanism occurs, a hybrid PHM approach using both model driven and data driven may
be preferred. For example, if hybrid approaches are used, an empirical relationship can be
developed from the data driven method to establish relationships between failure and the wheelrail interface for railway assets. Data models are still important as a starting point with the hybrid
approach [140]. Data driven approaches can be divided into two approaches [141]: Artificial
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intelligence (AI) (including neural networks, machine learning, and deep learning) and statistical
techniques (including Bayesian learning, hidden Markov models, and Gaussian methods).
An example of the use of big data to facilitate maintenance decisions on railway infrastructure
is provided by Núñez et al. [142]. In this example, one terabyte of axle box acceleration (ABA)
data was collected each day to detect cracks in the rails. Selective data processing based on
previous results are used to provide early notification of new defects and information on the
growth rate of existing defects. Further research is suggested to evaluate novel data processing
techniques. Another approach for railway engineering using metaheuristics outlined by Nunez
and Attoh-Okine [143] adopts a hybrid approach using feature extraction, principal components
analysis (PCA), and support vector machines (SVM). Further work is suggested to optimise the
“prediction and identification of hidden patterns in railway engineering” using big data analytics.
Big data analytics can help to improve the safety case model by integrating data from
heterogeneous data sources for safety case analysis [144]. Neural networks can be used to
estimate the probable occurrences based on analysing structured and unstructured data.
PHM methodologies have also been used within high speed rail networks where decision
making and predictive maintenance schedules are becoming increasingly important as
organisations move away from preventative maintenance and inspection schedules. In the case
presented by Feng et al. [145], the issues of storing, managing, and applying decision outputs
from the collected data are raised and discussed. An analytic network process model is developed
as an example of how to manage the volume of data collected with decision outputs in a timely
manner. Big data integration related processes are included for analysis. The tools and
methodologies for the implementing PHM were evaluated by Atamuradov et al. [146]; it was
noted that the focus of research on PHM for railway vehicles is on diagnostics rather than
prognostics. Accurate condition monitoring data with the correct tools are crucial for improving
the applications of prognostics within railway infrastructure applications. This is similar to the
approach being undertaken in industrial manufacturing and process environments [147, 148].
To resolve the constraint faced with dimensionality sizing within asset condition data, deep
learning is proposed to provide an advantage in learning patterns, particularly with the advent of
big data analytics [149]. Deep learning techniques are based on deep belief networks [150, 151],
and convolutional neural networks [152]. An approach to deep learning using a nonlinear
embedding technique has been proposed by Yoon et al. [153] to calculate the remaining useful
life where there is insufficient training or labelled samples available for asset condition history.
While this approach shows some advantages in handling high dimensional datasets, there are
limitations in addressing data quality issues. Deep learning requires a different approach to
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training than other neural network approaches [154], but it is a more viable solution for big data
analytics [155]. The issues of handling high dimensional big data pose a challenge to deep
learning algorithms because the learning paradigm with high dimensional data is slower. Deep
learning overcomes the limitations of neural networks by automatically extracting features and
learning high level representations of the raw data [156]. There are still challenges to using deep
learning approaches for PHM for real time training and deploying deep learning algorithms using
available computing hardware. Cloud computing has been proposed as an alternative to one of
these challenges [157]. Another challenge is to ensure the applied approaches, including cases
under highly varying operating conditions are robust [158].
2.13 Data mining
Traditional techniques such as data mining have also been utilised with big data analytics to
improve the outcomes for condition based maintenance and rail infrastructure asset management.
Predictive analytics using data mining with big data has been identified as a future need where
real time analysis will be needed to meet scenario based analysis techniques [159]. The utilisation
of technology for onboard train equipment can assist in the collection of condition data for
analysis using data mining techniques. In the example provided by Sammouri et al [160], Spatiotemporal data is utilised to determine whether a significant asset condition related event has
occurred to trigger the mining of data associated with this event for analysis. Condition based
maintenance may require a continual monitoring of an asset leading to volumes of data requiring
real time analysis. A challenge for rail operators is being able to predict a defect beforehand so
that the failure does not occur in operation and does not cause delays [161]. To meet this
challenge, a spatio-temporal-nodal model is proposed to analyse the interdependencies of various
rail systems and identify root causes for failures and system behaviours.
An approach using big data streaming analysis was provided by Fumeo et al [162] in which
continual monitoring is akin to a prognostic approach where triggering of maintenance actions
are triggered when degradation is detected. However, in some cases, older data may no longer be
available to revise earlier suboptimal models. Other strategies such as data mining, may be
required to assist in the data analysis process. An example provided by Cannarile et al [163],
outlines how data mining for a large number of assets can be used to optimise the maintenance
strategies for a particular group of railway infrastructure assets. Population based strategies were
compared with cluster-based strategies for a group of 30,000 switch point machines. While
improvements in analysis were reported when using cluster based strategies, further work in
selecting the starting point or decision variables for the cluster analysis is still required, this is
consistent with the traditional use of data mining and clustering algorithms. It may be challenging
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to choose an appropriate clustering algorithm for use in specific big data sets without detailed
knowledge of the characteristics of the big data set [164].
2.14 Data quality and other aspects of asset condition data
Data quality has been defined as a critical issue for engineering asset management [165]. The
key challenges faced by organisations from a data quality aspect include a) integration issues of
technical systems within asset management, b) data integrity checks for the data being collected,
c) lack of a data standard for interfacing condition monitoring systems to asset management
systems, d) dealing with uncertainty in the data, and e) measuring the percentage of missing data
as a tool for monitoring the quality of asset condition data. Due to the nature and diverse sources
of data, uncertainty will be present and needs to be managed as a part of the integration process
[166], but if the data is poor quality, it may hinder the discovery of patterns later in the analysis
and decision process.
The safety and reliability of railway assets are a key concern in railway safety legislation and
also in other infrastructure because asset management plans and asset condition data are seen as
essential components of the safety model [167]. A railway safety risk model (SRM) represents
the causes and consequences of potential accidents arising from railway operations and
maintenance [168]. Prediction techniques traditionally used a Bayesian framework with statistical
techniques such as regression models. However, techniques related to fuzzy logic, Bayesian
reasoning, machine learning, and neural networks for predictions can be pursued to evaluate risk
in the case where the data are incomplete or missing [132]. Collection and monitoring asset
condition data can be used to verify the safety aspects of the asset management model [169].
Deterioration models for buried infrastructure are recommended for creating a single and
integrated database in which the condition of buried infrastructure and surface infrastructure, and
the ground, is explicitly contained [169]. The condition of buried and surface infrastructure,
including the location, is stored in an integrated database containing multiple data sources.
Platfoot [170] provides an example of the use of asset condition data from maintenance
management systems to analyse the performance of equipment. A key challenge is how to codify
the maintenance data to ensure the information has been correctly collated. Cai and Zhu [171]
provide an example of the challenges facing data analysis and proposed a data quality framework
for big data. Further examples are provided in Wamba et al. [172] where “the amount or volume
of data affects the level of control”, particularly on data quality. Table 2.2 summarises the data
quality issues for asset condition data.

48

Table 2.2 Summary of data quality issues and approaches
Data quality issue

Reason

Missing or incomplete Lifecycle
data

Solution approach
model

provides Identify where data is missing

incomplete asset condition
information

Use statistical methods such
as Monte Carlo simulation to
provide additional data [173].

Lack of understanding of

During the design stage,

frequency and types of data

identify types of data to be

to be collected

collected, including
frequency.

Loss of information in the

During the design stage,

history of asset operation and

identify key asset condition

maintenance

data information to be
baselined.

Incorrect data

Wrong data collected for During the design stage,
asset condition

identify types of data to be
collected and frequency from
reliability,

availability,

maintainability, and safety
(RAMS) and failure mode,
effects,

and

criticality

analysis (FMECA) studies.
Work carried out on the asset
needs to be codified correctly
[170].
Inaccurate data
Bias in data
Data misalignment

Sensor information is not

During the design stage,

calibrated to asset condition

identify types of data to be

data requirement

collected and frequency.

Asset condition data is

The alignment of asset

assigned to the wrong asset,

condition data with the asset

or the asset register is

register needs to be specified

incomplete

clearly during the design
stage.
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Data quality issue

Reason

Solution approach

Timeliness of the data

Asset condition data is not up Required timeliness
to date for decision making

parameters of asset data

purposes or consistent

required for decision
purposes need to be
specified. Real time data
requirements need to be
identified during the design
stage [174].

The above subsections show the typical asset data management sources and strategies applied
to infrastructure, including infrastructure specific to railways such as track and rolling stock, that
are being discussed [46]. Different sources of data sources may require alternative strategies to
handle the data in order to upload it onto a big data platform. These strategies must be efficient
enough to ensure the data can be uploaded in an efficient and timely manner for utilisation by
maintenance staff and decision makers. A key challenge is “how to extract information from this
large amount of data in a timely manner” [31]. The presence of missing data in integrating the
disparate sources can affect the content and hence the accuracy of classification. This aspect of
data quality will be discussed further.
2.15 The future of big data in infrastructure asset management
The challenge facing railway asset owners and operators is in being able to view the
interdependencies of various systems that are a part of the railway network and also identify the
root causes of failures and system behaviours before delays occur. This may involve mining big
data with spatial and Spatio-temporal properties to visualise the trends and relationships between
assets. The spatial dimension would involve the real time location of key assets and their
respective systems and sub-systems in each key asset. Technologies exist to provide real time
location information, but they are generally stored separately to measurement and log data. The
temporal dimension would involve displaying historical and current asset condition
measurements with performance criteria as a sub-category. The temporal dimension would mean
integrating design and organic data to a common asset data model with machine learning
techniques to identify the relationships. While there would be value in displaying asset
performance in spatial and temporal dimensions, further value could be derived if a third
dimension could be added to show the interdependencies and hierarchy of various systems that
make up the network. The third dimension would also involve combining artificial intelligence
with expert systems and machine learning utilised to identify the interdependencies and
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hierarchies. Big data analytics are needed for the data collection, management, and analysis
phases for visualising a rail network with performance indicators. While building information
management (BIM) systems exist for fixed assets, a key challenge will be to integrate fixed asset
information with mobile asset information using heterogeneous data sources. The development
of scenario based modelling with PHM would also become a necessary adjunct to big data
analytics in railway asset management.
2.16 Summary of big data analytics
The utilisation of big data technologies for managing asset condition information is becoming
indispensable for improving asset management decision making. Vital information such as
precursor information collected on failure modes and knowledge that may be available for
analysis is hidden within the large extent of data. There are analytical tools incorporated with
multiple regression analysis and machine learning techniques that are facilitated by the
availability of big data, which is why using big data technologies is becoming indispensable for
improving asset management decision making.
Big data analytics with an increased availability of data have provided tools for analysing more
complex systems and improving the outcomes for analysing existing systems [99]. However, the
increased availability of more tools has complicated the task of selecting the right tools for big
data analytics with rail infrastructure assets:
a) Prognostic methods ¾ Prognostic methods are either data driven or model based, or hybrid
[175]. The selection will be based on the availability and quality of the data for the analytical
process. However, there is a trend towards the hybrid approach because the model-driven
approach described above has limitations; this is why the model-driven approach is used as
a starting point for the hybrid approach.
b) PHM ¾ Big data or smart data. While the volume of big data is increasing, selecting the right
data to describe the asset condition information and undertake degradation modelling analysis
is challenging.
c) Scalability in analytics techniques ¾ The choice of machine learning techniques may impact
the scalability of the applications for increasing volumes of data and high dimensionality.
Each algorithm may have a point where performance drops as the volumes of data increase.
Hybrid approaches for analytical techniques may be required.
d) Uncertainty in data ¾ Uncertainty is built into the data and needs to be accommodated in the
collection and analysis of data. Big data analytics algorithms must be developed further to
make full use of information hidden in big data. Techniques are crucial to reducing
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uncertainty in big data analytical processes to improve the performance of PHM and trend
predictions.
e) Impact of Missing Data in Big Data Analytics – A hierarchy of problems are encountered
when data is missing from a collection. Automatic methods may effect the results of any
subsequent modelling. The source of “unknowingness’” or the mechanism for missing data
can impact on the accuracy of the trend prediction. If the data set is too big, choosing the
correct technique for imputing missing data is crucial.
2.17 Gaps and issues in current railway asset management with application of big data
analytics
The collection and updating of asset condition data at organisational levels of control are very
time consuming. The collection and classification of condition monitoring data is an issue in
terms of managing large amounts of data and duplicating resources within the asset management
discipline. Collecting large amounts of data without being able to process it for information to
help in decision making will remain a challenge unless big data analytics is used to process and
store the data. This may involve combining historical data with current component failure data to
uncover new patterns for prognostics applications. A change from model driven to data driven
algorithms may also be required to analyse data/information collected from the system(s) and the
operational environment. Adding unstructured data into the mix and then having to identify
relationships for decision making purposes can make the challenge more complex. Analytical
timelines may be difficult depending on the volume of the asset condition data being collected.
Smart frameworks with machine learning combined with fuzzy systems models can be used to
optimise the decision making based on data driven inputs [176]. The proprietary nature of the
condition monitoring systems used to collect the data restricts the ability of ‘end-users' to
integrate condition monitoring data from different sources to provide aggregate views of asset
condition; this has also led to the development of open systems architecture for condition-based
maintenance. Collecting data for condition monitoring systems can provide timely data for
maintenance planning at scales appropriate to a variety of maintenance activities. The problems
of quality control and quality monitoring from the perspective of condition monitoring data
classification by non-experts requires new approaches. Disparate and large registers of all asset
types, most of which are remote, are all subject to annual verification primarily that is primarily
motivated the cost of financial accounting. The volume of data collected is so big it is now
humanly impossible to do any intelligent data analysis, which is why there is an increased reliance
on automated big data analytical tools that require higher testing and verification levels. A lot of
managerial tasks, including research, are needed in a large railway organisation before a
condition-monitoring database can help to make asset management decisions.
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Evidence based asset management models, which include assessment condition data, are
currently being developed to justify investments in assets. Applying big data analytic design
methods can help the transportation field in terms of cost, risk reducing risks and delays, and
optimisation. An evidence-based database is very helpful to transportation executives and
researchers because it takes advantage of useful and proven information. Utilising evidence-based
approaches with risk management requires the use of condition assessment data that helps to
identify and measure the benefits achieved by the optimisation of assets under management. A
key task for asset managers is to select the best big data analytic techniques for classifying
condition data. Approaches utilising big data analytics with design data combined with organic
data from measurements during the lifecycles of assets may be required, including selecting the
best big data technologies discussed earlier. Asset integrity reports utilising asset condition data
are required for compliance with the relevant standards or regulators’ requirements within
Australia and overseas. Current approaches do not provide the required levels of accuracy for
classifying condition monitoring data, where there are several classes of asset conditions. Hence,
further development of autonomous approaches using artificial intelligence may help to meet the
levels of accuracy required by organisations for safety critical assets.
2.18 Recommended research directions in using big data analytics
Big data analytics for managing rail infrastructure is not fully mature, although condition
monitoring systems are now in general use for classifying the condition of assets. However, there
is no common method of applying or using algorithms for assessing the condition of assets, and
there is also still no agreed interface for integrating the types of information used to measure the
condition of assets with asset management systems for big data analytics. Future research
directions are summarised below.
a) Large and diverse amounts of data are being collected on a daily basis, but there are no agreed
common processes and methods with big data analytics for assessing the condition of assets,
and there is also no agreed interface for integrating asset data within asset management
systems. Research is required to investigate and develop common processes and methods for
applying big data analytics and acceptable tools for integrating asset data; this includes
condition monitoring data in railway asset management systems.
b) Condition monitoring is a key component of the IT pillar within the maintenance
management function, but the big data analytics technologies are still in their infancy within
the IT pillars of organisations. It is recommended that research efforts could be directed to
define potential big data analytic frameworks, and to integrate different big data approaches
for condition and failure monitoring.
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c) Asset condition data is potentially more useful for predicting the lifecycles of assets than
failure data. The introduction of big data analytics to the railway sector will require tools and
models to investigate the condition of assets, such as multi-state degradation modelling and
the correlation analysis of management activities in asset lifecycle.
d) The use of Blockchain technology in the railway industry is at the start-up stage, but the
opportunities are exciting. Future research is being directed at developing new frameworks
and standards so that industry can easily implement their Blockchains. New technologies will
be explored to handle the required speed and scalability issues required when developing
Blockchains for complicated and busy networks.
For this research, the methods for developing and applying tools for integrating asset condition
data into asset decision making in the presence of missing data will be described. In Chapter 3,
methods for handling data will be evaluated. The presence of outliers in datasets and methods for
handling outliers will also be described.
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3 CURRENT APPROACHES FOR DEALING WITH MISSING DATA IN RAILWAY
ASSET MANAGEMENT
3.1 Introduction
In order to develop suitable missing data models for railway asset condition data, several
existing models and algorithms must be reviewed. Since it is important to recover missing
information in railway asset management, advanced models and algorithms have been used to
recover missing data. A procedure is therefore proposed to help select appropriate models based
on missing data scenarios by comparing these models and algorithms. New models with different
structures are trained using one dataset from each scenario and then the best model is used to
recover the missing data. The performance of this model is assessed using data with known or
clearly identified missing data mechanisms. The challenges raised from applying these advanced
algorithms for recovering missing data are then discussed.
3.2 Methodology for reviewing missing data mechanisms
The first step is to carry out a background review of missing data mechanisms. A few
methodologies used in other literature review papers are studied and analysed, and then the
approach adapted from [14] and [15] is determined. The following questions will be answered:
What are the research problems or research focus? What is the research scope? What is the
research methodology? What is the research target or what do we want to achieve? Five aspects
or dimensions of missing data mechanisms were used to select keywords for reviewing the current
approaches:
a) The areas of railway infrastructure and rolling stock asset management in which missing data
analysis could be applied;
b) the types and level of missing data in rail network management, including asset condition
monitoring;
c) the trend towards condition based maintenance where missing data issues may be involved;
d) data applied to prognostic health management and smart monitoring of rail assets;
e)

types of missing data models, missing data tools including regression, neural network, deep
learning, and identification of scenarios used for applying these models.

3.3 Aspects of missing asset condition data
The data within asset condition monitoring that frequently goes missing must be understood when
asset condition predictions and calculations are being undertaken [177]. Missing data can be
described in terms of some intended measurements which were not obtained [178]. Knowledge of
missing data for analysis purposes is crucial for making accurate predictions. While the impact of
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missing data in clinical research is widely documented [179], the impact of missing data for
monitoring infrastructure assets can also be catastrophic, particularly missing failure predictions
where a failure can cause significant damage or loss.
Missing data can lead to incorrect or inaccurate analysis, particularly when predicting accurate
trends for missing data [180]. Without understanding the missing data mechanisms involved,
analysis and prediction (using datasets and databases with missing data) will not be accurate
enough. Any real world data collection system will probably have missing at random (MAR) and
missing completely at random (MCAR) data, or data that is missing not at random (MNAR),
including being labelled incorrectly, censored, or mismeasured. Approaches that require accurate
classification may need to take outliers into account because they can have two outcomes: a)
Erroneous measurements such as sensor measurements and manual data entries, and b) Correct
measurements which are considered as rare events of low probability [181, 182]. Outliers are often
excluded from data collected in error with a subsequent loss of information [183]. This is an
example of the MNAR mechanism. Simple models often fail to account for this impact. For long
tail distributions there is a higher probability of outliers present in the data [184]. Asset condition
databases are temporal databases where the asset condition data usually includes time series
attributes [185] that can be described as two components: a) trend, and b) seasonality. In this
research “the analysis of time series is based on the assumption that successive values in the data file
represent consecutive measurements taken at equally spaced time intervals” [186].
3.4 Types and mechanisms of missing data
Identifying the mechanism can help to select the algorithms to process missing data. There are
three key mechanisms for missing data which are directly related to the type of missing data, these
aspects are [187]: a) Missing completely at random (MCAR) where the data is missing
independently of both observed and unobserved data, b) Missing at random (MAR) where the data
does not depend upon relevance to the hypothesis being tested, c) Missing not at random (MNAR)
where missing observations are related to values of unobserved data. These three types of missing
data are shown in Figure 3.1, which is modified from [16] for asset condition data analysis.
3.4.1 Missing at random data
Missing at random data (MAR) is important enough to require the development of methodologies
to handle missing data [188], especially where data are missing independently of the unobserved
data. A standard approach for MAR is ”simply to delete cases with any missing data on the variables
of interest using a method known as list-wise deletion or complete case analysis” [188]. A
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discussion into why the standard approaches of using list-wise deletion is a significant limitation in
understanding or describing a system with missing data is given. Alternative approaches for
handling missing data are analysed and discussed with a focus on maximum likelihood.
MCAR
e.g., measurement
accuracy of sensor

Missing
Information
MNAR

MAR

e.g., sensor data not being
identified as required in
design process, data
identified as being an outlier
and then excluded, data preprocessing errors

e.g., asset ID missing,
condition data not being
assigned to asset sensor
failure

Figure 3.1 Different types of missing values in datasets [188]
Often “researchers, methodologists, and software developers resort to editing the data to lend an
appearance of completeness” [189]. However, MAR can be described in terms of measured data
that is removed if the measured value falls outside a range of values, or the data falls below a
threshold value set by personnel for performing the measurement using an instrument. The
implications are that the remaining data is a biased sample from the target population, so any
analysis restricted to the data collected may not be valid [189]. When the data are MAR, the missing
values can be predicted using observed data and a correction model based on joint probability
distribution [187]. Where joint probability distribution cannot be used, semi-parametric methods
may be used for distributions that include missing data [190]. Hence, identifying missing data as
MAR can help to validate the prediction and analysis of collected data.
3.4.2 Missing completely at random data
Missing completely at random data (MCAR) is where data is missing independently of observed
and unobserved data. MCAR implies MAR, but not the other way around [191]. “When mild
regularity conditions are satisfied, MAR and MCAR mechanisms may be ignorable” [192].
Inferences or predictions can be made using likelihood and Bayesian paradigms [192] but
identifying the cause of the missing data such as MAR or MCAR is needed to ensure the data
analysis is valid. Aspects of the missing data can be used to describe the system that the data
represents. MCAR implies the observed data is homogeneous across different missing pattern
groups [193].
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3.4.3 Missing not at random data
Missing not at random (MNAR) is where missing observations are related to values of unobserved
data. In an MNAR case, observed data is a biased sample of the data and is classed as non-ignorable
(NI), which is why MNAR data cannot be ignored due to its impact on inferences made from the
data. It can also be difficult to distinguish MAR from MNAR without additional information [177],
but with MNAR, only non-representative samples and biased estimates may be achievable.
Censoring unobserved variables is another example of MNAR. If the value of sample data is
lower in the second run than the first run, the second and subsequent sample data for that defect are
excluded from the analysis [178]. Another example of the MNAR mechanism is where missing
data is not seen as relevant. Broemeling [194] states that “it is the value of the observation, and not
its "missingness, that is important”. Depending on the mechanism for missing data, some may
require a less stringent assumption for analysing the impact of missing data [195]. Where the
missing data mechanism cannot be verified, estimating the validity of the method and correctness
of the trend analysis may be difficult. Missingness can also be categorised as structured or
unstructured missingness [196].
3.4.4 Managing missing, incomplete and erroneous data
The key to the model-driven decision support system (MDDSS) approach within asset
management is to manage missing, incomplete, and erroneous data [197]. The model approach is
separate from the imputation approach and attempt to model the distributions for the missing values.
The impact of missing data on asset condition prediction can be described in terms of a) incorrect
predictions for the future condition of an asset, b) missing trends, c) lack of sufficient data to
perform the analysis, and d) the results may not be statistically significant due to small amounts of
input data for the types of observations [198]. Missing data can also lead to misleading results by
introducing bias which differs from measurement bias [199]. Existing approaches such as list-wise
deletion can suffer from a loss of power, reduced sample size, and reduced potential with the
remaining data. List-wise deletion involves deleting an entire row or record if a single value in that
record is missing [200]. In some cases, Expectation - Maximisation (EM) imputation may be
preferred [201]. EM imputation can preserve the relationship with other categorical variables in a
data set, and it can also require bootstrapping to determine standard errors [202]. While unbiased
results can be provided using EM imputation if the missing data is MCAR, this method is limited
if knowledge of the correct distribution of the dataset under analysis is needed. When the probability
of the distributed dataset and the missing data mechanism is not known, machine learning
techniques such as neural networks may be used to obtain an imputed classification for the missing
value [203].
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3.4.5 Assessment and distance metrics for missing data imputation
Asset management data may have other formats such as categorical variables or text. Many
learning and data mining algorithms depend almost entirely on being given a good metric over
the input space [204]. Some classical approaches include the Euclidean Minimum Distance and
maximum likelihood metrics. In the paper by Xing et al. [204], the requirement for good metrics
that reflect the relationships between the data is highlighted. The unsupervised approach to
learning the distance metric is highlighted and compared with the supervised approach using
classification error, but this approach is limited by the choice of model parameters (i.e., given
sufficient examples of similar pairs of points in spectral space).
Where data exists in non-numerical formats, they may be mapped into Euclidean spaces for
learning by neural networks [205]. For an initial analysis of data, an assessment metric for selecting
the model is needed to determine the impact of missing data and how well different imputation
methods fit (e.g., machine learning, linear discriminant analysis). In cases where the data is
numerical, the root mean square error (RMSE) criterion is used to determine the accuracy of
prediction [206],
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(3.1)

where !! is the actual value, and !!" is the predicted or imputed value from the model being utilised.
Another criterion may be used to help select the prediction model, this includes determining the
correlation coefficient and the coefficient of determination [207]. For example, replacing the
missing value by the mean of the other samples may reduce the RMSE, but increase bias. An
alternative is to use the standard deviation (SD) of the error:
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where the error "! = !! -!′! , !′! is the imputed value of !! , $′∈ is the sample mean of the errors,
and N is the sample size.
The standard deviation (SD) will provide a measure of the spread of the error distribution for
the imputed data. Other examples of the goodness of fit criterion include the chi-square test [208].
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3.4.6 Summary and comparison of aspects of missing data imputation
As outlined in Section 3.4.5, for any initial analysis of data, the MAR assumption is a good
place to handle missing data [188]. The alternative may be to directly model the missing data
process which requires prior knowledge of the particular missing data mechanism. A detailed
review of missing data mechanisms is given by Santos et al. [209]. Table 3.1 summarises the
characteristics of the different aspects of missing data on statistical analysis.
Table 3.1 Summary of aspects of missing data mechanisms and approaches
Aspect of
missing data

Reason for missing
asset condition data

Available
techniques

Missing
Completely
at Random
(MCAR)

i) Failure of sensors
Imputation
due to hardware fault K- nearest
or connectivity issue neighbors

Solution approach
Identify required accuracy of
data

ii)
Measurement
accuracy of sensors
Lack of understanding
of frequency and types
of data to be collected

Missing
Random
(MAR)

Loss of information in
history of asset
operation and
maintenance
at Wrong data collected
for asset condition,

Data
labelled

Statistical
analysis of data
set to identify
dataset
properties

During the design stage,
identify types of data to be
collected including frequency.

Identify similar
assets from the
population of
data sets
Identify similar
assets from a
population
of
data sets of
similar assets

During the design stage,
identify key asset condition
data information to be
baselined.
During the design stage,
identify types of data to be
collected and frequency from
reliability,
availability,
maintainability, and safety
(RAMS) and failure mode,
effects, and criticality analysis
(FMECA) studies.
Work carried out on the asset
needs to be codified correctly
[170].

Use statistical
analysis
incorrectly methods
to
identify
data
showing similar
characteristics

Missing Not Data
not
being
at Random identified as required
(MNAR)
for asset monitoring.
Data is excluded for
other reasons

Utilise machine During the design stage,
learning
identify types of data to be
approaches to collected and frequency.
imputing data
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3.5 Existing approaches and strategies for missing data imputation

3.5.1 Applied missing data detection strategies
The general strategies for detecting missing data are outlined below, and are based on:
a) Complete-case (CC) analysis (i.e., discard cases with incomplete data) [210]
b) Hot deck imputation [211]
c) Cubic spline interpolation [212]
d) Naïve imputation and multiple imputation [213]
e) Analysis of an incomplete database [214]
f) Statistical analysis for measuring the impact of missing data [215]
g) Machine learning and neural network approaches [216]
Before selecting one of these general strategies a statistical analysis of the dataset may be required
beforehand because industrial databases often contain large amounts of missing or incorrectly
entered data [214]. Supervised methods such as decision tree classifier [e.g., C4.5 algorithm] will
help to identify and impute missing data [217]. If these supervised methods are not used, the system
analysis is incomplete and the condition of the engineering assets has not been predicted correctly.
The result is an erroneous picture of the asset condition may be presented to the owner, and further
action is needed to ascertain the correct information.
3.5.2 Complete-Case (CC) analysis, Hot deck imputation, Multiple imputation, Cubic
spline interpolation and Naive imputation
Complete case analysis can result in bias depending on the nature of the ‘missingness’ [218].
Imputation can also suppress variations in the data leading to an underestimation of uncertainty
[219]. Uncertainty can be defined as either a) Aleatoric – which captures uncertainty in the
observations or measurements within the dataset or, b) epistemic – which captures uncertainty in
the model [220]. An estimation of prior probabilities may be required to assess the uncertainties
within the dataset under analysis [221]. The challenge of using the multiple imputation approach
is to outline the assumptions regarding the mechanisms that have caused data to be missed and
generated the sample [213]. This means that using a flawed imputation model will affect the
accuracy of the analysis.
Hot deck imputation is a strategy where each missing value is replaced by an “observed “response
from a similar unit. Variations on this approach include weighted sequential hot deck imputation
[222]. The alternative approach to using Naïve imputation by substituting random values from the
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domain of the data is not recommended [223]. If there is longitudinal data from the same sample,
using the R2 correlation to select a value for substituting the missing data point is recommended
[224]. Multiple imputation is the best way of handling missing data within a dataset for decision
support purposes.
Cubic spline interpolation is a method to handle missing data in a time series when the missing
values do not span over more than a few time points when the values are highly variable. Spline
interpolation is used to fit low-degree polynomials to small subsets of the values [225]. Cubic
spline interpolation method is especially sensitive to data missing at the end of the time series
dataset [226]. An example of an application of cubic spline interpolation for power condition
monitoring is provided by [227]. While the cubic spline interpolation can provide accurate
predictions, the presence of outliers can impact on the calculation of weights [228].
It is very important within the engineering asset management discipline to accurately record
different types of information about the asset being monitored, including the working age of the
equipment and details of the maintenance actions [229]. This becomes more critical when a
condition based maintenance regime is being implemented [230]. If the data is not recorded
accurately, the dataset for the particular asset will be incomplete due to missing or incomplete data.
Understanding that a database for asset condition may be missing key data can be a problem [231].
To obtain informed asset condition reporting, a database methodology may be required to store
reliability and failure data about what data may be missing [232] or uncertain [31]. The importance
of identifying missing data and how to highlight it for the users of the database is outlined in [233].
A requirement for dealing with missing data in a rigorous and transparent manner is also identified.
A case study using health care data is provided in [234] to outline different approaches to identifying
missing data in databases where the tool utilised may depend upon the type of missing data
encountered.
Inconsistent data due to diverse sources is a problem within the big data environment because it
impacts on the decision making process [235]. Inconsistent data occurs when diverse sources of
data are integrated into one data warehouse because some may be lost during this process [236]. A
further example by Xiao et al. [237] where high volumes of heterogeneous data may cause data to
be lost even though there is no requirement to identify this data.
Assessing the quantity of data missing from a database or dataset is a key requisite to
understanding how it affects analysis and prediction. Some techniques have been proposed to assess
the amount of data missing from a database, they can include autoregressive Bayesian networks
62

[238] where latent variable relations are exploited and autoregressive information of the variable
are being filled; this includes within-variable information and statistical dependencies across
variables. An alternative approach using probabilistic models has been proposed by Kuhi et al.
[239] where mathematical models are used for missing data prediction in performance
measurement. Moreover, dynamic Bayesian networks can easily be created from expert knowledge,
network element similarities, and historical changes to manage the impact of missing data.
3.5.3 Statistical analysis approaches to measuring the impact of missing data
Statistical approaches such as the logistic regression test can be used to predict the impact of
missing data, but including a variable in a model may be conditional on the completeness of its
observations [240]. Statistical approaches may be classified in terms of parametric and nonparametric approaches [241]. An example of a parametric approach is logistic regression. A test
for homoscedascity may be required to test for differences in the variances of the classes within
the dataset [242]. Tests for homoscedascity may be utilised in tests for MCAR [243]. Where the
assumptions of a dataset may not be satisfied, a non-parametric approach may be more useful.
Examples of non-parametric correlation methods include a) Spearman’s rank correlation
coefficient and b) Kendall rank correlation coefficient. An example of a non-parametric model is
the k nearest neighbours predictions based on the k most similar training patterns for a new data
instance [244]. Non-parametric approaches may lack the power of parametric approaches and
require more data [245]. Hence, parametric approaches may be utilised as a first step.
Principal Components Analysis (PCA) is utilised in exploratory data analysis and also for
making predictive models [246]. PCA has also been used in time series datasets for model
predictions. The principal components can be defined as the eigenvectors of the dataset’s
covariance matrix. Where there are gaps in the dataset, the resulting covariance matrix may
include gaps. The missing gaps can be interpolated using Ordinary Least Squares (OLS)
approaches, however, the covariance matrix may no longer be semipositive definite [247, 248].
Decomposing a matrix containing missing data to develop a predictive model may be challenging.
Figure 3.2 from [249] outlines an approach to provide a statistical analysis of a database in the
presence of uncertainty using both parametric and non-parametric approaches.
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Figure 3.2 Flowchart for statistical analysis of missing values in datasets [249]
In Figure 3.2, the Self-Organizing Feature Map learning vector network (SOFM or SOM LVN)
can be utilised to provide a two dimensional map of the input data [250, 251]. The SOM can
convert statistical relationships of the input data into a two dimensional map. Information is
compressed while topological relationships are preserved. A hybrid neural network with a SOM
LVN as the first stage can be utilised with a backpropagation network in the second stage to
provide supervised learning and classification of asset condition data [249]. The feature maps
provide a similarity measure of the input data using a distance metric such as an Euclidean
distance measure. An adaptation of the SOM to handle datasets with missing values is described
in [252]. This adaptation provides for a posterior estimation of the missing values using the mean
value of the class. An example of a SOM application for missing data imputation is provided in
[253]. As the percentage of missing information increases, the performance of the SOM to impute
decreases.
A summary of software using the logistic regression approach to identifying missing data has
been provided by Horton and Kleinman [254]. The spacing of the missing data can impact on
statistical analyses detected using the ratio of the RMSE of a time duration mean of a group of
observations to the standard deviation of daily observations [255]. Missing data can be
categorised based on the pattern of missingness and the missingness mechanism. Summary
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statistics may be computed using all the data available for that particular statistic; this method is
called the available case analysis [256], and it can be used to measure the correlation between
individual variables in a dataset and the size of the sample clusters. This statistical approach can
also be used to identify the missing data pattern used as a starting point for selecting the method
for imputing missing data [257]. Missing data patterns may include:
a) Univariate with missing data only in one variable,
b) Multivariate missing data patterns, where multiple variables contain missing values, and
c) “integration” missing data patterns can be observed when data from several sources are
merged for individual asset condition data analysis, and some asset data variables are not
assessed in all analyses so there are subsequent gaps in the merged data set.
Evaluating the missing data patterns can provide insight into the location of the missing data in
the data set and the missing data mechanism [215].
3.5.3.1

Unsupervised clustering approaches to missing data imputation

Unsupervised classification algorithms are optimal in cases where asset condition data is not
readily available for a study region [258]. Based on user-defined parameters, unknown dataset
data is iteratively grouped together in clusters until either some proportion of data points’ class
values remain unchanged or a maximum number of iterations has been reached. Major
approaches to unsupervised classification methods include [259]:
a) K-Means [260] –An arbitrary set of n cluster centres is generated in a multi-dimensional
measurement space, and then iteratively repositioned until optimal spectral separability is
achieved based on distance-to-mean [261]. Chang et al. [262] provide an example of k-means
clustering as the first stage to a probabilistic neural network. An example of k-means
clustering to monitor the condition of transformers is provided in [263]. In these examples,
the information of the centroid values can be used to impute the missing values.
b) Fuzzy C Means [264] – A method similar to K-Means which also incorporates fuzzy logic in
later processing. Each data point belongs in a cluster to a degree specified by a membership
grade [265]. An example of Fuzzy C Means being used to detect abnormal operating
conditions of automobile engines using smell is provided in [266]. Where a datapoint belongs
to more than one cluster, Fuzzy C Means may provide more accurate imputation for missing
datapoints.
c) ISODATA [267] – The Iterative Self-Organizing Data Analysis Technique is a variety of kmeans. Data points are iteratively classified using a minimum distance formula. At the end
of each iteration, the current class means are recalculated. A new data point is then classified
relative to the new mean locations. This cycle is repeated until the number of data points in
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each class changes by less than a user-specified convergence limit (e.g., 90% of the data
points remain in the same cluster after two iterations), or a maximum number of iterations is
reached. An example of the use of ISODATA techniques for risk assessments is provided in
[268].
d) Silhouette coefficient [269] – The silhouette coefficient refers to a measure of consistency
within clusters of data. The silhouette provides a way of measuring the space between
clusters. For each point p, the average distance between p and all other points in the same
cluster is calculated. This is a measure of cohesion. Then the average distance between p and
all points in the nearest cluster is calculated. This is a measure of separation from the closest
other cluster. The silhouette coefficient for p is defined as the difference between measure of
separation from the closest other cluster and the average distance between p and all other
points in the same cluster divided by the greater of the two. Examples of silhouette measuring
within missing data and outliers analysis are provided by [270]. The Silhouette coefficient is
generally higher for convex clusters than clusters, such as density-based clusters. The
complexity is of O(n2).
e) Dunn index [271] – The Dunn index (DI) is a metric for evaluating the internal consistency
of a cluster. This index is used to identify clusters that are compact with small variances
between members of a cluster. Changes to the way Dunn’s index is calculated was proposed
by [272] to reduce the sensitivity of outliers on index. A more generalist approach is presented
in [273].
f) Davies-Bouldin (DB) index [274] – The Davies-Boulder index provides a similarity measure
for the similarity of clusters. This measure can be used to measure the appropriateness for
separating the dataset under analysis. This was extended in the soft computing domain by
[275]. An approach to compare the Silhouette coefficient, Dunn Index and Davies- Bouldin
index for structural health monitoring (SHM) is outlined in [276]. Limitations in the use of
online systems for data collection were discussed with the complexity of each of the
approaches.
g) Calinski-Harabasz index (CH) [277] – The Calinski-Harabasz index provides a measure for
identifying clusters of points in multidimensional Euclidean space; this index is also known
as the Variance-Ratio criterion [278]. An approach to utilise the Calinski-Harabasz index in
a biomedical context is provided by [279]. The cluster analysis identified additional
parameters to be more suitable for hierarchical cluster analysis.
h) Bhattacharya distance (BD) – The Bhattacharya distance can be utilised to measure
similarities between datasets with missing values [280]. An application using Bhattacharya
distance metric for a health care dataset is described by [281]. In this example, the
Bhattacharya distance metric is integrated into a kNN classifier and is able to distinguish
between complete and incomplete samples. An example of the Bhattacharya distance used
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for fault detection is outlined in [282] where it is linked with the Nonlinear Auto-Regressive
Moving Average with eXogenous input model (NARMAX). The dissimilarity between
current and reference probability distributions are measured using the BD to identify faults.

3.5.3.2

Supervised clustering approaches to missing data imputation

Supervised algorithms rely on user-defined training sets defined by Regions Of Interest (ROIs),
data point areas whose classifications are assumed to be known. These regions are selected to be
reasonably representative of only one class. Several significant methods of supervised
classification include [283]:
a) Maximum Likelihood – This approach assumes that statistics for each class in the data set
dimension are normally distributed. Probabilities that a given pixel belongs to an arbitrary
class (Gaussian value distribution) are computed, and the pixel is assigned to the most likely
class within a probability threshold if specified. The Maximum likelihood classification is
based on a particular case of the Bayes Rule [284]. It is a prerequisite from a statistical point
of view that the training classes are Gaussian in nature. Welte and Kile [285] provide an
example of the use of maximum likelihood to assess the parameter models for degradation
models of power lines.
b) Minimum distance – Using the mean vectors of each ROI, Euclidean distance from each
unknown data point to the mean vector for a class is computed. Data points are associated
with the closest ROI class unless the user specifies standard deviation or distance threshold
criteria (which may leave certain pixels unclassified). Liao et al. [286] provide an example
of a minimum distance classifier used for monitoring the condition of grinding wheels.
c) Mahalanobis distance – This method is a direction-sensitive distance classifier that retains
unique statistics for each class. While similar to the Maximum Likelihood classification, it
assumes all class covariances to be equal, making it somewhat faster in execution. Kumar et
al. [287] provide an example of the use of Mahalanobis distance classifiers for early detection
of anomalies in electronic products and systems to detect deviations in system performance
from normal operation. Ji et al. [288] provide an example of the use of Mahalanobis distance
for monitoring the wearing and breakage states of cutting tools. Chinnam et al. [289] provide
an example of Mahalanobis distance for monitoring the condition of tools in drilling
applications. An approach to indicate outliers in structural health monitoring applications
using Mahalanobis squared distance (MSD) is identified in [290]. A drawback of using MSD
with multiple outliers being present in the dataset is identified and an approach to use the
minimum covariance determinant is discussed.
d) Minimum covariance determinant – This method provides a robust estimation of multivariate
position and shape in the presence of outliers [291]. An example of the minimum covariance
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detection (MCD) method used in condition monitoring datasets for anomaly detection is
provided in [292]. Improvements in using the MCD over MSD are described. An extension
of the MCD method in the presence of missing data is described in [293]. A limitation in this
approach is the selection of the correct dimensionality for the dataset under analysis. In most
cases outliers can express high values on low-variance components which could be discarded
incorrectly.
e) Poincare distance – This method can be utilised to learn hierarchical representations of data
sets (distance and similarity between points) to understand the trajectories or trends [294].
The Poincare method has also been adapted for use in evaluation of variability in time series
data [295, 296]. An adaptation to the Poincare method has been proposed in [297], where an
improvement in pitting fault detection using Poincare plots is demonstrated. An approach to
identify outliers using Poincare maps is discussed in [298]. This approach allows for outliers
to be linked to time steps.
f) Lorentzian distance – This method can also be utilised to learn hierarchical representations
of data sets. The Lorentzian distance has advantages in that it is linear in the hyperbolic
representations and differentiable [299]. An example of Lorentzian distance metric
application for classification is provided in [300]. In this example, classification by
Lorentzian metric (CLM) is compared with kNN approaches. While the CLM approach
performed better than kNN, there is a limitation in the Lorentzian distance classifier in being
more suitable for two dimensional datasets than multidimensional datasets. A comparison of
the Lorentzian distance with other distance metrics using EM and PCA imputation is
provided in [301]. The Lorentzian distance metric provides less usable information on the
performance of the imputation method when compared with other distance metrics.
3.5.4 Machine learning and neural network approaches to missing data
The imputation of missing data using artificial neural networks is a practical way to handle the
impact that missing data has on the analysis and identification of trends. Neural network and
machine learning approaches are grouped into two approaches, being unsupervised and
unsupervised learning and have been extensively utilised in missing data, more especially the
supervised learning technique [302, 303].
Backpropagation has been utilised in an example provided by [304] for interpolation of missing
data in a daily precipitation time series dataset. Some discrepancies are identified where the
spatial distance between collecting stations is longer. A further example of the use of
backpropagation in interpolation of missing data is provided in [305] where a distance measure
is implemented to utilise the neural network node closest to the missing data network node to
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interpolate the missing value. A comparison is made between backpropagation and the inversedistance-weighted interpolation (IDWI) method. However, the IDWI method is adversely
affected by the accuracy of data available. An example of unsupervised backpropagation (UBP)
is provided in [306]. UBP when compared with nonlinear PCA performs slightly better for
datasets with 10% missing data. UBP can allow for more complex and irregular boundaries
between clusters.
Genetic algorithms (GA) are a supervised learning approach that has been utilised for
imputation of missing data. GA are search-based algorithms used for solving optimisation
problems in machine learning [307]. An example of an approach using GA with multiple
imputation is provided by [308]. Domain values are chosen as a replacement for a missing
attribute and the set of instances with imputed attribute values is used as pool of solutions. GA al
are integrated with decision trees to provide a classification output. An alternate approach is
identified by [309] where GAs are used to generate missing values and information gain is used
as a fitness function to measure the performance of the imputation.
Three classifiers, including a decision tree, naïve Bayes, and k nearest neighbours [310] were
tested for performance and to measure the amount of bias inserted in the complete data set after
replacing the missing values within the data set. Further research into techniques for replacing
missing data in datasets used for condition-based maintenance is described in Bennane and Yacout
[311] where missing data “can cause bias or lead to inaccurate analysis”. A comparison of case
deletion techniques with other techniques, including nearest neighbour processes for missing data
mechanisms, is discussed where “absence of data may substantially affect data analysis” [312].
Further work is suggested for analysing missing data in datasets using min-max approaches.
Identifying missing data mechanisms is essential to the choice of analysis involving missing data
for condition-based maintenance datasets, and the accuracy of the analysis and prediction using a
dataset with missing data.
Missing values in a dataset may cause errors with the application of algorithms such as machine
learning, especially where the linear discriminant analysis (LDA) algorithm does not work with
values missing from the dataset. However, algorithms such as k-nearest neighbours can still work
with values missing from the dataset by ignoring the distance metric when a value is missing. An
approach using multitask learning with perceptrons for classification with missing data is outlined
in [313]. In this approach, the missing data imputation is performed in parallel with the classification
task where the final imputed values chosen are values that contribute to the classification task. Four
different types of machine learning algorithms have been identified for classification [314]:
a) Unsupervised learning
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b) Supervised learning,
c) Semi-supervised learning and
d) Reinforcement learning.
Learning for uncertain and incomplete (missing) data is a critical issue in machine learning [130],
which is why machine learning techniques for imputing missing data is a current area of research
for improving data quality. Marlin [315] describes an approach that uses machine learning for
collaborative prediction with non-random missing data and classification with missing features. A
framework in [315] is described for collaborative prediction in the presence of non-random data
using a model developed for missing data. Imputation, reduced models, and response indicator
augmentation combined with logistic regression are compared with multi-layer neural networks and
kernel logistic regression to select the best models. A methodology is needed to identify missing
and inconsistent data to ensure that an appropriate weighting is attached to the veracity of the asset
condition information.
A hybrid approach for imputing missing data using supervised and unsupervised approaches is
described for a large dataset from the Machine Learning Database UCI Repository by Kanchana
and Thanamani [316]. This hybrid approach is recommended to ensure bias is not introduced into
a dataset where missing data may not be detected. An incorrectly specified parametric model may
have a bias that cannot be removed even by large number of samples [317, 318]. Where the
imputation and prediction stages are split into two stages, Missingness patterns may not be
effectively explored in the prediction stage resulting in loss of accuracy in both imputation and
prediction outcomes [319, 320].
In terms of missing data, an appropriate data collection method is a design stage task for a system
once the requirements for asset condition monitoring have been identified [321]. However,
mechanisms for missing data analysis are not normally included in a data model at the design stage.
3.5.5 Examples of types of missing data within asset management
There are several examples of data sets with missing or faulty data, they may include
performance data, operational conditions data, management data, maintenance historical data,
location information, financial data, etc. [180, 219, 229, 231, 322, 323]. Specific examples of
missing data could include:
a) Missing asset ID (or tag), where the data cannot be assigned to an asset for assessing the
condition of assets [324]. In this case, the asset ID could be assigned to an asset based on
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recognising the data collected from similar data collected previously. The asset ID may
include a categorical or numerical value.
b) Data missing from commissioning a system or subsystem, where the data was not needed to
provide a baseline. Failure modes identified after commissioning without any baseline data
from design or commissioning processes. Due to the age of assets such as bridges where there
was no technology available to record its baseline condition.
c) Missing data from maintaining and operating an asset. For example, Inline Inspection (ILI)
data for an energy pipeline may be incomplete or some data may be missing due to the
technology being used or loss of data due to equipment failure. In this case, stochastic process
modelling may be more efficient to forecast the future condition rather than estimating the
missing information. This is because asset condition data within energy pipeline
infrastructure involves measurement error [325].
A key challenge is managing ILI data for energy pipelines across multiple runs where some data
may not be interpreted by the ILI tool. The data may not be lost at random (MNAR) because it was
relevant during the measurement run. This is because the measured data was below the calibration
level set by the vendor of the tool [326]. Other items identified in the loss of ILI data is the change
in the reference number (e.g., girth weld or pipe section) due to changes in asset installation or
systems failure. This can lead to a loss in the relationship connections for the data if the database
used to store the data is based on an SQL framework. Where data connections or relationships
change or are lost, a NoSQL (non-SQL) framework may be more appropriate for storing the data
[50]. The ILI data is regarded as sparse as the frequency of ILI runs can be once per 15 years for
the same section of the pipeline.
Logical data models have been provided by organisations such as DNVGL. DNVGL [327] is
based on the utilisation of Geographical Information System (GIS) information using standards
developed by Esri [328] and the American Pipeline Association [329]. Where data had to be loaded
from legacy systems to the pipeline open data standard (PODs) or Esri models did not exist, data
was created from scratch and then loaded onto the Esri and/or PODs systems.
As a part of their asset management and risk reduction strategies, railways collect asset condition
data from their fixed infrastructure and rolling stock assets [330]. This data can include thousands
of data points, from laser measurements of single wheelset dimensions to vibration, temperature,
wheel impact load, and lubricant parameter values of complex traction systems. Original equipment
manufacturers (OEMs) must provide a variety of metrics for their equipment as part of maintenance
support contracts, ranging from critical components and aggregated systems to specific vehicles
and trains. A longer term strategy for railways is to utilise these data to provide prognostics that
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will enhance the reliability and availability of their fleet [331]. Clearly, the above three types of
missing data exist in railway asset management databases.
The importance of identifying missing data in the integration process is highlighted by Sinclair
[332], but there are other challenges related to the different measurement values in use. For
example, railway condition monitoring data may be collected from different sensors and operation
and control systems, and these recorded signals may be analog and digital with different sampling
frequencies. In these instances, rules are needed to ensure that the level of detail provided will
support degradation modelling [333].
3.6 Metrics for measuring the impact of missing data
The percentage of missing data within a dataset under analysis can impact on the choice of
algorithm used to impute the required values. The major challenges in missing data with big data
analytics are [334]: a) for a given query there are few or no complete cases available due to a larger
number of variables, and b) data analysis is biased due to systematically missing data (MNAR).
However, measuring the proportion of missing data may provide limited information on bias in the
data set and efficiency gains from imputation [335]. The three issues created by missing data are:
a) loss of performance, b) problems with analysing the data, and c) generating biased results due to
the differences between missing and complete values. Some metrics are available for measuring
missing data, particularly survey response data that includes the response rate and the fraction of
missing information [336]. However, these approaches rely on the choice of model, whereas
methods for handling missing data that cannot be ignored means the analyst may have to make
assumptions about the model of missingness to be utilised [337].
Sampling protocols have been developed for assessing the condition of assets based on historical
data [338]. However, the concepts of data quality and missing data in these protocols are not
explicitly discussed. For automatic data quality monitoring in industrial datasets, the dataset can be
tabular and consist of n rows (records) and m columns (variables) [334]. The missing data may be
manifested as either a missing value in an individual variable or missing values in multiple variables
across each row. One of the metrics proposed for clustering in multi-variate data is Ward’s method
[339, 340]. A Euclidean distance measure may be used in these approaches to identify missing data
points that are part of or separate from the same cluster, Class separability and the percentage of
missing data in a classification where missing data may be evident is an important consideration
[341].
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To identify missing data within a dataset, a missing value indicator can be created [342] and then
used to provide a separate tabulation of where data is missing for further analysis and investigation
and input into software programs [343]. To assess the impact of missing data upon data quality the
metrics may include: a) the number of missing data points, b) the distance between missing data
points, and c) whether the missing data points can be classified as part of the same or different
cluster for classification purposes. An approach to generate missing data for evaluation of
imputation algorithms is identified in [209]. Where there is no identified order to the missing data
patterns, simulating missing data to test algorithms may be more challenging. Data modelling for
generation of MAR may be preferred with an expansion to the use of nominal features for
generation of MNAR.
3.7 Concept of outliers
Outliers are atypical (by definition) and infrequent observations of data points that do not appear
to follow the characteristic distribution of the rest of the data [344]. They may reflect genuine
properties of the underlying phenomenon (variable) or they may be due to measurement errors or
other anomalies that should not be modelled. A single outlier can change the slope of the
regression line which is why the correlation if the regression formula uses the minimising sum of
the squares of distances of data points from the line [345]. Outliers within a dataset may skew
the mean and covariance toward the outliers themselves [346], while some outliers may be
‘regular’ observations that mask their outlier status [347]. To achieve adequate classification any
model would need to understand the concept of outliers. Maheswaran et al. [348] gave an example
of the use of outlier detection and removal for measuring bridge deterioration and bridge failure
modes. Gharibnezhad et al. [349] provided a comparison of principal components analysis (PCA)
techniques in the presence of outliers to detect damage while monitoring structural health. The
use of two PCA techniques in the presence of outliers increased the accuracy over classical PCA
techniques.
An approach using Bayesian inference methods for a multivariate autoregressive model is
identified in [350] for health monitoring of bridges. A reference model is produced representing
healthy bridge vibrations which can then be compared with experimental data where a truss
member has been artificially severed. Nonparametric tests based on Walsh’s method to identify
and remove outliers is described in [351]. A three sigma rule based on Pukelsheim’s approach
[352] is used to analyse the data after outlier removal to identify thresholds for abnormal
conditions. Characteristics of rare event, anomaly, novelty and outliers are described in [353].
The outlier detection is identified as an unsupervised classification learning scenario.
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3.8 Statistical decision rules in asset condition analysis
Data with missing values can complicate the learning process and how the model is applied
[354]. The statistical parameters of the dataset under analysis can affect the accuracy of the
statistical decision rules being applied. Fischer et al. [355] stated that “Data analysis denotes the
transformation of data (i.e. pure numbers) into more abstract information”. The use of statistical
models to specify the maintenance model parameters is discussed in [356]. An example of this
approach is the development of railway points monitoring systems data [357]. McHutchon et al.
[358], discussed the use of statistical clustering for analysing existing force and current data for
situations with different fault conditions. Zattoni [359] expanded on this approach using a
different criterion to reduce the impact of limitations that occur when parameter models or dataset
schema estimations are needed.
Statistical analysis algorithms are used in asset condition applications to measure dataset
frequency, placement, and grouping, as well as the distance between data points in a data set.
This approach requires some form of preliminary training (supervised), such as a basic signature
class defined by a human expert. Clifton et al. [360] provided an example of using novel detection
for industrial systems to identify poorly understood modes of failure. The breadth and validity of
the structure and subsequent classification rules can be automated by applying a training set of
data based on estimating the parameters during the design process [361]. An example is where
sample training data are applied to the points monitoring devices to monitor the images provided
by these points [357].
In the statistical analysis approach, subsets of data sets are identified manually and presented to
the software as "exemplary" to a given asset condition state. The contents of the sample are
analysed, the signature classes are further refined, and the rules of classification are established.
These rules are then used to automate the analysis of new data sets and their classification into
the signature classes [362]. Günal et al. [363] provided another example of the use of signal
processing to produce spectral signatures (images) for condition monitoring. The degree of
correlation between a variable with a measurable percentage of missing data and other variables
can also impact on the accuracy of a statistical decision rule.

3.9 Use of asset condition data for the decision making process
There are several behavioural challenges involved in decision making [364]: a) the time
available before making a decision, and b) the availability of information and data. Day to day
decisions may involve situations or conditions where there is incomplete data, in which case
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technical experts are needed to fill the gaps. Conveying the impact of missing data on a decision
support system may be subjective and based on expert experience. Decision support systems are
designed to support decision makers by amalgamating human experience, judgment, and
computerised information to make decision making more effective [365]. Decision support is a
crucial component of asset management based on evidence and driven by data. The evolution of
IoT and improvements in asset condition monitoring technology have brought opportunities to
improve decision support systems. For critical infrastructure systems, intelligent human-like
support is needed to support decision making, but humans should still make the final and critical
decisions [366].
There are a number of challenges in integrating condition monitoring data for decision support
systems, mainly developing the data flow needed to support selected asset condition data. These
challenges relate to: a) the quality of the data available, and b) the large amount of data collected
by condition monitoring systems. There are five decision support systems [367, 368]: a)
communications driven DSS, b) data driven DSS; c) document driven DSS; d) knowledge driven
DSS, and e) model driven DSS, each of which requires different types of data management and
models. Model driven and data driven approaches have been applied to railway decision support
systems. Where there is a high degree of temporal or spatial variability in operating an asset, the
data-driven approach is better at estimating variables of interest for decision making [369].
Decision support systems have been integrated with big data to provide more intelligent support
systems in areas such as health [370], business [371], environment [372], and agriculture [373]
using deep learning algorithms [366]. Further work is currently being undertaken to determine
the best approaches to deep learning architecture for decision support systems [157].
Asset condition monitoring can reduce the risk profile when used in conjunction with decision
support systems [374]. Insight into asset condition from condition monitoring can protect against
and prepare for failure modes. Accurate data and documentation must be collected in order to, a)
meet legal and statutory requirements, and b) permit effective communication with stakeholders.
The asset data models discussed in section 2.7 typically come from operational technology
systems or corporate information systems which, as described in section 2.14, may suffer from
data quality issues such as missing data and outliers. The properties of data such as representation,
heterogeneity, availability and interoperability are crucial in ensuring the success of a decision
support system. Where data is utilised from different sources, horizontal aggregations in NoSQL
are used to prepare datasets for Data Mining analysis and Machine Learning methodology for an
application that can identify and disseminate asset condition information. Predictive data mining
enables potential risk factors to be discovered and support an asset management decision system
that provides an asset manager with information on the probable asset condition outcome.
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Asset condition data has been used in condition-based maintenance to inform maintenance
decisions based on the collection of asset condition data [375-377]. The impact of missing data
is not discussed in these implementations, and the data driven approach has been mostly utilised.
The data driven and model driven decision support systems are discussed below in terms of how
well they can integrate with condition monitoring systems and asset management systems. Within
these two approaches, there are three common components of the decision support systems [128,
378]: a) a store house of information, b) a process whereby this knowledge may be systematically
interrogated to provide answers to questions, and c) a user interface with a perceptive, accessible
tool to gain the information they require. An example of this approach for urban infrastructure
asset management is proposed by Wei et al. [379]. In this example, an approach is outlined for
integration of multisource data. The approach provides for intelligent decision making in the
presence of uncertainty.
Core decisions within engineering asset management revolve around the four stages of asset
management system activity [131, 380]: a) the acquisition of assets, b) the deployment of assets,
c) the operation and maintenance of assets, and d) asset retirement. Traditionally, asset
management systems with computerised maintenance management systems (CMMS) have
included data about the work done on assets, such as decisions made about them in the operation
and maintenance phase. This data would include work orders that include materials plus labour
during scheduled and unscheduled maintenance actions, which are linked to the equipment
register (see Figure 7.2 below). However, data relating to the real time condition of an asset is
generally stored within a maintenance database [232]. Further data may be required from external
systems to reflect the health of the equipment and make other judgements on the assets being
monitored [381].
Linkages for connecting the condition data gathered by decision support systems are needed to
achieve asset management performance. Montanari [382] outlined the linkages proposed between
the management of electrical assets and condition monitoring. Performance measurement is
central to asset management. The connections between conditions and diagnostics can allow for
easy, and timely answers, even without skilled operators. A linkage has been proposed between
condition based maintenance and RAMS to reduce the risk for complex safety critical systems
Gillespie [383]. This approach has been extended to rail infrastructure such as rail track systems
[384]. Prior knowledge of the track and failure modes are required to support the decision support
process.
Existing asset management systems use relational database models based on commercially
available software [2] with an external application(s) to implement rules for generating views and
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work orders [20]. However, the use of NoSQL databases with intelligent infrastructure networks
is increasing [385] because it is more flexible when information from a sensor increases, or the
format of the data is changing. An approach by Network Rail towards intelligent infrastructure
for railway asset management to monitor conditions is described in [386]. Galar et al. [387] use
a term called the ‘asset cloud’ to describe the connections between asset condition and asset
management, and decision support systems. Tsang et al. [230] outlined a maintenance data
structure with the asset identifier as the primary key and composite keys for maintenance events.
Further work is needed to improve quality of data using model based methods based on maximum
likelihood.
Data integration and management is important when implementing an intelligent railway
network for decision making [388]. A data management framework is outlined to show the preprocessing requirements “from the time it gets recorded by a sensor to where the strategic analyst”
can use the data. Monitoring the condition of railway infrastructure allows railways to collect (in
line with standards such as EN 13848 [389] which provide technology and limits for measuring
track geometry) a huge amount of wide ranging data. Figure 3.3 shows an example of typical
heterogeneous data input sources for decision support systems. These data inputs may consist of
structured and unstructured data [390]. A recent advance in data availability has increased the
importance of SCADA data as an input source for decision support systems [391]. Other inputs
may include key performance indicators (KPIs), strategy, and policy considerations. Establishing
a metric to measure asset performance can be challenging due to: a) choosing a metric that is
meaningful to the decision maker [392], and b) providing a value that can be interpreted using a
machine learning application. An architecture for a decision support system that includes a deep
learning network is outlined in [393]. An example of an approach for Bridge Monitoring with
both structured time series data and unstructured bridge management data is provided in [394].
In this application to store ill-defined data entity relationships a NoSQL database is used. This
provides flexibility where the data entity relationships can be added to the database after the data
has been analysed. Models of heterogeneous data can reside on the storage application.
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Figure 3.3 Data input cloud for decision support systems
For linear assets such as railway track infrastructure, a track patrol train is used to collect
condition monitoring data and identify track defects [45]. The ability to provide real time
information on the condition of an asset is the best way to manage its condition and make timely
decisions. However, there is a real risk that excess of data may lead to data not being fully utilised
[395]. A model for an integrated decision support system that includes model and data driven
approaches is outlined in [69]. Here, the terms “discrepant and inconsistent” are used to identify
areas where the quality of data is inconsistent. The requirement for seamless data integration is
discussed without mentioning a process for handling aspects of missing data. A data warehouse
model incorporates condition based maintenance using an open systems framework (OSA) is
provided in [66]. Standard terminolgies and tools enable asset management information to be
used more effectively in data warehousing scenarios where all the data is being used. The impact
on data quality in the presence of missing data is mentioned. However, transformation is proposed
using “data screening, cleansing, compiling, and grouping” rather than imputing to improve data
quality.
To ensure that a decision maker is aware of the quality of data or that data is missing, a process
is needed to flag where it occurred and the impact on the prediction of trends for decision making.
The condition of a missing asset can indicate which class the incomplete feature vector might
belong to because in some cases the probability of missing values occurring can be class specific.
There may be two contexts, features may be missing at model training time in the historical
“training” data, or at prediction time in to be predicted “test” cases. The missing data may indicate
a hidden failure where sensor monitoring equipment has failed. In these cases, additional
information can be used to indicate where the missing data is located.
In a model driven decision support system the management of missing, incomplete, and
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erroneous data is important. A definition for different types of data quality defects is provided in
[396]. The impact of data quality is outlined along with a framework to measure the usefulness
that ‘core’ data is to accurate decision making. Methods for improving the quality of data are
described. Automated detection/correction methods can be used to clean the data in a decision
support system. An approach to measure the quality of unstructured big data is outlined in [397].
Here, the data may not be supported by a pre-defined data model, so different data domains which
can help to determine the importance of the data are outlined. An alternative approach to domain
knowledge with condition monitoring data is outlined in [398] for a big data environment. The
importance of adding expert knowledge about the asset is explored and discussed.
Figure 3.4 shows the relationship between the three domains of asset management, condition
monitoring, and wayside. Within each domain, the equipment ID is used as the primary key [399].
In the wayside domain (Figure 3.4 below), the trackside device will decode the RFID tag and
associate data measured by sensors with tag data (vehicle ID) and pass it to the condition
monitoring database. Where the RFID tag is either missing or cannot be read, a date and time
entry replaces the tag data (vehicle ID). However, transferring information about this asset
(vehicle) to the asset management domain is difficult if the primary key (RFID tag) is missing.
Within the CMMS in the Asset Management Domain (Figure 3.4 below), the vehicle ID is also
the asset ID that fits within the equipment register, hence data association can be made easier
between the two domains.

Figure 3.4 Three domains of asset management, condition monitoring, and wayside equipment

79

Table 3.2 below provides a comparison between an asset management system and decision
support system function and data formats.
Table 3.2 Comparison of decision support and asset management systems (modified from [69])

Decision Support Provided

Asset Management System

Decision Support System

Provide information about the asset

Provide structured information

ID,

key

and decision support techniques

performance indicators of the asset.

to analyse specific scenarios,

asset

hierarchy

and

problems or opportunities.

Information

Form

Frequency

and

Time interval based, regularly

Interactive

scheduled,

responses

exceptions,

batch,

inquiries

and

demand and push reports, and
responses
Information Format

Hierarchical,

structured,

standardised, fixed format

Adhoc,
unstructured,

structured,
flexible

and

produced

by

variable format

Information

Processing Information

and Methodology

produced

by Information

extraction and manipulation of analytical modelling of asset
hierarchical asset data register

data

In Table 3.2 above, the measurement of data quality in either system is not mentioned as data
checking is not a core function of either system. The focus of decision support systems are
different to asset management systems.
3.10 Deep learning approaches to intelligent decision support models
Decision support models may use different technologies to manage the complex and illstructured problems faced in an engineering asset environment to provide optimal solutions
among a number of alternatives. These technologies may include: a) expert systems [400], b)
fuzzy logic [376], c) Markov decision processes [401], d) machine learning [402], e) Bayesian
frameworks [403], and f) deep learning algorithms [404]. Several approaches to decision support
architectures using deep learning approaches are described in [405]. These include support vector
machine (SVM) approaches, convolutional neural networks (CNN), radial basis networks (RBN)
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and attention models. Deep learning can provide the flexibility for trend prediction in the presence
of missing data. Deep learning provides the opportunity for adding unsupervised approaches to
complex problems [406, 407]. However questions around the reliability of deep learning
approaches for safety critical systems remain [408]. Challenges in learning abstractions around
the data may also remain [409].
Aspects of decision support systems for railway asset management systems are discussed in
Section 2.11. The case study for a decision support system in a car distribution system is provided
by [410], it contains several building blocks and an adaptive prediction module. In the big data
environment, deep learning algorithms that are adaptable for decision support have become more
prevalent. The multi-criteria decision with deep learning is one of the more promising areas of
research for complex systems interacting [411] with big data. However, the use of big data in
decision making has introduced the challenge of uncertainty and data quality [151] because a
decision maker is now faced with the heterogeneous nature of the data available and may need to
assess it in separate formats. The knowledge extracted from asset condition data can help with
decision making, but the outcome depends mainly on the approach to big data analytics [412].
Decision support systems using deep learning algorithms within biomedical applications is of
interest to improve clinical decisions when there is missing data. Missing data within a clinical
environment may occur due to incomplete patient information, erroneous data samples, and the
failure of medical sensors. A framework to handle heterogeneous data sources for a clinical
decision support system is identified in [413]. This research is based on assuming that missing
data is likely to occur and data provided for decision support may be heterogeneous. Algorithms
that automatically develop a rules-based approach may not be suitable for incomplete data. A
process for a decision support model using machine learning classification with big data is
outlined in [414]. Comparisons were made with linear regression random forest, support vector
regressor, XGBoost and decision tree models. Future research was recommended to implement
algorithms to fill in the missing data to reduce errors in decision outputs. LSTM models are able
to store information over a long period of time provided there is sufficient training data [415].
The LSTM model can provide more accurate prediction than the ARIMA model in the presence
of noisy data [416]. Adding an attention mechanism to the LSTM model can improve accuracy
by assigning weights to the inputs based on their relevance [417].
The performance of existing decision support systems can improve if missing data is imputed
and then used as input to the decision-making network. However, where the missing data is
impacting on the dataset, or there is outliers present, this impact may not be conveyed to the end
user by existing decision support systems. The volume of data being presented to the decision
support system may require deep learning approaches to adapt to the situation being presented.
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The asset condition data systems may capture failure data where there are failure modes not
envisaged by the designer, and past data patterns or historical data may not be relevant [390].
Therefore, using an intelligent decision support system with a data driven approach may be more
applicable [371].
Four main modules or functions for an intelligent decision support architecture have been outlined
in [418]. One core module is an inference mechanism based on rules or one which is driven by data
[419]. Data approaches can include Bayesian networks and machine learning such as Deep learning
[420]. Data-driven approaches using machine learning for demand response decision support have
been reviewed in [421] for power supply systems. A framework for embedding machine learning
forecasting models into decision support systems was proposed by [422]. A hybridisation of
ensemble-based feature methods is proposed for feature selection. The availability of data and the
move towards digitalising networks has provided an environment for data-driven approaches to be
implemented more efficiently [423]. Deep learning algorithms are currently being researched to
provide prediction of faults in equipment in the presence of missing data [424]. Deep learning is
also being researched to support safety related decisions at railway stations. However, the
imputation of the missing data when predicting faults in equipment has not used deep approaches
because many of the algorithms are not efficient at imputing missing data [425]. Ensemble or hybrid
algorithms for imputation are preferred [426, 427]. An example of an approach using an ensemble
of algorithms for predicting maintenance intervals is provided in [428]. In this case, context
information from a bridge management system (BMS) was used to improve the maintenance
interval predictions. Feature engineering of the data was carried out to ensure there was no data
missing from the data set under analysis. Pre-processing the data set prior to imputation and
classification may be required. A process to manage missing data from industrial data sets prior to
classification is outlined in [429]. A review of machine learning algorithms was carried out in [430].
The review indicated that greater classification accuracy could be achieved by combining different
types of data as long as the impact of hyperparameter tuning and cross-validation methods were
closely examined.
3.11 Challenges in missing data imputation
The following key concepts were identified when analysing of existing models of asset condition
data classification, missing data imputation, and asset condition prediction:
i)

Handling of outliers in real-world data: Any approach that requires high missing data
imputation accuracy would need to take outliers, rare events and novelty detection into
account because simple models often fail to consider the impact of outliers.
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ii) Identification of missing data: Any real world data collection system for asset condition
monitoring is likely to have missing data or data that is incorrectly labelled. Any model needs
to consider where data is missing in the available dataset.
iii) Assessment metrics for missing data imputation: Assessment metrics for imputing data points
into various trends or clusters is problematic because there is no obvious best choice of
assessment metric and related distance metric. An example of distance metrics used for
maintenance objectives is provided in [11], and an example of metrics for condition based
maintenance is provided in [431]. The choice of distance metric does affect the level of
classification accuracy that can be achieved. The best-known distance metric is the Euclidean
distance metric which relies on the uniformity and completeness of data distributions. Other
distance metrics such as the Manhattan distance may be more suitable in regression analysis
particularly for high dimensional datasets [432, 433].
iv) Single Model Approach: Previous analysis of the asset condition data set indicated that a
simple single model approach would not provide the required imputation accuracy [264]. The
use of an unsupervised classification with supervised classification to assist to help select the
training set boundaries shows that an improved training set data could enhance asset
condition imputation training.
v) Data information content and data handling: Previous analysis of asset condition data showed
the importance of intelligent data analysis and data handling [434]. The relationships within
the data set must be presented intelligently to obtain the maximum benefit of collecting data.
3.12 Recommended research directions in using machine learning for imputation
Machine learning for imputation of missing data is not fully mature. Single model approaches
are limited in the accuracy achievable and further research is recommended to develop machine
learning models to improve the accuracy of imputation that can be achieved. Further details of
the investigations discussed above will be discussed in the following chapters. In Chapter 4, the
research methodology for development of missing data imputation methods will be described
with the scenarios for testing the machine learning models. In Chapter 5, a single model approach
will be compared with a machine learning approach using nonparametric methods. Assessment
metrics will be developed as a part of the machine learning model approaches in Chapter 5.
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4 RESEARCH DESIGN AND METHODOLOGY
4.1 Methodology for model development
This research was carried out in three phases using the following steps:
•

Development of a Mindmap

•

Literature Review

•

Development of Models

•

Analysis of Models and Results

•

Conclusion and Discussion

The first step was to develop a Mindmap and then a review of big data analytics in railway asset
management and missing data mechanisms. Several methods used in other literature review
papers were studied and analysed. Finally, the methodological approach adapted from [14] and
[15] was determined in this dissertation to answer the following questions:
a) What are the research problems or research focus?
b) What is the scope?
c) What is the research methodology?
d) What is the target, or what do we want to achieve?
Five aspects or dimensions of missing data mechanisms were used to select keywords for
reviewing current approaches, they are:
a) The areas of railway infrastructure and rolling stock asset management in which missing data
analysis could be applied;
b) the types and level of missing data in rail network management such as asset condition
monitoring;
c) the trend towards condition-based maintenance where missing data, data applied to
prognostic health management and smart monitoring of rail assets may be involved;
d) types of missing data models and missing data tools such as regression, neural network, deep
learning, and the scenarios used to apply these models;
e) the types of decision support systems used in railway asset management and the impact of
missing data on decision support systems.
Figure 4.1 shows how questions from the Mindmap and literature review was derived. Three
phases were identified, research definition, research methodology, and model development. The
research scope in phase 1 shows that the research questions for railway asset management were
initially derived to understand how big data analytics are utilised. A criterion was developed in
phase 2 for the search terms for the literature review in Chapter 2 and Chapter 3. In phase 2, an
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understanding of the types of asset condition monitoring data collected for automatic condition
monitoring was developed, as was an understanding of the missing data mechanisms implemented
in data systems. This involved understanding which tools are available for model development. The
model development approaches were then revised based on the outcomes of the literature review.

RESEARCH
DEFINITION

1.

Missing Data Imputation and railway
infrastructure asset management in
Australia

PHASE 1

Identification of
research topic

Review research
goal

1.
2.
3.
4.

To review requirements for use of asset condition monitoring data in
railway asset infrastructure using big data analytics
Undertake a survey of existing methods for imputation of missing data
To identify and challenges and barriers involved in the development of
hybrid deep learning models for imputation of missing data

Academic journals
& papers
During 2000-2020
Review of big
data analytics
requirements
Review of missing
data imputation

RESEARCH
METHODOLGY

1.
1.

Asset condition
monitoring in railways
2. Identify missing data
mechanisms and
algorithms

2.

Identifying
technologies

•

Design survey
questionaries/ logic of
questions

•

Machine learning
software development
frameworks

•

Data collection and
statistics

Scenario
Develop
ment

Model
Develop
ment

No

No

Review Not
Complete

Comparing different types of
machine learning such as neural
networks, deep learning, linear
imputation, to identify why
hybrid deep learning models are
required
Advantage and disadvantage of
hybrid deep learning models
Application of decision support

Missing
Data
Mechanism

Searching
Criteria

•

Yes

3.
Searching online
academic database
such as Web of
Science, Scopus,
Google scholar,
IEEE Xplore

Qualitative and quantitative
approach

Identifying
research scope

Yes

Yes
PHASE 2

2.
3.

No
Classification of Responses

PHASE 3
MODEL
DEVELOPMENT

Evaluate the model
responses.

Analysis of the
model accuracies

1. Cross examine and filter the results
2. Assign weightage to model

Conclusion

Figure 4.1 Phases and methodology roadmap
4.2 Description of scenarios and sample datasets
4.2.1 Sample dataset for simple neural network model
For the simple neural network model application, the sample dataset provided by a railway
operator within Australia had time series data based on rolling stock passing from a fixed site or
location sensor. The sample dataset has six dimensions which consist of timestamp, vibration,
temperature, rainfall, acceleration, and speed. Statistical tests of the dataset indicate that each data
point is independent and there is no time-series dependency. The data is time-stamped from the
site pass of rolling stock. Since the rolling stock passing the sites is reasonably homogenous and
relatively new, the outliers from the measurement data are not evident. In the data set the missing
data values are set to zero. The data set is presented in a table with 6 columns (i.e., the six input
parameters). After recording for 52 weeks, the number of rows of the data table were 2555. Based
on verification, the percentage of values missing from the 6 parameters is less than 10%. The data
recorded in previous weeks was used to train the model step and predict the number of faults of
the current week. A weekly prediction was then carried out.
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4.2.2 Sample dataset for deep learning network model development
A second dataset with information about the condition of rolling stock assets was used to show
how the model was developed. This dataset has 100000 rows and 26 columns of data with numeric
and categorical data. The first column is the asset ID, the second column has a timestamp, and
subsequent columns contain sensor data measurements with discrete digital numerical values. The
timestamp is in a 24 hour format with 15 second increments. Since the rolling stock is reasonably
homogenous and relatively recent, the outliers of the measurements are not always evident so there
are dependencies between the columns within this dataset.
Table 4.1 Database structure of asset condition data sets
Column
No
1
2
3
4
5
6
7
8
9
10
11
12

Designation of Data in Columns

Meaning

Asset ID
Time
Site No
Direction
Km/h
Location
Position
Orientation
Tonne
Alarm
Index
Worst kN

13
14
15
16
17
18
19

Ax1
Ax2
Ax3
Ax4
Ax5
Ax6
Step Consist

20

Step Active

21
22
23
24
25
26

Wheel1
Wheel2
Wheel3
Wheel4
Wheel5
Wheel6

Asset or Vehicle ID
Time of Train Pass in 24 hour format
Site Identifier
Direction of Travel
Speed of the vehicle
Location information in GPS coordinates
Position of vehicle in consist
Orientation of vehicle (Fwd or Rev)
Tonnage of vehicle
Whether an alarm has been recorded
Vehicle timestep index value
Highest wheel impact load value recorded
for any axle of the vehicle
Impact value recorded in kN for axle 1
Impact value recorded in kN for axle 2
Impact value recorded in kN for axle 3
Impact value recorded in kN for axle 4
Impact value recorded in kN for axle 5
Impact value recorded in kN for axle 6
If this vehicle is part of a consist where a
vehicle is in alarm
Step impact has been recorded for this
vehicle. (A normalised value is set for fully
laden condition kN force. When a value is
recorded higher than a threshold, a step
change flag is set for that vehicle.)
Wheel temperature measurement sensor 1
Wheel temperature measurement sensor 2
Wheel temperature measurement sensor 3
Wheel temperature measurement sensor 4
Wheel temperature measurement sensor 5
Wheel temperature measurement sensor 6
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Systems that monitor the condition of assets, including a wheel impact load detector (WILD)
have been installed in trackside locations to provide real time information on the condition of rail
vehicles in key locations [435]. Threshold values may be set for exceedance levels to allow for
immediate notification via email or SMS to stakeholders of these alarms. These values may be
the temperature in degrees Celsius (e.g., for columns 21-26 in Table 4.1 above) or the impact
load in kilonewton (kN) (e.g., for columns 13-18 in Table 4.1 above). Procedures may be
provided by rail operators to help vehicle owners and track operators to make correct decisions;
some examples are described in [61, 436]. However, where different types of asset condition
systems are co-located, it may be more difficult to predict patterns from a combined dataset, in
which case machine learning techniques may be utilised in an automated process. Where a
decision is made on a trend analysis over a period of time, the impact of missing data for
maintenance decisions may be catastrophic [437].
4.2.3 Scenarios for deep learning network model development
The scenarios utilised in this research were developed in accordance with [438] where a
framework for dealing with uncertainties is provided. These scenarios were developed under the
predetermined element of uncertainty in asset condition data. Examples of uncertainties of asset
condition data identified in the literature review in Chapters 2 and 3 were used to develop
scenarios for testing missing data imputation. These three scenarios used with the second dataset
are described in the following subsections. Figure 4.2 shows the links between these three
scenarios.
Uncertaintities in
Asset Condition Data

RFID Tag or Tag
reader failure

Condition
Monitoring Sensor
Failure

Scenario 1- Missing Asset ID

Scenario 2- Missing or inaccurate
sensor data

Scenario 3- Missing Asset ID and
missing or inaccurate sensor data

Figure 4.2 Scenario development
Each of these scenarios are based on events while collecting data on asset condition monitoring:
a) Scenario 1: Here the asset ID and/or location are missing so the asset register form was
compared with the collected data. The asset ID for rolling stock consist of eight
alphanumerical characters that provide information about how the vehicle is configured [439].
This information is normally stored in an AEI tag installed on the side of the vehicle so that
an RFID tag reader can read it as the vehicle passes by. The asset ID is normally stored as an
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alpha-numerical string in a database and is linked to information about asset condition. While
this asset condition data is available, it cannot be associated with an asset and hence cannot
be linked in a relationship. In standard databases, a default asset ID would be generated and
the data may be ‘lost’ within the database. For NoSQL databases, a unique document ID is
generated that does not depend upon the relationship being known [50]. The solution is to use
the model outlined earlier to interpolate and recover the asset ID and link it to the asset
condition data. The challenges to solving the missing data in this scenario are:
i)

Understanding data mining requirements and pattern matching for asset ID and location
and

ii) Level of accuracy required for asset ID and location identification.
b) Scenario 2: Here, the asset ID and location are available, but the asset condition data is missing
or inaccurate. In Scenario 2 the sequence of input and target pairs (x0, y0), ..., (xn-k, yn-k)
consists of the asset ID pairs and (xn-k+1, yn-k+1), ..., (xn, yn) consists of the corresponding asset
condition information which is input to the models. The missing data was assumed to occupy
random positions in the range (xn-k+1, ..., xn,) and there is no missing data in (x0, ..., xn-k). The
asset condition may consist of a series of vibration measurements and temperature
measurements which are stored as numerical values in a database, when available. However,
asset condition data can only be validated for entry by technical staff, unlike collected data or
data is collected in an automatic format. Validation by technical staff is time consuming and
may only occur after missing data has been identified as a data quality issue, or if there has
been a failure and data is required for analysis. In this scenario, while the asset ID and location
information are known, the condition of the asset may not be known accurately due to missing
or incomplete data. Incomplete data can be caused by inaccurate measurements, human error,
and/or failures of the measurement sensors. Recovering asset condition data such as rolling
stock carriages, may need numerical algorithms to process the original raw data. This problem
is exacerbated however, where the raw unprocessed condition data for a wheel turn may be
missing or incomplete, which means using advanced algorithms to interpolate the data from
the sample population based on similar monitored assets. For example, the DATE_TO_field
is incomplete because the data for this field is not available, in this instance the historical data
for the last ten passes may be incomplete or missing. This means that trends cannot be
measured predictions for the time the asset being maintained will fail.
c) Scenario 3: Here, some of the asset ID and locations are missing and some asset condition
data is either missing or inaccurate. The sequence of input and target pairs (x0, y0), ..., (xn-k,
yn-k) consists of asset ID pairs, and (xn-k+1, yn-k+1), ..., (xn, yn) consists of the corresponding asset
condition information inputted into the LSTM models. The missing data was assumed to
occupy random positions in the range (x0, ..., xn), so the partial asset ID and/or location, with
some asset condition data, was used to measure the distance between the population data of
88

assets with similar characteristics, and the asset ID. Where the missing data was needed to
complete the analysis, identifying the missing data mechanism will help to determine the
process for infill data. As for Scenarios 1 & 2 above, the model selection process identified in
Chapter 5 was used with the RMSE criterion for model selection. The key challenges for
solving the missing data issue in Scenario 3 are:
i.

The distance or time metric for selecting compatible infill data. For example, where
the asset passed over a particular site and a data record was obtained within a time
period or a distance travelled. This is important for matching asset ID and replacing
missing data with data from a similar population. The metrics for asset ID may differ
from asset condition data, which means the data set may need segmentation to
improve the accuracy of imputation.

ii.

Identification of the asset ID. An asset ID is needed to label the data and external
sources may be needed to validate the asset ID.

In each scenario listed above, missing data was generated using random approaches that would
simulate each missing data mechanism. Similarly, the percentage of missing data was varied in
small steps to measure the variations in imputation accuracy with the percentage of missing data,
this involved selecting a random subsample from each of the 1,000 randomly generated samples,
and for each subsample, setting the value of either the pretest or the post-test to missing.
4.3 Hardware and software frameworks, development
Several software packages and proprietary packages such as MATLAB and JMP are available
for statistical analysis and developing neural network models. It is easier to develop simple neural
models with proprietary packages, but more complex models may require a different approach
and features. In this research an open source approach was utilised using Python 3.4.x language
and associated frameworks such as Keras [440]. The frameworks used included:
a) TensorFlow
b) Keras
c) Scikit-learn
d) SciPy
e) Theano
f) NumPy
g) pandas
h) Qt
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An open source approach using Keras frameworks implemented in Python would enable the
developed software to run on platforms such as macOS, Windows 10 and Linux. There are three
approaches to utilising the Keras framework [441, 442]: a) sequential models where the layers
are a linear stack of layers, b) functional models where the input data is sourced from different
sources and c) subclassed models where functionality can be inherited. For the models described
in Chapters 5,6 and 7, the functional model approach was utilised to develop the machine learning
models developed as a part of this research. This approach allowed the implementation of
networks with complex internal technologies. An example is the inception module [443] utilised
for the convolutional network described in Chapter 6. The functional model approach supports
multiple inputs as required for utilisation of the BLSTM module in Chapter 7.
The graphical user interface (GUI) utilised the Python Qt library to ensure the user interface
would be compatible across different operating systems. This approach would allow for GPU
hardware to be used for processing and memory utilisation using TensorFlow libraries. NumPy
libraries are used to provide a high performance multi-dimensional array object, and tools to work
with these arrays for data sets loaded using pandas. Other libraries were used to implement deep
learning and statistical algorithms. The requirements for the Python virtual environment are listed
in Appendix 2 to this report.
There are three phases in the machine learning process: a) training the network on the data, b)
testing the machine learning model for accuracy, and c) making predictions and classifications
from the data. To access the data using the developed software, the pandas library was used to
provide read and write access to the datasets. The location of missing data within the datasets was
detected using pandas and then used later in the hybrid deep learning model. The Keras library
was used for the time series data analysis and prediction using deep learning approaches.
For the hardware, a Windows 10 workstation with 16 Gbyte of RAM was allocated to develop
the software. An Anaconda package with Python 3.4.x was installed on the workstation to
develop a software environment that was later moved to a windows 10 environment utilising a
CORE i9 processor and Nvidia GPU.
4.4 Bootstrapping and re-sampling of data samples
To assess the quality of estimators, a process of bootstrapping is sometimes used, particularly
with large datasets [444]. However, bootstrapping can also be used to increase the amount of
labelled training data required by neural networks [445]. Bootstrap can also be utilised for optimal
re-sampling where there are unbalanced data [446]. For the decision support development in
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Chapter 7, a Bayesian approach to bootstrapping will be utilised to provide labelled training data
for unbalanced sets. This will involve iteratively resampling a dataset with replacement [447].
4.5 Summary
The proposed research design and methodology has been outlined and will be used in the
following chapters to investigate parametric, non-parametric and hybrid approaches. The nonparametric approach may provide some alternatives to handling the asset condition data to predict
trends where the normality of the data set may not be met. This research has provided some details
on the approaches used to analyse the structure of data; this structure will be investigated in detail
in Chapter 5.
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5 DEVELOPMENT OF MODELS FOR MISSING DATA IMPUTATION
5.1 Introduction
In this chapter, a procedure for missing data analysis is provided which is an important first step
in the development of the appropriate imputation models for use. Model development approaches
based on using regression techniques, simple neural networks and the long short-term memory
(LSTM) architecture using deep learning are then described and compared with the missing data
mechanism for performance. A simple neural network application model is proposed initially and
then a network model development using LSTM architecture is presented.
5.2 Procedure for missing data identification and analysis
A procedure for missing data analysis is summarised below:
•

Step 1 – identify any data missing in each dataset sample and then verify if missing data
is MAR, MCAR or MNAR.

•

Step 2 – select techniques that can process missing data depending upon missing data
type. These techniques may include statistical analysis, regression modelling, simple
neural networks, and machine learning.

•

Step 3 – develop models using the dataset and the selected techniques.

•

Step 4 – use these models to impute the data missing from the dataset.

Figure 5.1 is a flow diagram to identify the mechanism for missing data such as MAR, MCAR or
MNAR. The next step is to determine whether or not the missing data is important, (e.g., evaluating
a possible replacement model) and then select the mechanism for infilling missing data. The
mechanism for MNAR data must be included when estimating missing data. The missing issue can
be solved as follows:
a) Formation of age replacement model to determine if missing data is needed to assess the
asset for repair and/or replacement [448]; this process is shown in Figure 5.2.
b) Selection of mechanism for replacing missing data if required [449]. If the missing data
mechanism is MNAR, the infill data must match population data from a similar asset to
maintain data quality. If the case is MNAR, the missing data mechanism must also be
modelled. A simple missing data mechanism can be modelled with a neural network. A
Boolean variable (a sensor failure, yes/no) can be added with one input neuron, with
encoded input +1+1 for sensor failure and −1−1 for non-sensor failure.

If only a small amount of data is missing, the record can be entered into the NoSQL database
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with a flag that includes the ID of the infilled asset. The Age Replacement Model [450] (see
Figure 5.2) can be used to check for consistent results with the missing data presented. If the
output of the Age Replacement model is inconsistent, trends cannot be measured or predictions
for the time to failure provided for the asset being maintained. In this case, the missing data should
be infilled with data from a similar asset population. The process shown in Figure 5.2 is another
step towards the statistical tests shown in Figure 5.1. In Figure 5.2, LSTM means long and short
term memory, this is one of the deep learning techniques in machine learning. The LSTM model
development will be discussed further in chapter 5 below.

Figure 5.1 Example of flow chart for missing data identification [451].
Additional tests on the stationarity of the time series dataset will be undertaken to determine if
the mean, variance and covariance do not change with time [452]. Both parametric and nonparametric tests are available for analysis in Python libraries. A nonparametric approach to
stationarity outlined in [453] is utilised for testing of stationarity property of the dataset.
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Figure 5.2 Flow chart for missing asset ID and incomplete/incorrect assessment of measured

condition data
Algorithms can be used to interpolate missing data based on similar data samples. Using Monte
Carlo Markov Chain (MCMC) algorithms with degradation modelling, a prediction can be made to
interpolate likely values for the data sets in question. This approach is used for intelligent
transportation systems networks [454]. The association rule approach may not be valid in this case
because the condition data follows a measurement error and the data may be completely missing at
random. A decision must then be made to recover, or not, the data using interpolations from the
population data of a similar asset.
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5.3 Simple neural network model
A simple neural network application model was developed to test the imputation of missing data.
The structure of this neural network model is shown in Figure 5.3. It uses a multi-layer perceptron
developed with Netlab [455] implemented in MATLAB. The number of inputs is equal to the
number of columns in the dataset. The initial number of hidden nodes within the network is set in
accordance with [456] and can be increased to meet RMSE criteria. The number of hidden layers
is initially set to two to identify and map any nonlinear relationships present in the data for
prediction [457, 458]. The number of hidden layers can be increased to meet the RMSE criteria.
The output from Figure 5.3 is the imputed parameter values that are inserted in place of the “0s” to
represent the values missing in the data set. The Levenberg-Marquardt algorithm is used to the
neural network to minimise the error [459].
Input Layer

Hidden Layer(s)

Output Layer

Error Back Propagation
Input X1

N01
Input X2

N11

N21

×
×
×

×
×
×

N02

Input X3

N03
N22

N12

×
×
×

×
×
×

Input Xn

Zk

Out Parameter

×
×
×

N23

N13
N0n

Figure 5.3 Neural network model with missing data present

Back-propagation is a supervised learning system that can compare the desired responses with
the actual outputs using a known error criterion or as an instructive feedback system [460]. Figure
5.3 highlights the architecture used in this thesis for the back-propagation network. Each of the
inputs in the input layer represents a column in the training vector being presented to the network.
The input layer node N01 represents the input layer node with 0 representing the first layer and 1
representing the first input.
For the back-propagation algorithm, the input vector X and the weight vectors W are normalised
or adjusted to some standard reference. The back-propagation algorithm suffers from a scalar
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problem, which means that as the size of the network increases, the time to train the network
grows exponentially [461]. When a specified training pattern is provided to the input layer, the
weighted sum to the jth node in the hidden layer is given by[462]:
Netj =∑ *#( $( + ,(

(5.1)

where %$ is weight of the bias on neuron j, &!%&,( is next value of a weight after an update and '
represents the learning rate or step size:
),

*#)!,+ =*#,+ − - ∗ )-

!,#

(5.2)

The output Zk is given by:
Zk =*#+ ∗ /(0(1+ )

(5.3)

where ((*"+( ) is activation function on neuron (node) k
The error signal for node k in the output layer can be calculated by[463]:
233+ = ∆+ * Zk *(1-Zk)

(5.4)

where ∆( is the difference between actual output Zk and expected output tk
To resolve the training problem for back-propagation and other multilayer feedforward
networks, Haykin [464] showed that an unsupervised (auto-associative) procedure can be used to
speed up the training of the recurrent layers by presenting statistical representations gained from
the unsupervised layer to the supervised layers.
The above approach can be used with various neural network algorithms. The learning process
for back-propagation is as follows:
a) The network is presented with arbitrary weights when the training starts.
b) The training set is applied to the back-propagation network.
c) The desired output is then calculated all the way to the output.
d) Once there is an output, the Err(i) vector representing the error between the desired value and
the actual output is calculated.
e) Then for each output unit i the weights of the connections from unit j to the unit i are updated
to reflect the error propagation.
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f) After all the weights to the output layer of the network have been updated, the error is
propagated to a back layer. The error for a unit(j) in this layer is just the sum of all the errors
of the units(i) that unit(j) connects.
g) The error is repeatedly propagated back until all the weights have been updated.
h) Once the network has been updated for a particular training example the process is repeated
for each training example.
A simple neural network model has some limitations in imputing missing data in terms of
performance [465]. Machine learning techniques may be more adaptable for a complicated case
with missing data. The existence of interdependency between input variables or inherent
relationships between input variables may require a hybrid approach [466], which means that
more advanced models must be developed. The development of a machine learning model based
on the LSTM architecture is presented in the following subsections. A LSTM model can learn
non-linear and non-stationary aspects of a time series dataset [467].
5.4 Flowchart for missing data identification – LSTM model development
Figure 5.4 is a flowchart of the input of raw data from a database to develop a LSTM model, the
three sets of data represent the training data, testing data, and ground truth data used to generate,
test, and validate the model. Raw data must be processed into a format suitable for input to a deep
learning neural network. Gaps in the data representing missing data must be coded numerically.
This process takes three data sets as input:
a) Training data: This includes asset ID and asset condition monitoring data with missing data.
Training data may include a small sample of valid outliers within the data set.
b) Testing data: This includes asset ID and asset condition monitoring data with missing data,
as well as the known infill data available for testing. Testing data may include a small sample
of valid outliers within the data set.
c) Ground truth data: This includes asset ID and asset condition monitoring data without missing
data.
Where missing data is either “N/A” or a “0”, the data is labelled as missing for further analysis in
the flowchart shown in Figure 5.4. The model developed for the machine learning component is
shown in Figure 5.5. An alternative approach is to use the hold-out method to split the data set into
a ‘training’ and a ‘testing’ set. Each training, testing, and ground truth data set is parsed using a
Python scripting language to import into column data frames in CSV format for pre-processing
prior to being input into the machine learning model. The input data flowchart can be used for
regression analysis where data needs to be pre-processed.
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Figure 5.4 Data manipulation flowchart for training, testing, and validating data for LSTM

development
5.5 Hyperparameter selection - LSTM model development
Figure 5.5 shows the model selection process for machine learning development. During the
model development phase, historical data is used to select the model. The testing and ground truth
data may be derived from the validation data set.
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Figure 5.5 Model selection flow diagram

The hyperparameter tuner shown in Figure 5.5 is a configuration of the parameters that are
external to the model and whose value cannot be directly estimated from data. These
hyperparameters include a) a learning rate alpha, b) momentum term beta, c) learning rate decay,
and d) batch size and loss function. Hyperparameter selection is often used to help estimate model
parameters because a hyperparameter can often be tuned for a given predictive modelling problem
to minimise the distance between clusters and features [468]. One way to optimise hyperparameters
is a grid search [469]. The key is to develop a dictionary of hyperparameters that can be measured
in a random process [470]. In this development, a modified grid search algorithm is proposed based
on the covariance matrix. The hyperparameter selection will involve analysing the data as per
Figure 5.4:
a)

Transform the time series data to make it stationary,

b)

Splitting of data into training and validation data sets,

c)

Test for sequence dependence between time steps,

d)

Transform the data to have a specific scale.

With the machine learning approach, an objective function is needed to optimise the weights to
minimise errors in the predictions. To minimise errors, algorithms such as gradient descent are used
with the objective function. An alternative approach is to estimate the value and maximise the
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likelihood of the imputed value using an objective function. Both approaches are used to develop
this model.
The models developed using strong regression, back-propagation, and LSTM architectures are
then compared using RMSE and SD as the performance criteria for selecting the final model. A
feedback loop is taken from the validation results to fine-tune the selected model.
5.6 Machine learning – Model development
The development of the LSTM model is discussed in this subsection. LSTM architecture can
selectively remember patterns for long periods of time which is useful for identifying sequence
predictions [471]. LSTM networks are a subset of recurrent neural networks (RNNs) so they can
be augmented with LSTM units that, unlike typical units, do not perform activation. LSTM network
gates allow the same signal to flow back into the network for long periods of time. For a standard
neural network shown in Section 5.3, the asset condition data on previous days and all the test cases,
are considered to be independent. Predicting reliability at a particular time using the LSTM model
depends on all the previous predictions and the information learned from the previous predictions
[472]. LSTM models are actually better at capturing semantic nuances or the next value in a
sequence [473]. In this example, missing data may impact on the prediction due to the dependency,
but the dependency can be used to identify when there is missing data and how important it is to
the prediction. LSTM models can also capture any sequence dependency, unlike regression
predictive models. We want to estimate the likelihood of an asset condition measurement having
the value given the information of all the other columns for this row/asset condition as well as the
trained imputation model:
P(asset condition =value | other columns, imputation model)

(5.5)

Interest in LSTM models has increased due to the Internet of Things (IoT) [474]. While
autoregressive integrated moving average (ARIMA) models have been traditionally used for time
series prediction, recurrent neural networks (RNN) and LSTM networks, in particular, are being
used more widely where data is readily available [206]. The model to be trained on the problem
does not know the true formulation and must learn this relationship (transfer function). The actual
functional relationship from past observations to the desired output value is not known and the
impact of a missing sequence of data is not known. The presence of missing data can be managed
with an LSTM model by using multiple gating units into the layers of the model [471]. The approach
used here is to identify where an anomaly may exist and then decide how to deal with it. Where a
sensor has not recorded any data, the value may be encoded as a ‘zero’ and included in the input
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data. This value can be identified using machine learning approaches to analyse the input data and
then decide how to handle the missing data:
a)

Use a masking layer for the missing values and exclude them from the infill calculation.
The missing features can be coded as zeros in the deep feedforward networks, this means
normalising the Z-score data, omitting missing data, and changing the NAs to zeros. Infill
data is then provided from the model for the missing values.

b)

Mark the position of the missing value and use machine learning to highlight its
importance.

c)

Impute the value of the missing data using machine learning and include the imputed
value in the prediction calculation(s). The Hidden Markov Model can be used in the timeseries data to predict missing values and the LSTM model can then be used to provide
predictions. The output may not be a single prediction of the target, it will be a distribution
that gives an output value conditional on the actual value of the missing predictor.

d)

LSTM architecture must be trained with a cost function that is suited to imbalanced
classes [475], because it is a frequent problem occurring in asset condition monitoring. In
this paper, the LSTM model was developed by adopting a recurrent neural network
structure which is similar to Figure 5.6. It includes an input and output layer, and LSTM
memory blocks that connect the input and output layers. The output of LSTM includes
the original and imputed values. Where missing data is identified in a column, a flag is
set and the imputed value is inserted in place of the missing data at the output stage. Hence
the final output consists of the original and imputed values. For the output layer, a fully
connected network (Dense) layer is used where each neuron is connected to a neuron in
the previous layer and each neuron provides a single output.

For a generic LSTM approach, the input layer represents inputs from each column of the data
table, plus a timestamp. LSTM parameters such as the size of the time step, the number of layers,
and the activation function are determined through the model training process. In the scenarios to
be discussed, the input sample data to the LSTM model are extracted and converted from the
original recordings and presented in a data table with 26 columns that represent 26 parameters. The
first column of the data table is an asset ID and the second column is a timestamp representing the
time increment in data recording. The remaining 24 columns show 24 recorded signals, i.e., the
values of each sensor signal. Given the data set format, the input layer of the LSTM model has 26
parameters and an output layer with 26 parameters. The output parameters are the original values
and the imputed ones for each parameter. The LSTM memory blocks are used to connect the input
and output layer. The number of hidden layers for LSTM architecture is set to two layers.

101

y0

y2

y1

…

y25

Output
Layer

LSTM
Output

Dense (26, predicted output)

h0

h1

h2

…

h25

LSTM
Block

LSTM
Block

LSTM
Block

…

LSTM
Block

LSTM
Block

LSTM
Block

LSTM
Block

x0

x1

x2

…

Hidden
Layer
LSTM
Block

x25

Input
Layer

Figure 5.6 LSTM model structure

The activation function of the LSTM memory block is also part of the model selection
development process, the LSTM memory block function has 3 gates (in, out, forget) [472] that are
expressed by:
it =

(wi[ht-1,xt] +bi)

ft =

(wf[ht-1,xt] +bf)

ot =

(wo[ht-1,xt] +bo)

(5.6)

(5.7)

(5.8)

where it represents the input gate function, ft represents the forget gate function, ot represents the
output gate function, s represents the sigmoid function, wx (x = i, f, o) represents the weights for
the respective gate (x) neurons, ht-1 is the output of the previous LSTM block (at timestamp t-1), xt
is the input at the current timestamp, bx (x = i, f, o) represents the biases of the respective gate (x)
neurons.
The LSTM network processes a sequence of input and target pairs (x0, y0), ..., (xn, yn). The size
of the network (number of layers) can be increased to model the impact of missing data depending
on the accuracy of the prediction, p(y|x ,̃ θ), the probability vector over all y possible values in
the missing value(s) to be imputed in a column conditioned on some learned model parameters θ
and an input vector x ,̃ (containing information from other columns) [476]:
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(5.9)

p(y|x ̃, θ) = sigmoid(q)

&

where sigmoid(q) denotes the elemental sigmoid function ∑ &%+ !"# where qj is the jth element of
a vector qj = [Wxj ̃ +bj]. The parameters θ are learned by minimising the loss of cross-entropy
between the predicted and the observed output y [477-481] by:
Update θ(j) = 63789: ∑"
B, Θ(() E)
(%! −ln (>?@A$

(5.10)

where N = no of data classes (or, data columns), p = predicted probability of observation, y, given
!..
5.7 Examples of missing data analysis
Two samples of data sets with missing data are used to illustrate the model development process
described in Section 4.4.
5.7.1 Simple neural network model example
For a simple neural network model a sample dataset is provided by an operator within Australia
which is time series data based on rolling stock passing from a fixed site or location sensor. The
sample dataset has six dimensions, timestamp, vibration, temperature, rainfall, acceleration, and
speed. Statistical tests on the dataset indicated that each data point was independent and there was
no time series dependency. The data was time-stamped from the site pass of rolling stock. As the
rolling stock passing the sites were reasonably homogenous and relatively new, the outliers from
measurement data are not evident, but in the data set, the missing data values are set to zero. The
data set is presented in a data table with 6 columns (i.e., the six input parameters). After 52 weeks’
recordings, the number of rows of the data table was 2555. Based on verification, the percentage of
missing values from the 6 parameters was less than 10%. The data recorded in previous weeks is
used to train the model and then predict the number of faults in the current week; this how a week
by week is progressively carried out. Figure 5.7 shows a comparison of the number of faults
predicted between regression techniques and the simple neural network model developed based on
Figure 5.3 for this dataset.
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Figure 5.7 Prediction results for regression and a neural network with missing data present
The regression error in the prediction can be removed by analysing the missing data and utilising
techniques such as multiple imputations to replace the missing values. As Figure 5.7 shows, there
is a large gap between the actual values and the predicted values. The neural network algorithm
may give incorrect results if the missing data mechanism is not MAR or MCAR, which means that
adjustments may be required [482]. While the RMSE criterion can be used to calculate any errors,
it may not be able to evaluate the gradient of an error function E(w) for a feed-forward neural
network. An alternative approach is to use auxiliary variables to include variables related to the
probability of missing data in other variables of the data set [483, 484]. This example shows that
the simple neural network model and regression analysis may not give a prediction with reasonable
accuracy even for a simple data set, so an advanced model using other techniques should be
developed to make a comparison.
5.7.2 Example for using regression, simple neural network, LSTM and comparison
To demonstrate how the model was developed, a second dataset with information about the
condition of rolling stock assets was used. This dataset has 100000 rows with 26 columns of data
with numeric and categorical data. The first column is the asset ID, the second column has a
timestamp, and subsequent columns have sensor data measurements that are discrete digital
numerical values. The timestamp is in a 24 hour format at15 second increments. Since the rolling
stock is reasonably homogenous and relatively recent, the outliers of these measurements are not
clearly evident, so there are dependencies between the columns within this dataset.
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Three techniques, simple neural network, regression, and LSTM model were tested on the
scenarios described in section 4.2.3.
5.7.3 Application of scenario 1 – LSTM model
In this scenario the asset ID and/or location are missing at random while the asset condition is
available. Failing to read the tag in this particular case can be regarded as a random failure (MCAR),
but there is a sequence dependency for this failure where LSTM models can capture any sequence
dependency, unlike regression predictive modelling and back-propagation neural networks. While
back-propagation through time (BPTT) has been tested, LSTM models are better at long time
sequence dependencies [485]. In Scenario 1, the ID for a rolling stock asset had to be recovered.
The format of the asset ID was described as using eight alphanumerical characters and the missing
information could occupy any of the eight alphanumerical characters within the asset ID field. The
sequence of input and target pairs (x0, y0), ..., (xn-k, yn-k) consists of pairs of asset IDs, and (xn-k+1, ynk+1),

..., (xn, yn) consists of the corresponding asset condition which is input to the simple neural

network and LSTM models.
The benefits of recovering asset ID and/or locations could include any failure mechanisms specific
to that site or asset ID. A hierarchical structure of assets is given in [486] where there are multiple
layers from top to bottom to represent the classification of signal assets.
At the bottom layer, each asset is specified and assigned one unique ID. In this example, a
reference code was used with the asset ID to identify the System/Sub-system code or function. If
the reference code is incomplete, the system/sub-system may not be identified, and the fault data
collection process will be invalidated. A sample fault data collection process for a signal failure is
shown in Figure 5.8. It was derived from [486] where the asset ID is linked to asset data. The first
step in the fault data collection process is to identify the location of the asset. Each of these fields
can be coded to represent a column within a dataset.
In Figure 5.8, there are key points such as reference codes where missing or incorrect data may
invalidate the data collection process. Rules can be used for pattern matching. An example is a table
within the database that lists all valid locations for equipment, and algorithms to match the closest
ones. Another approach would be to access the GPS coordinates of the maintenance resource to
record the GPS coordinates and then use algorithms to derive the location indicator. However, there
are costs associated with updating valid location information tables and accessing GPS coordinates.
Using a nearest neighbour search algorithm, the correct location could be interpolated for the
database [487].
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Location× Date× Time×

Figure 5.8 Example of sample fault data collection process

Another example is the entry of incorrect data or non-entry of data and the use of associated data
using association rule mining to explore and infill the associated data, Cohen et al. [488]. While this
approach has been used for association rule mining to provide a support value and a confidence
limit [489], it can be extended by focusing on the missing data to build a dictionary of likely
replacement values for asset ID and locations. A more critical benefit would be to identify the
missing data mechanism (MCAR, MAR, MNAR).
The missing data is assumed to occupy random positions in the range (x0, ..., xn-k,) while there
is no missing data evident in (xn-k+1, ..., xn). The model selection process as identified in Sections
5.3 & 5.4 was used with the RMSE used as the criterion for model selection. The asset condition
was available for asset ID tags where missing information was evident and utilised. Training,
testing and validation data was input to the LSTM network as shown in Figure 5.4, it included
asset ID and asset condition data. Where time sequence dependence was identified in the data set,
the LSTM model was more accurate in terms of prediction. Where time sequence dependence is
not evident and the failure mechanism is identified as MAR, regression techniques will also
produce accurate predictions provided there are no outliers present.
5.7.4 Application of scenario 2 – LSTM model
In this scenario the asset ID and location are available but asset condition data is missing or
inaccurate. The sequence of input and target pairs (x0, y0), ..., (xn-k, yn-k) consists of the asset ID
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pairs and (xn-k+1, yn-k+1), ..., (xn, yn) consists of the corresponding asset condition information
which is input to the simple neural network and LSTM models. The LSTM model provided more
accurate predictions with the data set including infilled data.
5.7.5 Application of scenario 3 – LSTM model
In this scenario some of the asset ID and location were missing and some asset condition data
was missing or inaccurate. The sequence of input and target pairs (x0, y0), ..., (xn-k, yn-k) consists
of the asset ID pairs and (xn-k+1, yn-k+1), ..., (xn, yn) consists of the corresponding asset condition
information which is input to the simple neural network and LSTM models. However, while the
LSTM model provided more accurate predictions with the data set including infilled data, the
complexity of the LSTM model was increased to meet RMSE, SD, and prediction accuracy
criteria. Where the asset ID was missing, the asset ID was matched with another run to impute
the asset ID from another equipment record test. Meanwhile, the incomplete/missing data was
identified using steps from Figure 5.1 to identify whether MAR, MCAR or MNAR was present.
5.7.6 Results and analysis
Table 5.1 shows the accuracy of the model using the data set with infill data after missing data
had been imputed by different techniques for each scenario using the RMSE criterion. The RMSE
is calculated with an equation (1), where N is equal to the size of the dataset and the accuracy is
defined as the closeness of the values predicted by the model using the data set with the imputed
data, and the original unmodified dataset with no missing data. Accuracy is calculated as:
0&01

Accuracy = 1 – F

0

F

(5.11)

where y and y¢ are the values predicted with and without missing data. For the LSTM model, a
stochastic gradient descent (SGD) loss function was used to improve the training efficiency [481,
490, 491].
In Table 5.1, a SD above 1 is unacceptable because it yields a wider confidence interval for the
imputed data [492], whereas an SD below 1 is acceptable. If the SD is larger, the imputed data value
can diverge from the value of the actual data. With these cases, two criteria are used to select the
model, SD <1 and the accuracy of the output of the model.
The historical data given in Section 4.2 is split into three separate data sets, i.e., training,
validation, and testing data set by randomly sampling data from the original data set. The size of
each training, validation, and testing data set is 70%, 20% and 10% of the original data set,
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respectively. Each set of data is divided into 10 small subsets and the data in each small subset are
randomly sampled from that original data set. The k-fold cross-validation method (here, k = 10) is
then used to train, validate and test the model [493]. The number of hidden nodes for the backpropagation network results in Table 5.1 was set to 43.
Table 5.1 Accuracy of cross-validation for selecting the models for each scenario
%
BackScenario Missing Regression
propagation
data
1
10 %
Accuracy
Accuracy 0.68
0.60
SD = 1.10
SD =1.8
No of hidden
nodes = 43
2
10 %
Accuracy
Accuracy 0.65
0.55
SD =1.1
SD =1.20
No of hidden
nodes = 43
3
10 %
Accuracy
Accuracy 0.60
0.55
SD = 0.99
SD = 0.90
No of hidden
nodes = 43

Deep Learning (LSTM)
Accuracy 0.90
SD =0.25

Accuracy 0.85
SD =0.15

Accuracy 0.75
SD =0.11

Once a model has been selected, its efficiency may be improved by tuning (e.g., LSTM), see the
results of examples shown in Table 5.2. This improvement can include using validation and test
data to verify the accuracy of the selected model. As shown in Table 5.2, increasing the number of
epochs for batch training can improve the test accuracy by allowing the training and validation data
set to pass through the network an increased number of times. The accuracy of validation and testing
are the average accuracies across the sample size of each of the validation and test datasets.
Validation accuracy is a measure of the quality of the model. The threshold value is the probability
that identifies whether a missing value is to be computed, i.e., if the belief value output from the
LSTM is greater than the threshold, the missing value is computed based on the time interval t
between the current time and the last observed time. The results for Scenarios 2 & 3 indicate that
imputing the asset condition data rather than the asset ID is more challenging. The asset ID field is
more structured with a smaller finite number of possibilities for the data.
Based on the development process and the illustrated examples, a summary of the model selected
to deal with missing data is shown in Table 5.3. For time-series data where there is no dependency
between samples and the volume of missing data is relatively small, seasonal or correlational
dependency can be visually identified in the series as a pattern that repeats every k elements. For
trend analysis, where there also may be time-series data present, machine learning techniques such
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as LSTM based on the distance weighted least squares smoothing or negative exponentially
weighted smoothing techniques can be used. Machine learning methods will filter out the noise and
convert the data into a prediction that is relatively unbiased by outliers. Time series data with
relatively few and systematically distributed points can be smoothed with standard techniques such
as bicubic splines. However, the presence of outliers within data sets may negate the viability of
standard techniques and bicubic splines.
Table 5.2 LSTM model results using SGD loss function and optimiser settings

Scenario
no.
1
1
1
2
2
2
3
3
3

Threshold
0.96
0.96
0.96
0.92
0.92
0.93
0.91
0.91
0.91

Validation
accuracy
0.60
0.65
0.85
0.86
0.89
0.90
0.76
0.86
0.90

Test
accuracy
0.60
0.64
0.90
0.85
0.90
0.90
0.75
0.85
0.89

Epochs
50
100
120
50
100
120
50
100
120

Batch size
32
32
64
32
32
64
32
32
64

Table 5.3 Model summary table

MCAR

Time series
data
dependency
between
samples
No

MAR

No

MNAR

No

MCAR

Yes

MAR

Yes

MNAR

Yes

Type of
missing
data

Model selection

Regression/
Back-propagation
Regression/ Backpropagation
Back-propagation/
LSTM models
Regression/Backpropagation/LSTM
models
Back-propagation/
LSTM models
LSTM models

Reference/
Comment
Bicubic splines may also be utilised
Choice also depends upon required
accuracy and presence of outliers
Choice also depends upon required
accuracy and presence of outliers
Choice also depends upon required
accuracy and presence of outliers
Choice also depends upon required
accuracy and presence of outliers

5.8 Conclusion
A better understanding of what data is missing can lead to a better understanding of the impact on
data quality. There are different types of missing data mechanisms that impact on data quality and
on predictions of engineering asset conditions.
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Identifying and understanding the causes and types of missing data can help to treat different
aspects of missing data and improve the analysis of datasets where missing data may be a key issue.
Three different missing data mechanisms were presented and explained and an approach using the
LSTM model for imputing missing data was explored. Techniques for managing missing data were
identified based on understanding the causes of missing data. These techniques are needed to ensure
that accurate asset condition information can be presented to the owner.
The following conclusions are provided for discussion:
a) Machine learning is not necessarily better than other techniques for detecting and imputing

missing data. If there are no dependencies between time-series data points and the missing
data mechanism is MAR or MCAR, a strong regression may be sufficient. Dummy variables
can be used to represent whether a variable has missing data (where 1 = missing; 0 =
observed). T-tests and chi-square tests can then be run between this and other variables in the
data set to determine whether this missing variable is related to the values of other variables
and confirms MCAR or MAR.
b) However, it is necessary to select the appropriate types of models for a given scenario of data

in terms of missing data because model selection is based on the mechanism of missing data
presented and the criteria for model selection. In this research the RMSE criterion was used
for model selection, but for MNAR with strong time-series dependency, the LSTM model
may be more suitable. For MNAR, a model is needed to identify why the data are missing
and what the likely values are. LSTM is particularly suited to this task.
c) Using the three scenarios together with the LSTM model can help minimise the impact of the

missing data issues identified in the literature. For each scenario with missing data, input data
must be pre-processed in accordance with Figure 5.4 and Figure 5.5 for the model selection.
Although the missing data can be imputed using the methods discussed in this paper, the
accuracy of prediction based on the data set including the infill data for the data missing
depends heavily upon the percentage of data missing from the whole data set and its overall
quality. Please note that if the percentage of missing data is above a certain level, predictive
accuracy using the data set and the infill data may no longer be meaningful. This should be
analysed with the data set provided.
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6 ADVANCED APPROACHES FOR ANALYSING MISSING DATA USING HYBRID
DEEP LEARNING MODELS
6.1 Introduction
The motivation here is to build on Chapter 5 and develop a new hybrid model and processes to
recover missing data more accurately through a literature review and discussion of existing models
and techniques.
Incorrect or inaccurate analyses can occur when missing data mechanisms are present and it is
necessary to accurately predict trends for missing data [199]. While there are a number of models
available to impute missing data [494], existing models are limited in terms of the type and pattern
of data missing that can be detected. Without a method to identify where the missing data
mechanisms are involved and where the missing data is located, the imputation of missing data
to improve analysis and prediction (using datasets and databases with missing data) will be less
accurate than it appears. The use of location information for missing data can increase the process
of imputation and may also provide more information about the cause of missing data. Asset
condition data is likely to contain either a heavy-tailed distribution or outliers [495]. Every model
must also adapt to changes in the distribution of time series data [496] because underlying
mechanisms that generate outlier data points are often unknown. This is why outliers are often
excluded from collected data in error and with a subsequent loss of information [183]. A
theoretical framework is therefore proposed to develop a CNN first stage to produce feature maps
which can explain how missing data is arranged through the dataset. A set of experiments
described in Chapter 4 are used to compare the CNN-LSTM performance with an LSTM model
for imputing and predicting asset condition time series data.
6.2 Method and development of hybrid model
6.2.1 Description of theoretical framework and sample data for predicting missing data
To understand the capabilities of hybrid deep learning network approaches with missing data,
time series sample data based on rolling stock passing from a fixed site or location sensor is used
for testing, as described in Section 4.2. While missing data can be managed with a deep learning
model using multiple gating units into the layers of the model [471], identifying the patterns of
missing data and their possible links with outliers is still challenging [497]. To assess the impact
that irregularly missing data has on imputation processes, a framework is proposed by [498] to
reconstruct seismic data. In this example, a 51 layer CNN network is used to reconstruct the
seismic data. However, a CNN is not recurrent, which means that it cannot remember of the
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patterns of previous time series, so by stacking several Conv1D layers together, a convolutional
neural network can learn long term dependencies in the time series. An example of this approach
is the WAVENET architecture [499, 500]. The lower layers can learn short term patterns and the
higher layers can learn longer term patterns. An alternate to using CNN to recover MRI image
data using imputation is outlined in [501]. Matrix networks are used to represent the MRI images.
A method of imputation based on CNN for recovering matrix information is used to recover
corrupted frames and anomalies.
In this research the plan is to extend the approach outlined above and in Section 5.5 to identify
where an anomaly may exist. In this dataset the missing data may be encoded as a ‘zero’ or ‘NaN’
and included in the input data. In a similar manner to the LSTM approach, this value can be
identified using hybrid machine learning approaches to analyse the input data. The imputation is
based on the importance of missing data for accurate prediction [497]. The flowchart used has
been modified from Section 5.5 for the hybrid CNN-LSTM approach:
a) Use a masking layer at the front end of the CNN stage to mask the missing values and exclude

the missing value(s) from the infill calculation. The missing features can be coded as zeros
in deep learning networks which involves Z-score normalising the data by omitting missing
data and changing the ‘NaN’s to zeros. At the end of this process, infill data is provided from
the model for the missing values.
b) Mark the position of the missing value and use machine learning to highlight the importance

of the missing data. The CNN stage will supply the location of missing data to the LSTM
stage. A summary of the measured data is provided given another variable is missing.
c) Impute the value of the missing data using machine learning and include the imputed value

in the prediction calculation(s). For the time series data, CNN-LSTM can be used to predict
missing data and future values. The output may not be a single prediction of the target, it is a
distribution that gives an output value that is conditional on the actual value of the missing
predictor and the impact of the location to other missing data.
d) Train the deep learning network architecture with a cost function that is suited for imbalanced

classes because this is a frequent problem in asset condition monitoring. The cross-entropy
loss function using a mini-batch gradient descent with the RMSProp update rule is used as a
starting point [502] to compare with other loss functions for performance measurement.
6.2.2 Assessment metric for missing data prediction accuracy
To compare with the earlier development work on the LSTM model, the RMSE criteria was
used as an accuracy assessment metrics for model selection to determine the impact of the missing
data and the goodness of fit for the different imputation methods and to determine the accuracy
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of prediction [206]:
!

1 $
RMSE = ! 2 ∑2
3%!($# − $# )

(6.1)

where !! is the actual value, !!" is the predicted or imputed value from the model being used,
however, other criterion may be used to increase the accuracy of the model selected for prediction,
including the correlation coefficient and the coefficient of determination [207]. For example,
replacing the missing value by the mean of other samples may reduce the RMSE, but increase
the bias. An alternative is to use the standard deviation (SD) of the error:
!

$
SD = ! 2&! ∑2
3%!((# − µ4 )

(6.2)

where error "! = !! − !!" , !!" is the imputed value of !! , µ+ is the sample mean of the errors, and
N is the sample size.
To compare this with earlier development work, a standard deviation (SD) will be used to
measure how far the error for the imputed data has spread. Another approach is to use the sum
square of regression (SSR) to provide a value of how far the actual or predicted value is from the
mean:
SSR = ∑(@H − @)$

(6.3)

Alternative approaches to using the mean absolute error (MAE) have been proposed where:
!

1
MAE = "&! ∑"
#%5 |@# − @# |

(6.4)

Both MAE and RMSE are negatively oriented, which means the lower the better in terms of
accuracy. The MAE will also be used in this analysis. Other examples of the goodness of fit
criterion include the mean absolute percentage error (MAPE) and the chi-square test [208]. To
verify the performance of the algorithm, a confusion matrix is used to measure the error predicted
between the LSTM model and the hybrid CNN-LSTM model that will then be verified with the
ground truth data [503-505].
To compare the location of missing data, a hierarchical clustering arrangement in accordance
with Ward’s method and using the ‘Euclidean’ distance metric discussed in Section 3.6 is utilised.
A similarity or distance matrix is output which can be used as a metric for the imputed value:
D (a, b) = J∑6#%! |6# − K# |$
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(6.5)

where a and b are defined as two vectors of length p, where ai represents the ith element of the
observation vector a. A margin plot can be produced to densify the measured data with the
imputed data [506]. For each scenario in this research, vectors a and b are time-series rows of
data.
6.2.3 Summary and comparison of aspects of missing data
The Hybrid neural network approach is a nonparametric approach, so a similar starting point to
Section 5.2 is provided, but for any initial analysis of the data, the MAR assumption is a good
place to start handling missing data [188]. An alternative may be to directly model the missing
data process but this requires prior knowledge of the missing data mechanism. Table 3.1
summarises the characteristics of different aspects of missing data on statistical analysis. Where
the dataset under analysis contains either a heavy-tailed distribution(s) or outliers, so an estimate
of the confidence limit or mean or variance as a starting point for training the model may not be
possible [507]. The outliers may have a non-negligible impact on future statistical analysis. The
indication of missing data may indicate skewness in the dataset and parametric approaches for
selecting training data that may not be efficient. Nonlinear deep learning may be needed to
provide a nonparametric approach to selecting the training and test data for analysis.
6.2.4 Deep learning network approaches to missing data
A temporal convolutional network (CNN) was chosen as the first stage of the neural network to
provide training data as input to the second LSTM stage of the neural network. A standard CNN is
mainly applied to the image processing used in deep learning neural networks. CNN is better than
multi-layer perceptrons (MLPs) such as back-propagation because while MLPs consider each point
as an independent feature, CNNs will include groups of neighbouring data points. Multi-variate
data can be modelled using separate CNNs for each input column, and then the output can be
combined before a prediction is made for the output sequence. Each sub-model can be configured
separately for each input series such as the number of filter maps and kernel size. In this application
a temporal CNN is used to provide subsets of input information for inclusion into the LSTM stage.
Causal convolutions are proposed where an output at time t is only convolved with elements of time
t earlier in the previous layers [508]. CNN has sparse properties and parameter sharing [509], which
means it has an equivariance property [510] that enables the network to generalise the edge, texture,
and shape detection in different locations, and it enables the precise location of the detected features
to matter less. The structure of CNN is shown in Figure 6.1:
a) Convolutional Layer Transformation: The 1st layer of the first stage consists of a one
dimensional convolution with a set of learned filters. The output of Conv1D is given by:
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x78 = b87 + N

3%!

8&! 8&!
Conv1D ?w37
, s3 E

@+9 = /?$+9 E and V+9 = @+9 ↓ (downsampled with a scalar factor)

(6.6)

(6.7)

where x-. is defined as the input data, b.- is defined as the bias of the 4/0 neuron at layer l
.3&
considered, 5(1 is the output of the 6 /0 neuron at layer l-1 and w2is the kernel from the

6 /0 neuron at layer l-1 to the 4/0 neuron at layer l. The size of the kernel filter will also be a part
of the model development. The intent is to maximise the activation level for subsets of classes
[511].
b) Detector Layer Nonlinearity – ReLU units – The ReLU provides a function of the form:

@ = max Z0, $ + 0?0, \($)E]

(6.8)

where *80, ;(!)< is a noise function and x and y are the input and output vectors of the layer
considered. This process works better than traditional neuron network models with saturated
gradient descent training [512].
c) Pooling Layer with dilation- Probabilistic max pooling units are proposed to cover large areas
of the input in a probabilistically sound way [513]. Pooling is a method to down sample the
detection of features in a feature map. Each feature map is sampled separately to create a new
set of the same number of feature maps [473]. The equation for forward propagation can be
described by:
(9)!)

6(

(9)

(9)

(9)

= Pool (6! , . . , 6: ) , 9 ∈ `(

(6.9)

(1)

where l is the layer before the pooling layer, G$ 65 +ℎ" IJJK6LM N"M6JL O PLQ KPR"N K and
Pool () is the pooling function. In this application, deep generalisation pooling modified from
[514] was utilised. The pooling layer distils the output of the convolutional layer to salient
elements. A pooling layer is followed by a flatten layer and then dense fully connected layers.
d) Flatten layer- A flatten layer is used between the convolutional layers and the dense layer to
reduce the feature maps to a single one-dimensional vector. This layer provides a single onedimensional vector per timestep to ensure compatibility with the requirements for input to
the LSTM stage.
e) Dense layers- Dense layers interpret the features extracted by the convolutional part of the
CNN stage. Each neuron in the dense layer receives an input from all the neurons present in
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the previous layer. Learning features are provided from all the combinations of the features
of the previous layers.
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Figure 6.1 CNN structure with missing data present
Table 6.1 summarises the 1D modelFeature
structure
for the CNN stage of the hybrid model.
Learning
Table 6.1 Example: Summary of Conv1D model structure
Layer Options

Output shape

Number of
parameters

Input

(8760, 1, 53)

-

Conv1D(filters=32, kernel_size=5,

(None, 1, 32)

8512

MaxPooling1D(pool_size=2,strides=2)

(None, 1, 32)

0

Conv1D(filters=32, kernel_size=5,

(None, 1, 32)

3104

MaxPooling1D(pool_size=2,strides=2)

(None, 1, 32)

0

Flatten

(None, 1, 32)

0

Dense(activation='linear', units=6)) #

(None, 1, 6)

198

(None, 1, 6)

198

padding='same', activation='relu',
input_shape=(train_X.shape[1], train_X.shape[2]))

padding='same', activation='relu',
input_shape=(train_X.shape[1],
train_X.shape[2]))

output_dim=6, activation='linear'
Dense(activation='linear', units=6)) #
output_dim=6, activation='linear'
The first dimension of each output shape in Table 6.1 is defined by batch size. It can be any
value from one to the number of all timesteps in the training sample and does not influence
defining the model.
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neural network introduces a special 1-D convolution, which is suitable
TheTemporal
structureconvolutional
of the CNN-LSTM
hybrid network is shown in Figure 6.2. The regression error in
for processing univariate time series data. Instead of using a k ⇥ k convolutional kernel as in the
the
prediction
canthebetemporal
removedCNN
by analysing
the missing
usingthat
multiple
imputations
traditional
CNN,
uses a kernel
size of k data
⇥ 1. and
Suppose
the input
data fits to
function g( x ) 2 [l, 1] ! R; the convolutional kernel function is f ( x ) 2 [k, 1] ! R. The 1-D convolution
replace the missing values. The deep learning network model used the CNN network combined
mapping between the input and kernel h( x ) 2 [(l k )/d + 1, 1] ! R with step size d can be written as:

with LSTM, as shown in Figure 6.2, was developed with Keras [440] implemented in Python. The
h(y) = Skx=1 f ( x ) · g(y · d

x+k

d + 1).

output from Figure 6.2 is the imputed value which is inserted in place of the “0” that represents the
Aftervalue.
the temporal
convolutionalneural
operation,
the original
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to a in
missing
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m-dimensional feature dataset. In this way, the temporal CNN applies 1-D convolution to time series

order
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Levenberg-Marquardt
algorithm
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to train
the neural
data and
dataset
multi-dimensional extracted
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phase
in Figure
2);
and the expanded features are found to be more suitable for prediction using LSTM.
network
[314].
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Figure 2.6.2
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Figure
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missingframework.
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2.4. CNN-LSTM Forecasting Framework
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data) thatlayers
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in Section
1,
a hybrid deep
neural
network
(DNN)the
combining
CNNbetween
with LSTM
is proposed.
The structure
of the
connected
layers
which
minimise
differences
output
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and ground
truth
hybrid DNN framework is depicted in Figure 2. In the pre-processing phase, CNN extract important

labels
on a training
The and
learning
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model isinput
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input data
mostprocess
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data to

multi-dimensional
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using with
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(Figure
2). Inand
thekernels
second phase,
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i)
The network is
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arbitrary
weights
when the
training
starts. batches
are input into LSTM units to perform forecasting.

ii) The
seta two-hidden-layer
is applied to the CNN-LSTM
Fromtraining
Figure 2,
temporal CNNnetwork.
is used to pre-process the input dataset. It is
noted
thatdesired
the traditional
CNN usually
includes
operations to prevent over-fitting
iii)
The
output istemporal
then calculated
all the
way topooling
the output.
when the number of hidden layer is greater than five. In this study, we omit the pooling operation to
iv)
Once there
anextracted
output, the
Err(i) vector representing the error between the desired value and
maximally
retainisthe
features.
After pre-processing the input data, a LSTM neural network is designed to train and forecast
the actual output is calculated.
the power consumption for individual household. The training process of LSTM structure is shown
v)
Then3,for
eachthe
output
unit ifeatures
the weights
of the
from as
unit
j to unit
i are
in Figure
where
extracted
from the
firstconnections
phase are treated
inputs
to train
theupdated
LSTM to
model. A dropout layer is added to the LSTM neural network to prevent overfitting. The loss value,
reflect the error propagation. The weights are calculated using equation (6.10) below.
which is the difference between the predicted output y p and the expected output ye , is computed
vi)
After all
weights
toLSTM
the output
of the network
have
beenthe
updated,
error is
to optimize
thethe
weights
of all
units. layer
The optimization
process
follows
gradientthe
descent
optimization algorithm named RMSprop, which is commonly used for weight optimization of deep
propagated to a back layer. The error for a unit(j) in this layer is the sum of all the errors of
neural networks [46].

the units(i) that unit(j) connects.

vii) The error is then repeatedly propagated back until all weights have been updated.
viii)

Once the network has been updated for a particular training example the process is

repeated for other training examples.
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Training examples are presented to the network in an iterative process until the weights of the
network converge. Where there is missing data, the error between the actual values and the output
from the neural network can diverge.
To calculate the error, the RMSE and the MAE criterion are used. This criterion may not enable
the gradient of an error function E(w) for a deep learning network to be evaluated, which means
auxiliary variables can be used to include variables related to the probability of missing data in
other variables of the data set [483, 484]. In this application, spatial data from the CNN stage is
used to supplement the raw data supplied to the LSTM stage. The equation for calculating the
gradient descent is given by [515] where a = step size or learning rate, and L is the loss function.
The learning rate is one of the parameters to be optimised as part of the learning process [516]:
;<

*#)! = *# − a ∗ ;-

(6.10)

The number of parameters for the CNN layer is given by :
Total number of parameters per CNN layer= (KhKw ×Nc +1)×F * No of outputs

(6.11)

where F= the filter size and Kh= height of the filter window, Kw.= width of the filter window and
Nc = number of inputs or channels (in this case, the number of columns in the input vector). The
1 in equation (24) above represents the bias term. The number of trainable parameters can change
with the addition of bias terms and specialised filters.
For 26 columns of data with Kh= Kw=5 and F =32, with 26 outputs, this would equate to 20832
parameters per layer. In the proposed implementation, 4 additional outputs are added to represent
the CNN feature map which is input to the LSTM stage. For the convolutional layers in the CNN
– Stage 1 architecture, a smaller learning rate would be used to ensure that the granular nature of
the data such as positions of missing data is retained. For the latter stages of the CNN – Stage 1,
a relatively larger learning rate is proposed [517].
In terms of missing data, selecting the appropriate method of collecting data is seen as a design
stage task for a system once the requirements for monitoring the condition of assets has been
identified [321]. However, as discussed in [334], mechanisms for analysing missing data are not
normally included in the data model at the design stage. Figure 6.3 below outlines the process for
preparing and selecting data for a deep learning classification task with missing data. In this
application, a hybrid strategy is proposed for the input level (data input) and at the layer level
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where hyperparameter selection will be used to optimise the learning rate for the hybrid network
architecture across the different layers. The CNN-LSTM model will learn a hierarchical
representation of the model where the inputs can be represented in a more abstract way using
deeper layers of the network.

Figure 6.3 The pipeline of multi-modal asset condition classification based on deep learning
For a generic LSTM approach, the input layer represents the inputs for each row of data plus a
timestamp. LSTM parameters such as the time step size, number of layers, and activation function
are determined through the model training process. For asset condition data, the size of the input
layer will equal the number of sensor data readings included within each row of data. In the CNNLSTM model, data input to the LSTM stages will be supplemented by spatial data supplied by
the convolutional layers in the first stage. A key aspect of the spatial information provided will
be point change detection. For the LSTM output layer, a fully connected network (Dense) layer
was used as a starting point to provide the output for classification purposes. The activation
function will also be part of the model selection and development process. In this application, the
LSTM memory block function consists of 4 gates (cell status, in, out, forget) [472] expressed by:
it = 16:ℎ (wi[ht-1,xt] +bi)

(6.12)

ft = \ (wf[ht-1,xt] +bf)

(6.13)

ot = 16:ℎ (wo[ht-1,xt] +bo)

(6.14)

cd t = \ (wc[ht-1,xt] +bc)t

(6.15)

Ct = ft * Ct-1 +it * cd

(6.16)

ht = ot * tanh(Ct)

(6.17)

where it represents the input gate function, ft represents the forget gate function, ot represents the
119

output gate function, ; represents the sigmoid function, wx (x = i, f, o) represents the weights for
the respective gate (x) neurons, ht-1 is the output of the previous LSTM block (at timestamp t-1),
xt is the input at the current timestamp, and bx represents the biases of the respective gate (x)
neurons. The LSTM block modified from Figure 5.6 with 4 gates (Figure 2 from [518] ) is shown
in Figure 6.4.
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Figure 6.4 Hybrid LSTM model structure
The LSTM stage of the network processes a sequence of input and target pairs (x0, y0), ..., (xn,
yn). The size of the LSTM stage (number of layers) can be increased to model the impact that
missing data has on the accuracy of the prediction, p(y|!.,θ), the probability vector over all y
possible values in the missing value(s) to be imputed column conditioned on some learned model
parameters θ and an input vector !. (containing information from other columns) [476]:
(6.18)

p(y|x ,̃ θ) = sigmoid(q)

where sigmoid(q) denotes the elemental sigmoid function ∑

&
&%6

!$%

where qj is the j-th element of

a vector qj = [Wxj ̃ +bj]. The parameters θ are learnt by minimising the cross-entropy loss between
the predicted and the observed output y [477-481] by:
Update θ(j) = 63789: ∑2
B, g(=) ))
(%! −ln(p(y|$

(6.19)

where N = no of data classes (or, data columns), p = predicted probability of observation y given
!. .
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The number of parameters for the LSTM cell is given is given by:
Total number of parameters per LSTM cell= 4(nn+mn+n)

(6.20)

where m is equal to the number of columns of input vector for timestep and n is equal to number
of columns of output vector.
For 26 columns of data, this would equate to 5,512 parameters per cell, and for 50 hidden cells
in a LSTM layer, the number of parameters would be 275,600. The number of parameters imposes
a lower bound on the number of training examples required, and also influences the training time.
The number of LSTM layers required with and without CNN as the first stage will be compared
for performance, and since the model was provided for infill of missing data, the number of
neurons in the output layer was set to 1 for each input column.
6.2.5 Flowchart for missing data identification – CNN LSTM model development
Figure 6.5 was modified from Figure 5.4 to provide a flowchart for raw input data from a database
for CNN-LSTM model development. There are three sets of data representing training data, testing
data and ground truth data used for model generation, testing and validation. Raw data must be
processed into a format suitable for input into a deep learning neural network, and gaps in the data
representing missing data must be coded numerically. This process takes three data sets as input:
a) Training data: This data set includes asset ID and asset condition monitoring data with
missing data. Training data may include a small sample of valid outliers within the data set.
b) Testing data: This data set includes asset ID and asset condition monitoring data with missing
data, as well as the known infill data available for testing. Testing data may include a small
sample of valid outliers within the data set.
c) Ground truth data: This data set includes asset ID and asset condition monitoring data without
missing data.
Where missing data has been identified as ‘N/A” or “0”, it is labelled as missing for further
analysis in the flowchart shown in Figure 6.5. The CNN feature mapping input to the LSTM stage
includes spatial data on missing data locations and spatial information on outliers. Each of the
training, testing, and ground truth data set is parsed using a Python scripting language library to
import into column data frames in CSV format for pre-processing prior to inputting into the machine
learning model. The input data flowchart in Figure 6.5 can be used for regression analysis where
data must be pre-processed.
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Figure 6.5 Data manipulation flowchart for training, testing, and validation data for CNNLSTM development

Figure 6.6 modified from Section 5.5 is used in the model selection process to develop the deep
learning model. A model configuration was evaluated many times via a ‘walk-forward’ validation
due to evidence of time series dependency in the dataset. This method involves moving along the
time series one step at a time. This enables the selected model to be checked for stability over
time and to check whether the coefficients used in the model are time-invariant. The
hyperparameter tuner was expanded to include CNN hyperparameters such as kernel size,
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activation function, layer type, and size. During the learning phase, historical data was used to
select model hyperparameters such as filter size, learning rate adaptation, size of pooling region,
and testing and ground truth data. The models developed using CNN-LSTM and LSTM
architectures were then compared using RMSE, SD, and MAE as performance criteria for
selecting the final model for the training epochs.

Training data

Testing data

Validation data

Hyperparameter Settings (see Table 6.1)

Hybrid Learning Algorithms (Parameter Selection

See Table 6.1)

Model Evaluation (Parameter and Hyperparameter selection)

K-folds crossvalidation,
grid search
RMSE,
MAE,
SD

No

Yes
CNN-LSTM Model Selected

Figure 6.6 Hyperparameter selection for CNN-LSTM development

Table 6.2 below summarises the hyperparameter selected for the hybrid model.
Table 6.2 Hyperparameter selection
CNN Stage
Convolution
layer
Pooling
layer
Fully
connected
layer
Others

LSTM
Stage

Parameters Hyperparameters
Kernels
Kernel size (ks), number of kernels(k), stride(s), padding(p),
activation function
None
Pooling method, filter size, stride, padding
Weights

Number of weights, activation function

Model architecture, optimiser, learning rate, loss function,
mini-batch size, training epochs, regularisation, weight
initialisation, dataset splitting
Parameters Hyperparameters
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LSTM
Fully
connected
layer
Others

Step size
Weights

Batch size, Hidden layer size, number of steps in each sample
Number of weights, activation function

Model architecture, optimiser, learning rate, loss function,
mini-batch size, training epochs, regularisation, weight
initialisation, dataset splitting

In Table 6.1 above, the parameters are variables that are normally optimised during the training
process, while the hyperparameters are set externally to the model.
6.3 Framework for selection of approaches for missing data Imputation
6.3.1 Approach for hybrid framework development
Three scenarios are proposed for model development, and their key components of the three
scenarios are described in Section 4.2.3. Together, they can help resolve the missing data issues
identified in the literature. Aspects of these three scenarios applicable to the CNN-LSTM model
are described in the following subsections, they include the requirements for selecting the
hyperparameter. Note that different hyperparameter configurations tend to work best for different
datasets [519]. Weight initialisation for model selection utilises a random sampling from the
normal distribution with samples from the dataset under analysis [520], as well as Glorot weight
initialisation. For the CNN stage, a Laplacian kernel with k=3 was chosen as the starting point.
Using an odd sized filter allows the previous data values to be arranged symmetrically around the
output value. Symmetry is important to allow for distortions across the layers [521, 522].
Optimum filter size is calculated by measuring the error at each layer while back-propagating the
error from calculation using the gradient descent [523].
6.3.2 Application of scenario 1 – Hybrid CNN- LSTM model
In this scenario the asset Id and/or location information are missing. The asset register form is
available and is compared to the collected data. The asset Id for rolling stock consists of eight
alphanumerical characters of information with specific configurations of the vehicle [439]. For
scenario 1, the sequence of input and target pairs (x0, y0), ..., (xn-k, yn-k) consists of the asset Id
pairs and (xn-k+1, yn-k+1), ..., (xn, yn) consists of the corresponding asset conditions which are input
into the LSTM models. Spatial data information from the CNN stage is included in (x, yn), ...,
(xn+m, yn+m). The missing data is assumed to occupy random positions in the range (xn-k+1, ..., xn,),
but there is no missing data evident in (x0, ..., xn-k). Information on the asset condition may include
a series of vibration measurements and temperature measurements which are stored as numerical
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values in a database when available.
Training, testing and validation data was input into the CNN-LSTM network in accordance with
Figure 6.5, including the asset Id and asset condition data. Where time sequence dependence was
identified in the data set, the CNN - LSTM model was more accurate in terms of prediction
compared to the LSTM models [524]. Where time sequence dependence was not evident and the
failure mechanism was identified as MAR, a strong regression would produce accurate
predictions provided there are no outliers present.
6.3.3 Application of scenario 2 – Hybrid CNN- LSTM model
In this scenario, the asset Id and location are available but the asset condition data is missing or
inaccurate. In scenario 2, the sequence of input and target pairs (x0, y0), ..., (xn-k, yn-k) consists of
the asset Id pairs and (xn-k+1, yn-k+1), ..., (xn, yn) consists of the corresponding asset condition
information which is input into the LSTM models. Spatial data from the CNN stage is included
in (x, yn), ..., (xn+m, yn+m). The missing data is assumed to occupy random positions in the range
(xn-k+1, ..., xn,) but there was no data missing in (x0, ..., xn-k). The asset condition information may
consist of a series of vibration measurements and temperature measurements which are stored as
numerical values in a database, when available. In this scenario, while the asset Id and location
are known, the condition of the asset may not be known accurately due to missing or incomplete
data. Incomplete data can be caused by the degree of measurement accuracy, human error and/or
measurement sensor failures.
The CNN-LSTM model provided more accurate predictions with the data set, including infilled
data compared to the LSTM model.
6.3.4 Application of scenario 3 – Hybrid CNN- LSTM model
In this scenario some of the asset Id and locations are missing and some asset condition data is
missing or inaccurate. The sequence of input and target pairs (x0, y0), ..., (xn-k, yn-k) consists of the
asset Id pairs and (xn-k+1, yn-k+1), ..., (xn, yn) consists of the corresponding asset condition which is
input into the LSTM models. Spatial data from the CNN stage is included in (x, yn), ..., (xn+m,
yn+m). The missing data is assumed to occupy random positions in the range (x0, ..., xn,). As for
scenario 1 & 2 above, the model selection process identified in Section 6.2 was used with the
RMSE and MAE criterions for model selection. However, while the CNN-LSTM model provided
more accurate predictions with missing data, the complexity of the CNN-LSTM model was
increased to meet MAE, RMSE, SD and prediction accuracy criteria.
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In the example where the asset Id was missing, it would be matched with another run to impute
the asset Id from another equipment record test. While this is occurring, the incomplete/missing
data is identified using steps from Figure 1 of [451] to identify whether MAR, MCAR or MNAR
is present. If only a small sample of data is missing, the record could be entered into the NoSQL
database with a flag including the infilled asset Id. The Age Replacement Model [450] (see Fig.
5.2) can then be run to check for consistent results with missing data present. If the output of the
Age Replacement model is inconsistent, the trends could not be measured or predictions provided
for the time to failure of the asset under maintenance. In this case the missing data may need to
be infilled with data from a similar asset population. The patterns of missing spatial data provided
in the feature map generated at the CNN stage can help to check whether the pattern of missing
data will impact on the prediction accuracy. The key challenges for solving the missing data issue
in scenario 3 have been discussed in Section 5.8.
6.4 Results
The performance of the CNN-LSTM was compared to the existing LSTM model from Section
5.6. Table 6.5 shows the results of the imputed accuracy of missing data by the LSTM and CNNLSTM for each scenario. The RMSE was calculated by equation (1), while MAE was calculated
as per equation (4) where N was equal to the size of the dataset. The accuracy from Section 5.7.6
is defined as the closeness of the predicted values by the model using the imputed data and the
same model using the original unmodified dataset with no missing data.
Accuracy is calculated as:
Accuracy = 1 – F

0& 0 '
0

F

(6.21)

where y and R " are the predicted values, with and without missing data. Table 6.3 provides a
summary of the CNN_LSTM architecture in Figure 6.2. The code for implementing the first layer
and CNN layer is shown below. The shape of the input parameter train_X.shape[1] is the number
of columns of data for each time step:
model.add(Conv1D(filters=32, kernel_size=5, padding='same', activation='relu',
input_shape=(train_X.shape[1], train_X.shape[2])))
To process the data into the format required by the LSTM, a Flatten layer was connected before
the LSTM stage. For the LSTM input stage, the code for implementing the first layer and LSTM
layer is shown below. 50 neurons were added to the first hidden layer of the LSTM:
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model.add(LSTM(50,input_shape=(train_X.shape[1], train_X.shape[2])))

Table 6.3 Model summary for the model architecture shown in Figure 6.2
Number

of

trainable

Layer number

Layer name

1

Input layer

N/A

2

Conv01

(KhKw ×Nc +1)×F1 =832

parameters

Filters = 32
F1 = kernel_size = 5
Total Number = 8512
4

Conv02

(KhKw ×Nc +1)×F2 =576
Filters = 64
F2 = kernel_size = 3
Total Number = 3104

6

Flatten01

N/A

8

Dense01

198

10

Dense02

198

12

LSTM01

11400

14

Dense01

51

16

Dense

51

For Table 6.2 above, the parameters are specified as follows:
a) KhKw = Kh × Kw. Kh = Kw = kernel_size denote the height and width of the convolution
kernel, respectively.
b)

Layers 2, 4, 6, 8 & 10 are activation layers
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Table 6.4 Selection of models for each scenario
Scenario
1

% Missing
Data
10 %

2

10 %

3

10 %

Deep Learning
(LSTM)
Accuracy 0.90
SD =0.25
MAE=1.2
Accuracy 0.85
SD =0.15
MAE=1.1
Accuracy 0.75
SD =0.11
MAE=0.90

Deep Learning (CNN-LSTM)
Accuracy 0.98
SD =0.15
MAE=0.90
Accuracy 0.93
SD =0.12
MAE=0.85
Accuracy 0.91
SD =0.09
MAE=0.75

In Table 6.4, an SD above 0.25 is unacceptable, while a SD below 1 is acceptable. In each of
these cases, three criteria were used to select the model, namely SD <1, MAE, and accuracy of
the output of the model. The accuracy of validation and test is the average accuracy across the
population of the datasets. As shown in Section 5.8, the results for scenarios 2 & 3 indicate that
imputing the asset condition data rather than the asset Id was more challenging.
Once a model was selected, for the example in Table 6.6, tuning this model (e.g., CNN-LSTM)
may help to improve its efficiency. This can include adapting the size of the filter in the CNN
layer, regularising the weight, and validating and testing the data to verify the accuracy available
from the selected model.
Table 6.5 CNN-LSTM – Results of loss function and optimiser settings
Scenario No

Threshold

1
1
1
2
2
2
3
3
3

0.98
0.98
0.98
0.98
0.98
0.93
0.91
0.91
0.91

Validation
Accuracy
0.65
0.70
0.90
0.90
0.89
0.91
0.80
0.88
0.88

Test Accuracy

Epochs

Batch Size

0.60
0.65
0.90
0.85
0.90
0.90
0.75
0.85
0.89

50
100
120
50
100
120
50
100
120

32
32
64
32
32
64
32
32
64

Table 6.6 Summary table
Type of
Missing
Data

MCAR

Time Series
Data
Dependency
between
samples
No

Model
Selection

Hyperparameter
Selection

Model Selection

Reference/Comment

LSTM/CNNLSTM
models

k=3
Layers = 5

LSTM/CNN-LSTM
models

Simpler choices also available, depends
upon required accuracy.
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MAR

No

LSTM/CNNLSTM
models

k=5
Layers = 5

MNAR

No

LSTM/CNNLSTM
models

k=5
Layers = 10

MCAR

Yes

LSTM/CNNLSTM
models

k=5
Layers = 5

MAR

Yes

LSTM/CNNLSTM
models

k=5
Layers = 10

MNAR

Yes

LSTM/CNNLSTM
models

k=5
Layers = 15

LSTM/CNN-LSTM
models
Point change
detection requires
CNN-LSTM
CNN-LSTM models
Point change
detection requires
CNN-LSTM
LSTM/CNN-LSTM
models
Point change
detection requires
CNN-LSTM
LSTM/CNN-LSTM
models
Point change
detection requires
CNN-LSTM
CNN-LSTM models
Point change
detection requires
CNN-LSTM

CNN-LSTM reduces the level of
complexity of the LSTM layers and
training time required.

CNN-LSTM reduces the level of
complexity of the LSTM layers and
training time required.
CNN-LSTM reduces the level of
complexity of the LSTM layers and
training time required.

CNN-LSTM reduces the level of
complexity of the LSTM layers and
training time required.

CNN-LSTM reduces the level of
complexity of the LSTM layers and
training time required.

6.5 Discussion of results
An analysis of the results for model selection are shown in Table 6.5. For time-series data where
there was no dependency between samples and the volume of missing data was low, seasonality
or correlational dependency can be visually identified in the series as a pattern that is repeated
every k elements. In this case the deep learning approach can be simplified by using a smaller
number of layers and a smaller filter. For trend analysis, where there may be time-series data
dependency, machine learning techniques such as CNN-LSTM and LSTM which are based on
distance weighted least squares smoothing, or negative exponentially weighted smoothing
techniques, can be used. In this example, the CNN stage was also being used to detect the point
where the trend was changing. Machine learning methods will filter out the noise and convert the
data into a prediction that is relatively unbiased by outliers. Time series data with relatively few
and systematically distributed points can be smoothed with standard techniques such as bicubic
splines. However, the presence of outliers within data sets may negate the viability of standard
techniques such as bicubic splines. This approach caters for outliers by including the outlier in
the time series dependency training data analysis. As shown in Table 6.3, increasing the number
of epochs for batch training can improve the test accuracy by allowing the training and validation
data set to be passed through the network an increasing number of times. Batch size can increase
the accuracy of the error gradient during training, but increasing the batch size above that shown
in Table 6.3 can reduce the test accuracy, which is in accordance with [525].
6.6 Conclusion
Using the CNN as the first stage of the hybrid deep learning network can preserve the
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information content of the dynamic data such as time dependence and spatial patterns. The spatial
patterns detected from the CNN stage can provide a better understanding of what data are missing.
An assessment of the patterns of missing data can lead to a better understanding of its impact on
data quality. There are different types of missing data mechanisms that impact on the quality of
data and the predictions of engineering asset condition.
Three different aspects of missing data mechanisms were presented and explained, and an
approach using outliers with CNN-LSTM models was explored. Techniques for identifying the
positions of missing data within a dataset are provided; they are based on an understanding of the
causes of missing data. These techniques are essential to ensuring accurate asset condition
information is presented to the owner of the asset.
The following conclusions are provided for discussion:
a) The CNN-LSTM approach is more accurate than the LSTM model for non-trivial cases such

as scenario 2 and 3 where the asset condition and asset ID data are missing. However, this
accuracy comes with a higher cost in terms of processing time, the number of training samples
required, and the number of layers in the model.
b) Point change detection is a crucial part of the time series analysis for outlier detection and

trend prediction. The CNN-LSTM approach is an accurate way to determine where the data
trends are changing. As with the LSTM model, the appropriate model types for a given
scenario of data in terms of data missing must be selected. The missing data mechanism still
plays a part in the CNN-LSTM model selection and the criteria for model selection. In this
research the RMSE, MAE and MAPE criterion were used for model selection. For MNAR
with strong time-series dependency, the CNN-LSTM model may be more suitable, whereas
the CNN-LSTM model helps to identify where the data are missing and what the likely
patterns and values are. CNN-LSTM is particularly suited to this task when compared with
LSTM models only. For each scenario with missing data, the input data must be preprocessed in accordance with Figure 6.6 for model selection. Providing information on where
there is missing data in a dataset can help to improve the accuracy of imputing missing data.
Improving the imputation accuracy of missing data in asset condition monitoring helps to
improve decision making in PHM applications when predicting the likelihood of failure based on
collected data; decisions can then be made on the asset being monitored. Providing information
on where data is missing with likely outliers can provide additional information around the
condition of the asset. In Chapter 7, applications of deep learning models for decision support
systems will be discussed.
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7 SIMULATING MISSING DATA FOR DECISION SUPPORT SYSTEMS
7.1 Introduction
To understand how imputing missing data improves prediction accuracy, a simulation is
proposed using a deep learning model developed in this chapter to expose the role of missing
asset condition data and how imputation can improve the accuracy of prediction. The types of
decision support models currently being used have been analysed in section 3.9. Existing
approaches for extending deep learning within decision support systems to incorporate missing
data has also been reviewed in section 3.10. The motivation in this chapter is to build on earlier
work in section 3.10 and section 6.3 and develop a decision support model and processes to utilise
missing data imputation more accurately.
7.2 Decision support model development with missing data
To improve the accuracy of decision support in asset condition decisions, a flexible approach
using an intelligent decision support model is needed to handle the volumes of data with missing
data. As identified in chapter 2 and chapter 3, timely decisions must be made to address trends in
asset condition data. There are several deep learning architectures available for decision support
identified in section 3.10. The three issues to address when selecting decision support architecture
include the redundancy of the data and time series dependency [526], and low correlation of
additional data with missing data. To address the time series dependency, the input stage of the
decision support system may be used in the LSTM input module described in the following
sections. Other models such as the Hidden Markov Model (HMM) can be used for time-series
prediction [527] but they suffer from computational complexity in addressing time series
dependency of input data. Two variants of the LSTM approach may be considered for the input
stage to the decision support module; a) time distributed LSTM, and b) bi-directional LSTM
(BLSTM) [528]. The BLSTM log loss can be reduced sooner that the LSTM or time directional
LSTM. However, the CPU and GPU requirements for using bi-directional LSTM may be double
that of LSTM. In this research, the bi-directional LSTM was chosen as the input for the decision
support module. The deep BLSTM neural network has shown the strong feature extraction and
prediction capability for historical time series problems, ranging from language modelling to time
series prediction [529]. The BLSTM is better than the LSTM approach at capturing dependencies
in the input timeseries data. A separate structure has been proposed for the output of the decision
model.
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For the output of the decision model, applicable outputs to support the operations and
maintenance phase of asset management phase can be chosen [58]. The format and details of
the decision support outputs are described in Table 7.5 below. The decision support output from
the model means the data inputs must be classified to map the asset condition data and context
data to a desired output decision. As the data is multi-source, (e.g. context plus time-series
data), attention models can predict trends reliably when linked with LSTM networks. A softmax
output with dense layers was chosen to provide the decision support output.
Figure 7.1 adapted from [530] and [414] shows the overall architecture of the proposed decision
support system (DSS) with the data imputed and integrated from the CNN-LSTM module. The
output from the CNN-LSTM input to the decision support module, has a number of columns of
asset condition data, including imputed and measured values and additional columns related to
the location of missing data in the data set. The intelligent decision support module is proposed
to overcome the tendency to underestimate the variability used by traditional machine learning
methods, and provides an approach for including missing data imputation into the overall decision
process. Where context data has low correlation with missing data, pooling can be utilised using
an attention module (see Figure 7.1) to weight the context data accordingly. Data in each input
can be analysed to provide one output decision using a ‘softmax’ function shown in Figure 7.2
below.
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Figure 7.1 Proposed decision support model with missing data
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.

NoSQL
Data Storage

In traditional engineering asset management decision support systems, technical experts may
be used to provide recommendations on the asset condition data based om the historical condition
of the asset, but this process can be slow and expensive, so it may affect the time available to
make a decision and increase the reliance on prior experience and the subjectiveness of the
decision process. To improve this process, deep learning has been used to build context awareness
has been researched [531]. Context awareness in asset management and IT terminology enables
IoT systems to observe, interpret and understand the sensor data, and to be aware of their own
states and surrounding environment; they will also provide robust and adaptive behaviour in
different conditions. Moreover, meta-data such as rolling stock numbering rules, maintenance
records and feedback from asset managers can be added by the Asset Manager. Context data is
shown in Figure 7.1 as secondary sources, history data and feedback. A NoSQL database using
open-source MongoDB is used to provide a cross-platform document database to support
heterogeneous data sources. Other NoSQL databases such as HarperDB are also available. The
MongoDB provides optional schemas where the relationships between aspects of the data may
not be known until after classification [532]. Support for storing structured and unstructured data
is available, which allows for a bottom-up integration where data can be managed by multiple
source servers [533]. Open-source Python drivers are available for accessing the MongoDB. The
MongoDB data model is categorised as object and document-oriented [534]. Feedback can be
entered by the asset manager using manual entry or excel spreadsheet (CSV) imported and stored
in the MongoDB. To correct for bias with MNAR mechanisms, context data can be added from
secondary sources [535, 536].
With the attention module shown in Figure 7.2, the short term history of the data (preceding
neighbours) can be given a higher weight using a hybrid deep learning model when the context
and the asset condition is constant. This pooling approach is equivalent to that outlined in [537]
for clinical data. An issue in multi-sensor asset condition monitoring systems is the occurrence
of missingness in more than one variable. In these cases, the proposed approach is imputed r × m
times, where r is the number of missed variables (r ≤k) and m is the number of different
imputation methods for each variable.
This decision support model approach is used to estimate asset predictions in real time, while
the asset condition data is missing. As required, this imputation of missing data is provided by
the hybrid deep learning approach from Chapter 6. Where asset condition data is present, the
CNN-LSTM imputation module is transparent and the asset condition data is passed unmodified
to the BLSTM module. The decision support module is carried out by the separate distinct deep
learning algorithm outlined in Figure 7.2. The model for each timestep of data is the output
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selected from the set O ={P7 , P& , . . , P8 }. The model stores each decision so they can be included
as a part of the history data for the next decision.
The decision support module was implemented in a number of deep learning layers described
in Figure 7.2.
Model Output (a0,.., an with probabilities)

Dense (Fully Connected) layers x3
softmax
activation layer

a0

a3

a1

a4

…..

an

Dense (Fully Connected) layer

Concatenation
layer

softmax
activation layer

c1

c2

c3

c4

!'1

!'2

!'3

!'4

…..

cT

…..

!'T

…..

",$

Fully Connected
sigma
activation
layer

"!

""

"#

"%

Tanh activation
layer

!!

!"

!#

!#

Input
layer
from
BLSTM

h1

Input layer

BLSTM Module

x0

x1

…...

!$

h4 ………..

h3

h2

BLSTM
Module
(See Figure 7.4)

…..

hT

BLSTM Pass through

xk

C0

………..

Cn

Figure 7.2 Decision support system structure with missing data present
The sequence of input and target pairs to the decision support module consists of the output
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from the CNN-LSTM module (x0, o0), ..., (xk, ok) and (c0, ok+1), ..., (cn, on) consists of the
corresponding context information:
Xinput = XCNN-LSTM + Xcontext

(7.1)

where XCNN-LSTM = {!7 , . . !( }
and Xcontext = {W7 , . . W8 }
The attention mechanism module shown in Figure 7.2 above, adapted from [538] can be used
to model the information correlated between different records of asset condition data to enhance
the interpretation of the whole model. The attention component outlined in green is used to
address a key challenge with the BLSTM module of errors in translation with longer timesteps in
the dataset [539]. However, the LSTM or BLSTM structures may suit those asset condition data
with dynamic-period patterns or non-periodic patterns, which is common in railway infrastructure
environments.
The attention module can also be used with the output of the BLSTM to increase the weight and
hence the relevancy of the context data compared to the asset condition data while evaluating
each timestep. The attention module provides a measure of the estimate of saliency and relevancy
of each observation in the timestep; the attention module can also take a weighted sum of the
hidden states [540]. In this implementation, a tanh activation layer can be used in the input of the
attention module to undertake a dot product of weights and inputs followed by the addition of
bias terms [541]. A ‘sigma’ function [542] followed by a softmax function can then be
implemented. This softmax function gives the alignment scores for the asset condition data and
the context data [543]. The context vector ci is provided by taking the dot product of the output
of the softmax function dot product along with the hidden states [544].
In Figure 7.2 above, the embedded state of the BLSTM cell at each point in time is represented
by the X! , and a vector of the cell’s internal state which is weighted by the learned attention
weights is passed forward to the output layer of the network [545].
(!)

(!)

(!)

(!)

A timeseries Y ! = Z!7 , !& , !9 , … , !: \ are the fully observed time series order of asset
condition measurements that are submitted to the network. The ℎ/ = {ℎ7 , ℎ& , ℎ9 , … , ℎ : } are the set
of hidden state outputs from the BLSTM module. The set of {X/! } are weights defining how much
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of each source hidden state {ℎ! } should be considered for each output where tanh and ; are
activation functions:
X/,! = +PLℎ(wt*htT +wi*ht’T + bt)

(7.2)

et,i = ;(wa*X/,! + ba)

(7.3)

X’/,! = softmax (et,i) =∑

&
+;< ',)
* +;<

ct =∑8!=& X’/,! ∗ ℎ!

ai =5oftmax(W/ )

&,',*

(7.4)

(7.5)

(7.6)

In equation (7.5), the ct output is the temporal information of asset condition from timestep 0 to
timestep t. This is fed into the softmax layer shown in Figure 7.2 which combines the expected
decision output with the external context information layer for input into the dense layer. This
gives a new time step more direct access to the entire state sequence h. The structure of the
concatenation layer is outlined in [546]. The concatenation operation increases the features space
by combining the high level and low level features. The subsequent convolutional operation can
learn new features that depend on both high and low level features. A Dense (fully connected)
network layer was used to connect the concatenation layer to a SoftMax activation in the output
layer. Three fully connected network Dense (Fully Connected) layers were used in the output
layer to provide an output for classification purposes. Two of the dense layers included “Dropout”
to reduce overfitting [547]. A factor of 0.5 (or 50%) was used initially for testing purposes, and
since this example was to classify each of the four outputs, the output layer was set to 4 (see
below):
model.add(Dense(4, activation = ‘softmax’))
The ‘softmax’ is the inverse of the multinomial logit function [473] in which a NumPy twodimensional array (‘predictions’) is output with the four class probabilities for each sample. The
output of the ‘softmax’ function can represent a category distribution for each decision output
class. Each validation or test sample is assigned a value for belonging to each decision output. The
total probability for each of the decision outputs for that sample sum is up to 1, and then an
np.argmax function is used to assign a class label based on selecting the maximum probability for
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that sample. However, ‘softmax’ can be problematic depending on which Keras and Tensorflow
framework versions are implemented. Hence the sigmoid activation function was also tested in
the output layer. The ‘softmax’ output activation function for the decision support classification
with the asset condition data set can perform better than ‘sigmoid’ which agrees with Glorot and
Bengio [548]. Adding a BLSTM layer can quadruple the number of training parameters. As part
of the optimisation algorithm, the error for the current state of the decision support model must
be estimated repeatedly. This means choosing an error function known as a loss function. Since
four decision outputs are needed in the output layer, a ‘categorical_crossentrophy’ loss function
is used in the output layer to provide a ‘one hot array’ that contains the probable match for each
output decision [481]. If the number of output decisions (classes) increases, the
‘categorical_crossentrophy’ may not be efficient. In this case an alternative approach using
'sparse_categorical_crossentropy'

is

proposed.

Sample

code

to

implement

‘categorical_crossentrophy’ in Python keras framework is shown below:
model.compile(loss='categorical_crossentropy', optimizer='adam', metrics=['accuracy'])
The output is a binary decision set Ofinal where:
Ofinal = {a7 , . . , a8 }

(7.7)

and
{a7 , . . , a8 } PN" 6L +ℎ" NPLM" [0 − 1]

(7.8)

The location of the missing information from the CNN-LSTM deep learning model, when
combined with the context data, can be utilised to identify to the asset manager that an imputation
has been carried out for the decision output. This can assist the asset manager in understanding
the impact of the missing data on the decision process.
A bi-directional LSTM module shown in Figure 7.3 is proposed as the front end of a decision
support model to provide for the time-series basis of the asset condition data. The BLSTM model
mainly consists of the input layer, the forward layer, the backward layer, and the output layer. The
input to the model is the multi-dimensional temporal asset condition data from record time 1 to
record time t. An activation function can be added to the output layer if required. The input layer of
the BLSTM matches the output layer of the CNN_LSTM module. The BLSTM shown in Figure
7.3 involves replicating the first recurrent layer in the network, providing the input sequence as
input to the first layer for the positive time direction, and then providing a reversed copy of the input
d⃗ PLQ ℎ⃖d represent an
sequence (negative time direction) to the replicated layer [549]. Each of the ℎ
LSTM cell.
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Figure 7.3 Bidirectional LSTM model
Equations 7.9-7.11 describe the BLSTM shown in Figure 7.3, where W and U are weight
matrices respectively. The weight matrix U connects the nodes in the input layer with those in
the Hidden Layer while the weight matrix W connects the nodes in the Hidden Layer with the
same set of nodes, but at the previous time instant [550]. ‘concat’ represents the concatenation
function where two hidden state vectors are concatenated together [551]:
ddd⃗> ,ℎ
⃐ddd> )
ℎ! = concat (ℎ

(7.9)

ddd⃗
ℎ> =∫ (i ∗ !! + k ∗ dddddddd⃗
ℎ>3& )

(7.10)

⃐ddd
ℎ> =∫ (i′ ∗ !! + k " ∗ ⃐dddddddd
ℎ>%& )

(7.11)

An objective function called the loss function and denoted J, is proposed to minimise the distance
between the real and predicted values on the overall training set [481]. This approach can be used
in the BLSTM module to minimise the distance between the predicted values and the actual values:
@

?)

1
l(%) = o o p(Rq(+), R(+))
n

(7.12)

!=& /=&

where:
•

the cost function L evaluates the distances between the real and predicted values on a
single time step;

•

y(t) is the actual value at time t

•

Rq(+) is the predicted value at time t

•

m is the batch size
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•

*! is the number of time steps

•

θ is the vector of model parameters which are dependent on hyperparameter selection

For the loss function, a ‘category_crossentrophy’ function is used in the BLSTM module to
measure the loss.
Figure 7.4 adapted from Figure 6.5 is a data flow diagram of a procedure for including context
data to help the decision making process. Context data is converted into a machine learning readable
format to use in the decision support module with the asset condition data. The context data is
combined with the labelled asset condition data training data to train the model. The quality of the
context data was not evaluated as a part of this research. Labels are added to the training data to
train the decision support model.

139

Read raw training data
Include 4 columns of output
labels from table 7.6

Read raw testing data

Read raw validation data

Read context data from NoSQL database

Generate the column labels
for LSTM validation data

Convert input data into ML format

Parse the input data into multiple column data frame

Set the data type to be numeric for all columns

Generate the labels for the
training data

Data augmentation to add
more features in the test
data

Perform feature mapping to
add more features in the
training data

Aim to keep one record
that has most recent record
for each ID

Exclude asset (column) ID
from the training data
calculations

Exclude asset (column) ID
from the testing data

Normalize training data

Apply the same
normalization on the
training data towards the
test data

Identify columns with missing values from the data frame and mark as “0”

Convert to CSV: Output
dataset will be used as the
training data with labels

Convert to CSV: Output
dataset will be used as the
testing data

Convert to CSV: Output
dataset will be used as the
validation data

CNN
Feature
Mapping

Convert to CSV: Context
Data will be used decision
support

Context
Data
Feature
Mapping

LSTM
Prediction

With missing
data information

Decision
Mapping

Deep Learning Decision Model Output
(Ofinal plus Xinput to NoSQL database

Figure 7.4 Data manipulation with missing data for decision making
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In Figure 7.4, the output of the CNN-LSTM prediction model has been combined with context
data to produce a output for the asset manager. Included in this output is data about what is
missing and where, the percentage of data missing, and the accuracy of prediction and details of
any outliers. For the decision support process, the asset condition data is grouped into 24 hour
intervals for the analysis, so output decisions are made on a daily basis. For some asset condition
monitoring systems which are considered to be alarming systems, a separate communications
link may be provided to alert a controller if the alarm thresholds are exceeded within the 24 hour
period [49].
7.3 Dataset for examples of decision support system simulations
To simulate the decision support process, the second dataset described in Chapter 4 about rolling
stock asset condition information was used. This dataset consists of 100000 rows with 26 columns
of data with numeric and categorical data present. The first column is the asset ID, the second
column is a timestamp, and subsequent columns contain sensor data measurements. The sensor data
measurements are discrete digital numerical values. The timestamp is in 24-hour format in 15second increments. Since the rolling stock is reasonably homogenous and relatively recent, the
outliers of the measurements are not clearly evident. In this dataset there are dependencies between
the columns and it contains multiple multi-variate time series. The data set is also divided into
training and test subsets.
The asset condition data are provided as a csv file with 26 columns of numbers, separated by
spaces. Each row is a snapshot of data taken during a single train pass cycle, and each column is
a different variable. Table 4.1 describes the columns. Sample training data was sourced from the
data set and augmented with labelled training data identified in Table 7.5.
Table 7.1 is a summary of the structure of the deep learning decision support system model with
the proposed dataset
Table 7.1 Example: Summary of decision support system model structure
Layer Options

Output shape

Number of
parameters

Input

(10000, 1, 53)

-

model.add(Bidirectional(LSTM(50,

(None, 1, 100)

41600

return_sequences=True),
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Layer Options

Output shape

Number of
parameters

input_shape=(train_X.shape[1],
train_X.shape[2])))
model.add(Dense(50, activation='tanh'))

(None, 1, 50)

5050

model.add(Dense(50, activation='sigmoid'))

(None, 1, 50)

2550

model.add(Dense(31,

(None, 1, 31)

1632

(10000, 1, 53)

-

(None, 1, 37)

1221

(None, 1, 4)
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activation="softmax"))
merge_one = concatenate([first_dense,
second_dense])
model.add(Dense(31,
activation="softmax"))
model.add(Dense(4, activation="softmax"))
Total

52205

In Table 7.1 above, the summary can be used to provide the number of parameters in the model;
in this example there are 52205 parameters. This number will vary as hyperparameter tuning is
applied. For the BLSTM layer, the number of parameters is calculated by [552]:
BLSTM_number_of_params = g * (h(h + i) + h)

(7.13)

where g = number of gates = 8 for BLSTM, h = number of hidden nodes = 50 and i = number of
input dimensions = 53 per timestep. Hence:
BLSTM_ number_of_params = 8 * (50(50+53) + 50) = 41600
Sample context information is described in Table 7.2. Figure 7.4 modified from Figure 6.5 was
used in the decision support model development. The history data was used to verify the accuracy
of previous decisions and set the external parameters of the model. An evaluation of the
applicability of this hyperparameter is discussed in [553]. The approach outlined in Figure 6.6
was modified to include criteria for the classification accuracies required for decision support
mapping [554]. The LSTM module is described in Chapter 6. The number of layers for the
BLSTM module was set to the criteria for the LSTM module from Section 6.5. The number of
input parameters for the BLSTM module was set by the sum of the asset condition data (CNNLSTM output) plus the context data. The input dimension of the BLSTM will be the number of
output values in the CNN-LSTM as shown in Figure 7.3 and equation (7.1) above plus n input
dimensions to include context data. The BLSTM input layer is specified by BLSTM [samples,
timesteps, features]. The BLSTM has a number of neurons in the first hidden layer and neurons
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in the output layer that will be input into the attention module. Other hidden layers will be added
in accordance with the hyperparameter tuning process outlined in Chapter 6.
Table 7.2 below provides an example of the context data fields used for decision support. The
context data may be structured from the asset register for a particular asset (railway rolling stock).
The context data is converted into a readable machine learning format prior to input into the
decision support system.
Table 7.2 Context data fields
Field Detail

Format of Data

Label

Asset ID

Alphanumerical

c0

Vehicle Design Life

Numerical (in hours)

c1

Date Vehicle last maintained

Date and time (24-hour format)

c2

Vehicle Weight

Numerical (in tonnes)

c3

Vehicle threshold setting

Numerical (in kN)

c4

In the pre-processing stage, columns 9-26 of data as described in Table 4.1 are normalised in
the range [0,..1] before being input into the BLSTM module. Other columns in the data set are
converted to numerical values in accordance with Figure 7.4. As well as the asset condition data
described above, the output from the CNN-LSTM module includes six columns of data that
describe the location of the missing data within each timestep. This information is coded as a
binary number consisting of 0’s and 1’s. Typical values are described below, and additional
values are reserved for outlier locations.
Table 7.3 below provides a summary of the BLSTM model structure for the BLSTM stage of
the deep learning decision support system model with a given dataset having 26 columns of
rolling stock condition monitoring data described in Table 4.1. The ‘Output shape’ in Table 7.3
is an array of dimension batch_size =8760, with each sample in the batch having the shape 1 row
by 53 columns (2 x 26 plus bias).
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Table 7.3 Example: Summary of BLSTM model structure
Layer Options

Output shape

Number of
parameters

Input

(8760, 1, 53)

-

Bidirection (LSTM(50,

(None, 10, 40)

3520

return_sequences=True),
input_shape=(n_timesteps, 1))
Table 7.4 Missing Location Coding
Xcontext

Label

000000

No missing data

000001

Missing data in column 1

000010

Missing data in column 2

111111

Missing data in all columns

Table 7.5 below provides an example of the model outputs used for rolling stock decision
support. The output decisions may be structured from the asset register for the particular asset
(railway rolling stock). The output is provided as binary variables (e.g. Label) with the fifth
column for probability. The probability can be used to set a threshold for a recommendation.
Table 7.5 provides a decision list of model output examples for rolling stock.
Table 7.5 Model Output
Decision Detail

Format of Data (ao,..an)

Label

Probability

Leave as is

“0” or “1”

a0 = 1 (0001)

Value in range 0.0-1.0

Repair at next interval

“0” or “1”

a1= 1 (0010)

Value in range 0.0-1.0

Check at next interval

“0” or “1”

a2= 1 (0100)

Value in range 0.0-1.0

“0” or “1”

a3= 1 (1000)

Value in range 0.0-1.0

Replace

as

soon

as

possible

If an output value from the decision support model has a low probability, more than one output
may be provided at the output of the decision model such as “Check at next interval” and “Repair
at next interval”.
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7.6 Demonstration with examples
The scenarios described in Section 4.2.3 were used with context data to demonstrate the
applicability of the model. These scenarios were augmented to compare the decisions provided with
no imputation and decisions provided with missing data imputed. The context data included (Table
7.2):
a) Asset design life
b) Thresholds for making decisions
c) Asset service life
d) Next repair interval
7.7 Model performance evaluation and accuracy assessment
The performance of the decision model was evaluated using the accuracy assessments discussed
in Section 6.5 as well as the confusion matrix described below [555]. Accuracy can be a useful
assessment when the asset condition classes are equally balanced, but this may not be true in the
asset condition data set. The confusion matrix can provide an assessment for classes that are being
predicted correctly, which are being predicted incorrectly, and what type of errors are being made.
The confusion matrix provides numerical values for the type of errors being made in terms of
model outputs [556]. The softmax function in the output layer is of the form:
y∗=argmaxjP(y=j|x)

(7.14)

Reject decision if y∗ ==0 or P(y=y∗|x)<ε

(7.15)

where ε =threshold value

(7.16)

and
+ (-)

+;< *
∑) +;<+) (-)

P(y = j|x) =

The confusion matrix was implemented using the following sample code:
import matplotlib.pyplot as plt
from sklearn.metrics import confusion_matrix
row_label = "True"
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(7.17)

col_label = "Predicted"
conf = sklearn.metrics.confusion_matrix(y_true, y_pred)

‘y_pred’ is the output from the model after the dataset has been presented to the decision support
model. ‘y_true’ is the actual value for the decision output. A confusion matrix is output.
The confusion matrix will be output using an x and y-axis plot [557]. The actual values are
presented on the y-axis of the confusion matrix and on the x-axis the values given by the model
output are plotted. The number of correct predictions (TN and TP) are the counts on the diagonal.
Off diagonal elements are incorrect predictions (FN and FP) [558].
Table 7.6 Confusion matrix
Predicted negative

Predicted positive

Actual negative

Coo =True negative (TN)

Co1 =False positive (FP)

Actual positive

C10 =False negative (FN)

C11=True positive (TP)

A false positive can be regarded as a type 1 error while a false negative can be regarded as a
type 2 error. An output of the model will be a confusion matrix that will identify data points (C10)
as negative (type 2 error ) that actually are positive. The accuracy of the output (decision) is given
by [559]:
:A/B1 AC :D % :A/B1 AC :?

Accuracy = :A/B1 AC ED%:A/B1

AC :D%:A/B1 AC E?%:A/B1 AC :?

(7.18)

Other figures of merit which are used in the evaluation of the model performance from the
confusion matrix include [560]:
:A/B1 AC ED%:A/B1 AC E?

Error rate = :A/B1 AC :D%:A/B1 AC ED%:A/B1 AC E?%:A/B1 AC :?

(7.19)

Precision measures the ability of a model to only return relevant instances of a dataset. It is
represented as a fraction of relevant data points (TP) among all of the examples predicted to
belong to that class[561]:
:A/B1 AC :D

Precision = :A/B1 AC ED%:A/B1 AC :D

(7.20)

The ability of a model to find all the relevant data points within a dataset is provided by a
measure called Recall [562]. In the case of ensuring that all relevant vehicles that need
maintenance are identified, the recall rate could be increased at the expense of precision if the
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impact or cost of unnecessary maintenance is not significant. Recall provides an indication of the
missed positive predictions. The Recall is given by:
:A/B1 AC :D

Sensitivity or Recall = :A/B1 AC :D%:A/B1 AC E?

(7.21)

In the case of false positives (FP), the model has incorrectly predicted yes to a decision, but
the decision should be no. The False Positive (FP) rate is given by:
:A/B1 AC ED

False Positive (FP) Rate = :A/B1 AC ED%:A/B1 AC :?

(7.22)

The specificity of a model output is its ability to designate a vehicle who does not have a
maintenance issue as negative. A highly specific test means that there are few false positive
results. The Specificity or True Negative (TN) Rate is given by:
Specificity or True Negative (TN) Rate = :A/B1

:A/B1 AC :?
AC ED%:A/B1 AC :?

(7.23)

Other measures such as the Cohen’s kappa, F-score and Mathews correlation may be preferred
[563], but are not used as widely as the measures identified above. Cohen’s kappa may take
imbalanced classes into account. However, where the distributions of the predicted and targeted
classes are not similar, the maximum reachable value for Cohen’s kappa will be lower. For each
output decision identified in Table 7.5 above, four alternative decisions have been identified. This
allows for all the model outputs related to the asset condition data to be assessed in detail.
7.8 Results
For each scenario, only 1 decision, based on the repair at next interval, was compared and
discussed. Other decisions from Table 7.5 are included in the decision support model for
computation. The results of the decision support simulation are shown below for scenario 1 for
comment and discussion. For each scenario, the threshold ε was set to 0.5.
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Table 7.7 Confusion matrix – Scenario 1 - Repair at next interval decision with imputation of
missing values

Positive
Negative

Predicted Values

Actual Values

Accuracy =

Error =

Positive

Negative

TP=5600

FP=600

FN=460

TN=3340

FG77 % HHI7
FG77%HHI7%IG7%G77

G77 % IG7
FG77%HHI7%IG7%G77

FG77

Precision = G77%FG77

Recall =

FG77

= 0.924

G77

False Positive Rate = G77%HHI7
HHI7
HHI7%G77

= 0.106

= 0.903

FG77%IG7

Specificity =

= 0.894

= 0.152

= 0.847

For the repair at the next interval, the accuracy may seem reasonable, but there are 600 cases
where repairs at next interval are recommended but not necessary. The Recall Rate is slightly
higher than the Precision Rate, which indicates that the threshold for the model output decision
is closely matched. Table 7.8 below provides an example where there is no imputation of missing
data.
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Table 7.8 Confusion Matrix – Scenario 1 - Repair at next interval decision with no imputation
of missing values

Positive

Negative

TP=4600

FP=1600

FN=1660

TN=2140

Positive
Negative

Predicted Values

Actual Values

IG77 % 9&I7

Accuracy = IG77%9&I7%&G77%&GG7 = 0.674

Error =

&G77 % &GG7

= 0.326

IG77%9&I7%&G77%&GG7

Precision =
Recall =

IG77

= 0.741

IG77%&G77
IG77

= 0.734

IG77%&GG7

False Positive Rate =

9&I7

&G77
&G77%9&I7

Specificity = 9&I7%&G77

= 0.427

= 0.572

In this decision, the impact of the missing data has reduced the accuracy of the decision support
by 22 percent. In terms of reliability of infrastructure, this reduction in accuracy for decision
support can be significant. The loss of information on where data is missing and possible outliers
can also impact on the quality of the decision. The spatial patterns detected from the CNN stage
can provide a better understanding of what data is missing. An assessment of the missing data
patterns can lead to a better understanding of the impact on data quality. There are different types
of missing data mechanisms that impact on the quality of data and the predictions of engineering
asset conditions.
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The results of the decision support simulation for scenario 2 are shown below for comment and
discussion.
Table 7.9 Confusion Matrix – Scenario 2 - Repair at next interval decision with imputation of
missing values

Positive

Negative

TP=5200

FP=560

FN=700

TN=3540

Positive
Negative

Predicted Values

Actual Values

Accuracy =

Error =

F977 % HFI7
F977%FG7%J77%HFI7

FG7 % K77
FH77%FG7%K77%HLI7

F977

Precision = F977%FG7
Recall =

F977

HFI7

= 0.126

= 0.902
= 0.881

F977%J77

False Positive Rate =

= 0.874

FG7
FG7%HFI7

Specificity = HFI7%FG7

= 0.136

= 0.863

In scenario 2, for repairs at the next interval, the accuracy may seem reasonable, but there are
560 cases where repair at the next interval is recommended but not necessary. Table 7.10 below
provides an example where there is no imputation of missing data.
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Table 7.10 Confusion Matrix – Scenario 2 - Repair at next interval decision with no imputation
of missing values

Positive

Negative

TP=4520

FP=1700

FN=1680

TN=2100

Positive
Negative

Predicted Values

Actual Values

IF97 % 9&77

Accuracy = IF97%&J77%&GK7%9&77 = 0.662
Error =

&J77 % &GK7
IF97%&J77%&GK7%9&77

IF97

Precision = IF97%&J77
Recall =

= 0.726

IF97

= 0.729

IF97%&GK7

&J77

False Positive Rate = &J77%9&77
9&77

Specificity = 9&77%&J77

= 0.338

= 0.447

= 0.552

The results of the decision support simulation for scenario 3 are shown below for comment and
discussion.
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Table 7.11 Confusion Matrix – Scenario 3 - Repair at next interval decision with imputation of
missing values

Positive

Negative

TP=5100

FP=700

FN=660

TN=3540

Positive
Negative

Predicted Values

Actual Values

F&77 % HFI7

Accuracy = F&77%GG7%J77%HFI7
Error =

GG7 % J77
F&77%GG7%J77%HFI7

F&77

Precision = F&77%J77
Recall =

F&77

= 0.885

J77

False Positive Rate = J77%HFI7
HFI7

= 0.136

= 0.879

F&77%GG7

Specificity = HFI7%J77

= 0.864

= 0.165

= 0.834

In scenario 3, for repair at the next interval, the accuracy may seem reasonable, but there are
700 cases where repair at the next interval is recommended but not necessary. Table 7.12 below
provides an example where there is no imputation of missing data.
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Table 7.12 Confusion Matrix – Scenario 3 - Repair at next interval decision with no imputation
of missing values

Positive
Negative

Predicted Values

Actual Values
Positive

Negative

TP=4320

FP=1820

FN=1760

TN=3920

IH97 % HL97

Accuracy = IH97%HL97%&JG7%&K97 = 0.642

Error =

&J77 % &GK7
IH97%HL97%&JG7%&K97
IH97

Precision = IH97%&K97
Recall =

= 0.704

IH97

= 0.710

IH97%&JG7

False Positive Rate =

HL97

= 0.358

&K97
&K97%HL97

Specificity = HL97%&K97

= 0.310

= 0.682

Table 7.13 below summarises the impact of imputing each of the three scenarios with 10%
missing data. Using imputation in each scenario can improve the accuracy of the decision support
model, but this improvement is not necessarily a linear function due to the impact of unstructured
context data on the asset condition data. The attention module in decision support can help to
merge the context data with asset condition data.
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Table 7.13 Decision support model accuracy summary for scenario 1,2 and 3
Scenario

Imputation
(Y/N)

Accuracy

Error

Precision

Recall

1
1
2
2
3
3
Comment

Y
N
Y
N
Y
N

0.894
0.674
0.874
0.662
0.864
0.642

0.106
0.326
0.126
0.338
0.136
0.358

0.903
0.741
0.902
0.726
0.879
0.704

0.924
0.734
0.881
0.729
0.885
0.710

False
Positive
Rate
0.152
0.427
0.136
0.447
0.165
0.310

Specificity

0.874
0.572
0.863
0.552
0.834
0.682

Table 7.14 Decision support model hyperparameter summary table for scenario 1,2 and 3
Missing
Data
Imputation
Model
Serial No
1.1
Model
Serial No
1.4
Model
Serial No
1.6
Model
Serial No
1.8
Model
Serial No
1.9

Module Name

Output
Size

Hyperparameter
Selection

Reference/Comment

BLSTM
module

34

Attention
mechanism
module
Concatenation
module

34

k=5
Layers = 4
LSTM cells = 50
k=5
Layers = 5

Initial no of layers = 4
Initial no of LSTM
cells = 50
Initial no of layers = 5

34

k=5
Layers = 1

Initial no of layers = 1

Dense module

34

k=5
Layers = 3

Initial no of layers = 3

Softmax
module

40

k=5
Layers = 1

Initial no of layers = 1
optimizer =’adam’
Output decision plus
reference data

In these results, deep learning models for imputing missing data can help to improve the accuracy
of the maintenance decision. These benefits come from three key areas:
a) Identifying where is the data is missing: In some cases of missing data, unless smart systems
are used the owner may not realise there is missing data until it is needed to make decisions.
b) Reducing the amount of unnecessary maintenance: Where data is not available to assess the
condition of a vehicle, a default decision to inspect a vehicle may be made but may not be
necessary.
c) Where multi-channel data is used to assess the condition of assets, a deep learning algorithm
can be used to identify patterns across multiple channels.
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7.9 Conclusion and summary
7.9.1 Summary
Deep learning can be used in decision support models in the presence of missing data to improve
the accuracy of the model output. In this chapter, deep learning architectures available for
decision support systems have been identified. Deep learning with decision support has been
researched extensively, including some implementations in the health disciplines. A decision
support model that uses a hybrid approach to impute missing data can improve the accuracy of
the model output.
Identification of sufficient samples for training of the decision support system can be
challenging in terms of each of the decision outputs. Often real-world data sets are predominately
composed of “normal” examples with only a small percentage of “abnormal” or “outlier”
examples. Confusion matrices can be used to assess the accuracy of the decision support model
for each of the required decision outputs. However, the sampling requirements also need to match
the percentage of samples required for accurate classification. As the environment changes or
operational parameters change, there can be difficulty keeping the content and knowledge rules
that power decision support model up to date. Changes in the performance and utilisation of the
model need to be monitored. the quality of the data repository should be monitored and it is also
important to ensure that recommendations are not being made on corrupted or poor quality data
beforehand.
Utilising the spatial patterns detected from the CNN stage for missing data can lead to a better
understanding of what data is missing and what is its likely impact. Identifying the location of
the missing data can provide an indication of hidden failures. This information can be used with
context data to improve model output accuracy in the presence of MNAR mechanisms, but the
context data must be relevant to the asset condition data and likely degradation models for the
asset. An assessment of the missing data patterns can lead to a better understanding of the impact
on model output. While different types of missing data mechanisms affect the quality of data and
predictions about the condition of engineering assets increases, increasing the number of layers
of the decision support model does not necessarily improve the accuracy when missing data is
not imputed. The number of false positive values and false negative values may still be higher
than expected. Using a NoSQL database to integrate and store heterogeneous data can support
decision support models where the relationships between the data have not been established
before deep learning algorithms are applied.
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7.9.2 Conclusion
While the research indicated that BLSTM models are useful as inputs to the front end for timeseries input data in decision support systems, other deep learning approaches may become
applicable as the hardware and software is improved. If the size of the timestep (number of
columns) increases, the BLSTM module becomes more inefficient and attention modules become
more important in the decision making process. For infrastructure systems, research for practical
deep learning approaches continues. More work is needed to develop a method for evaluating and
assigning metrics for each individual piece of data integration and for the quality of decisions
made by human and machine collaborations.
The model developed for this research has been customised to suit the asset condition data set
available for analysis. The model is flexible in design and can be adapted to suit other asset
condition data sets based on time series data. The number of inputs can be adjusted to suit
different configurations in terms of the number of layers for each module. A confusion matrix
has been utilised to assess the efficiency of the model output in matching the correct decisions.
The calculation of recall and precision values provides a way to evaluate model outputs which
can provide an assessment of how the model is performing for unbalanced classes.
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8 CONCLUSIONS AND RECOMMENDATIONS
8.1 Research outcomes of this work
The purpose of this work was to provide a way to impute time series asset condition data using
a fit for purpose approach. Existing methods for imputing and predicting data with links to the
condition of assets were analysed as part of the research that provided a baseline for accurately
imputing the condition of assets along with existing approaches. In this research, some directions
for research development into hybrid approaches were identified, and a research methodology
was developed to investigate these hybrid approaches by trying to answer the questions posed.
Imputing and assessing asset condition monitoring data has been identified to be a laborious
exercise using the current approaches. A key task confronting the asset management practitioner
is to select the best method for imputing asset condition data involving missing data. Current
approaches are not sufficient to reach Level 2 accuracy (i.e. 90% accuracy), for classifying asset
condition data when several missing data mechanisms exist and which must be identified.
Some limitations in the existing approaches to missing data imputation have been addressed in
this research by developing deep learning-based approaches and techniques. With the research
outcomes achieved, it reaches the following conclusions:
i)

It has been shown that the standard deep learning approach may not achieve the required
accuracy in imputing missing data. From the study, it has been demonstrated that novel nonparametric approaches such as hybrid deep learning provide increased accuracy in imputation
of missing data for asset condition data. Hybrid deep learning approaches achieved higher
accuracy than simple neural networks when imputing missing data in the presence of noise
and outliers. Higher accuracy in imputation of missing data could be achieved by hybrid deep
learning approaches despite the limitations in quality and quantity of data available. Hybrid
deep learning can help to improve imputation model prediction accuracy by using hybrid
clustering in selecting training samples from the limited amount of labelled training data, and
in the actual imputation for missing data.

ii) Links to the sources of asset condition data to understand the data missing mechanisms are
crucial to understand missing data imputation results. The importance of data integration has
been identified in the missing data imputation process. Deep learning approaches used in the

integration process may not be sufficient to properly determine if it is suitable to include
context data in a combined dataset for model training. Adding data incorrectly may increase
the bias of the combined dataset. In order to control and reduce the bias after combination of
asset condition data, it is an essential requirement to work out a standard upper data dictionary
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with a clearly defined hierarchy for all vendor source data systems for data integration and
for the purpose of determination of what types of data are suitable for assessment. Within the
upper data dictionary, details of ranges of values for each of the categories can be useful when
a normalisation process is applied.
iii) It is recommended that statistical analysis and condition data classification need to be
performed before asset condition data can be added to an asset management system. A
flowchart is developed for handling of asset condition data with missing data. It is applied to
identifying the impact and significance of missing data. This flow chart provides a process
for statistical analysis tests including testing for homogeneity to identify the missing data
mechanism and also provides a process to verify if imputation is required to complete the
asset condition analysis. This flowchart serves a guide to asset managers and practitioners in
asset data management to improve data quality.
iv) A decision support system equipped with functions to perform deep learning for missing data
imputation can improve the decision output accuracy. An example of decision-making on
railway track inspection schedule is given to demonstrate this process, where the output of
the imputation model developed using hybrid deep learning approach is utilised as the input
to a decision support model. This results in an improvement in decision classification
accuracy by comparing with the decision without missing data imputation. This has led to a
new understanding of how imputation can assist in improving decision support.
8.1.1 Limitations in current approaches to imputation
The limitations of using existing approaches to imputing missing data have been found. These
approaches including complete case deletion multiple imputation, cubic splines, k-means, simple
neural networks, and regression techniques, are not flexible enough to optimise the imputation of
missing data within asset condition datasets, particularly, where the datasets come from several
sources. Bias may be present in the combined dataset and linear separability may not be sufficient.
Where the dataset comprises time series data and there is dependency between the time steps,
regression approaches may have difficulties in interpolating trends. The existing simple neural
network and regression approaches may not provide sufficient accuracy, which means the results
may be wrong if existing approaches are utilised. Difficulties may impact on the model being
able to estimate the relationship between each independent variable and the dependent variable
independently. Estimates of the coefficients may vary widely and may become very sensitive to
small changes in the model.
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8.1.2 Comparison between simple neural network and deep learning approaches
It has been found that deep learning approaches are better than simple neural network
approaches in missing data imputation, but at the expense of increased computational complexity.
In using the simple neural network model, it assumes that the mean and variance of the data sets
can be determined and there is limited time dependency between time steps. The deep learning
approach, however, relaxes this assumption and makes decisions independently on where the
missing data are and what types they are.
The imputation approach using simple neural networks relies on two factors:

a) The simple neural network model is trained using supervised training that needs an operator
to select the parameters including the number of hidden layers and nodes for imputation,
dependent variable, the predictor variables, activation function and output function. Choice
of predictors is limited to their availabilities in missing data. The predictor is available for
adjacent nodes with available data. A predictor is allocated based on the minimum midstance
from an adjacent node that has data. However, the predictor may not be a good fit.
b) Lack of representation of a particular type of class in the dataset indicates that a simple neural
network could not impute at particular points. In this research, the use of a simple neural
network to estimate a population mean or a function of means is found to be appropriate. This
has been illustrated using the dataset (Second dataset given in Chapter 5).
c) Large training samples are required for each class to be classified to obtain reliable statistics.
With second dataset shown in Chapter 5, if the number of training samples is too small, the
classification will not be well performed with required accuracy when a number of features
are involved (dimensions in the dataset). The missing data imputation accuracy using simple
neural networks is slightly increased by adding external context data to the second dataset
described in Chapter 5.
Deep learning approaches rely on a number of factors:

a) The deep learning network model is developed using supervised training, where the initial
number of layers and nodes is set by the operator and it makes no assumptions of previous
knowledge of the dataset. Deep learning is utilised at the starting point of estimating
hyperparameters, which means the choice of c (number of clusters) will impact on the
performance of the algorithm. If the initial parameter values at the starting point are not
defined correctly, the deep learning will not converge, resulting in many training errors, and
local minima. However, if the starting point is defined correctly the knowledge gleaned from
using the deep learning network could be used to select the hyperparameters on the deep
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learning network, so that it might be possible to improve the accuracy of imputation. The
process developed in Chapter 5 for selection of hyperparameters is essential to the
development of a deep learning model to impute missing data with higher accuracy.
b) LSTM model used in deep learning has several nice properties such as strong prediction
performance as well as the ability to capture long-term temporal dependencies and variablelength observations. A time interval parameter can be utilised in the LSTM model to identify
long term temporal dependencies of the dataset. The LSTM algorithm can be used to gather
the missing data points into clusters and then label the training data. The approach based on
LSTM model for missing data imputation does not require the data to be approximately
unimodal, albeit this is an alternative to improve missing data imputation performance.
8.1.3 Comparison between deep learning and hybrid deep learning approaches for
missing data imputation
Rules for structuring of the hybrid deep learning networks have been established. These rules
can be used in the asset condition monitoring data area to provide a process for imputation of
missing data. An attempt to utilise the hybrid CNN-LSTM deep learning approach as a first stage
to cluster (filter) the data and provide information on the underlying structure of the asset
condition data identified for missing data imputation demonstrated that hybrid approaches using
both unsupervised and supervised algorithms can increase accuracy of imputation when
compared with the approach using LSTM model alone.
Hybrid deep learning neural networks can achieve accuracies above 90% when compared to
deep learning approaches such as the one using LSTM model for imputation with the dataset
consisting of 100000 samples involving outliers and with 10% of missing data for a data
collection time period of over 24 hours at data sampling frequency once per 15 seconds [Refer to
Chapter 5, second dataset].
Challenges have been identified with the deep learning network approach using LSTM:
a) While the deep learning network using LSTM can use a smaller data sample size to train the
model when compared with hybrid deep learning approach, noise in the dataset can still affect
the accuracy of its imputation because LSTM deep learning networks do not always work
well with “noisy” data sets [464]. Using CNN in the first stage and using LSTM in the second
stage to construct hybrid CNN-LSTM deep learning model, this model can handle ‘noisy’
data.
b) Training samples must still be regularised and normalised to increase imputation accuracy.
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All of the imputation schemes investigated as part of this research have meant that
regularisation has been applied to the training samples to ensure imputation accuracy. For the
example data like the second dataset given in Chapter 5, if external context data is added, the
normalisation may “swamp” the condition monitoring data. As identified in Chapter 7,
adding context data to a dataset may increase the “noisiness” and “nonlinearity” of the
dataset. The dataset must be regularised to ensure that the statistical patterns within the
dataset are not changed while improving the “information” in the dataset.
The challenges identified above can be addressed by using the hybrid deep learning model.
However, other challenges have also been identified with application of hybrid deep learning
networks:
a) The complexity of the model function is not simplified when using a hybrid deep learning
neural network, in fact, the function may actually become more complex. The operator
undertaking this imputation task may not be able to visualise the results directly. However,
this is not a limitation when the missing data patterns are revealed.
b) The training algorithm for hybrid deep learning model is complex and requires more training
samples, therefore, cluster identification using CNN is required to ensure that correct training
samples are applied. This theoretical limitation is discussed in literature review where
techniques for increasing the number of training samples for training is investigated without
increasing the level of supervised cluster analysis needed to obtain the training datasets.
There is no guarantee that the outputs of the model represent the true asset condition because
no automatic feedback loop on condition data versus maintenance is carried out.
Bootstrapping of the dataset can be utilised to provide more data samples for the hybrid neural
network model.
8.1.4 Significance of proposed hybrid deep learning decision support approaches
Using imputed data within decision support models to improve accuracy of a decision has been
demonstrated. Existing decision support systems using model-based approaches with expert
systems and/or neural networks do not include missing data directly, or use location information
about missing data locations within an asset, so adding context data without understanding its
low correlation with missing data may lead to a biased decision. Applying deep learning
approaches to decision support systems can help overcome the challenge of adding context data
in novelty detection where the type of degradation is rare or unknown. Applying deep learning
decision support to asset management decision making is currently being driven by developments
in other domains such as biomedical clinical decision support systems where big data is readily
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available. Deep learning algorithms already trained on one task can be retrained to perform a
similar task. Deep learning in the example provided for this research could extract useful features
from high dimensional, heterogeneous data sources.
Hybrid deep learning in the first stage enables an unsupervised clustering of missing data to
determine the number of clusters that make up each missing data class, so there is no need to
apply any a priori knowledge in the missing data imputation approach. An unsupervised approach
can help determine whether the data set is unimodal or nonlinear, which can help a researcher
understand the complexity of the dataset. Utilising hybrid deep learning on selected training data
can help determine the “goodness” of the training set, before imputing missing data within the
complete data set. Using the LSTM algorithm as the second stage of the hybrid classifier provides
a supervised approach where the optimum settings for the LSTM algorithm were determined
during the first stage with a minimum reliance on any a priori information available on the data
set. Previous work using statistical techniques showed the difficulties of using statistical
techniques. The proposed hybrid deep learning approach helps to utilise the benefits of LSTM as
a second stage, without incurring a large number of training samples. When the software used for
the hybrid deep learning network model is combined with the rules taken from the neural network
models, there is a way forward for the operator to impute the missing asset condition data. Rules
have been developed to help discover the underlying structure within the dataset being analysed.
These rules enable the data to be classified for decision support applications with minimum
iterations in the hybrid algorithms.
Interpreting deep learning model outputs to explain learned representations is difficult, which
means users and domain experts may require different types of visualisation to understand the
outputs from the model. While the decision support system model may provide an accurate
recommendation for the available data, the user must be able to ‘trust’ the decision output.
Identifying where data has been imputed for the decision support model may increase the ‘trust’
in the decision output.
8.2 Implementation of findings
The hybrid deep learning neural network approach and hyperparameter process flowchart can
be implemented in practice for testing.
i)

Hybrid Neural Network Approach – This can be implemented using a Keras framework in a
Python virtual environment. A sample of requirements given in .txt file is attached as
Appendix 2 for the application under anaconda Python environment. The following initiation
parameter values need to be defined:
a) Number of columns in the dataset and name of each columns;
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b) Input timestamp or window size (For large datasets, an initial timestep of 50 is
recommended);
c) Number of filters and kernel size (For large datasets, initial values of filters =32,
kernel_size =5 are recommended.);
d) Number of convolutional layers (Initial value is set to 4.);
e) Activation function, its initial value is set to be ‘RELU’; and
f) Number of LSTM layers (Initial value is set to 2.).
ii) Hyperparameter Process Flowchart – This hyperparameter process flowchart can be
implemented to help select the optimum model for imputing missing data as described below.
The process flowchart consists of the configuration of a number of parameters which are
modified using model criteria to select the best model. For the hybrid CNN-LSTM model,
these steps include selection of the following parameter values:
a) Learning rate alpha: This is a tuning parameter in an optimisation algorithm that
determines the step size at each iteration while moving toward a minimum of a loss
function. Values for the learning rate alpha range between 0 and 1. Initial suggested
value for alpha is 0.50.
b) Momentum term beta: This plays a damping role in reducing the oscillations of the
weight adaptations. Momentum can add inertia to the model weights during the
training phase of the model. Values for the momentum term beta range between 0
and 1. Initial suggested value for beta is 0.90.
c) Learning rate decay: This refers to the way the learning rate changes over epochs.
Initial suggested value for learning rate decay is 0.90.
d) Batch size: This refers to the number of training examples utilised in one iteration
of training of the model. Values for the batch size range between 1 and total number
of training samples. Initial suggested value for batch size is 32.
e) Loss function: This is used to calculate the gradients in the weight adaptation
process during the model training. Initial suggested loss function is SGD
(Stochastic gradient descent).
8.3 Recommendations and future research directions
Based on this research work, the following research directions have been identified:
a) Further development of algorithms and hybrid deep learning structures to handle increasing
percentages of missing data that may occur with asset condition data collection is required.
Asset condition data collection processes are not sufficiently resilient to be relied on for asset
decision making processes currently without imputation being required.
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b) There are limitations of the proposed approaches regarding missing data imputation. So far,
the hybrid deep learning approach has been tested effective for the dataset having a
percentage of missing data up to 25%. It needs a theoretical study on its capability such that
it can tell on which quality level of the dataset (e.g. percentage of missing data) that it can
give a predefined satisfied missing data imputation accuracy.
c) Development and refinement of decision making models to utilise deep learning imputation
algorithms with the addition of context data is required. This research has indicated that
adding imputed data to a decision support model can improve the accuracy of decisions. An
understanding of where data is missing in a dataset for a real time scenario may assist the
decision maker in understanding the accuracy of the decision support model being utilised.
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APPENDIX 1 – DATA SET SAMPLE
Asset Id
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6
000000004
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3
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1
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000000147
1
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2
000000147
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Time
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pm
1:21:13
pm
1:21:32
pm
1:21:32
pm
1:21:49
pm
1:21:49
pm
1:27:08
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1:29:17
pm
1:29:32
pm
1:30:10
pm
1:30:50
pm
3:03:21
pm
3:03:41
pm
3:06:13
pm

Site_No

Direction

Km/h

Location

Position

Orientation

Tonne

Alarm

Index

Worst kN

3

1
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1 F

62

90

1

43.2

3

1
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2 F

62

90

2

42.7

3

1

60.05

3 F

62

90

3

36.9

3

1

60.05

4 F
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90

4

35.4

3

1
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5 F
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90

5

32.4

3

1
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6 F
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90

6

31.8

3

1
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7 F

62

90

7

28.1

3

1

60.05

8 F

62

90

8

27.6

3

1
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9 F

62

90

9

27.5

3

1

60.05

10 F

62

90

10

27

3

1

60.05

11 F

62

90

11

26.7

3

1

60.05

12 F

62

90

12

26.1

3

1

60.05

13 F

62

90

13

24.6

3

1

60.05

14 F

62

90

14

23.5
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000000004
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pm
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pm
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pm
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pm
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pm
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pm
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1
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15 F
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90

15

21.8

3

1

60.05

16 F

62

90

16

21.7

3

1

60.05

17 F

62

90

17

21.5

3

1

60.05

18 F

62

90

18

21.4

3

1

60.05

19 F

62

90

19

20

3

1

60.05

20 F

62

90

20

17.4

3

1

60.05

21 F

62

90

21

16.8

3

1

60.05

22 R

62

90

22

16.6

3

1

60.05

23 R

62

90

23

16.6

3

1

60.05

24 R

62

90

24

15.9

3

1

60.05

25 R

62

90

25

14.9

3

1

60.05

26 R

62

90

26

14.6

3

1

60.05

27 R

62

90

27

14.1

3

1

60.05

28 R

62

90

28

14

3

1

60.05

29 R

62

90

29

13.8
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APPENDIX 2 – REQUIREMENTS.TXT
# This file may be used to create an environment using:
# $ conda create --name <env> --file <this file>
# platform: win-64
_anaconda_depends=2020.07=py38_0
_ipyw_jlab_nb_ext_conf=0.1.0=py38_0
_tflow_select=2.3.0=eigen
abseil-cpp=20210324.0=h0e60522_0
absl-py=0.13.0=pyhd8ed1ab_0
aiohttp=3.7.4.post0=py38h294d835_0
alabaster=0.7.12=py_0
altair=4.1.0=py_1
anaconda=custom=py38_1
anaconda-client=1.7.2=pyhd8ed1ab_1
anaconda-navigator=2.0.3=py38_0
anaconda-project=0.10.0=pyhd8ed1ab_0
anyio=3.1.0=py38haa244fe_0
appdirs=1.4.4=pyh9f0ad1d_0
argh=0.26.2=pyh9f0ad1d_1002
argon2-cffi=20.1.0=py38h294d835_2
arrow=1.1.1=pyhd8ed1ab_0
arrow-cpp=4.0.0=py38heb70aae_1_cpu
asn1crypto=1.4.0=pyh9f0ad1d_0
astor=0.8.1=pyh9f0ad1d_0
astroid=2.6.2=py38haa244fe_0
astropy=4.2.1=py38h294d835_0
astunparse=1.6.3=pyhd8ed1ab_0
async-timeout=3.0.1=py_1000
async_generator=1.10=py_0
atomicwrites=1.4.0=pyh9f0ad1d_0
attrs=21.2.0=pyhd8ed1ab_0
autograd=1.3=pypi_0
autograd-gamma=0.5.0=pypi_0
autopep8=1.5.6=pyhd8ed1ab_0
aws-c-cal=0.5.11=he19cf47_0
aws-c-common=0.6.2=h8ffe710_0
aws-c-event-stream=0.2.7=h70e1b0c_13
aws-c-io=0.10.5=h2fe331c_0
aws-checksums=0.1.11=h1e232aa_7
aws-sdk-cpp=1.8.186=hb0612c5_3
babel=2.9.1=pyh44b312d_0
backcall=0.2.0=pyh9f0ad1d_0
backports=1.0=py_2
backports.functools_lru_cache=1.6.4=pyhd8ed1ab_0
backports.shutil_get_terminal_size=1.0.0=py_3
base58=2.1.0=pyhd8ed1ab_0
bcrypt=3.2.0=py38h294d835_1
beautifulsoup4=4.9.3=pyhb0f4dca_0
binaryornot=0.4.4=py_1
bitarray=2.0.1=py38h294d835_0
bkcharts=0.2=py38_0
black=21.5b2=pyhd8ed1ab_0
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blas=1.0=mkl
bleach=3.3.0=pyh44b312d_0
blinker=1.4=py_1
blosc=1.21.0=h0e60522_0
bokeh=2.3.2=py38haa244fe_0
boto=2.49.0=py_0
boto3=1.17.105=pyhd8ed1ab_0
botocore=1.20.105=pyhd8ed1ab_0
bottleneck=1.3.2=py38h347fdf6_3
brotli=1.0.9=h8ffe710_5
brotli-bin=1.0.9=h8ffe710_5
brotlipy=0.7.0=py38h294d835_1001
bzip2=1.0.8=h8ffe710_4
c-ares=1.17.1=h8ffe710_1
ca-certificates=2021.5.30=h5b45459_0
cachetools=4.2.2=pyhd8ed1ab_0
certifi=2021.5.30=py38haa244fe_0
cffi=1.14.5=py38hd8c33c5_0
chardet=4.0.0=py38haa244fe_1
charls=2.2.0=h39d44d4_0
click=7.1.2=pyh9f0ad1d_0
cloudpickle=1.6.0=py_0
clyent=1.2.2=py_1
colorama=0.4.4=pyh9f0ad1d_0
comtypes=1.1.10=py38haa244fe_0
conda=4.10.3=py38haa244fe_0
conda-build=3.21.4=py38haa244fe_0
conda-content-trust=0.1.3=pyhd8ed1ab_0
conda-env=2.6.0=1
conda-pack=0.6.0=pyhd3deb0d_0
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decorator=4.4.2=py_0
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entrypoints=0.3=pyhd8ed1ab_1003
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future=0.18.2=py38haa244fe_3
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geopy=2.1.0=pyhd3deb0d_0
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gflags=2.2.2=ha925a31_1004
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grpcio=1.38.1=py38he5377a8_0
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jupyterlab_widgets=1.0.0=pyhd8ed1ab_1
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keras=2.2.4=pypi_0
keras-applications=1.0.8=py_1
keras-preprocessing=1.1.2=pyhd8ed1ab_0
keyring=23.0.1=py38haa244fe_0
kiwisolver=1.3.1=py38hbd9d945_1
krb5=1.19.1=hbae68bd_0
lazy-object-proxy=1.6.0=py38h294d835_0
lcms2=2.12=h2a16943_0
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libgpuarray=0.7.6=h8ffe710_1003
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libzopfli=1.0.3=h0e60522_0
llvmlite=0.36.0=py38h57a6900_0
locket=0.2.0=py_2
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lz4-c=1.9.3=h8ffe710_0
lzo=2.10=he774522_1000
m2-msys2-runtime=2.5.0.17080.65c939c=3
m2-patch=2.7.5=2
m2w64-gcc-libgfortran=5.3.0=6
m2w64-gcc-libs=5.3.0=7
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m2w64-gmp=6.1.0=2
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markdown=3.3.4=pyhd8ed1ab_0
markupsafe=2.0.1=py38h294d835_0
matplotlib=3.4.2=py38haa244fe_0
matplotlib-base=3.4.2=py38heae8d8c_0
matplotlib-inline=0.1.2=pyhd8ed1ab_2
mccabe=0.6.1=py_1
menuinst=1.4.16=py38h32f6830_1
mistune=0.8.4=py38h294d835_1004
mkl=2020.4=hb70f87d_311
mkl-service=2.3.0=py38h1e8a9f7_2
mkl_fft=1.3.0=py38h347fdf6_1
mkl_random=1.2.0=py38h251f6bf_1
mock=4.0.3=py38haa244fe_1
more-itertools=8.8.0=pyhd8ed1ab_0
mpc=1.1.0=h7edee0f_1009
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multidict=5.1.0=py38h294d835_1
multipledispatch=0.6.0=py_0
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nbclassic=0.3.1=pyhd8ed1ab_1
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nest-asyncio=1.5.1=pyhd8ed1ab_0
networkx=2.5.1=pyhd8ed1ab_0
nltk=3.6.2=pyhd8ed1ab_0
nose=1.3.7=py_1006
notebook=6.4.0=pyha770c72_0
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numpy=1.20.3=py38h09042cb_0
numpy-base=1.18.5=py38hc3f5095_0
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oauthlib=3.1.1=pyhd8ed1ab_0
olefile=0.46=pyh9f0ad1d_1
openjpeg=2.4.0=hb211442_1
openpyxl=3.0.7=pyhd8ed1ab_0
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packaging=21.0=pyhd8ed1ab_0
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paramiko=2.7.2=pyh9f0ad1d_0
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pep8=1.7.1=py_0
pexpect=4.8.0=pyh9f0ad1d_2
pickleshare=0.7.5=py_1003
pillow=8.2.0=py38h9273828_1
pip=21.1.3=pyhd8ed1ab_0
pkginfo=1.7.0=pyhd8ed1ab_0
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plaidml=0.7.0=pypi_0
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pluggy=0.13.1=py38haa244fe_4
ply=3.11=py_1
pooch=1.4.0=pyhd8ed1ab_0
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pyjwt=2.1.0=pyhd8ed1ab_0
pylint=2.9.3=pyhd8ed1ab_0
pyls-black=0.4.6=pyh9f0ad1d_0
pyls-spyder=0.3.2=pyhd8ed1ab_0
pynacl=1.4.0=py38h31c79cd_2
pyodbc=4.0.30=py38h885f38d_1
pyopenssl=20.0.1=pyhd8ed1ab_0
pyparsing=2.4.7=pyh9f0ad1d_0
pyqt=5.12.3=py38haa244fe_7
pyqt-impl=5.12.3=py38h885f38d_7
pyqt5-sip=4.19.18=py38h885f38d_7
pyqtchart=5.12=py38h885f38d_7
pyqtwebengine=5.12.1=py38h885f38d_7
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pysocks=1.7.1=py38haa244fe_3
pytables=3.6.1=py38h153c448_3
pytest=6.2.4=py38haa244fe_0
python=3.8.8=h7840368_0_cpython
python-box=5.3.0=pyhd8ed1ab_0
python-dateutil=2.8.1=py_0
python-dotenv=0.18.0=pyhd8ed1ab_0
python-jsonrpc-server=0.4.0=pyh9f0ad1d_0
python-language-server=0.36.2=pyhd8ed1ab_0
python-libarchive-c=3.1=py38haa244fe_0
python-multipart=0.0.5=py_0
python_abi=3.8=2_cp38
pytz=2021.1=pyhd8ed1ab_0
pyu2f=0.1.5=pyhd8ed1ab_0
pywavelets=1.1.1=py38h347fdf6_3
pywin32=300=py38h294d835_0
pywin32-ctypes=0.2.0=py38haa244fe_1003
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qtpy=1.9.0=py_0
re2=2021.04.01=h0e60522_0
regex=2021.7.1=py38h294d835_0
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requests-unixsocket=0.2.0=py_0
ripgrep=13.0.0=h7f3b576_0
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scikit-image=0.18.1=py38h4c96930_0
scikit-learn=0.24.2=py38h5d5d464_0
scipy=1.6.2=py38he847743_0
seaborn=0.11.1=hd8ed1ab_1
seaborn-base=0.11.1=pyhd8ed1ab_1
send2trash=1.7.1=pyhd8ed1ab_0
setuptools=49.6.0=py38haa244fe_3
simplegeneric=0.8.1=py_1
simplejson=3.17.2=py38h294d835_2
singledispatch=3.6.1=pyh44b312d_0
sip=4.19.25=py38h885f38d_0
six=1.16.0=pyh6c4a22f_0
smmap=3.0.5=pyh44b312d_0
snappy=1.1.8=ha925a31_3
sniffio=1.2.0=py38haa244fe_1
snowballstemmer=2.1.0=pyhd8ed1ab_0
sortedcollections=2.1.0=pyhd8ed1ab_0
sortedcontainers=2.4.0=pyhd8ed1ab_0
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spyder-kernels=2.0.5=py38haa244fe_0
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starlette-base=0.13.6=py_0
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sympy=1.8=py38haa244fe_0
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tensorflow-estimator=2.5.0=pyh81a9013_1
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toml=0.10.2=pyhd8ed1ab_0
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win_inet_pton=1.1.0=py38haa244fe_2
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