We estimate a small, rational expectations, new Keynesian, model where the agents face a signal extraction problem. Learning about the state of the economy adds an important endogenous propagation mechanism that improves the dynamic behavior of the model. Not only can the model generate inflation inertia but it also performs better -based on likelihood criteria-than other existing versions of the NK model which feature alternative inertial mechanisms such as real rigidities and backward looking agents.
Introduction
The baseline New Keynesian (NK) model has well known empirical flaws, in particular regarding macroeconomic dynamics. In order to deal with its weaknesses, extended versions of the NK model contain a number of additional features (see Rotemberg and Woodford, 1997 , Gali and Gertler, 1999 , Christiano et al., 2005 , Altig et al., 2005 , and Smets and Wouters, 2005 . The most prominent of these features are various types of real rigidities, such as habit persistence, capital or investment adjustment costs, capital utilization, predetermined expenditure and so on.
And backward looking price setting schemes for subsets of the agents. Collard and Dellas, 2005, show that the latter feature plays a key role for the ability of the NK model to exhibit inflation inertia, as captured by the hump-shaped response of inflation to monetary policy shocks.
Both real rigidities and backward inflation indexation schemes have their critics 1 . Consequently, considerable effort has been expanded during the last few years in the development of alternative propagation-inertia mechanisms that may be less controversial. Sticky information (Mankiw and Reis, 2002) and signal extraction (Collard and Dellas, 2005) are two prominent examples of this approach. Collard and Dellas, 2005 , have showed that a calibrated NK model with monetary mis-perceptions and signal extraction a la Lucas and real rigidities has good dynamic properties and also overall performance.
The objective of this paper is to carry out an econometric evaluation of the role played by the various inertial mechanisms as well the properties they induce onto the NK model. In particular, we estimate and compare the performance of the NK model under three alternative specifications: a) The original, baseline version, which does not contain any real rigidities. b)
The version with real rigidities and non forward looking agents. And c) a version without any real rigidities but with rational, forward looking agents who solve a signal extraction problem.
The signal extraction problem arises from measurement errors in reported data 2 .
The models are estimated on US data over the 1965-2000 period and are compared in terms of two criteria: The log-likelihood. And the properties of the impulse response function of inflation to a monetary policy shock. Christiano et al., 2005, and Mankiw and Reis, 2002, have argued that the ability of a monetary model to generate a hump shape IRF is the litmus test for this class of models.
1 For instance, price indexation seems to be at variance with the empirical evidence regarding pricing behavior as documented by a recent ECB report (Dhyne et al. 2005) . Namely, the observation that individual price changes do not move in tandem with aggregate inflation. Similarly, adjustment costs are often criticized as representing an ad hoc feature.
2 Collard and Dellas, 2005 , show that such "noise" in preliminary aggregate monetary data plays an important role in the monetary transmission mechanism by establishing two things. First, that the measurement error -the difference between preliminary and revised data-is quantitatively important. And second, that this error represents unperceived money and matters significantly for economic activity.
These two aspects, relative performance and inflation dynamics, are among the key differences between this paper and other work in the literature that tests the empirical validity of the NK model under alternative specifications. For instance, Eichenbaum and Fisher, 2004, find that an estimated version of the NK model with backward indexation is consistent with the data (as judged by the J-statistic in the context of GMM estimation). de Walque, Smets and Wouters, 2004 , find that the Smets and Wouters model performs well even when the parameter of backward indexation is close to zero. But the fact that the model without indexation is not rejected by the data does not mean that it performs satisfactorily along the inflation dynamics dimension. Moreover, the fact that a model is not rejected by the data does not mean that it is the best model within a particular class. These issues will be further highlighted below 3 .
We find that the specification with the signal extraction problem and no real rigidities not only has good dynamic properties (e.g. inflation inertia) but it also outperforms the other versions according to standard likelihood criteria. Furthermore, the estimated parameters have plausible values that agree with those typically estimated in the literature, and the amount and location of noise is plausible. The model with real rigidities comes a distant second. As in de Walque, Smets and Wouters, 2004 , that version's performance is not adversely affected by the fact that the estimated parameter of backward indexation is close to zero 4 . The baseline version of the NK model lags far behind the rest. We interpret these findings as suggesting that neither real rigidities nor backward looking agents are needed in order for the sticky price model to be a successful monetary model of the business cycle.
The remaining of the paper is organized as follows. Section 1 presents the model. Section 2 discusses the econometric methodology. Section 3 presents the main results. The last section offers some concluding remarks.
1 The Model
The Household
There exists an infinite number of households distributed over the unit interval and indexed by j ∈ [0, 1]. The preferences of household j are given by
where 0 < β < 1 is a constant discount factor, c t denotes consumption in period t, and h jt is the quantity of labor supplied by the representative household of type j. χ t is a preference shock that is assumed to follow an AR(1) process of the form
where |ρ χ | < 1 and ε χ,t N (0, η 2 χ )).
x t denotes an external habit stock which is assumed to be proportional to past aggregate consumption:
x t = ϑc t−1 with ϑ ∈ (0, 1).
In each period, household j faces the budget constraint
where B t is nominal bonds. P t , the nominal price of goods. c t denotes consumption expenditures.
W t is the nominal wage. Ω t is a nominal lump-sum transfer received from the monetary authority and Π t denotes the profits distributed to the household by the firms.
This yields the following set of first order conditions
1.2 The firms
Final Good Producers
The final good, y is produced by combining intermediate goods, y i , by perfectly competitive firms. The production function is given by
The firms
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where θ ∈ (−∞, 1). Profit maximization and free entry lead to the general price index
Profit maximization gives rise to the following demand function for good i
The final good may be used for consumption.
Intermediate goods producers
Each firm i, i ∈ (0, 1), produces an intermediate good by means of labor according to a constant returns-to-scale technology, represented by the Cobb-Douglas production function
where h it denotes the labor input used by firm i in the production process. a t is an exogenous technology shock which is assumed to follow an AR(1) process of the form
where |ρ a | < 1 and ε a,t N (0, η 2 a ).
Intermediate goods producers are monopolistically competitive, and therefore set prices for the good they produce. We follow Calvo in assuming that firms set their prices for a stochastic number of periods. In each and every period, a firm either gets the chance to adjust its price (an event occurring with probability (1 − ξ)) or it does not. If it does not get the chance, then it is assumed to set prices according to
where γ ∈ (0, 1) determines the price indexation scheme. Note that setting γ = 1 we retrieve the lagged indexation specification used by ?, while when γ = 0 prices are indexed on steady state inflation.
On the other hand, a firm i that sets its price optimally in period t chooses a price, P t , in order to maximize:
subject to the total demand (8) and
Φ t+τ is an appropriate discount factor derived from the household's evaluation of future relative to current consumption. This leads to the price setting equation
Since the price setting scheme is independent of any firm specific characteristic, all firms that reset their prices will choose the same price.
In each period, a fraction ξ of contracts ends and (1 − ξ) survives. Hence, from (7) and the price mechanism, the aggregate intermediate price index writes
Monetary Policy
The monetary policy is assumed to take the form log(R t ) = ρ r log(R t−1 ) + (1 − ρ r )(κ y (log(y t ) − log(y t )) + κ π (log(π t ) − log(π)) + m where π represents the level of steady state inflation. y t is potential (that is, flexible price) output and m is a policy shock.
with |ρ y | < 1 and ε y,t N (0, η 2 y ).
Information
As stated in the introduction, our objective is compare the performance of the NK model under the standard specification (with real rigidities andor price indexation) to that without real rigidities and agents who solve a signal extraction problem. The source of the signal extraction problem is measurement error in some of the aggregate variables. The existence of significant measurement error in macroeconomic variables is well known. Its size can be documented by examining the real data times series at the Philadelphia FED. For instance, using this database, Collard and Dellas, 2006 , establish that the noise in preliminary data on monetary aggregates -the difference between preliminary and finally revised data-is quantitative substantial. Moreover, they also show that this measurement error plays an important role in the business cycle.
For mis-measured variable x i we assume that
where x T t denotes the true value of the variable and η t is a noisy process that satisfies E(η t ) = 0 for all t; E(η t ε a,t ) = E(η t ε g,t ) = 0; and
The agents are assumed to learn about the true aggregate state of the economy gradually using the Kalman filter, based on a set of signals on aggregate variables. We offer a more detailed discussion of the modelling of the measurement errors as well as the solution method in the appendix.
Before proceeding, it is necessary to make two points. First, knowledge of the true aggregate state of the economy matters for the agents because individual price setting depends on expectations of future nominal marginal cost and marginal revenue, which in turn depend on future aggregate prices, wages and so on.
And second, for the informational considerations emphasized in this paper to be taken seriously, it is essential that the informational constraints be sensible. We assume that the nominal interest rate is perfectly observable while the observations of the output gap and the inflation rate are ridden with measurement errors. The agents are given noisy signals on the output gap (y t − y t ) and inflation (π t ). The estimated policy rule takes the form log(R t ) = ρ r log(R t−1 ) + (1 − ρ r )(κ y (log(y t ) − log(y t|t )) + κ π (log(π t ) − log(π)) + m where y t|t is perceived potential output.
Equilibrium
In equilibrium, we have y t = c t . We estimate a log-linear version of the model which has the following IS-PC representation 5
Note that setting both γ and ϑ to zero implies a NK model with only nominal rigidities. Setting 
Estimation method
We do not estimate all the parameters of the model as some of them cannot be identified in the steady state and do not enter the log-linear representation of the economy. This is the case for the demand elasticity, θ, and the weight on leisure, ν h , in the utility function. The discount factor, β, is set to 0.9926, which implies an annual discount rate of 3%. We estimate the vector of parameters Ψ = {ϑ, ξ, γ, ρ a , ρ χ , ρ y , σ a , σ χ , σ y , σ 1 , σ 2 , ρ r , κ π , κ y }. Ψ is estimated relying on a Bayesian maximum likelihood procedure. As a first step of the procedure, the log-linear system (13)- (15) is solved using the Blanchard-Khan method. In the specification with the signal extraction, the model is solved according to the method outlined in the Appendix. The Kalman filter is then used on the solution of the model to form the log-likelihood,
Once the posterior mode is obtained by maximizing the likelihood function, we obtain the posterior density function using the Metropolis-Hastings algorithm (see Lubic and Schorfheide, 2004) . Table 1 presents the prior distribution of the parameters. The habit persistence parameter, ϑ, is beta distributed as it is restricted to belong to the [0,1) interval. The average of the distribution is set to 0.70, which is in line with the prior distribution used by Smets and Wouters, 2003 . The steady state inflation rate and real interest rate have a Γ-distribution with means 4% and 2%
per year respectively. The parameters pertaining to the nominal rigidities are distributed according to a beta distribution as they belong to the [0,1) interval. The average probability of price resetting is set to 0.25, implying that a firm expects to reset prices on average every four quarters. Following Smets and Wouters, 2003, the average lagged price indexation parameter, γ, is set to 0.75.
The persistence parameter of the Taylor rule, ρ r , has a beta prior over [0,1) so as to guarantee the stationarity of the rule. The prior distribution is centered on 0.8, a value in line with existing estimations of this parameter (Lubic and Schorfheide, 2004) . The reaction to inflation, κ π , and output, κ y , is assumed to be positive, and with a gamma distribution centered on 1.5 and 0.25 respectively. These values correspond to those commonly estimated in the literature.
We have little knowledge of the processes that describe the forcing variables. We assume a beta distribution for the persistence parameter in order to guarantee the stationarity of the process. Each distribution is centered on 0.85. Volatility is assumed to follow an inverse gamma distribution (to guarantee positiveness), centered on 0.5%. However, in order to take into account the limited knowledge we have regarding these process we impose non informative priors. The same strategy is applied for the noise process in the signal extraction model. Second, the model with real rigidities does not need any backward looking agents in order to achieve its maximum likelihood value. That is, the estimated coefficient on backward indexation is virtually zero. This is consistent with the findings of de Walque, Smets and Wouters, 2004. Third, the estimated variance of the noise on inflation is plausible. It is very similar to the value for the measurement error (preliminary vs final release) that has been computed for inflation using the Philadelphia FED real time database (see Collard and Dellas, 2005) . The amount of noise on the output gap appears to be quite large but there is no reference in the literature as to what constitutes a plausible value. We think that such a value (and even higher ones) is consistent with the view that it is virtually impossible to measure potential output in the short to medium run 6 .
Estimation Results
And forth and most important, the specification with a signal extraction clearly dominates the other versions, as can be judged by the large differences in the likelihood.
Judging comparative performance along the dimension of unconditional moments is more ambiguous (Table 3 ). All three models perform adequately, with the signal extraction specification overestimating the volatility of inflation and underestimating that of output. In our view, the most remarkable feature of this table is that it shows that the model with signal extraction can capture the procyclicality of the nominal interest rate. Canzoneri et al. (2004) have argued Note: 95% confidence intervals in brackets. The frictionless version has no real rigidities and no price indexation. The extended version includes them both. S.E is the model with and P.I. is the model without measurement errors.
that there exists no model that does an adequate job in mimicking the cyclical behavior of the nominal interest rate.
We now turn to the dynamics of the models following the shocks. As has been mentioned before, the shape of the IRF of inflation to a monetary policy shock is considered to be a litmus test of the validity of monetary models. It was precisely this consideration that led to the introduction of controversial practices, such as the backward looking pricing schemes, into the NK model.
As figures (2)- (4) inflation and output, the amount of predicted inertia seems to be less than that alleged for the real world. In particular, the effect on impact seems rather substantial relative to that typically reported (see Christiano et al., 2005) . 
Conclusions
We have run a race involving three estimated versions of the NK model in order to to investigate the importance of alternative inertial mechanisms. While none of the three versions considered here is rejected by the data, there is a clear winner both in terms of overall fit and in terms of specific dynamic properties. The standard NK model without any real rigidities but with measurement errors in aggregate variables has the best performance. This finding is quite encouraging for the NK model, in the face of the widespread pessimism that has set in due to its increasing reliance on features such as adjustment costs and backward looking agents. 
We have the following set of first order conditions
Final good: There exists a final good, y t , which is produced by a representative firm by combining intermediate goods, y t (j), according to the following technology
The optimal behavior of the final good firm yields the following demand function
and free entry on the market yields the aggregate price
Intermediate good: The intermediate good is produced by means of labor according to the following constant returns to scale technology
a t is a macroeconomic technological shock.
Intermediate goods producers are monopolistically competitive, and therefore set prices for the good they produce. We follow ? in assuming that firms set their prices for a stochastic number of periods. In each and every period, a firm either gets the chance to adjust its price (an event occurring with probability (1−ξ)) or it does not. If it does not get the chance, then it is assumed to set prices according to
where γ ∈ (0, 1) determines the price indexation scheme.
subject to the total demand and
Note that we have Ξ t,τ +1 = π
Profit maximization can be rewritten as
We therefore get immediately
which may be rewritten as
Using the fact that Ξ t,τ +1 = π γ t π 1−γ Ξ t+1,τ , the preceding system can be recursively stated as
Since the price setting scheme is independent of any firm specific characteristic, all firms that reset their prices will choose the same price, such that P t (i) = P t ∀i.
In each period, a fraction ξ of contracts ends and (1 − ξ) survives. Hence, from the aggregate price index definition and the price mechanism, the aggregate price index writes
Equilibrium The labor market equilibrium is given by
The good market equilibrium is
The equilibrium writes
Log-linear Representation
y t = 1 0 y t (j)dj (22) y t (j) = a t + h t (j)(23)h t = 1 0 h t (j)dj (24) χ t − 1 1 − θ y t + θ 1 − θ y t−1 = λ t (25) χ t = λ t + w t(26)w t = s t + a t (27) λ t = E t λ t+1 + R t − E t π t+1 (28) n t = (1 − β(1 − ξ))( s t + y t ) + β(1 − ξ)E t λ t+1 − λ t + γ ζ − 1 π t − 1 ζ − 1 π t+1 + n t+1 (29) d t = (1 − β(1 − ξ)) y t + β(1 − ξ)E t λ t+1 − λ t + γζ ζ − 1 π t − ζ ζ − 1 π t+1 + d t+1 (30) ξ p t + (1 − ξ)(γ π t−1 − π t ) = 0 (31) p t = n t − d t(32)
Perfect Information Case
Combining (29)-(30) and using (32), we obtain
Finally, combining (33) and (31), we obtain the log-linear version of inflation dynamics
Using the good market equilibrium together with (25) and (28), we obtain the IS curve
Combining (26), (22), (23) and (27), we obtain
Therefore, the new Keynesian Phillips curve writes
The Taylor rule completes the description of the model.
The model with signal extraction
There are -at least-two alternative specifications of the imperfect information (signal extraction)
problem. One specification involves the distinction between idiosyncratic and aggregate shocks.
Suppose that the agents are subject to shocks that contain both idiosyncratic and commonaggregate-components and that the agents can only observe the combined shocks. If these two components have different stochastic processes then the agents need to solve a signal extraction
problem .
An alternative and simpler specification involves the assumption that all shocks are common but they are measured with error. Of course, this statement is technically equivalent to assuming that a suitable subset of the endogenous variables is measured with error. Otherwise, knowledge of the model would allow the agents to solve out for the true values of the shocks, eliminating the signal extraction problem. This is the standard practice in the literature (for instance, see Svensson and Woodford, 2003) . Some may find the assumption that the individuals may lack perfect knowledge of some of their own variables questionable. But it can be defended on the basis that, for instance, even at the firm level the output and/or the inputs may not be measured contemporaneously without any error. This is precisely the assumption made in models of sticky information or inattentive agents. We have opted for this specification because of two reasons:
First, its empirical implementation is straightforward as it only requires the specification of the signals and the noise in the measurement of the variables. And second, given the existence of real time data (for instance, at the Philadelphia FED) one can assess the plausibility of the estimated amount of noise in the model by comparing it to that present, say, in data revisions.
A specification with idiosyncratic shocks, on the other hand, may require knowledge about (or assumptions on) the relative variance of idiosyncratic and aggregate shocks in the estimation of the model.
In what follows, we assume that the productivity and preference shocks cannot be observed directly and can only be inferred from noisy signals that are available on output (or the output gap) and inflation. The agents make decisions and form expectations based on this information set. We denote by E t the expectation operator in this case. The log-linear representation of the equilibrium is given by
x t ≡ x t + ξ x t denotes observed variables, where x t denotes the true value of x t and ξ x t is an associated measurement error. Then, the system may be rewritten in the simpler form
Let the state of the economy be represented by two vectors X b t and X f t . The first one includes the predetermined (backward looking) state variables, i.e. X b t = ( R t−1 , z t , g t , ε R t ) , whereas the second one consists of the forward looking state variables, i.e. X f t = ( y t , π t ) . The model admits the following representation
where 
Thus the first row corresponds to the Taylor rule, the second, third and forth row to the demand, cost push shock and policy shock, the fifth row to the IS-curve and the sixth row to the Phillips curve. Let us denote the signal process by {S t }. The measurement equation relates the state of the economy to the signal:
Finally u and v are assumed to be normally distributed covariance matrices Σ uu and Σ vv respectively and E(uv ) = 0.
X t+i|t = E(X t+i |I t ) for i 0 and where I t denotes the information set available to the agents at the beginning of period t. The information set available to the agents consists of i) the structure of the model and ii) the history of the observable signals they are given in each period:
The information structure of the agents is described fully by the specification of the signals.
Now considering the first block we have
from which we get, using (56)
We also have
from which we get
Filtering
Since our solution involves terms in X b t|t , we would like to compute this quantity. However, the only information we can exploit is a signal S t that we described previously. We therefore use a Kalman filter approach to compute the optimal prediction of X b t|t .
In order to recover the Kalman filter, it is a good idea to think in terms of expectation errors.
Therefore, let us define
and S t = S t − S t|t−1
Note that since S t depends on X b t|t , only the signal relying on S t = S t − S 1 X b t|t can be used to infer anything on X b t|t . Therefore, the policy maker revises its expectations using a linear rule depending on S e t = S t − S 1 X b t|t . The filtering equation then writes where K is the filter gain matrix, that we would like to compute.
The first thing we have to do is to rewrite the system in terms of state-space representation.
Since S t|t−1 = (S 0 + S 1 )X b t|t−1 , we have 
where M = M 0 (I − KS 0 ) and ω t+1 = M 2 u t+1 − M 0 Kv t .
We therefore end-up with the following state-space representation But since X b t|t is an expectation error, it is not correlated with the information set in t − 1, such that X b t|t−1 = 0. The prediction formula for X b t|t therefore reduces to
where P solves P = M P M + Σ ωω and Σ νν = (I + S 1 K)Σ vv (I + S 1 K) and
Note however that the above solution is obtained for a given K matrix that remains to be computed. We can do that by using the basic equation of the Kalman filter: where we made use of the identity (I + KS 1 ) −1 K ≡ K(I + S 1 K) −1 . Hence, identifying to (62),
we have
remembering that S = (I + S 1 K)S 0 and Σ νν = (I + S 1 K)Σ vv (I + S 1 K) , we have Hence, we obtain
Now, recall that
Remembering that M = M 0 (I + KS 0 ) and Σ ωω = M 0 KΣ vv K M 0 + M 2 Σ uu M 2 , we have
Plugging the definition of K in the latter equation, we obtain
