• Impact of surface boundary, climate and materials on performance is investigated.
Introduction
The use of the ground as a reservoir or source of thermal energy is long established. In recent times, systems utilising modern engineering materials and technology have become more widespread, examples include ground source heating (e.g. Ref. [1] ), shallow energy piles (e.g. Ref. [2] ), passive heating and cooling of buildings (e.g. Refs. [3, 4] ) and inter-seasonal thermal energy storage (e.g. Ref. [5] ).
The performance of near surface ground energy collection and storage systems is highly dependent on the spatial and temporal variation in the amount of energy present in the near-surface region of the soil as well as the specific design and operation characteristics of the system. Inter-seasonal heat storage systems are of use in applications that have a cyclical annual thermal energy demand typically driven by energy demands in the winter that may be met by using excess heat energy stored in the summer. In some cases, waste heat may be captured from heating and ventilation systems. Applications include heating of buildings, winter maintenance of highways and minimising ice formation at aircraft stands. The ability to model such facilities offers potential benefits at the design stage, in particular for scenario testing to help optimise the system. However, for a model to be representative it must be capable of simulating the transient temperature regime in the surrounding soil with reasonable precision. To this end, a significant body of research has appeared in the literature. For example, Ma et al. 6 implemented a 2D heat transfer FEM model to obtain soil temperature profiles suitable to be used as initial conditions in problems involving heat and mass transfer in soils. Quin et al. 7 presented a detailed algorithm for the computation of soil surface heat fluxes and temperature changes using a complete description of the surface energy balance under bare soil conditions. Their model was validated against experimental measurements using publicly available meteorological data for a desert in southern Israel. Rajeev et al. 8 developed a 1D numerical model to describe the ground-atmosphere interaction and soil moisture and temperature profiles to a depth of 2 m below ground surface over a period of 2 years. Their model was validated with data measured at a site in Melbourne, Australia and meteorological data was obtained from a station installed on-site. Liu et al. 9 used a simplified 1D model that estimated the soil surface temperature as a function of air temperature measured close to the soil surface. They predicted underground temperature profiles over a summer season in Nanjing, China.
In the context of the numerical analysis, the methods and assumptions employed vary depending on the specific physical characteristics of the problem in hand. For example, Yumrutaş et al. 10 developed a semi-analytic model to investigate the annual periodic performance of a cooling system which coupled a chiller with a spherical underground thermal energy storage element. Shang et al. 11 studied the temperature recovery of the ground surrounding a relatively deep (50 m vertical U-tubes) ground-source heat pump under intermittent operation. Several influencing factors were taken into account including the soil thermal conductivity, air temperature and solar radiation. Wu et al. 12 assessed the performance of a shallow (1.2 m depth) horizontal slinky ground source heat exchanger under UK (Oxfordshire) weather conditions. A 3D numerical model was validated with experimental measurements collected over a 2 month period using soil thermal properties measured from in situ undisturbed soil samples. The model was then used to study the impact of varying pipe diameters and slinky interval distances. Esen et al. 13 developed a 2D numerical model to evaluate a shallow (1 m depth) ground-coupled heat pump system designed for space heating. They validated the numerical model using experimental measurements 14 and measured soil thermal properties. Congedo et al. 15 performed a set of 3D numerical simulations to study the performance of shallow (1 m depth) horizontal ground heat exchangers under varying pipe distributions, heat carrier fluid velocities, pipe depths and soil thermal properties. It was concluded that most important parameter for the heat transfer performance of the system was the soil thermal conductivity with higher values (1, 2 and 3 W/m K considered by the authors) delivering a better performance. Ramírez-Dávila et al. 16 studied the performance of a relatively shallow earth-to-air heat exchanger (10 m depth) under three different types of weather in Mexico: desert (Cd. Juárez, Chihuahua), mild weather (México city) and hot-humid weather (Mérida,Yucatán). It was found that the performance of the system is dependent on the weather conditions and the season under which it operates.
For effective assessment and design of ground energy collection and storage systems, and in many geomechanical environmental and energy related applications, it is necessary to be able to correctly represent a number of key factors. These include (i) the transfer of heat between the ground surface and the atmosphere, (ii) the movement of heat within the engineered soil mass and (iii) the movement of heat energy within the collector and storage systems. This paper explores how the performance of interseasonal heat storage systems may be affected by meteorological conditions, surface flux boundary conditions, and the thermal properties of the storage materials. It appears that these factors have not been fully explored and so the objective of the paper is to investigate and quantify these three factors via a series of numerical analyses of a typical system. To this end, a numerical framework is developed and validated against a comprehensive dataset produced by others. 5 The impact on system performance is assessed in terms of soil temperature profiles and thermal energy stored.
Modelling framework
The analysis of thermal problems usually requires the solution of the transient heat transfer equation for a 2D or 3D soil domain. This may be coupled with the solution of the transient heat advection equation (in 3D) or a suitable mathematical algorithm able to represent the transfer of heat in the soil-pipe-fluid system in 2D. In both cases, suitable boundary conditions are required to represent both energy balance at the soil surface and energy transfer between the soil mass and the pipes. In the present study, the mathematical framework for a 2D case is presented (full details are given in Ref. [17] ). In order to simplify the analysis, only heat transfer by conduction is considered in the soil mass while other physical processes like convection and mechanical deformation are neglected.
Since the current model addresses the performance of a near-surface thermal device, the theoretical representation of heat transfer at the soil surface includes several terms that are typically not required in models dealing with systems buried deep into the ground and therefore comparatively insulated from soil-surface interactions. The relative contribution of these flux terms is of course problem dependent but in general terms solar radiation is the most significant followed by infrared radiation and then smaller convective and evaporative heat fluxes.
Heat transfer
Transient heat transfer, when only conduction is considered, can be expressed as
where C p,b (J/m 3 K) is the volumetric heat capacity of the soil, λ b (W/m K) is its thermal conductivity, T s (°C) is the temperature of the soil, t is time, ∇· is the divergence operator and ∇ is the gradient operator.
Surface heat fluxes
A general energy balance can be used to define the boundary condition at the soil surface. Taking solar radiation, infrared radiation, convective and evaporative heat fluxes into account the energy balance can be expressed as In principle, the surface of the soil can be composed of many regions with different properties that correspond to different types of cover. In this paper three, particular surface types are considered: bitumen pavement, bare soil and soil partially covered by vegetation.
Paved surface and bare soil
For bitumen pavement and bare soil cases, values for variables used and expressions for h E and h C in Eq. (2) are taken from Refs. [20, 19] respectively.
where ρ a (kg/m 3 ) is air density, c p,a (J/kg K) is the specific heat capacity of air, L v (J/kg) is the latent heat of vaporisation of water, θ v (K) is the difference in virtual temperature between the air and the soil surface and u (m/s) is the surface wind velocity. The concept of virtual temperature arises in meteorology and is introduced when working with moist air as it allows use of the ideal gas law for dry air.
coefficients that weight the natural and forced convective processes and the sheltering caused by surrounding objects respectively. It is assumed that the paved surface is impervious and that any water will run-off, as such the contribution of evaporation has been neglected and only natural and forced convection are considered. Evaporation from the soil surface is considered and a soil surface water tension equal to the average of the saturation and wilting point values is assumed.
Soil covered by vegetation
Where the soil is covered by vegetation, the approach used to consider energy balance is modified to take into account the presence of a canopy cover using the model described in the works of Deardorff 22 and Best, 23 and applied as suggested by Herb et al. 19 who also provides suitable values for variables and coefficients present in Eq. (2) . The consideration of the heat transfer interactions of the canopy layer results in an additional heat balance equation that is coupled to the heat balance equation for the soil surface. The latter is given as
where ν (-) is the canopy density, T c,K (K) is the absolute temperature of the canopy cover, ε c (-) is the canopy emissivity and the constant C e (-) establishes the level of soil evaporation for fully dense canopies. The heat balance equation for the canopy cover (which is assumed to have negligible heat capacity) is given by
where α c (-) is the canopy solar albedo, T c (°C) is the temperature of the canopy cover, q sat (kg/kg) is the saturation specific humidity of the canopy cover, 21 r a,c (s/m) is the aerodynamic resistance for the canopy cover and r s (s/m) is the stomata resistance calculated as
where
is the moisture content and θ wp (m 3 /m 3 ) is the wilting point soil moisture.
Diurnal shading
The effect of shading due to nearby surface features (e.g. trees or buildings) on the surface temperature of a paved surface has been taken into account by modifying the solar radiation term to include a factor to account for the impact of shading 24 :
is a diurnal shading factor which can be defined to be a function of both time and surface location.
Heat transfer within storage and collector pipes
In this paper, the case of a pipe running perpendicular to the 2D plane flow domain representing the soil is considered, as illustrated in Fig. 1 . Following the typical mathematical description used to describe heat exchangers (e.g. Ref. [18] ), the energy transferred between a unit length of an idealised pipe perpendicular to the plane of a 2D plane flow domain and the surrounding soil,
2 ), is calculated as
where T s (°C) is the temperature of the soil in direct contact with the pipe. U p (W/m 2 K) is the overall heat transfer coefficient of the pipe and is a function of the pipe geometry, fluid velocity and material properties of the pipe and fluid. T s is calculated as the average value of all the degrees of freedom at the soil-pipe boundary. T f is estimated as the average of the inlet and outlet temperatures of the idealised pipe, in which heat transfer along the direction of the fluid flow can be described as
where c p,f (J/kg K) is the specific heat capacity of the pipe fluid,ṁ f (kg/s) is the mass flow inside the pipe, T f ,i (°C) is the temperature at the inlet of the idealised pipe,
is the area through which the heat is being transferred and ε p is the heat exchanger thermal efficiency that can be defined as
Eq. (11) implies that the soil temperature at any time step remains constant for the whole length of the assumed pipe, this assumption is a necessary limitation of the adopted 2D modelling approach. When two or more pipes perpendicular to the domain form a closed system, the estimated outlet temperatures of a pipe or set of pipes can be used as inlet temperatures for the remaining set of pipes closing the system and analysed in an iterative manner.
Stored thermal energy
In this paper, the thermal energy collected per unit depth by an interseasonal heat storage facility is used as a parameter to compare its performance under varying conditions of selected variables. The additional thermal energy contained in a defined region E (W/m) is calculated as (13) where T sr (°C) is the temperature difference in the region under consideration (e.g. Storage Region, Fig. 2 ) due to the active system in comparison to a case without the activation of the system and A sr (m 2 ) is the area of the region.
Numerical solution
A numerical solution of the 2D model has been developed using the finite element method (Galerkin weighted residual) to solve the transient heat transfer (Eq. (1)) with boundary conditions as described in Section 2.2. Time discretisation is achieved following Rothe's method via a Crank-Nicholson scheme. The open source and publicly available finite element library Deal.ii is used to implement the numerical method and solve the system of equations. 26 In order to calculate the surface heat flux in each time step, the heat balance equations at the soil surface as defined by Eq. (2) for bare soil conditions and pavement and by Eqs. (5) and (6) for a soil covered with vegetation are solved using Newton's method, as suggested by Deardorff, 22 since they are non-linear due to the infrared and evaporative heat transfer fluxes. In particular for the An algorithm that takes into account two interconnected pipe heat exchangers is developed to estimate the temperature at the outlet of the first heat exchanger pipe using Eq. (11) that in turn is used as temperature at the inlet of the second pipe. The total amount of energy transferred between the two heat exchangers and the soil is calculated iteratively using Eq. (10). Full details and validation of this approach to modelling thermal soil-pipe-fluid interactions are available in Ref. [17] .
Case study: interseasonal heat storage system
The design of the system considered in this paper is based on the interseasonal heat storage facility investigated by Carder et al. 5 as part of a full scale demonstration project. It consists of a collector pipe array (5 m wide and 30 m long, using 10 polyethylene pipes spaced at 0.25 m centres and arranged in horizontal U loops) placed at a depth of 0.1 m below a road surface and a second similar storage pipe array at a depth of 0.875 m, below a 0.2 m thick insulation layer, as illustrated in Figs. 1 and 2 . The extent of the insulation layer and the position of collector and storage pipes are indicated. For clarity further material layers composing the road structure (detailed in Table 1 ) are not shown. Full details can be found in Ref. [5] and Ref. [17] . Additionally, three sub-regions labelled as R1, R2 and Storage Region and two points A and B used in the analyses presented in Sections 4 and 6 are shown. Fig. 2(b) shows a close-up of the region containing the collector and storage pipes.
The purpose of an interseasonal heat storage system is to take advantage of the difference in thermal energy available between seasons. One possibility is the collection of heat in the summer months to be used at appropriate times during winter months. Under these circumstances the system is activated (i.e. pumps switched on) whenever the temperature difference between the collection and storage pipes is higher than a certain value and is stopped when it drops below another (not necessarily the same) value. In this paper the criteria for activation and deactivation of the collector system follow those suggested by Carder et al. 5 who set the activation of the system when the temperature difference between the control sensors located at the collector and storage levels reached approximately 1.4°C. Once active, the system was turned off when the temperature difference dropped to approximately 0.3°C.
Validation
Validation of the model is addressed here via simulation of the above demonstration project. The system design and activation and deactivation criteria used in the demonstration project are as described in Section 3. Meteorological data measured on site, provided by Carder et al., 5 is used to consider the performance of the system during a 2.5 month collection period.
The 2) , during this period the soil in the storage region is largely prevented from natural warming due to the presence of the insulation layer (for brevity results from this analysis are not shown here but are very similar to those presented in Fig. 9(a) ). Finally, a collection period (Period 3) where the system was activated for a first collection stage (from the end of August 2005 until the beginning of November 2005) is simulated. The mesh used for the numerical analysis is shown in Fig. 2 and is made up of 2452 four node isoparametric linear elements (4 temperature degrees-of-freedom per element). After checks on both spatial and temporal convergence Periods 1 and 2 are simulated using hourly time steps, while in Period 3 a 15 min time step is used. Far field boundary conditions and bottom boundary conditions are assumed as insulated (zero flux). Boundary conditions at the surface are set using Eqs. (2)- (4) for the paved surface and Eqs. (5) and (6) for the soil surface, which is assumed to be partially covered by vegetation based on field observations. A schematic representation of the boundary conditions used for the problem is presented in Fig. 2 . Analysis of a far field control borehole found a canopy density (ν) of 0.85 and an average level of shading of 0.5 to be suitable. 17 Reference values for thermal material properties considered in the domain are taken from Ref. [5] and listed in Table 1 , coefficients and constants used in the theoretical description of the heat transfer process are given in Table 2 . Pipe fluid velocity and composition are also based on typical values reported by Carder et al.
5 Fig. 3(a) and (b) show the numerical results obtained compared with experimental measurements at collector pipes depth and storage pipes depth respectively. It can be seen that the temperatures calculated by the numerical model proposed are in good agreement with the measured data. Statistical analysis of the simulated results and the measured data for the whole collection period yields a root mean square error value of 1.09°C in the collector region and 0.38°C in the storage region. This validation of the modelling approach for heat collection and storage builds confidence to allow further exploration of the impact of various system parameters. 
Numerical investigation
The main objective of this paper is to explore the impact that the variation of certain factors have on the thermal performance of interseasonal heat storage devices, specifically, in terms of the thermal energy collected and the temperature profiles obtained after a collection period. As above, in the validation section, these simulations consist of three steps: (i) an 8-yearly-cycle pre-analysis performed in order to obtain steady state initial conditions (Period 1), (ii) an analysis after installation of the system at the beginning of summer (Period 2), and (iii) an analysis of the active system with the system active for ∼3 months (84 days) from the beginning of autumn (Period 3).
Three sets of simulations are performed, each exploring the influence of a particular system variable on performance. In each set of simulations the same base case analysis is performed using meteorological data generated for mild climatic conditions, a soil surface boundary condition that includes a vegetative cover and a thermal conductivity of 1.2 W/m K in the storage region under the insulation layer. The mesh, time steps and far-field and bottom boundary conditions are as described in the validation section. The specific simulations undertaken and details of the base case conditions are defined in the following sections.
Variation in thermal conductivity (Simulations 1-4)
The influence of varying the thermal conductivity values employed in the Storage Region (shown in Fig. 2(a) installation of the system or from disrupting the natural cycles of wetting and drying since the insulation is likely to be relatively impermeable to water. A further analysis of the base case but with a near-ideal insulation layer is also considered (Simulation 4), material parameters used for this layer are given in Table 2 . Simulations of Periods 1 and 2 in this section are run using the base case conditions, while in Period 3 the particular value of conductivity under consideration is employed. The change in soil thermal properties between Period 2 and 3 is done in order to simplify comparisons between the analyses by having common initial conditions, it is recognised however that this is a limitation and a potential source of error in the analysis due to an imbalance between the temperature field within the ground and its thermal properties.
Assumed climatic conditions (Simulations 5-9)
The meteorological conditions used for the numerical simulations performed in this section are generated using two analytical expressions (detailed in the Appendix) for air temperature and solar radiation proposed by Cleall et al. 25 based on experimental observations as part of the development of analytical solutions for temperature profiles and thermal energy stored in the ground.
It is hypothesised that the performance of an interseasonal heat storage device is likely to be influenced by the type of weather conditions under which it operates. For this reason, three types of climatic conditions are explored: 
Table 3
Coefficients used in air temperature and solar radiation analytical expressions (14) and (17) Using these datasets the values of the coefficients present in Eqs. (15) and (16), and in Eqs. (18)- (21) were calculated and are listed in Table 3 . The meteorological data produced with Eqs. (14) and (17) were used for all simulation periods and are illustrated in Figs. 4 and 5 (half yearly cycles of daily maximum solar radiation, and maximum and minimum temperatures are shown). Values for wind speed and relative humidity were fixed at 1.14 m/s and 80.6% respectively for simplicity based on the meteorological data measured on site by Carder et al. 5 in a location close to Toddington, UK. Two additional analysis are performed to investigate the impact of the amplitude of temperature variation by replacing coefficients E and F (which represent the mid-summer average amplitude, and mid-winter average amplitude respectively) for the mild climatic conditions with the corresponding coefficients of cold (Simulation 8) and hot conditions (Simulation 9).
Surface conditions (Simulations 10-12)
Typically two different approaches are applied to consider soil-atmosphere thermal interactions. The simpler, in terms of application, is the use of a fixed (Dirichlet) boundary condition based on measured or estimated temperatures to define the variation of temperature of the soil surface (including any pavement) with time. In many cases, this is approximated to near surface air temperatures as these are often readily available. In this study, the air temperature defined by Eq. (17) is used (Simulation 10).
A more complex, but more physically representative, approach is to apply a third kind (Robin) boundary condition which allows representation of the surface fluxes defined in Section 2.2. In this study, two sets of boundary conditions have been utilised for the soil surface (not covered by pavement):
• Bare soil (Simulation 11). Eq. (2) is used to define the surface energy balance with Eqs. (3) and (4) representing the heat transfer coefficients for evaporation and convection respectively.
• Soil covered by vegetation (Base case/Simulation 12).
Eqs. (5) and (6) are used to represent energy balance between the soil and canopy cover. The heat transfer coefficients for evaporation and convection are as defined by Eqs. (3) and (4).
The flux boundary condition applied to the soil surface covered by pavement in Simulations 11 and 12 is given by Eq. (2), using Eq. (4) to define the heat transfer coefficient for convection.
Results and discussion

Variations in thermal conductivity
Simulations 1-3 study the effect of varying the thermal conductivity in the storage region under the insulation layer. To observe the influence of the active system, temperatures for Period 3 are obtained both with and without collector system activation. The difference in these temperatures indicates the area of influence of the system in isolation from temperature variations due to meteorological and surface conditions. Fig. 6 shows the temperature differences obtained in the region marked as R2 in Fig. 2(a) at the end of Period 3 for Simulations 1-3. It can be seen that higher temperature differences near the storage pipes are obtained for the case with low thermal conductivity while in turn a wider area of influence approaching the edge of the insulation layer is obtained with higher thermal conductivities. Fig. 7(a) shows the variation in time of thermal energy stored in the Storage Region calculated using Eq. (13). Fig. 7(b) and (c) show the soil temperature variation at collector depth (0.1 m) and storage depth (0.875 m) respectively. Fig. 7 also includes results from Simulation 4 using a near-ideal insulation layer for the base case. Thermal energy contained in the Storage Region starts to rise at the beginning of Period 3, reaches a maximum at day 42 and then decreases until the end of the simulation period is reached. In general, the accumulated thermal energy increases with thermal conductivity this is due to main two factors, firstly heat energy moves away from the pipes more easily to the wider storage mass and secondly this greater movement of heat results in lower soil temperatures at the soil-pipe interface and subsequently a higher thermal gradient across the interface and a higher heat flux. After day 42 the temperature difference between collector and storage no longer satisfies the activation criteria as climatic conditions cool and the temperature in the storage region increases. The subsequent decrease in thermal energy observed up until the end of the simulation period is due mainly to losses through the insulation layer. This is explored in Simulation 4 and it can be seen that about 20% more energy could be stored if these The temperature profiles at collector depth show negligible differences for the three analysed cases. However, at storage depth it can be seen that higher temperatures are maintained throughout the duration of the numerical simulation for the case with the lowest value of thermal conductivity (0.96 W/m K) in the Storage Region. This behaviour is due to the heightened concentration of thermal energy in the area close to the storage pipes (as shown by Fig. 6 ) caused by the reduction in thermal energy transfer into the remaining storage region. The opposite is true for the case with higher thermal conductivity (1.44 W/m K). In Fig. 7(c) , the effect of a near-ideal insulation layer on the temperature at storage pipes depth can be observed with reduced thermal losses resulting in an increase in temperature towards the end of the simulation period.
Varying climatic conditions
Simulations 5-9 investigate the effect of different climatic conditions on the thermal performance of an interseasonal heat storage facility. Fig. 8 shows the thermal energy accumulated in the storage region during system activation in Period 3. It can be seen that the amount of energy collected in the storage region increases as the climatic conditions become warmer (cold to mild). However, it can also be seen that under hot climatic conditions the energy storage rate differs, being relatively slower at the beginning of the simulation period. This is believed to be related to the annual variation in air temperature as indicated by coefficients C and D (mid-summer daily average, mid-winter daily average) presented in Table 3 . Under hot climatic conditions the variation of air temperature between seasons is ∼5°C while under cold and mild climatic conditions it is ∼11°C and ∼12°C respectively. This combined with the placement of insulation at the beginning of summer preventing the soil from naturally warming during the summer months allows a higher thermal gradient for the cold and mild conditions compared with hot conditions. However, this same seasonal variation prevents the system from collecting more thermal energy beyond day 42 as weather conditions cool with this change being more pronounced under cold and mild conditions. In a hot environment, although the weather conditions become cooler in winter, the change is smaller allowing the system to remain active and collect more energy during the whole simulation period. The results of Simulations 8 and 9 which explore the influence of the average air temperature amplitudes during summer and winter are shown in Fig. 8 .
It can be seen that in general, higher summer air temperature amplitudes have a positive impact on the amount of energy that an interseasonal heat storage system is able to collect. However, the levels of thermal energy are still comparable.
Different soil surface conditions
The effect of different boundary conditions at the soil surface is considered in Simulations 10-12. Fig. 9 shows temperature contours in the region R1 (Fig. 2(a) ) at 0:00:00 h (end of Period 2/beginning of Period 3) on the day of system activation for the three different boundary conditions applied at the soil surface. The three temperature contours show significant differences, for example at the 5 m depth the vegetative cover case (Fig. 9) simulates an almost homogeneous temperature of approximately 11°C while the corresponding temperature under bare soil conditions (Fig. 9(c) ) is closer to 12°C. Under fixed conditions, the temperature at this depth ( Fig. 9(b) ) is not homogeneous varying between 9°C and 10°C. Surface temperature evolution at the centre of the pavement (Point A) and at the far right hand side of the domain (Point B) during period 2 are shown in Fig. 10 . At the surface it can be seen that higher temperatures are obtained in the road section for both canopy covered and bare soil conditions (with the latter being higher), whereas for fixed conditions the temperatures are homogeneous (as expected). It is apparent that using suitable surface boundary conditions is of importance with significant differences in temperature fields obtained. It is worth noting that in the validation exercise, presented in Section 4, use of the more complex flux boundary condition to consider soil-atmosphere thermal interactions was necessary to correctly represent the observed behaviour. A key point here is that, whilst air temperature data is readily available (from meteorological records) and surface type can be spatially defined, records of field measured soil-surface temperatures are much scarcer and require real-time measurement during a systems use. There is therefore a significant benefit in being able to predict soil surface temperatures rather than needing to define them a priori before any analysis.
Conclusions
In this paper, the influence of varying selected parameters (store thermal conductivity, climatic conditions and surface boundary conditions) on the performance of interseasonal heat storage systems has been investigated. The impact of different values of thermal conductivity in the storage region (affected by the installation process or prevention of natural wetting-drying process) is to reach higher temperatures close to the storage pipes (for low values of soil thermal conductivity) or an increased area of thermal influence (for higher values of soil thermal conductivity). In general higher values of thermal conductivity produce a higher amount of thermal energy being collected in the storage region. Despite this, however, the higher temperatures obtained close to the storage pipes for low thermal conductivities, might facilitate the extraction process or be more adequate for certain thermal applications. Subsequently, it can be concluded that the trade-off between total amount of thermal energy and temperature gradient needs to be optimised to the application under consideration.
Heat losses through a horizontal insulation layer have been found to be as high as 20% of the total thermal energy stored by the system. Higher thermal gradients near the insulation layer will increase these losses, while an increased storage area would require modifications to the insulation layer in order to decrease thermal energy lost through the edges. It is noted that use of innovative materials and systems where material properties can be controlled could lead to significant improvements in the system efficiency and these possibilities are currently under investigation.
The results under different climatic conditions have shown, as might be expected, that in general warmer weather conditions provide more thermal energy for potential storage. However, it was also observed that the seasonal variation of average air temperature has an effect on the rate of collection of thermal energy due to the temperature difference between the soil in the storage region and the air temperature. This effect is heightened if an insulation layer, which prevents natural warming of the soil underneath, is present keeping it close to winter temperatures.
The impact of using different boundary conditions applied on the soil surface has also been investigated. Two Robin-type boundary conditions have been compared, one including the presence of a layer of vegetation on the soil surface while the other assuming the soil as a bare surface. An additional boundary modelling technique has been considered by fixing the surface of the soil (including the paved surface) to the air temperature defined by a time varying mathematical expression. Using these approaches to obtain suitable initial conditions in the simulation periods before the activation of the interseasonal heat storage system have shown that the differences in temperature profiles (and thermal energy) generated in the soil domain are significant and that use of correct surface boundary conditions is critical in modelling the dynamics of the system under consideration.
Whilst it is recognised that the investigation undertaken here is limited to a particular system configuration, it is clear that it can be concluded that the performance of interseasonal heat storage systems is significantly affected by the meteorological conditions, surface flux boundary conditions and the thermal properties of the storage materials and that their correct representation is critical in both the assessment and design of such systems.
The expression for air temperature is given by T a (t) = T 1 [cos(ϕt) + 0.5 sin(ϕt)] + T 2 − {T 3 [cos(ϕt) + 0.5 sin(ϕt)] + T 4 } cos(γ t) (17) where t is given in seconds taking the origin at midyear (1st July). T 1 , T 2 , T 3 and T 4 are coefficients determined from the meteorological conditions for mid-summer and midwinter periods. They are calculated as follows:
T 2 = 0.5(C + D) (19) T 3 = 0.5(E − F ) (20) T 4 = 0.5(E + F ) (21) where coefficients C , D, E, and F are defined as the mid-summer daily average, mid-winter daily average, mid-summer average amplitude, and mid-winter average amplitude respectively.
