





Kewujutbn pelbagai sumber maklumat dalam dunla maya serta korporat masa kini 
telah nienarik minat para penyelidik dalam membantu melaksanakan proses 
pencaria.n, penapisan, dan pengurusan maklumat dengan lebih tepat Iagi. Teknik 
pengkategorian teks merupakan salah satu teknik yang boleh diadaptasikan di 
dalam si tuasi h i .  Kajian ini menerangkan mengenai teknik pengkategorian teks 
herdasarkan a1 goritma naive Bayes. Algoritma ini telah lama digunakan dalam 
tugas penkategorian teks. Pengkelasan naive Bayes adalah berdasarkan model 
kebarangkalian yang menggabungkan andaian bebas yang kukuh di mana ianya 
tiada haitan dengan keadaan realiti. Tujuain kajian ini adalah untuk 
mengkategori kan dokumen yang berbentuk teks dengan menggunakan algoritma 
naive I3ayes dan untuk mengukur sejauh mana teknik yang dipilih ini dapat 
mengkategorikan dokumen dengan betul. Kajian ini juga turut membincangkan 
mengeniii eksperimen yang telah dijalankan clalam mengkategorikan arti kel 
dengan inenggunakan naive Bayes. Hasil daripada eksperimen ini menunjukkan 
ketepatan bagi 'training' adalah sebanyak 8 1.82% manakala ketepatan bagi 
'testing' pula adalah sebanyak 47.62%. 
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ABSTRACT 
As the volume of information available on the internet and corporate intranet 
continues to increase, there is a growing interest in helping people better find, 
filter, arid manage all these resources. Text categorization is one of the techniques 
that can be applied in this situation. This paper presents text categorization system 
based on naive Bayes algorithm. This algorithm has long been used for text 
categorization tasks. Naive Bayes classifier is based on probability model that 
integrate strong independence assumptions which often have no bearing in reality. 
The aims of this project are to categorize the textual document using naive Bayes 
algorithm and to measure the correctness of the chosen technique for the 
categorization process. This paper also discusses the experiment in categorizing 
articles using naive Bayes. The result shows thLat the accuracy for training is 
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