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Introduction
Let x 0 be a fixed point of a map f . The local fixed point index ind( f , x 0 ) ∈ Z is a topological invariant that plays important role in fixed point theory. It can also be used to study a structure of periodic points and dynamical properties of a map. In such a case the sequence of fixed point indices of iterations {ind( f n , x 0 )} ∞ n=1 is applied.
We will consider local self-maps f of R m in a neighborhood of the fixed point 0. Let f : U → R m , where U is an open subset of R m , be a map such that 0 is an isolated fixed point for each iteration. The knowledge about the form of the sequence {ind( f n , x 0 )} ∞ n=1 allows one to deduce valuable information about the existence of periodic points, number of orbits and dynamical behavior of f in a neighborhood of a fixed point (cf. for example [1, 13, 21] ). Thus, the important task is to find all possible restrictions for the sequence of fixed point indices.
In 1971 Krasnosel'skii and Zabreiko noticed that (for continuous maps) {ind( f n , x 0 )} ∞ n=1 cannot take arbitrary values but its elements must satisfy some congruences [26] . Namely, they observed that for any prime number p holds:
These restrictions, known as mod p property, were proved by Steinlein in 1972 [25] . In 1984 Albrecht Dold found much more general congruences for indices [4] , called Dold relations: Graff and Nowak-Przygodzki showed in [11] that the answer is negative, even in dimension 2 every sequence of integers which satisfies Dold relations can be realized as a sequence of fixed point indices of an iterated map (cf. also [1] ).
Nowadays, the problem of determining the form of indices for different classes of maps is studied very intensively, the main attention is focused on planar homeomorphisms [10, 14, 15, 19] ; R 3 -homeomorphisms [20] ; smooth maps [3, 17, 18, 23] ; simplicial maps [6, 24] and holomorphic maps [2, 5, 27, 28] . The theory for smooth maps was initiated in 1974 by a very elegant result of Shub and Sullivan [23] , who proved that, unlike in the continuous case, the sequence of indices is always bounded.
In 1983 Chow, Mallet-Paret and Yorke gave, in terms of the derivative of f at 0, further restrictions for indices of a smooth map, which we call CMPY conditions [3] (cf. Theorem 2.6). They also formulated the conjecture, which may be presented in the following form: the only restrictions for indices of iterations of a smooth map are CMPY conditions. The proof of this hypothesis was given in 1990 for dimension 2 [1] and in 2006 for dimension 3 [9] . The aim of this paper is to prove the conjecture for arbitrary dimension. In this way we obtain the complete description of the forms of indices in R m for each m. This knowledge may be successfully used in many branches of dynamical systems, differential equations and periodic point theory. Let us mention here an application in determining minimal number of periodic points in a smooth homotopy class of a given map. This problem is a classical one in continuous category (cf. [12] ), establishing the complete list of possible indices of iterations for smooth maps makes it possible to deal with it also in the smooth category [7, 8] . Our results enable us also to confirm old Babenko and Bogatyi conjecture (cf. [1] ), which states that any bounded sequence satisfying Dold relations is a sequence of indices of an isolated fixed point of a smooth map of an Euclidean space.
The paper is organized in the following way: in Section 2 we introduce the notation and recall Chow, Mallet-Paret and Yorke theorem. In the third section we formulate our main result: we obtain the list of sequences that are admissible by CMPY conditions in R m (Theorem 3.1), and next we state that every sequence from this list can be realized (Theorem 3.2). The second part is much more difficult, because we must simultaneously control topological and differential properties of constructed maps to obtain the given values of indices, preserving smoothness. Sections 4-8 are devoted to the detailed construction of one of the classes of realizations, and in Section 9 we discuss how to realize the other forms of indices. In the final section we consider Babenko and Bogatyi problem and the question of the realization of indices in some narrower classes of smooth maps. In particular we discuss the recent result obtained by Ruiz del Portal and Salazar by Conley index methods in dimension 3 [22] . 
In other words, reg k is the periodic sequence:
where the non-zero entries appear for indices divisible by k.
By μ we will denote the classical Möbius function, i.e., μ : N → Z is defined by the following three properties: 
Notice that by Dold relations (1.1) coefficients a n are always integers.
Definition 2.3.
Assume that a periodic expansion for a sequence {ind( f n , 0)} ∞ n=1 is given. Let B = {n ∈ N: a n = 0}. The set B is called the set of local algebraic periods. Definition 2.4. Let H be a finite subset of natural numbers, we introduce the following notation.
By LCM(H) we mean the least common multiple of all elements in H with the convention that LCM(∅) = 1. We define the sets H , m · H , H odd by: Below we state the theorem of Chow, Mallet-Paret and Yorke [3] , expressed in the language of periodic expansions (cf. [13] 
where
( * * * ) The bounds for the coefficients a 1 and a 2 are the following:
) and −1 is the eigenvalue of D f (0) with multiplicity 1.
Indices of iterations in R R R m
In this section we formulate the main result of the paper, i.e. we give the complete list of all forms of indices in arbitrary dimension.
We use the following notation: for natural s we denote by L(s) any set of natural numbers of the form L with #L = s and 1, 2 / ∈ L. By L 2 (s) we denote any set of natural numbers of the form L with #L = s + 1 and 1 / ∈ L, 2 ∈ L. Let us remind that LCM(∅) = 1. 
where a 1 = 1. We see that the above sequence may be written down as 2 reg 1 (n) + reg 3 (n). On the other hand, by Theorem 3.1 in dimension m = 2 the only admissible sequences are (m even, and
Theorem 3.2 (Main Theorem II
where k > 2.
As the sequence (3.1) is not of any of the forms listed above, it cannot be obtained as a sequence of local indices of some iterated smooth map in dimension 2. 2
Proof of Theorem 3.1
Now we prove Theorem 3.1, the proof of Theorem 3.2, which is in fact Chow, Mallet-Paret and Yorke conjecture is much more difficult and will be given in the forthcoming sections. 
Proof. We make use of Theorem 2.6. Notice that in any case O ⊂ G 2 (for the definition of O see Theorem 2.6), thus we start with a general remark that for any map ind f
for some integers a k (not necessarily non-zero). This gives the case (IV). Now we will show that in the first three cases some restrictions on the numbers a k must be satisfied. 
Let us notice however, that G ∪ 2G odd ⊂ G 2 . As a consequence, this case is covered by the formula (3.4).
(III) Now there are at most two real eigenvalues (counting multiplicities). Let μ denote the multiplicity of the eigenvalue +1.
(A) Let μ 1. Then by Theorem 2.6 parts (1) and (2) 
Realization of the case (F e )
In the forthcoming part of the paper we prove Theorem 3.2. In Sections 4-9 we concentrate on the case (F e ), which is the most fundamental one. In Section 9 we will give the descriptions of realizations in the other cases. The important part of Section 4 consists of the description of the scheme of the construction (Section 4.3). The proof of Lemma 4.1 (which is formulated below) is given in Section 8.
, be given natural numbers greater than 2. Without loss of generality we may assume that
Moreover, we assume that a collection of integers a d J is given. Then, we claim the existence of the needed realization (F e ) in the following lemma. The most difficult task is to realize (all at the same time for one map) expressions of the forms
, when J has more than one element. In the next sections we show how to do it on some surfaces in R 2s .
Planar realization of reg
Let a d be a given integer. In this section we define a two-dimensional flow, the discretization of which has indices equal to reg 1 
Let us consider planar flows h p : R 2 ×R → R 2 with phase portraits consisting of 2|p −1| hyperbolic regions for p < 1, 2(p − 1) elliptic regions for p > 1 (the examples of such flows are given in Fig. 1) ; or with 0 as a source for p = 1.
This kind of flows may be described in the polar coordinates by the following equations:
where k 0 is an integer, a and b are positive real numbers. The classical Poincaré-Bendixson formula for index of the discretization of such flows states that each double elliptic region gives the contribution to the index equal to +1; each double hyperbolic −1; and the fixed point itself gives the contribution equal to 1. Thus, if we define 
To sum up the above considerations: in order to find a planar map that realizes the expression 
Rotation-like system in R m , m is even
Assume m is even,
We will use the following polar coordinates:
We define the flow R : R 2s × R → R 2s in the polar coordinates by the formula
Let us notice that:
• the only stationary point of R is 0 ∈ R 2s ,
• the period of the trajectory of the point (
We denote by S (r,φ) the trajectory of the point (r, φ) = (r 1 , φ 1 , . . . , r s , φ s ) under the flow R. Now, for a given non-empty set K ⊂ {1, . . . , s} we define below some special trajectory S K of R.
For each 1 i s we define:
Thus we obtain:
for i, i ∈ K and r i = 0 for i / ∈ K . We will denote the trajectory of (r
The trajectory S K is contained in S 2s−1 ⊂ R 2s and has the period equal to 2π LCM(K ).
Scheme of the proof of Lemma 4.1
For a non-empty subset K ⊂ {1, . . . , s} we denote J K = {d i : i ∈ K }. When K is fixed we will simply write J instead of J K . Let us recall that d J = LCM( J ). For a given K we will define a 2-dimensional surface in R 2s , a cone over the trajectory S (r,φ) by:
cone S (r,φ) = {λl: l ∈ S (r,φ) , λ 0}. By cone S K we will denote the cone over S K . The first part will be done in Section 5. Since the second part is a bit technical one we present its more detailed scheme. (II) The flow P is given by the formula (5.1) in cone S K . In the cone-neighborhood V K (ε) of cone S K it is combined with a sink, and outside V K (ε) it is just a sink (Section 7.1).
(III) The flows R and P preserve the cones of the rotation-like system R. The restriction of the com- (VI) Finally, we prove that F is smooth. This follows from the smoothness of the involved flows. The last is evident outside 0. It remains to check that the partial derivatives of discretizations are continuous at 0. This is a consequence of the homogeneity of the considered flows (Section 8.1). 
Realization of the expression
Let us investigate what is the form of the flow P a d J on the surface cone S K .
First of all let us notice that cone S K is a two-dimensional surface, thus there are relations among parameters r i and φ i , for different i. Indeed:
• by the formula (4.9): for each i ∈ K , r i has the same form r i = λ · 
Let us denote the above common value by ψ .
The cone S K is composed of periodic orbits and each of them has the period 2πd J . In particular,
The restriction of the flow (5.1) to the cone S K takes the following form:
We substitute
and then we obtain:
where now α ∈ [0, 2π ].
On the other hand, this is the same formula as (4.4). Consequently, taking into account that the time-one map of the flow R is 
and we get the desired formula. 
To end the proof of Lemma 4.1 it is enough to extend the map F to a smooth self-map of R 2s without changing the fixed point indices of any iteration.
Deviations and neighborhoods of the cones
Now we start to extend onto R 2s the self-map of
. We fix a non-empty subset K ⊂ {1, . . . , s} and at first we will extend the map on a cone-neighborhood of the surface cone S K . In order to do that we will define functions called deviations and some "regular" neighborhoods of cone S K and describe its properties. First, we prove a useful lemma which justifies the way we defined the flow P a d J . 
As a result, (ṙ,φ) is always tangent to cone S (r,φ) , so cone S (r,φ) is invariant under the flow
Let us define a cone-neighborhood of cone S K : (6.4) for all 0 = z ∈ V K and λ > 0.
Finally, we define
We choose ε so small that the sets V K (ε) are disjoint for different K . Notice that for small enough ε the deviations are well defined on V K (ε).
We end this section with the following observation: 
By the definition of D Φ (r, φ ) and the equality (6.5) we get: 
Flows
In this section we define three flows: P , S φ and S r on R 2s which will be used directly to construct the needed realization (F e ). The flow P will be the extension of P a d J onto R 2s while S φ , S r make the values of Φ and R smaller, which guarantees that no new periodic points appear.
We take a
• g ε is decreasing on [0, ε] and the derivatives at 0 and ε are equal to 0. 
Definition of P
First we define the flow P a d J by the formula (7.4) where z is the following flow for which 0 is a sink:
Now P is defined by:
Thus, on each V K (ε), P is a combination of P a d J and a sink, while P is just a sink outside each
Definition of pushing flows S φ and S r
Again, a subset K ⊂ {1, . . . , s} is fixed. We will define two flows on V K (ε) which:
• disappear on cone S K and on the boundary of V K (ε),
These maps will be used to remove periodic points of some retractions during the calculation of indices (cf. Section 8.2).
The flow S φ will be given bẏ
In the similar way we define the flow S
The next lemma provides the main property of the flows S φ , S r : their composition pushes each
Lemma 7.2. Let us consider the flow S φ • S r and a point
decreases when t grows.
Proof. First notice that G is constant for the flow S r :
Assume that r i = G for i ∈ K or r i = 0 for i / ∈ K . (Recall that r i > 0 for all i ∈ K .) Basing on the observation that G in the formula (7.8) is a constant, it is easy to notice that D G decreases as t grows, because each r i given in (7.8) tends to G.
If r i = G for i ∈ K and r i = 0 for i / ∈ K , we get that D G (r, φ) = 0, but for these points we may repeat the same reasoning for D Φ and obtain that D Φ decreases if d i φ i = Φ. This ends the proof. 2
Proof of Lemma 4.1
Now we are in a position to give the proof of Lemma 4.1. We define an extension F of a self-map of K cone S K (given in Section 5) to a self-map of R 2s by the formula:
where S φ 1 , S r 1 , R 1 and P 1 denote time-one maps of the respective flows.
Smoothness of F
First, we prove some lemmas which are needed to show that F is smooth. Proof. After differentiating the formulas (4.5) we get:
Proof.

G(λx)
Using the formulas (8.3) we may rewrite the equations for the flow (8.2) in such a form that the left-hand sides are expressed in Cartesian coordinates and right-hand sides in the polar coordinates: 
Realizations of other cases
In this section we describe the constructions of realizations of all other cases. We follow the steps of Lemma 3.4, i.e. we start with the case when the dimension m is equal to 2s, then we get the case (F e ), realized in the previous section. Next, we gradually increase the dimension, which enables us to construct the realizations with less and less number of restrictions. However, we cannot obtain the realizations just as the products of (F e ) on R 2s and some map on complementing space (Remark 9.1).
We need in particular two additional cones (cf.S ±K below) interchanged by symmetry, in order to obtain not only a d reg d appearing in (F e ) but also a 2d reg 2d with arbitrary a 2d .
The smoothness in all cases follows again from the homogeneity of the considered vector fields.
Realizations for m
We represent R 2s+1 as R 2s × R, and will denote (2s + 1)-axis by M 1 .
We take r K ∈ R 2s defined by the formula (4.7) and consider
Next, we will consider the cones coneS K ⊂ R 2s × {0} and coneS ±K ⊂ R 2s+1 .
We define the rotation flow in R 
Notice that s(coneS ±K ) = coneS ∓K . 
On the other hand, the multiplication of two expansions is expressed by the formula (9.6) where GCD{k, l} denotes the greatest common divisor of k and l. As a consequence, by the formula (9.6) we obtain:
Except for the sequences reg 1 (n), − reg 1 (n), 0, in the one-dimensional space we can realize one more: Summing it up, by the products we cannot realize all possible sequences of indices.
Realization of the sequence defined by (3.3), i.e.
We consider the following counterpart of the formula (8.1):
whereR 1 is the time-one map of the flow defined in (9.3). The flowP is constructed from P (see Section 7.1) by the following modifications:
• we add a (2s + 1) component of the flow P a d J , cf. (5.1):
• on the cone-neighborhoods of coneS ±K and coneS K the flowP is the combination of P a d J and a sink on R 2s+1 , in the same way as in the formula (7.4),
• on V M 1P is the combination ofΓ i and a sink,
• outside the above cone-neighborhoods we defineP as a sink. and move the points towards the cones (or to M 1 in the case of V M 1 ) so that the fixed point indices will be equal to those calculated on the cones (or on M 1 , respectively). As a result, we obtain by Lemma 5.3 and the formula (9.5): (9.9) where:
Realization of the sequence defined by (3.4), i.e.
Now we use additionally the conesS ±K , and in their neighborhoods we defineP in the same way as described in (9.8). We define the realization as
Finally,F realizes: We repeat the similar construction as in the previous case, namely we define analogouslỹ 
Realization of the sequence defined by (3.5), i.e.
In this case we define the flow P by the formulas (5.1) with the additional pair of the polar coordinates. This formula is valid also in the neighborhoods of each coneS ±K .
On the space M 2 we take one of the planar flows h p described in Section 4.1, such that it is symmetric along the axis x 2s+2 . Considering indices of iterations of its discretization, which have the form a 1 reg 1 +a 2 reg 2 , it is easy to observe that the coefficient a 1 depends on whether the flow is sink, straight, or source on the (x 2s+1 )-axis, and is equal to 1, 0, −1 respectively. On the other hand, we may obtain arbitrary a 2 by taking appropriate number of symmetric sectors on M 2 .
• a 1 reg 1 (n) + a 2 reg 2 (n) on M 2 with a 1 ∈ {−1, 0, 1} and arbitrary a 2 . Here we define P as a sink in the neighborhood of each coneS ±K . On the space M 2 we take one of the planar flows h p described in Section 4.1. The discretization of such flow enables us to realize a 1 reg 1 with arbitrary coefficient a 1 .
Next, we defineF =S [13] ). As a consequence, if we take s big enough in Lemma 3.4 we are able to realize any sequence {b(n)} n of the form b(n) = k∈ A a k reg k (n), where A is finite. Furthermore, for a given sequence {b(n)} n we may establish the lowest dimension m such that {b(n)} n can be realized by a smooth map in R m . In any case, if # A = p we are able to realize {b(n)} n for m = 2p + 3 (see (IV), formula (3.7) of the proof of Lemma 3.4).
Realizations in the narrower classes of maps
At the end of the article we discuss the problem of finding the realizations in some narrower classes of maps. We study the case of C 1 maps, but it is an interesting question whether the sequences enlisted in Theorem 3.1 may be obtained as indices of some more regular maps, which satisfy additional restrictions. Let us recall that the map F realizing expression in the formula (4.1) of Lemma 4.1 is the composition of a non-singular linear map R and some flows. On the other hand, the flows may be taken arbitrarily small. The same is true for all realizations of the remaining cases. As a result, we get the following An open problem is whether there are always C 1 realizations for which {0} is an isolated invariant set. Notice that in some of our realizations elliptic sectors are used, so they do not satisfy the assumption (10.1) in such cases. Ruiz del Portal and Salazar considered in [22] that problem in dimension 3 by a use of Conley index methods. These authors gave the list (Proposition 1 in [22] ) of examples of R 3 -diffeomorphisms satisfying (10.1) which do not cover all sequences admissible by Theorem 3.1 in dimension 3. They also conjectured that the list is optimal in the following sense. Let f be an R 3 -diffeomorphism such that Fix( f ) = Per( f ) = {0}, if the sequence of indices of f at an isolated fixed point 0 does not follow any of the patterns from their list then {0} is not an isolated invariant set of f .
