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ABSTRACT
This work defines a new framework for performance evaluation of
polyphonic sound event detection (SED) systems, which overcomes
the limitations of the conventional collar-based event decisions,
event F-scores and event error rates (ERs). The proposed framework
introduces a definition of event detection that is more robust against
labelling subjectivity. It also resorts to polyphonic receiver operat-
ing characteristic (ROC) curves to deliver more global insight into
system performance than F1-scores, and proposes a reduction of
these curves into a single polyphonic sound detection score (PSDS),
which allows system comparison independently from their operating
point. The presented method also delivers better insight into data
biases and classification stability across sound classes. Furthermore,
it can be tuned to varying applications in order to match a variety
of user experience requirements. The benefits of the proposed ap-
proach are demonstrated by re-evaluating baseline and two of the
top-performing systems from DCASE 2019 Task 4.
Index Terms— Sound event detection, SED, evaluation metrics,
sound recognition, polyphonic sound detection score, PSDS
1. INTRODUCTION
Sound event detection (SED) is the task of automatically detecting
sound events from an audio stream. This can benefit many appli-
cations such as smart home, smart speakers, headphones, mobile
devices, etc. [1–3]. Compared to ASR, where sounds always in-
volve vocal tracts and structured language models, sound events are
born from a wide variety of production processes happening at quasi
random times: this makes SED a challenging problem. SED has re-
ceived increasing research interest from both academia and industry,
as evidenced by the growing number of participants to the Detec-
tion and Classification of Acoustic Scenes and Events (DCASE) data
challenge since its start in 2013 [4–8].
Comparing multiple systems in evaluation campaigns requires
agreeing upon a relevant performance criterion. Event-wise and
segment-wise error rates have been proposed in [9] and deployed in
recent DCASE editions [5–8] as a step forward from former frame-
based metrics [4]. However, their current form still ignores the fol-
lowing critical issues:
Dependency on the operating point: the same system with dif-
ferent decision thresholds may receive different rankings of perfor-
mance under the same metric. In other words, such metrics conflate
the evaluation of sound event modelling with the evaluation of op-
erating point tuning [10]. This issue has been well studied in sig-
nal detection theory, in particular in binary classification, keyword
spotting and speaker recognition [11–13], where ROC curves [14],
Detection Error Trade-off (DET) curves [15] or the area under curve
(AUC) metric [16] are being used to evaluate a given system glob-
ally across a range of operating points. However, this practice has
not been as widely adopted into the SED community.
Definition of sound events: the event-based metrics defined
in [9] rely on collars, which are constraints on the start and end
times of the detected events relative to the labelled ground truth
events [5–8]. The use of collars inherently puts significant emphasis
on start and end times of sound events, whereas these timings may
prove subjective across human labellers. Therefore, to be robust, an
evaluation criterion should allow sufficient room for interpretation
into the temporal structure of both the ground truth and the detection
timings. In this regard, [17] proposed to decide on true positives
(TPs) and false positives (FPs) for anomaly detection on time-series
data by relying on intersecting percentages of ground truth and
detected events, but this practice has not been applied to SED tasks.
Prior probabilities, false-positives and cross-triggers in multi-
class systems: distinguishing the behavior of cross-triggers (CTs)
from the raw number of FPs may provide insight into data biases,
particularly so for sound classes which are acoustically similar. In-
deed, multi-class evaluation datasets may become biased in the sense
that the amount of data required for reliable evaluation of the TPs for
certain target classes may become inconsistent with field priors. For
example, window glass breaking rarely happens in practice, yet the
reliable evaluation of glass breaking TPs requires a large number of
positive class samples, which may in turn artificially increase the
FP counts for other percussive classes. Thus, accounting for CTs
helps analysing whether FPs are resulting from data bias rather than
acoustic modelling defect.
In this paper, we propose more robust ways of defining the TPs
and FPs, themselves feeding into new definitions of event-based
ROC and AUC, called Polyphonic Sound Detection ROC (PSD-
ROC) and Polyphonic Sound Detection Score (PSDS). Section 2
formally defines the SED task and conventional evaluation ap-
proaches while discussing their limitations. The detailed definition
of the proposed approach is given in Section 3, and experimental
results demonstrating the benefits of evaluating SED systems with
PSD-ROC and PSDS are given in Section 4. Lastly, conclusions are
presented in Section 5.
2. BACKGROUND
2.1. Definition of the Sound Event Detection task
In [9], polyphonic sound event detection is defined as the detection
of sound events from multiple classes, where it is possible for sound
events to occur simultaneously (Figure 1). Using set theory nota-
tions, the SED evaluation task can be formalized as follows:
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Fig. 1: 3-class detection task: transparent boxes represent ground
truth labels, solid rounded boxes represent sound detections.
Definition 1 (Event-Based SED Evaluation Task) With
• C being a set of sound classes,
• Y = ⋃c∈C Yc being a dataset which is the union of sub-
sets of ground truth labels for each class c ∈ C, defined as
Yc = {yi = (ts,i, te,i, ci) : ci = c}, where each ground
truth label yi is defined by its class ci, start time ts,i and end
time te,i,
• X ∗ = ⋃c∈C X ∗c being a set of detections which is the union
of subsets of detections for each class c ∈ C, defined as
X ∗c = {xj = (ts,j , te,j , cj) : cj = c}, where each detec-
tion xj is defined by its class cj , start time ts,j and end time
te,j , and where the starred notation ()∗ indicates dependency
on operating point parameters τc,
the SED evaluation task is defined as measuring the performance of
a system which outputs X ∗ given Y .
The formulation proposed in this paper considers the event-based
evaluation of polyphonic systems. However, segment-based evalua-
tion such as in [9], as well as the evaluation of monophonic systems,
can be derived as special cases.
Importantly, SED systems under evaluation are emitting sets of
detections given operating point (OP) parameters τc, ∀c ∈ C. Gen-
erally, the role of τc is to adjust the permissiveness of the SED sys-
tem. For example, for SED systems which emit classification scores
such as class probabilities, τc may be a set of class-dependent thresh-
olds, where higher thresholds result in making the system more con-
servative, i.e., emitting the sound detections in which the system is
more confident, whereas lower thresholds make the system more
permissive by letting more detections through. Various optimisa-
tion strategies may be adopted here: some systems may choose to
optimize frame classification before factoring frame decisions into
event detections, whereas other systems may form event scores be-
fore optimising for event-level thresholds. The evaluation approach
proposed in this paper aims to cover all SED systems whose operat-
ing point can be changed, regardless of their granularity.
2.2. Limitations of conventional collar-based evaluation
The notion of collars introduced in [9] and deployed in DCASE [4,
5, 7, 8] considers that a ground truth event for class c, yi ∈ Yc is
correctly detected as a TP if the following condition is satisfied:
∃xj ∈ X ∗c such that (ts,i − tc) ≤ ts,j ≤ (ts,i + tc)
AND (te,i − t¯c) ≤ te,j ≤ (te,i + t¯c) (1)
where tc is a predefined collar duration, and t¯c is the maximum be-
tween the collar duration and a predefined ratio of the ground truth
duration, i.e. t¯c , max(tc, ρc(te,i − ts,i)) where ρc indicates the
predefined ratio. In some applications, where end times are consid-
ered difficult to label or irrelevant to the task, the collar around the
end time te,j may be omitted.
However, collars introduce a limitation which could be hinder-
ing system evaluation. Indeed, in SED applications, there are often
examples where a sound can be reasonably labelled in more than one
way due to subjectivity into the interpretation of the temporal struc-
ture of sound events. For example, a dog barking repeatedly could be
as reasonably interpreted by human listeners as a single dog barking
event, as it could be interpreted as several separate dog bark events.
The usage of collars has the effect of forcing either one or the other
of these reasonable interpretations to yield a classification error. Al-
leviating this constraint would therefore make the evaluation of SED
systems more robust against such reasonable ground truth labelling
variability.
3. PROPOSED EVALUATION FRAMEWORK
3.1. A more robust definition of TPs, FPs and CTs for SED tasks
The proposed evaluation framework is formulated to achieve robust-
ness against (a) operating point variations, (b) labelling subjectivity
and (c) possible biases in the evaluation dataset. This starts by re-
defining TPs and FPs through the combination of three performance
criteria defined below and illustrated in Figures 2a and 2b:
Definition 2 (Detection Tolerance Criterion - DTC) Given a set
of ground truth labels Y , the DTC filters a set of detections X ∗ to
create the set of relevant detections X ∗DTC =
⋃
c∈C X ∗DTC,c ⊂ X ∗,
based on a detection tolerance parameter 0 ≤ ρDTC ≤ 1 such that:
X ∗DTC,c ,
{
∀xj ∈ X ∗c :
∑
∀yi∈Yc tyi∩xj
(te,j − ts,j) ≥ ρDTC
∣∣∣ Yc, ρDTC} (2)
where tyi∩xj represents the duration of the intersection of the
ground truths yi and detected events xj . As a corollary to the above
definition, the set of FPs is defined as X ∗DTC =
⋃
c∈C X
∗
DTC,c with
X ∗DTC,c , X ∗c \ X ∗DTC,c and the number of FPs per class is defined
as the cardinality of this set: N∗FP,c =
∣∣∣X ∗DTC,c∣∣∣.
Definition 3 (Ground Truth intersection Criterion - GTC) The
GTC creates the set of correctly detected ground truth events, YTP =⋃
c∈C YTP,c ⊂ Y , given the set of relevant detections X ∗DTC,c∀c ∈ C
and a ground truth tolerance parameter 0 ≤ ρGTC ≤ 1 such that:
Y∗GTC,c ,
{
∀yi ∈ Yc :
∑
∀xj∈X∗DTC,c tyi∩xj
(te,i − ts,i) ≥ ρGTC
∣∣∣ X ∗DTC,c, ρGTC}
(3)
The number of TPs is then defined as the cardinality of the GTC sets
across all classes: N∗TP =
∑
c∈C N
∗
TP,c where N
∗
TP,c =
∣∣Y∗GTC,c∣∣ .
The definition of TPs and FPs through the DTC and GTC is in-
spired from the definitions of precision and recall for time series
proposed in [17]. However, our approach differs in how the intersec-
tions are thresholded and counted, as well as how these TP and FP
counts are later exploited to compute a final performance figure.
Coming back to Definition 2, some of the FPs could be due to
specific data biases which may surface as confusions between target
sound classes. Hence, the cross-trigger tolerance criterion (CTTC)
is introduced in Definition 4 to allow counting the CTs separately, as
illustrated in Figure 2b.
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(b) TPs, FPs and CTs in the proposed method for a 3-class problem. CTTC
effects are pointed at by the arrows.
Fig. 2: Visualization of TP, FP and CT counts for DTC, GTC and
CTTC, given SED ground truth and detected events.
Definition 4 (Cross-Trigger Tolerance Criterion - CTTC) Given
a set of ground truth events Y , the cross-trigger tolerance criterion
counts the CTs as N∗CT =
∑
c∈C
∑
cˆ∈C
cˆ6=c
N∗CT,c,cˆ, given FP set X ∗DTC
and a cross-trigger tolerance parameter 0 ≤ ρCTTC ≤ 1 such that:
N∗CT,c,cˆ =
∑
xj∈X∗DTC,c
∑
∀Ycˆ,cˆ∈Ccˆ6=c
[∑
yi∈Ycˆ tyi∩xj
(te,j − ts,j) ≥ ρCTTC
]
(4)
where sets Ycˆ select the ground truth for each class cˆ 6= c. Notation
[·] represents the Iverson bracket, which denotes 1 when the enclosed
condition is satisfied and 0 otherwise.
3.2. Performance metrics relevant to user experience
In field applications, user experience (UX) may be heavily influ-
enced by the frequency of FPs [10]. As a result, and given Defi-
nitions 3-4 and tolerance parameters ρDTC, ρGTC and ρCTTC, the TP
ratio, FP rate and CT rate may be computed as:
TP Ratio: r∗TP,c =
N∗TP,c∣∣Yc∣∣ FP Rate: R∗FP,c = N
∗
FP,c
TY
CT Rate: R∗CT,c,cˆ =
N∗CT,c,cˆ∑
yi∈Ycˆ(te,i − ts,i)
(5)
where TY represents the total duration of dataset Y . TP performance
is thus measured as a proportion of detected events, whereas FP and
CT performances are rates per unit of time. This is consistent with
keyword spotting evaluation practice [11].
Moreover, cross-triggers against identified sound classes may
trigger more negative user experience than less identifiable FPs [10],
thus justifying the definition of the effective FP rate (eFPR) as:
eFPR: e∗c , R∗FP,c + αCT
1
|C| − 1
∑
cˆ∈C
cˆ6=c
R∗CT,c,cˆ (6)
where weighting parameter αCT represents the cost of CTs on user
experience in the SED application under evaluation.
Both the TP ratio and the eFPR are functions of the operating
point, as indicated by the star notation ()∗. In other words, OPs cor-
respond to pairs of (r∗TP,c, e
∗
c) values, and sets of OPs materialize
into a ROC curve rTP,c(ec) for each class. However, some oper-
ating points may be worse than others, e.g. yielding a lower TP
ratio at a higher eFPR than other OPs. Thus, given a set of OPs
Oc =
{
(r∗TP,c, e
∗
c), ∀τc
}
, the subset of the system’s best case oper-
ating points can be isolated as:
Ôc =
{
∀(rˆ∗TP,c, eˆ∗c) ∈ Oc : @(r∗TP,c, e∗c), r
∗
TP,c > rˆ
∗
TP,c
eˆ∗c ≥ e∗c
}
(7)
At this stage, the operating point dependency ()∗ of the TP ratios
and eFPRs can be dropped by observing the TP ratios of each class
at the same eFPR value eˆ∗c = e, and expressing the TP ratios per
class as a function of eFPR, rTP,c(e). However, one more consider-
ation of interest for evaluation is the stability of performance across
classes: e.g., between two systems with the same average TP ratio at
a given eFPR, the one with much smaller variations in the TP ratio
across classes may be preferable due to having better performance
for the worst performing (or most difficult) class. For this reason,
the effective TP ratio (eTPR) is defined using the mean and standard
deviation of TP ratios across classes, such that:
µTP =
1
|C|
∑
c∈C
rTP,c σTP =
√
1
|C|
∑
c∈C
(rTP,c − µTP)2 (8)
eTPR: r(e) , µTP(e)− αST ∗ σTP(e) (9)
where parameter αST adjusts the cost of instability across classes for
the SED task under evaluation. In principle, the mean and standard
deviation in (8) could also be computed with different weights for
each class, thus enabling further adaptability of the method.
At this point, calculation of the eTPR reduces a set of class-
dependent ROC curves into one single polyphonic sound detection
(PSD) ROC curve r(e), which remains to be summarised into a sin-
gle number. Given equations 3-9 and Definitions 1-4, the normalized
area under the PSD ROC curve is thus computed to define the sys-
tem’s PSD score (PSDS) as follows:
Definition 5 (Polyphonic Sound Detection Score) Given a dataset
with a set of ground truth events, Y , and the set of evaluation pa-
rameters, ρDTC, ρGTC, ρCTTC, αCT and αST, a SED system’s PSDS is
defined as:
PSDS , 1
emax
∫ emax
0
r(e) de (10)
where emax is the maximum eFPR value of interest for the SED ap-
plication under evaluation.
4. EXPERIMENTAL RESULTS
To demonstrate the benefits of the proposed PSDS metric, three pub-
licly available SED systems submitted to DCASE challenge 2019
Task 4 are evaluated under both DCASE’s collar-based metric [9]
and the proposed PSDS metric. These systems are: the baseline sys-
tem of the task [18], 1st [19] ranking and 4th ranking [20] systems
in the challenge, renamed System 1, 2 and 3 respectively. Three
experiments demonstrate the advantages of the proposed method in
(4.1) defining TPs and FPs in a more robust way, (4.2) achieving
independence from the operating point and (4.3) incorporating inter-
class confusions and classification stability into the final evaluation.
For all three experiments, the validation set of DCASE 2019 Task 4
is used as the test set for evaluation, since ground truth labels for the
official test set were not released at the time of writing.
4.1. Robustness of a DTC/GTC-based F1-score
During DCASE 2019, the three systems were evaluated using the
collar-based F1-score [9]. This is compared in Table 1 against re-
computing the TPs, FPs and corresponding F1-scores using the DTC
and GTC with (ρDTC, ρGTC) = (0.5, 0.5) and (0.8, 0.8). After re-
Eval. method System 1 System 2 System 3
F1-Score (collars) 23.70 % 42.32 % 39.90 %
F1-Score (ρDTC, ρGTC = 0.5) 46.97 % 46.23 % 48.05 %
F1-Score (ρDTC, ρGTC = 0.8) 31.24 % 32.99 % 35.78 %
Table 1: Evaluation of three SED systems using collar-based F1-
scores vs DTC/GTC F1-scores.
interpretation of TPs and FPs, the ranking of the systems changes,
and they can be seen to perform very closely with respect to the
DTC/GTC F1-score. Indeed, detailed examination of the errors re-
veals that many FPs for System 1 were due to split detections which
are reinstated as TPs using the DTC/GTC approach. The perfor-
mance measures for the three systems are similarly evened out when
increasing the DTC/GTC tolerance parameters to 0.8. This demon-
strates how various definitions of TPs and FPs may influence the
perception of performance.
4.2. Summarising performance into a single PSDS figure
The PSDS is more comprehensive than the F1-scores from Table 1,
insofar as it factors in the system performance across a range of OPs,
as well as FP rates per unit of time. To test the effects of that on
system ranking, the thresholds used by the corresponding authors
for each system have been varied1 to create the PSD-ROC curves
shown in Figure 3a, with parameters (ρDTC, ρGTC, ρCTTC, emax) =
(0.5, 0.5, 0.3, 100). The CTs and stability across classes are ignored
by setting αCT and αST to 0.
The PSD-ROC curves in Figure 3a show that System 2 can per-
form better than the other two systems under all the performance
trade-offs, whereas System 1 and System 3 do not have a clear supe-
riority to each other: System 1 could be preferable for very low FP
rates whereas System 3 performs better at higher TP ratios. Such in-
sight into the global advantage of System 2 would not be possible to
achieve if looking only at F1 scores specialized to single operation
points, e.g., from Table 1. The PSD scores of the three systems are
given on the first row of Table 2, and confirm the global advantage
of System 2 at a (αCT, αST, emax) = (0, 0, 100) evaluation setting.
4.3. A flexible evaluation criterion
Different systems may show different advantages under evaluation
criteria which may vary according to the desired application and re-
1System 2’s implementation has been slightly modified to allow
varying its operating point, hence its performance differs slightly
from the original submission.
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Fig. 3: The PSD-ROC curves and areas used for computation of the
PSD scores given on the first and second rows of Table 2.
lated user experience factors. Indeed, Table 2 shows that the average
scores, the score differences and the ranking of systems may change
under varying evaluation criteria. However, the significant reduc-
tion of scores observed when αST = 1 indicates that all the systems
suffer from unstable classification performance across classes. On
the other hand, System 1 has an advantage over System 3 in low FP
rate/eFPR settings, thus confirming what was observed in Figure 3.
Similarly, System 3 may have an advantage over System 2 for appli-
cations where the cross-triggers have a particular impact on UX, i.e.
αCT = 1, at high eFPR settings, as can be seen in Figure 3b.
PSDS params System 1 System 2 System 3
(αCT, αST, emax) = (0, 0, 100) 0.488 0.580 0.504
(αCT, αST, emax) = (1, 0, 100) 0.392 0.449 0.401
(αCT, αST, emax) = (0, 1, 100) 0.340 0.381 0.333
(αCT, αST, emax) = (0, 1, 50) 0.402 0.516 0.380
Table 2: The PSD scores under different evaluation settings. Best
score is in bold, second best is underlined. Bigger is better.
5. CONCLUSIONS
This paper presents a new evaluation framework for SED systems,
whose benefits are demonstrated by re-evaluating the baseline and
two of the top-ranking systems from DCASE 2019 Task 4, using the
new metric over the same task and data. Firstly, the new definition
of TPs and FPs is shown to remove a major limitation of collars be-
cause it uses intersection criteria rather than boundaries when match-
ing against ground truth, thus yielding performance measurements
which are more robust against labelling subjectivity. Secondly, the
proposed PSD-ROC curve and related PSD score provide more com-
prehensive insight than F1 scores into system performance, because
they span ranges of operating points rather than single system set-
tings, and factor in the FP rates per unit of time. Lastly, the proposed
method can be adapted to the varying needs of different applications
and different user experience requirements, by adjustment of evalu-
ation parameters. Insofar as evaluation metrics are essential to the
discovery of progress across successive generations of a technology
or across systems compared within public data challenges such as
DCASE, it is hoped that the PSDS metric presented in this paper
will contribute to steering SED research in useful directions.
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