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1 Introduction
Since about a century, the relation between quantum physics and gravitation is not fully
understood. Quantum theory is very successful in nonrelativistic physics where precise
mathematical results can be compared with experiments, somewhat less successful in
elementary particle physics where theory delivers only the first terms of a formal power
series, but up to now it also yields excellent agreement with experiments. General rela-
tivity, as the widely accepted theory of gravity, is excellently confirmed by astronomical
data and deviations can be explained by plausible assumptions (dark matter, dark en-
ergy). However, finding a consistent theory which combines both general relativity and
quantum physics is still an open problem.
First steps for investigating the relation between these two fundamental aspects of
nature are experiments with slow neutrons in the gravitational field of the earth. This
can be treated as a problem in quantum mechanics with the Newtonian gravitational
potential, and the experiments are in very good agreement with the theory. A more
ambitious problem are the fluctuations of the cosmological microwave background which
are explained by quantum fluctuations of the gravitational field in the inflationary era.
On the theoretical side, the last decades were dominated by attempts to unify general
relativity with quantum theory by rather radical new concepts, the best known being
string theory and loop quantum gravity. In this report, however, we will concentrate on
a much more modest goal to provide a consistent interpretation of existing experimental
data in the situation when gravitational forces are weak. In such circumstances one can
neglect the backreaction of quantum fields on the gravitational field.
In this overview article we present a formalism suitable for constructing models of
QFT’s on curved spacetimes. The leading principle is the emphasis on local properties.
It turns out that this requires a reformulation of the standard QFT framework which
also yields a new perspective for the theories on Minkowski space. The aim of the present
work is to provide an introduction into the framework, which should be accessible for
both mathematical physicists and mathematicians. Other recent reviews, which take a
different angle include [6, 54, 38]. In particular they discuss some important results not
covered here, such as quantum energy inequalities [36, 33, 35], Reeh-Schlieder property
[76], PCT and Spin-Statistic theorem [51, 80, 34]. For applications in the study of the
back-reaction problem and cosmology see for example [48, 49, 26, 25, 27] and a recent
book [50].
2
2 Lorentzian geometry
Before we formulate the axioms of quantum field theory on curved spacetimes, we need
to introduce some basic geometrical notions used in special and general relativity. Recall
that in special relativity space and time are described together with one object, called
Minkowski spacetime. In general relativity one extends this notion to a certain class of
manifolds. We will use the following definition:
Definition 2.1. A 4 dimensional spacetime M .= (M,g) is a smooth 4 dimensional
manifold (we assume it to be Hausdorff, paracompact, connected) with a smooth pseudo-
Riemannian metric g ∈ Γ(T ∗M ⊗ T ∗M), i.e. for every p ∈ M , gp is a symmetric non
degenerate bilinear form of Lorentz signature (we choose the convention (+,−,−,−)).
The metric g introduces the notion of causality. It is instructive to think of the causal
structure as a way to distinguish certain classes of smooth curves, which we call: timelike,
null, causal and spacelike.
Definition 2.2. Let γ : R ⊃ I → M be a smooth curve in Msuch that γ˙(t) 6= 0 ∀t ∈ I.
We say that γ is
• causal (timelike), if g(γ˙, γ˙) ≥ 0 (> 0),
• spacelike, if g(γ˙, γ˙) < 0,
• null, if g(γ˙, γ˙) = 0,
where γ˙ is the vector tangent to the curve.
A spacetime M is called orientable if there exists a differential form ω of maximal
degree, which does not vanish anywhere (a volume form). The spacetimes which we
considered are always assumed to posses such a volume form. We also assume that
our spacetimes are time orientable, i.e. there exists a smooth vector field v which is
everywhere timelike. The choice of such a vector field induces a time orientation.
A timelike or lightlike tangent vector ξ at some spacetime point x is called future
directed if
gx(ξ, v(x)) > 0 .
A causal curve is called future directed if all its tangent vectors are future directed. This
allows to introduce the future J+(x) of a point x as the set of points which can be reached
from x by a future directed causal curve:
J+(x) = {y ∈M |∃γ : x→ y future directed}
In an analogous way, one defines the past J− of a point. The future (past) of a subset
B ⊂M is defined by
J±(B) =
⋃
x∈B
J±(x) .
3
Note that future and past are in general not closed. Two subsets O1 and O2 in M are
called spacelike separated if they cannot be connected by a causal curve, i.e. if for all
x ∈ O1, J±(x) has empty intersection with O2. By O⊥ we denote the causal complement
of O, i.e. the largest open set in M which is spacelike separated from O.
Crucial for the following is the concept of global hyperbolicity.
Definition 2.3 (after [10]). A spacetime is called globally hyperbolic if it does not contain
closed causal curves and if for any two points x and y the set J+(x) ∩ J−(y) is compact.
Globally hyperbolic spacetimes have many nice properties:
• They have a Cauchy surface, i.e. a smooth spacelike hypersurface which is hit
exactly once by each nonextendible causal curve.
• They have even a foliation by Cauchy surfaces, and all Cauchy surfaces are dif-
feomorphic, i.e. globally hyperbolic spacetimes are diffeomorphic to Σ × R with
Cauchy surfaces Σ× {t}, t ∈ R.
• Normally hyperbolic linear partial differential equations, meaning those with prin-
cipal symbol σ of the metric type (i.e. σ(k) = −gµνkµkν) have a well posed Cauchy
problem. In particular they have unique retarded and advanced Green’s functions
(see the beginning of section 4.3 for precise definitions of these objects). We recall
that the principal symbol of a differential operator P =
∑
|α|≤k aα(x)D
α is defined
as σP (k) =
∑
|α|=k aα(x)k
α, where α ∈ Nn0 is a multiindex, i.e. α = (α1, . . . , αn),
αi ∈ N, |α| = α1 + . . . αn and Dα = ∂α1x1 . . . ∂αnxn .
Examples of spacetimes:
1. The standard example is Minkowski space
M = (R4, η)
with the metric
η = dx0dx0 − dx1dx1 − dx2dx2 − dx3dx3 .
Minkowski space is globally hyperbolic, and all spacelike hyperplanes are Cauchy
surfaces.
2. Another example is de Sitter space which can be realized as the hyperboloid
dS = {x ∈ R5, η(x, x) = −1}
in 5 dimensional Minkowski space. Also de Sitter space is globally hyperbolic, and
intersections of spacelike hyperplanes with the hyperoloid are Cauchy surfaces. A
convenient coordinatization is
(t,Ω) : dS→ R× S3
4
with t(x) = x0 and
Ω(x) =
x
|x| .
The induced metric from the Minkowski space assumes the form
g = (1 + t2)−1dt2 − (1 + t2)dΩ2 .
with the standard metric dΩ2 on the 3-sphere S3.
3. An important example is the Schwarzschild spacetime which describes the gravita-
tional field of a non rotating point mass. It can be described as the set
(2m,∞) × R× S2
with the metric (
1− 2m
r
)
dt2 −
(
1− 2m
r
)−1
dr2 − r2dΩ2
with the standard metric dΩ2 on the 2-sphere S2 and (r, t) ∈ (2m,∞)× R.
4. Schwarzschild spacetime is a special case of a static spacetime
M = R× Σ
with metric
g = a2dt2 − h
where a is a smooth positive function on Σ and h is a Riemannian metric on Σ.
Static spacetimes are globally hyperbolic if Σ equipped with the so called radiative
metric
hˆ =
1
a2
h
is a complete Riemannian space. In the case of Schwarzschild spacetime we observe
that the boundary at r = 2m (Schwarzschild horizon) is at finite distance with
respect to the metric h,
dh(2m, r) =
∫ r
2m
(
1− 2m
r′
)− 1
2
dr′ <∞ .
As a consequence, the horizon can be reached in finite proper time. But with
respect to the radiative metric hˆ, the distance is infinite:
dhˆ(2m, r) =
∫ r
2m
(
1− 2m
r′
)−1
dr′ =∞
Thus no causal curve reaches the horizon in finite Schwarzschild time t. This implies
that Schwarzschild spacetime is globally hyperbolic.
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5. Cosmological (Friedmann-Lemaitre-Robertson-Walker) spacetimes: these spacetimes
are models for the structure of the universe at large scales. They are characterized
by a distinguished timelike vector field which might be identified with the tangent
vectors of the world lines of galaxy clusters. Moreover, the spatial sections orthog-
onal to this vector field are maximally symmetric Riemannian spaces, i.e. their
symmetry group is a 6 dimensional Lie group. This corresponds to the observa-
tion of spatial isotropy and homogeneity and is often referred to as the Kopernican
principle. Cosmological spacetimes are of the form
M = I × Σ
where I is an open interval and Σ either the 3 sphere, euclidean 3 space or a unit
hyperboloid in 4 dimensional Minkowski space. The metric is
g = dt2 − a(t)2h
where h is the standard metric on Σ, and a is a smooth positive function on I.
Cosmological spacetimes are globally hyperbolic.
3 Surprises in QFT on curved backgrounds
Classical field theory, e.g. Maxwell’s theory of the electromagnetic field, can easily be
formulated on generic Lorentzian manifolds. The electromagnetic field strength is con-
sidered as a 2-form
F = Fµνdx
µ ∧ dxν
and Maxwell’s equation take the form
dF = 0
with the exterior differentiation d and
δF = j
where δ = ⋆−1d⋆ is the codifferential, and j is a conserved current. Let us now review the
mathematical structures relevant in this example. First, it is important that spacetime is
a smooth orientable manifold M and hence differential forms and exterior derivative are
well defined. Another structure used here is a nondegenerate metric g and an orientation.
These structures allow to define the Hodge dual as
⋆ : Ωk(M)→ Ωn−k(M), n = dimM
⋆F (X1, . . . ,Xn−k)dµg = F ∧ g#(X1) ∧ · · · g#(Xn−k)
where Ωk(M) is the space of k-forms on M , dµg is the volume form induced by g,
dµg(X1, . . . ,Xn) = |det (g(Xi,Xj)i,j=1,...,n) |
1
2 ,
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X1, . . . ,Xn is a positively oriented n-tuple of vector fields and the “musical” map g
# :
Γ(TM)→ Ω1(M) is defined by
g#(X)(Y ) = g(X,Y ) .
We have seen that the essential structures in classical theory can be relatively easily
generalized from the Minkowski spacetime to more general Lorentzian manifolds. The
standard formalism of QFT, however, relies heavily on Poincaré symmetry, which is
characteristic for Minkowski space. Note that in standard QFT:
• Particles are defined as irreducible representations of the (covering of the) Poincaré
group.
• There is a distinguished state, the vacuum, understood as the state with all particles
absent.
• The main physical observable is the S-matrix, describing the transition from in-
coming to outgoing particle configurations.
• Momentum space (as the dual of the subgroup of translations) plays an important
role for calculations.
• Transition to imaginary time (euclidean QFT) is often helpful in order to improve
convergence.
None of these features is present for QFT on generic Lorentzian spacetimes. First of
all, the group of spacetime symmetries of a generic spacetime is trivial. Accordingly, the
very concept of particles is no longer available and the idea of the vacuum as the state
with no particles becomes meaningless. Also, transition to imaginary times (and a corre-
sponding transition to a Riemannian space) is possible only in special cases. Moreover,
the Fourier transform is in general not defined, so calculations relying on momentum
space cannot be done. Finally, there is no unique definition of the Feynman propagator.
All these facts lead to some peculiarities of quantum field theory on generic spacetimes,
which include:
• “Particle creation”:
In free field theory, one might introduce a particle concept which is appropriate
for some spatial hypersurface. But comparison of the particle numbers on different
hypersurfaces yields particle creation (typically infinite changes).
• “Hawking radiation”:
In the analysis of a scalar field in the field of a collapsing star one finds that an
initial ground state (in the static situation before the collapse) evolves into a state
with thermal radiation after the collapse.
• “Unruh effect”:
Even on Minkowski space, for a uniformly accelerated observer, the vacuum gets
thermal properties.
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The most prominent feature of QFT on curved spacetime is the lack of a distinguished
vacuum state. There were numerous attempts to get around this problem. Here we want
to list some of them. One of the attempts was the concept of instantaneous vacuum states
(defined as ground states of the instantaneous Hamiltonian). This, however, turned
out to depend in a very singular way on the choice of the spatial surface. Adiabatic
vacuum states, originally introduced by Parker [67] and based on a WKB approximation,
are better behaved, but not unique. States of low energy (Olbermann [66]), defined
as ground states with respect to a time averaged Hamiltonian, are well behaved, but
depend on the averaging. Another idea was to consider states evolving from a vacuum
state in past asymptotically flat spacetimes ([25, 26, 27, 23, 28, 8]). Finally, there is
the Sorkin-Johnston state [56, 78, 1]: such a state can be uniquely constructed from the
geometrical data, but is in general too singular (Fewster-Verch [37]) for a definition of
relevant observables as e.g. the energy momentum tensor. A modified, “smoothed-out”
version of this construction was recently proposed in [14].
Typically, these proposed states can be defined only in special cases (free scalar field,
cosmological spacetimes). In view of these problems, we use the following strategy for
the formulation of QFT on curved spacetime:
1. Decouple local features (field equations, commutation relations) from nonlocal fea-
tures (correlations). This amounts to construct, in the first step, the algebra of ob-
servables as an abstract algebra and consider afterwards representations by Hilbert
space operators (“algebraic approach to QFT”). On Minkowski space this approach
is summarized by the Haag-Kastler axioms [46, 45].
2. Find a local version of the spectrum condition (“positivity of energy”) which is
the most important structural impact of the Hilbert space representation of QFT
on Minkowski space. This can be done with the use of the notion of the class of
Hadamard states. The idea that such a class, rather than a single vacuum state, is
the crucial structure in QFT on curved spacetime was proposed by Kay [59] and
Haag-Narnhofer-Stein [47].
4 Algebraic approach to QFT on curved spacetimes
4.1 Haag-Kastler axioms
One of the motivations for developing quantum field theory (on Minkowski space) was to
formulate a framework which allows to incorporate the basic principles of both quantum
mechanics and special relativity. At first sight it might seem that these two theories
operate with completely different and maybe even contradictory paradigms. In quantum
mechanics, which is the theory of the universe in small scales, one works with operators
on Hilbert spaces and interprets the theory using some notions from probability and
statistics. An important feature of quantum mechanics is the existence of correlations
and entanglement. In special relativity, on the other hand, the basic principle is that of
causality, which states that observations performed in spacelike separated regions cannot
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influence each other. In order to see how entanglement can coexist with causality, we
need to distinguish between the properties of observables and the properties of states.
We will see in this section that in algebraic quantum field theory the observables are
local, whereas the states can exhibit long range correlations.
The basic principle underlying the algebraic approach to QFT is locality. In this
context it is realized by identifying the algebras of observables that can be measured in
given bounded regions of spacetime. In other words we associate to each bounded O ⊂M
a C∗-algebra A(O). Note that the collection B of bounded subsets of M is a directed set,
i.e. it is equipped with a reflexive and transitive binary relation (in this case ⊆, such that
for each pair O1,O2 ∈ B, there exists O ∈ B, such that O1 ⊆ O and O2 ⊆ O. A function
from a directed set to some other set is called a net, so the assignment which we have just
defined is a net of C∗-algebras. Now let us come back to some physical considerations,
which imply further properties of the net {A(O)}O∈B. First, the association of algebras
to spacetime regions has to be compatible with a physical notion of subsystems. It
means that if we have a region O which lies inside O′ we want the corresponding algebra
A(O) to be contained inside A(O′), i.e. in a bigger region we have more observables.
This property can be formulated as the Isotony condition for the net {A(O)}O∈B of local
algebras associated to bounded regions of the spacetime. In the Haag-Kastler framework
one imposes some further, physically motivated, properties. We say that a net of algebras
satisfies the Haag-Kastler axioms if the following hold:
• Isotony. For O ⊂ O′ we have A(O) ⊂ A(O′).
• Locality (Einstein causality). Algebras associated to spacelike separated re-
gions commute: if O1 is spacelike separated from O2, then [A,B] = 0, ∀A ∈ A(O1),
B ∈ A(O2). This expresses the “independence” of physical systems associated
to regions O1 and O2. The quasilocal algebra is defined as the inductive limit
A(M)
.
=
⋃
O
A(O), and for any (possibly unbounded) region N ⊂ M the algebra
A(N) is the C*-subalgebra of A(M) generated by the algebras A(O) with O ⊂ N.
• Covariance. The Minkowski spacetime has a large group of isometries, namely
the connected component of the Poincaré group. We require that there exists a
family of isomorphisms αOL : A(O) → A(LO) for Poincaré transformations L, such
that for O1 ⊂ O2 the restriction of αO2L to A(O1) coincides with αO1L and such that
αLOL′ ◦ αOL = αOL′L.
• Time slice axiom: The solvability of the initial value problem can be formulated
as the requirement that the algebra A(N) of any causally convex neighborhood N of
some Cauchy surface Σ already coincides with A(M). This means in particular that
we only need to determine our observables in some small time interval (t0−ǫ, t0+ǫ)
to reconstruct the full algebra.
• Spectrum condition. This condition corresponds physically to the positivity of
energy. One assumes that there exists a compatible family of faithful represen-
tations πO of A(O) on a fixed Hilbert space (i.e. the restriction of πO2 to A(O1)
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coincides with πO1 for O1 ⊂ O2) such that translations are unitarily implemented,
i.e. there is a unitary representation U of the translation group satisfying
U(a)πO(A)U(a)
−1 = πO+a(αa(A)) , A ∈ A(O),
and such that the joint spectrum of the generators Pµ of translations e
iaP = U(a),
aP = aµPµ, is contained in the closed forward lightcone: σ(P ) ⊂ V +.
Remark 4.1. For this definition of Covariance, one doesn’t need to assume that B is
a directed set ({A(O)}O∈B doesn’t need to be a net), hence it is applicable for space-
times M much more general than Minkowski if we replace the connected component of
Poincaré group with the isometry group of M. If {A(O)}O∈B is indeed a net, one can
take an inductive limit and the family of isomorphisms αOL induces a representation α by
automorphisms αL, such that αL(A(O)) = A(LO).
4.2 Axioms of Locally Covariant Quantum Field Theory
We now want to generalize the framework introduced in section 4.1 to quantum theories
on generic spacetimes. To start with, we may think of a globally hyperbolic neighborhood
U of a spacetime point x in some spacetime M = (M,g). Moreover, we assume that
any causal curve in M with end points in U lies entirely in U . Then we require that
the structure of the algebra of observables A(U) associated to U should be completely
independent of the world outside. Let us formalize this idea. We call an embedding
χ : M → N of a globally hyperbolic spacetime M into another one N admissible if it is
an isometry, it preserves the metric, orientations, the causal structure. The property of
causality preserving is defined as follows: let χ : M→ N, for any causal curve γ : [a, b]→
N , if γ(a), γ(b) ∈ χ(M) then for all t ∈]a, b[ we have: γ(t) ∈ χ(M) . We also assume
that χ is such that the source manifold is topologically “simpler” than the target. The
precise definition depends on the concrete theory. In the examples studied in this review
it is sufficient to assume that the source manifold has H1(M) = H2(M) = 0. Different
theories can be sensitive to different features of a spacetime. The literature concerning
these topological aspects will be briefly reviewed in section 6.4.
We require that for each such admissible embedding there exists an injective homo-
morphism
αχ : A(M)→ A(N) (1)
of the corresponding algebras of observables assigned to them, moreover if χ1 : M → N
and χ2 : N → L are embeddings as above then we require the covariance relation
αχ2◦χ1 = αχ2 ◦ αχ1 . (2)
Such an assignment A of algebras to spacetimes and algebra-morphisms to embeddings
can be interpreted in the language of category theory as a covariant functor between two
categories: the category Loc of globally hyperbolic, oriented and time-oriented space-
times with admissible embeddings as arrows and the category Obs of unital C∗-algebras.
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Intuitively, a category consists of a class of objects and maps between them, called ar-
rows, satisfying certain axioms. For more details on categories and functors, see appendix
A.1. The requirement that A is a covariant functor already generalizes the Haag-Kastler
axioms of Isotony and Covariance (equation (2)). We say that a functor A : Loc→ Obs
is a locally covariant quantum field theory (LCQFT), if it satisfies two further properties:
• Einstein causality: let χi : Mi → M, i = 1, 2 be morphisms of Loc such that
χ1(M1) is causally disjoint from χ2(M2), then we require that:
[αχ1(A(M1)), αχ2(A(M2))] = {0} ,
• Time-slice axiom: let χ : N →M, if χ(N) contains a neighborhood of a Cauchy
surface Σ ⊂M , then αχ is an isomorphism.
The Einstein causality requirement reflects the commutativity of observables lo-
calized in spacelike separated regions. From the point of view of category theory, this
property is encoded in the tensor structure of the functor A. In order to make this state-
ment precise, we need to equip our categories Loc and Obs with tensor structures (for
a precise definition of a tensor category, see A.1).
The category of globally hyperbolic manifolds Loc can be extended to a monoidal
category Loc⊗, if we extend the class of objects with finite disjoint unions of elements
of Obj(Loc),
M = M1 ⊔ . . . ⊔Mk ,
where Mi ∈ Obj(Loc). Morphisms of Loc⊗ are isometric embeddings, preserving orien-
tations and causality. More precisely, they are maps χ : M1 ⊔ . . . ⊔Mk → M such that
each component satisfies the requirements for a morphism of Loc and additionally all
images are spacelike to each other, i.e., χ(Mi) ⊥ χ(Mj), for i 6= j. Loc⊗ has the disjoint
union as a tensor product, and the empty set as unit object. It is a monoidal category
and, using the results of [57], it is tensor equivalent to a strict monoidal category, which
we will denote by the same symbol Loc⊗.
On the level of C*-algebras the choice of a tensor structure is less obvious, since,
in general, the algebraic tensor product A1 ⊙ A2 of two C∗-algebras can be completed
to a C∗-algebra with respect to many non-equivalent tensor norms. The choice of an
appropriate norm has to be based on some further physical indications. This problem
was discussed in [17], where it is shown that a physically justified tensor norm is the
minimal C∗-norm ‖.‖min defined by
‖A‖min .= sup{‖(π1 ⊗ π2)(A)‖B(H1⊗H2)} , A ∈ A1 ⊗ A2 ,
where π1 and π2 run through all representations of A1 and of A2 on Hilbert spaces H1,
H2 respectively. B denotes the algebra of bounded operators. If we choose π1 and π2
to be faithful, then the supremum is achieved, i.e. ‖A‖min = ‖(π1 ⊗ π2)(A)‖B(H1⊗H2).
The completion of the algebraic tensor product A1 ⊙ A2 with respect to the minimal
norm ‖A‖min is denoted by A1 ⊗
min
A2. It was shown in [17] that, under some technical
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assumptions, a functor A : Loc → Obs satisfies the axiom of Einstein causality if and
only if it can be extended to a tensor functor A⊗ : Loc⊗ → Obs⊗, which means that
A⊗ (M1 ⊔M2) = A⊗(M1)⊗min A⊗(M2) , (3)
A⊗(χ⊗ χ′) = A⊗(χ)⊗ A⊗(χ′) , (4)
A⊗(∅) = C . (5)
Let us now turn to the time slice axiom. We can use it to describe the evolution
between different Cauchy surfaces. As a first step we associate to each Cauchy surface
Σ the inverse limit
A(Σ) =
←
lim
N⊃Σ
A(N) . (6)
Let us denote by ιMN the inclusion of a causally convex subset N in M and by αMN
.
=
AιMN, the corresponding morphism in hom(Obs). Elements of the inverse limit (6) are
sequences A = (AN)LA⊃N⊃Σ with αKN(AN) = AK, K ⊂ LA, with the equivalence relation
A ∼ B if ∃ L ⊂ LA ∩ LB such that AN = BN for all N ⊂ L . (7)
The algebra A(Σ) can be embedded into A(M) by
αMΣ(A) = αMN(AN) for some (and hence all) Σ ⊂ N ⊂ LA . (8)
The concrete realization of αMΣ for the example of the scalar field is given at the end of
section 4.3. If we now adopt the time slice axiom, we find that each homomorphism αMN
is an isomorphism. Hence αMΣ is also an isomorphism, and we obtain the propagator
between two Cauchy surfaces Σ1 and Σ2 by
αMΣ1Σ2 = α
−1
MΣ1
◦ αMΣ2 . (9)
This construction resembles constructions in topological field theory for the description
of cobordisms, but in the latter case, one associates (finite dimensional) Hilbert spaces
to components of the boundary and maps between these Hilbert spaces to the spacetime
itself. In the present formulation one avoids the problems related to generalizing the
topological field theory construction to the case of infinite dimensional Hilbert spaces.
This is because we don’t work on the level of concrete Hilbert spaces, but rather on the
level of abstract C∗-algebras.
In the Haag-Kastler framework on Minkowski space an essential ingredient was trans-
lation symmetry. This symmetry allowed the comparison of observables in different re-
gions of spacetime and was (besides locality) a crucial input for the analysis of scattering
states. In the general covariant framework sketched above no comparable structure is
available. Instead one may use fields which are subject to a suitable covariance condi-
tion, termed locally covariant fields. A locally covariant field is a family ϕM of fields on
spacetimes M such that for every embedding χ ∈ hom(Loc), χ : M→ N as above
αχ(ϕM(x)) = ϕN(χ(x)) . (10)
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If we consider fields as distributions with values in the algebras of observables, a field
ϕ may be considered as a natural transformation from the functor D of test function
spaces to the functor A of field theory. The functor D associates to every spacetime M
its space of compactly supported C∞-functions,
D(M) = C∞c (M,R) , (11)
and to every embedding χ : M → N of spacetimes the pushforward of test functions
f ∈ D(M)
Dχ ≡ χ∗ , χ∗f(x) =
{
f(χ−1(x)) , x ∈ χ(M)
0 , else
. (12)
D is a covariant functor. Its target category is the category of locally convex topological
vector spaces Vec which contains also the category of topological algebras which is the
target category for A. A natural transformation ϕ : D → A between covariant functors
with the same source and target categories is a family of morphisms ϕM : D(M)→ A(M),
M ∈ Obj(Loc) such that
Aχ ◦ ϕM = ϕN ◦Dχ (13)
with Aχ = αχ. We denote the space of locally covariant quantum fields by Fq.
4.3 Example: Weyl algebra of a free scalar field
Let us consider an example of a locally covariant quantum field theory satisfying the
axioms introduced above. It was proven by Dimock in [29] that the construction of
the Weyl algebra of a free scalar field can be performed on generic globally hyperbolic
spacetimes. In [20] it was proven, that the assignment of such Weyl algebras to spacetimes
defines a functor which is a LCQFT. Here we recall briefly this argument. Let M =
(M,g) ∈ Obj(Loc) and let E(M) .= C∞(M,R). The Klein-Gordon operator is given by
g +m
2 ,
with the d’Alembertian
g = δd = |det g|−
1
2∂µ(g
−1)µν |det g| 12 ∂ν
in local coordinates and with the mass m. Let P
.
= −(g + m2). From the global
hyperbolicity and the fact that P is normally hyperbolic follows that the Cauchy problem
for the equation
Pϕ = 0 , ϕ ∈ E(M)
is well posed and, as shown in [3], there exist retarded and advanced Green’s operators,
i.e. linear operators ∆R/A : D(M) → E(M) (here D(M) .= C∞c (M,R) is the space of
compactly supported configurations) uniquely characterized by the conditions
P ◦∆R/A = ∆R/A ◦ P = idD(M)
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and the support condition
supp ∆R/Af ⊂ J±(supp f)
with the future (past ) J± of a subset of spacetime.
Example 4.2. We can illustrate the general properties of propagators on globally hyper-
bolic spactimes with two instructive examples.
1. On Minkowski space
M = (R4, η)
with the metric
η = dx0dx0 − dx1dx1 − dx2dx2 − dx3dx3 .
the wave equation (massless Klein-Gordon equation) has the propagators
(∆R/Af)(x) =
1
4π
∫
f(x0 ∓ |x− y|,y)
|x− y| d
3y .
2. On a globally hyperbolic static spacetime
(R× Σ, g = a2(dt2 − hˆ)),
we have
g−1 =
1
a2
(∂t ⊗ ∂t − hˆ−1)
and
dµg = a
4dt ∧ dµhˆ ,
hence the d’Alembertian takes the following form:
g =
1
a
(∂2t −K)
1
a
with
K = a
(
|det g|− 12 ∂j(hˆ−1)jk|det g|
1
2 a−2∂k
)
a
K is a positive selfadjoint operator on the Hilbert space L2(Σ,
√|detg|) and is essen-
tially selfadjoint on C∞c (Σ,R) ([21, 58, 14]). This allows to write the propagators
in terms of the spectral resolution of K: Let ft := f(t, ·) for f ∈ C∞(Σ × R,R).
Then
(∆Rf)t =
∫ t
−∞
sin
√
K(t− s)√
K
fsds .
This formula can be checked easily by differentiating twice with respect to the time
variable:
∂
∂t
(∆Rf)t =
∫ t
−∞
cos
√
K(t− s)fsds
∂2
∂t2
(∆Rf)t = ft −K(∆Rf)t .
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The difference
∆ = ∆R −∆A
(often called the causal propagator, and later named the commutator function) has the
properties:
1. For every f ∈ D(M), ∆f is a solution of the Klein-Gordon equation, and supp ∆f∩
Σ is compact for every Cauchy surface Σ (we say that ∆f has spacelike compact
support).
2. Every smooth solution of the Klein-Gordon equation with spacelike compact sup-
port is of the form ∆f for some f ∈ D(M).
3. The bilinear form on D(M)
σ(f, h) =
∫
f(∆h)dµg , (14)
is antisymmetric, and σ(f, h) = 0 for all h ∈ D(M) if and only if f = Pf ′ for some
f ′ with compact support. Here dµg is the metric-induced volume form on M .
To prove the second property, let ϕ be a solution, χ ∈ C∞(M,R), and Σ1,Σ2 be Cauchy
surfaces such that Σ1 ∩ J+(Σ2) = ∅. Assume χ(x) = 0 for x ∈ J−(Σ1) and χ(x) = 1 for
x ∈ J+(Σ2). Then Pχϕ = 0 outside Σ1,Σ2 (χ =const. there) which implies Pχϕ has
compact support and we can set f = Pχϕ. Hence,
∆f = ∆Pχϕ = ∆RPχϕ+∆AP (1− χ)ϕ = ϕ.
We can come back now to the construction of the Weyl algebra of the free scalar field.
We denote the range ∆D(M) by R, i.e.
R = {ϕ ∈ C∞(M), Pϕ = 0 s.t. initial data have compact support}
The bilinear form (14) induces a symplectinc form on R given by
σ(ϕ1, ϕ2) =
∫
f(∆h)dµg ,
where ϕ1 ≡ ∆f and ϕ2 ≡ ∆h. Equivalently (see [3] for details) this can be written as
σ(ϕ1, ϕ2) =
∫
Σ
(ϕ1(∂nϕ2)− (∂nϕ1)ϕ2)dvolΣ,
where ∂n is the normal derivative on Σ (∂nϕ1 = n
µ∂µϕ1, n
µξµ = 0 for ξ ∈ TΣ, nµnµ = 1).
It can be shown [29] that (R, σ) is a symplectic space. There are also other equivalent
characterizations of (R, σ) that are closer to the canonical formalism of classical mechan-
ics.
First, we express the symplectic form σ in terms of the Cauchy data. Recall that on
a globally hyperbolic space-time, each solution of the Klein-Gordon equation is charac-
terized by its Cauchy data on a Cauchy surface Σ. Let ιMΣ be the embedding of Σ in M.
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The one to one correspondence between solutions and Cauchy data means that for every
pair (φ1, φ2), where φ1 ∈ C∞c (Σ,R) and φ2 is a compactly supported density on Σ, there
exists the unique ϕ ∈ E(M) such that Pϕ = 0 and (φ1, φ2) = (ι∗MΣϕ, ι∗MΣ(∗dϕ)). We
denote the space of compactly supported densities (i.e. compactly supported sections of
the determinant bundle) by C∞dc(Σ,R). This way we obtain the space
L2 = {(φ1, φ2) ∈ C∞c (Σ,R)× C∞dc(Σ,R)}
with the symplectic form
σ2((φ1, φ2), (ψ1, ψ2)) =
∫
Σ
(φ1ψ2 − φ2ψ1).
This characterisation is more in line with classical mechanics, since C∞c (Σ) × C∞dc(Σ,R)
plays a role of the classical phase space.
Let us come back to the quantization of the free scalar field. We can associate to
(R, σ) its Weyl-algebra W(R, σ), which is generated by a family of unitary elements
W(f), ∆f ∈ R, satisfying the Weyl relations,
W(f)W(h) = e−iσ(f,h)/2W(f + h) . (15)
Setting A(M,g) = W(R(M,g), σ(M,g)), we obtain a covariant functor satisfying the
LCQFT axioms. Details of the proof can be found in [20]. We can now give an ex-
plicit formula for the map αMΣ defined abstractly by (8). The Weyl algebra associated
to a Cauchy surface Σ is given by the Weyl quantization of (L2, σ2), with generators
W˜(f1, f2), so we have
αMΣ(W˜(f1, f2)) = W(f) ,
where ∆f is the solution with the Cauchy data (f1, f2).
4.4 Example: recovering the Haag-Kastler axioms
To end this section we will show that using the general framework of LCQFT one recovers
the Haag-Kastler axioms for a net of algebras on a fixed spacetime M. To do this, we
restrict the category of spacetimes to subregions of a given spacetime and the arrows to
inclusions. In this way we obtain the Haag-Kastler net of local algebras on a globally
hyperbolic spacetime as introduced by Dimock [29]. In case the spacetime has nontrivial
isometries, we obtain additional embeddings, and the covariance condition above provides
a representation of the group of orientation preserving isometries by automorphisms of
the Haag-Kastler net (precosheaf of algebras).
Let K(M) be the family of relatively compact, causally convex subsets of M. We
have K(M) ∋ O = (O, gO), where O ⊂ M and gO is the restriction of the metric g
to O. We define a net of algebras O 7→ A(O) by setting: A(O) .= αMO(A(O, gO)),
where αMO
.
= AιMO. We denote by A the minimal C
∗-algebra generated by all A(O),
O ∈ K(M). Now we prove how the covariance in the sense of Haag-Kastler axioms arises
in the framework of LCQFT.
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Let Iso(M) be the group of isometries of M. For each κ ∈ Iso(M) we have a ∗-
homomorphism Aκ : A(M) → A(M). Note that κ induces also a map κ˜ : O → κ(O),
x 7→ κ(x) and hence a ∗-homomorphism Aκ˜ : A(O) → A(κ(O)). A short calculation
shows that
Aκ(A(O)) = (Aκ ◦ αMO)(A(O) = A(κ ◦ ιMO)(A(O)) =
= A(ιMκ(O) ◦ κ˜)(A(O)) = αMκ(O) ◦ Aκ˜(A(O)) =
= αMκ(O)(A(κ(O))) = A(κ(O)) ,
where we used the properties of κ˜ and covariance of A. The above calculation shows
that we obtain a representation α˜κ of Iso(M) by ∗-homomorphisms of A by setting
α˜κ
.
= Aκ ↾A.
5 Constructing models
Models in QFT and also in LCQFT can be constructed in many different ways. Here we
use the approach which is close to our classical intuition, where we start with a classical
field theory and then quantize it using a certain deformation of the pointwise product.
5.1 Classical theory
5.1.1 Generalized Lagrangian formalism
For simplicity, let us first consider a scalar field theory. On a given spacetime M = (M,g)
the possible field configurations are the smooth functions on M. If we embed a spacetime
M into another spacetime N, the field configurations on N can be pulled back to M, and
we obtain a functor E from Loc to the category Vec of locally convex vector spaces
E(M) = C∞(M,R) , Eχ = χ∗ (16)
with the pullback χ∗ϕ = ϕ ◦ χ for ϕ ∈ C∞(M,R). Note that E is contravariant (i.e.
it reverses the direction of the arrows), whereas the functor D of test function spaces
is covariant. The space E(M) is obviously a vector space, but more generally it can
also be a non-trivial infinite dimensional manifold modeled on D(M) (see [63, 62, 65] for
more details on infinite dimensional manifolds). Let us define the neighborhood basis
U + ϕ, where ϕ ∈ E(M) and U is an open neighborhood of 0 in D(M), equipped with
its standard inductive limit topology. The topology induced on E(M) by this basis is
denoted by τW . We can now define the atlas
{(D(M) + ϕ, κϕ)|ϕ ∈ E(M)} ,
where coordinate charts κϕ : ϕ + D(M) → D(M) are defined by κϕ(ϕ + ~ϕ) = ~ϕ. The
coordinate change is given by κϕ2 ◦ κ−1ϕ1 (~ϕ1) = ~ϕ1 + (ϕ1 − ϕ2), where two charts overlap
only if ϕ1 − ϕ2 ∈ D(M). This defines on E(M) a smooth affine manifold structure,
in the sense of [63]. Note, however, that E(M) equipped with τW is not a topological
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vector space (addition is not continuous). A similar construction can be applied also
to situations in which the configuration space is not a vector space to start with, but
still can be made into an infinite dimensional affine manifold (for example the space of
all Lorentzian metrics, the space of gauge connections). The tangent space to E(M) is
TE(M) = E(M)×D(M) and the cotangent space is T ∗E(M) = E(M)×D′(M). Following
[19], we can endow TE(M) with a flat connection. Namely, vector fields are just smooth
functions X : E(M) → D(M), and the covariant derivative of a vector field X along
another vector field Y is defined by
DYX(ϕ)
.
=
d
dλ
∣∣∣
λ=0
X(ϕ + λY (ϕ)) .
The curvature of D is 0, which will be important later on.
The classical observables are real valued functions on E(M), i.e. (not necessarily
linear) functionals. An important property of a functional is its spacetime support. It
is defined as a generalization of the distributional support, namely as the set of points
x ∈M such that F depends on the field configuration in any neighbourhood of x.
supp F
.
= {x ∈M |∀ neighborhoods U of x ∃ϕ,ψ ∈ E(M), supp ψ ⊂ U , (17)
such that F (ϕ+ ψ) 6= F (ϕ)} .
Here we will discuss only compactly supported functionals. If the configuration space
E(M) is not a vector space but rather an infinite dimensional manifold (which will be
the case in section 6), we replace the above definition with a bit more refined one, which
uses the notion of the relative support. Let f1, f2 be arbitrary functions between two
topological spaces X and Y , then
rel supp(f1, f2)
.
= {x ∈ X|f1(x) 6= f2(x)} .
Now we can provide a more general definition of the spacetime support of a functional
on E(M):
supp F
.
= {x ∈M |∀ neighbourhoods U of x ∃ϕ1, ϕ2 ∈ E(M), (18)
rel supp(ϕ1, ϕ2) ⊂ U , such that F (ϕ1) 6= F (ϕ2)} .
Next we want to select a class of functionals which are sufficiently regular such that
all mathematical operations we want to perform are meaningful and which, on the other
hand, is large enough to cover the interesting cases. One class one may consider is the
class Freg(M) of regular polynomials defined as finite sums of functionals of the form
F (ϕ) =
∫
fn(x1, . . . , xn)ϕ(x1) . . . ϕ(xn)dµg(x1) . . . dµg(xn) , (19)
where fn ∈ C∞c (Mn,R) and dµg is the volume form on M induced by the metric g.
Another important class, denoted by Floc(M), consists of the local functionals, i.e. func-
tionals of the form
F (ϕ) =
∫
M
f(jk(ϕ)) , (20)
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where f is a density-valued function on the jet bundle and jkx(ϕ)
.
= (x, ϕ(x), ..., ϕβ (x))
with β ∈ N40 , |β| ≤ k is the k-th jet of ϕ at x ∈M . Note that the only regular polynomials
in this class are the linear functionals, for example F (ϕ) =
∫
f(x)ϕ(x)dµg(x). Let F(M)
denote the algebraic completion of Floc(M) under the pointwise product
(F ·G)(ϕ) .= F (ϕ) ·G(ϕ) . (21)
We call elements of F(M) multilocal functionals. For later purposes (in particular for
the quantization) we will need an even more general class of functionals than F(M).
It turns out to be convenient to characterize this class of functionals in terms of their
functional derivatives. The nth functional derivative F (n) of a functional F is a com-
pactly supported distributional density in n variables, symmetrical under permutations
of arguments, determined by
〈F (n)(ϕ), ψ⊗n〉 = d
n
dλn
F (ϕ+ λψ)|λ=0 .
For a more precise definition and its relation to the smooth structure introduced by the
topology τW , see appendix A.2.
We already have all the kinematical structures we need. Now in order to specify a
concrete physical model we need to introduce the dynamics. This can be done by means
of a generalized Lagrangian . As the name suggests the idea is motivated by Lagrangian
mechanics. Indeed, we can think of this formalism as a way to make precise the variational
calculus in field theory. Note that since our spacetimes are globally hyperbolic, they
are never compact. Moreover we cannot restrict ourselves to compactly supported field
configurations, since the nontrivial solutions of globally hyperbolic equations don’t belong
to this class. Therefore we cannot identify the action with a functional on E(M) obtained
by integrating the Lagrangian density over the whole manifold. A standard solution
to this problem is to integrate the Lagrangian density only over a compact region of
spacetime (for example over a time-slice, ifM has a compact Cauchy surface) and consider
variations which vanish on the boundary of this compact region. This approach works
for the classical theory, but in the process of quantization some spurious divergences
appear. To avoid this problem, we follow [15] and define a Lagrangian L as a natural
transformation between the functor of test function spaces D and the functor Floc such
that it satisfies supp(LM(f)) ⊆ supp(f) and the additivity rule
LM(f + g + h) = LM(f + g)− LM(g) + LM(g + h) ,
for f, g, h ∈ D(M) and supp f ∩ supp h = ∅. We do not require linearity since in
quantum field theory the renormalization flow does not preserve the linear structure; it
respects, however, the additivity rule (see [15]).
The action S(L) is now defined as an equivalence class of Lagrangians [15], where
two Lagrangians L1, L2 are called equivalent L1 ∼ L2 if
supp(L1,M − L2,M)(f) ⊂ supp df , (22)
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for all spacetimes M and all f ∈ D(M). This equivalence relation allows us to identify
Lagrangians differing by a total divergence. For the free scalar field the generalized
Lagrangian is given by
LM(f)(ϕ) =
1
2
∫
M
(∇µϕ∇µϕ−m2ϕ2)fdµ , (23)
where ∇ is the covariant derivative corresponding to g and m is the mass. The equations
of motion are to be understood in the sense of [15]. Concretely, the Euler-Lagrange
derivative of S is a natural transformation S′ : E→ D′ defined as〈
S′M(ϕ), h
〉
=
〈
LM(f)
(1)(ϕ), h
〉
, (24)
for f ≡ 1 on supph. Note that for a fixed M we have S′
M
∈ Γ(T ∗E(M)). The field
equation is now the condition that
S′M(ϕ) = 0 , (25)
so the space of solutions to this equation, denoted by ES(M), is just the 0 locus of the
1-form S′
M
. For the free scalar field we have (compare with section (4.3)):
S′M(ϕ) = Pϕ = −(g +m2)ϕ .
We are now interested in characterizing the space FS(M) of multilocal functionals on
ES(M). In the first step we can write it as the quotient
FS(M) = F(M)/F0(M) ,
where F0(M) is the ideal in F(M) consisting of multilocal funcionals that vanish on
ES(M).
In the next step we want to find a homological characterization of the quotient above.
Note that if X ∈ Γ(TE(M)) is a smooth vector field, then the functional 〈S′
M
,X
〉
,
obtained by contracting this vector field with the one-form S′M , obviously vanishes on
ES(M). For this functional to be an element of F(M), we need some further regularity
conditions on X. Let V(M) ⊂ Γ(TE(M)) denote the space of vector fields which are
also derivations of F(M). We call such vector fields multilocal and we observe that〈
S′
M
,X
〉 ∈ F0(M), if X is multilocal. Let us define a map δS : V(M)→ F(M) by
δS
.
= − 〈S′M, .〉 .
The choice of sign is just a convention. Clearly, δS(V(M)) ⊂ F0(M). In general the
opposite inclusion can hold only locally, since the structure of the global solution space
of nonlinear PDE’s can be veryt complicated. Since our ultimate goal is the quantum
theory, we will avoid these complications by defining, from now on, F0(M) as δS(V(M)).
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Under this identification, the space of functionals on the classical phase space is
characterized as the 0-th homology of the following complex:
. . . → Λ2FV(M)
δS−→ V(M) δS−→ F(M) → 0
2 1 0
, (26)
where δS is extended to the algebra ΛFV(M) of multilocal multi vector fields on E(M) by
requiring the graded Leibniz rule, acting from the right, with respect to the wedge product
∧ of ΛFV(M). The space ΛFV(M) can be interpreted in terms of graded geometry. It
is understood as Oml(T
∗[1]E(M)), the algebra of multilocal functionals on T ∗[1]E(M),
the odd cotangent bundle of E(M). The term “odd” refers to the fact that the degree of
the fiber is shifted by one with respect to the degree of the base (in this case the base
is purely even, so the degree on the fiber, indicated in the square bracket, is +1). For a
more general configuration space, that is E(M) = Γ(E → M) with some vector bundle
E over M , we have T ∗[1]E(M) = E(M)⊕E∗(M)[1], where E∗(M) .= Γ(E∗ →M) and E∗
is the dual bundle of E. Note that E∗(M) can be embedded into Γ′c(E → M) ≡ E′c(M)
using the paring defined as the integration with the volume form dµg on M .
The precise meaning of Oml is given in Ref. [72] and appendix A of Ref. 37. Broadly
speaking, for a vector bundle E1 over M , Oml(Γ(E1 →M)[1]) is a subspace of
∞∏
n=0
Γ′((E1)⊠n →Mn) ,
consisting of sections satisfying appropriate WF set and symmetry properties. Here ⊠
denotes the exterior tensor product of vector bundles.
It is interesting to analyze the graded differential algebra (ΛFV(M), δS) in more
details and in particular to compute the higher cohomologies. Note that the kernel of δS
in degree 1 consists of vector fields in V(M) which satisfy〈
S′M,X
〉 ≡ 0 . (27)
We can interpret it as a condition that the directional derivative of the action SM along
the vector field X vanishes, i.e. the elements of ker δS in degree 1 characterize the
directions of constant SM . This motivates the name local symmetries for vector fields
in V(M) which satisfy (27). Among all the local symmetries there are in particular
those which are in the image of δS , i.e elements of δS(Λ
2
FV(M)). Consider an example
X ∧ Y ∈ Λ2FV(M), where X,Y ∈ V(M). In this case
δS(X ∧ Y ) = −(δSX)Y + (δSY )X =
〈
S′M,X
〉
Y − 〈S′M, Y 〉X .
Such symmetries are called trivial, since they vanish on ES(M) (as S
′
M
vanishes on
ES(M)). It follows that H1(ΛFV(M), δS) is the space of local symmetries, modulo the
trivial ones. If this homology vanishes, we say that the given theory possess no non-trivial
local symmetries. This would be the case for the scalar field, but not for gauge theories.
In fact, H1(ΛFV(M), δS) is related to the hyperbolicity of linearised equations of motion
[41], the latter are induced by the second variational derivative of the action.
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We come back to the discussion of the real scalar field. Note that the second varia-
tional derivative of the action induces a 2-form on D(M) . We define it in the following
way: 〈
S′′M(ϕ), h1 ⊗ h2
〉 .
=
〈
L
(2)
M
(f)(ϕ), h1 ⊗ h2
〉
,
where f ≡ 1 on the supports of h1 and h2. This defines S′′M as a 2-form on E(M) (seen as
a manifold equipped with the smooth structure induced by τW ) and S
′′
M
(ϕ) induces an
operator from D(M) to D′(M). Actually, since LM(f) is local, the second derivative has
support on the diagonal, so S′′
M
(ϕ) can be evaluated on smooth functions h1, h2, where
only one of them is required to be compactly supported, so we obtain an operator (the
so called linearized Euler-Lagrange operator) Pϕ : E(M)→ D′(M).
We assume that, for all ϕ, Pϕ maps in fact to E(M) ⊂ D′(M) and that Pϕ : E(M)→
E(M) is a normally hyperbolic differential operator. We denote the retarded and ad-
vanced Green functions corresponding to this differential operator by ∆RS (ϕ) and ∆
A
S (ϕ),
respectively.
5.1.2 Poisson structure
In order to equip FS(M) with a Poisson bracket we rely on a method originally introduced
by Peierls and consider the influence of adding a term to the action. Let F ∈ Floc(M) be
a local functional. We are interested in the flow (Φλ) on E(M) which deforms solutions
of the original field equation S′
M
(ϕ) = β with a given source term β to those of the
perturbed equation S′
M
(ϕ) + λF (1)(ϕ) = β. Let Φ0(ϕ) = ϕ and
d
dλ
(
S′M(Φλ(ϕ)) + λF
(1)(Φλ(ϕ))
)∣∣∣
λ=0
= 0 . (28)
It follows that the vector field ϕ 7→ X(ϕ) = ddλΦλ(ϕ)|λ=0 satisfies the equation〈
S′′M(ϕ),X(ϕ) ⊗ ·
〉
+
〈
F (1)(ϕ), ·
〉
= 0 . (29)
Equation (29) can be written in a different notation as
PϕX(ϕ) + F
(1)(ϕ) = 0 .
We have two distinguished solutions for X,
XR,A(ϕ) = −∆R,AS (ϕ)F (1)(ϕ) . (30)
Let ∆S(ϕ) = ∆
R
S (ϕ) − ∆AS (ϕ) be the causal propagator. We introduce on Floc(M) a
product (the Peierls bracket)
{F,G}S(ϕ) = 〈F (1)(ϕ),∆S(ϕ)G(1)(ϕ)〉 . (31)
The Peierls bracket satisfies the conditions of a Poisson bracket, in particular the
Jacobi identity. Note that if one of the entries of (31) is in the ideal F0(M), also the
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bracket is in the ideal, hence the Peierls bracket induces a Poisson bracket on the quotient
algebra FS(M). Unfortunately F(M) is not closed under the Poisson bracket, so in order
to obtain a Poisson algebra, one needs more singular functionals than the multilocal ones.
Such a class of functionals arises naturally in the quantization, so we will postpone the
problem of extending F(M) to a space closed under {., .}S to section 5.3.
5.1.3 Example: Symplectic space of observables for the scalar field
In this section we compare the abstract construction of the algebra of observables for the
scalar field with other more familiar approaches, including the construction presented in
section 4.3. Let M be a globally hyperbolic spacetime with a compact Cauchy surface.
We restrict our attention to the vector space Flin(M) consisting of functionals of the form
Ff (ϕ)
.
=
∫
M
ϕ(x)f(x)dµg(x) , (32)
where f ∈ D(M) and dµg is the invariant volume form onM = (M,g). Among such func-
tionals we can distinguish those which vanish on the solution space ES(M), i.e. belong to
the intersection of Flin(M) with F0(M) ∼= δS(V(M)). It is easy to see that they have to
be of the form (32) with f = Ph for h ∈ D(M), where P is the Klein-Gordon operator.
Let us denote the space of such functionals by F0
lin
(M) and the quotient Flin(M)/F
0
lin
(M)
by FS
lin
(M). The Peierls bracket induces on FS
lin
(M) a symplectic structure. By the ar-
gument above, FS
lin
(M) is isomorphic to the space of test functions modulo the image of
the Klein-Gordon operator
FSlin(M)
∼= D(M)/PD(M)
and it follows that the symplectic vector spaces (FS
lin
(M), {., .}S ) and (R, σ) introduced
in 4.3 are isomorphic, since
{Ff , Fh}S =
∫
f(x)∆S(x, y)h(y)dµg(x)dµg(y) = σ(f, h) .
5.1.4 Example: Canonical Poisson bracket of the interacting theory
Let us now compare the Peierls bracket with the canonical Poisson bracket. In standard
cases these two coincide. We illustrate this fact by considering the Lagrangian
LM(f)(ϕ) =
∫
M
(
1
2
∇µϕ∇µϕ− m
2
2
ϕ2 − λ
4!
ϕ4
)
fdµg .
Then S′
M
(ϕ) = − ((+m2)ϕ+ λ3!ϕ3) and S′′M(ϕ) is the linear operator
−
(
+m2 +
λ
2
ϕ2
)
(33)
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(the last term is to be understood as a multiplication operator). The Peierls bracket is
{Φ(x),Φ(y)}S = ∆S(Φ)(x, y) , (34)
where Φ(x), Φ(y) are evaluation functionals on E(M) (i.e Φ(x)(ϕ)
.
= ϕ(x)) and x 7→
∆S(ϕ)(x, y) is a solution (at ϕ) of the linearized equation of motion with the initial
conditions
∆S(ϕ)(y
0,x; y) = 0 ,
∂
∂x0
∆S(ϕ)(y
0,x; y) = δ(x,y) . (35)
This coincides with the Poisson bracket in the canonical formalism. Namely, let ϕ be a
solution of the field equation. Then
0 =
{
(+m2)Φ(x) +
λ
3!
Φ3(x),Φ(y)
}
can
(ϕ) = (+m2 +
λ
2
Φ(x)2)
{
Φ(x),Φ(y)
}
can
(ϕ)
(36)
hence the canonical Poisson bracket satisfies the linearized field equation with the same
initial conditions as the Peierls bracket. Therefore the two brackets coincide.
5.2 Deformation quantization of free field theories
Let us assume that ∆S doesn’t depend on ϕ, i.e. S is at most quadratic. Starting from
the algebra F(M) equipped with the Poisson bracket {., .}S we set out to construct an
associative product ⋆ on F(M)[[~]] such that for ~→ 0
F ⋆ G→ F ·G (37)
and
[F,G]⋆/i~→ {F,G}S . (38)
Such construction is called formal deformation quantization. For the Poisson algebra of
functions on a finite dimensional Poisson manifold, the formal deformation quantization
exists due to a theorem of Kontsevich [61]. In field theory the formulas of Kontsevich lead
to ill defined terms, and a general solution of the problem is not known. Nevertheless, in
case the action is quadratic in the fields, the ⋆-product can be explicitly defined by
(F ⋆ G)(ϕ)
.
=
∞∑
n=0
~
n
n!
〈
F (n)(ϕ),
(
i
2∆S
)⊗n
G(n)(ϕ)
〉
, (39)
which can be formally written as e
i~
2
〈
∆S ,
δ2
δϕδϕ′
〉
F (ϕ)G(ϕ′)|ϕ′=ϕ. This product is well
defined (in the sense of formal power series in ~) for regular functionals F,G ∈ Freg(M)
and satisfies the conditions above. However, in order to describe more physically relevant
situations, we want to extend the product to more singular functionals which include in
particular the local ones. To this end we go over to an equivalent product by replacing
i
2∆S by a distribution W with the same antisymmetric part. This modification turns
out to be related to the physical requirement of the positivity of energy.
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We want to find a split
i
2∆S = W −H (40)
in such a way that W should locally select positive frequencies, thus fulfilling the re-
quirements on positivity of energy in the small. To give a mathematical meaning to this
statement we need to use the concept of a wave front set.
Definition 5.1. Let t be a distribution on Rn. The point (x, k) ∈ Rn × (Rn \ {0}) is
called regular if there exists a test function f with f(x) 6= 0 and a conical neighborhood
N of k (i.e. N is invariant under multiplication with a positive number) such that the
Fourier transform of tf decays faster than any polynomial within N .
The wave front set of t, denoted WF(t), is defined as the complement (within Rn ×
(Rn \ {0})) of the set of regular points.
We want to use these facts for distributions on differentiable manifolds. The concept
of a Fourier transform clearly depends on the choice of a chart, but fortunately the
property that the Fourier transform decays fast in some direction has a geometrical
meaning in terms of the cotangent space. Therefore, the wave front set can be defined as
a subset of the cotangent bundle T ∗M . The form of the wave front sets of distributions
occuring in quantum field theory is largely determined by the theorem on the propagation
of singularities:
Theorem 5.2. Let D be a differential operator with real principal symbol σP (D) (here
we follow the physicist’s convention and identify i∂ with a covector (momentum)). Let t
be a distribution with Dt = f with a smooth function f . Then the wave front set of t is
contained in the zero set of σP (D) and is invariant under the Hamiltonian flow generated
by σP (D).
• For an elliptic operator the principal symbol vanishes only at the origin, hence
solutions of elliptic equations have empty wave front sets and thus are smooth.
• For a normally hyperbolic operator the principal symbol coincides with the inverse
metric. Therefore the covectors in the wave front sets of solutions are always
lightlike, and the wave front set is invariant under the geodesic flux, i.e. with (x, k)
all points (γ(t), g(γ˙(t), ·)) with γ being the geodesic with initial condition γ(0) = x
and g(γ˙(0), ·) = k are elements of the wave front set.
In particular, the WF set of ∆S has the following form
WF(∆S) = {(x, k;x,−k′) ∈ T˙M2|(x, k) ∼ (x′, k′)} , (41)
where (x, k) ∼ (x′, k′) means that there exists a null geodesic connecting x and x′ and k′
is the parallel transport of k along this geodesic. Selecting “positive frequencies” means
that we require that the WF set of W consists only of covectors that are in the closed
future lightcone, i.e.
WF(W ) = {(x, k;x,−k′) ∈ T˙M2|(x, k) ∼ (x′, k′), k ∈ (V +)x} . (42)
This motivates the following definition (after [69]):
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Definition 5.3. A bisolution W of the Klein-Gordon equation is called a Hadamard
function if
1. 2ImW = ∆S
2. it fulfills (42) (microlocal spectrum condition (µSC))
3. W is of positive type (hence H is real).
Before the work of Radzikowski [69], Hadamard functions were characterized explic-
itly by their singularity structure. The characterization we will provide in definition 5.4
follows the one presented in [48] which is a local version of the global condition given by
[60]. Radzikowski proved that the microlocal spectrum condition (42) is in fact equivalent
to that global condition.
We will need the explicit characterization of the singularity structure of Hadamard
functions in the definition of covariant Wick powers which will follow at the end of this
section, so we will now describe it in full detail. To this end we introduce some notation.
Let t : M → R be a time function (smooth function with a timelike and future directed
gradient field) and let
σε(x, y)
.
= σ(x, y) + 2iε(t(x) − t(y)) + ε2 ,
where σ(x, y) is half of the square geodesic distance between x and y, i.e.
σ(x, y)
.
=
1
2
g(exp−1x (y), exp
−1
x (y)) .
Definition 5.4. We say that a bi-distribution W on M is of local Hadamard form if, for
every x0 ∈ M , there exists a geodesically convex neighbourhood V of x0 such that, for
every integer N , W (x, y) on V × V can be written in the form
W = lim
ε↓0
(
u
σε
+
N∑
n=0
σnvn log
(σε
λ2
)
+ wN
)
= W singN +wN , (43)
where u, vn ∈ C∞(M2,R), n = 0, . . . , N are solutions of the transport equations and are
uniquely determined by the local geometry, λ is a free parameter with the dimension of
inverse length and wN is an 2N + 1 times continuously differentiable function.
On Minkowski space one could choose W as the Wightman 2-point-function, i.e. the
vacuum expectation value of the product of two fields. This, however, becomes mean-
ingless in a more general context, since a generally covariant concept of a vacuum state
does not exist. Nevertheless, Hadamard functions exist on general globally hyperbolic
spacetimes, as shown by [43] (by means of the deformation argument).
It turns out that usingW instead of ∆S in the definition of the star product allows to
extend it to more singular functionals. To this end one applies Hörmander’s criterion for
multiplying distributions [55]. Let t and s be distributions on Rn. Let f be a test function
with sufficiently small support. We may multiply f by another test function χ with
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slightly larger support which is identical to 1 on the support of f . Let fp(x) = f(x)e
ipx
and χ−p(y) = χ(y)e−ipy. The point-wise product of two distributions t, s can be defined
via the integral
〈ts, f〉 =
∫
dnp
(2π)n
〈t, fp〉〈s, χ−p〉
if the sum of the wave front sets,
{(x, k + k′)|(x, k) ∈WFt, (x, k′) ∈WFs}
does not intersect the zero section {x, 0)|x ∈ Rn}. This condition, called the Hörmander’s
criterion, generalizes also to manifolds, since the construction uses only the local data.
Now we want to apply this criterion to our problem of extending the star product.
For a given Hadamard functionW = i2∆S+H we consider the following linear functional
differential operator on E(M):
ΓH =
〈
H,
δ2
δϕ2
〉
(44)
and define a new ⋆-product by
F ⋆H G = αH
(
(α−1H F ) ⋆ (α
−1
H G)
)
, (45)
where
αH
.
= e
~
2
ΓH .
This product differs from the original one in the replacement of i2∆S by W and can
be defined on a much larger space of functionals. Hörmander’s criterion implies that a
sufficient condition for ⋆H to be well defined is that we consider functionals which satisfy
WF(F (n)(ϕ)) ⊂ Ξn, ∀n ∈ N, ∀ϕ ∈ E(M) , (46)
where Ξn is an open cone defined as
Ξn
.
= T ∗Mn \ {(x1, . . . , xn; k1, . . . , kn)|(k1, . . . , kn) ∈ (V n+ ∪ V n−)(x1,...,xn)} , (47)
where (V ±)x is the closed future/past lightcone understood as a conic subset of T ∗xM . We
denote the space of smooth compactly supported functionals, satisfying (46) by Fµc(M)
and call them microcausal functionals. This includes in particular the local functionals.
For them the support of the functional derivatives is on the thin diagonal, and the wave
front sets satisfy
∑
i ki = 0.
The transition between two star products ⋆ and ⋆H corresponds to normal ordering,
and the relation between them is an algebraic version of Wick’s theorem.
Example 5.5. We list some important examples of W :
• On Minkowski space, we can choose W as the positive frequency part ∆+ of ∆ (the
Wightman 2-point function), given by
∆+(x, y) =
1
(2π)3
∫
d3p
e−iω(p)(x0−y0)+ip(x−y)
2ω(p)
,
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with ω(p) =
√|p|2 +m2. We can check explicitly that the square of ∆+ is well
defined.∫
d4x∆+(x)
2f(x) =
1
(2π)3
∫
d3p
2ω(p)
∫
d3q
2ω(q)
∫
d4x e−i(ω(p)+ω(q)x
0+i(p+q)xf(x) =
∫
d3p
2ω(p)
∫
d3q
2ω(q)
f˜(ω(p) + ω(q),p + q) .
This integral converges, since f˜ is fast decreasing.
• Another example of W is the 2-point function of KMS states (states satisfying
the Kubo-Martin-Schwinger (KMS) condition for thermal equilibrium) with positive
temperature β−1
∆β(x) =
1
(2π)3
∫
d3p
2ω(p)
(
e−iω(p)x0
1− e−βω(p) +
eiω(p)x
0
eβω(p) − 1
)
eipx
The KMS-condition follows from the identity ∆β(x0 − iβ,x) = ∆β(−x0,x)
• On a generic static spacetime with K ≥ c > 0, we may choose
(Wf)t =
∫
ds
e−i
√
K(t−s)
2
√
K
fs
This is the ground state with respect to the time translation symmetry of the space-
time.
• The ground state in Schwarzschild spacetime becomes singular at the horizon, but
the KMS state with Hawking temperature β−1 = 14m is regular at the horizon.
The map αH provides the equivalence between ⋆ and ⋆H on the space of regular
functionals Freg(M). Its image can be then completed to a larger space Fµc(M). We
can also build a corresponding (sequential) completion α−1H (Fµc(M)) of the source space.
This amounts to extending Freg(M) with all elements of the form limn→∞ α−1H (Fn), where
(Fn) is a convergent sequence in Fµc(M) with respect to the Hörmander topology τΞ (see
Appandix A.3 and references [15, 2, 55] for details). To see how this abstract construction
works in practice, let us consider the example of the Wick square (after [42]):
Example 5.6. Consider a sequence Fn(ϕ) =
∫
ϕ(x)ϕ(y)gn(y − x)f(x) with a smooth
density f and a sequence of smooth densities gn which converges to δ(x− y)dµg(x) in the
Hörmander topology (δ here denotes the Dirac distribution). By applying α−1H = e
−~2ΓH ,
we obtain a sequence
α−1H Fn =
∫
(ϕ(x)ϕ(y)gn(y − x)f(x)− ~H(x, y)gn(y − x)f(x)) ,
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The limit of this sequence can be identified with
∫
:ϕ(x)2:Hf(x), i.e.:∫
:ϕ(x)2:Hf(x) = lim
n→∞
∫
(ϕ(x)ϕ(y) − ~H(x, y))gn(y − x)f(x)
We can write it in a short-hand notation as a coinciding point limit:
:ϕ(x)2:H = lim
y→x(ϕ(x)ϕ(y) − ~H(x, y)) .
We can see that transforming with α−1H corresponds formally to a subtraction of ~H(x, y).
Now, to recognize Wick’s theorem let us consider a product of two Wick squares :ϕ(x)2:H :ϕ(y)2:H
and we drop the subscript H to simplify the notation. With the use of the isomorphism
α−1H this can be written as:∫
ϕ(x)2f1(x) ⋆H
∫
ϕ(y)2f2(y) =∫
ϕ(x)2ϕ(y)2f1(x)f2(y)+2i~
∫
ϕ(x)ϕ(y)W (x, y)f1(x)f2(y)−~2
∫
(W (x, y))2f1(x)f2(y) .
Omitting the test functions and using α−1H we obtain
:ϕ(x)2::ϕ(y)2: = :ϕ(x)2ϕ(y)2: + 4:ϕ(x)ϕ(y):
i~
2
W (x, y) + 2
( i~
2
W (x, y)
)2
,
which is a familiar form of Wick’s theorem applied to :ϕ(x)2::ϕ(y)2:.
Analogous to (45), for two choices of a star product, ⋆H and ⋆H′ , we have a map
αH−H′ that relates them. Since H − H ′ is smooth, this map is an isomorphism, so all
the algebras (α−1H (Fµc(M)[[~]]), ⋆) are isomorphic and define an abstract algebra A(M).
Since for F ∈ A(M) we have αHF ∈ AH(M) .= Fµc(M)[[~]], ⋆H ), we can realize A(M)
more concretely as the space of families {αHF}H , labeled by possible choices of H, where
F ∈ A(M), fulfilling the relation
FH′ = exp(~ΓH′−H)FH ,
equipped with the product
(F ⋆ G)H = FH ⋆H GH .
The support of F ∈ A(M) is defined as supp(F ) = supp(αHF ). Again, this is indepen-
dent of H. Functional derivatives are defined by〈
F (1)(ϕ), ψ
〉
= α−1H
〈
(αHF )
(1)(ϕ), ψ
〉
,
which makes sense, since ΓH′−H commutes with functional derivatives. Note that the
complex conjugation satisfies the relation:
F ⋆ G = G ⋆ F . (48)
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Therefore we can use it to define an involution F ∗(ϕ) .= F (ϕ). The resulting struc-
ture is an involutive noncommutative algebra A(M), which provides a quantization of
(Fµc(M), {., .}S ). Any linear functional ωH,ϕ given by
ωH,ϕ(F ) = (αH(F ))(ϕ) , (49)
where ϕ ∈ ES(M), is a state on A(M). The kernel of the associated GNS representation
(the representation provided by the Gelfand-Naimark-Segal (GNS) construction) is the
ideal generated by the field equation.
Let us now compare the quantization procedure that we outlined above with the
Weyl quantization on the example of the free scalar field performed in 4.3. Consider
the subalgebra of A(M) generated by functionals of the form W(f)
.
= exp(iFf ), where
Ff ∈ Flin(M) is of the form (32). For such generators we have:〈
(W(f))(1)(ϕ), h
〉
=
d
dλ
(W(f)(ϕ+ λh)) |λ=0 = d
dλ
ei
∫
f(ϕ+λh)dµg
∣∣
λ=0
=
=
(
i
∫
fh dµg
)
W(f)(ϕ).
〈
(W(f))(n)(ϕ), h⊗n
〉
=
(
i
∫
fh dµg
)n
W(f)(ϕ).
Inserting this into the ⋆-product formula, we find,
W(f) ⋆W(f˜) =
∞∑
n=0
(
i~
2
)n (−1)n
n!
(∫
∆S(x, y)f˜(y)f(x)dµg(x)dµg(y)
)n
W(f + f˜)
= e−
i~
2
σ(f,f˜)W(f + f˜),
which are precisely the Weyl relations (15). One obtains the Weyl algebra after taking the
quotient by the ideal generated by elements of the form exp(iFPh)−1, where h ∈ D(M).
Let us now discuss the covariance properties of Wick products. As seen in example 5.6,
polynomial functionals in AH(M) can be interpreted as Wick polynomials. Corresponding
elements of A(M) can be obtained by applying α−1H . The resulting object will be denoted
by ∫
: Φx1 . . .Φxn :H f(x1, . . . , xn)
.
= α−1H
(∫
Φx1 . . .Φxnf(x1, . . . , xn)
)
. (50)
where Φxi are evaluation functionals and f is an element of E
′
Ξn
(Mn,R), the space of
distributions on Mn with the WF set contained in the open cone Ξn defined in (47).
Now we want to construct Wick powers in such a way that they become elements of
Fq, the space of locally covariant quantum fields defined in section 4.2. On each object
M we have to construct the map TM from the classical algebra Floc(M) to the quantum
algebra A(M) in such a way that
TM(ΦM(f))(χ
∗ϕ) = TN(ΦN(χ∗f))(ϕ) . (51)
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As we noted above, classical functionals can be mapped to A(M) by identification (50).
This however doesn’t have right covariance properties, because H cannot be chosen
across all the globally hyperbolic spacetimes in a coherent way. A detailed discussion is
presented in section 5 of [20], where it was shown that redefining Wick powers to become
covariant amounts to solving a certain cohomological problem. To get a more explicit
description, let us first consider a formal expression
A(x)(ϕ) = eλp(∇)ϕ(x) ,
where p(∇) is a polynomial in covariant derivatives. We obtain a large class of elements
of AHloc(M) by using the prescription
ΦA,n
M
(f)(φ)
.
=
∫
f(x)
dn
dλn
A(x)(ϕ)
∣∣
λ=0
dµg(x) .
We now set
AH(x) = e
1
2
p(∇)⊗p(∇)wN (x,x)A(x) ,
where wN is an 2N +1 times continuously differentiable function from definition 5.4 and
N has to be larger than or equal to twice the degree of p, and find
αH−H′AH′(x) = AH(x) ,
so covariant expressions can be obtained as∫
f
dn
dλn
AH
∣∣
λ=0
dµg .
Hence locally covariant Wick powers are given by
: ΦA,n
M
: (f) ≡ TM(ΦA,nM (f))
.
= α−1H
∫
f
dn
dλn
AH
∣∣
λ=0
dµg .
The result reproduces the solution, proposed earlier in [53], to use α−1H−w, where w is
the smooth part of the Hadamard 2-point function in formula (43). This is understood
as limN→∞ α−1H−wNF for F ∈ Floc(M) and this limit makes sense, because the series
converges after finitely many steps. The map TM : Floc(M) → A(M) can be now set as
α−1H−w (which is fixed up to the choice of scale λ). In [53] TM is first characterized giving
the list of axioms. The definition provided above satisfies these axioms and any other
solution differs only by modifying the Wick polynomials by adding locally covariant fields
of lower order.
5.3 Back to the classical theory
We are now ready to answer the question posed at the end of section 5.1.2: what is a
good extension of the space F(M) which is closed under the Peierls bracket {., .}S? It
turns out that the class of microcausal functionals Fµc(M), which we have introduced for
the purpose of defining the star product in quantum theory fits very well this purpose.
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The Peierls bracket is well defined on the whole of Fµc(M), provided ∆S is independent
of ϕ. If this is not the case, then a stronger condition is needed. We define F(M) to be a
subspace of Fµc(M) consisting of functionals F , such that the first derivative F
(1)(ϕ) is
a smooth section for all ϕ ∈ E(M) and ϕ 7→ F (1)(ϕ) is smooth as a map E(M)→ E(M),
where E(M) is equipped with the compact open topology. It was shown in [18] (Appendix
A) that the pair P(M)
.
= (F(M)), {., .}S ) indeed forms a Poisson algebra defining the
classical theory. One can also check that P is a covariant functor from Loc to Poi, the
category of Poisson algebras. By taking the quotient by the ideal of functionals that
vanish on the solution space, one obtains a symplectic space PS(M)
.
= (FS(M)), {., .}S ).
5.4 Interacting theories and the time ordered product
In the next step of our construction of LCQFT models we want to introduce the interac-
tion. This is done in the perturbative way, so for a given action S we first need to split it
into the quadratic part and the interaction term. We choose a point in the configuration
space ϕ0 ∈ E(M) and split
LM(f)(ϕ0 + ψ) =
1
2
〈
L(f)
(2)
M
(ϕ0), ψ ⊗ ψ
〉
+ LIM(f)(ϕ0, ψ) . (52)
The first term is quadratic in fields and it induces an action which we denote by S0. From
now on we will work in a fixed spacetime M, so we drop the subscript M in S0 and SI ,
not to overburden the notation. We have S = S0 + SI and we assume that S
′′
0 induces a
normally hyperbolic operator for which retarded and advanced Green’s functions exist.
To introduce an interaction, one would like to use the interaction picture of quantum
mechanics.
For the moment we restrict to Minkowski space and we choose ϕ0 = 0. We consider
the standard Fock space representation of the free scalar field. Let H0 be the Hamiltonian
operator of the free theory and let HI = −
∫
LI(0,x)d
3x be the interaction Hamiltonian,
where LI is the normal-ordered Lagrangian density (related to the classical quantity
LI). The time evolution operator in the interaction picture can be obtained by the
Dyson formula as a time ordered exponential
U(t, s) = eitH0e−i(t−s)(H0+HI)e−isH0 =
1 +
∞∑
n=1
in
n!
∫
([s,t]×R3)n
d4nxTLI(x1) . . .LI(xn)
with the time ordered powers of the operator valued function
x 7→ LI(x) = eiH0x0LI(0,x)e−iH0x0 .
A typical example for an interaction is LI(x) =: ϕ(x)
4 :
Unfortunately this way to introduce the interaction leads to severe problems. In 4
dimensions typical Lagrangian densities (for example ϕ4) cannot be restricted to the time
zero hyperplane as operator valued distributions, hence the time ordered products are
32
not well defined (UV problem). Moreover, the integration over the interval [s, t] amounts
to an application of a distribution to a discontinuous function and leads to additional
divergences (the so-called Stückelberg divergences). Another problem is related to the
fact that the integral over all x does not exist (problem of the adiabatic limit). Finally,
the overall sum might not converge.
The UV problem can be solved by perturbative renormalization. The Stückelberg
divergences can be avoided by a clever reformulation in which we replace the characteristic
function of the interval [s, t] with a smooth function. The problem of the adiabatic limit
can be solved on the level of the time evolution of observables. The final problem with
the convergence of the sum is presently out of reach in 4 dimensions.
We want to use the time evolution operators to define interacting fields. We try first
the following ansatz: Let s < x0 < t. Then
ϕI(x) = U(x
0, s)−1ϕ(x)U(x0, s) = U(t, s)−1U(t, x0)ϕ(x)U(x0, s)
formally solves the problem. Note that ϕI(x) does not depend on the choice of t > x
0,
and that a change of s to another s′ < x0 amount to a unitary tranformation by U(s, s′).
However, due to the mentioned problems, the formula above is only heuristic. In order
to make it meaningful, we perform the following steps :
1. We replace the integral over x by an integration over a test density g1. In view of
the finite propagation speed in local relativistic theories this does not change the
time evolution in a finite region if the test density equals d3x in a sufficiently large
region.
2. Replace the instantaneous switching on and off of the interaction by a smooth time
dependence HI(t
′)g2(t′) with a test density g2 with compact support. If g2 is equal
to dt on the intervall [s, t] we get again a solution of the field equation.
We now smear both in space and time and set for a test density g on R4
S(g) = 1 +
∞∑
n=1
in
n!
∫
g(x1) . . . g(xn)TLI(x1) . . .LI(xn)
and call this object the formal S-matrix. S(g) is well defined if the time ordered
product of LI is known.
3. There remains the singularity at x0. However, we only need to define the interacting
field as a distribution. Hence we integrate with a test density f to obtain∫
f(x)ϕI(x) =
S(g)−1
∞∑
n=0
in
n!
∫
f(x)g(x1) . . . g(xn)Tϕ(x)LI(x1) . . .LI(xn)
=
d
dλ
|λ=0S(g)−1S(g, λf)
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where S(g, f) is the formal S-matrix with the interaction density gLI + fϕ (Bo-
goliubov’s formula).
Note that
∫
f(x)ϕI(x) does not depend on the behavior of g outside of the past
of suppf and depends on the behavior outside of the future of suppf via a unitary
transformation independent of f . The limit of S(g) for g → d4x yields Dyson’s formula
for the S-matrix (adiabatic limit).
These considerations are the starting point for the program of causal perturbation
theory ([79, 11, 12, 32]). It essentially consists in defining the time ordered products of
Wick products of free fields as operator valued distributions on Fock space. The time
ordered products are required to satisfy a few axioms, the most important one being
that the time ordered product coincides with the operator product if the arguments are
time ordered. Epstein and Glaser [32] succeeded in proving that solutions satisfying the
axioms exist and that the ambiguity is labeled by the known renormalization conditions.
The solution can be either constructed directly or via one of the known methods (BPHZ
(Bogoliubov-Parasiuk-Hepp-Zimmermann), Pauli-Villars, momentum cutoff and counter
terms, etc.).
After these heuristic considerations we return to the general problem of construct-
ing interacting quantum field theories on curved spacetime. Let us define the Dirac
propagator (at ϕ0) by ∆
D
S
.
= 12 (∆
R
S (ϕ0) + ∆
A
S (ϕ0)). We can now introduce the linear
operator
T = e
i~〈∆DS , δ
2
δψ2
〉
(53)
which acts on Freg(M) as
(TF )(ϕ)
.
=
∞∑
n=0
~
n
n!
〈
(i∆DS )
⊗n, F (2n)(ϕ)
〉
.
By
F ·T G = T (T−1F · T−1G) (54)
we define a new product on Freg(M) which is called the time-ordered product. It is
associative, commutative and can be seen as the time-ordered version of the ⋆-product,
since
F ·T G =
{
F ⋆ G if suppG ≺ suppF ,
G ⋆ F if suppF ≺ suppG , (55)
where the relation “≺” is to be understood as “not later than” i.e. there exists a Cauchy
surface which separates suppG and suppF and in the first case suppF is in the future
of this surface and in the second case it’s in the past.
Note also that ·T is equivalent to the pointwise product of the classical theory by
means of (54). Using the time-ordered product we can define the formal S-matrix S :
Freg(M)→ Freg(M)[[~]] as the time ordered exponential:
S(V )
.
= e
iV/~
T
= T
(
eT
−1iV/~
)
. (56)
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Eventually we would like to be able to define S for local arguments, since V plays here
the role of the interaction functional and non-trivial local interactions cannot be regular.
We will deal with this problem in the next section. For the moment we put this issue
aside and work with regular functionals only. Interacting quantum fields are constructed
from the free ones by means of the Bogoliubov formula [11]:
RV (F )
.
= −i~ d
dλ
SV (λF )
∣∣∣
λ=0
,
where V is the interaction term and SV is the relative S-matrix defined by
SV (λF )
.
= S(V )⋆−1 ⋆ S(V + F ) ,
i.e.
RV (F ) =
(
e
iV/~
T
)⋆−1
⋆
(
e
iV/~
T
·T F
)
, (57)
We interpret RV (F ) as the interacting quantity corresponding to F .
5.5 Renormalization
Up to now we gave the formulas for the formal S-matrix and the interacting fields only
in the situation where all the functionals are regular. This is very restrictive and doesn’t
cover most of the physically interesting cases, since interaction terms and observable
encountered in QFT are usually local and local functionals can be regular if they are at
most linear in the fields. It is natural to ask the question if formulas (56) and (57) extend
to local, non-linear arguments. An easy extension would be provided by the operation of
normal ordering as described in section 5.2. This operation transforms the time ordering
operator T into another one TH , such that the new time ordered product is now defined
with respect to the Feynman propagator ∆FS = i∆
D
S +H, no longer the Dirac propagator
∆DS . The operator T
H is then formally interpreted as the convolution with the oscillating
Gaussian measure i~∆FS , i.e.
TF (ϕ)
formal
=
∫
F (ϕ− φ)dµi~∆FS (φ) .
Note that the Feynman propagator does depend on the choice of H. On Minkowski
spacetime there is a natural choice of H = ∆1, related to the existence of the uniques
vacuum state with the 2-point function W = i2∆S + ∆1. Contrary to the ⋆H product
which is everywhere defined due to the wave front set properties of the positive frequency
part of ∆S , the time ordered product is in general undefined since the wave front set of
the Feynman propagator contains the wave front set of the δ-function. However, there is
a way to extend TH to local functionals. Let
THn (F1, . . . , Fn)
.
= F1·TH . . . ·THFn,
if it exists. Here F1, . . . , Fn are elements of A
H
loc(M)
.
= (Floc(M)[[~]], ⋆H ) and ·TH is
defined analogously to ·T in (54), but ∆DS is replaced with ∆FS .
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We call THn the n-th order time-ordered product. In particular, T
H
2 is well defined for
F1, F2 with disjoint supports, since the binary time-ordered product can be expressed in
terms of the star product, according to (55). This causality relation is the key property
and can be iterated to obtain THn (F1, . . . , Fn) = T
H
k (F1, . . . , Fk) ⋆H T
H
n−k(Fk+1, . . . , Fn)
if the supports suppFi, i = 1, . . . , k of the first k entries do not intersect the past of
the supports suppFj , j = k + 1, . . . , n of the last n − k entries. This property, called
the causal factorisation property can be taken as an axiom that also the extended time-
ordered products have to satisfy. This leads to the idea of Epstein and Glaser ([32])
to construct the time ordered products (THn )n∈N0 as n-linear symmetric maps from local
functionals (without the condition of disjoint supports) to Fµc(M) by induction, assuming
the following axioms:
T 1. TH0 = 1,
T 2. TH1 = id,
T 3. THn (F1, . . . , Fn) = T
H
k (F1, . . . , Fk) ⋆H T
H
n−k(Fk+1, . . . , Fn) if the supports suppFi,
i = 1, . . . , k of the first k entries do not intersect the past of the supports suppFj ,
j = k + 1, . . . , n of the last n− k entries.
One can leave some freedom in the definition of TH1 , which can then be used to absorb
the ambiguity in defining normal-ordering. On the technical side, at each step n of the
induction one constructs THn knowing T
H
k , k < n by extending certain distributions which
are well defined everywhere, away from the thin diagonal of Mn (see [16, 53] for details).
It turns out that the freedom to add a n-linear map Zn : Floc(M)
n → Floc(M)[[~]] which
describes possible finite renormalizations. The renormalized S-matrix for the interaction
λV is defined by
S(λV ) =
∞∑
n=0
λn
n! T
H
n (V, . . . , V ) ,
where λ is another formal parameter, interpreted as the coupling constant. Summing up
the maps Zn we obtain Z : Floc(M)[[~]]→ Floc(M)[[~]] with the following properties:
Z 1. Z(0) = 0,
Z 2. Z(1)(0) = id,
Z 3. Z = id + O(~),
Z 4. Z(F +G+H) = Z(F +G) + Z(G+H)− Z(G), if supp F ∩ supp G,
Z 5. δZδϕ = 0.
We call the group of formal diffeomorphisms of Floc(M)[[~]] that fulfill Z1-Z5 the Stückelberg-
Petermann renormalization group R. The relation between the formal S-matrices and
elements of R is clarified by the main theorem of renormalization [68, 31, 15]. It states
36
if S and Sˆ are S-matrices built from time ordered products satisfying the axioms T1-T3,
then there exists Z ∈ R such that
Sˆ = S ◦ Z (58)
where Z ∈ R and conversely, if S is an S-matrix satisfying the axioms T1-T3 and Z ∈ R
then also Sˆ fulfills the axioms.
In [40] it was shown that the renormalized time ordered product can be extended to an
associative, commutative binary product defined on the domain DTH (M)
.
= TH(F(M)),
where TH
.
= ⊕nTHn ◦m−1. Herem−1 : F(M)→ S•F(0)loc(M) is the inverse of the multiplica-
tion, as defined in [40, 70]. DTH (M) contains in particular A
H
loc(M) and is invariant under
the renormalization group action. We can now define (TF )
.
= TH(FH). Renormalized
time ordered products are defined by
A ·T B .= T(T−1A · T−1B) . (59)
5.6 Locally covariant interacting fields
In this section we construct a local net of ∗-algebras corresponding to the interacting
theory on a fixed spacetime M. For clarity, we will drop the subscript M in LM not to
overburden the notation. Let O be a relatively compact open subregion of some spacetime
M. We already know that for F ∈ Floc(O), SλLI(g)(F ) depends only on the behavior of
g within J−(O), but the dependence on g in that part of the past which is outside of
J+(O) is via a unitary transformation which is independent of F . More concretely, if
g′ coincides with g on a neighborhood of J⋄(O) := J+(O) ∩ J−(O), then there exists a
unitary U(g′, g) ∈ A[[~, λ]] (formal power series in ~ and the the coupling constant λ)
such that
SλLI (g′)(F ) = U(g
′, g)SλLI (g)(F )U(g
′, g)−1 ,
for all F ∈ Floc(O). It follows that the algebra generated by the elements of the form
SλLI (g)(F ) is, up to isomorphy, uniquely determined by the restriction of g to the causal
completion J⋄(O). This defines an abstract algebra AλLI [g](O), where [g] ≡ [g]O denotes
the class of all test functions which coincide with g on a neighborhood of J⋄(O). One
then can insert instead of g a smooth function G without restrictions on the support.
The algebra AλLI [G](O), is generated by maps
RλLI [G](F ) : [G]O → A(M), g 7→ RλLI(g)(F ) = i~
d
dµ
SλLI (g)(µF )
∣∣∣
µ=0
.
Now if O1 ⊂ O2, we can then define a map AλLI [g](O1) to AλLI [g](O2) by taking the
restriction of maps RλLI [G]O1
(F ) to [G]O2 . For G = 1 we denote AλLI [1](O) ≡ AλSI (O)
and analogously RλLI [1](F ) ≡ RλSI (F ) for F ∈ Floc(O). We can now construct the
inductive limit AλSI (M) of the net of local algebras (AλSI (O))O⊂M. We call this the
algebraic adiabatic limit. AλSI is a functor from Loc to Obs and for a locally covariant
classical field Φ (a natural transformation from D to F) we obtain a locally covariant
interacting quantum field by taking RλSI (Φ)M(f)
.
= RλSI (ΦM(f)), provided all the time
ordered products THn are constructed in a covariant way. The existence of such covariant
time-ordered products was proven in [53].
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6 Gauge theories
6.1 Classical theory
In section 5.1.1 we have already shown that, under some regularity assumptions, the space
of on-shell functionals FS(M) can be characterized as the 0th homology of the differential
complex (ΛFV(M), δS) (see (26)). We have also indicated that if the first homology is
non-trivial, then the theory possesses local symmetries. In this chapter we discuss in
detail how to quantize such theories using the BV framework (named after Batalin and
Vilkoviski [4]), in the version proposed in [41, 40]. First, we note that (ΛFV(M) as the
space of multivector fields, is equiped with a natural structure of minus the Schouten
bracket {., .}. This is an odd Poisson bracket defined by the following properties:
1. {X,F} .= −∂XF , for F ∈ F(M) and X ∈ V(M),
2. {X,Y } .= −[X,Y ], for X,Y ∈ V(M),
3. For higher order multivector fields we extend {., .} by imposing the graded Leibniz
rule:
{X,Y ∧ Z} = {X,Y } ∧ Z + (−1)nm{X,Z} ∧ Y , (60)
where n is the degree of Y and m the degree of Z.
Note that δS is locally generated by the bracket in the sense that
δSX = {X,SM} .= {X,LM(f)} ,
where f ≡ 1 on the support of X. The triple (ΛFV(M), {., .}, δS ) is an algebraic struc-
ture called differential Gerstenhaber algebra. In the quantized theory this structure is
upgraded to a BV algebra by introducing a certain degree 1 operator. In what follows
we will use a slightly formal notation X(ϕ) =
∫
Xx(ϕ)
δ
δϕ(x) for a vector field X ∈ V(M).
This is analogous to the notation v =
∑N
i=1 v
i∂i used for a vector field v on an N -
dimensional manifold. This notation allows to make contact with the standard physics
literature on the BV formalism, if one identifies δδϕ(x) with a formal generator ϕ
‡, called
antifield.
The geometric structure described above appears also in theories where local sym-
metries are present, but there the space of multivector fields on an infinite dimensional
manifold E(M) has to be replaced by the space of multivector fields on a certain graded
infinite dimensional manifolds, which we denote by E(M). We will show how this space
is constructed on the example of Yang-Mills theories and the free electromagnetic field.
Let G be a finite dimensional semisimple compact Lie group and g
.
= Lie(G) its Lie
algebra.We consider the trivial principal bundle P = M × G over M . In general one
could also consider non-trivial bundles, but we take the point of view that the QFT
model on a given spacetimes should be first constructed from “simple building blocks”,
i.e. algebras associated to regions that are topologically simple, and the global structure
is recovered from the properties of the net itself. This suggests that also in case of gauge
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theories it makes sense to start with trivial bundles, since this is a good model for the
local structure.
The configuration space E(M) for a Yang-Mills theory is the space of connection
1-forms, i.e. the space of g-valued 1-forms on P which satisfy:
1. R∗αω = adα−1 ◦ ω,
2. ω(Z(ξ)) = ξ,
where α ∈ G, Rα : G → G is the right multiplication, ad is the adjoint representation
of G on g and Z : g → Γ(TP ) is the map which assigns to ξ ∈ g its fundamental vector
field given by
Zp(ξ)
.
=
d
dt
∣∣∣
t=0
petξ .
E(M) can be equipped with an affine structure in the sense that the difference between
two connection one forms A and A′ is an element of the vector space Ω1(M,gP ) of one
forms on M with values in the associated bundle gP
.
= P ×G g. We will use this affine
structure to define the notion of smoothness for the functionals on E(M) and to make
E(M) into an infinite dimensional manifold, as we did for the scalar field. The derivative
of a functional F at A0 ∈ E(M) in the direction of A ∈ Ω1(M,gP ) is defined as〈
F (1)(A0), A
〉
.
= lim
t→0
1
t
(F (A0 + tA)− F (A0))
whenever the limit exists. The functional F is called differentiable at A0 if F
(1)(A0)
exists for all A ∈ Ω1(M,gP ). It is called continuously differentiable if it is differentiable
at all points of U and F (1) : U × X → Y, (A0, A) 7→
〈
F (1)(A0), A
〉
is a continuous
map. It is called a C1-map if it is continuous and continuously differentiable. Higher
order derivatives are defined by the iteration of this definition. The infinite dimensional
manifold structure on E(M) is induced by the topology τW , defined in section 5.1.1, with
open neighborhoods given by
WA0
.
= U +A0 = {A0 +A|A ∈ U} ,
where U is an open neighborhood in Ec(M)
.
= Ω1c(M,gP ), equipped with its standard
inductive limit topology. Since we consider here only the trivial bundle P = M × G,
Ω1(M,gP ) ∼= Ω1(M,g) and Ec(M) ∼= Ω1c(M,g).
F(M) denotes again the space of multilocal compactly supported functionals on E(M)
and V(M) is the space of multilocal vector fields. The generalized Lagrangian of the
Yang-Mills theory is given by
LM (f)(A) = −1
2
∫
M
f tr(F ∧ ∗F ) , (61)
where F = dA+ 12 [A,A] is the curvature form corresponding to the connection 1-form A
and ∗ is the Hodge operator. The equation of motion reads:
S′M(A) = DA∗F = 0 ,
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whereDA is the covariant derivative induced by the connection A. To see thatH
1(ΛFV(M), δS)
is non-trivial, we will construct explicitly non-trivial symmetries of the action corre-
sponding to the Lagrangian (61). Let us define the gauge group as the space of vertical
G-equivariant compactly supported diffeomorphisms of P :
G := {α ∈ Diffc(P )|α(p · g) = α(p) · g, π(α(p)) = π(p), ∀g ∈ G, p ∈ P} .
We can also characterize G as Γc(M,P ×G G) and for a trivial bundle P this reduces
ro C∞c (M,G). It was shown ([64, 44, 62], see also [65, 81]) that C∞c (M,G) can be
equipped with the structure of an infinite dimensional Lie group modeled on its Lie
algebra gc(M) := C
∞
c (M,g). Since the gauge group is just a subgroup of Diff(P ), it has
a natural action on Ω1(P, g)G ∼= Ω1(M,g) by the pullback. This induces the action of
G(M) on E(M), and the corresponding derived action of gc(M) is given by
ρM(ξ)(A) = dξ + [A, ξ] = DAξ . (62)
The Yang-Mills action is invariant under the transformation (62), in the sense that〈
S′M(A), ρM(ξ)(A)
〉
= 0 , ∀A ∈ E(M) ,
so ρM induces a map from gc(M) to V(M), whose image is contained in the kernel of
δS . More generally, we can consider G(M)
.
= C∞ml(E(M), gc(M)), the space of multilocal
functionals on the configuration space with values in the gauge algebra, and a map
ρ′
M
: G(M)→ V(M) defined by ρ′
M
(Ξ)(A)
.
= ρM(Ξ(A))A, i.e.
∂ρ′
M
(Ξ)F (A)
.
=
〈
F (1)(A), ρM(Ξ(A))A
〉
.
Note that ρ′ is a natural transformation between G and V, both treated as functors from
Loc to Vec.
To see a more geometrical interpretation of the map ρ′
M
, note that G(M) ⊂ Γ(E(M)×
gc(M)) (the space of sections of a trivial bundle over E(M)), and we have a morphism of
vector bundles E(M) × gc(M) → TE(M) given by (A, ξ) 7→ (A, ρM(ξ)A). This actually
equips E(M) × gc(M) with the structure of a Lie algebroid.
The invariance of the Yang-Mills action under ρM implies that ρ
′
M
(G(M)) ⊂ ker(δS).
In fact, one can characterize all non-trivial local symmetries this way, in the sense that
for each X ∈ ker δS there exists an element Ξ ∈ G(M) and I ∈ δS(Λ2V(M)) such that
X = I + ρ′M(Ξ) .
We can use this fact to kill the homology in degree one of the differential complex (26).
We extend the complex by adding G(M) in degree 2 and symmetric powers of G(M)
in higher degrees. We obtain a graded algebra KT(M)
.
= S•FG(M) ⊗F ΛFV(M) with a
differential δ which acts on ΛFV(M) as δS and on S
•
FG(M) it is given by ρ
′
M
extended
by means of the graded Leibniz rule. The resulting differential complex is called the
Koszul-Tate complex. On the functorial level it can be written as
. . .→ Λ2V⊕G δ=δS⊕ρ
′
−−−−−→ V δ=δS−−−→ F→ 0 (63)
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The 0th homology of this complex is FS(M) and higher homologies are trivial, so (KT, δ)
provides a resolution of FS.
We have already seen how to characterize the space of on-shell functionals in Yang-
Mills theory, now we want to find a homological interpretation for the space of gauge
invariant ones. This can be done with the use of the Chevalley-Eilenberg complex. The
underlying algebra of this complex is
CE(M)
.
= Oml(E(M)) = C
∞
ml(E(M),Λg
′(M)) ,
the space of multilocal functionals on the graded manifold
E(M)
.
= E(M) ⊕ g(M)[1] ,
where g(M) := C∞(M,g). The precise meaning of Oml is given in Refs. [72] and [41].
We call E(M) the extended configuration space. The Chevalley-Eilenberg differential γ
is constructed in such a way that it encodes the action of the gauge algebra g(M) (note
that we have dropped the restriction to compactly supported functions) on F(M). For
F ∈ F(M) we define γF ∈ C∞ml(E(M), g′(M)) as
(γF )(A, ξ)
.
= (ρM(ξ)F )(A) , (64)
where ξ ∈ g(M). For a form ω ∈ g′(M), which doesn’t depend on A we set
γω(ξ1, ξ2)
.
= ω([ξ1, ξ2]) .
Since γ is required to be nilpotent of order 2 and has to satisfy the graded Leibniz rule,
for a general F ∈ C∞ml(E(M),Λqg′(M)) we define
(γF )(A, ξ0, . . . , ξq)
.
=
q∑
i=0
(−1)i∂ρM(ξi)(ι(ξ0,...,ξˆi,...ξq)F )(A)+
+
∑
i<j
(−1)i+jF (A, [ξi, ξj ], . . . , ξˆi, ..., ξˆj , ..., ξq) ,
where the hat over a variable means that this variable is omitted and ι denotes the
insertion of n vector fields into an n-form. The differential complex looks as follows:
0→ F(M) γ−→ C∞ml(E(M), g′(M))
γ−→ C∞ml(E(M),Λ2g′(M))→ . . . (65)
Note that from (64) it follows that the kernel of γ in degree 0 consists of all the multilocal
functionals invariant under ρ′
M
. Hence H0(CE(M), γ) = Finv(M), the space of invariants.
Since all the constructions here are functorial and maps between functors are natural
transformations, we can drop the argument M, whenever it doesn’t lead to confusion.
Remark 6.1. Formally we can write elements of CE as sums of functionals of the form
F (A)(ξ1, . . . , ξn) =
∑
a1,...,an
∫
f(A)(x1, ..., xn)a1,...,anξ1(x1)
a1 . . . ξn(Xn)
andµg(x1) . . . dµg(xn) ,
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where f(A) ∈ Γ′n(Mn, g⊗n) is an antisymmetric distributional section. Let us denote by
c the evaluation functional ca(x)(ξ)
.
= ξa(x). Clearly ca(x) ∈ g′. We call these evaluation
functionals ghosts and we write
F (A)(ξ1, . . . , ξn) =
∑
a1<...<an
∫
f(A)(x1, ..., xn)a1,...,anc(x1)
a1∧· · ·∧c(xn)andµg(x1) . . . dµg(xn) .
The Chevalley-Eilenberg complex and the Koszul-Tate complex fit together into one
structure called the BV complex. To see how it arises in a natural way it is worth to
look back at the example of the scalar fields, which we discussed at the beginning of this
subsection. There, in order to characterize the space of on-shell functionals we needed to
consider the space of multilocal vector fields on the configuration space. Now, to take the
gauge symmetries into account, we need to extend the configuration space into a graded
manifold E. The space of multivector fields on E is given by
BV
.
= Oml(T
∗[−1]E) ,
the algebra of functions on
T ∗[−1]E = E⊕ g[1]⊕ E∗[−1]⊕ g∗[−2] ,
the odd cotangent bundle of E , with the negative grading on the fiber. Here E∗ .=
Γ(E∗ → M), g∗ .= C∞(M,g∗) and E∗, g∗ are algebraic duals. The numbers in square
brackets indicate grading. The geometric interpretation which we present here fits very
well with the spirit of the functional approach. Constructing the underlying algebra of
the BV complex we are working all the time with multilocal functionals but we have
to pass from infinite dimensional manifolds to graded infinite dimensional manifolds.
Clearly, both CE and KT with inverted grading are subalgebras of BV. We will now
extend the differentials δ and γ to the whole of BV.
As in the case of the scalar field, BV can be equipped with the graded Schouten
bracket {., .}. We can use this structure to extend the Koszul-Tate differential to the
whole algebra BV by setting
δX
.
= {X,S} , X ∈ BV .
The Chevalley-Eilenberg differential can also be written in terms of the bracket in a
similar manner. We can find a natural transformation θ : D→ BV such that
γX = {X, θM(f)} ,
where f ≡ 1 on supp f and X ∈ CE. The notion of natural Lagrangians introduced in
section 5.1.1 applies to natural transformations from D to BV as well as it applied to
those from D to F, and we can treat θ as such a natural Lagrangian. This motivates the
following notation;
γX
.
= {X, θ} , X ∈ BV .
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Next we define the BV differential as the sum
s = δ + γ = {., S + θ} ,
and call Sext
.
= S + θ the extended action of the Yang-Mills theory.
The algebra BV(M) is equipped with two gradings. One is the grading of the
Chevalley-Eilenberg complex, called the pure ghost number #pg, and the other is the
antifield number #af which is 0 for functions on E(M), 1 for the elements of V(M) and
2 for the elements of G(M). Using these two gradings we can construct a bicomplex
. . .
δ−−−−→ (Λ2V⊕G) δ−−−−→ V δ−−−−→ F δ−−−−→ 0yγ yγ yγ
. . .
δ−−−−→ C∞ml
(
E, (Λ2Ec ⊕ gc)⊗̂g′
) δ−−−−→ C∞ml(E,Ec⊗̂g′) δ−−−−→ C∞ml(E, g′) δ−−−−→ 0
Note that the first row is just the Koszul-Tate complex. The total grading #gh =
#pg−#af is called the ghost number, and a standard result in homological algebra tells
us that the cohomology of the total complex is given by
Hk(BV(M), s) = Hk(H0(BV(M), δ), γ) .
Note that taking the 0th homology of δ amounts to going on-shell, while taking the 0th
cohomology of γ characterizes gauge invariants. Hence,
H0(BV(M), s) = FinvS (M) ,
so we obtain a homological interpretation of the space of gauge invariant on-shell func-
tionals. Again we have a differential Gerstenhaber algebra (BV(M), {., .}, s). We can
use this structure to implement the gauge fixing by modifying the extended action. Note
that the #af = 0 term of Sext is still the original Yang-Mills action, which doesn’t induce
normally hyperbolic equations of motion, so we cannot construct retarded and advanced
Green’s operators. The idea now is to find an automorphism α of (BV(M), {., .}) such
that S˜
.
= α(Sext) at #af = 0 induces normally hyperbolic equations of motion. A con-
crete form of α depends on the choice of gauge fixing and for particular choices one might
need to extend BV(M) with some further generators (antighosts, b fields). Let us define
s˜
.
= α ◦ s ◦ α−1 = {., S˜}. Obviously we have H0(α(BV(M)), s˜) = FinvS (M), so we didn’t
loose the information about the gauge invariant on-shell observables. On the other hand,
the #af = 0 term of the new extended action S˜ induces normally hyperbolic equations of
motion, so we can find ∆A
S˜
and ∆R
S˜
and introduce the Peierls bracket {., .}S˜ on BV(M).
It turns out that s˜ is a derivation with respect to this bracket, so {., .}S˜ is well defined
on FinvS (M). This concludes the construction of the classical theory on M in the presence
of local symmetries.
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6.2 Example: Electromagnetic field
Let us illustrate the general construction described above on the example of the electro-
magnetic field. The gauge group is G = U(1), so g = R and the Lagrangian takes the
form
LM(f)(A) = −1
2
∫
M
f (F ∧ ∗F ) .
E(M) is the space of principal connections on M×U(1) and it is an affine space modeled
on Ec(M) = Ω
1
c(M). As in the case of the free field we can consider the space Flin(M) of
linear functionals on E(M). They are of the form
Fβ(A) =
∫
M
A ∧ ∗β ,
We can now apply to Flin(M) the general BV formalism and compare the construction
of [30]. The equation of motion is given by
δdA = 0 ,
so the image of δS consists of functionals Fβ , where β = δdη for some η ∈ Ω1c(M). We
can realize Flin,S(M) as the space of equivalence classes of forms
Flin,S(M) ∼= Ω
1
c(M)
δdΩ1c(M)
.
Now we have to characterize the kernel of γ. It consists of linear functionals that satisfy
0 = (γFβ)(c) =
∫
M
dc ∧ ∗β =
∫
M
c ∧ ∗δβ .
It follows that δβ = 0. Let us denote Ω1c,δ(M)
.
= {ω ∈ Ω1c(M)|δω = 0}. The space of
gauge invariant on-shell linear functionals is isomorphic to (compare with [77, 28, 24])
Finvlin,S(M)
∼=
Ω1c,δ(M)
δdΩ1c(M)
.
Among these functionals we can distinguish the ones which are constructed from the field
strength, i.e. those of the form∫
M
dA ∧ ∗η =
∫
M
A ∧ ∗δη = Fδη(A) .
If H1(M) is trivial, then all elements of Finvlin,S arise from field strength functionals, since
all co-closed forms are also co-exact.
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6.3 Quantization
In this section we discuss quantization along the lines of [40]. We start with the discussion
of the free scalar field. We consider the deformation of δS0 under the time-ordering
operator T. This deformation corresponds to the difference between the ideal generated
by eom’s in the classical theory (i.e. with respect to “ ·”) and the ideal generated by
eom’s with respect to ·T . We define
δTS0
.
= T−1 ◦ δS0 ◦ T , (66)
Let us first consider regular functionals. Explicit computation shows that, on Freg(M),
δTS0 = δS0 − i~△ ,
where △ acts on vector fields X ∈ Vreg(M) as
△X(ϕ) = −
∫
δXx
δϕ(x)
(ϕ), where X(ϕ) =
∫
Xx(ϕ)
δ
δϕ(x)
,
It’s remarkable that the operator △ is “almost” a derivation of ΛVreg(M) and the failure
is characterized by {., .}, i.e:
△(X ∧ Y )− (−1)|Y | △ (X) ∧ Y −X ∧△(Y ) = (−1)|Y |{X,Y } ,
The triple (ΛVreg(M), {., .},△) is an example of a mathematical structure called BV
algebra. Physically the relation between δTS0 and δS0 corresponds to the Schwinger-Dyson
equation. Let X(ϕ) =
∫
Xx(ϕ)
δ
δϕ(x) . We obtain
−(δTS0X)(ϕ) = T−1
∫ (
TXx · δS0(ϕ)
δϕ(x)
)
(ϕ) =
∫
Xx(ϕ)
δS0(ϕ)
δϕ(x)
− i~
∫
δXx
δϕ(x)
(ϕ) ,
where δS0(ϕ)δϕ(x) is a shorthand notation for
δL0(f)(ϕ)
δϕ(x) , where we take the limit f → 1. Note
that ∫
TXx(ϕ)
δS0(ϕ)
δϕ(x)
=
∫ (
TXx ⋆
δS0
δϕ(x)
)
(ϕ) .
Hence,
T
∫ (
Xx · δS0(ϕ)
δϕ(x)
)
(ϕ) = i~T
∫
δXx
δϕ(x)
(ϕ) ,
modulo the ⋆-ideal generated by the eom’s, which is exactly the algebraic Schwinger-
Dyson equation. For gauge theories, one simply replaces ΛFVreg(M) with BVreg(M) and
S0 is the #af = 0 quadratic term of the extended action.
Let us now consider a deformation of δS0 which corresponds to introducting the
interaction. Here we treat the scalar field and gauge theories together, but still restrict
to regular functionals, i.e. V ∈ BVreg(M) is a regular interaction term. We define the
quantum BV operator sˆ as
sˆ
.
= R−1V ◦ δS0 ◦RV . (67)
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Let us assume that
δS0
(
e
iV/~
T
)
= 0 . (68)
This condition reduces to the known quantum master equation qme, since
δS0
(
e
iV/~
T
)
=
1
2
{S0 + V, S0 + V } − i~△ V , (69)
where we set {S0, S0} ≡ 0, since S0 doesn’t contain antifields. If (68) holds, then
sˆF = {F, S0 + V } − i~△ F , (70)
for F ∈ Freg(M). If qme is fulfilled, then the cohomology of sˆ characterizes the space of
quantum gauge invariant on-shell observables.
Now we want to extend the qme and sˆ to local functionals. This is done by renor-
malizing the time-ordered products present in (67) and the (68) using the Epstein-Glaser
framework. Clearly, formulas (69) and (70) are not well defined for local arguments, since
△ is singular. Nevertheless, very similar results can be obtained using the anomalous
Master Ward Identity ([13, 52]), which states that there exists a family of maps
△˜n : T(BVloc(M))n+1 → Aloc(M) , (71)
which depend locally on their arguments and the formal power series
△˜(V ) .=
∞∑
n=0
△˜n(V ⊗n;V ) ,
fulfills the identity∫ (
e
iV/~
T
·T δV
δϕ(x)
)
⋆
δS0
δϕ(x)
= e
iV/~
T
·T (12{V + S0, V + S0}T − △˜(V )) , (72)
The maps △˜n can be determined recursively. For an explicit formula, see [13, 71]. We
can now see that the renormalized qme reduces to
δS0
(
e
iV/~
T
)
=
1
2
{S0 + V, S0 + V } − i~△˜(V ) . (73)
and the renormalized quantum BV operator takes the form
sˆF = {F, S0 + V } − i~△V F , (74)
where △V (F ) .= ddλ
∣∣∣
λ=0
△˜(V + λF ). Note that the renormalized operator △V depends
on V , in contrast to the non-renormalized one △. It has no longer the interpretation of
a graded Laplacian, but is still a functional differential operator.
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6.4 Remarks on topological obstructions
Let us now briefly discuss the possibility to extend the QFT functor to topologically
non-trivial spacetimes. On physical grounds, we expect that theories like QED should be
sensitive to the topology of the underlying spacetime (specifically to H2(M)). This could
potentially produce a topological obstruction to extending the QFT functor. Indeed,
already on Minkowski spacetime one can see this kind of mechanism in the violation of
Haag duality for non-contractible regions for QED [39]. The topological nature of this
mechanicsm can be best seen with the use of the local cohomology framework due to
Roberts [73, 74]. Later on this line of research was continued in [75, 22]. A different,
but related homological analysis of the problem was recently performed in [5] (see also
[7, 9] for earlier work on the subject). In the BV framework outlined in the present
section, such global effects can be seen in the fact that the BV functor (as a functor into
topological differential graded algebras) fails to be injective if extended to topologically
non-trivial spacetimes.
A Mathematical structures
A.1 Categories and functors
Here we recall some basic notions of category theory, which are used in locally covariant
quantum field theory.
Definition A.1. A category C consists of:
• a class of objects Obj(C),
• a class of morphisms (arrows) hom(C), such that each f ∈ hom(C) has a unique
source object and target object (both are elements of Obj(C)). For a fixed
a, b ∈ Obj(C), we denote by hom(a, b) the set of morphisms with a as a source and
b as a target,
• a binary associative operation ◦ : hom(a, b) × hom(b, c) → hom(a, c), f, g 7→ f ◦ g,
called composition of morphisms,
• the identity morphism idc for each c ∈ Obj(C).
Definition A.2. Let C, D be categories. A covariant functor F assigns to each object
c ∈ C and object F (c) of D and to each morphism f ∈ hom(C), a morphism F (f) ∈
hom(D) in such a way that the following two conditions hold:
• F (idc) = idF (c) for every object c ∈ C.
• F (g ◦ f) = F (g) ◦ F (f) for all morphisms f : a→ b and g : b→ c.
Next we recall the definition of a tensor category, which is important in the context
of Einstein causality of the QFT functor.
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Definition A.3. We call a category C strictly monoidal (tensor category) if there exists
a bifunctor ⊗ : C ×C → C which is associative, i.e. ⊗(⊗ × 1) = ⊗(1 × ⊗) and there
exists an object e which is a left and right unit for ⊗.
A.2 Infinite dimensional differential geometry
Let us start with the definition of smoothness for functionals on general locally convex
topological vector spaces.
Definition A.4 (after [65]). Let X and Y be locally convex topological vector spaces,
U ⊆ X an open set and f : U → Y a map. The derivative of f at x in the direction of
h is defined as
f (1)(x)(h)
.
= lim
t→0
1
t
(f(x+ th)− f(x)) (75)
whenever the limit exists. The function f is called differentiable at x if f (1)(x)(h) exists
for all h ∈ X. It is called continuously differentiable if it is differentiable at all points of
U and df : U ×X → Y, (x, h) 7→ df(x)(h) is a continuous map. It is called a C1-map if it
is continuous and continuously differentiable. Higher derivatives are defined for Cn-maps
by
f (n)(x)(h1, . . . , hn)
.
= lim
t→0
1
t
(
f (n−1)(x+ thn)(h1, . . . , hn−1)− f (n−1)(x)(h1, . . . , hn−1)
)
(76)
As a consequence of this definition, if F is a smooth functional on E(M), then its
n-th derivative at the point ϕ ∈ E(M) is a compactly supported distributional density
F (n)(ϕ) ∈ E′(Mn), where E(Mn) is C∞(Mn,R) with its standard Fréchet topology. We
can use the distinguished volume form dµg onM to construct densities from functions and
to provide an embedding of D(Mn), the space of compactly supported functions on Mn,
into E′(Mn). For more details on distributions on manifolds, see chapter 1 of [3]. Using
the distinguished volume form we can identify derivatives F (n)(ϕ) with distributions.
A natural question to be asked at the point is how the notion of smoothness introduced
by definition A.4 relates to the smooth structure induced by the topology τW (i.e. how
F (1) relates to DF ). In fact, it was shown in [19] that these two notions are equivalent.
The argument goes as follows: let F be a smooth compactly supported functional with
support K ⊂M ; consider a map iχ : E(M)→ ϕ0 +D(M) defined by
iχ(ϕ)
.
= ϕ0 + (ϕ− ϕ0)χ ,
where χ ∈ D(M) satisfies χ ≡ 1 on K. The map iχ is smooth from E(M) endowed with
the compact open topology to U ⊂ E(M) endowed with τW . Here U is the connected,
τW -open neighborhood of ϕ0 so i
−1
χ (U) is open in the compact-open topology and〈
F (1)(ϕ), ~ϕ
〉
=
〈
F (1)(ϕ), χ~ϕ
〉
= 〈DF (ϕ), χ~ϕ〉 ,
where ~ϕ ∈ i−1χ (U). This generalizes also to higher derivatives. Note that the crucial
property which allows us to switch between the compact-open and the τW topology is
the fact that the functionals we are dealing with are compactly supported.
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A.3 Hörmander topology τΞ
Let E′C(M
n) denote the space of compactly supported distributions on Mn, with WF
sets contained in a conical set C ⊂ T ∗Mn. Now let Cn ⊂ Ξn be a closed cone contained
in Ξn defined by (47). We introduce (after [55, 2, 15]) the following family of seminorms
on E′Cn(M
n):
pn,ϕ,C˜,k(u) = sup
k∈C˜
{(1 + |k|)k|ϕ̂u(k)|} ,
where the index set consists of (n,ϕ, C˜, k) such that k ∈ N0, ϕ ∈ D(M) and C˜ is a
closed cone in Rn with (supp(ϕ) × C˜) ∩ Cn = ∅. These seminorms, together with the
seminorms of the weak topology provide a defining system for a locally convex topology
denoted by τCn . To control the wave front set properties inside open cones, we take an
inductive limit. The resulting topology is denoted by τΞn . For microcausal functionals
F (n)(ϕ) ∈ E′Ξn(Mn), so we can equip Fµc(M) with the initial topopolgy with respect to
mappings:
C∞(E(M),R) ∋ F 7→ F (n)(ϕ) ∈ (EΞn(Mn), τΞn) n ≥ 0 , (77)
This topology is denoted by τΞ.
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