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Abstract – Measles is extremely contagious and is one of the 
leading causes of vaccine-preventable illness and death in 
developing countries, claiming more than 100,000 lives each 
year. Measles was declared eliminated in the US in 2000. As a 
result, an increasing number of US healthcare professionals 
and the public have never seen the disease.  Unfortunately, the 
Measles resurged in the US in 2019 with 1,282 confirmed 
cases. To assist in diagnosing measles, we create a dataset of 
more than 1300 images of skin conditions and utilized deep 
convolutional neural network to distinguish measles rash 
from a variety of other skin conditions. On our curated image 
dataset, our model reaches a classification accuracy 94%, a 
sensitivity 74%, and specificity 97%. This measles rash image 
detection could facilitate an accurate and early detection to 
help contain measles outbreaks. 
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I. INTRODUCTION 
 
The measles virus is among the oldest recorded viruses that 
infect humans. According to the Centers for Disease 
Control and Prevention (CDC), the first scientific 
description occurred in the 9th century by Persian physician 
Rhazes, who identified it as a separate virus from smallpox 
and chickenpox [1]. In 1912, measles became a nationally 
notifiable disease in the United States, requiring healthcare 
providers and laboratories to report all diagnosed cases.  In 
the first decade of reporting, an average of 6,000 measles-
related deaths were reported each year.  Before the measles 
vaccine was first introduced in 1963, it is estimated that 3 
to 4 million people in the US were infected each year, with 
an estimated 400 to 500 of these cases resulting in death. 
Globally, before widespread vaccination, the virus caused 
2 million to 3 million deaths per year [1].   
Measles is an extremely contagious virus, it is 
estimated that up to 90% of people who are close to an 
infected individual will also contract the virus (assuming 
they aren’t immune).  Furthermore, infected individuals are 
capable of spreading the disease well before the skin rash 
even appears (as many as four days prior), thus increasing 
the risk of transmission even further [2]. 
Thanks to the implementation of the vaccine, measles 
was later declared eliminated from the US in 2000, where 
individual cases of measles would remain exceptionally 
rare for the next 19 years [1].  Despite the effectiveness of 
the vaccine, the virus resurged in the US in 2019 with a 
total 1,282 individual cases in 31 different states [3]. At the 
same time measles cases increased globally with more than 
500,000 confirmed cases of measles and an estimated of 
140,000 cases resulted in death [3]. 
With the virus continuing to spread worldwide, proper 
and efficient diagnosis of measles will be essential in 
mitigating the rate of infection.  However, measles cases 
have been exceptionally rare in the US since its official 
elimination in 2000, and as a result diagnosing it has 
become more difficult, particularly for younger healthcare 
professionals who have never seen the disease before.   
The most defining symptom of measles is the skin rash 
that it causes, as the other symptoms closely mimic other 
illnesses.  The distinctive pattern of the rash, as well as the 
method in which the rash progresses across the body are 
critical signs that healthcare providers make use of to 
visually diagnose the disease.  Without immediate medical 
attention, complications can occur such as inflammation of 
the brain, loss of hearing, and pneumonia.   
 The goal of this study is to leverage deep 
convolutional neural networks (CNNs) to assist physicians 
and patients alike in the identification and possible 
diagnosis of the disease. Currently, there are no other 
existing algorithms designed specifically for the visual 
detection of the measles rash. A model capable of measles 
rash characterization can be applied to many fields.   It 
could be deployed as an application to be used in 
telemedicine, airport security to prevent transmission of the 
disease, or potentially as a phone application in developing 
countries, where health workers are scarce, to facilitate the 
recognition of measles.   
 
II. RELATED WORK 
 
The deep convolutional neural networks (CNNs) were 
inspired by the structure and organization of the visual 
cortex in cats and monkeys. CNNs are composed of stacks 
of processing layers, which enable them to learn complex 
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features from imaging data. Due to the outstanding 
performances in solving many computer vision problems, 
CNNs have gained tremendous attention in recent years 
and have been applied increasingly widely in medical 
research and radiology [5][8][9]. For example, Nasr-
Esfahani et al. developed a CNN model for detecting 
melanoma, with a predictive accuracy of 81% [5]. More 
recently, to address the most common skin conditions seen 
in primary care, Google developed a CNN-based system 
with an accuracy on par with U.S. board-certified 
dermatologists [17]. CNNs have also been employed to 
study other diseases, such as breast cancer, diabetic 
retinopathy, and lymph node metastasis [8][9][16][18]. 
CNN requires sufficient data and computational 
resources for model training. If only a small image dataset 
is available, special strategies, e.g. data augmentation or 
transfer learning, are often used to increase the 
performance of classification. Transfer learning utilizes a 
pretrained model to solve a different but related problem 
[12] [13]. Compared to approach of building a deep CNN 
from scratch, it requires fewer training images and reduced 
runtime as a result. A recent comparative study showed on 
a small dataset, transfer learning is more useful than other 
methods investigated [8]. In another study that utilized 
transfer learning to develop a CNN model, Kermany et al. 
demonstrated performance comparable to that of human 
experts in classifying age-related macular degeneration and 
diabetic macular edema [9].  
Stimulated by crucial need for early diagnosis and 
treatment of diseases and a shortage of dermatologists, 
many CNN-based systems were developed for classifying 
skin photographs [16-22]. Table 1 shows 7 CNN-based 
methods emerged lately for skin lesion classification. They 
all utilized transfer learning to obtain final models. For 
instance, the studies in rows 2-4 employed residual 
networks (ResNet) to construct CNNs. The 4th study in 
Table 1, which was presented in a poster, used RseNet34 
to distinguish 11 skin conditions and rashes. Although 
measles rash was among the 11 skin conditions, the 
evidence and accuracy of measles identification was not 
provided by developers.  Apart from this work, we are not 
aware of other recent study of measles rash detection. 
With the lack of tools for visual recognition of measles 
and the resurgence of measles in the US in 2019, the cause 
of which was linked to travel-related transmissions with 
subsequent spread through undervaccinated populations 
[7], the models that can accurately detect measles rash are 
urgently needed. Improved capability of measles rash 
identification would help healthcare professionals to 
effectively address new and varied challenges in the US 
posed by the potential reemergence of measles into 
populations. 
The rest of the paper is organized as follows. First, we 
describe our data and present our CNN model. Next, we 
provide our experimental results. Lastly, Section V offers 
discussion and directions for future improvement.  
 
III. MATERIALS AND METHODS 
 
Data collection  
To analyze photographic rash images and accurately 
identify the measles rash from normal skin and other 
dermatological issues, we built our CNN models in a 
binary classification context, such that all the images are 
labeled as either “Measles” or “Non-Measles.”  For the 
non-measles subgroup in particular, it is important to have 
a dataset including classes similar to the measles rash in 
appearance as well as classes that significantly differ, in 
order to provide overall diversity to the dataset. 
As there are no public resources available that contain 
an extensive library of measles images specifically, we 
collected the data for our study using the Bing Web Search 
API (part of the Microsoft Azure package) to parse images 
from the web. The dataset contains rash images of 11 
different disease states:  Bowens disease, chickenpox, 
chigger bites, dermatofibroma, eczema, enterovirus, 
keratosis, measles, psoriasis, ringworm and scabies.  
Additionally, images of normal skin are also included in 
Table 1: Example deep CNN models emerged recently for skin lesion classification+ 
No. Skin condition Deep CNN models Dataset Ref. 
1 Cancer-related skin lesion  DenseNet-169  HAM10000  [16] 
2 Twenty-six most common skin 
conditions  
Inception-v4, an Inception-
ResNet  
De-identified cases from a teledermatology 
practice serving 17 clinical sites  
[17] 
3 Erythema migrans rashes in early 
lyme disease 
ResNet50  A dataset of 1834 images, including 1718 
expert clinician-curated online images  
[18] 
4 Eleven skin conditions including 
measles rash 
ResNet34  A dataset of 587 images  [19] * 
5 Skin cancer Alex-net MED-NODE, Derm (IS & Quest) and ISIC [20] 
6 Melanoma and other skin lesions  PNASNet-5, InceptionV4, 
InceptionResNetV2, SENet154  
ISIC 2018 challenge dataset [21] 
7 Melanoma and other skin lesions EfficientNets and other models HAM10000, BCN_20000, and MSK dataset [22] 
+ Only the work published in 2019 (or early 2020) were included and this list was not intended to be exhaustive.   
* This study was described in an online poster [19].  
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the dataset.  Table 2 shows the complete list of samples we 
collected. In total, there are 158 images of the measles rash, 
and 1158 non-measles images present in the dataset.   
 
Table 2: Data set description 
Image Classes Number of Images 
Bowen's Disease 124 
Chickenpox 170 
Chigger Bites 87 
Dermatofibroma 80 
Eczema 95 
Enterovirus 117 
Keratosis 112 
Measles 158 
Normal Skin 41 
Psoriasis 122 
Ringworm 131 
Scabies 79 
Total 1316 
 
Two clinicians at Vanderbilt University, Dr. Joseph 
Gigante, who is also co-author of this paper, and Dr. 
William Schaffner, assisted us with the study. Dr. 
Schaffner, an infectious disease specialist, consulted with 
us in the preliminary stages of the study and provided 
several medical links to use for parsing measles images.  
Dr. Gigante, a pediatrician, reviewed the measles images 
prior to training the model and advised which were more 
than likely the measles. Ultimately, only the images he 
approved of were used. 
In order to produce accurate results, CNNs typically 
require very large datasets (i.e. at least 1000 images per 
class).  The primary challenge of this study is in the limited 
availability of usable measles images for training and 
testing. In early phases of experimentation, we utilized 
image augmentation strategies to create duplicates of 
images with minor adjustments such as random rotations 
and horizontal flips. Through the testing and comparison 
of different models, our final model provided the best 
results without the use of augmentation.     
 
Method 
On our dataset, we experimented with three popular CNN 
architectures in the field: VGG-16 [15], and two deep 
residual networks (ResNet), ResNet34 and ResNet50 [11]. 
VGG-16 consists of convolutional layers, max pooling 
layers, activation layers, and fully connected layers, but 
only 16 of them have weights (and, hence, its name comes 
from) [15]. ResNet was the winner of the 2015 ImageNet 
Large Scale Visual Recognition Challenge (ILSVRC 2015) 
in image classification, detection, and localization. In the 
COCO 2015 competitions, ResNet also won the 1st place 
on the tasks of ImageNet detection, ImageNet localization, 
etc. ResNet50 stands for 50-layer residual networks. Both 
ResNet34 and ResNet50 are pretrained models. They 
contain shortcut connections between layers that allow for 
a deeper network with less complexity and better overall 
accuracy.  
Figure 1 illustrates the basic processes that take place 
in a ResNet. There are 5 stages in a ResNet, each with a 
convolution block. Stage 1 consists of convolution and 
max pooling layers. A convolutional layer uses a filter 
called a kernel to pass over image to create a feature map. 
The initial kernel size is 7x7 with 64 output channels and a 
stride of 2. Max pooling reduces image size by keeping the 
max value of each matrix square that the kernel passes 
over. Stages 2-5 are residual blocks. Residual blocks are 
special highway networks without gates in their skip 
connections to allow information flow from the initial 
layers to the final layers. Following stage 5, there is an 
average pooling and a fully connected layer. Average 
pooling reduces image size by using the average value of 
each matrix square. The fully connected layer takes the end 
result of the convolution and pooling and outputs the final 
probabilities for image classification.   
As stated earlier, because the two image classes in our 
dataset are imbalanced, we also tried oversampling and 
image augmentation techniques using the keras library 
[14]. Our benchmark analysis indicated that the ResNet50 
model without augmentation provided the best results. So 
our discussion hereafter will just focus on ResNet50. A 
diagram of ResNet50 is provided in Appendix A. 
ResNet50 and several other deep ResNet models were 
first published in 2015 by Microsoft Asia, and have since 
seen many successful applications [9][17-19]. The version 
of ResNet50 utilized in our study is the latest 
implementation (2020) in Python package fastai [10]. In 
fastai, ResNet50 is layered on top of the Pytorch library, a 
Python environment in fastai. For a full documentation of 
the fastai library, interested readers are referred to [10].  
 
 
Figure 1: Basic processes of ResNet   
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For each round of training, the images are divided into 
training and validation sets with an 80/20% split, 
respectively. We used a batch size of 16 images with an 
input size of 299, which were then trained over 8 initial 
epochs using a one-cycle method. The early convolutional 
layers of the network were frozen and only the last few 
layers were trained. After the initial 8 epochs, the model 
was then trained further for a final 3 epochs, with specified 
differential learning rates of the range [1e-6, 1e-1].  
  
IV. RESULTS 
 
Each validation image was classified into one of the two 
classes: measles (positive) and non-measles (negative). 
Three commonly used metrics were employed to evaluate 
our method: sensitivity, specificity and accuracy, which are 
defined as follows: 
 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃	/ (𝑇𝑃 + 𝐹𝑁) ,  𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁/( 𝑇𝑁 + 𝐹𝑃) , 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)	/ (𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃),	
where TP, TN, FP and FN denote the number of true 
positive, true negative, false positive and false negative 
classifications, respectively. 
A stratified 5-fold cross validation was conducted to 
evaluate the model.  On each iteration, the final model was 
run on a randomly-generated validation set. After the 5 
iterations, the average performances of the models were 
computed. Table 3 below provides the final results. It 
shows the average accuracy, sensitivity, and specificity of 
our model is 94%, 74%, and 97%, respectively.  
 
 Table 3: Results of 5-Fold cross validation  
Iteration Sensitivity (%) Specificity (%) Accuracy (%) 
1 75.00 96.96 94.57 
2 79.31 95.63 93.79 
3 83.33 95.30 94.18 
4 75.76 98.67 95.73 
5 58.33 98.20 92.64 
Average 74.35 96.95 94.18 
 
Figure 2 below compares the averages and ranges of 
the three metrics using boxplots. 
 
 
Figure 2: Boxplots of three performance metrics  
To verify our results, we manually examined some 
misclassified images. Figure 3 provides an example of a 
false positive prediction. The left photo in Figure 3 is 
enterovirus rash, in comparison with a measles rash on the 
right in Figure 3. This example shows the challenge of 
distinguishing the measles rash from other skin conditions. 
As the majority of false positive classifications were made 
on images very similar in appearance to the measles rash, 
such as the enterovirus rash in Figure 3, to further minimize 
such error, more training images of both the measles rash 
and these similar subclasses are required. 
 
  
Figure 3: Examples of a false positive prediction (left) 
and a false negative prediction (right) 
V. CONCLUSIONS AND FUTURE WORK 
With the spread of the measles virus continuing to increase 
worldwide, and fewer healthcare providers in the US that 
can accurately identify it due to its rarity in recent decades, 
a properly trained model capable of identifying measles 
rash is essential in combatting the outbreak. 
In this paper, we used deep convolutional neural 
network (CNN) to distinguish the distinctive measles rash 
from a variety of other skin conditions. The proposed 
method showed promising results with an average 
accuracy of 94% and an average sensitivity of 74%. Given 
the small size of the dataset used, the performance can be 
improved with the addition of more images. The model 
could be further enhanced by expending the dataset to 
include a larger spectrum of rash illnesses in children, e.g. 
rubella, drug-induced rash, roseola, erythema infectiosum, 
toxic shock syndrome, Kawasaki disease as well as the 
newly-recognized multisystem inflammatory syndrome in 
children, along with others. 
Our dataset possesses a variety of age, gender, and 
body parts across samples, but does not have a wide 
diversity of skin color. Currently, the dataset is 
predominately composed of images of Caucasian skin, 
with fewer than 20 images representing minority skin 
tones. So a future development of this study is to obtain 
more ethnically diverse images to use for model re-
training. By incorporating more images from diverse 
ethnical groups, the accuracy of our model can be further 
improved and more importantly it can be more readily 
deployed in telemedicine to aid healthcare providers in 
diagnosis.  
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Another future development is to create a phone 
application that can identify the measles rash. With a 
growing generation of younger doctors that utilize smart 
technology in the field, a phone-based application could 
serve as a powerful tool in the diagnosis of the disease. 
Our CNN model focuses on the appearance of the rash 
and does not take into account the distribution of the rash 
on the body and its development (the measles rash 
characteristically begins on the head/face and then spreads 
down the body). Moreover, in the diagnosis of measles, we 
suggest to integrate our model with information about other 
concurrent symptoms, e.g. whether the patient has fever or 
the classic “3Cs” of measles:  cough, coryza and 
conjunctivitis. 
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