This paper deals with the homogeneous Neumann boundary-value problem for the chemotaxis-consumption system
Introduction
Chemotaxis is the adaption of the direction of movement to an external chemical signal. This signal can be a substance produced by the biological agents (cells, bacteria) themselves, as is the case in the celebrated Keller-Segel model ( [5] , [4] ) or -in the case of even simpler organisms -by a nutrient that is consumed. A prototypical model taking into account random and chemotactically directed movement of bacteria alongside death effects at points with high population densities and population growth together with diffusion and consumption of the nutrient is given by u t = ∆u − χ∇ · (u∇v) + κu − µu 2 (1.1) which we have given in the form with logarithmic source terms paralleling that in (1.1), at first glance, (1.1) seems much more amenable to the global existence (und boundedness) of solutions -after all, the second equation by comparison arguments immediately provides an L ∞ -bound for v.
However, such a bound is not sufficient for dealing with the chemotaxis term, and accordingly global existence and boundedness of solutions to (1.1) with κ = µ = 0 is only known under the smallness condition
on the initial data ( [15] ) or in a two-dimensional setting ( [22] , [25] and also [9] ). Their rate of convergence has been treated in [26] . In three-dimensional domains, weak solutions have been constructed that eventually become smooth [16] . For (1.2), the presence of logarithmic terms has been shown to exclude otherwise possible finite-time blow-up phenomena (cf. [23] , [11] ) -at least as long as µ is sufficiently large if compared to the strenght of the chemotactic effects ( [21] ) or if the dimension is 2 ( [12] ). If the quotient µ χ is sufficiently large, solutions to (1.2) uniformly converge to the constant equilibrium ( [24] ); convergence rates have been considered in [3] . Explicit largeness conditions on µ χ that ensure convergence, also for slightly more general source terms, can be found in [10] , see also [19] . For small µ > 0, at least global weak solutions are known to exist ( [7] ), and in 3-dimensional domains and for small κ, their large-time behaviour has been investigated ( [7] ).
Also the chemotaxis-consumption model (1.1) has already been considered with nontrivial source terms in [18] . There it was proved that classical solutions exist globally and are bounded as long as (1.3) holds -which is the same condition as for κ = µ = 0, thus shedding no light on any possible interplay between chemotaxis and the population kinetics.
In a three-dimensional setting and in the presence of a Navier-Stokes fluid, in [8] it was recently possible to construct global weak solutions for any positive µ, which moreover eventually become classical and uniformly converge to the constant equilibrium in the large-time limit.
It is the aim of the present article to prove the existence of global classical solutions if only µ is suitably large and to show their large-time behaviour. For the case of small µ > 0, we will prove the existence of global weak solutions (in the sense of Definition 6.1).
What largeness condition on µ might be sufficient for boundedness? For the Keller-Segel type model (1.2) the typical condition reads: 'If µ is large compared to χ, then the solution is global and bounded, independent of initial data.' In order to see why this condition would be far less natural for (1.1), let us suppose we are given suitably regular initial data u 0 , v 0 and a corresponding solution (u, v) of
and let us define w := χv.
which is the same system, only with different chemotaxis coefficent and rescaled initial data for the second component. Consequently, in (1.1), large initial data equal high chemotactic strength. Hence, there cannot be any condition for global existence which includes µ and χ, but not v 0 L ∞ (Ω) . In light of this discussion, the requirement in Theorem 1.1 that µ be large with respect to χ v 0 L ∞ (Ω) seems natural. On the other hand, this observation does not preclude conditions that involve neither χ nor v 0 L ∞ (Ω) , and indeed µ > 0 is sufficient for the global existence of weak solutions. The first main result of the present article is global existence of classical solutions, provided that µ is sufficiently large as compared to χv 0 L ∞ (Ω) : Theorem 1.1. Let N ∈ N and let Ω ⊂ R N be a smooth, bounded domain. There are constants k 1 = k 1 (N) and k 2 = k 2 (N) such that the following holds: Whenever κ ∈ R, χ > 0, and µ > 0 and initial data
has a unique global classical solution (u, v) which is uniformly bounded in the sense that there is some constant C > 0 such that The second outcome of our analysis is concerned with the large time behaviour of global solutions and reads as follows: Theorem 1.2. Let N ∈ N and let Ω ⊂ R N be a bounded smooth domain. Suppose that χ > 0, κ > 0 and
as t → ∞. 
Remark 1.4.
Under the restriction N = 3, the existence of global weak solutions that eventually become smooth and uniformly converge to ( κ µ , 0) has been proven in [8] , where a coupled chemotaxis-fluid model is treated.
Plan of the paper. In Section 2 we will prepare some general calculus inequalities. In the following for some a > 0 we will then consider
For ε = 0, this system reduces to (1.5); for ε ∈ (0, 1) we will be able to derive global existence of solutions without any concern for the size of initial data and hence obtain a suitable stepping stone for the construction of weak solutions. Beginning the study of solutions to this system in Section 3 with a local existence result and elementary properties of the solutions, we will in Section 4 consider a functional of the type Ω u p + Ω |∇v| 2p and finally, aided by estimates for the heat semigroup, obtain globally bounded solutions, thus proving Theorem 1.1. In Section 5 where κ is assumed to be positive, we will let a := µ κ and employ the functional
in order to derive the stabilization result in Theorem 1.2 and already prepare Theorem 1.4. Section 6, finally, will be devoted to the construction of weak solutions to (1.5), and to the proofs of Theorem 1.3 and Theorem 1.4. We will always let
and note that the choice for the case κ ≤ 0 was arbitrary and that in Sections 4 and 6, the precise value of a plays no important role.
Notation.
For solutions of PDEs we will use T max to denote their maximal time of existence (cf. also Lemma 3.1). Throughout the article we fix N ∈ N and a bounded, smooth domain Ω ⊂ R N .
General preliminaries
In this section we provide some estimates that are valid for all suitably regular functions and not only for solutions of the PDE under consideration.
Lemma 2.1. a) For any c ∈ C 2 (Ω):
Proof. a) Straightforward calculations yield
Let us now derive the following interpolation inequality on which we will rely in obtaining an estimate for
holds, where D 2 c denotes the Hessian of c.
Proof. Since c ∂c ∂ν = 0 on ∂Ω, an integration by parts yields
Using Young's inequality and (2.1) we can estimate
Likewise, we see that
In consequence, (2.4) and (2.5) prove (2.3).
Local existence and basic properties of solutions
We first recall a result on local solvability of (1.9):
Moreover, we have u ε > 0 and v ε > 0 in Ω × [0, T max ), and
Proof. Apart from minor adaptions necessary if ε > 0 (see also [19 Even thought the total mass is not conserved, an upper bound for it can be obtained easily:
,
for all s > 0, integrating the first equation in (1.9) over Ω and applying Hölder's inequality shows that
and the claim results from an ODI-comparison argument.
For the second component, even uniform boundedness can be deduced instantly:
Then for any ε ∈ [0, 1) the solution of (1.9) with a as in (1.10) satisfies
is monotone decreasing.
Proof. This is a consequence of the maximum principle and the nonnegativity of the solution.
Also the gradient of v can be controlled in an L 2 (Ω)-sense:
There exists a positive constant M such that for all ε ∈ [0, 1) the solution of (1.9) with a as in (1.10) satisfies
Proof. Integration by parts and the Young inequality result in
Adding (3.5) to (3.6) and taking into account that
for any ε ∈ [0, 1) and s ≥ 0, we obtain that
Since Lemma 3.2 shows that Ω u ε (x, t)dx ≤ m 1 for any ε ∈ [0, 1) and t ∈ (0, T max ), a comparison argument leads to
holding true on (0, T max ), which in particular implies (3.4)
Existence of a bounded classical solution
We now turn to the analysis of the coupled functional of Ω u p and Ω |∇v| 2p . We first apply standard testing procedures to gain the time evolution of each quantity.
, we have that the solution of (1.9) with a as in (1.10) satisfies
Proof. Testing the first equation in (1.5) against u p−1 ε and using Young's inequality, we can obtain
on (0, T max ), which by using the fact that
directly results in (4.1).
Proof. We differentiate the second equation in (1.5) to compute
Upon multiplication by (|∇v ε | 2 ) p−1 and integration, this leads to
on (0, T max ). Then integrating by parts, we achieve
, were we have used Lemma 3.3. Next by Young's inequality and Lemma 2.1 a) we have that
and
Thereupon, (4.4) implies that
Next we will show that if µ is suitably large, then all integrals on the right side in (4.1) and (4.3) can adequately be estimated in terms of the respective dissipated quantities on the left, in consequence implying the L p estimate of u and the boundedness estimate for |∇v|. 
the following holds: If µ > 0, χ > 0 and the positive function v 0 ∈ C 1 (Ω) fulfil 6) then for every κ ∈ R, 0 < u 0 ∈ C 0 (Ω) there is C > 0 such that for every ε ∈ [0, 1) the solution (u ε , v ε ) of (1.9) with a as in (1.10) satisfies
If, however, µ > 0, χ > 0 and 0 < v 0 ∈ C 1 (Ω) do not satisfy (4.6), then for every ε ∈ (0, 1), κ ∈ R, 0 < u 0 ∈ C 0 (Ω) there is c ε > 0 such that the solution (u ε , v ε ) of (1.9) with a as in (1.10) satisfies
Proof. Lemma 4.1 and 4.2 show that
throughout (0, T max ). Using Young's inequality, we can assert that for any δ 1 > 0,
on (0, T max ). We then apply Lemma 2.2 and
, (4.8) shows that
(4.9) on (0, T max ). Similarly, for any δ 2 > 0 we have
on (0, T max ). Using Lemma 2.2 once more and taking δ 2 = p+1
, we can obtain from (4.10) that
on (0, T max ). Combining inequalities (4.7), (4.8) and (4.11), we arrive at
We can moreover invoke the Poincaré inequality along with Lemma 3.2 to estimate
with some c 1 > 0 and c 2 > 0. In a quite similar way, using Lemma 3.4 we obtain constants c 3 > 0 and c 4 > 0 such that
Introducing c 5 := min
and abbreviating y ε (t) := Ω u p ε + Ω |∇v ε | 2p , we thus obtain from (4.12) that y
where
In consequence,
for all t ∈ (0, T max ). We note that K depends on ε if and only if (4.6) is not satisfied.
The previous lemma ensures boundedness of u in some L p -space for finite p only. Fortunately, this is already sufficient for the solution to be bounded -and global. 2 is a solution to (1.9) with a as in (1.10) such that
Proof. We use the standard estimate for the Neumann heat semigroup ( [20, Lemma 1.3] ) to conclude that with some c 1 > 0
where λ 1 denotes the first nonzero eigenvalue of −∆ in Ω under the homogeneous Neumann boundary conditions. Due to Lemma 3.3 and the condition on u ε , we obtain c 2 > 0 such that
In order to obtain a bound for u ε , we use the variation-of-constants formula to represent u ε (·, t) as 
Moreover, from the maximum principle we can easily infer that 
for t ∈ (0, T ). In view of (4.14), (4.16), (4.17), (4.18), we have obtained that
holds for any t ∈ (0, T ), which combined with (4.13) is the desired conclusion.
In fact, the assumption of Lemma 4.4 suffices for even higher regularity, as we will see in Lemma 5.1. For the moment we return to the proof of global existence of solutions. 
, where k 1 , k 2 are as in Lemma 4.3 . Then the classical solution to (1.9) given by Lemma 3.1 is global and bounded.
Proof. By continuity, there is
, and Lemma 4.3 shows that Ω u p ε is bounded on (0, T max ). Lemma 4.4 together with Lemma 3.3 turns this into a uniform bound on
, so that the extensibility criterion (3.1) shows that T max = ∞.
Proof of Theorem 1.1. Theorem 1.1 is the case ε = 0 in Lemma 4.5.
Stabilization
In this section, we shall consider the large time asymptotic stabilization of any global classical bounded solution.
In a first step we derive uniform Hölder bounds that will facilitate convergence. After that, we have to ensure that solutions actually converge, and in particular must identify their limit. In the spirit of the persistence-of-mass result in [17] , showing that v → 0 as t → ∞ would be possible by relying on a uniform lower bound for Ω u and finiteness of
uv (see also [8, Lemmata 3.2 and 3.3]). We will instead focus on other information that can be obtained from the following functional of type already employed in [8] (after the example of [19] ), namely
This way, in Lemma 5.3 we will achieve a convergence result for v ε that will also be useful in the investigation of the large time behaviour of weak solutions in Section 6.
be a solution to (1.9) with a as in (1.10) which is bounded in the sense that there exists M > 0 such that
Then there are α ∈ (0, 1) and C > 0 such that
≤ C for all t ∈ (2, ∞).
Proof. Due to the time-uniform (L ∞ (Ω)-)bound on v ε and on the right hand side of
of which v ε is a weak solution, [13, Thm. 1.3] immediately yields α 1 ∈ (0, 1) and c 1 > 0 such that
≤ c 1 for any t > 0. Similarly, (5.2) provides t-independent bounds on the functions ψ 0 := 1 2 χ 2 u 2 ε |∇v ε | 2 , ψ 1 := χu ε |∇v ε |, ψ 2 := |κ|u ε − µu 2 ε − εu 2 ε ln au ε in conditions (A 1 ), (A 2 ), (A 3 ) of [13] . An application of [13, Thm. 1.3] to solutions of
≤ c 2 for any t > 0. We pick a monotone increasing function ζ ∈ C ∞ (R) such that ζ| (−∞,   1 2 ) ≡ 0, ζ| (1,∞) ≡ 1 and note that, for
Due to the uniform bound for u ε ζv ε + ζ ′ v ε in some Hölder space, an application of [6, Thm. IV. 
and, consequently, there is C > 0 such that for any ε ∈ [0, 1)
Proof. In fact, on (0, ∞)
, valid for any t > 0.
A combination of the previous lemmata in this section reveals the large time behaviour of bounded classical solutions:
Proof. For j ∈ N we define
We let ( j k ) k∈N ⊂ N be a sequence satisfying j k → ∞ as k → ∞. By Lemma 5.1 there are α ∈ (0, 1), 
Weak solutions
Purpose of this section is the construction of weak solutions to (1.5), in those cases, where Theorem 1.1 is not applicable. To this end let us first state what a weak solution is supposed to be:
Some of the estimates neeeded for the compactness arguments in the construction of these weak solutions will spring from the following quasi-energy inequality: Lemma 6.1. Let µ, χ ∈ (0, ∞), κ ∈ R and let (u 0 , v 0 ) satisfy (1.4). There are constants k 1 > 0, k 2 > 0 such that for any ε ∈ (0, 1) the solution of (1.9) with a as in (1.10) satisfies
Proof. According to Lemma 4.5, for any ε ∈ (0, 1), the solution to (1.9) is global, and from the second equation of (1.9) we obtain that
If, moreover κ > 0, then there is C > 0 such that for any ε ∈ (0, 1) the solution (u ε , v ε ) of (1.9) with a = µ κ as in (1.10) satisfies
Proof. Bondedness of v ε as in (6.11) has been shown in Lemma 3.3; (6.4), (6.5), (6.7), (6.8) result from Lemma 6.1 by straightforward integration, as well as (6.9) if Lemma 3.3 is taken into account. Testing the second equation in (1.9) by v ε , (6.10) is readily obtained. By an application of Hölder's inequality, (6.6) immediately follows from (6.4) and (6.5). Moreover, (6.14) is a consequence of (5.3). For any ϕ ∈
and -by (6.4), (6.10), (6.11) -hence (6.12). In order to obtain (6.13
which, due to (6.4), (6.10), (6.7), proves (6.13).
By means of compactness arguments, these estimates allow for the construction of weak solutions. This is to be our next undertaking: Lemma 6.3. Let µ > 0, χ > 0, κ ∈ R and assume that u 0 , v 0 satisfy (1.4). There are a sequence (ε j ) j∈N , ε j ց 0 and functions
such that the solutions (u ε , v ε ) of (1.9) with a as in (1.10) satisfy
as ε = ε j ց 0 and such that (u, v) is a weak solution to (1.5) .
If additionally κ > 0 and a = µ κ as in (1.10), then ε j can be chosen such that additionally
as ε = ε j ց 0, and
Proof. [14, Cor. 8.4 ] transforms (6.4), (6.6) and (6.13) into (6.15) along a suitable sequence (ε j ) j ց 0; the bound in (6.6) enables us to find a further subsequence such that (6.16) holds. Similarly, (6.10) facilitates the extraction of a subsequence satisfying (6.22) , and an analogous application of [14, Cor. 8.4] as before from (6.10), (6.11) and (6.12) provides a (non-relabeled) subsequence such that v ε j → v in L 2 (Ω × (0, ∞)) and, along another subsequence thereof establishes (6.19) . Also (6.20) is immediately obtained from (6.11), as is (6.21) from (6.9); (6.23) results from (6.14). For the L 1 -convergence statements in (6.17) and (6.18), mere boundedness, like obtainable from (6.5) and (6.7), even if combined with the a.e. convergence provided by (6.15) , is insufficient for the existence of a convergent subsequence; we must, in addition, check for equi-integrability on Ω × (0, T ) for any finite T > 0. To this purpose we note that with C(T ) from (6.8) Accordingly, εu 2 ε ln u ε ; ε ∈ (0, 1) and u 2 ε ; ε ∈ (0, 1) are uniformly integrable, hence by (6.15) and the Vitali convergence theorem we can extract subsequences such that (6.18) and (6.17) hold; (6.17) also proves that u ∈ L 2 loc (Ω × [0, ∞)). Passing to the limit in each of the integrals making up a weak formulation of (1.9) with ε > 0, which is possible due to (6.15), (6.16), (6.21), (6.17), (6.18) and (6.20) , shows that (u, v) is a weak solution to (1.9) with ε = 0.
Proof of Theorem 1.3. The assertion of Theorem 1.3 is part of Lemma 6.3.
We will finally prove that one can expect at least some stabilization of weak solutions also. Here, the preparation in Lemma 5.3 obtained from the energy inequality for F will be crucial. Proof. Using characteristic functions of sets Ω × (t, t + 1) for sufficiently large t as test functions in the weak- * -convergence statement (6.20) , from Lemma 5.3 we obtain that for every η > 0 there is T > 0 such that v L ∞ ((T,∞);L p (Ω)) < η, whereas (6.26) is implied by (6.24). [8] .
Proof of Theorem 1.4. Lemma 6.4 is identical with Theorem 1.4.
