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It is well known that a bivariate distribution belongs to the domain of attraction
of an extreme value distribution G if and only if the marginals belong to the domain
of attraction of the univariate marginal extreme value distributions and the
dependence function converges to the stable tail dependence function of G. Hall and
Welsh (1984, Ann. Statist. 12, 10791084) and Drees (1997b, Ann. Statist., to appear)
addressed the problem of finding optimal rates of convergence for estimators of the
extreme value index of an univariate distribution. The present paper deals with the
corresponding problem for the stable tail dependence function. First an upper bound
on the rate of convergence for estimators of the stable tail dependence function is
established. Then it is shown that this bound is sharp by proving that it is attained
by the tail empirical dependence function. Finally, we determine the limit distribution
of this estimator if the dependence function satisfies a certain second-order condition.
 1998 Academic Press
AMS 1991 subject classifications: primary 62G05, 62H12; secondary 62G30,
62G35.
Key words and phrases: asymptotic normality, bivariate extreme value distribu-
tion, domain of attraction, rate of convergence, stable tail dependence function, tail
empirical dependence function.
1. INTRODUCTION
Consider i.i.d. bivariate random vectors (Xi , Yi), i # N, with distribution
function (d.f.) F. In some situations one is interested in the probability
that the maximum of X1 , ..., Xn exceeds a given high threshold x or the
maximum 1in Yi is greater than y. For example, denote by Xi and Yi
the maximum sea level in the i th time period at two different locations of
a dike, whose height at those points is x and y, respectively. Then the
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probability of a flooding within n time periods is P[1in Xi>x or
1in Yi> y]. If such a flood has not yet occured, then one clearly has
to make additional model assumptions that allow of an extrapolation
beyond the data. In this context, the concept of the (componentwise) max
domain of attraction proved to be useful. If
L \a&1n \ 
1in
Xi&bn+ , c&1n \ 
1in
Yi&dn++ G weakly (1.1)
for some normalizing constants an , cn>0 and bn , dn # R, where the marginals
of G are assumed to be non-degenerate, then it is said that F belongs to the
weak domain of attraction of the bivariate extreme value d.f. G. (As usual,
we do not distinguish between a distribution and its d.f.) Similarly as in
univariate extreme value statistics, in this case one may approximate the
exceedance probability of interest by 1&G(an x+bn , cn y+dn). Hence, it
suffices to estimate the scale and location parameters, which depend only
on the marginal distributions, and the bivariate extreme value d.f. G.
Usually, G is described by its marginals G1 and G2 and the dependence
structure between them (see, e.g., Resnick (1987), Proposition 5.11, Tiago
de Oliveira (1989), Einmahl et al. (1993, 1995) and Coles and Tawn (1994),
Section 2). It is well known that for a suitable choice of the normalizing
constants there exist real constants #i , the so-called extreme value indices,
such that
Gi (x)=exp(&(1+#ix)&1#i), 1+#ix>0, i=1, 2,
which is interpreted as exp(&e&x) if #i=0. There are several ways to
model the dependence structure (see Falk et al. (1994), Section 4.2, and the
literature cited therein). Here we take up the approach via the (upper)
dependence function
DF (x, y) :=1&F(F&11 (1&x), F
&1
2 (1& y)), x, y # [0, ),
with F&1i denoting the generalized inverse of the i th marginal d.f. Fi .
Convergence (1.1) holds if and only if one has the corresponding convergence
for the marginals and, in addition,
t&1 DF (tx, ty)  l(x, y), x, y # [0, ), (1.2)
as t a 0, where l is the so-called stable tail dependence function (s.t.d.f.)
defined by
l(x, y) :=&log G((&log G1)&1 (x), (&log G2)&1 ( y)), x, y # [0, )
(1.3)
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(cf. Resnick (1987), Proposition 5.10, where the marginals are standardized
in a different way). Note that, in case of continuous marginals, 1&DF is
the usual copula of F, so that the present approach is in line with the
probably most popular way of describing the dependence structure in
general multivariate analysis.
To sum up, as proposed by Tiago de Oliveira (1989, Section 4), we have
reduced the problem of estimating exceedance probabilities to the estima-
tion of the marginal parameters and the estimation of the s.t.d.f. l. The
same approach can be used to estimate extreme quantile curves or, more
generally, ‘‘failure regions’’ such that the probability that a random vector
lies within the region equals a preassigned small value (cf. Coles and Tawn
(1994)).
Whereas univariate extreme value estimation problems have attracted
much attention in the last two decades (see, e.g., Pickands (1975), Hill
(1975), Cso rgo et al. (1985), Smith (1987), Dekkers et al. (1989), Drees
(1997a, b)), less is known about estimators of the dependence structure of
G. To calculate the asymptotic distribution of an estimator of the so-called
angular measure (see Section 3), which determines the s.t.d.f., usually it is
assumed that the dependence function belongs to some parametric family
(Coles and Tawn (1994), cf. also Tiago de Oliveira (1989)) or certain
restrictions are imposed on the marginal distributions (Einmahl et al.
(1993, 1995)), although these assumptions are difficult to justify in many
applications (cf. Coles and Tawn (1994), Section 2.2). The asymptotic
normality of an estimator of the standardized exponent measure (see (3.1))
was proven in de Haan and Resnick (1993) under mild conditions. All
these estimators depend on the marginal distributions. In contrast, we will
consider a genuine nonparametric model with arbitrary extreme value indices.
Mason (1991) and Huang (1992) introduced the tail empirical dependence
function
l n(x, y) :=
1
kn
:
n
i=1
1[Xi>Xn&[kn x] : n or Yi>Yn&[kn y] : n]
where the numbers kn constitute an intermediate sequence, i.e., kn  
and knn  0, and [x] denotes the integer part of x. Notice that the
distribution of l n is independent of the marginal distributions if these are
continuous, since then
l n(x, y)=
1
kn
:
n
i=1
1[Ri>n&[kn x] or Si>n&[kn y]]
where Ri and Si are the ranks of Xi and Yi , respectively. Moreover, the
estimator is obtained from the left-hand side of (1.2) if one replaces the d.f.
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F and its inverse by their empirical counterparts and t by knn. In Huang
(1992) the asymptotic normality of this estimator of the s.t.d.f. is proven if
l is continuously differentiable and kn does not converge too fast to infinity.
A somewhat related estimator was examined by Deheuvels (1980).
In the present paper, we want to establish the optimal rate of convergence
of an arbitrary sequence of estimators l n for l (i.e., a measurable function
of an i.i.d. sample of size n). The analogous problem for estimators of the
extreme value index was addressed by Hall and Welsh (1984), who defined
sets D=D(#0 , c0 , =, \, A) of differentiable d.f.’s F such that
F $ (x)=
c
#
x&(1#+1) (1+r(x)), |r(x)|Ax&\#,
for all x>0 and, in addition, |#&#0 |<= and |c&c0 |<= for some given #0 ,
c0 , \, A>0 and 0<=<#0 7c0 . Then it was shown that for an arbitrary
sequence #^n of estimators of the extreme value index #
lim
n  
inf
F # D
PnF[ |#^n&#|an]=1 O lim
n  
ann\(2\+1)=.
(Here PnF denotes the distribution of n i.i.d. random variables with d.f. F.)
Notice that the densities under consideration are always tail equivalent to
a Pareto density. For that reason, in Drees (1997b) the following more
general sets of distributions were considered:
U(#0 , =, g) :={F | F&1 (1&1t)=ct# exp \|
t
1
’(s)s ds+ ,
|’(t)| g(t) \t>1, |#&#0 |==
where g is some ultimately decreasing, (&\)-varying function converging
to 0 and \0. Then
lim
n  
inf
F # U(#0 , =, g)
PnF [ |#^n&#|an]=1
O lim inf
n  
an
g(tn) {
=
1
if
\>0,
\=0,
(1.4)
for any sequence tn satisfying
lim
n  
g(tn)(ntn)12=1. (1.5)
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Moreover, it was proven that the Hill estimator converges at the optimal
rate, that is determined by (1.4) and (1.5). An analogous result was also
obtained for general (i.e. not necessarily positive) extreme value indices
# # R.
Observe that the definitions of D and U consist of a condition on the
‘‘remainder terms’’ r and ’, respectively, describing the deviation of the d.f.
from the pertaining Pareto distribution; and of conditions which restrict
this Pareto d.f. to a certain neighborhood of a fixed Pareto d.f. Analogously,
in the bivariate setup we fix some continuously differentiable s.t.d.f. l0 (i.e.,
l0 is of type (1.3) for some extreme value d.f. G), some positive function g
on (0, 1] that is \-varying at 0 with \0 (i.e. limt a 0 g(tx)g(t)=x\ for all
x>0) and converges to 0, and some constants $ # (0, 1) and =>0. Then we
consider the set F1(l0 , $, =, g) consisting of all absolutely continuous
bivariate d.f.’s F such that
}DF (x, y)l(x, y) &1 } g(x 6y) \0<x, y
1&$
l(1, 1)
, (1.6)
for some continuously differentiable s.t.d.f. l satisfying
} x (l&l0)(x, y) }6 }

y
(l&l0)(x, y) }= \0<x, y 1&$l(1, 1) . (1.7)
Note that the restriction on x and y in (1.6) is necessary to guarantee
that F1(l0 , $, =, g) is not empty, because DF (x, y)1 but l(x, x)>1 for
x>1l(1, 1) # [12, 1]. Moreover, it is reasonable to bound the relative
deviation of DF from l instead of the absolute distance, because both
functions vanish as x and y converge to 0. In particular, (1.2) follows from
a combination of (1.6) and the homogeneity property (cf. Section 3)
l(tx, ty)=tl(x, y), t, x, y # (0, ). (1.8)
In Section 2 we establish an upper bound on the rate of convergence of
arbitrary estimators for l, which is comparable to (1.4) and (1.5) in the
univariate setup. Then it is proven that for a suitable choice of the inter-
mediate sequence kn the tail empirical dependence function l n attains this
upper bound, which therefore is sharp. Moreover, the result obtained by
Huang and Mason about the limiting distribution of l n is generalized so
that it allows for an arbitrary intermediate sequence kn if the dependence
function fulfills a certain second order condition. All proofs are postponed
until Section 3.
For the sake of notational simplicity, we restrict ourselves to bivariate
random vectors. However, note that analogous results can be proven for d
dimensions, d3.
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2. OPTIMAL RATES OF CONVERGENCE
Before we formulate our main result, first note that in view of (1.8) it
suffices to estimate l on the set [(x, y) # [0, 1]2 | x 6 y=1], because l(x, y)
=(x 6 y) l(x(x 6 y), y(x 6 y)).
Theorem 2.1. Suppose that the function g : (0, 1]  (0, ) is \-varying
at 0 for some \0, increasing on some neighborhood of 0 and that limt a 0 g(t)
=0. Let l0 be some continuously differentiable s.t.d.f., $ # (0, 1) and =>0.
Then for any sequence of estimators l n of the s.t.d.f. l
lim
n  
inf
F # F1 (l0 , $, =, g)
PnF { supx 6 y=1 }
l n(x, y)
l(x, y)
&1 }an==1 (2.1)
implies
lim inf
n  
an
g(tn) {
=
1
if
\>0,
\=0,
(2.2)
for any sequence tn satisfying
lim
n  
g(tn)(ntn)12=1. (2.3)
Observe that for a \-varying function g there always exists a sequence
tn a 0 satisfying (2.3) and all those sequences are asymptotically equivalent
(cf. Bingham et al. (1987), Theorem 1.5.12). Hence (2.2) in combination
with (2.3) determines the fastest rate at which an can converge to 0.
Examples. (i) Mardia’s distribution: 1&F(x, y)=e&x+e&y&(ex+
e y&1)&1. Then DF (x, y)=x+ y&(1x+1y&1)&1 and l(x, y)=x+ y&
(1x+1y)&1. Hence for 0x, y1
}DF (x, y)l(x, y) &1 }=
(xy)2
((x+ y)2&xy)(x+ y&xy) {
x 6 y
tx6
if
0x, y1,
0x= y1,
so that g(x) :=x and according to Theorem 2.1 one should expect that the
rate of convergence for an estimator of l is slower than n&13.
(ii) MarshallOlkin distribution:
1&F(x, y)=e&x+e&y&e&x& y&}(x 6 y), }>0.
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The pertaining dependence function is DF (x, y)=x+ y&xy(x 7 y)}. Thus
l(x, y)=x+ y, i.e., the maxima of the components are asymptotically
independent. Because
}DF (x, y)l(x, y) &1 }=
xy(x 7 y)}
x+ y {
(x 6 y)1+}
= 12x
1+} if
0x, y1,
0x= y1,
we have g(t)=t1+}, which gives a rate an satisfying n&1(3+2})=o(an). K
These examples demonstrate the applicability of Theorem 2.1. Yet recall
that this theorem only gives an upper bound for the uniform rate of convergence,
so that for some distributions in the set F1(l0 , $, =, g) the rate of convergence
may be faster.
Next, we show that the bound established in Theorem 2.1 is sharp by
proving that it is attained by the tail empirical dependence function l n . In
fact, unlike the Hill estimator in the univariate setup, which converges
uniformly at the optimal rate only if the extreme value index is restricted
to some compact set in (0, ), because of the Lipschitz continuity of l (see
(3.23) below), l n even converges uniformly at the optimal rate if condition
(1.7) is omitted. So define F2($, g) as the set of bivariate d.f.’s with
continuous marginals such that (1.6) holds for an arbitrary s.t.d.f. l.
For the choice of the optimal intermediate sequence kn , notice that,
analogously to Proposition 2.1 of Drees (1997b), in the case \=0 there
exists a sequence tn* satisfying
lim
n  
tn*
tn
= but lim
n  
g(tn*)
g(tn)
=1. (2.4)
Let
kn :={[ntn ][ntn*] if
\>0,
\=0.
(2.5)
Theorem 2.2. Suppose that g fulfills the conditions of Theorem 2.1 and
that $ # (0, 1). If
lim inf
n  
an
g(tn) {
=
>1
if
\>0,
\=0
(2.6)
with tn according to (2.3), then (2.1) holds for l n=l n .
Mason (1991) and Huang (1992), Theorem 2, proved the asymptotic
normality of the tail empirical dependence function if l is continuously
differentiable and k12n g(kn n)  0. Yet the latter condition excludes the
optimal choice for kn according to (2.5). If one wants to allow kn to converge
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at a faster rate to infinity, then one has to impose a second order condition
on DF . In the sequel we will assume that the following expansion holds:
t&1 DF (tx, ty)=l(x, y)+ g(t) h(x, y)+Rt(x, y) (2.7)
where for some b>1 either
h#0 and sup
0x, yb
|Rt(x, y)|=o(1) (2.8)
or
h0 is continuous, g(t)=o(1), and
sup
0x, yb
|Rt(x, y)|=o(g(t)). (2.9)
The first case is equivalent to (1.2) and hence (2.7) merely defines the remainder
term Rt(x, y). If the stronger second order condition (2.9) holds, then we
will obtain a limiting distribution of l n for the optimal choice of kn , too.
Notice that an analogous condition proved to be useful in univariate
extreme value statistics (see de Haan and Stadtmu ller (1996), Drees
(1997a)).
Examples. (i) For Mardia’s distribution the second order condition
(2.9) holds with g(t)=t, h(x, y)=&(x&1+ y&1)&2 and sup0x, yb |Rt(x, y)|
=O(t2).
(ii) The Marshall-Olkin distribution also satisfies (2.9), but here the
remainder term Rt(x, y) equals 0, g(t)=t1+} and h(x, y)=&xy(x 7 y)}.
Now we are ready to state the following slight generalization of the above
mentioned result by Huang and Mason. The definition of the Skorohod-type
space D([0, 1]2) and its metric can be found in Neuhaus (1971).
Theorem 2.3. Suppose (2.7) with (2.8) or (2.9) holds for some continuously
differentiable s.t.d.f. l.
(i) If the intermediate sequence kn satisfies
lim
n  
k12n sup
0x, yb
|Rknn(x, y)|=0 if (2.8) holds
and
lim
n  
k12n g(kn n)=* # [0, ) if (2.9) holds,
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then
k12n (l n&1)  B+*H weakly
in the Skorohod space D([0, 1]2). Here * :=0 in case of (2.8),
H(x, y) :=h(x, y)&

x
l(x, y)h(x, 0)&

y
l(x, y) h(0, y),
B(x, y) :=W(x, y)&

x
l(x, y)W(x, 0)&

y
l(x, y) W(0, y),
and W denotes an almost surely continuous Gaussian process on [0, 1]2 with
zero mean and covariance function E(W(x1 , y1) W(x2 , y2))=l(x1 , y1)+
l(x2 , y2)&l(x1 6 x2 , y1 6 y2).
(ii) If (2.9) if fulfilled and limn   k12n g(kn n)=, then
1
g(knn)
(l n&l )  H weakly.
Check that the more complicated expression for the covariance function
of W that was obtained by Huang (1992, Theorem 2.2) equals the one
given above. Note that we need uniform bounds for Rt on [0, b]2 for some
b strictly larger than 1 to obtain convergence in D([0, 1]2). If \ is strictly
positive, then the tail empirical dependence function with optimal kn (in the
sense of Theorem 2.2) is asymptotically normal. In contrast to this, the
limiting distribution is degenerated if \=0 and kn is chosen in an optimal
way. The reason for this effect is the following. Choosing kn=[ntn] leads
to a bias which is of the same order as the standard deviation. If \=0, then
(2.4) enables us to reduce the variance without changing the asymptotic
bias. Thus in this case the limiting distribution is degenerate if kn is optimal,
which in turn explains why in the situation of Theorem 2.1 one obtains a
sharp bound for an instead of a mere rate. Notice that a similar behavior
can be observed for estimators of the extreme value index in the univariate
setup (Drees (1997a), Corollary 4.1, Drees (1997b), Remark (iii) below
Theorem 2.2).
Finally, it is worth mentioning that Theorem 2.1 implies a similar result
for estimators of the angular measure 8 (see Section 3 for a definition).
However, we do not expect this bound to be sharp, as the estimation of 8
is closely related to the estimation of the derivative of l, which certainly is
more difficult than to estimate the s.t.d.f. itself. For details we refer to the
technical report Drees and Huang (1995).
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3. PROOFS
Before we prove Theorem 2.1, first we summarize some technical results
about s.t.d.f.’s and related functions, most of which can be found in Huang
(1992) and Resnick (1987), Section 5.4.1. Observe, however, that in the
latter text a different standardization of the marginal distributions of G
leads to slightly different formulas.
Our starting point is the fact that every s.t.d.f. determines a Radon measure
+ on [0, ]2"[(, )], the so-called standardized exponent measure, by
+[(u, v) | u # [0, x] or v # [0, y]] :=l(x, y), x, y # [0, ). (3.1)
In turn, + can be used to define the angular (or spectral) measure 8 by
8() :=(+ b T&1)[0, 1]_[0, ], 0?2, where T denotes the ‘‘polar
transformation’’
T(x, y) :=(x 7 y, arc tan( yx))=: (r, ). (3.2)
The homogeneity property (1.8) of l, resulting from (1.2), implies the
homogeneity of +, that is, +(tB)=t+(B) for all t>0 and all Borel sets
B/[0, ]2"[(, )]. Therefore, one obtains (+ b T&1)(dr, d)=dr 8(d)
and, in view of (3.1),
l(x, y)=|
[0, arctan( yx)]
y(17 cot ) 8(d)
+|
(arctan( yx), ?2]
x(1 7 tan ) 8(d) (3.3)
for all 0<x, y<. In particular, we see that l(1, 1)=8(?2) and, taking
into account that by the definition of a s.t.d.f. l(x, 0)=l(0, x)=x,
|
[0, ?2]
1 7 tan 8(d)=|
[0, ?2]
1 7cot 8(d)=1. (3.4)
Conversely, every measure 8 on [0, ?2] satisfying (3.4) corresponds to a
s.t.d.f. via (3.3).
Finally, check that for a continuous angular measure straightforward
calculations yield

x
l(x, y)= lim
=  0
=&1 (l(x+=, y)&l(x, y))=|
?2
arctan( yx)
1 7 tan 8(d)
(3.5)
and, likewise, (y) l(x, y)=arctan( yx)0 17 cot 8(d) for 0<x, y<.
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Proof of Theorem 2.1. We start with several definitions. The d.f. 80 of
the angular measure pertaining to l0 equals
80(?2)=l0(1, 1),
80(arctan y)={

y
l0(1, y)
l0(1, 1)&

x
l0(x, y) |x=1
if
0y1,
1< y<.
Now choose a continuously differentiable function 8 0 on [0, ?2] with
strictly positive density ,~ 0 such that
sup
0?2
|80()&8 0()|<=4, 80(?2)=8 0(?2)
and (3.4) holds for 8=8 0 . Then 8 0 is the d.f. of an angular measure and
the pertaining s.t.d.f. l 0 satisfies
} x (l0&l 0)(x, y) }
= } |
?4
arctan( yx)
tan  (80&8 0)(d)+(80&8 0)(?2)&(80&8 0)(?4) }
= } yx (80&8 0)(arctan( yx))+|
?4
arctan( yx)
(80&8 0)()
cos2 
d }
<
=
4 \1+|
?4
0
cos&2  d+==2
if yx and
} x (l0&l 0)(x, y) }= } |
?2
arctan( yx)
(80&8 0)(d) }
=|(80&8 0)(arctan( yx))|=4
if y>x. Likewise one can show that |(y)(l0&l 0)(x, y)|<=2.
Next fix some (small) ’ # (0, ?4) and choose a bounded measurable
function h0 on [0, ’] such that
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|
’
0
h() d=|
’
0
tan h() d=0
and H(t) :=|
t
0
|
arctan s
0
h() d ds0 (3.6)
for all t # [0, ’]. (A function of this type is, for example,
h()=\2 sin ’6 sin
’
3
1[0, ’3]()&cos
’
2
1(’3, 2’3] 
+cos
’
6
1(2’3, ’]()+ } cos .)
Extend h to a function on [0, ?2] by h(?2&) :=h() for  # [0, ’], and
h()=0 for  # (’, ?2&’). Comparing derivatives and taking into account
the symmetry of h one sees that
H(t)=|
arctan t
0
(t&tan ) h() d=|
?2
arctan(1t)
(t&cot ) h() d
(3.7)
for t # [0, 1] and H(t)=0 for t # [tan ’, ?2&tan ’]. According to (3.6)
and again the symmetry of h
,n() :=, 0()+bnh(),
with
bn :=(1&{)
g(rn)
sup
0t1
H(t)
and rn=*tn
for some { # (0, 1) and *>0, defines angular densities ,n for sufficiently
large n, since , 0 is bounded away from 0 and h is bounded. Note that the
pertaining d.f.’s 8n fulfill
8n(?2)=80(?2)=: 1r0
for all n # N. Finally, we define densities fn on (&, 0]2 by
,n(arctan( yx)) 0x 7 yrn ,
fn(&x, &y) :=
x 7 y
x2+ y2 {, 0(arctan( yx)) if rn<x 7 yr0 , (3.8)0 r0<x 7 y.
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To check that the integrals of these functions equal 1, note that (x 7 y)
(x2+ y2) is the Jacobian of the polar transformation T defined by (3.2).
Hence
|
(&, 0] 2
fn(x, y) dx dy=|
rn
0
|
?2
0
,n() d dr+|
r0
rn
|
?2
0
, 0() d dr=1.
Similarly we define densities f &n by replacing ,n in (3.8) with ,
&
n :=
, 0&bn } h.
Next we calculate the /2-‘‘distance’’ between fn and f &n :
|
(&, 0] 2 \1&
f &n (x, y)
fn(x, y) +
2
fn(x, y) dx dy
=4b2nrn |
?2
0
h2()
,n()
d
t4(1&{)2 \ sup0t1 H(t)+
&2
|
?2
0
h2()
, 0()
d *2\+1 tn g2(tn)
=O(n&1), (3.9)
where for the last step (2.3), sup0?2 |h()|< and inf0?2 , 0()
>0 have been utilized.
For the time being, assume that the d.f.’s Fn and F &n pertaining to fn and
f &n belong to F1(l0 , $, =, g) for sufficiently large n. Denote by ln and l
&
n the
s.t.d.f. pertaining to fn and f &n , respectively, and hence to 8n and 8
&
n . Then
we can proceed as in Farrell (1972) (see also Hall and Welsh (1984) and
Drees (1997b)). The Cauchy-Schwarz inequality yields
PnFn& { supx6 y=1 }
l n(x, y)
l&n (x, y)
&1 }an=
=| 1[supx 6 y=1 |(l n (x, y)ln&(x, y))&1|an] ‘
n
i=1
( fn (zi ))12
_ ‘
n
i=1
f &n (zi)
( fn(zi))12
(*2)n (dz)
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\PnFn { supx 6 y=1 }
l n(x, y)
l&n (x, y)
&1 }an=+
12
_\1+|

1 \1&
f &n (z1)
fn(z1) +
2
fn(z1) *2 (dz1)+
n2
K \PnFn { supx 6y=1 }
l n(x, y)
l&n (x, y)
&1 }an =+
12
for some K # (0, ). Here z=(z1 , ..., zn) with zi # R2 and *2 denotes the
Lebesgue measure on R2. Observe that the last inequality follows from
(3.9). Hence from (2.1) one obtains that
lim inf
n  
PnFn { supx6 y=1 |l n(x, y)| }
1
ln(x, y)
&
1
l &n (x, y) }2an ,
sup
x 6 y=1 }
l n(x, y)
ln(x, y) }1&an=
lim inf
n  
PnFn { supx 6 y=1 }
l n(x, y)
ln(x, y)
&1 }an ,
sup
x 6 y=1 }
l n(x, y)
l&n (x, y)
&1 }an= K &2,
which in turn implies for sufficiently large n
an
1
2
(1&an) sup
x6 y=1
|ln(x, y)&l&n (x, y)|
l&n (x, y)
t
1
2
sup
x 6 y=1
|ln(x, y)&l&n (x, y)|
l 0(x, y)
=bn sup
x 6y=1
}
arctan( yx)
0 y(1 7 cot ) h() d
+?2arctan( yx) x(1 7 tan ) h() d}
} 
arctan( yx)
0 y(1 7 cot ) , 0() d
+?2arctan( yx) x(1 7 tan ) , 0() d }
,
where in the last step (3.3) and the definition of ,n and ,&n have been used.
Next check that because of (3.6) and (3.7) the numerator equals H(x 7 y).
In particular, the fraction vanishes if x 7 y>tan ’. On the other hand, the
denominator is equal to 1+arctan y0 ( y&tan ) , 0() d1+tan ’80(?2)
if x=1 and 0 ytan ’, and it equals 1+?2arctan(1x) (x&cot ) , 0() d
1+tan ’80(?2) if y=1 and 0xtan ’. Thus
anbn
sup0t1 H(t)
1+tan ’80(?2)
(1+o(1))t
1&{
1+tan ’80(?2)
*\ g(tn).
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Since {, ’, *>0 are arbitrary, let {, ’  0 and *   to obtain the
assertion.
Therefore, it suffices to verify that Fn , F &n # F1(l0 , $, =, g) if n is sufficiently
large. For this end, first notice that according to (3.5) the s.t.d.f. ln
pertaining to 8n (and hence to Fn) satisfies
} x (ln&l 0)(x, y) }= } |
?2
arc tan( yx)
(1 7 tan )(,n&, 0)() d }
bn |
?2
0
|h()| d
and, likewise, |(y)(ln&l 0)(x, y)|=O(bn), so that (1.7) holds for sufficiently
large n. it remains to prove that ultimately
|DFn(x, y)&ln(x, y)|ln(x, y) g(x6 g) (3.10)
for all 0x, y(1&$)l0(1, 1)=(1&$) r0 . For this purpose, we distinguish
several cases.
Case 1: 0x, yrn . Then the polar transformation gives
1&Fn(&x, &y)=|
arctan( yx)
0
y(1 7 cot ) ,n() d
+|
?2
arctan( yx)
x(17 tan ) ,n() d=ln(x, y)
Thus 1&Fn, 1(&x)=ln(x, 0)=x and 1&Fn, 2(&y)= y, so that DFn(x, y)=
ln(x, y).
Case 2: 0 yrnx(1&$) r0 . The polar transformation in combi-
nation with (3.6) yields
1&Fn(&x, &y)=ln(x, y)&bn |
?2
arctan(rnx)
(x(1 7 tan )&rn) h() d
=ln(x, y)+bn |
arctan(rnx)
0
(x tan &rn) h() d
for 0 yrnxr0 . In particular,
1&Fn, 1(&x)=x+bn |
arctan(rnx)
0
(xtan &rn) h() d. (3.11)
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Hence with u :=&F &1n, 1(1&x) the mean value theorem leads to
DFn(x, y)&(1&Fn(&x, &y))
=Fn(&(1&Fn, 1(&u)), &y)&Fn(&u, &y)
=

x
Fn(&x, &y) }x=!1 } (1&Fn, 1(&u)&u)
=&\|
?2
arctan( y!1)
(1 7 tan ) ,n() d
+bn |
arctan(rn!1)
0
tan  h() d+
_\1&Fn, 1(&x)&x+ x (1&Fn, 1(&x)&x) } x=!2
} (&F &1n, 1(1&x)&x)) (3.12)
for some !1 , !2 between x and &F &1n, 1(1&x). Check that according to
(3.11) and (3.7)
sup
rnxr0
} 1&Fn, 1(&x)x &1 }bn sup0t1 H(t) (3.13)
and, consequently,
sup
rnx(1&$) r0
}&F
&1
n, 1(1&x)
x
&1 }=O(bn). (3.14)
Moreover,

x
(1&Fn, 1(&x)&x)=bn |
arctan(rnx)
0
tan  h() d=O(bn) (3.15)
uniformly for rnx(1&$) r0 . Combining (3.12)(3.15) we arrive at
DFn(x, y)&(1&Fn(&x, &y))
=&|
?2
arc tan( y!1)
(1 7 tan ) ,n() d (1&Fn, 1(&x) &x)+O(b2nx)
uniformly for 0 yrnx(1&$) r0 . On the other hand, 1&Fn(&x, &y)
&ln(x, y)=1&Fn, 1(&x) &x. Summing up one obtains
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|DFn(x, y)&ln(x, y)|
=bn \1&|
?2
arctan( y!1)
(1 7 tan ) ,n() d+
_\|
arctan(rnx)
0
(x tan &rn) h() d++O(b2nx)
=bn |
arctan( y!1)
0
tan  ,n() d x H(rnx)+O(b2n x)
bn x sup
0t1
H(t)(1+o(1)) g(rn)x
for sufficiently large n uniformly for 0 yrnx(1&$) r0 .
Case 3: 0xrn y(1&$) r0 . Utilizing (3.7) one gets by similar
arguments as in Case 2 that eventually |DFn(x, y)&ln(x, y)| g(rn) y.
Case 4: rn yx(1&$) r0 . Then
1&Fn(&x, &y)=ln(x, y)&bn |
arctan( yx)
0
( y&rn) h() d&bn
_|
?2
arctan( yx)
(x(17 tan )&rn) h() d
=ln(x, y)+bn |
arctan( yx)
0
(x tan & y) h() d.
In the same way as in Case 2 the mean value theorem yields
DFn(x, y)&(1&Fn(&x, &y))
=&\ x ln(x, y) } x=!x , y=!y+ (1&Fn, 1(&x) &x)
&\ y ln(x, y) }x=!x , y=!y+ (1&Fn, 2(&y) &y)+O(b
2
n(x+ y))
for some !x between x and &Fn, 1(1&x) and !y between y and &Fn, 2(1& y).
Thus (3.5), (3.11) and the corresponding equations for the second component
show that
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|DFn(x, y)&ln(x, y)|
=bn } |
?2
arctan(!y!x)
(17 tan ) ,n() d } |
arctan(rnx)
0
(x tan &rn) h() d
+|
arctan(!y!x)
0
(1 7 cot ) ,n() d } |
?2
arctan( yrn)
( y cot &rn) h() d
&|
arctan( yx)
0
(x tan & y) h() d }+O(b2nx)
=bnx } |
?2
arctan(!y!x)
(1 7 tan ) ,n() d } H(rnx)
+
y
x |
arctan(!y !x)
0
(1 7 cot ) ,n() d } H(rn y)&H( yx)+O(bn) }
bnx \\|
?2
arctan(!y!x)
(1 7 tan ) ,n() d
+
y
x |
arctan(!y!x)
0
(1 7 cot ) ,n() d+ 6 1+ sup0t1 H(t)(1+O(bn)).
Here for the second equality (3.7) and for the last step H0 have been
utilized. Now observe that
|
?2
arctan(!y!x)
(1 7 tan ) ,n() d
+
y
x |
arctan(!y!x)
0
(1 7 cot ) ,n() d  l 0(1, yx).
Therefore, |DFn(x, y)&ln(x, y)|bn l 0(x, y) sup0t1 H(t)(1+o(1))g(rn)
_ln(x, y) for sufficiently large n uniformly for rn yx(1&$) r0 , since
ln  l 0 locally uniformly.
Case 5: rnx< y(1&$) r0 . This can be treated in the same way as
Case 4.
To sum up, we have proven that eventually
|DFn(x, y)&ln(x, y)|{0ln(x, y) g(rn) if
0x 6 yrn ,
rn<x 6 y(1&$) r0 ,
i.e., (3.10). The assertion F &n # F1(l0 , $, =, g) can be proven in like manner.
Hence the proof of Theorem 2.1 is finished. K
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Proof of Theorem 2.2 By the choice of kn we have a2nkn   and
w.l.o.g. one may assume that an  0. Let
Dn, F (x, y) :=
1
n
:
n
i=1
1[Uix or Vi y] , 0x, y1, (3.16)
where due to the continuity of the marginals Ui :=1&F1(Xi) and Vi :=
1&F2(Yi) are uniformly distributed. Observe that l n(x, y)=nknDn, F (U[knx]: n ,
V[kn y]: n) a.s. with U0 : n :=V0: n :=0. Since
PF[U1x or V1 y]=DF (x, y), (3.17)
inequality 2.5 of Einmahl (1987) yields a constant K>0 such that for all
=>0 and b>1 eventually
PnF {n12 sup0x, yb }Dn, F \
kn
n
x,
kn
n
y+&DF \knn x,
kn
n
y+ }>=ankn n&12=
K exp \& =
2a2nk
2
n
4nDF ((knn) b, (knn) b)

=ankn
nDF ((knn) b, (knn) b)++
(3.18)
where
(*) :=2*&2((1+*) log(1+*)&*)  1 as *  0. (3.19)
Next note that by the definition of F2($, g)
} (nkn) DF ((knn) x, (knn) y)l(x, y) &1 } g \
kn
n
b+ (3.20)
for 0x, yb and hence nkn DF (knbn, knbn)bl(1, 1)(1+ g(knbn))
2bl(1, 1) for sufficiently large n. Therefore, the right-hand side of (3.18)
converges to 0 and in view of (3.20) one gets
lim
n  
sup
F # F2 ($, g)
PnF {} nkn Dn, F \
kn
n
x,
kn
n
y+&l(x, y) }
>=an+l(x, y) g \knn b+ for some 0x, yb==0. (3.21)
Furthermore,
lim
n  
sup
F # F2 ($, g)
PnF { sup0x, y1 }
n
kn
U[knx] : n&x }+ } nkn V[kn y] : n& y }>=an==0
(3.22)
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because k&12n =o(an) and (k
12
n (nU[knx]: nkn&x))0x1 converges to a
Brownian motion (Cso rgo and Horva th (1987), Theorem 2.5). In
particular, in (3.21) x and y may be replaced with nU[knx]: nkn and
nV[kn y] : nkn , respectively, to obtain
0= lim
n  
sup
F # F2 ($, g)
PnF {} l n(x, y)&l \ nkn U[knx] : n ,
n
kn
V[kn y]: n+ }
>=an+l \ nkn U[knx]: n ,
n
kn
V[kn y]: n + g \knn b+ for some 0x, y1=
 lim
n  
sup
F # F2 ($, g)
PnF { supx 6 y=1 }
l n(x, y)
l(x, y)
&1 }>2=an+(1+=an) g \knn b+=
where for the last step (3.22), l(x, y)1 for x 6 y=1, and
|l(x1 , y1)&l(x2 , y2)||x1&x2 |+| y1& y2 | (3.23)
have been utilized, the latter being a direct consequence of (3.1) and l(x, 0)
=l(0, x)=x. Since =>0 and b>1 are arbitrary, the assertion follows from
g(knbn)tb\g(tn) and (2.6) K
Proof of Theorem 2.3. In Huang (1992), Lemma 2.1, it is proven that
\k12n \ nkn Dn, F \
kn
n
x,
kn
n
y+
&
n
kn
DF \knn x,
kn
n
y+++0x, yb  W weakly (3.24)
if kn is an intermediate sequence and (1.2) holds. Here Dn, F is defined by
(3.16) and W denotes a Gaussian process in D([0, b]2) with zero mean
and covariance structure as described in the theorem. For convenience, we
give an outline of this proof, because it is not easily accessible.
The weak convergence of the finite dimensional marginal distributions is
a straightforward consequence of (1.2), (3.17) and a multivariate version of
Lindeberg’s theorem (see Araujo and Gine (1980), page 41, exercise 4). To
establish tightness of the distributions of
Wn :=\k12n \ nkn Dn, F \
kn
n
x,
kn
n
y+& nkn DF \
kn
n
x,
kn
n
y+++0x, yb ,
first note that by (1.2) and (3.23) for all m there exists Nm # N such that
for all nNm , 0x, yb and 1i, jm
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n
kn \\DF \
kn
n
x,
kn
n
i
m
b+&DF \knn x,
kn
n
i&1
m
b++
6 \DF \knn
j
m
b,
kn
n
y+&DF \knn
j&1
m
b,
kn
n
y+++<2bm .
Hence, in view of (3.17), Einmahl (1987), inequality 2.5, yields for Iij :=
[(i&1) bm, ibm]_[( j&1) bm, jbm] and =>0
P { max1i, jm sup(x, y) # Iij }Wn(x, y)&Wn \
i
m
b,
j
m
b+ }>==
 :
1i, jm \P { sup(x, y) # Iij }Wn(x, y)&Wn \x,
j
m
b+ }>=2=
+P { sup(x, y) # Iij }Wn \x,
j
m
b+&Wn \ im b,
j
m
b+ }>=2=+
2Km2 exp \&=
2m
16b
 \m=4b k&12n ++
 2Km2 exp \&=
2m
16b+ as n  
 0 as m  ,
where K>0 is some constant independent of m and =, and  is defined in
(3.19). Therefore, (L(Wn))n # N is tight and the limiting Gaussian process
W has almost surely continuous paths (Neuhaus (1971), Section 3).
Due to Skorohod’s theorem w.l.o.g. we may assume that the convergence
(3.24) holds almost surely. Then under the conditions of (i)
sup
0x, yb } k12n \
n
kn
Dn, F \knn x,
kn
n
y+&l(x, y)+
&\W(x, y)+*h(x, y)+ } 0 a.s. (3.25)
Now we can proceed in the same way as in Huang (1992). Specializing
(3.25) to y=0 and to x=0, respectively, and then applying an obvious
modification of Vervaat’s (1972) Lemma 1, we obtain
sup
0x1 } k12n \
n
kn
U[kn x]: n&x++W(x, 0)+*h(x, 0)} 0 a.s.
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(cf. (3.16)) and an analogous result for the second component as well, so
that in (3.25) we may substitute nU[knx] : nkn and nV[kny] : n kn for x and y,
respectively. Now assertion (i) can be concluded in a similar way as in the
proof of Theorem 2.2 by exploiting that W and h are continuous and l is
continuously differentiable. In like manner, the second assertion can be
derived. K
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