"Heydar Radjavi is seventy years old? Impossible; he's too vigorous!" "He can't be seventy; he's too productive!" "Seventy? That can't be true; he's too good-looking!"
to his research, and he became professor of mathematics at Dalhousie. Over the last quarter of the twentieth century, Heydar Radjavi and Peter Fillmore made the small mathematics department at Dalhousie University into a large center for operator theory, attracting a number of colleagues, supervising many excellent Ph.D. students, and hosting several major conferences. As he got older and increasingly productive, Heydar determined that he would never retire. However, Dalhousie had mandatory retirement at age 65. In 1998, at age 63, Heydar precluded retirement by "quitting". Thus he is not a "retiree" (though he is certainly not a "quitter" either).
Since 1998, Heydar has been Professor Emeritus at Dalhousie, where he continues to supervise Ph.D. students and post-doctoral fellows and, occasionally, teach courses. He spent the academic years 2000-2001 and 2001-2002 as Visiting Professor at the University of New Hampshire (teaching graduate and undergraduate courses), and the spring of 2004 as Visiting Professor at the University of Waterloo (teaching a graduate course).
In addition to forming groups of collaborators, Heydar enjoys gathering broader semigroups of mathematicians together for gossip and chit-chat. Shortly after Heydar arrived in Dalhousie in 1973, he and Peter Fillmore started the tradition of "Tuesday lunches". Every Tuesday at 11:37 a.m. all members of the mathematics community who wish to attend meet in the lobby of the Chase Building and decide where to have lunch together. This tradition is so firmly established at Dalhousie that Tuesday lunches continue even when Heydar and Peter Fillmore are visiting elsewhere. Of course, Heydar also organizes Tuesday lunches at any department that he happens to be visiting for any period that includes a Tuesday. Heydar's contributions to Tuesday lunches have been immortalized in the poem by his Dalhousie colleague Bob Paré, written on December 5, 1989:
Tuesday Lunch 16th Year
HIM, HIM, HIM! 'Twas the day before Wednesday and all through the building, Not a creature was stirring, the tension was building. The hallways were empty, deserted and bare, In the fear that Heydar soon would be there.
When down by the door there was such a clatter, I ran to the stairwell to see what's the matter.
He was there with a flashlight and a tiny radar, I knew in a moment it had to be Heydar.
He searched the department from top to bottom, Grabbing Bruce Smith he shouted "I've got 'im". But Bruce was busy, he had no time to lose, Between probability and lunch, it was easy to choose. Although he has been in North America for most of his career, Heydar has contributed enormously to the development of mathematics in Iran. Some of his influence has been through the contributions of students he taught in Shiraz, such as Mehdi Radjabalipour (still in Iran, in Kerman) and Ali Jafarian (now in New Haven after many years in Teheran). Also, he has maintained close contact with Radjabalipour, Jafarian and many other Iranian students and professors up until the present time, by correspondence and many visits.
Heydar and the Iranian graph theorist Mehdi Behzad spent the academic year 1966-1967 together in Shiraz. There was no one there with whom Heydar could collaborate on operator theory or linear algebra, so Heydar learned graph theory and worked with Behzad. Since Behzad wrote a paper with Paul Erd" os, the resulting joint work (see Refs. [3, 6, 7, 17] "Virtually all of the members of the Iranian mathematical community value Heydar for his thoughtfulness, dependability, charm, sense of humor, knowledge of Farsi, and, of course, for his mathematical talent. They are grateful to the editors of this journal for this special issue in his honor."
The third Iranian seminar on Linear Algebra and its Applications, to be held in Kerman, Iran in December 2004, will be in honor of the seventieth birthday of Heydar Radjavi.
In addition to producing so much mathematics, Heydar has produced two wonderful daughters, Marjan and Shirin (they join Heydar in the exclusive club whose members are known as "ebullient").
Heydar has done a lot of fine mathematics--check out the references. In this survey we describe only a few of the many highlights of his research.
Self-commutators
Heydar's first post-thesis published work [2] was a complete characterization of self-commutators, which are Hilbert space operators that can be written in the form AA * − A * A where A is a bounded linear operator. Heydar proved that an operator can be written in this form if and only if it is Hermitian and its spectrum has at least one nonnegative limit point and at least one nonpositive limit point (which is equivalent to the statement that 0 is in the essential numerical range). This definitive result has become well-known and widely quoted.
Reflexive algebras
An algebra of bounded linear operators on a Banach space is said to be reflexive if it contains all the operators that leave invariant all the common invariant subspaces of the operators in the algebra. The first theorem on reflexive algebras was von Neumann's double commutant theorem, which can be interpreted as saying that every von Neumann algebra is reflexive. The first result concerning non-self-adjoint Heydar's first result on reflexive algebras, obtained in joint work with Peter Rosenthal [5, 11] , was a generalization of Arveson's density theorem: A weakly closed algebra containing a m.a.s.a. is reflexive if its lattice of invariant subspaces is totally ordered. Radjavi and Rosenthal subsequently established [22] a different generalization of Arveson's density theorem, that a weakly closed algebra containing a m.a.s.a. is reflexive if its lattice of invariant subspaces is orthogonally complemented. These results set the stage for Arveson's deep theorem [Ann. Math. 100 (1974) 433-532] that a CSL algebra is reflexive if it has "finite width". "Reflexive algebras" has become a standard topic in operator theory (see Ken Davidson's book "Nest Algebras", Longman, 1988 for a good overview), and has also stimulated the study of many other kinds of non-self-adjoint algebras.
Invariant subspaces
In addition to his work on reflexive algebras (described above) and on simultaneous triangularization (described below), much of Heydar's other research has involved invariant subspaces (including [14, 16, 18, 20, [24] [25] [26] [27] 29, 35, 43, 46, 53, 56, 64, 74, 95] ). Heydar's and Peter Rosenthal's book "Invariant Subspaces" (Springer-Verlag, Heidelberg, 1973; second ed., Dover, New York, 2003) contains a number of new results as well as many new treatments of previously known theorems. In particular, Chapter 6 includes extensions and unifications of earlier work obtaining existence of invariant subspaces by techniques of analytic continuation of local resolvents.
Victor Lomonosov's famous theorem (that an operator has a nontrivial invariant subspace if it commutes with an operator other than a multiple of the identity that in turn commutes with a compact operator other than 0) was discovered just in time to be presented in the first edition of "Invariant Subspaces". This beautiful result was a very broad extension of a sequence of invariant subspace theorems that had begun with the von Neumann-Aronszajn-Smith proof of the existence of nontrivial invariant subspaces for compact operators. In fact, the scope of Lomonosov's Theorem was not at all clear; it seemed quite possible that every operator on Hilbert space fulfilled its hypothesis. Almost a decade passed before Don Hadwin, Eric Nordgren, Heydar Radjavi and Peter Rosenthal were able to prove [48] that there are operators that do not satisfy Lomonosov's hypothesis.
Thus the invariant subspace problem, the question of whether every bounded linear operator on Hilbert space contains a nontrivial invariant subspace, remains open. Heydar, eternally optimistic, has bet Paul Halmos the price of a dozen eggs (attempting to make the bet inflation-proof) that the answer is affirmative.
Simultaneous triangularization of collections of matrices
In this section, we consider collections of linear transformations mapping a finitedimensional complex vector space into itself. Such a collection is said to be simultaneously triangularizable (or, more simply, triangularizable) if there is a basis for the vector space such that the matrices with respect to that basis of every transformation in the collection are upper triangular.
The earliest result on this topic is Engel's classical theorem that a Lie algebra of nilpotent linear transformations is triangularizable. Jacobson ("Lie Algebras", Interscience, New York, 1962) found an interesting generalization: a set of nilpotent transformations is triangularizable if for each pair A, B in the set there is a scalar c such that AB − cBA is in the set. Note that this does not require that the set be a linear space. In addition, Jacobson's Theorem includes not only Engel's Theorem but also the corresponding result for Jordan algebras. Heydar [71] extended this further, showing that a collection of nilpotent transformations is triangularizable if for each pair A, B in the set there is a transformation C in the unital algebra generated by A and B such that AB − CA is in the collection. Another nice result that Heydar included in the same paper states that a set of transformations closed under the Lie product is triangularizable if and only if all the Lie products of transformations in the collection are nilpotent.
A fundamental theorem required for the study of triangularization is Burnside's Theorem that the only transitive algebra of linear transformations on a finite dimensional space is the algebra of all linear transformations on the space. Heydar and collaborators Luzius Grünenfelder and Matjaž Omladič proved [85] an analogue for Jordan algebras: a transitive Jordan algebra is either the algebra of all transformations or is similar to the Jordan algebra of symmetric matrices.
An interesting sequence of theorems on triangularizability of semigroups of linear transformations culminated in Heydar's beautiful and definitive theorem. Levitzki 
Simultaneous triangularization of collections of operators
There is a coordinate-free definition of triangularizability that applies to operators on Banach spaces of any dimension. A collection of bounded linear transformations is said to be triangularizable if there is a chain of subspaces, maximal as a subspace chain, every element of which is invariant under every operator in the collection. It is easy to see that, in the finite-dimensional case, this reduces to the definition given above.
The first result on simultaneous triangularizability for collections of operators on infinite dimensional spaces was Wojtynski's generalization of Engel's theorem to Moreover, an example found by Heydar and collaborators [66] shows that almost none of the classical results extend to collections of arbitrary bounded operators, so the infinite dimensional situation is now well understood.
A fairly complete treatment of the work on triangularization in both the finite and infinite dimensional cases is contained in the book "Simultaneous Triangularization" by Heydar Radjavi and Peter Rosenthal (Springer, New York, 2000 
Structure of matrices
Heydar loves matrices, and loves to think about their structure. He has characterized those matrices that can be written as products of involutions [30, 32, 51] and as products of Hermitian matrices and symmetries [9] , and has studied co-squares [49] . Heydar's affinity for matrices has played a strong role in much of his research.
Other results on semigroups
In recent years, Heydar has done a lot of work on semigroups of matrices and of operators. In joint work with Matjaž Omladič [94] , Heydar described the structure of irreducible semigroups of matrices with spectral radius 1. Other results on irreducible semigroups of matrices include the study of semigroups of matrices each of which has eigenvalue 1 [128] . Heydar et al. obtained various results concerning transitive linear semigroups [111, 113] .
A band is a semigroup of idempotent matrices or operators. Heydar and collaborators have studied the structure of principal ideal bands [104] and reducibility of bands and band algebras [112, 116] .
Heydar has done research on semigroups of matrices and operators that are nonnegative in the sense that they preserve the collection of nonnegative vectors or functions. A collection of matrices is said to be decomposable if they all leave invariant a fixed span of some nontrivial subset of the basis vectors, and to be completely decomposable if it is triangularizable by a chain of such subspaces. Theorem 5.1.6 of "Simultaneous Triangularization" gives a number of characterizations of completely decomposable semigroups of nonsingular nonnegative matrices, including the fact that it suffices that each individual member of the semigroup be completely decomposable. Infinite dimensional generalizations of this theorem have been found by Heydar and Gordon MacDonald [134] . The question of when reducible semigroups of nonnegative operators are decomposable is investigated by Livshits, MacDonald, Mathes and Radjavi [116] . Heydar has extended the well-known Perron-Frobenius Theorem to the context of semigroups of matrices and compact operators ( [106] and "Simultaneous Triangularization").
To learn more about Heydar's contributions to mathematics, see any of the following references.
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