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Abstract
We advert to the fact that presence of valence fluctuations (VFs) in semiconductors with in-gap
impurity bands unconditionally leads to dynamical changes (fluctuations) of energies of localized
impurity states. We provide arguments that in the impurity subnetwork consisting of centers having
energy levels fluctuating around the Fermi energy there exist favorable conditions for hops from oc-
cupied states to empty states of less energy. Consequently, we propose original valence-fluctuation
induced hopping mechanism as a new possibility to explain unusual metallic-like conduction of
SmB6 and other Kondo insulators experimentally observed at lowest temperatures. Interestingly,
the proposed mechanism infers enhanced metallic-like surface conductivity of SmB6, what re-
sembles a characteristic property of topological insulator, and is in agreement with experimental
observations attempting to prove the existence of topologically protected surface state in SmB6.
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SmB6 belongs to the class of materials known as heavy-fermion semiconductors, or alter-
natively as Kondo insulators [1]. These materials are characterized by electronic properties,
which at high temperatures are associated with a set of independent localized (f) magnetic
moments interacting with a sea of conduction electrons, while at low temperatures their elec-
tronic properties resemble those of narrow gap semiconductors [1–3]. Specifically for SmB6,
a small electronic gap (∆ = 2 − 30 K) was detected by many experimental techniques, e.g.
optical conductivity [4], infrared absorption [5, 6], inelastic neutron scattering [7], electron
tunneling [8–10], and electrical transport measurements [10–16].
A fundamental phenomenon that governs physical properties of SmB6 is intermediate
valence (or homogeneously mixed valence) of Sm ions that fluctuate between Sm2+ (4f 6)
and Sm3+ (4f 55d1) configurations [2]. The Sm2+ : Sm3+ ratio at room temperature is
about 4 : 6 and varies with temperature weakly, as established by measurements of lattice
constant [18], x-ray absorption [18], and Mo¨ssbauer studies [19]. Studies of spin and charge
fluctuations due to Sm2+ ⇋ Sm3+ + d fluctuations indicate fluctuation rates in the range of
phonon frequencies; the spin fluctuation time obtained via 10B and 11B NMR between 2 and
300 K yields a spin fluctuation rate τ−1sf ∼ 10
13 s−1 [20], while phonon spectroscopy studies
indicate charge fluctuations between 200 cm−1 and 650 cm−1 [21, 22], what corresponds to
the characteristic charge fluctuation rate, τ−1cf , between 6× 10
12 s−1 and 2× 1013 s−1.
Although SmB6 and other Kondo insulators have been intensively studied for more than
four decades, many fundamental aspects of the microscopic description of the mixed valence
ground state and the nature of the VFs are still under discussion [3]. One of the prin-
cipal questions is whether Kondo insulating materials actually are true insulators at low
temperatures or whether small conduction-electron carrier concentration is present [3, 23].
Answering this question is especially complicated in the case of SmB6 due to a fundamental
problem to interpret consistently the electrical resistivity/conductivity behavior at lowest
temperatures.
Electrical resistivity measurements of SmB6 show a large resistivity increase at decreasing
temperature below 50 K, and saturation at very high residual value ρ0 at lowest temperatures
[12–16]. The corresponding electrical conductivity σ(T ) = 1/ρ(T ) in the ”saturation region”
is metallic-like and reveals a temperature non-activated (metallic) channel in σ(T ), which
becomes dominating below about 3 K [13–17]. This residual conductivity can be attributed
to in-gap states, which were confirmed by other probes [5, 6, 24, 25]. However, detailed si-
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multaneous studies of the resistivity and Hall resistivity performed on highest quality SmB6
samples indicate that very high value of ρ0 would require a superunitary scattering [12, 14]
with unphysically high concentration of scattering centers (at least 80 per unit cell [14]).
Taking into account the Mott-Ioffe-Regel viewpoint, which claims that the conventional
Boltzmann transport theory becomes meaningless when the characteristic mean free path of
the itinerant conduction electrons becomes comparable to, or less than the interatomic spac-
ing [26–28], the very high value of the residual resistivity in SmB6 cannot be attributed to
metallic conductivity mediated by itinerant electrons. Thus, some kind of hopping transport
is required to describe the conductivity of SmB6 at lowest temperatures. However, hopping-
type conduction within the framework of present theoretical models requires a temperature
activated conductivity and an insulating ground state, what is in qualitative disagreement
with the above mentioned experimental indications [13–17]. Hence, the origin of the residual
resistivity/conductivity in SmB6 can not be consistently explained considering any known
mechanism of electrical conductivity in metals or semiconductors if a homogeneous bulk
conduction is considered to be responsible for the observed electrical conductivity. Possible
solution of this mystery represents recent proposition that SmB6 is a topological Kondo in-
sulator [29–31], so that topologically protected metallic surface states can be responsible for
the anomalously high residual resistivity. Although several studies indeed indicate metallic
surface transport in SmB6 [32–34], the question about nature of the surface states in SmB6
remains open. Moreover, new points of view on the origin of the surface enhanced conduc-
tivity in SmB6 were recently presented, e.g. polarity driven surface metalicity in SmB6 [35]
or coexistence of non-trivial 2D surface state and trivial surface layer [36].
The purpose of this paper is to show that there exists also other possibility to explain
mysterious residual resistivity of SmB6 within the concept of hopping transport, if effect of
VFs of samarium ions on the energy of in-gap impurity states is taken into consideration. Our
explanation is based on the fact that Sm2+⇋ Sm3++d fluctuations of valence are intrinsically
associated with fluctuations of charge, magnetic moments and ionic radii of samarium ions.
Because all these parameters influence the interaction energy of an impurity center with the
surrounding lattice (thus influencing the energy of corresponding localized impurity state)
it has to be concluded that fluctuations of the mentioned parameters will unconditionally
cause fluctuations of energies of localized impurity states in the impurity band of SmB6. As
we show in this paper, just fluctuations of energies of impurity states ”driven” by VFs may
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FIG. 1: Schematic depiction of states from the impurity band with energies lying in the vicinity of
the Fermi energy in case of a classic semiconductor (a), and corresponding DOS diagram (b).
give rise to a new type of hopping mechanism, which is energetically more favorable at lowest
temperatures than the well-known variable-range hopping (VRH). Hopping probability in
this new hopping mechanism is governed by dynamics of valence fluctuations and by a
characteristic distance between hopping centers, what in case of increased concentration
of hopping centers in the surface layer yields correspondingly increased hop probability in
the surface layer. The proposed hopping mechanism can be responsible for metallic-like
conduction of SmB6 at lowest temperatures, as follows from the analysis and the discussion
presented below.
Let us start with a model case of a classic semiconductor having a simple cubic crystal
lattice with the lattice parameter a, containing metal ions, Me, positioned in the centers
of the elementary cells. Let’s also suppose that metal ions are in two different valency
states, say Me2+ and Me3+, where Me2+ and Me3+ ions are randomly distributed over
the metal ion positions, while their valences are “static”, i.e. they do not change in time.
In addition, let us suppose that (i) the considered semiconductor contains localized donor
impurity states that form IB in its forbidden gap, (ii) the Fermi energy, EF , lies in the IB,
and (iii) the IB in the vicinity of the Fermi energy is characterized by a constant density-
of-states (DOS) function, g(E). The supposed situation is similar to that well-known for
doped (classic) semiconductors as schematically depicted in Fig. 1 (see e.g. [28, 38]). So, it is
reasonable to suppose that electrical conduction in such system is temperature activated at
low temperatures and can be adequately described by hopping process utilizing the concept
of Miller-Abrahams network [39], where randomly distributed impurities form a resistance
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network, having the nearest neighboring impurities at a typical distance R >> a [28, 37, 38].
However, as noted for the first time by Mott [37], the activation energy needed to hop should
in principle drop to zero at lowest temperatures, from the following reasons. If the electron
hops a much bigger distance (say pR with p >> 1) it has a choice of p3 as many sites and
may expect to find some with an energy nearer to its own, say with energy difference WD/p
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[37], where WD is activation energy defined by Miller and Abrahams [39] as the average
energy needed to hop to nearest neighboring impurities at distance R. Hopping probability
for hops to distance pR may be written as proportional to [37]
e(−2αpR−WD/p
3kT ), (1)
where α−1 is a localization length. Expression (1) has a maximum when [37]
p4 = 3WD/2αRkT. (2)
As concluded by Mott, if (2) gives a value of p greater than unity, the hopping probability
is no longer proportional to e−WD/kT but obeys the proportionality
PMott ∝ e
−(T0/T )1/4 , (3)
where T0 = const.(αR)
3WD/k [37], and PMott is corresponding hopping probability. Thus,
according to the original Mott’s analysis and other more detailed works [28, 37, 38, 40],
conductivity due to electron hops of our model system containing Me2+ and Me3+ ions can
be written as proportional to e−(T0/T )
1/4
at lowest temperatures, while a typical activation
energy of a hop, ǫ0 ≈ WD/p
3, decreases with temperature as T 3/4. It can be said that
conduction arises from the phonon assisted hopping with a typical activation energy ǫ0 in
a so-called optimal band, where the optimal band is defined as a narrow energy interval of
the width 2ǫ0 centered at the Fermi level (see Fig. 1a) with concentration of impurities [38]
N(ǫ0) = 2ǫ0g(EF ). (4)
Because concentration of impurities in the optimal band decreases with temperature and
approaches zero for T → 0 [N(ǫ0) ∝ ǫ0 ∝ T
3/4], a typical hop distance (∝ T−1/4) goes to
infinity for T → 0, resulting in insulating ground state.
Now, let us “turn on” a hypothetical rearrangement process (RP) in the considered semi-
conductor that causes repetitious changes in distribution of Me2+ and Me3+ ions on metal
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FIG. 2: Time evolution of donor energy Ei due to rearrangement process of metallic ions (a) and
corresponding time-averaged partial DOS (b) of the donor state. Rearrangement process in this
example is realized as clockwise rotation (90 degrees) of metallic ions around ”central” Me3+ ion.
ion positions with a characteristic time constant, tr. We consider only such rearrangements,
where the number of Me2+ and Me3+ ions is not changed (i.e. RP is realized via position
interchanges of some Me2+ and Me3+ ions) and the macroscopic physical properties of the
system remain unchanged. (The situation is depicted in Fig. 2.) Due to different physi-
cal properties of Me2+ and Me3+ ions, changes in space distribution of Me2+/Me3+ ions
surrounding an impurity will correspondingly change interaction of the impurity with the
surrounding lattice. For instance, “replacement” of Me2+ by Me3+ (with relatively smaller
radius) will decrease local chemical pressure acting on the neighboring impurity center and
increase the attractive Coulomb interaction between the (donor) impurity center and the
metal ion. Therefore, RP-caused different redistributions of Me2+/Me3+ ions surrounding
an impurity center i will result in different energy of the corresponding localized impurity
state, Ei, thus Ei will change with a characteristic time constant tr of the RP, as schemat-
ically shown in Fig. 2a. Performing all possible rearrangements as defined above (i.e. all
possible distributions of Me2+/Me3+ ions that do not change macroscopic/bulk physical
properties of the material), the energy Ei will change within the interval expressed by the
inequality
Ei,min ≤ Ei ≤ Ei,max. (5)
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Here, Ei,min and Ei,max (Ei,min < Ei,max) are the minimum and maximum possible energy of
the donor, respectively. So that, as follows from the arguments above, the energy of localized
impurity/donor state changes with every rearrangement, and lies in energy interval of non-
zero width
∆Ei = Ei,max − Ei,min > 0. (6)
In other words, the localized impurity/donor state is not longer characterized by energy
constant in time (like in semiconductor with absence of RP as depicted in Fig. 1a), but
by energy interval (resembling a narrow band), e.g. like shown in Fig. 2b. Probability of
finding the localized impurity/donor state i at the energy E is characterized by partial-DOS
function gi(E), which is zero outside the interval defined by inequality (5), but might have
rather “complex shape” within this interval. For purposes of this paper gi(E) is considered
to be constant within the interval defined by inequality (5), as depicted in Fig. 2b.
RP-caused changes of energy of localized impurity states in time have principal impact
on hopping process. According to our original supposition, EF lies in the IB which is
characterized by a constant DOS, and we consider only such redistributions of Me2+/Me3+
ions that do not change physical characteristics of the system (i.e. DOS of the whole
macroscopic system remains unchanged). Thus, there have to exist impurity centers i∗ with
corresponding energy if localized states Ei∗ satisfying the condition Ei∗,min < Ei∗ < Ei∗,max,
such that
Ei∗,min < EF < Ei∗,max. (7)
Assuming for simplicity that impurity states are characterized by an equal/typical width of
the energy interval ∆Ei ≈ E0, then energies of impurity centers Ei∗ which due to RP can
be less, as well as greater than EF , satisfy the inequality
EF − E0 < Ei∗ < EF + E0. (8)
The concentration of such centers is
N∗(E0) = E0g(EF ). (9)
Correspondingly, a typical distance between two nearest centers is
R∗ = [N∗(E0)]
−1/3 = [E0g(EF )]
−1/3. (10)
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Impurity centers defined by (8) have a unique property; there exists a non-zero probability
that some occupied donor levels will shift due to RP from the region below EF to the region
above EF , and analogously, some empty donor levels from the region above EF will shift
under EF . Such energy changes represent in fact non-equilibrium excitations (driven by RP)
that have to be consequently brought into the equilibrium state, what happens via electron
hops of “zero activation energy” from occupied states to empty states of less energy. This
in fact, indicates a possibility of new hopping mechanism, which should be realized via
temperature non-activated hops (tunneling) that have to dominate at lowest temperatures.
Let us analyze the situation in more details.
The intrinsic transition rate γij for an electron hopping from a site i with energy Ei to an
empty site j with energy Ej in the simplest case, when kT is small compared to |Ej − Ei|,
and |Ej − Ei| is of the order of the Debye energy or smaller, is well approximated by the
“quantum-limit” hopping formula [40]
γij = γ0e
−2αRij−(Ej−Ei)/kT for Ej > Ei (11)
γij = γ0e
−2αRij for Ej < Ei, (12)
where γ0 is a constant as defined elsewhere [40] and Rij is the distance between the centers
i and j. Bidirectional hopping process between the centers i and j (i→ j → i→ j . . . ), in
a classic semiconductor (without RP) unconditionally requires thermal activation, because
bidirectional hopping always includes also hops to empty states of higher energy [see (11)
and Fig. 1a]. For instance, if the first hop is one to a site of less energy, it does not require
thermal activation [as follows from (12)]. However, the following hop in opposite direction
has to be one to a state of higher energy (see Fig. 1a), so it requires temperature activation
[as follows from (11)]. This implicates that bidirectional hopping process is conditioned by
energy (phonon) absorption. [In fact, substitution of Rij and (Ej − Ei) in (11) by typical
hop distance pR and activation energy WD/p
3, respectively, yields the same exponential
term as (1), which in accordance with Mott’s original deviation [37] (as summarized in the
beginning) leads to VRH-conductivity proportional to e−(T0/T )
1/4
.]
The situation is qualitatively different in a semiconductor, where RP of metal ions
Me2+/Me3+ takes place, thus energies of impurity states change in time. Let’s con-
sider two impurity states (i, j) that have non-zero overlap of their energy intervals (say
Ej,min < Ei,min < Ej,max < Ei,max like shown in Fig. 3), and RP causing repetitive changes
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FIG. 3: Schematic depiction of bidirectional hopping between states i and j due to rearrangement
processes. Time evolution of energy of i and j state is represented by dashed and solid line
respectively, while occupation of the state is represented by the line thickness (thick - occupied,
thin - empty). Hops from i and j states are indicated by vertical arrows with dashed and solid
lines, respectively.
of mutual positions of energy levels Ei and Ej. If the first hop (say i → j) is from an
impurity site of (temporarily) higher energy to one of less energy (i.e. Ei > Ej) then it does
not require thermal activation (see Fig. 3). However, there exist two possibilities for the hop
in the opposite direction (j → i): (i) the hop will require thermal activation if performed
during the time period when Ej < Ei, or (ii) the hop will be performed without thermal ac-
tivation after at least one rearrangement of metal ions Me2+/Me3+ causing mutual change
of relative positions of energy levels Ei and Ej , when Ej becomes (temporarily) greater
than Ei, as schematically depicted in Fig. 3. Introducing a parameter νij (0 < νij < 1)
denoting the probability that an occupied state i occurs due to RP at (temporarily) higher
energy level than an empty state j, then the intrinsic transition rate γnon−actij for thermally
non-activated electron hop from site i to site j with (temporarily) less energy will be
γnon−actij = νijγ0e
−2αRij , (13)
while the intrinsic transition rate γactij for thermally activated electron hop from site i to site
j (with temporarily higher energy) will be
γactij = (1− νij)γ0e
−2αRij−(Ej−Ei)/kT . (14)
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If the ratio
βij =
γnon−actij
γactij
=
νij
(1− νij)e−(Ej−Ei)/kT
(15)
is greater than unity, the predominating electron hops between impurity states i and j are
not longer thermally activated, but thermally non-activated hops to states with less energy
that are “induced” by RP. Because for every non-zero νij there exists a temperature Tij
providing βij >> 1 for T < Tij , intrinsic transition rate γij of the considered bidirectional
hopping process at lowest temperatures can be in both directions approximated by
γij ≈ νijγ0e
−2αRij . (16)
However, this practically means that for T → 0 there is no need for electron to hop to empty
state of higher energy, because it is energetically more favorable to ”wait” for a ”proper”
rearrangement of Me2+/Me3+ ions causing that empty state of less energy occurs (just as
it is schematically shown in Fig. 3).
Considering subnetwork of impurities satisfying the inequality (8) we define ν∗rp as the
time-averaged probability per unit volume that for a temporarily occupied state belonging
to the subnetwork, an empty state from the subnetwork will appear at lower energy as a
consequence of RP. Considering electron hops to sites within the distance pR∗, where p ≥ 1
and R∗ is given by Eq. (10), electron has choice of p3 as many sites to find an empty state
of less energy. Probability of such RP-induced hop, P ∗rp, can be expressed as
P ∗rp ∝ p
3ν∗rpe
−2αpR∗ , (17)
and has maximum for p = 3/2αR∗. If value 3/2αR∗ ≥ 1, maximum probability of RP-
induced hop can be (omitting numerical factors) expressed as
P ∗rp ∝ ν
∗
rp/(αR
∗)3. (18)
However, estimation of αR in classic doped semiconductors (R∗ ≥ R >> a) [42] indicates
values 3/2αR∗ < 1. Therefore, predominated hops should be realized to distance pR∗ ≈ R∗
(i.e. nearest-neighbor hopping within the considered subnetwork). So, we take p ≡ 1 to
maximize (17), which can be then expressed in the form
P ∗rp ∝ ν
∗
rpe
−2αR∗ . (19)
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Taking into account that both parameters ν∗rp and R
∗ have finite and non-zero values result-
ing from RP, and considering that RP is not temperature dependent, it can be concluded
that electron hopping induced by RP is temperature non-activated.
The above sketched scenario reveals how RP of metal ions of different valencies in the
semiconductor lattice can qualitatively change nature of hopping process. While the hop
probability P ∗Mott given by proportionality (3) for a system without RP is temperature-
activated, presence of RP causes that probability of hops P ∗rp that dominate at lowest tem-
peratures is temperature non-activated. This unique property can be effectively used to
explain metallic-like conductivity of SmB6 at lowest temperatures.
Several experimental studies reveal that SmB6 can be adequately treated as a system with
IB in the forbidden gap, and with the Fermi energy lying in the IB. Because of nature of
VFs, valence fluctuations between Sm2+ and Sm3+ will effect energies of localized impurity
states similarly as RP in the model above, i.e., the VFs will cause time-dependent changes
(fluctuations) of energy levels of impurity states. (See Fig. 2 and consider Sm2+/Sm3+
ions instead of Me2+/Me3+ ones.) So that, impurity states in SmB6 are expected to be
characterized by energy fluctuating in intervals of non-zero width instead of energy levels
with energy constant in time. According to the above proposed scenario, and assuming that
Fermi energy lies in the impurity band of SmB6, then there will exist impurity subnetwork
consisting of impurity centers satisfying condition (8). Hence, mutual position of energies
corresponding states in comparison with EF is dynamically changing (fluctuating), while
characteristic rate of these changes is closely related to a characteristic rate VFs. This
implicates favorable conditions for hops to empty states of less energy at high hopping
rates, which can, in principle, approach rates of VFs. So, based on (19), which we consider
as a relevant case to discuss bulk properties of SmB6 [R
∗ ≥ R >> a(SmB6)], we can write
probability of hops induced by VFs in the considered subnetwork, P ∗vf , as
P ∗vf ∝ ν
∗
vfe
−2αR∗ . (20)
Here ν∗vf is defined analogously as ν
∗
rp, accepting the fact that VFs, in principle, represent
a special case of RP. Because both parameters ν∗vf and R
∗ are governed by dynamical pro-
cesses having origin in VFs (e.g. charge or spin fluctuations), temperature dependence of
the probability of VFs-induced hops can be introduced only via effect of temperature on
these processes. However, if we take into account generally accepted fact that ground state
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of SmB6 is valence fluctuating state [1–3], then we have to conclude that parameters de-
scribing dynamics of VFs (e.g. charge fluctuation rate, τ−1cf ) do not converge to zero for
T → 0. ¿From this reason, ν∗vf (which is affected by all processes governing fluctuations
of impurity energy levels), can not be described by a temperature-activated law, because
in such case τ−1cf would have to go to zero for T → 0, thus the ground state could not be
a valence fluctuating state. Hence, the observed temperature non-activated conduction of
SmB6 at lowest temperatures can be reasonably explained by a temperature non-activated
nature of dynamics of VFs, which induces temperature non-activated hopping with proba-
bility described by (20). ¿From this point of view, observation of almost constant resistivity
in SmB6 at lowest temperatures indicates that dynamics of VFs in SmB6 is almost temper-
ature independent for T → 0. It can be also said that temperature dependent changes of
dynamics of VFs, which consequently influence parameter ν∗vf , should be directly reflected
in temperature behavior of electric conduction, as follows from (20). Thus, the proposed
scenario not only gives possible explanation for metallic-like resistivity behavior of SmB6,
but also gives new physical meaning and interpretation to electrical conductivity data of
SmB6 and other valence fluctuating semiconductors at temperatures approaching absolute
zero temperature.
Here should be noted that because of the fact that electrical transport is realized via hop-
ping process, corresponding electrical conductivity can be less than the minimum metallic
conductivity σmin defined by Mott-Ioffe-Regel criterion. So, the proposed scenario natu-
rally explains why residual conductivity of SmB6 can be less than σmin without need to
consider some combination of bulk semiconducting properties (obeying the criterion) and
unusual metallic surface state (e.g. topologically protected). Moreover, another surprising
consequence of the model proposed here is that it infers existence of enhanced surface con-
ductivity that can be even several orders of magnitude greater than the bulk one, what is
in fact, qualitatively the same situation as expected for a Kondo topological insulator state
in SmB6.
Relatively higher surface conductivity of SmB6 can be according to the proposed model
explained as follows. Direct consequence of (20) is that hopping probability exponentially
decreases with increase of hop distance R∗. Typical hop distance in bulk, R∗bulk, can differ
from that of the surface, R∗surf , if bulk and surface concentration of lattice imperfections
playing role of hopping centers are different. It is well known that low temperature properties
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of SmB6 change significantly from sample to sample, indicating important role played by
uncontrolled defects, i.e. impurities (typically 10−5 to 10−4 in atomic concentrations), small
departures from stoichiometry, and structural point defects [11, 41]. Experimental results
indicate that a typical distance between lattice imperfections in high-quality SmB6 can be
several orders of magnitude greater than the lattice parameter, i.e. R∗bulk >> a(SmB6).
However, situation has to be completely different on the surface, because of much greater
concentrations of lattice imperfections. The reason is not only “more damaged” surface
layer, but also the fact that SmB6 surface is “covered” by unterminated B- and Sm- bonds,
which might play role of hopping centers. Considering R∗surf < R
∗
bulk, or even R
∗
surf <<
R∗bulk, and taking into account proportionality (20) it can be reasonably expected that hop
probability in the surface layer can reach values in orders of magnitude greater than those in
the bulk. Moreover, for completeness of the discussion it should be mentioned that because
of relatively less values of R∗surf and not excluded existence of localized surface states with
a localization length, α−1surf , greater than one in bulk, it may arise situation that parameter
p = 3/2αsurfR
∗
surf will satisfy the condition p ≥ 1. In such hypothetical case the value
3/2αsurfR
∗
surf will maximize (17), so that VFs-induced hop probability on the surface will
be not expressed by (20), but will be proportional to
P ∗surf ∝ ν
∗
vf/(αsurfR
∗
surf)
3, (21)
what however, indicates a different electrical transport regime. Nevertheless, no matter
whether hopping probability in the surface layer of SmB6 is described by (20) or (21) (or
even by combination of both of them because of presence of several types of localized surface
states) it can be qualitatively concluded that hop probability in the surface layer is relatively
greater than in bulk and it is temperature non-activated, i.e. metallic-like. Thus, the
proposed scenario is qualitatively consistent with experimental studies of surface transport
in SmB6 [32–34] which have demonstrated metallic surface and insulating bulk separation,
as well as studies of SmB6 thin-films, which show systematic decrease of the resistivity
and of the ρ(4.2 K)/ρ(300 K) ratio with decreasing thin-film thickness [46]. It should
be also emphasized that high surface conductivity of SmB6 can be, in principle, a result
of combination of several types of conduction mechanisms in surface layer [36], and here
proposed VFs-induced hopping mechanism can be only one of them.
Similar scenario of temperature non-activated hopping type conduction as we propose
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for SmB6 is expected to be present also in other semiconducting valence-fluctuating systems
with IB(s) and Fermi energy lying in the IB. For instance, qualitatively similar resistivity
behavior to one of SmB6 was observed also in FeSi [43–45] and YbB12 [2, 10]. In fact,
resistivity/conductivity saturation at lowest temperatures should be a native property (a
“fingerprint”) of many “real” VF semiconductors, because impurity states (lattice imperfec-
tions) are as a rule introduced during the preparation process of these materials.
In summary, we have provided arguments that presence of valence fluctuations in semi-
conducting systems having localized in-gap states (impurity band) introduced via lattice
imperfections causes corresponding fluctuation of the energy of these states. Consequently,
if the Fermi energy lies in the impurity band, energies of in-gap states laying in a certain
vicinity of the Fermi energy fluctuate above and below Fermi energy, what creates favorable
conditions for hops to empty states of less energy, i.e. without need of activation energy.
This give rise to temperature non-activated hopping process with the hop probability gov-
erned by dynamics of VFs and concentration of hopping centers. The proposed mechanism
is in excellent qualitative agreement with many experimental observations indicating close
relationship between concentration of lattice imperfections and residual metallic-like conduc-
tivity of SmB6 at lowest temperatures, thus brings possible explanation of unusual metallic
like transport in SmB6 (and related Kondo insulators). Moreover, because of the fact that
(significantly) increased concentration of lattice imperfections that may play role of hopping
centers is expected in the surface layer, it predicts strong enhancement of surface conductiv-
ity in SmB6. In this sense the proposed scenario, which utilizes the well established concept
of hopping conduction in solids, enables to explain bulk and surface metallic-like properties
of SmB6 within common mechanism for bulk and surface conduction, i.e. without need
to consider ”unusual” metallic surface conduction, like existence of topologically protected
surface. Nevertheless, question about quantitative conductivity estimation in SmB6 (both
bulk and surface) due to VFs-induced hopping process and a possible interplay of distinct
types of surface conduction in SmB6 remains open and requires further studies.
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