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Abstract 
Determining the post-mortem interval (PMI) of human remains is integral to certain 
forensic investigations. Reliably estimating the PMI of skeletal remains within a 
forensic context has been demonstrated to be particularly difficult (Buchan and 
Anderson 2001; Cattaneo 2007). There is still no definitive way to accurately estimate 
the PMI of skeletal remains despite the publication of numerous methods. This study 
used a controlled animal model experiment conducted over 24 months between May 
2012 and April 2014 in the Canberra region, Australia. Twenty-four fully fleshed Sus 
scrofa (White hybrid pigs) and 24 Macropus giganteus (eastern grey kangaroo) 
carcasses were placed on the ground surface at the fieldwork site. Twelve carcasses of 
each species had cages built around them, while the remaining twelve carcasses of 
each species were left uncaged. Every four months (120 days), four carcasses of each 
species were collected (two caged and two uncaged). All carcasses were recorded 
during the fieldwork to examine the effect of taphonomic variables such as local 
environment, invertebrate activity and bone weathering. The uncaged carcasses were 
additionally recorded during fieldwork for vertebrate scavenging activity, 
disarticulation and scattering.  
Following the collection of carcasses at PMIs of 4, 8, 12, 16, 20 and 24 months, 
additional analyses were undertaken on the remains of the caged carcasses: including 
microscopic quantification of the bone surface; infra-red and Raman spectroscopy; and 
nano-indentation. Each analysis was conducted to examine the potential use of each in 
estimating the PMI from skeletal remains. The results demonstrated that using 
taphonomic variables, such as scavenging, disarticulation or bone weathering to 
estimate the PMI, was unfeasible due to the influence the local environment has on 
these variables. However, the quantification of the bone surface demonstrated there 
was an increase in quantity and size (area and diameter) of pores over the 24 month 
period. Furthermore, there was a measurable decrease in the CH-Aliphatic content 
over the 24 months when measuring using either an infra-red or Raman spectrometer. 
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1. Introduction 
Realistically there are only two major stages of decomposition, preskeletonization 
and postskeletonization, the latter being the most difficult to assess.  
Vass et al. 1992: 1236 
Context of the study 
Determining the post-mortem interval (PMI) of human remains in medico-legal 
contexts is often of paramount importance, particularly with respect to correct and 
speedy identification. However, following the period of soft tissue decomposition the 
reliability of estimating the PMI in skeletonised remains has been demonstrated to be 
difficult (Buchan and Anderson 2001; Cattaneo 2007). There is still no definitive way to 
accurately estimate the PMI of skeletal remains despite considerable research efforts. 
This difficulty is, in part, due to taphonomy and the manner in which taphonomic 
processes affect the deceased. Taphonomy is the study of the myriad processes in play 
following the death of an organism and prior to the recovery of the organism’s 
remains. Core taphonomic variables include the environment, temperature, humidity, 
invertebrates, vertebrate scavengers, fluvial transport, bone weathering, 
disarticulation, scattering, burial, and bone diagenesis.  
Taphonomic processes can alter rates of initial soft tissue decomposition and the 
subsequent skeletisation of remains. Within the forensic sciences, there are a plethora 
of studies focusing on soft tissue decomposition and the various factors affecting the 
decomposition process (e.g. Adlam and Simmons 2007; Aturaliya and Lukasewycz 
1999; Clark et al. 1997; Haglund and Sorg 2002; Micozzi 1997; Pokines and Baker 
2014). There are several well-established methods, including the use of body 
temperature and entomology, used in a majority of cases where remains are not in the 
later stages of decomposition or skeletisation to provide a reasonably accurate PMI 
range (see Hayman and Oxenham 2016 for a recent review).  
Research into estimating the PMI for skeletal remains has been extensive, although 
many of the methods are expensive, time-consuming and have been demonstrated to 
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be unreliable for remains with shorter PMIs (i.e. less than five years). To date, there 
has been limited research using actualistic experiments to help better understand 
bone decomposition over these shorter post-mortem periods. Also, the studies which 
have focused on estimating PMI through deterioration of bone by using actualistic 
experiments have all been preliminary and have neglected to take into account the 
decomposition process as a whole, either by using defleshed bones or partial 
carcasses.   
A better understanding of bone decomposition, especially in the earlier post-mortem 
period (i.e. less than five years post-mortem), is fundamental for forensic 
investigations. Broadening our understanding of this issue is also dependant on a 
greater knowledge of taphonomic processes and how these processes affect skeletal 
remains. Knowledge of how bone decomposes and the taphonomic variables which 
affect skeletal material could allow for more accurate estimations of the PMI, as well 
as how the natural environment can change and modify bone. Such an expanded 
dataset would also be of use within archaeology and palaeontology, where research 
has tended to focus on the long-term survival of bone or specific components, such as 
collagen, within bone. An expanded knowledge of how differing environments affect 
the survival or deterioration and destruction of skeletal material over shorter time-
frames is overdue.  
Problem statement 
Since the 1980s there has been a realisation that taphonomic processes need to be 
considered with respect to collected evidence (particularly human remains) in any 
forensic investigation. Particularly important taphonomic variables, in this respect, 
include scavengers, soft tissue decomposition and bone weathering. The main purpose 
of the research conducted during the 1980s and 1990s was to generate better 
estimations of the PMI and explore how particular taphonomic variables affected the 
overall decomposition process (e.g. Haglund and Sorg 1997; Haglund et al. 1989; 
Willey and Snyder 1989).  
The use of taphonomy in forensic studies, and in particular its association with forensic 
anthropology and archaeology, is a relatively recent phenomenon. Several reviews 
(Cattaneo 2007; Dirkmatt et al. 2008) on the current state of forensic anthropology 
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have highlighted the importance of forensic taphonomy, particularly with respect to 
the processes that can affect human remains after death. The majority of the research 
has focused on several areas which include: rates of soft tissue decomposition 
(Fitzgerald and Oxenham 2009; Payne 1965; Shalaby et al. 2000; Shean et al. 1993; 
Turner and Wiltshire 1999; Wilson et al. 2007); differentiating between ante-mortem 
trauma and post-mortem trauma (Calce and Rogers 2007); the effect of variable 
natural environments (Galloway et al. 1989; Mann et al. 1990; Micozzi 1986; Ross and 
Cunningham 2011); and the effect of scavengers (Brown et al. 2006; Cameron 2008; 
Cameron and Oxenham 2012; Haglund 1997; Haglund et al. 1989; O’Brien et al. 2007).  
There have been two key methods utilised for forensic taphonomic research. The first 
method involves amalgamating data from case studies, which involves the analysis of 
real-life forensic cases where a specific variable affected the case. A good example is 
Haglund et al.’s (1989) research into scavenging sequences. Though this type of 
method uses real life cases, the authors found it difficult to reconstruct the entire post-
mortem and taphonomic history of the investigated remains.  
The second method involves actualistic experiments where either human or animal 
corpses are placed in specific environments or conditions and changes to the corpses 
are recorded at regular intervals. The use of actualistic experiments provides better 
resolution of the post-mortem history and the effect of taphonomic variables on the 
remains, factors often missed when using case studies. Actualistic experiments are 
conducted over short time periods (i.e. less than one year) and tend to focus on soft 
tissue decomposition and estimating the PMI (e.g. Adlam and Simmons 2007; 
Fitzgerald and Oxenham 2009; Pakosh and Rogers 2009). There has been extensive 
research on the particular taphonomic variables which affect soft tissue 
decomposition, such as the environment (Carter et al. 2007; Dent et al. 2004; Haglund 
1993; Galloway et al. 1989; Komar 1998; Wilson et al. 2007), invertebrates (Bachmann 
and Simmons 2010; Mann et al. 1990) and vertebrate scavengers (Haglund 1993, 1997; 
Morton and Lord 2002; Reeves 2009).  
In addressing the disadvantage of the short term nature of actualistic research, 
taphonomic data from archaeological or palaeontological studies is often used to 
extrapolate the effects on remains with longer PMIs, i.e. more than a decade (see 
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Behrensmeyer 1978; Hill 1979a for examples). The long-term preservation and survival 
of bone in archaeological and palaeontological contexts has been extensively 
investigated, especially for bone diagenesis (Child 1995a, 1995b; Collins et al. 2002; 
Jans et al. 2002; Nielsen-Marsh and Hedges 1999, 2000a, 2000b). Several authors 
(Behrensmeyer 1978; Lyman and Fox 1989, 1997; Tappen 1994) have focused on the 
weathering and morphological changes to bone over longer periods of time. The 
majority of these studies were undertaken by using skeletal material from 
archaeological or fossil sites (Garland 1989; Maat 1993) or by conducting taphonomic 
studies which attempted to recreate certain environments (Nicholson 1996).  
Recently, there has been a greater understanding of how the local environment 
influences the taphonomic variables affecting skeletal remains in a forensic context. 
This realisation has led to the conclusion that a universal taphonomic model of soft 
tissue and bone decomposition is unrealistic, and research should focus on 
decomposition models within specific types of environments, working to isolate the 
main causes of variation during the decomposition process (Sorg et al. 2012).  
Although there has been extensive research conducted into different methods for 
estimating the PMI of skeletal remains, many of these focus on remains with either 
longer post-mortem periods (i.e. greater than ten years), or are based on short-term 
experiments (i.e. less than one-year post-mortem) using defleshed bone or partial 
carcasses. To date, there has been limited research into the post-mortem time periods 
greater than one year and less than ten years.  
The majority of previous research into the PMI of skeletal remains focuses on using 
chemical methods (Facchini and Pettener 1977; Introna et al. 1999; Knight and Lauder 
1967; Schwarcz et al. 2010) or isotopic approaches (Forbes 2004; MacLaughlin-Black 
et al. 1992; Taylor et al. 1989; Ubelaker et al. 2006). To a lesser degree, certain 
morphological methods such as weathering or bone colour changes (Huculak and 
Rogers 2009; Janjua and Rogers 2008; Ross and Cunningham 2011) have been used for 
estimating the PMI, as well as vertebrate scavenging and joint disarticulation 
sequences (Haglund 1997; Haglund et al. 1989). 
Research using chemical and isotopic techniques do not provide information for the 
PMI over shorter time periods (i.e. two years to ten years) and to date, this research is 
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not conclusive or tested using controlled experiments. These techniques can also be 
expensive and time-consuming, while methods utilising morphological changes or 
scavenging and weathering sequences for estimating the PMI are restrictive. The 
reason for this is that the local environment and context within which the remains are 
situated influence these taphonomic processes and the rates at which they progress or 
affect the skeletonised remains.  
While interest in determining the PMI from skeletal remains has a relatively long 
history, there have been several recent studies utilising new techniques, ideas, and 
approaches. Schwarcz et al. (2010) and Kanz et al. (2014) both tested whether citrate 
content in bone could be used to estimate the PMI, with somewhat promising results. 
There needs to be further research and testing into the sample preparation, and the 
analytical method before further conclusions concerning citrate content, and its 
decrease in bone over the PMI, becomes an accepted technique (Dunphy 2014; 
Froome 2014; Pysh 2015). 
Another preliminary study conducted by McLaughlin and Lednev (2011) into 
estimating the PMI from skeletal remains used Raman spectrometry. The study used 
defleshed turkey bone buried in soil in a laboratory for 60 days.  Despite an 
experimental design that used defleshed bone and a laboratory setting, the results of 
McLaughlin and Lednev’s (2011) study is promising with the Raman spectra indicating 
there was a decrease of the organic to inorganic components within the bone over 
burial time. Such recent attempts into developing a method of estimating the PMI 
from skeletal remains indicates this is an area with high research potential. 
One of the key questions within forensic taphonomic research is the use of an accurate 
method of estimating the PMI of skeletal remains. The longer a body remains 
unlocated and progresses through decomposition to skeletisation, the more difficult it 
becomes to estimate the PMI using current methods. As taphonomic processes and 
environmental conditions directly affect the decomposition of a body, the time range 
from death to skeletisation changes depending on the location of the body. These 
processes also directly affect whether the subsequent skeletal remains will survive to 
be found. This is especially important in Australia, where a wide range of climates (e.g. 
temperate, arid, semi-arid and rainforest) can be present in a single state or territory. 
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The various environments of Australia are also unique, especially the flora, fauna, and 
climate, compared to most of those in previous studies conducted in North America, 
Africa, and England. There is a need for well-controlled actualistic taphonomic 
experiments focusing on the degradation of bone in different localised environments. 
The lack of actualistic experiments conducted over a period longer than one year 
utilising fully fleshed corpses is a known flaw, and authors have commented on this 
particular limitation within the discipline (Beary and Lyman 2012). Addressing this 
issue within any research design is problematic, as either masters or PhD students 
(who usually have a strict time-frame for their studies) conduct much of the initial, or 
preliminary experiments. This design flaw is one of the reasons why much of the 
research into bone decomposition and taphonomic variables affecting the 
decomposition, is conducted with defleshed bone (e.g. Janjua and Rogers 2008). 
Unfortunately, in doing this the results of these studies are compromised as 
accounting for the decomposition of soft tissue, and the processes which occur during 
this period, are not possible.  
Aim and scope 
The aim of this thesis is to explore a range of variables that may be of value in 
characterising the deterioration of bone over a two-year period. Ultimately, this 
research will contribute to identifying more accurate ways of estimating the PMI of 
skeletonised remains.  
This research reports on an actualistic taphonomic experiment using whole and fully 
fleshed domestic pig and grey kangaroo carcasses over a two-year period to test a 
range of different methods (and variables) believed to be of value in in estimating the 
PMI. Fieldwork parameters included a range of taphonomic effects including: local 
weather variation, bone weathering, joint disarticulation, and invertebrate and 
vertebrate scavenging. Methodological approaches included microscopic analysis of 
the bone surface, and infrared and Raman spectroscopy as well as nano-indentation. 
As with any research, there were limitations to this study. Due to time constraints, the 
study was only able to be carried out over a two-year period. This time, however, is 
longer than many studies focusing on taphonomy in a forensic context, especially 
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when using fully fleshed carcasses. Notwithstanding, further research is needed to 
consider longer post-mortem periods, such as up to five or ten years post-mortem, and 
to account for a full range of bone deterioration.  
This study used animal carcasses and while there is a general consensus that domestic 
pigs are a suitable analogue for humans in soft tissue decomposition studies, it has not 
been tested whether the same is true for bone decomposition studies. To help address 
this limitation, two species of animal (domestic pig and grey kangaroo) were used to 
evaluate any significant differences between them.  
Significance of the study 
With the exception of only two studies (Janjua and Rogers 2008; Yoshino et al. 1991), 
there has been limited published forensic research considering the deterioration of 
bone over time periods longer than one year and less than ten years. Bone 
decomposition, however, has been researched extensively within archaeological and 
paleontological contexts, focusing on how bone is affected by different environments, 
such as burial, soil pH and surface exposure (Behrensmeyer 1978; Child 1995a, 1995b; 
Collins et al. 2002; Jans et al. 2002; Nielsen-Marsh and Hedges 2000a, 2000b). As this 
study used fresh fully fleshed carcasses, a full taphonomic history of the remains over a 
period of two years was recorded. 
As part of recording the taphonomic history of the remains, there was a focus on 
particular processes previously stated to relate to estimating the PMI from skeletal 
remains. These processes included joint disarticulation, bone weathering, and 
vertebrate scavenging (Haglund 1997; Janjua and Rogers 2008; Reeves 2009; Ross and 
Cunningham 2011; Ubelaker 1997).  
The expected outcome of this study is that bone deteriorates gradually over time and 
signs of the deterioration will be visible both macroscopically (bone weathering), 
microscopically (surface pores) and spectroscopically (infrared and Raman 
spectroscopy). This study also takes into account the taphonomic history of the 
remains. Scavenging, by either invertebrates or vertebrates, is covered. Additionally, 
the use of fresh fully fleshed animal carcasses for the fieldwork means the study 
included the entire decomposition process of soft tissue.  
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Overview of the study  
Due to a  significant amount of data collated during the fieldwork and the wide range 
of subsequent analyses conducted on the skeletal material, specific analyses are 
presented within discreet chapters. Chapter Two provides general background 
information to the overall study. The composition and structure of bone is outlined 
here. The development of forensic taphonomy is discussed, focusing on its current 
research aims, and what is needed to move the discipline forward. Since this research 
used fully fleshed carcasses, but concentrated on the skeletal material, an outline of 
the decomposition process, including soft tissue and bone diagenesis, is covered. 
Finally, the chapter describes previous studies which have attempted to estimate the 
PMI from skeletal remains.  
Chapter Three details the materials and methods used during the fieldwork. This 
chapter includes information concerning the location of the fieldwork; its timeframe; 
the fieldwork design; the recording used during the fieldwork; and the final collections 
of each series of carcasses. Chapters Four, Five and Six presents the different aspects 
of the analyses used during this study. Within each chapter, there is a detailed 
background section covering the relevant literature; the specific methods employed in 
the analyses (e.g. statistical); the results of the specific analyses; and a section 
discussing the results within the context of previous studies.  
Chapter Four describes the environmental data collected during the fieldwork; the 
effects of scavengers, both vertebrate and invertebrate; and the disarticulation of 
joints. This chapter also includes an assessment of the use of scavenging and 
disarticulation sequences for estimating the PMI.  
Chapter Five presents the changes to the surface of the skeletal material recovered 
during the fieldwork. A detailed analysis was undertaken using several different 
methods of allocating the bone into stages or categories of weathering. This analysis 
was considered in the context of environmental factors and the potential rates of 
weathering. An assessment of pore diameter, quantity, and area on the bone surfaces 
is also outlined in Chapter Five, and involves discussion of microscopic analyses 
concerning the outer bone surface, and using such analyses to help estimate the PMI. 
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Chapter Six focuses on using vibrational spectroscopy, specifically infrared and Raman 
spectroscopy, on a series of bones collected during the fieldwork. Part of this analysis 
included testing several different ratios calculated from the infrared and Raman 
spectra in order to identify specific changes over time. Additionally, the details of 
nano-indentation conducted on some of the samples bones are also reported, as well a 
discussion on how these results relate to the vibrational spectroscopy results. Chapter 
Seven is the final section of this thesis and details the conclusions within a broader 
context.   
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2. Bone and the post-mortem interval: A review 
Estimating the post-mortem interval (PMI) from skeletal remains has been extensively 
studied using many different methods and techniques. This chapter examines general 
background information which is relevant to the deterioration of bone and estimating 
the PMI from skeletonised remains. 
The chapter focuses on several key areas. Firstly, since this research uses skeletal 
remains, a basic outline of the structure and composition of bone is outlined. The 
second area of discussion focuses on forensic taphonomy, including a brief history and 
differences between forensic and traditional taphonomy, as well as the main research 
areas within forensic taphonomy. The third area of discussion briefly outlines the 
process of decomposition, in particular, soft tissue decomposition, since bone 
decomposition begins at the same time and is affected during the process. The fourth 
section discusses bone diagenesis, in particular, the main taphonomic factors during 
this process which causes the bone to either deteriorate or preserve. The fifth section 
outlines methods and techniques, not covered in later chapters, which have been 
previously studied to estimate the PMI from skeletal remains. This discussion will 
include areas of research, such as UV fluorescence, luminol, radioactive isotopes, 
citrate content, and less investigated methods such as DNA degradation and bacterial 
communities.  
Further techniques, such as vertebrate and invertebrate scavenging, joint 
disarticulation, bone weathering, morphological changes to the bone surface, infrared 
and Raman spectroscopy, which have been used to estimate PMI are discussed in 
detail in later chapters, and are only mentioned briefly in this review.  
Structure and composition of bone 
Bone is a complex and dynamic structure (Figure 2-1). Bone tissue is made up of a 
composition of organic and inorganic matrices. How bone decomposes and 
deteriorates over time is, in part, due to how particular taphonomic variables affect 
the bone, as well as the bone structure itself.  
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Figure 2-1: Gross and microscopic structure of bone (from White and Folkens 2005: 45) 
Bone is considered a hierarchal structure with four different scales: the whole tissue, 
the tissue structure, the microstructure and the ultrastructure. At the macroscopic 
whole tissue scale, viewed in centimetres, various types of bone (e.g. long, flat or 
irregular) can be identified with different functions. At the tissue scale, measured in 
millimetres, bone consists of an organic matrix, inorganic matrix and cells. At the 
microstructure scale, measured in micrometres, the bone consists of structural units 
like trabeculae, lamellae and osteons. At the ultrastructural scale, measured in 
nanometers, individual components such as mineral crystals and the organic matrix 
can be discerned in bone (Boskey 2007).  
When looking at bone at the whole tissue level, the physical shape of the bone is 
important, especially in terms of the effects of taphonomic variables. The physical 
shape and structural composition of the types of bone affects the survivability of the 
bones depending on differing taphonomic factors. For example, the rounded shape of 
a skull more easily rolls down sloping surfaces, while the irregular shaped vertebrae 
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floats and moves more easily in fluvial contexts (Evans 2014). Vertebrate scavengers 
will sometimes preferentially gnaw, break and remove certain bones with higher 
nutritional value such as femora (Pokines 2014), and several studies have shown that 
the surface of larger sized bones will weather at a slower rate than smaller sized bones 
(Janjua and Rogers 2008; Junod and Pokines 2014).  
In terms of the tissue structure level, bones consist of an organic matrix, inorganic 
matrix and cells. The cells control the formation, maintenance and degradation of the 
bone tissue itself through activities of osteoblasts and osteocytes. The bone cells 
regulate the formation and turnover or resorption of bone, which in turns regulates 
calcium, magnesium and phosphate levels in the body (Boskey 2007). At the tissue 
structure level there are two main types of bone tissue, cortical and trabecular bone. 
Both types of bone have the same basic components, however, the process of how the 
types of bone develop and are regenerated are different. Cortical bone is hard, dense 
and located on the outside of long bones, whereas trabecular bone is spongy and less 
dense, and located inside the ends of long bones and the bodies of vertebrae (Carden 
and Morris 2000).  
At the microstructure level, individual aspects of the building blocks of bone structure 
can be identified. These include trabeculae, lamellae and osteons. At the 
ultrastructural level the individual tissue components, such as mineral crystals (mostly 
carbonated calcium phosphate, though fluoride, chloride and magnesium can also be 
incorporated into the mineral crystal lattice depending on environmental conditions 
and history) and the organic matrix (85-90% Type I collagen fibrils) are able to be 
identified (Carden and Morris 2000). Collagen is the protein which provides flexibility 
to ligaments and tendons. In the bone itself, mineral is present along with collagen 
which provides bones with their rigidity and load bearing capacity (Boskey 2007). The 
ultrastructural level of bone has been examined previously using various methods 
including infrared and Raman spectroscopy. Further discussion of studies which have 
used infrared spectroscopy or Raman spectroscopy to analyse bone is covered in 
Chapter Six.  
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Forensic taphonomy 
Taphonomy is the ‘study of the transition of organic remains from the biosphere into 
the lithosphere’ (Efremov 1940: 85). The word ‘taphonomy’ was created by I.A. 
Efremov (1940) from the Greek words for burial or tomb (taphos) and for law or 
systems of law (nomos) (Gifford 1981). Traditionally, taphonomic research was 
conducted by palaeontologists concerned with how organic remains are incorporated 
into the fossil record following burial (Behrensmeyer and Kidwell 1985) and any 
potential sources of bias in the record (Beary and Lyman 2012). Over the past fifty 
years taphonomy has been incorporated by other disciplines such as archaeology and 
forensics in attempts to define, describe and systematise the effects of processes 
which act on organic remains following death (Gifford 1981).  
The study of taphonomy can be further divided into two main phases. The first is 
‘biostratinomy’ and focuses on the processes and transformations organic remains go 
through between death and final burial. The second phase is ‘diagenesis’ which refers 
to the processes and transformations organic remains go through between burial and 
recovery, including the transformation of bone into a fossil (Gifford 1981).  
The titling of the second phase ‘diagenesis’ is traditional and refers to a geological 
process in which sediments go through chemical, physical or biological change to form 
metamorphic rocks. However, the term diagenesis is also used in archaeology and 
palaeontology to refer to physical, chemical and biological changes which modify the 
original chemical or structural properties of organic remains, in particular skeletal 
remains. The process of diagenesis of bone can begin prior to burial (Gifford 1981). As 
the cornerstone for this review focuses on research and studies on the taphonomic 
‘biostratinomic’ period, when diagenesis is referred to, it means the changes 
undergone within bone due to shifts in the bone’s chemical or structural components. 
The importance of using taphonomy in palaeontological (Behrensmeyer and Kidwell 
1985; Gifford 1981), archaeological (Andrews 1995; Denys 2002) and forensic contexts 
(Cattaneo 2007; Dirkmatt et al. 2008; Haglund and Sorg 1997, 2002; Ubelaker 1997) 
has been highlighted extensively by previous authors.  
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One of the main points these authors emphasise is the types of methodologies used in 
taphonomic research, regardless of discipline area. For archaeological and 
palaeontological studies, actualistic research has been used extensively, where 
modern analogues for past behaviours or variables have been observed and 
documented. Observation of modern processes includes studies where surveys have 
been conducted and skeletal remains in varying degrees of decomposition and 
degradation were recorded (e.g. Behrensmeyer 1978).  
The advantage of observing modern processes is that a large sample size is available. 
However, the disadvantages include not directly observing the same skeletal remains 
consistently and subsequently not knowing exactly what variables or factors impacted 
on the remains, such as scavengers. The actualistic experiments have the opposite 
advantage: as the same remains are consistently recorded, usually from the time of 
death, various taphonomic variables are accounted for and recorded. The 
disadvantage of actualistic experiments is typically their smaller sample size and 
frequent use of analogues (rather than equivalent species) in modelling.  
Much of the taphonomic research conducted within archaeological and 
palaeontological disciplines focuses on understanding variables which affect bone in 
the biostratinomic phase. Physical effects can include transportation, breakage and 
exhumation. Chemical effects include changes in mineralogy and oxidation of the 
bone. Biological effects include decay, scavenging, bioturbation and encrustation.  
The main difference between taphonomy, as studied by palaeontologists and 
archaeologists and forensic taphonomy, is temporal. While taphonomic effects begin 
when an individual or animal dies, there is little need for palaeontologists to consider 
the immediate post-mortem alterations, as there is usually a significant amount of 
time between the death and when palaeontologists consider the remains. In forensic 
taphonomy, on the other hand, the lifespan and death of the individual overlaps with 
that of the investigators (Beary and Lyman 2012). Forensic investigations are primarily 
focused on the shorter time-frames, anywhere from immediately after death to 
several decades.  
Forensic taphonomy is a relatively new discipline gaining recognition as a 
sub-discipline of forensic anthropology in the 1980s. Its emergence can be traced to 
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the need for forensic anthropologists to present evidence ‘scientifically’, especially in 
explaining post-mortem alterations or estimating the PMI of remains which were 
either advanced in decay or skeletonised, instead of using ‘educated guesses’ 
(Dirkmatt and Passalaqua 2012).  
Forensic taphonomy can be defined as “the study of post-mortem processes which 
affect the: 
(1) preservation, observation, or recovery of dead organisms,  
(2) reconstruction of their biology or ecology, and  
(3) reconstruction of the circumstances of their death” (Haglund and Sorg 1997: 13). 
The overall purpose of forensic taphonomy is in directing research and analysis 
towards understanding and solving forensic problems in a death investigation. In 
general, there have been two main objectives to research within forensic taphonomy. 
The first is providing a scientifically based determination of time-since-death (TSD) or 
the PMI. The second is in determining whether there are post-death alterations to the 
remains found at the scene (Dirkmatt and Passalaqua 2012; Sorg et al. 2012).  
Actualistic experiments are commonly used in forensic research, usually to gather 
complete data concerning certain scenarios, and are conducted over short time frames 
of up to one-year post-mortem when exploring the PMI. These experiments usually 
focus on a single variable such as soft tissue decomposition, vertebrate scavengers, 
invertebrates or a particular scenario, such as burial. Retrospective analysis of case 
studies is also used to provide information regarding real forensic situations (Hayman 
2013; Sorg et al. 2012). While using case studies is good to understand real processes, 
it is hard in an investigation to fully reconstruct the post-mortem and taphonomic 
variables which affected the remains. 
When reviewing the literature it is apparent that one of the biggest problems with 
research in forensic taphonomy, in particular when focusing on improving the 
estimation of the PMI, is that the actualistic studies only cover very short time frames 
(one year or less) or use case studies or remains which are much older (i.e. over at 
least five years post-mortem). This timeframe leaves a temporal gap in the research, 
which is also during the most common time for remains to become fully skeletonised 
(over one year and less than ten years post-mortem).  
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Forensic taphonomy is still commonly defined as a sub-discipline of forensic 
anthropology. Within the sphere of forensic taphonomic research, several taphonomic 
variables have been focused on, particularly those that directly speak to estimating the 
PMI. These taphonomic variables have been considered during this research and are 
discussed in detail in later chapters. Chapter Four for vertebrate and invertebrate 
scavengers and disarticulation. Chapter Five for bone weathering and morphological 
changes to the surface of the bone. Chapter Six for changes to chemical structures of 
bone using infrared and Raman spectrometry.  
Decomposition 
Knowledge of bone deterioration and the taphonomic variables which affect 
skeletonised remains also means understanding the process of decomposition. This 
makes it important to take into account soft tissue decomposition, as the taphonomic 
variables which affect this process will also affect the skeletonisation process and 
subsequent bone deterioration. Indeed, the process of bone decomposition is directly 
affected by the decomposition of its associated soft tissues.  
Decomposition is the process by which organic substances are broken down into 
simpler forms of matter. The decomposition of a human is complex and influenced by 
cultural, physiochemical and biological reactions (Damann and Carter 2014). The 
decomposition of a corpse begins at the moment of death when the normal systems of 
living have stopped functioning. At this point, the internal biological mechanisms 
which require oxygen for energy production cease, and the processes of 
decomposition which take place after death begin (Damann and Carter 2014).  
There is a general pattern or sequence through which decomposition progresses. It 
starts with discolouration of the body, bloating and decay of soft tissues, and follows 
through to skeletonisation, disarticulation and bone diagenesis. Many variables can 
influence decomposition including temperature, moisture, trauma, associated 
materials such as clothing, soil, scavengers, and the method of disposition (e.g. surface 
or buried, coffins) (Carter and Tibbett 2008; Hayman and Oxenham 2016). At any time 
during the decomposition process, these variables can accelerate, decelerate, halt or 
alter the decomposition process of a corpse at any point. An example is the natural 
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mummification of tissues (preservation as opposed to decomposition) due to a range 
of extreme circumstances and environments.  
Environmental factors 
Environmental factors which affect the decomposition process are the most 
recognised and include temperature, moisture, seasonality, air circulation, burial 
depth, soil type, vegetation, UV light and water. Of these, temperature is thought to be 
the most significant (Gill-King 1997; Mann et al. 1990; Rodriguez and Bass 1983; Vass 
et al. 1992), as temperature changes can initiate, moderate the speed of and even stop 
biochemical reactions. An increase in temperature will cause an increase in 
decomposition because biological activity and chemical reaction rates increase with 
higher temperatures (Carter and Tibbett 2008). With temperature increases, within 
certain thresholds, the processes of autolysis (cell break down), putrefaction, and 
insect activity are faster. With cooler temperatures, the decomposition rate decreases 
until the temperature is below 4oC (Micozzi 1997), at which point decomposer activity 
is suppressed (Janaway 1996), though Vass et al. (1992) states that decomposition will 
still occur at 0oC due to increased salt concentration in the human body.  
Moisture is another important factor in the decomposition process because the water 
fraction by weight of the human body is between 60 to 80%. It is variations in moisture 
which can cause a corpse to desiccate as opposed to decompose (Carter and Tibbett 
2008). Rapid desiccation can stall decomposition and naturally preserve a corpse for 
thousands of years, as demonstrated in Egypt and South America (Aufderheide et al. 
2004; Gardner et al. 2004; Veiga 2012). Dryness, heat or the absence of air circulation 
causes natural mummification (Sledzik and Micozzi 1997). Variations in moisture 
combined with a lack of oxygen can also affect the formation of adipocere on a corpse. 
Adipocere can occur in a range of burial environments, and begins by the extraction of 
moisture from internal tissues until they become desiccated. This dehydration 
accounts for how adipocere can stall putrefaction and advanced decomposition 
(Forbes 2008).  
The decomposition process 
Since there any many variables which will influence the decomposition process, the 
following section provides an overview of the three main stages which a corpse 
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progresses through during decomposition. The stages which will be broadly addressed 
are: 
(1) fresh decay (including autolysis); 
(2) bloat and active decay (also called putrefaction); and 
(3) advanced decay and skeletonisation. 
These should not be thought of as discrete and isolated stages as there can be 
considerable overlap between these stages. As decomposition of remains is variable 
within an individual and affected by the surrounding environment and taphonomic 
factors, stages are used as a guideline only, and more for describing the processes the 
remains are currently undergoing. For example, autolysis and putrefaction can occur 
simultaneously in many instances (Sorg et al. 2012).  
Fresh decay 
The fresh decay stage begins soon after death when a series of biochemical reactions 
result in cellular destruction by a body’s enzymes. When the circulatory systems stop 
working, it causes a loss of oxygen transport throughout the body, and without 
oxygen, the central metabolic pathway fails to produce adenosine triphosphate (ATP). 
Since living cells need oxygen, autolysis (the destruction of cells or tissues by their own 
enzymes) begins to occur nearly directly after death, especially in tissues with cells that 
have the highest rate of ATP synthesis, biosynthesis and membrane transport (Damann 
and Carter 2014; Gill-King 1997). The intestines, stomach, and organs of digestion, 
heart, blood and circulation systems are usually the first to undergo autolysis. Then it 
is the air passages and lungs, kidneys and bladder, brain and nervous tissue, skeletal 
muscles and finally connective tissues and ligaments (Gill-King 1997).  
During the fresh decay period, internal changes to the body cause changes visible on 
the outside of the body which are defined as the mortis triad: algor mortis, livor mortis 
and rigor mortis (Damann and Carter 2014; Hayman and Oxenham 2016). Algor mortis 
is where the body undergoes a temperature change from the normal living average 
(37oC) to ambient temperature. Livor mortis, also known as lividity, is caused by 
intravascular concentration and haemolysis of blood cells. This means that low-lying 
body tissues develop a red-purple appearance due to degraded blood forms. For 
example, lividity would develop along the underside of a corpse which was lying down. 
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Rigor mortis is due to a decrease in cellular ATP and pH and the presence of calcium 
ions. This combination results in chemical bridges forming within the body and gives 
the body a stiff, rigid appearance (Damann and Carter 2014; Vass et al. 2002). The 
breakdown of cells by autolysis, causes nutrient-rich fluids to become available which 
initiates the putrefaction of a corpse (Vass 2001; Vass et al. 2002). 
Bloat and active decay  
The breakdown of biomolecular components causes the putrefaction of a corpse and 
the destruction and liquefaction of soft tissues (Damann and Carter 2014; Vass 2001). 
The destruction of soft tissues due to micro-organisms such as bacteria, fungi and 
protozoa causes putrefaction. These micro-organisms are responsible for turning 
tissue into gas, liquid and simple molecules (Vass 2001).  
Putrefaction is visible when the skin becomes discoloured to a greenish colour, due to 
the settled blood-forming sulfhaemoglobin. This putrefaction progresses into the soft 
tissues expanding with the formation of gases such as hydrogen sulphide, carbon 
dioxide, methane, ammonia, sulphur dioxide and hydrogen. It is this phenomenon 
during the decomposition process which causes the characteristic ‘bloat’ of a corpse or 
carcass. The formation of the gases is associated with anaerobic fermentation, 
primarily in the gut area, which releases by-products that are high in volatile fatty 
acids. The resulting gas and fluid accumulation in the intestines is purged from the 
body, usually from the rectum, but sometimes causes the skin to rupture around the 
abdominal area (Vass 2001; Vass et al. 2002). Sometimes skin slippage and blistering 
are also present along the neck, abdomen, hands and feet.  
The beginning of active decay commences with muscle, consisting mostly of protein 
which is composed of amino acids, to form additional volatile fatty acids through 
bacterial influence. During active decay, anaerobic bacteria (bacteria which do not live 
or grow when oxygen is present) and aerobic bacteria (bacteria which grow in the 
presence of oxygen) are present in large numbers and invertebrates are prominent 
(Vass 2001; Vass et al. 2002). It is also during this stage that vertebrate scavengers will 
utilise corpses or carcasses as available food sources (see Chapter Four for further 
discussion concerning scavenging). The active decay is driven primarily by microbes, 
and will persist until oxygen replenishes the system. This replenishment of oxygen 
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precipitates the transition of the corpse into advanced decay and skeletonisation 
(Damann and Carter 2014).  
It is during the active decay, or putrefaction, stage of decomposition that a corpse will 
lose the majority of its mass, since soft tissue and organs have been broken down or 
decomposed by bacteria, or eaten by invertebrates and vertebrates.  
Advanced decay and skeletonisation  
The advanced decay of a corpse involves the deterioration of any remaining soft 
tissues, skin or connective tissues. Once bones are exposed, they can be affected by a 
variety of taphonomic variables, including the environment and scavengers. 
Furthermore, the skeletonised remains will interact directly with the environment, 
especially with soil if buried, which helps precipitate bone diagenesis, often through 
micro-organisms (Damann and Carter 2014), although chemical reactions concerning 
the organic and inorganic components within bone will also contribute to bone break 
down (Forbes 2008). 
Overtime, skeletal remains will either deteriorate completely due to physical breakage, 
decalcification and dissolution, or if buried in suitable conditions will be fossilised for 
thousands and/or even millions of years (Forbes 2008; Micozzi 1991).  
Bone diagenesis 
Bone diagenesis refers to physical, chemical and biological changes which can alter the 
chemical and/or structural properties of skeletal remains. The study of bone diagenesis 
has been extensive, particularly in determining methods which can assess whether 
certain bones will be suitable for further investigation, including dating and isotopic 
analyses (Millard 2001; Nielson-Marsh 2002). These analyses rely on selected bones 
still containing particular components (such as collagen), which has, in part, pushed 
the research of bone diagenesis forward.  
Understanding the processes of bone diagenesis, and how the preservation of bone 
has been affected by various environments and contexts, has been of key interest to 
archaeologists and palaeontologists (e.g. Collins et al. 2002; Gordon and Buikstra 1981; 
Jans 2014; Millard 2001; Nielson-Marsh 2002). Many of the studies on bone diagenesis 
focus on archaeological or fossil remains and provide valuable information on the 
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process of bone diagenesis over time. Several key processes are highlighted 
throughout these studies which affect the overall preservation of bone.  
The processes which cause bone diagenesis are part of a skeletal element’s ‘diagenetic 
pathway’ which is the mechanism by which the bone deteriorates. Three pathways of 
diagenesis are identified: 
1) Chemical deterioration of the organic components; 
2) Chemical deterioration of the mineral components; and 
3) Microbiological attack of the composite (Collins et al. 2002). 
These three processes are not mutually exclusive, and to date, it is still unknown to 
what extent they proceed in isolation (Collins et al. 2002; Millard 2001; Nielson-Marsh 
2002). There have been various studies which have demonstrated if either the organic 
or inorganic components are compromised, then the other also becomes vulnerable to 
deterioration (Collins et al. 2000, 2002; Nielsen-Marsh et al. 2000a). The chemical 
deterioration of the mineral components or microbiological attack are considered to 
be ‘fast’ pathways of bone diagenesis, and both cause preservation issues with a bone 
when degradation is caused by either pathway. The chemical deterioration of organic 
components is a ‘slow’ pathway and believed to be influenced mostly by temperature 
and pH (Nielsen-Marsh et al. 2000a). The preservation and survival of bone depend on 
which diagenetic pathway is followed. 
Chemical deterioration of the organic components 
Chemical processes can affect the organic and inorganic components within the bone. 
Organic deterioration is a slower process and influenced mainly by temperature and 
the pH of the surrounding environment. Inorganic deterioration is considered a ‘faster’ 
process and is influenced by hydrology of the site (i.e. water) (Hedges 2002; Jans 2014; 
Millard 2001).  
Collagen is the main organic component of bone to decay. It is also one of the most 
widely researched, especially concerning diagenesis since extracted collagen from 
bone is used in stable isotope analysis, along with apatite from bones and teeth. Other 
organic components such as amino acids, proteins, lipids and DNA have also been 
studied regarding diagenesis and preservation or alteration (Millard 2001).  
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Time, temperature and environmental pH all influence the rate of collagen loss within 
bone after death (Collins et al. 2002; Von Endt and Ortner 1984). Temperature affects 
the preservation of collagen, with high temperatures accelerating the rate of collagen 
deterioration. Low temperatures help to preserve the collagen and also inhibit 
microbiological attack (Hedges 2002). Gordon and Buikstra (1981) demonstrated that 
the soil pH where the bone was buried influenced its preservation. Gordon and 
Buikstra (1981) stated that soils which are bad for bone preservation are acidic, with a 
pH of 6 or less, and are aerated and well-drained. However, other studies, such as 
Locock et al. (1992) have stated that soil pH does not control the decay of buried bone, 
so there are contradictions within the literature as to what specifically in the soil 
caused good or bad bone preservation (Manifold 2013). Soil conditions which do result 
in poor bone preservation are due to leaching of the bone mineral, which then exposes 
the organic components of the bone to further alterations (Jans 2014).  
The environmental context of the bone location affects its deterioration. Dry 
environments help to inhibit microbiological attack on organic components, as do very 
wet environments (Hedges 2002). Environments which are more temperate and vary 
seasonally or by groundwater movement, appear to have a greater effect on the 
deterioration of collagen, though further research is needed to understand these 
processes. 
Chemical deterioration of the mineral components 
Inorganic components of the bone affected by diagenesis is divided into three types of 
processes: loss, gain and internal changes. Of these, most of the research to date has 
focused on the uptake and exchange of material. There is documentation that several 
elements not substantially present in living bone, is found in excavated bone. Uranium, 
fluorine and calcite are common elements absorbed by archaeological bones (Millard 
2001). 
Elements and ions already found in the bone can also be exchanged with the 
surrounding environment. Carbonate and phosphate exchanges are common, as well 
as strontium (Price et al. 1992). The exchange of these elements and ions are 
necessary when considering isotope signals. The bone can also gain soil components or 
metals which infiltrate the bone matrix and infill natural pores of the bone (Jans 2014).  
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The third process, internal change, is expressed within bone by changes in crystallinity. 
The alteration of crystallinity represents a reordering of material within the bone. An 
increase of crystallinity in bone is due to the loss of smaller bioapatite crystals, and the 
recrystallization of slightly larger crystals into bigger structures (Brown and Brown 
2011). As infrared spectroscopy is one of the main methods of determining alteration 
to a bones crystallinity, further discussion of crystallinity is covered in Chapter Six.  
Though some diagenetic processes are partly understood, for example, the uptake of 
uranium, many have yet to be fully researched or explained. Despite this, one of the 
key factors found to be crucial to bone diagenesis is water (Millard 2001). Water has 
an enormous influence on bones and their potential for survival. This is because water 
is the medium of almost all chemical reactions which occur within the soil, and also 
helps support microbial metabolism (Turner-Walker 2008).  
Three types of water interactions with bone are defined: diffusion, hydraulic flow and 
recharge (Hedges and Millard 1995). The type of water interaction depends on the 
hydrology of the site at the bone location, as well as qualities of the bone itself, such as 
pore structure. Diffusion is where there is no water flowing around the bone, and any 
transport process is through diffusion between the still water and the bone. As the 
water is not recharged with additional calcium and phosphate from new sources, the 
bone and water eventually reach an equilibrium, and no further dissolution occurs 
(Brown and Brown 2011). Hydraulic flow refers to where the flow of water through the 
bone is the dominant process, while recharge is where water moves in and out of the 
bone alternately (Hedges and Millard 1995; Nielsen-Marsh and Hedges 1999).  
Hedges and Millard (1995) and Nielsen-Marsh and Hedges (2000a, 2000b) have 
demonstrated that bones which have water flowing around and through them exhibit 
poor preservation, especially when compared with those that are in permanently 
saturated conditions. One of the main reasons is the porosity of bone. Water does not 
only affect the outer surfaces of bone but penetrates the interior through vascular 
channels.  
Microbiological processes 
Microbiological decay begins directly following death. Fungi and bacteria will affect the 
decomposition of soft tissues, but bone has also been demonstrated to be affected in 
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as little as three months by these organisms (Bell et al. 1996; Collins et al. 2002; 
Millard 2001). Microbial deterioration is probably the most common process involved 
in bone deterioration and diagenesis (Collins et al. 2002; Nicholson 1996). The reason 
is that while the chemical processes are accelerated by extremes of pH or high 
temperatures, microbial decay is optimised at near neutral pH, which would usually 
work to preserve and protect bone (Collins et al. 2002). 
Microscopic and histological analysis have been successfully used to assess 
microbiological attack (Garland 1989; Hackett 1981; Hedges et al. 1995; Jans et al. 
2002, 2004). Microbes will work to demineralise bone, and produce tunnels or borings 
which can be identified using thin-sections and histology (Trueman and Martill 2002). 
Microbial destruction to bone is classified into four different types, caused by either 
fungi or bacteria. Wedl tunnelling is caused by fungi, while linear longitudinal, budded 
and lamellate destruction types is caused by bacteria (Hackett 1981; Jans 2014). The 
alteration of bone due to microbes such as fungi and bacteria have been demonstrated 
to begin early after death (Bell et al. 1996; Hedges et al. 1995; Jans et al. 2004; Yoshino 
et al. 1991). The decomposition of the soft tissues, and changes to the surrounding 
environment due to this decomposition, also influences the early microbial attacks on 
bone (Bell et al. 1996; Garland 1989).  
Several authors (Brown and Brown 2011; Trueman and Martill 2002) point out that 
differences in the rate of microbial destruction of bone, with some skeletal remains 
being affected a few months after burial compared to several decades, may not be 
entirely due to burial environment, but is also influenced by burial type. When an 
entire human or animal is buried, the skeleton is exposed to microorganisms, 
predominantly found in the gut, which are thought to promote bone decay during the 
decomposition process. However, if the burial involves butchered segments, then the 
bone is less likely to be directly affected by the microorganisms found in the gut (Child 
1995a, 1995b).  
Studies have indicated that alterations of bone caused by bacteria begin with the 
bacteria within the body itself. This bacteria begins bone destruction during soft tissue 
decomposition. The soft tissue decomposition process also increases access for 
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microorganisms into the bone. Later, the bacteria from the surrounding soil becomes 
involved in bone diagenesis (Child 1995a, 1995b; Damann et al. 2015; Jans 2014). 
Measuring bone diagenesis 
Various methods have been trialled to measure bone diagenesis. These are called 
diagenetic parameters and are a single measurable aspect of a bone which reflects the 
degree of diagenesis the bone has undergone (Hedges and Millard 1995). One of the 
main methods was developed by Hedges and Millard (1995) and is called the Oxford 
Histological Index (OHI). The OHI has since been used by many other studies examining 
bone diagenesis (Fernandez-Jalvo et al. 2010; Smith et al. 2005, 2007; Turner-Walker 
and Syversen 2002). 
The OHI includes a significant number of qualitative features in which degradative 
change of bone samples are noted. The observations, to some extent, depend on the 
methods used, though thin section optical microscopy and scanning electron 
microscopy (SEM) have become the most common methods (Hedges and Millard 
1995). The OHI ranges from 0 to 5 and an OHI of 0 indicates approximately <5% intact 
bone has no identifiable original features, other than Haversian canals. An OHI of 1 has 
approximately <15% intact bone with small areas of the well-preserved bone present, 
or some lamellar structure preserved by a pattern of destructive foci. An OHI of 2 has 
approximately <33% of bone intact, with clear lamellate structure preserved between 
destructive foci. An OHI of 3 has approximately >67% intact bone with clear 
preservation of some osteocyte lacunae. An OHI of 4 has approximately >85% of bone 
intact with only minor amounts of destructive foci, otherwise generally well preserved, 
while an OHI of 5 has approximately >95% bone intact and is well preserved, virtually 
indistinguishable from fresh bone (Hedges and Millard 1995). The OHI results 
demonstrated that histological destruction of bone occurred over a shorter timescale 
when compared to other types of analyses used to measure alteration in the bone, 
such as protein content, crystallinity and porosity.  
Porosity was also found by Hedges and Millard (1995) to be a good indicator of 
diagenetic change to bone. The pore size distribution and the overall porosity of bone 
will increase as diagenesis progress. Porosity works as diagenetic parameter because 
approximately 12% of living compact bone is made of pore spaces, and as diagenesis 
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occurs the number of pore spaces increases as bone is destroyed (Brown and Brown 
2011). Furthermore, different types of diagenetic processes will produce different 
sized pores. Deterioration of the organic components, such as collagen fibrils, result in 
pores measuring between 0.01 and 0.1µm. Degradation of the inorganic components 
result in pores up to 70µm in diameter, while deterioration due to microbial organisms 
result in pores with diameters up to 8.5µm (Brown and Brown 2011; Nielsen-Marsh 
and Hedges 1999, 2000a, 2000b).  
The deterioration of bone appears to begin early within the post-mortem period when 
the bone starts a particular ‘diagenetic pathway’. As bone diagenesis is caused by one 
of the three mechanisms or diagenetic pathways, two of which are ‘fast’ acting 
(chemical changes to the inorganic components and microbial deterioration), this 
highlights the necessity for further research into the degradation of bone (or 
components of it) in the earlier post-mortem periods.  
There has been limited research into bone diagenesis and decomposition where the 
recovery of bone was from the ground surface instead of being buried. Furthermore, 
as the majority of bone studies have been conducted on archaeological or fossil 
remains, there is a lack of research into the early chemical and/or microbial effects on 
bone, regardless of whether the bone was buried or not. There is also a need to 
increase understanding of how the soft tissue decomposition process affects the 
associated bones and their decomposition.  
Estimating the post-mortem interval 
Determining the length of time between death and recovery of forensically relevant 
remains has been a key issue in the forensic sciences. Knowing TSD, or the PMI, is one 
of the main elements which helps forensic investigators. There are well-established 
methods of determining the PMI for individuals recovered early in the post-mortem 
period, especially before decomposition of soft tissues begin. While still influenced by 
environmental and taphonomic factors, these methods have been extensively tested. 
Determining TSD becomes difficult the longer the post-mortem period is, and the more 
advanced the decomposition state of the remains.  
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There has been considerable research conducted into estimating the PMI of remains 
during the fresh or active decay stages when soft tissue is, at least, still partially 
present. See Hayman and Oxenham (2016) for a detailed review. Though the area of 
soft tissue decomposition is important to forensic taphonomy overall, this review 
focuses on methods for determining the PMI from skeletal remains. There have been 
many attempts at determining the PMI, or TSD, from skeletal remains. It has been 
well-established in the literature that determining an estimate of the PMI from skeletal 
remains is necessary for medico-legal investigations, though often a difficult task to 
achieve (Vass et al. 1992).  
When assessing skeletal remains with an unknown PMI, one of the first things to be 
done is to determine whether the remains are of ‘forensic relevance’ (Schultz 2012). 
The time range for skeletal remains to be of forensic relevance differs between 
countries. Swift (2006) stated that approximately 75 years PMI was the cut-off date in 
the United Kingdom. This seems to be the general criteria used in published literature, 
though often this criteria is shortened to remains from only after 1950 being classified 
as being ‘forensically relevant’ (e.g. Capella et al. 2015; Introna et al. 1999; Taylor et al. 
1989; Ubelaker 2001; Ubelaker et al. 2006; Wild et al. 2000).  
Attempts at dating forensically relevant remains have included UV fluorescence 
(Facchini and Petterner 1977; Hoke et al. 2013; Knight 1969; Knight and Lauder 1967, 
1969; Swaraldahab and Christensen 2016); luminol chemiluminescence (Capella et al. 
2015; Introna et al. 1999; Ramsthaler et al. 2009, 2011); radioactive isotopes (Forbes 
2004; Kandlbinder et al. 2009; MacLaughlin-Black et al. 1992; Neis et al. 1999; Schrag 
et al. 2014; Swift 1998, 2004; Taylor et al. 1989; Ubelaker 2001; Ubelaker et al. 2006; 
Wild et al. 2000; Ziad et al. 2012; Zinka et al. 2012); citrate content (Costello et al. 
2015; Kanz et al. 2014; Schwarcz et al. 2010); DNA degradation (Kaiser et al. 2008); 
thermos-gravimetric analysis (Raja et al. 2009); analysis of residual molecules within 
bone (Castellano et al. 1984); bacterial communities within bone (Damann et al. 2015); 
and botanical evidence (Cardoso et al. 2010). Further methods including scavenging, 
invertebrates and joint disarticulation are discussed in Chapter Four. Chapter Five 
discusses weathering and bone surface. Chapter Six discusses spectroscopic methods 
such as infrared and Raman spectroscopy. 
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Early attempts of estimating the PMI from skeletal remains were conducted by Knight 
(1969) and Knight and Lauder (1967, 1969) who reported on a range of techniques 
used to attempt to date human skeletal material. The techniques employed by Knight 
(1969) and Knight and Lauder (1967, 1969) involved analyses of nitrogen content, 
amino acid content in protein, reaction with mineral acid, reaction with benzidine, UV 
fluorescence and fat estimation of bone. These tests did not result in any accurate 
correlations with known TSD. However, nitrogen loss, amino acid loss from bone 
protein, UV fluorescence and loss of immunological activity were identified by Knight 
(1969) and Knight and Lauder (1967, 1969) as useful criteria in discriminating between 
recent (less than 100 years old) and old (over 100 years old) bone samples.  
Facchini and Pettener (1977) also examined several chemical and physical methods for 
dating human skeletal remains. They used several different methods, including 
benzidine reaction, UV fluorescence, specific gravity and supersonic conductivity, on 
71 dated skeletal remains from an age range over the last 3500 years. The results were 
variable depending on which method was used. The benzidine reaction and UV 
fluorescence coincide, and positive readings for these methods were obtained up to 
200-350 years. The values measured in specific gravity and supersonic conductivity 
testing showed a parallel trend between samples of the three first centuries and the 
ones belonging to more ancient periods.  
UV fluorescence  
The use of UV fluorescence in assessing whether skeletal remains are of forensic 
interest was initially investigated by Knight (1969), Knight and Lauder (1967, 1969) and 
Facchini and Petterner (1977) and have been examined further by Hoke et al. (2013) 
and Swaraldahab and Christensen (2016). The UV fluorescence of bone is possible due 
to the organic protein component of bone, made up mostly of collagen, which is 
responsible for the bones fluorescence properties (Swaraldahab and Christensen 
2016). The principle behind using UV fluorescence to determine a PMI of skeletonised 
remains is that the proteins which cause the fluorescence will denature over time, and 
so the fluorescence properties of bone should also decrease over time.  
The results of Knight (1969), Knight and Lauder (1967, 1969) and Facchini and 
Pettener’s (1977) UV fluorescence analysis indicated that fluorescence was recorded in 
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bone samples up to a period of 50 to 200 years after death. The results of the study 
conducted by Hoke et al. (2013) into the viability of using UV fluorescence as a means 
of differentiating between historical and recent skeletal remains determined that 
solely using UV fluorescence is inappropriate. The study found that at least 2% of 
recent bone (less than 60 years old) was falsely excluded from being of forensic 
interest based on UV fluorescence. Despite this, there was a correlation between the 
PMI and fluorescence colour (either blue or yellow), but not with fluorescence 
intensity. 
The results of Swaraldahab and Christensen’s (2016) study into using UV fluorescence 
on bone, also demonstrated that there was a correlation between fluorescence and 
the age of skeletal remains. Using four groups of skeletal remains (recent, semi-recent, 
historical and ancient), Swaraldahab and Christensen (2016) showed that there was a 
decrease in fluorescence with time.  
A study conducted by Yoshino et al. (1991) used UV fluorescence in conjunction with 
microradiography and electron microscopy to estimate TSD in skeletal remains. 
Post-mortem changes in human compact bones were examined using the three 
methods. The study used 51 human bone samples which had a range of 0-15 years 
after death. Of the 51 bone samples, 33 were left in the open air, 14 were placed in 
soil, and four samples put in the sea. All samples were taken from humeri near the 
neck of the bone. The relative intensity of UV fluorescence in the bone samples 
decreased with TSD, and the correlation coefficient was high (r = -0.648 in the open air 
and r = -0.823 in soil), though the error rate was approximately two years. No 
morphological changes were identified using micro-radiographic examination, except 
for one bone sample from the oldest sample group (15 years after death). The 
histological analysis demonstrated that the bones samples placed in the soil showed 
changes over time. There were vacuoles in the outer area of the compact bone by five 
years after death, which then extended into the mid-zone of the compact bone in 
samples greater than six years after death. For the bone samples placed in the sea for 
four to five years, vacuoles were observed in the outer peripheral zone of the compact 
bone. 
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Sterzik et al. (2016) conducted a further study testing the dating of forensically 
relevant skeletal remains using UV fluorescence and a new method which utilises a 
forensic portable light source with varying wavelengths and coloured filters (Lumatec 
Superlite 410). The 30 samples analysed had a PMI range of 1 to 49 years, and all 
samples displayed a proportion of blue fluorescent light (using UV light) and/or red 
fluorescent (using a 490nm wavelength with a dark red filter on the forensic light 
source) on the surface of the bone cross-section. The results of this study agreed with 
Hoke et al. (2013) where there was a correlation between UV fluorescence colour and 
PMI. Sterzik et al. (2016) stated that a combination of both methods provided the best 
results. The majority of the samples were accurately assessed as being less than 30 
years PMI, or greater than 30 years PMI, though the error margin is rather large 
(between 20 to 30% of samples were incorrectly dated) due, potentially, to the smaller 
sample size.  
UV fluorescence appears to be a reasonable means of differentiating between skeletal 
remains which are more recent, and those which are older (i.e. over 100-200 years 
old). It is unlikely considering the results of older (Knight 1969; Knight and Lauder 
1967, 1969; Facchini and Pettener 1977) and more recent research (Hoke et al. 2013; 
Swaraldahab and Christensen 2016) that further differentiation of skeletal remains 
into absolute PMI time frames would be possible with UV fluorescence alone, though 
the study conducted by Sterzik et al. (2016) raises the possibility.  
Luminol and chemiluminescence 
Luminol chemiluminescence has been trialled for estimating the PMI from skeletal 
remains (Capella et al. 2015; Creamer and Buck 2009; Introna et al. 1999; Ramsthaler 
et al. 2009, 2011). Luminol methods are based on the reaction between luminol and 
hydrogen peroxide which is catalysed by iron in haemoglobin found in fluids and 
tissues from bodies. This reaction results in a chemiluminescence light which can be 
measured by various means (Froome 2014; Ramsthaler et al. 2009).  
Introna et al.’s (1999) experiment involved using the luminal test on 80 femora which 
had a known time of death. The 80 femora were grouped into five classes based on 
known time of death: less than three years; 10-15 years; 25-35 years; 50-60 years; and 
greater than 80 years. Samples were bone powder taken from the inner compact bone 
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at the femoral mid-shaft. The results demonstrated that there was a decrease in the 
chemiluminscence observed as the PMI of the femora increased. The femora with a 
PMI of one month to three years had an intense chemiluminescence observed after a 
few seconds; those with a PMI of 10-15 years had a clear chemiluminescence that was 
visible to the naked eye in 80% of the sample; the femora with a PMI of 25-35 years 
had a weaker chemiluminescence in 33% of the sample; the femora with a PMI of 
50-60 years had a faint reaction observed only in a single femur; and none of the 
femora with a PMI of over 80 years had any chemiluminescence observed. Introna et 
al. (1999) note that there is a possible quantitative relationship between the PMI and 
luminal chemiluminescence in powdered bone, but further tests need to be conducted 
on a wider sample of bones with a closer PMI range to establish the statistical 
significance.  
The results of Ramsthaler et al.’s (2009) study took a different approach to Introna et 
al.’s (1999), by dividing samples between recent (less than 100 years old) and 
non-recent (over 100 years old). This classification means that Ramsthaler et al.’s 
results are less useful when considering shorter PMIs. The results of the study do 
indicate that by using a luminol test and observing the reaction with bone, the remains 
can be placed in the correct categories of recent or non-recent with 88.7% accuracy. 
Creamer and Buck (2009) also conducted a study similar to Ramsthaler et al. (2009) 
and obtained similar results, with the luminol chemiluminescence intensities differing 
statistically between recent (less than 100 years old) and historical (greater than 100 
years old) samples.  
A further study by Ramsthaler et al. (2011) tested and compared UV fluorescence and 
luminol in estimating the PMI of skeletal remains, with two screening tests 
(Hexagon-OBTI test and Combur test) which are used to identify blood. The results of 
this study indicated that when skeletal remains had a negative chemiluminescence to 
the luminol test and reduced UV fluorescence, the remains can be excluded from being 
of forensic interest. However, the two screening tests are unsuitable for use with 
skeletal remains, as even tests on recent remains were negative.  
Capella et al. (2015) conducted a comparative study using luminol and the Oxford 
Histology Index (OHI) against radiocarbon dates of twenty skeletal remains of 
2   Bone and the post-mortem interval: A review 
Page 33 
unknown age. The purpose of the study was to test whether luminol and the OHI could 
potentially be useful as pre-screening techniques to determine the PMI (as being 
either from before or after 1950) before undertaking radiocarbon analysis of skeletal 
remains. Capella et al. (2015) found that the combination of luminol and the OHI were 
useful in identifying suspected modern (after 1950) skeletal remains, though further 
analysis was needed to test the preliminary results.  
These studies indicate that the use of measuring a chemiluminescence reaction based 
on a luminol test is broadly useful in assessing the post mortem interval of skeletal 
remains. Despite Introna et al.’s (1999) results which indicated a use of determining 
shorter PMI, there have been no other studies which have documented similar results 
as of yet. Further research, with larger samples, would be needed to test the technique 
and increase accuracy.  
Radioactive isotopes 
Isotopes are elements from the same chemical or elemental family which have 
differing atomic weights due to additional neutrons. Many isotopes are ‘stable’ 
meaning they remain unchanged over time. Other isotopes are ‘radioactive’, and 
decay over time. A well-known example is carbon which has three isotopes: 12C and 13C 
which are stable, and 14C which is radioactive and decays. The decay of radioactive 
isotopes is predictable, and can be measured by half-life estimates for each. The 
half-life is the time it takes for radioactive isotopes to decay to 50% of the original 
number of atoms present. Each radioactive isotope has a specific half-life (Swift 2004). 
The radioactive isotope will either decay into a ‘daughter’ isotope or a stable isotope. 
By knowing the decay rate of the original isotope, the original/daughter isotope 
relationship and the ratio of the isotopes present, it is possible to date the materials 
tested (Rea 2002).  
Radioactive isotopes can be further divided into artificial (human-made) or naturally 
occurring. Some radioactive isotopes are naturally occurring but are produced in 
significant artificial quantities (e.g. 14C). Several different radioactive isotopes have 
been proposed and tested for estimating the PMI of skeletal remains. The main focus 
of these studies have been on using radiocarbon, 14C (Taylor et al. 1989; Ubelaker 
2001; Ubelaker et al. 2006; Wild et al. 2000); strontium, 90Sr (MacLaughlin-Black et al. 
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1992; Neis et al. 1999; Schrag et al. 2014; Swift 2004); lead, 210Pb (Forbes 2004; Swift 
1998, 2004; Ziad et al. 2012); and thorium and radium, 228Th and 228Ra (Kandlbinder 
et al. 2009; Zinka et al. 2012). 
Radiocarbon  
The premise behind using radiocarbon in estimating the PMI of skeletal remains is 
based mainly on the ‘bomb curve’ of radiocarbon, otherwise known as carbon-14 (14C). 
This ‘bomb curve’ was created due to nuclear testing in the 1950s and 1960s, which 
resulted in a substantial increase in the radiocarbon levels in the environment. Before 
1950 the levels of radiocarbon were relatively constant, and the amount of 14C within 
adult humans during life was also in equilibrium, and upon death began to decline. 
With the advent of nuclear testing, the atmospheric levels of 14C reached a peak in 
1963 and then began to decline. This increase of 14C in the atmosphere was 
incorporated into the food chain, and so the amount of 14C in humans also increased 
(Cook and MacKenzie 2014; Swift 2004; Ubelaker 2014).  
When testing human skeletal remains for 14C quantities, it is the elevated levels of 14C 
which indicate whether the remains were pre-1950 and not of forensic interest, or 
post-1950 and of possible forensic interest. Several studies have been conducted into 
testing the use of 14C for estimating PMI from skeletal remains (Taylor et al. 1989; 
Ubelaker 2001; Ubelaker et al. 2006; Wild et al. 2000).   
Taylor et al. (1989) conducted one of the earlier studies and proposed using a 
radiocarbon (14C) method to identify and assign human bone from five forensic cases 
to one of the following three periods: Non-modern (before AD 1650); Pre-modern 
(AD 1650 to AD 1950); and Modern (AD 1950 to present). The authors claim that since 
radiocarbon is a well-known isotopic dating technique where age is assigned to organic 
materials, including human bone, it can be used in forensic cases to assign human 
skeletal remains to one of the three periods of time. Taylor et al. (1989) successfully 
placed the five cases of human remains into one of the three time periods.  
Wild et al. (2000) used radiocarbon dating of human organic material (hair, bone 
collagen and lipid samples) from individuals with a known date of death compared to 
two individuals with an unknown time of death. The study found that due to the long 
turnover time of collagen in human bone it was not possible to use the 14C content of 
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bone collagen for a reliable PMI estimate. However, the authors believe that good 
determinations of PMI can be taken from lipids from bone and bone marrow or hair, as 
these have a faster rate of turnover.  
Ubelaker (2001) conducted a preliminary study on one skeleton using 14C and found 
that the death of the test individual was between AD 1670 and 1955. A further study 
was conducted by Ubelaker et al. (2006) into the use of radiocarbon dating to identify 
the date of death for skeletonized human remains. It is believed that through the 
analysis of the 14C content and comparison with bomb-curve values, human remains 
could be differentiated into individuals who died before 1950 and those who were 
alive after that date. The analysis used two adult human skeletons from the 
Department of Anthropology of the National Museum of Natural History of the 
Smithsonian Institution in Washington DC. Several different types of hard tissue were 
examined from the two skeletons including teeth, cortical bone and trabecular bone. 
The results revealed different sequential formation dates for the respective hard 
tissues, making it difficult to correlate the radiocarbon results into a date, or date 
range.  
The technique of using 14C does have limitations, one of the most notable being that 
the geographic distribution of the increase of 14C (the ‘bomb curve’) varied, with a 
higher increase in the Northern Hemisphere where the majority of nuclear weapons 
testing occurred (Swift 2004). Furthermore, there are issues regarding the rate of 
collagen turnover, and the associated amount of radiocarbon which is integrated into 
it, as collagen turnover in human adults can take between 15 to 30 years and varies 
between individuals (Wild et al. 2000).  
Though an absolute date of death is still unable to be determined by radiocarbon 
analysis from skeletal remains, the technique is useful in determining whether the 
remains have a PMI after the 1950s. This means they may be of forensic interest and is 
sometimes recognised as the only method able to provide an unambiguous result 
concerning PMI (Cappella et al. 2015).  
Strontium-90 
Strontium-90 (90Sr) is an artificial radioisotope, which is similar to calcium in its 
biochemical properties (Swift 2004). It is absorbed across the intestinal mucosa and is 
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preferentially incorporated into the skeletal matrix. It is a by-product of nuclear fission 
and has a half-life of 28.8 years. Because it is a by-product of the nuclear weapons 
testing, as with radiocarbon, 90Sr should be present in skeletal remains of individuals 
who died after the 1950s and 1960s, and absent from those before. 
A pilot study was conducted by MacLaughlin-Black et al. (1992) into the presence 
of 90Sr in human bone. The study was to determine whether the presence or absence 
of 90Sr could identify the TSD of individuals as occurring before or after the date when 
atmospheric levels were at a peak in the early 1960s. The results of the study 
demonstrated that archaeological bone had a lower level of 90Sr than recent femora. 
MacLaughlin-Black et al. (1992) explain that the archaeological bone also had 
measureable quantities of 90Sr due to passive diagenetic uptake of 90Sr from the 
surrounding soil where the remains were buried. While the results of the investigation 
were encouraging, a larger sample size which covers controlled time periods of 
material is needed. 
In another attempt to use 90Sr to estimate TSD, Neis et al. (1999) used nine human 
bone samples. There were three samples from 1931 and 1932 and six samples from 
1989 to 1994 measured for 90Sr. The samples from the 1930s had no 90Sr present, 
while the samples from between 1984 to 1994 did have 90Sr, but in variable intensities. 
The authors’ concluded that it should be possible to use 90Sr and that there should be 
further investigations conducted.  
Part of the limitations of using 90Sr as a method for estimating PMI is due to the broad 
range of time over which nuclear weapons tests were conducted in various 
geographical locations (1945 to 1998). Swift (2004) argues that the use of artificial 
radioactive isotopes such as 90Sr have been affected by the ‘topping up’ of these 
isotopes by repetitive nuclear testing. Any measurement of PMI based of 90Sr would 
have to take into account the geographical location, and the creation of new 
concentrations of isotopes. Cook and MacKenzie (2014) also argue against 90Sr as a 
means of determining PMI, since 90Sr is only present in low concentrations within 
skeletal remains. Furthermore, the diagenetic uptake of 90Sr in bone from the 
surrounding soil is a major limitation (MacLaughlin-Black et al. 1992).  
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Schrag et al. (2014) conducted a further study to test the viability of using 90Sr, in 
particular, a 90Sr ‘bomb curve’ developed specifically for the lowland area of 
Switzerland, in estimating the PMI of skeletal remains from various environmental 
contexts. The results of this study demonstrated it was possible to use 90Sr to 
determine whether remains were of forensic interest or not. Furthermore, the study 
showed that when 210Po dating is used in conjunction with 90Sr, they can be used to 
determine the PMI, though not to an absolute year. The study also attempted to 
negate the limitations outlined by Swift (2004) and Cook and MacKenzie (2014) 
concerning 90Sr, most notably the diagenetic uptake of 90Sr in bone from its 
surrounding soil environment.  
The results of Schrag et al.’s (2014) study is promising in identifying whether skeletal 
remains are of forensic relevance or not, especially when using 90Sr in conjunction 
with 210Po. Though the types of limitations addressed by previous studies and reviews 
(Cook and MacKenzie 2014; MacLaughlin-Black et al. 1992; Swift 2004) were taken into 
account, use of 90Sr elsewhere than Switzerland would need specific geographic 90Sr 
‘bomb curves’ to be collated and tested before being useful in estimating the PMI. 
Furthermore, knowledge of the context on which of the remains were located is 
essential, in particular, if buried in soil, to account for any diagenetic uptake of 90Sr.  
Lead-210 
Unlike 90Sr, lead-210 (210Pb) is a naturally occurring isotope in the environment. 210Pb is 
accumulated in the skeletal matrix through ingestion of food and water and inhalation 
of air, and there is some evidence that the rates of uptake depend on local 
environment (Bower et al. 2005). In general, the uptake of 210Pb is relatively constant 
throughout life and is not related to a nuclear explosion. When 210Pb enters the blood 
stream it incorporates into the bone by replacing calcium within the matrix. 210Pb has a 
half-life of 22 years, and decays via bismuth-210 (210Bi) to yield the polonium-210 
(210Po) daughter isotope (Forbes 2004). 
Forbes (2004) and Swift (1998) both proposed a method of using the radioactive 
isotope lead-210 (210Pb) to estimate the PMI of skeletal remains, while Swift et al. 
(2001), Swift (2004) and Ziad et al. (2012) conducted preliminary investigations into its 
use.  
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Forbes (2004) outlined the theory behind the use of 210Pb for estimating the PMI, 
since 210Pb is useful over a longer time frame (1-150 years). Forbes proposed that a 
study of 210Pb levels in modern bone samples may provide a calibration device for 
measurements in human skeletal materials, and thus provide possibilities for dating 
bone from forensic contexts. The method appears to have great potential; however no 
results or data have been published using this method.  
Swift (1998) proposed a further method for estimating the PMI of skeletal remains 
based on measuring the equilibrium between 210Pb and its daughter isotope 210Po. 
While Swift’s (1998) theoretical methodology appears to have potential, there were no 
preliminary results to allow an assessment of whether this proposed method would 
work. Expanding this proposed method, Swift et al. (2001) undertook a preliminary 
investigation using fifteen samples of human bone with known TSD from a cemetery in 
Lisbon, Portugal. Several types of isotopes were analysed from different elemental 
families including: 210Po, 238U, 234U, 226Ra, 238Pu, 239Pu, 240Pu, 228Ac, 228Ra, 40K and 137Cs, 
for the purpose of testing if any correlated well with TSD. This preliminary study 
concluded that useful naturally occurring radioactive isotopes in estimating TSD 
were 238U, 234U, 210Pb and 210Po, as well as the artificial radioactive 
isotopes 238Pu, 239Pu, 240Pu and 137Cs.  
Swift (2004) undertook a further study of radioactive isotopes within skeletal remains, 
to create a ‘forensic isotope fingerprint’. The study concluded that 210Pb is a viable 
radioactive isotope for PMI estimation, as it accumulates relatively consistently 
through a person’s lifetime (though can be affected by diet and smoking). 
Unfortunately, Swift (2004) concluded that using 210Pb as a PMI estimator is dependent 
on knowing the age-at-death of the individual.  
Ziad et al. (2012) tested 210Pb as a dating method on seven bone samples with known 
year of death. The study involved measuring 210Pb as well as the naturally occurring 
radioactive uranium isotopes 234U and 238U. Of the seven samples tested, the two 
archaeological samples from approximately 1270 and 1170, were dated to 1990 and 
1983 ± 2 years respectively. Two other samples, taken from adolescents whose year of 
death ranged from 2001 to 2003 were dated to 1980 and 1978 ± 2 years. The 
reasoning behind why the adolescent samples were dated much earlier by 210Pb is that 
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these individuals had not reached the usual level of 210Pb in adult bones. The 210Pb 
testing placed the final three samples roughly around the correct year of death.  
It was concluded by Ziad et al. (2012) that 210Pb is promising in estimating the PMI 
from skeletal remains, but does stress the need for further research in improving its 
accuracy and taking into account variables such as age-at-death, dietary habits, the 
environment and the ability of individuals to accumulate lead. Ziad et al. (2012) also 
mentioned that more accurate dating, especially in excluding archaeological or 
historical skeletal remains can be done with 90Sr, which concurs with the results of 
Schrag et al. (2014).  
Thorium and Radium-228 
Other naturally occurring radioactive isotopes such as thorium (228Th, 230Th and 232Th) 
and radium (228Ra) have also been subjected to testing as to whether they could 
provide an estimate of the PMI (Kandlbinder et al. 2009). Both 228Ra and 228Th are part 
of the decay chain of 232Th. 232Th first decays to 228Ra, which decays to 228Ac (actinium), 
then to 228Th. Thorium is mostly ingested through inhalation, where approximately 
70% of the absorbed 232Th is deposited in bone. Radium is mainly ingested by food, 
and is mostly deposited in bone (Zinka et al. 2012).  
Kandlbinder et al. (2009) analysed bone tissue from thirteen individuals to assess using 
thorium and radium isotopes in determining the PMI. Four isotopes were analysed in 
the study: 228Th, 232Th, 228Ra and 230Th. 228Th, 232Th and 228Ra are naturally occurring 
radioactive isotopes which can be detected in certain foods and drinking water. The 
results of the study showed that it was possible to determine an estimate of PMI 
through the concentrations of 228Th and 228Ra. However, a precise determination was 
unable to be demonstrated. Despite the lack of precise PMI determination, 
Kandlbinder et al. (2009) thought there was potential for this method following further 
analyses and tests. Unfortunately, the method used by Kandlbinder et al. (2009), while 
potentially promising, is also time consuming in forensic situations as the analysis itself 
takes at a minimum two weeks to conduct.  
Zinka et al. (2012) applied a dating system for determining the age of particular plants 
and crustacean carapaces, which is based on the activity ratio of 228Th to 228Ra, to 
human bone samples. The study used 38 bone samples with known PMI. The results of 
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the activity ratio measured between 228Th and 228Ra demonstrate potential in 
determining the PMI. Twenty of the samples were correctly placed within the same 
year using the 228Th/228Ra method, and about 70% of the cases had the PMI estimated 
within ± 200 days. These results are promising in the determination of the PMI up to 
10 years. After 10 years post-mortem the method would not be useable due to the 
half-lives of the isotopes being measured. Unfortunately, the analysis needs a 
significant amount of bone (sometimes up to 300g), requires specialist training, and is 
time-consuming.  
The naturally occurring radioactive isotopes of radium and thorium have been 
demonstrated to have potential for estimating the PMI from skeletal remains. While 
Kandlbinder et al.’s (2009) results were stated as being imprecise by the authors, the 
results from Zinka et al. (2012) illustrated a reasonable correlation between the 
activity ratio of 228Th and 228Ra. Further research into isotopic methods of estimating 
the PMI should focus on refining and testing of this approach, especially as it 
corresponds to the period in which skeletonisation of remains usually occurs.  
To date, radiocarbon dating is still the most reliable and well-tested method for 
determining the PMI of skeletal remains using an isotopic method. Despite this, the 
time range when using radiocarbon is large, and attempts to narrow the range are 
unreliable. While using other isotopes such as strontium, lead, thorium and radium 
have also been tested, the results are still inconclusive and estimating the PMI using 
these isotopes needs further research and refining.  
Citrate content  
At least 90% of citrate within the human body is located within bone. It is essential for 
important biomechanical properties of bone such as strength, stability and resistance 
to fracture (Costello et al. 2015). Citrate content of bone was first researched in the 
1940s and 1950s, however, interest in it decreased over the intervening decades 
following the mid-1970s (Costello et al. 2015; Schwarcz et al. 2010). Recently, 
measuring the citrate content within bone has been proposed and tested as a method 
of estimating the PMI from skeletal remains (Kanz et al. 2014; Schwarcz et al. 2010). 
The use of citrate content as a means of estimating PMI was postulated as a viable idea 
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due to it not being affected by age-at-death or biological sex of individuals, and the 
fact it appeared to decrease in skeletal remains after death (Schwarcz et al. 2010).  
The first recent study to test citrate content for correlation with PMI was Schwarcz et 
al. (2010). The study focused on testing whether the residual citrate content in bone 
samples could be used as an index of TSD. Four types of samples were used: fresh pig 
ribs which had been buried and then frozen at one month intervals (n=6); rib samples 
of recently deceased individuals which had been stored in a laboratory (n=23); samples 
from forensic cases (n=6); and rib samples from deceased individuals which had been 
stored for several years (n=3). The results of Schwarcz et al.’s (2010) study 
demonstrated that the concentration of citrate in skeletal remains which had been 
subjected to different types of environment conditions, remained constant until about 
four weeks, after which it decreased linearly as a function of log (time). Schwarcz et al. 
(2010) states that using citrate content has a maximum range of 100 years and the 
precision of determination decreases slightly with age. Temperate rainfall and 
temperature do not affect the rate of decrease, but when the temperature drops to 
below 0oC the decreasing rate of citrate will stop.  
Kanz et al. (2014) used Schwarcz et al.’s (2010) method to determine the PMI based on 
quantification of the citrate content in bone. This study involved using temporal bones 
and femora from 20 individuals who had been buried in wooden coffins or body bags. 
The study found there was a significant difference between the citrate content of 
temporal bones and femora from the same individuals if buried in body bags, but the 
differences were insignificant if buried in wooden coffins. The PMI was also 
underestimated when the femora were used to calculate PMI for samples from both 
treatments (wooden coffins or body bags), however, there was less citrate preserved 
in the temporal bones when compared to the femora. The authors concluded that 
using the femora for citrate-based PMI estimations is preferred, as the femora appear 
to be less affected by variation in environmental conditions. In terms of PMI estimates, 
Kanz et al. (2014) stated that when using Schwarcz et al.’s (2010) equation the 
accuracy of PMI determination was low. 
One of the main factors in differences between studies of citrate content in bone, is in 
the processing and analytical techniques used. Several more recent studies have 
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highlighted this problem and attempted to assess the variation seen in results 
concerning the amount of citrate able to be extracted from recent/fresh bone samples 
(Dunphy 2014; Froome 2014; Pysh 2015). To date, these studies, while demonstrating 
potential for better sample processing and analytical techniques, have not managed to 
correct these problems. Furthermore, the original amount of citrate content in living or 
fresh bone, has yet to be adequately researched and enough data compiled to explore 
PMI estimates. As this method relies on the measurement of citrate content remaining 
in bone samples after death, it is important to know the original amount in bone or 
any models based on residual citrate content will overestimate or underestimate the 
PMI (Dunphy 2014; Froome 2014; Pysh 2015).  
DNA degradation 
The use of DNA is widespread in forensic investigations, especially concerning 
identification of individuals (e.g. Brenner and Weir 2003; Holland et al. 1993). So far, 
the use of DNA in estimating the PMI of deceased individuals has been limited, 
especially for skeletal remains (Alaeddini et al. 2010, 2011; Higgins et al. 2015; Kaiser 
et al. 2008; Mundorff and Davoren 2014).  
Kaiser et al. (2008) examined DNA degradation in human bones which had a PMI 
between one and 7200 years. The bones were sourced from a range of cemeteries in 
Munich, Germany. For the analysis, cross-section samples from femora were separated 
into three sections of inner, middle and outer bone cortex, and the quantity of DNA 
was determined in each of the sections. The results of the study found that with DNA 
quantity there was a significant correlation between the region of bone and the 
amount of DNA present, but no correlation with amount of DNA and PMI. However, 
there was a correlation between DNA degradation into increasingly smaller fragments 
and PMI. Kaiser et al. (2008) concluded that this degradation was time-dependent and 
could potentially be used as a predictor of PMI in human bones from known 
environmental conditions.  
In contrast, Alaeddini et al. (2010, 2011) during studies into environmental effects on 
DNA within bone over varying PMIs, did not find any correlation between DNA stability 
or fragmentation and PMI. Alaeddini et al. (2010) did conclude that DNA was effected 
by the type of environmental context the bone was placed in, with conditions of 
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ambient air temperature and freezing having little effect on the DNA stability, while 
shallow burial and high humidity conditions resulted in the DNA degrading nearly 
completely. It was further found by Alaeddini et al. (2011) that post-mortem 
alterations to DNA in bone can occur very soon after death.  
Mundorff and Davoren (2014) compiled a rank order of skeletal elements which had 
the highest likelihood of being able to extract usable DNA from varying PMIs. They 
concluded that small cancellous bones yielded more DNA than cortical bones, 
especially for increasing PMIs. Issues concerning sampling DNA from skeletal material 
were also the focus of Higgins et al.’s (2015) study into which parts of teeth provide 
the highest and least degraded DNA. The study used 150 human third molars and 
buried them for periods of zero, one, two, four, eight and sixteen months. The results 
demonstrated that even small variations in soil temperature (2oC) has an effect on the 
yield of DNA from all types of dental tissues. Furthermore, the study found that 
different types of DNA (nuclear and mitochondrial) was not evenly distributed through 
the teeth, and that each type degrades at different rates in different tissues.  
Higgins et al.’s (2015) study highlights the research which is yet to be done in bone, 
and needs to be considered prior to further research and testing of using DNA 
degradation as an estimator for the PMI. Further research needs to be undertaken, 
taking into account different skeletal elements and the quantity and quality of DNA 
able to be extracted from remains of varying PMIs. Larger sample sizes and taking into 
account environmental contexts and type of bone should also be considered during 
future research to understand more fully this potential method of estimating PMI from 
skeletal remains.  
Further methods used in estimating PMI from skeletal remains 
There have been a range of other methods for estimating PMI from skeletal remains, 
excluding those already covered, or discussed in Chapters Four, Five and Six. Some of 
these methods include using thermos-gravimetric analysis (Raja et al. 2009); residuals 
remaining in bone (Castellano et al. 1984); bacteria within the bone (Damann et al. 
2015); biochemical analysis (Prieto-Castello et al. 2007); and botanical evidence 
(Cardoso et al. 2010). 
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Raja et al. (2009) used thermos-gravimetric analysis (TGA) to examine pig bone 
specimens of various post-mortem ages. TGA is a method utilising thermal analysis 
where changes in materials, both in physical and chemical properties, are measured as 
a function of increasing temperature or time. The results of the study found that there 
was a decrease in total bone mass with increasing PMI. This loss of mass from the bone 
was due to the decomposition of the organic components within the bone. The study 
used pig rib bones ranging from three months to seven years PMI, which were buried 
60cm below the ground surface. Raja et al. (2009) state that the results of the study 
show that TGA could be a viable technique for estimating the PMI of forensic bone 
samples, though further research into this area has yet to occur.  
Castellano et al. (1984) presented the results of a previous study into estimating the 
time of death of bone through residuals such as total lipids, triglycerides, cholesterol, 
free fatty acids, total proteins, zinc, manganese and phosphorus. The study used 
statistical analysis which consisted of a stepwise regression on the previously reported 
results, unfortunately not available in English. This study concludes that it has achieved 
quantification of proteins and triglycerides in determining the TSD of skeletal remains, 
while offering maximum validity in the result. Without access to the prior reported 
results, it is difficult to determine whether the statistical analysis and results presented 
by Castellano et al. (1984) are valid, and there has been no further published research.  
Damann et al. (2015) conducted a preliminary study into using bacterial communities 
to estimate the PMI from skeletal remains. The study used 15 bone samples taken 
from ribs of deceased individuals. The individuals were classified as being either 
partially skeletonised, skeletonised or dry remains, with each classification having 
increasingly longer PMIs. The results of this study found that there was a subsequent 
shift in the bacterial communities within the bone samples depending on the PMI. The 
partially skeletonised remains had bacterial communities associated with the human 
gut, but the dry skeletal remains had bacterial communities that were closer to those 
of the surrounding soil. This study was preliminary but the results are promising, and 
more research focused on using bacterial communities is required.  
Cardoso et al. (2010) used a case study to illustrate that botanical evidence is useful in 
helping to establish a minimum PMI. The case study involved the skeletal remains of 
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an adult male whose skeleton showed the presence of green algae, bryophytes and 
shrub roots in and around the remains. The age of the shrub roots and bryophytes 
were determined and concluded that the minimum amount of TSD was three years, 
plus/minus several months through to a few years, depending on the state of the soft 
tissue decomposition of the remains.  
As providing a reliable estimate of the PMI is an important part of forensic 
investigations concerning human remains, there has been a significant amount of 
research into the topic. This review of methods has highlighted the different range of 
methods previously used, in particular focusing on methods for use with skeletal 
remains. Though various methods have been investigated, to date, no specific method, 
or type of method, can reliably estimate the PMI of skeletal remains.  
Chapter summary 
This chapter has outlined the background information relevant to this research. 
Though there has been extensive research into estimating the PMI of skeletal remains, 
no single method or technique has proven itself to be completely reliable with many 
techniques having extended error margins. This is particularly the case for skeletal 
remains with shorter post-mortem periods (i.e. less than 10 years).  
There is also a lack of actualistic experiments focusing on a post-mortem period 
greater than one year and less than 10 years, particularly experiments which take into 
account the whole decomposition process. The purpose of the research is to assess 
particular taphonomic variables over a two-year period and analytical techniques in 
estimating the PMI.  
Since forensic taphonomy has developed as a discipline, there has been significant 
studies into taphonomic variables and how these variables affect remains after death. 
The following chapters will outline this research where an actualistic experiment was 
conducted over a two-year period to assess various methods and variables in 
estimating the PMI.  
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3. Fieldwork methods and materials 
This chapter outlines the specific steps followed for the fieldwork stage of this 
research. The fieldwork was completed over a period of 24 months and resulted in a 
dataset for an animal model utilising 24 pig (Sus scrofa) and 24 eastern grey kangaroo 
(Macropus giganteus) carcasses, a total of 48 carcasses. Twelve of each species had 
cages constructed around the carcasses, while the remaining 12 of each species were 
left uncaged. Every four months, four carcasses (or the remains of the carcasses) of 
each species were collected and cleaned for analysis.  
The aim of this research is to examine bone deterioration over a two-year period, with 
a focus on estimating the post-mortem interval (PMI). There were two purposes of the 
fieldwork that addressed the aim of this research.  
The first purpose was to collect data concerning joint disarticulation, invertebrate and 
vertebrate activity on the carcasses, as well an environmental information such as 
temperature and humidity. This data would cover the effects of environment, 
invertebrate and vertebrate scavengers, and the subsequent effects on remains as 
taphonomic agents, focusing on estimating the PMI. 
The second purpose of the fieldwork was to obtain a physical set of skeletal remains 
with varying PMIs (over the two-year period). The skeletal remains were analysed 
using a series of different analytical techniques (scavenging and disarticulation 
sequences; morphological and microscopic assessment of the outer bone surface; 
infrared and Raman spectroscopy; and nano-indentation) which are discussed in 
Chapters Four, Five and Six.  
This chapter will outline the:  
(1) location and environment of the fieldwork; 
(2) practical steps used during the fieldwork;  
(3) recording processes used for the fieldwork; and  
(4) procedures for collecting and cleaning of the carcasses at each four-month 
interval. 
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Timeframe 
The fieldwork phase of the study took place over a two-year period (720 days) from 
Sunday 6th May 2012 to Friday 25th April 2014. The fieldwork began in May (the last 
month in autumn) due to the logistics of procuring kangaroo carcasses.  
Location 
The site of the fieldwork was at Spring Valley Farm, located approximately 2km north 
of Mount Stromlo in the Australian Capital Territory (Figure 3-1). Spring Valley Farm is 
a working cattle property bordered on the north by the Molonglo River. The farm is 
composed of flat grazing land and Box-Gum Woodland (including White Box-Yellow 
Box-Blakely’s Red Gum Grassy Woodland) and derived of native grasslands  
(Figure 3-2). 
The average annual rainfall for the ACT is 629mm. The average mean temperature is 
27.7oC in summer months and 11.2oC in winter months (Bureau of Meteorology 2011). 
Figure 3-3 outlines the average temperature and rainfall recorded by the Bureau of 
Meterology at the Canberra Airport during the fieldwork phase. 
Actualistic modelling 
The study involved the placement of 24 pigs (Sus scrofa) and 24 kangaroos (Eastern 
Grey kangaroo, Macropus giganteus) carcasses in paddocks and exposed to the natural 
environment on the ground surface. As part of this research was concerned with 
collecting taphonomic data, several variables such as burial or clothing were excluded 
from the experimental design. There were 12 pig and 12 kangaroo carcasses caged 
during the fieldwork to prevent access from scavengers in the area. The remaining 
12 pig and 12 kangaroo carcasses were left uncaged.  
There were several reasons for using pigs and kangaroos for the fieldwork. Pigs are the 
most suitable animal analogue for humans to use in soft tissue decomposition projects 
(Fitzgerald and Oxenham 2009; Payne 1965; Shalaby et al. 2000; Shean et al. 1993; 
Turner and Wiltshire 1999; Wilson et al. 2007). Pig carcasses and bones have been 
employed in previous studies involving bone decomposition (Howes et al. 2012; Janjua 
and Rogers 2008), though their use as a suitable analogue for human bone has not yet 
been tested, while pig bone varies by size, length, width and composition when 
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compared to humans, they have often been used in previous studies thus providing an 
extensive comparative database in the literature.  
 
Figure 3-1: Location of Spring Valley Farm, Australian Capital Territory, Australia 
(ACTmapi viewer, Australian Capital Territory Government 2011) 
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Figure 3-2: Spring Valley Farm, Canberra. Facing north-west. Photo taken on 30th April 
2012. 
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Figure 3-3: Monthly temperature and rainfall recorded by Bureau of Meteorology at 
Canberra Airport from May 2012 to April 2014.      
  
3   Fieldwork methods and materials 
Page 51 
This research additionally used kangaroo carcasses because their bones are closer in 
relative size and build to human bones. It has been demonstrated that between 
human, kangaroo, and sheep, kangaroo femora are more similar in cortical bone 
thickness to humans than sheep bone (Crocker et al. 2009). Eastern Grey Kangaroo 
bones have also been mistaken to be human (Oxenham and Barwick 2008).  
The use of two animal species, with differences in morphological bone composition, 
will also provide insights into the differential effects on bone morphology on 
decomposition. Any significant differences between the two species could impact on 
the further use of animal models in bone decomposition studies, especially when using 
an animal bone as a proxy for human bone.  
This study recognises the limitations of using pig and kangaroo bone as analogues for 
human bone. There are differences between the bones of the species used for this 
research and human bones. This includes the size, weight, morphology, and density, 
but also the biological composition of the bone (e.g. amounts of collagen) which may 
influence the analyses used during this study (Aerssens et al. 1998).  
As this is an actualistic study, it was decided that the use of fully fleshed and fresh 
animal carcasses would allow for a comprehensive reconstruction of most taphonomic 
processes which can affect animals and humans following death. Previous studies have 
used various sections of carcasses or defleshed bones, without fully accounting for the 
effect this would have on their results. It has been demonstrated that there is an effect 
on bone due to the decomposition of soft tissue and organs; the fluids created during 
decomposition; and the invertebrates which occupy the carcass during the immediate 
post-mortem period (Child 1995a, 1995b). Furthermore, since this research is taking 
into account scavenging by vertebrates, fresh fully fleshed carcasses were essential.  
The use of caged carcasses provided complete skeletons for each carcass to test and 
develop methods for estimating the PMI of skeletal remains. The uncaged carcasses 
were used to verify any estimation of PMI analyses, particularly regarding the methods 
reliability in a realistic situation (such as where vertebrate scavengers have been 
present). 
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Fieldwork design 
The length of the study was 720 days (24 months). Every 120 days (approximately four 
months) four carcasses of each species (two caged and two uncaged) were collected 
for analysis. This timeframe provided an ongoing timeline of any bone decomposition 
over the two-year period while still being feasible for a PhD study. The collection of 
eight carcasses (four from each species) every four months was considered to be an 
appropriate length of time between collections. This timeframe, including the six 
collection periods (see Table 3-1), should have allowed enough time for any observable 
composition to occur and thus facilitate the establishment of a timeline of the PMI.  
Table 3-1: Carcass IDs, relevant collection periods and the PMI 
Carcass ID         
Pigs (P)   Kangaroos (K)  Collection and PMI 
Caged (C) Uncaged (U)   Caged ( C) Uncaged (U)   
PC01 PC02 PU01 PU02  KC01 KC02 KU01 KU02  1st Collection 120 days (4 months) 
PC03 PC04 PU03 PU04  KC03 KC04 KU03 KU04  2nd Collection 240 days (8 months) 
PC05 PC06 PU05 PU06  KC05 KC06 KU05 KU06  3rd Collection 260 days (12 months) 
PC07 PC08 PU07 PU08  KC07 KC08 KU07 KU08  4th Collection 480 days (16 months) 
PC09 PC10 PU09 PU10  KC09 KC10 KU09 KU10  5th Collection 600 days (20 months) 
PC11 PC12 PU11 PU12   KC11 KC12 KU11 KU12   6th Collection 720 days (24 months) 
Legend: 
 Caged pigs  Uncaged pigs  Caged kangaroos  Uncaged kangaroos 
 PC01-PC12  PU01-PU12  KC01-KC12  KU01-KC12 
 
Source of carcasses 
A local pig farmer provided the pig carcasses. The farmer euthanized the pigs 
according to the requirements of the Australian National University (ANU) animal 
ethics committee. The kangaroos were sourced during the annual kangaroo cull in 
Autumn 2012 from licensed kangaroo shooters. Ethics approval was granted for using 
both kangaroos and pigs (ANU Animal Ethics Protocol A2012/13). 
Placement of carcasses 
The placement of the carcasses into position was staggered over a two-week period, 
due to the availability of carcasses. Carcass placement was standardised in that each 
carcass was placed lying on the ground surface on its left-hand side with the head 
pointing towards the north, the tail towards the south and limbs to the east. Soil 
samples were collected at each carcass position during the placement and tested for 
munsell colour and pH as well as basic information about soil consistency (e.g. sandy, 
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silty, loamy, clay). If there was grass present at the site, it was left in place. GPS 
co-ordinates of each carcass were recorded at the time of placement.  
The pigs were situated along a fenced tree line at the western edge of the property. 
The placement of the pig carcasses alternated between caged and uncaged with 
approximately 20-30m between each carcass. All of the pigs were placed in full or 
partial sun positions on the natural ground surface which consisted of short grasses.  
The kangaroos were placed east of the pig carcasses in two areas of a large paddock on 
the east side of the tree line. The first 12 kangaroos were placed in the middle of the 
paddock in two rows, while the other 12 were placed further north along the northern 
boundary line of the property in two rows. All kangaroos were placed in full or partial 
sun positions on the ground surface which consisted of short grasses. Figure 3-4 
illustrates the placement of each carcass. As the property is a working farm, the 
locations for the carcasses were discussed and agreed on by the researcher and the 
property manager before the start of the fieldwork.  
The caged carcasses were protected from scavengers by a cage built around each 
carcass. The cages consisted of snake and mouse proof wire mesh (1mm grid), star 
pickets, cable ties, tie wire and tent pegs (see Figure 3-5). The cages were a deterrent 
to scavengers except for a few incidents, which are outlined in Chapter Four.  
All carcasses had a data logger placed next to them which logged the temperature and 
humidity at that location. The caged carcasses had the data logger attached to the 
inside of the cages, while the data loggers for the uncaged carcasses were attached to 
a star picket placed next to the carcasses. 
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Figure 3-4: Placement of carcasses during fieldwork  
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Figure 3-5: Example of a cage (PC08 photographed). Photograph taken on 12th May 2012. 
 
Fieldwork recording 
During the first month the recording for the carcasses was carried out at least every 
second day based on the assumption there would be an exposure of bone due to soft 
tissue decomposition and the influence of invertebrates; and in the case of the 
uncaged carcasses, bone exposure could additionally be caused by scavengers (see 
Cameron 2008; Cameron and Oxenham 2012; Fillios 2011). 
The field recordings included photos and written notes which covered aspects such as 
invertebrate and vertebrate scavenging, joint disarticulation, scattering of bone and 
whether any bone was missing and unable to be relocated. Changes in soft tissue were 
also noted, as well as obvious morphological changes to the surface of the bones 
(whether the bone was still ‘greasy,' if skin, muscle or ligament attachments were still 
present, any signs and types of cracking, flaking and splintering).  
The environmental conditions were recorded continuously during the fieldwork phase. 
This recording included the data loggers placed directly next to each carcass, as well as 
several additional data loggers placed around the fieldwork location. An Environdata 
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Logging Rain Gauge (RG20) was set up along the western side of the tree line to record 
rainfall during the fieldwork period. Unfortunately, due to equipment malfunction and 
animal interference the rain gauge stopped working early in the fieldwork. For these 
periods the study used the rainfall data from the Bureau of Meteorology (2014) 
website for the Canberra Airport, Tuggeranong Isabella Plains and Mt Stromlo Forest 
locations. Soil samples were taken from each carcass grid square prior to placement of 
carcasses and after any remains had been collected. The soil samples were tested for 
pH using a Manutec soil pH testing kit and a Munsell soil colour book was used to 
determine colour. Soil consistency (e.g. silty, sandy) was determined based on prior 
archaeological and excavation experiences. Soil samples were taken from the ground 
surface. 
Collection of carcasses 
The collection of carcasses took place every 120 days (approximately every four 
months) with four carcasses of each species collected each collection period 
(Table 3-1). Before collection, the carcasses were photographed and recorded. In the 
case of uncaged carcasses, attempts were made to find and then relocate scattered 
material. During the collection, the state of each carcass was recorded including 
whether there was remaining skin, desiccated tissue, plant material or soil attached to 
the bones. If needed, a preliminary clean of the carcass remains took place and then 
each carcass was bagged and labelled before removal from the fieldwork site. After the 
removal of the carcass materials, a soil sample was taken for pH and munsell soil 
colour testing.  
1st and 2nd collections 
For the carcasses collected during the first and second collection intervals (at four and 
eight months), it was necessary to macerate the remains to remove any remaining soft 
tissue. Table 3-2 shows the length of time of maceration for each carcass. Maceration 
took place at Spring Valley Farm under the tool shed. Due to available facilities, 
maceration involved using large plastic tubs filled with tap water with one individual 
carcass placed in one tub each. The macerating carcasses were checked regularly until 
all soft tissue had come away easily from the bones. At this point, the bones were 
separated from the liquid, rinsed with tap water until clean and then laid out to dry. 
Initial drying took place in a camping cupboard surrounded by wire mesh (to prevent 
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scavengers) under the farm shed. There was no heat used during the maceration 
process. 
Table 3-2: Length of maceration on carcasses collected at the 1st and 2nd Collection 
intervals 
Collection interval Carcass Length of maceration (days) 
1st Collection  
PC01 156 
PC02 156 
KC01 151 
KC02 151 
KU01 156 
KU02 156 
2nd Collection 
PC03 93 
PC04 93 
KC03 93 
KC04 93 
 
3rd to 6th collections 
For the third, fourth, fifth and sixth collections (12 months through to 24 months) it 
was unnecessary to macerate the skeletal material as the soft tissue had decomposed. 
During the collection of these skeletal remains the bones were separated from any 
remaining desiccated tissue or skin. Cleaning involved soaking the bones overnight in 
tap water and rinsing the dirt off the following day once it had loosened. The bones 
were then dried in a secure location protected from scavengers. After the bones had 
dried, those being used for further analysis were separated and bagged separately by 
carcass, while the remainder of each carcass was bagged and stored in archive boxes 
at a relatively consistent temperature of approximately 18oC.  
Data loggers 
The retrieval of data loggers coincided with the collection of each relevant carcass. Of 
the forty-eight data loggers placed next to each carcass, all data loggers for the caged 
carcasses as well as data loggers for three uncaged carcasses (PU03, KU04 and KU05) 
were retrieved. The loggers associated with the remaining uncaged carcasses went 
missing (presumably due to scavenging birds) and were unable to be found. Of the 
three site environment loggers, only one was able to be retrieved at the end of the 
fieldwork period. In total twenty-eight data loggers were retrieved out of the fifty-one 
placed at the fieldwork location. Out of the twenty-eight data loggers retrieved, 
corruption occurred on one data logger with the data unable to be downloaded.  
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Chapter summary 
This chapter has outlined the fieldwork phase of this study. This includes the location 
and environment where the fieldwork was undertaken; the process and reasoning 
behind the fieldwork; how the recording process during fieldwork was conducted; and 
the collection and cleaning of samples from the fieldwork.   
The fieldwork involved the use of animal model research with consistent recording 
methods to gain information about taphonomic factors which influence remains on 
the ground surface. Chapter Four discusses the effect the taphonomic factors had on 
the skeletal remains, using the data recorded from the uncaged and caged carcasses 
over the period of the fieldwork. This includes environmental factors, invertebrate 
activity, vertebrate scavenging and disarticulation of joints.  
The skeletal remains of the caged carcasses provided a sample to test macroscopic and 
microscopic analyses on the bone surface (Chapter Five), as well as skeletal samples to 
use for vibrational spectroscopic and indentation analyses (Chapter Six). The remains 
of the uncaged carcasses were unable to be used for the analyses in Chapter Five and 
Chapter Six due to the lack of skeletal elements collected. While unfortunate, this does 
not necessarily impact on the study design as a whole, as a sufficient amount of caged 
remains were available for further analysis.  
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4 Environmental conditions, scavenging and 
disarticulation 
This chapter details the literature, methods, results and discussion regarding the 
influence and effects of scavenging and disarticulation on carcasses and skeletal 
remains. Australia is unique compared to the rest of the world in terms of flora and 
fauna (O’Brien et al. 2007). The wide range of different species, as well as differing 
environmental conditions, highlight how important it is to further understand 
Australian vertebrate scavengers and the influence they have as taphonomic agents. 
The distinctiveness of Australian flora, fauna, and environment mean that while 
studies conducted in different countries are comparable when considering the post-
mortem interval (PMI), locally or regionally studies are also needed to account for the 
differing taphonomic variables and agents.    
The first section of this chapter will explore the literature pertaining to scavenging and 
disarticulation within archaeological and forensic contexts. It will demonstrate that not 
only do scavengers affect skeletal remains, but environmental conditions influence the 
scavengers themselves. The second section outlines the methods and materials used 
specifically in analysing data collected during the fieldwork. This includes how data for 
invertebrate and vertebrate scavengers was analysed and how joint disarticulation for 
each carcass was assessed. 
The third section outlines the results of the data collected during field work concerning 
the environmental conditions (humidity, temperature, and rainfall); invertebrate 
activity; scavenging activity; and disarticulation. The fourth section of this chapter 
discusses scavenging in relation to the previously published literature and the results 
of the study. The impact of invertebrates and seasonality will be highlighted, especially 
in terms of the survivorship of skeletal material and scavenging consumption and 
disarticulation sequences. Furthermore, the idea of whether scavenging sequences can 
be used to estimate the PMI will also be discussed in relation to the other topics.  
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Scavenging and disarticulation in archaeological and forensic 
contexts 
This review will explore the hypothesis that scavengers play a significant part in the 
taphonomic process, especially during the biostratinomy phase. The main processes 
scavengers will have on a carcass (whether human or animal) is the consumption of 
soft tissue (Haglund et al. 1989; Haglund 1997; Willey and Snyder 1989); the 
subsequent effect on the disarticulation of skeletal joints (Hill 1979a, 1979b; Young et 
al. 2015); and in the scattering and removal of any body or skeletal elements (Kjorlien 
et al. 2009). These effects on a body or carcass by scavengers are in turn affected by 
the environmental conditions and location of where the body or carcass are situated. 
There are differing types of scavengers depending on location, and these scavengers 
are influenced by the local environment and seasonal effects (Brown et al. 2006; 
DeVault et al. 2004; Fillios 2011; Morton and Lord 2006; O’Brien et al. 2007, 2010; 
Read and Wilson 2004). There have been attempts at linking scavenging activity, 
particularly consumption and disarticulation sequences, with PMI and time-since-
death (TSD) estimations (Haglund et al. 1989; Haglund 1997; Klippel and Synstelien 
2007).  
The study of the taphonomic effects of scavengers is extensive in archaeology and 
forensics. Archaeological studies primarily determine the taphonomic processes 
influencing fossil or archaeological assemblages. For scavengers, this can include 
skeletal disarticulation sequences, and the role of vertebrate scavengers in the 
disarticulation of a skeleton through the consumption of both soft tissue and skeletal 
elements (Davis and Briggs 1998; Hill 1979a, 1979b; Hill and Behrensmeyer 1984; Reed 
2001, 2009). The transportation and destruction or modification of skeletal elements 
due to vertebrate scavengers have also been extensively studied (D’Andrea and 
Gotthardt 1984; Haynes 1980).  
Forensic studies are also interested in these taphonomic processes, but primarily in the 
way in which scavengers will affect a human body after death. The studies include soft 
tissue consumption and patterns or sequences of consumption and disarticulation 
based on different types of scavengers and the transportation of the body or skeletal 
elements and the problems in recovering such elements (Haglund et al. 1989; Haglund 
1997; Kjorlien et al. 2009; Morton and Lord 2006; Young et al. 2014, 2015). This 
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includes damage to potential evidence, which can include peri- and ante-mortem 
trauma on a deceased individual such as gunshot wounds, knife stab wounds, blunt 
trauma, as well as damage to personal belongings including clothing or items of 
identification (Beck et al. 2015; Bury et al. 2012; Willey and Snyder 1989).  
Types of scavengers in Australia 
Australia is unique in its composition of fauna when compared to Northern America 
and Africa where the majority of studies concerning scavenging and/or disarticulation 
have occurred. Apart from the dingo, and non-native feral animals such as the red fox, 
pig, and domesticated dogs and cats, there are no larger-sized mammals such as 
wolves, bears or lions which act as predators or scavengers in Australia.  
In an attempt to identify what native Australian animals would scavenge or utilise a 
carcass, or the invertebrates which colonise the carcass after death, O’Brien et al. 
(2007) conducted a preliminary experiment using two pigs, one in summer, one in 
winter. The results of this preliminary study indicated that the Australian Raven 
(Corvus coronoides) was the main scavenger in the area the study was conducted (near 
Perth, Western Australia). While the study was comprehensive in examining the types 
of native animals which would utilise a carcass, the experiment also had the scope to 
consider further features of scavenging activity. The study could have included 
identification of consumption and/or disarticulation sequences, skeletal elements 
which remained at the site after the experiment and documenting any specific types of 
damage to body or skeletal elements associated with a particular native animal.   
Building on their previous 2007 study, O’Brien et al. (2010) aimed to identify the 
scavenging ‘guilds’ of several different environments surrounding Perth, Western 
Australia; and what effect scavenging had on the soft tissue decomposition process. 
The study was experimental and used four pigs in four different locations during four 
seasons. O’Brien et al. (2010) confirmed the earlier finding that the Australian Raven 
(Corvus coronoides) was the most prolific scavenger at each location, while the red fox 
(Vulpes vuples) was the greatest agent of movement and the most destructive 
scavenger to the carcasses. The study also concluded that scavengers accelerated the 
later stages of decomposition, especially in cooler months. 
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Read and Wilson (2004) identified some of the Australian vertebrate scavengers which 
utilise carrion. The aim of their study was to assess the conservation and pastoral 
implications of harvested kangaroo offcuts at a South Australian arid-zone locality. 
There were no dingos present within the area, but the main scavengers identified were 
corvids (Corvidae), wedge-tailed eagles (Aquila audax), black kites (Milvus migrans), 
the red fox (Vulpes vulpes), sleepy lizards (Tiliqua rugose) and goannas (Varanus). The 
vertebrate scavengers utilised the offcuts from the kangaroo harvesting as well as 
some of the full kangaroo carcasses which had died due to heat stress. Meat ants 
(Iridomyrmex purpureus) and decomposing beetles (unknown types) were also 
present. The results showed a different set of scavengers for the two seasons. In 
January (summer) meat ants, corvids and tufted tyrant ants were prevalent, while in 
September (spring) eagles, fork-tailed kites and foxes were the primary scavengers. 
The utilisation of the offcuts and carcasses varied between sites and seasons.  
O’Brien et al. (2009, 2010) and Read and Wilson (2004) identified that there were 
different types of scavenger utilising carcasses in their studies depending on the 
season. Overall, the scavengers identified in their studies, which are also present in 
and around the Canberra region include the red fox (Vulpes vulpes), the Australian 
Raven (Corvus coronoides), wedge-tailed eagles (Aquila audax) and meat ants 
(Iridomyrmex purpureus).  
Environmental conditions: seasonal effects and invertebrates 
Several studies (Brown et al. 2006; DeVault et al. 2004; Morton and Lord 2006; Young 
et al. 2014) have demonstrated that vertebrate scavengers are influenced by several 
environmental conditions. These environmental conditions include seasonal 
differences, in particular, the ambient air temperature. As such, further understanding 
of how scavengers, both invertebrate and vertebrate, are influenced by the 
environment is necessary. This is particularly important when considering vertebrate 
scavenging, invertebrate activity and estimating the PMI.  
Seasonal effects on scavenging activity 
Two studies conducted in New South Wales, Australia, considered the effect differing 
environmental conditions have on the behaviour of local scavengers, in particular, the 
amount of annual rainfall. Brown et al. (2006) investigated the variation in scavengers 
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focusing on what they termed the ‘scavenging-effect’. The scavenging-effect is the 
taphonomic outcome of scavengers as distinct from the process of scavenging itself. 
The aims of the study were to describe variation in scavenging-effect in response to 
rainfall; assess the relationship between scavenging-effect and phases of the El Nino 
Southern Oscillation (ENSO), and to discuss the implications of the observations in 
regards to the analysis of faunal assemblages recovered from archaeological and 
palaeoecological sites.  
Brown et al. (2006) conducted the study in a semi-arid area of New South Wales, 
Australia over a four-year period. At different times during the study, there were 
fifteen carcasses observed (three red kangaroos, six eastern grey kangaroos, two emus 
and four feral pigs). The authors state that the results of the study link climate and 
scavenger-effect in a semi-arid environmental zone, which is influenced by ENSO. The 
results recorded showed increased scavenging-effect following dry periods which is 
consistent with dietary studies of scavengers within Australia and elsewhere which 
have shown there is greater scavenging of carrion and carcasses during times of 
ecological stress (e.g. DeVault et al. 2003).  
A further study by Fillios (2011) used two eastern grey kangaroo carcasses placed in 
two different environmental zones, temperate and semi-arid New South Wales, 
Australia. The direct aim of the experiment was to differentiate differences in faunal 
accumulation as a result of environmental zone and test the validity of using one 
taphonomic model for two zones (of which the main difference is the amount of 
annual rainfall). The experiment was conducted over a ten week period between 
September to November 2009, with the two kangaroo carcasses placed within 
five meters of a man-made water hole in both of the environmental zones (temperate 
and semi-arid). The effects of scavengers were monitored, along with the dispersal of 
skeletal elements, the time-scale it took for the elements to become dispersed and 
also further monitoring of the skeletal elements over several years. The main 
scavengers identified in both environmental zones were feral pigs, red foxes and 
goannas.  
The results of Fillios’ (2011) study differ to that of Brown et al. (2006). According to 
Brown et al.’s (2006) model of scavenging-effect and ENSO, neither of the carcasses in 
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Fillios’ (2011) study should have been scavenged as the study was not conducted 
during a period of ecological stress. Fillios (2011) concludes that further research be 
conducted into the relationship between scavenging intensity and rainfall as well as 
suggesting that there is less importance within taphonomic models with respect to the 
climate zone than with other ecological variables such as relative abundance of food, 
prey, water, and the behaviour of specific scavenging species.   
Environmental variables such as air temperature also affect the mechanical 
disarticulation of joints. Micozzi (1986) studied the effects of freezing-thawing and 
mechanical injury on bone by using a field study and then employing histological and 
microbiological techniques to analyse the materials. The study found that previously 
frozen animals have the same sequence of disarticulation as non-frozen animals, but 
the rate of disarticulation is accelerated due to freezing. Micozzi (1986) proposes that 
this is due the freezing-thawing causing mechanical disruption of the tissues, which 
weakens skin, connective tissue and joints, which facilitates a faster rate of 
disarticulation.  
The studies conducted by Fillios (2011) and Brown et al. (2006) demonstrate that 
scavenging behaviour is influenced by environmental variables such as seasonality and 
ambient air temperature. These variables also influence invertebrate behaviour which 
then affects vertebrate scavengers.  
Invertebrate activity and vertebrate scavengers 
Due to differences in the air temperature, there are changes in the timing and intensity 
of invertebrate colonization and activity on a carcass which influences when vertebrate 
scavengers may or may not utilize a carcass (DeVault et al. 2004; Morton and Lord 
2006; Young et al. 2014). DeVault et al. (2004) conducted an experiment using 300 rat 
and mice carcasses placed in two different forests in South Carolina, USA. The 
carcasses were recorded for utilisation by scavengers (vertebrate and invertebrate) 
during twenty-five, 13-day rounds over a one year period. The results of the study 
showed that there were differences in the vertebrate scavengers’ utilisation of the 
carcasses depending on the season. There were more carcasses utilised and taken 
during the cooler weather than in the warmer weather. Part of the study’s aim was to 
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examine the competition between vertebrate scavengers and invertebrate scavengers 
such as insects and microbes (bacteria).  
This competition and co-operative relationship between invertebrate and vertebrate 
scavengers were identified and noted during Morton and Lord’s (2006) experiment 
into the extent of scavenging on child-sized remains. The experiment was conducted 
using 13 pig carcasses under varying conditions. The main aim of the experiment was 
to document the extent of scavenging activity on child-sized remains to help separate 
post-mortem animal activity with offender disposal activity and to identify various 
types of vertebrate scavengers which would utilise remains as a food source.  
Morton and Lord (2006) used cameras to record which scavengers would utilise any of 
the carcasses, and changes in the behaviour based on respective carcass treatment. Of 
particular interest was the relationship between the invertebrates and scavengers and 
where, if invertebrates had colonised a carcass, there would be no scavenging until 
they were gone. If there was not any invertebrate colonisation, then the scavengers 
would utilise the carcass straight away and quickly skeletonise the remains. In these 
cases, it was noted that there were less skeletal elements located after the experiment 
at each of the study sites, with a larger scattering range. Morton and Lord (2006) noted 
that the air temperature had an effect on the invertebrate activity, with cooler 
temperatures inhibiting successful colonisation of the pig carcasses.  
Young et al.’s (2014) study of scavenging by avian scavengers, wood mice and gray 
squirrels on deer carcasses also noted a co-operative relationship between vertebrate 
and invertebrate scavengers. During this study, the avian scavengers exposed more 
soft tissue which contributed to increased insect activity and higher rates of 
decomposition, which in turn, affected the behaviour of other scavengers, such as 
rodents. Furthermore, Young et al. (2014) noted that the behaviour of scavengers was 
affected by a variety of factors: seasonality, insect activity, decomposition and trauma.  
The results of DeVault et al.’s (2004), Morton and Lord’s (2006) and Young et al.’s 
(2015) studies indicate that there is a complex relationship between invertebrates and 
scavengers. This relationship has variable effects, as the invertebrate activity and 
behaviour of vertebrate scavengers is, in part, influenced by the local environment. As 
the above studies have demonstrated, further research is needed to better understand 
Estimating the PMI of skeletal remains 
Page 66 
the factors which impact the relationship between environment, invertebrates and 
vertebrate scavengers. 
Bone modification and survivorship 
As taphonomic agents, vertebrate scavengers have a direct effect on skeletal remains, 
especially in terms of modifying bone and its subsequent survival or destruction. 
Understanding how and why vertebrate scavengers modify bones, and the typical 
types of modifications lead to more insight concerning bone survivorship. Knowledge 
of which bones are more likely to survive modification by scavengers is essential for 
forensic applications, especially concerning identifying scavenged remains. 
Much of the research used on remains from a forensic context were identified from 
archaeological research. Some archaeological research conducted into scavenging 
focused on particular types of damage that various scavengers can inflict on the bone 
and the differentiation of scavenger-produced damage compared to human-produced 
damage. Haynes (1980) examined the way carnivores gnawed on bones and concluded 
that some human modifications of animal bones (such as dismemberment, marrow 
extraction, bone used as raw material for tool making) cannot be distinguished from 
natural modifications such as carnivore gnawing. Haynes (1980) argues that further 
research into detailed attribute analyses must be conducted for each potential agent 
of bone destruction.  
D’Andrea and Gotthardt (1984) followed on from Haynes (1980) and started to 
characterise the types of damage inflicted on bones by carnivores, focusing on the 
location of damage on the bone elements and the patterns of survivorship of bones at 
kill or scavenger sites. They analysed recent equid skeletal remains from the Ross River 
area, Yukon Territory, Canada. D’Andrea and Gotthardt (1984) argue that observations 
of bone breakage; carnivore preference of certain elements or portions of bones; and 
the consistent patterns of survivorship for certain bone elements is important in 
developing an understanding of how to interpret the fossil record. The authors 
conclude that there is a consistent pattern of bone modification caused by carnivores 
in North America, with the modifications being found most commonly on ribs and 
scapulae and the epiphyses of long bones.  
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Hill (1980) also aimed to describe some of the post-mortem changes suffered by 
various modern species of mammal in East African open environments, in particular, 
damage to skeletal remains. Some of the post-mortem factors Hill (1980) examined 
were carnivores (as predators and scavengers), birds (vultures) and climatic 
weathering. The study focused on three different areas: Eastern Lake Turkana in 
Kenya, and Kabalega National Park and Rwenzori National Park in Uganda. Hill (1980) 
found that there was extensive damage to bones in natural conditions shortly after 
death and that this damage often conforms to repeated patterns caused by carnivore 
activity, climatic weathering and the chemical effects of soils and plants. Hill (1980) 
also found that differing patterns of damage do exist, but that these variations are not 
controlled so much by the agent of damage, but more due to the bone itself, which 
correlates with the age of individual, species size and anatomy. One of Hill’s (1980) 
main applications of the study was in providing details regarding changes caused by 
agents, such as vertebrate scavengers, other than hominids. 
Large mammals are not the only type of vertebrate scavengers which will modify bone. 
Klippel and Synstelien (2007) used a combination of case studies and experimental 
processes to explore the effect that brown rats and grey squirrels have on bone. There 
were several main aims to the study, such as to test whether greasy or dry bone is 
more appealing to either the brown rat or the grey squirrel as well as to document at 
which point gnawing begins on bone by either species. The authors also wanted to 
document the types of gnawing and specific indicators of gnawing on the bone. The 
results of the study concluded that grey squirrels only start to gnaw bone after a PMI 
of 30 months. Unfortunately, in stating this, the authors do not discuss the limitations 
on using gnawing as an indicator for PMI, as utilisation of the bones by the rats or 
squirrels are likely influenced by between-species food competition, food availability, 
and seasonality. 
Haglund (1992) used three case studies where rodents were involved in scavenging 
human remains. The case studies illustrated a different feature of post-mortem rodent 
modification including bone gnawing, nesting, and soft tissue modification. Haglund 
(1992) states that the species identification of rodents which have modified remains 
can help in determining the season in which the remains were modified, especially for 
hibernating species.  
Estimating the PMI of skeletal remains 
Page 68 
One of the main considerations in forensic situations is to identify the remains. 
Identifying the remains of a skeletonised individual is difficult when all elements are 
present. But if certain skeletal elements are missing or damaged, such as the cranium, 
mandible, dentition, and pelvis, determining a biological profile and from that the 
identity of the individual is more difficult or impossible. Komar and Potter (2007) 
reviewed 773 cases involving decomposed and skeletal remains from New Mexico, 
USA, between 1974 and 2006. The purpose of the review was to test whether the 
amount and types of skeletal material remaining facilitated the rate of identification of 
the skeletal remains. They found that the percentage of remains recovered has an 
effect on identification rates and the ability to determine cause and manner of death. 
Komar and Potter (2007) also found that the recovery of the skull was important in 
improving the rate of identification of deceased individuals.  
Lotan (2000) wanted to determine the amount of bone remaining from a whole 
carcass following predation and scavenging. Lotan (2000) conducted an actualistic 
experiment on sixteen carcasses over three years in the Jordan Valley, Israel. Sixteen 
calf carcasses of varying maturity were placed at the experiment location and 
observed for scavenging. Lotan (2000) stated that scavengers were the most important 
factor in taphonomy and the burial and survivorship of bones. Furthermore, Lotan 
(2000) also stated that the loss of most of the bones through scavenging would cause 
bias to conclusions about subsistence behaviour of prehistoric people when examining 
archaeological assemblages. The results of the study indicated that the structural 
density of animal bones, caused by the difference in age of the animal at death (i.e. 
juvenile versus adult), is likely to have caused differences between the younger and 
mature sample. This experiment also demonstrated that the scavengers did not lose 
interest in the bones during the 2nd and 3rd year of the study, despite the bones lack 
of nutritional value. Of particular interest was the length of time it took from 
placement of the immature carcasses, for the associated skeletal material to 
disappear, which was an average of 20 days for all bones to disappear 
(Lotan 2000: 411).   
Vertebrate scavengers have a direct effect on a carcass or body. They frequently 
modify bone through consumption of soft and hard tissues, and part of this 
modification by scavengers directly affects the amount of skeletal material remaining 
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at a site. The way in which vertebrate scavengers will consume and disarticulate a 
carcass or body is an important taphonomic process which needs to be better 
understood within discreet geographic locations.  
Consumption and joint disarticulation sequences 
Vertebrate scavengers have a large effect on the consumption and disarticulation of 
remains, whether they are fleshed or skeletonised. There are many studies which 
focus on the disarticulation sequences of skeletonised remains, particularly in regards 
to better understanding archaeological or palaeontological assemblages (e.g. Davis and 
Briggs 1998; Hill 1979a, 1979b; Lotan 2000; Oliver and Graham 1994; Reed 2001; Toots 
1965; Weigelt 1927). Further studies have focused specifically on consumption and 
disarticulation sequences due to scavengers, especially in different environments (e.g. 
Haglund et al. 1989; Reeves 2009; Willey and Snyder 1989; Young et al. 2015). 
Joint disarticulation 
When considering disarticulation as a natural taphonomic process, there has been 
some confusion (or misunderstanding) regarding the roles of scavengers in the 
disarticulation process. This is mostly apparent in the archaeological or 
palaeontological literature where some authors consider scavenging to be part of the 
natural disarticulation process (Davis and Briggs 1998; Lotan 2000; Oliver and Graham 
1994); some do not mention the potential impact scavengers might have had on the 
process (Hill 1979a; Hill and Behrensmeyer 1984; Weigelt 1927; Toots 1965); and 
others differentiate between scavenging and other natural processes such as 
decomposition, and environmental factors such as rainfall, temperature and fluvial 
transport (Micozzi 1991). Within the forensic literature the focus is usually on the 
effect of vertebrate scavengers, with the disarticulation of joints being a by-product 
caused by the scavenging animal (Haglund et al. 1989; Haglund 1997; Young et al. 
2015).  
One of the earliest studies conducted into the disarticulation of vertebrates was by 
Weigelt (1927). Weigelt conducted research along the Gulf Coast of the United States 
of America (USA) and outlined his results in a book, which covered a range of topics 
involving the taphonomic processes which can affect vertebrate carcasses after death. 
In terms of disarticulation, Weigelt (1927) outlines a series of ‘laws’ based on 
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anecdotes which he states govern the positions of skeletal remains. The main example 
concerning disarticulation is the law of the lower jaw. Weigelt (1927) relates that when 
the jaw (a very robust skeletal element) disarticulates, it is often transported away 
from the originating carcass following disarticulation.  
Toots (1965) observed multiple vertebrate skeletons in Wyoming, USA, which were in 
various states of disarticulation. Toots compiled recorded observations from skeletons 
into a generalised disarticulation sequence. Toots’ (1965) sequence had five stages: 1) 
the skull and limbs disarticulating from the body; 2) the ribs disarticulating; 3) the 
limbs progressively disarticulating into isolated bones and the mandible disarticulating 
from the cranium; 4) the vertebral column begins to disarticulate; and 5) before 
complete disarticulation of the vertebral column, the remaining bones start to 
weather, splinter and disintegrate. Toots (1965) said that scattering would usually 
occur during his Stage 3 to 5, after the soft tissue had decomposed and the ligaments 
dried out. He also identified two processes, carnivores and carrion feeders 
(scavengers) and sedimentation or partial burial, which would affect the ‘natural 
disarticulation’ of a skeleton. Toots (1965) also contradicts himself when he states that 
scavengers are a common occurrence and included as part of the ‘normal’ sequence of 
events. Some critical information is omitted by Toots (1965) in his paper, including 
methodological approaches, how joints were recorded and the manner in which data 
was collected. Also, the recording of the types of animal skeletons was never explicitly 
stated except by way of the indentification of remains by using pictures of antelope, 
coyote, and domestic sheep.  
While Weigelt’s (1927) and Toots’ (1965) methodologies were problematic, their 
research did highlight the idea of sequences of disarticulation, in which joints would 
disarticulate in a reasonably consistent manner. Since then, there has been further 
research conducted which focused on sequences of disarticulation, in particular, the 
use of long-term observational studies, which include scavengers as part of the 
taphonomic processes affecting skeletal remains (Hill 1979a, 1979b; Reed 2001).  
Hill (1979a; 1979b) wanted to develop a basic model of bone scattering and a 
statistical method which assessed the disarticulation sequence of vertebrae skeletons. 
Hill used an observational method for an assemblage of bone located east of Lake 
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Turkana in Northern Kenya and focused on the skeletal remains of Topi, which are a 
species of African antelope. Hyena, jackal, and vultures were the main scavengers and 
carnivores, causing disarticulation, in association with insects and bacterial/chemical 
agents of soft tissue decomposition. Hill’s statistical model of disarticulation sequences 
involved using joint frequencies. The results of the study showed that the 
disarticulation sequence was more similar to Toots (1965) than that of Weigelt (1927).  
Hill and Behrensmeyer (1984) examined the sequences of disarticulation in a range of 
African mammals in a tropical savannah environment. The aim of the study was to test 
whether there is a general process of disarticulation which is consistent across 
different species. The authors state that the order of disarticulation can influence the 
damage, destruction, transport, association and spatial patterning of bones in recent 
and archaeological assemblages. They believed that the degree of the disarticulation 
would provide a mean estimate of the length of TSD. To do this, Behrensmeyer’s 
(1978) weathering stages were calibrated with the disarticulation sequence. The 
disarticulation sequence was determined by using standardized joint frequencies and 
rank order. The results of the study were that skeletal parts which incorporate joints 
that disarticulate early indicate a relatively rapid burial following death, while isolated 
bones from sections of the skeleton which usually remain articulated later in the 
sequence suggest an extended period between death and burial. Unfortunately, Hill 
and Behrensmeyer (1984) do not explicitly state what the generalised disarticulation 
sequence is, only going into detail on the differences between the species.  
There are two Australian studies which focused on the disarticulation of kangaroo 
skeletons. Reed (2001) aimed to examine the disarticulation sequence of kangaroo 
skeletons, and the factors which influence the disarticulation process. Using a similar 
methodology to Hill and Behrensmeyer (1984), Reed recorded western grey kangaroo 
skeletons in a semi-arid climate in South Australia. The study resulted in Reed (2001) 
determining a disarticulation sequence for kangaroos. This sequence had differences 
to those reported in Hill and Behrensmeyer (1984) which Reed associated with the 
differences in joint morphology between kangaroos and the mammals used in the 
African study. Reed (2001) states that red foxes were thought to be the main 
scavengers at the site, but mostly affected the kangaroo carcasses through 
consumption of soft tissue and dispersal of remains. Reed (2001) highlighted that 
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there are no real modern equivalents of the major Australian predators anymore (as 
they are now extinct), which perhaps explains why Australia is lacking in actualistic 
studies of scavenging applicable to archaeological and fossil assemblages.    
A further study by Reed (2009) involved an experiment using two kangaroo carcasses 
placed inside two caves at Naracoorte, South Australia. One carcass placed at the 
entrance of one cave and the second carcass placed 50 meters inside the second cave. 
The aim of the study was to examine the soft tissue decomposition within cave 
environments in South Australia, as well as the associated disarticulation patterns 
(being exempt from vertebrate scavengers). The experiment was conducted with the 
intent of applying the results to Quaternary palaeontology and archaeological sites in 
the area, which are unique environments for the accumulation and preservation of 
vertebrate remains. This experiment was compared with results of Reed’s previous 
experiment (2001) of skeletal remains on the ground surface. The results of this 
experiment were comparable to those conducted elsewhere in the world with the soft 
tissue decomposition following the same order of fresh, bloat, decay, skeletisation and 
disarticulation (see Hayman and Oxenham 2016). Interestingly, there was a high 
amount of fungi during the decomposition process which appears to play a major role 
in decomposition within caves as the colonisation of fungi on the carcasses occurred 
rapidly during the fresh stage.  
D’Andrea and Gotthardt (1984) also compiled a generalised pattern of final element 
distribution and disarticulation based on their study of modern equid skeletal remains 
in Canada. They found that the cranium and cervical vertebrae were near each other 
but not necessarily articulated, while the scapulae were almost always disarticulated 
and frequently far removed. The hind limbs and forelimbs were usually absent while 
the thoracic vertebrae, ribs, lumbar vertebrae, sacrum, and pelvis were articulated.  
Micozzi (1991) states that the sequence of disarticulation for skeletal joints is based 
only on the mechanical joint and the amount of connective tissue between joints. 
Micozzi also states that this includes the effect scavengers will have on joints, 
especially on earlier or later disarticulation. Micozzi (1991) also raises the idea of 
‘natural’ disarticulation and the issues with long-term observational studies on 
carcasses while studying the disarticulation process. Micozzi’s (1991) main criticism of 
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these studies is that the effect of predators or scavengers on the study carcasses are 
unknown, and so they cannot claim to have a ‘natural’ disarticulation sequence.  
There have been other archaeological and ecological studies in which scavenging and 
disarticulation are considered together as taphonomic variables. Oliver and Graham 
(1994) postulate a different theory to Micozzi (1991) and claim that the disarticulation 
process when affected by vertebrate scavengers, is partly due to joint-mechanics, as 
well the areas of the carcass which have the highest yield of nutrients and least effort 
to access for the scavengers. Oliver and Graham (1994) observed a modern-day 
catastrophic event of over 300 ice-trapped coots, which are a type of small water bird. 
The authors recorded the avian and vertebrate scavenging on the coots trapped in the 
ice and the consumption and disarticulation patterns. The aim of the study was to 
observe taphonomic processes which affect disarticulation (as being a process which is 
arrested by burial at differing times) and assessing the use of disarticulation patterns 
as a measure of relative time between death and burial, as well as the intensity of 
biotic disarticulation processes. Oliver and Graham (1994) concluded that biotic 
agents, such as scavengers, were important in the disarticulation sequence early on, 
but passive variables, such as anatomy, become the primary  cause of joint 
disarticulation during later stages.  
Davis and Briggs (1998) conducted an experiment with the aim of applying the results 
to bird remains in fossil assemblages. In Florida USA, there were two different field 
sites, one swamp, and one a marine embayment. Bird carcasses were used (split into 
large and small sized), with half caged and half uncaged. The aim of the study was to 
develop a sequence of decay, which included disarticulation and the effect scavengers 
in each environment had on the carcasses. The results of the experiment indicated 
that the scavengers were the main agents of disarticulation in the uncaged samples, 
and caused the disarticulation process to accelerate in comparison to the caged 
sample.  
Vertebrate scavenging and joint disarticulation 
While many studies have focused exclusively on the joint disarticulation of skeletal 
material, there are some other studies which have actively included scavengers. Unlike 
the archaeological studies, those which actively include scavengers have been 
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conducted for the purposes of applying the results to forensic contexts. As such, some 
of these studies consider estimations of PMI and TSD in relation to vertebrate 
scavenging. 
The majority of these studies have been conducted in northern America and include 
actualistic studies involving canids (Kjorlien et al. 2009; Willey and Snyder 1989), and 
case studies with canid scavengers, such as coyotes, wolves, and domesticated dogs 
(Haglund et al. 1989; Haglund 1997). There has been actualistic research conducted on 
the effect of avian scavengers (Dabbs and Martin 2013; Reeves 2009; Spradley et al. 
2012; Young et al. 2014). Other research has included: large felines (Pickering and 
Carlson 2004; Rippley et al. 2012); bears (Carson et al. 2000); raccoons (Jeong et al. 
2015); badgers and red foxes (Young et al. 2015) and common rodents, such as rats, 
squirrels, and voles (Klippel and Synstelien 2007; Haglund 1992; Pokines 2015; Young 
et al. 2014). 
Willey and Snyder (1989) conducted an experiment using controlled feeding of deer to 
wolves in captivity. The experiment showed that there was a general sequence in 
which the wolves consumed the deer carcasses. The authors also mention that 
scavengers can obscure the manner of death and influence TSD estimations due to 
changes in insect and invertebrate succession of the carcass with consumption of soft 
tissue, disarticulation of joints and movement. They specifically highlight that TSD 
models have to be adjusted for the effect of scavengers on a body located outdoors.  
Haglund et al. (1989) reviewed 46 partially to fully skeletonised human remains 
located during 1979 to 1988 in the Pacific Northwest area of America. The authors only 
reviewed cases where the PMI was known and split the cases into scavenged and non-
scavenged. The scavenged cases were assigned a sequential stage between 0 and 4 
which represented a consumption/disarticulation sequence of canids based on the 
prior research of Toots (1965), Hill (1979a) and Haynes (1980). Haglund et al. (1989) 
highlighted several variables which affect scavenging. The variables included human 
population density, circumstances which protect remains from scavengers, the 
physical position of the remains, the cause of death, the behaviour of scavenging 
species, season, available food, the number of scavengers in the area, and the size 
relationship of the scavengers to the remains. The authors concluded that there is a 
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connection between the observed consumption/disarticulation sequences and the 
PMI, but that these are location-dependent, and the PMI cannot be determined using 
isolated criteria.  
In a further study, Haglund (1997) reviewed case studies concerning scavenging of 
human remains by dogs and coyotes in the Pacific North-west of America. The review 
focused on disarticulation and soft tissue consumption; damage to bone and 
frequencies of skeletal element recovery and movement of scavenged remains by dogs 
and coyotes. Haglund (1997) concludes that the disarticulation and dismemberment of 
human remains take place in a relatively consistent sequence when dogs or coyotes 
are the main scavengers. The sequence Haglund (1997) outlines is the same as that of 
Haglund et al. (1989). Haglund (1997) also states that the sequence in which body units 
or skeletal elements are disarticulated, scattered or survive depends on factors 
dictated by the remains, local scavengers, climate and the environment. While the 
review is consistent with other research concerning canid scavenging, Haglund (1997) 
does suggest ranges of the observed PMI in conjunction with the disarticulation and 
dismemberment sequences. Haglund (1997) cautions that there is overlap between 
the stages of disarticulation and/or dismemberment and that the PMI’s based on the 
sequence are extremely variable.  
Kjorlien et al. (2009) conducted an experiment using 24 pigs and two different 
treatments of wooded and cleared land at south Edmonton, Alberta, Canada. The 
experiment also considered whether clothing was a major variable in the scattering 
process. The focus of the study was on the scattering of the body or skeletal elements 
due to scavengers, primarily coyotes. The results demonstrated that most scattered 
body or skeletal elements were located along game trails, in directions away from a 
build-up of humans. The data from the study suggests that the decomposition stage 
correlates with disarticulation sequences and the movement of whole limbs or groups 
of body elements. The disarticulation and scavenging sequence presented from this 
study roughly matches that from Hill (1979a), Toots (1965) and Haglund (1997). 
Kjorlien et al. (2009) also stated that there was no correlation between scavenging 
activity and TSD.   
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Canids aside, Reeves (2009) conducted an experiment into the taphonomic effects of 
scavenging by vultures in Texas, USA. The experiment used three pigs, one control pig, 
and one goat (for comparison purposes). The results of the study indicated that 
scavenging vultures could change PMI estimations drastically, as vultures can 
skeletonise a carcass within three hours of placing the carcass on the ground surface. 
The comparison between Haglund et al.’s (1989) disarticulation/consumption 
sequences is interesting, in that the results of this study using vultures and Haglund et 
al.’s (1989) involving canids are nearly identical.  
A further study conducted at the same location as Reeves (2009) was undertaken by 
Spradley et al. (2012) using a donated cadaver. Their results showed a delay of 37 days 
between placing the body on the ground surface and when the vultures began to 
scavenge. This study was different to Reeves’ (2009) study, where the vultures began 
to utilise carcasses within 24 hours of placement. The main similarities between the 
two studies are the short amount of time it took the vultures to skeletonise the carcass 
or body. Spradley et al. (2012) report that it took the vultures only 5 hours to fully 
skeletonise the donated cadaver while Reeves’ (2009) animal carcasses were 
skeletonised between 3 to 5 hours. It is crucial to understand the speed of the 
skeletisation process by vultures, and this process needs to be taken into consideration 
if estimating PMI.   
Dabbs and Martin (2013) also conducted a study into vulture scavenging in Southern 
Illinois, USA. They found that the vultures were significantly slower to arrive at a 
feeding site than in Reeves’ (2009) study, and also only one species of vulture (North 
American black vulture) was present which exhibited a feeding pattern focusing on 
consuming the soft tissue of the thorax, anal region, and intestines. Dabbs and Martins 
(2013) concluded by comparing their data against Reeves (2009) that the scavenging of 
remains by vultures and its effect on taphonomic processes changes significantly 
between geographical and ecological regions. Further research into the impact of avian 
scavengers should be an important consideration, especially in environments where 
there are considerable avian scavengers present. 
Berryman (2002) outlined a case study of scavaging of human remains by domestic 
pigs. Of interest is how Berryman compared this case study with previously 
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documented disarticulation and consumption patterns, such as Haglund et al. (1989) 
and Willey and Snyder (1989). He states that in the case presented the viscera 
appeared to be the primary target of the scavenging domestic pigs, which is the same 
in cases or experiments reporting canid scavenging.  
Cameron (2008) and Cameron and Oxenham (2012) conducted a pilot study of 
disarticulation, scavenging and scattering in Canberra, Australian Capital Territory, 
Australia. The study used four pig carcasses; two were left uncaged for the study 
period, and two were left caged for the first two weeks of the study. The study took 
place over three months from March to May 2008. The aim of the pilot study was to 
determine if there was a general and consistent pattern of decomposition, 
disarticulation, and scattering of skeletal elements, as well as to examine the effects of 
scavengers on the overall taphonomic process. The results highlighted several issues, 
in particular, the overall impact of scavengers in changing and altering the 
disarticulation sequence and in the transportation of bone. There was also interplay 
between the invertebrates utilising the pig carcasses and the scavengers, where the 
vertebrate scavengers (foxes) only minimally utilised the carcasses during the intense 
periods of invertebrate activity but increased utilisation once the invertebrate activity 
was only minimal or had ceased completely.  
Young et al. (2015) conducted an experiment involving both captive and wild foxes and 
badgers. Of particular interest is the actualistic part of the study involving the 
placement of six deer legs as bait, followed by the individual placement of five whole 
deer for a period of 216 days. The purpose of the actualistic study was to better 
understand the level of scavenging of surface deposited remains by foxes and badgers. 
The results showed the wild foxes were observed at the whole deer carcasses after 
exposure for an average of 18 days. The area of the deer carcasses most often 
scavenged was the thoracic cavity and the hind legs and hind ends. As with the 
behaviour found in Cameron (2008) and Cameron and Oxenham (2012), scavenging by 
foxes was most likely to occur in the early stage of decomposition, and when there was 
no insect activity present on the carcasses.  
Regarding seasonal differences, Young et al. (2015) found that foxes scavenge more 
frequently during colder seasons. The scavenging sequence of the foxes observed by 
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Young et al. (2015) was that they concentrated first on the hind limbs, and then the 
front limbs, followed by the thorax region, and then the remainder of the carcass. The 
authors compared the scavenged deer sequence to several case studies in which wild 
foxes had scavenged human remains and found the scavenging patterns to be similar.  
There have been further studies conducted into scavenging activity on human remains 
in different environments, such as Greece, where Moraitis and Spiliopoulou (2010) 
reviewed four case studies where there was carnivore scavenging on human remains. 
The case studies provided useful descriptions of the damage caused by the scavenging 
carnivores. However, the paper lacked a discussion of the main types of scavengers 
present within Greece and the specific carnivores which caused the damage in the case 
studies reported. There was also no information in the review on the estimation of 
PMI of the first three case studies. 
Canid scavenging indoors by domesticated dogs has been addressed by several authors 
(Colard et al. 2015; Galtes et al. 2014; Rothschild and Schneider 1997; Steadman and 
Worne 2007; Tsokos and Schultz 1999). Tsokos and Schulz (1999) presented a case 
study involving scavenging by a domesticated German shepherd. While the focus of 
the article was on scavenging obscuring ante- and peri-mortem trauma, it was also 
stated that the thoracic region of the deceased was the first area scavenged. Steadman 
and Worne (2007) also presented a case study involving two domestic dogs. While 
Steadman and Worne (2007) attempted to relate the case study back to consumption 
sequences, there was no soft tissue remaining by the time the deceased was found.  
Colard et al. (2015) used a case report to focus on the specific pattern of indoor canine 
scavenging where the majority of post-mortem damage occurred around the facial 
region. A similar pattern was also reported by Galtes et al. (2014). Both Colard et al. 
(2015) and Galtes et al. (2014) discuss the motivation of the scavenging dog. 
Rothschild and Schneider (1997) further discuss this motivation. They concur with 
Colard et al. (2015) in that the motivation for scavenging is not hunger or starvation (as 
many of the case studies have a short PMI), but was caused by ‘displacement’ 
behaviour of the dogs attempting to revive their human, which then escalates into 
body mutilations.   
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This review into previous studies involving vertebrate scavengers has highlighted that 
there is no single sequence in which scavengers will consume or disarticulate remains. 
This review further demonstrates that scavengers are one of the main taphonomic 
agents that can act upon a carcass or body after death. Scavenging is a complex 
research area, as local environment and seasonality influence the scavengers. The 
effect of invertebrates and other decomposers such as microbes (bacteria) further 
influences scavenging behavior. The effect scavenging can have on a carcass or body is 
extreme with soft tissue and organ consumption, disarticulation of joints, and the 
removal and dispersion of skeletal or body elements being common. A better 
understanding of scavengers and their diverse scavenging patterns in different 
environments can help to create more effective search and relocation techniques for 
skeletal material as well as determining ante- and peri-mortem damage or trauma 
caused by scavengers.  
Methods and materials 
The fieldwork involved using 24 pig and 24 kangaroo carcasses. There were 12 pig and 
12 kangaroo carcasses left uncaged, while the remaining 12 pig and 12 kangaroo 
carcasses were caged. Every four months (120 days), two uncaged and two caged 
carcasses of each species were collected for analysis. Observational data was recorded 
for all carcasses during the fieldwork.   
From the observational field data, the invertebrate activity was recorded for both the 
caged and uncaged carcasses. In addition, the uncaged carcasses also provided data 
relating to the scavenging activity, joint disarticulation, and any missing skeletal 
remains. Environmental data such as temperature, relative humidity, rainfall and soil 
were collated using data collected from the fieldwork site (in the form of data loggers 
and soil tests) and in conjunction with the Bureau of Meteorology data for Canberra. 
Environmental conditions 
The data loggers placed at the fieldwork site recorded the temperature and relative 
humidity five times a day. The temperature data was averaged over a calendar month, 
with an overall average as well as maximum and minimum averages for the period of 
the fieldwork. The same was done with the relative humidity averages. The Bureau of 
Meteorology (BOM) provides summary tables for the temperatures at Canberra 
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Airport, Isabella Plains Tuggeranong and Mount Ginni weather stations each month. 
This data was collated and compared against the data from the fieldwork site. For 
relative humidity, BOM provides a monthly average at 9am and 3pm. This data was 
compared to the average relative humidity recorded at the fieldwork site. 
Rainfall data was also collated from BOM for the period of the fieldwork. Three 
separate rainfall stations were used: Canberra Airport, Tuggeranong, and Mt Stromlo 
Forest.  
Invertebrate and vertebrate scavenging activity 
Invertebrate activity was assessed using observational data recorded during the 
fieldwork for all carcasses. It was noted which areas of the carcass were affected by 
invertebrates on any given recording day. Invertebrates were noted as being present 
or not present on the areas of soft tissue and flesh associated with bone. For the 
purpose of this research, invertebrates refer to maggots and maggot masses which 
were visible or able to be determined as being present on a carcass. Further 
classification of the maggots or other invertebrates was not undertaken as this was 
outside the scope of this research. Occurrences of invertebrate activity was based on 
whether invertebrates (maggots) were present over a sustained period of time (several 
days at least).  
Each bone or associated soft tissue affected by invertebrates were assigned a value of 
1, with unaffected areas a 0. The ribs and vertebrae were split into right ribs (14), left 
ribs (14), cervical vertebrae (7), thoracic vertebrae (14), lumbar vertebrae (6) and 
sacral vertebrae (2-4). For the kangaroos, the caudal vertebrae (20) were also 
assessed. Table 4-1 outlines all bones or units of bones (such as metatarsals) used in 
the analysis, while Figure 4-1 and Figure 4-2 provide diagrams.  
A percentage of how much of each carcass was affected by invertebrates for each 
recording day was achieved by totalling up the assigned values for each recording day 
and dividing them by the total amount of body or skeletal elements (Table 4-1; Figure 
4-1; Figure 4-2). This data was then plotted against the recording day to provide a line 
graph illustrating the percentage of each carcass affected by invertebrates on any 
given recording day. Though this is an approximate method of determining 
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invertebrate activity, it allowed the data to be compared against other variables which 
were recorded, such as vertebrate scavenging activity and environmental conditions. 
Table 4-1: List of skeletal elements used in analysis (see Figure 4-1 and Figure 4-2 for 
diagrams) 
Label Bones measured Total 
a. Cranium 1 
b. Right mandible 1 
c. Left mandible 1 
d. Right scapula 1 
e. Left scapula 1 
f. Right humerus 1 
g. Left humerus 1 
h. Right ulna 1 
i. Left ulna 1 
j. Right radius 1 
k. Left radius 1 
l. Right carpals/metacarpals 1 
m. Left carpals/metacarpals 1 
n. Right os coxae 1 
o. Left os coxae 1 
p. Right femur 1 
q. Left femur 1 
r. Right tibia 1 
s. Left tibia 1 
t. Right fibula 1 
u. Left fibula 1 
v. Right tarsals/metatarsals 1 
w. Left tarsals/metatarsals 1 
x. Right ribs 14 
y. Left ribs 14 
z. Cervical vertebrae 7 
aa. Thoracic vertebrae 17 
ab. Lumbar vertebrae 6 
ac. Sacral vertebrae 2 (pigs)/ 4 (kangaroos) 
ad. Caudal vertebrae* 20 
 Kangaroos: 105 
 Pigs: 83 
*  Caudal vertebrae considered only for kangaroos 
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Figure 4-1: Diagram of pig bones (adapted from Sisson and Grossman 1961: 162). See 
Table 4-1 for key to labels  
 
Figure 4-2: Diagram of kangaroo bones (adapted from Goodrich 1885: 672). See Table 4-1 
for key to labels  
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The effect of vertebrate scavenging was assessed using the uncaged section of the 
sample (the 12 pig and 12 kangaroo carcasses left uncaged). The caged population of 
the sample was not considered as, in general, there was limited vertebrate scavenging. 
Due the cost of video cameras at the time of this study commencing, it was not 
feasible to use them for collecting data on scavenging. Instead, vertebrate scavenger 
activity was determined visually by which body areas and bones were affected by 
scavengers on any given day (the total of which could 100% affected). This would 
include soft tissue being eaten; the carcass or parts of the carcass, being scattered; the 
disarticulation of joints and bones or body parts; and which bones or body parts were 
displaced and/or missing. The data was recorded and assessed in the same way as the 
invertebrate activity. Scavenging incidents were compiled by assessing whether the 
remains had been scavenged consistently for several days at a time.  
In conjunction with the scavenging data, scattering was noted with respect to which 
bones were removed from the original grid square where the carcasses were placed. 
Missing bone was measured by which bones could no longer be located within the 
study area (approximately a 60m circumference for each carcass, though the whole 
study area was usually searched). 
Disarticulation 
During field observations, the disarticulation of joints was recorded for each uncaged 
carcass. This data was collated, and the joints were ranked according to the temporal 
sequence of disarticulation with 1 being the joints disarticulating first, 2 being the 
joints disarticulating secondly, and so on until each joint had been ranked accordingly. 
In cases where the joints did not disarticulate these were given the highest rank of the 
respective sequence.  
In the cases where a whole limb was disarticulated (for example a forelimb was 
disarticulated at the scapula-humerus joint), and the limb was subsequently unable to 
be located (considered missing), the bones and joints of that limb are also considered 
disarticulated (in this example that would include the humerus-ulna/radius joint; ulna-
radius joint and ulna/radius-carpals/metacarpals joint) and given the same rank as that 
of the scapula-humerus joint. This is based on a general assumption that once the limb 
was disarticulated, the individual joints of that limb would also be disarticulated.  
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In the cases of the vertebrae and ribs, where the disarticulation sometimes occurred 
across several ranks, the highest rank of disarticulation was used in the analysis.  
By using Spearman’s Rank Correlation, it was possible to determine the strength and 
significance of a rank order correlation between each of the uncaged carcasses. A 
perfect positive rank order relationship is assigned a value of rs=1, while a perfect 
negative rank order relationship is assigned a value of rs=-1 (Drennan 1996).  
The statistical program IBM SPSS v.23 was used to calculate rs between the rank orders 
of each carcass. SPSS also provided a two-tailed significance test for each of the 
correlations. The significance tests allowed the correlations to be examined between 
each of the carcasses and determine whether the order of joint disarticulation is 
statistically significantly similar or dissimilar. 
Table 4-2 outlines the joints used in assessing disarticulation. Figure 4-3 and Figure 4-4 
illustrate the information from Table 4-2.  
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Table 4-2: List of joints used for analysis of disarticulation. See Figure 4-3 and Figure 4-4 
for diagrams 
Labels Disarticulation (joints measured) Totals 
a. Cranium — right mandible 1 
b. Cranium — left mandible 1 
c. Right Mandible — left mandible 1 
d. Cranium — cervical vertebrae 1 
e. Cervical vertebrae — cervical vertebrae 6 
f Cervical vertebrae — thoracic vertebrae 1 
g Thoracic vertebrae — thoracic vertebrae 13 
h Thoracic vertebrae — lumbar vertebrae 1 
i. Lumbar vertebrae — lumbar vertebrae 5 
j. lumbar vertebrae — sacral vertebrae 1 
k. Sacral vertebrae — caudal vertebrae 1 
l. Thoracic vertebrae — right ribs 14 
m. Thoracic vertebrae — left ribs 14 
n. Right scapula — right humerus 1 
o. Left scapula — left humerus 1 
p. Right humerus — left ulna/radius 1 
q. Left humerus — left ulna/radius 1 
r. Right ulna — right radius 1 
s. Left ulna — left radius 1 
t. Right ulna/radius — right carpals/metacarpals 1 
u. Left ulna/radius — left carpals/metacarpals 1 
v. Sacral vertebrae — right os coxae 1 
w. Sacral vertebrae — left os coxae 1 
x. Right os coxae — left os coxae 1 
y. Right os coxae — right femur 1 
z. Left os coxae — left femur 1 
aa. Right femur — right tibia/fibula 1 
ab. Left femur — left tibia/fibula 1 
ac. Right tibia — right fibula 1 
ad. Left tibia — left fibula 1 
ae. Right tibia/fibula — right tarsals/metatarsals 1 
af. Left tibia/fibula — left tarsals/metatarsals 1 
ag. Caudal vertebrae — caudal vertebrae* 19 
 Kangaroos: 98 
 Pigs: 79 
*Caudal vertebrae — caudal vertebrae only considered for kangaroos  
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Figure 4-3: Joints assessed for disarticulation on pig skeleton (adapted from Sisson and 
Grossman 1961: 162). See Table 4-2 for key to labels 
Figure 4-4: Joints assessed for disarticulation on kangaroo skeleton (adapted from 
Goodrich 1885: 672). See Table 4-2 for key to labels 
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Results 
This section presents the results of the analysis of data collected for the environmental 
conditions of the fieldwork site, the activity of invertebrates and scavengers, and the 
disarticulation of joints. All of the data was assessed by recording day for potential in 
estimating the PMI. Scavenging consumption and disarticulation sequences, in 
particular, were analysed to highlight the possibility of determining a sequence which 
may be able to be related to PMI. 
Environmental conditions 
Temperature, humidity and rainfall 
Of the 51 data loggers placed with each carcass and around the fieldwork site, 28 were 
collected and downloaded. The 23 data loggers not collected went missing during the 
fieldwork, likely due to birds, and were unable to be found. Of the collected data 
loggers, there was one (associated with PC03) where the data logger had not worked 
or was corrupted. The collection of the data loggers associated with each carcass 
occurred at the same time as the collection of the carcasses (for example in September 
2012 collection of PC01 and the data logger attached to the surrounding cage).  
Additional temperature and relative humidity measurements were collated from the 
Bureau of Meteorology (BOM) website for three different locations within or around 
Canberra (Canberra Airport, Tuggeranong Isabella Plains and Mount Ginni) over the 
period of the fieldwork. The monthly average of relative humidity for Canberra was 
taken at 9 am and 3 pm each day between the years of 2012 to 2014.  
Figure 4-5 illustrates the monthly averages from the data loggers which follow the 
same temperature pattern with slight deviations. These deviations are due to the 
placement of the carcasses across the site. Some data loggers and associated carcasses 
were in full sunlight, others in the partial shade.  There were also slight altitude 
differences between some of the carcasses as the fieldwork site was not completely 
flat. See Figure 3-2 for a map of the placement of the carcasses and the relevant data 
loggers. 
Figure 4-6 demonstrates that the temperature at the site follows the same trend as 
temperature data taken by the Bureau of Meteorology (BOM) at the Canberra Airport 
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station and the Tuggeranong Isabella Plains station. BOM uses a real-time monitoring 
system, consisting of a resistance temperature detector placed inside a Stevenson 
Screen to protect it from direct sunlight (Bureau of Meteorology 2016). The average 
monthly maximum temperature at the fieldwork site is higher than the Canberra BOM 
data. The average monthly minimum of the fieldwork site data closely matches the 
BOM monthly minimums. Figure 4-6 shows that the mean maximum temperatures at 
the fieldwork site are consistently higher than the mean maximum temperature of 
either the BOM Canberra Airport or Tuggeranong stations during the summer months. 
The fieldwork site in December 2012 and January and February 2013 had mean 
maximum temperatures of 36.7oC, 43.4oC and 36.5oC, while in December 2013 and 
January and February 2014 the mean maximum temperatures at the fieldwork site 
were 37.4oC, 45.2oC and 40.4oC. At the Canberra airport station, the mean maximum 
temperatures were 27.7oC, 32.3oC and 27.4oc for December 2012 and January and 
February 2013 and 28.5oC, 31.6oC and 29.4oC for December 2013 and January and 
February2014. At the Tuggeranong BOM station, the mean maximum temperatures for 
December 2013 and January and February 2014 were 27.2oC, 32oC and 26.8oC and 
28.5oC, 31.2oC and 28.9oC for December 2013 and January and February 2014.  
The mean minimum temperatures over the winter months (June, July, August) were 
relatively consistent between the fieldwork site (2012: 0.5oC, -1.6oC and -0.9oC; 2013: 
1.9oC, 1.7oC and 2.5oC), Canberra Airport BOM station (2012: 0.6oC, -1.1oC and -0.5oC; 
2013: 1.9oC, 1.6oC and 2.6oC) and Tuggeranong BOM station (2012: 0.6oC, -1.2oC and -
0.5oC; 2013: 1.9oC, 1.6oC and 2.6oC).  
Figure 4-7 compares the overall monthly averages for relative humidity at the 
fieldwork site to the annual BOM data (taken daily at 9 am and 3 pm and averaged 
over a calendar month).  The overall average of the fieldwork site data resembles that 
of the BOM 9 am data, while the average minimum resembles the BOM 3 pm data.  
Figure 4-7 illustrates that at the site of the fieldwork, relative humidity was 
consistently low in the summer months of 2012 and 2013, and 2013 and 2014: 
December (62.1% and 61.2%), January (53.6% and 50.0%) and February (71.5% and 
63.0%). The relative humidity at the fieldwork site was also higher over the winter 
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months of 2012 and 2013: June (88% and 93.7%), July (87.3% and 94.2%) and August 
(82.8% and 86.9%). 
Figure 4-8 outlines the BOM data of maximum monthly rainfall for three sites across 
Canberra (Canberra Airport, Tuggeranong Isabella Plains and Mt Stromlo Forest) and 
the average of the three sites. Figure 4-8 shows that the maximum monthly rainfall is 
relatively consistent across the three different areas. The highest amount of rainfall 
was at Tuggeranong in February 2014 while the lowest recorded month of rainfall was 
January 2014 at the Canberra Airport and Mt Stromlo Forest recording stations.  
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Figure 4-5: Average monthly temperature (oC) from data loggers at fieldwork site 
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Figure 4-6: Average monthly temperatures (oC) between fieldwork site and Bureau of Meteorology locations 
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Figure 4-7: Average monthly relative humidity (%) at fieldwork site and Bureau of Meteorology locations 
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Figure 4-8: Bureau of Meteorology monthly rainfall (mm) during period of fieldwork  
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Soil 
The soil located at the fieldwork site was predominantly silty. Table 4-3 and Table 4-4 
outline the munsell soil colours and pH of the soil samples. There are two sets of soil 
samples for each carcass: one taken before placement of the carcass for the fieldwork 
and one taken immediately after the collection of the carcass. 
The munsell colours of the soil samples collected from the pig carcass locations (for 
both sets of samples per pig carcass) are reasonably consistent (Table 4-3). The soil 
had a limited spectrum of colours from the 7.5YR hue range, except PC09 which was 
10YR 4/3. The majority of samples were brown, with some locations having dark 
brown or very dark brown. The pH of the samples ranged from 4.5 (slightly acidic) to 
6.5 (neutral). The average pH level present for the pigs for both samples was 5. There 
were small differences between the initial placement sample and the collection sample 
in the munsell soil colour of pH level for some carcass locations. 
Table 4-3:  Munsell colour and pH of soil at carcass locations (caged and uncaged pigs) 
 Before placement At collection  
Carcass Munsell pH Munsell pH 
PC01 7.5YR 4/2 brown 6.5 7.5YR 3/2 dark brown 6.5 
PC02 7.5YR 4/3 brown 6 7.5YR 4/3 brown 6.5 
PC03 7.5YR 4/3 brown 5.5 7.5YR 4/3 brown 5.5 
PC04 7.5YR 4/3 brown 5 7.5YR 4/4 brown 5 
PC05 7.5YR 4/3 brown 5.5 7.5YR 4/3 brown 5.5 
PC06 7.5YR 4/2 brown 6 7.5YR 4/3 brown 6.5 
PC07 7.5YR 4/3 brown 4.5 7.5YR 4/3 brown 4.5 
PC08 7.5YR 2.5/3 very dark brown 5 7.5YR 2.5/3 very dark brown 5 
PC09 10YR 4/3 brown 5.5 10YR 4/3 brown 5.5 
PC10 7.5YR 3/4 dark brown 6 7.5YR 3/4 dark brown 6 
PC11 7.5YR 3/3 dark brown 4.5 7.5YR 3/2 dark brown 5.5 
PC12 7.5YR 3/4 dark brown 5.5 7.5YR 4/3 brown 5.5 
PU01 7.5YR 4/3 brown 6.5 7.5YR 3/2 dark brown 6.5 
PU02 7.5YR 4/3 brown 6 7.5YR 3/2 dark brown 6.5 
PU03 7.5YR 4/3 brown 6.5 7.5YR 4/3 brown 5 
PU04 7.5YR 3/3 dark brown 4.5 7.5YR 3/4 dark brown 5 
PU05 7.5YR 3/3 dark brown 4.5 7.5YR 3/3 dark brown 4.5 
PU06 7.5YR 4/2 brown 6 7.5YR 4/2 brown 6 
PU07 7.5YR 4/3 brown 5.5 7.5YR 4/3 brown 5.5 
PU08 7.5YR 2.5/3 very dark brown 5 7.5YR 2.5/3 very dark brown 5 
PU09 7.5YR 3/4 dark brown 4.5 7.5YR 3/2 dark brown 5.5 
PU10 7.5YR 4/3 brown 6.5 7.5YR 4/3 brown 6.5 
PU11 7.5YR 4/3 brown 6 7.5YR 4/3 brown 6 
PU12 7.5YR 3/4 dark brown 4.5 7.5YR 3/3 dark brown 5 
Avg   5.5   5.5 
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The munsell colours of the soil samples taken from the kangaroo carcass locations are 
also consistent (Table 4-4). All of the samples collected were in the 10YR hue range, 
except KC07 which was 7.5YR 4/4. The colours of the soil samples ranged from brown, 
dark grayish brown, very dark grayish brown, yellowish brown and dark yellowish 
brown. The pH of the soil samples ranged from 5 (slightly acidic) to 7 (neutral) for the 
soil samples collected before carcass placement, and between 5 (slightly acidic) to 7.5 
(neutral) for the samples taken after carcass collection. The average pH of the samples 
before placement and after collection are both 6.  
There are differences between the soils sampled at the pig carcass locations compared 
to the kangaroo carcass locations. The pigs had a hue range of 7.5YR, while the 
kangaroos had a hue range of 10YR, with only two exceptions (PC09 and KC07). The 
average pH of the pig soil samples was 5.5 which is slightly more acidic than the 
average pH of the kangaroo soil samples of 6. 
Table 4-4: Munsell colour and pH of soil at carcass locations (caged and uncaged 
kangaroos) 
 Before placement  At collection 
Carcass Munsell pH  Munsell pH 
KC01 10YR 3/2 very dark grayish brown 5.5  10YR 3/2 very dark grayish brown 5.5 
KC02 10YR 4/3 brown 5  10YR 4/2 dark grayish brown 7.5 
KC03 10YR 5/3 brown 5.5  10YR 5/3 brown 5.5 
KC04 10YR 4/3 brown 5.5  10YR 4/3 brown 5.5 
KC05 10YR 4/3 brown 5  10YR 5/3 brown 5.5 
KC06 10YR 4/3 brown 6  10YR 4/3 brown 6 
KC07 7.5YR 4/4 brown 5.5  7.5YR 4/4 brown 5.5 
KC08 10YR 5/4 yellowish brown 6.5  10YR 5/4 yellowish brown 6.5 
KC09 10YR 4/2 dark grayish brown 6.5  10YR 4/2 dark grayish brown 6.5 
KC10 10YR 4/4 dark yellowish brown 6.5  10YR 4/4 dark yellowish brown 6.5 
KC11 10YR 4/3 brown 6.5  10YR 4/3 brown 6.5 
KC12 10YR 4/3 brown 7  10YR 4/4 dark yellowish brown 7 
KU01 10YR 4/2 dark grayish brown 6.5  10YR 4/2 dark grayish brown 7 
KU02 10YR 4/3 brown 7  10YR 5/3 brown 6.5 
KU03 10YR 4/3 brown 6.5  10YR 4/3 brown 6.5 
KU04 10YR 4/2 dark grayish brown 6.5  10YR 4/2 dark grayish brown 6.5 
KU05 10YR 4/3 brown 6  10YR 4/3 brown 6 
KU06 10YR 4/2 dark grayish brown 5.5  10YR 4/2 dark grayish brown 5.5 
KU07 10YR 4/3 brown 5.5  10YR 4/3 brown 5.5 
KU08 10YR 4/4 dark yellowish brown 6  10YR 4/4 dark yellowish brown 6 
KU09 10YR 4/3 brown 5.5  10YR 4/3 brown 5.5 
KU10 10YR 3/4 dark yellowish brown 5  10YR 4/4 dark yellowish brown 5 
KU11 10YR 3/4 dark yellowish brown 6  10YR 3/4 dark yellowish brown 6 
KU12 10YR 4/3 brown 6.5  10YR 4/3 brown 6.5 
Avg              6.0               6.0 
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Invertebrate activity 
Appendices 1 to 4 illustrate individual graphs for pig and kangaroo carcasses. The graphs 
show the effects of invertebrate and vertebrate scavenger activity, the disarticulation of 
joints, and the subsequent removal (labelled missing) of the body or skeletal elements 
from each carcass location by scavengers.  
Uncaged pigs 
Figure 4-9 illustrates the invertebrate activity of the uncaged pig sample. The majority 
of invertebrate activity occurred for all uncaged pigs from day 7 to day 20. PU12 and 
PU08 had longer periods of invertebrate activity until day 24 and day 25 respectively. 
PU08 and PU11 had the highest amounts of invertebrate activity for all uncaged pigs. 
There was no further recorded invertebrate activity on the uncaged pigs after day 39. 
A summary of the proportion of uncaged pig carcasses affected by invertebrate activity 
includes:  
• PU01 with no recorded invertebrate activity; 
• PU02 with 3.6% on day 14; 
• PU03 with 3.6% from day 12 to day 16 and 3.6% on day 19; 
• PU04 with 4.8% from day 12 to day 23;  
• PU05 with 3.6% on day 23;  
• PU06 with 4.8% from day 14 to day 23; 
• PU07 with 8.4% from day 7 to day 17.  
• PU08 with 21.6% from day 7 to day 25 and 3.6% on day 38;  
• PU09 with 16.8% from day 9 to day 19;  
• PU10 with 18.1% from day 9 to day 19; and 
• PU11 with 21.6% from day 7 to day 19; and  
• PU12 with 9.6% from day 9 to day 24.  
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Figure 4-9: Proportion of uncaged pig carcasses affected by invertebrate activity 
Caged pigs 
Figure 4-10 illustrates the invertebrate activity of the caged pig sample. From day 9 to 
day 23 invertebrate activity was relatively low for all carcasses (the highest per cent of 
carcass affected was PC09 on day 16 at 7.2%). There was a small increase in 
invertebrate activity between day 38 and day 59. PC12 was the most affected carcass 
during this period with a maximum of 19.2% of the carcass affected by invertebrates 
on day 45. The highest amount of invertebrate activity on all carcasses took place from 
day 88 to day 130, with all caged pig carcasses having had the presence of 
invertebrates recorded during this period. There was no invertebrate activity recorded 
on any caged pig carcasses after day 149.   
A summary of the proportion of caged pig carcasses affected by invertebrate activity 
includes:  
• PCO1 with 3.6% from day 18 to day 20, 3.6% from day 37 to day 39 and 59% from 
day 117 to day 129 (carcass collected); 
• PC02 with 2.4% on day 19 and 54.2% from day 116 to day 129 (carcass collected);  
• PC03 with 6% on day 19, 2.4% on day 23, 2.4% on day 44, 7.2% from day 57 to day 
59, 16.8% from day 85 to day 87, and 67.4% from day 115 to day 128;  
• PC04 with 2.4% on day 19, 2.4% on day 23, 2.4% on day 38, 13.2% from day 85 to 
day 87, 67.4% from day 116 to day 132 and 20.5% from day 138 to day 148; 
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• PC05 with on 3.6% day 16, 3.6% on day 19, 2.4% on day 28, 3.6% on day 44, 7.2% 
from day 57 to day 59, 7.2% from day 71 to 73, 54.2% from day 113 to day 130 and 
21.7% from day 138 to day 146; 
• PC06 with 2.4% on day 19, 4.8% on day 23, 6% on day 57 to day 59, 8.4% from day 
85 to day 87, 36.1% from day 117 to day 130 and 22.9% from day 138 to day 149; 
• PC07 with 4.8% from day 12 to day 19, 32.5% from day 108 to day 124 and 9.6% 
from day 132 to day 138; 
• PC08 with 2.4% on day 13, 3.6% on day 16, 8.4% from day 73 to day 75 and 50.6% 
from day 88 to day 123; 
• PC09 with 7.2% from day 13 to day 16, 1.2% on day 19, 3.6% on day 23, 1.2% on day 
38, 4.8% on day 44, 7.2% from day 57 to day 58, 39.7% from day 68 to day 82 and 
34.9% from day 90 to day 124; 
• PC10 with 6% from day 7 to 9, 3.6% from day 13 to day 16, 1.2% on day 19, 12% 
from day 42 to day 46, 8.4% from day 73 to day 75 and 56.6% from day 90 to day 
120; 
• PC11 with 3.6% from day 9 to day 16, 2.4% from day 19 to day 23, 8.4% from day 43 
to day 45, 10.8% from day 50 to day 52, 24% from day 96 to day 104 and 30.1% 
from day 109 to day 121; and 
• PC12 with 3.6% from day 9 to day 16, 1.2% on day 19, 22.9% from day 42 to day 47, 
31.3% from day 70 to day 83, 54.2% from day 92 to day 122 and 9.6% from day 134 
to day 137. 
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Figure 4-10: Proportion of caged pig carcasses affected by invertebrate activity 
Uncaged kangaroos 
Figure Figure 4-11 illustrates the invertebrate activity for the uncaged kangaroo 
carcasses. The majority of invertebrate activity occurred from day 5 to day 29. The 
highest amount of invertebrates affecting a carcass was for KU07 on day 23 with 43.8% 
of the carcass affected. The only carcass which was affected after day 73 was KU08 
from day 121 to day 123 when a maximum of 22.8% of the carcass was affected by 
invertebrates.   
A summary of the proportion of uncaged kangaroo carcasses affected by invertebrate 
activity includes: 
• KU01 with 16.1% from day 22 to day 24, 23.8% from day 37 to day 47 and 7.6% 
from day 57 to day 59; 
• KU02 with 4.7% from day 19 to day 23 and 13.3% from day 71 to day 73; 
• KU03 with 2.8% on day 12; 
• KU05 with 6.7% from day 19 to day 23, 5.7% from day 38 to day 39 and 5.4% from 
day 43 to day 45; 
• KU07 with 43.8% from day 7 to day 27; 
• KU08 with 36.1% from day 5 to day 29 and 22.8% from day 121 to day 123; 
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• KU09 with 30.5% from day 5 to day 27 and 19% from day 37 to day 41; and 
• KU12 with 9.5% from day 13 to day 21. 
Four uncaged kangaroo carcasses (KU04, KU06, KU10, and KU11) did not have any 
invertebrate activity recorded. 
Three carcasses (KU02, KU08, and KU09) had two separate periods of invertebrate 
activity while two carcasses (KU01 and KU05) had three distinct periods of invertebrate 
activity recorded. Overall most of the invertebrate activity were relatively short (3 to 5 
days) in length and with 6% to 25% of the carcasses affected. KU08 and KU09 had long 
periods of invertebrate activity (25 and 23 days respectively) with the invertebrates 
affecting a higher percentage of the carcasses. 
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Figure 4-11: Proportion of uncaged kangaroo carcasses affected by invertebrate activity 
Caged kangaroos 
Figure 4-12 illustrates a comparison of invertebrate activity for the caged kangaroo 
carcasses from day 5 to day 191. The invertebrate activity was more intense on the 
caged kangaroo carcasses, then on the uncaged kangaroo carcasses. Four carcasses 
(KC02, KC04, KC10 and KC12) had three separate periods of invertebrate activity 
recorded, while seven carcasses (KC01, KC03, KC05, KC06, KC07, KC08 and KC11) had 
four periods each of invertebrate activity. KC09 was the only carcass which had five 
separate periods of invertebrate activity. 
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A summary of the proportion of uncaged kangaroo carcasses affected by invertebrate 
activity includes: 
• KC01 with 9.5% from day 14 to day 19, 9.5% from day 38 to day 47, 54.3% from day 
77 to day 94 and 16.2% from day 124 to day 128 (carcass collected); 
• KC02 with 13.3% from day 42 to day 47, 49.5% from day 76 to day 96 and 18.1% 
from day 124 to day 128 (carcass collected); 
• KC03 with 2.8% from day 14 to day 16, 49.5% from day 39 to day 65, 51.4% from 
day 115 to day 130 and 15.2% from day 140 to day 145; 
• KC04 with 2.8% on day 19, 25.7% from day 115 to day 134 and 12.3% from day 176 
to day 180; 
• KC05 with 3.8% on day 23, 16.2% from day 39 to day 50, 27.6% from day 80 to day 
92, 65.7% from day 132 to day 150; 
• KC06 with 2.8% on day 44, 15.2% from day 83 to day 92, 50.5% from day 131 to day 
150, 73.3% from day 164 to day 191; 
• KC07 with 6.6% from day 9 to 19, 21.9% from day 52 to day 62, 46.6% from day 107 
to day 124 and 43.8% from day 160 to day 180; 
• KC08 with 5.7% from day 9 to day 14, 19% from day 37 to day 51, 42.8% from day 
65 to day 79 and 6.6% from day 99 to day 102; 
• KC09 with 2.8% on day 23, 26.6% from day 38 to 49, 17.1% from day 66 to day 75, 
52.4% from day 97 to 107 and 11.4% from day 175 to day 180; 
• KC10 with 6.6% from day 7 to day 10, 23.8% from day 52 to day 63 and 58.1% from 
day 77 to day 102; 
• KC11 with 44.7% from day 9 to day 47, 20% from day 103 to day 112, 19% from day 
119 to day 126 and 32.3% from day 166 to day 185; and 
• KC12 with 39.0% from day 16 to day 35, 50.5% from day 99 to day 115 and 63.8% 
from day 132 to day 157. 
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Figure 4-12: Proportion of caged kangaroo carcasses effected by invertebrate activity 
Invertebrate activity and the environment 
Figure 4-13 to Figure 4-15 compares the daily average of all pig carcasses affected by 
invertebrates to the average daily temperature and humidity and the average monthly 
rainfall. Figure 4-13 illustrates that after peaks of higher temperatures (day 4 to 7, day 
35 to 40, and day 66 to 72), there was an increase in invertebrate activity present on 
the pig carcasses. When the temperature began to rise steadily (from day 90 onwards), 
the average amount of invertebrate activity peaked at day 109 to day 130. The 
temperature continued increasing after day 130. However, the average amount of 
invertebrate activity decreased and then stopped completely. Figure 4-14 and Figure 
4-15 illustrate the average daily humidity and average monthly rainfall compared to 
the average invertebrate activity on the pigs. There do not appear to be any definite 
correlations between humidity, rainfall and invertebrate activity. 
 
Figure 4-13: Average daily temperature at fieldwork site compared to average proportion 
of pig carcasses affected by invertebrates 
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Figure 4-14: Average daily humidity at fieldwork site compared to average proportion of 
pig carcasses affected by invertebrates 
 
Figure 4-15: Average monthly rainfall at fieldwork site compared to average proportion of 
pig carcasses affected by invertebrate 
Figure 4-16 illustrates the average daily temperature at the fieldwork site compared to 
the average daily amount of kangaroo carcasses affected by invertebrates. As with the 
pig carcasses, the kangaroos follow a similar pattern where there are peaks in 
invertebrate activity after periods of higher temperatures. As with the pig carcasses, 
there were no obvious correlations between invertebrate activity and humidity and 
rainfall (Figure 4-17 and Figure 4-18). 
The overall length of invertebrate activity present on the kangaroo carcasses was also 
longer; the last invertebrates recorded for the kangaroos was on day 192 in 
comparison to the pigs at day 150. Figure 4-19 illustrates the differences and 
similarities between the invertebrate activity affecting the pigs and kangaroos. Overall, 
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the effect of invertebrates on the pigs and kangaroos occurred at similar times, though 
the intensity and amount of invertebrate activity varied between the two species.   
 
 
Figure 4-16: Average daily temperature at fieldwork site compared to average proportion 
of kangaroo carcasses affected by invertebrates 
 
Figure 4-17: Average daily humidity at fieldwork site compared to average proportion of 
kangaroo carcasses affected by invertebrates 
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Figure 4-18: Average monthly rainfall at fieldwork site compared to average proportion of 
kangaroo carcasses affected by invertebrates 
 
Figure 4-19: Average daily temperature at fieldwork site compared to average proportion 
of all carcasses affected by invertebrates 
Scavenging activity 
The majority of scavenging on the uncaged pig and kangaroo carcasses occurred within 
the first four months (see Appendices 3 and 5 illustrating the vertebrate scavenging 
events on the individual uncaged carcasses). The cages built around the 12 caged pigs 
and 12 caged kangaroos were reasonably successful in stopping animal scavenging 
except for KC08 where a vertebrate scavenger breached the cage on day 115. 
Uncaged pigs 
Appendix 3 shows a timeline graph for each of the uncaged pig carcasses, which 
includes the incidences of scavenging activity. It shows that the majority of scavenging 
occurred during the first four months. These incidents of scavenging correspond with 
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an increase in some joints disarticulating from each other, as well as the quantity of 
body or skeletal elements which were unable to be located. As previously stated, the 
majority of scavenging occurred either before or after periods of invertebrate activity. 
There were only three recorded incidences of scavenging during a period of 
invertebrate activity on any of the uncaged pig carcasses. The first and second 
vertebrate scavenging incidences were on PU02 and PU03 on day 5, and the third 
incidence was on PU08 on day 21. For all of the other uncaged pig carcasses, 
irrespective of intensity or length of invertebrate activity, the vertebrate scavenging 
occurred before and/or after the invertebrate activity had begun or ceased.  
PU01 and PU02 were scavenged intensively over a period of 13 days. During the first 
week (day 10 to day 16, as these carcasses were placed on site at day 10) most of the 
soft tissue were removed by scavengers and the remaining carcasses dragged from the 
initial positioning. During the second week (day 17 to day 24) there was disarticulation 
of limbs, cranium and mandibles due to vertebrate scavenging until both PU01 and 
PU02 disappeared from the site. 
PU03 had four separate instances of scavenging between day 12 and day 39. After day 
39 no carcass remains were located. PU04 was also scavenged twice between day 10 
and day 45. The first incidence of scavenging on PU04 resulted in nearly 100% of the 
carcass being scattered and disarticulated resulting in a loss of 80% of the carcass.  
PU05 had four instances of scavenging starting on day 38. There was a minimal (2.5% 
of joints) amount of disarticulation after the first scavenging incident but with at least 
81.9% of the carcass disarticulated and 59.03% missing by day 44 after the second 
incident of scavenging.  
PU06 had four instances of scavenging at day 12 (1.2%), day 38 (100%), day 44 (67.5%) 
and day 58 (31.3%). During the second instance, the carcass was dragged and 
scattered from its original location with approximately 25.3% of the carcass 
disarticulated and 9.6% completely missing. The third incidence of scavenging caused 
the carcass to be 56.9% disarticulated and 60.2% missing. The final incidence of 
scavenging on day 49 resulted in the remainder of the carcass to disarticulate and 
unable to be located (100% disarticulation, 100% missing).   
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PU07 had six incidents of scavenging. The first on day 5 where 1.2% of the carcass was 
affected. The second and third incidents on day 23 and day 38 where the majority of 
the carcass was disarticulated (88.6%), scattered (100%) and missing (92.8%). The 
fourth and fifth incidents facilitated other missing body or skeletal elements while the 
sixth scavenging incident on day 178 caused the last of the remaining skeletal material 
to disappear.  
PU08 had six incidents of scavenging. The most intense incidents, which caused 
disarticulation and missing body or skeletal elements, occurred on day 38 (58.2% 
disarticulated and 100% scattered) and day 44 (82.3% disarticulated and 74% missing). 
Further scavenging incidents facilitated more missing parts, in particular on day 58 
where 81.3% of the skeletal elements were missing and day 86 when 96% had 
disappeared. By day 178, all of PU08 had been 100% disarticulated, scattered and all 
skeletal remains disappeared. 
PU09 was scavenged three times, on day 23 when the carcass was scattered, day 38 
when at least 78.5% of the carcass was disarticulated and 74.7% missing and the final 
time on day 58 when the remainder of the carcass was unable to be located. PU10 was 
scavenged intensively on day 44 which caused the majority of it to be disarticulated 
(84.8%) and scattered (100%). The body or skeletal elements were then gradually 
scavenged until day 142 when 89.1% of the carcass was missing. By day 418 the 
remaining skeletal elements could not be located.  
PU11 had a gradual disarticulation and missing body or skeletal elements. By day 72, 
45.2% of the carcass was missing, with 64.5% of the carcass disarticulated. PU11 
remained the same until day 178 when scavenging occurred on the remaining 
elements. There was intensive scavenging for PU12 over the first 50 days followed by 
scattering, with 48.1% of the joints disarticulated and 43.4% of the carcass recorded as 
missing. By day 418 none of PU12 could be located again.  
Uncaged kangaroos 
Appendix 5 outlines the amount and intensity of vertebrate scavenging occurring over 
the recording period for each uncaged kangaroo, and the subsequent disarticulation 
and missing skeletal elements due to scavenging. KU01 had six incidents of scavenging. 
The second (day 12) and third (day 38) incidents occurred during a period of 
Estimating the PMI of skeletal remains 
Page 108 
invertebrate activity and caused minimal disarticulation (3%) but scattered 59% of the 
carcass from its grid square. On day 65 scavengers disarticulated 95.9% of the carcass 
resulting in a loss of 95.2% of the skeletal elements.  
KU02 was scavenged several times in the first week following carcass placement (day 
12, 14 and 16) resulting in the removal of soft tissue. The first disarticulation by 
scavenging occurred on day 38 (3%). Further scavenging on day 58 resulted in the loss 
of one bone (0.9% of the overall carcass). By day 107 100% of KU02 was disarticulated 
and scattered while 97.1% of the carcass was missing.  
KU03 was scavenged on day 10 (0.9%), with intense scavenging occurring from day 14 
to day 19. By day 19, 100% of the carcass was disarticulated and missing. KU04 was 
scavenged intensively from day 12 to day 23. By day 23, 7.1% of the carcass had been 
disarticulated, 100% was scattered, and 2.8% of the carcass was missing. Scavenging 
occurred frequently (day 38, day 44, day 58 and day 72) until the carcass was 100% 
disarticulated and missing.  
There was frequent scavenging on KU05 from day 12 to day 23, and the carcass was 
disarticulated (6.1%), with 3.8% of it was missing. Further scavenging from day 44 to 
day 72 caused the carcass to disarticulate further (77.5%) and elements to go missing 
(83.8%). By day 367 (collection day for this carcass), 91.8% of the carcass had 
disarticulated, and 97.1% was missing. KU06 was scavenged intensely between day 12 
to day 19 with 59.18% of the carcass disarticulated and 56.7% missing. Further 
scavenging occurred between day 38 and day 44, with 60.9% of the carcass missing 
and 63.3% disarticulated. There was no further scavenging until day 247 to day 249 
when the remainder of the carcass was disarticulated and missing completely.  
KU07 was scavenged slightly between day 3 and day 16 with no disarticulation, missing 
body or skeletal elements or scattering occurring. Occasional scavenging starting on 
day 72 gradually caused the carcass to be scattered and disarticulated. By the 
collection day (day 419) for KU07 the entire carcass had been disarticulated, scattered 
and there were no remaining skeletal elements.  
KU08 experienced frequent scavenging from day 3 to day 23 with most of its soft 
tissue lost during this period, but there was no disarticulation, missing body/skeletal 
4   Environmental conditions, scavenging and disarticulation 
Page 109 
elements or scattering. The first scattering of KU08 by scavengers was on day 198 
(100% scattered) and the first disarticulation or missing elements recorded on day 241 
(17.3% disarticulated, 25.7% missing). By day 360 the majority of KU08 was missing 
(92.4%) and it was 100% disarticulated. By day 481, 100% of KU08 was missing.  
There was frequent scavenging on KU09, but to a small degree (no more than 29.5% of 
the carcass being affected at any one time) from day 3 to day 19. By day 38, 2% of the 
carcass had been disarticulated. By day 58, 3% of KU09 had been disarticulated and 
one bone (0.9%) scattered and missing. By day 241, 100% of KU09 was scattered, 
disarticulated and missing.  
KU10 was scavenged intensively from day 3 to day 7. On day 3 the carcass was 
scattered 100%, disarticulated 12.2% and missing 9.5%. On day 5, 20% of the carcass 
was missing and by day 7, 100% of the carcass was disarticulated and missing 
completely. 
KU11 was scavenged frequently between day 3 and day 16. On day 5 the carcass was 
100% scattered from its original position. On day 9, 27.5% of KU11 was disarticulated, 
with 24.8% missing. On day 13, 33.7% of KU11 was disarticulated and 28.6% missing. 
On day 58 84.7% of the carcass was disarticulated, and 77.1% was missing. By day 122, 
100% of KU11 was disarticulated and missing.  
KU12 was scavenged gradually over the first 120 days causing a gradual increase in 
disarticulation of joints, scattering of the body and skeletal elements, and missing 
skeletal or body elements. By day 418, 100% of KU12 was disarticulated, scattered and 
missing.  
There were four kangaroo carcasses which had scavenging occurring during the 
periods of invertebrate activity. KU07 had invertebrate activity over the period of day 7 
to day 27, and there were two incidents of scavenging in this period on day 9 and day 
17. KU08 had a high amount of scavenging between day 3 to day 23 during which 
invertebrate activity was occurring from day 5 to day 29. KU09 had two periods of 
invertebrate activity: the first from day 5 to day 27 and the second from day 37 to day 
41, in which there were instances of scavenging during both. KU01 had three periods 
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of invertebrate activity. During the second period (day 37 to day 47) there were two 
instances of scavenging on day 38 and day 44.  
The four carcasses which did not have any invertebrate activity (KU04, KU06, KU10, 
and KU11) were also the carcasses with intense scavenging from day 1 or day 2 lasting 
from day 7 to day 15. For KU06, KU10 and KU11 much of the carcasses were 
disarticulated and missing during this period. In the case of KU04, the majority of soft 
tissue was scavenged during this fifteen day period.  
Appendix 3 and 5 demonstrate that incidences of scavenging activity on the uncaged 
carcasses of the pigs and kangaroos is reasonably uncommon at the same time intense 
invertebrate activity was occurring. Scavenging activity on the uncaged carcasses, with 
a few exceptions, also saw an increase of joint disarticulation and missing skeletal or 
body elements due to vertebrate animal interference. The average day of onset of 
scavenging for the uncaged pig carcasses was 16.5 days while for the uncaged 
kangaroo carcasses it was 7.6 days. Overall, the average onset of scavenging was 12 
days for all uncaged carcasses. 
Missing skeletal elements 
There was variability in the rate and intensity of skeletal material going missing due to 
taphonomic processes (such as scavengers), as shown when 100% of the skeletal 
material was unable to be located again from a particular carcass. The majority of the 
uncaged pig carcasses were completely missing within two months (by day 58) of 
placement at the site. Another three uncaged pig carcasses were 100% missing by 
seven months (by day 197) while two carcasses were not recorded as completely 
missing until 14 months after placement (by day 417).  
PU01, PU02, and PU03 were all fully missing by day 23 (PU01 and PU02) and day 26 
(PU03). All of PU04 was missing by day 44 while PU06 and PU09 were both 100% 
missing by day 58 and day 56. PU05 was completely missing by day 72. There was then 
a lull in skeletal material going missing, until day 179, when PU07 and PU08 were 
recorded as 100% missing. PU11 was 100% missing by day 197 while PU10 and PU12 
had the longest rate and were both 100% missing by day 417 and day 414.  
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Compared to the uncaged pig carcasses, there were some uncaged kangaroo carcasses 
which still had skeletal material present at their time of collection. KU01 had 95% of its 
skeletal material missing while KU02 had 97% missing, both by day 100. KU05 had 97% 
of its skeletal material missing by day 367. KU07 only had 1% of its skeletal material 
missing which occurred on day 86. KU03 was completely missing by day 19 while KU04 
was missing by day 72. KU06 and KU09 were both 100% missing by day 249 and day 
242. KU10 had the quickest rate, being 100% missing by day 7, while KU08 took till day 
481, KU11 by day 121 and KU12 by day 419.  
Disarticulation 
The two methods used to examine the order of disarticulation were determining the 
rank order of disarticulation for each uncaged carcass and comparing the rank orders 
using Spearman’s Rank order correlation.  
Uncaged pigs 
Table 4-5 presents the ranking for each joint assessed for disarticulation for the 
uncaged pigs. The joints which disarticulated first are ranked 1; joints which 
disarticulated second are ranked 2, and so on until all joints were ranked. The methods 
chapter outlines the ranking for joint disarticulation.  
Table 4-5 shows general trends in the order of disarticulation. Most often joints 
associated with the cranium and mandibles disarticulated early, as did joints 
associated with the forelimbs (humerus-ulna/fibula; ulna/fibula-metacarpals). The hind 
limbs, thoracic and lumbar vertebrae and the os coxae region tended to disarticulate 
later for the uncaged pigs. Table 4-5 also reveals the number of scavenging incidents it 
took for each uncaged pig carcass to disarticulate (evidenced by the higher number of 
rank orders). All of the pigs, except PU11 and PU12, disarticulated over less incidents. 
PU11 took the longest while PU12 only slightly longer than the majority of other 
uncaged pig carcasses. 
Spearman’s Rank Correlation (rs) was applied to the ranks of disarticulation of each 
carcass outlined in Table 4-5. Table 4-6 shows the results of Spearman’s Rank 
Correlation (rs) for each uncaged pig carcass and the relevant p-value for each.  
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The results of rs in Table 4-6 demonstrates that the majority of the correlations are low 
with no statistical significance. As PU03 was completely disarticulated on a single day, 
it was unable to be ranked. Those with significant correlations are summarised below.  
PU01 and PU09 have a high positive correlation (rs = 0.598, p = 0.000). PU02 had high 
positive correlations with PU08 (rs = 0.473, p = 0.005), PU09 (rs = 0.609, p = 0.000), 
PU10 (rs = 0.610, p = 0.000), PU11 (rs = 0.607, p = 0.000) and PU12 (rs = 0.664,  
p = 0.000). PU04 had a high negative correlation with PU06 (rs = -0.479, p = 0.005), and 
high positive correlations with PU09 (rs = 0.461, p = 0.007) and PU10 (rs = 0.488,  
p = 0.004).  
PU06 also had a high negative correlation with PU10 (rs = -0.526, p = 0.002). PU08 had 
high positive correlations with PU09 (rs = 0.566, p = 0.001), PU11 (rs = 0.607, p = 0.000) 
and PU12 (rs = 0.500, p = 0.003). PU09 also had high positive correlations with PU10  
(rs = 0.838, p = 0.000) and PU11 (rs = 0.584, p = 0.000). PU10 had a high positive 
correlation with PU11 (rs = 0.569, p = 0.001) and PU12 had a high positive correlation 
with PU11 (rs = 0.796, p = 0.000).  
The Spearman’s correlations closest to 1 indicates more similarity in the order of joint 
disarticulation, while correlations closest to -1 indicates the least amount of similarity 
(Drennan 1996). Of particular interest is the high positive rs values between PU02, 
PU08, PU09, PU10 and PU12 which indicates the disarticulation sequence of these 
carcasses followed a similar progression.   
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Table 4-5: Ranks of disarticulation for uncaged pig carcasses 
Disarticulation (joints measured) PU01 PU02 PU03 PU04 PU05 PU06 PU07 PU08 PU09 PU10 PU11 PU12
a. Cranium-right mandible 3 1 1 1 2 3 2 1 1 1 1 1
b. Cranium-left mandible 3 1 1 1 2 3 2 1 1 1 1 1
c. Right mandible-left mandible 3 1 1 1 2 3 2 2 1 1 1 1
d. Cranium-cervical vertebrae 3 1 1 1 2 2 2 1 1 2 1 1
e. Cervical vertebrae to cervical vertebrae 3 2 1 1 3 3 2 3 1 2 4 4
f. Cervical vertebrae to thoracic vertebrae 3 2 1 1 3 3 2 1 1 2 3 4
g. Thoracic vertebrae to thoracic vertebrae 3 2 1 1 3 3 3 3 1 3 8 4
h. Thoracic vertebrae - lumbar vertebrae 3 2 1 1 2 3 1 1 1 2 8 4
i. Lumbar vertebrae - lumbar vertebrae 3 2 1 1 2 3 2 2 2 2 8 4
j. lumbar vertebrae - sacral vertebrae 3 2 1 1 2 3 2 3 2 2 8 4
k. Sacral vertebrae - caudal vertebrae 1 2 1 1 2 3 2 3 1 2 8 4
l. Thoracic vertebrae - right ribs 3 2 1 1 3 3 3 2 1 2 3 4
m. Thoracic vertebrae - left ribs 3 2 1 1 3 3 2 2 1 2 3 4
n. Right scapula - right humerus 2 1 1 1 2 3 2 1 1 2 3 1
o. Left scapula - left humerus 2 1 1 1 2 1 2 1 1 2 3 2
p. Right humerus - left ulna/radius 2 1 1 1 2 3 2 1 1 2 5 2
q. Left humerus - left ulna/radius 2 1 1 1 2 3 2 1 1 2 3 2
r. Right ulna - right radius 2 1 1 1 2 3 2 1 1 2 5 2
s. Left ulna - left radius 2 1 1 1 2 3 2 1 1 2 3 2
t. Right ulna/radius - right carpals/metacarpals 2 1 1 1 2 3 2 1 1 2 5 2
u. Left ulna/radius - left carpals/metacarpals 2 1 1 1 2 3 2 1 1 2 3 2
v. Sacral vertebrae - right os coxae 3 2 1 1 2 3 2 3 2 3 8 4
w. Sacral vertebrae - left os coxae 3 2 1 1 2 3 2 3 2 3 8 4
x. Right os coxae - left os coxae 3 2 1 1 2 3 2 3 2 3 8 4
y. Right os coxae - right femur 3 2 1 1 2 1 2 1 2 3 8 3
z. Left os coxae - left femur 3 2 1 2 2 1 1 1 2 3 2 2
aa. Right femur - Right tibia/fibula 3 2 1 1 2 1 2 1 2 3 5 3
ab. Left femur - left tibia/fibula 3 2 1 2 2 1 2 1 2 3 8 2
ac. Right tibia - right fibula 3 2 1 1 2 1 2 3 2 3 8 3
ad. Left ribia - left fibula 3 2 1 2 2 1 2 3 2 3 6 2
ae. Right tibia/fibula - right tarsals/metatarsals 3 2 1 1 2 1 2 3 2 3 8 3
af. Left tibia/fibula - left tarsals/metatarsals 3 2 1 2 2 1 2 3 2 3 5 2
ag. Caudal vertebrae - caudal vertebrae 1 2 1 1 2 3 2 3 1 2 8 4  
Table 4-6: Spearman’s correlation for uncaged pig carcasses ranks of disarticulation 
PU01 PU02 PU03 PU04 PU05 PU06 PU07 PU08 PU09 PU10 PU11
PU02 0.374
PU03  -  - 
PU04 0.275 0.281  - 
PU05 0.000 0.000  - 0.000
PU06 -0.193 -0.391  - -0.479 0.257
PU07 -0.235 -0.239  - -0.206 0.428 0.188
PU08 0.211 0.473  - 0.127 0.000 0.045 0.236
PU09 0.598 0.609  - 0.461 0.000 -0.393 0.039 0.566
PU10 0.355 0.610  - 0.488 0.000 -0.526 -0.038 0.413 0.838
PU11 0.114 0.607  - 0.025 -0.141 -0.068 -0.040 0.607 0.584 0.569
PU12 0.200 0.664  - -0.164 0.000 0.114 -0.221 0.500 0.408 0.397 0.796
Spearman's correlation
 
PU01 PU02 PU03 PU04 PU05 PU06 PU07 PU08 PU09 PU10 PU11
PU02 0.032
PU03  -  - 
PU04 0.121 0.114  - 
PU05 1.000 1.000  - 1.000
PU06 0.281 0.024  - 0.005 0.148
PU07 0.189 0.180  - 0.251 0.013 0.295
PU08 0.239 0.005  - 0.482 1.000 0.804 0.187
PU09 0.000 0.000  - 0.007 1.000 0.024 0.828 0.001
PU10 0.043 0.000  - 0.004 1.000 0.002 0.835 0.017 0.000
PU11 0.526 0.000  - 0.889 0.435 0.707 0.824 0.000 0.000 0.001
PU12 0.265 0.000  - 0.362 1.000 0.527 0.216 0.003 0.019 0.022 0.000
Spearman's p-value
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Uncaged kangaroos 
Table 4-7 outlines the ranking for each joint assessed for disarticulation for the 
uncaged kangaroos. As with the pigs, the joints associated with the cranium, 
mandibles and forelimbs tended to disarticulate earlier, followed by the cervical and 
thoracic vertebrae as well as the ribs. The hind limbs and rump area tended to 
disarticulate later in the sequence. There was greater variability in the rank order of 
the uncaged kangaroos than there was with the uncaged pigs. The higher rank orders 
produced by the uncaged kangaroo carcasses demonstrate that for most of the 
carcasses, it took longer for full disarticulation. 
Table 4-8 outlines the results of applying Spearman’s Rank Correlation to the rank 
orders for the uncaged kangaroos. As with the uncaged pigs, the majority of 
correlations between the rankings of the uncaged kangaroo carcasses were low with 
limited significance.  The following paragraphs outline the significant correlations.  
KU02 and KU04 produced a high positive correlation (rs = 0.538, p = 0.001). KU03 had a 
high negative correlation with KU05 (rs = -0.588, p = 0.000) and a high positive 
correlation with KU07 (rs = 0.447, p = 0.009). KU04 had high positive correlations with 
KU05 (rs = 0.548, p = 0.001), KU08 (rs = 0.674, p = 0.000), KU10 (rs = 0.496, p = 0.003) 
and KU12 (rs = 0.525, p = 0.002). KU05 also had a high positive correlation with KU12 
(rs = 0.505, p = 0.000). 
KU06 had high positive correlations with KU10 (rs = 0.807, p = 0.000) and KU12  
(rs = 0.472, p = 0.006). KU07 had high negative correlations with KU10 (rs = -0.451,  
p = 0.008) and KU11 (rs = -0.567, p = 0.001). KU08 had high positive correlations with 
KU10 (rs = 0.624, p = 0.000) and KU12 (rs = 0.592, p = 0.000). KU10 also had a high 
positive correlation with KU12 (rs = 0.777, p = 0.000). 
As with the Spearman’s correlations of the uncaged pigs, there is a group of uncaged 
kangaroos which have a similar disarticulation sequence. KU02, KU04, KU05, KU08, 
KU10 and KU12 all had the cranium joints disarticulating early in the sequence 
followed by joints of the shoulders and forelimbs. The joints in the rump area, 
vertebrae, ribs and back limbs all disarticulated later.  
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Table 4-7: Ranks of disarticulation for uncaged kangaroo carcasses 
Disarticulation (joints measured) KU01 KU02 KU03 KU04 KU05 KU06 KU07 KU08 KU09 KU10 KU11 KU12
a. Cranium-right mandible 3 1 2 2 3 1 3 1 1 1 3 1
b. Cranium-left mandible 3 1 2 2 3 1 3 1 1 1 3 1
c. Right mandible-left mandible 3 2 2 2 3 1 3 1 5 1 3 1
d. Cranium-cervical vertebrae 1 1 2 1 1 1 3 1 2 1 3 1
e. Cervical vertebrae to cervical vertebrae 3 4 2 4 3 1 3 1 5 1 3 10
f. Cervical vertebrae to thoracic vertebrae 3 4 2 4 4 1 3 1 5 1 2 3
g. Thoracic vertebrae to thoracic vertebrae 3 4 2 4 4 5 3 2 5 3 3 10
h. Thoracic vertebrae - lumbar vertebrae 3 4 2 4 4 3 3 2 5 3 1 10
i. Lumbar vertebrae - lumbar vertebrae 5 4 2 4 4 3 3 2 5 3 5 10
j. lumbar vertebrae - sacral vertebrae 3 3 2 4 4 6 3 2 5 3 5 10
k. Sacral vertebrae - caudal vertebrae 3 3 2 4 4 4 1 2 3 3 1 6
l. Thoracic vertebrae - right ribs 3 4 2 4 4 5 3 2 5 3 3 8
m. Thoracic vertebrae - left ribs 3 4 2 4 4 5 3 2 5 3 3 8
n. Right scapula - right humerus 2 2 2 4 3 1 3 2 5 2 2 2
o. Left scapula - left humerus 3 2 2 2 3 4 3 2 5 3 1 6
p. Right humerus - left ulna/radius 3 4 2 4 4 1 3 2 5 2 2 4
q. Left humerus - left ulna/radius 3 4 2 4 4 4 3 2 5 3 1 6
r. Right ulna - right radius 3 4 2 4 4 1 3 2 5 2 2 6
s. Left ulna - left radius 3 4 2 4 4 4 3 2 5 3 1 6
t. Right ulna/radius - right carpals/metacarpals 3 4 2 4 4 1 3 2 3 2 2 6
u. Left ulna/radius - left carpals/metacarpals 3 4 2 4 4 4 3 2 5 3 1 6
v. Sacral vertebrae - right os coxae 3 3 2 4 4 3 1 2 5 3 5 10
w. Sacral vertebrae - left os coxae 3 3 2 4 4 3 1 2 5 3 5 10
x. Right os coxae - left os coxae 3 3 2 4 4 3 1 2 5 3 5 5
y. Right os coxae - right femur 3 4 1 4 5 3 1 2 5 3 5 10
z. Left os coxae - left femur 3 3 2 2 3 3 1 2 4 3 5 5
aa. Right femur - Right tibia/fibula 3 4 2 4 3 3 1 2 5 3 5 10
ab. Left femur - left tibia/fibula 3 4 1 4 5 3 2 2 4 3 5 10
ac. Right tibia - right fibula 3 4 2 4 3 3 3 2 5 3 5 10
ad. Left ribia - left fibula 3 4 1 4 5 3 2 2 4 3 5 10
ae. Right tibia/fibula - right tarsals/metatarsals 3 4 2 4 3 3 3 2 5 3 5 10
af. Left tibia/fibula - left tarsals/metatarsals 3 4 1 4 5 3 2 2 4 3 5 10
ag. Caudal vertebrae - caudal vertebrae 3 4 2 4 6 3 3 2 5 3 1 10
 
Table 4-8: Spearman’s correlation for uncaged kangaroo carcasses ranks of 
disarticulation 
KU01 KU02 KU03 KU04 KU05 KU06 KU07 KU08 KU09 KU10 KU11
KU02 0.412
KU03 -0.094 -0.289
KU04 0.215 0.538 -0.208
KU05 0.354 0.435 -0.588 0.548
KU06 0.309 0.202 -0.123 0.319 0.214
KU07 -0.165 0.067 0.447 -0.205 -0.324 -0.287
KU08 0.162 0.263 -0.210 0.674 0.436 0.376 -0.368
KU09 0.157 0.296 0.246 0.441 -0.062 0.187 0.128 0.338
KU10 0.347 0.296 -0.257 0.496 0.418 0.807 -0.451 0.624 0.228
KU11 0.081 -0.100 -0.426 0.090 0.006 0.012 -0.567 0.143 -0.017 0.253
KU12 0.369 0.417 -0.406 0.525 0.578 0.472 -0.389 0.592 0.166 0.777 0.381
Spearman's correlation
 
KU01 KU02 KU03 KU04 KU05 KU06 KU07 KU08 KU09 KU10 KU11
KU02 0.017
KU03 0.602 0.102
KU04 0.230 0.001 0.245
KU05 0.043 0.012 0.000 0.001
KU06 0.080 0.258 0.494 0.071 0.233
KU07 0.358 0.710 0.009 0.251 0.066 0.106
KU08 0.369 0.139 0.241 0.000 0.011 0.031 0.035
KU09 0.382 0.095 0.167 0.010 0.733 0.298 0.479 0.054
KU10 0.048 0.094 0.148 0.003 0.016 0.000 0.008 0.000 0.202
KU11 0.656 0.580 0.014 0.618 0.974 0.949 0.001 0.428 0.925 0.156
KU12 0.035 0.016 0.019 0.002 0.000 0.006 0.025 0.000 0.357 0.000 0.029
Spearman's p-value
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Comparisons between uncaged pigs and kangaroos 
Spearman’s Rank order correlation was also conducted between the pigs and 
kangaroos as shown in Table 4-9. There are several significant correlations between 
the uncaged pigs and the uncaged kangaroos. 
PU01 and KU11 have a high positive correlation (rs = 0.776, p = 0.000). PU02 has a high 
negative correlation with KU07 (rs = -0.492, p = 0.004), and high positive correlations 
with KU10 (rs = 0.508, p = 0.003), KU11 (rs = 0.509, p = 0.002) and KU12 (rs = 0.551, 
p = 0.001). KU04 has high negative correlations with KU03 (rs = -0.716, p = 0.000) and 
KU07 (rs = -0.447, p = 0.009). PU06 has a positive correlation with KU03 (rs = 0.479, 
p = 0.005). PU08 has high positive correlations with KU11 (rs = 0.443, p = 0.010) and 
KU12 (rs = 0.512, p = 0.002). 
PU09 has high negative correlations with KU03 (rs = -0.461, p = 0.007) and KU07  
(rs = -0.662, p = 0.000). PU09 also has high positive correlations with KU08 (rs = 0.456, 
p = 0.008), KU10 (rs = 0.559, p = 0.001), KU11 (rs = 0.880, p = 0.000) and KU12  
(rs = 0.672, p = 0.000). PU10 has high negative correlations with KU03 (rs = -0.488, 
p = 0.004) and KU07 (rs = -0.728, p = 0.000). PU10 has high positive correlations with 
KU08 (rs = 0.549, p = 0.001), KU10 (rs = 0.617, p = 0.000), KU11 (rs = 0.685, p = 0.000) 
and KU12 (rs = 0.659, p = 0.000). PU11 has high positive correlations with KU04  
(rs = 0.629, p = 0.000), KU05 (rs = 0.517, p = 0.002), KU08 (rs = 0.477, p = 0.005), KU10 
(rs = 0.677, p = 0.000) and KU12 (rs = 0.677, p = 0.000). PU12 has high positive 
correlations with KU04 (rs = 0.454, p = 0.008), KU06 (rs = 0.454, p = 0.008), KU10  
(rs = 0.595, p = 0.000) and KU12 (rs = 0.600, p = 0.000). 
The high positive Spearman’s correlations between PU02, PU09, PU10, PU11, PU12, 
KU04, KU05, KU10, KU11 and KU12 demonstrate there is similarity between the 
disarticulation sequences of these carcasses. The majority of these carcasses also had 
high correlations within the individual groups (uncaged kangaroos and uncaged pigs). 
Due to this, it is possible to amalgamate the sequences into a general disarticulation 
sequence with the cranial, shoulder and forelimbs joints disarticulating early and the 
rump and back limbs disarticulating later in the sequence. The disarticulation of the 
vertebrate and rib joints gradually occurred throughout the disarticulation process. 
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Table 4-9: Spearman’s Correlation between disarticulation ranks of pigs and kangaroos 
KU01 KU02 KU03 KU04 KU05 KU06 KU07 KU08 KU09 KU10 KU11 KU12
PU01 0.040 -0.201 -0.275 -0.146 -0.228 -0.088 -0.298 -0.236 -0.010 0.002 0.776 0.138
PU02 0.336 0.317 -0.281 0.313 0.281 0.279 -0.492 0.160 0.139 0.508 0.509 0.551
PU03 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
PU04 0.094 0.139 -0.716 0.000 0.346 0.123 -0.447 0.210 -0.408 0.257 0.426 0.249
PU05 0.000 0.000 0.000 0.000 0.244 -0.355 0.000 0.000 0.000 -0.295 -0.081 0.000
PU06 -0.034 -0.279 0.479 -0.057 0.040 -0.247 0.246 -0.213 0.022 -0.352 -0.408 -0.246
PU07 -0.080 -0.076 -0.117 0.059 0.232 -0.245 0.041 0.067 -0.020 -0.219 0.023 0.058
PU08 0.189 -0.118 -0.127 0.201 0.282 0.274 -0.355 0.167 -0.038 0.413 0.443 0.512
PU09 0.205 0.026 -0.461 0.313 0.263 0.261 -0.662 0.456 0.088 0.559 0.880 0.672
PU10 0.121 0.315 -0.488 0.414 0.309 0.344 -0.728 0.549 0.141 0.617 0.685 0.659
PU11 0.286 0.277 -0.242 0.629 0.517 0.423 -0.396 0.477 0.192 0.677 0.335 0.794
PU12 0.379 0.227 0.077 0.454 0.295 0.454 -0.332 0.184 0.304 0.595 0.209 0.600
KU01 KU02 KU03 KU04 KU05 KU06 KU07 KU08 KU09 KU10 KU11 KU12
PU01 0.825 0.261 0.121 0.416 0.202 0.625 0.092 0.186 0.955 0.991 0.000 0.443
PU02 0.056 0.072 0.114 0.076 0.113 0.116 0.004 0.373 0.442 0.003 0.002 0.001
PU03 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
PU04 0.602 0.440 0.000 01.000 0.048 0.494 0.009 0.241 0.018 0.148 0.014 0.163
PU05 1.000 1.000 1.000 1.000 0.172 0.043 1.000 1.000 1.000 0.096 0.656 1.000
PU06 0.851 0.116 0.005 0.753 0.825 0.166 0.167 0.234 0.905 0.044 0.018 0.167
PU07 0.657 0.675 0.515 0.744 0.193 0.169 0.820 0.711 0.910 0.221 0.899 0.750
PU08 0.292 0.512 0.482 0.263 0.112 0.123 0.043 0.353 0.835 0.017 0.010 0.002
PU09 0.253 0.886 0.007 0.076 0.139 0.142 0.000 0.008 0.625 0.001 0.000 0.000
PU10 0.501 0.075 0.004 0.017 0.080 0.050 0.000 0.001 0.434 0.000 0.000 0.000
PU11 0.106 0.119 0.174 0.000 0.002 0.014 0.023 0.005 0.285 0.000 0.057 0.000
PU12 0.030 0.203 0.671 0.008 0.096 0.008 0.059 0.307 0.085 0.000 0.244 0.000
Spearman's correlation
Spearman's p-value
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Results summary 
The environmental conditions at the fieldwork site were shown to be similar, but 
higher to the BOM data from around the Canberra region for temperature and 
humidity. There was little difference between temperature and humidity data from 
each carcass location. Furthermore, there was negligible difference between the pH of 
the soil where the carcasses were placed before and after placement.  
The effect of invertebrates on the pigs and kangaroos occurred at similar times during 
the recording period, though the intensity and amount of invertebrate activity varied 
between the two species. The vertebrate scavenging activity on the uncaged pig and 
kangaroo carcasses was uncommon if intense invertebrate activity was already 
present.  
The scavenging of the uncaged carcasses nearly always saw an increase of joint 
disarticulation and missing skeletal or body elements. On average, the onset of 
scavenging was 12 days for all uncaged carcasses. The majority of the uncaged pig 
carcasses were completely missing within two months (by day 58) of placement at the 
site, while in general the majority of uncaged kangaroo carcasses took longer to 
completely disappear. 
The results of the spearman’s rank order analysis demonstrate there is a general 
disarticulation sequence followed by many of the uncaged and scavenged carcasses. 
The cranial, shoulder and forelimbs joints disarticulated early and the rump and back 
limbs disarticulated later in the sequence. The disarticulation of the vertebrate and rib 
joints gradually occurred throughout the disarticulation process.  
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Discussion 
As scavengers are an important taphonomic agent, the discussion will concentrate on 
four different areas of research. These areas of research are the impact of 
invertebrates and seasonality; the effect scavengers have on a carcass or body, 
especially the survivorship rates of scavenged carcasses, bodies and related skeletal 
materials; the effect scavengers have on disarticulation; and how scavenging relates to 
estimation of the PMI.  
Impact of invertebrates and seasonality 
Many studies focusing on soft tissue decomposition indicate that environmental 
temperature is one of the important factors of whether invertebrates (such as 
maggots) will colonise a carcass or body (Bass 1997; Hayman and Oxenham 2016; 
Mann et al. 1990; Vass et al. 1992). This research is not focused on soft tissue 
decomposition or invertebrates. However, it is important to note that invertebrates do 
affect the vertebrate scavengers utilising a carcass as well as decomposing the soft 
tissue and connective tissue which articulates joints. The results of this research 
indicate that increases in temperature correlate with a rise of invertebrate activity 
affecting the carcasses (see Figure 4.19). When the average daily temperature began 
to increase steadily around day 90, there was an increase in the invertebrate activity 
being consistent over time. So while the overall proportion of carcasses affected may 
not have increased exponentially, the length of time the invertebrates were affecting 
the carcasses did.  
The differences in invertebrate activity between the caged and uncaged carcasses are 
due to the vertebrate scavengers which utilised the uncaged carcasses soon after 
initial placement at the fieldwork site. For the uncaged pigs (see Figure 4-9 and 
Appendix 1) small amounts of invertebrate activity occurred mostly within the second 
week after the carcasses were placed at the fieldwork site. This delay is most likely due 
to the lower temperatures during May 2011. After the initial invertebrate activity, 
which was minimal and mostly centred around orifices of the head, the vertebrate 
scavengers began to utilise the carcasses. After this point, invertebrate activity became 
negligible or non-existent for the uncaged pig carcasses. This same pattern occurred 
with the majority of the uncaged kangaroos (see Figure 4-11 and Appendix 3).  
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The interplay between invertebrates and scavengers is a complex relationship. Such 
cooperative relationships have been noted previously in the literature (Morton and 
Lord 2006), as well as during a pilot study conducted in the same location as this 
research (Cameron 2008; Cameron and Oxenham 2012). The research conducted by 
DeVault et al. (2004) indicates there is a complex relationship between invertebrates 
and scavengers concerning the utilisation of carrion. There is still little understanding 
of this relationship. However, it appears that microbes, such as bacteria, fungi, 
protozoa, and viruses, will compete for carrion by producing toxins which in high levels 
repel vertebrate scavengers, but at low levels will attract vertebrate scavengers. This 
suggests that there is also a complex relationship between the microbes and the 
decomposers (invertebrates such as maggots). So far, it appears that the microbes 
attract vertebrate scavengers with low-level toxins, so the vertebrate scavengers can 
utilise areas of a carcass which were previously inaccessible to the microbes 
(DeVault et al. 2004).  
The cooperative relationship detailed during the pilot study (Cameron 2008: 57) was 
not seen during this research period. This result is likely due to the speed at which the 
vertebrate scavengers consumed the soft tissues, disarticulated the carcasses, and 
spread the bones. The difference between the rate and intensity of the vertebrate 
scavengers between the pilot study and this research is likely due to the different start 
dates for each study. The pilot study commenced in March 2008, with an average 
monthly temperature of between 10oC to 26oC, while this research began in May 2011, 
where the average monthly temperature was between 0.0oC and 15.8oC. As 
invertebrate colonisation is dictated partly by ambient air temperature (Campobasso 
et al. 2001), and air temperature, in turn, is affected by seasonal weather patterns, the 
seasonal effect of both scavengers and invertebrates is important to consider within a 
taphonomic context. 
This seasonal effect on vertebrate scavengers is well documented within Australia 
(Brown et al. 2006; O’Brien et al. 2007) and worldwide (DeVault et al. 2003; Morton 
and Lord 2006). Variables such as temperature, humidity, and rainfall have been 
shown to be key factors in the utilisation of carrion for both invertebrate and 
vertebrate scavengers (DeVault et al. 2003, 2004). Partly because the biological 
decomposition of soft tissue and the colonisation of invertebrates directly affects the 
4   Environmental conditions, scavenging and disarticulation 
Page 121 
scavenging by vertebrates. As biological decomposition occurs at a faster rate during 
warmer months, this directly influences the increase of invertebrate colonisation, both 
in time and intensity. During this research, the cooler temperatures at the beginning of 
the fieldwork contributed to the delay in invertebrate colonisation and activity on the 
carcasses. This, in turn, hindered the vertebrate scavengers as there were no olfactory 
cues present to indicate a new food source. Once the invertebrates initially colonised 
the uncaged carcasses, the scavengers then utilised them intensely.  
From the data collected at the fieldwork site, there was no correlation between 
humidity or rainfall, and invertebrate or scavenging activity on the uncaged carcasses. 
The primary variable identified which influenced invertebrates was the ambient air 
temperature. The correlation with an increase in the amount of carcasses affected was 
minimal (see Figure 4-13 and Figure 4-16). The main effect of ambient air temperature, 
was that invertebrate activity increased after a peak in temperature, which allowed 
the invertebrate activity to become consistent over longer periods of time as the air 
temperature increased (see Figure 4-19). Scavenging activity then increased, especially 
during the first two months, after a peak in the invertebrate activity. These results are 
similar to Fillios’ (2011) conclusion that ecological variables have an effect on the 
scavenging, but different to Brown et al.’s (2006) taphonomic scavenging model based 
on rainfall.  
As invertebrates and seasonality have an impact on scavenger behaviour and 
utilisation of carcasses, the scavengers themselves affect the skeletal remains. 
Scavengers will consume, disarticulate and transport carcasses, body parts or skeletal 
remains, affecting the survivorship and chance of locating body or skeletal material. 
Survivorship rates of scavenged skeletal remains 
As taphonomic agents, scavengers can affect a carcass or body in the period between 
death and burial and this is particularly the case for remains on the ground surface. 
Scavengers will utilise available food sources, disarticulate joints and transport skeletal 
or body elements away from their original positions. The survivorship rate of 
scavenged remains is an important consideration for both archaeological and forensic 
contexts, especially in terms of identifying the remains (Komar and Potter 2007).  
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Of the uncaged carcasses from this study, half of the uncaged pig carcasses completely 
disappeared within two months of placement at the fieldwork site.  The remainder of 
the uncaged pig carcasses gradually disappeared between two and fourteen months. 
The majority of the uncaged kangaroo carcasses also disappeared, except 5% of KU01, 
3% of KU02 and KU05 and 1% of KU07. Overall the majority of uncaged kangaroo 
carcasses disappeared by four months, and the final five carcasses by 17 months.  
These results can be compared to the pilot study, where for the four carcasses only 
11% to 33% of the skeletal material was missing at the end of the fieldwork period 
(three months). There are several reasons which could explain these differences. The 
most pertinent is that the pilot study was conducted over a three month period while 
this study had a maximum of 24 months. There was more time for the scavengers to 
disperse skeletal material and for the skeletal material to be recorded as ‘missing’. If 
the pilot study ran for a longer period, there would have been a higher incidence of 
missing skeletal remains. However, at least half of each uncaged sample group (pigs 
and kangaroos) were completely or nearly completely gone within the first four 
months of the fieldwork. 
For the uncaged pigs, there were three ‘waves’ of scavenging, during which skeletal 
material was recorded as missing. The first wave occurred during the first two months 
of the fieldwork, the second wave at the six to seven month period, and the third wave 
at 14 months. Since visibility at the site was relatively good year round, the most likely 
taphonomic process which acted upon the skeletal remains were the local scavengers. 
These waves of ‘missing’ skeletal remains tie in with recorded scavenger incidents and 
were likely influenced by seasonal pulses and the availability of other food sources 
(DeVault et al. 2004; Fillios 2011).   
As with the uncaged pigs, there were three ‘waves’ causing skeletal material from the 
uncaged kangaroos to disappear. The first wave occurred during the first week of the 
fieldwork, through to four months. The second wave took place in the eighth to ninth 
month period while the last wave occurred at 13 and 14 months. There was one single 
incidence of further skeletal remains disappearing at 17 months (KU08).  
When comparing these results to Lotan’s (2000) research, there is a marked difference 
in the length of time for the carcasses to go completely missing. Lotan’s (2000) largest 
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sample of 16 calves only took an average of 20 days to disappear completely, while it 
took a minimum of 23 days for only two carcasses to completely disappear for this 
study. The difference between the results is due to the type of scavengers at the 
differing fieldwork locations. Lotan (2000) extrapolated that the most likely scavengers 
in his research area would be striped hyena, wild boar, golden jackals, feral dogs and 
red foxes. The only local vertebrate scavengers identified at this study’s fieldwork site 
were red foxes and Australian ravens (pers comm. Gordan Hughes 2012).   
Young et al.’s (2015) reported recovery rates for certain bones from deer baits and 
carcasses which had been scavenged by red foxes.  Of the five deer carcasses in Young 
et al.’s (2015) study, there was a range of recovery rates: deer four had 81.82%, deer 
one had 63.64%, deer two had 21.21%, deer five had 30.30%, and deer three had 
3.03% recovered. Deer three had the closest amount of recovered material to this 
study’s results. Interestingly, this deer was removed by a single fox and was fully 
scavenged and disarticulated within a 24 hour period. 
Also, of interest was the onset of scavenging in Young et al.’s (2015) study, where the 
start of scavenging took an average of 18 days when the average daily temperature at 
the time of the experiment ranged between 7oC to 13oC. This study had the uncaged 
pig carcasses begin to be scavenged within three days of placement, though the 
average it took for vertebrates to start scavenging was 16.5 days. For the uncaged 
kangaroo carcasses, the average days for onset of scavenging was 7.6. The average for 
the combined data is 12 days, which is significantly shorter than that reported in Young 
et al. (2015). During the initial period, the average daily temperatures were similar to 
both studies. This study also had a high maximum temperature during the first month 
after placement of the carcasses (average temperature: 5.85oC; average minimum 
temperature: -1.37oC; average maximum temperature: 18.14oC). These temperatures 
may have caused the vertebrate scavengers to notice the carcasses at a quicker rate 
than in Young et al.’s (2015) study.  
The differences between the results of this study and published results by Lotan (2000) 
and Young et al. (2015) indicate that environmental variables affect the onset of 
scavenging; the period of time scavenging occurs, and the amount of skeletal material 
remaining.  
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Scavenging and disarticulation sequences 
Studies have shown that scavenging and disarticulation sequences exist (Haglund et al. 
1989; Haglund 1997; Willey and Snyder 1989; Young et al. 2015). These sequences are 
in part affected by environmental variables, as well as the type of vertebrate 
scavenger.  
As illustrated in Appendices 1 to 4, only the uncaged carcasses experienced joint 
disarticulation during this study. The main taphonomic agent of joint disarticulation 
was identified as being red foxes (Vulpes vulpes), the primary vertebrate scavenger 
identified in the area. Though Australian ravens (Corvus coronoides) were also 
identified, they were only present at the uncaged carcasses prior to soft tissue 
decomposition and did not affect any movement or disarticulation of skeletal 
elements.   
The results of using Spearman’s rank analysis on the uncaged pigs and kangaroos 
determined that there was a general disarticulation sequence for the majority of the 
carcasses, with the cranial, shoulder and forelimb joints disarticulating early, and the 
rump and back limbs disarticulating later in the sequence. The disarticulation of the 
ribs and vertebrae occurred throughout the whole disarticulation process.  
The results of the pilot study (Cameron 2008; Cameron and Oxenham 2012) indicated 
that the ribs, cervical and thoracic vertebrae and the cranium and the mandibles 
disarticulated early, while the forelimbs, back limbs, rump and lumbar vertebrae 
disarticulated later. The most obvious difference between the results of the pilot study 
and this study is the timing of the disarticulation of the forelimbs, and the particular 
types of vertebrae.  
The differences between the pilot study and this study can be attributed to the starting 
dates for both studies.  This study began during May (cold, beginning of winter) while 
the pilot study began in March (end of summer, hot). As previously discussed, both 
invertebrate and vertebrae scavengers adapt their behaviour depending on the 
season.  
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Table 4-10 outlines the main published disarticulation and consumption sequences 
when comparing this study’s disarticulation and consumption sequence against other 
published disarticulation and consumption sequences; there are some similarities and 
differences.  
The published sequences outlined in Table 4-10 all follow a similar pattern with the 
disarticulation of the forelimbs occurring first. After this, the sequences differ from 
each other, though there are two exceptions. Haglund et al. (1989) and Willey and 
Snyder (1989) both stated that the back limbs disarticulated directly following the 
disarticulation of the forelimbs. Furthermore, the full disarticulation of the vertebrae 
column, in particular, the lumbar vertebrae, was listed as being the last joints to 
disarticulate in Haglund et al. (1989), Reed (2001), Toots (1965) and Willey and Snyder 
(1989). The exception to this was Hill (1979a) where the cervical vertebrae were the 
last, and the lumbar vertebrae the second last to disarticulate.  
The sequence observed during this study has similarities with the published sequences. 
There are striking similarities between this study’s sequence and those of Haglund et 
al. (1989), Reed (2001), Reeves (2009) and Toots (1965). These published sequences all 
have the forelimbs, cranium, and mandibles disarticulating earlier in the sequence, 
while back limbs, pelvis, and lumbar vertebrae disarticulate later. Wily and Snyder’s 
(1989) sequence is the most different, with disarticulation starting at the back limbs, as 
opposed to the forelimbs which is more similar to Young et al.’s (2015) sequence.  
Young et al. (2015) outlined a sequence of scavenging of deer carcasses by red foxes, 
where the hind limbs were first scavenged and/or removed, followed by the forelimbs, 
the thoracic cavity, and the cervical vertebrae and skull. This sequence is in stark 
contrast to the scavenging sequence determined during this study where the 
forelimbs, cranial, cervical and thoracic areas were scavenged earlier, while the hind 
limbs, rump, and lumbar elements were scavenged later.  
There are many potential causes of differences in disarticulation sequences. Some of 
the previous studies also used actualistic models involving animal carcasses (Willey and 
Snyder 1989; Young et al. 2015), while some were retrospective and based on case 
studies involving humans (Haglund et al. 1989; Haglund 1997). Part of the difference 
between sequences is caused by the differing joint morphology of the carcass used for  
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Table 4-10: Published sequences of disarticulation and/or consumption 
Author Methodology Focus  Disarticulation/consumption 
sequence or stages (includes 
standardised joint frequencies or 
rank order) 
Haglund et al. (1989)  
& Haglund (1997) 
Human case studies 
from the Seattle-King 
County areas of the 
USA 
The effect of carnivore 
scavenging on human 
remains, particularly 
dogs and coyotes 
0= 
 
1= 
 
 
 
 
 
2= 
 
3= 
 
 
4= 
removal of soft tissue with no 
disarticulation 
destruction of the ventral thorax, 
absence of the sternum, damage to 
distal ribs, evisceration and removal of 
one or both upper extremities, including 
scapulae and partial or complete 
removal of clavicles 
fully or partially separated and removed 
lower extremities 
nearly complete disarticulation with only 
segments of vertebral column 
articulated 
total disarticulation and scattering; with 
only cranium and assorted skeletal 
elements or fragments recovered 
Hill (1979a) Bone assemblages of 
modern Topi 
 from Lake Turkana in 
northern Kenya 
To show that there is a 
statistical  method for 
discovering the 
disarticulation 
sequence of a 
vertebrate skeleton 
through the relative 
numbers of different 
intact joints in an 
assemblage of bone 
1= 
2= 
3= 
4= 
5= 
6= 
7= 
8= 
 
9= 
 
10= 
11= 
12= 
13= 
14= 
15= 
16= 
 
17= 
 
18= 
19= 
 
20= 
21= 
 
body-forelimb including the scapula 
caudal vertebrae 
scapula-humerus 
mandible 
humerus-radius/ulna 
cranium, atlas 
carpals, metacarpals 
humerus, distal phalanges of forelimb, 
hind limb 
proximal and medial phalanges of 
forelimb separate 
radius, ulna, femur, tibia 
tarsals, metatarsals, phalanges 
femur-tibia 
cranium-atlas 
tarsals-metatarsals 
ribs 
thoracic vertebrae, lumbar vertebrae, 
innominate, sacrum  
innominate, thoracic  
vertebrae 
lumbar vertebrae, sacrum 
lumbar vertebrae-sacrum, thoracic 
vertebrae 
axis 
cervical vertebrae 
Reed (2001) Bone assemblages 
from Brookfield 
Conservation Park, 
South Australia 
To investigate the 
sequence of  
disarticulation for 
kangaroo  
skeletons in semi-arid 
Australia. 
1= 
2= 
3= 
4= 
5= 
6= 
7= 
8= 
9= 
10.5= 
12= 
13= 
14.5= 
 
16= 
17= 
18= 
19= 
20= 
21= 
22= 
23= 
24= 
25= 
26= 
27= 
28= 
29= 
30= 
forelimb-body 
cranium-mandible 
medial phalanx-distal phalanx (fore) 
ulna-radius 
carpus-metacarpus 
metacarpals-proximal  phalanx (fore) 
proximal phalanx-medial phalanx (fore) 
humerus-radius/ulna 
pelvis-femur 
scapula-humerus; radius/ulna-carpus 
thoracic-rib 
cranium-atlas 
tarsus-metatarsus; medial 
 phalanx-distal phalanx (hind)  
proximal phalanx-medial phalanx (hind) 
atlas-axis 
metatarsal proximal phalanx 
cervical-cervical 
axis-first cervical 
cervical-first thoracic 
caudal-caudal 
thoracic - first lumbar 
tibia-tarsus 
thoracic-thoracic 
femur-tibia 
sacrum-pelvis 
sacrum-first caudal 
lumbar-sacrum 
lumbar-lumbar 
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Table 4-10: Published sequences of disarticulation and/or consumption (continued) 
Author Methodology Focus  Disarticulation/consumption 
sequence or stages (includes 
standardised joint frequencies or 
rank order) 
Toots (1965) Bone assemblages 
from Wyoming, USA 
To present a sequence 
of disarticulation of 
dead mammals. 
1= 
 
2= 
 
3= 
 
 
 
 
4= 
 
5= 
 
 
 
 
skull and some limbs become 
disarticulated (possibly also the atlas) 
ribs become loosened and fall off at 
least from the upper side 
limbs start to disarticulate into 
progressively smaller segments until 
only isolated bones are left. sometime 
during this process the lower jaw 
becomes disconnected 
overlapping its late stages the vertebral 
column starts to disarticulate 
after this has continued for some time 
but before disarticulation of the 
vertebral column is completed 
weathering, splintering and gradual 
disintegration of the bones set in 
Willey and Snyder 
(1989) 
Animal model 
research with captive 
wolves and road killed 
deer, USA 
To understand canid 
scavenging and how it 
may alter various 
post-mortem changes 
1= 
 
 
2= 
 
3= 
 
 
 
4= 
meaty sections (such as hindquarters) 
consumed, thoracic cavity opened and 
nose eaten 
disarticulation starts with forelimbs, 
then hind limbs 
after fleshy parts of deer were 
consumed, limb bone ends were 
damaged, as well as the vertebral 
column and rib heads 
the hide and remnants of the vertebral 
column are last to be consumed 
Cameron (2008) & 
Cameron and 
Oxenham (2012) 
Animal model 
research with red 
foxes and pigs, 
Canberra, Australia 
To investigate 
scavenging and 
disarticulation within a 
temperate climate 
1= 
2= 
3= 
4= 
5= 
 
6= 
mandibles from cranium 
cranium from cervical vertebrae 
ribs and cervical vertebrae 
cervical vertebrae and forelimbs 
forelimbs and thoracic and lumbar 
vertebrae 
thoracic and lumbar vertebrae, rump 
and back limbs 
Reeves (2009) Animal model 
research with vultures 
and pig carcasses, 
USA 
To understand vulture 
scavenging and how it 
may alter PMI 
1= 
2= 
3= 
4= 
5= 
 
6= 
mandibles from cranium 
cranium from cervical vertebrae 
ribs and cervical vertebrae 
cervical vertebrae and forelimbs 
forelimbs and thoracic and lumbar 
vertebrae 
thoracic and lumbar vertebrae, rump 
and back limbs 
Young et al. (2015) Animal model 
research with red 
foxes and badgers 
scavenging deer baits 
and carcasses, 
Bovington, UK 
To understand the 
scavenging behaviour 
and patterns of the red 
fox and Eurasian 
badger 
0= 
 
1= 
 
2= 
3= 
4= 
 
5= 
investigative behaviours and multiple 
visits by foxes to a deer 
scavenging and/or removal of the hind 
limbs 
scavenging of the front limbs 
scavenging of the thoracic cavity 
scavenging of the cervical vertebrate 
and skull 
re-scavenging and re-scattering of 
skeletal elements 
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the research (Micozzi 1991). Furthermore, the types of the scavengers utilising the 
carcasses (or bodies) are also different, and in some cases, retrospectively identified 
(e.g. Haglund 1997; Haglund et al. 1989). 
The differences in scavenging behaviour between the same or similar species have 
been demonstrated in vultures in the USA by Dabbs and Martin (2013) who compared 
their study of scavenging vultures to Reeves (2009) study. This comparison highlighted 
that there are differences in scavenging behaviour between geographical and 
ecological regions. This would explain the differences between the results of this study 
(including Cameron 2008; Cameron and Oxenham 2012) to Young et al.’s (2015) study 
which also involved red foxes as the main scavenging agent. There are major 
differences between semi-rural farmland in Canberra, Australia and a preserved 
wildlife area in Bovington, Dorset, UK. These differences would range from 
temperature and seasonality, food availability, and perhaps the behaviour of the foxes 
themselves.  
Scavenging and the post-mortem interval 
Many authors have highlighted the influence vertebrates have concerning the 
estimation of TSD and PMI (Haglund et al. 1989; Haglund 1997; Willey and Snyder 
1989; Reeves 2009; O’Brien et al. 2007, 2010; Moraitis and Spiliopoulou 2010). Some 
research has attempted to assign PMI to scavenging consumption and disarticulation 
sequences.  
Haglund (1997) included a range of observed PMI for each of his canid scavenging 
stages. Stage 0 which related to early scavenging of soft tissue and no disarticulation, 
had a range of 4 hours to 14 days PMI. Stage 1 was 22 days to 2.5 months PMI. Stage 2 
had a range of 2 to 4.5 months. Stage 3 had a range of 2 to 11 months, and Stage 4 was 
5 to 52 months PMI. Despite including the PMI ranges, Haglund (1997) does briefly 
question whether it is possible to use scavenging sequences to help estimation of the 
PMI. He concludes that the elapsed times for the stages of scavenging and 
disarticulation are too broad, overlapping and variable to use reliably.  
Willey and Snyder (1989) did not assign ranges of PMI to the scavenging sequence but 
observed that the physical decomposition and insect activity was modified due to 
scavenging. O’Brien et al. (2010) also reached the same conclusion, noting that 
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scavenging accelerated the later stages of decomposition, especially during cooler 
months. Reeves (2009) supported this argument, especially regarding avian scavenging 
and the increased rate of skeletisation due to the scavenging. The results of this study 
also concur with these examples of published results. There was a variation in the rate 
of scavenging and its intensity between carcasses demonstrated in several ways: the 
amount of time it took scavengers to utilise the carcasses initially; the rate of 
scavenging and disarticulation; and the amount of time it took for body or skeletal 
elements to go ‘missing’.  
Considering the variations between uncaged carcasses, even within the same species, 
it is not possible to assign time ranges to a scavenging or consumption sequence for 
the purpose of helping to estimate the PMI or TSD.  Further research into scavenging 
would be better applied to understanding the behaviour of local scavengers; how 
behaviour between the same scavenging species can change geographically; and how 
the environmental factors can affect scavenging. Furthermore, having an 
understanding of local scavengers will help to understand the taphonomic influences 
affecting surface deposited remains overall.  
Chapter summary 
Scavengers are one of the main taphonomic agents that act upon a carcass or body 
after death. Understanding what affects scavengers’ behavior, and in turn, how 
scavengers have an impact on a carcass or body, will allow greater understanding of 
the overall taphonomic process between death and recovery. The behavior of 
scavengers is affected by seasonal changes in the environment. Environmental 
variables affect the onset of scavenging; the period of time scavenging will occur for; 
and the amount of skeletal material remaining at the original location.  
The beginning of scavenging is, in part, determined by the ambient air temperature 
and the colonisation of invertebrates. Cooler temperatures will delay invertebrate 
colonisation and activity, which hinders vertebrate scavengers as no olfactory cues are 
present to indicate a new food source. Warmer temperatures will accelerate the 
colonisation by invertebrates, which cues the vertebrate scavengers that there is 
further food to utilize. However, utilization of a carcass or body by vertebrate 
scavengers is uncommon if the invertebrate activity is intense.  
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As the consumption and disarticulation sequences differ between scavenging species 
and appears to be directly related to local environment (temperature, ecology, 
seasonality), it is not possible to use such sequences for the purpose of estimating the 
PMI or TSD.  
Further research should be applied to understanding the behavior of local scavengers; 
changes in behavior of scavenging species between geographies; and how different 
environmental factors will affect scavenging. Such research would help provide a 
better understanding of these taphonomic agents which influence the survival of 
skeletal material. In particular, for forensic contexts, more knowledge concerning local 
vertebrate scavengers will help to create more effective search and relocation 
techniques of skeletal material and in determining ante-, peri- and post-mortem 
damage 
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5. Bone surface analysis 
Environmental factors will affect the outer cortex of bone over time (Bell et al. 1996; 
Dupras and Schultz 2014; Tappen 1994). This chapter aims to better understand these 
changes with respect to time, specifically the post-mortem interval (PMI). This chapter 
presents two methods for assessing changes in the surface of bone. The first method is 
a qualitative macroscopic inspection that assigns weathering stages or categories to 
sample points on particular bones. The second method is a quantifiable microscopic 
examination which measures various characteristics of pores on the bone surface. 
There has been extensive use of weathering stages and categories in taphonomic 
research and studies to characterise bone surface changes including the use of 
microscopic analysis (e.g. Shipman 1981; Tappen 1994; Yoshino et al. 1991). This 
research, however, uses microscopic measurements not trialled previously.  
A review of weathering and microscopic analyses of the bone 
surface 
This literature review outlines the relevant research conducted into weathering of 
bone surfaces and microscopic analyses of weathered bone. Descriptions include the 
stages and patterns of weathering, as well as environmental factors which affect the 
weathering process. The summary of literature also covers the differing rates of 
weathering, and the overall effect weathering of bone can have on further types of 
analyses.  
The background information concerning microscopic methods covers the use of 
histological analysis of thin sections of bone, in particular for estimating the PMI. 
Included is a brief outline of the microscopic study of bone focusing on changes to the 
bone over time, and porosity as a measure of diagenetic alteration to bone. Also 
discussed are the limited studies which utilise microscopic analysis on the surface of 
the bone. 
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Weathering 
There has been extensive research on the weathering of the surface of bone. The main 
research focuses on taphonomic studies of bone on the ground surface. Initially, 
research focused on broadening our knowledge regarding the manner in how fossil 
accumulations were formed (Behrensmeyer 1978; Lyman and Fox 1989, 1997). From 
the 1990s onwards, bone weathering became of interest to forensic anthropologists 
who used the earlier archaeological and palaeoecological studies to make inferences 
about skeletal remains from the more recent past (Jaggers and Rogers 2009; Janjua 
and Rogers 2008; Morris 2013; Ross and Cunningham 2011; Ubelaker 1997).  
There have been many studies which have examined the weathering of bone using 
either actualistic experiments or long term observational studies. The archaeological or 
palaeoecological studies compare results of research conducted in different 
environmental conditions against Behrensmeyer’s (1978) original weathering stages 
(Morris 2013; Tappen 1994), while some of the forensic studies adapt Behrensmeyer’s 
(1978) stages to fit with their specific data (Ross and Cunningham 2011). Weathering 
has also been examined in order to understand the effect it would have on subsequent 
analyses involving isotopic analysis (Koch et al. 2001) and DNA extraction (Misner et al. 
2009).  
Patterns and sequences of weathering 
The physical process of bone weathering involves a loss of moisture and organic 
content with subsequent bleaching and cracking of the surface layers (Behrensmeyer 
1978; Junod and Pokines 2014; Miller 1975). The characteristics of weathering by 
cracking and delamination slowly reduces the overall size and integrity of a bone. The 
cracks produced during the weathering process typically run parallel to the orientation 
of the osteons and follow the split-line orientation of the bone (Tappen 1969, 1976; 
Tappen and Peske 1970). Miller (1975) and Behrensmeyer (1978) first outlined the 
physical process and sequences of subaerial bone weathering.  
The experiments conducted by Miller (1975) in field and laboratory conditions 
demonstrated that bone weathers in a consistent pattern. During the long term field 
experiment, Miller (1975) noted that cracks began to appear quickly after the bone 
was exposed. These cracks began to appear before the periosteum had been removed 
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and were small and parallel to the longitudinal axis of the bone. After exposure of the 
bone for one year, at least 25% of the periosteum was gone and cracks went through 
the compact bone and into the marrow cavity while any exposed portions of the bone 
were bleached white. After two years, transverse cracks began to appear. At the four-
year period, all of the periosteum was gone and all bones were bleached white with 
lots of longitudinal and transverse cracks. It is at this point when Miller (1975) noted 
exfoliation of bone began. By 18 years the majority of the organic material was gone 
and exfoliation had increased rapidly with splinters of bone beginning to come away. 
The laboratory experiments conducted by Miller (1975) focused on freezing-thawing 
and wetting-drying cycles of bones and found that the breaks parallel and transverse 
to the longitudinal axis of long bones are the same as produced under natural 
conditions.  
Following on from Miller (1975), Behrensmeyer (1978) developed a set of bone 
weathering stages during research in the Amboseli National Park, Kenya, for the 
purpose of better understanding fossil and archaeological bone assemblages. 
Weathering is defined by Behrensmeyer (1978) as being ‘the process by which the 
original microscopic organic and inorganic components of a bone are separated from 
each other and destroyed by physical and chemical agents operating on the bone in 
situ, either on the surface or within the soil zone’ (Behrensmeyer 1978: 153). 
Behrensmeyer (1978) states that the bones of recent mammals will exhibit distinctive 
weathering characteristics which can be related to the time-since-death (TSD) and the 
local conditions of temperature, humidity and soil chemistry.  
The changes caused by weathering were categorised by Behrensmeyer (1978) into six 
stages (Stage 0 to Stage 5), which are recognisable based on descriptive criteria of the 
bone surface. The time necessary to achieve each successive weathering stage was 
calibrated using known-age carcasses. The results of Behrensmeyer’s (1978) study 
indicated that most bone decomposes beyond recognition in 10 to 15 years and that 
the bones of animals under 100kg (and juveniles) will weather more rapidly than 
adults or larger animals. Behrensmeyer stated that small-scale environmental factors 
had the greatest influence on the rate of weathering and distinctive characteristics. 
Behrensmeyer’s (1978) weathering stages have been tested in different environmental 
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conditions (Tappen 1994; Morris 2013; Madgwick and Mulville 2012) and the same 
weathering processes were recorded.  
Tappen (1994) compared bone decomposition in a rainforest and a savannah in 
Central Africa, using Behrensmeyer’s (1978) weathering stages. Tappen’s results 
indicate that the same sequence of weathering was present, though the rainforest 
environment produced a slower rate of weathering overall when compared to 
Behrensmeyer’s (1978) data and the savannah. While bone decomposition in the 
savannah was also slower, the rate of weathering was still in the lower distribution of 
Behrensmeyer’s (1978) stages and weathering rates. The most likely causes of 
differences between the three sites were identified by Tappen (1994) as being UV light 
and extreme drying/wetting cycles.  
A study by Madgwick and Mulville (2012) sought to determine which archaeological 
and zooarchaeological variables explain the variance in weathering from a multivariate 
statistical study using a dataset from the British Isles. In particular, the authors focused 
on which taxa and anatomical elements are most likely to be affected by weathering. 
The analysis used Behrensmeyer’s (1978) weathering stages in recording and targeted 
variables such as taxon, skeletal element, fusion stage, and deposit type. The study 
found that bone element and taxon had the greatest impact from weathering, and 
followed the same weathering pattern outlined by Behrensmeyer (1978). The 
mandibles, long bones and maxillae were more likely to exhibit weathering than the 
smaller skeletal elements such as carpals, tarsals and phalanges. Furthermore, 
Madgwick and Mulville’s (2012) analysis determined that larger mammal species, such 
as horses, cattle and wild boars, were more likely to be affected by weathering, likely 
due to these species bones being larger, denser and more likely to survive destruction 
over the long term.  
Using an actualistic model, Morris (2013) conducted an experiment over 133 days, 
using 22 sets of pig bones (consisting of femora, ribs and vertebrae), in two different 
environments of either sun or shade. The aim of the experiment was to test whether 
bones in Northern California, USA would follow Behrensmeyer’s (1978) weathering 
stages. The bones were initially frozen and defleshed before the experiment began. In 
conjunction with Behrensmeyer’s (1978) weathering stages, Munsell colour charts 
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were also used, and the local weather recorded. The results of Morris’ (2013) 
experiment resulted in all bones categorised as Behrensmeyer’s weathering Stage 0 by 
the end of 133 days. These results were unsurprising, as Behrensmeyer’s (1978) 
weathering Stage 0 can last for at least one year and potentially longer, depending on 
the environmental conditions.  
The studies conducted by Tappen (1994), Madgwick and Mulville (2012) and Morris 
(2013) indicate that the sequence of subaerial bone weathering is consistent with 
Behrensmeyer’s (1978) weathering stages. This is despite the difference in the 
geographic and environment contexts between the studies.  
Environmental factors 
A variety of environmental factors causes the subaerial weathering on bone. These 
environment factors include: 
• UV radiation (Andrews and Whybrow 2005; Fernandez-Jalvo et al. 2002, 2010; 
Huculak and Rogers 2009; Janjua and Rogers 2008; Koch et al. 2001; Tappen 1994); 
• moisture (Andrews and Whybrow 2005; Behrensmeyer 1978; Johnson 1985; 
Tappen 1994); 
• heating and cooling (Conard et al. 2008; Dupres and Schultz 2014); and  
• freezing and thawing (Johnson 1985; Pilloud et al. 2016). 
UV radiation has been cited as being one of the main environmental factors which 
cause subaerial bone weathering (Fernandez-Jalvo et al. 2002, 2010; Janjua and Rogers 
2008; Koch et al. 2001; Tappen 1994). The study of the effect of UV radiation on bones 
has been investigated primarily through identifying colour changes to the bone. 
Identifying the cause of colour change to bone is useful in reconstructing its 
taphonomic history and what type of processes have acted upon it (Dupras and Schultz 
2014; Huculak and Rogers 2009).  
Sun bleaching due to UV radiation causes natural bleaching of exposed bones. It can be 
responsible for the degradation and decomposition of the organic components within 
the bone as UV radiation assists in breaking down components such as blood, lipids 
and proteins (Dupras and Schultz 2014). The colour changes associated with UV 
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radiation (bleaching), depends on the length of time the bone is exposed. The longer a 
bone is exposed, the more bleached it will become. In conjunction with the colour 
changes caused by UV radiation, Koch et al. (2001) and Fernandez-Jalvo et al. (2002, 
2010) state that UV radiation is a primary cause of the breakdown of protein 
polypeptide bonds in bones which also cause cracking on the bone surface.  
The effect of heating and cooling cycles on bones also have an effect on the 
weathering and general deterioration of the bone (Conard et al. 2008). The expansion 
and contraction of bone due to the heating-cooling cycle can occur gradually, or with 
sudden changes in temperature. This cycle can induce failure in localised sections of 
the bone structure resulting in fractures (Conard et al. 2008; Dupras and Schultz 2014).  
Tappen (1994) and Behrensmeyer (1978) demonstrated that subaerial bone 
weathering is slower where bones are moist and protected by vegetation or other 
cover. The loss of moisture from bone can occur in multiple ways. One method 
involves the desiccation and decomposition of soft tissue and in another method, the 
bone can lose its moisture through continued exposure and then replenishes it from 
precipitation. However, the most gradual loss of moisture is due to decomposition of 
the grease content within bones, which is either consumed by scavengers or slowly 
leaches from the surface of the bone (Dupras and Schultz 2014). Johnson (1985) 
proposed a ‘moisture loss model’ whereby during the weathering process, the 
formation of cracks and fractures in the bone are caused by the gradual loss of 
moisture. The purpose of this model was to expand upon the changes bones undergo 
between Behrensmeyer’s (1979) weathering Stage 0 to Stage 2. However, if bones are 
repeatedly wet and dried, then the formation of cracks due to the shrinking and 
swelling of the bone can be enhanced (Dupras and Schultz 2014).  
The moisture content in bones further affects the bone through freeze-thaw cycles. 
When a bone contains water moisture, the water will expand when frozen causing 
existing fractures and cracks to widen and deepen. Subsequent thawing of the water 
inside bone allows the water to penetrate deeper inside the expanded cracks  
(Dupras and Schultz 2014). Johnson (1985) also recognised that freezing bone, whether 
mechanically or naturally, is a desiccation process which removes the moisture from 
bone and alters its physical properties and biomechanical response to force. The 
5   Bone surface analysis 
Page 137 
occurrence of freeze-thaw cycles provides the potential for bone to weather more 
quickly; this occurs especially in environments where such cycles are a daily occurance. 
The effect of freeze-thaw cycles on bones can also make them more susceptible to 
fungi (Dupras and Schultz 2014).  
Freeze-thaw cycles were prevalent in the weathering process of the studies conducted 
by Sutcliffe (1990) and Todisco and Monchot (2008). Both studies focused on bone 
preservation and weathering in either permafrost or periglacial environments. Sutcliffe 
(1990) found that the microclimatic differences significantly influence the conditions of 
the remains. There are five factors which are important in controlling the rates of 
decay including bone weathering: buried versus ground surface; the amount of 
moisture; pH of surrounding deposits and substrates; the number of months with 
annual snow cover; and the degree of exposure to temperature changes and 
atmospheric processes. The results of the study found that decay and bone weathering 
will occur in such environments, but in some cases may take thousands of years. The 
important factor in the slowing of the decay and weathering process is the shortness 
of summer, though as the rate of decay varies between micro-environments, no 
generalised weathering or decay sequence was identified.  
Todisco and Monchot (2008) specifically wanted to understand bone preservation in 
periglacial environments. They examined a Paleo-eskimo Tayora site in Canada using 
statistical and spatial analyses of bone weathering. The bones from the Tyaora site 
were analysed in regards to weathering, and the results suggest that the majority of 
bones were rapidly and permanently buried, due to a lack of extensive weathering 
damage. Todisco and Monchot (2008) suggest that this indicates the freeze-thaw and 
wet-dry cycles were inefficient in promoting extensive weathering or frost-shattering 
before or after burial, and that the freeze-thaw cycles were not significant in bone 
weathering after burial.  
Bone weathering during burial has also been examined by White and Hannus (1983), 
Ross and Cunningham (2011) and Dunphy et al. (2015). White and Hannus (1983) 
examined three excavated sites within South Dakota, USA. The aim of the study was to 
propose mechanisms for the chemical decomposition and preservation of bone in 
archaeological sites. As a comparison, modern cow bones (with a TSD of two years) 
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were used. The study concluded that chemical weathering of bone at the South Dakota 
sites is likely initiated by acids created as micro-organisms decompose the collagen in 
bone. The authors describe the bone weathering process as overlapping reactions 
controlled by water, acid, oxygen and calcium content in bone and soils.  
Ross and Cunningham (2011) conducted excavations and analysis of burials on the Isla 
de Coiba in Panama during summer 2003. The aim of the excavations was to identify 
several individuals believed to be part of the ‘disappeared’ people murdered by 
Torrijos and Noriega military regimes. A specific decomposition and weathering 
timeline was developed for Coiba micro-environment based on Behrensmeyer’s (1978) 
stages, adapted to the specific climate, and correlated by using two skeletons with 
known date of death. The weathering timeline developed by Ross and Cunningham 
(2011) for bones buried within a tropical environment, specifically Coiba, described the 
gradual deterioration of the buried bone over time. The timeline covered five stages 
where Stage 0 had TSD of less than 10 years; Stage 1 a period of 10 to 15 years TSD; 
Stage 2 was between 15 to 20 years TSD; Stage 3 was 20 to 30 years TSD; and Stage 4 
covered a TSD greater than 30 years. Ross and Cunningham (2011) conclude that 
weathering and estimating the PMI needs further specific geographic studies, but that 
weathering is not stopped in buried remains in a tropical environment. 
The study conducted by Dunphy et al. (2015) focused on creating simulated 
environments, specifically soil type and temperature, through bioreactor chambers. 
The bioreactor chambers were tested using samples cut from fresh-frozen pig rib 
bones with fourteen different environmental conditions controlled over a 90 day 
period. The bone samples which had been buried inside the bioreactor chambers, 
were then assessed using weathering characteristics, such as colour of the bone; 
presence of bone marrow tissue; and reduced density (weight) and bone grease. 
Dunphy et al. (2015) concluded that greater changes in bone weathering was seen in 
the samples from the bioreactors with different temperature regimes, and that 
differences in soil type do not impact the bone weathering over a 90 day period. 
Particular environmental factors such as UV radiation, moisture, freeze-thaw cycles 
and temperature will affect the outer surface of the bone and the weathering process. 
Bone can also continue to undergo weathering changes when buried, which is caused 
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by the acids within the burial soil (White and Hannus 1983; Ross and Cunningham 
(2011). Furthermore, Dunphy et al. (2015) have demonstrated that temperature also 
impacts the weathering of bone when buried.  
Rate of weathering 
Research indicates that while the sequence of weathering is relatively consistent 
across different environments, the rate of weathering changes between environments. 
Behrensmeyer (1978) assigned periods of time to her weathering stages, ranging from 
Weathering Stage 0 occurring up to one year since death to Weathering Stage 5 
occurring 6-15 years since death. Tappen (1994) noted during her study that the rate 
of weathering in two different Central African sites (a rainforest and a savannah) were 
both slower than Behrensmeyer’s (1978) reported ranges. Andrews and Cook (1985) 
demonstrated that in the United Kingdom, there was no weathering occurring after 
eight years, while Fiorillo (1989) noted Weathering Stage 5 being apparent at a site in 
Nebraska, USA, at eight years. Fernandez-Jalvo et al. (2010) reported bones remaining 
on the ground surface for between 2 to 25 years displayed, at most, characteristics of 
Behrensmeyer’s (1978) weathering Stage 1, and that most bones displayed almost no 
subaerial weathering at all.  
Despite the apparent discrepancies between rates of weathering in different 
environments, weathering is still noted as being of use in determining the PMI 
(Ubelaker 1997). There have been several studies which have attempted to determine 
weathering rates for specific environments (Janjua and Rogers 2008). Janjua and 
Rogers (2008) conducted an experiment observing 25 defleshed pig femora and 
metatarsals over 291 days (approximately nine months). The experiment’s aim was to 
establish bone weathering patterns to help estimate TSD in Southern Ontario, Canada 
and to determine whether larger (femora) or smaller (metatarsals) bones would 
provide a more accurate TSD indicator using weathering stages. The weathering stages 
were developed based on several criteria: bleaching; the amount of periosteum and 
soft tissue; greasiness of the bone; and cracking and flaking of the cortical bone. The 
results of the study found that insects and climate affected the soft tissue 
decomposition, animal activity (scavengers) affected the bone weathering and the soft 
tissue decomposition, and microenvironment (such as soil type) caused variation in the 
bone weathering rates (Janjua and Rogers 2008). The authors developed four stages of 
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bone weathering unique to the study environment. They also found that femora are 
more resilient and showed more weathering changes than the metatarsals. Janjua and 
Rogers (2008) do not discuss it, but this is likely due to the size of femora, as well as 
femora having a higher bone density and potentially thicker cortical bone.  
Although Janjua and Rogers (2008) study is significant, there are several issues raised 
with the methodology used. Some of the issues addressed as needing further research, 
include using fully fleshed whole carcasses and the effect of soft tissue decomposition 
on bone. Jaggers and Rogers (2009) also used pig bone in studying the effects of soil 
environment on estimating the PMI using macroscopic analyses. They assessed 120 
femora and tibiae over a period of two and five months for macroscopic changes such 
as colour, texture, amount of soft tissue, condition, some cracks, the length of the 
crack, and weight and hydration. The analyses, which focused on the outer surface of 
the bones, found that the macroscopic characteristics did not change over a period of 
five months, regardless of the burial soil environment.  
Lyman and Fox (1989, 1997) undertook a critical review of weathering stages and the 
use of such stages for determining the time between death and burial. The aim of the 
review was to critically rethink Behrensmeyer’s (1978) weathering stages in 
conjunction with bone assemblage formations, as there are too many variables which 
weathering stages cannot take into account. They concluded that while bone 
weathering data does provide significant taphonomic information, it does not 
necessarily reflect the duration of bone assemblage formation. Lyman and Fox (1989, 
1997) state this is because there are many taphonomic factors which are involved in 
the formation of an assemblage of weathered bone, which cannot be factored in or 
controlled in the analyses of bone weathering data. Lyman and Fox (1989, 1997) also 
raise the issue of exposure rates, and how the decomposition process of fresh to 
skeletonised is also likely to influence the weathering stages. Exposure rates is a very 
relevant point, and to date, no research or studies have been conducted which 
exclusively examine the rate of bone exposure.  
Within Australia, there have only been a few studies on subaerial bone weathering. 
Littleton (2000) examined four archaeological burial sites in New South Wales, 
Australia, where human remains had eroded from the ground due to either wind or 
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water erosion and become exposed on the surface. Littleton concluded, “In no case 
will the degree of weathering be a useful clue to age since it is dependent on exposure 
with mineralization as an intervening factor” (Littleton 2000:15) and that weathering 
was less informative in secondary exposure than in palaeobiological reconstruction.  
McGregor (2011) aimed to provide a quantifiable method of assessing TSD based on 
weathering from the surface of bone without damage. There were two components to 
the study, a field experiment and laboratory experiment. The field experiment took 
place in southern Western Australia, with pieces of long bones, ribs, short bones and 
skulls placed outside to weather for varying periods of time. The laboratory 
experiment consisted of heating the same types of skeletal elements in ovens at 
different temperatures to test the accumulated heat load of the materials. A 
descriptive classification system was used to categorise each skeletal element. 
McGregor (2011) concluded that the cracking seen on ribs was the best assessment of 
TSD and weathering, in particular between six to nine months post-mortem.  
The previous research conducted has demonstrated that environmental factors either 
increase or decrease the rate of weathering and that general environmental conditions 
directly affect the rate of the weathering. Overall, the skeletal material in cooler 
climates where bones are protected from direct UV radiation weather at a slower rate 
than the skeletal material in warmer climates with a high UV index and fluctuating 
temperatures (Dupras and Schultz 2014; Fernandez-Jalvo et al. 2002, 2010). However, 
there is contradictory evidence to these generalisations. Andrews and Whybrow 
(2005) recorded the weathering of a camel skeleton over a 15 year period in Abu 
Dhabi. Compared to Behrensmeyer (1978), the camel skeleton showed very slow rates 
of weathering considering the high UV radiation and daily temperature fluctuations in 
that location. The camel skeleton, after 10-15 years had the majority of its bones 
corresponding to Behrensmeyer’s (1978) weathering stage 2. Andrews and Whybrow 
(2005) conclude that the main factors which caused slower weathering in the camel 
skeleton was the combination of lower UV radiation and moisture variation.  
While Behrensmeyer’s (1978) weathering stages are reliable over a range of different 
environments (Tappen 1994; Madgwick and Mulville 2012; Morris 2013) the differing 
environmental conditions affect the rate at which bone weathering occurs.  
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Effects of weathering on other types of analyses 
An important taphonomic variable for bones is the weathering of the bone surface. 
There have been studies conducted to inspect how weathering will affect the isotopic 
composition (Koch et al. 2001), DNA (Misner et al. 2009) and the overall degradation of 
bone (Trueman et al. 2004; Tuross et al. 1989; Shipman 1981). Tuross et al. (1989) 
conducted a taphonomic study of two 10 year longitudinal samples of wildebeest bones 
subjected to natural weathering in Amboseli National Park, Kenya. The experiment 
involved collecting a rib from two carcases nearly every year for 10 years. One of the 
aims of the study was to demonstrate correlations between bone weathering stages and 
protein preservation to provide guidelines for sample selection for future biochemical 
analysis of fossil bone. The results showed there was a progressive increase in 
hydroxyapatite crystal size and protein degradation over the 10 year period. The authors 
state the understanding of the early taphonomic history in recent bones is important in 
establishing which environmental conditions are necessary for the preservation of 
fossils.  
The effect of subaerial weathering on stable isotope compositions within bone was 
assessed by Koch et al. (2001). The experiment established that for a 15-30 year period 
of exposure, the isotopic composition of any remaining, insoluble collagen was 
unaffected. The results also found that weathering causes a decrease of carbonate in 
bone apatite and an increase in the variability of isotopes, but there is no consistent 
evidence for isotopic exchange with sedimentary carbonate.  
Trueman et al. (2004) used 10 carcasses from Amboseli National Park, Kenya, which 
had been degrading for various intervals over a 40 year period. A combination of 
different analyses, such as transmission electron microscopy, trace metal analysis, 
Fourier-transform infrared (FT-IR) spectrometry and petrographic analysis were used 
to examine the skeletal materials. The purpose of the study was to investigate the 
mechanisms of post-mortem alteration of bones on the ground surface and to propose 
a model of chemical alteration of the skeletal remains. The results demonstrated a 
dynamic diagenetic environment operating within exposed bones that was driven by 
evaporative transport of soil water from the bone/soil interface to the exposed upper 
surface of the bone.  
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The effect of bone weathering on DNA quality and quantity was tested by Misner et al. 
(2009). For the study, human remains from a cemetery (stored at the Smithsonian) 
were used. The skeletons were classified overall using Behrensmeyer’s (1978) 
weathering stages, and then individual bones, restricted to the femora, ribs and pelvis, 
and were classified using a slightly modified version. The results of the study indicated 
that weathering stages did not correlate with the DNA quality or quantity which were 
able to be taken from the bones, for either the overall skeleton or the individual 
bones. The type of bone correlated more with whether high-quality DNA could be 
extracted, with the femora having the best, the ribs next and the pelvis having the 
poorest levels of DNA. The authors state that is it likely the microstructural differences 
in the bone (cortical versus spongy bone) makes a difference, as cortical bone is better 
able to protect DNA than spongy bone.   
Shipman (1981) detailed the uses and applications of scanning electron microscopy to 
taphonomic problems. In Shipman’s summary, it is stated that weathering can be an 
important paleoenvironmental and taphonomic indicator and that it is evident from 
Behrensmeyer’s (1978) and Haynes’ (1980) data that bones maintain their structural 
integrity for 10-15 years, although the first signs of weathering can appear within one 
year.  
A review of the literature concerning weathering highlights several key points. 
Behrensmeyer’s (1978) weathering stages have been tested in many different 
environments and the subaerial weathering of bone appears to follow the stages 
outlined. The main differences are in the rate of weathering, which, from the literature 
review, appear to be inconsistent and demonstrates that using bone weathering 
sequences to estimate the PMI from skeletonised remains is unfeasible. The main 
variables which affect the weathering rate of bone are environmental and climatic. The 
overall process of bone weathering has also been shown to affect the types of analyses 
conducted on the bone, such as isotopic analysis, collagen extractability and the 
quality of DNA.  
Measurement of pores within bone 
Previous studies have identified several parameters which can indicate the level of 
diagenesis and decomposition any given bone has experienced (Brown and Brown 
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2011). Though many of these techniques focus on the long-term diagenesis of bone in 
archaeological contexts, some of the techniques have the potential for measuring the 
breakdown of bone structure over the short-term as well. Two of these techniques, 
histological analysis of thin sections and porosity, will be briefly outlined, with 
particular attention paid to estimating the PMI.  
Though histological methods and standard measures of porosity were not used during 
this research, it is important to briefly cover the literature pertaining to them and 
estimating the PMI, especially considering the lack of published microscopic analyses 
focusing on the surface of the bone.  
Assessing the porosity of bone 
Porosity of bone refers to the amount of voids and space within the bone. Living 
compact bone is made up of at least 12% of pore spaces. These pore spaces increase 
as a bone deteriorates and undergoes diagenesis. The amount that these pore spaces 
increase depends on the type of diagenetic process which the bone has undergone. 
Brown and Brown (2011) note that degradation of the collagen fibrils results in pores 
between 0.01 and 0.1µm in diameter; microbiological destruction results in pores up 
to 8.5µm; while destruction of the mineral component produces up to 70µm diameter 
pores.  
The main technique for measuring the porosity of bone is through mercury intrusion 
porosimetry. There have been various types of testing including porosimetry, mercury 
intrusion porosimetry, nitrogen porosimetry, and water sorption. Porosimetry can 
provide information concerning the overall porosity of bone, as well as estimates of 
the relative amount of pores caused by different diagenetic processes (Brown and 
Brown 2011; Nielsen-Marsh and Hedges 1999). 
Porosimetry has been used extensively in studying the overall diagenesis of bones 
(Hedges and Millard 1995; Nielsen-Marsh and Hedges 1999; Smith et al. 2007). One 
study of particular interest was Robinson et al.’s (2003) experiment using nitrogen 
porosimetry. This study was conducted to examine intra- and inter-species variation in 
the porosity of fresh compact animal bone. Modern cow, deer, wild boar, sheep, pig, 
chicken, and wood pigeon were all assessed. The study found that the bones of a 
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modern domestic pig are more porous than those of other ungulates, and are likely to 
degrade faster.  
Microscopic analysis of bone 
The microscopic analysis of bone covers many different areas and techniques. The 
most prevalent are using thin sections of bone and histological analysis. Histological 
analysis has been used extensively in assessing the degradation or diagenesis of bone, 
in particular for archaeological specimens (Jackes et al. 2001; Jans et al. 2002; 
Turner-Walker and Jans 2008). Histology has also been used within archaeology to 
estimate biological age (Harsanyi 1993); and identify various species (Hillier and Bell 
2007; Martiniakova et al. 2006; Mulhern and Ubelaker 2001; Owsley et al. 1985).  
The advantage of histological techniques is that an analysis of the preservation of the 
microstructure is unable to be assessed by the macroscopic appearance alone (Jans et 
al. 2002; Garland 1989). During studies of diagenesis within archaeological contexts, 
there have been four pathways of diagenetic alteration in bones identified: 
accelerated collagen hydrolysis; bioerosion; dissolution; and fossilisation (Nielsen-
Marsh et al. 2007). Several of these studies have demonstrated that alteration to the 
microstructure of bone can begin early during the PMI (Bell et al. 1996; Boaks et al. 
2014; Yoshino et al. 1991).  
Bell et al. (1996) conducted a study to assess the potential speed of post-mortem 
alteration to skeletal microstructures by examining 11 human skeletal specimens from 
different Canadian environmental contexts and time periods. The human material was 
taken from various environments consisting of terrestrial, intertidal and lacustrine 
settings, and covered a time range of three months to 83 years from the time of death. 
The examination used backscattered electron imaging which provided information on 
microstructure and relative density. The results of Bell et al.’s (1996) study has brought 
forward the time of known onset for post-mortem alteration of three morphological 
types of microstructural changes, the earliest of which occurred at three months post-
mortem. Bell et al. (1996) state that the contribution of the depositing environment is 
shown to influence the microstructural and morphological type of post-mortem 
alterations. The authors hypothesise that microstructural changes to bone could occur 
within days of death as a result of endogenous bacterial migration to the skeleton. 
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Further studies are needed to establish the earliest moment that such changes can 
occur before skeletisation. The results are interesting, however, there is concern over 
the parts of the human specimens used, in particular comparing differing bones such 
as the tibia, ribs, and teeth, due to the differences between the structures and size of 
these bones.  
Histology has also been used in an attempt to quantify the PMI of skeletal remains 
through the degradation of bone collagen (Boaks et al. 2014). The experiment used 
five pigs with two limb bones samples recovered from each pig at 2, 4, 6, 10 and 
12-month intervals. There were sections taken from each of the limb bones, 
embedded, and then stained using Sirius red/fast green. Sirius red/fast green is a 
histological staining agent which is designed to stain collagenous proteins pink and 
non-collagenous proteins green. The sections were then photographed and assessed. 
The study found that there was a decrease in the ratio of collagenous to non-
collagenous protein concentrations over time.  
A particular study of note was conducted by Yoshino et al. (1991) into estimating TSD 
in skeletal remains, using microradiography and electron microscopy. Post-mortem 
changes in human compact bones were examined using the two methods, in 
conjunction with the UV florescence of the peripheral zone of compact bone by 
microscopic spectrophotometry. There were 51 human bone samples utilised for the 
study which ranged from 0-15 years since death. The study used 33 samples left in the 
open air, 14 placed in soil, and the remaining four samples left in the sea. The bone 
samples were obtained from the portion near the surgical neck of the humerus and 
then placed in the different environmental contexts.  
The microradiographic examination revealed no morphological changes in bones left in 
the open air for extended periods of time, except one from the 15 years since death 
group. For the bones left in the soil, vacuoles, which contained a honeycomb-like 
structure formed by small vacuoles, were found in the peripheral zone of the 
substantia compacta approximately five years since death, and in bones of six years or 
more, the change extended to the mid-zone of the bones. For the bones left in the sea 
for four to five years, vacuoles were observed in the outer peripheral zone of the 
substantia compacta. The relative intensity of UV florescence in bones decreased with 
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TSD, and the correlation coefficient between UV florescence and time was 
considerably high (Yoshino et al. 1992).  
The study, while useful, could have been improved if whole bones were used instead 
of bone portions. The size of bone portions is substantially different to that of a whole 
bone, and the effects of the various environmental contexts would likely have been 
different with respect to whole bones. The use of the bone portions is probably due to 
using human bone (harder to obtain), which is more understandable than if they were 
using a more available animal model; however, the differences between using bone 
portions and whole bones were not discussed or listed as a limitation of the study.  
Microscopic analysis of the outer bone surface 
The majority of microscopy utilised for bone surfaces focuses on identifying 
differences in marks made on the bone. This includes differentiating and characterising 
trauma such as cut marks (Alunni-Perret et al. 2005; Bartelink et al. 2001; Kooi and 
Fairgrieve 2013; Lynn and Fairgrieve 2009); and differentiating fractures due to heating 
and fire alteration (Herrmann and Bennett 1999; Neson and Neson 1992). Studies 
published which utilise microscopy on the outer surface of the bone for identifying 
changes to the surface over time (Raja 2013; Rogers 2010) are limited. 
As part of his PhD research into forensic taphonomy and the PMI, Rogers (2010) used 
bone samples from pig femora and tibiae to conduct macroscopic (changes in colour 
and texture and adhering features such as fungi, plant or insect materials) and 
scanning electron microscope (SEM) analysis of bone samples. Part of the analysis was 
to assess the outer cortex of the section. Rogers (2010) determined that there is a 
colour change in the cortical bone over time, though other macroscopic changes were 
not consistent. The SEM analysis was also inconclusive and Rogers stated that post-
depositional modifications to the surface of bone were of limited value for 
determining the PMI.  
Raja (2013) also examined the surface of the bone as part of a PhD to develop a 
method for accurately estimating the post-burial time of skeletal material. Various 
methods of testing included SEM, thermogravimetric analysis, pyrolysis gas 
chromatography-mass spectrometry, and x-ray diffraction. Of interest is the use of 
SEM. An environmental scanning electron microscope (ESEM) was used on rib bone 
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samples buried at intervals of up to 18 months. The purpose of using the ESEM was to 
compare surface morphology between the samples and observe if there were changes 
in the porosity of the bone. Raja (2013) identified that the surface of the bone changed 
as the post-burial time increased. The youngest samples of one to four months had 
smooth surfaces. Samples six months and older varied and were either smooth or 
rough. Striations were observed on the bone samples older than four months while 
samples older than eight months had shallow grooves present. All of the pores 
identified for all samples were circular or relatively circular.  
Raja (2013) also measured the number of visible pores and found that while there was 
scatter in the data, the number of pores increased over post-burial time, and more 
than doubled after six months of burial. Raja (2013) states that it is possible to 
determine whether samples are ‘younger’ (less than six months post-burial) or ‘older’ 
(between 8 to 18 months post-burial) based on the surface conditions of rough or 
smooth surfaces and the amount of pores observed on the bone surface.  
There are limited studies which undertake to understand microscopic differences to 
the surface of bone over time. Of these two studies, both part of PhD research, there is 
conflicting information as to whether microscopic analysis of the bone surface is 
useful. Rogers (2010) concluded there were few differences over time which were 
useful except colour change while Raja (2013) noted there were changes in the pores 
on the surface of the bone, which tended to increase over time.  
A review of the literature has demonstrated that the main variables which appear to 
affect the rate of weathering are environmental and climatic. Furthermore, the 
literature shows that the weathering process of bone follows a consistent pattern 
conforming to the stages outlined by Behrensmeyer (1978). The lack of research into 
bone surface changes using microscopic methods has been highlighted, and 
demonstrates there is potential for further useful research into this method, in 
particular, assessing changes over time.  
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Methods and materials 
The fieldwork involved using 24 pig and 24 kangaroo carcasses. There were 12 pig and 
12 kangaroo carcasses left uncaged, while the remaining 12 pig and 12 kangaroo 
carcasses were caged. Every four months (120 days), two uncaged and two caged 
carcasses of each species were collected for analysis. One potential method of 
assessing bone deterioration is by identifying macroscopic and microscopic changes 
which occur on the surfaces of the bones. The macroscopic and microscopic analyses 
of the bone surface used sample bones from the caged pig and kangaroo carcasses. 
Weathering stages and categories were used to assess changes to the cortical bone 
macroscopically, while pore measurements (such as area, diameter, and amount) were 
microscopically measured. Both bone weathering and quantification of the surface 
pore features were assessed in relation to the PMI. 
Weathering stages and categories 
For the purpose of analysis, Behrensmeyer’s (1978) weathering stages were used, as 
well as McGregor’s (2011) observational categories and a series of categories 
determined by the author. Table 5-1 outlines the three different criteria for each of 
these methods.  
The sample bones from each caged carcass used for analysis consisted of the femora, 
humeri and two ribs (matching left and right pair, usually the 7th, 8th or 9th pair of ribs). 
Table 5-2 lists the sample points chosen for each bone, while Figure 5-1 (a to c) and 
Figure 5-2 (a to c) illustrate where each sample point was located on the pig and 
kangaroo bones. At each of these sample points a 1cm2 area, measured using a scale, 
was assessed using Behrensmeyer’s (1978) stages, McGregor’s (2011) categories and 
the author’s categories.  
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Table 5-1: List of weathering stages and observational categories used in analysis 
Author Category/Stage Description 
Behrensmeyer 
(1978) 
Stage 0 Bone surface shows no sign of cracking or flaking due to weathering. 
Usually bone is still greasy, marrow cavities contain tissue, skin and 
muscle/ligament may cover part or all of the bone surface. 
 Stage 1 
 
Bone shows cracking normally parallel to the fiber structure (e.g., 
lonitudinal in long bones). Articular surfaces may show mosaic cracking of 
covering tissue as well as in the bone itself. Fat, skin and other tissue may 
or may not be present. 
 Stage 2 Outermost concentric thin layers of bone show flaking, usually associated 
with cracks, in that the bone edges along the cracks tend to separate and 
flake first. Long thin flakes, with one or more sides still attached to the 
bone, are common in the initial part of Stage 2. Deeper and more extensive 
flaking follows, until most of the outermost bone is gone. Crack edges are 
usually angular in cross-section. Remnants of ligaments, cartilage, and skin 
may be present. 
 Stage 3 Bone surface is characterized by patches of rough, homogenously 
weathered compact bone, resulting in a fibrous texture. In these patches, 
all the external, concentrically layered bone has been removed. Gradually 
the patches extend to cover the entire bone surface. Weathering does not 
penetrate deeper than 1.0-1.5mm at this stage, and bone fibres are still 
firmly attached to each other. Crack edges usually are rounded in 
cross-section. Tissue rarely present at this stage. 
 Stage 4 The bone surface is coarsley fibrous and rough in texture; large and small 
splinters occur and may be loose enough to fall away from the bone when 
it is moved. Weathering penetrates into inner cavities. Cracks are open and 
have splintered or rounded edges. 
 Stage 5 Bone is falling apart in situ, with large splinters lying around what remains 
of the whole, which is fragile and easily broken by moving. Original bone 
shape may be difficult to determine. Cancellous bone usually exposed, 
when present, and may outlast all traces of the former more compact, outer 
parts of the bones. 
McGregor (2011) Category A ‘Bland’ with no real features 
 Category B ‘Edged’ and may have pits 
 Category C ‘Striped’ appearance 
 Category D ‘Textured’ appareance with possible holes, breaking edges or layers 
 Category E ‘Honeycomb’ type appearance 
 Category F ‘Cracked’ visible on surface 
This research 
See Appendix 5 
for visual 
examples 
Category A No damage to surface of bone. Smooth. Pores can be visible with smooth 
edges. No indications of outer bone surface flaking. Surface of bone can 
looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'. 
 Category B Textured surface of bone. Outer surface of bone is still intact but may be 
starting to show signs of flaking and/or roughness. Pores visible. No 
cracking or fracturing present. 
 Category C Outer surface of bone gone, exposing inner spongy surface of bone. 
 Category D Fractures and cracking present on surface of bone. 
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Table 5-2: List of sample points on bones used for analyses 
Bone Area on bone Left/Right 
Femur 
see Figure 5-1a &  Figure 5-2a 
Midshaft 
Left 
Right 
Medial metaphyseal area 
Left 
Right 
Lateral metaphyseal area 
Left 
Right 
Medial epiphysis  
Left 
Right 
Lateral epiphysis  
Left 
Right 
Humerus 
see Figure 5-1b &  Figure 5-2b 
Midshaft 
Left 
Right 
Medial metaphyseal area  
Left 
Right 
Lateral metaphyseal area 
Left 
Right 
Medial epiphysis 
Left 
Right 
Lateral epiphysis 
Left 
Right 
Rib 
see Figure 5-1c &  Figure 5-2c 
Midshaft 
Left 
Right 
Medial rid end  
Left 
Right 
Lateral rib end  
Left 
Right 
 
The most prominent stage or category was recorded for each sample point on the 
bones. For each sample bone, a frequency of the different stages or categories was 
determined (for example PC01’s left femur has five sample points, all of which were 
Behrensmeyer’s Stage 0, so the frequency would be five of Stage 0). This was done for 
the sample bones of each carcass and the results then graphed for each carcass 
including the PMI. 
The PMI was determined by amalgamating the carcasses from each collection. For 
example, the PMI of 4 months would include PC01 and PC02 for the pigs and KC01 and 
KC02 for the kangaroos. Table 3-1 details a full listing of which carcasses belong to which 
PMI. The results were compared between the kangaroo and pig samples for any 
differences in trends over time. Further analysis was also conducted by amalgamating 
the kangaroo and pig data together, to further examine whether there was a general 
trend concerning the weathering of bone surfaces over time.   
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(a) Femur 
 
 
(b) Humerus 
 
 
(c) Rib 
 
Figure 5-1: Placement of sample points used for analysis on pig bones 
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(a) Femur 
 
 
(b) Humerus 
 
 
(c) Rib 
 
 
Figure 5-2: Placement of sample points used for analysis on kangaroo bones  
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Pore measurements 
Microscopic analysis of the bone surface was undertaken to measure the area and 
diameter of any pores present. The same sample bones and sample points on the 
bones used for the weathering analysis were used for the pore measurements 
(Table 5-2, Figure 5-1 and Figure 5-2).  
Each sample point was viewed under an Olympus SZ61TR zoom stereo microscope 
which was connected to a SC30 Olympus camera in a well-lit laboratory. Extra lamps 
were used as needed to provide additional illumination. Images of each sample point 
were taken using the microscope with attached camera (total of 135x magnification 
including the camera magnification) connected to a computer with the software 
analySISgetIT. These images were then prepared for analysis using Adobe Photoshop 
Elements 11 and ImageJ. The images were then assessed using ImageJ to measure the 
area and diameter of each pore within a standard area of 1mm2 for each sample point. 
See Appendix 6 for a detailed example of how the images were prepared for analysis 
and how pores were measured. 
The data collected from the images was analysed using IBM SPSS v.23. There were four 
areas of focus during the analysis. For each 1mm2 area at each sample point the total 
number of pores; the average area and diameter of each pore, and the total area of 
pores within the 1mm2 sample area was recorded. 
The data was assessed graphically using a hierarchal structure. The majority of the data 
was analysed in terms of species (kangaroo or pig). First, each sample point for each 
caged carcass by PMI was assessed. Secondly, the data was combined for each sample 
bone (left femur, right femur, left humerus, etc.) by carcass and PMI. Third, the sample 
bones were combined (example: left and right femora) by carcass and PMI. Fourth, all 
the sample bones were combined by carcass and PMI, and then lastly the kangaroo and 
pig samples were combined together by PMI. The combining of kangaroo and pig 
samples was undertaken to examine whether there were further trends over time, and 
if it was a valid approach to combine data from two species together regarding the 
measurement of pores. 
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Results 
This research used two types of analyses, macroscopic and microscopic on the 
sub-aerial surface of the sample bones. Three sets of weathering stages and categories 
were used to macroscopically analyse the sub-aerial surface of the sample bones. Each 
sample point on the sample bones was characterized using Behrensmeyer’s (1978), 
McGregor’s (2011) and the categories developed for this research. Table 5-1 outlines 
the characteristics of all the stages and categories. The microscopic analysis involved 
measuring the area and diameter of pores on the bone surface, the number of pores 
within the sample area, and the overall area of pores within the sample area.  
The results of these analyses were assessed using the PMI as opposed to individual 
carcasses. This means that data from the carcasses at each PMI was amalgamated to 
obtain an understanding of changes over time. For example, the data of KC01 and 
KC02 was combined for the four month PMI for the kangaroos.  
The research used linear regression models for the combined data for the macroscopic 
and microscopic features analysed. The line and curve regression function in IBM SPSS 
v.23 was used in conjunction with analysis of variance to determine the statistical 
significance of any regression.  
Weathering stages and categories 
The weathering stages and categories used in the analysis are Behrensmeyer’s (1978) 
weathering stages, McGregor’s (2011) observational categories and categories created 
by the author for this research (see Table 5-1 for full descriptions). The weathering 
stages and categories were applied to the sample bones from the caged pig and 
kangaroo carcasses and to a particular sample point on each of the sample bones 
(femora, humeri, and ribs). Table 5-2 outlines the sample points.  
Behrensmeyer’s weathering stages 
Appendix 7 details the stage assigned to each sample point for the caged pigs and 
kangaroos using Behrensmeyer’s (1978) weathering stages.  
Caged pigs sample bones 
Appendix 8 outlines the individual frequency of Behrensmeyer’s (1978) stages for each 
sample bone by caged pig carcass. Table 5-3 and Figure 5-3 outline the combined total 
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frequency of Behrensmeyer’s (1978) weathering stages observed on each sample bone 
for the caged pig carcasses by PMI. The left and right femora show a strong trend over 
PMI where Stage 0 is predominant over 4 to 16 months (Figure 5-3a and Figure 5-3b). 
Stage 1 starts to show at 20 months and becomes the predominant stage at 24 months 
PMI. The humeri also show a similar trend, though Stage 0 is predominant through to 
24 months, with the exception of the right humeri where both Stage 0 and Stage 1 
occur equally (Figure 5-3c and Figure 5-3d).  
Figure 5-3d and Figure 5-3e illustrate the left and right ribs. The left rib demonstrates 
no trends over the 24 months, whereas the right rib had Stage 1 more predominant 
through all PMIs.  
From Figure 5-3 it is apparent for the caged pig carcasses that there is a trend for the 
femora and humeri to progress gradually from Stage 0 into Stage 1 of Behrensmeyer’s 
weathering stages over time. 
Table 5-3: Frequency of Behrensmeyer’s (1978) stages observed on sample bones for 
caged pig carcasses 
Sample bones Stages 
PMI (Months) 
4 8 12 16 20 24 
Left femora Stage 0 10 10 10 10 8 4 
 Stage 1 0 0 0 0 2 6 
Right femora Stage 0 10 10 10 10 9 1  
Stage 1 0 0 0 0 1 9 
Left humeri Stage 0 10 8 10 10 9 8  
Stage 1 0 1 0 0 1 2 
Right humeri Stage 0 10 9 10 9 8 5  
Stage 1 0 1 0 1 2 5 
Left rib Stage 0 2 4 6 3 4 2  
Stage 1 4 2 0 3 2 4 
Right rib Stage 0 2 2 2 2 0 0  
Stage 1 4 4 4 4 6 6 
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
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(a) Left femora (b) Right femora 
  
(c) Left humeri (d) Right humeri 
  
(e) Left rib (f) Right rib 
  
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
Figure 5-3: Frequency of Behrensmeyer’s (1978) stages observed on sample bones for 
caged pig carcasses  
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Table 5-4 and Figure 5-4 demonstrate the combined frequency of Behrensmeyer’s 
(1978) stages for the right and left sample bones by PMI for the caged pig carcasses. 
The trend initially shown in Figure 5-3 is more apparent, especially for the femora 
(Figure 5-4a) and humeri (Figure 5-4b) with Stage 0 being prevalent 4 to 16 months 
PMI and then decreasing over 20 to 24 months. Stage 1 only showed on the femora at 
20 months and became more predominant at 24 months. For the humeri (Figure 5-4b), 
Stage 1 was first recorded at eight months, and then again at 16 months, where it 
increased between 16 to 24 months.  
Figure 5-4c illustrates the combined frequency for the right and left ribs of the caged 
pig carcasses. Unlike in Figure 5-3e and Figure 5-3f, there is a trend starting to appear, 
with Stage 0 increasing from 4 to 12 months and then decreasing again over 16 to 
24 months. Stage 1 decreases over 4 to 12 months and then increases over 16 to 
24 months.  
Table 5-4: Combined frequency of Behrensmeyer’s (1978) stages for right and left sample 
bones for caged pig carcasses  
Sample bones Stages PMI (Months) 
4 8 12 16 20 24 
Femora Stage 0 20 20 20 20 17 5 
 Stage 1 0 0 0 0 3 15 
Humeri Stage 0 20 17 20 19 17 13 
 Stage 1 0 2 0 1 3 7 
Ribs Stage 0 4 6 8 5 4 2 
 Stage 1 8 6 4 7 8 10 
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
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(a) Femora (b) Humeri 
  
(c) Ribs 
 
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
Figure 5-4: Combined frequency of Behrensmeyer’s (1978) stages observed on right and 
left sample bones for caged pig carcasses  
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Caged kangaroos sample bones 
Appendix 9 outlines the frequency of Behrensmeyer’s (1978) stages observed on each 
sample bone for the individual caged kangaroo carcasses. Table 5-5 and Figure 5-5 
demonstrate that Behrensmeyer’s stages, when applied to the caged kangaroo 
carcasses, showed a similar trend to the caged pig carcasses. The left femora 
(Figure 5-5a) had Stage 0 as the only stage observed between 4 to 16 months, with 
Stage 1 starting at 20 months, and increasing at 24 months to be more frequent than 
Stage 0. The right femora followed the same trend, except Stage 1 began at 
16 months, and increased over 20 to 24 months (Figure 5-5b).  
The left and right humeri (Figure 5-5c and Figure 5-5d), had Stage 0 prevalent between 
4 to 20 months. At 24 months, Stage 1 was more prevalent for the left humeri, and 
also present at 16 months. The right humeri also had Stage 1 present at 24 months, 
and a decrease in Stage 0.  
The left ribs (Figure 5-5e) had Stage 0 most prevalent between 4 to 12 months. As 16 
months, Stage 0 decreased and the increased again at 20 months. Stage 1 increase 
between 4 to 16 months, and was the only Stage present at 24 months. The right rib 
(Figure 5-5f) had Stage 0 decrease in frequency between 4 to 24 months, and Stage 1 
increase over 8 to 24 months. 
Table 5-5: Frequency of Behrensmeyer’s (1978) stages observed on sample bones for 
caged kangaroo carcasses 
Sample bones Stages 
PMI (Months) 
4 8 12 16 20 24 
Left femora Stage 0 10 10 9 9 9 2 
 
Stage 1 0 0 0 0 1 3 
Right femora Stage 0 10 6 10 8 5 4 
 
Stage 1 0 0 0 1 1 6 
Left humeri Stage 0 6 8 8 7 8 4 
 
Stage 1 0 0 0 1 0 5 
Right humeri Stage 0 9 8 9 8 8 6 
 
Stage 1 0 0 0 0 0 3 
Left rib Stage 0 5 5 4 2 3 0 
 
Stage 1 1 1 2 4 3 6 
Right rib Stage 0 6 5 4 4 4 2 
 
Stage 1 0 1 2 2 2 4 
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
5   Bone surface analysis 
Page 161 
(a) Left femora (b) Right femora 
  
(c) Left humeri (d) Right humeri 
  
(e) Left rib (f) Right rib 
  
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
Figure 5-5: Frequency of Behrensmeyer’s (1978) stages observed on sample bones for 
caged kangaroo carcasses   
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Table 5-6 and Figure 5-6 illustrates the combined left and right sample bones of the 
caged kangaroo carcasses when Behrensmeyer’s (1978) stages were applied. As with 
the caged pig carcasses, the trends shown in Figure 5-5 are more apparent in  
Figure 5-6. Stage 0 was the only stage observed on the femora between 4 to 12 
months, with Stage 1 beginning at 16 months and increasing over 20 to 24 months 
(Figure 5-6a). At 4, 8, 12 and 16 months the humeri had only Stage 0 present. Stage 1 
was present in small frequencies at 16 months, and at higher amounts at 24 months 
(Figure 4-6b).  
Unlike the caged pig carcasses, the ribs of the caged kangaroo carcasses showed a 
trend once the right and left sample bones were combined (Figure 5-6c). Stage 0 is 
highest at 4 months, and decreases steadily between 8 to 16 months, with a minor 
increase at 20 months, and a noticable decrease again at 24 months. Unlike the 
femora and humeri, Stage 1 starts at 4 months, increases between 8 to 16 months, 
decreases at 20 months and increases noticeably at 24 months. 
As with the caged pig bones, when Behrensmeyer’s (1978) weathering stages are 
applied to the femora and humeri there is a moderate progression of Stage 0 into  
Stage 1. 
Table 5-6: Combined frequency of Behrensmeyer’s (1978) stages for right and left sample 
bones for caged kangaroo carcasses  
Sample bones Stages 
PMI (Months) 
4 8 12 16 20 24 
Femora Stage 0 20 16 19 17 14 6 
 
Stage 1 0 0 0 1 2 9 
Humeri Stage 0 15 16 17 15 16 10 
 
Stage 1 0 0 0 1 0 8 
Ribs Stage 0 11 10 8 6 7 2 
 
Stage 1 1 2 4 6 5 10 
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
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(a) Femora (b) Humeri 
  
(c) Ribs 
 
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
Figure 5-6: Combined frequency of Behrensmeyer’s (1978) stages observed on right and 
left sample bones for caged kangaroo carcasses  
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Combined caged pig and kangaroo bones 
Table 5-7 summarises the previously reported caged pig and kangaroo data which has 
been collated into a single graph outlining the stages for each PMI for the left and right 
femora. Figure 5-7 graphically illustrates these results.  
From Figure 5-7a, it is clear that stage 0 is the only stage observed on the femora at 
4 months, 8 months and 12 months. Starting at 16 months, Stage 1 begins to appear 
on the femora. Stage 1 increases over 20 months and 24 months. Figure 5-7b 
demonstrates that on the humeri, Stage 0 is high and relatively consistent between 4 
to 16 months. At 24 months there was a decrease of Stage 0 and an increase in Stage 
1. Figure 5-7c illustrates that on the ribs at 4 months, Stage 0 is higher than Stage 1. 
The frequency of the stages stay consistent from 4 to 12 months. At 16 and 20 months, 
Stage 1 is higher than Stage 0. At 24 months, Stage 1 is the most frequent stage 
present. The progression of the femora and humeri from Stage 0 through to Stage 1, 
for both the caged pig and kangaroo sample bones, illustrates that Behrensmeyer’s 
(1978) weathering stages are applicable in the Canberra environment. Also, there 
appears to be a correlation with the decline of Stage 0 and the increase of Stage 1 
centering around 16 and 20 months post-mortem. 
Linear regression on the data in Table 5-7, showed significant trends for all bones, 
except for the humeri at Stage 0. The ribs had the highest correlation and best 
statistical p-value. For the ribs, Stage 0 had a decreasing trend over time (R2 = 0.752,  
p = 0.025) while Stage 1 had an increasing trend over time (R2 = 0.752, p = 0.025). 
Table 5-7: Combined frequency of Behrensmeyer’s (1978) stages on right and left sample 
bones for caged pig and kangaroo carcasses  
Sample bones Stages 
PMI (Months) Linear regression 
4 8  12  16  20  24  R2 Significance (p) 
Femora Stage 0 40 36 39 37 31 11 0.630 0.060 
 
Stage 1 0 0 0 1 5 24 0.585 0.077 
Humeri Stage 0 35 33 37 34 33 23 0.474 0.130 
 
Stage 1 0 2 0 2 3 15 0.567 0.084 
Ribs Stage 0 15 16 16 11 11 4 0.752 0.025 
 
Stage 1 9 8 8 13 13 20 0.752 0.025 
Significant (p ≤ 0.1) linear regressions are highlighted in bold 
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
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(a) Femora (b) Humeri 
  
(c) Ribs 
 
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
Figure 5-7: Combined frequency of Behrensmeyer’s (1978) stages observed on right and 
left sample bones for caged pig and kangaroo carcasses 
Table 5-8 and Figure 5-8 show the total combined frequency of each stage of all 
sample bones (femora, humeri, and ribs for all caged pig and kangaroo carcasses). 
From 4 to 16 months, Stage 0 is the most prevalent (frequency between 85 and 92). 
Stage 1 is also consistent between 4 to 12 months and then increases over 16 and 20 
months. At 24 months Stage 1 is more prevalent than Stage 0, which decreased.  
By applying Behrensmeyer’s (1978) weathering stages to particular sample points on 
particular sample bones, it is possible to see potential trends in subaerial bone 
weathering which correlate roughly with the PMIs used for the analyses. This trend is 
clear in Figure 5-8, with Stage 0 decreasing gradually over time, most noticeably from 
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16 months to 24 months PMI, and Stage 1 increasing gradually over time, also 
occurring most noticeably from 16 months to 24 months PMI. Stage 0 and Stage 1 both 
had significant correlations when a linear regression was applied to the data in 
Table 5-8. For Stage 0 the R2 = 0.640 (p = 0.056) and for Stage 1 the R2 = 0.636 (p = 
0.057).  
Table 5-8: Combined frequency of Behrensmeyer’s (1978) stages for all caged pig and 
kangaroo sample bones and carcasses 
Stages 
PMI (Months) Linear regression 
4 8 12 16 20 24 R2  Significance (p) 
Stage 0 90 85 92 82 75 38 0.640 0.056 
Stage 1 9 10 8 16 21 59 0.636 0.057 
Significant (p ≤ 0.1) linear regressions are highlighted in bold 
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
 
 
Stages legend: 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow cavities 
contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fiber structure (e.g., longitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or may 
not be present. 
Figure 5-8: Combined frequency of Behrensmeyer’s (1978) stages observed for all caged 
pig and kangaroo sample bones and carcasses 
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McGregor’s observational categories 
McGregor’s (2011) weathering categories (see Table 5-1 for descriptions) were applied 
to the same sample points and sample bones as Behrensmeyer’s (1978) weathering 
stages. Appendix 10 outlines McGregor’s (2011) observational categories assigned to 
each sample point for the pigs and kangaroos. For the assignment of McGregor’s 
categories to individual carcasses see Appendix 11 for the caged pigs and Appendix 12 
for the caged kangaroos.  
Caged pigs sample bones 
Table 5-9 outlines which of McGregor’s (2011) categories applied to each sample bone, 
while Figure 5-9 provides the frequency of McGregor’s weathering categories by 
element. As there are five categories in McGregor’s classification system, there are no 
discernible patterns in the distribution of weathering scores when applied to each 
caged pig sample bone, with the exception of the right ribs where Category E increases 
gradually from 4 to 24 months (Figure 5-9e).  
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Table 5-9: Frequency of McGregor’s (2011) categories observed on sample bones for 
caged pig carcasses  
Sample bones Category 
PMI (Months) 
4 8 12 16 20 24 
Left femora A 4 4 2 2 2 0  
B 2 0 2 2 0 0  
C 0 1 2 0 1 0  
D 0 2 2 4 5 5  
E 4 3 2 2 2 1  
F 0 0 0 0 0 4 
Left humeri A 7 3 4 4 3 0  
B 2 2 4 3 1 0  
C 0 0 0 0 0 0  
D 1 3 0 2 3 3  
E 0 1 2 1 3 5  
F 0 0 0 0 0 2 
Left rib A 0 0 2 0 2 0  
B 0 0 0 0 0 0  
C 1 4 4 3 2 1  
D 1 0 0 2 0 1  
E 4 2 0 1 2 4  
F 0 0 0 0 0 0 
Right femora A 6 4 4 4 4 0  
B 0 0 1 2 0 2  
C 0 0 0 0 0 0  
D 0 2 1 0 2 0  
E 4 4 4 4 4 1  
F 0 0 0 0 0 7 
Right humeri A 6 4 4 4 4 0  
B 1 1 0 0 0 0  
C 0 0 0 0 0 0  
D 3 3 2 2 2 2  
E 0 2 4 4 4 5  
F 0 0 0 0 0 3 
Right rib A 1 0 0 0 0 0  
B 0 0 0 0 0 0  
C 2 2 2 1 0 0  
D 0 0 0 1 1 0  
E 3 4 4 4 5 6  
F 0 0 0 0 0 0 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
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(a) Left femora (b) Right femora 
  
(c) Left humeri (d) Right humeri 
  
(e) Left rib (f) Right rib 
  
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
Figure 5-9: Frequency of McGregor’s (2011) categories observed on sample bones for the 
caged pig carcasses 
0
1
2
3
4
5
6
7
8
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
0
1
2
3
4
5
6
7
8
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
0
1
2
3
4
5
6
7
8
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
0
1
2
3
4
5
6
7
8
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
0
1
2
3
4
5
6
7
8
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
0
1
2
3
4
5
6
7
8
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
Estimating the PMI of skeletal remains 
Page 170 
Table 5-10 outlines McGregor’s (2011) categories for the combined right and left 
sample bones of the caged pig carcasses. Figure 5-10a demonstrates that there is a mix 
of Category A, B, C, D and E for all PMIs on the femora. Category A and E have the most 
discernable pattern, both decreasing gradually from 4 to 24 months. Category F is only 
observed on the femora at 24 months. The humeri (Figure 5-10b) are similar to the 
femora, in that a mix of Categories A, B, C, D and E are present for all PMI. Category F 
is only present at 24 months, while Category E increases from 8 to 24 months and 
Category A decreases from 4 to 20 months. 
Figure 5-10c illustrates the categories observed on the ribs. There is less variation of 
categories present, in particular, Category A, B, D and F. Categories C and E are most 
prevalent in varying degrees for all the caged pig carcasses. Category C increases from 
4 to 8 months and then decreases gradually between 12 to 24 months. Category E 
decreases from 4 to 12 months and then increases steadily between 16 to 24 months.  
Table 5-10: Combined frequency of McGregor’s (2011) categories for right and left 
sample bones on caged pig carcasses  
Sample bones Category 
PMI (Months) 
4 8 12 16 20 24 
Femora A 10 8 6 6 6 0 
 B 2 0 3 4 0 2 
 C 0 1 2 0 1 0 
 D 0 4 3 4 7 5 
 E 8 7 6 6 6 2 
 F 0 0 0 0 0 11 
Humeri A 13 7 8 8 7 0 
 B 3 3 4 3 1 0 
 C 0 0 0 0 0 0 
 D 4 6 2 4 5 5 
 E 0 3 6 5 7 10 
 F 0 0 0 0 0 5 
Ribs A 1 0 2 0 2 0 
 B 0 0 0 0 0 0 
 C 3 6 6 4 2 1 
 D 1 0 0 3 1 1 
 E 7 6 4 5 7 10 
 F 0 0 0 0 0 0 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
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(a) Femora (b) Humeri 
 
 
(c) Ribs 
 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
Figure 5-10: Combined frequency of McGregor’s (2011) categories observed on right and 
left sample bones for caged pig carcasses 
Caged kangaroos sample bones 
Table 5-11 outlines the frequency of McGregor’s (2011) categories on each sample 
bone for the caged kangaroos, while Figure 5-11 provides the frequency of McGregor’s 
(2011) weathering scores. There are some discernable trends of categories across 
time. The left femora (Figure 5-11a) has Category A decreasing from 8 to 20 months, 
and Category F only present at 20 and 24 months. The right femora (Figure 5-11b) also 
has Category A decreasing from 12 to 24 months, and Category F is present mostly at 
24 months, but also once at 4 months. The left and right humeri (Figure 5-11c and 
Figure 5-11d) both have Category A decreasing from 8 to 24 months, and Category F is 
most prevalent at 24 months. The left ribs (Figure 5-11e) has Category E increasing 
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from 4 to 12 months, and then plateauing, while Category F is only present at 20 and 
24 months. The left ribs (Figure 5-11f) has Category A decreasing from 8 to 16 months, 
Category E increasing from 8 to 12 months, and Category F only present at 24 months. 
Table 5-11: Frequency of McGregor’s (2011) categories observed on sample bones for 
caged kangaroo carcasses  
Sample bones Category PMI (Months) 
4 8 12 16 20 24 
Left femora A 7 8 4 2 1 0  
B 1 1 0 1 2 1  
C 0 0 0 0 0 0  
D 1 1 3 3 3 1  
E 1 0 2 3 3 0  
F 0 0 0 0 1 3 
Left humeri A 4 6 5 5 2 2  
B 0 1 0 0 2 0  
C 0 0 0 0 0 0  
D 0 1 0 0 2 4  
E 2 0 3 2 2 0  
F 0 0 0 1 0 3 
Left rib A 2 0 0 0 3 0  
B 0 0 0 1 0 0  
C 2 5 4 1 0 0  
D 1 0 0 2 0 0  
E 1 1 2 2 2 2  
F 0 0 0 0 1 4 
Right femora A 6 6 7 4 0 1  
B 2 0 2 0 3 0  
C 0 0 0 0 0 0  
D 1 0 0 1 2 4  
E 0 0 1 4 1 0  
F 1 0 0 0 0 5 
Right humeri A 6 8 7 5 3 2  
B 2 0 0 0 0 0  
C 0 0 0 0 1 0  
D 0 0 0 0 0 2  
E 1 0 2 3 4 2  
F 0 0 0 0 0 3 
Right rib A 2 2 1 1 0 0  
B 0 0 0 1 1 1  
C 2 2 2 2 2 1  
D 2 1 1 0 1 0  
E 0 1 2 2 2 2  
F 0 0 0 0 0 2 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
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(a) Left femora (b) Right femora 
  
(c) Left humeri (d) Right humeri 
  
(e) Left rib (f) Right rib 
  
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
Figure 5-11: Frequency of McGregor’s (2011) categories observed on sample bones for 
caged kangaroo carcasses 
0
1
2
3
4
5
6
7
8
9
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
0
1
2
3
4
5
6
7
8
9
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
0
1
2
3
4
5
6
7
8
9
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
0
1
2
3
4
5
6
7
8
9
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
0
1
2
3
4
5
6
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
0
1
2
3
4
5
6
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D E F
Estimating the PMI of skeletal remains 
Page 174 
Table 5-12 outlines McGregor’s (2011) categories for the combined right and left 
sample bones of the caged kangaroo carcasses. Figure 5-12a illustrate the femora 
where Category A is most prevalent at 4, 8 and 12 months. Category F is only present 
at 20 and 24 months, and once at 4 months. 
Figure 5-12b demonstrates the categories for the humeri. The only discernable pattern 
is that Category A is highly prevalent at 4, 8, 12 and 16 months. Category F is present 
once at 16 months, and equally with Category D at 24 months. For the ribs (Figure 
5-12c) Category C was consistently observed on each caged kangaroo carcass and 
decreases steadily between 8 to 24 months. Category F was only present at 20 and 
24 months while Category E increases between 4 to 12 months. Category C was absent 
from all the femora (Figure 5-12a) and all humeri (Figure 5-12b), except once at 
20 months. 
Table 5-12: Combined frequency of McGregor’s (2011) categories on right and left sample 
bones of caged kangaroo carcasses  
Sample bones Category 
PMI (Months) 
4 8 12 16 20 24 
Femora A 13 14 11 6 1 1  
B 3 1 2 1 5 1  
C 0 0 0 0 0 0  
D 2 1 3 4 5 5  
E 1 0 3 7 4 0  
F 1 0 0 0 1 8 
Humeri A 10 14 12 10 5 4  
B 2 1 0 0 2 0  
C 0 0 0 0 1 0  
D 0 1 0 0 2 6  
E 3 0 5 5 6 2  
F 0 0 0 1 0 6 
Ribs A 4 2 1 1 3 0  
B 0 0 0 2 1 1  
C 4 7 6 3 2 1  
D 3 1 1 2 1 0  
E 1 2 4 4 4 4  
F 0 0 0 0 1 6 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
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(a) Femora (b) Humeri 
  
(c) Ribs 
 
Category legend: 
A = ‘Bland’ with no real features 
C = ‘Striped’ appearance 
B = ‘Edged’ and may have pits 
D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
Figure 5-12: Combined frequency of McGregor’s (2011) categories observed on right and 
left sample bones for caged kangaroo carcasses 
Combined caged pig and kangaroo sample bones 
Table 5-13 and Figure 5-13 outline the combined right and left sample bones of both 
the caged pig and caged kangaroo carcasses. Figure 5-13a illustrates the data for the 
femora and some trends are visible. Category A is highest at 4 months, and then 
decreases between 8, 12, 16, 20 and 24 months, and fits a linear model (R2 = 0.974,  
p = 0.000). Category D increases gradually from 4 to 20 months, and then decreases 
slightly at 24 months (linear model, R2 = 0.875, p = 0.006). Category F is most prevalent 
at 24 months.  
Some of the categories follow a similar pattern in the humeri (Figure 5-13b) data. 
Category A decreases gradually between 4 and 24 months (R2 = 0.867, p = 0.007). 
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Category F is most prevalent at 24 months, while Category E becomes more prevalent 
between 12 and 24 months (R2 = 0.772, p = 0.021).  
The ribs (Figure 5-13c) are different to the femora and humeri. The most prevalent 
categories present are Category C and E. Category C increases from 4 to 8 months and 
then decreases gradually from 8 to 24 months. Category E is consistent from 4 to 
12 months, and then increases gradually over 16 to 24 months, and a linear regression 
applied with statistical significance demonstrates good correlation (R2 = 0.779,  
p = 0.020). As with the femora and humeri, Category F is only prevalent on the ribs at 
24 months.  
Tables 5-13: Combined frequency of McGregor’s (2011) categories on right and left 
sample bones for caged pig and kangaroo carcasses  
Sample bones Category 
PMI (Months) Linear regression 
4 8 12 16 20 24 R2  Significance (p) 
Femora A 23 22 17 12 7 1 0.974 0.000 
 B 5 1 5 5 5 3 0.004 0.904 
 C 0 1 2 0 1 0 0.017 0.805 
 D 2 5 6 8 12 10 0.875 0.006 
 E 9 7 9 13 10 2 0.103 0.536 
 F 1 0 0 0 1 19 0.427 0.159 
Humeri A 23 21 20 18 12 4 0.867 0.007 
 B 5 4 4 3 3 0 0.810 0.015 
 C 0 0 0 0 1 0 0.154 0.441 
 D 4 7 2 4 7 11 0.385 0.189 
 E 3 3 11 10 13 12 0.772 0.021 
 F 0 0 0 1 0 11 0.457 0.140 
Ribs A 5 2 3 1 5 0 0.217 0.352 
 B 0 0 0 2 1 1 0.429 0.158 
 C 7 13 12 7 4 2 0.496 0.118 
 D 4 1 1 5 2 1 0.060 0.641 
 E 8 8 8 9 11 14 0.779 0.020 
 F 0 0 0 0 1 6 0.540 0.096 
Significant (p ≤ 0.1) linear regressions are highlighted in bold 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
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(a) Femora (b) Humeri 
  
(c) Ribs 
 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
Figure 5-13: Combined frequency of McGregor’s (2011) categories observed on right and 
left sample bones for caged pig and kangaroo carcasses 
Table 5-14 summarises the combined McGregor’s (2011) categories of all sample 
bones for both the caged pig and caged kangaroos. The patterns outlined previously 
(Figure 5-13) are more discernible in Figure 5-14. Category A is most prevalent at 4 
months and then decreases gradually until 24 months. Category B stays relatively 
consistent across all months. Category C increases slightly at 8 months and then 
gradually decreases between 12 and 24 months. Category D is relatively consistent 
between 4 to 12 months and increases slightly over 16 to 24 months. Category E 
increases over 4 to 20 months. Category F is only prevalent at 24 months, and in 
minuscule amounts at 4, 16 and 20 months. Linear regression was also undertaken to 
test for statistical significance. Category A had the most significant linear model 
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(R2 = 0.941, p = 0.001), while Category D (R2 = 0.789, p = 0.018) and Category E 
(R2 = 0.589, p = 0.075) were also statistically significant.  
Table 5-14: Combined frequency of McGregor’s (2011) categories for all caged pig and 
kangaroo sample bones and carcasses  
Category PMI (Months) Linear regression 
 
4 8 12 16 20 24 R2 Significance (p) 
A 51 45 40 31 24 5 0.941 0.001 
B 10 5 9 10 9 4 0.119 0.504 
C 7 14 14 7 6 2 0.395 0.181 
D 10 13 9 17 21 22 0.789 0.018 
E 20 18 28 32 34 28 0.589 0.075 
F 1 0 0 1 2 36 0.457 0.140 
Significant (p ≤ 0.1) linear regressions are highlighted in bold 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
 
  
Category Legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
Figure 5-14: Combined frequency of McGregor’s (2011) categories observed for all caged 
pig and kangaroo sample bones and carcasses 
While patterns are harder to discern when using McGregor’s (2011) categories, it 
appears that certain categories display trends over time. Category A (bland) always 
decreases from a high amount at 4 months to a low amount at 24 months. Category E 
(honeycomb) tends to increase between 4 to 20 months. Category F (cracking) is also 
more prevalent at 24 months than in any other PMI.  
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Research weathering categories 
Appendix 13 details the category assigned to each sample point for the pigs and 
kangaroos using the weathering categories developed during this study. Appendix 14 
and 15 outline the frequency of weathering category assigned for individual pig and 
kangaroo carcasses. 
Caged pig sample bones 
Table 5-15 and Figure 5-15 outline the categories of weathering developed during this 
study (see Table 5-1 for description of categories) for the sample bones of the caged 
pig carcasses. For the left femora (Figure 5-15a) Category A is prevalent from 4 to 16 
months, and is still present at 20 months and 24 months but to a lesser degree. 
Category D is only present at 24 months. For the right femora (Figure 5-15b) Category 
A is high from 4 to 20 months, with Category D being higher at 24 months. There were 
no instances of Category C on any femora. 
Figure 5-15c and Figure 5-15d illustrate the humeri data. As with the femora, Category 
A was most prevalent for all PMIs, with Category D only being present at 24 months. 
Category C was only observed once on the left humeri (Figure 5-15c) and the right 
humeri (Figure 5-15d), both at 24 months. 
The ribs (Figure 5-15e and Figure 5-15f) had a greater frequency of Category C than the 
femora and humeri, especially the right ribs. Category A was also present, but to a 
lower degree overall. Category D was not observed on any of the caged pig ribs.  
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Table 5-15:  Frequency of research weathering categories observed on sample bones for 
caged pig carcasses  
Sample bones Category 
PMI (Months) 
4 8 12 16 20 24 
Left femora A 10 8 8 6 5 1  
B 0 2 2 4 5 5  
C 0 0 0 0 0 0  
D 0 0 0 0 0 4 
Left humeri A 9 6 10 8 7 4  
B 1 3 0 2 3 3  
C 0 0 0 0 0 1  
D 0 0 0 0 0 2 
Left rib A 1 4 6 3 4 1  
B 1 0 0 2 0 1  
C 4 2 0 1 2 4  
D 0 0 0 0 0 0 
Right femora A 10 8 9 10 8 3  
B 0 2 1 0 2 0  
C 0 0 0 0 0 0  
D 0 0 0 0 0 7 
Right humeri A 7 7 8 8 8 4  
B 3 3 2 2 2 2  
C 0 0 0 0 0 1  
D 0 0 0 0 0 3 
Right rib A 3 2 2 1 0 0  
B 0 0 0 1 1 0  
C 3 4 4 4 5 6  
D 0 0 0 0 0 0 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
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(a) Left femora (b) Right femora 
  
(c) Left humeri (d) Right humeri 
  
(e) Left rib (f) Right rib 
  
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone surface flaking. 
Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or roughness. Pores 
visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
Figure 5-15: Frequency of research weathering categories observed on sample points for 
caged pig carcasses 
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Table 5-16 and Figure 5-16 demonstrate the combined data using weathering 
categories for the right and left sample bones of the caged pigs. For the femora (Figure 
5-16a) Category A was most prevalent from 4 to 20 months. Category A was highest at 
4 months and decreases gradually over time. Category B is present in small amounts 
for all carcasses, except at 4 months. Category D is only observed on the femora at 24 
months. 
Figure 5-16b illustrates the humeri, where Category A is prevalent for all carcasses to 
varying degrees. This is the same for Category B but in lesser amounts. Category C and 
D are only present at 24 months. There is no discernible pattern of categories for the 
ribs (Figure 5-16c), with the exception of Category C, which decreases from 4 to 
12 months and then increases until 24 months. All carcasses have varying amounts of 
Category C, though it is more prevalent on the ribs than on the femora or humeri.  
Table 5-16: Combined frequency of research weathering categories on right and left 
sample bones for caged pig carcasses  
Sample bones Category 
PMI (Months) 
4 8 12 16 20 24 
Femora A 20 16 17 16 13 4  
B 0 4 3 4 7 5  
C 0 0 0 0 0 0  
D 0 0 0 0 0 11 
Humeri A 16 13 18 16 15 8  
B 4 6 2 4 5 5  
C 0 0 0 0 0 2  
D 0 0 0 0 0 5 
Ribs A 4 6 8 4 4 1  
B 1 0 0 3 1 1  
C 7 6 4 5 7 10  
D 0 0 0 0 0 0 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
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(a) Femora (b) Humeri 
  
(c) Ribs 
 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
Figure 5-16: Combined frequency of research weathering categories observed on right 
and left sample bones for caged pig carcasses 
Caged kangaroo sample bones 
Table 5-17 and Figure 5-17 outline the research weathering categories applied to each 
of the sample bones of the caged kangaroos. For the left femora (Figure 5-17a) 
Category A was most prevalent for all carcasses, with the exception of 24 months. 
Category B was present in small varying amounts while Category D was only present at 
20 and 24 months. The right femora (Figure 5-17b) is similar to the left femora, with 
Category A being most prevalent from 4 to 20 months. Category D was present at 24 
months, with one instance also at 4 months. 
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The left humeri (Figure 5-17c) had Category A as the most prevalent 4 to 20 months. 
Low instances of Category B, C, and D, were also present at 8, 16 and 20 months. The 
right humeri (Figure 5-17d) had only Category A present for all carcasses, with the 
exception of 24 months, where Category B and Category D are also present.  
The left rib (Figure 5-17e) had Category A prevalent for 4, 8 12 and 20 months. 
Category C was present throughout the PMIs in varying degrees. Category D was 
observed once at 20 months, and mostly at 24 months. The right rib (Figure 5-17f) had 
Category A highest for all PMIs except for 24 months. Category C was consistently 
present for all carcasses except at 4 months.  
Table 5-17: Frequency of research weathering categories observed on sample bones for 
caged kangaroo carcasses  
Sample bones Category 
PMI (Months) 
4 8 12 16 20 24 
Left femora A 9 9 6 6 6 0  
B 1 1 3 3 3 1  
C 0 0 0 0 0 0  
D 0 0 0 0 1 3 
Left humeri A 6 7 8 7 5 2  
B 0 1 0 0 2 4  
C 0 0 0 0 1 0  
D 0 0 0 1 0 3 
Left rib A 4 5 4 2 3 0  
B 1 0 0 2 1 0  
C 1 1 2 2 1 2  
D 0 0 0 0 1 4 
Right femora A 8 6 9 7 3 1  
B 1 0 0 2 2 4  
C 0 0 1 0 1 0  
D 1 0 0 0 0 5 
Right humeri A 9 8 9 8 8 4  
B 0 0 0 0 0 2  
C 0 0 0 0 0 0  
D 0 0 0 0 0 3 
Right rib A 4 4 3 4 3 2  
B 2 1 1 0 1 0  
C 0 1 2 2 2 2  
D 0 0 0 0 0 2 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
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(a) Left femora (b) Right femora 
  
(c) Left humeri (d) Right humeri 
  
(e) Left rib (f) Right rib 
  
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone surface flaking. 
Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or roughness. 
Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
Figure 5-17: Frequency of research weathering categories observed on sample bones for 
caged kangaroo carcasses 
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Table 5-18 and Figure 5-18 outline the combined data using the research weathering 
categories for the right and left sample bones of the caged kangaroos. The femora 
(Figure 5-18a) have Category A as the highest for all PMIs except at 24 months, where 
Category D is the highest. Category A also consistently decreases over time. Category B 
is present in varying degrees for all PMIs and does increase from 8 to 16 months. 
Category D is present mostly at 24 months, but also once at 4 months and once at 20 
months. There are two instances of Category C at 12 and 20 months.  
The humeri (Figure 5-18b) have a high prevalence of Category A for all PMIs, except at 
24 months. Category B is only present in small amounts at 8 and 20 months, and also 
24 months where it is slightly higher. Category C is only observed once at 20 months 
while Category D is observed at 16 and 24 months. 
For the ribs (Figure 5-18c) Category A is most prevalent across 4 to 20 months, where it 
decreases gradually from 8 months onwards. Category B is present in inconsistent 
amounts at 4 to 20 months. Category C is more consistent, being present for all PMIs. 
Category D is only present at 20 and 24 months. 
Table 5-18: Combined frequency of research weathering categories on right and left 
sample bones for caged kangaroo carcasses  
Sample bones Category 
PMI (Months) 
4 8 12 16 20 24 
Femora A 17 15 15 13 9 1  
B 2 1 3 5 5 5  
C 0 0 1 0 1 0  
D 1 0 0 0 1 8 
Humeri A 15 15 17 15 13 6  
B 0 1 0 0 2 6  
C 0 0 0 0 1 0  
D 0 0 0 1 0 6 
Ribs A 8 9 7 6 6 2  
B 3 1 1 2 2 0  
C 1 2 4 4 3 4  
D 0 0 0 0 1 6 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
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(a) Femora (b) Humeri 
  
(c) Ribs 
 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
Figure 5-18: Combined frequency of research weathering categories on right and left 
sample bones for caged kangaroo carcasses 
Combined pig and kangaroo sample bones 
Table 5-19 and Figure 5-19 illustrate the combined data for the right and left sample 
bones for the caged pigs and kangaroos using the research weathering categories.  
The femora (Figure 5-19a) have Category A most prevalent from 4 to 20 months, 
decreasing gradually over time. Category B is low at 4 months and increases slightly 
between 4 to 20 months. Category D is highest at 24 months, but also present in small 
amounts at 4 and 20 months. Category C is present in small quantities at 12 and 
20 months. 
0
2
4
6
8
10
12
14
16
18
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D
0
2
4
6
8
10
12
14
16
18
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D
0
1
2
3
4
5
6
7
8
9
10
4 8 12 16 20 24
PMI (Months)
Frequency of categories observed
A B C D
Estimating the PMI of skeletal remains 
Page 188 
The humeri (Figure 5-19b) all have Category A as the most prevalent category 
regardless of the PMI. Category B is present in varying frequencies. Category C is only 
present in small quantities at 20 and 24 months while Category D is present at 16 and 
24 months.  
The ribs (Figure 5-19c) have the highest frequecies of Category C compared to the 
femora and humeri. The frequency of Category C is consistent between 4 to 12 months 
and increases over 16 to 24 months. Category A is high for 4 to 12 months, decreases 
for 16 to 20 months and is low for 24 months. Category B is present in varying 
quantities for all months while Category D is present in a small amount at 20 months 
and a higher frequency at 24 months. 
Linear regression was also untaken using the categories present per sample bone type. 
For the femora, Category A showed a significant decreasing trend (R2 = 0.796, p = 
0.017), and Category B showed a significant increasing trend (R2 = 0.869, p = 0.007). 
The humeri and ribs both had significant increasing trends over time for Category C  
(R2 = 0.690, p = 0.041 and R2 = 0.711, p = 0.035 respectively). The ribs also had 
significant trends for Category A which decreased over time (R2 = 0.611, p = 0.066), 
and for Category D which increased over time (R2 = 0.540, p = 0.096). 
Table 5-19: Combined frequency of research weathering categories on right and left 
sample bones for caged pig and kangaroo carcasses  
Sample 
bones Category 
PMI (Months) Linear regression 
4 8 12 16 20 24 R2 Significance (p) 
Femora A 37 31 32 29 22 5 0.796 0.017  
B 2 5 6 9 12 10 0.869 0.007  
C 0 0 1 0 1 0 0.043 0.694  
D 1 0 0 0 1 19 0.427 0.159 
Humeri A 31 28 35 31 28 14 0.431 0.157  
B 4 7 2 4 7 11 0.385 0.189  
C 0 0 0 0 1 2 0.690 0.041  
D 0 0 0 1 0 11 0.457 0.140 
Ribs A 12 15 15 10 10 3 0.611 0.066  
B 4 1 1 5 3 1 0.023 0.774  
C 8 8 8 9 10 14 0.711 0.035  
D 0 0 0 0 1 6 0.540 0.096 
Significant (p ≤ 0.1) linear regressions are highlighted in bold 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
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(a) Femora (b) Humeri 
  
(c) Ribs 
 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
Figure 5-19: Combined frequency of research weathering categories on right and left 
sample bones for caged pig and kangaroo carcasses 
Table 5-20 and Figure 5-20 demonstrate the combined data for all sample bones of the 
caged pigs and kangaroos. Category A is high for all months, except at 24 months. It 
decreases slightly between 12 and 20 months. Category B and C are reasonably 
consistent between 4 to 12 months, and both slightly increase between 16 to 
24 months. Category D is very low at 4, 16 and 20 months and is the most prevalent 
category for 24 months.  
Of the four categories used, Category A and D demonstrate a relatively consistent 
pattern over time, especially for the femora and humeri. Category A is always highest 
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at 4 months and then gradually decreases until it is reasonably low at 24 months. 
While Category D is sometimes present at 4, 16 and 20 months, it is always in very low 
quantities compared to the other categories. At 24 months, there is always a higher 
frequency of Category D. 
Of the four categories developed during this research, Category A, B and C both 
showed statistically significant linear trends when all data was combined. Category A 
had a decreasing trend (R2 = 0.678, p = 0.044), while Category B and Category C both 
had increasing trends over time (R2 = 0.778, p = 0.020 and R2 = 0.783, p = 0.019 
respectively).  
Table 5-20: Combined frequency of research weathering categories for all caged pig and 
kangaroo sample bones and carcasses  
Category PMI (Months) 
Linear regression 
4 8 12 16 20 24 R2 Significance (p) 
A 80 74 82 70 60 22 0.678 0.044 
B 10 13 9 18 22 22 0.778 0.020 
C 8 8 9 9 12 16 0.783 0.019 
D 1 0 0 1 2 36 0.457 0.140 
Significant (p ≤ 0.1) linear regressions are highlighted in bold 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can look striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
 
 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
Figure 5-20: Combined frequency of research weathering categories for all caged pig and 
kangaroo sample bones and carcasses 
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The results presented show specific trends concerning the weathering stages or 
categories related to time. Behrensmeyer’s (1978) weathering stages provide a broad 
method for potentially dating skeletal material. The results show there are definite 
trends in the decrease of Stage 0 over 4 to 20 months, and an increase in Stage 1 at 24 
months. Of McGregor’s (2011) observational categories the most useful indicator of 
time appears to be Category F (cracking) which is consistently present at 24 months.  
The weathering categories developed during this research show Category A (no 
damage) and D (fractures and cracking) provide the best indicators of time, with 
Category A decreasing over 4 to 20 months, and Category D increasing from 20 and 
24 months onwards.  
Pore measurements 
There were four different variables measured microscopically within the sample areas 
on the bone surfaces. These measurements included: the number of pores; the 
average individual pore area; the average individual pore diameter; and the average 
total area of pores. The purpose of using four different measurements of the pores 
was to test any significant changes over time (e.g. an increase in the density of pores).  
As with the weathering stages and categories, the pore measurements were analysed 
by individual carcasses and by the PMI. Trends over time are more apparent when the 
data was categorised by the PMI than by individual carcasses.  
Pore density 
Counting the number of pores per sample area took into account possible increases in 
the density of pores over time. Appendix 16 outlines the density of pores within each 
1mm2 sample area for each sample point for the caged pigs and kangaroos. Appendix 
17 and Appendix 18 illustrate this data graphically, comparing the left and right sample 
points of each caged pig and kangaroo carcass. There were limited trends visually 
apparent for the average number of pores per sample point for the combined femora, 
humeri, and rib data for both the caged pigs and kangaroos (Appendix 19 to 20).  
Appendix 21 outlines the average number of pores within the 1mm2 sample area for 
each sample point arranged by the PMI for the caged pigs and kangaroos. Appendix 22 
and 23 demonstrates the data graphically. There are some visually apparent trends 
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beginning to show in the data. However, these are better seen when the data for each 
sample bone are combined.  
Table 5-21 shows the combined averaged number of pores for all sample points and 
sample bones for each PMI for the caged pigs and kangaroos. Figure 5-21 illustrates 
the data from Table 5-21 for the pigs and kangaroos.  
A clear trend is evident (Figure 5-21a) as the number of pores per unit area for the 
caged pigs increases until 20 months, after which there is a slight decline. The 
kangaroos (Figure 5-21b) show a similar trend, a gradual increase in pores per unit 
area until 16 months (with a small decrease at 12 months, likely due to missing sample 
points), followed by a small decrease from 20 to 24 months.  
Table 5-21: Average number of pores for all sample points  
 PMI (months) 
 4 8 12 16 20 24 
Pigs 17.58 22.53 26.56 33.31 43.25 37.94 
Kangaroos 7.28 13.48 11.15 22.80 17.36 14.67 
 
(a) Pigs (b) Kangaroos 
  
Figure 5-21: Average number of pores for all sample bones 
Figure 5-22 compares the average number of pores on caged pig and kangaroo sample 
bones by PMI. The pigs consistently had a higher density of pores per 1mm2 sample 
point than the kangaroos, and the density of pores gradually increased over time in a 
linear manner (R2 = 0.884, p = 0.005). The kangaroo data did not fit a linear regression 
model with significance (R2 = 0.366, p = 0.203). Figure 5-23 illustrates the combined 
caged pig and kangaroo average number of pores by PMI, again showing a clear linear 
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trend (R2 = 0.803, p = 0.016) of an increase in pores with increasing PMI, albeit with a 
slight decline after 20 months. 
 
Figure 5-22: Comparison of average number of pores between caged pigs and kangaroos 
of all sample points  
 
Figure 5-23: Average number of pores for all caged carcasses  
For both pigs and kangaroos, there is an increase in the pore density on the bone 
surface over time, especially when the data for pigs and kangaroos are combined (as in 
Figure 5-23). There is a statistically significant increase in the average number of pores 
on the caged pig bone between 4 to 20 months (R2 = 0.884, p = 0.005). While none of 
the kangaroo data was statistically significant by itself (R2 = 0.366, p = 0.203), an 
increasing trend between 4 to 16 months is seen, with a decrease over 20 to 
24 months which can be observed visually (Figure 5-22). 
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Individual pore area 
Appendix 25 outlines the average area of individual pores within each 1mm2 sample 
area for each sample point for the caged pigs and kangaroos. Appendix 26 and 27 
illustrate this data graphically, comparing the left and right sample points of each 
caged pig and kangaroo carcass. A very broad trend seen in these graphs is where the 
average pore area for the caged pigs increases at 20 and 24 months while the caged 
kangaroos increase is at 12 months and then decreases.  
Appendix 28 outlines the average area of individual pores within the 1mm2 sample 
area for each sample point arranged by the PMI for the caged pigs and kangaroos 
respectively. Appendix 29 and 30 demonstrates the data graphically. The same trend 
noted above is seen in Appendix 29 and 30. However, the trend is easier to identify 
with the collation of data with sample bones.  
For the caged pigs, Figure 5-24 illustrates a typical pattern, regardless of skeletal 
element, whereby individual average pore area remains relatively constant until 20 
months, and then individual pore area increases dramatically.  
This trend is especially apparent in Figure 5-25 where the left and right sample points 
of the sample bones of the caged pigs were combined. Figure 5-26 also shows the 
same trend for all pore areas of the sample bones plotted by PMI. From 4 to 16 
months the average area of a pore is low (below 1µm2), when at 20 months the 
average area of a pore is 4.58µm2 and at 24 months is 5.35µm2.    
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(a) Femora (b) Humeri 
  
(c) Ribs 
 
Figure 5-24: Average area of individual pores on sample bones for caged pig carcasses 
 
Figure 5-25: Average area of individual pores on combined right and left sample bones 
for caged pig carcasses 
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Figure 5-26: Average area of individual pores on all sample points and bones for caged 
pig carcasses 
Figure 5-27 illustrate the average area of individual pores for the sample bones of the 
caged kangaroo carcasses. Figure 5-27 demonstrates that the average area of 
individual pores was usually low on all sample bones at 4 months, with the exception 
of the right humeri (Figure 5-27b). After 4 months, the average area of individual pores 
varies between sample bones considerably.  
This trend changed when the left and right averages for the sample bones were 
combined as seen in Figure 5-28, where the femora, humeri, and ribs had the highest 
average individual pore area at 12 months, increasing during 4 and 8 months and 
decreasing at 20 and 24 months. Figure 5-29 illustrates this point clearly with all 
sample points and bones combined for the caged kangaroos with the average area of a 
pore within a particular PMI.   
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(a) Femora (b) Humeri 
  
(c) Ribs 
 
Figure 5-27: Average area of individual pores on samples bones for caged kangaroo 
carcasses 
 
Figure 5-28: Average area of individual pores on combined right and left sample bones 
for caged kangaroo carcasses 
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Figure 5-29: Average area of individual pores on all sample points and bones for caged 
kangaroo carcasses 
Figure 5-30 highlights the differences in the average area of an individual pore 
between the caged pig and caged kangaroo samples. The caged pig carcasses had a 
higher average of individual pore area for 4 months, 20 months and 24 months and 
had a steep increase in average pore area at 20 months and 24 months. The caged 
kangaroo carcasses were highest at 12 months, with a sharper increase from 4 months 
to 8 months, and then a gradual decrease in average individual pore area over 16, 20 
and 24 months. The curve estimation on the caged pigs data, fits a linear increase over 
time (R2 = 0.707, p = 0.036), while the kangaroos best fit was a cubic line (R2 = 0.975, 
p = 0.037).  
 
Figure 5-30: Comparison of average area of individual pores between caged pig and 
kangaroo carcasses of all sample points 
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Figure 5-31 illustrates the average individual pore area for all caged carcasses. When 
the pig and kangaroo samples are combined, there is a clear trend for the area of 
individual pores to increase over time in a linear function (R2 = 0.820, p = 0.013).   
 
Figure 5-31: Average area of individual pores for all caged carcasses  
The main difference in the changes of individual pore area between the caged pigs and 
kangaroos is that the kangaroo pores increased in individual area and then decreased, 
whereas the pigs individual pore areas were constant until 16 months PMI and then 
increased substantially at the 20 and 24 months intervals. The pig and kangaroo data 
on individual pore area both fit statistically significant models, indicating there are 
quantifiable changes over time. When the data of the species were combined, there 
was a clear increasing linear trend between 4 and 24 months.  
Maximum individual pore diameter 
The maximum diameter of individual pores within the sample areas was measured as 
some pores varied in shape (e.g. elongated ovals versus round). While there is a link 
between the diameter of the pores and the pore area, it was decided to analyse the 
two measurements separately.   
Appendix 31 outlines the average maximum diameter of individual pores within each 
1mm2 sample area for each sample point for the caged pigs and kangaroos. Appendix 
32 and 33 illustrate this data graphically, comparing the left and right sample points of 
each caged pig and kangaroo carcass. There were no apparent trends visible when 
examining this data. 
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Appendix 34 outlines the average diameter of individual pores within the 1mm2 
sample area for each sample point arranged by PMI for the caged pigs and kangaroos. 
Appendix 35 and 36 demonstrate the data graphically, and there were no trends 
visually apparent.  
From Figure 5-32 it is possible to see some general trends in average individual pore 
diameter for the caged pig carcasses. For the left and right femora (Figure 5-32a) the 
average diameter of pores increased gradually. There was a gradual variation for the 
right and left humeri (Figure 5-32b) from 4 to 20 months, with an increase at 24 
months. The ribs (Figure 5-32c) both decreased from 4 to 8 months and then gradually 
increased from 12 to 24 months.  
(a) Femora (b) Humeri 
  
(c) Ribs 
 
Figure 5-32: Average diameter of individual pores for caged pig carcasses 
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This trend is apparent in Figure 5-33 where the left and right sample bones were 
combined for average diameter by PMI. There was a gradual increase in maximum 
diameter over time. Figure 5-34 illustrates this increasing trend when all average 
diameters of individual pores for the caged pig carcasses were combined.  
 
Figure 5-33: Average diameter of individual pores on sample bones for caged pig 
carcasses 
 
Figure 5-34: Average diameter of individual pores on all sample points and bones for 
caged pig carcasses 
Figure 5-35 illustrates the average diameter of individual pores for each sample bone 
from the caged kangaroos. For the left and right femora (Figure 5-35a) there is an 
increase from 4 to 12 months, and then a decrease in diameter from 16 to 24 months. 
The left humeri increases from 4 to 12 months, decreases over 16 and 20 months and 
then increases again at 24 months; while the right humeri decrease from 4 to 16 
months, sharply increases at 20 months and then decreases again at 24 months (Figure 
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5-35b). The ribs both increase from 4 to 12 months, and then decrease from 16 to 24 
months (Figure 5-35c).  
(a) Femora (b) Humeri 
  
(c) Ribs 
 
Figure 5-35: Average diameter of individual pores on sample bones for caged kangaroo 
carcasses 
Figure 5-36 illustrates the combined averages for each type of sample bone (right and 
left together) with the average diameter increasing over 4 and 8 months, to reach its 
highest averages at 12 months and then to decrease at 16, 20 and 24 months.  
Figure 5-37 clearly demonstrates this trend where all the sample points and sample 
bones are averaged for an individual pore diameter of the caged kangaroo bones. 
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Figure 5-36: Average diameter of individual pores on combined right and left sample 
bones for caged kangaroo carcasses 
 
Figure 5-37: Average diameter of individual pores on all sample points and bones for 
caged kangaroo carcasses  
Figure 5-38 illustrates a comparison between the average pore diameter for caged pig 
and kangaroos. The differences between the two samples clearly show a gradual 
increasing trend in the average diameter of pores for the pigs, while the kangaroos 
increase during 4 and 8 months, peak at 12 months and then decrease at 16, 20 and 24 
months. Model fitting indicated that the caged pigs followed a linear pattern  
(R2 = 0.866, p = 0.007) while the kangaroo data best fit a cubic model (R2 = 0.974,  
p = 0.039). 
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Figure 5-38: Comparison of average diameter of individual pores on all sample points 
and bones for caged pig and kangaroo carcasses 
The data outlined concerning the average maximum diameter of individual pores 
follows the same trends outlined for the average area of individual pores for both the 
caged pig and kangaroo samples. The pigs had a linear increase in pore diameter over 
time, whereas the kangaroos had an increase from 4 to 12 months, which then 
deceased gradually from 16 to 24 months. Unlike the average area of individual pores, 
the maximum diameter showed clearer and more gradual trends over time.  
Total pore area within sample area 
The total pore area within each sample point was measured to test whether the 
overall pore area would increase over time. Appendix 37 outlines the total area of all 
pores in each 1mm2 sample area for each sample point for the caged pigs and 
kangaroos. Appendix 38 and 39 illustrate this data graphically, comparing the left and 
right sample points of each caged pig and kangaroo carcass.  
Appendix 40 outlines the average total pore area within the 1mm2 sample area for 
each sample point for the caged pigs and kangaroos. Appendix 41 and 42 
demonstrates the data graphically. There was a trend within the sample points of the 
caged pigs at 4, 8, 12 and 16 months to be comparatively low when compared to the 
average total pore area of 20 and 24 months which was higher. The kangaroo sample 
did not show any discernable trends in the average total pore area across PMI.  
Figure 5-39 compares the average total pore area for all sample points and sample 
bones between kangaroos and pigs. The trend for the caged pigs is clearly 
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demonstrated, with a significant increase in average total pore area at 20 and 24 
months. While the average total pore area of the caged kangaroo carcasses does 
increase slightly at 8, 12 and 16 months, it decreases at 20 and 24 months. Model 
fitting demonstrated that the caged pig total pore area increased in a linear fashion  
(R2 = 0.721, p = 0.032) while the caged kangaroo data followed an S model (R2 = 0.785, 
p = 0.019). 
 
Figure 5-39: Comparison of average total area of all pores on all sample points and 
bones for caged pig and kangaroo carcasses 
The total area of all pores for the caged pigs and kangaroos varied significantly 
between species, as illustrated in Figure 5-39. The caged pigs increased exponentially 
at 20 and 24 months while the kangaroo data increased between 8 and 16 months and 
then decreased.  
There are some general trends in the pore measurements from the caged pig and 
caged kangaroos. The average number of pores per sample area increases over 4 to 
20 months and then decreases slightly at 24 months. The average individual pore area 
also tends to increase over time, but not consistently. The average maximum diameter 
of a pore increases gradually for the pigs while the kangaroos increase until 12 months 
and decreases between 16 to 24 months. There are differences between the caged 
pigs and kangaroos concerning the total area of pores within the sample area. There is 
a significant increase in total area of pores for the caged pigs at 20 and 24 months, 
compared to between 4 and 16 months. However, with the caged kangaroos, after 8 
months the total area of pores stayed relatively consistent.  
0
20
40
60
80
100
120
140
160
4 8 12 16 20 24
PMI (Months)
µm2
Pigs Kangaroos
Estimating the PMI of skeletal remains 
Page 206 
Of the four measurements used during the microscopic analysis, the average 
maximum diameter of pores, arranged by the PMI, showed the clearest and most 
consistent trends for each sample by species. These trends are also demonstrated with 
the other types of measurements, though not as clearly. Overall, all the measurements 
indicated there was a linear increase in area, diameter and number of pores for the 
caged pigs between 4 to 24 months. For the caged kangaroos, the data would usually 
peak around 12 or 16 months and then decrease at 24 months.   
Results summary 
Morphological changes to the outer bone surface are apparent either macroscopically, 
through characterisation of weathering stages or categories, or microscopically, 
through the measurements of pores on the surface of the bone. 
The results of the analyses of weathering demonstrate there are trends with respect to 
weathering stages or categories over time. The most useful indicators of change over 
PMI appear to be Behrensmeyer’s (1978) weathering stages, and Category A and 
Category D developed during this research. The results have shown there are definite 
trends in the decrease of Stage 0 and Category A over 4 to 20 months, and an increase 
in Stage 1 and Category D at 24 months.  
Microscopically, the average maximum diameter of individual pores shows the most 
consistent trend for both the caged pigs and caged kangaroos. This trend is also 
illustrated through the other measurements (individual area of pores, the number of 
pores and the total area of pores within sample area), though not as clearly. In general, 
the measurements indicate there is a linear increase in area, diameter and number of 
pores for the pigs between 4 to 24 months, while the kangaroo data peaks at 12 to 
16 months and decreases.  
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Discussion 
This discussion will focus on the environmental variables which affect weathering of 
the outer bone surface, both macroscopically and microscopically. This includes 
identifying sequences or patterns of bone weathering, while taking into account 
environmental factors such as UV radiation, moisture and ambient temperature 
changes. An assessment concerning the rate of weathering will also be discussed, in 
particular to how it relates to estimating the PMI. A discussion focusing on the results 
of the microscopic analysis, compared against similar research, will also be carried out.  
Weathering  
The discussion on weathering demonstrates a standard pattern and sequence to bone 
weathering. The results of using Behrensmeyer’s (1978), McGregor’s (2011) and the 
categories developed for this research will be compared and contrasted, as well as 
previously published works on bone weathering. The differences in the rate of 
weathering will be explored, also through comparisons, and shown to be dependent 
on environmental conditions, making estimations of the PMI based on bone 
weathering generally invalid. 
Weathering patterns and sequences 
The weathering of the subaerial bone recorded during this research follows the same 
sequence outlined in Behrensmeyer’s (1978) weathering stages, at least for 
weathering Stage 0 and Stage 1. The stages recorded for the pigs and kangaroos are 
similar, especially for the femora and humeri. Behrensmeyer’s (1978) weathering 
Stage 0 was prevalent until 16 months PMI and then decreased while weathering  
Stage 1 increased from 16 months to 24 months. The frequency of the weathering 
stages for each sample point was evident when combined for the caged pigs and 
kangaroos (see Figure 5-6).There was a difference in the weathering of the ribs 
between the caged pigs and kangaroos. Stage 1 was present at 8 months for the pigs, 
then at 16 months where Stage 1 increased in frequency over 20 and 24 months. The 
kangaroos had Stage 1 present at 4 months, where it increased until 16 months, 
decreased at 20 months and increased again at 24 months.  
The cause of this difference between the ribs of the caged pigs and kangaroos is 
unknown, though it could be assumed to be due to the difference in bone composition 
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between the species (Aerssens et al. 1998). Overall, the femora and humeri 
demonstrate more stable and consistent patterns of weathering over the two-year 
study when Behrensmeyer’s (1978) stages are applied. 
While only Stage 0 and Stage 1 were observed on any of the bones, the sequence does 
follow Behrensmeyer’s (1978) stages. This result was not unexpected as other research 
which has tested Behrensmeyer’s weathering stages also found that regardless of the 
environment or time, the stages proceeded in the same sequence (Madgwick and 
Mulville 2012; Tappen 1994).  
This research also tested McGregor’s (2011) classification system for morphological 
changes on the surface of the bone due to weathering. When McGregor’s (2011) 
categories were applied, it was found that only categories A, D and F demonstrated 
useful trends over time. The frequencies of McGregor’s (2011) categories, when 
combined for all the sample bones of the caged pigs and kangaroos, showed Category 
A (bland) decreased linearly between 4 and 24 months PMI and had the most 
statistical significance over time. Category D (textured) also showed statistical 
significance, increasing linearly between 4 to 20 months. While Category F (cracked) 
was not statistically significant, it was always most prominent at 24 months.  
McGregor’s thesis (2011) stated that Category F (cracking) on the ribs was the best 
assessment of TSD and weathering, in particular between six to nine months. The 
results of this research contradicts this claim. There were no recordings for Category F 
on the ribs of the caged pigs, and only at 20 and 24 months on the ribs of the caged 
kangaroos. In the case of the caged pigs, Category F was never recorded before 24 
months. Moreover, Category F was only recorded twice on the caged kangaroos before 
20 months (once at four months on a right femur, and once at 16 months on a left 
humerus).  
The data collated during the analysis using McGregor’s (2011) categories suggested 
that Category F (cracking) is potentially useful for determining a PMI of approximately 
20 to 24 months. However, as this differs significantly with McGregor’s (2011) results, 
cracking is likely a response to the specific environment in which the bone is 
weathering and is not a reliable estimate of the PMI.  
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McGregor’s (2011) Category A (bland) is also potentially useful in determining the PMI, 
as it decreased in frequency linearly over time. However, this once again differs to 
McGregor’s (2011: 92) results where Category A (bland) showed little change over 
time. The overall differences in results between this study and McGregor’s are likely to 
be due to environmental differences, which causes morphological changes in the bone 
(such as blandness, cracking or textured appearance) to appear at different PMIs and 
at different frequencies. The results highlight that understanding the environment and 
conducting experiments in various environments, is important to help understand 
these changes over time and what variables may influence them (Junod and Pokines 
2014; Ross and Cunningham 2011; Tappen 1994).  
Of the morphological weathering categories used in this research, Category A (no 
damage) and Category D (fractures and cracking) provide the best indicators of change 
over time. Category A decreases consistently over 4 to 20 months while Category D 
increases from 20 to 24 months onwards. The frequency of Category A and Category D 
for the femora and humeri across the PMIs are similar to the frequencies of 
Behrensmeyer’s weathering Stage 0 and Stage 1. Category C (outer surface of bone 
gone) also show a trend prominently on the ribs of increasing in frequency between 
4 to 24 months.  
Of the sample bones chosen for recording weathering stages and categories, the 
femora and humeri are most similar. Behrensmeyer’s (1978) stages also follow the 
same trend on the ribs. However, with either set of weathering categories (McGregor 
2011 and this research), the ribs of the caged pigs and kangaroos consistently display 
different trends than those on the femora and humeri. This difference can be 
attributed to the type of bone, as the femur and humerus are both long bones with a 
thicker and denser cortical surface, and the ribs are flat bones, and have a thinner 
cortical surface, even along the mid-shaft area.   
Of the three different sets of stages and categories, Behrensmeyer’s (1978) is the most 
tested. This research conforms to at least the sequence of Stage 0 and Stage 1 of 
Behrensmeyer’s weathering stages. Of McGregor’s (2011) categories, only Category A 
(bland), Category D (textured) and Category F (cracked) displayed any consistent 
trends over the two-year period, though these displayed at different PMIs and in 
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different frequencies than what McGregor reported. Of the categories designed for 
this research, Category A (no damage) and Category D (fractures and cracking) were 
the most consistent with trends over time, and followed the same pattern of 
Behrensmeyer’s (1978) stages. 
Rate of weathering 
While the sequence of weathering appears to be constant in different environments, 
the rate at which weathering proceeds is not constant. Behrensmeyer (1978) cited that 
weathering Stage 0 had a range of 0 to 1 years since death, and stage 1 had a 0 to 3 
years since death range. Behrensmeyer’s (1978) results are in contrast with the results 
of this study, where Stage 0 was prevalent for over one year, and in most cases nearing 
two years. The results of Miller’s (1975) study also contrasts with these results, where 
after one year of weathering Miller stated that at least a fourth of periosteum was 
gone, and there were deep cracks in the compact bone.  
Tappen’s (1994) research into bone weathering followed the same progression as 
Behrensmeyer (1978) but at a slower rate. Of the eight sites within the Ituri Forest, 
Zaire, Africa, the highest weathering stage recorded was Stage 3, and this site is older 
than 15 years since death. Compared to this research, where Stage 1 began to show at 
20 to 24 months post-mortem, the weathering in Canberra is faster than in the Ituri 
Forest. Two of Tappen’s (1994) sites substantiates this result, where Stage 1 was the 
highest stage observed on the bones, and the sites were between 20 to 25 years old. 
The most likely cause of differentiation in the rates of weathering between Tappen’s 
results and this research is that the environmental variables differ. The reporting for 
the UV light for the Ituri forest was ‘almost none’ (Tappen 1994: 672), whereas the UV 
index for Canberra ranges between low to extreme depending on the season (Bureau 
of Meteorology 2016). There is also a significant amount of annual variation in air 
temperature and humidity in Canberra, whereas Tappen reported little variation at the 
Ituri forest site.  
The weathering recorded during this study also proceeded at a faster rate than that 
recorded by Andrews and Cook (1985), Andrews and Whybrow (2005) and Fernandez-
Jalvo et al. (2010). In Andrews and Cook’s (1985) study no weathering was observed on 
experimental bones after an eight year period, whereas both the kangaroo and pig 
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bones started to display characteristics of weathering within 24 months. Fernandez-
Jalvo et al. (2010) also reported that bones on the ground surface between 2 to 25 
years mostly displayed no weathering (Stage 0) or minimal weathering (Stage 1). 
Andrews and Whybrow (2005) reported that a camel skeleton only reached Stage 2 
after 10-15 years of weathering. Comparatively, the weathering rates reported by 
Andrews and Cook (1985), Andrews and Whybrow (2005) and Fernandez-Jalvo et al. 
(2010) were considerably slower than recordings during this experiment, even though 
only Stage 1 was reached over the two-year period.  
Weathering in Canberra, Australia may be similar to weathering in northern California, 
USA. Morris (2013) reported that all bones were categorised as being at 
Behrensmeyer’s (1978) Stage 0 by 133 days (just over four months). Morris’ results 
match those of this study, where at four months (and eight months), Behrensmeyer’s 
Stage 0 was the only, if not the most prevalent, weathering stage present. 
Unfortunately, Morris’ (2013) study was not long enough to adequately compare the 
results.  
The results of this research compare with Janjua and Rogers’ (2008) study into 
developing a set of weathering stages for the early post-mortem period (less than one 
year). The four weathering stages proposed by Janjua and Rogers (2008) cover a range 
of 0 to 9.5 months. The most advanced weathering stage described by Janjua and 
Rogers (2008) was Stage 4 covering a range of 6 to 9.5 months where the bones were 
characterised as being dry, displaying signs of bleaching and green staining, no odour 
being present, little soft tissue remaining and longitudinal cracks on the diaphysis of 
the femora. While most of these characteristics were not recorded during this 
research, it is possible to compare the rate of weathering through the presence or 
absence of cracks and flaking. Cracks and flaking are comparable to weathering 
Category D (fractures and cracking) used during this research. Except for one incident 
of cracks at four months, cracking was only present in small frequencies at 16 and 20 
months, and in larger frequencies at 24 months. Compared to Janjua and Rogers 
(2008), the rate of weathering recorded during this research was much slower, nearly 
double the length of time.  
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There are two main reasons why the weathering was slower during this research. The 
first is that Janjua and Rogers (2008) used defleshed pig femora and metatarsals while 
this research used freshly dead whole carcasses. The rate of weathering is influenced 
by the amount of time it also takes for the exposure of the bone due to decomposition 
of the soft tissue. The second is the different environment for conducting the studies. 
Janjua and Rogers (2008) conducted their experiment in Southern Ontario, Canada, 
between October 2004 and July 2005 where the average monthly ambient air 
temperature ranged from less than -5oC (January 2005) to above 20oC (July 2005). The 
average monthly ambient air temperature during this experiment ranged from a 
minimum of 4.5oC (July 2012) to 27oC (January 2013). The relative humidity between 
the two environments is similar, with Janjua and Rogers’ (2008) site having a range of 
approximately 60% to 90% relative humidity during their experiment while this 
experiment had a range of 50% to 95% relatively humidity. The monthly precipitation 
and rainfall were also similar between the two sites, although Canberra had on 
average a lower amount. Janjua and Rogers’ (2008) site had a range of approximately 
20mm to 120mm while this experiment had between 7mm to 112mm. Overall, 
Canberra is warmer and has a more temperate climate than Southern Ontario, which 
also experiences snowfall and extreme frosts during the winter months. This means 
that it is likely the bones used in Janjua and Rogers’ (2008) study were frequently 
frozen and thawed, causing the bone to fracture at a faster rate over time. 
Junod’s (2013) research into subaerial bone weathering in New England, USA, found 
that Behrensmeyer’s (1978) weathering Stage 1 was observed on the bones by five to 
six months. Junod (2013) also stated that weathering occurred faster during autumn 
and spring months due to temperature fluctuations occurring most frequently during 
these seasons. Junod’s rate of weathering from Stage 0 to 1 is nearly double the 
weathering rate recorded for this research.  
The rate of weathering from Stage 0 to Stage 1 recorded during this study was 
considerably faster than those reported by Tappen (1994), Andrews and Cook (1985), 
Andrews and Whybrow (2005) and Fernandez-Jalvo et al. (2010). In comparison, the 
weathering was slower than that reported by Behrensmeyer (1978), Miller (1975), 
Junod (2013) and Janjua and Rogers (2008). The differences in rates of weathering can 
be linked to the environment in which the bone is situated. However, using weathering 
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of skeletal remains as an estimator for the PMI is not possible without first 
understanding what environmental variables influence the rate of weathering (e.g. UV 
radiation, ambient air temperature, freeze-thaw cycles and moisture loss and gain), 
and how these taphonomic variables influence bone weathering. The one exception to 
this is if remains were located where a previous study or experiment had been 
conducted under the same environmental conditions.  
Behrensmeyer’s (1978) sequence of bone weathering has been demonstrated to 
follow the same pattern regardless of environment. McGregor’s (2011) weathering 
categories are not as robust as Behrensmeyer’s (1978), and in comparison with the 
results of this research are shown not to follow a similar sequence or rate. The 
research weathering Category A (no damage) and Category D (fractures and cracking) 
used in this research follow the same trends as Behrensmeyer’s Stage 0 and Stage 1.  
By comparing the rate of weathering recorded during this research to other studies 
and experiments demonstrates that the rate at which weathering occurs differs 
drastically depending on the local environment. The research results concur with 
previously published literature. Considering that weathering rates are affected by 
environmental factors, using weathering rates to estimate the PMI, at least in areas 
without any specific studies, is not possible. In general, further research into specific 
environmental effects of weathering, and specifically the rate of bone weathering, is 
needed before using any weathering stages or categories as a tool for estimating the 
PMI.  
Pore measurements 
The discussion concerning the quantification of surface pores, focuses on evaluating 
the method used during this research; comparing the results between species 
(kangaroos versus pigs), and comparing the results with other studies which used 
methods or obtained results that are comparable to this research.  
Types of microscopy 
The method used during this research was designed to be easy to implement and to be 
cost effective. The use of a standard optical microscopic with a camera and computer 
attachment made obtaining images of the sample points on the bones a simple 
exercise. There was minimal sample preparation except for ensuring the bones were 
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clear of dirt or debris. Standard optical microscopes, even with the camera and 
computer attachments, are a common feature in laboratories. ImageJ, the program 
used to measure the individual pores, is free software and easy to use. Standard 
optical microscopes can also be portable, including the camera and computer 
attachments, meaning that it would be possible to run while in the field or remote 
contexts. The downside to this method is that, depending on the bone surface and 
how porous the surface is, it can be time-consuming as each pore needs to be 
measured separately, especially for maximum diameter.    
Scanning electron microscopy (SEM) has been used extensively in the study of bone 
from archaeological and forensic contexts (e.g. Alunni-Perret et al. 2005; Bartelink  
et al. 2001; Bell et al. 1996; Turner-Walker and Syversen 2002). The advantage of using 
SEM on the bone is that SEM can achieve a greater depth of vision, 3D images, and 
higher magnification than standard optical microscopes. The main disadvantage, 
especially concerning human bone in forensic contexts, is that the samples need 
extensive preparation before being used, which results in cutting the bone. The cost of 
running a SEM is also significantly higher than a standard optical microscope and 
requires specialist training and knowledge to use it.  
Species differences 
The average density of pores identified on the sample points of the caged pig bone are 
significantly higher than that of the caged kangaroo bones. These results indicate that 
pig bone is more porous than kangaroo bone. This result is consistent with the results 
of Robinson et al.’s (2003) study into the porosity of modern animal bone, where 
modern pig bone was found by nitrogen porosimetry to be, on average, more porous 
than the other ungulates studied.  
Differences in the average area of individual pores measured are apparent between 
the caged pigs and kangaroos. The pigs had an average of individual pore area of less 
than 1µm2 between 4 to 16 months, which then increased drastically to over 4µm2 at 
20 and 24 months. The average individual pore area for the caged kangaroos was 
between 1µm2 and 2µm2, with the exception of four months when it was below 1µm2 
and 12 months when it was above 2µm2.  
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This difference is also apparent in the average diameter of individual pores between 
species. The caged pigs consistently had a larger average maximum diameter of pores 
when compared to the caged kangaroos. Furthermore, whereas the diameter of the 
caged pig pores increases linearly between 4 to 24 months, the diameter of the caged 
kangaroo pores increases between 4 to 12 months, then decreases between 16 to 24 
months.  
The differences between the pore measurements of the caged pig and kangaroo 
samples are likely due to the pig bone being naturally more porous than the kangaroo 
bone (Robinson et al. 2003). It is unknown what caused the decrease in the pore 
measurements of the caged kangaroos from 12 or 16 months to 24 months. Although, 
it is possible to speculate that the decrease in kangaroo data may be due to several 
sample points being missing during the collection period and were unable to be 
analysed. However, as all measurements were averaged for the analysis, missing 
sample points would have only had a negligible effect on the overall averages. There is 
also the possibility that the differences between the species is due in part to sampling 
error and natural variation between individual bones.  
Further research using longer experimental periods are needed to assess whether 
there would be a decline in the porosity of pig bone after 24 months, or whether the 
porosity would continue to increase linearly or plateau.  
Comparisons 
There were two studies identified which assessed the surface of the bone 
microscopically (Rogers 2010; Raja 2013). Rogers (2010) used SEM to analyse the 
surface of experimental bones; there was no quantification of the data observed 
during the research. The SEM images presented by Rogers (2010:181-190) were often 
labelled as porous, but there was no information regarding the amount or size of the 
pores on the bone surfaces presented. Rogers (2010) further noted that the 
degradation to the surface of the bone samples over a 24 month period was not 
consistent and did not follow a pattern, concluding that such analyses were of limited 
value for determining an estimate of the PMI. The results of this section of Rogers’ 
(2010) study differ to the results of this research, where there were noticeable trends 
when pore measurements (e.g. density, diameter, area) were quantified.  
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Raja (2013) used an environmental back scattering scanning electron microscope 
(ESEM-BSE) to assess the diameters of visible pores on bone samples buried in 
different types of soil. Raja (2013:214) reported that there was a decreasing trend in 
pore diameter over post-burial time up to 6 months, then the pore diameter 
plateaued, though there was a large amount of scatter in the data. Unfortunately, Raja 
(2013) did not include numerical data, so any comparisons between results are limited 
to final conclusions. The porosity data reported by Raja (2013:253) compared bones 
buried for up to 18 months in various types of soils. For the majority of the soil types 
used by Raja (2013), the highest porosity recorded in the bone samples was at 12 
months. Interestingly, for many samples which had the highest porosity at 12 months, 
there was a decrease in the porosity recorded at 18 months.  
Raja’s (2013) results match the trend demonstrated in the kangaroo samples, where 
the highest porosity (using the pore measurements as indicating porosity) was at 12 or 
16 months, after which there was a decrease over the 20 and 24 months. Despite Raja 
(2013) having used porcine bone, the results of Raja’s analysis differ to the results from 
the pig samples of this study. The differences in the results between this study and 
Raja (2013), especially concerning the pig samples, could potentially be attributed to 
Raja’s bone samples being buried. Another possible explanation for the difference 
between the pig results of this study and Raja’s (2013) results is that there are inter-
species differences between the pigs concerning bone biology.  
The majority of results presented by Raja (2013:169) were based on bone samples 
prepared by defleshing the bones before the experiment began. However, one section 
of the experiment was to test whether pre-treatments of defleshing, degreasing or 
boiling bone made a difference to the porosity. Of these pre-treatments, there does 
appear to be an increase over time in the porosity of the bone, specifically fleshed 
bone (when initially buried). This result matches that seen in this research, where the 
porosity of the bone increased over time, especially for the pig bones.  
Despite the lack of published research into assessing the porosity of bone from its 
surface, the method and subsequent results used for this study indicate several areas 
for further research. The method and materials used in assessing porosity through 
measurement of the pores on the surface of the bone require little specialist 
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equipment, software or knowledge. There is also no destructive sample preparation 
necessary to use this method. The technique itself demonstrates that it is possible to 
quantify porosity (based on the measurements of visible pores on the bone surface) in 
at least two different species of animal. There were differences in the results between 
the species, pig and kangaroo, though both sets of species-specific data illustrated 
statistically significant trends over time.  
Chapter summary 
This chapter has outlined the relevant literature, results and discussion pertaining to 
macroscopic and microscopic assessments of the outer bone surface. Two methods 
have been demonstrated to be useful in assessing change over time. The results of this 
research are consistent with the literature, in that the weathering of bone follows a 
predictable pattern outlined in Behrensmeyer’s (1978) weathering stages. 
Furthermore, two observation categories (A and D) developed during this research also 
follow demonstrable trends over time, with Category A decreasing, and Category D 
increasing. In contrast to the sequence of weathering, the discussion concerning the 
rate of weathering has demonstrated that using weathering of the outer bone surface 
for estimating the PMI is not possible.  
The microscopic analysis of pores on the bone surface has shown that the average 
maximum diameter of individual pores consistently increase over a 24 month period. 
The other pore variables measured also demonstrate the same increasing trend, 
though not as clearly.  
Further research should be undertaken concerning macroscopic and microscopic 
methods of assessment on the outer bone surface. In general, research into specific 
environmental effects of weathering, especially the rate of weathering, needs to be 
conducted further before weathering stages or categories could potentially be used to 
estimate the PMI of skeletal remains. The results concerning the microscopic 
assessment of pores on the bone surface is promising and should also be further 
tested using a larger sample and bone from a range of different taxa, including human 
bone. 
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6 Vibrational spectroscopy and nano-indentation 
This chapter presents the literature, methods and materials, results, and discussion 
concerning vibrational spectroscopy (infrared and Raman) and nano-indentation. The 
spectroscopic analysis was undertaken to determine if any measurable changes 
occurred in the molecular bone chemistry over a period of two years. The indentation 
analysis was conducted to better understand mechanical changes to the ultrastructure 
of the bone over time. In short, both approaches were explored for their potential 
value in estimating the post-mortem interval (PMI) in skeletonised remains. 
The literature review will focus on archaeological and forensic use of two vibrational 
spectroscopic techniques (infrared spectroscopy or IR, and Raman spectroscopy or RS) 
and nano-indentation. Attention will be paid to the analysis using such techniques and 
how resultant data is transformed (i.e. calculation of ratios from spectra); and how the 
results of such approaches can speak to issue of the preservation and diagenesis of 
bone and collagen and in estimating the PMI. 
The methods and materials section outlines the sample preparation, laboratory and 
data analysis undertaken for each of the techniques. The results are presented by 
technique, and for the IR and RS, by the type of ratios used in the analysis. This covers 
the ratios calculated from the spectra for the mineral carbonate content (MinCarb), 
the mineral content (MinCont) and the CH-Aliphatic content (CHACont).  
The results of the study are then discussed in conjunction with relevant and 
comparable literature. As with the results section, the discussion is sub-divided by the 
type of data analysis used. The main topics within the discussion are the use of the 
MinCarb in assessing bone diagenesis, collagen preservation and estimating the PMI. 
The MinCont is primarily concerned with assessing collagen preservation, while the 
CHACont focuses on species identification, bone diagenesis and estimating the PMI.  
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Vibrational spectroscopy and nano-indentation in 
archaeological and forensic contexts 
This section will focus on how vibrational spectroscopy (IR and RS) and nano-
indentation have been utilised in archaeological and forensic contexts. This includes 
the use of IR in better understanding bone preservation and diagenesis, and its use in 
estimating the PMI from skeletal remains. The review concerning RS focuses on species 
determination from bone, the preservation of collagen, and estimating the PMI. A brief 
review of how IR and RS can be used together is also presented. The section on nano-
indentation focuses on studies which have used the technique for archaeological or 
forensically relevant bone, and how it has been used in conjunction with RS 
successfully.  
Vibrational spectroscopy 
Vibrational spectroscopy measures the vibrations emitted from a sample when a broad 
source of radiation is applied. IR and RS both provide information on the molecular 
vibrations of a sample. These technologies cause molecules to undergo changes in 
their vibrational energy state by subjecting them to excitation radiation. As there are 
differences between IR and RS in the transfer of energy to a molecule and the 
instrumentation used, the data acquired also has differing characteristics. IR and RS 
are complementary, and the molecular vibrational frequencies observed are nearly the 
same, but some vibrational band intensities differ (Chalmers et al. 2012, Lin-Vien et al. 
1991).  
The use of IR is almost 200 years old, while RS was developed in 1928 (Mantsch 2000). 
The advent of Fourier Transform (FT) spectroscopy changed the IR and RS technologies 
in the late 1970s and early 1980s and facilitated better use of these techniques which 
utilise a wider range of specimen and sample types (Mantsch 2000).  
Infrared spectroscopy  
IR is a useful tool in characterising and identifying molecules within a sample and has 
been used for many different purposes in archaeological, forensic and medical 
research. IR has been used on archaeological materials, especially bone, for various 
purposes. The use of IR on archaeological bone samples has been used to identify 
whether diagenesis alters bones. The type of alterations researched include alterations 
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to the bone mineral and carbonate contents and whether diagenesis affects analyses 
such as stable isotope reconstructions (Lee-Thorp and van der Merwe 1991; Wright 
and Schwarcz 1996). IR has also been extensively used in archaeological research when 
dealing with heated, burnt or cremated bone (Lebon et al. 2010; Squires et al. 2011; 
Thompson et al. 2011).  
IR has been used extensively in medical research in three areas. First, examining how 
bone mineral changes over biological age (Boskey et al. 1992; Paschalis et al. 1996; 
Petra et al. 2005). Second, the potential differences in bone mineral due to genetic 
differences (Boskey et al. 1998, 2005; Cassella et al. 1994). Finally, the effect of 
osteoporosis and osteomalacia on bone mineral compositions (Boskey 2006; Boskey 
and Mendelsohn 2005; Faibish et al. 2005; Gadeleta et al. 2000). There has also been 
research conducted into deconvoluting IR spectra peaks and identifying key peaks of 
interest (Pleshko et al. 1991; Rey et al. 1989; Rey et al. 1990). 
The use of IR in forensic contexts have included using the technique to differentiate 
forensically relevant skeletal remains from archaeological remains (Nagy et al. 2008; 
Patonai et al. 2013). The potential effects of burial on skeletal remains has also been 
examined (Howes et al. 2012).  
How infrared spectroscopy works  
When a sample is saturated with IR radiation, the molecules are excited to a higher 
vibrational state by directly absorbing the radiation. This higher vibration state is 
transmitted and a given wavenumber calculated. The spectrum used to analyse the 
data is obtained by plotting the transmittance (absorbance) versus the IR wavenumber 
(Lin-Vien et al. 1991). IR can provide information concerning the molecular structure of 
mineralised and non-mineralised connective tissues, such as bone. The wavelengths of 
IR absorption bands are characteristic of specific types of chemical bonds, and IR is 
often used to identify compounds (Boskey and Camacho 2007).  
IR spectra of bone can show the presence of major molecular compounds such as 
phosphate (from the mineral hydroxyapatite); carbonate; and Amide I, II and III 
(Boskey and Camacho 2007). IR is also useful in the study of bone and other biological 
specimens as it does not produce fluorescence, which can saturate the sample and 
make obtaining spectra to analyse difficult (Carden and Morris 2000).  
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Infrared measurements and ratios of bone 
There are several different measurements calculated from IR spectra which are useful 
for analysing bone. The majority of these are calculated using either peak heights or 
area under peaks at particular wavelengths. Two of the most commonly used 
measurements are the crystallinity index (CI) and the MinCarb.  
The CI is a measurement of the crystalline structure of the bone. CI, sometimes called 
the Infrared Splitting Factor (IRSF), is a measurement of the peak heights at 605cm-1 
and 565cm-1. The peak heights at these wavenumbers are added and then divided by 
the height of the minimum between them. The formula for calculating the CI is: 
CI = ((A+B)/C) 
Where A is the peak height at 605cm-1, B is the peak height at 565cm-1 and C is the 
minimum height between the two peaks (Weiner and Bar-Yosef 1990). This version of 
the CI has been used by Weiner and Bar-Yosef (1990), Nagy et al. (2008), Trueman et 
al. (2008), Lebon et al. (2010), Thompson et al. (2009; 2011), Squires et al. (2011), 
Howes et al. (2012), Smith et al. (2007), Longato et al. (2015) and Patonai et al. (2013). 
These studies used the CI as a measurement for the crystal structure and composition 
within bone, focusing on whether the CI showed poorly crystallised bone apatite or 
well-ordered bone apatite. 
Though researchers commonly use the CI, not all IR spectrometers can measure the 
lower wavenumbers. Because this research used a commercial TravelIR, which does 
not measure the lower wavenumbers accurately, determining the CI was not possible. 
Despite this, as the CI is a commonly used index when utilising IR on the bone, and as 
such it is necessary to review its use in the literature.  
The MinCarb is based on the ratio of the absorption of a carbonate peak divided by a 
phosphate peak. This measures the ratio of carbonate to phosphate within the bone. 
Several carbonate and phosphate peaks can be identified from IR spectra and because 
of this there have been many different forms of MinCarb used by authors. 
Nagy et al. (2008), Patonai et al. (2013) and Longato et al. (2015) used the carbonate 
peak at 1428cm-1 and the 𝜐𝜐1, 𝜐𝜐3PO4-3 phosphate peak at around 1042cm-1. Thompson 
et al. (2009; 2011), Chadefaux et al. (2009), Squires et al. (2011), Howes et al. (2012), 
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Nielsen-Marsh and Hedges (2000a, 2000b), Smith et al. (2007) and Wright and 
Schwarcz (1996) used the Type B carbonate peak at 1415cm-1 and the 𝜐𝜐1, 𝜐𝜐3PO4-3 
phosphate peak at 1035cm-1, while Lebon et al. (2010) also used the 1415cm-1 
carbonate peak, but measured the 𝜐𝜐1, 𝜐𝜐3PO4-3 phosphate peak at 1045cm-1.  
Alvarez-Lloret et al. (2006) used a carbonate peak at 1405cm-1 and used the maximum 
of the 𝜐𝜐1, 𝜐𝜐3PO4-3 phosphate peak without designating a specific wavenumber. Petra 
et al. (2005) and Paschaslis et al. (1996) also did not designate a specific wavenumber, 
but rather vibration bands, and used the 𝜐𝜐2CO32- carbonate and the 𝜐𝜐1, 𝜐𝜐3PO4-3 
phosphate bands. Trueman et al. (2008) took a different approach to calculating the 
MinCarb and instead used the 1415cm-1 carbonate (designating this peak to being 
Type B carbonate) and the carbonate peak at 1540cm-1 (Type A carbonate), and 
instead of using the 𝜐𝜐1, 𝜐𝜐3PO4-3 phosphate, used the 𝜐𝜐4PO4-3 at 605cm-1 as the 
phosphate measurement.  
Gruenwald et al. (2014) attempted to quantify which method of obtaining the MinCarb 
by FT-IR was the most appropriate. Gruenwald et al.’s (2014) research demonstrated 
that the use of the 𝜐𝜐3CO32- (carbonate peak centred at approximately 1415cm-1) and 
the 𝜐𝜐1, 𝜐𝜐3PO4-3 vibration (the phosphate peak centred around 1040cm-1) was the most 
practical. Gruenwald et al. (2014) examined whether using the peak area (PA) or the 
peak height (PH) provided better results. The study found that while using the PH 
produced reasonable results, they were lower than the results obtained using PA.  
A further measurement often used by researchers is the ratio of the bone mineral 
(phosphate) to the organic matrix of bone, called the MinCont ratio. This is measured 
by the ratio of the 𝜐𝜐1, 𝜐𝜐3PO4-3 phosphate band against the Amide I band (1580-
1705cm-1) where the absorbance peaks between 1640cm-1 and 1660cm-1 are 
commonly used (Alvarez-Lloret et al. 2006, Boskey et al. 1992; Chadefaux et al. 2009; 
Faibish et al. 2005; Howes et al. 2012; Petra et al. 2005; Paschalis et al. 1996). In 
addition to these standard indices, Alvarez-Lloret et al. (2006) mention the CH-
Aliphatics which are present around 2900-2700cm-1. It is also possible to create a ratio 
between the CH-Aliphatics and the 𝜐𝜐1, 𝜐𝜐3PO4-3 phosphate band between 900-1200cm-1 
(Creagh and Cameron 2016).  
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Archaeological bone, preservation, and diagenesis 
Many studies have focused on identifying diagenesis within archaeological bone using 
IR as one of many diagnostic methods (Lebon et al. 2010; Nielsen-Marsh and Hedges 
2000a, 2000b; Smith et al. 2005, 2007; Trueman et al. 2008; Weiner and Bar-Yosef 
1990; Wright and Schwarcz 1996). The particular focus of these studies have been on 
the preservation of the bone itself and using IR to determine whether a bone has 
‘good’ or ‘bad’ preservation. Most of these studies also use a comparison to modern 
bone to determine these differences.  
The use of IR in archaeology has also been applied to burned bone, and identifying 
whether there are changes in the crystallinity and chemical structure of the bone due 
to burning or cremation (Squires et al. 2011; Thompson et al. 2009, 2011). The 
majority of the studies use CI predominately, though some also consider the MinCarb 
and occasionally the MinCont (phosphate to Amide I). IR, in particular, CI and MinCarb, 
is often used by researchers as part of a suite of ‘diagenetic parameters’ (Nielsen-
Marsh and Hedges 2000a, 2000b; Smith et al. 2005, 2007). The purpose of these 
diagenetic parameters is to help understand the diagenetic alterations bone 
undergoes over time.  
Preservation of archaeological bone 
The determination of whether a bone or components of bone such as collagen or 
isotopes are well preserved, is not necessarily identifiable from the physical 
preservation (for example being intact with minimal damage) of a bone. Determining a 
method to screen for well-preserved archaeological bone using IR has been the focus 
of many studies (DeNiro and Weiner 1988; Weiner and Bar-Yosef 1990). Determining a 
method is of particular importance as pre-screening and determining whether collagen 
is well preserved or not is useful for further analyses such as isotopic analyses of diet 
and environment.  
DeNiro and Weiner (1988) examined collagen from nine modern bones and 
44 prehistoric bones using amino acid compositions, the Carbon/Nitrogen isotopic 
ratio and IR spectra. The results of the study showed that the collagen of the 
prehistoric samples, which did not have any diagenetic isotopic and/or elemental 
alteration, produced results similar to those from the modern samples. The authors’ 
state that the methods used in the study show that identification of prehistoric 
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samples which have undergone post-mortem alteration of collagen composition is 
possible. Specifically focusing on the IR results of DeNiro and Weiner’s (1988) research, 
the prehistoric bones with ‘good’ collagen had similar spectra to the modern samples, 
and the IR spectra of prehistoric bones with ‘bad’ collagen did not show any signs of 
collagen present on the spectra. Though DeNiro and Weiner (1988) did not calculate 
any ratios from their IR spectra, the analysis and conclusions illustrate that IR is useful 
in determining the preservation of collagen within the bone.  
In the Mediterranean Levant area, Weiner and Bar-Yosef (1990) analysed 30 fossil 
bones from 16 different archaeological sites. A variety of methods including IR, amino 
acid content, and composition of HCI-insoluble and soluble fractions of the bones were 
explored in order to examine the preservation of organic material within the sample 
bones. The CI was calculated using IR, and the CI values of the samples confirmed the 
results of other methods that indicated the bones tested were poorly preserved. The 
archaeological bone samples tended to have a higher CI value than modern bone, 
which the authors’ state is ‘presumably due to diagenetic processes involving the 
growth of larger crystals at the expense of smaller ones’ (Weiner and Bar-Yosef 
1990: 191).  
Wright and Schwarcz (1996) examined apatite preservation of Classic Period Maya 
skeletal remains from Dos Pilas, Guatemala. FT-IR was used to test for isotopic 
exchange in the bone which could affect the use of stable carbon isotopic analysis due 
to diagenetic alteration of carbonate during burial. Several IR indices employed by the 
authors included the MinCarb, CI and fluoride peaks from the FT-IR data. The stable 
oxygen isotopic ratios were also examined. The FT-IR results identified recrystallized 
apatite in a subset of Dos Pilas burials which is accompanied by isotopic exchange and 
which no longer preserves biogenic 13C. The results illustrate that even comparatively 
recent bone can be diagenetically altered and demonstrates a need for the systematic 
evaluation of mineral integrity in all archaeological bone before interpreting 
palaeodiets with apatite 13C.  
Beasley et al. (2014) tested three different types of IR to evaluate whether results of CI 
and MinCarb were comparable. The three types of IR were transmission FT-IR, 
Attenuated Total Reflection (ATR) and Diffuse Reflectance Infrared Fourier Transform 
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(DRIFT). Due to the different IR instrumentations, each type of IR requires a different 
type of sample. For transmission FT-IR pellets made with potassium bromide (KBr) are 
used; for ATR a few milligrams of ground bone are required; while for DRIFT bone 
powder is combined with KBr, but not made into pellets, and then analysed. 
Beasley et al. (2014) determined that there were differences in the CI and MinCarb 
values depending on the type of IR used and that results obtained from differing IR types 
may not be interchangeable or compared directly.  
Crystallinity changes within bone 
The determination of changes to the crystallinity of the structure of bone has been 
extensively studied, with particular attention focusing on crystallinity changes due to 
temperature when bone is burnt or cremated. Thompson et al. (2011) investigated the 
influence of internal and external variables on bone crystallinity changes. The CI, 
MinCarb, and carbonate-carbonate index (C/C) were calculated using FTIR-ATR on 
modern burned and unburned faunal bones. The CI results showed that previous work 
was correct, and that CI increases with burning intensity. The research also 
demonstrated that extrinsic variables, like temperature and duration of burning, have 
a significant influence on CI values than variables such as the location of the sample 
site on the bone. The C/C index was calculated using the carbonate peaks at 1455cm-1 
and 1415cm-1.  
Thompson et al.’s (2011) research had two main aims, the first to investigate whether 
there was a significant difference in the CI dependent on where the sample came from 
on the bone, or what bone the sample was taken from. The research concluded that 
differences in the CI based on sampling points on the bone was minimal and that it 
made little difference to the sample collection location. However, Thompson et al. 
(2011) recommended that the sample is taken from the periosteal surface at the mid-
point of the diaphysis of a long bone, preferably the femur, to help reduce the effect of 
any influencing factors and to increase comparability with other studies. The second 
aim was to comment on the appropriateness of using the CI in association with 
temperatures that could burn bone. The authors state that they demonstrated there 
was a clear influence of duration of burning on CI values produced and that CI is 
appropriate to use when studying a variety of diagenetic and taphonomic pathways.  
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Also investigating burned and cremated bone, Squires et al. (2011) used FT-IR when 
examining bones from an early Anglo-Saxon cemetery in North Lincolnshire, United 
Kingdom. The authors used FT-IR to consider changes to the CI, MinCarb and the C/C. 
Eight samples were chosen randomly for the FT-IR analysis, which all came from single 
burials. The samples included two inhumed individuals; three less intensely cremated, 
one intensely cremated and two completely cremated samples from the Elsham 
assemblage. The results of Squires et al.’s (2011) FT-IR analysis showed there is a 
general trend between cremation intensity and increasing CI and a drop in the 
MinCarb. There were relatively large standard deviations, which the authors predict 
could be related to the sample size. Nonetheless, the authors do state it is possible to 
distinguish archaeological unburned bone from archaeological burned bone, and with 
the combination of the CI to the MinCarb it is possible to note subtle differences and 
distinguish unburned bone from bone burned at low, medium and high intensities.  
Using modern bones, Lebon et al. (2010) conducted an experimental study heating the 
bones to monitor changes of FT-IR spectral features related to the mineral properties 
of bone. Unburnt, charred and calcined bone from three archaeological sites were also 
tested and FT-IR analysis on the samples included calculating the C/C; the CI; the 
mineral to matrix ratio (Amide I to phosphate); the 1030cm-1/1020cm-1 to evaluate 
mineral crystallinity; the 1060cm-1/1075cm-1 ratio, which is an additional measurement 
of the CI (which was tested against the 1030cm-1/1020cm-1 ratio); and the acid 
phosphate content, which was evaluated from the area ratio of the spectral domain 
between 1020cm-1-1100cm-1 and 1100-1150cm-1. Lebon et al.’s (2010) results 
demonstrated that similar effects on bone mineral can be caused by low temperature 
heating and diagenetic processes. The effects caused by these processes are also 
distinctly different from those occurring during high temperature heating (greater than 
550oC). The comparison between charred and calcined fossil bones shows that heating 
over 550oC reduces the reactivity of the mineral phase and prevents compositional and 
structural characteristics from experiencing diagenetic modification. When the proxies 
developed during the study were applied to unburnt fossil bones, they provided a 
more reliable evaluation of the degree of preservation than the CI alone and helped 
contribute to a better understanding of the diagenetic processes.  
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Using Infrared to understand diagenesis 
IR is used to help understand diagenetic pathways. As with the studies focusing on 
burned and cremated bone, there has been research, using IR as part of the analysis, 
to identify the main diagenetic causes and trajectories of preservation due to these 
causes.  
Nielsen-Marsh and Hedges (2000a) measured several ‘diagenetic parameters’ of 
archaeological bones from a series of northwest European sites. They looked at the 
histology, protein content, porosity, crystallinity, carbonate content and percent of 
calcite from the bone samples. While Nielsen-Marsh and Hedges (2000a) identified 
general trends and relationships between the diagenetic parameters and the site 
environments, in particular the hydrology, they concluded there was no single 
parameter which would determine the preservation of a bone.  
A further study by Smith et al. (2007) into diagenetic changes of archaeological bone 
used ten ‘diagenetic parameters’, two of which were based on IR data (the CI and 
MinCarb). The study analysed 195 bones from 32 sites within Eurasia. The study found 
that there were four main diagenetic states which related to three taphonomic 
trajectories, which account for at least 60% of the variation in the parameters. These 
four main diagenetic states were identified as being: well preserved; catastrophic 
mineral dissolution; accelerated collagen loss, and microbially attacked. The onset of 
one of these diagenetic states will then affect the ‘diagenetic trajectory’ of the bone. 
Smith et al. (2007) concluded that the effects of early taphonomy of the bone are the 
most important factors in the bone being preserved.  
Taking a different approach to diagenetic studies, Trueman et al. (2008) argue that 
spectroscopic indicators of bone crystallinity, such as the CI, are unable to predict the 
degree of diagenetic alterations within bone. The authors state that the extent of 
chemical alteration of bone is controlled by site-specific conditions, and that FT-IR 
spectra can only provide a broad indication of organic content and apatite 
recrystallization. The article discusses an experiment which was set up to test the 
relationship between CI and bone mineral composition by using samples of recent 
bones (from Amboseli National Park) and Pleistocene bones (from Cuddie Springs). The 
FT-IR analysis examined the CI, the MinCarb and the collagen content. The collagen 
content of the bone was estimated from the ratio of Amide I at 1640cm-1 and the  
6   Vibrational spectroscopy and nano-indentation 
Page 229 
𝜐𝜐1, 𝜐𝜐3PO4-3 phosphate at 1035cm-1. The amide/phosphate intensity ratio was used to 
estimate the collagen content of bones using the relationship: 
Weight % organic component = 11.06 (Amide/Phosphate) + 32.43 
The results of Trueman et al.’s (2008) study indicated that early diagenetic increases in 
crystal size within the bone matrix, as well as changes in mineralogy and absorption of 
trace elements into the bone mineral are rate-limited by the decomposition of the 
collagen and the exposure of crystal surfaces. In the early stages of diagenesis, the IR 
indices (CI, MinCarb, etc.) can be used to assess the preservation of biochemical signals 
within bone, but only when there is no microbial activity present (Trueman et al. 
2008).  
When the long-term preservation of biochemical signals in the bone were assessed, 
Trueman et al. (2008) found diagenesis appears to be controlled by the rate the bone 
becomes a closed system; the extent of interaction between the bone mineral and 
water interaction through pores on the bone; and the proportion of apatite sources 
from exogenous ions. Trueman et al. (2008) state that IR indices are unable to assess 
diagenetic alterations within bone. The basis of this statement was made on the 
results of the study which demonstrated that there were no predictive relationships 
between crystallinity and the degree of diagenetic alterations in either trace elements 
or stable isotope composition.  
In an attempt to understand how the sample preparation process for IR can affect 
bone mineral crystallinity readings, Surovell and Stiner (2001) conducted three 
experiments. The authors state that intensive grinding of bone samples for FT-IR 
analysis can result in a net decrease in splitting factor (IRSF or CI) which is a common 
measure of apatite crystallinity. The first experiment dealt with systematic variation 
attributed to the sample preparer. In this experiment a small bone fragment was hand 
ground with an agate mortar and pestle and then used as stock powder for making 
multiple KBr pellets. There were three different people responsible for the 
manufacture and analysis of 10 KBr pellets. The results of the experiment confirmed 
there was a bias in the crystallinity measures which relates to the individual sample 
preparer, though the exact mechanisms responsible for individual bias in IRSF 
measurements were unclear. As it was the manual grinding which was the least 
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controlled aspect of the sample preparation, the other two experiments focused on 
this variable.  
The second experiment conducted by Surovell and Stiner (2001) focused on the effects 
of relatively standardised and unstandardized sample grinding on the IRSF 
measurement across a broad range of crystallinities. The experiment used two 
different types of grinding: one where an individual used an agate mortar and pestles 
(noted as grinding-uncontrolled), and another where the samples were pulverised for 
a set time period using a Wig-L-Bug ball mill, where the sample is crushed by a 
stainless steel ball bearing in a rapidly vibrating stainless steel vial (grinding-
controlled). The bone samples were created by heating compact cow bone in an 
electric kiln over a series of temperatures. This was done because it is assumed that 
bone heated at higher temperatures are more crystalline. The results of this 
experiment showed the IRSF did not uniformly increase with temperature as Surovell 
and Stiner (2001) expected. The difference in the IRSF value observed between 
grinding uncontrolled and grinding controlled methods suggested that the grinding 
may have influenced the crystallinity measurement. The authors also noted that the 
IRSF did not uniformly increase with temperature in either the grinding uncontrolled or 
grinding controlled methods, and they wonder whether the IRSF is a particularly useful 
measure of crystallinity.  
Surovell and Stiner (2001) designed the third experiment to test two hypotheses 
concerning IRSF and the effects of grinding. The separation hypothesis is that the 
grinding affects IRSF by separating fractions of bone mineral of differing crystallinity into 
loose powder, while the destruction hypothesis is that the grinding affects IRSF by 
altering the crystalline structure of bone mineral. The data from this experiment clearly 
demonstrated that grinding has major effects on IRSF, though there is support for both 
the separation and the destruction hypotheses. Overall, Surovell and Stiner (2001) were 
able to conclude from the three experiments that intensive grinding of bone samples for 
FT-IR analysis results in a decrease in splitting factor (CI). They also concluded that when 
grinding is poorly controlled or excessive, it is difficult to distinguish variation in actual 
bone crystallinity from that introduced by sample preparation. They also state that the 
physical alteration of mineral structure from grinding is correlated with crystallinity and 
measurement precision may vary systematically as a function of crystallinity.  
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Infrared and estimating the post-mortem interval 
There are limited published studies which focus on using IR on bone from a forensic 
context. Nagy et al. (2008), Patonai et al. (2013) and Longato et al. (2015) focused on 
using IR to differentiate between forensic and archaeological bone, while Howes et al. 
(2012) used IR to examine any possible changes to the chemistry of bone as a result of 
burial in soil.  
The study conducted by Nagy et al. (2008) illustrated that using IR to differentiate 
archaeological and modern bone is possible. Nagy et al.’s (2008) research focused on 
the chemical analyses of various non-pathological, tuberculosis and syphilis-infected 
bone samples from different burial environments using FT-IR. The aim of the research 
was to propose a new method of dating human skeletal remains using the CI and the 
MinCarb as a means of distinction between recent and archaeological bone samples. 
The analysis also determined that there were significant differences in the CI and 
MinCarb of the infected bone samples compared with the healthy samples, even if the 
samples were from the same age period. 
The research conducted by Patonai et al. (2013) focused on developing a screening 
method using FT-IR and the CI and the MinCarb to determine between 
paleoanthropological remains and recent forensic or clinical bone samples. The results 
of the study demonstrated there were significant changes in the CI and MinCarb values 
between the forensic and archaeological skeletal samples. These results confirmed 
Nagy et al.’s (2008) preliminary study that it was possible to use IR to differentiate 
forensic and archaeological bone. 
Longato et al. (2015) also used IR, as well as micro-computed tomography and energy 
dispersive X-ray mapping to determine between archaeological and forensically 
relevant remains. Bone from an archaeological site covering a range of dates between 
650 to 1260 years ago were compared against forensic remains with PMIs of 3, 25 and 
70 years. Using the same CI and MinCarb indices as Patonai et al. (2013), Longato et al. 
(2015) determined that the forensic bone samples had more organic bands present in 
the IR spectra than the archaeological samples, in particular the CH-Aliphatic band 
present around 2900-2700cm-1. Longato et al.’s (2015) results were consistent with the 
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results from Patonai et al.’s (2013) study, where samples with a shorter PMI have 
higher CI and MinCarb values than the samples with longer PMIs.  
Howes et al. (2012) used IR to conduct an experimental study into how burial within 
soil can change the bone chemistry. Howes et al. (2012) buried pig carcasses and 
analysed the bone samples with post-mortem ages between 3 and 23 months. There 
was also a controlled laboratory experiment where ribs of cattle, sheep, and pigs with 
different pre-treatments (defleshed, fleshed, degreased and boiled) were buried in 
differing types of soil (neutral, acidic and basic, loam, clay, silt, and sand) for up to 
eight months. The IR analyses of the bone used the CI, MinCarb and MinCont 
(phosphate to Amide I). The results of the study found a decrease in the organic 
(Amide I) and carbonate contents and an increase in the CI over the period of the 
experiment. Regarding specific environments, the acidic soil demonstrated the most 
significant effect on the determination of burial time, with bone decomposition 
accelerating within an acidic soil environment. Howes et al. (2012) noted that species 
type, pre-treatment of bones, soil pH, soil moisture content and temperature did not 
have any significant effects on the bone chemistry during burial and that their 
preliminary data indicated IR can be used to potentially estimate time since burial.  
There has been some debate as to whether spectroscopic methods, like IR and RS, can 
distinguish between forensic and archaeological remains. Hochleitner et al. (2013) 
presented a paper stating that the peaks used to calculate the CI are actually at least 
five different peaks, and any correlation between these peaks cannot be simplified by 
the CI formula. Hochleitner et al. (2013) used forensic and archaeological samples to 
test the theory, and the results demonstrated that even if samples were of a similar 
post-mortem age, the CI varied widely. Despite Hochleitner et al.’s (2013) assertion, 
there was never a published article furthering their argument and demonstrating their 
results.  
While the IR peaks at 605cm-1 and 565cm-1 are likely to be caused by several different 
component bands (identified through utilising curve fitting techniques), this is more 
useful in understanding the secondary structure of these peaks. There has been similar 
component band analysis undertaken on the Amide I peak (Chadefaux et al. 2009; 
Prystupa and Donald 1996; Lazarev et al. 1978), the various phosphate peaks (Miller et 
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al. 2001; Pleshko et al. 1991; Rey et al. 1990), and carbonate peaks (Rey et al. 1989). 
Identifying the secondary structures of these main components within bone does not 
make the indices based on them irrelevant. Instead, it adds another layer of analysis 
which makes it possible to identify more subtle changes within the component itself.  
Raman spectroscopy  
Unlike IR, RS uses a visible-wavelength excitation source. As RS is based on scattering 
and IR on absorbance, RS allows a study on a smaller scale and is not limited to either 
transparent or powered samples. RS is also not interfered with by water, which means 
a greater study of various types of biological specimens is possible (Carden and Morris 
2000). In the past, RS used a green laser as the excitation source, which caused bone 
proteins to fluorescence and produced a higher background noise than the Raman 
signal. The development of near-RS using a deep red excitation source eliminated most 
of the fluorescence and meant that bone did not need to be de-proteinated before 
study using RS (Carden and Morris 2000). 
The excitation radiation source for RS is more energetic than that employed in IR. In 
RS, elastic and inelastic scattering of radiation is observed. A few molecules undergo 
inelastic scattering, where the excited molecule relaxes to a different vibrational level 
instead of its original state. This is known as Raman scattering (Lin-Vien et al. 1991). RS 
involves exposing a sample to monochromatic light. When this occurs, the frequency 
of photons in the monochromatic light changes when interacting with the sample. The 
sample absorbs the photons of the light and is then reemitted. The frequency of the 
reemitted photons shifts up or down in comparison with the original monochromatic 
light frequency (Malainey 2011). Certain molecules will vibrate at different frequencies 
and intensities, which is how the Raman spectra are plotted.  
RS has been used extensively in forensic contexts. RS has been used for hair (e.g. 
Kalasinsky 2012; Wilson et al. 1999); paints and inks (e.g. Bell et al. 2012; Claybourn 
and Ansell 2000; Guedes and Prieto 2012; Withnall et al. 2012); fibres (e.g. Fredericks 
2012; Kirkbride and Tungol 1999; White 1999); explosive materials (e.g. Lewis et al. 
2012;  Otieno-Alego and Speers 2012); drugs (e.g. Hargreaves et al. 2008; Izake 2010); 
art forgery (e.g. Deneckere et al. 2012) and identifying ivory (e.g. Hargreaves and 
Edwards 2012).  
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As with IR, RS is used extensively in medical research. Some examples of studies 
include differences in bone related to biological age (Ager et al. 2005); the effect of 
fluoride treatment on bones (Freeman et al. 2001); and the composition of synthetic 
hydroxyapatites used in reconstruction surgeries as proxies for bone (Smith and 
Rehman 1995). The quality of food in storage has also used RS (Herrero 2008). Also like 
IR, RS on bone has been subjected to many in-depth studies focusing on identifying 
and deconvulting carbonate and phosphate vibrational bands (Awonusi et al. 2007; 
Penel et al. 1998, 2005). RS has also been used in conjunction with nano-indentation 
to examine mechanical loading and how the resulting deformation can affect bone 
ultrastructure (Carden et al. 2003).  
Assignation of vibrational bands for Raman spectroscopy 
The assignation of Raman vibrational bands (peaks) within the bone and the overall 
analyses of Raman spectra of bone is well documented (Carden et al. 2003). The same 
type of components identified from IR spectra of bone have been identified from 
Raman spectra. These components include vibration bands which correspond to 
phosphates, carbonates, organics such as Amide I, II and III, and CH-Aliphatics. As many 
of these components within bone have multiple vibration bands, the following 
discussion will focus on the vibration bands used for the RS analysis of the research 
undertaken in this thesis.  
The main phosphate identifiable in Raman spectra of bone is the 𝜐𝜐1PO43- phosphate 
band at 960cm-1 (Bertoluzza et al. 1997; Edwards et al. 1997; France et al. 2014; 
Le Blond et al. 2009; McLaughlin and Lednev 2011). There are several other phosphate 
bands which include the 𝜐𝜐2PO43- (362-503cm-1) and the 𝜐𝜐4PO43- (503-656cm-1). Amide I 
is commonly assigned to the vibration band at around 1668cm-1 (Karampas et al. 
2013), though France et al. (2014) used the Amide I peak at 1636cm-1 for their 
determination of mineral to organic content in bone. Karampas et al. (2013) tested the 
validity of which vibration band to use for assessing the collagen content of the bone. 
Three vibrations indicating collagen were tested, the CH2 band at 2940cm-1, the Amide 
I band at 1667cm-1, and the proline and hydroxyproline at 855cm-1 and 878cm-1. The 
study found that the best calibration model for determining remaining collagen from a 
Raman spectra was the proline and hydroxyproline at 855 and 878cm-1 and the 𝜐𝜐1PO43- 
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phosphate band at 960cm-1 using the absorbance heights of the peaks and the 
equation: (960/(855 + 878)). 
While using indices to analyse Raman spectra is not as common as IR, there are still 
several studies which have utilised the CH-Aliphatic ratio (Le Blond et al. 2009; 
Bertoluzza et al. 1997; McLaughlin and Lednev 2011; Edwards et al. 1997). This ratio is 
a measure of the organic CH-Aliphatic band at around 2940cm-1 against the inorganic 
𝜐𝜐1PO43- phosphate band at 960cm-1.  
In contrast to IR, the calculation of a MinCarb using RS is minimal. There are two main 
carbonate vibrational bands identified and commonly referred to. These are the 
𝜐𝜐1CO32- at around 1070cm-1 and the δCH2 at around 1450cm-1 (Awonusi et al. 2007; 
Carden et al. 2003; Pestle et al. 2015; Penel et al. 2005). Awonusi et al. (2007) and 
Penel et al. (2005) used the 𝜐𝜐1CO32- at around 1070cm-1 and the 𝜐𝜐1PO43- phosphate 
band at 960cm-1 to calculate the MinCarb. 
There have been several studies which used RS on modern bone to determinate the 
value of RS in species determination (Brodey et al. 2001; Edwards et al. 1997, 2006; 
McLaughlin and Lednev 2012) and in estimating the PMI (Bertoluzza et al. 1997; 
McLaughlin and Lednev 2011). Medical research has used RS for research into bone 
and apatite, in particular focusing on the mineralisation of bone (e.g. Roschger et al. 
2008). 
Raman spectroscopy and species determination 
RS is used for forensic purposes in identifying the taxon from which a given bone 
belongs. In the prosecution of the illegal trade in ivory, it is important to know where 
the ivory species originated to determine whether the ivory is illegal or legal. The 
identification of ivories, in particular which species certain ivory came from, has been 
extensively studied using RS (Brody et al. 2001; Edwards et al. 1997, 2006).  
Edwards et al. (1997, 2006) conducted a study using Fourier Transform Raman 
Spectroscopy (FT-RS) to determine the vibrational assignments which are unique to 
African and Asian elephant and woolly mammoth ivory. As ivory is composed of 
collagen embedded in an organic matrix of carbonate hydroxyapatite, RS identified 
differences in ivories of different species. The distinctions were possibly due to the 
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differing compositions of organic and inorganic components within the ivories. The 
study examined the organic to inorganic matrix using the ratio of organic (at 2930cm-1) 
to inorganic (960cm-1) peaks. Brody et al. (2001) also examined various types of ivories 
with FT-RS for the purpose of identifying specific species. FT-RS was chosen as an ideal 
analytical technique as it is non-destructive and allows analysis of samples with 
different sizes, shapes and forms. Ivory from the African elephant, mammoth, sperm 
whale, walrus, and hippopotamus were obtained and analysed, as well as bone from 
cows, pigs and sheep. The study used principal components analysis and found that FT-
RS can be used to differentiate between them, however, classification of each species 
was not 100% as there was overlap between some groups.  
McLaughlin and Lednev (2012) conducted further research into using RS to 
discriminate bone samples from different species of animals. Samples of chicken, 
turkey, cow and pig bone were procured from a supermarket, cleaned of tissue, 
muscle and fat and then analysed using RS. McLaughlin and Lednev (2012) took 36 
Raman spectra from each sample and averaged the samples for each species and used 
component analysis to determine if the averaged spectra were significantly different 
between the four species. The averaged spectra for turkey, chicken, and pig bone were 
visually very similar with the peak count and position being identical. However, the 
peak intensity was a variable which the authors predict could be indicative of the 
variation in the bone tissue composition between the species.  
The averaged spectra of the cow were the most distinctive from the other three 
species. McLaughlin and Lednev (2012) used component analysis with one component 
representing a collagen contribution and the second component representing 
bioapatite. These components were used to create a scores plot to determine if 
spectra will group by species of origin. The results of the component analysis showed 
that the classes were completely separated by species origin and there was only a 
small group overlap of the ellipsoid, representing a 95% confidence interval. The 
authors conclude that by using this method, the spectra from the four species 
(chicken, turkey, pig and cow) were successfully discriminated with no overlap and that 
the model built for discrimination reflects the chemical composition of the bone 
material. McLaughlin and Lednev (2012) state that the positive results demonstrate 
that species of origin determination of bone in a practical setting may be possible, 
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further research is necessary for a complete representation of each species, and that 
variables such as specimen age, bone type, and gender are known to affect the bone 
composition and need controlling. For this approach in species determination of bone 
to have a practical application, the degenerative factors that change the bone 
composition after death need to be analysed. 
Raman spectroscopy and collagen preservation 
Recently, RS has been identified as being useful in the pre-screening of bones to 
determine the preservation of collagen (France et al. 2014; Pestle et al. 2014, 2015). 
This is important because collagen from archaeological bones is used for other types of 
analyses such as isotopic analyses, DNA, and radiocarbon dating. A pre-screening 
method, with the correct instrumentation that can be deployed rapidly in field 
conditions, would be a useful archaeological tool.  
FT-RS was used by France et al. (2014) to determine the quality of collagen from 
archaeological and paleontological bones. Raman spectra were obtained from the 
outer surfaces of well preserved and poorly preserved bones, as well as freshly cut 
cross-sections. The analysis used the MinCont (phosphate at 960cm-1 to Amide I at 
1636cm-1) based on the height of the vibration bands. France et al. (2014) determined 
that well-preserved collagen has a mineral to organic ratio of less than 19.4, while 
poorly preserved collagen was greater than 19.4. The results demonstrated that 
collagen preservation is better predicted from cross section surface than the outer 
bone surface. France et al. (2014) indicated there were visual differences in the spectra 
of bones with well or poorly preserved collagen. In poorly preserved samples the 
organic peaks signifying Amide III, Amide I, CH2 and CH regions were reduced in 
comparison to the well-preserved samples. 
The use of hand-held spectrometers, both IR and RS, has signified an innovative 
response in archaeology, as these hand-held instruments indicate the potential to 
pre-screen bones for collagen degradation while in field conditions. Pestle et al. (2014) 
tested four different hand-held spectrometers: one a FT-IR spectrometer; and three 
Raman spectrometers, two with an excitation wavelength of 785nm, and one with an 
excitation wavelength of 1030nm.  
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Pestle et al.’s (2014) experiment indicated that the hand-held 1030nm Raman 
spectrometer was the best device for testing whether a bone had either well or poorly 
preserved collagen. The analysis focused on determining the presence or absence of 
the 1440-1460cm-1 peak, which the authors’ state is a location of a δCH2 scissoring 
indicating Type I collagen. Building upon their previous experiment, Pestle et al. (2015) 
demonstrated that using the 1450cm-1 carbonate peak and 960cm-1 phosphate peak 
height ratio (MinCarb) can provide an estimate of bone collagen and determine 
whether bones will be suitable for analysis. The MinCarb height ratio was also tested 
against France et al.’s (2014) MinCont using the Amide I 1638cm-1 peak to the 
phosphate 960cm-1 peak. Pestle et al. (2015) conclude that the MinCarb (1450cm-1 to 
960cm-1) provides a better diagnostic value for pre-screening of bones for collagen.  
An assessment of RS as a pre-screening tool for archaeological bone was also 
conducted by Halcrow et al. (2014). The study used the CHACont (2940cm-1/960cm-1) 
to test if the ratio had a good correlation with the weight % collagen and carbon and 
nitrogen yields from isotopic analysis. The results established that there was a high 
correlation between the CHACont and the collagen, carbon and nitrogen contents of 
bone. Halcrow et al.’s (2014) results substantiate those of Pestle et al. (2015), in that 
RS is useful as a pre-screening technique of bone. 
RS is a valuable tool for assessing the quality and quantity of collagen within 
archaeological bone. The advent of hand-held Raman spectrometers means that 
assessments of bone quality can be utilised during fieldwork saving time and costs.  
Raman spectroscopy and estimating the post-mortem interval 
There have been limited studies which attempt to use RS for estimating the PMI or the 
interval of burial (Bertoluzza et al. 1997; McLaughlin and Lednev 2011). Bertoluzza et 
al. (1997) used FT-RS on five ancient molar teeth and a modern deciduous canine from 
an infant to observe the differences between the inorganic and organic components 
within the teeth over time of burial. They used a ratio of 2941/960cm-1 as being 
indicative of the organic to the inorganic component, with 960cm-1 being the 𝜐𝜐1PO43- 
phosphate band and 2941cm-1 being indicative of organic material remaining in the 
bone. The results suggest that the organic component is released in proportion to the 
burial period only from the enamel surface of the teeth and not from the dentine.  
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McLaughlin and Lednev (2011) conducted an experiment using RS to study trends in 
the chemical composition of bones from a burial environment. They used sectioned 
turkey bone buried for intervals between 12 and 62 days. These sections were 
analysed using RS and found that there were chemical changes in the bone due to soil 
bacteria which are time-dependent. McLaughlin and Lednev (2011) found that the 
RS bands assigned to mineral vibrational modes (mainly the bands indicative of 
phosphate) are nearly identical with minimal changes over burial duration. However, 
there were changes in several of the organic bands, including the CH2 regions, Amide I, 
NH and Amide III in the buried sections. A visual comparison of buried bones showed a 
consistent decrease in organic Raman bands with increasing burial time, the most 
noticeable being the broadening and diminishing of the Amide I band, but also visible 
in the CH2 region and NH band.  
McLaughlin and Lednev (2011) used peak area and discovered that between buried 
samples there was a high degree of correlation when integrated peak area ratios were 
plotted against burial duration. They reported that the best fit was on the peak area 
ratio of the 𝜐𝜐2PO43- (485-400cm-1) and CH2 (3040-2810cm-1) region, which is indicative 
of the organic to inorganic ratio similar to which Bertoluzza et al. (1997) used, but 
using a different phosphate peak. The authors state that this trend could be caused by 
enzymatic digestion of collagen via soil bacteria, though further study would be 
required to confirm this hypothesis.  
Delannoy et al. (2016) recently used RS as part of a study into how the environment 
affects bone mass according to the PMI. The study used defleshed human ribs placed 
in different environments including being buried or on the surface at controlled inside 
locations and outside locations for a period of 90 days. The bones were recorded for 
how moisture and temperature affect the bone mass over time. Though the 
spectroscopic data was only a small part of the overall study, the results indicated that 
within three months the Raman spectra displayed a ‘flattening’ of peaks associated 
with organic components within the bone. The study concluded that 30-40% of bone 
mass is lost within 10 days, though the decreasing trend does continue in small 
amounts over the long term.  
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Using infrared and Raman spectroscopy together 
IR and RS are referred to as being complementary to each other (Chalmers et al. 2012, 
Lin-Vien et al. 1991). Both methods are used to assess the organic and inorganic 
components of bones, though few studies utilise both techniques. FT-IR and RS were 
part of an analysis by Cambra-Moo et al. (2012) to present a methodological approach 
to studying the compartmentalisation of the mineralised and non-mineralised tissue of 
bone, using both histological description and mineral content analysis. The bone 
samples were taken from human bones obtained from an ossuary at Almansa, Castilla-
La Mancha in Spain. The ossuary was used during the Middle Ages from 12th to 18th 
centuries. Four well-preserved tibiae which represented different age groups (infant to 
adults) were analysed. The bones were thin-sectioned and then subjected to the 
analyses. The RS and FT-IR were used to approximate the different aspects of bone 
mineral, in particular: mineralisation (mineral and collagen ratio), crystallinity (the level 
of mineral crystals organisation) and ion substitution. 
Both the RS and FT-IR were performed in different areas of the thin sections, anterior, 
medial, lateral and posterior areas of the tibiae sections. The RS gave qualitative 
information while the FT-IR quantified that difference. The results of Cambra-Moo et 
al.’s (2012) analyses of the mineral content of the bone samples showed that the FT-IR 
results were similar to those described by other authors (such as Pachalis et al. 1996) 
and that there was no severe diagenetic transformation to the bones despite them 
being from an archaeological deposit. The FT-IR results also indicate that the signal 
decreases between the inner and outer areas of the bone cortex. The RS confirmed the 
FT-IR data and suggested that important differences occur during ontogeny. 
Cambra-Moo et al. (2012) state that the combined results of the histological and 
spectroscopic analysis indicated that the bone mineral matrix preserves organic 
compounds (collagen and non-collagenous proteins) and that mineral components 
suffer an intense modification during human ontogeny. With age over time, the FT-IR 
signal decreases and the inner and outer cortex of bone can be differentiated.  
To test the value of FT-IR and RS in assessing diagenesis of human bone, King et al. 
(2011) analysed archaeological human remains from Ban Non Wat in Northeast 
Thailand. King et al. found that FT-IR provided less detail than RS for the deterioration 
of bone. The FT-IR analysis involved calculating the MinCarb as well as the CI, while the 
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RS analysis involved looking at the frequency and the full width at half maximum 
height of the 𝜐𝜐1PO43- phosphate band. King et al.’s (2011) results indicate that RS is 
better than FT-IR concerning the assessment of archaeological bone.  
Vibrational spectroscopy is a powerful tool when studying bone. Increasingly IR and RS 
are used as the techniques are sensitive to both the mineral and organic components 
of bone, which allows for the study of mineral to matrix interaction as well as each 
components properties (Carden and Morris 2000). The results for using IR or RS in 
estimating the PMI of skeletal remains are promising and should lead to further 
research. 
Nano-indentation 
Indentation refers to a test where the material of interest, with unknown properties 
(such as elastic modulus and hardness), is touched by a material with known 
properties (Fischer-Cripps 2002). Nano-indentation follows the same principle, except 
the penetration of the interest material is measured in nanometres. Indentation 
analyses can be used to measure the mechanical properties of a material. These 
mechanical properties include the hardness, elastic modulus, strain-hardening 
exponent, fracture toughness and viscoelastic properties (Fischer-Cripps 2002).  
The use of nano-indentation on biological materials has been well documented 
(Ebenstein and Pruitt 2006). One of the principal purposes of indenting biological 
materials is that it can be complementary to other analyses such as RS, magnetic 
resonance imaging, micro-computed tomography, histology and IR (Ebenstein and 
Pruitt 2006; Schuh 2006). The results of indenting provide information concerning the 
micro-structure of different materials. Bone and teeth have been extensively studied 
using nano-indentation. The majority of this work focuses on medical uses (Ebenstein 
and Pruitt 2006; Oliver and Pharr 2010). However, it has also been used to characterise 
the properties of modern and fossil bone or collagen (Janko et al. 2010; Olesiak et al. 
2010), and in conjunction with other analyses to determine age-at-death (Zioupos et 
al. 2014).  
Olesiak et al. (2010) conducted a series of experiments using nano-indentation to 
measure alterations to modern and fossil bones’ organic and mineral phase and 
structural organisation. The experiments helped to assess whether nano-indentation is 
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useful in determining whether diagenesis had occurred within a bone. The experiment 
found that the mechanical properties of fossilised bone increased in comparison to 
modern bone and was related to geological age. The authors suggested that the 
evidence of modification of the mineral phase within bone demonstrated an increase 
in crystallinity (measured by X-Ray Diffraction) and density, which correlated with an 
increase in modulus (measured by nano-indentation). The increase indicates that there 
is a link between the crystal structure of a bone and its mechanical properties.  
Janko et al. (2010) used a combination of RS and nano-indentation to assess the 
collagen from the 5300-year-old Tyrolean Iceman. The RS indicated there were no 
significant molecular structure differences between the Iceman’s collagen and modern 
collagen, and that the mummified collagen was well preserved. The nano-indentation 
did show differences in the mechanical behaviour of the collagen fibrils, with an 
increase in modulus for the mummified collagen. The authors state that there were no 
indications of collagen degradation, and this was likely due to the freeze-drying which 
caused the mummification (Janko et al. 2010).  
An experiment by Zioupos et al. (2014) used nano-indentation in conjunction with 
analyses such as density porosity, collagen thermal degradation properties, ash 
content, calcium to phosphate ratios, and image analysis of sections. The purpose of 
the experiment was to improve age-at-death estimations from skeletal remains, in 
particular determining a quantifiable method with a small error range for those 
individuals >35 years. Using 12 donors between 53-85 years old at death, Zioupos et al. 
(2014) successfully estimated the age-at-death within ±1 year.  
Carden et al. (2003) assessed the effect nano-indentation has on RS and imaging, in 
particular, any deformations caused to bone ultrastructure due to indentation. The 
results of the study indicate that there are changes to the rupture of collagen 
crosslinks due to the force applied during indentation. The ratio between the 𝜐𝜐1PO43- 
phosphate band and the carbonate band at 1450cm-1 was used to determine if there 
were differences due to indentation. There were differences, but only on the edge of 
where the indentation took place, and not within the indent itself.  
Nano-indentation can be used effectively in conjunction with other analyses, in 
particular, RS. The results from Janko et al. (2010), Olesiak et al. (2010), Zioupos et al. 
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(2014) and Carden et al. (2003) indicate that further research utilising both RS and 
nano-indentation would be beneficial to understanding the properties of bone at a 
ultrastructural and mechanical level.  
This review of literature has demonstrated that vibrational spectroscopy and 
nano-indentation have the potential to provide considerable information from skeletal 
remains. IR and RS have been shown to be useful in providing information concerning 
the overall preservation and diagenesis of bone, the preservation and detection of 
collagen in bone, and to have potential in estimating the PMI from skeletal remains. 
Nano-indentation has been previously used to compliment RS studies, and 
furthermore, can provide useful information about the mechanical properties of bone 
at an ultrastructural level.  
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Methods and materials 
This section of the chapter outlines the methods and materials used in the vibrational 
spectroscopic and nano-indentation analyses. As the review of relevant literature 
revealed, there is potential in using vibrational spectroscopic techniques for evaluating 
the PMI of skeletal remains. Each technique (IR, RS and nano-indentation) is outlined 
with the specific sample preparations, instrumentation and subsequent data analysis. 
IR and RS were used to assess changes in the molecular bone chemistry over a PMI of 
two years. Nano-indentation was used to measure the changes in the mechanical 
properties of the bone samples. The vibrational spectroscopy and nano-indentation 
analyses were then explored for potential effectiveness in estimating the PMI of 
skeletonised remains.  
Infrared spectroscopy 
The IR analysis used powdered bone samples collected from the mid-shaft of the left 
femora of the caged carcasses (12 pigs and 12 kangaroos, see Table 3-1) from the 
fieldwork. The exception to this was for KC11 where the sample was taken from the 
right femur. A hand-held powder drill with a carbine tipped drill piece was used to core 
a powdered sample through the outer surface at the mid-shaft area of the femora. The 
drill bit was carefully cleaned between samples with alcohol wipes. The coarse powder 
for each sample was ground to a talcum powder consistency using an agate mortar 
and pestle. The mortar and pestle were carefully cleaned using alcohol wipes between 
samples to avoid cross contamination. Further powdered samples were taken from the 
compact bone in the middle of femora cross-sections for comparison to the other 
samples. 
The analysis of powdered bone samples utilised a portable Fourier Transform – Infra 
Red (FT-IR) Spectrometer (TravelIR) at the National Centre of Forensics, University of 
Canberra. The TravelIR system has an inverted optical system. The powdered specimen 
is loaded onto a KBr window behind which is a diamond radiation collector. The 
powder is then compacted on the window by a plunger driven by a screw device with 
the consistency of powder compaction being controlled by a load cell. The powdered 
specimen is illuminated from below by a heated ceramic source and the scattered 
spectrum captured using a scanning Michelson interferometer. As the TravelIR uses 
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powdered samples of bone, the IR spectra obtained represent an averaged 
composition of the bone samples. Table 6-1 outlines where the sample was taken from 
the bone and the TravelIR settings used when acquiring the spectra.  
Table 6-1: Position and instrument settings of TravelIR for different sample sets 
Sample set Type of sample Scans Wavenumbers Shift 
1 Taken directly through bone, outside to inside 32 A650 - A4000 4cm-1 
2 Taken directly through bone, outside to inside 32 A650 - A4000 4cm-1 
3 Taken directly through bone, outside to inside 96 A600 - A3000 2cm-1 
4 Taken through middle cross-section of bone 32 A600 - A3000 2cm-1 
 
Table 6-2 lists the peaks which were measured and later used in the analysis of the IR 
spectra. As IR spectra are more difficult to de-convolute than Raman spectra, peak 
height (PH) measurements were used instead of peak area (PA) measurements during 
the analysis. Figure 6-1 is an example of an IR spectrum. The CH-Aliphatic and the large 
phosphate (𝜐𝜐1, 𝜐𝜐3PO43-) peaks were easily identified at 2913cm-1 and 1017cm-1 
respectively. There are two peaks which are chemical representations of the Amide I 
contained in the bone. These are located at 1660cm-1 and 1640cm-1, and indicate two 
different structures of the Amide I band, the α-helical structure at 1660cm-1 and the 
β-pleated sheet structure at 1640 cm-1 (Thompson et al. 2009). Differing opinions exist 
concerning which bands indicate carbonate within the bone. Wright and Schwarcz 
(1996) stated that 1415cm-1 was the 𝜐𝜐3CO3 peak, while Alvanez-Lloret et al. (2006) 
used 1405cm-1. For the analyses, both peaks were used.  
Analysis for the TravelIR spectra utilised three quantitative measurements. These 
measurements were:  
1. The mineral carbonate content (MinCarb). The MinCarb is the ratio between the 
carbonate peak at approximately 1405cm-1 or 1415cm-1 divided by the 
phosphate group peak at 900-1200cm-1 (1017cm-1). This index is meant to be a 
measurement of the relative amount of carbonate in bone mineral 
(Alvanez-Llonet et al. 2006).  
MinCarb = PH(1405cm-1 or 1415cm-1)/PH(900-1200cm-1) 
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2. The mineral content (MinCont). The MinCont is the ratio between the phosphate 
group (900-1200cm-1; 1017cm-1) and the Amide I peaks at 1660cm-1 or 1640cm-1. 
This index is meant to represent the degree of bone mineralization present 
(Alvanez-Llonet et al. 2006).  
MinCont = PH(900-1200cm-1)/PH(1660cm-1 or 1640cm-1)  
3. The CH-Aliphatic Content (CHACont). The CHACont is the ratio between the CH2 
peak at 2913cm-1 and the phosphate group peak at 900-1200cm-1 (1017cm-1). 
This ratio measures the organic to inorganic components within the bone 
(Alvanez-Llonet et al. 2006; Boskey et al. 1992, 2005; Faibish et al. 2005; Petra et 
al. 2005; Paschalis et al. 1996).  
CHACont = PH(2913cm-1)/PH(900-1200cm-1) 
These ratios were then plotted by PMI on graphs to examine whether there were 
trends over time which could be quantifiably measured. GRAMS A.I. and EFTIR 
software was used to analyse the IR spectra. Lines of best fit and the R2 values, 
calculated using IBM SPSS v.23 were used to help determine whether there was any 
statistically significant patterns in the data and if such measurements could be used to 
predict the PMI in unknown cases. 
Table 6-2: Main Peaks used in analysis of spectra from Travel IR 
Name Description Vibrational 
bands (cm-1) 
References 
CH-Aliphatic CH2 stretching 2913 Alvarez-Lloret et al.(2006); Creagh and Cameron (2016) 
Amide I 
Amide I of 
α-helical 
structures 
1660 Alvarez-Lloret et al. (2006); Boskey et al. (1992), Boskey et 
al. (1995); Chadefaux et al. (2009); Faibish et al. (2005); 
Howes et al. (2012) ; Petra et al. (2005); Paschalis et al. 
(1996) 
Amide I of 
β-pleated sheet 
structures 
1640 
Carbonate  1405 Alvarez-Lloret et al. (2006) 
Carbonate v3CO-3 1415 
Chadefaux et al. (2009); Gruenwald et al. (2014); Howes et 
al. (2012); Lebon et al. (2010); Nielsen-Marsh and Hedges 
(2000a, 2000b); Smith et al. (2007); Squires et al. (2011); 
Thompson et al. (2009, 2011); Trueman et al. (2008); 
Wright and Schwarcz (1996)  
Phosphate v1, v3PO4-3 1017 (900-1200) 
Alvarez -Lloret et al. (2006); Chadefaux et al. (2009); 
Gruenwald et al. (2014); Howes et al. (2012); Lebon et al. 
(2010); Nagy et al. (2008); Nielsen-Marsh and Hedges 
(2000a, 2000b); Patonai et al. (2013); Petra et al. (2005); 
Paschalis et al. (1996); Smith et al. (2007); Squires et al. 
(2011); Thompson et al. (2009, 2011); Wright and 
Schwarcz (1996)  
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Figure 6-1: Example of an infrared spectra (KC01) 
Raman spectroscopy 
The samples used for the RS were cross-sections taken from the mid-shaft of the left 
femur of each caged carcass (or the right femur for KC11) from the fieldwork. The 
cross-sections were initially cut from the femur of each carcass with a hand-held hack 
saw. The sections were sanded to approximately 3-5mm thick using a hand-held 
Dremel with 120 and 240 grit sand paper drums. A felt polishing wheel was used to 
polish and shine the surface. Further grinding and polishing of the cross-sections were 
undertaken at the Australian National University Research School of Earth Sciences, 
where the cross-sections were ground with 800 and 1200 grit silicon carbide paper and 
then polished using 3 micron and 1 micron polishing plates with the appropriate 
diamond paste.  
An initial test was conducted with the assistance of Dr Vincent Otieno-Alego 
(Australian Federal Police) in March 2014 at the University of Canberra using a 
Renishaw 2000 Raman Microscope. Samples from KC01, PC01, KC09 and PC09 were 
tested. The initial test showed differences between the spectra of these samples, so 
further investigation was warranted.  
The Raman spectra used in the analysis were acquired on a Renishaw inVia Reflex 
Raman Spectrometer System at the Australian National University Research School of 
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Physics and Engineering. A 785nm edge laser with a 1200 1/mm grating was used to 
help reduce any residual fluorescence. All spectra were taken at a magnification of x50. 
For the kangaroos, an exposure time of 10 seconds at 10% laser power with three 
accumulations was used, while for the pigs an exposure time of 10 seconds at 1% laser 
power with three accumulations was used. The different level of laser power between 
the pigs and kangaroos was needed due to the pig samples emitting fluorescent 
radiation when a higher laser power was used. The spectra sampled were restricted to 
a radiation range of 400 to 3000cm-1.  
Unlike the TravelIR which uses powdered bone samples providing an averaged 
composition of the bone in the resulting spectra, the Raman spectrometer provides 
spectra for a small 5 micron diameter area. This means that several spectra of the 
same sample need to be taken at different points on the bone cross-section to help 
provide an average of the overall composition of the bone sample. Figure 6-2 
illustrates schematically the positions of where Raman spectra were sampled on each 
cross-section. Several spectra were taken on each sample at the outer edge, inner 
edge and in the middle of the cross-section.  
The Renishaw software WiRe 2.0 was used to acquire the spectra from the 
spectrometer, where the baseline was corrected and files saved and converted into 
.spc and .txt formats. The spectra were further analysed using LabCognition RAMalyze 
software. Table 6-3 outlines the main peaks identified in the Raman spectra, and 
Figure 6-3 illustrates the peaks position on the Raman spectra. 
 
Figure 6-2: Example of cross-section from left femur with Raman sample points (PC01 
used for drawing) 
Endosteal cavity 
Compact Bone 
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Table 6-3: Main Peaks used in analysis of spectra from Raman spectrometer 
Name Description Vibrational 
bands (cm-1) 
References 
CH-Aliphatic CH2 stretching 2940 Bertoluzza et al. (1997); Edwards et al. (1997); Le Blond et al. (2009); McLaughlin and Lednev (2011) 
Amide I Amide I of α-helical 
structures 1668 
Karampas et al. (2013) 
Carbonate 
v1CO3-2 1070 Awonusi et al. (2007); Penel et al. (2005) 
 
Carden et al. (2003); Pestle et al. (2015) (C-H) bend; CH2 wag 1450 
Phosphate v1PO4-3 961 
Awonusi et al. (2007); Bertoluzza et al. (1997); Carden 
et al. (2003); Edwards et al. (1997); Le Blond et al. 
(2009); McLaughlin and Lednev (2011); Penel et al. 
(2005); Pestle et al. (2015) 
 
 
Figure 6-3: Example of Raman spectrum (KC01) 
The number of counts (PH) for each peak, as well as the area under each peak (PA), 
was recorded and used in the analysis. The same ratios used for data from the IR 
spectra were used on the Raman spectra. The MinCarb is the ratio between the 
carbonate peaks at approximately 1450cm-1 and 1070cm-1 compared to the phosphate 
group peak at 961cm-1. The MinCont is the ratio between the phosphate group 
(961cm-1) and the Amide I peak at 1668cm-1. The CHACont is the ratio between the CH-
Aliphatics peak at 2940cm-1 and the phosphate group peak at  
961cm-1.  
These ratios were then plotted by PMI on graphs to examine whether there were 
trends over time which could be quantifiably measured. Lines of best fit and the R2 
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value, calculated using IBM SPSS v.23, was used to help determine whether there were 
any statistically significant patterns and if these ratios could be used to predict the PMI 
in unknown cases. 
The RS data for each ratio was compared against the same ratio data from the IR 
analysis. While the differences in measurements between the methods (absorbance 
for IR; counts for RS) mean they cannot be directly compared, similar trends between 
the two methods can provide further information (for example: both the RS and IR 
data for a particular ratio both decrease gradually in a linear fashion over time).  
Nano-indentation 
The nano-indentation was outsourced to Clara Teniswood (Research School of Physical 
Science and Engineering, ANU), though the results of nano-indentation were analysed 
by the author. Indentation was undertaken on five kangaroo cross-sections with 
different PMIs (KC01, KC03, KC05, KC07, KC09, KC11) and two pig cross-sections (PC01 
and PC11). Only two pig samples were indented due to time constraints. The results of 
the nano-indentation compared against the IR and RS results to differentiate whether 
there were similar trends or patterns in the data over time.  
The indentation tests used a Hysitron TriboIndenter with a Berkovich diamond tip. The 
purpose of the indentation was to determine the underlying mechanical strength of 
the bone. Nano-indentation is where a diamond tip with a known elastic modulus is 
brought into contact with the surface of interest. Force is then applied, causing the tip 
to indent the sample. Displacement is measured as a function of the applied force 
(Fischer-Cripps 2002). The nano-indentation provided two different measurements 
from the samples, elastic modulus and hardness. By measuring the displacement as a 
function of applied force, the reduced modulus, or elastic modulus (E), is able to be 
determined for the sample. The elastic modulus is essentially a measure of the 
stiffness of the sample being indented. The hardness of the sample is measured 
through the maximum applied pressure during indentation, and the residual area of 
the indent (Fischer-Cripps 2002).  
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Results 
This section of the chapter sets out the results from the analyses conducted on the 
data acquired using IR and RS and nano-indentation. The results are structured first by 
technique: 1) IR; 2) RS; and 3) nano-indentation. For the IR and RS, the results are 
further divided by the ratios calculated from the spectra: the MinCarb, the MinCont 
and the CHACont. All of the data was explored for potential value in estimating the 
PMI of skeletonised remains. 
Analysis of the spectra from IR and RS used GRAMS A.I., EFTIR and LabCognition 
RAMalyze. Each data set had the curve estimation function in IBM SPSS v.23 applied to 
it to find the line of best fit. The statistical significance for each line is calculated from 
the Analysis of Variance (ANOVA). 
Infrared spectroscopy 
Three types of ratios were used in analysing the data from the IR spectra: MinCarb 
(carbonate/phosphate); MinCont (phosphate/amide I); and the CHACont  
(CH-Aliphatic/phosphate). These ratios were calculated using the peak height (PH) of 
particular peaks (measured in absorbance). Due to the inner structure of bones being 
inhomogeneous, there is scatter in the spectra data caused by using powdered 
samples for the IR.  
Mineral carbonate content 
In calculating the MinCarb, two different carbonate peaks were identified in the IR 
spectra. These peaks are located at the wavenumbers 1405cm-1 and 1415cm-1.  
Caged kangaroos 
When calculating the MinCarb for the kangaroo sample (Figure 6-4) there was minimal 
difference between the MinCarb for either carbonate peak. The similarities in MinCarb 
between the two carbonate peaks was even more apparent when the data was 
averaged for each PMI (Figure 6-5).  
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Figure 6-4: Mineral carbonate content for kangaroos from IR spectra using two different 
peaks for the carbonate: 1405cm-1 and 1415cm-1 
 
Figure 6-5: Averaged mineral carbonate content for kangaroos from IR spectra using two 
different peaks for the carbonate: 1405cm-1 and 1415cm-1 
Table 6-4 outlines the averaged MinCarb using the 1405cm-1 and 1415cm-1 peaks and 
the standard deviation for each PMI average. Overall, the MinCarb using the 1415cm-1 
peak was slightly higher than that of the 1405cm-1 peak. When a cubic line of best fit 
was applied, the fit was significant (R2 = 0.606, p = 0.000 for 1405cm-1 and R2 = 0.639, 
p = 0.000 for 1415cm-1).  
Table 6-4: Averaged mineral carbonate content for kangaroos from IR spectra 
PMI 
(Months) 
Peaks 
1405cm-1 1415cm-1 
Mean Standard deviation Mean Standard deviation 
 4 0.243 0.012 0.248 0.019 
 8 0.249 0.005 0.261 0.006 
12 0.299 0.011 0.309 0.008 
16 0.264 0.002 0.274 0.002 
20 0.218 0.005 0.225 0.008 
24 0.231 0.013 0.239 0.013 
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Caged pigs 
Figure 6-6 illustrates the MinCarb for spectra taken from pig specimens. The data 
between the two carbonate peaks (1405cm-1 and 1415cm-1) is very similar to the data 
for the kangaroos, with the MinCarb of the 1415cm-1 peak being slightly higher than 
that of 1405cm-1 peak. Figure 6-7 demonstrates the averaged data of the MinCarb by 
PMI, which shows this trend clearly.  
 
Figure 6-6: Mineral carbonate content for pigs from IR spectra using two different peaks 
for the carbonate: 1405cm-1 and 1415cm-1 
 
Figure 6-7: Averaged mineral carbonate content for pigs from IR spectra using two 
different peaks for the carbonate: 1405cm-1 and 1415cm-1 
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Table 6-5 outlines the MinCarb using both 1405cm-1 and 1415cm-1 as the carbonate 
peak. The averaged data between the two MinCarb is very similar except the ratio 
using 1415cm-1 is slightly higher than that using 1405cm-1. The standard deviation of 
the MinCarb is less in the 1405cm-1 sample. A cubic line of best fit provided the highest 
R2 and significance values for both the 1405cm-1 data (R2=0.392, p = 0.000) and the 
1415 cm-1 (R2=0.392, p = 0.000).  
Table 6-5: Averaged mineral carbonate content for pigs from IR spectra 
PMI 
(Months) 
Peaks 
1405cm-1 1415cm-1 
Mean Standard deviation Mean Standard deviation 
 4 0.203 0.019 0.210 0.018 
 8 0.283 0.050 0.308 0.065 
12 0.232 0.014 0.240 0.010 
16 0.253 0.028 0.260 0.029 
20 0.242 0.015 0.248 0.016 
24 0.243 0.019 0.253 0.021 
 
Comparison between caged kangaroos and pigs 
When comparing the kangaroos and the pigs for MinCarb the main differences are the 
slightly elevated levels of MinCarb at 4 and 12 months for the kangaroo sample, and at 
8 months for the pig sample. This trend is apparent for MinCarb regardless of which 
peak is used in calculating the ratio (Figure 6-8 and Figure 6-9).  
 
Figure 6-8: Comparison between averaged mineral carbonate content for kangaroos and 
pigs from IR spectra using carbonate peak at 1405cm-1 
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Figure 6-9: Comparison between averaged mineral carbonate content for kangaroos and 
pigs from IR spectra using carbonate peak at 1415cm-1 
There is little difference between using the carbonate peaks at 1405cm-1 or 1415cm-1 
when calculating the MinCarb from the IR data. For both the pigs and kangaroos, the 
MinCarb calculated using either peak is a close match. Also the curve estimation using 
cubic lines fitted all sets of data at a significant level. There are differences in the 
MinCarb between the pigs and kangaroos, particularly at 4, 8 and 12 month PMIs.  
Mineral content 
The MinCont was calculated by dividing the large phosphate group peak  
(900-1200 cm-1) by the two Amide I peaks located at 1660cm-1 and 1640cm-1.  
Caged kangaroos 
For the kangaroos, as with the MinCarb, the MinCont between the two Amide I peaks 
(1660cm-1 and 1640cm-1) follows a similar pattern (Figure 6-10). The scatter in the data 
is due to bone being inhomogeneous. This pattern between the 1660cm-1 and  
1640cm-1 peaks is clearly shown in Figure 6-11 where the MinCont ratio is averaged by 
PMI. The MinCont using the 1660cm-1 peak is slightly higher than that using the 
1640cm-1 data, but both sets of data follows the same pattern across the PMIs.  
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Figure 6-10: Mineral content for kangaroos from IR spectra using two different peaks for 
the Amide I: 1660cm-1 and 1640cm-1 
 
Figure 6-11: Averaged mineral content for kangaroos from IR spectra using two different 
peaks for Amide I: 1660cm-1 and 1640cm-1 
Table 6-6 outlines the average MinCont using the 1660cm-1 and 1640cm-1 peaks by 
PMI. The data for 1660cm-1 and 1640cm-1 is similar, however, the MinCont is slightly 
higher for 1660cm-1.  
Table 6-6: Averaged mineral content for kangaroos from IR spectra 
PMI 
(Months) 
Peaks 
1640cm-1 1660cm-1 
Mean Standard deviation Mean Standard deviation 
 4 5.21 0.21 5.51 0.24 
 8 4.39 0.19 4.82 0.22 
12 3.83 0.34 4.45 0.36 
16 4.71 0.24 5.01 0.19 
20 4.23 0.16 4.57 0.18 
24 5.17 0.48 5.54 0.52 
0
1
2
3
4
5
6
7
0 4 8 12 16 20 24
PMI (Months)
MinCont
1640 1660
0
1
2
3
4
5
6
7
0 4 8 12 16 20 24
PMI (Months)
MinCont
1640 1660
6   Vibrational spectroscopy and nano-indentation 
Page 257 
A cubic line of best fit produced the most statistically significant results for 1640cm-1 
(R2 = 0.637, p = 0.000, see Figure 6-12) and 1660cm-1 (R2 = 0.562, p = 0.000, see 
Figure 6-13). 
 
Figure 6-12: Cubic line of best fit for mineral content for kangaroos from IR spectra using 
Amide I at 1640cm-1  
 
Figure 6-13: Cubic line of best fit for mineral content for kangaroos from IR spectra using 
Amide I at 1660cm-1  
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Caged pigs 
Figure 6-14 illustrates the MinCont data for the pigs. The MinCont when calculated 
using the peaks at 1660cm-1 and 1640cm-1 is similar and the data using either peak 
follows the same pattern, except the 1660cm-1 data is consistently higher than the 
1640cm-1 data. This pattern is clearly illustrated when the MinCont for each PMI is 
averaged (Figure 6-15).  
  
Figure 6-14: Mineral content for pigs from IR spectra using two different peaks for the 
Amide I: 1640cm-1 and 1660cm-1 
 
Figure 6-15: Averaged mineral content for pigs from IR spectra using two different peaks 
for Amide I: 1660cm-1 and 1640cm-1 
Table 6-7 outlines the averaged data by PMI of the MinCont for pigs for the 1640cm-1 
and 1660cm-1 peaks. There is an overlap between the ranges of the data for the two 
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peaks at 4, 20 and 24 months PMI which is evident in Figure 6-14. There were no lines 
of best fit for any function which were statistically significant.  
Table 6-7: Averaged mineral content for pigs from IR spectra 
PMI 
(Months) 
Peaks 
1640cm-1 1660cm-1 
Mean Standard deviation Mean Standard deviation 
 4 3.919 0.512 4.417 0.455 
 8 3.925 0.120 4.468 0.358 
12 3.241 0.121 4.089 0.316 
16 3.452 0.183 4.178 0.219 
20 3.660 0.488 4.457 0.573 
24 3.680 0.487 4.158 0.390 
 
Comparison between caged kangaroos and pigs 
A comparison for the averaged MinCont between the pigs and kangaroos highlights 
some differences in the trends between the two species. Figure 6-16 illustrates the 
averaged MinCont using the 1640cm-1 peak for the averaged pig and kangaroo data. 
The kangaroo MinCont is consistently higher than the pigs and has more variation 
between PMI. The 1660cm-1 data follows the same trend (Figure 6-17), with the 
MinCont of the kangaroos consistently higher than the pig MinCont. When comparing 
the two species, the averaged MinCont at 20 months for the 1660cm-1 data nearly the 
same for both the pig and kangaroo samples, unlike for the other PMIs. For both the 
kangaroos and the pigs there are no significant changes or correlations in the MinCont 
evident over time.  
 
Figure 6-16: Comparison between averaged mineral content for kangaroos and pigs from 
IR spectra using Amide I peak at 1640cm-1 
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Figure 6-17: Comparison between averaged mineral content for kangaroos and pigs from 
IR spectra using Amide I peak at 1660cm-1 
CH-Aliphatic content 
The CHACont is calculated by dividing the PH of the CH2 peak at 2914cm-1 by the large 
phosphate peak (900-1200cm-1).  
Caged kangaroos 
Figure 6-18 illustrates the CHACont for the kangaroo samples. Figure 6-19 illustrates 
the averaged CHACont for each PMI.  
 
Figure 6-18: CH-Aliphatic content for kangaroos from IR spectra  
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Figure 6-19: Averaged CH-Aliphatic content for kangaroos from IR spectra  
Table 6-8 outlines the averaged data and standard deviation for the CHACont for each 
PMI for kangaroos. In general, there is a decrease in CHACont over PMI. An inverse line 
of best fit provided the highest R2 value for the CHACont of the kangaroos (R2 = 0.657) 
which was also statistically significant (p = 0.000) (Figure 6-20). This fit increases when 
an inverse line of best fit was applied to the averaged CHACont (R2 = 0.891, p = 0.005, 
see Figure 6-21). 
Table 6-8: Averaged CH-Aliphatic content of kangaroos from IR spectra 
PMI (Months) Mean Standard deviation 
 4 0.23 0.063 
 8 0.06 0.053 
12 0.09 0.019 
16 0.02 0.008 
20 0.04 0.023 
24 0.01 0.007 
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Figure 6-20: Inverse line of best fit for CH-Aliphatic content for kangaroos from IR 
spectra 
 
Figure 6-21: Inverse line of best fit for averaged CH-Aliphatic content for kangaroos from 
IR spectra 
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Caged pigs 
Figure 6-22 illustrates the CHACont of the pigs. At 4 months PMI the CHACont is above 
0.3. For 8, 12, 16, 20 and 24 months, the CHACont is consistently below 0.1. This is 
clearly shown in Figure 6-23 which displays the averaged CHACont of the pigs by PMI.  
 
Figure 6-22: CH-Aliphatic content for pigs from the IR spectra 
 
Figure 6-23: Averaged CH-Aliphatic content for pigs from the IR spectra  
Table 6-9 outlines the averaged CHACont for the pigs. Except for 4 months 
(x�=0.479, 𝜎𝜎 =0.099) all data had a consistently low mean (between 0.011 and 0.016) 
and standard deviation (between 0.002 and 0.005). When a cubic line of best fit was 
applied to the overall data a high correlation was achieved (R2=0.924, p = 0.000, see 
Figure 6-24). A significant correlation was further obtained by applying a cubic line of 
best fit to the averaged CHACont for the pigs (R2=0.950, p = 0.074, see Figure 6-25).  
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Table 6-9: Averaged CH-Aliphatic content for pigs from IR spectra 
PMI (Months) Mean Standard deviation 
 4 0.48 0.099 
 8 0.01 0.005 
12 0.02 0.002 
16 0.01 0.002 
20 0.01 0.003 
24 0.01 0.003 
 
 
 
 
Figure 6-24: Cubic line of best fit for CH-Aliphatic content for pigs from IR spectra 
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Figure 6-25: Cubic line of best fit for averaged CH-Aliphatic content for pigs from IR 
spectra 
Comparison between caged kangaroos and pigs 
The differences in the CHACont between the kangaroos and the pigs is clearly 
displayed in Figure 6-26. The averaged kangaroo CHACont is more scattered than the 
pigs, and indicates a downwards trend across PMI. 
 
Figure 6-26: Comparison between averaged CH-Aliphatic content for kangaroos and pigs 
from IR spectra 
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Overall, the IR results suggest that it is possible to measure certain ratios within bone 
which change over periods of time. The CHACont, which is a broad measure of the 
organic to inorganic properties within bone, displays a downward trend for both the 
pig and kangaroo data over time.  
Raman spectroscopy 
The ratios used for the data from the RS are the same as the IR data. All lines of best fit 
(R2) were calculated using the curve estimation function in IBM SPSS v.23. All statistical 
tests for significance were calculated using ANOVA. 
Mineral carbonate content 
The MinCarb was calculated by dividing a carbonate peak by the phosphate peak 
(960cm-1). Literature reviews and the Raman spectra identified several different 
carbonate peaks. The analysis used two of the identified carbonate peaks (see 
Table 6-3). These peaks are situated at the wavenumbers 1070cm-1 and 1450cm-1. 
Calculations based on the PH and PA were used to help determine which was more 
beneficial in identifying trends in the data over time. 
Caged kangaroos 
Figure 6-27 illustrates the MinCarb for the kangaroos using the two different 
carbonate PH from the Raman spectra. The MinCarb for 1070cm-1 is consistently 
higher than the 1450cm-1 peak. Figure 6-28 demonstrates the averaged kangaroo data 
by PMI and shows that the trends between the peaks are different. The 1070cm-1 
MinCarb is always between 0.16 and 0.2 with a slight rise at 8 and 12 months PMI, a 
decline at 16 months and then increasing again over 20 and 24 months. The averaged 
data from 1450cm-1 is generally consistent between 4 to 24 months.  
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Figure 6-27: Mineral carbonate content for kangaroos from RS using two different PH for 
the carbonate: 1070cm-1 and 1450cm-1 
 
Figure 6-28: Averaged mineral carbonate contents for kangaroos from RS using two 
different PH for the carbonate: 1070cm-1 and 1450cm-1 
Table 6-10 outlines the averaged MinCarb using PH for the kangaroos. The MinCarb 
using the 1070cm-1 carbonate peak is higher than that of the 1450cm-1 peak. The 
1070cm-1 peak has a similar standard deviation (𝜎𝜎 range= 0.001 to 0.024) when 
compared against the 1450cm-1 peak (𝜎𝜎 range = 0.002 to 0.007). There were no 
significant lines of best fit for the MinCarb using the peak height of 1070cm-1 and 
1450cm-1 using either all data or the averaged data.  
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Table 6-10: Averaged mineral carbonate content for kangaroos from RS using PH 
PMI 
(Months) 
Carbonate peaks 
1070cm-1 1450cm-1 
Mean Standard deviation Mean Standard deviation 
 4 0.18 0.001 0.08 0.002 
 8 0.18 0.014 0.08 0.007 
12 0.19 0.008 0.08 0.006 
16 0.17 0.024 0.08 0.004 
20 0.18 0.009 0.07 0.002 
24 0.19 0.004 0.08 0.002 
 
Figure 6-29 illustrates the data using the two different PA to calculate the MinCarb. As 
with the MinCarb calculated from PH, the 1070cm-1 data produces a higher MinCarb 
than 1450cm-1. The spread in the data using PA instead of PH is more pronounced for 
both carbonate peaks. Figure 6-30 illustrates the averaged MinCarb using PA.  
 
Figure 6-29: Mineral carbonate content for kangaroos from RS using two different PA for 
the carbonate: 1070cm-1 and 1450cm-1 
 
Figure 6-30: Averaged mineral carbonate contents for kangaroos from RS using two 
different PA for the carbonate: 1070cm-1 and 1450cm-1 
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Table 6-11 outlines the averaged MinCont for each peak using PA and the standard 
deviation. When lines of best fit were applied to the data there were no statistically 
significant correlations present for either the overall or averaged data for 1070cm-1. A 
cubic best line of fit for the overall 1450cm-1 data was determined to be statistically 
significant (R2 = 0.476, p = 0.025, see Figure 6-31), while a cubic best line of fit for the 
averaged 1450cm-1 data produced a good R2 (R2 = 0.711), it was statistically 
insignificant (p = 0.401). 
Table 6-11: Averaged mineral carbonate content for kangaroos from RS using PA 
PMI 
(Months) 
Carbonate peaks 
1070cm-1 1450cm-1 
Mean Standard deviation Mean Standard deviation 
 4 0.18 0.016 0.11 0.006 
 8 0.21 0.028 0.05 0.032 
12 0.21 0.033 0.03 0.007 
16 0.18 0.030 0.07 0.008 
20 0.22 0.008 0.04 0.022 
24 0.21 0.023 0.08 0.008 
 
 
Figure 6-31: Cubic line of best fit for mineral carbonate content for kangaroos from RS 
using the PA of 1450cm-1  
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Caged pigs 
Figure 6-32 illustrates the MinCarb of the two carbonate peaks for the pigs using PH 
and demonstrates there is an overlap in the data between the MinCarb using the 
different peaks. Figure 6-33 illustrates the averaged MinCarb for each PMI. The 
1450cm-1 data increases in MinCarb from 4 to 16 months, with a decrease at 
20 months and another increase at 24 months. The data from 1070cm-1 follows a 
different trend than that of 1450cm-1. 1070cm-1 is moderately constant at 4 and 
8 months, and increases over 16 to 20 months with a decrease at 20 months, and an 
increase again at 24 months.  
 
Figure 6-32: Mineral carbonate content for pigs from RS using two different PH for the 
carbonate: 1070cm-1 and 1450cm-1 
 
Figure 6-33: Average mineral carbonate contents for pigs from RS using two different PH 
for the carbonate: 1070cm-1 and 1450cm-1 
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Table 6-12 outlines the averaged MinCarb for the pigs using PH. The data from 
1070cm1 is consistently higher than that of the 1450cm-1 data.  
Table 6-12: Averaged mineral carbonate content for pigs from RS using PH 
PMI 
(Months) 
Carbonate peaks 
1070cm-1 1450cm-1 
Mean Standard deviation Mean Standard deviation 
 4 0.16 0.013 0.11 0.019 
 8 0.19 0.027 0.12 0.009 
12 0.17 0.016 0.15 0.038 
16 0.18 0.009 0.18 0.033 
20 0.15 0.000 0.14 0.043 
24 0.17 0.006 0.16 0.040 
 
Curve estimation was performed on the PH data for each of the peaks. The peak at 
1070cm-1 did not have any significant lines of best fit, with a cubic model (R2=0.288, 
p = 0.085) providing the best fit available. The R2 was better when a cubic line was 
applied to the averaged data for 1070cm-1 (R2 = 0.822), but it is statistically 
insignificant (p = 0.445). The overall 1450cm-1 MinCarb fit a cubic line (R2 = 0.383, p = 
0.013). The averaged 1450cm-1 MinCarb fit both a cubic model (R2 = 0.723, p = 0.385) 
and a quadratic model (R2 = 0.723, p = 0.146), however, both lines were statistically 
insignificant.  
Figure 6-34 shows the MinCarb calculated using PA for the pigs. Figure 6-35 illustrates 
the averaged MinCarb by PA. As with the PH data, the MinCarb calculated using the 
peak at 1070cm-1 is consistently higher than the MinCarb for 1450cm-1. The averaged 
data for 1070cm-1 shows a decrease in the MinCarb from 4 months to 16 months, and 
then an increase at 20 and 24 months. The peak at 1450cm-1 decreased at 8 months, 
then stayed fairly consistent until increasing at 20 months and 24 months.  
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Figure 6-34: Mineral carbonate content for pigs from RS using two different PA for the 
carbonate: 1070cm-1 and 1450cm-1 
 
Figure 6-35: Averaged mineral carbonate content for pigs from RS using two different PA 
for the carbonate: 1070cm-1 and 1450cm-1 
Table 6-13 details the averaged MinCarb for each carbonate peak and the standard 
deviation for each PMI. When curve estimation was applied to the 1070cm-1 MinCarb 
data using PA, there were no significant results with the overall data (best fit was a 
cubic model R2 = 0.411, p = 0.016). The averaged MinCarb using PA for 1070cm-1 did fit 
a quadratic model with statistical significant (R2 = 0.901, p = 0.031, Figure 6-36).  
A cubic line also provided the best fit to the overall data of 1450cm-1 (R2 = 0.906, 
p = 0.000, Figure 6-37) and the averaged data (R2 = 0.951, p = 0.072). 
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Table 6-13: Averaged mineral carbonate content for pigs from RS using PA 
PMI 
(Months) 
Peaks 
1070cm-1 1450cm-1 
Mean Standard deviation Mean Standard deviation 
 4 0.13 0.075 0.05 0.003 
 8 0.10 0.021 0.01 0.003 
12 0.07 0.032 0.01 0.004 
16 0.04 0.031 0.01 0.004 
20 0.07 0.021 0.01 0.009 
24 0.08 0.011 0.01 0.008 
 
 
 
 
Figure 6-36: Quadratic line of best fit for averaged mineral carbonate content for pigs 
from RS using PA of 1070cm-1 
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Figure 6-37: Cubic line of best fit for mineral carbonate content for pigs from RS using 
PA of 1450cm-1 
Comparison between caged kangaroos and pigs 
Figure 6-38 is a comparison of the averaged MinCarb for 1070cm-1 between kangaroos 
and pigs using PH. The MinCarb for both pigs and kangaroos are in the range of 0.15 
and 0.2 across all PMIs.  
 
Figure 6-38: Comparison between averaged mineral carbonate content for kangaroos and 
pigs from RS for 1070cm-1 using PH 
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Figure 6-39 is a comparison of the averaged MinCarb for 1070cm-1 between kangaroos 
and pigs using PA. While the pig MinCont of 1070cm-1 decreases from 4 to 16 months 
and then increases slightly at 20 and 24 months, the kangaroo increases from 4 to 8 
months, decreases noticeably for 12 and 16 months and increases at 20 and 24 
months.  
 
Figure 6-39: Comparison of averaged mineral carbonate content for kangaroos and pigs 
from RS for 1070cm-1 using PA 
Figure 6-40 illustrates the comparison between pigs and kangaroos for the MinCarb 
calculated using the PH of 1450cm-1. The pig sample shows greater variation over time 
with a moderate increase from 4 to 16 months, a decrease at 20 months and a further 
increase at 24 months. The kangaroo sample remained relatively consistent over time.  
 
Figure 6-40: Comparison between averaged mineral carbonate content for kangaroos and 
pigs from RS for 1450cm-1 using PH 
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Figure 6-41 illustrates the comparison between the pigs and kangaroos for the 
MinCarb using the 1450cm-1 PA. The pig sample decreased between 4 and 8 months 
and remained relatively stable to 24 months. The kangaroo sample decreased between 
4 and 12 months, increased at 16 months, decreased at 20 months and increased again 
at 24 months. 
 
Figure 6-41: Comparison between averaged mineral carbonate content for kangaroos and 
pigs from RS for 1450cm-1 using PA 
There are several interesting results for the MinCarb of the pigs and kangaroos using 
RS. When using the PH to calculate the MinCarb for both the pigs and kangaroos, the 
1070cm-1 data differs from using the 1450cm-1 and indicates a higher amount of 
MinCarb. Overall, when using the PH measurements from the Raman spectra 
(regardless of which carbonate peak was used) to calculate the MinCarb, there is little 
change over time with the averaged data from the pigs and kangaroo.  
Mineral content 
The MinCont for the Raman spectra was calculated by dividing the phosphate peak at 
960cm-1 by the Amide I peak at 1668cm-1. Only PH was used to determine the 
MinCont.  
Caged kangaroos 
Figure 6-42 illustrates the MinCont of the kangaroos using PH. Figure 6-43 and  
Table 6-14 shows the averaged MinCont by PMI using PH. There was a sharp decrease 
in MinCont at 12 months. There were no statistically significant lines of best fit when 
applying curve estimation to the overall or averaged data.  
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Figure 6-42: Mineral content for kangaroos from RS using peak PH 
 
Figure 6-43: Averaged mineral content for kangaroos from RS using PH  
Table 6-14: Averaged mineral content for kangaroos from RS using PH  
PMI (Months) Mean Standard deviation 
 4 13.57 0.47 
 8 13.12 1.08 
12 10.00 1.54 
16 13.16 0.59 
20 12.58 0.62 
24 12.66 0.59 
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Caged pigs 
Figure 6-44 outlines the MinCont using PH for the pigs. Figure 6-45 and Table 6-15 
outlines the averaged MinCont by PMI using PH. There is a gradual decrease of mineral 
carbonate from 4 months to 16 months, then a gradual increase over 20 and 24 
months. A cubic line of best fit was statistically significant (R2 = 0.601, p = 0.000) when 
applied to the overall data (Figure 6-46) and the averaged data (R2 = 0.992, p = 0.012). 
 
Figure 6-44: Mineral content for pigs from RS using PH 
 
Figure 6-45: Averaged mineral content for pigs from RS using PH 
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Table 6-15: Averaged mineral content for pigs from RS using PH  
PMI (Months) Mean Standard deviation 
 4 11.34 1.67 
 8 9.29 0.89 
12 7.59 1.04 
16 7.45 1.09 
20 7.81 1.71 
24 8.77 1.79 
 
 
Figure 6-46: Cubic line of best fit for the mineral content for pigs from RS using PH 
Comparison between caged kangaroos and pigs 
When comparing the MinCont of the kangaroo and pig samples there are some 
similarities. Figure 6-47 illustrates the comparison of the averaged MinCont using PH 
between kangaroos and pigs. The MinCont of the pigs was consistently lower than that 
of the kangaroos. The kangaroo MinCont is consistently between 12 and 14, except at 
12 months, when the MinCont drops to 10.  
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Figure 6-47: Comparison of averaged mineral content between kangaroos and pigs from 
RS using PH  
There is little change in the MinCont for both the pigs and kangaroos when using the 
PH to calculate the ratio. There do not appear to be any apparent trends over time 
concerning the MinCont obtained from measurements of the kangaroo Raman spectra, 
while the MinCont from the pig Raman spectra were statistically significant when a 
cubic line function was applied.  
CH-Aliphatic content 
The CHACont for the Raman spectra was calculated by dividing the CH2 stretch at 
2940cm-1 by the phosphate peak at 960cm-1. Only the PA was used to calculate the 
CHACont. 
Caged kangaroos 
Figure 6-48 illustrates the CHACont for the kangaroos using PA. There is a decreasing 
trend in CHACont over time. This is demonstrated more clearly in Figure 6-49 which 
illustrates the averaged CHACont, while Table 6-16 details the data. A cubic model fits 
the overall data with the best fit (R2 = 0.775) and significance (p = 0.000) as well as the 
averaged data (R2 = 0.994, p = 0.009) (Figure 6-50). An exponential model also fits the 
averaged data (R2 = 0.740, p = 0.000).  
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Figure 6-48: CH-Aliphatic content for kangaroos from RS using PA 
 
Figure 6-49: Averaged CH-Aliphatic content for kangaroos from RS using PA 
Table 6-16: Averaged CH-Aliphatic content for kangaroos from RS using PA  
PMI (Months) Mean Standard deviation 
 4 0.079 0.038 
 8 0.034 0.011 
12 0.014 0.007 
16 0.012 0.003 
20 0.020 0.002 
24 0.007 0.002 
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Figure 6-50: Cubic line of best fit for averaged CH-Aliphatic content of kangaroos from 
RS using PA 
Caged pigs 
Figure 6-51 illustrates the CHACont for the pigs using PA. Figure 6-52 displays the 
average CHACont. There is a sharp drop between 4 and 8 months in CHACont, which 
then remains reasonably consistent from 8 to 24 months PMI. Table 6-17 details the 
averaged data.  
A cubic model provides the best fit for the overall data (R2 = 0.807, p = 0.000,  
Figure 6-53) while an inverse line provides the best fit for the averaged data which is 
also statistically significant (R2 = 0.861, p = 0.008, Figure 6-54). 
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Figure 6-51: CH-Aliphatic content for pigs from RS using PA 
 
Figure 6-52: Averaged CH-Aliphatic content for pigs from RS using PA 
Table 6-17: Averaged CH-Aliphatic content for pigs from RS using PA 
PMI (Months) Mean Standard deviation 
 4 0.017 0.006 
 8 0.001 0.001 
12 0.003 0.001 
16 0.002 0.002 
20 0.001 0.001 
24 0.001 0.001 
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Figure 6-53: Cubic line of best fit for CH-Aliphatic content of pigs from RS using PA 
 
Figure 6-54: Inverse line of best fit for averaged CH-Aliphatic content of pigs from RS 
using PA 
6   Vibrational spectroscopy and nano-indentation 
Page 285 
Comparison between caged kangaroos and pigs 
Figure 6-55 illustrates a comparison of the averaged CHACont using PA between the 
kangaroos and the pigs. The CHACont is consistently higher in the kangaroo sample 
than in the pig sample. There is also further variation in the CHACont for the kangaroo 
sample between 8 and 24 months, then in the pig sample.  
 
Figure 6-55: Comparison between averaged CH-Aliphatic content for kangaroos and pigs 
from RS using PA 
The CHACont appears to be the only measurement from the Raman spectra which has 
a definite trend over time. For both the pigs and kangaroos, there is a downward trend 
over 4 to 24 months. This trend is clearly shown in the kangaroo data.  
Nano-indentation 
The nano-indentation procedure was outsourced to Clara Teniswood from the 
Research School of Physic Science and Engineering, ANU. The data was assessed and 
interpreted by the author. Nano-indentation was undertaken using one sample from 
each PMI for the kangaroos, and for the pigs, one sample each at 4 months and 24 
months. 
Kangaroos 
Table 6-18 outlines the results of the analysis. When plotted the results show that 
there is a drop in modulus (Figure 6-56) and hardness (Figure 6-57) between the 4 and 
8 month samples. ANOVA for both modulus and hardness showed an overall 
significant difference in measurements (p = 0.05 for modulus, p = 0.05 for hardness).  
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When the averaged modulus of the kangaroos is compared to the MinCont using RS, 
both sets of data follow a very similar trend (Figure 6-58).  
Table 6-18: Nano-indentation results from kangaroo samples 
Sample PMI  
(Months) 
Mean E (GPa) Standard 
deviation 
Mean H (GPa) Standard 
deviation 
KC01 4 33.16 4.62 1.21 0.22 
KC03 8 24.70 3.60 0.93 0.16 
KC05 12 25.11 5.86 1.04 0.20 
KC07 16 31.64 3.26 1.12 0.19 
KC09 20 28.00 5.37 1.14 0.19 
KC11 24 29.14 3.56 1.10 0.17 
 
  
Figure 6-56: Averaged modulus of nano-indentation of kangaroos  
  
Figure 6-57: Averaged hardness of nano-indentation of kangaroos  
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Figure 6-58: Comparison of mineral content for kangaroos using RS and averaged 
modulus of nano-indentation  
Pigs 
Table 6-19 outlines the results of the indentation on the two pig samples. The average 
hardness and modulus was greater for PC01 (4 months) than PC11 (24 months). As 
with the kangaroos, when the modulus of the pigs is compared against the MinCarb 
(using RS) there are similarities in the data (Figure 6-59).  
Table 6-19: Nano-indentation results from pig samples 
Sample PMI  
(Months) 
Mean E (GPa) Standard 
deviation 
Mean H (GPa) Standard 
deviation 
PC01 4 28.83 4.39 0.96 0.22 
PC11 24 21.36 3.26 0.74 0.17 
 
 
Figure 6-59: Comparison of mineral content for pigs using RS and modulus 
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The results of the nano-indentation on the kangaroo bone closely match the RS 
measurement of MinCont. The indentation results for the pigs demonstrate there is a 
decrease in the elastic modulus of the samples between 4 months and 24 months. As 
with the kangaroo data, the pig nano-indentation closely matches the RS MinCont 
results from the same PMI. 
Results summary 
The results highlight several key points in the data from the IR, RS and nano-
indentation analyses. The IR MinCarb demonstrated there was little difference 
between using either of the carbonate peaks at 1405cm-1 or 1415cm-1 to calculate the 
ratio. There were differences between the IR MinCarb of the pigs and kangaroos, 
particularly at 4, 8 and 12 months. The RS MinCarb illustrated that using the PH 
measurements from the spectra to calculate the ratio were more beneficial than using 
the PA measurements. The RS MinCarb also demonstrated little difference in which 
carbonate peak was used for the calculation. Unlike IR MinCarb, the RS MinCarb 
showed little change over time for both the pig and kangaroo data. 
For the MinCont, regardless of whether it was calculated from spectra from the IR or 
RS, there were no significant changes or correlations evident over time. The one 
exception to this is the RS MinCont for the pigs.  
The CHACont demonstrated the greatest change over the 24 month period. The IR 
CHACont for both the pig and kangaroo data, has a decreasing trend over time. 
Furthermore, the RS CHACont also demonstrates a decreasing trend over time for both 
the pigs and kangaroos. The modulus measured by nano-indentation, closely 
corresponds to the RS MinCont results for both the pig and kangaroos.  
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Discussion 
This section of the chapter will focus on discussing the results of the IR, RS and nano-
indentation analyses in the broader context provided by previous research. The 
discussion is divided into four separate sections: 1) using the MinCarb to assess bone 
diagenesis, collagen preservation and estimating the PMI; 2) using the MinCont to 
evaluate collagen preservation; 3) using the CHACont in estimating the PMI; and 4) 
using nano-indentation in conjunction with RS. Part of the discussion will include 
evaluating whether any analyses conducted using IR, RS or nano-indentation are 
potentially useful for estimating the PMI of skeletal remains.   
The Mineral Carbonate Content  
The MinCarb is a measure of the relative amount of carbonate to phosphate within 
bone mineral. The MinCarb is used extensively in IR and RS. The purpose of this ratio 
has primarily been in estimating the remaining amount of carbonate within the bone 
to the phosphate. Often the MinCarb is related to indices of the crystallinity index (CI) 
and has been used in studies to help determine between forensic and archaeological 
skeletonised remains.  
There are several different carbonate peaks and vibrations which are visible in IR and 
Raman spectra. These different carbonate vibrations typically correspond to various 
types of carbonate within the bone (e.g. Type A carbonate, Type B carbonate). One of 
the advantages of using vibrational spectroscopy is that carbonate substitutions and 
structural changes within the bone mineral can be assessed or identified through these 
different carbonate peaks (Wopenka and Pasteris 2005).  
Infrared and the mineral carbonate content 
IR spectra have identified several different carbonate peaks. Type B carbonate has 
been identified as the peak at 1415cm-1, while Type A carbonate is identified with the 
peak at 1540cm-1 (Sponheimer and Lee-Thorp 1999; Trueman et al. 2008). The peak at 
1405cm-1 had also been designated as Type B carbonate (Alvarez-Lloret et al. 2006). 
There is little difference between the IR MinCarb calculated for the 1405cm-1 and 
1415cm-1 peaks for the pigs and kangaroos. When the MinCarb is calculated using 
either of the carbonate peaks, it is nearly the same, though slightly lower when using 
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the 1405cm-1 peak. There are small differences between the MinCarb of the pig 
samples when compared to the kangaroo samples. The kangaroo MinCarb is higher at 
4 and 12 months, while the pig MinCarb is higher at 8 months. At 16, 20 and 24 
months the differences between the MinCarb values by species are minimal. Overall, 
there is little variation in MinCarb over the 24 month period, with the pig samples 
ranging between 0.203 and 0.283 when using the 1405cm-1, and between 0.210 and 
0.308 when using the 1415cm-1. The kangaroo samples range between 0.218 and 
0.299 for the 1405cm-1 peak, and between 0.225 and 0.309 for the 1415cm-1 peak.  
The overall range of the averaged IR MinCarb for all samples using the 1415cm-1 peak 
for the 24 month period of the experiment was between 0.21 and 0.31 with a mean of 
0.26. This range matches other published MinCarb values of modern bone (Lebon et al. 
2010; Thompson et al. 2011; Beasley et al. 2014; Howes et al. 2012; Nielsen-Marsh and 
Hedges 2000a, 2000b; Wright and Schwarcz 1996). The similarities in the MinCarb 
values are promising, especially since the published values of modern bone are from a 
variety of environments and species.  
However, there are some published MinCarb values using the same IR peaks  
(1415cm-1/900-1200cm-1) which have reported very different values for modern bone, 
such as King et al. (2014) who reported a MinCarb of 0.93 and Smith et al. (2007) who 
had a value of 0.5. There are several potential reasons why the average MinCarb 
results of King et al.’s (2011) study were so much higher than those results reported 
here and in other published studies (Lebon et al. 2010; Thompson et al. 2011; Beasley 
et al. 2014; Howes et al. 2012; Nielsen-Marsh and Hedges 2000a, 2000b; Wright and 
Schwarcz 1996). King et al.’s (2011) sample was from human bone, and there is 
variation in bone depending on age, health, biological sex and ancestry. Secondly, 
there could have been environmental contamination of the bone over time. As the 
samples were taken from archaeological bone, they may have absorbed carbonate 
during burial. There is only one other published MinCarb values for modern bone 
which is close to King et al.’s (2011) which substantiates the possibly of the bone 
having absorbed carbonate over time. This other publication is Nielsen-Marsh and 
Hedges’ (2000b) upper range of MinCarb values for untreated archaeological bone 
(0.89).  
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Infrared mineral carbonate content and bone diagenesis 
There is also overlap with the range of this research’s IR MinCarb values and those 
reported from archaeological bone. Squires et al.’s (2011) unheated and buried 
samples from the 5th and 6th Century Anglo-Saxon cemetery at Elsham, UK, had 
MinCarb values of 0.27 and 0.39. King et al.’s (2011) archaeological samples from Ban 
Non Wat, Thailand, dating to 2500BP had a range of 0.3 to 0.58. Nielsen-Marsh and 
Hedges’ (2000a, 2000b) archaeological samples from Holocene and Pleistocene sites in 
the United Kingdom had ranges of 0.22 to 0.51 (2000a) and 0.27 to 0.89 (2000b). 
Lebon et al.’s (2010) unheated archaeological samples from cave sites in France and 
Indonesia dating to the Pleistocene ranged mostly from 0.19 to 0.35.  
The different MinCarb ranges demonstrate there is no clear consensus on whether 
MinCarb values derived from IR spectra are useful in estimating the PMI, even 
between modern and archaeological samples. It is more likely that the MinCarb is a 
useful indication of diagenetic and taphonomic alteration a bone has undergone, 
irrespective of its PMI.  
An example of identifying taphonomic alteration is the results from studies focusing on 
heated and cremated bone (Lebon et al. 2010; Thompson et al. 2011; Squires et al. 
2011). Thompson et al.’s (2011) experiment into differences between modern burned 
and unburned bone demonstrated that the MinCarb value decreases as the 
temperature and length of heating time increases. Lebon et al.’s (2010) study further 
confirm Thompson et al.’s (2011) results as they found the MinCarb within bone will 
decrease gradually when heated between 200oC to 600oC, and further decrease at 
temperatures equal or higher than 650oC. Squire et al.’s (2011) results, using 
archaeological samples, indicates the same pattern, with inhumed samples having a 
MinCarb of 0.27-0.39; less intensely cremated samples having a range of 0.11-0.21; 
intensely cremated samples around 0.11; while completely cremated samples had very 
low MinCarb values between 0.05 and 0.07.  
Smith et al. (2007) used the IR MinCarb ratio as part of a series of diagnostic tools for 
determining diagenesis in bone. They outlined values for particular types of bone 
preservation and causes of diagenesis. Their modern bone sample (cow) had a 
MinCarb of 0.43. Well preserved bone samples were rated as being equal or above 0.4. 
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Samples which have had catastrophic mineral dissolution had MinCarb values less than 
0.2, while samples displaying accelerated collagen loss were 0.1. Microbially attacked 
samples had MinCarb values of 0.3 to 0.4. Smith et al. (2007) do not explain what 
MinCarb values between 0.2 and 0.3 mean diagenetically. 
Nielson-Marsh and Hedges (2000a, 2000b) also used IR MinCarb as a parameter for 
measuring bone diagenesis. They state that poor bone preservation can be recognised 
using the results of their diagenetic parameters. For the MinCarb values, a poorly 
preserved bone according to Nielson-Marsh and Hedges (2000a, 2000b) has a value of 
less than 0.3, or if the sample is buried in soils with calcium carbonate, any MinCarb 
value above 0.4 or 0.5 designates poor preservation, as this shows the bone has 
leeched carbonate from soil matrix.  
Infrared mineral carbonate content and estimating the post-mortem interval  
There has been a different method used for calculating the MinCarb using the 
carbonate peak at 1428cm-1 in distinguishing archaeological from forensic remains 
(Longato et al. 2015; Nagy et al. 2008; Patonai et al. 2013). Patonai et al. (2013) and 
Longato et al.’s (2015) results demonstrate that the MinCarb (using the 1428cm-1 
band) correlated with the age of the bone samples. Nagy et al.’s (2008) results further 
indicate that this particular MinCarb shows enough difference between archaeological 
and forensic bone to identify samples of unknown age.  
As the IR MinCarb values of this research are relatively consistent for samples from 
different PMIs and species, there does not appear to be any diagenesis or trend over 
time which measures IR MinCarb occurring in the sample bones. This result is 
inconsistent with the results from Howes et al. (2012) where the MinCarb ratio used 
the 1415cm-1 and 900-1200cm-1 IR peaks. The results of this study indicated there was 
a decreasing trend in MinCarb of the bone samples across burial time (approximately 
0.32 at 3 months burial to 0.25 at 23 months burial). The differences between these 
results could be due to the samples for this research being on the ground surface while 
Howes et al.’s (2012) buried their samples.  
The results of this research using IR MinCarb with the carbonate peaks at 1405cm-1 
and 1415cm-1 demonstrate there is no or little change over a 24 month period. From 
the studies conducted by Nagy et al. (2008), Patonai et al. (2013) and Longato et al. 
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(2015), further research using an IR MinCarb calculated with the 1428cm-1 peak should 
be tested for a range of samples over a forensically relevant period (e.g. 50 years PMI). 
Changes in this version of the MinCarb may be apparent across smaller time frames. 
Further research into the potential effects of the general environment (i.e. buried 
versus surface remains) should also be conducted to assess the short-term (e.g. less 
than five years) changes in the MinCarb in different environments.  
Raman spectroscopy and the mineral carbonate content 
There were four different sets of results presented concerning the MinCarb calculated 
from Raman spectra. As with the IR spectra, two separate carbonate peaks were 
identified at 1070cm-1 and 1450cm-1 and both were used in the RS analysis. The 
analysis also used the PH (measured in absorbance) and the PA when calculating the 
MinCarb. 
The kangaroo samples using PH measurements were relatively consistent over time 
between the 1070cm-1 and 1450 cm-1 peaks, though the 1450cm-1 MinCarb data was 
lower (between 0.07 to 0.08) than that of the 1070cm-1 (0.17 to 0.19). Unlike the 
kangaroo data, the MinCarb pig data using PH measurements overlaps between the 
1070cm-1 (0.15 to 0.19) and 1450cm-1 (0.11 to 0.18) peaks. The trend in MinCarb 
values is also slightly different depending on the peak used for the pig samples, with 
the 1450cm-1 MinCarb increasing gradually between 4 to 16 months, then decreasing 
at 20 months and increasing again at 24 months. In contrast, the 1070cm-1 MinCarb 
increases from 4 to 8 months, decreases at 12 months and 20 months and increases 
again at 24 months. While these increases and decreases look meaningful on a graph, 
the differences in the MinCarb amount between the PMIs are within the standard 
deviation of each.  
The kangaroo samples using PA measurements were different between each peak, and 
there was more variation in MinCarb values over time. The kangaroo MinCarb values 
for the 1070cm-1 data ranged from 0.18 to 0.22, while the 1450cm-1 data was between 
0.03 and 0.11. The pig samples using PA measurements also show more variation 
between the peaks and over time. The MinCarb values using area for 1070cm-1 ranged 
from 0.04 to 0.13, while the 1450cm-1 values were between 0.01 and 0.05. 
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The 1070cm-1 MinCarb PH values of the pigs and kangaroos are very similar, with small 
deviations between the two species. In contrast, the MinCarb PA values for the same 
peaks are different between the species. For the 1450cm-1 MinCarb PH values, there is 
more variation and range in the pig data than that of the kangaroo data. For the PA 
values of the same peak, the kangaroo data is more varied, while the pig data is more 
consistent. Further research needs to be conducted to test whether the variation of 
MinCarb values between pigs and kangaroos is due to species differentiation or 
sampling during the RS. This is especially important when considering the results in 
relation to estimating the PMI. 
Raman spectroscopic mineral carbonate content and collagen preservation 
The MinCarb ratio is not used as frequently when analysing Raman spectra of bone 
compared to IR spectra. Due to this, there is little information concerning the RS 
MinCarb of bone. One study which did utilise MinCarb calculated from Raman spectra 
was Pestle et al. (2015). Hand-held Raman spectrometers were tested for the ability to 
pre-screen bone for collagen yield. The results of the experiment determined that the 
MinCarb height ratio (1450cm-1 to 960cm-1) could be the most beneficial in screening 
bones for potential collagen. The authors used a predictive formula tested against 
known collagen yields from the same samples: 
Predicted Collagen yield (wt%) = (60.3 x (1450cm-1/960cm-1)) + 0.76 
Pestle et al.’s (2015) results demonstrated that if the MinCarb height ratio was greater 
than 0.1, then the bone was likely to contain greater than 1 wt% collagen (±2.8 wt% 
error).  
According to the results of Pestle et al.’s study and the predictive formula, the average 
kangaroo sample (MinCarb = 0.08) would not yield collagen for further analysis 
regardless of PMI. Contrary to the kangaroos, the average pig sample (MinCarb = 0.14) 
would yield satisfactory amounts of wt% collagen (average of 9.25) for further analysis 
across all PMIs. The difference between species highlighted by Pestle et al.’s (2015) 
predictive formula for wt% collagen yield is interesting.  
Considering that the average MinCarb values for the kangaroo samples are routinely 
below 0.1, while the pig samples have an average MinCarb above 0.1, this could 
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indicate that initially kangaroo bones have less collagen than pig bones. It is also 
possible that kangaroo bone looses collagen at a faster rate initially (i.e. before the 
first remains were collected at 4 months), than pig bone does.  
King et al. (2011) also used RS in conjunction with IR as a means for examining collagen 
preservation in bone from Ban Non Wat, Thailand. The authors concluded that RS was 
better able to determine whether bone had preserved collagen based on the use of 
visual examination of the Raman spectra, where peaks situated around 3000-2800cm-1 
and 1700-1400cm-1 are associated with collagen molecules. These peaks are associated 
with the CH-Aliphatic (around 2940cm-1), Amide I (1668cm-1) and carbonate  
(1450cm-1). Though not fully reported within the article, the supplementary data 
included the MinCarb values based on the 𝜐𝜐1PO43- phosphate band at 960cm-1 and a 
CO32- peak which was not identified. The CO32- peak used by King et al. (2011) was 
likely either the 𝜐𝜐1CO32- at 1070cm-1 or the δCH2 at 1450cm-1.  
The differences between the results of this research when calculating RS MinCarb 
using the area for both the 1070cm-1 and 1450cm-1 peaks is different to that reported 
by King et al. (2011) where the average RS MinCarb for the modern samples is 0.3 and 
for the archaeological samples is 0.35. Compared to the overall average for the 
samples using 1070cm-1 where the MinCarb is 0.05, and for the 1450cm-1 MinCarb is 
0.04. Considering these stark differences, and the lack of technical information in the 
article concerning the ratio calculations, it is not possible to directly compare the 
results of King et al.’s study to the results of this study.  
While the 𝜐𝜐1CO32- at 1070cm-1 is one of the main carbonate peaks visible on Raman 
spectra of bone, it is rarely used in archaeological or forensic studies when calculating 
ratios from Raman spectra of carbonate to phosphate. The 1070cm-1 peak is more 
commonly used for a MinCarb ratio in medical studies which focus on changes of the 
bone mineral due to age, illness or medical treatments (Morris and Mandair 2011; 
Souza et al. 2010; Xu et al. 2012). The δCH2 peak at 1450cm-1 is more commonly used 
in archaeological studies concerning the identification of bones with well-preserved 
collagen. The data from this research indicates that MinCarb measurements based on 
PH, instead of PA, are not only easier and faster to obtain but are comparable with 
previously published RS MinCarb values.  
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As with the IR MinCarb calculated for this study, the RS MinCarb show little variation 
over time. The MinCarb calculated from vibration intensity (PH) appears to have less 
variation than the MinCarb calculated from the area, suggesting that calculating 
MinCarb from PH would produce better results than that from PA. 
The results of this study suggest there is little change in the MinCarb, whether 
measured by IR or RS, over a short time frame of 24 months. Previous studies have 
indicated there is a change in the MinCarb over time (Howes et al. 2012; Nagy et al. 
2008; Patonai et al. 2013). This study identifies potential areas for further research into 
the MinCarb and the effect of the general environment during the early post-mortem 
period. There should be consideration given to testing further variations of the 
MinCarb ratio using different carbonate and phosphate peaks for both the IR and RS. 
There should also be testing and study of samples of human bone from varying PMIs 
alongside the standard animal species. 
The mineral content  
Bone consists of two major components, the inorganic (mineral) phase which is a 
carbonated form of crystalline calcium phosphate, closely resembling hydroxyapatite, 
and an organic phase which is made up of mostly type I collagen fibres (Brown and 
Brown 2011). The MinCont is a measure of change between the mineral (phosphate) 
and organic (Amide I) content of bone. The Amide I band in IR and Raman spectra 
results from a stretching vibration of the peptide carbonyl group (-C=O). The presence 
of the Amide I band in spectra is mainly due to the presence of collagen (Gamsjäger 
et al. 2009). Typically, in IR and RS studies the MinCont is used to assess the amount 
and quality of collagen in a bone. The purpose of including the MinCont in the analysis 
was to test whether there was a change in collagen content, measured by MinCont, 
over the 24 month period. 
Infrared and the mineral content  
When using IR, a native de-convoluted spectra of Amide I has typically three 
component bands at around 1633cm-1, 1643cm-1 and 1660cm-1, with the band at 
around 1660cm-1 being the strongest (de Campos Vidal and Mello 2011). For this 
study, the PH of Amide I bands at around 1640cm-1 and 1660cm-1 was used with the 
𝜐𝜐1, 𝜐𝜐3PO4-3 phosphate band at 900-1200cm-1. 
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Unlike the MinCarb or CI ratios, the IR MinCont has not been used as frequently in 
archaeological or forensic contexts. Lebon et al. (2010) utilised it when assessing 
alterations in bone chemistry and structure due to heat. Trueman et al. (2008) used a 
MinCont ratio in evaluating the use of IR ratios for a better understanding of 
diagenetic alterations, while Howes et al. (2012) used it to examine bone chemistry 
changes due to burial.  
The majority of research using IR MinCont ratios has been in medical studies. This 
medical research has included: the assessment of mineralisation of bone due to 
different factors, such as disease, age and biological sex (Boskey 2006; Boskey et al. 
1992, 1998, 2005; Faibish et al. 2005; Gadeleta et al. 2000; Petra et al. 2005), and a 
better understanding of the IR spectra and deconvoluting peaks (Paschalis et al. 1996).  
There is little difference between the MinCont calculated from the IR spectra using 
either the 1640cm-1 or 1660cm-1 Amide I peaks. The 1660cm-1 MinCont is slightly 
higher than that of the 1640cm-1, but both follow the same trend over time for both 
the kangaroos and pigs. When the IR MinCont compares the kangaroos and the pigs, 
for both the 1640cm-1 and 1660cm-1 values, the pig MinCont is consistently lower. Both 
species’ MinCont follow the same overall trend over time (slight increases or 
decreases), though the kangaroo data has more variability. Overall, there is little 
change in the IR MinCont over time using either of the Amide I peaks or by species.  
As with the MinCarb results, the MinCont results of this research do not corroborate 
the results of Howes et al. (2012). In their study of bone chemistry changes over burial 
time using IR, Howes et al. (2012) used a MinCont ratio (1655cm-1/1030cm-1) to 
estimate the organic content of the bone. They found that the organic content 
decreased when measured as a function of bone burial time (from around 0.68 at 3 
months burial to 0.58 at 23 months burial). In contrast, the MinCont calculated from 
the kangaroos and pigs during this research over a period of 24 months, did not 
decrease but stayed relatively constant. The kangaroo MinCont was in a range of 4.45 
to 5.54 for the 1660cm-1 data and between 3.83 and 5.21 for the 1640cm-1 data; while 
the pig MinCont had a range of 4.09 to 4.47 for the 1660cm-1 and 3.24 to 3.92 for the 
1640cm-1 data. The MinCont values of this research are significantly higher than those 
reported in Howes et al. (2012).  
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As both studies used pig bone, the difference between the results of this study and 
Howes et al. (2012) is extreme. While Howes et al. (2012) recorded the Amide I peak at 
1655cm-1, there is sometimes shifts in the peaks centre, potentially caused by differing 
types and styles of IR spectrometers, so it is likely still the same Amide I peak 
measured during this research at 1660cm-1. The most likely cause of the difference in 
MinCont is the differing effect of the post-mortem environment on the collagen within 
the bone. For this research, the carcasses (and subsequent bones) remained on the 
ground surface, while for Howes et al. (2012) the carcasses had been buried. It is likely 
that being in a buried environment accelerated the loss of collagen from the bones in 
Howes et al.’s (2012) study. Further research is required using a controlled experiment 
to understand the differences in collagen deterioration, as measured by the MinCont, 
between buried and surface remains.  
Lebon et al. (2010) addressed the idea that post-mortem taphonomic processes will 
affect the structure and chemical composition of the bone, which can cause rapid 
partial or complete degradation of organic matter such as collagen. Lebon et al.’s 
(2010) study also used the MinCont to assess collagen preservation in fossil bones, 
particularly heated, burnt or cremated bones. The MinCont reported by Lebon et al. in 
modern ox bone heated at varying temperatures demonstrates that the MinCont will 
increase after temperatures equal or greater than 650oC. The modern unheated 
sample had a MinCont of 1.12 while the archaeological unheated samples ranged 
between 0.06 and 0.22. Both are considerably lower than the MinCont of this research. 
There are differences in bone composition and density between species of animals 
(Aerssens et al. 1998), so the difference in results could be due to the oxen bone used 
by Lebon et al. (2012) naturally having a lower collagen level than that of pig or 
kangaroo bone.  
Trueman et al.’s (2008) research focused on assessing the use of IR ratios in 
determining the preservation state of ancient bone. Modern kangaroo bones 
(2-4 years PMI from Cuddie Springs, New South Wales, Australia) were compared to 
fossilised bone (Cuddie Springs, New South Wales, Australia and Amboseli National 
Park, Kenya). The average MinCont (1649cm-1/1038cm-1) calculated from the modern 
samples was 0.23, with a range of 0.07 to 0.42. As with Howes et al. (2012) and Lebon 
et al. (2010), these MinCont results are much lower than the average 1660cm-1 
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kangaroo MinCont of 4.98 or the 1640cm-1 MinCont of 4.59. Trueman et al. (2008) 
concluded that during the early stages of diagenesis IR ratios (CI and MinCont) can be 
used as a guide to assessing preservation of particular components within the bone.  
The modern samples reported by Trueman et al. (2008) were kangaroo bones which 
had been located on the ground surface within a semi-arid environment for 2 to 4 
years PMI. The difference in IR MinCont, though both samples were the same species, 
is possibly due to two factors. The first factor, environment has been demonstrated to 
physically affect bones on the ground surface, especially concerning the rate of 
deterioration of the outer surface of the bone (see Chapter Five). As the environment 
is affecting the outer surface of the bone, it is likely that the inner structure and 
composition of the bone is changing at the same time, as occurs with buried bones 
(Brown and Brown 2011). The second factor potentially accounting for the differences 
in MinCont could also be the length of PMI. The results of this research only used bone 
with a maximum PMI of 2 years, while Trueman et al. (2008) used bone which was 
between 2-4 years PMI. While the MinCont results were consistently high for this 
research, the decrease in MinCont over time seen by Trueman et al. (2008) and Howes 
et al. (2012) were not seen. Based on their results, it could be suggested that the bone 
has to reach a certain point, and then there would be a rapid loss of organic versus 
inorganic components within the bone.  
There is minimal difference between the IR MinCont values calculated from the 
1640cm-1 or 1660cm-1 peaks. Overall, the 1660cm-1 peak is considered better since 
there are more previous studies which utilise the 1660cm-1 peak corresponding to 
Amide I (Alvarez-Lloret et al. 2006; Boskey et al. 1992; Chadefaux et al. 2009; Faibish 
et al. 2005; Howes et al. 2012; Petra et al. 2005; Paschalis et al. 1996). There is not 
much variation in the IR MinCont values for either the pigs or kangaroos over a 24 
month period.  
Raman and the mineral content  
The Amide I band is at 1668cm-1 on Raman spectra of bone (Karampas et al. 2013). 
Usually, when calculating the MinCont from Raman spectra, the 1668cm-1 Amide I 
band and the 𝜐𝜐1PO43- phosphate band at 960cm-1 is used in the calculation.  
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The average kangaroo RS MinCont was between 12.58 and 13.57, except at 12 months 
where it decreased to 10. The average pig RS MinCont was 11.34 at 4 months which 
decreased to 7.59 at 12 months and stayed relatively consistent until 24 months. The 
average pig MinCont was lower than the average kangaroo MinCont. The results 
indicate that there was little change in the MinCont of the bones over a period of 
24 months. 
There are several studies which utilised the MinCont ratio, some for assessing collagen 
diagenesis in archaeological bone (France et al. 2014; Pestle et al. 2015) or teeth 
(Kirchner et al. 1997). France et al. (2014) used RS to determine collagen quality in 
archaeological and paleontological bones using the MinCont PH ratio of  
960cm-1/1636cm-1. The choice to use the 1636cm-1 Amide I peak was influenced by 
analysing all peaks within the spectra, calculating the ratios, and statistically checking 
whether a particular ratio was better for predicting collagen quality. France et al.’s 
(2014) analysis determined that the 1636cm-1 Amide I peak was better to use than 
either the 1450cm-1 carbonate peak (MinCarb) or the 1668cm-1 Amide I peak, though 
these peaks still had a high correlation. The study found that bones with well-
preserved collagen would have a MinCont (960cm-1/1638cm-1) of lesser or equal value 
to 19.4, and if a bone had a MinCont value above or equal to 26.8, then it was unlikely 
to yield intact collagen. The different peaks used aside, all bones from this research 
would be labelled as ‘well preserved’ as the range of average MinCont values is 7.45 to 
13.57.  
In conjunction with using the RS MinCarb, Pestle et al. (2015) also used the 1638cm-1 
Amide I peak based on France et al.’s (2014) study, though the MinCont ratio was 
reversed: 1638cm-1/960cm-1. Pestle et al.’s (2015) results contradicted those of France 
et al. (2014), as the MinCarb (1450cm-1/960cm-1) ratio was determined to be better 
correlated with bone collagen content than the MinCont. This difference may be due 
to the reversal of the standard MinCont ratio where the phosphate (inorganic) is 
divided by the Amide I (organic), as opposed to the MinCont ratio Pestle et al. (2015) 
used (organic/inorganic).  
Kirchner et al. (1997) also used the 1668cm-1 Amide I peak in assessing the collagen 
content of archaeological teeth. In conjunction with analysing the carbonate band at 
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1450cm-1 and the Amide III band at 1245cm-1, the study concluded that the organic to 
inorganic ratios of ancient teeth did not appear to change with the period of burial. 
This result differed from previous results using a Romano-British tooth and fossilized 
material (Kirchner et al. 1997:177).  
Based on the averaged MinCont of the kangaroo and pig samples, in comparison to 
other studies which have used IR and RS for determining a MinCont ratio, the collagen 
within the bones of this study would be considered ‘well preserved’. In some cases the 
comparison to particular modern samples (France et al. 2014; Howes et al. 2012; 
Lebon et al. 2010; Trueman et al. 2008) shows the collagen is especially well 
preserved. Unlike some studies where MinCont has been demonstrated to change 
consistently over time (such as the decrease in Howes et al. 2012 results), the MinCont 
calculated using both the IR and Raman spectra from this study’s bones remained 
relatively consistent over a 24 month period on the ground surface.  
These preliminary results from the IR and RS indicate that the bone environment 
during the early post-mortem period affects the preservation of the organic 
components, such as collagen, within the bone. In particular, the difference between 
buried bone (Howes et al. 2012) and bone on the ground surface appears to be a main 
factor. Further research is needed to determine the full extent and influence of 
different environments on the preservation and rate of deterioration of organic 
components within bone over time.   
The CH-Aliphatic Content  
The CHACont is a further measure of the organic to inorganic components within the 
bone. The CH-Aliphatic peak is usually associated with proteins and lipids within the 
bone (Le Blond et al. 2009). This ratio is not widely used in IR and RS studies, possibly 
due to how quickly the CH-Aliphatic vibration band decreases over time.  
Infrared and the CH-Aliphatic content 
Studies using IR spectrometry do not commonly use the CHACont (2913cm-1/900-
1200cm-1) in analysing the organic to inorganic components within the bone. Grecu 
et al. (2007) even stated that ‘bands characteristic to (CH) vibrations of CH3 and CH2 
groups from the 2800-300cm-1 range have a medium intensity and a low analytical 
value’ (Grecu et al. 2007: 430).  
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The results of this study demonstrate that Grecu et al. (2007) was incorrect in stating 
that the CH-Aliphatic band at 2913cm-1 was useless analytically. There is a definite 
decreasing trend for the kangaroo and the pig samples when the CHACont is plotted 
over 24 months. The kangaroos have a decreasing trend over time from 0.23 at 
4 months to 0.01 at 24 months. The trend for the pigs is less straight forward, with the 
CHACont at 4 months being high at 0.48 compared to the kangaroos. At 8 months, the 
pig CHACont decreases to 0.01 where it remained consistent to 24 months.  
These results indicate that there is potential in using the CHACont calculated from IR 
spectra, as there are measurable decreasing trends, at least over a 24 month period. 
There is potential for utilising CHACont within forensic contexts as opposed to 
archaeological since it appears that the CHACont decreases rapidly over the two-year 
period, as lipids and proteins decompose from the bone. Further research is necessary, 
especially using human bone samples and for longer periods of time to test whether 
the CHACont decreases are the same in human bone as in kangaroo and pig bones. 
Raman spectroscopy and the CH-Aliphatic content 
RS has made more use of the CHACont compared with IR. The CH-Aliphatic vibration is 
usually at or around 2940cm-1 in Raman spectra of bone, and is divided by the 𝜐𝜐1PO43- 
phosphate band at 960cm-1 to obtain the ratio. As with all spectrometric ratios, the 
CHACont is sometimes calculated using relative intensities of the peaks (PH) or the PA. 
This research used PA for calculating the CHACont.  
The RS CHACont of the kangaroo samples decreases gradually over time from 0.08 at 
4 months PMI to 0.01 at 24 months. The RS CHACont of the pigs was 0.02 at 4 months 
decreasing at 8 months to 0.001 and remaining consistently between 0.001 and 0.003 
until 24 months PMI. The trends demonstrated in the RS CHACont closely match those 
of the IR CHACont values for both the kangaroo and the pig samples.  
The CHACont has been previously used for species differentiation (Edwards et al. 
1997), archaeological studies (Bertoluzza et al. 1997), and in forensic contexts 
(McLaughlin and Lednev 2011). Species differentiation using RS has several purposes. 
Edwards et al. (1997) used it to determine different ivories of the African and Asian 
elephant, mammoths, and human teeth and bone. Part of this assessment involved 
calculating the CHACont. The African and Asian elephant ivory samples had a CHACont 
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of 0.45 and 0.35 respectively, while the mammoth ivory had a CHACont of 0.09. The 
human tooth also had a CHACont of 0.09, while the human bone was 0.38. The 
CHACont of the human bone was much higher than the kangaroo 4 month PMI 
CHACont of 0.08 and the pig 4 month CHACont of 0.02 from this research. The 
difference between Edwards et al.’s (1997) results and those of this research is likely 
due to Edwards et al. (1997) calculating the CHACont from relative intensities (PH), as 
opposed to the PA.  
In archaeological contexts, RS has used the CHACont to assess diagenesis within teeth 
and bone. Halcrow et al. (2014) used a CHACont ratio to evaluate the survival of bone 
protein in archaeologic bones. Bone samples from Ban Non Wat, in Northeast 
Thailand, were used to test the CHACont against results of weight % collagen, carbon 
and nitrogen yields from isotopic analysis of the same bones. The results of Halcrow 
et al.’s (2014) study showed there was a good correlation between the CHACont and 
the isotopic analyses, meaning that RS (and the CHACont) can be used in selecting 
bone for further analysis which needs viable protein remaining in the bone.  
The range of CHACont for each archaeological period reported by Halcrow et al. (2014) 
is large: Neolithic between 0.06 and 0.27; Bronze Age between 0.06 and 0.42; and Iron 
Age between 0.12 and 0.6. Halcrow et al.’s (2014) results appear to increase gradually 
in CHACont between the Neolithic, Bronze and Iron Age time periods. These results 
differ to those from this study, where the earliest and highest CHACont values at 
4 months were at the lowest range of Halcrow et al.’s results.  
Bertoluzza et al. (1997) used five archaeological molars (with burial periods ranging 
from 150 to 6000 years) and a modern infant canine. The CHACont was calculated 
using relative intensities (PH), and the results demonstrated there was a progressive 
decline for the archaeological teeth. The modern canine ranged from a CHACont of 
approximately 0.35 to 0.45; the 150-year-old tooth from approximately 0.25 to 0.35; 
the 650-year-old tooth from approximately 0.15 to 0.25; 1700-1800 from 
approximately 0.1 to 0.18; the 2500-2600-year-old tooth from approximately 0.05 to 
0.1; and the 5800 to 6300 tooth at approximately 0.05. The decrease of Bertoluzza 
et al.’s (1997) CHACont matches the same decrease pattern from the kangaroo 
CHACont, though the numerical values for the CHACont differ, due to the difference 
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between using PH and PA, as well as the likely difference between teeth and bone as 
well as species. 
McLaughlin and Lednev (2011) also correlated a CHACont with time of burial, though in 
a forensic based context of 12 to 62 days. This study used a different phosphate 
vibration band (𝜐𝜐2PO43-) at 485-400cm-1, though the same CH-Aliphatic band at 
2940cm-1 was used. The 𝜐𝜐2PO43- phosphate band was chosen over the 𝜐𝜐1PO43- at 
960cm-1, due to correlations McLaughlin and Lednev (2011) had between PA and burial 
duration. The CHACont ratio was also reversed, and the phosphate divided by the CH-
Aliphatic in McLaughlin and Lednev’s (2011) analysis. The results of their study 
indicated there was an increase in their ratio in relation to days buried. Though the 
CHACont ratio used by McLaughlin and Lednev (2011) was reversed, and a different 
phosphate vibration was measured, the results still indicate that there is an increase in 
the phosphate compared to a decrease in the CH-Aliphatic. This result matches the 
same trend seen in the kangaroo and pig CHACont from this research, though over a 
much shorter period of 62 days burial, compared to 24 months on the ground surface.  
Despite the lack of prior research available, the studies conducted by Bertoluzza et al. 
(1997) and McLaughlin and Lednev (2011), and the results of this research, 
demonstrate there is a measurable decrease in CHACont over time. The rate of the 
decrease, and the best method of calculating it needs further research. The 
identification of environmental factors which affect the rate and amount of CHACont 
decrease over time, also requires further in-depth research, preferably utilising human 
samples as well as animal.  
Nano-indentation 
Using nano-indentation helped determine why the MinCont of the kangaroos and pigs 
stayed consistent over a 24 month period. Nano-indentation can measure the 
underlying mechanical strength of bone. Two measurements from the nano-
indentation, averaged modulus and averaged hardness, were compared against the RS 
MinCont. Initially, it was thought that the mechanical strength of the bone would 
decrease gradually over the PMI. 
The results of this comparison showed the trend is similar over time between the RS 
MinCont and the modulus from the nano-indentation. This trend indicates that the 
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two different techniques are measuring the same physical and biochemical reactions 
(Creagh and Cameron 2016). This trend is especially apparent with the kangaroo data, 
and the pig data (though not all pig samples were indented; only at the 4 months and 
24-month intervals).  
During the indentation process, the load is increased until a Yield Point is reached, and 
then on unloading the return to zero load occurs along a different path. The cause of 
such behaviour of the bone is the visco-elastic effect of lipids and other aliphatic 
materials. These lipids and aliphatic materials act as a ‘shock absorber’ changing the 
return of the system to its initial state. During the decomposition process as PMI 
increases, the lipids and aliphatic materials in the bone decrease, and causes the 
structure to become stiffer, and return a higher modulus value (Creagh and Cameron 
2016). Further research is needed to link and understand nano-indentation results in 
conjunction with MinCont of bone, and the changing chemical structure of bone over 
time.  
Previous studies have also combined nano-indentation and RS. Carden et al. (2003) 
used both techniques to test for deformation to the bone ultrastructure due to 
indentation using Raman imaging spectroscopy. Janko et al. (2010) used nano-
indentation and RS to determine the preservation of mummified human skin and the 
collagen remaining in the tissue.  
Previous nano-indentation studies compared modern and fossil bone and found that 
the mechanical properties of modern bone differed to that of fossil bone, though 
certain anisotropic relationships were maintained (Olesiak et al. 2010). Overall, it was 
found that the modulus of the bone increased over time. Of the modern cow and 
sheep samples indented during Olesiak et al.’s (2010) study, the modulus was between 
19.96 and 25.71 E(GPa). The fossilised samples had a modulus between 15.38 and 
28.49 E(GPa). The kangaroo samples for this research had a mean modulus range of 
24.7 to 33.16 E(GPa), while the pig samples were 28.83 E(GPa) at 4 months and 21.36 
E(GPa) at 24 months.  
The higher values of modulus in the kangaroo bone compared to Olesiak et al.’s (2010) 
cow or sheep bone is likely due to taxonomic differences by bone. Kangaroo bone is 
capable of significant vertical stresses and is flexible in order to accommodate hopping 
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and bouncing, while domesticated animals such as cow, sheep, and pigs, have bones 
which are more adapted to load bearing with limited flexibility (Creagh and Cameron 
2016). Rho and Pharr (1999) tested cow bone by nano-indentation and found there 
were differences in the elastic modulus and hardness of wet and dry bone, but also in 
whether the osteons or interstitial lamellae were indented. The dry cow bone tested 
by Rho and Pharr (1999) had an elastic modulus of 24.4 ± 2.2 E(GPa) for osteons and 
27.5 ± 1.2 E(GPa) for interstitial lamellae bone, all within the same range of the results 
of this study.  
Variability in the results is likely due to differences in where the sample was indented 
(Jiroušek 2012). There have been many previous studies conducted using nano-
indentation on modern human bone. Several of these studies demonstrated that there 
is a difference in the elastic modulus and hardness measured by nano-indentation 
depending on whether it is an osteon, lamellar or trabecular bone being indented 
(Cuppone et al. 2004; Zysset et al. 1999). Bone is not a homogenous material, so 
indents taken from different sections of the bone have different elasticity or hardness.  
Zyzzet et al. (1999) recorded that the average elastic moduli of human bone samples 
from the mid-shaft of femora were 19.1 ± 5.4 GPa in osteonal and 21.2 ± 5.3 GPa in 
interstitial lamellae. These results are lower than those from this research, likely due to 
species differences, as well as sampling points for the indentation itself.  
Nano-indentation is a practical analytical technique, especially when used in 
conjunction with RS. In this research, the use of nano-indentation on the kangaroo and 
pig bone samples helped verify the results of the MinCont using RS. The results point 
to opportunities for further research to identify whether both techniques continue to 
follow the same trends over time.  
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Chapter summary 
This chapter has demonstrated that vibrational spectroscopy and nano-indentation 
have the potential to provide valuable information regarding skeletal remains.  
The CHACont, whether measured from IR or Raman spectra, shows definite potential 
in estimating the PMI of skeletal remains. Further research should focus on obtaining 
additional bone samples, particularly human bone, from a variety of environmental 
contexts and from differing PMIs.  
The MinCont and MinCarb analysis and discussion has illustrated that the 
environmental context where a bone is located during the early post-mortem period 
(e.g. 24 months), will affect the preservation of organic components within the bone. 
Identification of environmental variables, and their effect on skeletal material, needs 
to be further studied concerning the preservation or deterioration over time. 
The measurement of bone modulus by nano-indentation shows promising results, 
especially when compared to the RS MinCont. Any further research utilising RS should 
also consider nano-indentation as a complementary analysis.  
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7. Conclusion 
The primary aim of this research was to determine if one or more of a range of 
variables measuring bone deterioration, or decomposition, could be used to estimate 
the post-mortem interval (PMI) in animal models. Following an extensive review of the 
literature pertaining to scavengers, disarticulation, morphological changes to the bone 
surface, infrared and Raman spectroscopy and nano-indentation, the thesis goes on to 
detail the results of an actualistic taphonomic experiment that explored the 
deterioration of bone over a two-year period. Using whole fully fleshed pig and 
kangaroo carcasses, the experiment, especially in relation to the PMI, considered a 
range of taphonomic variables including local weather, bone weathering, joint 
disarticulation, and invertebrate and vertebrate scavengers. PMI was further 
investigated through microscopy, infrared (IR) and Raman spectroscopy (RS), and 
nano-indentation.  
Scavengers, disarticulation and the environment 
Some studies have used vertebrate scavenging consumption sequences as a method of 
estimating PMI (Haglund 1997; Haglund et al. 1989). The research presented in this 
thesis, as well as other recent studies (Dabbs and Martin 2013; Reeves 2009;  
Young et al. 2015), has demonstrated that scavenging sequences are influenced by 
environmental variables that are highly specific to location. Furthermore, these 
environmental variables are also influenced by seasonality, meaning that there are 
differences in scavenging sequences at the same geographical location depending on 
the time of the year.   
The effect environmental variables, in particular seasonality, have on the scavenging 
consumption and disarticulation sequences is shown clearly in the differences between 
the pilot study (Cameron 2008) and the research detailed during this thesis. Both 
studies were conducted at the same geographical location, but began at different 
times of the year. As scavenging is partly determined by the ambient air temperature 
and subsequent colonisation by invertebrates, cooler temperatures will delay 
colonisation and intense invertebrate activity, hindering olfactory cues vertebrate 
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scavengers normally respond to when sourcing new food sources. Warmer 
temperatures tend to accelerate corpse colonisation by invertebrates, in turn, cuing 
the vertebrate scavengers that there is food available to utilise (Brown et al. 2006; 
DeVault et al. 2003, 2004; Morton and Lord 2006; O’Brien et al. 2007).   
The research results have demonstrated that targeting particular taphonomic agents 
and processes, such as scavenging consumption and disarticulation sequences, to 
estimate PMI is not advisable. The use of vertebrate scavenging consumption and 
disarticulation patterns is not only related to the particular behaviours of scavengers, 
but also to the season in which the scavenging occurred. The differences between the 
scavenging sequences detailed in this research, compared to the pilot study (Cameron 
2008), and studies in a range of different environments and countries (i.e. Haglund et 
al. 1989; Reeves 2009; Young et al. 2015), clearly demonstrates that aligning a 
timeframe, such as a PMI, to these type of sequences is only useful for the particular 
locality (and season) where the study took place.   
The local environment, especially air temperature and seasonality, also affects 
invertebrate colonising schedules (Bass 1997; Hayman and Oxenham 2016; Mann et al. 
1990; Vass et al. 1992). The air temperature, in particular, appears to determine the 
intensity of invertebrate activity and the length of time they will utilise remains. During 
this research, intense invertebrate activity over prolonged periods of time coincided 
with increases in the ambient air temperature. The delayed onset of intense 
invertebrate activity further affected the interactions vertebrate scavengers had with 
decomposing remains. The relatively slow and less intense invertebrate activity 
documented during the first four months of this study (from May to September 2012), 
resulted in a greater amount of remaining soft tissue that had not been affected by 
invertebrates. The less intense invertebrate activity facilitated vertebrate scavengers in 
utilising the carcasses. This utilisation of the carcasses by vertebrate scavengers meant 
that the majority of uncaged remains were extensively scavenged, disarticulated and 
scattered early on during the fieldwork.  
The rapid scavenging and disarticulation of the uncaged carcasses often led to a high 
degree of damage: fragmented, chewed, and incomplete to the extent that little was 
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available for biological profiling (age, sex etc). This has practical implications for the 
search and relocation of potential forensic skeletal remains in similar semi-rural areas.   
The onset and duration of invertebrate and vertebrate utilisation of remains also has 
implications with respect to the loss of soft tissues (including skin) and exposure of 
bone to the outside environment. With a higher intensity of either vertebrate or 
invertebrate activity, the skin and soft tissues are removed, either during consumption 
by vertebrates or accelerated decomposition through invertebrate activity. The 
differential rate of soft tissue loss leads to differential exposure of different types of 
skeletal elements. This means that certain skeletal elements will be exposed for longer 
durations, increasing the likelihood of damage due to environment and vertebrate 
scavengers. 
Bone surface changes and the environment 
This research substantiates the view that the rate and pattern of bone surface 
weathering is mediated by the local environment. The sequence of weathering 
recorded during this research is consistent with Behrensmeyer’s (1978) early 
weathering stages. Comparisons between several studies using Behrensmeyer’s (1978) 
weathering stages, in different types of environments, shows that while the sequence 
of weathering is the same, the rate at which weathering occurs differs depending on 
the location and environment in which the skeletal elements are situated (Andrews 
and Cook 1985; Andrews and Whybrow 2005; Fernandez-Jalvo et al. 2010; Janjua and 
Rogers 2008; Junod 2013; Miller 1975; Tappen 1994). Two descriptive weathering 
categories formulated by the author during this research have also shown trends over 
time, with Category A (no damage) decreasing and Category D (fractures and cracking) 
increasing. However, the discrepancies between the results of this study and 
McGregor’s (2011) research further illustrate the observation that environmental 
factors are the key causal agent in bone surface change differences.  
As was the case when using scavenging consumption and disarticulation sequences, 
using the rate of bone surface weathering (whether Behrensmeyer’s 1978 stages, 
McGregor’s 2011 categories, or the categories developed for this research) for 
estimating the PMI is not feasible. Overall, while measuring the effect of taphonomic 
processes and agents is useful for determining the taphonomic history of skeletal 
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remains, the influence environmental factors have on these processes and agents 
means they are of limited value in terms of estimating the PMI.   
Unlike the assessment of taphonomic processes and agents (i.e. scavengers, 
disarticulation, weathering), the quantitative measurement of bone surface pores did 
exhibit significant trends over the PMI, in particular an increase of pore size (area and 
diameter) and quantity. It is unknown whether these pore dimensions, in particular 
the increase in maximum diameter of pores on the bone surface, is affected directly by 
the environment, due to limited microscopic studies focusing on the bone surface and 
measurement of pore features. Further research using this technique would allow for a 
more precise determination of whether bone surface pore features are directly 
affected by the environment, or whether it is a standard bone reaction over time 
following death.  
Vibrational spectroscopy and nano-indentation 
The IR and RS indicate that ratios which measure the mineral content (MinCont) and 
the mineral carbonate content (MinCarb) of bone are also influenced by the local 
environment, at least over the short-term (e.g. 24 months). This appears to be because 
these two ratios use organic components (amide I and carbonate), and the immediate 
environment surrounding the bone affects these to a greater degree than the 
inorganic components (phosphate). Howes et al.’s (2012) experimental results 
indicated a decrease in the MinCarb of buried bone between 3 months and 23 months, 
while this research, regardless of species (pig or kangaroo), saw the MinCarb remain 
relatively consistent between 4 to 24 months. The most likely cause of this difference 
in results is the immediate environment, in particular, that Howes et al.’s (2012) 
samples had been buried. The differing locations, ambient air temperature and 
humidity are also likely to have affected the decreasing amount of MinCarb in Howes 
et al.’s (2012) sample compared to the samples collected during this research.  
To date, there are few studies with which to compare the influence of environment on 
the CH-Aliphatic ratio (CHACont), which also uses a ratio of organic versus inorganic 
components. Unlike the MinCarb or the MinCont results of this research, which 
remained relatively stable between 4 to 24 months, the CHACont decreased rapidly for 
the pig and kangaroo samples, and for data from both the IR and RS. The CHACont 
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uses a peak which measures organics in the bone such as lipids, proteins and nucleic 
acids (Longato et al. 2015). The rapid decrease of this organic-based peak in relation to 
the phosphate peak is likely due to the initial post-mortem decomposition of these 
products within the bone, especially lipids. Triglycerides within bone have been 
previously found to sharply decrease over time, though the same study discovered 
that lipids could also be successfully detected in bones which were 100 years old 
(Castellano et al. 1984; Forbes and Nugent 2009).    
Estimating the post-mortem interval 
Overall, the immediate environment in which skeletal elements are located will dictate 
most taphonomic processes. This can have a carry on effect which will influence later 
taphonomic processes (e.g. bone becoming exposed earlier due to scavenging), and is 
especially relevant for estimating the PMI.  
Several of the analyses used during this research have demonstrated the potential to 
estimate the PMI of skeletal remains over shorter time-frames (i.e. 24 months). Other 
analyses used during this research, specifically those focusing on taphonomic agents or 
processes, have demonstrated that using these for estimating the PMI is unreliable 
and only applicable in situations which duplicate the original experimental conditions 
with respect to environment and season.  
The microscopic measurement of bone surface pores indicated that there was a 
measureable increase in average pore diameter over a 24 month post-mortem period. 
The other pore variables (e.g. such as average individual pore area, quantity of pores 
and average total pore area) also demonstrate the same increasing trend over time, 
though not as clearly as average pore diameter. 
Of the ratios measured from the IR and Raman spectra, the CHACont shows the 
definite potential in estimating the PMI of skeletonised remains. The CHACont 
measured from the IR and Raman spectra demonstrated a decreasing trend over the 
24 month post-mortem period for both the kangaroo and pig samples. This downward 
trend over time has been noted previously by McLaughlin and Lednev (2011) and 
Bertoluzza et al. (1997) though over different periods of time, which substantiates the 
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view that the CHACont should be further investigated as a means of estimating the 
PMI.    
Future research 
There are several areas for further research based on the conclusions of this study. 
This research has demonstrated that the nature and rate of taphonomic process are 
environment dependent. As such, further research into specific types of environment, 
and the taphonomic variables within each, should be undertaken. Any further studies 
should also consider a longer time-frame, such as up to or over a two year period and 
consider processes which take longer to occur (such as weathering of the bone 
surface). Moreover, future taphonomic studies should also consider using fully fleshed 
carcasses or corpses, as initial soft tissue decomposition directly influences subsequent 
bone decomposition. Ideally, such research should also include human corpses or bone 
samples.  
As taphonomic studies are becoming more prevalent within Australia, a comparison 
between various animal species and human bone needs to be conducted. To date, 
there is only one research facility within Australia (Sydney, New South Wales) with 
authorisation to use human corpses for decomposition and taphonomic studies (Crofts 
2016). Having a better knowledge of which type of animal bone is most similar to a 
human bone is necessary for conducting further studies in different environments.  
As bone surface pore measurements indicate an increasing trend over time, 
particularly average pore diameter, further research using this approach is warranted. 
As this method is, as yet, untested, comparison with samples from different 
environments and across varying PMIs would be beneficial to test whether bone 
surface pore quantification could provide a reliable estimator of PMI for skeletal 
remains.  
The IR and RS also demonstrate the potential for estimating the PMI from skeletal 
remains, specifically the CHACont. As with the pore measurements, further studies in 
differing environments is required, as well as using human bone samples. Bone 
samples with longer PMIs would enable an interesting opportunity to test whether 
there are long term measureable changes and if there are, when they occur with 
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respect to the MinCarb and MinCont. If RS is being used, analysis of the same bone 
samples using nano-indentation should be included. This research has revealed that 
nano-indentation results on the same bone samples followed the same trend over 
time as the MinCont. It would be beneficial to test whether this occurs in different 
samples, and over different PMIs.  
The estimation of the PMI is integral to forensic investigations involving the loss of life. 
This research has highlighted both the difficultties and positive aspects associated with 
of assessing the PMI of skeletal remains. The effects of taphonomic agents and 
variables on remains (whether still fleshed or skeletonised) have been researched 
widely, especially for estimating the PMI. Recently, it has become apparent that 
environment-specific studies need to be undertaken to understand better how a range 
of taphonomic agents and variables affect remains, and in turn, what influences these 
agents and variables (Beary and Lyman 2012; Pokines 2016). This research has 
demonstrated the potential for three different analytical techniques to help estimate 
PMI from skeletal remains. These techniques (microscopic measurements of pores 
from the bone surface, IR, and RS) all showed significant trends over the 24 month 
post-mortem period and should be considered for further research.   
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Appendix 1: Proportion of uncaged pig carcass affected by invertebrate 
and vertebrate scavenging 
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Appendix 2: Proportion of caged pigs carcass affected by invertebrate 
activity 
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Appendix 3: Proportion of uncaged kangaroo carcass affected by 
invertebrate and vertebrate scavenging 
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Appendix 4: Proportion of caged kangaroo carcass affected by 
invertebrate activity 
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Appendix 5: Visual examples of categories determined by author 
Category description Visual example of category 
Category A 
No damage to surface of bone. Smooth. Pores 
can be visible with smooth edges. No 
indications of outer bone surface flaking. 
Surface of bone can looked striped. May still 
look greasy. At metaphyseal areas of long 
bones appearance can be 'honeycomb'. 
Photo of left femur midshaft (PC01), taken at 
magnification of 20x. 
 
Category B 
Textured surface of bone. Outer surface of 
bone is still intact but may be starting to show 
signs of flaking and/or roughness. Pores 
visible. No cracking or fracturing present. 
Photo of left femur Midshaft (PC12), taken at 
magnification of 20x. 
 
Category C 
Outer surface of bone gone, exposing inner 
spongy surface of bone. 
Photo of right rib lateral end (PC05), taken at 
magnification of 20x. 
 
Category D 
Fractures and cracking present on surface of 
bone. 
Photo of right rib Midshaft (KC11), taken at 
magnification of 20x. 
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Appendix 6: Process to analyse pores using ImageJ 
Step One 
a. Open original photo in ImageJ.  
b. Change image to 8-bit grey scale (click “Image” in taskbar and choose “Type”, 
“8-bit”.  
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Step Two 
a. Open saved photo in Adobe Photoshop and apply a prepared grid as a layer 
over the top.  
b. Delete the middle square of the grid on the grid layer in Photoshop (should be 
1cm2 square). Save. 
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Step Three 
a. Open saved file again in Image J.  
b. Adjust the threshold to highlight pores (click “Image” in taskbar and choose 
“Threshold”, in box check dark background and “over/under” from dropdown 
menu) and when done click “Set”.  
c. Use the line tool from tool bar and trace over the scale bar exactly.  
d. Click “Analyze”, “Set Scale” and fill in known distance and unit of length.  
e. Save image. 
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Step Four 
Diameter  
a. Measure the diameter of pores 
using the line tool and ROI 
Manager (“Analyze – Tools – ROI 
Manager” by tracing the longest 
diameter of pore with line tool 
and clicking “Add” in the ROI 
Manager box.  
b. Once all pores are measured 
click “Measure” in ROI manager 
box and the length of the line 
will be displayed.  
 
Area 
a. Measure the area of pores 
using the magic wand tool 
on the tool bar. 
b. Click on the pores and add 
them to the ROI manager. 
The pores should be solid 
blue if the threshold levels 
were changed accordingly. 
c.  Use the “Measure” button 
in the ROI Manager to 
display a “Results” box 
with the area of each 
measured pore.  
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Appendix 7: Behrensmeyer's stages applied to sample points 
(a) Caged pigs 
PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
Lateral epiphysis 0 0 0 0 0 0 0 0 1 1 1 1
Lateral metaphyseal area 0 0 0 0 0 0 0 0 0 0 0 1
Medial metaphyseal area 0 0 0 0 0 0 0 0 0 0 0 0
Midshaft 0 0 0 0 0 0 0 0 0 0 0 1
Medial epiphysis 0 0 0 0 0 0 0 0 0 0 1 1
Lateral epiphysis 0 0  - 0 0 0 0 0 0 1 0 0
Lateral metaphyseal area 0 0 0 0 0 0 0 0 0 0 1 1
Medial metaphyseal area 0 0 0 0 0 0 0 0 0 0 0 0
Midshaft 0 0 0 1 0 0 0 0 0 0 0 0
Medial epiphysis 0 0 0 0 0 0 0 0 0 0 0 0
Lateral rib end 1 1 1 0 0 0 0 1 1 1 1 1
Medial rid end 1 1 0 1 0 0 0 1 0 0 1 1
Midshaft 0 0 0 0 0 0 0 1 0 0 0 1
Lateral epiphysis 0 0 0 0 0 0 0 0 0 0 1 1
Lateral metaphyseal area 0 0 0 0 0 0 0 0 0 0 1 1
Medial metaphyseal area 0 0 0 0 0 0 0 0 0 0 1 1
Midshaft 0 0 0 0 0 0 0 0 0 1 1 1
Medial epiphysis 0 0 0 0 0 0 0 0 0 0 1 0
Lateral epiphysis 0 0 0 0 0 0 0 0 0 0 0 1
Lateral metaphyseal area 0 0 0 0 0 0 0 0 0 0 1 1
Medial metaphyseal area 0 0 1 0 0 0 0 0 0 0 0 0
Midshaft 0 0 0 0 0 0 0 0 0 0 0 0
Medial epiphysis 0 0 0 0 0 0 0 1 1 1 1 1
Lateral rib end 1 1 1 1 1 1 1 1 1 1 1 1
Medial rid end 1 1 1 1 1 1 1 1 1 1 1 1
Midshaft 0 0 0 0 0 0 0 0 1 1 1 1
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
Side Bone Sample point
PMI (Months)
4 8 12 16 20 24
 
 
(b) Caged kangaroos 
KC01 KC02 KC03 KC04 KC05 KC06 KC07 KC08 KC09 KC10 KC11 KC12
Lateral epiphysis 0 0 0 0 0 0 0 0 0 0  - 0
Lateral metaphyseal area 0 0 0 0 0 0 0 0 0 0  - 1
Medial metaphyseal area 0 0 0 0 0 0 0 0 0 0  - 0
Midshaft 0 0 0 0 0 0 0 0 0 0  - 1
Medial epiphysis 0 0 0 0 0  - 0  - 0 1  - 1
Lateral epiphysis 0  - 0  - 0  - 0  -  - 0 1 1
Lateral metaphyseal area  -  - 0  - 0  - 0  -  - 0 1  - 
Medial metaphyseal area 0 0 0 0 0 0 0 0 0 0 0 0
Midshaft 0 0 0 0 0 0 0 0 0 0 1 0
Medial epiphysis 0 0 0 0 0 0 0 1 0 0 0 1
Lateral rib end 0 1 0 1 1 1 1 1 1 1 1 1
Medial rib end 0 0 0 0 0 0 1 1 0 0 1 1
Midshaft 0 0 0 0 0 0 0 0 1 0 1 1
Lateral epiphysis 0 0 0  - 0 0 0 1 1 0 1 0
Lateral metaphyseal area 0 0 0  - 0 0 0 0  - 0 1 0
Medial metaphyseal area 0 0 0  - 0 0 0 0  - 0 1 0
Midshaft 0 0 0  - 0 0 0 0  - 0 1 1
Medial epiphysis 0 0 0 0 0 0 0  - 0  - 0 1
Lateral epiphysis 0 0 0  - 0 0 0  -  - 0 1 0
Lateral metaphyseal area  -  - 0  - 0  - 0  -  - 0 0  - 
Medial metaphyseal area 0 0 0 0 0 0 0 0 0 0 1 0
Midshaft 0 0 0 0 0 0 0 0 0 0 0 0
Medial epiphysis 0 0 0 0 0 0 0 0 0 0 1 0
Lateral rib end 0 0 0 1 1 1 1 1 1 1 1 1
Medial rib end 0 0 0 0 0 0 0 0 0 0 0 0
Midshaft 0 0 0 0 0 0 0 0 0 0 1 1
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
Side Bone Sample point
PMI (Months)
4 8 12 16 20 24
 
Stages legend 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow 
cavities contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fibre structure (e.g., lonitudinal in long bones). Articular 
surfaces may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue 
may or may not be present. 
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Appendix 8: Frequency of Behrensmeyer’s stages observed on sample 
bones for caged pig carcasses 
PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
Stage 0 5 5 5 5 5 5 5 5 4 4 3 1
Stage 1 0 0 0 0 0 0 0 0 1 1 2 4
Stage 0 5 5 5 5 5 5 5 5 5 4 0 1
Stage 1 0 0 0 0 0 0 0 0 0 1 5 4
Stage 0 5 5 4 4 5 5 5 5 5 4 4 4
Stage 1 0 0 0 1 0 0 0 0 0 1 1 1
Stage 0 5 5 4 5 5 5 5 4 4 4 3 2
Stage 1 0 0 1 0 0 0 0 1 1 1 2 3
Stage 0 1 1 2 2 3 3 3 0 2 2 2 0
Stage 1 2 2 1 1 0 0 0 3 1 1 1 3
Stage 0 1 1 1 1 1 1 1 1 0 0 0 0
Stage 1 2 2 2 2 2 2 2 2 3 3 3 3
Bone Stage
PMI (Months)
4 8 12 16 20 24
Left rib
Right rib
Left femur
Right femur
Left
humerus
Right
humerus
 
Stages legend 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow 
cavities contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fibre structure (e.g., lonitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or 
may not be present. 
 
 
Appendix 9: Frequency of Behrensmeyer’s stages observed on sample 
bones for caged kangaroo carcasses 
PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
Stage 0 5 5 5 5 5 4 5 4 5 4  - 2
Stage 1 0 0 0 0 0 0 0 0 0 1  - 3
Stage 0 5 5 5 1 5 5 5 3 1 4 1 3
Stage 1 0 0 0 0 0 0 0 1 1 0 4 2
Stage 0 3 3 5 3 5 3 5 2 3 5 2 2
Stage 1 0 0 0 0 0 0 0 1 0 0 3 2
Stage 0 5 4 5 3 5 4 5 3 3 5 2 4
Stage 1 0 0 0 0 0 0 0 0 0 0 3 0
Stage 0 3 2 3 2 2 2 1 1 1 2 0 0
Stage 1 0 1 0 1 1 1 2 2 2 1 3 3
Stage 0 3 3 3 2 2 2 2 2 2 2 1 1
Stage 1 0 0 0 1 1 1 1 1 1 1 2 2
Bone Stage
PMI (Months)
4 8 12 16 20 24
Left femur
Right femur
Right humerus
Left rib
Right rib
Left humerus
 
Stages legend 
0 Bone surface shows no sign of cracking or flaking due to weathering. Usually bone is still greasy, marrow 
cavities contain tissue, skin and muscle/ligament may cover part or all of the bone surface. 
1 Bone shows cracking normally parallel to the fibre structure (e.g., lonitudinal in long bones). Articular surfaces 
may show mosaic cracking of covering tissue as well as in the bone itself. Fat, skin and other tissue may or 
may not be present. 
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Appendix 10: McGregor's observational categories applied to sample 
points  
(a) Caged pigs 
PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
Lateral epiphysis A A A A B B B B D D F D
Lateral metaphyseal area E E E E E E E E E E E F
Medial metaphyseal area E E E C C C D D C D D D
Midshaft B B D D D D D D D D D D
Medial epiphysis A A A A A A A A A A F F
Lateral epiphysis A A  - A A A A A A D E D
Lateral metaphyseal area A A A A A A A A A A F F
Medial metaphyseal area A A E B B B B B B E E E
Midshaft A D D D E E D E E E E E
Medial epiphysis B B D B B B B D D D D D
Lateral rib end E E E C C C C E E E E E
Medial rid end E E C E A A C D A A E E
Midshaft D C C C C C C D C C C D
Lateral epiphysis A A A A A A A A A A F F
Lateral metaphyseal area E E E E E E E E E E F E
Medial metaphyseal area E E E E E E E E E E F F
Midshaft A A D D B D B B D D F F
Medial epiphysis A A A A A A A A A A B B
Lateral epiphysis A A A A A A A A A A D F
Lateral metaphyseal area A A A A A A A A A A F F
Medial metaphyseal area A A E B E E E E E E E E
Midshaft B D D E E E E E E E E E
Medial epiphysis D D D D D D D D D D D E
Lateral rib end E E E E E E E E E E E E
Medial rid end E A E E E E E E E E E E
Midshaft C C C C C C C D E D E E
Side Bone Sample point
PMI (Months)
4 8 12 16 20 24
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
(b) Caged kangaroos 
KC01 KC02 KC03 KC04 KC05 KC06 KC07 KC08 KC09 KC10 KC11 KC12
Lateral epiphysis A B A D D D D D D D  - D
Lateral metaphyseal area D E A A E E E E E D  - F
Medial metaphyseal area A A A B A D D E E E  - B
Midshaft A A A A A A A A B B  - F
Medial epiphysis A A A A A  - B  - A F  - F
Lateral epiphysis A  - A  - A  - A  -  - B D D
Lateral metaphyseal area  -  - A  - A  - A  -  - A D  - 
Medial metaphyseal area A A A B E A A A E E A A
Midshaft E E A D E E E E D D F D
Medial epiphysis A A A A A A A F B A F F
Lateral rib end D E C E E E E E E E E E
Medial rib end A A C C C C D D A A F F
Midshaft C C C C C C C B F A F F
Lateral epiphysis A B A  - A E D E E D D D
Lateral metaphyseal area B D A  - B A E E  - B F D
Medial metaphyseal area A A A  - B A E A  - B F D
Midshaft A A A  - A A A A  - B F F
Medial epiphysis F A A A A A A  - D  - A F
Lateral epiphysis A B A  - A A A  -  - A F A
Lateral metaphyseal area  -  - A  - A  - A  -  - A D  - 
Medial metaphyseal area A A A A A A A E E E F E
Midshaft E B A A E E E E E E E D
Medial epiphysis A A A A A A A A C A F A
Lateral rib end D D D E E E E E E E E E
Medial rib end A A A A A D A B D B B C
Midshaft C C C C C C C C C C F F
Side Bone Sample point
PMI (Months)
4 8 12 16 20 24
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
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Appendix 11:  Frequency of McGregor’s categories observed on sample 
bones for caged pig carcasses 
Bone Category
PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
A 2 2 2 2 1 1 1 1 1 1 0 0
B 1 1 0 0 1 1 1 1 0 0 0 0
C 0 0 0 1 1 1 0 0 1 0 0 0
D 0 0 1 1 1 1 2 2 2 3 2 3
E 2 2 2 1 1 1 1 1 1 1 1 0
F 0 0 0 0 0 0 0 0 0 0 2 2
A 3 3 2 2 2 2 2 2 2 2 0 0
B 0 0 0 0 1 0 1 1 0 0 1 1
C 0 0 0 0 0 0 0 0 0 0 0 0
D 0 0 1 1 0 1 0 0 1 1 0 0
E 2 2 2 2 2 2 2 2 2 2 0 1
F 0 0 0 0 0 0 0 0 0 0 4 3
A 4 3 1 2 2 2 2 2 2 1 0 0
B 1 1 0 2 2 2 2 1 1 0 0 0
C 0 0 0 0 0 0 0 0 0 0 0 0
D 0 1 2 1 0 0 1 1 1 2 1 2
E 0 0 1 0 1 1 0 1 1 2 3 2
F 0 0 0 0 0 0 0 0 0 0 1 1
A 3 3 2 2 2 2 2 2 2 2 0 0
B 1 0 0 1 0 0 0 0 0 0 0 0
C 0 0 0 0 0 0 0 0 0 0 0 0
D 1 2 2 1 1 1 1 1 1 1 2 0
E 0 0 1 1 2 2 2 2 2 2 2 3
F 0 0 0 0 0 0 0 0 0 0 1 2
A 0 0 0 0 1 1 0 0 1 1 0 0
B 0 0 0 0 0 0 0 0 0 0 0 0
C 0 1 2 2 2 2 3 0 1 1 1 0
D 1 0 0 0 0 0 0 2 0 0 0 1
E 2 2 1 1 0 0 0 1 1 1 2 2
F 0 0 0 0 0 0 0 0 0 0 0 0
A 0 1 0 0 0 0 0 0 0 0 0 0
B 0 0 0 0 0 0 0 0 0 0 0 0
C 1 1 1 1 1 1 1 0 0 0 0 0
D 0 0 0 0 0 0 0 1 0 1 0 0
E 2 1 2 2 2 2 2 2 3 2 3 3
F 0 0 0 0 0 0 0 0 0 0 0 0
PMI (Months)
4 8 12 16 20 24
Right rib
Left femur
Right femur
Left 
humerus
Right 
humerus
Left rib
 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
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Appendix 12: Frequency of McGregor’s categories observed on sample 
bones for caged kangaroo carcasses 
Bone Category
KC01 KC02 KC03 KC04 KC05 KC06 KC07 KC08 KC09 KC10 KC11 KC12
A 4 3 5 3 3 1 1 1 1 0 0 0
B 0 1 0 1 0 0 1 0 1 1 0 1
C 0 0 0 0 0 0 0 0 0 0 0 0
D 1 0 0 1 1 2 2 1 1 2 0 1
E 0 1 0 0 1 1 1 2 2 1 0 0
F 0 0 0 0 0 0 0 0 0 1 0 3
A 3 3 5 1 3 4 2 2 0 0 1 0
B 1 1 0 0 2 0 0 0 0 3 0 0
C 0 0 0 0 0 0 0 0 0 0 0 0
D 0 1 0 0 0 0 1 0 1 1 1 3
E 0 0 0 0 0 1 2 2 1 0 0 0
F 1 0 0 0 0 0 0 0 0 0 3 2
A 2 2 5 1 3 2 4 1 0 2 1 1
B 0 0 0 1 0 0 0 0 1 1 0 0
C 0 0 0 0 0 0 0 0 0 0 0 0
D 0 0 0 1 0 0 0 0 1 1 2 2
E 1 1 0 0 2 1 1 1 1 1 0 0
F 0 0 0 0 0 0 0 1 0 0 2 1
A 4 2 5 3 4 3 4 1 0 3 0 2
B 0 2 0 0 0 0 0 0 0 0 0 0
C 0 0 0 0 0 0 0 0 1 0 0 0
D 0 0 0 0 0 0 0 0 0 0 1 1
E 1 0 0 0 1 1 1 2 2 2 1 1
F 0 0 0 0 0 0 0 0 0 0 3 0
A 1 1 0 0 0 0 0 0 1 2 0 0
B 0 0 0 0 0 0 0 1 0 0 0 0
C 1 1 3 2 2 2 1 0 0 0 0 0
D 1 0 0 0 0 0 1 1 0 0 0 0
E 0 1 0 1 1 1 1 1 1 1 1 1
F 0 0 0 0 0 0 0 0 1 0 2 2
A 1 1 1 1 1 0 1 0 0 0 0 0
B 0 0 0 0 0 0 0 1 0 1 1 0
C 1 1 1 1 1 1 1 1 1 1 0 1
D 1 1 1 0 0 1 0 0 1 0 0 0
E 0 0 0 1 1 1 1 1 1 1 1 1
F 0 0 0 0 0 0 0 0 0 0 1 1
Right rib
Left
humerus
Right
humerus
Left femur
Right femur
Left rib
PMI (Months)
4 8 12 16 20 24
 
Category legend: 
A = ‘Bland’ with no real features B = ‘Edged’ and may have pits 
C = ‘Striped’ appearance D =‘Textured’ appearance with possible holes, breaking edges or layers 
E =‘Honeycomb’ type appearance F =‘Cracked’ visible on surface 
 
Estimating the PMI of skeletal remains 
Page 380 
Appendix 13: Research weathering categories applied to sample points 
(a)   Caged pigs 
PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
Lateral epiphysis A A A A A A A A B B D B
Lateral metaphyseal area A A A A A A A A A A A D
Medial metaphyseal area A A A A A A B B A B B B
Midshaft A A B B B B B B B B B B
Medial epiphysis A A A A A A A A A A D D
Lateral epiphysis A A  - A A A A A A B C B
Lateral metaphyseal area A A A A A A A A A A D D
Medial metaphyseal area A A A A A A A A A A A A
Midshaft A B B B A A B A A A A A
Medial epiphysis A A B A A A A B B B B B
Lateral rib end C C C A A A A C C C C C
Medial rid end C C A C A A A B A A C C
Midshaft B A A A A A A B A A A B
Lateral epiphysis A A A A A A A A A A D D
Lateral metaphyseal area A A A A A A A A A A D A
Medial metaphyseal area A A A A A A A A A A D D
Midshaft A A B B A B A A B B D D
Medial epiphysis A A A A A A A A A A A A
Lateral epiphysis A A A A A A A A A A B D
Lateral metaphyseal area A A A A A A A A A A D D
Medial metaphyseal area A A A A A A A A A A A A
Midshaft A B B A A A A A A A A A
Medial epiphysis B B B B B B B B B B B C
Lateral rib end C C C C C C C C C C C C
Medial rid end C A C C C C C C C C C C
Midshaft A A A A A A A B C B C C
Side Bone Sample point
PMI (Months)
4 8 12 16 20 24
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
(b)   Caged kangaroo 
KC01 KC02 KC03 KC04 KC05 KC06 KC07 KC08 KC09 KC10 KC11 KC12
Lateral epiphysis A A A B B B B B B B  - B
Lateral metaphyseal area B A A A A A A A A B  - D
Medial metaphyseal area A A A A A B B A A A  - A
Midshaft A A A A A A A A A A  - D
Medial epiphysis A A A A A  - A  - A D  - D
Lateral epiphysis A  - A  - A  - A  -  - A B B
Lateral metaphyseal area  -  - A  - A  - A  -  - A B  - 
Medial metaphyseal area A A A A A A A A C A A A
Midshaft A A A B A A A A B B D B
Medial epiphysis A A A A A A A D A A D D
Lateral rib end B C A C C C C C C C C C
Medial rib end A A A A A A B B A A D D
Midshaft A A A A A A A A D A D D
Lateral epiphysis A A A  - A C B C C B B B
Lateral metaphyseal area A B A  - A A A A  - A D B
Medial metaphyseal area A A A  - A A A A  - A D B
Midshaft A A A  - A A A A  - A D D
Medial epiphysis D A A A A A A  - B  - A D
Lateral epiphysis A A A  - A A A  -  - A D A
Lateral metaphyseal area  -  - A  - A  - A  -  - A B  - 
Medial metaphyseal area A A A A A A A A A A D A
Midshaft A A A A A A A A A A A B
Medial epiphysis A A A A A A A A A A D A
Lateral rib end B B B C C C C C C C C C
Medial rib end A A A A A B A A B A A A
Midshaft A A A A A A A A A A D D
Side Bone Sample point
PMI (Months)
4 8 12 16 20 24
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
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Appendix 14: Frequency of research weathering categories observed on 
sample bones for caged pig carcasses 
Bone Category
PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
A 5 5 4 4 4 4 3 3 3 2 1 0
B 0 0 1 1 1 1 2 2 2 3 2 3
C 0 0 0 0 0 0 0 0 0 0 0 0
D 0 0 0 0 0 0 0 0 0 0 2 2
A 5 5 4 4 5 4 5 5 4 4 1 2
B 0 0 1 1 0 1 0 0 1 1 0 0
C 0 0 0 0 0 0 0 0 0 0 0 0
D 0 0 0 0 0 0 0 0 0 0 4 3
A 5 4 2 4 5 5 4 4 4 3 2 2
B 0 1 2 1 0 0 1 1 1 2 1 2
C 0 0 0 0 0 0 0 0 0 0 1 0
D 0 0 0 0 0 0 0 0 0 0 1 1
A 4 3 3 4 4 4 4 4 4 4 2 2
B 1 2 2 1 1 1 1 1 1 1 2 0
C 0 0 0 0 0 0 0 0 0 0 0 1
D 0 0 0 0 0 0 0 0 0 0 1 2
A 0 1 2 2 3 3 3 0 2 2 1 0
B 1 0 0 0 0 0 0 2 0 0 0 1
C 2 2 1 1 0 0 0 1 1 1 2 2
D 0 0 0 0 0 0 0 0 0 0 0 0
A 1 2 1 1 1 1 1 0 0 0 0 0
B 0 0 0 0 0 0 0 1 0 1 0 0
C 2 1 2 2 2 2 2 2 3 2 3 3
D 0 0 0 0 0 0 0 0 0 0 0 0
Right rib
Left femur
Right femur
Left
humerus
Right
humerus
Left rib
PMI (Months)
4 8 12 16 20 24
 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
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Appendix 15:  Frequency of research weathering categories observed on 
sample bones for caged kangaroo carcasses 
Bone Category
KC01 KC02 KC03 KC04 KC05 KC06 KC07 KC08 KC09 KC10 KC11 KC12
A 4 5 5 4 4 2 3 3 4 2 0 0
B 1 0 0 1 1 2 2 1 1 2 0 1
C 0 0 0 0 0 0 0 0 0 0 0 0
D 0 0 0 0 0 0 0 0 0 1 0 3
A 4 4 5 1 5 4 4 3 0 3 1 0
B 0 1 0 0 0 0 1 1 1 1 1 3
C 0 0 0 0 0 1 0 0 1 0 0 0
D 1 0 0 0 0 0 0 0 0 0 3 2
A 3 3 5 2 5 3 5 2 1 4 1 1
B 0 0 0 1 0 0 0 0 1 1 2 2
C 0 0 0 0 0 0 0 0 1 0 0 0
D 0 0 0 0 0 0 0 1 0 0 2 1
A 5 4 5 3 5 4 5 3 3 5 1 3
B 0 0 0 0 0 0 0 0 0 0 1 1
C 0 0 0 0 0 0 0 0 0 0 0 0
D 0 0 0 0 0 0 0 0 0 0 3 0
A 2 2 3 2 2 2 1 1 1 2 0 0
B 1 0 0 0 0 0 1 1 1 0 0 0
C 0 1 0 1 1 1 1 1 0 1 1 1
D 0 0 0 0 0 0 0 0 1 0 2 2
A 2 2 2 2 2 1 2 2 1 2 1 1
B 1 1 1 0 0 1 0 0 1 0 0 0
C 0 0 0 1 1 1 1 1 1 1 1 1
D 0 0 0 0 0 0 0 0 0 0 1 1
Right rib
Left femur
Right femur
Left
humerus
Right
humerus
Left rib
PMI (Months)
4 8 12 16 20 24
 
Category legend 
A No damage to surface of bone. Smooth. Pores can be visible with smooth edges. No indications of outer bone 
surface flaking. Surface of bone can looked striped. May still look greasy. At metaphyseal areas of long bones 
appearance can be 'honeycomb'.  
B Textured surface of bone. Outer surface of bone is still intact but may be starting to show signs of flaking and/or 
roughness. Pores visible. No cracking or fracturing present. 
C Out surface of bone gone, exposing inner spongy surface of bone. 
D Fractures and cracking present. 
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Appendix 16: Number of pores within sample area for each sample point 
(a) Caged pigs 
PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
Lateral epiphysis 11 55 49 25 102 41 40 74 125 105 96 56
Lateral metaphyseal area 15 8 12 12 25 11 6 11 43 37 9 12
Medial metaphyseal area 17 0 5 40 19 30 29 38 76 40 15 20
Midshaft 8 9 11 13 28 34 20 19 25 18 7 24
Medial epiphysis 2 6 18 13 22 22 22 21 21 23 78 93
Lateral epiphysis 76 20  - 77 25 27 108 121 94 68 70 123
Lateral metaphyseal area 22 6 51 130 21 41 70 124 82 43 101 114
Medial metaphyseal area 30 23 18 29 5 27 34 58 36 56 27 9
Midshaft 22 26 25 18 17 16 7 7 26 14 17 13
Medial epiphysis 15 14 26 24 10 32 4 16 27 39 8 6
Lateral rib end 13 11 9 17 12 16 15 8 25 12 24 25
Medial rid end 11 17 0 19 12 12 24 22 16 27 29 36
Midshaft 21 21 0 11 21 45 50 29 54 61 29 64
Lateral epiphysis 65 0 30 32 38 42 93 119 188 93 25 64
Lateral metaphyseal area 16 6 16 12 28 22 14 12 25 14 17 11
Medial metaphyseal area 18 26 20 17 37 50 18 22 27 21 19 8
Midshaft 19 5 23 11 25 13 16 20 24 16 14 39
Medial epiphysis 0 11 35 19 16 16 4 25 35 11 24 72
Lateral epiphysis 38 11 35 37 48 18 20 100 84 76 55 93
Lateral metaphyseal area 2 12 18 36 31 70 63 40 85 92 75 104
Medial metaphyseal area 26 20 10 22 26 28 36 26 20 39 18 29
Midshaft 16 15 22 14 10 15 7 17 38 25 11 11
Medial epiphysis 6 6 22 21 15 13 7 17 30 28 4 7
Lateral rib end 8 31 0 4 11 14 5 13 6 7 19 30
Medial rid end 14 14 0 6 28 10 24 9 7 13 9 8
Midshaft 19 31 0 35 31 53 21 7 16 36 60 42
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
Side Bone Sample point
PMI (Months)
4 8 12 16 20 24
 
 
(b) Caged kangaroos 
KC01 KC02 KC03 KC04 KC05 KC06 KC07 KC08 KC09 KC10 KC11 KC12
Lateral epiphysis 6 0 4 51 11 47 28 94 34 13  - 22
Lateral metaphyseal area 0 0 0 10 0 9 13 21 33 12  - 8
Medial metaphyseal area 52 30 15 12 7 11 16 20 19 8  - 4
Midshaft 34 38 3 17 6 24 12 27 18 6  - 27
Medial epiphysis 4 0 6 83 2  - 43  - 33 4  - 64
Lateral epiphysis 0  - 9  - 39  - 30  -  - 0 4 14
Lateral metaphyseal area  -  - 0  - 8  - 0  -  - 8 0  - 
Medial metaphyseal area 25 3 10 9 2 5 12 43 26 5 3 0
Midshaft 0 9 20 8 16 11 3 44 47 5 20 25
Medial epiphysis 0 5 8 10 2 7 15 65 22 3 17 0
Lateral rib end 0 5 17 10 13 24 49 11 3 15 18 4
Medial rib end 0 0 13 3 5 9 28 56 14 20 19 23
Midshaft 0 0 19 0 2 22 7 39 10 0 25 10
Lateral epiphysis 3 0 18  - 31 6 47 26 36 63 84 41
Lateral metaphyseal area 1 0 0  - 1 12 8 19  - 18 32 6
Medial metaphyseal area 9 36 5  - 3 12 3 11  - 11 20 0
Midshaft 5 12 13  - 12 21 19 35  - 9 18 12
Medial epiphysis 2 0 36 48 2 20 8  - 51  - 11 15
Lateral epiphysis 15 6 0  - 4 8 14  -  - 23 6 11
Lateral metaphyseal area  -  - 49  - 17  - 6  -  - 26 0  - 
Medial metaphyseal area 11 3 10 10 0 0 4 15 17 3 24 0
Midshaft 0 8 0 12 5 14 16 20 34 21 5 0
Medial epiphysis 4 3 8 16 6 9 11 21 19 8 5 17
Lateral rib end 5 6 4 15 17 11 8 19 35 7 15 13
Medial rib end 2 0 0 8 10 23 6 23 12 1 0 0
Midshaft 0 0 0 4 5 4 11 23 9 3 18 0
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
Side Bone Sample point
PMI (Months)
4 8 12 16 20 24
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Appendix 17: Number of pores within sample area for each sample point 
for caged pigs 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
 
(g) Humerus lateral metaphyseal area 
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(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
 
(k) Rib lateral end 
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(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 18: Number of pores within sample area for each sample point 
for caged kangaroos 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
 
(g) Humerus lateral metaphyseal area 
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(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
 
(k) Rib lateral end 
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(l) Rib medial end 
 
(m) Rib midshaft 
 
 
Appendix 19:  Average number of pores for sample bones 
(a) Caged pigs — number of pores from each set of bones (sample points added together for 
left and right) 
PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
Femora 17 13 22 19 34 28 26 36 59 38 30 40
Humeri 25 15 25 41 21 29 36 53 52 48 39 51
Ribs 14 21 2 15 19 25 23 15 21 26 28 34  
 
(b) Caged kangaroos — number of pores from each set of bones (sample points added 
together for left and right) 
KC01 KC02 KC03 KC04 KC05 KC06 KC07 KC08 KC09 KC10 KC11 KC12
Femora 12 12 10 37 8 18 20 32 32 16 33 20
Humeri 7 5 11 11 10 8 11 35 28 10 8 8
Ribs 1 2 9 7 9 16 18 29 14 8 16 8  
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Appendix 20: Average number of pores for sample bones of caged pigs 
(sample points added together) 
(a) Femur 
 
(b) Humerus 
 
(c) Rib 
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Appendix 21: Average number of pores for sample bones of caged 
kangaroos (sample points added together) 
(a) Femur 
 
(b) Humerus 
 
(c) Rib  
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Appendix 20: Average number of pores for each sample point arranged 
by PMI 
(a) Caged pigs 
4 8 12 16 20 24
Lateral epiphysis 33 37 71.5 57 115 76
Lateral metaphyseal area 11.5 12 18 8.5 40 10.5
Medial metaphyseal area 8.5 22.5 24.5 33.5 58 17.5
Midshaft 8.5 12 31 19.5 21.5 15.5
Medial epiphysis 4 15.5 22 21.5 22 85.5
Lateral epiphysis 48 77 26 114.5 81 96.5
Lateral metaphyseal area 14 90.5 31 97 62.5 107.5
Medial metaphyseal area 26.5 23.5 16 46 46 18
Midshaft 24 21.5 16.5 7 20 15
Medial epiphysis 14.5 25 21 10 33 7
Lateral rib end 12 13 14 11.5 18.5 24.5
Medial rid end 14 9.5 12 23 21.5 32.5
Midshaft 21 5.5 33 39.5 57.5 46.5
Lateral epiphysis 32.5 31 40 106 140.5 44.5
Lateral metaphyseal area 11 14 25 13 19.5 14
Medial metaphyseal area 22 18.5 43.5 20 24 13.5
Midshaft 12 17 19 18 20 26.5
Medial epiphysis 5.5 27 16 14.5 23 48
Lateral epiphysis 24.5 36 33 60 80 74
Lateral metaphyseal area 7 27 50.5 51.5 88.5 89.5
Medial metaphyseal area 23 16 27 31 29.5 23.5
Midshaft 15.5 18 12.5 12 31.5 11
Medial epiphysis 6 21.5 14 12 29 5.5
Lateral rib end 19.5 2 12.5 9 6.5 24.5
Medial rid end 14 3 19 16.5 10 8.5
Midshaft 25 17.5 42 14 26 51
Side Bone Sample point PMI (Months)
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
 
(b) Caged kangaroos 
4 8 12 16 20 24
Lateral epiphysis 3 27.5 29 61 23.5 22
Lateral metaphyseal area 0 5 4.5 17 22.5 8
Medial metaphyseal area 41 13.5 9 18 13.5 4
Midshaft 36 10 15 19.5 12 27
Medial epiphysis 2 44.5 2 43 18.5 64
Lateral epiphysis 0 9 39 30 0 9
Lateral metaphyseal area  - 0 8 0 8 0
Medial metaphyseal area 14 9.5 3.5 27.5 15.5 1.5
Midshaft 4.5 14 13.5 23.5 26 22.5
Medial epiphysis 2.5 9 4.5 40 12.5 8.5
Lateral rib end 2.5 13.5 18.5 30 9 11
Medial rib end 0 8 7 42 17 21
Midshaft 0 9.5 12 23 5 17.5
Lateral epiphysis 1.5 18 18.5 36.5 49.5 62.5
Lateral metaphyseal area 0.5 0 6.5 13.5 18 19
Medial metaphyseal area 22.5 5 7.5 7 11 10
Midshaft 8.5 13 16.5 27 9 15
Medial epiphysis 1 42 11 8 51 13
Lateral epiphysis 10.5 0 6 14 23 8.5
Lateral metaphyseal area  - 49 17 6 26 0
Medial metaphyseal area 7 10 0 9.5 10 12
Midshaft 4 6 9.5 18 27.5 2.5
Medial epiphysis 3.5 12 7.5 16 13.5 11
Lateral rib end 5.5 9.5 14 13.5 21 14
Medial rib end 1 4 16.5 14.5 6.5 0
Midshaft 0 2 4.5 17 6 9
Side Bone PMI (Months)
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
Sample point
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Appendix 21: Average number of pores for each sample point arranged 
by PMI for caged pigs 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
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(g) Humerus lateral metaphyseal area 
 
(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
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(k) Rib lateral end 
 
(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 22: Average number of pores for each sample point arranged 
by PMI for caged kangaroos 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
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(g) Humerus lateral metaphyseal area 
 
(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
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(k) Rib lateral end 
 
(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 23: Average area of individual pores on sample points 
(a) Caged pigs 
Side Bone Sample point PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
Lateral epiphysis 0.015 0.032 0.027 0.099 0.088 0.137 0.139 0.072 1.613 1.509 2.794 1.479
Lateral metaphyseal area 0.531 0.321 0.986 0.79 0.906 3.212 1.012 0.076 1.639 3.211 16.11 7.749
Medial metaphyseal area 4.111 0 1.481 4.549 0.256 2.863 0.098 0.285 1.387 2.967 13.67 4.394
Midshaft 0.48 0.102 0.615 0.05 1.405 0.124 0.31 0.06 1.837 2.443 2.029 2.744
Medial epiphysis 10.03 0.112 1.764 2.577 0.141 0.387 0.468 0.192 6.361 9.652 5.353 1.254
Lateral epiphysis 0.044 0.009  - 0.034 0.015 0.056 0.135 0.093 2.312 0.908 2.909 1.251
Lateral metaphyseal area 0.059 1.246 0.296 0.079 0.018 0.03 0.452 0.086 2.397 1.194 2.043 0.858
Medial metaphyseal area 0.186 0.297 0.305 0.244 0.079 0.091 0.384 0.177 4.047 3.189 7.681 4.444
Midshaft 0.243 0.135 0.416 1.621 1.09 0.205 0.496 0.803 5.523 2.73 7.302 7.79
Medial epiphysis 0.194 4.507 0.212 0.464 0.172 0.753 0.055 1.251 2.39 0.884 9.243 2.282
Lateral rib end 0.587 0.247 0.438 0.332 6.119 0.203 1.976 0.648 0.145 16.5 9.833 5.26
Medial rid end 0.293 0.106 0 0.088 0.1 5.935 0.294 0.475 7.609 3.963 5.977 3.533
Midshaft 0.044 0.183 0 0.114 0.034 0.079 0.032 0.073 1.628 2.732 1.06 7.038
Lateral epiphysis 0.041 0 0.04 0.094 0.106 0.062 0.102 0.066 1.094 2.779 15.89 1.407
Lateral metaphyseal area 0.476 0.995 0.218 1.097 0.082 0.414 0.224 1.542 2.729 4.915 10.18 15.09
Medial metaphyseal area 0.141 0.58 0.436 0.254 0.248 0.203 0.23 0.367 8.072 7.329 7.15 3.188
Midshaft 0.053 0.046 0.108 0.375 0.175 0.13 0.7 0.726 7.144 3.833 6.331 4.484
Medial epiphysis 0 0.086 0.225 0.316 0.239 0.136 0.351 0.293 1.223 16.64 5.398 2.048
Lateral epiphysis 0.037 0.011 0.131 0.745 0.162 0.099 0.399 0.17 3.011 3.286 1.557 1.498
Lateral metaphyseal area 0.117 0.017 0.266 0.239 0.058 0.073 0.342 0.895 0.138 3.066 3.435 2.902
Medial metaphyseal area 0.153 0.066 1.556 0.227 0.876 0.255 0.165 0.272 6.03 4.6 13.6 7.49
Midshaft 0.355 0.092 0.164 0.41 1.077 0.743 5.099 0.089 5.813 7.231 16.55 19.55
Medial epiphysis 0.106 0.17 0.306 0.311 0.118 0.204 0.67 0.302 4.305 5.462 5.075 11.29
Lateral rib end 0.385 0.182 0 0.379 1.132 0.441 1.008 0.558 3.809 17.14 10.84 5.032
Medial rid end 0.579 0.969 0 0.212 0.609 0.687 0.175 0.577 3.429 3.58 2.258 11.38
Midshaft 0.633 0.033 0 0.057 0.146 0.07 0.109 0.006 1.425 1.36 0.6 1.421
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
 
(b) Caged kangaroos 
Side Bone Sample point KC01 KC02 KC03 KC04 KC05 KC06 KC07 KC08 KC09 KC10 KC11 KC12
Lateral epiphysis 0.009 0 0.049 2.858 5.493 1.722 0.987 0.631 4.863 1.099  - 1.253
Lateral metaphyseal area 0 0 0 7.7 0 5 0.809 0.679 1.49 0.8  - 1.249
Medial metaphyseal area 0.041 0.042 0.016 7.167 0.071 1.065 2.363 2.164 0.984 1.995  - 1.692
Midshaft 0.019 0.005 0.003 3.207 0.834 3.812 1.044 3.633 7.111 1.101  - 0.881
Medial epiphysis 0.049 0 0.011 0.539 0.123  - 0.792  - 0.588 0.339  - 0.647
Lateral epiphysis 0  - 0.418  - 0.631  - 2.103  -  - 0 0.651 3.55
Lateral metaphyseal area  -  - 0  - 0.811  - 0  -  - 0.948 0  - 
Medial metaphyseal area 0.046 0.063 0.013 0.931 0.458 1.573 2.225 1.008 1.536 0.382 6 0
Midshaft 0 0.089 0.486 14.38 2.167 16.09 1.368 0.425 1.013 0.261 2.526 1.896
Medial epiphysis 0 0.395 0.414 0.136 0.67 5.235 4.267 1.162 1.112 1.287 1.807 0
Lateral rib end 0 0.245 17.94 1.055 1.076 3.893 0.28 4.371 0.167 1.343 3.346 0.618
Medial rib end 0 0 4.156 3.88 2.955 3.664 2.494 0.57 0.947 0.733 2.97 1.848
Midshaft 0 0 2.706 0 0.013 2.65 0.425 0.375 0.382 0 0.707 3.702
Lateral epiphysis 0.015 0 2.342  - 1.008 7.667 1.802 3.474 1.598 1.178 0.894 1.544
Lateral metaphyseal area 0.013 0 0  - 2 1.222 0.088 1.298  - 0.252 0.545 1.774
Medial metaphyseal area 0.019 0.037 0.421  - 1.055 1.62 2.32 0.876  - 2.412 1.195 0
Midshaft 0.058 0.052 4.965  - 1.568 2.322 1.632 1.121  - 0.831 2.475 1.967
Medial epiphysis 0.022 0 1.271 1.463 0.487 0.285 2.205  - 1.112  - 1.103 0.478
Lateral epiphysis 0.286 9 0  - 0.182 1.941 1.786  -  - 1.604 4.333 1.63
Lateral metaphyseal area  -  - 1.745  - 0.406  - 0.381  -  - 0.62 0  - 
Medial metaphyseal area 0.069 0.898 0.511 2.761 0 0 2.058 0.262 1.751 6 1.319 0
Midshaft 0 0.431 0 0.772 0.359 1.298 0.58 0.98 1.615 4.773 1.883 0
Medial epiphysis 0.017 0.017 0.076 2.222 5.982 2.049 1.555 0.074 2.381 1.248 0.436 0.393
Lateral rib end 0.218 1.242 1.081 1.155 11.01 9.7 7.721 12.63 3.187 1.824 2.435 2.874
Medial rib end 0.334 0 0 0.319 2.279 2.574 1.352 2.104 1.781 0.914 0 0
Midshaft 0 0 0 0.874 1.174 4.5 1.476 0.508 1.104 1.805 0.541 0
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
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Appendix 24:  Average area of individual pores for sample points on 
caged pigs 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
 
(g) Humerus lateral metaphyseal area 
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(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
 
(k) Rib lateral end 
 
Appendices 
Page 407 
(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 25: Average area of individual pores for sample points on 
caged kangaroos 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
 
(g) Humerus lateral metaphyseal area 
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(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
 
(k) Rib lateral end 
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(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 26: Average area of individual pores for each sample point 
arranged by PMI 
(a) Caged pigs 
4 8 12 16 20 24
Lateral epiphysis 0.023 0.063 0.112 0.105 1.561 2.137
Lateral metaphyseal area 0.426 0.888 2.059 0.544 2.425 11.930
Medial metaphyseal area 2.056 3.015 1.560 0.192 2.177 9.031
Midshaft 0.291 0.332 0.765 0.185 2.140 2.387
Medial epiphysis 5.072 2.171 0.264 0.330 8.006 3.303
Lateral epiphysis 0.027 0.034 0.036 0.114 1.610 2.080
Lateral metaphyseal area 0.652 0.187 0.024 0.269 1.796 1.451
Medial metaphyseal area 0.241 0.274 0.085 0.280 3.618 6.063
Midshaft 0.189 1.019 0.647 0.649 4.127 7.546
Medial epiphysis 2.350 0.338 0.462 0.653 1.637 5.762
Lateral rib end 0.417 0.385 3.161 1.312 8.322 7.546
Medial rid end 0.200 0.044 3.017 0.384 5.786 4.755
Midshaft 0.114 0.057 0.056 0.053 2.180 4.049
Lateral epiphysis 0.020 0.067 0.084 0.084 1.937 8.650
Lateral metaphyseal area 0.736 0.657 0.248 0.883 3.822 12.634
Medial metaphyseal area 0.360 0.345 0.225 0.298 7.701 5.169
Midshaft 0.049 0.241 0.152 0.713 5.489 5.408
Medial epiphysis 0.043 0.271 0.187 0.322 8.930 3.723
Lateral epiphysis 0.024 0.438 0.131 0.285 3.149 1.528
Lateral metaphyseal area 0.067 0.253 0.065 0.618 1.602 3.169
Medial metaphyseal area 0.110 0.892 0.565 0.218 5.315 10.543
Midshaft 0.224 0.287 0.910 2.594 6.522 18.045
Medial epiphysis 0.138 0.308 0.161 0.486 4.884 8.180
Lateral rib end 0.283 0.190 0.787 0.783 10.476 7.937
Medial rid end 0.774 0.106 0.648 0.376 3.504 6.817
Midshaft 0.333 0.029 0.108 0.057 1.393 1.010
Right
Femur
Humerus
Rib
Side Bone Sample point
PMI (Months)
Left
Femur
Humerus
Rib
 
 
(b) Caged kangaroos 
Lateral metaphyseal area 0.000 3.850 2.500 0.744 1.145 1.249
Medial metaphyseal area 0.041 3.591 0.568 2.263 1.489 1.692
Midshaft 0.012 1.605 2.323 2.339 4.106 0.881
Medial epiphysis 0.024 0.275 0.123 0.792 0.463 0.647
Lateral epiphysis 0.000 0.418 0.631 2.103 0.000 2.100
Lateral metaphyseal area  - 0.000 0.811 0.000 0.948 0.000
Medial metaphyseal area 0.054 0.472 1.015 1.616 0.959 3.000
Midshaft 0.044 7.431 9.129 0.897 0.637 2.211
Medial epiphysis 0.198 0.275 2.952 2.714 1.200 0.904
Lateral rib end 0.122 9.498 2.485 2.325 0.755 1.982
Medial rib end 0.000 4.018 3.309 1.532 0.840 2.409
Midshaft 0.000 1.353 1.331 0.400 0.191 2.204
Lateral epiphysis 0.008 2.342 4.337 2.638 1.388 1.219
Lateral metaphyseal area 0.006 0.000 1.611 0.693 0.252 1.160
Medial metaphyseal area 0.028 0.421 1.338 1.598 2.412 0.598
Midshaft 0.055 4.965 1.945 1.377 0.831 2.221
Medial epiphysis 0.011 1.367 0.386 2.205 1.112 0.790
Lateral epiphysis 4.643 0.000 1.061 1.786 1.604 2.982
Lateral metaphyseal area  - 1.745 0.406 0.381 0.620 0.000
Medial metaphyseal area 0.483 1.636 0.000 1.160 3.876 0.660
Midshaft 0.216 0.386 0.829 0.780 3.194 0.942
Medial epiphysis 0.017 1.149 4.015 0.814 1.814 0.414
Lateral rib end 0.730 1.118 10.355 10.176 2.505 2.654
Medial rib end 0.167 0.160 2.427 1.728 1.348 0.000
Midshaft 0.000 0.437 2.837 0.992 1.454 0.271
Right
Femur
Humerus
Rib
Left
Femur
Humerus
Rib
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Appendix 27: Average area of individual pores for each sample point 
arranged by PMI of caged pigs 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
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(g) Humerus lateral metaphyseal area 
 
(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
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(k) Rib lateral end 
 
(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 28: Average area of individual pores for each sample point 
arranged by PMI of caged kangaroos 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
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(g) Humerus lateral metaphyseal area 
 
(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
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(k) Rib lateral end 
 
(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 29: Average diameter of individual pores within sample area for 
each sample point 
(a)  Caged pigs 
Side Bone Sample point PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
Lateral epiphysis 30.82 36.42 27.47 77.12 41.68 48.71 53.03 46.86 57.35 51.99 79.28 52.61
Lateral metaphyseal area 138 87.13 92.58 131.3 136.4 151.4 131.7 76.82 56.79 75.38 181.8 122.1
Medial metaphyseal area 92.24 0 166 109 152.8 164.5 82.55 81.55 50.08 86.88 185.9 109.3
Midshaft 47.13 38.78 106.2 45.38 132.9 71 67.95 84.74 66.08 81.78 60.86 67.63
Medial epiphysis 435.5 17.33 185.3 97.38 83.95 102.2 112.8 76.38 118 147 73.92 53.46
Lateral epiphysis 44.5 20.7  - 35.14 33.24 44.7 49.01 46.85 70.38 44.18 88.3 51.85
Lateral metaphyseal area 44.5 123 55.53 45.75 29 36.22 62.44 48.06 73.33 57.12 71.68 41.79
Medial metaphyseal area 108.8 96.04 99.06 79.03 57.2 42.44 84.41 83 96.78 80.88 116.1 96.67
Midshaft 99.82 65.12 96.52 157.8 120.9 97 110.1 143 116.6 81.64 148 130.5
Medial epiphysis 51.13 76.79 48 69.25 73.2 59.84 43.5 73.88 75.11 95.72 161.4 79.83
Lateral rib end 162.5 117 119.7 112 197.3 70.56 178.8 127.1 60.52 218.8 153.4 121.6
Medial rid end 103.5 69 0 105.6 65.83 119.8 68.13 92.82 136.4 110.5 142.7 94.5
Midshaft 32.76 96 0 50.64 56.86 41.53 31.38 41.66 73.09 89.23 46.9 152.8
Lateral epiphysis 51.85 0 35.07 66.56 66.66 44.48 56.26 47.55 48.16 75.84 168 55.3
Lateral metaphyseal area 107.5 130.7 88.38 145.8 53.04 106.9 72.29 162.8 76.84 111.9 162.8 160.4
Medial metaphyseal area 85.94 78.12 99 80.41 99.54 70.02 81.39 90.95 135.9 136 151.7 86.13
Midshaft 52.89 44.4 51.87 91.36 92.8 56.77 67.81 103.7 98.79 84.19 119.2 97.9
Medial epiphysis 0 94.09 73 105.4 128.6 76.56 66 129.4 49.8 161.2 107.2 69.94
Lateral epiphysis 35.53 25.18 69.14 45.51 73.25 65.39 85 62.37 78.82 74.46 62.96 58.84
Lateral metaphyseal area 161.5 41.75 114.4 43.25 90.74 48.94 59.46 64.05 65.09 81.72 82.73 72.91
Medial metaphyseal area 64.42 48.65 200.2 69.23 146.1 61.79 91.94 83.58 108 85.36 149.1 124.4
Midshaft 106.9 59.8 83.59 120.7 171.3 116 183.1 103.6 97.84 121.8 193.7 231.9
Medial epiphysis 58 59.83 110.6 76.57 67.13 63.15 112.1 136.5 93.33 109.3 121.3 149.3
Lateral rib end 119.4 88.13 0 108 153.9 97.14 209.8 179.5 101.5 266.3 160.3 124.9
Medial rid end 125.9 47.36 0 137.8 103.4 106.7 74.13 141.3 98.43 103.4 93.22 169.3
Midshaft 100.6 31.87 0 39.11 50 40.58 49.67 17.29 57.5 62.06 37.53 65.76
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
 
 
(b) Caged kangaroos 
Side Bone Sample point KC01 KC02 KC03 KC04 KC05 KC06 KC07 KC08 KC09 KC10 KC11 KC12
Lateral epiphysis 17.67 0 58 66.45 97.82 55.23 36.61 34.22 93.03 40.69  - 47.09
Lateral metaphyseal area 0 0 0 118.6 0 90.67 60.08 34.29 55.58 37.67  - 49.38
Medial metaphyseal area 19.33 19.93 31.4 121.6 47.14 49.45 64.75 56.1 43.47 59.75  - 64
Midshaft 19.21 19.79 32 74.82 41 83.42 50.67 88.59 118 48  - 39.15
Medial epiphysis 16 0 42 33.61 49  - 38.07  - 32.94 21.75  - 34.55
Lateral epiphysis 0  - 28.78  - 34.13  - 55.77  -  - 0 35.5 96.86
Lateral metaphyseal area  -  - 0  - 38.25  - 0  -  - 36.38 0  - 
Medial metaphyseal area 42.76 42.67 20.6 46.33 28 62.8 62.58 38.4 48.27 32.8 125 0
Midshaft 0 65.89 27.4 167.6 79.88 179.2 47.33 27.89 42.55 25.2 70.15 66.04
Medial epiphysis 0 30.6 25.13 50.5 39.5 92.29 86.93 42.03 44.82 62 70.71 0
Lateral rib end 0 58.4 199.8 158.1 185.6 117.2 20.51 253.7 17.67 55 78.11 40
Medial rib end 0 0 118 92.33 98 101.8 57.82 28.95 21.07 34.45 54.32 85.09
Midshaft 0 0 81.11 0 38 69.77 29.57 30.97 21.5 0 46.36 79.2
Lateral epiphysis 41.33 0 68.89  - 45.81 139.8 55.21 76.65 48.58 47.79 40.25 58.66
Lateral metaphyseal area 43 0 0  - 71 45.75 46.88 40.47  - 21.11 38.97 64.83
Medial metaphyseal area 41.22 28.97 31.6  - 138.7 49.67 59 39.64  - 62.55 42.45 0
Midshaft 39.2 40.75 73.69  - 57.83 75.24 53.89 39.17  - 33.44 72.83 67.58
Medial epiphysis 24.5 0 105.9 57.1 32.5 23 55.75  - 45.24  - 42.73 30.8
Lateral epiphysis 69 123.7 0  - 68 56.5 49.07  -  - 42.57 107.7 58.64
Lateral metaphyseal area  -  - 53.31  - 25.12  - 27.33  -  - 38.54 0  - 
Medial metaphyseal area 44.73 104.7 32.9 71.6 0 0 54.5 19.8 58.29 107 66.63 0
Midshaft 0 77.25 0 77.42 23.8 45.29 30.38 38.35 57.47 83.76 80.8 0
Medial epiphysis 30.5 23.33 51.75 66.38 93.17 63.56 48.27 48 67.47 49.75 27.2 27.94
Lateral rib end 82 191.3 59 202.9 171.2 168.1 164.9 191.2 91 51.43 54.73 68.54
Medial rib end 120 0 0 89.38 72.3 91.35 56.17 48 64.67 42 0 0
Midshaft 0 0 0 41.75 48.2 144 49.45 29.91 46.56 61.33 38.56 0
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
Estimating the PMI of skeletal remains 
Page 422 
  
Appendix 30: Average diameter of individual pores within sample area for 
each sample point for caged pig carcasses 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
 
(g) Humerus lateral metaphyseal area 
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(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
 
(k) Rib lateral end 
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(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 31: Average diameter of individual pores within sample area for 
each sample point for caged kangaroo carcasses 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
 
(g) Humerus lateral metaphyseal area 
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(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
 
(k) Rib lateral end 
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(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 32:  Average diameter of individual pores 
(a) Caged pigs 
4 8 12 16 20 24
Lateral epiphysis 33.618 52.295 45.192 49.945 54.671 65.944
Lateral metaphyseal area 112.563 111.958 143.902 104.242 66.085 151.931
Medial metaphyseal area 46.118 137.500 158.628 82.052 68.477 147.617
Midshaft 42.951 75.783 101.946 76.343 73.929 64.241
Medial epiphysis 226.417 141.359 93.091 94.600 132.500 63.693
Lateral epiphysis 32.600 35.143 38.972 47.930 57.280 70.077
Lateral metaphyseal area 83.750 50.638 32.610 55.254 65.223 56.736
Medial metaphyseal area 102.438 89.045 49.822 83.706 88.826 106.389
Midshaft 82.467 127.177 108.941 126.571 99.129 139.231
Medial epiphysis 63.960 58.625 66.522 58.688 85.415 120.604
Lateral rib end 139.769 115.833 133.948 152.963 139.635 137.508
Medial rid end 86.273 52.816 92.833 80.472 123.428 118.595
Midshaft 64.381 25.318 49.195 36.518 81.161 99.823
Lateral epiphysis 25.923 50.815 55.567 51.906 61.999 111.628
Lateral metaphyseal area 119.083 117.104 79.950 117.518 94.349 161.564
Medial metaphyseal area 82.030 89.706 84.780 86.172 135.944 118.931
Midshaft 48.647 71.617 74.785 85.731 91.490 108.556
Medial epiphysis 47.045 89.211 102.563 97.680 105.491 88.576
Lateral epiphysis 30.354 57.328 69.319 73.685 76.641 60.901
Lateral metaphyseal area 101.625 78.819 69.842 61.755 73.406 77.823
Medial metaphyseal area 56.537 134.714 103.931 87.761 96.654 136.735
Midshaft 83.338 102.153 143.650 143.366 109.821 212.818
Medial epiphysis 58.917 93.604 65.144 124.307 101.310 135.268
Lateral rib end 103.752 54.000 125.526 194.669 183.893 142.598
Medial rid end 86.643 68.917 105.029 107.729 100.907 131.236
Midshaft 66.251 19.557 45.292 33.476 59.778 51.648
Side Bone Sample point PMI (Months)
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
 
(b) Caged kangaroos 
4 8 12 16 20 24
Lateral epiphysis 8.833 62.225 76.526 35.415 66.861 47.091
Lateral metaphyseal area 0.000 59.300 45.333 47.181 46.621 49.375
Medial metaphyseal area 19.630 76.492 48.299 60.425 51.612 64.000
Midshaft 19.498 53.412 62.208 69.630 83.000 39.148
Medial epiphysis 8.000 37.807 49.000 38.070 27.345 34.547
Lateral epiphysis 0.000 28.778 34.128 55.767 0.000 66.179
Lateral metaphyseal area  - 0.000 38.250 0.000 36.375 0.000
Medial metaphyseal area 42.713 33.467 45.400 50.489 40.535 62.500
Midshaft 32.944 97.513 129.528 37.610 33.877 68.095
Medial epiphysis 15.300 37.813 65.893 64.482 53.409 35.353
Lateral rib end 29.200 178.932 151.412 137.119 36.333 59.056
Medial rib end 0.000 105.167 99.889 43.384 27.761 69.701
Midshaft 0.000 40.553 53.886 30.273 10.750 62.780
Lateral epiphysis 20.667 68.889 92.820 65.933 48.188 49.454
Lateral metaphyseal area 21.500 0.000 58.375 43.674 21.111 51.901
Medial metaphyseal area 35.097 31.600 94.167 49.318 62.545 21.225
Midshaft 39.975 73.692 66.536 46.533 33.444 70.208
Medial epiphysis 12.250 81.483 27.750 55.750 45.235 36.764
Lateral epiphysis 96.333 0.000 62.250 49.071 42.565 83.152
Lateral metaphyseal area  - 53.306 25.118 27.333 38.538 0.000
Medial metaphyseal area 74.697 52.250 0.000 37.150 82.647 33.313
Midshaft 38.625 38.708 34.543 34.363 70.616 40.400
Medial epiphysis 26.917 59.063 78.361 48.136 58.612 27.571
Lateral rib end 136.667 130.967 169.634 178.043 71.214 61.636
Medial rib end 60.000 44.688 81.824 52.083 53.333 0.000
Midshaft 0.000 20.875 96.100 39.684 53.944 19.278
Side Bone PMI (Months)
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
Sample point
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Appendix 33: Average diameter of individual pores for caged pig 
carcasses 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
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(g) Humerus lateral metaphyseal area 
 
(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
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(k) Rib lateral end 
 
(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 34: Average diameter of individual pores for caged kangaroo 
carcasses 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
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(g) Humerus lateral metaphyseal area 
 
(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
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(k) Rib lateral end 
 
(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 35: Total area of all pores within sample area for each sample 
point 
(a) Caged pigs 
Side Bone Sample point PC01 PC02 PC03 PC04 PC05 PC06 PC07 PC08 PC09 PC10 PC11 PC12
Lateral epiphysis 0.2 1.8 1.3 2.5 8.9 5.6 5.6 5.3 201.6 158.5 268.3 82.8
Lateral metaphyseal area 8.0 2.6 11.8 9.5 22.7 35.3 6.1 0.8 70.5 118.8 145.0 93.0
Medial metaphyseal area 69.9 0.0 7.4 182.0 4.9 85.9 2.8 10.8 105.5 118.7 205.0 87.9
Midshaft 3.8 0.9 6.8 0.7 39.4 4.2 6.2 1.2 45.9 44.0 14.2 65.9
Medial epiphysis 20.1 0.7 31.8 33.5 3.1 8.5 10.3 4.0 133.6 222.0 417.5 116.6
Lateral epiphysis 3.4 0.2  - 2.7 0.4 1.5 14.6 11.3 217.4 61.7 203.6 153.9
Lateral metaphyseal area 1.3 7.5 15.1 10.3 0.4 1.2 31.6 10.7 196.6 51.4 206.4 97.8
Medial metaphyseal area 5.6 6.8 5.5 7.1 0.4 2.5 13.0 10.3 145.7 178.6 207.4 40.0
Midshaft 5.4 3.5 10.4 29.2 18.5 3.3 3.5 5.6 143.6 38.2 124.1 101.3
Medial epiphysis 2.9 63.1 5.5 11.1 1.7 24.1 0.2 20.0 64.5 34.5 73.9 13.7
Lateral rib end 7.6 2.7 3.9 5.6 73.4 3.3 29.6 5.2 3.6 198.0 236.0 131.5
Medial rid end 3.2 1.8 0.0 1.7 1.2 71.2 7.1 10.4 121.7 107.0 173.3 127.2
Midshaft 0.9 3.9 0.0 1.3 0.7 3.6 1.6 2.1 87.9 166.7 30.7 450.4
Lateral epiphysis 2.7 0.0 1.2 3.0 4.0 2.6 9.5 7.9 205.7 258.5 397.4 90.0
Lateral metaphyseal area 7.6 6.0 3.5 13.2 2.3 9.1 3.1 18.5 68.2 68.8 173.0 166.0
Medial metaphyseal area 2.5 15.1 8.7 4.3 9.2 10.1 4.2 8.1 218.0 153.9 135.9 25.5
Midshaft 1.0 0.2 2.5 4.1 4.4 1.7 11.2 14.5 171.5 61.3 88.6 174.9
Medial epiphysis 0.0 1.0 7.9 6.0 3.8 2.2 1.4 7.3 42.8 183.0 129.6 147.5
Lateral epiphysis 1.4 0.1 4.6 27.6 7.8 1.8 8.0 17.0 252.9 249.8 85.7 139.3
Lateral metaphyseal area 0.2 0.2 4.8 8.6 1.8 5.1 21.6 35.8 11.7 282.1 257.7 301.8
Medial metaphyseal area 4.0 1.3 15.6 5.0 22.8 7.2 6.0 7.1 120.6 179.4 244.7 217.2
Midshaft 5.7 1.4 3.6 5.7 10.8 11.1 35.7 1.5 220.9 180.8 182.0 215.0
Medial epiphysis 0.6 1.0 6.7 6.5 1.8 2.7 4.7 5.1 129.2 152.9 20.3 79.0
Lateral rib end 3.1 5.6 0.0 1.5 12.5 6.2 5.0 7.3 22.9 120.0 206.0 151.0
Medial rid end 8.1 13.6 0.0 1.3 17.1 6.9 4.2 5.2 24.0 46.5 20.3 91.0
Midshaft 12.0 1.0 0.0 2.0 4.5 3.7 2.3 0.0 22.8 49.0 36.0 59.7
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
(b) Caged kangaroos 
Side Bone Sample point KC01 KC02 KC03 KC04 KC05 KC06 KC07 KC08 KC09 KC10 KC11 KC12
Lateral epiphysis 0.1 0.0 0.2 145.8 60.4 80.9 27.6 59.3 165.3 14.3  - 27.6
Lateral metaphyseal area 0.0 0.0 0.0 77.0 0.0 45.0 10.5 14.3 49.2 9.6  - 10.0
Medial metaphyseal area 19.3 1.3 0.2 86.0 0.5 11.7 37.8 43.3 18.7 16.0  - 6.8
Midshaft 0.7 0.2 0.0 54.5 5.0 91.5 12.5 98.1 128.0 6.6  - 23.8
Medial epiphysis 0.2 0.0 0.1 44.8 0.3  - 34.0  - 19.4 1.4  - 41.4
Lateral epiphysis 0.0  - 3.8  - 24.6  - 63.1  -  - 0.0 2.6 49.7
Lateral metaphyseal area  -  - 0.0  - 6.5  - 0.0  -  - 7.6 0.0  - 
Medial metaphyseal area 1.2 0.2 0.1 8.4 0.9 7.9 26.7 43.4 39.9 1.9 18.0 0.0
Midshaft 0.0 0.8 9.7 115.0 34.7 177.0 4.1 18.7 47.6 1.3 50.5 47.4
Medial epiphysis 0.0 2.0 3.3 1.4 1.3 36.6 64.0 75.5 24.5 3.9 30.7 0.0
Lateral rib end 0.0 1.2 305.0 10.6 14.0 93.4 13.7 48.1 0.5 20.1 60.2 2.5
Medial rib end 0.0 0.0 54.0 11.6 14.8 33.0 69.8 31.9 13.3 14.7 56.4 42.5
Midshaft 0.0 0.0 51.4 0.0 0.0 58.3 3.0 14.6 3.8 0.0 17.7 37.0
Lateral epiphysis 0.1 0.0 42.2  - 31.3 46.0 84.7 90.3 57.5 74.2 75.1 63.3
Lateral metaphyseal area 0.0 0.0 0.0  - 2.0 14.7 0.7 24.7  - 4.5 17.4 10.7
Medial metaphyseal area 0.2 1.3 2.1  - 3.2 19.4 7.0 9.6  - 26.5 23.9 0.0
Midshaft 0.3 0.6 64.5  - 18.8 48.8 31.0 39.3  - 7.5 44.5 23.6
Medial epiphysis 0.0 0.0 45.8 70.2 1.0 5.7 17.6  - 56.7  - 12.1 7.2
Lateral epiphysis 4.3 54.0 0.0  - 0.7 15.5 25.0  -  - 36.9 26.0 17.9
Lateral metaphyseal area  -  - 85.5  - 6.9  - 2.3  -  - 16.1 0.0  - 
Medial metaphyseal area 0.8 2.7 5.1 27.6 0.0 0.0 8.2 3.9 29.8 18.0 31.7 0.0
Midshaft 0.0 3.5 0.0 9.3 1.8 18.2 9.3 19.6 54.9 100.2 9.4 0.0
Medial epiphysis 0.1 0.1 0.6 35.6 35.9 18.4 17.1 1.6 45.2 10.0 2.2 6.7
Lateral rib end 1.1 7.5 4.3 17.3 187.2 106.7 61.8 240.0 111.5 12.8 36.5 37.4
Medial rib end 0.7 0.0 0.0 2.6 22.8 59.2 8.1 48.4 21.4 0.9 0.0 0.0
Midshaft 0.0 0.0 0.0 3.5 5.9 18.0 16.2 11.7 9.9 5.4 9.7 0.0
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
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Appendix 36: Total area of all pores within sample area for each sample 
point for caged pig carcasses 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
 
(g) Humerus lateral metaphyseal area 
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(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
 
(k) Rib lateral end 
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(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 37:  Total area of all pores within sample area for each sample 
point for caged kangaroo carcasses 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
 
(g) Humerus lateral metaphyseal area 
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(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
 
(k) Rib lateral end 
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(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 38: Averaged total area of all pores within sample area for each 
sample point 
(a) Caged pigs 
4 8 12 16 20 24
Lateral epiphysis 1.0 1.9 7.3 5.4 180.1 175.6
Lateral metaphyseal area 5.3 10.7 29.0 3.5 94.6 119.0
Medial metaphyseal area 34.9 94.7 45.4 6.8 112.1 146.4
Midshaft 2.4 3.7 21.8 3.7 45.0 40.0
Medial epiphysis 10.4 32.6 5.8 7.2 177.8 267.1
Lateral epiphysis 1.8 2.7 0.9 12.9 139.5 178.8
Lateral metaphyseal area 4.4 12.7 0.8 21.1 124.0 152.1
Medial metaphyseal area 6.2 6.3 1.4 11.7 162.1 123.7
Midshaft 4.4 19.8 10.9 4.5 90.9 112.7
Medial epiphysis 33.0 8.3 12.9 10.1 49.5 43.8
Lateral rib end 5.2 4.8 38.3 17.4 100.8 183.7
Medial rid end 2.5 0.8 36.2 8.7 114.4 150.3
Midshaft 2.4 0.6 2.1 1.9 127.3 240.6
Lateral epiphysis 1.3 2.1 3.3 8.7 232.1 243.7
Lateral metaphyseal area 6.8 8.3 5.7 10.8 68.5 169.5
Medial metaphyseal area 8.8 6.5 9.7 6.1 185.9 80.7
Midshaft 0.6 3.3 3.0 12.9 116.4 131.8
Medial epiphysis 0.5 6.9 3.0 4.4 112.9 138.5
Lateral epiphysis 0.8 16.1 4.8 12.5 251.3 112.5
Lateral metaphyseal area 0.2 6.7 3.4 28.7 146.9 279.7
Medial metaphyseal area 2.7 10.3 15.0 6.5 150.0 231.0
Midshaft 3.5 4.7 11.0 18.6 200.8 198.5
Medial epiphysis 0.8 6.6 2.2 4.9 141.1 49.7
Lateral rib end 4.4 0.8 9.3 6.1 71.4 178.5
Medial rid end 10.8 0.6 12.0 4.7 35.3 55.7
Midshaft 6.5 1.0 4.1 1.2 35.9 47.8
Side Bone Sample point
PMI (Months)
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
 
(b) Caged kangaroos 
4 8 12 16 20 24
Lateral epiphysis 0.0 73.0 70.7 43.5 89.8 27.6
Lateral metaphyseal area 0.0 38.5 22.5 12.4 29.4 10.0
Medial metaphyseal area 10.3 43.1 6.1 40.5 17.3 6.8
Midshaft 0.4 27.3 48.2 55.3 67.3 23.8
Medial epiphysis 0.1 22.4 0.3 34.0 10.4 41.4
Lateral epiphysis 0.0 3.8 24.6 63.1 0.0 26.1
Lateral metaphyseal area  - 0.0 6.5 0.0 7.6 0.0
Medial metaphyseal area 0.7 4.3 4.4 35.0 20.9 9.0
Midshaft 0.4 62.4 105.8 11.4 24.5 49.0
Medial epiphysis 1.0 2.3 19.0 69.8 14.2 15.4
Lateral rib end 0.6 157.8 53.7 30.9 10.3 31.4
Medial rib end 0.0 32.8 23.9 50.9 14.0 49.5
Midshaft 0.0 25.7 29.2 8.8 1.9 27.3
Lateral epiphysis 0.0 42.2 38.6 87.5 65.9 69.2
Lateral metaphyseal area 0.0 0.0 8.3 12.7 4.5 14.0
Medial metaphyseal area 0.8 2.1 11.3 8.3 26.5 12.0
Midshaft 0.5 64.5 33.8 35.1 7.5 34.1
Medial epiphysis 0.0 58.0 3.3 17.6 56.7 9.7
Lateral epiphysis 29.1 0.0 8.1 25.0 36.9 22.0
Lateral metaphyseal area  - 85.5 6.9 2.3 16.1 0.0
Medial metaphyseal area 1.7 16.4 0.0 6.1 23.9 15.8
Midshaft 1.7 4.6 10.0 14.4 77.6 4.7
Medial epiphysis 0.1 18.1 27.2 9.3 27.6 4.4
Lateral rib end 4.3 10.8 146.9 150.9 62.2 36.9
Medial rib end 0.3 1.3 41.0 28.3 11.1 0.0
Midshaft 0.0 1.8 11.9 14.0 7.7 4.9
Side Bone
PMI (Months)
Left
Femur
Humerus
Rib
Right
Femur
Humerus
Rib
Sample point
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Appendix 39: Averaged total area of all pores within sample area for each 
sample point for caged pig carcasses 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
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(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
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(g) Humerus lateral metaphyseal area 
 
(h) Humerus medial metaphyseal area 
 
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
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(k) Rib lateral end 
 
(l) Rib medial end 
 
(m) Rib midshaft 
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Appendix 40: Averaged total area of all pores within sample area for each 
sample point for caged kangaroo carcasses 
(a) Femur lateral epiphysis 
 
(b) Femur lateral metaphyseal area 
 
(c) Femur medial metaphyseal area 
  
Estimating the PMI of skeletal remains 
Page 454 
  
 
 
 
(d) Femur midshaft 
 
(e) Femur medial epiphysis 
 
(f) Humerus lateral epiphysis 
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(g) Humerus lateral metaphyseal area 
 
(h) Humerus medial metaphyseal area 
  
(i) Humerus midshaft 
 
(j) Humerus medial epiphysis 
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(k) Rib lateral end 
 
(l) Rib medial end 
 
(m) Rib midshaft 
 
