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要 旨
本稿では，集団遺伝学の概要について解説すると共に，集団内に生じた突然変異体の頻度の
推移的な変化を解析的に表示する為に，小分散漸近理論を応用した著者自身による研究を紹介
する．これによって今まで解析的な表示がなかった複雑なモデルに対しても近似的な公式が与
えられるようになった．集団遺伝のモデルは台が常に有界なのに対して，漸近展開は正規分布
に沿った形で与えられる．それゆえ突然変異率が低い場合に，近似公式はうまく働かない．し
かし時間があまり経過していない場合や突然変異率が高い場合には，近似公式はよく機能する
事が確認できた．
キーワード： 小分散漸近理論，頻度分布，正規近似．
1. はじめに
1.1 集団遺伝学とは
集団遺伝学とは，メンデル集団という互いに交配によって結ばれた単一の生物の集団の中に
生まれた突然変異の挙動をモデル化し，解析及びデータの解釈を行う学問である．集団内に生
じた突然変異の本体は生殖細胞のゲノム内に起こる塩基の変異である．1塩基のみの変異から
ゲノム自体の倍加変異までさまざまな規模で起こりうるが，変異がゲノムに刻まれているとい
う事実は変わらない．突然変異はセレクションや集団構造の変化（分集団化，また分集団間の
移住，急激な人口増加やボトルネックなど），またゲノム内の他の領域との組み換えなど，さ
まざま圧力を受ける．これら圧力の影響を表す指標として，この突然変異体の集団内での割合
（頻度）がしばしば用いられる．もう 1つ重要で理解しやすい指標として，集団からサンプルを
取ってきた時の突然変異体の個数があるが，今回は話題にしない．集団に突然変異が生じたと
き，勿論それは集団内に 1つだけ存在する．ヒトのように 2倍体であれば，その生き物はゲノ
ムをペアで持っているので，集団の大きさが N だとすると当然変異体の頻度は 1/2N となる．
ここからスタートし，突然変異は上述の影響の結果，その頻度を増したりまたは集団内から消
失したりする．
ここで集団遺伝学上重要な仮定は，このメンデル集団が任意交配によって世代を重ねていく
という仮定である．勿論実際には集団は有限であるので近親婚は起きうるし，またペア同士の
選り好みなどで同類婚なども起こりうる．その場合は頻度変化の分散で規準化するなどして，
任意交配をしている有効数をその集団の数とするのでやはり仮定は成り立つ．この任意交配の
仮定の下で，N 個体いる現在の世代から遺伝子プールが形成され，そこから次の世代のゲノム
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がランダムな 2項選択によって再び 2N 個抽出され，N 個体の集団となる．ここで遺伝子プー
ルとは，現在の世代の生殖細胞から放たれた配偶子たちが作る巨大なゲノムのプールである．
実際例えばヒトであれば，男性の配偶子である精子は 1人当たり生涯に 10の 12乗のオーダー
でプールに供給され，女性の配偶子である卵子も（精子よりは大分少ないが）1人当たり 10の 2
乗のオーダーで供給される．このように巨大なプールの為，その中に含まれるゲノムの数は実
質無限大とみなしてよく，任意交配の仮定からランダムな 2項選択が行われるのである．（ここ
ではヒトで考えると精子の数と卵子の数で差がありすぎるように感じるかもしれない，しかし
実際モデリングはほとんどの場合雌雄同体と仮定し，雌性配偶子も雄性配偶子も同じように混
ぜて考える．またデータの解析にあたってこのように仮定しても特に問題はないと考えられて
いる．）このように，集団に生じた突然変異体の運命にはランダムネスが生じる事になる．こ
のことを遺伝的浮動（genetic drift）という．
1.2 モデリング
任意交配のランダムネスによって生じる頻度の浮動は，上述の説明から 1世代前の頻度に
のみ依存している．即ち遺伝子プール内の突然変異型のゲノムの頻度のその祖先型（野生型）
のゲノム頻度は，そのプールを生んだ世代の中のそれらの割合をそのまま反映するからであ
る．よってこのモデル（Wright-Fisherモデルという）はマルコフ連鎖によって記述される．（再
びヒトについて考えると，ヒトはWright-Fisherモデルの様に一斉に遺伝子プールを作ったり
せず，齢構造が存在する．しかし頻度の変化のタイムスパンはヒトの個人の人生の長さに較べ
て非常に大きいので，このようにマルコフ性を仮定してもうまく機能することが分かっている
（Charlesworth, 1994）．）
このマルコフ連鎖は，時間と頻度に対する適当な尺度の変更を施すことで拡散過程によって
近似できる．これを拡散近似という．具体的には，集団の大きさ N を無限大にしつつも，2N
世代でスケーリングした単位時間間隔は有限に保たれ，なおかつ突然変異体の頻度は（消失す
る時以外は）ある値 x∈ (0,1]を取るように操作された極限での近似である．この時，時刻 0で
の頻度の初期値を x0 とすると，母集団の中の突然変異体の頻度は
(1.1) xt = x0 +
∫ t
0
µ(xs)ds +
∫ t
0
σ(xs)dBs
と表される．ここで Bs はブラウン運動を表す．またやや混乱する言葉使いだが，集団遺伝学
におけるランダムネスの原動力である遺伝的浮動を genetic driftといったが，これは拡散項に
関する現象で，ドリフト項には関係がない．
具体的な例として，毎単位時間に一定の割合で同じ突然変異が起き続けるモデルを考える．
即ち祖先型と，そこから突然変異によって生じた派生型のどちらかの状態しか取らないとする．
またいったん派生型になったものからも，一定の割合で野生型に戻るという再起突然変異も起
きているとする．即ちこのモデルでの突然変異とは，祖先型から派生型への突然変異と，派生
型から祖先型への突然変異の相互方向への圧力の事を指す．派生型の頻度を xt とする．祖先
型から派生型への単位時間当たりの突然変異率を vとし，逆に派生型から祖先型への単位時間
当たりの再起突然変異率を uとする．この拡散過程は
(1.2) xt = x0 +
∫ t
0
{v − (u + v)xs}ds +
∫ t
0
√
xs(1− xs)dBs
と表される．この拡散過程に対応する生成作用素は
(1.3) L= {v − (u + v)x} d
dx
+
√
x(1− x)
2
d2
dx2
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であり，定常状態における reversibleな測度は，Beta分布
(1.4)
Γ(2u + 2v)
Γ(2u)Γ(2v)
x2v−1(1− x)2u−1dx
となる（Wright, 1931; Feng, 2010）．このように定常状態における頻度の分布は比較的に簡単に
求める事ができる．特に今の例のように変異がある座位がゲノムの他の領域と組み換えなどの
インタラクションがない，すなわち独立した座位である場合，その座位の定常状態における頻
度分布は，セレクションなどのさまざまな圧力を受けている場合でも解析的な解を求める統一
的な方法がかなり昔から知られている（Wright, 1931, 1937）．また組み換えなどのインタラク
ションが存在する場合は問題が急に複雑になるが，それでも定常状態においては，セレクショ
ンがない場合のモーメントを求める方法として，Kimura-Ohta法という一般的な方法が知られ
ている（Ohta and Kimura, 1969a）．またセレクションがある場合の幾らかの性質なども同じく
Ohta and Kimura（1969b）などで解析されている．加えて，もし連鎖している座位同士の組み
換え率が非常に低いような場合には，定常状態に至るとそれぞれ完全に独立とみなしてよいこ
とも数学的に証明されている（Ethier and Nagylaki, 1989）．
一方で頻度が時間に依存する推移的な状態の場合には，一般的にその分布を解析的に表現
するのは定常状態に較べてかなり難しい問題になる．それでも拡散過程に対応する偏微分方程
式が変数分離法などで解ける場合は，分布の厳密な解析解は求められている（Kimura, 1955a,
1955b; Crow and Kimura, 1956）．しかし推移的な状態の分布を解析的に表現する統一的な方法
は今まで開発されてこなかった．特に組み換えのある場合については，推移分布の密度関数の
解析的表現はほどんど手つかずのままであった．
そこで本稿では，Miura（2011）によって提案された小分散漸近理論を利用した遺伝子頻度の
推移分布の解析的表現を得る方法について紹介する．また実際に得られる解析的な表現は近似
的であるので，何らかの形で真の分布との比較が必要である．Miura（2011）では組み換えがあ
る場合について近似表現とシミュレーションとの比較を実行しているが，厳密な解析解が存在
する場合の比較は扱っていない．本稿では厳密な解析解が存在する式（1.2）で表されるモデルの
場合における比較についても例を示した．
2. 小分散漸近理論について
小分散漸近理論の応用の先行研究は，数理ファイナンスにおける派生証券価格の漸近展開に
おける評価などである（Yoshida, 1992; Takahashi, 1999; Kunitomo and Takahashi, 2001; 国友・
高橋, 2003）．今回の（集団遺伝学での）応用では，分布の形のみを念頭に置いているので，それ
らファイナンスでの応用よりもやや単純な議論で済む．
さて，小分散漸近理論では以下の についての微小拡散モデルを考える．
(2.1) x
()
t =x0 +
∫ t
0
µ(x()s )ds + 
∫ t
0
σ(x()s )dBs (0<≤ 1)
微小拡散モデルとは，式（2.1）の拡散過程における観測時間を有限の区間 [0, τ ]に固定するか
わりに，拡散係数が 0に収束する（→ 0）仮定の下での漸近理論である（西山, 2011）．ここでは
Takahashi（1999）や国友・高橋（2003）などを参考に，特に数学的な正当化にこだわらず，具体
的な計算の手順を示す．
式（2.1）は に関して以下のように形式的な展開が可能である．
(2.2) x
()
t =x
(0)
t + g1t + 
2g2t + 
3g3t + · · ·
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ここで
git =

i!
∂i
∂i
x
()
t
∣∣∣∣
=0
(i=1,2,3, . . . ).
今規準化のために
(2.3) y
()
t
def
=
x
()
t − x(0)t

と置くと
(2.4) y
()
t = g1t + g2t + 
2g3t + · · ·
となる．式（2.2）は式（2.1）について単純に形式的な展開を施したものであったが，実際に然るべ
き条件の下では，漸近展開（2.4）が適当な意味で正当化される（Watanabe, 1987, Theorem 2.2）．
この時 g1t は定義からWiener積分（非確率関数のブラウン運動に沿った積分）になる事がわか
り，従って正規分布に従う．また集団遺伝学のモデルに関してもその条件が満たされ，数学的
な正しさは保証されると考えられる．ここで y()t の特性関数を考えると
(2.5) ψ(ξ)=E[exp(iξy
()
t )]
=E[exp{iξ(g1t + g2t + 2g3t + · · ·)}]
=E[exp(iξg1t)exp(iξg2t)exp(iξ
2g3t) · · · ]
=E
[
exp(iξg1t)
{
1 + iξg2t + 
2iξg3t +
2i2
2
(ξg2t)
2 + · · ·
}]
=E[exp(iξg1t)] + iE[exp(iξg1t)(ξg2t)] + 
2iE[exp(iξg1t)(ξg3t)]
+
2i2
2
E[exp(iξg1t)(ξg2t)
2] + · · ·
=exp
{
i2ξcov(g1t)ξ
2
}
+ iE[exp(iξg1t)E[ξg2t|g1t]] + 2iE[exp(iξg1t)E[ξg3t|g1t]]
+
2i2
2
E[exp(iξg1t)E[(ξg2t)
2|g1t]] + · · · .
ここで反転公式を用いれば y()t の密度関数は以下の様な表現を持つ．
(2.6) φ
y
()
t
(x)=Norm(x;0,cov(g1t))
+ 
[
−
d∑
j=1
∂
∂xj
{
E[g2t|g1t = x]Norm(x;0,cov(g1t))
}]
+ 2
[
−
d∑
j=1
∂
∂xj
{
E[g3t|g1t = x]Norm(x;0,cov(g1t))
}
+
1
2
d∑
j,k=1
∂2
∂xj∂xk
{
E[g22t|g1t =x]Norm(x;0,cov(g1t))
}]
+ · · ·
ここで Norm(x; , )は正規分布の密度関数，dは xの次元を表す．最後に式（2.3）における y()t
の定義から，非確率的な関数 x(0)t によって平行移動し，また次元 dによるスケール変換を施す
ことで，x()t の密度関数は
(2.7) φ
x
()
t
(x)=
1
d
φ
y
()
t
(
x− x(0)t

)
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のように得られる．
式（2.1）から分かるように x()t は → 0につれて拡散の影響がなくなっていき，非確率的な
関数 x(0)t に近づいていくが，実際のモデルは式（2.1）の定義から =1のとき x
(1)
t =xt である．
従って次の章では xtの真の分布に対する近似公式として，式（2.7）に =1を代入し，展開を適
当な所で打ち切った関数を採用して，その有効性を検討する．
3. 例
3.1 式（1.2）の場合
問題のセッティングは 1.2節で述べた通りである．この問題の場合，式（1.2）に対応する偏微
分方程式は変数分離法で解け（Crow and Kimura, 1956），xt の分布の密度関数は
(3.1)
∞∑
i=0
x2v−1(1− x)2u−1
× F (2(u + v)− 1 + i,−i,2u,1− x)F (2(u + v)− 1 + i,−i,2u,1− x0)
× Γ(2u + i)Γ(2(u + v + i))Γ(2(u + v) + i− 1)
i!Γ(2u)2Γ(2v + i)Γ(2(u + v + i)− 1) exp
{
−i
(
u + v
i− 1
2
)
t
}
と表される．ここで F ( , , , )はガウスの超幾何関数．t→∞とすれば i=0以外の項は消え，
また初期値によらず Beta分布（1.4）に収束する（Gale, 1990）．
一方で漸近展開による近似公式として，今第 2項目までを用いた物を採用する．その為には
x
(0)
t ，cov(g1t)及び E[g2t|g1t = x]を求める必要がある．まず x(0)t は = 0とおいた時の非確率
的な関数であり，今の場合は非常に単純に
(3.2) x
(0)
t =
(
x0 − v
u + v
)
e−(u+v)t +
v
u + v
と求まる．cov(g1t)はこの場合 1次元なので単なる分散であり，g1t も展開（2.2）から
(3.3) g1t =
∫ t
0
exp{−(u + v)(t− s)}
√
x
(0)
s (1− x(0)s )dBs
となる．よって
var(g1t)=E
[(∫ t
0
exp{−(u + v)(t− s)}
√
x
(0)
s (1− x(0)s )dBs
)2]
(3.4)
=
∫ t
0
exp{−2(u + v)(t− s)}x(0)s (1− x(0)s )ds.
最後に E[g2t|g1t]であるが，これは Takahashi（1999）の式（2.14）から
(3.5) E[g2t|g1t = x]=α(x2 − var(g1t))
α=(var(g1t))
−2
∫ t
0
(
1
2
−x(0)s
)
exp{−(u+ v)(t− s)}
∫ s
0
exp{−2(u+ v)(t−w)}x(0)w (1−x(0)w )dwds
と導かれる．これらを用いると近似公式は Takahashi（1999）の式（2.19）から以下のようになる．
(3.6)
{
1− 3α(x− x(0)t ) +
α
var(g1t)
(x− x(0)t )3
}
Norm(x;x
(0)
t ,var(g1t))
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図 1. 定常状態付近での比較．
図 1（a）（b）は式（1.4）による定常状態での真の頻度分布と，ほぼ対応する式（3.6）における 2
項目までの近似公式を重ねて表示し，それぞれパラメータ u，vを変えたものである．初期値
は x0 =0.5とした．
図 1（a）は突然変異率が高い場合（u = v = 5）である．漸近展開は微小拡散モデルを仮定して
いるので，理論的には t→∞での正確さを保証していない．しかし形式的には十分時間の経
過した近似公式と定常状態の式（1.4）を比較する事はできる．近似公式では t=107 とした．図
からわかる通り定常状態に至ってもなお近似が非常にうまくいっている事がわかる．しかし
図 1（b）の場合のように突然変異率が低い（u = v =0.1）と，定常状態に近付くにつれて真の分布
は固定（頻度が 1になる）や消失（頻度が 0になる）が増え，台の両端によっていくので，近似公
式ではうまく状況を表現できない事が分かった．
3.2 ゲノム上の他の領域とインタラクションがある場合
3.1節で扱ったような，式（1.2）で表現される様な領域がゲノム上に 2つある場合を考える．
この時 2つの領域が独立であるなら，当然頻度の同時分布は単純に式（3.1）の積の形で表すこと
ができるだろう．しかし独立でない場合，すなわちインタラクションが存在する場合，問題は
非常に複雑になる．ここでインタラクションとは，既に述べている通り 2つの領域間の組み換
えの事を指す．組み換えとは 2倍体が配偶子を形成するにあたって，生殖細胞内のペアのゲノ
ム同士が互いに多数の領域を交換しあう現象である．ゲノムは染色体という複数本の断片に分
かれて存在している．今問題にしている 2つの領域が別の染色体に分かれて乗っているなら，
組み換えが起きても領域の交換の影響は受けず，独立したままである．しかし 2つの領域が同
じ染色体に乗っている場合，組み換えの影響を受け，個々の領域（領域 Aと領域 Bとする）の
それぞれの祖先型と派生型の頻度の積が，2つの領域を合わせて考えたペアの頻度とずれてく
ることが考えられる．
もう少し明確にモデルのセッティングをしよう．領域 Aの派生型を A，野生型を aとし，そ
の頻度をそれぞれ pt，1− ptとする．同様に領域 Bの派生型を B，野生型を bとし，その頻度
をそれぞれ qt，1− qt とする．Aから aへの（再起）突然変異率を u1，aから Aへの突然変異率
を v1とする．再び同様に，Bから bへの（再起）突然変異率をu2，bからBへの突然変異率を v2
とする．また領域 Aと領域 Bの間の組み換え率を cとする．ここで 2つの領域をペアにして，
つなぎ合わせて考えた時，考えうる型の組み合わせ（ハプロタイプという）は，AB,Ab,aB,ab
の 4つある．これらの頻度をそれぞれ x1t,x2t,x3t,x4t(=1− x1t − x2t − x3t)とする．今ある量
Dt を Dt ≡ x1tx4t − x3tx2t で定義する．もし領域 Aと領域 Bが独立であれば，この量は常に
0になるはずである．すなわち Dt はインタラクションの程度を表す変数である．これを連鎖
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不平衡（LD）という．勿論作り方から Dt も確率過程であり，分布をもつ．またより直接的に独
立からのずれとして Dt ≡ x1t − ptqt などと定義して上の式を導いてもよい．このようにセッ
ティングすると，変数の組 (x1t,x2t,x3t)と (pt, qt,Dt)の間には 1対 1の関係があることがわか
る（Mano, 2005）．よって本稿では組 (pt, qt,Dt)について考える．
(pt, qt,Dt)に関する生成作用素は
(3.7) L= {v1 − (u1 + v1)p} ∂
∂p
+ {v2 − (u2 + v2)q} ∂
∂q
− (1 + k + c)D ∂
∂D
+ D
∂2
∂p∂q
+ D(1− 2p) ∂
2
∂p∂D
+ D(1− 2q) ∂
2
∂q∂D
+
p(1− p)
2
∂2
∂p2
+
q(1− q)
2
∂2
∂q2
+
pq(1− p)(1− q) + D(1− 2p)(1− 2q) −D2
2
∂2
∂D2
,
ここで k= u1 + v1 + u2 + v2（Ohta and Kimura, 1969b）．対応する拡散過程は以下のようにな
る（Mano, 2007）．
(3.8) xt = x0 +
∫ t
0
µ(xs)ds +
∫ t
0
σ(xs)dBs,
ここで
(3.9) xt =
⎛
⎜⎝ ptqt
Dt
⎞
⎟⎠ , x0 =
⎛
⎜⎝ p0q0
D0
⎞
⎟⎠ , µ(xt)=
⎛
⎜⎝v1 − (u1 + v1)ptv2 − (u2 + v2)qt
−(1 + k + c)Dt
⎞
⎟⎠
σ(xt)
(
σ(xt)
)T
=
⎛
⎜⎝ pt(1− pt) Dt Dt(1− 2pt)Dt qt(1− qt) Dt(1− 2qt)
Dt(1− 2pt) Dt(1− 2qt) ptqt(1− pt)(1− qt) + Dt(1− 2pt)(1− 2qt)−D2t
⎞
⎟⎠ .
このモデルにおいては，真の分布に対する解析的な解は求められておらず，3.1節で扱った
場合と違って小分散漸近理論による近似公式が解析的な表現として意味を持つ．ただし生成作
用素を眺めてみても分かるように，3.1節の場合とは違い近似公式を求めるといっても，かな
り困難なことが予想される．実際例えば第 2項目を求めるために必要な E[g2t|g1t]は，勿論計
算を実行することは可能であるが，非常に冗長な表現になってしまい事実上あまり有用ではな
いと思われる．より高次の計算に対しては，更なる煩雑さがついて回る．小分散漸近理論を用
いた近似公式の構成の大きな利点の 1つは，正規分布に沿った高次の展開にある．しかし以上
のような理由から，組み換えがある 2つの領域のモデルに関しては，Miura（2011）では第 1項
までの近似，即ち正規分布 Norm(x;x(0)t ,cov(g1t))を採用しその有効性を検討している．それ
を以下に示す．
3.1 節の場合と同様に x(0)t と cov(g1t)を求める．x
(0)
t = (p
(0)
t , q
(0)
t ,D
(0)
t )
T の各成分は式（3.9）
から分かるようにお互いに独立しており，それぞれ簡単に求めることができて
(3.10) x
(0)
t =
⎛
⎜⎜⎜⎝
p
(0)
t
q
(0)
t
D
(0)
t
⎞
⎟⎟⎟⎠=
⎛
⎜⎜⎜⎝
(
x0 − v1u1+v1
)
e−(u1+v1)t + v1
u1+v1(
x0 − v2u2+v2
)
e−(u2+v2)t + v2
u2+v2
D0e
−(1+k+c)t
⎞
⎟⎟⎟⎠
となる．つぎに cov(g1t)であるが，まず g1t は形式的な展開（2.2）から
(3.11) g1t =
∫ t
0
∂µ(x(0)s )g1sds +
∫ t
0
σ(x(0)s )dBs,
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ここで ∂µ(x(0)s )は ∂µの各要素をそれぞれ (p,q,D)で偏微分したものを要素に持つ (3× 3)の行
列．この方程式の解は，解核行列 YtY −1s を用いて以下のように解ける．
(3.12) g1t =
∫ t
0
(YtY
−1
s )σ(x
(0)
s )dBs
ここで Yt は dYt/dt= ∂µ(x(0)s )Yt, Y0 = I3 を満たし，
(3.13) YtY
−1
s =
⎛
⎜⎝e
−(u1+v1)(t−s) 0 o
0 e−(u2+v2)(t−s) 0
0 0 e−(1+k+c)(t−s)
⎞
⎟⎠= (YtY −1s )T.
以上から cov(g1t)は
(3.14) cov(g1t)=
∫ t
0
(YtY
−1
s )σ(x
(0)
s )
(
σ(x(0)s )
)T(
YtY
−1
s
)T
ds.
図 2及び図 3はシミュレーションによる真の分布（の周辺分布）と近似公式から得られた曲線
を重ね合わせたものである（Miura, 2011）．時間は（a）から（c）へ流れている．図 2は突然変異
率が高い場合である．図から明らかな通り，突然変異率が高ければ時間が十分経過しても真の
分布は固定や消失する事がなくそれ故単鋒型を保ち，正規分布による近似はかなり良く機能し
ている．図 3は突然変異率が低い場合である．この場合でも（a）の様に時間があまり経過して
いなければ，近似は機能している．しかし時間が経過するにつれ，真の分布では固定や消失す
るものが増え，近似公式は機能しなくなる．LDについては固定や消失が増えた影響で，座位
が独立に見える場合が増え，単鋒型の分布であるものの正規分布での近似はできなくなってい
る．また図 2，図 3から，頻度の周辺分布についてはインタラクションが存在しても座位が 1
つの場合である 3.1節と同じ傾向を示す事がわかった．
4. まとめ
本稿では遺伝子の推移的な頻度分布の近似公式を与えるために，Miura（2011）によって提案
された小分散漸近理論を応用した方法とその例をみてきた．上述のように漸近展開はブラウン
運動に沿った形で表現され，実際の公式も正規分布に多項式（のベクトル）を掛けた形によって
与えられる．他方で突然変異体の頻度のモデルは常にシンプレックス（か，またはそれを変換し
た有界な領域）によって与えられる．すなわちこれらの確率モデルはサポートが違う．この為
にいくら形式的に展開が与えられ，またその収束が保証されたとしても，その漸近的な近づき
方は非常に遅いことが予想される．その為収束の速さや有効性を具体的に見積もるのは今後の
課題であると思われる．しかしながら 3章の例で示された通り，時間があまり経過していない
状態での近似公式はかなり良く真の分布を近似していることが見て取れる．このような状況が
役に立つのは，例えばある定常状態にあった集団が，時刻 tでその集団の大きさが（すなわち時
間や頻度のスケールが）急に変化したときなどが挙げられる．この場合は定常な分布は正確な
分布が得られているのだから，スケール変化後の推移的な分布を漸近近似公式で表現して，こ
れらを畳み込めば簡便にそのような状況が再現できる．その他に有用だと考えられる応用とし
ては，例でも見たように，分布が固定や消失に寄らないような状況ではこの公式はうまく機能
する．突然変異が祖先型と派生型相互に起きるという圧力以外でそのような状況が起こるケー
スとしては，超優性による多型の保持がある．ここで超優性とはセレクションの一形態で，2
倍体において野生型と派生型両方のゲノムを持っていた方が，ゲノムが両方とも野生型または
派生型である場合よりも有利に働く場合であり，ヒトでは獲得免疫に関わる遺伝子群が代表的
な超優性の働く座位（群）である．このように集団遺伝学に導入されたばかりの小分散漸近理論
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図 2. 突然変異が高い場合．p0= q0=0, D0=0, c=1, u1= v1 =u2= v2 =5．
図 3. 突然変異が低い場合．p0= q0=0, D0=0, c=1, u1= v1 =u2= v2=0.1．
350 統計数理　第 60 巻　第 2 号　 2012
であるが，問題点と応用の可能性双方とも，これから更に研究を深めていく事が重要だと考え
られる．
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A Population Genetics Study
Using the Small Disturbance Asymptotic Theory
Chiaki Miura
The Institute of Statistical Mathematics
To capture analytically the change of the transient frequency distribution of a mutant
arising in a population, we apply the small disturbance asymptotic theory. This enables
us to obtain an approximate formula for a model that does not have an analytical de-
scription. Model of population genetics always has a finite support. On the other hand,
the asymptotic expansion is given by a form in terms of a normal distribution. Hence
the formula does not work well when the mutation rate is low. However, we are able to
confirm that the formula gives a good approximation when time has not passed and also
when the mutation rate is high.
Key words: Small asymptotic disturbance theory, frequency distribution, normal approximation.
