Consider a C 1 vector field together with an ergodic invariant probability that has ℓ nonzero Lyapunov exponents. Using orthonormal moving frames along certain transitive orbits we construct a linear system of ℓ differential equations which is a reduced form of Liao's "standard system". We show that the Lyapunov exponents of this linear system coincide with all the nonzero exponents of the given vector field with respect to the given probability. Moreover, we prove that these Lyapunov exponents have a persistence property that implies that a "Liao perturbation" preserves both sign and value of nonzero Lyapunov exponents.
Introduction
Lyapunov exponents measure the asymptotic exponential rate at which infinitesimally nearby points approach or move away from each other as time increases to infinity. For a uniformly hyperbolic system with positive (resp. negative) Lyapunov exponents, its nearby system has positive (resp. negative) Lyapunov exponents as well. Using orthonormal frames moving along certain transitive orbits Liao (see [7] ) constructed a system of linear equations, known as a "standard system". In the hyperbolic case, our Main Theorem together with a result of Liao's [7, Theorem 2.4.1] shows that the Lyapunov exponents of the standard system coincide with those of the original flow. Professor Liao had conjectured this result. For the complement of uniform hyperbolicity in the space of all C 1 systems with C 1 topology, understanding dynamics through Lyapunov exponents and SRB measures is incomplete but very important (see Palis [11] ). Young [17, 18] constructed open sets of nonuniform hyperbolicity cocycles for certain special systems. In [16] Viana constructed an open set of systems with multidimensional nonhyperbolic attractors which have SRB measures [1] . For a compact surface, Bochi [2] showed that there is a residual set of C 1 area preserving diffeomorphisms so that each diffeomorphism in the set is either Anosov or has a zero Lyapunov exponent almost everywhere.
In the 1960's, Liao (see [7] ) constructed a system of linear equations, known as a "standard system". This system is essentially the variational equations along a typical orbit with respect to a typical orthonormal frame evolving along the orbit. Liao had used the standard system to give independent proofs of the C 1 closing lemma [7, Appendix A] and of the topological stability for Anosov flows [7, Chapter 2] . While Liao's approach is obviously philosophically related to Lyapunov exponents, the connection has never been rigorously shown. In the hyperbolic case, our Main
Theorem together with a result of Liao's [7, Theorem 2.4.1] shows that the Lyapunov exponents of the standard system coincide with those of the original flow. Professor Liao had conjectured this result.
We work with C 1 vector fields and develop a reduced form of Liao's standard systems. We consider a C 1 vector field together with an ergodic invariant probability that has ℓ nonzero Lyapunov exponents. Using typical moving orthonormal ℓ-frames along typical transitive orbits of the ergodic measure, and by using a characterization of the Lyapunov spectrum [5, 12] we construct a "reduced standard system" of differential equations and show that its Lyapunov exponents coincide with the nonzero exponents of the original vector field. In the final section we show that the nonzero Lyapunov exponents of the reduced standard system have certain persistence properties. Now let us describe the main theorem of the present paper. We denote by M n a compact smooth n-dimensional Riemannian manifold and by S a C 1 differential system, or in other words, a C 1 vector field on M n . As usual S induces a one-parameter transformation group φ t : M n → M n , t ∈ R on the state manifold and therefore a one-parameter transformation group Φ t = dφ t : T M n → T M n , t ∈ R on the tangent bundle. A probability ν on M n is φ-invariant if it is φ t -invariant for any t ∈ R. A φ-invariant probability is called φ-ergodic if every φ-invariant set has zero or full probability. For a compact metric space X and a topological flow ϕ t on it we denote by E(X, ϕ) the set of all φ-invariant and ergodic probabilities. Let ν be a φ-invariant and ergodic probability, i.e., ν ∈ E(M n , φ). From the Multiplicative Ergodic Theorem (see [4, 10] ), there exists a φ t -invariant subset B, with ν-full probability, such that for any x ∈ B and u ∈ T x M n the following limit, called Lyapunov exponent, exists:
It is known that ν has at most n different Lyapunov exponents, where n indicates the dimension of the state manifold M n .
Main Theorem Suppose that a φ-invariant and ergodic probability, ν ∈ E(M n , φ), has ℓ simple nonzero Lyapunov exponents
together with n − ℓ zero Lyapunov exponents. Then the reduced standard linear system (defined in
is well defined and has the following properties:
1. The matrix A ℓ×ℓ (t) is uniformly bounded and continuous with respect to t.
There exist
where y(t, v) denotes a unique solution of the initial value problem 
Consider a perturbation of the linear system
In Section 2 we review frame bundles and the corresponding one parameter transformation groups induced by a given vector field. In Section 3 we construct a reduced version of Liao's "qualitative functions" and then use them to present a characterization of the Lyapunov spectrum. In Section 4 we construct the reduced standard linear system of ℓ differential equations on a given probability and establish a relation between the nonzero Lyapunov exponents of this probability and that of the linear system. We complete the proof of the Main Theorem in Section 5. An example in Section 5
illustrates that the original standard linear system of n differential equations introduced by Liao [7, Chapter 2] fails to satisfy the conclusions of the Main Theorem, and so, it is necessary to develop the reduced standard linear system of ℓ differential equations for the Main Theorem. In Section 7
we present the notion of Liao perturbation and point out by the Main Theorem that a certain type of perturbation, known as "Liao perturbation", preserves the nonzero Lyapunov exponents.
One parameter transformation groups
We start from a C 1 vector field S on a compact smooth n-dimensional Riemannian manifold M n , and its induced one-parameter transformation groups φ t : M n → M n , t ∈ R on the state manifold and Φ t = dφ t : T M n → T M n , on the tangent bundle.
Fix some integer ℓ, 1 ≤ ℓ ≤ n. Construct a bundle U ℓ = x∈M n U ℓ (x) of ℓ-frames, where the fiber over x is
Let p ℓ : U ℓ → M n denote the bundle projection. Denote by proj k : U ℓ → T M n the map which sends α ∈ U ℓ to the k-th vector in α. The vector field S induces a one-parameter transformation group on U ℓ , which we denote (with the same notation as the tangent map for the sake of simplicity)
by Φ t , t ∈ R, namely,
For α = (u 1 , u 2 , . . . , u ℓ ) ∈ U ℓ and a nondegenerate ℓ × ℓ matrix B = (b ij ) we write
By the Gram-Schmidt orthogonalization process there exists a unique upper triangular matrix Γ(α) with diagonal elements 1 such that α • Γ(α) is orthogonal.
Construct the bundle F ℓ = U x∈M n F ℓ (x) of ℓ-orthogonal frames, where the fiber over x is
The bundle projection is given by q ℓ = p ℓ |F ℓ . The vector field S then induces a one-parameter transformation group
If we define π :
of orthonormal ℓ-frames, where the fiber over x is
, we get a one-parameter transformation group χ
ℓ is a bundle projection. It is easy to check that the following properties hold: 
Qualitative functions
For α ∈ F n , let ζ αk (t) = proj k χ t (α) , k = 1, 2, . . . , n. Note that ζ αk (t) > 0 for any t ∈ R.
Definition 3.1 For each k = 1, 2, . . . , n, we call ω k defined by:
a qualitative function over the orthogonal n-frame bundle F n and call ω k |F # n a qualitative function over the orthonormal n-frame bundle F # n .
The qualitative function for vector fields was introduced by Liao in 1963, and it plays an important role in Liao theory [4] [5] [6] [7] [8] . Sun introduced its diffeomorphism version and described its relation with Lyapunov exponents in [13, 14] , and determined in [15] the entropy of certain classes of Grassmann bundle systems by using these functions.
From the definition it is easy to show that
, and
dt , so the following lemma is clear.
If we denote by Q ν (M n , φ) the set of all points x ∈ M n that satisfy, for any continuous function
The following is a slight modification of [6, Theorem 4.1]. We state it here without proof.
Lemma 3.3 For any given
Now we fix the positive integer ℓ, ℓ ≤ n, as in the Main Theorem. Define
Then, id ℓ is a continuous projection. Forα ∈ F # ℓ , set:
It is clear by the definitions that bothζ k (α) andω k (α) are independent of the choice of preimages in id
and
and thus Lemma 3.2 holds forζ αk andω k , k = 1, . . . , ℓ. Observe that for
We remark that the above functionζ k , F # ℓ → R is not necessarily the same as ζ k : F # ℓ → R, and the functionω k :
φ) be as in the Main Theorem, that is, it supports ℓ nonzero
Lyapunov exponents λ 1 < . . . < λ ℓ together with n − ℓ zero Lyapunov exponents. Then there exist
Proof. Take a φ t -invariant subset Λ 1 ⊂ M n with ν-total probability so that at each point the spectrum of all Lyapunov exponents is λ 1 , . . . , λ ℓ together with n − ℓ zeros. Furthermore,
The existence of Λ 1 follows from the hypothesis of the present proposition and Theorem 2.2 in [12] .
Choose an arbitrary
is a continuous function. By Lemma 3.2 we then have
We point out that in the case when index k = 1 we have
If we suppose that Equation (3.5) is not true, then there would exist a minimal index i 0 > 1 such that
where |a k (t)| ≤ 1, k = 1, 2, . . . , i 0 . Now let us suppose that lim t→∞ |a i0 (t)| > 0. Observe that both a i0 (t) Φ t (u i0 ) proj i0 χ # t (α) and proj i0 χ t (α) express the same projection of Φ t (u i0 ) on the direction determined by proj i0 χ # t (α), thus
Therefore by Lemma 3.2
This is a contradiction to the choice of i 0 . For the case lim t→∞ |a i0 (t)| = 0, one then gets that
coincides with ω i dµ 1 for some i < i 0 , again a contradiction to the choice of i 0 . Consequently, (3.5) holds.
Now there is a permutation r : {1, 2, . . . , n} → {r(1), r(2), . . . , r(n)} so that ω r(i) dµ 1 = 0, i = 1, 2, . . . , n − ℓ, and
From Lemma 3.3, there exists a covering probability
This completes the proof of Proposition 3.4.
Corollary 3.5 For any givenα
and,
where p satisfies:
For n − ℓ + p + 1 ≤ i 0 ≤ n, we may deduce a similar inequality.
Reduced standard linear systems of ℓ differential equations
We start this section from the φ-invariant, ergodic probability ν ∈ E(M n , φ) assumed in the Main
Theorem together with its two covering probabilities µ ∈ E(F # n , χ # ) andμ ∈ E(F # ℓ , χ # ) and the corresponding total probability subsets Λ ⊂ M n and W ⊂ F # n as in Proposition 3.4. Take a point x ∈ Λ and an orthonormal frame α ∈ W F # n (x). Then
In this section we will construct the reduced standard linear system needed in the Main Theorem along the orbit orb(x, φ) with respect to the given orthonormal frame α ∈ F # n (x), by developing the technique in [4] .
) is an n × n upper triangular matrix with elements 1 on the diagonal.
, which is differentiable with respect to t ∈ R. Observe
Now let us denote R α (t) T by (r ij (t)) n×n , where r ij (t) = 0 if i < j; r ii (t) = ω i (χ # t (α)), i, j = 1, . . . , n. Setα := id ℓ (α). Recall from Section 3 that,ω i (α) = ω (n−ℓ)+i • id −1 ℓ (α), for i = 1, . . . , ℓ. We define a triangular ℓ × ℓ matrix A ℓ×ℓ (t) = (a ij (t)) ℓ×ℓ as follows: a ij (t) = 0 if i < j; a ij (t) = r (n−ℓ+i)(n−ℓ+j) (t) if i > j; a ii (t) =ω i (χ # t (α)), i, j = 1, . . . , ℓ. Thus
where α ∈ W F # n (x) and x ∈ Λ.
3) the reduced standard linear system of ℓ differential equations for the given system (M n , S, ν) with respect to an orthonormal n-frame α, where A ℓ×ℓ (t) is given by (4.2).
Proof of the Main Theorem (1.)(2.). For (1) it is sufficient to show A ℓ×ℓ (t) is uniformly bounded. In [4] Liao proved that sup t∈R R α (t) < ∞, from which it is easy to get
Now we prove the Main Theorem (2.) by showing the following proposition. Proof. Solving the initial value problem
Proposition 4.2 Let ν ∈ E(M n , φ) be as in the Main Theorem. Let us take covering probabilities
we get
This equality together with Proposition 3.4 implies the following lim t→∞ 1 t log |y ℓ (t, e ℓ )| = lim
Solving the initial value problem
Thus,
By repeating this procedure we will obtain:
From the form of the functions y ℓ (t, e ℓ ), . . . , y 1 (t, e 1 ), which depend linearly on the initial values e 1 , e 2 , . . ., e ℓ , we get easily ỹ(t, e i ) = |y i (t, e i )|. This proves the proposition and thus proves parts (1.) and (2.) of the Main Theorem.
Proof of the Main Theorem (3.)
In this section we will complete the proof of the Main Theorem.
Let ν ∈ E(M n , φ) denote the given probability in the Main Theorem. Let µ ∈ E(F # n , χ # ) and
be the covering probabilities, and let Λ ⊂ M n and W ⊂ F # n be the two total probability sets, q 
Let T 1 ≥ 1 be a fixed constant and let T i+1 = 2T i , i = 1, 2, . . . . 
Proof. This is a partial result of [8, Theorem 2.1], where Liao gave a general proof. We present a proof of our case here for convenience to readers. Set
Whenγ ∈ id ℓ (W ) we choose and fix γ ∈ W with id ℓ (γ) =γ. We have from Proposition 3.4, for
By Chapter 6 in [9] ,
where the convergence is uniform with respect to the choice of a ∈ R. For δ = 1 and a = 0 we get
For η > 0 one can thus take an integer d = d(η) > 0 such that
Let us consider aμ-preserving homeomorphism ρ = χ
Applying the Birkhoff Ergodic Theorem to the homeomorphism ρ δ and continuous function h(γ; T, δ), δ = ±1, there is ã µ-measurable subset X ⊂ F # ℓ withμ(X) = 1 such that for anyγ ∈ X, δ = ±1, the following limit exists
Moreover,
This implies that the set {γ ∈ F
} isμ-measurable and hasμ-probability less than or equal to 
From the Poincaré Recurrence Theorem, let us take a subset
, with the property that for eachγ ∈ Y ′ there exists a sequence {s(j)} of the form (5.1), so that ρ
This gives rise to
Denote by ξ(γ) a character function for Y on F # ℓ . Let us consider aμ-preserving homeomorphism
Thenξ is a Baire function. Let
By the Birkhoff Ergodic Theorem there exists a subset Z ⊂ F # ℓ ,μ(Z) = 1, such that for all γ ∈ Y Z, the limit exists
for both δ = 1 and δ = −1, which implies thenμ(E(η, ψ)) ≥ 1 2 . Now for each integer i ≥ 1 take ψ as
Then there is a sequence {s(j)} of the form (5.1) such that ξ(ψ
whereγ ∈ F (η, ψ i ); l = 1, 2, . . ., j = 0, ±1, ±2, . . ., and δ = ±1. Letting D(ϑ, η) := F (η, ψ i ) we complete the proof of Lemma 5.1.
and c(i, η) < c(i + 1, η), and thus
Theorem 5.4 (Liao, [8] ) Consider two systems
Let the following (i)(ii) and (iii) hold.
(i). For any t ∈ R, C(t) = (c ij ) ℓ×ℓ is a lower triangular ℓ × ℓ matrix. C(t) is continuous with respect to t and uniformly bounded.
(ii). There exist constants λ > 0, T > 0, c = 1 16 min{1, λ}, and a bi-infinite sequence {s(j)} of the form (5.1) so that for some integer p ∈< 0, ℓ > the following inequalities hold
(iii). Vector function f(t, y) is continuous with (t, y) and is uniformly bounded and Lipschitz
with respect to y.
Then, for each u * ∈ R ℓ there exists uniquely u ∈ R ℓ so that the solutions y(t, u 
(c). There exist constants C * > 0 and d > 0 so that
Proof. (a) and (b) are Theorem 3.1 in [8], its Corollary 1 is (c).
Proof of the Main Theorem (3.). For ν ∈ E(M n , φ) let us consider all its ℓ nonzero Lyapunov exponents λ 1 < . . . < λ p < λ p+1 < . . . < λ ℓ , where λ p < 0 < λ p+1 . We recall again from Proposition 3.4 the covering probabilities Observe that the kk-th entry of the matrix A ℓ×ℓ (t) is
Sinceα ∈ F (η) and p ≤ ℓ there exist, by Lemma 5.2 and Corollary 5.3 a positive number T > 0 and a sequence {s(j)} of the form (5.1) such that
Observe λ k = ϑ k (μ) < λ, and so we get
Now we apply Theorem 5.4 to complete the Main Theorem. Since ∆ * in Theorem 5.4 is surjective,
and the solution y(t, u * k ) of the initial value problem
for some constants C * > 0 and d > 0. Letting j = 0 and thus s(j) = 0 it follows
for |t| ≥t > 0. This yields by Proposition 4.2 lim sup
where we recall c = 1 16 min{1, λ}. Since λ and thus c can be taken small enough, we get
Now one can easily get
for |t| ≥t > 0. This gives rise to
Since c can be taken small enough, we get
This completes the proof of the Main Theorem.
Example. When ℓ < n − 1, the system (M n , φ, ν) is not hyperbolic. In this case the Main Theorem does not hold for the linear system [7, Chapter 2] dy dt = yR γ (t)
T of n first order differential equations based on α ∈ F # n , where R α (t) is defined as in Section 4 (see also [7, Chapter 2] ). This is illustrated by the following example. Let n = 2, ℓ = 1. Take α = (u 1 , u 2 ) as in Section 3. Then the linear system based on α is
We consider the case when lim t→±∞ where a > 0 is a small constant. We get y 2 (t) = at, and thus get 0 > lim t→±∞ 1 t log (y 1 (t), y 2 (t) ≥ lim t→+∞ 1 t log |at| = 0, which is a contradiction.
A persistence property for Liao perturbations
A nearby C 1 vector field, while perturbing a given one, keeps neither value nor sign of Lyapunov exponents, in general. However, if we perturb the given C 1 vector field by a "Liao perturbation", we will show in this section that the perturbed vector field will keep both sign and value of the nonzero Lyapunov exponents. The class of Liao perturbations is constructed using the standard system of the given vector field.
Recall that S is the C 1 vector field on M n given in Section 1. It reduces then in Section 2 the flows φ : M n → M n , χ # : F with respect to the orthonormal n-frame β we chose. Let us take and fix x ∈ Λ and β ∈ W so that q # n (β) = x andβ := id ℓ (β) ∈ F (η). Construct a standard map P β : R × R n → M n P β (t, y) = exp( As M n is a compact C ∞ Riemannian manifold, the exponential map exp : T M n → M n is C ∞ and there exists a constant ζ 0 > 0 such that for any x ∈ M n , exp maps {u ∈ T x M n | u < ζ 0 } differentially into a neighborhood of x on M n . Let X be a C 1 vector field, a perturbation to the given vector field S. Fixing t ∈ R, there exists a unique tangent vector field X β (t, y) on B 0 = {y ∈ R n | y < ζ 0 } so that dP βt (X β (t, y)) = dP β (0, X β (t, y)) = X(P β (t, y)) − dP β ( ∂ ∂t | (t,y) ).
The system dy dt = X β (t, y)
can be written as dy dt = yR β (t) T +f (t, y),
where R β (t) T = (r ij ) n×n is defined in Section 4, r ii (t) = ω i (χ # t (β)), for i = 1, . . . , n. The vector functionf (t, y) is bounded and Lipschitz. The system (6.1), called the Liao standard system of
