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ABSTRACT
The microscopic mechanism leading a quantum system towards its thermodynamical
equilibrium state, i.e. the thermalization process, has been at the center of a debate
since the very early days of quantum statistical mechanics. During the 90’s, thanks
to the works of J.M. Deutsch and M. Srednicki, this topic was founded on more solid
theoretical grounds with the development of what is now known as the Eigenstate Ther-
malization Hypothesis (ETH), which appears to explain thermalization in a large class of
closed quantum systems. Recently, experimental advances in atomic, optical, nuclear and
condensed matter physics has generated a wide range of new possibilities for the study
of highly tunable many-body systems in an isolated environment. This gave birth to a
renaissance of theoretical interest towards systems which fail to thermalize, violating the
ETH. The focus of this thesis is on a well-known phenomenon which protects a system
against thermalization and emerges in disordered environments, named Anderson local-
ization. In the first chapter we give a pedagogical introduction to the ETH, combining
elements from quantum chaos and Random Matrix Theory. The second chapter deals
with localization theory and its recent extension to interacting systems, i.e. Many-Body
localization, reviewing the main features of these phenomena and the basic hallmarks
which allows one to distinguish between ergodic and localized phases. In the third and
fourth chapter we present and analyze the model on which we performed numerical in-
vestigations in order to detect localization signatures. Such a model is a generalization
of the 1D Kitaev chain for fermions with long-pairing, on which we induced the disorder
and numerically studied its spectral and entanglement properties. Our results highlight
some new aspects of localization in free-fermionic chains, with respect to the interplay
between the disorder and the long-range pairing, opening new perspectives for future
works.

SOMMARIO
Il processo di termalizzazione è l’insieme di fenomeni microscopici che porta un sistema
fisico verso quello che chiamiamo stato di equilibrio termodinamico. Nel corso degli anni
’90 il lavoro di J.M. Deutsch e M. Srednicki ha posto solide fondamenta teoriche per la
comprensione della termalizzazione in sistemi quantistici, con la formulazione della cosid-
detta Eigenstate Thermalization Hypothesis (ETH), fornendo un’elegante descrizione di
questo meccanismo. Recentemente, progressi sperimentali nei campi della fisica atomica
e dello stato solido hanno dato vita a nuove possibilità nello studio di sistemi quantistici
a molti corpi isolati, con una grande precisione nel controllo dei parametri macroscopici.
Questi avanzamenti in campo sperimentale hanno dato vita, nell’ultimo decennio, a un
rinnovato interesse teorico nei confronti di sistemi che, non rispettando l’ETH, evitano
la termalizzazione. Questo lavoro si concentra su un fenomeno caratterizzante di sistemi
quantistici disordinati chiamato Localizzazione di Anderson. Nel primo capitolo viene
fornita una introduzione al concetto di termalizzazione quantistica e alla derivazione
dell’ETH, combinando elementi di teoria quantistica del chaos e Random Matrix The-
ory. Il secondo capitolo tratta la teoria della localizzazione e la sua recente estensione
a sistemi interagenti, chiamata Many-Body localization: vengono spiegate le principali
caratteristiche e implicazioni di questi fenomeni, introducendo i principali indicatori uti-
lizzati per distinguere fasi localizzate da fasi ergodiche. Infine, nel terzo e nel quarto capi-
tolo viene presentato e analizzato il modello di Kitaev unidimensionale disordinato con
decadimento a lungo raggio del termine di pairing, oggetto del nostro studio. I risultati
numerici presentati consistono principalmente in un’analisi spettrale delle autofunzioni
dell’Hamiltoniana del nostro modello e in un’indagine sulle proprietà di entanglement,
dimostrando l’esistenza di una fase localizzata.
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INTRODUCTION
During the twenties of the past century, when quantum theory was developed by some
of the most brilliant physicists ever lived, classical statistical mechanics was a well-
established field of research. Indeed, it was in 1902 that Gibbs saw his landmark book
“Elementary principles in statistical mechanics” published [1], setting what is widely rec-
ognized as the birth of modern statistical mechanics. [2] As the mathematical background
of the new quantum mechanics was settled, John Von Neumann spent significant efforts
in order to generalize the fundamental concept of ergodicity and to prove the tendency
of a quantum state to evolve towards the state of maximum entropy, the so called H-
theorem. [3]. Really soon, a new field of research, which can now be considered one of
the pillars of modern physics, emerged: quantum statistical mechanics. [4] However, some
fundamental questions, strictly related to the studies of Von Neumann, remained open
till nowadays. For example, let us first consider an isolated classical system subject to
some macroscopic constraints, such as conservation of volume, number of particles and
total energy. Statistical mechanics allows the derivation of its equilibrium properties
starting from a fictitious ensemble of systems evolving under the same Hamiltonian and
constrained by the same imposed restrictions. Then, we assign a probability to each
member of the ensemble, and the macroscopic behaviour of the system is described by
some thermodynamic quantities that we are able to calculate through averages over the
ensemble. [1] For an isolated system, the ensemble is tipically chosen to be the micro-
canonical one, in which to every microscopic configuration (every microstate) is given an
equal a-priori probability, i.e. the states of the system are uniformly distributed over the
accessible hypersurface in phase space, accordingly to the microcanonical distribution. [5]
The correctness of the procedure used in statistical mechanics, however, is not so obvious:
in actual experiments, generally there is no ensemble of systems (but only one) and the
relation between the method just depicted and the measurable outcome is often doubtful.
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To address this issue, the main line of thought offered in most textbooks is the invo-
cation of the ergodic hypothesis: during its time evolution, an ergodic system dynam-
ically explores every region of phase space (accordingly with the external constraints)
and, in the long-time limit, the time spent in each state is proportional to its volume.
Thanks to ergodicity, we can equal time averages to ensemble averages, which are easier
to calculate. Ergodicity has been formally proved only for few systems, such as the Sinai
billiard [6], the Bunimovich stadium [7], and systems with more than two hard spheres on
a torus [8].
Within this framework, a crucial problem concerns the nature of thermalization, i.e.
the process of relaxation of a system towards an equilibrium state in which we can ex-
ploit the ergodic hypothesis. We should stress that the ergodic hypothesis does not hold
for every class of interacting systems, especially in low dimensions. In 1D, actually,
there are many notable examples of systems which fail to thermalize, even in the weak
sense. A famous example is the Fermi-Pasta-Ulam numerical experiment in a chain of
anharmonic oscillators, for which the most recent results show no thermalization (or
extremely slow) [9]. Relaxation towards the equilibrium state can also be extremely slow
in turbulent systems [10] and in glassy systems [11].
Remarkably, the understanding of quantum thermalization has been recently grounded
on quite solid foundations, thanks to the formulation of the Eigenstate Thermalization
Hypothesis (ETH) [12–14]. In a nutshell, the ETH implies that thermalization may occur
in isolated quantum systems only if they can act as their own bath. In this case, the hy-
pothesis states that the long-time behaviour of any physical observable in an eigenstate
|ψ〉 of the system is equal to its microcanonical average if |ψ〉 is the only eigenstate in the
microcanonical window. Thus, it is possible to describe the thermodynamics of closed
systems with the so called ”Single Eigenstate Ensembles”, i.e. ensembles constructed
with only one Hamiltonian eigenstate. However, not all closed quantum systems do act
as reservoirs that thermalize their subsystems, and the ETH do not apply to almost two
important classes of systems: integrable systems, which possess an infinite set of exten-
sive conserved quantities, and localized systems, which are strictly connected to the role
of disorder in quantum physics.
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In the context of condensed matter physics, disorder is often an unavoidable factor,
and it is the cause of a rich phenomenology, which implications were first made concrete
by Anderson [15] in his seminal work of 1958. His idea of the suppression of transport
in a quantum lattice, due to the randomness of onsite potentials, paved the way for
a quantum theory of dynamics in a disordered environment, and goes far beyond this,
with deep implications on the basic assumptions regarding the theory of thermalization
and equilibration in isolated quantum systems. Whether the interplay of disorder and
interactions between the constituents in quantum systems keeps the absence of diffusion
and the other typical properties of Anderson localized systems alive was the fundamental
doubt that motivated the search for the so-called Many-Body Localized phase in the past
ten years, first addressed in [16,17] with a systematic perturbative approach.
This recent renaissance of the localization subject has to be framed in the more general
renewed interest in the physics of closed systems, i.e. isolated systems without any
coupling with an external reservoir, which is mainly due to three concomitant factors:
- An experimental revolution has been fueled by huge advances in experimental
techniques, which has made it possible to manipulate quantum systems with many
degrees of freedom. A whole new range of methods, including ultra-cold atoms
arranged in optical lattices [18–20] or some sort of similar confinements, or ion trap-
ping [21,22], permits the set up, control and study in laboratory of strongly-interacting
quantum systems [23–25]. Such improvements expanded enormously our possibilities
to explore and understand some features of quantum systems, like equilibration
and thermalization. In particular, thanks to setups with optical lattices, it has
been made possible to realize condensed-matter-like interacting systems with fine
grained control over the model parameters, leading to a massive interest in ques-
tions concerning out of equilibrium dynamics of such systems, motivated by the
need to understand experimentally realisable physical situations and not only the-
oretical curiosities.
- The second great development lies in the availability of new extremely power-
ful machines: supercomputers. Simulations of the dynamical behaviour of large
quantum systems for relatively long times became possible, thanks to a big in-
crease in computing power as well as new numerical methods such as Density
Matrix Renormalization Group [26] or tensor network methods [27]. Other advances
have been new improvements of exact diagonalization methods [14,28,29], quantum
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Monte Carlo techniques [30], dynamical mean field theory [31] and density functional
theory [32]. Moreover, a lot of numerical works were produced in recent years on
questions about equilibration and thermalization in closed quantum systems and
on dynamics of quantum phase transition, with particular focus on so-called quan-
tum quenches, i.e. abrupt changes of the Hamiltonian that lead the system out of
equilibrium.
- Finally, the third driving force is the development of new mathematical and the-
oretical methods, motivated in part by research in quantum information theory.
These techniques brought to new approaches to the central key questions, inspiring
works on tipicality and random states [33,34] , other than contributing with notions
developed in quantum information propagation research, such as Lieb-Robinson
bounds [35–37] and entanglement in many-body systems [38–40].
As we already said, the most intriguing feature of localized system is that their long-time
properties are not captured by the conventional ensembles of quantum statistical me-
chanics. This leads to striking memory effects, since these systems can locally remember
for long times information about initial conditions, which are normally erased by the
thermalization process. Thus, interest towards localized systems goes far beyond their
connection with open questions on the foundations of statistical mechanics, embracing
new possibilities in terms of quantum information storing.
In this thesis we explore localization properties of a fermionic one dimensional model
known as the Kitaev chain [41]. In its original formulation, the Kitaev model described
a superconductive wire which supports unpaired Majorana modes at the edges of the
chain, implying the existence of a topological superconducting phase [42]. Recent obser-
vations [43–46] of Majorana zero modes in spin-orbit coupled semiconductors gave a new
push to research interest in topological features of many-body systems, opening new
perspectives in the field of topological quantum computation [42,47]. We consider a disor-
dered version of a recently proposed generalization of the Kitaev chain with long-range
pairing [48], decaying with distance l as a power-law ∼ 1/lα. Such long-range model has
been recently proposed as a candidate for helical Shiba chains, made of magnetic impu-
rities on an s-wave superconductor [49]. The novelty of this work resides in the study of
the relation between the long-range pairing and the disordered environment, a subject
which has not received a lot of attention so far, except for few works on interacting spin
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models [50–54].
The manuscript is organized as follows: in the first chapter we will review the concepts
which underlie the modern understanding of the thermalization mechanism in quantum
systems, starting from the notion of quantum chaos in the framework of Random Matrix
Theory. We will explain which properties characterize a quantum ergodic system, show-
ing the derivation of the Eigenstate Thermalization Hypothesis. In the second chapter
we will introduce the main ideas that led to the formulation of localization theory, briefly
reviewing Anderson’s original results and implications. Then we will turn to the recently
developed theory of Many-Body Localization (MBL), describing its basic hallmarks and
setting the basis for the comprehension of our investigations. Chapter 3 revolves around
the description of both short-range and long-range Kitaev models, with focus on critical
behaviour of correlation functions and entanglement properties. Finally, in chapter 5 we
will show our original results, based on numerical investigations of the disordered Kitaev
chain with long-range pairing. We will mutuate some ideas from MBL theory, analyz-
ing spectral features and spectral statistics in order to identify signatures of a localized
phase. Moreover, the final part of the chapter contains some entanglement results, con-
cerning in particular the scaling of the bipartite entanglement entropy with the size of a
subsystem of the chain.
5
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FROM CHAOS TO QUANTUM
THERMALIZATION
The derivation of the ETH and its implications for statistical mechanics are the subject
of this first chapter. As we will see, ETH combines basic ideas from quantum chaos
and Random Matrix Theory in a clear mathematical sense that is somehow unparalleled
in classical physics. This fact is impressive in itself, since the relation between the
microscopic dynamics and macroscopic behaviour is more subtle in the quantum world
than in classical mechanics. In fact, the notion of phase space is absent in the quantum
picture because of the uncertainty principle, which denies the possibility of measuring the
position and the momentum of a particle simultaneously. Furthermore, the linearity of
Schrödinger equation implies that the key ingredient leading to chaos in classical systems,
i.e. nonlinear equations of motion, can not be exploited in the quantum framework.
1.1 CHAOTIC SYSTEMS AND RANDOM MATRIX THEORY
1.1.1 CLASSICAL CHAOTIC SYSTEMS
Although there is not a universal recognized definition of chaos, a classical system is
considered chaotic if it shows strong sensitivity of phase-space trajectories to small per-
turbations. While chaotic dynamics in this sense is quite common in classical physics,
there is an important class of systems which do not show this type of behaviour: inte-
grable systems. A classical system described by an Hamiltonian H(p, q), with canonical
coordinates and momenta q = (q1, · · · , qN),p = (p1, · · · , pN), is said to be integrable if
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it has a set of N independent conserved quantities {Ii} in involution:
{Ii, H} = 0, {Ii, Ij} = 0, (1.1)
where
{f, g} =
N∑
i=1
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
(1.2)
is the Poisson bracket. Exploiting Liouville’s integrability theorem, we can define a
canonical transformation to action-angle variables (p, q) → (I, θ) such that H(p, q) =
H(I) [55]. Thus, the solutions of the equations of motion become trivial: Ii(t) = Ii(0) =
constant, and θi(t) = Ωi(t) + θi(0). Such a motion is obviously not chaotic. Figure 1.1
provides a feeling about trajectories of a particle in a cavity subject to chaotic dynamics:
if one follows two initially close trajectories one finds that after some bounce against the
walls, they become completely uncorrelated.
Figure 1.1: Example of a chaotic trajectory of a particle in a cavity: Bunimovich stadium [7].
A necessary, and often sufficient, condition for chaotic dynamics to occur is that the
number of independent conserved quantities in involution is smaller than the number of
total degrees of freedom. The motion of a single particle in one dimension is obviously
integrable, since the conservation of energy provides a unique (up to a sign) relation
between its coordinate and momentum. In two dimensions chaos becomes possible, since
the constraint imposed by the energy is not sufficient anymore. In order to make the
motion regular, we have to add another conservation law, e.g. conservation of total
angular momentum. In many-particle systems, we consider a system chaotic if there is
not an extensive set of integrals of motion.
We can ask what happens to an integrable systems if subject to a small perturbation
that, in some sense, breaks its integrability. An important argument related to this
question is the KAM theorem [56], which implies that for a large set of initial conditions
the motion of a system under small perturbations remains perpetually quasiperiodic.
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1.1.2 RANDOM MATRIX THEORY
In this section we will briefly discuss some notions about quantum chaos that will be
needed for the derivation of the ETH. For more complete reviews on quantum chaos and
Random Matrix Theory (RMT) see references [57,58].
As mentioned in the introduction of this chapter, the classical notion of chaos does not
directly fit quantum systems. The main reason lies in the linearity of the Schrödinger
equation, that does not allow an exponential divergence of trajectories of the wave func-
tions even after long times. Actually, the overlap between different states, evolved with
the same Hamiltonian, remains constant. Also, one does not have a proper definition of
what a trajectory is, since coordinates and momenta cannot be determined simultane-
ously due to the uncertainty principle. Thus, what is chaos in quantum systems?
This question was largely ignored until the 70s when, after a seminal work by Gutzwiller [59],
it began to attract massive interest, which led to the foundation of a research field broadly
known as quantum chaos. Still nowadays, many questions remain unsolved, including a
precise definition of quantum chaos.
The grounds of quantum chaos theory were provided by some fundamental works by
Wigner [60,61], Dyson [62] and others, who developed a theory for explaining the random
spectra of some atomic nuclei, now known as Random Matrix Theory (RMT). RMT is
a powerful theory and, as we will explain later, underlies our understanding of thermal-
ization in quantum systems. Speaking about complex quantum systems such as atomic
nuclei, Wigner, in his original works, formulated the idea that it is hopeless to try to
calculate all the exact eigenstates and eigenenergies, and it is more suitable to focus
on statistical properties. The second main idea is that, restricting to a certain energy
shell in which the density of states is constant, the Hamiltonian looks like a random
matrix. From the statistical study of this kind of random matrices one can get useful
informations about the properties of energy levels and eigenstates.
We can get a deeper understanding of these concepts using simple 2 × 2 Hamiltonians,
whose elements are random numbers taken from a gaussian distribution:
H =
 ε1 V√2
V ∗√
2 ε2
 , (1.3)
where the introduction of the
√
2 leaves the Hamiltonian in an invariant form under basis
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rotations. We can diagonalize (1.3) and obtain the spectrum
E = ε1 + ε22 ±
√
(ε1 − ε2)2 + 2|V |2
2 . (1.4)
In the presence of time-reversal symmetry 1 we can write the Hamiltonian as a real matrix
(V = V ∗). From the eigenvalues (1.4), we can calculate the energy-level statistics, i.e.
the distribution of the spacings between adjacent levels P (E1 − E2 = ω) = P (ω):
P (ω) = 1(2π)3/2σ3
∫
dε1
∫
dε2
∫
dV δ(
√
(ε1 − ε2)2 + 2V 2 − ω) exp
(
−ε
2
1 + ε22 + V 2
2σ2
)
= 12πσ2
∫ ∫
dξdV δ(
√
2ξ2 + 2V 2 − ω) exp
(
−ξ
2 + V 2
2σ2
)
,
(1.5)
where we set ε2 = ε1 +
√
2ξ and we evaluated the Gaussian integral over ε1. Swithcing
to cylindrical coordinates, V = r cos(x), ξ = r sin(x), we are left with
P (ω) = ω2σ2 exp
(
− ω
2
4σ2
)
. (1.6)
If the system does not present invariance under time reversal, we can treat independently
<(V ) and =(V ), and using spherical coordinates in a similar calculation leads to
P (ω) = ω
2
2
√
π(σ2)3/2 exp
(
− ω
2
4σ2
)
. (1.7)
We can note some remarkable features of these two distributions:
a) P (ω)→ 0 as ω → 0. This basically means that there is level repulsion.
b) At large energy separations, P (ω) decays as a Gaussian.
We can write (1.6) and (1.7) as a single expression:
P (ω) = Aβωβ exp(−Bβω2), (1.8)
with β = 1 for systems with time-reversal symmetry and β = 2 otherwise and the
coefficients A,B are found by normalizing P (ω) and fixing the mean value of the spacing.
This calculation can be easily generalized to larger matrices, and it is possible to define
an ensemble of random matrices drawn from a Gaussian distribution [63]:
P (H) ∝ exp
(
− β2a2 Tr{H
2}
)
= exp
 β
2a2
∑
ij
HijHji
 , (1.9)
1For example, consider systems without an external magnetic fields.
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where a indicates the overall energy scale. For systems with time-reversal symmetry
(β = 1) all the entries in H are real, satisfying Hij = Hji, and we get the so-called
Gaussian Orthogonal Ensemble (GOE). For β = 2 we have Hij = H∗ji, that is the
Gaussian Unitary Ensemble (GUE). It can be noted that the
√
2 factor in (1.3) ensures
the possibility of describing the Hamiltonian by the distribution (1.9).
Although we do not provide a detailed derivation of the level statistics, we point out
some crucial properties of this result: first, the choice of the ensemble in (1.9) is natural,
since the ensemble must be invariant under any orthogonal (GOE) or unitary (GUE)
transformation. So, the distribution can only depend on the invariant Tr{H2}, which is
a sum of many independent contributions and should satisify the central limit theorem.
Second, the exact level spacing distributions (known as Wigner-Dyson distributions) do
not have a precise analytical form, but they are both qualitatively and quantitatively
close to (1.8), named the Wigner Surmise.
Since its formulation, Wigner’s idea was intended to explain statistical properties of
“complex” systems, but the range of validity of this theory was unclear until 1984, when
Bohigas, Giannoni and Schmidt found that the level statistics of a system composed
by a single particle in an infinite potential well with the shape of a Sinai billiard at
high energies (i.e. in the semi-classical limit) was described by a Wigner-Dyson dis-
tribution [64]. Thus, they conjectured that RMT is able to describe quantum systems
which have a classical chaotic counterpart. This conjecture, known as BGS conjecture,
has been confirmed in many different setups, and very few counterexamples has been
shown to violate it. The Wigner-Dyson level statistics is therefore considered a defining
property of quantum chaotic systems.
Another important statement we can make exploiting RMT is about the eigenvectors
of random matrices. In particular, the joint probability distributions of eigenvectors
components is given by [65]
PGOE(ψ1, ψ2, · · · , ψN) ∝ δ
∑
j
ψ2j − 1
 , PGUE(ψ1, ψ2, · · · , ψN) ∝ δ
∑
j
|ψj|2 − 1
 ,
(1.10)
where ψj are the components of eigenvectors in some fixed basis. This expression fol-
lows from the orthogonal (unitary) invariance of the random matrix ensemble, since the
distribution can depend only on the norm
√
(∑j ψ2j )(√(∑j |ψj|2)) of the eigenvectors,
and the normalization imposes the proportionality to the δ-functions. The essence of
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(1.10) lies in the following statement: the eigenvectors of random matrices are random
unit vectors, which can be real (GOE) or complex (GUE). One may wonder how can
two eigenvectors be truly random, i.e. independent, if the orthogonality between them
is required. However, in a large-dimensional space two uncorrelated random vectors are,
in any case, nearly orthogonal, and thus these correlations due to the orthogonality can
be neglected.
1.1.3 MATRIX ELEMENTS OF OPERATORS
We derive now the structure of matrix elements of hermitian operators such as
Ô =
∑
i
Oi |i〉 〈i| . (1.11)
For any random Hamiltonian with eigenvectors |m〉 , |n〉, the matrix elements of Ô are
given by
Omn = 〈m|Ô|n〉 =
∑
i
Oi 〈m|i〉 〈i|n〉 =
∑
i
Oi(ψmi )∗ψni , (1.12)
where ψmi = 〈i|m〉 and similarly for ψni . Recalling (1.10), we know that |m〉 , |n〉 are
essentially random orthogonal unit vectors. For a Hilbert space of dimension D we have〈
(ψmi )∗ψnj
〉
= 1
D
δmnδij, (1.13)
which implies that the expectation values of diagonal and off-diagonal matrix elements
of Ô are very different:〈
Ô
〉
mm
= 1
D
∑
i
Oi ≡ 〈Ô〉 ,
〈
Ô
〉
mn
= 0, for m 6= n. (1.14)
Furthermore, we can note that the fluctuations of the diagonal and off-diagonal matrix
elements are suppressed as the size of the Hilbert space increases:
〈Ô2〉mm − 〈Ô〉
2
mm =
∑
ij
OiOj 〈(ψmi )∗ψmi (ψmj )∗ψmj 〉 −
∑
ij
OiOj 〈(ψmi )∗ψmi 〉 〈(ψmj )∗ψmj 〉
=
∑
i
O2i (〈|ψmi |4〉 − 〈|ψmi |2〉) =
3− β
D2
∑
i
O2i ≡
3− β
D
〈Ô2〉 ,
(1.15)
where we used the relations
〈(ψmi )4〉 = 3[〈(ψmi )2〉]2 for GOE , 〈|ψmi |4〉 = 2[〈|ψmi |2〉]2 for GUE , (1.16)
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which are consequences of the components of the random vector ψmi . For the off-diagonal
terms, we have
〈Ô2〉mn − 〈Ô〉
2
mn =
∑
i
O2i 〈|ψmi |2|ψni |2〉 =
1
D
〈O2〉 . (1.17)
We can combine these expressions to get the matrix elements of any operator:
Omn = 〈Ô〉 δmn +
√
〈Ô2〉
D
Rmn, (1.18)
where Rmn is a random variable (real for the GOE and complex for the GUE) which has
zero mean value and unit variance.
1.1.4 LEVEL STATISTICS OF QUANTUM INTEGRABLE SYSTEMS
As we discussed earlier, a classical indicator of integrability or chaoticity is the behaviour
of trajectories in phase space at long times. In quantum systems, we can use as such
an indicator the energy level statistics described in sect. 1.1.2, and chaotic quantum
systems follow the Wigner-Dyson distribution. What happens in quantum integrable
systems? This question was first raised by Berry and Tabor [66]. A simple example of
a non-ergodic system with many degrees of freedom is an array of harmonic oscillators
which oscillate with incommensurate frequencies, e.g. the normal modes in a harmonic
chain. These oscillators can be diagonalized independently, and we can write the energy
levels as
E =
∑
i
nifi, (1.19)
where ni are the occupation number and fi the oscillation frequencies. At high energies,
when ni becomes very large and adjacent energy levels can be obtained from very different
sets of {ni}, we can consider E as effectively randomly distributed and uncorrelated from
each other. If we take the particular energy shell [E,E + δE], the level statistics can be
described by Poisson statistics, which gives the probability of finding n energy levels in
that particular interval, that is
Pn =
λn
n! exp(−λ), (1.20)
where λ is the average number of levels in the given shell. The main difference between
Poisson and Wigner-Dyson statistics is that in the former there is no level repulsion,
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i.e. the possibility of degenerate energy levels appears. The distribution of energy levels
spacing P (ω) in integrable systems is
P0(ω) = exp(−ω), (1.21)
in which we set the mean separation to one. The idea that, in quantum systems whose
classical counterpart is integrable (and in integrable quantum systems without a classical
counterpart), the energy eigenvalues behaviour can be described by Poisson statistics, is
known as the Berry-Tabor conjecture [66]. For systems in which the BT conjecture does
not hold, deviations from Poisson distribution are usually due to additional symmetries
in the Hamiltonian that lead to extra degeneracies.
What we have discussed so far about level statistics is commonly used in the study
of many-particle systems. The emergence of Wigner-Dyson or Poisson distribution of
energy levels separation serves as on of the main indicators of quantum chaos or inte-
grability in a quantum system. In other words, it often indicates whether a system is
ergodic or not. Although its success, the applicability of RMT, as of any other theory,
has limits: it requires energy levels far from the spectrum edges, i.e. no ground states,
low-lying excited states and highest energy excited states, and the density of states as a
function of energy must be accounted for.
1.1.5 BERRY’S CONJECTURE
We now discuss one of the most remarkable connections between the structure of eigen-
states of chaotic systems in the semi-classical limit and classical chaos: the Berry’s con-
jecture [67]. In order to explain this significant result, we have to introduce the Wigner
function W (x,p), defined as the Weyl transform of the density matrix ρ̂ [68,69]. The Weyl
transform (or Weyl symbol) is the key ingredient in the phase space description of quan-
tum systems, and gives a one to one map between quantum operators and the ordinary
functions defined in the phase space. The Weyl symbol AW (x,p) of an operator Â(x̂, p̂)
is formally defined by
AW (x,p) =
∫
dξ
〈
x− ξ2
∣∣∣∣∣Â(x̂, p̂
∣∣∣∣∣x+ ξ2
〉
exp
(
i
pξ
~
)
, (1.22)
where we use the vector notations to highlight that we are dealing with general d-
dimensional multi-particle phase space of the dimension 2D, where the factor two reflects
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that for each degree of freedom we are dealing with pairs of conjugate variables. For a
pure state, i.e. ρ = |ψ〉 〈ψ|, the Wigner function W (x,p) is
W (x,p) = 1(2π~)3N
∫
d3Nξψ∗
(
x+ ξ2
)
ψ
(
x− ξ2
)
exp
(
−ipξ
~
)
, (1.23)
for a system of N particles spanning a 6N -dimensional phase space. If we consider a
mixed state, we must operate the substitution
ψ∗
(
x+ ξ2
)
ψ
(
x− ξ2
)
→
〈
x− ξ2
∣∣∣∣∣ρ̂
∣∣∣∣∣x+ ξ2
〉
= ρ
(
x− ξ2 ,x+
ξ
2
)
. (1.24)
We can equivalently define the Wigner function by integrating over momentum
W (x,p) = 1(2π~)3N
∫
d3Nηφ∗
(
p+ η2φ
)
φ
(
p− η2φ
)
exp
(
i
xη
~
)
, (1.25)
where φ(p) is the Fourier transfom of ψ(x). It can be seen from both the representations
that ∫
d3NpW (x,P ) = |ψ(x)|2,
∫
d3NxW (x,P ) = |φ(p)|2. (1.26)
The Wigner function allows us to compute the expectation value on any observable Â
as [68,69]
〈Â〉 =
∫
d3Nxd3Np AW (x,p)W (x,p), (1.27)
with AW (x,p) is the Weyl sybol of Â given by (1.22). The intuitive conjecture formulated
by Berry suggests that, in the semiclassical limit of a quantum system which has a chaotic
classical counterpart, the Wigner function of energy eigenstates (over a small phase space)
reduces to the microcanonical distribution. In mathematical terms it states that, once
defined
W (X,P ) =
∫
∆Ω1
dx1dp1
2π~ · · ·
∫
∆ΩN
dxNdpN
2π~ W (x,p), (1.28)
where ∆Ωj is a small phase-space volume centered in (Xj, Pj), chosen in order to have
∆Ωj → 0 as ~→ 0 and at the same time ~/∆Ωj → 0, then
W (X,P ) = 1∫
d3NXd3NPδ[E −H(X,P )]δ[E −H(X,P )]. (1.29)
Essentially, Berry considered ψ(x) as a Gaussian random variable whose spectrum at x
is simply the local average of the Wigner function W (x,p).
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DILUTE GAS OF HARD SPHERES
Srednicki [13], following Berry’s conjecture, studied the behaviour of a dilute gas of hard
spheres, arguing that the energy eigenstate expectation value of any observable in the
semiclassical limit is the same as a microcanonical average. Given an energy eigenvalue
En, the corresponding eigenstate can be written as
ψn(x) = Nn
∫
d3Np An(p)δ(p2 − 2mEn) exp
(
i
px
~
)
, (1.30)
where Nn is a normalization factor determined by∫
d3Nx ψ2n(x) = 1, (1.31)
and A∗n(p) = An(−p). The energy eigestates with energy En are given by a superposition
of plane-waves with momentum p such that En = p2/2m. For this system, Berry’s
conjecture is equivalent to assuming that A(p) can be treated as a Gaussian random
variable with a two-point correlation function given by
〈Am(p)An(p′)〉EE = δmn
δ3N(p+ p′)
δ(|p|2 − |p′|2) , (1.32)
where the subscript EE stands for Eigenstate Ensemble, which is a fictitious ensemble
which describe the properties of a typical eigenfunction. Individual eigenfunctions behave
as if they were selected at random from the eigenstate ensemble.
Starting from these assumptions, Srednicki described how to compute observables of
interest in the Hamiltonian eigenstates. For example, he was able to calculate the mo-
mentum distribution function of particles within the eigenstate ensemble as
〈φnn(p1〉EE =
∫
d3p2 · · · d3pn 〈φ∗n(p)φn(p)〉EE = N
2
nL
3N
∫
d3p2 · · · d3pnδ(p2 − 2mEn),
(1.33)
where φn(p) is the 3N -dimensional Fourier transform of ψn(x) and we used [13]
〈φ∗m(p)φn(p′)〉EE = δmnN
2
n(2π~)3Nδ(p2 − 2mEn)δ3NV (p− p′), (1.34)
where
δ3NV (p) = (2π~)−3N
∫
V
d3Nx exp
(
i
px
~
)
, (1.35)
and V = L3 is the volume of the system.
Since
IN(A) ≡
∫
dNp δ(p2 − A) = (πA)
N/2
Γ(N/2A) , (1.36)
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one obtains
〈φnn(p1)〉EE =
I3N−3(2mEn − p21)
I3N(2mEn)
= Γ(3N/2)Γ[3(N − 1)/2]
( 1
2πmEn
) 3
2
(
1− p
2
1
2mEn
) 3N−5
2
.
(1.37)
Exploiting the classical equipartition of energy, i.e. En = 3NkbTn/2, we can define a
microcanonical temperature Tn, and taking the limit N →∞ we get
〈φnn(p1)〉EE =
( 1
2πmkBTn
) 3
2
exp
(
p21
2mkbT − n
)
, (1.38)
where we used the Gamma function property
lim
N→∞
Γ(N +B)
Γ(N)NB = 1, if B ∈ R. (1.39)
We can immediately notice that the result obtained is exactly the Maxwell-Boltzmann
momenta distribution in a thermal gas. Furthermore, it can be shown that if one consid-
ers a symmetric (antisymmetric) ψn(x) one obtains the canonical Bose-Einstein (Fermi-
Dirac) distribution [13]. The ideas described so far underlie the focus of the next section,
i.e. the eigenstate thermalization hypothesis.
1.2 CHAOS AND THERMALIZATION IN QUANTUM SYSTEMS
Since its introduction by Wigner, random matrix statistics has been applied to a wide
variety of systems, extending far beyond the framework of its original motivation. Ex-
amples of quantum systems which are known to show Wigner-Dyson statistics are:
- Heavy nuclei [70]
- Sinai billiards [64]
- Highly excited energy levels of the hydrogen atom in a strong magnetic field [71]
- Spin-1/2 systems and spinless fermions in one-dimensional lattices [72,73].
In this section, we briefly discuss the latter example of lattice models and we then turn
to the definition of thermalization in quantum systems and the eigenstate thermalization
hypothesis.
1.2.1 LATTICE MODELS
As we mentioned in 1.1.4, the Berry-Tabor conjecture and RMT theory results also apply
to interacting many-body systems that do not have a classical counterpart. Here, we
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show some results from [72], in which a prototyipical lattice model of spinless fermions
with nearest and next-nearest-neighbor hoppings and interactions is considered:
Ĥ =
L∑
j=1
[
− J(f †j fj+1 + h.c.
)
+ V
(
nj −
1
2
)(
nj+1 −
1
2
)
− J ′(f †j fj+2 + h.c.
)
+ V ′
(
nj −
1
2
)(
nj+2 −
1
2
)]
,
(1.40)
where fj and f †j are fermionic annihilation and creation operators at site j, nj is the
occupation number at site j and L is the total number of lattice sites.
Figure 1.2: (a)-(e) Black line: level spacing distribution of spinless fermions in a one-
dimensional chain, described by (1.40), for L = 24, N = L/3, J = V = 1 and J ′ = V ′ vs the
normalized spacing ω. The blue and red lines are the reference Poisson and GOE distributions,
respectively. (f) Position of the maximum value of P (ω), denoted as ωmax, vs J ′ = V ′. The
dashed horizontal line is the GOE prediction. Plots from [72] .
In this example, we approach a dense energy spectrum, and quantum chaos, by increasing
the system size L. The Hamiltonian (1.40) becomes integrable if J ′ = V ′ = 0, and can
be mapped into the well-known XXZ spin-1/2 model [74].
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In figure 1.2(a)-1.2(g) we report the level spacing distribution P (ω) of a system described
by (1.40). We can clearly see how the increasing of the integrability, i.e. the increasing of
J ′ = V ′, starting from 0, produces a transition from a distribution almost indistinguish-
able from the Poisson one to the Wigner-Dyson distribution2. During this transition
from integrability to ergodicity, there is a crossover distribution which does not resemble
either Poisson or Wigner-Dyson distribution. However, it can be noticed from panel (h)
how the system size growth causes a saturation of the level spacing statistics towards the
value suggested from RMT calculations. This result suggest that, for this type of lattice
models, quantum chaos in thermodynamic limit can be generated by an infinitesimal
perturbation that breaks integrability. Recent numerical works have tried to quantify
how the strength of the integrability breaking terms should scale with respect to the
system size in order for the GOE predictions to hold in one-dimension [75,76]. The results
of these studies indicate that the strength needs to scale ∝ L−3, but the origin of this
exact scaling is still unclear. Moreover, in systems which are of particular interest for the
present work, i.e. disordered many-body localized systems, the transition from Poisson
to Wigner-Dyson statistics has been argued to occur at a finite value of the interaction
strength [77], leading to a finite value of the integrability breaking perturbation even in
the thermodynamic limit.
1.2.2 QUANTUM CHAOS AND ENTROPY
As we already discussed, chaos in classical systems is usually associated with the ex-
ponential divergence in time of nearby trajectories in phase-space. This language, since
there is not a well-defined analogue of a trajectory in quantum mechanics, does not trans-
late to quantum chaotic systems. Thus, the challenge is to find a common framework in
which this discrepancy between quantum and classical chaos vanishes. In fact, one can
treat quantum and classical systems on the same footing by studying the delocalization
of the system either in phase space or in energy space, and with appropriate entropy
measures to characterize this delocalization it is possible to analyze various quantum
to classical crossovers. Let us consider a system prepared in some initial state, allowed
to evolve according to a time-dependent Hamiltonian Ĥ. If the initial state is a sta-
tionary state of some different Hamiltonian Ĥ0 6= Ĥ, this procedure is usually called a
2GOE in this case, since (1.40) is time-reversal invariant.
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quench. For example, consider a system of spins (classical or quantum) in which one
suddenly changes the strength of an external magnetic field or the coupling between the
spins. From a classical point of view, the manifestation of chaos is represented by the
delocalization in the available phase space after the quench. This delocalization can be
quantified by the entropy, defined in phase space as
S = −
∫ ∫ dxdp
(2π~)D ρ(x,p) ln[ρ(x,p)], (1.41)
in which ρ(x,p) is the classical probability distribution and D is the dimension of the
phase-space. In an isolated system, as a consequence of the incompressibility of classical
trajectories, which implies that volumes in phase-space do not change in time, the entropy
(1.41) is a conserved quantity [4]. The lack of entropy increase was at the center of
controversy for long time, since Boltzmann introduced his H-theorem. To avoid this
problem, one can restrict the entropy measure to a portion of the total particles, using the
reduced probability distribution of NA particles obtained by averaging over the positions
and momenta of the other particles,
ρA(x1, · · · ,xNA ,p1, · · · ,pNA , t) =
∫ ∫ N∏
i=N+1
dxidpi ρ(x,p, t), (1.42)
with x = (x1, · · · ,xN) and p = (p1, · · · ,pN). The entropy computed on this reduced
probability distribution is not restricted by Liouville’s theorem and after a quench it is
expected to grow in time to the maximum value prescribed by the Gibbs distribution.
In quantum systems, we use the formalism of the density matrices instead of probability
distribution. Given a density matrix ρ̂, an analogue of the classical entropy (1.41) is
given by the von Neumann Entropy:
S = −Tr{ρ̂ log ρ̂}. (1.43)
Even in the quantum case, the entropy is conserved for isolated systems, as a consequence
of unitary evolution. Extending the analogy with the classical framework, we can work
with reduced density matrices, defined using a partial trace,
ρ̂A = TrB{ρ̂} =
∑
nA,n
′
A
|nA〉 〈n′A|
∑
nB
〈nA, nB|ρ̂|n′A, n′B〉 , (1.44)
where |nA〉 and |nB〉 are complete basis sets for two subsystems A and B. We can now
define the von Neumann entropy of ρ̂A as
SA = −TrA{ρ̂A log ρ̂A}. (1.45)
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The von Neumann entropy, often called entanglement entropy, has been intensively stud-
ied in many different contexts, such as quenching and thermalization in interacting sys-
tems [78–80] or disordered systems showing many-body localization, and has been used as
a fundamental indicator of peculiar transitions from ergodic to non-ergodic phases.
We can reveal delocalization of classical systems in phase-space also studying the en-
tropy of the time-averaged probability distribution over a time interval [0, τ ]
ρτ (x,p, t) =
1
τ
∫ τ
0
ρ(x,p). (1.46)
Since the negative logarithm is a convex function, we can notice that such an entropy can
only increase as a function of τ . The difference between ergodic and non ergodic systems
is straightforward: ergodic ones are expected to increase their entropy to its maximal
allowed value, i.e. the microcanonical expected value, because the system on average
visits all the accessible points in phase space with equal probability. On the other hand,
non-ergodic systems are expected to stay more localized in phase-space even after long
times, so that the entropy never reaches its microcanonical value. Once again in analogy
with the classical picture, a second possibility to reveal quantum delocalization using
entropy, is to study the entropy of the time-averaged density matrix. The off-diagonal
matrix elements of the density matrix in the Hamiltonian basis oscillate according to [81]
ραβ(t) = ραβ(t0) e−i(Eα−Eβ)(t−t0) . (1.47)
It is therefore clear that in quantum language time-averaging operations are equivalent
to projecting the initial density matrix onto the diagonal subspace of the Hamiltonian,
and this lead to the so-called diagonal ensemble density matrix [14]
ρ̂D ≡ ρ̂ ≡ lim
τ→∞
1
τ
∫ τ
0
ρ̂(t)dt =
∑
α
ραα |α〉 〈α| . (1.48)
Thus, studying delocalization of classical probability distribution in phase space corre-
sponds to the study of the spreading of the initial density matrix in the eigenstates basis
of the Hamiltonian. For quantum chaotic system the prediction is that the diagonal
density matrix will generically be delocalized. Conversely, for integrable systems, the
diagonal density matrix can be more or less localized depending on the inital state.
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1.2.3 QUANTUM THERMALIZATION
As we mentioned in the introduction to this chapter, von Neumann was one of the first
to address the issue of ergodicity and thermalization in quantum mechanical systems [3].
One of the crucial intuitions underlying his work was to focus on macroscopic observ-
ables, as opposed to focusing on the wave function or the density matrix of the total
system. His quantum ergodic theorem, which was a very important first step in the
study of quantum thermalization, states that for a finite family of commuting macro-
scopic observables, every wave function, starting from an initial microcanonical energy
shell, evolves so that for most times in the long run, the probability distribution of these
observables obtained from the unitarily time-evolved wave function is close to their mi-
crocanonical distribution [82]. Considering all the ideas presented so far, it is obvious
that this theorem, although fundamental, lacks something: for example, it does not dis-
tinguish between the behaviour of integrable and non-integrable systems. We will see
how von Neumann’s theorem is linked to the RMT and how it contains the seed for the
eigenstate thermalization hypothesis, the nucleus of this section.
Suppose that a closed system is prepared in a nonstationary state, which has a well-
defined mean energy. We said that an observable thermalizes if, evolving under its
own Hamiltonian dynamics, it expectation value relaxes towards the microcanonical
prediction and remains close to it for almost every later time. Let us prepare a setup in
which an isolated system described by a time-independent Hamiltonian Ĥ is prepared in
a pure state |ψ(0)〉3. Denote the the eigenstates of this system by |Eα〉, corresponding
to the eigenvalues Eα, given by Ĥ |Eα〉 = Eα |Eα〉. The initial state and its well-defined
mean energy can be written as
|ψ(0)〉 =
∑
α
cα |Eα〉 , 〈E〉 = 〈ψ(0)|Ĥ|ψ(0)〉
∑
α
|cα|2Eα, (1.49)
with cα = 〈Eα|ψ(0)〉, and the time-evolving state is
|ψ(t)〉 =
∑
α
cα e−iEαt |Eα〉 . (1.50)
Let us look now at the time evolution of some observable Â, which can be written in the
3This discussion can be straightforwardly generalized to the case of a mixed state.
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basis of the Hamiltonian eigenstates,
A(t) ≡ 〈ψ(t)|Â|ψ(t)〉 =
∑
α,β
c∗αcβ ei(Eα−Eβ)tAαβ
=
∑
α
|cα|2Aαα +
∑
α 6=β
c∗αcβ ei(Eα−Eβ)tAαβ,
(1.51)
where Aαβ = 〈Eα|Â|Eβ〉.
The conditions required for an observable to thermalize, i.e. agreement of the average
expectation value with the microcanonical prediction, and small fluctuations of this value
at most later times, present some difficulties in reconciling with (1.51). In fact, some of
the natural questions emerging are: (a) Since in the long-time average we are left with
the sum of the diagonal elements of Â weighted by |cα|2, which are conserved in time,
how is it possible for A to agree with the microcanonical prediction? (b) In many-body
systems, the eigenvalues are exponentially close to each other, and to make sure that
the second sum in (1.51) effectively sum to 0 one may wait for an exponentially long
time, which, even for relatively small systems, could exceed the age of our universe. This
is of course in open contrast with our daily experience and measurements, that prove
that even large systems thermalize over time scales much shorter than the age of the
universe. The answer to these questions were provided during the 1990s by Srednicki’s
groundbreaking works, in which he constructed a generalization of the RMT prediction
about observables in quantum systems (see eq. (1.18)), known as the ETH.
1.2.4 THE EIGENSTATE THERMALIZATION HYPOTHESIS
We can state the ETH as an ansatz for the matrix elements of observables in the hamil-
tonian eigenstates basis [83]:
Aαβ = A(E)δαβ + e−S(E/2) fA(E,ω)Rαβ, (1.52)
where E = (Eα + Eβ)/2, ω = Eα − Eβ, and S(E) is the thermodynamic entropy at
energy E. A(E) is identical to the expectation value of the microcanonical ensemble
at energy E and Rαβ is a random (real or complex) number with zero mean value and
unit variance. ETH has been numerically verified for few-body observables, i.e. n-body
observables with n N , in many lattice models. This kind of observables form the class
of physically measurable quantities, which can be studied experimentally in macroscopic
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systems. The ansatz (1.52) is similar to the RMT result (1.18), but it presents some
differences: first, the diagonal elements of A(A) are not the same in all eigenstates, but
they are smooth functions of the eigenenergies. Second, for the off-diagonal elements,
there is a function fA(E,ω) that depends on the mean energy and the energy mismatch
between the states involved. One recovers the original RMT prediction focusing on a
very narrow energy shell, where fA(E,ω) is constant. In a single-particle system with
diffusive dynamics, this scale is given by the Thouless energy [84]:
ET =
~L2
D
, (1.53)
where D is the diffusion constant. Thus, if one focus on an energy window with ω < ET
the ETH ansatz is identical to RMT result.
Now, let us focus on the implications of the ETH ansatz to the thermalization mechanism.
Starting from (1.51), we can define the time-average of A(t) as
A ≡ lim
τ→∞
1
τ
∫ τ
0
dt 〈ψ(t)|Â|ψ(t)〉 =
∑
α
|cα|2Aαα, (1.54)
and we note that the off-diagonal terms in (1.51) dephase on taking the time average (in
the thermodynamical limit), such that A is determined only by the diagonal contribution.
On the other hand, the time averaged observable should agree with the microcanonical
average
Amc =
1
N
N∑
α=1
Aαα, (1.55)
where the sum runs over all accessible states in the microcanonical window [E−∆, E+∆].
We then see that, independently from the actual values of cα, so long as the quantum
uncertainty
∆ ≡
√
〈ψ(0)|Ĥ2|ψ(0)〉 − 〈ψ(0)|Ĥ|ψ(0)〉2 (1.56)
is sufficiently small, A will agree with the statistical mechanics prediction thanks to the
ETH ansatz. In fact, using (1.52), one can rewrite (1.51) and (1.55) as
A ' A(〈E〉) ' Amc. (1.57)
Furthermore, we can expand the smooth function A(E) around the mean energy 〈E〉,
obtaining
Aαα ≈ A(〈E〉) + (Eα − 〈E〉)
dA
dE
∣∣∣∣∣
〈E〉
+ 12(Eα − 〈E〉)
2 d
2A
dE2
∣∣∣∣∣
〈E〉
, (1.58)
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and inserting this expansion in (1.54), we get
A ≈ A(〈E〉) + 12(δE)
2A′′(〈E〉) ≈ Amc +
1
2[(δE)
2 − (δEmc)2]A′′(〈E〉), (1.59)
where δEmc are the energy fluctuations in the microcanonical ensemble, which are subex-
tensive. If the energy fluctuations δE in the time-evolving system are subextensive too,
the second term is just a small subextensive correction to the Amc, which we can neglect
for large system sizes. Thus, using ETH, one can show that A ' Amc without any
assumption about the distribution of cα, except that it is narrow.
Moreover, using the ETH ansatz, we can compute the long-time average of the temporal
fluctuations of the expectation value of Â,
σ2A ≡ limτ→∞
1
τ
∫ τ
0
dt [A(t)]2 − (A)2
= lim
τ→∞
1
τ
∫ τ
0
dt
∑
α,β,γ,δ
AαβAγδc
∗
αcβc
∗
γcδ ei(Eα−Eβ+Eγ−Eδ)t−(A)2
=
∑
α,β 6=α
|cα|2|cβ|2|Aαβ|2 ≤ max |Aαβ|2
∑
α,β
|cα|2|cβ|2 = max |Aαβ|2 ∝ e−S(E) .
(1.60)
Thus, the time fluctuations of the expectation value of Â are exponentially small as the
system size is increased. Eq. (1.60) tells us that at almost any point in time an observ-
able Â relaxes towards the value prescribed by its diagonal ensemble, meaning that ETH
implies ergodicity without needing time-averaging operations.
Summarizing what we have discussed in this chapter, we saw how the language by which
we describe classical thermalization changes when studying quantum systems. Every cru-
cial aspect that characterizes the thermalization mechanism, i.e. chaos and ergodicity,
can be found in the nature of the Hamiltonian eigenstates. Relaxation of the observables
towards their equilibrium values follows from dephasing, as emphasized by the second
term of eq. (1.54). The information about thermalization are hidden in the system from
the very beginning, and what reveals them is simply the time evolution. Now, turning
to the next chapter, we would like to stress again that the ETH is a hypothesis and
need not hold for all kinds of quantum systems. Besides integrable systems, we will see
very soon that another important class of systems, which have gained a massive interest
in the past decade and represent the focus of this thesis, completely fail to thermalize:
localized systems.
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2
ERGODICITY BREAKING AND
LOCALIZATION
The ambitious aim of P. W. Anderson’s most famous paper was to “lay the foundation
for a quantum mechanical theory of transport” [15]. His study was motivated by some
unexplained experimental observations made by Fletcher and Feher at Bell Laboratories,
in which they measured anomalously long relaxation times for electron spins in semicon-
ductor samples doped with a large injection of impurities [85,86]. In his work, Anderson
showed that the eigenfunctions of non-interacting electrons in the presence of disorder are
exponentially localized around a certain site or position. This spatial localization denies
the possibility of heat or electrical conduction, leading to macroscopic consequences in
the behaviour of disordered materials. This significant result stands at the intersection
between two fundamental streams of research in condensed matter physics, i.e. the study
of transport and conductance in solids and the role of disorder and impurities, which are
almost always present.
2.1 SINGLE-PARTICLE LOCALIZATION
We briefly discuss now Anderson’s calculation more precisely. Anderson simplified Fe-
her’s problem, restricting to a tight-binding model with free electrons hopping on a lattice
with disordered onsite potentials
HatH =
∑
i
εic
†
ici +
∑
i 6=j
[Vijc†ici + h.c.], (2.1)
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where c†i , ci are the usual fermionic creation and annihilation operators on site i, Vij are
the shot-ranged translationally invariant hopping terms and εi are onsite energies, taken
as random variables within a uniform distribution of width [−W,W ]. It is important
to note that when this Hamiltonian is expressed in terms of spin operators through the
Jordan-Wigner transformation, it amounts to neglecting the Szi Szj term in the Hamil-
tonian. We can specialize to the case Vij = V , i.e. we consider only nearest-neighbor
hopping between sites, and we are able to analyze the so-called locator limit in which
V  W , where we can proceed with a perturbative calculation, in which the unperturbed
states are eigenstates of HatH0 =
∑
i εic
†
ici, while the hopping term is the perturbation.
In this particular limit, the eigenstates essentially lie on single sites, |i〉 = c†i |0〉, and
the hopping is highly detuned from the typical nearest-neighbor potential mismatch
(εi+1 − εi) ∼ W  V . This weak hopping is not able to hybridize nearby sites, and
two sites at distance r typically become “mixed” at rth order of perturbation theory
with a strength V ( V
W
)r ∼ V e−
r
ξ , leading to eigenstates with an exponentially localized
asymptotic form
|ψ(r)|2 ∼ e−
r−R
ξ , (2.2)
where R is the localization centre of ψ(r) and ξ is known as the localization length, and
it depends on the disorder strength and on the energy [77]. This lack of thermalization
can be easily understood by considering a system initialized in a precise spatially non-
uniform distribution density of particles in the localized states over a large length scale:
this non-uniform distribution will survive for all times, due to localization. Anderson
pointed out [15] that this heuristic perturbative approach can break down in some sam-
ples at high perturbation order n due to “resonances” wherein two sites separated by a
distance n could have almost degenerate potentials, i.e. |εi− εi+n| . V e−
r
ξ , leading to a
vanishing energy denominator and a large tunneling. These resonances could affect the
convergence of the perturbation theory, and it is therefore necessary to estimate these
resonances probability and prove that they are extremely rare. This can be addressed by
renormalizing the bare energy levels of the resonating sites self consistently, mitigating
the divergence. Thus, by taking into account terms at all orders of the perturbation
theory, for weak enough hopping and infinite system size, the initial state has an infinite
life time with probability one.
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Anderson’s model marked the beginning of a long and flourish research stream on quan-
tum properties of delocalization-localization transitions 1, a research stream still very
active to this date. It was shown that in one and two dimensions all electronic wavefunc-
tions at all energies are exponentially localized for any finite disorder strength, implying
a vanishing conductivity σ(T ) = 0 for every T . In 1967, Mott [88] introduced the idea
that in three (or higher) dimension the localized and extended states are separated by a
sharp mobility edge in energy. Thus, for d ≥ 3, the conductivity is strictly zero only at
T = 0, while obeys an exponential law:
σ(T ) ∼ e
−Ec
T (2.3)
for finite temperatures, where Ec is the difference between the mobility edge and the
Fermi level.
2.1.1 SCALING THEORY FOR ANDERSON LOCALIZATION TRANSITION
A scaling theory of single-particle localization transition was developed by Abrahams,
Anderson, Licciardello and Ramakrishnan [89], and it crucially depends on the idea of
Thouless energy [84] (1.53), mentioned in 1.2.4. The Thouless energy is basically a mea-
sure of the shift between eigenenergies of a finite-size system after changing the bound-
ary conditions from periodic to anti-periodic. From an intuitive point of view, a twist
in boundary conditions should not affect appreciably the eigenenergy of a state expo-
nentially localized in the bulk. Hence, the shift in energy is only exponetially small in
system size L,
Eloc ∼ e−
L
ξ . (2.4)
On the other hand, in the delocalized part of the spectrum, boundary conditions deeply
influence the extended states and their corresponding energy. The shift is comparable to
the inverse of the diffusion time across the finite-size sample tdiff = L2/D, with D the
diffusion constant. Thus, in the diffusive phase the Thouless energy obeys
Ediff =
Hbar
tdiff
= HbarD
L2
. (2.5)
In [84,90] Edwards and Thouless proposed the ratio of the energy shift to the energy
spacing δW as a useful indicator of the localization transition. The average level-spacing
1Delocalization-localization transitions are a subset of more general metal-insulator transitions, e.g.
transitions from a Mott insulator to a metal [87].
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for single-particle states in a finite-size system scales as a power-law in the middle of the
band and is given by
δW =
(
dE
dn
L−d
)
, (2.6)
where d is the dimension of the space and dE
dn
is the inverse of the density of states per
unit volume. The fundamental requirement for a scaling theory is that the eigenstates
of a system of linear dimension aL has to be expressible as a mixture of states of ad
subsystems of linear dimension L. At the boundary between adjacent subsystems the
energy levels mix and are broadened due to tunnelling matrix elements. The essential
insight from Thouless’ work was that the physical observable which behaves universally
is the conductance G, defined in units of e2/Hbar, called the Thouless number [89]:
g = GHbar
e2
. (2.7)
Combining ad blocks of linear dimension L to form a larger block of size aL, we can ex-
press this dimensionless conductance as a one-parameter scaling function which satisfies
the following equation,
d ln g(L)
d lnL = β(g(L)). (2.8)
For weak enough disorder (large conductance g), the system obeys traditional macro-
scopic transport theory, providing a finite value for the conductivity and we have [91]
G(L) = σLd−2. (2.9)
Thus, for g →∞ we get β → d− 2. For strong disorder (small g), we have the following
behaviour at long distances:
g = g0 e−αL, (2.10)
and β → ln(g/g0).
If the beta function is continuous and does not possess singularities, its behaviour is
shown in figure 2.1.
This phenomenological theory was put on solid basis after Wegner found a field-theoretical
description of localization [92] in terms of a non-linear σ model, which was followed in
consecutive works by a microscopic description that completed the field theory of the
phenomenon [93,94]. For a recent review of these results, which go beyond the aim of this
thesis, we refer to [95].
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Figure 2.1: Plot of β(g) for d > 2, d = 2, d < 2 vs ln g. For d > 2 there is a critical value
gc above which the conductance flows to infinity, implying a metallic behaviour. For d ≤ 2
for any initial value g0 the conductance renormalizes to 0 and the system is localized. Figure
taken from [89].
It turned out that the physical observables whose scaling is of primary importance at
the transition are the localization length ξ for the delocalized phase (E < Ec) and the
DC conductivity σ in the localized phase (E > Ec), described by two critical exponents,
ξ ∝ (Ec − E)−ν , σ = (E − Ec)s. (2.11)
Wegner [96] first derived a relationship between the two exponents,
s = ν(d− 2). (2.12)
On a more technical level, without going into too much detail, we can see how the
transition affects the behaviour of the diffusion propagator
Π(r1, r2;ω) = 〈GRE+ω/2(r1, r2)GAE−ω/2(r2, r1)〉 , (2.13)
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where GRE+ω/2(r1, r2) and GAE−ω/2(r2, r1) are the retarded and advanced Green functions,
given by
GR,AE (r, r′) = 〈r|(E −HatH ± iη|r′〉 , η → 0. (2.14)
In the extended regime, Π has the well-known Goldstone form
Π = 2π ρ(E)
Dq2 − iω
, (2.15)
where ρ is the density of states and D is the diffusion coefficient given by the Einstein
relation σ = e2ρD. On the other hand, in the localized phase the diffusion propagator
does not show the Goldstone form (2.15) anymore and becomes massive
Π(r1, r2;ω) = −2π
ρ
iω
F
(
|r1 − r2|
ξ
)
, F
(
|r1 − r2|
ξ
∼ e
r
ξ
)
, (2.16)
with a behaviour determined by the exponential decay of the F function on the scale of
the localization length.
2.2 MANY-BODY LOCALIZATION
After a short introduction to the topic of localization in free-systems, we turn now to the
many-body Anderson problem with interactions. It is interesting to note that, although
Anderson’s original work was effectively motivated by experimental results for a system
of interacting spins in a doped semiconductor, the phenomenon of Anderson localization
in the presence of weak, short-ranged interactions has been a long-standing problem for
decades. The first effort in this sense was produced by Anderson himself [97], followed
by many other attempts at a full solution [17,98]. However, the issue remained deeply
unsolved till the work of Basko, Aleiner and Altshuler in 2006 [16], which we will describe
in the next section.
Let us consider a non-interacting system in one or two dimensions. If all the eigenstates
are localized and we consider only elastic scattering between localized states, the con-
ductivity is obviously strictly vanishing for all finite temperatures. Conversely, Mott [99]
showed that the presence of a heat bath allows electrons hopping between localized
states through the exchange of phonons with the external reservoir, leading to a variable
range-hopping conductivity
σ(T ) = σ0 e−(T0/T )
1/d+1
, (2.17)
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which remains finite even for very low T. The question motivating the research for the
existence of a many-body localized phase surges when one asks whether the interactions
in a many-particle isolated system can play the role of a sort of “internal bath” and lead
to finite conductivity by an analogous mechanism.
2.2.1 LOCALIZATION TRANSITION IN WEAKLY INTERACTING SYSTEMS
In 2006 Basko, Aleiner and Altshuler (BAA) presented a work which contained the first
evidence in favor of MBL. They used a rigorous perturbative treatment of the many-body
interactions to all orders, utlimately showing that the localization persists upto a finite
energy density, extensive in the system size L. Their results predicted both the existence
of a many-body mobility edge separating the extended and the localized phases and a
finite critical temperature Tc below which the system shows a strictly zero conductivity,
σ(T ) = 0 for T < Tc. (2.18)
BAA assumed weak short-range electron-electron interactions of the type
V (~r1 − ~r2) =
λ
ρ
δ(~r1 − ~r2), (2.19)
where λ 1 is the dimensionless interaction constant and ρ is again the single-particle
density of states per unit volume. Considering an Anderson insulator, in which all the
single-particle (SP) eigenstates are localized, the Hamiltonian takes the form
HatH =
∑
α
εαc
†
αcα +
∑
αβγδ
Vαβγδc
†
αc
†
βcγcδ, (2.20)
where c†α (cα) creates (annihilates) a localized SP state with energy εα around position
~rα, with localization length ξ. It is worth noting that the localization appears now in
Fock space, where the unperturbed eigenstates are labeled by the occupation numbers
nα ∈ {0, 1} (since we are dealing with fermions) of SP orbitals |n〉 = |nα1nα2 · · ·nαN 〉,
with N = Ld sites.
The main energy scale of the problem at this stage is the local spectral gap δξ, defined as
the typical energy spacing between SP states whose spatial separation is below ξ,
δξ =
1
ρξd
∼ O(1). (2.21)
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Consider the matrix elements Vαβγδ: since the interaction potential V is short-range, they
decrease exponentially when the spatial separation between states exceeds the charac-
teristic length scale, i.e. the localization length ξ. An additional constraint is provided
by the spectral gap, which implies a quick suppression of the matrix elements when the
energy difference, say εγ − εδ increases over δξ. This occurs because the localized wave
functions oscillate randomly, and the bigger the energy difference, the weaker are these
random oscillations correlated [100]. Thus, if the restrictions
|~rα − ~rβ| . ξ, |~rα − ~rγ| . ξ, |~rβ − ~rγ| . ξ, etc.. (2.22)
|εα − εδ|, |εβ − εγ| . δξ or |εα − εγ|, |εβ − εδ| . δξ (2.23)
are fulfilled, then we can set Vαβγδ ∼ λδξ. Conventionally, an elementary inelastic process
is a decay of one single-particle excitation (an electron occupying a state |α〉) into three
single-particle excitations (a hole in |β〉 and two electrons in |γ〉 and |δ〉). We can describe
such a decay also saying that the Hamiltonian couples the single-particle excitation with
the three particle excitation by the matrix element Vαβγδ [16]. Further applications of the
interacting Hamiltonian produce five-particle, seven-particle excitations, etc.,
εα → εγ + εδ − εβ → ε1 + ε2 + ε3 − ε4 − ε5 → · · · . (2.24)
If on each stage the coupling is strong enough, i.e. the matrix element is of the same
order or larger than the corresponding energy mismatch, the exact many-body eigenstates
become localized in Fock space [16]. On the contrary, if three-particle states contribute
only a weak perturbative admixture to the one-particle state, the contribution from five-
particle states is even weaker and so on, the initial electron will never decay completely,
and one can say that it is localized in the Fock space. Thus, the full many-body problem
across all particle number sectors looks like the Anderson problem on an N -dimensional
hypercubic lattice where each “site” is a basis state in Fock space and Vαβγδ generates
“hops” in Fock space. Following BAA intuition, we can attempt an identification of the
many-body Hamiltonian (2.20) with the original Anderson tight-binding Hamiltonian
(2.1), through the following correspondences:
- V → λδξ: typical value of the coupling matrix element,
- W → δξ: typical energy mismatch in each consecutive virtual transition,
- the coordination number 2d → T/δξ: number of electrons within a localization
volume available for collision with the probe electron α.
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We can now use the Anderson estimate [15] for the localization-delocalization transition,
V d
W
ln W
V
→ λT
δξ
ln 1
λ
∼ 1, (2.25)
predicting a finite temperature transition for the many-body problem. Of course, the
original calculation is much more nuanced. In fact, Anderson’s prediction of the transi-
tion depends on the lattice details and structure and the analogy between real and Fock
space, albeit fascinating, is not exact. Anyway, BAA’s remarkable calculation led to a
strictly zero conductivity below a finite temperature Tc (fig. 2.2), even in the many-body
setting, and this constitutes the first notable result in this context.
Figure 2.2: Schematic temperature dependence of the dc conductivity σ(T ). Below the
many-body transition point (T < Tc) no relaxation occurs and σ(T ) = 0. At higher tempera-
tures, the system becomes ergodic and delocalized, and has a finite conductivity in a developed
metallic phase. Figure from [16].
2.2.2 SPIN MODEL
BAA’s work was able to give a solid theoretical footing to the theory of MBL. Nonethe-
less, the combination of disorder and interactions represents a challenging problem with
few available theoretical tools. Progresses on this topic would not have been possible
without the massive use of numerical techniques and simulations, which in the last five
years has led to great strides in our understanding of this phenomenon, uncovering sev-
eral properties of the MBL phase which we will discuss later. A model which is now
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canonical in MBL studies was introduced by Pal and Huse [101], who studied via an exact
diagonalization technique an Heisenberg spin-1/2 chain with random z-field components,
HatH =
∑
i
[J(Sxi Sxi+1 + S
y
i S
y
i+1) + JzSzi Szi+1 + hiSzi ], (2.26)
where Sαi = σαi , α = x, y, z and σαi are Pauli spin matrices on site i. The random hi are
inpendently drawn from a distribution uniform in [−h, h]. Without loss of generality, we
can set J = Jz = 1. Through a Jordan-Wigner map [102], this spin model becomes the
Anderson model (2.1) with an additional nearest-neighbor density-density interaction of
strength Jz = 1 [101].
If J = 0, the many-body eigenstates of this model are simple product states of Szi of
the form |n〉 = |↑↓↑↑ · · · ↓〉. There is a set of 2L basis states which are simultaneous
eigenstates of all the {Szi } that form the corners of an hypercube of dimension L, with
nearest neighbors on the hypercube differing by a single spin flip [103]. As discussed previ-
ously, if the disorder is strong enough, or the perturbation J  h, the sites are unable to
hybridize and the system looks many-body localized on all sites of the hypercube. Fur-
thermore, it has been shown that for large enough disorder, the system presents MBL
even at infinite temperature [101,104]. Accordingly to [29,101], this model presents a local-
ization transition at a critical value of disorder hc ≈ 3.5 (fig. 2.3), even though a more
recent work [105] provided evidence that the true critical point may be at a larger value of
h. It worth remarking that the nature of this transition is purely quantum-mechanical
even if it occurs at finite temperature, across which the eigenstates of the system changes
in a peculiar way. It is also a dynamical transition and not a thermodynamical one, since
there are no singularities in macroscopic thermodynamical observables.
2.3 DIAGNOSTICS FOR THE MBL PHASE
Since the MBL phase is a particularly rich phase, there are many diagnostics that can be
used to distinguish it from the ergodic extended phase. In this section we will see which
properties of MBL systems can be used as defining probes of this phase, with particular
focus on the following topics:
1. Adjacent energy levels spacing statistics, which we discussed in the first chapter
both for ergodic systems and non-ergodic ones.
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Figure 2.3: Phase diagram of the disordered Heisenberg model (2.26) as a function of energy
density ε and disorder strength h [29]. The diagram shows the many-body localized and ergodic
phases separated by a many-body mobility edge. For h & 3.5 all eigenstates are localized.
2. Existence of local integrals of motion (LIOMs), which prevent thermalization in
the sense described by the ETH.
3. Area-law for the entanglement in high excited states.
4. Logarithmic growth of entanglement in time.
5. Suppression of transport.
2.3.1 ABSENCE OF LEVEL REPULSION
As we saw in the first chapter, the level spacing distribution is a good indicator of the er-
godicity or non-ergodicity of a system dynamics. In particular, we recall that for ergodic
and chaotic systems RMT predicts a Wigner-Dyson distribution described by (1.8), while
integrable systems, which represent an example of non-ergodic behaviour, show a Poisson
distribution (1.21). Starting from earlier works [106,107], the energy levels statistics of dis-
ordered samples has been extensively exploited in order to detect the MBL phase [104,108].
The average value 〈r〉 of the dimensionless ratio rn = min(δn, δn+1)/max(δn, δn+1), where
δn = En+1 −En, has been used as a numerical probe of the absence of level repulsion in
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the MBL phase. This was signaled by the fact that in the MBL phase 〈r〉 approaches
the theoretical value of 0.39 associated with the Poisson distribution, as the system size
increases. In some sense, the absence of level repulsion is interpreted as a symptom of
“integrability” [66], and thus of non-ergodicity, as opposed to the level repulsion exhibited
by quantum chaotic systems [64]. In the single-particle case, the connection between the
absence of level repulsion and localization is rather intuitive: the exponential decay of the
eigenfunctions (2.2) implies that disjoint, distant regions of space are essentially uncor-
related and create almost independent eigenvalues, described by a Poisson process. This
statement has been rigorously proven in Anderson localized systems by Minami [109], who
bounded the probability of occurrence of two eigenvalues (of the finite volume Hamil-
tonian) in a small energy window. On the contrary, extended states imply that distant
regions have mutual influence, and thus create some repulsion between energy levels [110].
In the MBL phase, the localization in Fock space implies that eigenstates that are close
in energy are typically localized far apart in Fock space and do not interact. Consider,
for example, the model (2.26) with J = 0: HatH = ∑Li=1 hiSzi . The average many-body
level spacing is exponentially small in L, because while the many-body bandwidth is
extensive and scales with L, the Hilbert space for this spin-system scales as 2L. A cer-
tain eigenstate |n〉 = |↑↓↑↑ · · · ↓〉 has energy En =
∑
i sihi, where si is the σzi quantum
number on site i. With a single spin flip (or few) one obtains a new eigenstate that is
close to |n〉 on the hypercube but with a difference in energy O(1) ∼ h (h is the disorder
strength). To get an exponentially small energy spacing, one has to flip extensively many
∼ O(L) spins.
Figure 2.4 shows the results obtained from a numerical study of a disordered chain of
interacting electrons, whose Hamiltonian is [104]
H =
∑
i
[εini + V
(
ni −
1
2
)(
ni+1 −
1
2
)
+ c†ici+1 + c
†
ici+2 + h.c.], (2.27)
where also the hopping between second-nearest-neighbors is present. The on-site po-
tentials εi are independent Gaussian random numbers with mean zero and variance W 2.
The plot in the left image in 2.4 reports various distributions of the energy levels spacing,
for different values of randomness W . The red line is the distribution obtained in the
localized phase with W = 11, and the data mostly overlap the solid line, which is a Pois-
son distribution. The green data represent the GOE distribution in the diffusive phase,
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(a) (b)
Figure 2.4: (a) disorder averaged probability distribution p(r) for a system described by
(2.27). The solid line is the Poisson distribution, while the black dots are GOE distributed
eigenvalues. The colored lines are the results obtained for the interacting fermionic model at
different disorder strenghts: the green line is obtained for W = 3 (extended regime), the blue
line for W = 7 (intermediate regime) and the red line for strong disorder W = 11 (localized
regime). (b) size L and disorder W dependence of 〈r〉. The curves correspond to different
system sizes, L = 8 (pink), L = 10 (red), L = 12 (yellow), L = 14 (green), L = 16 (blue). Plots
taken from [104]
at W = 3. The blue line is the result from the study of intermediate behaviour across
the transition (W = 7). Moreover, in the right panel of 2.4 we can appreciate the evident
transition from chaotic behaviour to localization, as the mean value 〈r〉 goes from the
typical GOE value of ∼ 0.52 to the predicted Poisson value of 0.39. As expected, larger
samples have more Poisson-like statistics than smaller ones for strong disorder, W > 8,
in an apparently localized regime. On the other hand, for weak disorder, W < 4, the
level statistics converge toward GOE with increasing L, since this is the diffusive phase.
2.3.2 PHENOMENOLOGY OF MBL SYSTEMS
We already discussed how integrability breaks ergodicity and how conserved quantities
highly constrain the dynamics of such systems, preventing thermalization in the form
depicted by the ETH (although these systems can be described by what is known as
a generalized Gibbs ensemble [111,112], and they seem to show their own mechanism of
thermalization). In 1.2.4, following [13], we formulated the ETH as the conjecture that the
diagonal matrix elements of (few-body) observables HatA on the individual eigenstates
are smooth functions of the eigenstate energy, being approximately constant in each
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energy shell and equal to their microcanonical value. Recalling the ansatz (1.52),
Aαβ = A(E)δαβ + e−S(E/2) fA(E,ω)Rαβ,
the ETH guarantees that any initial condition reaches a stationary state that is locally
thermal at t → ∞, up to corrections that are exponentially small in the system size.
The framework that underlies this hypothesis is that eigenstates of thermalizing quan-
tum systems are locally indistinguishable. This goes against the Fock space localization
picture, in which the MBL eigenstates in the same energy window are distinguishable,
since the expectation values of local observables are far from their equilibrium values,
strongly fluctuating between states really close in energy. Thus, it is possible to distin-
guish them. Furthermore, as we will discuss soon, the ETH is also incompatible with the
peculiar area-law scaling of the entanglement entropy of highly excited localized eigen-
states, since it requires that the entanglement equals to the thermal equilibrium entropy
of the subsystem, that scales with the number of its degrees of freedom, i.e. shows a
volume law.
A crucial difference between localization and integrability is that the latter only exists in
highly fine-tuned models and is not robust under small perturbations. MBL, instead, is
expected to exist for generically interacting Hamiltonians with strong enough disorder,
and is very robust under small changes in the Hamiltonian. Nevertheless, it is a common
expectation that the failure of ergodicity in closed, interacting systems is related to some
sort of integrability. In fact, the behavior of MBL systems points toward the existence of
an extensive number of conservation laws that strongly constrain the quantum dynamics,
preventing transport and thermalization.
In [113,114] was argued that in fully MBL systems, in which all eigenstates are localized,
the Hamiltonian is a non-linear functional of a complete set of conserved operators Iα,
called local integrals of motion(LIOMs), or l-bits, of the form
HatHLIOMs = h0 +
∑
α
hαIα +
∑
αβ
hα,βIαIβ +
∑
α,β,γ
hαβγIαIβIγ + · · · . (2.28)
The integrals Iα are expected to be mutually independent and commuting with each
other, and they form a complete set, meaning that every eigenstate of the Hamiltonian
can be labeled in a unique way with the eigenvalues of the Iα.2 Looking at (2.28),
2In the non-interacting fermionic case, the Hamiltonian is a linear functional of the conserved oper-
ators, which are simply the occupation numbers nα, HatH =
∑
αEαnα.
40
2.3. DIAGNOSTICS FOR THE MBL PHASE
the expansion seems a bit generic, since for example to determine HatHLIOMs properly
one needs to find a number of coefficients that scales with the dimension of the Hilbert
space [115]. Nonetheless, localization manifests itself in the “quasilocality” of the Iα: in
the same way as in (2.2), the operator norm is expected to show an exponential decay
away from a certain region of typical size ξop centered in a given point Rα. The Iα can
be expanded in a basis of local operators OI ,
Iα =
∑
α∈I
c
(α)
I OI . (2.29)
Let S(I) denote the support of OI , i.e. the set o points/sites on which the operators act
non-trivially. Quasilocality means that
|c(α)I | . exp
(
−d[Rα, S(I)]
ξop
)
, (2.30)
where d[Rα, S(I)] is the distance between Rα and the furthest degree of freedom in the
set S(I). This relation gives an insight on the typical decay of coefficients, with respect
to the realization of randomness.
For example, in a spin system like the one described by (2.26), a suitable basis is given
by the tensor product of local spin operators σα1i1 ⊗ σ
α2
i2 ⊗ · · · ⊗ σ
αn
in with α = {x, y, z}.
In spin language, the Iα are often called pesudospins or l-bits (local bits) τ zi , constructed
via a unitary rotation of the real operators, or p-bits (physical bits) [114],
ταi = Uσαi U †, (2.31)
where U is the rotation that diagonalizes the Hamiltonian and relates the basis states to
the MB eigenstates which are product states of {τ zi }.
The existence of a set of local integrals of motion leads to novel features of the MBL
phase, which distinguish it from ergodic or integrable systems. Following [116], we can
consider an MBL system with Hamiltonian (2.26) subject to an instantaneous quantum
quench, focusing on the behaviour of local observables. The aim is to prove that in
the MBL phase the system reaches a highly nonthermal stationary state at long times,
where the local observables assume an expectation value that depends on the initial
conditions, and thus they retain memory of initial state. MBL systems exhibit peculiar
temporal fluctuations of local observables around their long-time values, in according
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to a power-law decay with an exponent determined by the localization length and the
properties of the initial state. This power-law relaxation law is a characteristic property
of MBL systems, which distinguishes them both from Anderson insulators (in which no
relaxation is expected) and from ergodic systems (in which the decay is expected to be
exponential).
Figure 2.5: Graphic illustration of the dynamics of pseudospins τ zi . These are a set of spins
whose z component is conserved, but which precess around the z axis at a rate determined by
the effective interactions with all other pseudospins. Figure from [77].
In terms of pseudospins {τ}, (2.26) takes the form (2.28), which in spin notation is
HatH =
∑
i
hiτ
z
i +
∑
i,j
Jijτ
z
i τ
z
j +
∑
i,j,k
Jijkτ
z
i τ
z
j τ
z
k + · · · , (2.32)
where we remark the absence of any hopping terms, as it only depends on τ zi . The hi
describe the random field acting on the effective spin in site i. The spin-spin interaction
came from the actual interactions in the original Hamiltonian, and thus they are absent
in the free case. These interacting terms are expected to show an exponential decay with
distance rij with respect to ξ1,
Jij ∝ J0 e−
rij
ξ1 , Jijk ∝ J0 e−
max(rij ,rjk,rik)
ξ1 , · · · . (2.33)
Despite the simple form of this diagonal Hamiltonian, the MBL phase presents unusual
and non-trivial dynamics when the system is prepared in a superposition of different
eigenstates. In fact, each pseudospin is affected by an effective magnetic field in the z
direction that depends on the state of all the other pseudospins, in a quite complicated
manner. Hence, if we initially prepare the system in a state where every τ zi is in a
superposition of ±1, during the time evolution different spins will get entangled. This
entanglement is due to the dephasing of the off-diagonal elements of the reduced density
matrix in the τ basis [113,114,117].
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The magnetic field experienced by the k-th effective spin can be expressed as
Hk(τ ′) = hk +H1k({τ ′}) +H2k({τ ′}) + · · · , (2.34)
where τ ′ is the set of the configurations of all the pseudospins except k. H lk is the
magnetic field arising from interactions between spins within a distance |j − k| ≤ l from
k. We can explicitly write the first two terms as
H1k = Jk,k+1τ zk+1 + Jk,k−1τ zk−1 + Jk,k−1,k+1τ zk−1τ zk+1, (2.35)
and
H2k = Jk,k+2τ zk+2 + Jk,k−2τ zk−2
+
∑
|σ|≤2
′ ∑
2≥σ′>σ
′
Jk,k+σ,k+σ′τ
z
k+στ
z
k+σ′
+
∑
|σ|≤2
′ ∑
2≥σ′>σ
′ ∑
2≥σ′′>σ′
′
Jk,k+σ,k+σ′,k+σ′′τ
z
k+στ
z
k+σ′τ
z
k+σ′′
+ Jk−2,k−1,k,k+1,k+2τ zk−2τ zk−1τ zk+1τ zk+2,
(2.36)
where we denote with the prime the sums that exclude zero (σ 6= 0). Generally, it is
believed that the effective fields decay exponentially according to
H lk ∼ J0 e
− l
ξ , (2.37)
with ξ 6= ξ1 generally. Now we assume our system to be initially prepared in a product
state (or in a weakly entangled state) and we proceed with a global quantum quench,
evolving the system for t > 0 with the Hamiltonian (2.32). We choose a simple initial
state in which effective spins are prepared in a product state, rather than physical ones,
because even if such a state is hard to prepare this example captures almost all the
dynamical features in the MBL phase and it is analytically treatable. We initialize the
system in a superposition of different states, given by
|ψ(0)〉 = ⊗Ni=1[Ai,+ |+〉i + Ai,− |−〉i], (2.38)
where |+〉i (|−〉i) are the eigenstates corresponding to τ zi = ±1 and Ai,+, Ai,− are complex
numbers satisfying |Ai,+|2 + |Ai,−|2 = 1. At time t, the wave function is
|ψ(t)〉 =
∑
τ
(
N∏
i=1
Aiτi
)
e−iEτ t |τ〉 , (2.39)
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where |τ〉 is an eigenstate of (2.32) for a certain configuration of pseudospins, e.g. |τ〉 =
|↑↑ · · · ↓↑〉, and Eτ is its corresponding energy. We consider single-spin observables on
spin j, described by operators ταk (t), α ∈ {x, y, z}, and we can explicitly write the
elements of the reduced density matrix for spin k: the diagonal elements are time-
independent, since the τ zj are integrals of motion,
ρ++(t) = |Ak,+|2, ρ−−(t) = |Ak,−|2, (2.40)
while the off-diagonal elements are
ρ+−(t) = ρ∗−+(t) = Ak,+A∗k,−
∑
τ ′
Pτ ′ ei(E+,τ ′−E−,τ ′ )t, (2.41)
where τ ′ represents all the configurations of N − 1 spins excluding the k-th. E+(−),τ ′ is
the energy of the state with τ zk = +(−), and the other spins are in τ ′. The probability
of finding such a state is conserved in time and it is denoted by Pτ ′ , given for the state
(2.38) by
Pτ ′ =
∏
i 6=k
|Aiτi |2. (2.42)
Using (2.32) we can recast the off-diagonal elements as
ρ+−(t) = Ak,+A∗k,−
∑
τ ′
Pτ ′ e2iHk(τ
′)t, (2.43)
where we used the effective magnetic field3 experienced by the spin k defined in (2.34). In
the MBL phase, different configurations of the surrounding spins lead to different mag-
netic fields experienced by k and to the dephasing and suppression of the off-diagonal
elements ρ+−. Using the hierarchical structure which follows from (2.34), if the localiza-
tion length is short enough, every successive term in the sum in (2.34) is typically much
smaller than the previous one, |H lk|  |H l+1k |. This leads to [116]
1
H lk
. t .
1
H l+1k
, (2.45)
3In the non-interacting case, the effective field experienced in a certain site is not affected by the
state of the spins in all other sites. Therefore, we can write Hk(τ ′) = hk and thus
ρ+−(t) = e2ihkt . (2.44)
This results in a process of precession of the spin k without any dephasing, leading to an oscillatory
behaviour of single-spin observables. Thus, no equilibrium state is reached, which is the dynamical
probe of Anderson localization.
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which means that at time t the magnetic field does not depend on the state of the spins
for which |i−k| > l, but all other configurations differing in one ore more spins for which
j − k ≤ l show a phase difference much greater than 2π. In other words, the k-th spin
gets entangled with the spins within a distance l, i.e. k − l, · · · , k − 1, k + 1, · · · , k + l.
Let us assume that the probabilities Pτ ′ are equal, for example when |Aiτi | = 1√2 . Thus,
we can estimate ρ+−(t) as
|ρ+−(t)| ∼
|Ak,↑A∗k,↓|√
N(t)
, (2.46)
where N(t) is the number of configurations of spins for which |i − k| ≤ l. At time t,
the off-diagonal element of the reduced density matrix consists of N(t) = 22l terms with
random phases. Combining (2.37) and (2.45) we obtain the relation l ∼ ξ ln(J0t), which
we insert in (2.46) obtaining
|ρ+−(t)| ∼
|Ak,↑A∗k,↓|
(J0t)ξ ln 2
. (2.47)
Hence, the off-diagonal element of the reduced density matrix decays as a power law,
depending on ξ and on the details of the initial state, in particular on the probabilities
of all spin configurations. The same kind of power-law decay also holds for a generic
initial state [116]. These results allow us to understand the dynamics of the single-spin
observables: τ zk remains fixed, while τxi , τ
y
i show a power-law decay in time to zero,
〈τ zk (t)〉 = 〈τ zk (0)〉 , | 〈τ
x,y
k (t)〉 | ∝
1
tξ ln 2
, (2.48)
for a simple initial state as (2.38) and for t  1/J0, i.e. for long times. In [116], this
particular behaviour is proven to hold for generic observables, not only single-spin ones.
The LIOMs formalism provides a useful phenomenological description of the proper-
ties of the MBL phase and highlights its typical dephasing dynamics. We conclude this
discussion summarizing what we said:
- MBL systems can be described by a set of emergent local integrals of motion, which
strongly restrict the quantum dynamics.
- Temporal fluctuations of local observables decay according to a power-law, with
an exponent that depends on the properties of the initial state.
- The dephasing dynamics is extremely slow, due to the exponentially weak interac-
tions between τ zi spins.
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- There is no dissipation, since there are no spin-flips in (2.32).
The persistent memory of initial conditions in MBL phase combined with exponentially
slow dephasing (which can be also reversed with echo-spin procedures [118,119]) has raised
the fascinating idea of using localized systems as novel platforms for a new generation
of quantum computing devices.
2.3.3 ENTANGLEMENT IN LOCALIZED SYSTEMS
The notion of entanglement belongs to the ensemble of ideas from quantum information
that have been ported to the study of modern condensed matter physics, leading to many
important developments. Entanglement allows to separate parts of a system to be much
more correlated than what is classically predicted, and it represents a key ingredient in
the operations of a quantum computer.
Consider a system initialized in a pure state |ψ〉, defined in a one-dimensional Hilbert
space H. If we divide our system into two subregions A and B we can write the Hilbert
space as the tensor product H = HA ⊗HB. The pure state |ψ〉 can be decomposed as
|ψ〉 =
NA∑
i=1
NB∑
j=1
aij |i〉A ⊗ |j〉B , (2.49)
where |i〉A (|j〉B) are basis states for the subsystem A (B) and NA, NB are the sizes of the
partitions. We can perform a singular value decomposition on the matrix of coefficients
aij in order to obtain the state in its Schmidt form [120]
|ψ〉 =
Nmin∑
α=1
Λα |α〉A |α〉B , (2.50)
where the state |α〉A,B form an orthonormal set for HA,B and Nmin = min(NA, NB).
The Schmidt values Λα ≥ 0 for a normalized state satisfy
∑
α Λα = 1, and are the main
indicator of the level of entanglement between the two subregions. A state with no
entanglement can be written as a simple product state in the Schmidt basis and thus
only one Schmidt value is different from zero, while for an entangled state, more than
one Λα contributes [121]. Considering the reduced density matrix of one subsystem, say
A, the relation between entanglement and the Schmidt decomposition can be made more
clear:
HatρA = TrB |ψ〉 〈ψ| =
∑
α
Λ2α |α〉A 〈α|A . (2.51)
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The von Neumann entropy we defined in (1.45) is the entanglement entropy of the reduced
density matrix, and it can be written as
SA = −
Nmin∑
α=1
Λ2α log Λ2α. (2.52)
From the above expression we can note that the entropy varies from 0, for a minimally
entangled product state, to logNmin for a maximally entanglement state in which all
Schmidt values are equal. For example, if we are dealing with a chain of spin-1/2 of
length L, the maximal entanglement entropy for a bipartition of the chain is
S ∝ L log 2, (2.53)
since Nmin = 2L/2. The result is that the maximal entropy of entanglement scales with
the volume of the subregion, accordingly to the macroscopic thermodynamic entropy.
Hence, in thermalizing systems which obey the ETH, since local observables computed
in individual eigenstates agree with their ensemble averages, the entanglement entropy of
any subregion A scales with the famous “volume-law” for generic highly excited states. In
the language of quantum information theory, this means that the information is “scram-
bled” in such states and an effective representation of them requires many expansion
coefficients of the wave function in terms of local basis states. It was formally proven by
Hastings [122] that ground states of local, gapped Hamiltonians show a different scaling,
called “area-law”, and the entanglement entropy scales as the length of the boundary
between the subregions. For a one dimensional system, this law implies that S scales as
a constant independent of L.
Notably, in [101] it has been noted that MBL systems (and also Anderson localized sys-
tems) show an area-law scaling even for highly excited states. By now, several numerical
studies confirmed in detail the behaviour of the entanglement entropy, showing the area
law for excited states and deviations from it due to rare regions and states [29,123]. This
area-law is one of the key features that denote the violation of the ETH in localized
systems.
Figure 2.6 shows very clearly the difference between a disordered Heisenberg spin chain
(2.26) at low disorder strength and at higher randomness. For weak disorder, the entropy
per site SE/L increase constantly, confirming the expected volume law for non-localized
systems. At higher disorder strengths, deep in the MBL phase, the entanglement entropy
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Figure 2.6: Entanglement entropy per site SE/L as a function of system size L for various
disorder strength values h for the Hamiltonian (2.26). The left panels are taken from the middle
of the spectrum while the right ones from the upper sector. The volume law scaling leading to
a constant SE/L for weak disorder is opposed to the area law at larger disorder, detected by
the decrease of SE/L. From [29].
decreases with the system size L, distinctly showing an area-law scaling. Assuming a
volume law scaling at the transition [124], it is possible to perform a scaling analysis of
SE/L using the ansatz g[L1/ν(h−hc)], estimating the critical disorder hc and the critical
exponent ν (for details on the fitting procedure, see Supp. Mat. of [29]).
Another example is provided by figure 2.7, which shows the standard deviation of en-
tanglement over the disorder ensemble as a function of disorder strength δJ for different
system sizes L and D independent disorder realizations [123]. The Hamiltonian which the
data refer to is the transverse field quantum Ising chain with disordered couplings and a
next-nearest neighbor Ising term,
H = −
L−1∑
i+1
Jiσ
z
i σ
z
i+1 + J2
L−2∑
i=1
σzi σ
z
i+2 + h
L∑
i
σxi , Ji = J + δJi, (2.54)
where Ji = J+δJi are random and independent, with Ji chosen from a uniform distribu-
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tion [−δJi, δJi]. At a fixed nonzero interaction strength J2, an MBL transition is found
at a certain critical value δJC , which depends on the energy density. In the left inset of
figure 2.7 the plots show the mean of the distribution of entanglement entropies 〈S〉 in
the exact eigenstates at the middle of the spectrum, for various system sizes L (different
colors). At weak disorder 〈S〉 follows a volume-law approaching the value (2.53), signaled
by the dashed lines. With increasing disorder the average entropy falls off towards the
saturation value SE = log 2 deep in the localized phase. The standard deviation goes to
zero both in the ergodic phase and in the localized phase, while it has a diverging peak
at the critical disorder strength, i.e. at the transition. This can be understood consid-
ering that at disorder values close to the transition, the exact value of the entanglement
entropy depends on the singular disorder realization. The set of states obtained for a
specific configuration contains, near the transition, a large number of thermal states and
a large number of localized states, and this leads to a large standard deviation of the
entanglement.
Figure 2.7: Standard deviation of entanglement entropy as a function of disorder strength
δJ , for the Hamiltonian (2.54). The data are shown for different system sizes L and disorder
realizations D at a fixed energy density in the middle of the spectrum. The left inset shows
the mean entanglement entropy and the transition leading to a full localized phase, in which
for all system sizes 〈S〉 approaches a constant value. Adapted from [123].
49
CHAPTER 2. ERGODICITY BREAKING AND LOCALIZATION
Now, the question may be: “How can the MBL phase be distinguished by its single-
particle counterpart?”. Indeed, the scaling of the entanglement entropy in both phases
follows an area-law, and thus it is not a sufficient indicator. The difference lies in
the dynamics of the entanglement, i.e. in the growth of S in time, starting from an
initial product state. In ergodic systems, the entanglement spreads ballistically, with
an energy-density dependent speed akin to the Lieb-Robinson velocity [80]. An intuitive
explanation is that two separated regions A and B are entangled if the entanglement
spreads sequentially through the subsystems lying inbetween. In Anderson localized
systems, on the contrary, the absence of interactions and the localization of the l − bits
do not permit any spreading, leading to no growth of entanglement even at long times.
Strikingly, the behaviour of entanglement dynamics in MBL systems is truly different
from all we said so far. In [117,125] it was found that the entanglement follows a logarithmic
growth in time in MBL phase. This peculiar property can be explained by exploiting
again the l-bits framework, where two l-bits separated by a distance l can only get
entangled through their direct interaction. The effective interaction between them is
given by (2.37), and it decays exponentially with l. Hence, after a time t such that
J0t ∼ 1, all l-bits inside a sphere of radius l ∼ ξ ln(J0t) become entangled.
In figure 2.8 is reported the entanglement growth in the random Heisenberg chain (2.26)
for various values of the interaction strength. The difference between the single-particle
case anche the MBL one can be seen very clearly: in the Anderson case (blue plot) S(t)
grows until the transition takes place, and then saturates without any further increase,
while switching on the interaction term Jz leads to a logarithmic growth of entanglement
after the critical point. The time at which the logarithmic growth starts is Jzt ∼ 1, and
all curves for different interacting strengths roughly collapse on a single curve when
plotted against Jzt (see inset).
This logarithmic growth is expected to continue indefinitely for an infinite system, while
in finite systems S(t) saturates to a value S∞ that depends on the initial conditions
only [117,126]. The saturation value shows an extensive scaling with the system size L
(figure 2.9), but smaller than the one predicted for the thermal phase.
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Figure 2.8: Entanglement growth after a quench starting from a factorized eigenstate of
Hamiltonian (2.26), for different interaction strengths Jz. The inset shows the same data but
with a rescaled time axis and subtracted Jz = 0 values [125].
Figure 2.9: Saturation values of the entanglement entropy as a function of L for different
Jz. The inset shows the approach to saturation for various system sizes. [125]
2.4 EXPERIMENTAL REALIZATIONS
We conclude this chapter with some references to interesting experimental setups which
has proven to be very promising in MBL investigations.
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As we stressed from the very beginning of the discussion about MBL, this phenomenon
is expected to manifest itself in isolated quantum systems, decoupled from any exter-
nal reservoir. As a result, experimental investigations on MBL systems have proven
to be really challenging. Actually, even for Anderson insulators direct measurements
of electronic wavefunctions localization has been elusive, although indirect probes were
found thanks to the deep implications that localization causes in other properties [127,128],
e.g. transport. The experimental revolution that we mentioned in the introduction of
this chapter have resulted in the realization of isolated many-body systems with high
tuning possibilities in terms of interactions and disorder strength. Experiments in ul-
tracold atomic systems [129–132] represents an ideal setup in which investigate the elusive
localization, and recent observations have demonstrated that a signature of the initial
state persists in MBL systems for arbitrarily long times. To a good approximation these
Figure 2.10: Diagram of the many-body system initial state and experimental procedure [129].
(A)The system is prepared in an initial state consisting in a particular CDW, in which all atoms
occupy even sites. (B) Schematic phase diagram. In the ergodic phase, the system is expected
to relax and equilibrate under its own dynamics, leading to the same number of atoms in even
or odd sites. In the localized phase, the initial CDW persists for long times. (C) Representation
of the three terms in Aubry-André Hamiltonian (2.55).
systems can be considered isolated4, and the interaction strength can be tuned via a
procedure called Feshbach resonance. In [129], the onsite disorder has been realized by
4Even if there is heating in this kind of setups, its effects are believed to be relevant on time scales
much longer than those used during measurements [130].
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superimposing lasers with incommensurate frequencies, creating a quasiperiodic poten-
tial which is also known to show MBL [133–135]. The system can be described by the 1D
fermionic Aubry-André model with interactions,
HatH = −J
∑
i,σ
(c†i,σci+1,σ + h.c.+ ∆
∑
i,σ
cos(2πβi+ φ)c†i,σci,σ + U
∑
i
ni,↑ni,↓, (2.55)
where σ ∈ {↑, ↓}. The second sum represents the quasiperiodic disorderd term, i.e. the
shift of the onsite potential due to an additional incommensurate lattice, where β is the
ratio of lattice periodicities, ∆ is the disorder strength and φ is a phase offset. As usual,
U represents the onsite interaction energy, and ni,σ = c†i,σci,σ is the number operator.
The most remarkable fact about this model is that for almost all irrational β all single-
particle states are localized at the same critical disorder strength ∆/J + 2 [133]. By
now, the main experimental observable in MBL measurements has been the imbalance I
between the respective numbers of atoms on even Ne or odd No sites,
I = Ne −No
Ne +No
. (2.56)
Figure 2.11: Evolution of imbalance I between atoms on even and odd sites for different
disorder and interactions strength [129].
Preparing the system in an initial artificial charge density wave (CDW) order, I gives a
measurement of the relaxation of this CDW in time (see figure 2.10). The results of the
tracking of the time evolution of I are shown in 2.11, in which it can be seen that in the
ergodic phase, for small disorder, the initial CDW (I = 0.9) quickly relaxes to zero, while
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in the MBL phase the imbalance attains a finite stationary value. Since the imbalance
decay to zero is a signature of the relaxation of the system towards thermal equilibrium,
the behaviour of I for strong disorder is a significant hallmark of non-ergodic dynamics,
and the persistence of the initial CDW pushes forward tantalizing ideas about how to
exploit memory effects in MBL systems.
Another recent experimental study on a cold-atoms setup has remarkably shown sig-
natures of localization in two dimensions [130], an open problem since the days of An-
derson’s original work. Here, the authors report observations of MBL for bosons in
a two-dimensional optical lattice. Traces of MBL has been found also in trapped ion
systems [136].
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THE KITAEV MODEL
In this chapter we review the toy model proposed by Kitaev [41], a useful tool for the
study of certain fermionic systems which have an energy gap in the bulk spectrum and
show Majorana zero edge modes at the boundaries. The original Kitaev one dimensional
model, with short range pairing between particles, has been studied within the framework
of topologically ordered phases in one dimension. A two or more degenerate ground state,
or more generally low energy states, is a key feature of a topological ordered phase, which
appears without the breaking of any order parameter. We present a generalization of
the Kitaev chain with long range interactions, whose strength decays as a power law.
3.1 KITAEV CHAIN
We consider a one-dimensional i.e., a quantum wire, superconductive system, with-
out focusing on the particular superconductivity mechanism: we assume, for simplicity,
that only a single spin component appears in the Hamiltonian. This effectively makes
sense only in a p-wave, or triplet, superconductor, in which the induced pairing involves
fermions with the same spin direction.
The model Hamiltonian, for a chain of N  1 sites, is [41]
H =
N−1∑
j=1
[
−t
(
c†jcj+1 + c
†
j+1cj
)
+ ∆
(
c†j+1c
†
j + cjcj+1
)]
−
N∑
j=1
µ
(
c†jcj −
1
2
)
, (3.1)
where j labels the sites, µ is the chemical potential, t is the hopping amplitude and ∆
is the superconducting pairing amplitude, which we assume to be real.1 Each fermionic
1In general ∆ would be a complex quantity, |∆| eiφ, with φ being the phase of the pairing potential.
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state is described by a pair of annihilation and creation operators cj, c†j, respectively,
which obey the usual anticommutation relation {ci, cj} = {c†i , c
†
j} = 0 and {ci, c
†
j} = δi,j.
We can note the breaking of time-reversal symmetry in (3.1), since we are considering
the same value for all the spin projections: this means that the fermions in the system
can be handled like spinless particles, and we can suppress the spin index [137].
We now want to rewrite the Hamiltonian (3.1) in terms of new operators called Majorana
operators, formally defined as
a2j−1 = c†j + cj, a2j = i(c
†
j − cj), j = 1, ..., N, (3.2)
which are hermitian, satisfying the relation
a†i = ai, i = 1, ..., 2N. (3.3)
From the anticommutation relations of the former fermionic operators we can obtain the
anticommutation relations for Majorana operators:
{a2j−1, a2l−1} = 2δj,l (3.4a)
{a2j, a2l} = 2δj,l (3.4b)
{a2j, a2l−1} = 0. (3.4c)
It is worth remarking the particular nature of the particles created (or annihilated) by
the operators (3.2). In particle physics, Majorana fermions (MFs) are particles which
are their own anti-particles [138], predicted by Ettore Majorana in his seminal work in
1937 [139]. Even if the existence of such elementary particles is still an open question
and occupies a central place in several frontiers of modern physics, MFs are likely to
exist as quasi-particle excitations in certain condensed matter systems, like the one we
are considering. This condensed matter version of MFs has attracted a solid theoretical
interest, mainly because of their peculiar statistics: they are indeed non-abelyan anyons,
Anyway, with open boundary conditions, our assumption is not so severe, as we can set the phase φ
equal to zero, or hide the phase dependence into a slightly different definition of Majorana operators:
a2j−1 = e−i
φ
2 c†j + e
iφ2 cj , a2j = ie−i
φ
2 c†j − ie
iφ2 cj , j = 1, ..., N.
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and their exchanges have to be managed carefully, as in general they do not commute.
Moreover, any fermionic state can be obtained by the superposition of two MFs. This
operation essentially corresponds to the splitting of a fermion into a real and an imaginary
part. Following the definition (3.2), we get
cj =
1
2(a2j−1 + ia2j), c
†
j =
1
2(a2j−1 − ia2j). (3.5)
A notable consequence is that Majorana operators only contain half a degree of freedom,
and does not obey to the usual Pauli exclusion principle for normal fermions, but instead
a2j = (a
†
j)2 = a
†
jaj = aja
†
j = 1. (3.6)
It is therefore meaningless to speak of the occupancy number of a Majorana mode in the
usual form nMFi = a
†
jaj, since, exploiting the hermiticity of the operators, we have
nMFi ≡ 1, (3.7)
and thus a Majorana mode can always be thought to be half filled and half empty.
We can now rewrite (3.1) in terms of MFs, obtaining the Hamiltonian in the form
H = i2
N−1∑
j=1
[(∆− t)a2j−1a2j+2 + (∆ + t)a2ja2j+1]−
i
2
N∑
j=1
µa2j−1a2j (3.8)
where we used the anticommutation relations (3.4).
3.1.1 PARTICULAR CASES
We consider two interesting special cases:
(a) ∆ = t = 0, µ < 0: the Hamiltonian (3.8) turns out to be
H = −µ i2
∑
j
a2j−1a2j = −µ
N∑
j=1
(c†jcj). (3.9)
In this trivial case we obtain a pairing between operators acting on the same site,
thus forming a ground state with fermionic occupancy number nj = 0.
(b) ∆ = t > 0, µ = 0: this is the case where the Majorana modes physics is most easily
understood, as we have
H = it
N−1∑
j=1
a2ja2j+1. (3.10)
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The curious thing here is that the pairing appears between Majorana operators
from different sites. We can recast again our Hamiltonian through the definition
of a new set of fermion operators:
c̃j =
1
2(a2j + ia2j+1), c̃
†
j =
1
2(a2j − ia2j+1), (3.11)
which obey to the fermionic anticommutation rules. The Hamiltonian then be-
comes
H = it
N−1∑
j=1
a2ja2j+1 = −t
N−1∑
j=1
(c̃†j + c̃j)(c̃
†
j − c̃j)
= −t
N−1∑
j=1
(1− 2c̃†j c̃j) = 2t
N−1∑
j=1
(
c̃†j c̃j −
1
2
)
.
(3.12)
So far, it might seem that the Majorana operators are simply a merely formal and
mathematical way to represent the chain Hamiltonian in some alternative fashion, where
the physical excited states are obtained through the superposition of nearest neighboring
MFs. On the contrary, something really meaningful about the physics of the system is
contained inside the Hamiltonian (3.10): there are two Majorana operators, namely a1
and a2N , which no longer appear in any term of the Hamiltonian. We can describe
these two operators, located ad the edges of the chain, by a single fermionic state,
corresponding to a pair of operators defined as
c̃M =
1
2(a1 + ia2N), c̃
†
M =
1
2(a1 − ia2N). (3.13)
This state, since a1 and a2N are localized on opposite ends of the wire, represents a highly
non-local state, which absence from the Hamiltonian means that the energy required for
its occupation is zero. We turn now our focus on the ground state of the system: a state
|ψ〉, in order to be a ground state, must satisfy the condition
c̃j |ψ〉 = 0, j = 1, ..., N − 1. (3.14)
In our case of interest, there are two orthogonal states |ψ0〉 , |ψ1〉 which satisfies this
property, related by (3.13):
|ψ0〉 =
1
2(a1 + ia2N) |ψ1〉 = c̃M |ψ1〉 (3.15a)
|ψ1〉 =
1
2(a1 − ia2N) |ψ0〉 = c̃
†
M |ψ0〉 . (3.15b)
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Orthogonality of the states can be proven using (3.4):
〈ψ0|ψ1〉 =
1
4 〈ψ1| (a1 − ia2N)(a1 − ia2N) |ψ0〉
= 14 〈ψ1| a
2
1 − ia1a2N − ia2Na1 − a22N |ψ0〉
= 〈ψ1| a1a2N − a1a2N |ψ0〉 = 0.
(3.16)
As we mentioned earlier, defining an occupancy number of a Majorana state through the
usual fermionic number operator is not truly significative. However, the fermionic states
actually contain a certain number of particles, and they are eigenstates of the parity
operator
HatP =
N−1∏
j=1
(−ia2j−1a2j) =
N−1∏
j=0
(1− 2c̃†j c̃j). (3.17)
The possible eigenvalues are ±1, depending on whether the eigenstate is occupied by an
even or odd number of particles. It is easy to see that the ground states ψ0 and ψ1 have
opposite parity. We note that,
{HatP, c̃†j} = HatP c̃
†
j + c̃
†
jHatP =
N−1∏
j=0
(c̃†j − 2c̃j†c̃j c̃
†
j) +
N−1∏
j=0
(c̃†j − 2c̃j†c̃
†
j c̃j)
=
N−1∏
j=0
(c̃†j − 2c̃j†c̃j c̃
†
j)−
N−1∏
j=0
(c̃†j − 2c̃j†c̃j c̃
†
j) = 0,
(3.18)
and thus
HatP |ψ1〉 = HatP c̃†M |ψ0〉 = −c̃
†
MHatP |ψ0〉 = −c̃
†
M(± |ψ0〉) = ∓ |ψ1〉 (3.19)
from which the opposite parity of the ground states is demonstrated.
The two cases (a) and (b) represent two different topological phases, or univerality classes,
of the system, as (a) presents a trivial ground state with no zero energy Majorana modes,
while in (b), since the Hamiltonian (3.10) allows for an odd number of quasiparticles at
zero energy cost, the ground state is two-fold degenerate, corrisponding to having an
even or an odd total number of fermions in the system. 2 We will now see what happens
2A subtle observation is that the bulk properties of the two phases are exactly the same, as we can
transform one phase to the other by a simple permutation of the operators aj 7→ aj+1, which is a usual
local operation in lattice models study. Anyway, we are essentially interested in the behaviour of the
boundaries of the chain, and that remains clearly different since a map like the one just mentioned is
not well defined at the boundaries of our system: only (b) has unpaired Majorana fermions at the ends
of the wire.
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when considering the general case with arbitrary values of ∆, t, µ, and we will derive the
necessary conditions for the existence of Majorana zero energy modes at the end of the
wire.
3.1.2 GENERAL CASE
First, we will analyze the spectrum of the original Hamiltonian (3.1), which we recall
here:
H =
N−1∑
j=1
[
−t
(
c†jcj+1 + c
†
j+1cj
)
+ ∆
(
c†j+1c
†
j + cjcj+1
)]
−
N∑
j=1
µ
(
c†jcj −
1
2
)
.
We’ll assume now periodic boundary conditions, that correspond to the transformation
of the wire into a closed ring, where interactions between sites 1 and N are allowed.3
Subsequentially, our system acquires a translational invariance property, which we can
exploit by switching to the momentum space through a discrete Fourier transform:
bk =
1√
N
∑
j∈BZ
cj e−ikj, b†k =
1√
N
∑
j∈BZ
c†j eikj (3.20)
where the k run through the first Brillouin zone and bk (b†k) annihilates (creates) a fermion
with momentum k. According to our boundary conditions, the possible k are quantized
as kn = 2πN n, with −N/2 ≤ n ≤ N/2. The Hamiltonian then becomes
4
H =
∑
k∈BZ
εkb
†
kbk −
∑
k∈BZ
(∆̃kbkb−k + h.c.) +
µN
2 , (3.21)
where εk = −(µ+2t cos(k)) represent the energy levels with respect to the Fermi energy,
and ∆̃k = −i∆ sin(k) is the modified p-wave pairing amplitude. We can now introduce
the Nambu spinor b†k ≡ (bk, b
†
−k), trough which we can express (3.21) in its Bogoliubov-de
Gennes form: 5
H = 12
∑
k∈BZ
b†kHBdGbk, (3.22)
3We are basically saying that cN+1 = c1.
4Reminding that
N∑
j=1
ei(k
′−k)j = Nδk,k′ .
5We are now neglecting the constant term µN2
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with
HBdG =
 εk ∆̃∗k
∆̃k −εk
 =
−(µ+ 2t cos(k)) i∆ sin(k)
−i∆ sin(k) (µ+ 2t cos(k))
 (3.23)
Now, we can diagonalize the Hamiltonian through a Bogoliubov transformation:
bk = U †ηk, ηk =
 ηk
η†−k
 , (3.24)
where the matrix U is
U =
 cos(θk) i sin(θk)
i sin(θk) cos(θk)
 , (3.25)
and θk is given by
tan(2θk) = −
sin(k)
2t cos(k) + µ. (3.26)
The Hamiltonian, in the new Bogoliubov basis, is
HB =
∑
k∈BZ
E(k)
(
η†kηk −
1
2
)
, (3.27)
where the E(k) are obtained as the eigenvalues of the matrix H ′BdG = UHBdGU †, and
are
E(k) = ±
√
(2t cos(k) + µ)2 + (2∆ sin(k)2). (3.28)
Returning now to our original dicussion about the existence of Majorana zero energy
modes at the ends of the chain, we can argue that, for L → ∞, the dispersion relation
(3.28) holds even for open boundary conditions, as the bulk properties are the same both
for a ring and for a chain. Thus, we can analyze the bulk spectrum to find zero energy
modes in a gapped region in the limit L → ∞. If these states exist, they are of the
form [41]
b′ =
∑
j
(α′+x
j
+ + α′−x
j
−)a2j−1, (3.29a)
b′′ =
∑
j
(α′′+x
−j
+ + α′′−x
−j
− )a2j, (3.29b)
where the coefficients α′+, α′−, α′′+, α′′− depend on the choice of the boundary conditions
and x± is
x± =
−µ±
√
µ2 − 4t2 + 4∆2
2(t+ ∆) . (3.30)
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With hard wall boundary conditions at j = 0 and j = N + 1 the coefficients are given
by the following set of equations:
α′− + α′+ = 0 (3.31a)
α′′− + α′′+ = 0 (3.31b)
α−′ x−(N+1)− + α′+x
−(N+1)
+ = 0 (3.31c)
α−′′ x−(N+1)− + α′′+x
−(N+1)
+ = 0. (3.31d)
Now, we are going to conjecture two expected existence domains of the two phases (a)
and (b), analyzing two distinct cases: [41]
i) |µ| > 2|t|: in this case, with respect to (3.31), we have
|x+| =
∣∣∣∣∣∣∣∣
1 +
√
1−
(
2t
µ
)2
+
(
2∆
µ
)2
2t
|µ| +
2∆
|µ|
∣∣∣∣∣∣∣∣ >
∣∣∣∣∣∣
1 + 2∆|µ|
2t
|µ| +
2t
|µ|
∣∣∣∣∣∣ >
∣∣∣∣∣∣
1 + 2∆|µ|
1 + 2∆|µ|
∣∣∣∣∣∣ = 1 (3.32)
|x+x−| =
∣∣∣∣∣µ2 − µ2 + 4t2 − 4∆24(t+ ∆)2
∣∣∣∣∣ =
∣∣∣∣∣t−∆t+ ∆
∣∣∣∣∣ < 1. (3.33)
These two equations combines with |x−| < 1, but for |µ| > 0 we would have
|x+| < 1 and |x−| > 1. Thus, it is not possible to find a non trivial solution for
both α′− and α′+ (or α′′−, α′′+) that satispfy the boundary conditions. Then, we can
conlude that the supposed zero modes (3.29) do not exist in this domain.
ii) |µ| < 2t,∆ 6= 0: now we find that |x−|, |x+| < 1. This means that it is possible
to have a zero-energy edge state of the form (3.29) that satisfies the boundary
conditions with both α′− and α′+ (or α′′−, α′′+) non zero. The state b′ is localized
near j = 0, while b′′ near j = N . If we have |µ| < −2t, |∆ 6= 0, simply b′ and b′′
switch their places. In conclusion, this is the existence domain of the phase (b).
As a final remark, we note that the above discussion is strictly exact only in the L→∞
limit. On the contrary, if the wire dimension is finite, as in reality, there is a small
coupling between the two edge states. Kitaev modelled this interaction through an
effective Hamiltonian, namely
Heff =
i
2γb
′b′′, γ ∝ e−χL, (3.34)
where L is the length of the chain and χ = min(| log |x−||, | log |x+||). Furthermore,
this Hamiltonian is still robust enough even with the inclusion of small electron-electron
interactions. [41]
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3.2 KITAEV CHAIN WITH LONG-RANGE INTERACTIONS
In this section we introduce and review the properties of a recently proposed [48] Hamil-
tonian that describes a generalization of the original Kitaev model (3.1) with long-range
p-wave pairing, that decays with distance l as l−α. The model Hamiltonian is
HLRK =
L∑
j=1
[
−µ
(
c†jcj −
1
2
)
− t
(
c†jcj+1 + c
†
j+1cj
)
+ ∆
L−1∑
l=1
d−αl
(
c†j+lc
†
j + cjcj+l
)]
,
(3.35)
where dαl is the function that gives the decaying interacting strenght between sites. If we
again consider a closed ring, we define dl = l for l < L/2 and dl = (L − l) for l > L/2,
and in both cases the decaying factor is given by the exponent α. The main feature
of (3.35) is that even with long-range p-wave pairing, it remains still quadratic in the
fermionic operators c†j, cj, meaning that the model can still be solved exactly. Another
crucial aspect of (3.35) is that if one consider the limit α→∞ i.e., reducing the problem
to the study of (3.1), our model can be transformed, via a Jordan-Wigner map, into the
XY-Ising model with pure nearest-neighbor interactions, that is a widely studied model
able to describe effectively the quantum phase transition between a paramagnetic and
an ordered phase [140] [141]. Anyway, for any finite value of α, the Hamiltonian (3.35) is
no longer mappable into a spin model through a J-W transformation, and the phase
diagrams of the two models can be different [48].
3.2.1 EXCITATION SPECTRUM
Following the exact same procedure of Sect.3.1.2, we consider a translationally invariant
closed ring with anti-periodic boundary conditions (ci = −ci+L), in order to avoid the
erasing of terms like cjcj+l and cj+lcj+l+L during the sum operation. Again, we are able
to perform a discrete Fourier transform of the fermionic operators and switch to the
lattice momenta space, but this time, due to the anti-periodic boundary conditions, our
crystalline momenta will be quantized as kn = 2πL
(
n+ 12
)
. The Hamiltonian assumes
the form
H = −
∑
k∈BZ
(µ+ 2t cos(k))b†kbk + i∆
∑
k∈BZ
L−1∑
l=1
sin(kl)
dαl
(bkb−k − b†−kb
†
k) +
µL
2 . (3.36)
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We can define as fα(k) the series
fα(k) =
L−1∑
l=1
sin(kl)
dαl
, (3.37)
with dl = min[l, L− l]. In the thermodynamic limit L→∞, we have
f∞α (k) = −i
∞∑
l=1
eikl + e−ikl
dαl
= −i[Liα(eik)− Liα(e−ik)], (3.38)
where Liα(z) is the polylogarithm [142] of a complex variable z of order α:
Liα(z) =
∞∑
l=1
zl
lα
(3.39)
So, neglecting the constant term µL2 , our long-range Kitaev Hamiltonian is
HLRK = −
∑
k∈BZ
(µ+ 2t cos(k))b†kbk + i∆
∑
k∈BZ
fα(k)(bkb−k − b†−kb
†
k). (3.40)
Following the steps described in Sect. 3.1.2, we diagonalize (3.40) via a Bogoliubov
transformation:  bk
b†−k
 = U †
 ηk
η†−k
 (3.41)
where U is the same as (3.25), but θk is given by
tan(2θk) = −
∆fα(k)
2t cos(k) + µ. (3.42)
We can rewrite the Hamiltonian in the Bogoliubov basis and obtain the excitation spec-
trum:
HBLRK =
∑
k∈BZ
λα(k)
(
η†kηk −
1
2
)
, (3.43)
λα(k) =
√
(2t cos(k) + µ)2 + (∆fα(k))2. (3.44)
We can also obtain the structure of the ground state, that has a BCS-like form:
|GS〉 =
∏
k
(cos θk − i sin θkb†kb
†
−k) |0〉 , (3.45)
where |0〉 is the vacuum state of fermion operators bk.
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In the thermodynamic limit L → ∞, it is possible to evaluate the critical lines of our
model. The momenta belong to the continuous interval k ∈ [0, 2π], and the dispersion
relation is given by (3.44), with fα(k) = −i[Liα(eik)− Li(e−ik]. Studying the behaviour
of fα(k) we can determine the critical lines. For α > 1, the series (3.39) is absolutely
convergent, while for α < 1 the series absolutely converges only for z 6= 1 (k 6= 0) and
diverges as
Liα(eik) ∼ Γ(1− α)
iα
k1−α
, for k → 0. (3.46)
Considering the particular cases α = 0, 1 one gets the following expression for Liα(z),
Li1(z) = − ln(1− z), Li0(z) =
z
1− z , (3.47)
and substituting in (3.38) one obtains
f∞1 (k) = π − k, f∞0 (k) = cot
(
k
2
)
. (3.48)
The zeroes of f∞α (k) are obtained by substituting k = π for all α > 0 into (3.38). In fact,
in this case one has f∞α (π) = 0 as Liα(−1) reduces to the Dirichlet eta function, which
is finite for all α > 0. For k = 0 we have to be more careful, since we have f∞α (0) = 0
only when α > 1 (see figure 3.1).
Figure 3.1: Behaviour of f∞α for α > 1, α = 1, α < 1.
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Thus, for α > 1 there are two critical values of k for which f∞α (kc) = 0, kc = 0, π, and
both lines µ = 2ω and µ = −2ω are critical. On the other hand, when α ≤ 1 f∞α (kc) = 0
only for kc = π, implying that only µ = 2ω represents a critical line, while µ = 2ω is
gapped because f∞α (k) → ∞ for k → 0. Hence, tuning α and ω in the limit α → 0, we
are able to connect continuously the paramagnetic and ferromagnetic phases for |µ| > 2ω
and |µ| < 2ω without closing the gap. Moreover, the presence of any finite α breaks the
symmetry of the phase diagram of the short-range model across the line µ = 0, since in
(3.35) the transformation ai → (−1)ia†I no longer connects µ > 0 to µ < 0.
3.3.1 ASYMPTOTIC BEHAVIOUR OF CORRELATION FUNCTIONS
Exploiting the integrability of the long range Hamiltonian (3.35), we can analyze the
asymptotic nature of its correlation functions, computed on the ground state (3.45).
Since the Hamiltonian is quadratic, we can use Wick’s theorem to compute high orders
correlators starting from the two point correlator C1(R) = 〈c†Rc0〉 and the anomalous one
F1(R) = 〈c†Rc
†
0〉, e.g.
C2(R) = 〈nRn0〉 = 〈nR〉〈n0〉 − 〈c†Rc
†
0〉〈cRc0〉+ 〈c†Rc0〉〈aRa
†
0〉. (3.49)
If we consider a finite chain in the limit L → ∞ (with R > 0) the correlation functions
C1(R) and F1(R) take the form [48]
C1(R) = 〈c†Rc0〉 = −
1
π
<
∫ π
0
dk eikR Cα(k), Cα(k) =
cos(k) + µ
2λα(k)
(3.50)
F1(R) = 〈c†Rc
†
0〉 =
1
π
=
∫ π
0
dk eikRFα(k), Fα(k) =
∆fα(k)
2λα(k)
. (3.51)
We are able to evaluate the asymptotic behaviour of the integrals in (3.50) and (3.51)
since they are a particular case of Fourier type integrals of the form
I(R) =
∫ b
a
f(k) eiRg(k), (3.52)
with g(k) = k, and thus the following holds [143]:
Lemma. Consider the integral
I(R) =
∫ b
a
f(k) eiRk, (3.53)
where [a, b] is a real finite interval. Assume that f(k) has N + 1 continuous derivatives
and that f (N+2)(k) is piecewise continuous on [a, b]. Then, an asymptotic expansion can
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be obtain in the limit R→∞:
I(R) ∼
N∑
n=0
(−1)n
(iR)(n+1)
[
f (n)(b) eiRb−f (n)(a) eiRa
]
. (3.54)
Exploiting the above lemma, we will show the asymptotic form of (3.50) and (3.51) in
three different cases: α = 0, α = 1 and α > 1. As we will see, the most notable result of
this calculation is the peculiar behaviour of the correlation functions, which show a sur-
prising algebraic decay for α ≤ 1 at all length scales, and a hybrid exponential-algebraic
decay for α > 1. Usually, in a gapped system one assumes an exponential decay of cor-
relations [144], but this surprising behaviour is consistent with the exponential-algebraic
Lieb-Robinson bounds on the propagation of information in systems with power-law in-
teractions. [145,146] Furthermore, this result on Lieb-Robinson bounds extended to quan-
tum many-body systems with long-range interactions decaying by power-law has been
proven recently in a more mathematically rigorous manner, showing that the group ve-
locity of information propagation grows by power-law in time. [147]
α = 0
We have f0(k) = cot(k/2), and thus
λ0(k) =
√√√√(cos(k) + µ)2 + ∆2 cot2 (k2
)
. (3.55)
From (3.54), (3.50) and (3.51) we get the long range behaviours of the two-point corre-
lator [48]:
C1(R) =
µ+ 1
4π∆
1
R2
+O(R−4), (3.56)
and the anomalous correlator:
F1(R) = −
1
2π
1
R
+O(R−3). (3.57)
In the critical case µ = 1, since C ′0(k) = (cos(k) + µ)/(4∆), we have C ′0(0) = −C ′0(π) =
1/(2∆), which leads to
C1(R) =
cos(πR)− 1
2π∆R2 +O(R
−4). (3.58)
We can study the anomalous correlator, for which we have F0(0) = F0(π) = 1/2, in a
similar way, obtaining
F1(R) = −
cos(πR)
2πR +O(R
−3). (3.59)
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At this point, we can combine the previous results in order to get the density-density
correlation functions C2(R), and exploiting (3.49) we have
C2(R) = 〈nRn0〉 =
1− cos(πR)
2πR +O(R
−4), (3.60)
which recalls a known result from the Luttinger model. [148]
α = 1
In this case we have
λ1(k) =
√
(cos(k) + µ)2 + ∆2(π − k)2, (3.61)
and thus
C ′1(0) =
π(1 + µ)∆2
2[∆2π2 + (1 + µ)2] 32
, C ′1(π) = 0. (3.62)
Therefore, (3.50) shows a power-law behaviour:
C1(R) =
(1 + µ)∆2
[∆2π2 + (1 + µ)2] 32R2
= O(R−4). (3.63)
For the anomalous correlator (3.51) we have
F1(0) =
∆π
2
√
(µ+ 1)2 + ∆2π2
, F1(π) = 0, (3.64)
so that
F1(R) = −
∆
2
√
(µ+ 1)2 + ∆2π2R
+O(R−3). (3.65)
α > 1
Starting from (3.50), we can express the correlator as [48]
C1(R) = 〈c†Rc0〉 = −
1
π
<
∫ π
0
dk eikR Cα(k)
= 1
π
∑
n
cos
(
(n = 1)π2
) C(n)α (π) cos(πR)− C(n)α (0)
Rn+1
.
(3.66)
In order to get a nonzero contribution from the above sum, we must fulfill the two
following conditions:
- cos
(
(n = 1)π2
)
6= 0, meaning that n must be odd;
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- At least one between C(n)α (π) and C(n)α (0) must be nonzero.
Considering α > 1, with α an odd integer, we have C(n) 6= 0 if n ≥ α, and we get the
following long-range decay of C1(R):
C1(R) =
1
π
cos
(
π
2 (α + 1)
) C(α)(0)
Rα+1
+O(R−(α+2)). (3.67)
Similarly, the anomalous correlator F1(R) is
F1(R) = −
∆
π
sin
(
π
2α
) F (α)(0)
Rα
+O(R−(α+1)). (3.68)
3.3.2 ENTANGLEMENT SCALING
As we saw in the previous chapter about localized systems properties, one of the most
exploited indicators in numerical studies over the last ten years has been the scaling
of the entanglement entropy with system size. We consider a chain of length L, and a
partition into two subregions A and B containing l and L− l sites. Through the ground
state (3.45) we can build the total density matrix as the projector
ρ = |GS〉 〈GS| , (3.69)
and tracing out all the degrees of freedom of B we can obtain the reduced density matrix
of the subsystem A,
ρA(l) = TrB ρ. (3.70)
Now, the von Neumann entanglement entropy SA of the reduced density matrix ρA is
given by (1.45), which we rewrite for convenience,
SV NEE(l) = −Tr{ρA log ρA}. (3.71)
We already said in 2.3.3 that for the ground states of local gapped Hamiltonians one does
not find an extensive scaling of the entanglement with the system size, while one generally
obtains an area-law, which reduces to the saturation of the entropy to a constant in one
dimensional systems [122]. Furthermore, results from conformal field theory have also
shown that the scaling changes at criticality, reflecting the universal behaviour of the
system [149,150]. Summarizing these two different behaviours, we can say that away from
criticality, since a gapped system has a finite correlation length [151] ξcorr, the entropy
saturates to a constant and obeys an area law,
SV NNE(l) =
c
3 log ξcorr, (3.72)
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where c is the central charge of the underlying conformal field theory. Conversely, at
criticality SV NEE(l) diverges logarithmically with the size l,
ScV NEE(l) =
c
3 log
[
L
π
sin
(
πl
L
)]
+ a, (3.73)
where a is a nonuniversal term. In [48], exploiting the Peschel method described in the
Figure 3.2: Phase diagram showing ceff (greyscale) as a function of α and µ. Two violations
of the area-law for the entanglement entropy scaling are visible around the critical lines |µ| = 1.
The horizontal dashed line separates two regions: correlation functions show an algebric decay
for α < 1 and a hybrid exponential-algebraic decay for α > 1. [48]
appendix A, the von Neumann entropy for the Hamiltonian (3.35) is computed for dif-
ferent system sizes L and for different values of µ. The results for half of the chain, i.e.
S(L/2), show that for all α and µ the entropy is well approximated by (3.73) with an
effective central charge ceff ,
S(l) = ceff3 log
[
L
π
sin
(
πl
L
)]
+ a. (3.74)
In figure 3.2 ceff is plotted fitting S(L/2) for various values of α and µ. We can note
that for α > 1 ceff is almost zero for any value of µ except for the critical lines |µ| = 1
(∆ = 2ω = 1 are fixed), where logarithmic deviations become important. In particular,
in the vicinity of µ = −1 the violation of the area law is quite clear for α < 2. For
α < 1 the effective central charge ceff is different from zero in the whole gapped region
|µ| 6= 1, implying a violation of the area-law, an unexpected result that goes against
(3.72). This peculiar behaviour of ceff has to be ascribed to the very strong long-range
pairing, which manifests its consequences in non-local quantities such as S(L/2) and
correlation functions.
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The most remarkable observation here is that the violations of the area law in presence of
a gap could be naively recognized as a failure of S to catch the real physics of the problem.
Conversely, from a different point of view, we can say that S itself is able to capture a
deep change in the nature of the ground state. For small α, long-range pairing becomes
dominant, and its presence cannot be inferred simply from the spectrum structure.
3.3.3 ENTANGLEMENT DYNAMICS FOLLOWING A GLOBAL QUENCH
We can test our model criticality on the line |µ| = 2ω by studying the time evolution of
the entanglement entropy after a global quench. A quench is the abrupt change of one
or more parameters of a system initially prepared in a state |ψ〉 (for example, it can be
the ground state of a pre-quench Hamiltonian H0), which is alloed to evolve for t > 0
with a different Hamiltonian H1 6. For a system with short-range interactions, we can
briefly review the entanglement dynamics in what is called the semiclassical approxima-
tion, following the work by Calabrese and Cardy [39]. This approximation is valid when
the post-quench Hamiltonian H1 can be written in terms of free particles: as the time
evolution starts, pairs of quasi-particles with opposite momenta k and −k are created in
the system, which are free-moving entangled pairs governed by a steady group velocity
vg. The group velocity has an upper bound given by the Lieb-Robinson bound [152], which
also defines an effective light-cone outside of which the correlations decay exponentially
fast. Quasiparticles arriving in B from A entangle the two subregions, and since vg is
constant, the entropy between A and B grows linearly in time. In [153] was obtained a
universal behaviour of S(t) for a quench in a conformal field theory,
S(t) =

πct
6 , for t <
l
2
πcl
12 , for t >
l
2
, (3.75)
which means that S(t) grows linearly until it saturates at t = l/2.
The entanglement dynamics for long-range models has been studied in several other
works, and some more particular behaviours have been identified [154–157].
For the long-range Kitaev model, we initially prepare the system in an initial state |ψ0〉,
which is choose as the ground state (3.45), with µ  1. Then we let the system evolve
6We already introduced the quenching procedure in the phenomenological discussion about the be-
haviour of local observables in MBL systems (see 2.3.2).
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under the action of the Hamiltonian H1, which is (3.35), switching to µ = 1,
|ψ(t)〉 = e−iH1t |ψ0〉 . (3.76)
We can recast the Hamiltonian H1 in a new Bogoliubov basis using the Bogoliubov angle
θ1qn given by (3.42),
H1 =
L−1∑
n=1
λ1α(qn)
(
η1†knη
1
qn −
1
2
)
, (3.77)
with
λ1α(qn) =
√
(cos(qn) + 1)2 + f 2α(qn). (3.78)
Following appendix A, after the separation of the chain in two halves A and B, in order
to compute the von Neumann entropy
SL/2(t) = −Tr{ρA(t) log ρA(t)}, (3.79)
we calculate the time correlation matrices Cij(t) = 〈c†i (t)cj(t)〉 and Fij(t) = 〈c
†
i (t)c
†
j(t)〉,
where
cj(t) = eiH1t cj e−iH1t . (3.80)
Figure 3.3: Time evolution of S(L/2) after a global quench for a block of l = 100 sites
embedded in infinite long system. For α > 1 S(L/2) displays a linear growth in time, while for
α < 1 S(L/2) grows logarithmically. [48]
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Computing the expectation values over the initial state |ψ0〉, we obtain
Cij(t) =
2
L
L/2−1∑
n
cos(qn(i− j))[ sin2(2θ1qn − θ
0
qn) sin
2(λ1α(qn)t)
+ sin2 θ0qn cos
2(λ1α(qn)t)],
(3.81)
and
Fij =
1
L
L/2−1∑
n
[ sin(qn(i− j)) sin 2θ1qn cos(2θ
0
qn − 2θ
1
qn
+ sin(qn(i− j)) sin(2θ0qn − 2θ
1
qn) cos
2 θ1qn e
2itλ1α(qn)
− sin(qn(i− j)) sin(2θ0qn − 2θ
1
qn) sin
2 θ1qn e
−2itλ1α(qn)].
(3.82)
Considering L→∞ the sums in (3.81) and (3.82) are replaced by integrals, and we can
erase the typical oscillations of S(t) for finite-size systems. The plots in figure 3.3 show
the evolution behaviour of S(L/2) for different values of α and for a pre-quench value
µ0 = 1000. When α > 1 we obtain a linear growth, accordingly to (3.75), while for α . 1
the entropy shows a logarithmic scaling in time.
73
CHAPTER 3. THE KITAEV MODEL
74
4
DISORDERED KITAEV CHAIN WITH
LONG-RANGE PAIRING
In this chapter we will describe our original work and ideas, grounded in the broad frame-
work we discussed in the previous chapters. Exploiting some of the indicators discussed
in chap. 2, we detected signatures of the transition between an ergodic phase, in which
the states of our model are traditionally extended, and a localized non ergodic phase.
We considered a modified version of the Kitaev Hamiltonian (3.35) with randomness
induced on the pairing term ∆ and open boundary conditions, expressed as
HdisLRK =
L∑
j=1
−µ
(
c†jcj −
1
2
)
− t
(
c†jcj+1 + c
†
j+1cj
)
+ ∆
L−1∑
j,l=1
∆j + 1
dαl
(
c†j+lc
†
j + cjcj+l
)
,
(4.1)
where ∆j is randomly distributed within [−W,W ]. Our single-particle Hamiltonian can
be described by a L × L square matrix, which we can easily diagonalize via numerical
methods, gaining immediate access to the whole energy spectrum and to the eigenstates
of the system. In all our numerical simulations we kept µ = 0.5, in order to explore the
gapped phase, and t = ∆ = 1 sets the energy unit of our model. Although we restricted
ourselves to this particular choice of the main model parameters, it would undoubtedly
be interesting to expand our studies to different ranges of values and also with different
boundary conditions.
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4.1 NUMERICAL EVIDENCE OF EIGENSTATE LOCALIZATION
As a first characterization of the different phases of our system, we exploited a standard
observable in localization studies of non-interacting systems, i.e. the Inverse Participa-
tion Ratio of the energy eigenstates. Since strong fluctuations of eigenfunctions represent
one of the hallmarks of metal-insulator transitions, one can characterizes these fluctua-
tions by a set of so called inverse participation ratios (IPR) [158]
IPRq,n =
∑
i |Ψn(ri)|2q
(∑i |Ψn(ri)|2)q , (4.2)
where Ψn(ri) is a single-particle wave function labeled by n on the site i. Usually,
the IPR is defined with q = 2 and it constitutes a useful measure of eigenfunction
localization, since it is inversely proportional to the volume section of a system in which
the eigenfunctions effectively spread1. For a finite d-dimensional system of size L, we
have two different behaviours of extended and localized states in terms of I2,ζ :
lim
L→∞
IPRn ∝

1/Ld for extended states
const. for localized states
, (4.3)
for states far away from the Anderson transition, while a multifractal scaling appears
near the transition [110,159,160],
lim
L→∞
IPRn = L−d
′
F [(W −Wc)L1/ν ], (4.4)
where d′ is an effective dimension which can be different from the spatial dimensionality d
because of the multifractality of the eigenfunctions, F is a universal function ofWc, which
is the critical value of the parameter which drives the system towards the transition, and
ν, the critical exponent of the correlation length ξ (see (2.11). Moreover, (4.3) provides
another useful insight on the phenomenology of localization phenomena: the inverse of
IPR, which we can call with a justified lack of fantasy Participation Ratio (PR), gives
for the extended states
PR = lim
L→∞
(IPRn)−1 = Ld, (4.5)
and thus gives an intuitive estimate of the number of sites on which the eigenstates have
support. As one can imagine, in the extended regime the wavefunctions spread over all
1From now on, we neglect the index q, meaning IPR2,n ≡ IPRn.
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sites, while in the localized phase the eigenstate has support only on a finite number of
sites.
In order to enlighten the interplay between the disorder and the long-range nature of
our model, we evaluated the IPR for different values of the disorder strength W and the
long-range decaying parameter α.
The contour plot in figure 4.1 shows the IPR as a function of the disorder strength W
and the long-range decaying parameter α, providing an interesting outcome, although at
a qualitative level: the localized regime is attainable by the tuning of W and α, and it
does not depend on the disorder alone as in short-range models.
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Figure 4.1: Colour plot of the IPR of the whole spectrum of the Hamiltonian (4.1) as a
function of the disorder strength W and the decaying factor α for a system size L = 100,
averaged over 400 disorder realizations. The lines A, B, C represent the cuts which we used to
obtain the plots in figures 4.5 (a) and (b), 4.3.
The first numerical analysis was performed on a chain of size L = 100 (the scaling
with the size L will be showed later), averaging over all the IPRs obtained for each
single eigenstates in the whole spectrum. We also averaged over 400 different disorder
realizations2 in order to achieve adequate statistical certainty. This procedure leaves us
2The numer of disorder configurations was proven to be sufficient for our purposes for each L and W
we employed in our simulations.
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with a quantity defined as:
IPR (α,W ) = 1
L
∑
n
〈IPRn(α,W )〉dis , (4.6)
where
〈
· · ·
〉
dis
stands for the averaging over many different disorder configurations. The
behaviour of the IPR of the whole spectrum as a function of the two main parameters
provides information about the transition of the system from the extended phase to the
localized phase, and we can note some fundamental features: first of all, the IPR vanishes
for any value of W if 0 ≤ α . 1, i.e. in the strong long-range limit. This means that the
eigenfunctions fail to localize due to the spreading of the correlations between each site,
and the effects of the disorder cannot emerge. At the same time, there is no localization
even in weak disorder regime 0 ≤ W ≤ 1, where IPR ∼ 0 for any α. The localized phase
seems to appear when W ≥ 1 and α ≥ 1.5, and the IPR reaches its steady maximum
value deep in the localized phase for W & 3 and α & 2.
In order to gain some more detailed insight we proceeded plotting the IPR as a function of
α (W = 5) and W (α = 3) for different chain sizes L = 100, 200, 300, 400, 500, averaging
over the whole spectrum for 400 different disorder configurations.
The dotted lines at W = 5 and α = 1, 3 indicate the cuts along which we studied the
transition between the extended and localized phases in more detail, evaluating the IPR
in two different ways, fixing α or W and calculating the IPR as a function of the only
parameter left free to vary.
We can see that the IPR vanishes more evidently in the ergodic phase for L→∞ in both
cases, while it maintain a constant value for (a) α & 3 and for (b) W & 3, where the
eigenfunctions are localized. At the point W = 5, α = 3 the IPR has a value of ' 0.349,
meaning that the number of sites over which the eigenfunctions can spread is PR ' 3.
It can be easily noticed that the transition in (a) appears sharper than (b), in which it
appears quite smooth. This difference made us investigate further, examining IPRn for
every single-particle eigenstate, i.e. without averaging over the whole spectrum like in
(4.6). In order to compare results obtained from several different disorder configurations,
we rescaled the energy values to the window [0, 1] as
E = ε− εmin
εmax − εmin
, (4.7)
where εmin and εmax are the eigenvalues of the ground state and the highest excited state,
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Figure 4.2: Plots of the IPR as a function of the long-range parameter α (a) and the disorder
strength W (b), averaged over the whole energy spectrum for different system sizes and several
disorder realizations. In panel (a) the IPR curve was obtained for a fixed value of the disorder
W = 5, while in (b) we kept α = 3.
respectively.
Figure 4.3 shows some numerical outcomes we obtained from these simulations. As we
can note in the left panel of 4.3, the IPR highlights the lack of localization and the
survival of ergodicity even for high disorder strengths for values of α sufficiently small,
confirming our first observation for the IPR averaged over the whole spectrum. As a
matter of fact, for α → 0, in the strong long-range limit, no signature of localization
appears whatever W is.
For α > 1 the IPR increases as W grows, showing evidences of localization of the
eigenfunctions and a peculiar mobility edge in the phase diagram, as it can be seen in
the central panel of 4.3, where localization first appears at the edges of the spectrum.
In the intermediate-strong disorder limit W = 5, the third panel on the right shows
localization of all the eigenstates only for α & 1.5. The difference between the central
and the right panel underlies what we noticed about the sharpness of the transition
in figure 4.2 (a): for α constant, the IPR shows a mobility edge as a function of the
disorder, and in the intermediate regime 1 ≤ W ≤ 4 the system is in a mixed phase
in which a certain fraction of the states is still extended and the remaining fraction is
localized, producing the smoother and slower transition which is visible in 4.2 (b). On
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Figure 4.3: IPR as a function of the energy, rescaled to the window [0, 1], for different values
of the disorder strength W and α. In the left and central panels α is fixed and the IPR is
calculated state by state at growing values of W . Conversely, the right panel shows the IPR as
a function of energy and α, in a medium-high disorder regime W = 5. The data were obtained
for a chain of L = 200 sites over 400 different disorder configurations.
the contrary, the phase diagram obtained from the IPR as a function of α does not show
a mobility edge for W fixed.
Furthermore, we note that, as we increase the disorder strength, the low-energy gap of
our model is closed, while some new gaps are visible in the high-excited region of the
spectrum. It is worth noting the particular IPR of the ground state, in which the SP
wavefunctions appear localized, probably due to the survival of the Majorana edge states
described for the short-range Kitaev Hamiltonian in sect.3.1.1.
4.2 ENERGY LEVEL STATISTICS
In the first chapter (sect. 1.1.2), starting from basic concepts underlying random ma-
trix theory and chaos, we discussed which properties and behaviours can be considered
defining indicators of the actual chaoticity (and thus ergodicity) of quantum systems.
As we explained, the manifestation of Wigner-Dyson surmise (1.8) in the distribution of
the energy level spacing is now believed to be one of this ergodicity-revealing hallmarks.
More specifically, the transition between the GOE distribution and the Poisson distribu-
tion, typical of non ergodic systems (see sect.1.1.4), has been massively employed in the
study of localization in disordered systems, both in single-particle investigations [161–166]
and in interacting many-body systems [29,101,104,167,168].
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In sect.(2.3.1) we reviewed some of these works, whose basic ideas were exploited and
applied to the study of the long-range Kitaev model (3.35). After a numerical diago-
nalization and a sorting of the eigenvalues in ascending order, we calculated the energy
difference between two adjacent eigenstates δn = εn − εn+1 for the entire spectrum.
Although δn is by far the most common observable in spectral statistics analysis, uni-
versality of RMT means that random matrix ensembles like GOE and GUE3 are able to
describe the energy level in a statistical way, which requires local energy windows with
mean level density set to unity. Nonetheless, different models show significative differ-
ences in their level density, and in order to compare spectral observables or correlation
functions like the nearest-neighbor spacing distribution one needs an operation called
unfolding [57], which consists in a switch of the initial variables, i.e. the actual eigenval-
ues εn, to new ones ε̂n = N (εn), where N (ε) is the mean number of levels less than ε,
obtained either by averaging over many realizations in the case of disordered systems,
or by local smoothing over an energy window large compared to the level spacing but
small compared to variations of N (ε). This procedure leads to an unfolded spectrum
which has automatically a mean level spacing equal to one, and its statistical properties
can thus be directly compared with those of RMT. When treating systems which have a
known functional form of N (ε), the unfolding can be easily implemented, but in many-
body problems where N (ε) increases as a stretched exponential function of energy [169]
and it is difficult to have access to a large number of disorder realizations because of the
increase of the Hilbert space dimension with the number of particles, one has to define
some new quantity able to characterize the correlations between adjacent gaps in the
spectrum.
As we quickly discussed in sect.2.3.1, Oganesyan and Huse [104] proposed a new observable
defined as the ratio
rn =
min δn, δn+1
max δn, δn+1
, (4.8)
which implies that 0 ≤ rn ≤ 1.
3We recall that while for quantum systems which classical counterpart is integrable the Berry-Tabor
conjecture [66] states that their level statistics follows a Poisson law, Bohigas, Giannoni and Schmit
conjectured [64] that the case of quantum Hamiltonians with chaotic classical dynamics must fall into
one of the ensembles of RMT. These ensembles correspond to Hermitian random matrices whose entries
are independently distributed respectively real (GOE) or complex (GUE) random variables. More
complex random entries, like quaternionic variables (GSE), are far beyond the aim of this discussion.
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Figure 4.4: Distribution of the adjacent spacing ratio r for a chain of L = 500 sites for 200
different disorder configurations. The two curves are obtained keeping the disorder strength
W = 2 constant for two different values of α.
In the localized regime4 the distribution p(r) is Poissonian, and its mean value 〈rn〉loc is
p(r)loc =
2
(1 + r)2 , 〈rn〉loc = 2 ln 2− 1 ' 0.386. (4.9)
On the other hand, in the ergodic phase a ”Wigner-like” surmise has been derived by
Atas [170] for GOE random matrices:
p(r)GOE =
27
8
r + r2
(1 + r + r2)5/2 , (4.10)
for which the mean value 〈rn〉GOE can be numerically evaluated using large GOE random
matrices5:
〈rn〉GOE = 0.5295(1). (4.11)
We analyzed the 〈r〉 statistics in open chains of L = 100, 200, 300, 400, 500 sites with
400 different randomness configurations, and the outcomes are shown in figure 4.5. In
analogy with the IPR numerical simulations, we considered two different cases: (a) shows
the mean adjacent gap ratio at W = 5 fixed as a function of the long-range factor α,
while in (b) we plotted 〈r〉 at α = 3 as a function of the disorder strength. We note
4Or, more generally, for integrable and non ergodic systems.
5In [104], GOE data were obtained from 1000 random matrices of size 3432, which is the number of
states in a half-filled chain of L = 14.
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Figure 4.5: (a) Scaling of the mean adjacent gap ratio as a function of α at W = 5 for
different chain lengths L = 100, 200, 300, 400, 500 (see legend in (b)). The black dotted line
represents the expected 〈r〉GOE value in the extended phase while the blue dotted line the
expected Poisson value of the localized phase. (b) Mean gap ratio 〈r〉 as a function of disorder
W at α = 3.
that in (a) the GOE and Poisson predictions are in good agreement with the data we
obtained in the regimes 0 ≤ α ≤ 1 and α ≥ 2. Between these two limits the mean
gap ratio decreases from 〈r〉GOE (black dotted line) to 〈r〉loc (blue dotted line), implying
a transition between the diffusive and the localized phase. As expected, longer chains
show a more pronounced Poisson behaviour in the localized regime, approaching 〈r〉loc
more precisely.
In panel (b), 〈r〉 shows an unexpected behaviour in the window 0 ≤ W ≤ 1 for α = 3, in
which the mean value of the adjacent gap ratio does not agree with the GOE prediction,
with a quick decrease from a maximum value of 〈r〉 ' 0.66 at W = 0 (the slight inital
increase for L = 100, 200 curves are probably due to finite-size effects) to the predicted
Poisson value for W ≥ 1. This hints the existence of a third regime in which the
level spacing distribution does not follow neither Poisson or Wigner-Dyson statistics. In
figure 4.6 we can see in a more evident way the emergence of this unexpected phase for
0 ≤ W ≤ 1 and α > 1. The contour plot was obtained for a chain of L = 100 sites
plotting 〈r〉 as a function of both W and α following the same procedure of previous
simulations, i.e. averaging over 400 different disorder realizations. The overall look of
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Figure 4.6: Contour plot showing the mean level spacing 〈r〉 as a function of W and α for
a system of L = 100 sites and 400 disorder realizations. The lines A and B are the cuts along
which we obtained the data plotted in figure 4.5.
figure 4.6 reminds of 4.1, but provides more information on the model nature, revealing
the existence of a third regime for 0 ≤ W ≤ 1 which the IPR analysis was not able to
catch. However, combining the information obtained from both the IPR and 〈r〉 data,
we can deduce that the eigenstates in this phase are extended because of the vanishing
of IPR, and the system may thus show diffusive dynamics although the level statistics
does not agree with RMT predictions for ergodic systems.
Moreover, we note that also in the region 0 ≤ W,α ≤ 1 the system shows a particular
behaviour, which is not due to finite-size effects, as it can be inferred by figure 4.7, in
which we plotted 〈r〉 for different syztem sizes for α = W ∈ [0, 1]. In this region the
mean level spacing ratio increases from 〈r〉 ' 0.44 at α = W = 0.1 and approaches the
GOE predicted value at α = W ' 0.88, before beginning to step down, signaling the
beginning of the transition to the localized phase.
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Figure 4.7: Plot of the mean spacing ratio 〈r〉 as a function of α = W ∈ [0, 1] for different
chain sizes L = 100, 200, 300 for 400 disorder realizations.
4.3 ENTANGLEMENT SCALING
As we discussed abundantly in the previous chapters, entanglement has become a major
object of research in recent times, mainly because of its capability to retrieve the scaling
behaviour in proximity of critical points [171,172]. In particular, the most studied measure
of entanglement is the entanglement entropy, which we defined in sect.2.3.3 and discussed
its scaling with the system size as a defining property of localized systems. We now
expand some concepts on the entanglement entropy of gapped quantum Hamiltonians,
in order to get a useful decription which we can exploit to get a better understanding of
our numerical results.
4.3.1 ENTANGLEMENT ENTROPY IN EXCITED STATES
In sect.3.3.2 we already told that for the ground states of local gapped Hamiltonians
near critical points the entanglement entropy does not show an extensive scaling with
the system size, and conformal field theory follows the scaling (3.73), which becomes in
the thermodynamic limit
S(l) = c3 log
[
L
π
sin
(
πl
L
)]
+ a ' c3 log l + a, L→∞, (4.12)
where c is the central charge of the underlying conformal field theory, a is non universal
constant and l is the size of a partition of a chain of length L. Much less attention has
been devoted to the study of entanglement entropy in excited states, which can exhibit
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deep changes in the behaviour of S(l) [173–176]. The study of entanglement in excited states
can be more handly making use of two technical tools. The first is the Peschel method
described in appendix A, which permits to reduce the dependence of the complexity of
the problem on the size of the system from 2L to L, studying the two-point correlation
matrix instead of the reduced density matrix of the subsystem. The second argument
can be applied when the correlation matrix is of Toeplitz form, as in our case. Then we
can estimate the behaviour of the entanglement entropy exploiting the Fischer-Hartwig
conjecture [177]. We consider states that can be expressed as Slater determinants
|ΨK〉 =
∏
k∈K
b†k |0〉 , (4.13)
where |0〉 is the vacuum state in Fock space and
b†k =
L∑
i=1
φ∗k(i)a†n, k = 1− L/2, · · · , L/2 (4.14)
is a basis for the creation and annihilation operators such that bk, b†k satisfy canonical an-
ticommutation relations. K ⊂ {1−L/2, · · · , L/2} is the subset of excited modes in |ΨK〉.
If we divide a fermionic chain described by a free, translational invariant Hamiltonian in
two subsets A = {1, · · · , l} and B = {l+ 1, · · · , L}, we can factorize the Hilbert space of
the system as H = HA⊗HB, and our aim is to study the entanglement between the two
subsystems. The computational time needed to compute the entanglement entropy from
the reduced density matrix ρA = Tr(|ΨK〉 〈ΨK |) grows, in principle, exponentially with
the size of the subsystem, but the algorithm developed by Peschel allows to reduce the
exponential growth to a potential one. Recalling here the main results of this procedure
(see Appendix A for details), we are able to write the entanglement entropy as
SA(l) =
l∑
k=1
[−γk log γk − (1− γk) log(1− γk)], (4.15)
where γk are the eigenvalues of the correlation matrix C = Tr{ρAc†icj} for simple
quadratic Hamiltonians of type (A.1). In order to analitically compute the entropy
of the subsystem, the correlation matrix must have a Toeplitz form, i.e.
Cij = Ci+1,j+1 = ξi−j, (4.16)
which is a consequence of the translational invariance of the system. This holds under the
following conditions: if the operators bk, b†k fullfill canonical anticommutation relations,
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the matrix built with the coefficients φk(i) is unitary, and they form an orthonormal
basis. We can thus get the inverse relation
ai =
L/2∑
k=1−L/2
φ∗k(i)bk, (4.17)
and calculate the correlation matrix Cij for the state (4.13) as
Cij = 〈a†iaj〉 =
∑
k∈K
φk(i)φ∗k(j). (4.18)
If we require Cij to be a Toeplitz matrix, we must have
φk(i)φ∗k(j) = ξk(i− j), (4.19)
which means that φk(i)φ∗k(j) must be invariant under translations in i. A natural choice
of a set of functions which satisfy the condition (4.19) and constitutes an orthonormal
basis are the coefficients of the discrete Fourier transform
φk(i) =
1√
L
e2π i k(i−j) /L. (4.20)
The correlation matrix then assumes the form
Cij =
1
L
∑
k∈K
e2π i k(i−j)/L, (4.21)
and we can define the matrix V = 2C − I, which will be useful in the following, as
Vij =
1
L
∑
k∈K
e2π i k(i−j)/L−
∑
k 6∈K
e2π i k(i−j)/L
 . (4.22)
Denoting as vk = 2γk−1 the eigenvalues of V (A) = 2C(A)− Il, where C(A) is the corre-
lation matrix of the subsystem A which contains l sites, we can write the entanglement
entropy as
S(A) = −
l∑
k=1
[1− vk
2 log
(1− vk
2
)
+ 1 + vk2 log
(1 + vk
2
)]
(4.23)
Now, transforming the sum in the previous equation into a complex integral on a contour
that encloses the eigenvalues of V (A) we are able to obtain a functional form of S(l) which
is useful to our purposes. We introduce the function
f(x, y) = −x− y2 log
(
x− y
2
)
− x+ y2 log
(
x+ y
2
)
, (4.24)
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and applying the Cauchy’s theorem we can recast the entropy as the complex integral
S(A) = lim
ε→0+
1
4π i
∮
C
f(1 + ε, λ)d logDl(λ)
dλ
dλ, (4.25)
where Dl(λ) is the determinant of λIl − V (A),
Dl(λ) =
l∏
k=1
(λ− vk). (4.26)
In the thermodynamic limit we can approximate the set of excited modes K with an
occupation density, describing the state (4.13) through a periodic function g(θ) ∈ [−1, 1]
defined by
1
2π
∫ π
−π
F (θ)g(θ)dθ = lim
L→∞
1
L
∑
k∈K
F
(
2πk
N
)
−
∑
k 6∈K
F
(
2πk
N
) , (4.27)
where F can be any continuous function. We can then replace the sum in (4.22) with
an integral, obtaining
Vij =
1
2π
∫ π
−π
g(θ)ei(i−j)θdθ. (4.28)
We are interested in occupation densities which are piecewise constant functions: denot-
ing the set of discontinuity points {θ1, · · · , θR} they are described as
g(θ) = tr, θr−1 ≤ θ < θR. (4.29)
Now we use the Fischer-Hartwig factorization [178,179] to express g̃(θ) = λ − g(θ) in the
form
g̃(θ) = h(θ)
R∏
r=1
τr(θ − θr), (4.30)
where
h(θ) =
R∏
r=1
(λ− tr−1)
θr−θr−1
2π , (4.31)
τr(θ) = e−iβr(π−θ), θ ∈ [0, 2π), (4.32)
and the function βr is given by
βr = −
1
2π i log
(
λ− tr−1
λ− tr
)
. (4.33)
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At this point, we can exploit the Fischer-Hartwig conjecture, which states that in the
limit l→∞ the determinant Dl(λ) reads
Dl ≈ (F [h])l
(
R∏
r=1
l−β
2
r
)
E[{βr}, {θr}], (4.34)
where
F [h] = exp
[ 1
2π
∫ 2π
0
log(h(θ))dθ
]
(4.35)
E[{βr}, {θr}] =
R∏
r=1
G(1 + βr)G(1− βr)
∏
1≤r 6=r′≤R
(1− ei(θr−θr′ ))βrβr′ , (4.36)
with G(z) the Barnes G-function6. We can now compute the logarithmic derivative of
Dl(λ),
d logDl(λ)
dλ
= d logF [h]
dλ
l −
R∑
r=1
dβ2r
dλ
log l + d logE
dλ
+ . . . , (4.37)
where the dots stand for vanishing terms in the limit L→∞, and inserting it in (4.25)
we finally get the following form for the entropy of the block A containing l sites:
Si(l) = ai + bil + ci log(l), (4.38)
for the single i-th state, which tells us that the entropy in excited states is given by
three different contributions, a linear term which comes from the ground state [181], a
logarithmic term and an additive constant7.
4.3.2 NUMERICAL RESULTS
We performed a numerical evaluation of the entanglement entropy S(l) in the whole
spectrum of the long-range Kitaev model (4.1), fitting the obtained data with the form
(4.39) and obtaining some insights on the scaling of the entropy with the subsystem
size. The entropy (4.38) is actually referred to a single state, and performing an average
operation on the entire spectrum we obtained
6 The Barnes G-function (or Double Gamma function) is defined as [180]
G(z + 1) = (2π)z/2 e− 12 [z(z+1)+γz
2]
∞∏
n=1
[(
1 + z
n
)n
e−z+ z
2
2n
]
,
where γ is the Euler-Mascheroni constant.
7A detailed derivation of the coefficients a, b and c can be found in [182].
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S(l) = 1
l
l∑
i=1
Si(l) = a+ bl + c log l. (4.39)
Starting from the diagonalized Hamiltonian, We constructed many-particle states of the
form
H =
∑
k
η†kηkΛk, (4.40)
η†k |GS〉 = 0 ∀ k, (4.41)
|ψi〉 =
∏
k
(η†k)nk,i |GS〉 with nk,i = {0, 1}. (4.42)
In figure 4.8 we show the results of the simulations conducted at constant disorder
strengthW = 5 for different values of α and system size L. In panel (a) we kept L = 200
fixed, while plotting the entanglement entropy of a subset of sites as a function of its size
l for α = 0, 0.5, 1, 1.5, 3. For α ≤ 1 we can note that the entropy scales in a hybrid way
with both linear and logarithmic contributions, although the linear term is dominant in
the large L limit. In the intermediate regime 1 ≤ α ≤ 2 the linear term vanishes (panel
(b)), while the logarithmic coefficient c remains finite. Thus, for α ∈ [1, 2] the system is
in a mixed phase we individuated also in the level statistics analysis. Finally, for α ≥ 2
the logarithmic coefficient vanishes, leaving only the contribution of the constant term
a. This means that the entanglement entropy follows an area-law scaling for α ≥ 2,
implying that the system is in a localized phase.
We performed the same analysis for fixed α = 3, studying the scaling of the entangle-
ment entropy with the subsystem size l for various disorder strength W = 0, 0.5, 1, 1.5, 3
(figure 4.9). The entanglement shows even in this case the transition from the extended
regime, in which the entropy follows the scaling (4.39), to the localized phase, where
the entanglement scales only as a constant following an area-law. The localized regime
appears for W ≥ 2, where both b and c goes to 0, while the extended phase is obtained
for α ≤ 0.5. As in the previous case, the intermediate regime 0.5 ≤ α ≤ 2 shows only
the logarithmic contribution. The numerical results and estimates provided by the en-
tanglement study are consistent with the results obtained previously through the IPR
and spectral analysis.
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Figure 4.8: (a) Entanglement entropy as a function of the size l of the subsystem (logarithmic
scale), for a total chain length of L = 200. The data were collected atW = 5 for different values
of α, averaging over many disorder configurations. (b) shows the scaling of the coefficient b of
the linear term in (4.39) for different system sizes as a function of α, while in (c) we plotted the
coefficient of the logarithmic term which contributes to the entanglement entropy S(l). The
shaded region indicates the zone in which we estimated the transition to occur.
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Figure 4.9: (a) Scaling of the entanglement entropy of a subsystem of l sites embedded in
a chain of total length L = 200. as a function of l. The simulation was performed at α = 3
with the same procedure described for plots in figure 4.8, and the panels (b) and (c) show the
behaviour of the coefficients of linear and logarithmic contributions to S(l).
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5
CONCLUSIVE REMARKS AND
PERSPECTIVES
This work was devoted to the study and understanding of several aspects of thermaliza-
tion and localization in disordered fermionic chains in one dimension. We started from
the very beginning, discussing some fundamental problems hidden in the construction
of quantum statistical mechanics itself, like the extension to the quantum realm of es-
sential concepts such as ergodicity and thermalization. Starting from classical chaos and
Random Matrix Theory, we tried to give a quite comprehensive description of what con-
stitutes the modern understanding of quantum chaos and thermalization mechanisms,
with focus on the Eigenstate Thermalization Hypothesis. We then described a particular
class of system which fails to thermalize and do not satisfy the ETH: localized systems
and their generalization to many-body physics, i.e. Many-Body Localized systems. The
recent renaissance of interest towards localization phenomena in disordered quantum
systems, related to modern advances in experimental physics and to the availability of
powerful computational methods, along with the fascinating results and open questions
generated by several contributions in the last decade, represents the true driving force
behind our efforts into this work. Motivated by a recent work [48], which we reviewed in
chapter 3, we focused on the study of a modified version of the long-range Kitaev chain,
with a disorder term induced on the superconducting gap ∆. Our aim was to examine
the behaviour of this disordered free model through some of the most exploited tools in
recent literature on the subject, i.e. spectral analysis and entanglement scaling study,
and to point out the interplay between the long-range parameter and the disorder, in
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order to obtain some new insights on the nature of the localization-delocalization transi-
tion. We were able to perform a numerical diagonalization of the Hamiltonian (4.1) and
to gain access to its whole spectrum, obtaining signatures of eigenfunction localization
through the study of the Inverse Participation Ratio (IPR), a quantity which vanishes in
the extended phase and maintains a finite value in the localized one, implying a limited
spreading of the wavefunctions upon a small fraction of sites in the latter. Our results
on the IPR, averaged over the whole spectrum, highlighted the existence of a localized
regime attainable by the tuning of the long-range parameter α and the disorder strength
W , which becomes evident for α ≥ 2 and W ≥ 3, where the spectrum appears fully
localized. Fixing three main cuts of interest (α = 3, α = 1 and W = 5), we investigated
the IPR scaling for different system sizes L averaged over many disorder realizations,
noting that the IPR in the ergodic phase vanishes more clearly at greater L values.
We then performed a more detailed analysis of the localization transition considering
the IPRn for every single state as a function of the energy, the disorder strength (for
constant α) and the long-range parameter α (for constant disorder W ). Our outcomes
confirmed that in the limit of α → 0, i.e. when the range of interactions are maximally
spread, all eigenstates appear extended, and there is no localization even for high disor-
der strengths. For α ≥ 1 localization begins to appear at the edges of the spectrum, and
increasing the disorder strength the phase diagram shows a mobility edge, which is not
visible plotting the IPRn as a function of energy and α for W = 5, since every eigenstate
appears localized for α ≥ 1.5. At this point we went on with a spectral analysis, studying
the level statistics of our model, which permits to identify the transition between ergodic
and localized phases through the crossing from a GOE distribution to a Poissonian. We
calculated the mean adjacent gap ratio 〈r〉 and evaluated its behaviour for different sys-
tem sizes and different values of W and α. We identified a localized regime for α ≥ 2
at W = 5 fixed, while for α ≤ 1 the system seems to be in an extended phase. In the
region 1 ≤ α ≤ 2 there is an intermediate phase in which we could not detect the exact
critical point at which the transition occurs. Keeping the range of interactions fixed at
α = 3, we repeated the same study with W ∈ [0, 3], noting two main features: while
for W ≤ 1 the mean gap ratio 〈r〉 approaches the expected value for a Poisson distri-
bution (in the large L limit), implying the manifestation of localization, we recognized
the emergence of an unexpected regime for 0 ≤ W ≤ 1, in which the system is not
localized but does not show good agreement with the theoretical predictions for ergodic
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systems. This surprising behaviour seems to survive even in the short-range limit of our
model, and it would thus require further investigation. At last, we concluded our study
with an analysis of the entanglement, computing the bipartite entanglement entropy as
a function of the subsystem size l. Our results confirmed the area-law scaling of the
entropy with l in the localized phase for the entire spectrum, i.e. even for excited states.
In the extended phase, our model behaves in a hybrid fashion, showing both linear and
logarithmic corrections to the entropy with respect to the size l.
Far from being exhaustive, our work outlined some interesting localization properties of
a fermionic long-range model with a superconducting pairing term, which to our knowl-
edge has not been treated in the literature so far1. It would be interesting to investigate
some more aspects of this kind of models, especially related to dynamical features. In
particular, the study of the entanglement evolution via quenching procedures represents
an intriguing future perspective, since it would provide some key insights on the nature
of the localization itself, which could help distinguishing between traditional Anderson
localization and Many-Body localization phenomena. Other efforts may be directed to
a response analysis of our fermionic chain under the action of some external forces and
fields, in order to detect some memory effects due to localization which can be extremely
fascinating, even in the perspective of possible experimental realizations.
1During the completion of this thesis, we became aware of a very recent work [183] discussing disordered
Kitaev chains with long-range pairing, which, however, presents several differences with respect to our
study.
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A
ENTANGLEMENT ENTROPY FROM
CORRELATION MATRICES
We illustrate here a straight-forward procedure developed by Peschel [184], that allows
the computation of entanglement entropies starting from the knowledge of the reduced
density matrices and the correlation functions in solvable fermionic or bosonic models.
Given a certain chain or lattice model, we can partition the whole system and restrict
to only a subset of sites, which properties can be described by operators named re-
duced density matrices (RDMs) [121]. 1 In [185] [186] it was found that such quantities have
an exponential form of the tipe e−HA , with HA again a solvable fermionic or bosonic
Hamiltonian related to a subsystem. The method shown here explains how to recover
the RDMs grounding all the considerations in the study of correlation functions. Once
known the exact spectrum of the RDM, the entanglement entropy follows directly. In
the following, we describe two cases of solvable hamiltonians, namely a quadratic Hamil-
tonian that could represents a simple system of fermions hopping between lattice sites,
and a more general Hamiltonian, suitable for a generic free particles theory.
1It is interesting to note that RDMs refer to a subset of sites, and in contrast to some other operators
and quantities they do not involve a subset of particles.
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A.1 FERMIONIC QUADRATIC HAMILTONIAN
We consider a Hamiltonian of the following form:
H =
L∑
i,j=1
c†iHijcj, (A.1)
with c†i , ci the usual fermionic creation and annihilation operators and L the size of the
system. Exploiting the Wick theorem, we know that for free particles systems, i.e. when
the Hamiltonian is quadratic, higher order Green’s functions involving more than one
particle can be factorized into products of single-particle Green’s functions. [187] Thus,
considering a Slater-like eigenstate of the Hamiltonian (A.1), we can calculate all orders
correlation functions starting from the two point correlator
Cij = 〈c†icj〉, (A.2)
〈c†ic
†
jckcl〉 = 〈c
†
icl〉〈c
†
jck〉−〈c
†
ick〉〈c
†
jcl〉 = CilCjk − CikCjl (A.3)
Our aim here is to connect the correlation matrix C to the RDM of a subsystem of the
whole lattice. If we restrict to a subset A of l sites, any value that operators assume
in A can be computed using equivalently both the total density matrix ρ of the total
system or the reduced density matrix ρA of the subsystem. [121] Therefore, the two-point
function Cij can be expressed also as
Cij = TrA{ρAc†icj} = TrA{ρc
†
icj}, (A.4)
and the higher orders correlators must be factorized as in (A.2).
The above property actually holds if ρ (and ρA) is the exponential of a free-fermion
operator [188], as we mentioned in the introduction of this appendix, and thus one can
write
ρA =
1
ZA
e−HA , (A.5)
where HA holds the same properties and the same form of the total H, i.e.
HA =
l∑
i,j=1
c†iAijcj, (A.6)
ZA is the reduced partition function of A and l is the size of the subsystem. HA can be
diagonalized introducing new fermionic operators a†, a defined as
ci =
l∑
k=1
Uikak, (A.7)
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where U is a unitary matrix, i.e. such that UU † = U †U = I. If we choose U in order to
diagonalize the matrix A, we obtain
HA =
l∑
k,k′=1
a†k
 l∑
i,j=1
U †ikAijUjk′
 ak′ = l∑
k=1
εka
†
kak. (A.8)
The above form of HA implies the following factorized form of the RDM ρA, in which
each term can be viewed as a single-particle RDM ρk:
ρA =
l⊗
k=1
ρk =
l⊗
k=1
e−εka
†
k
ak
1 + e−εk , ρk =
 11+eεk 0
0 11+e−εk
 (A.9)
where we set the reduced partion function Zk = 1 + e−εk for each ρk in order to achieve
the required normalization. Inserting (A.9) in (A.4) we find
Cij = Tr{ρAc†icj} = Tr{ρAc
†
icj} =
l∑
n,m=1
U †inUjm TrA

l⊗
k=1
e−εka
†
k
ak
1 + e−εk a
†
nam
 , (A.10)
and we note that the result of the trace calculation leaves us with
TrA

l⊗
k=1
e−εka
†
k
ak
1 + e−εk a
†
nam
 = δnm1 + eεn , (A.11)
and thus
Cij =
l∑
n=1
U †in
1
1 + eεnUjn. (A.12)
Finally, since we chose U to be unitary, we can obtain from (A.12) the eigenvalues
γk = (1 + eεk)−1 of the correlation matrix C and subsequentially point out the relation
between the eigenvalues εk of the entanglement Hamiltonian HA and γk:
εk = log
1− γk
γk
. (A.13)
Therefore, we succeeded in our task of finding a direct procedure to obtain the RDM
of the subsystem A from the correlation matrix: indeed, we can get εk from γk after
diagonalizing C, and therefore we can calculate ρA with (A.9).
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We consider now a more general Hamiltonian
H =
L∑
i,j=1
[c†iHijcj +
1
2(c
†
iKijc
†
j + h.c.)], (A.14)
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where the hermiticity of H implies that H is hermitian and the anticommutation rules
requires K to be antihermitian. Since we have now two matrices in the Hamiltonian, we
are unable to gain all the desired informations from the study of C alone. In fact, we
need to consider also the anomalous two-points correlator
Fij = 〈cicj〉, (A.15)
which is obviously null in the case of a system described by (A.1). Including F , (A.3)
must be modified, leading to
〈c†ic
†
jckcl〉 = 〈c
†
icl〉〈c
†
jck〉 − 〈c
†
ick〉〈c
†
jcl〉+ 〈c
†
ic
†
j〉〈ckcl〉. (A.16)
Following the same arguments of the previous section, the RDM of a subset A, obtained
through a partition of the total system, takes the form
HA =
l∑
i,j=1
[c†iAijcj +
1
2(c
†
iBijc
†
j + h.c.)], (A.17)
which represents a generalization of (A.6), with A hermitian and B antihermitian. Now
we have to define some new operators a, a† that diagonalize the entanglement hamilto-
nian, in order to recover the RDM factorization (A.9). The usual diagonalization proce-
dure for this type of Hamiltonians has been settled by Lieb, Schultz and Mattis [189], and
it involves a Bogoliubov transformation of the form
ak =
l∑
i=1
(gkici + hkic†i ), (A.18a)
a†k =
l∑
i=1
(gkic†i + hkici), (A.18b)
where g and h are l × l real matrices. The transformation leads to the diagonal form of
HA
HA =
l∑
k=1
εka
†
kak. (A.19)
Thus, it is possible to write
[ak, HA]− εkak = 0, (A.20)
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and we can obtain a set of equations for the coefficients gki and hki substituting in (A.20)
the explicit form of the operators (A.18):
εkgki =
l∑
j=1
(gkjAji − hkjBji) (A.21a)
εkhki =
l∑
j=1
(gkjBji − hkjAji) . (A.21b)
This couple of equations can be simplified by introducing the linear combinations φki =
gki + hki and ψki = gki − hki, which leads to the new equations
φk(A−B)(A+B) = ε2kφk (A.22a)
ψk(A+B)(A−B) = ε2kψk. (A.22b)
Since A and B are hermitian and antihermitian respectively, we can choose φk and ψk
to be real and orthonormal:
l∑
i=1
φkiφk′i =
l∑
i=1
ψkiψk′i = δk,k′ . (A.23)
The canonical transformation (A.18) can be recasted in a more useful form using directly
φk and ψk:
ak =
l∑
i=1
(
φki + ψki
2 ci +
φki − ψki
2 c
†
i
)
, (A.24)
which can be easily inverted to get
ci =
l∑
k=1
(
φki + ψki
2 ak +
φki − ψki
2 a
†
k
)
. (A.25)
Computing the traces in the calculation of Cij = TrA{ρAc†icj} and Fij = TrA{ρAcicj}
and exploiting the property (A.23), we get the expressions
Cij =
δij
2 +
1
4
l∑
k=1
(φkiψkj + ψkjφki) tanh
εk
2 , (A.26)
Fij =
1
4
l∑
k=1
(φkiψkj − ψkjφki) tanh .
εk
2 , (A.27)
Thus, in the general case we do not get a direct diagonalization of C and F , but we can
note how the following combination of the two matrices is in diagonal form:
[(C − I2 − F )(C −
I
2 + F )]ij =
1
4
l∑
k=1
ψki tanh2
ε2k
2 ψkj. (A.28)
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Thus, the relation of interest is between εk and the eigenvalues γk of (C− I2−F )(C−
I
2+F ),
and it is given by
εk = 2 arctanh(2
√
γk). (A.29)
A.3 ENTANGLEMENT ENTROPY
Finally, we can now compute explicitly the Von Neumann entanglement entropy (VNEE)
for the subset A of a bipartite system S = A+B, defined as [121]
S(A) = −TrA{ρA log ρA}. (A.30)
A notable feature of VNNE is the fact that it depends only on the bipartition of the
system and it is not an extensive quantity, and in particular we have
S(A) = A(B). (A.31)
From (A.30), we can write the VNEE in the alternative form
S(A) = −
∑
k
λk log λk, (A.32)
where the λk’s are the eigenvalues of ρA and the sum runs over the whole spectrum of
the RDM. Since ρA is factorized as in (A.9), we are able to express also the VNEE as a
sum of single modes VNEE’s:
S(A) =
l∑
k=1
[
− 11 + eεk log
1
1 + eεk −
(
1− 11 + eεk
)
log
(
1− 11 + eεk
)]
, (A.33)
since 11+εk and
(
1− 11+εk
)
are the eigenvalues of each ρk. Recalling the results seen in the
last sections, if the system is decribed by an Hamiltonian of the type (A.1), we obtain
γk = 11+εk , where γk are the eigenvalues of the correlation matrix C, and thus (A.33)
becomes
S(A) =
l∑
k=1
[−γk log γk − (1− γk) log(1− γk)]. (A.34)
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