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Abstract
Let {D(s), s ≥ 0} be a non-decreasing Le´vy process. The first-hitting time process {E(t) t ≥ 0}
(which is sometimes referred to as an inverse subordinator) defined by E(t) = inf{s : D(s) > t} is
a process which has arisen in many applications. Of particular interest is the mean first-hitting time
U(t) = EE(t). This function characterizes all finite-dimensional distributions of the process E. The
function U can be calculated by inverting the Laplace transform of the function eU(λ) = (λφ(λ))−1,
where φ is the Le´vy exponent of the subordinator D. In this paper, we give two methods for computing
numerically the inverse of this Laplace transform. The first is based on the Bromwich integral and the
second is based on the Post-Widder inversion formula. The software written to support this work is
available from the authors and we illustrate its use at the end of the paper.
1 Introduction
Let {D(s), s ≥ 0} be a Le´vy subordinator, that is, a non-decreasing Le´vy process starting from 0, which is
continuous from the right with left limits. This process has stationary and independent increments and is
characterized by its Laplace Transform
Ee−λD(s) = e−sφ(λ), λ ≥ 0. (1)
The function φ above is known as the Le´vy exponent (or Laplace exponent) and is given by the Le´vy-
Khintchine formula:
φ(λ) = µλ+
∫
(0,∞)
(
1− e−λx)Π(dx), (2)
where µ ≥ 0 is the drift and the Le´vy measure Π is a measure on R+∪{0} which satisfies ∫∞0 (1∧x)Π(dx) <∞
(see [3], [9] or [10]).
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Consider the inverse subordinator {E(t), t ≥ 0}, which is given by the first-passage time of D:
E(t) = inf{s : D(s) > t}. (3)
The process E(t) is non-decreasing, and its sample paths are a.s. continuous if and only if D is strictly
increasing. Also, E is, in general, non-Markovian with non-stationary and non-independent increments.
Inverse subordinators are of particular interest in the study of fractional kinetics and the scaling limits
of continuous time random walks, [7], [8], [20], [24], [4]. Here, a Markov process, {X(t), t ≥ 0}, is time-
changed with an inverse subordinator, yielding the new process M(t) = X(E(t)), t ≥ 0. For certain choices
of subordinators D, using E as a time change gives a model of anomalous diffusion, where the mean-squared
displacement of M grows non-linearly in time. For example, if D is an α-stable subordinator, that is, the
subordinator whose Le´vy exponent is given by
φ(λ) = λα, 0 < α < 1, (4)
then the mean of E(t) is given by the power law EE(t) ∼ tα. Other types of non-linear behavior are
also possible. In [20], Meerschaert considers the subordinator with Le´vy exponent given by the following
generalization of (4):
φ(λ) =
∫ 1
0
λβdp(β), (5)
where p is a probability measure on (0, 1). Depending on the choice of p, the mean of E in this case can
grow at logarithmic rates. Meerschaert also shows in this case that the transition density of the process M
solves a time-fractional diffusion equation whose order is distributed according to p.
Inverse Subordinators have also appeared in many other areas of probability theory. Early work regarding
the joint distribution of E(t) and D(E(t)) was done in [15] and [19]. More recently, in [18], Kaj and Martin-
Lo¨f show that a scaled sum of these processes converges weakly to another non-stable and non-Gaussian
process. An application of inverse subordinators in modeling of foreign exchange markets was considered in
[27]. Distributional properties of inverse subordinators were studied in [21], which drew upon a connection
with Cox processes. A different approach using differential equations to characterize the joint distribution
function of the process E was used in [26] and [7].
An important function in the study of inverse subordinators is the so-called renewal function, U(t), t ≥ 0,
which is given by the mean of the inverse subordinator, U(t) = EE(t). It has be shown by different methods
that this function characterizes all finite-dimensional distributions of the process E. The Laplace transform
of U is given simply in terms of the Le´vy exponent φ, however, inverting this Laplace transform to obtain
U in closed form is not always possible. In this paper, we provide two numerical methods for obtaining
this mean first-passage time which take as input the drift µ and the Le´vy measure Π of the corresponding
subordinator D. Once U is obtained, higher order moments can be calculated by methods described in [26]
or [21].
This paper is organized as follows: We begin in Section 2 by giving a brief background on the theory
of inverse subordinators, as well as describe the importance of the function U . In Section 3, we develop
two methods for calculating U numerically and test them in cases where U can be computed analytically.
In Section 4 we apply these techniques to the following examples: Poisson process with drift (Section 4.1),
Compound Poisson process with Pareto jumps (Section 4.2), special cases of the “mixed” α-stable process
(Section 4.3), and the generalized inverse Gaussian Le´vy process (Section 4.4). For each example, we compute
one and two-time moments of E. Methods to compute U for each example are implemented in MATLAB.
The software for doing this is freely available from the authors and its use is described in Section 6.
2
2 Background
We start by recalling the fundamental relationship between a subordinator and its inverse. If D is strictly
increasing, then for t1, t2, . . . , tn and s1, s2, . . . , sn positive,
{D(si) < ti, i = 1, . . . n} = {E(ti) > si, i = 1, . . . , n}. (6)
If D is not strictly increasing, then the above relationship holds off a set of measure 0 in (t1, t2, . . . , tn) (see
[26]).
As in the introduction, define the renewal function to be the mean of the inverse subordinator, U(t) =
EE(t) for t ≥ 0. Also, letHs(t) = P [D(s) < t]. From the Le´vy-Khintchine formula, we have
∫∞
0
e−λtdHs(t) =
e−sφ(λ). This together with (6) lets us compute the Laplace transform, U˜ , of U :
U˜(λ) =
∫ ∞
0
U(t)e−λtdt (7)
=
∫ ∞
0
∫ ∞
0
P [E(t) > s]e−λtdsdt (8)
=
∫ ∞
0
∫ ∞
0
P [D(s) < t]e−λtdsdt (9)
=
∫ ∞
0
∫ ∞
0
1
λ
e−λtdHs(t)ds (10)
=
1
λ
∫ ∞
0
e−sφ(λ)ds =
1
λφ(λ)
. (11)
Thus, U˜ characterizes the process E (since φ characterizes D). Since E is non-decreasing, we can define
the Borel measure dU which is induced by U , which is commonly referred to as the renewal measure. Notice
that the renewal measure has the following property. For a.e. 0 ≤ a < b, we have∫ ∞
0
1(a,b](τ)dU(τ) = U(b)− U(a)
=
∫ ∞
0
P [E(b) > s]− P [E(a) > s]ds
=
∫ ∞
0
P [D(s) ≤ b]− P [D(s) ≤ a]ds
= E
∫ ∞
0
(
1(−∞,b](D(s)) − 1(−∞,a](D(s))
)
ds
= E
∫ ∞
0
1(a,b](D(s))ds. (12)
By approximating with step functions, this relationship can be extended to continuous functions g as∫∞
0
g(τ)dU(τ) = E
∫∞
0
g(D(s))ds. With this, we see the Laplace transform of dU is given by∫ ∞
0
e−τλdU(τ) = E
∫ ∞
0
e−λD(s)ds =
∫ ∞
0
e−sφ(λ)ds =
1
φ(λ)
. (13)
The pair U and dU can be used to compute all joint moments of the process E. For non-negative integers
m1, . . . ,mn define
U(t1, . . . , tn;m1, . . . ,mn) = EE(t1)
m1E(t2)
m2 . . . E(tn)
mn . (14)
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The order of the moment in (14) is defined to be N =
∑n
i=1mi. The following theorem from [26] gives the
n-time Laplace transform U˜(λ1, . . . , λn;m1, . . . ,mn) in terms of a strictly lower older moment.
Theorem 2.1 Let D be a general Le´vy subordinator with Le´vy exponent φ and let E be the inverse subor-
dinator of D. The n-time Laplace Transform of the N th order moment U(t1, . . . , tn;m1, . . . ,mn) defined in
(14) is given by
U˜(λ1, . . . , λn;m1, . . . ,mn) =
1
φ(λ1 + · · ·+ λn)
n∑
i=1
miU˜(λ1, . . . , λn;m1, . . . ,mi−1,mi − 1,mi+1, . . . ,mn).
(15)
Notice that the Laplace transform of U(t1, . . . , tn;m1, . . . ,mn) is given as the product of 1/φ and the
Laplace transform of a strictly lower order moment. Taking inverse Laplace transforms, the N th order
moment is given as the sum of convolutions
U(t1, . . . , tn;m1, . . . ,mn) =
n∑
i=1
mi
∫ mini ti
0
U(t1 − τ, . . . , tn − τ ;m1, . . . ,mi−1,mi − 1,mi+1, . . . ,mn)dU(τ).
(16)
For full details, see [26].
Thus, if one knows the function U(t; 1) = U(t), t ≥ 0, then all higher order moments can be obtained
inductively. For example, the covariance is given by
Cov(E(t1), E(t2)) =
∫ t1∧t2
0
(U(t1 − τ) + U(t2 − τ))dU(τ) − U(t1)U(t2). (17)
It is not always easy, however, to invert the Laplace transform (11) to obtain U(t) analytically. In
the following, we give two methods for numerically inverting this Laplace Transform given only the drift
µ and Le´vy measure Π of the subordinator D. Once U is obtained, the density of the renewal measure
can be obtained by numerical differentiation and integral expressions such as (17) can be approximated by
numerical integration. The first method is based on the Bromwhich integral which expresses the inverse
Laplace transform as a path integral in the complex plane, and the second is based on the Post-Widder
inversion formula, which expresses U as a limit of terms involving derivatives of U˜ .
3 Computing U(t)
In Section 2 we saw that all moments of an inverse subordinator can be computed if one has first computed
the renewal function U(t) = EE(t), which is given by the inverse Laplace transform of (11). In some cases,
an analytical expression for U can be found, and in most cases, the asymptotics of U can be studied using a
Tauberian Theorem. In this section we give two methods for calculating U numerically. The first is simple
and precise, but is difficult to use when φ is a complicated function. The second is more robust, but requires
smoothness in U to be effective.
3.1 Method 1: Numerical Integration
The first method involves calculating the inverse Laplace transform of U˜ by numerically approximating the
Bromwich integral:
U(t) =
1
2πi
∫ b+i∞
b−i∞
eztU˜(z)dz, (18)
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where b is chosen such that U˜ is analytic in the region Re(z) ≥ b. Using the fact that U(t) = 0 for t < 0,
and symmetry properties of analytic functions which are real valued on the real axis, (18) simplifies into two
equivalent expressions:
U(t) =
2ebt
π
∫ ∞
0
(
Re(U˜(b+ iu)) cos(ut)
)
du =
−2ebt
π
∫ ∞
0
(
Im(U˜(b+ iu)) sin(ut)
)
du. (19)
For details see [1].
From the Le´vy Khintchine formula (2), we have
φ(b + iu) = µb+ iµu+
∫ ∞
0
(
1− e−x(b+iu)
)
Π(dx) (20)
=
(
µb+
∫ ∞
0
(
1− e−xb cos(xu))Π(dx)) + i(µu− ∫ ∞
0
e−xb sin(xu)Π(dx)
)
(21)
≡ φr(b+ iu) + iφi(b+ iu). (22)
Now, since U˜(λ) = (λφ(λ))−1, a simple calculation gives
Re(U˜(b+ iu)) =
bφr(b + iu)− uφi(b + iu)
(b2 + u2)(φr(b+ iu)2 + φi(b + iu)2)
(23)
Im(U˜(b+ iu)) =
bφi(b+ iu) + uφr(b + iu)
(b2 + u2)(φr(b+ iu)2 + φi(b + iu)2)
. (24)
Since φ(0) = 0 and φ is increasing in λ, U˜(λ) = (λφ(λ))−1 has a singularity the origin. Therefore, we
much choose b > 0 above. Then, given µ and Π, we evaluate the integrals in (21) to obtain φr and φi and
use (23) and (24) to obtain Re(U˜(b + iu)) and Im(U˜ (b + iu)) for fixed u and then compute either integral
in (19) to get U(t). Alternatively, if φ is known in closed form, then φr and φi can be computed directly.
This method works fairly well when φr and φi are easy to compute, for instance, in the case of the Poisson
process with drift. The main problem with the method is when the integrands in (19) and/or (21) are highly
oscillatory and slowly decaying, causing most integration algorithms to converge very slowly.
3.2 Method 2: Post-Widder Inversion
The following method is based on the Post-Widder inversion formula ([1], Theorem 2 or [12], section VII.6).
In order to justify using this formula in our case, we state and prove this result under slightly weaker
conditions than those found in [12].
Theorem 3.1 (Post-Widder Inversion). Let u : R+ → R+ be a continuous function such that u(x)/x ≤ C
as x→∞ for some C ≥ 0, and let u˜(λ) be the Laplace transform of u. Then for t > 0, we have
u(t) = lim
k→∞
(−1)k−1
(k − 1)!
(
k
t
)k
u˜(k−1)
(
k
t
)
, (25)
where u˜(k) denotes the kth derivative, k ∈ Z+.
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Proof. Fix t > 0. Let Xi, i = 1, 2, . . . be iid gamma random variables with mean t and variance t
2
and let Mk =
1
k
∑k
i=1Xi. The idea is to approximate u(t) by Eu(Mk). Notice that Mk has a gamma
distribution with mean t and variance t2/k. By the law of large numbers, Mk →d t as k → ∞ and by
the continuous mapping theorem ([16], Theorem 5.10.4), u(Mk) →d u(t). Observe that we also have the
following convergence in mean:
Eu(Mk)→ u(t), (26)
which follows from the uniform integrability of u(Mk). This can be seen using the density of a gamma
random variable and the assumption that u(x) ≤ Cx as x→∞. Indeed, we have
lim
a→∞
sup
k≥1
Eu(Mk)1Mk>a = lima→∞
sup
k≥1
∫ ∞
a
u(x)xk−1e−kx/tdx (27)
≤ lim
a→∞
sup
k≥1
C
∫ ∞
a
xke−kx/tdx (28)
= lim
a→∞
sup
k≥1
C
∫ ∞
a
(xe−x/t)kdx (29)
= lim
a→∞
C
∫ ∞
a
(xe−x/t)dx (30)
= 0. (31)
Now, (26) implies
u(t) = lim
k→∞
Eu(Mk) = lim
k→∞
1
(k − 1)!
(
k
t
)k ∫ ∞
0
u(x)xk−1e−kx/tdx (32)
= lim
k→∞
1
(k − 1)!
(
k
t
)k (
(−1)k−1 ∂
k−1
∂λk−1
∫ ∞
0
u(x)e−λxdx
) ∣∣∣
λ=k/t
(33)
= lim
k→∞
(−1)k−1
(k − 1)!
(
k
t
)k
u˜(k−1)(k/t). (34)
This verifies (25).
Remarks. 1. In order to justify using the Post-Widder formula, we must be sure that the renewal function
U satisfies U(t)/t ≤ C as t→∞. Fortunately, the Renewal Theorem (see for instance, Proposition 3 in [21])
implies that if D has finite mean, then U(t) will grow as O(t) as t → ∞. If D has infinite mean, its mean
first hitting time EE(t) will, on average, grow slower than in the finite mean case for large t. To see this, any
subordinatorD with infinite mean can be bounded below by a subordinator D̂ with finite mean by truncating
the large jumps of D1. The inverse, Ê, of D̂ will be a.s. greater than E, and thus U(t) ≤ Û(t) = O(t).
2. One must check that U is continuous before using the Post-Widder formula. Proposition A.1 in [26]
implies that U is continuous if D is strictly increasing.
Thus, calculating U(t) involves two steps:
1. Calculating
Uki(t) =
(−1)k−1
(ki − 1)!
(
ki
t
)ki
U˜ (ki−1)
(
ki
t
)
(35)
1That is, bD(s) ≤ D(s) for all s ≥ 0 a.s.
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for some set of integers k1, k2, . . . , kn (the choice of the ki’s will be addressed later).
2. Using the values of Uki(t), i = 1, . . . n, to approximate the limit in (25).
We will first focus on step 1 above. The main difficulty with using this method resides in the fact that
(25) involves derivatives of arbitrarily high orders, which are often difficult to compute. Fortunately, in our
case, this calculation can be done in a reasonable fashion, which we now outline. Recall Leibnitz’s formula,
which states that for smooth functions f, g,
dk
dtk
f(t)g(t) =
k∑
i=0
(
k
i
)
g(k−i)(t)f (i)(t). (36)
Let k ≥ 1,t > 0, and ψ(λ) = 1/φ(λ). Applying Leibnitz’s formula to U˜(λ) = λ−1ψ(λ) with λ = k/t gives
(−1)k−1
(k − 1)!
(
k
t
)k
U˜ (k−1)(k/t) =
(−1)k−1
(k − 1)!
(
k
t
)k k−1∑
i=0
(
k − 1
i
)(
(−1)k−1−i(k − 1− i)!
(k/t)k−i
)
ψ(i)(k/t) (37)
=
k−1∑
i=0
(−1)i k
i
i!ti
ψ(i)(k/t) (38)
= vk ·wk, (39)
where the vectors vk,wk ∈ Rk are given by
(vk)i =
(
(−1)iki
i!ti
)
, i = 0, . . . , k − 1 (40)
(wk)i =
(
ψ(i)(k/t)
)
, i = 0, . . . , k − 1. (41)
To compute the components of wk, we use an idea from [22]. Using Leibnitz’s formula on the unit
function 1 = φ(λ)ψ(λ), we see that for any λ > 0,
j∑
i=0
(
j
i
)
φ(j−i)(λ)ψ(i)(λ) =
∂j
∂λj
φ(λ)ψ(λ) (42)
=
∂j
∂λj
1 (43)
=
{
1 j = 0,
0 j ≥ 1 , j = 0, . . . , k − 1. (44)
From this, we obtain the following matrix equation:
φ(λ) 0 0 0 . . . 0
φ′(λ) φ(λ) 0 0 . . . 0
φ′′(λ) 2φ′(λ) φ(λ) 0 . . . 0
φ′′′(λ) 3φ′′(λ) 3φ′(λ) φ(λ) . . . 0
...
. . .
φ(k−1)(λ) (k − 1)φ(k−2)(λ) . . . φ(λ)


ψ(λ)
ψ′(λ)
ψ′′(λ)
ψ′′′(λ)
...
ψ(k−1)(λ)

=

1
0
0
0
...
0

. (45)
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Choosing λ = k/t, we conclude that wk satisfies the matrix equation Gkwk = ek, where ek = (1, 0, . . . , 0)
′ ∈
R
k and
(Gk)ji =
{(
j−1
i−1
)
φ(j−i)(k/t), 1 ≤ i ≤ j ≤ k
0, 1 ≤ j < i ≤ k . (46)
Observe that the entries in Gk are easily expressed in terms of the drift µ and the Le´vy measure Π corre-
sponding to the subordinator D. Indeed, we have
φ(j)(k/t) =

µ
k
t
+
∫ ∞
0
(
1− e−kx/t
)
Π(dx), j = 0,
µ+
∫ ∞
0
xe−kx/tΠ(dx), j = 1,
(−1)j+1
∫ ∞
0
xje−kx/tΠ(dx), j ≥ 2
. (47)
Thus, to compute wk, one needs to compute the entries of Gk using (46) and (47), and then solve the matrix
equation Gkwk = ek. Notice that the integrals in (47) are much easier to compute than those in Section 3.1
since the integrands do not oscillate; they decay exponentially and are positive. Observe that vk, and hence
vk ·wk are easy to compute. Using this method, we get Uki(t) = vki ·wki in (35).
Remark. The density U ′(t) of the renewal measure is also of interest, for example in (17). It can be
approximated as U is in (35), since the Laplace transform of U ′(t) is ψ(λ). One needs to compute ψ(k−1)(k/t),
which is obtained with no extra cost from (45) since it is the last component of wk.
For step 2 above, we refer to the technique explained in [13]. To summarize, it has been shown ([2],[17])
that if U is smooth, then we have the following series expansion:
Uk(t) = U(t) +
∞∑
m=1
am(t)
km
, (48)
where am(t) are remainder terms. Write hi = 1/ki and let Ûhi(t) = Uki(t). With this, (48) implies
Ûhi(t) = U(t) +
∞∑
m=1
am(t)h
m
i . (49)
Our goal is to compute Û0(t) = U(t) = limk→∞ Uk(t) with t fixed. To do so, we consider Ûh(t) as a function
of h and, given h1, h2, . . . , hn and Ûh1 , . . . , Ûhn , we write down the so-called “Lagrange polynomial” Pn(h):
this is the polynomial of degree n− 1 which passes through the n points (hi, Ûhi(t)), i = 1, 2, . . . , n,
Pn(h) =
n∑
i=1
∏
j 6=i
h− hj
hi − hj
 Ûhi(t). (50)
Observe that if h = hk for some k = 1, 2, . . . , n, then all the summands in (50) vanish except for the term
where i = k, which is equal to Ûhk(t). Thus the polynomial Pn(h) passes through the n points (hi, Ûhi(t)),
i = 1, 2, . . . , n.
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Observe that we cannot compute Û0(t) since h = 0 corresponds to k = ∞. However, with the method
described above, we can compute Ûhi for hi 6= 0 and then approximate Û0(t) by Pn(0). Since Û0(t) = U(t),
U is then approximated by the linear combination
U(t) ≈ Pn(0) =
n∑
i=1
c
(n)
i Uki(t), (51)
where the weights c
(n)
i , calculated by setting h = 0 in (50), depend on the choice of {hi}ni=12.
Because the above method allows us to calculate U˜ (k) for large k, we shall take ki = 2
i−1, i = 1, 2, . . . , n.
The corresponding weights c
(n)
i are given by
c
(n)
i =
(−1)n−i2i(i−1)/2∏i−1
j=1(2
j − 1)∏n−ij=1(2j − 1) , i = 1, 2, . . . , n. (52)
Thus, given a desired level of accuracy ǫ > 0 and t > 0 fixed, we compute the sequence P1(0), P2(0), . . .
until |Pn(0) − Pn−1(0)| < ǫ and then set U(t) = Pn(0). Typically this method converges with n < 9 for
reasonable values of ǫ. Since k10 = 512, it is often impossible to compute Uki for i ≥ 10 in double precision
arithmetic, as noted in the remarks below.
Note that for (48) to hold and for this method to be most effective, U must be sufficiently smooth. We
found that for points at which U is not differentiable, the sequence Pi had a slower rate of convergence.
We close this section with two remarks regarding the computation of Uk(t).
Remark. Caution should be taken when computing terms like kj/j! for k, j large, since numbers like
100100 and 200! are outside the range of double precision arithmetic. Instead, one should use expressions
like kj/j! = exp(j log(k) −∑ji=1 log(i)), because while kj and j! may be large, their ratio may be small.
Nevertheless, for large enough k and j (relation (40), for example, which requires computing kk−1/(k− 1)!),
even the ratio may be too large. This happens for instance if k = k11 = 2
10 = 1024, in which case
10241023/1023! ≈ 6.5× 10442. To be safe, we used at most k10 = 512.
Remark. A similar overflow problem can occur for k/t large. To avoid this, one can make the following
adjustment to (25). Let c > 0, then
(−1)k−1
(k − 1)!
(
k
t
)k
U˜ (k−1)
(
k
t
)
=
(−1)k−1
(k − 1)!
(
k
ct
)k
ckU˜ (k−1)
(
k
t
)
(53)
=
(−1)k−1
(k − 1)!
(
k
ct
)k
U˜ (k−1)
(
k
ct
; c
)
, (54)
where U˜(λ; c) is a rescaled version of U˜ :
U˜(λ; c) ≡ cU˜(cλ) = 1
λφ(cλ)
. (55)
Repeating the steps of this method with (54), we get
Uk(t) = v˜k · w˜k, (56)
where (v˜k)i = (vk)i/c
i and w˜k is the solution to the matrix equation G˜kw˜k = ek, where (G˜k)ji = (Gk)jic
j−i.
To compute these products and ratios, a procedure as the one describes in the previous remark should be
done to avoid overflow. We found the choice c = t−1 useful.
2As mentioned in [13], the linear combination (51) obtained by polynomial interpolation is equivalent to taking the linear
combination which cancels the first n remainder terms in (48).
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3.3 Testing the methods
In Table 1, the Post-Widder method is tested in cases where U can be computed explicitly (see Section 4
for explanations of each example). The values in the table were obtained using a threshold of ǫ = 10−8.
With the exception of starred entry in Table 1, all converged within this threshold with n ≤ 9. If sufficient
convergence did not occur, P9(t) is used as the approximation. In these cases, the approximation is very
good.
For the Poisson process, U is discontinuous at the integers. Therefore, we used instead t = 1.1, 10.1, 100.1.
Since the Post-Widder method does not apply when U is discontinuous, we do not expect to get good results
in the Poisson case. And indeed, the absolute errors are large. For instance, Table 2 shows that when
t = 10.1, the algorithm converged but to the wrong value (the absolute error between the true and computed
value is 0.4). The plot in Figure 1 shows in more detail the erratic behavior of the Post-Widder method in
this case. Notice that for larger times this method approximates U (which in this case is a step function)
with a straight line.
Subordinator t = 0.01 t = 0.1 t = 1 t = 10 t = 100
α-stable (α = 0.5) 2.5× 10−13 8.2× 10−13 1.7× 10−13 7.4× 10−13 2.6× 10−11
Uniform Mixture of α-stable 7.8× 10−12 6.6× 10−11 1.4× 10−10 1.5× 10−9 8.7× 10−10
Gamma Process (κ = γ = 1) 1.7× 10−13 7.0× 10−14 1.2× 10−12 3.4× 10−10 9.6× 10−12
Inverse Gaussian(γ = δ = 1) 1.3× 10−5∗ 1.7× 10−12 1.3× 10−11 6.7× 10−11 3.0× 10−9
Table 1: Absolute errors between exact values of U and those given by this method for a selection of
subordinators whose mean first passage time can be computed exactly. Here we used a threshold of ǫ = 10−8.
In the cases where U has little regularity, numerical integration (method 1) is the more accurate method.
To see this, we applied the numerical integration method (using the MATLAB function quad) to the case
of the Poisson process and obtained the absolute errors in Table 2. To compute these, we approximated
the oscillatory integral in (19) by partitioning the range of integration (0,∞) into intervals of the form
I0 = (0, π/(2t), Ik = [kπ/(2t), (k + 2)π/(2t)], k ≥ 1, k odd, and then summing the integrals over each Ik
until the contribution over one such interval became less then a threshold ǫ > 0. Due to the slowly decaying
nature of the integrand, obtaining convergence for ǫ < 10−6 is difficult.
We’ve found that integration is not feasible in many other cases (except possibly the α-stable case).
Subordinator t = 0.01 t = 0.1 t = 1.1 t = 10.1 t = 100.1
Poisson Process (integration) 1.08× 10−6 1.57× 10−6 3.6× 10−11 4.25× 10−6 1.09× 10−4
Poisson Process (Post-Widder) < 10−16 7.1× 10−10 3.7× 10−2∗ 0.4 0.4
Table 2: Absolute errors between exact values of U and those given by numerical integration for the poisson
process (whose mean first passage time can be computed exactly). Here we used a threshold of ǫ = 10−6.
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Figure 1: A comparison of the true value of U for a Poisson process with no drift and its approximation
given by the Post-Widder method. Since U in this case has little regularity, the quality of the approximation
is not always good.
4 Obtaining U(t) = EE(t) and Corr(E(s), E(t)) for various inverse
Le´vy subordinators
We now present various examples of Le´vy subordinators {D(s), s ≥ 0} and their inverses {E(t), t ≥ 0} and
calculate the one time moment U(t) = EE(t) and the correlation function corr(E(s), E(t)). We found the
table of Laplace transforms [25] useful for some of the following calculations.
Since we will encounter Laplace transforms which cannot be inverted analytically, we will study their
asymptotics using a Tauberian Theorem ([9] page 10), which we state here for convenience. Recall that a
function ℓ(t), t > 0, is slowly varying at 0 (respectively ∞) if for all c > 0, lim(ℓ(ct)/ℓ(t)) = 1 as t → 0
(respectively t→∞).
Theorem 4.1 (Tauberian Theorem) Let ℓ : (0,∞)→ (0,∞) be a slowly varying function at 0 (respectively
∞) and let ρ ≥ 0. Then for a function U : (0,∞)→ (0,∞), the following are equivalent:
(i) U(x) ∼ xρℓ(x)/Γ(1 + ρ), x→ 0 (respectively x→∞).
(ii) U˜(λ) ∼ λ−ρ−1ℓ(1/λ), λ→∞ (respectively λ→ 0).
4.1 Poisson process
Consider the process D(s) = µs+N(s), where {N(s), s ≥ 0} is a Poisson process with rate r > 0. The Le´vy
exponent for this is given by
φ(λ) = µλ+ r(1 − e−λ), (57)
and the Le´vy measure Π(dx) is a point-mass at x = 1 with weight r. The sample paths of D are straight lines
with slope µ, together with jumps of size 1 which happen at random times {τk}∞k=1, such that {τi− τi−1}∞i=1
are iid exponential with mean 1/r.
First consider the case with no drift, µ = 0. Figure 2 displays a sample path of the Poisson process N(s)
together with its inverse E(t) which is the first time N(s) exceeds the level t. Notice that each segment in
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the plot of E has length 1. For any 0 < t0 < 1, one must wait a random time τ1 for the process N to surpass
t0, thus E(t0) = τ1. More generally, the inverse subordinator E(t) is a sum of ⌊t+1⌋ iid exponential random
variables with mean 1/r, implying E(t) ∼ Γ(⌊t+ 1⌋, 1/r).
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Figure 2: A sample path of the Poisson process N(s) together with its inverse.
Using the density of a Gamma random variable, the γ-moment of the E(t), with γ > 0, is given by
EE(t)γ =
r⌊t+1⌋
Γ(⌊t+ 1⌋)
∫ ∞
0
xγx⌊t+1⌋−1e−xrdx (58)
=
r⌊t+1⌋Γ(⌊t+ 1⌋+ γ)
Γ(⌊t+ 1⌋)r⌊t+1⌋+γ (59)
=
Γ(⌊t+ 1⌋+ γ)
rγΓ(⌊t+ 1⌋) . (60)
Setting γ = 1 yields U(t) = ⌊t+1⌋/r and the renewal measure, dU(t), for the Poisson process is the measure
which assigns a mass of 1/r to each integer n ≥ 0. The covariance, (17), of this process is then given by
Cov(E(s), E(t)) =
⌊s∧t⌋∑
k=0
U(s− k)
r
+
U(t− k)
r
− U(s)U(t). (61)
Now assume positive drift, i.e. µ > 0. From (11) and (57), the Laplace transform of U(t) is given by
U˜(λ) =
1
λ(µλ+ r(1 − e−λ)) . (62)
Due to the simple form of U˜(t), U(t) can be calculated by numerical integration (i.e. method 1 in Section
3) 3. In Figure 3 we plot U(t) = EE(t) for various values of µ, namely µ = 0, 0.1, 0.5, 1. We also compute
the correlation coefficient. It is obtained using (61) in the case of no drift but it is not known in closed for
µ > 0. To compute for µ > 0, we use (17). The integral in (17) involves the renewal measure dU , but since
in this case the function U(t) is strictly increasing and continuous for µ positive, dU is given by U ′(t)dt. We
obtain U ′(t) here by discrete approximation. The correlation coefficient corr(E(s), E(t)) is plotted in Figure
3 as a function of t with s = 10 fixed for zero and non-zero drift.
3The Post-Widder method also works well when µ/r ≫ 0. It fails to converge however, when µ/r is close to 0.
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Figure 3: (Left) Plots of EE(t), where E is the inverse of a Poisson process with rate r = 1 and various
drifts. For µ > 0, these plot were generated using the numerical integration method in Section 3.1. (Right)
The correlation coefficient corr(E(s), E(t)) of the Poisson process with s = 10 fixed and t varying with drifts
µ = 0 and µ = 0.1. This was calculated using (61) in the case µ = 0 and by numerical approximation of the
integral in equation (17) for µ > 0. Since here s = 10, the correlation equals 1 when t = 10 as well.
4.2 Compound Poisson processes
Let ξi i = 1 . . . be positive iid random variables with probability measure ν. The compound Poisson process,
X(s), s ≥ 0 is defined by
D(s) =
N(s)∑
k=1
ξi, (63)
where N(s) is a Poisson process with rate 1. In this case, the Le´vy measure Π in (2) is given by the
distribution of the random variable ξ1. Therefore, the Le´vy exponent for this process is
φ(λ) =
∫ ∞
0
(1− e−λx)ν(dx). (64)
Notice that X(t) = 0 for all t < τ1, where τ1 has an exponential distribution with mean 1. This implies
that E(0) will also have an exponential distribution, and thus E(0) 6= 0 a.s. The fact that E(0) 6= 0 is
characteristic of compound Poisson processes. Indeed, suppose that the inverse of a subordinator D satisfies
E(0) > 0 a.s., then in particular, EE(t)→ c > 0 at t→ 0 since E has cadlag paths. Thus, by the Tauberian
Theorem,
U˜(λ) =
1
λφ(λ)
∼ L[c](λ) = c
λ
, λ→∞. (65)
Thus, φ(λ)/c → 1 as λ → ∞, implying φ is bounded, which means D is a Compound Poisson process (see
[9], Corollary I.1.3).
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Now focus on the special case when ξ1 has a Pareto distribution, meaning ξ1 has probability density
ν(x) = αx−α−1 for x ≥ 1, and α > 0 is fixed. The Le´vy exponent is given by
φ(λ) = α
∫ ∞
1
(1− e−λx)x−α−1dx = 1− α Ei1+α(λ), (66)
where Eiα+1(λ) =
∫∞
1
e−λx
xα+1dx is the Exponential integral. Using a series expansion
4 of Eiα+1, we have
φ(λ) ∼

−αΓ(−α)λα 0 < α < 1
(1− γe − log(λ))λ α = 1
α
α−1λ α > 1
λ→ 0, (67)
where γe ≈ 0.5772 is the Euler constant. Since U˜(λ) = (λφ(λ))−1 , the Tauberian Theorem gives the large
time behavior of the first passage time for this Compound Poisson process
U(t) ∼

1
−αΓ(−α)Γ(1 + α) t
α, 0 < α < 1
1
1− γe + log(t) t α = 1
α− 1
α
t, α > 1
, t→∞. (68)
To calculate U , we found the Post-Widder method in Section 3 to be most useful5. In Figure 4 we plot U
for α = 1/2, 1, 2, and in Figure 5 we plot U along with the asymptotic expressions given in (68) with log-log
scale. The correlation corr(E(t), E(s)) is plotted in Figure 6. Note that the renewal measure dU will give a
mass of weight 1 to t = 0 since U has a jump of size 1 there. For t > 0, dU is a measure which has density
U ′(t) which can be calculated as U is with the Post-Widder method as noted in a remark in Section 3.2.
4.3 “Mixture” of α-stable subordinators
We consider here a continuous mixture of α-stable subordinators with 0 < α < 1. Namely, the subordinator
whose Le´vy exponent is given by
φ(λ) =
∫ 1
0
p(β)λβdβ (69)
=
∫ ∞
0
(1 − e−λx)gp(x)dx, (70)
where p is a probability density on (0, 1) and the density gp of the Le´vy measure is given by
gp(x) =
∫ 1
0
x−β−1
Γ(−β)p(β)dβ (71)
In general, this subordinator has no finite moments. The α-stable subordinator corresponds to the choice
p(β;α) = δ(β − α) in (69). Here we will consider two extensions of this, namely when we choose a sum of
two α-stables, p(β;α1, α2) = C1δ(β −α1) +C2δ(β −α2), with α2 < α1 and C1 +C2 = 1, as well as what we
call the “uniform mix”, which corresponds to the choice p(β) = 1 on (0, 1).
4obtained using Mathematica
5The only problem with this method occurs near t = 1 where this technique is slow to converge. The reason for this seems
to be that U is not differentiable here.
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Figure 4: The mean first passage time of the compound Poisson process with Pareto jumps computed using
the Post-Widder inversion method for α = 0.5, 1, 2.
4.3.1 Single α-stable
Many properties of the inverse of an α-stable subordinator with 0 < α < 1 are known (see for instance, [7]),
but we restate them here for convenience. Consider the α-stable subordinator {Dα(s), s ≥ 0} with Le´vy
exponent φ(λ) = λα. Taking the inverse Laplace transform of (11), we have that the mean first passage time
for an inverse α-stable subordinator is given by
U(t) =
tα
Γ(1 + α)
, (72)
which implies that the density of the renewal measure is U ′(t) = tα−1/Γ(α). With this, the covariance can
be given in closed form. Assume s ≤ t, then
Cov(E(s), E(t)) =
1
Γ(1 + α)Γ(α)
∫ s
0
((t− τ)α + (s− τ)α) τα−1dτ − (st)
α
Γ(1 + α)2
(73)
=
s2α
Γ(1 + 2α)
+ sαtα
(
1
Γ(1 + α)
F (α,−α, α+ 1; s/t)− 1
Γ(1 + α)2
)
. (74)
The above integral was computed in Mathematica and F denotes the regularized confluent hypergeometric
function.
4.3.2 Sum of two α-stable subordinators
Here we consider the case when p(β) = C1δ(β − α1) + C2δ(β − α2) and the Le´vy exponent is given by
φ(λ) = C1λ
α1 + C2λ
α2 , (75)
where α2 < α1 and C1+C2 = 1. This corresponds to the subordinator given by C
1/α1
1 Dα1(s)+C
1/α2
2 Dα2(s).
From (11), the Laplace transform of the mean first passage time is given by
U˜(λ) =
1
C1λα1+1 + C2λα2+1
. (76)
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Figure 5: A log-log plot of the mean first passage time of the compound Poisson process with Pareto
jumps computed using the Post-Widder inversion method for α = 0.5, 1, 2. The dotted lines represent the
asymptotic expressions given in (68). We see good agreement for large times.
Using the Tauberian Theorem, U has the following behavior in the limits t→ 0 and t→∞,
U(t) ∼

tα1
C1Γ(1 + α1)
, t→ 0
tα2
C2Γ(1 + α2)
, t→∞.
(77)
Thus, we see a cross-over in power-law behavior (which is displayed with a log-log plot in Figure 7). A closed
form for the inverse Laplace transform of (76) could not be found, however U can be calculated numerically
using the Post-Widder method (method 2 in Section 3). Figure 7 shows plots of this function for various
parameter values.
To obtain the correlation, we set dU(t) = U ′(t)dt, calculated U ′(t) using the Post-Widder method and
then evaluated the integrand in (17) using numerical integration. The correlation is plotted in Figure 8.
4.3.3 Uniform mixture
Here we consider the case when p(β) = 1, for β ∈ (0, 1). The Le´vy exponent is given by
φ(λ) =
∫ 1
0
λβdβ =
λ− 1
log(λ)
. (78)
The mean-first passage time for the inverse of this process has a closed form expression given by (see [25],
Eq. 4.1.9)
U(t) = L−1 1
λφ(λ)
= L−1 log(λ)
λ2 − λ = γe + e
tΓ(0, t) + log(t). (79)
Here Γ(0, t) is the incomplete gamma function given by Γ(0, t) =
∫∞
t
e−zz−1dz. Since, for t large,
etΓ(0, t) =
∫ ∞
t
e−(z−t)z−1dz ≤
∫ ∞
0
e−zdz = 1, (80)
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Figure 6: The correlation coefficient corr(E(t), E(s)) with s = 10 fixed for the compound process with
Pareto jumps for α = 0.5, 1, 2.
we obtain the “ultraslow” growth:
U(t) ∼ log(t), t→∞. (81)
The density of the renewal measure also has a nice form:
U ′(t) = etΓ(0, t)− ete−tt−1 + t−1 = etΓ(0, t). (82)
Using this, we can numerically calculate the covariance for the inverse of the uniform mixed subordinator
with (17). The correlation is plotted in Figure 8.
4.4 Generalized inverse Gaussian Le´vy processes
The generalized inverse Gaussian (GIG) distribution [6], [11] is a distribution characterized by three param-
eters δ, γ, κ and has probability density function given by
pGIG(δ,γ,κ)(x) =
(γ
δ
)κ 1
2Kκ(δγ)
xκ−1e−
1
2
(δ2x−1+γ2x), x > 0. (83)
Here, Kκ denotes the modified Bessel function of the third kind ([14], section 3.2). The parameters of this
distribution may take the following values:
δ ≥ 0, γ > 0, if κ > 0, (84)
δ > 0, γ > 0, if κ = 0, (85)
δ > 0, γ ≥ 0, if κ < 0. (86)
Important subclasses in this family are
• κ > 0, δ = 0, γ > 0 gives a Gamma distribution Γ(κ, 2/γ2) with density
pGIG(0,γ,κ)(x) =
γ2κ
2κΓ(κ)
xκ−1e−
γ2
2
x, x > 0, κ > 0, γ > 0. (87)
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Figure 7: Plot of U(t) calculated with the Post-Widder method for a single α-stable, a sum of two α stables,
and a uniform mixture. On the right we used a log-log plot and dotted lines to show asymptotic behavior
given by (77) for the sum of two α-stable case.
• κ < 0, δ > 0, γ = 0 gives a reciprocal Gamma distribution RΓ(κ, δ2/2) with density
pGIG(δ,0,κ)(x) =
δ−2κ
2−κΓ(−κ)x
κ−1e−
δ2
2x , x > 0, κ < 0, δ > 0. (88)
This distribution only has finite moments of order less than |κ|.
• κ = − 12 , δ > 0,γ ≥ 0 gives an Inverse Gaussian distribution IG(δ, γ) with density
pGIG(δ,γ,−1/2)(x) =
δeγδ√
2π
x−3/2e−
1
2
(δ2x−1+γ2x), x > 0, γ ≥ 0, δ > 0. (89)
The Inverse Gaussian distribution is the distribution of the first time a Brownian motion with variance
δ and drift γ reaches the level 1 ([3], Example 1.3.21). All moments are finite if γ > 0, but if γ = 0, it
becomes a totally right-skewed 12 -stable distribution which only has finite moments of order less than
1/2.
The GIG distribution was shown to be infinitely divisible in [5] and its Le´vy-Khintchine representation
was derived in Section 5 of [11]. The Le´vy-Khintchine representation given in [11] is not in the form (2) and
some computation is needed to bring it into this form. This is done in appendix A.
The Laplace transform of pGIG(δ,γ,κ) for δ > 0 and γ > 0 is given by
p˜GIG(δ,γ,κ)(λ) =
(
γ2
γ2 + 2λ
)κ/2
Kκ(δ
√
γ2 + 2λ)
Kκ(δγ)
(90)
= exp(−φGIG(δ,γ,κ)(λ)), (91)
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Figure 8: A plot of the correlation coefficient with s fixed at 10 and t varying for the α-stable process with
α = 1/2, the sum of two α-stables with α1 = .75 and α2 = .25 and the uniform mix. The correlation for the
α-stable case can be calculated exactly using (74). In the other two cases, we numerically approximated the
integral in (17).
where the Le´vy exponent φGIG is given by
φGIG(δ,γ,κ)(λ) =
∫ ∞
0
(1− e−λx)gGIG(δ,γ,κ)(x)dx, (92)
Thus, the Le´vy exponent is of the form (2) with drift µ = 0. The corresponding Le´vy measure (density) is
(see [11] or Appendix A)
gGIG(δ,γ,κ)(x) =
e−
γ2
2
x
x
(∫ ∞
0
e−xy
π2y(J2|κ|(δ
√
2y) + Y 2|κ|(δ
√
2y))
dy +max(0, κ)
)
, x > 0. (93)
Here, Jν and Yν denote the Bessel function of the first and second kind, respectively, with index ν ([14],
Chapter 2).
By letting δ → 0 with κ > 0 and γ → 0 with κ < 0 in (90), we obtain the Laplace transform of the
gamma distribution (87) and the reciprocal gamma distribution (88) respectively. Doing so gives (see [11])
p˜GIG(0,γ,κ)(λ) =
(
1 +
2λ
γ2
)−κ
κ, γ > 0, (94)
p˜GIG(δ,0,κ)(λ) =
2
(
δ2
2
)−κ/2
λ−κ/2
Γ(−κ) K−κ(δ
√
2λ), κ < 0, δ > 0. (95)
The corresponding Le´vy measures are obtained similarly using (93), (recall that Yν(z)→ −∞ as z → 0):
gGIG(0,γ,κ)(x) =
κ
x
e−
γ2
2
x (96)
gGIG(δ,0,κ)(x) =
1
x
∫ ∞
0
e−xy
π2y(J2|κ|(δ
√
2y) + Y 2|κ|(δ
√
2y))
dy. (97)
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The mean of a GIG distribution, when it exists, can be calculated from these Laplace transforms. If
X ∼ GIG(δ, γ, κ), then there are three cases for EX :
EX =
δK1+κ(γδ)
γKκ(γδ)
, κ ∈ R, γ > 0, δ > 0 (98)
EX =
2κ
γ2
, δ = 0, κ > 0, γ > 0 (99)
EX =
{
∞, γ = 0, −1 ≤ κ < 0, δ > 0
1
2(−κ−1)δ
2, γ = 0, κ < −1, δ > 0 (100)
We talked so far about the GIG distribution. We now consider the corresponding Le´vy process, namely,
the subordinator {DGIG(δ,γ,κ)(s), s ≥ 0} with Laplace transform
E exp(−λDGIG(δ,γ,κ)(s)) = exp(−sφGIG(δ,γ,κ)(λ)). (101)
From (92), the drift of this process is 0 and its Le´vy measure is given by Π(dx) = gGIG(x)dx. Notice that
this Le´vy process is indeed a subordinator since its Le´vy measure is concentrated on the positive axis and
from (96) and (97), it follows that
∫∞
0
(1∧x)Π(dx) <∞. Let EGIG(δ,γ,κ) be the inverse of DGIG(δ,γ,κ) and let
UGIG(δ,γ,κ)(t) = EEGIG(δ,γ,κ)(t). The gamma process (δ = 0) and the inverse Gaussian process (κ = −1/2)
are treated in [21], where closed form expressions are given for the renewal measure. In general, we cannot
write UGIG(t) in closed form, however, we can obtain expressions for large and small time behavior using
the Tauberian theorem.
Asymptotics of UGIG(δ,γ,κ), t → 0: One has Kκ(x) ∼
√
pi
2xe
−x as x → ∞ ( [14], section 5.4). We first
consider the case when δ > 0. When γ > 0, (90) implies that as λ→∞,
φGIG(δ,γ,κ)(λ) = − log
((
γ2
γ2 + 2λ
)κ/2
Kκ(δ
√
γ2 + 2λ)
Kκ(δγ)
)
(102)
=
κ
2
log
(
1 +
2λ
γ2
)
− log(Kk(δ
√
γ2 + 2λ)) + log(Kκ(δγ)) (103)
= δ
√
γ2 + 2λ+O(log(λ)) (104)
∼ δ
√
2λ, λ→∞. (105)
The case γ = 0 gives the same answer (by using (95)). If δ = 0, we instead use (94) and get
φGIG(0,γ,κ)(λ) = κ log
(
1 +
2λ
γ2
)
(106)
∼ κ log(λ), λ→∞. (107)
Since U˜GIG(δ,γ,κ)(λ) = (λφGIG(0,γ,κ)(λ))
−1, we get from the Tauberian theorem
UGIG(δ,γ,κ)(t) ∼

−1
κ log(t)
, δ = 0,
√
2
πδ2
√
t, δ > 0
t→ 0. (108)
Asymptotics of UGIG(δ,γ,κ), t → ∞: If γ > 0, the renewal theorem implies that UGIG(δ,γ,κ)(t) ∼
t/ED(1), where ED(1) is finite and is given by (98) or (99).
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The case γ = 0 requires more work. We shall use the following series expansion of Kκ(x) as x→ 0 with
κ > 0 (see [23], page 121):
Kκ(x) =

Γ(κ)
21−κ
x−κ
(
1 +
Γ(−κ)
4κΓ(κ)
x2κ
)
+ o(xκ), 0 < κ < 1
x−1
(
1 +
1
4
(2γe − 1 + 2 log(x) − log(4))x2
)
+ o(x), κ = 1
Γ(κ)
21−κ
x−κ
(
1 +
1
4(1− κ)x
2
)
+ o(x2−κ), κ > 1
. (109)
Now, (95) and (109) imply that for 0 < −κ < 1,
φGIG(δ,0,κ)(λ) = − log
2
(
δ2
2
)−κ/2
λ−κ/2
Γ(−κ) K−κ(δ
√
2λ)
 (110)
= − log
(
21+κ/2δ−κλ−κ/2
Γ(−κ)
)
− log
(
K−κ(δ
√
2λ)
)
(111)
= − log
(
21+κ/2δ−κλ−κ/2
Γ(−κ)
)
− log
(
Γ(−κ)
21+κ
δκ2κ/2λκ/2
)
− log
(
1 +
Γ(κ)
2−κΓ(−κ)δ
−2κλ−κ + o(λ−κ)
)
= − log
(
1 +
Γ(κ)
2−κΓ(−κ)δ
−2κλ−κ + o(λ−κ)
)
∼ − Γ(κ)
2−κδ2κΓ(−κ)λ
−κ, λ→ 0. (112)
Similar calculations give for κ = −1,
φGIG(δ,0,κ)(λ) = − log
(
δ
√
2λK1(δ
√
2λ)
)
(113)
= − log
(
δ
√
2λ
)
− log(K1(δ
√
2λ)) (114)
= − log
(
δ
√
2λ
)
− log
(
(δ
√
2λ)−1
)
− log
(
1 +
1
4
(2γe − 1 + 2 log(δ
√
2λ)− log(4))(2δ2λ) + o(x2)
)
∼ −δ
2
2
(2γe − 1 + log(2δ2)− log(4) + log(λ))λ, λ→ 0, (115)
and for −κ > 1,
φGIG(δ,0,κ)(λ) = − log
2
(
δ2
2
)−κ/2
λ−κ/2
Γ(−κ) K−κ(δ
√
2λ)
 (116)
= − log
(
21+κ/2δ−κλ−κ/2
Γ(−κ)
)
− log
(
K−κ(δ
√
2λ)
)
(117)
= − log
(
21+κ/2δ−κλ−κ/2
Γ(−κ)
)
− log
(
Γ(−κ)
21+κ
δκ2κ/2λκ/2
)
− log
(
1 +
1
4(1 + κ)
(2δ2λ) + o(λ)
)
∼ − δ
2
2(1 + κ)
λ, λ→ 0. (118)
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Thus, using the Tauberian theorem, we have the follow large time behavior of the mean first passage
time of the GIG process
UGIG(δ,γ,κ)(t) ∼

γKκ(γδ)
δK1+κ(γδ)
t, κ ∈ R, γ ≥ 0, δ > 0,
−2
−κδ2κΓ(−κ)
Γ(κ)Γ(1− κ) t
−κ, γ = 0,−1 < κ < 0, δ > 0
δ2/2
2γe − 1 + log(2δ2)− log(4) + log(t) t, γ = 0, κ = 1, δ > 0
2(−κ− 1)
δ2
t, γ = 0, κ < −1, δ > 0
, t→∞ (119)
While (108) and (119) give the asymptotic of U , closed form expressions for UGIG are not known. Using
our methodology, we can compute UGIG numerically. In Figure 9, UGIG is plotted for three sets of parameter
values. Figure 10 shows a log-log plot which includes the asymptotic curves (108) and (119) . Since this
subordinator is strictly increasing, the renewal measure is given by dU(t) = U ′(t)dt, and U ′(t) can also be
computed using the Post-Widder approach. The correlation corr(E(t), E(s)) is can also be calculated as it
was in the other examples and is plotted in Figure 11 with s = 10 fixed.
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Figure 9: Plots of UGIG for various values of parameters δ, γ and κ. Each of these plots were generated using
the Post-Widder method with ǫ = 10−5.
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Figure 10: Plots of UGIG on log-log scales. To dotted curves correspond to the asymptotic expressions given
by (108) (left), namely t→ 0, and (119) (right), namely, t→∞. We see in these limits, the approximations
are very good.
5 Conclusion
In this paper, we developed two numerical methods for calculating the function U(t) = EE(t), where the
process {E(t), t ≥ 0} is the first hitting time of a Le´vy subordinator {D(s), s ≥ 0} with Le´vy exponent
φ given by (2). The function U has been shown to characterize all finite-dimensional distributions of the
process E and is useful for calculating moments of E, for example, the covariance (see equation (17)).
The Laplace transform of U has a simple expression in terms of φ, namely, U˜(λ) = (λφ(λ))−1 . Thus,
calculating U involves computing the inverse Laplace transform of this function. The first method described
in Section 3.1 computes the inverse of this Laplace transform by approximating the Bromwich integral given
by (18). This integral can be computed by rewriting the integrand in terms of the real and imaginary parts
of φ. We give explicit expressions for Re(φ) and Im(φ) in terms of the drift µ and the Le´vy measure Π of
the subordinator D.
The second method described in Section 3.2 computes the inverse Laplace transform of U˜ using the Post-
Widder inversion formula given in (25). This formula is usually difficult to use because it requires evaluating
derivatives of high orders. However, using our methods, U˜ (k) can be calculated in a reasonable fashion. As
with the integration case, all terms in this approximation are given in terms of only the drift µ and Le´vy
measure Π corresponding to the subordinator D. We tested both of these methods in cases where U can be
calculated exactly and obtained accurate approximations.
As an application of our methods, we considered three families of Le´vy subordinators D and calculated
the mean and correlation of their respective inverse subordinators E. The three families considered were
(i) Poisson and Compound Poisson processes (ii) Continuous mixtures of α-stable subordinators and (iii)
Generalized inverse Gaussian Le´vy processes. In each example, either the integration or Post-Widder method
was useful for calculating the mean U(t) = EE(t). Once we computed U , the correlation function of E can
be computed by numerically approximating the integral in (17). Along with these numerical approximations,
we also gave in each case, asymptotic expressions for U .
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Figure 11: Plots of the correlation coefficient ρ = corr(E(t), E(s)) for the generalized inverse Gaussian
process with various parameters values. Here, s = 5 is fixed and t varies
6 Guide to Software
We have developed a MATLAB software package which computes U for the examples above, as well as a
program for a user defined example, which is available from the authors. The package includes 4 programs
which calculate U(t):
• The Poisson process(invert poisson.m)
• Compound Poisson process with pareto jumps (invert pareto.m),
• Sum of two α-stable processes(invert sumas.m)
• The generalized inverse Gaussian Le´vy process(invert gig.m).
The density of the renewal measure U ′(t) is calculated in all cases but the Poisson process. To use these
functions, invoke MATLAB and add the inversesub directory to MATLAB’s working path by typing
>> addpath(’/yourpath/inversesub’)
Here, ”yourpath” is the path in which the directory inversesub is located (for example, in Windows, this
might look something like “C:/myhomedir/inversesub”).
Table 3 defines the required inputs for each function including the method used (numerical integral or
Post-Widder), the required parameters, and the outputs one obtains. In each case, the default tolerance is
set to ǫ = 10−6. To change this, simply add an optional argument to each function which gives the desired
tolerance. For example, typing
>> invert poisson(1.2,0,1)
gives the mean first-hitting time U(t) = EE(t) for a Poisson process at time t = 1.2 with drift µ = 0 a rate
r = 1, and a tolerance of 10−6. Alternatively, one can type
>> invert poisson(1.2,0,1,.001)
to compute U instead with a tolerance of 10−3. If the requested tolerance cannot be met, the program will
return a message saying so as well as a crude estimate of the error.
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The programs using the Post-Widder method also returns an optional estimate for the derivative of U ,
U ′(t). For example, typing
>> [U DU] = invert gig(1,1,0,-1/2)
assigns the value U(1) to U and U ′(1) to DU where U corresponds to the inverse of the reciprocal gamma
Le´vy process. Here t = 1 and 1, 0,−1 are parameter values (see Table 3).
Each program also accepts vector inputs for t. For instance,
>> [U DU] = invert gig([1 2 3],1,0,-1/2)
assigns the vector [U(1), U(2), U(3)] to the variable U and the vector [U ′(1), U ′(2), U ′(3)] to the variable
DU.
The program “invert empty.m” contains all the code of the previous examples with the piece which
computes φ(n) missing. To use this program, add a function call to line 30 of the code which computes the
derivatives of φ for your case.
Function Name Method Used Number of Inputs Meaning & order of inputs Outputs
t : time t in U(t)
invert poisson Numerical Integration 3 mu : Drift µ in (57) U(t)
r : Rate r in (57)
invert pareto
Post-Widder 2 t : time t in U(t) U(t), U ′(t)
a : Exponent α in (66)
invert sumas
t : time t in U(t)
a1 : α1 in (75)
Post-Widder 5 a2 : α2 in (75) U(t), U
′(t)
c1 : C1 in (75)
c2 : C2 in (75)
t : time t in U(t)
invert gig Post-Widder 4 delta : δ in (83) U(t), U ′(t)
gamma : γ in (83)
kappa : κ in (83)
Table 3: Information about the 4 functions included in the software package. The parameters in the fourth
column should be entered in the order of top to bottom, for example, for the sum of two α-stable case, one
would type invert sumas(t,a1,a2,c1,c2) .
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A Appendix: Le´vy-Khintchine form for GIG distributions
Here, we show that the Le´vy exponent corresponding to a GIG distribution can be written in the form (2)
with drift µ = 0. This is done in the following proposition.
Proposition A.1 Let pGIG(δ,γ,κ) denote the probability density of the GIG(δ, γ, κ) distribution. Then the
Laplace transform of pGIG is given by
p˜GIG(δ,γ,κ)(λ) = exp(−φGIG(δ,γ,κ)(λ)), (120)
where the Le´vy exponent φGIG is
φGIG(δ,γ,κ)(λ) =
∫ ∞
0
(1− e−λx)gGIG(δ,γ,κ)(x)dx, (121)
with Le´vy measure (density)
gGIG(δ,γ,κ)(x) =

e−
γ2
2
x
x
(∫ ∞
0
e−xy
π2y(J2|κ|(δ
√
2y) + Y 2|κ|(δ
√
2y))
dy +max(0, κ)
)
, x > 0, δ > 0
κ
x
e−
γ2
2
x x ≥ 0, δ = 0
. (122)
Proof. From [11] Section 5.2, p˜GIG is given in the form (120), but φGIG is expressed in following alternative
Le´vy representation which depends on the parameters δ, γ, κ,
−φGIG(δ,γ,κ)(λ) =

iλ
δK1+κ(γδ)
γKκ(γδ)
+
∫ ∞
0
(eiλx − 1− iλx)gGIG(δ,γ,κ)(x)dx, δ, γ > 0, κ ∈ R
iλ
2κ
γ2
+
∫ ∞
0
(eiλx − 1− iλx)gGIG(0,γ,κ)(x)dx, δ = 0, κ, γ > 0
iλδ2
∫ ∞
0
1− e−x
x
g|κ|(2δ
2x)dx
+
∫ ∞
0
(eiλx − 1− iλx1[0,1](x))gGIG(δ,0,κ)(x)dx, γ = 0, κ < 0, δ > 0
(123)
where, for ν > 0,
gν(x) =
2
π2x[J2ν (
√
x) + Y 2ν (
√
x)]
, x > 0. (124)
Thus, to show (121), we much check that in each of the three cases in (123), the drift term cancels with the
“iλx” term in the integrand.
Case 1: δ, γ > 0, κ ∈ R.
We must show
δK1+κ(γδ)
γKκ(γδ)
=
∫ ∞
0
xgGIG(δ,γ,κ)dx. (125)
Using (122) and performing the integration with respect to x gives∫ ∞
0
xgGIG(δ,γ,κ)dx = max(0, κ)
∫ ∞
0
e−x
γ2
2 +
∫ ∞
0
∫ ∞
0
e−y(x+γ
2/2)
π2y[J2|κ|(
√
x) + Y 2|κ|(
√
x)]
dydx (126)
=
2
γ2
max(0, κ) +
∫ ∞
0
1
π(y + γ2/2)y[J2|κ|(
√
x) + Y 2|κ|(
√
x)]
dy. (127)
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We now use the change of variables y → 2δ2y in the integral above and use the function gν defined in (124)
to obtain ∫ ∞
0
1
π(y + γ2/2)y[J|κ|2(
√
x) + Y 2|κ|(
√
x)]
dy = δ2
∫ ∞
0
1
y + δ2γ2
g|κ|(y)dy. (128)
Now, we apply the integral representation given in [11], formula (5.2) to obtain
δ2
∫ ∞
0
1
y + δ2γ2
g|κ|(y)dy =
δK|κ|−1(δγ)
γK|κ|(δγ)
. (129)
Thus, (125) follows if we can now show
δK1+κ(γδ)
γKκ(γδ)
=
2
γ2
max(0, κ) +
δK|κ|−1(δγ)
γK|κ|(δγ)
, κ ∈ R, δ, γ > 0. (130)
For this, we require the following two properties of the Bessel function Kν , (see for instance, [14], formulas
(3.15) and (3.22))
Kν(x) = K−ν(x), x ≥ 0, ν ∈ R (131)
xKν+2(x) = xKν(x) + 2(1 + ν)K1+ν(x) x ≥ 0, ν ∈ R. (132)
For κ ≤ 0, (130) follows immediately from (131). For κ > 0, (132) gives
2
γ2
max(0, κ) +
δK|κ|−1(δγ)
γK|κ|(δγ)
=
2
γ2
κ+
δKκ−1(δγ)
γKκ(δγ)
(133)
=
2κKκ(δγ) + δγKκ−1(δγ)
γ2Kκ(δγ)
(134)
=
δKκ+1(δγ)
γKκ(δγ)
. (135)
This verifies (125), and hence finishes case 1.
Case 2: δ = 0, γ, κ > 0.
This case is immediate, indeed,
iλ
2κ
γ2
+
∫ ∞
0
(eiλx − 1− iλx)
(
λ
x
e−
γ2
2
x
)
dx =
∫ ∞
0
(eiλx − 1)gGIG(0,γ,κ)(x)dx. (136)
Case 3: γ = 0, δ > 0, κ < 0.
For this, we need to check that
δ2
∫ ∞
0
1− e−x
x
g|κ|(2δ
2x)dx =
∫ 1
0
xgGIG(δ,0,κ)(x)dx (137)
This follows by changing the order of integration and using the definition of gν :∫ 1
0
xgGIG(δ,0,κ)(x)dx =
∫ 1
0
∫ ∞
0
e−yx
πy[J2|κ|(δ
√
2y) + Y 2|κ|(δ
√
2y)]
dydx (138)
=
∫ ∞
0
1− e−y
y
1
πy[J2|κ|(δ
√
2y) + Y 2|κ|(δ
√
2y)]
dy (139)
= δ2
∫ ∞
0
1− e−y
y
g|κ|(2δ
2y)dy. (140)
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This finishes the proof.
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