Abstract. A language L is suffix-convex if for any words u, v, w, whenever w and uvw are in L, vw is in L as well. Suffix-convex languages include left ideals, suffix-closed languages, and suffix-free languages, which were studied previously. In this paper, we concentrate on suffix-convex languages that do not belong to any one of these classes; we call such languages proper. In order to study this language class, we define a structure called a suffix-convex triple system that characterizes the automata recognizing suffix-convex languages. We find tight upper bounds for reversal, star, product, and boolean operations of proper suffix-convex languages, and we conjecture on the size of the largest syntactic semigroup. We also prove that three witness streams are required to meet all these bounds.
complexity properties of proper languages, we develop a theory of suffix-convex regular languages based on a new object we call a suffix-convex triple system. We use this theory to discover and prove tight upper bounds for reversal, star, product, and boolean operations of proper languages. We describe a proper language that we conjecture to have the largest possible syntactic semigroup. Finally, we prove that three different language streams are required to meet all of these bounds.
Background
Quotient/State Complexity: If L is a language over an alphabet Σ * , such that every letter of Σ appears in a word of L, then the (left) quotient of L by a word w ∈ Σ * is w −1 L = {x | wx ∈ L}. A language is regular if and only if the set of distinct quotients is finite. For this reason the number of quotients of L is a natural measure of complexity for L; this number is called the quotient complexity [3] of L. A equivalent concept is the state complexity [18] of L, which is the number of states in a complete minimal deterministic finite automaton (DFA) over alphabet Σ recognizing L. We refer to quotient/state complexity simply as complexity and we denote it by κ(L).
If • is a unary operation on languages, then the quotient/state complexity of • is the maximal value of κ(L • n ), expressed as a function of n, as L n ranges over all regular languages of complexity n or less. Similarly, if • is a binary operation on languages, then the quotient/state complexity of • is the maximal value of κ(L ′ m • L n ), expressed as a function of m and n, as L ′ m and L n range over all regular languages of complexity m and n, respectively. We assume in this paper that L ′ m and L n are over a common alphabet Σ, however the unrestricted complexity of binary operations, where the two languages may use different alphabets, has recently been studied as well [5, 10] . The complexity of an operation gives a worst-case bound on the time and space complexity of the operation, and it has been studied extensively (see [3, 4, 11, 12, 18] ).
Witness Streams: To find the complexity of a unary operation one proves an upper bound on this complexity and then exhibits languages that meet this bound. Since a bound is given as a function of n, we require a sequence of languages (L k , L k+1 , . . . ) called a language stream; here k is usually a small integer because the bound may not hold for a few small values of n. Usually the languages in a stream have the same basic structure and differ only in the parameter n. For example, ((a n ) * | n 2) is a stream. Two streams are required for a binary operation. Sometimes the same stream can be used for both arguments, however this is not the case in general.
Dialects: It has been shown in [4] that for all common binary operations on regular languages the second stream can be a "dialect" of the first. Let Σ = {a 1 , . . . , a k } be an alphabet ordered as shown; if L ⊆ Σ * , we denote it by L(a 1 , . . . , a k ). A dialect of L is obtained by changing or deleting letters of Σ in the words of L. More precisely, if Σ ′ is an alphabet, a dialect of L(a 1 , . . . , a k ) is obtained from an injective partial map π : Σ → Σ ′ by replacing each letter a ∈ Σ by π(a) in every word of L, or deleting the word entirely if π(a) is undefined. We write L(π(a 1 ), . . . , π(a k )) to denote the dialect of L(a 1 , . . . , a k ) given by π, and we denote undefined values of π by "−". Undefined values for letters at the end of the alphabet are omitted; for example, L(a, c, −, −) is written as L(a, c).
Automata: A deterministic finite automaton (DFA) is a quintuple D = (Q, Σ, δ, q 0 , F ), where Q is a finite non-empty set of states, Σ is a finite non-empty alphabet, δ : Q × Σ → Q is the transition function, q 0 ∈ Q is the initial state, and F ⊆ Q is the set of final states. We extend δ to a function δ : Q × Σ * → Q as usual. A DFA D accepts a word w ∈ Σ * if and only if δ(q 0 , w) ∈ F . The language of all words accepted by D is denoted L(D). If q is a state of D, then the language of q is the language accepted by the DFA (Q, Σ, δ, q, F ). The language of q is a quotient of L(D), and we often denote it K q . A state is empty or a sink state if its language is empty. Two states p and q of D are equivalent if K p = K q ; otherwise they are distinguishable. A state q is reachable if there exists w ∈ Σ * such that δ(q 0 , w) = q. A DFA is minimal if all of its states are reachable and no two states are equivalent. Usually DFAs are used to establish upper bounds on the complexity of operations and also as witnesses that meet these bounds. For convenience, say that a DFA is (proper) suffix-convex if the language it accepts is (proper) suffix-convex.
A nondeterministic finite automaton (NFA) is a quintuple D = (Q, Σ, δ, I, F ), where Q, Σ and F are defined as in a DFA, δ : Q × Σ → 2 Q is the transition function, and I ⊆ Q is the set of initial states. An ε-NFA is an NFA in which transitions under the empty word ε are also permitted. Transformations: Without loss of generality we take Q n = {0, . . . , n − 1} to be the states set of every DFA with n states. A transformation of Q n is a function t : Q n → Q n . We treat a transformation t as an operator acting on Q n from the right, so that qt denotes the image of q ∈ Q n under t. If s, t are transformations of Q n , their composition is denoted by s • t, or more commonly just st, and defined by q(st) = (qs)t. In any DFA, each letter a ∈ Σ induces a transformation δ a of the set Q n defined by qδ a = δ(q, a). By a slight abuse of notation, we use the letter a to denote the transformation it induces; thus we write qa instead of qδ a . We also extend the notation to sets of states: if P ⊆ Q n , then P a = {pa | p ∈ P }. Alternatively, we write P a − → P ′ to indicate that the image of P under a is P ′ . For k 2, a transformation t of a set P = {q 0 , q 1 , . . . , q k−1 } ⊆ Q n is called a k-cycle if q 0 t = q 1 , q 1 t = q 2 , . . . , q k−2 t = q k−1 , q k−1 t = q 0 , and we denote such a cycle by (q 0 , q 1 , . . . , q k−1 ). A 2-cycle (q 0 , q 1 ) is called a transposition. A transformation is a called a permutation if it is bijective, or equivalently, if it can be written as a composition of cycles. A transformation that sends all the states of P to q and acts as the identity on the remaining states is denoted by (P → q). If P = {p} we write p → q for ({p} → q). The identity transformation is denoted by ½. The notation ( j i q → q + 1) denotes a transformation that sends q to q + 1 for i q j and acts as the identity for the remaining states. The notation ( j i q → q − 1) is defined similarly. Using composition, the notation introduced here lets us succinctly describe many different transformations. Semigroups: Let D = (Q n , Σ, δ, q 0 , F ) be a DFA. For each word w ∈ Σ * , the transition function induces a transformation δ w of Q n by w: for all q ∈ Q n , qδ w = δ(q, w). The set T D of all such transformations by non-empty words forms a semigroup of transformations called the transition semigroup of D [16] . Conversely, we may define δ by describing δ a for each a ∈ Σ. We write a : t, where t is a transformation of Q, to mean that the transformation δ a induced by a is t.
This relation is also known as the syntactic congruence of L.
, and we represent elements of T L by transformations in T D . The syntactic complexity of a language is the size of its syntactic semigroup, and it has been used as a measure of complexity for regular languages [4, 9, 13] . Atoms: Atoms are defined by the congruence in which two words x and y are equivalent if ux ∈ L if and only if uy ∈ L for all u ∈ Σ * . In other words, x and y are equivalent if x ∈ u −1 L if and only if y ∈ u −1 L. An equivalence class of this congruence is called an atom of L [8] . Thus, an atom is a non-empty intersection of complemented and uncomplemented quotients of L, written A S = i∈S K i ∩ i ∈S K i for S ⊆ Q n , where K 0 , K 1 , . . . , K n−1 are the quotients of L. The number of atoms and the complexities of the atoms were suggested as measures of complexity of regular languages [4] . For more information about atoms and their complexity, see [7, 8, 14] .
Suffix-Convex Triple Systems
Suffix-convex languages are difficult to reason about through the common representations of regular languages. To alleviate this, we introduce a structure called a suffix-convex triple system (or just "triple system"). A triple system is a set of 3-tuples of states in Q n that satisfy some structural conditions. For every triple system, there is a nonempty family of DFAs on the state set Q n that are said to respect the system. Triple systems have the following properties:
1. Every DFA that respects any triple system is suffix-convex. 2. For every suffix-convex DFA, there is at least one triple system that it respects. 3. For any triple system, among the transition semigroups of DFAs that respect the system, there is a unique maximal semigroup that contains all others. Through properties 1 and 2, triple systems effectively characterize suffix-convex regular languages. However, as suggested by 2, the correspondence between triple systems and suffix-convex DFAs is not a bijection; most suffix-convex DFAs respect a number of different triple systems, and most triple systems are respected by many different DFAs. Property 3 helps to identify DFAs of suffixconvex languages whose transition semigroups are particularly complex, which is useful both for discovering and reasoning about complex suffix-convex languages.
The inspiration for the triple system framework lies in the following reformulation of the definition of suffix-convexity. A regular language L is suffix-convex if and only if, for all u, v, w ∈ Σ * ,
This statement is more usefully expressed in terms of the states of a DFA. Let D = (Q n , Σ, δ, 0, F ) be a DFA, and let K q denote the language accepted by (Q n , Σ, δ, q, F ). Setting p = 0w, q = 0uvw, and r = 0vw, the statement above becomes
This relationship between quotients satisfies some nice properties: If p, q, r, s ∈ Q n , then
All four properties are trivial to prove, yet it turns out that they capture the essential character of suffix-convex DFAs. We can now make a formal definition, in which these four properties appear in a more abstract way. Definition 1. A suffix-convex triple system is a tuple S = (Q, q 0 , F, R), where q 0 ∈ Q is the initial state, F ⊆ Q is a set of final states, and R ⊆ Q × Q × Q is a relation such that, for all p, q, r, s ∈ Q, (A) (p, q, p) ∈ R, (B) (p, q, r) ∈ R ⇐⇒ (q, p, r) ∈ R, (C) (p, q, r) ∈ R and (q, r, s) ∈ R =⇒ (p, q, s) ∈ R, and (D) (p, q, r) ∈ R and p, q ∈ F =⇒ r ∈ F . Definition 2. A DFA D = (Q, Σ, δ, q 0 , F ) is said to respect a triple system S = (Q, q 0 , F, R) if, for all transformations t ∈ T D and states p, q, r ∈ Q, it satisfies both Condition 1: (p, q, r) ∈ R =⇒ (pt, qt, rt) ∈ R. Condition 2: (q 0 , q, r) ∈ R =⇒ (q 0 , qt, rt) ∈ R.
Also say a transformation t : Q → Q respects S if it satisfies Conditions 1 and 2 for S.
We frequently refer back to these definitions. Henceforth, let (A), (B), (C), (D), Condition 1, and Condition 2 denote the properties in these two definitions.
Notice that if a DFA D respects a triple system S, then they must have the same state set, initial state, and final states. As shorthand, we sometimes refer to a triple system S = (Q, q 0 , F, R) only by R when the other parameters are clear from context. In particular, it suffices to say that a DFA D = (Q, Σ, δ, q 0 , F ) respects R, since the other pieces of the triple system must be Q, q 0 , and F . In all future DFAs and triple systems, we use Q n as the state set and 0 as the initial state.
Although the motivation for the triples in R are those satisfying K p ∩ K q ⊆ K r in some DFA that respects the system, it is not generally the case that (p, q, r) ∈ R ⇐⇒ K p ∩ K q ⊆ K r . We can only guarantee that (p, q, r) ∈ R =⇒ K p ∩ K q ⊆ K r ; the proof of this is an easy exercise using (D) and Condition 1. Let us now prove the essential properties of triple systems that we mentioned at the beginning of this section.
To prove suffix-convexity, we show that vw ∈ L(D). Observe the following:
Proof. It is easy to verify that (Q n , 0, F, R) is a triple system when D is minimal. We must check that every transformation in T D satisfies Condition 1 and Condition 2. Condition 1: Let t ∈ T D and suppose (p, q, r) ∈ R. We wish to show that (pt, qt, rt) ∈ R, or equivalently,
Let t ∈ T D and suppose (0, q, r) ∈ R. Then K 0 ∩ K q ⊆ K r , and we wish to show K 0 ∩ K qt ⊆ K rt . To a contradiction, suppose there exists a word w ∈ (K 0 ∩ K qt ) \ K rt . Choose words u, v ∈ Σ * such that 0u = q and v induces t in D. Since w ∈ K 0 ∩ K pt , both w and uvw must be in L. But by Condition 1, K 0t ∩ K qt ⊆ K rt , and since w ∈ K qt and w ∈ K rt , it follows that w ∈ K 0t . As
be a triple system and define
Proof. The first claim is obvious, since every transformation in T D must respect S. For the second claim, we may simply choose D ′ = (Q n , Σ, δ, 0F ) where Σ and δ are defined by Σ = {a t | t ∈ T * } and δ(p, a t ) = pt for all t ∈ T * . Since T * is a semigroup under composition,
While a triple system gives a ternary relation between states, it also yields an interesting binary relation that is very useful in describing triple systems and reasoning about them. As suggested by the asymmetry in Condition 2, the initial state q 0 plays a special role in a triple system. Definition 3. Given a triple system S = (Q, q 0 , F, R), define R , a binary relation on Q, by
When R is clear from context, we will simply write instead of R . It turns out that is a kind of order relation called a preorder (also called a quasiorder ).
Proposition 4. For any triple system S = (Q n , 0, F, R), R is a preorder on Q n ; that is, it satisfies
Proof. Reflexivity follows by (A) and (B). To prove transitivity, suppose p R q and q R r. Then
A preorder is similar to a partial order, except that it does not require the antisymmetry property (p q and q p =⇒ p = q). It is not true that is always a partial order, since there may be states p and q where p q and q p, but p = q; such elements are called symmetric and we write p ∼ q. We also write p ⊳ q to indicate p q but q p.
We will find useful because triple systems can be complicated and varied, whereas has a more restricted structure. Besides being a preorder, has the interesting property that p 0 for all p ∈ Q n (since (0, p, 0) ∈ R for all p ∈ Q n by (A)). Thus, 0 is always a maximum element of . Note that there could be other elements, symmetric with 0, which are also maximum elements with respect to .
The most pleasing feature of is that it gives us an intuitive way of restating Condition 2.
Condition 2: t is monotone with respect to .
In this context, t being monotone means that p q =⇒ pt qt. We frequently use this property and the structure of as an entry point to reasoning about triple systems. It is sometimes sufficient to consider only in proofs, ignoring the finer details of the triple system entirely. As demonstrated by the next theorem, when is a partial order we can effectively ignore the rest of the triple system because every monotone transformation can be included in the transition semigroup without breaking suffix-convexity. Since it is never harmful to have a larger semigroup for proving complexity properties, the cases where is a partial order are the simplest and most natural. Theorem 1. Fix any partial order on Q n in which 0 is the maximum element. Let f ∈ Q n and consider the triple system S = (Q n , 0, {f }, R), where R = {(p, q, r) | p r q or q r p}.
There exists a minimal suffix-convex DFA D = (Q n , Σ, δ, 0, F ) respecting S such that Proof. It is easy to check that S satisfies (A), (B), (C), and (D). By construction, (0, p, q) ∈ R if and only if p q 0. S ince 0 is the maximum element in , this implies R = . We construct a minimal DFA respecting S with every monotone function in its transition semigroup.
Let M denote the set of monotone transformations on Q n with respect to . Since monotonicity is preserved under composition, M is a semigroup under composition. Let D = (Q n , Σ, δ, 0, {f }) where Σ = {a t | t ∈ M} and δ(p, a t ) = pt for all t ∈ M (in other words, include a dedicated letter in Σ for each monotone transformation). Clearly
It is easy to show that D is minimal: State p is reached by the transformation (Q n → p), and two states p and q, q p, are distinguished by the monotone transformation t defined by rt = f if r p, and 0 otherwise.
To prove suffix-convexity, we show that every transformation in M respects S. Condition 2 is trivial, since = R . For Condition 1, observe that if p r q then pt rt qt for all t ∈ M. Hence (p, q, r) ∈ R implies (pt, qt, rt) ∈ R for all t ∈ M.
⊓ ⊔ Remark 1. The set of final states in Theorem 1 need not be a singleton. We only require that ∅ F Q n and that F is convex with respect to ; that is, there cannot be states f g h where f, h ∈ F and g ∈ F .
Star, Product, and Boolean Operations
This section has our first application of the triple system framework. We present a proper suffixconvex witness stream (L n | n 3) that meets the regular language upper bound for (Kleene) star. With a dialect stream, it also meets the regular language upper bound for product and boolean operations. Upper bounds for all of these operations on regular languages are well known (e.g. [4, 18] ): If L ′ and L are regular languages of complexity m and n, respectively, then
The witness DFA we introduce respects a triple system such that R is a total order on Q n . We define the triple system such that 0
Note that R n is exactly the triple system from Theorem 1 if " " is replaced with " ". Therefore, by Theorem 1, any monotone transformation can be included in the transition semigroup of the witness DFA without violating suffix-convexity. For simplicity, we use a small alphabet that generates a non-maximal semigroup since it is sufficient for our purposes.
The order relation Rn of Definition 4 used in the complex witness stream for star and product. Definition 5. For n 3, let L n (Σ) be the language recognized by the DFA D n = (Q n , Σ, δ n , 0, {n− 2}), where Σ = {a, b, c, d, e, f } and δ n is given by the transformations a : (
, and e = f = ½.
Proof. DFA D n (Σ) is minimal since D n (a) is minimal, and hence κ(L n ) = n. By Theorem 1, L n must be suffix-convex because the transformations induced by letters in Σ are monotone with respect to the partial order Sn of Definition 4. It cannot be a left ideal because a n−2 ∈ L n but a n−1 ∈ L, and hence L n = Σ * L n . It is not suffix-closed because ε ∈ L n . Finally, it is not suffix-free because ba n−2 ∈ L n and a n−2 ∈ L n . Thus L n is a proper language.
Proof. We use the usual ε-NFA construction for star. Beginning with D n (a, b, c, d), create a new state called 0 ′ which is final and has the same transitions as 0. Set 0 ′ to be the only initial state of the automaton, and add an ε-transition from n − 2 to 0. The resulting automaton recognizes
* . Applying the subset construction to this ε-NFA, we show that there are 2 n−1 + 2 n−2 reachable and distinguishable subsets of Q n ∪ {0 ′ }. These subsets are {{0 ′ }} ∪ {P ⊆ Q n | P = ∅ and n − 2 ∈ P =⇒ 0 ∈ P }.
Obviously {0 ′ } is reachable because it is initial. State {p} for 0 p n − 3 is reachable from {0 ′ } by ba p , and state {n − 1} is reached from {n − 3} by c. State {0, n − 2} is reachable by a n−2 . State {0,
by the word a p1+1 b. By induction, we can reach every state P with 0, n − 2 ∈ P and n − 1 ∈ P . We can then reach P ∪ {n − 1}:
It remains to show reachability for states not containing n − 2. The state {p 1 , p 2 , . . . , p k } with 0
′ } can be distinguished from any state P ⊆ Q n by ε if n− 2 ∈ Q n , or by ab if n− 2 ∈ Q n . Any two states P 1 , P 2 ⊆ Q n with p ∈ P 1 \ P 2 may be distinguished by a
One may wonder what is required of a suffix-convex language to meet the bound for star. It turns out that the triple system it respects must be somewhat similar to that of Definition 4. Lemma 1. Suppose L is a suffix-convex language with κ(L) = n 3 and κ(L * ) = 2 n−1 + 2 n−2 . Let D = (Q n , Σ, δ, 0, F ) be a minimal DFA for L and assume that D respects a triple system R. Then R must admit a comparison between every pair of states in Q n , i.e. for all p, q ∈ Q n , either p q or q p.
This lemma does not imply that must be a total order on the states because it could have symmetric elements.
Proof. Perform the usual ε-NFA construction for star on D, wherein a new initial and final state 0 ′ is added to the DFA with the same transitions as 0, and an ε-transition is added from each f ∈ F to 0. The only (potentially) reachable states in the subset construction of this ε-NFA are
In order for L to meet the upper bound for star, F must be a singleton {f } and all of the above sets must be reachable.
To complete the proof, we show that for every reachable state S ⊆ Q n , admits comparisons between every pair of states in S. Since we know that every one of the above sets, including Q n , is reachable, it will follow that all of the states are pairwise comparable with respect to .
We proceed by induction on |S|. The statement is trivially true when |S| = 1. Assume now that |S| 2. Since the only way to reach larger sets in the subset construction is by using the ε-transition from f to 0, there must exist a set S ′ of size |S| − 1 and a transformations t 1 ∈ T D such that S ′ is reachable and f ∈ (S ′ t 1 ) so that t 1 maps S ′ to (S ′ t 1 ) ∪ {0} in the NFA. Then, there must exist a transformation t 2 ∈ T D such that (S ′ t 1 ) ∪ {0} t2 − → S. As the elements of S ′ are pairwise comparable (by inductive assumption) and t 1 is monotone, the elements of (S ′ t 1 ) must also be pairwise comparable. The elements of (S ′ t 1 ) ∪ {0} must also be pairwise comparable because 0 is a maximum element in . Finally, since t 2 is monotone, we conclude that the elements of S are pairwise comparable.
⊓ ⊔ For binary operations, two DFAs are considered at once. To avoid confusion between the two, we replace the state set of one of the DFAs with a "primed" version, in which each state p becomes
be DFAs as defined in Definition 5. To clearly distinguish between the two DFAs, we take the state set of
′ to 0. Let 0 ′ be the initial state and let n − 2 be the only final state. We perform the subset construction on this NFA and show that the First, state {p ′ } is reached by a p if p < m − 2, and
. This proves that all the desired states are reachable.
Any two states {p
If there is some q ∈ S 1 \ S 2 then they are distinguished by e n−2−q if q = n − 1, or by f if q = n − 1. Otherwise, assuming without loss of generality that p Reachability is the same for all operations:
We must show that states are pairwise distinguishable for each operation.
Similarly, if q 1 < q 2 , then they are distinguished by a m−1 e n−2−q1 since this maps (p
The final states in D ⊕ are the same as in D ∪ except for ((m − 2) ′ , n − 2). The argument for union applies here as well.
\ as in union. If q 1 < q 2 , then they are distinguished by a m−1 be n−2−q1 since this word maps (p
Reversal
We first prove an upper bound for the complexity of reversal in suffix-convex languages (not necessarily proper), and then give a proper suffix-convex witness stream that meets the bound for n 3.
Proof. The case n = 1 is trivial; assume n 2. We use the fact that the complexity of L R is equal to the number of atoms of L [8] . We therefore wish to show that L has at most 2 n − 2 n−3 = 
Recall that an atom is an intersection A S = i∈S K i ∩ i ∈S K i for some S ⊆ Q n , where K q denotes the language of state q in D. The number of atoms is the number of distinct, non-empty sets A S as S ranges over the subsets of Q n . First, consider the case where there is some triple (p, q, r) ∈ R with r ∈ {p, q}. Then K p ∩ K q ⊆ K r , and hence A S = ∅ whenever p, q ∈ S and r ∈ S. There are at least n sets S ⊆ Q n with this property. Thus L has at most 7 8 2 n atoms, as required. Otherwise, R is exactly {(p, q, p) | p, q ∈ Q n }∪{(p, q, q) | p, q ∈ Q n }; that is, it has no extraneous triples beyond those required by (A) and (B). Here is the partial order defined by p q if and only if q = 0. By Condition 2, every transformation t ∈ T D is monotone with respect to this order. Thus, if 0t = 0, then Q n t = 0t. If 0 ∈ F this implies that K 0 ⊆ K p for all p ∈ Q n , since 0t ∈ F =⇒ Q n t = 0t ∈ F . If 0 ∈ F , we discover that K p ⊆ K 0 for all p ∈ Q n , since 0t ∈ F =⇒ Q n t = 0t ∈ F . Hence, there must be some containment between quotients of L, say K p ⊆ K q for p = q. Then A S = ∅ whenever p ∈ S and q ∈ S. Thus, L has at most Corollary 1. Suppose L is a suffix-convex language with κ(L) = n 3 and κ(L R ) = 2 n − 2 n−3 . Let D = (Q n , Σ, δ, 0, F ) be a minimal DFA for L and assume that D respects a triple system R. Then there are exactly two non-zero states p and q such that p R q. Furthermore, R is a partial order, i.e. no states are symmetric with respect to R .
Proof. We prove that R is a partial order first: To a contradiction, suppose there are distinct states p and q such that p ∼ q.
n atoms. We have a similar contradiction if q = 0. Finally, if p and q are both non-zero, then A S = ∅ whenever 0, p ∈ S and q ∈ S or 0, q ∈ S and p ∈ S; again, we conclude that L can have no more than Second, suppose there are at least two pairs of distinct non-zero states, say (p 1 , q 1 ) and (p 2 , q 2 ) such that p 1 q 1 and p 2 q 2 . We have 0, p 1 ∈ S and q 1 ∈ S =⇒ A S = ∅.
(
This reduces the number of atoms of L to at most
If p 1 , q 1 , p 2 , and q 2 are all distinct, (1) and (2) reduce the number of atoms to at most 3 4 2 n . However, even if there is some overlap between (p 1 , q 1 ) and (p 2 , q 2 ) (e.g. p 1 = p 2 or q 1 = p 2 ), we can still deduce that the number of atoms is less than 7 8 2 n − 1, yielding a contradiction. A more thorough case analysis shows that that number of atoms is at most 13 16 2 n . ⊓ ⊔ Simply put, this corollary says that the triple system of a witness for reversal must look something like Figure 6 . We use this triple system to create our witness for reversal.
Definition 6. For n 3, define S n = (Q n , 0, {1}, R n ) where Notice that Rn is a partial order and R n is the relation defined in Theorem 1. Hence there exists a DFA respecting S n whose transition semigroup contains every transformation of Q n that is monotone with respect to Rn . However, the DFA defined in that theorem has an enormous alphabet, with one letter for each monotone function. Instead, we define a trimmed-down version with a smaller transition semigroup to be our witness for reversal.
Definition 7. For n 3, let L n (Σ) be the language recognized by the DFA D n = (Q n , Σ, δ n , 0, {1}), where Σ = {a, b, c, d, e, f, g, h} and δ n is given by the transformations a : (3, 4, . . . , n − 1) e : (1 → 2) Proposition 6. For n 3, L n (Σ) of Definition 7 is proper suffix-convex and κ(L n ) = n.
Proof. DFA D n (Σ) is minimal because every state is reachable by a word in {a, b, c, g} * and any two states are distinguished by a word in {a, b, f } * . By Theorem 1, L n must be suffix-convex because D n respects the triple system S n of Definition 6. It cannot be a left ideal because h ∈ L n but h 2 ∈ L, it cannot be suffix-closed because ε ∈ L n , and it is not suffix-free because bh ∈ L n and h ∈ L n ; thus L n is a proper language.
⊓ ⊔ Theorem 6. The language stream (L n (Σ) | n 3) of Definition 7 meets the upper bound for reversal of proper suffix-convex languages. That is, for n 3, κ(L
Proof. We obtain an NFA recognizing L R n by reversing every transition in D n and interchanging the initial state 0 with the final state 1. That is, we have an NFA N = (Q n , Σ, δ R , {1}, {0}) where p ∈ δ R (q, ℓ) ⇐⇒ δ n (p, ℓ) = q for all ℓ ∈ Σ. Extending this relation to words, we have p ∈ δ R (q, w) ⇐⇒ δ n (p, w R ) = q for all w ∈ Σ * . We prove that every state S ⊆ Q n such that 0, 2 ∈ S =⇒ 1 ∈ S is reachable in this NFA, and that these states are pairwise distinguishable. There are four cases for reachability. Case 1. 0 ∈ S and 1 ∈ S: Let w be a word that induces (S → 1) in D n ; such a word can be found by using a and b to map states in S ∩ {3, 4, . . . , n − 1} to 1, and then appending f if 2 ∈ S. The reversal of w maps the initial state 1 to S in N .
Case 2. 0 ∈ S and 1 ∈ S: Use a word that induces (1 → 0)(S → 1) in D n . This word is given by dw, where w is found as in Case 1.
Case 3. 0 ∈ S and 1 ∈ S: Use a word w that induces (S → 1)(S → 2) in D n . This word can be constructed as the concatenation of two parts. For the first part, begin with f if 2 ∈ S, and then use a and b to send the states of S ∩ {3, 4, . . . , n − 1} to 1. The second part is simply dh. The first part maps S \ {0} to 1, and it leaves all the states of S in Q n \ {0, 1}. Further applying dh maps {0, 1} to 1 and the remaining states to 2. Thus, w induces (S → 1)(S → 2) in D n . The reverse of w maps 1 to S in N .
Case 4, 0 ∈ S, 1 ∈ S, and 2 ∈ S: Use a word that induces (S → 1)(S → 2) in D n , which is given by ew, where w is constructed as in Case 3.
No other cases are possible, since we are only interested in sets S where 0, 2 ∈ S =⇒ 1 ∈ S. For distinguishability, observe that for each p ∈ Q n \{0}, the transformation (Q n → p) is induced in D n by a word w p in {a, b, c, g, h} * . If S 1 , S 2 ⊆ Q n are distinct sets of states with p ∈ S 1 ⊕ S 2 , they are distinguished in N by w R p if p = 0. If p = 0, then they are distinguished by ε. Therefore κ(L n ) = 2 n − 2 n−3 . ⊓ ⊔
Syntactic Semigroup
The final complexity measure we consider is syntactic complexity, the size of the syntactic semigroup. The size and nature of the most complex semigroup in the class of proper suffix-convex languages is an interesting and difficult open question. We describe a stream that we conjecture to be maximal in this respect.
Definition 8. For n 3, define S n = (Q n , 0, {n − 2}, R n ) where Fig. 8 . The order relation R used in the conjectured witness for syntactic semigroup.
We can compute a bound on the number of transformations that respect R n . Observe that: 1. If 0 is fixed by t, then pt = n − 1 for all p n − 2 by monotonicity. 2. If 0t ∈ {1, 2, . . . , n − 2} then {1, 2, . . . , n − 2}t = 0t since (0t, 0t, pt) must be in R for all p ∈ Q n \ {n − 1}, and this fails unless pt = 0t. 3. If 0t = n − 1 then Q n t = n − 1 by monotonicity. By 1, the number of transformations satisfying 0t = 0 is at most n(n − 1) n−2 . By 2, the number of transformations satisfying 0t ∈ {1, 2, . . . , n − 2} is at most n(n − 2). By 3, there is only one transformation where 0t = n − 1. Thus, the size of the transition semigroup is at most n(n − 1) n−2 +(n−1) 2 . A more careful analysis reveals that every transformation counted by this argument satisfies Conditions 1 and 2, and thus they all may be added to the transition semigroup.
1 There is a fairly simple DFA that respects S and has this semigroup:
Definition 9. For n 3, let L n (Σ) be the language recognized by the DFA D n = (Q n , Σ, δ n , 0, {n− 2}), where Σ = {a, b, c, d, e, f, g, h} and δ n is given by the transformations
The transition semigroup of D n contains every transformation satisfying Condition 1 and Condition 2 with respect to S n of Definition 9. Hence the size of the syntactic semigroup of L n is n(n − 1) n−2 + (n − 1) 2 . We conjecture that this is optimal.
Conjecture 1. For n 3, the syntactic complexity of any proper suffix-convex language of complexity at most n is at most n(n − 1) n−2 + (n − 1) 2 .
Note that the conjectured bound does not hold for general suffix-convex languages, as there is a left ideal stream with syntactic complexity n n−1 + n − 1 [9] . This witness is known to have maximal syntactic complexity among left ideals and suffix-closed languages. If Conjecture 1 holds, it would imply that the left ideal witness has the largest syntactic complexity over all suffix-convex languages, since suffix-free languages are known to have smaller syntactic complexity [6] .
Most Complex Streams
A most complex language stream is required to meet all the operational bounds for reversal, star, product, and boolean operations, as well as the bound for syntactic complexity.
2 Using results already stated in this paper, we can easily show that there is no most complex proper stream.
Lemma 2. For n 4, there does not exist a proper suffix-convex language of complexity n that meets the complexity bounds for both reversal and star.
Proof. Suppose L is a proper suffix-convex language of complexity n with κ(
By Corollary 1, any triple system R respected by D must have only two states (besides 0) that are comparable by R . Yet by Lemma 1, every pair of states (p, q) must have some comparison in R (either p q or q p). This is impossible for n 4.
⊓ ⊔ Surprisingly, even though the true upper bound for syntactic complexity is not known with certainty, we can still prove that a third stream, different from those for reversal and star, is needed to meet this bound. Thus, at least three streams are needed to meet all the bounds. Theorem 7. For n 4, there does not exist a proper suffix-convex language of complexity n that meets the upper bounds for any two of reversal, star, and syntactic complexity.
The proof of this theorem is considerably longer and more difficult than the previous proofs. See Appendix A.
Conclusion
We have exhibited several new tight upper bounds for proper suffix-convex languages, some of which apply to all suffix-convex languages. The introduction of triple systems was an essential tool in this endeavour, so perhaps variant triple systems can be developed for other difficult classes of regular languages. The question of determining the maximal syntactic complexity of proper languages remains open. It may be solvable using a similar approach to the proof of Theorem 7.
A Proof of Theorem 7
Theorem 7 (Restated). For n 4, there does not exist a proper suffix-convex language of complexity n that meets the upper bounds for any two of reversal, star, and syntactic complexity.
Proof. From the previous sections, we know that the bound for reversal is 2 n − 2 n−3 , the bound for star is 2 n−1 + 2 n−2 , and the bound for syntactic complexity is at least Φ(n) = n(n − 1) n−2 + (n − 1)
2
(though it could be larger if Conjecture 1 is not true). Lemma 2 shows that no suffix-convex language can meet the bounds for both reversal and star. By Corollary 1, every suffix-convex language that meets the reversal bound respects a triple system with a very restricted structure. In particular, the syntactic semigroup of such a language can be no larger than the number of monotone transformations on R of Definition 6. Some careful counting shows that there exactly 2n n−2 + 3 · 2 n−3 + n − 2 such functions. One can verify by computation that 2n n−2 + 3 · 2 n−3 + n − 2 < Φ(n) for n ∈ {4, 5, 6, 7}. If n 8 then
In the second step above we used the fact that 1 + 1 x x increases to e as x → ∞. Thus, for n 4, any witness for reversal cannot be a witness for syntactic complexity. It remains to prove that no proper language can meet the bounds for both star and syntactic semigroup. Let L be a proper suffix-convex language of complexity n with κ(L * ) = 2 n−1 + 2 n−2 and let D = (Q n , Σ, δ, 0, {f }) be a minimal DFA for L. We can be sure that D has only one final state, since this is true of any regular language that meets the bound for star. Lemma 1 states that D respects a triple system S = (Q n , 0, {f }, R) such that p R q or q R p for all p, q ∈ Q n . We can further restrict the structure of S.
In particular, every quotient of L * is a union of quotients of L concatenated with L * . We may therefore write a quotient of L * in the form
. This proves that there can only be 3 4 2 n = 2 n−1 + 2 n−2 distinct quotients of L * (for all regular languages, not just suffix-convex ones). Moreover, observe that if there is any containment between quotients other than K 0 ⊆ K f , then this bound is reduced below 2 n−1 + 2 n−2 . Thus (p, p, q) ∈ R for all p = q, except possibly when p = 0 and q = f . Now suppose to a contradiction that (0, 0, f ) ∈ R. Then 0 ∼ f , and no other state is symmetric with 0 or f . Perform the NFA construction for star on D: Add a new initial and final state 0 ′ to D with the same transitions as 0, and add an ε-transition from f to 0. Since L meets the bound for star, all of the following sets must be reachable in this ε-NFA.
{{0
′ }} ∪ {P ⊆ Q n | P = ∅ and (f ∈ P =⇒ 0 ∈ P )} However, this implies that some states are not reachable in the ε-NFA: We prove inductively that the states in any reachable set are pairwise symmetric. This is certainly true of the initial state {0}. By monotonicity, any set of symmetric states in D can only be mapped to another set of symmetric states. The only way for the reachable sets to grow in size is by mapping onto a set containing f , at which point 0 is added by the ε-transition, however this cannot violate the symmetry between states because 0 ∼ f . Since n 3 there is some state that is not symmetric with 0, and hence not all states are reachable. This contradicts the complexity of L * and proves the lemma.
⊓ ⊔
We have now established that must look like an ordered sequence of "pods" of pairwise symmetric elements, and 0 must be in a pod by itself. Let P 0 , P 1 , . . . , P ℓ be the pods, where P 0 = {0} and p ⊲ q if and only if p ∈ P i and q ∈ P j with i < j. Without loss of generality, relabel the states so that functions on Q n that are monotone with respect to the total order . We must show 2n−1 n < Φ(n) for n 4. This is easily checked by hand for n = 4, 5, 6. If n 7, then we have
Case 2: 2 m n − 2. We estimate the number of possible transformations in T D in three groups. Group 1: {t ∈ T D | 0t = 0, pt = 0 for all p = 0}. This group contains the transformations t that fix 0 and do not map any other state to 0. By monotonicity, every transformation must map P i * into some pod P j . Even if there are no restrictions on how the remaining n − 1 − m states can be mapped, this observation gives the upper bound of (n − 1)
n−1−m ℓ j=1 |P j | m transformations in this group. The sum in this expression is maximized when the states of Q n are concentrated into as few pods as possible, since if
No pod can have size larger than m; hence this maximum occurs when as many pods as possible have size m and the left over states are put into a single pod. Thus,
Group 2: {t ∈ T D | 0t = 0, pt = 0 for some p = 0}.
Here we have all transformations that fix 0 and also map some non-zero state to 0. By monotonicity, if any state p in some pod P j is mapped to 0 by t, then P j t = {0}, and in fact P i t = {0} for all i j. Thus, the number of transformations t that map some non-zero state to 0 is at most
This expression is maximized when |P 1 | = |P 2 | = · · · = |P ℓ−1 | = 1, and |P ℓ | = n − ℓ. In this case, P ℓ must have size m since all other pods have size 1. Thus, it is bounded by
For n 4, this sum is bounded by
Finally, we have the group containing transformations that do not fix 0. This group requires some deeper analysis than just using monotonicity. Naively, there can only be (n − 1) n transformations in this group, however this is too much of an overestimate. We reduce this using the fact that (p, p, q) ∈ R for all distinct p, q ∈ Q n .
Let t be a transformation in this group, and consider the sequence 0t, 0t 2 , 0t 3 , . . . , 0t n . Since these n states all lie in Q n \ {0}, the sequence must enter a cycle at some point and repeat a state. Choose i ∈ {1, . . . , n − 1} as small as possible such that 0t n = 0t i . By monotonicity, and since admits a comparison between each pair of states, we have 0t
x whenever x y. In particular, if j ∈ {i + 1, . . . , n − 1}, then (0, 0t
By Lemma 3, it must be that 0t i = 0t j . Thus, 
) ∈ R by Condition 1, and thus pt 2i = 0t i . Therefore, t has exactly one fixed point, and every state must eventually be mapped to this state by a sufficiently large power of t.
Let us count the number of transformations with this property. Suppose r ∈ Q n \ {0} is the fixed point of t. Construct a directed graph on Q n \ {0} by adding an edge (p, pt) for each state p = r. This graph encodes the behaviour of t on Q n \ {0}. Every vertex except r has out-degree 1, and since there is some constant k such that pt k = r for all p ∈ Q n \ {0}, the graph contains no cycles. Thus, the graph is a directed tree rooted at r.
The number of such trees is well-known. By Cayley's formula, there are exactly k k−2 labelled, unordered trees on k elements 3 . From this, we may deduce that there are exactly k k−1 labelled, unordered, and rooted trees on k elements, simply because each unrooted tree can be made into k different rooted trees depending on which vertex is chosen to be the root.
We established that the behaviour of t on Q n \ {0} can be represented as such a graph. Thus, there are at most (n−1) n−2 ways for t to act on Q n \{0}. Assuming that 0 can be mapped anywhere in Q n \ {0}, we conclude that there are at most (n − 1) n−1 transformations in this group. This bound is close, but not quite sufficient for our purposes. If the fixed point of some transformation t in this group lies in P 1 , then t cannot map any state into P ℓ , for then P ℓ t ⊆ P ℓ and some states will never reach the fixed point of t. If the fixed point does not lie in P 1 , then no state can be mapped into P 1 by monotonicity. In either case, there is some state p = 0 that cannot be in the image of t, and p depends only on the fixed point. As above, there are at most (n − 2) n−3 possible behaviours of t on Q n \ {0, p}. Hence we have the bound (n − 2) n−1 as 0 and p might be mapped to any states in Q n \ {0, p}. Combining Groups: Adding the three estimates together, we obtain the bound
We prove that this bound is strictly less than Φ(n) for n 4 and 2 m n − 2. One can verify this statement by computation for 4 n 16 and 2 m n − 2. is increasing with n, and it is known to converge to This proves the claim for the case 2 m n − 2. Case 3: m = n − 1. In this case, there are only two pods, P 0 = {0} and P 1 = {1, 2, . . . , n − 1}. We introduce a new property of R to approach this case.
Lemma 4.
There is an ordering q 0 , q 1 , q 2 , . . . , q n−1 of the states in Q n such that (q h , q i , q j ) ∈ R for all h, i, j ∈ {1, . . . , n − 1} with h < i and h < j.
Proof. Consider the NFA construction for star on D. Since L meets the bound for star, all of the states listed in Lemma 3 must be reachable; in particular, the set Q n must be reachable. The size of a reachable set in the NFA can only be increased by using the ε-transition from f to 0. Hence, there is some reachable set S ⊆ Q n with size n − 1 and a transformation t such that St = Q n in the NFA. In D, this implies that t must map S to Q n \ {0} exactly, so that the ε-transition in the NFA fills in the 0 state in the NFA. In summary, this transformation t has the property 0t ∈ P 1 and im(t) = P 1 in D.
For h = 0, 1, . . . , n − 1 define q h = 0t h ; we check that (q h , q i , q j ) ∈ R whenever h < i, j and that q 1 , . . . , q n−1 is a permutation of 1, 2, . . . , n − 1. Obviously q 0 = 0, and no other q i is equal to 0. If 1 h < i, j m, then we have (0, q i−h , q j−h ) ∈ R since all states in P 1 are symmetric. By Condition 1, we have (0t h , q i−h t h , q j−h t h ) = (q h , q i , q j ) ∈ R as required. To a contradiction, suppose {q 0 , . . . , q n−1 } is not equal to Q n . Then there is some repeated state q h = q i with 1 h < i n−1, where h is chosen as small as possible. Since | im(t)| = n−1, there can only be one pair of distinct states that t maps to the same location; these are q h−1 and q i−1 . Thus, the states of Q n \ {q 0 , q 1 , . . . , q n−1 } must be permuted by t. However, if p ∈ {q 0 , q 1 , . . . , q n−1 }, then (0, q i−h , p) ∈ R. It follows by Condition 1 that (0t h , q i−h t h , pt h ) = (q h , q h , pt h ) ∈ R, and thus pt h = q h . This contradicts the fact that Q n \ {q 0 , q 1 , . . . , q n−1 } is permuted by t. Therefore {q 0 , . . . , q n−1 } = Q n .
⊓ ⊔
We use this lemma to drastically reduce the number of possible transformations that respect S. Without loss of generality, relabel the states of P 1 so that q 0 = 0, q 1 = 1, q 2 = 2, . . . , q n−1 = n − 1.
Suppose now that t : Q n → Q n respects S and pt = qt for some p, q ∈ Q n with p < q. For any r ∈ P 1 such that r > p, (p, q, r) ∈ R by Lemma 4 and hence (pt, qt, rt) ∈ R by Condition 1. By Lemma 3, it must be that pt = qt = rt; it follows that pt = (p + 1)t = (p + 2)t = · · · = (n − 1)t. In other words, there is a unique state p 0 ∈ Q n such that states 0, 1, 2, . . . , p 0 are all mapped to different locations by t, and p 0 , p 0 + 1, . . . , n − 1 are all mapped to the same state by t. Observe that t is determined by the (p 0 + 1)-tuple (0t, 1t, 2t, . . . , p 0 t), since all the remaining states must be mapped to p 0 t. Within this tuple, unless t is the transformation (Q n → 0), the entries 1t, 2t, . . . , p 0 t must lie in P 1 by monotonicity.
Thus, the number of transformations that fix 0 is at most n(n − 1) n−2 . Therefore |T D | < Φ(n) as required.
⊓ ⊔
