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Resum 
 
L‟objectiu principal d‟aquest treball és el desenvolupament d‟una eina de 
software que permeti la detecció d‟espècies marines a través de visió artificial.  
 
Les imatges són extretes de l‟estació del la baia de Sagami, situada al centre 
de Japó. Es tracte d‟un sistema de visió òptica a una profunditat de 1100 
metres i subministra una velocitat de 4 fotogrames per segon. En les proves 
s‟ha utilitzat un total de 150000 fotogrames. 
 
Mitjançant les llibreries d‟OpenCV s‟ha dissenyat un software capaç de 
disposar el fotograma pel seu anàlisi, detectar aparicions noves, discriminar el 
soroll, reconèixer l‟espècie i mostrar les dades per l‟usuari. 
 
La finalitat és facilitar l‟estudi de l‟ecosistema en zones d‟aigües profundes del 
mar. S‟ indica a l‟observador si les espècies detectades es tracten de les tres 
principals espècies més recurrents en els fotogrames, el peix Zoarcid 
(Eelpouts), el cranc vermell (Paralomis Multispina) i el cargol (Soyomaruae 
Buccinium) i en quin moment es localitzen.  
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Overview 
 
 
The main objective of this work is to developing a software tool that allows 
detection marine species with artificial vision.  
 
The images are extracted from the Sagami berry station, located in central 
Japan. It is opticalvision system located at a depth of 1,100 feet. Transmission 
speed is a 4 frames per second. In the tests a total of 150,000 frames were 
used. 
 
Using the OpenCV libraries designed software capable of having the frame for 
your analysis, to detect new appearances, to discriminate the noise, recognize 
and display the data for species.  
 
The purpose is easing  the study of the ecosystem in areas of deep sea. Rhe 
software informs to the user of the presence of the three main species in 
recurring frames, fish Zoarcid (Eelpouts), red crab (Paralomis Multispina) and 
screw (Soyomaruae Buccinium) and at what time are located. 
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INTRODUCCIÓ 
 
 
Actualment el processat d‟imatges o visió artificial està cada vegada més estès, 
tot i així hi ha camps poc explorats. Aquest és el cas en el que es tracte aquest 
treball final de carrera.  
 
A través d‟una càmera situada al fons marí, localitzada a la baia de Sagami a 
1100 metres de profunditat, es captura un total de quatre fotogrames per 
segon.  
 
L‟objectiu principal és facilitar les tasques a la comunitat científica per l‟estudi 
de l‟ecosistema. S‟implementa un software dissenyat amb les llibreries 
d‟OpenCV amb la qual es vol detectar les espècies més recurrents de 
l‟ecosistema en concret i informar a l‟usuari d‟una manera senzilla la informació 
recaptada pel software.  
 
Una aplicació semblant a la utilitzada en el projecte es troba a ”Monterey Bay 
Aquarium Reserch Institute”  (MBARI), localitzat a Moss Landing (California). 
Utilitzen una flota de 300 vehicles per control remot immersos a l‟oceà i 
capturen imatges en alta resolució de l‟ecosistema. Aquestes imatges són 
emmagatzemades i posteriorment analitzades per especialistes per determinar-
les en detall. En la fig. 1 es pot observar tot el procés: 
 
 
 
 
Fig. 1 Video Annotation and Reference System (VARS) 
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A Catalunya també es disposa d‟un sistema de càmeres similars tot i que el seu 
ús de moment només és de manera divulgativa. Es tracta de l‟observatori 
OBSEA i ha estat dissenyat com a observatori de proba perquè en algun futur 
s‟estengui i formar una xarxa d‟observatoris submarins que cobreixi diversos 
punts d‟interès. En la seva plana web es poden observar imatges en directe de 
l‟observatori (Fig.2). 
 
 
 
 
Fig. 2 Imatge càmera 
 
 
El primer node de l‟observatori s‟ha instal·lat en una zona protegida de pesca 
amb esculls artificials, prop del port de Vilanova i la Geltrú (Fig. 3), protegint 
d‟aquesta manera la infraestructura científica. Al mateix temps els esculls 
ofereixen un entorn propici per la instal·lació de càmeres submarines per 
registrar l‟activitat submarina. 
 
 
 
 
Fig. 3 Localització node 
 
 
Per implementar el projecte s‟utilitzarà la visió artificial. Es tractarà d‟emular la 
capacitat visual de l‟ésser humà. Tradicionalment s‟ha definit en quatre fases 
les principals etapes del processament d‟imatges: 
 
 La primera etapa és l‟adquisició d‟imatges digitals del món real utilitzant 
un dispositiu òptic.  
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 La segona etapa es processa la imatge mitjançant una sèrie 
d‟operacions i filtres.  
 La tercera etapa, coneguda com a segmentació, realitza divisions 
disjuntes en la imatge. 
 Finalment la última etapa es classifiquen els elements segmentats a 
través de l‟estudi de les seves propietats. 
 
 
 
Fig. 4 Etapes clàssiques en l‟aplicació de visió artificial 
 
La primera etapa es simularà a través d‟imatges ja capturades anteriorment i 
digitalitzades. La resta d‟etapes s‟implementarà mitjançant el software. 
 
L‟eina utilitzada són les llibreries d‟OpenCV (Open source Computer Vision 
library). Són llibreries de codi obert per a la visió artificial desenvolupades per 
Intel i publicades sota la llicència BSD. El seu ús està permès tant per 
comercials com per investigació. 
 
És llibreria multi plataforma, existint versions compatibles amb sistemes 
operatius com Windows, Linux y Mac OS i està optimitzada pel seu ús en 
arquitectures Intel amb suport per instruccions MMX (a partir de Pentium II 
MMX). 
 
A més a més ha estat dissenyada per ser utilitzada juntament amb les llibreria 
Intel IPL (Image Processing Library) per la utilització d‟imatges digitals a baix 
nivell i així ampliant la seva funcionalitat. 
 
OpenCV proporciona una gran varietat d‟abstraccions pel seu ús a alt nivell i 
implementa funcions i algoritmes per les tècniques de visió artificial més 
comunes. Entre les seves funcions cal destacar processats d‟imatges, 
deteccions de cares, segmentació d‟objectes, calibració de càmeres, anàlisis 
estructurals, reconstruccions 3D i anàlisis de moviments.  
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CAPÍTOL 1. ADAPTACIÓ FOTOGRAMA 
 
Un cop capturat el fotograma és molt important saber quin model d‟imatge és i 
així saber com afrontar el processat. Les imatges capturades són de tres 
canals (RGB) i de 8 bits per canal (fig. 1.1). 
 
 
 
 
Fig. 1.1 Imatge capturada 
 
 
Una imatge en color es pot entendre com 3 imatges d‟escala de grisos on cada 
una d‟elles representa el nivell d‟intensitat d‟un dels tres colors primaris, el 
vermell, verd i blau. Es representa cada un dels colors en les figures “Red” 
fig1.1, “Green” fig1.2 i “Blue” fig1.3: 
 
 
                  
        
            Fig. 1.2 R                       Fig. 1.3 G                      Fig. 1.4 B 
 
 
Un píxel és la unitat mínima d‟informació capturada i les dimensions de la 
imatge s‟expressen en píxels d‟amplada per píxels d‟altura. Cada un dels píxels 
és capturat amb un valor de 8 bits, en aquest cas d‟un sol canal, per tant tenen 
un valor mínim de 0 quant és negre i un valor màxim de 255 quant és blanc. 
 
L‟objectiu principal en aquest apartat és d‟intentar netejar la imatge, eliminar 
zones de no interès, soroll, transformació en diferents formats, crear un “buffer”, 
i aquells processat que preparin la imatge o fotograma per la detecció 
d‟objectes. 
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1.1. Filtrar fotograma 
 
El primer pas és decidir quines regions poden resultar útils i quines no. En la 
fig. 1.1 es mostra una captura real d‟un fotograma i s‟observa en els extrems 
superior i inferiors de la imatge dades de la data i hora. També s‟observa una 
estructura a la part inferior esquerra que no forma part de l‟ecosistema. 
 
Aquestes dades destaquen sobre la imatge i van variant de fotograma a 
fotograma. Al destacar tant i al variar a fotograma a fotograma poden ser 
detectades com a contorns o objectes i en realitat no ens aporten informació útil 
sobre ninguna espècie marina. 
 
Un cop capturat el fotograma, és resta amb una imatge filtre. El filtre es crea 
amb les mateixes dimensions i canals del fotograma original. Les zones 
d‟interès té el valor mínim i les zones de no interès el valor màxim (fig. 1.5). 
 
 
 
 
Fig. 1.5 Filtre 
 
 
Al restar el fotograma amb el filtre succeeixen dos casos. El primer quant un 
píxel del fotograma es resta amb un del píxels blancs del filtre,és a dir, a un 
valor estimat entre 0 i 255 se l‟hi resta 255. El valor obtingut sempre és 0 i el 
resultat es tradueix en un píxel de color negra. El segon cas tots els píxels del 
filtre que són negres el seu valor és de 0, per tant no modifiquen el fotograma. 
El resultat obtingut és el de la fig.1.6: 
 
 
 
 
Fig. 1.6 Imatge filtrada 
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El resultat és una imatge on només té informació a aquelles zones on es poden 
detectar objectes per canvis de l‟ecosistema. Per altre banda no es detectaran 
canvis produïts per la data i hora de gravació o canvis produïts en l‟estructura. 
 
 
1.2. Suavitzat 
 
Una de les operacions més simples i més utilitzats en el processat és el de 
suavitzar la imatge. Existeixen moltes raons per suavitzar-la, però generalment 
es realitza per reduir el soroll de l‟ambient o de la mateixa càmera. En les 
imatges que es capturen, s‟observa una gran quantitat de soroll provocada per 
les mateixes corrents marines que desplacen des de sorra fins a petits objectes 
indeterminats. 
 
Les operacions del filtrat realitzat, es du a terme sobre els píxels de la mateixa 
imatge. En aquest procés es relaciona un conjunt de píxels pròxims al píxel 
objectiu amb la finalitat d‟obtenir informació útil que permeti actuar el filtratge. 
 
Per realitzar el filtratge es segueix el Teorema de Convolució en l‟espai, és a 
dir, cada píxel de la nova imatge s‟obté mitjançant el sumatori de la 
multiplicació Kernel pels píxels adjunts (1.1). 
 
 
                            (1.1) 
 
 
En la practica es tracta d‟un filtre pas baix on la seva aproximació de la 
distribució és gaussiana i unes dimensions de 3x3. El resultat obtingut és el de 
la fig. 1.7.  
 
 
 
 
Fig. 1.7 Imatge suavitzada 
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1.3. Equalització del fotograma  
 
Al realitzar l‟equalització s‟ha d‟implementar l‟histograma de la imatge. 
L‟histograma és una representació gràfica d‟una variable en forma de barres, 
on l‟altura o eix vertical es proporcional a la freqüència del valors produïts i 
l‟amplada o eix horitzontal correspon als intervals o valors de la classificació. 
 
L‟equalització de l‟histograma d‟una imatge és una transformació que pretén 
obtindre una imatge resultant amb una distribució uniforme, és a dir, que 
existeixi el mateix números de píxel per cada nivell de l‟histograma. 
 
La funció de l‟equació és (1.2): 
 
 
        
               
             
        (1.2) 
 
    és el resultat de nivell del nou histograma, és important arrodonir el 
valor final.  
 
    és la probabilitat acumulada. 
 
       el valor total de la suma de tots els nivells de l‟histograma. 
 
       el primer valor de la freqüència de píxels diferent de 0. 
 
   número de nivells de l‟histograma. 
 
 
S‟ha d‟implementar l‟equació per cada un dels nivells de l‟histograma. El 
resultat de l‟equalització maximitza el contrast de la imatge sense perdre 
informació del tipus estructural (Fig 1.8). 
 
 
 
 
Fig. 1.8 Imatge equalitzada 
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1.4. HSV 
 
Fins ara s‟ha treballat amb imatges formades amb RGB però pot ser molt útil la 
utilització de la imatge amb HSV (“Hue Saturation Value”). On la “H” significa 
tonalitat, la “S” saturació i la “V” valor o lluminositat: 
 
 Tonalitat, el tipus de color. Es representa com un grau d'angle els valors 
possibles del qual van de 0 a 180. 
 
 Saturació. Es representa com la distància a l'eix de brillantor negra-blanca. 
Els valors possibles van del 0 al 255. A aquest paràmetre també se'l sol 
anomenar "puresa" per l'analogia amb la puresa d'excitació i la puresa 
colorimètrica de la colorimetria. 
 
 Valor, la brillantor del color. Representa l'altura a l'eix blanc-negre. els valors 
possibles van del 0 al 255. 0 sempre és negre. Depenent de la saturació, 
100 podria ésser blanc o un color més o menys saturat. 
 
 
Es pot observar clarament la forma d‟expressió del format HSV en la figura 1.9: 
 
 
 
 
Fig. 1.9 Imatge equalitzada 
 
 
El resultat a l‟observar cada un dels canals del fotograma aplicant el nou format 
es mostra en les fig. 1.10 tonalitat, fig. 1.11 saturació i fig. 1.12 lluminositat. 
 
 
                         
         
           Fig. 1.10 H                       Fig. 1.11 S                        Fig. 1.12 V   
 
La utilitat d‟aquest format es troba en la invariació de la tonalitat i saturació dels 
fons si es superposa una ombra. Això significa que si un objecte travessa per 
on es realitza l‟estudi de l‟ecosistema, aquest es manté constant en saturació i 
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tonalitat i varia la seva lluminositat segons si està a la zona més il·luminada o 
menys il·luminada. 
1.5. Buffer 
 
La idea del “buffer” és la d‟emmagatzemar un cert nombre de fotogrames per 
poder-les analitzar de forma conjunta. S‟enredereix el fotograma de sortida 
respecta el d‟entrada un total de 10 fotogrames. Amb aquesta tècnica 
s‟aconsegueix una forma de poder analitzar certs fotogrames sabent que es 
produeix a continuació. 
 
1.6. Diagrama del projecte 
 
 
 
 
Fig. 1.13 Diagrama de flux 
 
1.7. Conclusions 
 
Tenint en compte que els fotogrames originals es tracten d‟imatges amb molt 
soroll i és complicat adaptar-les per tenir un bon resultat. Tenint en compte això 
només s‟implementarà aquells processat que han obtingut un resultat òptim o 
s‟espera alguna utilitat més endavant. Aquets són, el filtre, format HSV i el 
“buffer”. 
 
Per altre banda no s‟implementa el suavitzat de la imatge ja que és incapaç 
d‟eliminar la gran quantitat de soroll que es troba fotograma a fotograma i 
suavitza el contorn de l‟objectes a detectar.  
 
Tot i que les zones menys il·luminades guanyen lluminositat a l‟utilitzar 
l‟equalització, les zones ja il·luminades obtenen massa lluminositat. Per altre 
banda  modifica els valors de tonalitat i saturació.  Aquets valor són de gran 
importància per en un futur esbrinar de quin tipus d‟objecte es tracta mitjançant 
el model de HSV. 
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CAPÍTOL 2. Segmentació d’imatges 
 
 
La segmentació d‟imatges consisteix en la partició de la imatge en diferents 
regions homogènies respecte a una o varies propietats com el color, 
dimensions, textura, etc. Es pretén simular el funcionament del cervell humà 
quant al rebre una imatge, realitza un reconeixement de cada una de les parts 
constitutives, donant a cada regió un significat físic que correspon amb la 
realitat. 
 
El moviment en les seqüències de la imatge pot servir com a criteri per la 
segmentació. Per un part pot ajudar a diferenciar els objectes del fons i també 
analitzar la direcció i velocitat dels moviments de cada un dels objectes mòbils. 
 
L‟objectiu en aquest apartat és implementar certes funcions com el detector de 
contorns, flux òptic o sostracció de fons. Aquestes funcions han de permetre 
detectar un nou objecte d‟interès respecte el seu contorn, variacions entre 
fotogrames o un seguiment dels objectes. 
 
2.1. Detector d’objectes 
 
2.1.1. Canny Edge Dtection 
 
El primer mètode utilitzat ha estat la detecció de contorns emprant l‟algoritme 
de Canny. Aquest extrau les vores i tanca els contorn evitant possibles ruptures 
durant l‟extracció per mitjà d‟operadors de primera derivada. Aquest mètode 
està format en tres mòduls: 
 
 Obtenció del gradient. 
 
 Aprimament de l‟ample de les vores. 
 
 Histèresis del llindar al resultat de la supressió no màxima. 
 
Per l‟obtenció del gradient, el primer que es realitza és un suavitzat Gaussià de 
la imatge, explicat anteriorment en el suavitzat. Una vegada suavitzada la 
imatge, per cada píxel s‟obté la magnitud i mòdul del gradient obtenint així dues 
imatges. 
 
Aquestes dues imatges serveixen per generar una imatge amb les vores 
primes. El procediment consisteix en considerar quatre direccions de 0º, 45º, 
90º i 135º amb respecte l‟eix horitzontal.  Per cada píxel es troba la direcció que 
més s‟aproxima a l‟angle del gradient. Posteriorment s‟observa si el valor de la 
magnitud del gradient es més petit que almenys un dels seus veïns en la 
direcció de l‟angle obtingut en el pas anterior. Si és així s‟assigna el valor 0 el 
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píxel en qüestió, en canvi si no és així s‟assigna el valor que tingui la magnitud 
del gradient.  
 
La imatge obtinguda en els passos anteriors conté màxims locals degut al 
soroll. La solució passa per la utilització de dos llindars de la histèresis, el 
primer més petit que el segon. Consisteix en agafar el valors de l‟orientació dels 
punts de les vores de la imatge i per cada un dels punts, localitzar el següent 
punt de la vora no explorada que sigui major que el segon llindar. A partir 
d‟aquest punt es segueix les cadenes de màxims locals connectats en les dues 
direccions perpendiculars a la normal de la vora sempre i quan siguin majors al 
primer llindar. Així es marca tots els punts explorats. 
 
 
2.1.1.1. Resultats obtinguts 
 
OpenCV implementa una funció on introdueixes la imatge a processar i la 
imatge de sortida, els llindars i les dimensions de la matriu per realitzar el 
suavitzat. En les figures següents es mostren el resultats del detector. La fig. 
2.1 mostra la imatge real i la fig. 2.2 mostra el resultat: 
 
 
            
       
              Fig. 2.1 Imatge real                       Fig. 2.2 Detector de contorns          
 
 
2.1.2. Sostracció de fons 
 
Un del mètodes més utilitzats és la sostracció del fons. Aquest consisteix en 
construir un model estadístic del fons d‟una imatge, per posteriorment restar-la. 
S‟entén com a fons, al conjunt de píxels immòbils que no pertanyen a un 
objecte. El resultat és una imatge binaria on el blanc representa les diferència 
amb el fons.  
 
Per l‟obtenció del model es realitzen una sèrie de passos. Cada una de les 
captures s‟acumula en una nova imatge i cada diferencia entre fotograma i 
fotograma anterior també s‟acumulen en una nova imatge. A quest procés de 
creació pot tindre una durada d‟entre 30 fotogrames o 1000 fotogrames. En el 
codi s‟ha implantat un model de fons d‟uns 100 fotogrames. 
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Finalitzada aquesta etapa es realitza la mitjana de les dues imatges anteriors, 
és a dir, s‟obté una mitjana de tots elf fotogrames capturats i una mitjana de 
tots els canvis que han sofert durant el procés.  
 
A continuació s‟estableix cada un del llindars, un superior i un inferior. El llindar 
superior es multiplica per un factor escala i es suma la imatge diferència 
establerta anteriorment. El llindar inferior es multiplica per un valor sempre 
inferior i es resta la imatge diferència. A partir d‟aquest moment, qualsevol 
imatge que qualsevol dels seus píxels no estigui dins dels dos marges, és 
considerat un objecte nou.  
 
Sens dubte en la majoria dels casos reals no hi ha prou amb conèixer el fons, 
degut a que pot variar amb certa facilitat. En aquestes condicions es fa 
necessari anar actualitzant la imatge de fons al llarg del temps i així poder 
diferenciar la part variable de la imatge. 
 
A continuació es mostra el diagrama de flux (fig. 2.3): 
 
 
2.1.2.1. Diagrama de flux 
 
 
 
 
Fig. 2.3    Imatge real 
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2.1.2.2. Resultats obtinguts 
 
En les figures 2.4, 2.5 i 2.6 es mostra els resultats obtinguts amb el mètode de 
sostracció de fons. Les imatges seleccionades hi trobem les tres espècies 
principals a detectar. 
 
 
          
 
                      Fig. 2.4 Peix Zoarcid                       Fig. 2.5 Cranc vermell 
 
 
 
 
Fig. 2.6 Cargol 
 
 
En les imatges s‟observa no només l‟espècie en sí, sinó també tot el soroll 
recaptat. Aquest soroll es mostra des de petits punt blancs a taques que poden 
ser causants de fals positius. 
 
 
2.1.3. Background Codebook 
 
Aquest algoritme de sostracció de fons és més complex, utilitza un model de 
fons basat en la construcció d‟un “codebook” per cada píxel de la imatge, és a 
dir, maneja múltiples distribucions. 
 
Un “codebook” és un conjunt de “codewords” que representen la freqüència 
amb la qual certs objectes de crominància i lluminositat apareixen a mesura 
que el sistema es va entrenant. Aquets valors es determinen per mitjà de 
llindars, així quant en un píxel existeix una variació de crominància o 
lluminositat tal que sobrepassi aquets llindars, un nou “codeword” és creat. Sinó 
el “codeword” és actualitzat tornant-se més fort. A la fig. 2.7 es mostra un 
exemple del funcionament: 
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Fig. 2.7    Formació “Codebook” 
 
 
Així per un píxel es tindran múltiples “codewords”, aquells forts indiquen un 
possible fons i aquells febles indicaran processos que varen succeir durant poc 
temps. Aquest últims són eliminats obtenint un conjunt que representen millor el 
model de fons. 
 
Finalment, per obtenir el model de fons i primer pla de l‟escena s‟analitza els 
valors de crominància i lluminositat que té cada un dels píxels, i si un valor està 
a dins d‟algun “codeword” pertany al fons, si no es un valor aliè. 
 
Les llibreries d‟OpenCV porten implementat aquest sistema d‟extracció de fons, 
és a dir, a traves de certes funcions és fàcil implementar aquest algorisme i 
modificar els seus llindars. (visualitzar Annex C) 
 
 
2.1.3.1. Resultats obtinguts 
 
En les figures 2.8, 2.9 i 2.10 es mostra el resultats obtinguts amb el mètode de 
sostracció de fons. Les imatges seleccionades hi trobem les tres espècies 
principals a detectar. 
 
 
            
 
                   Fig. 2.8 Peix Zoarcid                          Fig. 2.9 Cranc vermell 
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Fig. 2.10 Cargol 
 
 
2.2. Seguiment d’objectes 
 
2.2.1. Flux òptic 
 
Es denomina flux òptic al moviment aparent captat en una seqüència d‟imatges 
mitjançant l‟anàlisis dels canvis que sofreix la lluminositat dels mateixos punts, 
la qual descriu la direcció i velocitat del moviment dels punts mencionats. 
Sabent que els objectes que es mouen en l‟espai tridimensional es projecten 
sobre un pla d‟imatge, la velocitat real dels mateixos es transforma en un camp 
bidimensional, denominat camp de moviments. Això comporta la pèrdua 
d‟informació que obliga a utilitzar seqüències temporals d‟imatges per obtenir 
els paràmetres buscats. 
 
L‟objectiu és aconseguir l‟obtenció d‟un flux òptic el suficientment semblant al 
camp de moviments, per permetre l‟obtenció de mesures a partir de les 
imatges. Així s‟aconsegueix: 
 
1. Etapa de filtrat o suavitzat per extreure l‟estructura d‟interès de la senyal 
i per augmentar la relació senyal/soroll. 
 
2. Etapa d‟extracció de mesures bàsiques, com derivades espai-temporal, 
per mesurar els components normals de la velocitat, o trobar zones 
d‟interès mitjançant la correlació. 
 
3. Integració de les mesures realitzades en el punt anterior per produir un 
camp bidimensional de flux, 
 
 
Sigui I(x, y, t) la intensitat en un punt (x,y) de la imatge en un instant de temps, 
u(x,y) i v(x,y) les components en x i y del flux òptic en aquell punt, després d‟un 
petit temps “dt” i conservant la seva intensitat (2.1). 
 
                                                (2.1) 
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Desenvolupant (2.2): 
 
                                          (2.2) 
 
 
Aquesta equació conté dos incògnites (u,v), per tant no és possible obtenir una 
única solució. No pot ser determinada la component del moviment 
perpendicular al gradient de la lluminositat i tampoc pot determinar-se en els 
casos de zones de la mateixa lluminositat. Es coneix am problema d‟obertura 
fig. 2.11 : 
 
 
 
 
Fig. 2.11 Imatge real 
 
 
Lucas i Kanade proposen, per calcular el flux òptic, suposar que l‟entorn del 
punt en el que s‟està realitzant el càlcul té el mateix moviment; és a dir, que 
l‟entorn del punt es manté constant. El flux es calcula, en aquest cas, 
mitjançant la correspondència. Es crea una finestra al voltant del píxel que 
defineix el seu entorn i s‟intentarà trobar la seva finestra corresponent en la 
imatge següent.  
 
Ja que el càlcul del flux òptic és una operació molt costosa computacionalment, 
és necessari guanyar eficiència utilitzant el mètode de les piràmides. Aquest 
compara els píxels del fotograma actual amb el següent. Mitjançant una finestra 
que augmenta la seva area de comparació cada vegada que realitza una 
iteració fins que la finestra arriba a tenir la mateixa area de la imatge (fig. 2.12). 
 
 
 
 
Fig. 2.12 Piràmides Lucas Kanade 
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2.2.1.1. Resultats obtinguts 
 
En les figures 2.13, 2.14 i 2.15 es mostren els resultats obtinguts amb el 
mètode de sostracció de fons. Les imatges seleccionades s‟hi troben les tres 
espècies principals a detectar. (Visualitzar Annex D) 
 
 
              
 
                 Fig. 2.13 Peix Zoarcid                             Fig. 2.14 Cranc vermell 
 
 
 
 
Fig. 2.15 Peix Cargol 
 
2.3. Relació de temps 
 
Un punt important a l‟hora de decidir quin mètode utilitzar, és el temps de 
processat. El temps entre fotograma i fotograma es bastant gran (uns 250 ms), 
tot i així alguns sistemes són necessàries una gran quantitat de càlculs i per 
tant també de temps. S‟ha de tenir en compte que el temps està també 
determinat pel processador utilitzat, en aquest cas Intel Dual a 1.6 GHz. La 
següent taula (2.1) mostra el temps màxim per cada un dels sistemes 
esmentats anteriorment per cada nou fotograma: 
 
Taula 2.1. Relació de temps 
 
Sistema Temps màxim 
Detector “Canny” < 1 ms 
Sostracció de fons 2 ms 
Sostracció de fons “Codebok” 120 ms 
Flux òptic 90 ms 
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2.4. Diagrama del projecte  
 
 
 
 
Fig. 2.16 Diagrama de flux 
 
2.5. Conclusions 
 
El primer intent de detecció es realitza amb el detector “Canny”, tot i la facilitat 
que dona OpenCV a la seva implementació, els resultats que s‟han mostrat 
anteriorment donen a interpretar que es casi impossible saber si apareix un 
objecte a identificar,  un canvi de lluminositat o simplement soroll. Per tant 
aquest mètode queda descartat. 
 
Un altre sistema de detecció utilitzat és la sostracció de fons amb “codebook”. 
Aquest proporciona una gran fiabilitat al detectar els objectes d‟interès i una 
gran capacitat per modificar llindars per eliminar soroll. Tot i així degut a que el 
rere fons està en constant canvi s‟ha de refrescar el model del fons amb certa 
rapidesa. Això provoca que utilitzi una gran quantitat de recursos 
computacionals i augmentant molt els temps de processat entre fotograma i 
fotograma.  
 
Per altre banda la sostracció de fons implantada mostra tots aquells objectes 
d‟interès amb certa fiabilitat, tot i així en el següent capítol es mostra els seus 
defectes i com solucionar-los. La facilitat de software provoca que el temps de 
processat entre fotograma i fotograma sigui molt baix. 
 
Finalment el flux òptic no assoleix els requisits esperats. Degut a la gran 
quantitat de soroll i a la poca definició dels objectes que es volen seguir no 
s„aconsegueix el seguiment. S‟observa fàcilment en les imatges anteriors (fig. 
2.7, fig. 2.8 i fig. 2.9).  
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CAPÍTOL 3. Post-processat de segmentació 
 
 
Finalitzada l‟etapa de sostracció de fons, és essencial analitzar els resultat 
obtingut. Les imatges que proporciona el sistema són binaries, on s‟observa per 
una banda els objectes a analitzar i el soroll provocat per la càmera o el fons 
marí. En blanc representa les diferencies amb el fons modelat, tal i com 
observem en les següents figures: 
 
 
                       
 
                  Fig. 3.1 Soroll                                      Fig. 3.2 Mostra cargol i peix 
 
 
La fig. 3.1 mostra una escena típica on no hi ha existència d‟espècies marines, 
només l‟existència de soroll i la fig. 3.2 mostra a la part inferior esquerra un 
cargol i a la part inferior dreta un peix. Ampliant els resultats obtinguts, les 
segmentacions representades mostren una certa degradació: 
 
 
                           
 
                  Fig. 3.3 Soroll                                         Fig. 3.4 Mostra cargol 
 
Les imatges originals capturades són analògiques, per tant al digitalitzar-les i a 
l‟implementar la sostracció de fons, es pot observar clarament en la fig. 3.3 els 
camps de les línies pars o imparelles. Un altre efecte que provoca es mostra en 
a fig. 3.4, el cargol no forma un contorn tancat i es detectarien mes d‟un contorn 
per un objecte. L‟objectiu en aquest apartat és adaptar les imatges resultants 
de la sostracció de fons per poder detectar uns contorns fiables.  
 
A continuació es mostren diferents tècniques aplicades a les imatges per 
intentar eliminar soroll i reforçar el contorn evitant tot lo possible deformar-lo. 
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3.1.      Sistema 1  
 
El primer sistema empleat tracte de dividir la imatge en blocs de 3x3 píxels. Es 
fa un recorregut bloc per bloc i comptabilitzen la quantitat de píxels blancs que 
conté el bloc. A continuació s‟estableix un llindar per determinar si aquell bloc 
es causa de soroll o simplement forma part d‟algun objecte d‟interès, és a dir, si 
existeixen un nombre determinat de píxels blancs que superen el llindar aquest 
bloc es pinta en la imatge resultant. La fig. 3.5 mostra el diagrama de flux 
dissenyat. 
 
 
 
Fig. 3.5 Diagrama de flux 
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3.1.1      Resultats obtinguts 
 
A continuació es mostra el resultats que s‟obté a l‟aplicar el primer sistema. La 
fig. 3.6 mostra mes centrada un cranc i un peix a l‟extrem. La figura 3.7 mostra 
en la part més centrada un cargol i un peix situat a la part dreta de la imatge. 
 
 
 
 
Fig. 3.6 Resultat sistema 1 
 
 
 
 
Fig. 3.7 Resultat sistema 1 
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3.2.      Sistema 2 
 
El segon sistema es tracte del mateix sistema que l‟anterior, però aquest 
recorre la imatge píxel a píxel, és a dir, per cada píxel de la imatge entrant es 
crea un bloc. Cada nou píxel escollit serà l‟inici d‟un nou bloc on participen els 
dos píxels a continuació en l‟eix vertical i horitzontal formant un bloc de 3x3. Es 
pretén millorar la degradació dels contorns a canvi d‟augmentar el temps de 
processat de cada fotograma, és a dir, millorem el resultat del contorn però 
augmenta el temps en que es tarda a recorre el fotograma. La fig. 3.8 es 
representa el diagrama de flux. 
 
 
 
Fig. 3.8 Diagrama de flux 
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3.1.2      Resultats obtinguts 
 
A continuació es mostra el resultats que s‟obté a l‟aplicar el segon sistema. La 
fig. 3.9 mostra la figura més centrada un cranc i un peix. La figura 3.10 mostra 
en la part més centrada un cargol i un peix situat a la part dreta de la imatge. 
 
 
 
 
Fig. 3.9 Resultat sistema 2 
 
 
 
 
Fig. 3.10 Resultat sistema 2 
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3.3.      Sistema 3 
 
Aquest sistema es tracta d‟una evolució del sistema anterior. És a dir, treballa 
tots els píxels de la imatge de sostracció de fons i par cada píxel s‟estudia el 
bloc de 3x3. El primer pas consisteix en observar quants blancs es hi ha per fila 
i columna del bloc, un total de tres files i tres columnes resultants. En la imatge 
resultant es dibuixa el mateix que la imatge entrant i a més en aquelles files, 
columnes o diagonals de cada un dels blocs que tenen 2 blanc, es pinta el píxel 
restant.  La fig. 3.11 es representa el diagrama de flux. 
 
 
 
 
Fig. 3.11 Diagrama de flux 
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3.2.1      Resultats obtinguts 
 
A continuació es mostra el resultats que s‟obté a l‟aplicar el tercer sistema. La 
fig. 3.12 mostra la figura més centrada un cranc i un peix a l‟extrem dret. La 
figura 3.13 mostra en la part més centrada un cargol i un peix situat a la part 
dreta de la imatge. 
 
 
 
 
Fig. 3.12 Resultat sistema 3 
 
 
 
 
Fig. 3.13 Resultat sistema 3 
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3.4.      Sistema 4 
 
El quart sistema empleat es tracte d‟un sistema similar a l‟anterior però es 
treballa amb blocs de 4x4. Per cada bloc s‟emmagatzema la quantitat de píxel 
blancs de cada fila i columna. Es pinta el mateix que la imatge entrant. Per 
cada fila amb dos píxels blancs es localitzen les columnes que tenen dos píxels 
blancs i es pinta el píxel en blanc que forma la intersecció. Tot seguit per cada 
fila que amb un valor de tres píxels blancs es pinta el quart. Finalment per cada 
columna es pinten aquells píxels que estan entremig de dos píxels blancs. La 
fig. 3.14 es representa el diagrama de flux. 
 
 
 
Fig. 3.14 Diagrama de flux 
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3.4.1      Resultats obtinguts 
 
A continuació es mostra el resultats que s‟obté a l‟aplicar el tercer sistema. La 
fig. 3.15 mostra la figura més centrada un cranc i un peix a l‟extrem dret. La 
figura 3.16 mostra en la part més centrada un cargol i un peix situat a la part 
dreta de la imatge. 
 
 
 
 
 
Fig. 3.15 Resultat sistema 4 
 
 
 
 
Fig. 3.16 Resultat sistema 4 
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3.5.      Sistema 5 
 
L‟últim sistema empleat es bastant simple. El que es pretén és unir aquells 
píxels que no apareixen per l‟efecte de digitalització de la imatge, utilitzant 
blocs de 3x3 per cada píxel de la imatge entrant, és a dir, unir els píxels buits. 
La imatge resultant és la mateixa que l‟entrant, es pintaran aquells que el píxel 
superior i inferior siguin blancs, esquerra o dreta siguin blancs i el mateix per 
les diagonals. La fig. 3.17 es representa el diagrama de flux. 
 
 
 
 
Fig. 3.17 Diagrama de flux 
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3.5.1      Resultats obtinguts 
 
A continuació es mostra el resultats que s‟obté a l‟aplicar el tercer sistema. La 
fig. 3.18 mostra la figura més centrada un cranc i un peix a l‟extrem dret. La 
figura 3.19 mostra en la part més centrada un cargol i un peix situat a la part 
dreta de la imatge. 
 
 
 
 
Fig. 3.18 Resultat sistema 4 
 
 
 
 
Fig. 3.19 Resultat sistema 4 
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3.6.      Relació de temps 
 
La següent taula 3.1 mostra els valors màxims de temps de processat per un 
fotograma i per cada un dels sistemes empleats. S‟ha de tenir em compte el 
processador que s‟ha utilitzat, un Intel Duo Centrino a 1GHz. 
 
Taula 3.1. Relació de temps 
 
Sistema Temps màxim 
Sistema 1 6 ms 
Sistema 2 40 ms 
Sistema 3 50 ms 
Sistema 4 95 ms 
Sistema 5 35 ms 
 
3.7.      Diagrama del projecte 
 
 
 
Fig. 3.20 Diagrama de flux 
 
3.8.      Conclusions 
 
Els dos primers sistemes utilitzats ofereixen una part de la solució de la lluita 
contra el soroll. En canvi es perd una gran definició de l‟objecte, sobretot en el 
primer sistema. Com aspecte positiu del primer sistema es troba el baix temps 
de processat degut a que només s‟observa la imatge en blocs de 3x3. 
 
La resta de sistemes no estan capacitats per eliminar el soroll, només es desitja 
definir els contorns dels objectes, de gran importància a la detecció dels 
mateixos. Tots tres sistemes compleixen les expectatives, tot i que el cinquè 
sistema empleat, obté un resultats tant bons com els dos anteriors i a més a 
més amb un menor temps. El menor temps és conseqüència de la simplicitat 
del codi, només afegeix píxels blancs als espais buits entre dos píxels blancs, 
en canvi el sistema 3 i 4 es realitza un estudi del píxels blancs de les columnes, 
files i diagonals per pinta el píxel extra.  
 
Concloent, el últim sistema proporciona gran definició dels contorns en el 
menor temps possible. Tot i que no és eficient en contra el soroll, en el següent 
capítol s‟intentarà eliminar-lo. 
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CAPÍTOL 4. Contorn 
 
 
EL contorn es pot definir com un objecte gràfic creat quant el traç d‟una línea 
s‟uneix en un mateix punt, és a dir, quant una línea comença i acaba en un 
mateix punt. 
 
L‟objectiu en aquest capítol és detectar el contorns dels objectes d‟interès a 
través de les imatges proporcionades per la sostracció de fons i adaptació. A 
més a més es planteja eliminar gran part del soroll proporcionat per la càmera i 
fons marí.  
 
Per altre banda interessa crear una estructura on emmagatzemar la informació 
dels contorns dinàmicament. Anteriorment s‟ha creat un buffer de fotogrames 
de les imatges originals de captació de la càmera. Ara es vol crear un altre 
buffer , paral·lel al mencionat, on s‟emmagatzema tots els contorns pel seu 
estudi.  
 
 
4.1.      Detectar contorns 
 
Les llibreries d‟OpenCV permeten identificar contorns d‟una manera senzilla. La 
funció “CvFindContours” (Annex A) busca i emmagatzema el contorns d‟una 
imatge. La funció “CvDrawContours” (Annex A) permet dibuixar els contorns 
com es mostra en la fig. 4.1: 
 
 
 
 
Fig. 4.1 Contorns 
 
 
La figura anterior mostra en un requadre verd l‟objecte d‟interès, la resta 
d‟objectes són simplement soroll. Un gran pas per a la seva eliminació és 
depreciar el contorns segons la seva àrea. La funció d‟OpenCV 
“CvContourArea”  calcular l‟àrea de qualsevol contorn i així s‟aconsegueix crear 
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un filtre. El llindar establert ha estat escollit a  prova i error, és a dir, 
suficientment gran com per eliminar gran part del soroll però sense eliminar o 
depreciar les espècies marines localitzades .Tal i com es mostra en la fig. 4.2: 
 
 
 
 
Fig. 4.2 Contorns filtrat 
 
Tot i que s‟aconsegueix eliminar gran part del soroll existeixen en les imatges, 
certes ombres o grumolls  de plàncton (emmarcat en verd) que ofereixen una 
àrea suficientment gran com per sobrepassar el filtre. Si s‟augmenta l‟àrea del 
filtre aquest pot filtrar objectes d‟interès, per tant la solució a aquest problema 
s‟ha de solventar d‟una forma diferent.   
 
És important emmagatzemar la informació del contorns per així poder ser 
analitzada per eliminar aquets falsos positius. En el següent capítol es tracte el 
tema.    
 
4.2.      Estructura contorn 
 
Per tal d‟emmagatzemar la informació dels contorns proporcionada es crea una 
estructura que permet ser emmagatzemada dinàmicament, degut a que no se 
sap la quantitat de contorns que es trobaran en un fotograma. Aquesta 
proporciona tota la informació necessària per localitzar l‟objecte real en les 
captures del fons marí. 
 
L‟estructura contorn obté: 
 
 Variable enter “image” que obté informació del número de fotograma en 
que es localitza. 
 
 Les variables enters “x” i “y” obtenen el punt central del contorn. 
 
 Variables enters “ancho” i “alto” obtenen l‟amplada i altura. 
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 Variables enters que obtenen punts virtuals que emmarquen el contorn 
(variables “pxs” punt superior en l‟eix x, “pys” punt superior en l‟eix y, 
“pxi” punt inferior en l‟eix x, “pyi” punt inferior en l‟eix y).  
 
 Finalment una sèrie de punters per localitzar les estructures 
emmagatzemades, inici, final i dimensions. 
 
En el possible cas que no existeixi cap contorn, o no es superi el llindar de 
l‟àrea, es reserva un una estructura en blanc d‟aquell fotograma. Es realitza 
aquest sistema a causa de que es vol mantenir un buffer de contorns de 10 
fotogrames i no causar cap dificultat en el codi.  
 
4.3.      Diagrama de flux 
 
La següent fig. 4.3 mostra el sistema plantejat per tal de filtrar i emmagatzemar 
el contorns: 
 
 
 
 
Fig. 4.3  Diagrama de flux 
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4.4.      Diagrama del projecte 
 
 
 
 
Fig. 4.4 Diagrama de flux 
 
 
4.5.      Conclusions 
 
Els resultats obtinguts ofereixen una claredat en la detecció dels contorns 
desitjats. Totes les espècies observades en les seqüències de vídeo són 
detectades amb certa precisió. Només es perd l‟objecte per la seves petites 
dimensions, degut al filtratge de l‟àrea.  
 
Per altre banda, els contorns emmagatzemats al buffer, i les imatges reals 
emmagatzemades en ´‟anterior buffer, capítol 1, permeten tenir tota la 
informació (captura objecte real, posicionament i contorn) per  en un futur 
estudiar els objectes i determinar si es tracten de fals positius o no.  
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CAPÍTOL 5. Eliminació de falsos positius 
 
 
L‟observació en les imatges sobre els falsos positius es la clau per poder ser 
detectats. Observant les imatges aquestes taques produïdes per ombres o 
grumolls  de plàncton es mouen amb una certa rapidesa, aproximada a les 
corrents marines. En comparació els objectes d‟interès es mouen lents i 
s‟observa una major constància fotograma a fotograma. En la fig. 5.1 es mostra 
la captura real i emmarcades en vermell petites taques que són detectades 
com falsos positius. En la fig. 5.2 es mostra el resultat des pres de la detecció 
donant dos petits contorns com a resultat. 
 
 
 
 
Fig. 5.1 Captura real fals positiu 
 
 
 
 
Fig. 5.2 Exemple fals positiu 
 
Tot i la dificultat en de poder apreciar les petites taques aquest són detectades. 
L‟objectiu en aquest capítol és eliminar aquets falsos positius a través del 
seguiment, tant en velocitat de desplaçament com en constància entre 
fotogrames. Observant els fotogrames els objectes d‟interès es mouen amb 
una velocitat menor i són més constants que les taques mostrades 
anteriorment. 
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5.1.      Eliminant falsos positiu per velocitat 
 
El sistema empleat es basa en la comparació de la posició entre dos contorns. 
És a dir, del contorn actual es busca en el buffer, els contorns del fotograma 
posterior (es recorda que el buffer enredereix la sortida per l‟estudi de les 
imatges). Si existeix algun contorn posterior dins del marge establert, significa 
que l‟objecte no es mou amb gran velocitat, aquest contorn s‟emmagatzema en 
un contorn temporal (es considera objecte d‟interès), sinó és així el contorn 
temporal és 0 (no es considera objecte d‟interès). Finalment el contorn temporal 
s‟emmagatzema al contorn actual. 
 
5.1.1      Diagrama de flux 
 
 
 
 
Fig. 5.3 Diagrama de flux 
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5.2.      Eliminant falsos positiu per constància 
 
En aquest apartat es modela un sistema capaç de detectar si un contorn 
apareix amb certa freqüència en un número determinat de fotogrames. Es 
busca sí un contorn està ubicat en una determinada zona i en quants 
fotogrames està, sinó supera un cert numero de fotogrames aquest és 
descartat. La variable a augmentar, en el diagrama anomenat constància, 
determina el llindar  i la seva longitud màxima va determinada per la quantitat 
de fotogrames emmagatzemats o buffer. 
 
 
5.2.1      Diagrama de flux 
 
 
 
 
Fig. 5.4 Diagrama de flux 
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5.3.      Diagrama del projecte 
 
 
 
 
 
Fig. 5.5 Diagrama de flux 
 
 
5.4.      Conclusions 
 
Els resultats obtinguts mostren l‟eliminació d‟aquests falsos positius. Per 
facilitar la tasca d‟adaptar els llindars s‟ha incorporat dos “Scrollbar” que 
permeten modificar els valors dels llindars a temps real. Per altre banda el 
temps de processat entre fotogrames és inferior a 1 ms, molt inferior al temps 
global per tot el processat. 
 
Només en un cas únic apareixen falsos positius. Certes ombres que es 
produeixen i es desplacen molt lentament. Això provoca que el sistema sigui 
incapaç de detectar-los i tractar-los com a tal. En la següent fig. 5.6 es mostra 
una captura on apareixen certes ombres emmarcades en vermell i en la fig. 5.7 
es mostra el resultat després de la detecció. 
 
      
 
             Fig. 5.6 Captura Real                        Fig. 5.7 Resultat detecció 
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CAPÍTOL 6. Identificació d’espècies marines 
 
 
L‟objectiu principal en aquest capítol és identificar cada una de les espècies 
marines que surten amb més regularitat. Comentat anteriorment cada una de 
les 3 espècies mes comunes i la resta declarades com a objectes no 
identificats. Es pot afegir a la identificació de certes ombres comentades 
anteriorment i així també aconseguir eliminar la resta de falsos positius 
comentats en el capítol anterior. 
 
Els mètodes d„identificació poden arribar a ser molt complexos i a més a més si 
els objectes a identificar són varis, es mouen en un camp de tres dimensions, 
objectes de la mateixa especia poden variar en forma i color i cert soroll a les 
imatges.  
 
A través de mètodes senzills es proposa identificar aquestes espècies 
mencionades. Les llibreries d‟OpenCV permeten identificar objectes d‟interès a 
traves de buscar patrons o també realitzen comparatives d‟histogrames. 
 
Tot i la senzillés de buscar patrons, aquest no resulta eficient en identificar 
objectes que es poden moure en tres dimensions, degut a que és molt sensible 
als canvis de posicions.  
 
En aquest capítol s‟intenta identificar aquets objectes d‟interès a partir dels 
seus histogrames i realitzant comparatives. 
 
6.1.      Histograma 
 
Un histograma és una representació gràfica d‟una variable en forma de barres, 
on l‟altura o eix vertical és proporcional a la freqüència de valors produïts, i 
l‟amplada o eix horitzontal correspon als intervals o valors de la classificació. 
En aplicacions gràfiques, es pot dir que l‟histograma representa el número de 
píxels que hi ha en una imatge en funció de cada canal. És a dir,  en una 
imatge en RGB o HSV s‟obté un resultat de tres histogrames.  
 
En l‟eix horitzontal es localitza 256 valors, exceptuant la tonalitat amb 180 
valors degut a la representació circular, sent 0 el valor de l‟esquerra i 255 o 180 
el màxim valor situat a la dreta. En l‟eix vertical, cada valor té una altura 
determinada pel número de píxels corresponents. La següent fig. 6.1 mostra 
una imatge on a la part superior dreta es mostra l‟histograma de lluminositat. 
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Fig. 6.1 Imatge més histograma 
 
 
6.1.1      Mostres  
 
Un punt important es capturar mostres de les espècies capturades per obtenir 
els seus histogrames. És a dir, d‟una espècie en concret s‟esculleix un total de 
tres imatges de mostra per comparar amb tota la resta d‟espècies comparades.  
 
A continuació es mostren les captures del peix Zoarcid: 
 
   
 
Fig. 6.2 Mostres Zoarcid 
 
 
A continuació es mostren les captures del cranc vermell: 
 
    
 
Fig. 6.3 Mostres cranc vermell 
 
 
A continuació es mostren les captures del cargol: 
 
   
 
Fig. 6.4 Mostres cargol 
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A continuació es mostren les captures dels falsos positius produïdes per les 
ombres: 
 
  
 
Fig. 6.5 Mostres ombres 
 
 
6.1.2      Comparació d’histogrames  
 
OpenCV permet treballar amb histogrames. Les funcions cvCreateHist, 
cvCalcHist i cvCompareHist (totes a l‟Annex A), creen l‟estructura de 
l‟histograma, creen l‟histograma a partir d‟una imatge i comparen entre dos 
histogrames respectivament.  
 
Els histogrames modelats obtenen dos canals d‟interès, saturació i tonalitat 
degut a que són invariants a canvis de lluminositat. Per tant els histogrames 
creats són tridimensionals. Les imatges estudiades formen una petita part del 
fotograma, i és innecessari crear histogrames tridimensionals amb 255 valors. 
Són modelats per 8 valors tonalitat, 8 per saturació amb un total de 64 valors. 
On la tercera dimensió és la freqüència en que es repeteixen els valors. 
 
S‟ha dissenyat un sistema que per cada un dels contorns localitzats, es modela 
l‟histograma només amb el rectangle que l‟envolta. L‟estructura contorn té la 
informació de les dos cantonades que envolten un requadre virtual. En la 
mateixa estructura d‟IplImage (Annex A) en camp ROI es remarca un espai 
d‟interès i així modela l‟histograma del contorn.  
 
Finalment amb la funció de comparar permet realitzar diferents mètodes de 
comparació:  
 
 Correlació: on la màxima igualtat es representa amb un 1 (6.1).  
 
               
   
        
    
    
         
     
     (6.1) 
 
 Chi-Square: on la màxima igualtat es representa amb un 0 (6.2). 
 
                     
             
 
           
     (6.2) 
 
 
 Intersecció: on la màxima igualtat es representa amb un 1 (6.3). 
  
                                           (6.3) 
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Les proves realitzades estan mostrades en l‟Annex B. Cada una de les taules 
mostra el resultat de la comparació d‟histogrames. Seguint els resultats, es 
decideix un llindar, on representa el límit entre si l‟objecte te alguna similitud 
amb l‟histograma comparat o es tracte d‟un objecte no identificat, És a dir, el 
software està dissenyat per determinar que l‟objecte a estudiar té la major 
semblança amb cert histograma a comparar, però aquest resultat pot ser molt 
llunyà i no tractar-se de l‟objecte en qüestió. 
 
6.2.      Diagrama del projecte 
 
 
 
 
Fig. 6.6 Diagrama de flux 
 
 
6.3.      Conclusions 
 
Tot i la simplicitat del sistema utilitzat per a la identificació dels objectes 
d‟interès, mostra un gran sensibilitat i uns resultats molt fiables. Només amb 
tres captures de cada un dels objectes d‟interès, dos per les ombres, és capaç 
d‟identificar les tres diferents espècies marines. El mateix sistema es permet 
innovar, és a dir, es pot augmentar tant el número de captures o mostres per la 
comparació com afegir noves espècies. 
 
Finalment s‟ha de destacar que el temps de processat entre fotograma i 
fotograma és molt reduït, per sota de 1 ms.  
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CAPÍTOL 7. Obtenció de resultats i mostrar dades 
 
 
L‟últim pas a realitzar és mostrar les dades obtingudes a l‟usuari final. L‟objectiu 
a realitzar és per una banda emmagatzemar aquelles dades que l‟usuari pugui 
mirar, posteriorment a les captures, informant tant en el temps que l‟objecte 
d‟interès apareix com el seguiment cursat pel mateix objecte. Finalment en els 
fotogrames a temps real emmarcar l‟objecte d‟una forma visual perquè l‟usuari 
identifiqui ràpidament la seva localització. 
 
 
7.1.      Emmagatzemar dades a un fitxer 
 
En primer lloc s‟ha de tenir en compte com s‟obtenen les dades. Per cada 
fotograma s‟obté la informació de cada contorn localitzat i la comparació de 
cada contorn amb les mostres, tota la informació és emmagatzemada en un 
primer fitxer. Tal i com es pot observar la quantitat d‟informació és molt 
abundant, sabent que cada segon tenim 4 fotogrames.  
 
Es limita la informació a l‟usuari, mostrant el resultats dels objectes localitzats  
cada 500 fotogrames, són uns dos minuts. Cada límit de temps, es llegeix tota 
la informació mostrada en el primer fitxer i s‟actualitza un segon fitxer, on 
només s‟introdueixen les primeres dades de cada objecte d‟interès i es reinicia 
el primer fitxer. És a dir, cada dos minuts es mostra a l‟usuari si s‟ha identificat 
una certa espècie i en quin moment (el temps es mostra en numero de 
fotograma).  
 
Un tercer fitxer emmagatzema la informació del moviments de totes les 
espècies marines. Cada estructura contorn té dues variables on s‟introdueix el 
punt centroide de l‟objecte que s‟utilitza per emmagatzemar els punt en el fitxer. 
L‟usuari posteriorment pot consultar tots els punts centroides per on han passat 
els objectes d‟interès.  
 
 
7.1.1     Diagrama de flux 
 
El següent diagrama de flux (fig. 7.1) mostra el procediment realitzat per 
emmagatzemar les dades d‟un fitxer: 
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Fig. 7.1 Diagrama de flux 
 
 
7.2.      Emmarcar resultats 
 
LA finalitat en aquest punt és ajudar a l‟usuari a localitzar l‟objecte amb certa 
facilitat. Emmarcant amb un requadre vermell l‟objecte.  
 
L‟estructura contorn aporta les variables dels dos vèrtex necessaris per 
emmarcar, tot i així si hi ha dos objectes o més a les proximitats només existirà 
un requadre. Aquest sistema s‟assoleix primer accedint al primer contorn i 
analitzant la proximitat de la resta de contorns del mateix fotograma. Sí algun 
contorn està dins del marge establert es canvien els límits del requadre del 
contorn actual. El següent pas consisteix que el contorn pròxim es marca com a 
no lectura quant aquest arribi a contorn actual i així recorrent tots els contorns. 
 
Les fig. 7.2 i 7.3 mostren el resultat d‟emmarcar els objectes d‟interès i com 
adjunta en el mateix requadre els objectes. Les imatges només mostren en un 
fons negre amb el dibuix del contorn en vermell i l‟emmarca‟t en color blau, així 
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facilita la visió per les mostres, però l‟aplicació es realitza en les imatges 
capturades. 
 
 
 
 
Fig. 7.2 Mostra emmercat  
 
 
 
 
Fig. 7.3 Mostra emmarcat dos objectes 
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7.2.1     Diagrama de flux 
 
El següent diagrama de flux (fig. 7.4) mostra el procediment realitzat per 
emmarcar els objectes d‟interès: 
 
 
 
 
Fig. 7.4 Diagrama de flux 
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7.3.      Diagrama del projecte 
 
 
 
 
Fig. 7.5 Diagrama de flux 
 
 
7.4.      Conclusions 
 
L‟usuari final a través d‟aquest últim sistema rep informació de quan localitzar 
un objecte d‟interès, quin recorregut realitzen i emmarcat a temps real dels 
objectes. Tota aquesta informació agilitza a l‟usuari l‟estudi de les espècies 
marines. 
 
Per altre banda, en els fitxer, el temps es mostra per número de fotograma. 
Això és degut a que es realitza el projecte a través de captures de vídeos ja 
digitalitzades. En captura real l‟objectiu seria emmagatzemar l‟hora i el dia real 
de la captura. 
 
Finalment aquest últim sistema no perjudica en absolut en el temps de 
processat entre fotograma i fotograma, el seu temps és inferior a 1 ms. 
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CAPÍTOL 8. Conclusions i treballs futurs 
 
 
En el procés d‟aprenentatge del projecte ha mostrat una certa dificultat sobretot 
inicialment. Des d‟un principi en l‟aprenentatge de les llibreries d‟OpenCV. 
Aquest estudi laboriós ha estat implementat en un principi amb el sistema 
operatiu de Windows XP i Visual Studio, on vist la quantitat de problemes es va 
decidir canviar a Linux (Ubuntu), on proporciona una millor estabilitat. Tot i que 
també requereix una adaptació al nou sistema operatiu.  
 
En relació en el projecte, es volia assolir la identificació de les espècies que 
apareixen amb major freqüència. Aquets objectius han estat assolits en la seva 
majoria. El programa és capaç d‟analitzar el vídeo d‟entrada, detectar i 
identificar els objectes d‟interès de manera ràpida i eficient, tenint en compte la 
gran quantitat de soroll proporcionada pel fons marí.  
 
Les decisions d‟implementar un sistema de sostracció de fons senzill i els 
algoritmes dissenyats per la millora de contorns, es tradueix en gran avanç en 
el projecte. Permeten uns contorns definits per el seu estudi posterior. Per altre 
banda la implementació del buffer i la decisió d‟enrederir de les imatges a 
temps real, en una quantitat de 10 fotogrames, permet un estudi dels objectes 
d‟interès abans de mostrar els resultats.  
 
Respecte a la identificació, en les proves realitzades mostra un gran encert en 
cada un dels contorns detectats. És a dir, la mostra de tres captures aleatòries 
de cada un dels objectes d‟interès respecta la resta de contorns detectats, a 
través de la comparació d‟histogrames aparenta ser un sistema fiable. Tot i així 
existeixen altres mètodes com trobar patrons o integrals projectives, no 
comprovats, que poden ser igual d‟eficients. 
 
Respecte a la utilització d‟aquest software a altres sistemes marins, els 
resultats poden ser variats. Depenent de la profunditat, si existeix llum solar o 
no, la varietat de l‟ecosistema, càmeres òptiques utilitzades, etc. L‟arquitectura i 
les tècniques empleades es poden reutilitzar, però caldria ajustar llindars, 
criteris de decisió i histogrames per les noves espècies d‟interès.    
 
En relació a treballs futurs, es planteja seguir les vies d‟identificació. Aquest 
sistema només implementa 3 objectes d‟interès. Amb certa facilitat es pot 
ampliar tant el nombre d‟objectes d‟interès com les mostres de cada un dels 
objectes. Obtenint així un gran base de dades més fiable per la identificació 
automàtica. 
 
Per altre banda, un part a millorar és la presentació a l‟usuari les dades 
capturades. Actualment les dades de localització i seguiment dels objectes es 
mostren en fitxers. Implementant un sistema visual de software on permeti a 
l‟usuari observar tant les captures en real i les dades d‟interès, pot facilitar a 
l‟usuari les seves tasques. 
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Annex A: Funcions i estructures OpenCV 
 
En aquest annex s‟explica de forma senzilla aquelles funcions i estructures que 
proporciona OpenCV i han estat utilitzades en el codi font. Només s‟inclouen 
aquelles les quals són molt recurrents o proporcionen gran informació en el 
treball.  
 
1.1. IplImage 
 
L‟estructura de representació de las imatges és IplImage, que és utilitzada per 
IPL (Intel Image Processing Library). Aquesta estructura disposa de molts 
camps, de les quals són heretades d‟IPL i no s`utilitzen en OpenCV.  
 
typedef struct _IplImage 
{ 
int nSize; 
int nChannels; 
int width; 
int height; 
int depth; 
int dataOrder; 
int origin; 
char *imageData; 
int widthStep; 
struct _IplROI *roi; 
char *imageDataOrigin; 
int align; 
struct _IplImage *maskROI; 
void *imageId; 
struct _IplTileInfo *tileInfo; 
} 
 
Els camps són explicats en els següents punts: 
 
 nSize: sizeof (IplImage). 
 
 nChannels: número de canals. Les últimes versions d‟OpenCV suporten 
1, 2, 3 ó 4 canals. 
 
 width: ample de la imatge (en píxels). 
 
 height: altura de la imatge (en píxels). 
 
 depth: profunditat del píxel en bits: 
 
IPL_DEPTH_8U – Enter de 8 bits sense signo. 
IPL_DEPTH_8S – Enter de 8 bits amb signo. 
IPL_DEPTH_16S – Enter de 16 bits amb signo. 
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IPL_DEPTH_32S – Enter de 32 bits amb signo. 
IPL_DEPTH_32F – Real de precisió simple (32 bits). 
IPL_DEPTH_64F – Real de precisió doble (64 bits). 
 
 dataOrder: ordre dels canals. Pot tenir dos valors: 
 
0 _ Entrellaçat de píxels. 
1 _ Per canals (píxels separats). 
 
 origin: origen. Indica on comença la imatge, pot ser: origin = 0 _ Top-left: 
El píxel i(0,0) és la cantonada superior esquerra. És la més habitual. 
origin = 1 _ Bottom-left: El píxel i(0,0) és la cantonada inferior esquerra.  
 
 imageData: punter als píxels de la imatge. 
 
 widthStep: dimensions de la fila de dades de la imatge en bytes (entre 
una fila i la següent hi ha widthStep bytes). Al final de la fila poden 
sobrar alguns bytes amb el propòsit d‟alinear les files. 
 
 roi: imagte ROI (zona d‟interès). Quan no és nul (NULL), especifica la 
regió de la imagte que va a ser processada. 
 
 imageDataOrigin: punter l‟origen de les dades de la imatge. 
 
 align: alineament de les dades de la imatge. Poden ser de 4 o 8 bytes. 
 
 maskROI: ha ser nul en OpenCV. 
 
 imageId: ha ser nul en OpenCV. 
 
 tileInfo: ha ser nul en OpenCV. 
 
1.2. CvPoint 
 
Coordenades d‟un punt (un píxel) en una imatge. La numeració de files i 
columnes comença en cero. 
 
typedef struct CvPoint 
{ 
int x; 
int y; 
} 
 
Els camps són explicats en els següents punts: 
 
 x: coordenada x. 
 y: coordenada y. 
 
52                                                                                      Sistema de processat d‟imatges per observatoris oceanogràfics 
 
1.3. CvSize 
 
Expressa les dimensions d‟una regió rectangular, en píxels. 
 
typedef struct CvSize 
{ 
int width; 
int height; 
} 
 
1.4. cvCreateImage 
 
IplImage* cvCreateImage (CvSize size, int depth, int channels) 
 
Crea una imatge, formant una capçalera i la localització de les seves dades. Es 
produeix un punter a l‟estructura IplImage de la imatge creada. Els camps són 
explicats en els següents punts: 
 
 size: dimensions de la imatge. 
 
 depth: profunditat del píxel en bits: 
 
IPL_DEPTH_8U – Enter de 8 bits sense signo. 
IPL_DEPTH_8S – Enter de 8 bits amb signo. 
IPL_DEPTH_16S – Enter de 16 bits amb signo. 
IPL_DEPTH_32S – Enter de 32 bits amb signo. 
IPL_DEPTH_32F – Real de precisió simple (32 bits). 
IPL_DEPTH_64F – Real de precisió doble (64 bits). 
 
 channels: número de canals. Pot ser 1, 2, 3 ó 4. 
 
1.5. cvCloneImage 
 
IplImage* cvCloneImage (const IplImage* image) 
 
Realitza una copia exacte de la imatge d‟entrada. Emmagatzema la nova 
imatge en l‟estructura d‟IpIlmage de sortida.  
 
1.6. CvMemStorage 
 
CvMemStorage crea una estructura estàtica global necessària per 
emmagatzemar estructures de dades que creixen dinàmicament com 
seqüències, contorns, etc. 
 
typedef struct CvMemStorage 
{ 
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struct CvMemBlock* bottom; 
struct CvMemBlock* top; 
struct CvMemStorage* parent; 
int block_size; 
int free_space; 
} 
 
Els camps són explicats en els següents punts: 
 
 bottom: punter al primer bloc de la memòria. 
 
 top: inici de la pila. 
 
 parent: situació dels nous blocs. 
 
 block_size: dimensions del bloc. 
 
 free_space: espai lliure en bytes en el bloc apuntat per top. 
 
1.7. cvCreateMemStorage 
 
CvMemStorage* cvCreateMemStorage (int block_size = 0) 
 
Crea una zona d‟emmagatzement en memòria, inicialment buida. Tots els 
camps de l‟estructura creada, excepte block_size, són posats a zero. Retorna 
un punter a l‟estructura d‟emmagatzement creada. 
 
Els camps són explicats en els següents punts: 
 
 bloq_size: dimensions dels blocs que formen l‟estructura 
d‟emmagatzement en bytes. Si és zero, els blocs prenen la dimensió per 
defecte (64K). 
 
1.8. CvSeq 
 
L‟estructura CvSeq és la base per totes les estructures dinàmiques d‟OpenCV. 
Disposa d‟una macro que facilita l‟extensió de l‟estructura amb paràmetres 
(seqüències) addicionals definides pel programador. 
 
typedef struct CvSeq 
{ 
CV_SEQUENCE_FIELDS() 
} 
 
#define CV_SEQUENCE_FIELDS() 
 
int flags; 
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int header_size; 
struct CvSeq* h_prev; 
struct CvSeq* h_next; 
struct CvSeq* v_prev; 
struct CvSeq* v_next; 
int total; 
int elem_size; 
char* block_max; 
char* ptr; 
int delta_elems; 
CvMemStorage* storage; 
CvSeqBlock* free_blocks; 
CvSeqBlock* first; 
 
Els camps són explicats en els següents punts: 
 
 flags: conté diferents flags. Si la seqüència és del tipus dense, en els 
seus 16 bits més alts conté el camp CV_SEQ_MAGIC_VAL, sí és 
sparse, aquest camp serà el CV_SET_MAGIC_VAL. Els bits més baixos, 
reverenciats per CV_SEQ_ELTYPE_BITS contenen la ID del tipus 
d‟element. 
 
 header_size: dimensions de la capçalera.  
 
 h_prev: seqüència prèvia. 
 
 h_next: següent seqüència. 
 
 v_prev: segona seqüència prèvia. 
 
 v_next: segona seqüència posterior. 
 
 total: conté el número total d‟elements en una seqüència del tipus dense, 
i el número de nodes assignats en una seqüència del tipus sparse. 
 
 elem_size: dimensions dels elements de la seqüència en bytes. 
 
 block_max: cota superior de l‟últim bloc. 
 
 ptr: punter a l‟element actual. 
 
 delta_elems: número d‟elements reservats quant la seqüència creix. 
 
 storage: estructura d‟emmagatzement de la seqüència. 
 
 free_blocks: llista de blocs buits. 
 
 first: punter al primer bloc de la seqüència. 
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1.9. cvZero 
 
cvSetZero (CvArr* arr) 
 
Buida o inicialitza a cero una matriu. S‟utilitza també per inicialitzar una imatge 
a cero(color negre). 
 
1.10. cvGetSize 
 
CvSize cvGetSize (const CvArr* arr) 
 
Es necessita introduir la matriu o imatge de la qual es retornarà les seves 
dimensions. 
1.11. cvFindContours 
 
int cvFindContours (CvArr* image, CvMemStorage* storage, CvSeq** 
first_contour, int header_size = sizeof(CvContour), int mode = 
CV_RETR_LIST, int method = CV_CHAIN_APPROX_SIMPLE, CvPoint 
offset = cvPoint(0,0) ) 
 
Troba els contorns d‟una imatge binaria i retorna el número de contorns. Si es 
detecten contorns, first_contour contindrà un punter al primer contorn exterior 
trobat. Els següents contorns es localitzen mitjançant h_next y v_next. 
 
Els camps són explicats en els següents punts: 
 
 image: Imatge font de 8 bits. 
 
 storage: On es emmagatzemen els contorns localitzats. 
 
 first_contour: Paràmetre de sortida que contindrà el punter al primer 
contorn exterior. Serà nul sinó es detecta contorns. 
 
 header_size: Dimensions de la capçalera de la seqüència.  
 
 mode: Mètode d‟obtenció dels contorns. Existeixen varius tipus: 
 
CV_RETR_EXTERNAL: Recupera només el contorno exterior de la 
imatge. 
 
CV_RETR_LIST: Recupera tots els contorns i els col·loca en la llista. 
 
CV_RETR_CCOMP: Recupera tots los contorns i els organitza en una 
jerarquia de dos nivells. El nivell superior estarà format pels límits 
externs i l‟inferior pels interns. 
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CV_RETR_TREE: Recupera tots els contorns y reconstrueix la jerarquia 
completa. 
 
 method: Mètode d‟aproximació per tots els modes excepte para el 
CV_RETR_RUNS, que utilitza un sistema propi d‟aproximació: 
 
CV_CHAIN_CODE: Contorns exteriors mitjançant el codi de cadena de 
Freeman. 
 
CV_CHAIN_APPROX_NONE: Tradueix totes les parts del codi de 
cadena a punts. 
 
CV_CHAIN_APPROX_SIMPLE: Comprimeix els segments horitzontals, 
verticals i diagonals deixant només els punts finals. 
 
CV_CHAIN_APPROX_TC89_L1: Primera versió del algoritme 
d‟aproximació Teh-Chin. 
 
CV_CHAIN_APPROX_TC89_KCOS: Segona versió del algoritme Teh-
Chin. 
 
CV_LINK_RUNS: Només pot ser utilitzat amb mode = CV_RETR_LIST. 
Utilitza un mètode d‟enllaços de segments horitzontals de 1‟s. 
 
 offset: Desplaçament a partir del qual es treuen tots els punts del 
contorn. 
 
1.12. cvContourArea 
 
cvContourArea (const CvArr* contour, CvSlice slice = CV_WHOLE_SEQ) 
 
Calcula la àrea del contorn desitjat. Es necessita introduir el contorn la qual 
volem calcular la seva àrea i punts inicials i finals de la secció del contorn 
d‟interès. Per defecte es calcula tota la regió del contorn. L‟orientació del 
contorn pot fer que la funció retorni un resultat negatiu.  
 
1.13. cvDrawContours 
 
cvDrawContours (CvArr* img, CvSeq* contour, CvScalar external_color, 
CvScalar hole_color, int max_level, int thickness = 1, int line_type =8) 
 
Aquesta funció permet dibuixar els contorns adquirits en una imatge. 
 
Els camps són explicats en els següents punts: 
 
 img: imatge de la que es dibuixaran els contorns. 
 
Annex A   57 
 contour: punter al primer contorn. 
 
 external_color: color de los contorns exteriors. 
 
 hole_color: color dels contorns interiors. 
 
 max_level: nivell màxim per dibuixar contorns. Si és 0, només contour 
serà dibuixat. Si es 1, contour i tots els contorns del nivell 1 seran 
dibuixats, etc. Si tenen un valor negatiu, la funció dibuixarà el contorn de 
nivell 0 i els de nivell abs(max_level)-1. 
 
 thickness: Grossor de les línees que dibuixaran els contorns. Si és 
negatiu (por exemple CV_FILLED), es dibuixaran els contorns interiors 
(àrea delimitada pels contorns exteriors). 
 
 line_type: tipus de línea: 
 
line_type = 8 _ línea unida de 8 punts. 
line_type = 0 _ línea unida de 8 punts. 
line_type = 4 _ línea unida de 4 punts. 
line_type = CV_AA _ línea de tipus antialiased. 
 
1.14. cvNamedWindow 
 
cvNamedWindow( "Name Window", CV_WINDOW_AUTOSIZE ); 
 
Aquesta funció crea una finestra gràfica. On introduïm el nom de la finestra i les 
dimensions de la finestra. Per ajustar les dimensions de la finestra s‟utilitza 
CV_WINDOW_AUTOSIZE, o simplement un 1. 
 
1.15. cvShowImage 
 
cvShowImage( "Name Window", Name Image ) 
 
Aquesta funció dibuixa la imatge indicada a la finestra corresponent. Els 
paràmetres a introduir són el nom de la finestra on es dibuixarà i la imatge que 
es vol dibuixar. 
 
1.16. cvDestroyWindows 
 
cvDestroyWindow( "Name" ); 
 
Aquesta funció elimina la finestra gràfica que ha sigut creade amb el nom 
adquirit. 
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1.17. cvReleaseImage 
 
cvReleaseImage( &name ) 
 
Aquesta funció s‟encarrega d‟alliberar l‟espai de memòria que ha sigut 
assignada a una estructura CvArr*. El paràmetre a introduir és el nom de la 
imatge a destruir. 
 
1.18. cvCaptureFromFile 
 
CvCapture* cvCaptureFromFile( const char* filename ) 
 
Aquest funció permet comença una captura d‟un vídeo des d‟un fitxer 
(filename). 
 
1.19. cvQueryFrame 
 
IplImage* cvQueryFrame( CvCapture* capture ) 
 
Aquesta funció obté el següent fotograma d‟una estructura CvCapture, el 
descodifica i el retorna sense compressió com a estructura IplImage. 
 
1.20. cvReleaseCapture 
 
cvReleaseCapture( CvCapture** capture ) 
 
Allibera una captura que ja no és necessària. 
 
1.21. cvWaitKey 
 
cvWaitKey( int delay=0 ) 
 
Introdueix una pausa de delay en mil·lisegons en l‟execució del programa.  
 
1.22. cvCvtColor 
 
cvCvtColor( const CvArr* src, CvArr* dst, int code ); 
 
Fa conversions d‟espais de color. Pot ser utilitzada per canviar a RGB a HSV, 
la inversa, a escala de grisos, etc. 
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1.23. cvRectangle 
 
cvRectangle( CvArr* img, CvPoint pt1, CvPoint pt2, CvScalar color, int 
thickness, int line_type, int shift ) 
 
Dibuixa un rectangle des del pt1 a pt2. On els dos punts formes la diagonal del 
rectangle 
 
1.24. cvSplit 
 
cvSplit (const CvArr* src, CvArr* dst0, CvArr* dst1, CvArr 
dst2, CvArr* dst3) 
 
Aquesta funció divideix una imatge multicanal en imatges per cada un dels 
canals, fina a un màxim de 4 canals. 
1.25. cvCreateHist 
 
CvHistogram* cvCreateHist( int dims, int* sizes, int type, float** ranges = 
NULL , int uniform=1) 
 
La funció crea un histograma de la mida especificada i retorna un  
punter a l‟histograma creat.   
1.26. cvCalcHist 
 
cvCalcHist(IplImage** image, CvHistogram* hist, int accumulate = 0, 
const CvArr* mask = NULL) 
 
Aquesta funció calcula l‟histograma d‟un canal o més d‟un canal d‟una imatge. 
1.27. cvCompareHist 
cvCompareHist(const CvHistogram* hist1,const CvHistogram* hist2, 
int method) 
 
Aquesta funció permet comparar dos histogrames amb els següents mètodes. 
 
 CV_COMP_CORREL Correlació 
 CV_COMP_CHISQR Chi-Square 
 CV_COMP_INTERSECT Intersecció 
 CV_COMP_BHATTACHARYYA  Distancia Bhattacharyya 
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Annex B: Taules detecció 
 
La següent taula Annex.B.1 mostra el resultat de comparatiu entre dos 
histogrames. L‟ombrejat verd indica el resultat guanyador i si es tracte d‟un 
resultat correcte. Es realitza la captura a l‟atzar d‟un objecte d‟interès respecte 
la resta de mostres d‟objectes d‟interès mitjançant la correlació. El punt màxim 
de la correlació és 1. 
 
Taula AnnexB.1. Taula correlació 
 
 
 Mostra 
Peix 1 
Mostra 
Peix 2 
Mostra 
Peix 3 
Mostra 
Cranc 
1 
Mostra 
Cranc 
2 
Mostra 
Cranc 
3 
Mostra 
Cargol 
1 
Mostra 
Cargol 
2 
Mostra 
Cargol 
3 
Mostra 
Taca 1 
Mostra 
Taca 2 
Resultat 
final 
Captura 
Peix 
0,90008 0,86015 0,84302 0,05229 0,29691 0,62444 0,11810 0,81552 0,91268 0,95123 0,97041 Incorrecte 
Captura 
Peix 
0,97087 0,96703 0,96655 0,05999 0,17743 0,51982 0,09860 0,62009 0,75058 0,89244 0,92377 Correcte 
Captura 
Peix 
0,89480 0,90580 0,90226 0,04425 0,10735 0,46470 0,14371 0,51401 0,63211 0,79118 0,82684 Correcte 
Captura 
Peix 
0,95577 0,94577 0,93564 0,08426 0,23466 0,60131 0,17349 0,70595 0,80334 0,92141 0,93117 Correcte 
Captura 
Peix 
0,91160 0,89013 0,88590 0,05769 0,21732 0,56354 0,12582 0,68038 0,79034 0,89143 0,93296 Incorrecte 
Captura 
Cranc 
0,42336 0,42037 0,42340 0,89076 0,81143 0,77318 0,81546 0,51151 0,27918 0,35081 0,36512 Correcte 
Captura 
Cranc 
0,05586 0,04648 0,05297 0,95641 0,83040 0,70209 0,87431 0,34590 0,01870 0,04808 0,03365 Correcte 
Captura 
Cranc 
0,11587 0,08205 0,06847 0,95133 0,98173 0,71054 0,69103 0,51880 0,24868 0,17877 0,17897 Correcte 
Captura 
Cranc 
0,18837 0,14441 0,11979 0,89956 0,96549 0,78049 0,69367 0,63825 0,37973 0,26220 0,28070 Correcte 
Captura 
Cranc 
0,41534 0,35264 0,30609 0,62670 0,83896 0,75621 0,56356 0,85658 0,69910 0,49934 0,55777 Incorrecte 
Captura 
Cargol 
0,17572 0,13878 0,13428 0,84475 0,79162 0,87341 0,93851 0,58514 0,25305 0,23840 0,21159 Correcte 
Captura 
Cargol 
0,52371 0,43332 0,39822 0,40505 0,67675 0,86995 
 
0,52075 0,97559 0,84483 0,72546 0,69352 
 
Correcte 
Captura 
Cargol 
0,11610 0,07576 0,06875 0,68969 0,63625 0,78671 0,98411 0,54157 0,20845 0,17929 0,15457 Correcte 
Captura 
Cargol 
0,58486 0,50078 0,47444 0,37208 0,59671 0,88909 0,58552 0,94731 0,81742 0,76280 0,71363 Correcte 
Captura 
Cargol 
0,78622 0,72324 0,68014 0,04462 0,36432 0,59563 0,10697 0,90759 0,98837 0,86585 0,90582 Correcte 
Captura 
Taca 
0,42159 0,34006 0,32855 0,01394 0,24743 0,43893 0,04616 0,57913 0,62449 0,57905 0,57374 Incorrecte 
Captura 
Taca 
0,39211 0,33067 
 
0,32993 0,00403 0,16199 0,33834 0,02051 0,42761 0,48726 0,48026 0,50994 Correcte 
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La següent taula Annex.B.2 mostra el resultat de comparatiu entre dos 
histogrames. L‟ombrejat verd indica el resultat guanyador i si es tracte d‟un 
resultat correcte. Es realitza la captura a l‟atzar d‟un objecte d‟interès respecte 
la resta de mostres d‟objectes d‟interès mitjançant la Chi-Square. El punt 
màxim del mètode és 0. 
 
Taula AnnexB.2. Taula Chi-Square 
 
 
 Mostra 
Peix 1 
Mostra 
Peix 2 
Mostra 
Peix 3 
Mostra 
Cranc 
1 
Mostra 
Cranc 
2 
Mostra 
Cranc 
3 
Mostra 
Cargol 
1 
Mostra 
Cargol 
2 
Mostra 
Cargol 
3 
Mostra 
Taca 1 
Mostra 
Taca 2 
Resultat 
final 
Captura 
Peix 
0,45805 0,44376 0,42728 1,60422 1,52003 1,05533 1,44615 1,02159 0,83716 0,70713 0,56645 Correcte 
Captura 
Peix 
0,42344 0,40849 0,44036 1,53000 1,25094 0,84672 1,35711  0,65622 0,57177 0,58672 0,38002 Incorrecte 
Captura 
Peix 
0,17738 0,16318 0,23285 1,68422 1,30132 1,30132 1,55978 0,62961 0,31327 0,24280 0,21560 Correcte 
Captura 
Peix 
0,11171 0,21448 0,27987 1,59808 1,20672 0,78390 1,46461 0,48226 0,17464 0,19712 0,17752 Correcte 
Captura 
Peix 
0,08229 0,11881 0,18077 1,61930 1,29578 0,82791 
 
1,47898 0,59152 0,29313 0,21247 0,16456 Correcte 
Captura 
Cranc 
1,41048 1,45520 1,49658 0,16093 0,15275 0,40369 
 
0,20917 0,60121 1,37942 1,48412 1,42915 Correcte 
Captura 
Cranc 
1,76400 1,80443 1,80834 0,08903 0,39292 0,58969 0,32553 0,98849 1,82720 1,82057 1,82268 Correcte 
Captura 
Cranc 
1,52205 1,57283 1,57642 0,11118 0,34666 0,41285 0,23989 0,78366 1,58932 1,56969 1,58202 Correcte 
Captura 
Cranc 
1,34029 1,39845 1,49569 0,33140 0,05939 0,59444 0,56466 0,52244 1,10927 1,44050 1,24989 Correcte 
Captura 
Cranc 
1,25461 1,32527 1,43053 0,34527 0,17603 0,44992 0,39022 0,39471 1,05461 1,37879 1,17561 Correcte 
Captura 
Cargol 
1,22529 1,30097 1,35902 0,37253 0,34858 0,18156 0,13155 0,37505 1,14680 1,27725 1,21582 Correcte 
Captura 
Cargol 
0,99953 1,12211 1,20348 0,76218 0,48700 0,25576 0,40571 0,16716 0,76267 0,96341 0,91293 Correcte 
Captura 
Cargol 
1,85484 
 
1,87573 1,88761 0,61877 0,86279 0,71357 0,16580 1,04117 1,88787 1,92874 
 
1,90762 Correcte 
Captura 
Cargol 
0,90747 1,02269 1,09862 0,85420 0,56482 0,27490 0,45616 0,14419 0,66823 0,86950 0,82702 Correcte 
Captura 
Cargol 
0,71288 0,83951 0,94636 0,93847 0,60616 0,32865 0,70044 0,02990 0,39443 0,71980 0,59427 Correcte 
Captura 
Taca 
0,92151 1,02601 0,97294 1,71165 1,49419 1,15739 1,67743 1,11478 0,92154 0,86694 0,67727 Correcte 
Captura 
Taca 
0,73961 0,89309 0,92274 1,73781 1,25626 
  
0,92480 1,61637 0,62291 
 
0,39914 0,38215 0,57773 Correcte 
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La següent taula Annex.B.3 mostra el resultat de comparatiu entre dos 
histogrames. L‟ombrejat verd indica el resultat guanyador i si es tracte d‟un 
resultat correcte. Es realitza la captura a l‟atzar d‟un objecte d‟interès respecte 
la resta de mostres d‟objectes d‟interès mitjançant la intersecció. El punt 
màxim del mètode és 1. 
 
Taula AnnexB.3. Taula intersecció 
 
 
 Mostra 
Peix 1 
Mostra 
Peix 2 
Mostra 
Peix 3 
Mostra 
Cranc 
1 
Mostra 
Cranc 
2 
Mostra 
Cranc 
3 
Mostra 
Cargol 
1 
Mostra 
Cargol 
2 
Mostra 
Cargol 
3 
Mostra 
Taca 1 
Mostra 
Taca 2 
Resultat 
final 
Captura 
Peix 
0,75006 0,76599 0,76187 0,12236 0,24112 0,41182 0,16164 
 
0,42774 
 
0,50950 0,67814 0,72817 Correcte 
Captura 
Peix 
0,53184 0,58292 0,57394 0,13219 0,15472 0,33894 0,18204 0,29891 0,37795 0,45442 0,55745 Correcte 
Captura 
Peix 
0,63905 0,67750 0,64736 0,09982 0,25209 0,39475 0,14352 0,41110 
 
0,53359 
 
0,53375 0,64089 Correcte 
Captura 
Peix 
0,71551 0,67037 0,64415 0,12078 0,26113 0,46621 0,15810 0,56339 0,65798 0,62100 0,76148 Incorrecte 
Captura 
Peix 
0,61941 0,57903 0,53784 0,11244 0,27379 0,45982 0,14254 0,50388 0,58498 0,51917 0,68043 Incorrecte 
Captura 
Cranc 
0,12575 0,11426 0,11280 0,80525 0,75559 0,65447 0,73960 0,40679 0,10963 0,20364 0,12953 Correcte 
Captura 
Cranc 
0,06348 0,05199 0,05053 0,86596 0,67716 0,57754 0,65929 0,34351 0,04736 0,08792 0,13235 Correcte 
Captura 
Cranc 
0,24542 0,23394 0,23247 0,83719 0,78542 0,71729 0,65422 0,52545 0,22931 0,25234 0,30541 Correcte 
Captura 
Cranc 
0,24556 0,22924 0,18717 0,76958 0,89157 0,56599 0,55233 0,51135 0,25573 0,17675 0,25071 Correcte 
Captura 
Cranc 
0,31583 0,30435 0,29671 0,69421 0,73315 0,79378 0,72532 0,59123 0,29972 0,28630 0,31542 Correcte 
Captura 
Cargol 
0,24461 0,23395 0,20505 0,72421 0,73251 0,67485 0,66570 0,49273 0,22932 0,19464 0,29371 Incorrecte 
Captura 
Cargol 
0,33585 0,32735 0,32589 0,57689 0,59264 0,77969 0,78143 0,60097 0,31830 
 
0,31286 0,30510 Correcte 
Captura 
Cargol 
0,41917 0,34312 0,30532 0,45151 0,55147 0,74114 0,59767 0,81270 0,51656 0,42191 0,51461 Correcte 
Captura 
Cargol 
0,47097 0,39234 0,35235 0,43989 0,51803 
 
0,74882 0,57116 0,85527 0,55978 0,44197 0,55397 Correcte 
Captura 
Cargol 
0,60839 0,53974 0,50122 0,08814 0,26145 0,44802 0,14250 0,70284 0,89177 0,64718 0,72486 Correcte 
Captura 
Taca 
0,15164 0,14160 0,15686 0,07301 0,09919 0,12324 0,09190 0,11428 0,13322 0,12943 0,22883 Correcte 
Captura 
Taca 
0,52220 0,46435 0,46643 0,08666 0,19137 0,41935 0,09583 0,49898 0,67689 0,73960 0,60083 Correcte 
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Annex C: Codi font sostracció de fons “Codebook” 
 
//........................................................................................LLIBRERIES................................................................................
#include <cv.h> 
#include <cxcore.h> 
#include <highgui.h> 
#include <iostream> 
#include <stdio.h> 
#include <cxmisc.h> 
#include <fstream> 
#include <cvaux.h> 
#include <stdlib.h> 
#include <ctype.h> 
#include <sys/time.h> 
#include <time.h> 
 
using namespace std; 
 
//VARIABLES for CODEBOOK METHOD: 
CvBGCodeBookModel* model1 = 0; 
CvBGCodeBookModel* model2 = 0; 
CvBGCodeBookModel* model3 = 0; 
const int NCHANNELS = 3; 
bool ch[NCHANNELS]={true,true,true}; // This sets what channels should be adjusted for background bounds 
 
void help(void) 
{ 
    printf("\nLearn background and find foreground using simple average and average difference learning method:\n" 
        "\nUSAGE:\nbgfg_codebook [--nframes=300] [movie filename, else from camera]\n" 
        "***Keep the focus on the video windows, NOT the consol***\n\n" 
        "INTERACTIVE PARAMETERS:\n" 
        "\tESC,q,Q  - quit the program\n" 
        "\th - print this help\n" 
        "\tp - pause toggle\n" 
        "\ts - single step\n" 
        "\tr - run mode (single step off)\n" 
        "=== AVG PARAMS ===\n" 
        "\t-    - bump high threshold UP by 0.25\n" 
        "\t=    - bump high threshold DOWN by 0.25\n" 
        "\t[    - bump low threshold UP by 0.25\n" 
        "\t]    - bump low threshold DOWN by 0.25\n" 
        "=== CODEBOOK PARAMS ===\n" 
        "\ty,u,v- only adjust channel 0(y) or 1(u) or 2(v) respectively\n" 
        "\ta - adjust all 3 channels at once\n" 
        "\tb - adjust both 2 and 3 at once\n" 
        "\ti,o - bump upper threshold up,down by 1\n" 
        "\tk,l - bump lower threshold up,down by 1\n" 
        "\tSPACE - reset the model\n" 
        ); 
} 
 
// 
//USAGE:  ch9_background startFrameCollection# endFrameCollection# [movie filename, else from camera] 
//If from AVI, then optionally add HighAvg, LowAvg, HighCB_Y LowCB_Y HighCB_U LowCB_U HighCB_V LowCB_V 
// 
 
int main(int argc, char** argv) 
{ 
     const char* filename = 0; 
     IplImage* rawImage = 0, *yuvImage = 0; //yuvImage is for codebook method 
     IplImage *ImaskCodeBook1 = 0,*ImaskCodeBook2 = 0, *ImaskCodeBook3 = 0; 
 IplImage* Filtre = cvLoadImage( "Filtre.jpg" ); 
 IplImage* frame, *Dilatacio, *Out ; 
     CvCapture* capture = 0; 
 
     int c, n, nframes = 0; 
     int nframesToLearnBG = 50; 
 int control = 0; 
 int fin = 100; 
 
 //-------------------------------------------------- Creació de les estrucutres model 
     model1 = cvCreateBGCodeBookModel(); 
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 model2 = cvCreateBGCodeBookModel(); 
 model3 = cvCreateBGCodeBookModel();  
     
    //Set color thresholds to default values --> Model 1 
    model1->modMin[0] = 3; 
     model1->modMin[1] = model1->modMin[2] = 3; 
     model1->modMax[0] = 10; 
     model1->modMax[1] = model1->modMax[2] = 10; 
     model1->cbBounds[0] = model1->cbBounds[1] = model1->cbBounds[2] = 10; 
 
    //Set color thresholds to default values --> Model 2 
    model2->modMin[0] = 3; 
     model2->modMin[1] = model2->modMin[2] = 3; 
     model2->modMax[0] = 10; 
     model2->modMax[1] = model2->modMax[2] = 10; 
     model2->cbBounds[0] = model2->cbBounds[1] = model2->cbBounds[2] = 10; 
 
    //Set color thresholds to default values --> Model 3 
    model3->modMin[0] = 3; 
     model3->modMin[1] = model3->modMin[2] = 3; 
     model3->modMax[0] = 10; 
     model3->modMax[1] = model3->modMax[2] = 10; 
     model3->cbBounds[0] = model3->cbBounds[1] = model3->cbBounds[2] = 10; 
 
     bool pause = false; 
     bool singlestep = false; 
 bool inici = false; 
 int num = 0; 
 
     capture = cvCreateFileCapture( "Project" ); 
 
     if( !capture ) 
     { 
         printf( "Can not initialize video capturing\n\n" ); 
         help(); 
         return -1; 
     } 
 
     //-----------------------------------------------------------MAIN PROCESSING LOOP: 
     for(;;) 
 { 
         if( !pause ) 
         { 
              rawImage = cvQueryFrame( capture ); 
   frame = cvCloneImage ( rawImage ); 
 
              ++nframes; 
   num++; 
 
              if(!rawImage) 
   {  
    break; 
   } 
         } 
 
  CvSize sz = cvGetSize( frame ); 
 
  Out = cvCreateImage( sz, IPL_DEPTH_8U, 3 ); 
  Dilatacio = cvCreateImage( sz, IPL_DEPTH_8U, 1 ); 
 
  printf( "frames: %d\n", nframes ); 
 
         if( singlestep ) 
  { 
             pause = true; 
  } 
 
  cvSub(rawImage, Filtre, rawImage); 
         
         //First time: 
         if( nframes == 1 && rawImage && inici == false ) 
         { 
      // CODEBOOK METHOD ALLOCATION 
       yuvImage = cvCloneImage(rawImage); 
       ImaskCodeBook1 = cvCreateImage( cvGetSize(rawImage), IPL_DEPTH_8U, 1 ); 
   ImaskCodeBook2 = cvCreateImage( cvGetSize(rawImage), IPL_DEPTH_8U, 1 ); 
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   ImaskCodeBook3 = cvCreateImage( cvGetSize(rawImage), IPL_DEPTH_8U, 1 ); 
       cvSet(ImaskCodeBook1,cvScalar(255)); 
   cvSet(ImaskCodeBook2,cvScalar(255)); 
   cvSet(ImaskCodeBook3,cvScalar(255)); 
       
       cvNamedWindow( "Raw", 1 ); 
       cvNamedWindow( "ForegroundCodeBook",1); 
 
  } 
 
  // If we've got an rawImage and are good to go:                 
  if( rawImage ) 
  { 
       cvCvtColor( rawImage, yuvImage, CV_BGR2YCrCb ); 
 
   // Primer recorregut del model. Només es recorra la primera vegada! 
   if( control == 0 && inici == false ) 
   { 
    //Creació del model de fons 
        if( !pause && nframes < nframesToLearnBG  ) 
    { 
            cvBGCodeBookUpdate( model1, yuvImage ); 
     cvBGCodeBookUpdate( model2, yuvImage ); 
    } 
 
        if( nframes == nframesToLearnBG  ) 
    { 
            cvBGCodeBookClearStale( model1, model1->t/2 ); 
     cvBGCodeBookUpdate( model2, yuvImage ); 
    } 
       
        if( nframes >= nframesToLearnBG  ) 
        { 
            // Bg --> Inici del background 
            cvBGCodeBookDiff( model1, yuvImage, ImaskCodeBook1 ); 
 
     if( nframes <= fin ) 
     { 
      //Creació del nou model 
      cvBGCodeBookUpdate( model2, yuvImage ); 
      cvBGCodeBookUpdate( model3, yuvImage ); 
 
      if(nframes == fin ) 
      { 
       cvBGCodeBookClearStale( model2,  
 model2->t/2 ); 
       control = 1; 
       nframes = 1; 
       cvBGCodeBookClearStale( model1, 0 ); 
      } 
     }      
 
        } 
 
        //Display 
        cvShowImage( "Raw", frame ); 
        cvShowImage( "ForegroundCodeBook",ImaskCodeBook1); 
 
   } 
    
   // -----------------------------------------------------------Recorregut del model número 1. 
   if( control == 0 && inici == true ) 
   { 
           cvBGCodeBookDiff( model1, yuvImage, ImaskCodeBook1 ); 
 
        cvShowImage( "Raw", frame ); 
        cvShowImage( "ForegroundCodeBook",ImaskCodeBook1); 
 
    if( nframes <= fin ) 
    { 
     //Creació del nou model 
     cvBGCodeBookUpdate( model3, yuvImage ); 
 
     if(nframes == fin ) 
     { 
      cvBGCodeBookClearStale( model2, model2->t/2 ); 
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      control = 2; 
      nframes = 1; 
      cvBGCodeBookClearStale( model1, 0 ); 
     } 
    } 
   } 
 
   // -----------------------------------------------------------Recorregut del model número 2. 
   if( control == 1 ) 
   { 
           cvBGCodeBookDiff( model2, yuvImage, ImaskCodeBook2 ); 
 
        cvShowImage( "Raw", frame ); 
        cvShowImage( "ForegroundCodeBook",ImaskCodeBook2); 
 
 
    if( nframes <= fin ) 
    { 
     //Creació del nou model 
     cvBGCodeBookUpdate( model3, yuvImage ); 
     cvBGCodeBookUpdate( model1, yuvImage ); 
 
     if(nframes == fin ) 
     { 
      cvBGCodeBookClearStale( model3, model3->t/2 ); 
      control = 2; 
      nframes = 1; 
      cvBGCodeBookClearStale( model2, 0 ); 
      inici = true; 
     } 
    } 
   } 
 
   // -----------------------------------------------------------Recorregut del model número 3. 
   if( control == 2 ) 
   { 
           cvBGCodeBookDiff( model3, yuvImage, ImaskCodeBook3 ); 
 
    if( nframes <= fin ) 
    { 
     //Creació del nou model 
     cvBGCodeBookUpdate( model1, yuvImage ); 
     cvBGCodeBookUpdate( model2, yuvImage ); 
 
     if(nframes == fin ) 
     { 
      cvBGCodeBookClearStale( model1, model1->t/2 ); 
      control = 0; 
      nframes = 1; 
      cvBGCodeBookClearStale( model3, 0 ); 
     } 
    } 
   } 
 
  } 
 
 
 
  if(num > 400 && num < 450) 
  { 
   if ((num % 5) == 0) 
   { 
    cvWaitKey(0); 
   } 
  } 
 
  if(num > 630 && num < 740) 
  { 
   if ((num % 5) == 0) 
   { 
    cvWaitKey(0); 
   } 
  } 
 
  if(num > 1640 && num < 1900) 
  { 
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   if ((num % 5) == 0) 
   { 
    cvWaitKey(0); 
   } 
  } 
 
 
         // User input: 
          c = cvWaitKey(10)&0xFF; 
         c = tolower(c); 
          
  // End processing on ESC, q or Q 
         if(c == 27 || c == 'q') 
              break; 
          
  //Else check for user input 
         switch( c ) 
         { 
         case 'h': 
              help(); 
              break; 
         case 'p': 
              pause = !pause; 
              break; 
         case 's': 
              singlestep = !singlestep; 
              pause = false; 
              break; 
         case 'r': 
              pause = false; 
              singlestep = false; 
              break; 
         case ' ': 
              cvBGCodeBookClearStale( model1, 0 ); 
              nframes = 0; 
              break; 
              
  //CODEBOOK PARAMS 
         case 'y': case '0': 
         case 'u': case '1': 
         case 'v': case '2': 
         case 'a': case '3': 
         case 'b':  
              ch[0] = c == 'y' || c == '0' || c == 'a' || c == '3'; 
              ch[1] = c == 'u' || c == '1' || c == 'a' || c == '3' || c == 'b'; 
              ch[2] = c == 'v' || c == '2' || c == 'a' || c == '3' || c == 'b'; 
              printf("CodeBook YUV Channels active: %d, %d, %d\n", ch[0], ch[1], ch[2] ); 
 
             break; 
         case 'i': //modify max classification bounds (max bound goes higher) 
         case 'o': //modify max classification bounds (max bound goes lower) 
         case 'k': //modify min classification bounds (min bound goes lower) 
         case 'l': //modify min classification bounds (min bound goes higher) 
              { 
             
    uchar* ptr = c == 'i' || c == 'o' ? model1->modMax : model1->modMin; 
             
    for(n=0; n<NCHANNELS; n++) 
               { 
                   if( ch[n] ) 
                   { 
                        int v = ptr[n] + (c == 'i' || c == 'l' ? 1 : -1); 
                        ptr[n] = CV_CAST_8U(v); 
                   } 
                  
     printf("%d,", ptr[n]); 
               } 
             
    printf(" CodeBook %s Side\n", c == 'i' || c == 'o' ? "High" : "Low" ); 
              } 
             break; 
         } 
 
  cvReleaseImage( &frame ); 
  cvReleaseImage( &Dilatacio ); 
  cvReleaseImage( &Out ); 
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 }   
     
     cvReleaseCapture( &capture ); 
     cvDestroyWindow( "Raw" ); 
     cvDestroyWindow( "ForegroundCodeBook"); 
 
     return 0; 
} 
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Annex D: Codi font flux òptic 
 
//........................................................................................LLIBRERIES................................................................................
#include <cv.h> 
#include <cxcore.h> 
#include <highgui.h> 
#include <iostream> 
#include <stdio.h> 
#include <cxmisc.h> 
#include <fstream> 
#include <cvaux.h> 
#include <stdlib.h> 
#include <ctype.h> 
#include <sys/time.h> 
#include <time.h> 
 
using namespace std; 
 
static const double pi = 3.14159265358979323846; 
 
inline static double square(int a) 
{ 
 return a * a; 
} 
 
inline static void allocateOnDemand( IplImage **img, CvSize size, int depth, int channels ) 
{ 
 if ( *img != NULL ) return; 
 
 *img = cvCreateImage( size, depth, channels ); 
 if ( *img == NULL ) 
 { 
  exit(-1); 
 } 
} 
 
int main() 
{ 
 CvCapture *input_video = cvCaptureFromFile( "Project" ); 
 IplImage* Filtre = cvLoadImage( "Filtre.jpg" ); 
 
 if (input_video == NULL) 
 { 
  return -1; 
 } 
 
 static IplImage *frame = NULL; 
 frame = cvQueryFrame( input_video ); 
  
 CvSize frame_size; 
 
 frame_size.height = (int) cvGetCaptureProperty( input_video, CV_CAP_PROP_FRAME_HEIGHT ); 
 frame_size.width = (int) cvGetCaptureProperty( input_video, CV_CAP_PROP_FRAME_WIDTH ); 
 
 cvNamedWindow("Optical Flow", CV_WINDOW_AUTOSIZE); 
 
 while(true) 
 { 
static IplImage *frame1 = NULL, *frame1_1C = NULL, *frame2_1C = NULL, *eig_image = NULL, 
*temp_image = NULL, *pyramid1 = NULL, *pyramid2 = NULL; 
 
  allocateOnDemand( &frame1_1C, frame_size, IPL_DEPTH_8U, 1 ); 
 
  cvConvertImage(frame, frame1_1C, 0); 
 
  allocateOnDemand( &frame1, frame_size, IPL_DEPTH_8U, 3 ); 
  cvConvertImage(frame, frame1, 0); 
 
  // FRAME UTILITZAT PER LA SEGÜENT ITERACIÓ 
  frame = cvQueryFrame( input_video ); 
  cvSmooth( frame, frame, CV_GAUSSIAN, 3, 3 ); 
 
  cvSub(frame, Filtre, frame); 
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  if (frame == NULL) 
  { 
   return 0; 
  } 
 
  allocateOnDemand( &frame2_1C, frame_size, IPL_DEPTH_8U, 1 ); 
  cvConvertImage(frame, frame2_1C, 0); 
 
  //SHI AND TOMASI 
 
  allocateOnDemand( &eig_image, frame_size, IPL_DEPTH_32F, 1 ); 
  allocateOnDemand( &temp_image, frame_size, IPL_DEPTH_32F, 1 ); 
 
  // ARRAY PREPARAT PER CONTINDRE LES CARACTERÍSTIQUES TROBADES EN EL FRAME 
 
  CvPoint2D32f frame1_features[100]; 
 
  int number_of_features; 
 
  number_of_features = 100; 
 
 
  //"Frame1_1C" ÉS LA IMATGE D'ENTRADA 
  //"Eig_image" I "temp_image" SON ESPAIS UTILITZATS PEL ALGORITME 
  //EL PRIMER "01" ESPECIFICA EL MÍNIM DE QUALITAT DE LES CARACTERÍSTIQUES.  
//La segona "01" ESPECIFICA LE DISTÀNCIA MÍNIMA ENTRA LES CARACTERÍSTIQUES 
//EUCLIDIANES. 
//"Number_of_features" S'ESTABLEIX UN VALOR <= 100 INDICA EL NOMBRE DE PUNTS QUE 
//ES TROBARAN. 
 
cvGoodFeaturesToTrack(frame1_1C, eig_image, temp_image, frame1_features, 
&number_of_features, .01, .01, NULL); 
 
  //AQUESTA MATRIU CONTÉ LA LOCALITZACIÓ DELS PUNTS DEL FRANE 1 EN EL QUADRE2. 
 
  CvPoint2D32f frame2_features[100]; 
 
  char optical_flow_found_feature[100]; 
 
  float optical_flow_feature_error[100]; 
 
  CvSize optical_flow_window = cvSize(3,3); 
   
 //AQUEST CRITERI DE TERMINACIÓ DIU QUE L'ALGORISME ES DETÉ QUAN JA S'HA FET 20 
ITERACIONS O QUANT EPSILON ÉS MILLOR QUE 3. 
 
CvTermCriteria optical_flow_termination_criteria = cvTermCriteria( CV_TERMCRIT_ITER | 
CV_TERMCRIT_EPS, 20, .3 ); 
 
  allocateOnDemand( &pyramid1, frame_size, IPL_DEPTH_8U, 1 ); 
  allocateOnDemand( &pyramid2, frame_size, IPL_DEPTH_8U, 1 ); 
 
  // "Pyramid1" I "pyramid2" ESPAIS DE TREBALL PEL ALGORISME. 
  // "Frame1_features" CARACTERÍSTIQUES DEL PRIMER FRAME. 
  // "Frame2_features" UBICACIÓ DE LES CARACTERÍSTIQUES. 
// "Number_of_features" ÉS ELNOMBRE DE CARACTERÍSTIQUES DE LA MATRIU 
frame1_features. 
  // "5" ÉS EL NOMBRE MÀXIM DE LES PIRÀMIDES A UTILITZAR. 
  // "0" DESACTIVAR MILLORES. 
 
cvCalcOpticalFlowPyrLK(frame1_1C, frame2_1C, pyramid1, pyramid2, frame1_features, 
frame2_features, number_of_features, optical_flow_window, 5, optical_flow_found_feature,  
 optical_flow_feature_error, optical_flow_termination_criteria, 0 ); 
   
  //ES DIBUIXEN TOTS ELS PUNTS TROBATS 
  for(int i = 0; i < number_of_features; i++) 
  { 
 
   if ( optical_flow_found_feature[i] == 0 ) continue; 
 
   int line_thickness;  
   line_thickness = 1; 
 
   CvScalar line_color;   line_color = CV_RGB(255,0,0); 
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   CvPoint p,q; 
   p.x = (int) frame1_features[i].x; 
   p.y = (int) frame1_features[i].y; 
   q.x = (int) frame2_features[i].x; 
   q.y = (int) frame2_features[i].y; 
 
   double angle;  angle = atan2( (double) p.y - q.y, (double) p.x - q.x ); 
   double hypotenuse; hypotenuse = sqrt( square(p.y - q.y) + square(p.x - q.x) ); 
 
   q.x = (int) (p.x - 3 * hypotenuse * cos(angle)); 
   q.y = (int) (p.y - 3 * hypotenuse * sin(angle)); 
 
   cvLine( frame1, p, q, line_color, line_thickness, CV_AA, 0 ); 
 
   p.x = (int) (q.x + 9 * cos(angle + pi / 4)); 
   p.y = (int) (q.y + 9 * sin(angle + pi / 4)); 
   cvLine( frame1, p, q, line_color, line_thickness, CV_AA, 0 ); 
   p.x = (int) (q.x + 9 * cos(angle - pi / 4)); 
   p.y = (int) (q.y + 9 * sin(angle - pi / 4)); 
   cvLine( frame1, p, q, line_color, line_thickness, CV_AA, 0 ); 
  } 
 
 
  cvShowImage("Optical Flow", frame1); 
 
  char c = cvWaitKey(0);   
  if( c == 27 ) break; 
 
     
 } 
return 0; 
} 
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Annex E: Codi font final 
 
//........................................................................................LLIBRERIES................................................................................
#include <cv.h> 
#include <cxcore.h> 
#include <highgui.h> 
#include <iostream> 
#include <stdio.h> 
#include <cxmisc.h> 
#include <fstream> 
#include <cvaux.h> 
#include <stdlib.h> 
#include <ctype.h> 
#include <sys/time.h> 
#include <time.h> 
 
using namespace std; 
 
//............................................................................................FINAL...................................................................................... 
 
IplImage *IavgF, *IdiffF, *IprevF, *IhiF, *IlowF; 
IplImage *Iscratch, *Iscratch2; 
IplImage *Igray1, *Igray2, *Igray3; 
IplImage *Ilow1, *Ilow2, *Ilow3; 
IplImage *Ihi1, *Ihi2, *Ihi3; 
IplImage *Imaskt; 
float Icount; 
int aux1 = 0; 
 
//CREACIÓ DE MEMÒRIA DINÀMICA. ES GUARDA ELS CONTORNS 
CvMemStorage* storage = cvCreateMemStorage(); 
 
//ESTRUCTURES DEL CONTORN I INFROMACIÓ DE LA LLISTA 
typedef struct Contorns 
{ 
 int image;  
 
 int x;        
 int y;    
 int ancho;        
 int alto; 
 
 int pxs;        
 int pys;    
 int pxi;        
 int pyi; 
 
 int tot; 
 
 struct   CvSeq* contorn;  
 
 struct Contorns  *seguent; 
     
}contorns; 
 
typedef struct Info 
{ 
 contorns *inici;        
 contorns *final; 
 
 int tamany; 
}info; 
 
 
//-------------------------------------------------------------------------Trackbar----------------------------------------------- 
 
// VALOR INICIAL DE RAPID 
int rapid = 15;  
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// MÈTODES PER SWITCH CONTROLERS 
void del_rapid( int position )  
{ 
    rapid = position; 
} 
 
// VAOLR INICIAL DE CONSTANT 
int constant = 5;  
  
// MÈTODES PER SWITCH CONTROLERS 
void del_constant( int position )  
{ 
    constant = position; 
} 
 
//---------------------------------------------------------------------------------------------------EQUALITZAR---------------------------------------- 
 
void Effect_Equal( IplImage* R, IplImage* G, IplImage* B, IplImage* Frame_Equal ) 
{  
//SEPARAR FRAME DE SALIDA EN TRES IMAGENES D‟UN CANAL 
 cvSplit(Frame_Equal, R, G, B, NULL);  
 
//--> EQUALIZAMOS CADA UNO DE LOS CANALES POR SEPARADO.  
 cvEqualizeHist (R, R);    
 cvEqualizeHist (G, G);    
 cvEqualizeHist (B, B);   
  
//UNIR LAS TRES IMAGENES EN UNA IMAGEN DE TRES CANALES TODAS EQUALIZADAS 
 cvMerge(R, G, B, NULL, Frame_Equal);   
} 
 
 
 
//----------------------------------------------------------------------------------------------CANNY------------------------------------------------ 
 
 
void Effect_Canny( IplImage* Frame_Canny_In, IplImage* Frame_Canny_Out ) 
{  
 cvCvtColor(Frame_Canny_In, Frame_Canny_Out ,CV_BGR2GRAY);  //CREAR IMAGEN ESCALA 
DE GRISES CON UN SOLO CANAL 
 cvCanny( Frame_Canny_Out, Frame_Canny_Out, 10, 100, 3 );  //VALORES DE LIMITES Y 
ORDEN DERIVADA 
} 
 
 
///--------------------------------------------------------------------------------------------------SMOOTH--------------------------------------------- 
 
void Effect_Smooth( IplImage* Frame_In, IplImage* Frame_Smooth ) 
{  
 cvSmooth( Frame_In, Frame_Smooth, CV_GAUSSIAN, 3, 3 ); 
} 
 
 
 
//---------------------------------------------------------------------------------------------------FUNCIÓ_CREAR_IMÀTGES-------------------- 
 
void AllocateImages( IplImage* I ) 
{ 
 CvSize sz = cvGetSize( I ); 
 
 IavgF = cvCreateImage( sz, IPL_DEPTH_32F, 3 ); 
 IdiffF = cvCreateImage( sz, IPL_DEPTH_32F, 3 ); 
 IprevF = cvCreateImage( sz, IPL_DEPTH_32F, 3 ); 
 IhiF = cvCreateImage( sz, IPL_DEPTH_32F, 3 ); 
 IlowF = cvCreateImage( sz, IPL_DEPTH_32F, 3 ); 
 Ilow1 = cvCreateImage( sz, IPL_DEPTH_32F, 1 ); 
 Ilow2 = cvCreateImage( sz, IPL_DEPTH_32F, 1 ); 
 Ilow3 = cvCreateImage( sz, IPL_DEPTH_32F, 1 ); 
 Ihi1 = cvCreateImage( sz, IPL_DEPTH_32F, 1 ); 
 Ihi2 = cvCreateImage( sz, IPL_DEPTH_32F, 1 ); 
 Ihi3 = cvCreateImage( sz, IPL_DEPTH_32F, 1 ); 
 cvZero( IavgF ); 
 cvZero( IdiffF ); 
 cvZero( IprevF ); 
 cvZero( IhiF ); 
 cvZero( IlowF ); 
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 Icount = 0.0001; 
 
 Iscratch= cvCreateImage( sz, IPL_DEPTH_32F, 3 ); 
 Iscratch2 = cvCreateImage( sz, IPL_DEPTH_32F, 3 ); 
 Igray1 = cvCreateImage( sz, IPL_DEPTH_32F, 1 ); 
 Igray2 = cvCreateImage( sz, IPL_DEPTH_32F, 1 ); 
 Igray3 = cvCreateImage( sz, IPL_DEPTH_32F, 1 ); 
 Imaskt = cvCreateImage( sz, IPL_DEPTH_8U, 1 ); 
 cvZero( Iscratch ); 
 cvZero( Iscratch2 ); 
} 
 
 
 
//-------------------------------------------------------------------------------------------FUNCIONS_BACKGROUND---------------------------- 
 
//ACUMULACIÓ D‟ IMATGES PER LA CREACIÓ DEL MODEL 
void accumulateBackground( IplImage *I ) 
{ 
 static int first = 1; 
 cvCvtScale( I, Iscratch, 1, 0 ); 
 
 if( !first ) 
 { 
  cvAcc( Iscratch, IavgF ); 
  cvAbsDiff( Iscratch, IprevF, Iscratch2 ); 
  cvAcc( Iscratch2, IdiffF ); 
  Icount += 1.0; 
 } 
 
 first = 0; 
 cvCopy( Iscratch, IprevF ); 
} 
 
//LLINDARS MÀXIM I MÍNIM DEL BG 
void setHighThreshold( float scale )  
{ 
 cvConvertScale( IdiffF, Iscratch, scale ); 
 cvAdd( Iscratch, IavgF, IhiF ); 
 cvSplit( IhiF, Ihi1, Ihi2, Ihi3, 0 ); 
} 
 
void setLowThreshold( float scale )  
{ 
 cvConvertScale( IdiffF, Iscratch, scale ); 
 cvAdd( Iscratch, IavgF, IlowF ); 
 cvSplit( IlowF, Ilow1, Ilow2, Ilow3, 0 ); 
} 
 
void createModelsfromStats() 
{ 
 cvConvertScale( IavgF, IavgF, (double)(1.0/Icount) ); 
 cvConvertScale( IdiffF, IdiffF, (double)(1.0/Icount) ); 
 
 cvAddS( IdiffF, cvScalar( 1.0, 1.0, 1.0), IdiffF ); 
 setHighThreshold( 10.0 ); 
 setLowThreshold( 4.0 ); 
} 
 
//FUNCIÓ DE BG -> PER CADA UN DELS CANALS ES COMPROVA SI ESTÀ DINS DELS UMBRALS 
void backgroundDiff( IplImage *I, IplImage *Imask ) 
{ 
 cvCvtScale( I, Iscratch, 1, 0); 
 cvSplit( Iscratch, Igray1, Igray2, Igray3, 0 ); 
 
 cvInRange( Igray1, Ilow1, Ihi1, Imask ); 
 
 cvInRange( Igray2, Ilow2, Ihi2, Imaskt ); 
 cvOr( Imask, Imaskt, Imask ); 
 
 cvInRange( Igray3, Ilow3, Ihi3, Imaskt ); 
 cvOr( Imask, Imaskt, Imask ); 
} 
 
//ALLIBERACIÓ DE LES IMÀTGES 
void DeallocateImages() 
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{ 
 cvReleaseImage( &IavgF ); 
 cvReleaseImage( &IdiffF ); 
 cvReleaseImage( &IprevF ); 
 cvReleaseImage( &IhiF ); 
 cvReleaseImage( &IlowF ); 
 cvReleaseImage( &Ilow1 ); 
 cvReleaseImage( &Ilow2 ); 
 cvReleaseImage( &Ilow3 ); 
 cvReleaseImage( &Ihi1 ); 
 cvReleaseImage( &Ihi2 ); 
 cvReleaseImage( &Ihi3 ); 
 cvReleaseImage( &Iscratch ); 
 cvReleaseImage( &Iscratch2 ); 
 cvReleaseImage( &Igray1 ); 
 cvReleaseImage( &Igray2 ); 
 cvReleaseImage( &Igray3 ); 
 cvReleaseImage( &Imaskt ); 
} 
 
 
 
//----------------------------------------------------------------------------------------------------Dilatació 1------------------------------------------- 
 
//ES PRETÉN DILATAR DE FORMA MES INTELIGENT, BLOCS DE 3X3 
//SI ES SUPERA L‟ UMBRALL ES DILATA 
void Effect_Dila( IplImage* Img, IplImage* Dil ) 
{ 
 cvZero( Dil ); 
 
 int i = 0, j = 0, v = 0, w = 0, z = 0;  
 int altura = 0, anchura = 0; 
 int umbral = 0; 
 
 CvSize sz = cvGetSize( Img ); 
 
 altura = sz.height; 
 anchura = sz.width;  
 
 cvZero( Dil ); 
 
 //SEQÜÈNCIA PUNT, EMMAGATZEMA UN PÍXEL DEL FRAME 
 CvScalar punto; 
 
 //RECURREGUT DE TOT EL FRAME. SALTS DE BLOC EN BLOC PER OPTIMITZAR 
 for( i = 10; i <= ( altura - 10 ); (i = i + 3) ) 
 { 
  for( j = 10; j <= ( anchura - 3 ); (j = j + 3) ) 
  { 
    
   //RECURREGUT DE 3X3 
   for( v = 0; v <= 2; v++ ) 
   { 
    for( w = 0; w <= 2; w++ ) 
    { 
     //OBSERVEM EL PÍXEL 
     punto = cvGet2D( Img, (i + v), (j + w) ); 
 
     //AUGMENTEM L‟ UMBRAL SI AQUEST ES BLANC  
     if ( punto.val[0] == 255 ) 
     { 
      umbral++; 
     } 
      
    } 
 
   } 
 
   //RECURREGUT DE TOT EL BLOC  
   for( v = 0; v <= 2; v++ ) 
   { 
    for( w = 0; w <= 2; w++ ) 
    { 
     //SI ES SUPERA L‟UMBRAL TOT BLANC SINÒ TOT NEGRE 
     if(umbral > 3 ) 
     { 
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      punto.val[0] = 255;  
      cvSet2D( Dil, (i + v), (j + w), punto ); 
     } 
     else 
     { 
      punto.val[0] = 0;  
      cvSet2D( Dil, (i + v), (j + w), punto ); 
     } 
    } 
 
   } 
   umbral = 0; 
 
  } 
 
 } 
 
} 
 
//----------------------------------------------------------------------------------------------------Dilatació 2------------------------------------------- 
 
//PÍXEL A PÍXEL. SI SUPERA L‟ UMBRAL TOT BLANC 
void Effect_Dila2( IplImage* Img, IplImage* Dil ) 
{ 
 int i = 0, j = 0, v = 0, w = 0, z = 0;  
 int altura = 0, anchura = 0; 
 int umbral = 0;  
 
        int step , channels; 
        int step_mono , channels_mono; 
 
 cvZero( Dil ); 
 
     // OBTENIM ELS VALORS RGB DE LA IMÀTGE 
 uchar *data_Img , *data_Dil; 
 data_Img = (uchar *)Img->imageData; 
 data_Dil = (uchar *)Dil->imageData; 
 
 // OBTENIM ATRIBUTS DE LA IMÀTGE 
        altura     = Img->height; 
        anchura    = Img->width; 
        step       = Img->widthStep/sizeof(uchar); 
        channels   = Img->nChannels; 
    
        step_mono   = Dil->widthStep/sizeof(uchar); 
        channels_mono = Dil->nChannels; 
 
 
 //RECURREGUT DE TOT EL FRAME. PÍXEL A PÍXEL 
 for( i = 10; i <= ( altura - 3 ); i++ ) 
 { 
  for( j = 10; j <= ( anchura - 3 ); j++ ) 
  { 
 
   for( v = 0; v <= 2; v++ ) 
   { 
    for( w = 0; w <= 2; w++ ) 
    { 
 
     if ( data_Img[(i+v)*step+(j+w)*channels] == 255 ) 
     { 
      umbral++; 
 
     } 
      
    } 
 
   } 
 
   for( v = 0; v <= 2; v++ ) 
   { 
    for( w = 0; w <= 2; w++ ) 
    { 
     if(umbral >= 4 ) 
     { 
      data_Dil[(i+v)*step_mono+(j+w)*channels_mono + 0] = 255; 
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     } 
    } 
 
   } 
 
   umbral = 0; 
 
  } 
 
 } 
 
} 
 
 
 
//----------------------------------------------------------------------------------------------------Dilatació 3------------------------------------------- 
 
//ALGORITME MÉS COMPLEX. ES BUSCA UNIR EL CONTORN. 3X3 
void Effect_Dila3( IplImage* Img, IplImage* Dil ) 
{ 
 
    struct timeval ti, tf; 
    double tiempo; 
    gettimeofday(&ti, NULL);  
 
 cvZero( Dil );   
 
 int i = 0, j = 0, v = 0, w = 0, z = 0;  
 int altura = 0, anchura = 0; 
 int umbral = 0;  
 
 int x[3]; 
 int y[3]; 
 
        int step , channels; 
        int step_mono , channels_mono; 
 
     // OBTENIM ELS VALORS RGB DE LA IMÀTGE 
 uchar *data_Img , *data_Dil; 
 data_Img = (uchar *)Img->imageData; 
 data_Dil = (uchar *)Dil->imageData; 
 
 // OBTENIM ATRIBUTS DE LA IMÀTGE 
        altura     = Img->height; 
        anchura    = Img->width; 
        step       = Img->widthStep/sizeof(uchar); 
        channels   = Img->nChannels; 
    
        step_mono   = Dil->widthStep/sizeof(uchar); 
        channels_mono = Dil->nChannels; 
 
 
 //RECURREGUT DE TOT EL FRAME. PÍXEL A PÍXEL 
 for( i = 10; i <= ( altura - 3 ); i++ ) 
 { 
  for( j = 10; j <= ( anchura - 3 ); j++ ) 
  { 
   for( v = 0; v <= 2; v++ ) 
   { 
    for( w = 0; w <= 2; w++ ) 
    { 
//AUMENTEM VECTORS. INDIQUEN QUANTS BLANCS TENIM EN 
//FILES I COLUMNES DEL BLOC 
     if ( data_Img[(i+v)*step+(j+w)*channels] > 0 ) 
     { 
      x[w]++; 
      y[v]++; 
     } 
    } 
   } 
 
//RECORREM LES COLUMNES DEL BLOC. QUALSEVOL LÍNIA AMB DOS PÍXELS DE 
//255 HO AJUSTEM TOTS A 255 
   for( w = 0; w <= 2; w++ ) 
   { 
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    if( x[w] >= 2 ) 
    { 
     for( v = 0; v <= 2; v++ ) 
     { 
      data_Dil[(i+v)*step_mono+(j+w)*channels_mono + 0] = 255; 
     } 
    } 
     
   }//----------------------------------------------------------------------------------------- 
 
//RECORREM LES FILA DEL BLOC. QUALSEVOL LÍNIA AMB DOS PÍXELS DE 255 HO 
//AJUSTEM TOTS A 255 
   for( v = 0; v <= 2; v++ ) 
   { 
 
    if( y[v] >= 2 ) 
    { 
     for( w = 0; w <= 2; w++ ) 
     { 
      data_Dil[(i+v)*step_mono+(j+w)*channels_mono + 0] = 255; 
     } 
    }        
  
     
   }//----------------------------------------------------------------------------------------- 
 
//RECORREM LES DIAGONALS DEL BLOC. QUALSEVOL LÍNIA AMB DOS PÍXELS DE 
//255 HO AJUSTEM TOTS A 255 
   for( w = 0; w <= 2; w++ ) 
   { 
    if (data_Dil[(i+w)*step_mono+(j+w)*channels_mono + 0] == 0) 
    { 
     umbral++; 
    } 
   } 
 
   if(umbral == 2 ) 
   { 
    for( w = 0; w <= 2; w++ ) 
    { 
     data_Dil[(i+w)*step_mono+(j+w)*channels_mono + 0] = 255; 
    } 
   } 
 
   umbral == 0; 
 
   for( w = 0; w <= 2; w++ ) 
   { 
    if (data_Dil[(i+2-w)*step_mono+(j+w)*channels_mono + 0] == 0) 
    { 
     umbral++; 
    } 
   } 
 
   if(umbral == 2 ) 
   { 
    for( w = 0; w <= 2; w++ ) 
    { 
     data_Dil[(i+2-w)*step_mono+(j+w)*channels_mono + 0] = 255; 
    } 
   }//----------------------------------------------------------------------------------------- 
 
   umbral == 0; 
 
   x[0] = 0; 
   x[1] = 0; 
   x[2] = 0; 
   y[0] = 0; 
   y[1] = 0; 
   y[2] = 0; 
 
  } 
 } 
 
    gettimeofday(&tf, NULL);  
    tiempo= (tf.tv_sec - ti.tv_sec)*1000 + (tf.tv_usec - ti.tv_usec)/1000.0; 
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    printf("Tiempo Dilatació3: %g milisegundos\n", tiempo); 
 
} 
 
//----------------------------------------------------------------------------------------------------Dilatació 4------------------------------------------- 
 
//ALGORITME MÉS COMPLEX. ES BUSCA UNIR EL CONTORN 4X4 
void Effect_Dila4( IplImage* Img, IplImage* Dil ) 
{ 
 cvZero( Dil );   
 
 int i = 0, j = 0, v = 0, w = 0, z = 0;  
 int altura = 0, anchura = 0; 
 int umbral = 0;  
 
 int x[4]; 
 int y[4]; 
 
        int step , channels; 
        int step_mono , channels_mono; 
 
     // OBTENIM ELS VALORS RGB DE LA IMÀTGE 
 uchar *data_Img , *data_Dil; 
 data_Img = (uchar *)Img->imageData; 
 data_Dil = (uchar *)Dil->imageData; 
 
 // OBTENIM ATRIBUTS DE LA IMÀTGE 
        altura     = Img->height; 
        anchura    = Img->width; 
        step       = Img->widthStep/sizeof(uchar); 
        channels   = Img->nChannels; 
    
        step_mono   = Dil->widthStep/sizeof(uchar); 
        channels_mono = Dil->nChannels; 
 
 
 //RECURREGUT DE TOT EL FRAME. PÍXEL A PÍXEL 
 for( i = 10; i <= ( altura - 4 ); i++ ) 
 { 
  for( j = 10; j <= ( anchura - 4 ); j++ ) 
  { 
   //RECURREGUT DEL BLOC DE 4X4 
   for( v = 0; v <= 3; v++ ) 
   { 
    for( w = 0; w <= 3; w++ ) 
    { 
//AUMENTEM VECTORS. INDIQUEN QUANTS BLANCS TENIM EN 
//FILES I COLUMNES DEL BLOC 
     if ( data_Img[(i+v)*step+(j+w)*channels] > 0 ) 
     { 
      x[w]++; 
      y[v]++; 
     } 
    } 
   } 
 
   //ES BUSCA ALGORITME QUE UNEIXI LES FILES I COLUMNES 
   for( v = 0; v <= 3; v++ ) 
   { 
    for( w = 0; w <= 3; w++ ) 
    { 
     if ( x[w] == 2 && y[v] == 2 ) 
     { 
      data_Dil[(i+v)*step_mono+(j+w)*channels_mono + 0] = 255; 
     } 
    } 
   } 
 
//RECORREM LES FILA DEL BLOC. QUALSEVOL LÍNIA AMB TRES PÍXELS DE 255 
//HO AJUSTEM TOTS A 255 
   for( v = 0; v <= 3; v++ ) 
   { 
    if( y[v] >= 3 ) 
    { 
     for( w = 0; w <= 3; w++ ) 
     { 
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      data_Dil[(i+v)*step_mono+(j+w)*channels_mono + 0] = 255; 
     } 
    }        
  
     
   }//----------------------------------------------------------------------------------------- 
 
//ES BUSCA ALGORITME QUE UNEIXI LES FILES AMB FILES. (DIGITALITZACIÓ DEL 
//FRAME) 
   for( v = 0; v <= 3; v++ ) 
   { 
if ( data_Img[(i)*step_mono+(j+v)*channels_mono + 0] == 255 && 
data_Img[(i+2)*step_mono+(j+v)*channels_mono + 0] == 255 ) 
     { 
      data_Dil[(i+1)*step_mono+(j)*channels_mono + 0] = 255;  
     } 
 
if ( data_Img[(i+1)*step_mono+(j+v)*channels_mono + 0] == 255 && 
data_Img[(i+3)*step_mono+(j+v)*channels_mono + 0] == 255 ) 
     { 
      data_Dil[(i+3)*step_mono+(j)*channels_mono + 0] = 255;  
     } 
   } 
 
   umbral == 0; 
 
   x[0] = 0; 
   x[1] = 0; 
   x[2] = 0; 
   x[3] = 0; 
   y[0] = 0; 
   y[1] = 0; 
   y[2] = 0; 
   y[3] = 0; 
 
  } 
 } 
} 
 
 
 
//----------------------------------------------------------------------------------------------------Dilatació 5------------------------------------------- 
 
//ALGORITME QUE OMPLE ELS ESPAIS BUITS 
void Effect_Dila5( IplImage* Img, IplImage* Dil ) 
{ 
 
    struct timeval ti, tf; 
    double tiempo; 
    gettimeofday(&ti, NULL);  
 
 cvZero( Dil );   
 
 int i = 0, j = 0, v = 0, w = 0, z = 0;  
 int altura = 0, anchura = 0; 
 int umbral = 0;  
 
 int x[3]; 
 int y[3]; 
 
        int step , channels; 
        int step_mono , channels_mono; 
 
     // OBTENIM ELS VALORS RGB DE LA IMÀTGE 
 uchar *data_Img , *data_Dil; 
 data_Img = (uchar *)Img->imageData; 
 data_Dil = (uchar *)Dil->imageData; 
 
 // OBTENIM ATRIBUTS DE LA IMÀTGE 
        altura     = Img->height; 
        anchura    = Img->width; 
        step       = Img->widthStep/sizeof(uchar); 
        channels   = Img->nChannels; 
    
        step_mono   = Dil->widthStep/sizeof(uchar); 
        channels_mono = Dil->nChannels; 
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 //RECURREGUT DE TOT EL FRAME. PÍXEL A PÍXEL 
 for( i = 10; i <= ( altura - 3 ); i++ ) 
 { 
  for( j = 10; j <= ( anchura - 3 ); j++ ) 
  { 
 
   //RECURREGUT DE FILES 
   for( v = 0; v <= 2; v++ ) 
   { 
    //ES REOMPLEN ELS ESPAIS BUITS 
if ( data_Img[(i)*step+(j+v)*channels] == 255 & 
data_Img[(i+2)*step+(j+v)*channels] == 255 ) 
    { 
     data_Dil[(i)*step_mono+(j+v)*channels_mono + 0] = 255; 
     data_Dil[(i+1)*step_mono+(j+v)*channels_mono + 0] = 255; 
     data_Dil[(i+2)*step_mono+(j+v)*channels_mono + 0] = 255; 
    } 
   } 
 
   //RECURREGUT DE COLUMNES 
   for( v = 0; v <= 2; v++ ) 
   { 
    //ES REOMPLEN ELS ESPAIS BUITS 
if ( data_Img[(i+v)*step+(j)*channels] == 255 & 
data_Img[(i+v)*step+(j+2)*channels] == 255 ) 
    { 
     data_Dil[(i+v)*step_mono+(j)*channels_mono + 0] = 255; 
     data_Dil[(i+v)*step_mono+(j+1)*channels_mono + 0] = 255; 
     data_Dil[(i+v)*step_mono+(j+2)*channels_mono + 0] = 255; 
    } 
   } 
 
   //ES REOMPLEN ELS ESPAIS BUITS DE LA DIAGONAL 
   if ( data_Img[(i)*step+(j)*channels] == 255 && 
 data_Img[(i+2)*step+(j+2)*channels] == 255) 
   { 
    data_Dil[(i)*step_mono+(j)*channels_mono + 0] = 255; 
    data_Dil[(i+1)*step_mono+(j+1)*channels_mono + 0] = 255; 
    data_Dil[(i+2)*step_mono+(j+2)*channels_mono + 0] = 255; 
   } 
 
   //ES REOMPLEN ELS ESPAIS BUITS DE LA DIAGONAL 
   if ( data_Img[(i+2)*step+(j)*channels] == 
 255 && data_Img[(i)*step+(j+2)*channels] == 255 ) 
   { 
    data_Dil[(i)*step_mono+(j+2)*channels_mono + 0] = 255; 
    data_Dil[(i+1)*step_mono+(j+1)*channels_mono + 0] = 255; 
    data_Dil[(i+2)*step_mono+(j)*channels_mono + 0] = 255; 
   } 
   
   umbral == 0; 
 
   x[0] = 0; 
   x[1] = 0; 
   x[2] = 0; 
   y[0] = 0; 
   y[1] = 0; 
   y[2] = 0; 
 
  } 
 } 
 
    gettimeofday(&tf, NULL);  
    tiempo= (tf.tv_sec - ti.tv_sec)*1000 + (tf.tv_usec - ti.tv_usec)/1000.0; 
    //printf("Tiemp Dilatació5: %g milisegundos\n", tiempo); 
} 
 
 
 
//-------------------------------------------------------------------------------------------------Crear_Contorns--------------------------------------- 
 
 
//FUNCIÓQUE BUSCA ELS CONTORNS DEL FRAME  
void Create_Contorn( IplImage* Img1, int* ic, info *inf, bool* ini ) 
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{ 
 
    struct timeval ti, tf; 
    double tiempo; 
    gettimeofday(&ti, NULL);   // Instante inicial 
 
 int area = 0; 
 int i = 0, j = 0; 
 bool vacio = false; 
 
 contorns *actual; 
 
 //ESTRUCTURA DE DADES DINÀMICA 
     CvSeq* contour = NULL; 
 
 //FUNCIÓ QUE EXTREU ELS CONTORNS 
     int Nc = cvFindContours( Img1, storage, &contour, sizeof(CvContour),CV_RETR_EXTERNAL ); 
 
 //TOTES LES DADES DEL CONTORNS ES GUARDA EN L‟ ESTRUCTURA 
 for( CvSeq* c=contour; c!=NULL; c=c->h_next )  
 { 
  //CÀLCUL DE L'ÀREA DEL CONTORN 
  area = fabs(cvContourArea(c,CV_WHOLE_SEQ));  
  //printf( "Total Area: %d\n", area ); 
 
  if(area > 55 & area < 50000) 
  { 
//A TRAVÉS D‟UNA SEQÜÈNCIA DE PUNTS ENS RETORNA ELS VÈRTEX DEL 
//RECTANGLE QUE EL FORMA 
   CvRect rect = cvBoundingRect( c , 0 );  
 
   contorns *nou_contorn;  
     nou_contorn = (contorns *) malloc (sizeof (contorns)); 
 
   nou_contorn->image = (*ic); 
 
   nou_contorn->x = rect.x + (rect.width/2); 
   nou_contorn->y = rect.y + (rect.height/2); 
   nou_contorn->alto = rect.height; 
   nou_contorn->ancho = rect.width; 
 
   nou_contorn->pxs = rect.x; 
   nou_contorn->pys = rect.y + rect.height; 
   nou_contorn->pxi = rect.x + rect.width; 
   nou_contorn->pyi = rect.y; 
    
   nou_contorn->contorn = cvCloneSeq(c); 
 
   nou_contorn->seguent = NULL; 
   
//INDICADORS D‟ INICI I FINAL DE LLISTA. ES COMPROVA SI ÉS EL PRIMER DE LA 
//LLISTA 
   if ((*ini) == true ) 
   {  
     inf ->inici = nou_contorn; 
      inf ->final = nou_contorn; 
      inf ->tamany++; 
     
    (*ini) = false; 
   } 
   else 
   {  
    actual = inf->final; 
 
    actual->seguent = nou_contorn; 
 
      inf->final = nou_contorn; 
     inf->tamany++; 
   } 
 
   vacio = true; 
 
  } 
 
  area = 0; 
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 } 
 
 //CAS QUE NO ES TROBA CONTORN. ESTRUCURA BUIDA 
 if ( vacio == false ) 
 { 
  contorns *nou_contorn;  
    nou_contorn = (contorns *) malloc (sizeof (contorns)); 
 
  nou_contorn->image = (*ic); 
 
  nou_contorn->x = 0; 
  nou_contorn->y = 0; 
  nou_contorn->alto = 0; 
  nou_contorn->ancho = 0; 
 
  nou_contorn->pxs = 0; 
  nou_contorn->pys = 0; 
  nou_contorn->pxi = 0; 
  nou_contorn->pyi = 0; 
   
  nou_contorn->contorn = NULL; 
 
  nou_contorn->seguent = NULL; 
 
  if ((*ini) == true ) 
  {  
    inf ->inici = nou_contorn; 
     inf ->final = nou_contorn; 
     inf ->tamany++; 
    
   (*ini) = false; 
  } 
  else 
  {  
   actual = inf->final; 
 
   actual->seguent = nou_contorn; 
 
   inf->final = nou_contorn; 
   inf->tamany++; 
  } 
 
 } 
 
 vacio = false; 
 
    gettimeofday(&tf, NULL);   // Instante final 
    tiempo= (tf.tv_sec - ti.tv_sec)*1000 + (tf.tv_usec - ti.tv_usec)/1000.0; 
    //printf("Temps Crear Contorn: %g milisegundos\n", tiempo); 
 
} 
 
//----------------------------------------------------------------------------------------------------Buffer------------------------------------------------- 
 
//EMMAGATZEMA UN TOTAL DE CONTORNS = 10 FRAMES. TAL COM ENTRA UNA S'ELIMINA UNA. 
void Buff_Cont( int* ic, info *inf ) 
{ 
 
    struct timeval ti, tf; 
    double tiempo; 
    gettimeofday(&ti, NULL);   // Instante inicial 
 
 int i = 0, j = 0; 
  
 contorns *sup_contorn; 
 sup_contorn = inf->inici; 
 
 // 
 while (sup_contorn != NULL) 
 { 
  if (inf->tamany != 0) 
  {  
   //S'ALLIBERA 10 FRAMES ENRERA. BUFFER MES ENTRADA I SORTIDA = 12 
   if (sup_contorn->image == (*ic) - 11) 
   { 
    inf->inici = inf->inici->seguent; 
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    if (inf->tamany == 1) 
     inf ->final = NULL; 
 
    free (sup_contorn); 
    inf->tamany--; 
 
    contorns *sup_contorn; 
    sup_contorn = inf->inici; 
   }  
  } 
 
  sup_contorn = sup_contorn->seguent; 
 } 
 
    gettimeofday(&tf, NULL);   // Instante final 
    tiempo= (tf.tv_sec - ti.tv_sec)*1000 + (tf.tv_usec - ti.tv_usec)/1000.0; 
   // printf("Temps Buffer: %g milisegundos\n", tiempo); 
 
} 
 
 
 
//---------------------------------------------------------------------------------------------------Fals_Positiu_RÂPID------------------------------- 
 
//COMPARACIÓ DEL FRAME DE SORTIDA AMB SEGÜENT 
//ES VOL ELIMINAR AQUELLS CONTORNS QUE ES MOUEN AMB CERTA RAPIDESA 
//--> PERDEM INFORMACIÓ ÚLTIM FRAME(DESPRECIABLE) 
void Del_positiu( int* ic, info *inf , IplImage* Img2 ) 
{ 
 
    struct timeval ti, tf; 
    double tiempo; 
    gettimeofday(&ti, NULL);   // Instante inicial 
 
 cvZero( Img2 ); 
 
 int i = 0; 
 int x = 0, y = 0; 
 int xc = 0, yc = 0; 
 
 //VARIABLE CONTORN SORTIDA 
 int simage = 0;       
 
 int sx = 0; 
 int sy = 0; 
 int salto = 0; 
 int sancho = 0; 
 
 int spxs = 0; 
 int spys = 0; 
 int spxi = 0; 
 int spyi = 0; 
 
 CvSeq* scontorn = NULL; 
 
 //ESTRUCTURES CONTORNS ACTUAL I PRÒXIM 
 contorns *contorn; 
 contorn = inf->inici; 
 
 contorns *compara; 
 compara = inf->inici; 
 
 //RECURREGUT CONTORN ACTUAL 
 while (contorn != NULL) 
 { 
  if( contorn->image == (*ic) - 10 ) 
  { 
   //ES DIBUIXA TOTS ELS CONTORNS EN UNALTRE IMÀTGE PER COMPARAR 
cvDrawContours( Img2, contorn->contorn, CV_RGB(0x00,0x00,0xff), 
CV_RGB(0x00,0x00,0xff), 0, 1 , 4 );  
  
   x = contorn->x; 
   y = contorn->y; 
   
   contorns *compara; 
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   compara = inf->inici; 
 
   //RECURREGUT CONTORN PRÒXIM PER COMPARAR 
   while (compara != NULL) 
   { 
    if (compara->image == (*ic) - 9) 
    { 
     xc = compara->x; 
     yc = compara->y; 
 
//SI EL CONTORN PRÓXIM ESTÀ DINS DEL MARGE EL 
//GUARDEM A LA SORTIDA, SINÒ = 0 
     if( fabs(x - xc) < rapid && fabs(y - yc) < rapid ) 
     { 
      simage = contorn ->image;    
   
      
      sx = contorn->x; 
      sy = contorn->y; 
      salto = contorn->alto; 
      sancho = contorn->ancho; 
 
      spxs = contorn->pxs; 
      spys = contorn->pys; 
      spxi = contorn->pxi; 
      spyi = contorn->pyi; 
   
      scontorn = contorn->contorn; 
 
      break; 
     } 
     else 
     { 
      simage = contorn ->image;    
   
      
      sx = 0; 
      sy = 0; 
      salto = 0; 
      sancho = 0; 
 
      spxs = 0; 
      spys = 0; 
      spxi = 0; 
      spyi = 0; 
   
      scontorn = NULL; 
     } 
   
    }  
      
    compara = compara->seguent; 
   } 
 
  
   contorn ->image = simage;       
   
   //GUARDEM CONTORN A LA LLISTA 
   contorn->x = sx; 
   contorn->y = sy; 
   contorn->alto = salto; 
   contorn->ancho = sancho; 
 
   contorn->pxs = spxs; 
   contorn->pys = spys; 
   contorn->pxi = spxi; 
   contorn->pyi = spyi; 
 
   contorn->contorn = scontorn; 
 
   //ES REINICIA EL CONTORN DE SORTIDA 
   simage = 0;       
 
   sx = 0; 
   sy = 0; 
   salto = 0; 
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   sancho = 0; 
 
   spxs = 0; 
   spys = 0; 
   spxi = 0; 
   spyi = 0; 
 
   scontorn = NULL; 
 
  } 
 
  contorn = contorn->seguent; 
 } 
 
    gettimeofday(&tf, NULL);   // Instante final 
    tiempo= (tf.tv_sec - ti.tv_sec)*1000 + (tf.tv_usec - ti.tv_usec)/1000.0; 
    //printf("Temps Fals ràpid: %g milisegundos\n", tiempo); 
 
} 
 
//---------------------------------------------------------------------------------------------------Fals_Positiu_Constant---------------------------- 
 
//COMPARACIÓ DEL FRAME DE SORTIDA AMB SEGÜENT 
//ES VOL ELIMINAR AQUELLS CONTORNS QUE APAREIXEN AMB CERTA FREQÜÈNCIA 
//--> PERDEM INFORMACIÓ ÚLTIM FRAME(DESPRECIABLE) 
void Del_positiu2( int* ic, info *inf ) 
{ 
 
    struct timeval ti, tf; 
    double tiempo; 
    gettimeofday(&ti, NULL);   // Instante inicial 
 
 int i = 0; 
 int x = 0, y = 0; 
 int xc = 0, yc = 0; 
 
 int  umbral = 0; 
 
 
 //ESTRUCTURES CONTORNS ACTUAL I PRÒXIM 
 contorns *contorn; 
 contorn = inf->inici; 
 
 contorns *compara; 
 compara = inf->inici; 
 
 //RECURREGUT CONTORN ACTUAL 
 while (contorn != NULL) 
 { 
  if( contorn->image == (*ic) - 10 ) 
  { 
   x = contorn->x; 
   y = contorn->y; 
   
   contorns *compara; 
   compara = inf->inici; 
 
   //RECURREGUT CONTORN PRÒXIM PER COMPARAR 
   while (compara != NULL) 
   {  
    xc = compara->x; 
    yc = compara->y; 
 
    if (compara->image != (*ic) - 10) 
    { 
 
     //SI EL CONTORN PRÓXIM ESTÀ DINS DEL MARGE   
     //AUGMENTEM L‟ UMBRAL 
     if( fabs(x - xc) < 50 && fabs(y - yc) < 50 ) 
     { 
      umbral++; 
     } 
 
    } 
     
    compara = compara->seguent; 
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   } 
 
   //SI EL CONTORN NO APAREIX AMB CERTA CONSTÀNCIA S'ELIMINA 
   if ( umbral < constant ) 
   { 
    //ELIMINEM CONTORN 
    contorn->x = 0; 
    contorn->y = 0; 
    contorn->alto = 0; 
    contorn->ancho = 0; 
 
    contorn->pxs = 0; 
    contorn->pys = 0; 
    contorn->pxi = 0; 
    contorn->pyi = 0; 
 
    contorn->contorn = NULL; 
   } 
    
   umbral = 0; 
 
  } 
 
  contorn = contorn->seguent; 
 } 
 
    gettimeofday(&tf, NULL);   // Instante final 
    tiempo= (tf.tv_sec - ti.tv_sec)*1000 + (tf.tv_usec - ti.tv_usec)/1000.0; 
    //printf("Temps fals constant: %g milisegundos\n", tiempo); 
 
} 
 
//---------------------------------------------------------------------------------------------------Detector_HSV--------------------------------------- 
 
void DetectorHSV ( int* ic, info *inf, IplImage* Img, IplImage* hsv, IplImage* h1, IplImage* s1, IplImage* v1, IplImage* 
cranc1, IplImage* cranc2, IplImage* cranc3, IplImage* cargol1, IplImage* cargol2, IplImage* cargol3, IplImage* taca1 , 
IplImage* taca2,  IplImage* cuc1, IplImage* cuc2, IplImage* cuc3 ) 
{ 
 
    struct timeval ti, tf; 
    double tiempo; 
    gettimeofday(&ti, NULL);   
 
 //VARIABLES FITXER 
 char nom[14]; 
 
 char prova[14]; 
 int prova2 = 0; 
 
 int inici_frame = 1234; 
 int final_frame; 
 
 FILE *fitxer; 
 FILE *fitxer2; 
 
 
IplImage *ch1, *cs1, *h2, *s2, *v2, *h3, *s3, *v3, *h4, *s4, *v4, *h5, *s5, *v5, *h6, *s6, *v6, *h7, *s7, *v7, *h8, 
*s8, *v8, *h9, *s9, *v9, *h10, *s10, *v10, *h11, *s11, *v11, *h12, *s12, *v12;  
 
 CvHistogram* histc, *histc1, *histc2, *histc3, *histc4, *histc5, *histc6, *histc7, *histc8, *histc9, *histc10; 
 CvHistogram* hist; 
 
 const int h_bins = 8, s_bins = 8; 
 float a[11]; 
 float aux; 
  
 int wins; 
 
 int i = 0, j = 0, n = 0, m = 0; 
 
 int x = 0, y = 0; 
 int xs = 0, ys = 0, xi = 0, yi = 0; 
 int alto = 0, ancho = 0; 
 
 
 //VARIABLES  
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        int step = 0, channels = 0; 
 int altura = 0, anchura = 0; 
  
        int step_hsv = 0, channels_hsv = 0; 
 int altura_hsv = 0, anchura_hsv = 0; 
 
 //VARIABLES MITJANA 
 float r = 0, g = 0, b = 0; 
 float h = 0, s = 0, v = 0; 
 
 int divisor = 0; 
 
 
 //CREAR FORMAT HISTOGRAMA 
 int    hist_size[] = { h_bins, s_bins }; 
 float  h_ranges[]  = { 0, 180 };        
 float  s_ranges[]  = { 0, 255 }; 
 float* ranges[]    = { h_ranges, s_ranges }; 
 
 //ES CREAN CADA UN DE „ HISTOGRAMES A COMPARAR 
 //------------------------------------------------CUC1 
 CvSize sz1 = cvGetSize( cuc1 ); 
 
 h2  = cvCreateImage( sz1, 8, 1 ); 
 s2  = cvCreateImage( sz1, 8, 1 ); 
 v2  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( cuc1, h2, s2, v2, NULL ); 
  
 IplImage* planes2[] = { h2, s2 }; 
 
 histc = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes2, histc, 0, 0 ); 
 cvNormalizeHist(histc,1.0);  
 
 //------------------------------------------------CUC2 
 sz1 = cvGetSize( cuc2 ); 
 
 h3  = cvCreateImage( sz1, 8, 1 ); 
 s3  = cvCreateImage( sz1, 8, 1 ); 
 v3  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( cuc2, h3, s3, v3, NULL ); 
 
 IplImage* planes3[] = { h3, s3 }; 
 
 histc1 = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes3, histc1, 0, 0 ); 
 cvNormalizeHist(histc1,1.0);  
 
 //------------------------------------------------CUC3 
 sz1 = cvGetSize( cuc3 ); 
 
 h4  = cvCreateImage( sz1, 8, 1 ); 
 s4  = cvCreateImage( sz1, 8, 1 ); 
 v4  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( cuc3, h4, s4, v4, 0 ); 
 
 IplImage* planes4[] = { h4, s4 }; 
 
 histc2 = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes4, histc2, 0, NULL ); 
 cvNormalizeHist(histc2,1.0);  
 
 
 //------------------------------------------------CRANC1 
 sz1 = cvGetSize( cranc1 ); 
 
 h5  = cvCreateImage( sz1, 8, 1 ); 
 s5  = cvCreateImage( sz1, 8, 1 ); 
 v5  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( cranc1, h5, s5, v5, NULL ); 
  
 IplImage* planes5[] = { h5, s5 }; 
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 histc3 = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes5, histc3, 0, 0 ); 
 cvNormalizeHist(histc3,1.0);  
 
 //------------------------------------------------CRANC2 
 sz1 = cvGetSize( cranc2 ); 
 
 h6  = cvCreateImage( sz1, 8, 1 ); 
 s6  = cvCreateImage( sz1, 8, 1 ); 
 v6  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( cranc2, h6, s6, v6, NULL ); 
  
 IplImage* planes6[] = { h6, s6 }; 
 
 histc4 = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes6, histc4, 0, 0 ); 
 cvNormalizeHist(histc4,1.0);  
 
 
 //------------------------------------------------CRANC3 
 sz1 = cvGetSize( cranc3 ); 
 
 h7  = cvCreateImage( sz1, 8, 1 ); 
 s7  = cvCreateImage( sz1, 8, 1 ); 
 v7  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( cranc3, h7, s7, v7, NULL ); 
  
 IplImage* planes7[] = { h7, s7 }; 
 
 histc5 = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes7, histc5, 0, 0 ); 
 cvNormalizeHist(histc5,1.0);  
 
 //------------------------------------------------CARGOL1 
 sz1 = cvGetSize( cargol1 ); 
 
 h8  = cvCreateImage( sz1, 8, 1 ); 
 s8  = cvCreateImage( sz1, 8, 1 ); 
 v8  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( cargol1, h8, s8, v8, NULL ); 
  
 IplImage* planes8[] = { h8, s8 }; 
 
 histc6 = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes8, histc6, 0, 0 ); 
 cvNormalizeHist(histc6,1.0);  
 
 
 //------------------------------------------------CARGOL2 
 sz1 = cvGetSize( cargol2 ); 
 
 h9  = cvCreateImage( sz1, 8, 1 ); 
 s9  = cvCreateImage( sz1, 8, 1 ); 
 v9  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( cargol2, h9, s9, v9, NULL ); 
  
 IplImage* planes9[] = { h9, s9 }; 
 
 histc7 = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes9, histc7, 0, 0 ); 
 cvNormalizeHist(histc7,1.0);  
 
 //------------------------------------------------CARGOL3 
 sz1 = cvGetSize( cargol3 ); 
 
 h10  = cvCreateImage( sz1, 8, 1 ); 
 s10  = cvCreateImage( sz1, 8, 1 ); 
 v10  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( cargol3, h10, s10, v10, NULL ); 
  
 IplImage* planes10[] = { h10, s10 }; 
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 histc8 = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes10, histc8, 0, 0 ); 
 cvNormalizeHist(histc8,1.0);  
 
 
 //------------------------------------------------TACA1 
 sz1 = cvGetSize( taca1 ); 
 
 h11  = cvCreateImage( sz1, 8, 1 ); 
 s11  = cvCreateImage( sz1, 8, 1 ); 
 v11  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( taca1, h11, s11, v11, NULL ); 
  
 IplImage* planes11[] = { h11, s11 }; 
 
 histc9 = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes11, histc9, 0, 0 ); 
 cvNormalizeHist(histc9,1.0);  
 
 
 //------------------------------------------------TACA2 
 sz1 = cvGetSize( taca2 ); 
 
 h12  = cvCreateImage( sz1, 8, 1 ); 
 s12  = cvCreateImage( sz1, 8, 1 ); 
 v12  = cvCreateImage( sz1, 8, 1 ); 
 cvSplit( taca2, h12, s12, v12, NULL ); 
  
 IplImage* planes12[] = { h12, s12 }; 
 
 histc10 = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
  
 cvCalcHist( planes12, histc10, 0, 0 ); 
 cvNormalizeHist(histc10,1.0);  
 
 
     // OBTENIM ELS VALORS RGB DE LA IMÀTGE 
 uchar *data_Img; 
 data_Img = (uchar *)Img->imageData; 
 
 uchar *data_hsv; 
 data_hsv = (uchar *)hsv->imageData; 
 
 // OBTENIM ATRIBUTS DE LA IMÀTGE 
        altura     = Img->height; 
        anchura    = Img->width; 
        step       = Img->widthStep/sizeof(uchar); 
        channels   = Img->nChannels; 
 
 altura_hsv     = Img->height; 
        anchura_hsv    = Img->width; 
        step_hsv       = Img->widthStep/sizeof(uchar); 
        channels_hsv   = Img->nChannels; 
 
 //ESTRUCTURES CONTORNS 
 contorns *contorn; 
 contorn = inf->inici; 
 
 while (contorn != NULL) 
 { 
 
  if( contorn->image == (*ic) - 10 ) 
  { 
 
   xs = contorn->pxs ; 
   ys = contorn->pys ; 
   xi = contorn->pxi ; 
   yi = contorn->pyi ;    
   alto = contorn->alto ;  
   ancho = contorn->ancho ;  
 
   //NO ACCEDIR A CONTORNS VUITS 
   if ( xi != 0 && yi != 0 ) 
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   { 
   
    //ES SELECCIONA EL RECTANGLE A ANALITZAR 
    cvSetImageROI(s1, cvRect( xs, yi, ancho, alto ) ); 
    cvSetImageROI(h1, cvRect( xs, yi, ancho, alto ) ); 
 
    ch1  = cvCreateImage( cvGetSize(h1), IPL_DEPTH_8U, 1 ); 
    cs1  = cvCreateImage( cvGetSize(s1), IPL_DEPTH_8U, 1 ); 
 
    cvCopy( s1, cs1 ); 
    cvCopy( h1, ch1 ); 
 
    cvResetImageROI(h1); 
    cvResetImageROI(s1); 
 
    IplImage* planes1[] = { ch1, cs1 }; 
    hist = cvCreateHist( 2, hist_size, CV_HIST_ARRAY, ranges, 1 ); 
 
    //CAPTURA HISTOGRAMA 
    cvCalcHist( planes1, hist, 0, 0 ); 
 
    //NORMALITZA HISTOGRAMA 
    cvNormalizeHist(hist,1.0); 
 
    //ES COMAPARA ELS DOS HISTOGRAMES 
    a[0] = cvCompareHist( hist, histc, CV_COMP_CHISQR );   
 
    a[1] = cvCompareHist( hist, histc1, CV_COMP_CHISQR );    
 
    a[2] = cvCompareHist( hist, histc2, CV_COMP_CHISQR );   
 
    a[3] = cvCompareHist( hist, histc3, CV_COMP_CHISQR );    
 
    a[4] = cvCompareHist( hist, histc4, CV_COMP_CHISQR );   
 
    a[5] = cvCompareHist( hist, histc5, CV_COMP_CHISQR ); 
 
    a[6] = cvCompareHist( hist, histc6, CV_COMP_CHISQR );    
 
    a[7] = cvCompareHist( hist, histc7, CV_COMP_CHISQR );    
 
    a[8] = cvCompareHist( hist, histc8, CV_COMP_CHISQR );   
 
    a[9] = cvCompareHist( hist, histc9, CV_COMP_CHISQR );   
 
    a[10] = cvCompareHist( hist, histc10, CV_COMP_CHISQR );   
    
    //OBSERVA LES DADES DE L „HISTOGRAMA 
    /*for( n = 0; n < 3; n++ ) 
    { 
        for( m = 0; m < 3; m++ ) 
        { 
     printf("datos2 %f \n", (float)cvQueryHistValue_2D( hist, n, m )); 
        } 
    }*/ 
 
    wins = 0; 
    aux = a[0]; 
 
    //ES BUSCA EL VALOR MES PRÒXIM A 0 DE LES COMPARACIONS 
    for( n = 1; n <= 10; n++ ) 
    { 
     if ( a[n] < aux ) 
     { 
      wins = n; 
      aux = a[n]; 
     } 
    } 
 
    printf("n:%d\n",wins); 
 
    divisor = (xi-xs+1)*(ys-yi+1); 
 
    //ACCEDIM NOMÉS AL RECTANGLE ON ES TROBA EL CONTORN 
    /*for( i = yi; i < ys; i++ ) 
    { 
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     //ESTUDIS DE MITJANA RGB I HSV PER CONTORN 
     for( j = xs; j < xi ; j++ ) 
     {    
      r = r + data_Img[i*step+j*channels + 0]; 
      g = g + data_Img[i*step+j*channels + 1]; 
      b = b + data_Img[i*step+j*channels + 2]; 
 
      h = h + data_hsv[i*step_hsv+j*channels_hsv + 0]; 
      s = s + data_hsv[i*step_hsv+j*channels_hsv + 1]; 
      v = v + data_hsv[i*step_hsv+j*channels_hsv + 2];  
  
     } 
    } 
 
    r = r/divisor; 
    g = g/divisor; 
    b = b/divisor; 
 
    h = h/divisor; 
    s = s/divisor; 
    v = v/divisor; 
     
    //MOSTRA MITJANA DE CADA CONTORN 
    printf( "r: %f\n", r ); 
    printf( "g: %f\n", g ); 
    printf( "b: %f\n", b ); 
     
    printf( "h: %f\n", h ); 
    printf( "s: %f\n", s ); 
    printf( "v: %f\n", v );*/ 
     
    r = 0; 
    g = 0; 
    b = 0; 
 
    h = 0; 
    s = 0; 
    v = 0; 
 
    divisor = 0; 
 
    cvReleaseHist (&hist); 
 
    //----------------------------------------------CREAR FTXER 
    fitxer = fopen("fitxer", "a"); 
    fitxer = fopen("recorregut", "a"); 
 
    if(!fitxer) 
    { 
     fitxer = fopen("fitxer", "a+"); 
    } 
 
    if(!recorregut) 
    { 
     fitxer = fopen("recorregut", "a+"); 
    } 
 
 
    if(fitxer == NULL) 
    { 
     printf("\nFichero no existe!\n"); 
    } 
 
    if(recorregut == NULL) 
    { 
     printf("\nFichero no existe!\n"); 
    } 
 
     
    //----------------------------------------------ESCRIU FTXER 
 
    fprintf(recorregut, "%d\n",contorn->x ); 
    fprintf(recorregut, "%d\n",contorn->y );  
 
if ( wins < 3 && aux <= 0.5 ) 
    { 
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     fprintf(fitxer, "%d\n", (*ic)); 
     fprintf(fitxer, "%s\n", "Cuc"); 
    } 
 
    if ( wins > 2 && n < 6 && aux <= 0.5 ) 
    { 
     fprintf(fitxer, "%d\n", (*ic)); 
     fprintf(fitxer, "%s\n", "Cranc"); 
    } 
 
    if ( wins > 5 && n < 9 && aux <= 0.5 ) 
    { 
     fprintf(fitxer, "%d\n", (*ic)); 
     fprintf(fitxer, "%s\n", "Cargol"); 
    } 
 
    if ( wins > 8 && aux <= 0.5 ) 
    { 
     fprintf(fitxer, "%d\n", (*ic)); 
     fprintf(fitxer, "%s\n", "Taca"); 
    } 
 
    if ( aux > 0.5 ) 
    { 
     fprintf(fitxer, "%d\n", (*ic)); 
     fprintf(fitxer, "%s\n", "Desconegut"); 
    } 
 
    fclose(fitxer); 
fclose(recorregut); 
 
    //----------------------------------------------ESCRIU FTXER FINAL 
    if ( aux1 > 500 ) 
    {  
     fitxer = fopen("fitxer", "r");     
      
     fitxer2 = fopen("fitxer_out", "a+"); 
 
     while(!feof(fitxer)) 
     { 
      fscanf(fitxer, "%d\n", &prova2); 
      fscanf(fitxer, "%s\n", prova); 
 
      if (strcmp(prova, "Cuc") == 0) 
      { 
       fprintf(fitxer2, "%d\n", prova2); 
       fprintf(fitxer2, "%s\n", "Cuc"); 
 
       break; 
      } 
     } 
 
     fclose(fitxer); 
     fclose(fitxer2); 
 
     fitxer = fopen("fitxer", "r");     
      
     fitxer2 = fopen("fitxer_out", "a+"); 
 
     while(!feof(fitxer)) 
     { 
      fscanf(fitxer, "%d\n", &prova2); 
      fscanf(fitxer, "%s\n", prova); 
 
      if (strcmp(prova, "Cranc") == 0) 
      { 
       fprintf(fitxer2, "%d\n", prova2); 
       fprintf(fitxer2, "%s\n", "Cranc"); 
 
       break; 
      } 
     } 
 
     fclose(fitxer); 
     fclose(fitxer2); 
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     fitxer = fopen("fitxer", "r");     
      
     fitxer2 = fopen("fitxer_out", "a+"); 
 
     while(!feof(fitxer)) 
     { 
      fscanf(fitxer, "%d\n", &prova2); 
      fscanf(fitxer, "%s\n", prova); 
 
      if (strcmp(prova, "Cargol") == 0) 
      { 
       fprintf(fitxer2, "%d\n", prova2); 
       fprintf(fitxer2, "%s\n", "Cargol"); 
 
       break; 
      } 
     } 
 
     fclose(fitxer); 
     fclose(fitxer2); 
 
     fitxer = fopen("fitxer", "r");     
      
     fitxer2 = fopen("fitxer_out", "a+"); 
 
     while(!feof(fitxer)) 
     { 
      fscanf(fitxer, "%d\n", &prova2); 
      fscanf(fitxer, "%s\n", prova); 
 
      if (strcmp(prova, "Taca") == 0) 
      { 
       fprintf(fitxer2, "%d\n", prova2); 
       fprintf(fitxer2, "%s\n", "Taca"); 
 
       break; 
      } 
     } 
 
     fclose(fitxer); 
     fclose(fitxer2); 
 
     fitxer = fopen("fitxer", "r");     
      
     fitxer2 = fopen("fitxer_out", "a+"); 
 
     while(!feof(fitxer)) 
     { 
      fscanf(fitxer, "%d\n", &prova2); 
      fscanf(fitxer, "%s\n", prova); 
 
      if (strcmp(prova, "Desconegut") == 0) 
      { 
       fprintf(fitxer2, "%d\n", prova2); 
       fprintf(fitxer2, "%s\n", "Desconegut"); 
 
       break; 
      } 
     } 
 
     fclose(fitxer); 
     fclose(fitxer2); 
 
     remove("fitxer"); 
     aux1 = 0; 
    } 
  
   } 
 
  } 
 
  contorn = contorn->seguent; 
 
 } 
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 aux1++; 
 
 cvReleaseImage( &h12 ); 
 cvReleaseImage( &s12 );    
 cvReleaseImage( &v12 ); 
 
 cvReleaseHist (&histc10); 
 
 cvReleaseImage( &h11 ); 
 cvReleaseImage( &s11 );    
 cvReleaseImage( &v11 ); 
 
 cvReleaseHist (&histc9); 
 
 cvReleaseImage( &h10 ); 
 cvReleaseImage( &s10 );    
 cvReleaseImage( &v10 ); 
 
 cvReleaseHist (&histc8); 
 
 cvReleaseImage( &h9 ); 
 cvReleaseImage( &s9 );    
 cvReleaseImage( &v9 ); 
 
 cvReleaseHist (&histc7); 
 
 cvReleaseImage( &h8 ); 
 cvReleaseImage( &s8 );    
 cvReleaseImage( &v8 ); 
 
 cvReleaseHist (&histc6); 
 
 cvReleaseImage( &h7 ); 
 cvReleaseImage( &s7 );    
 cvReleaseImage( &v7 ); 
 
 cvReleaseHist (&histc5); 
 
 cvReleaseImage( &h6 ); 
 cvReleaseImage( &s6 );    
 cvReleaseImage( &v6 ); 
 
 cvReleaseHist (&histc4); 
 
 cvReleaseImage( &h5 ); 
 cvReleaseImage( &s5 );    
 cvReleaseImage( &v5 ); 
 
 cvReleaseHist (&histc3); 
 
 cvReleaseImage( &h4 ); 
 cvReleaseImage( &s4 ); 
 cvReleaseImage( &v4 ); 
 
 cvReleaseHist (&histc2); 
 
 cvReleaseImage( &h3 ); 
 cvReleaseImage( &s3 ); 
 cvReleaseImage( &v3 ); 
 
 cvReleaseHist (&histc1); 
 
 cvReleaseImage( &h2 ); 
 cvReleaseImage( &s2 );    
 cvReleaseImage( &v2 ); 
 
 cvReleaseHist (&histc); 
 
    gettimeofday(&tf, NULL); 
    tiempo= (tf.tv_sec - ti.tv_sec)*1000 + (tf.tv_usec - ti.tv_usec)/1000.0; 
    //printf("Temps Detector: %g milisegundos\n", tiempo); 
 
}  
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//---------------------------------------------------------------------------------------------------Dibuixar_Contorns--------------------------------- 
 
 
 
//ES MOSTRA ELS CONTORNS I S'ENCUADRAN. SI ESTROBEN A PROP S'ENRECUADREN JUNTS 
void Draw_Rect( IplImage* Img3, int* ic, info *inf ) 
{ 
 
    struct timeval ti, tf; 
    double tiempo; 
    gettimeofday(&ti, NULL); 
 
 cvZero( Img3 ); 
 
 int i = 0, n = 0; 
 int pxs = 0, pys = 0, pxi = 0, pyi = 0; 
 int filtre[10]; 
 int nfiltre = 0; 
 
 filtre[0] = false; 
 filtre[1] = false; 
 filtre[2] = false; 
 filtre[3] = false; 
 filtre[4] = false; 
 filtre[5] = false; 
 filtre[6] = false; 
 filtre[7] = false; 
 filtre[8] = false; 
 filtre[9] = false; 
 
 contorns *actual; 
 contorns *proxim; 
 
 actual = inf->inici;  
 proxim = inf->inici; 
 
 while (actual != NULL) 
 { 
  if( actual->image == (*ic) - 10 ) 
  { 
   pxs = actual->pxs; 
   pys = actual->pys; 
   pxi = actual->pxi; 
   pyi = actual->pyi; 
 
   //S'EVITA PASSAR PELS CONTORNS QUE JA HAN ESTAT ENMARCATS 
   if( filtre[i] != true ) 
   { 
    proxim = inf->inici; 
    n = 0; 
 
    while ( proxim != NULL) 
    { 
     if (n > i & proxim->image == (*ic) - 10 ) 
     {      
//COMPARATIVA PER SABER SI DOS CONTORNS 
//ESTAN PRÒXIMS 
if( fabs(actual->x - proxim->x) < 75 && fabs(actual->y - 
proxim->y) < 75 ) 
      { 
       //X VÈRTEX SUPERIOR 
       if( pxs - proxim->pxs > 0) 
       { 
        pxs = proxim->pxs; 
       } 
   
       //X VÈRTEX INFERIOR 
       if( pxi - proxim->pxi < 0 ) 
       { 
        pxi = proxim->pxi; 
       } 
 
       //Y VÈRTEX SUPERIOR 
       if( pys - proxim->pys < 0 ) 
       { 
        pys = proxim->pys; 
Annex E   97 
       } 
       else 
 
       //X VÈRTEX INFERIOR 
       if( pyi - proxim->pyi > 0 ) 
       { 
        pyi = proxim->pyi; 
       } 
 
       filtre[n]= true; 
 
      } 
     } 
 
     proxim = proxim->seguent; 
     n++; 
 
    }   
    //DIBUIXA EL RECTÀNGLE ADAPTAT AL CONTORN 
cvRectangle( Img3, cvPoint(pxs, pys), cvPoint(pxi, pyi), CV_RGB(0, 0, 255), 1, 
8, 0 ); 
    
   } 
 
   //DIBUIXA CONTORNS 
cvDrawContours( Img3,actual->contorn  ,CV_RGB(0xff,0x00,0x00), 
CV_RGB(0x00,0x00,0xff),0, 1 ,4 );  
 
  } 
 
  i++; 
  actual = actual->seguent; 
 
 } 
 
 filtre[0] = false; 
 filtre[1] = false; 
 filtre[2] = false; 
 filtre[3] = false; 
 filtre[4] = false; 
 filtre[5] = false; 
 filtre[6] = false; 
 filtre[7] = false; 
 filtre[8] = false; 
 filtre[9] = false; 
  
 nfiltre = 0; 
 i = 0; 
 n = 0; 
 
    gettimeofday(&tf, NULL);  
    tiempo= (tf.tv_sec - ti.tv_sec)*1000 + (tf.tv_usec - ti.tv_usec)/1000.0; 
    //printf("Temps Dibuixar: %g milisegundos\n", tiempo); 
 
} 
 
//------------------------------------------------------------------------------------Iniciar i eliminar contorns---------------------------------------- 
 
//INICIAR INFORMACIÓ DE LA LLISTA DE CONTORNS 
void iniciar (info *inf) 
{ 
 inf->inici = NULL; 
 inf->final = NULL; 
 inf->tamany = 0; 
} 
 
//S'ALLIVERA TOTA LA MEMÒRIA DELS CONTORNS 
void eliminar_cont (info *inf) 
{ 
 while (inf ->tamany > 0) 
 { 
    contorns *del_contorn; 
    del_contorn = inf ->inici; 
    inf->inici = inf->inici->seguent; 
 
    if (inf->tamany == 1) 
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       inf->final = NULL; 
 
    free (del_contorn); 
    inf ->tamany--; 
 } 
} 
 
//----------------------------------------------------------------------------------------------------MAIN 
 
int main() 
{ 
 
 //CREACIÓ DE LES FINESTRES DE MOSTRA 
 //cvNamedWindow( "Background Averaging", CV_WINDOW_AUTOSIZE ); 
 //cvNamedWindow( "IN_Retardo", CV_WINDOW_AUTOSIZE ); 
 //cvNamedWindow( "IN_Real", CV_WINDOW_AUTOSIZE ); 
 //cvNamedWindow("Dilatacio", CV_WINDOW_AUTOSIZE  ); 
 //cvNamedWindow("Out_Real", CV_WINDOW_AUTOSIZE  ); 
 cvNamedWindow("Out_Sin", CV_WINDOW_AUTOSIZE  ); 
 //cvNamedWindow( "Video_Equal", CV_WINDOW_AUTOSIZE );    
 //cvNamedWindow( "Video_Canny", CV_WINDOW_AUTOSIZE );     
 //cvNamedWindow( "Video_Smooth",CV_WINDOW_AUTOSIZE ); 
 //cvNamedWindow( "HSV",CV_WINDOW_AUTOSIZE ); 
 
 //VARIABLES DE CONTROL 
 int control = 0; 
 int reset = 100, bg = 50; 
 int num = 0; 
 int buffer = 10; 
 int i = 0; 
 int img_c = 0; 
 
 bool ini = true; 
 
 info *inf; 
   contorns *cont; 
 
 //ESTRUCTURES DE LES IMÀTGES I VÍDEOS 
 CvCapture* capture = cvCreateFileCapture( "Project" ); 
 IplImage* Filtre = cvLoadImage( "Filtre.jpg" ); 
 IplImage *frame, *mask1, *mask3, *frame2, *Out, *Dilatacio, *Out2, *frame3; 
 IplImage *ilow1, *ilow2, *ilow3, *ihi1, *ihi2, *ihi3;  
 IplImage *iscratch, *igray1, *igray2, *igray3, *imaskt; 
 IplImage *iavgF, *idiffF, *iprevF, *ihiF, *iscratch2; 
 IplImage *buffer_in[10]; 
 IplImage* Frame_Equal;       
 IplImage* Frame_Canny;          
 IplImage* R;       
 IplImage* G;       
 IplImage* B;       
 IplImage* Frame_Smooth; 
 IplImage* HSV; 
 IplImage* H; 
 IplImage* S; 
 IplImage* V; 
  
 //IMATGES D‟ IDENTIFICACIÓ 
 IplImage* cranc1 = cvLoadImage( "cranc1.jpg" ); 
 IplImage* cranc2 = cvLoadImage( "cranc2.jpg" ); 
 IplImage* cranc3 = cvLoadImage( "cranc3.jpg" ); 
 IplImage* cargol1 = cvLoadImage( "cargol1.jpg" ); 
 IplImage* cargol2 = cvLoadImage( "cargol2.jpg" ); 
 IplImage* cargol3 = cvLoadImage( "cargol3.jpg" ); 
 IplImage* cuc1 = cvLoadImage( "cuc1.jpg" ); 
 IplImage* cuc2 = cvLoadImage( "cuc2.jpg" ); 
 IplImage* cuc3 = cvLoadImage( "cuc3.jpg" ); 
 IplImage* taca1 = cvLoadImage( "taca1.jpg" ); 
 IplImage* taca2 = cvLoadImage( "taca2.jpg" ); 
 
 cvCvtColor(cranc1, cranc1, CV_RGB2HSV ); 
 cvCvtColor(cranc2, cranc2, CV_RGB2HSV ); 
 cvCvtColor(cranc3, cranc3, CV_RGB2HSV ); 
 cvCvtColor(cargol1, cargol1, CV_RGB2HSV ); 
 cvCvtColor(cargol2, cargol2, CV_RGB2HSV ); 
 cvCvtColor(cargol3, cargol3, CV_RGB2HSV ); 
 cvCvtColor(cuc1, cuc1, CV_RGB2HSV ); 
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 cvCvtColor(cuc2, cuc2, CV_RGB2HSV ); 
 cvCvtColor(cuc3, cuc3, CV_RGB2HSV ); 
 cvCvtColor(taca1, taca1, CV_RGB2HSV ); 
 cvCvtColor(taca2, taca2, CV_RGB2HSV ); 
 
 
 int frameCount = 0;   
 
 //TRACKBAR MODIFICA VALOR DELIMINACIÓ PER RAPIDESA DEL CONTORN 
  cvCreateTrackbar( "Umbral Rapid", "Out_Sin", &rapid, 50, del_rapid ); 
 
 //TRACKBAR MODIFICA VALOR DELIMINACIÓ PER LA NO COSNTÀNCIA DEL CONTORN 
  cvCreateTrackbar( "Umbral Constància", "Out_Sin", &constant, 10, del_constant ); 
 
 //NUM DE FRAMES DEL VÍDEO 
 //int numsframes = (int) cvGetCaptureProperty(capture,CV_CAP_PROP_FRAME_COUNT); 
 
 //RECURREGUT FRAME A FRAME 
 while(1)  
 { 
 
     struct timeval ti, tf; 
     double tiempo; 
     gettimeofday(&ti, NULL); 
 
     struct timeval ti1, tf1; 
     double tiempo1; 
     gettimeofday(&ti1, NULL);  
 
  frameCount++; 
  num++; 
 
  printf( "frames: %d\n", num ); 
 
  frame = cvQueryFrame( capture ); 
  //cvShowImage("IN_Real",frame); 
 
  if( !frame ) break; 
   
  CvSize sz = cvGetSize( frame ); 
 
  //VARIABLES DEL NOU MODEL 
  if( num == 1) 
  { 
   if ((inf = ( info *) malloc (sizeof(info))) == NULL) 
      return -1; 
 
   iniciar (inf);   
   
   frame2 = cvCreateImage( sz, IPL_DEPTH_8U, 3 ); 
    
   ilow1 = cvCreateImage ( sz, IPL_DEPTH_32F, 1 ); 
   ilow2 = cvCreateImage ( sz, IPL_DEPTH_32F, 1 ); 
   ilow3 = cvCreateImage ( sz, IPL_DEPTH_32F, 1 ); 
   ihi1 = cvCreateImage ( sz, IPL_DEPTH_32F, 1 ); 
   ihi2 = cvCreateImage ( sz, IPL_DEPTH_32F, 1 ); 
   ihi3 = cvCreateImage ( sz, IPL_DEPTH_32F, 1 );  
   iscratch = cvCreateImage ( sz, IPL_DEPTH_32F, 3 ); 
   igray1 = cvCreateImage ( sz, IPL_DEPTH_32F, 1 ); 
   igray2 = cvCreateImage ( sz, IPL_DEPTH_32F, 1 ); 
   igray3 = cvCreateImage ( sz, IPL_DEPTH_32F, 1 ); 
   imaskt = cvCreateImage ( sz, IPL_DEPTH_8U, 1 ); 
   iavgF = cvCreateImage ( sz, IPL_DEPTH_32F, 3 ); 
   idiffF = cvCreateImage ( sz, IPL_DEPTH_32F, 3 ); 
   iprevF = cvCreateImage ( sz, IPL_DEPTH_32F, 3 ); 
   ihiF = cvCreateImage ( sz, IPL_DEPTH_32F, 3 ); 
   iscratch2 = cvCreateImage ( sz, IPL_DEPTH_32F, 3 );  
 
   Frame_Canny = cvCreateImage( sz, frame->depth, 1);      
   Frame_Equal = cvCreateImage( sz, frame->depth, 3); 
   Frame_Smooth = cvCreateImage( sz, frame->depth, 3); 
 
   R = cvCreateImage(sz, frame->depth, 1);     
   G = cvCreateImage(sz, frame->depth, 1); 
   B = cvCreateImage(sz, frame->depth, 1); 
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   for( i = 0; i < 10; i++ ) 
   { 
    buffer_in[i] = cvCreateImage( sz, IPL_DEPTH_8U, 3 ); 
   } 
    
   Out2 = cvCreateImage( sz, IPL_DEPTH_8U, 3 ); 
  } 
 
 
  mask1 = cvCreateImage( sz, IPL_DEPTH_8U, 1 ); 
  mask3 = cvCreateImage( sz, IPL_DEPTH_8U, 3 ); 
 
  Out = cvCreateImage( sz, IPL_DEPTH_8U, 3 ); 
   
  Dilatacio = cvCreateImage( sz, IPL_DEPTH_8U, 1 ); 
 
  //------------------------------------------------------------INICI DEL BUFFER D‟ENTRADA 
  if( num <= 10) 
  { 
   cvCopy( frame, buffer_in[num-1], NULL ); 
  } 
 
  //------------------------------------------------------------BUCLE DE GRAVACIÓ DEL BUFFER 
  if( num > 10) 
  { 
   cvCopy( buffer_in[0], frame2, NULL ); 
   cvCopy( buffer_in[1], buffer_in[0], NULL ); 
   cvCopy( buffer_in[2], buffer_in[1], NULL ); 
   cvCopy( buffer_in[3], buffer_in[2], NULL ); 
   cvCopy( buffer_in[4], buffer_in[3], NULL ); 
   cvCopy( buffer_in[5], buffer_in[4], NULL ); 
   cvCopy( buffer_in[6], buffer_in[5], NULL ); 
   cvCopy( buffer_in[7], buffer_in[6], NULL ); 
   cvCopy( buffer_in[8], buffer_in[7], NULL ); 
   cvCopy( buffer_in[9], buffer_in[8], NULL ); 
   cvCopy( frame, buffer_in[9], NULL ); 
  } 
 
  //cvShowImage("IN_Retardo",frame2); 
 
  //ES CREA I ES SEPARA LA IMÀTGE HSV 
  HSV = cvCreateImage( sz, IPL_DEPTH_8U, 3 ); 
 
  H  = cvCreateImage ( sz, IPL_DEPTH_8U, 1 ); 
  S  = cvCreateImage ( sz, IPL_DEPTH_8U, 1 ); 
  V  = cvCreateImage ( sz, IPL_DEPTH_8U, 1 ); 
 
  cvCvtColor(frame2, HSV, CV_RGB2HSV ); 
 
  cvSplit( HSV, H, S, V, NULL ); 
 
  //RESTEM AMB EL FILTRE PER ELIMINAR ZONES DE NO INTERÉS 
  cvSub(frame, Filtre, frame); 
   
  //RESET DE FRAMES PER INICIAR EL MODEL DE BG 
  if(frameCount == reset) 
  {     
   frameCount = 1;  
   control = 1; 
  }  
 
  //-------------------------------------------------------Efectes------------------------------------ 
  //Effect_Smooth(frame, Frame_Smooth);   
  //cvCopy( frame, Frame_Equal, NULL ); 
 
  //Effect_Equal( R, G, B, Frame_Equal );   
  //Effect_Canny( frame, Frame_Canny );  
   
  //cvShowImage( "Video_Equal", Frame_Equal );  
  //cvShowImage( "Video_Smooth", Frame_Smooth ); 
  //cvShowImage( "Video_Canny", Frame_Canny ); 
 
 
  //SEGUIM REALITZANT EL BG AMB EL MODEL ANTERIOR MENTRES CREEM EL NOU 
  if(control > 0 & frameCount < bg) 
  {  
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   if(frameCount == 1) 
   {    
 
    cvCopy( Ilow1, ilow1, NULL ); 
    cvCopy( Ilow2, ilow2, NULL ); 
    cvCopy( Ilow3, ilow3, NULL ); 
    cvCopy( Ihi1, ihi1, NULL ); 
    cvCopy( Ihi2, ihi2, NULL ); 
    cvCopy( Ihi3, ihi3, NULL );  
    cvCopy( Iscratch, iscratch, NULL ); 
    cvCopy( Igray1, igray1, NULL ); 
    cvCopy( Igray2, igray2, NULL ); 
    cvCopy( Igray3, igray3, NULL ); 
    cvCopy( Imaskt, imaskt, NULL ); 
    cvCopy( IavgF, iavgF, NULL ); 
    cvCopy( IdiffF, idiffF, NULL ); 
    cvCopy( IprevF, iprevF, NULL ); 
    cvCopy( IhiF, ihiF, NULL ); 
    cvCopy( Iscratch2, iscratch2, NULL );   
      
    DeallocateImages(); 
   } 
    
    
   cvCvtScale( frame, iscratch, 1, 0); 
   cvSplit( iscratch, igray1, igray2, igray3, 0 ); 
 
   cvInRange( igray1, ilow1, ihi1, mask1 ); 
 
   cvInRange( igray2, ilow2, ihi2, imaskt ); 
   cvOr( mask1, imaskt, mask1 ); 
 
   cvInRange( igray3, ilow3, ihi3, imaskt ); 
   cvOr( mask1, imaskt, mask1 ); 
   
   //cvShowImage( "Background Averaging", mask1 ); 
 
       gettimeofday(&tf1, NULL);  
       tiempo= (tf1.tv_sec - ti1.tv_sec)*1000 + (tf1.tv_usec - ti1.tv_usec)/1000.0; 
       //printf("Temps Bg: %g milisegundos\n", tiempo1); 
 
   //-------------------------------------------------------Dilatació------------------------------------ 
   //Effect_Dila( mask1, Dilatacio ); 
   //Effect_Dila2( mask1, Dilatacio ); 
   //Effect_Dila3( mask1, Dilatacio ); 
   //Effect_Dila4( mask1, Dilatacio ); 
   Effect_Dila5( mask1, Dilatacio ); 
   //cvShowImage( "Dilatacio", Dilatacio ); 
 
   //-------------------------------------------------------Contorns-------------------------------------  
     
   Create_Contorn( Dilatacio, &img_c, inf, &ini); 
 
   if ( img_c >= 1 ) 
   { 
    Buff_Cont(  &img_c, inf ); 
   }  
    
   //-------------------------------------------------------Fals_Positiu 
   Del_positiu( &img_c, inf, Out2 );   
   Del_positiu2( &img_c, inf ); 
 
   //-------------------------------------------------------Detector    
DetectorHSV ( &img_c, inf, frame2, HSV, H, S, V, cranc1, cranc2, cranc3, cargol1, 
cargol2, cargol3, taca1, taca2, cuc1, cuc2, cuc3 );     
 
   //-------------------------------------------------------Dibuixar 
   Draw_Rect( Out, &img_c, inf);  
 
   img_c++; 
 
   //cvShowImage( "HSV", HSV ); 
   //cvShowImage( "Out_Real", Out2 ); 
   cvShowImage( "Out_Sin", Out ); 
   //cvShowImage("IN_Retardo",frame2); 
  } 
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  //Inici bg    
  if(frameCount == 1 ) 
  { 
   AllocateImages( frame ); 
  } 
 
  if( frameCount < bg ) 
  { 
   accumulateBackground( frame ); 
  } 
  else if( frameCount == bg ) 
  { 
   createModelsfromStats(); 
  } 
  else 
  { 
   backgroundDiff( frame, mask1 ); 
   //cvShowImage( "Background Averaging", mask1 ); 
 
       gettimeofday(&tf1, NULL); 
       tiempo= (tf1.tv_sec - ti1.tv_sec)*1000 + (tf1.tv_usec - ti1.tv_usec)/1000.0; 
       //printf("Temps Bg: %g milisegundos\n", tiempo1); 
 
   //-------------------------------------------------------Dilatación------------------------------------ 
   //Effect_Dila( mask1, Dilatacio ); 
   //Effect_Dila2( mask1, Dilatacio ); 
   //Effect_Dila3( mask1, Dilatacio ); 
   //Effect_Dila4( mask1, Dilatacio ); 
   Effect_Dila5( mask1, Dilatacio ); 
   //cvShowImage( "Dilatacio", Dilatacio ); 
 
   //-------------------------------------------------------Contornos------------------------------------- 
   Create_Contorn( Dilatacio, &img_c, inf, &ini ); 
 
   if (img_c >=1) 
   { 
    Buff_Cont(  &img_c, inf); 
   } 
 
   //-------------------------------------------------------Fals_Positiu 
   Del_positiu( &img_c, inf,  Out2 ); 
   Del_positiu2( &img_c, inf );  
 
   //-------------------------------------------------------Detector 
DetectorHSV ( &img_c, inf, frame2, HSV, H, S, V, cranc1, cranc2, cranc3, cargol1, 
cargol2, cargol3, taca1, taca2, cuc1, cuc2, cuc3 );   
 
   //-------------------------------------------------------Dibuixar 
   Draw_Rect( Out, &img_c, inf);  
 
   img_c++; 
 
   //cvShowImage( "HSV", HSV ); 
   //cvShowImage( "Out_Real", Out2 ); 
   cvShowImage( "Out_Sin", Out ); 
   //cvShowImage("IN_Retardo",frame2); 
 
  } 
 
  cvWaitKey(0); 
 
  char c = cvWaitKey(33); 
  if( c == 27 ) break; 
    
  cvReleaseImage( &mask1 ); 
  cvReleaseImage( &mask3 ); 
  cvReleaseImage( &Out ); 
  cvReleaseImage( &Dilatacio ); 
  cvReleaseImage( &HSV ); 
 
  cvReleaseImage( &H );  
  cvReleaseImage( &S );  
  cvReleaseImage( &V );  
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     gettimeofday(&tf, NULL);   
     tiempo= (tf.tv_sec - ti.tv_sec)*1000 + (tf.tv_usec - ti.tv_usec)/1000.0; 
     //printf("Temps total: %g milisegundos\n", tiempo); 
 
  //PARADA ON ES TROBEN OBJECTIUS PER ESTUDIAR 
  if(num > 400 && num < 450) 
  { 
    cvWaitKey(0); 
  } 
 
  if(num > 630 && num < 740) 
  {                              
    cvWaitKey(0); 
  } 
 
  if(num > 1640 && num < 1900) 
  { 
   cvWaitKey(0); 
  }      
 
  if(num > 2900 && num < 3300) 
  { 
    cvWaitKey(0); 
  } 
 
  if(num > 6500 && num < 7000) 
  { 
    cvWaitKey(0); 
  } 
 
 } 
  
 //ALLIBERACIÓ DE MEMÒRIA 
 cvReleaseCapture( &capture ); 
 
 //cvDestroyWindow( "Background Averaging" ); 
 //cvDestroyWindow( "IN_Retardo" ); 
 //cvDestroyWindow( "IN_Real" ); 
 //cvDestroyWindow( "Dilatacio" ); 
 //cvDestroyWindow( "Out_Real" ); 
 cvDestroyWindow( "Out_Sin" ); 
 //cvDestroyWindow( "Video_Smooth" ); 
 //cvDestroyWindow( "Video_Equal" ); 
 //cvDestroyWindow( "Video_Canny" ); 
 //cvDestroyWindow( "HSV" ); 
  
 cvReleaseImage( &frame2 ); 
 cvReleaseImage( &frame ); 
 cvReleaseImage( &frame3 ); 
 cvReleaseImage( &iscratch ); 
 cvReleaseImage( &igray1 ); 
 cvReleaseImage( &igray2 ); 
 cvReleaseImage( &igray3 ); 
 cvReleaseImage( &imaskt ); 
 cvReleaseImage( &ilow1 ); 
 cvReleaseImage( &ilow2 ); 
 cvReleaseImage( &ilow3 ); 
 cvReleaseImage( &ihi1 ); 
 cvReleaseImage( &ihi2 ); 
 cvReleaseImage( &ihi3 ); 
 cvReleaseImage( &idiffF  ); 
 cvReleaseImage( &iavgF ); 
 cvReleaseImage( &iprevF ); 
 cvReleaseImage( &ihiF ); 
 cvReleaseImage( &iscratch2 );  
 cvReleaseImage( &Out2 ); 
 
 cvReleaseImage( &Frame_Equal );  
 cvReleaseImage( &Frame_Canny );  
 cvReleaseImage( &R );  
 cvReleaseImage( &G );  
 cvReleaseImage( &B );  
 cvReleaseImage( &Frame_Smooth);  
 
 cvReleaseImage( &buffer_in[1] ); 
 cvReleaseImage( &buffer_in[2] ); 
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 cvReleaseImage( &buffer_in[3] ); 
 cvReleaseImage( &buffer_in[4] ); 
 cvReleaseImage( &buffer_in[5] ); 
 cvReleaseImage( &buffer_in[6] ); 
 cvReleaseImage( &buffer_in[7] ); 
 cvReleaseImage( &buffer_in[8] ); 
 cvReleaseImage( &buffer_in[9] ); 
 cvReleaseImage( &buffer_in[0] ); 
 
 DeallocateImages(); 
 
 cvReleaseMemStorage( &storage ); 
  
 eliminar_cont (inf); 
 
 cvReleaseImage( &cranc1 ); 
 cvReleaseImage( &cranc2 ); 
 cvReleaseImage( &cranc3 ); 
 cvReleaseImage( &cargol1 ); 
 cvReleaseImage( &cargol2 ); 
 cvReleaseImage( &cargol3 ); 
 cvReleaseImage( &cuc1 ); 
 cvReleaseImage( &cuc2); 
 cvReleaseImage( &cuc3 ); 
 cvReleaseImage( &taca1 ); 
 cvReleaseImage( &taca1 ); 
 
} 
 
 
