We propose a novel concept to directly match feature descriptors extracted from RGB images, with feature descriptors extracted from 3D point clouds. We use this concept to localize the position and orientation (pose) of the camera of a query image in dense point clouds. We generate a dataset of matching 2D and 3D descriptors, and use it to train a proposed Descriptor-Matcher algorithm. To localize a query image in a point cloud, we extract 2D keypoints and descriptors from the query image. Then the DescriptorMatcher is used to find the corresponding pairs 2D and 3D keypoints by matching the 2D descriptors with the preextracted 3D descriptors of the point cloud. This information is used in a robust pose estimation algorithm to localize the query image in the 3D point cloud. Experiments demonstrate that directly matching 2D and 3D descriptors is not only a viable idea but also achieves competitive accuracy compared to other state-of-the-art approaches for camera pose localization.
Introduction
With the recent advances in the computational power of modern machines, 3D vision and its applications are becoming more and more popular. A lot of research is being carried out using RGB-D images, point clouds and 3D meshes.This is also supported by new hardware and software products that use 3D data for various applications. For example, Microsoft Windows 10 has now a dedicated library for point clouds and meshes named "3D Objects", as well as 3D Paint and 3D Builder software. The quality and capabilities of 3D sensors have also improved a lot, and at the same time, costs have come down. Many of the latest smart-phones have a dedicated 3D sensor along with one or more RGB cameras.
Despite the progress in the fields of 3D and 2D vision, there is still a need to develop better techniques for the fusion of 2D and 3D information. Both 2D and 3D data can complement each others in many ways for improved performance and efficiency. Techniques that can combine 2D and 3D data have many potential applications, e.g., recognizing an object in an image using its 3D model, locating objects or regions of interest from RGB images in 3D maps, face recognition and verification, as well as 2D image localization in a 3D point cloud. Moreover, most of the vision data that is currently available is in the form of 2D images (or videos). A technique that can bridge the gap between the 2D and 3D data will highly be beneficial to improve 3D vision systems using 2D data. In this paper we propose a technique to match feature descriptors extracted from 2D images and 3D point clouds and demonstrate their application for the task of 6-DOF camera pose (position and orientation) estimation of 2D images in a 3D point cloud.
Camera pose estimation is a popular research topic nowa-days because of its applications e.g., for place recognition, augmented reality, robotic navigation, robot pose estimation, grasping, and in Simultaneous Localization and Mapping (SLAM) problem. Current techniques for camera localization comprise two major categories: (ii) Regression Networks-based methods and (i) Handcrafted featuresbased methods. The regression networks-based methods usually require a lot of data for training and have high requirements for computational resources, such as powerful GPUs. Most of the feature-based techniques use local or global features that are extracted from 2D images. For 3D models they use sparse 3D point clouds generated from the Structure from Motion (SfM) pipeline [18] . Once the 3D model is generated from SfM, the approach provides a oneto-one correspondence between the pixels of the images and the 3D points in the SfM model. This correspondence has been used to create systems that can localize images in the sparse point cloud, generated by SfM. However, with the advances in 3D scanning technology, it is possible to directly generate 3D point clouds of large areas without using the SfM pipeline e.g., Microsoft Kinect, LIDAR or Faro 3D scanner or Matterport scanners can be used to directly generate the point cloud of a scene. This is a much more practical approach to generate 3D models, compared to SfM as the generated point clouds are denser and the quality of the models generated by 3D scanners is much better than the ones obtained by SfM. Although it may be possible to generate sparse point clouds from the dense ones by randomly downsampling them, it is not possible to generate one-toone correspondences between the 3D vertices and the pixels of the 2D images. In such a scenario, many of the current image localization techniques cannot be used since they heavily rely on the information that is generated by the SfM.
In this paper we propose a novel camera localization technique. Our technique can localize images directly in dense point clouds, that are acquired by 3D scanners, by directly matching the 2D descriptors extracted from images with the 3D descriptors that are extracted from the point clouds. Figure 1 shows the dense point cloud of the Shop Facade dataset [10] along with a query image localized by our technique in the point cloud. Specifically, we train a 2D-3D Descriptor matching classifier, that we call 'Descriptor-Matcher', using a training set of corresponding 2D and 3D descriptors. To localize an image, we extract keypoints and descriptors from the query image using 2D keypoints and descriptors techniques such as Scale Invariant Features Transform (SIFT) keypoints and SIFT descriptors [13] . Similarly, we extract 3D keypoints and descriptors from the point cloud e.g., 3D-SIFT keypoints [13, 14] or 3D-Harris keypoints [14, 7] and Rotation Invariant Features Transform (RIFT) descriptors [11] . Then we use the trained Descriptor-Matcher to find the matching between 2D and 3D descriptors. We use this information to identify the points from the image that match with points in the 3D point cloud. The matching pairs of 2D and 3D points are used in a robust pose estimation algorithm to estimate the orientation and the location of camera in the 3D point cloud (see Section 3.3). Figure 2 shows the steps of the proposed technique to estimate the camera pose.
To the best of our knowledge, our contribution is the first: (i) to directly match 2D descriptors from RGB images with 3D descriptors that are extracted from dense point clouds, and (ii) to localize 6-DOF Camera pose in dense 3D point clouds by directly matching 2D and 3D descriptors.
The rest of this paper is organized as follows. Section 2 discusses the different types of techniques that have the goal to loacalize or geo-register an image. The proposed technique is presented in Section 3. Section 4 reports the experimental setup and a detailed evaluation of our results along with a comparison with other approaches. The paper is concluded in Section 5.
Related Work
Localizing the position of an image and estimating its pose is an active area of research. Two major approaches are used for this purpose: (i) handcrafted features-based methods, and (ii) network-based pose regression.
(i) Handcrafted features-based methods mainly emphasize on locating an image in an area i.e., many of the image localization datasets do not provide the ground truth camera pose, therefore, the localization techniques only use the number of inliers found with RANSAC [5] as a registration metric. For example, if the RANSAC finds 12 inliers for the query image, the image is considered registered. This is a very crude metric and does not actually show the performance of these techniques. These works are further of two types, (i.a) image retrieval based methods, and (i.b) SfM-based methods. Figure 2 . A block diagram of the test pipeline of the proposed technique. We extract 3D keypoints and descriptors from the dense 3D Point Cloud. 2D keypoints and descriptors are extracted from the 2D RGB Query Image. Then our proposed "Descriptor Matches" algorithm directly matches the 2D descriptors with the 3D descriptors to generate correspondence between points in 2D image and 3D point cloud. This is then used with a robust pose estimation algorithm to estimate the 6-DOF pose of the query image in the 3D point cloud.
(i.a) Image retrieval based methods treat the problem as a pure image based problem where for a given query image, retrieval techniques are used to find a set of similar images from a database of geo-tagged images. This set of images is then used to triangulate the pose of the camera [4, 26, 27] . As evident by the approach, they cannot be used to localize images in a 3D model. Also since the estimated pose is based on the poses of the retrieved similar images, which are not necessarily close, so this approximation is inaccurate compared to the techniques that use the SfM model for localization [16] .
(i.b) SfM-based methods use structure from motion based 3D models for localization. These methods are more accurate than the image retrieval based methods. In SfM each point is triangulated from multiple images' keypoints and is then associated with those corresponding feature descriptors [18] . The commonly used image features include SIFT, SURF, ORB etc. Irschara et al., [8] created the SfM model from the training images and then used image retrieval techniques to find training images similar to the query image. The retrieved images were used with the SfM model to improve the localization accuracy. Yunpeng et al., [12] further enhanced the performance by directly comparing the query image and 3D point features, instead of using retrieval methods. Sattler et al., [15] used a visual vocabulary of 16M words for localization in larger point clouds. Sattler et al., [16] extended their work by using a prioritized matching system to improve the image localization results.
These works require that the point cloud be generated from the SfM based techniques, due to the fact that 3D points are assigned features based on the known poses of images that constructed them. As each point in the point cloud generated from SfM is created from keypoints that are extracted from a number of 2D images, a function of the 2D descriptors corresponding to those keypoints is considered by some works as 3D descriptors (e.g., average of 2D descriptors). However, such approximation and assignment of 3D descriptors is only possible if the 3D model is generated from the SfM using a large number of images. Moreover, since 3D descriptors are a function of the 2D image descriptors, the matching between image descriptors and SfM model's descriptors is not a 2D to 3D matching problem in the true sense, but rather a 2D to 2D descriptor matching problem. These algorithm suffer from the inherent issues of SfM i.e., the images need to have sufficient texture and good quality in order to get localized. The recent arrival of cheap 3D sensors allows directly capture large scale point clouds avoiding the time consuming generation of 3D models from hundred or thousands of images. The above mentioned techniques cannot localize images in the point clouds captured by 3D scanners.
(ii) Network-based pose regression methods use neural networks for pose estimation. PoseNet, developed by Kendall et al. [10] , is a CNN based neural network which learns to regress input image to the pose. However, it has a low accuracy. Kendall et al., [9] and Walch et al., [25] enhanced Posenet by improving the loss function and architecture of the network, respectively. Instead of directly regressing the pose, Brachmann et al. [1] introduced the differentiable RANSAC for using it as a trainable component in their deep network pipeline based on the work of [20] . However, the localization results of the network-based methods are generally inferior to the SfM based techniques [2] .
In contrast to SfM-based techniques, our technique is the first approach which extracts 3D keypoints and descriptors from the point cloud and matches them with the features extracted from the 2D images. This allows our technique to find the pose of the query image in the 3D model that can be obtained from any scanner.
Technique
The proposed technique provides a novel way to estimate poses of query images in a 3D point cloud. Our technique can work with point clouds that are acquired from any scanner. Moreover, our technique can work in both indoor and outdoor scenarios. As no popular dataset for pose estimation or image localization provides dense 3D point clouds and poses to train and query images using the the dense model, we create datasets by using Multi View Stereo (MVS). Specifically, we used the COLMAP's MVS [19] pipeline to generate dense 3D point clouds from images in publicly available datasets.
To train the Descriptor-Matcher, we need a dataset of pairs of 2D and 3D descriptors which correspond to the same point in the 2D image and the 3D point cloud, respectively. Once the Descriptor-Matcher is trained, our technique does not require any type of intermediate information (e.g., from SfM) to localize the query image and estimate its pose.
Dataset Creation
To train the Descriptor-Matcher to match the 2D descriptors with the 3D descriptors, we need a dataset of corresponding 2D and 3D descriptors. As any manual creation of such a dataset on a large scale will be tedious and impractical, we devised a way to automatically mine matching 2D and 3D descriptors from a given set of training images, and a dense 3D point cloud that may have been generated from any scanner. Given a dataset with N number of training images and M number of query images, we use the COLMAP's MVS [19] to generate the dense 3D point clouds. COLMAP generates a sparse SfM model [18] (called sparse point cloud) in an intermediate step to the construction of the dense point cloud. This provides the poses of the training and the query images, with respect to the sparse 3D point cloud. For the quantitative evaluation of the proposed technique, we need the poses of the query images with respect to the point cloud obtained from 3D scanner (called the Dense 3D point cloud). The sparse point cloud can be registered with point clouds obtained from any 3D scanner, to get the poses of training and query images with respect dense 3D point cloud. For our experiments we used the point cloud generated from MVS as the dense point cloud.
For the dataset creation, we first extract the 3D keypoints and descriptors from the dense point cloud [14] . Similar to [12, 16, 17] , we remove all the points in the point cloud that were generated using only the query images to ensure that no information from the query set is used for the generation of the training dataset. After applying the 3D keypoint detector and descriptors on the dense point cloud we get a set of 3D keypoints:
and their corresponding 3D descriptors:
where N k3 is the number of detected keypoints and m is the length of the used 3D descriptor. Let P C s be the sparse point cloud obtained after removing the points that were created using the query images:
where N p is the number of points that are left in the point cloud. We find the Euclidean distances between the elements of keys 3D and P C s and keep only those points whose difference is less than a threshold α. Let ζ be the set of the pair of indices, corresponding to the points of N k3 and P C s , that are equal within an error threshold α :
(4) It is to be noted that the resulting ζ usually contains less than 10% of the keypoints that are detected from the dense point cloud. The fact that our technique produces good results on the query images (see Section 4), despite never being trained on more than 90% of the training 3D keypoints, shows the high generalization capability of the proposed technique. Since the sparse point cloud, created by COLMAP [18] , contains the correspondence information between the pixels from the training images that were used to create 3D points in the sparse point cloud, we use this information along with ζ to find the 2D keypoints corresponding to the keypoints obtained from the dense point cloud which are included in the set ζ. This creates a correspondence between the 3D keypoints from the dense point cloud and the 2D keypoints from the training images. Note that this is a one-to-many correspondence, since one 3D point in a point cloud may appear in many 2D images. We convert this set of keypoints correspondences from one-to-many to one-to-one by duplicating each 3D keypoint as many times as their are corresponding 2D keypoints for that point. This gives us a one-to-one set of matching 2D and 3D keypoints. We retrieve the corresponding descriptors for 3D keypoints from desc 3D and apply 2D descriptor extraction on the 2D keypoints to obtain a dataset of corresponding 2D and 3D descriptors.
Errors \ Metrics
Median P 25% P 50% P 75% P 90% P 95% Position Error (m) Table 2 . Median and percentile localization errors for the Notre Dame dataset [22] . P stands for percentile, e.g., P 25% means the maximum error for 25% of the data when errors are sorted in the ascending order.
Training
We use the generated dataset to train the DescriptorMatcher. We pose the problem of matching 2D and 3D descriptors as a binary classification problem. Empirically, we found that the Random Forest classifier [3] is the most suited for this problem, due to its robustness, speed, resistance to over-fitting and good generalization ability. We concatenated the corresponding 3D and 2D descriptors from the training dataset and used them as positive samples. To generate negative samples, we generate one-to-one matches between the 3D and the 2D descriptors from the training set, such that the distance between their corresponding keypoints is greater than a threshold β. Due to the large number of negative samples, we randomly select a small subset of them. We used the positive and the negative samples to train our Descriptor-Matcher.
Testing
To localize a given query image at test time, we extract 2D keypoints and descriptors from the query image. Similarly, we extract 3D keypoints and descriptors from the point cloud in which the query image is to be localized. We then use the Descriptor-Matcher to find the matching 2D and 3D descriptors. We retrieve the corresponding 2D and 3D keypoints of the matching 2D and 3D descriptors based on the output of the Descriptor-Matcher and use them as the matching pairs of points in the 2D image and the 3D point cloud. Just like any other classifier, there is the possibility of false positives in the resulting matches. We therefore use a robust pose estimation algorithm to estimate the location and orientation of the 2D image. Our pose estimation algorithm is a combination of P3P [6] and MLESAC [23] algorithms. MLESAC is a generalized and improved version of RANSAC [5] that not only tries to maximize the number of inliers but also maximizes the likelihood [23] . This provides us with the position and viewing direction of the camera used to capture the query image in the 3D point cloud. We can use this position and orientation to map the image on the 3D point cloud. Figure 2 shows the testing pipeline of the proposed technique.
Experiments and Analysis
To evaluate the performance of our technique, we carried out experiments on publicly available popular datasets. As none of these datasets contains dense point clouds, we generated them using 2D images from the datasets (see Section 3.1). We used the Heads, Fire and Pumpkin datasets from the RGB-D 7-Scenes Database [21] to evaluate our technique for indoor scenarios. For outdoor scenarios, we used the South Building [18, 19] , Notre Dame [22] , Shop Facade [10] and Old Hospital [10] datasets.
The quality of the point clouds generated from MVS turned out to be poor as they contained a large amount of noise. To reduce the noise, we used the Statistical Outlier Removal Filter (SOR) [14] . SOR computes the mean distance between points in a local neighbourhood, and removes those points that are far apart based on a statistical threshold.
We extracted SIFT keypoints and descriptors [13] from the 2D images and 3D SIFT keypoints [14] and RIFT descriptors [11] from the dense 3D point cloud. 3D SIFT keypoint extraction is an extension of the 2D SIFT keypoint extraction algorithm [13] for point clouds. In order to optimize the Random forest in the Descriptor-Matcher, we held out 15% of the training dataset (see Secion 3.1) for the validation set and trained the Random Forest on the remaining 85% of the data. The validation set was used to optimize the parameters of the the Random Forest. These optimal parameters were then used to train the Random Forest using the complete training dataset.
Evaluation Metric
We calculated the errors in position and rotation of the query images with respect to the ground truth. For errors in position we used the distance between the ground truth and the predicted positions of the camera in the point cloud for the evaluation metric. For rotational error, we calculated the smallest angle between the viewing direction of the ground truth orientation and the predicted orientation of the query image's camera. If R g is the ground truth rotation matrix and R p is the predicted rotation matrix then the rotational Errors \ Metrics Median P 25% P 50% P 75% P 90% P 95% Position Error (m) Table 3 . Median and percentile localization errors for the Shop Facade dataset from the Cambridge Land Marks database [10] . P stands for percentile, e.g., P 25% means the maximum error for 25% of the data when errors are sorted in the ascending order.
error φ in degrees is calculated as follows:
Outdoor Datasets 4.2.1 South Building
The South Building dataset [18, 19] consists of images of the South building at the university of North Carolina, Chapel Hill. The dataset contains images from all the sides of the building. We randomly selected 10% of the images for the query set and the remaining images were used for the training set. The images in this dataset were acquired from different viewpoints, orientations, and occlusions were present due to the trees. The South building has also repetitive patterns. Moreover, due to the symmetric nature of the building, it is difficult to differentiate images from different sides of the building. Table 1 shows the results of the proposed technique on the test set. The proposed technique was able to register all the images of the query set. We report the median as well as the percentile errors for the intervals of 25%, 50%, 75%, 90% and 95% data, for both position (in meters) and angle (in degrees).
Notre Dame
The Notre Dame dataset [22] contains random pictures of the Notre Dame Cathedral and its surrounding areas in Paris, France. There is very high variation in the images in terms of scale, illumination and orientation. The dataset contains 716 images. The scale of the pictures varies from a close up of the graffiti on the cathedral to ones taken from hundreds of meters away from the building. The pictures are both in landscape and portrait orientation. We did not correct the orientation of the pictures and used them as they were, for training and testing purposes. Moreover, this dataset contains picture that were taken at different times of the day including day, night and dusk. The pictures taken at night look strikingly different from the ones taken at day time. We randomly selected 10% of the images as the held out query set and used the remaining pictures for training. Our technique successfully registered 57 query images out of 72. Among the pictures that were not registered, 4 were not part of the 3D Model so these were successful rejections by our technique. Table 2 shows the localization results on the Notre Dame dataset for the registered images.
Shop Facade
The Shop Facade dataset, from the Cambridge Landmarks database [10] , consists of 334 images from the intersection of two streets in Cambridge, with a focus on the shops at the intersection. We used the standard train-query split defined by the authors of the dataset. The query set contains 103 images [10] . Our technique successfully localized all the images in the query set. Table 3 shows the median errors in position and rotation along with the percentile errors on the Shop Facade dataset.
Old Hospital
The Old Hospital dataset is part of the Cambridge Landmarks database [10] . This dataset contains 1077 images. The dataset suffers from the challenges of high symmetry and repetitive patterns in the buildings. We used the data split defined by the authors of the dataset [10] to generate the training and the query sets. The query set contains 182 images. We were able to localize all the images of the query set in the 3D model. Table 4 . Median and percentile localization errors for the Old Hospital dataset from the Cambridge Land Marks database [10] . P stands for percentile, e.g., P 25% means the maximum error for 25% of the data when errors are sorted in the ascending order.
Errors \ Metrics Median P 25% P 50% P 75% P 90% P 95% Position Error Table 5 . Median and percentile localization errors for the Heads dataset from the the Seven Scenes RGBD database [21] . P stands for percentile, e.g., P 25% means the maximum error for 25% of the data when errors are sorted in the ascending order.
Errors \ Metrics
Median P 25% P 50% P 75% P 90% Table 6 . Median and percentile localization errors for the Fire dataset from the the Seven Scenes RGBD database [21] . P stands for percentile, e.g., P 25% means the maximum error for 25% of the data when errors are sorted in the ascending order.
Errors \ Metrics Median P 25% P 50% P 75% P 90% P 95% Position Error ( Table 7 . Median and percentile localization errors for the Pumpkin dataset from the the Seven Scenes RGBD database [21] . P stands for percentile, e.g., P 25% means the maximum error for 25% of the data when errors are sorted in the ascending order.
the location and the orientation of the localized images for the intervals of 25%, 50%, 75%, 90% and 95% data.
Indoor Datasets
To test the performance of the proposed technique in indoor conditions we used the Heads, Pumpkin and Fire datasets. For indoor datasets, the quality of the generated point clouds from MVS was much worse than what would have been achieved, had a Kinect or some other 3D scanner been used. We only applied SOR filter to the generated point cloud and used it for our experiments. The results of our technique on the indoor datasets demonstrate its robustness against noise in point clouds.
Heads
The Heads dataset [21] for indoor localization is part of the seven scenes RGBD database. As the name indicates, it contains multiple models of heads, along with monitors, and other items in a room. The dataset consists of 2000 images. We used the standard train-query split as defined by the authors of the dataset [21] . Our technique successfully localized all the images in the query set. Table 5 shows the median and percentile errors of our technique.
Fire
Fire dataset [21] is composed of 4000 images. It is part of the seven scenes RGBD database. The scene consists of an area with fire equipment, chair and some other stuff. For the train and query sets, we used the standard split defined by the authors of the dataset [21] . We were able to localize all the images in the query set using our technique. Table 6 shows the different types of errors of our technique on the Fire dataset.
Pumpkin
Pumpkin dataset is one of the datasets in the seven scenes RGBD database [21] . It contains 6000 images in total of the kitchen area, along with a pumpkin in the center. We Table 8 . Median errors for position and orientation estimation of our technique compared to other approaches on indoor and outdoor datasets. Pos stands for median positional error in meters and Ang stands for rotational error in degrees.
Methods→
used the standard distribution of images for the training and the query sets as defined by the authors of the dataset. The percentile and the median positional and rotational errors are shown in Table 7 . The proposed technique successfully localized all the images in the query set.
Comparison with Other Approaches
We also compared the performance of our technique with popular and state-of-the-art SfM and Network based approaches, on five of the common datasets between the different works. We only report the median location and orientation errors for comparison, as only median errors are reported by other methods. Despite the large differences between the approaches, we achieved competitive accuracies for the outdoor datasets. For the indoor datasets, we achieved the best accuracies for position estimation. Table  8 shows the median error of our technique as compared to other SfM-based and Network-based pose estimation methods.
Conclusion and Future Work
This paper has introduced a novel concept to directly compare 3D and 2D descriptors extracted using 3D and 2D feature techniques, respectively. We have demonstrated the performance of this technique for the application of 6-DOF pose localization of a query image in a dense 3D point cloud. This approach makes the localization pipeline much simpler compared to SfM or neural network based approaches. Unlike SfM-based approaches, the proposed technique can localize images in point clouds that have been directly generated from any 3D scanner. Our technique can work in both indoor and outdoor environments. Experiments show that the proposed technique achieves competitive or superior pose estimation accuracy, compared to other approaches. In the future, we will further refine our technique, followed by more detailed experimentation and demonstrate its use for other tasks that can benefit from complementing 2D with 3D data.
