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Abstract
We study the convergence of random function iterations for finding an invariant measure
of the corresponding Markov operator. We call the problem of finding such an invariant mea-
sure the stochastic fixed point problem. This generalizes earlier work studying the stochastic
feasibility problem, namely, to find points that are, with probability 1, fixed points of the
random functions [22]. When no such points exist, the stochastic feasibility problem is
called inconsistent, but still under certain assumptions, the more general stochastic fixed
point problem has a solution and the random function iterations converge to an invariant
measure for the corresponding Markov operator. There are two major types of convergence:
almost sure convergence of the iterates to a fixed point in the case of stochastic feasibil-
ity, and convergence in distribution more generally. We show how common structures in
deterministic fixed point theory can be exploited to establish existence of invariant mea-
sures and convergence of the Markov chain. We show that weaker assumptions than are
usually encountered in the analysis of Markov chains guarantee linear/geometric conver-
gence. This framework specializes to many applications of current interest including, for
instance, stochastic algorithms for large-scale distributed computation, and deterministic
iterative procedures with computational error. The theory developed in this study provides
a solid basis for describing the convergence of simple computational methods without the
assumption of infinite precision arithmetic or vanishing computational errors.
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1. Introduction
Random function iterations (RFI) [16] generalize deterministic fixed point iterations, and are
a useful framework for studying a number of important applications. An RFI is a stochastic
process of the form Xk+1 := TξkXk (k = 0, 1, 2, . . . ) initialized by a random variable X0 with
distribution µ0 and values on some set G. This of course includes initialization from a determin-
istic point x0 ∈ G via the δ-distribution. Here ξk (k = 0, 1, 2, . . . ) is an element of a sequence
of i.i.d. random variables that map from a probability space into a measurable space of indices
I (not necessarily countable) and Ti (i ∈ I) are self-mappings on G. The iterates Xk form a
Markov chain of random variables on the space G, which is, for our purposes, a Polish space
(separable complete metric space). Deterministic fixed point iterations are included when the
index set I is just a singleton.
One important instance of these iterations (though not the only application) is deterministic
fixed point iterations with computational error. Here each Tξk represents a random perturbation
of some intended exact iterative procedure. The approach presented here allows one to arrive at
convergence statements without the conventional assumption of vanishing perturbations [46, 48].
A simple example from first semester numerical analysis illustrates our point. Consider the
underdetermined linear system of equations
Ax = b, A ∈ Rm×n, b ∈ Rm, m < n.
Equivalent to this problem is the problem of finding the intersection of the hyperplanes defined
by the single equations Ajx = bj (j = 1, 2, . . . .m) where Aj is the jth row of the matrix A:
Find x¯ ∈ ∩mj=1{x | Ajx = bj}.
The method of cyclic projections was proposed by von Neumann [54] for solving this problem,
and convergence was shown by Aronszajn to be linear [2] (referred to as geometric or exponential
in other communities). Given an initial guess x0, the method is given by
xk+1 = PmPm−1 · · ·P1xk, (1)
where Pj is the orthogonal projection onto the jth hyperplane above. The projectors have
a closed form representation, and the algorithm is easily implemented. The results of one
implementation for a randomly generated matrix A and vector b with m = 50 and n = 60
yields the following graph shown in Figure 1(a). As the figure shows, the method performs as
(a) (b)
Figure 1: (a) The residual xk+1−xk of iterates of the cyclic projections algorithm for solving the linear system
Ax = b for A ∈ R50×60, and b ∈ R50 randomly generated. (b) A histogram of the residual sizes over
the last 8000 iterations.
predicted by the theory, up to the numerical precision of the implementation. After that point,
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the iterates behave more like random variables with distribution indicated by the histogram
shown in Figure 1(b). The theory developed in this study provides a solid basis for describing
the convergence of simple computational methods without the assumption of infinite precision
arithmetic or vanishing computational errors. This particular situation could be analyzed in
the stability framework of perturbed convergent fixed point iterations with unique fixed points
developed in [13]; our approach captures their results and opens the way to a much broader
range of applications.
Our approach is heavily influenced by the work of Butnariu and collaborators who studied
stochastic iterative procedures for solving infinite dimensional linear operator equations in [10,
10–12]. Another important application motivating our analytical strategy involves stochastic
implementations of deterministic algorithms for large-scale problems [7, 14, 19, 39, 47]. Such
stochastic algorithms are popular for distributed computation with applications in machine
learning [15, 29, 45]. Here each Tξk represents a randomly selected, low-dimensional update
mechanism in an iterative procedure. Our approach to the analysis of such algorithms is, in
some cases, simpler and more general than current approaches.
We are concerned in this paper with (i) existence of invariant distributions of the Markov
operators associated with the random function iterations, (ii) convergence of the Markov chain
to an invariant distribution, and (iii) rates of convergence. As with classical fixed point itera-
tions, the limit – or more accurately, limiting distribution – of the Markov chain, if it exists,
will in general depend on the initialization. Uniqueness of invariant measures of the Markov
operator is not a particular concern for feasibility problems where any feasible point will do.
The notation and necessary background is developed in Section 2, which we conclude with the
main statements of this study (Section 2.5). Section 3 contains the technical details, start-
ing with existence theory in Section 3.1, general ergodic theory in Section 3.2 with gradually
increasing regularity assumptions on the Markov operators, equicontinuity in Section 3.3 and
finally Markov operators generated by nonexpansive mappings in Section 3.4. The assump-
tions on the mappings generating the Markov operators are commonly employed in the analysis
of deterministic algorithms in continuous optimization. Our first main result, Theorem 2.20,
establishes convergence for Markov chains that are generated from nonexpansive mappings in
Rn and follows easily in Section 3.5 upon establishing tightness of the sequence of measures.
Section 3.6 collects further facts needed for the second main result of this study, Theorem 2.21,
which establishes convergence in the Prokhorov-Levi metric of Markov chains to an invariant
measure (assuming this exists) when the Markov operators are constructed from α-firmly non-
expansive mappings in Rn (Definition 2.10). We conclude Section 3 with the proof in Section 3.8
of the last main result, Theorem 2.22, which provides for a quantification of convergence of the
RFI when the underlying mappings are α-firmly nonexpansive in expectation (Definition 2.14)
and when the discrepancy between a given measure and the set of invariant measures of the
Markov operator, Eq. (23), is metrically subregular (Definition 2.18). We conclude this study
with Section 4 where we present several examples that range from elementary (like the example
displayed in Fig. 1 ) to current research.
2. RFI and the Stochastic Fixed Point Problem
In this section we give a rigorous formulation of the RFI, then interpret this as a Markov
chain and define the corresponding Markov operator. We then formulate modes of convergence
of these Markov chains to invariant measures for the Markov operators and formulate the
stochastic feasibility and stochastic fixed point problems. At the end of this section we present
the main results of this article. The proofs of these results are developed in Section 3.
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Our notation is standard. As usual, N denotes the natural numbers including 0. For the
abstract space G (Polish) B(G) denotes the Borel σ-algebra and (G,B(G)) is the corresponding
measure space. We denote by P(G) the set of all probability measures on G. The support of
the probability measure µ is the smallest closed set A, for which µ(A) = 1 and is denoted by
suppµ (see Theorem A.1 for more properties).
There is a lot of overlapping notation in probability theory. Where possible we will try to stick
to the simplest conventions, but the context will make certain notation preferable. The notation
X ∼ µ ∈P(G) means that the law of X, denoted L(X), satisfies L(X) := PX := P(X ∈ ·) = µ,
where P is the probability measure on some underlying probability space. All of these different
ways of indicating a measure µ will be used.
The pair (G, d) denotes a separable complete metric space with metric d and B(x, r) is the
open ball centered at x ∈ G with radius r > 0; the closure of the ball is denoted B(x, r). The
distance of a point x ∈ G to a set A ⊂ G is denoted by d(x,A) := infw∈A d(x,w). For the ball of
radius r around a subset of points A ⊂ G, we write B(A, r) := ⋃x∈A B(x, r). The 0-1-indicator
function of a set A is given by
1A(x) =
{
1 if x ∈ A,
0 else.
Continuing with the development initiated in the introduction, we have a collection of map-
pings Ti : G→ G , i ∈ I, on (G, d) (a separable complete metric space), where I is an arbitrary
index set. The measure space of indexes is denoted by (I, I), and ξ is an I-valued random
variable on the probability space (Ω,F ,P). The pairwise independence of two random variables
ξ and η is denoted ξ⊥⊥ η. The random variables ξk in the sequence (ξk)k∈N (abbreviated (ξk))
are independent and identically distributed (i.i.d.) with ξk having the same distribution as ξ
(ξk
d= ξ). The method of random function iterations is formally presented in Algorithm 1.
Algorithm 1: Random Function Iterations (RFI)
Initialization: Set X0 ∼ µ0 ∈P(G), ξk ∼ ξ ∀k ∈ N
1 for k = 0, 1, 2, . . . do
2 Xk+1 = TξkXk;
We will use the notation
XX0k := Tξk−1 . . . Tξ0X0 (2)
to denote the sequence of the RFI initialized with X0 ∼ µ0. This is particularly helpful when
characterizing sequences initialized with the delta distribution of a point, where Xxk denotes the
RFI sequence initialized with X0 ∼ δx. The following assumptions will be employed throughout.
Assumption 2.1. (a) X0, ξ0, ξ1, . . . , ξk are independent for every k ∈ N, where ξk are i.i.d. for
all k with the same distribution as ξ.
(b) The function Φ : G× I → G , (x, i) 7→ Tix is measurable.
2.1. RFI as a Markov chain
Markov chains are conveniently defined in terms of transition kernels. A transition kernel is a
mapping p : G × B(G) → [0, 1] that is measurable in the first argument and is a probability
measure in the second argument; that is, p(·, A) is measurable for all A ∈ B(G) and p(x, ·) is
a probability measure for all x ∈ G.
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Definition 2.2 (Markov chain). A sequence of random variables (Xk), Xk : (Ω,F ,P) →
(G,B(G)) is called Markov chain with transition kernel p if for all k ∈ N and A ∈ B(G) P-a.s.
the following hold:
(i) P (Xk+1 ∈ A |X0, X1, . . . , Xk) = P (Xk+1 ∈ A |Xk);
(ii) P (Xk+1 ∈ A |Xk) = p(Xk, A).
Proposition 2.3. Under Assumption 2.1, the sequence of random variables (Xk) generated by
Algorithm 1 is a Markov chain with transition kernel p given by
(x ∈ G)(A ∈ B(G)) p(x,A) := P(Φ(x, ξ) ∈ A) = P(Tξx ∈ A) (3)
for the measurable update function Φ : G× I → G , (x, i) 7→ Tix.
Proof. It follows from [26, Lemma 1.26] that the mapping p(·, A) defined by Eq. (3) is measurable
for all A ∈ B(G), and it is immediate from the definition that p(x, ·) is a probability measure
for all x ∈ G. So p defined by Eq. (3) is a transition kernel. The remainder of the statement is
an immediate consequence of Theorem A.2.
The Markov operator P is defined pointwise for a measurable function f : G→ R via
(x ∈ G) Pf(x) :=
∫
G
f(y)p(x,dy),
when the integral exists. Note that
Pf(x) =
∫
G
f(y)PΦ(x,ξ)(dy) =
∫
Ω
f(Tξ(ω)x)P(dω) =
∫
I
f(Tix)Pξ(di).
The Markov operator P is Feller if Pf ∈ Cb(G) whenever f ∈ Cb(G), where Cb(G) is the set
of bounded and continuous functions from G to R. This property is central to the theory of
existence of invariant measures introduced below. The next fundamental result establishes the
relation of the Feller property of the Markov operator to the generating mappings Ti.
Proposition 2.4. Under Assumption 2.1, if Ti is continuous for all i ∈ I, then the Markov
operator P is Feller.
Let µ ∈ P(G). In a slight abuse of notation we denote the dual Markov operator P∗ :
P(G)→P(G) acting on a measure µ by action on the right by P via
(A ∈ B(G)) (P∗µ)(A) := (µP)(A) :=
∫
G
p(x,A)µ(dx).
This notation allows easy identification of the distribution of the k-th iterate of the Markov
chain generated by Algorithm 1: L(Xk) = µ0Pk.
2.2. The Stochastic Fixed Point Problem
As studied in [22], the stochastic feasibility problem is stated as follows:
Find x∗ ∈ C := {x ∈ G |P(x = Tξx) = 1} . (4)
A point x such that x = Tix is a fixed point of the operator Ti; the set of all such points is
denoted by
Fix Ti = {x ∈ G |x = Tix} .
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In [22] it was assumed that C 6= ∅. If C = ∅ we call this the inconsistent stochastic feasibility
problem.
The inconsistency of the problem formulation is an artifact of asking the wrong question.
More generally, we are interested in the following problem:
Find pi ∈ invP, (5)
that is, to find an invariant probability measure pi of the Markov operator P. We refer to this
as the stochastic fixed point problem. A fixed point of the (dual) Markov operator P is called
an invariant measure, i.e. pi ∈ P(G) is invariant whenever piP = pi. The set of all invariant
probability measures is denoted by invP. The following lemma is elementary, but will be used
at several points in our development.
Lemma 2.5. Let pi be an invariant probability measure for P defined in Eq. (3) and let Y ∼ pi.
Suppose ξ is independent of Y , then TξY ∼ pi.
Proof. For A ∈ B(G) Fubini’s Theorem and disintegration Theorem A.2 yield
P(TξY ∈ A) = E[E [1A(TξY ) | ξ]] = E
∫
1A(Tξy)pi(dy) =
∫ ∫
1A(z)PTξy(dz)pi(dy)
=
∫ ∫
1A(z)p(y,dz)pi(dy) = piP(A) = pi(A) = P(Y ∈ A).
More generally, if we choose Y ∼ pi independent of the entire sequence (ξk), denoted by
Y ⊥⊥ (ξk), we get that XYk ∼ pi for all k ∈ N with the notation from Eq. (2). In particular from
Lemma 2.5 it follows that suppL(Y ) = suppL(TξY ).
Example 2.6 (inconsistent stochastic feasibility). Consider the (trivially convex, nonempty
and closed) sets C−1 := {−1} and C1 := {1} together with a random variable ξ such that
P(ξ = 1) = P(ξ = −1) = 1/2. The mappings Tix = PCix = i for x ∈ R and i ∈ I = {−1, 1}
are the projections onto the sets C−1 and C1. The RFI iteration then amounts to just random
jumps between the values −1 and 1. So it holds that P(Tξx = i) = 1/2 for all x ∈ R and
hence there is clearly no feasible fixed point to this iteration, that is, C = ∅. Nevertheless, by
Theorem A.2 we have
P(Xk+1 = i) = E[P (TξkXk = i |Xk)] =
1
2
for all k ∈ N. That means the unique invariant distribution to which the distributions of the
iterates of the RFI (i.e. (P(Xk ∈ ·))k) converges is pi = 12(δ−1 + δ1), and this is attained after
one iteration.
As the above example demonstrates, inconsistent stochastic feasibility problems are neither
exotic nor devoid of meaningful notions of convergence.
2.3. Modes of convergence
In [22], we considered almost sure convergence of the sequence (Xk) to a random variable X:
Xk → X a.s. as k →∞.
Almost sure convergence is commonly encountered in the studies of stochastic algorithms in
optimization, and can be guaranteed for consistent stochastic feasibility under most of the
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regularity assumptions on Ti considered here (see [22, Theorem 3.8 and 3.9]) though this does
not require the full power of the theory of general Markov processes. In fact, the next result
shows that almost sure convergence is only possible for consistent stochastic feasibility. The
following statement first appeared in Lemma 3.2.1 of [21].
Proposition 2.7 (a.s. convergence implies consistency). Let Ti : G → G be continuous for
all i ∈ I with respect to the metric d. Let pi ∈ invP 6= ∅ and X0 ∼ pi. Generate the sequence
(XX0k )k∈N via Algorithm 1 where X0⊥⊥ ξk for all k. If the sequence (XX0k ) converges almost
surely, then the stochastic feasibility problem is consistent. Moreover, supppi ⊂ C.
Before proceeding to the proof, note that the measure remains the same for each iterate XX0k
- the issue here is when the iterates converge (almost surely).
Proof. In preparation for our argument, which is by contradiction, choose any x ∈ supppi where
pi ∈ invP, and define
I := {i ∈ I | d(Tix, x) > }
for  ≥ 0. Note that I ⊇ I0 whenever  ≤ 0. Define the set
J δ :=
{
i ∈ I
∣∣∣ d(Tix, Tiy) ≤ , ∀y ∈ B (x, δ)} .
These sets satisfy J δ1 ⊂ J δ2 whenever δ1 ≥ δ2 and, since Ti is continuous for all i ∈ I, we have
that for each  > 0, J δ ↑ I as δ → 0. A short argument shows that I and J δ are measurable
for each δ and  > 0.
Suppose now, to the contrary, that C = ∅. Then P(Tξx = x) < 1 and hence P(d(Tξx, x) >
0) > 0. Since I ⊇ I0 for  ≤ 0 we have Pξ(I0) ≤ Pξ(I) whenever  ≤ 0. In particular, there
must exist an 0 such that 0 < Pξ(I0). On the other hand, there is a constant δ > 0 such that
δ < 0/2 and Pξ(K0δ ) > 0 where K
0
δ := I0 ∩ J 0/2δ . This construction then yields
(∀i ∈ K0δ ) d(Tiy, x) ≥ d(Tix, x)− d(Tiy, Tix) ≥
0
2 > δ ∀y ∈ B(x, δ).
By Lemma 2.5 it holds that XX0k ∼ pi for all k ∈ N, so the independence of ξk and X0 for all k
implies the independence of ξk and XX0k for all k. Moreover, P
(
XX0k ∈ Bδ
)
= pi(Bδ) > 0 for all
k ∈ N, where to avoid clutter we denote Bδ := B(x, δ). This yields
(∀k ∈ N) P
(
XX0k ∈ Bδ, XX0k+1 /∈ Bδ
)
≥ P
(
XX0k ∈ Bδ, ξk ∈ K0δ
)
= pi(Bδ)Pξ(K0δ ) > 0.
Thus, we also have
(∀k ∈ N) P
(
XX0k ∈ Bδ, XX0k+1 ∈ Bδ
)
= P
(
XX0k ∈ Bδ
)
− P
(
XX0k ∈ Bδ, XX0k+1 /∈ Bδ
)
≤ pi(Bδ)− pi(Bδ)Pξ(K0δ )
= pi(Bδ)(1− Pξ(K0δ )) < pi(Bδ).
However, by assumption, XX0k → X∗ a.s. for some random variable X∗ with P (X∗ ∈ Bδ) =
pi(Bδ) > 0. If X∗ ∈ Bδ then due to the a.s. convergence there exists a (random) k∗ such that
XX0k ∈ Bδ for all k ≥ k∗. This implies that
P
(
XX0k ∈ Bδ, XX0k+1 ∈ Bδ, X∗ ∈ Bδ
)
→ P (X∗ ∈ Bδ) = pi(Bδ).
which is a contradiction since by the above
P
(
XX0k ∈ Bδ, XX0k+1 ∈ Bδ, X∗ ∈ Bδ
)
≤ P
(
XX0k ∈ Bδ, XX0k+1 ∈ Bδ
)
< pi(Bδ).
So it must be true that P (d(Tξx, x) > 0) = 0. In other words, P (Tξx = x) = 1, hence C 6= ∅.
Moreover, since the point x was any arbitrary point in supppi, we conclude that supppi ⊂ C.
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For inconsistent feasibility, or more general stochastic fixed point problems that are the aim
of the RFI 1, we focus on convergence in distribution. Let (νk) be a sequence of probability
measures on G. The sequence (νk) is said to converge in distribution to ν whenever ν ∈P(G)
and for all f ∈ Cb(G) it holds that νkf → νf as k →∞, where νf :=
∫
f(x)ν(dx). Equivalently
a sequence of random variables (Xk) is said to converge in distribution if there laws (L(Xk))
do.
We now consider two modes of convergence in distribution for the corresponding sequence of
measures (L(Xk)))k∈N on P(G):
1. convergence in distribution of the Cesàro averages of the sequence (L(Xk)) to a probability
measure pi ∈P(G), i.e. for any f ∈ Cb(G)
νkf :=
1
k
k∑
j=1
L(Xj)f = E
1
k
k∑
j=1
f(Xj)
→ pif, as k →∞;
2. convergence in distribution of the sequence (L(Xk)) to a probability measure pi ∈P(G),
i.e. for any f ∈ Cb(G)
L(Xk)f = E[f(Xk)]→ pif, as k →∞.
Clearly, the second mode of convergence implies the first. This is studied in context in Section 3.5
and Section 3.7.
An elementary fact from the theory of Markov chains (Proposition 3.4) is that, if the Markov
operator P is Feller and pi is a cluster point of (νk) with respect to convergence in distribution
then pi is an invariant probability measure. Existence of invariant measures for a Markov
operator then amounts to verifying that the operator is Feller (by Proposition 2.4, automatic if
the Ti are continuous) and that cluster points exist (guaranteed by tightness – or compactness
with respect to the topology of convergence in distribution – of the sequence, see Theorem 3.3).
In particular, this means that there exists a convergent subsequence (νkj ) with
(∀f ∈ Cb(G)) νkjf = E
 1
kj
kj∑
i=1
f(Xi)
→ pif, as j →∞.
Convergence of the whole sequence, i.e. νk → pi, amounts then to showing that pi is the unique
cluster point of (νk) (see Proposition A.3).
Quantifying convergence is essential for establishing estimates for the distance of the iterates
to the limit point, when this exists.
Definition 2.8 (R- and Q-linear convergence to points, Chapter 9 of [40]). Let (xk) be a
sequence in a metric space (G, d).
1. (xk)k∈N is said to converge R-linearly to x˜ with rate c ∈ [0, 1) if there is a constant β > 0
such that
d(xk, x˜) ≤ βck ∀k ∈ N. (6)
2. (xk)k∈N is said to converge Q-linearly to x˜ with rate c ∈ [0, 1) if
d(xk+1, x˜) ≤ cd(xk, x˜) ∀k ∈ N.
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By definition, Q-linear convergence implies R-linear convergence with the same rate; the con-
verse implication does not hold in general. Q-linear convergence is encountered with contractive
fixed point mappings, and this leads to a priori and a posteriori error estimates on the sequence.
This type of convergence is referred to as geometric or exponential convergence in different com-
munities. The crucial distinction between R-linear and Q-linear convergence is that R-linear
convergence permits neither a priori nor a posteriori error estimates.
The main tools for metrizing spaces of measures are the Prokhorov-Levi distance and the
Wasserstein metric.
Definition 2.9 (Prokhorov-Levi&Wasserstein distance). Let (G, d) be a separable complete
metric space and let µ, ν ∈P(G).
(i) The Prokhorov-Levi distance, denoted by dP , is defined by
dP (µ, ν) = inf { > 0 |µ(A) ≤ ν(B(A, )) + , ν(A) ≤ µ(B(A, )) +  ∀A ∈ B(G)} . (7)
(ii) For p ≥ 1 let
Pp(G) =
{
µ ∈P(G)
∣∣∣∣ ∃x ∈ G : ∫ dp(x, y)µ(dy) <∞} . (8)
The Wasserstein p-metric on Pp(G), denoted Wp, is defined by
Wp(µ, ν) :=
(
inf
γ∈C(µ,ν)
∫
G×G
dp(x, y)γ(dx, dy)
)1/p
(p ≥ 1) (9)
where C(µ, ν) is the set of couplings of µ and ν (product measures whose marginals are µ
and ν respectively - see Eq. (57)).
2.4. Regularity
Our main results concern convergence of Markov chains under increasingly restrictive regularity
assumptions on the mappings {Ti}. The regularity of Ti is dictated by the application, and our
primary interest is to follow this through to the regularity of the corresponding Markov operator.
In [36] a framework was developed for a quantitative convergence analysis of set-valued mappings
Ti that are calm (one-sided Lipschitz continuous – in the sense of set-valued-mappings – with
Lipschitz constant greater than 1). We leave such generality for random mappings to a later
study and restrict our attention here to nonexpansive mappings which are automatically single-
valued. This setting includes, for instance, applications involving convex feasibility – consistent
and inconsistent – as well as many randomized algorithms for large-scale convex optimization.
Definition 2.10 (pointwise (α-firmly) nonexpansive mappings). Let (G, d) be a metric space
and D ⊂ G.
(i) The mapping F : D → G on is said to be pointwise almost nonexpansive at x0 ∈ D on D
with violation  whenever there exists an  ∈ [0, 1) such that
d(Fx, Fx0) ≤
√
1 +  d(x, x0), ∀x ∈ D.
When the above inequality holds for all x0 ∈ D then F is said to be almost nonexpansive
on D. When  = 0 the mapping F is said to be (pointwise) nonexpansive.
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(ii) The mapping F is said to be pointwise almost α-firmly nonexpansive at x0 ∈ D on D with
violation  whenever there exists a constant α ∈ (0, 1) and  > 0 ∈ [0, 1) such that
d2(Fx, Fx0) ≤ (1 + )d2(x, x0)− 1−αα ψF (x, x0), ∀x ∈ D, (10)
where
ψF (x, x0) :=(
d2(Fx, x) + d2(Fx0, x0) + d2(Fx, Fx0) + d2(x, x0)− d2(Fx, x0)− d2(x, Fx0)
)
.(11)
When the above inequality holds for all x0 ∈ D then F is said to be almost α-firmly nonex-
pansive on D. When  = 0 the mapping F is said to be (pointwise) α-firmly nonexpansive.
Lemma 2.11 (ψF is nonnegative in CAT(0) spaces). Let (G, d) be a CAT(0) metric space
and F : D → G for D ⊂ G. Then ψF (x, y) defined by (11) is nonnegative for all x, y ∈ D.
Moreover, if F is pointwise almost α-firmly nonexpansive at x0 ∈ D on D, then F is pointwise
almost nonexpansive at x0 on D with the same violation constant .
Proof. For any self-mapping on a CAT(0) space, by [23, Theorem 1 and Corollary 3] the fol-
lowing four-point inequality holds:
d2(Fx, x0) + d2(x, Fx0)− d2(Fx, x)− d2(Fx0, x0) ≤ 2d(Fx, Fx0)d(x, x0). (12)
Thus ψF (x, x0) defined by (11) is nonnegative in this setting. It follows immediately from the
definition (10), then, that in CAT(0) spaces pointwise almost α-firm nonexpansiveness implies
pointwise almost nonexpansiveness.
The definition of (pointwise) α-firmly nonexpansive mappings generalizes the same notions
developed in [36] for Euclidean spaces. The notion of averaged mappings dates back to Mann,
Krasnoselsi, and others [9, 17, 20, 27, 37] and only makes sense in spaces with linear structure.
Though the nomenclature of averaged mappings goes back to [3], we depart from this tradition
because it does not fit with nonlinear spaces. These notions have been explored with nonlinear
metrics for instance in [18] and in Hadamard spaces recently in [44]. Our definition of α-
firm nonexpansivity for α = 1/2 is equivalent (after some algebra) to the definition of firm
nonexpansiveness given in [32], hence our terminology. The next result shows the connection
between our definition and more classical notions.
Proposition 2.12. Let D ⊂ G where (G, ‖ · ‖) is a Hilbert space and let F : D → G be
pointwise almost nonexpansive on D at x0 ∈ D with violation . The following are equivalent:
(i) F is pointwise almost α-firmly nonexpansive at x0 with violation  on D;
(ii)
‖Fx− Fx0‖2 ≤ (1 + )‖x− x0‖2 − 1−αα ‖((Id−F )x− (Id−F )x0‖2 , ∀x ∈ D.(13)
(iii)
‖Fx− Fx0‖2 ≤ ((2 + )α− 1)‖x− x0‖2 + 2(1− α) 〈x− x0, Fx− Fx0〉 , ∀x ∈ D. (14)
(iv) the mapping Fα := (1 − 1/α)Id + (1/α)F is pointwise almost nonexpansive at x0 with
violation /α on D
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Proof. (i)⇐⇒ (ii): This follows from the identity
‖(x− Fx)− (x0 − Fx0)‖2 = ψF (x, x0) (15)
which holds when ‖ · ‖ is the norm induced by the inner product and d(x, y) = ‖x − y‖.
(ii)⇐⇒ (iii)⇐⇒ (iii)⇐⇒ (iv): This is an extension of [4, Proposition 4.25].
Note that from the characterization (13) of Proposition 2.12 it follows immediately that T
is pointwise almost nonexpansive at x0 with violation  when it is pointwise almost α-firmly
nonexpansive there with constant α and violation .
Remark 2.13 (characterizations of ψF in Hilbert spaces): The identity Eq. (15) explicitly uses
the Hilbert space structure:
ψF (x, x0) = d2(Fx, Fx0) + d2(x, x0)
+d2(Fx, x) + d2(Fx0, x0)− d2(Fx, x0)− d2(x, Fx0)
= d2(Fx, Fx0) + d2(x, x0)− 2 〈Fx− Fx0, x− x0〉 (16)
only when F is a self-mapping on a Hilbert space. This can be seen to be nonnegative by
application of the Cauchy-Schwarz inequality:
d2(Fx, Fx0) + d2(x, x0)− 2 〈Fx− Fx0, x− x0〉
≥ d2(Fx, Fx0) + d2(x, x0)− 2d(Fx, Fx0)d(x, x0)
= (d(Fx, Fx0)− d(x, x0))2 ≥ 0.
In the stochastic setting, it will suffice to consider mappings Ti that are only α-firmly nonex-
pansive in expectation. The next definition uses the update function Φ defined in Assumption
2.1(b). While the almost version of nonexpansiveness and α-firm nonexpansiveness extends
equally easily in expectation, we have not had reason to need this generality yet, and so for the
ease of presentation, we leave this extension out of our development.
Definition 2.14 (pointwise (α-firmly) nonexpansive in expectation). Let (G, d) be a CAT(0)
space and let Ti : G→ G for i ∈ I and let Φ : G× I → G be given by Φ(x, i) = Tix. Let ψTi
be defined by (11) with F replaced by Ti. Let ξ be an I-valued random variable.
(i) The mapping Φ is said to be pointwise nonexpansive in expectation at x0 ∈ G on G
whenever
Eξ [d(Φ(x, ξ),Φ(x0, ξ))] ≤ d(x, x0), ∀x ∈ G.
When the above inequality holds for all x0 ∈ G then Φ is said to be nonexpansive in
expectation on G.
(ii) The mapping Φ is said to be pointwise α-firmly nonexpansive in expectation at x0 ∈ G on
G whenever there exists a constant α ∈ (0, 1) such that
Eξ
[
d2(Φ(x, ξ),Φ(x0, ξ))
]
≤ d2(x, x0)− 1−αα Eξ
[
ψTξ(x, x0)
]
, ∀x ∈ G. (17)
When the above inequality holds for all x0 ∈ G then Φ is said to be α-firmly nonexpansive
in expectation on G.
Remark 2.15: By Lemma 2.11, ψTi(x, y) ≥ 0 for all i, so Eξ
[
ψTξ(x, y)
]
is well-defined and
nonnegative (+∞ poses no particular problem) whenever (G, d) is a CAT(0) space. Moreover,
this implies that Φ is pointwise nonexpansive in expectation on G whenever it is pointwise
α-firmly nonexpansive in expectation on G.
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The next result shows how pointwise α-firm nonexpansiveness in expectation of Φ translates
to (almost) the same property of the corresponding Markov operator. To facilitate the discussion
we denote the set of couplings where the distance W2(µ1, µ2) is attained by
C∗(µ1, µ2) :=
{
γ ∈ C(µ1, µ2)
∣∣ ∫
G×G
d2(x, y) γ(dx, dy) = W 22 (µ1, µ2)
}
. (18)
Note that by Lemma A.10(ii) this set is nonempty when W2(µ1, µ2) is finite.
Theorem 2.16. Let (G, d) be a separable Hadamard space and Ti : G → G for i ∈ I, let
Φ : G× I → G be given by Φ(x, i) = Tix and let ψTi be defined by (11). Let invP 6= ∅, where P
is the Markov operator with transition kernel p defined by Eq. (3). If Φ is α-firmly nonexpansive
in expectation on G with constant α ∈ (0, 1), then the Markov operator P satisfies
W 22 (µP, pi) ≤ W 22 (µ, pi)− 1−αα
∫
G×G
Eξ
[
ψTξ(x, y)
]
γ(dx, dy)
∀pi ∈ invP, ∀µ ∈P(G), ∀γ ∈ C∗(µ, pi). (19)
Proof. If W2(µ, pi) = ∞ the inequality holds trivially with the convention +∞ − (+∞) =
+∞. So consider the case where W2(µ, pi) is finite. Since (G, d) is a separable, complete
metric space, by Lemma A.10(ii), the set of optimal couplings C∗(µ, pi) is nonempty. Since a
Hadamard space is a complete CAT(0) space, by Lemma 2.11 ψTi is nonnegative for all i, so
the expectation Eξ
[
ψTξ(x, y)
]
is nonnegative and Φ is therefore nonexpansive in expectation on
G (Remark 2.15),
Eξ
[
d2(Φ(x, ξ),Φ(y, ξ))
]
≤ d2(x, y), ∀x, y ∈ G,
hence ∫
G×G
Eξ
[
d2(Φ(x, ξ),Φ(y, ξ))
]
γ(dx, dy) ≤
∫
G×G
d2(x, y) γ(dx, dy)
= W 22 (µ, pi) <∞, ∀γ ∈ C∗(µ, pi).
Similarly, since Φ is α-firmly nonexpansive in expectation on G with constant α, we have∫
G×G
Eξ
[
d2(Φ(x, ξ),Φ(y, ξ))
]
γˆ(dx, dy) ≤
∫
G×G
(
d2(x, y)− 1−αα Eξ
[
ψTξ(x, y)
])
γˆ(dx, dy),
where γˆ is any coupling in C(µ, pi), not necessarily optimal. In particular, since, for a random
variable X ∼ µ, we have Φ(X, ξ) ∼ µP, and for a random variable Y ∼ pi ∈ invP, we have
Φ(Y, ξ) ∼ pi, then, again for any optimal coupling γ ∈ C∗(µ, pi),
W 22 (µP, pi) ≤
∫
G×G
Eξ
[
d2(Φ(x, ξ),Φ(y, ξ))
]
γ(dx, dy)
≤
∫
G×G
(
d2(x, y)− 1−αα Eξ
[
ψTξ(x, y)
])
γ(dx, dy)
= W 22 (µ, pi)−
∫
G×G
1−α
α Eξ
[
ψTξ(x, y)
]
γ(dx, dy).
Since the measures pi ∈ invP, µ ∈P were arbitrary, as was the optimal coupling γ ∈ C∗(µ, pi),
this completes the proof.
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Remark 2.17: Note that the left hand side of (19) is nonnegative. In particular, when µ =
pi ∈ invP the left hand side is zero and∫
G×G
Eξ
[
ψTξ(x, y)
]
γ(dx, dy) = 0.
In [36] a general quantitative analysis for iterations of expansive fixed point mappings is
proposed consisting of two principle components: α-firm nonexpansiveness (or a generalization
thereof) and metric subregularity. Our notion of metric subregularity borrows mainly from [24,
Definition 2.1 (b)] and [25, Definition 1 (b)]. Recall that ρ : [0,∞)→ [0,∞) is a gauge function
if ρ is continuous, strictly increasing with ρ(0) = 0, and limt→∞ ρ(t) =∞.
Definition 2.18 (metric regularity on a set). Let (A, dA) and (B, dB) be metric spaces and
let Ψ : A → B , U ⊂ A, V ⊂ B. The mapping Ψ is called metrically regular on U × V with
gauge ρ relative to Λ ⊂ A whenever
inf
z∈Ψ−1(y)∩Λ
dA (x, z) ≤ ρ(dB (y,Ψ(x))) (20)
holds for all x ∈ U ∩ Λ and y ∈ V with 0 < ρ(dB (y,Ψ(x))) where Ψ−1(y) := {z |Ψ(z) = y}.
When the set V consists of a single point, V = {y¯}, then Ψ is said to be metrically subregular
for y¯ on U with gauge ρ relative to Λ ⊂ A.
The easiest way to interpret metric subregularity is in the case where the gauge is just a
linear function: ρ(t) = κt. Then metric subregularity is one-sided Lipschitz continuity of the
(set-valued) inverse mapping Ψ−1. We will refer to the case when the gauge is linear to linear
metric subregularity. The main advantage of including the more general gauge function is
to characterize sub-linear/sub-geometric convergence rates of numerical methods, and this is
equivalently captured by the Kurdyka-Łojasiewicz (KL) property [6] for the optimization of
scalar-valued functions. We apply metric regularity to the Markov operator on P(G) with the
Wasserstein metric. In particular, we construct ρ implicitly from another nonnegative function
θ : [0,∞)→ [0,∞) satisfying
(i) θ(0) = 0; (ii) 0 < θ(t) < t ∀t > 0; (iii)
∞∑
j=1
θj(t) <∞ ∀t ≥ 0. (21)
The gauge we will use satisfies
ρ
( t2 − (θ(t))2
τ
)1/2 = t ⇐⇒ θ(t) = (t2 − τ (ρ−1(t))2)1/2 (22)
for τ > 0 fixed and θ satisfying Eq. (21).
Linear metric subregularity holds, for instance, when
ρ(t) = κt ⇐⇒ θ(t) =
(
1− τ
κ2
)1/2
t (κ ≥ √τ).
The caveat κ ≥ √τ is not a real restriction since, if Eq. (20) is satisfied for some κ′ > 0, then
it is satisfied for all κ ≥ κ′.
Linear metric subregularity was shown in [22, Theorem 3.15] to be necessary and sufficient
for R-linear convergence in expectation of random function iterations for consistent stochastic
feasibility. This result is a stochastic analog of the result [35, Theorem 2] in the deterministic
setting.
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We apply this to the Markov operator P on the metric space (P2(G),W2) in the following
manner. Recall ψTξ in Definition 2.14. We construct the surrogate mapping Ψ : P(G) →
R+ ∪ {+∞} defined by
Ψ(µ) := inf
pi∈invP
inf
γ∈C∗(µ,pi)
(∫
G×G
Eξ
[
ψTξ(x, y)
]
γ(dx, dy)
)1/2
. (23)
We interpret this as a quantification of the discrepancy between the measure µ and the set invP:
rather than simply measuring the distance of µ to invP it also accounts for the action of P at µ.
This definition implicitly assumes that Eξ
[
ψTξ(x, y)
]
≥ 0, which holds when the space on which
ψTi(x, y) is defined, (G, d), is a CAT(0) space (Lemma 2.11). It is not guaranteed that both
invP and C∗(µ, pi) are nonempty; when at least one of these is empty, we define Ψ(µ) := +∞.
By Remark 2.17, if µ ∈ invP, then Ψ(µ) = 0 since in this case the optimal coupling is the
diagonal of the product space G×G and ψTξ(x, x) = 0 for all x ∈ G. The converse implication
does not hold without stronger assumptions.
The regularity we require of P is metric subregularity of Ψ for 0 on P2(G) where P2(G) is
defined in Eq. (8). In other words, we require that the residual is metrically subregular for 0
with respect to the Wasserstein metric on P2(G). When the residual is zero only at invariant
measures, this characterizes the regularity of the Markov operator at its invariant measures.
The next result places these notions in the context of the more commonly invoked assumption
that the operator is a contraction. A survey of random function iterations for contractive
mappings in expectation can be found in [49]. An immediate consequence of [49, Theorem 1] is
the existence of a unique invariant measure and geometric convergence in the Wasserstein metric
from any initial distribution to the invariant measure. See also Example 4.1, and Example 4.4.
Theorem 2.19 (Q-linear convergence for contractions in expectation). Let (G, ‖·‖) be a Hilbert
space, let Ti : G→ G for i ∈ I and let Φ : G×I → G be given by Φ(x, i) := Ti(x). Denote by P
the Markov operator with transition kernel p defined by Eq. (3). Suppose that Φ is a contraction
in expectation with constant r < 1, i.e. Eξ[‖Φ(x, ξ) − Φ(y, ξ)‖2] ≤ r2‖x − y‖2 for all x, y ∈ G.
Suppose in addition that there exists y ∈ G with Eξ[‖Φ(y, ξ)− y‖2] <∞. Then,
(i) there exists a unique invariant measure pi ∈P2(G) for P and
W2(µ0Pn, pi) ≤ rnW2(µ, pi)
for all µ0 ∈ P2(G), that is, the sequence (µk) defined by µk+1 = µkP converges to pi
Q-linearly (geometrically) from any initial measure µ0 ∈P2(G);
(ii) Φ is α-firmly nonexpansive in expectation with constant α = (1 + r)/2, and P satisfies
(19) with constant α = (1 + r)/2 on P2(G).
Proof. Note that for any pair of distributions µ1, µ2 ∈ P2(G) and an optimal coupling γ ∈
C∗(µ1, µ2) (possible by Lemma A.10) it holds that
W 22 (µ1P, µ2P) ≤
∫
G×G
Eξ[d2(Φ(x, ξ),Φ(y, ξ))] γ(dx, dy)
≤ r2
∫
G×G
d2(x, y) γ(dx, dy) = r2W 22 (µ1, µ2),
where ξ is independent of γ. Moreover, P is a self-mapping onP2(G). To see this let µ ∈P2(G)
independent of ξ and let y be a point in G where Eξ[‖Φ(y, ξ)− y‖2] <∞. Then by the triangle
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inequality and the contraction property∫
G
Eξ[‖Φ(x, ξ)− y‖2] µ(dx)
≤ 4
(∫
G
Eξ[‖Φ(x, ξ)− Φ(y, ξ)‖2] µ(dx) + Eξ[‖Φ(y, ξ)− y‖2]
)
≤ 4
(∫
G
r2‖x− y‖2 µ(dx) + Eξ[‖Φ(y, ξ)− y‖2]
)
<∞.
Therefore µP ∈ P2(G). Altogether, this establishes that P is a contraction on the separable
complete metric space (P2(G),W2) and hence Banach’s Fixed Point Theorem yields existence
and uniqueness of invP and Q-linear convergence of the fixed point sequence.
To see (ii), note that, by Eq. (15),
Eξ[ψTξ(x, y)] = Eξ
[
‖(x− Φ(x, ξ))− (y − Φ(y, ξ))‖2
]
= ‖x− y‖2 + Eξ
[
‖Φ(x, ξ)− Φ(y, ξ)‖2 − 2〈x− y,Φ(x, ξ)− Φ(y, ξ)〉
]
≤ (1 + r)2‖x− y‖2, (24)
where the last inequality follows from the Cauchy-Schwarz inequality and the fact that Φ(·, ξ)
is a contraction in expectation. Again using the contraction property and (24) we have
Eξ
[
‖Φ(x, ξ)− Φ(y, ξ)‖2
]
≤ ‖x− y‖2 − (1− r2)‖x− y‖2
≤ ‖x− y‖2 − 1−r2(1+r)2Eξ[ψTξ(x, y)].
The right hand side of this inequality is just the characterization Eq. (17) of α-firm nonex-
pansiveness in expectation with α = (1 + r)/2. The rest of the statement follows from Theo-
rem 2.16.
Theorem 2.19 shows that, in a Hilbert space setting, contractions in expectation are α-firmly
nonexpansive. The simple example of a Euclidean projection onto an affine subspace shows that
the converse is not true.
2.5. Main Results
In most of our main results, it will be assumed that invP 6= ∅. The existence theory is already
well developed and is surveyed in Section 3.1 below. We show how existence is guaranteed
when, for instance, the image is compact for some non-negligible collection of operators Ti
(Corollary 3.5) or when the expectation of the random variables Xk is finite (Corollary 3.6).
The main convergence result for nonexpansive mappings follows from a fundamental result
of Worm [56, Theorem 7.3.13].
Theorem 2.20 (convergence of Cesàro average in Rn). Let Ti : Rn → Rn be nonexpansive
(i ∈ I) and assume invP 6= ∅. Let µ ∈ P(Rn) and νk = 1k
∑k
j=1 µPj, then this sequence
converges in the Prokhorov-Levi metric to an invariant probability measure for P, i.e. νk → piµ
where
piµ =
∫
suppµ
pixµ(dx), (25)
where for each x ∈ suppµ ⊂ Rn there exists the limit of (νxk ) and it is denoted by the invariant
measure pix.
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When the mappings are α-firmly nonexpansive, we find the following.
Theorem 2.21 (convergence for α-firmly nonexpansive mappings on Rn). Let Ti : Rn → Rn
be α-firmly nonexpansive with constant αi ≤ α < 1 (i ∈ I). Let P be the Markov operator
with transition kernel p given by Eq. (3), and assume invP 6= ∅. For any initial distribution
µ0 ∈P(Rn) the distributions of the iterates L(Xk) = µ0Pk generated by Algorithm 1 converge
in the Prokhorov-Levi metric to an invariant probability measure for P.
We achieve rates of convergence by an extension of [36, Corollary 2.3] to a stochastic setting.
Theorem 2.22 (convergence rates). Let (H, d) be a separable Hadamard space and let G ⊂ H
be compact. Define the mapping Φ : G × I → G by Φ(x, i) := Ti(x) where Ti : G → G is
continuous for all i ∈ I. Let P be the Markov operator with transition kernel p given by Eq. (3),
and define Ψ : P(G)→ R+ ∪ {+∞} by Eq. (23). Assume furthermore:
(a) there is at least one pi ∈ invP and one µ ∈P2(G) with W2(µ, pi) <∞ and µP ∈P2(G);
(b) Φ is α-firmly nonexpansive in expectation with constant α ∈ (0, 1); and
(c) Ψ takes the value 0 only at points pi ∈ invP and is metrically subregular with respect to W2
for 0 on P2(G) with gauge ρ given by Eq. (22) with τ = (1− α)/α.
For any µ0 ∈ P2(G), denote the distributions of the iterates of Algorithm 1 by µk = µ0Pk =
L(Xk) and denote dW2 (µk, invP) := infpi′∈invPW2 (µk, pi′). Then the sequence (µk) converges
in the W2 metric to some piµ0 ∈ invP with rate characterized by
dW2 (µk+1, invP) ≤ θ (dW2 (µk, invP)) ∀k ∈ N, (26)
where θ given implicitly by Eq. (22) satisfies Eq. (21).
An immediate corollary of this theorem is the following specialization to linear/geometric
convergence.
Corollary 2.23 (linear/geometric convergence rates). Under the same assumptions as The-
orem 2.22, if Ψ is linearly metrically subregular with constant κ′ > 0, then the sequence of
iterates (µk) converges R-linearly to some piµ0 ∈ invP:
dW2 (µk+1, invP) ≤ cdW2 (µk, invP) (27)
where c :=
√
1−
(
1−α
κ2α
)
< 1 and κ ≥ κ′ satisfies κ ≥ √(1− α)/α. If invP consists of a single
point then convergence is Q-linear (geometric).
3. Background Theory and Proofs
In this section we prepare tools to prove the main results from Section 2.5. We start by
establishing convergence results on the supports of ergodic measures on a general Polish space
G, and then, for global convergence analysis, we restrict ourselves to Rn. We begin with
existence of invariant measures. We then analyze properties of (and convergence of the RFI on)
subsets of G, called ergodic sets. Then we turn our attention to the global convergence analysis.
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3.1. Existence of Invariant Measures
The first result is the basic building block for existence of invariant measures. Subsequent
results show how existence can be verified easily. However, Example 4.3 serves as a reminder of
the delicacy of existence.
Proposition 3.1 (existence of invariant measure). Let G be a Polish space and let P be a Feller
Markov operator. Suppose there exists a compact set K ⊂ G and µ ∈P(G) with
lim sup
k→∞
νµk (K) > 0,
where νµk := 1k
∑k
j=1 µPj. Then there exists an invariant measure for P.
Proof. See [30, Proposition 3.1].
Remark 3.2: It can be shown that there exists an invariant probability measure pi that has
compact support if and only if lim supk→∞ ν
µ
k (K) = 1 for some compact K and some µ ∈P(G).
A sequence of probability measures (νk) is called tight if for any  > 0 there exists a compact
K ⊂ G with νk(K) > 1−  for all k ∈ N. The proof of the next fundamental fact can be found
in [5].
Theorem 3.3 (Prokhorov’s Theorem). Let G be a Polish space and (νk) ⊂P(G). Then (νk)
is tight if and only if (νk) is compact in P(G), i.e. any subsequence of (νk) has a subsequence
that converges in distribution.
Proposition 3.4 (construction of an invariant measure). Let µ ∈ P(G) and P be a Feller
Markov operator. Let (µPk)k∈N be a tight sequence of probability measures on a Polish space
G, and let νk = 1k
∑k
j=1 µPj. Any cluster point of the sequence (νk)k∈N is an invariant measure
for P.
Proof. Tightness of the sequence (µPk) implies tightness of the sequence (νk) and therefore by
Prokhorov’s Theorem there exists a convergent subsequence (νkj ) with limit pi ∈ P(G). By
the Feller property of P one has for any continuous and bounded f : G → R that also Pf is
continuous and bounded, and hence
|(piP)f − pif | = |pi(Pf)− pif |
= lim
j
∣∣∣νkj (Pf)− νkjf ∣∣∣
= lim
j
1
kj
∣∣∣µPkj+1f − µPf ∣∣∣
≤ lim
j
2‖f‖∞
kj
= 0.
Now, pif = (piP)f for all f ∈ Cb(G) implies that pi = piP.
When a Feller Markov chain converges in distribution (i.e. µPk → pi), it does so to an
invariant measure (since µPk+1 → piP). A Markov operator need not possess a unique invariant
probability measure or any invariant measure at all. Indeed, consider the normed space (Rn, ‖·‖)
for the case that Ti = Pi, i ∈ I is a projector onto a nonempty closed and convex set Ci ⊂ Rn.
A sufficient condition for the deterministic Alternating Projections Method to converge in the
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inconsistent case to a limit cycle for convex sets is that one of the sets is compact (this is an easy
consequence of [8, Theorem 2]). We try to translate this into our setting. A sufficient condition
for the existence of an invariant measure for P is then the existence of a compact set K ⊂ Rn
and  > 0 such that p(x,K) ≥  for all x ∈ Rn. This would be given in the case that I consists
of only finitely many sets, where one of them, say Ci = K, is compact and P(ξ = i) = , since
p(x,K) = P(Pξx ∈ K) ≥ P(Pix ∈ K, ξ = i) = P(ξ = i) =  for all x ∈ Rn. More generally, we
have the following result
Corollary 3.5 (existence of invariant measures for finite collections of continuous mappings).
Let G be a Polish space and let Ti : G → G be continuous for i ∈ I, where I is a finite index
set. If for one index i ∈ I it holds that P(ξ = i) > 0 and Ti(G) ⊂ K, where K ⊂ G is compact,
then there exists an invariant measure for P.
Proof. We have from Ti(G) ⊂ K that P(Tξx ∈ K) ≥ P(ξ = i) and hence for the sequence (Xk)
generated by Algorithm 1 for an arbitrary initial probability measure
P(Xk+1 ∈ K) = E[P (TξkXk ∈ K |Xk)] ≥ P(ξ = i) ∀k ∈ N.
The assertion follows now immediately from Proposition 3.1, since P(ξ = i) > 0 and P is Feller
by continuity of Tj for all j ∈ I.
Next we mention an existence result which requires that the RFI sequence (Xk) possess a
uniformly bounded expectation.
Corollary 3.6 (existence in Rn, RFI). Let Ti : Rn → Rn (i ∈ I) be continuous. Let (Xk)
be the RFI sequence (generated by Algorithm 1) for some initial measure. Suppose that for all
k ∈ N it holds that E [‖Xk‖] ≤M for some M ≥ 0. Then there exists an invariant measure for
the RFI Markov operator P given by Eq. (3).
Proof. For any  > M Markov’s inequality implies that
P(‖Xk‖ ≥ ) ≤ E [‖Xk‖]

≤ M

< 1
Hence,
lim sup
k→∞
P(‖Xk‖ ≤ ) ≥ lim sup
k→∞
P(‖Xk‖ < ) ≥ 1− M

> 0.
Existence of an invariant measure then follows from Proposition 3.1 since closed balls in Rn
with finite radius are compact, P(Xk ∈ ·) = µPk and continuity of Ti yields the Feller property
for P.
To conclude this section, we also establish that, for the setting considered here, the set of
invariant measures is closed.
Lemma 3.7. Let G be a Polish space and let P be a Feller Markov operator, which is in
particular the case under Assumption 2.1, if Ti is continuous for all i ∈ I. Then the set of
associated invariant measures invP is closed with respect to the topology of convergence in
distribution.
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Proof. Let (pin)n∈N be a sequence of measures in invP that converges in distribution to pi. Thus
we have pinP = pin for all n ∈ N and we need to establish this also for the limiting measure pi.
For this it suffices to show that for all f ∈ Cb(G),∫
f(x)pi(dx) =
∫
f(x)piP(dx) =
∫
f(x)
∫
p(y,dx)pi(dy) =
∫
Pf(y)pi(dy).
This means that for f ∈ Cb(G) we also have that Pf ∈ Cb(G). (By Proposition 2.4 we have
that P is Feller if Assumption 2.1 holds and Ti is continuous for all i ∈ I.) Hence, for those
f we have that
∫
f(x)pin(dx) →
∫
f(x)pi(dx) as well as
∫ Pf(x)pin(dx) → ∫ Pf(x)pi(dx) which
establishes the claim.
3.2. Ergodic theory of general Markov Operators
We understand here under ergodic theory the analysis of the properties of the RFI Markov
chain when it is initialized by a distribution in the support of any ergodic measure for the
Markov operator P. The convergence properties for these points can be much stronger than
the convergence properties of Markov chains initialized by measures with support outside the
support of the ergodic measures.
The consistent stochastic feasibility problem was analyzed in [22] without the need of the
notion of convergence of measures since, as shown in Proposition 2.7, for consistent stochastic
feasibility one has almost sure convergence. More general convergence of measures is more
challenging as the next example illustrates.
Example 3.8 (nonexpansive mappings, negative result). For non-expansive mappings in gen-
eral, one cannot expect that the sequence (L(Xk))k∈N converges to an invariant probability
measure. Consider the nonexpansive operator T := T1x := −x on R and set, in the RFI setup,
ξ = 1 and I = {1}. Then X2k = x and X2k+1 = −x for all k ∈ N, if X0 ∼ δx. This implies for
x 6= 0 that (L(Xk)) does not converge to the invariant distribution pix = 12(δx+δ−x) (depending
on x), since P(X2k ∈ B) = δx(B) and P(X2k+1 ∈ B) = δ−x(B) for B ∈ B(R). Nevertheless the
Cesàro average νk := 1k
∑k
j=1 PXj converges to pix.
As Example 3.8 shows, meaningful notions of ergodic convergence are possible (in our case,
convergence of the Cesàro average) even when convergence in distribution can not be expected.
We start by collecting several general results for Markov chains on Polish spaces. In the next
section we restrict ourselves to equicontinuous and Feller Markov operators.
An invariant probability measure pi of P is called ergodic, if any p-invariant set, i.e. A ∈ B(G)
with p(x,A) = 1 for all x ∈ A, has pi-measure 0 or 1. Two measures pi1, pi2 are called mutually
singular when there is A ∈ B(G) with pi1(Ac) = pi2(A) = 0.
The following decomposition theorem on Polish spaces is key to our development. For more
detail we recommend [55].
Theorem 3.9. Denote by I the set of all invariant probability measures for P and by E ⊂ I
the set of all those that are ergodic. Then, I is convex and E is precisely the set of its extremal
points. Furthermore, for every invariant measure pi ∈ I, there exists a probability measure qpi
on E such that
pi(A) =
∫
E
ν(A)qpi(dν).
In other words, every invariant measure is a convex combination of ergodic invariant measures.
Finally, any two distinct elements of E are mutually singular.
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Remark 3.10: If there exists only one invariant probability measure of P, we know by Theo-
rem 3.9 that it is ergodic. If there exist more invariant probability measures, then there exist
uncountably many invariant and at least two ergodic probability measures.
Theorem 3.11 (Birkhoff’s ergodic theorem, Theorem 9.6 in [26]). Let pi be an ergodic invariant
probability measure for P, and let (G,G) be a measurable space, f : G → R be such that
pi|f |p <∞ and p ∈ [1,∞], then
1
k
k∑
j=1
f(Xj)→ pif, a.s. and in Lp as k →∞,
where the sequence (Xk) is generated by Algorithm 1 with X0 ∼ pi.
Corollary 3.12. Under the same assumptions as in Theorem 3.11, let f : G→ R be measurable
and bounded, i.e. ‖f‖∞ := supx∈G |f | <∞. Then
νxkf :=
1
k
k∑
j=1
pj(x, f)→ pif as k →∞ for pi-a.e. x ∈ G,
where pj(x, f) := δxPjf = E [f(Xj) |X0 = x].
For fixed x in Corollary 3.12, we want the assertion to be true for all f ∈ Cb(G). This issue is
addressed in the next section by restricting our attention to equicontinuous Markov operators.
The results above do not require any explicit structure on the mappings Ti that generate the
transition kernel p and hence the Markov operator P, however the assumption that the initial
random variable X0 has the same distribution as the invariant measure pi is very strong. In
the results that follow, we assume continuity of Ti. One may think Lemma 2.5 implies that the
support of any invariant measure is invariant under Tξ, i.e. TξSpi ⊂ Spi, but this need not be the
case for Markov operators generated from discontinuous mappings Ti. Indeed, let
Tx :=
{
x, x ∈ R \Q
−1, x ∈ Q
The transition kernel is then p(x,A) = 1A(Tx) for x ∈ R and A ∈ B(R). Let µ be the uniform
distribution on [0, 1], then, since λ-a.s. T = Id (where λ is the Lebesgue measure on R), we
have that µPk = µ for all k ∈ N. Consequently, pi = µ is invariant and Spi = [0, 1], but
T ([0, 1]) = {−1} ∪ [0, 1] ∩ (R \Q), which is not contained in [0, 1].
Lemma 3.13 (invariance of the support of invariant measures). Let G be a Polish space and
let Ti : G→ G be continuous for all i ∈ I. For any invariant probability measure pi ∈P(G) of
P it holds that TξSpi ⊂ Spi a.s. where Spi := supppi.
Proof. By Fubini’s Theorem, for any A ∈ B(G) it holds that
pi(A) =
∫
Spi
p(x,A)pi(dx) =
∫
Ω
∫
Spi
1A(Tξx)pi(dx) dP
=
∫
Ω
∫
Spi
1T−1
ξ(ω)A
(x)pi(dx)P(dω)
= E
[
pi(T−1ξ A ∩ Spi)
]
= E
[
pi(T−1ξ A)
]
.
From 1 = pi(Spi) = E
[
pi(T−1ξ Spi)
]
and pi(·) ≤ 1, it follows that pi(T−1ξ Spi) = 1 a.s. Since T−1i Spi
is closed for all i ∈ I due to continuity of Ti and closedness of Spi, it holds, therefore, that
Spi ⊂ T−1ξ Spi a.s. by Theorem A.1(v), i.e. TξSpi ⊂ Spi a.s.
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The above result means that, if the random variable Xk enters Spi for some k, then it will
stay in Spi forever. This can be interpreted as a mode of convergence, i.e. convergence to
the set Spi, which is closed under application of Tξ a.s. Equality TξSpi = Spi a.s. cannot be
expected in general. For example, let I = {1, 2}, G = R and T1x = −1, T2x = 1, x ∈ R and
P(ξ = 1) = 0.5 = P(ξ = 2), then pi = 12(δ−1 + δ1) and Spi = {−1, 1}. So T1Spi = {−1} and
T2Spi = {1}.
Corollary 3.14 (characterization of support). Under the assumptions of Lemma 3.13 we have
that
Spi =
⋃
x∈Spi
suppL(Tξx).
Proof. From Lemma 3.13 it is clear that there exists a P-null setN ⊂ Ω such that Tξ(Ω\N )x ⊂ Spi
for all x ∈ Spi. Hence by Lemma A.5 suppL(Tξx) ⊂ Spi for all x ∈ Spi.
On the other hand, were there an x ∈ Spi \⋃y∈Spi suppL(Tξy), then one could find 0 > 0 such
that for all  ∈ (0, 0) it holds that P(Tξy ∈ B(x, )) = 0 for all y ∈ Spi. This is a contradiction
to invariance, since 0 < pi(B(x, )) = piP(B(x, )) = ∫ p(y,B(x, ))pi(dy) = 0.
3.3. Ergodic convergence theory for equicontinuous Markov operators
As shown by Szarek [52] and Worm [56], equicontinuity of Markov operators and their general-
izations give a nice structure to the set of ergodic measures. We collect some results here which
will be used heavily in the subsequent analysis.
Definition 3.15 (Equicontinuity). AMarkov operator is called equicontinuous (e.c.), if (Pkf)k∈N
is equicontinuous for all bounded and Lipschitz continuous f : G→ R .
In the following we consider the union of supports of all ergodic measures defined by
S :=
⋃
pi∈E
Spi, (28)
where E ⊂ invP denotes the set of ergodic measures.
The following important fact in [52] deals with tightness of the sequence of the iterated kernel
(pk(s, ·)), for s ∈ S.
Theorem 3.16 (tightness of (δsPk)). Let G be a Polish space. Let P be e.c. Suppose there
exists an invariant measure for P. Then the sequence (δsPk)k∈N is tight for all s ∈ S defined
by Eq. (28).
Proof. In the proof of [52, Proposition 2.1] Szarek shows that, under the assumption that P is
equicontinuous and
(∃s, x ∈ G) lim sup
k→∞
νxk (B(s, )) > 0 ∀ > 0, (29)
then the sequence (δsPk) is tight. It remains to demonstrate Eq. (29). To see this, let f = 1B(s,)
for some s ∈ Spi, where pi ∈ E and  > 0 in Corollary 3.12. Then for pi-a.e. x ∈ G and
νxk := 1k
∑k
j=1 δxPj we have
lim sup
k→∞
νxk (B(s, )) = lim
k
νxk (B(s, )) = pi(B(s, )) > 0.
This completes the proof.
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Remark 3.17 (tightness of (νsk)): Note that the sequence (νsk) is tight for s ∈ S, since by
Theorem 3.16, for all  > 0, there is a compact subset K ⊂ G such that pk(s,K) > 1−  for all
k ∈ N, and hence also νsk(K) > 1−  for all k ∈ N.
The next result due to Worm (Theorems 5.4.11 and 7.3.13 of [56])) concerns Cesáro averages
for equicontinuous Markov operators.
Proposition 3.18 (convergence of Cesàro averages [56]). Let P be Feller and e.c., let G be a
Polish space and let µ ∈P(G). Then the sequence (νµk ) is tight (νµk := 1k
∑k
j=1 µPj) if and only
if (νµk ) converges to a piµ ∈ invP. In this case
piµ =
∫
suppµ
pixµ(dx),
where for each x ∈ suppµ ⊂ G there exists the limit of (νxn) and it is denoted by the invariant
measure pix.
For the case the initial measure µ is supported in ⋃pi∈invP Spi, we have the following.
Proposition 3.19 (ergodic decomposition). Let G be a Polish space and let P be Feller and
e.c. Then
S =
⋃
pi∈invP
Spi,
where S is defined in Eq. (28). Furthermore, S is closed and for any µ ∈ P(S) it holds that
νµk → piµ as k →∞ with
piµ =
∫
S
pixµ(dx),
where pix is the unique ergodic measure with x ∈ Spix.
Proof. This is a consequence of [56, Theorem 7.3.4] and [56, Theorem 5.4.11], Remark 3.17 and
Proposition 3.18.
Remark 3.20: Proposition 3.19 only establishes convergence of the Markov chain when it is
initialized with a measure in the support of an invariant measure; moreover, it is only the
average of the distributions of the iterates that converges.
Remark 3.21 (convergence of (νsk) on Polish spaces): Let pi be an ergodic invariant probability
measure for P. Then for all s ∈ Spi := supppi the sequence νsk → pi as k → ∞, where
νsk = 1k
∑k
j=1 p
j(s, ·).
By Theorem 3.9 any invariant measure can be decomposed into a convex combination of
ergodic invariant measures; in particular two ergodic measures pi1, pi2 are mutually singular.
Note that it still could be the case that supppi1∩supppi2 6= ∅. But Remark 3.21 above establishes
that for a Feller and e.c. Markov operator P this is not possible, so the singularity of ergodic
measures extends to their support. In particular, for two ergodic measures pi, p˜i we have Spi∩Sp˜i =
∅ if and only if pi 6= p˜i. So we have the following assertion.
Corollary 3.22. Under the assumptions of Proposition 3.19 for two ergodic measures pi, p˜i it
holds that Spi ∩ Sp˜i = ∅ if and only if pi 6= p˜i.
The next technical lemma implies that every point in the support of an ergodic measure is
reached infinitely often starting from any other point in this support.
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Lemma 3.23 (positive transition probability for ergodic measures). Let G be a Polish space
and let Ti : G → G be nonexpansive, i ∈ I. Let pi be an ergodic invariant probability measure
for P. Then for any s, s˜ ∈ Spi it holds that
∀ > 0 ∃δ > 0, ∃(kj)j∈N ⊂ N : pkj (s,B(s˜, )) ≥ δ ∀j ∈ N.
Proof. Given s˜ ∈ Spi and  > 0, find a continuous and bounded function f = fs˜, : G → [0, 1]
with the property that f = 1 on B(s˜, 2) and f = 0 outside B(s˜, ). For s ∈ Spi let X0 ∼ δs and
(Xk) generated by Algorithm 1. By Remark 3.21 the sequence (νk) converges to pi as k → ∞,
where νk := 1k
∑k
j=1 p
j(s, ·). So in particular νkf → pif ≥ pi(B(s˜, 2)) > 0 as k →∞. Hence, for
k large enough there is δ > 0 with
νkf = 1k
k∑
j=1
pj(s, f) ≥ δ.
Now, we can extract a sequence (kj) ⊂ N with pkj (s, f) ≥ δ, j ∈ N and hence
pkj (s,B(s˜, )) ≥ pkj (s, f) ≥ δ > 0.
3.4. Ergodic theory for nonexpansive mappings
When we specialize to the case that the family of mappings {Ti}i∈I are nonexpansive operators,
then the corresponding Markov operator that is induced by the transition kernel in Eq. (3) is
Feller and equicontinuous, as the next lemma shows. So all results in the previous section are
still applicable.
Lemma 3.24. Let G be a Polish space. Let Ti : G→ G be nonexpansive, i ∈ I. Then
(i) P is Feller.
(ii) P is e.c.
Proof. (i) The mapping Ti for i ∈ I is 1-Lipschitz continuous, so in particular it is continuous.
Proposition 2.4 yields the assertion.
(ii) Let  > 0 and x, y ∈ G with d(x, y) < /‖f‖Lip, then, using Jensen’s inequality, Lipschitz
continuity of f and nonexpansivity of Ti, we get∣∣∣δxPkf − δyPkf ∣∣∣ = ∣∣E[f(Xxk )]− E[f(Xyk )]∣∣
≤ E[∣∣f(Xxk )− f(Xyk )∣∣]
≤ ‖f‖LipE[d(Xxk , Xyk )]
≤ ‖f‖LipE[d(x, y)] < 
for all k ∈ N.
A very helpful fact used later on is that the distance between the supports of two ergodic
measures is attained; moreover, any point in the support of the one ergodic measure has a
nearest neighbor in the support of the other ergodic measure.
Lemma 3.25 (distance of supports is attained). Let G be a Polish space and Ti : G → G be
nonexpansive, i ∈ I. Suppose pi, p˜i are ergodic probability measures for P. Then for all s ∈ Spi
there exists s˜ ∈ Sp˜i with d(s, s˜) = dist(s, Sp˜i) = dist(Spi, Sp˜i).
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Proof. First we show, that dist(Spi, Sp˜i) = dist(s, Sp˜i) for all s ∈ Spi. Therefore, recall the
notation Xxk = Tξk−1 · · ·Tξ0x and note that by nonexpansivity of Ti, i ∈ I and Lemma 3.13 it
holds a.s. that
dist(Xxk+1, Spi) ≤ dist(Xxk+1, TξkSpi) = infs∈Spi d(TξkX
x
k , Tξks) ≤ dist(Xxk , Spi)
for all x ∈ G, pi ∈ invP and k ∈ N. Suppose now there would exist an sˆ ∈ Spi with dist(sˆ, Sp˜i) <
dist(s, Sp˜i). Then by Lemma 3.23 for all  > 0 there is a k ∈ N with P(X sˆk ∈ B(s, )) > 0 and
hence
dist(s, Sp˜i) ≤ d(s,X sˆk) + dist(X sˆk, Sp˜i) ≤ + dist(sˆ, Sp˜i)
with positive probability for all  > 0, which is a contradiction. So, it holds that dist(sˆ, Sp˜i) =
dist(s, Sp˜i) for all s, sˆ ∈ Spi.
For s ∈ Spi let (s˜m) ⊂ Sp˜i be a minimizing sequence for dist(s, Sp˜i), i.e. limm d(s, s˜m) =
dist(s, Sp˜i). Now define a probability measure γmk on G×G via
γmk f := E
1
k
k∑
j=1
f(Xsj , X s˜mj )

for measurable f : G × G → R . Then γmk ∈ C(νsk, ν s˜mk ) where C(νsk, ν s˜mk ) is the set of all
couplings for νsk and ν
s˜m
k (see Eq. (57)). Also, by Lemma A.8 and Remark 3.21 the sequence
(γmk )k∈N is tight for fixed m ∈ N and there exists a cluster point γm ∈ C(pi, p˜i). The sequence
(γm) ⊂ C(pi, p˜i) is again tight by Lemma A.8. Thus for any cluster point γ ∈ C(pi, p˜i) and the
bounded and continuous function (x, y) 7→ fM (x, y) = min(M,d(x, y)) this yields
γmk d = γmk fM ↘ γmfM as k →∞
for all M ≥ d(s, s˜m), m ∈ N. Since by the Monotone Convergence Theorem γmfM ↗ γmd
as m → ∞, it follows that γmfM = γmd for all M ≥ d(s, s˜m). The same argument holds for
M ≥ d(s, s˜1) and a subsequence (γmj ) with limit γ such that γd = γfM . Hence,
γd = γfM = lim
j
γmjfM = lim
j
γmjd ≤ lim
j
d(s, s˜mj ) = dist(s, Sp˜i).
In particular for γ-a.e. (x, y) ∈ Spi × Sp˜i it holds that d(x, y) = dist(Spi, Sp˜i), because d(x, y) ≥
dist(Spi, Sp˜i) on Spi ×Sp˜i. Taking the closure of these (x, y) in G×G, we see that for any s ∈ Spi
there is s˜ ∈ Sp˜i with d(s, s˜) = dist(Spi, Sp˜i) by Lemma A.7.
3.5. Convergence for nonexpansive mappings in Rn
In this section we show that for the Euclidean space Rn, Proposition 3.18 is always applicable,
as long as there exists an invariant measure for P. In particular one has tightness of the
distributions of the RFI, as the next lemma states.
Lemma 3.26 (tightness of (µPk) in Rn). Let (G, d) be the Euclidean space (Rn, ‖·‖) and
Ti : G → G be nonexpansive, i ∈ I and let invP 6= ∅ for the corresponding Markov operator.
The sequence (µPk)k∈N is tight for any µ ∈P(G).
Proof. First, let µ = δx for x ∈ G = Rn. We know that the sequence (δsPk) is tight for s ∈ S
by Theorem 3.16. So for  > 0 there is a compact K ⊂ Rn with pk(s,K) ≥ 1 −  for all
k ∈ N. Recall the definition of Xxk in Eq. (2). Since a.s. d(Xxk , Xsk) ≤ d(x, s), we have that
24
pk(x,B(K, ‖x− s‖)) = P(Xxk ∈ B(K, ‖x− s‖)) ≥ pk(s,K) ≥ 1 −  for all k ∈ N. Hence (δxPk)
is tight.
Now consider the initial random variable X0 ∼ µ for any µ ∈ P(G). For given  > 0
there is a compact Kµ ⊂ Rn with µ(Kµ ) > 1 − . From the special case established above,
there exists a compact K ⊂ Rn with pk(0,K) > 1 −  for all k ∈ N. Let M > 0 such that
Kµ ⊂ B(0,M) and let x ∈ B(0,M). We have that pk(x,B(K,M)) > 1−  for all x ∈ B(0,M),
since
∥∥∥Xxk −XX0k ∥∥∥ ≤ ‖x‖ ≤ M . Hence µPk(B(K,M)) > (1 − )2, which implies tightness of
the sequence (µPk).
Remark 3.27 (tightness of (νµk ) in Rn): The tightness of the sequence (ν
µ
k ) for any µ ∈P(Rn)
follows immediately from tightness of (µPk) as in Remark 3.17.
We are now in a position to prove the first main result Theorem 2.20.
Proof of Theorem 2.20. By Lemma 3.24 the Markov operator P is Feller and equicontinuous.
By Lemma 3.26 the sequence
(
µPk
)
is tight, and so the sequence of of Cesáro averages (νµk ) is
also tight (see Remark 3.27). Hence by Theorem Proposition 3.18 νµk → piµ with piµ given by
Eq. (25). 
3.6. Further properties of the RFI for nonexpansive mappings
This section is devoted to the preparation of some tools used in Section 3.7 to prove convergence
of the distributions of the iterates of the RFI. When the Markov chain is initialized with a point
not supported in S, i.e. when suppµ \ S 6= ∅, the convergence results on general Polish spaces
are much weaker than for the ergodic case in the previous section. One problem is that the
sequences (νxk )k∈N for x ∈ G \ S need not be tight anymore. The right-shift operator R on l2,
for example, with the initial distribution δe1 , generates the sequence Rke1 = ek, k = 1, 2, . . . .
Examples of spaces on which we can always guarantee tightness are, of course, Euclidean spaces
as seen in the previous section, and compact metric spaces – since then (P(G), dP ) is compact.
For the case that the sequence of Cesàro averages does not necessarily converge, we have the
following result.
Lemma 3.28 (properties for nonexpansive mappings). Let (G, d) be a separable complete metric
space and let Ti : G→ G be nonexpansive for all i ∈ I. Suppose invP 6= ∅. Let X0 ∼ µ ∈P(G)
and let (Xk) be the sequence generated by Algorithm 1.
(i) If pi ∈ invP then dist(Xk+1, Spi) ≤ dist(Xk, Spi) a.s. for all k ∈ N.
Denote νk := 1k
∑k
j=1 µPj and assume that the sequence (νk) has a cluster point pi. Then,
(ii) dist(Xk, Spi)→ 0 a.s. as k →∞;
(iii) all cluster points of the sequence (νk) have the same support;
(iv) cluster points of the sequence (µPk) have support in Spi (if they exist).
Proof. (i) By Lemma 3.13, the sets on which TξkSpi is not a subset of Spi are P-null sets and
their union is also a P-null set. This yields
(∀s ∈ Spi) dist(Xk+1, Spi) ≤ d(Xk+1, Tξks) = d(TξkXk, Tξks) ≤ d(Xk, s) a.s.,
and hence
dist(Xk+1, Spi) ≤ dist(Xk, Spi) a.s.
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(ii) Since the function f = min(M,dist(·, Spi)) for some M > 0 is bounded and continuous,
we have for a subsequence (νkj ) converging to pi, that νkjf = 1kj
∑kj
n=1 µPnf → pif = 0 as
j →∞. Now (i) and the identity
µPn+1f = E[min(M, dist(Xn+1, Spi))] ≤ E[min(M,dist(Xn, Spi))] = µPnf
yield µPnf = E[min(M,dist(Xn, Spi))]→ 0 as n→∞. Again by (i)
Y := lim
n→∞min(M,dist(Xn, Spi))
exists and is nonnegative; so by Lebesgue’s dominated convergence theorem it follows that
Y = 0 a.s., since otherwise E[Y ] > 0 = limn→∞ µPnf would yield a contradiction.
(iii) Let pi1, pi2 be two cluster points of (νk) with support S1, S2 respectively, then these prob-
ability measures are invariant for P by Proposition 3.4. By Corollary 3.22 S1 ∩ S2 = ∅
is not possible, so S1 ∩ S2 6= ∅. Suppose now w.l.o.g. ∃y ∈ S1 \ S2. Then there is an
 > 0 with B(y, 2) ∩ S2 = ∅. Let f : G → [0, 1] be a continuous function that takes the
value 1 on B(y, 2) and 0 outside of B(y, ). Then pi1f > 0 and pi2f = 0. But there are
two subsequences of (νk) with νkjf → pi1f and νk˜jf → pi2f as j → ∞. For the former
sequence we have, for j large enough,
∃δ > 0 : 1
kj
kj∑
n=1
µPnf ≥ δ > 0.
So, one can from this extract a sequence (mk)k∈N ⊂ N with µPmkf ≥ δ, k ∈ N. Note that
P(Xmk ∈ B(y, )) ≥ µPmkf ≥ δ > 0. This implies dist(Xmk , S2) ≥  with P ≥ δ and hence
E[dist(Xmk , S2)] ≥ δ, in contradiction to (ii). So there cannot be such y which yields
S1 = S2, as claimed.
(iv) Let ν be a cluster point of the sequence (µPk), which is assumed to exist, and assume
there is s ∈ supp ν \ Spi and  > 0 such that dist(s, Spi) > 2. Let f : G → [0, 1] be a
continuous function, that takes the value 1 on B(s, 2) and 0 outside of B(s, ). With (ii)
we find, that
0 < νf = lim
j
PXkj f ≤ lim
j
P(Xkj ∈ B(s, )) = 0.
Were P(Xkj ∈ B(s, )) ≥ δ > 0 for j large enough, then this would imply that
E[dist(Xkj , Spi)] ≥ δ
for j large enough, which is a contradiction. We conclude that there is no such s, which
completes the proof.
We now prepare some tools to handle convergence of the distributions of the iterates of the
RFI for α-firmly nonexpansive mappings as done in Section 3.7. We restrict ourselves to Polish
spaces with finite dimensional metric (see Definition 3.31) in order to apply a differentiation
theorem. We begin with the next technical fact.
Lemma 3.29 (characterization of balls in (E , dP )). Let (G, d) be a separable complete metric
space and Ti : G→ G be nonexpansive, i ∈ I. Let pi, p˜i ∈ E, then
p˜i ∈ B(pi, ) ⇐⇒ Sp˜i ⊂ B(Spi, )
for  ∈ (0, 1), where B(pi, ) is the closed -ball with respect to the Prokhorov-Levi metric dP .
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Proof. By Lemma 3.25 there exist s ∈ Spi and s˜ ∈ Sp˜i such that d(s, s˜) = dist(Spi, Sp˜i). First
note that, if pi 6= p˜i, then Spi ∩ Sp˜i = ∅ by Corollary 3.22, and hence d(s, s˜) = dist(Spi, Sp˜i) > 0.
Recall the notation Xxk := Tξk−1 · · ·Tξ0x for x ∈ G and note that by Lemma A.7(i) and
Lemma 3.13, suppL(Xsk) ⊂ Spi and suppL(X s˜k) ⊂ Sp˜i. So it holds that d(Xsk, X s˜k) ≥ dist(Spi, Sp˜i)
a.s. for all k ∈ N. From nonexpansiveness of Ti, i ∈ I, we have that d(Xsk, X s˜k) ≤ d(s, s˜) a.s. for
all k ∈ N. So, both inequalities together imply the equality
d(Xsk, X s˜k) = d(s, s˜) a.s. ∀k ∈ N. (30)
Now, letting c := min(1, d(s, s˜)), we show that dP (pi, p˜i) = c, where dP denotes the Prokhorov-
Levi metric (see Lemma A.9). Indeed, take (X,Y ) ∈ C(L(Xsk),L(X s˜k)). Again, by Lemma A.7(i)
and Lemma 3.13 suppL(X) ⊂ Spi and suppL(Y ) ⊂ Sp˜i and hence d(X,Y ) ≥ dist(Spi, Sp˜i) =
d(s, s˜) a.s. We have, thus
P(d(X,Y ) > c− δ) ≥ P(d(X,Y ) > d(s, s˜)− δ) = 1 ∀δ > 0,
which implies dP (L(Xsk),L(X s˜k)) ≥ c by Lemma A.9(i). In particular, for c = 1 it follows that
dP (L(Xsk),L(X s˜k)) = 1, since dP is bounded by 1. Now, let c < 1, i.e. c = d(s, s˜) < 1. We have
by Eq. (30)
inf
(X,Y )∈C(L(Xs
k
),L(X s˜
k
))
P (d(X,Y ) > c) ≤ P
(
d(Xsk, X s˜k) > c
)
= 0 ≤ c.
Altogether we find that dP (L(Xsk),L(X s˜k)) = c by Lemma A.9(i). Since also supp νsk ⊂ Spi and
supp ν s˜k ⊂ Sp˜i, where νxk = 1k
∑k
j=1 L(Xxj ) for any x ∈ G, it follows that
c ≤ dP (νsk, ν s˜k) ≤ max
j=1,...,k
dP (L(Xsj ),L(X s˜j )) = c (31)
by Lemma A.9(v). Now taking the limit k →∞ of Eq. (31) and using Remark 3.21, it follows
that dP (pi, p˜i) = c. This proves the assertion.
Definition 3.30 (Besicovitch family). A family B of closed balls B = B(xB, B) with xB ∈ G
and B > 0 on the metric space (G, d) is called a Besicovitch family of balls if
(i) for every B ∈ B one has xB 6∈ B′ ∈ B for all B′ 6= B, and
(ii) ⋂B∈B B 6= ∅.
Definition 3.31 (σ-finite dimensional metric). Let (G, d) be a metric space. We say that d is
finite dimensional on a subset D ⊂ G if there exist constants K ≥ 1 and 0 < r ≤ ∞ such that
CardB ≤ K for every Besicovitch family B of balls in (G, d) centered on D with radius < r.
We say that d is σ-finite dimensional if G can be written as a countable union of subsets on
which d is finite dimensional.
Proposition 3.32 (differentiation theorem, [42]). Let (G, d) be a separable complete metric
space. For every locally finite Borel regular measure λ over (G, d), it holds that
lim
r→0
1
λ(B(x, r))
∫
B(x,r)
f(y)λ(dy) = f(x) for λ-a.e. x ∈ G, (32)
for all f ∈ L1loc(G,λ), if and only if d is σ-finite dimensional.
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Proposition 3.33 (Besicovitch covering property in E). Let (G, d) be separable complete metric
space with finite dimensional metric d and let Ti : G → G be nonexpansive, i ∈ I. The
cardinality of any Besicovitch family of balls in (E , dP ) is bounded by the same constant that
bounds the cardinality of Besicovitch families in G.
Proof. Let B be a Besicovitch family of closed balls B = B(piB, B) in (E , dP ), where piB ∈ E
and B > 0. Note that if B ≥ 1, then |B| = 1, since in that case B = E since dP is bounded by
1. So let |B| > 1, that implies B < 1 for all B ∈ B.
The defining properties of a Besicovitch family translate then with help of Lemma 3.29 into
piB 6∈ B′, ∀B′ ∈ B \ {B} ⇐⇒ SpiB ∩ B(SpiB′ , B′) = ∅, ∀B′ ∈ B \ {B} (33)
and ⋂
B∈B
B 6= ∅ ⇐⇒
⋂
B∈B
B(SpiB , B) 6= ∅. (34)
Now fix pi in the latter intersection in Eq. (34) and let s ∈ Spi. Also fix for each B ∈ B a point
sB ∈ SpiB with the property that sB ∈ argmins˜∈SpiB d(s, s˜) (possible by Lemma 3.25). Then
the family C of balls B(sB, B) ⊂ G, B ∈ B is also a Besicovitch family: We have sB 6∈ B′ for
B 6= B′ due to Eq. (33) and by the choice of sB one has s ∈ ⋂B∈C B.
Since the cardinality of any Besicovitch family in G is bounded by a uniform constant, it follows,
that also the cardinality of B is uniformly bounded.
Remark 3.34 (Euclidean metric on Rn is finite dimensional): The cardinality of any Besicov-
itch family in Rn is uniformly bounded depending on n [38, Lemma 2.6].
Lemma 3.35 (equality around support of ergodic measures implies equality of measures).
Let (G, d) be a separable complete metric space with the finite dimensional metric d and let
Ti : G→ G be nonexpansive (i ∈ I). If pi1, pi2 ∈ invP satisfy
pi1(B(Spi, )) = pi2(B(Spi, )) (35)
for all  > 0 and all pi ∈ E, then pi1 = pi2.
Proof. From Theorem 3.9 follows the existence of probability measures q1, q2 on the set E of
ergodic measures for P such that one has
pij(A) =
∫
E
pi(A)qj(dpi), A ∈ B(G), j = 1, 2.
If we set q = 12(q1 + q2), then by the Radon-Nikodym theorem, there are densities f1, f2 ≥ 0 on
E with qj = fj · q and hence
pij(A) =
∫
E
pi(A)fj(pi)q(dpi), A ∈ B(G), j = 1, 2.
For q-measurable subsets E ⊂ E , one can define a probability measure on E via
p˜ij(E) :=
∫
E
1E(pi)fj(pi)q(dpi), j = 1, 2. (36)
One then has for  > 0 and pi ∈ E that
pij(B(Spi, )) = p˜ij(B(pi, )), j = 1, 2, (37)
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where B(pi, ) := {p˜i ∈ E | dP (p˜i, pi) ≤ }. This is due to Lemma 3.29, from which follows
p˜i(B(Spi, )) =
{
1, p˜i ∈ B(pi, )
0, else
.
With the above characterizations of pij and p˜ij , we can use Proposition 3.32 to show that
f1 = f2 q-a.s., which, together with Eq. (36), would imply that pi1 = pi2, as claimed. To apply
Proposition 3.32 we require that dP is finite dimensional. But this follows from Proposition 3.33.
So Proposition 3.32 applied to p˜ij with respect to q then gives q-a.s.
lim
→0
p˜ij(B(pi, ))
q(B(pi, ))
= fj(pi), j = 1, 2. (38)
And since p˜i1(B(pi, )) = p˜i2(B(pi, )) by Eq. (37) and assumption Eq. (35), we have f1 = f2
q-a.s., which completes the proof.
Remark 3.36: In the assertion of Lemma 3.35, it is enough to claim the existence of a sequence
(pik)k∈N ⊂ R+ with pik → 0 as k →∞ satisfying
pi1(B(Spi, pik)) = pi2(B(Spi, pik)) ∀pi ∈ E , ∀k ∈ N,
because from Proposition 3.32 one has the existence of the limit in Eq. (38) q-a.s.
3.7. Convergence theory for α-firmly nonexpansive mappings
Continuing the development of the convergence theory under greater regularity assumptions on
the mappings Ti (i ∈ I), in this section we examine what is achievable under the assumption
that the mappings Ti are α-firmly nonexpansive Definition 2.10. We restrict ourselves to the
Euclidean space (Rn, ‖·‖).
We begin with a technical lemma that describes properties of sequences whose relative ex-
pected distances are invariant under Tξ.
Lemma 3.37 (constant expected separation). Let Ti : Rn → Rn be αi-firmly nonexpansive
with αi ≤ α < 1, i ∈ I. Let µ, ν ∈P(Rn) and X ∼ µ, Y ∼ ν independent of (ξk) satisfy
E
[∥∥∥XXk −XYk ∥∥∥2] = E [‖X − Y ‖2] ∀k ∈ N,
where Xxk := Tξk−1· · ·Tξ0x for x ∈ Rn is the RFI sequence started at x. Then for P(X,Y )-a.e.
(x, y) ∈ Rn × Rn we have Xxk −Xyk = x − y P-a.s. for all k ∈ N. Moreover, if there exists an
invariant measure for P, then
pix(·) = piy(· − (x− y)) P(X,Y )-a.s.
for the limiting invariant measures pix of the Cesàro average of (δxPk) and piy of the Cesàro
average of (δyPk).
Proof. By Proposition 2.12(ii) , one has
E
[
‖X − Y ‖2
]
≥ E
[
‖Tξ0X − Tξ0Y ‖2
]
+ 1−αα E
[
‖(X − Tξ0X)− (Y − Tξ0Y )‖2
]
≥ . . .
≥ E
[∥∥∥Tξk−1 · · ·Tξ0X − Tξk−1 · · ·Tξ0Y ∥∥∥2]
+ 1−αα
k−1∑
j=0
E
[∥∥∥(Tξj−1 · · ·Tξ−1X − Tξj · · ·Tξ0X)− (Tξj−1 · · ·Tξ−1Y − Tξj · · ·Tξ0Y )∥∥∥2] ,
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where we used Tξ−1 := Id for a simpler representation of the sum. We will denote Xxk =
Tξk−1 · · ·Tξ0x. The assumption E
[∥∥∥XXk −XYk ∥∥∥2] = E [‖X − Y ‖2] for all k ∈ N then implies,
that for j = 1, . . . , k P-a.s.
XXk −XXk−1 = XYk −XYk−1 (k ∈ N),
and hence by induction
XXk −XYk = X − Y.
By the disintegration theorem Theorem A.2 and using (X,Y )⊥⊥ (ξk) we have P-a.s.
0 = E
[∥∥∥(X −XXk )− (Y −XYk )∥∥∥2 ∣∣∣∣X,Y ]
=
∫
Ik+1
‖(X − Tik · · ·Ti0X)− (Y − Tik · · ·Ti0Y )‖2Pξ(dik) · · ·Pξ(di0).
Consequently, for P(X,Y )-a.e. (x, y) ∈ Rn × Rn, we have
Xxk −Xyk = x− y ∀k ∈ N P− a.s.
So in particular for any A ∈ B(Rn)
pk(x,A) = P(Xxk ∈ A) = P(Xyk ∈ A− (x− y)) = pk(y,A− (x− y))
and hence, denoting fh = f(· + h) and νxk = 1k
∑k
j=1 p
j(x, ·), one also has for f ∈ Cb(Rn) by
Theorem 2.20
νykfx−y → piyfx−y = piyx−yf,
νxkf → pixf
as k → ∞ and where piyx−y := piy(· − (x − y)). So from νykfx−y = νxkf for any f ∈ Cb(Rn) and
k ∈ N it follows that piyx−y = pix.
We can now give the proof of the second main result.
Proof of Theorem 2.21. Let x, y ∈ Rn and define d(x, y) := ‖x− y‖2 and fM (x, y) :=
min(M,d(x, y)), where M ∈ R. For given g : Rn ×Rn → R define a sequence of functions (gn)
on Rn × Rn via
gk(x, y) = E
[
g(Xxk , X
y
k )
]
, k ∈ N,
where Xzk := Tξk−1 · · ·Tξ0z for any z ∈ Rn. Note that gk ∈ Cb(Rn) for all k ∈ N if g ∈ Cb(Rn)
by continuity of Ti, i ∈ I and Lebesgue’s Dominated Convergence Theorem. From α-firm
nonexpansiveness of Ti, i ∈ I and the characterization (13), we get that a.s. for all k ∈ N∥∥Xxk −Xyk∥∥2 ≥ ∥∥∥Xxk+1 −Xyk+1∥∥∥2 + 1−αα ∥∥∥(Xxk −Xxk+1)− (Xyk −Xyk+1)∥∥∥2. (39)
After computing the expectation, this is the same as
dk(x, y) ≥ dk+1(x, y) + 1−αα E
[∥∥∥(Xxk −Xxk+1)− (Xyk −Xyk+1)∥∥∥2] .
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We conclude that (dk(x, y)) is a monotonically nonincreasing sequence for any x, y ∈ G.
Let s, s˜ ∈ Spi for some pi ∈ E and define the sequence of measures γk by
γkf := E
[
f(Xsk, X s˜k)
]
for any measurable function f : Rn × Rn → R . Note that due to nonexansiveness the pair
(Xsk, X s˜k) a.s. takes values in Dr := {(x, y) ∈ Rn × Rn : ||x − y||2 ≤ r} for r = ||s − s˜||2, so
that γk is concentrated on this set. Since (Xsk) is a tight sequence by Lemma 3.26 and likewise
(X s˜k) we know from Lemma A.8 that the sequence (γk) is tight as well. Let γ be a cluster point
of (γk), which is again concentrated on D||s−s˜||2 , and consider a subsequence (γkj ) such that
γkj → γ. By Lemma A.8 we also know that γ ∈ C(ν1, ν2) where ν1 and ν2 are the distributions
of the limit in convergence in distribution of (Xskj ) and (X
s˜
kj
). For any f ∈ Cb(Rn) we have
γkjf → γf. We now consider f = fM and use that for M ≥ ‖s− s˜‖2 we have γkj and γ a.s.
that d = fM in order to conclude that
γkjd = γkjfM → γfM = γd.
However, by the monotonicity in Eq. (39) we now also obtain the convergence
γkd = γkfM ↘ γfM = γd
for the entire sequence. Let (X,Y ) ∼ γ and (ξ˜k)⊥⊥ (ξk) be another i.i.d. sequence with
(X,Y )⊥⊥ (ξ˜k), (ξk). We use the notation X˜xk := Tξ˜k−1 · · ·Tξ˜0x, x ∈ Rn. Since fMk ∈ Cb(Rn)
we have for M ≥ ‖s− s˜‖2 that
γdk = γfMk = E
[
min
(
M,
∥∥∥X˜Xk − X˜Yk ∥∥∥2)] = lim
j→∞
γkjf
M
k
= lim
j→∞
E
min
M, ∥∥∥∥∥X˜X
s
kj
k − X˜
X s˜kj
k
∥∥∥∥∥
2

= lim
j→∞
E
[
min
(
M,
∥∥∥Xsk+kj −X s˜k+kj∥∥∥2)]
= lim
j→∞
γk+kjf
M = γfM = γd.
This means that for all k ∈ N,
E
[∥∥∥XXk −XYk ∥∥∥2] = E[‖X − Y ‖2].
For P(X,Y )-a.e. (x, y) we have x, y ∈ Spi and thus pix = piy = pi where pix is the unique ergodic
measure with x ∈ Spix , see Remark 3.21. An application of Lemma 3.37 yields then that
pi(·) = pi(· − (x − y)), i.e. x = y. Hence X = Y a.s. implying ν1 = ν2 =: ν and γd = 0. That
means
γkd = E
[∥∥∥Xsk −X s˜k∥∥∥2]→ 0 as k →∞,
which implies convergence of the corresponding probability measures δsPk and δs˜Pk in the
Prokhorov metric, namely
dP (δsPk, δs˜Pk)→ 0,
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since Lemma A.9 yields
P
(∥∥∥Xsk −X s˜k∥∥∥ > ) ≤ E [
∥∥Xsk −X s˜k∥∥]

≤
E
[√∥∥Xsk −X s˜k∥∥2]

→ 0
as k → ∞ for any  > 0. Hence, by the triangle inequality, if δsPkj → ν, then also δs˜Pkj → ν
for any s˜ ∈ Spi. Hence
dP (δs˜Pkj , ν) ≤ dP (δsPkj , δs˜Pkj ) + dP (δsPkj , ν)→ 0, as j →∞.
By Lebesgue’s Dominated Convergence Theorem we conclude that, for any f ∈ Cb(Rn) and
µ ∈P(Spi),
µPkjf =
∫
Spi
δsPkjfµ(ds)→ νf, as j →∞.
In particular, µPkj → ν and taking µ = pi, we have ν = pi. Thus, all cluster points of (δsPk) for
all s ∈ Spi have the same distribution pi and hence the convergence δsPk = pk(x, ·)→ pi follows
due to tightness.
Now, let µ ∈P(S), where S = ⋃pi∈E Spi. By what we have just shown we have for x ∈ suppµ,
that pk(x, ·)→ pix, where pix is unique ergodic measure with x ∈ Spix . Then, again by Lebesgue’s
Dominated Convergence Theorem, one has for any f ∈ Cb(Rn),
µPkf =
∫
f(y)pk(x,dy)µ(dx)→
∫
f(y)pix(dy)µ(dx) =: piµf as k →∞, (40)
and the measure piµ is again invariant for P by invariance of pix for all x ∈ S. Now, let µ = δx,
x ∈ Rn \ S. We obtain the tightness of (δxPk) from the tightness of (δsPk) for s ∈ S : For
 > 0 there exists a compact K ⊂ Rn with pk(s,K) > 1 −  for all k ∈ N. Combining
this with nonexpansiveness of Ti, i ∈ I implying ‖Xxk −Xsk‖ ≤ ‖x− s‖ for all k ∈ N leads to
pk(x,B(K, ‖x− s‖)) > 1−. Tightness implies the existence of a cluster point ν of the sequence
(δxPk). From Theorem 2.20 we know, that νxk = 1k
∑k
j=1 δxPj → pix for some pix ∈ invP with
Spix ⊂ S. Furthermore, we have ν ∈P(Spix) ⊂P(S) by Lemma 3.28(iv). So by Eq. (40) there
exists piν ∈ invP with νPk → piν .
In order to complete the proof we have to show that ν = pix, i.e. pix is the unique cluster point
of (δxPk) and hence convergence follows by Proposition A.3. It suffices to show that piν = pix,
since then, as k →∞
dP (ν, pix) = lim
k
dP (δxPk, pix) = lim
k
dP (δxPk+j , pix) = dP (νPj , pix) = dP (νPj , piν)→ 0.
To begin, fix pi ∈ invP. For any  > 0 let Ak := {Xxk ∈ B(Spi, )}. By nonexpansivity Ak ⊂ Ak+1
for k ∈ N, since we have by Lemma 3.13 a.s.
dist(Xxk+1, Spi) ≤ dist(Xxk+1, TξkSpi) ≤ dist(Xxk , Spi).
Hence (pk(x,B(Spi, ))) = (P(Ak)) is a monotonically increasing sequence and bounded from
above and therefore the sequence converges to some bx ∈ [0, 1] as k →∞. It follows
bx = lim
k
pk(x,B(Spi, )) = lim
k
1
k
k∑
j=1
pj(x,B(Spi, )). (41)
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and thus ν(B(Spi, )) = pix(B(Spi, )) for all , which make B(Spi, ) both ν- and pix-continuous.
Note that there are at most countably many  > 0 for which this may fail, see [28, Chapter 3,
Example 1.3]).
With the same argument used for Eq. (41) we also obtain for any k ∈ N that νPk(B(Spi, )) =
pix(B(Spi, )) with only countably many  excluded, and so also
piν(B(Spi, )) = pix(B(Spi, ))
needs to hold for all except countably many . Since piν ∈ invP, this implies that piν = pix by
Lemma 3.35 combined with Remark 3.36. For a general initial measure µ0 ∈ P(Rn), one has
by Lebesgue’s Dominated Convergence Theorem that
µ0Pkf =
∫
f(y)pk(x,dy)µ0(dx)→
∫
f(y)pix(dy)µ0(dx) =: piµ0f,
where pix denotes the limit of (δxPk) and the measure piµ0 is again invariant for P. This
completes the proof. 
Remark 3.38 (a.s. convergence): If we were to chooseX and Y in Eq. (39) such that L(X),L(Y ) ∈
P(Spi), where pi ∈ E , then still γkd→ γd = 0, where γ ∈ C(pi, pi). For (W,Z) ∼ γ it still holds
that W = Z and hence ∥∥∥XXk −XYk ∥∥∥→ 0 a.s.
by monotonicity of (γkd).
3.7.1. Structure of ergodic measures for α-firmly nonexpansive mappings
Theorem 3.39 (structure of ergodic measures). Let Ti : Rn → Rn be αi-firmly nonexpansive
with αi ≤ α < 1 (i ∈ I) and assume there exists an invariant probability distribution for P.
Any two ergodic measures pi, p˜i are shifted versions of each other, i.e. there exist s ∈ Spi and
s˜ ∈ Sp˜i with pi = p˜i(· − (s− s˜)).
Proof. Since we can find for any s ∈ Spi a closest point s˜ ∈ Sp˜i, i.e. dist(Spi, Sp˜i) = d(s, s˜), by
Lemma 3.25, the assertion follows from
dist(Spi, Sp˜i) ≤
√
E[
∥∥Xsk −X s˜k∥∥2] ≤ ‖s− s˜‖ ∀k ∈ N, (42)
where we also used that suppL(Xsk) ⊂ Spi, and suppL(X s˜k) ⊂ Sp˜i.
Proposition 3.40 (specialization to projectors). Let the mappings Ti = Pi : Rn → Rn be
projectors onto nonempty closed and convex sets (i ∈ I). If there exist two ergodic measures
pi1, pi2, then there exist infinitely many ergodic measures piλ with piλ := pi2(·−λa) for all λ ∈ [0, 1],
where a is the shift such that pi1 = pi2(· − a).
Proof. For any pair (s1, s2) ∈ Spi1 × Spi2 of closest neighbors it holds that a = s1 − s2 by
Theorem 3.39. From Eq. (42) and Lemma 3.37 follows Pξs1 = Pξs2 + a a.s. Hence, a ⊥
(si−Pξsi), i = 1, 2, and then Pξ(s2 + λa) = Pξs2 + λa for λ ∈ [0, 1]. Hence Xs2+λak = Xs2k + λa
and limk L(Xs2+λak ) = pi2(· − λa). Note, that if P is Felle r and the sequence (µPk) converges
for some µ ∈ R, then the limit is also an invariant measure.
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3.8. Rates of Convergence
We now prove the third main result of this paper.
Proof of Theorem 2.22. First note that by (a) P is a self-mapping onP2(G), soW2(µ, µP) <
∞, and for any µ1, µ2 ∈ P2(G) the set of optimal couplings C∗(µ1, µ2) is nonempty (see
Lemma A.10). Since (H, d) is a Hadamard space and G ⊂ H, the function defined by
Ψ(µ) := inf
pi∈invP
inf
γ∈C∗(µ,pi)
(∫
G×G
Eξ
[
ψTξ(x, y)
]
γ(dx, dy)
)1/2
is extended real-valued, nonnegative (see Lemma 2.11 and Remark 2.15), and finite since
C∗(µ, pi) and invP are nonempty. Moreover, by assumption (c) and the definition of metric
subregularity (Definition 2.18) this satisfies Ψ(pi) = 0 ⇐⇒ pi ∈ invP, hence Ψ−1(0) = invP
and Ψ(pi) = 0 for all pi ∈ invP, and for all µ ∈P2(G)
1−α
α infpi∈invPW
2
2 (µ, pi) = 1−αα inf
pi∈Ψ−1(0)
W 22 (µ, pi)
≤ 1−αα (ρ (dR(0,Ψ(µ))))2 = 1−αα (ρ(Ψ(µ)))2 .
That is,
1−α
α
(
ρ−1
(
inf
pi∈invP
W2(µ, pi)
))2
≤ 1−αα Ψ2(µ). (43)
On the other hand, by assumption (b) and Theorem 2.16 (which applies because we are on a
separable Hadamard space) we have
1−α
α Ψ
2(µ) ≤
∫
G×G
Eξ
[
ψTξ(x, y)
]
γ(dx, dy)
≤ W 22 (µ, pi)−W 22 (µP, pi) ∀pi ∈ invP,∀µ ∈P2(G). (44)
Incorporating Eq. (43) into (44) and rearranging the inequality yields
W 22 (µP, pi) ≤ W 22 (µ, pi)− 1−αα
(
ρ−1
(
inf
pi′∈invP
W2(µ, pi′)
))2
∀pi ∈ invP, ∀µ ∈P2(G).(45)
Since this holds at any µ ∈P2(G), it certainly holds at the iterates µk with initial distribution
µ0 ∈P2(G) since P is a self-mapping on P2(G). Therefore
W2 (µk+1, pi) ≤
√
W 22 (µk, pi)−
1− α
α
(
ρ−1
(
inf
pi′∈invP
W2 (µk, pi′)
))2
∀pi ∈ invP, ∀k ∈ N.
(46)
Eq. (46) simplifies. Indeed, by Lemma 3.7, invP is closed with respect to convergence in
distribution. Moreover, since G is assumed to be compact, P2(G) is locally compact ([1,
Remark 7.19] so, for every k ∈ N the infimum in Eq. (46) is attained at some pik yielding
W 22 (µk+1, pik+1) ≤W 22 (µk+1, pik) ≤W 22 (µk, pik)− 1−αα
(
ρ−1 (W2(µk, pik))
)2 ∀k ∈ N. (47)
Taking the square root and recalling Eq. (21) and Eq. (22) yields Eq. (26).
To obtain convergence, note that for µ0 ∈ P2(G) satisfying assumption (a), the triangle
inequality and Eq. (47) yield
W2(µk+1, µk) ≤ W2(µk+1, pik) +W2(µk, pik)
≤ θ (W2 (µk, pik)) +W2(µk, pik).
34
Using Eq. (26) and continuing by backwards induction yields
W2(µk+1, µk) ≤ θk+1 (d0) + θk (d0)
where d0 := infpi∈invPW2 (µ0, pi). Repeating this argument, for any k < m
W2(µm, µk) ≤ θm (d0) + 2
m−1∑
j=k+1
θj (d0) + θk (d0) .
By assumption, θ satisfies Eq. (21), so for any  > 0
W2(µm, µk) ≤ θm (d0) + 2
m−1∑
j=k+1
θj (d0) + θk (d0)
≤ 2
∞∑
j=k+1
θj (d0) + θk (d0) < 
for all k,m large enough; that is the sequence (µk)k∈N is a Cauchy sequence in (P2(G),W2)
– a separable complete metric space (Lemma A.10 (iii)) – and therefore convergent to some
probability measure piµ0 ∈P2(G). By Proposition 2.4 the Markov operator P is Feller since Ti
is continuous, and by Proposition 3.4 when a Feller Markov chain converges in distribution, it
does so to an invariant measure: piµ0 ∈ invP. 
Proof of Corollary 2.23. In the case that the gauge ρ is linear with constant κ′, then θ(t)
is linear with constant
c =
√
1− 1− α
κ2α
< 1,
where κ ≥ κ′ satisfies κ2 ≥ (1 − α)/α. Specializing the argument in the proof above to this
particular θ shows that, for any k and m with k < m, we have
W2 (µm, µk) ≤ d0cm + 2d0
m−1∑
j=k+1
cj + d0ck =
cm−k + 2m−k−1∑
j=1
cj + 1
 d0ck. (48)
Letting p→∞ in Eq. (48) yields R-linear convergence (Definition 2.8) with rate c given above
and leading constant β = 1+c1−cd0.
If, in addition, invP is a singleton, then {piµ0} = invP in the above and convergence is
actually Q-linear, which completes the proof. 
4. Examples: Inconsistent Feasibility
The following examples illustrate the theory developed above in the context of known results,
and offer some new insights.
Example 4.1 (AR(1) process, affine noise). This example illustrates random function iterations
that converge with geometric rate in distribution, but do not converge almost surely. Let
r ∈ (0, 1) and T : R→ R , Tx = rx. Let ξ be a real-valued random variable with supp ξ = [a, b]
for some a, b ∈ R. Consider the contraction operator with affine noise Tξx := Tx + ξ. Then
there exists a unique distribution pi on R with PXk = µPk → pi for all µ ∈ P1(G). In fact,
convergence is geometric, i.e. W1(µPk, pi) ≤ rkW1(µ, pi). In particular for all Dirac’s delta
distributions δx, x ∈ R the sequence of distributions of the iterates PXk = δxPk converges to pi.
Furthermore in this special case for the structure of Tξ, we find for the variances of the iterates
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VarXk = 1−r
2k
1−r2 Var ξ, since Xk = r
kx + ∑k−1j=0 rjξk−1−j , where (ξj) is an i.i.d. sequence with
ξj
d= ξ, j ∈ N. Hence, Varpi = 11−r2 Var ξ. Note that this is still true for any selection rule ξ not
necessarily having compact support.
Remark 4.2 (Numerical error of simple fixed point iteration): The above example serves as
a template for computational round-off error for scalar equations. Here the simple fixed point
iteration xk+1 = Txk, k ∈ N, x0 ∈ R with a contraction T : R → R with constant r ∈ (0, 1),
models an iterative numerical procedure with contraction operator T and round-off error ξ.
This yields the RFI Xk+1 = TξXk := TXk + ξk for an i.i.d. sequence (ξk), ξk
d= ξ, k ∈ N,
and describes the machine error |ξ| ≤ 10−15 made on a computer in every iteration through
approximation of the binary representation of any real number. In the next example, however,
we show that this error model falls apart as a model for multi-dimensional numerical arithmetic.
Denote by Spi the support of the unique invariant measure pi ∈P1(G). We denote for A ⊂ G
diamA := sup
x,y∈A
d(x, y) = sup
x∈A
sup
y∈A
d(x, y).
For the diameter of the support of the invariant probability measure pi, we have by the above
estimation, that diamSpi ≤ 2 · 10−15/(1 − r). It is worth mentioning that boundedness of the
infinite sequence of erroneous iterates is not true for nonexpansive mappings in general, e.g. the
nonexpansive operator x 7→ Tξx = x + ξ can produce a divergent sequence, if E[ξ] 6= 0 (this
operator could be a model for summing up 0.1 on the computer N -times and subtracting N/10
and this sequence would diverge for N → ∞, due to the non-exact binary representation of
0.1). For contractions however, as we have seen above, unboundedness can only occur, if the
error ξ would be modeled as not finite.
In the case of the simple fixed point iteration it is also interesting to know when limk xk ∈ Spi,
because that is the actual value of interest. A sufficient, but not necessary condition for that
assertion to be true is 0 ∈ suppL(ξ). Because then P({|ξ| ≤ }) > 0 for all  > 0 and hence
there is a sequence (ωk) in Ω with ωk ∈ {|ξ| ≤ 1k}, k ∈ N such that TSpi + ξ(ωk) ⊂ Spi by
Lemma 3.13, implying that dist(TSpi, Spi) = 0, i.e. TSpi ⊂ Spi and that means T ks ∈ Spi for all
s ∈ Spi, k ∈ N and by closedness of Spi, also the unique limit x = limk T ks ∈ Spi, which is in fact
independent even of s ∈ G by Banach’s theorem.
Inexact computation or uncertainty is commonly modeled with affine noise models like the
one in the previous example. These, however, are not appropriate for the applications we have
in mind (most of which are elementary, like solving systems of linear equations on machines with
finite precision arithmetic), but there is an even more fundamental reason to avoid such models,
namely that existence of an invariant measure cannot be guaranteed. This is demonstrated in
the next example.
Example 4.3 (no invariant measure). Consider the case of two subspaces C1 and C2 in Rn
that have noncompact intersection (i.e. both at least 2 dimensional) and which are distorted by
an affine noise model as follows. Let ξ1, ξ2 be independent affine perturbations of the projectors
onto C1 and C2 respectively, i.e. we let
(x ∈ Rn) Pξ1x = PC1x+ ξ1, Pξ2x = PC2x+ ξ2 (49)
where PCi denotes the projector onto Ci (i = 1, 2). We consider the fixed point mapping
Tξ in Algorithm 1 corresponding to the composition of the projectors: Tξx := Pξ1Pξ2x where
ξ = (ξ1, ξ2). The noise ξ satisfies the property P(〈h, ξi〉 > 0) = α > 0 (i = 1, 2) for all h ∈ C1∩C2
with ‖h‖ = 1. (In particular, this holds for isotropic noise.) For this noise model, one can show
that there does not exist an invariant measure.
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To see this, note that we can find an h ∈ Rn with ‖h‖ = 1 such that th ∈ C1 ∩ C2 for all
t ∈ R. For any c = c(t) = th, let
H>c := {x ∈ Rn | 〈h, x− c〉 > 0}
be the open half-space with normal h that contains th+ c for t > 0. Note that for x ∈ H>c, the
probability to end up in H>c after one projection is ≥ α, since
〈h, Pξix− c〉 = 〈h, PCix− c〉+ 〈h, ξi〉 , i = 1, 2
Here 〈h, PCix− c〉 > 0 since Ci is a subspace and P(〈h, ξi〉 > 0) = α, by the assumption on the
noise. So one has for x ∈ H>c that
P(Tξx ∈ H>c) = E [E [1{Pξ1Pξ2x ∈ H>c} | ξ2]]
≥ αE [1{Pξ2x ∈ H>c}] ≥ α2.
This is in contradiction to the existence of an invariant measure pi. Indeed,
pi(H>c) ≥
∫
H>c
p(x,H>c)pi(dx) ≥ α2
for any c ∈ C1 ∩ C2. But pi is tight, so there is a compact set K for which pi(K) > 1− α2. If c
is chosen such that K ∩H>c = ∅, the contradiction follows.
As a consequence of this example, from Theorem 2.19 we can conclude that the mapping Tξ
cannot be contractive in expectation.
The next example follows up on the numerical example in the introduction illustrated in Fig.
1, and shows that with a change in the error model, one can recover existence of an invariant
measure.
Example 4.4 (invariant measure for subspaces). Consider the following generalized affine noise
model for a single affine subspace: Hξ,ζ = {x ∈ Rn | 〈a+ ξ, x〉 = b+ ζ}, where a ∈ S (unit
vectors in Rn) and b ∈ R and noise (ξ, ζ) ∈ Rn × R is independent. The projector onto Hξ,ζ is
given by
P(ξ,ζ)x = x−
〈a+ ξ, x〉 − (ζ + b)
‖a+ ξ‖2 (a+ ξ).
Notice that, rather than an exact projection plus noise, this is an exact projection onto the
random hyperplane Hξ,ζ . As such, each projector P(ξ,ζ) is α-firmly nonexpansive with α = 1/2.
It follows immediately from the definition, then, that this is both nonexpansive in expectation
and α-firmly nonexpansive in expectation with α = 1/2.
So we imagine repeatedly applying these randomly selected projectors as a random function
iteration Algorithm 1. By Theorem 2.16 the corresponding Markov operator P satisfies (19),
provided invP 6= ∅. We will show below, that there do indeed exist invariant measures, but for
the moment, let us just assume this holds.
Since the randomly selected projectors are mappings on a Hilbert space, using the identity
Eq. (15) the discrepancy function Ψ on the space of measures P(Rn) defined by Eq. (23) can
be written as
Ψ(µ) = inf
pi∈invP
inf
γ∈C∗(µ,pi)
(∫
Rn×Rn
E(ξ,ζ)
[∥∥∥(x− P(ξ,ζ)x)− (y − P(ξ,ζ)y)∥∥∥2] γ(dx, dy))1/2 .
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where, recall, C∗(µ, piµ) is the set of optimal couplings, that is the set of couplings where
W2(µ, piµ) is attained. An elementary calculation shows that∥∥∥(x− P(ξ,ζ)x)− (y − P(ξ,ζ)y)∥∥∥2 = cos2(aξ, x− y)‖x− y‖2, (50)
where aξ := a+ ξ. Now, we invoke some mild assumptions on the random variables ξ and ζ. In
particular we assume
d := sup
a∈S
E
[
(b+ ζ)2
‖a+ ξ‖2
]
<∞, (51)
c := inf
a∈S
x∈S
E
[
〈a+ ξ, x〉2
]
> 0. (52)
The latter condition is satisfied for example when ξ is isotropic or radially symmetric, the former
when ζ has bounded variance and ‖ξ‖ is bounded away from 1. (Physically, you would interpret
this as the noise being bounded away from the signal in energy.) Taking the expectation and
using the assumption on the noise yields
Ψ2(µ) =
∫
Rn×Rn
E(ξ,ζ)
[∥∥∥(x− P(ξ,ζ)x)− (y − P(ξ,ζ)y)∥∥∥2] γ(dx, dy) γ ∈ C∗(µ, piµ)
=
∫
Rn×Rn
E(ξ,ζ)
[
cos2(aξ, x− y)‖x− y‖2
]
γ(dx, dy) γ ∈ C∗(µ, piµ)
> c
∫
Rn×Rn
‖x− y‖2γ(dx, dy) γ ∈ C∗(µ, piµ)
= cW 22 (µ, piµ). (53)
With this, we have shown that Ψ is linearly metrically subregular for 0 on Rn with constant
1/
√
c where c is given by Eq. (52). We can then apply Corollary 2.23 to conclude that, if
an invariant measure exists, the random function iteration of repeatedly projecting onto the
randomly selected affine subspaces converges R-linearly with respect to the Wasserstein metric
to an invariant measure.
It remains to show that an invariant measure exists. Actually, this follows from the obser-
vation that a much stronger property holds, namely that Φ is a contraction in expectation.
Indeed, the same calculation behind Eq. (50) shows that∥∥∥P(ξ,ζ)x− P(ξ,ζ)y∥∥∥2 = (1− cos2(aξ, x− y))‖x− y‖2.
Again, taking the expectation over (ξ, ζ) yields
E
[∥∥∥P(ξ,ζ)x− P(ξ,ζ)y∥∥∥2] ≤ (1− c)‖x− y‖2.
From Theorem 2.19 we get that there exists a unique invariant measure pi for P (even pi ∈P2)
and that it satisfies
W 22 (µPk, pi) ≤ (1− c)kW 22 (µ, pi).
Extending this model to finitely many distorted affine subspaces as illustrated in Fig. 1 (i.e.
we are given m normal vectors a1, . . . , am ∈ Rn and displacement vectors b1, . . . , bm) yields a
stochastic version of cyclic projections Eq. (1) which converges Q-linearly (geometrically) in the
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Wasserstein metric to a unique invariant measure. We denote by P j(ξj ,ζj) the exact projection
onto the j-th random affine subspace, i.e.
P j(ξj ,ζj)x = x−
〈aj + ξj , x〉 − (bj + ζj)
‖aj + ξj‖2
(aj + ξj),
where (ξi)mi=1 and (ζi)mi=1 are i.i.d. and (ξi)⊥⊥ (ζi). The stochastic cyclic projection mapping
T(ξ,ζ)x = Pm(ξm,ζm) ◦ . . . ◦ P 1(ξ1,ζ1)x, x ∈ Rn
where (ξ, ζ) = ((ξm, ξm−1, . . . , ξ1), (ζm, ζm−1, . . . , ζ1)).
E
[∥∥∥T(ξ,ζ)x− T(ξ,ζ)y∥∥∥2] ≤ (1− c)m‖x− y‖2.
Hence, there exists a unique invariant measure and (µPk) converges geometrically to it in the
W2 metric.
The next example shows that also the stochastic gradient descent is a possible application of
the RFI. The authors want to thank Yura Malitsky for fruitful discussions on this example.
Example 4.5 (Stochastic gradient descent). Let fi : Rn → R be continuously differentiable for
all i ∈ I. The stocahstic gradient descent algorithm is: given some X0 ∼ µ and (ξk)k∈N another
i.i.d. sequence with X0⊥⊥ (ξk), for fixed t > 0 compute the sequence of random variables via
Xk+1 = TξkXk := Xk − t∇fξk(Xk). (54)
Suppose the following hold:
(a) fi has Lipschitz continuous gradient with constant L, is strongly convex with constant
λi ≥ λ > 2L, and is bounded below for all i ∈ I;
(b) F := E[fξ] has a minimum at x¯, and
(c) the stepsize t ∈ (0, 2λ/L2).
Then the following hold.
(i) Ti is α-firmly nonexpansive with averaging constant α = tL2/(2λ) ∈ (0, 1) for all i ∈ I.
(ii) Φ(x, i) := Tix is α-firmly nonexpansive in expectation with constant α = tL2/(2λ) ∈ (0, 1).
(iii) There exists an invariant measure for the Markov operator P corresponding to Eq. (54)
and the distributions of the sequence of random variables converge to an invariant measure
in the Prokhorov-Levi distance.
(iv) The Markov operator P satisfies (19).
(v) If Ψ given by Eq. (23) takes the value 0 only at points in invP, and is metrically subregular
on P2(G) for 0 with gauge ρ given by Eq. (22) with τ = (1 − α)/α, then Markov chain
converges to an invariant distribution with rate given by Eq. (26).
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Proof. (i): Strict convexity of fi with constant at least λ for fi continuously differentiable
with Lipschitz gradient with Lipschitz constant satisfying 2L < λ is equivalent to quadratic
supportability of fi, which implies strong monotonicity of the gradient with modulus λ (see for
instance [34]). It follows immediately from [36, Proposition 3.6] that Ti is α-firmly nonexpansive
with α = tL2/2λ.
(ii): Since Ti is α-firmly nonexpansive with α = tL2/2λ for each i ∈ I, it follows immediately
from the definition that Φ(x, i) := Tix is α-firmly nonexpansive in expectation with the same
constant.
(iii): To see this, note that
‖Xk+1 − x¯‖2 =‖Xk − t∇fξk(Xk)− x¯‖2 − ‖Xk+1 −Xk + t∇fξk(Xk)‖2
= ‖Xk − x¯‖2 − ‖Xk+1 −Xk‖2 − 2t 〈∇fξk(Xk), Xk+1 −Xk +Xk − x¯〉 .
We can estimate from Lipschitz continuity of ∇fi that
〈∇fξk(Xk), Xk+1 −Xk〉 ≥ fξk(Xk+1)− fξk(Xk)−
L
2 ‖Xk+1 −Xk‖
2.
Again, the equivalence of strong convexity and quadratic supportability for F is continuously
differentiable yields
〈∇F (Xk), Xk − x¯〉 ≥ F (Xk)− F (x¯) + λ2 ‖Xk − x¯‖
2.
It follows that
E
[
‖Xk+1 − x¯‖2
]
≤ (1− tλ)E
[
‖Xk − x¯‖2
]
− (1− tL)E
[
‖Xk+1 −Xk‖2
]
− 2t(E[fξk(Xk+1)]− F (x¯))
≤ (1− tλ)E
[
‖Xk − x¯‖2
]
+ 2tM
where M = F (x¯). This yields
E
[
‖Xk − x¯‖2
]
≤ (1− tλ)kE
[
‖X0 − x¯‖2
]
+ 2λM
k−1∑
i=0
(1− tλ)i ≤ E
[
‖X0 − x¯‖2
]
+ 2M
λ
.
So the sequence
(
E
[
‖Xk − x¯‖2
])
k∈N is bounded if E
[
‖X0 − x¯‖2
]
exists and hence the exis-
tence of an invariant measure follows from Corollary 3.6. By part (i), direct application of
Theorem 2.21 yields convergence of the distributions in the Prokhorov-Levi distance.
(iv): The mappings Ti are self-mappings on a Hilbert space, so α-firm nonexpansiveness
implies nonexpansiveness. This together with the existence of invariant measures of P allows
one to directly apply Theorem 2.16 for the result.
(v): Since the discrepancy function Ψ defined by Eq. (23) only takes the value 0 at points in
invP, the result follows from parts (i)-(iv) and direct application of Theorem 2.22.
We conclude with an example pointing to the possibility of richer varieties of random func-
tion iterations that have some advantages over the usual projection-based iterations in many
applications [7, 31, 33].
Example 4.6 (stochastic relaxed Douglas-Rachford). Let C1, C2 ⊂ Rn be compact, convex and
nonempty sets. Define the operator Tξ via
Tξx := TDRλ,ξx :=
λ
2 (Rξ1Rξ2x+ x) + (1− λ)Pξ2x,
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for x ∈ Rn and λ ∈ (0, 1), where Pξix := PCix + ξi, i = 1, 2 and Rξix := 2Pξix − x and where
we let ξ = (ξ1, ξ2) with E[‖ξ1‖],E[‖ξ2‖] ≤ M1 < ∞. Note that we are using the additive noise
model which did not work out so well in Example 4.3. It is routine to show that for any fixed
relaxation constant λ and each ξ, the mapping Tξ is α-firmly nonexpansive, hence the mapping
Φ(x, ξ) := Tξ(x) is α-firmly nonexpansive in expectation.
A short argument also shows that the Markov operator possesses an invariant measure. To
see this, let M2 > 0 be such that C1, C2 ⊂ B(0,M2) and set
M3 := (λ+ |1− 2λ|)(M1 +M2).
Then we have for any x ∈ Rn that
E[‖Tξx‖] = E[‖λPC1(Rξ2x) + (1− 2λ)PC2x+ λx+ λξ1 + (1− 2λ)ξ2‖]
≤M3 + λ‖x‖.
Choosing X0 ∼ δ0, inductively we get for the corresponding RFI sequence (Xk) that
E[‖Xk+1‖] = E [E [‖TξkXk‖ |Xk]] ≤M3 + λE[‖Xk‖] ≤M3
k∑
i=0
λi ≤ M31− λ
for any k ∈ N. Now Corollary 3.6 is applicable by uniform boundedness of the expectations and
yields existence of an invariant measure for P. Note that existence still follows when employing
the rotational and affine noise model, since in that case PRξi,1x ∈ B(ci, 2 diamCi), i = 1, 2 for
any ci ∈ Ci and only the constants appearing in the above analysis might become larger.
A. Appendix
Theorem A.1 (support of a measure). Let G be a Polish space and B(G) its Borel σ-algebra.
Let pi be a measure on (G,B(G)) and define its support via
supppi = {x ∈ G |pi(B(x, )) > 0 ∀ > 0} .
Then
(i) supppi 6= ∅, if pi 6= 0.
(ii) supppi is closed.
(iii) pi(A) = pi(A ∩ supppi) for all A ∈ B(G), i.e. pi((supppi)c) = 0.
(iv) For any closed set S ⊂ G with pi(A∩S) = pi(A) for all A ∈ B(G) it holds that supppi ⊂ S.
(v) Let pi(G) <∞. For any closed set S ⊂ G with pi(S) = pi(G) it holds that supppi ⊂ S.
Proof. (i) If pi(G) > 0, then due to separability one could find for any 1 > 0 a countable cover
of G with balls with radius 1, where at least one needs to have nonzero measure, because
0 < pi(G) ≤ ∑j pi(B(xj , )). Now just consider B1 := B(xN , 1) such that pi(B1) > 0 and
apply the above procedure of countable covers with 2 < 1 iteratively, then there is a
sequence j → 0 and B(xj+1, j+1) ⊂ B(xj , j), such that xj → x, i.e. x ∈ supppi.
(ii) Let (xk)k∈N ⊂ supppi with xk → x as k →∞. Let  > 0 and N > 0 such that d(xk, x) < 
for all k ≥ N . Then xk ∈ B(x, ) and ∃˜ > 0 with B(xk, ˜) ⊂ B(x, ), so we get
pi(B(x, )) ≥ pi(B(xk, ˜)) > 0,
i.e. x ∈ supppi.
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(iii) Write S = (supppi)c. Choose {xk}k∈N ⊂ S dense. By openness of S there exists k > 0
with B(xk, k) ⊂ S, hence S =
⋃
k∈N B(xk, k) and
pi(S) ≤
∑
k∈N
pi(B(xk, k)) = 0.
(We have that pi(B(xk, k)) = 0, since otherwise, one could find for any small enough  > 0
a countable cover of B(xk, k) with balls with radius , where at least one needs to have
nonzero measure. Since this holds for all , there is a contradiction to B(xk, k) ⊂ S.)
(iv) Let x ∈ supppi. So pi(B(x, ) ∩ S) > 0 for all  > 0, i.e. B(x, ) ∩ S 6= ∅ for all  > 0. Let
xk be such that xk ∈ B(x, k) ∩ S, where k → 0 as k → ∞. Then by closedness of S,
xk → x ∈ S.
(v) We have that S = G \D for some D \G with pi(D) = 0. For any A ∈ B(G) it holds that
pi(A ∩ S) = pi(A)− pi(A ∩D) = pi(A). The assertion follows from part (iv).
Theorem A.2 (disintegration). Let (Ω,F ,P) be a probability space and (Ω1,F1), (Ω2,F2)
be measurable spaces and F0 ⊂ F a sub-σ-algebra, let X1 ∈ Ω1 have a regular version µ of
P (X1 ∈ · | F0) and let X2 ∈ Ω2 be F0-measurable. Let furthermore f : Ω1 × Ω2 → R+ be
measurable. Then
E [f(X1, X2) | F0] =
∫
f(x1, X2)µ(dx1) a.s.
Proposition A.3 (Convergence with subsequences). Let (G, d) be a metric space. Let (xk) be
a sequence on G with the property that any subsequence has a convergent subsequence with the
same limit x ∈ G. Then xk → x.
Proof. Assume that xk 6→ x, i.e. there exists  > 0 such that for allN ∈ N there is k = k(N) ≥ N
with d(xk, x) ≥ . But by assumption the subsequence (xk(N))N∈N has a convergent subsequence
with limit x, which is a contradiction and hence the assumption is false.
Remark A.4: In a compact metric space, it is enough, that all cluster points are the same,
because then every subsequence has a convergent subsequence.
Lemma A.5 (support of a random variable). Let X : (Ω,F ,P) → (G,B(G)) be a random
variable into a Polish space. Then
suppL(X) =
⋂
P(N )=0
X(Ω \ N ),
where L(X) = P(X ∈ ·) is the distribution (law) of X. In particular, if X(Ω \N ) ⊂ suppL(X)
for a null set N ⊂ Ω, then suppL(X) = X(Ω \ N ).
Proof. First let x ∈ X(Ω \ N ) for all P-null sets N ⊂ Ω, i.e. there exists a sequence (ωNk )k∈N ⊂
Ω \ N with X(ωNk )→ x as k →∞. If it were true that P(N) = 0, where N := X−1B(x, ) for
some  > 0, then X(Ω \ N) ⊂ G \ B(x, ), i.e. a contradiction to the existence of a convergent
sequence in X(Ω \ N) to x. So P(N) > 0 for all  > 0, i.e. x ∈ suppL(X).
Let now x ∈ suppL(X), then PX(B(x, )) > 0 for all  > 0, i.e. for any P-null set N ⊂ Ω we
have {ω ∈ Ω \ N |X(ω) ∈ B(x, )} 6= ∅. So one can find a sequence (ωNk )k∈N ⊂ Ω \ N with
X(ωNk )→ x as k →∞, so x ∈ X(Ω \ N ) for all null sets N .
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Lemma A.6. Let (G, d) be a separable complete metric space and let the metric d× on G×G
satisfy
d× (( xkyk ) , (
x
y ))→ 0 ⇔ d(xk, x)→ 0 and d(yk, y)→ 0. (55)
Then B(G×G) = B(G)⊗ B(G).
Proof. First we note that for A,B ⊂ G it holds that A×B is closed in (G×G, d×) if and only
if A,B are closed in (G, d) by Eq. (55). Since the σ-algebra B(G) ⊗ B(G) is generated by the
family A := {A1 ×A2 |A1, A2 ⊂ G closed}. One has B(G×G) ⊃ B(G)⊗ B(G)
For the other direction, note that any metric d× with the property Eq. (55) has the same
open and closed sets. If A is closed in (G×G, d×) and d˜× is another metric on G×G satisfying
Eq. (55), then for (ak, bk) ∈ A with (ak, bk)→ (a, b) ∈ G×G w.r.t. d˜× it holds that d(ak, a)→ 0
and d(bk, b) → 0 and hence d×((ak, bk), (a, b)) → 0 as k → ∞, i.e. (a, b) ∈ A, so A is closed
in (G × G, d˜×). It follows that all open sets in (G × G, d×) are the same for any metric that
satisfies Eq. (55). So, without loss of generality, let
d× (( x1y1 ) , ( x2y2 )) = max(d(x1, x2), d(y1, y2)). (56)
Moreover, separability of G×G yields that any open set is the countable union of balls: there
exists a sequence (uk) on U that is dense for U ⊂ G × G open. We can find a sequence of
constants k > 0 with
⋃
k B(uk, k) ⊂ U . If there exists x ∈ U , which is not covered by any
ball, then we may enlarge a ball, so that x is covered: since there exists  > 0 with B(x, ) ⊂ U
and there exists m ∈ N with d(x, um) < /2 by denseness, we may set m = /2 to get
x ∈ B(um, m) ⊂ B(x, ) ⊂ U . Now to continue the proof, let d× be given by Eq. (56). Then
for any open U ⊂ G × G there exists a sequence (uk) on U and a corresponding sequence of
positive constants (k) such that U =
⋃
k B(uk, k). This together with the fact that
B(uk, k) = B(uk,1, k)× B(uk,2, k) ∈ B(G)⊗ B(G) (uk = (uk,1, uk,2) ∈ G×G)
yields B(G×G) ⊂ B(G)⊗ B(G), which establishes equality of the σ-algebras.
Lemma A.7 (couplings). Let G be a Polish space and let µ, ν ∈P(G). Let γ ∈ C(µ, ν), where
C(µ, ν) := {γ ∈P(G×G) | γ(A×G) = µ(A), γ(G×A) = ν(A) ∀A ∈ B(G)} , (57)
then
(i) supp γ ⊂ suppµ× supp ν,
(ii) {x | (x, y) ∈ supp γ} = suppµ.
Proof. We let the product space be equipped with the metric in Eq. (56) (constituting a sepa-
rable complete metric space since G is Polish).
(i) Suppose (x, y) ∈ supp γ and let  > 0, then
µ(B(x, )) = γ(B(x, )×G) ≥ γ(B(x, )× B(y, )) = γ(B((x, y), )) > 0.
Analogously, we have ν(B(y, )) > 0. So (x, y) ∈ suppµ× supp ν.
(ii) Suppose x ∈ suppµ, then γ(B(x, ) × G) > 0 for all  > 0. By Theorem A.1 there either
exists y ∈ G with (x, y) ∈ supp γ or there exists a sequence (xk, yk) on supp γ with xk → x
as k →∞. Hence the assertion follows.
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Lemma A.8 (convergence in product space). Let G be a Polish space and suppose (µk), (νk) ⊂
P(G) are tight sequences. Let Xk ∼ µk and Yk ∼ νk and denote by γk = L((Xk, Yk)) the joint
law of Xk and Yk. Then (γk) is tight.
If furthermore, µk → µ ∈P(G) and νk → ν ∈P(G), then cluster points of (γk) are in C(µ, ν),
where the set of couplings C(µ, ν) is defined in Eq. (57) in Lemma A.7.
Proof. By tightness of (µk) and (νk), there exists for any  > 0 a compact set K ⊂ G with
µk(G \K) < /2 and νk(G \K) < /2 for all n ∈ N, so also
γk(G×G \K ×K) ≤ γk((G \K)×G) + γk(G× (G \K))
= µk(G \K) + νk(G \K)
< 
for all k ∈ N, implying tightness of (γk). By Prokhorov’s Theorem, every subsequence of (γk)
has a convergent subsequence γkj → γ as j →∞ where γ ∈P(G×G).
It remains to show that γ ∈ C(µ, ν). Indeed, since for every f ∈ Cb(G × G) we have
γnkf → γf , we can choose f(x, y) = g(x)1G(y) with g ∈ Cb(G). Also,
µg ← µnkg = γnkf → γf = γ(· ×G)g,
which implies the equality µ = γ(· ×G). Similarly ν = γ(G× ·) and hence γ ∈ C(µ, ν).
Lemma A.9 (properties of the Prokhorov-Levi distance). Let (G, d) be a separable complete
metric space.
(i) The Prokhorov-Levi distance (Definition 2.9) has the representation
dP (µ, ν) = inf
{
 > 0
∣∣∣∣∣ infL(X,Y )∈C(µ,ν)P(d(X,Y ) > ) ≤ 
}
,
where the set of couplings C(µ, ν) is defined in Eq. (57) in Lemma A.7. Furthermore, the
inner infimum for fixed  > 0 is attained and the outer infimum is also attained.
(ii) dP (µ, ν) ∈ [0, 1].
(iii) dP metrizes convergence in distribution, i.e. for µk, µ ∈ P(G), k ∈ N the sequence µk
converges to µ in distribution if and only if dP (µk, µ)→ 0 as k →∞.
(iv) (P(G), dP ) is a separable complete metric space.
(v) For µj , νj ∈P(G) and λj ∈ [0, 1], j = 1, . . . ,m with ∑mj=1 λj = 1 we have
dP (
∑
j
λjµj ,
∑
j
λjνj) ≤ max
j
dP (µj , νj).
Proof. (i) See [50, Corollary to Theorem 11] for the first assertion. To see that the infi-
mum is attained, let γk ∈ C(µ, ν) be a minimizing sequence, i.e. for (Xk, Yk) ∼ γk it
holds that P(d(Xk, Yk) > ) = γk(U) → inf(X,Y )∈C(µ,ν) P(d(X,Y ) > ), where U :=
{(x, y) | d(x, y) > } ⊂ G × G is open. The sequence (γk) is tight and for a cluster
point γ we have γ ∈ C(µ, ν) by Lemma A.8. From [41, Theorem 36.1] it follows that
γ(U) ≤ lim infj γkj (U).
To see, that the outer infimum is attained, let (k) be a minimizing sequence, chosen
to be monotonically nonincreasing with limit  ≥ 0. One has that U = ⋃k Uk where
Uk ⊃ Uk+1 and hence γ(U) = limk γ(Uk) ≤ limk k = .
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(ii) Clear by (i).
(iii) See [5].
(iv) See [43, Lemma 1.4].
(v) If  > 0 is such that µj(A) ≤ νj(B(A, ))+ and νj(A) ≤ µj(B(A, ))+ for all j = 1, . . . ,m
and all A ∈ B(G), then also ∑j λjµj(A) ≤ ∑j λjνj(B(A, )) +  as well as ∑j λjνj(A) ≤∑
j λjµj(B(A, )) + .
Lemma A.10 (properties of the Wasserstein metric). Recall Pp(G) and Wp from Definition
2.9.
(i) The representation of Pp(G) is independent of x and for µ, ν ∈ Pp(G) the distance
Wp(µ, ν) is finite.
(ii) The distance Wp(µ, ν) is attained when it is finite.
(iii) The metric space (Pp(G),Wp(G)) is complete and separable.
(iv) If Wp(µk, µ)→ 0 as k →∞ for the sequence (µk) on P(G), then µk → µ as k →∞.
Proof. (i) See [53, Remark after Definition 6.4].
(ii) From Lemma A.8 we know that a minimizing sequence (γk) forWp(µ, ν) is tight and hence
there is a cluster point γ ∈ C(µ, ν). By continuity of the metric d it follows that d is lower
semi-continuous and bounded from below and from [51, Theorem 9.1.5] it follows that
γd ≤ lim infj γkjd = Wp(µ, ν).
(iii) See [53, Theorem 6.9].
(iv) See [53, Theorem 6.18].
Note that the converse to Lemma A.10 (iv) does not hold.
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