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Abstract
An Adaptive Cruise Control (ACC) system allows vehicles to maintain a de-
sired headway distance to a preceding vehicle automatically. ACC is increasingly
adopted by recently available commercial vehicles. Recent research demonstrates
that effective use of ACC can improve the traffic flow by adjusting the headway
distance in response to dynamically changing traffic conditions. In this paper, we
demonstrate that state-of-the-art real-time ACC systems may perform poorly in
highway segments with on-ramps because their simple model based only on the
traffic conditions of the main road does not take into account the dynamics of merg-
ing traffic in determining the optimal headway distance. We propose D-ACC, a
dynamic adaptive cruise control system based on deep reinforcement learning that
effectively adapts the headway distance according to dynamically changing traffic
conditions of both the main road and merging lane to optimize traffic flow. Exten-
sive simulations are performed with a combination of a traffic simulator SUMO
and vehicle-to-everything communication (V2X) network simulator Veins under
various traffic scenarios. We demonstrate that D-ACC improves the traffic flow
by up to 70% compared with a state-of-the-art real-time ACC system in a general
highway segment with an on-ramp.
1 Introduction
An adaptive cruise control (ACC) is a control system that allows vehicles to maintain a desired
speed until it finds a slow-moving front vehicle based on radar, lasers, or cameras, after which ACC
allows vehicles to keep a desired headway distance to the front vehicle by adjusting acceleration and
deceleration [1]. More and more vehicles are being equipped with ACC [2]. The market penetration
rate of ACC is expected to increase continuously [3]. ACC is becoming standard equipment in many
recently available commercial vehicles.
While ACC is primarily designed for improving driving comfort, numerous research has been con-
ducted to demonstrate the effect of ACC on traffic flow efficiency especially focusing on how the
headway distance influences traffic flow [4]. These works are based on either microscopic simu-
lation [5, 6] or macroscopic modelling [7, 8], and the general consensus is that ACC has strong
potential to improve traffic flow while also noting that poor configurations of ACC settings may
result in degraded traffic flow [7]. However, these works are limited to analysis on the effect of
ACC on traffic flow and do not present a solution on how to configure the ACC setting optimally in
response to traffic conditions to maximize traffic flow.
There are some early efforts that optimize the ACC setting to maximize traffic flow [9, 10]. How-
ever, these works are based on off-line optimization which does not cope well with dynamically
changing traffic conditions. There are a few works that address this limitation by adjusting the ACC
Preprint. Under review.
setting adaptively in real-time according to dynamic traffic conditions [11–13]. Specifically, Shakel
and Arem [11] develop an in-car advisory system that changes the headway distance based on a
traffic state prediction model (i.e., the extended generalized Treiber–Helbing filter (EGTF)) [14].
This model determines between free flow and congestion based on the speed data collected from a
detector that are aggregated over 1 min. Goni-Ros et al. develop an adaptive ACC that adapts the
ACC setting based on the speed of preceding vehicles [13]. Bekiaris-Liberis and Delis propose a
similar approach that adjusts the ACC setting in real-time based on the average speed and vehicle
density [12]. Spiliopoulou et al. design a threshold-based adaptive ACC that adjusts the ACC setting
of a connected vehicle based on a threshold of traffic flow measured using the speed of surrounding
vehicles [15]. In line with this research, the most recent research work at the point of writing this
paper is [2]. Essentially, this paper extends [15] by adding acceleration bound changes considering
that recent vehicles allow drivers to choose the acceleration strength inspired by Yuan et al. [16].
However, these works take into account only the traffic conditions of the main road in determining
the optimal ACC setting; as such, these works fail to work properly for highways with on-ramps
where the merging traffic is one of the major causes of traffic perturbations [17]. A different ap-
proach of adaptively adjusting the ACC setting needs to be developed for highways with on-ramps
that takes into account the dynamically changing traffic conditions of the merging lane [18].
In this paper, we demonstrate that a state-of-the-art real-time ACC [2] performs poorly in terms
of improving the traffic flow of highway segments with on-ramps and propose Dynamic Adaptive
Cruise Control (D-ACC) System that allows vehicles to make an informed decision about the optimal
ACC setting adaptively in response to dynamically changing traffic conditions of both the main road
and merging lane. In particular, to enable vehicles to adapt the ACC setting more effectively in a fine-
grained manner according to dynamically changing traffic conditions, we adopt deep reinforcement
learning (RL) which is known to provide effective decision making in such a complex environment
especially for autonomous vehicles [19]. We formulate the problem of determining the ACC setting
focusing on the headway distance given the information about traffic conditions received via vehicle-
to-everything communication (V2X) based on a Markov Decision Process (MDP) framework [20]
and solve the problem by designing a deep Q-network [21] to address the challenge of dynamic
adaptation in complex environments represented by a large and continuous state space. Extensive
simulations are conducted with a combination of a microscopic road traffic simulator SUMO [22]
and a V2X network simulator Veins [23] to train the deep Q-network and evaluate the performance
of D-ACC. We demonstrate that D-ACC improves the average speed by up to 70% compared to
a state-of-the-art real-time ACC system [2]. The contributions of this paper are summarized as
follows.
• We demonstrate that existing real-time ACC systems perform poorly for highway segments
with on-ramps due to not taking into account the dynamic traffic conditions of the merging
lane.
• We formulate the problem of adaptively configuring ACC setting in response to dynami-
cally changing traffic conditions of both the main road and merging lane as a MDP frame-
work.
• We design a deep Q-network to allow vehicles to make informed decisions on adjusting the
ACC setting more effectively and in a more fine-grained manner.
• Extensive simulations are conducted to demonstrate that D-ACC outperforms a state-of-the-
art real-time ACC system under different scenarios with varying penetration rates, merging
traffic density, and lane-changing behaviors.
This paper is organized as follows. In Section 2, we conduct a motivational study to demonstrate
that a state-of-the-art real-time ACC system performs poorly due to not appropriately accounting for
the dynamics of merging traffic. We then present the details of the proposed D-ACC including the
design of a MDP framework and our deep Q-network for optimizing traffic flow in Section 3. The
simulation setting and results are presented in Section 4. Finally, we conclude in Section 5.
2 Motivation
In this section, we conduct a motivational study to inspire the need for a new approach for ACC sys-
tems for highways with on-ramps by demonstrating that simple model-based solutions do not cope
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Vehicles braking due to merging vehicle
Merging vehicles
Small headway distance
Figure 1: A snapshot of simulation demonstrating vehicles equipped with a state-of-the-art real-time
ACC [2] interfering with merging traffic. Merging vehicles fail to change lanes to get into traffic
timely due to the small headway distance of vehicles on the main lane.
well with the dynamics of merging traffic. This study is conducted using SUMO [22] and Veins [23].
In particular, Veins, a framework for vehicular network simulation based on OMNeT++ [24] is inte-
grated with SUMO to simulate V2X for vehicles to collect traffic information. The parameters used
for the simulation are summarized in Table 2. We create a highway segment with an on-ramp where
vehicles equipped with ACC drive on the main road by maintaining a certain headway distance to
preceding vehicles that is determined based on the traffic conditions of the main road [2]. Figure 1
illustrates that in this scenario, vehicles on the main lane are interfering with the merging traffic due
to the small headway distance suggested by a state-of-the-art ACC system [2].
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Figure 2: Average fuel consumption and average delay of all vehicles with and without merging
traffic. Adjusting the headway distance based on a simple correlation between traffic conditions
(e.g., average vehicle speed) of the main road and headway distance does not work effectively for
highway segments with on-ramps.
To understand how existing real-time ACC systems based on a model which determines the headway
distance according to the traffic conditions of only the main road fail to deal with merging traffic
effectively, we vary the headway distance and measure the average fuel consumption and average
vehicle delay in both scenarios with and without merging traffic. Figure 2 displays the results. When
there is no merging traffic, a small headway distance improves fuel efficiency and delay, because,
with a smaller headway distance, more vehicles are allowed to pass the highway segment which
agrees with the results of most of existing real-time ACC systems based on the strong correlation
between traffic conditions of the main road and headway distance [2, 15].
However, these simple model-based ACC systems perform poorly when there is merging traffic.
Specifically, in the given scenario with merging traffic, we demonstrate that a small headway dis-
tance determined based only on the correlation between the traffic conditions of the main road and
the headway distance actually degrades the fuel efficiency and delay significantly. The reason is
because merging vehicles experience difficulty in finding a space to change lanes due to the small
headway distance of the vehicles in the main lane, and making a lane change causes the vehicles in
the main lane to brake, leading to higher fuel consumption and delay. This explains why both the
fuel efficiency and delay are improved as the headway distance increases as shown in Figure 2. A
very interesting observation is that if the headway distance is increased too much, the fuel efficiency
and delay start to degrade, i.e., there is a “sweet spot” for the headway distance that maximizes traf-
fic flow, as indicated by stars in Figure 2; We also observe that such a sweet spot changes when the
traffic conditions of the merging lane change over time. This motivational study suggests that a new
ACC system should be developed that automatically adapts the ACC settings by taking into account
dynamically changing traffic conditions of a merging lane for highway segments with on-ramps to
optimize traffic flow.
3
3 Proposed Approach
This section presents the details of D-ACC. Specifically, in Section 3.1, we present an overview of
D-ACC. We then formulate the problem of determining the headway distance to maximize traffic
flow as a Markov Decision Process (MDP) in Section 3.2. In Section 3.3, we present the design of
a deep Q-network to solve the problem more effectively considering the large and continuous state
space for MDP in our problem.
3.1 Overview
D-ACC is designed for adapting the headway distance to maximize traffic flow with a special em-
phasis on supporting the use of ACC for highways with merging traffic. D-ACC targets vehicles
equipped with necessary devices to enable ACC and V2X. Although V2X technology has yet to be
widely adopted, D-ACC can be implemented with a smartphone that communicates with a roadside
unit (or a remote traffic server via a cellular network) to collect real-time traffic information needed
to determine headway distance. This smartphone can be connected to the vehicle’s default ACC sys-
tem via the OBD port (e.g., Comma.AI [25]) to control the headway distance generated by D-ACC,
thereby enabling easy adoption of the technology.
A vehicle equipped with D-ACC, as it approaches a highway segment with an on-ramp, starts to
communicate with a RSU such as the one that is already available in latest intelligent transportation
systems (ITS) [26] via V2X. The RSU is used to collect real-time traffic information and broadcast
the information to approaching vehicles. In this work, we utilize (1) traffic density of the main
lanes, (2) average vehicle speed of the main lanes, (3) traffic density of the merging lane, (4) average
vehicle speed of the merging lane, and (5) the length of the acceleration lane. A vehicle receives such
information wirelessly and runs D-ACC to determine the optimal headway distance to maximize
traffic flow.
3.2 Markov Decision Process (MDP) Framework
A core functionality of D-ACC is to determine the headway distance by taking into account the traf-
fic conditions of both the main road and the merging lane. A Markov decision process (MDP) [20]
represents the basis for modeling the decision making behaviors for D-ACC. We formulate the dy-
namic decision making process of D-ACC as MDP in which D-ACC-equipped vehicles take actions
of adjusting the headway distance in response to dynamically changing traffic conditions. As such,
the design of MDP is the first step towards the development of D-ACC.
We represent MDP as a 4-tuple M =< S,A, Psa, R >, where S is a set of states; A is a set of
actions; Psa is the probability for the next state given action a ∈ A and the current state s ∈ S;
and R is the reward function, i.e., r(s′|s, a) is the reward for transitioning from a state s to a new
state s′ due to an action a. In particular, πt(a|s) is a policy of time t that represents the probability
of making an action a given state s. The objective is to find the optimal policy π∗ that makes the
cumulative sum of the expected reward:
Qpi(s, a) = Epi [
∞∑
k=0
γkrt+k|s, a] (1)
is maximized over the long run, i.e., Q∗pi(s, a) = max
pi
Qpi(s, a), where γ ∈ (0, 1] is a discount factor.
3.2.1 State Space
We design the state space S of MDP to include the following traffic parameters: (a) traffic density of
the main road, (b) traffic density of the merging lane, (c) average vehicle speed of the main road, (d)
average vehicle speed of the merging lane, and (e) length of the acceleration lane, being motivated
by the work [27]. Specifically, Daamen et al. note that the traffic density of the main road as well
as the merging lane influence the merging behaviors [27]. For example, if the traffic density of
the merging lane is high, then a larger headway distance would be needed to allow vehicles to join
quickly so more vehicles can merge into the main lane. It is also noted in [27], the vehicle speed,
in particular, the speed difference between the vehicles on the merging lane and the vehicles on
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the main lane influences the efficiency of merging behavior [27]. For example, if the speed of the
vehicles on the merging lane is relatively faster, then a large gap would have to be created to ensure
safer lane change. Finally, the length of an acceleration lane is incorporated into our state space
because a longer acceleration lane would allow vehicles to take more time to complete merging.
3.2.2 Action Space
We design the action space A for vehicles on the main lane. While this action space can be easily
extended, in this work, we focus on the most important ACC setting, the headway distance. Specifi-
cally, an action is defined as setting the headway distance to a certain value from a range of possible
headway distances that a vehicle supports. An important aspect of D-ACC is that vehicles are ad-
vised to perform an action before they reach an on-ramp. This is motivated by recent research [13]
demonstrating that creating a gap to the preceding vehicle before it reaches a congested (or poten-
tially congested) area will make the following vehicles decelerate, consequently reducing the inflow
into the congested area and preventing from worsening the traffic congestion.
In this paper, we allow an ego vehicle to take an action, but we note that a decision for actions can
also be made by a RSU leveraging more powerful computing resources and broadcast the decision
to approaching vehicles via V2X. An important aspect of D-ACC is that it allows vehicles to keep
monitoring dynamically changing traffic conditions and updating their actions adaptively in order to
maximize traffic flow.
3.2.3 Reward Function
We design our reward function for MDP such that the traffic flow is maximized. As such, the reward
function is designed to decrease the average vehicle delay required to pass a given highway segment.
In computing the reward function, therefore, the information received from a RSU via V2X is used
including the traffic congestion speed and length of a highway segment where the vehicle is expected
to pass. Specifically, the reward function R is defined as follows.
R =


+1 if average delay ≤
length of the highway segment
congestion speed
−1 if average delay >
length of the highway segment
congestion speed
(2)
3.3 Deep Q-Network
Having formulated our problem of determining the headway distance to maximize traffic flow, this
section explains how we solve the problem. The value functionQ∗pi(s, a) follows Bellman optimality
equation:
Q∗(s, a) = E[r + γmax
a′∈A
Q∗(s′, a′)|s, a] (3)
, which allows us to determine the optimal policy, i.e., determining actions that optimize the reward
function at each state [20]. The Q-function can be easily represented as a tabular form when the state
space is discrete and finite. However, the problem is that if the state space is large and continuous, it
becomes easily untractable [21]. Specifically, due to the large and continuous state space of D-ACC
to incorporate large ranges of vehicle density, speed, length of acceleration lane, etc., we adopt the
deep Q-network (DQN) algorithm [21] to address this challenge. The deep Q-network is based on
a neural network to approximate the optimal value function where the input to the neural network
is the states, and the output is the Q-values for each action. This technique is suited well for our
application which requires dynamic adaptation in complex environments represented by the large
and continuous state space. The key idea is that the Q-function is now approximated using a neural
network [28]. Specifically, the approximate value function for deep Q-network is now denoted
by Q(s, a; θi) where θi are the weights of the Q-network at i-th iteration. The network is trained to
update the weights θi with the loss function: Li(θi) = EM [(r+γmax
a′
Q(s′, a′; θ−i )−Q(s, a; θi))
2],
where θ−i is the parameters of the network at i-th iteration, which are updated based on the weights
of the Q-network θi.
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Q-Network Parameters
Neural network architecture 4 hidden layers of size 8, 12, 20, and 16
respectively
Activation functions Rectified linear units (ReLU)
Replay buffer size 20k samples
(γ, ǫ0, ǫmin, λdecay) (0.95, 1.0, 0.001, 0.9995)
Batch size 32
Loss function Mean square error (MSE)
Optimization method Stochastic Gradient Descent (SGD) with
learning rate 0.001
Target network update frequency 1k episodes
Table 1: Parameters used for our deep Q-network.
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Figure 3: Results on the reward function
demonstrating convergence.
For our deep Q-network, we design a neural network con-
sisting of 4 hidden layers of size 8, 12, 20, and 16, respec-
tively with activation functions of rectified linear units
(ReLU). Other specific parameters used for designing our
deep Q-network through trial and errors are summarized
in Table 1. In particular, to balance between exploration
and exploitation, we adopt an ǫ-greedy policy [29] in
training our deep Q-network. Specifically, with the proba-
bility of ǫ, an action is randomly selected from the action
space; and with the probability of 1 − ǫ, the optimal ac-
tion is selected based on the greedy method. We allow
the value of ǫ to decrease gradually as the algorithm iter-
ates, i.e., ǫ = max(ǫ0 · λdecay, ǫmin). The parameters for
the ǫ-greedy policy are also summarized in Table 1. Fig-
ure 3 displays the results of our reward function with the
number of episodes up to 1K, demonstrating the fast convergence of the reward function.
4 Simulation Results
4.1 Simulation Setup
Vehicle Parameters Traffic Parameters
Action interval 1 s Traffic volume (main
lane)
2057 veh/h
Vehicle length 4 m Traffic volume
(merging lane)
200-900 veh/h
Min headway 2.5 m Highway length 1.5 km
Lane change model LC2013 [30] Merging lane length 360 m
Max acceleration 2.6 m/s2 Acceleration lane
length
180 m
Max deceleration 4.5 m/s2
Table 2: Traffic parameters for the simulation.
We conduct simulations to evaluate the performance of D-ACC using a traffic simulator (SUMO)
integrated with a network simulator (Veins). Simulations are executed with a PC equipped with a
1.4GHz quad-core Intel Core i5 CPU and 8GB of RAM running on MacOS. Deep reinforcement
learning for D-ACC is implemented in Python using Keras and Tensorflow [31] which is interfaced
with SUMO via Traffic Control Interface (TraCI) [32]. We consider a highway segment with an
on-ramp. The length of the highway segment, ramp, and acceleration lane are 1.5km, 360m, and
180m, respectively. Vehicles on the main road are generated at a rate of 2,057 veh/h, and that for the
merging lane is varied from 200 and 900 veh/h to evaluate the effect of the merging traffic density.
Each vehicle with a length of 4m performs a lane change according to a lane-changing model [30].
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Each vehicle updates the headway distance every second in response to dynamically changing traffic
conditions; yet the headway is not decreased below 2.5m for safety. In increasing or decreasing the
headway distance, acceleration of up to 2.6m/s2 and deceleration of up to 4.5 m/s2 are used. All
traffic parameters used for this simulation study are summarized in Table 2.
The main metric measured in this simulation study is the average vehicle speed that represents the
traffic flow given the fixed length of the highway segment. We vary various parameters such as the
penetration rate (i.e. a portion of vehicles equipped with D-ACC or a state-of-the-art real-time ACC
out of all vehicles), traffic density of the merging lane, and lane-changing behavior.
4.2 Effect of Penetration Rate
m/s
m/s
(a) D-ACC
(b) Manolis et al.
+
+
Figure 4: Effect of penetration rate (PR) for (a) D-ACC and (b) Manolis et al. [2]. The color
represents the vehicle speed in m/s.
We measure the average vehicle speed for both D-ACC and Manolis et al. [2] by varying the pen-
etration rate to understand the effect of the penetration rate on the performance. The results are
depicted in Figure 4. Overall, the results demonstrate that higher penetrate rates result in better
traffic flow for D-ACC. However, interestingly, opposite results are obtained for Manolis et al. be-
cause higher penetration rates for Manolis et al. mean that more vehicles try to maintain smaller
headway distance due to the increased traffic of the main road caused by the merging traffic which
will make merging vehicles more difficult to change lanes. Another interesting observation is that
D-ACC improves traffic flow by 21% even with a very small penetration rate of 5% compared with
the state-of-the-art real-time ACC system. More significant improvement in traffic flow is observed
for higher penetration rates, i.e., over 30%. Specifically, D-ACC performs 70% better compared to
Manolis et al. when the penetration rate is 60%. In other words, the average speed for D-ACC is
increased by 11km/h compared to Manolis et al. when the penetration rate is increased from 5%
to 60%. The reason is simply that more vehicles create larger gaps that allow merging vehicles to
change lanes more easily.
4.3 Effect of Merging Traffic Density
In this section, we evaluate how effectively D-ACC copes with varying traffic conditions of the merg-
ing lane. Specifically, we vary the number of vehicles injected into the merging lane per hour and
measure the average speed of vehicles on the main lane with different penetration rates. The results
are depicted in Figure 5. It is shown that as the merging traffic increases, the average speed for both
D-ACC and Manolis et al. decreases regardless of the penetration rate. An interesting observation
is that D-ACC is more robust against merging traffic which is demonstrated by the increasing gap
between the average speed of D-ACC and that of Manolis et al. as the merging traffic increases
for all penetration rates. Most notably, the gap increases by 210% as the merging traffic increases
from 400 veh/h to 800 veh/h, when the penetration rate is 60%. It is also observed that the benefits
7
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Figure 5: Effect of merging traffic with varying penetration rates. Overall, D-ACC outperforms
Manoils et al. regardless of the penetration rate and merging traffic.
of using D-ACC increase as both the merging traffic and penetration rate increase. Specifically, the
average speed difference between D-ACC and Manolis et al. for PR=60% with merging traffic of
800 veh/h is about 140% greater compared with that for PR=5% with 800 veh/h. Overall, in all
penetration rates, D-ACC outperforms the state-of-the-art real-time ACC system regardless of the
degree of merging traffic, and more significantly for higher merging traffic.
4.4 Effect of Lane Change Behavior
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Figure 6: Effect of lane-changing behav-
ior.
In this section, we analyze the effect of lane-changing
behavior of merging vehicles on the performance of D-
ACC. Simulations are conducted to understand how the
lane-changing behavior influences the performance of D-
ACC. For this simulation study, we adopt the default lane-
changing model for SUMO [30]. In this lane-changing
model, there is a parameter called “lcAssertive” which
represents the willingness of a driver to accept lower
front and rear gaps on the target lane when executing
a lane change [33]. This parameter is defined in the
range between 0 and 1 (with the default value of 1 for
SUMO), where a greater number means more aggressive
lane-changing behavior.
We measure the average speed by varying the value of
“lcAssertive” while fixing the penetration rate and the merging traffic density to 60% and 800 veh/h,
respectively. The results are depicted in Figure 6. As shown, D-ACC performs better for larger
“lcAssertive”, i.e., more aggressive lane-changing behavior. The reason is that a larger value of
“lcAssertive” allows vehicles to change lanes quickly whenever there is a space available to join,
thereby giving more time to following vehicles on the merging lane to make a lane-change decision.
On the other hand, if a vehicle misses a chance to merge quickly due to a small value of “lcAssertive”,
i.e., less aggressive lane-changing behavior, the vehicle needs to slow down its speed as it approaches
the end of the acceleration lane. Consequently, changing lanes when the speed is very low, the traffic
on the main lane is perturbed greatly leading to degraded average vehicle speed.
5 Conclusion
We have presented a dynamic adaptive cruise control system (D-ACC) that is designed to adjust the
headway distance adaptively based on reinforcement learning in response to dynamically changing
traffic conditions for highways with on-ramps. We demonstrated that D-ACC improves traffic flow
significantly even with a small penetration rate compared with a state-of-the-art ACC system espe-
cially for highways with merging traffic. The broader impact of D-ACC is noteworthy due to its
immediate applicability to real-world vehicles by a simple firmware update for existing ACC sys-
tems and availability of V2X based on a smartphone which can be connected to the vehicle’s ACC
system via the OBD port. Our future work is to implement the system for an actual vehicle platform
and evaluate the performance in real-world traffic environments.
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6 Broader Impact
Traffic congestion is a serious social problem in many countries. More than 5.5 billion hours which
are equivalent to 2.9 billion gallons of fuel are being wasted every year due to congestion [34]. Traf-
fic congestion on a highway is often induced by heavy merging traffic especially during commute
hours. D-ACC, a real-time ACC system specifically designed for a highway with an on-ramp, has
strong potential to reduce such traffic congestion even with a very small penetration rate of 5%.
Such penetration rate for D-ACC can be easily achieved considering that there are a large number
of electric vehicles equipped with LTE such as Tesla for which a simple software update should
be sufficient to install D-ACC, and even traditional vehicles will be able to utilize D-ACC by con-
necting a smartphone with a “D-ACC” app to the standard ACC system via the OBD port (e.g.,
Comma.AI [25]). At the same time, however, this work may have some negative consequences in
terms of the efficiency because of the challenge of fully understanding and modelling the intention
of merging vehicles, e.g., some cars on a merging lane may not change lanes at all and just exit the
highway.
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