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a b s t r a c t
In this work we establish necessary and sufficient conditions for weak minimizers of a
constrained set-valued optimization problem. These conditions are given by means of
multiplier rules formulated in terms of contingent epiderivatives of scalar set-valuedmaps.
We consider that the image spaces are finite dimensional and the set-valued maps are
convex and stable. For these conditions, our results provide a scalar version of analogous
existing results in the literature under weaker existence conditions. Moreover we prove
that the multiplier rules can be computed in terms of the directional derivative of
associated maps of infima.
© 2009 Published by Elsevier Ltd
1. Introduction and preliminaries
Let X, Y be normed spaceswhere Y is partially ordered by a closed convex cone C ⊂ Y and let F : X → 2Y be a set-valued
map. We recall
dom(F) = {x ∈ X : F(x) 6= ∅} ,
graph(F) = {(x, y) ∈ X × Y : y ∈ F(x)} ,
epi(F) = {(x, y) ∈ X × Y : x ∈ dom(F), y ∈ F(x)+ C}.
F + C : X → 2Y is the set-valued map defined by (F + C)(x) = F(x)+ C for every x ∈ X (with convention ∅ + C = ∅).
By y ≤ y∗ (y∗ ≥ y) we denote y∗− y ∈ C , we recall that C is said to pointed if C⋂−C = ∅. Let Y ′ be the topological dual
of Y and let C+ be the positive polar dual cone of C , i.e.
C+ = {λ ∈ Y ′ : λ(c) ≥ 0 for any c ∈ C}.
If λ ∈ Y ′, by Hλ we denote its associated half-space, i.e.
Hλ = {y ∈ Y : λ(y) ≥ 0},
and by λ ◦ F : X → 2R we denote the set-valued map defined by
(λ ◦ F)(x) = {λ(y) : y ∈ F(x)}
(with convention λ(∅) = ∅).
Given a nonempty subset A of Y , int(A) and cl(A) are the topological interior and closure of A respectively, and B is the
closed unit ball of Y . If s ∈ cl(A), the contingent cone T (A, s) of A at s is the set of all v ∈ Y such that there exist a sequence
of real numbers (tn)→ 0, tn > 0 and a sequence (yn) ⊂ Y with yn → s such that s+ tnyn ∈ A.
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• y ∈ A is an ideal minimal point of A if a ≥ y for every a ∈ A. The set of all ideal minimal points is denoted by IMin(A, C).
• y ∈ A is a minimal point of A if there exists a ∈ A such that y ≥ a, then a ≥ y. The set of all minimal points of A is denoted
by Min(A, C).
• Let int(C) 6= ∅. y ∈ A is a weak minimal point of A if (y− int(C)) ∩ A = ∅. The set of all weak minimals of A is denoted
by WMin(A, C).
Now let Z be a normed space partially ordered by a closed convex cone K ⊂ Z and let G : X → 2Z be a set-valued map.
In this work we study the following problem
(P)
{
minimize F(x)
G(x) ∩ −K 6= ∅, x ∈ S, (1.1)
where S = dom(F) = dom(G).
(P) extends the classical constrained vector optimization problem (see for example [1–5,28] and the references therein).
As solution of (P) we consider the notion of weak minimizer for problem (P). In what follows we denote by S ′ = {x ∈ S :
G(x) ∩ −K 6= ∅} the feasible set of (P).
Definition 1.1. (x, y) ∈ graph(F) is a weak minimizer of (P) if x ∈ S ′ and y ∈ WMin(F(S ′), C).
In this paper we establish necessary and sufficient optimality conditions for weak minimizers of problem (P). These
optimality conditions have been frequently given in terms of multiplier rules with diverse differentiability notions. If we do
a rough classification we can distinguish two approaches: one is based on subdifferentials and coderivatives of set-valued
maps (see [6–12]); another approach is based on graphical derivatives of set-valued maps (see [13,14,1,15,3,16,17] and the
references therein).
We recall that the contingent derivative DcF(x, y) of F at (x, y) ∈ graph(F) is the set-valued map from X to Y defined by
graph(DcF(x, y)) = T (graph(F), (x, y)).
Definition 1.2. Let (x, y) ∈ graph(F) and L = dom(Dc(F + C)(x, y)). A single-valued map ϕ : L → Y whose epigraph
coincides with the contingent cone to the epigraph of F at (x, y), i.e.
epi(ϕ) = T (epi(F), (x, y)),
is called a contingent epiderivative of F at (x, y). The set of all these elements is called the family of contingent epiderivatives
of F at (x, y) and it is denoted by Γ (F , (x, y), C).
In this context, F is said to be C-epidifferentiable at (x, y) if Γ (F , (x, y), C) 6= ∅. Following the notations given in [18,
14], when C is pointed by DF(x, y) we denote the unique element of Γ (F , (x, y), C) 6= ∅, and in the same way, if Y = R,
C = R+, by D↑F(x, y)we denote the corresponding epiderivative. In the same framework we have the following notion.
Definition 1.3. Let S ⊂ X . A map f : S → R is directionally differentiable at x ∈ S in a direction u ∈ T (S, x) if there exists
the following limit
f ′(x, u) = lim
h→0+
f (x+ hu)− f (x)
h
.
f is said to be directionally differentiable at x if f is directionally differentiable at x ∈ S in every direction u ∈ T (S, x).
By (F ,G)we denote the set-valued map from X to Y × Z
(F ,G)(x) = {(y, z) : y ∈ F(x), z ∈ G(x)}
(with convention A× ∅ = ∅ × A = ∅where A is any subset in the corresponding space).
Götz and Jahn, following the graphical approach, derive in a very simple and elegant form a multiplier rule in terms of
contingent epiderivatives (see [19]). Loosely speaking under convexity assumptions they give the following result:
‘‘A point (x, y) ∈ graph(F) is a weak minimizer of (P) if and only if there exist λ ∈ C+ \ {0}, µ ∈ K+ such that the
following multiplier rule is satisfied
λ(v)+ µ(w) ≥ 0 for every (v,w) = D(F ,G)(x, (y, z))(u), u ∈ L, (1.2)
where (x, (y, z)) ∈ graph(F ,G) is a feasible point of (P) and L = dom(D(F ,G)(x, (y, z))).’’
We now recall some necessary definitions
Definition 1.4. A set-valued map F : X → 2Y is said to be
• stable at (x, y) ∈ graph(F) if there exist a real constant M > 0 and a neighborhood U of x such that F(x) ⊂
{y} +M ‖x− x‖ B for any x ∈ U \ {x}.
• C-convex if dom(F) is convex and λF(x)+ (1− λ)F(x′) ⊂ F(λx+ (1− λ)x′)+ C for any x, x′ ∈ dom(F), α ∈ [0, 1].
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This paper is motivated by the following observation. If we consider that Y and Z are finite dimensional, (y, z) ∈
IMin(F(x) × G(x), C × K) and (F ,G) is stable at (x, (y, z)), then by applying [20, Proposition 4.5] a scalarized version of
(1.2) can be given as follows
D↑(λ ◦ F + µ ◦ G)(x, λ(y)+ µ(z))(u) ≥ 0 for every u ∈ L. (1.3)
This rule provides a general method for computing and determining the optimality conditions in terms of the contingent
epiderivative of a scalar set-valued map.
This scalarization method depends on the existence of contingent epiderivative, so strong conditions must be imposed
(see [18,21,20]) and consequently its practical applicability is limited. The aim of this article is to overcome this problem,
by proving that (1.3) still holds without depending on the existence of the contingent epiderivative D(F ,G)(x, (y, z)), or on
the pointedness of C and K . Moreover, by using a calculus rule we improve the computation method.
The following finite-dimensional version of [22, Proposition 4.3] will be fundamental in the rest of the paper.
Proposition 1.5. Let Y = Rn, let y ∈ IMin(F(x), C) and let F be stable at (x, y), then:
(i) dom(Dc(λ ◦ F + R+))(x, λ(y)) = dom(DcF(x, y)) = T (dom(F), x).
(ii) λ ◦ F is epidifferentiable at (x, λ(y)), moreover
D↑(λ ◦ F)(x, λ(y))(u) = min{λ(v) : v ∈ DcF(x, y)(u)} for every u ∈ T (dom(F), x).
The contents of this paper are as follows. In Section 2 we establish a sum rule for contingent epiderivatives. In Section 3
we give a multiplier rule extending (1.3). Finally, in Section 4 we prove that under additional natural assumptions, (1.3) has
an equivalent form in terms of directional derivatives of single-valued maps, that gives an effective method for computing
these rules.
Throughout this work we always assume that X is a normed space, Y , Z are finite-dimensional spaces; C ⊂ Y and K ⊂ Z
are closed convex cones; R : X → 2Y , F : X → 2Y , G : Y → 2Z are set-valued maps such that S = dom(R) = dom(F) =
dom(G) where S is a nonempty subset of X . Moreover R, F and G are stable at (x, r), (x, y) and (x, z) respectively, where
r ∈ IMin(R(x), C), y ∈ IMin(F(x), C) and z ∈ IMin(G(x), K).
2. A sum rule for contingent epiderivatives
By F + Rwe denote the set-valued map from X to Y defined by (F + R)(x) = F(x)+ R(x) = {y+ r : y ∈ F(x), r ∈ R(x)}
for every x ∈ X (with convention ∅ + A = A+ ∅ = ∅where A is any subset in the corresponding space). In this section we
establish a calculus rule for F + R. Firstly we need the following technical result.
Proposition 2.1. (i) dom(Dc(F + R+ C)(x, y)) = T (S, x).
(ii) Dc(F + R+ C)(x, y+ r)(u) = Dc(F + C)(x, y)(u)+ Dc(R+ C)(x, r)(u) for every u ∈ T (S, x).
Proof. Let F̂ (respectively R̂) be the set-valued map from X to Y defined by F̂(x) = {y}, F̂(x) = F(x) for every x 6= x
(respectively R̂(x) = {r}, R̂(x) = R(x) for every x 6= x). From the stability of F̂ and R̂, it is straightforward that F̂ + R̂ is stable
at (x, y+ r).
Since y ∈ IMin(F(x), C), r ∈ IMin(R(x), C) then F + C = F̂ + C , R + C = R̂ + C , therefore Dc(F + C)(x, y) =
Dc (̂F + C)(x, y),Dc(R+ C)(x, r) = Dc (̂R+ C)(x, r) and Dc(F + R+ C)(x, y+ r) = Dc (̂F + R̂+ C)(x, y+ r). Consequently it
is equivalent to prove (i) and (ii) for F̂ and R̂ instead of F and R.
(i) As dom(Dc (̂F + C)(x, y)) ⊂ T (S, x), it is sufficient to prove that T (S, x) ⊂ dom(Dc F̂(x, y)). Given u ∈ T (S, x), there
exist (xn) ⊂ S, (tn) ⊂ R+ such that xn → x and tn(xn − x)→ u.
From the stability of F̂ at (x, y) and F̂(x) = {y}, there exists sequence (yn), with yn ∈ F(xn), such that yn → y and
tn(yn − y) ∈ B(0,Mtn ‖xn − x‖) for n big enough. (2.1)
As Y is finite dimensional we assume, without loss of generality, that there exists v ∈ Y such that tn(yn − y) → v, thus
(u, v) ∈ T (graph(̂F), (x, y)) and therefore v ∈ Dc F̂(x, y)(u) ⊂ Dc (̂F + C)(x, y)(u). Hence dom(Dc (̂F + C)(x, y)) = T (S, x).
Reasoning analogously we have dom(Dc (̂R+ C)(x, r)) = dom(Dc (̂F + R̂+ C)(x, y+ r)) = T (S, x).
(ii) Let u ∈ dom(Dc (̂F + R̂ + C)(x, y + r)), v ∈ Dc (̂F + R̂ + C)(x, y + r)(u). By definition there exist (tn) ⊂ R+,
(xn, yn + rn) ∈ graph(F + R) and (cn) ⊂ C such that (xn, yn + rn + cn)→ (x, y+ r) and
tn(xn − x, yn + rn + cn − y− r)→ (u, v). (2.2)
As F̂ is stable at (x, y), we can suppose that tn(yn− y) ∈ B(0,M ‖xn − x‖) for n big enough, and since Y is finite dimensional,
we assume, without loss of generality, that there existsw1 ∈ Y such that tn(yn− y)→ w1. In the same way we assume that
there exists w2 ∈ Y such that tn(rn − r)→ w2, therefore from (2.2) we deduce that (tncn) converges to an element c ∈ C .
Furthermore it is clear thatw1 ∈ Dc F̂(x, y)(u) andw2 ∈ Dc R̂(x, r)(u), consequently
v = w1 + w2 + c ∈ Dc F̂(x, y)(u)+ Dc R̂(x, r)(u)+ C ⊂ Dc (̂F + C)(x, y)(u)+ Dc (̂R+ C)(x, r)(u). (2.3)
The converse content is immediate. 
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Remark 2.2. The imposed condition on F(x) × R(x) is a local condition, we can always work with the set-valued maps F̂ ,
R̂ defined in the previous proof. Moreover it is a natural one when we are dealing with contingent epiderivatives (see [21,
Proposition 3.7]). Of course this condition always holds in the vector optimization setting, i.e. when the maps are single-
valued, where our results are also of interest.
Theorem 2.3. If Γ (F , (x, y), C) 6= ∅ and Γ (R, (x, r), C) 6= ∅, then:
(i) Γ (F + R, (x, y+ r), C) 6= ∅ and dom(Γ (F + R, (x, y+ r), C)) = T (S, x).
(ii) Γ (F + R, (x, y+ r), C) = Γ (F , (x, y), C)+ Γ (R, (x, r), C).
Proof. Let u ∈ T (S, x). By Proposition 2.1
Dc(F + R)(x, y+ r)(u) = Dc(F + C)(x, y)(u)+ Dc(R+ C)(x, r)(u). (2.4)
By hypothesis Γ (F , (x, y), C) 6= ∅, Γ (R, (x, r), C) 6= ∅ therefore from [21, Theorem 3.1] we get IMin(Dc(F
+ C)(x, y)(u), C) 6= ∅, IMin(Dc(R + C)(x, r)(u), C) 6= ∅ and from (2.4) it is clearly seen that IMin(Dc(F + R + C)(x, y
+ r)(u), C) 6= ∅ and
IMin(Dc(F + R+ C)(x, y+ r)(u), C) = IMin(Dc(F + C)(x, y)(u), C)+ IMin(Dc(R+ C)(x, r)(u), C).
The proof is complete by applying [21, Theorem 3.1] and the previous equality. 
From Theorem 2.3 we have the following immediate sum rule for scalar set-valued maps.
Corollary 2.4. Under the same hypotheses as for Theorem 2.3 and if Y = R, C = R+, then:
(i) D↑(F + R)(x, y+ r) exists and dom(D↑(F + R)(x, y+ r)) = T (S, x).
(ii) D↑(F + R)(x, y+ r)(u) = D↑F(x, y)(u)+ D↑R(x, r)(u) for every u ∈ T (S, x).
Remark 2.5. When the ordering cone is pointed, a calculus rule for the contingent epiderivative of the sum of two set-
valued maps was given in [23, Section 3]. For the class of stable set-valued maps taking values in finite-dimensional spaces,
Theorem2.3 extends and improves these results in a certain sense, sincewe consider that the cone is not necessarily pointed,
we assure the epidifferentiability of the sum of the set-valuedmaps and the sum rule is given in terms of an equality instead
of an inequality.
3. A multiplier rule for weak minimizers
In this section we give necessary and sufficient conditions for weak minimizers of (P) by means of multiplier rules
established in terms of the contingent epiderivative of scalar set-valued maps. We assume that int(C) 6= ∅. Moreover we
suppose that F and G are C-convex and K -convex respectively.
Following an standard separation argument (see proof of [19, Theorem 2.1]) and applying Proposition 1.5 we get the
following multiplier rule. For the convenience of the reader we give a detailed proof.
Theorem 3.1. Let int(K) 6= ∅.
(i) If (x, y) is a weak minimizer of (P), then there exist λ ∈ C+, µ ∈ K+ with (λ, µ) 6= (0, 0) such that
D↑(λ ◦ F)(x, λ(y))(u)+ D↑(µ ◦ G)(x, µ(z))(u) ≥ 0 for every u ∈ T (S, x),
µ(z) = 0. (3.1)
(ii) Moreover, if z ∈ −int(K) then λ 6= 0.
Proof. Firstly, by Proposition 1.5, since (F ,G) is stable at (x, (y, z)) and (y, z) ∈ IMin(F(x)× G(x), C × K), we have
dom(Dc((F ,G)+ C × K)(x, (y, z))) = dom(D↑(λ ◦ F + µ ◦ G)(x, λ(y)+ µ(z))) = T (S, x)
for every λ ∈ C+, µ ∈ K+.
(i) Let us consider A := (⋃u∈T (S,x) Dc((F ,G)+ C × K)(x, (y, z))(u)) + (0, z). As (F ,G) is C × K -convex,
T (epi(F ,G), (x, (y, z))) is convex and since A is the projection of this cone onto Y × Z , then A is also a convex set. Let
us prove that
A ∩ (−int(C)×−int(K)) = ∅. (3.2)
Suppose, contrary to our claim, that (3.2) does not hold, i.e. there exist u ∈ T (S, x), (v1, v2) ∈ Dc((F ,G) + C ×
K)(x, (y, z))(u), such that (v1, v2) ∈ A⋂(−int(C)×−int(K)). Therefore there exist (tn) ⊂ R+, (xn, (yn, zn)) ∈ graph(F ,G),
zn ∈ −K , (cn, kn) ⊂ C × K such that (xn, yn + cn, zn + kn)→ (x, y, z) and
tn(xn − x)→ u, tn(yn + cn − y)→ v1, tn(zn + kn − z)+ z → v2. (3.3)
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As v1 6= 0, we can assume that tn →∞, then for n sufficiently large we have that ( tn−1tn ) ≥ 0, tn(yn + cn − y) ∈ −int(C)
and tn(zn + kn − z)+ z ∈ −int(K), therefore
yn − y ∈ −cn − int(C) ⊂ −int(C), zn ∈
(
tn − 1
tn
)
z − int(K) ⊂ −int(K) (3.4)
which contradicts that (x, (y, z)) is a weak minimizer of (P).
By the Edelheit Theorem [3, Lemma 3.21] there exist {0} 6= β ∈ (Y × Z)′, α ∈ R such that
β(a) ≥ α > β(s) for every a ∈ A, s ∈ −int(C)×−int(K).
Following a standard reasoning we deduce that α = 0, β ∈ (C × K)+ and
β(a) ≥ 0 for every a ∈ A. (3.5)
As 0 ∈ DcF(x, y)(0) then (0, z) ∈ A and β(0, z) ≥ 0. Furthermore, by hypothesis (0, z) ∈ −(C × K) and since
β ∈ (C × K)+ we have β(0, z) ≤ 0. We conclude
β(0, z) = 0. (3.6)
Fixing u ∈ T (S, x), from Proposition 1.5 there exists vβ ∈ Dc(F ,G)(x, β(y, z))(u) such that β(vβ) = D↑(β ◦
(F ,G))(x, β(y, z))(u). By (3.5) and (3.6)
D↑(β ◦ (F ,G))(x, β(y, z))(u) = β(vβ) = β((0, z)+ vβ) ≥ 0.
Finally, let us consider λ(·) = β(·, 0) ∈ C+, µ(·) = β(0, ·) ∈ K+. From (3.6) we deduce
µ(z) = 0,
and by applying Corollary 2.4, λ ◦ F and µ ◦ G are stable at (x, λ(y)) and (x, µ(z)) respectively. By [21, Lemma 4.2], we
conclude
D↑(λ ◦ F + µ ◦ G)(x, λ(y)+ µ(z))(u) = D↑(λ ◦ F)(x, λ(y))(u)+ D↑(µ ◦ G)(x, µ(z))(u) ≥ 0.
(ii) Suppose, contrary to our claim, that λ = 0. As (λ, µ) 6= (0, 0) necessarilyµ 6= 0 and since z ∈ −int(K)we have that
µ(z) < 0 which contradicts µ(z) = 0. 
Remark 3.2. The previous theorem provides a scalarized version of [19, Theorem 2.1] in the finite-dimensional setting. If
we compare our result to that theoremwe find several advantages and improvements. First of all our result does not depend
on the existence of the contingent epiderivative of (F ,G) at (x, (y, z)). Moreover, as our rule is written in terms of contingent
epiderivatives of scalar set-valued maps it is easier to compute. Furthermore, by applying the sum rule given in Section 3,
we have given it in terms of the contingent epiderivatives of λ ◦ F and µ ◦ G instead of considering the epiderivative of
the cartesian product set-valued map (F ,G) (with regard to this property see the comment below Theorem 2.1 in [19]).
Moreover pointedness of C and K is not necessary.
The convexity assumption in the previous theorem is essential as we show in the following example. Moreover we
illustrate the importance of the effective domain S in the solution of (P).
Example 1. Let X = R, Y = Z = R2, C = K = R2+, (x, y, z) = (0, (0, 0), (−1,−2)) and let F and G be defined by
F(t) = (t, t2), G(t) = {(x, y) : (x + 1)2 + (y + 2)2 = t2} for every t ∈ R. F , G are stable at (0, (0, 0)) and (0, (−1,−2))
respectively, furthermore z ∈ −int(R2+). If we assume that S = R+, in this case (0, (0, 0)) is a weak minimizer of (P), F and
G are R2+-convex and T (S, 0) = R+, moreover the multiplier rule is written in the following form
(λ1 − µ1 − µ2)u ≥ 0 for every u ∈ R+,
−µ1 − 2µ2 = 0.
As is expected fromTheorem3.1, themultiplier rule is verified for somemultipliers, for example for (λ, µ) = ((1, 0), (0, 0)).
On the contrary if S = R, then T (S, 0) = R and G is not R2+-convex. In this case the multiplier rule is written as
(λ1 − µ1 − µ2)u ≥ 0 for every u ∈ R,
−µ1 − 2µ2 = 0,
and it is easily seen that there exists no multipliers (λ1, λ2, µ1, µ2) verifying it.
The condition z ∈ −int(K) in order to assure λ 6= 0 is a natural constraint qualification that extends the so-called Slater
condition (see for example [1]). In our context, if this condition is satisfied, the previousmultiplier rule also gives a sufficient
condition for weak minimizers. Firstly we need the following definition.
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Definition 3.3 ([19]). Let C˜ be a subset of Y and let (x, y) ∈ graph(F). Assume that C is pointed and DF(x, y) exists. F is
called C˜-quasiconvex at (x, y) if for all x ∈ dom(F)
(F(x)− {y})
⋂
C˜ 6= ∅ ⇒ (DF(x, y)(x− x)+ C)
⋂
C˜ 6= ∅.
Theorem 3.4. If there exist 0 6= λ ∈ C+, µ ∈ K+ such that Γ ((λ ◦ F , µ ◦ G), (x, (λ(y), µ(z))),R2+) 6= ∅ and
D↑(λ ◦ F)(x, λ(y))(u)+ D↑(µ ◦ G)(x, µ(z))(u) ≥ 0 for every u ∈ T (S, x),
µ(z) = 0,
then (x, y) is a weak minimizer of (P).
Proof. Let us consider the following scalar set-valued optimization problem
(P s)
{
minimize (λ ◦ F)(x)
(µ ◦ G)(x) ∩ R− 6= ∅, x ∈ S.
It is clearly seen that (P s) is a particular case of problem (P) (with Y = R, C = K = R+), thus the notion of weak
minimizer of (P s) is well defined. Indeed as the minimality notions coincide in the scalar case we will refer to it simply as
minimizer of (P s). Let us prove the following statement:
‘‘If (x, λ(y)) is a minimizer of (P s), then (x, y) is a weak minimizer of (P)’’. (3.7)
Suppose the assertion of (3.7) is false, then there exist x′ ∈ S, z ′ ∈ G(x′) ∩ −K 6= ∅, y′ ∈ F(x′) such that y′ ∈ y− int(C).
It is easy to check that
λ(y′) < λ(y), µ(z ′) ∈ (µ ◦ G)(x) ∩ R− 6= ∅,
which contradicts (x, λ(y)) is a minimizer of (P s).
Let us consider problem (P s) and let us check that the conditions of [19, Corollary 3.4] are verified, and therefore (x, λ(y))
is a minimizer of (P s).If fact we only have to consider the multipliers t ≡ 1 ∈ (R+)+ \ {0} and u ≡ 1 ∈ (R+)+.
Furthermore let us notice that int(R+) 6= ∅, Γ ((λ ◦ F , µ ◦ G), (x, (λ(y), µ(z))),R2+) 6= ∅ by hypothesis and, considering
D = (−int(R+))× cone(−R+)+ cone(µ(z))− cone(µ(z)), (λ ◦ F , µ ◦ G) is D-quasiconvex according to [19, Lemma 3.2].
Therefore (x, λ(y)) is a (weak)minimizer of (P s). From (3.7), (x, y) is aweakminimizer of (P) andwe conclude the proof. 
Remark 3.5. If we compare the previous result with [19, Corollary 3.4], same reasoning as for Remark 3.2 holds. However,
in this case, we must notice that the existence of the family of epiderivatives Γ ((λ ◦ F , µ ◦ G), (x, (λ(y), µ(z))),R2+) is
required. AsR2+ is a pointed cone, if it exists, Γ ((λ ◦ F , µ ◦G), (x, (λ(y), µ(z))),R2+) is reduced to one element (see [21]). In
the next section we will see that the existence of Γ ((λ ◦ F , µ ◦ G), (x, (λ(y), µ(z))),R2+) is less restrictive than the general
case of an arbitrary set-valued map taking values in a normed space.
Example 2. Let us consider the same data as in Remark 3.2 with effective domain S = R+. Taking (λ, µ) = ((1, 0), (0, 0)),
Theorem 3.4 is verified since (λ ◦ F , µ ◦ G)(t) = (t, 0) for every t ∈ R+ and this map is clearly epidifferentiable at
(0, (0, 0), (−1, 2))with respect to R2+.
4. Multiplier rules in terms of directional derivatives
In [24] the epidifferentiability of a scalar set-valued map is related to the epidifferentiability of its associated map of
infima (see also [25] for similar results in a more general framework). As an application of these results, in this section we
show that, under natural conditions, the multiplier rules given in the previous sections can be computed in terms of the
directional derivative of single-valued maps of infima associated with F and G.
As in the previous section F and G are C-convex and K -convex respectively, furthermore we assume that F and G take
closed values, i.e. F(x) and G(x) are closed subsets of Y and Z respectively for every x ∈ X .
Given a set-valued map H : X → 2R, by ϕH : Y → Rwe denote its associated map of infima, i.e.
ϕH(x) = inf{y : y ∈ H(x)}.
Lemma 4.1. Let λ ∈ C+ and x ∈ int(S). The map ϕλ◦F is directionally differentiable at x, moreover
D↑(λ ◦ F)(x, λ(y))(u) = ϕ′λ◦F (x, u) for every u ∈ X .
Proof. Let us prove that ϕλ◦F is well defined on a neighborhood of x. As F is stable at (x, y) and x ∈ int(S), there exist an
open convex subset U ⊂ S and x ∈ U such that
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F(x) ⊂ y+M ‖x− x‖ B for every x ∈ U .
Since λ ∈ C+ there exists a real constant T > 0 such that λ(B) is contained in the closed interval [−T , T ], consequently
(λ ◦ F)(x) ⊂ λ(y)+ [−MT ‖x− x‖ ,MT ‖x− x‖]. (4.1)
Thus F(x) is a bounded subset, so compact since F(x) is closed for every x ∈ U by hypothesis. In the same way there exists
min(λ ◦ F)(x) for every x ∈ U and consequently ϕλ◦F is well defined on U . Furthermore from (4.1) we have
ϕλ◦F (x) ∈ ϕλ◦F (x)+ [−MT ‖x− x‖ ,MT ‖x− x‖].
Consequently ϕλ◦F is continuous at x.
On the other hand
epi(ϕλ◦F ) = epi(λ ◦ F |U) (4.2)
where λ ◦ F |U denotes the restriction of λ ◦ F to U , i.e. λ ◦ F |U(x) = (λ ◦ F)(x) if x ∈ U , λ ◦ F |U(x) = ∅ if x 6∈ U . By
hypothesis F is C-convex and clearly λ ◦ F |U is also C-convex, hence epi(λ ◦ F |U) is a convex subset of X × Y . From (4.2)
epi(ϕλ◦F ) is convex too, thus ϕλ◦F is a convex map. Consequently ϕλ◦F is convex and continuous at x, so continuous on a
neighborhood of x (see [26, A.3.10]), therefore ϕλ◦F is directionally differentiable at x ∈ int(S) with dom(ϕ′λ◦F (x, u)) = X
and by [24, Proposition 2.1] we have
D↑(λ ◦ F)(x), λ(y)(u) = ϕ′λ◦F (x, u) for every u ∈ X . 
From the previous lemma and Theorems 3.1 and 3.4we obtain the following necessary and sufficient conditions for weak
minimizers of (P) in terms of the directional derivative of ϕλ◦F and ϕλ◦G respectively.
Theorem 4.2. Let x ∈ int(S). Assume that int(K) 6= ∅ and let z ∈ −int(K).
(x, y) is a weak minimizer of (P) if and only if there exist 0 6= λ ∈ C+, µ ∈ K+ such that
ϕ′λ◦F (x, u)+ ϕ′µ◦G(x, u) ≥ 0 for every u ∈ X,
ϕµ◦G(x) = 0.
Proof. Let us prove that
Γ ((λ ◦ F , µ ◦ G), (x, λ(y), µ(z)),R2+) 6= ∅ for every λ ∈ C+, µ ∈ K+.
As (F ,G) is closed by using the same argument as in the proof of Lemma 4.1, it is easily seen that IMin((λ ◦ F , µ ◦
G)(x),R2+) = (ϕλ◦F (x), ϕµ◦G(x)) for any x in a neighborhood of x. All hypotheses of [21, Theorem 7.4] are satisfied and
therefore Γ ((λ ◦ F , µ ◦ G), (x, (λ(y), µ(z))),R2+) 6= ∅.
Finally the proof is finished by taking into account Theorems 3.1 and 3.4. 
Example 3. Assume X = R3, Y = R2, C = R2+, and let F be defined by F(x, y, z) = {(t1, t2) : t1 ∈ [|x| , 5 |x|] , t2 ∈
[|y| , |y| + 7]}. We consider the following set-valued optimization problem
optimize F(x, y, z)
subject to
x+ y− z ≤ 0,
x− y+ z ≤ 0.
Wecanmodel this problem as a problemof type (P) by considering Z = S = R3, K = {(x, y, z) : x+y−z ≤ 0, x−y+z ≤
0} and G the identity map from R3 to R3, i.e. G(x, y, z) = (x, y, z).
Since C+ = R2+, K+ = {µ = (µ1 + µ2, µ1 − µ2, µ2 − µ1) : µ1, µ2 ≥ 0}, the maps of infima are given by
ϕλ◦F (x, y, z) = λ1 |x| + λ2 |y| , ϕλ◦G(x, y, z) = (µ1 + µ2) x+ (µ1 − µ2)(y− z),
for every λ = (λ1, λ2) ∈ C+ and µ = (µ1 + µ2, µ1 − µ2, µ2 − µ1) ∈ K+.
Let us see that (x, y) = ((−1, 0, 0), (−1, 0)) is a weak minimizer of (P). It can be easily checked that all the conditions
of Theorem 3.1 are satisfied, furthermore
ϕ′λ◦F (0, u) = λ1 |u1| + λ2 |u2| ,
ϕ′λ◦G(0, u) = (µ1 + µ2) u1 + (µ1 − µ2)(u2 − u3)
for every u = (u1, u2, u3) ∈ X , so the multiplier rule is written in the following way
λ1 |u1| + λ2 |u2| + µ1u1 ≥ 0 for every u = (u1, u2, u3) ∈ X,
− (µ1 + µ2) = 0.
Taking λ1 = 1, λ2 = λ3 = 0, µ1 = µ2 = 0 the multiplier rule is verified and consequently (x, y) is a weak minimizer of
(P) by Theorem 3.1.
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Let us underline that from the previous result we can recover well-known results in vector and scalar optimization. For
example let us illustrate this fact in the multiobjective objective optimization setting, i.e. when X = Rn, Y = Rm, Z = Rk,
C = Rm+, K = Rk+ and F = f = (f1, . . . , fm),G = g = (g1, . . . , gk). If f and g are differentiable at x, then we obtain a result
in the line of [27, Corollary 3.23] (in this context by ∇fi(x),∇gi(x)we denote the corresponding Jacobian matrices).
Corollary 4.3. Let x ∈ int(S). f and g are differentiable at x. Let g(z) ∈ −int(Rk+).
(x, y) is a weak minimizer of (P) if and only if there exist (λ1, . . . , λn) ∈ Rn+, (µ1, . . . , µk) ∈ Rk+ such that
m∑
i=1
λi∇fi(x)+
k∑
i=1
µi∇gi(x) = 0,
k∑
i=1
µigi(x) = 0.
Proof. The proof is immediate from Theorem 4.2 taking into account that
ϕ′λ◦F (x, u) = (λ ◦ f )′ (x, u) =
(
m∑
i=1
λi∇fi(x)
)
u for every u ∈ X . 
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