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Abstract 
The two-sample problem occurs in many scientific fields, with a major frequency in en-
vironmental and agricultural research. Its primary goal is either to estimate the difference 
between certain parameters of the two populations or to test the hypotheses about the dif-
ference. The well known nonparametric procedure is Mann-Whitney-Wilcoxon test. The 
aim of this thesis is to develop a new statistical inference procedure for the problem by 
extending the Mann-Whitney-Wilcoxon test. In particular, simulated probabilities of the 
new proposed V statistic for the uniform, normal and exponential distributions are consid-
ered. Efficient computation algorithms are proposed to obtain the distribution functions of 
the V statistic. Power studies via simulation compare the new proposed procedure with 
Mann-Whitney-Wilcoxon procedure. Also included is a real data set. 
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In recent years, more and more statisticians have come to appreciate the advantages of non-
parametric tests. Not only do nonparametric tests have often surprisingly high efficiency 
relative to their normal-theory equivalents even under assumption of normality, but they are 
also less sensitive to the inference of "wild" observations than are the normal-theory equiv-
alents. Moreover, in situations where measurements are costly and/or difficult to obtain but 
ranking of the potential sample data is relatively easy, the use of statistical methods based 
on ranked set sampling (RSS) can lead to substantial improvement over analogous methods 
associated with simple random sampling (SRS) schemes. The approach using ranked set 
sampling has attracted considerable attention in the recent literature, with principal initial 
interest being driven by environmental and agricultural issues, where it is clear that pre-
sampling judgement ranking can be quite inexpensive relative to the cost of detailed mea-
surement of many quantities of interest. For example, preliminary supporting data can be 
easily obtained from a contaminated site and analyzed both quickly and inexpensively be-
fore final decisions are reached as to where and how to obtain the specific measurement(s) 
of interest, such as lead or hazardous material content of the site. A similar approach can 
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be taken when performing standard gasoline octane checks at stations, where preliminary 
screening at the gasoline pumps can lead to an improved set of ranked set gasoline samples 
to carry back to the laboratory for more detailed (and costly) analysis. Agricultural settings 
where such an approach can be used effectively include predicting crop yields or lumber 
content via preliminary non-destructive measurements (satellite observations or concomi-
tant variables, for example). 
Most of the initial research efforts in ranked set sampling have concentrated on para-
metric and nonparametric estimation and testing procedures for the one- and two-sample 
settings. See, for example, Mcintyre (1952) introduced the concept of ranked set sampling 
in relation to estimating pasture yield that has promise of application in many other sam-
pling problems. Takahasi & Wakimoto (1968) developed an extensive body of theory that 
is based upon the assumption of perfect ranking. Halls & Dell (1966) tried the procedure 
in sampling forage yields. Dell & Clutter (1972) proposed that ranked set sampling em-
ploys judgment ordering to obtain an estimate of a population mean. Stokes ( 1977) showed 
that improved estimates of the variance of any population can be produced from rank-set 
sample. Stokes & Sager (1988) provided a characterization of a ranked-set sample that 
makes the source of additional information intuitively clear and showed that the empirical 
distribution function of a ranked-set sample has greater precision than that from a random 
sample. Bohn & Wolfe (1992, 1994) use the empirical distribution function for ranked-set 
samples to develop nonparametric inference techniques in the two-sample location prob-
lem and discussed the asymptotic relative efficiency comparisons between the simple ran-
dom sample Mann-Whitney-Wilcoxon procedures and their ranked-set analogues, and ad-
dressed the issues of imperfect judgment rankings that based on the ranked-set samples 
analog of the Mann-Whitney-Wilcoxon statistic. Koti & Babu ( 1996) introduced a sign test 
for ranked-set sampling. Lately, some researchers have expressed interest in the appropri-
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ate allocation of order statistics within a ranked set sample. Kaur, Patil & Taillie ( 1997) 
studied the effects of unequal allocation on estimation of the population mean when the 
underlying distribution is skewed or symmetric. They provided "near" optimality results 
based on skewness, kurtosis and/or the coefficient of variation. In the parametric set up, 
Bhoj (1997) constructed an unbiased estimator of the population mean by using a linear 
combination of the order statistics from the same set in a ranked set sampling environment. 
6zturk (1999a, b) and 6zrurk & Wolfe (1998, 2000a, b) introduced a design concept for 
determining the appropriate allocation of the order statistics for the sign and signed rank 
test statistics. They showed that for all symmetric distributions the best design among all 
possible allocation procedures is the one that quantifies only the middle observation(s). In 
this thesis, we extend the same idea to settings where the extention of two-sample ranked 
set sample Mann-Whitney-Wilcoxon test is appropriate. 
In Chapter 2, we will introduce some basic ideas for V statistic. We will present trans-
formation of V that can be seen an extention of Mann-Whitney-Whicoxon test. We list 
some values of cumulative probabilities when the data distribution is uniform (0,1), nor-
mal (0,1), and exponential. If the population distribution is symmetric, then so does the 
distribution of V. Furthermore, the V statistic is asymptotically normally distributed. 
In Chapter 3, we will propose a new test statistic. We study the mean and the variance 
for different population distribution. We formulate the variance of V and covariances of 
components of V. We obtain the formula of the mean and variance of V in the presence of 
tied observations. 
In Chapter 4, we will consider the problem of large sample data in two sample studies. 
Hollander(1967) showed that / 4 has an asymptotically distribution-free procedure under 
H 0 , we will prove that V has asymptotically distribution-free procedure which trends as 
a unit normal random variable under H0 • We will study simulated power comparison for 
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two test. The evaluation of the simulated power comparison is that the new procedure 
is significantly more powerful than Mann-Whitney-Wilcoxon's in detecting the difference 
mean between two-samples when those comparisons are of interest. 
In Chapter 5, We consider the problem of identifying the minimum effective dose in 
dose-response studies. Assessing monotone dose-response relationship is frequently en-
countered in practice in the context of actively proving a significant monotonous depen-
dence of the response on increasing dose or treatments, but the monotone dose-response 
assumption is not always satisfied. We will propose a new test(LY test) incorporated into 
the step-down closed testing scheme under the partial dose-response assumption in which 
the responses in the dose treatments are larger than that in the control. 
Finally, Chapter 6 will provide a summary of the results of this thesis and further areas 





We will discuss in detail only of the two-sample problem. Let X 1, • · • , Xm and Yi, · · · , Yn 
be two independent random samples from continuous distributions with distribution func-
tions F1 and F2 , respectively. The excellent properties of the Mann-Whitney-Wilcoxon 
m n 
statistic L L I(Yk-X;) for testing H0 : F1 = F2 = F against translation alternatives 
i=l k=l 
H 1 : F1 (x) = F(x), F2(x) = F(x- tJ.), tJ. =/:. 0 are well known. Where I(z) = 1 if Z > 0 
and = 0 otherwise. We propose a new statistic V and it is a signed rank sum of all possible 
m n 
V = L L I(Yk-x,)rank(IYk- Xi I) 
i=l k=l 
We assume m ::; n for convenience; if m > n the symbols x and y can be interchanged. V 
takes values 0, 1, · · ·, mn(mn+l)/2. 
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2.2 Transformation 
The new test of V statistic is an extension of Mann-Whitney-Wilcoxon statistic. Let 
Dn(i-1)+k = Yk - Xi and let D(1) ~ D(2) ~ · · · ~ D(mn) be the ordered random vari-
ables. It is straight forward that 
for h < r 
r 




V L L I(Yk-X;)rank(IYk - Xd) 
i=1 k=1 
mn 
L rank(ID(r)l) = L l(v(r))rank(ID(r)l) 
r=1 
L L[(D(h)+D(r)) = L L[(Dh+Dr) 
r~h r~h 
mn 1 mnmn 
LLI(Yk-X;) + 2LLLLI(Yk-X;+Yi-Xj) 
i=1 k=1 i=l k=1 j=l 1=1 (i,k);t(j,l) 
m n m n n 
LL 1(Yk-X;) + LLL1(yk~y1 -X;) 
i=1 k=1 i=1 k=1 1=1 
k<l 
nmm mmn n 
+ LLLI(Yk_X;+Xj) +2LLLLI(Yk+Y,_X;+Xj) 
k=1 i=1 j=1 2 i=1 j=1 k=l 1=1 2 2 
i<j i<j k<l 
/1 + [2 + /3 + 2!4 
where 
m n 
/1 = LLI(Yk-X;) 
i=1 k=1 
m n n 
12 = L L L 1( yk~y1 -X;) 




n m m 
r3 = L L L:r(vk- X;+Xj) 
k=l i=l j=l 2 
i<j 
m m n n 
[4 = L LL LJ( Yk+Yz- X;+Xj) 
i=l j=l k=l 1=1 2 2 
i<j k<l 
We note that the Wilcoxon signed rank test can be appropriately applied to the paired 
replicates data, provided the null (0 = 00) distribution of Y-X is symmetric about 00 • 
This assumption is very often inherently satisfied for paired replicates data. The following 
results are important to our understanding of the V statistic in distribution arguments. 
Let X 1, ... ,Xm, Yi, ... , Yn be independent and identically distributed random variables 
from a continuous distribution F, two theorems are as following. 
Theorem 2.1. V is symmetric if distribution function F is symmetric. 
Proof: Let X 1, ••. , Xm, Yi_, ... , Yn be independent and identically distributed random 
variables from a continuous distribution that is symmetric about the point J.L. It is trivial 
that 
m n m n 
LLI(Yk-x;) + LLI(x;-Yk) = mn. 
i=l k=1 
It follows that 
Similarly, 
m n n ( ) 
"""' """' """' mn n - 1 LJ LJ LJJ( Yk~Yz -X;) - 4 
i=1 k=1 1=1 
k<l 
n m m ( ) 
"""' """' """' mn m - 1 LJ LJ LJI(Yk- X;+Xj) - 4 




m n n 
mn n - 1 """' """' """' 
4 - LJ LJ LJJ(X;- Yk~Yz) 
i=1 k=1 1=1 
k<l 
( ) n m m 
mn m - 1 """' """' """' 
4 - LJLJLJJ(x;+xi_yk) 
k=1 i=1 j=l 2 
i<j 
~~~~~ _mn(m-1)(n-1) 
LJLJLJLJ (Yk+Y~_X;+Xj) 8 




= 8 - L..JL..JL..JL .. /(x;+Xi_Yk+Yl) 
i=1 j=1 k=1 !=1 2 2 
i<j k<l 
implies 
mn mnn nmm 
L L I(Yk-X;) + L L L 1( yk~y1 -X;) + L L L 1(Yk- X;+Xj) 
i=1 k=1 i=1 k=1 !=1 k=1 i=1 j=1 2 
k<l i<j 
m m n n mn(mn+1) 
+ L LL LI( Yk+Y!- X;+X;) - 4 
i=1 j=1 k=1 !=1 2 2 
i<j k<l 
mn( mn + 1) m n m n n 
= 4 - {L L I(x;-Yk) + L L LI(X;- Yk~Y,) 
i=1 k=1 i=1 k=1 !=1 
k<l 
nmm mmn n 
+ LLLI(X;+X;_yk) + LLLLI(X;+X;_Yk+Y,)} 
k=1 i=1 j=1 2 i=1 j=1 k=1 1=1 2 2 
i<j i<j k<l 
Let 
m n m n n 
t(X1, ... ,Xm, Y1, ... , Yn) = LLJ(Yk-X;) + LLLJ(yk~Y'-X;) 
i=1 k=1 i=1 k=1 !=1 
k<l 
n m m m m n n mn( mn + 1) 
+ LLLI(Yk_X;+X;) + LLLLI(Yk+Yz_X;+X;)- 4 . 
k=1 i=1 j=1 2 i=1 j=1 k=1 1=1 2 2 
i<j i<j k<l 
Then 
m n m n n 
t(-X1, ... ,-Xm,-Y1, ... ,-Yn) = LLJ(X;-Yk) + LLLJ(X;-Yk~Y') 
i=1 k=1 i=1 k=1 !=1 
k<l 
n m m m m n n mn(mn + 1) 
+ LLLI(X;+Xj_Yk) + LLLLI(X;+X;_Yk+Yl)- 4 
k=1 i=1 j=1 2 i=1 j=1 k=1 !=1 2 2 
~<J i<j k<l ( 1) m n m n n 
= mn m4n + - {LL 1(Yk-X;) + LLL1(Yk~Y1 -X;) 
i=1 k=1 i=1 k=1 !=1 
k<l 
nmm mmn n 
+ LLLI(Yk_X;+X;) + LLLLI(Yk+Y,_X;+X;)} 
k=1 i=1 j=1 2 i=1 j=1 k=1 1=1 2 2 
i<j i<j k<l 
= -t(X1, ... , Xm, Y1, ... , Yn) 
and hence t(·) is an odd function. It is trivial that t(·) is translation-invariant, that is 
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t(X1 + c, ... , Xm + c, Y1 + c, ... , Yn +c)= t(X1, ... , Xm, Yi, ... , Yn) 
By Corollary 1.3.22 of Randles and Wolfe (1979), t(-) is symmetrically distributed 
about zero. It follows that Vis symmetrically distributed about mn(mn+1)/4 for contin-
uous symmetrical distribution F. 
Theorem 2.2. V is symmetric if m = n for any continuous distribution F. 
Proof: X 1, ... , Xn, Y1, ... , Yn be independent and identically distributed random vari-
abies from a continuous distribution F, then 
nn nnn nnn 
LL 1(Yk-Xi) + LLL1(yk~y1 -X;} + LLL1(Yk_X;+Xi) 
i=1 k=1 i=1 k=1 1=1 k=1 i=1 j=1 2 
k<l i<j 
n n n n n2(n2 + 1) 
+ L LL L[( Yk+Yz_ X;+X;) - 4 
i=1 j=1 k=1 1=1 2 2 
i<j k<l 
n2(n2 + 1) n n n n n 
= 4 - {L L l(x;-Yk) + L L Ll(X;- Yk~Yz) 
i=1 k=1 i=1 k=1 1=1 
k<l 
nnn nnnn 
+ LLLI(x;+Xj_yk) + LLLL[(x;+Xj_Yk+Yz)} 
k=1 i=1 j=1 2 i=1 j=1 k=1 1=1 2 2 
i<j i<j k<l 
Let 
n n n n n 
W(X1, ... ,Xn;Yi, ... , Yn) = LL[(Yk-X;) + LLL[(yk~Y'-X;) 
i=1 k=1 i=1 k=1 1=1 
k<l 
n n n n n n n n2(n2 + 1) 
+ LLL[(Yk_X;+Xi) + LLLL[(Yk+Yz_X;+Xi)- 4 . 
k=1 i=1 j=1 2 i=1 j=1 k=1 1=1 2 2 
i<j i<j k<l 
Then 
n2(n2 + l) n n n n n 
W(X1, ... ,Xn;Y1, ... , Yn) = 4 - {LLI(x;-Yk) + LLL[(X;-Yk~Yz) 
i=1 k=1 i=1 k=1 1=1 
k<l 
nnn nnnn 
+ LLLI(x;+Xj_yk) + LLLLI(x;+Xj_Yk+Yz)} 
k=1 i=1 j=1 2 i=1 j=1 k=1 1=1 2 2 
i<j i<j k<l 
= -W(Yi, ... , Yn; X1, ... , Xn) 
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and the statistic W(-) is negative interchangeable. By Corollary 1.3.27 of Randles and 
Wolfe(1979), W(·) is symmetrically distributed about zero. It follows that Vis symmetri-
cally distributed about n2(n2 + 1)/ 4 for any continuous distribution F. 
2.3 The null distribution of V 
Let Z1, ... , Zm be continuous random variables with joint probability density function f ( z1, · · · , zm). 
Then 
P[Z1 < z2 < ... < Zm] =I: ... I: I: f(z1, z2, ... 'Zm)dz1dz2 ... dzm. 
If the marginal density of Zis is N(O, 1), the probabilities P[Z1 < Z2 < · · · < Zm] play a 
key role in calculation ofP[V = v]. Making the transformation Ui = Zi+1- Zi fori= 1, 2, 
... , m-1, these probabilities become the orthant probability, 
Pn-1 = P[U1 > 0, U2 > 0, ... , Un-1 > OJ. 
In which U = (U1, U2, ... , Un_1) has a multivariate normal distribution with zero means 
and correlation coefficient PiJ· The well known expressions for the first four Pn-1 are 
given below, see McFadden(l960), Abrahamson(1964), and Childs(l967): 
p1 = t 
p. 1 1 . -1 2 = 4 + 27rsm P12 
p. 1 1 ( . -1 . -1 . -1 ) 3 = 8 + 471" szn P12 + sm P23 + sm P13 
P4 = 1
1
6 + 8~ 2::.:: sin - 1 (PiJ) 
i<j 
+ 4~2 {sin- 1 P12sin- 1 P34 + P12P34J(l- P~2)(1- ~4) 
x [~ + *- (1 + 2Pr2H1 + 2p~4) + *- (3 + 4pr2 + spt2H3 + 4p~4 + sp~4) + ... n. 
The orthant probability that all the UI s are simultaneously positive does not have a 
general closed expression for n ~ 4. Although Childs(1967) and Owen(1985) used a 
10 
general reduction method for some multivariate integrals, but the integral methods could 
not give the exactly value for these orthant probability. 
For example, let X and Y1 , Y2 , Y3 be two independent random samples from continuous 
distributions with same distribution F. The probabilities ofP(V = v), v = 0, 1, ... , 6 are: 
P(V = 0) = P(Yi <X, Y2 <X, Y3 <X)= 3!P(Y1 < Y2 < Y3 <X)= 1/4 
P(V = 1) = 3P(Yi >X, Y2 <X, Y3 <X, Y1 -X< X- Y2, Y1- X< X- Y3) 
= 3!P(YI~Y2 < Y1~Ya <X< Yi) 
P(V = 2) = 3!P(Y2 < Y3 < X < Y1, X - Y3 < Y1 - X < X - Y2) 
= 3!P(Y3 < Yj~Y2 <X< Y1~Ya) + 3!P(YJ~Y2 < y3 <X< Y1~Ya) 
P(V = 3) = 3!P(Y2 < Y3 < X < Y1, X - Y3 < X - Y2 < Y1 - X) 
+3!P(Y3 < X < Y1 < Y2, Yi - X < Y2 - X < X - Y3) 
= 3!P(Y2 < Y3 <X< Yj~Y2 ) + 3!P(y2~Ya <X< Y1 < Y2) 
P(V = 4) = 3!P(Y3 < X < Yi < Y2, Y1 -X < X - Y3 < Y2 -X) 
= 3!P(YJ~Ya <X< Y2~Ya < y1) + 3!P(YJ~Ya <X< Yi < Y2~Ya) 
P(V = 5) = 3!P(Y3 < X < Y1 < Y2, X - Y3 < Yi -X < Y2 -X) 
= 3!P(Y3 <X< Y1~Ya < Y2~Ya) 
P(V = 6) = 3!P(X < Y1 < Y2 < Y3) = 1/4 
Therefore, if the distribution is uniform u(O, 1 ), using above formula, then 
t t r3 rY2 1 
P(V = 0) = 6 Jo Jo Jo Jo dy1dy2dy3dx = 4 
11 11 1Y3 ~YI 1 P(V = 1) = 6 dxdy2dy1dy3 = -8 0 Y3 0 YJ tYa 
1 y Y! +Y2 Yl +Ya 
P(V = 2) = 6 f { 1 { 2 { 2 dxdy3dy2dY1 1~01~~ ~1~2 11:¥: 1 +6 dxdy3dy2dY1 = - 6 0 0 YJ tY2 Y3 1 
Since uniform is symmetric distribution, by Theorem 2.1, V statistic is also symmetric. 
P(V = 3) = ~ 
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P(V = 4) = P(V = 2) = 116 
P(V = 5) = P(V = 1) = ~ 
P(V = 6) = P(V = 0) = t 
Using those probabilities, the mean ofV is 
E(V) = !. · 0 + !. · 1 + ..L · 2 + !. · 3 + ..L · 4 + !. · 5 + !. · 6 = 3 4 8 16 8 16 8 4 
The variance of V is 
Var(V) = t(O- 3)2 + H1- 3)2 + 116(2- 3)2 + H3- 3)2 + 116(4- 3)2 
+H5- 3)2 + t(6- 3)2 = ~5 
If distribution is standard normal, then 
P(V = 0) = t 
Yi + y3 P(V = 1) = 6P(Y3 - Y2 > 0, X- 2 > 0, Y1 - X> 0) 
= 6P(T1 > O,T2 > O,T3 > 0) 
where 
Y1 + Y3 T1 = Y3 - Y2, T2 = X - 2 , T3 = Y1 - X 
then 
and 
Var(T1 ) = 2, Var(T2 ) = ~. Var(T3 ) = 2 
Cov(T1,T2 ) = Cov(Y3,-Jf) = -~ 
Cov(T2 , T3 ) = Cov(X, -X)+ Cov( -~, Y1) = -~ 





Var(T1) = ~' Var(T2) = ~' Var(T3 ) = ~ 
Var(T{) = ~' Var(T~) = 2, Var(TD = ~ 
Cov(T1, T2) = -~, Cov(T2, T3) = -i, Cov(T1, T3) = -i 
Cov(T{,T~) = -1, Cov(T~,TD = -~, Cov(T{,T~) = t 
P(V = 2) = 6[~ + 4~ (sin- 1 ( -~) + sin-1 ( -~) + sin-1 ( -~))] 
+6[~ + 4~(sin- 1 (-~) + sin-1(-4) + sin- 1 (~))] = 0.0735 
Similarly, 
P(V = 3) = 0.1326 
P(V = 4) = P(V = 2) = 0.0735 
P(V = 5) = P(V = 1) = 0.1102 
P(V = 6) = P(V = 0) = 0.25 
Using those probabilities, the mean ofV is 
E(V) = 0.25·0+0.1102·1 +0.0735·2+0.1326·3+0.0735·4+0.1102·5+0.25·6 = 3 
The variance of V is 
Var(V) = 0.25(0- 3)2 + 0.1102(1- 3)2 + 0.0735(2- 3)2 + 0.1326(3- 3)2 
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+0.0735(4- 3)2 + 0.1102(5- 3)2 + 0.25(6- 3)2 = 5.5286 
If distribution is exponential with unit mean, then 
rXJ t rY3 r2 1 
P(V = 0) = 6 1o 1o 1o 1o exp( -y1- Y2- Y3- x)dy1dy2dy3dx = 4 
1oo loo 1Ya ~Yl 1 P(V = 1) = 6 exp( -y1- Y2- Y3- x)dxdy2dy1dy3 = 12 0 Ya 0 Yl tYa 
00 Yl Yi +Y2 Yl +Ya 
P(V = 2) = 6 { { { 2 { 2 exp( -y1 - Y2- Y3- x)dxdy3dy2dY1 
1
1: 1~~ ~1~2 1!:¥: 1 
+6 exp( -y1- Y2- Y3- x)dxdy3dy2dY1 = 24 0 0 Yi tY2 Y3 
OO y Yi +Y2 Yl +Y2 
P(V = 3) = 6 r r I r 2 r 2 exp( -y1- Y2- Y3- x)dxdy3dy2dY1 1o 1o 1Y2 1Ya 
1oo 1Y2 ~Y2 ~YI 3 +6 exp( -y1- Y2- Y3- x)dxdy1dy3dy2 = 20 0100 01Y2 1!2..:!:.!!.3.~t:2 l!ZTia~Y ;~ 
P(V = 4) = 6 2 exp( -y1- Y2- Y3- x)dxdy1dy3dy2 
1:1~1~h~ 3 +6 exp( -y1 - Y2- Y3- x)dxdy1dy3dY2 = 40 01oo 01Y2 Y/,3 Y21:::: 3 
P(V = 5) = 6 exp( -y1- Y2- Y3- x)dxdy1dy3dy2 = 20 0 0 Ya Ya 
P(V = 6) = t 
Using those probabilities, the mean ofV is 
E(V) - l · 0 + .l. · 1 + .l. · 2 + ~ · 3 + ~ · 4 + ~ · 5 + l · 6 = 19 
- 4 12 24 20 40 20 4 6 
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Table 2.1: Distributions, Means and Variances of V for the cases m = 1, n = 2 and m = 1, n = 3 
m=1,n=2 m=1,n=3 
v 
u N E u N E 
0 113 113 113 114 0.25 114 
1 1/6 116 1/9 118 0.1102 1112 
2 1/6 116 2/9 1/16 0.0735 1/24 
3 113 1/3 113 118 0.1326 3/20 
4 1116 0.0735 3/40 
5 118 0.1102 3/20 
6 1/4 0.25 114 
h(V) J/1. jfl. 14/IJ j j l'J/(J 
Var(V) 19/12 19/12 128/81 45/8 5.5286 497/90 
The variance of V is 
In Table 2.1, we list distributions of V, means of V, and variances of V for the cases 
(m = 1, n = 2) and (m = 1, m = 3). The V statistic is symmetric if population distribution 
function F is normal or uniform. When m =/= n, the V statistic is not symmetric if population 
distribution function F is exponential. 
2.4 Table value 
In this section we give extensive tables of, simulated critical values of V for m ::; n = 2( 1) 10 
and m::; n = 10(5)25 and lower a= 0.001, 0.005, 0.01, 0.025, 0.05, 0.10. In Table 2.2 we 
list some values of cumulative probabilities ofP(V = v) for small values m and n, and Table 
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2.3 we list critical values at a= 0.001, 0.005, 0.01, 0.025, 0.05, 0.10 when F is uniform 
(0,1), standard normal and unit exponential. From section 2.3, we know that when m -:p n, 
the V statistic is not symmetric if population distribution F is not symmetric, see Tables 
2.1, 2.2 and 2.3. Table 2.4 provides critical values for V for selected values of m and n, m = 
n, and F is cauchy or double exponential. They are the simulation results using 1,000,000 
replications. 
Tables 2.1 to 2.3 and Figure 2.1 to 2.4 show that if distribution F is uniform or normal, 
statistic V is symmetric. If distribution F is exponential, the statistic V is not symmetric for 
small sample size m < n. However, statistic V is symmetric for m = n when distribution F 
is exponential. 
Table 2.4lists critical values vat a= 0.001, 0.005, 0.01, 0.025, 0.05, 0.10 when F is 
cauchy and double exponential. The values are observed from simulation with 1 ,000,000 
replications. These values of individual statistic values v are very close to the values of 
uniform, normal, and exponential distributions at each single point a. 
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Table 2.2: Cumulative Probabilities of Statistic V for Small Values m and n (U: Uniform, N: 
Normal, E: Exponential, E*: Negative Exponential) 
v u N E E• v u N h J<; v u N h E• 
m 2,n=9 7 0.024182 0.021~:>~ 0.019077 0.024954 
m=2, n=3 0 0.018188 0.018333 0.018471 0.018215 8 0.026137 0.023019 0.020283 0.026985 
0 0.099897 0.099496 0.099662 0.100434 I 0.024307 0.024580 0.024494 0.024349 9 0.028421 0.024722 0.021518 0.029399 
I 0.133446 0.136475 0.133315 2 0.029380 0.028885 0.028337 0.029958 10 0.031189 0.026650 0.022898 0.032463 
3 0.039152 0.036693 0.034337 0.040761 11 0.033359 0.028395 0.024085 0.034726 
m=2, n=4 4 0.044964 0.041499 0.038001 0.047298 12 0.035278 0.029993 0.025211 0.036966 
0 0.066775 0.066660 0.066837 0.06659 5 0.048805 0.045512 0.041267 0.051049 13 0.037015 0.031550 0.026276 0.038918 
I 0.088742 0.090853 0.088971 0.08886 6 0.053607 0.050081 0.044658 0.056086 14 0.039251 0.033239 0.027401 0.041176 
2 0.107158 0.108579 0.103010 0.11083 7 0.059735 0.055292 0.048264 0.062936 15 0.041192 0.034979 0.028567 0.043179 
8 0.064532 0.059477 0.051257 0.068267 16 0.043079 0.036548 0.029814 0.045183 
m=2, n=5 9 0.069871 0.064177 0.054585 0.074309 17 0.044864 0.038011 0.031046 0.047098 
0 0.047408 0.047774 0.047675 0.04760 10 0.076674 0.069560 0.059196 0.082417 18 0.047272 0.039759 0.032273 0.049731 
1 0.063264 0.064861 0.063545 0.06354 11 0.082066 0.074448 0.063087 0.088156 19 0.049203 0.041468 0.033485 0.051864 
2 0.076526 0.077044 0.073611 0.07866 12 0.086856 0.078984 0.066185 0.093853 20 0.051138 0.043098 0.034606 0.053990 
3 0.101657 0.099174 0.089446 0.10953 13 0.091335 0.083359 0.069760 0.098769 21 0.053381 0.044805 0.035796 0.056588 
4 0.117091 0.113616 0.099131 14 0.096662 0.088173 0.073314 0.104799 22 0.055368 0.046512 0.036916 0.058751 
5 0.127248 0.126090 0.110186 15 0.101512 0.093156 0.076969 23 0.057219 0.048137 0.038054 0.060696 
16 0.106025 0.097684 0.080194 24 0.059039 0.049708 0.039219 0.062828 
m=2, n=6 17 0.110490 0.102198 0.083910 25 0.060980 0.051326 0.040441 0.064940 
0 0.035725 0.036061 0.035621 0.035579 18 0.116245 0.107498 0.087750 26 0.063038 0.053030 0.041622 0.067161 
I 0.047619 0.048595 0.047523 0.047286 19 0.121101 0.112434 0.091381 27 0.064932 0.054753 0.042774 0.069274 
2 0.057760 0.057410 0.054941 0.058412 20 0.125955 0.117203 0.094953 28 0.066748 0.056341 0.043955 0.071316 
3 0.077146 0.073435 0.066911 0.080641 21 0.131836 0.122276 0.099135 29 0.068676 0.058013 0.045181 0.073440 
4 0.088607 0.083684 0.074292 0.093614 22 0.136985 0.127516 0.102946 30 0.070627 0.059760 0.046308 0.075594 
5 0.096107 0.092429 0.080480 0.100886 31 0.072453 0.061378 0.047438 0.077600 
6 0.105512 0.102531 0.088423 m=2, n=lO 32 0.074179 0.063020 0.048641 0.079575 
7 0.117935 0.114007 0.099542 0 0.015137 0.015284 0.015340 0.015227 33 0.076153 0.064795 0.049906 0.081856 
8 0.127695 0.123161 0.108290 1 0.020201 0.020594 0.020436 0.020257 34 0.078072 0.066501 0.051160 0.084009 
2 0.024328 0.024201 0.023624 0.024798 35 0.079965 0.068176 0.052417 0.086126 
m=2, n=7 3 0.032331 0.030486 0.028573 0.033576 36 0.081959 0.069841 0.053636 0.088542 
0 0.027624 0.027889 0.027869 0.027749 4 0.037235 0.034377 0.031671 0.038799 37 0.083885 0.071633 0.054861 0.090876 
1 0.036870 0.037620 0.037094 0.036903 5 0.040413 0.037705 0.034265 0.042074 38 0.085702 0.073429 0.056072 0.092917 
2 0.044519 0.044368 0.042886 0.045294 6 0.044520 0.041550 0.036983 0.046369 39 0.087487 0.075113 0.057273 0.094909 
3 0.059477 0.056448 0.052167 0.062271 7 0.049564 0.045753 0.039966 0.052026 40 0.089423 0.076848 0.058471 0.096968 
4 0.068144 0.064098 0.057941 0.072225 8 0.053558 0.049131 0.042370 0.056418 41 0.091289 0.078671 0.059708 0.099008 
5 0.074174 0.070703 0.062586 0.078062 9 0.057934 0.052878 0.044881 0.061494 42 0.093169 0.080435 0.060902 0.101095 
6 0.081409 0.078188 0.067649 0.085901 10 0.063392 0.057169 0.047854 0.068013 43 0.094942 0.082171 0.062195 
7 0.090604 0.086661 0.073878 0.096656 11 0.067809 0.061108 0.051347 0.072741 44 0.096826 0.083893 0.063437 
8 0.098141 0.093535 0.081034 0.104805 12 0.071946 0.064643 0.054392 0.077330 45 0.098768 0.085695 0.064730 
9 0.106543 0.100928 0.087647 13 0.075721 0.068134 0.056871 0.081411 46 0.100572 0.087509 0.065984 
10 0.116815 0.109519 0.093392 14 0.080016 0.072039 0.059830 0.086427 47 0.102436 0.089211 0.067256 
11 0.125077 0.117616 0.099881 15 0.084080 0.075891 0.062593 0.090861 48 0.104338 0.090957 0.068581 
12 0.132829 0.125213 0.105656 16 0.087840 0.079419 0.065426 0.095019 49 0.106211 0.092812 0.069840 
17 0.091627 0.082973 0.067980 0.099183 50 0.108076 0.094627 0.071114 
m=2, n=S 18 0.096509 0.087143 0.070890 0.104921 51 0.109902 0.096390 0.072458 
0 0.022276 0.022154 0.022154 0.022238 19 0.100570 0.091022 0.073835 52 0.111865 0.098264 0.073803 
1 0.029764 0.029767 0.029715 0.029703 20 0.104557 0.094816 0.076727 53 0.113736 0.100107 0.075169 
2 0.035975 0.035066 0.034389 0.036486 21 0.109254 0.098887 0.079555 54 0.115504 0.102026 0.076570 
3 0.047846 0.044481 0.041696 0.049900 22 0.113522 0.102921 0.082560 55 0.117378 0.103839 0.077996 
4 0.054986 0.050384 0.046313 0.057710 23 0.117308 0.106908 0.085757 56 0.119195 0.105673 0.079393 
5 0.059756 0.055531 0.050173 0.062459 24 0.121166 0.110680 0.088827 57 0.121021 0.107493 0.080836 
6 0.065507 0.061310 0.054153 0.068574 25 0.125199 0.114624 0.091659 58 0.122808 0.109339 0.082258 
7 0.072927 0.067833 0.058570 0.077232 26 0.129425 0.118776 0.094772 59 0.124609 0.111163 0.084455 
8 0.078731 0.073191 0.062733 0.083699 27 0.133341 0.122784 0.097806 60 0.126511 0.113092 0.086143 
9 0.085389 0.079017 0.068235 0.091322 28 0.137218 0.126877 0.100843 61 0.128286 0.115083 0.087732 
10 0.093837 0.085778 0.073608 0.101558 62 0.130071 0.116932 0.089570 
11 0.100312 0.091946 0.077840 m=2,n=15 63 0.131915 0.118843 0.091227 
12 0.106388 0.097665 0.082533 0 0.007298 0.007440 0.007169 0.007458 64 0.133749 0.120701 0.092836 
13 0.111932 0.103155 0.086722 1 0.009836 0.009990 0.009507 0.009941 65 0.135579 0.122558 0.094490 
14 0.118445 0.109404 0.091413 2 0.011901 0.011712 0.011053 0.012056 66 0.137392 0.124474 0.096206 
15 0.124364 0.115842 0.096179 3 0.015961 0.014546 0.013416 0.016237 67 0.139250 0.126396 0.097741 
16 0.129968 0.121674 0.101077 4 0.018318 0.016321 0.014906 0.018698 68 0.141185 0.128370 0.099393 
5 0.019821 0.017825 0.016198 0.020334 69 0.143022 0.130293 0.101115 
6 0.021766 0.019537 0.017565 0.022309 
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15 0.033870 0.032928 
16 0.035736 0.034797 
17 0.037780 0.036677 
18 0.039874 0.038667 
0 0.049923 0.049893 0.049673 0.050365 23 0.102884 
1 0.066515 0.067789 0.066545 0.067136 24 0.107376 
2 0.077456 0.080749 0.077486 0.077989 25 0.112043 
3 0.097819 0.104668 0.098790 0.099330 19 0.041854 0.040560 
4 0.113442 0.121864 0.116818 0.117412 m=3, n=7 20 0.043973 0.042432 
0 0.008339 0.008389 0.008283 0.008343 21 0.046360 0.044671 
m=3, n=4 
0 0.028545 0.028358 0.028720 0.028564 
1 0.038123 0.038452 0.038167 0.038140 
2 0.044334 0.045518 0.044257 0.044352 
3 0.055233 0.058384 0.054425 0.056138 
4 0.063479 0.067203 0.062108 0.065659 
5 0.072575 0.075823 0.070965 0.076967 
6 0.084757 0.086801 0.080633 0.091479 
7 0.094323 0.096444 0.090245 0.100784 
8 0.102040 0.104444 0.098831 
1 O.Ql 1204 O.Ql 1330 O.Ql 1018 O.Ql 1111 22 0.048414 0.046767 
2 0.012969 0.013261 0.012778 0.012909 23 0.050519 0.048773 
3 0.016171 0.016810 0.015752 0.016310 24 0.052697 0.050835 
4 0.018597 0.019175 0.017641 0.018889 25 0.054835 0.052914 
5 0.021173 0.021309 0.019413 0.021896 26 0.057024 0.055035 
6 0.024383 0.024009 0.021430 0.025710 27 0.059189 0.057228 
7 0.026935 0.026507 0.023409 0.028454 28 0.061327 0.059411 
8 0.029159 0.028680 0.025241 0.030663 29 0.063599 0.061658 
9 0.031857 0.031139 0.027461 0.033553 30 0.065798 0.063896 
10 0.034546 0.033935 0.029557 0.036455 31 0.068003 0.066125 
11 0.036747 0.036253 0.031503 0.038879 32 0.070267 0.068450 9 0.112406 0.115092 0.109729 
m=3, n=5 
0 0.018076 0.017747 
1 0.024200 0.023891 
2 0.028202 0.028124 
3 0.035072 0.035736 
4 0.039982 0.040921 
5 0.045531 0.046038 
6 0.052393 0.052309 
7 0.058180 0.058105 
8 0.063134 0.063138 
9 0.068669 0.069175 
10 0.074656 0.075902 
11 0.079788 0.081208 
12 0.085358 0.086884 
13 0.091474 0.092987 
14 0.098266 0.099606 
15 0.104873 0.106102 
12 0.039247 0.038657 0.033413 0.041702 33 0.072677 0.070813 
13 0.041944 0.041149 0.035491 0.044860 34 0.074977 0.073150 
0.017893 0.017756 14 0.044752 0.043889 0.037560 0.048102 35 0.077380 0.075468 
0.023802 0.023739 15 0.047325 0.046475 0.039608 0.051077 36 0.079768 0.078012 
0.027578 0.027525 16 0.049915 0.049048 0.041756 0.054062 37 0.082334 0.080367 
0.033847 0.034728 17 0.052657 0.051799 0.044034 0.057267 38 0.084797 0.082732 
0.037893 0.040630 18 0.055615 0.054763 0.046468 0.060874 39 0.087353 0.085243 
0.042156 0.047551 19 0.058341 0.057554 0.048711 0.064038 40 0.089873 0.087812 
0.047646 0.056060 20 0.061376 0.060446 0.051057 0.067389 41 0.092417 0.090458 
0.053092 0.061873 21 0.064883 0.063827 0.053526 0.071595 42 0.094976 0.093072 
0.057433 0.066725 22 0.0679% 0.066814 0.056117 0.074885 43 0.097525 0.095641 
0.062502 0.073068 23 0.070938 0.069652 0.058638 0.078128 44 0.100155 0.098261 
0.068289 0.079228 24 0.074067 0.072660 0.061302 0.081485 45 0.102946 0.101096 
0.073231 0.084658 25 0.077062 0.075813 0.064188 0.084867 46 0.105691 0.103839 
0.078938 0.091008 26 0.080142 0.079005 0.067124 0.088239 47 0.108285 0.106593 
0.085233 0.098524 27 0.083297 0.082098 0.070494 0.091772 48 0.111079 0.109362 
0.092218 0.105826 28 0.086496 0.085352 0.074435 0.095168 49 0.113813 0.112028 
0.100640 29 0.089675 0.088599 0.078174 0.098688 50 0.116587 0.114853 
30 0.092953 0.091851 0.081544 0.102141 






































0 0.011803 0.011929 0.011953 0.011852 32 0.099321 0.098405 0.087861 
1 0.015741 0.016066 0.015917 0.015780 33 0.102857 0.101875 0.090956 
2 0.018426 0.018971 0.018447 0.018393 34 0.106267 0.105458 0.094224 
3 0.023143 0.024033 0.022512 0.023226 35 0.109782 0.108923 0.097336 
4 0.026512 0.027404 0.025138 0.026958 36 0.113355 0.112489 0.100773 
5 0.029992 0.030576 0.027672 0.031386 
0 0.004445 0.004467 0.004460 0.004645 
1 0.005991 0.006054 0.005912 0.006131 
2 0.007028 0.007091 0.006947 0.007149 
3 0.008809 0.008993 0.008539 0.008979 
4 0.010101 0.010249 0.009610 0.010299 
6 0.034437 0.034465 0.030653 0.036845 
7 0.038076 0.038168 0.033941 0.040831 
8 0.041290 0.041337 0.036939 0.044041 
9 0.045074 0.045072 0.039936 0.048148 
10 0.048770 0.049319 0.043091 0.052034 
11 0.052075 0.052866 0.046242 0.055659 
12 0.055641 0.056443 0.049354 0.059779 
13 0.059423 0.060187 0.052202 0.064499 
14 0.063351 0.064262 0.055518 0.069208 
15 0.067255 0.068311 0.059330 0.073411 
16 0.071266 0.072084 0.062876 0.077809 
17 0.075238 0.076021 0.066243 0.082347 
18 0.079703 0.080574 0.070352 0.087601 
19 0.084162 0.084762 0.074417 0.092114 
20 0.088692 0.089153 0.078861 0.097046 
















5 0.011470 0.011393 0.010549 0.011799 
m=3, n=8 6 0.013242 0.012768 0.011593 0.013758 
0.006067 0.005923 0.006013 7 0.014566 0.014082 0.012678 0.015253 
0.008086 0.007902 0.008050 8 0.015711 0.015218 0.013634 0.016457 
0.009532 0.009197 0.009378 9 0.017147 0.016477 0.014608 0.018049 
0.012024 0.011299 0.011852 10 0.018637 0.017861 0.015727 0.019532 
0.013590 0.012708 0.013688 11 0.019845 0.019101 0.016797 0.020757 
0.015142 0.013949 0.015831 12 0.021215 0.020323 0.017795 0.022268 
0.017008 0.015408 0.018568 13 0.022635 0.021558 0.018730 0.023993 
0.018797 0.016825 0.020550 14 0.024139 0.022961 0.019867 0.025699 
0.020343 0.018018 0.022231 15 0.025579 0.024315 0.020888 0.027237 
0.022141 0.019436 0.024340 16 0.027027 0.025597 0.021832 0.028805 
0.024092 0.021059 0.026400 17 0.028546 0.026960 0.022825 0.030443 
0.025787 0.022414 0.028119 18 0.030183 0.028456 0.023941 0.032294 
0.027464 0.023758 0.030094 19 0.031629 0.029858 0.024978 0.033961 
0.029193 0.025123 0.032383 20 0.033130 0.031272 0.026021 0.035799 
0.031062 0.026591 0.034690 21 0.034908 0.032856 0.027180 0.037986 
18 
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22 0.036406 0.034357 
23 0.037931 0.035842 
24 0.039530 0.037333 
25 0.041125 0.038926 
26 0.042817 0.040529 
27 0.044406 0.042022 
28 0.045980 0.043618 
29 0.047657 0.045174 
30 0.049302 0.046719 
31 0.050940 0.048323 
32 0.052551 0.050009 
33 0.054314 0.051774 
34 0.055933 0.053517 
35 0.057628 0.055230 
36 0.059453 0.057023 
37 0.061164 0.058724 
38 0.062878 0.060463 
39 0.064751 0.062308 
40 0.066619 0.064033 
41 0.068383 0.065783 
42 0.070249 0.067583 
43 0.072055 0.069430 
44 0.073895 0.071313 
45 0.075906 0.073254 
46 0.077857 0.075149 
47 0.079772 0.077106 
48 0.081684 0.079040 
49 0.083666 0.081007 
50 0.085663 0.083104 
51 0.087676 0.085112 
52 0.089611 0.087184 
53 0.091602 0.089202 
54 0.093651 0.091243 
55 0.095688 0.093354 
56 0.097706 0.095442 
57 0.099884 0.097649 
58 0.101921 0.099799 
59 0.103902 0.101820 
60 0.106091 0.104003 
61 0.108263 0.106135 
62 0.110527 0.108387 
63 0.112717 0.110661 
64 0.114862 0.112960 
65 0.117044 0.115177 
66 0.119205 0.117465 
E E* v U N E E* V U N 
0.028318 0.039655 13 0.017284 0.016392 0.014129 0.018368 73 0.101471 0.098882 
0.029410 0.041402 14 0.018390 0.017385 0.014859 0.019645 74 0.103188 0.100663 
0.030632 0.043187 15 0.019535 0.018362 0.015662 0.020875 75 0.104884 0.102411 
0.031865 0.044879 16 0.020648 0.019357 0.016395 0.022127 76 0.106602 0.104215 
0.033013 0.046655 17 0.021770 0.020394 0.017161 0.023395 77 0.108347 0.106006 
0.034184 0.048495 18 0.023070 0.021493 0.018021 0.024838 78 0.110133 0.107883 
0.035385 0.050200 19 0.024125 0.022534 0.018833 0.026060 79 0.111931 0.109689 
0.036592 0.052091 20 0.025362 0.023629 0.019612 0.027437 80 0.113763 0.111490 
0.037876 0.053903 21 0.026734 0.024861 0.020457 0.029130 81 0.115651 0.113309 
0.039123 0.055731 22 0.027922 0.025975 0.021265 0.030469 82 0.117447 0.115169 
0.040416 0.057538 23 0.029060 0.027107 0.022094 0.031737 83 0.119320 0.117140 
0.041819 0.059498 24 0.030316 0.028264 0.022901 0.033068 84 0.121077 0.119062 










0.044625 0.063304 26 0.032734 0.030474 0.024635 0.035768 
0.046040 0.065323 27 0.033993 0.031595 0.025544 0.037176 0 
0.047716 0.067377 28 0.035134 0.032831 0.026401 0.038593 I 
0.049311 0.069340 29 0.036358 0.033981 0.027288 0.040051 2 
0.050867 0.071374 30 0.037562 0.035220 0.028177 0.041449 3 
0.052438 0.073364 31 0.038833 0.036413 0.029133 0.042864 
0.054075 0.075518 32 0.040068 0.037646 0.030078 0.044244 
0.055786 0.077668 33 0.041374 0.038918 0.030958 0.045780 
0.057383 0.079741 34 0.042711 0.040119 0.031922 0.047224 
0.059221 0.081892 35 0.044001 0.041394 0.032876 0.048709 
0.061275 0.084355 36 0.045351 0.042673 0.033811 0.050249 
0.063136 0.086460 37 0.046690 0.043953 0.034800 0.051706 
0.064848 0.088539 38 0.048006 0.045239 0.035795 0.053227 
0.066648 0.090722 39 0.049460 0.046618 0.036853 0.054798 
0.068505 0.092785 40 0.050848 0.047983 0.037866 0.056257 
0.070254 0.094986 41 0.052164 0.049309 0.039085 0.057778 
0.072101 0.097148 42 0.053541 0.050702 0.040192 0.059321 
0.073946 0.099308 43 0.054945 0.052054 0.041254 0.060868 
0.075723 0.101484 44 0.056324 0.053447 0.042422 0.062463 
4 0.031207 0.032622 
5 0.035055 0.036765 
6 0.039319 0.041696 
7 0.044243 0.046559 
8 0.048571 0.050727 
9 0.053192 0.055636 
10 0.059372 0.061500 
II 0.064338 0.066213 
12 0.068965 0.070891 
13 0.073378 0.075581 
14 0.078282 0.080896 
15 0.083418 0.086185 
16 0.088281 0.091222 
17 0.093361 0.096238 
18 0.099154 0.102373 
19 0.105724 0.108416 
0.077565 45 0.057947 0.054930 0.043632 0.064349 
0.079443 46 0.059377 0.056378 0.044834 0.065989 
0.081221 47 0.060873 0.057722 0.045963 0.067585 
0.083049 48 0.062306 0.059124 0.047189 0.069115 
0.084916 49 0.063739 0.060541 0.048443 0.070750 
0.086805 50 0.065170 0.061972 0.049739 0.072449 
0.088749 51 0.066627 0.063458 0.051047 0.074138 
0.090725 52 0.068030 0.064991 0.052391 0.075792 
0.092713 53 0.069525 0.066453 0.053750 0.077458 
0.094784 54 0.071004 0.067941 0.055200 0.079118 
0.096861 55 0.072494 0.069448 0.056698 0.080734 
0.098862 56 0.073946 0.070991 0.058109 0.082455 
0.100986 57 0.075466 0.072554 0.059443 0.084238 



























































0.007938 0.007794 0.008019 
0.010659 0.010466 0.010788 
0.012515 0.012195 0.012534 
0.015709 0.015073 0.015453 
0.017958 0.016897 0.017529 
0.020163 0.018703 0.019773 
0.022786 0.020992 0.022301 
0.025280 0.023377 0.024965 
0.027644 0.025410 0.027348 
0.030233 0.027775 0.030151 
0.033158 0.030289 0.033723 
0.035644 0.032655 0.036489 
0.038199 0.035057 0.038895 
0.040658 0.037649 0.041361 
0.043398 0.040640 0.044259 
0.046250 0.044010 0.047096 
0.049029 0.046812 0.049620 
0.051666 0.049391 0.052493 
0.054852 0.052263 0.056040 
0.057758 0.055105 0.059430 
0 0.003466 0.003579 0.003483 0.003470 60 0.080108 0.077103 0.063610 0.089507 
I 0.004677 0.004747 0.004664 0.004632 61 0.081683 0.078719 0.065036 0.091232 
2 0.005483 0.005520 0.005433 0.005441 62 0.083208 0.080255 0.066400 0.092877 
3 0.006874 0.006880 0.006648 0.006826 63 0.084817 0.081888 0.067859 0.094602 
4 0.007857 0.007807 0.007445 0.007894 64 0.086440 0.083530 0.069352 0.096401 
5 0.008954 0.008667 0.008143 0.009091 65 0.088084 0.085277 0.070749 0.098183 
6 0.010235 0.009678 0.008915 0.010603 66 0.089735 0.086892 0.072223 0.100038 
7 0.011299 0.010643 0.009722 0.011720 67 0.091457 0.088580 0.073683 
8 0.012173 0.011507 0.010376 0.012630 68 0.093127 0.090276 0.075173 
9 0.013189 0.012450 0.011109 0.013803 69 0.094793 0.092034 0.076669 
10 0.014274 0.013569 0.011881 0.014933 70 0.096444 0.093776 0.078166 
11 0.015218 0.014477 0.012606 0.015969 71 0.098161 0.095520 0.079706 
































E E• v U 
0.070897 0.075072 48 0.095079 
0.074010 0.078355 49 0.097791 
0.077471 0.082109 50 0.100463 
0.080641 0.085660 51 0.103123 













0 0.003103 0.003108 
I 0.004173 0.004170 
2 0.004802 0.004849 
3 0.005920 0.006115 
m=4, n=6 4 0.006684 0.006951 
0 0.004881 0.004778 0.004726 0.004758 5 0.007506 0.007738 
I 0.006455 0.006323 0.006333 0.006349 6 0.008430 0.008690 
2 0.007506 0.007430 0.007388 0.007420 7 0.009318 0.009626 
3 0.009267 0.009401 0.009147 0.009111 8 0.010147 0.010495 
4 0.010529 0.010655 0.010261 0.010329 9 0.011063 0.011392 
5 0.011753 0.011912 0.011370 0.011641 10 0.012202 0.012394 
6 0.013145 0.013403 0.012586 0.013130 II 0.013046 0.013228 
7 0.014571 0.014900 0.013860 0.014711 12 0.013890 0.014100 
8 0.015889 0.016217 0.015036 0.016146 13 0.014751 0.014971 
9 0.017367 0.017784 0.016315 0.017803 14 0.015706 0.015949 
10 0.019062 0.019493 0.017679 0.019915 15 0.016584 0.016909 
II 0.020543 0.020899 0.018920 0.021541 16 0.017496 0.017851 
12 0.021896 0.022340 0.020188 0.022937 17 0.018422 0.018786 
13 0.023261 0.023778 0.021436 0.024404 18 0.019475 0.019909 
14 0.024789 0.025382 0.022778 0.026008 19 0.020503 0.020976 
15 0.026268 0.026943 0.024273 0.027671 20 0.021515 0.022061 
16 0.027816 0.028501 0.025709 0.029178 21 0.022601 0.023234 
17 0.029370 0.030121 0.027188 0.030750 22 0.023674 0.024309 
18 0.031086 0.031865 0.028803 0.032717 23 0.024735 0.025438 
19 0.032760 0.033562 0,030408 0.034611 24 0.025798 0.026546 
20 0.034366 0.035281 0.032119 0.036394 25 0.026959 0.027697 
21 0.036284 0.037146 0.034253 0.038339 26 0.028175 0.028867 
22 0.038070 0.038984 0.036065 0.040354 27 0.029355 0.030041 
23 0.039883 0.040760 0.037740 0.042151 28 0.030480 0.031234 
24 0.041679 0.042512 0.039529 0.044056 29 0.031640 0.032391 
25 0.043400 0.044294 0.041364 0.045893 30 0.032800 0.033604 
26 0.045356 0.046159 0.043167 0.048146 31 0.034037 0.034800 
27 0.047338 0.048042 0.045076 0.050134 32 0.035226 0.036063 
28 0.049179 0.049956 0.046929 0.052240 33 0.036471 0.037329 
29 0.051127 0.051996 0.048843 0.054309 34 0.037765 0.038655 
30 0.053231 0.053955 0.050766 0.056388 35 0.039099 0.039962 
31 0.055198 0.055959 0.052575 0.058451 36 0.040457 0.041332 
32 0.057285 0.057933 0.054460 0.060635 37 0.041882 0.042700 
33 0.059418 0.060114 0.056606 0.063110 38 0.043252 0.044102 
34 0.061588 0.062316 0.058760 0.065562 39 0.044618 0.045410 
35 0.063782 0.064506 0.060692 0.067924 40 0.045899 0.046761 
36 0.066070 0.066785 0.062729 0.070810 41 0.047315 0.048199 
37 0.068310 0.069031 0.064821 0.073314 42 0.048779 0.049602 
38 0,070605 0.071360 0.066889 0.075832 43 0.050230 0.051028 
39 0.072837 0.073691 0.068855 0.078346 44 0.051775 0.052455 
40 0.075118 0.076062 0.071024 0.080897 45 0.053357 0.053983 
41 0.077468 0.078385 0.073199 0.083285 46 0.054869 0.055514 
42 0.080044 0.080790 0.075470 0.085960 47 0.056350 0.057062 
43 0.082448 0.083222 0.077642 0.088410 48 0.057865 0.058657 
44 0.084898 0.085679 0.079988 0.090947 49 0.059451 0.060209 
45 0.087400 0.088259 0.082433 0.093509 50 0.061089 0.061798 
46 0.089955 0.090773 0.084840 0.096111 51 0.062729 0.063373 
47 0.092458 0.093315 0.087396 0.098554 52 0.064323 0.065015 
E E• v U N 
0.089865 0.101213 53 0.065922 0.066666 
0.092454 54 0.067633 0.068437 
0.095127 55 0.069278 0.070175 
0.097760 56 0.070987 0.071857 
0.100386 57 0.072787 0.073627 
58 0.074585 0.075430 
59 0.076355 0.077170 
0.002992 0.003075 60 0.078213 0.078992 
0.003960 0.004113 61 0.080032 0.080836 
0.004649 0.004734 62 0.081854 0.082653 
0.005787 0.005835 63 0.083679 0.084462 
0.006480 0.006651 64 0.085541 0.086306 
0.007183 0.007434 65 0.087363 0.088190 
0.007910 0.008341 66 0.089277 0.090112 
0.008655 0.009348 67 0.091230 0.092026 
0.009354 0.010160 68 0.093174 0.094009 
0.010184 0.011155 69 0.095141 0.095982 
O.ot 1001 0.012433 70 0.097159 0.097981 
0.011756 0.013503 71 0.099229 0.099978 
0.012449 0.014362 72 0.101308 0.102077 
0.013223 0.015289 73 0.103430 0.104243 
0.014031 0.016345 74 0.105458 0.106346 
0.014800 0.017415 75 0.107515 0.108381 
0.015597 0.018325 76 0.109592 0.110426 
0.016450 0.019287 
0.017333 0.020537 m=4, n=8 
0.018193 0.021737 0 0.002033 0.002031 
0.019052 0.022893 I 0.002687 0.002709 
0.019983 0.024091 2 0.003145 0.003163 
0.021009 0.025263 3 0.003912 0.003917 
0.021955 0.026416 4 0.004406 0.004423 
0.022947 0.027567 5 0.004908 0.004962 
0.023993 0.028780 6 0.005508 0.005623 
0.025030 0.030080 7 0.006091 0.006279 
0.026173 0.031389 8 0.006564 0.006791 
0.027472 0.032722 9 0.007175 0.007394 
0.028733 0.033988 10 0.007933 0.008096 
0.029893 0.035351 11 0.008579 0.008666 
0.031038 0.036647 12 0.009138 0.009222 
0.032210 0.037978 13 0.009715 0.009785 
0.033361 0.039540 14 0.010348 0.010418 
0.034583 0.041129 15 0.010918 0.011035 
0.035710 0.042637 16 0.011499 0.011623 
0.036971 0.044369 17 0.012076 0.012218 
0.038206 0.045858 18 0.012793 0.012917 
0.039459 0.047420 19 0.013475 0.013585 
0.040805 0.049049 20 0.014120 0.014281 
0.042056 0.050631 21 0.014831 0.015010 
0.043316 0.052145 22 0.015574 0.015717 
0.044629 0.053767 23 0.016258 0.016420 
0.045977 0.055330 24 0.016951 0.017148 
0.047280 0.056995 25 0.017658 0.017879 
0.048647 0.058609 26 0.018432 0.018643 
0.049970 0.060186 27 0.019244 0.019365 
0.051302 0.061781 28 0.020049 0.020157 
0.052723 0.063450 29 0.020834 0.020945 
0.054095 0.065201 30 0.021604 0.021687 
0.055534 0.066846 31 0.022395 0.022496 
0.057019 0.068485 32 0.023180 0.023232 





























































v U N E E* v U N 
94 0.095349 0.096262 
95 0.096913 0.097876 
96 0.098458 0.099491 
97 0.099958 0.101069 
98 0.101599 0.102655 
99 0.103231 0.104299 
100 0.104838 0.105894 
101 0.106467 0.107520 
102 0.108100 0.109161 
103 0.109718 0.110759 





































34 0.024847 0.024899 0.021129 0.027151 
35 0.025689 0.025744 0.021987 0.028116 
36 0.026608 0.026621 0.022896 0.029234 
37 0.027495 0.027515 0.023673 0.030223 
38 0.028367 0.028335 0.024458 0.031224 
39 0.029218 0.029262 0.025245 0.032214 
40 0.030076 0.030196 0.026030 0.033154 
41 0.030966 0.031091 0.026808 0.034144 
42 0.03!889 0.032027 0.027685 0.035191 
43 0.032831 0.032992 0.028504 0.036214 
44 0.033749 0.033879 0.029310 0.037242 
45 0.034692 0.034854 0.030160 0.038366 
46 0.035688 0.035857 0.030985 0.039377 m=5, n=5 m=5, n=6 
47 0.036629 0.036732 0.031858 0.040387 0 
48 0.037613 0.037728 0.032719 0.041487 I 
49 0.038571 0.038712 0.033643 0.042540 2 
50 0.039594 0.039730 0.034546 0.043669 3 
51 0.040641 0.040725 0.035432 0.044760 4 
0.003989 0.003961 0.003963 0.003997 0 0.002180 0.002222 
0.005361 0.005309 0.005318 0.005367 1 0.002887 0.002989 
0.006286 0.006266 0.006200 0.006264 2 0.003360 0.003495 
0.007744 0.007856 0.007676 0.007627 3 0.004165 0.004349 
0.008774 0.008912 0.008663 0.008597 4 0.004728 0.004958 
52 0.041632 0.041738 0.036366 0.045869 
53 0.042647 0.042780 0.037280 0.047030 
54 0.043760 0.043862 0.038227 0.048147 
55 0.044808 0.044957 0.039136 0.049339 
56 0.045877 0.046051 0.040038 0.050515 
57 0.046925 0.047220 0.041034 0.051710 
58 0.048011 0.048279 0.041930 0.052877 
59 0.049104 0.049383 0.042955 0.054056 
60 0.050274 0.050502 0.043951 0.055302 
61 0.051358 0.051622 0.044938 0.056487 
62 0.052474 0.052760 0.045931 0.057723 
63 0.053615 0.053884 0.046939 0.058962 
64 0.054792 0.055065 0.047943 0.060215 
65 0.055930 0.056284 0.049009 0.061471 
66 0.057116 0.057491 0.050087 0.062855 
67 0.058307 0.058689 0.051215 0.064076 
68 0.059574 0.059908 0.052287 0.065442 
69 0.060791 0.061177 0.053430 0.066890 
70 0.062024 0.062433 0.054640 0.068284 
71 0.063280 0.063694 0.055808 0.069610 
72 0.064572 0.064997 0.057100 0.071006 
73 0.065831 0.066249 0.058265 0.072442 
74 0.067107 0.067547 0.059479 0.073831 
75 0.068481 0.068945 0.060699 0.075283 
76 0.069776 0.070306 0.061887 0.076725 
77 0.071073 0.071673 0.063132 0.078117 
78 0.072444 0.073031 0.064494 0.079670 
79 0.073771 0.074405 0.065806 0.081103 





7 0.011938 0.012372 
8 0.012990 0.013474 
9 0.014193 0.014697 
10 0.015378 0.016107 
II 0.016522 0.017304 
12 0.017685 0.018562 
13 0.018950 0.019852 
14 0.020287 0.021224 
15 0.021739 0.022596 
16 0.023042 0.023929 
17 0.024273 0.025217 
18 0.025707 0.026653 
19 0.027015 0.028043 
20 0.028399 0.029443 
21 0.029935 0.030994 
22 0.031397 0.032464 
23 0.032837 0.033876 
24 0.034364 0.035400 
25 0.035980 0.036980 
26 0.037461 0.038619 
27 0.039013 0.040208 
28 0.040576 0.041804 
29 0.042121 0.043441 
30 0.043781 0.045196 
31 0.045496 0.046958 
32 
33 
81 0.076532 0.077110 0.068391 0.083910 34 
82 0.077873 0.078517 0.069699 0.085344 35 
83 0.079231 0.079929 0.070954 0.086809 36 
84 0.080719 0.081353 0.072296 0.088309 37 
85 0.082124 0.082778 0.073600 0.089790 38 
86 0.083584 0.084248 0.074958 0.091265 39 
87 0.084999 0.085730 0.076399 0.092698 40 
88 0.086436 0.087261 0.077760 0.094214 41 
89 0.087858 0.088703 0.079146 0.095764 42 
90 0.089336 0.090155 0.080551 0.097253 43 
91 0.090830 0.091693 0.081964 0.098819 44 
92 0.092361 0.093192 0.083369 0.100376 45 































0.009641 0.009492 5 0.005264 0.005546 
0.010770 0.010616 6 0.005810 0.006232 
0.011919 0.011819 7 0.006443 0.006865 
0.013013 0.012817 8 0.006973 0.007450 
0.014208 0.013956 9 0.007572 0.008069 
0.015481 0.015192 10 0.008220 0.008763 
0.016665 0.016316 II 0.008765 0.009355 
0.017903 0.017478 12 0.009369 0.009979 
0.019168 0.018740 13 0.010020 0.010667 
0.020615 0.020174 14 0.010702 0.011318 
0.022216 0.021751 15 0.011420 0.012023 
0.023547 0.023073 16 0.012057 0.012705 
0.024860 0.024369 17 0.012722 0.013352 
0.026297 0.025818 18 0.013490 0.014144 
0.027735 0.027186 19 0.014224 0.014925 
0.029087 0.028597 20 0.014899 0.015725 
0.030704 0.030236 21 0.015735 0.016556 
0.032224 0.031718 22 0.016549 0.017342 
0.033815 0.033242 23 0.017300 0.018109 
0.035360 0.034796 24 0.018019 0.018945 
0.036930 0.036379 25 0.018784 0.019734 
0.038621 0.038030 26 0.019576 0.020567 
0.040195 0.039634 27 0.020454 0.021429 
0.041769 0.041199 28 0.021277 0.022306 
0.043360 0.042853 29 0.022140 0.023142 
0.045102 0.044612 30 0.023046 0.024030 
0.046780 0.046270 31 0.023887 0.024946 
0.048420 0.048008 32 0.024770 0.025826 
0.050214 0.049756 33 0.025638 0.026817 
0.052094 0.051579 34 0.026540 0.027766 
0.053878 0.053363 35 0.027421 0.028658 
0.055702 0.055172 36 0.028362 0.029622 
0.057701 0.057171 37 0.029287 0.030553 
0.059661 0.059061 38 0.030235 0.031573 
0.061619 0.060995 39 0.031247 0.032556 
0.063532 0.062958 40 0.032206 0.033580 
0.065498 0.065002 41 0.033263 0.034646 
0.067760 0.067176 42 0.034311 0.035755 
0.069942 0.069290 43 0.035386 0.036809 
0.072140 0.071416 44 0.036433 0.037962 
0.074484 0.073843 45 0.037553 0.039069 




























































v u N 
47 0.039771 0.041371 
48 0.040962 0.042576 
49 0.042148 0.043803 
50 0.043349 0.045023 
51 0.044572 0.046264 
52 0.045759 0.047548 
53 0.046964 0.048749 
54 0.048226 0.050004 
55 0.049492 0.051253 
56 0.050773 0.052527 
57 0.052140 0.053863 
58 0.053503 0.055241 
59 0.054830 0.056593 
60 0.056099 0.057941 
61 0.057498 0.059256 
62 0.058939 0.060634 
63 0.060347 0.062010 
64 0.061789 0.063344 
65 0.063234 0.064786 
66 0.064737 0.066284 
67 0.066223 0.067690 
68 0.067708 0.069274 
69 0.069194 0.070723 
70 0.070761 0.072210 
71 0.072249 0.073693 
72 0.073797 0.075287 
73 0.075385 0.076859 
74 0.077037 0.078484 
75 0.078684 0.080034 
76 0.080310 0.081665 
77 0.081986 0.083276 
78 0.083674 0.084924 
79 0.085338 0.086540 
80 0.087015 0.088225 
81 0.088766 0.089923 
82 0.090492 0.091705 
83 0.092280 0.093462 
84 0.094064 0.095244 
85 0.095783 0.097029 
86 0.097560 0.098805 
87 0.099423 0.100612 
88 0.101223 0.102376 
89 0.103060 0.104201 
E E" v U N E E" 
0.039259 0.042522 14 0.006163 0.006519 0.005809 0.006407 
0.040415 0.043782 15 0.006600 0.006969 0.006151 0.006896 
0.041505 0.044919 16 0.007015 0.007359 0.006486 0.007290 
0.042724 0.046189 17 0.007384 0.007751 0.006854 0.007707 
0.043894 0.047528 18 0.007786 0.008193 0.007215 0.008185 
0.045090 0.048807 19 0.008182 0.008637 0.007555 0.008622 
0.046321 0.050102 20 0.008562 0.009051 0.007912 0.009065 
0.047589 0.051497 21 0.008964 0.009511 0.008338 0.009560 
0.048888 0.052975 22 0.009389 0.009945 0.008748 0.009990 
0.050195 0.054283 23 0.009813 0.010371 0.009172 0.010465 
0.051609 0.055640 24 0.010213 0.010807 0.009571 0.010957 
0.052937 0.056946 25 0.010660 0.011285 0.010015 0.011456 
0.054268 0.058357 26 0.011146 0.011770 0.010471 0.011941 
0.055616 0.059680 27 0.011606 0.012270 0.010950 0.012442 
0.056958 0.061072 28 0.012124 0.012746 O.oJ 1461 0.012955 
0.058343 0.062519 29 0.012617 0.013225 0.011950 0.013465 
0.059725 0.064012 30 0.013072 0.013693 0.012387 0.014019 
0.061127 0.065434 31 0.013581 0.014198 0.012914 0.014551 
0.062604 0.066910 32 0.014079 0.014687 0.013406 O.oi5097 
0.063991 0.068323 33 0.014642 0.015213 0.013885 0.015662 
0.065435 0.069735 34 0.015190 0.015758 0.014406 0.016239 
0.067007 0.071206 35 0.015697 0.016306 0.014884 0.016821 
0.068539 0.072736 36 0.016215 0.016838 0.015385 0.017443 
0.070042 0.074205 37 0.016692 0.017372 0.015871 0.018034 
0.071513 0.075741 38 0.017242 0.017945 0.016385 0.018578 
0.073076 0.077207 39 0.017784 0.018487 0.016884 0.019180 
0.074661 0.078732 40 0.018344 0.019043 0.017443 0.019824 
0.076232 0.080247 41 0.018887 0.019585 0.018017 0.020427 
0.077899 0.081894 42 0.019481 0.020150 0.018560 0.021061 
0.079558 0.083486 43 0.020081 0.020758 0.019089 0.021748 
0.081205 0.085199 44 0.020646 0.021337 0.019601 0.022416 
0.082964 0.086941 45 0.021255 0.021916 0.020182 0.023076 
0.084567 0.088553 46 0.021873 0.022574 0.020757 0.023742 
0.086146 0.090230 47 0.022496 0.023197 0.021330 0.024430 
0.087788 0.092021 48 0.023119 0.023877 0.021895 0.025141 
0.089478 0.093733 49 0.023760 0.024510 0.022531 0.025852 
0.091199 0.095446 50 0.024407 0.025174 0.023165 0.026584 
0.092830 0.097219 51 0.025064 0.025839 0.023795 0.027339 
0.094489 0.098989 52 0.025735 0.026508 0.024442 0.028141 
0.096252 0.100821 53 0.026433 0.027175 0.025098 0.028933 
0.097862 54 0.027157 0.027883 0.025734 0.029656 
0.099596 55 0.027875 0.028559 0.026336 0.030466 
0.101321 56 0.028513 0.029284 0.027006 0.031236 
57 0.029200 0.030045 0.027656 0.032013 
m=5, n=7 58 0.029916 0.030777 0.028360 0.032797 
0 0.001303 0.001253 0.001251 0.001273 59 0.030687 0.031505 0.029110 0.033570 
I 0.001723 0.001688 0.001682 0.001671 60 0.031433 0.032268 0.029803 0.034333 
2 0.002002 0.001966 0.001968 0.001918 61 0.032134 0.033039 0.030532 0.035156 
3 0.002488 0.002474 0.002388 0.002370 62 0.032929 0.033810 0.031246 0.035975 
4 0.002794 0.002813 0.002656 0.002662 63 0.033726 0.034558 0.032012 0.036822 
5 0.003099 0.003141 0.002944 0.003004 64 0.034525 0.035355 0.032744 0.037584 
6 0.003441 0.003541 0.003247 0.003382 65 0.035326 0.036147 0.033477 0.038406 
7 0.003761 0.003896 0.003609 0.003751 66 0.036115 0.036919 0.034276 0.039210 
8 0.004061 0.004225 0.003900 0.004076 67 0.036929 0.037729 0.035065 0.040044 
9 0.004405 0.004614 0.004237 0.004445 68 0.037712 0.038536 0.035863 0.040868 
10 0.004749 0.005034 0.004568 0.004875 69 0.038533 0.039424 0.036672 0.041801 
11 0.005108 0.005409 0.004859 0.005269 70 0.039329 0.040340 0.037508 0.042670 
12 0.005429 0.005760 0.005183 0.005612 71 0.040217 0.041175 0.038278 0.043547 
13 0.005778 0.006112 0.005505 0.005977 72 0.041043 0.042034 0.039082 0.044402 
22 
v U N E E" 
73 0.041912 0.042897 0.039862 0.045258 
74 0.042785 0.043772 0.040687 0.046138 
75 0.043722 0.044676 0.041525 0.047035 
76 0.044578 0.045569 0.042397 0.047914 
77 0.045468 0.046450 0.043232 0.048880 
78 0.046430 0.047351 0.044088 0.049809 
79 0.047341 0.048277 0.044940 0.050733 
80 0.048287 0.049231 0.045818 0.051707 
81 0.049218 0.050157 0.046654 0.052684 
82 0.050202 0.051108 0.047550 0.053673 
83 0.051129 0.052103 0.048474 0.054659 
84 0.052149 0.053071 0.049433 0.055715 
85 0.053115 0.054022 0.050417 0.056748 
86 0.054116 0.054936 0.051354 0.057729 
87 0.055163 0.055871 0.052326 0.058752 
88 0.056173 0.056893 0.053278 0.059801 
89 0.057199 0.057926 0.054222 0.060799 
90 0.058253 0.058936 0.055208 0.061855 
91 0.059254 0.060011 0.056217 0.062911 
92 0.060277 0.061050 0.057172 0.063998 
93 0.061357 0.062124 0.058179 0.065116 
94 0.062498 0.063203 0.059166 0.066167 
95 0.063598 0.064271 0.060156 0.067269 
96 0.064664 0.065374 0.061191 0.068398 
97 0.065723 0.066502 0.062221 0.069505 
98 0.066876 0.067595 0.063204 0.070627 
99 0.068006 0.068652 0.064299 0.071817 
100 0.069119 0.069833 0.065340 0.072982 
101 0.070294 0.070973 0.066407 0.074123 
102 0.071452 0.072164 0.067502 0.075256 
103 0.072572 0.073314 0.068586 0.076440 
104 0.073702 0.074476 0.069716 0.077592 
105 0.074838 0.075643 0.070920 0.078800 
106 0.076012 0.076839 0.072054 0.079968 
107 0.077185 0.078011 0.073199 0.081171 
108 0.078378 0.079223 0.074318 0.082355 
109 0.079631 0.080451 0.075424 0.083599 
110 0.080859 0.081673 0.076717 0.084885 
Ill 0.082124 0.082863 0.077931 0.086157 
112 0.083389 0.084108 0.079161 0.087441 
113 0.084675 0.085323 0.080397 0.088689 
114 0.085926 0.086512 0.081589 0.089986 
115 0.087200 0.087803 0.082820 0.091264 
116 0.088448 0.089077 0.084062 0.092614 
117 0.089759 0.090244 0.085327 0.093955 
118 0.091051 0.091534 0.086593 0.095239 
119 0.092366 0.092795 0.087862 0.096582 
120 0.093689 0.094174 0.089136 0.097942 
121 0.095017 0.095459 0.090463 0.099301 
122 0.096331 0.096796 0.091712 0.100691 
123 0.097644 0.098193 0.092998 
124 0.098945 0.099524 0.094284 
125 0.100338 0.100906 0.095589 
126 0.101725 0.102306 0.096888 
127 0.103149 0.103674 0.098228 
128 0.104618 0.105060 0.099559 
129 0.105974 0.106538 0.100947 
Table 2.3: Critical Values for V (U: Uniform, N: Normal, E: Exponential, E*: Negative Exponen-
tial) 
m=2 m=2 m=2 m=2 m=2 m=2 m=2 m=2 m=2 m=2 m=2 m=3 






.005 N 2 
E 2 
E* 2 
u I 3 7 
.01 N I 4 10 
E I 5 12 
E* I 3 7 
u 0 I 2 7 15 26 
.025 N 0 I 2 9 20 36 
E 0 I 2 II 27 50 
E* 0 I 2 7 14 25 
u 0 I 2 3 5 7 19 37 61 0 
.05 N 0 I 2 3 5 8 24 47 79 0 
E 0 I 2 4 7 10 33 66 109 0 
E* 0 I 2 3 4 6 18 35 57 0 
u 0 I 2 5 8 10 14 18 45 83 134 3 
.10 N 0 I 3 5 8 12 16 21 52 98 157 2 
E 0 I 4 7 11 15 21 27 68 126 202 3 
E* I 2 4 7 9 13 17 41 76 123 3 
m=3 m=3 m=3 m=3 m=3 m=3 m=3 m=3 m=3 m=3 m=4 m=4 m=4 
n=4 n=5 n=6 n=7 n=8 n=9 n= 10 n= 15 n=20 n=25 n=4 n=5 n=6 
u 2 7 
.001 N 2 8 
E 2 9 
E* 2 6 
u 0 I 10 24 45 0 
.005 N 0 I II 29 56 0 
E 0 I 13 38 74 0 
E* 0 I 9 23 43 0 
u 0 2 3 5 22 48 83 0 3 
.OJ N 0 2 3 6 26 58 102 0 3 
E 0 2 4 7 32 77 138 0 3 
E* 0 2 3 5 20 45 79 0 3 
u I 3 6 10 14 19 55 107 176 2 7 14 
.025 N I 3 6 10 15 21 62 124 207 2 6 13 
E I 3 7 12 19 26 79 162 269 2 7 15 
E* I 3 5 9 13 18 50 100 165 2 7 13 
u 2 5 10 16 22 30 39 100 188 303 8 16 28 
.05 N 2 5 10 16 23 31 41 108 206 335 7 16 28 
E 2 6 12 19 28 38 50 131 249 404 8 17 29 
E* 2 5 9 14 20 27 35 91 173 279 8 16 26 
u 7 14 22 32 43 57 72 172 317 505 18 32 49 
.10 N 7 14 22 32 44 58 73 178 329 523 17 31 49 
E 8 14 24 35 49 65 83 200 370 592 17 32 51 
E* 6 13 20 29 40 52 65 !58 291 462 17 30 47 
23 
m=4 m=4 m=4 m=4 m=4 m=4 m=4 m=5 m=5 m=5 m=5 m=5 m=5 
n=7 n=8 n=9 n= 10 n= 15 n=20 n=25 n=5 n=6 n=7 n=8 n=9 n= 10 
u 9 29 59 3 7 
.001 N 10 33 69 3 6 
E 12 40 92 3 7 
E* 9 30 58 3 6 
u 2 5 8 13 50 109 193 0 4 10 19 29 42 
.005 N 2 5 8 13 55 125 222 0 4 9 18 29 42 
E 2 5 10 16 70 159 291 0 4 11 20 33 48 
E* 2 5 8 12 47 105 180 0 4 10 18 27 39 
u 7 13 20 28 87 175 297 5 12 23 37 52 72 
.01 N 7 13 20 29 94 196 333 5 12 22 34 52 72 
E 8 15 24 34 118 246 422 5 13 24 39 58 80 
E* 7 12 19 26 80 166 277 5 12 22 34 49 65 
u 23 34 46 61 164 315 514 17 32 50 73 99 129 
.025 N 22 34 47 63 173 339 554 16 31 49 71 98 130 
E 25 38 54 72 204 399 656 17 32 52 77 107 142 
E* 21 31 43 56 151 292 479 17 30 47 68 93 120 
u 42 59 79 101 254 474 762 33 55 81 114 150 192 
.05 N 42 59 80 103 261 493 794 32 53 80 112 150 192 
E 46 65 88 114 293 553 896 32 55 84 119 !59 205 
E* 39 55 73 93 235 442 709 32 52 78 108 143 182 
u 71 97 126 158 379 695 1106 56 87 124 168 219 277 
.10 N 71 96 126 159 382 704 1120 56 86 124 168 219 277 
E 75 103 134 170 411 759 1210 55 88 128 175 228 288 
E* 67 91 119 150 357 656 1044 55 85 121 164 213 268 
m=5 m=5 m=5 m=6 m=6 m=6 m=6 m=6 m=6 m=6 m=6 m=7 m=7 
n= 15 n=20 n=25 n=6 n=7 n=8 n=9 n= 10 n = 15 n=20 n=25 n=7 n=8 
u 43 105 197 2 7 14 24 108 253 460 8 20 
.001 N 44 117 221 2 7 14 23 114 272 503 8 18 
E 51 151 281 2 7 15 26 137 322 601 8 20 
E* 42 101 191 2 7 13 24 102 237 433 8 19 
u 135 279 479 12 25 43 64 88 274 551 936 47 78 
.005 N 144 312 527 12 24 41 61 88 278 587 998 45 74 
E 170 369 642 13 26 44 67 96 321 670 1148 47 78 
E* 126 265 451 13 24 41 60 84 256 522 885 47 74 
u 204 406 684 27 47 72 101 137 385 753 1257 79 118 
.01 N 215 438 729 25 45 69 99 134 389 782 1302 75 115 
E 251 508 860 26 47 73 106 146 437 872 1467 77 120 
E* 192 384 639 26 45 68 95 128 357 708 1179 78 114 
u 340 646 1059 57 88 127 171 223 580 1101 1799 136 194 
.025 N 349 673 1092 54 86 124 169 220 584 1121 1828 133 190 
E 386 747 1226 56 88 129 177 234 631 1213 1992 134 196 
E* 317 607 995 56 85 121 163 213 550 1046 1710 134 189 
u 480 894 1443 89 133 184 243 311 775 1446 2330 195 270 
.05 N 485 914 1465 88 131 182 242 310 778 1456 2346 194 270 
E 523 982 1587 89 133 188 251 324 823 1541 2494 195 275 
E* 454 847 1366 89 130 178 236 302 748 1392 2246 195 269 
u 663 1215 1935 134 192 260 338 427 1022 1879 2994 275 371 
.10 N 666 1225 1946 133 192 259 338 427 1028 1887 3010 275 372 
E 699 1287 2054 135 195 266 346 440 1066 1957 3130 276 377 
E* 640 1173 1866 135 191 258 334 422 1007 1839 2930 276 373 
24 
m=7 m=7 m=7 m=7 m-7 m-8 m-8 m-8 m-8 m-8 m-8 m=9 m=9 
n=9 n= 10 n= 15 n=20 n=25 n=8 n=9 n= 10 n= 15 n=20 n=25 n=9 n= 10 
u 34 56 216 483 840 37 64 96 361 784 1409 105 157 
.001 N 34 50 215 496 895 36 63 95 361 809 1449 103 152 
E 37 60 248 576 1048 38 67 103 406 915 1655 107 155 
E• 34 54 199 452 814 38 65 97 336 730 1339 107 152 
u 113 155 465 941 1562 121 174 239 702 1400 2371 254 340 
.005 N 109 150 463 950 1617 117 168 232 698 1430 2429 242 336 
E 117 163 517 1065 1805 119 176 245 758 1553 2644 250 340 
E• 108 146 431 879 1480 119 170 230 672 1348 2265 249 332 
u 166 222 619 1213 1984 177 245 326 904 1775 2934 344 455 
.01 N 161 217 619 1230 2044 172 240 322 904 1791 2988 335 449 
E 169 231 671 1345 2250 174 249 336 965 1911 3211 341 456 
E• 159 210 584 1150 1907 173 242 318 876 1708 2829 341 449 
u 262 337 878 1678 2725 275 369 479 1242 2369 3853 499 648 
.025 N 258 337 883 1690 2754 271 366 477 1246 2386 3904 494 645 
E 267 352 936 1804 2952 275 375 492 1307 2506 4101 502 656 
E• 255 328 849 1611 2628 275 366 475 1222 2319 3755 502 646 
u 358 456 1134 2122 3421 374 496 630 1570 2938 4727 653 834 
.05 N 356 456 1140 2139 3439 372 492 630 1579 2955 4762 652 837 
E 365 471 1190 2240 3620 377 502 646 1630 3062 4942 660 849 
E• 353 449 1113 2072 3340 377 496 630 1557 2898 4650 659 840 
u 483 608 1460 2687 4285 503 655 825 1983 3647 5810 850 1073 
.10 N 483 609 1469 2703 4298 503 654 826 1991 3661 5842 852 1079 
E 492 624 1508 2785 4448 508 663 840 2034 3757 5992 861 1089 
E• 482 608 1447 2655 4226 507 658 829 1977 3619 5764 859 1083 
m=9 m=9 m=9 m=10 m=10 m=10 m=10 m= 15 m=15 m=15 m=20 m=20 m=25 
n= 15 n=20 n=25 n= 10 n= 15 n=20 n=25 n = 15 n=20 n=25 n=20 n=25 n=25 
u 558 1196 2083 233 782 1674 2875 2580 5452 9315 11504 19552 33837 
.001 N 552 1188 2134 217 773 1697 2955 2592 5416 9404 11403 19886 34202 
E 593 1347 2396 223 834 1853 3263 2585 5610 9815 11503 20225 34394 
E• 523 lliO 1986 221 757 1603 2755 2609 5387 9224 11624 19628 34596 
u 996 1988 3333 459 1346 2663 4465 3860 7648 12804 15310 25726 42971 
.005 N 993 2012 3382 449 1328 2682 4512 3864 7683 12915 15317 25838 43138 
E 1050 2164 3679 460 1400 2837 4816 3868 7882 13300 15506 26160 43430 
E• 970 1916 3208 459 1308 2584 4324 3865 7665 12736 15512 25818 43620 
u 1257 2448 4043 601 1660 3220 5336 4537 8858 14635 17346 28819 47662 
.01 N 1247 2468 4084 592 1653 3248 5389 4563 8857 14724 17407 28900 47865 
E 1309 2615 4369 604 1725 3380 5677 4574 9079 15108 17580 29261 48215 
E• 1226 2385 3931 604 1629 3163 5213 4573 8908 14616 17574 28939 48377 
u 1673 3179 5192 838 2172 4135 6723 5636 10734 17508 20561 33617 54948 
.025 N 1681 3213 5231 830 2175 4149 6774 5662 10772 17581 20621 33735 55076 
E 1735 3352 5473 846 2243 4282 7041 5691 10946 17923 20818 34103 55429 
E• 1659 3138 5095 847 2157 4079 6635 5702 10820 17554 20785 33785 55553 
u 2084 3886 6263 1068 2662 4983 8022 6676 12482 20145 23467 37956 61440 
.05 N 2091 3910 6303 1064 2664 4998 8053 6683 12515 20226 23536 38077 61539 
E 2136 4038 6511 1080 2725 5116 8305 6717 12673 20503 23677 38393 61915 
E• 2073 3861 6188 1081 2656 4951 7967 6724 12555 20188 23686 38185 61928 
u 2589 4756 7587 1358 3271 6022 9618 7924 14586 23322 26959 43211 69167 
.10 N 2601 4773 7621 1358 3277 6039 9647 7926 14613 23381 27036 43284 69275 
E 2639 4881 7789 1371 3330 6141 9844 7972 14749 23606 27151 43539 69611 
E• 2585 4742 7537 1372 3270 6003 9573 7976 14672 23357 27153 43401 69585 
25 
Table 2.4: Critical Values for V When m = n (C: Cauchy, D: Double Exponential) 
m=3 m=4 m=5 m=6 m=7 m=8 m=9 m= 10 m= 15 
n=3 n=4 n=5 n=6 n=7 n=8 n=9 n= 10 n = 15 
.001 c 7 34 98 208 2545 
D 8 34 101 211 2567 
.005 c 0 11 42 113 237 448 3855 
D 0 11 44 113 239 447 3841 
.01 c 4 24 72 167 331 590 4580 
D 4 25 74 168 332 589 4567 
.025 c 2 15 52 130 268 495 843 5733 
D 2 16 54 131 270 497 833 5687 
.05 c 7 31 86 193 373 659 1083 6767 
D 7 31 87 192 371 654 1069 6711 
.10 c 2 16 54 133 276 508 862 1378 8025 
D 2 17 55 134 274 504 855 1364 7959 
26 














































































Figure 2.1: A plot of distribution of V for different m and n (Exact values when m= 1, n=2, Simu-
lated values when n=2, n=3) 
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Figure 2.2: A plot of distribution of V (simulated) for different m and n 
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Figure 2.4: A plot of distribution of V (simulated) for m = n 
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Chapter 3 
Mean and Variance 
3.1 Expectations and variances 
It has been defined in that 
m n 
[1 = L L I(Yk-Xi) 
i=1 k=1 
m n n 
12 = L L L 1( yk~y1 -X;) 
i=1 k=1 1=1 
k<l 
n m m 
[3 = L L LI(Yk- X;+Xi) 
k=1 i=1 j=1 2 
i<j 
m m n n 
[4 = L LL LI( Yk+Yt- X;+Xj) 
i=1 j=1 k=1 !=1 2 2 
i<j k<l 






In order to get the variance of It. we list components of ! 1 as four separate parts in 
Table 3.1. The covariances of l(Yk-xi) with each individual component parts have the same 
pattern. Clearly, the general case of the variances of / 1 is: 
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Varlt 
Table 3.1: Components of h 
Icvk-x;) ~n~t) 
Icvk-x·) 
jf/ IcYr-x~ j f i, l k 
m n 
Var(L::: L Icvk-X;)) 
i=l k=l 
m n m n n 
LLVarlcvk-x;) + LLLCov(Icvk-x,),I(Yr-X;)) 
i=l k=l i=l k=l l=l kf.l 
mmn mmn n 
+ L L L Cov(l(Yk-X;)• I(Yk-xj)) + L LL L:cov(l(Yk-xi), IcYr-Xj)) 




m n n 
i=l j=l k=l l=l 
if.j kf.l 
+ L L L[P(Xi < Yk, xi< Yi)- P(Xi < Yk)P(Xi < Yi)] 
i=l k=l l=l kf.l 
m m n 
+ L L L[P(Xi < Yk, Xj < Yk)- P(Xi < Yk)P(Xj < Yk)] 
i=l j=l k=l 
if.j 
m m n n 
+ L LL L[P(Xi < Yk, Xj < Yi)- P(Xi < Yk)P(Xj < Yi)] (3.2) 
i=l j=l k=l l=l 
if.j kf.l 
For / 2 , we have that 
m n n m n n Yk+Yi 
E/2 = LLLEJ(yk~y'-X;) = LLLP(Xi < 2 ) (3.3) 
i=l k=l l=l i=l k=l l=l 
k<l k<l 
Similarly, the components of / 2 are listed in Table 3.2. The covariances of I( Yk~Y'-x,)' k < 
l, with each individual component of / 2 have the same pattern. 
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Table 3 2 · Components of I 2 
I(Y•ty' -X;) I( y.ly" -X;} 
l' (k, l) 
I( y·;+Y, -X;) 
k' (k, l), 
I( y•'tY,, -X;) 




l' i- ( 'l), j i- i 
I( Y.,2+Y, -X;) 
k' i- (k, l),j i- i 
I(Y•;yl' -X;) 
(k',l') (k,l),j:f.i 
the variance of / 2 is 
m n n 
V ar 12 = V ar(L= L LI( vk~v, -X;)) 
i=1 k=1 !=1 
k<l 
mnn mnn n 
= LLLVarl(vk~v1 _X;) + LLL L9ov[I(vk~v,_X;),I(vk:ve_x) 
i=1 k=1 !=1 i=1 k=1 1=1 1'=1 
k<l k<l l'#(k,l) 
m n n n 
+ LLL L Cov[I(vk~v'-X;),I(vk'iv'-x) 
i=1 k=1 1=1 k'=1 
k<l k'#(k,l) 
m n n n n 
+ L L LL L:cov[I(vk~v'-x;),I(k'~v" -X;)] 
i=1 k=1 1=1 k'=11'=1 
k<l k'<l' 
(k',l')#(k,l) 
m m n n 
+ L LL L:cov[I(vk~v, -X;)' I(vk~v, -Xj)] 
i=1 j=1 k=1 1=1 
#i k<l 
m m n n n 
+ LLLL L Cov[I(vk~v1 -X;),I(k:v"-x;) 
i=1 j=1 k=1 1=1 1'=1 
#i k<l l'#(k,l) 
m m n n n 
+ LLLL L Cov[I(vk~Y1 -X;),I(vk'iv'-x;,)] 
i=1 j=1 k=1 1=1 k'=1 
#i k<l k'#(k,l) 
m m n n n n 
+ L LL LL L:cov[I( vk~v, -X;)' I( vk,~v" -x;, )] 
i=1 j=1 k=1 1=1 k'=11'=1 
j#i k<l k' <l' 
(k',l')#(k,l) 
= f t t[P(Xi < yk; Yi)- P(Xi < yk; Yi)2] 
i=1 k=1 1=1 
k<l 
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m n n n 
+ L L L L [P(X; < yktYl, X; < yk~Yjt) - P(X; < yktYl )P(X; < yk~Yjt )] 
i=1 k=1 1=1 1'=1 
k<l l'#(k,l) 
m n n n 
+I: I: I: I: [P(X; < ykr', X; < yk,;Yl) _ P(X; < Y&tYl )P(X; < yk,;Yl )] 
i=1 k=1 1=1 k'=1 
k<l k'#(k,l) 
m n n n n 
+ LLLL L [P(X;< yktYl,X;< yk't'')-P(X;< Y&tYl)P(X;< yk,~Yi')] 
i=1 k=1 1=1 k'=11'=1 
k<l k'<l' 
(k',l')#(k,l) 
m m n n 
+ L LL L[P(X; < yktYl, Xj < yktYl) - P(X; < yktYl )P(Xj < yktYl )] 
i=1 j=1 k=1 1=1 
#i k<l 
m m n n n 
+ L LL L L [P(X; < yktYl, Xj < yk~Yjt)-P(X; < yktYl )P(Xj- yk~Yjt )] 
i=1 j=1 k=1 1=1 !'=1 
#i k<l l'#(k,l) 
m m n n n 
+ L:L:L:L: I: [P(X;< yktYl,Xj< yk,;Yl)-P(X;< ykr')P(Xj< yk,;Yl)] 
i=1 j=1 k=1 1=1 k'=1 
#i k<l k'#(k,l) 
m m n n n n 
+ L LL LL L [P(X; < yktYl, Xj < Ykt~Yjt) 
i=1 j=1 k=1 1=1 k'=111=1 j#i k<l k'<l' 
(k',l')#(k,l) 
-P(X; < yktYl )P(Xj < Ykt~}(t )] 
For I 3 , we have that 
(3.4) 
n m m n m m X·+ X· 
E/3 = LLLEI(Yk_Xi+Xj) = LLLP( t 2 J < Yk) (3.5) 
k=1 i=1 j=l 2 k=l i=1 j=1 
i<j i<j 
The components of / 3 are listed in Table 3.3. The covariances of I(Yk- x;~xi), i < j, with 
each individual component of the seven parts of / 3 have the same pattern. 
the variance of / 3 is 
n m m 
V ar 13 = V ar(L L LI(Y& _xi +Xi)) 
k=l i=l j=l 2 
i<j 
nmm nmm m 
=L:L:L:varl(Y&-~)+LLL L 
k=l i=l j=1 2 k=l i=l j=l j'=l 
i<j i<j j'#(i,j) 
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Table 3.3: Components of l3 
I(Yk- x,~x;) I X;+X., I(Yk- xi'tx;) I x.,+x., (Yk-~) (Y.-~) 
j' =I (i,j) i' =I (i,j) (i'j') =I (i, j~, i' < j' 
I X;+X., I x.,+x., I(Yi- x,~x;) I(Yi- X;rtX;) (Yi-~) (Yi-~) 
l=f.k j' =I (i,j),l =I k i' =I (i,j),l =I k ( ., "') =I (. ") ~ < ., l =I k Z,J 1,J,1 J, 
n m m m 
+ 'L.: 'L.: 'L.: 'L.: Cov[I(Yk- x,~xi )' I(Yk- x;,~xi )] 
k=1 i=1 j=1 i 1=1 
i<j i' io( i,j) 
n m m m m 
+ L: L: L:L: L:cov[I(Yk- x;~x; )' I(Yk- xi,~xj, )] 
k=1 i=1 j=1 i'=1 j 1=1 
i<j i'<j' 
(i' ,j')io(i,j) 
n n m m 
+ 'L.: 'L.:'L.: L:cov[I(Yk- x;+x;)' I(Yt- x;+x;)] 
k=1 1=1 i=1 j=1 2 2 
I# i<j 
n n m m m 
+ 'L.: 'L.:'L.: 'L.: 'L.: Cov[I(Yk- x,~xi),I(Yt- x;+x·) 
k=1 1=1 i=1 j=1 j'=1 2 
l# i<j i'io(i,j) 
n n m m m 
+ "L.: 'L.:'L.: 'L.: 'L.: Cov[I(Yk- x;+X; )' I(Yt- x;,+X; )] 
k=1 1=1 i=1 j=1 i'=1 2 2 
l# i<j i'io(i,j) 
n n m m m m 
+ L: L:L: L:L: L:cov[I(Yk- x,~x; l' I(Yt- x.,+X;' )] 
k=1 1=1 i=1 j=1 i'=1 j'=1 2 
liok i<j i' <i' 
(i' ,j')io(i,j) 
n m m 
= L: L: L: [P(X;~Xi < Yk)- P(X;~Xi < Yk) 2] 
k=1 i=1 j=1 
i<j 
n m m m 
+ L: L: L: L: [P(X;~X; < Yk, X;~X;' < Yk)- P(X;~X; < Yk}P(X;~X;' < Yk)] 
k=1 i=1 j=1 j'=1 
i<j j'io(i,j) 
n m m m 
+ L: L: L: L: [P(X;~Xj < Yk, X;,~Xj < Yk)- P(X;~Xj < Yk)P(X;,~X; < Yk}] 
k=1 i=l j=1 i'=1 
i<j i'io(i,j) 
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n m m m m 
+ L L LL L [P(X;~Xj < Yk, X;,~Xi' < Yk)- P(X;~Xj < Yk)P(X;~~Xi' < Yk)] 
k=1 i=1 j=1 i'=1 j 1=1 
i<j i'<j' 
(i' ,j')fo(i,j) 
n n m m 
+ L LL L[P(;~Xj < Yk, X;~Xj < Yi)- P(X;~Xj < Yk)P(X;~Xj < Yi)] 
k=1 1=1 i=1 j=1 
I# i<j 
n n m m m 
+ L LL L L [P(X;~Xj < Yk, X;~Xi' < Yi)-P(X;~Xj < Yk)P(X;~Xi' < Yi)] 
k=1 1=1 i=1 j=1 j'=1 
I# i<j j'fo(i,j) 
n n m m m 
+ L LL L L [P(X;~Xi < Yk, xi';xi < Yi)-P(X;~Xi < Yk)P(i';x; < Yi)] 
k=1 1=1 i=1 j=1 i'=1 
I# i<j i'fo(i,j) 
n n m m m m 
+ L LL LL L [P(X;~Xj <Yk, X;,~Xi' <Yi)-P(X;~Xj <Yk)P(X;,~Xi' <Yi)] 
k=1 1=1 i=1 j=1 i'=1 j'=1 
I# i<j i'<j' 
(i' ,j')¥(i,j) 
For ! 4 , we have that 
m m n n 
E/4 LLLLEJ(Yk+Yz_X;+Xj) 
i=1 j=1 k=1 1=1 2 2 
i<j k<l 
ttttP(Xi+XJ 




The components of 14 are listed in Table 3.4. The covariances of /(yk;Yz_ x;~xi )' k < l, i < 
j, with each individual component of ! 4 have the same pattern. The variances of / 4 is 
m m n n 
Var(I4 ) = VarLLLLI(Yk+Yz_X;+Xi) 
i=1 j=1 k=1 1=1 2 2 
i<j k<l 
m m n n 
= L LL LV ar I( Yk+Yz_ X;+Xi) 
i=1 j=1 k=1 1=1 2 2 
i<j k<l 
m m m n n 
+ LL L LLCov(I(Yk+Yz_X;+Xi)'I(Yk+Yz_ X;+x.,) 
i=1 j=1 j 1=1 k=1 1=1 2 2 2 2 
i<j j'fo(i,j) k<l 
m m m n n 
+LL L LLCov(I(Yk+Yz_X;+Xi)'I(Yk+Yz_xi'+xi)) 
i=1 j=1 i1=1 k=1 1=1 2 2 2 2 
i<j i'fo(i,j) k<l 
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Table 3.4: Components of I4 
l' ¥- (k, l) 
k' ¥- (k, l) 
I( Y&+Y!- X;+X ·/) 
l ¥- (i,j) 
I( Y&+Ye _ x;+x ., l 
-1 _J_ ( 0 -~ J r z,J) 
l' ¥- (k, l) 
m m m m n n 
I( ykty'- X;'~X;) 
i' ¥- (i,j) 
I(k~y"- X;,~X;) 
i' ¥- (i,j) 
l' ¥- (k,l) 
I( Yk,:Y1 _ xi'~xi) 
i' ¥- (i,j) 
k' ¥- (k, l) 
+ LLLLLLCov(I(Y&+Y,_x;~x;),I(Y&+Y,_ x;,+X;')) 
i=1 j=1 i'=1 j'=1 k=1 1=1 2 2 2 
i<j i' <j' k<l 
(i' ,j')#(i,j) 
m m n n n 
+~~LL L Cov(I(YktY1 _x;~xi),I(&~Ye_x;~xi)) 
t=1 ]=1 k=1 1=1 1'=1 
i<j k<l l'#(k,l) 
m m n n n 
+LLLL L Cov(I(Y&+Y1 _x;+x;)'I(&'+Y1 _x;+x;)) 
i=1 j=1 k=1 1=1 k'=1 2 2 2 2 
i<j k<l k'#(k,l) 
m m n n n n 
I(ykty1 _ X;~~Xi') 
(i',j') ¥- (i,j),i' < j' 
I( yk~Y,,- X;,~Xi') 
(i',j') ¥- (i,j),i' < j' 
l' ¥- (k, l) 
I( Yk,:yl- X;,~X;') 
(i',j') ¥- (i,j),i' < j' 
k' ¥- (k, l) 
I( yk 1 ~yzl _ xi,~xi,) 
(i',j') ¥- (i,j),i' < j' 
(k', l') =I= (k, l), k' < l' 
+ LLLLL 2:Cov(I(Y&+Y1 _x;+X;),I(&'+Ye_x;+x;) 
i=1 j=1 k=1 1=1 k'=1 1'=1 2 2 2 2 
i<j k<l k' <I' 
(k',l')#(k,l) 
m m m n n n 
+LL L LL L Cov(I(Y&tYi_x;~x;),J(yk~Ye_x;~x;) 
i=1 j=1 j'=1 k=1 1=1 1'=1 
i<j j'#(i,j) k<l l'#(k,l) 
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m m m n n n 
+LL L LL L Cov(I(Y&+Yz_X;+Xi),I Y&t+Yz X;+Xi') 
i=1 j=1 j'=1 k=1 1=1 k'=1 2 2 ( 2 - 2 ) 
i<j j'f-(i,j) k<l k'f-(k,l) 
m m m n n n 
+LL L LL L Cov(I(Y&+Yz_X;+Xi),I(&+YI'_x;,+xi) 
i=1 j=1 i'=1 k=1 !=1 1'=1 2 2 2 2 
i<j i'f-(i,j) k<l l'f-(k,l) 
m m m n n n 
+LL L LL L Cov(I(Yk+Yz_X;+Xi)'J(yk'+Yz_xi'+xi)) 
i=1 j=1 i'=1 k=1 1=1 k'=1 2 2 2 2 
i<j i'f-(i,j) k<l k'f-(k,l) 
mm m nnnn 
+LL L LLLLCov(I(Yk+Yz_x;+xi)'IYk,+Yz'_x;+Xi') 
i=1 j=1 j'=1 k=1 1=1 k'=1 1'=1 2 2 ( 2 2 ) 
i<j j'f-(i,j) k<l k' <l' 
(k',l')f-(k,l) 
mmm nnnn 
+ LL L LLL 2:Cov(I(Y&+Yt_X;+xi)'J(yk,+Y" _x;1+xi) 
i=1 j=1 i'=1 k=1 1=1 k'=11'=1 2 2 2 2 
i<j i'f-(i,j) k<l k'<l' (k',l')f-(k,l) 
mmmmn n n 
+ LLLLLL L Cov(I(Yk~Y1 _x;~xi),I(k~YI' _ x;,~xi) 
i=1 j=1 i'=1 j'=1k=1 1=1 1'=1 
i<j i' <i' k<l l'f-(k,l) 
(i' ,j')f-(i,j) 
mmmmn n n 
+ LLLLLL L Cov(I(Y&+Yz_X;+Xi)'/(yk,+Yz_ x;,+Xi')) 
i=1 j=1 i'=1 j 1=1 k=1 1=1 k'=1 2 2 2 2 
i<j i' <i' k<l k'f-(k,l) 
( i' ,j')f-( i,j) 
mmmmn nn n 
+ LLLLLLLLCov(I(Yk+Yz_X;+Xi)'I(&'+YI' _ x;1+xi')) 
i=1 j=1 i'=1 j'=1k=1 1=1 k'=1 1'=1 2 2 2 2 
i<j i' <i' k<l k' <I' 
(i' ,j')f-(i,j) (k' ,l')f-(k,l) 
= fftt[P(xi;xj < Yk;YI)-P(xi;xi < Yk;Yt)2] 
i=1 j=1 k=1 1=1 
i<j k<l 
+ff f tt[P(xi;xi < Yk;Yt, xi~xi' < Yk;YI) 
i=1 j=1 j'=1 k=1 1=1 
i<j j' f-( i,j) k<l 
-P(X;~Xi < Y&~ll)p(;~Xi' < Y&~ll)J 
+ff f tt[P(xi;xi < Yk;YI,Xi';xj < Yk;YI) 
i=1 j=1 i'=1 k=1 1=1 
i<j i'f-(i,j) k<l 
-P(X;~Xi < yk~ll)P(xi'~xi < Y&~ll)J 
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m m m m n n 
+L:L:L:L:L:L:[P(xi +Xj < Ylc + Yl, xi' +Xi'< Yk + Yl 
i=1 j=1 i'=1 j'=1 k=1 1=1 2 2 2 2 ) 
i<j i' <i' k<l 
(i' ,j')#(i,j) 
-P(X;+Xj < Yk+Yi)P(X;t+Xi' Yk+Yi)J 
mmnn n 2 2 2 <2 
+L:L:L:L: L [P(xi +Xi< Yk + Yl, xi +Xi< Ylc + Yl, 
i=1 j=1 k=1 1=1 1'=1 2 2 2 2 ) 
i<j k<l l'#(k,l) 
-P(X;+Xj < YkH'i)P(X;+Xi < Y&+Yi')] 
mmnn n 2 2 2 2 
+L:L:L:L: L [P(Xi+Xj < Yk+ Yl, xi +Xi< yk, + Yl 
i=1 j=1 k=1 1=1 k'=1 2 2 2 2 ) 
i<j k<l k'#(k,l) 
- P( X;+Xj < Yk+Yi )P( X;+Xj < Ykt+Yi )] 
mmnnnn 2 2 2 2 
+ LLLLLL[P(Xi+Xj < Yk + Yl, xi +Xi< yk, +YI, 
i=1 j=1 k=1 1=1 k'=1 1'=1 2 2 2 2 ) 
i<j k<l k'<l' 
(k' ,l')#(k,l) 
+fffttt 
i=1 j=1 j 1=1 k=1 1=1 1'=1 
i<j j'#(i,j) k<l l'#(k,l) 
-P(X;~Xi < yktYi)P(X;~Xi < yk,~Yi')] 
[P(xi + xj < Yk + Yl xi+ xi' Yk + Yl, 
2 2' 2 < 2) 
-P(X;+Xj < Yk+Yi)P(X;+Xi' < Yk+Yi')] 
mm m n n n 2 2 2 2 
+L:L: L LL L [P(xi +Xj < Yk + Yl, xi +Xi'< yk, + Y! 
i=1 j=1 j'=1 k=1 1=1 k'=1 2 2 2 2 ) 
i<j i'#(i,j) k<l k'#(k,l) 
- P( X;+Xj < Yk+Yi )P(X;+Xi' < Ykt+Yi )] 
mmm nn n 2 2 2 2 
+L:L: L LL L [P(Xi+Xj < Yk + Yl, xi' +Xj < Yk + Y!, 
i=1 j=1 i'=1 k=1 1=1 1'=1 2 2 2 2 ) 
i<j i'#(i,j) k<l l'#(k,l) 
- P( X;+X; < Yk+Yi )P( X;t+X; < Yk+Yit )] 
mmm nn n 2 2 2 2 
+L:L: L LL L [P(Xi+Xj < Yk+YI, xi'+Xj < yk,+Y! 
i=1 j=1 i'=1 k=1 1=1 k'=1 2 2 2 2 ) 
i<j i'#(i,j) k<l k'#(k,l) 
-P(X;+Xj < Yk+Yi)P(X;t+Xj < Yk 1+Yi)] 
mm m n nn n 2 2 2 2 
+L:L: L LLLL[P(Xi+Xj < Yk+YI,Xi+Xj' < yk,+Ylt 
i=1 j=1 j'=1 k=1 1=1 k'=1 1'=1 2 2 2 2 ) 
i<j j'#(i,j) k<l k'<l' 
(k' ,l')#(k,l) 
-P(X;~X; < YktYi)p(;~Xi' < yk,~Yi')] 
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Table 3.5: Components of (It, I2) 
I( Yk+Y(I -X;) I( Ykt~Yl' -X;) 
z?- =1- k (k',l') =1- k,k' < l' 
I( yk~Y,, -X;t) I( Ykt+Y,, ) 
2 -X;t 
l' =1- k, i' =1- i (k', l') =1- k, k' < l', i' =1- i 
+ff f tttt[P(xi;xi < Yk;YI, xi';xi < Yk';Yz') 
i=1 j=1 i'=1 k=1 1=1 k'=11'=1 i<j i'#(i,j) k<l k'<l' 
(k',l')#(k,!) 
mmmmn n n 
+I:I:I:I:I:I:I: 
i=1 j=1 i'=1 j'=1 k=1 1=1 1'=1 
i<j i'<i' k<l l'#(k,l) 
(i',j')#(i,j) 
-P(X;~Xi < Y&tYI)P(X;t~Xi < Yk'~Yz')j 
[P(Xi +Xi Yk + Yl Xi' +Xi' Yk + Yi') 2 < 2' 2 < 2 
-P(X;~Xi < yktYI )P(X;t;Xi' < yk~Yz, )] 
+fffftt t [P(xi;xj < Yk;Yl,xi';xi' < yk,:YI) 
i=1 j=1 i'=1 j'=1k=1 1=1 k'=1 
i<j i' <i' k<l k'#(k,l) 
(i' ,j')#(i,j) 
-P(X;~Xi < Ykt'i)p(i';xi' < Yk'iYi)] 
+fffftttt[P(xi ;xi< Yk; Yl, xi' ;xi'< Yk'; Yt') 
i=1 j=1 i'=1 j'=1k=1 1=1 k'=11'=1 
i<j i' <i' k<l k' <l' 
(i' ,j')#(i,j) (k' ,!')#(k,!) 
-P(X;~Xi < Y&tYI)p(i';xi' < y&,~Yz')j 
(3.8) 
The components of (!1, ! 2) are listed in Table 3.5. The covariances of (I(Yk-X;)• I( Yk,~Y1, -X;)), 
k' < l' with each individual component of the four parts of (!1 , ! 2) have the same pattern. 
The covariance of (!1, !2) are 
m n m n n 
Cov(I1, h) = Cov[L L I(Yk-X;)• L L LI(e+Yl' -x;) 





= L L L:cov(Icvk-xi)' I( yk~Y,, -x;)) + L LL 'L::Cov(Icvk-xi)' I( Yk,~y" -X;)) 
i=1 k=1 !'=1 i=1 k=lk'=1 1'=1 
k#l' k'<l' 
(k',l')# 
m m n n 
+ L L L L:cov(Icvk-xi)' IcYk+Ye -x;,)) 
i=1 i'=1 k=1 1'=1 2 
i'#i l'#k 
m m n n n 
+ L LL L L:cov(Icvk-xi)' I(k'+Ye -x;) 
i=1 i'=1 k=1 k'=11'=1 2 
i'#i k'<l' 
(k',!')# 
~ ~ ~ yk + Yil yk + Yil 
= L....J L....J L....J[P(Xi < Yk, Xi < 2 ) - P(Xi < Yk)P(Xi < )] i=l k=l !'=1 2 
k#l' 
~~~~ yk, + Yil yk, + Yil 
+ L....J L....J L....J L....J[P(Xi < Yk, Xi < 2 ) - P(Xi < Yk)P(Xi < 2 )] 
i=1 k=1 k1=1 1'=1 
k'<l' (k',l')#k 
~~~~ Yk+Yi' Yk+Yl' + L....J L....J L....J L....J[P(Xi < Yk, Xi' < 2 ) - P(Xi < Yk)P(Xi' < 2 )] 
i=1 i'=l k=l !'=1 
i'#i l'#k 
m m n n n Yk' + Yi' Yk' + Yi• +I: LL L L[P(xi < Ykl xi' < 2 )-P(Xi < Yk)P(xi' < 2 )] 




It is noted that the pair of indices (k, l') does not require that k < l'. 
The components of (I1, I 3) are listed in Table 3.6. The covariances of Ucvk-X;)• I x;,+xi' ), (Yk,- 2 ) 
i' < j', with each individual component of the four parts of (I 1, I 3) have the same pattern. 
Clearly, the covariances of (h, I 3) are the follow. 
m n n m m 
Cov(I1,I3) = Cov[LLicvk-xi)' LLLI(Y:,- x;,+xi')] 
i=1 k=1 k'=1 i'=1 j'=1 k 2 
i'<j' 
m m n m m m n 
= """'"""' """'Cov(Icvk-x;), I x;+x., )+"""'"""' """'"""' Cov(Icvk-xi)' I x;,+xi' ) L....J L....J L....J (Yk-~) L....J L....J L....J L....J (Yk- ) 





Table 3.6: Components of (it, I3) 
I X;+X., I x.1 +X., (Ykt-~) (Ykt-~) 
j' i- i (i',j') i- i, i' < j' 
I X;+X., I x.,+x., 
(Yk,-~) (Yk,-~) 
k' i- k,/ i- i (i',j') i- i,i' < j',k' i- k 
m m n n 
+'"' '"''"' '"'cov(I(Yk-Xi),l X;+X., ) ~~~~ (Ykt-~) 
i=l j'=l k=l k'=l 2 j'#i k'#k 
m m m n n 
+'"''"' '"''"' '"'cov(I(Yk-Xi)! I x,,+x., ) ~~~~~ (Yk,-~) 
i=l i'=l j'=l k=l k'=l 2 
i'<j' k'#k 
(i',j')#i 
~~~ X+X·, X·+X·, 
= ~~~[P(Xi < Yk. ' 2 
3 < Yk)- P(Xi < Yk)P( ' 2 
3 < Yk)] 
i=l j'=l k=l 
j'#i 
m m m n X·t +X·, X·, +X·, 
+ L L L L[P(Xi < Yk, ' 2 J < Yk)- P(Xi < Yk)P( • 2 J < Yk)] 
i=l i'=l j'=l k=l 
i'<j' 
(i',j')#i 
~~~~ X+X·, X+X·, +~~~~[P(Xi<Yk,' 3 <Yk')-P(Xi<Yk)P( • 1 <Yk')] 
. 2 2 
z=l j'=l k=l k'=l 
j';fi k'# 
~~~~D X,+X·, X,+X·, +~~~~L.Jl(Xi<Yk, ' 1 <Yk')-P(Xi<Yk)P( ' 3 <Yk')] 
i=l i'=l j'=l k=l k'=l 2 2 
i'<j' k'#k (3.10) 
(i',j')#i 
It is noted that the pair of indices ( i, j') does not require that i < j'. 
The components of (It, I4 ) are listed in Table 3.7. The covariances of (I(Yk-X;)• I( Yk,~Y" _ x;,~xi' )• 
k' < l', i' < j', with each individual component of the four parts (!1, I4 ) have the same pat-
tern. 
The covariances of (!1, I 4 ) are 
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Table 3.7: Components of (It, I4) 
I( yk~y11 _ X;~Xi1) 
l' =I= k, j' =I= i 
I( Yk+Yzl- X;l~xjl) 
(i',j').; i,i' < j',l' =I= k 
I vk1+Ye x;+x ·I I( vk1+Ye _ x;1+xi1) ( -~) 
(k'' l') =I= k, k1 < l' (k',l~ =I= k,k1 < l' 
j' =I= i (i',j') =I= i, i' < j' 
m n m m n n 
Cov(I1, I 4 ) = Cov[L L I(Yk-x;), L LL LI vk1+Ye _ x;1+Xi1 ] 
i=1 k=1 i 1=1 j 1=1k1=1 11=1 ( 2 2 ) 
i1<j1 k1<11 
m m n n 
= L LL LCov(I(Yk-X;)• I vk+Ye _ x,+x I ) 
. . ( 2 2 ) 
l=1 J1=1k=1 11=1 
if.j' kf-11 
m m m n n 
+ L L LL L:cov(I(Yk-x,), I vk+Ye _ x;1+xi1 ) 
i=1 i1=1 j 1=1 k=1 11=1 ( 2 2 ) 
il<jl kf-11 
(i1 ,j1)f.i 
m m n n n 
+ L LL L LCov(I(Yk-X;)l I vk1+Ye _ x;+x.1 ) 
. . ( 2 2 ) 
l=1 1'=1 k=1 k1=111=1 
j 1f.i k1 <l1 
(k 1 ,11 )f.k 
m m m n n n 
+ L L LL L L:cov(I(Yk-xi)' I( vkl+v,~- x;I+Xil )) 
i=1 i1=1 j 1=1 k=1 k1=1 11=1 2 2 
i1<j1 k1<11 
(i1 ,j')f.i (kl ,II)# 
=f. ft t[P(Xi < ykl Xi~ Xi' < yk; Yi~)- P(Xi < Yk)P(Xi ~Xi' < yk; Yi~ )] 
i=1 j 1=1k=1 11=1 
if.j1 kf-11 
~~~~~[P(X y; Xi~+Xi' Yk+Yi~)-P(X· }';)P(Xi~+Xi' Yk+Yi~)] 
+ L.JL.JL.JL.JL.J • < k, 2 < 2 • < k 2 < 2 
i=1 i 1=1 j 1=1 k=1 11=1 
i1<jl kf-11 
( i1 ,j1)f.i 
+f. ft t t[P(Xi < Yk, Xi~ Xp < ykl; ll~ )-P(Xi < Yk)P(Xi ~ Xp < ykl ; Yi~ )] 
i=l j 1=1 k=1 k1=1 !1=1 
j 1f.i k 1<11 
(k1 ,11)# 
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Table 3.8: Components of (h, !3) 
I X;+X., I x.,+x., (Yk-~) (Yk-~) 
j' i= i ( i'' j') i= i, i' < j' 
I X;+X., I x.,+x., (Ykt-~) (Ykt-~) 
k' i= (k, l), j i= i (i',j') i= i, i' < j', k' i= (k, l) 
+ t t tt t t[P(Xi<Yk, Xi' ; Xi'< yk, ; Yi')-P(Xi<Yk)P(Xi'; Xi'< yk,; Yi' )] 




It is noted that the two pairs of indices ( i, j') and ( k, l') do not require that i < j' and k < l'. 
The components of (h I 3) are listed in Table 3.8. The covariances of (I(vk+Y1 -X·)' I x;,+xi' ), 
2 ' (Yk,_ 2 ) 
k < l, i' < j', with each individual component of the six parts of (!2 , I 3) have the same 
pattern. The covariances of (I2 , I 3) are 
m n n n m m 
Cov(I2 , I3) = Cov["'"' "'I(v&+v1 -X·)'"'"'"' I x;,+xi' ] L...J L...J L...J 2 ' L...J L...J L...J (Yk 1 - 2 ) 
i=1 k=1 1=1 k1=1 i1=1 j 1=1 
k<l i'<j' 
m m n n 
= "'"'"' "'cov(I(vk,+v, -X·)' I x;+x., ) L....t L....t L....t L....t 2 • {Ykt- 2 ) 
i=l j'=1k'=1 1=1 
i#j' k':fl 
m m m n n 
+ L L LL LCov(I(k':v, -X;),I(Yk,_ x;,~xi) 
i=1 i 1=1 j 1=1k1=1 1=1 
i'<j' k'# 
(i',j')#i 
m m n n n 
+"' "'"'"' "' Cov(I(vk+v1 -X·)' I x;+xi' ) L....t L....t L....t L....t L....t 2 • (Yk 1 - 2 ) 
i=1 j 1=1 k=1 1=1 k'=l 
i:f.j' k<l k'#(k,l) 
m m m n n n 
+LLLLL L Cov(I(vktv'-X;),I(Yk,_x;,+xi) 
i=l i'=l j'=l k=1 l=l k'=l 2 
i'<j' k<l k':f(k,l) 
(i',j')#i 
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= t tt t[P(Xi< yk,; Yi' Xi~ Xi' <Yk')-P(Xi< yk,; Yi)P(Xi ~ X1' <Yk')] 
i=1 j 1=1k'=1 1=1 
if-j' k'#l 
~~~~ nP(X· Yk' + Yi xi'+ xj' y;,)-P(X· Yk' + Yi)P(xi' + x 1, y;,)J 
+L...JL...JL...JL...JLJ t< 2 ' 2 < k t< 2 2 < k 
i=1 i'=1 j'=1k'=1 1=1 
i'<j' k'#l 
(i',j')#i 
~~~~ nP(X· Yk + Yi xi+ xi' y;,)-P(X· Yk + Yi)P(xi +xi' y;,)J 
+L...JL...JL...JL...J L.J t< 2 ' 2 < k t< 2 2 < k 
i=1 j 1=1 k=1 1=1 k'=1 
i#j' k<l k'#(k,l) 
+ttftt t [P(Xi<yk;Yi,Xi';Xi' <Yk') 
i=1 i1=1 j 1=1 k=1 1=1 k'=1 
i' <j' k<l k'#(k,l) 
(i',j')#i 
(3.12) 
It is noted that the two pairs of indices ( i, j'), ( k', l) do not require that i < j' and k' < l. 
The components of (!2 , !4) are listed in Table 3.9. The covariances of (I(ykty'-X;)' 
I( Yk, ~ Y1, _ x;, :xi' ) ) , k < l, k' < j', i' < j', with each individual component of the eight 
parts of (!2 , / 4 ) have the same pattern. 
The covariance of (!2 , / 4 ) are 
mnn mmnn 
Cov(I2,l4) = Cov[LLLJ(ykty'-X;)' LLL L[(yk'+Ye_ x;,+xi')] 
i=1 k=1 1=1 i'=1 j 1=1k1=11'=1 2 2 
k<l i' <j' k' <I' 
m m n n 
= L LL LCov(J(yktY'-X;)' I(Yk+Yz_ X;+Xi') 
i=1 j 1=1 k=1 1=1 2 2 
i#j' k<l 
m m m n n 
+ L L LL LCov(J(yktY'-X;)' I(Yk+Y,_ x;'+Xi' )) 
i=1 i'=1 j 1=1 k=1 1=1 2 2 
i'<j' k<l 
(i',j')#i 
m m n n n 
+ LLLL L Cov(J(yktY'-X;),I(k+Ye_ x;+x·) 
i=1 j'=1 k=1 1=1 11=1 2 2 
i#j' k<l l'#(k,l) 
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Table 3.9: Components of (h !4) 
I(yk~y!_ X;~Xi') I( Yk+Yz- X;,+Xi') 
j' ¥= i (i',j~ ¥= i, / < j' 
I( Yk+Y(I- X;+X ., ) I( yk~YI' _ X;1:xi') 
l' ¥= (k,l),l ¥= i (i',j') ¥= i, i' < j', l' ¥= (k, l) 
I(k'iYz- X;+Xi') 
k' ¥= (k, l),} ¥= i 
I(k'iy' _ X;':xi') 
(i',j') ¥= i, i' < j', k' ¥= (k, l) 
I( yk' ~Y,, - X;~X ·I ) 
j' ¥= i 
I( yk1 +YI' _ X;':xi,) 
( i'' j~ ¥= i, i' < j' 
(k', l') ¥= (k, l), k' < l' (k', l') ¥= (k, l), k' < l' 
m m m n n n 
+I:I:I:I:I:I: 
i=1 i'=1 j 1=1 k=1 !=1 !'=1 
i'<j' k<l l'#(k,l) 
(i',j')#i 
m m n n n 
+ LLLL L Cov(I(Yk~Y'-X;),I(k'+Yz_ X;+X.,)) 
i=1 j 1=1k=1 1=1 k'=1 2 2 
i#j' k<l k'#(k,l) 
m m m n n n 
+ LLLLL L Cov(I(Yk+Yz_x·),I Y&'+Yz_ x;,+Xi' ) 
2 ' ( 2 2 ) i=1 i'=1 j'=1 k=1 !=1 k'=1 
i'<j' k<l k'#(k,l) 
(i',j')#i 
m m n n n n 
+ LLLLL LCov(I(Yk~Y'-X;),I(k'~Y,,_ x;~xi) 
i=1 j 1=1k=1 !=1 k'=11'=1 
i#j' k<l k'<l' 
(k' ,!')#(k,l) 
mmmn nn n 
+ LLLLLL LCov(I(Yk~Y'-X;),J(yk,+Yz'_x;,+xi) 
i=l i'=l j'=l k=1 1=1 k'=1 1'=1 2 2 
i'<j' 
(i',j')#i 
m m n n 
k<l k'<l' 
(k',l')#(k,l) 
= L LL L[P(Xi < Y&tY!' X;~Xi' < ykt"Y!)- P(Xi < yktl )P(X;~Xi' < Y&tY! )] 
i=1 j 1=1 k=1 1=1 
i#j' k<l 
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m m m n n 
+ L L LL L [P(X; < Y&~l'!, X;t~Xi' < Y&~l'!) 
i=1 i'=1 j 1=1 k=1 1=1 
i'<j' k<l 
(i' ,j')#i 
-P(X; < Y&~l'! )P(X;t~Xi' < Y&~l'! )] 
m m n n n 
+ L LL L L [P(X; < Y&f!, X;~Xi' < Y&~}(t) 
i=1 j'=1 k=1 1=1 1'=1 
ii'j' k<l l'#(k,l) 
-P(X; < Y&~l'! )P(X;~X;t < Y&~}(' )] 
m m m n n n 
+L::L::L::L::L::L:: [P(X· < Y&+Yz X;t+Xi' < Y&+}(t) 1 2 ' 2 2 
i=1 i'=1 j'=1 k=1 1=1 1'=1 
i' <j' k<l l'i'(k,l) 
( i' ,j')#i 
m m n n n 
+ L LL L L [P(X; < Y&~l'!' X;~Xi' < yk'iv,) 
i=1 j 1=1 k=1 1=1 k'=1 
#j' k<l k'#(k,l) 
-P(X; < Y&~l'I)P(X;~Xi' < y&'iv,)] 
m m m n n n 
+L::L::L::L::L::L:: [P(X· < Y&+l'! X;t+Xi' < Ykt+V,) 1 2 ' 2 2 
i=1 i'=1 j 1=1 k=1 1=1 k'=1 
i' <j' k<l k'#(k,l) 
(i' ,j')#i 
m m n n n n 
+ L LL LL L [P(X; < Y&~l'!, X;~Xi' < Ykt~}(t) 
i=1 j'=1 k=l 1=1 k'=11'=1 
iii' k<l k' <I' 
(k',l')#(k,l) 
mmmn nn n 
+ L L LL LL L [P(X; < Y&~l'!, X;t~Xi' < Ykt~}(t) 
i=1 i'=1 j'=1 k=1 1=1 k'=1 1'=1 
i'<j' k<l k'<l' 
(i' ,j')#i (k' ,l')#(k,l) 
(3.13) 
It is noted that the three pairs of indices (i, j'), (k, l'), and (k', l) do not require that i < 
j', k < l' and k' < l. 
The components (h,I4 ) are listed in Table 3.10. The covariances of (I(Y&- x;~xi)' 
47 
Table 3.10: Components of (h I4) 
I( vk~Y11 _ x;~xi) 
l' =I= k 
I( ykl~yl'- X;+X;) 
(k'l') =I= k, kl < l' 
I( yk~yl'- X;+X ·I) I( ykl~yl'- X;~X ·I) 
., =1= c ·) zl =1= k (k', l') =I= k, k' < l',j' =I= (i,j) J Z,J ' 
I( Yk~Yl' _xi' ~xi) 
i' =I= (i, j), l' =I= k 
I( ykl~yl'- X;t~X;) 
(k',l') =I= k,k' < l',i' =I= (i,j) 
I(Yk~Yl'- x,~~xil) I( vk1+Ye _ x;1+x;1) 
2 2 ( i'' j') =I= ( i, j)' i' < j' (i',j') =I= (i,j),i' < j' 
l' =I= k (k', l') =I= k, k' < l' 
I( vk1 ~v" _ x;1 ~x ;1)), i < j, k' < l', i' < j', with each individual component of the eight parts 
of (I3 , I 4 ) have the same pattern. The covariance of (I3 , I 4 ) are 
nmm mmn n 
Cov(I3, I4) = Cov(L= L LI(Yk- x;+x; )' L LL LI vk1+v11 _ x;1+X;1 ) 
k=1 i=1 j=1 2 i1=1 j 1=1k1=1l1=1 ( 2 2 ) 
i<j i1 <jl k1 <11 
m m n n 
= L.:::L.:::L.::L.:::cov(I( _X;+Xi),/(Yk+Y11_X;+X;)) yk 2 2 2 
i=1 j=1 k=1 !1=1 
i<j kf-l1 
m m n n n 
+ L LL L L.:::cov(I(Yk- x;+Xj)' I(k1+Ye _ x;+x;)) 
i=1 j=1 k=1 k1=1l1=1 2 2 2 
i<j k1<l1 
(k1 ,l1)# 
m m m n n 
+L:::L::: L L.:::zgov(I(Yk-x;+x;)'I(vk+ve_x;+x·~) 
i=1 j=1 j'=1 k=1 !1=1 2 2 2 
i<j j 1f-(i,j) kf-l1 
m m m n n n 
+L:::L::: L LLLCov(I(Yk_x;+X;),Ivk1+Y11 _x,+x·l) 
i=1 j=1 j 1=1 k=1 k1=1 !1=1 2 ( 2 2 ) 
i<j j 1 f-( i,j) k1 <l1 
(k1 ,l1)# 
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m m m n n 
+LL L LLCov(I(Yk-x;+xi),l(Yk+Yz,_xi'+xi)) 
i=1 j=1 i'=1 k=1 1'=1 2 2 2 
i<j i'#(i,j) kt/' 
m m m n n n 
+LL L LLLCov(I(Yk-x;+xi),I(k'+Ye_xi'+xi)) 
i=1 j=1 i'=1 k=1 k'=1 1'=1 2 2 2 
i<j i'#(i,j) k'<l' (k',l')# 
m m m m n n 
+ LLLLLLCov(I(Yk-X;+Xi)'[ Yk+Y,,_ x,,+xi') 
i=1 j=1 i'=1 j'=1k=1 1'=1 2 ( 2 2 ) 
i<j i' <i' ktl' 
( i' ,j')t( i,j) 
mmmmn n n 
+ L LL LL L LCov(I(Yk- x;+xi ),I(k'+Yl'- x,,+xi' )) 
i=1 j=1 i'=1 j'=1 k=1 k'=1l'=1 2 2 2 
i<j i' <i' k' <l' 
(i' ,j')#(i,j) (k' ,l'}# 
= fftt[P(Xi; Xi< Yk, Xi; Xi< Yk; Yl') 
i=1 j=1 k=1 1'=1 
i<j ktl' 
-P(X;~Xj < Yk)P(X;~Xi < yk~ll')1 
+ffttt[P(xi;xj <Yk, xi ;xi< yk,; Yt') 
i=1 j=1 k=1 k'=1 1'=1 
i<j k'<l' (k',l')# 
-P(x,~xi <Yk)P(X;~Xi < yk,~ll')1 
+ff f tt[P(xi;xi<Yk,xi~xi' <Yk;Yl') 
i=1 j=1 j'=1 k=1 l'=l 
i<j j'#(i,j) k# 
-P(x,~xi < Yk)P(;~Xi' < Yk~ll' )1 
+ff f ttt[P(xi;xi <Yk,xi~xi' < yk,;Yl') 
i=l j=l j'=l k=1 k'=l l'=l 
i<j i't(i,j) k'<l' 
(k',l')# 
-P(X;~Xj < Yk)P(;~Xi' < yk,~lll )1 
+ff f tt[P(xi;xj<Yk,xi';xj<Yk;Yl') 
i=l j=l i'=l k=l 1'=1 
i<j i'#(i,j) k# 
-P(X;~Xi <Yk)P(Xi'~Xi < yk~ll') 1 
+ f f f t t t[P(xi; xi < Yk, xi' ; xj < Yk, ; Yl·) 
i=1 j=1 i1=1 k=l k'=l l'=l 
i<j i'#(i,j) k'<l' 
(k',l')# 
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-P(X;~Xj < Yk)P(X;,~Xj < yk,~Yi')] 
+fffftt[P(xi;xj <Yk,xi';xi' < Yk;Yl') 
i=l j=l i'=l j'=l k=l l'=l 
i<j i' <j' kf-l' 
(i' ,j')f-(i,j) 
-P(X;~Xi < Yk)P(;':xi' < yk~Yi')] 
+ffffttt[P(xi;xj <Yk,xi';xi' < yk,;Yl') 
i=l j=l i'=l j'=l k=l k'=ll'=l 
i<j i' <i' k' <l' 
(i' ,j')f-(i,j) (k' ,l')f-k 
-P(X;~Xi < Yk)P(i':xi' < vk,~Yi')] 
(3.14) 
It is noted that the pairs of indices ( i, j'), ( i', j), (k, l') do not require that i < j', i' < j and 
k < l'. 
3.2 Sampling from the uniform distribution 
For uniform case, substituting in formula (3.1) to (3.14) with the probability values from 
integral methods, we have the mean of I 1 
(3.15) 
The variance of h is 
Varl1 = 
mn 1 1 mnn 1 1 I: 2:[2- (2)2] +I: I: 2:[3- (2)2] 
i=l k=l i=l k=l l=l 
kf-l 
mmn 1 1 mmn n 1 1 
+ 2:2:2:[-- (2)2] + 2:2:2:2:[4- (2) 2] 
i=l j=l k=l 3 i=l j=l k=l 1=1 
if- j if-j kf-l 
1 1 1 1 
mn(---) + mn(n- 1)(---) 
2 4 3 4 
1 1 1 1 




The mean of / 2 is 
(3.17) 
The variance of / 2 is 
mnn 1 1 mnn n 51 
= I:I:I:[2- (2)21 +?:I: I: I: [12- (2)21 
i=1 k=1 1=1 t=1 k=1 1=1 11=1 
k<l k<l l'#(k,l) 
m n n n 5 1 m n n n n 23 1 
+?:I: I: I: [12- (2) 21 + ?:I:I:I:I:[6o- (2)21 
t=1 k=1 1=1 k'=1 t=1 k=1 1=1 k'=11'=1 
k<l k'#(k,l) k<l k'<l' 
(k',l')t(k,l) 
m m n n 7 1 m m n n n 13 l 
+ I:I:I:I:[24- (2)21 + ?=~L:L: I: [1s- (2)21 
i=1 j=1 k=1 1=1 t=1 J=1 k=1 1=1 1'=1 
#i k<l #i k<l l'#(k,l) 
m m n n n 13 1 m m n n n n 1 1 +L:L:L:L: I: [1s-(2)2J+I:I:I:I:I:I:[4-(2)2J 
i=1 j=1 k=1 1=1 k'=1 i=1 j=1 k=1 l=l k'=1 1'=1 
#i k<l k'fo(k,l) #i k<l k'<l' 
(k' ,l')#(k,l) 
= m ( ~) [~- ~] + m ( ~) (n- 2)[ 152 - ~] 
+m ( ~) (n- 2)[ 152 _ ~] + m ( ~) ( n 2 2) [~~ _ ~] 
+m ( ~) (m- 1)[274 - ~] + m ( ~) (m- 1)(n- 2)[~~- ~] 
+m ( ~) (m -1)(n- 2)[~!- ~] + m ( ~) (m -1) ( n 2 2) [~- ~] 
(3.18) 
The mean of / 3 is 
(3.19) 
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The variance of 13 is 
nmm 1 l nmmm 5 l 
= L:L:L:[2- (2) 2J + L:~L: L: [12- (2)2J 
k=1 t=1 J=1 k=1 t=1 j=1 i1=1 
i<j i<j i'f'(i,j) 
n m m m m 5 l n m m m m 23 l 
+ L:L:L:L:L:[12- (2) 2J + L:L:L:L:L:[-- (2)2J 
k=1 i=1 j=1 i'=1 j'=1 k=1 i=1 j=l i'=1 j'=1 60 
i<j i' <i' i<j i' <i' 
(i' ,j')f'(i,j) {i' J')f'(i,j) 
n n m m 7 l n n m m m 13 1 
+ L:L:~~[24- (2) 2l + L:L:~~ L: [48- (2)2J 
k=1 1=1 t=1 J=1 k=1 1=1 t=1 ]=1 j 1=1 
!# i<j I# i<j j'f'(i,j) 
n n m m m 13 l n n m m m m l l 
+ L:L:L:L: L: [-- (-)2J + L:L:L:L:L:L:[-- (-) 2l 
k=1 1=1 i=1 j=1 i'=1 48 2 k=1 1=1 i=1 j=1 i'=1 j'=1 4 2 
lf'k i<j i'f'(i,j) I# i<j i'<i' 
{i' ,j')f'{i,j) 
= n ( r;) [~- ~] + n c~) (m- 2)[152- ~] 
+n ( r;) (m _ 2)[ 152 _ ~] + n ( r;) ( m 2 2) [~~ _ ~] 
+n ( r;) (n- 1)[;4 - ~] + n ( r;) (n- 1)(m- 2)[~~- ~] 
+n ( r;) ( n - 1 )( m - 2 )[ ~~ - ~] + n ( r;) ( n - 1) ( m 2 2) [ ~ - ~] 
· m 1 13m2 m3 mn nm2 n 
= mn(30- 80- 240 + 30 - 24 + 48 + 48) <3·20) 
The mean of 14 is 
(3.21) 
The variance of 14 is 
52 
fftt[~- (~) 2] + ff f tt[23 - (~) 2 ] 
i=1 j=1 k=1 1=1 2 2 i=1 j=1 j'=1 k=1 1=1 60 2 
i<j k<l i<j j'f=(i,j) k<l 
m m m n n 23 1 m m m m n n 1 1 
+ 2::2:: 2:: 2::2::[-- (2)2l + 2::2::2::2::2::2::[-- (-)2l 
. 1 . 1 ., k I 60 . . 3 2 t= J= t =1 =1 =1 t=1 J=1 i'=1 j'=1k=1 1=1 
i<j i'f=(i,j) k<l i<j i' <j' k<l 
(i' J')f={i,j) 
+ fftt t [23 - (~) 2 ] + fftt t [23 - (~)2 ] 
i=1 j=1 k=1 1=1 11=1 60 2 i=1 j=1 k=1 1=1 k'=1 60 2 
i<j k<l l'f=(k,l) i<j k<l k'f=(k,l) 
mmnnnn 1 1 +2::2::2::2::2::2::[--(-)2] 
i=1 j=1 k=1 1=1 k'=1!'=1 3 2 
i<j k<l k'<l' 
(k' ,l')f=(k,l) 
mm m n n n 1 1 +2::2:: 2::2::2::2:: [--(2)2J 
• • I 3 
t=1 J=1 j =1 k=1 !=1 1'=1 
i<j j'f=(i,j) k<l l'f=(k,l) 
mm m n n n 1 1 +2::2:: 2:: L:I: I: [--(2)2J 
i=1 j=1 j'=1 k=1 1=1 k'=1 3 
i<j j'f=(i,j) k<l k'f=(k,l) 
mmm nn n 11 +2::2:: 2::2::2::2:: [--(2)2J 
i=l j=l i'=l k=1 1=1 1'=1 3 
i<j i'f=(i,j) k<l l'f=(k,l) 
mmm nn n 11 +2::2:: 2::2::2:: 2:: [--(2) 2J 
i=l j=1 i'=1 k=l 1=1 k'=l 3 
i<j i'f=(iJ) k<l k'f=(k,l) 
+ff f tttt[~~~:~-(~)2] 
t=l J=l j'=l k=l l=l k'=ll'=l 
i<j j'f=(i,j) k<l k' <l' 
(k' ,l')f=(k,l) 
+ff f tttt[ 17371 - (~)2 ] 
i=l j=1 i'=1 k=1 !=1 k'=1 1'=1 59640 2 
i<j i' f=( i,j) k<l k' <I' 
(k' ,l')f=(k,l) 
+fffftt t [~~~:~-(~)2] 
z=1 J=l i'=l j'=lk=l 1=1 l'=l 
i<j i' <j' k<l l'f=(k,l) 
(i' ,j')f=(i,j) 
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+ fffftt t [17371 - (!) 2] 
. . . 59640 2 
•=1 ]=1 •'=1 j 1=1 k=1 1=1 k'=1 
i<j i' <j' k<l k'#(k,l) 
(i' ,j')#(i,j) 
+fffftttt[~-(~)2] 
i=1 j=1 i'=1 j'=1k=1 1=1 k'=1!'=1 
i<j i' <i' k<l k' <I' 
(i' ,j')#(i,j) (k' ,l')#(k,l) 
=( ~) ( ~) (~- ~) + ( ~) ( ~) (m- 2)(!~- ~) 
+ ( ~) ( ~) ( m - 2)( !~ -l) + ( ~) ( ~) ( m 2 2) ( ~ -l) 
+ ( ~) ( ~) ( n - 2) ( !~ -~) + ( ~) ( ~) ( n - 2) ( !~ -~) 
+ (~) (~) (n~ 2) (~-~)+ (~) (~) (n-2)(m-2)(~-~) 
+ (~) (~) (n-2)(m-2)(~-l)+ (~) (~) (n-2)(m-2)(~-~) 
+(~) (~)(n-2)(m-2)(~-~)+(~) (~) (n2 2)(m-2)(~~!~~-~) 
+(~) (~) (n22)(m-2)(~~~~~-~)+(~) (~) (m22)(n-2)(~~!~~-~) 
+(~) (~) (m22)(n- 2)(~~~:~-~)+(~) (~) (n22) (m22)(l-~) 
=(m) (n) (- 473mn _ 2437n2 2461mn2 2461nm2 
2 2 5964 59640 + 59640 + 59640 
619m 619n 2437m2 157 
+ 11928 + 11928- 59640 + 5964) (3.22) 




m m n n 14 1 m m n n n 1 1 +2::~2::2::[48- (2)2J + ~~2::2::2::[4- (2) 2J 
z=l z'=l k=l 1'=1 z=l t'=l k=l k'=ll'=l 
ii-i' kf-l' if-i' k' <l' 
(k',l')i-k 
5 1 (n-1) 17 1 
= mn(n- 1)[12 - 4J + mn 2 [48- 4J 
14 1 (n- 1) 1 1 +mn(m- 1)(n- 1)[48 - 4J + mn(m- 1) 2 [4- 4l 
n 1 5n2 mn m 
= mn(- 32- 48 + 96 + 24 - 24) (3·23) 
The covariance of (!1 , / 3) is 
Cov(lt,I3) = ffi) 152 - (~) 2 ] + ffft[~~- (~)2 ] 
i=l j'=l k=l t=l i'=l j'=l k=l 
j'f-i i' <j' 
(i' ,j')i-i 
m m n n 14 1 m m m n n 1 1 
+2::2::2::2::[48- (2)2J + ~2::2::2::2::[4- (2)2l 
i=l j'=lk=l k'=l t=l i'=l j'=lk=l k'=l 
j'f-i k'f-k i'<j' k'f-k 
(i' ,j')i-i 
5 1 (m-1) 17 1 
= mn(m- 1)[12 - 4J + mn 2 [48 - 4J 
14 1 (m- 1) 1 1 +mn(m- 1)(n- 1)[48 - 4J + mn(n- 1) 2 [4- 4J 
m 1 5m2 mn n 
= mn(- 32 - 48 + 96 + 24 - 24) (3·24) 
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The covariance of (It, ! 4 ) is 
The covariance of (!2 , ! 3) is 
fftt[ 13 - (~) 2 ] + ffftt[ 29 - (~) 2] 
. 36 2 . 96 2 
t=1 j 1=1k1=1 1=1 t=1 i1=1 j 1=1k1=1 1=1 
if'j1 k1 f'l i1<j1 k 1 f'l 
(i1 ,j1)#i 
m m n n n 29 1 m m m n n n 1 1 
+ L:L:L:L: L: [-- (-)2l + L:L:L:L:L: L: [-- (-) 2l 
, I I 96 2 , I I 4 2 t=1 j =1k=1 1=1 k =1 t=1 i =1 j =1k=1 1=1 k 1=1 
if'j1 k<l k 1 f'(k,l) i1 <j1 k<l k 1 f'(k,l) 
(i1,j1)# 
= 2m ( ~) ( m - 1 )[ ~! -l] + 2m ( ~) ( m 2 1) [ ~: -l] 
+m ( ~) (n- 2)(m- 1)[~: -l] + m ( ~) ( m 2 1) (n- 2)[l-ll 
(
n) 11m 1 5m2 5mn 5n 
m 2 (- 288 - 72 + 96 + 96 - 96) <3·26) 
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The covariance of (12 , ! 4 ) is 
Cov(hl4) = fftt[~~- (~) 2 ] + ffftt[ 13: 0 - (~) 2 ] 
i=1 j 1=1 k=1 !=1 i=1 i'=1 j'=1 k=1 !=1 
i#j' k<l i'<j' k<l 
(i',j')#i 
m m n n n 57 1 m m m n n n 67 1 
+LLLL L [16o- (2)21 + LLLLL L [14o- (2) 2J 
i=1 j 1=1k=1 !=1 !'=1 i=1 i'=1 j 1=1k=1 1=1 1'=1 
i-Ii' k<l l'#(k,l) i'<j' k<l l'#(k,l) 
(i' ,j')#i 
m m n n n 57 1 2 +LLLL L [16o- (2) l 
i=1 j 1=1k=1 !=1 k'=1 
i#j' k<l k'#(k,l) 
m m m n n n 67 1 
+LLLLL L [24o-(2)2J 
i=1 i'=1 j'=1k=1 !=1 k1=1 
i' <j' k<l k'#(k,l) 
(i' ,j')#i 
m m n n n n 931 1 2 
+LLLLLL[2sso-(2) l 
i=1 j'=1k=1 1=1 k'=1l1=1 
i#j' k<l k' <l' 
(k',l')#(k,l) 
+ffftttt[l-(~)2] 
i=1 i'=1 j'=1k=1 !=1 k'=1 !'=1 
i' <j' k<l k' <l' 
(i' ,j')#i (k' ,l')#(k,l) 
= m ( ~) ( m - 1 )[ ~~ -l] + m ( ~) ( m 2 1) [ 13: 0 -l] 
+2m ( ~) (m- 1)(n- 2)[15: 0 -l]+2m ( ~) ( m 2 1) (n- 2)[ 26: 0 -l] 
+m ( ~) ( n 2 2) ( m - 1) [ ;;s1o -l]+m ( ~) ( m 2 1) ( n 2 2) [ l-l] 
(
n) 9m 1 7m2 67mn 167n 7m2n 211mn2 211n2 
= m 2 (320 + 960- 240 - 1152 + 5760 + 240 + 5760 - 5760) 
(3.27) 
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The covariance of (!3 , ! 4 ) is 
Cov(I3,l4) = fftt[~:- (~)2] + ffttt[13;o- (~) 2 ] 
i=l j=l k=l !'=1 i=l j=l k=l k'=l !'=1 
i<j kf-l' i<j k' <I' 
(k' ,l')f-k 
m m m n n 57 l m m m n n n 57 l +I: I: I: L:L:l16o- (2)21 +I: I: I: L:L:L:ll6o- (2)21 
i=l j=l j'=l k=l !'=1 i=l j=l j'=l k=l k'=l!'=l 
i<j j'f-(i,j) kf-l' i<j j'f-(i,j) k' <l' 
(k',l')f-k 
m m m n n 67 l +L:L: L LL[24o-(2)2] 
i=l j=l i'=l k=l 1'=1 
i<j i' f-( i,j) kf-l' 
m m m n n n 67 l +I: I: I: L:L:L:l24o- (2)21 
i=l j=l i'=l k=l k'=l!'=l 
i<j i'f-(iJ) k' <l' 
(k' ,l')f-k 
m m m m n n 931 l 
+ L:L:L:L:L:L:l288o -(2)21 
i=l j=l i'=l j'=lk=l 1'=1 
i<j i' <i' kf-1' 
(i' ,j')f-(i,j) 
+ffffttt[~-(~)2] 
i=l j=l i'=l j'=lk=l k'=l!'=l 
i<j i' <i' k' <l' 
(i' ,j')f-(i,j) (k' ,l')f-k 
n ( r;) ( n - 1) [ ~: - ~] + n ( r;) ( n 2 1) [ 13270 - ~] 
+2n ( r;) (n- l)(m- 2)[ 15670 - ~]+2n ( r;) ( n 2 1) (m- 2)[ 26: 0 - ~] 
+n ( r;) ( m 2 2) (n -1)[;83810 _ ~]+n ( r;) ( n 2 1) ( m 2 2) [~ _ ~] 
(
m) 9n 1 7n2 67mn 167m 7n2m 211nm2 211m2 
= n 2 (320 + 960- 240- 1152 + 5760 + 240 + 5760 - 5760 ) 
Substituting from formula (3.15), (3.17), (3.19), and (3.21), equation (3.29) is the mean of 
v. 
mn(mn + 1) 
E(V) = El1 + Eh + El3 + 2EI4 = 4 (3.29) 
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(3.28) 
Substituting from formula (3.16), (3.18), (3.20), and (3.22}-... (3.28), the variance ofV is 
Var(V) = 15881 1333 4 523 3 1153 3 2 12697 2 357840mn + 1431360m n- 23856m n + 11928m n + 477120nm 
13297 2 2 1153 2 3 1333 4 523 3 12697 2 
-715680m n + 11928m n + 1431360mn - 23856mn + 477120mn 
2537 4 2 2461 4 3 449 3 3 2461 3 4 2537 2 4 
- 286272 m n + 59640 m n - 9940 m n + 59640 m n - 286272 m n 
(3.30) 
Using formula (3.29) and (3.30), the mean and the variance ofV are~' ~~'and 3, ~,when 
m=l, n=2, and m=l, n=3, respectively. Those results are exactly the same as the ones when 
we use the exact value of the distribution of V to calculate the mean and the variance of V 
in Table 2.1. 
3.3 Sampling from the normal distribution 
For normal case, substituting in formula (3.1) to (3.14) and using the orthant probability 
values, we have the mean of ! 1 
(3.31) 
The variance of / 1 is 
Var/1 = 
1 1 1 1 
mn(-- -) +mn(n -1)(-- -) 
2 4 3 4 
1 1 1 1 




The mean of / 2 is 
(3.33) 
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The variance of I 2 is 
Var(I2) = m(~)[~-~]+m(~)(n-2)[0.4068-~] 
+m ( ~) (n- 2)[0.4068- ~] + m ( ~) ( n 2 2) [0.36614- ~] 
+m ( ~) (m- 1)[0.304087- ~] + m ( ~) (m- 1)(n- 2)[0.27665- ~] 
+m ( ~) (m- 1)(n- 2)[0.27665- ~] + m ( ~) (m- 1) ( n 2 2) [~- ~] 
= mn(0.0268915n- 0.0118665 - 0.04406n2 + 0.029035n3 - 0.0529065mn 
+0.02665mn2 + 0.0262565m) (3.34) 
The mean of I3 is 
(3.35) 
The variance of I3 is 
Var(I3) = n ( r;) [~ -l] + n ( r;) (m- 2)[0.4068 -l] 
+n ( r;) (m- 2)[0.4068 -l] + n ( r;) (m 2 2) [0.36614 -l] 
+n ( r;) (n- 1)[0.304087- ~] + n ( r;) (n- 1)(m- 2)[0.27665- ~] 
+n ( r;) (n- 1)(m- 2)[0.27665- ~] + n ( r;) (n- 1) ( m 2 2) [~- ~] 
= mn(0.0268915m- 0.0118665 - 0.04406m2 + 0.029035m3 - 0.0529065mn 
+0.02665nm2 + 0.0262565n) (3.36) 
The mean of I 4 is 
(3.37) 
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The variance of 14 is 
= (r;) (~)(~-l)+(r;) (~)(m-2)(0.385-l) 
+ ( r;) ( ~) (m- 2)(0.385 -l) + ( r;) ( ~) ( m 2 2) (~ 
-l) + ( r;) ( ~) (n- 2)(0.385 -l) + ( r;) ( ~) (n- 2)(0.385 -l) 
+(r;) (~) (n;- 2)(~-l)+(r;) (~)(n-2)(m-2)(~-l) 
+ ( r;) ( ~) (n- 2)(m- 2)(~ -l) + ( r;) ( ~) (n- 2)(m- 2)(~ -l) 
+(r;) (~)(n-2)(m-2)(~-l)+(r;) (~) (n2 2)(m-2)(0.2902-l) 
+ (~) (~) (n;- 2) (m-2)(0.2902-l)+(~) (~) (m2 2) (n-2)(0.2902-l) 
+ (~) (~) (m22) (n-2)(0.2902-l)+(~) (~) (n22) (m22) (l-l) 
= ( r;) ( ~) ( -0.068667mn - 0.0387333n2 + 0.0402mn2 + 0.0402nm2 + 0.0382m 
+0.0382n- 0.0387333m2 + 0.0385333) (3.38) 
And, the covariance of (!1 , 12 ) is 
mn(n -1)[~- ~] + mn (n- 1) [0 3480- ~] 12 4 2 . 4 
1 (n- 1) 1 1 +mn(m- 1)(n- 1)[0.2966- 4J + mn(m- 1) 2 [4- 4J 
= mn( -0.026933n- 0.0220667 + 0.049n2 + 0.0466mn- 0.0466m) 
(3.39) 
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The covariance of (h, /3) is 
mn(m -1)[~- ~] + mn (m - 1) [0 3480- ~] 12 4 2 . 4 
+mn(m- 1)(n- 1)[0.2966 -l] + mn(n- 1) ( m 2 1) [l-lJ 
= mn( -0.026933m- .0220667 + .049m2 + .0466mn- .0466n) 
(3.40) 
The covariance of (!1 , / 4 ) is 
Cov(lt, !4) = mn(m- 1)(n- 1)[~ -l] + mn ( m 2 1) (n- 1)[0.3075 -l] 
(n- 1) 1 (m- 1) (n- 1) 1 1 +mn 2 (m- 1)[0.3075- 4l + mn 2 2 [4- 4l 
= mn( -0.0475mn + 0.01875m + 0.01875n + .01 + 0.02875m2n 
-0.02875m2 + 0.02875mn2 - 0.02875n2) (3.41) 
Cov(I2, /3) = 2m ( ~) (m- 1)[0.3661 -l] +2m ( ~) ( m 2 1) [0.304087 -l] 
+m ( ~) (n- 2)(m- 1)[0.304087 -l] 
+m ( ~) ( m 2 1) ( n - 2)[ l-l] 
m ( ~) ( -.038235m- .015852 + .054087m2 + .054087mn- .054087n) 
(3.42) 
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The covariance of (12 , 14 ) is 
Cov(I2,I4) = m ( ~) (m- 1)[0.40204- ~] + m ( ~) ( m 2 1) [0.31693- ~] 
+2m ( ~) (m- 1)(n- 2)[0.3549- ~] 
+2m ( ~) ( m 2 1) (n- 2)[0.28272- ~] 
+m (~) (n2 2) (m-1)[0.31693- ~] 
+m ( ~) ( m 2 1) ( n 2 2) [ ~ - ~] 
= m ( ~) (.029155m + .00282- .031975m2 - .055685mn + .022965n 
+.03272m2n + .033465mn2 - .033465n2) (3.43) 
The covariance of (13 , 14 ) is 
Cov(I3 , 14 ) = n ( ':;) (n- 1)[0.40204- ~] + n ( ':;) ( n 2 1) [0.3169- ~] 
+2n ( ':;) (n- 1)(m- 2)[0.3549- ~] 
+2n ( ':;) ( n 2 1) (m- 2)[0.28272- ~] 
+n ( ':;) (m 2 2) (n -1)[0.31693- ~] 
+n ( ':;) ( n 2 1) ( m 2 2) [ ~ - ~] 
= n (':;) (.029155n + .00282- .031975n2 - .055685mn + .022965m 
+.03272n2m + .033465nm2 - .033465m2 ) (3.44) 
Substituting from formula (3.31), (3.33), (3.35), and (3.37), the equation (3.45) is the mean 
ofV, 
mn(mn + 1) E(V) = E/1 + EI2 + E/3 + 2EJ4 = 4 (3.45) 
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Substituting from formula (3.32), (3.34), (3.36), and (3.38)"-'(3.44), the variance of Vis as 
follow. 
Var(V) .0544388mn + .0008383m4n- .0152703m3n + .0738473m3n2 + .003717nm2 
(3.46) 
Using formula (3.45), the mean ofV are~ and 3, when m=1, n=2, and m=1, n=3, respec-
tively. This results are exactly the same as the ones when we use the exact value of the 
distribution of V to calculate the mean of V in Table 2.1. 
Using formula (3.46), the variance ofV are 1.583337 and 5.5228808, when m=1, n=2, 
and m=1, n=3, respectively. This results are very close to the ones when we use the exact 
value of the distribution of V to calculate the variance of V in Table 2.1. 
3.4 Sampling from the exponential distribution 
For exponential case, substituting in formula (3.1) to (3.14) with the probability values 
from integral methods, we have the mean of h 
E/1 = ~~~ = mn ~~2 2 
z=l k=l 
(3.47) 
Substituting in formula (3.2) the probability values from integral methods, we have the 
variance of / 1• 
1 1 1 1 
mn(---) + mn(n- 1)(---) 
2 4 3 4 
1 1 1 1 




m n n 5 5m ( ~) El2=LLL-= g 





Substituting in formula (3.6) the probability values from integral methods, we have the 
variance of I 3. 
Var(I3 ) = n ( r;) [~- (~)2] + n ( r;) (m- 2)[~:- (~)2 ] 
+n ( r;) (m- 2)[~~- (~)2] + n ( r;) ( m 2 2) [1315225 - (~)2] 
(m) 1 4 2] (m) [2 4 2] +n 2 (n- 1)[4 - (g-) + n 2 (n- l)(m- 2) g- (g-) 
( m) 2 (4)2] (m) (m- 2) [16 4 2 +n 2 (n- l)(m- 2)[g-- g +n 2 (n- 1) 2 81 -(g-) ] 
1171m 97 134m2 292m3 31mn 2nm2 5n 




= mn(n- 1)[~- (~)(~)] + mn (n -l) [~- (~)(~)] 9 29 2 8 29 
+mn(m- l)(n- 1)[29 - (~)(~)] + mn(m -1) (n -l) [~- (~)(~)] 
90 2 9 2 18 2 9 
17n 1 7n2 2mn 2m 
= mn(- 720 - 40 + 144 + 45 - 45) <3·55) 
= mn(m- 1)[2._- (~)(~)] + mn (m -l) [23 - (~)(~)] 
18 2 9 2 72 2 9 
+mn(m- l)(n -1)[.!_- (~)(~)] + mn(n -1) (m- 1) [~- (~)(~)] 
15 2 9 2 9 2 9 
17m 1 7m2 2mn 2n 
= mn(- 720 - 40 + 144 + 45- 45) <3·56) 
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Cov(h, /4) 
= mn(m- l)(n- 1)[~- !] + mn (m- 1) (n- 1)[ 11 - !] 8 4 2 36 4 
(n- 1) 11 1 (m- 1) (n- 1) 1 1 +mn 2 ( m - 1) [ 36 - 4] + mn 2 2 [ 4 - 4] 
mn m n 1 m 2n m 2 mn2 n 2 
= mn(- 24 + 72 + 72 + 72 + 36 - 36 + 36 - 36) (3·57) 
Cov(h /3) 
= 2m (n) (m- 1)[13 - (~)(i)] +2m (n) (m- 1) [_i±_- (~)(i)] 2 36 9 9 2 2 14 7 9 9 
+m (n) (n- 2)(m- l)[_i±_- (~)(i)] + m (n) (m- 1) (n- 2)[ 20 - (~)(i)] 2 147 9 9 2 2 81 9 9 
(
n) 89m 149 208m2 208mn 208n 
= m 2 (- 2646 - 7938 + 3969 + 3969 - 3969) (3·58) 
Cov(/2, /4) 
Cov(/3, /4) 
= n ( r;) (n- 1)[~- (~)(~)] + n ( r;) ( n 2 1) [13265 - (~)(~)] 
+2n ( r;) (n- l)(m- 2)[ 1~4 - (~)(~)]+2n ( r;) ( n 2 1) (m- 2)[~~- (~)(~)] 
+n (m) (m- 2) (n -l)[~ _ (i)(!)]+n (m) (n- 1) (m- 2) [~ _ (i)(!)] 2 2 288 9 2 2 2 2 9 9 2 
(
m) 793n 263 lln2 719mn 271m 7n2 m 19nm2 19m2 
= n 2 ( 36000 + 36000 - 375 - 14400 + 14400 + 225 + ----s76 - 576 ) 
(3.60) 
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Substituting from (3.47), (3.49), (3.51), and (3.53), equation (3.61) is the mean ofV. 
mn(9mn - m + n + 9) 
36 
mn(mn + 1) mn(n- m) 
4 + 36 (3.61) 
Substituting from (3.48), (3.50), (3.52), and (3.54)"-' (3.60), equation (3.62) is the variance 
ofV. 
Var(V) 194599 31 4 104507 3 93229 3 2 183601 2 3969000mn- 324000m n- 7938000m n + 1323000m n + 15876000nm 
158771 2 2 93229 2 3 31 4 104507 3 183601 2 
7938000m n + 1323000m n - 324000mn -7938000mn + 15876000mn 
1 4 2 17 4 3 13 3 3 17 3 4 1 2 4 
- 96m n + 432m n - 900m n + 432m n - 96m n (3.62) 
Using formula (3.61) and (3.62), the mean and the variance ofV are 194 , ~218 , and 1i, ~cJ, 
when m=1, n=2, and m=1, n=3, respectively. Those results are exactly same as the results 
when we use the exact value of the distribution of V to calculate the mean and the variance 
ofV in Table 2.1. 
3.5 Mean and Variance of V among the tied observations 
Let x1 , ... , Xm and y1, ... , Yn be two sets of measurements taken from distribution F. Let 
Z = {z1, •.. , ZN} = {x1, ..• , Xm, y1, .•. , Yn}. N=m+n. Every partition of the z's into two sets 
of m and n observations has equal probability. 
If distribution F is continuous, the probability of ties among the Zk is zero. If there 
are ties among the zk. the distribution of V depends on these specific ties. Ties may occur 
within groups or across them. Ties within groups have no effect on the test statistic, but 
those across groups do. When we use the large-sample approximation, we may adjust the 
formula for the test statistic. 
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Let h be the number of observations of the smallest observed rank and t 2 that of the 
next smallest rank of Z, etc, so that t 1 + t2 + · · · = N. Let p be the probability that if two 
ranks are selected at random from among z1, ... , ZN, they are not equal. Thus 
_ 1 _ I: t(t- 1) P- N(N -1)" 
Similarly, if three ranks are selected at random from among z1, ... , ZN, the three ranks are 
not all equal, the probability is as follow: 
l:t(t -1)(t- 2) 
P = 1 - N(N- 1)(N- 2)' 
Let F be normal distribution. Then the adjust formulas are as follow: 
varlt 
1 1 l:::t(t-1) 1 1 2:t(t-1)(t-2) 
mn(2- 4)(1 - N(N- 1)) + mn(n - 1)(3- 4)(1 - N(N -1)(N- 2)) 
1 1 2:t(t-1)(t-2) 
+m(m- 1)n(3- 4)(1 - N(N -1)(N- 2)) 
mn(N + 1) (1 _ 2:(t
3
- t)) (3.63) 12 N3 - N 
similarly, the variance of /2 is 
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Varh= 
m(n) [~ _ ~][1 _ L t(t- 1)(t- 2)] 2 2 4 N(N- 1)(N- 2) 
m (n) (n- 2)[0.4068- ~][1 - L t(t- 1)(t- 2)(t- 3) ] 
+ 2 4 N(N- 1)(N- 2)(N- 3) 
m (n) (n- 2)[0.4068- ~][1- L t(t- 1)(t- 2)(t- 3) ] 
+ 2 4 N(N- 1)(N- 2)(N- 3) 
m(n) (n- 2) [0.36614 _ ~][1 _ L t(t- 1)(t- 2)(t- 3)(t- 4) ] 
+ 2 2 4 N(N- 1)(N- 2)(N- 3)(N- 4) 
+m(;) (m- 1)[0.304087- ~][1- Nlf~(~ ~;~t = ~j~~-_3;)] 
m(n) (m -1)(n- 2)[0.27665- ~][1- l:t(t - 1)(t- 2)(t- 3)(t- 4) ] 
+ 2 4 N(N- 1)(N- 2)(N- 3)(N- 4) 
(n) 1 I: t(t- 1)(t- 2)(t- 3)(t- 4) +m 2 (m- 1)(n- 2)[0.27665- 4][1- N(N _ 1)(N _ 2)(N _ 3)(N _ 4)] 
(3.64) 
If more than four ranks are selected at random from among z1, .•• , ZN, when we use the 
large-sample approximation, the probabilities that they are equal have negligible effect 
unless a large proportion of observations are tied or there are ties of considerable extent. 
Therefore, the variance of / 2 is approximately as follow: 
~ mn(0.0268915n - 0.0118665 - 0.04406n2 + 0.029035n3 - 0.0529065mn 
+0.02665mn2 + 0.0262565m)- m(;) [ 4~(~ = ~j~~--2;) 
+(0.3136(n- 2) + 0 054087(m- 1)) L t(t- 1)(t- 2)(t- 3) ] (3.65) 
. N(N- 1)(N- 2)(N- 3) 
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Similarly, the variance of h, V ar 13 , is as follow: 
n(m)[!_!][1 - L:t(t-1)(t-2)] 2 2 4 N(N- 1)(N- 2) 
n (m) (m- 2)[0.4068- !][1 - L: t(t- 1)(t- 2)(t- 3) ] 
+ 2 4 N(N- 1)(N- 2)(N- 3) 
n (m) (m- 2)[0.4068- !][1 - L: t(t- 1)(t- 2)(t- 3) ] 
+ 2 4 N(N- 1)(N- 2)(N- 3) 
n(m- 2) (m) [0.36614 _ !][1 _ L:t(t -1)(t- 2)(t- 3)(t- 4) ] 
+ 2 2 4 N(N- 1)(N- 2)(N- 3)(N- 4) 
+n(;) (n -1)[0.304087 -l][l- Nlf~(~ ~)?t = :?~~--3;)] 
n (m) (n- 1)( - 2)[0 27665- !][1- L: t(t- 1)(t- 2)(t- 3)(t- 4) ] 
+ 2 m . 4 N(N- 1)(N- 2)(N- 3)(N- 4) 
( m) (n- 1)( - 2)[0.27665- !][1- L: t(t- 1)(t- 2)(t- 3)(t- 4) ] +n 2 m 4 N(N- 1)(N- 2)(N- 3)(N- 4) 
~ mn(0.0268915m- 0.0118665- 0.04406m2 + 0.029035m3 - 0.0529065mn 
2 (m) L:t(t- 1)(t- 2) +0.02665nm + 0.0262565n)- n 2 [4N(N _ 1)(N _ 2) 
L: t(t- 1)(t- 2)(t- 3) 
+(0.3136(m- 2) + 0.054087(n- 1)) N(N _ 1)(N _ 2)(N _ 3)] 
the variance of 14 , Var 14 , equals 
( m) (n) (! _ ! )(1 _ L: t(t- 1)(t- 2)(t- 3) ) 2 2 2 4 N(N- 1)(N- 2)(N- 3) 
(
m) (n) 1 L: t(t- 1)(t- 2)(t- 3)(t- 4) 
+ 2 2 (m- 2)(0·385 - 4)(1 - N(N- 1)(N- 2)(N- 3)(N- 4)) 
(
m) (n) 1 L: t(t- 1)(t- 2)(t- 3)(t- 4) 
+ 2 2 (m- 2)(0.385 - 4)(1 - N(N- 1)(N- 2)(N- 3)(N- 4)) 
( m) (n) (m- 2) (! _ !)(1 - L:t(t -1)(t- 2)(t- 3)(t- 4)(t- 5) ) + 2 2 2 3 4 N(N- 1)(N- 2)(N- 3)(N- 4)(N- 5) 
( m) (n) (n _ 2)(0.385 _ !)(1 _ L: t(t- 1)(t- 2)(t- 3)(t- 4) ) + 2 2 4 N(N- 1)(N- 2)(N- 3)(N- 4) 
(
m) (n) 1 L: t(t- 1)(t- 2)(t- 3)(t- 4) 
+ 2 2 (n- 2)(0·385 - 4)(1 - N(N- 1)(N- 2)(N- 3)(N- 4)) . 




m) (n) 1 1 L: t ( t - 1) ( t - 2) ( t - 3 )( t - 4) ( t - 5) 
+ 2 2 (n- 2)(m- 2)(3- 4)(1 - N(N -1)(N- 2)(N- 3)(N- 4)(N- 5)) 
( m) (n) ( _ )( _ 2)(! _ !)(1 - L:t(t -1)(t- 2)(t- 3)(t- 4)(t- 5) ) + 2 2 n 2 m 3 4 N(N- 1)(N- 2)(N- 3)(N- 4)(N- 5) 
( m) (n) ( _ 2)( _ 2)(! _ !)(1 _ L: t(t- 1)(t- 2)(t- 3)(t- 4)(t- 5) ) + 2 2 n m 3 4 N(N- 1)(N- 2)(N- 3)(N- 4)(N- 5) 
(
m) (n) 1 1 L: t(t- 1)(t- 2)(t- 3)(t- 4)(t- 5) 
+ 2 2 (n- 2)(m- 2)(3- 4)(1 - N(N -1)(N- 2)(N- 3)(N- 4)(N- 5)) 
_jm) (n)(n- 2)( _ 2X0_2902_!X1- L: t(t -1)(t- 2)(t- 3)(t- 4)(t- 5)(t- 6) ) \2 2 2 m 4 N(N- 1)(N- 2)(N- 3)(N- 4)(N- 5)(N- 6) 
_jm)(n)(n- 2)( _ 2)(0.2902_!X1- L:t(t -1)(t- 2)(t- 3)(t- 4)(t- 5)(t- 6) ) \2 2 2 m 4 N(N- 1)(N- 2)(N- 3)(N- 4)(N- 5)(N- 6) 
_jm) (n)(m- 2)( _ 2X0_2902_!X1 L: t(t- 1)(t- 2)(t- 3)(t- 4)(t- 5)(t- 6) ) \2 2 2 n 4 N(N- 1)(N- 2)(N- 3)(N- 4)(N- 5)(N- 6) 
_jm) (n)(m- 2)(n-2X0.2902_!X1 L: t(t- 1)(t- 2)(t- 3)(t- 4)(t- 5)(t- 6) ) \2 2 2 4 N(N- 1)(N- 2)(N- 3)(N- 4)(N- 5)(N- 6) 
~ (;) (;) ( -0.068667mn - 0.0387333n2 + 0.0402mn2 + 0.0402nm2 + 0.0382m 
2 (m) (n) L: t(t- 1)(t- 2)(t- 3) 
+0.0382n- 0.0387333m + 0.0385333)- 2 2 4N(N _ 1)(N _ 2)(N _ 3) 
(3.67) 
Using the orthant probability values, the covariance of (!1, ! 2 ) is as follow: 
5 1 L:t(t -1)(t- 2) 
= mn(n- 1)[12- 4][1 - N(N -1)(N- 2)] 
(
n-1) 1 L:t(t-1)(t-2)(t-3) 
+mn 2 [0.3480 - 4][1 - N(N- 1)(N- 2)(N- 3)] 
1 L: t(t- 1)(t- 2)(t- 3) 
+mn(m- 1)(n- 1)[0.2966- 4][1- N(N _ 1)(N _ 2)(N _ 3)] 
~ mn( -0.026933n- 0.0220667 + 0.049n2 + 0.0466mn- 0.0466m)- mn(n- 1) 
L: t(t- 1)(t- 2) L: t(t- 1)(t- 2)(t- 3) 
[6N(N- 1)(N- 2) + (0.049(n- 2) + 0.0466(m- 1)) N(N- 1)(N- 2)(N- 3)] 
(3.68) 
The covariance of (!1 , / 3 ) is as follow: 
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= mn(m -1)[~- !][1- l:t(t -1)(t- 2)] 
12 4 N(N- 1)(N- 2) 
mn(m -1) [0.3480- !][1- l::t(t -1)(t- 2)(t- 3) ] 
+ 2 4 N(N- 1)(N- 2)(N- 3) 
1 2: t(t- 1)(t- 2)(t- 3) 
+mn(m- 1)(n- 1)[0.2966- 4][1- N(N _ 1)(N _ 2)(N _ 3)] 
~ mn( -0.026933m- .0220667 + .049m2 + .0466mn- .0466n)- mn(m- 1) 
2: t(t- 1)(t- 2) 2: t(t- 1)(t- 2)(t- 3) 
[6N(N- 1)(N- 2) + (0.049(m- 2) + 0.0466(n- 1)) N(N- 1)(N- 2)(N- 3)] 
(3.69) 
the covariance of ! 4 under H 00 is as follow: 
3 1 2:t(t-1)(t-2)(t-3) 
= mn(m- 1)(n- 1)[8- 4][1 - N(N- 1)(N- 2)(N- 3)] 
(
m- 1) 1 2: t(t- 1)(t- 2)(t- 3)(t- 4) 
+mn 2 (n- 1)[0.3075- 4][1- N(N- 1)(N- 2)(N- 3)(N- 4)] 
(
n- 1) 1 2: t(t- 1)(t- 2)(t- 3)(t- 4) 
+mn 2 (m- 1)[0.3075- 4][1- N(N- 1)(N- 2)(N- 3)(N- 4)] 
~ mn( -0.0475mn + 0.01875m + 0.01875n + .01 + 0.02875m2n- 0.02875m2 
2 2 (m) (n) 2: t(t- 1)(t- 2)(t- 3) 




= m(n) (m- 1)[0.3661- ~][1- l:t(t -1)(t- 2)(t- 3) ] 
2 4 JV(JV- 1)(JV- 2)(JV- 3) 
m (n) (m- 1)[0.3661- ~][1 - L t(t- 1)(t- 2)(t- 3) ] 
+ 2 4 JV(JV- 1)(JV- 2)(JV- 3) 
m (n) (m- 1) [0.304087 _ ~][1 _ L t(t- 1)(t- 2)(t- 3)(t- 4) ] 
+ 2 2 4 JV(JV- 1)(JV- 2)(JV- 3)(JV- 4) 
m (n) (m- 1) [0.304087 _ ~][1 _ L t(t- 1)(t- 2)(t- 3)(t- 4) ] 
+ 2 2 4 JV(JV- 1)(JV- 2)(JV- 3)(JV- 4) 
+m(;) (n- 2)(m -1)[0.304087 -l][1- !Vf;~ ~)~~t--2~{~-=-~)~; ~)4)] 
= m (;) (- .038235m - .015852 + .054087m2 + .054087mn - .054087n) 
-0.4644 (m) (n) l:t(t -1)(t- 2)(t- 3) 2 2 JV(JV- 1)(JV- 2)(JV- 3) 
the covariance of (!2 , ! 4) under H00 is as follow: 
Cov(I2, !4) 
(n) 1 L t(t- 1)(t- 2)(t- 3) = m 2 (m- 1)[0.40204- 4][1- JV(JV _ 1)(JV _ 2)(JV _ 3)] 
(n) (m -1) 1 l:t(t -1)(t- 2)(t- 3)(t- 4) +m 2 2 [0.31693- 4][1- JV(JV- 1)(JV- 2)(JV- 3)(N- 4)] 
(n) 1 L t(t- 1)(t- 2)(t- 3)(t- 4) +m 2 (m- 1)(n- 2)[0.3549- 4][1- JV(JV _ 1)(JV _ 2)(JV _ 3)(JV _ 4)] 
(n) 1 L t(t- 1)(t- 2)(t- 3)(t- 4) +m 2 (m- 1)(n- 2)[0.3549- 4][1- N(JV _ 1)(JV _ 2)(JV _ 3)(JV _ 4)] 
(n) (m- 1) (n _ 2)[0.28272 _ ~][1 _ L t(t- 1)(t- 2)(t- 3)(t- 4)(t- 5) ] +m 2 2 4 JV(JV- 1)(JV- 2)(JV- 3)(JV- 4)(JV- 5) 
(n) (m- 1) 1 L t(t- 1)(t- 2)(t- 3)(t- 4)(t- 5) +m 2 2 (n- 2)[0.28272- 4][1- JV(JV _ 1)(JV _ 2)(JV _ 3)(JV _ 4)(JV _ 5)] 
(n) (n- 2) 1 L t(t- 1)(t- 2)(t- 3)(t- 4)(t- 5) +m 2 2 (m- 1)[0.31693- 4][1- JV(JV _ 1)(JV _ 2)(JV _ 3)(JV _ 4)(JV _ 5)] 
~ m(;) (.029155m + .00282- .031975m2 - .055685mn + .022965n + .03272m2n 
2 2 (m) (n) L t(t- 1)(t- 2)(t- 3) 
+.033465mn - .033465n ) - 0.30408 2 2 JV(JV _ 1)(JV _ 2)(JV _ 3) 
(3.71) 
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the covariance of (13 , / 4 ) is as follow: 
= (m) ( - 1)[0.40204- ~][1- I: t(t- 1)(t- 2)(t- 3) ] 
n 2 n 4 N(N -1)(N- 2)(N- 3) 
(
m) (n- 1) 1 l:t(t- 1)(t- 2)(t- 3)(t- 4) 
+n 2 2 [0·3169 - 4][1 - N(N- 1)(N- 2)(N- 3)(N- 4)] 
n(m) (n -1)(m- 2)[0.3549- ~][1- l:t(t -1)(t- 2)(t- 3)(t- 4) ] 
+ 2 4 N(N- 1)(N- 2)(N- 3)(N- 4) 
(
m) 1 I: t(t- 1)(t- 2)(t- 3)(t- 4) 
+n 2 (n- 1)(m- 2)[0.3549- 4][1- N(N- 1)(N- 2)(N- 3)(N- 4)] 
( m) (n- 1) ( _ 2)[0.28272 _ ~][1 _ I: t(t- 1)(t- 2)(t- 3)(t- 4)(t- 5) ] +n 2 2 m 4 N ( N - 1 )( N - 2) ( N - 3)( N - 4) ( N - 5) 
n (m) (n- 1) (m _ 2)[0.28272 _ ~][1 _ I: t(t- 1)(t- 2)(t- 3)(t- 4)(t- 5) ] 
+ 2 2 4 N(N- 1)(N- 2)(N- 3)(N- 4)(N- 5) 
(
m) (m- 2) 1 I: t(t- 1)(t- 2)(t- 3)(t- 4)(t- 5) 
+n 2 2 (n- 1)[0.31693- 4][1- N(N- 1)(N- 2)(N- 3)(N- 4)(N- 5)] 
~ n (;) ( .029155n + .00282 - .031975n2 - .055685mn + .022965m + .03272n2m 
2 2 (m) (n) I: t(t- 1)(t- 2)(t- 3) 
+.033465nm - .033465m ) - 0.30408 2 2 N(N _ 1)(N _ 2)(N _ 3) 
(3.72) 




- 018187m3n3 + 0402m3n4 - 0120033m2n4 - { mn I: t( t - 1) (13t - 20) 
. . . 24N(N -1) 





4.1 Normal approximation 
In Tables 4.1, 4.2 we examine the accuracy of normal approximation at the two significance 
levels o: = 0.01, 0.05. In each cell we calculate the standard normal probabilities. The 
procedure is as follows. Using a continuity correction of 1/2, the normal probabilities in 
the table correspond to the unit normal is approximated by 
!X 1 t2 Pr(V::; v) = r;cexp( -- )dt, -()() y 27r 2 
where 
v- E(V) +.!. 
X= O"(V) 2. 
The value v comes from Tables 2.3 and 2.4, the values of E(V) and O"(V) for unit uniform, 
standard normal, and exponential with unit mean distribution see Chapter 3, the values of 
E(V) and O"(V) for Cauchy, and double exponential with unit mean distribution are the 
simulation results with 1,000,000 replications. 
For example, let m = n = 5, the critical values v from Table 2.3 are 5, 5, 5 and 33, 32, 32 
for unit uniform, standard normal, and exponential with unit mean distribution, the critical 
76 
values v from Table 2.4 are 5, 5 and 31, 31 for Cauchy, and double exponential with unit 
mean distribution at the two significance levels a= 0.01, 0.05. Using formula (3.29) and 
(3.30), E(V) = 162.5, a(V) = 77.7 for unit uniform distribution. Using formula (3.45) 
and (3.46), E(V) = 162.5, a(V) = 78.0 for standard normal distribution. Using formula 
(3.61) and (3.62), E(V) = 162.5, a(V) = 77.7 for exponential with unit mean distribution. 
The simulation ones of mean of V and standard deviation of V are 162.48, 162.63 and 
78.43, 78.26 for Cauchy, and double exponential with unit mean distribution, respectively. 
Therefore, using the above formula, the normal approximation probabilities was found to 
be .0217, .0221, .0217, .0220, and .0217 at the significance level a = 0.01, the probabilities 
was found to be .0484, .0478, .0472, .0475, and .0469 at the significance levels a = 0.05 
for unit uniform, standard normal, exponential, cauchy, and double exponential with unit 
mean distribution, respectively. 
In Tables 4.1 and 4.2, it was found that for smaller samples the normal probability of the 
test based on standard normal can be much larger than the true nominal level. For example, 
when the true nominal level is .01, the normal probabilities was found to be .0217, .0221, 
.0217, .0220, and .0217 when m = n = 5 for unit uniform, standard normal, exponential, 
cauchy, and double exponential with unit mean distribution, respectively. Thus the use of 
standard normal may not be advisable for these smaller sample sizes. However, for the 
larger sample sizes considered, the normal probabilities tabulated lend some credence to 
the large-sample comparison. 
One consideration in the use of standard normal is whether the actual significance levels 
obtained with standard normal are the same as the significance levels for the exact distri-
butions. Comparison of the standard normal with the exact distributions in Tables 4.1 and 
4.2 indicates that there is good agreement of all the time for the .05 tabular value even the 
values of m and n are both small. Cochran (1952) recommended that the standard normal 
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is acceptable if the normal probability falls within the rang .04-.06 for the .05 tabular value 
and within .007-.015 for the .01 tabular value. Tables 4.1 and 4.2 show clearly that the 
standard normal works rather well when the values of m and n are both greater and equal 
than 10 for the three different data distributions. 
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Table 4.1: Normal Approximation Probability (U: Uniform, N: Normal, E: Exponential) 
m=2 m=2 m=2 m=2 m=2 m=3 m=3 m=3 m=4 m=4 m=4 
n=5 n=6 n= 15 n=20 n=25 n=3 n=4 n=25 n=4 n=5 n=25 
u .0393 .0385 .0382 .0230 .0244 .0177 
.01 N .0363 .0354 .0350 .0226 .0249 .0180 
E .0299 .0288 .0284 .0213 .0239 .0188 
u .0515 .0529 .0527 .0524 .0524 .0463 .0481 .0479 .0478 .0480 .0481 
.05 N .0512 .0518 .0531 .0523 .0535 .0478 .0485 .0495 .0475 .0476 .0489 
E .0460 .0464 .0510 .0522 .0523 .0474 .0475 .0523 .0480 .0475 .0522 
m=5 m=5 m=6 m=6 m=6 m=6 m=7 m=7 m=7 m=7 m=7 
n=5 n=25 n=6 n = 15 n=20 n=25 n=7 n= 10 n= 15 n=20 n=25 
u .0217 .0157 .0188 .0157 .0150 .0148 .0173 .0160 .0150 .0145 .0139 
.01 N .0221 .0159 .0185 .0154 .0151 .0148 .0167 .0154 .0146 .0143 .0140 
E .0217 .0170 .0182 .0161 .0158 .0159 .0166 .0156 .0151 .0151 .0151 
u .0484 .0494 .0492 .0497 .0497 .0499 .0491 .0492 .0492 .0495 .0497 
.05 N .0478 .0490 .0483 .0491 .0491 .0490 .0487 .0489 .0489 .0492 .0489 
E .0472 .0515 .0482 .0510 .0509 .0514 .0482 .0498 .0505 .0511 .0514 
m=S m=8 m=8 m=8 m=8 m=8 m=9 m=9 m=9 m=9 m=9 
n=8 n=9 n= 10 n= 15 n=20 n=25 n=9 n= 10 n= 15 n=20 n=25 
u .0162 .0157 .0154 .0144 .0140 .0137 .0155 .0151 .0143 .0137 .0133 
.01 N .0157 .0152 .0149 .0141 .0137 .0136 .0148 .0146 .0137 .0134 .0131 
E .0154 .0152 .0150 .0146 .0143 .0145 .0146 .0143 .0140 .0141 .0141 
u .0494 .0498 .0492 .0494 .0496 .0495 .0494 .0494 .0499 .0495 .0497 
.05 N .0487 .0487 .0488 .0493 .0492 .0492 .0489 .0494 .0495 .0493 .0493 
E .0489 .0492 .0497 .0503 .0506 .0506 .0491 .0495 .0498 .0510 .0508 
m=IO m=IO m=IO m=IO m= 15 m=15 m=15 m=20 m=20 m=25 
n= 10 n= 15 n=20 n=25 n= 15 n=20 n=25 n=20 n=25 n=25 
u .0147 .0140 .0133 .0131 .0131 .0126 .0123 .0122 .0121 .0118 
.01 N .0141 .0135 .0131 .0129 .0129 .0121 .0121 .0119 .0117 .0114 
E .0141 .0139 .0133 .0136 .0124 .0124 .0124 .0118 .0117 .0113 
u .0496 .0498 .0499 .0498 .0504 .0498 .0498 .0500 .0501 .0502 
.05 N .0487 .0490 .0493 .0491 .0496 .0492 .0494 .0494 .0496 .0492 
E .0493 .0500 .0500 .0510 .0491 .0497 .0499 .0494 .0498 .0494 
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Table 4.2: Normal Approximation Probability(C: Cauchy, D: Double Exponential) 
m=3 m=4 m=5 m=6 m=7 m=8 m=9 m= 10 m= 15 
n=3 n=4 n=5 n=6 n=7 n=8 n=9 n= 10 n = 15 
.01 c .0220 .0182 .0159 .0148 .0140 .0132 .0119 
D .0217 .0184 .0166 .0153 .0144 .0139 .0126 
.05 c .0474 .0475 .0470 .0478 .0482 .0489 .0490 .0491 
D .0472 .0469 .0479 .0481 .0486 .0490 .0490 .0495 
4.2 Asymptotically distribution-free of V 
Some U-statistics are distribution-free; others are not. A well-known distribution-free test 
is the rank sum W -test of Wilcoxon (1945) which introduced a ranking method for deter-
mining the significance of the difference between two treatments. Since in such methods 
ranks 1, 2, 3 ... n are substituted for the numerical data, there is certain sacrifice of infor-
mation, so that Wilcoxon regarded his method as giving a "rapid approximation idea of the 
significance of the differences". Another distribution-free test is the rank sum test of Siegel 
& Tukey (1960). This test statistic has the same probability distribution as W. In some 
instance, statistic is not distribution-free but it is asymptotically distribution-free. 
Theorem 4.1. Statistic V is asymptotically distribution-free. 
Proof: From chapter 3, we have obtained different values of the mean and the vari-
ance of V for various F and thus the distribution of V will depend on F. Statistic V is not 
distribution-free. 
In order to proof statistic V is asymptotically distribution-free, 
let 
m m n n 
L LL LI(Yk+Y!_ X;+X;) 
i=l j=l k=l 1=1 2 2 
i<j k<l 
W = _.::....__---,2 (=';)~(n::T2) ---
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then 
r ( v ) 
m n m n n 
~1: 2 (';) (~) = ~~oo[L L J(Yk-X;) + L L LJ( Yki¥1 -X;) n-too i=l k=l i=l k=l 1=1 
k<l 
+ t. t, t,J(Y,- X;~Xi) + 2t,t,t, tf(vo;Yo_ X;~x;)/12 (;) (;)1 
i<j i<j k<l 
m m n n 
L LL LI( Yk+Y!_ X;+Xi) 
i=l j=l k=l l=l 2 2 
i<j k<l ------''------2-;:(';~) -;-::-(~-c--) - = w 
So, V and W are asymptotically equivalent test statistic, and Hollander (1967) has 
shown that W is asymptotically distribution-free. Therefore, statistic V is asymptotically 
distribution-free. 
4.3 Simulated power comparison 
The powers of the new test (LY-test), Mann-Whitney-Wilcoxon (U-test) are investigated 
in this section. Our simulation study used for xi and y i are the uniform (U), normal (N) 
and exponential (E) distributions. At each occasion, 10,000 observations of three different 
distribution random vectors are generated. Based on the simulation we analyzed the behav-
ior of the measures Vi for sample sizes under the null hypothesis Fx = Fy and under the 
alternatives Fy(·) = Fx(·- 0) with varying 0. 
Let m = n = 5, 10, 15, 20, 25 be the sizes of the two samples. The uniform distributions 
under consideration are over the range (0, 1) for Fx and the designated location alternatives 
Fy correspond to values of range (0, 20 + 1); the normal distributions have the mean zero 
and a 2 = 5 for Fx and the same variance (five) with different mean 0 for alternatives Fy; 
the exponential distributions have scale parameter 1 for Fx and various scale parameters 0 
+ 1 for Fy. The results are provided in the Table 4.3. It is found that power of the new 
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procedure is slightly larger than that of U procedure. As a consequence, the new procedure 
is consistently more powerful than Mann-Whitney-Wilcoxon test in detecting the difference 
mean between two-samples when those comparisons are of interest, the new procedure is 
recommended. On the other hand, our new procedure as a test statistic is more powerful 
than U test. 
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Table 4.3: Power Test for Different Mean (a=0.05) 
mean difference 
sample size 0 1.5 3 4.5 6 
LY-test U-test LY-test U-test LY-test U-test LY-test U-test LY-test U-test 
u .0496 .0485 .8036 .6995 .9281 .8457 .9639 .8993 .9773 .9279 
m=5,n=5 N .0483 .0464 .2424 .2360 .5939 .5728 .8865 .8695 .9852 .9784 
E .0500 .0498 .3180 .2915 .5476 .5052 .6832 .6239 .7646 .7030 
0 1 2 3 4 
u .0506 .0438 .9457 .8611 .9946 .9682 .9990 .9912 .9996 .9947 
m=10,n=10 N .0453 .0412 .2446 .2190 .6064 .5637 .8871 .8572 .9869 .9783 
E .0507 .0464 .3981 .3321 .7002 .6053 .8524 .7724 .9337 .8720 
0 1 1.5 2.5 3 
u .0498 .0487 .9928 .9636 .9985 .9902 1 .9993 1 .9993 
m=15,n=15 N .0485 .0476 .3369 .3056 .5621 .5230 .9171 .8965 .9773 .9679 
E .0491 .0489 .5303 .4716 .7289 .6576 .9261 .8753 .9613 .9215 
0 0.5 1.5 2 3 
u .0489 .0451 .9459 .8825 .9999 .9989 1 .9998 1 .9999 
m=20,n=20 N .0495 .0477 .1673 .1632 .6519 .6311 .8665 .8498 .9931 .9914 
E .0472 .0463 .3182 .2808 .8388 .7733 .9384 .8932 .9896 .9722 
0 0.5 1.5 2 2.5 
u .0507 .0486 .9766 .9354 1 .9997 1 1 1 1 
m=25,n=25 N .0469 .0440 .1911 .1782 .7569 .7302 .9284 .9136 .9908 .9864 
E .0506 .0486 .3757 .3256 .9046 .8508 .9724 .9413 .9971 .9888 
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Chapter 5 
Application for Dose-Response Study 
5.1 Introduction 
In drug development studies, several increasing dose levels of a substance are usually com-
pared with the zero-dose control to investigate the effect of the substance. For this propose, 
a dose-response experiment is often conducted in a one-way layout in which the doses of 
the substance under consideration are administered to separate groups of subjects. The pri-
mary interest is identifying the lowest dose level producing a desirable effect over that of 
the zero-dose control, which is commonly referred as the minimum effective dose (MED; 
Ruberg, 1989).This paper mainly discusses a test-based approach to identify the MEDin 
drug development studies. Note that, in these drug studies, increasing dose levels are fre-
quently expected to produce stronger or at least equal treatment effects. However, it also 
happens often that, due to the toxic effects at high doses, an ordering in the treatment ef-
fects is anticipated that it is monotonically increasing up to a point, follows by a monotonic 
decrease. Since this corresponds to an up-down ordering of the treatment effects, they are 
said to follow an umbrella patten. 
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The problem of identifying the MED has been investigated by several authors for nor-
mally distributed responses with a common variance. For example, Williams (1971) con-
sidered a closed testing procedure based on the isotonic regression of the sample means 
for a monotonic dose-response relationship. Ruberg (1989) suggested tests based on dif-
ferent contrasts of sample means to identify the MED. Tamhane, Hochberg, and Dunnett 
( 1996) further proposed contrast -based closed testing procedures for identifying the MED. 
In dose-response studies, however, it occurs frequently that the normal assumption is not 
tenable or the observations are too few to rely on the central limit theorem for normality. 
In this cases, nonparametric procedures providing practical alternatives for identifying the 
MED are then needed. Williams (1971) considered a non parametric test for contrasting 
increasing dose levels and Williams (1986) further suggested a modification of Shirley's 
(1977) test. Chen (1999) utilized the Mann-Whitney statistic for identifying the MED of 
modification of Chen and Wolfe ( 1993) test. We consider in this paper employing the step-
down closed testing (SDT) scheme suggested by Tamhane at al. (1996), but we utilize the 
V statistic for identifying the MED. 
5.2 The proposed testing procedure 
For the ith sample (i = 0, 1, ... , k; k ~ 4), let Y,;1, ... , Yin; be independent and identically 
distributed random variables, each with a continuous distribution function Fi. Suppose that 
the zero population (i = 0) is the zero-dose control and the other k populations correspond to 
increasing dose treatments. Furthermore, assume that the k + 1 samples are independent of 
each other. We consider estimation of the MED, which is the smallest i so that the response 
in the ith population is stochastically larger than that in the control, in other words, the 
ith treatment is the smallest number of treatments that their mean are larger than that in 
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the control, when the dose-response relationship is either monotonic (ordered; F0 ~ F 1 ~ 
· · · ~ Fk) or nonmonotonic with a down tum (umbrella patterned; F0 ~ F1 ~ · · · ~ F} :::; 
· · · :::; Fk) for some l, 1 < l < k. 
The two-sample V statistic comparing the ith dose group with the combined group of 
all the lower dose levels (including the control) is 
i-1 n; ni 
Vi= L L L l(Y;,.-Y;v)rank(IYiu- }}vi), i = 1, 2, ... , k, 
j=O u=l v=l 
Let 
V:* = [Vi- J.L(Vi)]/ J a 2 (Vi), i = 1, 2, ... , k, 
where 
J.L(Vi) = Ni-tni(Ni-tni + 1) 
4 
a
2 (Vi) = .0544388Ni-lni + .0008383NL1ni- .0152703Nl_1ni + .0738473Nl_ 1n~ 
+.003717niNl_1 + .0310913Nl_ 1n~ + .0738473Nl_ 1n~ + .0008383Ni-tnt 
-.0152703Ni-tn~ + .003717Ni-tn~- .0120033NL1n~ + .0402NL1n~ 
where J.L(Vi) and a 2 (Vi) with Ni = l:~=o ni, are mean and variance of Vi under Hoi, 
respectively. Then the test based on V:* is appropriate for testing against the alternative 
hypothesis Hti : (F0 = F1 = · · · = fi_1 > Fi), i=1,2, ... ,k. When ties occur in the Ni 
observations, the values of J.L(Vi) are used and a modification of variance of Vi is obtained 
by reducing the expression 
Ni-tni l: t(t- 1)(13t- 20) [1 5288N (ni) 1 5288 . (Ni-t) 24Ni(Ni- 1) + . ,_1 3 + . n1 3 
+ 6.5778 (Ni-1) (ni)l l:t(t -1)(t- 2)(t- 3) 
3 3 Ni(Ni- 1)(Ni- 2)(Ni- 3) 
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Table 5.1: Reaction Times in Seconds of Mice to Stimuli to their Tails 
Reaction time 
GroupO 2.4 3.0 3.0 2.2 2.2 2.2 2.2 2.8 2.0 3.0 
Group 1 2.8 2.2 3.8 9.4 8.4 3.0 3.2 4.4 3.2 7.4 
Group 2 9.8 3.2 5.8 7.8 2.6 2.2 6.2 9.4 7.8 3.4 
Group 3 7.0 9.8 9.4 8.8 8.8 3.4 9.0 8.4 2.4 7.8 
As noted in Tamhane at al. (1996), the family of null hypotheses H = HOi, where 
Ho; : (F0 = F1 = · · · = F;_1 = F;) fori= 1, 2, ... , k, is closed under intersection in the 
sense that H0; E Hand Hoi E H imply H0; nH0i E H. Hence, a level-a closed procedure 
that includes separate level-a tests of individual H 0; applied in a step-down manner can be 
employed in finding the MED. To estimate the MED, we first let k1 = k and find V{~t)' 
where V(~t) is the maximum of v;_•, V2*, ... , Vk~. Since the results in Terpstra (1952) imply 
that the statistics Vt, v;•, ... , Vk~ are stochastically independent and we have showed that 
they are standard normal approach under the null hypothesis Hok1 • Therefore, we observe 
that P{Vk'
1 
~ z(a)IHokJ = [P{v;_• ~ z(a)IHokJ]k1 ~ (1 - a)k1 , where z(a) is the 
upper ath percentile of the standard normal distribution. let a(k1) = 1 - (1 - a) 1/kt. 
Define d(k1) to be antirank of V{~t) that V{~t) = Vd(k 1 ). Then, if \1(~1 ) 2: z(a(ki)), reject 
H0i, j = d(k1 ), •.. , k1. and go to the second step with k2 = d(k1 ) - 1; otherwise, stop 
testing and accept all hypothesis. 
5.3 An example 
Consider the data set in Table 5.1 analyzed in Shirley (1977) which contains three dose 
levels and a zero-dose control, there are 10 observations in each group. 
(1) LY test: the V statistics, their corresponding means and standard deviation are 
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obtained in the following:V1 = 4829, V2 = 16274, V3 = 39633, J.L(Vt) = 2525, J.L(V2 ) = 
10050, J.L(V3) = 22575, O"(Vt) = 881.32, O"(V2) = 3058, O"(V3 ) = 6490, Vt = 2.614, \12* = 
2.035, V3* = 2.628. Note that the largest statistic among the three Vt's is V3*, so d(3)=3. 
Since at the level a =0.05, V3* = 2.628 > z(1 - (.95) 113) = 2.1212, we go to the second 
step with k2 = 2. We observe that d(l)=l and Vt = 2.614 > z(1 - (.95)) = 1.6448. 
Therefore, we estimate that, at the 5% significant level, the MED is the first dose level. 
(2) Chen test: the statistic is: 
i-1 n; ni 
Ti = L L L f(Yiu-Yjv}• i = 1, 2, ... , k, 
j=O u=1 v=O 
let 
i = 1, 2, ... , k, 
where J.L(Ti) = niNi_tf2 and 0"2 (7i) = niNi-1(Ni + 1)/12, with Ni 
the mean and variance of Ti under Hoi· If there are ties among the Ni observations, a 
modification ofTt is obtained by replacing the Ni + 1 in 0"2 (Ti) with 
Ni + 1- L t(t2 - 1)/[Ni(Ni- 1)], 
their corresponding means and variances are obtained in the following: T1 = 84, T2 
145, T3 = 235, J.L(Tt) = 50, J.L(T2 ) = 100, J.L(T3 ) = 150, 0"2 (T1 ) = 170.79, 0"2 (T2 ) 
510.69, 0"2 (T3 ) = 1018.94, T{ = 2.60, r; = 1.99, T3 = 2.66. We estimate that, at the 5% 
significant level, the MED is the first dose level. 
(3) Williams test: the statistic is: 
i i 
L - I: - 2 1 1 1/2 ti =[max ( n·~·/ n·)- ~o]/[O"· (- + -)] 1:'SJL:'Si . 3 3 . 3 z ni n0 ' J=U J=U i=1,2, ... ,k, 
h 2 N;(N;+l} . 1 2 k Wh . . h ki k w ere O"i = 12 , z = , , ... , ,. en tles occur m t e ran ngs, average ran s are 
used and corrections for ties in the rankings are made by reducing the expression Ni ( Ni + 
1)/12 by L t(t2 - 1)/12(Ni- 1). 
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The mean of the ranks for the three groups are: 
R3o = 8.25 R31 = 20.70 R32 = 23.65 R33 = 29.40 
R2o = 7.8 R21 = 18.3 R22 = 20.4 
R10 = 6.7 R11 = 14.3 
The variance a} for the three treatment groups are: a? = 34.16, a~ = 76.60, a~ = 135.86. 
The statistics ti for the three treatment groups are t 1 = 2.91, t2 = 3.22, t3 = 4.06. The 
MED is the first dose level. 
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Chapter 6 
Summary and Further research 
The application of this new test we have described does not require any assumption that the 
distribution(s) from which the samples were drawn is normal or any other specific shape. 
The test has the additional advantage of being directly applicable to non-numerical ordi-
nal data. Observations which are ordered but not measured on any scale arise frequently, 
especially in research in the behavioral sciences. 
Exact inference has important place in statistical inference of discrete data, in partic-
ular for sparse contingency table problems for which large-sample chi-squared statistics 
are often unreliable. However, approximate results are sometimes more useful than exact 
results, because of the inherent conservativeness of exact methods. Mann and Whitney 
(1947) proved that the limit distribution of U is normal if m and n go to infinity in any 
arbitrary manner, and they suggest that this approximation may be used to obtain critical 
values of U when both m and n is greater than 20. Statistic V is normal approximation, and 
is asymptotically normal for m and n larger than 10. 
A well-known distribution-free test is the rank sum W-test of Wilcoxon (1945) which 
introduced a ranking method for determining the significance of the difference between 
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two treatments. Unfortunately not all statistics are distribution-free. In this thesis, we show 
that V statistic is asymptotically distribution-free. 
We are investigated the relative power of the new test with respect to the U test. We 
applied the new procedure to independent two-sample problems, and found that the test is 
efficient. The power comparison show that the new procedure is consistently more powerful 
than Mann-Whitney-Wilcoxon's in detecting mean difference between two-samples. The 
new procedure is efficient and powerful nonparametric test, it may be a reasonable method 
and test fork-sample problems. 
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Appendix A 
Simulation of the Probabilities of 
Individual V Statistic 








for (i in 1 :rn) { 















for(i in 1:N) { suc<-suc+uc215[i] 
sc<-sc+c215[i] 
sec<-sec+ec215[i] 
cat(i-1," ", suc/1000000, 







Power Test for LY Test and 
Mann-Whitney Test 













for( i in l:n) for(j in 1: n) 
g<-g+l; sl[g]<-ysl[i]-ysO[j] 
rk<-rank(abs(sl)); sumr<-0 
for(i in l:length(sl)) if (sl[i]<O) 
sumr<-sumr+rk[i] 
if (sumr < data) csl<-csl+l 
else csO<-csO+l 
s2<-rank(c(ysO,ysl)) 
if ((sum(s2[1:n])-n*(n+l)/2) < 227) 
ccsl<-ccsl+l else ccsO<-ccsO+l 
cat("sample size m=n= II In, 
"two sample difference mean: value"," \n", 
" power for LY test is " ,csl, " \n", 
" power for Mann-Whitney test is ", ccsl, " \n") 
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