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Abstract
A numerical method to approximate ruin probabilities is proposed within the frame of a
compound Poisson ruin model. The defective density function associated to the ruin prob-
ability is projected in an orthogonal polynomial system. These polynomials are orthogonal
with respect to a probability measure that belongs to a Natural Exponential Family with
Quadratic Variance Function (NEF-QVF). The method is convenient in at least four ways.
Firstly, it leads to a simple analytical expression of the ultimate ruin probability. Secondly,
the implementation does not require strong computer skills. Thirdly, our approximation
method does not necessitate any preliminary discretisation step of the claim sizes distri-
bution. Finally, the coefficients of our formula do not depend on initial reserves.
Keywords: compound Poisson model, ultimate ruin probability, natural exponential fam-
ilies with quadratic variance functions, orthogonal polynomials, gamma series expansion,
Laplace transform inversion.
1 Introduction
A non-life insurance company is assumed to be able to follow the financial reserves’ evolu-
tion associated with one of its portfolios in continuous time. The number of claims until
time t is assumed to be an homogeneous Poisson process {Nt}t≥0, with intensity β. The
successive claim amounts (Ui)i∈N∗ , form a sequence of positive i.i.d. continuous random
variables and independent of {Nt}t≥0, with density function fU and mean µ. The initial
reserves are of amounts u ≥ 0, and the premium rate is constant and equal to p ≥ 0. The
risk reserve process is therefore defined as
Rt = u+ pt−
Nt∑
i=1
Ui,
the associated claims surplus process is defined as St = u− Rt. In this work, we focus on
the evaluation of ultimate ruin probabilities (or infinite-time ruin probabilities) defined as
ψ(u) = P
(
inf
t≥0
Rt < 0|R0 = u
)
= P
(
sup
t≥0
St > u|S0 = 0
)
. (1.1)
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This model is called a compound Poisson model (also known as Cramer-Lundberg ruin
model) and has been widely studied in the risk theory literature. For general a background
about ruin theory, we refer to [21] and [5].
A useful technique in applied mathematics consists of determining a probability density
function from the knowledge of its Laplace transform. We give here a brief review of the
literature involving numerical inversion of Laplace transform and ruin probability approx-
imations. In a few particular cases, the inversion of the Laplace transform associated with
ruin probabilities is manageable analytically and leads to closed formula. But in most cases
numerical methods are needed. The Laguerre method is an old established method based
on the 1935 Tricomi-Widder Theorem. The recovered function takes the form of a sum
of Laguerre functions derived through orthogonal projections. The numerical inversion of
Laplace transform using Laguerre series has been originally described in [24] and improved
in [1]. In the wake of Laguerre series method, we found attempts in the actuarial science
literature to write probability density functions as sum of gamma densities. For instance
the early work of Bowers [9] that gave rise to the so-called Beekman-Bowers approximation
for the ultimate ruin probability, derived in [8]. The idea is to approximate the ultimate
ruin probability by the survival function of a gamma distribution using moments fitting.
Gamma series expansion has been employed in [23] and later in [4]. The authors highlight
that it is useful to carry out both analytical calculations and numerical approximations.
They show that the direct injection of the gamma series expression into integro-differential
equations leads to reccurence relations between the expansion’s coefficients and therefore
characterize them. They focus on the finite-time ruin probability but the results are valid
in the infinite-time case by letting the time t tend to infinity. We explain later that our
method, within the frame of ruin probabilities approximation, is closely related to the
Laguerre method and represents in fact an improvement. The numerical inversion via
Fourier-series techniques (Fast Fourier Transform) received a great deal of interest. These
techniques have been presented for instance in [2] within a queueing theory setting. For an
application within an actuarial framework, we refer to [13] and [21] Chapter 5 Section 5.5.
There is also a great body of literature dealing with Laplace transform inversion linked the
Hausdorff moment problem. Probability density function are recovered from different kind
of moments. The use of exponential moments and scaled Laplace transform is presented in
[17] and has been performed for ruin probabilities computations in [18]. In the work of Gzyl
et al [15], the maximum entropy applied to fractional exponential moments is employed to
determine the probability of ultimate ruin. Recently, Albrecher et al. [3] and Avram et al.
[6] discuss different methods for computing the inverse Laplace transform. The first one
consider a numerical inversion procedure based on a quadrature rule that uses as stepping
stone a rational approximation of the exponential function in the complex plane. The
second one implements and reviews much of the work done using Padé approximants to
invert Laplace transform.
There are several usual techniques for calculation of ultimate ruin probabilities. We want
to mention a classical iterative method that we will use for comparison purposes. The so
called Panjer’s algorithm introduced in [20], has been widely used in the actuarial field.
One can find an application to the computation of the probability of ultimate ruin in [11].
The method that we propose here consists in an orthogonal projection of the defective
probability density function, associated with the probability of ultimate ruin, with respect
to a reference probability measure that belongs to the Natural Exponential Families with
Quadratic Variance Function. The desired defective PDF takes the form of an infinite
serie of orthonormal polynomials (orthogonal with respect to the aforementioned reference
probability measure). The coefficients of the expansion are defined by a scalar product
2
and are computed from the Laplace transform or equivalently from the moments of the
distribution. Ruin probability approximations are obtained through truncation of the in-
finite serie followed by integration. This method permits the recovery of functions from
the knowledge of their Laplace transform. Once the set of coefficients of the expansion has
been evaluated, ultimate ruin probabilities can be approximated for any initial reserve. It
is easy to implement, does no necessitate large computation time and is competitive in
terms of accuracy. The approximation of the ruin probability allows manipulations such
as integration or reinjection in formulas to derive approximations of distributions that
governed other quantities of interest in ruin theory. For instance, the probability density
function of the surplus prior to ruin involves the ultimate ruin probability, we refer to
[10, 14] for more details. This work is also a theoretical background in view of a future
statistical application. Many papers deals with statistical estimation of ruin probabilities
when observations of the claim sizes are available. The use of a Laplace inversion formula
as basis for a nonparametric estimator has already been employed for ruin probabilities
estimation in [16, 25], scaled laplace transform and the maximum of entropy may offer
the same possibility and would be based on empirical estimation of the moments. The
definition of the coefficients in our method are based on quantities that are well adapted
to empirical estimations. By pluging in the estimators of the coefficients, we will obtain
a nonparametric estimator taking the form of an orthogonal serie. We aim to investigate
ruin probability statistical estimation in future work, for now we only consider ruin prob-
ability approximations. In Section 2, we introduce a density expansion formula based on
orthogonal projection within the frame of NEF-QVF. Our main results are developed in
Section 3: the expansion for ultimate ruin probabilities is derived, a sufficient condition
of applicability is given and the goodness of the approximation is discussed. Section 4 is
devoted to numerical illustrations. Just like what is done in [15], we compare our method
to other existing method, namely Panjer’s algorithm, Fast Fourrier Transform and scaled
Laplace transform inversion.
2 Polynomial expansions of a probability density function
Let F = {Pθ, θ ∈ Θ} with Θ ⊂ R be a Natural Exponential Family (NEF), see [7],
generated by a probability measure ν on R such that
Pθ(X ∈ A) =
∫
A
exp{xθ − κ(θ)}dν(x)
=
∫
A
f(x, θ)dν(x),
where
• A ⊂ R,
• κ(θ) = log
(∫
R
eθxdν(x)
)
is the Cumulant Generating Function (CGF),
• f(x, θ) is the density of Pθ with respect to ν.
Let X be a random variable Pθ distributed. We have
µ = Eθ(X) =
∫
xdFθ(x) = κ
′(θ),
V(µ) = Varθ(X) =
∫
(x− µ)2dFθ(x) = κ
′′(θ).
The application θ → κ′(θ) is one to one. Its inverse function µ → h(µ) is defined on M
= κ′(Θ). With a slight change of notation, we can rewrite F = {Pµ, µ ∈ M}, where Pµ
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has mean µ and density f(x, µ) = exp{h(µ)x− κ(h(µ))} with respect to ν. A NEF has a
Quadratic Variance Function (QVF) if there exists reals v0, v1, v2 such that
V (µ) = v0 + v1µ+ v2µ
2. (2.1)
The Natural Exponential Families with Quadratic Variance Function (NEF-QVF) include
the normal, gamma, hyperbolic, Poisson, binomial and negative binomial distributions.
Define
Pn(x, µ) = V
n(µ)
{
∂n
∂µn
f(x, µ)
}
/f(x, µ), (2.2)
for n ∈ N. Each Pn(x, µ) is a polynomial of degree n in both µ and x. Moreover, if F is a
NEF-QVF, {Pn}n∈N is a family of orthogonal polynomials with respect to Pµ in the sense
that
< Pn, Pm >=
∫
Pn(x, µ)Pm(x, µ)dPµ(x) = δnm||Pn||
2, m, n ∈ N,
where δmn is the Kronecker symbol equal to 1 if n = m and 0 otherwise. For the sake of
simplicity, we choose ν = Pµ0 . Then, f(x, µ0) = 1 and we write
Pn(x) = Pn(x, µ0) = V
n(µ0)
{
∂n
∂µn
f(x, µ)
}
µ=µ0
. (2.3)
We also consider in the rest of the paper a normalized version of the polynomials defined
in (2.3) with Qn(x) = Pn(x)/||Pn||. For an exhaustive review regarding NEF-QVF and
their properties, we refer to [19].
We will denote by L2(ν) the space of functions square integrable with respect to ν.
Proposition 1. Let ν be a probability measure that generates a NEF-QVF, with associated
orthonormal polynomials {Qn}n∈N. Let X be a random variable with density function
dPX
dν
with respect to ν. If dPXdν ∈ L
2(ν) then we have the following expansion
dPX
dν
(x) =
+∞∑
n=0
E(Qn(X))Qn(x). (2.4)
Proof. By construction {Qn}n∈N forms an orthonormal basis of L
2(ν), and by orthogonal
projection we get
dPX
dν
(x) =
+∞∑
n=0
< Qn,
dPX
dν
> Qn(x).
It follows that
< Qn,
dPX
dν
> Qn(x) =
∫
Qn(y)
dPX
dν
(y)dν(y)×Qn(x)
=
∫
Qn(y)dPX(y)×Qn(x)
= E(Qn(X))Qn(x).
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Denote by fν and fX the probability density functions of ν and X respectively. Propo-
sition 1 gives an expansion of fX that takes the following simple form
fX(x) =
+∞∑
n=0
anQn(x)fν(x), (2.5)
where {an}n∈N is a sequence of real number called coefficients of the expansion in the rest
of the paper, {Qn}n∈N is an orthonormal sequence of polynomials with respect to ν, and
fν is the PDF of ν. The polynomials {Qn}n∈N are of degree n in x and can therefore be
written as Qn(x) =
∑n
i=0 qi,nx
i. Using this last remark, we rewrite the coefficients of the
expansion as
an = E(Qn(X))
=
n∑
i=1
qi,nE
(
Xi
)
(2.6)
=
n∑
i=1
qi,n(−1)
i
[
dif̂X(s)
dsi
]
s=0
, (2.7)
where f̂X(s) =
∫
e−sxdPX(x) is the Laplace transform of the random variable X. The
approximation of the PDF of X is simply obtained by truncation of the infinite serie in
(2.5). We need to choose a NEF-QVF then a member of the choosen family characterized
by its parameters. These choices are to be made wisely so as to ensure the validity of
the expansion and to reach an acceptable level of accuracy that goes along with an order
of truncation as small as possible. In the light of the expression of the coefficients (2.6),
it seems natural to consider a statistical extension that would lead to a nonparametric
estimator of the probability density function. However, it is of interest to start with
the probabilistic problem as it is the theoretical basis for a statistical application. The
next section shows how to use the orthogonal polynomials and NEF-QVF framework to
approximate ruin probabilities.
3 Application to the ruin problem
3.1 General formula
The ultimate ruin probability in the Cramer-Lundberg ruin model is the survival function
of a geometric compound distributed random variable
M =
N∑
i=1
U Ii , (3.1)
where N is an integer valued random variable having a geometric distribution with pa-
rameter ρ = βµp , and (U
I
i )i∈N∗ is a sequence of independent and identically distributed
nonnegative random variables having CDF FUI (x) =
1
µ
∫ x
0 FU (y)dy. The distribution of
M has an atom at 0 with probability mass P (N = 0) = 1 − ρ. The probability measure
that governs M is
dPM (x) = (1− ρ) δ0(x) + dGM (x), (3.2)
where dGM is the continuous part of the probability measure associated toM which admits
a defective probability density function with respect to the Lebesgue measure. We denote
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by gM the defective probability density function. The ultimate ruin probability is then
obtained by integrating the continuous part as the discrete part vanishes
ψ(u) = P (M > u) =
∫ +∞
u
dGM (x).
Theorem 1. Let ν be an univariate distribution having a probability density function with
respect to the Lebesgue measure, and that generates a NEF-QVF. Let {Qn}n∈N be the
sequence of orthonormal polynomials with respect to ν. If dGMdν ∈ L
2(ν) then
ψ(u) =
+∞∑
n=0
an
∫ +∞
u
Qn(x)dν(x), (3.3)
where {an}n∈N is defined as in (2.7). Recall that an =
∑n
i=1 qi,n(−1)
i
[
diĝM (s)
dsi
]
s=0
and
Qn(x) =
∑n
i=0 qi,nx
i.
Proof. We simply apply Proposition 1 to get the result.
3.2 Approximation with Laguerre polynomials
We derive an approximation for the ultimate ruin probability, using Theorem 1, combined
with truncations of the infinite series (3.3). For K ∈ N, we will denote by
ψK(u) =
K∑
n=0
an
∫ +∞
u
Qn(x)dν(x), (3.4)
the approximated ruin probability with truncation order K. In practice, as the distribution
of M is supported on R+, we will choose the gamma distribution with mean parameter m
and scale parameter r, that is:
dν(x) = fν(x)1R+(x)dλ(x) =
xr−1e−x/m
Γ(r)mr
1R+(x)dλ(x).
The associated orthogonal polynomials are the generalized Laguerre polynomials. By def-
inition, they satisfy the following orthogonality condition∫ +∞
0
Lr−1n (x)L
r−1
m (x)x
r−1e−xdx =
(
n+ r − 1
n
)
δnm.
The polynomials involved in the ruin probability approximation in (3.4) are the generalized
Laguerre polynomials with a slight change in comparison to the definition given in [22],
namely
Qn(x) = (−1)
n
(
n+ r − 1
n
)−1/2
Lr−1n (x/µ). (3.5)
Remark 1. The Laguerre functions are defined in [1] as
ln(x) = e
−x/2Ln(x), x ≥ 0. (3.6)
The application of the Laguerre method consists in representing gM as a Laguerre serie
gM (x) =
+∞∑
n=0
anln(t). (3.7)
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One can note that the representation (3.7) is close to the expansion proposed in this paper,
indeed it is exactly the same if we choose for our expansion r = 1 and m = 2. The difference
lies in the possibility to change the parameter in our expansion. We will see later that the
parametrization is of prime importance.
The defective probability density function associated toGM has the following expression
gM (x) =
+∞∑
n=1
(1− ρ)ρnf∗nUI (x). (3.8)
By Taking the Laplace transform of (3.8), we get
ĝM (s) =
(1− ρ)ρf̂UI (s)
1− ρf̂UI (s)
, (3.9)
with f̂UI (s) =
∫
e−sxfUI (x)dx is the Laplace transform of fUI . The Laplace transform
of the claim size distribution appears in the formula. This fact limits the application to
claim sizes distributions that admit a well defined Laplace transform, namely light-tailed
distributions. We want to mention that this problem might be reconsidered once the study
of the statistical extension will be done. In [17], approximations of the ruin probability in
case of heavy tail claim amounts are derived from the associated nonparametric estimator
computed with simulated data.
3.3 Integrability condition
We illustrate here how the applicability of the method is subject to the parametrization
i.e. the choice of m and r. The parametrization permits in this problem to ensure the
integrability condition. First we define the adjustment coefficient as the unique positive
solution of the so-called Cramer-Lundberg equation
m̂UI (s) =
1
ρ
, (3.10)
where m̂UI (s) =
∫ +∞
0 e
sxfU i(x)dx is the moment generating function of U
I . The integra-
bility condition dGMdν ∈ L
2(dν) is equivalent to∫ +∞
0
gM (x)
2e−x/mx1−rdx <∞. (3.11)
In order to ensure this condition, we need the following results.
Theorem 2. Assume that U I admits a bounded density function and that the equation
(3.10) admits a positive solution, then for all x ≥ 0
gM (x) ≤ C(s0)e
−s0x, (3.12)
with s0 ∈ [0, γ) and C(s0) ≥ 0, where γ is the adjustment coefficient.
Proof. In order to prove the theorem we need the following lemma regarding the survival
function FU of the claim sizes distribution.
Lemma 1. Let U be a non-negative random variable with bounded density function fU .
Assume there exists s0 > 0 such that m̂U (s0) < +∞. Then there exists A(s0) > 0 such
that for all x ≥ 0
FU (x) ≤ A(s0)e
−s0x. (3.13)
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Proof. As m̂U (s0) < +∞, we have
m̂U (s0)− 1 =
∫ +∞
0
(es0x − 1)fU (x)dx
= s0
∫ +∞
0
∫ x
0
es0yfU (x)dydx
= s0
∫ +∞
0
es0yFU (y)dy
≥ s0
∫ x
0
es0yFU (y)dy
≥ FU (x)(e
s0x − 1).
thus, we deduce that ∀x ≥ 0
FU (x) ≤ (m̂U (s0)− 1 + FU (x))e
−s0x. (3.14)
The equation (3.10) is equivalent to
ρm̂U (s) = 1 + sµ. (3.15)
The fact that γ is a solution of the equation (3.10) implies that m̂U (s) < +∞, ∀s0 ∈ [0, γ)
and by application of Lemma 1, we get the following inequality upon the density function
of U I
fUI (x) =
FU (x)
µ
≤ B(s0)e
−s0x. (3.16)
In view of (3.8), it is easily checked that gM satisfies the following defective renewal equa-
tion,
gM (x) = ρ(1− ρ)fUI (x) + ρ
∫ x
0
fUI (x− y)gM (y)dy. (3.17)
We can therefore bound gM as in (3.12),
gM (x) ≤ ρ(1− ρ)fUI (x) +
∫ +∞
0
fUI (x− y)gM (y)dy
≤ ρ(1− ρ)B(s0)e
−s0x +B(s0)e
−s0x
∫ +∞
0
es0ygM (y)dy
= (ρ(1− ρ) + ĝM (−s0))B(s0)e
−s0x
= C(s0)e
−s0x.
The application of Theorem 2 yields a sufficient condition in order to use the polynomial
expansion.
Corollary 1. For 1m < 2γ and r = 1, the integrability condition (3.11) is satisfied.
We note the importance of the choice of the parameter m. The Laguerre method,
briefly described in Remark 1, does not offer the possibility of changing the parameter. In
the next subsection, we shed light on another key aspect of parametrization.
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3.4 On the goodness of the approximation
The approximation is obtained through the truncation of an infinite serie. Obviously, the
higher the order of truncation gets, the better the approximation is. Our goal is to work out
an efficient numerical method that combines high accuracy and small computation time.
We want to minimize the number of coefficients to compute so the coefficients’ sequence
must decrease as fast as possible. First, we assume that dGMdν ∈ L
2(ν) in order to apply
the method. Consequently
<
dGM
dν
,
dGM
dν
>=
+∞∑
n=0
a2n < +∞, (3.18)
and the sequence of coefficients is approaching 0. The question is how fast is the decay?
To answer this question we use generating function theory, just like what is done in [1].
We take the Laplace transform of gM defined as a polynomial expansion.
ĝM (s) =
∫ +∞
0
e−sx
+∞∑
n=0
anQn(x)fµ(x)dx
=
+∞∑
n=0
an
∫ +∞
0
e−sxQn(x)fµ(x)dx.
The orthonormal polynomials {Qn}n∈N are Laguerre’s one
Qn(x) =
(−1)n√(
n+r−1
n
)Lr−1n (xµ
)
, (3.19)
where Lr−1n (x) =
∑n
i=0
(
n+r−1
n−i
) (−x)i
i! , we refer to [22] for this last definition. We then have
ĝM (s) =
+∞∑
n=0
an
∫ +∞
0
e−sx
(−1)n√(
n+r−1
n
)Lr−1n ( xm) xr−1e−x/mΓ(r)mr dx
=
+∞∑
n=0
an
(−1)n√(
n+r−1
n
) ∫ +∞
0
e−sx
n∑
i=0
(
n+ r − 1
n− i
)
(−x)i
i!mr
xr−1e−x/m
Γ(r)mr
dx
=
+∞∑
n=0
an
(−1)n√(
n+r−1
n
) n∑
i=0
(n+ r − 1)!
(n− i)!(r + i− 1)!(r − 1)!i!
(−1)i
∫ +∞
0
e−sx
xr+i−1e−x/m
mr+i
dx
=
+∞∑
n=0
an(−1)
n
√(
n+ r − 1
n
) n∑
i=0
(
n
i
)
(−1)i
∫ +∞
0
e−sx
xr+i−1e−x/m
mr+iΓ(r + i)
dx
=
+∞∑
n=0
an(−1)
n
√(
n+ r − 1
n
) n∑
i=0
(
n
i
)
(−1)i
(
1
sm+ 1
)r+i
=
+∞∑
n=0
an(−1)
n
√(
n+ r − 1
n
)(
1
sm+ 1
)r ( sm
sm+ 1
)n
=
+∞∑
n=0
anIν(n)Gν(s)Hν(s)
n (3.20)
= Gν(s)B(Hν(s)), (3.21)
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where B(z) =
∑+∞
n=0 bnz
n is the generating function of the sequence {bn}n∈N with bn =
Iν(n)an, ∀n ∈ N. The generating function B is expressed with the Laplace transform of
gM via a change of variable, we get
B(z) =
ĝM (H
−1
ν (z))
Gν(H
−1
ν (z))
= (1− z)−rĝM
(
z
m(1− z)
)
. (3.22)
In generating function theory, it is possible to study the decay of a sequence by considering
its radius of convergence. If the radius of convergence of B(z) is greater than one then the
sequence of coefficients admits a decay that is geometrically fast. Non-geometric conver-
gence occurs when B admits a singularity on the unit circle {z : |z| = 1}. The parameters
of the expansion permits to alter the form of the generating function in order to make it
simpler. Sometimes it gets so simple that an exact formula is obtained. The two following
examples may help convince the reader.
Example 1. In [1], several attempts are made to expand PDF when the convergence is
not geometrically fast. One of those cases is the expansion of a simple Gamma PDF, recall
that the PDF is given by
fX(x) =
xα−1e−x/β
βαΓ(α)
, (3.23)
with associated Laplace transform
f̂X(s) =
(
1
1 + βs
)α
. (3.24)
The generating function of the coefficient defined in (3.22) is
B(z) =
mα(1− z)α−r
(m− z(β −m))α
. (3.25)
It is easily check that taking r = α and m = β lead to B(z) = 1. Then a0 = 1 and
an = 0, ∀n ≥ 1.
Example 2. The exact ultimate ruin probability for the classical ruin model is available
in a closed form when the claim sizes are governed by an exponential distribution. In
this particular case, the integrated tail distribution is also an exponential distribution with
the same parameter as the claim amounts. Assume that the claim sizes are exponentially
distributed with parameter δ, the Laplace transform of the defective PDF gM is
ĝM (s) =
ρ
1 + δ(1−ρ)s
. (3.26)
The generating function of the coefficients is then
B(z) =
ρm(1− z)1−r
m− z
(
δ
1−ρ −m
) . (3.27)
It is easily check that taking r = 1 and m = δ1−ρ lead to B(z) = ρ. Then a0 = ρ and
an = 0, ∀n ≥ 1. Thus gM (x) = ρ
1−ρ
δ e
− 1−ρ
δ
x and ψ(u) = ρe−
1−ρ
δ
u which is indeed the exact
ultimate probability in the studied case.
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This two examples shows how to play on the parameters to make the hole thing looks
better. We see that this method is a mathematical tool to perform analytical Laplace
transform inversion. The choice of the parameter is not automatic as one has to look at
the generating function and choose wisely the parameters to have good results. It happens
that the generating function B takes a tedious form which leave us with a difficult calll
regarding the parameters.
3.5 Computation of the coefficients of the expansion
The coefficients are obtained from the derivative of the generating function defined in (3.22)
an =
Iν(n)
n!
[
dn
dzn
B(z)
]
z=0
. (3.28)
Direct evaluation is doable using a computational software program. However if the ex-
pression of B is tedious then one might use an approximation procedure. The derivative
can be expressed via Cauchy contour integral
an =
Iν(n)
2pii
∫
Cr
B(z)
zn+1
dz, (3.29)
where Cr is a circle about the origin of radius 0 < r < 1. We make the change of variable
z = reiw to get
an =
Iν(n)
2pirn
∫ 2pi
0
B(reiw)e−iwdw. (3.30)
The integrals in (3.30) are approximated through a trapezoidal rule
an ≈ an
=
Iν(n)
2pirn
2n∑
j=1
(−1)jℜ(B(repiji/n))
=
Iν(n)
2pirn
B(r) + (−1)nQ(−r) + 2
n∑
j=1
(−1)jℜ(B(repiji/n))
 ,
where ℜ(z) denotes the real part of some complex number z. The goodness of this approx-
imation procedure is widely studied in [1].
4 Numerical illustrations
We analyse the convergence of the sum in our method toward known exact values of
ruin probabilities with gamma distributed claim sizes. For those claim sizes distribution
we have explicit formulas that allow us to assess the accuracy of our approximated ruin
probabilities. The goodness of the approximation depends on the order of truncation K.
Our method also enables us to approximate ruin probabilities in cases that are relevant for
applications but where no formulas are currently available. A comparison is done with the
results obtained with the Fast Fourrier Transform, the scaled Laplace transform inversion
and Panjer’s algorithm. We plot the difference between the exact ruin probability value
and its approximation
∆ψ(u) = ψ(u)− ψApprox(u). (4.1)
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We considerered Γ(α, β) and U [0, 1] distributed claim sizes. Regarding the ruin model set-
tings, we fix a safety loading at 20% which is a standard value. The results are displayed on
Figure 1 and 2 where the claim amount are Γ(1/2, 1/2)-distributed and Γ(3, 1)-distributed.
The generating function of the coefficients does not take a simple form and it is really hard
to choose an optimal parametrization. We then choose r = 1 and m = 1/γ in order
to ensure the convergence. We also set K = 40, which sounds like a good compromise
between accuracy, computation time and numerical difficulties. The Panjer algorithm is
applied in its basic form as we are trying to recover probabilities of a geometric compound
distribution. The distribution of the random variable M , defined in (3.1), is approximated
as follows
P (M = nh) ≈ gn
=
ρ
1− ρf0
n∑
j=1
fjgn−j ∀n ≥ 1, (4.2)
where h is the bandwidth and fj = FUI
(
jh+ h2
)
− FUI
(
jh− h2
)
, ∀j ∈ N. This arithme-
tization design has been recommended in a recent paper [12]. The algorithm is initialized
with g0 = GN (0), where GN is the probability generating function of N also defined in
(3.1). The probability of ultimate ruin is then approximated by
ψ˜(u) = 1−
⌊u/h⌋∑
i=0
gi.
The bandwidth is set to h = 0.01. The scaled Laplace transform technique has been
presented in [17]. The ultimate ruin probability is approximated by
ψα,b(u) =
⌊αe−xlnb⌋∑
k=0
α∑
j=k
(
α
j
)(
j
k
)
(−1)j−kψ̂(jlnb), (4.3)
where ψ̂(s) = 1−ρ
1−ρf̂
UI
(s)
is the Laplace transform of the ruin probability. We set α = 27
and b = 1.25 as it is recommended in [18]. Regarding the Fourier series method, we apply
exactly the procedure described in [21] Chapter 5 Section 5.5. The fast Fourrier transform
offers the best accuracy for the two examples, our method is competitive in comparison to
the two other methods.
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Figure 1: Difference between exact and approximated ruin probabilities for
Γ(1/2, 1/2)-distributed claim sizes
Figure 2: Difference between exact and approximated ruin probabilities for
Γ(3, 1)-distributed claim sizes
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In the case of uniformly distributed claim amounts, we do not have an exact formula
for the ultimate ruin probability. As the fast Fourier transform did a tremendous job on
the two other cases we decide to take the ruin probabilty approximated via the FFT as
a benchmark value to assess the accuracy of the three other methods. We also plot the
ultimate ruin probability obtained with each method, see Figure 3. One can note that the
polynomial expansion give again satisfying results.
Figure 3: Difference between FFT approximation and approximated ruin probabilities
with other method for U [0, 1]-distributed claim sizes
5 Conclusion
Our method provides a very good approximation of the ruin probability when the claim
sizes distribution is light-tailed. We obtained a theoretical result that ensures the validity of
our expansions. As expected, the numerical results show the superiority of the Fourier series
based method in term of accuracy. Nevertheless, our method provides an approximation
of a simple form for the hole ruin function and allows reinjection to derive approximations
of other quantities of interest in ruin theory. Another advantage is the possibility of a
statistical extension that will lead to a nonparametric estimation of ruin probabilities
just like the scaled Laplace transform inversion and maximum entropy methods. The
great results in terms of accuracy are promising and it will be interesting to consider
statistical application. It is also worth noting that this method can be easily adapted to a
multivariate problem. The inversion of a bivariate Laplace transform will be at the center
of a forthcoming paper.
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