Abstract. We establish the existence of small-amplitude uni-and bimodal steady periodic gravity waves with an affine vorticity distribution, using a bifurcation argument that differs slightly from earlier theory. The solutions describe waves with critical layers and an arbitrary number of crests and troughs in each minimal period. An important part of the analysis is a fairly complete description of the local geometry of the so-called kernel equation, and of the small-amplitude solutions. Finally, we investigate the asymptotic behavior of the bifurcating solutions.
Introduction
Up until fairly recently, most authors working with steady water waves have made the assumption that the vorticity (1.1) ω := v x − u y of the velocity field (u, v) vanishes identically. Such waves are known as irrotational, as opposed to rotational waves where ω is allowed to be nonzero. Rotational waves can exhibit more exotic behavior than irrotational ones, including interior stagnation points and critical layers of closed streamlines [10] . Stagnation points correspond to fluid particles that are stationary with respect to the wave, and for irrotational flows this can only occur at a sharp crest [34] . Irrotational waves are mathematically simpler to work with than rotational ones, due to the existence of the velocity potential. The velocity potential is the harmonic conjugate of the stream function, thus enabling the use of tools such as complex analysis, which are typically not available with nonzero vorticity. The survey [31] treats the theory of Stokes waves-an important class of irrotational waves-and the results on the so-called Stokes conjecture for such waves. This conjecture was not fully settled until the appearance of the paper [27] .
Although rotational waves were considered intractable for mathematical analysis, they have long been important in more applied fields because rotational waves are not uncommon in nature: There are many physical effects that can induce rotation in waves, such as wind and thermal or salinity gradients [25] , and rotational waves are also important in wave-current interactions [30] . The first, and still the only known, explicit example of a nontrivial traveling gravity water wave solution to the Euler equations was given in [14] (see also [2] for a more modern treatment) and is rotational; a fact which was only later pointed out by Stokes. Much later came the first existence result for small-amplitude waves with general vorticity distributions [9] . It was not, however, before the pioneering article [4] that large-amplitude waves were constructed, using an extension of the global bifurcation theory of Rabinowitz [28, 16] , leading to renewed interest in rotational waves. A corresponding result on deep water, where the lack of compactness is an obstacle, was established in [18] .
Due to the methods used, neither the waves in [9] nor those in [4] exhibit stagnation. The first waves with a critical layer were constructed in [35] , having constant vorticity. A different approach was used in [7] , allowing for wave profiles with overhang (for which existence is still an open question, with some numerical evidence in the affirmative [32] ). The method of proof for the existence of nontrivial rotational waves is typically bifurcation from parallel flows with a prescribed vorticity distribution. Such parallel flows are described in great detail in [22] .
Other authors have looked at waves with density stratification [13, 17, 36] , waves with compactly supported vorticity [29, 33] , waves with discontinuous vorticity [5] , and waves with a general vorticity distribution and stagnation [23] . An upcoming result also establishes the existence of large-amplitude gravity water waves with a critical layer [6] . This was done in the presence of capillary effects in [24] , using an entirely different formulation.
Of particular interest to us are [11, 12] , which cover small-amplitude waves with an affine vorticity distribution. This is the natural step up from the constant vorticity considered in [35] , and the resulting waves can have an arbitrary number of critical layers [10] .
In this paper, which builds upon [1] , we consider the same setting as in [11] . Small-amplitude solutions with an affine vorticity distribution are found by bifurcating from trivial solutions that depend naturally on three parameters. By using other choices for the bifurcation parameters in our argument, we obtain solution curves and sheets that, in general, do not coincide with those found in [11] . We are led to examine the asymptotic behavior of the bifurcating solutions; in particular for carefully chosen special cases. A complicating factor for our choice of bifurcation parameters is that they require an additional condition on the parameters. This condition can be interpreted as a nondegeneracy condition for the equation governing the dimension of the linearized problem.
Another novel aspect of this work is a fairly complete description of the local geometry of the kernel of the operator appearing in the linearization. This is used to describe the geometry of the solution set near any trivial solution where the linear problem is one-dimensional, and for a class of trivial solutions with a two-dimensional linearized problem. We also show, by explicit construction, that the dimension of the linear problem can become arbitrary large for certain wavenumbers. This opens up the possibility for waves with arbitrarily many modes. Finally, we prove a regularity result, showing that the solutions we find are real analytic.
The outline of the paper is as follows: In Section 2 we formulate the problem and describe the setting in which we will work. Next, Section 3 focuses on the kernel of the linearized operator. Section 4 contains the bifurcation result for a one-dimensional kernel and gives the properties of the resulting bifurcation curves, while the final section, Section 5, covers two-dimensional bifurcation. Some useful derivatives are listed in Appendix A.
The governing equations
We consider pure gravity waves. The fluid motion is assumed to be incompressible and two-dimensional, with the coordinate system oriented so that the x-and y-axes are horizontal and vertical, respectively. The fluid domain is bounded below by a flat bottom, and above by a free surface. Within this setting, our aim is to construct solutions of the steady water-wave problem; that is, to find a surface profile η and a velocity field (u, v), defined in the fluid domain
where d is the depth of the undisturbed fluid, satisfying the Euler equations
in Ω η . The surface profile is assumed to satisfy η > −d, so that the bottom is not exposed to air. In (2.1b) and (2.1c) the quantity p is the pressure, g is the gravitational acceleration, and c is the constant velocity at which the wave travels.
In addition to the equations in (2.1), we impose the boundary conditions
The first two boundary conditions are known as kinematic boundary conditions, and state that there is no flux through the surface or bottom. The dynamic boundary condition in (2.2c) ensures that there is no jump in pressure across the free surface.
We will be searching for periodic waves only, and so we introduce the wavenumber κ > 0, and stipulate that all functions above be 2π/κ-periodic in the horizontal variable.
2.1. Stream function formulation. We now reformulate the water wave problem (2.1)-(2.2) in terms of a potential ψ, called the relative stream function. From incompressibility (2.1a), together with Ω η being simply connected, we know that there exists a function ψ : Ω η → R satisfying
This function is uniquely determined by (u, v), up to a constant.
The kinematic boundary condition (2.2a) is equivalent to ψ x = 0 at y = 0, and so ψ is constant on the bottom. Similarly, we can use (2.2b) to deduce that ψ is constant also on the surface. Next, (2.1b) and (2.1c) can be used to show that {ψ, ∆ψ} = 0, where {·, ·} is the Poisson bracket defined by
Furthermore, by also using the boundary conditions in (2.2), one can infer that the surface Bernoulli equation
holds for some Q ∈ R.
In terms of the stream function, the vorticity is given by
which follows directly from its definition in (1.1). Observe also that ψ is 2π/κ-periodic in the horizontal variable. To see this, note that (x, y) → ψ(x + 2π/κ, y) is also a stream function, taking the same constant values as ψ on the boundary. By uniqueness, they must be identical. The motivation for introducing the stream function is that, for a prescribed vorticity, the preceding equations are in fact equivalent to the steady water-wave problem. A precise statement, taken from [10] , can be found in Proposition 2.1 below. We will use a subscript κ to denote 2π/κ-periodicity in the horizontal variable.
and a prescribed vorticity ω ∈ C 1 κ (Ω η ), the steady water-wave problem (2.1)-(2.2) is equivalent to the stream function formulation
and constants m 0 , m 1 and Q. 2.2. The vorticity distribution. As long as the fluid velocity does not exceed the wave velocity, so there is no stagnation, the vorticity at a point only depends on the value of the stream function at that point. This dependency is described by what is known as the vorticity distribution. Lemma 2.2 (Vorticity distribution [4] ). Suppose that u < c. Then there exists a function γ such that ω = γ(ψ) in Ω η .
A notable consequence of the existence of a vorticity distribution is that Equation (2.3a) is trivially satisfied, because
by the chain rule. Observe also that the condition in Lemma 2.2 is sufficient, but not necessary. By assuming the existence of a vorticity distribution, we will still obtain solutions of the water-wave problem, even if u < c is not satisfied. In fact, the solutions that we will find can exhibit stagnation and critical layers. The introduction of the vorticity distribution is standard for rotational waves, and was used already in [9] .
We shall consider the case where γ is affine. By making a shift of ψ, it is sufficient to consider the case of linear γ. After scaling to unit depth and scaling away the gravitational acceleration, the stream function formulation (2.3) reduces to
where we have introduced the bottom B := {(x, y) : y = 0} and the surface S := {(x, y) : y = 1 + η(x)}. The parameter α in (2.4a) controls the vorticity, and will be assumed to be negative. For positive α, one-dimensional-but not higher-dimensional-bifurcation is possible. More discussion on this can be found in [11] .
Observe now that the system (2.4) makes sense also in less regular function spaces than those specified in Proposition 2.1, and we will therefore allow for less regular (but still classical) solutions. More precisely, we will search for solutions η ∈ C 2,β κ,e (R) and ψ ∈ C 2,β κ,e (Ω η ), where β ∈ (0, 1), and the subscript e signifies the subspace of functions which are even in the horizontal variable. The motivation for working in these Hölder spaces is that Theorem 3.11 then holds. Remark 2.3 (Regularity). Due to Equation (2.4a) and elliptic regularity for the differential operator α − ∆, the stream function ψ is analytic in Ω η . In fact, we show in Theorem 2.5 that this is true even up to the boundary.
2.3.
Trivial solutions and flattening. The solutions of (2.4) that we shall construct will be small perturbations of steady flows that are parallel to the bottom. These parallel flows are the trivial solutions of (2.4), in the sense that η = 0 and the stream function ψ only depends on y. By integrating Equation (2.4a), we arrive at trivial solutions of the form
Our goal is to find nontrivial solutions of (2.4) for certain values of Λ, corresponding to these particular values of Q, m 0 and m 1 . For technical reasons which we will elucidate later in Remark 3.12, it is assumed that (2.7) ψ 0y (1) = −µ|α| 1/2 sin(λ) = 0.
As in (2.7), we will often omit the dependence on Λ in our notation.
The main difficulty with the system (2.4) is that it is a free-boundary problem, which entails that the domain is a priori unknown. There are several ways of fixing the domain. Here, we will use the "naive" flattening transform
giving a bijection from the sets Ω η , B and S ontô
respectively. Using that η ∈ C 2,β κ,e (R), we find that the map G is a C 2,β -diffeomorphism, with inverse given by
If we defineψ onΩ byψ := ψ • G −1 , then (2.4b) and (2.4a) become (2.8)
in the new flattened variables, for which we have the following:
κ,e (R) and ψ ∈ C With the trivial solutions found and the flattening transform introduced, we now elaborate on Remark 2.3. Any solution which is sufficiently close to a trivial solution is in fact analytic, as long as (2.7) holds. The precise statement can be found in Theorem 2.5 below. The assumption on ∂ n ψ holds when Λ satisfies (2.7) andψ is sufficiently close to ψ 0 (·, Λ) in C 2 (Ω).
Proof. We start by showing that η is analytic. For this, we will use the approach taken in [3] , which is to apply [21, Theorem 3.2] . In [3] this was done under the assumption of no stagnation, but it is sufficient to assume that stagnation does not occur on the surface. This corresponds to the Shapiro-Lopatinskiȋ condition for a certain elliptic system.
Let Ω + η be the component of R 2 \ S that does not contain Ω η . Proceed to define the function u :
and the differential operator L by L := α − ∆. Observe that Equations (2.4b) and (2.4d) imply that The final part of the theorem follows because
whereψ s (·, 1) is bounded away from 0 as long asψ is sufficiently close to ψ 0 in C 2 (Ω), due to the assumption that Equation (2.7) holds.
Remark 2.6. Theorem 2.5 is a local result at heart. It is clear from the proof that if ∂ n ψ(x 0 , η(x 0 )) = 0, then η is analytic in a neighborhood of x 0 . This, in turn, implies that ψ extends analytically across the surface near the point (x 0 , η(x 0 )).
Remark 2.7. Recall that the stream function ψ is analytic on Ω η , regardless of whether the condition on ∂ n ψ on the surface in Theorem 2.5 is satisfied. It is worth noting that this implies, through the implicit function theorem, that the streamlines are analytic curves away from stagnation points.
2.4.
The linearized problem. In order to linearize Equation (2.8) around a trivial solution ψ 0 , we writeψ = ψ 0 +φ, and introduce the spaces
We will write w = (η,φ) for elements of X. To capture our assumptions, it is convenient to define the sets
and, to enforce that α < 0 and (2.7) hold,
We now define the map
where ψ 0 is as in Equation (2.5) and Q(Λ) is given in (2.6). In (2.9a), it is understood that the functions ψ 0s andφ s are evaluated at s = 1. It is clear that F is well defined and smooth as a map O × U → Y . We wish to solve the equation
We obtain the linearized problem by taking the partial derivative of F with respect to w at the point (0, Λ). This yields
where it again is understood that the functions are evaluated at s = 1 in (2.11a). By introducing an isomorphism, in Proposition 2.8 below, we can transform D w F into a simpler elliptic operator. For this purpose, definẽ
where we have the inclusion X ⊂X ⊂ Y . We will typically use the letter φ for elements ofX 2 .
Proposition 2.8 (The T isomorphism [11] ). The bounded linear operator T (Λ) :X 2 → X defined by
is an isomorphism of Banach spaces, and the operator
Proof. That T is well defined and an isomorphism is almost immediate. The expression for L(Λ) in (2.12) follows by direct computation.
The kernel and dimensional reduction
Introduce the complex parameter
for nonnegative integers n. This parameter will appear in functions of the form cosh(θ n s) and sinh(θ n s)/θ n , which are always real-valued. We record that
In the event that θ n = 0, we will interpret expressions with θ n as extended by continuity. In particular, sinh(θ n s)/θ n is interpreted as s.
We now describe the kernel of L(Λ), which is directly related to the kernel of D w F(0, λ) through T (Λ), in terms of the above functions. The following proposition is stated, but not proved, in [11] . We include its proof because it is instructive.
A basis for ker L(Λ) is then given by {φ n } n∈M , where
is the finite set of all n ∈ N 0 satisfying the kernel equation
where l(n, α) := θ n coth(θ n ),
Proof. Suppose that φ ∈ ker L(Λ), and expand it in a Fourier series
From L 2 (Λ)φ = 0, we deduce that the coefficients satisfy (3.4) a n (s) − θ 2 n a n (s) = 0, s ∈ (0, 1), while φ| s=0 = 0 and L 1 (Λ)φ = 0 yield the boundary conditions a n (0) = 0, (3.5a)
The general solution of (3.4) with the boundary condition (3.5a) is
for which the Robin condition (3.5b) reduces to
Hence, if B n (and thus a n ) is nonzero, then
must hold. Observe that Equation (3.6) implies that sinh(θ n )/θ n = 0; otherwise we would have cosh(θ n ) = sinh(θ n ) = 0, and therefore exp(θ n ) = 0. Thus, by inserting the definition (2.5) of ψ 0 into Equation (3.6), we arrive at (3.2). This condition is also sufficient for φ n to lie in the kernel. The set M of n ∈ N 0 such that (3.2) holds is finite, because the function l(·, α) is strictly increasing as soon as n ≥ |α| 1/2 /κ.
Remark 3.2. In order to get nontrivial solutions, Λ should be chosen such that 0 / ∈ M (Λ). The function φ 0 , see (3.1), does not depend on x.
The next lemma, inspired by [19, Theorem IV.5.17] , serves to show that the set-valued map M : U → 2 N 0 defined in Proposition 3.1 is upper semicontinuous. This implies that no new solutions of the kernel equation (3.2) can appear if Λ is perturbed slightly.
for all Λ in a neighborhood of Λ * .
Proof. Suppose that this is not the case. Then we can construct a sequence (Λ i ) i∈N converging to Λ * , and a corresponding sequence (n i ) i∈N such that n i / ∈ M (Λ * ) and l(n i , α i ) = r(Λ i ) for all i ∈ N. By the continuity of r at Λ * , the sequence (r(Λ i )) i∈N , and therefore (l(n i , α i )) i∈N , is bounded. This implies that (n i ) i∈N is bounded, so we may assume that it is constant. Thus there is an n / ∈ M (Λ * ) such that l(n, α i ) = r(Λ i ) for all i ∈ N. The boundedness of the sequences now ensures that l(n, ·) is well-defined and continuous at α * . We conclude that l(n, α * ) = r(Λ * ), which contradicts n / ∈ M (Λ * ). We can now use Lemma 3.3 to give a local description of the structure of the kernel equation. This will be useful when describing the solution set of (2.10). See also Figure 1 .
Then we may define
on a neighborhood of (α * , λ * ),
on a neighborhood of λ * , and we have
Proof. By Lemma 3.3 there is a neighborhood of Λ * in which M (Λ) is the set of n i ∈ M (Λ * ) for which l(n i , α) = r(Λ). Observe now that Λ sufficiently close to Λ * we have l(n i , α) = r(Λ) if and
is a nonzero analytic function on a neighborhood of α * . It follows that we may choose the neighborhood of Λ * in such a way that the only intersection of the graphs of the µ i occurs when α = α * .
The bifurcation results in Sections 4 and 5 are valid under the assumption that ker L(Λ) is respectively one-and two-dimensional. Lemma 3.5 below is a general result on the kernel equation (3.2) from [11] , which in particular shows that it is indeed possible to choose Λ ∈ U such that the dimension of the kernel is one or two.
Lemma 3.5 (Kernel equation [11] ).
(i) For every α and any n for which l(n, α) is well-defined there are µ and λ such that n ∈ M (Λ).
Then there are α and µ such that n 1 , n 2 ∈ M (Λ) and any other solution of (3.2) must be smaller than n 1 .
It is, however, the case that higher-dimensional kernels are, in a sense, rare 1 :
Lemma 3.6. Let J be set of all values of α for which there exist λ and µ such that |M (Λ)| ≥ 2. Then the limit points of J are contained in the set
In particular, J consists of isolated points, except possibly those that lie in the set defined in (3.8), and has countable closure.
Proof. The set defined in (3.8) consists precisely of the values of α for which there is at least one n ∈ N 0 such that l(n, α) is not well-defined. Let α be such that it is not in this set. Suppose, to the contrary, that there is a sequence (α i ) i∈N satisfying α i = α for all i ∈ N and which converges to α, with corresponding sequences (n 1,i ) i∈N and (n 2,i ) i∈N such that n 1,i < n 2,i and
for all i ∈ N. We must necessarily have
for all i ∈ N, and so the sequence (n 1,i ) i∈N is bounded. The continuity of l(n, ·) at α for each n ∈ N 0 now implies that (l(n 1,i , α i )) i∈N , and therefore also (l(n 2,i , α i )) i∈N , is bounded. This, in turn, implies that (n 2,i ) i∈N is bounded. By going to a subsequence, we may assume that both (n 1,i ) i∈N and (n 2,i ) i∈N are constant. Thus there are n 1 < n 2 ∈ N 0 such that l(n 1 , α) = l(n 2 , α) and
For later use, we give some explicit examples of one-and two-dimensional kernels for L(Λ). All satisfy r(Λ) = 1, and the two-dimensional examples have been chosen such that θ(n 2 , α) = 0. To simplify the parameters involved, we choose specific values of κ. (i) When κ = 1, µ = 1, α = −1 and λ = π/2, the kernel is one-dimensional, being spanned by
When µ = 1/(3κ), α = −9κ 2 and λ = π/2, the kernel is two-dimensional, with M = {2, 3}.
3.1. Arbitrarily large kernels. We now address a question that was raised in [11] : Do there exist Λ ∈ U such that ker D w F(0, Λ) is at least threedimensional? By also letting the wave number κ vary, this question was answered in the affirmative for dimension three in [12] . In essence, their result says that many two-dimensional kernels can be modified in order to yield a three-dimensional kernel. Here, we use a different approach to find kernels of arbitrary dimension for any κ in a set K that is dense in (0, ∞).
For any α < 0 and λ ∈ (π/2, π), we can obtain r(Λ) = 0 by choosing µ to satisfy
which reduces the kernel equation (3.2) to finding m ∈ N and n ∈ N 0 such that
is satisfied. This can be written in the form
We first consider the case κ = π. Proof. When κ = π and α = −π 2 H/4 for an odd number H ∈ N, (3.9) becomes the Diophantine equation
The size of the kernel then corresponds to the number of representations of H as the sum of two squares. As long as H is not a square number, any such representation has n = 0 (see Remark 3.2).
In order to conclude, we therefore need to find an odd non-square number H such that H has exactly N representations as a sum of squares. By [15 
Some examples of Lemma 3.8 are listed below, for various choices of H in (3.10). The values of H used in second and third example, which are the smallest possible, are not in the form p 2N −1 . They can easily be deduced by using the general formula given in [15] . Let Q + o denote the set of positive rational numbers with odd numerators when reduced to lowest terms. We can then generalize Lemma 3.8 in the following way: Proof. Write κ = πr/s, with r and s coprime. When α = −π 2 r 2 H/4, (3.9) becomes
Choosing H = p 2N −1 for a prime p ∈ 4N + 1, we know that (3.10) has exactly N solutions (m j ,ñ j ) in N 2 . The pairs (m j , n j ) ∈ N 2 defined by 2m j − 1 = r(2m j − 1), n j = sñ j then solve Equation (3.11). Moreover, these are the only solutions: Suppose that (m, n) solves Equation (3.11). Then r | (2m − 1) and s | 2n, by coprimality of r and s. It follows that 2m − 1 = r(2m − 1) and 2n = sn, wherem andn solve n 2 + (2m − 1) 2 = H. Since H is odd,n = 2ñ. Uniqueness in Equation (3.10) now yields the result.
Although we provide kernels of arbitrary dimension in Theorem 3.10, the corresponding triples Λ satisfy r(Λ) = 0, unlike the three-dimensional kernels obtained in [12] . In particular, this means that the two-dimensional bifurcation result in Theorem 5.2 does not apply for the kernels from Theorem 3.10 with N = 2. We remark that an obstacle for higher-dimensional bifurcation is that there are only four parameters to work with, namely Λ and κ. This may be remedied by for instance including surface tension.
An application of Theorem 3.10 is one-dimensional bifurcation with several different wave numbers for fixed Λ. If the set M (Λ) = {n 1 , . . . , n N } is such n i n j for all i = j, we can make restrictions to each X (n i ) and then apply Theorem 4.3. This will yield N different solution curves. Two examples for which the condition on M is fulfilled are H = 725 and H = 3145, corresponding to M = {5, 7, 13} and M = {18, 24, 26, 28}, respectively.
3.2. Lyapunov-Schmidt reduction. Before we can reduce (2.10) to a finite-dimensional problem by applying the Lyapunov-Schmidt reduction, we need the following result from elliptic theory. Letw n := (η φn , φ n ) for n ∈ M (Λ), where φ n and M (Λ) are as in Proposition 3.1. Then the projection
Remark 3.12. That D w F(0, Λ) be Fredholm is the main reason for making the assumption (2.7). When we have equality in (2.7), (2.11a) reduces to
Let Λ * ∈ U be a triple (µ * , α * , λ * ) such that N := |M (Λ * )| ≥ 1. Then Proposition 3.1 says that the pairs
span the kernel of D w F(0, Λ * ). Since the kernel is finite-dimensional, there exists a closed subspace X 0 ⊂ X such that
By Theorem 3.11, we can also decompose Y into the direct sum
where Z := span {w * n } n∈M (Λ * ) , since these are orthogonal complements in the inner product (3.12) on Y . Applying the Lyapunov-Schmidt reduction (see e.g. Kielhöfer [20] ) for these decompositions of X and Y , we obtain the following lemma. if and only if w = w * + ψ(w * , Λ) and w * = n∈M (Λ * ) t n w * n ∈ N solves the finite-dimensional problem
where
The function ψ is smooth, and satisfies ψ(0, Λ) = 0 for all Λ ∈ U , and D w ψ(0, Λ * ) = 0.
One-dimensional bifurcation
We are now in a position to show that a curve of nontrivial solutions of (2.10) bifurcates from each point (0, Λ * ) ∈ X × U where the kernel of D w F(0, Λ * ) is one-dimensional, given that Λ * satisfies an additional technical condition. This condition comes from Lemma 4.1 below.
Lemma 4.1 (Orthogonality). Suppose that n ∈ M (Λ), so that the function φ n given by (3.1) lies in ker L(Λ). Then, ifw n := (η φn , φ n ) is the corresponding basis function of Z, we have
does not depend on n. In particular,
Proof. Recalling (2.12), we find the derivative
Using that φ n (x, s) = cos(nκx) sinh(θ n s)/θ n , we get
by the kernel equation (3.2) and the definition of ψ 0 . Sincew n = (η φn , φ n ), with
we now find
which is (4.1) with A = −πÃ/(κψ 0s (1)).
We will refer to (4.2) cot(λ) = − µ 2 |α| 3/2 2 as the transversality condition, because it corresponds to transversality in the Crandall-Rabinowitz theorem (see [8] or [20] ). Note that all the examples we provided in Example 3.7 satisfy this condition. It is straightforward to check that the transversality condition fails at Λ * ∈ U precisely when µ * (λ * ) = 0 in Theorem 3.4. This means that we can obtain the following by moving slightly along the graph of µ * (see Figure 1 ). Lemma 4.2. Suppose that Λ * = (µ * , α * , λ * ) ∈ U is such that the transversality condition (4.2) fails. Then there are µ, λ ∈ R with Λ = (µ, α * , λ) ∈ U such that the transversality condition holds and M (Λ) = M (Λ * ). The triple Λ can be chosen arbitrarily close to Λ * .
The one-dimensional bifurcation result is an application of the CrandallRabinowitz bifurcation theorem. To clarify the proof of the two-dimensional bifurcation in the next section, we will nonetheless spell out the details of the proof.
Theorem 4.3 (One-dimensional bifurcation).
Suppose that Λ * ∈ U is such that M (Λ * ) = {n} with n ∈ N, and therefore that
where w * = T (Λ * )φ * , with φ * := φ n as in Proposition 3.1. If the transversality condition (4.2) holds, there exists a smooth curve {(w(t), λ(t)) : 0 < |t| < ε} of nontrivial small-amplitude solutions to
These are all the nontrivial solutions of (4.3) in a neighborhood of (0, λ * ) in O × (0, π).
Proof. Using Lemma 3.13, we know that there exists a neighborhood of (0, λ * ) in O × (0, π) for which the equation F(w, µ * , α * , λ) = 0 is equivalent to Φ(t, µ * , α * , λ) = 0, where t ∈ R. From the same lemma we also have the identity Φ(0, Λ) = 0, and hence we can write
is smooth. For nontrivial solutions (t = 0), the equations Φ = 0 and Ψ = 0 are equivalent, whence we need only concern ourselves with the latter equation. We want to apply the implicit function theorem to Ψ, which requires that Ψ(0, Λ * ) = 0 and Ψ λ (0, Λ * ) = 0 (recall that Z is one-dimensional). Now, from (4.5), we find
so these are the derivatives of Φ we need to compute. By the definition of Φ,
and so by evaluating in t = 0, and using the properties of ψ listed in Lemma 3.13, we have
which also yields
We now obtain
because D w ψ(0, Λ * ) = 0 by the last part of Lemma 3.13, and because Π Z projects along ran D w F(0, Λ * ). Similarly,
Note that D w F(0, Λ)w * = L(Λ)T (Λ) −1 w * , and hence
which implies that Equation (4.7) can be written
again using that Π Z projects along ran D w F(0, Λ * ). We can now use Lemma 4.1 to deduce that Ψ λ (0, Λ * ) = Φ tλ (0, Λ * ) = 0, due to the assumption of transversality. Finally, since Ψ(0, Λ * ) = 0 and Ψ λ (0, Λ * ) = 0, we can invoke the implicit function theorem to deduce that there exists an ε > 0 and a smooth function λ : (−ε, ε) → R with λ(0) = λ * such that Ψ(t, µ * , α * , λ(t)) ≡ 0. Moreover, the curve {(t, λ(t)) : |t| < ε} describes all solutions to Ψ(t, µ * , α * , λ) = 0 in a neighborhood of (0, λ * ). The corresponding solution curve to F(w, µ * , α * , λ) = 0 is {(w(t), λ(t)) : |t| < ε}, where w(t) := tw * + ψ(tw * , µ * , α * , λ(t)). It follows thaṫ
and we can conclude, once again using the properties of ψ given in Lemma 3.13, that w(0) = 0 andẇ(0) = w * . Consequently, we obtain (4.4).
If ε is sufficiently small, the waves obtained from Theorem 4.3 are Stokes waves. This can be seen from the asymptotic formula in (4.4).
4.1.
Properties of the bifurcation curve. The one-dimensional bifurcation result in Theorem 4.3 is analogous to [11, Theorem 4.6] , which uses µ instead of λ as the bifurcation parameter. Other than the parameters, the main difference between the theorems is the addition of the transversality condition (4.2) for bifurcation with respect to λ. Here, we will investigate the properties of the solution curves more closely.
The motivation is to understand the solution set of (2.10) better, and in particular to rule out the possibility that the solution curve found here coincides with the one from [11] . The only way this can occur is if λ(t) and µ(t), in the notation of [11] , are constant along the curves. (If they were constant, we would obtain the same solutions by uniqueness in Theorem 4.3.) Proposition 4.4 shows that we need to consider at least second-order properties of the bifurcation curve in order to achieve this. Proof. We adopt the notation used in the proof of Theorem 4.3. Differentiation of the identity Ψ(t, µ * , α * , λ(t)) = 0, and evaluation at t = 0, yields the equation
for the derivative of λ at the origin. From (4.7) and the discussion immediately after, we know that
which means that (4.8) uniquely determinesλ(0). However, we still need to compute Ψ t (0, Λ * ).
From (4.5), we obtain
and differentiation in Equation (4.6) leads to
Hence, by using the properties of ψ given in Lemma 3.13, and using that Π Z projects along the range of D w F(0, Λ * ), we find (4.10)
Using Equations (4.8) to (4.10) and the formula (3.13) for Π Z given in Theorem 3.11, we now find
and so it is sufficient to show that the numerator, (4.12)
vanishes. Since w * = T (Λ * )φ * with φ * being a separable function of x and s, so is η * . Moreover, we see from Equation (3.1) that their xdependence is through cos(nκx). Thus each term in D 2 w F 1 (0, Λ * )(w * ) 2 and D 2 w F 1 (0, Λ * )(w * ) 2 has an x-dependence of the form sin a (nκx) cos b (nκx) with a + b = 2 (see the derivatives listed in Appendix A). It follows that we will be integrating terms whose x-dependence is sin a (nκx) cos b (nκx) with a + b = 3 in (4.12), and therefore that the numerator in (4.11) vanishes.
Remark 4.5. Equation (4.11) also holds if µ is substituted for λ. Since the proof of Proposition 4.4 only depends on the fact that the numerator in (4.11) vanishes, we can conclude that one also hasμ(0) = 0 when using µ as the bifurcation parameter.
To consider the question of second-order behavior of the solution curve, let us return to the expression forẇ we found in the one-dimensional bifurcation result Theorem 4.3, namely
where D w ψ and ψ λ are evaluated at (tw * , µ * , α * , λ(t)). Taking another derivative in (4.13) yields
This simplifies significantly at t = 0. An expression forλ(0) can also be found, akin to how (4.11) was derived. The details are omitted, see for instance [20, Section I.6] .
Proposition 4.6 (Second derivatives). Under the hypothesis of Theorem 4.3, we haveẅ
and
for the solution curve (w(t), λ(t)).
Proof forẅ(0). In view of Lemma 3.13, we have that ψ(0, Λ) = 0 for all Λ in an open neighborhood of Λ * , and thus ψ λ (0, Λ * ) is zero. Finally, the second and third terms in (4.14) vanish due to Proposition 4.4.
Remark 4.7. The expression forμ(0) can be obtained by simply substituting µ for λ in the expression forλ(0). From this, it follows thaẗ
In particular, this implies thatλ(0) andμ(0) must have either the same or opposite sign, depending on the sign of µ and which "side" of the transversality condition (4.2) Λ * is on.
We now give a more transparent description of D 2 w ψ(0, Λ * )(w * ) 2 , which Proposition 4.6 shows is required for computing bothẅ(0) andλ(0).
and let ζ ∈ C 2,β κ,e (Ω) be such that
where the coefficients a 0 and a 2 solve the boundary value problems (4.16)
Proof. That D 2 w F(0, Λ * )(w * ) 2 can always be written as in (4.15) can be deduced from the expressions for the derivatives of F listed in Appendix A.
The function ψ satisfies the identity
for sufficiently small t. If we take two derivatives of this equation and evaluate at t = 0 we obtain the equation
Since we established in the proof of Proposition 4.4 that D 2 w F(0, Λ * )(w * ) 2 lies in the range of D w F(0, Λ * ), and since Π Z projects along ran D w F(0, Λ * ), this implies that
which uniquely determines D 2 w ψ(0, Λ * )(w * ) 2 . If we now introduce the function ζ ∈X 2 by
then Equation (4.17) can be written
Utilizing (2.12), this proves the lemma.
Due to the form of w * and the expressions for the derivatives of F in Appendix A, we know that the coefficients a 0 and a 2 in Lemma 4.8 are polynomials in s, sinh(θ jn s)/θ jn and cosh(θ jn s) for j = 0, 1, 2. They can, with some effort, be computed explicitly using a computer algebra system. However, the general expressions are much too long to perform any useful analysis of the second derivatives. We will therefore content ourselves with presenting the result for the first special case of Example 3.7, which was constructed specifically to make φ * and ψ 0 as simple as possible. This, in turn, yields particularly simple a 0 and a 2 .
Theorem 4.9 (Special case). When κ = 1 and Λ * = (1, −1, π/2), the functions a 0 and a 2 are given by
respectively. This yields
In particular, λ is not constant along the bifurcation curve, which therefore does not coincide with the one found in [11] .
Proof. The kernel of L(Λ * ) is spanned by cos(x)s, and moreover ψ 0 (s) = − sin(s − 1). One may check that for this special case, the coefficients in Equation (4.15) are given by
It follows by direct verification that the functions a 0 and a 2 in (4.18) solve the boundary value problems in (4.16). Finally, a long (but direct) computation from the expression forλ(0) in Proposition 4.6 yields (4.19).
For the same special case as in Theorem 4.9, we can consider bifurcation from other points on the graph of the associated function µ * that was introduced in Theorem 3.4. One may verify that the numerator in the Figure 2 . The solution curves emanating from the graph of µ * , making up the solution set of Ψ = 0 when α is fixed. The specific point used in Theorem 4.9 can be found to the left of where the transversality condition fails.
expression forλ(0) in Proposition 4.6 is negative on the entire graph of µ * . This means that, locally, the solution set of the function Ψ from the proof of Theorem 4.3 looks qualitatively like the surface shown in Figure 2 , when α is fixed. Recall that the transversality condition corresponds to µ * = 0, and observe thatλ(0) changes sign when this condition fails.
We remark that for some other choices of κ and Λ the numerator does change sign on the graph of µ * . It follows that Figure 2 does not, in general, tell the whole story. Suppose that we have such a point, and that M (Λ * ) = {n}. Then Theorem 3.4 tells us that there is a neighborhood of Λ * in which
This allows us to invoke [11, Theorem 4.6] on each point on the graph of µ 1 , obtaining a family of solution curves. These are, in fact, all the nontrivial solutions near (0, Λ * ):
Theorem 4.10 (Local description). The above family S of solution curves bifurcating from points (0, µ 1 (α, λ), α, λ) for (α, λ) in a neighborhood of (α * , λ * ) contains all nontrivial solutions of Equation (2.10) in a neighborhood of (0, Λ * ) in X × U.
Proof. For each Λ = (µ 1 (α, λ), α, λ) we have uniqueness in a set
in the sense that all nontrivial solutions in U (Λ) are given by the solution curve obtained in [11, Theorem 4.6] . Due to the regularity of the problem, and by possibly shrinking the neighborhood of (α * , λ * ), we can assume that 
of (0, Λ * ), see Figure 3 .
Remark 4.11. We mentioned above that the same procedure can be performed using Theorem 4.3 instead of [11, Theorem 4.6] when the transversality condition is fulfilled. The implication is that, locally, the same solutions can be found through bifurcation with either µ or λ. It is not clear whether this is still the case for possible global solution curves.
Two-dimensional bifurcation
For two-dimensional bifurcation we will use α as the second bifurcation parameter. We therefore need the following analogue of Lemma 4.1 for the parameter α.
Lemma 5.1. Suppose that φ n ∈ ker L(Λ), where φ n is as defined in (3.1). Then, ifw n = (η φn , φ n ) is the corresponding basis function of Z, we have
and f is defined by
Suppose that M (Λ * ) = {n 1 , n 2 }, where n 1 < n 2 , and that Λ * satisfies the transversality condition (4.2) (which also appears for two-dimensional bifurcation). Denote the subspace of X consisting of functions that have wavenumber nκ in the horizontal variable by X (n) . Then ker L(Λ * )| X (n 2 ) = span {φ * n 2 }. Using the local description from Section 4.2, we obtain the set S (n 2 ) of all nontrivial solutions of (2.10) in a neighborhood of (0, Λ * ) in X (n 2 ) × U. Similarly, under the condition that n 1 n 2 , the kernel of L(Λ)| X (n 1 ) is spanned by φ * n 1 , and we obtain the set S (n 1 ) of all nontrivial solutions in a neighborhood of (0, Λ * ) in X (n 1 ) × U. The next result describes bimodal solutions near (0, Λ * ), which are neither in S (n 1 ) nor in S (n 2 ) .
As mentioned before Lemma 5.1, we will use α as the second bifurcation parameter. Hence, we will look for solutions of the equation
for w ∈ O and (µ * , α, λ) ∈ U. Let therefore, for j ∈ {1, 2}, the set S
Theorem 5.2 (Two-dimensional bifurcation). Suppose that Λ * ∈ U is such that the transversality condition (4.2) holds, and that
, with 1 ≤ n 1 < n 2 and φ * j := φ * n j as in Proposition 3.1. Furthermore, suppose that either r(Λ * ) / ∈ {0, 1} or θ(n 2 , α * ) = 0 (in which case r(Λ * ) = 1).
(i) If n 1 n 2 , there exists a smooth family of nontrivial small-amplitude solutions
In a neighborhood of (0,
captures all nontrivial solutions of (5.1). (ii) Let 0 < δ < 1. If n 1 | n 2 , there exists a smooth family of nontrivial small-amplitude solutions
Proof. The Lyapunov-Schmidt reduction in Lemma 3.13 tells us that there is a neighborhood of (0, Λ * ) in X × U in which (2.10) is equivalent to the equation Φ(t 1 , t 2 , Λ) = 0, where
If we let Π j denote the projection onto the span ofw * j along the image of L(Λ * ), then
is nonzero. The inner products appearing in this determinant have already been computed in Lemma 4.1 and Lemma 5.1. Using these, and elementary properties of determinants, we have
Observe that of θ n 1 and θ n 2 , only θ n 2 can vanish. Suppose for the moment that also θ n 2 = 0. Then
whence the determinant in Equation (5.8) can be written as
where A is nonzero due to the assumption of transversality. Hence, we immediately see that C is nonzero if and only if r(Λ * ) / ∈ {0, 1}. A similar computation shows that
when θ n 2 = 0. This concludes the proof of part (i). Next, we move on to case (ii), where n 1 | n 2 . We still find that
for all t 2 and Λ, and so we can introduce
as before; only now written using the polar coordinates (t 1 , t 2 ) = re iv (identifying C and R 2 ). Then Φ 1 = t 1 Ψ 1 . For Φ 2 , the corresponding identity in (5.5) is no longer true in general, but we still have Φ 2 (0, 0, Λ) = 0. We therefore introduce Ψ 2 through
which yields Φ 2 = rΨ 2 . Like for case (i), the solutions of Φ(0, t 2 , Λ) = 0 near (0, Λ * ) for t 2 = 0 correspond to solutions in S (n 2 ) . When t 1 = 0, also r = 0, and so (5.4) is equivalent to the problem
which we will now consider. Again, we will use the implicit function theorem to find solutions with µ = µ * . Due to similar computations as those for case (i), we have
for all v and β = α, λ. To find the derivatives of Ψ 2 , note that
and so (5.10)
where we have used that cos(n 1 κx) and cos(n 2 κx) are orthogonal in L 2 κ (R). From the preceding, we see that the derivative D (α,λ) (Ψ 1 , Ψ 2 )(0, v, Λ * ) is invertible if and only if the determinant
is nonzero, where C is the determinant introduced in (5.8). We know that C = 0 under the assumptions of the theorem, so we can apply the implicit function theorem at (0, v) if sin(v) = 0. This can be done uniformly in v as long as sin(v) is bounded away from zero.
Remark 5.3. In case (i), the surface profiles in S µ * \ ∪ j S (n j ) µ * have multiple crests and troughs in each minimal period, at least when (t 1 , t 2 ) is sufficiently small. This follows from the asymptotic formula in (5.2).
Remark 5.4. Observe that the second special case listed in Example 3.7 has n 1 | n 2 , while the third has n 1 n 2 . They therefore fall into different cases in Theorem 5.2.
5.1. Properties of the bifurcation sheet. We will now present some properties of the sheets of solutions that were found in the two-dimensional bifurcation result, Theorem 5.2, following the lines of Section 4.1. The main purpose of this is to show that these sheets, found by bifurcating with respect to λ and α, do not, in general, coincide with the sheets found in [11, Theorem 4.8] . Like for one-dimensional bifurcation, Theorem 5.2 differs from the one in [11] by the use of λ instead of µ, and the addition of the transversality condition (4.2).
The first step towards showing that the sheets differ is Proposition 5.5, which is the two-dimensional counterpart of Proposition 4.4. • In case (i), the solutions satisfy ∇α(0, 0) = ∇λ(0, 0) = 0.
• In case (ii), we have α r (0, v) = λ r (0, v) = 0, as long as n 2 = 2n 1 .
Proof. The proof for case (i) is a simpler variant of that for case (ii), so we focus on the latter. By definition of α and λ, we have the identity for i, j, l = 1, 2. Using orthogonality in L 2 κ (R), like in the proof Proposition 4.4, one can show that the derivatives in Equation (5.13) are zero, except possibly when n l = n i + n j or n l = |n i − n j |. This is only the case when n 2 = 2n 1 and either i = j = 1 and l = 2 or i = j and l = 1.
We now show that α r (0, v) and λ r (0, v) can indeed be nonzero when n 2 = 2n 1 , which is not covered by Proposition 5.5, by considering the second special case listed in Example 3.7. Proposition 5.6 shows that the sheets obtained in Theorem 5.2 are, in general, not the same as those obtained in [11] -at least when n 2 = 2n 1 .
Local description of solutions.
We finish by using [11, Theorem 4.8] to prove a two-dimensional version of Theorem 4.10, describing all nontrivial solutions in a neighborhood of a point falling into case (i). Let therefore Λ * ∈ U be such that M (Λ * ) = {n 1 , n 2 } with n 1 < n 2 and n 1 n 2 , and such that either r(Λ * ) / ∈ {0, 1} or θ(n 2 , α * ) = 0. Proceeding as in Section 4.2, we use Theorem 3.4 to conclude that there is a neighborhood of Λ in which
We may now apply [11, Theorem 4.8] to each point on the graph of µ * (where r(Λ) = r(Λ * ) and α = α * ), obtaining a family S of bifurcating solution sheets. In addition, one has the solutions in S (n 1 ) and S (n 2 ) , which were described before Theorem 5.2. These are all the nontrivial solutions near (0, Λ * ). We omit the proof, which is essentially the same as for Theorem 4.10.
Theorem 5.7 (Local description). The family S of solution sheets bifurcating from points (0, µ * (λ), α * , λ) for λ in a neighborhood of λ * , together with the families S (n 1 ) and S (n 2 ) , constitutes all nontrivial solutions in a neighborhood of (0, Λ * ) in X × U.
Remark 5.8. We could alternatively have used Theorem 5.2 at points where the transversality condition is fulfilled. It follows that, locally, the same solutions can be found through bifurcation with either µ or λ.
Appendix A. Derivatives of F
The purpose of this appendix is simply to record the derivatives of F with respect to w at (0, Λ), up to the third order. These are used to obtain derivatives of the bifurcation curves from Theorem 4.3 and the bifurcation sheets from Theorem 5.2.
We have 
