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Abstract—Identification of power system modal oscillation 
damping in frequency has become more feasible through angle 
measurements and communication systems. Frequency domain 
estimation provides reasonable estimates of these parameters if 
given very long estimates and the modes are well separated. This 
paper shows how the estimation is improved if the modes are 
decoupled as part of the estimation process. The results show 
good performance compare to a key previous method. 
Index Terms—Power System Dynamics, Identification , 
Frequency domain, iteration 
I.  INTRODUCTION 
he task of identification of the modal frequencies and 
damping has long been an aim in multimachine power 
systems [1]. The initial studies showed that time domain 
techniques such as Prony’s method could be applied to the 
ring down from major transients [2].  It was found that the 
quality of the identification was limited when there was 
significant noise in the measurements. Changing the effective 
sample rate can help reduce the noise effect [3]. These time 
domain techniques were extended to examine the case of 
identification of the variations for continual customer load 
variations [4] [5].    The approaches still tended to be in time 
domain analysis seeking better identification [6][7]. The 
spectral domain has also been investigated but tended to show 
reduced performance for closely spaced modes [8],[9]. 
However the analysis approach in [11] using the tools in [12]  
showed how close identification can be to theoretical limits.  
The bounds on identification in additive noise are well known 
when the noise is white [12]. When the noise is from 
autocorrelation sequences in power systems the issue of 
closely spaced modes remains unless there are opportunities 
for identification using a tailored probing signal[13] . The 
quality of identification is important for high quality estimates 
from the shorted practical length signal. This paper develops 
an iterative frequency domain process which is found to 
exceed the performance of [14] in the noise process found in 
ambient power system data.  
II.  BASIS OF ANALYSIS 
The measurements of interarea modes can be available in 
multiple sites. Some of the sites may be stronger in one mode 
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than another. The simplest representation of the interarea 
modes is as classical machine models. The details of the 
specific aspects of machine characteristics are not visible 
when the aggregate response of the system is being observed. 
This model is used to characterize small signal measurements 
of the interarea modes and not predict them, so the model 
only needs to represent a set of coupled oscillatory systems. 
When the measurement sites are selected such that only 
interarea modes are visible, with one measurement in each 
area, the responses can be characterized for a 3 area system in 
terms of (1) where it is assumed without loss of generality that 
the measurements are the system states. This model is 
particularly useful to characterize the system response when 
phasor measurements are made of the bus at the center of area 
of the area modes [15].  
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For the three area problem here are typically two poorly 
damped interarea oscillations and a common mode which 
describes the net frequency changes. Each of these modes is 
decoupled and can be represented as 
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 (2) 
The precise nature of the common mode is less critical than 
the other. The key issue is that there is a invertible mapping 
between the state representations 
vv Tm δ=  
When observing the system oscillations a reasonable 
approximation to the spectral characteristics of the mode 
states can be determined once the system poles are identified. 
Taking the customer load as the integral of white noise then 
the autocorrelation of the derivative of angles can be 
represented as white noise driving the system. Once the poles 
of the system are identified, the spectrum of the all pole 
description of mode one can be defined and the spectrum of 
the derivative of mode one can be found by operating at each 
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frequency over the range of interest by ωj . Applying this 
concept for all mode components the spectral description of 
vm can be found. From measurements of the angles the 
spectral description of the autocorrelation of the derivative of 
vδ  can be found.  
Appropriately defining the matrices of row vectors, we get the 
relation 
)()( ωω vv TM=∆         (3) 
Provided that both )(ωvM    and  )(ωv∆   are spectrally 
rich the transformation matrix T can be found from least 
squares or by the matlab operation vv MT /∆= . 
Unfortunately this tends to result in a transformation process 
which gives a complex matrix T while we want to constrain 
the solution to be real. Expressing the relation in real and 
imaginary terms we get 
( ) ( )irir jMMTj +=∆+∆         (4) 
[ ] [ ]irir MMT=∆∆  and T can be solved as  
[ ] [ ]irir MMT /∆∆=           (5) 
 
The numerical properties of the solution can be improved by 
an initial step of approximating the common mode term and 
subtracting from the angle measurements. Even using the 
average of all the area angles as an approximate common 
mode term to subtract from the angle measurements will 
assist.  
 
A.  Decoupling 
Given the set of initial angle measurements the poles of the 
electromechanical mode can be evaluated using a frequency 
domain fitting process. The matlab function invfreqs can be 
used for a single measurement. When multiple measurement 
are used an extension of the function is required to look for 
the one set of poles which fit across all measurements.  
From this the spectra for the electromechanical modes, the 
common mode and their derivatives can be formed over the 
range of frequencies of interest. One difficulty is that where 
some modes are small through high damping or low excitation 
of the mode or measurements which respond poorly to the 
mode. In this case the initial identification of the mode , 
particularly in its damping coefficient , can be poor. The idea 
is to use an approximation of the modes to form the 
approximate transformation matrix T and to infer a better 
decoupled set of measurements  
)()( ωω vv TZ ∆=          (6) 
There can still be some cross coupling of modes in the 
measurement set Z but typically they will be small. The new 
measurement  )(ωvZ  or the corresponding time domain 
signal zv(t) are a linear combination of the original 
measurements.  
The identification of the modes can proceed with less 
interference between modes and typically higher estimation 
accuracy. This in turn can yield an improved estimate of the 
transformation matrix and hence an improved decoupling. 
Overall the process yields improved mode estimates with 
convergence in 3 to 10 iterations in the examples studied. The 
better the initial decoupling and equality of size of modes the 
faster the convergence.  
 
One stage of an approximate decoupling was reported in [16] 
based on direct estimates of the eigenvectors of a multimode 
system. While some improvement was seen there was not 
perfect decoupling in one step and iteration was not 
considered. The process reported here does not impose the 
eigenvector structure on the transformation “T” between 
measurements and modes, but rather uses the spectral 
properties directly.  
 
 
B.  Discrete Sampling 
The discussion above treats the measurements as continuous 
time while in practice we are dealing with sampled data; 
sampled autocorrelations with spectra given from a FFT. In 
this case if the mode spectral estimates are given by a bode 
function they can never perfectly match the actual data which 
has symmetry of the FFT around the Nyquist frequency. An 
improvement in the estimation process is to create the mode 
spectra from the pole frequency and damping estimates as 
though the continuous time system were sampled at the rate of 
the measurements. In the following examples we only 
implement frequency folding from the first sampling term and 
ignore the higher frequency folding. This means that the bode 
for the continuous pole parameters is )(ωcH . The 
approximate discrete version is thus  
)2()()( ωπωω −+≈ sccd fHHH       (7) 
 
C.  Available Measurements 
The above transformation assumes we have a time domain 
record of the angles and velocities and the modes from which 
to learn the transformation. In practice the autocorrelation of 
the separate modes can be inferred giving an equivalent 
impulse response in position terms. The velocity component 
can be formed from ωj  times the spectrum of the mode 
angle. The autocorrelation of machine angle 1 with respect to 
the approximate center of area angle yields a signal which 
combines the frequencies from multiple modes. We need to 
retain the correct phase relation between the different 
machine angles thus we need to correlate all angle and 
velocity signals with as common reference signal. The main 
issue is to choose a common signal which contains 
components of all modes such that the cross correlation will 
retain the information of all modes.  For particular cases 
selection or synthesis of the correct signal can be found from 
the spectrum of angles wrt COA where we aim for signals 
which have the strongest resresentation of the smallest 
magnitude mode .  
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In many cases it is easy to approximate the COA even if 
precise inertia terms are not present. In that case we are 
looking for a transform between the mode states and the 
position and velocity states wrt COA. For the three machine 
case there are two modes which can be approximately 
identified. From there the spectrum of the modes and the 
mode derivatives can be created. The measurement of the 
three angles and velocities wrt the COA can be formed but we 
want to retain only 4 measurements so that a square invertible 
transformation can be determined. Thus two of the angle 
terms are selected as showing the full desired set of modes 
with the greatest initial decoupling of modes.  
 
 
Weighted solution 
The velocity states tend to have the largest amplitude and in a 
simple least squares fit can make high frequency terms 
dominate. A simple scaling of all frequency states reduces this 
factor. A more precise weighting can be determined as a 
function of frequency. If these terms are placed on the 
diagonal of a matrix W the solution in (5) becomes  
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Algorithm 
The steps in the algorithm are  
1. first to remove the center of area from the angle 
measurements (low noise) 
2. form the velocity measurements by differentiation of 
the angle signals  
3. select a measurement set which most fully represents 
the sought modes 
4. cross correlate all measurements to the reference 
signal using an exponential window 
5. find the spectrum of these measurements 
6. select the weighting in frequency domain to represent 
the confidence in the measurements 
7. form a multisite frequency domain fit to the current 
version of the decoupled signals 
8. from the mode denominator form each of the 
reference mode spectra and velocity spectra 
9. form the weighted estimate of the transformation T 
10. observe the change in the estimates and go back to 
step 7 if still varying 
D.  Example 
 
When we have well spaced modes and poor damping then the 
identification of modes is straightforward. The greatest 
difficulty in the evaluation of components lies in the case 
where we have well damped modes close in frequency to 
poorly damped modes. For the case here we studied a four 
machine problem strung in line with impedance between as 
seen in Fig 1. 
X=.015
X=.018
J1=10
J2=16 J3=14 J4=4.5
X=.02
 
Fig 1 Example System 
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Fig 2  Original measurements (Magnitude) 
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Fig 3  Original measurements (Angle) 
 
    1)  After 5 step of decoupling 
The process of decoupling find the transformation to obtain 
the best linear combination of modes such that they closely 
resemble the measurements  
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Fig 4 Quality of Fit after 5 iteration (magnitude  of modes) 
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Fig 5 Quality of Fit after 5 iteration (angle  of modes) 
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Fig 6 Variation in the Real component of estimates compared with model 
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Fig 7 Variation in the Imaginary component of estimates compared with model 
 
There was little improvement in the frequency estimates of 
the major modes but the damping estimate is seen to improve 
most for the smallest best damped modes.  
 
E.  Australian East Coast Data 
Angle monitor sites have been operated by QUT for 4 years at 
the major load/generation centers of Brisbane Melbourne 
Sydney and Adelaide (sites B M S A). There are three major 
interarea modes and from the angle data the frequencies and 
damping can be evaluated. The initial evaluation method was 
using the cross and autocorrelation of the angle differences 
with respect to center of area. The multisite frequency domain 
transfer functions were used to identify the denominator of 
the common transfer function. The difficulty is that one of the 
modes is more likely to be poorly estimated since it does not 
show up strongly in any of the measurements. The aim of the 
processing was to seek a decoupling such that the frequency 
domain identification was less affected by close modes and 
dominant modes.  
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Fig 8 Spectrum found from cross correlated angle data  
 
The process of identification was from auto and cross 
correlation of the angle measurements from each site in a 
center of area framework. Spectrum of the measurements 
reflect the system poles as found in tools such as [6]. The 
process used here was multisite fitting of the the frequency 
domain data extending the Matlab tool invfreqs. The process 
seeks an iterative weighted least squares fit with common 
poles and different zeros across the available sites.  The 
eigenvalues originally fitted found the major frequencies at 
1.8 r/s and 2.8r/s well, but the quality of the detection of the 
3.65 term was worse. The final fit showed that the signal 
“fit1” to the highest frequency shows multiple components 
The visibility of the extra term is enhanced but is still not 
totally decoupled since the actual data contains terms other 
than the specified three frequencies. The residual error shows 
the remaining imperfections of the actual data.  
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Fig 9 magnitude Spectrum of the mode estimates (ang) and the decoupled 
measurements 
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Fig 10 Angle Spectrum of the mode estimates (ang) and the decoupled 
measurements 
 
 
 
 
Fig 11 Variation of damping estimates with iteration  
 
III.  COMPARISON 
For comparison with other approaches, the method of [10] 
based on tools in [11] is used as it is close to the theoretical 
bound under ideal conditions. The system consists of two 
poles that are close in frequency and two measurements with 
different levels of the two modes. The graph in Fig 12 shows 
that the 6.28 and 6.91 rad/sec are not visibly separated. This is 
particularly true because of the good damping and low 
magnitude of the higher frequency mode. The comparison is 
also made with the direct multisite frequency domain fitting. 
The major variance of the estimates arises from using a finite 
length of the auto and cross correlation signals. The short 
term correlation acts of coloured noise which varies with each 
sample fit. These fits are based on 30min length signals re-
estimated every 5 min. If the loads that occurred in this 
segment of time showed a stronger than normal contribution 
at the system frequencies this shows up as lower damping 
parameter. If the load shows lower than normal contributions 
the estimates wil show higher damping. When the changes in 
customer loads are short term unpredictable then the central 
limit theorem will tend to show the composite load as the 
integral of white noise with a Gaussian distribution. It does 
appear that many composite loads have a few larger load 
components that tend to make these assumptions less valid. 
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Fig 12 Bode magnitude of the two ideal measurments 
The comparison in fig 13 is made between the actual system 
frequency (Act), the basic frequency domain fitting (INVF), 
one step of decoupling (Iter1) and ten steps of iteration (Iter 
10). The other signal labeled (KT) is derived from the work in 
[10].  
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Fig 13 Frequency estimates for 4 methods 
 
 
TABLE 2 
VARIANCE COMPARISON FOR REAL AND IMAGINERY COMPONENTS OF MODES 
#1 AND #2 
 
 Real #1 Real #2 Imag #1 Imag #2 
Invfreq 0.0573 0.0165 0.0484 0.0191 
From[10] 0.0196 0.0404 0.0481 0.0127 
Iter 1 0.0132 0.0092 0.0193 0.0056 
Iter 10 0.0148 0.0070 0.0203 0.0045 
 
The table shows the relative variance of the estimates of the 
real and imaginery components of the two poles for the 4 
methods being used. This example was chosen to be a 
difficult case and shows that generally the method of [10] is 
better than direct frequency domain fitting (Invfreq). If one 
step of the decoupling iteration developed in this paper is 
applied, there can be substantial reduction in the estimate 
variances. Some further improvement is possible with 10 
steps of iteration. 
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As seen in many other cases the variance of the frequency 
estimates is usually lower than the variance of the damping 
signal.  
 
IV.  CONCLUSIONS 
The use of ambient power system disturbances as a tool for 
estimation of power system modes can be enhanced through 
the use of multiple measurements. This paper describes how 
modes that are difficult to detect from any one site, or using 
multisite frequency domain fitting can be improved through 
the use of an iterative decoupling process. The results show 
benefits compared to some existing tools.  
The paper shows the quality of the estimates using synthetic 
data and the applicability of the process through use of modal 
extraction from measurements on the Australian connected 
system.   
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