Brian Culis (2005) in his paper makes an attempt to solve the nearest correlation matrix problem by using the Bregman matrix divergence and the von Neumann matrix divergence. Presently, we are concerned with the method (suggested by Culis) that uses the von Neumann divergence. 
R
is the R obtained finally through the above iterative procedure.
The computational issues are a little involved in obtaining the logarithm of is (the diagonal) matrix of eigenvalues of A. Accordingly,
V is the matrix of eigenvectors and Λ is the matrix of eigenvalues of ( ) k R and similarly
where V is the matrix of eigenvectors and Λ is the matrix of eigenvalues of Krisnamurthy & Sen, 1976) .
What if one (or more) of the eigenvalues of ( ) k R is either zero or negative?. The nearest correlation matrix problem is often associated with finding the nearest (positive semi-definite) matrix R from a given Q, which is a non-positive-definite matrix (see Rebonato & Jäckel, 1999; Higham, 2002; Anjos et al., 2003; Grubisic & Pietersz, 2004; Pietersz, & Groenen, 2004; Mishra, , 2007 . By being a non-positive-definite matrix, Q will obviously have (at least) one of its eigenvalues negative. In that case, it would not be possible to obtain the logarithm of that (negative) eigenvalue and consequently ( ) An illustrative example will make the issue more clear. We take the matrix from Higham (2002) . This matrix is a non-positive-definite matrix of order 3; 
1.000000 1.000000 0.000000 ; 1.000000 1.000000 1.000000 0.000000 1.000000 1.000000
It may be seen that neither Q 1 nor Q 1 +Q 2 have unitary diagonals; but Q 1 +Q 2 +Q 3 matrix has this property. The reason is that the third eigenvalue is negative which plays the role. Addition of Q 3 to Q 1 +Q 2 brings all diagonals of Q 1 +Q 2 +Q 3 matrix to make unity.
It is needed, therefore, that the elements of the Q 1 + Q 2 matrix are adjusted such that its diagonals are all unity (and they sum up to the order, 3). A similar job is done by the von Neumann divergence suggested by Culis (with an adjustment, suggested by us, that for negative eigenvalues we set log( ) 9999999999 
2.0091 ; ( ) 0.9909 0.0000 0.0000
Which of the two would be a better procedure to obtain the nearest correlation from Q? The norm = ( )
when Q is a non-positive-definite matrix, it is better to decompose it, free it from the influences of negative eigenvalues and then use the von Neumann divergence algorithm for adjustment.
In any case, the question remains: are these approximate (nearest?) correlation matrices actually nearest to Q? We compare it with the nearest correlation matrix of Q obtained by Higham (2002) and Mishra (2007 
2.1573 0.8427 0.0000
The norm = ( ) These norms are smaller than those obtained through the (modified) von Neumann divergence procedure. Clearly, the procedure gives sub-optimal solution to the nearest correlation matrix problem.
We may conclude therefore that the proposed von Neumann approximation of a non-positive-definite correlation matrix is either infeasible or sub-optimal. First, if a given matrix is already positive semi-definite, there is no need to obtain any other positive semi-definite matrix closest to it. It is in itself its own closest matrix. Secondly, when the given matrix is non-positive-definite, then only we seek a positive semi-definite matrix closest to it. Then the proposed procedure fails as we cannot find log(Q). In that case, if we replace negative eigenvalues of Q by a zero/near-zero values, we obtain a positive semi-definite matrix, but it is not nearest to the Q matrix; there are indeed other procedures to obtain better approximation (see the algorithm in the appendix).
However, the proposed method of obtaining the nearest correlation matrix from a non-positive-definite pseudo-correlation matrix (Q) is not devoid of all merits. It is, perhaps, one of the fastest (although sub-optimal) method of obtaining positive semidefinite matrices and works well for large matrices. But, choosing a right perturbation parameter (that is used in place of non-positive eigenvalues) is a matter of trial and error. Vis-à-vis this, many other methods are quite slow. Especially, the method based on differential evolution (Mishra, 2007 ) is very slow, but since it is amenable to parallelization, it may work for larger matrices as well. 
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