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RESUMO 
Baseando-se em estudos sobre o repert6rio vocal da especie Turdus rufiventris (Aves, 
Passeriformes, Turdinae ), o objetivo nesta pesquisa e elaborar urn metodo para 
classificayao semi-automatica de notas (unidades continuas de som) baseado em calculos 
de correla9ao aplicados a imagens, cuja tecnica e conhecida como "Template Matching". 
Como se trata de imagens espectrograticas, o metodo foi chamado de SITM 
("Spectrographic Image Template Matching"). Essa tecnica de compara9ao de imagens esta 
sendo incorporada como uma forma compacta de analise bioaclistica, facilitando o calculo 
de parfunetros relacionados a teoria da comunica9ao. A avalia9ao de desempenho do SITM 
foi realizada com a utiliza9ao de grava9oes do canto de tres individuos da especie T. 
rufiventris obtidas na natureza, e depositadas no Arquivo Sonoro Neotropical (ASN) da 
Universidade Estadual de Campinas - UNICAMP. Os resultados demonstraram que o 
SITM reconhece corretamente, com uma confian9a de 96%, de 77% a 97% das notas do 
individuo 08, de 64% a 82% das notas do individuo 15 e de 74% a 97% das notas do 
individuo 26. Esses resultados apresentaram intervalos de confian9a significativos, 
entretanto nao o suficiente para que o SITM possa ser utilizado em laborat6rio. Como os 
erros ocorridos no processo da pesquisa podem ser corrigidos no futuro, o · SITM pode se 
tomar urn metodo muito eficaz. Otimizando o algoritrno de cla'ssificayao e utilizando-se 
novos recursos e possivel criar urn software cientifico modemo na area de bioacustica. 
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SUMMARY 
Based on studies of vocal repertoire of the Rufous-bellied Thrush Turdus rufiventris 
(Aves, Passeriformes, Turdinae), the objective in this research is to elaborate a 
method for semi-automatic classification of the songs notes (continuous units of 
sound). This research is based on calculations of correlation applied to images; 
through the technique know as Template Matching. As it deals with spectrographic 
images, the method was called SITM (Spectrographic Image Template Matching). 
This technique of comparison of images is begging incorporated into a compact form 
of bioacustic analysis, facilitating the calculation of parameters related to the theory 
of communication. The evaluation of performance of SITM was carried out using 
songs of three individuals ofT. rufiventris, recorded in the wild and deposited in the 
Neotropical Sound Archive (ASN) of the State University of Campinas (UNICAMP), 
Brazil. The results had demonstrated that SITM recognizes correctly, with a 96% 
confidence, 77 to 97% of the notes of individual 08, 64' to 82% of the notes of 
individual 15 and 74 to 97% of the notes of individual 26. These results are 
significantly reliable, but not enough to be used in laboratory. However, the errors 
that occurred in this process can be corrected in the future, when SITM can become a 
very efficient method. Optimizing the classification algorithm and using new tools, it 
will be possible to create modern scientific software in the biocustic area. 
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A importancia das onomatopeias nas linguas indigenas (BERLIN e O'NEILL 1981) e 
urn forte indicativa de que o interesse do homem pelos cantos e gritos de animais e antigo. 
Atualmente o som emitido pelos animais e, em particular, pelos passaros tern sido uma das 
especialidades da Bioac\istica. Esse ramo da ciencia, que estuda os diversos aspectos da 
comunicavii.o sonora, beneficiando-se da tecnologia de grava9oes e analise dos sons de 
forma a conservar e definir em termos de parfu:netros fisicos o proprio sinal de 
comunicavii.o, tern fornecido urna ajuda importante para a ornitologia de campo. Gra9as a 
ela foi possivel entender varios aspectos da comunicayii.o sonora em aves (VIELLIARD 
1987). 
Como campo cientifico moderno, a Bioacustica desenvolveu-se de maneira 
relativamente recente na Ornitologia, urna das tradicionais areas do conhecimento, com 
contribuis:oes fundarnentais no estabelecimento dos conceitos biisicos da evoluvii.o, da 
biogeografia, da taxonomia, da etologia e da biologia da conserva9ii.o. Como todo dominio 
do conhecimento, a Ornitologia depende, para se desenvolver, de dois requisites: uma base 
conceitual coerente e uma ferramenta tecnicamente adequada (VIELLIARD 2000). 
A proposta desta pesquisa e contribuir para esse campo cientifico, focalizando urn 
assunto que vern sendo objeto de interesse de alguns pesquisadores de renome 
internacional. Baseando-se nesses estudos sobre o repert6rio vocal da especie Turdus 
rufiventris (Aves Passeriformes, Turdinae), o objetivo e elaborar uma forma de 
classificayii.o semi-automiitica das notas (unidades continuas de som) atraves de medidas de 
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similaridade de suas imagens espectrograficas. Essa tecnica de comparas:ao de imagens estii 
sendo incorporada como urna forma compacta de analise bioacustica, facilitando o calculo 
de parfu:netros relacionados a teoria da comunicayao. 
Uma das etapas mais importantes da pesquisa bioacustica e o trabalho de campo. Este 
consiste basicamente na localizas:ao da especie e em grava9oes e observas:oes relacionadas 
ao seu comportamento na natureza. Comparar e classificar sons animais sao tarefas comuns 
em bioacustica. Cientistas executam compara96es detalhadas de sonogramas e procuram 
rela96es entre a estrutura do som no plano tempo-freqiiencia e urna infinidade de variaveis 
de contexto extrinseco. 0 objetivo pode ser identificar rela96es entre especies de urn 
mesmo habitat e entre urn habitat e outro, analisar o contexto social em que os sons sao 
emitidos, indagar se determinados cantos gravados sao de urn mesmo individuo ou grupo 
social e se individuos ou popula96es de urn mesmo espa9o geogrilico sao estruturalmente 
similares a outros individuos, grupos ou popula96es. 0 interesse pode ser tambem 
' 
identificar as propriedades . estruturais isoladas que os animais manifestam em seus 
comportamentos e/ou classificar perceptualmente os sons recebidos, relatando estruturas de 
sinal e mecanismos utilizados na emissao de urn som especifico. 
Urn ponto crucial nesse tipo de estudo e o metodo empregado na compara9ao e 
categoriza9ao estrutural de urn conjunto de sons ou sinais. A comparas:ao visual de 
sonogramas por urn observador humano treinado e urn metodo amplamente usado para 
classificar espectrogramas em grupos. Embora o criteria visual raramente seja especificado, 
o fato de multiplos observadores convergirem para esquemas similares de classificas:ao 
sugere que a similaridade estrutural majoritaria do canto e identificada. 
Os criterios mais freqiientes para selecionar as medis:oes sao facilidade e rapidez da 
medida, significancia em estudos prioritanos ou relevancia para novas conjecturas. Assim, 
Clark et al. (1987) desenvolveram urn metodo de comparas:ao de sons denominado SPCC 
(Spectrographic Cross-correlation), no qual os espectrogramas de dois sons sao 
correlatados e o valor do pico da correla9ao e considerado como urna medida da 
similaridade sonora. 
Propoe-se neste trabalho urn metodo para classificas:ao de notas baseado em 
calculos de correlas:ao aplicados a imagens. Essa tecnica e conhecida como Template 
Matching (TM). Como se trata de imagens espectrograficas, o metodo foi chamado de 
SITM (Spectrographic Image Template Matching). A proposta, ao criar o SITM, e utilizar 
no processo de classificayao todas as caracteristicas estruturais discerniveis de dois 
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espectrogramas, em vez de comparac;oes limitadas de urn predeterminado, e possivelmente 
incompleto, conjunto de observac;oes. 
Como ja se afirmou, uma das etapas mais importantes da pesquisa bioactistica e o 
trabalho de campo. No que diz respeito ao objeto desta pesquisa, o trabalho de campo foi 
realizado ao Iongo de varios anos por diversos pesquisadores. Em 1997, Maria Luisa da 
Silva apresentou ao programa de mestrado em Neurociencias e Comportamento do Instituto 
de Psicologia da USP a "Descric;ao do repert6rio vocal do Sabia-laranjeira Turdus 
rufiventris (Aves Passeriformes, Turdinae)". Posteriormente, considerando que urn 
conhecimento mais amplo na comunicac;ao sonora animal pode ser obtido atraves do 
entendimento da estrutura e organizac;ao dos seus sinais, a autora analisou o mesmo caso da 
complexa comunicac;ao do T. rufiventris, utilizando a Teoria da Comunicac;ao proposta por 
Shannon (SILVA 2001). 
Os resultados gerados nos dois trabalhos de Maria Luisa da Silva motivaram o 
desenvolvimento do SITM e sao eles que possibilitam a avaliac;ao do metodo por 
consistirem nurn rico material para comparac;ao de dados. Embora nao seja a principal 
meta, por ser urna conseqtiilncia direta do reconhecimento e do algoritrno de classificac;ao, a 
entropia de Shannon foi incluida no SITM. A ideia basica e desenvolver urn metodo 
compacto que utilize o reconhecimento de padroes de imagens para classificac;ao das notas 
e que a estrutura e organizac;ao da emissao das notas seja pre-determinada segundo a 
Entropia de Shannon, a qual e calculada conforme a sequencia de notas de urna frase vai 
sendo reconhecida. 
A classificac;ao semi-automatica de notas preve urna boa precisao. 0 processamento 
simultaneo de urn grande nfunero de dados gera resultados que jamais urn observador 
hurnano poderia atingir com tanta rapidez. Resumidamente, a pretensao do metodo e 
facilitar esse tipo de analise e possibilitar que o mesmo seja aplicado no estudo de outras 
especies, de forma a se atingir resultados nurn periodo de tempo mais curto. 
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Por ser urn estudo de ambito inter/multidisciplinar, foi feita urna breve revisao 
bibliognifica dos principais assuntos que embasam a pesquisa, como Sinais e Sistemas de 
Comunicayao, Teoria de Fourier, Processamento Digital de Imagens, Reconhecimento de 
Padroes, Teoria da Comunica9ao, Comunica9ao Sonora e Bioacustica. 
A sequencia 16gica dos capitulos segue a ideia de que urn canto, como urn sinal de 
comunica9ao, e melhor visualizado nurn espectrograma, o qual' e urna imagem criada a 
partir de conceitos da Teoria de Fourier para fornecer detalhadamente informa96es sobre 
esse sinal. Por isso, sao utilizadas tecnicas de processamento digital de imagens para o 
reconhecimento de padroes de sinais sonoros, para que os mesmos possam ser classificados 
de forma que possibilitem urna estimativa da organiza9ao da comunica9il.o sonora da 
especie T. rufiventris. Tambem foram incluidas algumas informa96es sobre o software 
Matlab®, a ferramenta indispensavel que aproximou a biologia, a matematica, a fisica e a 
engenharia com a arte da programa9ao. A metodologia e explicada conforme a rotina foi 
desenvolvida e os resultados sao discutidos em termos de intervalos de confian9a da 
inferencia estatistica. 
< 
A sequencia dos capitulos poderia assumir vanas formas, mas a escolhida foi aquela 
que demonstrou ser a mais adequada para urn leitor iniciante. A inten9ao e que, embora 
muito tecnico, ele seja direto, claro, uti! e, as vezes, ate agradavel. Embora sintetica, a 
revisao provavelmente servira como urn born material bibliografico, nao s6 para a area de 
comunica9ao sonora e bioacustica, mas tamb6m para a aplica9ao dos metodos sugeridos e 
utilizados em outras areas. 
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OBJETIVOS 
A partir de estudos ja existentes sobre o repert6rio vocal da especie Turdus 
rujiventris, pretende-se elaborar urn metodo computacional com urna forma compacta de 
analise bioacustica, estabelecendo urn criterio de compara<;:ao de notas atraves de 
compara<;:oes de imagens espectrogrMicas. Tambem faz parte do metodo utilizar esse 
criterio para a classifica<;:ao semi-automatica dos sons que compoem urn canto e facilitar a 
estimativa de parametros relacionados a teoria da comunica<;:ao. 
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METODOLOGIA 
0 procedimento completo da pesquisa pode ser dividido em tres etapas principais: a 
Pesquisa de Campo, o Pre-processamento e o Reconhecimento e, em conseqtiencia, a 
Classificat;iio, a qual, por sua vez, possibilita os calculos da Entro'pia de Shannon. 
A amostra utilizada no estudo da comunica<;ao sonora de T. rufiventris e 
representada por grava<;oes de qualidade profissional, a maioria produzida em Nagra E com 
microfone ultradirecional Senbeiser MKH 816, outras em DAT (SILVA, 1997). As 
grava96es, executadas na natureza, sao todas devidamente depositadas no Arquivo Sonoro 
Neotropical (ASN) da Universidade Estadual de Campinas - UNICAMP. 0 c6digo 
intemacional de referencia contem as iniciais do coletor, o nfunero referente a fita em que 
foi feito a grava9ffo e o nfunero do "cut" em ordem cronol6gica (KETTLE e VIELLIARD, 
1991). 
' 0 ASN possui urn total de 75 grava<;oes de cantos de T. rufiventris. Foram utilizadas 
grava<;oes de tres individuos para avaliar o desempenbo do SITM. Os cantos dos individuos 
08, 15 e 26 foram escolhidos devido a boa qualidade tecnica das gravas;oes e as 
caracteristicas especificas do canto, como a quantidade e variedade de notas nas frases. 0 
desempenbo do programa foi avaliado segundo intervalos de confian<;a da inferencia 
estatistica. 
Pre-processamento 
Os sons escolhidos foram equalizados, digitalizados, editados e armazenados em urn 
CD. 0 software Matlab e capaz de ler e tocar arquivos com extensao . wav mono, com 44,1 
kHz, 16 bit e formato de compacta<;ao PCM. 0 script foi desenvQ!vido para ler urn som de 
cada vez e mostrar o respectivo espectrograma uti!izando urna janela W(t) de Hann e FFT de 
tamanbos iguais a de 1024 bandas. 
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Reconhecimento e classifica~iio 
A seguir e exemplificada a aplica<;1io do SITM a uma frase do Sabia-laranjeira. Ao 
dar entrada com urn arquivo sonoro, primeiramente o prograrna verifica se ha uma base de 
dados, depois e iniciada a analise. Surgira o espectrograma, como ilustra a figura.l. 
Figura 1 - Espectrograma obtido atraves do Matlab. 
Em seguida, a parte mais importante do espectrograma, a faixa de freqtiencia que 
contem todas as notas da frase, deve ser selecionada com o mouse para que seja 
7 
transformada numa imagem de extensao .jpg em escala de cinza, passando por urn nipido 
tratamento gnifico no qual e utilizado um elemento estruturante esferico. 
E importante ressaltar que tanto o espectrograma quanta o tratamento grafico das 
imagens podem sofrer suas devidas alterayoes, antes de iniciar,uma analise, conforme a 
qualidade do arquivo de som. 
Ao inserir o nillnero de notas que compoe a frase, como pede na continuayao do 
Command Window, ou no prompt do Matlab, e necessaria selecionar nota por nota, 
novamente como auxi!io do mouse. 
Figura 2 - Ilustra~ao da tecnica SITM verificando a similaridade entre a 2' e a 11' nota (NCC = 
76,4o/o, nota B) da primeira frase de urn canto. 
0 criterio adotado para a classificavao de notas e baseado no grau de correlavao 
' (NCC em %). Para que duas notas sejam consideradas as mesmas, o grau de correlavao 
deve ser maior ou igual a 76%. 
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Observe-se, na figura 2, que a segunda e a decima primeira nota apresentam 
pequenas diferen9as estruturais. Entretanto, auditivamente elas sao identicas. Essa foi a 
principal caracteristica considerada nos testes para determinar o valor minimo do grau de 
correlavao (de 76%) entre notas, o valor minimo para que duas notas sejam consideradas 
como sendo a mesma. 
A primeira nota que aparece no repert6rio e classificada como nota A. Se a segunda 
nota tiver NCC < 76% em rela9ao a primeira (nota A) ela e classificada como nota B e 
assim por diante vai-se nomeando cada nota diferente com letras do alfabeto e constmindo 
uma base de dados composta pelas diferentes notas. Confm;me as notas vao sendo 
classificadas, as freqiiencias telativas de cada uma dentro de cada frase e computada; assim, 
a Entropia de Shannon e facilmente deterrninada. 
Ap6s a sele9ao de todas as notas de uma frase, o retorno dado pelo programa e a 
seqUencia das notas (frase_atual) conforrne elas foram nomeadas, as diferentes notas que 
compoem as frases (base_ do_ canto) e a Entropia de Shannon da atual frase. 
Inferencia estatistica 
Usualmente, e impraticavel observar toda a populavao, seja pelo custo carissimo 
seja por dificuldades diversas. Examina-se entao uma amostra. S&essa amostra for bastante 
significativa, os resultados obtidos poderao ser generalizados para toda a popula9ao. 
Toda conclusao tirada por uma amostragem, quando generalizada para a populayao, 
vin\ acompanhada de um grau de incerteza ou risco. Toda populayao possui um parilmetro 
e, entao, a partir de uma amostra, pode-se obter uma estima91io do parilmetro e. Uma 
maneira de expressar a precisao da estima9il.o e estabelecer limites, que com certa 
probabilidade incluem o verdadeiro valor do parilmetro da populayil.o. 
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Esses Iimites sao chamados "limites de confian<;a": determinam urn Intervalo de 
Confian<;a, no qual deverii estar o verdadeiro valor do pari'imetro. A estima<;ao por 
intervalos consiste na fixa<;ao de dois valores tais que (1-a) seja a probabilidade de que o 
intervalo contenha o verdadeiro valor do pari'imetro, sendo a o ni'ifel de incerteza ou grau de 
desconfian<;a e (1-a) o coeficiente de confian<;a ou nivel de confiabilidade (MORETTIN 
1995). 
0 software Matlab 
0 Matlab e uma linguagem de programa<;iio de alto-desempenho para computa<;ao 
tecnica, integrando computa<;ao, visualiza<;ao e programa<;ao nurn ambiente arnigiivel, na 
qual os problemas e respectivas solu<;oes sao formulados recorrendo a familiar nota<;ao 
matemiitica. Sua prirneira versao, escrita na Universidade do Novo Mexico e na 
Universidade de Stanford, no final da decada de 1970, destinava-se a cillsos de teoria 
matricial, algebra linear e aruilise nurnerica, nos quais os estudan&s podiam utilizar pacotes 
de sub-rotinas em FORTRAN para a manipula<;i'io de matrizes, sem a necessidade de 
reescreve-las (HANSELMAN e LITTLEFIELD 1999). 
0 nome Matlab deriva de Matrix Laboratory. Em ambientes universitarios, este 
software representa a ferramenta padrao na aprendizagem de Matematica, Engenharia e 
Ciencia em geral. Na industria, e a ferramenta mais empregada nas atividades de I&D de 
linha avan<;ada e analise de dados. 
Hoje, sua capacidade estende-se muito alem do "Laborat6rio de Matrizes" original. 
0 Matlab tomou-se urn sistema interativo e urna linguagem de programa<;iio para 
' computa<;ao tecnica e cientifica em geral, integrando a capacidade de fazer calculos, a 
visualiza<;ao grafica e a facil programa<;ao. Os usos tipicos incluem: 
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• Ciilculos matemiiticos; 
• Desenvolvimento de algoritmos; 
• Modelagem, simulaqao e confecqao de prot6tipos; 
• Analise, exploraqao e visualizac;ao de dados; 
• Griificos cientificos e de engenharia; 
• Desenvolvimento de Aplicac;oes, incluindo GUI' s (Graphical User Inteiface ). 
0 Matlab e urn sistema interativo cujo elemento de dados basico e urna matriz que 
nao requer dimensionamento. Isso perrnite solucionar muitos problemas computacionais, 
principalmente os que envolvem formulac;oes matriciais ou vetoriais, em urna frac;ao de 
tempo que seria necessitrio para escrever urn prograrna em urna linguagem C ou 
FORTRAN. 
E tanto urn ambiente quanto urna linguagem de programac;ao e urn de seus aspectos 
mais poderosos e o fato de sua linguagem perrnitir construir suas pr6prias ferramentas 
reutilizaveis. 
Pode-se facilmente criar func;oes e programas especiais pr6prios ( conhecidos como 
arquivos M). A medida que se escrevem mais e mais func;oes relacionadas entre si em 
< 
diret6rios especiais para lidar com certos problemas, naturalmente agrupam-se, por 
conveniencia, fun<;oes relacionadas entre si em diret6rios especiais formando as chamadas 
"toolbox" ( caixa de ferramentas ). Essas ferramentas sao mais do que simples cole<;oes de 
func;oes uteis; expressando os esforc;os de alguns dos maiores pesquisadores do mundo em 
diversas areas, elas sao uma colec;ao de func;oes do Matlab ( chamadas "m-files"), 
constituindo urna extensao do ambiente Matlab na resoluc;ao de classes especificas de 
problemas. De grande importancia para a grande maioria dos utilizadores, essas caixas de 
ferramentas perrnitem a aprendizagem e aplicac;ao de tecnologias especializadas. 
Areas para as quais estao disponiveis "toolboxes" incluem processamento de sinal e 
de imagem, aquisic;ao de dados, sistemas de controle, redes neuronais,. l6gica difusa, 
simulac;ao e etc. 
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CONCEITOS E APLICA<;:OES DA TEO RIA DA COMUNICA<;:AO 
Sinais e sistemas de comunica~ao 
Urn sinal e formalmente definido como urna fun<;ao de urna ou mais variaveis, a 
qual veicula informa<;oes sobre a natureza de urn fen6meno fisico. Quando a fun<;iio 
depende de uma Unica variavel, diz-se que o sinal e unidimensional. Quando a fun<;iio 
depende de duas ou mais variaveis, diz-se que o sinal e multidimensional. Urn sinal sonoro 
e urn exemplo de sinal unidimensional cuja amplitude varia com o tempo. Uma imagem e 
urn sinal multidimensional, cujas duas dimensoes sao representadas pelas coordenadas 
horizontal e vertical da imagem. 
Os sinais podem ser classificados de varias maneiras. Uma delas baseia-se no tempo 
de emissiio. Assim, diz-se que urn sinal x(t) e urn sinal de tempo continuo se ele for 
definido para todo tempo t. Urn sinal de tempo discreto e definido somente em instantes 
isolados de tempo. Os sinais podem ser classificados tambem de acordo com sua paridade 
ou simetria em rela<;iio a ordenada como pares (simetricos, x(-t) = x(t)) ou impares (anti-
simetricos, x(-t) = -x(t)). Tambem podem ser classificados em sinais peri6dicos, se o sinal 
for urna fun<;iio que satisfa<;a a condi<;iio x(t) = x(t + T), sendo o periodo T urna constante 
positiva. 
0 sinal nao-estacionario e aquele cujas caracteristicas intrinsecas vanam com o 
tempo, como os sinais da fala, nos quais os sons que os constituem sao classificados em 
fonemas sonoros e fonemas surdos. Diz-se que urn sinal e aleatorio se ele for imprevisivel. 
Apesar de niio ser possivel fazer urna previsao precisa de urn sinal aleatoric, ele pode ser 
descrito em termos de suas propriedades estatisticas (COHEN, 1995). 
Urn sinal caotico e definido como sendo urn sinal de aparencia aleatoria gerado por 
urn sistema de equa<;oes diferenciais de diferen<;as niio-lineares com parfunetros fixos e que, 
diferentemente do ruido, e Jigeiramente previsivel, mas niio tao previsivel quanto nurn 
processo puramente detenninistico (OPPENHEIM e SCHAFER 1975). 
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A entidade que manipula!processa urn ou mais sinais para realizar urna fim9ao, 
produzindo, assim, novos sinais, e denominada sistema. Existem varios tipos de sistema: 
entre eles podemos citar o sensoriamento remoto, sistemas auditivos, processamento de 
sinais biomedicos, sistemas de controle, sistema sensorial etc. Neste trabalho, o interesse 
concentra-se no sistema de comunicayao sonora. 
Ha tres elementos basicos em todo sistema de comunicayao: o transmissor, o canal 
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e o receptor. 0 transmissor esta localizado nurn ponto do espa9o e o receptor em algum 
outro ponto, separado do transmissor; o canal e o meio fisico que os liga. Cada urn destes 
tres elementos pode ser visto como urn sistema com sinais pr6prios. A fim9ao do 
transrnissor e converter o sinal de mensagem produzido por urna fonte de informa9ao em 
urna forma apropriada ao canal. Devido as caracteristicas fisicas deste canal, o sinal 
transrnitido pode ser distorcido a medida que se propaga por ele. A fimyao do receptor e 
operar no sinal recebido a fim de reconstrnir uma forma reconhecivel (isto e, produzir uma 
estimativa) do sinal da mensagem original e entrega-lo ao usuario final (OPPENHEIM e 
SCHAFER 1975). 
Os detalbes das opera9oes executadas no transmissor e 1J.O receptor dependem do 
sistema de comunicayao utilizado, o qual pode ser anal6gico ou digital. Em urn sistema de 
comunica91io analogi co (que manipula sinais continuos no tempo), o transmissor consiste 
em modulador e o receptor, nurn demodulador. Modula9ao e o processo de converter o 
sinal da mensagem em urna forma compativel com as caracteristicas de transrnissao de 
canal. Comurnente, o sinal transmitido e representado como urna variayao de amplitude, 
fase ou frequencia de urna onda portadora senoidal. Neste caso, fala-se de modula9ao de 
amplitude, fase ou frequencia, respectivamente. Correspondentemente, atraves do uso da 
demodulayao de amplitude, de fase ou de freqiiencia, urna estimativa do sinal da mensagem 
original e produzida na saida do receptor. Cada urna destas tecnicas de 
modulayao/demodulayao anal6gica tern suas pr6prias vantagens e desvantagens. 
' 
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Em contrapartida, urn sistema de comunica91io digital (que processa sinais discretos 
no tempo) e consideravelmente mais complexo. Se o sinal da mensagem for anal6gico, 
' 
como a maioria dos sinais sonoros, o transmissor executara as seguintes opera96es para 
converte-lo em forma digital: 
• Amostragem: converte-se o sinal da mensagem em urna sequencia de nillneros, 
na qual cada urn deles representa a amplitude do sinal da mensagem em urn 
instante de tempo particular. 
• Quantizar;iio: representa-se cada nillnero produzido pelo amostrador no nivel 
mais proximo escolhido dentre urn nillnero finito de niveis de amplitude 
discreta. 
• Codificar;iio: representa-se cada amostra quantizada por meio de urna palavra ou 
urn c6digo composto de urn nillnero fmito de simbolos, 
Depois da combina91io de amostragem e quantiza91io, obtem-se urna representa91io 
do sinal da mensagem que e discreta tanto em termos de tempo como de amplitude, ou seja, 
realiza-se a digitalizar;iio do sinal. 
Diferentemente das opera96es de amostragem e codifica91io, a quantiza91io e 
completamente irreversivel. Porem, usando-se urn quantizador com urn nillnero suficiente 
grande de niveis de amplitude distintos, esta perda pode se tornar pequena e nao perceptive! 
para todos os efeitos praticos. A medida que o nillnero de niveis de amplitude discreta se 
eleva, o tamanho da palavra de c6digo tambem deve elevar-se (OPPENHEIM e SCHAFER 
1975). 
0 transmissor pode envolver opera96es adicionais como compacta91io de dados e 
codifica9ao de canal. 0 prop6sito da compacta9ao de dados e reduzir o nillnero de bits por 
amostra necessarios para a transmissao e remover informa96es redundantes do sinal da 
mensagem de forma a promover urna utilizavao eficiente do canal. A codifica9ao de urn 
canal, por sua vez, envolve a inser9ao de elementos redundantes na palavra de c6digo (por 
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exemplo, simbolos extras) de urna maneira controlada; isto e feito para oferecer prote9ao 
contra o ruido e sinais de interferencia capturados durante a transmissao atraves do canal. 
Finalmente, o sinal codificado e modulado nurna onda portadora ( usualmente senoidal) para 
ser transmitido pelo canal. No receptor, essas opera9oes sao executadas em ordem inversa. 
Uma estimativa do sinal da mensagem original e assirn produzida e entregue ao usuano 
final. 
As classificas:oes de sinais, assirn como os sma1s elementares utilizados, as 
opera9oes basicas em sinais, o teorema de Niquist e as propriedades dos sistemas sao bern 
definidos e facilmente encontrados na literatura. Os pioneiros na abordagem de 
processamento de sinais sao A. V. Oppenheim e R. V. Schafer. 
Nesta pesquisa, sinais Imidirnensionais (sons) foram inte1pretados como sinais 
multidirnensionais (imagens). Devido ao maior nfunero de ferramentas que urn sistema 
digital oferece para o processamento do sinal, eles foram manipulados em sistemas de 
comunicas:ao digital como forma de aproximas:ao de urn sistema de comlmica9ao analogico 
(comunica9ao sonora em aves). 
0 sinal sonoro 
As ondas podem ser de natureza eletromagnetica ou mecilnica. As ondas mecilnicas 
sao originadas pela deforrna9ao de urna regiao de urn meio material elastico. Se a dire9ao 
de propaga9a0 de urna onda for pe1pendicular a direyaO de vibrayaO e]a e denominada onda 
transversal. Se a direvao de propaga9ao de urna onda for a mesma que a dire9ao de 
vibrayaO ela e denominada longitudinal. 
Uma onda sonora e urna onda mecilnica longitudinal tridimensional, originada por 
uma fonte capaz de alterar a pressao do meio de propaga9ao. Fre,qiientemente, as zonas de 
maior pressao, ou compressao (maior densidade das moleculas de ar), altemam-se com 
zonas de pressao reduzida, ou rarefa9ao (menor densidade das moleculas dear). 
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0 sam e a sensa<;ao auditiva criada por urna onda sonora. As ondas sonoras tern 
propriedades que dependem exclusivamente de suas caracteristicas fisicas. 0 som possui 
propriedades relacionadas a capacidade do nosso sistema auditivo. Normalrnente, a palavra 
som e usada para significar o fenomeno fisico em si, ocasionando distor<;oes conceituais 
quanto aos seus atributos fisicos e fisiol6gicos. Por isso as principais qualidades 
fisiol6gicas do som devem ser devidamente associadas as caracteristicas fisicas da onda 
sonora como indica a tabela abaixo: 
Tabela 1- Principais Fenomenos Correspondentes do Som. 
Acustico I Descri<;iio Psicoacustico Descri<;i'io 
Eletrico 
E o atributo da perceps:ao auditiva, 
Representada eni Hertz (Hz), e o ~egundo o qual os tons podern ser 
F reqilencia 
rurnero de repetiy5es de urn a Altura classificados numa escala que se 
lvibras:ao em 1 segundo ( cic1os por (Pitch) ~stende dos mais graves (freq. 
segundo). lbaixas) aos rna is agudos (freq. 
!;iltas). 
!Representada em, entre outros, E a impressao auditiva que urn Amplitude r.r; , · Audibilidade m . E o fluxo de energia sonora 
!<>bservador tern da intensidade de 
(Intensidade) [Por unidade de area em direyao (Loudness) 
[normal a propagaqao. luma fonte sonora. 
Define perfeitamente a natureza de Timbre E a impressao auditiva que urn 
Forma de Onda rna vibrayao comp1etada num observador tern da forma de onda 
aeterminado ciclo. de uma fonte sonora. 
Sao fenomenos fisicos que podem facilmente ser Sao fen6menos que siio sentidos, mas niio podem se 
medidos par instrumentos de medidas. f11esurados. A percep9iio desses fen6menos e individual. 
• Altura e a percep<;ao da freqiiencia do som. A freqiiencia e expressa em ciclos por 
' 
segundo ou Hertz. Urn som caracterizado por urna Unica freqiiencia e charnado de tom 
ou som puro. Na vida cotidiana, porem, praticamente nao existem sons puros. Os sons 
comuns, desde o som mais musical ao maior ruido, apresentam sempre urn grande 
ntimero de freqiiencias. Os sons que consideramos como sendo musicais apresentam urn 
ntimero limitado de freqiiencias: trata-se geralrnente de urn tom fundamental com 
diversas freqiiencias harmonicas superpostas. 0 tom fundamental determina o "periodo 
de repeti<;ao" do complexo de flutua<;oes da pressao sonora. As freqiiencias harmonicas, 
ou harm6nicos, sao tons superpostos, cujas frequencias sao multiplos integrais da 
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freqiiencia fundamental. Quando urn som abrange urna grande variedade de 
freqiiencias, ele e considerado como "ruido"; quando todas as freqiiencias estao 
presentes com a mesma intensidade, o som e chamado de ruido branco. Outros ruidos 
apresentam espectros diferentes de freqiiencia, mas o que caracteriza todos estes sons e 
que o registro das varia9oes temporais da pressao sonora nao revela urna periodicidade 
evidente. 0 tom de urn som e afetado por outras caracteristicas do som, tais como a 
' 
amplitude e o timbre. 
• Audibilidade ou Potencia do som pode ser definida como a percep9ao da amplitude 
do som. A amplitude de urn som pode ser medida com o auxilio de urn transdutor 
eletroacU.stico. A escala de pressoes sonoras capazes de afetar o sistema auditivo e tao 
ampla que foi necessaria empregar urna escala logaritmica para defmir o nivel de 
pressao sonora. Para definir este nivel, adota-se como ponto de referencia urn nivel de 
pressao arbitrario, mas que corresponde aproximadamente ao limiar para a audis:ao Po = 
10 ·IZ W/m2• 0 nivel de pressao sonora NPS, mais conbecido como SPL (Sound 
Pressure Level) de uma dada pressao sonora p, em decibeis, e definido por: NPS = 20 
log P/P0 .0 nivel mais baixo para a audivao e o zero dB absoluto, o mais alto ja seria o 
limiar do panico ou da dor correspondendo a 120dB. 
• Timbre e a qualidade caracteristica de urn dado som. E urn atributo do som que pennite 
ao ouvinte julgar que dois sons de mesma potencia e tom sao de fontes diferentes. A 
diferen9a perceptive! entre urn D6 medio de urn clarinete e o D6 medio de urn violino e 
identificada gra9as ao timbre. E urn atributo complexo e pode ser definido fisicamente 
como a forma de onda; o componente principal do timbre e a repartis:ao da energia 
sonora entre harmonicos; as varia9oes temporais da amplitude podem tambem influir no 
timbre. 
' 
Urn ponto de partida para urna outra abordagem na representa9ao grafica de ondas 
peri6dicas baseia-se na analise de urna relas:ao estabelecida entre urn movimento oscilat6rio 
senoidal e a defini91io matematica de urna circunferencia. 0 percurso de uma trajet6ria 
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circular no sentido anti-horano assume, em cada ciclo, valores entre 0 e 2n rad. A 
quantificayao em cada momento do arco percorrido resulta a grandeza designada por fase. 
Assim, pode-se pensar numa representayao grafica de uma forma de onda apresentando a 
sua amplitude em funyao da fase, correspondendo a varia9iio entre 0 e 2n rad it durayao de 
urn periodo do sinal. 
0 transporte de uma informayao atraves de urn canal de comunicayao se da por 
mew da modulayao de tres caracteristicas basicas de urn sinal sonora: amplitude, 




0 0.1 0.2 0.3 0.4 
Figura 3 -Sinal son oro de voz correspondente a frase '"Boa Tarde". 
Transdutor e urn dispositive que efetua a conversao de energia de uma forma em 
outra. Para converter o som em urn sinal digital, e necessaria, antes, que o som seja 
convertido em sinal eletrico. Para essa primeira conversao existem os transdutores acustico-
eletricos. Urn tipo bastante conhecido de transdutor acustico-eletrico e o microfone. Esse 
transdutor, excitado por ondas sonoras, produz ondas eletricas substancialmente 
equivalentes. 
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Uma vez estando o som convertido em sinal eletrico, pode-se, entao, converte-lo em 
informa9ao digitaL Isso e feito capturando-se a amplitude de onda, ou seja, a tensao da 
corrente e!etrica em urn determinado tempo t. No entanto, urn registro apenas nao basta 
para caracterizar a informavao que esta disposta ao Iongo da onda. De acordo com o 
teorema da amostragem, sao necessaries diversos registros em diversos momentos 
diferentes para capturar a inforrnayao continua. Essa periodicidade de amostra e chamada 
de taxa de amostragem. 
Teoria de Fourier 
0 mais simples sinal que varia com o tempo e o senoidaL Esse tipo de sinal ( ou 
fun9ao) e a soluvao de muitas equayoes fundamentais e e comurn na natureza. Ele e 
caracterizado por urna amplitude A e frequencia {i)0 constantes. 
A hist6ria da teoria de Fourier teve inicio quando grandes cientistas, como D. 
Bernoulli (1700-1782), L. Euler (1707-1783) e L. d'Alembert (1717-1783), tentaram 
encontrar a solu9ao da equa9ao de onda como a que govern~ urna corda vibrante de 
equayao diferencial do tipo: 
o2'¥(x,t) o2'¥(x,t) 
dx' =a dt' . [01] 
Primeiramente Bernoulli representou a posi9ao inicial da corda em termos de urna 
soma infinita de funyoes senos com diferentes freqiiencias. Depois Euler encontrou urna 
maneira conveniente para calcular o que hoje sao denorninados coeficientes de Fourier. 
Bern mais tarde, Joseph Fourier (1768-1830) apresentou em seu "Theorie Analytique de la 
Chaleur", publicada em 1822, urn interessante estudo representando funyoes como 
superposi9oes ponderadas de senos e co-senos para a solu9ao da equa9ao de calor, uma 
equavao diferencial do tipo: 
o2'¥(x,t) o'I'(x,t) 
dx' =a dt . [02] 
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Essas representac;:oes ficaram conhecidas como serie de Fourier (FS - Fourier 
Series) (COSTAe CESAR 2001). 
A partir de entao, os sinais puderam ser descritos no dominic do tempo x(t) ou no 
dominio da frequencia X(.q) por meio de transformac;:oes lineares denominadas 
Transformadas de Fourier (FT- Fourier Transform). Sendo assirn, qualquer sinal pode ser 
graficamente ou matematicamente representado de duas maneiras: no dominio do tempo e 
no da freqiiencia. 
Representac;oes dependentes do sinal 
Em termos de quantidades fisicas reais, a amplitude pode representar urna medida, 
como a da pressao exercida pela vibrac;:ao do ar, no caso do som, ou a de urna voltagem em 
algum ponto de urn circuito eletrico. No dominio da freqiiencia, as amplitudes de urn sinal 
sao representadas como uma funs:ao da freqiiencia. 
A mudan9a de representa91io de urn sinal do dominio do tempo para o dominio da 
freqiiencia, que mostra como diferentes componentes de freqiiencia contribuem para a 
composic;:ao do sinal, e conhecida como analise espectral. A FT e a func;:ao matematica que 
converte urn sinal do dominio do tempo continuo em espectro. 
A representac;:ao no dominio da freqiiencia consiste em duas partes. 0 espectro de 
magnitude f,:r(d'")[, que contem informay5es sobre a magnitude de cada componente de 
freqiiencia do sinal inteiro, eo espectro de fase arg fX(d'")[ (BRIGHAM, 1988). 
Quando o sinal e representado como uma sequencia de amostras discretas, e usada a 
versao da transformada de Fourier conhecida por DTFT (Discrete Time Fourier 
Transform). Os sinais peri6dicos continuos no tempo sao representados como Series de 
Fourier (FS). Se o sinal for discrete no tempo, a representas:ao sera a Serie de Fourier de 
Tempo Discrete (DTFS- Discrete Time Fourier Series). 
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Tabela 2- Rela~ao entre propriedades de urn sinal e a representa~io de Fourier apropriada 
Propriedades Peri6dica Niio Peri6dica 
Continuo FS FT 
Discreto DTFS DTFT 
A transformada rapida de Fonrier 
A DTFT e a Unica representa91io de Fourier que pode ser avaliada e manipulada 
nurnericamente em urn computador, sendo muitas vezes usada para aproximar 
nurnericamente as outras tres representa9oes. A transformada nipida de Fourier (FFT - Fast 
Fourier Transform) pode ser compreendida como uma forma numerica de computar a 
DTFT de urn sinal ou de urna fun91io. A maioria dos sistemas que realizam o calculo da 
FFT utilizam o classico algoritrno de Cooley- Tukey criado em 1969 (BRIGHAM 1988). 
As defini9oes e as propriedades da FFT podem ser estendidas a fun9oes .. definidas 
nurn intervalo continuo ou discreto. Tambem podemos estender,essas defini9oes e outras 
propriedades para duas dimensoes. Uma propriedade particularmente importante da 
transformada de Fourier e a da correla91io. 
Analise de tempo-freqiiencia 
A teoria de Fourier e vruida somente para sinais estaciom\rios. Para a analise de 
sinal n1io-estacionario, 0 metodo preferido e urna descris:ao do sinal que envolva 
simultaneamente tempo e freqtiencia. Como o nome implica, a analise de tempo-freqiiencia 
associa urn sinal temporal (urna funs:ao unidimensional do tempo) com uma imagem (urna 
fun91io bidimensional de tempo e freqiiencia) que exibe os componentes espectrais do sinal 
como urna fun91io do tempo. 
Em termos conceituais, pode-se imaginar essa representas:ao como urn mapeamento 
espectral variavel no tempo do sinal. Ela e ana!oga a urna partitura musical, na qual o 
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tempo e a freqtiencia representam os dois eixos principais. Os valores da representa9ao de 
tempo-frequencia do sinal fomecem uma indica9ao dos tempos especificos nos quais certos 
componentes espectrais do sinal sao observados (COHEN 1995). 
A transformada breve de Fourier (STFT- Short Time Fourier Transform) 6 uma 
extensao natural da FT, por isso muitas das propriedades da FT sao transportadas para a 
STFT. 
Suponha-se que X(t) denote urn sinal que seja, a priori, considerado "estacionano" e 
que 6 visualizado atrav6s de uma janela temporal W(t) de extensao limitada (fig.4a}. A STFT 
de X(t), denotada por X(1:,ro), 6 definida como a transformada de,Fourier do sinal janelado 
(fig.4c ); ou seja: +oo 
X(r,w) = Jx(t)w*(t-r)e-1<2"!)' dt [03] 
-«> 
Muitas fonnas de janelas sao usadas na pritica. Tipicamente, elas sao sim6tricas, unimodais e, em 






Figura 4- (a) urn sinal x10 visualizado atraves de uma janela temporal de extensao limitada. (b) Uma 
janela retangular e uma jauela de Hanning. (c) a STFT de x1,J linear ao sinal. 
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Espectrograma 
0 modulo ao quadrado da STFT de urn sinal x(t) e chamado de espectrograma do 
sinaL 0 espectrograma representa uma extensao simples, mas poderosa, da cliissica teoria 
de Fourier. Em term.os fisicos, o espectrograma fornece uma medida da energia do sinal no 
plano de tempo-freqiiencia. 
0 espectrograma e uma 1magem que representa visualmente a varia«iio da 
freqiiencia de urn sinal no decorrer do tempo e, simultaneamente, fornece precisas 
informa«5es da energia do sinal (atraves de cores ou de nfveis de cinza) descrevendo 

















Figura 5 - 0 espectrograma do sinal son oro da Figura 3. 
A cor de urn padrao particular nos espectrogramas e indicativa da energia de sinal 
nesse padrao. 0 c6digo de cores em energia decrescente e o vermelho, o amarelo e depois o 
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azul. Ern bioacustica, usualrnente, utiliza-se o codigo de cores ern energia decrescente preto 
e branco, porern, o padrao usual ern processarnento dogital de irnagens (PDI) e o inverso. 
Urna grande preocupas;ao ao usar a STFT e a questao da resolus;ao de tempo-
freqiiencia. Especificamente, dado urn par de sinais purarnente senoidais cujas freqiiencias 
angulares sejarn espas;adas com urna separas;ao de Lim rad!s, o I]lenor valor de Lim para o 
qual os dois sinais podem ser resolvidos ou distinguidos e chamado resolus;ao de 
freqiiencia. A correspondente durac;:ao da janela w(t) e chamada resolus;ao de tempo, 
denotada por LIT. A resoluyao de freqiiencia Lim e a resolu<;ao de tempo LIT sao 
inversamente relacionadas por Llr.dm:? Yz que e urna manifestayao de dualidade da STFT, 
herdada daFT (BEECHER 1988). 
Esta relayao e chamada principio da incerteza, urna analogia com urn terrno usado 
ern rneciinica quilntica. A condis;ao especial de igualdade e satisfeita pelo uso de urna janela 
gaussiana. Conseqiientemente, a capacidade de resolu<;ao de tempo-freqiiencia da STFT e 
fixa ao Iongo do plano inteiro de tempo-freqiiencia. 
A funs;ao da janela da STFT e extrair urna parte do sinal para analise e assegurar 
que a sec<;ao que esta sen do analisada seja aproximadamente estacionaria. Para que a janela 
realize a sua fun<;iio e necessaria esclarecer duas questoes: o tipo de janela e a sua dirnensao 
ou dura<;ao. 
Tipos de janelas 
0 espectro de cada janela revela parametres que caracterizam cada urna delas para 
urna determinada analise. Esses parametres sao o l6bulo central e os l6bulos laterais ( ou 
lobulo principal e !6bulos secundarios). A largura do !6bulo central e importante para 
separar freqiiencias muito proximas. A amplitude dos l6bulos laterais (relative a amplitude 
do lobulo central) e importante no controle do grau de influencia de urna componente nas 
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outras componentes vizinhas do sinal - Spectral Leakage - e estii relacionado com as 






Para outros val ores den 
A janela retangular pode ser entendida como a amostragem do sinal de entrada, 
tomada sobre N pontos, cada urn destes com pesos iguais a 1 (OPPENHEIM e SCHAFER 
197 5). Nota-se urn 16bulo secundiirio 13 dB abaixo do 16bulo principal, indicando urn 
espalhamento espectral significativo para a janela retangular. A janela retangular nada mais 
e que urn termo para designar o fato de que urn sinal continuo no tempo deve ser amostrado 
durante urn intervalo de tempo finito, desprezando-se os valores do sinal fora deste 
intervalo. Os pontos assim amostrados sao ponderados uniformemente com urna fun91io 
unitiiria, que e a janela retangular, de forma a manter seus val ores originais inalterados. 
A equa91i0 da janela triangular e dada por: 
l1{n]= {
2nl N n=0,1,2, ... ,N-1 
a(N-n) n=(N/2)+l,(N/2)+2, ... ,N-1 
[05] 
Com a utilizas:ao desta janela, o 16bulo secundiirio fica 26 dB abaixo do 16bulo 
principal e tern a largura em freqiiencia duplicada. 
A janela de Hanning, mais comurnente chamada de janela'de Hann, oferece grandes 
melhorias quando comparadas com as anteriores. A funs:ao de Hann e definida como: 
{




No espectro da janela de Hann, o 16bulo secundiirio estii 
aproximadamente 32 dB abaixo do l6bulo principal. 
25 
A janela Hanuning e muito semelhante a janela de Hann, porem se utiliza 
coeficientes diferentes em sua equa<;ao para os termos em co-seno: 
w[n} = 0,54- 0,46[cos(2nn IN)} [08] 
E possivel observar a resposta em freqiiencia e a curva da fun<;ao na figura 6c. Nota-
se que o 16bulo secundano estii aproximadamente 43 dB abaixo do 16bulo principal. As 
fun<;oes de pondera<;ao de Hann e Hamming sao exemplos de fun<;oes no dominio do tempo 
com urn termo co-senoidal. 
M 
w[n] = L(-l)mbm cos(27mml N) n = 0,1,2, ... ,M [09] 
m=O 
Estas fun<;oes podem ser expandidas como urn somat6rio de termos em co-senos, 
onde a somat6ria dos termos bm e unitiiria. A fun<;iio de Blackman e uma expressao de tres 
termos onde bo = 0,42 , b1 = 0,5 e b2 = 0,08. Harris usa urn conjunto de janelas com tres ou 
< 
quatro termos diferentes de zero, que resultam em urn nivel rninimo para os 16bulos laterais. 
As curvas da equa<;ao e resposta em freqiiencia da Janela de Blackman-Harris, para 
3 ou 4 coeficientes, estao demonstradas na figura 4( d), onde foi adotado o caso de 4 termos 
para atenua<;ao de 92 dB do 16bulo secundano. 
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Figura 6- (a) Janela retangular; (b) Janela de Bartlett; (c) Janela de Hamming; (d) Janela 
Blackmann-Harris; todas com N= 35. 
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Processamento digital de imagens 
0 sentido da visao pode ser considerado o meio mais eficiente de que o ser humano 
dispoe para captar as informa<;:oes originadas no ambiente que o cerca. Algumas aplica<;:oes 
e alguns tipos de imagens requerem uma intera<;:iio visual bastante intensa. A capacidade 
humana para processar e interpretar imensas quantidades de dados de natureza visual 
motiva o desenvolvimento de tecnicas e dispositivos que estendem ainda mais essa 
capacidade e essa sensibilidade. 
0 conhecimento de como reage o sistema visual humano e de algumas tecnicas 
disponiveis para melhor adequar a imagem a aplica<;:ao e importante para desenvolver 
solu<;:oes computacionais automatizaveis. Nesta 6tica, a area de Processamento e Analise de 
Imagens permite viabilizar urn grande nllinero de aplica<;:oes, tanto no dominio do 
' aprimoramento de informa<;:oes picturais para interpreta<;:ao humana quanto no dominio da 
analise automatic a, por computador, de informa<;:oes extraidas de uma imagem ou cena. 
Entre os seus objetivos principais, destacam-se a implementa<;:ao e o 
desenvolvimento de tecnicas e metodologias voltadas para a representa<;:ao e o 
processamento de imagens. Nesta ultima decada, o processamento digital de imagens esta 
entre as tecnologias computacionais que mais rapidamente estao evoluindo, sendo estudado 
cada vez mais por diversas areas como: engenharia, fisica, ciencia da computa<;:ao e 
matematica. Trata-se de uma area emergente, cuja potencialidade de aplica<;:ao tern dado 
origem a projetos e estudos de casos em sistemas de processamento de imagens, voltados 
para problemas especificos de outras areas como engenharia, medicina, telecomunica<;:oes. 
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Conceito de lmagem Digital 
Uma imagem e urna figura que de urna representa9ao visual de urn objeto ou cena. 
No computador, a imagem e urn arranjo bi-dimensional de nfuneros. Cada nfunero 
corresponde a urna pequena area, denominada pixel, sendo que os valores de cada nfunero 
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Figura 7- (a) Uma simples imagem digital de duas bandas e (b) o correspondente arranjo de 
niimeros. 
0 conceito de imagem digital toma posslvel a visualizayao de urna imagem como 
urn gn\fico tridimensional comurnente utilizado para representar fun96es bivariaveis. 
0 0 
Figura 8- (a) Representa~lio grafica tridimensional da fun~lio sine e (b) imagem correspondente em 




As transforma9oes lineares, como a Transformada de FQ.urier, forarn inicialmente 
definidas para sinais unidimensionais; mais tarde forarn estendidas para imagens. Porem, ja 
que as formas nas imagens nao sao privilegiadas pelas transforma9oes lineares, para 
explora-las foi necessaria desenvolver uma abordagem denominada morfologia 
matematica, baseada na teoria dos conjuntos. 
A morfologia matematica, sugerida na decada de 60 na Fran9a, tern uma formulas:ao 
baseada em reticulados complexos. Urn reticulado complexo e formado pela cole91io de 
todos os subconjuntos de urn conjunto E, com rela91io de ordem parcial !;;;; usual entre os 
conjuntos e as operas;oes de intersec91io, uniao e complemento. Assim, mapearnentos de 
imagens podem ser vistos como operadores entre reticulados complexes (GONZALEZ e 
WOODS 2002). 
Os mapearnentos da morfologia binana podem ser expressos atraves de operas:oes 
elementares sobre conjuntos e mais dois operadores basicos, conhecidos como erosao e 
dilata91io. A erosao e a dilatayao sao operadores elementares que formam a base para a 
construs:ao de transformas:oes mais complexas. Assim, numa cadeia morfologica de 
processarnento de imagens, encontra-se urn grande nllinero de operadores encadeados, 
todos definidos a partir destas fun9oes elementares (GONZALEZ e WOODS 2002). 
Todos os operadores da morfologia matemiitica sao caracterizados por subconjuntos 
denominados elementos estruturantes, uma imagem menor de forma conhecida, com 
' caracteristicas geometricas/topologicas relacionadas com a informas:ao que se pretende 
extrair da imagem de interesse. A ideia basica e explorar a rela91io entre estes subconjuntos 
e o conjunto que define uma imagem binana (GONZALEZ e WOODS 2002). 
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Erosao e Dilata~ao 
A erosao de urna imagem X por urn elemento estruturante B e defmida como 
lin(X) = {x E E: Ext;;; X} [10] 
sendo Bx o conjunto B trans1adado por x. 
A dilatac;ao de urna imagem X por urn elemento estruturante B e defmida como 
. on(X) = {x E E: Bxn X;# 0} [11] 
<n(X) 
Figura 9- Efeitos da erosao e dilata.;ao bimlrias usando urn elemento estruturante esferico de raio R 
numa imagem X. 
A erosao diminui o tamanho dos objetos contidos na imagem, enquanto a dilatac;ao 
aurnenta. Note-se tambem que a erosao elimina objetos menores que o elemento 
estruturante, enquanto a dilatac;ao elimina buracos e espac;os menores que o elemento 
estruturante. 
Esta nao e apenas urna coincidencia; de fato, hii urna relac;ao de dualidade entre 
esses dois operadores, dada por 
&s(X) = (on(X")f [12] 
onde c representa a operac;ao de complementa<;ao usual de conjuntos. 
Note-se tambem que, se a origem estii contida em B, entaof 





Figura 10- (a) Imagem original, (b) imagem erodida e (c) imagem dilatada. 
0 operador Ps(X) = os(X) - lis(X) e denominado gradiente morfologico. 0 operador 
p+ 8 (X) = o8 (X} - X e a borda ou gradiente extemo e o operador P-s(X) = X- os(X) e a 
borda ou gradiente intemo. 0 gradiente morfologico e a uniao da borda extema com a 
borda intema e, portanto, pode ser entendido como uma borda mais grossa. 
0 operador rs(X) = &!(cs(X)) e denominado abertura de X por Be o operador rps = 
c8 (58 (X)) e denominado fechamento deXpor B. A abertura elimina objetos menores que o 
elemento estmturante e partes pequenas do objeto. 0 fechamento preenche pequenos 
espayos entre objetos, pequenos buracos e reentrii.ncias estreitas. 
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Reconhecimento de padroes 
0 reconhecimento de padroes e urna habilidade extremamente desenvolvida nos 
seres hurnanos e em alguns animais. Pode-se dizer que padroes sao os meios pelos quais o 
mundo e interpretado. Desde os primeiros computadores registram-se grand~s esfor9os para 
a elabora<;:ao de atitudes e decisoes a partir de interpreta96es do n,:tundo real. Assim, alguns 
conceitos irnportantes referentes a area de reconhecirnento de padroes serao apresentados a 
seguir (SCHALKOFF 1992). 
• Padrao: urn padrao e urn arranjo ou ordena9ao em que se pode dizer que exista alguma 
organiza<;:ao estrutural. Urn padrao pode ser referenciado como urna quantidade ou 
descri<;:ao estrutural de urn objeto ou de qualquer outro item de interesse, podendo ser 
complexo ou tao basico quanto urn conjunto de medidas ou observa<;:oes, como peso ou 
idade, por exemplo, geralrnente sendo representado na forma de urn vetor ou matriz. 
• Caracteristicas: as caracteristicas podem ser entendidas como qualquer medi<;:ao uti! 
extraida de urn processo, podendo ser, por exemplo, o resultado da aplica<;:ao de urn 
algoritrno ou de urn operador de extra9ao de caracteristicas nos dados de entrada. 
lntensidade de sinais e descri96es geometricas de urna regiao sao exemplos de 
caracteristicas. Urn grande esfor<;:o computacional e requerido neste processo, podendo 
os dados, muitas vezes, conter erros ou ruidos. 
• Vetor de caracteristicas e espac;o de caracteristicas: vetor de caracteristicas e urn 
vetor de dirnensao d, denotado por x, que contem as caracteristicas de forma 
organizada. Ja urn espa<;:o de caracteristicas e urn espa9o multidimensional que contem 
os vetores de caracteristicas. Se, por exemplo, todas as caracteristicas sao nlimeros 
reais, pode-se dizer que o espa<;:o de caracteristicas e Rd. 
• Classificac;ao: a classificayao consiste na atribui9ao de dados 'de entrada a urna ou mais 
classes c pre-especificadas. Esta atribui9ao e baseada na extra9ao de caracteristicas 
significativas ou atributos e no processamento ou analise destes atributos. 
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• Reconhecimento: o reccinhecimento consiste no processo de classifica9ao. Quando sao 
analisados problemas de reconhecirnento de padroes, sao utilizadas ( c + 1) classes, visto 
que urna classe deveni conter as saidas: "nao classificado", "nao conhecido" ou "nao 
pode decidir". 
• Classe de padroes: e urn conjunto de padroes que possuem caracteristicas similares. 
Uma das questoes rnais importantes em muitas aplica9oes de reconhecimento de 
padroes e identificar os atributos apropriados e formar urna boa medida de similaridade. 
• Pre-processamento: e o processo de filtragem ou transforma9ao dos dados de entrada 
para auxiliar na praticidade computacional, na extra9ao "das caracteristicas e na 
minimiza9ao do ruido. 
A partir desses conceitos, pode-se dizer que, dado urn conjunto de caracteristicas 
que definem urn determinado objeto, a tarefa de reconhecer padroes consiste em fazer com 
que tais caracteristicas sejam identificadas. De modo formal, o reconhecimento de padroes 
pode ser entendido como urn mapeamento "opaco" entre o espa9o de padrao e o espa9o da 
classe associada. 0 mapearnento e dito "opaco" porque a fun9ao que leva ao espa9o da 
classe associada nao e conhecida. Segundo outra defini9ao, dada por Fu (1982), o 
reconhecimento de padroes e urna associa9ao de urn padrao com urna determinada classe. 
Reconhecimento de Padroes Auditivos 
Os sons nao sao reconhecidos apenas em forma de tom, intensidade e timbre, mas 
tambem em termos de origem da fonte sonora, cada fonte com seus pr6prios timbres, tons e 
intensidades. Quando os sons sao percebidos como "fontes", estruturas de urn nivel mais 
alto podem ser usadas para identifica-los. Deutsch (1981) e Bregman (1990), expuseram 
alguns fatores pelos quais os sons sao agrupados como pertencendo a origens distintas. 
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• Similaridade e diferen~a. Para o agrupamento de sons deve ser considerada sua 
origem: similar ou distinta. Componentes que demonstram ter os mesmos atributos 
serao percebidos como relacionados e vice-versa. Os sons serao agrupados como sendo 
de urna origem comurn se forem similares, i.e., se tiverem tons, timbres, potencia, 
posi<;iio e intensidades parecidos. 
• Proximidade. Componentes que estejam pr6ximos com rela<;iio ao tempo ou a 
freqiiencia serao percebidos como estando relacionados e vice-versa. 
• Continuidade. Mudan<;as na intensidade ou freqiiencia devem ser suaves e continuas, 
para que determinados sons continuem a fazer parte de urna mesma fonte. Mudan<;as 
repentinas implicam novas fontes ativas. 
• Coerencia. Ligados por uma bern estruturada "continuidade", os componentes de uma 
fonte tendem a variar de maneira coerente, por exemplo, mudar de tom e intensidade 
' 
juntos. 
• Freqiiencia fundamental. Se dois sons com freqiiencias fundamentais diferentes sao 
ouvidos juntos, os seus harmonicos nao se confundem e serao percebidas duas fontes 
sonoras distintas. Se a fundamental for a mesma, a fusao dos harmonicos ocorrera e os 
sons serao percebidos como pertencentes a urna linica fonte. 
• Localiza~lio do som. Sons originados de urn mesmo local no espa<;o sao tidos como de 
fonte comurn. Sons cujas fontes estao separadas no espa<;o ajudam o sistema auditivo a 
se concentrar em urna linica fonte, apesar do mascaramento provocado por outros sons. 
• Ritmo. Padr5es ritrnicostendem a ser percebidos como fontes. De acordo com Deutsch 
( 1981 ), o ritmo e urn dos mais poderosos fatores fisicos de reconhecimento de padr5es. 
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Correlac;ao 
Ao obter dois diferentes sinais de urn experimento, como, por exemplo, a temperatura 
e a pressao de urn gas, urna questao que surge freqiientemente e se esses dois sinais estao 
relacionados, e se a a9ao em urn sinal aciona urna resposta no outro sinal. Dependendo da 
simplicidade dos sinais, podemos encontrar correla<;oes entre eles por mera inspe9ao visual. 
Entretanto, para sinais mais complexos ( ou ruidosos ), e quase impossivel a detec<;ao de 
uma correla<;ao entre eles por inspe9ao visual. Neste caso, torna-se necessario utilizar 
recursos matematicos. 
' 
A correlac;:ao matematica entre dois sinais &t! e hrt! e definida como: 
-g(t)oh(t)= Jg*(r)h(t+r)dt [14] 
A expressao acima multiplica duas series temporais, sendo a segunda h(t) deslocada 
no tempo por uma quantidade r ( conhecida como fator de atraso) e integra o sinal 
resultante. A propriedade de produto interno sugere uma interpreta9ao da correla9ao 
matematica como uma medida de similaridade entre duas fim<;oes em rela<;ao a uma serie 
de deslocamentos relativos entre elas (COSTA e CESAR 2001). A figura 11 ilustra este 
fato. 
' 
Uma maneira muito conveniente e eficiente de computar a correlas;ao de dois sinais e 
fazer a FFT dos dois sinais tomar o complexo conjugado de urn deles, calcular o produto 
entre eles e em seguida computar a IFFT do resultado para obter a correlas;ao como uma 
fun<;iio do tempo de atraso r, que nada mais e que a propriedade da FT que diz: 




A sequencia de graficos abaixo (fig.11) ilustra a facilidade de computar a correla91io 
entre do is sinais quaisquer utilizando uma propriedade de correla91io da FJ' e o software 
Matlab® 6.1: 
(a) 
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Figura II- (a) Uma fun~ao qualquer g1,). (b) Outra fun~ao qualquer hit)• (c) A correla~ao entre as duas 
fum;Oes, g(t) e h(t)' limitadas no tempo. 
De acordo com a ilustra91io anterior, nesse tipo de analise os picos sao identificados 
claramente e interpretados da seguinte maneira: a correla91io fm = (go h)(t) faz com que a 
fun91io hm deslize ao Iongo da fun91io g(t); calculando-se o produto interno para cada uma 
dessas situa96es, cada intensidade de correla91io da uma indica91io da similaridade entre as 
fun96es. Na figura 11, por exemplo, a intensidade maxima e verificada para t = 20 e t = 40, 
as quais correspondem as posi96es de referencias continuas na fun91io g(tJ· Em outras 
palavras, a correla91io perrnite buscar as posi96es em que duas fun96es sao mais similares 
(no senti do amplo de produto interno ). 
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Entretanto, podemos considerar que produtos internes implementados pela correla<;ao 
tern sentido somente quando as fun<;oes tern suas amplitudes propriamente normalizadas, 
ou pelo menos pr6ximas. 
Template Matching 
Uma aplica<;ao muito interessante da correla<;ao em PDI e a tecnica conhecida como 
' Template Matching, a qual permite localizar numa imagem grande a ocorrencia de objetos 
semelhantes a uma imagem pequena, o molde (template). Ao calcular a correla<;ao entre a 
imagem grande e o molde, as posi<;oes nas quais a imagem grande se assemelha ao molde 
terao alto valor de correla<;ao. Desta forma, uma busca de extremes na imagem da 
correla<;ao fomecera as posi<;oes e o valor desses extremes fomecera o grau de semelhan<;a. 
Como exemplo ilustrativo da tecnica Template Matching, suponha-se que se queira 
localizar as ocorrencias da letra "M" na imagem abaixo (fig.l2), a qual contem urn texto. 
Utilizando o software Matlab@ 6.1, e possivel extrair uma das letras "M" da imagem e 
efetuar a correla<;ao entre o template "M" e a imagem. Os picos claros correspondent as 
ocorrencias da letra "M" no texto. 
(a) 
(b) 
Figura 12- (a) Uma imagem em que o molde (letra "M") foi correlatado. (b) Localiza~iio e ocorrencia 
do molde. 
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Este procedimento pode ser rea!izado no dominic das freqtiencias ou do espa9o. 
' Quando o template e grande, o calculo no dominic das freqtiencias e mais veloz. Embora a 
correla91io possa ser formulada em forma vetorial, trabalbar diretarnente com urn formate 
de imagem ou sub-imagem e mais intuitive ( e tradicional). Sendo assim, coincide urna sub-
imagem hrx.y) de tarnanho J x K dentro de urna imagemfrx.y) de tamanho M x N, e assurne-se 
que J:::; Me K:::; N Em sua forma mais simples, a correlayao entre frx,y) e hrx,y) e: 
c(s,t) = LLf(x,y)h(x-s,y-t) [15] 
X y 
sendo s = 0, 1, 2, ... , M- 1; t = 0, 1, 2, ... , N- I, e a somat6ria e tomada sobre a regiao da 
imagem onde h sobrep5e a f A figura 13 ilustra o procedimento: assurne-se que a origem 
de f fica a esquerda no topo da imagem e a origem de h no centro da imagem. Para qualquer 
valor (s, t) dentro de frx,y), aplicando-se a equa9ao [15], obtem-se urn valor de c. Como s e t 
' 
variam, hrx.y) move-se ao redor da area da imagem, dando a fun9ao crs. t!· 0 maximo valor de 
crs. t! indica a posi9ao de melbor compara9ao de hrx.Y! sobre frx,yJ . Note-se que a precisao e 
perdida para val ores de s e t pr6ximos as extremidades de frx,y), com urn erro proporcional 





' ' ' ' ' ' ' ' ------ ---EQ :r 
h (x-s, y-t 
frx,y) 
Figura 13- Arranjo para obter a correla~iio de f(,,,1 e h(x,y) no ponto (s, t). 
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A fun<;ao de correla<;ao dada na equa<;ao [15] tern a desvantagem de ser sensivel a 
mudan<;as de amplitude de fix. y) e hrx.y) . Por exemplo, duplicando todos os val ores de fix.y) e 
hrx.yh o valor de crs .t! tambem e duplicado, o que torna dificil interpretar uma comparas:ao 
com outros resultados de similaridade. Urn artificio freqiientemente usado ,para contornar 
esse problema e executar a comparas:ao com base no coeficiente ge correla<;ao norrualizado 
(NCC), o qual e definido como: 
L L [f(x,y)- ](x,y)Ih(x- s,y -t)- li] 
NCC(s,t) = x Y Yo [16] 
{~~[f(x,y)- ](x,y)]2 ~~[h(x-s,y-t)-h]'} 
- -
onde h e 0 valor medio de pixels ern h (x, y) ( computado so uma vez), f (x, y) e 0 valor medio 
de fix. Y! na regiao coincidente com o local atual de h e a somat6ria e tomada sobre as 
coordenadas comum a ambosfe h. 0 NCCrs.t) atinge valores de -1 a 1, independentemente 
das mudan<;as de escala na amplitude defix.y) e hrx.y) (GONZALEZ e WOODS, 2002). Se o 
NCCrs,t) for igual a -1, isso indica que o molde encontrou o seu "negativo" (o terrno 
"negativo" utilizado aqui e analogo ao negativo de urn filme fotogriifico ). 
0 Template Matching tern sido muito aplicado em diversas iireas. Suas aplica<;oes 
vao desde o reconhecimento de impressoes digitais, alinhamento de superficies, 
acompanhamento de objetos numa sequencia de imagens; reconhecimento de faces; 
detec<;ao de alvos a partir de imagens de radar; diagn6stico de doen<;as a partir de imagens 
ate identifica<;ao de estrelas. Isto demonstra que se trata de uma ferramenta muito poderosa 
no reconhecimento de padroes. 
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Teoria da comunicac;ao 
As origens da modema teoria da comunica<;ao remontam a infuneros trabalhos na 
area da comunica<;ao eletrica. Significativo avan<;o foi conseguido com os trabalhos de 
Huntley sabre a quantidade de informa<;ao, nos quais ele defme informac;ao de uma 
mensagem (H) em fun<;iio do nfunero de possiveis sequencias de simbolos que podem ser 
selecionados (s) e do nfunero de simbolos selecionados (n), atraves da equac;ao H = n log 
(s). Esta equac;ao contem a origem do relacionamento da comunicac;ao com a entropia. 
Gabor, em 1946, relacionou as diferentes variaveis da teoria da comunica<;ao, fazendo 
analogia com o principia de incerteza de Heisenberg e com os trabalhos de Wiener, urn 
matematico preocupado com problemas de comunicac;ao e control~ (DIB, 1974). 
Coube, porem, a Claude Shannon, em 1948, apresentar em A Mathematical Theory 
of Communication urn estudo sistematico a partir de urn modelo relativamente simples, 
com o qual demonstrou urna serie de teoremas relativos ao processo de comunicac;ao. 
Atribui-se a Warren Weaver a difusao das ideias de Shannon em outras areas que nao a 
engenharia, atraves do artigo Recent contributions to the Mathematical Theory of 
Communication, publicado em 1949. 
A teoria da comunicac;ao esta relacionada com as leis matematicas que regem a 
transmissao e o processamento da informa<;iio. Mais concretamente, ocupa-se da medic;iio 
' quantitativa da informac;ao, da representa<;ao ( codifica<;ao/decodifica<;ao) e da capacidade 
que os sistemas tern para transmitir e processar as informac;oes, caracterizando urn sistema 
de comunicac;ao. 
A transmissao de informac;ao depende de sinais (por exernplo, letras e algarismos ), 
em rneio aos quais a fonte de informa<;oes pode realizar a sua escolha. Ern geral, estes 
sinais sao codificados na esta<;ao emissora, isto e, sao transformados em outros sinais que 
se prestam para a transmissao. 
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Esta transforrna<;ao, ou seja, esta rela<;ao exata entre dois tipos de sinais e conhecida 
como codificat;iio; a transforrna<;ao das letras do alfabeto em sinais do c6digo Morse 
constitui urn exemplo de codifica<;ao. 
A inforrna<;ao transmitida e decodificada pelo receptor, sendo transmitida ao 
< 
destinatano. A codifica<;ao pode referir-se tanto it transforrna<;ao de voz ou de imagem em 
sinais eletricos ou eletromagneticos como it cifra<;ao de mensagens para garantir-lhes 
privacidade. 
A teoria da inforrna<;ao ocupa-se tambem das perturba<;oes (ruido) na transmissao 
das informa<;oes. Estas perturba<;oes podem estar localizadas em qualquer etapa do 
processo de comunica<;ao. Uma das tarefas da informatica consiste em determinar os 
metodos de codifica<;ao e decodifica<;ao e proteger as inforrna<;oes contra os fatores capazes 
de perturbii-las. 
0 conceito de informa<;ao utilizado neste trabalho refere-se apenas ao aspecto 
mensuriivel, o qual pode ser expresso mediante equa<;oes matem;iticas. No jogo de dados, 
por exemplo, sempre se obtem apenas urn dos seis nillneros possiveis. Antes da jogada, 
todos os seis nillneros possuem a mesrna probabilidade (p) de cairem, isto e, p = 1/6. Em 
cada jogada e eliminada urna incerteza do jogador e pode-se afirrnar que cada jogada possui 
identico valor informative. Esta observa<;ao pode ser generalizada: 
lnformar;iio e a eliminat;iio mensurtivel da incerteza relativa a determinada 
situat;iio. 
A elimina<;ao da incerteza relativa a urn fato e tanto rnaior quanta menor for a 
probabilidade (p) deste fato ocorrer. Portanto, a medida do conteudo informative (I) deve 
ser o inverso de p. Outra condi<;ao adicional para a medida cta informa<;ao consiste em 
equiparar I a zero quando se tern certeza absoluta da ocorrencia do fato, isto e, nos casos 
em que p = 1. Esta condi<;ao e preenchida pela aplica<;ao da fun<;ao logaritmica, urna vez 
que log 1 = 0. 
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' 
Vemos, portanto, que o conteudo informativo mensunivel de urn evento pode ser 
definido por: I= lo!\2 (lip) [17] 
Para esta defini9ilo, foi escolhido o logaritmo da base 2. Esta escolha corresponde it 
escolha da unidade da medida de informayao em bits, o digito binano. Desde que o nlimero 
de estados possiveis seja 2N ou lo!;22N = N, e possivel, com esta equayao, calcular 
matematicarnente o conteudo informativo de cada lance do jogo de dados, que e 2,58 bits. 
Esta defmivao de medida da informayao pode ocorrer com identica probabilidade, 
' de 1/p, como e o caso no dado regular. Trata-se, porem, de urna simplifica91io; geralmente 
os diversos sinais e estados de urna fonte de informayao nao apresentam a mesma 
probabilidade. As letras do alfabeto constituem urn exemplo de probabilidade desigual, 
visto que elas ocorrem com freqtiencia (probabilidade) desigual num deterrninado texto. 
No caso especial de probabilidades identicas, a equa91io [17] pode ser transformada: 
quando n representa o nlimero total de sinais possiveis, simbolos ou possiveis estados da 
fonte de informavilo, teremos que p = lin. No caso do dado, n = 6. Ou seja, o conteudo 
informativo de urna fonte de informayoes corresponde ao logaritmo dual do nlimero n de 
todos os estados possiveis da fonte de informavoes. 
' 
Este conceito quantitativa da informavao nao leva em considerayao a importiincia da 
informas:ao para o jogador. No jogo de dados, por exemplo, a valoriza91io subjetiva dos 
nlimeros varia de urn jogador para outro, de acordo com numerosos fatores (tipo de jogo, 
experiencias anteriores, participantes do jogo ). 
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Modelo de comunicac;ao de Shannon 
Urn conceito fundamental na teoria da informac;:ao e o de que a, quantidade de 
informas:ao contida numa mensagem e urn valor matematico bem'definido e mensunivel. 0 
termo quantidade nao se refere ao volume de resultados, mas a probabilidade de que uma 
mensagem, dentro de urn conjunto de mensagens possiveis, seja recebida. 0 significado de 







Figura 14- Modelo de Comunica~iio de Shannon e Weaver. 
Destin a 
Segundo Shannon e Weaver (1949), a fonte de informac;ao produz a mensagem ou 
conjunto de mensagens a serem transmitidas. A mensagem pode corresponder: (a) a uma 
seqUencia de letras, figuras e sons; (b) a uma func;ao do tempo frtJ (telefonia ou radio); (c) a 
uma func;ao do tempo e de outras variaveis (televisao em branco e preto ); (d) a tres func;:oes 
de diversas variaveis,.frx.y.t)• &x.y.th hrx.y,t) (caso de televisao a cores), etc. 
0 transmissor transforrna a mensagem em sinal, o qual e enviado ao receptor atraves 
de urn canal adequado para a transmissao do sinal. No caso de telefonia, o canal 
correspondente e urn fio por onde circula uma corrente eletrica variavel. No caso do radio, 
o sinal e uma onda eletromagnetica. No caso dos passaros e uma onda mecanica 
tridimensional longitudinal. 
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Ao receber a mensagem, o receptor, em geral, opera de modo inverso ao do 
transmissor, reconstruindo as mensagens originais, que sao passadas ao destinatario (pessoa 
ou objeto para o qual a mensagem foi preparada). Durante a transmissao do sinal, diversos 
acontecimentos podem alterar o sinal original, constituindo o ruido. 
Entre as principais questoes ligadas ao processo de comunicac;:ao, Weaver (1949) 
assinala: (a) a medida da quantidade de informac;:ao transmitida e da capacidade do canal de 
comuuicac;:ao; (b) as caracteristicas de urn processo de codificac;:ao eficiente; (c) as 
' caracteristicas do ruido e como este afeta a mensagem recebida pelo destinatario. 
Ainda segundo o mesmo autor, o processo de comunicac;:ao parece envolver 
problemas em tres niveis: tecnico ( quanto a exatidao com que os simbolos da comunicac;:ao 
podem ser transmitidos), semantico (quanto a precisao com que os simbolos transmitidos 
transportam os significados desejados) e eficiencia do processo ( quanto a eficiencia com 
que os simbolos transmitidos pod em afetar a conduta do modo desejado ). 
Para Shannon uma mensagem e muito informativa se a chance de sua ocorrencia for 
pequena. Caso contrario, se uma mensagem e muito previsivel, entao a quantia de 
informac;:ao e pequena. Para completar sua analise quantitativa do canal de comunicac;:ao, 
' 
Shannon introduziu a taxa de entropia S, uma quantidade que mede a taxa de produc;:ao de 
informac;:ao de uma fonte e tambem a capacidade de informac;:ao que esta transporta, 
chamada de capacidade do canal de comunicac;:ao. 
" s = 'LrJ, [18] 
t:l 
Shannon mostrou que, sea taxa de entropia (eq.18), a quantidade de informac;:ao que 
voce deseja transmitir, excede a capacidade de canal, e inevitavel a ocorrencia de erros 
incorrigiveis na transmissao. Ele tambem mostrou que, se a taxa de entropia do remetente 
for menor que a capacidade do canal, entao ha uma maneira de codificar a informac;:ao de 
forma que ela seja recebida sem erros. Isso ocorre ate mesmo se o canal distorcer a 
mensagem durante transmissao. 
45 
Shannon adaptou sua teoria para analisar o ser hwnano no idioma escrito e mostrou 
que ele e bastante redundante, pois usa mais simbolos e palavras que o necessario para a 
transrnissao de mensagens. Presurnivelmente, o ser hwnano U$a esta redundancia para 
melhorar sua habilidade de reconhecer mensagens confiantemente e comunicar tipos 
diferentes de informa<;oes. A transrnissao de informa<;oes depende do conjunto de sinais 
onde a fonte de informa<;oes realiza a sua escolha. 
As pesquisas realizadas com textos sistematicamente mutilados revelaram, por 
exemplo, que a lingua alema escrita s6 aproveita em media 1,3 bit por letra. Teoricamente, 
o conteudo informativo medio de cada urna das 26 letras do alfabeto e de log2 26 = 4, 7 bits; 
portanto, a redundancia mediae de (4,7 1,3) bits= 3,4 bits por letra. 
Entretanto, este desperdicio aparentemente superfluo de sinais nao constitui senao 
' urn aspecto parcial da redundancia. As vantagens da redundancia manifestam-se diante das 
perturbat;i5es no canal de transmissiio, como, por exemplo, nas liga<;oes telefonicas 
deficientes, na radiorecepgao perturbada pela estatica, na escrita pouco legivel, na 
comunica<;ao sonora animal em meio aos obstaculos da mata. Em tais casos, e gra<;as a 
redundancia da linguagem que urn deterrninado texto pode ser decifrado com base em urna 
fra<;ao de sinais identificii.veis. De urn modo geral, a teoria da comunica<;ao mostra que a 
transmissao de urna informa<;ao e tanto mais protegida contra distlirbios quanto maior for a 
redundancia contida na codifica<;ao. 
Maria Luisa da Silva (200 I) utilizou a teoria da comunica<;ao de Shannon para 
caracterizar a estrutura e organiza<;lio do canto da especie Turdus rufiventris. Considerando 
' 
que tambem ha informa<;ao . na freqiiencia das notas e na ritrnicidade do canto ( o que 
implica afirmar que ha informa<;ao quando urn individuo emite somente urna nota), mediu-
se a varia<;ao e avaliou-se a funcionalidade dos sinais de comunica<;ao, criando wn indice 
que integra os valores de entropia e ritrnicidade do canto individual para amemzar a 
heterogeneidade da amostra e elucidar a magnitude da varia<;ao. 
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Bioacustica e comunicat;iio sonora 
A Bioacustica e urn campo cientifico moderno que se beneficia da tecnologia de 
gravat;Cies e analise dos sons por meio da qual se pode facilmente conservar e definir, em 
termos de parfunetros fisicos, o proprio sinal de comunica<;:ao, contribui para a ornitologia 
de campo, esclarecendo varios aspectos da comunica<;:ao sonora em aves (VIELLlARD 
1987). 
' Embora recentes, as contribuit;Cies da bioac6.stica para a ornitologia tern sido 
fundamentais, principalmente quanto ao estabelecimento dos conceitos basicos da 
evolut;ao, da biogeografia, da taxonomia, da etologia e da biologia da conservat;ao. 
A divergencia no estabelecimento de criterios na defini<;:ao da comunicat;ao alimenta 
a poHlmica sobre como avaliar uma determinada situa9ao e verificar se os individuos 
envolvidos estao ou nao se comunicando. Os exemplos pniticos mostram como e dificil se 
chegar a urna defini9ao de comunicat;ao que nao seja ambigua e que possa ser facilmente 
aplicada a todos os casos (HADDAD 1995). 
Deve haver no rninimo tres elementos no processo de comunicat;iio: fonte, 
' 
mensagem, destinatano. A fonte pode corresponder a urn individuo (falando, escrevendo, 
desenhando, gesticulando ), a mensagem pode ser na forma escrita, sonora ou conter outros 
sinais que podem ser interpretados de forma significativa, e o destinatano pode ser urn 
individuo escutando, prestando atent;ao ou lendo (SCHRAMM 1965). 
Weaver (1949) assinala que a palavra comunica91io inclui todos os procedimentos 
pelos quais urna mente pode afetar outra. A comunica<;:iio visa, muitas vezes, alcan9ar 
resultados predeterminados. Quando isso nao ocorre, diz-se que a comunicaviio falhou. Mas 
para avaliar se a comunicas:ao ocorreu ou nao, e necessaria definir em termos objetivos e 
mensuraveis qual o resultado que se pretende alcan9ar com a comunicat;ao. Devem-se 
estabelecer, em termos comportamentais, os criterios (respostas Q_esejadas) que irao indicar 
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se ocorreu a mudan9a de comportamento desejada e se, portanto, a comunica9ao foi 
eficiente. 
Como em qualquer sistema de comunicayao, os sinais aclisticos da comunica9ao 
animal precisam manter a inforrna9ao que carregam ao Iongo das tres etapas da 
comunica9ao: emissao, transmissao e recep9ao. 0 sinal emitido deve, portanto, chegar ao 
receptor de maneira que sua fun9ao seja captada e identificada. 
A emissao e a recep9ao de urn sinal sao realizadas atraves de capacidades 
fisiol6gicas e anatomicas especializadas que sao adequadas a modalidade do sinal e ao 
meio onde vive o animal em questao. 
' A base da comunica9ao animal corresponde ao conceito de especie biol6gica. 
Assim, utilizamos a palavra canto para designar o sinal de comunica9ao vocal que tern 
como funs;ao biol6gica primordial o reconhecimento especifico (VIELLIARD 1987). Dessa 
forma, a no9ao de especificidade do canto das aves ja foi observada por Florence em 1830, 
no diario de bordo da expedi9ao Langsdorffpelo Brasil (VIELLIARD 1993) e por Altum 
(1868), que reconhecem o carater especifico do canto, embora o definam como urn 
chamado de acasalamento, independente do tipo de som. 
0 canto e Unico para cada especie sendo que algumas especies possuem dialetos 
regionais. E temporariamente delimitado pelas esta9oes do ano e geralmente executado 
apenas pelos machos. E usado, principalmente, para anunciar e delimitar o territ6rio e atrair 
' 
a remea. 0 canto pode ser uma repeti9ao sucessiva de piados ou padroes complexos de 
unidades continuas de som, as notas, formando longos e repetidos temas ou frases. 
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0 Sabia-laranjeira Turdus rufiventris 
0 Sabia-laranjeira Turdus rujiventris e uma especie de passaro conspicua e muito 
comum da fauna Neotropical. Vive na mata (floresta mes6fila, floresta secundaria), bordas 
de floresta ombr6fila, parques, quintais e ate mesmo no centro das cidades quando ha 
algum ajardinamento (SIT., VA 1997). 
Sua aparencia ffsica, ventre cor laranja, o bico e a regiao orbicular amarelo-vivo 
contrastam com a garganta clara estriada de preto, nao e tao extraordinaria quanto seu 
canto, melodioso, variado e principal responsavel pela sua popularidade no Brasil. Seu 
canto e composto de apitos e trinados de altura media (alcance de freqiiencia entre 1 a 4 
kHz, ver fig.l5). As frases sao articuladas em longas seqiiencias de notas regularmente 
espa<;adas e emitidas sucessivamente. Alguns indivfduos costumam emitir notas de curta 
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Figura 15-0 Sabil\-laranjeira eo espectrograma de urn canto tipico da especie. 
0 Sabia-laranjeira e abundante e difundido, permitindo o estudo de muitos 
indivfduos de diferentes localidades (SIT., VA et a/. 2000). Ocorre no Brasil Oriental e 
Central, do Maranhao ate a Parafba, Rio Grande do Sui e Mato Grosso, alem de Uruguai, 
Paraguai e regioes limftrofes da Bolivia e Argentina (SCHAUENSEE 1970). 
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RESULTADOS 
Levando-se em considera~,:ao a analise do reconhecimento de tres individuos, foram 
realizados diversos testes sobre a viabilidade do SITM para classifica~,:ao de notas. A rotina 
desenvolvida tambem determina a entropia de Shannon da sequencia de notas, mas nao da 
ritmicidade do canto. Os resultados da entropia nao sao apresentados por serem 
consequencias diretas da classifica~,:ao. Se a classifica~,:ao estiver correta os ciilculos da 
Entropia tambem estarao. 
Para facilitar a interpreta~,:ao, os resultados seguem a seguinte legenda: as letras 
azuis expressam a classifica~,:ao das notas obtida por urn observador humano treinado 
usando os metodos tradicionais de compara~,:ao; as vermelhas representam os resultados 
obtidos pelo SITM e na cor verde estao as notas em que os resultados do SITM diferem do 
metodo usual. 
No ASN estao armazenados cinco frases co sete tipos de nota do indivfduo 08. A 
primeira e a segunda frases tern a mesma sequencia de nove notas. A terceira frase possui 
oito notas, a quarta dez notas e a quinta frase dezesseis notas. Foram realizados tres testes, 
conforme o esquema que se segue: 
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Figura 16- Frases do iudividuo 08. 
Em cada teste foi obtida uma certa quantidade de acertos, a quantidade total de 
acertos detennina uma media de sucesso x dentro de urn certo ntimero de amostras n. 
Segundo Inferencia Estatfstica o IC para propon;oes e: 
P(po- ZaO"p :::; P :::; Po+ ZaO"p) = 1- <X 
e Za urn valor tabelado. 
Sendo Po = xln; 





Assim, adotando urn nfvel de incerteza de a = 4%, os resultados demonstraram que 
o SITM, com uma confian<;a de 96%, reconhece corretamente de 77% a 97% das notas do 
indivfduo OR 
Do individuo 15, existem apenas duas frases gravadas. A primeira com 40 notas e a 
segunda com 53. Ao analisar esse canto, o SITM reconheceu tres tipos de notas diferentes 
enquanto a an::ilise visual distingue 7 tipos. Foram feitos cinco testes como indica o 
esquema abaixo: 
Frase la 















F B A B 
FEBAF-
F B A B 
HGAB 
F H B A B 
Frase 2e 
FA B C D 
FAB D 
B A B L D 
F A B K D 
FABVlD 
B A B L D 
Frase lb 
B E F E f 
B E FE F 
B E F EF 
B E FEF 
B E F E r· d 
B E FE F 
Frase lf 
F E F .!\ B 
B E B A B 
FEFA B 
ll ,, E B A B 
G EG A B 
FE F A B 
Frase 2b 
E F .'I B E 
E F A B H 
F A F H 
E F A F H 
E F A r d E 
EFA B H 
Frase 2f 
A B E F E 
A B L M 
A B l B E L 
A B F E 
A B N F E 
A B F E 
Frase lc 
A B E f G 
A B EF G 
A B EF G 
A B E FG 
A B E F 
A B E FG 
Frase lg 
c D A. B E 
c D AB E 
H D A B E 
c D A B E 
D A B i 
D AB E 
Frase 2c 
f A BC D 
FA B J D 
F A B c D 
F A B I D 
F A r· u 1 D 
F A B i D 
Frase 2g 
F D A B E 
D A B L 
F D A B E 
F D A B E 
F D A Ci 0 
F D A B 
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Frase ld 
.!\ B E F ,!\ 
A B E F A 
A B E FA 
A B E F A 
A B EF A 
AB EFA 
Frase lh 
F A 8 E f 
F A B r: ~--' 8 
FA B EF 
F A B 
A B J K 
F A B EF 
Frase 2d 
A B E F E 
A B F E 
A f J F K 
A B E FE 
A rc "J .J F E 
A F F B 
Frase 2h 
F A B B F A 
0 A B p 0 A 
Jv1 A B E N A 
F A B E F A 
p A B p p A 
B A B I f A 
Frase 2i 
B C D A B 
f~ D A Q 











Utilizando o mesmo nfvel de incerteza, os resultados demonstraram que o SITM, 
com uma confian.;;a de 96%, reconhece corretamente de 64% a 82% das notas do indivfduo 
15. 
0 indivfduo 26 possui 4 frases todas elas com 10 notas; no total sao 11 tipos de 
notas. 
Frase 01 Frase 02 
A B c D E p G H H I A B c D E f G H H I 
A B c D E F G H H I A B c D E F G H H I 
A B c D E F G H H I A B c D E F G H H I 
A B c D E F G H I A B c D E F G H H I 
A B c D E F G H H I B c D E F G H H I 
A B c D E F G H H I A B c D E F G H H l 
Frase 03 Frase 04 
A B c l D E p (' u H H I K C E F G J D E F 
A B c J D E F G H H I c E FG K D E F 
A B K J D E F G H H I K H EFG K D E F 
B c K D E F G H H I L VI E FG K D E F 
B c D E FG H H I E FG J D E F 
A B c J D E F G H H I c E FG K D E F 
Com o indivfduo 26, o SITM apresentou uma confian.;;a de 96% e reconhece 
corretamente de 74% a 97% suas 11 notas. 
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DISCUSSAO 
Esquemas de classificayao podem diferir entre si, segundo a variavel contextual, 
como, por exemplo: (1) habitat e efeitos associados it propaga9ao do som; (2) a identidade 
do cantor e o mecanismo da produ9ao do som; (3) a maneira como urn receptor da especie 
categoriza o som; ou (4) o comportamento fimcional desses sons. Nao ha nenhuma razao 
para procurar encontrar urn esquema Unico de classificayao para urn conjunto de sons que 
seja valido para todos esses diferente contextos. Portanto, o que esta sendo avaliado aqui e 
somente a capacidade de reconhecirnento de notas de urna especie comparado com o 
metodo tradicional. 
A vantagem do SITM em rela91lo a urn observador hurnano treinado e o 
processamento simultaneo de urn grande nill:nero de dados e o armazenamento das 
informa96es que proporciona facilidades para novas analises. Os resultados apresentaram 
intervalos de confian9a significativos, entretanto, devido ao carater inedito da pesquisa, nao 
o suficiente para que o SITM possa ser utilizado em laborat6rio. 
No caso da anruise do individuo 15, por exemplo, o equivoco ocorrido foi 
ocasionado pelo pequeno dimensionamento das imagens quando selecionadas com o 
mouse. Para contomar esse problema, o canto foi dividido em varias partes, cada urna delas 
com urna media de cinco notas, a exemplo do que foi feito com a quinta frase do individuo 
08. Esse artificio futuramente pode ser substituido por urna barra de rolagem ( ou slider, 
como denominam os usuanos faruiliarizados com a interface grafica do Matlab ). 
Foi observado tambem que, conforme a base de dados aumenta, o programa se 
"confimde", ocasionando erros incorrigiveis ate o momento. Na maioria das vezes, o erro 
nao demonstra ser tao grave, entretanto, como e o caso, ele se propaga por toda a amostra. 
Esse problema pode ser contomado com ajustes no algoritmo e com urna melhor definis:ao 
no grau de NCC. Ainda assim, e provavel que haja urna propaga91lo de erros consideravel, 
devido a erros causais gerados pelo observador. 
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CONCLUSAO 
0 processamento de imagem tern urna vantagem em re!ayao ao processamento de 
som no que diz respeito ao reconhecimento de padroes. Alem de apresentar urn formato 
mais "!eve", o que implica urn processamento mais nipido, a representa9ao visual dos sons 
' 
complementa a analise auditiva, tomando viavel o reconhecimento da imagem que 
representa urn padrao sonoro. 
A classificayao semi-autornatica de sons atraves de imagens aplicadas it bioacustica, 
especificamente ao canto da especie T. rufiventris, tern urna limitayao 6bvia ao levar muito 
em conta a intensidade de brilho, alem de erros causais de manuseio do mouse. Os 
resultados de classifica9ao das notas apresentaram intervalos de confian9a significativos, 
entretanto nao o snficiente para que o SITM seja utilizado em laborat6rio. Mesmo assim, 
ele ainda pode se tomar urn metodo muito eficaz, ja que o que prejudicou seriamente os 
resultados foram propaga9oes de erros iniciais. Estes erros podem ser corrigidos com a 
otimiza9ao do algoritmo de classifica'(iio e com a utilizayao de JlOVos recursos. A eficacia 
do metoda pode ser melhorada com o acrescimo de mais uma analise na medida de 
similaridade, como detalhes na forma de onda da nota atraves da sua representayao gnifica 
tridimensional. Outra altemativa, seria explorar mais a fimdo ferramentas usuais em PDI 
como a morfologia matematica, para analises de forma e contomo. Acredita-se que a 
implementa91i.o de uma rede neural de Hopfield elimine completamente a propaga9iio de 
erros. 
Juntamente com ferramentas atuais como Wavellets e redes neurais artificiais o 
SITM pode ser uma ferramenta essencial para compor urn software cientifico modemo na 
area de Bioacustica. Espera-se que a integrayao desses e/ou de novas conceitos tenda a se 
transformar numa teoria s6lida, de modo que se estabele9am criterios para avaliar tais sinais 
com o minima passive! de distor9oes conceituais e que se aproxime ao maximo o 
conhecimento hurnano a natureza da comunicayao sonora animal. 
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APENDICE 
Pseudoc6digo Matlab do SITM 
001 - % Teste 
002 - clear 
003 - erro = 0; 
004 -
005 - %---------------------------- ----------------------------% 
006 -
007 -% 0 arquivo deve ser Mono, 44,100 Hz, 16 bit PCM wave file. 
008 -
009- canto= wavread ( 1 08002.wav'); 
010- specgram (canto, 1024, 2, 1024); 
011- colormap (gray); 
012 - fig = imcrop; 
013 -
014 - % Tratamento da imagern 
015 -
016 - se = strel ('ball r, 1, -8) i 
017- E = imerode (flipud (fig), se); 
018 - [m,n] = size(E); 
% specgram(a,nfft,fs,window) 
019 - figure ( 'Units 1 , 'pixels', 1 Position', [100 100 .n rnJ); 
020 - canto = image (E) ; 
021 - colormap (gray) ; · 
022 - set (gca, 'Position', [0 0 1 1]); 
023 -axis off; 
024 - axis image; 
025 -
026 - %---------------------------------------------------------% 
027 -
028 - eval ('load -mat teste. mat' , 'erro = 1; 1 ) ; 
029 -





















'nao existe base a.e dados' 
semBase; 
% executa sem base 
tamanhoDaFrase length(frase)/3; 
contP = 1; 
contF = 0; 
indiceDaFrase = 1; 
contFrase1 = 1;8 
while contFrasel < tamanhoDaFrase+l c 
indiceDaFrase = (contFrase1-1)*3+1; 
if frase(indiceDaFrase) -= char(O) 
elementoDaFrase(l) frase{indiceDaFrase)i 
elementoDaFrase{2) = frase{indiceDaFrase+l); 
elementoDaFrase(3) = frase(indiceDaFrase+2); 
frase(indiceDaFrase) = char(O); 
contF = contF + 1; 
p(contP) .nota(1) = elementoDaFrase(l); 
p(contP) .n3ota(2) = elementoDaFrase(2); 
p(contP) .nota(3) = elementoDaFrase(3); 















indiceDaFrase = (contFrase2-1)*3+1; 
f elementoDaFrase(l) frase{indiceDaFrase) 
f elementoDaFrase{2) == frase(indiceDaFrase+1) 
f elementoDaFrase{3) == frase(indiceDaFrase+2) 
frase(indiceDaFrase) = char(O) i 
contF = contF + 1; 





p(contP) .£ contF; 
contP contP + 1; 
contF = 0; 
065 - contFrasel contFrase1 + 1; 
066 - end 
067 -
068 - else 
069- 'carregando base de dados' 
070 - comBase; 
071-
% executa comBase 
072- tamanhoDaFrase length(frase_atual)/3; 
073 - contP ~ length(p)+l; 
074 - contF ~ 0; 
075 - indiceDaFrase 
076 - contFrasel = 1; 
1· ' 
077 - while contFrase1 < tamanhoDaFrase+l 
078 - indiceDaFrase = (contFrasel-1)*3+1; 
079- if frase_atual(indiceDaFrase) - ~ char(O) 
080 -
081 - naBase = 0; 
080 - for contFrase2 ~ l:length(p) 
081- if p(contFrase2) .nota(1) ~= frase_atual(indiceDaFrase) 
082- if p(contFrase2) .nota(2) == frase_atual(indiceDaFrase+1) 
083- if p(contFrase2).nota(3) ~~ frase_atual(indiceDaFrase+2) 
084- frase_atual(indiceDaFrase) ~ char(O); 
085 - p(contFrase2) .f ~ p(contFrase2) .f + 1; 








091 - if naBase == 0 
092 -
093 - elementoDaFrase{l) frase_atual(indiceDaFrase); 
094- elernentoDaFrase(2) frase_atual(indiceDaFrase+l); 
095- elementoDaFrase(3) frase_atual(indiceDaFrase+2); 





- contF = contF + 1; 
- p(contP) .nota(l) 
- p(contP) .nota(2) 



















for contFrase2 = contFrasel+l: tarnanhoDaFrase ,. 
indiceDaFrase = (contFrase2-1)*3+1; 
if elementoDaFrase(l) == frase_atual(indiceDaFrase) 
if elementoDaFrase(2) frase_atual(indiceDaFrase+l} 
if elementoDaFrase(3) == frase_atual{indiceDaFrase+2) 
frase_atual(indiceDaFrase) = char(O); 





p(contP) .f = contF; 
contP contP + 1; 
contF = 0; 
115 - end 
116 - end 
117 - contFrasel 
118 - end 
119 - end 
120 -
contFrasel + 1; 
121 - %------------------ ---------------------------(.- ---------% 
122 -
123 - % Entropia de Shannon 
124 -
125 - totalDeNotas = 0; 
126 - for contadorDoNumeroDeNotas = 1'length(p) 
127 - totalDeNotas = totalDeNotas + p(contadorDoNumeroDeNotas) .fi 
128 - end 
129 - for contadorDoNumeroDeDi = 1'length(p) 
130- di(contadorDoNumeroDeDi)=totalDeNotas/p(contadorDoNumeroDeDi) .£; 
131- i2(contadorDoNumeroDeDi)=p(contadorDoNumeroDeDi) .f/totalDeNotas; 
132 - end 
133 -
134 - for contadorDoNumeroDeii 
135- ii(contadorDoNumeroDeii) 
136 - end 
137 
138 - s = 0; 
1 'length (p) 
log2(di(contadorDoNumeroDeii)); 
139 for contadorDoNumeroDesi = 1,length(p) 
140 s = s + di2(contadorDoNurneroDesi)*ii{contadorDoNurneroDesi)i 
141 - end 
142 - ; Er.,tropia de Shannon: 1 
143 - s 





' 001 - % SEM BASE 
002 - % canto imread('''Figural.jpg 1 ); 
003 - % canto = rgb2gray(canto); % Transforma uma imagem RGB em PB 
004 -
005- n=input( 1 numero de notas:'); 
006 -
007 - % para ocorrer a comparayao deve existir pelo menos duas notas 
008 -
imcrop; 009 - notal 
010 - nota2 
011 -
imcrop; % Seleciona a nota desejada com o mouse 
012- matriz = padronizaMatrizes(nota1,nota2); 
013 - i = 3 i 
014 - while {i < n + 1) 
015 - nota = imcrop; 
016- matriz = padronizaMatrizes(matriz, nota); 
017 - i = i + 1 i 
018 - end 
019 -
020- grau(l,l)=O; 
021 - for i = 1, (n - 1) 
022- forj (i+.l),n 
% escolha do template 023 -
024 -
025 -
nee= normxcorr2{matriz{:,:,j), matriz(:, :,i)); 
grau(i,j) = max(ncc(,))*lOO; 
026 - end 
027 - end 
028- grau(j,j) 0; 
029 -
030 - % grau 
031 -
032 - padrao = 1; 
033 - for i = 1, length(grau) 
034 - sequencia(i) = 0; 
035 - end 
036 - padraoUsado = 0; 
037 -
l'length(grau) 
j = l'length(grau) 
038 - for i = 
039 - for 
040 -
041-
if ((grau(i,j) > 76) I (grau(i,j)==O))&(S€quencia(j) 








049 - end 
050 -
padraoUsado = 1; 
end 
end 
if padraoUsado == 1 
padrao = padrao + 1; 




051 - j = 1; 
052 
053 
i = 1; 
- while j < length(sequencia) + 1 













frase(i) = char(sequencia(j)+64); 
frase{i+l)= '; 
frase(i+2)= ' '; 
frase(i) = char(fix(sequencia(j)/26)); 
frase(i+l)= char(mod(sequencia(j)/26));< 
frase(i+2).= '; 
i i + 3; 
j j + 1; 
065 - end 
066 - frase 
067 - % seqUencia baseado no vetor de entrada p/ determinar elementos 
068 - % repetidos existem 
069 -
070 - elementos = 0; % nao existem elementos marcados 
071 - tamanhoElementos 1; 
072 - pertence = 0; 
073 - outputMatrizCont 1; 
074 -
075 - for j = l:length(sequencia) 
076 - for i = 1'length(elementos) 
077 - if sequencia(j) == elementos(i) 
pertence = 1; 
end 
end 
if pertence == 0 
outputMatriz(,,,,outputMatrizCont) matriz(,, ,,j); 










elementos(tamanhoElementos) = sequencia(j); 
tamanhoElernentos = tamanhoElementos + 1; 
086 -
087- % marca sequencia(j) em elementos(length(elementos)+l); 
088 - end 
089 -
090 -
091 - end 
092 -









i = 1, length (elementos) 








notas(i) .numero = elementos(i); 










108 - end 
109 - i = 1; 







notas(i) .numero = elementos(i); 
notas(i) .outputMatriz = outputMatriz(:,:,i); 
end 
111 - while j < length(notas) + 1 
112- frase_atual(i) notas(j) .nome(l); 
113 - frase_atual(i+l) = notas(j) .nome(2); 
114- base_do_canto(i+2) = notas(j) .nome(3); 
115 - j j + 1; 
116 - i = i + 3; 
117 - end 
118 -
119 - base do canto 
120 - % elementos 
Sub-retina comBase 
001 - % COM BASE 
002 -
003 - n = input ( 1 nurr:ero de not as: 1 ); % lendo a entrada pelo prompt do 
mat lab 
004 - % para ocorrer a comparacao deve existir pelo menos duas notas 
005 -
006 - notal 
007 - nota2 
008 -
imcropi 
imcrop; % Seleciona a nota desejada com o auxilio do mouse 
009 - matriz = padronizaMatrizes(notal,nota2); 
010 -
011 - i = 3; 
012 -
013 - while (i < n + 1} 
014 -
mouse 
nota = imcrop; % Seleciona a nota desejada com o auxilio do 
015 -
016 -
matriz = padrqnizaMatrizes(matriz, nota); 
017 - end 
018 -
i = i + 1; 
019 - ~ ate a~Ji foram lidas as matrizes de entrada 
020 - % fatalmente elas estarao fora de padrao 
021 - % a id§ia e padronizar OS dois vetores de matrizes pegando um 023 -
% elemento de cada- % vez 
024-% outputMatriz = notas(1) .outputMatriz; 
025 - % end 
026 - % if length(notas) > 1 
027-% tamanho = size(matriz) 
028 -
029 - for i l:length(notas) 
030- outputMatriz(:, :,i) 
031 - end 
notas(i) .outputMatriz; 
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032 - % end 
033 - % problema 
034-% nee= normxcorr2 (outputMatriz(:,:,2), outputMatriz{:, :,1)); 
035-% max(ncc(,))*100 
036- novaMatriz = padronizaMatrizes(outputMatriz, matriz(:, :,1)); 
037 - % carrega as matrizes anteriores 
038 - if size(matriz,3) > 1 
039 - fori= 2: size(matriz,3) 
040- novaMatriz = padronizaMatrizes(novaMatriz,matriz(:, :,i}); 
041 - end 
042 - end 
% na nova matriz 
% grau 











%a nova rnatriz e a somatoria entre a base de dados e a nova ent 
outTam = size(outputMatriz,3}; 
clear outputMatriz; 
clear matriz; 
for i = 1: outTam 
outputMatriz(,, ,,i) novaMatriz(:, :,i); 
053 - % carreaga a matriz padronizada em output 
054 - end 
055 j = l; 
056 for i = outTam+1: size(novaMatriz,3) 
matriz(:,:,j) = novaMatriz(:,:,i); 






061 % atualiza a base de dados inicial 
062 for i = 1'length(notas) 
063- notas(i) .outputMatriz = outputMatriz(,,,,i); 
064 - end 
065 -
066 - n = size(novaMatriz,3) i 
067 - grau(1,1)=0;%usa a matriz anterior no calculo da recorrencia 
068 - for i = L (n - 1) 
069 - for j = (i + 1) :n 
070 - % escolha do template 
071- nee= normxcorr2(novaMatriz(:, :,j), novaMatriz(:, :,i)); 
072 grau(i,j) = max(ncc(,))*100; 
073 end 
074 end 
075 grau(j,j) = 0; 
076 - % grau 
077 - % baseado no vetor de entrada pode-se determinar quantos 
078 - % elementos repetidos exis::em 
079 - padrao = 1; 
080 - for i = 1' length(grau) 
081 seqliencia (i) = 0; 
082 - end 
083 - padraousado = 0; 
084 - for i = 1'length(grau) 
085 - for j = l,length(grau) 
086 - if I (grau(i, j) > 76) I (grau(i, j) O))&(seguencia(j)==O) 
66 
087 - sequencia(j) = padrao; 
088 - padraoUsado = 1; 
089 - end 
090 - end 
091 - if padraousado == 1 
092 - padrao = padrao + 1; 
093 - padraoUsado = 0; 
094 - end 
095 - end 




for j = length(notas)+l,length(sequencia) 
sequenciaOfficial(i) = sequencia(j); 
100 - end 
101 -
i = i + 1; 
102 j = 1; 
103-i=l; 
104 - while j < length(sequencia) + 1 
105 - if sequencia(j) < 26 
106 frase(i) = char(sequencia(j)+64); 
107 - frase(i+l}= 1 ; 













frase(i+2)= 1 1 ; 
i + 3; 
115 - j = j + 1; 
116 - end 
117 - % frase 
118 - % sequencia 
119 - j = 1; 
120 - i = 1; 
121 - while j < length(sequenciaOfficial) + 1 
122- if sequenciaOfficial(j) < 26 
123- frase_atual(i) = char(sequencia0fficial(j)+64); 





















frase_atual(i) = char(fix(sequenciaOfficial(j)/26)); 
frase_atual(i+1)= char(mod(sequenciaOfficial(j)/26)); 





i + 3; 
j + 1; 
frase atual -
% sequenciaOfficial 
elementos = 0; 
tamanhoElementos 




141 - clear outputMatriz; 
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i = l:length(elementos) 
if sequencia(j) == elementos(i) 











if pertence ='= 0 
outputMatriz(:, :,outputMatrizCont) = novaMatriz(:, :,j); 
outputMatrizCont = outputMatrizCont + 1; 
elementos(tamanhoElementos) = sequencia(j); 
tamanhoElementos = tamanhoElementos + 1; 
154 -
155 -





















173 - end 
174 -
pertence = 0; 
i = 1, length(elementos) 
if elementos(i) < 26 




' '. ' ' '. ' 
end 
notas(i) .numero = elementos(i); 
notas(i) .outputMatriz = outputMatriz(:, :,i); 
notas(i) .nome(1) char(fix(elementos(i)/26)); 
notas(i) .nome(2) char(mod(elementos(i)/26)); 
notas(i) .nome(3) 1 1 ; 
notas(i) .numero elementos(i); 
notas(i} .outputMatriz = outputMatriz(:,:,i); 
175 - i = 1; 
176 - j = 1; 
177 while j < length(notas) + 1 
178- base_do_canto(i) notas(ji.nome(1); 
179- base_do_canto(i+1) notas(j).nome(2); 
180- base_do_canto(i+2) notas(j) .nome(3); 
181 - j j + 1; 
182 - i = i + 3i 
183 - end 
184 - base_do_canto 
185 - % elementos 
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Sub-rotina padronizaLinha 
001 - % Padronizayao da Linha da Matriz 
002 - function matriz = padronizaLinha(matriz1,matriz2); 
003 -
004- sobra = size(matriz2,1) - size(matriz1,1); 
005- elernento matriz2(1,1); 
006 - tamLinha = size(matriz1,2); 
007 -
008 - for i ~ 1: tamLinha 
009 - linha(i) ~ elemento; 
010 - end 
011 -
012 - for i = 1:sobra 
013 - matrizl = [matriz1;linha]; 
014 end 
015 matriz = matrizl; 
Sub-rotina padronizaColuna 
001 % Padronizayao da Coluna da Matriz 
' 
002- function matriz = padronizaColuna(matrizl,matriz2); 
003 -
004 sobra ~ size(matriz2,2) - size(matrizl,2); 
005- elemento ~ matriz2(1,1); 
006 - tamColuna = size (matrizl, 1); % o tamanho da linha eh o numero de 
linhas 
007 - fori = 1: tamColuna 
008 coluna{i) = elemento; 
009 - end 
010 -
011 - coluna 
012 
co luna'; 
013 - for i = 1:sobra 
014 matriz1 ~ [matriz1,coluna] 
015 - end 
016 -
017 - matriz = matriz1; 
Sub-rotina padronizaMatriz 
001 - % Padronizayao da Matrizes 
002 function matriz = padronizaMatrizes(matriz1, matriz2) 
003 - % esta funyao busca e corrige colunas 
004 - % matriz1 eh a matriz de 3 dimensoes que contem os cantos 
005 - % matriz2 e a matriz com o canto medido 
006-% length(size(a)) numero de dimens6es 
007 - % matrizl (:,:, 1) 
008 -
009- numeroDeLinhasNota1 ~ size(matriz1(:, :,1),1); 
010 - % a analise e feita sabre qq elemento da matriz 
011- nurneroDeColunasNotal size(matriz1{:, :,1),2); 
012- numeroDeLinhasNota2 size(matriz2,1)i 




015 - alteradoAux = 0; 
016 - alteradoAux2 = 0; 
017 - if numeroDeLinhasNota1 < numeroDeLinhasNota2 ' 
018 for i = l:size(matriz1,3) 
019- matrizAux(:, :,i) = padronizaLinha(matrizl(:, :,i),matriz2); 
020 - % a segunda entrada eh sempre maior 
021 - end 
022 - alteradoAux = 1; 
023 - else 
024 -
025 -
026 - end 
027 -
matriz2 = padronizaLinha(matriz2,rnatriz1(:,:,1)); 
rnatrizAux = rnatrizl; 
028 - if numeroDeColunasNotal < nurneroDeColunasNota2 
029 - for i = 1:size(matriz1,3) 
030- matrizAux2(,, ,,i) ~ padronizaColuna(matrizAux(,, ,,i),matriz2); 
031 - end 
032 - alteradoAux2 = 1; 
033 - else 
034 - matriz2 
035 - end 
padronizaColuna(rnatriz2,matrizAux(:, :,1)); 
036 -
037 - if (alteradoAux ~ ~ 1) & (alteradoAux2 ~ 
038- matrizAux2(:,·:,size(matrizAux2,3)+1) 
039 rnatriz = matrizAux2; 
040 - elseif (alteradoAux2 ~~ 1) 
' 1) 
matriz2; 
041- matrizAux2(:, :,size(matrizAux2,3)+1) matriz2; 
042 - matriz = matrizAux2; 
043 elseif (alteradoAux ~ ~ 1) 
044 matrizAux(:,:,size{matrizAux,3)+1) = matriz2; 
045 matriz = matrizAux; 
046 - elseif (alteradoAux ~ ~ 0) & (alteradoAux2 ~ ~ 0) 
047- matrizAux(:,:,size(matrizAux,3)+1) = matriz2; 
048 - matriz = matrizAux; 
049 - end 
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