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We present a new numerical code developed for the evolution of binary black-hole spacetimes using
different initial data and evolution techniques. The code is demonstrated to produce state-of-the-
art simulations of orbiting and inspiralling black-hole binaries with convergent waveforms. We also
present the first detailed study of the dependence of gravitational waveforms resulting from three-
dimensional evolutions of different types of initial data. For this purpose we compare the waveforms
generated by head-on collisions of superposed Kerr-Schild data with those of Brill-Lindquist data
over a wide range of initial separations.
PACS numbers: 04.25.Dm, 04.30.Db
I. INTRODUCTION
In the course of the last year, the research area of grav-
itational wave physics has entered a very exciting era.
On the experimental side, the first generation of ground-
based Gravitational Wave detectors, LIGO, GEO600,
TAMA300 and VIRGO, are performing observation runs
at, and even beyond design sensitivity [1–5]. At the
same time, the simulation of the most promising sources
of gravitational waves, the inspiral of compact binary
systems, has made enormous progress. While approxi-
mate studies based on the Post-Newtonian approach have
been able for some time to accurately simulate the earlier
stages of inspiralling binary systems [6–11], recent devel-
opments in numerical relativity have made possible the
simulation of the highly relativistic final stages of the in-
spiral and merger of compact binaries in the framework
of fully non-linear general relativity.
For a long time such simulations have been troubled by
stability problems which caused evolutions to terminate
after times relatively short compared with the dynamic
timescales of the problems under investigation. It is be-
coming increasingly clear now, however, that these prob-
lems have been sucessfully overcome by a combination of
modified formulations of the Einstein equations [12–15],
suitable gauge conditions (see e. g. [16–19]) and improved
techniques for the treatment of the singularities inherent
to black-hole spacetimes.
Using such modern techniques, Bru¨gmann et. al. [17]
obtained the first simulation of a complete orbit of a
black-hole binary in the framework of the Baumgarte-
Shapiro-Shibata-Nakamura (BSSN) formulation [12, 13],
using puncture data [20] and co-rotating coordinates.
More recently, their results have been confirmed by an
improved study [21]. The first waveforms arising out of
such scenarios have been presented by Pretorius [22, 23]
who uses a generalized harmonic formulation of the Ein-
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stein equations combined with special numerical tech-
niques such as spatial compactification and implicit fi-
nite differencing. The latest development, simultane-
ously discovered by Campanelli et. al. and Baker et. al.
[18, 19, 24, 25], is based on the evolution of black-hole
data of puncture type using special gauge conditions ac-
comodating the motion of the punctures across the com-
putational domain. For this reason these simulations
are commonly referred to as moving punctures. More
recently, this technique has facilitated the investigation
of various aspects of the binary black-hole coalescence,
such as the radiation of linear momentum by systems of
unequal masses [26, 27] and the impact on the waveforms
and merger dynamics of non-vanishing spins [28].
As in the case of black holes, simulations lasting for
several orbits have also been obtained for neutron star bi-
naries by several groups [29–31]. In more recent develop-
ments the focus is switching to the refinement of the mat-
ter models, as for example by the inclusion of magneto-
hydrodynamic effects (see e. g. [32]). In our work, how-
ever, we focus on black-hole systems, and will therefore
exclusively study vacuum spacetimes.
In spite of the dramatic progress in numerical simula-
tions of black-hole binaries, there remain important ques-
tions to be answered, in particular with regard to the use
of the resulting waveforms in the ongoing effort to de-
tect and physically interprete gravitational-wave signals.
Foremost among these is the accuracy of the numerically
calculated waveforms and the consistency of these results
with regard to the use of different types of binary-black-
hole initial data and the evolution techniques used in
the codes. First steps in this direction have been under-
taken with regard to the use of evolution techniques and
separation parameters of a given initial data type. In
Ref. [33], the impact of black hole excision was studied in
the case of head-on collisions of Brill-Lindquist data. The
results with and without excision yielded good agreement
in that study. A comparison between plunge waveforms
obtained from moving puncture evolutions with those
resulting from Lazarus calculations [34] has been pre-
sented in Ref. [19]. Finally, the waveforms resulting from
2inspiralling black holes of puncture type starting from
different separations have been found to show excellent
agreement in Refs. [27, 28]. To our knowledge, however,
there exist no comparisons of waveforms obtained from
three-dimensional black-hole simulations using conceptu-
ally different types of initial data.
The purpose of this paper is two-fold. First, we present
a new numerical code which has been designed to acco-
modate different types of initial data, formulations of the
Einstein equations as well as singularity treatment. We
demonstrate that the code is capable of producing state-
of-the-art simulations of inspiralling black-hole binaries
and extract convergent waveforms. Second, we use the
code to further progress in the comparison of different ini-
tal configurations by comparing black-hole head-on colli-
sions obtained from different types of initial data and us-
ing different evolution techniques. Specifically, we com-
pare the results obtained from superposed Kerr-Schild
data evolved in the framework of black-hole excision and
algebraic gauge conditions with those calculated with the
moving puncture method.
This paper is structured as follows. We begin with
a detailed presentation of the code in Sec. II. Next, we
benchmark the code in Sec. III by simulating the inspiral
and merger of an orbiting black-hole binary comparable
to those studied in the recent literature. The comparison
of head-on collisions obtained with Brill-Lindquist and
Kerr-Schild data is given in Sec. IV and we conclude with
a discussion of our findings in Sec. V.
II. COMPUTATIONAL FRAMEWORK
The simulations presented in this work have been ob-
tained with the newly developed Lean code. This code
has been inspired partly by the Maya code [35–37], and
partly by the most recent developments in the simula-
tion of black-hole data of puncture type [24, 25]. It is
based on the Cactus computational toolkit [38], used for
parallelization and data input/output. Mesh refinement
is provided by Carpet [39, 40], puncture initial data
by the TwoPunctures thorn [41] and horizon finding
by AHFinderDirect [42, 43]. The code achieves dy-
namic mesh-refinement by steering in accordance with
the black-hole motion the regridding option inherent to
the Carpet package. The details of the Lean code are
described in more detail in the remainder of this section.
A. Formulation of the Einstein equations
Most of the numerical work in three spatial dimen-
sions has been performed inside the framework of the
canonical “3+1” spacetime-decomposition of Arnowitt,
Deser and Misner [44] [see also [45] for a detailed discus-
sion]. In the notation of [45], the geometry is described in
terms of the three-dimensional metric γij and the extrin-
sic curvatureKij , as well as four gauge functions α and β
i
which represent the coordinate freedom of general rela-
tivity. The Einstein field equations result in six evolution
equations each for γij and Kij as well as four constraint
equations, namely the Hamiltonian and momentum con-
straints. These equations are commonly referred to as
the ADM equations.
While these equations have been at the heart of most
numerical codes for a long time, the ensuing stability
problems have lead to the use of various alternative for-
mulations of the Einstein equations, most of them mod-
ifications of the ADM equations. The most popular and
successful of these modified schemes is now known as the
BSSN system [12, 13] and has been implemented in the
Lean code. While the code also allows evolutions us-
ing the Nagy-Ortiz-Reula (NOR) [46] or the generalized
harmonic formulation [14, 15], we have not yet managed
to achieve long-term stable simulations using these sys-
tems. Therefore, all simulations presented in this work
have been obtained with the BSSN system.
The BSSN formulation results from applying the fol-
lowing modifications to the original ADM equations:
First, a split of the extrinsic curvature into a tracefree
part Aij and the trace K, second, a conformal rescal-
ing of the three-metric and the extrinsic curvature and,
third, the introduction of contracted Christoffel symbols
as separate variables Γi. One thus arrives at a description
of the spacetime in terms of the variables
φ = 112 ln γ, γ˜ij = e
−4φγij ,









Γ˜i = γ˜mnΓ˜imn, (1)
as well as the gauge functions α and βi. Here, γ denotes
det γij . The exact form of the BSSN equations imple-
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Here Di is the covariant derivative operator and Rij the
Ricci-tensor associated with the physical three-metric γij
and the superscript TF denotes the trace-free part. We
also note that the last term in the evolution equation (7)
vanishes in the continuum limit by virtue of the defini-
tion of Γ˜i in Eqs. (1). With the addition of this term we
follow Yo et. al. [47] who introduced this modification to
improve the stability of the BSSN formulation in cases
of relaxed symmetry assumptions of the spacetime under
study. We set the free parameter χ in this term to 2/3.
In addition to evolving the BSSN variables according
to the system (2)-(7), we enforce after each update of the
variables the condition A˜ii = 0, which is a consequence
of the definition of A˜ij in Eq. (1). We find this step to be
crucial for the stability of our simulations. Other modi-
fications to the BSSN equations have been suggested in
the literature [see e. g. [48]]. We have experimented with
several of these, but not observed any further improve-
ments of the performance of the code. In particular we do
not find it necessary to enforce the condition det γ˜ij = 1
or to replace the variable Γ˜i in terms of the Christoffel
symbols at any stage of the evolution.
B. Initial data
One main purpose of this paper is to provide a detailed
comparison of binary-black-hole collisions obtained with
different initial-data types. We now describe the different
initial data available inside the code. Specifically, these
are puncture and superposed Kerr-Schild data.
The starting point for binary black-hole data of the
puncture type is the Schwarzschild solution in isotropic
coordinates, where the spacetime curvature is captured
entirely within the conformal factor ψ = eφ = (1+m2r ). In
the case of time symmetry, these data have been shown
to generalize to an arbitrary number of black holes by
merely adding the individual quotients in the conformal
factor [49, 50]






This time-symmetric initial configuration of multiple
black holes is known as Brill-Lindquist data. As a fur-
ther generalisation of these data, spin and momentum
can be incorporated in the form of a non-vanishing ex-
trinsic curvature [51]. Finally, Brandt and Bru¨gmann
[20] have transformed this type of data into a form sub-
stantially more convenient for the use in numerical simu-
lations by applying a compactification to the internal as-
symptotically flat regions of the holes (see their paper for
existence and uniqueness of the solutions for the Hamil-
tonian constraint). These data are commonly referred
to as punctures and have been widely used in numerical
simulations.
Inside the Lean code, initial data of Brill-Lindquist
type are implemented analytically using Eq. (8). More
general classes of puncture data are made available via
the TwoPunctures thorn of Ansorg et. al. [41], which
solves the Hamiltonian constraint using spectral methods
combined with transformations to a coordinate system
specially adapted to the structure of the binary black-
hole spacetime [see [41] for details].
As an alternative to the conformally-flat puncture
data, the Lean code allows the use of non-spinning
black-hole binary data based on the Kerr-Schild solution
for a single black hole [see e. g. Eqs. (4)–(7) in Ref. [52]].
The invariance of the structure of the Kerr-Schild data
under boost-transformations has motivated their use in
boosted, superposed form, as initial guess for a con-
straint solving process. Both for the initial data prob-
lem as well as in the course of evolutions, these data
have been found to provide relatively small constraint
violations even when used without a constraint-solving
process [37, 53].
In this work we follow the approach of [37] and directly
use the unsolved data set and superpose the individual

















We note that with this specific superposition, lapse α
and shift βi obey the close-limit condition, i. e. they lead
to the lapse and shift of a single Kerr-Schild hole in the
limit of zero separation.
C. Gauge conditions
An important ingredient in the recent success of nu-
merical simulations of black-hole binaries has been the
implementation of improved gauge conditions. In terms
4of the “3+1” decomposition, the coordinate invariance of
general relativity is represented by the freedom to arbi-
trarily specify the lapse function α and the shift vector βi.
While the particular choice of these functions leaves un-
affected the physical properties of the spacetime, it can
have a dramatic effect on the stability properties of a
numerical simulation.
In the past, the majority of gauge conditions have been
designed with the purpose to drive the system of variables
towards a stationary configuration [see e. g. [16, 54, 55]].
In combination with the use of co-moving coordinates,
this approach lead to the first simulation of a complete
binary black-hole orbit [17]. More recent developments,
however, have shown a tendency towards allowing the
black holes to move across the computational domain
[see e. g. [36, 37] for single moving black holes and head-
on collisions and [15, 18, 19, 23] for orbiting black holes].
We have implemented in the Lean code both the use of
algebraic gauge conditions along the lines reported in [36]
as well as live-gauge conditions similar to those presented
in [18, 19] for the evolutions of black holes of the moving
puncture type [see also [56] for a more detailed numer-
ical and [57] for an analytic study of this type of gauge
choices]. Experimentally, we have found variations in
these live gauge conditions to manifest themselves most
conspicuously in the profile of the variables Γ˜i near the
punctures. In particular, we have noticed that steep gra-
dients in these functions resulted in poor convergence
properties of the merger time of the black holes, or, worse,
instabilities. We have found optimal performance of our





i = Bi, (14)
∂tB
i = ∂tΓ˜i − ηB
i. (15)
Initially we have experimented with setting η = 2,
but observed an instability in the outermost refinement
boundary for coarser resolutions. We have found the
choice η = 1 to cure that instability while preserving the
good convergence properties of the code and therefore
use this value throughout this work.
The gauge conditions (13)–(15) do not only provide
stable evolutions, but also facilitate a comparatively sim-
ple method to track the black-hole position. Namely, the




We have implemented this relation via interpolation of
the shift vector at the puncture location and subsequent
update of the position using a second order Runge-Kutta
method. We find excellent agreement between the result-
ing locations of the puncture and those derived from the
apparent horizons.
In the case of the evolutions of Kerr-Schild data, we
have also experimented with these gauge conditions. So
far, however, we have not managed to obtain long-term
stable evolutions in this way. We have therefore reverted
to the approach of using algebraic gauge according to the
procedure described in [37]. That is, we prescribe ana-
lytic trajectories Axi(t), Bxi(t) for black holes A and B
and calculate the resulting gauge functions by superpos-
ing the analytic gauge of the individual holes. Following
[36] we prescribe the analytic slicing condition in the form
of the densitized lapse Q. We thus obtain











Here the quantities denoted with an A or B are the ana-
lytic expressions for the individual black holes and γij is
the superposed metric defined in Eq. (9). In practice,
we calculate the lapse from its densitized counterpart
and the determinant of the numerical three-metric via
α = γ
1/2
numQ. We emphasize that we use the densitized
lapse only for algebraic slicing, but work with the un-
modified lapse in all simulations using live gauge condi-
tions.
The trajectories used to evaluate the positions and ve-
locities for the gauge functions associated with the in-
dividual black holes are obtained from fifth order poly-
nomials xi + vit + ait2/2 + jit3/6 + qit4/24 during the
earlier stages of the infall of the black holes. In a time in-
terval t1 < t < t2 we perform a smooth (up to the fourth
derivative) transition of these polynomials to the static
function xi = 0. By virtue of the close-limit property of
the superposed gauge (17), (18), we thus obtain a smooth
transition of the gauge to that of a single non-spinning
Kerr-Schild hole.
D. Black-hole excision
Evolutions of puncture type initial data have been per-
formed in the past both with and without the use of
black-hole excision [see e. g. [16, 17, 21, 33, 54]]. Those
without excision have commonly been achieved by factor-
ing out the irregular part of the conformal factor while
evolving only the regular remainder. It is a remarkable
and surprising feature of the moving puncture evolutions
introduced in [18, 19], that these evolutions have been
successful using neither excision, nor the factoring out
of the irreglar part of the conformal factor. Below we
will follow the same approach for our puncture/Brill-
Lindquist evolutions.
In order to evolve Kerr-Schild data, however, we need
to use black-hole excision. In contrast to puncture data,
the spatial slices of the Kerr-Schild data do contain the
physical singularity of the black hole at r = 0, which
needs to be removed from the computational domain.
Inside the Lean code we have implemented black-hole
excision using either one-sided derivatives or the extrap-
olation techniques presented in [35, 36]. So far, we have
5found the extrapolation method to result in better stabil-
ity properties of the code and therefore use this method
throughout this work. We thus apply extrapolation of
the BSSN variables via second-order polynomials during
each iteration of the Iterated Crank-Nicholson (ICN) cy-
cle. After the completion of the whole time step, the code
checks for the position of the black hole and adjusts the
centre of the excision region if necessary. As one minor
modification compared with the excision method of the
Maya code used in [35–37], we use the horizon finder
AHFinderDirect to track the black-hole motion and
move the excision region accordingly.
So far, we have not succeeded in combining black-hole
excision with the fourth-order discretization of the spa-
tial derivatives. The problems largely arise from the need
to use an excision boundary of thickness ≥ 2 to accomo-
date the wider fourth-order accurate stencils. For this
reason, we use second order discretization in space for all
simulations using black-hole excision. Because the exci-
sion technique naturally removes poles from the compu-
tational domain, we believe these simulations to be less
sensitive to the use of higher order discretization. Still,
we will partly compensate for the reduced accuracy by
using higher resolution in some parts of the Kerr-Schild
simulations.
E. Mesh refinement
A further area of remarkable progress in numerical rel-
ativity in recent years is that of mesh refinement, which
is used almost routinely now in various forms in black-
hole simulations. The need for using mesh-refinement
or essentially equivalent techniques based on specially
adapted coordinates such as the “fish-eye transforma-
tion” [58], arises from the presence of vastly different
length scales in the spacetimes. On the one hand, a
code has to resolve the steep gradients near the black-
hole horizons, typically leading to length-scales compa-
rable with the mass of the hole. On the other hand, the
typical wavelength associated with the ringing of a black
hole is one order of magnitude larger. Furthermore, the
calculation of accurate waveforms makes it necessary to
extract waves at sufficiently large radii, ideally, in the
wave zone. This requires the use of computational grids
at least two orders of magnitude larger than the radius of
a single black hole. With current computational power,
this can only be achieved inside the framework of mesh
refinement. Simulations of moving black holes add the
extra requirement of dynamic or adaptive refinement.
In the Lean code, mesh refinement is provided by the
Carpet package. Dynamic refinement based on Car-
pet has already been reported in [59]. Here we use a re-
fined version of this method. Carpet provides a routine
which performs a regridding operation at regular inter-
vals. That is, it interpretes a steerable parameter string
which contains the exact specifications of all refinement
components in terms of their corner positions. Inside the
Lean code, we control this parameter string via a sep-
arate thorn RegridInfo which works as follows. This
thorn creates a map between each refinement component
and the black hole it is tied to (a zero entry meaning
the component is not tied to black-hole motion and re-
mains stationary). The black-hole motion, in turn, is
monitored, either using the horizon finder or the punc-
ture tracking method according to Eq. (16). The cor-
ner positions of the refinement components are adjusted
according to the motion of the black holes. The Re-
gridInfo thorn further performs checks on the internal
consistency of the grid specifications and, if necessary,
expands a component to guarantee that all finer compo-
nents are accomodated with a minimum number of grid
points between the refinement boundaries. Similarly, it
expands components once the black-hole position comes
too close to a refinement boundary.
Finally, the thorn allows for the merger of previously
separate refinement components. This is triggered by
the distance between two components decreasing below
a user-specified threshold value. Again, the parame-
ter string used by Carpet is updated accordingly and
the regridding completes the dynamic adjustment of the
mesh refinement. We find this technique to work very re-
liably and to preserve remarkably well the expected con-
vergence properties of the code, as will be demonstrated
below in Sec. III.
F. Second-order versus fourth-order discretization
In agreement with the literature, we find it essential in
the orbital moving-puncture evolutions, to use a fourth-
order discretization of all spatial derivatives in the BSSN
equations during the inspiral stage. Using second-order
stencils at comparable resolutions instead, causes the
black holes to loose a considerable amount of momen-
tum and leads to a premature merger and too-small esti-
mates of the energy radiated in the form of gravitational
waves. In contrast, we obtain accurate results using the
fourth-order discretization.
Even in that case, however, the simulations are not
genuinely fourth order because some ingredients of the
code are still second-order accurate. First, we use the
ICN scheme throughout for the integration of the dif-
ferential equations in time. Similarly, the prolongation
operation at the refinement boundaries is dominated by
the interpolation in time and thus also leads to second-
order accuracy. Finally, we observe a stability problem in
evolving single, stationary punctures centered at the ori-
gin using a fourth-order spatial discretization. We believe
this to originate from the fact that the Lean code uses
a vertex-centered grid and thus the puncture is located
right on a grid-point. We currently cure this problem
by switching to second-order discretization in a finite re-
gion near the puncture at late stages of the simulations,
long after the merger of the black holes. We expect this
procedure to produce no measurable effect on the wave-













FIG. 1: The ℓ = 2, m = 2 waveform extracted from the R1
simulation at rex = 30M obtained for resolutions h1, h2 and
h3.
forms extracted from the simulations. The convergence
analysis presented below verifies this expectation.
G. Wave extraction
We extract gravitational waves from our numerical
simulations by calculating the Newman-Penrose scalar
Ψ4 using the electromagnetic decomposition of the Weyl
tensor [see e. g. [60]]. We construct the orthonormal
tetrad needed in this calculation using a Gram-Schmidt
procedure as described, for example, in [58].
The calculation of Ψ4 as well as the extraction of modes
has been tested with the analytic expression calculated
for the Teukolsky wave [61] for both the ℓ = 2, m = 0 and
ℓ = 2, m = 2 wave [cf. also Ref. [62]]. In both cases, we
have verified second order convergence of the waveforms.
The waveforms in turn facilitate the calculation of
the radiated energy and momenta. The exact expres-
sions for this calculation are given by Eqs. (22)–(24) in
Ref. [63]. In practice we perform these calculations in a
post-processing operation using the output data of Ψ4.
There, we calculate both the total radiated energy as well
as the energy radiated in the dominant modes, ℓ = 2,
m = ±2 for orbiting configurations and ℓ = 2, m = 0 for
the head-on collisions. In all cases, we find the dominant
modes to be responsible for ≥ 99% of the total radiated
energy.
III. BINARY BLACK-HOLE ORBITS
Before we compare the head-on collisions of Kerr-
Schild and puncture data, we demonstrate the code’s
capability to produce evolutions of orbiting black-hole
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FIG. 2: Convergence analysis of the ℓ = 2, m = 2 waveform
without correcting the phase error (upper panel) and after
applying a phase shift (lower panel).
consider the model R1 of Table I of Ref. [19]. Here two
black holes with mass parameter m = 0.483 start at co-
ordinate positions x = ±3.257M with linear momentum
parameter P = ±0.133 in the y-direction.
We evolve this configuration using a set of eight refine-
ment levels, starting with a resolution of 52/15M with
the outer boundary at 208M . There follow five nested
levels, each smaller by a factor of two. The remaining
two levels, instead, have two components, one centered
around either hole and following its motion across the
computational domain. These components are cubical
with edges of 3.9M and 1.95M , respectively. The finest
component thus provides a resolution of h1 = 13/480M
around the punctures. The necessary computational re-
sources are reduced by performing these simulations in
equatorial symmetry.
The resulting ℓ = 2, m = 2 mode of the Newman-
Penrose scalar Ψ4 extracted at r = 30M is shown in
Fig. 1, together with those obtained for resolutions h2 =
6/5 h1 and h3 = 3/2 h1 (and all coarser refinement levels
adjusted accordingly). We first note that the waveform
shows good agreement with the results obtained from
similar simulations in the literature [27, 28]. A factor
two discrepancy with Fig. 2 of [27] results from a trivial
rescaling depending on the choice of the eigenmode basis
[cf. their Eq. (4)].
With regard to a convergence analysis, we first note
that the error is dominated by the shift in phase because
of the oscillating behaviour of the waveforms. We there-
fore study the convergence both with and without apply-
ing a phase shift to align the global maxima of the curves.
These are shown in Fig. 2 where we have amplified the
differences between the higher resolution runs by a factor
2.78 expected for fourth-order convergence. The analysis
shows good agreement with fourth-order convergence in
both cases. In view of the presence of second-order in-














FIG. 3: Convergence analysis of the Hamiltonian constraint
on the y-axis at t = 93.6M , shortly after the crossing of the
punctures.
gredients, one may question why the fourth-order terms
appear to dominate the error. We believe this to be a re-
sult of the dominant nature of the dynamics of the merger
and the merger time. We have already mentioned that
these depend critically on the use of the fourth order dis-
cretization and thus are dominated by the corresponding
error terms. The energy radiated in the form of the ℓ = 2
modes calculated from these waveforms at r = 30M and
40M is found to be 3.48% and 3.46%, respectively, of
the total ADM mass of the system. We note that the
result for the energy as well as the waveforms in Fig. 1
show excellent agreement with those presented in the lit-
erature [cf. Table III of [27]].
As a further test of the code we follow [18] and check
the convergence properties of the Hamiltonian constraint
on an equatorial axis shortly after the crossing of the
punctures. The result is shown in Fig. 3 where we have
amplified the high resolution result by a factor of 1.52
as expected for second-order convergence. The figure
demonstrates that the constraint violations are domi-
nated by the second-order errors arising from the time
integration and the treatment of the refinement bound-
aries. In contrast to the results of [18] we observe a larger
amount of noise in the constraint profile. We believe this
to be an artifact of the discontinuity in the error terms
near the refinement boundaries due to the lower-order
prolongation.
Unfortunately we are currently not able to obtain sim-
ilar simulations with Kerr-Schild data for want of suit-
able live gauge conditions analogous to Eqs. (13)–(15).
We therefore perform the comparison between the two
data types and evolution methods inside the framework
of head-on collisions.
IV. HEAD-ON COLLISIONS
Head-on collisions represent the simplest form of black-
hole binaries and have been studied numerically in var-
ious forms for a long time. The majority of such sim-
ulations has been performed using data of Misner [64]
or Brill-Lindquist type [see e. g. [16, 62, 65–68]]. As an
alternative, collisions using Kerr-Schild data have been
investigated in [37]. Here we will study in detail head-
on collisions using Brill-Lindquist as well as Kerr-Schild
data and compare the results.
The time evolutions of these two types of initial data
present different difficulties and therefore require differ-
ent evolution techniques. In summary, these are the use
of second-order spatial differencing, algebraic gauge con-
ditions and black-hole excision for the Kerr-Schild data,
whereas Brill-Lindquist data are evolved using fourth-
order spatial discretization, the evolution of the gauge
variables according to Eqs. (13)–(15), but without black-
hole excision. These aspects have been discussed in detail
in Sec. II.
Further to this, we note that all head-on collisions dis-
cussed in this work start with black holes initially at rest.
By using non-boosted holes, we reduce the difficulty of
comparing initial data parameters for Kerr-Schild data
with those of their puncture counterparts. A second ad-
vantage arises out of the comparatively larger pre-merger
phases. As will be demonstrated below, this enables us to
distinguish better between spurious gravitational waves
inherent to the initial data and those generated in the
actual collision. Our first task is to etablish the perfor-
mance of the code.
A. Testing the code
We have already tested in detail the convergence prop-
erties of the puncture evolutions obtained with the Lean
code in Sec. III. We have performed a similar analysis
for head-on collisions starting from rest at initial posi-
tions z = ±6M . We observe second-order convergence
of the resulting waveforms in contrast to the fourth-order
convergence observed for orbiting black-hole binaries in
Sec. III. We attribute this difference to the fact that the
infall stage in the head-on collision is significantly shorter
than the orbital inspiral and thus less sensitive to the
use of fourth-order finite differencing. The dominant er-
ror sources are therefore the expected second-order errors
inherent to the time integration and prolongation opera-
tion.
Because of the use of different evolution techniques,
we separately study the convergence of the simulations
using Kerr-Schild data. To this end we have evolved two
black holes with bare mass m = 0.5M along the z-axis
starting from rest at A/Bz = ±6M . The numerical grid
is composed of seven refinement levels, starting with a
base level of resolution 3.84M and an outer boundary at
230.4M . The resolution increases by a factor of two for
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FIG. 4: Convergence analysis of the ℓ = 2, m = 0 mode of
Ψ4 obtained for the head-on collision of two Kerr-Schild black
holes starting from rest at z = ±6M .
each of the six finer levels. The three finest levels, how-
ever, differ in the number of points so as to optimally ac-
comodate the motion of the black holes along the z-axis.
Specifically, levels five and six extend out to 12M and
6M in the x and y-direction, but 19.2M and 15M in the
z-direction. The finest level consists of two components
which each have a length of 4.8M and follow the black-
hole motion. These eventually merge into one component
50% larger in each direction. This leads to a resolution
of h1 = 0.06M near the black holes. The coarse and
medium resolution runs use identical grid sizes, but grid
spacings of h2 = 5/4 h1 and h3 = 5/3 h1, respectively.
The differences of the resulting waveforms extracted
at rex = 20M are shown in Fig. 4. As before, we have
amplified the high-resolution difference by the expected
convergence factor, in this case 2.16 for second-order con-
vergence. The first large peak in the graph at r ≈ 25M
corresponds to spurious gravitational waves contained in
the initial data. With the exception of this pulse, the
curves show good agreement and demonstrate second-
order convergence. The slightly lower order of conver-
gence near the spurious pulse is an artifact of its steep
gradients combined with not quite sufficient resolution in
the coarse run.
As a further test of our code, we compare the wave-
forms obtained for Brill-Lindquist data with those pre-
sented in the literature. The head-on collisions presented
commonly start with time symmetric initial data of two
holes at positions ±1.1515M . This value has been cal-
culated in [69, 70] for the innermost stable circular orbit
(ISCO). The ℓ = 2, m = 0 mode of the Newman-Penrose
scalar Ψ4 of this configuration has been calculated in [62]
at an extraction radius rex = 20M . In Fig. 5 we plot our
result extracted at the same radius. Up to the trivial
rescaling factor of two mentioned above, we find excel-










FIG. 5: The ℓ = 2, m = 0 mode of rΨ4 extracted at rex =
20M from a head-on collision of Brill-Lindquist data starting
from the approximate ISCO separation.
similar results obtained with larger initial separations of
the holes have not yet been published. It is part of the
motivation of this work to provide such an extension of
the exisiting work.
With regard to the dependence of our results on the
evolution techniques, we have varied various parameters
of the evolutions of both types of data. These include
the radius of the excision mask, parameters in the gauge
trajectories, the parameter χ of Eq. (7), the gauge pa-
rameter η in Eq. (15) and variations in the extent of indi-
vidual refinement components. As long as these modifi-
cations preserved the stability properties of the code, the
resulting variations in the wave amplitudes and radiated
energies were of the order of a few per cent or less.
In summary, we find the head-on collisions to converge
at second order and show good agreement with available
results in the literature. In order to estimate the error
in the waveforms arising out of the discretization error
of the code, we apply a Richardson extrapolation to our
convergence analysis and find the accuracy to be of order
1% for the high resolution runs. Correspondingly, we
find the relative phase error to be of the order of a few
per cent. These errors are comparable to those found by
varying the evolution parameters.
B. Choice of initial parameters
The most difficult aspect of the comparison between
simulations of Brill-Lindquist data with those of Kerr-
Schild type is the physical interpretation of the initial
data sets. We first note that there exists no general
method to rigorously quantify the degree to which two
such initial configurations represent the same physical
scenario. As an approximation, we determine the initial
parameters as follows. First, we start the head-on colli-











FIG. 6: Apparent horizon masses of the individual holes for
Brill-Lindquist and superposed Kerr-Schild data as function
of the coordinate distance between the holes.
TABLE I: The binary black-hole models considered in this
study. The table lists the initial coordinate separation for the
Kerr-Schild data DKS, that for the Brill-Lindquist data DBL,
the resulting individual apparent horizon mass mah as well
as the energy radiated in the Brill-Lindquist and Kerr-Schild
versions of the model, EBL and EKS.
Model DKS [M ] DBL [M ] mah [M ] EKS [%M ] EBL [%M ]
1 10 8.6 0.514 0.066 0.051
2 12 10.2 0.512 0.067 0.052
3 14 12.5 0.510 0.073 0.053
4 16 14.6 0.508 0.086 0.054
sions with two black holes of equal mass at rest and thus
eliminate the question of choosing initial linear momenta
and mass ratios. There thus remain two parameters to
be fixed in each initial data set, the initial coordinate
separation and the bare-mass parameters. In order to
determine these, we impose the conditions that both the
Brill-Lindquist and the Kerr-Schild spacetime have iden-
tical ADM mass and the individual holes have the same
mass mah associated with their apparent horizons.
In practice, this procedure results in bare mass param-
eters m = 0.5M in all cases, because the ADM mass of
both spacetimes is merely the sum of the individual mass
parameters. A comparison of the horizon masses then de-
termines the initial coordinate separation. In practice, we
fix the coordinate positions in the Kerr-Schild data and
then determine the corresponding coordinate distance of
the Brill-Lindquist data which leads to the same horizon
masses. This is illustrated in Fig. 6, where we plot the
individual horizon masses as functions of the coordinate
separation for both data types.
We thus determine the four models listed in Table I
used in the comparison below. In the following we will








BL2: rΨ20(t, r=20 M)
BL2: rΨ20(t-30 M, r=50 M)
BL2: rΨ20(t-50 M, r=70 M)
FIG. 7: The ℓ = 2, m = 0 mode of rΨ4 of model BL2 ex-
tracted at different radii.
refer to these models by BL1–4 and KS1–4.
C. Results
Before we compare the waveforms resulting from these
models, we consider the dependence of the waveforms on
the extraction radius. In the limit of the wavezone, grav-
itational waves are expected to propagate at the speed
of light while the amplitude decreases proportionally to
the inverse of the distance from the central source. In
numerical simulations, however, gravitational waves are
calculated comparatively close to the merged black hole
and thus will be affected to some extent by the result-
ing spacetime curvature. In general, these adverse effects
will depend on the type of data used for the simulations.
For comparing Kerr-Schild evolutions with those of Brill-
Lindquist data, we want to minimize this effect by ex-
tracting at sufficiently large radii. In order to estimate a
satisfactory value, we have compared the waveforms ex-
tracted at rex = 20M , 50M and 70M for all models in
Table I. For the case of BL2, we have plotted the result-
ing ℓ = 2, m = 0 mode of rΨ4 in Fig. 7. There we have
applied a time shift to the results obtained at larger radii
to compensate for the expected travel time of the pulse.
The graphic reveals a considerable discrepancy between
the waveform calculated at rex = 20M and those evalu-
ated at larger distance from the source. In contrast, the
results extracted at 50M and 70M show good agree-
ment. We have made the same observation for all other
models and therefore extract waves at rex = 50M in our
comparison below.
A further insight from this study concerns the spatial
resolution used in the extraction zone. For the Kerr-
Schild simulations we observed a noticeable amount of
damping of the gravitational waves at resolutions signif-
icantly coarser than 1M . In order to avoid this prob-
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lem, we have used a modified grid-setup compared with
the one used in the convergence analysis above. Specif-
ically, we have extended the third and fourth coarsest
levels to 89.6M and 73.6M , respectively. We have also
experimented with this modifed grid-setup in the Brill-
Lindquist simulations, but did not observe the same
problem. We attribute the superior behaviour of the
Brill-Lindquist simulations to the use of the fourth-order
discretization. In order to achieve high resolution near
the holes at tolerable computational cost, we have also
added further refinement levels, one in the case of the
Kerr-Schild data and two for the Brill-Lindquist data.
This results in a resolution of 0.05M and 0.025M , re-
spectively for the two data types. In terms of the horizon
radius, we thus evolve the Kerr-Schild data with higher
resolution. Again this has been done to partly compen-
sate for the lower order accuracy used in these simula-
tions.
Using this setup, we have evolved the Brill-Lindquist
and Kerr-Schild versions of models 1–4. The resulting
ℓ = 2, m = 0 modes of rΨ4 are shown in Fig. 8. In
each case, the result for the Brill-Lindquist data has been
shifted in time to allign the maxima in the wave pulses.
In Fig. 8, we first notice a strong wave pulse in the
Kerr-Schild evolutions at t ≈ 60M . We interprete this
pulse as spurious gravitational waves present in the ini-
tial configuration. As expected, the amplitude of this
pulse significantly decreases as we increase the initial
separation of the holes from D = 10M to D = 16M .
In comparison with the Kerr-Schild simulations of [37],
we emphasize the extended duration of the pre-merger
phase in our simulations starting with zero initial veloc-
ity (cf. their Fig. 6). The spurious wavepulse thus appears
as an isolated feature in the simulations presented in this
work. In contrast, the amount of spurious gravitational
waves inherent to the initial Brill-Lindquist data is sub-
stantially smaller. Below we will see that this changes
for very small separations.
At later times, starting between t ≈ 80M in case of
model 1 and t ≈ 120M in case of model 4, the plots
show the actual wave signal generated by the head-on
collision. While the overall waveforms obtained from
Brill-Lindquist and Kerr-Schild data show good quali-
tative agreement, we observe two systematic differences.
First, the Kerr-Schild results consistently have larger am-
plitudes by 10%− 20%. This discrepancy is significant
compared with the estimated accuracy of the finite dif-
ferencing procedure of a few per cent. Second, the in-
crease in radiated energy at larger separations is more
pronounced for the Kerr-Schild data. These results are
confirmed by the calculation of the energy radiated in the
form of the ℓ = 2, m = 0 mode which is given in Table I
for all cases considered here. In calculating these values,
we have taken care not to include the energy contained
in the spurious pulse inherent to the initial data. Be-
cause of its quadratic dependence on Ψ4, the discrepan-
cies between the Kerr-Schild and Brill-Lindquist results







BL1: rΨ20(t-8.5 M, r=50 M)
KS1: rΨ20(t, r=50 M)






BL2: rΨ20(t-9.7 M, r=50 M)







BL3: rΨ20(t-15 M, r=50 M)
KS3: rΨ20(t, r=50 M)






BL4: rΨ20(t-19 M, r=50 M)
KS4: rΨ20(t, r=50 M)
FIG. 8: The ℓ = 2, m = 0 mode of rΨ4 at rex = 50M
for the Kerr-Schild and Brill-Lindquist versions of models 1–
4. For presentation purposes, the Brill-Lindquist data have
been shifted in time to allign the maxima of the waveforms.
We now investigate in more detail the dependence of
the radiated energy on the initial separation of the holes.
For this purpose, it would be desirable, to enlarge our
sample of initial separations, in particular for the case
of Kerr-Schild data, where we observe a stronger varia-
tion of the radiated energy with the black-hole distance.
Unfortunately, such an extension encounters severe diffi-
culties at either end of the range of separations. On the
one hand, separations smaller than that of KS1 lead to a
severe contamination of the actual signal by the spurious
wave content and thus do not allow a physically mean-
ingful interpretation. At the upper end, we are limited
by the construction of suitable gauge trajectories. The
main problem here is the large velocity of the black holes
just before merger which have prevented us from stably
evolving an initial configuration with DKS = 20M .
In the case of Brill-Lindquist data, we do not en-
counter such difficulties because of the universality of
11








rΨ20(t,r=50 M) for DBL=2.3 M
rΨ20(t-8 M, r=50 M) for DBL=4.3 M
rΨ20(t-17 M, r=50 M) for DBL=6.3 M
rΨ20(t-29 M, r=50 M)  for DBL=8.6 M
FIG. 9: Waveforms obtained from Brill-Lindquist data start-
ing at various initial separations. The data have been shifted
in time to allign the maxima of the waveforms.
the live gauge conditions (13)–(15). Further to the mod-
els BL1–4, we have therefore studied head-on collisions
of Brill-Lindquist data starting with initial separations
DBL = 2.3M , 4.3M and 6.3M . The resulting waveforms
are shown together with that of model BL1 in Fig. 9. We
clearly notice a substantial contamination of the wave-
forms at small separations by radiation inherent to the
initial data. In particular, this leads to an overestimate
of the wave amplitude and radiated energy in the case
of the ISCO separation DBL = 2.3M , which has been
used frequently in the literature. As we increase the sep-
aration, though, the spurious initial wave pulse rapidly
decreases in strength, while the amplitude of the actual
signal mildly increases with distance. A calculation of
the gravitational wave energy generated in the head-on
collision is rather difficult due to the strength of the ini-
tial pulse. We have therefore only calculated the value
for DBL = 6.3M . We obtain 0.048% of the total ADM
mass of the system which agrees rather well with the last
column of Table I.
We next compare our findings with the results of An-
ninos et. al. [67], who calculated the radiated energy as a
function of the initial separation for Misner-data. They
derive the radiated energy using the Newman-Penrose
scalar, the Zerilli function and the Bel-Robinson vec-
tor. From the variation of their values at different ex-
traction radii [see Table II in Ref. [67]], it appears that
the most reliable values are those obtained from the Zer-
illi function. In particular, we use for this comparison
their results calculated at the largest extraction radius
rex = 70M . In Fig. 10, we plot the radiated energy for all
three cases as a function of the three-dimensional proper
distance as measured from horizon to horizon.
We emphasize, that this comparison must be taken
with a grain of salt. First, we encounter the problem of
comparing distances of black holes using different initial











FIG. 10: The radiated energy as a function of the three-
dimensional proper separation of the holes for data of Brill-
Lindquist, Kerr-Schild and Misner-type.
data. The three-dimensional separation does not provide
an unambiguous measure in this context. Second, we
note the scatter in the energy values reported in [67],
which indicates larger error margins. In spite of these
caveats, we notice a remarkably good agreement between
our results for the Kerr-Schild data and theirs for Misner
type data. Both types of evolutions also exhibit a notably
larger increase in radiated energy with distance compared
with the Brill-Lindquist evolutions. In particular, this
discrepancy does not appear to diminish as we increase
the separation.
V. SUMMARY AND CONCLUSIONS
In this work, we have presented in detail a numerical
code designed for the simulation of black-hole binaries in
the framework of three-dimensional, non-linear general
relativity. The code facilitates black-hole evolutions us-
ing different initial data types and evolution techniques.
It has been demonstrated that the code is capable of
evolving state-of-the-art binary-black-hole orbits using
the recently developed moving puncture technique. With
regard to the accuracy of the results, we find it crucial
to use a fourth-order discretization of the spatial deriva-
tives appearing in the BSSN formulation of the Einstein
field equations. The resulting simulations yield conver-
gent waveforms which agree well with results presented
in the literature. The same holds for the radiated energy
which we estimate to be about 3.5% of the total ADM
mass. The code is thus suitable for detailed studies of
various types of multiple black-hole simulation with re-
gard to the generation of accurate waveform templates.
In preparation for the comparison of black-hole col-
lisions using different types of initial data, we test the
code’s performance in this type of simulation. Specif-
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ically, we separately demonstrate second-order conver-
gence of the code for the simulations of superposed Kerr-
Schild data. We also compare our results for Brill-
Lindquist data starting at the ISCO separation with
those available in the literature and find good agreement.
We then use the code to provide a detailed comparison
of black-hole-binary head-on collisions using Kerr-Schild
data with those of Brill-Lindquist type. In either case,
the initial data sets are determined by two free parame-
ters which we specify by imposing conditions on the total
ADM mass and the horizon masses associated with the
individual holes. We have compared the resulting wave-
forms for four initial configurations.
We observe that the initial configurations constructed
with superposed Kerr-Schild data contain a significantly
larger amount of spurious gravitational radiation. For
sufficiently large separations, however, most of this spu-
rious wave content appears to radiate away before the
merger of the holes and can thus be distinguished from
the actual signal of the post-merger ring-down.
The resulting waveforms obtained from Kerr-Schild-
and Brill-Lindquist data show good qualitative agree-
ment and all head-on collisions performed in this work
result in a total radiated energy of 0.05 − 0.1% of the
ADM mass of the system. A quantitative comparison
between the results of the two data types, does, however,
demonstrate two significant differences. First, the wave
amplitudes are larger by 10%–20% in the Kerr-Schild
simulations. Second, the radiated energy increases more
strongly with the initial separation of the holes in the
Kerr-Schild case. We find these discrepancies to be sig-
nificant relative to the estimated inaccuracies arising out
of the finite differencing approximation.
Next, we investigate in more detail the dependence of
the waveforms on the initial separation in the case of
the Brill-Lindquist data by also considering separations
significantly smaller than used in the above comparison.
We observe large amounts of spurious radiation in the
initial configuration for separations close to the ISCO
value. While this feature leads to a strong overestima-
tion of the radiated energy at ISCO separation, it rapidly
decreases in strength as we increase the initial distance of
the holes. We then observe the mild increase of radiated
energy with separation mentioned above.
By using results from the literature, we are able to
extend our comparison of different initial data to also
include the radiated energy obtained for Misner data.
These values show remarkably good agreement with our
results obtained for Kerr-Schild data, while they also
imply larger amounts of radiated energy than the Brill-
Lindquist simulations.
In this context, we note that for the finite separations
considered in this work, the different initial data sets are
not expected to represent physically identical spacetimes.
This manifests itself most clearly in the amount of grav-
itational radiation inherent in the initial data, which we
find to be more pronounced in the Kerr-Schild case. Fur-
thermore, the superposed Kerr-Schild data do not satisfy
the constraints in the continuum limit. In the literature,
however, these constraint violations have been found to
be small compared with those arising out of the numer-
ical discretization and, more important, they are known
to vanish in the limit of infinite initial separation of the
holes. The most surprising result of our study is therefore
the gradual increase at larger separations in the discrep-
ancy between Kerr-Schild and Misner data on the one
side and Brill-Lindquist configurations on the other. In
order to shed more light on this observation, it will be
important to extend our sample of initial separations to
larger values. Currently, we are limited in this respect
by constructing algebraic gauge conditions for the Kerr-
Schild data. It would be invaluable to have available for
the Kerr-Schild simulations live-gauge conditions which
provide long-term stable simulations analogous to those
used for the moving punctures. This would also enable a
comparison of these types of data in the case of orbiting
black-hole binaries.
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