Recently, clustering with deep network framework has attracted attention of several researchers in the computer vision community. Deep framework gains extensive attention due to its efficiency and scalability towards largescale and high-dimensional data. In this paper, we transform supervised CNN classifier architecture into an unsupervised clustering model, called RECAL, which jointly learns discriminative embedding subspace and cluster labels. RECAL is made up of feature extraction layers which are convolutional, followed by unsupervised classifier layers which is fully connected. A multinomial logistic regression function (softmax) stacked on top of classifier layers. We train this network using stochastic gradient descent (SGD) optimizer. However, the successful implementation of our model is revolved around the design of loss function. Our loss function uses the heuristics that true partitioning entails lower entropy given that the class distribution is not heavily skewed. This is a trade-off between the situations of "skewed distribution" and "low-entropy". To handle this, we have proposed classification entropy and class entropy which are the two components of our loss function. In this approach, size of the mini-batch should be kept high. Experimental results indicate the consistent and competitive behavior of our model for clustering well-known digit, multi-viewed object and face datasets. Morever, we use this model to generate unsupervised patch segmentation for multi-spectral LISS-IV images. We observe that it is able to distinguish built-up area, wet land, vegetation and waterbody from the underlying scene.
Introduction
Clustering of large scale data is an active area of research in deep learning and big-data domain. It has gained significant attention as labeling data is costly and anomalous in real-world data. For example, getting ground truths for satellite imagery is difficult. A few disaster management applications suffer from that. Nevertheless, clustering algorithms have been studied widely. But, its performance drops drastically when it encounters high dimensional data. Also, their time-complexity increases dramatically. To handle curse of dimensionality, original data space is projected into low dimensional manifold and clustering is applied using them with standard algorithms on that new manifold. However, this approach fails when number of samples reaches to millions or billions. To cope up with the situation, several deep architecture based clustering approaches have been proposed in recent years. Most of them are CNN or feed-forward based auto encoder architecture [22, 3, 23, 1] , embedded with simple, k-means like, clustering algorithm. These models have the tendency of learning features of the dataset and their corresponding cluster labels jointly. They employ a heuristic for clustering and use it along with the reconstruction loss function for training the model. Therefore, the bottleneck is to get initial clusters to accommodate clustering objective function in the loss function. The intuitive choice for the above problem is to train well-known auto-encoder model with reconstruction loss to generate new embedding subspace. Then, best known clustering algorithm is employed on that subspace to generate clusters [3] . Thereafter, new model is ready to train using two components of the loss function. However, another choice is to employ k-means like algorithm to get initial cluster labels. Other than auto-encoders, there are stacked convolutional layer based deep architecture exist [8] . However, they pre-trained their model with large-scale ImageNet dataset in order to use clustering objective function. It is to be noted that if the model architecture is similar to well-known classifiers architecture like AlexNet [10] , VGG [16] , ResNet [6] , DenseNet [9] then learned parameters on those layers are eventually transferred. However, pre-training is only an approach of initializing the model parameters as this can not fit the data distribution of the dataset under consideration. Also, it is speeding up the convergence of iterations for real time training. To put it in a nutshell, the existing unsupervised deep approaches have following pitfalls: 1) training the network from scratch, and 2) obtaining initial cluster labels. To address the above mentioned pitfalls, we propose a deep clustering algorithm which does not require any initial cluster labels. In this paper, we consider the following two issues:
1. Can we utilize features generated from well-known pre-trained deep networks to develop clustering algorithm such that computational cost and memory requirement be reduced?
2. Can we perform clustering of these feature vectors under the same deep learning framework in absence of any information on labeling of these data?
In recent years, AlexNet [10] , VGG [16] , ResNet [6] , DenseNet [9] receive high popularity in ImageNet challenge. Thus, it motivates us to choose one of the networks which have the capability of extracting good feature representatives. However, these networks are supervised. Hence, they can not be used in the scenario where no label is present. In this paper, we propose a loss function which enable the unsupervised labeling of data using these networks. For the purpose of illustration, we have chosen typically VGG-16 with batch normalization in our experiments. Also, we replace all fully connected and following layers by a single fully connected layer followed by batch normalization and ReLU layers. Our loss function is formulated using following entropy based clustering heuristics:
1. For a true partitioning, low entropy is desirable. This demands highly skewed probability distribution for a sample to be assigned to a cluster.
2. Any random partitioning than the actual one should lead to higher entropy, given the class distribution is not heavily skewed. For example, when all the feature vectors form trivially a single cluster, the distribution becomes highly skewed. In this case, though the entropy is zero, it does not reflect any meaningful information regarding partitioning.
There is a trade-off between these two factors. We propose a loss function for the network which takes into account these two factors for a given number of clusters. To summarize, the major contributions of our work are:
1. We propose a simple but effective approach to reuse well-known supervised deep architectures in an unsupervised learning paradigm.
2. We formulate an entropy based loss function to guide clustering and deep representation learning in a single framework that can be transferred to other tasks and datasets.
3. Our experimental results show that the proposed framework is consistent and competitive irrespective of different datasets.
4. Finally, we use this network in remote sensing domain to provide segmentation for multi-spectral images.
Approach

Notation
We represent an image set with n images by X = {x 1 , · · · , x n } where each sample x i represents an image of resolution n 1 × n 2 . The clustering task is to group image set X into K clusters Y = {y 1 , · · · y K }. Using embedding function f θ : X → Z, we transform raw image samples X into its embedding subspace Z = {z 1 , · · · , z n } where z i ∈ R d . We estimate posterior probability P(Y |Z) and use Eq. 1 to assign each of the samples to one of K cluster labels.k
However, we reuse well-known CNN network architecture to transform raw images into its embedded subspace. It is well-known that transfer learning expedites the process of learning new distribution. Hence, we may transfer learned weights of those networks in the beginning. Additionally, softmax function is used to learn P(Y |Z). Section 3.4 describes detailed architecture of our model.
Unsupervised Training Criterion
Motivation: Designing a loss function for unsupervised classification is highly influenced by the concept of "structuredness" and "diversity" of the dataset. Data can be well predicted if it belongs to a uniform distribution. In information theory, this "structuredness" is quantified by low entropy. On the other hand, multi class environment is characterized by "diversity" in data, which increases entropy of the dataset. A clustering algorithm becomes vulnerable when it produces highly skewed partition. Thereby, it witnesses low entropy. Therefore, it is desirable that an algorithm should report low entropy for a partition only when it is non-skewed. Deep Network Scenario: We discuss this issue in the context of deep architecture. In general, deep networks are trained by the dataset which is divided into mini-batches. They accumulate losses incurred by each mini-batch and update the parameters of the network by incorporating the gradient of the loss function. We consider that a data is well classified by the network when the probability that it corresponds to a particular class out of K classes, is near about 1. Therefore, it estimates low entropy. To accomplish it, classification entropy (H Φ ) is designed. However, skewed partitioning is reduced by enforcing "diversity" in the minibatch. The underlying intuition is that more the number of distinct representatives the architecture experiences in a mini-batch, better it learns the grouping. To accomplish it, class entropy (H Ψ ) is designed. Therefore, the aim is to maximize the class entropy while minimizing classification entropy.
Mathematical Formulation: In our model, we have feature extraction layers and classification layers. Feature extraction layers provide the mapping from input image space to feature embedded space f θ1 : X → Z. However Classification layers provide the mapping of feature embedded space to cluster labels space, i.e.f θ2 : Z → R. We are interested in knowing the probability that the m th sample belongs to l th class, which is denoted as p ml . i.e.
We design our loss function (L) for unsupervised classification with aforesaid motivation as follows :
where λ weighs loss function L.
Implementation Bottleneck
In our work, mini-batch size is a prime factor for successful implementation of our proposition. It is important that network should see all possible cluster representatives in one go. To maintain this criterion, mini batch size should be sufficiently large. However, with the constrained size of GPU, it could be hard to train network with a large batchsize. Therefore, Algorithm 1 may not be reliable for assigning efficient cluster labels to the input samples. To deal with such bottleneck, we employ a strategy to increase the mini-batch size. We can store losses, incurred by t − 1 mini-batches using only K + 1 variable. Therefore, t th mini-batch will accumulate previous semi processed losses and generate loss for all the samples that network visits till now. Then, it back propagates the accumulated loss in the network. With this strategy, it is possible to execute our algorithm even in the GPU with constrained memory. Algorithm 2 depicts the strategy.
Experiments
In this section, we first compare RECAL with state-ofthe-art clustering methods on several bench-mark image datasets. Then, we run k-means clustering algorithm on our learned deep representations. Finally, we analyze the performance of RECAL model on unsupervised segmentation task on multi-spectral LISS-IV images. Compute P(Y |Z) by forward propagation using θ.
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Update θ by back propagation. 
Alternative Clustering Models
We compare our model with several baseline and deep models, including k-means, normalized cuts (NCuts) [14] , self-tuning spectral clustering (SC-ST) [25] , large-scale spectral clustering (SC-LS) [2] , graph degree linkage-based agglomerative clustering (AC-GDL) [26] , agglomerative clustering via path integral (AC-PIC) [27] , local discriminant models and global integration (LDMGI) [24] , NMF with deep model (NMF-D) [19] , task-specific clustering with deep model (TSC-D) [20] , deep embedded clustering (DEC) [22] , joint unsupervised learning (JULE) [23] and deep embedded regularized clustering (DEPICT) [3] for unsupervised clustering.
Dataset
We have chosen different types of datasets to show consistent behavior of our model towards accomplishing clustering. As, we are examining unsupervised models, we concatenate training and test datasets whenever applicable. MNIST-full [11] : It contains monochrome images of handwritten digits. USPS 1 : It is a handwritten digits dataset from the US postal services. COIL-20 and COIL-100 [12] : They are databases of multi-view objects. UMist [5] : It includes face images of 20 people. CMU-PIE [15] : It includes face images of 4 different facial expressions. Youtube-Face (YTF) [21] : We follow an experimental set up for this dataset as in [23, 3] . We select the first 41 subjects of YTF dataset. Faces inside images are first cropped and then resized to 55 by 55 sizes. A brief description of these datasets is provided in Table 1 . mini-batch-size+=size of B.
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Compute P(Y |Z) by forward propagation using θ.
Evaluation Metric
We follow current literature which uses normalized mutual information (NMI) [7] as evaluation criteria for clustering algorithms. NMI evaluates the similarity between two labels of same dataset in normalized form (0,1). However, 0 implies no correlation and 1 shows perfect correlation between two labels. We use predicted labels (by the model) and the ground truth labels to estimate NMI.
Implementation Details
We adopt feature extraction layers of VGG16 [16] with batch normalization and use the weights of the original network trained with ImageNet as a starting point. However, we consider a fully connected layer followed by a batch normalization and a ReLU layer for unsupervised labeling (equivalent classification layers). We stacked classification layers on top of feature extraction layers of VGG16. For USPS dataset, we decapitate feature layers of VGG16 to get an output of size 1 × 1, otherwise, we use all feature layers of VGG16. Consequently, we normalize the image intensities using Eq. 4 where (µ) and (σ) are mean and standard deviation of the given dataset, respectively. Moreover, we use stochastic gradient discent (SGD) as our optimization method with the learning rate=0.0001 and momentum=0.9. The weights of fully connected layer is initialized by Xavier approach [4] . Pre-trained models may not generate useful features to obtain a good clustering for the target dataset. Hence, fine-tuning is required. Pre-trained models not only expedite the process of convergence in fine-tuning but, it helps to provide a global solution instead of a local one.
Quantitative Comparison
We show NMI for every method on various datasets. Experimental results are averaged over 3 runs. We borrowed best results from either original paper or [23] if reported on a given dataset. Otherwise, we put dash marks (-) without reporting any result. We report our results in two parts: 1) the clustering labels predicted by our network after training it for several epochs; 2) the clustering results obtained by running k-means clustering algorithm on learned representation by our network. Table 6 reports the clustering metric, normalized mutual information (NMI), of the comparative algorithms along with RECAL on the aforementioned datasets. We have transferred weights of feature layers of VGG-16 (trained with ImageNet) to the feature layers of RECAL and classification layers are initialized with Xavier's approach. As shown, RECAL perform competitively and consistently. It should be noted that hyper parameter tuning using labeled samples is not feasible always in real world clustering task. DEPICT has already shown an approach of not using supervised signals. However, their approach is dependent on other clustering algorithm. Hence, our algorithm is an independent and significantly better clustering approach for handling real world large scale dataset. Interestingly, clustering results on learned representatives produce better outcome as shown in Table 7 . It indicates that our method can learn more discriminative feature representatives compared to image intensity. Notably, our learned representation is much better than JULE [23] for multi-viewed objects and digit dataset where their clustering result by their model, produce perfect NMI on COIL-20. However, our method performs poorly on face datasets. Also, Table 6 suggests that learned features are much distinctive compared to the features obtained by VGG-16 model trained with ImageNet.We have executed our code on a machine with GeForce GTX 1080 Ti GPU. 
Multi-spectral image segmentation
For illustrating usefulness of this approach, we consider application of this method for unsupervised labeling of pixels in an image. We experiment with satellite multi-spectral images. We have observed that very tiny patches may be a representative of a pure class. With this assumption, we split the pre-processed satellite image into small patches (e.g, 32 × 32 or 16 × 16 or 8 × 8) with strides of k (e.g, 16 or 8) pixels. However, we decapitate the feature layers of VGG-16 from its tail such that size of the feature (not output of whole model) for an input patch of 8 × 8 is 1 × 1. Otherwise, there is no change in the network architecture. We do our experiments with other large size patches on this decapitated version of the network.
Description of Dataset
For our experiments, we have used images captured by Linear Imaging Self Scanner LISS-IV sensor of RESOURCESAT-2. Table 2 illustrates the specifications of LISS-IV sensor and scene details. It includes sensors, acquisition dates and other specification of the Indian Remote Sensing Resourcesat-2 mission. We have taken two scenes for our experiment. Scene information is shown in Table 3 . Both scenes are captured by the same LISS-IV sensor on different dates. As field investigation is a crucial task and requires expertise, we have used Microsoft® BingTM maps for validation of our experiment. 
Description of Scene
Scene-1 covers an approximately 21 km × 23 km rectangle region located surrounding the city of Kolkata in West Bengal, India. This region mainly contains built-up areas, bare lands, vegetation (man made gardens, play grounds, small agricultural land etc), and water body. We have cropped small regions from the original data. On the other hand, Scene-2 is the whole dataset. It covers nearly 71 km × 86 km rectangle region located surrounding the place of Ranugunj, Durgapur, Panagarh, Dubrajpur etc. in West Bengal, India. However, this scene contains large hierarchy of classes. It contains built-up area, bare lands, vegetation (forest area, agricultural land, man made gardens etc.), water-body, coal mining area, etc. Moreover, built-up area covers a large area in Scene-1, whereas vegetation region predominates in Scene-2.
Pre-processing of dataset
In general, a sensor captures Earth's surface radiance and this response is quantized into n-bit values. It is commonly called Digital Number (DN). However, to convert calibrated (DNs) to at-sensor radiance, two meta-parameters are used: known dynamic-range limits of the instrument and their corresponding pre-defined spectral radiance values. Meta files are provided by the satellite data provider. This radiance is then converted to top-of-atmosphere (ToA) reflectance by normalizing for solar elevation and solar spectral irradiance.
Results
In this experiment, we separately trained the model with the patches from Scene-1 and Scene-2 for K = 10. Lets call it model-1 and model-2 respectively. We observe each segmented output from model-1 and model-2 separately. However, we check cross-dataset segmentation output which measures the robustness of the network. i.e, We use model-1 to generate the segmentation for scene-2 and vice versa. Notably, number of patches from Scene-1 and Scene-2 are approx. 0.2 million and 2.2 million respectively. Models took nearly 1-1.5 days for training. For Scene-1, our model has detected built-up area, vegetation and water-body distinctively among 10 classes. However, model-2 identifies vegetation, water body and wetland area. This is to be noted that model-2 predicts vegetation into three distinct classes. This result might be indicator of three types of vegetation in that location. We have shown models' predictions and Microsoft® BingTM maps of the scenes in Fig 3, 4 and Fig 1, 2 , respectively. Notably, Fig 3a and Fig 3g show different types of region for a particular class in two scenes: built-up area in Scene-1 and wetland in Scene-2. Many of previous researches [13, 17, 18] have reported similar characteristics of built-up area with wetland, farmland, etc. Similar false alarms persist in our experiment too. We use same color symbol for showing same cluster number in both scene-1 and scene-2 for the same model in Fig 3, 4. 
Analysis
Experimental results reflect the generalization of model-1 and model-2 in various classes in Fig 3, 4. For example, Fig  3a, 4f provide visually similar structure for water-body. We prepare a validation set using Microsoft® BingTM maps of that region. It shows 97% accuracy in identifying waterbody in validation set. Taking visual consensus of two models, we are able to identify a few such structures for vegetation and wet land. For Scene-2 following pair of figures describe visually similar structure: (Fig 3h, Fig 4c) , (Fig 3i,  Fig 4b) and (Fig 3g, Fig 4e) . Similarly, (Fig 3d, Fig 4g) and (Fig 3e, Fig 4h) reveal similar visual structure in Scene-1. We measure consensus of two models using Jaccard similarity score as shown in Eq 5.
Jaccard similarity
where M 1 and M 2 represent pixels predicted by model-1 and model-2, respectively. Table-4 and Table-5 show the Jaccard similarity score for various identified classes in scene-1 and scene-2, respectively. We have shown upper triangular matrix in Table 4 , 5 due to the symmetric nature of this score. We follow similar naming convention for denoting a particular class for a specific scene as shown in Fig 3, 4 . However, further study is required for validating different classes with ground truth data, such as vegetation, wet land, built up areas, etc.
Conclusion
In this paper, we have proposed an approach to transform supervised CNN classifier architecture into an unsupervised Table 4 : Jaccard similarity score for different classes (as shown in Fig 3, 4) clustering model. We address "structuredness" and "diversity" of the dataset to migrate from supervised to unsupervised paradigm. Our model jointly learns discriminative embedding subspace and cluster labels. The major strength of this approach is : scalability and re-usability. Experimental results show that RECAL performs competitively for real-world clustering task. However, it learns representation better compared to the existing approaches for non-face image datasets. We have shown segmentation as one of the application by our proposed method in remote sensing domain. To achieve this, we split the original image into small patches and get label for each of them. Then, they are com- bined to get the segmentation of the whole image. We qualitatively observe that this model is able to detect vegetation, water-body, wet-land, built-up area separately. We also provide the power of transferring learned representation across separate scenes in this work. However, built-up area has confusion with wetland and vegetation in cross-dataset segmentation task. It is probably due to the similar characteristics among these classes which is an innate problem in the underlying dataset. We also observe that training of the proposed network is fast. It took about roughly 30 hours to process more than 2 million patches in our experiments in GeForce GTX 1080 Ti GPU. This strongly indicates the property of scalability for our model.
