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Abstract
Fractional sub-diffusion equations have been widely used to model sub-diffusive
systems. Most algorithms are designed for one-dimensional problems due to the
memory effect in fractional derivative. In this paper, the numerical simulation of
the 3D fractional sub-diffusion equation with a time fractional derivative of order
α (0 < α < 1) is considered. A fractional alternating direction implicit scheme
(FADIS) is proposed. We prove that FADIS is uniquely solvable, unconditionally
stable and convergent in H1 norm by the energy method. A numerical example is
given to demonstrate the efficiency of FADIS.
Key words: three-dimensional fractional sub-diffusion equation, fractional
alternating direction implicit scheme, stability, convergence
1 Introduction
In recent years, fractional differential equations have been widely used in var-
ious applications in science and engineering. Anomalous diffusion equation is
a class of important fractional differential equation, which has been widely
applied in modeling of anomalous diffusive systems, description of fractional
random walk, unification of diffusion and wave propagation phenomenon, etc.
[1]. Anomalous diffusion behaviors have been observed in numerous complex
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system, such as in polymers, biopolymers, organisms, liquid crystal, fractal
and percolation clusters, proteins and ecosystems [2] A particular example
is the fractional sub-diffusion equation, which is obtained by replacing the
time derivative in ordinary diffusion by a fractional derivative of order α with
0 < α < 1. Analytical solutions of some sub-diffusion equations have been in-
vestigated in [3–8]. There have been different numerical methods and analysis
techniques for the sub-diffusion equations (Yuste et al. [9,10], Sun et al. [11],
Chen et al. [12], Deng [13], [14], Li et al.[15]). Zhuang et al. [16] introduced a
new way for solving sub-diffusion equation by integration of the original equa-
tion on the both sides to obtain an implicit numerical method. The stability
and convergence of the scheme were proved by the energy method. Later, the
same ideas were applied to solve the non-linear fractional reaction-subdiffusion
process [17], anomalous sub-diffusion equation with a nonlinear source term
[18]. Zhuang et al. [19] analyzed the difference method for the variable-order
fractional advection-diffusion equation with a nonlinear source term. Chen et
al. [20] proposed an effective numerical method with high spatial accuracy
for a variable-order anomalous sub-diffusion equation. Gao et al. [21] gave a
compact finite difference scheme for the fractional sub-diffusion equations and
investigated the spatial accuracy.
The computational complexity and CPU time are critical when these numer-
ical algorithms are applied to solve high-dimensional problems. Zhuang et al.
[22,23] presented an implicit difference approximation for the two-dimensional
space-time and time fractional diffusion equation. Liu et al. [24] developed
an implicit meshless approach based on the radial basis function for two-
dimensional time fractional diffusion equation. Chen et al. [25] constructed a
two-dimensional anomalous sub-diffusion equation (2D-ASDE). Zhang et al.
[26] presented two numerical techniques for the solution of a two-dimensional
anomalous sub-diffusion equation with a time fractional derivative.
However, published works on numerical methods for higher-dimensional frac-
tional differential equations are still sparse. This motivates us to consider ef-
fective numerical methods for the three-dimensional FDEs. In this paper, we
consider the following three-dimensional time fractional sub-diffusion equation
c
0D
α
t u = △u+ f(x, y, z), (x, y, z) ∈ Ω, 0 < t ≤ T, (1)
with boundary condition
u(x, y, z, t)|Ω = φ(x, y, z, t), 0 < t ≤ T, (2)
and initial condition
u(x, y, z, 0) = ψ(x, y, z), (x, y, z) ∈ Ω = Ω ∪ ∂Ω. (3)
Here Ω = (0, Lx)× (0, Ly)× (0, Lz) and ∂Ω is the boundary of Ω,
c
0D
α
t denotes
2
the Caputo fractional derivative of order α(0 < α < 1) with respect to the
time variable t :
c
0D
α
t u(x, t) =
1
Γ(1− α)
∫ t
0
∂u(x, ξ)
∂ξ
(t− ξ)−αdξ, 0 < α < 1,
and Γ(·) is the gamma function. We suppose that the solution of the time
fractional differential equation (1-3) satisfies u(x, .) ∈ C1[(0, T )].
In Section 2, we present a fractional alternating direction implicit scheme
(FADIS) to approximate the time fractional sub-diffusion equation with initial
and boundary conditions in a finite domain. In Sections 3 and 4, we discuss
the stability and convergence of the difference approximation using the energy
norm. Finally, a numerical example is given in Sections 5 to evaluate the
efficient of the method.
2 A fractional alternating direction implicit scheme
In order to derive FADIS, we first discretize the space and time variables using
xi= ihx, i = 0, 1, 2, · · · ,Mx, hx =
Lx
Mx
,
yj = jhy, j = 0, 1, 2, · · · ,My, hy =
Ly
My
,
zk = khz, k = 0, 1, 2, · · · ,Mz, hz =
Lz
Mz
,
tn=nτ, n = 0, 1, 2, · · · , N, τ =
T
N
,
where Mx,My,Mz are positive integers, hx, hy, hz are the space steps in x-, y-
and z-direction, and τ is time step.
Firstly, we introduce the following notations. Let
Ωh = {(xi, yj, zk)|0 ≤ i ≤ Mx, 0 ≤ j ≤ My, 0 ≤ k ≤ Mz}, and Ωh = Ωh ∩ Ω,
and ∂Ωh = Ωh ∩ ∂Ω. For any grid function v = {vijk|0 ≤ i ≤ Mx, 0 ≤ j ≤
My, 0 ≤ k ≤Mz}, denote
δxvi− 1
2
,j,k =
vijk − vi−1,j,k
hx
, δ2xvijk =
δxvi+ 1
2
,j,k − δxvi− 1
2
,j,k
h2x
,
δyδxvi− 1
2
,j− 1
2
,k =
δxvi− 1
2
,j,k − δxvi− 1
2
,j−1,k
hy
, δyδ
2
xvi,j− 1
2
,k =
δ2xvijk − δ
2
xvi,j−1,k
hy
.
3
Similar notations δyvi,j− 1
2
,k, δzvi,j,k− 1
2
, δ2yvijk, δ
2
zvijk, δyδzvi,j− 1
2
,k− 1
2
, δxδyvi− 1
2
,j− 1
2
,k,
δxδzvi− 1
2
,j,k− 1
2
, δzδxvi− 1
2
,j,k− 1
2
, δzδyvi,j− 1
2
,k− 1
2
, δxδ
2
yvi− 1
2
,j,k, δxδ
2
zvi− 1
2
,j,k, δyδ
2
zvi,j− 1
2
,k,
δzδ
2
xvi,j,k− 1
2
, δzδ
2
yvi,j,k− 1
2
, δ2xδ
2
yvijk, δ
2
yδ
2
zvijk, δ
2
xδ
2
zvijk, δ
2
xδ
2
yδ
2
zvijk, δzδyδ
2
xvi,j− 1
2
,k− 1
2
,
can be defined and the discrete Laplace operator ∆hvijk = δ
2
xvijk + δ
2
yvijk +
δ2zvijk.
Given the grid function w = {wn|0 ≤ n ≤ N}, we denote δtw
n− 1
2 = (wn −
wn−1)/τ and define
Dατw
n =
τ−α
Γ(2− α)
[wn −
n−1∑
l=1
(an−l−1 − an−l)w
l − an−1w
0],
as the discrete fractional derivative operator [29], where ak = (k+1)
1−α−k1−α.
For convenience, we denote µ = ταΓ(2− α) throughout the paper.
Lemma 2.1 [11] Suppose 0 < α < 1, y ∈ C2[0, tn], then
∣∣∣∣∣
∫ tn
0
y′(s)ds
(tn − s)α
−
τ−α
Γ(2− α)
[
a0y(tn)−
n−1∑
l=1
(an−l−1 − an−l)y(tl)− an−1y(0)
]∣∣∣∣∣
≤
Γ(1− α)
Γ(2− α)
[
1− α
12
+
22−α
2− α
− (1 + 2−α)
]
max
0≤t≤tn
|y′′(t)|τ 2−α,
where ak = (k + 1)
1−α − k1−α.
Define the grid function
Unijk = u(xi, yj, zk, tn), f
n
ijk = f(xi, yj, zk, tn), (xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N.
Utilizing Taylor’s series expansion and Lemma 2.1, we get
c
0D
α
τ u(xi, yj, zk, tn) =D
α
τ U
n
ijk + (Rt)
n
ijk, (xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N, (4)
∂2u
∂x2
(xi, yj, zk, tn) = δ
2
xU
n
ijk − (Rx)
n
ijk, (xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N, (5)
∂2u
∂y2
(xi, yj, zk, tn) = δ
2
yU
n
ijk − (Ry)
n
ijk, (xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N, (6)
∂2u
∂z2
(xi, yj, zk, tn) = δ
2
zU
n
ijk − (Rz)
n
ijk, (xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N, (7)
where the local truncation errors
4
|(Rt)
n
ijk| ≤
τ 2−α
Γ(2− α)
[
1− α
12
+
22−α
2− α
− (1 + 2−α)
]
max
0≤t≤tn
∣∣∣∣∣∂
2u
∂t2
(xi, yj, zk, tn)
∣∣∣∣∣ ,
(Rx)
n
ijk =
h2x
6
∫ 1
0
[
∂4u
∂x4
(xi + s hx, yj, zk, tn) +
∂4u
∂x4
(xi − s hx, yj, zk, tn)
]
·(1− s)3ds,
(Ry)
n
ijk =
h2y
6
∫ 1
0
[
∂4u
∂y4
(xi, yj + s hy, zk, tn) +
∂4u
∂y4
(xi, yj − s hy, zk, tn)
]
·(1− s)3ds,
(Rz)
n
ijk =
h2z
6
∫ 1
0
[
∂4u
∂z4
(xi, yj, zk + shz, tn) +
∂4u
∂z4
(xi, yj, zk − s hz, tn)
]
·(1− s)3ds,
Substituting (4)-(7) into (1), we obtain the expression of Eq. (1) at mesh
points (xi, yj, zk, tn) :
Dατ U
n
ijk=∆hU
n
ijk + f
n
ijk − (Rt)
n
ijk − (Rx)
n
ijk − (Ry)
n
ijk − (Rz)
n
ijk, (8)
(xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N.
In order to construct the FADIS, we first define the operator
T = µ2(δ2xδ
2
y + δ
2
xδ
2
z + δ
2
yδ
2
z − µδ
2
xδ
2
yδ
2
z).
Adding the small term Dατ TU
n
ijk to Eq.(8) and utilizing the identity operator
I, we get
Dατ (I + T )U
n
ijk = ∆hU
n
ijk + f
n
ijk + (R1)
n
ijk, (xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N, (9)
where
(R1)
n
ijk=D
α
τ TU
n
ijk − (Rt)
n
ijk − (Rx)
n
ijk − (Ry)
n
ijk − (Rz)
n
ijk,
(xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N.
In view of Lemma 2.1, we get Dατ TU
n
ijk = O(τ
2α). Thus, we have
|(R1)
n
ijk| ≤ CR(τ
min{2α,2−α}+h2x+h
2
y+h
2
z), (xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N, (10)
where CR is a positive constant, which is dependent on the regularity of solu-
tion u(xi, yj, zk, tn), but independent of the time size τ , grid spacing h , and
time level n .
5
The boundary and initial conditions (2) and (3) can be written as
Unijk = φ(xi, yj, zk, tn), (xi, yj, zk) ∈ ∂Ωh, 1 ≤ n ≤ N, (11)
U0ijk = ψ(xi, yj, zk), (xi, yj, zk) ∈ Ωh. (12)
Omitting the truncation errors in the formulae (9), and replacing the function
Unijk with its numerical approximation u
n
ijk in (9), (11) and (12), then we get
the implicit difference discrete scheme of Eq.(1):
Dατ (I + T )u
n
ijk −∆hu
n
ijk = f
n
ijk, (xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N, (13)
unijk = φ(xi, yj, zk, tn), (xi, yj, zk) ∈ ∂Ωh, 1 ≤ n ≤ N, (14)
u0ijk = ψ(xi, yj, zk), (xi, yj, zk) ∈ Ωh. (15)
We now rewrite (13) in a more familiar FADIS form. Multiplying Eq.(13) by
µ, we have
(I − µδ2x)(I − µδ
2
y)(I − µδ
2
z)u
n
ijk
=
n−l∑
l=1
(an−l−1 − an−l)(I + T )u
l
ijk + an−1(I + T )u
0
ijk + µf
n
ijk. (16)
We determine {unijk} by solving three sets of independent one-dimensional
problems. Firstly, we introduce two intermediate variables:
un∗1ijk = (I − µδ
2
z)u
n
ijk, 0 ≤ i ≤Mx, 0 ≤ j ≤My, 1 ≤ k ≤Mz − 1,
un∗2ijk = (I − µδ
2
y)u
n∗1
ijk , 0 ≤ i ≤Mx, 1 ≤ j ≤ My − 1, 0 ≤ k ≤Mz.
(17)
We solve the difference scheme (16) in the following three steps:
Step 1: We solve the problem in the x-direction (for fixed (yj, zk), j ∈ {1, 2, · · · ,
My − 1}, k ∈ {1, 2, · · · ,Mz − 1}), to obtain the intermediate solution {u
n∗2
ijk } :
(I − µδ2x)u
n∗2
ijk
=
n−1∑
l=1
(an−l−1 − an−l)(I + T )u
l
ijk + an−1(I + T )u
0
ijk + µf
n
ijk,
1 ≤ i ≤Mx − 1,
un∗20jk = (I − µδ
2
y)u
n∗1
0jk = (I − µδ
2
y)(I − µδ
2
z)u
n
0jk,
un∗2Mxjk = (I − µδ
2
y)u
n∗1
Mxjk
= (I − µδ2y)(I − µδ
2
z)u
n
Mxjk
,
(18)
Step 2: We solve the problem in the y-direction (for fixed (xi, zk), i ∈ {1, 2, · · · ,
6
Mx − 1}, k ∈ {1, 2, · · · ,Mz − 1}, to obtain the intermediate solution {u
n∗1
ijk }
using information compiled during Step 1 :
(I − µδ2y)u
n∗1
ijk = u
n∗2
ijk , 1 ≤ j ≤My − 1,
un∗1i0k = (I − µδ
2
z)u
n
i0k, u
n∗1
iMyk
= (I − µδ2z)u
n
iMyk
,
(19)
Step 3: We solve the following system in the z-direction (for fixed (xi, yj), i ∈
{1, 2, · · · ,Mx−1}, j ∈ {1, 2, · · · ,My−1}), using information compiled during
Step 2 : 
(I − µδ2z)u
n
ijk = u
n∗1
ijk , 1 ≤ k ≤Mz − 1,
unij0 = φ(xi, yj, z0, tn), u
n
ijMz
= φ(xi, yj, zMz , tn),
(20)
to get {unijk} .
The coefficient matrix A = (as,t) of the linear system on Step 1 can be ob-
tained: for each fixed (j, k),
as,t =

1 + 2µ
h2x
, t = s, s = 1, · · · ,Mx − 1,
− µ
h2
x
, t = s− 1, s = 2, · · · ,Mx − 1,
− µ
h2x
, t = s+ 1, s = 1, · · · ,Mx − 2,
0, t ≥ s + 2, s = 1, · · · ,Mx − 3,
0, t ≤ s− 2, s = 4, · · · ,Mx − 1.
(21)
The coefficient matrix B = (bs,t) of the linear system on Step 2 and coefficient
matrix C = (cs,t) of the linear system on Step 3 can be similarly obtained for
each fixed (i, k) or (i, j).
The three coefficient matrices are strictly diagonally dominant in the above
systems. Thus we have the following result.
Theorem 2.1 The difference scheme (13)-(15) is uniquely solvable.
3 Stability analysis of FADIS
For any grid function v = {vijk|0 ≤ i ≤ Mx, 0 ≤ j ≤ My, 0 ≤ k ≤ Mz}, we
denote
||v|| =
√√√√√hxhyhz Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
|vijk|2,
7
||δxv|| =
√√√√√hxhyhz Mx∑
i=1
My−1∑
j=1
Mz−1∑
k=1
|δxvi− 1
2
,j,k|
2,
||δyδ
2
xv|| =
√√√√√hxhyhz Mx−1∑
i=1
My∑
j=1
Mz−1∑
k=1
|δyδ2xvi,j− 1
2
,k|
2,
||δzδyδ
2
xv|| =
√√√√√hxhyhz Mx−1∑
i=1
My∑
j=1
Mz∑
k=1
|δzδyδ2xvi,j− 1
2
,k− 1
2
|2,
||∆hv|| =
√√√√√hxhyhz Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
|∆hvijk|2,
Similarly, we can define ||δyv||, ||δzv||, ||δzδ
2
xv||, ||δzδ
2
yv||, ||δyδ
2
zv||, ||δxδ
2
yv||,
||δxδ
2
zv||, ||δzδxδ
2
yv||, ||δyδxδ
2
zv||, ||δyδzδ
2
xv||, ||δxδyδ
2
zv||, ||δxδzδ
2
yv||.
Let
Vh = {v|v = {vijk|(xi, yj, zk) ∈ Ωh} and vijk = 0 if (xi, yj, zk) ∈ ∂Ωh}
be the space of grid functions on Ωh. For any grid function v ∈ Vh , we define
the following Sobolev norms (semi-norms):
||∇hv||=
√
||δxv||2 + ||δyv||2 + ||δzv||2; ||v||H1 =
√
||v||2 + ||∇hv||2;
||v||2A= ||∇hv||
2 +
3
2
µ2(||δyδ
2
xv||
2 + ||δzδ
2
xv||
2
+ ||δzδ
2
yv||
2 + ||δxδ
2
yv||
2 + ||δxδ
2
zv||
2 + ||δyδ
2
zv||
2)
+µ3(||δzδyδ
2
xv||
2 + ||δzδxδ
2
yv||
2 + ||δyδxδ
2
zv||
2).
Lemma 3.1 [30]. For any grid function v ∈ Vh,
||v|| ≤
LxLyLz√
6(L2x + L
2
y + L
2
z)
||∇hv||.
Lemma 3.2 For any grid function w, v ∈ Vh, it holds that
8
∣∣∣∣∣∣−hxhyhz
Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
[(I + T )wijk]∆hvijk
∣∣∣∣∣∣≤ ||w||
2
A + ||v||
2
A
2
, (22)
−hxhyhz
Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
[(I + T )wijk]∆hwijk = ||w||
2
A. (23)
PROOF. Utilizing the discrete Green formula [30], we get
∣∣∣∣∣∣−hxhyhz
Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
[(I + T )wijk]δ
2
xvijk
∣∣∣∣∣∣
= hxhyhz
Mx∑
i=1
My−1∑
j=1
Mz−1∑
k=1
(δxwi− 1
2
,j,k)(δxvi− 1
2
,j,k)
+µ2hxhyhz
Mx−1∑
i=1
My∑
j=1
Mz−1∑
k=1
(δyδ
2
xwi,j− 1
2
,k)(δyδ
2
xvi,j− 1
2
,k)
+µ2hxhyhz
Mx−1∑
i=1
My−1∑
j=1
Mz∑
k=1
(δzδ
2
xwi,j,k− 1
2
)(δzδ
2
xvi,j− 1
2
,k)
+
µ2hxhyhz
2
Mx−1∑
i=1
My−1∑
j=1
Mz∑
k=1
(δzδ
2
ywi,j,k− 1
2
)(δzδ
2
xvi,j,k− 1
2
)
+
µ2hxhyhz
2
Mx−1∑
i=1
My−1∑
j=1
Mz∑
k=1
(δyδ
2
zwi,j− 1
2
,k)(δyδ
2
xvi,j− 1
2
,k)
+µ3hxhyhz
Mx−1∑
i=1
My∑
j=1
Mz∑
k=1
(δzδyδ
2
xwi,j− 1
2
,k− 1
2
)(δzδyδ
2
xvi,j− 1
2
,k− 1
2
)
≤
1
2
(||δxw||
2 + ||δxv||
2) +
µ2
2
(||δyδ
2
xw||
2 + ||δyδ
2
xv||
2)
+
µ2
2
(||δzδ
2
xw||
2 + ||δzδ
2
xv||
2) +
µ2
4
(||δzδ
2
yw||
2 + ||δzδ
2
xv||
2)
+
µ2
4
(||δyδ
2
zw||
2 + ||δyδ
2
xv||
2) +
µ3
2
(||δzδyδ
2
xw||
2 + ||δzδyδ
2
xv||
2).
Similarly,
9
∣∣∣∣∣∣−hxhyhz
Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
[(I + T )wijk]δ
2
yvijk
∣∣∣∣∣∣
≤
1
2
(||δyw||
2 + ||δyv||
2) +
µ2
2
(||δxδ
2
yw||
2 + ||δxδ
2
yv||
2)
+
µ2
4
(||δzδ
2
xw||
2 + ||δzδ
2
yv||
2) +
µ2
4
(||δxδ
2
zw||
2 + ||δxδ
2
yv||
2)
+
µ2
2
(||δzδ
2
yw||
2 + ||δzδ
2
yv||
2) +
µ3
2
(||δzδxδ
2
yw||
2 + ||δzδxδ
2
yv||
2),
and ∣∣∣∣∣∣−hxhyhz
Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
[(I + T )wijk]δ
2
zvijk
∣∣∣∣∣∣
≤
1
2
(||δzw||
2 + ||δzv||
2) +
µ2
4
(||δxδ
2
yw||
2 + ||δxδ
2
zv||
2)
+
µ2
4
(||δyδ
2
xw||
2 + ||δyδ
2
zv||
2) +
µ2
4
(||δxδ
2
zw||
2 + ||δxδ
2
yv||
2)
+
µ2
2
(||δyδ
2
zw||
2 + ||δyδ
2
zv||
2) +
µ3
2
(||δyδxδ
2
zw||
2 + ||δyδxδ
2
zv||
2).
Combining the three inequalities above, we obtain the result.
Thus, we can prove that the difference scheme (13)-(15) is stable to the initial
value ψ and the inhomogeneous term f in || · ||A norm.
Let uni,j,k and u˜
n
i,j,k be the numerical and approximate solutions of the FADIS
(13)-(15), respectively. Let εni,j,k = u
n
i,j,k− u˜
n
i,j,k and ε
0
i,j,k = u
0
i,j,k− u˜
0
i,j,k, where
u˜0i,j,k be the approximation of u
0
i,j,k = ψi,j,k; f¯
n
i,j,k = f
n
i,j,k− f˜
n
i,j,k, where f˜
n
i,j,k be
the approximation of fni,j,k. Set E
n = {εni,j,k|0 ≤ i ≤ Mx, 0 ≤ j ≤ My, 0 ≤ k ≤
Mz; 0 ≤ n ≤ N} and F
n = {f¯ni,j,k|0 ≤ i ≤ Mx, 0 ≤ j ≤ My, 0 ≤ k ≤ Mz; 0 ≤
n ≤ N}.
Theorem 3.1 The FADIS defined by (13)-(15) is unconditionally stable and
the following estimation holds:
‖En‖2A ≤ ||E
0||2A +
Γ(1− α)T α
2
max
1≤l≤n
||Fl||2, 1 ≤ n ≤ N.
PROOF.
The error εni,j,k satisfy the following equation for 1 ≤ n ≤ N
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−2hxhyhz
Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
[(I + T )unijk](∆hε
n
i,j,k) + 2µ||∆hE
n||2
=
n−1∑
l=1
(an−l−1 − an−l)×
−2hxhyhz Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
[(I + T )ulijk]∆hε
n
i,j,k

+ an−1 ×
−2hxhyhz Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
[(I + T )ε0i,j,k]∆hε
n
i,j,k

− 2µhxhyhz
Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
fnijk(∆hu
n
ijk)
Applying Lemma 3.2 and noticing that (an−l−1 − an−l) and an−l are positive,
we obtain
2||En||2A + 2µ||∆hE
n||2
≤
n−1∑
l=1
(an−l−1 − an−l)(||E
n||2A + ||E
l||2A) + an−1(||E
n||2A + ||E
0||2A)
− 2µhxhyhz
Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
fnijk(∆hE
n), 1 ≤ n ≤ N.
(24)
In addition, the Cauchy-Schwarz inequality implies that
−2µhxhyhz
Mx−1∑
i=1
My−1∑
j=1
Mz−1∑
k=1
fnijk(∆hE
n) ≤ 2µ||∆hE
n||2 +
µ
2
||Fn||2. (25)
Substituting (25) into (24) and noticing µ < Γ(1−α)T αan−1, 1 ≤ n ≤ N, (see
[26]), we get
||En||2A
≤
n−1∑
l=1
(an−l−1 − an−l)||E
l||2A + an−1||u
0||2A +
µ
2
||Fn||2
≤
n−1∑
l=1
(an−l−1 − an−l)||E
l||2A + an−1(||E
0||2A +
Γ(1− α)T α
2
||Fn||2), (26)
1 ≤ n ≤ N.
Denote
E¯ = ||E0||2A +
Γ(1− α)T α
2
max
1≤l≤N
||Fl||2 (27)
Substituting (27) into (26) we obtain
||En||2A ≤
n−1∑
l=1
(an−l−1 − an−l)||E
l||2A + an−1E¯, 1 ≤ n ≤ N.
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The following inequality can then be proved by induction:
||En||2A ≤ E¯, 1 ≤ n ≤ N.
This complete the proof.
4 Convergence analysis of FADIS
In the following we will consider the convergence of the discrete scheme (13)-
(15). Let Unijk be the exact solution of the equation and u
n
ijk be the exact
solution of the discrete equation. Denote
εnijk = U
n
ijk − u
n
ijk, (xi, yj, zk) ∈ Ωh, 0 ≤ n ≤ N.
Subtracting (13), (14), (15) from (9), (11), (12) respectively, we have the error
system
Dατ (I + T )ε
n
ijk −∆hε
n
ijk = (R1)
n
ijk, (xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N, (28)
εnijk = 0, (xi, yj, zk) ∈ ∂Ωh, 1 ≤ n ≤ N, (29)
ε0ijk = 0, (xi, yj, zk) ∈ Ωh, 1 ≤ n ≤ N. (30)
It follows from Theorem 3.1 and (10) that
|εn||2A
≤ ||ε0||2A +
Γ(1− α)T α
2
max
1≤l≤n
||(R1)
l||2
≤
Γ(1− α)T α
2
hxhyhz
Mx−1∑
1=1
My−1∑
j=1
Mz−1∑
k=1
max
1≤l≤n
|(R1)
l
ijk|
2
≤
Γ(1− α)T αhxhyhz
2
Mx−1∑
1=1
My−1∑
j=1
Mz−1∑
k=1
|CR(τ
min{2α,2−α} + h2x + h
2
y + h
2
z)|
2
≤
Γ(1− α)T α
2
hx(Mx − 1)hy(My − 1)hz(Mz − 1)
·[CR(τ
min{2α,2−α} + h2x + h
2
y + h
2
z)]
2
≤
Γ(1− α)T α
2
LxLyLz[CR(τ
min{2α,2−α} + h2x + h
2
y + h
2
z)]
2, 1 ≤ n ≤ N.
By using Lemma 3.1, we have
12
||εn||H1 ≤
√
||εn||2 + ||∇hεn||2 ≤
√√√√1 + L2xL2yL2z
6(L2x + L
2
y)
||∇hε
n||
≤
√√√√1 + L2xL2yL2z
6(L2x + L
2
y)
||εn||A
Thus we have the following result.
Theorem 4.1 Assume that the problem (1)-(3) has a smooth solution in the
domain u(xi, yj, zk, tn) ∈ C
2,2,2,2(Ω× [0, T ]),and let {unijk|(xi, yj, zk) ∈ Ωh, 1 ≤
n ≤ N} be the solution of the difference scheme (13)-(15). Then FADIS
scheme is convergent in H1 norm, so that
||εn||H1 ≤ C(τ
min{2α,2−α} + h2x + h
2
y + h
2
z), 1 ≤ n ≤ N. (31)
where C =
√
Γ(1−α)TαLxLyLz
2
CR.
5 Numerical results
Example 5.1 Consider the following fractional differential equation
∂0.9u(x, y, z, t)
∂t0.9
=
∂2u(x, y, z, t)
∂x2
+
∂2u(x, y, z, t)
∂y2
+
∂2u(x, y, z, t)
∂z2
+ f(x, y, z, t),
(x, y, z) ∈ Ω = [0, 1]× [0, 1]× [0, 1], 0 < t < 1,
with boundary condition
u(0, y, z, t) = t2ey+z, u(1, y, z, t) = t2e1+y+z, u(x, 0, z, t) = t2ex+z,
u(x, 1, z, t) = t2e1+x+z, u(x, y, 0, t) = t2ex+y, u(x, y, 1, t) = t2e1+x+y,
0 < t < 1,
and initial condition
u(x, y, z, 0) = 0, (x, y, z) ∈ Ω.
Here the source term is f(x, t) = Γ(3)
Γ(2.1)
t1.1ex+y+z − 3t2ex+y+z . The exact solu-
tion is u(x, y, z, t) = t2ex+y+z.
13
Table 1
The error obtained by numerical method with temporal step h = 1/20, at t = 1.0
τ ε Rε
1/2 6.516e − 4 · · ·
1/4 3.074e-4 2.120
1/8 1.148e-4 2.678
Table 2
The error obtained by numerical method with temporal step τ = 1/400, at t = 1.0
h ε0 Rε
1/2 2.472e − 4 · · ·
1/4 5.152e-4 4.798
1/8 1.296e-4 3.975
The following error norm is used as an error indicator in this paper:
ε =
√√√√√√√√
N+1∑
i=1
(uexacti − u
num
i )
2
N+1∑
i=1
(uexacti )
2
(32)
The proposed scheme (13)-(15) is used to simulate this time fractional differ-
ential equation. Table 1 lists the detailed results of computational errors for
different time steps. The convergence rates, Rε, of two errors regarding to time
steps are also listed in the same table. The convergence rate is calculated as
Rε =
ε(τ1)
ε(τ2)
From Table 1, it can be seen that the convergence rates are close to
Rε =
ε(τ1)
ε(τ2)
= (
τ1
τ2
)1.1 ≈ 2.144.
Table 2 lists the computational errors for different space steps. The conver-
gence rates, R, of two errors are also listed in the same table. From Table 2,
it can be seen that the convergence rates are close to
Rε =
ε(h1)
ε(h2)
= (
h1
h2
)2 ≈ 4.
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It can be concluded that the order of convergence in time of the present FADIS
method is O(h2). This is in good agreement with the results by theoretical
analysis.
6 Conclusion
This paper developed a fractional alternating direction implicit scheme for
numerical simulation of the three-dimension time fractional sub-diffusion e-
quation. Its solvability, unconditional stability and H1 norm convergence were
proved by the energy method. An example was given to demonstrate the ef-
fectiveness of the difference method. These numerical techniques can also be
extended to simulate complex anomalous diffusion equations with nonlinear
source term in two and three dimensions.
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