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On a Constrained Optimal Rule for Classification with
Unknown Prior Individual Group Membership
Hea-Jung Kim
Dongguk University, Seoul, Korea
We describe a formal approach to constructing the optimal classification rule for
classification analysis with unknown prior probabilities of K multivariate normal
populations membership. This is done by suggesting a balanced design for the
classification experiment and by constructing the optimal rule under the balanced
design condition. The rule is characterized by a constrained minimization of total
risk of misclassification; the constraint of the rule is constructed by a process of
equalization among expected utilities of K population conditional densities. The
efficacy of the suggested rule is examined through numerical studies. This indicates
that dramatic gains in the accuracy of classification result can be achieved in the
case where little is known about the relative population sizes.  1996 Academic
Press, Inc.
1. INTRODUCTION
Given a set of measurements, denoted by z=(z1 , z2 , ..., zp)$ and known
to belong the one of several (K) groups or populations, the basic problem
of classification analysis is to find some function of z which can accurately
assign the observation with the reading z to one of the K populations.
In the formal setting, consider the problem of classifying an observation z
into one of K populations 61 , 62 , ..., and 6k , where 6i is characterized by
a probability density function fi (z). Suppose further that the observation
has a prior pi coming from 6i , where ki=1 pi=1, and that the cost or loss
associated with classifying it into 6i is cij (cii=0) when the observation has
actually come from 6j . The usual goal is to minimize the misclassification
risk, which is defined as the expected misclassification loss of the sample to
be classified. If the class conditional densities fi (z) and priors pi are known,
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then the risk incurred in classifying an object with measurement vector z as
6k is
r(6k | z)=
Ki=1 cki pi fi (z)
Ki=1 pi fi (z)
. (1)
The rule that minimizes r(6k | z) is to assign the object to 6k , if z falls into
a region Rk defined by
:
K
i=1
cki pi fi (z)< :
K
i=1
cji pi fi (z), j=1, ..., K ; j{k. (2)
The rule resulting from choosing 6k to minimize r(6k | z) is known as the
Bayes rule, which achieves the minimum misclassification risk among all
possible rules (cf. Johnson and Wichern, 1992; Press, 1982).
In viewing the classification problem from a purely probabilistic view-
point, the optimal rule is to assign z to that population 6k for which the
posterior probability is the greatest (cf. Anderson, 1984). Therefore, in the
situation where the costs of misclassification appearing in (2) are all equal,
the two classification rules mentioned above are the same, and they assign
z to 6k if z falls in the region Rk :
pk fk(z)=Max pi fi (z), i=1, ..., K. (3)
For practical purposes, several sample based methods are available for the
variants of the optimal rules (see, e.g., Fatti et al., 1982; Friedman, 1989;
Glick, 1972; Marks and Dunn, 1974).
Now suppose that the prior probabilities, pi ’s, are assumed to be
unknown, as is the usual case. In this situation, we cannot define an
unconditional expected loss [Eq. (1)] for a classification that leads to the
optimal rules [Eqs. (2) and (3)]. Thus in addition to knowing the popula-
tion conditional densities, fi (z)’s, it is also necessary to know the values of
the prior probabilities in developing the optimal rules. The unknown prior
probabilities can be estimated in various ways. Sometimes the priors might
be approximated well from knowledge of the relative sizes of the K popula-
tions. When little is known about the relative population sizes, it is usual
to assign equal prior probability to each population, pi=1K, i=1, ..., K.
Anderson (1984) suggested another method by constraining a minimax
classification condition to (2) or (3). However, this method, involving com-
plex distribution, needs a trial-and-error method to get the constrained
optimal rule. Therefore, the massive computation needed for the trial-and-
error method leads an analyst to use the little knowledge estimates. When
the sample based classification rule is used, a couple of other estimates are
available: a fully Bayesian estimate by Geisser (1964) and usual intuitive
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estimates that use training sample proportions under the assumption of a
mixed sampling scheme (cf. Goldstein and Dillon, 1978). Therefore, except
for the fully Bayesian estimates that are not applicable to the estimative
approach, all the other estimates mentioned above are either intuitive or
unclosed form estimates.
The purpose of this paper is to propose another method for determining
the prior probabilities especially for the case when little is known about the
relative population sizes. To achieve this, we set up a constrained classifica-
tion rule, the constraint of which is constructed by the process of equation
among the expected utilities of the population conditional distributions
suggested by Bernardo (1979). The constraint is named as the condition of
balanced design (or partially balanced design) for classification analysis.
2. BALANCED CLASSIFICATION RULES
Suppose there are K continuous multivariate populations 6i , i=1, ..., K,
with corresponding absolutely continuous probability densities fi (z), where
z is a p-vector observation from a particular population 6i , and suppose
that there are unknown prior probabilities, pi {0, so that z # 6i . Further
suppose that U[ fi (z), z] is a real valued function describing the utility
associated with the choice of a density function fi (z) as that of the observa-
tion z. Then its expected utility is defined as
EU[ fi (z), z]=| U[ fi (z), z] f (z) dz, (4)
where f (z)=ki=1 pi fi (z) is the unconditional true density of Z at z. If f (z)
is known, without classification error, one can safely classify z into the
population with probability density f (z). Therefore, it would be appropriate
to assume that the utility function is proper. In other words, the utility
function (4) satisfies the condition that the supremum of the expected
utilities is attained of and only if f (z) is chosen as the density of Z. Buehler
(1971) mentioned a number of examples of proper utility functions.
However, the following logarithmic proper utility function by Bernardo
(1979) is suitable for our present purpose in describing the preferences of
fi (z)’s in classification analysis.
Lemma 1 (Bernardo, 1979). If the utility function U is smooth and
proper, then, for some constant A and function B,
U[ fi (z), z]=A log fi (z)+B(z), i=1, ..., K. (5)
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Using the utility function U, one can judge that the expected utility of
fk(z) is larger in classifying the observation z than that of fj (z) if
EU[ fk(z), z]&EU[ fj (z), z]=A | log
fk(z)
fj (z)
f (z) dz>0. (6)
In our classification experiment with little knowledge about the relative
population sizes, we want the population distributions to have equal
expected utilities in classifying an individual. Thus the control of the
utilities in the following way would enable an experimenter to classify an
individual with profile z mainly based on the resemblance of its charac-
teristics with a particular 6i .
Definition 1. A design for the classification experiment is balanced, if
the expected utilities of probability densities fi (z) characterized by the pop-
ulation 6i , i=1, ..., K, are all equal:
EU[ fk(z), z]&EU[ fj (z), z]=0, for all k{j. (7)
Since the balanced design condition [Eq. (7)] is independent of the
space of observations, imposing the condition on the optimum classifica-
tion rule (2), we have the following constrained classification rule: Suppose
z : p_1 is an observation from one of the populations 6i with density fi (z)
with prior probabilities for 6i of pi , ki=1 pi=1, and costs of misclassifica-
tion cji , i, j=1, ..., K; i{j. Under the balanced design, the minimum risk
decision rule is to classify z into 6k if
:
K
i=1
i{k
picki fi (z)< :
K
i=1
i{j
picji fi (z) (8)
s.t.
| log
fk(z)
fj (z)
:
K
i=1
pi fi (z) dz=0, for all j, k=1, ..., k; j{k. (9)
It is noted that the condition (9) defines K linearly independent equa-
tions in pi ’s; K&1 independent contrast in E[log fk(z)&log fj (z)]=0,
j{k, and natural constraint Ki=1 pi=1. As they are linear in pi ’s, the con-
dition gives unique solution of pi ’s. However, as they are not subject to the
inequality restrictions, 0<pi<1, i=1, ..., K, the solution cannot in general
be guaranteed to be 0<pi<1 except for the following two population case.
Theorem 1. If K=2, the condition for the balanced classification experi-
ment always yields the unique solutions for pi , 0<pi<1, i=1, 2.
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Proof. For the two population case, (9) reduces to two equations,
p1 | log
f1(z)
f2(z)
f1(z) dz& p2 | log
f2(z)
f1(z)
f2(z) dz=0 (10)
and p1+ p2=1. Using the inequality (Lindley, 1965, Theorem 1) that
| log
fk(z)
fj (z)
fk(z) dz>0 for all fj (z){fk(z); j{k, (11)
the two equations lead to the unique solution
p1=
 log( f2(z)f1(z)) f2(z) dz
 log( f1(z)f2(z)) f1(z) dz+ log( f2(z)f1(z)) f2(z) dz
and p2=1& p1 , where 0<pi<1, i=1, 2. K
As stated before, if K>2, the RK set of pi ’s obtained from (9) does not
in general satisfy the inequality restrictions, 0<pi<1, i=1, ..., K. For
example, in the case K=3 with 6i=N5(+i , 7i), (9) gives p1=0.7412,
p2=&0.1026, and p3=0.3614, where +i is a 5_1 mean vector with unity
for its i th element and zeros elsewhere and 7i=iI5 , i=1, 2, 3. When the
balanced design has inadmissible solutions as does the above example,
it may be theoretically interesting to know whether, in the case of k>3,
one can force admissible solutions through a mathematical program using
an appropriate objective function. According to Farka’s theorem in
Bazaraa and Jarvis (1977), we can easily see that such a mathematical
programming under the balanced condition is not possible. The mathe-
matical difficulty involved in obtaining an always admissible solution of the
prior probabilities leads us to add more constraints to the condition for the
balanced design, thereby ensuring unique and admissible solutions. There-
fore, when the balanced classification rule is not admissible, as a trade-off
between the theoretical interest of the balanced design and the practical
interest of the admissible solution, we introduce the pairwisely balanced
design for the multiple classification. It is obtained by expanding the result
of Theorem 1 to the case of KC2 pairwisely balancing among K populations,
so that an admissible solution can always be attained under the design.
Definition 2. A design for the classification experiment is partially
balanced if every pair of K population densities has the same expected
utility with respect to the pairwisely mixed distribution:
| log
fk(z)
fj (z)
[ pk fk(z)+ pj fj (z)] dz=0, for all j{k. (12)
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The partially balanced design condition [Eq. (12)] can be regarded as a
special case of the balanced design condition, for (9) implies
| log
fk(z)
fj (z)
[ pk fk(z)+ pj fj (z)] dz=&| log
fk(z)
fj (z)
:
K
i=1
i{j, k
pi fi (z) dz. (13)
The condition [Eq. (12)] is again independent of the space of observa-
tions. Under the same assumptions for (8), the partially balanced classifica-
tion design yields the minimum risk classification rule that classifies z into
6k if it falls into the region R*k :
:
K
j=1
j{k
pjckj fj (z)< :
K
j=1
j{i
pjcij fj (z) (14)
s.t.
| log
fk(z)
fi (z)
[ pk fk(z)+ pi fi (z) dz]=0, for all i, k=1, ..., K; i{k.
(15)
It can be noted that, for K=2, the minimum risk classification rule
based upon the partially balanced design is equivalent to that under the
balanced design. When the costs of misclassification in (14) are all equal,
the probabilistic rule under the partially balanced design would then be
directly obtained.
Theorem 2. The partially balanced design condition (15) guarantees the
unique solution for the prior probabilities of K population distributions,
0<pj<1, j=1, ..., K.
Proof. Without loss of generality, we fix the population index in (14) as
k=1. Then the condition (15) can be reduced to K linearly independent
equations: Kj=1 pj=1 and
p1 | log
f1(z)
fi (z)
f1(z)& pi | log
fi (z)
f1(z)
fi (z) dz=0, i=2, ..., K. (16)
Again using Lindley’s inequality (11), we see that (16) implies
p1
pi
=| log
fi (z)
f1(z)
fi (z)<| log f1(z)fi (z) f1(z) dz>0,
i=2, ..., K and Kj=1 pj=1. These K independent equations always give
unique solutions of pj ’s, 0<pj<1. K
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3. BALANCED NORMAL CLASSIFICATION RULES
In practice, the probability density functions fi (z), i=1, ..., K, are seldom
known. As usual, we assume that they have multivariate normal distribu-
tions. In the following, we shall assume that the costs of misclassification
in (8) are all equal, so that the resulting decision-theoretic and probabilistic
classification rules are equal. Let us suppose that Z follows the p-dimen-
sional multivariate normal distribution Np(+, 7). Then, for any $: p_1 and
nonsingular 0 : p_p,
E(Z&$)$ 0&1(Z&$)=(+&$)$ 0&1(+&$)+tr(70&1), (17)
and for the special case when $=+ and 0=7, (17) is equal to p. By virtue
of this result, we have the following theorems.
Theorem 3. If pi is the unknown prior probability of drawing an observa-
tion from 6i=Np(+i , 7i), 7i>0 with density f (z | 3i), where 3i #(+i , 7i) is
known, i=1, ..., K. Then the partially balanced classification rule [Eqs. (14)
and (15)] that minimizes risk is to classify z into 6k if it falls into the region
R*k ;
(z&+i)$ 7&1i (z&+i)&(z&+k)$ 7
&1
k (z&+k)>2 log
pi
pk
+log
|7k |
|7i |
, (18)
where 0<pi {pk<1 are uniquely specified by
p=9&18, (19)
where the K_1 vectors 8=(1, 0, 0, ..., 0)$, p=( p1 , ..., pK)$, and the K_K
matrix 9=[9ij], with elements 911=912= } } } =91K=1 and 9ij=0,
except for
9i1=(+1&+i)$ 7&1i (+1&+i)+tr(717
&1
i )& p&log
|71 |
|7i |
,
9ii=&(+i&+1)$ 7&11 (+i&+1)&tr(7i7
&1
1 )+ p&log
|71 |
|7i |
,
for i=2, ..., K.
Proof. Under the hypothesis, (14) and (15) are respectively equal to
pk f (z | 3k)>pi f (z | 3i), (20)
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s.t.
| log
f (z | 3k)
f (z | 3i)
:
K
j=1
pj f (z | 3j) dz=0, for every i{k. (21)
Direct substitution of the exact functional form of the multivariate normal
density for (20) gives (18). Thus it would be sufficient to show that (21)
leads to (19) under the hypothesis. Using (17) for the integrations of (21),
we have K linearly independent equations: One is Kj=1 pj=1 and the
other K&1 equations are
p1 {(+1&+i)$ 7&1i (+1&+i)+tr(717&1i )&log |71 ||7i | & p=
& pi {(+1&+i)$ 7&11 (+1&+i)+tr(7i7&11 )+log |71 ||7i | & p==0
for i=2, ..., K. This set of K equations leads to linear equations in the
matrix form 9P=8, where its first equation defines the condition
Kj=1 pj=1. Since 9 is nonsingular, premultiplying 9
&1 on both sides of
the matrix equation, we have (19). Furthermore, Theorem 2 guarantees
that the solution of (19) satisfies the inequality conditions 0<pi<1 and
0<pk<1; i{k. K
When the balanced design of Definition 1 is used for the normal
classification, the balanced optimal classification rule would be obtained
directly from Theorem 3 by changing 9 of (19) in accordance with the
condition (9); setting
9ij=(+i&+j)$ 7&1i (+i&+j)&(+1&+j)$ 7
&1
1 (+1&+j)
&tr(7j 7&11 )+tr(7j 7
&1
i )&log
|71 |
|7i |
,
for i, j=2, ..., K; i{j, and the other elements in 9 remain unchanged.
However, as stated before, solutions of (19) will not be guaranteed to be
admissible, i.e., pi # (0, 1); i=1, 2, ..., K.
Corollary 1 (Two Normal Populations Case). Suppose 6i=Np(+i ,
7i), 7i>0, where (+i , 7i)#3i is known, i=1, 2. Then the balanced
classification rule defined above is equal to the partially balanced classifica-
tion rule and is to classify z into 61 if
(z&+2)$ 7&12 (z&+2)&(z&+1)$ 7
&1
1 (z&+1)>2 log
p2
p1
+log
|71 |
|72 |
, (22)
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where
p1=
log( |72 ||71 | )+ p&(+1&+2)$ 7&11 (+1&+2)&tr(727
&1
1 )
2p&(+1&+2)$ (7&11 +7
&1
2 )(+1&+2)&tr(717
&1
2 )&tr(72 7
&1
1 )
. (23)
Proof. Direct substitution of the conditional normal densities for fi (z)
involved in (9) gives exactly the same classification rule that can be
obtained from (18) and (19) with K=2. Moreover, Theorem 1 guarantees
the inequality conditions 0<pi<1, i=1, 2. K
Suppose 71=72=7 so that the two populations differ only in location,
then (23) gives p1= p2=12. This implies that the balanced classification
rule is the same as the minimax procedure by Anderson (1984).
4. PROBABILITIES OF MISCLASSIFICATION
We now evaluate the total probability of misclassification (or optimal
error rate) which can be applicable not only for the partially balanced
normal classification rule but for the balanced normal classification rule
with an admissible solution of the prior probabilities.
Consider the random variables
Uki=(Z&+i)$ 7&1i (Z&+i)&(Z&+k)$ 7
&1
k (Z&+k)
&log
|7k |
|7i |
, i, k=1, ..., K; i{k, (24)
where Z is a p_1 random observation vector. Since a linear transforma-
tion leaves (24) invariant, there is no loss of generality in considering the
case 6k tNp(0, I ) and 6i tNp($i , Di). This canonical form is obtained via
the transformation suggested by Dunn and Holloway (1967);
Y=A$i7&12k (Z&+k), i=1, 2, ..., K; i{K, (25)
where Ai is an orthogonal matrix such that A$i7&12k 7i 7
&12
k Ai=Di , a
diagonal matrix. Let Di be a p_p matrix with diagonal elements d1(i),
d2(i), ..., dp(i), and $i is the p_1 vector with elements $1(i), $2(i), ..., $p(i).
Without loss of generality, the first p1(i) of the dj (i) are greater than or
equal to one and the remainder are less than one. Then the canonical form
for (24) is
Uki=& :
p1(i)
j=1
Tj (i)2+ :
p
j= p1(i)+1
Tj (i)2+Cki , (26)
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where
Tj (i)2=
|dj (i)&1|
dj (i) \Zj+
$j (i)
dj (i)&1+
2
and
Cki= :
p
j=1 \
$j (i)2
dj (i)&1
+log dj (i)+ .
It should be note that Tj (i) are normal random variables; however, in the
particular case that p1(i)= p or p1(i)=0 only the distribution Tki=
 pj=1 Tj (i)
2 is required. Various approximations are available for the joint
distribution of the multiple quadratic forms, Tki , i=1, 2, ..., K; i{k, in the
normal vector Z; for a survey, see Jensen and Solomon (1994). Among
them the approximation by Patnaik (1949) allows us to identify the
dependency parameters for the approximating joint distribution in a simple
formula, thereby easily expressing the approximate total probability of
misclassification of the balanced optimal rules.
If Z is from 6k , by a result of Patnaik (1949), the distribution of Tki can
be approximated by a multiple, :ki , of a central /2 distribution with fki
degree of freedom, where :ki and fki are chosen to satisfy
+Tki=E(Tki | 6k)=E(:ki/
2
fki
)=:ki fki
and
_2Tki=Var(Tki | 6k)=Var(:ki/
2
fki
)=2:2ki fki , i=1, ..., K; k{i,
where
+Tki= :
j=1
1
dj (i) \
$j (i)2
|dj (i)&1|
+|dj (i)&1|+
p
,
(27)
_2Tki= :
p
j=1
4
dj (i)2 \dj (i)2+
(dj (i)&1)2
2 + .
Moreover, the covariance between Tki and Tkl , i.e., Cov(Tki , Tkl | 6k), is
_Tki , Tkl=2 :
p
j=1
|dj (i)&1| |dj (l)&1|
dj (i) dj (l) \1+
2$j (i) $j (l)
(dj (i)&1)(dj (l)&1)+ , (28)
where i, k, l=1, ..., K; i{k{l, and Tkl=
p
j=1 Tj (l)
2 is obtained from the
canonical form of U kl in (24). Therefore the approximate joint distribution
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of Tki:ki r/2fki can be regarded as a generalized multivariate chi-squared
distribution.
Theorem 4. In the case dj (i)>1 or dj (i)<1 for all j=1, ..., p, the
classification regions defined by (18) approximately yield the total probabil-
ity of misclassification (TPM):
TPMr1& :
K
k=1
pk Pr _,
K
i=1
i{k
(/2fkiU\2ki:ki)& (29)
with
corr(/2fki , /
2
fkl
)=
_Tki , Tkl
_Tki _Tkl
, for i{k{l,
where 2ki=&2 log[ pi pk]+Cki , and the upper symbol is for all dj (i)>1
while the lower symbol is for all dj (i)<1, j=1, ..., p.
Proof. Using the above chi-square approximation, we can approximate
the probability of a correct classification of (18):
Pr(Z # 6k | Z # 6k)rPr _,
K
i=1
i{k
(/2fkiU \2ki :ki)& ,
i, k=1, ..., K, i{k, (30)
where the upper symbol is for all dj (i)>1 while the lower symbol is for all
dj (i)<1, j=1, ..., p. Since the TPM under the balanced classification rule
in Theorem 3 is defined as
TPM=1& :
K
k=1
pk Pr(Z # 6k | Z # 6k), (31)
Eqs. (30) and (31) give the desired result. K
As stated in Johnson and Kotz (1972, pp. 69), the approximation (29)
from the Pearson system holds scant promise generally, because little is
known beyond the bivariate case. Specifically, the join probability density
function of /2fki ’s in (29) is not known yet, thereby making the evaluation
of (29) unattainable. As an alternative to the approximation above, we may
adopt Wilson and Hilferty type power transformations (cf. Jensen and
Solomon, 1994) to Tki ’s, leading to Gaussian approximations. It is seen
that the alternative approximation also fails to evaluate the TPM, for the
power transformation to Tki ’s raise a problem of intractable dependency
parameters.
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Corollary 3 (Two Normal Populations Case). In the case dj (2)>1
or dj (2)<1 for all j=1, ..., p, the balanced classification rule defined by
Corollary 1 approximately yields the total probability of misclassification
TPM= p1 Pr(/2f12u\212:12)+ p2 Pr(/
2
f21
U \212 :21) (32)
with
2ki=&2 log( pipk)+Cki , i, k=1, 2; i{k,
p1=
p+ pj=1 [log dj (2)&dj (2)]&
p
j=1 $j (2)
2
2p& pj=1 (1+dj (2)
&1) $j (2)2& pj=1 dj (2)
&1& pj=1 dj (2)
,
where the upper symbol is for all dj (2)>1 while the lower symbol is for
dj (2)<1, j=1, ..., p, and :ki and fki are chosen to satisfy
:12 f12= :
p
j=1
1
dj (2) \
$j (2)2
|dj (2)&1|
+|dj (2)&1|+ , (33)
:212 f12= :
p
j=1
2
dj (2)2 \$j (2)2+
(dj(2)&1)2
2 + , (34)
:21 f21= :
p
j=1 \
dj (2) $j (2)2
|dj (2)&1|
+|dj (2)&1|+ , (35)
:221 f21=2 :
p
j=1 \dj (2) $j (2)
2+
(dj (2)&1)2
2 + , (36)
Proof. Since the balanced classification rule in Corollary 3 is invariant
with respect to a linear transformation, there is no loss of generality in
considering the following transformations. Using the transformation (25)
with k=1 and k=2, the respective canonical forms of the two populations
can be expressed as
61=Np(0, I ) and 62=($2 , D2), (37)
and
61=Np(&D&122 $2 , D
&1
2 ) and 62=(0, I ), (38)
where $$2=($1(2), ..., $p(2)) and D2=diag[d1(2), ..., dp(2)]. Thus, in the
particular case where dj (2)>1 for all j=1, ..., p, (29) gives TPM=
p1 Pr(/2f12212 :12)+ p2 Pr(/
2
f21
&221 :21). Under the canonical form
(37), it can be easily seen that the equations (27) give (33) and (34). On
the other hand, when the canonical form (38) is considered, it is equivalent
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to setting dj (1) and $j (1) in the expression of (27) as dj (2)&1 and
dj (2)&12 $j (2), respectively. Upon substituting these for the equations (27),
we have (35), (36) and the relation that &221=212 . Moreover, the
invariance property of the balanced quadratic classification rule makes the
expressions of pi , i=1, 2, identical for both canonical forms of (37) and
(38). Similar proof holds for the case where dj (2)<1 for all j=1, ..., p. K
5. NUMERICAL RESULTS
The goal of this section is to study the overall effectiveness of the par-
tially balanced and the balanced optimal classification rules BCR1 and
BCR2 suggested in Section 4 and to identify some situation where one
would (and would not) expect substantial improvement with BCRi ’s;
i=1, 2. The performances of BCRi ’s are compared with the little
knowledge optimal classification rule (LCR) which estimates the unknown
prior probabilities with p1= } } } = pk . The comparison between the three
rules is conducted in terms of the total probability of misclassification.
5.1. Two Normal Populations Case
It can be noted from Corollary 1 that BCR1 and BCR2 are equal to the
two normal populations classification case, so that we shall denote them as
BCR. The total probabilities of misclassification of BCR and LCR, respec-
tively denoted by Pr(BCR) and Pr(LCR), and their ratios were calculated
for some combinations of values of the following parameters: Mahalanobis
linear distance T 2; dj (2), j=1, ..., p; and dimension p. Here Mahalanobis
linear distance between the two populations is defined as T 2=(+1&+2)$
7&1(+1&+2)=2  pj=1 $j (2)
2(1+dj (2)), where 7=(71+72)2. Given T 2,
dj (2), and p, $j (2) can be obtained by [(1+dj (2)) T 2(2p)]12. In the
calculations, to change the values of dj (2), we set dj (2)=0.4+0.2j for the
case when all dj (2)<1, while dj (2)=2+0.2j for the case when all
dj (2)>1. The results for the probability ratio (Pr((LCR)Pr(BCR)) and
Pr(BCR) are given in Table I. The quantity in parenthesis notes the
Pr(BCR) for each case.
Since the larger the probability ratio, the better the performance of the
BCR relative to the LCR, Table I shows the uniformly better performance
of BCR over LCR for all combinations of the parameters considered in our
study. Moreover, unlike the total probabilities of the misclassification of
BCR, the ratios change little with T 2. Thus, it can be deduced that the
BCR’s favorable performance when compared with LCR remains strong
and virtually unchanged with T 2.
The probability ratios for the special cases in which all dj (2) are equal
to d=0.2, 0.4, 0.6, 0.8, 1, 2, 4, 6, 8, were calculated and tabulated in
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TABLE I
Ratio of the Total Probabilities of Misclassification
(Pr(LCR)Pr(BCR)) and Pr(BCR)
T 2 p=1 p=2 p=4 p=6 p=8 p=10
dj (2)>1
0 1.2021(.3421) 1.1747(.3087) 1.1570(.2524) 1.1541(.2056) 1.1568(.1659) 1.1621(.1325)
0.5 1.1178(.1881) 1.1832(.1766) 1.1871(.1530) 1.1883(.1298) 1.1901(.1081) 1.1932(.0883)
1 1.1483(.1255) 1.1584(.1180) 1.1739(.1029) 1.1850(.0880) 1.1937(.0739) 1.2012(.0609)
1.5 1.1247(.0869) 1.1450(.0818) 1.1163(.0715) 1.1785(.0614) 1.1912(.0518) 1.2022(.0429)
2 1.1268(.0615) 1.1137(.0579) 1.1557(.0507) 1.1726(.0435) 1.1876(.0368) 1.2009(.0305)
2.5 1.1216(.0441) 1.1312(.0415) 1.1501(.0363) 1.1678(.0313) 1.1841(.0264) 1.1987(.0220)
5 1.1097(.0094) 1.1181(.0089) 1.1357(.0077) 1.1536(.0066) 1.1714(.0056) 1.1888(.0046)
7.5 1.1048(.0022) 1.1128(.0021) 1.1293(.0018) 1.1466(.0015) 1.1642(.0013) 1.1820(.0011)
10 1.1018(.0006) 1.1094(.0005) 1.1125(.0005) 1.1419(.0004) 1.1592(.0003) 1.1768(.0003)
dj (2)<1
0 1.2497(.3174) 1.2003(.2909) 1.1543(.2550) 1.1304(.2318) 1.1153(.2159) 1.1050(.2047)
0.5 1.2437(.1738) 1.2209(.1667) 1.1832(.1544) 1.1561(.1451) 1.1363(.1383) 1.1214(.1332)
1 1.2060(.1157) 1.1940(.1112) 1.1698(.1039) 1.1493(.0985) 1.1327(.0945) 1.1191(.0917)
1.5 1.1872(.0799) 1.1781(.0769) 1.1592(.0722) 1.1422(.0688) 1.1276(.0664) 1.1152(.0647)
2 1.1761(.0563) 1.1682(.0543) 1.1517(.0512) 1.1365(.0490) 1.1232(.0474) 1.1117(.0464)
2.5 1.1688(.0422) 1.1614(.0388) 1.1463(.0367) 1.1322(.0353) 1.1196(.0343) 1.1087(.0336)
5 1.1519(.0085) 1.1452(.0082) 1.1322(.0078) 1.1202(.0076) 1.1094(.0074) 1.0999(.0074)
7.5 1.1450(.0020) 1.1384(.0019) 1.1260(.0019) 1.1146(.0018) 1.1045(.0018) 1.0954(.0018)
10 1.1404(.0005) 1.1341(.0005) 1.1220(.0005) 1.1111(.0005) 1.1013(.0004) 1.0926(.0004)
Table II. As could be expected from Table I, this table shows that BCR can
better utilize discrepancies in variance than LCR to decrease the probabil-
ity of misclassification. This is most marked when T 2=0, for there is then
nothing else to differentiate the populations. Generally, as the value of
|d&1| increases, so does the improvement provided by the use of BCR. It
should be noted that d=1 always gives Pr(LCR)Pr(BCR)=1 (see
Corollary 1). Other implications obtainable from this table are the same as
those obtained from Table I.
5.2. Three Normal Populations Case
In this subsection the following numerical comparisons are made: (i) The
performance of the partially balanced classification rule (BCR1) is com-
pared with that of LCR in a variety of settings of three normal population
distribution. (ii) Under the same distributional settings, some cases are
found where both balanced (BCR2) and partially balanced classification
rules (BCR1) are admissible, and their efficiencies are compared with
respect to the TMP in selected cases.
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TABLE II
Ratio of the Total Probabilities of Misclassification (Pr(LCR)Pr(BCR))
p T 2 d 0.2 0.4 0.6 0.8 1.0 2 4 6 8
0 1.5529 1.2244 1.1023 1.0386 1.0000 1.1521 1.4271 1.6730 1.8997
1 1.7240 1.2289 1.0688 1.0128 1.0000 1.1290 1.5331 1.9052 2.2451
2 2 1.6843 1.1997 1.0591 1.0110 1.0000 1.1110 1.4898 1.8751 2.2440
5 1.6161 1.1725 1.0512 1.0096 1.0000 1.0960 1.4317 1.8059 2.1974
10 1.5577 1.1589 1.0478 1.0090 1.0000 1.0891 1.3920 1.7298 2.0923
0 1.4748 1.1853 1.0817 1.0299 1.0000 1.1234 1.3629 1.5822 1.7863
1 1.6325 1.2191 1.0689 1.0128 1.0000 1.1272 1.4774 1.7781 2.0496
4 2 1.6456 1.1997 1.0595 1.0110 1.0000 1.1119 1.4722 1.8113 2.1240
5 1.6264 1.1754 1.0516 1.0096 1.0000 1.0970 1.4407 1.8139 2.1893
10 1.5904 1.1616 1.0480 1.0090 1.0000 1.0899 1.4092 1.7808 2.1837
0 1.4384 1.1664 1.0716 1.0256 1.0000 1.1094 1.3327 1.5403 1.7345
1 1.5716 1.2081 1.0685 1.0129 1.0000 1.1240 1.4356 1.6998 1.9401
6 2 1.6058 1.1971 1.0598 1.0111 1.0000 1.1118 1.4498 1.7534 2.0303
5 1.6200 1.1770 1.0519 1.0097 1.0000 1.0978 1.4406 1.7975 2.1449
10 1.6067 1.1639 1.0482 1.0090 1.0000 1.0906 1.4196 1.8019 2.2083
0 1.4168 1.1549 1.0653 1.0229 1.0000 1.1008 1.3146 1.5156 1.7043
1 1.5300 1.1979 1.0678 1.0129 1.0000 1.1204 1.4052 1.6484 1.8716
8 2 1.5723 1.1934 1.0599 1.0111 1.0000 1.1113 1.4289 1.7077 1.9616
5 1.6076 1.1778 1.0521 1.0097 1.0000 1.0984 1.4362 1.7748 2.0971
10 1.6132 1.1656 1.0484 1.0090 1.0000 1.0912 1.4254 1.8067 2.2024
0 1.4023 1.1470 1.0609 1.0210 1.0000 1.0949 1.3023 1.4991 1.6843
1 1.5002 1.1891 1.0669 1.0129 1.0000 1.1169 1.3825 1.6123 1.8248
10 2 1.5450 1.1893 1.0599 1.0111 1.0000 1.1103 1.4108 1.6723 1.9103
5 1.5935 1.1780 1.0523 1.0097 1.0000 1.0988 1.4299 1.7515 2.0532
10 1.6138 1.1670 1.0486 1.0091 1.0000 1.0918 1.4280 1.8027 2.1830
We used computer simulation to calculate the desired total probabilities
of misclassification: Pr(BCR1), Pr(BCR2), and Pr(LCR). Our SASIML
program generated triples of validation samples of size N=100 from
Np(+1 , 71), Np(+2 , 72), and Np(+3 , 73), formed BCR1, BCR2, and LCR
with given population parameters, and calculated the probabilities for each
classification rule by classifying the validation samples. Two cases were
considered for each set of population parameters: (i) An unequal and
highly ellipsoidal case where the mean vector and the eigenvalues of
covariance matrix for each population are given by
Population 1: +1i=0, e1i=i( p&1)+0.5, 1ip,
Population 2: +2i=14ap12, e2i=[( p&i)( p&1)+0.5]2, 1ip,
Population 3: +3i=a(&1) i +2i , e3i=1i, 1ip.
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We set the population eigenvectors for all of the three population
covariance matrices to be the same. Thus the means for the first population
are at the origin; the means for populations 2 and 3 are shifted in
orthogonal directions. (ii) The unequal and spherical covariance matrices
case where each of the three populations was generated with covariance
matrices kIp with k denoting the population number (1k3). For the
population means, we used the same mean vectors as those in the case (i).
Table III, summarizing the results of each case, presents the average
probability ratio (Pr(LCR)Pr(BCR1)) over the 200 replications for LCR
and BCR1. Also presented are the average total probability of misclassifica-
tion for BCR1 and the standard deviation. Thus each estimate of the ratio
and Pr(BCR1) is based on 3(100)(200) classifications. This table shows
that BCR1 achieves uniformly lower total probability of misclassification
then LCR. As would be expected, Pr(BCR1) decreases as the dimension of
the measurement space increases, more dramatically decreasing for the
larger values of a (relating to the distances among three populations). Thus
this table together with Tables I and II gives some idea about favorable
performance of the partially balanced classification rule.
For cases where both BCR1 and BCR2 are admissible, if any, it would
be of interest to compare efficiencies numerically under the two classifica-
tion rules. The admissible cases are found in terms of the parameter a.
TABLE III
Pr(LCR)Pr(BCR1) and Pr(BCR1) Obtained from the
Three Normal Populations Classification
Highly ellipsoidal case Spherical case
_ p=2 p=4 p=6 p=8 p=2 p=4 p=6 p=8
0.0 Ratio 1.1934 1.1010 1.2455 1.4539 1.1579 1.1394 1.1530 1.1517
Pr(BCR1) 0.381 0.3426 0.2257 0.1391 0.4596 0.4148 0.3756 0.3459
S.D. 0.0219 0.0257 0.0220 0.0153 0.0223 0.0230 0.0236 0.0252
0.1 Ratio 1.4254 1.2972 1.4132 1.4703 1.1750 1.1703 1.1657 1.1589
Pr(BCR1) 0.2250 0.2107 0.1428 0.1226 0.3668 0.3259 0.2980 0.2782
S.D. 0.0240 0.0250 0.0183 0.0298 0.0243 0.0233 0.0210 0.0242
0.2 Ratio 1.8505 1.5387 1.5642 1.7066 1.2052 1.1719 1.1745 1.1699
Pr(BCR1) 0.1432 0.1128 0.0699 0.0435 0.2617 0.2311 0.2043 0.1845
S.D. 0.0151 0.0141 0.0119 0.0085 0.0222 0.0207 0.0203 0.0200
0.3 Ratio 1.9786 1.5357 1.5466 1.7280 1.2720 1.2109 1.1741 1.1636
Pr(BCR1) 0.0904 0.0715 0.0420 0.0216 0.1778 0.1532 0.1325 0.1148
S.D. 0.0108 0.0118 0.0103 0.0067 0.0189 0.0183 0.0182 0.0173
0.5 Ratio 1.9204 1.5797 1.5990 1.5567 1.3429 1.3056 1.2349 1.3158
Pr(BCR1) 0.0209 0.0107 0.0039 0.0018 0.0476 0.0396 0.0365 0.0285
S.D. 0.0070 0.0055 0.0027 0.0021 0.0100 0.0112 0.0096 0.0085
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TABLE IV
Intervals of a Where Both BCR1 and BCR2 Are Admissible
Highly ellipsoidal case Spherical case
p Interval of a Interval of a
2 [.042, .096] _ [.678, 1.00] [.052, .094] _ [.811, 1.00]
4 [.000, .115] [.073, .134] _ [.805, 1.00]
6 [.034, .126] [.090, .165] _ [.799, 1.00]
8 [.051, .134] [.104, .193] _ [.793, 1.00]
Table IV shows the admissible intervals found in a given interval a # [0, 1].
It is shown that the admissible intervals are obtained where distance
between population means are either small or large, but they do not reveal
any specific pattern with dimension p and type of the normal populations.
Table V gives classification results for selected cases where both BCR1
and BCR2 are admissible. The table is constructed by using the same
simulation as that used for constructing Table III, so that each cell value
in the table may be based on 3(100)(200) classifications. Table V tabulates
respective average total probabilities of misclassification, TPM1 and
TPM2, obtained from BCR1 and BCR2. It also notes average probability
ratios; Ratio1=Pr(LCR)Pr(BCR1) and Ratio2=Pr(LCR)Pr(BCR2).
All the standard deviations are noted in the parentheses.
Several points were noted from Table V. The performance of BCR2 is
satisfactory; except for the case a=1, it dominates BCR1 and LCR all over
the admissible cases considered. For the case where distances between the
three normal populations are far enough, i.e. a=1.0, the three rules yield
the same TPM. Therefore, the table indicates the following relation:
Pr(BCR2)Pr(BCR1)Pr(LCR).
For practical implementation of our results, we estimated the actual
error rates (AER) based on sample LCR and BCRi, i=1, 2. The perfor-
mance of sample classification rules can, in principle, be evaluated by
estimating AER (cf. Johnson and Wichern, 1992). For the estimation, we
used the same population parameter values as those used in Table V. The
sample based rules are obtained by substituting maximum likelihood
estimates of the three population parameters for the parameter values in
LCR and BCRi ’s. For each set of parameter values of the three popula-
tions, 100 runs of the program with different training samples sizes of N1=
N2=N3=50 were made for constructing sample LCR2’s and BCRi ’s
(excluding the runs having inadmissible solution of prior probabilities for
sample based BCR2). For constructing sample LCR we used pj=13,
j=1, 2, 3, while maximum likelihood estimates of pj ’s are used for the
sample BCRi ’s. For each run 100 new observations (validation sample)
from each population were made to estimate AER’s; AERL of LCR and
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TABLE V
TPMi ’s and Ratioi ’s for the Cases When Both BCRi ’s Are Admissible, i=1, 2
Highly ellipsoidal case Spherical case
p a TPM1 Ratio1 TPM2 Ratio2 a TPM1 Ratio1 TPM2 Ratio2
2 .05 .3256 1.2579 .1871 2.1877 .06 .4110 1.1990 .3132 1.5769
(.0132) (.0423) (.0124) (.0482) (.0101) (.0317) (.0144) (.0612)
.09 .2701 1.4001 .2148 1.7807 .07 .4047 1.1823 .3132 1.5769
(.0145) (.0462) (.0174) (.0543) (.0124) (.0296) (.0144) (.0612)
.70 .0009 1.4912 .0001 2.4031 .09 .3674 1.1982 .3132 1.5769
(.0008) (.0378) (.0001) (.0406) (.0103) (.0286) (.0144) (.0612)
1.0 .0000 1.0000 .0000 1.0000 1.0 .0000 1.000 .0000 1.0000
(.0000) (.0000) (.0000) (.0000) (.0000) (.0000) (.0000) (.0000)
4 .01 .3435 1.0919 .2276 1.6482 .09 .3309 1.1758 .2655 1.4681
(.0194) (.0231) (.0158) (.0404) (.0182) (.0285) (.0118) (.0440)
.05 .2914 1.1974 .2772 1.2604 .10 .3258 1.1890 .2603 1.4917
(.0183) (.0343) (.0169) (.0475) (.0105) (.0423) (.0113) (.0631)
.08 .2270 1.2554 .2047 1.3987 .13 .2978 1.1722 .1717 2.0423
(.0130) (.0417) (.01366) (.0721) (.0182) (.0375) (.0274) (.0974)
.10 .2107 1.2972 .1527 2.1877 1.0 .0000 1.0000 .0000 1.0000
(.0250) (.0755) (.0139) (.0720) (.0000) (.0000) (.0000) (.0000)
6 .05 .1944 1.3113 .1173 2.1798 .09 .3056 1.1505 .1438 2.4614
(.0176) (.0750) (.0122) (.0976) (.0240) (.0412) (.0195) (.0864)
.08 .1543 1.3288 .1230 1.6761 .10 .2980 1.1657 .2252 1.5234
(.0173) (.0517) (.0197) (.0804) (.0210) (.0531) (.0147) (.0732)
.10 .1428 1.4132 .1156 1.7942 .16 .2481 1.1588 .1341 2.2164
(.0183) (.0909) (.0196) (.1426) (.0165) (.0374) (.0213) (.0434)
.12 .1330 1.4265 .0887 2.3116 1.0 .0000 1.0000 .0000 1.0000
(.0202) (.0652) (.0285) (.0753) (.0000) (.0000) (.0000) (.0000)
8 .05 .1193 1.4265 .0599 2.9150 .11 .2703 1.1670 .1690 1.8795
(.0129) (.0763) (.0068) (.1548) (.0231) (.0504) (.0221) (.0786)
.08 .0946 1.5644 .0686 2.1468 .16 .2060 1.2123 .1519 1.6533
(.0074) (.0940) (.0061) (.0956) (.0214) (.0506) (.0224) (.0765)
.10 .1226 1.4703 .0608 2.2376 .19 .1812 1.2059 .0885 2.4833
(.0298) (.0797) (.0096) (.0846) (.0206) (.0440) (.0075) (.0631)
.13 .0784 1.5342 .0337 3.6898 1.0 .0000 1.0000 .0000 1.0000
(.0053) (.0825) (.0042) (.0834) (.0000) (.0000) (.0000) (.0000)
AERi of BCRi, i=1, 2. Therefore, each estimate of AERi and Ratioi=
AERLAERi tabulated in the following tables is based on 3(100)(100)
classifications. The quantities in parentheses denote the standard deviation
of each estimate.
Table VI shows three results as follows: (i) Estimated AER ratios are
lager than unity in all the cases. This evidently results from using the
balanced conditions for estimating the prior probabilities instead of using
the little knowledge estimate pj=13, j=1, 2, 3. (ii) Comparing Table VI
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TABLE VI
Estimates of AERi ’s and Ratioi ’s for the Cases When Both Sample BCRi ’s Are Admissible,
i=1, 2
Highly ellipsoidal case Spherical case
p a AER1 Ratio1 AER2 Ratio2 a AER1 Ratio1 AER2 Ratio2
2 .05 .3427 1.2485 .2107 2.0307 .06 .4189 1.3176 .3331 1.6569
(.0243) (.0367) (.0235) (.0671) (.0278) (.0397) (.0196) (.0736)
.09 .2872 1.4332 .2317 1.7765 .07 .4166 1.1931 .3317 1.4985
(.0269) (.0537) (.0241) (.0623) (.0265) (.0247) (.0301) (.0431)
.70 .0012 1.3891 .0008 2.0837 .09 .3772 1.2084 .2406 1.8944
(.0012) (.0364) (.0013) (.0513) (.0214) (.0269) (.0184) (.0599)
1.0 .0002 1.0021 .0001 2.0042 1.0 .0004 1.0058 .0001 4.0232
(.0003) (.0011) (.0000) (3.1247) (.0005) (.0076) (.0002) (6.0103)
4 .01 .3710 1.2136 .2479 1.8161 .09 .3652 1.2132 .2921 1.5168
(.0386) (.0436) (.0379) (.0613) (.0281) (.0302) (.0215) (.0497)
.05 .3161 1.1864 .2852 1.3150 .10 .3316 1.2110 .2584 1.5541
(.0344) (.0369) (.0219) (.0431) (.0184) (.0378) (.0291) (.0594)
.08 .2475 1.2683 .2100 1.4948 .13 .3421 1.20144 .2015 2.0396
(.0256) (.0427) (.0326) (.0682) (.0262) (.0416) (.0343) (.0861)
.10 .2316 1.2764 .1635 1.8080 1.0 .0008 1.0031 .0002 4.0124
(.0275) (.0869) (.0251) (.0674) (.0013) (.0089) (.0003) (7.0101)
6 .05 .2281 1.3512 .1311 2.3509 .09 .3256 1.1762 .1712 2.2370
(.0337) (.0813) (.0389) (.0748) (.0316) (.0548) (.0237) (.0935)
.08 .1671 1.3537 .1365 1.6572 .10 .3014 1.2516 .2384 1.5824
(.0399) (.0714) (.0358) (.1021) (.0232) (.0577) (.0218) (.0649)
.10 .1596 1.5167 .1322 1.8310 .16 .2614 1.2133 .1482 2.1400
(.0236) (.0536) (.0201) (.1615) (.0189) (.0406) (.0216) (.0859)
.12 .1476 1.5420 .1043 2.1822 1.0 .0005 1.0281 .0003 1.7135
(.0286) (.0483) (.0228) (.0957) (.0008) (.0558) (.0006) (2.1076)
8 .05 .1238 1.4127 .0869 2.0125 .11 .2817 1.1436 .1861 1.7311
(.0339) (.0872) (.0237) (.1964) (.0341) (.0823) (.0316) (.1063)
.08 .1162 1.7641 .0967 2.4980 .16 .2336 1.561 .1784 2.0440
(.0380) (.0675) (.0236) (.1374) (.0239) (.0768) (.0276) (.1042)
.10 .1431 1.4071 .0916 2.1982 .19 .2113 1.2681 .1405 1.9071
(.0284) (.0655) (.0120) (.1100) (.0367) (.0711) (.0182) (.1303)
.13 .1033 1.5762 .0574 2.8366 1.0 .0011 1.0115 .0007 1.5895
(.0210) (.1023) (.0439) (.1612) (.0023) (.0862) (.0009) (3.0629)
with Table V, as in Proposition A in Glick (1972), we can find that the
apparent error rates induced by sample based BCRi result in the relation
TPMi<AERi for all cases of comparison. This fact confirms for us that the
tabulation results presented in this table are reliable. (iii) In all cases,
ARE2<ARE1. Thus, in practice, we can expect that BCR2 yields a better
classification result than BCR1 unless BCR2 has an inadmissible solution
of the prior probabilities.
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6. CONCLUDING REMARKS
We have considered the problem inherent in developing an optimal
classification rule with unknown prior probabilities, pi ’s, of K populations
membership. As an alternative to the usual little knowledge optimal
classification rule which makes the admissible Bayes procedure possible for
given pi=1K, i=1, 2, ..., K, a couple of balanced classification rules are
proposed. They are also admissible Bayes procedures for given pi ’s satisfying
respective balanced design conditions in Definitions 1 and 2 (cf. Theorem
6.7.2 of Anderson, 1984). Their risks are compared with those of the little
knowledge optimal classification rule. The numerical results in Section 5
show that the proposed rules yield a better class of admissible procedures
than the little knowledge optimal classification rule. Therefore, when the
population sizes are unknown, it is reasonable to hope that the suggested
prior probability estimates yield better classification results than the usual
little knowledge estimates.
Efficiencies of the two balanced rules, denoted by BCR1 and BCR2, are
examined through limited but informative numerical studies. These studies
indicate that BCR2 performs better than BCR1 whenever BCR2 has
admissible solutions of pi ’s. Therefore, for the maximum gain in classifica-
tion accuracy, we need the following scheme for choosing an appropriate
balanced optimal classification rule: Apply the balanced optimal classifica-
tion rule if it is admissible, if not, use the partially balanced optimal
classification rule for the multiple classification analysis. In addition to the
efficacy of the suggested rule, it has the following favorable merits: (i) The
suggested classification rule enables us to get formal and closed form
estimates of prior probabilities of individual group membership involved in
the rule. (ii) When the rule is applied to sample based classification by
replacing the population parameters with their respective sample counter-
parts (cf. Wald, 1944; Anderson, 1984), we can obtain the estimates of
prior probabilities in a rather unified way irrespective of the sampling
scheme for the training samples such as mixed sampling and independent
sampling.
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