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CONVERGENCE RATES OF EXCEPTIONAL ZEROS OF EXCEPTIONAL
ORTHOGONAL POLYNOMIALS
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Abstract. We consider the zeros of exceptional orthogonal polynomials (XOP). Excep-
tional orthogonal polynomials were originally discovered as eigenfunctions of second order
differential operators that exist outside the classical Bochner-Brenke classification due to
the fact that XOP sequences omit polynomials of certain degrees. This omission causes
several properties of the classical orthogonal polynomial sequences to not extend to the
XOP sequences. One such property is the restriction of the zeros to the convex hull of the
support of the measure of orthogonality. In the XOP case, the zeros that exist outside the
classical intervals are called exceptional zeros and they often converge to easily identifiable
limit points as the degree becomes large. We deduce the exact rate of convergence and verify
that certain estimates that previously appeared in the literature are sharp.
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1. Introduction
The classical Bochner-Brenke classification states that (up to a linear change of variables)
the only sequences of orthogonal polynomials {pn}∞n=0 with deg(pn) = n that are a complete
set of eigenfunctions for a second order linear ODE are the Jacobi polynomials, the La-
guerre polynomials, and the Hermite polynomials [32, Theorem 4.2.2]. In [17], Gomez-Ullate,
Kamran, and Milson initiated the study of exceptional orthogonal polynomial sequences by
studying sequences of orthogonal polynomials that are a complete set of eigenfunctions of
a second order linear differential operator, but for which the sequence omits polynomials
of finitely many degrees. The term exceptional orthogonal polynomials has since taken on
a more general meaning (see [2, 3]). It was recently proven in [13] that every exceptional
orthogonal polynomial sequence is related to a classical orthogonal polynomial sequence by
finitely many Darboux transformations.
The absence of polynomials of certain degrees from an exceptional orthogonal polynomial
sequence forces these polynomials to differ from their classical counterparts in several impor-
tant ways. The particular property we will focus on is the location of the zeros. The zeros
of exceptional orthogonal polynomials fit into two categories: regular and exceptional. The
regular zeros are the ones that exist in the support of the classical measure of orthogonality
and the exceptional zeros are the ones that exist outside this interval. For example, the
regular zeros of an exceptional Hermite polynomial are the real zeros and the the excep-
tional zeros of an exceptional Hermite polynomial are the non-real zeros. Under very mild
hypotheses, one can understand the behavior of the exceptional zeros and show that the
number of exceptional zeros is bounded as the degree of the polynomial tends to infinity and
the exceptional zeros tend to easily identifiable limit points as the degree tends to infinity.
1
2Our main results are estimates on the rate of convergence of these exceptional zeros to their
limit points.
Such rates of convergence have been studied before. In [2] Bonneux showed that in the case
of exceptional Jacobi polynomials, exceptional zeros approach their limit points at a rate of
O(n−1) as n→∞, where n is the degree of the polynomial (see also [6, 30]). In [3] Bonneux
and Kuijlaars showed that in the case of exceptional Laguerre polynomials, exceptional zeros
approach their limit points at a rate of O(n−1/2) as n → ∞. In [26] Kuijlaars and Milson
showed that in the case of exceptional Hermite polynomials, exceptional zeros approach their
limit points at a rate of O(n−1/2) as n→∞. We will show that all three estimates are - in
general - sharp and provide an exact formula for the leading order rate of convergence.
In Section 2 we will state our new results and review some of the necessary background
on the subject of exceptional orthogonal polynomial sequences and other results from the
literature that will be necessary to prove our main results. In Section 3 we will prove
our results for exceptional Jacobi polynomials. In Section 4 we will prove our results for
exceptional Laguerre polynomials. In Section 5 we will prove our results for exceptional
Hermite polynomials. In Section 6 we will present some examples that illustrate the estimates
from our theorems.
2. Background & Results
In this section, we will review some of the notation, terminology, and results from the
literature that will be needed in our later analysis.
2.1. Partitions. If r ∈ N ∪ {0}, then a partition λ will be an r-tuple of non-increasing
natural numbers:
λ = (λ1, . . . , λr), λ1 ≥ λ2 · · · ≥ λr ≥ 1.
We also define |λ| by the formula
|λ| = λ1 + · · ·+ λr.
We call the partition λ an even partition if r is even and λ2j = λ2j−1 for j = 1, . . . , r/2. For
completeness, we note that the empty partition (for which r = 0) is an even partition by
convention.
2.2. Exceptional Jacobi Polynomials. The exceptional Jacobi polynomials are general-
izations of the classical Jacobi polynomials that are orthogonal on [−1, 1] with an appropriate
weight. We will be interested in studying properties of their zeros. In [2, Theorem 6.6], it
was shown that the exceptional zeros of certain exceptional Jacobi polynomials tend to their
limit points at a rate of O(n−1) as n → ∞, where n is the degree of the polynomial. We
will show that this result is sharp and provide the leading order of the asymptotics in many
cases.
We begin our discussion with a review of some important properties of classical and
generalized Jacobi polynomials and then discuss the exceptional Jacobi polynomials.
2.2.1. Classical Jacobi Polynomials. Recall that for any α, β > −1, the classical Jacobi
polynomials {P (α,β)n }∞n=0 are orthogonal on the interval [−1, 1] with respect to the weight
3function (1−x)α(1+x)β . The polynomial P (α,β)n has degree n and satisfies the second order
linear ODE
(1− x2)y′′ + (β − α− (α + β + 2)x)y′ + n(n + α + β + 1)y = 0.
The ODE only defines the polynomial P
(α,β)
n up to a multiplicative constant, so we will write
explicitly
P (α,β)n (z) =
Γ(α + n+ 1)
n!Γ(α + β + n+ 1)
n∑
m=0
(
n
m
)
Γ(α + β + n +m+ 1)
Γ(α +m+ 1)
(
z − 1
2
)m
Notice that one can make sense of this expression for any complex numbers α and β so
we will take this as our definition of P
(α,β)
n (z) for all α, β ∈ C. Only the case α, β > −1
corresponds to orthogonal polynomials (but see [25]). From this formula for P
(α,β)
n (z), one
can check that
d
dz
P (α,β)n (z) =
α + β + n+ 1
2
P
(α,+1β+1)
n−1 (z) (1)
Our analysis will also require some detailed knowledge of generalized Jacobi polynomials,
which we now define following the notation and formulas from [2, Section 2]. To do so, we
must first fix two partitions λ and µ:
λ = (λ1, . . . , λr1), λ1 ≥ λ2 · · · ≥ λr1 ≥ 1
µ = (µ1, . . . , µr2), µ1 ≥ µ2 · · · ≥ µr2 ≥ 1
If we set r = r1 + r2, then we can define the generalized Jacobi polynomial Ω
(α,β)
λ,µ by the
Wronskian determinant
Ω
(α,β)
λ,µ (x) = (1 + x)
(β+r1)r2 ·Wr[f1, . . . , fr]
where
fj(x) = P
(α,β)
λj+r1−j
(x), j = 1, . . . , r1
fr1+j(x) = (1 + x)
−βP
(α,−β)
µj+r2−j
(x), j = 1, . . . , r2
According to [2, Lemma 2.3] and [10], Ω
(α,β)
λ,µ (x) is a polynomial of degree exactly |λ|+ |µ| as
long as all of the following conditions are satisfied:
(C1) α + β + λj + r1 − j 6∈ {−1,−2, . . . ,−(λj + r1 − j)} for all j = 1, . . . , r1
(C2) α− β + µj + r2 − j 6∈ {−1,−2, . . . ,−(µj + r2 − j)} for all j = 1, . . . , r2
(C3) β 6= (µj + r2 − j)− (λi + r1 − i) for all i = 1, . . . , r1 and j = 1, . . . , r2
(see also [9]). According to [10] and [2, Lemma 2.8], if α > −1, β > µ1+ r2−1, and (C1-C3)
are satisfied, then the polynomial Ω
(α,β)
λ,µ (x) has no zeros in [−1, 1] if λ is an even partition.
2.2.2. Exceptional Jacobi Polynomials. Now we will show how to construct the exceptional
Jacobi polynomials by following the construction in [2] (the special case of Legendre poly-
nomials is discussed from a different point of view in [14]). Let us retain the notation from
the previous subsection. Let us also define
Nλ,µ = {n ∈ N ∪ {0} : n ≥ |λ|+ |µ| − r1, n− |λ| − |µ| 6= λj − j for j = 1, 2, . . . , r1}.
4It is easy to see that |N0\Nλ,µ| = |λ|+ |µ|, where N0 = N∪{0}. If α, β ∈ R satisfy conditions
(C1-C3) from the previous subsection and n ∈ Nλ,µ, one can define the exceptional Jacobi
polynomial P
(α,β)
λ,µ,n by
P
(α,β)
λ,µ,n (x) = (1 + x)
(β+r1+1)r2 ·Wr[f1, . . . , fr, P (α,β)s (x)],
where s = n − |λ| − |µ| + r1 (see [2, Definition 2.11]). We now recall the following result,
which comes from [2, Lemma 2.13].
Lemma 2.1 ([2]). Assume λ and µ are partitions and that α, β ∈ R satisfy (C1-C3) above.
Assume further that
α + β + n− |λ| − |µ|+ r1 6∈ {−1,−2, . . . ,−(n− |λ| − |µ|+ r1)}
β 6= (µj + r2 − j)− (n− |λ| − |µ|+ r1) j = 1, . . . , r2.
Then the degree of P
(α,β)
λ,µ,n is exactly n when n ∈ Nλ,µ.
We note here that the Xm exceptional Jacobi polynomials studied in [6, 19, 21, 22, 28, 30]
are special cases of this more general construction (see [2, Section 5.2]).
The zeros of P
(α,β)
λ,µ,n in (−1, 1) are called regular zeros. The following result was shown in
[2, Section 6.1].
Proposition 2.2 ([2]). If α > −1, β > µ1 + r2 − 1, λ is an even partition, and α and β
satisfy the conditions of Lemma 2.1 for all n ∈ Nλ,µ, then P (α,β)λ,µ,n has exactly n − |λ| − |µ|
simple regular zeros when n is large. The remaining |λ| + |µ| zeros of P (α,β)λ,µ,n are called the
exceptional zeros.
If the hypotheses of Proposition 2.2 are satisfied, let us denote the regular zeros of P
(α,β)
λ,µ,n (z)
by z
(α,β)
1,n , z
(α,β)
2,n , . . . , z
(α,β)
n−|λ|−|µ|,n and the exceptional zeros by ζ
(α,β)
1,n , . . . , ζ
(α,β)
|λ|+|µ|,n. According to
[2, Theorem 6.6], if the zeros of Ω
(α,β)
λ,µ are simple, then one can index the set {ζ (α,β)j,n }|λ|+|µ|j=1 so
that for each 1 ≤ k ≤ |λ|+|µ| there exists a complex number ζ (α,β)k,∞ such that Ω(α,β)λ,µ (ζ (α,β)k,∞ ) = 0
and ζ
(α,β)
k,n → ζ (α,β)k,∞ as n → ∞. It was shown in that same theorem that |ζ (α,β)k,n − ζ (α,β)k,∞ | =
O(n−1) as n → ∞, and it was also mentioned that this estimate is not known to be sharp
[2, Remark 6.7] (see also [30]). Our main result is the following theorem that shows that
the estimate from [2] is sharp when λ is even and we calculate the precise leading order
asymptotics.
Theorem 2.3. If the hypotheses of Proposition 2.2 are satisfied and the zeros of Ω
(α,β)
λ,µ are
simple, then
lim
n→∞
n[ζ
(α,β)
k,n − ζ (α,β)k,∞ ] =
√(
ζ
(α,β)
k,∞
)2
− 1,
where we take the branch of the square root that is positive on [1,∞) and with branch cut
[−1, 1].
The assumption that the zeros of Ω
(α,β)
λ,µ are simple is straightforward to check numerically
for any specific choice of α and β satisfying the hypotheses of Theorem 2.3. Of course it is
always true when |λ|+ |µ| = 1 (which would force λ = ∅ if λ is even).
52.3. Exceptional Laguerre Polynomials. The exceptional Laguerre polynomials are gen-
eralizations of the classical Laguerre polynomials that are orthogonal on [0,∞) with an ap-
propriate weight. We will be interested in studying properties of their zeros. In [3, Theorem
5], it was shown that the exceptional zeros of certain exceptional Laguerre polynomials tend
to their limit points at a rate of O(n−1/2) as n→∞, where n is the degree of the polynomial.
We will show that this result is sharp and provide the leading order of the asymptotics in
many cases.
We begin our discussion with a review of some important properties of classical and
generalized Laguerre polynomials and then discuss the exceptional Laguerre polynomials.
2.3.1. Classical and Generalized Laguerre Polynomials. For any α ∈ (−1,∞), the Laguerre
polynomials {L(α)n }∞n=0 are an orthogonal sequence with respect to the weight xαe−x on the
interval (0,∞). The degree n polynomial L(α)n (x) satisfies the ODE
xy′′ + (α+ 1− x)y′ + ny = 0.
This ODE only defines each Laguerre polynomial up to a multiplicative constant, so we will
specify
L(α)n (z) =
n∑
j=0
(
n + α
n− j
)
(−z)j
j!
,
which allows us to define L
(α)
n (z) for all complex numbers α.
There are several properties of the Laguerre polynomials that will be relevant to our
analysis. The first is the Hahn property that
d
dx
L(α)n (x) = −L(α+1)n−1 (x), n ≥ 1. (2)
The second is a ratio asymptotic result from [5], which we will shortly state precisely. We
should mention that the result [5, Theorem 3] is much stronger than what we will state here,
which is a consequence of that result that is strong enough for our calculations.
Theorem 2.4. [[5]] If α, β > −1 are fixed, j ∈ Z is fixed, and z ∈ C \ [0,∞) is fixed, then
L
(α)
n+j(z)
L
(β)
n (z)
=
(
− z
n
)β−α
2
(
1 +O(n−1/2)
)
+O
(
1
n
)
as n→∞. The error terms hold uniformly for z in compact subsets of C \ [0,∞).
We will also need some understanding of the zeros of L
(α)
n . These zeros are all in (0,∞),
are simple, and the zeros of L
(α)
n interlace those of L
(α)
n+1. As n → ∞, the zeros tend to
accumulate to infinity, meaning that any fixed compact subset of [0,∞) contains only o(n)
zeros of L
(α)
n as n→∞. In fact, using results from [15], one can show that any fixed compact
subset of [0,∞) contains at most O(√n) zeros of L(α)n as n→∞.
Our analysis will also require some detailed knowledge of generalized Laguerre polynomials,
which we now define. To do so, we must first fix two partitions λ = (λ1, . . . , λr1) and
µ = (µ1, . . . , µr2) as in the construction of the generalized Jacobi polynomials. If we set
r = r1 + r2, then we can define the generalized Laguerre polynomial Ω
(α)
λ,µ by the Wronskian
determinant
Ω
(α)
λ,µ(x) = e
−r2x ·Wr[f1, . . . , fr]
6where
fj(x) = L
(α)
λj+r1−j
(x), j = 1, . . . , r1
fr1+j(x) = e
xL
(α)
µj+r2−j
(−x), j = 1, . . . , r2
According to [3, Lemma 1], Ω
(α)
λ,µ(x) is a polynomial of degree exactly |λ|+ |µ|. According to
[8, 11], if α > −1, then the polynomial Ω(α)λ,µ(x) has no zeros in [0,∞) if and only if λ is an
even partition.
2.3.2. Exceptional Laguerre Polynomials. Now we will show how to construct the exceptional
Laguerre polynomials by following the construction in [3]. Let us retain the notation from the
previous subsection. Let us also define Nλ,µ as in the construction of the exceptional Jacobi
polynomials. If α ∈ R and n ∈ Nλ,µ, one can define the exceptional Laguerre polynomial
L
(α)
λ,µ,n by
L
(α)
λ,µ,n(x) = e
−r2x ·Wr[f1, . . . , fr, L(α)s (x)],
where s = n − |λ| − |µ| + r1 (see [3, Definition 4]). By construction, the degree of L(α)λ,µ,n is
exactly n. We note here that the Xm exceptional Laguerre polynomials of Type-I, Type-II,
and Type-III studied in [19, 21, 24, 29, 30] are special cases of this more general construction
(see [3, Proposition 4]).
We will be interested in the zeros of L
(α)
λ,µ,n. It was shown in [3, Section 6.1] that if α > −1
and λ is even, then the polynomial L
(α)
λ,µ,n has n−|λ| − |µ| simple zeros in the interval (0,∞)
when n is large (we call these zeros regular zeros). It was shown in [3, Section 6.4] that if
the zeros of Ω
(α)
λ,µ are simple and λ is even, then there are exactly |λ| + |µ| zeros of L(α)λ,µ,n in
C \ [0,∞) when n is large (we call these zeros exceptional zeros). Concerning the regular
zeros, an even more precise result was given in [3, Corollary 2] (which depends on a result
from [1, Section 3]). That corollary states that if n is large and {σ(α+r)j,n }nj=1 are the zeros of
L
(α+r)
n in increasing order, then at least n− 2|λ| − 2|µ| − r2 intervals (σ(α+r)j,n , σ(α+r)j+1,n) contain
a zero of L
(α)
λ,µ,n.
The exceptional zeros of L
(α)
λ,µ,n also behave predictably when α > −1, λ is even, and
the zeros of Ω
(α)
λ,µ are simple. If we denote these exceptional zeros by {ζ (α)k,n}|λ|+|µ|k=1 , then it
was shown in [3, Theorem 5] that one can index the exceptional zeros so that for each
k = 1, . . . , m there is a ζ
(α)
k,∞ such that Ω
(α)
λ,µ(ζ
(α)
k,∞) = 0 and ζ
(α)
k,n → ζ (α)k,∞ at the rate O(n−1/2)
as n→∞. In [2, Remark 6.7] it was mentioned that this estimate is not known to be sharp.
Our main result is the following theorem that shows that the estimate from [3] is sharp when
λ is even and we calculate the precise leading order asymptotics.
Theorem 2.5. If α > −1, λ is even, and the zeros of Ω(α)λ,µ are simple, then
lim
n→∞
√
n[ζ
(α)
k,n − ζ (α)k,∞] = −
√
−ζ (α)k,∞,
where we take the branch of the square root that is positive on (0,∞) and with branch cut
(−∞, 0].
7Remark. The assumption of simple zeros in Theorem 2.5 is not a strong one. Indeed, it is
conjectured in [3] that the other assumptions in Theorem 2.5 are sufficient to guarantee that
the zeros of Ω
(α)
λ,µ are simple (see [3, Conjecture 1]).
The first part of [3, Proposition 4] tell us that Theorem 2.5 applies to the Type-I excep-
tional Laguerre polynomials that were studied in [19, 29, 30] (the simplicity of the zeros of
Ω
(α)
λ,µ in this case follows from [19, Proposition 3.4]). The second part of [3, Proposition 4]
tell us that Theorem 2.5 applies to the Type-II exceptional Laguerre polynomials that were
studied in [19, 29] as long as the zeros of L
(−α−1)
m are simple for α > m− 1. The third part
of [3, Proposition 4] tells us that the Type-III exceptional Laguerre polynomials introduced
in [29] need not satisfy the hypotheses of Theorem 2.5 because the partition λ need not be
even. Nevertheless, a comparable result does hold.
Fix some m ∈ N and α ∈ (−1, 0). The Type-III exceptional Laguerre polynomials are
defined by
LIII(α)m,n (x) = −nL(α−m)(1,...,1),∅,n(x), n > m
(where r1 = m) and L
III(α)
m,0 (x) = 1 (see [3, Proposition 4]). If m is not even, then the
partition (1, . . . , 1) is not an even partition.
The polynomial L
III(α)
m,n (x) is a solution of the ODE
y′′ +
(
α + 1− x
x
− 2L
(−α−1)
m (−x)′
L
(−α−1)
m (−x)
)
y′ +
(n
x
)
y = 0 (3)
If n > m, the polynomial L
III(α)
m,n has n−m simple zeros in the interval (0,∞) (the regular
zeros) and m simple zeros in (−∞, 0) (the exceptional zeros) (see [29]). To be more precise,
the regular zeros of L
III(α)
m,n interlace the zeros of L
(α+1)
n−m−1 (see [29, Theorem 5.5]). This
interlacing property tells us that the asymptotic distribution of the regular zeros of L
III(α)
m,n
for large n is very similar to the distribution of zeros of classical Laguerre polynomials.
The exceptional zeros of L
III(α)
m,n also behave predictably. If we denote these zeros in
increasing order by {ζIII(α)k,n }mk=1, then it was shown in [29, Theorem 5.6] that for each k =
1, . . . , m there is a negative real number ζ
III(α)
k,∞ such that L
(−α−1)
m (−ζIII(α)k,∞ ) = 0 and it follows
from [3, Theorem 5] that |ζIII(α)k,n − ζIII(α)k,∞ | = O(n−1/2) as n→∞. We can extend Theorem
2.5 to this additional case to show that the estimate from [3, Theorem 5] is sharp in this
case as well.
Theorem 2.6. It holds that
lim
n→∞
√
n[ζ
III(α)
k,n − ζIII(α)k,∞ ] = −
√
−ζIII(α)k,∞ ,
where we take the branch of the square root that is positive on (0,∞) and with branch cut
(−∞, 0].
2.4. Exceptional Hermite Polynomials. The exceptional Hermite polynomials were in-
troduced in [16], where they were used to find new examples of exactly solvable potentials
for the Schro¨dinger equation. They have been studied in greater detail in [7, 18, 26, 27]. In
[26, Theorem 2.3], it was shown that (under appropriate hypotheses) the exceptional zeros of
exceptional Hermite polynomials tend to their limit points at a rate of O(n−1/2) as n→∞,
where n is the degree of the polynomial. We will show that this result is sharp.
8We begin our discussion with a review of some important properties of classical Hermite
polynomials and their generalizations. Then we will discuss the properties of the exceptional
Hermite polynomials that we will need in our analysis.
2.4.1. Classical and Generalized Hermite Polynomials. The sequence of Hermite polynomials
{Hn(x)}∞n=0 is orthogonal on R with respect to the weight function e−x2 . The orthogonality
only defines each polynomial up to a multiplicative constant, so we will choose this constant
so that the following relations hold:
H2n(x) = (−4)nn!L(−1/2)n (x2), H2n+1(x) = 2(−4)nn!xL(1/2)n (x2) (4)
From these formulas, one can deduce many properties of Hn such as its asymptotic zero
distribution and the fact that
d
dx
Hn(x) = 2nHn−1(x), n ≥ 1.
Our analysis will require the use of generalized Hermite polynomials, which are defined
using formulas involving the Wronskian determinant of Hermite polynomials. Take some
r ∈ N and let λ = {λj}rj=1 be a partition. Associated to the partition λ is the polynomial
Hλ := Wr[Hλr , Hλr−1+1, . . . , Hλ1+r−1],
whose degree is |λ| (see [26, Section 2]). If λ is an even partition, then Hλ has no real zeros
(see [26, Section 2]).
2.4.2. Exceptional Hermite Polynomials. Using the notation above, suppose λ is given as in
the previous section and m = |λ|. Define Nλ as in [26] by
Nλ = {n : n ≥ m− r, n 6= m− j + λj for j = 1, 2, . . . , r}.
It is easy to see that the cardinality of N0 \ Nλ is precisely m. If n ∈ Nλ, we may define
H(λ)m,n(x) = Wr[Hλr , Hλr−1+1, . . . , Hλ1+r−1, Hn−m+r]
The polynomial H
(λ)
m,n has degree n (since n ∈ Nλ) and we will call the sequence {H(λ)m,n}n∈Nλ
the sequence of Xm exceptional Hermite polynomials with partition λ.
The polynomial H
(λ)
m,n(x) satisfies the following ODE:
y′′ − 2
(
x+
Hλ(x)
′
Hλ(x)
)
y′ +
(
Hλ(x)
′′
Hλ(x)
+ 2x
Hλ(x)
′
Hλ(x)
+ 2n− 2m
)
y = 0 (5)
We will be interested in the zeros of H
(λ)
m,n. If n ≥ m + λ1, the polynomial H(λ)m,n has
n−m real zeros (we call these zeros regular zeros) and m non-real zeros (we call these zeros
exceptional zeros) [26, Section 2]. To be more precise, when λ is an even partition the regular
zeros of H
(λ)
m,n are situated such that at least n −m − r open intervals between consecutive
zeros of Hn contain a zero of H
(λ)
m,n (see [26, Corollary 4.3]). This interlacing property tells
us that the asymptotic distribution of the regular zeros of H
(λ)
m,n for large n is very similar to
the distribution of zeros of classical Hermite polynomials.
The exceptional zeros {ζ (λ)k,n}mk=1 of H(λ)m,n also behave predictably. It was shown in [26,
Theorem 2.3] that if the zeros {ζ (λ)k,∞}mk=1 of Hλ are simple and λ is an even partition, then
one can index the set {ζ (λ)k,n}mk=1 so that |ζ (λ)k,n−ζ (λ)k,∞| = O(n−1/2) as n→∞, though it was not
shown that this estimate is sharp (but see [23, Lemma 6]). Our main result is the following
9theorem that shows that the estimate from [26] is sharp and we calculate the precise leading
order asymptotics.
Theorem 2.7. If λ is an even partition and the zeros of Hλ are all simple, it holds that
lim
n→∞
√
n[ζ
(λ)
k,n − ζ (λ)k,∞] =
ζk,∞√
−2
(
ζ
(λ)
k,∞
)2 ,
where we take the branch of the square root that is positive on (0,∞) and with branch cut
(−∞, 0].
The assumption that the zeros of Hλ are simple is not a strong one and it was conjectured
in [12] that the non-zero zeros of Hλ are always simple (even if λ is not even). Recent results
stemming from an effort to prove this conjecture can be found in [20].
3. Proof of Theorem 2.3
For this section, we will retain all of the notation from Section 2.2. We begin with the
following lemma.
Lemma 3.1. Under the assumptions of Theorem 2.3, the polynomial P
(α,β)
λ,µ,n does not vanish
at any of the zeros of Ω
(α,β)
λ,µ when n is large.
Proof. We will rely on calculations from the proof of [2, Lemma 7.6]. In particular, it is
shown there that the function
Fn(x) := sin(x)
α+r+1/2 cos(x)β+r+1/2 · P
(α,β)
λ,µ,n (cos(2x))
Ω
(α,β)
λ,µ (cos(2x))
is an eigenfunction of the differential operator Sλ,µ[y] = −y′′ + Vλ,µy, where
Vλ,µ(x) =
(α+ 2r − 1/2)(α+ 1/2)
sin2(x)
+
(β + 2r − 1/2)(β + 1/2)
cos2(x)
+
r2 − r
sin2(x) cos2(x)
− 2 d
2
dx2
log
(
Ω
(α,β)
λ,µ (cos(2x))
)
From our assumptions about the zeros of Ω
(α)
λ,µ(x), it follows that Vλ,µ(x) has a pole of order
2 at any zero of Ω
(α,β)
λ,µ (cos(2x)) when n is large. However, if Fn(x) does not have a pole at
a particular zero of Ω
(α,β)
λ,µ (cos(2x)), then neither does F
′′
n (x) and hence Fn(x) cannot be an
eigenfunction of Sλ,µ. This contradiction proves the result. 
We also need the following lemma, which is a consequence of [2, Theorem 6.5].
Lemma 3.2. Under the assumptions of Theorem 2.3, for each k = 1, . . . , |λ| + |µ| it holds
that
lim
n→∞
1
n
n−|λ|−|µ|∑
j=1
1
ζ
(α,β)
k,∞ − z(α,β)j,n
=
√√√√ 1(
ζ
(α,β)
k,∞
)2
− 1
,
where we take the branch of the square root that is positive on [1,∞) and with branch cut
[−1, 1].
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Proof of Theorem 2.3. By Lemma 3.1, we know that ζ
(α,β)
k,n 6= ζ (α,β)k,∞ when n is large. There-
fore, we may use [2, Equation 7.20], which tells us
n−|λ|−|µ|∑
j=1
1
ζ
(α,β)
k,∞ − z(α,β)j,n
+
|λ|+|µ|∑
j=1
1
ζ
(α,β)
k,∞ − ζ (α,β)j,n
=
α + r
2(1− ζ (α,β)k,∞ )
− β + r
2(1 + ζ
(α,β)
k,∞ )
+
3ζ
(α,β)
k,∞
1− (ζ (α,β)k,∞ )2
+
|λ+|µ|∑
j=1
j 6=k
1
ζ
(α,β)
k,∞ − ζ (α,β)j,∞
Now divide by n and send n → ∞. Every term on the right-hand side tends to 0 because
of the simplicity assumption on the zeros of Ω
(α,β)
λ,µ and [2, Lemma 2.8]. In the first sum on
the left-hand side, we may apply Lemma 3.2 to evaluate the limit. In the second sum on the
left-hand side, every term tends to 0 except possibly the one for which j = k. Thus
(
lim
n→∞
n[ζ
(α,β)
k,n − ζ (α,β)k,∞ ]
)−1
= lim
n→∞
1
n
n−|λ|−|µ|∑
j=1
1
ζ
(α,β)
k,∞ − z(α,β)j,n
=
√√√√ 1(
ζ
(α,β)
k,∞
)2
− 1
by Lemma 3.2 
Remark. Our proof of Theorem 2.3 used the fact that each point {ζ (α,β)k,∞ }|λ|+|µ|k=1 attracts
exactly one exceptional zero of P
(α,β)
λ,µ,n . This follows from the fact that the number of zeros
of Ω
(α,β)
λ,µ (which we assume to be distinct) matches the number of exceptional zeros of P
(α,β)
λ,µ,n
for large n. Our proof yields the same conclusion for any ζ
(α,β)
k,∞ that is a simple zero of Ω
(α,β)
λ,µ
outside [−1, 1] and which has a single nearby zero of P (α,β)λ,µ,n for large n.
4. Proof of Theorems 2.5 and 2.6
4.1. Proof in the case λ is an even partition. For this section, we will retain all of the
notation from Section 2.3. Additionally, let {z(α)j,n }n−|λ|−|µ|j=1 denote the regular zeros of L(α)λ,µ,n.
We begin with the following lemma.
Lemma 4.1. Under the hypotheses of Theorem 2.5, the polynomials L
(α)
λ,µ,n and Ω
(α)
λ,µ have
no zeros in common.
Proof. We will rely on calculations from the proof of [3, Lemma 11]. In particular, it is
shown there that the function
Gn(x) := x
α+r+1/2e−x
2/2
L
(α)
λ,µ,n(x
2)
Ω
(α)
λ,µ(x
2)
is an eigenfunction of the differential operator Tλ,µ[y] = −y′′ + Vλ,µy, where
Vλ,µ(x) = x
2 + 2r +
4(α + r)2 − 1
4x2
− 2 d
2
dx2
log
(
Ω
(α)
λ,µ(x
2)
)
From our assumptions about the zeros of Ω
(α)
λ,µ(x), it follows that Vλ,µ(x) has a pole of order
2 at any zero of Ω
(α)
λ,µ(x
2). However, if Gn(x) does not have a pole at a particular zero of
Ω
(α)
λ,µ(x
2), then neither does G′′n(x) and hence Gn(x) cannot be an eigenfunction of Tλ,µ. This
contradiction proves the result. 
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We will also need the following lemma.
Lemma 4.2. For each k = 1, . . . , |λ+ |µ| it holds that
lim
n→∞
1√
n
n−|λ|−|µ|∑
j=1
1
ζ
(α)
k,∞ − z(α)j,n
=
−1√
−ζ (α)k,∞
,
where we take the branch of the square root that is positive on (0,∞) and with branch cut
(−∞, 0].
The proof of this lemma requires the following result.
Lemma 4.3. Suppose that for each n ∈ N sufficiently large, {ρj,n}nj=1 is a collection of n
distinct real numbers with ρ1,n < ρ2,n < · · · < ρn,n. Suppose {sj,n}n−1j=1 satisfies
ρj,n < sj,n < ρj+1,n, j = 1, 2, . . . , n− 1
Define the open set Ω by
Ω = {z : Im[z] 6= 0, } ∪ {z : z < inf
n
ρ1,n} ∪ {z : z > sup
n
ρn,n}
If x ∈ Ω, then ∣∣∣∣∣
n∑
j=1
1
x− ρj,n −
n−1∑
j=1
1
x− sj,n
∣∣∣∣∣ = O(1) (6)
as n→∞ and the error term is uniform on compact subsets of Ω.
Proof. Fix some compact set K ⊆ Ω and choose T > 0 so that Re[z] ∈ [1− T, T − 1] for all
z ∈ K. It is clear that we may drop any single term from the sums of interest at a cost of
O(1) as n→∞, so it suffices to consider
n∑
j=2
1
x− ρj,n −
n−1∑
j=1
1
x− sj,n =
n−1∑
j=1
ρj+1,n − sj,n
(x− ρj+1,n)(x− sj,n) .
Let m, k be chosen so that {sj,n}kj=m = {sj,n}n−1j=1 ∩ [−T, T ] (if this intersection is empty,
then we can skip this step). Notice that each ((x− ρj+1,n)(x− sj,n))−1 is bounded by some
constant CK uniformly for x ∈ K and j = m, . . . , k. Thus∣∣∣∣∣
k−1∑
j=m+1
ρj+1,n − sj,n
(x− ρj+1,n)(x− sj,n)
∣∣∣∣∣ ≤ CK
k−1∑
j=m+1
(ρj+1,n − sj,n) ≤ CK
k−1∑
j=m+1
(sj+1,n − sj,n) ≤ 2CKT
(if m+ 1 > k − 1, then just skip this step). If sj,n > T , then there is a constant C ′K so that∣∣∣∣ 1(x− ρj+1,n)(x− sj,n)
∣∣∣∣ ≤ C ′Kρj+1,nsj,n .
Thus (if we set sn,n =∞)∣∣∣∣∣
n−1∑
j=k+1
ρj+1,n − sj,n
(x− ρj+1,n)(x− sj,n)
∣∣∣∣∣ ≤
n−1∑
j=k+1
(
C ′K
sj,n
− C
′
K
ρj+1,n
)
≤
n−1∑
j=k+1
(
C ′K
sj,n
− C
′
K
sj+1,n
)
≤ C
′
K
T
.
A similar bound applies when summing over the indices j = 1, . . . , m − 1. The only terms
we have not accounted for are the terms corresponding to j ∈ {m, k}, but as we mentioned
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above, any finite collection of terms contributes only O(1) to the sum as n → ∞, so the
desired estimate holds. 
Proof of Lemma 4.2. Recall that our assumption that λ is even implies that Ω
(α)
λ,µ has no
zeros in [0,∞). Therefore, we may invoke [3, Corollary 2] to apply Lemma 4.3 and write
lim
n→∞
1√
n
n−|λ|−|µ|∑
j=1
1
ζ
(α)
k,∞ − z(α)j,n
= lim
n→∞
1√
n
n∑
j=1
1
ζ
(α)
k,∞ − σ(α+r)j,n
(recall the notation σ
(α+r)
j,n from the discussion before Theorem 2.5), where we used the fact
that we could add or delete finitely many terms in this sum without changing its limit. We
can rewrite this as
lim
n→∞
L
(α+r)
n (ζ
(α)
k,∞)
′
√
nL
(α+r)
n (ζ
(α)
k,∞)
= lim
n→∞
−L(α+r+1)n−1 (ζ (α)k,∞)√
nL
(α+r)
n (ζ
(α)
k,∞)
=
−1√
−ζ (α)k,∞
,
where we used Theorem 2.4. 
Proof of Theorem 2.5. By Lemma 4.1, we know that ζ
(α)
k,n 6= ζ (α)k,∞ when n is large. Therefore,
we may use [3, Equation 105], which tells us
n−|λ|−|µ|∑
j=1
1
ζ
(α)
k,∞ − z(α)j,n
+
|λ|+|µ|∑
j=1
1
ζ
(α)
k,∞ − ζ (α)j,n
=
1
2
− α + r
2ζ
(α)
k,∞
+
|λ|+|µ|∑
j=1
j 6=k
1
ζ
(α)
k,∞ − ζ (α)j,∞
Now divide by
√
n and send n→∞. Every term on the right-hand side tends to 0 because
of the simplicity assumption on the zeros of Ω
(α)
λ,µ. In the first sum on the left-hand side, we
may apply Lemma 4.2 to evaluate the limit. In the second sum on the left-hand side, every
term tends to 0 except possibly the one for which j = k. Thus
(
lim
n→∞
√
n[ζ
(α)
k,n − ζ (α)k,∞]
)−1
= lim
n→∞
1√
n
n−|λ|−|µ|∑
j=1
1
ζ
(α)
k,∞ − z(α)j,n
=
−1√
−ζ (α)k,∞
by Lemma 4.2. 
4.2. Proof in the Type-III case. Let us continue to retain the notation from Section
2.3. In this section, we will consider the zeros of the Type-III Xm Laguerre polynomi-
als {LIII(α)m,n }n∈NIIIm , where −1 < α < 0. Let us denote the regular zeros of LIII(α)m,n (z) by
z
III(α)
1,n , z
III(α)
2,n , . . . , z
III(α)
n−m,n and the exceptional zeros by ζ
III(α)
1,n , . . . , ζ
III(α)
m,n .
Recall that the polynomial L
III(α)
m,n satisfies (3). Let us write this as y′′ + R
III(α)
n (x)y′ +
S
III(α)
n (x)y = 0. We need the following result
Lemma 4.4. If n is large, then ζ
III(α)
k,n is not a pole of S
III(α)
n (x) for k = 1, 2, . . . , m.
Proof. Since the zeros of L
(−α−1)
m are all in (0,∞), the convergence of the exceptional zeros
of L
III(α)
m,n to the zeros of L
(−α−1)
m (−x) implies LIII(α)m,n (0) 6= 0 for large n, which proves the
result. 
We also need the following lemma.
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Lemma 4.5. Let {tIII(α)j,n }n−1j=1 denote the zeros of LIII(α)m,n other than ζIII(α)k,n . It holds that
lim
n→∞
1√
n
n−1∑
j=1
1
ζ
III(α)
k,n − tIII(α)j,n
=
−1√
−ζIII(α)k,∞
,
where we take the branch of the square root that is positive on (0,∞) and with branch cut
(−∞, 0].
The proof of Lemma 4.5 is very similar to the proof of Lemma 4.2, so we omit the details.
The only major difference is that one must apply Lemma 4.3 with x = ζ
III(α)
k,n instead of
ζ
III(α)
k,∞ . This requires one to invoke the uniformity in the estimate in Lemma 4.3 and also in
Theorem 2.4. In order to deduce the necessary interlacing property of the zeros, one must
invoke [29, Theorem 5.5].
Proof of Theorem 2.6. Evaluate (3) at the point ζ
III(α)
k,n . The last term vanishes (by Lemma
4.4) and [29, Theorem 5.5] implies that the zeros of L
III(α)
m,n (x) are simple so L
III(α)
m,n (ζ
III(α)
k,n )
′ 6=
0. Thus we may divide through by this quantity. Let {tIII(α)j,n }n−1j=1 denote the zeros of LIII(α)m,n
other than ζ
III(α)
k,n . We deduce
n−1∑
j=1
2
ζ
III(α)
k,n − tIII(α)j,n
+
α + 1− ζIII(α)k,n
ζ
III(α)
k,n
−
m∑
j=1
2
ζ
III(α)
k,n − ζIII(α)j,∞
= 0
Now divide by
√
n and send n→∞. The middle term tends to 0 and every term in the last
sum tends to 0 except the one for which j = k. Thus(
lim
n→∞
√
n[ζ
III(α)
k,n − ζIII(α)k,∞ ]
)−1
= lim
n→∞
1√
n
n−1∑
j=1
1
ζ
III(α)
k,n − tIII(α)j,n
=
−1√
−ζIII(α)k,∞
by Lemma 4.5. 
5. Proof of Theorem 2.7
In this section, we will retain the notation from Section 2.4. Let us consider the zeros of
the Xm Hermite polynomials {H(λ)m,n}n∈Nλ, where λ is an even partition and m = |λ|. Let
us denote the regular zeros of H
(λ)
m,n(z) by z
(λ)
1,n, z
(λ)
2,n, . . . , z
(λ)
n−m,n and the exceptional zeros by
ζ
(λ)
1,n , . . . , ζ
(λ)
m,n. We will assume that the zeros of Hλ are simple.
Recall that the polynomialH
(λ)
m,n satisfies (5). Let us write this as y′′+R
(λ)
n (x)y′+S
(λ)
n (x)y =
0. We need the following result
Lemma 5.1. If n is large, then ζ
(λ)
k,n is not a pole of S
(λ)
n (x) for k = 1, 2, . . . , m.
Proof. Suppose Hλ(ζ
(λ)
k,n) = 0 for some n large and k ∈ {1, . . . , m}. The simplicity assumption
on the zeros of Hλ implies that the exceptional zeros of H
(λ)
m,n are simple for large n, so
H
(λ)
m,n(ζ
(λ)
k,n)
′ 6= 0. Then in (5), the second term has a pole at ζ (λ)k,n, while neither of the other
terms have a pole there, so the left-hand side is not identically zero. This gives the desired
contradiction. 
We also need the following lemma.
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Lemma 5.2. Let {t(λ)j,n}n−1j=1 denote the zeros of H(λ)m,n other than ζ (λ)k,n. It holds that
lim
n→∞
1√
n
n−1∑
j=1
1
ζ
(λ)
k,n − t(λ)j,n
=
√
−2
(
ζ
(λ)
k,∞
)2
ζ
(λ)
k,∞
,
where we take the branch of the square root that is positive on (0,∞) and with branch cut
(−∞, 0].
Proof. The exceptional zeros of H
(λ)
m,n other than ζ
(λ)
k,n tend to limit points other than ζ
(λ)
k,∞ as
n → ∞ (see [26, Section 2]). Thus, the limit in question will not be affected if we ignore
those terms, so it suffices to consider
lim
n→∞
1√
n
n−m∑
j=1
1
ζ
(λ)
k,n − z(λ)j,n
Since Hλ has only non-real zeros and only simple zeros (by assumption), it follows that each
ζ
(λ)
j,n is non-real for all large n.
Let {ηj,k}kj=1 denote the zeros of the classical Hermite polynomial Hk(x). According to
[26, Corollary 4.3] (which is a consequence of [1, Theorem 3.1]) we can employ Lemma 4.3
to write
lim
n→∞
1√
n
n−m∑
j=1
1
ζ
(λ)
k,n − z(λ)j,n
= lim
n→∞
1√
n
n∑
j=1
1
ζ
(λ)
k,n − ηj,n
where we used the fact that we could remove or insert a finite number of terms into these
sums without changing the limit (and we also used the uniformity in Lemma 4.3). We can
rewrite this last sum as
lim
n→∞
Hn(ζ
(λ)
k,n)
′
√
nHn(ζ
(λ)
k,n)
= lim
n→∞
2
√
nHn−1(ζ
(λ)
k,n)
Hn(ζ
(λ)
k,n)
=
√
−2
(
ζ
(λ)
k,∞
)2
ζ
(λ)
k,∞
,
where we used Theorem 2.4 and the relations (4). 
Proof of Theorem 2.7. Evaluate (5) at the point ζ
(λ)
k,n. The last term disappears by Lemma
5.1 and we have already observed that H
(λ)
m,n(ζ
(λ)
k,n)
′ 6= 0. Thus we may divide through by this
quantity. Let {t(λ)j,n}n−1j=1 denote the zeros of H(λ)m,n other than ζ (λ)k,n. We deduce
n−1∑
j=1
2
ζ
(λ)
k,n − t(λ)j,n
− 2ζ (λ)k,n −
m∑
j=1
2
ζ
(λ)
k,n − ζ (λ)j,∞
= 0
(compare with [26, Equation 5.9]). Now divide by
√
n and send n → ∞. The middle term
tends to 0 and every term in the last sum tends to 0 except the one for which j = k. Thus
(
lim
n→∞
√
n[ζ
(λ)
k,n − ζ (λ)k,∞]
)−1
= lim
n→∞
1√
n
n−1∑
j=1
1
ζ
(λ)
k,n − t(λ)j,n
=
√
−2
(
ζ
(λ)
k,∞
)2
ζ
(λ)
k,∞
by Lemma 5.2. 
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6. Examples
In this section we provide some calculations that verify the theorems from the previous
sections. For small degree examples, we can make exact computations. For larger degrees,
we rely on numerical results.
6.1. X2 Jacobi Example. The first kind of exceptional Jacobi polynomials to be exten-
sively studied were the Xm Jacobi polynomials (see [6, 17, 19, 30, 28]). Here we will consider
an example involving X2 Jacobi polynomials. These are given by
P
(α,β)
2,n (x) = c2P
(α−2,β+2)
∅,(1,1),n (x), n ≥ m,
where c2 is a constant that is made explicit in [2, Remark 5.2] (see [2, Section 5.2]). For
convenience, we will assume that α > −1 and β > 0. We will use the formula
P
(α,β)
2,n (x) =
1
α + n− 1
[
α+ β + n− 1
2
(x− 1)P (−α−1,β−1)2 (x)P (α+2,β)n−3 (x)
+ (α− 1)P (−α−2,β)2 (x)P (α+1,β−1)n−2 (x)
]
from [28, Section 2].
In this setting, we have
Ω
(α−2,β+2)
∅,(1,1) (x) = P
(−α−1,β−1)
2 (x)
Let ζ
(α,β)
1,∞ , ζ
(α,β)
2,∞ be the zeros of P
(−α−1,β−1)
2 and let us assume they are distinct and outside
[−1, 1]. Let y(α,β)1 , y(α,β)2 be the zeros of P (−α−2,β)2 (x). Then we have
P
(α+2,β)
n−3 (ζ
(α,β)
1,n )
P
(α+1,β−1)
n−2 (ζ
(α,β)
1,n )
=
2(1− α)P (−α−2,β)2 (ζ (α,β)1,n )
(α + β + n− 1)(ζ (α,β)1,n − 1)P (−α−1,β−1)2 (ζ (α,β)1,n )
Taking n→∞ shows
lim
n→∞
P
(α+2,β)
n−3 (ζ
(α,β)
1,n )
P
(α+1,β−1)
n−2 (ζ
(α,β)
1,n )
=
2(1− α)(ζ (α,β)1,∞ − y(α,β)1 )(ζ (α,β)1,∞ − y(α,β)2 )
(ζ
(α,β)
1,∞ − 1)(ζ (α,β)1,∞ − ζ (α,β)2,∞ ) limn→∞ n(ζ (α,β)1,n − ζ (α,β)1,∞ )
(7)
Using the differentiation formula (1) for the Jacobi polynomials, the left-hand side of (7) can
be rewritten as
lim
n→∞
2P
(α+1,β−1)
n−2 (ζ
(α,β)
1,n )
′
(α+ β + n + 1)P
(α+1,β−1)
n−2 (ζ
(α,β)
1,n )
=
2√(
ζ
(α,β)
1,∞
)2
− 1
,
where we used the fact that the limiting zero distribution for the polynomial P
(α+1,β−1)
n is
the equilibrium measure on [−1, 1]. One can also use the quadratic formula to find closed
form formulas for ζ
(α,β)
1,∞ , ζ
(α,β)
2,∞ , y
(α,β)
1 , and y
(α,β)
2 to verify that
(ζ
(α,β)
1,∞ − y(α,β)1 )(ζ (α,β)1,∞ − y(α,β)2 )
(ζ
(α,β)
1,∞ − 1)(ζ (α,β)1,∞ − ζ (α,β)2,∞ )
=
1
1− α
Combining this with our previous estimate shows
lim
n→∞
n(ζ
(α,β)
1,n − ζ (α,β)1,∞ ) =
√(
ζ
(α,β)
1,∞
)2
− 1
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exactly as predicted by Theorem 2.3.
6.2. Type-I X2 Laguerre Example. Here we will consider an example involving Type-I
X2 Laguerre polynomials, which are defined by
L
I(α)
2,n (x) = −L(α−1)∅,(2),n(x), n ≥ 2, α > 0
(see [3, Proposition 4]). In this case, we can use the formula
L
I(α)
2,n (x) = L
(α)
2 (−x)L(α−1)n−2 (x) + L(α−1)2 (−x)L(α)n−3(x)
(see [29, Section 3] or [3, Section 5]).
In this setting, we have
Ω
(α−1)
∅,(2) (x) = L
(α−1)
2 (−x)
One can check that
L
(α)
2 (x) =
x2
2
− (α + 2)x+ (α + 2)(α+ 1)
2
whose roots are
z± := α + 2±
√
α + 2
Let ζ
I(α)
1,∞ = −α−1+
√
α + 1 so that ζ
I(α)
2,∞ = −α−1−
√
α + 1. Then, according to our above
formula, we have
(ζ
I(α)
1,n − z+)(ζI(α)1,n − z−)
(ζ
I(α)
1,n − ζI(α)1,∞ )(ζI(α)1,n − ζI(α)2,∞ )
=
−L(α)n−3(ζI(α)1,n )
L
(α−1)
n−2 (ζ
I(α)
1,n )
Dividing by
√
n and sending n→∞ shows
(1 +
√
α + 1)2 − (α+ 2)
2
√
α+ 1 limn→∞
√
n(ζ
I(α)
1,n − ζI(α)1,∞ )
= lim
n→∞
−L(α)n−3(ζI(α)1,n )√
nL
(α−1)
n−2 (ζ
I(α)
1,n )
(8)
According to Theorem 2.4, the limit on the right-hand side of (8) is −(α+1−√α + 1)−1/2.
Thus
lim
n→∞
√
n(ζ
I(α)
1,n − ζI(α)1,∞ ) = −(α + 1−
√
α + 1)1/2 = −
√
−ζI(α)1,∞
exactly as predicted by Theorem 2.5.
6.3. Type-III X5 Laguerre Example. Here we will consider an example involving Type-
III X5 Laguerre polynomials, which are defined by
L
III(α)
5,n (x) = −nL(α−5)(1,1,1,1,1),∅,n(x), n > 5, α ∈ (−1, 0)
(see [3, Proposition 4]). In this case, we can use the formula
L
III(α)
5,n (x) = xL
(α+2)
n−7 (x)L
(−α−1)
5 (−x) + 6L(α+1)n−6 (x)L(−α−2)6 (−x)
(see [29, Section 5] or [3, Section 5]). In this setting, the exceptional zeros converge to the
zeros of L
(−α−1)
5 (−x) as n→∞ (see [29, Theorem 5.6]).
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If we set α = −2/5, then we can numerically calculate the roots of all of these polyno-
mials. We can observe that there is a zero of L
(−3/5)
5 (−x) that is approximately equal to
−1.00772514594748 so we will call this ζIII(−2/5)1,∞ . Using Mathematica, we calculate
√
100(ζ
III(−2/5)
1,100 − ζIII(−2/5)1,∞ ) ≈ −1.0377√
150(ζ
III(−2/5)
1,150 − ζIII(−2/5)1,∞ ) ≈ −1.03007√
175(ζ
III(−2/5)
1,175 − ζIII(−2/5)1,∞ ) ≈ −1.0277√
200(ζ
III(−2/5)
1,200 − ζIII(−2/5)1,∞ ) ≈ −1.02584
We also calculate
−
√
−ζIII(−2/5)1,∞ ≈ −1.00386
so we appear to be observing the convergence predicted by Theorem 2.6.
6.4. Hermite Examples. Consider the case in which λ = {1, 1} (also studied in [4, Section
3.1]). This is an even partition, r = 2, and m = 2. One calculates Hλ = 4(2x
2 + 1), so the
zeros of Hλ are ±i/
√
2. Note that they are simple and non-real. One can now calculate
H
({1,1})
2,n (x) = det

2x 4x2 − 2 Hn(x)2 8x H ′n(x)
0 8 H ′′n(x)


By expanding this determinant and using the fact that H ′n = 2nHn−1 and the fact that
Hn(x) = 2xHn−1(x)−H ′n−1(x), we find
H
({1,1})
2,n (x) = 16(n− 1)
(−2xHn−1(x) + (n(2x2 + 1)− 2)Hn−2(x))
Let ζ
({1,1})
1,∞ = i/
√
2. Then we have
Hn−2(ζ
({1,1})
1,n )
Hn−1(ζ
({1,1})
1,n )
=
ζ
({1,1})
1,n
n(ζ
({1,1})
1,n − ζ ({1,1})1,∞ )(ζ ({1,1})1,n − ζ ({1,1})2,∞ )− 1
This implies
lim
n→∞
√
nHn−2(ζ
({1,1})
1,n )
Hn−1(ζ
({1,1})
1,n )
=
i/
√
2
i
√
2 limn→∞
√
n(ζ
({1,1})
1,n − ζ ({1,1})1,∞ )
=
1
2 limn→∞
√
n(ζ
({1,1})
1,n − ζ ({1,1})1,∞ )
(9)
According to Theorem 2.4 and the relations (4), the limit on the far left-hand side of (9)
evaluates to √
−2
(
ζ
({1,1})
1,∞
)2
2ζ
({1,1})
1,∞
Thus, the limit in the denominator on the far right-hand side of (9) is ζ
({1,1})
1,∞ /
√
−2
(
ζ
({1,1})
1,∞
)2
,
exactly as predicted by Theorem 2.7.
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As a second example, consider the case when λ = {2, 2}. One calculates Hλ = 8(4x4 + 3)
so the four zeros of Hλ are the fourth roots of −3/4. Note that they are simple and non-real.
One can now calculate
H
({2,2})
2,n (x) = det

4x2 − 2 8x3 − 12x Hn−2(x)8x 24x2 − 12 H ′n−2(x)
8 48x H ′′n−2(x)


One can then find the roots of this polynomial numerically. Using Mathematica and consid-
ering the root ζ
{2,2}
1,∞ =
4
√
3/4 eipi/4, we calculate
√
100(ζ
{2,2}
1,100 − ζ{2,2}1,∞ ) ≈ −0.000538702 + 0.719837i√
200(ζ
{2,2}
1,200 − ζ{2,2}1,∞ ) ≈ −0.000262063 + 0.713381i√
400(ζ
{2,2}
1,400 − ζ{2,2}1,∞ ) ≈ −0.00012928 + 0.710222i√
500(ζ
{2,2}
1,500 − ζ{2,2}1,∞ ) ≈ −0.000103149 + 0.709596i
We also calculate
ζ
({2,2})
1,∞√
−2
(
ζ
({2,2})
1,∞
)2 ≈ 0.707107i
so it appears that we are observing the convergence predicted by Theorem 2.7.
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