We establish the phase diagram of the strongly-interacting Bose-Hubbard model defined on a two-leg ladder geometry in the presence of a homogeneous flux. Our work is motivated by a recent experiment [Atala et al., Nature Phys. 10, 588 (2014)], which studied the same system, in the complementary regime of weak interactions. Based on extensive density matrix renormalization group simulations and a bosonization analysis, we fully explore the parameter space spanned by filling, inter-leg tunneling, and flux. As a main result, we demonstrate the existence of gapless and gapped Meissner and vortex phases, with the gapped states emerging in Mott-insulating regimes. We calculate experimentally accessible observables such as chiral currents and vortex patterns. [5, 6] . Recent progress with quantum gas experiments has led to the realization of artificial gauge fields, both in the continuum [7] [8] [9] and for bosons in optical lattices [10] [11] [12] [13] , paving the way for future experiments on the interplay of interactions, dimensionality, and gauge fields in a systematic manner. This has motivated theoretical research into the physics of strongly interacting particles in the presence of abelian and non-abelian gauge fields [4] and various questions such as the Quantum Hall effect with bosons [14, 15] , unusual quantum magnetism [16] [17] [18] [19] , and the emergence of edge states in topologically protected phases [20, 21] have been addressed.
Introduction. The quantum states of interacting electrons in the presence of spin-orbit coupling and magnetic fields are attracting significant attention in condensed matter physics because of their connection to Quantum Hall physics [1] , topological insulators [2] [3] [4] and the emergence of unusual excitations in low dimensions [5, 6] . Recent progress with quantum gas experiments has led to the realization of artificial gauge fields, both in the continuum [7] [8] [9] and for bosons in optical lattices [10] [11] [12] [13] , paving the way for future experiments on the interplay of interactions, dimensionality, and gauge fields in a systematic manner. This has motivated theoretical research into the physics of strongly interacting particles in the presence of abelian and non-abelian gauge fields [4] and various questions such as the Quantum Hall effect with bosons [14, 15] , unusual quantum magnetism [16] [17] [18] [19] , and the emergence of edge states in topologically protected phases [20, 21] have been addressed.
Given the complicated interplay between interactions, gauge fields and dimensionality, one often has to resort to mean-field approaches to build up intuition for the emergent phases, which should be complemented by reliable analytical and numerical results. In one dimension, both bosonization [22] and numerical techniques such as the density matrix renormalization group (DMRG) method [23] [24] [25] provide powerful etools to characterize the emergent quantum phases. Here we will consider interacting bosons on a two-leg ladder in the presence of a homogeneous magnetic flux (see Fig. 1 for a sketch of the model and definitions of parameters). Such a system has been realized in a recent experiment with bosons in optical lattices [26] , yet in the weakly-interacting regime of high densities per site. The existence of a transition between a phase with Meissner-like chiral currents and a vortex phase as a function of flux and rung tunneling strength has been demonstrated [26] , reminiscent of the behavior of type-II superconductors. In our work we will . . . (1). We consider bosons on a two-leg ladder, with J and J⊥ the hopping matrix elements along the legs and rungs, respectively, with φ the magnetic flux per plaquette, and U the on-site interaction strength.
provide complementary insights into the emergent phases in the strongly-interacting case where, in particular, also Mott-insulating phases can appear. Bosons on a ladder subjected to gauge fields have been the topic of several previous studies [27] [28] [29] [30] [31] [32] [33] [34] , often focussing on the case of unit filling (one boson per site on average) and specific values of flux per plaquette φ. In our work, we systematically study the full dependence on J ⊥ , φ, and filling and, as a main result, we demonstrate the existence of both gapped and gapless Meissner and vortex phases for strongly-interacting bosons. As an example, we focus on the gapped phases that emerge at a filling of one boson per rung, for which we present detailed results for chiral currents, the vortex density and current patterns in the vortex phase. In this Mott phase, Meissner currents are suppressed compared to superfluid phases, and can even decay to zero for an infinitely strong Hubbard interaction in the limit of large rung couplings J ⊥ ≫ J.
Hamiltonian and observables. The Hamiltonian is given by (see Fig. 1 ): V-SF, c=2
(Color online) Phase diagram of HCBs for J⊥/J = 1 (circles) and J⊥/J = 1.5 (squares) as a function of flux φ and density n. Based on DMRG data for L = 101. The region 0.5 < n ≤ 1 is related to the low-density regime by particlehole symmetry.
on a ladder with L rungs where a † ℓ,r creates a boson on site ℓ = 1, 2 of the rth rung. Energy is measured in units of J. We define the filling as n = N/(2L), where N is the total number of bosons.
On the one hand, the Hamiltonian Eq. (1) can be viewed as a minimal model for describing the edge states of a two-dimensional interacting Bose system pierced by a flux. On the other hand, we can interpret the system as a one-dimensional two-component gas, where the two species are labeled with ℓ = 1, 2. In the latter case, the term proportional to J ⊥ breaks the U (1) symmetry related to the conservation of the particle numbers of the individual components.
Local currents will be a key quantity for characterizing different phases. We define the physical (gauge invariant) currents along the legs j ℓ,r and rungs j ⊥ r as
The chiral (or Meissner) current is j c = ∂E 0 /∂φ = 1 2L | r j 1,r − j 2,r |, where E 0 is the ground-state energy per site. Note that, by definition, the Meissner current is explicitly gauge invariant, since both ground-state energy and flux have that property. For the data shown in the figures, j c is computed by restricting the sum to r ∈ [−L/4, L/4] to suppress boundary effects, since in DMRG simulations we use open boundary conditions. Phase diagram as a function of filling. Let us start by giving an account of our main results, which can be inferred from considering the limit of hard-core bosons (HCBs), i.e., U/J = ∞. Figure 2 shows the phase diagram for this case as a function of n and φ for J ⊥ /J = 1 and 1.5. These results are based on a combination of a field-theory analysis and DMRG simulations for current correlation functions, the von Neumann entropy, excitation gaps, and the equation of state n = n(µ), where µ is the chemical potential. The field theory will be summarized below and we will present exemplary DMRG data for the n = 0.5 case. In Fig. 2 we identify mainly four types of phases. At half-filling (n = 0.5), there is a Mott insulator (MI) with a mass gap for any value of φ and J ⊥ = 0. At small values of φ, we find a Meissner phase (M-MI) while at large φ, a gapless vortex state exists (V-MI). At finite values of U/J < ∞, there will be a MI-SF transition, with the critical interaction strength depending on J ⊥ /J = 1) , while the V-SF has c = 2. We expect M-SF and V-SF to be adiabatically connected to the corresponding phases established at weak interactions [26, 27, 34] .
The M-SF phase penetrates into the V-SF phase at in-termediate values of J ⊥ ∼ J. The vicinity of φ = π is special because at n = 0.25, another gapped phase emerges at J ⊥ 1.3J, with a charge-density-wave (CDW) character. Once this happens, the M-SF phase touches this phase, splitting the V-SF into two lobes. Eventually, both the V-MI and the upper lobe of the V-SF phase disappear for large J ⊥ 1.7J. For J ⊥ 1.5J, we also find a jump in density at φ = π from n > 0.25 to the gapped n = 0.5 state, which for J ⊥ /J → ∞ extends down to n = 0.25.
Effective field theory. The nature of the phase transitions can be elucidated using bosonization. If we fix J ⊥ = 0 and change the flux at half-filling, there is a commensurate-incommensurate (C-IC) quantum phase transition [22] from gapped (φ < φ cr ) to gapless (φ > φ cr ) behavior of the relative phase fluctuations of the twoleg system, whereas the total density mode is always gapped for strong interactions [35] . Departing away from n = 0.5, the total density mode becomes immediately gapless and there is a C-IC transition in the relative degrees of freedom from a gapped to a gapless behavior as a function of flux (compare [27] ). This picture is confirmed by DMRG results for the von Neumann entropy (see Figs. S3 and S6 [35] ) and consistent with the M-SF to V-SF and the M-MI to V-MI transitions shown in Fig. 2 .
The emergence of a two-component Luttinger liquid (LL) at large values of φ becomes transparent in the lowdensity limit where it is connected with the development of a double-minimum structure in the single-particle dispersion ǫ k for φ > φ cr (J ⊥ ) [33, 34] . The physics at low densities is very similar to frustrated chains in high magnetic fields below saturation (see [36] [37] [38] and references therein), where a competition between one-and twocomponent LL phases exists. In the present case and in the limit of vanishing density n → 0, once the singleparticle dispersion acquires a double-minimum, the c = 2 LL is stabilized. To show this we solve the low-energy scattering problem of two bosons and extract the relevant scattering lengths. There are two important scattering processes at low energy: either the two bosons belong to the same minimum of ǫ k or they belong to different minima. In 1D, the scattering length is related to the scattering phase shift via a i,j = lim K→0 cot(δ i,j )/K , where K is the relative momentum of the two bosons and i, j = 1, 2 distinguish bosons belonging to the minimum in ǫ k at k < 0 or k > 0, respectively. The scattering length is related to the amplitude of the contact potential of the two-component Bose gas
. By comparing the couplings g i,j to each other we find g i,i > g 1,2 such that once the doubleminimum structure appears in ǫ k , the c = 2 LL is energetically preferred for n → 0, consistent with the mean-field argument of [34] and with the DMRG results shown in Fig. 2 .
Large J ⊥ /J limit. Another interesting limit amenable to an analytical treatment is the case of strong rung tunneling J ⊥ /J → ∞. In that regime we introduce a pseudo-spin-1/2 operator S r [35] on each rung r associated to the states (|1, 0 r + e irφ |0, 1 r )/ √ 2 → | ↓ r , and |0, 0 r → | ↑ r . The effective spin-1/2 model for the special case of φ = π and to first order in J 2 /J ⊥ is: (4) further unveils the presence of metamagnetic behavior just below the saturation magnetization, corresponding to a jump in the density of bosons from n = 0.25 to n = 0.5 at J ⊥ /J → ∞. Due to the absence of spin-inversion symmetry in Eq. (4) there is no such jump from n = 0.25 to n = 0. At finite values of J ⊥ /J < ∞, this metamagnetic behavior persists with a jump between some n > 0.25 to n = 0.5, which explains the numerical data shown in Figs. S1 and S2 [35] .
Dependence of currents on φ and J ⊥ . Figure 3 (b) shows the chiral current as a function of φ and J ⊥ /J for HCBs at n = 0.5. The chiral current takes a maximum at the transition from the V-MI to the M-MI.
Using field theory, one can derive an expression for the chiral current, in the regime J ⊥ ≪ J and small φ
where K 0 is the LL parameter for the Bose-Hubbard model of decoupled chains (J ⊥ = 0), and ranges from
behavior is a generic result, valid for any repulsion U and filling [35] . Equation (5) implies that j c increases the fastest with J ⊥ at small values of φ. In particular, for HCBs (K 0 → 1), we obtain j c ∼ (J ⊥ /φ) 2 . For the opposite limit of large J ⊥ ≫ J, we use pertur- 
at n = 0.5. Therefore, the chiral current decays to zero in the M-MI, in the limit of infinitely strong interactions, contrary to the behavior in M-SF phases, where j c saturates at a finite value for J ⊥ ≫ J. The latter is known for the U = 0 limit [26, 33] and we also observe this behavior for U = 0 (results not shown). Figure 4 presents a cut of Fig. 3 at φ = π/2, together with finite U/J data. The analytical predictions for the weak-and strong-coupling regimes from Eqs. (5) and (6) agree very well with our DMRG data [dashed lines in Fig. 4 ] in the case of HCBs. The essential features carry over to finite values of U/J < ∞, yet in the M-MI, the chiral current now saturates again at large J ⊥ ≫ J as j c (∞) ∝ 1/U (see the inset in Fig. 4) .
The vortex phases can be further characterized by their current patterns which bear well-defined structures, with varying spatial extension and density as a function of J ⊥ and φ. For the parameters of Fig. 3(a1) , the sign of the current alternates along the legs, reminiscent of the chiral MI phase discussed in [29, 30] . These structures can be quantitatively studied by analyzing the rung currents j ⊥ r . Figure 5 shows the vortex density l S4(c) [35] ), different from the so-called chiral MI phase [29, 30] realized for U/J < ∞, φ = π, J ⊥ = J, and n = 1, which has long-ranged rung-current correlations.
Summary. Based on a combined DMRG and fieldtheoretical study, we obtained the phase diagram of strongly interacting bosons on a two-leg ladder in the presence of a homogeneous flux per plaquette. We demonstrated the existence of both gapless and gapped Meissner and vortex phases, where the gapped Meissner phase emerges in the Mott-insulating regime and exhibits a significant reduction of the chiral current in the strongrung limit, contrary to gapless Meissner phases. These results substantially extend previous studies of related models [29] [30] [31] and confirm various predictions from field theory [27, 34] . The dependence of chiral and transverse currents as a function of flux and transverse tunneling were elucidated, and we provided analytical results for the weak-and strong-coupling limit, in very good agreement with numerical data. Our findings will provide guidance for future experimental studies (similar to [26] ) of the strongly-interacting regime. Interesting extensions of our present study include the current patterns in harmonic traps. For this case, our results for the equation of state n = n(µ) provide information about the realspace density profiles via the local density approximation. Moreover, there is the possibility to stabilize vortex solids [27] , which so far are elusive in the strongly-interacting regime at incommensurate fillings.
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Effective Field Theory for J⊥ ≪ J For finite densities and weak rung tunneling J ⊥ we apply an effective field theory [22] , with the help of which we map out the ground-state phase diagram. We introduce two pairs of conjugate bosonic fields (θ ℓ
where The most important term in Eq. (S1) is the one proportional to λ 0 , which for small values of the flux at any filling and interaction strength U opens a gap for arbitrary small rung tunneling J ⊥ in the antisymmetric sector. This gap is given by ∆ − ∼ J 1/(2−1/(2K−)) ⊥ for J ⊥ ≪ J and the interaction term pins θ − , i.e., it locks the relative phase of bosons on the two legs as long as φ < φ cr , where φ cr is determined by a (soliton) gap of the antisymmetric sector. For the case of half-filling (n = 0.5), and to unveil the role of the commensurate inter-sector interaction term λ 1 , we apply a mean-field like decoupling that is justified due to the strongly relevant λ 0 coupling [39] . We obtain an exactly solvable effective field theory, which is a direct sum of two quantum sine-Gordon models
where
with 2λ = λ 0 + λ 1 cosβφ + H + sG
, and can be evaluated in the vacuum of the quantum sineGordon models in an exact way, including the phase with φ > φ cr , where the antisymmetric sector contains a finite density of topological solitons (vortices) in the ground state and becomes gapless (equivalently for the symmetric sector in the case of a finite doping away from half-filling). The vacuum energy density E 0 (λ, φ) of the quantum sine-Gordon model is known exactly [40, 41] , and the desired expectation values can be obtained from the Hellmann-Feynman theorem as ∂ λ E 0 (λ, φ). At halffilling and in the hard-core limit,
) and a Kosterlitz-Thouless (KT) type renormalization group analysis of the marginal perturbation (i.e., the term proportional toλ) shows that any rung tunneling opens a Mott gap in the symmetric sector [39] . The gap is exponentially small in J ⊥ for J ⊥ ≪ J. For finite values of U/J < ∞, there exists a critical value of J ⊥ and a Mott gap opens for
First, we consider a fixed value of the flux and discuss the limit J ⊥ ≪ Jφ, where the exact ground-state energy can be expanded into a perturbation series, pressumably even with a finite convergence radius [41] as
2/(p+1) ) and p = β 2 /(8π − β 2 ). The expressions for the coefficients κ n are known [41] . To leading order in J ⊥ /J, the vacuum energy is
was calculated by Zamolodchikov [41] . In the hard-core limit, κ 1 = 2π 2 and it increases with decreasing U/J.
The dependence of the chiral current on J ⊥ is given by
Note that the proportionality to J 2 ⊥ for J ⊥ → 0 and φ > 0 is completely generic, valid for any repulsion U and filling. The vortex density, defined as the density of the phase slips (solitons) in the sine-Gordon model describing the relative phase fluctuations is given by
and in the limit J ⊥ ≪ Jφ, we have ρ V ∼ φ.
Next we consider the case of a fixed rung tunneling J ⊥ = 0 and elucidate the dependence on flux. At half filling we obtain the following picture: with increasing flux, at φ = φ cr the antisymmetric sector undergoes a commensurate-incommensurate (C-IC) quantum phase transition [22] from a gapped (φ < φ cr ) to a gapless (φ > φ cr ) behavior, whereas the symmetric sector always remains gapped sinceλ = λ 1 ∂E 0 (φ, λ)/∂λ = 0, even if φ ≫ φ cr , which can be seen from Eq. (S3). Therefore, at half-filling the Mott state is stable and increasing flux induces a C-IC quantum phase transition in the antisymmetric sector from a fully gapped MeissnerMott to a partially gapped Vortex-Mott phase. Note that ∂E 0 (φ, λ)/∂λ = ∂E 0 (0, λ)/∂λ is independent of φ for φ < φ cr . Hence the Mott gap is independent of φ for φ < φ cr . For φ > φ cr , ∂E 0 (φ, λ)/∂λ continuously decreases with increasing φ [41] , starting from its MeissnerMott value ∂E 0 (0, λ)/∂λ in the V-MI. The Mott state at φ < φ cr is similar to the rung-triplet phase [39] and can, especially for strong J ⊥ , be mimicked as a direct product of r (|1, 0 r + e irφ |0, 1 r )/ √ 2. Away from half filling, the symmetric sector immediately becomes incommensurate and hence gapless. In addition, the value of φ cr increases due to the weakened response in the coupling constant λ from the symmetric sector. Hence away from half filling there is a commensurate-incommensurate transition in the antisymmetric sector from gapped to gapless behavior with increasing flux, with the symmetric sector providing an overall gapless background [27] . This describes the transition from a Meissner superfluid (M-SF) to a vortex superfluid (V-SF) state at incommensurate fillings.
The vortex density is ρ V = 0 for φ < φ cr and beyond the C-IC phase transition at φ = φ cr upon further increasing the flux, ρ V increases with a square-root behavior which is characteristic for the C-IC transition, namely ρ V ∼ Θ(φ − φ cr ) √ φ − φ cr . The chiral current, given in Eq. (S5) behaves as described in [27] , namely, it increases linearly with flux until φ < φ cr and then decreases in the vortex phase, consistent with the DMRG data shown in Fig. S7(b) for small rung tunneling. Note that j c = v − K − φ/(2π) for φ < φ cr where the vacuum of the sine-Gordon theory does not contain solitons. This is the behavior in the Meissner phases (both the M-SF 
and M-MI) while in the vortex phases (V-SF and V-MI
The rung current is j
and it is pinned at zero in the soliton-free vaccum of the sineGordon model (φ < φ cr ). The rung-current correlation function j
decays exponentially to 0 for φ < φ cr , whereas it shows an algebraic decay in the regime φ > φ cr and incommensurate oscillations [see Fig. S4(c) ].
Study of the large J⊥/J-limit
In the following we discuss the limit of strong rung tunneling J ⊥ /J → ∞ for the case of hard-core bosons.
Effective spin Hamiltonian
In this regime and at filling n ≤ 0.5, we may introduce a pseudo-spin-1/2 on a rung r via
Then the effective spin- Behavior in the vicinity of φ = π Close to φ = π, the higher order terms become relevant. At φ = π, only the correlated next-nearest neighbor hopping term and nearest-neighbor Ising-type interactions remain:
For low fillings the system behaves as two single chains coupled by the repulsive Ising-type interaction and hence at φ = π and for n < 0.25, one finds a two-component superfluid also for large values of J ⊥ and thus a central charge of c = 2. For large fillings and due to the correlated hopping, basically all tunneling processes are strongly suppressed and only the Ising term proportional to S z r S z r+1 remains. Therefore, in the vicinity of φ = π, the ground state at quarter filling n = 0.25 expressed in terms of effective spin degrees of freedom is a doubly degenerate Néel state, which in the language of bosons translates into the charge density-wave state. In the n = n(µ) curves shown in Fig. S1 this corresponds to the broad plateaux at n = 0.25 for φ = π and different large values of J ⊥ /J, which indicates a massive phase. When changing the flux from φ = π, the system undergoes a transition from the Néel state (φ
The latter phase is characterized by a central charge of c = 1.
The effective spin- magnetization, which corresponds to a filling of n = 0.5 for bosons as shown in Fig. S1 . The magnetization curve exhibits a macroscopic jump to the saturation magnetization whose size increases with J ⊥ /J. As one can see from Eq. (S8), for J ⊥ /J → ∞ and n > 0.25, the ground-state energy is a linear function of n and thus in the equation of state n = n(µ) (Fig. S1 ) the whole range of densities 0.25 < n < 0.5 is unstable.
Perturbation theory at n = 0.5
As stated above (Sec. ), at half filling, i.e., for one boson per rung, the Hamiltonian can easily be diagonalized in the limit J ⊥ /J → ∞ we are considering. The ground state is a product of rung triplets in this phase for any flux φ and it is not degenerate. Massive excitations consist in putting one rung into the triplet state |1, 1 r , at an energy cost of J ⊥ , whereas excitations in the subspace of N = L/2 consist in exciting one rung of the ladder r to a singlet (|1, 0 r − e irφ |0, 1 r )/ √ 2, which also corresponds to one boson per rung, but is 2J ⊥ higher in energy than the triplet. Then, in perturbation theory and to first order in J/J ⊥ , restoring a weak leg tunneling allows the bosons to hop to the neighbouring site, which favors local excitations of the type |1, 1 r ⊗ |0, 0 r±1 . One can then compute the expectation value of the chiral curent, which reads
Phase diagram
In this section we present how the phase diagram, presented in Fig. 2 of the main text, has been obtained from DMRG simulations as a function of J ⊥ /J and φ. 
Equation of state Figure S2 shows typical curves of the equation of state n = n(µ), where µ is the chemical potential, for J ⊥ /J = 1.5 and different values of φ. We see that some curves bear kinks, which are indicative of a phase transition between two gapless phases, with a change in the number of gapless excitations in Luttinger-liquid phases [42] . The curve for φ = 0.4π has no kink, whereas the curves at φ = 0.6 and 0.8π have one and two kinks, respectively. The positions of those kinks are reported in Fig. 2 of the main text and yield the phase boundaries. Those curves also confirm, as stated in the main text, that the states at n = 0.5 always have a charge gap. At φ = π, we find that the state at n = 0.25 is gapped, and we see the metamagnetic transition to the state at n = 0.5. Both results are expected from the J ⊥ ≫ J limit, as discussed in Sec. .
Von Neumann entropy
Further insight into the phase diagram comes from a careful analysis of the von Neumann entropy
where ρ A is the reduced density matrix of a subsystem of length L A in a bipartition of the full system into two parts of linear size L A and L B , with L = L A + L B (in the bipartitioning, we cut the legs at the same point).
As an illustration, Fig. S3 presents S vN , as a function of the partition size L A for two different points at n = 0.5. Figure S3 (a) corresponds to a point in the small φ part of the phase diagram (J ⊥ /J = 1.5, φ = π/2 and n = 0.25), whereas Fig. S3(b) is located in the phase found for highfluxes (J ⊥ /J = 1.5, φ = 0.9π and n = 0.1). In conformal field theory, the von Neumann entropy is given by [43, 44] 
in the case of a ladder geometry with periodic boundary conditions on the legs. The central charge c determines the number of gapless excitation modes in the system, whereas g is a non-universal constant. We performed fits of Eq. (S11) to the numerical data for the von Neumann entropy, which enabled us to measure c and identify the different phases, thereby confirming the topology of the phase diagram. We find that the phase at low φ has c = 1 [see, e.g., Fig. S3(a) ], whereas we found c = 2 at larger fluxes [see, e.g., Fig. S3(b) ]. This is consistent with the field-theoretical analysis presented in Sec. at J ⊥ ≪ J, from which it follows that the antisymmetric mode, which is gapped at small flux φ, can become gapless at larger fluxes, while the symmetric mode is always gapless when n = 0.5.
Current patterns
Figures S4(a) and (b) present sketches of the current patterns corresponding to the two parameter sets analyzed in Figs. S3(a) and (b) , respectively. We find that the c = 1 phase [ Fig. S4(a) ] has Meissner-like currents, i.e., a constant chiral current j c along the legs and vanishing rung currents j ⊥ r . In the c = 2 phase, however, we find an oscillating leg current j ℓ,r and nonvanishing rung currents j ⊥ r [ Fig. S4(b) ], which corresponds to vortex patterns. This motivates us to call those phases Meissner-Superfluid (M-SF) and VortexSuperfluid (V-SF), respectively. Figure. S4(c) shows the rung-current correlation function in the V-SF phase, for this last parameter set. We find that it indeed decreases algebraically with incommensurate oscillations, as predicted by field theory (see Sec. ).
Mott Insulating phases at n = 0.5
In this section we present additional data for the Mottinsulating phases at n = 0.5 with hard-core bosons, supporting the assertions of the main text. Figure S5 shows results for the mass gap
Excitation gaps
where E gs (N ) is the energy of the ground state in the N -particles subspace, and for the excitation gap in the subspace with fixed N ,
where E ex (N ) is the energy of the first excited state in the N particles subspace, along cuts at φ = 0.5π and 0.8π [Figs. S5(a1) and (a2)] and along a cut at J ⊥ /J = 1 [Figs. S5(b1) and (b2)]. Firstly, we find that the mass gap is always finite, thus confirming that the system is always a Mott insulator. The data of Fig. S5(a1) is consistent with an exponentially small mass gap ∆E M , as expected for J ⊥ ≪ J in the framework of the effective field theory (see Sec. ). In the limit of isolated rungs, J ⊥ ≫ J, with one boson per rung, one expects ∆E M ∼ J ⊥ (see Sec. ), which is consistent with the behaviour we find at large J ⊥ /J, as highlighted by the fit of the φ = 0.8π data by ∆E M = J ⊥ + cst. Secondly, the excitation gap in the subspace with constant N , ∆E ex , vanishes whenever the system is in the V-MI phase, i.e., at small J ⊥ /J in Fig. S5(a2) and at high φ/π in Fig. S5(b2) . In the J ⊥ ≫ J limit, excitations that preserve N have an energy ∆E ex ∼ 2J ⊥ (see Sec. ), which is consistent with the behaviour we find, as shown by the fit of ∆E M = 2J ⊥ +cst to the φ = 0.8π data in Fig. S5(a2) .
Von Neumann entropy
We now complete our investigation by analyzing the von Neumann entropy of the n = 0.5 phases. We have carried out DMRG calculations of S vN as a function of the partition size L A (see Sec. ) in the M-MI and the V-MI phases, which are presented in Figs. S6(a) and (b) respectively. In Fig. S6(a) , obtained for J ⊥ /J = 1.5, n = 0.5 and φ = 3π/4, the entropy saturates at a value S vN (L/2) independently of L A , which is characteristic of an area law [25] . In Fig. S6(b) , in which J ⊥ /J = 1.5, n = 0.5 and φ = 0.8π, we find the typical behaviour of a gapless system with c = 1. By fitting S vN (L A ) by Eq. (S11), we obtain c = 1. Our findings are consistent with the J ⊥ ≪ J field theory of Sec. , which predicts that the symmetric mode is always gapped at half filling, whereas the antisymmetric mode is expected to be gapped at small flux, and can become gapless when φ increases.
Chiral current
In Fig. S7 we provide more cuts through Fig. 3(b) of the main text, which shows the chiral current for hardcore bosons, thus complementing once again associated with a kink at φ cr .
Details on DMRG data
Let us finally give a few details on the numerical quality of the DMRG data that is provided in this work, where we use a finite-size DMRG algorithm [24] . In the calculations of currents and the equation of state n(µ) we use systems with up to L = 201 rungs and open boundary conditions. For U/J < ∞, the local basis is restricted to at maximum four bosons per site, and we have checked that calculations with three bosons yield consistent results. Energies are typically converged up to the 8 th digit. Periodic boundary conditions are used for the calculation of the von Neumann entropy shown in Figs. S3 and S6. Figure S8 illustrates the convergence of S vN (L/2) as a function of the dimension of the matrix product state m for the two parameter sets of Fig. S3 . In general, we keep at least m = 1000 states in the matrix product state representation, typically m = 2500 [e.g. in Fig. S8(a) ] and up to m = 4500 where necessary [e.g. in Fig. S8(b) ]. The c = 2 states are the hardest to converge, the extraction of the central charge as c = 2 is, however, robust, which we also verified by doing runs for open boundary conditions. 
