Recently, it has been shown that interspike interval (ISI) series from driven model neurons can be used to discriminate between chaotic and stochastic inputs. Here we extend this work to in vitro experimental studies with rat cutaneous mechanoreceptors. For each of the neurons tested, we show that a chaotically driven ISI series can be distinguished from a stochastically driven ISI series on the basis of a nonlinear prediction measure. This work demonstrates that dynamical information can be preserved when an analog chaotic signal is converted into a spike train by a sensory neuron.
The discovery of chaos led to the realization that simple nonlinear, deterministic systems can produce outputs that are seemingly random from the perspective of traditional time-series analysis [1] . The short-term predictability in the output of a chaotic system, however, enables one to distinguish deterministic chaos from noise. Importantly, forecastability of a chaotic system can be achieved by examining the topological evolution of the system in phase space. According to classical embedding theory [2] , a system's phase space can be reconstructed using time-delayed amplitude measurements of a single system observable [3] . Techniques based on this theory have been applied to a wide range of systems, including TaylorCouette flow [4] and the human postural control system [5] , and used to distinguish between chaotic and stochastic dynamics [6, 7] .
For some dynamical systems, such as neurons, a series of event timings, rather than amplitude measurements of a system variable, is the appropriate observable. This type of series is called a point process. In a recent theoretical study, Sauer [8] extended classical embedding theory to point processes. He showed with a chaotically driven integrate-and-fire neuron model that there can be a oneto-one correspondence between the system states of the chaotic input and the interspike intervals (ISIs) from the model. Thus, the structure of the chaotic input can be transferred to the spike trains. One requirement for this effect is that the model neuron must fire at a sufficiently high rate so that its ISIs remain smaller than the prediction horizon of the chaotic input. These theoretical results have been supported by computational work on a variety of neuron models [9, 10] , including leaky integrate-and-fire neuron models and variations on the FitzHugh-Nagumo model.
Here we extend this work to in vitro studies on rat cutaneous afferents. Specifically, we tested the hypothesis that the deterministic structure of a chaotic input signal can be preserved when the signal is converted into a spike train by a sensory neuron. The experimental setup is shown in Fig. 1 . A section of hairy skin was excised from the medial aspect of the upper thigh of a rat; its sensory innervation, a branch of the saphenous nerve, was kept intact. We recorded activity in the nerve while the patch was subjected to stretch stimuli using a linear actuator operated under position control. The stretch stimuli ͑duration 240 s͒ consisted of either a chaotic signal or a stochastic surrogate of that signal. The chaotic signal consisted of the x coordinate of the chaotic Rössler system [11] . The stochastic signals consisted of phase-randomized surrogates [12, 13] of the chaotic signal. These surrogates were formed by taking the Fourier transform of the chaotic signal, randomizing the phase information, and then taking the inverse Fourier transform; this procedure yielded a data set of correlated noise with amplitude spectral characteristics identical to that of the original signal.
Ten neurons were included in the study. Each neuron was subjected to seven signals (that were presented in the following order): a chaotic signal, two surrogates of that signal, a second chaotic signal (generated from the Rössler system with a different set of initial conditions), two additional surrogates of the original chaotic signal, and the original chaotic signal again. The intertrial interval was 240 s. The protocol was aborted prematurely for one of the ten neurons after the application of only four signals because the neuron's firing rate had reduced to a rate that was too low for the dynamical analysis.
To assess determinism in the ISI series, we used a nonlinear prediction algorithm [6, 13, 14] that computes an estimate for future spike times based on neighboring translations of an embedded vector of ISIs. According to Sauer's extension of classical embedding theory [8] , forecastability of a point process can be achieved by examining the evolution of the system's ISIs in embedding space. The nonlinear prediction algorithm exploits this notion in order to predict a future ISI at a prediction horizon h (h steps ahead in the series) from some index point in the embedding space. This is accomplished by examining the time evolution of the ISIs that are closest to the index point in 0031-9007͞98͞80 (11)͞2485 (4) 20 mm specimen of hairy skin from the hindlimb of an adult rat, depilated using Nair, was removed with its sensory innervation ͑N͒, a branch of the saphenous nerve, intact. The long axis of the skin corresponded with that of the femur. The specimen was positioned in a Lucite chamber ͑L͒ filled with gassed (95% O 2 , 5% CO 2 ) rat interstitial fluid [16] at room temperature. The patch ͑T͒ was held by 5 mm wide clamps, through which the stretch stimuli were applied. One clamp was fixed ͑C1͒ while the other ͑C2͒ was coupled to a Ling 203 linear actuator ͑A͒ via a linear variable differential transformer (LVDT). The actuator was position controlled through a feedback system. Control signals were generated on a personal computer. The nerve ͑N͒ was led into a small oil-filled chamber, where it was dissected. Extracellular signals from the nerve were recorded using fine gold wire electrodes ͑R͒. These signals were conventionally amplified. Action potential responses were discriminated using a template-matching algorithm (Signal Processing Systems, Prospect, Australia). Occurrences of action potentials were recorded with an accuracy of 50 ms.
embedding space. The average movement of these points h steps ahead is taken as a prediction of how the index point will move in h steps. This prediction is compared with the actual movement of the index point, and the difference between the two is the error of the prediction [13] .
In mathematical terms, the first step of the nonlinear prediction algorithm involves constructing from the ISI series a set of embedded vectors V n ͑I n2m11 , I n2m12 , . . . , I n21 , I n ͒, where m is the embedding dimension. An interval I n is then selected as an index point and the k nearest neighbors of the related m-dimensional vector V n (where k is 1% of all embedded vectors) are found. (Near-in-time neighbors are ignored to make the prediction an out-of-sample estimate.) A future ISI value at some prediction horizon I n1h from the index point I n is then estimated by averaging the ISI values h steps ahead of the nearest neighbors I k1h . The error associated with this prediction is e k n I n1h 2 ͑I k1h ͒ ave . The series mean can also be used to estimate the interval h steps ahead. The error associated with this prediction is e m n I n1h 2 I mean . Both types of error are calculated for the series using each interval in turn as the index interval. The h-step normalized prediction error (NPE) for the entire series is then
An NPE value less than 1.0 indicates that there is forecastability in the ISI series beyond the base-line prediction of the series mean. We applied the nonlinear prediction algorithm to each of the recorded ISI series, using embedding dimensions of 2-4 and prediction horizons of 1-6 steps. Figure 2 shows results from four neurons, typical of the behavior found in eight of the ten neurons. For prediction horizons up to 3-6 steps (depending on the neuron), the NPE values for the stochastically driven ISI series were all near 1.0, whereas those for the chaotically driven ISI series were significantly smaller ͑p , 0.05͒. The ninth neuron, which fired at a relatively low rate, exhibited similar behavior ͑p , 0.05͒ for prediction horizons up to 1-4 steps (depending on the trial). In the case of the tenth neuron, the NPE values for the chaotically driven ISI series from the first trial were significantly smaller than those for the stochastically driven ISI series from the second and third trials for prediction horizons up to 3 steps ͑p , 0.05͒; however, during its fourth and final trial, the neuron fired at a sufficiently low rate such that its ISIs were longer than the prediction horizon of the chaotic input signal, leading to NPE values that were near 1.0. Thus, for the majority of neurons, it was possible to distinguish the chaotically driven ISI series from the stochastically driven ISI series on the basis of NPE.
Linear autocorrelation, which is present in correlated noise, can lead to NPE values [9] that are less than 1.0. To control for this effect as a source of forecastability in the recorded spike trains, we generated and analyzed stochastic surrogates from the chaotically driven ISI series. We considered two types of surrogates [12, 13] : phaserandomized (PR) surrogates and Gaussian-scaled (GS) shuffle surrogates. The PR surrogates were generated using the procedure described above, which preserves the autocorrelation of the original series while eliminating its nonlinear deterministic structure (if present). We used the PR surrogates to test the null hypothesis that the original ISI series was produced by a linear stochastic process. The GS surrogates were formed using the method of Ref. [12] . In brief, this procedure consisted of randomly shuffling the original ISI series while retaining much of its serial correlation. We used the GS surrogates to test the null hypothesis that the original ISI series was a monotonically scaled version of amplitudes produced by a Gaussian stochastic process with a similar power spectrum. viation. An embedding dimension of three was used for all results shown. Similar results were obtained for embedding dimensions of two and four. Significance was evaluated by a two-tailed t test comparing NPE values from the respective chaotically driven ISI series with the mean and standard deviation of the NPE values from the stochastically driven ISI series. The insets show the results from the significance analysis. Here s s is the standard deviation of the NPE values for the stochastically driven ISI series, and DNPE is the difference between the NPE value of the respective chaotically driven ISI series and the mean NPE value for the stochastically driven ISI series. A dashed line is plotted at the significance level which corresponds to a p value of 0.05.
We applied the nonlinear prediction algorithm to each of the chaotically driven ISI series and the two sets of stochastic surrogates generated from each series. Figure 3 shows results from four neurons, typical of the behavior found in nine of the ten neurons. For prediction horizons up to 3-6 steps (depending on the neuron), the NPE values for the original ISI series were significantly smaller ͑ p , 0.05͒ than those for the two types of surrogates, respectively. In the case of the tenth neuron, we obtained similar results for its first chaotic-input trial ͑p , 0.0001͒; however, the NPE results for its second chaotic-input trial were not significantly different from those for the stochastic surrogates. (This latter result was again due to the low firing rate of the neuron during the trial.) Thus, for all but one chaotic-input trial for the entire study, we were able to distinguish the chaotically driven ISI series from their stochastic surrogates on the basis of NPE. We were therefore able to reject the aforementioned null hypotheses. These findings indicated that the chaotically driven ISI series contained true evidence of determinism.
These novel results show that dynamical information can be retained when an analog chaotic signal is transferred through a sensory neuron and converted into a spike train. This work also supports the notion that embedding theory can be extended to point processes [8] [9] [10] 15] and need not be restricted simply to amplitude-measurement time series. These findings suggest that sensory neurons may be able to encode the structure of high-dimensional external stimuli in single spike trains. Such information could conceivably be utilized by the central nervous system, via vector transformations, to discriminate between deterministic and noisy signals.
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One hundred surrogate series were generated for each type. The plotted surrogate values for each type represent the mean values over the 100 surrogates series, and each set of error bars represents the respective standard deviation. Significance was evaluated by a two-tailed t test comparing NPE values from the chaotically driven ISI series with the mean and standard deviation of the NPE values from the respective surrogates. The insets show the results from the significance analysis. Here s s is the standard deviation of the NPE values for each set of surrogates, and DNPE is the difference between the NPE value of the chaotically driven ISI series and the mean NPE value for each set of surrogates. A dashed line is plotted at the significance level which corresponds to a p value of 1 3 10 210 .
