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Abstract. The Szemere´di Regularity Lemma (SzRL) was introduced by Endre´ Szemere´di in
his celebrated proof of the density version of Van der Waerden Theorem, namely, that a set
of integers with positive density contains arbitrarily long arithmetic progressions. The SzRL
has found applications in many areas of Mathematics, including of course Graph Theory and
Combinatorics, but also in Number Theory, Analysis, Ergodic Theory and Computer Science.
One of the consequences of the SzRL are the so–called ‘Counting Lemma’ and ‘Removing
Lemma’, which roughly says that a sufficiently large graph G which contains not many copies
of a fixed graph H can be made H–free by removing a small number of edges.
Recently Ben Green gave an algebraic version of both, the SzRL and the Removal Lemma
for groups. In this algebraic version the structural result fits into the algebraic structure in
terms of subgroups. On the other hand, the Removal Lemma has its algebraic counterpart in
the estimation of the number of solutions of equations in groups.
The purpose of this Master Thesis is to give a detailed account on the SzRL and some of
its applications, particularly to Additive Combinatorics. We particularly focuss on the conse-
quences of the SzRL related to the Counting Lemma. By combining the version by Alon and
Shapira of the directed version of the SzRL with the version of Simonovits for edge–colored
graphs, we state and prove a Counting Lemma for arc–colored directed graphs.
The methods used by Green heavily rely on Fourier Analysis, and as such, his results are
applicable only to Abelian groups. By using our general version of the Counting Lemma we
prove a generalization of Ben Green’s Removal Lemma which is applicable to finite groups, non
necessarily abelian.
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Introduction
The Szemere´di Regularity Lemma (SzRL) was introduced by Endre´ Szemere´di [22] in his cele-
brated proof of the density version of Van der Waerden Theorem, namely, that a set of integers
with positive density contains arbitrarily long arithmetic progressions.
The SzRL is a general structural result which states that every sufficiently large graph admits a
partition into equal parts such that most of the pairs of parts behave ‘regularly’, essentially like
a random graph. The SzRL has found applications in many areas of Mathematics, including of
course Graph Theory and Combinatorics, but also in Number Theory, Analysis, Ergodic Theory
and Computer Science. The surveys of Komlo´s and Simonovits [15] and Komlo´s, Simonovits
and Szmeree´di [14] give a good account on the SzRL and its applications.
One of the consequences of the SzRL is the so–called ‘Removing Lemma’, which can be traced
back to the paper of Ruzsa and Szemere´di [21] where they give a simple proof of Roth’s Theorem,
the case of progressions of length 3 in Szemere´di’s Theorem. The Removal Lemma roughly says
that a sufficiently large graph G which contains not many copies of a fixed graph H can be made
H–free by removing a small number of edges. The known proofs of the Removal Lemma rely
on the SzRL and thus suffer from the drawback of the SzRL: being so general, the constants
involved in the statement are necessarily large. The problem of finding an independent proof
of the Removal Lemma, which may take advantage of regularity properties of the host graph G
with the benefit of depending on more reasonable constants, is already mentioned by Tao and
Vu in his book on Additive Combinatorics [24].
Recently, Ben Green [12] gave an algebraic version of both, the SzRL and the Removal Lemma
for groups. In this algebraic version the structural result fits into the algebraic structure in
terms of subgroups. On the other hand, the Removal Lemma has its algebraic counterpart
in the estimation of the number of solutions of equations in groups. Two applications of these
algebraic versions are the fact that every set which contains few Schur triples can be set sum–free
by removing a small portion, and the fact that a set of integers with positive density contains a
large number of 3–term arithmetic progressions with a common difference.
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The purpose of this Master Thesis is to give a detailed account on the SzRL and some of its
applications, particularly to Additive Combinatorics. We particularly focus on the consequences
of the SzRL related to the Counting Lemma. By combining the version by Alon and Shapira
[1] of the directed version of the SzRL with the version of Simonovits for edge–colored graphs,
we state and prove a Counting Lemma for edge colored directed graphs. One of the motivations
of this statement is the potential application to Additive Combinatorics through Cayley graphs
(which are directed and naturally arc–colored).
The methods used by Green to prove his versions of the Szemere´di Regularity Lemma and
the Removal Lemma for groups heavily rely on Fourier Analysis, and as such, his results are
applicable only to Abelian groups. By using our general version of the Counting Lemma we
prove a generalization of Ben Green’s Removal Lemma which is applicable to general finite
groups, non necessarily abelian. This general version of the Removal Lemma is the object of a
Research Note with Dan Kral [16] which was prepared during my participation in the Spring
Combinatorics School [28] held in the Czech Republic in the Spring of 2007. The same strategy
can be used to prove a Removal Lemma for a class of systems of equations.
This Thesis is organized as follows. In Chapter 1 we give the general notation and definitions
which will be used throughout the work and we review the Szemere´di Regularity Lemma. Chap-
ter 2 contains the proofs of the directed and edge colored versions of the SzRL. The statements
of proofs for the Counting Lemma and Removal Lemma are detailed in Chapter 3. Chapter 4
describes some of the classical applications of the SzRL, particularly the Erdo˝s-Stone Theorem,
the (6, 3)–Theorem and the proof of Roth’s Theorem on 3–term arithmetic progressions. Fi-
nally, in Chapter 5 we give the version of the Removal Lemma for arbitrary groups and also its
extension to systems of equations. We also describe some of its applications. The final section
contains some future work which arose in the preparation of this work and some open problems.
CHAPTER 1
Definitions and the Szemere´di Regularity Lemma
1. Definitions
In the first part of this work, mainly in chapters 2, 3 and 4 G will denote a graph, but also,
in some parts will denote a group (Chapter 5 mostly): in both cases it is specified. It is also
specified if the graph is directed or undirected. If G = (V,E) will denote that V = V (G) is
the set of vertices and E = E(G) the set of edges of the graph G. Usually |V | = n and H will
denote a subgraph, with |V (H)| = h.
Let G = (V,E) be an undirected graph and let X,Y ⊆ V be disjoint subsets of vertices. We
denote by ‖X,Y ‖ the number of edges of G that connect one vertex in X with one vertex in Y .
With this we define the edge-density of the pair (X,Y ) as:
d(X,Y ) :=
‖X,Y ‖
|X| |Y |
Notice that it is a number between 0 (there are no edges) and 1 (the pair is full of edges), and
represents the proportion of edges we have in between the pair.
We will denote [N ] as the set of the first N natural numbers.
If G is a graph and v a vertex, N(v) is the neighbourhood of v, this is, the set of vertices v is
connected to.
N will denote the natural numbers. Z will denote the integers.
2. The Szemere´di Regularity Lemma
In this section we present one of the many versions that one can find on the Szmere´di Regularity
Lemma (SzRL). All these versions are equivalent and some of them can be found in the survey
of Komlo´s and Simonovits [15]. We here present and prove one of the most popular forms of the
SzRL which can be found in the book of Diestel [7] as well as in the above mentioned reference
[15].
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The SzRL describes an inherent structure of all graphs which becomes meaningful when we
consider very large graphs (graphs with many vertices). Even if the structural result can be
applied when the graph is sparse (sparse-specific versions of the lemma have been developed;
see e.g. [15]), it is more efficient when applied to dense graphs (graphs whose set of edges has
size O(n2)).
The SzRL tell us that we can arrange the vertices of a graph in clusters with equal size (except
for a residual small part) such that the graph behaves like a random graph: between most of
pairs of clusters the degrees of the vertices are roughly equal, and the neighbourhoods are fairly
uniformly distributed. These facts are precisely stated in the context of the regularity notions
inherent to the SzRL.
2.1. Statement of the Lemma.
2.1.1. The regularity concept. In 1978 Szemere´di proved the Regularity Lemma as we know
today. He used a weaker statement only for bipartite graphs to prove, in 1975, the celebrated
Szemere´di Theorem for the integers: every set of integers with positive density contains arbitrar-
ily long arithmetic progressions (see [22]). Before presenting the SzRL we must first introduce
the notion of regularity.
Definition 1.1 (Regularity pair). Let  > 0. Given a graph G = (V,E) and two disjoint sets
of vertices A ⊂ V and B ⊂ V , we say that the pair (A,B) is -regular if for every X ⊂ A and
Y ⊂ B such that
|X| > |A| and |Y | > |B|
we have
|d(X,Y )− d(A,B)| < .
So the distribution of the edges of the whole pair behaves uniformly (with an -error), as we
compare every pair of big enough subsets.
A partition {V0, V1, . . . , Vk} of the vertex set V , |V | = n, is -regular if:
• |V0| < n : we will refer to V0 as the exceptional set.
• |V1| = |V2| = . . . = |Vk| : all have the same size,
• all but at most k2 pairs (Vi, Vj), with 1 ≤ i < j ≤ k, are -regular: most of the pairs
are -regular.
The presence of V0 is merely technical, as we want the other parts to have the same size.
2. THE SZEMERE´DI REGULARITY LEMMA 11
2.1.2. The Regularity Lemma. Now we state the SzRL:
Lemma 1.2 (Szemere´di Regularity Lemma, 1978, [23]). For every  > 0 and every integer m > 1
there exist an integer M = M(m, ) such that every undirected graph G of order at least m admits
an -regular partition {V0, V1, . . . , Vk} of the set of vertices, with m ≤ k ≤M .
So, once the minimum number of sets in the partition and the  are chosen, every graph can be
partitioned in a bounded number of sets (clusters) such that the majority of pairs are -regular.
This means that almost all the pairs are such that the edge density of every pair of large subsets
is close to the edge density of the pair itself (with an -error): the pair is highly uniform.
A key feature of the lemma is related with upper bound of M : on the cardinality of the partition:
although it may be huge, it only depends on  and m. Notice that we could set the the partition
to be the trivial one where |V1| = . . . = |Vn| = 1. In this extremal case the partition will be
trivially -regular: the densities will be 0 or 1 depending whether there is an edge or not. The
size of such a partition grows with n, hence is n-dependent whereas the one ensured by the
lemma is not.
The lower bound m helps us in knowing the proportion of edges which are outside the cluster-
sets: if m increases, then the proportion of edges that can be inside the clusters decreases and
we have more edges outside.
2.2. Proof.
2.2.1. Sketch of the proof. The proof we present here is based on Diestel [7]. Different proofs
which can be found for instance in Bolloba´s [5] or in Komlo´s and Simonovits [15] rely on similar
strategies: they are all based on a potential-like function, which is defined slightly different in
each version.
The proof is quite technical but the general idea consist in the following: first one should define
one potential-like function that will be positive and bounded from above. The process will be
iterative: since the very first step we will have one partition of the set of vertices with the
claimed properties except for the -regularity (all but one of the sets with the same size, and
the exceptional one small enough). At each step we will ask whether the partition is -regular
or not. In case the answer is negative, we will manage to find another partition, with smaller
sets (we must pay some price, and grow the number of sets, but not by “that much”), such that
this new partition make the potential function grow (once  is fixed it will grow by a constant
amount). Thus, we reach an -regular partition as we should not violate the upper bound on
the potential function.
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2.2.2. Naming and first lemmas. Let G be a graph with V = V (G) its vertex set, |V | = n.
For a pair (A,B), A and B disjoint subsets of V we define the function q, that will be finally
the potential-energy like function as:
q(A,B) :=
|A| |B|
n2
· d2(A,B) = ‖A,B‖
2
|A| |B| n2
First we extend the definition of q given above to partitions of those sets. If A is a partition of
A and B is a partition of B, with A,B ⊂ V disjoint:
q(A,B) :=
∑
A′∈A,B′∈B
q(A′, B′)
that is, the sum of q over all the possible pairs.
Now we define q for partitions of the set V without any distinguished set V0. Let P =
{V1, . . . , Vk} be a partition of the vertex set V , |V | = n. We extend q to P as follows:
q(P) :=
∑
i<j
q(Vi, Vj)
Finally, if we have P = {V0, V1, . . . , Vk} a partition with V0 as the exceptional, distinguished set,
we define:
q(P) := q(P)
where P := {V1, . . . , Vk} ∪ {{v}, v ∈ V0}, that is, we consider V0 as the union of singletons and
we apply q as we have no significate set. This leads us to define q without paying attention to
the peculiar properties of the exceptional set V0. This set will increase its size as the iteration
process go on while the others parts get smaller. Note that each individual vertex is always
-regular with respect to any other set; since we do not care about the -regularity of V0 we
simply make V0 -regular by considering it as a union of parts of cardinality one. As it will be
shown, the function q is monotone under refinement. Therefore, by considering the exceptional
set as the union of singletons it will always be a refinement, avoiding the size growing problem.
As we will use q extensively, we will show some of its properties to help us to prove the Regularity
Lemma.
Lemma 1.3. Let q be defined as above. Then
(i) q is bounded.
(ii) q is monotone increasing under partition refinement.
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Proof. Let P = {V1, . . . , Vk} be a partition of V , |V (G)| = n. We have:
q(P) =
∑
i<j
q(Vi, Vj) =
1
n2
∑
i<j
|Vi||Vj |d2(Vi, Vj)
d≤1
≤ 1
n2
∑
i<j
|Vi||Vj | ≤ 1
n2
∑
i,j
|Vi||Vj | = 1
n2
∑
i
|Vi|
∑
j
|Vj |
= 1
Therefore, for a partition P = {V0, V1, . . . , Vk} with a distinguished set V0, we have
q(P) = q(P) ≤ 1.
On the other hand, since all the quantities we are adding up are always nonnegative, we trivially
have
q(P) ≥ 0
This proves (i).
Let C and D be partitions of the sets C and D respectively. We shall show that:
q(C,D) ≥ q(C,D) (1)
To prove this we will use the Cauchy-Schwarz inequality:
q(C,D) =
∑
i,j
q(Ci, Dj)
=
1
n2
∑
i,j
‖Ci, Dj‖2
|Ci||Dj |
Cauchy-Schwarz,∗
≥ 1
n2
(∑
i,j ‖Ci, Dj‖
)2∑
i,j |Ci||Dj |
we have all the products
=
1
n2
‖C,D‖2
(
∑
i |Ci|)
(∑
j |Dj |
)
= q(C,D)
∗: by using Cauchy-Schwarz we know that ∑k a2k∑k b2k ≥∑k(akbk)2. For the inequality choose
ak =
√|Ci|Dj | and bk = ‖Ci, Dj‖/√|Ci|Dj | where k runs over all the unordered pairs {i, j}.
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Let us now show (ii). Let P ′ = {V ′0 , V ′1 , . . . , V ′k′} be a refinement of P = {V0, V1, . . . , Vk}. Let Vi
be the partition induced by the sets of P ′ over Vi ∈ P. Then,
q(P) =
∑
i<j
q(Vi, Vj)
(1), seen before
≤
∑
i<j
q(Vi,Vj)
∗≤
∑
i<j
q(V ′i , V
′
j )
= q(P ′)
∗: in the sums that arise from each term q(Vi,Vj), there will be, maybe, some terms that are
not in q(P ′) since q(P ′) = ∑i<j q(V ′i , V ′j ) = ∑i q(Vi) +∑i<j q(Vi,Vj), (q is symmetric). This
shows (ii). 
The next step is to show that, for fixed , if we have a partition which is not -regular, we will
be able to build up a new partition which is ‘more regular’ in such a way that q increases by a
constant (depending on ). So, because of Lemma 1.3 (i) (q is bounded from above), we should
get some -regular partition before going beyond the upper bound.
Fist let us see what happens when there is just one –irregular pair (a pair which is not -regular).
We can manage to find a partition which increases our potential function a bit (although it will
not be a constant). This way, if we have many irregular pairs we will be able to increase q much
more. However some care is needed to keep the partitions with precise properties, namely with
parts of the same size, except one bounded-size exceptional set.
Lemma 1.4. Let  > 0 and let C,D ⊆ V disjoint. If (C,D) is an -irregular pair, we can
partition C and D in two parts C = {C1, C2} and D = {D1, D2} such that
q(C,D) ≥ q(C,D) + 4 |C||D|
n2
Proof. If the pair (C,D) is not -regular there will be two sets C1 ⊂ C i D1 ⊂ D with
|C1| > |C| and |D1| > |D| such that
|µ| := |d(C1, D1)− d(C,D)| > 
Let C2 = C \ C1 and D2 = D \D1, and define C := {C1, C2} and D := {D1, D2}. Let us show
that these partitions meet the statement of the lemma:
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q(C,D) = 1
n2
∑
i,j
‖Ci, Dj‖2
|Ci||Dj |
take apart the interesting
=
1
n2
‖C1, D1‖2
|C1||D1| +
∑
i+j>2
‖Ci, Dj‖2
|Ci||Dj |

same argument used in Lemma 1.3(ii)
≥ 1
n2
‖C1, D1‖2|C1||D1| +
(∑
i+j>2 ‖Ci, Dj‖
)2∑
i,j |Ci||Dj | − |C1||D1|

=
1
n2
(
‖C1, D1‖2
|C1||D1| +
(‖C,D‖ − ‖C1, D1‖)2
|C||D| − |C1||D1|
)
.
By the definition of µ := d(C1, D1)− d(C,D) we have
‖C1, D1‖ = |C1||D1|
(
µ+
‖C,D‖
|C||D|
)
.
To simplify the size of the formulae lets introduce some notation: di = |Di|, cj = |Cj |, d = |D|,
c = |C|, eij = ‖Ci, Dj‖, e = ‖C,D‖. With this notation
n2q(C,D) ≥ 1
c1d1
(
c1d1e
cd
+ µc1d1
)2
+
+
1
cd− c1d1
(
cd− c1d1
cd
e+ µc1d1
)2
=
c1d1e
2
c2d2
+
2eµc1d1
cd
+ µ2c1d1 +
+
cd− c1d1
c2d2
e2 − 2eµc1d1
cd
+
µ2c21d
2
1
cd− c1d1
=
e2
c2d2
+ µ2c1d1
cd
cd− c1d1
≥ e
2
c2d2
+ µ2c1d1
|µ|>, c1≥c, d1≥d≥ e
2
c2d2
+ 2cd
Hence,
q(C,D) ≥ e
2
n2c2d2
+
4cd
n2
= q(C,D) +
4cd
n2
(2)
as desired. 
Once we know what happens when we refine a pair of sets, let us see what we can say in the
general case. According to the statement of the Regularity Lemma we should eventually get a
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regular partition, this is, we should have, at most, k2 –irregular pairs. If the partition is not
-regular we have, at least, k2 pairs that we want to refine in order to try to find an -regular
partition, while increasing q. It is intuitively clear that, if by refining a pair we obtain a growth
of 
4cd
n2
, if we refine more than k2 (as k ≈ n/c) this would imply that we should be able to
increase q by ≈ 5; but, we should remember that we want to have nearly uniform partitions
and some control over the size of the exceptional set. So we should proceed with care and see
what we can get. Thus:
Lemma 1.5. Let 0 <  ≤ 1/4 and let P = {V0, V1, . . . , Vk} be a partition of V , the set of vertices,
with V0 the exceptional set, verifying |V0| < n and |V1| = |V2| = . . . = |Vk| =: c. If P is not an
-regular partition then there exists another partition P ′ = {V ′0 , V ′1 , . . . , V ′k′} with exceptional set
V ′0, k ≤ k′ ≤ k4k, |V ′0 | is so that |V ′0 | ≤ |V0|+ n/2k, the rest of V ′i ’s have the same size and
q(P ′) ≥ q(P) + 
5
2
Note : As the proof will show, the new partition P ′ will be a refinement of the old partition P,
so we can use the monotonicity of q.
Proof. As for the one pair case, we will define a partition that allow us to increase q. For
every pair of subscripts (i, j), 1 ≤ i < j ≤ k, we define a partition Vij of Vi and Vji a partition
of Vj as follows:
• If the pair (Vi, Vj) is already -regular then Vij = {Vi} and Vji = {Vj} (as the pair is
already -regular, there is no need to change the partition locally).
• If the pair (Vi, Vj) is -irregular then we use the Lemma 1.4 for the one-pair case: we
know there are partitions Vij of Vi and Vji of Vj into two sets (|Vij | = |Vji| = 2) such
that:
q(Vij ,Vji) ≥ q(Vi, Vj) + 
4c2
n2
(3)
Now with these locally-fine partitions, pair by pair, we build a partition for every set Vi such
that it is consistent with the ones found pair by pair. So we take Vi as the partition that refines
every partition Vij with |Vi| minimum (the least partition that refines them all, and so we retain
the partitions we have build pair by pair). Since we can build a partition of this kind by taking
all the possible intersections between the sets in the partitions Vij , and since in each partition
Vij there are at most two parts, we have |Vi| ≤ 2k−1. So the partition (of V ) that we take to
start with is:
C := {V0} ∪
k⋃
i=1
Vi,
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with V0 as the exceptional set (the same that we have for P, the original partition we start the
proof with). By the way we have defined C we know that it is a refinement of P and that
k ≤ |C| ≤ k2k (4)
The partition of V0 will be taken as a set of singletons: V0 = {{v}, v ∈ V0}. Now, by the
hypothesis of the lemma, P was not an -regular partition (if so we would have finished!) and,
consequently, there exist k2 pairs (Vi, Vj), with 1 ≤ i < j ≤ k that have created some non-trivial
partitions. Let us look at the value of q:
q(C) =
∑
1≤i<j
q(Vi,Vj) +
∑
1≤i
q(V0,Vi) +
∑
0≤i
q(Vi)
q monotony
≥
∑
1≤i<j
q(Vij ,Vji) +
∑
1≤i
q(V0, Vi) + q(V0)
≥ k2 pairs + (3)
≥
∑
1≤i<j
q(Vi, Vj) + k2
4c2
n2
+
∑
1≤i
q(V0, Vi) + q(V0)
= q(P) + 5
(
kc
n
)2
≥ q(P) + 5/2.
In the last inequality we take into account that |V0| ≤ n ≤ 14n, and so (the rest): kc ≥ 34n.
Notice also that the V0 partition (V0) is the same when computing q(C) as q(P).
At this point we just have to transform C into a valid partition. To do this we simply cut the
sets in C into parts with the same size and throw away the rest in the exceptional set. Thus
these equal parts should be large enough (because the remaining exceptional set cannot grow
much). We will take V ′1 , V ′2 , . . . , V ′k′ disjoint subsets of V with size c
′ := bc/4kc such that every
V ′i is a subset of one C ∈ C \ V0. We will take as many V ′i ’s as we can. The new exceptional
set will be formed with the remaining parts: V ′0 = V \
⋃
V ′i (note that V0 ⊆ V ′0). So the new
partition will be: P ′ = {V ′0 , V ′1 , . . . , V ′k′}. Since we consider the exceptional set as partitioned
into singletons, the resulting partition P ′ is a refinement of both P and also of C, so that
q(P ′) ≥ q(C) ≥ q(P) + 5/2
At this point we have the sets of the new partition with the same size, but we have to look after
the size of the exceptional set and after the total number of sets. We have that each V ′i , i 6= 0
is included in some Vj , j 6= 0. As we have taken c′ := bc/4kc, we have at most 4k sets V ′i (they
are pairwise-disjoint) inside every Vj . So we know there are k ≤ k′ ≤ k4k as we want. On the
other hand, as we have taken k′ to be maximal we know that the number of vertices left over
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which are added to V ′0 in every set of C \ {V0} is less than c′. Thus:
|V ′0 | ≤ |V0|+ c′ |C \ {V0}|
≤ |V0|+ c4k
(
k2k
)
= |V0|+ ck/2k
≤ |V0|+ n/2k
(5)
concluding the proof of the lemma. 
2.2.3. Regularity Lemma proof: Now we are nearly finish, we just have to adjust the constants
and find the value of M :
Proof of the Szemere´di Regularity Lemma 1.2. Without loss of generality we take
0 <  ≤ 1/4 because if it works for small  it is also true for larger ones. Take the m ≥ 1 given.
As we have already seen it is enough with s := 2/5 iterations of Lemma 1.5. Indeed, if in each
iteration the partition is not -regular, then we can find a refinement which increases the value
of q by 5/2; as we start in the worst case with q = 0 and we cannot exceed q = 1, we should
find an -regular partition before 2/5 iterations.
We have to fulfill the requirements involving the size of the exceptional set V0, namely |V0| < n,
and this should be valid for every iteration. We know that at each step, the exceptional set
grows by at most n/2k, where k + 1 is the size of the partition. In the next iteration it will
grow by n/2k
′
but, as k ≤ k′, we have n/2k ≤ n/2k′ . Therefore, we can bound the growth of
the exceptional set by n/2k0 , where k0 will be the initial partition.
Accordingly, we should choose an initial k0 large enough in order to be sure that, in case of
doing s iteration, we never exceed a bound, say for example, 12n. For instance, take the initial
V0 such that |V0| ≤ 12n and thus |V0|, is bounded by n through s = 2/5 iterations.
To do this we will take n (the order of the graph) large enough to allow |V0| ≤ 12n and also
allow V1, V2, . . . , Vk to have the same cardinality. If we let |V0| ≤ k (at most) we will be able to
build k sets with the same cardinality: this will be just the starting point, as the other partitions
will be given by the iteration procedure described in Lemma 1.5.
So we must have k ≥ m large enough to allow s n
2k
≤ 12n so the inequality s/2k ≤ /2 allows us
to find the initial value for k: k is such that s/2k ≤ /2. By letting k be large enough we will
be able to achieve this.
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If we want that the initial |V0| ≤ k, and that with s n2k increments it does not go beyond n, it
suffices to set k/n ≤ /2. This can be achieved whenever n ≥ 2k/.
To find the value of M we will examine the growth of the size of the partitions through the
iteration procedure. If the partition i-th partition has r sets then in the next step we will have
a maximum of r4r sets. Let f(r) := r4r, if we let M = max{fs(k), 2k/} we are done: the f s(k)
solves the general iteration process and the 2k/ solves the “extremal” case where, if n is so
small that we cannot be sure to have n ≥ 2k/ and, because of that, we cannot ensure a small
enough exceptional set, then we simply use the trivial partition which is -regular for every 
(in fact, the key element on the Regularity Lemma is the bounded number of sets, once an  is
given).
Let us put all in order: let G = (V,E) an undirected graph |V | = n, with n ≥ m. We must
see that we can find an -regular partition P = {V0, V1, . . . , Vk} with m ≤ k ≤ M . We have a
threshold for n: n ≤M or n > M .
In the first case we take k = n ≤ M and the trivial partition (the singleton partition), that is
-regular: V0 = ∅, |V1| = . . . = |Vk| = 1.
In the more general case, n > M , we take the V0, exceptional set, as a set with minimal
cardinality such that k (k is the minimal that allow us to make s iterations without problems on
the size of the exceptional set: say is such that s/2k ≤ /2) divide |V \ V0| and let {V1, . . . , Vk}
a partition of |V \ V0| in k parts such that |V1| = . . . = |Vk| (it does not matter the regularity!).
The fact that n > M ≥ 2k/ ≥ k implies |V0| < k and |V0| < n/2 < n. Now we check whether
the partition is -regular. If we are lucky we have finished, in the other case we just have to
apply the Lemma 1.5 till we found one. We are sure we will finish before the number of sets go
beyond the M barrier (because we have choose the constants to do so) and at every point |V0|
will be always below n, and all this before s iterations on Lemma 1.5. Obviously, once we have
chosen  and m, M is a constant (very big, but a constant). 
Note : The grow of M given by this proof is what is called a tower type grow as we will have a
tower 44
44
...
with a height of s.

CHAPTER 2
The Regularity Lemma for directed graphs and for colored
directed graphs
In this chapter we will prove two versions of the Regularity Lemma: the Alon and Shapira’s
directed version of the lemma from 2003 [1], and a colored-digraph version. The edge-colored
version for undirected graphs can also be found in [15, Theorem 1.18].
In the next chapter we prove a lemma which is called either Counting Lemma or also Key Lemma
in the literature (see Chapter 3), which follows from the Regularity Lemma and which will be
very helpful in various applications. The Regularity Lemma and the Counting Lemma together
are often referred to as the Regularity Method.
1. The Regularity Lemma for directed graphs
Since the formulation of the original Regularity Lemma a number of different versions and
generalizations have been considered. Here we present a generalization to the directed case
due to Alon and Shapira in 2003 (see [1]) along with a Removal Lemma for directed graphs
(presented and proved in Chapter 3, also see [1]). This will allow us to present a different proof
of an extension to arbitrary groups of a theorem proved by Green [12] in Chapter 5.
We first introduce, like in the undirected graph version of the Regularity Lemma, an -regularity
notion for digraphs. We will then formulate the statement of the Regularity Lemma for directed
graphs and finally give the proof of this generalization.
1.1. The directed regularity notion and statement of the theorem. Here we present
the regularity notion presented by Alon an Shapira in [1] for digraphs. We first give the notion
of density of sets of vertices in a directed graph. Let G = (V,E) be a directed graph and let
X,Y ⊆ V be disjoint subsets of vertices. We denote by −→E (X,Y ) the set of edges going from X
to Y and by
←−
E (X,Y ) the set of edges from Y to X. We also denote by E(X,Y ) the set of pairs
of edges which form a 2–cycle between X and Y , that is, the pairs of edges (x, y), (y, x) ∈ E(G)
with x ∈ X and y ∈ Y . Note that |E(X,Y )| ≤ |−→E (X,Y )| + |←−E (X,Y )| + |E(X,Y )| (we count
the edges E(X,Y ) twice). With these notations we can define the directed edge-densities of the
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pair (X,Y ) as:
−→
d (X,Y ) :=
|−→E (X,Y )|
|X| |Y | ,
←−
d (X,Y ) :=
|←−E (X,Y )|
|X| |Y | , d(X,Y ) :=
|E(X,Y )|
|X| |Y | .
We can observe that, as in the undirected case, all three are real numbers between 0 and 1.
Now the definition of –regular pairs is defined as follows.
Definition 2.1 (Digraph Regularity [1]). Let  > 0. Given a digraph G = (V,E) and two
disjoint vertex sets A ⊂ V and B ⊂ V , we say that the pair (A,B) is -regular if for every
X ⊂ A and Y ⊂ B such that
|X| > |A| and |Y | > |B|
we have
|−→d (X,Y )−−→d (A,B)| < , |←−d (X,Y )−←−d (A,B)| < , |d(X,Y )− d(A,B)| < ,
the three at the same time.
Notice that the above definition is essentially the same as in the undirected case: a pair (A,B)
will be -regular, if and only if, the pair is -regular in the original sense applied to each of the
three graphs obtained by selecting only one class of the edges,
−→
E (X,Y ),
←−
E (X,Y ) or E(X,Y )
and ignoring the directions.
On the other hand, the definition is an extension of the undirected regularity notion: we can
convert an undirected graph into a digraph exchanging every edge by a 2–cycle. In that case
the classes
−→
E (A,B),
←−
E (A,B) and E(A,B) will represent the same edges if we think them as
undirected edges. So if a pair is -regular in the undirected graph sense, it will also be -regular
in the digraph sense (if the digraph comes from an undirected graph).
With the notion of -regularity for a pair of disjoint vertices sets, we define an -regular par-
tition in the digraph case the same way as for the undirected graph case. Thus a parti-
tion {V0, V1, . . . , Vk} of the vertex set of a digraph G of order n is –regular if |V0| < n,
|V1| = |V2| = · · · = |Vk| and all but at most k2 pairs (Vi, Vj) are –regular.
Once defined the -regularity we can continue with the statement of the Digraph Regularity
Lemma.
Theorem 2.2 (Directed Szemere´di Regularity Lemma, 2003 [1]). For every  > 0 and every
m ≥ 1 there exists an integer DM = DM(m, ) such that every digraph of order at least m
admits an -regular partition P = {V0, V1, . . . , Vk} with m ≤ k ≤ DM .
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1.2. The proof for the directed case. The proof of Lemma 2.2 follows the same lines
as the original SzRL. The strategy will consist in showing that, essentially, we can treat the
digraph as three related undirected graphs. To prove Lemma 1.2 we have proved before Lemma
1.5 which shows the relation between the refinement of a non--regular partition (in a certain,
cleverly enough, way) and the function q.
Let G = (V,E) be the digraph of order n and let P ′ = {V1, . . . , Vk′} be a partition of V . We
define a P ′-related partition of E into three sets, one for each “type” of directed edge:
−→
E = {(u, v) ∈ E : u ∈ Vi, v ∈ Vj , i < j}
←−
E = {(u, v) ∈ E : u ∈ Vi, v ∈ Vj , i > j}
E = {(u, v) ∈ E : (v, u) ∈ E, u ∈ Vi, v ∈ Vj , i 6= j}
Notice that, whenever we have a partition P with an exceptional set, we will consider the
suitable partition to define the sets
−→
E ,
←−
E and
−→
E as the partition where V0 is considered as a
set of singletons ordered by some prefixed order (so to compute q).
Notice also that these three sets are usually not necessarily disjoint because of E. Note also
that the union of the three sets do not cover all the edges in G: the edges inside each Vj are not
covered. This is however a suitable choice since the -regularity only considers edges between
parts of the partition.
Remark : Note that the definition of
−→
E and
←−
E depends on the ordering of sets within the
partition. In the refinement process that will be considered in the proof, this ordering must
be respected in order to keep track of the sets
−→
E and
←−
E . On the other hand, the exceptional
set V0 will grow with additions from the other parts, and it will be partitioned into singletons.
Thus these additions are not just placed in the ‘first’ set of the partition as this would alter the
sets of edges we are considering from these singletons. In order to preserve the monotonicity of
the function q under refinement, the relative order of the vertices which go to the ‘bargain’ set
V0 should be preserved so this exceptional set eventually consists of singletons scattered in the
ordering established by the initial partition. This will be done in this way because:
• If we arrange V0 “on the fly” during the, possibly many, iterations, the edges that
connect V0 with other vertices in
−→
E ,
←−
E will change from one set to the other and then
we can have difficulties in computing q (we can loose the monotonicity).
• If we change the order on the new sets it may happen that an edge that was from the
set
−→
E , with the new iteration, went to
←−
E causing a change in the graphs (V,
−→
E ) and
(V,
←−
E ) along the way, and therefore we loose control on the value of q.
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Now we can see the partition P with its edges between Vi and Vj as three partitions −→P , ←−P
and P of three graphs on the same vertex set: in −→P we just look at the edges in −→E and not in
all E (in fact not in all E \⋃1≤j≤k E(Vj), where E(Vj) are the edges inside Vj); in ←−P we just
look at the edges in
←−
E and in P we just look at the edges in E (or the 2–cycles). Once the
respective edge set is selected we will consider the edges to be undirected so we can apply the
lemmas proved for the undirected case. In the case of P we will consider each 2–cycle of E as
one undirected edge.
Once we have
−→P , ←−P and P, we can define q(−→P ), q(←−P ) and q(P) as the function q(·) over V (as
P is a partition of V ) by using the sets of edges −→E , ←−E and E as undirected edges respectively.
Remark : Note that, if each of
−→P , ←−P and P are –regular partitions in the undirected graph
sense over the same vertex partition P, then P is a 3–regular partition of V in the directed
graph sense, that is:
• |V0| < |V |: because each of −→P , ←−P and P share the same partition P of V .
• |V1| = |V2| = . . . = |Vk|: by the same reason, the three partitions share the same
partition P.
• all but at most 3k2 pairs with 1 ≤ i < j ≤ k are –regular: we need to put a 3 because
the ≤ k2 pairs that fail to be regular for −→P may well not be the same pairs that fail to
be -regular for
←−P or for P; but we can be sure about this 3k2 bound on the irregular
pairs.
Therefore, if
−→P , ←−P and P are (/3)–regular partitions in the undirected graph sense, then P
(the underlying vertex-set partition in
−→P , ←−P and P) is an –regular partition in the directed
graph sense.
With this remark in mind we just have to find an (/3)–regular partition compatible with the
three sets of edges: this is, a partition P of V that makes −→P , ←−P and P to be (/3)–regular
partitions with the undirected graph regularity notion.
Proof of Theorem 2.2. Let  be 0 <  ≤ 1/4 without loss of generality. Let G = (V,E)
be the given digraph. We can follow the same scheme as to prove the Szemere´di Regularity
Lemma. Once a partition P = {V0, V1, . . . , Vk} of V is given we can define −→P , ←−P and P as
described above and apply q(·) to each of them. By Lemma 1.3 (i), as we are considering them
as undirected partitions, the three values q(
−→P ), q(←−P ) and q(P) should be ≤ 1 (and also ≥ 0)
for any P.
We ask if
−→P , ←−P and P are (/3)–regular partitions. If the answer is no we will apply Lemma
1.5 on P till −→P , ←−P and P are (/3)–regular partitions. Let us show how to do it.
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If the partition P is not (/3)–regular it means that there is one of the three partitions which is
not (/3)–regular. Let us suppose, for example, that
−→P is not a (/3)–regular partition. We can
apply Lemma 1.5 on P and find a new partition, say P ′, with q(−→P ′) ≥ q(−→P ) + (/3)5/2. When
building the new partition P ′ in Lemma 1.5 we have some aspects to consider:
• If we are looking for the new −→P ′ we should take in consideration the set of edges −→E and
update P ′ accordingly, without considering neither ←−E nor E.
• Because the definition of −→E , ←−E and E rely on the ordering of the partition sets Vi we
should keep the ordering in the new partition P ′ compatible with the original one in P.
To do this we can imagine the sets Vi as boxes over an ordered line: when we partition
each vertex set we can just place new separation panels into the box and deliver the
vertices accordingly to the set-partition: if Vi and Vj are parts of P such that i > j
then, for each V ′s ⊂ Vi and V ′t ⊂ Vj belonging to the new partition P ′ we must have
s > t. In doing so we know that, if an edge is from
−→
E (P) it will also be from −→E (P ′)
as the relative order in the sets remains unchanged. Of course this is also the case for
the edges in
←−
E (P) and ←−E (P ′).
• Also the set V0 will be, after some iterations, the remaining parts of the partitions Vi
of the sets Vi which have to be neglected to make the parts of P but V ′0 of equal size:
those parts will remain in the same place (spread all over the ordered line, as singletons,
in the same place they first turned to be elements of V0), that is, we will not rearrange
them in the first position of V0. We should keep the set
−→
E with the same edges and
add the new ones which where inner edges of Vi and now appear connecting parts in
this set which belong to the new partition P ′. Maintaining the new singletons in the
relative order of the set they belonged to will not affect the regularity of the partition
as we do not look at the edges that come from or enter into V0 as a set when asking if
a partition is regular.
By taking the above remarks into consideration we just have to notice that, when updating P
because
−→P is not (/3)–regular, say, we will build, by using Lemma 1.5, a refinement P ′ of P
(see the note after Lemma 1.5) that will increase q(
−→P ) to q(−→P ′) ≥ q(−→P ) + (/3)5/2. Since P ′ is
a refinement of P and the graphs induced by the edges in ←−E and E have not changed (except
for the addition of new edges from the original digraph connecting parts of P ′ within parts of
P, by the monotonicity of q(·) we also have q(←−P ′) ≥ q(←−P ) and q(P ′) ≥ q(P).
Thus we can be sure that within a maximum of 3 · 2/(/3)5 iterations of Lemma 1.5 (which
corresponds to the maximum of 2/(/3)5 iterations for each
−→P ,←−P and P) we will find a partition
P that will be a (/3)–regular partition for the each −→P , ←−P and P. This will be an –regular
partition in the digraph sense.
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It just remains to check how are the constants. Following the SzRL proof we should change 
for /3 (the  we have used) and s = 3 · s′(/3) = 3 · 2/(/3)5 = 6/(/3)5. Let f(r) := r4r:
• k is such that s/2k ≤ /6 and k ≥ m the m given.
• DM = max{fs(k), 6k/}
If n ≤ DM then k = n the partition is the trivial one: |V1| = . . . = |Vk| = 1
If n > DM take an V0 with minimal cardinality such that k (with s/2k ≤ /6) divide |V \ V0|
and let {V1, . . . , Vk} be a partition of |V \ V0| in k parts such that |V1| = . . . = |Vk|. The fact
that n > DM ≥ 6k/ ≥ k implies |V0| < k and |V0| < n/6 < (/3)n. We can proceed with
Lemma 1.5 applied to the three partitions
−→P , ←−P and P and we know we will find an –regular
partition in the digraph sense with m ≤ k ≤ DM = DM(m, ). 
2. The Regularity Lemma for directed an edge–colored graphs
The same strategy used in the proof of the directed version of the SzRL in Section 2 can be
applied to obtain a more general version for edge–colored directed graphs. This more general
statement will be used to state and prove a corresponding version for the Removal Lemma in
Chapter 3, which in turn will be applied in Chapter 5 to deal with some systems of equations
in finite groups.
The class of edge colored directed graphs occurs naturally in many applications. For instance it
is considered by Nesˇetrˇil and Raspaud [19] where a generalized version of chromatic number is
introduced for the so–called (n,m)–mixed graphs. An (n,m)–mixed graph has a set of undirected
edges partitioned into n color classes and a set of directed edges partitioned into m color classes.
We shall keep the convention of treating undirected edges as 2–cycles, so that we can restrict
ourselves, without loss of generality, to directed graphs in which the set of arcs is partitioned
into some number of color classes. Another natural source of edge–colored directed graphs are
Cayley graphs, defined on a base group G which is also the vertex set of the graph and whose
edges are of the form (x, xs) for x ∈ G and s belonging to a fixed subset S ⊂ G. The edge (x, xs)
is colored s. In an edge–colored directed graph we may look at some edge–colored subgraphs,
distinguished not only by their graph structure but also by the colors on their edges.
2.1. The directed and edge–colored regularity notion and the statement of the
theorem. Now we extend the regularity notion for digraphs to edge-colored digraphs. We first
introduce some notation.
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Let L be a set of colors and set l := 3 · |L|. For a pair of disjoint subsets A,B of vertices, the
notation E∗α(A,B) will denote the set of edges with color α ∈ L with some direction,
−→
Eα(A,B),←−
Eα(A,B) or Eα(A,B). Here
−→
Eα(A,B) denotes the set of edges from A to B with color α,←−
Eα(A,B) the ones from B to A with color α and Eα(A,B) the set of 2–cycles between A and
B in which both edges have the same color α.
We denote the coloring by L : E(G) → L where L(u, v) gives the color in L of the edge (u, v).
We also define the edge–colored density of a pair A,B of disjoint subsets of vertices as
d∗α(A,B) =
|E∗α(A,B)|
|A| · |B| .
Definition 2.3 (Edge–colored Digraph Regularity). Let  > 0 and let L : E → L be an edge–
coloring of a digraph G = (V,E). For two disjoint sets A ⊂ V and B ⊂ V , we say that the pair
(A,B) is -regular if, for every X ⊂ A and Y ⊂ B such that
|X| > |A| and |Y | > |B|
we have, for each color α from L,
|−→dα(X,Y )−−→dα(A,B)| < , |←−dα(X,Y )−←−dα(A,B)| < , |dα(X,Y )− dα(A,B)| < ,
all three at the same time for each α ∈ L.
With this notation, the edge–colored digraph version of the Regularity Lemma is stated as
follows:
Theorem 2.4 (Edge–colored Directed Regularity Lemma). For every  > 0, every m ≥ 1
and every set L of colors, there exists an integer DMM = DMM(m, , |L|) such that every
edge–colored digraph G with set of colors L and order at least m admits an –regular partition
{V0, V1, . . . , Vk} with m ≤ k ≤ DMM .
The proof of Theorem 2.4 follow the lines of the directed version Theorem 2.2.
2.2. Proof for the colored and directed case. Let  be without loss of generality
0 <  ≤ 1/4. Let G = (V,E) a directed graph and let L : E → L be an edge–coloring of G. Let
P ′ = {V1, . . . , Vk′} be a partition of the set V of vertices. We define P ′-related sets of edges,
similarly as we did in the directed case, where any edge between Vi and Vj (for every i 6= j) will
be in some of the (not necessarily disjoint) sets. For each color α in L we define the three sets:
−→
Eα = {(u, v) ∈ E : u ∈ Vi, v ∈ Vj , i < j, L(u, v) = α}
←−
Eα = {(u, v) ∈ E : u ∈ Vi, v ∈ Vj , i > j, L(u, v) = α}
Eα = {(u, v) ∈ E : (v, u) ∈ E, u ∈ Vi, v ∈ Vj , i 6= j, L(u, v) = L(v, u) = α}
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Notice that, whenever we have the partition P = {V0, V1, . . . , Vk} with an exceptional set V0, we
will consider the suitable partition to define the sets
−→
Eα,
←−
Eα and
−→
Eα as the partition where V0
is considered as a set of singletons ordered by some prefixed order (so to compute q).
Let P = {V0, V1, . . . , Vk} be a partition with exceptional set V0.
The sets
−→
Eα,
←−
Eα and Eα capture all the edges between Vi and Vj but never see the edges inside
Vt, for t 6= 0. This is not the case for the exceptional set because we consider it as a set of
singletons and all the edges inside V0 will be in some set E∗α. As done in the previous cases, we
consider the V0 as a set of its singletons to compute q, the function that will help us in proving
the Theorem. Also, the V0 will be, eventually, spread between the different new V ′i because the
definition on
−→
Eα, for example, depends on the order of the sets in the partition: we want that,
if an edge is from
−→
Eα, it remains in it under refinement of the partition. All the other remarks
concerning the ordering of parts in refinements that are applicable in the uncolored directed
case are applicable here as well.
We define, as before,
−→Pα as the partition defined by P with respect to the uncolored directed
graph whose edges are the ones in
−→
Eα seen as undirected an uncolored edges. We do the same
for all the possible directions and colors.
Now we just have to mimic the proof for the uncolored directed case.
Remark : If we find a partition P that makes, for every color α ∈ L, the three partitions −→Pα,←−Pα and Pα –regular in the undirected graph sense we will have that, the P is an l–regular
partition in the edge colored digraph sense as we have:
• |V0| < |V |: because, for every color α, the three partitions −→Pα, ←−Pα and Pα share the
same partition of V, P.
• |V1| = |V2| = . . . = |Vk|: by the same reason, the l = 3|L| partitions share the same
partition P.
• all but at most lk2 pairs with 1 ≤ i < j ≤ k are -regular: we need to put an l because
we are not sure if the ≤ k2 pairs that fail to be regular for −→Pα are the same pairs that
fail to be -regular for
←−Pα or for Pα, so the l-factor is needed as the pairs can be all
different.
As before we will achieve the –regularity partition in the edge–colored digraph case by finding
an (/l)–regular partition that makes all the
−→Pα, ←−Pα and Pα, for every α, (/l)–regular in the
undirected graph version. Notice that we will have a sure-much smaller exceptional set, but this
is fine since if |V0| < (/l)n then |V0| < n.
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In case that some partition,
←−Pα for exemple, fail to be an (/l)–regular partition, we simply
apply Lemma 1.5. We should maintain the relative order on the new partition of V , P ′, that
is a refinement of P as explained in the uncolored directed version in order to guarantee the
monotonicity of q under refinements.
As P ′ is a refinement of P and the edges remain in place (if e ∈ −→Eα(P) then e ∈ −→Eα(P ′)), for
every color α, q(
−→P ′α) ≥ q(
−→Pα), a(
←−P ′α) ≥ q(
←−Pα) and q(P ′α) ≥ q(Pα).
Because we have chosen
←−Pα (it were not (/l)–regular) we have increased q(
←−P ′α) to q(
←−Pα)+(/l)5/2
(at least) while, as is a refinement partition, all the other q(·) evaluations do not decrease (for
all other colors and directions). Maybe we have turned some already-(/l)–regular partitions
into irregular ones but, we have not decreased q(·). As q(·) is bounded from above by 1 we can
be sure that, before doing a maximum of s = 2l/(/l)5 iterations (l times the usual one-color
case number) we will reach an (/l)–regularity partition P for all the “graphs” −→Pα, ←−Pα and Pα
(and for every color!).
So we just have to adjust the constants, k and DMM , on the color and directed –regular sense
partition P. Let f(r) := r4r and s = 2l/(/l)5 (the number of iterations we know):
• k is such that s/2k ≤ /(2l) and k ≥ m the m given.
• DMM = max{fs(k), 2lk/}
If n ≤ DMM then k = n the partition is the trivial one: |V1| = . . . = |Vk| = 1.
If n > DMM take an V0 with minimal cardinality such that k (with s/2k ≤ /(2l)) divide
|V \ V0| and let {V1, . . . , Vk} a partition of |V \ V0| in k parts such that |V1| = . . . = |Vk|. The
fact that n > DMM ≥ 2lk/ ≥ k implies |V0| < k and |V0| < n/(2l) < (/l)n. We can proceed
with Lemma 1.5 applying to one of the l cases:
−→Pα, ←−Pα and Pα (for all α ∈ L) whenever that
partition is not /l–regular. We know we will find an -regular partition in the edge–colored
digraph sense with m ≤ k ≤ DMM = DMM(m, , |L|) after a maximum of s iterations. This
concludes the proof.
Notice that we could have composite colors and deal with them just by considering each com-
posite color as a new one. An edge with composite color r + b will be in the set E∗b in E
∗
r and
also in E∗r+b.

CHAPTER 3
The Removal Lemma
One of the most useful applications of the SzRL is the so-called Counting Lemma. The Counting
Lemma provides information on the (asymptotic) number of copies of a given subgraph H
contained in a graphG. This information is obtained from regular partitions ofG whose existence
is guaranteed by the SzRL.
In this chapter we present a Counting Lemma for directed arc-colored graphs (see Lemma 3.1).
This Counting Lemma is in turn used to prove three versions of the so–called Removal Lemma.
The Removal Lemma is a type of result which states that in a graph G which contains not many
copies of a given graph H, these copies can be eliminated by removing a small number of edges
in the graph. We first give the classical version of the Removal Lemma for graphs. We then
present the version for directed graphs and for edge–colored directed graphs. The versions of the
Removal Lemma we give in this chapter will be the core for the proofs of various applications
in Chapter 4 and Chapter 5.
Together the SzRL plus the Counting Lemma (also known as Key Lemma, see e.g. [15]) are
often known as the Regularity Method, as they form the basic machinery for many applications
mostly related with graph theory and combinatorics.
1. Counting Lemma for edge–colored digraphs
The SzRL assures that, given a positive integer m and an  > 0, we can find in every sufficiently
large graph an -regular partition into parts, or clusters of vertices, {V0, V1, . . . , Vk}. With this
partition we can consider the so–called reduced graph, R. The reduced graph associated to an
–regular partition {V0, V1, . . . , Vk} of G is the graph with k vertices, one for each set Vi but
the exceptional set. There is an edge between two vertices whenever the corresponding pair of
clusters is an -regular pair with density above a fixed d; because we want edges that represent
significantly the original graph, we safely can ignore edges joining regular pairs of low density,
and since there are not many irregular pairs, the total number of edges neglected is relatively
small. Thus the reduced graph captures the main structural properties of the original graph.
The Counting Lemma provides quantitative measures of the above generic statements.
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We will state and prove a Counting Lemma for edge–colored directed graphs. This general
version includes the uncolored (one only color) and undirected (every directed edge belongs to
a 2–cycle) versions.
Let L : E → L be an edge–coloring of a directed graph G = (V,E). We will use the notation
introduced in Chapter 2. Thus
−→
Eα(A,B),
←−
Eα(A,B) and Eα(A,B) denotes the sets of edges of
color α ∈ L directed from A to B, from B to A and belonging to a 2–cycle between A and B
respectively. We also denote by E∗α(A,B) one of the sets
−→
Eα(A,B),
←−
Eα(A,B) or Eα(A,B). By
an α∗–edge joining vertices u and v we mean either an edge from u to v, or an edge from v to
u or a 2–cycle with these two vertices, in all three cases colored by α. We define l := |L| if the
graph is undirected and l := 3 · |L| if G is directed.
Given a directed graph G = (V,E) we will construct the reduced graph R := R(G, d, ,L)
of G associated to a regular partition (in the sense of edge–colored directed graphs) V :=
{V0, V1, . . . , Vk}, with exceptional set V0, as follows:
• Delete the exceptional set and any edge that has a vertex in V0.
• Delete the edges inside each cluster.
• Delete all the edges between -irregular pairs.
• Take the quotient graph by the relation induced by the partition and name its vertices
v1, . . . , vk, where vi stands for the cluster Vi.
• Put an edge labeled α∗ from vi to vj if there is a set of surviving edges E′∗α (Vi, Vj) with
density d∗α(Vi, Vj) more than d. If |
−→
Eα
′(Vi, Vj)| > d|Vi||Vj | then put an edge labeled −→α ,
if |←−Eα′(Vi, Vj)| > d|Vi||Vj | put an edge labeled ←−α and if |Eα′(Vi, Vj)| > d|Vi||Vj | then
put another edge labeled α.
The above procedure gives an undirected multigraph with at most l parallel edges where an
α∗-labeled edge between joining vertices vi and vj corresponds to at least d |Vi| |Vj | edges in
E∗α(Vi, Vj) and we know that (Vi, Vj) is an –regular pair.
Let H be a subgraph of G with h vertices. Let R := R(G, d, ,L) be the reduced graph of G
associated to an –regular partition V := {V0, V1, . . . , Vk}. We say that a map φ : V (H)→ V (R)
is an homomorphism from an edge-colored digraph to an edge-colored multigraph if, whenever
there is an α∗ edge between v and w then there is an α∗-labeled edge between φ(v) and φ(w).
We write H → R if there is such an homomorphism from H to R. We also denote by |H ⊂ G|
the number of subgraphs isomorphic to H in G. We can now state a Counting Lemma that is
a mixture from the [15, Theorem 2.1] and the [1, Lemma 4.1].
Lemma 3.1 (Counting Lemma for edge–colored directed graphs). Let d ∈ (0, 1) and  > 0 be
given. Let H be an edge–colored directed graph of order h. Let G be a graph of order n and let
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R = R(G, d, ,L) be a reduced graph of G corresponding to an –regular partition with cluster
size m. Let δ := d−  and 0 := δh/(l h+ 2).
If  ≤ 0, h < 0m and
H → R,
then
|H ⊂ G| >
(
0
h
√
h!
m
)h
.
Remark : The conditions on 0 are not too restrictive and they can be achieved by
• concerning h, we just need to take n large enough,
• concerning the relationship between  and 0, once d is arbitrarily small but fixed, we
just have to choose  sufficiently small: the difference between d and  will make δh
large enough so to achieve  ≤ δh/(l h + 2). See the proof of the Corollary 3.3 as an
example.
The inequalities  ≤ 0, h < 0m are just technical conditions, but important for everything to
work, as the proof will show.
1.1. Proof. First we prove an interesting property about the regular pairs. Let Nα
∗
Y (v)
count the number of neighbours of v in Y connected with an α∗–edge.
Proposition 3.2. Let (A,B) be an -regular pair of an edge–colored directed graph with densities
d∗α := d∗α(A,B).
If Y ⊂ B has cardinality at least |B|, then for all but at most l|A| vertices v ∈ A, the inequalities
Nα
∗
Y (v) ≥ (d∗α − )|Y | hold for every color and direction α∗.
Proof. If (A,B) is -regular we know that, for each pair X ⊂ A and Y ⊂ B such that
|X| > |A| and |Y | > |B|
we have
|d∗α(X,Y )− d∗α| < , for all α∗.
Suppose that there is a subset Xα∗ ⊂ A with |Xα∗ | > |A| such that, for all v ∈ Xα∗ , we have
Nα
∗
Y (v) < (d
∗
α − )|Y |, then, d∗α −Nα
∗
Y (v)/|Y | > . But
d∗α(Xα∗ , Y )− d∗α =
∑
v∈Xα∗ N
α∗
Y (v)
|Xα∗ | |Y | − d
∗
α
<
(d∗α − )|Y | |Xα∗ |
|Xα∗ | |Y | − d
∗
α
= −
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which makes the pair (A,B) -irregular. Therefore, a set Xα∗ for which the inequality
Nα
∗
Y (v) ≥ (dα∗ − )|Y |
does not hold has size |Xα∗ | ≤ |A|. Since |
⋃
α∗ Xα∗ | ≤
∑
α∗ |Xα∗ | ≤ l|A|, all the inequalities
Nα
∗
Y (v) ≥ (dα∗ − )|Y | hold for all v ∈ A except for the vertices in a subset of A of size at most
l|A|. 
With this proposition proved we begin the proof of Lemma 3.1. Take the given d and . Define
δ := d − . Let incrH : H → R be an homomorphism. Let u1, . . . , uh be the vertices of H and
denote by vσ(i) = incrH(ui).
First replace each vertex vi in R by an m-cluster Vi (a cluster with m vertices) with no edges
inside. If between the vertices vi and vj in R we have an α∗-labeled edge then between the
corresponding clusters (Vi, Vj) we will build an -regular pair with at least dm2 edges of type
α∗. Let us call G′ to that graph.
Let us show that there are many copies of H in G′. We proceed iteratively: first we will find
some candidates to be v1, some others to be v2, and so on till find a set of candidates to be vh
such that the subgraph spanned by v1, . . . , vh in G′ contains H as a subgraph.
In fact, the process will be dynamic: the size of the set where vi belongs to will depend on
(because the set itself will depend on) the choice of vj for all j < i. The dependence is on the
number of edges that have some vj as one of its ends and vi in the other one, and, since the
choice of vj had itself depended on the preceding vk’s, vi depend on the choice of the preceding
vj ’s for all j < i. But we will show that, if we choose them in a certain way, thanks to the
-regularity, we will be able to ensure that the size of this set will be large enough, no matter
the choice of vj ’s.
We will see that we can choose v1 from a set such that, for any choice of v1 inside this set, we
will be able to build sets for vi (for all i = 2, . . . , h) such that the size of those sets are large
enough and, even if the sets depend on the possible choice of v1, the size of the sets has a lower
bound which is independent of that choice.
Let us define these sets. Let Ci,j be the set where vi will belong to at step j (this is, after
choosing the first j elements of the copy of H inside G′). Initially Ci,0 = Vσ(i) with |Ci,0| = m,
and in fact Ci,j ⊆ Vσ(i) for all i and j < i. If we select vj ∈ Cj,j−1 to be the j–th vertex from
one copy of H inside G′ we should update the existing Ci,j−1: we must intersect the current set
Ci,j−1 with a proper neighbourhood of vj : if ui and uj are connected with an edge α∗ in H then
Ci,j = Ci,j−1 ∩ Nα∗G′ (vj) = Nα
∗
Ci,j−1(vj). This is: we intersect the current set Ci,j−1 containing
the candidates for vi with the α∗-neighbourhood of vj in G′; if there is no edge joining ui with
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uj then we set Ci,j = Ci,j−1. We should do this intersections with all the H-neighbours of uj
that have an index bigger than j (as the other vertices has been already chosen) because, if we
have selected vj , all his H-neighbours should be reflected in G′-neighbours if we want a copy of
H inside G′.
Once we know what we will do, we want to do it right, this is, we want Ci,j to be quite big for
all j < i so that we have many choices when the time i to select vi arrives. At this point we
will use the -regularity. As all the edges in R are now many edges (more than dm2 per type)
that form an -regular and high-density pair, we can try to apply Proposition 3.2 that tells us
about minimum size neighbourhoods in “high” density -regular pairs. To apply Proposition
3.2 we must have that |Ci,j−1| > |Vσ(i)| (as is the “arrival set” we want to intersect with the
neighbourhood of vj). We should manage to achieve this lower bound for all i > j such that
(vj , vi) ∼ (uj , ui) is an edge of H. Let us suppose we are in the hypothesis of Proposition 3.2:
we know that all but at most l|Vσ(j)| vertices in Vσ(j) are such that:
|Ci,j | = |Nα∗Ci,j−1(vj)| ≥ (d∗α − )|Ci,j−1| ≥ (d− )|Ci,j−1| = δ|Ci,j−1|.
As H has h vertices it can happen that at each choice with i > j we have to exclude l|Vσ(j)| as
candidates for vj . Since it may happen that many vertices belong to the same cluster Vσ(j), we
have at least |Cj,j−1| − lh|Vσ(j)| candidates for vj .
So we have, for any i > j (as we have done a maximum of h iterations):
|Ci,j | − lh|Vσ(j)| − h ≥ δhm− lhm− h = (δh − lh)m− h.
In order to apply Proposition 3.2 we should have δhm− lhm− h > m. At this point we need
that:
(δh − lh)m− h = (0(l h+ 2)− lh)m− h ≥ 20m− h > 0m ≥ m = |Vσ(p)|.
The first equality comes from the definition of 0 in the lemma statement, the other inequalities
come from the relation of 0 with  and h.
Now we are nearly finished: once we know the size of each Ci,j at every step we know that, with
independence of the previous selections, we have > 0m ≥ m possible choices for vj , for every
j. Therefore,
|H ⊂ G′| > (0m)h =⇒ |H ⊂ G| > (0m)h
Because we have just used the elements that share both G and G′: the -regularity condition
and the Regularity Lemma. We have built a graph G′ that, maybe, it is not a subgraph of G
but, as we have not used properties of G but the cluster configuration (that both of them share)
we have proved the claim.
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Remark : Here we have counted the vertex-labelled copies of H as subgraphs of G, if we want
vertex-unlabeled copies, as is the case, we can be sure that |H ⊂ G| > (0m)h/h! = (0/ h
√
h!)hmh.
We can simply divide by h!: the maximum order of the automorphism group of H.
With this remark we have finished the proof.
Notice that this h! factor can be better if the map incrH has nice properties: if incrH is an
homomorphism, the sets Vσ(i) do not intersect and then we can reduce it to 1. This is the case
when we are finding complete subgraphs in G.
2. The Removal Lemma: undirected case
Once we have the Counting Lemma 3.1 it is fairly easy to proof the Removal Lemma for the
various cases: undirected, directed and multicolored graphs. The Removal Lemma has many
applications, both the direct statement and the reciprocal one. It will allow us to prove the
(6, 3) Theorem as well as the Roth’s theorem (see Chapter 4 and [21], for the Roth Theorem see
[20]). Also, the Removal Lemma for directed graphs will allow us to prove the [12, Theorem
1.5] in another way (Theorem 5.2 in this work).
We start with the Removal Lemma for the undirect case which was an observation made by
Fu¨redi.
Corollary 3.3 (Removal Lemma for Graphs). For every β > 0. Let Gn be a graph with n
vertices and a subgraph H ⊂ Gn. If there is a γ = γ(β,H) > 0 such that Gn is a graph with at
most γnh copies of H, then by deleting at most βn2 edges one can make Gn H-free.
Note : The relation between β and γ is explicit and if we have a graph with o(nh) H-subgraphs,
then we can let β →n→∞ 0, so we can delete o(n2) edges.
This will be a corollary of the Counting Lemma 3.1 with one color and for the undirected
graph case (directed case with all the edges as 2–cycles). This is: l = 1. We can invest the
βn2-deletable edges in converting a graph into its reduced graph: once find a regular partition,
remove all of the edges that the reduced graphs does not represent and then use the Counting
Lemma. As the maximum number of clusters is bounded, we should be able to put the size of
the cluster as a function of n, and hence, find many copies of H inside Gn.
Proof. Let d be an edge density and let  > 0 be a constant with d > . Let G be a
graph with n vertices. Let m be the minimum number of clusters allowed. Find an -regular
partition for G, P = {V0, V1, . . . , Vk}, with p = |V1|. Let M = M(,m) be the upper bound for
the number of partition sets given by the Regularity Lemma with m as the lower bound.
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Remark : As m ≤ k ≤M we have that kp ≤ n and p ≥ n/M
Lets see how many edges should be removed to get the Reduced Graph:
• Remove the edges that touch V0: if we suppose the vertices in V0 has maximum degree
then ≤ |V0|n < n2 total edges.
• Remove the edges inside each Vi, i 6= 0: those are ≤ k
(
p
2
) ≤ kp2/2 ≤ n22k .
• Remove the edges that are between two non--regular pairs: ≤ k2(p2) ≤ (kp)2/2 ≤
(/2)n2.
• Remove the edges that, although they are between an -regular pair, they compute a
density less than d: suppose all the pairs are like so this makes ≤ (k2)dp2 ≤ dn2/2 total
edges.
Lets name this graph G′.
We have that if P is an -regular partition we can produce a reduced graph by deleting at most:
n2 +
n2
2k
+
n2
2
+
dn2
2
=
(
+

2
+
d
2
+
1
2k
)
n2
So if we choose the minimum number of clusters as m = 1/, also take d = β and choose  with
β/3 >  and such that  ≤ (β− )h/(2 + h) = 0, we will be able to apply the Counting Lemma.
By letting  = (β/4)h is enough: with this we have removed less than βn2 edges. We can find
this number by: if 0 ≥  then:
(d− )h
h+ 2
≥  =⇒ h ln(β − )− ln() > ln(h+ 2) =⇒ h ln
(
β − 
h
√

)
≥ ln(h+ 2)
So if we let  = (β/4)h we have:
h ln
β −
(
β
4
)h
β
4
 ≥ ln(h+ 2) =⇒ h ln( 34ββ
4
)
≥ ln(h+ 2) =⇒ h ln (3) ≥ ln(h+ 2)
as we want, because we can reverse the implications.
Now we have two possible configurations: the graph that remains after deleting those edges can
be H-free or not.
Suppose that G′ is not H-free: this means that we could transform G′ into the Reduced Graph
R (by continuing the process: collide the vertices in the same Vi to vi, etc.) and find a monomor-
phism incrH from H to R so that H → R. We can construct this map by sending each vertex
ui from H into the vertex in R following the copy of H in G′: each vertex uj of H will go to a
cluster, say Vi: decide to send incrH(uj) = vi, where vi is the representant of Vi in the reduced
graph. The application is well defined because we are just using edges that are from -regular
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pairs and with densities more than d. In this case we have found not just one copy of H but
many. Applying the Lemma 3.1, using the remark that follows the lemma and the chose of  we
have:
|H ⊂ G| >
(
0p
h
√
h!
)h
≥
(
p
h
√
h!
)h
≥
(
n
M h
√
h!
)h
=
(
(β/4)hn
M h
√
h!
)h
=
(
(β/4)h
M h
√
h!
)h
nh.
So if we let γ =
(
(β/4)h
M
h√
h!
)h
the proportion of copies of H in G, we are sure that in G′ there would
be no copy of H: so G′ is H-free (if there where some copy, we would have a contradiction).
We have found a sure-threshold for the number of copies of H in G that can be deleted by
removing a maximum of βn2 edges in G. We have proved the claim because M is just dependent
on  and m, and therefore on β. 
We can reformulate the Removal Lemma: if Gn is a graph with o(nh) copies of H, we can, by
deleting o(n2) edges of Gn let G′n be H-free.
The speed as we can let β →n→∞ 0 when we let γ →n→∞ 0 is remarkably slow as every time
that we slightly change the  in the Regularity Lemma, we would get large variations on M .
Now we make explicit the reciprocal statement of the Removal Lemma as, for some applications,
it will be useful.
Corollary 3.4 (Reciprocal: Removal Lemma for Graphs). Let Gn be a graph with n vertices.
If G has at least O(n2) edge-disjoint copies of H, then the total number of copies is O(nh).
Proof. If G have O(n2) edge-disjoint copies of H we need to remove, at least O(n2) edges of
G (at least one per edge-disjoint copy) to make G H-free. Therefore the total number of copies
should be O(nh): because if there were asymptotically-less copies of H, this is o(nh), using the
Corollary 3.3 we would be able to find a set of edges with size o(n2) such that, by deleting this
set we would make G H-free, but this is not case as we need O(n2) edges to be removed. 
3. The Removal Lemma: directed and colored cases
Once proved the Removal Lemma for the undirected graph case, the other two cases are proved
similarly but by adjusting the constants and the argument: we will proof the directed and
colored case and the monocolored direct case will follow. First we state both lemmas:
Corollary 3.5 (Removal Lemma for Directed Graphs, [1]). For every β > 0. Let G = Gn be a
digraph of order n and a subgraph H ⊂ G, if there is a γ = γ(β,H) > 0 such that Gn is a graph
with at most γnh copies of H, then by deleting at most βn2 edges one can make Gn H-free.
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Note : The relation between β and γ is explicit and if we have a collection of graphs with o(nh)
H-subgraphs, then we can let β →n→∞ 0, so we can delete o(n2) edges.
And the colored version:
Corollary 3.6 (Removal Lemma for Directed and Colored Graphs). For every β > 0 and set
of colors L. Let G = Gn be a digraph with n vertices, with colors in L. Let H be a colored
digraph with h vertices. If there is a γ = γ(β,H, |L|) > 0 such that Gn is a graph with at most
γnh copies of H, then by deleting at most βn2 edges one can make Gn H-free.
Note : The relation between β and γ is explicit and if we have a collection of graphs with o(nh)
H-subgraphs, then we can let β →n→∞ 0, so we can delete o(n2) edges.
Proof of the colored case. Let β > 0 be a constant: the proportion of edges we want
to remove at most. Let d be a density, let  > 0 be a constant, let G be the graph an H the
subgraph, let L be the color set. Let 0 be the one defined in the Counting Lemma 3.1 and such
that fulfills the hypothesis for 0 in the Counting Lemma. Let l = 3|L|. Let m be the minimum
number of sets in the regular partition.
Apply the Regularity Lemma for directed and edge–colored graphs (Lemma 2.4) to G and let
P = {V0, V1, . . . , Vk} be the -regular partition that outputs the lemma, also let DMM be the
upper bound for k. With this we can find the Reduced Graph: let R = R(G, d, ,L) be the
reduced graph of G with the partition P. Let p = |V1| be the size of the clusters.
Remark : As m ≤ k ≤ DMM we have that kp ≤ n and p ≥ n/DMM
If we let γ =
(

DMM
h√
h!
)h
we can be sure that there would be no “monomorphism” incrH from
H to R since, if there were one, we would get more than γnh copies of H inside G, contradicting
the hypothesis. That is because if H → R then we can apply the Counting Lemma and have:
|H ⊂ G| >
(
0
h
√
h!
p
)h
≥
(

h
√
h!
p
)h
≥
(

h
√
h!
n
DMM
)h
= γnh.
Now we just have to find that we can, by deleting at most βn2, find a subgraph of G such that:
its reduced graph R′ will be a subgraph of R, hence, we would not get that H → R′.
Take G and the partition P.
• Remove the colored edges that touch V0: if we suppose the vertices in V0 have maximum
degree then ≤ 2|V0|n ≤ 2n2 edges.
• Remove the colored edges inside each Vi, i 6= 0: if we suppose we have the complete
graph K|Vi| then all those edges are ≤ kp2 ≤ n
2
k .
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• Remove the colored edges that are between two non--regular pairs: if we suppose there
are all the edges in that pair ≤ k2p2 ≤ (kp)2 ≤ n2.
• Remove the colored edges that, although they are between an -regular pair, they
compute a density less than d (with the given color α∗): we can suppose all the colors
have density less than d, so the total number of edges ≤ ldp2(k2) ≤ ldn2/2.
Lets name this graph G′. Lets continue to build the Reduced Graph doing the quotient and
place an edge labeled α∗ whenever we have an -regular pair and a density of edges colored with
α∗ larger than d. We could find that some pairs that where -regular now they are -irregular
because we have sets of edges with non-empty intersections: when we have deleted an α color
because we have not reach the density d we have, maybe, deleted some edges from ←−α necessary
for the -regularity of that pair of clusters. But we can sure that the resultant reduced graph
R′ is a subgraph of R, hence we could not have H → R′.
Lets omit the pairs that are not -regular after deleting some edges because of the lack of density.
If we place edges in the Reduced Graph R′ between pairs of vertices whenever the color still
have more density than d and the pair was originally -regular we would get, another time, a
subgraph of R, say R′′, R′′ ⊂ R.
In both ways we cannot use the remaining edges to build copies of H in G′, since we cannot use
edges with colors α∗ with more density than d and between -regular pairs to build copies of H
inside G, hence we have deleted all the γnh copies of H.
Now we should fulfill all the hypothesis of the Counting Lemma 3.1 and delete less than βn2
edges.
So we have deleted at most:
2n2 +
n2
k
+ n2 +
ldn2
2
=
(
3+
1
k
+
ld
2
)
n2
If we choose in the Regularity Lemma m = 1/ (the minimum number of clusters), d = β/l and
choose  with β/5 ≥  and such that  ≤ (d − )h/(2 + lh) = 0 we will be able to apply the
Counting Lemma. By letting  =
(
β
5l2
)h
is enough. With this we have removed less than βn2
edges. To find this  =
(
β
5l2
)h
we can proceed with the same strategy used in the undirected
graph case (see the proof of the Lemma 3.3).
Thus we have γ =
( (
β
5l2
)
DMM
h√
h!
)h
.
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We have proved the claim because DMM is just dependent on  and m, and therefore, by the
election of , on β (m = 1/ in our case). 
If we have that our number of copies of H is o(nh), as n → ∞ (this is γ →n→∞ 0), we are
allowed to reduce our threshold γ, and, therefore our β; in fact, we can let β →n→∞ 0.
Remarks :
• By letting l = 3 we have also proved the Collorary 3.5: the Removal Lemma for
digraphs.
• The same arguments for the undirected graph case can be applied here, so we can
reformulate both Removal Lemmas by saying that: if Gn is a colored digraph of order
n and we have o(nh) copies of a colored subdigraph H in Gn, then we can remove o(n2)
edges so to make Gn H-free.
• Although we will not use them in this work, the reciprocals of both lemmas are also
worth a mention. They say the same as in the undirected graph version: if we have
O(n2) colored diedge-disjoint copies of H then we should have a total of O(nh) copies
of H inside G.
We will use those corollaries, both the undirected an the directed cases, extensively in the
following chapters.

CHAPTER 4
Classical Applications
The early applications of the Regularity Method where in Combinatorial Number Theory and
Extremal Graph Theory. In this chapter we discuss two of the main achievements which histori-
cally motivated the interest in the method. The first one is a proof of the Erdo˝s–Stone Theorem.
Although the Erdo˝s–Stone Theorem was obtained two decades before the SzRL, it is generally
acknowledged that the proof using the SzRL is far more transparent and illustrative than the
other proofs known.
The second classical example is the so–called (6, 3)–problem, which was connected with the
original motivation of the SzRL. The (6, 3) Theorem of Ruzsa and Szemere´di provides a quite
simple combinatorial proof of Roth’s Theorem which states that a set of integers with positive
density contains 3–term arithmetic progressions. We include this simple proof here as well. It
was shown by Varnavides [27] that in fact, the number of 3–term arithmetic progressions is, in
order of magnitude, as large as it can be. Namely, for a set A of positive density and N large
enough, the set A ∩ [1, . . . , N ] contains O(N2) three–term arithmetic progressions. This last
result can be also derived from the Removal Lemma.
1. The Erdo˝s-Stone Theorem
Extremal Graph Theory is generally concerned with evaluating the maximum edge density of
an H–free graph. The first result of this type is the Theorem of Tura´n which considers the case
H = Kp. The Erdo˝s–Stone Theorem is a far reaching statement which shows that the maximal
number of edges in an H–free graph depends essentially on the chromatic number of H.
1.1. The Theorem of Tura´n. In this section we present the well–known Tura´n’s Theorem
from 1941. This theorem was the starting point of Extremal Graph Theory: Tura´n asked about
the maximum number of edges a graph with n vertices can have without containing a complete
graph with p vertices, Kp, as a subgraph.
This theorem, along with the SzRL and its applications, will allow us to give a proof for the
Erdo¨s–Stone Theorem in a way that illustrates how the SzRL is used in extremal problems.
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Theorem 4.1 (Tura´n, 1941, [25]). Let G be a graph with n vertices without Kp as a subgraph.
Then
E(G) ≤
(
1− 1
p− 1
)
n2
2
Which implies that, if a graph has more than
(
1− 1p−1
)
n2
2 edges, then it should have Kp ⊂ G.
The bound given by Theorem 4.1 is tight. The extremal examples are the so–called Tura´n graphs
which are complete multipartite graphs with p− 1 clusters of equal size (or almost equal size).
1.2. The Erdo¨s-Stone with the Regularity Method: an example of use. The proof
of the Theorem of Erdo˝s-Stone follows one of the most typical strategies involving the use of
the SzRL. First we use the Regularity Lemma in order to have information about the graph:
this usually is done by computing the reduced graph. Apply a classical theorem for graphs on
R, in this case the Tura´n Theorem, and then try to get back to the original graph with the new
information.
We introduce some notation. Let H be a family of graphs: ex(n,H) denotes the upper bound
for the number of edges a graph of order n can have without containing none of the graphs
H ∈ H as subgraphs. If the number of edges in an H–free graph attains the bound ex(n,H), we
say that it is extremal for H. The notation Kp(t, . . . , t) stands for the graph where there is a
cluster with t vertices for every vertex in Kp and we put the edges of the subgraph Kt,t instead
of a simple edge between each pair of clusters. The original form of the theorem is as follows.
Theorem 4.2 (Erdo˝s-Stone, 1946, [9]). For every p ≥ 2 and t ≥ 1,
ex(n,Kp(t, . . . , t) =
(
1− 1
p− 1
)(
n
2
)
+ o(n2).
In fact, we will prove that, for every p ≥ 2 and t ≥ 1, every sufficiently large graph G of order
n such that
|E(G)| ≥
(
1− 1
p− 1
)(
n
2
)
+ γn2.
for some fixed γ > 0, contains Kp(t, . . . , t) as a subgraph.
Proof. The idea of the proof is the following: if we can have, in the reduced graph R of
some regular partition of G, enough edges to be sure that Kp ⊂ R then, by using the Counting
Lemma, we will be sure to find Kp(t, . . . , t) in G.
We first select a density d an  > 0 and the minimal number m of clusters. We apply the SzRL
and find an -regular partition P = {V0, V1, . . . , Vk} with V0 the exceptional set. We should find
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the reduced graph and count how many edges it has. Let l = |V1| be the common size of each
part of the partition. Then do the following: find the reduced graph R and count the edges.
• Delete the edges inside V0. There are at most 122n2 of them.
• Delete the edges that connect V0 with the other vertices, at most nkl.
• Delete the edges inside each cluster Vi. There are at most
(
l
2
)
k ≤ 12kl2 of them.
• Delete the edges between -irregular pairs. As there are no more than k2 irregular
pairs we delete at most ≤ k2l2 of them.
• Delete the edges between pairs with edge-density lower than d. This results in at most
≤ (k2)dl2 ≤ 12k2dl2 deletions.
We thus obtain the reduced graph. As we want to count the number of edges in R, we should
notice that every edge in R corresponds to at most l2 edges in G since we are switching an entire
pair for a single edge. Hence
|E(G)| ≤ 1
2
2n2 + nkl +
1
2
kl2 + k2l2 +
1
2
k2dl2 + |E(R)| · l2
Note that, since m ≤ k and there is an exceptional set, we have kl ≤ n.
As we want to estimate a lower bound for |E(R)|:
|E(R)| ≥ 1
l2
(
|E(G)| − 1
2
2n2 − nkl − 1
2
kl2 − k2l2 − 1
2
k2dl2
)
≥ 1
2
k2
(
|E(G)| − 122n2 − nkl − 12kl2 − k2l2 − 12k2dl2
1
2k
2l2
)
≥ 1
2
k2
(
|E(G)| − 122n2 − nkl
1
2k
2l2
− 1
k
− 2− d
)
≥ 1
2
k2
(
|E(G)| − 122n2 − nkl
1
2n
2
− 1
k
− 2− d
)
≥ 1
2
k2
(
|E(G)|
1
2n
2
− 2 − 2nkl
n2
− 1
k
− 2− d
)
≥ 1
2
k2
(
|E(G)|
1
2n
2
− 2 − 2− 1
k
− 2− d
)
≥ 1
2
k2

(
1− 1p−1
) (
n
2
)
+ γn2
1
2n
2
− 2 − 4− 1
m
− d

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≥ 1
2
k2

(
1− 1p−1
)
n2/2
1
2n
2
−
(
p− 2
p− 1
)
1
n
+ 2γ − 2 − 4− 1
m
− d

≥ 1
2
k2
((
1− 1
p− 1
)
− 1
n
+ 2γ − 2 − 4− 1
m
− d
)
Therefore, if we have
|E(R)| > 1
2
k2
(
1− 1
p− 1
)
,
the Tura´n bound for Kp, then R contains Kp as a subgraph. In order to blow–up this copy
to Kp(t, . . . , t) we have to check that the conditions of the Counting Lemma hold. We should
manage to get:
− 1
n
+ 2γ − 2 − 4− 1
m
− d > 0
By letting d = γ/3, m > 3/γ and  ≤ (γ/16)pt, for example, for an n large enough we will be
able to meet the requirements. Also, with this choice we are allowed to use the Counting Lemma
because 0 = (d − )pt/(2 + pt) is greater than  and for an n large enough we will be able to
find enough room for an  portion of l = |V1| to be greater than t, since we know there will be
no more than t vertices per Vi.
Once we have a copy of Kp inside R we proceed into building the homomorphism incrKp(t,...,t) :
Kp(t, . . . , t) → R in a natural way: send the first cluster of t vertices where the first vertex of
Kp goes, and so on for the rest of the clusters of Kp(t, . . . , t). By the preceding comments, if n
is large enough we would be able to apply the Counting Lemma and, hence, assure a copy of
Kp(t, . . . , t) in Gn. 
One of the important points in the above proof was to be sure that the vast majority of the
edges where outside the clusters: this is done by increasing m. Once this is made we can be
sure to delete few edges by choosing a small enough d and  but ensuring that the difference is
large enough so the -error do not damages the relatively many edges that d gives to us (at this
stage the 0 appears). Finally, we just need to choose n large enough so we can be sure to have
some vertices inside the clusters to be susceptible to be chosen as vertices of the Kp(t, . . . , t) as
a subgraph of Gn.
Now we know that ex(n,Kp(t, . . . , t)) should be such that
ex(n,Kp(t, . . . , t)) ≤
(
1− 1
p− 1
)(
n
2
)
+ o(n2)
as the (small but fixed) γ cannot exist.
2. THE (6,3)–THEOREM OF RUZSA AND SZEMERE´DI 47
On the other hand, the above inequality cannot be strict since we know, by Tura´n’s Theorem
that ex(n,Kp(1, . . . , 1)) >
(
1− 1p−1
) (
n
2
)
. Hence equality must hold, proving the theorem.
An important consequence of the Erdo˝s–Stone Theorem pointed out by Erdo˝s and Simonovits in
[8] is the following. Since every p–colorable graph is a subgraph of Kp(t, . . . , t) for large enough
t, if we have a finite family of graphs L with a minimal chromatic number χ(L) = min{χ(L) :
L ∈ L} then
ex(n,L) =
(
1− 1
χ(L)− 1
)(
n
2
)
+ o(n2),
as we should not have Kp(t, . . . , t) as a subgraph, and we need to exclude Kp(t, . . . , t) because
excluding Kp−1(t, . . . , t) is not enough. This is the usual modern formulation of the Erdo˝s–Stone
Theorem.
2. The (6,3)–Theorem of Ruzsa and Szemere´di
The so-called (6,3)–Theorem was proved in 1976 by Ruzsa and Szemere´di. They used it to
prove Roth’s Theorem on the existence of 3–term arithmetic progressions in sets of integers
with positive density. Their proof uses the original version of the Regularity Lemma just for
bipartite graphs (see [21]). The proof we give here is slightly different, but uses the same
background tool: the Regularity Lemma and the Removal Lemma for triangles.
A 3-uniform hypergraph is a hypergraph all the hyperedges of size three. With this definition
we can state the (6, 3)–Theorem.
Theorem 4.3 (The (6,3)-Theorem, Ruzsa-Szemere´di 1976, [21]). If Hn is a 3-uniform hyper-
graph on n vertices such that no set of six points contains three or more edges, then e(Hn) =
o(n2).
Proof. First we will translate the problem from the 3-uniform hypergraph to a problem on
a graph. We will change each hyperedge of Hn by a K3, a triangle: but we should check and
analyze the output graph, finding out how are the triangles we get in the new graph. Let Gn be
a graph with the same set of vertices V as the hypergraph Hn. For every 3-hyperedge {v, u, w}
in Hn we will put the edges vu, uw and vw in Gn, hence forming a K3.
Claim 1: If two hyperedges in Hn share two vertices, then they are “alone”, that is, the vertices
in these two hyperdges are not incident with a further hyperedge of Hn .
Proof. Suppose that h1 and h2 are two hyperedges from Hn which share two vertices: in
that case, we have already two triangles in four vertices say {v1, v2, v3, v4}. If we have some
other 3–hyperedge, say h3 with some vi with 1 ≤ i ≤ 4, say v1, v5, v6, we would have three
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triangles (or three hyperedges) in six points contradicting our assumption. Hence, the vertices
{v1, v2, v3, v4} can only see 2 hyperedges of Hn. 
If we exclude the first case, where two hyperedges share two vertices, all the other triangles
that come from an hyperedge are edge-disjoint. Call G′ the graph obtained from considering
only 3-hyperedges that turned out to be edge–disjoint triangles . Let us suppose now that we
can find some Hn with no (6, 3)–configuration such that e(Hn) = Ω(n2), in this case, as the
maximum number of 3-hyperedges that share two vertices with some other hyperedge (an hence,
forms two non-edge-disjoint triangles) should be n/2 or less, we can be sure there will be still
Ω(n2) edge–disjoint triangles. As the 3-hyperedged triangles we have excluded are “alone” we
can focus on the set of vertices with Ω(n2) edge-disjoint triangles.
Now we can apply the Removal Lemma to the present context to deduce that the total amount
of triangles in G′ ⊂ G will be Ω(n3). Indeed, if G′ contains o(n3) triangles then we could remove
them by deleting o(n2) edges. However, since G′ contains Ω(n2) edge–disjoint triangles, this
cannot be the case. Thus we should find some new triangles in the graph, different from the
ones that come from 3-hyperedges.
Let T be one of these new triangles. As G and G′ have only edges that come from a 3-hyperedge,
T only have edges of that type. Also T must have edges from three different triangles, since if T
receives two edges from the same edge-disjoint triangle, then it should receive the third one. We
will call t1, t2 and t3 the three T -edges and T1, T2 and T3 the respective edge-disjoint triangles
they come from.
We claim that this T , more precisely the three edge-disjoint triangles that hold each one of
the edges of T , form a configuration where there are six points with three triangles. This is so
because if T is built from t1, t2 and t3 then:
• if t1 = uv then t2 = uw (or t2 = vw), because they are form T .
• if t1 = uv and t2 = uw then t3 = vw because they should form the T .
So we have that T1 = {u, v, h1}, T2 = {u,w, h2} and T3 = {v, w, h3}. But now we see that T1, T2
and T3 are three triangles on six points: {u, v, w, h1, h2, h3}; this is a contradiction with the fact
that Hn has no such configuration, because G′ has only edges that comes from 3-hyperedges in
Hn. So the number of hyperedges in Hn should be no more than o(n2). 
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3. The Roth’s Theorem
Roth [20] proved in 1953 that a set of integers in [N ] which contains no 3–term arithmetic
progressions must have cardinality o(N). The original proof uses harmonic analysis. Although
the proof using the SzRL through the Removal Lemma give us a worse bound than the original
one (see [20] or [24] and the better bound found by Bourgain in 1999, see [6]), it reflects the wide
ranges where the Regularity Lemma can be applied and the simple combinatorial arguments that
can be derived from it.
Let r3(N) denote the size of the maximum subset of [N ] that does not contain any three elements
in non-trivial arithmetic progression.
Theorem 4.4 (Roth, 1953, [20]). The function r3(N) is o(N).
Proof. Let A ⊂ [N ] be a set with size r3(N) such that there is no arithmetic progression
in A, so a maximal one. We want to see that |A| must be o(N). For this purpose we will build
a graph G. Take three sets of disjoint vertices: V1 = [N ], V2 = [2N ] and V3 = [3N ]. Let the set
of vertices V of G be V (G) = V1 ∪ V2 ∪ V3. To construct the edges in G we will use the set A.
For every element g1 with g1 ∈ V1 we will connect it to g1 + A ⊂ V2. That is, if there exists
a g2 ∈ V2 such that g1 + ai = g2 for some ai ∈ A then connect g1 and g2 by an edge. Do the
same between V2 and V3: connect every element g2 ∈ V2 to g2 + A ⊂ V3. Let 2 · A denote the
set of integers such that every element is twice an element of A. Finally connect V1 with V3
using 2 ·A: that is, connect every element g1 ∈ V1 with g1 + 2A ⊂ V3. We would have a triangle
in G if and only if we have three numbers in arithmetic progression, since if x, y and z are in
arithmetic progression, with x ≤ y ≤ z, then x + z = 2y. For any given 3–term arithmetic
progression we have N copies of that arithmetic progression in the graph: one for each g1 ∈ V1.
For every vertex g1 ∈ V1 we will get |A| edge-disjoint triangles with g1 as a vertex since we have
|A| trivial 3–term arithmetic progressions (the ones with zero difference), that gives a total of
|A|N edge-disjoint triangles. Also we have that every edge is from one, and only one, of this
edge-disjoint triangles. Notice that the total amount of vertices is 6N = O(N).
Now we can use the (6, 3)–Theorem, or the Removal Lemma, to know that we can only have a
maximum of o(N2) edge-disjoint triangles if we don’t want them to generate another triangle:
the non-trivial arithmetic progression. Hence the size of A should be no more than o(N). 
3.1. Lower bounds on the (6, 3)–problem. We have seen that if we have O(N2) edge-
disjoint triangles or, similarly, O(N) integers in [N ], we would get either a new triangle or a
non-trivial arithmetic progression. This is: we have found upper bound for the r3(N) function or,
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for the maximum number of edge-disjoint triangles we can have without three of them building a
new one. But we can ask about lower bounds on those functions; this is: how many edge-disjoint
triangles can we have in a graph without creating a new one?.
In 1946 Behrend (see [3]) found a construction, for every N , of a quite dense set without 3–term
arithmetic progressions. As we can build the graph with a similar construction as the one done in
the proof of Roth’s theorem, there we will find no more triangles than the edge-disjoint original
ones that come from the trivial 3–arithmetic progressions. So we will find a lower bound on the
number of edge-disjoint triangles, as Ruzsa and Szemere´di did in [21] for the (6, 3)–problem.
Behrend’s construction assures that we can find sets A without 3–term arithmetic progressions
of size, asymptotically:
|A| > N1−
2
√
2 log 2+√
logN = b(N)
for every  > 0.
This means that we can found b(N)N edge-disjoint triangles in 6N vertices without the need of
building a new non-edge-disjoint triangle.
3.2. Varnavides’ Theorem. A few years after Roth published his result (see [20]), Var-
navides proved that, in a set of integers with positive density, there should be not only one
3–term arithmetic progression but many: in fact, O(N2).
Theorem 4.5 (Varnavides, 1959 [27]). Let δ be a number satisfying 0 < δ < 1, and let
a1, a2, . . . , am be any set of distinct positive integers not exceeding x. Suppose that
m > δx and x > x0(δ)
where x0(δ) depends only on δ. Then the number of solutions of
ai + aj = 2ah (i 6= j)
is at least C(δ)x2, where C(δ) is a positive number depending only on δ.
Proof. We can prove this theorem by using the same proof as for the Roth’s Theorem but,
once in the last step, use the Removal Lemma to say that one would get O(N3) triangles in
total, hence O(N3) triangles more than the original edge–disjoint ones. This means that there
should be O(N2) new 3-arithmetic progressions as the Varnavides Theorem says.
This also means that there should be some distance d with at least O(N) 3-arithmetic progres-
sions with this common difference d. 
CHAPTER 5
The Removal Lemma for groups
Green presents in [12] an algebraic version of the Regularity method for abelian groups. The
main feature of this algebraic version is the fact that the clusters of –regular partitions are sets
close to subgroups.
One of the highlights of the SzRL for groups is a Removal Lemma which can be stated in terms
of the number of solutions of a linear equation in the group: if the equation a1 + · · · + ak = 0
has o(|G|k−1) solutions in a subset A ⊂ G, then we can remove o(|G|) elements in A such
that all solutions are eliminated. Green derives this version of the Removal Lemma from the
more general SzRL for groups. This in turn is proved by heavy use of the machinery of Fourier
Analysis, and as such, it is limited to abelian groups. In Section 1 we give a general statement
of the Removal Lemma for groups which is valid in an arbitrary finite group. The proof relies
on the directed version of the SzRL, and, from that lemma, is considerably simpler than the
derivation from the SzRL for groups. Moreover it essentially requires only a finite algebraic
structure with a cancelation law, although we state it just for finite groups. The result is the
object of a preprint in collaboration with Daniel Kral.
The more general edge colored digraph version of the SzRL allows us to extend the Removal
Lemma to a class of linear systems. This result is presented in Section 2.
In Section 3 we show an application of this Removal Lemma for groups that can also can be
found in [12] which concerns sum-free sets: sets in which no element in the set that can be
written as the sum of other two elements in the set.
We close the chapter with a discussion of future work and open problems which arose during
the preparation of this work.
1. The Removal Lemma for groups
In 2004 Ben Green proved a Removal Lemma-like theorem referring to the abelian groups. More
precisely:
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Let G be a finite abelian group with cardinal N . Let A be a subset of G. A triple (x, y, z) ∈ A3
will be called a triangle if x+ y + z = 0.
Theorem 5.1 (Green 2004, [12]). Suppose that A ⊆ G is a set with o(N2) triangles. Then we
may remove o(N) elements from A to leave a set which is triangle-free.
In fact, he proved the more general one:
Theorem 5.2 (Green 2004, [12]). Let k ≥ 3 be a fixed integer. Let G be a finite abelian group
with cardinality N and suppose that A1, . . . , Ak are subsets of G such that there are o(Nk−1)
solutions to the equation a1 + . . . + ak = 0 with ai ∈ Ai for all i. Then we may remove o(N)
elements from each Ai so as to leave sets A′i, such that there are no solutions to a
′
1 + . . .+a
′
k = 0
with a′i ∈ A′i for all i.
Green proved this theorem as an application of a SzRL theorem for groups. The proof relies
heavily on Fourier Analysis (Harmonic Analysis). This technics allow the author to show that
the clusters in the Regularity Lemma can be found to structures with subgroup reminiscence.
As it use extensively Fourier Analysis the proof should be restricted to abelian groups.
We present another proof that allows us to extend Theorem 5.2 to arbitrary finite groups, not
just abelian ones, as stated in Theorem 5.3 below. In Section 2 we will discuss extending this
proof to other structures.
Theorem 5.3. Let k be an integer with k ≥ 3. Let G be a finite group of order N . let A1, . . . , Ak
be subsets of G and g ∈ G. Suppose that the equation x1x2 · · ·xk = g has o(Nk−1) solutions with
xi ∈ Ai, 1 ≤ i ≤ k. Then there are subsets A′1 ⊂ A1, . . . , A′k ⊂ Ak verifying |Ai \ A′i| = o(n)
such that there is no solution of the equation x1x2 · · ·xk = g with xi ∈ A′i for all i.
Remark : We will prove Theorem 5.3 for the homogeneous case g = 1. The general case can
be easily handled just by letting A′k := Akg
−1: thus the new equation equals 1 and we can get
back to the new set Ak by multiplying by g to the corresponding set.
Proof. We will build a digraph and then work with it, as our intention is to use the
Removal Lemma for digraphs (Corollary 3.5). Take k copies of the group G, say G1, G2, . . . , Gk
and consider the graph G with the set of vertices V = {G1, G2, . . . , Gk}. There will be no edges
inside Gi; just between them.
For all i 6= k connect each element (vertex) of gi ∈ Gi to gial ∈ Gi+1, where al ∈ Ai, with the
directed edge (gi, gial). In case we have i = k connect gk ∈ Gk to gkal ∈ G1 where al ∈ Ak
with the edge (gk, gkal). All those (gj , gjal), for j running over the set of clusters and l over the
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elements of the corresponding Aj will be the set of edges, E(G). Label each arc with the am,l
that build it.
Claim : Whenever we have a k-directed-cycle and with all the arc with the “same way” (from
here on a k–cycle), it is because we have found a solution to the equation a1a2 . . . ak = 1, also it
is right in the other way: whenever we have a k-tuple (a1,0, a2,0, . . . ak,0) in
∏
i∈[k]Ai such that
a1,0a2,0 . . . ak,0 = 1, it forms a k–cycle in G. In fact, for every k-tuple in G, such equation outputs
N k–cycles in G, one for every vertex in G1 (this is so because we are considering k-tuples, and
no k-sets, but in the abelian case the difference is just a ≤ k-times factor).
To prove the claim: suppose we have a k–cycle in the graph G with vertex g1. This would mean
that there exists a g2 and an edge from some a1 ∈ A1 such that g1a1 = g2; the same is true for
giai = gi+1, with gi ∈ Gi, gi+1 ∈ Gi+1 and ai ∈ Ai for all i < k. If it should be a k–cycle, there
exists a ak ∈ Ak such that gkak = g1, the initial element. We have then that:
gkak = g1 ⇒ gk−1ak−1ak = g1 ⇒ . . . ⇒ g1a1 . . . ak−1ak = g1 ⇒ a1a2 . . . ak−1ak = 1.
The other way is also true because if we fix g1 ∈ G1 (or any gi ∈ Gi) and if we choose to “travel”
between Gj always by a k–tuple of elements whose product is 1 it means that we will end up in
the same g1 using k edges, and so a k–cycle is formed in the graph G.
Now paying attention to the fact that, for every fixed vertex, there are as many k-cycles that go
through that vertex as the number of k–tuples whose product is 1 we can conclude that there
are o(Nk) in total (using the hypothesis of the theorem): fixing the cluster G1, for every element
gi ∈ G1 there are o(Nk−1) k–cycles, and so this makes a total of No(Nk−1) = o(Nk) k–cycles
in the graph (not much and also no less k–cycles).
Remark : If k ≡ 0 mod 2 we can find other k-directed-cycles but they will be cycles with 2
exceptional vertices: from one there will leave 2 di-edges (out-degree 2) and another will receive
other 2 (in-degree 2), and those are not the k–cycles we are considering: we are considering the
k–cycles that have all the arcs in the same way.
So we have a digraph, G, with o(Nk) k–cycles in it: therefore we can apply the Removal Lemma
(Corollary 3.5) over digraphs to be sure that, by deleting at most o(N2) edges, we have made G
k–cycle-free. Let us call Ek this set of edges.
With this information we will analyze a bit more the graph. If we pay attention to a single
k–tuple whose product is 1 it forms N edge-disjoint k–cycles (in-between the N k-cycles), but
with edges that have the same label between a fixed pair of clusters (Gj , Gj+1). So we know
for sure that, if we want to delete all those k–cycles we need to pick, at least, N edges (one for
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every edge-disjoint-k–cycle) from the set of edges E that will be in Ek to erase all the k-cycles
in the graph.
By the pigeonhole argument we can be sure that, if we look at the labels of the edges (for a
single k–tuple), there is one label of the k–tuple elements that gets more than N/k edges (what
is important, O(N) edges). We will choose to delete this element from the correspondent set.
By doing so we have deleted all the edges with that label, and also we have thrown those N
k–cycles away.
Now we continue to do this: check for a k–tuple that still (we may have deleted many already)
is a solution of the considered equation: that corresponds to N k–cycles in G; look in Ek the
edges that are in the N k–cycles associated to the k–tuple to be deleted; check which one is the
most popular label (we know we should have, at least, N/k) and choose to delete this in the
corresponding set Ai.
By doing so we can delete all the k–tuples which are solutions of our equation in G and also
be sure that at most o(N) elements in Ai are deleted. The reason is because as we choose to
delete the most popular label (in the k–tuple and from Ek) we can also get rid of those edges
from this set. So each time we choose one element in Ai to be deleted also we can delete O(N)
edges in the k-cycle-removing deleting set Ek: this process should be done no more than o(N)
times, because Ek is o(N2) and we delete O(N) different edges (with the same label but different
parallel edges in G) each time. Thus we are done.
The important fact is that we can associate at least N different edges that needed to be deleted
to erase the k-tuple with a constant number of elements to delete (namely k): hence with a
constant number of steps we can delete O(N) edges. 
It is important to notice that the freedom in choosing Ai in Theorem 5.3 allows us to deal with
quite a general family of equations in the group. The important hypothesis is contained in the
o(nk−1) number of solutions. The following corollary is an example of the possible range of
applications.
Corollary 5.4. Let k ≥ 3 be an integer. Let G be a finite group of order N and A ⊂ G. Let
pi1, . . . , pik be arbitrary permutations of the elements of G. Suppose that the equation
xpi11 x
pi2
2 · · ·xpikk = g
has o(Nk−1) solutions in A. Then there is a subset A′ ⊂ A with A′ = o(N) such that there are
no solutions of the equation in A \A′.
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The statement of the above corollary applies, for instance, to any linear equation in a finite
Abelian group whose coefficients are relatively prime with the exponent of the group.
In the proof of Theorem 5.3 we have essentially used only the cancelation property of the group.
Thus we could state a similar statement for quasigroups, or latin squares (and even slightly more
relaxed structures where the cancelation property holds for all but o(n) elements of G, in the
sense that all but a negligible number of elements g ∈ G verify xg 6= yg whenever x 6= y). We
have nevertheless restricted ourselves to the case of groups, where the applications coming from
Additive Combinatorics are more apparent.
2. Extensions to systems of equations
The directed edge–colored version of the Removal Lemma allows us to extend Theorem 5.3 to a
class of systems of equations. In order to make the exposition clearer we will restrict ourselves
to the case of linear systems in abelian groups.
Let A = (aij) be a (0, 1)–matrix of order k×m. We say that A is nice if, up to rearranging rows
and columns, the following conditions hold:
• There is k′ ≤ k such that the first row has k′ ones in the first positions and k−k′ zeros,
that is, a1i = 1 for 1 ≤ i ≤ k′ and a1j = 0 for k′ + 1 ≤ j ≤ k.
• For each row, if ait = 1 for some t ≤ k′, then aij = 1 for each j ≤ t.
• For each j > k′, the j-th column has exactly one nonzero entry.
• For each i ≥ 2 there is a nonzero entry aij in the i-th row for some j > k′.
Thus a nice matrix (in canonical form) has two parts, one of them in triangular form, and the
second one with vectors of disjoint supports. If A is a nice matrix in canonical form, we call
k′(A) the integer for which the above conditions hold. For example, the matrix 1 1 1 0 0 01 1 0 1 0 0
1 1 1 0 1 1

is nice, and  1 1 1 0 0 01 1 0 1 0 0
1 0 1 1 1 1

is not.
Theorem 5.5. Let G be a finite abelian group of order N . Let A be a k ×m nice matrix. Let
B1, . . . , Bk ⊂ G If the number of solutions of the linear system Ax = 0 with x = B1 × · · · × Bk
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is o(Nk−m) then there are subsets B′1 ⊂ B1, . . . B′k ⊂ Bk such that the equation has no solutions
in B′1 × · · · ×B′k and and |Bi \B′i| = o(N), 1 ≤ i ≤ k.
Proof. Up to rearranging rows and columns we may assume that A is in canonical form.
We construct an edge colored digraph H as follows. Take k−m+1 copies of G, G1, . . . , Gk−m+1.
For each i = 1, . . . ,m, let J(i) = {j1, . . . , jri} denote the support of the vector in row i of the
matrix A. We connect every element g ∈ Gji to the elements gb ∈ Gji+1 , by an directed edge
colored ji and labelled b for each b ∈ Bji except for i = ri, in which case the terminal vertex
is in G1. We thus construct an edge colored directed cycle for each equation in the system, all
pairwise edge disjoint except for the initial edges shared with the cycle corresponding to the
first equation. We then identify parallel arcs to obtain the simple edge colored digraph H. Note
that all edges incident to some vertex not in G1 have the same in-color.
Let us fix a solution to the linear system, namely (b1, . . . , bk). If we fix g1 ∈ G1 and use the
solution as a way to travel through the graph, we will get a subgraph with edges having all the
possible colors and no two edges with the same color.
Thus, a solution of the equation corresponds to an edge–disjoint union of N such edge colored
subgraphs.
Reciprocally, if we have an edge–colored subgraph S of H with exactly one cycle with edges
colored j, j ∈ J(i), and label bj , for each i = 1, . . . ,m, then we get a solution (b1, . . . , bk) of our
system. Note here that we need to consider colored edges, since other isomorphic (uncolored)
subgraphs to S in H may not correspond to solutions of the system.
Now, if the system has o(Nk−m) solutions we can be sure that we have o(Nk−m+1) subgraphs
we want to remove. Since the number of vertices of each subgraph corresponding to a solution
is k−m+ 1, we can apply the Removal Lemma in the directed and colored case (Corollary 3.6):
we can choose a set E′ with o(N2) colored arcs such that, if we delete them we make G free of
this solution-related subgraphs.
To travel from the edge-set to the group we can simply use the same argument as in the one
equation case (see proof of Theorem 5.3): as we have N copies of the same solution and they
are edge-disjoint, we should remove at least one edge from each subgraph to erase it, hence N
edges. As the graph has less than km edges we can select to remove the most popular one: it
should get, at least, N/mk hits. We can continue to do this till we have no solutions: since we
have o(N2) edges and we have removed, at each step, at least N/mk edges from the E′ set, so
we should do this process no more than o(N) times. So, we have deleted o(N) elements in total.
At this point we are sure to find subsets in every Bj , with size o(N) so that, once removed, we
will have no solutions of Ax = 0, proving the theorem. 
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Remark : Notice that in this case the edge coloring is important since we can find configurations
where, if we do not use colors, we could run into difficulties when applying the Removal Lemma.
We will have o(Nk−m+1) copies of the subgraph we really want to delete, but we can have, in
the digraph, many unwanted copies of the same graph: even as much as O(Nk−m+1) and, hence,
the Removal Lemma for digraphs does not assures a set of removable edges with size o(N2) since
it will compute also those unwanted subgraphs as ones to be removed. Let us illustrate this by
an example. Consider the system of equations:{
x1 + x2 + x3 + x4 = 0
x1 + x2 + x5 + x6 = 0
and let B1, B2, . . . , B6 be subsets of linear size O(N). Consider the edge colored directed graph
build in the proof of Theorem 5.5. The subgraphs which represent solutions of the system
are isomorphic to two directed 4–cycles with two edges in common. However we could find
many such subgraphs with edges colored only {1, 2, 3, 4} (as solutions of b3 + b4 = b′3 + b′4 with
b3, b
′
3 ∈ B3 and b4, b′4 ∈ B4). Therefore, if we remove the colors we could find O(Nk−m+1) such
subgraphs and we would not be in the conditions of applying the Removal Lemma.
Theorem 5.5 has also the same general feature as Theorem 5.3 which lies in the freedom of
choosing the sets Bi. For instance, it can be applied to linear systems with coefficients relatively
prime with the exponent of the group and with a matrix whose support is a nice matrix. Also
we can state a more general form for nonabelian groups, except that the formulation of the
corresponding notion of nice matrix is more involved. In the next section we illustrate some
applications of the above results.
3. Applications of the Removal Lemma for groups
In this section we present two applications of the Removal Lemma for groups. The first uses
the Theorem 5.3 for one linear equation and the second one uses the Theorem 5.5 for systems
of equations.
3.1. Applications to sum-free sets. Using the Theorem 5.3 (or the Theorem 5.2) we
can, by choosing the sets properly, get different theorems. For example:
Theorem 5.6 (Sum-free sets, [12]). Suppose that A ⊆ [N − 1] is a set containing o(N2) triples
with x+ y = z. Then A = B ∪ C where B is sum-free and |C| = o(N).
So, if the number of collisions is “small” we can delete a few elements in the set so to make no
collision at all in the final set.
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Proof. Choose G = Z2N and choose A1 = A, A2 = A and A3 = −A considered as being
modulo 2N . In the way we have chosen G we know we have not generated new Schur triples
as if x ∈ A and y ∈ A then x + y ≤ 2N so both A modulo 2N and A + A modulo 2N can be
mapped to the same set of representatives in the natural way. Thus, if there exists a z ∈ A such
that x+ y ≡ z the same equations holds on the integers.
As we are under the hypothesis of o(N2) triples, we can remove a set with size o(N) (the union
of three o(N) sets) such that, once removed, there are no solutions to the equation x+y− z = 0
and, hence, we have found a set B that is sum-free. 
Let us mention that there are sets of integers in the interval [0, N ] that are sum-free and that
have size O(N). For example the elements larger than N/2 or any subset of the odd numbers.
3.2. Example of application for systems of equations. Now we will see an example
of how Theorem 5.5 can be used.
Let A and B be two subsets of [1, . . . , N − 1]. Let S be the system of equations with:{
x+ y + z = t
x+ y = 2r
where x, y, z, t ∈ A and r ∈ B.
So we are asking about elements from 2B+A = A such that: we add elements from 2B whenever
the point in B is the middle one from two other points in A. The set A adds also multiplicity
to that counting.
We use Theorem 5.5 and the group G = Z3N , instead of the G = Z2N used in the application to
sum-free sets, with the sets B1 = A, B2 = A, B3 = A, B4 = −A and B5 = −2B. As we are not
generating new solutions to the system, we know that if this system of equations has o(N5−2)
solutions, we will be able to delete o(N) elements from A and o(N) elements of B so that the
system S has no solution.
4. Open problems and future work
During the preparation of this work two questions arose which are a natural continuation. One
of them is to obtain more precise estimates in the Removal Lemma, at least in the algebraic
setting considered here. The second one is a possible application of such refinement in estimating
the number of arithmetic progressions with a common difference in a dense set of integers. We
next discuss both of them in more detail.
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4.1. Combinatorial proof for the Removal Lemma. The proof of the Removal Lemma
presented in this work involves the Regularity Lemma, but the proof of the Regularity Lemma
is not constructive and gives very large bounds on the number of sets in relation to the  (tower
type bounds on 1/5). By a result of Gowers [10] this is, at some point, unavoidable.
One open question is whether a combinatorial proof of the Removal Lemma can be found: the
motivation behind this is the large bounds that the Regularity Lemma outputs. If a more direct,
combinatorial, proof could be found it would be useful for two reason: the first one is that is
plausible to think that this possible proof would give better bounds on the Removal Lemma,
and, also, it might give better understanding on why the Removal Lemma works. This question
can be found in [24] where Tao and Vu quote a paper of Gowers [11].
Now we present one approach that we have followed to try to answer this question.
Instead of proving the triangle Removal Lemma itself our intention is to try to find how many
edge-disjoint triangles can have a graph G without three of them forming a new one: the
formulation of the (6, 3)–Theorem of Ruzsa and Szemere´di. More precisely, for which orders and
number of triangles we can be sure this will happen. We will suppose that every edge in G comes
from an edge-disjoint triangle and we have a total of αn2 edge-disjoint triangles for a fixed α.
Also we will restrict, in order to simplify the computations, to the case where every vertex has
the same number of edge-disjoint triangles on it: this case is relevant since it corresponds to the
case with k = 3 in the Removal Lemma for groups which allows us to proof the Roth’s Theorem
(using a similar strategy to the one used to proof the theorem for sum-free sets combined with
the proof of the Roth’s Theorem proved in this work). Also, although this is not proved, it
seems to be the worst or nearly the worst case, see the example of the Tura´n graph in [7].
The main idea is, try to find a big enough n = |V (G)| such that, if a graph has αn2 edge-disjoint
triangles then one should get some additional triangle, not an edge-disjoint one. To do this we
will suppose that, for every n, we have no new triangles besides the edge-disjoint ones and try
to reach a contradiction. We will also suppose that we have no other edges besides the ones
from the edge-disjoint triangles and that the graph G is regular.
In this case we have 3αn triangles per vertex, so a degree of 6αn per vertex. Let v be a vertex
of G. Let N(v) be the neighbourhood of v. Let u1 and u2 be two vertices from N(v). As we are
supposing there is no new triangle, if there is the edge u1u2 then u1u2v must be an edge-disjoint
triangle, hence v just “see” the edges of edge-disjoint triangles that has v as a vertex: those are
3αn edges. Also the set of edges between neighbours of v form a perfect matching within the
vertices of N(v).
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If we find two vertices v1, v2 with |N(v1) ∩N(v2)| > 3αn we would have found a new triangle,
since, as we can have only 3αn triangles per vertex, there would be an edge u1u2 from one of
these edge-disjoint triangles pivoting over, say, v2 that will connect two neighbours of v1 (u1 and
u2), but without v1u1u2 being an edge-disjoint triangle (since v2u1u2 was already a triangle!)
and, therefore, making v1u1u2 a new triangle.
The main idea is to find a needed configuration in the graph where there are two vertices v1, v2
with |N(v1)∩N(v2)| > 3αn. We will try to build a “small” set of vertices V ′ where some other
vertices, W ′, would have V ′ as their neighbourhood. Hence there would be a pair of vertices of
W ′ which share a large portion of their neighbourhood in V ′.
We can also view it as there are some edges that are forbidden, since if we had those edges
then we would have a triangle. Any edge between two vertices u1, u2 at distance 2 produce
a forbidden edge, u1u2, the same edge can be forbidden many times, but, since the number of
paths of distance two between u1 and u2 are the same as |N(u1) ∩ N(u2)| we should have no
more than 3αn per forbidden edge. Any vertex v forbids (6αn)(6αn− 2)/2 edges, since we can
have only 3αn edges between neighbours of v, this is the same for each vertex so we forbid a
total of n(6αn)(6αn − 2)/2. Since the total number of edges we do not have is (n2) − 3αn2 we
can define:
µ :=
n(6αn)(3αn− 1)(
n
2
)− 3αn2
as the average number of times we forbid an edge. Obviously for small α’s we have that this
amount is less than 3αn.
Let v1, . . . , vk be vertices of G. Let ∆ = N(v1) ∩ . . . ∩ N(vk) be the intersection of the neigh-
bourhoods. Lets suppose k ≥ 2. If we have w ∈ ∆ then w can just be connected to v1, . . . , vk,
the other vertex of the triangles (·)viw and to other vertices that cannot be from
⋃k
i=1N(v1),
otherwise we should have some other triangle.
Our main idea is to assure that, for some v1, . . . , vk we have |∆| large and also |
⋃k
i=1N(v1)|
large, without forming any new triangle. So we would be able to assure that N(∆) has to share
not many vertices allowing us to find a new triangle.
We can compute all the v1, . . . , vk neighbourhood intersections: we pick one vertex, say v, and
choose k vertices within its neighbours. They will have v (at least) as a common intersection.
So we have:
n
(
6αn
k
)
k-vertices intersections.
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So a first approximation for ∆(v1, . . . , vk) for a k-set of vertices will be:
n
(
6αn
k
)(
n
k
) .
But in
(
n
k
)
we have many sets for whom we know their intersection. We define three classes of
vertices, named 1,2 and 3.
• Class 1: the k-sets of vertices for which we know that |⋂ki=1N(v1)| = 1
• Class 2: the k-sets of vertices for which we know that |⋂ki=1N(v1)| = 0
• Class 3: the rest, maybe some will have ∩1, others ∩0 and others ∩j.
Lets call the associates of ∆ to the set of vertices u such that wviu is an edge-disjoint triangle
of G with w ∈ ∆(v1, . . . , vk).
Let v1, . . . , vk be vertices of G, suppose they are from class 2: then for every vk+1 we have that
v1, . . . , vk, vk+1 will be from class 2.
Let v1, . . . , vk be vertices of G, suppose they are from class 1: suppose that w =
⋂k
i=1N(v1),
then if vk+1 ∈ N(w) \ {v1, . . . , vk} we have that v1, . . . , vk, vk+1 will be from class 1. Otherwise
v1, . . . , vk, vk+1 is from class 2.
Let v1, . . . , vk be vertices of G, suppose they are from class 3. If vk+1 is an associate of
∆(v1, . . . , vk) then v1, . . . , vk, vk+1 is from class 1. If vk+1 is from the rest of
⋃k
i=1N(v1) then
v1, . . . , vk, vk+1 is from class 2. Otherwise v1, . . . , vk, vk+1 remains to class 3.
We can count, for every k, the size of the class 1: they are sets with at least one edge and with
all the vertices are neighbours of a fixed v (their intersection). So:
|Class 1k| =
∑
1≤i≤b k
2
c
n ·
(
3αn
i
)
·
(
3αn− i
k − 2i
)
· 2k−2i.
The class 2 can be counted “exactly” (a sure lower bound) for k = 3 because for k = 2 is
empty or hard to compute. The 3-sets will be formed from elements that has one edge union
one vertex such that has not the third vertex of the triangle as a neighbour plus the 3-sets that
forms edge-disjoint triangles (the only ones we are supposing) plus the pairs of edges that forms
2-paths and no triangles. Those make the class 2 to be in size:
|Class 23| = 3αn2 (n− (18αn− 3)) + αn2 + n (6αn (6αn− 2))2 .
The following k-classes are difficult to count but we know they will be a 3-set from class 2 joined
with any other vertex of G. Thus we can estimate them using the Kruskal-Katona Theorem
(see [2], [17], [13]) that gives general lower bounds for shadows of collections of k-sets but can
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be easily reformulate to compute lower bounds on shades of collections of k-sets (the things we
want to count).
Thus we have less k-sets for which we should look at their k-intersection. Also we can try to use
the relations between classes to get better knowledge about the union of the k-neighbourhoods
(its size) or the size of the vertex set that N(δ) should share. At this point some questions
arises:
Questions:
• Can we know that the proportion of sets in k-th class 2 versus the whole (nk) will growth
with n quick enough so we can be sure to have large intersections of k-sets and large
unions of theirs neighbourhoods as n grows?
• Can we be sure to have some k-set with, although not big ∆, large k-neighbourhood
union?
4.2. Other problems and future work. The original argument used by Varnavides to
prove the Varnavides Theorem (see [27]) can be used along with the Szemere´di Theorem to
say that, in a set A ⊂ [N ] of positive density (|A| = δN for some δ) we will have O(N2) k-
arithmetic progression. In particular, so we should have some distance d for which there are
O(N) k-arithmetic progressions with common difference d, as N goes to infinity.
One can ask about how is this constant: how many k-arithmetic progressions should share some
common difference d in a set with δN elements. In [4] Bergelson, Host and Kra asked if in the
cases where k = 3, 4 one can found, for every  > 0, an N big enough such that one can found
(1− )δ3N or (1− )δ4N 3 and 4-arithmetic progressions with common difference d respectively.
They also bounded from above the k ≥ 5 case, proving that a similar statement is false for k ≥ 5
based on an example by Ruzsa.
In [12] Ben Green answers affirmatively to the 3-arithmetic progression case using the Szemere´di
Regularity Lemma for groups with its Counting Lemma. The question for the 4-arithmetic
progression case remains open. One open issue is to find an alternative proof for the case of
3–tern arithmetic progression which makes no use of the Regularity Lemma for groups.
The second question is to deal with the case of 4–term arithmetic progressions for which the
question remains open. One possibility is to use the Removal Lemma for systems of equations.
We have not been able to obtain a version of this Removal Lemma for the systems of equations
which describe k–term arithmetic progresions for k ≥ 4, although this was one of the motivations
of Section 2. One way to try to solve this problem is to state a colored version of the Regularity
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Lemma for groups. This theorem could be useful to extend the Counting Lemma for groups to
other more complex structures.
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