An efficient algorithm to compute complex (magnitude and phase) acoustic pressure field data that uses a multirate digital processing architecture is presented. The algorithm is based on the discretization of the velocity potential function, sampled at a rate that varies as a function of field point location and transducer geometry. The algorithm can be used to determine accurate magnitude and phase information at any field point location, and for any transducer geometry with a closed-form velocity potential function, including planar pistons, spherically focused pistons, and planar annular array transducers (e.g., the nondiffracting or Jo-Bessel transducer). Numerical simulations based on this algorithm are presented together with exact field calculations wherever possible in order to make absolute error comparisons. Additionally, results based on a standard Gaussian quadrature integration scheme are presented in order to compare computational speed and accuracy in the near field. Results indicate improvements in numerical efficiency of 15 to 30 times over standard numerical integration techniques. 
Considerable effort is being expended for the development of quantitative ultrasound techniques, in particular for nondestructive acoustic evaluation. To the extent that precise determination of the relevant acoustic parameters of a test sample can be performed, valuable information may be obtained about its structural integrity, homogeneity, or physical dimensions. The explicit numerical nature of quantitative testing allows an objective analysis of the sample parameter being studied. This is in contrast to the more conventional qualitative ultrasonic tests, wherein an observable parameter in the received signal (whether a discriminating feature found in the received electrical signal, or a visual characteristic of an image) is identified and correlated with a physical parameter of interest. This type of analysis utilizes less of the information available in the received signal and is more prone to error since the interpretation of test results are quite subjective in nature.
In nondestructive evaluation applications, such quantitative tests may be used to determine the attenuation and impedance profiles of a material sample, which, for exact results, is predicated on a priori knowledge of the pressure field over the sample region of interest. Once determined, these quantities can be used to predict weld and bond failures, to detect undesirable material inhomogeneities such as bubbles and inclusions, and to identify stress cracks and flaws developing inside a sample.
Likewise, quantitative ultrasound is obviously applicable in diagnostic medicine, where the relevant acoustic parameters determined for various organs and vessels can be used to locate tissue pathologies such as tumors and lesions, or to find atherosclerotic plaque and abnormal vessel constriction, without having to resort to more invasive and potentially harmful techniques.
Quantitative measurements require an accurate knowledge of the temporal and spatial pressure field distribution generated by the ultrasonic transducer, as well as the interaction and scattering of the field by the volume of interest, and the pressure field intercepted (and electrical signal produced) by the receiving transducer in response to this field. The knowledge about the pressure fields is incorporated into the analysis and interpretation of the received data, so that the desired information concerning the actual structure or state of the material being examined can be determined. Each of these topics are active areas of research in quantitative ultrasound, as witnessed by the vast number of papers on these and related areas. • This paper addresses one of the key aspects of conducting quantitative ultrasonic analyses: the need to accurately compute or predict the acoustic pressure field generated by a source transducer. Many factors can cause the calculation of the pressure field to be computationally intensive, such as requiring the full complex (magnitude and phase) pressure field result. The magnitude of the pressure field has commonly been a distinguishing feature in both qualitative and quantitative measurements. The phase information of the pressure field is becoming an increasingly important quantity in current analyses, however, as researchers begin to unveil the more fundamental relations between acoustic measurement and physical wave interaction. For example, phase information is critical to the modeling of received signals from transducers. The analysis of the acoustic field in the near-field regions of the source transducer is another computationally demanding task. Many practical ultrasonic examinations are conducted in the near field, where the field is varying quickly with respect to both its magnitude and phase, and therefore requiring the calculations to be performed on a much finer spatial grid than in the far field. Additionally, the determination of the complex pressure at a single spatial coordinate in the near field (for a given transducer geometry) is more computationally intensive than for a point located in the far field. This can be attributed to the increasingly oscillatory nature of the Rayleigh integrand (necessary to describe the acoustic pressure at any field point) as the field point moves from far field to near field. 2'3
In medical ultrasound, the frequency range of most practical ultrasonic transducers ranges from less than 1 to 15 MHz or greater. The frequency range of pressure field calculations intended for medical ultrasound analysis should therefore be capable of spanning this bandwidth. For nondestructive materials testing, the range of acoustic frequencies employed is much greater, ranging from below 1 kHz to over 100 MHz. In either case, the frequency resolution of the pressure field over the desired bandwidth is specific to the analysis being conducted, but current quantitative results indicate that increasingly finer frequency resolutions offer distinct advantages that are essential to accurate quantitative reconstructions, particularly for results destined for time-domain analysis and interpretation.
As mentioned above, the number of field point locations at which the pressure field must be evaluated can be quite large, and depends primarily upon the extent of the sample volume of interest and the acoustic wavelength in the medium. As an example, consider the field produced at a frequency of 10 MHz in a medium with a sound speed of 1500 m/s (typical parameters for medical ultrasound); the acoustic wavelength is c/f, or 150/•m. To accurately represent this spatial wavelength, the Nyquist sampling criterion is satisfied when at least two samples per wavelength are determined, or roughly a field point every 75/•m. This indicates that the number of field point locations can be quite large for most samples of practical importance. •o A common characteristic of these algorithms is that they determine the complex pressure field at a single frequency each time the algorithm is executed. This is primarily due to the intrinsic numerical integration of the Fourier transform contai.ned in these algorithms, which must be performed one frequency at a time. This is a time consuming process that may be speeded up if the algorithms were designed to yield broadband frequency results directly, rather than iteratively.
The multirate algorithm presented in this paper is based on the velocity potential formulation, and can be used to increase the efficiency of pressure field calculations in quantitative analyses where the complex field must be determined over a large number of frequencies. The algorithm computes the complex pressure field directly in the frequency domain, using a zoom-FFT and multistage decimator modified to accept variable sampling rates. In the chosen implementation, pressure field components are generated over the entire O-15.625 MHz range, at a resolution of roughly 30 kHz, for each execution of the algorithm. We will limit our discussions in the remainder of this paper to the medical ultrasound frequency range of 0-15 MHz. Changes in algorithm requirements to handle other frequency ranges will be discussed when appropriate. Section II reviews the essential mathematics of pressure field analysis. Sections III-V detail various aspects of the multirate algorithm. Section VI contains results obtained using the multirate algorithm, and in particular presents pressure field profiles for the more recent "nondiffracting" or Jo-Bessel annular array transducer.
•4-•6
Results of accuracy comparisons are given with respect to both exact techniques (whenever available) and a current algorithm utilizing a Gaussian quadrature numerical integration scheme. The numerical efficiency is evaluated by performance comparison to the Gaussian quadrature integration scheme.
II. PRESSURE FIELD ANALYSIS
We will begin by reviewing several basic results of acoustic pressure field analysis. Derivations of the equations are well known and will not be presented here; the interested 
Ot where Po is the equilibrium density of the propagation medium and r is the position vector of the field point. The particle velocity u is proportional to the gradient of the velocity potential and may be expressed as u(r,t) = --V•(r,t).
Knowledge of • therefore allows a complete description of the acoustic field in a fluid medium; note that • satisfies the linearized scalar wave equation. Equations ( 1 ) and (2) assume that a scalar (longitudinal mode) wave theory will accurately describe the propagation phenomenon, which is the case for propagation in a fluid medium (the particle velocity in an inviscid fluid is irrotational). Propagation in a medium that supports additional modes (e.g., longitudinal and shear waves in solids) requires a vector representation of the acoustic field, and is not covered in this paper. For the case of a radiator surface set in an infinite rigid baffle, the velocity potential • is given by Rayleigh's integral, 1 ••nu(t--r/C) ds, 
where rr(t) is the Heaviside unit-step function. The integration in (3) depends upon the geometry and boundaries of the transducer surface W. We need to concern ourselves only with the case of a time-impulsive velocity u(t) = 6(t), since we may obtain the general time-varying velocity solution by convolution. Therefore,
•(r,t) = u(t) • h(r,t), 
where the tilde superscript denotes a complex quantity. Likewise, (5) and (6) Note that H(r,w) can be numerically obtained by Fourier transformation of (6) using an FFT, rather than by analytical Fourier transformation of (6) as expressed in (9).
Since solutions to (6) can be found in closed form, the FFT of (6) constitutes an attractive and efficient alternative to straightforward numerical integration of (9). In order to find the velocity potential function h(r,t), Eq. (6) must be evaluated over the surface W described for a given transducer geometry. Closed-form solutions to (6) are known at an arbitrary field point for several transducer geometries, including the circular planar piston, 7'8 rectangular planar piston, 8 and spherically focused piston transducer. 12'13 A small approximation is made in formulating the pressure field due to a spherical transducer in terms of the Rayleigh integral in (3). Each hemispherical wave generated by points on the transducer surface is reflected by other points on the curved surface, causing a secondary diffraction of the field at the given field point; this secondary diffraction is not taken into account in the Rayleigh integral.
•7'18 However, the error produced is generally small, 
Note that (15) requires the evaluation and summation of 2N• --1 velocity potential functions. If we regroup terms, then haa may be expressed using only N• velocity potential functions, as follows: 
C. Spherically focused piston
The spherically focused transducer has a velocity potential function that may also be expressed in closed form. The geometry of interest is shown in Fig. 3 , which describes a transducer of projected radius a and radius of curvature (focal depth) R. The depth do is a measure of the transducer thickness variation due to the spherical curvature, and is found to be do = R --x/R 2 --a 2.
The spherically focused piston differs from the planar piston only in the description of the transducer surface geometry; the same conditions for u(t), as given in (4) where the radial distance p isfixed to some value, while z is varied over a given range. The symmetry of the potential functions is clearly revealed in these illustrations.
The velocity potential functions for the planar piston are similar in shape to the velocity potential functions given for the spherically focused piston transducer, if the axial position z of the field point is confined to the source side of the focal point as illustrated in Fig. 4(a) . In fact, the velocity potentials for the spherically focused piston are identical to those of the planar piston, if the focal length is moved out to infinity.
III. DISCRETE REPRESENTATION OF VELOCITY POTENTIALS
The goal has been to calculate the complex pressure field via a discrete sampling of the impulse velocity potential function h(r,t) for the transducer geometry of interest. It has already been shown in ( 
Figure 5 (c) reveals the frequency domain interpretation of (27), with some modifications. Here, E(f) has been plotted together with $(f) for convenience, and any value that •(f) may take on will necessarily be less than or equal to E(f).
With the envelope of the frequency content so defined, the effect of sampling rate on signal aliasing may be determined in several ways. We will determine the aliasing in the frequency domain. Note that iffs is the sampling frequency andfn = fs/2 is the corresponding Nyquist frequency, then the amplitude of the aliasing signal at a given frequency, f<fn, is approximately equal to 
Note that the minimum sampling frequency determined in (32) need be maintained only for worst-case velocity potential functions (on-axis for the planar piston). All other velocity potentials exhibit decay over frequency much faster.
Additionally, as can be seen in Fig. 5 (c) , the function •( f ) only periodically attains the magnitude of the absolute envelope amplitude E(f) due to its sinc-like behavior. Therefore, a lower f• than specified by (31 ) would usually be acceptable to maintain the prescribed limit of aliasing error.
The foregoing analysis of aliasing errors can be applied equally well to both the planar and focused piston trans-ducers, since the worst-case aliasing errors for both occur on-axis, where the velocity potential function discontinuities are at their greatest extent. However, the focused transducer exhibits one singularity in its velocity potential function; at the focal point, the velocity potential impulse response function h(r,t) is itself an impulse of weight do, as previously found in (24) and shown graphically in Fig. 4(b) . Since an impulse cannot be accurately represented with the discrete sampling performed here, the algorithm must detect and bypass this field point. A precise determination of the velocity potential function at the focal point can instead be obtained by direct evaluation of (24). The pressure field at the focal point is obtained by noting that the Fourier transform of (24) 
We may express the frequencies of evaluation, (k/N)f•, in normalized form as 12 =fF• = k/N, where 12 denotes a sampling rate normalized to unity.
IV. DECIMATION OF DISCRETIZED VELOCITY

POTENTIALS
Based on the previous discussions, it is clear that once a maximum level ofaliasing error Q(f) has been chosen for the discretization of the velocity potential h(r,t), a minimum sampling frequency fs is dictated as well. Some minimum number of samples N is required to discretely represent h (r,t) in its temporal entirety.
Practical limitations prohibit the choice of specifying arbitrarily large sampling frequencies fs for the discretization, however. The higher the sampling frequency is chosen to be, the greater the total number of points N that must be stored in the sampled version of h (r,t). Not only may there be complications in allocating a sufficient amount of computer memory to process such a long sequence, but there will certainly be difficulty in calculating the Fourier transform A brief look at the signal processing implementation of the decimator structure is worthwhile at this point. A straightforward implementation is shown in Fig. 6(a) . In this structure, the input is sampled at a frequency rs, and M-1 out of every M samples of the filter output are discarded by the M-to-1 sampling rate compressor. Figure 6(b) shows a similar structure but assumes an L-point FIR filter, g[ n ], realized in direct form. This FIR filter is designed to have a lowpass characteristic, with a stopband cutoff frequency fsb <f; to prevent aliasing of the decimated output. If less than the entire nonaliased baseband (tic to f ;) is required, then the computational load of the digital filtering operation may be decreased somewhat by allowing the filter cutoff to be greater than f;. Since the number of coefficients required for a lowpass digital filter becomes smaller as the transition bandwidth (from passband to stopband edges) of the filter increases, then increasing the stopband cutoff frequency (while maintaining a constant passband cutoff frequency) widens the transition bandwidth and yields a shorter length filter. This ultimately leads to a faster filter computation. To determine how wide this transition band can be made, we note that for some desired baseband spectrum whose upper frequency limit is fbb, the digital filter cutoff may be selected such that
wherefsb is the stopband frequency of the lowpass decimator filter. A graphical interpretation of (38) is given in Fig;. into each of the filter branches; the symmetry in g[ n] is still exploited for linear phase designs. This realization is shown in Fig. 6(d) . In this final implementation, the filter operates on the decimated data at a rate reduced by an additional factor of M; therefore, this reduces the number of multiplications required to implement the decimator by a factor of M as well. In total, the decimator given in Fig. 6 (d) reduces the number of required multiplications per output sample by a factor of 2M over the simple approach taken in Fig. 6(b 
V. MULTIRATE ALGORITHM
The specific multirate algorithm employed to compute the broadband pressure field will now be discussed. No mention has yet been made as to the "multirate" nature of the present algorithm; "multirate" is used here to indicate that the discretization of h(r,t) occurs at a variable sampling rate, based specifically on spatial coordinate r; this section will explain this procedure in detail. These changes in sampling frequencies will be used to obtain further computational savings.
An outline of the algorithm is described below.
Discretization of h (r,t) into h [ n ]. Decimation of h [ n ] into h '[ n ] to minimize number of samples. Frequency transformation of h '[ n ] into H[ k]. Differentiation of H[ k] to yield complex acoustic pressure (times a scale factor).
At this point it may be mentioned that the technique of decimation of data followed by Fourier transformation is sometimes referred to as a zoom FFT.
Throughout the following discussions, a planar piston transducer will be assumed whenever specific velocity potential calculations are referenced. The potential function hpp (r,t) will thus be indicated in these situations. Note that the subsequent developments are applicable as well to both the annular array and spherically focused piston with only slight changes in notation. Therefore, whenever a statement applies globally to all transducer geometries (with known velocity potential functions), then the more general h (r,t) without subscript will be used. not to, and the sampling of hpp (r,t) starts at t•. Similar time epochs are defined for the spherically focused piston. Since phase coherence of H[k] must be maintained throughout the observation region, the delay to the start of the velocity potential function, th,start, must be retained and used at the end of computations for correcting the phase shifts in the subsequent FFT results (see subsection C in this section). 
For the planar piston, th,star t = t o forpq < a; otherwise, th,star t The temporal length of hpp (r,t) is
However, the actual discretization of hpp (r,t) in h [ n ] is performed at a global sampling frequency fsg, which is the largest frequency less than or equal to fsf conforming to one of several predetermined algorithm sampling rates. Each global sampling rate is an even multiple of the lowest possiblefsg, and as such allows a more efficient multistage downsampling scheme to be employed. Furthermore, limiting the global sampling frequency to factors of two of the lowest possible sampling rate will give us identical frequency domain resolutions when H[k] is generated, as will be seen later. This is beneficial when using the broadband acoustic pressure field results in a system analysis, where identical analysis frequencies and intervals are often required. The particular translation fromrs/tOfsg used in this algorithm is given in Table I. The shortest temporal velocity potential functions for a given transducer (e.g., those functions corresponding to field points close to the acoustic axis and far from the source) will allow the highest sampling frequencies fs;. It should be noted that some minimum global sampling frequency f•m has been specified for the maximum acceptable aliasing error. This implies that at certain field points and for
A. Sampling and decimator design
The first step indicated in the outline is the discretization of the velocity potential. In order to accomplish this, the velocity potential function must be calculated at the sample points. The temporal length of the function at the observation point r is calculated in order to determine the highest achievable sampling rate, given a maximum sequence length N that is constrained by the limits of the particular computer used. Note that we still must adhere to the minimum sampling rate required for a specified level of aliasing. 
Recall that if pq
Spatial boundary contours specifying the limits of validity for the sampling technique are given in Fig. 8 (a) and (b) , where data for planar transducers of radius 1.27 and 2.54 cm, respectively, are given for various values of N. These data were determined by plotting the surface contours of (43) 
B. Decimation of velocity potentials
Once h(r,t) has been discretized, the digital filtering and decimation procedure discussed in Sec. IV may be applied. A two-stage decimator design will be used as a tradeoff between overall computational efficiency and total storage requirements. 19
The parameters of the two-stage decimator are shown in Table II . Generally, a decimator of this type would require two lowpass filters for each of the possible sampling rates section. This constraint is possible to achieve along with the previous restriction in global sampling frequencies because a lowpass digital filter having a given set of normalized design parameters will exhibit various passband and stopband cutoff frequencies by adjusting the sampling frequency of its input sequence. The first and second stage downsample ratios were manipulated until a satisfactory design was achieved. This design allows the same filter to be used for the second stage with sufficient nonaliased bandwidth on the output of the filter for our broadband ultrasonic applications. Table III  gives Such a filter enables the use of a faster decimation algorithm because we may exploit the symmetrical layout of the linear phase filter, mentioned at the end of Sec. IV. Moreover, since the complex pressure function is required, we must maintain either a zero-phase characteristic (e.g., a noncausal filter implementation), or be prepared to compensate for the nonzero phase relationship over all components of the desired baseband frequency spectrum. The linear phase of the filter makes this compensation straightforward.
The second stage of the decimator has specfications similar to the first stage. Recall that the same digital filter as used for the first stage is used again here. To yield a minimum number of samples in our final decimated output, we set the second stage decimation ratio M2 (Table II, Selection of global sampling rates is primarily based upon the acceptable level of aliasing. When the maximum number of samples capable of being processed and stored on a given computer is specified, the bounds on the sampling regions are thus defined. In general, variations on the sampling scheme may be used either to extend the valid sampling regions, or, along with appropriate downsampling changes, to increase the global sampling rates to achieve greater accuracy in the final results.
It is possible to implement the two-stage decimator as a cascade of two separate decimator sections, instead of reusing the same decimator section for both stages. This implementation will increase the length of the algorithm, but does not require storage of all N samples of the velocity potential function at one time. The samples of the velocity potentials may be moved directly into the cascaded decimator structure, which at a minimum decimates the sequence by an overall factor of 8. Therefore storage of only N/8 points can be afforded by this implementation. Note that if the two decimator stages are not cascaded, then this benefit is lost because the first decimator stage may decimate by a unity factor under some circumstances.
C. Transformation, compensation, and differentation
The decimated velocity potential impulse response function h '[ n] must be transformed into the frequency domain, as noted earlier in (7) and ( 8 ). The most efficient way of accomplishing the frequency transformation is via the fast Fourier transform, or FFT. The implementation of the FFT used here requires a sequence h '[ n] that is some power of 2 in length. The downsampled sequence lengths are not necessarily integer powers of two, and thus some amount of zero padding must be performed.
For the specific decimation algorithm given in Table II , and with N = 16384 samples maximum, no decimated sequence exceeds 2 TM, or 2048 samples in length. We therefore choose to zero pad all decimated sequences suitably in order to employ a 2048-point FFT. Since the velocity potential is a real valued function, a real-valued FFT is implemented for greater computational speed.
The frequency resolution of the algorithm can now be determined. Consulting Table II The final data manipulations to be performed are phase compensation and time-domain differentiation, the latter performed as multiplication byjco in the frequency domain. These are performed as simultaneous operations on the transformed data, and are thus described together here.
During the sampling process, the beginning of the sampling interval is allowed to vary according to the location of the observation point to be analyzed, as previously discussed in Sec. VA. The time delay th,star t to the start of the nonzero portion of the velocity potential is not accounted for in the discretization of h[n] and must be introduced as a phase shift that changes based upon observation point. The correct phase is restored by recording the value of th, start as each observation point is processed and adding the frequencydependent phase shift to the phase terms of the FFT result.
The delay due to the linear phase of the decimation filter must be compensated as well. (If a noncausal filter having a  zero-phase characteristic is implemented, then no N, -51. For the simulation performed in Fig. 10(a) , the calculated length of the diffraction-free region according to (53) is Zmax --•33.5 cm; note that the axial magnitude pressure field quickly drops off after this point. This figure agrees with those published in the literature.
•6 For the simulation performed in Fig. 10(b) , the transducer radius was halved to 25.375 mm, thus increasing a by a factor of two as well. The length of the diffraction-free region is now Zmax --• 8.1 cm; the sudden drop off in the axial magnitude pressure field verifies this result. Note that the sidelobes generated in the nearfield of the transducer in Fig. 10(b) are much smaller than those seen in Fig. 10(a) ; this evidence supports the claim previously made regarding the tradeoff of diffraction-free region and nearfield sidelobe production.
B. Error analysis 1. Absolute error on axis
An absolute error analysis can be made by use of the exact closed form solutions to the pressure field equation when field points are located on the axis of symmetry. Therefore we will explore the errors in both the planar and focused pressure algorithms for the case of the fields along the axis. To determine the on-axis response for the focused transducer, we follow Luukkala and Penttinen.
•2 The integral form of the pressure field, as expressed in (7)- (9), is evaluated using the velocity potential function h(r,t) given in (20), for field points on-axis. For these field points, t2 = t3 and the impulse response is nonzero only in the time interval t• to t2. From (20), the impulse response is deduced to be a constant, and using (7)-(9) it can be shown that 
Relative error over a plane
The result of the multirate pressure field calculator is next compared to another known algorithm to judge its speed and accuracy. A suitably chosen reference is a numerical integration method, implementing the Fourier transform indicated in (7)-(9). The integral in both of these cases is in general P( r,w ) =jwpoH( r,w )
•t• b =jwpo h(r,t)e -•' dt,
where h (r,t) is the appropriate velocity potential for a given transducer. Note that the transform needs to be integrated only from t• to to, which determines the temporal extent of the h (r,t).
The choice of a specific integration algorithm was motivated by the need for high accuracy with a fast computation time, as well as selecting a reference algorithm that is consistent with the other comparisons made in related literature. The velocity potential functions to be integrated are generally made up of a smooth, continuous interval, along with either a flattop section near axial points of the planar transducer, or an asymptotic region near the focal point of the focused transducer. If the ability to integrate polynomials of highest possible order is used as a criterion of performance, then the Gaussian quadrature numerical integration technique is the most appropriate choice. 9'23 Since the number of quadrature points is directly related to the order of polynomial integration, the highest order of quadrature readily available was chosen, this being a 96-point Gaussian quadrature integration. 23 This Gaussian quadrature integration al- Table V shows the improvement in calculation time of the multirate technique over the numerical integration algorithm. The improvement is calculated by dividing the execution time of the multirate technique by the execution time of the appropriate numerical integration technique. The improvement in calculation speed over numerical integration varied from X 15 to X 33, depending upon transducer geometry and aperture width a/A.
VII. CONCLUSIONS
In this paper, an efficient technique for generating broadband complex acoustic pressure field data has been presented. This technique, based on a multirate, multistage digital decimator structure, is shown to be capable of calculating the pressure fields due to planar, annular, and spherically focused piston transducers. The accuracy of pressure field data is comparable to that of other standard numerical techniques, such as Gaussian quadrature numerical integration, and affords a computation efficiency of up to X 30 greater than these more traditional processing techniques.
