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Abstract
In coronary angiography the coronary blood flow ve-
locity can be assessed by tracking a contrast agent in
an image sequence. The contrast agent flow velocity
is used to estimate the functional behavior of the coro-
nary arteries using TIMI frame count (TFC). In this pa-
per we descibe the 3D reconstruction algorithm used
in our method towards the automation of TFC. The
method creates a two dimensional map of the contrast
agent in which the opacification of the vessel center-
line is plotted against time. This map is used to find
the velocity of the contrast agent and subsequently the
TFC. The vessel centerline is obtained using the Fast
Marching Method to find the minimum cost path be-
tween the catheter point and the end of the vessel. The
determination of the start and endpoint is estimated
using a 3D model reconstructed from bi-plane 2D im-
age data. The final reconstructed coronary model only
includes the segments matching our error criterion.
1 Introduction
To measure coronary flow velocity, we have proposed
the creation of a flowmap [1]. The flowmap is a two
dimensional map of the contrast agent in which the
opacification of the vessel centerline is plotted against
time. This flowmap is used to find the velocity of the
contrast agent and subsequently the TFC. An exam-
ple flowmap is shown in figure 1. Currently, the vessel
centerline is obtained using the Fast Marching Method
to find the lowest cost path between the catheter point
and the manually selected endpoint of the vessel. Fit-
ting a 3D model of the coronary arteries can automate
the manual point selection. In this paper, we will focus
on the creation of a 3D model of the coronary arteries
using 2D images.
2 Method
Canero et al. [2] proposed a method for 3D recon-
struction using bi-plane snakes. In our algorithm we
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Figure 1: A typical flowmap.
are also using a B-spline parameterization of vessel
segments, but we use a different feature map for cost
minimization.
The geometry of the acquisition device can be de-
scibed by a pinhole camera model. The transformation
from world Xw = [xw, yw, zw] to camera coordinates
X = [x, y, z] can be described by
X = [R|t]

xw
yw
zw
1
 (1)
where [R|t] are the extrinsic camera parameters in
which R is a rotation matrix and t a translation vec-
tor.
The perspective projection is described by the intrinsic
parameters as matrix K:
K =
 fκ 0 u00 fκ v0
0 0 1
 (2)
Now we can obtain a projection using the camera po-
sition:
Xp = K[R|t]

xw
yw
zw
1
 (3)
in which K[R|t] is the camera matrix P .
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X = φ−1(X1,X2,P1,P2) (4)
φ−1 is the retroprojection operator. This operator re-
constructs a three dimensional point from two given
points Xn in two projection planes n = 1, 2 described
by camera matrix Pn. The method solves the triangu-
lation problem using the direct linear transform. This
method is described in detail in Hartley and Zisserman
[3].
We will use this function to describe the force required
for the deformation of the bi-plane snake. the snake
is described by a 3D-curve ν(s). The deformation is
controlled by an energy minimization function:
E(ν) =
∫ 1
0
Eint(ν) + Eext(ν)ds (5)
where Eint(ν) is the internal energy and Eext(ν) is
the external energy. The internal energy preserves
smoothness and the external energy attracts the snake
to image features. Eint can be described by:
Eint(ν) = α
∣∣∣∣∂ν∂s
∣∣∣∣2 + β ∣∣∣∣∂2ν∂s2
∣∣∣∣2 (6)
where α and β are constants controlling the tension
and rigidity respectively.
The external energy Eext can be described by:
Eext(ν) = φ−1 (q1 −∇F1(q1),q2 −∇F2(q2))−X (7)
where qn are the projections of ν on view n = 1, 2 and
Fn is the used feature map. The numerical implemen-
tation of the snake algorithm requires approximation of
the derivatives with finite differences and converting to
vector notation with νi = (xi, yi, zi) [4] :
Eint(ν) = α |νi − νi−1|2 + β |νi−1 − 2νi + νi+1|2 (8)
α
∣∣∂νi
∂s
∣∣2 ≈ |νi − νi−1|2
= (xi − xi−1)2
+ (yi − yi−1)2
+ (zi − zi−1)2
(9)
β
∣∣∣∂2νi∂s2 ∣∣∣2 ≈ |νi−1 − 2νi + νi+1|2
= (xi−1 − 2xi + xi+1)2
+ (yi−1 − 2yi + yi+1)2
+ (zi−1 − 2zi + zi+1)2
(10)
Notice that the distance between points is not present
in these formulas, because the points are redistributed
so that they are equispaced in 3D (euclidian distance).
The redistribution of the points is done by cubic B-
spline interpolation. Discretization of the integral in
equation 5 gives:
E =
n−1∑
i=0
Eint(νi) + Eext(νi) (11)
Minimization of E allows us to rewrite 11 to be solved
using dynamic programming:
E(ν1, ν2, . . . , νn) = E1(ν1, ν2)
+ E2(ν2, ν3) + . . .
+ En−1(νn−1, νn)
(12)
In case of n = 5 nodes we can calculate the minimal
energy using subfunctions sk(νk+1):
s1(ν2) = min
ν1
E1(ν1, ν2)
s2(ν3) = min
ν2
(s1(ν2) + E2(ν2, ν3))
s3(ν4) = min
ν3
(s2(ν3) + E3(ν3, ν4))
min
ν1,...,ν5
E(ν1, . . . , ν5) = min
ν4
(s3(ν4) + E4(ν4, ν5))
(13)
The recurrence relation is now stated as (omitting the
second order term):
sk(νk+1) =
min
νk
{
sk−1(νk) + Eext(νk) + |νk+1 − νk|2 . . .
}
(14)
Each stage consists of 27 possibilities, the neighbors
[3x3x3], to calculate. The internal energy is stored at
each stage. The indices of node position with the mini-
mum energy cost are stored in the position matrix. The
minimum energy can now be found by backtracing in
the position matrix.
2.1 Featuremap
The featuremap is specifically constructed for each
vessel segment. This is done to prevent interference
from other vessel segments during the minization pro-
cess of the 3D-snake. Since we use annotation for
the begin and endpoint of each vessel segment, we
can generate a featuremap from each segment. The
featuremap consists of a vesselcenterline trace using
a minimal cost path algorithm in a landscape gener-
ated by the Fast Marching Method. From the map with
only the vesselcenterline, a (euclidean) distance map
is calculated. This distancemap is used as featuremap
in the snake energy minimization algorithm.
The vessel centerline is found using the Fast Marching
Method (FMM) [5]. The FMM is typically used to build
a map containing the travel time between the startpoint
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Figure 2: Annotation of two images at the same car-
diac phase. A vessel segment is highlighted: on top
the view of the featuremap calculated using FMM and
minimal cost path, at the bottom, the original image.
Figure 3: Reconstruction of phantom. See table 1 for
the reconstruction errors.
and all other points using a speed function. The FMM
solves the Eikonal equation:
‖∇T (x, y)‖F (x, y) = 1 (15)
in which T (x, y) is the arrival time of the front and
F (x, y) is the speed function. The speed function used
as input for the Fast Marching method is based on the
contrast enhanced image Ic(x, y):
F (x, y) = (1− (Gσ ⊗ Ic))γ (16)
segment µ1 σ1 µ2 σ2
1 8.21 ± 8.81 78.06 ± 37.27
2 10.98 ± 8.35 5.25 ± 3.33
3 39.10 ± 32.98 4.41 ± 2.13
4 64.21 ± 48.23 6.29 ± 6.18
5 8.75 ± 8.73 2.26 ± 1.10
6 35.94 ± 31.19 14.88 ± 7.75
7 3.65 ± 2.56 87.46 ± 58.22
8 6.89 ± 5.30 57.99 ± 33.45
9 2.37 ± 1.40 1.85 ± 1.05
10 2.06 ± 0.96 2.57 ± 1.36
11 2.94 ± 1.60 3.68 ± 2.06
12 3.24 ± 1.95 3.83 ± 2.08
13 7.62 ± 6.59 3.72 ± 1.84
Table 1: Errors in reconstruction of the phantom. See
figure 3 for the segment locations.
Now the vessel centerline is the minimum cost path
from the starting point to the end point. The centerline
is defined by ν(s) = (x(s), y(s)) where x and y are the
coordinate functions and s ∈ [0, 1] is the parametric do-
main which discribes the vessel from start to endpoint.
2.2 Calibration
Calibration is required since the two projections are not
acquired simultaneously and table motion may occur
between successive acquisitions. In this case, we are
relying on the position of the catheter endpoint. The
position of the catheter is reconstructed in 3D space
using the catheter endpoints in both projections. The
accuracy of this reconstruction is determined by the
distance between the two lines originating from the 2D
plane to the focal spot. By minimizing the distance be-
tween these lines, we obtain a better reconstruction. In
this case, we can alter this distance by using the x and
y parameter of the translation t vector in the projection
matrix. This is equal to moving the image in-plane to
both x and y directions. The z component of t is locked
to guarantee convergence.
3 Results
Creation of a 3D model is required to measure blood
flow. Using the method described above, we are able
to create a 3D model using a sequence of images ob-
tained at two different angles. The complete cardiac
cycle is covered by the model. Table 1 shows the
errors of the reconstruction results from the phantom
displayed in figure 3, and table 2 shows the errors of
the reconstruction results from a clinical example dis-
played in figure 4.
The errors are expressed as the mean distance µn with
standard deviation σn between the projection (pi) of
the reconstruction of the segment and the centerline of
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Figure 4: Reconstruction of a clinical case. See table
2 for the reconstruction errors.
segment µ1 σ1 µ2 σ2
1 54.34 ± 29.79 3.25 ± 1.62
2 7.27 ± 5.13 3.89 ± 2.27
3 2.18 ± 0.96 4.06 ± 3.58
4 2.25 ± 1.13 3.14 ± 3.26
5 2.30 ± 1.36 3.90 ± 2.92
6 3.79 ± 1.58 7.31 ± 5.36
7 4.25 ± 3.25 16.99 ± 11.56
8 9.25 ± 6.28 12.56 ± 13.60
9 7.24 ± 7.43 3.07 ± 1.91
10 3.60 ± 1.88 6.54 ± 6.63
11 2.74 ± 1.46 4.99 ± 6.21
12 12.00 ± 10.90 7.17 ± 8.80
Table 2: Reconstruction errors of an clinical example
case. See figure 4 for the segment locations.
the vessel (qj) calculated by the FMM on plane n = 1, 2
according to equation 17.
E =
1
N
N−1∑
i=0
M−1
min
j=0
||pi − qj || (17)
with N the number of points in the projection of the
segment and M the number of points from the calcu-
lated centerline. The equation calculates the minimal
distance from each point in the p to all points in set q
and calculates the mean. Using this error table we can
assume that segments with a small error (µ < 5 pixels)
in both planes can be used for our model.
4 Conclusion
The reconstruction method described in this paper de-
livers 3D models from coronary arteries. Based on the
error measure we discriminate between good and bad
reconstructed segments. The good segments are in-
corperated in our model used for future flow measure-
ments.
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