A gust-attenuation controller for fixed-wing UAVs during collision avoidance course by Yang, Xilin et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Yang, Xilin, Mejias, Luis, & Molloy, Timothy (2012) A gust-attenuation con-
troller for fixed-wing UAVs during collision avoidance course. In Digital Pro-
ceedings of the 2012 International Conference on Unmanned Aircraft Sys-
tems (ICUAS’12), Sheraton Philadelphia University City Hotel, Philadel-
phia, PA. (In Press)
This file was downloaded from: http://eprints.qut.edu.au/50717/
c© Copyright 2012 [please consult the author]
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
A Gust-attenuation Controller for Fixed-wing UAVs
during Collision Avoidance Course
Xilin Yang, Luis Mejias and Timothy Molloy
Abstract— This paper presents a nonlinear gust-
attenuation controller to stabilize velocities, attitudes and
angular rates of a fixed-wing unmanned aerial vehicle
(UAV) in the presence of wind gusts. The proposed
controller aims to achieve a steady-state flight condition
such that the host UAV can avoid airspace collision with
other UAVs during the cruise flight. Based on the typical
UAV model capturing flight aerodynamics, a nonlinear
H∞ controller is developed with rapid response property
in consideration of actuator constraints. Simulations are
conducted for the Shadow UAV to verify performance
of the proposed controller. Comparative studies with the
proportional-integral-derivative (PID) controllers demon-
strate that the proposed controller exhibits great perfor-
mance improvement in a gusty environment, making it
suitable for integration into the design of flight control
systems for cruise flight with safety guarantees.
I. INTRODUCTION
There has been an increasing demand for the
deployment of UAVs to perform flight operations
for a variety of applications such as surveillance,
reconnaissance, target acquisition and battle dam-
age assessment. Development of UAVs for poten-
tial future flight missions has been greatly inspired
by recent promising achievements in UAV appli-
cations such as the Global Hawk [1], the Predator
[2] and the MQ-8B Firescount [3].
The prerequisite to complete flight missions
successfully is the design and implementation of a
reliable flight control system with safety guaran-
tees, especially the ability to maintain maneuver-
ability and stability in a gusty environment for the
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cruise flight. Aerodynamic loading of an UAV in
a turbulent environment is subject to considerable
changes which greatly affect control margins and
reliability of the autopilot. On occasions where
potential collisions may happen, the UAV is sup-
posed to follow a pre-arranged collision avoidance
strategy in consideration of actuator constraints.
This indicates that the UAV should maintain a
steady-state flight condition during the collision
avoidance course and have fast response capability.
Aircraft control in a turbulent environment has
received attention in several papers. Aouf et al.
[4] designed controllers to reduce effect of gusts
on aircraft vertical acceleration based on the
H∞ and µ methods. Buffington et al. [5] applied a
minimal-order robust controller to attenuate lateral
gust effect on lateral-directional dynamics of an
aircraft. The controller parameters are obtained
after solving a group of linear matrix inequalities
and the Luenberger constraint equations. In [6],
an adaptive feedforward control framework was
proposed for the suppression of aircraft vibrations
induced by gust perturbations. Performance of the
controller was evaluated for a F/A-18 AAW aeroe-
lastic model. A spatial sliding mode controller was
proposed by Jackson et al. [7], in which wind
disturbances with known bounds are explicitly
considered.
Design of proper strategies to achieve collision
avoidance with safety guarantees has been subject
to investigations in several papers. A large portion
of these papers focus on planar aircraft collision
avoidance [8], [9], [10]. Spatial collision avoid-
ance in a gusty environment has received limited
attention in open literature. This paper is concerned
with the design of a gust-attenuation controller for
spatial collision avoidance in a gusty environment.
The gust effect is included in the controller design
process. The resultant controller can be imple-
mented off-line and takes very limited memory
allocations without causing much computational
burden. We use a model from a Shadow UAV
with parameters and platform description given in
[11]. The Shadow is a fully instrumented UAV
which has already been used to support integral
intelligence, target acquisition and automatic target
tracking [12]. The Shadow is susceptible to wind
gusts owing to its small size. We are testing our
control algorithms on the Shadow as a precursor
to work with other UAVs.
II. A REVIEW OF THE NONLINEAR H∞
CONTROLLER DESIGN
Consider a nonlinear system described as fol-
lows:
x˙ = f(x) + g1(x)ω + g2(x)Uc (1)
zm = h(x) + l(x)Uc (2)
where x ∈ Rn is the system state, ω ∈ Rm1
the disturbance, and Uc ∈ Rm2 control inputs
and zm ∈ Rr is the penalty variable. Functions
f(x), g1(x), g2(x), h(x) and l(x) are smooth func-
tions defined in a neighborhood Ue of the origin
in Rn. It is assumed that f(0) = 0, h(0) = 0. The
following assumptions are also made,
hT (x)l(x) = 0 lT (x)l(x) = Rh (3)
where Rh is a nonsingular constant matrix, and
is chosen to be symmetric to facilitate controller
design. The state feedback control law Uc = k(x)
is a locally defined smooth function satisfying
k(0) = 0.
The nonlinear state feedback controller used
for stabilization is based on the control approach
described in [13], [14], [15], which has the distur-
bance attenuation capability described as follows
∫ Te
0
zTm(s)zm(s)ds ≤ γ2h
∫ Te
0
ωT (s)ω(s)ds (4)
with the attenuation factor satisfying 0 < γh <
1. The attenuation factor γh adjusts the amount
of attenuation that the disturbance ω has on the
penalty variable zm.
The controller design problem is reduced to
finding a state feedback law Uc and a positive semi-
definite function V (x) to satisfy the following
inequality [14]
Vx(f(x) + g1(x)ω + g2(x)Uc)
+
1
2
‖ h(x) + l(x)Uc ‖2 −γ2h ‖ ω ‖2≤ 0 (5)
Here, Vx denotes the Jacobian matrix of V (x).
In [13], [15], a Taylor series approach to finding
the state feedback controller is proposed. This
approach employs the Hamiltonian function in the
form of
H(x, Vx, ω, Uc) = Vx(f(x) + g1(x)ω + g2(x)Uc)
+
1
2
(‖h(x) + l(x)Uc‖2 − γ2h‖ω‖2)
(6)
and the function V (x) takes the following form
V (x) =
1
2
xT P¯ x+
∞∑
k=3
P¯kx
[k] (7)
where
x[k] = [xk1 , x
k−1
1 x2, · · · , xk−21 x22, xk−21 x2x3, · · · , xkn]T
k ≥ 1. (8)
The key to the H∞ controller is to derive an
explicit procedure to obtain the matrix P¯ and row
vector P¯k such that V (x) consists of a quadratic
term and a nonlinear part which employs the power
of components of system states.
Due to the orthogonal relationship between
h(x) and l(x) shown in Eq. (3), the Hamiltonian
function is converted to the following form,
H(x, Vx, ω, Uc) = Vxf(x) +
1
2
hT (x)h(x)
+
[
Vxg1 Vxg2
] [ ω
Uc
]
+
1
2
[
ω
Uc
]T
R¯
[
ω
Uc
]
(9)
where
R¯ =
[ −γ2hI 0
0 Rh
]
Let us define (α1, α2)T = (ω, Uc)T and making
∂H(x, Vx, α1, α2)
∂α1
= 0
∂H(x, Vx, α1, α2)
∂α2
= 0
(10)
We can obtain that
[
α1
α2
]
=
[
α1(x, Vx)
α2(x, Vx)
]
=
 1γ2h gT1 V Tx−R−1h gT2 V Tx

(11)
and the following equation is satisfied if V (x)
takes the form of Eq. (7) [15]
H(x, Vx, α1, α2) = Vxf(x) +
1
2
hT (x)h(x)
+
1
2
Vx(
g1g
T
1
γ2h
− g2R−1h gT2 )V Tx = 0
(12)
Then the Hamiltonian function H(x, Vx, ω, Uc) be-
comes [14]
H(x, Vx, ω, Uc) = −γ2h‖ω − α1(x, Vx)‖2
+ ‖Uc − α2(x, Vx)‖2 (13)
We can see from Eq. (13) that the control law [15]
Uc = α2(x, Vx) = −R−1h gT2 V Tx (14)
leads to H(x, Vx, ω, Uc) ≤ 0. Therefore, distur-
bance attenuation capability of the H∞ controller
is guaranteed.
III. AERODYNAMICS OF THE UAV
The aerodynamic model under consideration is
described by Eq. (15)-Eq. (21) in the wind-axes
after using small angle approximations. Here, co-
efficient VT is the free stream airspeed, α the angle
of attack, β the sideslip angle, m the mass of the
aircraft, D the drag force, L the lift force, Y the
side force, FT the thrust force produced by the
engine, ZTP the offset from the center of gravity in
the body-frame z-direction, and g the gravitational
acceleration. Symbols (φ, θ) are the roll and pitch
angle, (p, q, r) are angular rates. Disturbance input
is d(·). It is assumed that the airspeed VT remains
constant as it varies much slower than other system
states.
The coefficients in attitude update equations
(17)-(19) are
Γ = IxxIzz − I2xz c1 =
(Iyy − Izz)Izz − I2xz
Γ
c2 =
(Ixx − Iyy + Izz)Ixz
Γ
c3 =
Izz
Γ
c4 =
Ixz
Γ
c5 =
Izz − Ixx
Iyy
c6 =
Ixz
Iyy
c7 =
1
Iyy
c8 =
Ixx(Ixx − Iyy) + I2xz
Γ
c9 =
Ixx
Γ
where Ixx, Iyy, Izz and Ixz are moments of inertia
and product of inertia. External forces (L,D, Y )
and moments (L¯,M,N ) acting on the UAV take
the form of [16]
L = q¯SCL D = q¯SCD (22)
Y = q¯SCY L¯ = q¯SbCl (23)
M = q¯Sc¯Cm N = q¯SbCn (24)
Here, the dynamic pressure is q¯ = 1
2
ρV 2T where
ρ is the air density. Symbol S is the aircraft wing
area, and b the wing span. The lift force coefficient
is
CL = CL0 + C
α
Lα + C
δe
L δe +
c
2VT
(C α˙Lα˙
+ CqLq) + C
M
L M (25)
where c is the chord length. The drag force coef-
ficient is
CD = CD0 +
(CL − CL0)2
pieAR + C
δe
D δe + C
δa
D δa
+ CMD M (26)
where e is the efficiency factor and AR is the
aspect ratio. The side force coefficient is
CY = C
β
Y β + C
δa
Y δa +
b
2VT
(CpY p+ C
r
Y r) (27)
The rolling moment coefficient is
Cl = C
β
l β + C
δa
l δa +
b
2VT
(Cpl p+ C
r
l r) (28)
The pitching moment coefficient is
Cm = Cm0 + C
α
mα + C
δe
m δe +
c
2VT
(C α˙mα˙ + C
q
mq)
+ CMmM (29)
where c¯ is the mean aerodynamic chord. The yaw
moment coefficient is
Cn = C
β
nβ + C
δa
n δa +
b
2VT
(Cpnp+ C
r
nr) (30)
α˙ = q − (p cosα + r sinα) tan β − 1
mVT cos β
(L+ FT sinα−mg(sinα sin θ + cosα cosφ cos θ)) + d1
(15)
β˙ = p sinα− r cosα + 1
mVT
(Y − FT cosα sin β +mg(cosα sin β sin θ + cos β sinφ cos θ
− sinα sin β cosφ cos θ)) + d2 (16)
p˙ = c1rq + c2pq + c3L¯+ c4N + d3 (17)
q˙ = c5pr − c6p2 + c6r2 + c7M + c7FTZTP + d4 (18)
r˙ = c8pq − c2rq + c4L¯+ c9N + d5 (19)
φ˙ = p+ θqφ+ θr + d6 (20)
θ˙ = q − rφ+ d7 (21)
All the aerodynamic coefficients of the lift force,
the drag force and the side force C(·)(·) are listed in
Table I in the Appendix.
Remark 1 There are no flaps or rudders on the
Shadow UAV. Thus, the corresponding aerody-
namic coefficients (CδfL , C
δf
D and C
δr
D etc.) are
neglected when deriving detailed expressions for
forces and moments. This applies to quite a few
UAVs with similar aerodynamic configurations.
Remark 2 The engine is assumed to be positioned
such that the thrust acts in parallel to the aircraft
body x-axis. The thrust is located at the x−z plane
in the body frame.
Remark 3 Control of yaw motion is not con-
sidered in the force and moment equations. The
stabilization of roll, pitch, pitch rate, yaw rate
will ensure the stability of yaw motion as the yaw
update equation is only related to these states.
The following vectors are defined for the con-
troller design,
x = [α, β, p, q, r, φ, θ]T ∈ R7
ω = [d1, d2, d3, d4, d5, d6, d7]
T ∈ R7
Uc = [δa, δe]
T ∈ R2
where control inputs are the aileron deflection δa
and the elevator deflection δe.
Aerodynamics of the UAV in the cruise flight
can be written in a compact form
x˙ = f(x) + g1(x)ω + g2(x)Uc (31)
zm = h(x) + l(x)Uc (32)
where detailed expressions for f(x) is given by
Eq. (36).
Also, we have
g1(x) = I7 (37)
The control input matrix g2(x) is obtained after
substituting the aerodynamic coefficients listed in
Table I
g2(x) =
[
b1 0 b2 0 b3 0 0
0 0 0 b4 0 0 0
]T
(38)
with
b1 =
0.0689q¯Sb
mVT
, b2 = 82.5048c4 − 1072.6c3
(39)
b3 = −1072.6c4 + 82.5048c9, b4 = −1126.4c7
(40)
The constant matrices h(x) and l(x) are given by
the expressions
h(x) =

x1
δ · x2
. . .
δ · x7
0 · · · · · · 0
0 · · · · · · 0

9×7
(41)
f(x) =

q − pβ cosα− rβ sinα− L
mVT
− FT sinα
mVT
+
gθ sinα
VT
+
g cosα
VT
p sinα− r cosα + Y
mVT
− FTβ cosα
mVT
+
gβθ cosα
VT
+
gφ
VT
− gβ sinα
VT
c1rq + c2pq + c3L¯+ c4N
c5pr − c6p2 + c6r2 + c7M + c7FTZTP
c8pq − c2rq + c4L¯+ c9N
p+ θqφ+ θr
q − rφ

(36)
l(x) =
[
O7×2
I2
]
9×2
(42)
where δ is a non-negative real number used to form
the controller trade-off factor. Dimensions of the
system model are n = 7, m1 = 7 and m2 = 2.
IV. CONTROL OF THE UAV USING NONLINEAR
H∞ THEORY
The design approach deals with the nonlinear
functions in Eq. (36) using the Taylor series ex-
pansion, which takes the following forms
f(x) =
∞∑
i=1
Aix
(i) = A1x+ f
[2+](x) (43)
h(x) =
∞∑
i=1
Cix
(i) = C1x+ h
[2+](x) (44)
g1(x) = B1 + g
[1+]
1 (x) (45)
g2(x) = B2 + g
[1+]
2 (x) (46)
where f [2+](x), h[2+](x), g[1+]1 (x) and g
[1+]
2 (x) are
high-order expansions. In the considered applica-
tion, system dynamics (Eq.(36)) are expanded to
the third-order as most of the terms are zero for
system dynamics larger than the third-order. Taylor
expansions up to the third-order determine system
dynamics. Thus, the first-order, second-order and
third-order terms A1 ∈ R7×1, A2 ∈ R7×49 and
A3 ∈ R7×343 are used for controller design and
nonzero elements in these matrices are listed in
Table II in the Appendix.
The functions g1(x) and g2(x) can be expanded
to the first-order (g[1+]1 (x) = 0, g
[1+]
2 (x) = 0),
B1 = B
0
1 = [B11, . . . , B17] = I7 (47)
B2 = B
0
2 = [B21, B22] (48)
where
B21 =
[
b1 0 b2 0 b3 0 0
]T (49)
B22 =
[
0 0 0 b4 0 0 0
]T (50)
Also, the matrix C1 ∈ R9×7 is a large matrix with
a few non-zero elements and the high-order terms
h[2+](x) = 0. These non-zero elements with their
indices are
C1(1, 1) = 1, C1(j, j) = 0.1, j = 2, · · · , 7. (51)
Here, the trade-off factor is chosen to be δ = 0.1.
A. Linear Part of the H∞ Controller
Design of the controller for the linear system
dynamics can be considered as a linear quadratic
regulator problem. Only first-order system dynam-
ics are involved and the solution P¯ is obtained after
solving the algebraic Riccati equation described by
HTpxP¯ + P¯Hpx + P¯HppP¯ +Hxx = 0 (52)
with the following definitions
Hpx = A1, Hxx = C
T
1 C1,
Hpp =
B1B
T
1
γ2h
−B2R−1h BT2
Eq. (52) can be rearranged into standard H∞-like
Riccati equation form (Rh = I2)
AT1 P¯ + P¯A1 − P¯
[
B1 B2
]
×
[ −γ2hIm1 Om1×m2
Om2×m1 Im2
]−1 [
BT1
BT2
]
P¯ + CT1 C1 = 0
(53)
where m1 = 7,m2 = 2 and γh is the attenuation
factor.
V. NONLINEAR PART OF THE H∞ CONTROLLER
The nonlinear part of the controller involves a
large number of matrix operations. We begin with
defining some notations and then introduce the
design procedure. Detailed information on these
definitions can be found in [13].
The Kronecker product of state vector x is
x(i) = x⊗ x⊗ · · · ⊗ x︸ ︷︷ ︸
i factor
, i = 2, 3, · · · (54)
For i = 0, 1, x(0) = 1, x(1) = x. Also, it is
defined that
x[k] = [xk1, x
k−1
1 x2, · · · , xk−11 xn, · · · , xkn]T , k ≥ 1
(55)
x[0] = 1, x[1] = x (56)
Constant matrices Mk and Nk are used to set up
the relationship between x(k) and x[k]
x[k] = Mkx
(k) x(k) = Nkx
[k] (57)
where Mk ∈ RC(n,k)×nk and Nk ∈ Rnk×C(n,k)
satisfy
MkNk = I
[k]
n (58)
Here, I [k]n is an identity matrix of dimension
C(n, k) := Ckn+k−1 =
∏k
i=1(n+ k − i)
k!
(59)
The number of states is n = 7.
We adopt the following operator row(A) which
maps n by m matrix A = (a)ij to a 1 by m × n
row vector
row(A) = [a11, a12, · · · , a1m, · · · , an1, · · · , anm]
(60)
Also, for any integers i ≥ 1, k ≥ i, and row
vector P¯ ∗k of dimension n
k, there exists a matrix
P¯ ik ∈ Rn×n
k−1
determined by P¯ ∗k such that
P¯ ∗k (x
(i−1) ⊗ In ⊗ x(k−i)) = (P¯ ikx(k−1))T (61)
where P¯ ∗k is partitioned to a 1 by n
i block matrix
taking the form
P¯ ∗k =
[
P1 · · · 11︸ ︷︷ ︸
i tuple
· · ·P1 · · · 1n︸ ︷︷ ︸
i tuple
· · ·Pn · · ·n1︸ ︷︷ ︸
i tuple
· · · Pn · · ·nn︸ ︷︷ ︸
i tuple
]
in which Pj1,··· ,ji , 1 ≤ j1, · · · , ji ≤ n is a row
vector of dimension nk−i. The resultant matrix P¯ ik
is given by
P¯ ik =

P1 · · · 11︸ ︷︷ ︸
i tuple
P1 · · · 21︸ ︷︷ ︸
i tuple
· · · Pn · · ·n1︸ ︷︷ ︸
i tuple
P1 · · · 12︸ ︷︷ ︸
i tuple
P1 · · · 22︸ ︷︷ ︸
i tuple
· · · Pn · · ·n2︸ ︷︷ ︸
i tuple
...
...
...
...
P1 · · · 1n︸ ︷︷ ︸
i tuple
P1 · · · 2n︸ ︷︷ ︸
i tuple
· · · Pn · · ·nn︸ ︷︷ ︸
i tuple

where identity matrix In has the dimension of n =
7.
The iterative design procedure begins with cal-
culating intermediate matrices as follows [13]
Ek =
k−l∑
l=2
row(SlAk−l+1), k = 3, 4, · · · (62)
Fk =
k−1∑
l=1
row(CTl Ck−l), k = 2, 3, · · · (63)
Zk =
k−l∑
l=3
row(SlHppS
T
k−l+2), k = 4, 5, · · · (64)
Y kij = B
T
ijS
T
k+1, k = 1, 2, · · · (65)
W kij =
k∑
l=2
row(SlB
k+1−l
ij ),
k = 2, 3, · · · i = 1, 2, j = 1, ...,m1 (66)
G1k =
k−2∑
l=2
m1∑
j=1
row((W l1j)
TW k−l1j ), k = 4, 5, · · · (67)
G2k =
k−2∑
l=2
m1∑
j=1
row((W l2j)
TR−12 W
k−l
2j ), k = 4, 5, · · · (68)
I1k =
k−1∑
l=2
m1∑
j=1
row((W l1j)
TY k−l1j ), k = 3, 4, · · · (69)
I2k =
k−1∑
l=2
m2∑
j=1
row((W l2j)
TR−12 Y
k−l
2j ), k ≥ 3 (70)
Hk = −1
2
(Zk + 2Ek + Fk +
2I1k +G
1
k
γ2h
− 2I2k −G2k)Nk
k = 4, 5, · · · (71)
H3 − (E3 + F3 − 2I
2
3
2
+
I13
γ2h
)N3 for k = 3 (72)
Uk = Mk[
k∑
i=1
I(i−1)n ⊗ (Hpx +HppP¯ )⊗ Ik−in ]Nk (73)
Sk =
k∑
i=1
(P¯ ik)
T , k = 3, 4, · · · (74)
In the considered application, after the solution to
the Riccati equation S2 = P¯ is obtained, the H∞
controller takes the following form
Uc = (−R−1h BT2 P¯ )x+ (−R−1h
[
BT21S
T
3
BT22S
T
3
]
N2)x
[2]
+ (−R−1h
[
BT21S
T
4
BT22S
T
4
]
N3)x
[3] (75)
Here, intermediate matrices N2 and N3 are com-
puted by Eq. (57), which are given by
N2 = x
(2)(x[2])−1 N3 = x(3)(x[3])−1 (76)
Owing to the fact that system dynamics are ex-
panded to the third-order, the proposed controller
only contains state components up to the third-
order and is described by Eq. (75) in terms of
x, x[2] and x[3]. The controller in Eq. (75) satisfies
the disturbance attenuation property given in Eq.
(4). For proof, interested readers can refer to [13],
[15].
VI. SIMULATION RESULTS
Performance of theH∞ controller is investigated
in this section. Parameters of the Shadow UAV
are used in simulations. The Shadow UAV model
is built by using the AeroSim aeronautical simu-
lation blockset. The simulation model is based on
the aerodynamic parameters given the Table I in
the Appendix. To acquire a reliable performance
evaluation, wind gusts are constructed using the
Dryden turbulence model by passing white noise
through shaping filters in longitudinal, lateral and
vertical directions.
The comparative studies are conducted between
the PID controller and the H∞ controller. The
proper selection of control gains for the elevator
PD control can settle pitch and airspeed to the
desired values. To obtain proper PID control gains,
we choose a group of gains which satisfy perfor-
mance specifications such as settling time (< 100s)
and steady-state errors (< %5). The performance
of transient responses are also considered when
determining the control gains. After quite a few
trials, the control gains are kap = 0.12, kai = 0.003
for the aileron control, and kep = −0.09, ked =
−0.07 for the elevator control.
The typical wind gusts used to conduct perfor-
mance comparisons are shown in Fig. 1. Here, it
is assumed that wind gusts have components in
both horizontal and vertical directions. To compute
control gains for the H∞ controller, the linear
quadratic regulator is designed after solving the
Riccati matrix equation by choosing δ = 0.1.
The angle of attack and sideslip angles using
different controllers are shown in Fig. 2. Although
similar control performance in sideslip is shown
when the PID and the H∞ controllers are applied,
it is seen that the PID controller fails to settle the
angle of attack to the desired value in a gusty en-
vironment. Also, the angle of attack varies outside
the acceptable range when the PID controller is
used. In contrast, the angle of attack is stabilized
to 5o after a short period of time when the H∞
controller is adopted. For the roll and pitch motion
shown in Fig. 3, the H∞ controller exhibits faster
response to damp the roll motion and the settling
time for the PID controller is much longer. Also,
pitch motion is divergent when the PID controllers
are used in a gusty environment. The H∞ con-
troller can effectively damp oscillations in the pitch
motion to a much smaller level. Angular rates
using different controllers are shown in Fig. 4,
it is noticed that there is not much difference for
the roll and yaw rates. The pitch rate is divergent
when the PID controller is applied. In contrast,
the H∞ controller rapidly stabilizes the pitch to
the desired value. The control command for aileron
and elevator deflections are shown in Fig. 5 for the
PID and the H∞ controller. It is noticed that the
H∞ controller results in more oscillations in the
aileron deflections. This indicates that more control
efforts are required, and the aileron control com-
mand is still implementable. The PID controller
exhibits great oscillations in the elevator command
with the maximum deflection of 29.46o, which is
beyond the actuator constraints (−25o ≤ δe ≤ 25o.
Thus, the elevator command generated by the PID
controller is unrealistic. The H∞ controller yields
elevator command with the magnitude changing
within a small level and it can be applied to the
Shadow UAV for flight tests.
VII. CONCLUSION
This paper proposes a nonlinear H∞ controller
for velocity and attitude stabilization of a fixed-
wing UAV in a gusty environment. The proposed
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Fig. 2. Angle of attack and sideslip using the PID and the H∞
controllers
controller aims to achieve desired flight conditions
for the UAVs so that the UAV can be com-
manded to complete airspace collision avoidance
with safety guarantees. The controller iteratively
computes control gains off-line and can be eas-
ily transferred to the flight computer for field
tests. Performance of the H∞ controller has been
verified based on high-fidelity Shadow simulation
models.
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TABLE I
PARAMETERS OF THE SHADOW UAV
Parameters Value
m: Gross mass with full tank 88.72 kg
g: Gravitational acceleration 9.80665 ms−2
ρ: Air density 1.201 kgm−3
S: Aircraft wing area 2.91 m2
b: Wing Span 5.05 m
Ixx: Moment of inertia about x−axis 38.95 kgm2
Iyy: Moment of inertia about y−axis 34.11 kgm2
Izz: Moment of inertia about z−axis 70.73 kgm2
Ixz: Product of inertia 1.99 kgm2
CL0: Aircraft lift curve intercept 0.2336
CαL : Aircraft lift curve slope 5.4476
Cα˙L : Change in lift coefficient with time rate of angle of attack 1.3714
CδeL : Change in lift coefficient with elevator control 0.1857
CqL: Change in lift coefficient with pitching 5.3926
CML : Change in lift coefficient with pitching moment 0
CD0: Minimum drag 0.031
e: Efficiency factor 1
AR: Aspect ratio 8.76
CδeD : Elevator drag contribution 0.0101
CδaD : Aileron drag contribution 0.049
CMD : Change in drag coefficient with pitching moment 0
CβY : change in side force coefficient with sideslip angle −0.354
CδaY : Aileron effect on side fore coefficient 0
CpY : Change in side force coefficient with rolling rate 0.0029
CrY : Change in side force coefficient with yaw rate 0.1943
Cβl : Change in rolling moment coefficient with sideslip angle −0.0177
Cδal : Change in rolling moment coefficient with aileron deflection −0.0689
Cpl : Change in rolling moment coefficient with roll rate −0.8954
Crl : Change in rolling moment coefficient with yaw rate 0.0811
C0m: Zero lift pitching moment coefficient 2.2211
Cαm: Change in pitching moment coefficient with angle of attack −0.9589
Cδem : Change in pitching moment coefficient with elevator deflection −0.6558
Cα˙m: Change in pitching moment coefficient with time rate of angle of attrack −4.8438
Cqm: Change in pitching moment coefficient with pitching rate −13.598
CMm : Change in pitching moment coefficient with pitching moment 0
Cβn : Change in yaw moment coefficient with sideslip angle 0.0642
Cδan : Change in yaw moment coefficient with aileron deflection 0.0053
Cpn: Change in yaw moment coefficient with rolling rate −0.035
Crn: Change in yaw moment coefficient with yaw rate −0.0799
APPENDIX
The Taylor expansions of system dynamics A1,
A2 and A3 are large sparse matrices. All the
nonlinear elecemtes of these matrices are listed in
Table II.
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