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The study of temporal networks in discrete time has yielded numerous insights into time-
dependent networked systems in a wide variety of applications. For many complex systems, however,
it is useful to develop continuous-time models of networks and to compare them to associated dis-
crete models. In this paper, we study several continuous-time network models and examine discrete
approximations of them both numerically and analytically. To consider continuous-time networks,
we associate each edge in a graph with a time-dependent tie strength that can take continuous
non-negative values and that decays in time after the most recent interactions. We investigate how
the mean tie strength evolves with time in several models, and we explore — both numerically and
analytically — criteria for the emergence of a giant connected component in some of these models.
I. INTRODUCTION
Networks, in the form of graphs or more complicated
structures, are useful models of many complex systems
in nature, society, and technology [1]. In the simplest
case of a time-independent graph, one models entities
as nodes and interactions between them as (possibly
weighted and/or directed) edges. However, most net-
works change in time, and the study of so-called “tempo-
ral networks” — in which nodes and/or edges change in
time — is one of the most active areas of network science
[2, 3].
Temporal networks differ from time-independent net-
works in several respects. One significant feature is that
in many situations, the edges of a temporal network may
change between active and inactive states. For exam-
ple, in a communication network, e-mails or text mes-
sages may yield instantaneous interactions between pairs
of entities, where we consider an edge to be active dur-
ing instantaneous communication. In other situations,
such as in a phone call, interactions between entities of
a social network may be active for some finite duration
of time. Temporal networks are very popular for study-
ing time-dependent networked systems, but almost all
formulations of them have focused on discrete time [4].
However, it is more appropriate to study many systems
using continuous-time temporal networks, which allow
both discrete and continuous ties. Indeed, even when
interactions are instantaneous, their importance or influ-
ence can last beyond the interaction time itself; and one
can model them as decaying continuously as a function
of time [5–7]. In such a “tie-decay network” framework,
as advocated in [4], one separates the concepts of inter-
actions and ties between entities. An interaction may
or may not be instantaneous (depending on the model),
but the ties between entities — which are affected by the
interactions — change continuously in time.
Ties between entities of a network strengthen with re-
peated interactions, and they often deteriorate without
such interactions [5, 8]. Our work is motivated by the re-
cent formalization of tie-decay networks by Ahmad et al.
[4]. In their study, the strength of a tie between nodes de-
cays exponentially in the absence of interactions, and dis-
crete interactions between entities boost the strength of a
tie between entities. In a similar model that was studied
many years earlier [9], Jin et al. examined continuous-
time networks with an exponential decay of tie strengths,
which represent friendship strengths between people in a
social network. As we discuss in this paper, there are var-
ious ways to formulate models of tie-decay networks, and
we discuss a few of them. Another approach for study-
ing temporal networks in both continuous and discrete
time is through statistical models, such as exponential
random-graph models [10].
As discussed in [4], a key challenge of studying
continuous-time temporal networks is the aggregation of
interactions between entities into time windows. There
is a delicate balance between smoothing noise and pre-
serving information content, and the choice of the size of
a time window plays an important role. If a time window
is too small, one may be unable to capture some impor-
tant features of a network. However, if the time window
is too large, it may eclipse important interactions in a
network. Given these issues, Sulo et al. illustrated that
it is important to examine multiple resolutions in time-
dependent networks [11]. In the present paper, we focus
on the decay and boosting behavior of ties between pairs
of nodes. Therefore, it is often more meaningful to ex-
amine the time step and the decay rate together, instead
of studying them individually.
To gain a better understanding of tie-decay networks,
it is important to generalize well-known network models
to this setting. A key example is Erdo˝s–Re´nyi (ER) net-
works [1, 12], the simplest type of random graph. Each
edge in an G(n, p) ER graph exists with a homogeneous,
independent probability p. An important feature of an
ER graph is the emergence of a giant connected compo-
nent (GCC), which scales linearly with the number n of
nodes in the network, for probabilities above some criti-
cal value [1, 12]. A related idea, which has been used in
models of numerous phenomena, is percolation on ER
and other networks [13]. Many scholars have studied
GCCs (and giant percolating components) in a diverse
set of applications, such as navigability in transportation
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2networks [14] and transmissibility of diseases in social
networks [15]. Salient to the present paper is the work of
[9], who examined the development of a GCC in a model
for the formation of a social network.
In the present paper, we incorporate the G(n, p) model
into several continuous-time network models using sev-
eral different mechanisms for the growth and decay of
the tie strength between nodes. These mechanisms in-
clude the tie-decay model of Ahmad el al. [4] and the
back-to-unity model of Jin et al. [9]. We also study
two mechanisms — a diffusion model and a convection–
diffusion model — that are inspired by random walks
and partial differential equations (PDEs). For all four of
these models, we assume that the tie strength between
a pair of nodes is independent of the tie strength of any
other edges in the network. With this independence as-
sumption, we derive the mean tie strength over all nodes
at stationarity for these models, and we compare these
results with numerical simulations. We also study the
emergence of a GCC in the back-to-unity model, diffu-
sion model, and the convection–diffusion model. Our re-
sults give insights into several different formulations of
tie-decay networks, as their properties can differ from
each other in substantive ways.
Our paper proceeds as follows. In Section II, we dis-
cuss four models of continuous-time, tie-decay networks:
the recent model of Ahmad et al. [4]; the back-to-unity
model of Jin et al. [9]; and two novel models. We exam-
ine the mean tie strength in the Ahmad et al. model in
the long-time limit and the emergence of a GCC in the
back-to-unity model. We then introduce two tie-decay
models based on random walks — one is a diffusion model
and the other is a convection–diffusion model — and we
examine GCCs in them using ideas from PDEs and nu-
merical analysis. In Section III, we summarize our results
and suggest several future directions.
II. MODEL
A. Tie-decay model of Ahmad et al. [4]
We start with the tie-decay model of Ahmad et al. [4].
This model yields a graph G(n, p, α, T ) with four param-
eters: n is the number of nodes; T is the total run time;
α is a decay parameter; and p is the probability for a
pair of nodes to interact during a single time step. This
model makes a point of separating the concepts of “in-
teractions” and “ties”, which traditionally are treated as
equivalent concepts. There is an underlying continuous
time, which we measure in small increments δt, and a
pair of nodes can have an interaction during a time step.
The strength of a tie between a pair of nodes depends on
the history of interactions.
There are numerous possible choices in the above tie-
decay setting, and we follow those of [4]. During a time
step of length δt, if a pair of nodes interacts, which occurs
with a homogeneous probability p, the tie strength of the
edge between this pair increases by 1; if they do not inter-
act, which occurs with complementary probability 1− p,
the strength of the tie between them decays by a factor
of e−α δt. We also impose the assumption that, during a
single time step, a pair of nodes either has one interac-
tion (thereby increasing the strength of the tie between
them) or zero interactions (such that the tie strength be-
tween them decays). We suppose that growth and decay
pattern of each pair of nodes is independent of all other
pairs, so we independently consider each node pair dur-
ing each time step. As we mentioned in Section I, it is
more meaningful to examine the time step and the decay
rate together, rather than individually. For simplicity, we
take δt = 1 in this model (and also in the back-to-unity
model, which we discuss in II B). In Figure 1, we show an
illustrative example of the model’s tie-decay dynamics.
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FIG. 1: An illustration of dynamics in the tie-decay
model of Ahmad et al. [4] The tie strength between a
pair of nodes increases by 1 when there is an interaction
during a time step, and it decays exponentially when
there is no interaction. In this simulation, we have
n = 1000 nodes, a decay rate of α = 0.01, an interaction
probability of p = 0.003, and T = 1000 time steps. The
vertical axis shows the tie strength of one edge. Six
interactions occur between the two nodes that are
incident to this edge.
LetA be an adjacency matrix, associated with a graph
from G(n, p, α, T ), that encodes the tie strengths of the
edges. The entry Aef gives the tie strength between
nodes e and f (where e 6= f). The matrixA is symmetric
and has 0 entries on the diagonal.
The tie strength of each edge satisfies the same prob-
ability distribution, so let’s focus on a single edge. Let
st be the tie strength of a particular edge at time t, and
suppose that s0 = 0. To study the model of [4] with
δt = 1, we run a Monte Carlo simulation for a total of T
steps using the following the update rule:
st+1 =
{
st + 1 , with probability p ,
ste
−α , with probability (1− p) . (1)
That is,
st+1 = zt + e
−α(1−zt)st ,
3where zt is a Bernoulli random variable with parameter
p.
To calculate the expected of st, we write
E[s0] = 0 ,
E[s1] = p(1 + E[s0]) + e−αE[s0](1− p) ,
...
E[st] = p(1 + E[st−1]) + e−αE[st−1](1− p) , for t ≥ 0 .
It is difficult to evaluate the above recursive expression
to obtain a closed-form expression for E[st], but we can
obtain a good approximation for large times t. The ex-
pression for E[st] is a sum of terms of the form pie−jα,
where i ∈ {1, . . . , t} and j ∈ {0, . . . , t − 1}. The coeffi-
cients of pie−jα are all equal to 1 when i + j ≤ t, and
we can discard the other terms as small as t→∞. This
allows us to approximate E[st] as follows:
E[st] ≈
t∑
i=1
n−i∑
j=0
pie−jα
=
1
1− σ
[
p− pt+1
1− p − pσ
n
( p
σ
n − 1
p
σ − 1
)]
, (2)
where σ = e−α. This also yields the long-time behavior
of E[st], which is given by
lim
t→∞E[st] =
1
1− σ
p
1− p . (3)
In the long-time limit, which is a stationary state, we
have
s = sσ(1− p) + (s+ 1)p
=
p
(1− σ)(1− p) , (4)
and we recover Eq. (3).
To verify that we indeed reach a stationary state as
t → ∞, the map with x 7→ (p(x + 1) + (1 − p)σx) is a
contraction when α > 0 and p < 1. Let x, y ∈ R and
φ(x) = (p(x+ 1) + (1− p)σx). It then follows that∣∣φ(x)− φ(y)∣∣ = ∣∣p(x− y) + (1− p)σ(x− y)∣∣
≤ ∣∣x− y∣∣∣∣p+ (1− p)σ∣∣
<
∣∣x− y∣∣ .
By the Banach fixed-point theorem, we achieve a station-
ary state by iteration.
We now examine how well Eq. (2) and Eq. (3) agree
using direct numerical simulations of tie-decay networks.
We use parameter values of n = 3000 nodes, a con-
nection probability of p = 0.1, and a decay rate of
α = 0.05. Equation (3) yields a limiting expectation
value of 2.2782. At t = 50, our numerical computa-
tions yield st ≈ 2.0368, and our analytical approximation
yields 2.0902; at t = 100, we get st ≈ 2.2524, and our an-
alytical approximation yields 2.2628; at t = 150, we com-
pute that st ≈ 2.2751, and our analytical approximation
yields 2.2770; and at t = 500, we calculate st ≈ 2.2782,
and our analytical approximation yields 2.2782.
As t becomes larger, the simulations and approxima-
tion become progressively closer to each other. We ob-
serve that the approximation is always larger than the
simulation, because the coefficients, pie−jα with i+ j =
t + 1, of the largest terms that we dropped in our ap-
proximation are always negative. If we include terms of
this order (with i + j = t + 1) in our sum, our refined
approximation is smaller than the simulation results, be-
cause the coefficients of the next-largest terms (pie−jα
with i+ j = t+ 2) in the sum are always positive. Based
on our numerical computations, we observe that these
positive and negative corrections to our approximation
balance each other, rendering Eq. (3) an accurate ap-
proximation in the long-time limit.
B. Back-to-unity growth model of Jin et al. [9]
In [9], Jin et al. considered a type of tie-decay model
(although they did not use that terminology) in which
an interaction resets the tie strength back to 1, instead
of increasing the tie strength by 1 (as in Eq. (1)). Conse-
quently, the tie strength of each edge is always bounded
above by 1. In Figure 2, we show an illustrative example
of the tie-decay dynamics for Jin et al.’s back-to-unity
growth model.
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FIG. 2: An illustration of tie-decay dynamics of the
back-to-unity growth model of Jin et al. [9]. The tie
strength between two nodes resets to 1 if they interact
during a time step. In this simulation, there are
n = 1000 nodes, a decay rate of α = 0.01, an interaction
probability of p = 0.003, and T = 1000 time steps. The
vertical axis shows the tie strength of one edge. Four
interactions occur between the two nodes that are
incident to this edge.
In their model, Jin et al. set a threshold g ∈ (0, 1]
on the tie strength, and they construed edges with a tie
strength of more than g as active. With their toy model,
Jin et al. sought to achieve insights into the formation
of social networks; and they supposed that a community
forms in a network concomitantly with the formation of a
4GCC. Given the interaction probability p and the thresh-
old g, we derive a closed-form expression for the criterion
of emergence of a GCC.
As in our analysis of Ahmad et al.’s tie-decay model in
Section II A, we calculate the long-time behavior of the
mean tie strength to be
lim
t→∞E[st] =
p
1− σ(1− p) , (5)
where we recall that σ = e−α.
In the time-independent ER random-graph model
G(n, p), there is a GCC when
p ≥ 1 + ε
n
, (6)
for all ε > 0, as there is a phase transition for the emer-
gence of the GCC when ε = 0. When (6) holds, then
with high probability, there is a single GCC and all other
components have size O(log(n)) [12].
Because the nodes are indistinguishable from each
other, we examine the probability that the strength of
a particular edge surpasses the threshold:
P(s > g) = 1−P(s ≤ g) . (7)
We compute the probability on the right-hand-side of (7)
as follows. We know that s cannot reset to 1 in the last
step, as otherwise s = 1 ≥ g. Similarly, s cannot reset to
1 in the last q steps, as otherwise it will not have enough
time to decay to some value that is smaller than g. Using
this argument, we see that the condition that q needs to
satisfy is
e−αq < g ,
which we can express as
q ≥
⌈
− log(g)
α
⌉
,
where dθe is the ceiling function of θ (i.e., the smallest
integer that is at least as large as θ). The probability for
this to occur is (1− p)q, so
P(s > g) = 1−P(s ≤ g)
= 1− (1− p)
⌈
− log(g)α
⌉
. (8)
By the same argument, a GCC exists if
P(s > g) = 1− (1− p)
⌈
− log(g)α
⌉
>
1
n
. (9)
Because g ∈ (0, 1] and the decay parameter is α > 0, it
follows that
⌈
− log(g)α
⌉
> 0. Therefore, we see that if
p > 1/n, we are guaranteed that there is a GCC unless
g = 1. That is, p > 1/n is a sufficient condition for the
existence of a GCC. Recall that this is also the condition
for the existence of a GCC in Eq. (6). Therefore, the
criterion for the existence of a GCC in a network that
one constructs from the back-to-unity growth model of
Jin et al. is stricter than that for an ordinary ER G(n, p)
graph. In Figure 3, we illustrate the presence and absence
of a GCC in a network with back-to-unity interactions.
Our analytical result in Eq. (9) agrees with our numerical
computations.
We also investigate numerically how the size of the
GCC (if there is one) in a network that we construct
from the back-to-unity growth model varies with the in-
teraction probability p when we fix all other parameters.
We show the results of numerical computations in Figure
4. Based on Eq. (9) and our parameter values, we calcu-
late that the critical probability pc for a GCC to emerge
is pc ≈ 5 × 10−4. Therefore, we expect to see a phase
transition around p = pc.
C. Diffusion model of tie strength
Another continuous-time model, which we introduce
in the present paper, is a toy model of a tie-decay net-
work based on diffusion. At each time step, each entity is
equally likely either to interact with some entity or to not
do anything. Each interaction that occurs between a pair
of nodes is independent of all other pairs (i.e., all other
edges), so the strength of each tie changes independently
of all other ties. (In Section II D, we will generalize this
model to include both diffusion and convection.) This
implies that, at each time step, there is an equal prob-
ability 1/2 for the tie strength of each edge to increase
or decrease by the factor exp(±δx), where δx is small.
We assume that the tie strength of each edge starts at
exp(0) = 1. We then show that, as time progresses, we
can model the tie strength by a linear diffusion equation,
similar to how one derives a diffusion equation from a
symmetric random walk.
Because the tie strength of each edge changes inde-
pendently of other edges, we examine the dynamics of a
single edge. Let u(x, t) denote the probability that the
tie strength of a chosen edge at time t is given by exp(x).
We write the master equation
u(x, t) =
1
2
[u(x− δx, t− δt) + u(x+ δx, t− δt)] , (10)
which we rearrange to obtain
u(x, t+ δt)− u(x, t) (11)
=
1
2
[u(x+ δx, t)− u(x, t)− (u(x, t)− u(x− δx, t))] .
We now approximate finite differences as derivatives in
Eq. (11). Specifically, we take δt→ 0 and δx→ 0, while
5(a) Regime with a GCC. (b) Regime without a GCC.
FIG. 3: Presence versus absence of a GCC in the back-to-unity growth model. In each panel, we show all
components of a network from a single simulation. In both simulations, we use n = 1000 nodes, an interaction
probability of p = 11.1n , a decay parameter of α = 0.01, and T = 3000 time steps. (a) We set the threshold to be
g = 0.95, which yields P(s > g) = 0.0054 > 1/n = 0.001. Therefore, there is a GCC. (b) We set the threshold to be
g = 0.995, which yields P(s > g) = 9.09× 10−4 < 1/n = 0.001. Therefore, there is no GCC.
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FIG. 4: Scaling of the largest connected component in a
network from the back-to-unity growth model with
interaction probability p. In our simulations, there are
n = 1000 nodes, a decay parameter of α = 0.1, and a
threshold of g = 0.9. For each value of p, we take a
mean of our results over 2500 realizations. Each
realization has a run time of T = 1000 near the critical
probability pc = 0.5 and a run time of T = 500 far away
from pc.
supposing that (δx)
2
δt does not go to 0, to yield the PDE
∂u
∂t
δt =
1
2
(
(δx)2
∂2u
∂x2
)
=⇒ ut = 1
2
(δx)2
δt
uxx +O(δx) +O(δt) , (12)
and we note that the notation ut ≡ ∂u∂t (and anologously
for the spatial derivatives). The initial condition in (12)
is
u(x, 0) = δ(x) , (13)
where δ(x) is the Kronecker delta function (and should
not be confused with δx, an infinitesimal change in the
variable x). This initial condition implies that, at time 0,
the tie strength of the chosen edge is exp (0) with prob-
ability 1. Equation (12) and Eq. (13) constitute a diffu-
sion equation with a delta-mass initial condition, which
is solvable both numerically and analytically. If we define
D = 12
(δx)2
δt , we obtain the similarity solution [16]
u(x, t) =
1√
4piDt
exp
(
− x
2
4Dt
)
. (14)
Therefore, the tie strength in this model spreads out over
time in a Gaussian manner.
D. Bounded convection–diffusion model of tie
strength
We now modify the diffusion model in Section II C by
supposing that there is a preference for tie strengths to
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(a) Typical diffusion growth pattern.
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(b) Typical diffusion–convection growth pattern.
FIG. 5: An illustration of tie-strength dynamics for (a) our diffusion model and (b) our bounded
convection–diffusion model. In both panels, we use a spatial step of δx = 5× 10−3, a time step of δt = 10−5, and a
run time of T = 0.05. For panel (b), the convection parameter is β = 5 and tie-strength upper bound is w = 0.8.
The vertical axis in each panel shows the natural logarithm of the tie strength of a single edge. In contrast to our
simulations of the Ahmed et al. tie-decay model and the back-to-unity model, note that the time step δt 6= 1. The
diffusion model has a first-order error in time (as well as in space), so now we need the time step to be small.
grow over time. At each time step, there is a probability
of (1/2 + ∆) for the tie strength to grow by a factor of
exp(δx) and a probability of (1/2−∆) for the tie strength
to decay by a factor of exp(−δx). Additionally, we sup-
pose that ∆ is small. The associated master equation
is
u(x, t+δt) =
(
1
2
+ ∆
)
u(x−δx, t)+
(
1
2
−∆
)
u(x+δx, t) .
(15)
Following a similar procedure as with the diffusion model
in Section II C, we derive the equation
ut = kuxx − 4βkux +O(δx) +O(δt) , (16)
where we assume that (δx)
2
2δt → constant = k and ∆δx →
constant = β. In this regime, we obtain a convection–
diffusion equation, with the delta-mass initial condition
(13).
To prevent our random walker from escaping to infin-
ity, we enforce that the tie strength has an upper bound
W . Specifically,
u(x, t) = 0 , for all x > w , (17)
where w = lnW . Equation (17) is a linear diffusion equa-
tion in a moving frame. We make the change of variables
(x, t) → (ξ, t), where ξ = x − 4βkt. By the chain rule,
Eq. (16) becomes
ut = kuξξ , (18)
which is the usual diffusion equation.
Equation (17), together with conservation of probabil-
ity, enforces a boundary condition in our scheme for our
numerical computations of (16). Using a forward-time,
central-difference scheme gives
ui+1j − uij
δt
= k
uij+1 − 2uij + uij−1
(δx)2
− 4βku
i
j+1 − uij−1
2 δx
,
ui+1j = au
i
j−1 + bu
i
j + cu
i
j+1 , (19)
where the superscript i on u indicates the time discretiza-
tion; the subscript j on u indicates the spatial discretiza-
tion; and
a = k
δt
(δx)2
+ 2βk
δt
δx
,
b = 1− 2k δt
(δx)2
, (20)
c = k
δt
(δx)2
− 2kβ δt
δx
.
Inserting the expressions for k and β into (20) yields a =
1
2 + ∆, b = 0, and c =
1
2 −∆. Inserting these conditions
into our numerical scheme in (19) yields
ui+1j =
(
1
2
+ ∆
)
uij−1 +
(
1
2
−∆
)
uij+1 , (21)
which is equivalent to Eq. (15). This indicates that the
numerical scheme in Eq. (19) successfully describes the
evolution of the tie strength of an edge if one is suffi-
ciently far away from the boundary. By the minimum
principle and the infinite speed of wave propagation in
our linear convection–diffusion equation [16], Eq. (16)
and Eq. (18) give a nonzero solution at the boundary
for any t > 0, but our discrete system in Eq. (15) has a
nonzero solution at the boundary only after some finite
time.
In principle, u can take a negative value of arbitrarily
large magnitude. However, to implement the numeri-
cal scheme (19), we have to use a finite interval. As we
discussed above, we impose an upper bound of w. Al-
though the solution to the convection–diffusion equation
(16) has an infinite speed of propagation, our discrete
model has a finite propagation speed of v = δxδt . There-
fore, we can choose a lower bound −L, such that L ≥ Tv ,
where L ∈ R>0; that is, at t = T , we have u(x, T ) = 0 for
all x ≤ −L. Therefore, uij = u(xj , ti), with our spatial
discretization given by {x0 = −L, x1, . . . , xN = w} and
time discretization given by {t0 = 0, t1, . . . , tNT = T}.
7We can derive boundary conditions by requiring con-
servation of mass:
N∑
j=1
ui+1j =
N∑
j=1
uij . (22)
Combining Eqs. (19) and (22) yields
ui+11 = u
i
1(1− a) + ui2(1− a− b) ,
ui+1N = u
i
N (1− c) + uiN−1(1− b− c) . (23)
We now examine the boundary at x = w. From
Eq. (23), the boundary condition on the right (which
we derive from conservation of mass) is
ui+1N =
(
1
2
+ ∆
)
uiN +
(
1
2
+ ∆
)
uiN−1 . (24)
However, our model requires that the tie strength of an
edge cannot exceed some threshold w. Therefore, when-
ever the tie strength of an edge reaches w, we require at
the next time step that it either remains at w or decays
to w − δx. Similarly, if the tie strength of an edge is
w at time t, then the tie strength of that edge at time
t − δt is either w − δx or w. If, at some time, the tie
strength x is smaller than w but becomes x+ δx ≥ w at
the next time step, we always set the new tie strength
to w. Mathematically, the above boundary conditions
translate to
u(w, t+ δt) =
(
1
2
+ ∆
)
u(w, t) +
(
1
2
+ ∆
)
u(w −∆x, t) ,
ui+1N =
(
1
2
+ ∆
)
uiN +
(
1
2
+ ∆
)
uiN−1 . (25)
Consequently, the natural boundary condition from the
model is equivalent to the boundary condition that we
impose on our numerical scheme (19) based on conserva-
tion of mass.
After choosing the upper and lower bounds for our
numerical computations, we implement our numerical
scheme (19) by building a transition matrix from Eq. (19)
and Eq. (23). This matrix is a tridiagonal matrix in
which every column sums to 1, so it is a stochastic ma-
trix and there always exists an eigenvector with eigen-
value 1. This transition matrix is a positive stochastic
matrix if ∆ < 12 . By the Perron–Frobenius theorem, the
eigenspace of the unit eigenvalue is spanned by one vec-
tor, which is the stationary state.
At steady state, u(x, t) = u(x, t+δt), so it follows that
ui+1j = u
i
j . Inserting this relation into Eq. (24) yields
uN =
(
1
2
+ ∆
)
uN−1 +
(
1
2
+ ∆
)
uN , (26)
which implies that
uN
uN−1
=
1
2 + ∆
1
2 −∆
. (27)
Similarly, away from the boundary,
uN−1 =
(
1
2
+ ∆
)
uN−2 +
(
1
2
−∆
)
uN
=
(
1
2
+ ∆
)
uN−2 +
(
1
2
−∆
) 1
2 + ∆
1
2 −∆
uN−1
=
(
1
2
+ ∆
)
uN−2 +
(
1
2
+ ∆
)
uN−1 , (28)
which implies that
uN−1
uN−2
=
1
2 + ∆
1
2 −∆
. (29)
By induction, we obtain
uj
uj−1
=
1
2 + ∆
1
2 −∆
. (30)
From conservation of mass,∫
R
u(x, t)dx = constant , (31)
which yields
ux(w) = 4βu(w) , (32)
where we take u → 0 and ux → 0 as x → −∞ based on
our numerical computations. From the continuous model
(32), we thus obtain the following boundary conditions
for our numerical computations:
uN − uN−1
δx
= 4βuN ,
uN =
uN−1
1− 4∆ . (33)
The boundary conditions in (33) are not exactly the same
as those that we derived directly from the numerical con-
servation of mass in Eq. (22) or from the network model
in Eq. (25). However, Eq. (26) and Eq. (33) agree to first
order in ∆.
Let η =
1
2−∆
1
2+∆
. From the delta-mass initial condition,
we have the geometric sum
N∑
j=1
ui =
1
δx
= uN (1 + η + η
2 + . . .+ ηN−1)
= uN
1− ηN
1− η
= uN
(1− ηN )( 12 + ∆)
2∆
. (34)
Recall that N = w+Lδx and η < 1. Therefore, for our
asymptotic solution to Eq. (19) at steady state with
boundary conditions (23), we may take ηN → 0. In this
8asymptotic limit, we solve for uN in terms of ∆ and β to
obtain
uN =
2∆
( 12 + ∆)δx
=
2β
( 12 + ∆)
. (35)
We implement our numerical scheme (19) and boundary
conditions (23) with the parameter values δx = 5×10−3,
δt = 10−5, T = 0.05, β = 15, w = 2, and ∆ = 7.5 ×
10−2. We also run a Monte Carlo simulation on a network
with n = 2000 nodes with the mechanism described by
Eq. (15) and these same parameter values.
FIG. 6: Comparison of our numerical scheme (red
curve) from Eq. (19) and a Monte Carlo simulation of
our network model (gray blocks). This figure represents
the probability distribution of the tie strength of an
edge in the network. We assumed that each edge is
independent of all other edges, so this distribution
applies to the tie strength of each edge in the network.
Equation (35) implies that the solution to the PDE
(16) at the boundary w at stationary state does not de-
pend on the value of w. This is pleasing, because there
is no particular reason to choose one value of w over an-
other.
The numerical scheme in (19), together with boundary
conditions (23), is accurate to first order both in time
and space. Because uN converges to the steady state
solution u(w) as we decrease δx, we can make concrete
statements about the exact stationary-state solution to
the convection–diffusion equation with mass-conserving
boundary conditions. The boundary value of u at sta-
tionarity is
u(w) = 4β . (36)
From Eq. (30), we obtain the following expression for
u(x, t) for x < w in the long-time limit (i.e., at station-
arity):
u(x, t) = lim
m→∞
( 1
2 − βw−xm
1
2 + β
w−x
m
)m
4β . (37)
One can think of the expression (37) as taking the limit
of our numerical scheme (19) as the the step size δx of
spatial discretization goes to 0. Additionally, if u(x, t)
is a solution to the convection–diffusion equation at sta-
tionarity, it follows that
u(w, t)
u(w − δx, t) =
u(w − δx, t)
u(w − 2 δx, t)
=
u(w − ` δx, t)
u(w − (`+ 1) δx, t) (38)
for ` ∈ Z≥0.
From Eq. (38), we write down the solution to Eq. (16)
at stationarity. The solution is of the form
u(x) = CeB(x−w) . (39)
We determine the constants B and C from Eq. (31) and
Eq. (36) to obtain
u(x) = 4βe4β(x−w) . (40)
A quick check shows that Eq. (40) satisfies the orig-
inal convection–diffusion equation (16), subject to the
conditions in Eqs. (31), (36), and (38). Equation (40)
provides a way to examine the emergence of a GCC in
our convection–diffusion network model in the long-time
limit. At stationarity, the probability distribution for the
tie strength of edges leans towards the boundary, so we
look near the boundary x = w for potentially interest-
ing behavior. We define a threshold W0 < W and let
w0 = ln(W0). Recall that when looking for a GCC in a
network, we construe all edges with tie strengths that are
less than or equal to the threshold as inactive. We con-
strue edges with tie strengths that are greater than the
threshold as active. In the continuum limit, assuming
that the system (15) has reached stationarity, we cal-
culate the probability that a particular edge has a tie
strength that is larger than the threshold. This proba-
bility is
P = 1− e4β(w0−w) . (41)
When P > 1/n, our network has a GCC. (A phase tran-
sition occurs when P = 1/n.)
One can also study the stationary states of the
convection–diffusion equation (16) directly by setting
ut = 0 to obtain an ordinary differential equation (ODE).
This gives the same result as Eq. (40), provided we use
the same initial and boundary conditions.
Another way to look at growth and decay of tie
strength is by identifying a process as a one-dimensional
(1D) birth–death chain [17]. However, if we use such an
approach, we need a state space Ω that is not bounded
9from below. A way to do this is to first examine a finite
state space and then take the limit as the lower bound
goes to negative infinity. A 1D birth–death chain gives
another way to derive Eq. (30).
An advantage of analyzing our tie-decay temporal net-
work model using ideas from convection–diffusion equa-
tions is that it allows us to write down a characteristic
time scale for a network to reach a stationary state. From
Eq. (18), we can view the convection–diffusion equation
as a diffusion equation in a moving frame. Let τ1 to
be the time for the initial configuration to move to the
boundary at x = w. This time is given by
τ1 =
w
4βk
.
Because the solution (14) to the diffusion equation is a
Gaussian distribution that expands over time, we define
τ2 to be the time scale for the initial configuration to
expand until it has a standard deviation of w. This time
is given by
τ2 =
w2
2k
.
Therefore, the characteristic time scale to reach station-
arity when starting from a delta mass initial condition
is τ = max{τ1, τ2}. An interesting observation is that
this is similar to determining a time scale based on the
Pe´clet number [18], which measures the relative strengths
of convection and diffusion. If we use w as length scale,
the Pe´clet number is Pe = 4βw. Additionally, τ = τ2 if
and only if τ2 ≥ τ1; equivalently, τ = τ2 if and only if
2βw ≥ 1, which entails that Pe ≥ 2.
III. CONCLUSIONS
It is very popular to study temporal networks [2,
3], but most investigations of such networks focus on
discrete-time approaches. However, many networks
evolve continuously in time, and it is important to de-
velop approaches for studying such networks. This is an
important modeling consideration, as it is often useful
to consider the underlying time as continuous even when
subsequently discretizing the dynamics of networks.
In the present paper, we studied several continuous-
time network models with tie decay, diffusion, and con-
vection. We investigated the long-time behavior of these
models and examined the emergence of giant connected
components in the long-time limit in the networks that
these models produce. In addition to exploring two ex-
isting continuous-time models — the tie-decay model of
Ahmad et al. [4] and the back-to-unity growth model
of Jin et a. [9] — we also developed two new models,
a diffusion model and a convection–diffusion model for
tie strengths; and we examined the formation of a gi-
ant connected component (GCC) for the latter. We de-
rived the stationary distribution of tie strengths for the
convection–diffusion mechanism using intuition from nu-
merical computations of linear convection–diffusion par-
tial differential equations. Our analytical results agree
with our numerical simulations in the long-time limit.
In the effort to generalizing network analysis to
continuous-time formulations of temporal networks, it is
important to generalize familiar network ideas. This in-
cludes random-graph models and GCCs (as in the present
paper), and it will be valuable to focus future efforts on
generalizing other ideas (such as community structure
and dynamical processes on networks) to continuous-time
network models. In our analysis, we treated edges as
evolving independently, but many systems have corre-
lations (e.g., mutual excitation or mutual inhibition) be-
tween edges; and it is important to generalize our analysis
for those situations.
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