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1. Introduction
In most physical circumstances, acquisition devices do not produce signal values at the exact instances. A common
substitute is to integrate the signal over small neighborhoods near sampling instances. We call this sampling procedure
an average sampling. The history of average sampling goes back to the work of Gröchenig [8], where an average sampling
theorem for band-limited signals is presented. More precisely, he proved that if tk+1 − tk  δ  1√2Ω , then any band-limited
signal f ∈ L2(R) with supp fˆ ⊂ [−Ω,Ω] is uniquely determined from its local averages ∫ tk+ δ2
tk− δ2
f (t)uk(t)dt . Feightinger and
Gro¨chenig [6] later proved that if δ := sup |tk+1 − tk| < πΩ , then f is uniquely determined by 1γk−γk−1
∫ γk
γk−1 f (t)dt , where
γk := tk+1+tk2 . Average sampling with average functions uk(·) = u(· − k), in other words, the case that average functions are
integer translates of a single function u(·), is also studied. In such a case, sampling procedure can be viewed as a preﬁltering.
Aldroubi and Unser obtained quite general results on this in [1–3]. Sun and Zhou [15] proved that any function in spline
subspaces is uniquely determined by its local averages. Successively, they [16,17] proved that any function, which belongs
to a suitable shift invariant space generated by a Riesz or frame generator, is uniquely determined by its local averages.
In [16,17], average functions are assumed to be even and be supported by symmetric intervals with respect to sampling
instances, which are evenly spaced.
We consider generalized average sampling in shift invariant spaces generated by frame generators, in which averages
are taken not from a signal itself but from its channeled version by some linear time invariant system. As a special case,
the usual average sampling theorems are also presented. Since we weaken usual constraints imposed on the average func-
tions uk(t) such as symmetry of suppuk , evenness of uk , etc., results obtained here improve previous results done by others.
This paper is organized as follows. In Section 2, we introduce concepts and deﬁnitions needed throughout the paper. Brief
introduction on shift invariant spaces and reproducing kernel Hilbert spaces are included. In Section 3, we present three
different generalized average sampling theorems in which support of average functions uk(t) is possibly asymmetric and
generator φ(t) is less constrained. Finally, in Section 4, we give some illustrative examples.
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We take the Fourier transform to be normalized as
F[φ](ξ) = φˆ(ξ) :=
∞∫
−∞
φ(t)e−itξ dt, φ(t) ∈ L2(R) ∩ L1(R),
so that 1√
2π
F [·] extends to a unitary operator from L2(R) onto L2(R). For any φ(t) ∈ L2(R), let
Cφ(t) :=
∑
n∈Z
∣∣φ(t + n)∣∣2 and Gφ(ξ) :=∑
n∈Z
∣∣φˆ(ξ + 2nπ)∣∣2.
Then Cφ(t) = Cφ(t + 1) ∈ L1[0,1], Gφ(ξ) = Gφ(ξ + 2π) ∈ L1[0,2π ], and
∥∥φ(t)∥∥2L2(R) = ∥∥Cφ(t)∥∥L1[0,1] = 12π
∥∥Gφ(ξ)∥∥L1[0,2π ].
In particular, Cφ(t) < ∞ for a.e. t in R. We also let
Zφ(t, ξ) :=
∑
n∈Z
φ(t + n)e−inξ
be the Zak transform [10] of φ(t). Then Zφ(t, ξ) is well deﬁned a.e. on R2 and
Zφ(t, ξ) =
∑
n∈Z
φˆ(ξ + 2nπ)eit(ξ+2nπ) a.e. in R2.
A sequence {φn: n ∈ Z} of vectors in a separable Hilbert space H is
• a Bessel sequence (with a bound B) if there is a constant B > 0 such that∑
n∈Z
∣∣〈φ,φn〉∣∣2  B‖φ‖2H, φ ∈ H;
• a frame of H (with bounds (A, B)) if there are constants B  A > 0 such that
A‖φ‖2H 
∑
n∈Z
∣∣〈φ,φn〉∣∣2  B‖φ‖2H, φ ∈ H;
• a Riesz basis of H (with bounds (A, B)) if it is complete in H and there are constants B  A > 0 such that
A‖c‖2 
∥∥∥∥∑
n∈Z
c(n)φn
∥∥∥∥
2
H
 B‖c‖2, c= {c(n): n ∈ Z} ∈ l2,
where ‖c‖2 :=∑n∈Z |c(n)|2.
For any c = {c(n): n ∈ Z} in l2, let cˆ(ξ) :=∑n∈Z c(n)e−inξ be the discrete Fourier transform of c. Then cˆ(ξ) = cˆ(ξ + 2π) ∈
L2[0,2π ] and ∫ 2π0 |cˆ(ξ)|2 dξ = 2π‖c‖2. The discrete convolution product of c and d in l2 is deﬁned by
c ∗ d :=
{
(c ∗ d)(n) :=
∑
k∈Z
c(k)d(n − k): n ∈ Z
}
.
Note that cˆ(ξ)dˆ(ξ) belongs to L1[0,2π ] and its Fourier series is ∑n∈Z(c ∗ d)(n)e−inξ so that
2π∫
0
∣∣cˆ(ξ)dˆ(ξ)∣∣2 dξ = 2π‖c ∗ d‖2.
Essential inﬁmum and essential supremum of measurable functions on R (or R2) are denoted by ‖ · ‖0 and ‖ · ‖∞ ,
respectively.
For any φ(t) ∈ L2(R), we let V (φ) := span{φ(t − n): n ∈ Z} be the shift invariant space generated by φ(t). We always
assume that φ(t) is a frame generator of V (φ), that is, {φ(t −n): n ∈ Z} is a frame of V (φ) (with bounds (A, B)). It is, then,
well known that
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For any c= {c(k): k ∈ Z} ∈ l2, let T (c) = (c∗φ)(t) :=∑k∈Z c(k)φ(t−k) be the semi-discrete convolution product of c and
φ(t). Then T is a bounded linear operator from l2 onto V (φ) (cf. Theorem 5.5.1 in [4]) so that
V (φ) = {(c ∗ φ)(t): c ∈ l2}= {(c ∗ φ)(t): c ∈ N(T )⊥},
where N(T )⊥ is the orthogonal complement of N(T ) := Ker(T ). We then have (cf. Lemma 2.1 in [12])
N(T )⊥ = {c ∈ l2: cˆ(ξ) = 0 a.e. on [0,2π ] \ Eφ},
where Eφ := suppGφ ∩ [0,2π ]. Now for any f (t) ∈ V (φ), there exists a unique c ∈ N(T )⊥ such that f (t) = (c ∗φ)(t). In fact,
c(n) = 〈 f (·), φ˜(· − n)〉 for n ∈ Z, where {φ˜(· −n): n ∈ Z} is the canonical dual frame of {φ(· −n): n ∈ Z} (see Proposition 2.2
in [12]). Note then that supp cˆ(ξ) ⊆ Eφ and
A‖c‖2  ‖ f ‖2L2(R)  B‖c‖2. (1)
On the other hand, a Hilbert space H consisting of complex valued functions on a set E is called a reproducing kernel
Hilbert space (RKHS in short) if there is a function q(s, t) on E × E , called the reproducing kernel of H, satisfying
• q(·, t) ∈ H for each t in E;
• 〈 f (s),q(s, t)〉 = f (t), f ∈ H.
In an RKHS H, any norm converging sequence also converges uniformly on any subset of E , on which ‖q(·, t)‖2H = q(t, t) is
bounded.
3. Generalized average sampling
In the following, let L[·] be a linear time invariant (LTI) system with an impulse response l(t) such that
(i) l(t) = δ(t + a), a ∈ R or
(ii) l(t) ∈ L2(R) or
(iii) lˆ(ξ) ∈ L∞(R) when Hφ :=∑n∈Z |φˆ(ξ + 2nπ)| ∈ L2[0,2π ].
We now consider the generalized average sampling problem: When is there a frame {Sn(t): n ∈ Z} of V (φ) such that
a generalized average sampling expansion f (t) = ∑n∈Z〈L[ f ],un〉Sn(t) holds on V (φ)? Here, 〈·,·〉 is the inner product in
L2(R) and {un(t): n ∈ Z} are average functions satisfying
• 0 un(t) ∈ L2(R);
• suppun(t) ⊂ [n − a,n + b] (a,b 0 and a + b > 0);
• ∫∞−∞ un(t)dt = ∫ n+bn−a un(t)dt = 1, n ∈ Z.
We make further assumptions on the frame generator φ(t) and ψ(t) := L[φ](t) = (φ ∗ l)(t):
• φ(t) ∈ ACloc(R), i.e., φ(t) is locally absolutely continuous on R, and φ′(t) ∈ L2(R);
• L := ‖Zψ ′ (t, ξ)‖∞ < ∞;
• there exist constants β  α > 0 such that
α 
∣∣Zψ(0, ξ)∣∣ β a.e. on Eφ. (2)
Note that the condition (2) holds if and only if there is a frame {S(t − n): n ∈ Z} of V (φ) such that f (t) =∑
n∈Z L[ f ](n)S(t − n), f ∈ V (φ) (see Corollary 3.4 in [7] for details).
Lemma 3.1.
(a) supR Cφ(t) < ∞ and V (φ) is an RKHS.
(b) V (φ) ⊂ ACloc(R) and for any f (t) = (c ∗ φ)(t) ∈ V (φ), f ′(t) = (c ∗ φ′)(t) a.e. in R.
(c) Any norm converging sequence in V (φ) also converges absolutely and uniformly on R.
(d) supR Cψ(t) < ∞.
Proof. We refer to Lemma 3 in [18] for (a) and (b).
(c) Let q(s, t) be the reproducing kernel of V (φ). Then
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n∈Z
∣∣〈q(s, t),φ(s + n)〉L2(R)∣∣2 = Cφ(t) ∥∥Cφ(t)∥∥∞, t ∈ R.
Hence q(t, t) is bounded on R so that (c) holds.
(d) When l(t) = δ(t + a), ψ(t) = φ(t + a) so that Cψ(t) = Cφ(t + a) and supR Cψ(t) < ∞ by (a). We refer to Lemma 3.1(b)
in [11] for the other two types of l(t). 
Theorem 3.2. Let {un(t): n ∈ Z} be any sequence of average functions with suppun(t) ⊂ [n − a,n + b] and δ := max{a,b}. If√
δ(a + b) < α
L
,
then there is a frame {Sn(t): n ∈ Z} of V (φ) such that
f (t) =
∑
n∈Z
〈L[ f ],un〉Sn(t), f ∈ V (φ), (3)
which converges in L2(R) and absolutely and uniformly on R.
Proof. For any f (t) ∈ V (φ), let c ∈ N(T )⊥ be such that f (t) = (c∗φ)(t) and so L[ f ](t) = (c∗ψ)(t). Then ∑n∈Z |L[ f ](n)|2 =
1
2π ‖cˆ(ξ)Zψ(0, ξ)‖2L2[0,2π ] = 12π
∫ 2π
0 |cˆ(ξ)|2|Zψ(0, ξ)|2 dξ . Hence we obtain by (2)
α2‖c‖2 
∑
n∈Z
∣∣L[ f ](n)∣∣2  β2‖c‖2. (4)
Since suppun(t) ⊂ [n − a,n + b] and
∫ n+b
n−a un(t)dt = 1,
〈L[ f ],un〉− L[ f ](n) =
n+b∫
n−a
[L[ f ](t) − L[ f ](n)]un(t)dt
so that by Hölder’s inequality,
∣∣〈L[ f ],un〉− L[ f ](n)∣∣2 
n+b∫
n−a
∣∣L[ f ](t) − L[ f ](n)∣∣2un(t)dt =
b∫
−a
∣∣L[ f ](t + n) − L[ f ](n)∣∣2un(t + n)dt. (5)
Since (L[ f ](t))′ = L[ f ′](t),
∣∣L[ f ](t + n) − L[ f ](n)∣∣=
∣∣∣∣∣
t∫
0
L[ f ′](s + n)ds
∣∣∣∣∣
{√
b(
∫ b
0 |L[ f ′](s + n)|2 ds)
1
2 , 0 t  b,
√
a(
∫ a
0 |L[ f ′](s + n)|2 ds)
1
2 , −a t < 0,
so that
∣∣L[ f ](t + n) − L[ f ](n)∣∣2  δ
b∫
−a
∣∣L[ f ′](s + n)∣∣2ds, −a t  b. (6)
From (5) and (6) we have
∣∣〈L[ f ],un〉− L[ f ](n)∣∣2  δ
b∫
−a
∣∣L[ f ′](s + n)∣∣2 ds
so that
∑
n∈Z
∣∣〈L[ f ],un〉− L[ f ](n)∣∣2  δ
b∫
−a
∑
n∈Z
∣∣L[ f ′](s + n)∣∣2 ds.
Since ∑∣∣L[ f ′](t + n)∣∣2 = 1
2π
∥∥cˆ(·)Zψ ′(t, ·)∥∥2L2[0,2π ]  L2‖c‖2, (7)
n∈Z
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∣∣〈L[ f ],un〉− L[ f ](n)∣∣2  δ(a + b)L2‖c‖2. (8)
We then have from (1), (4), and (8)
1
B
(α − D)2‖ f ‖2L2(R) 
∑
n∈Z
∣∣〈L[ f ],un〉∣∣2  1
A
(β + D)2‖ f ‖2L2(R), f ∈ V (φ), (9)
where D := √δ(a + b)L. Note here α − D > 0.
Since 〈L[ f ],un〉 = 〈 f , ¯ˇl ∗ un〉 = 〈 f ,P(¯ˇl ∗ un)〉, f ∈ V (φ), where lˇ(t) := l(−t) and P is the orthogonal projection of L2(R)
onto V (φ), the inequality (9) means that {hn(t) := P(¯ˇl ∗ un): n ∈ Z} is a frame of V (φ). Hence the generalized average
sampling expansion (3) holds on V (φ), where {Sn(t): n ∈ Z} is a dual frame of {hn(t): n ∈ Z}.
By Lemma 3.1(c), the sampling expansion (3), as a frame expansion in the RKHS V (φ), converges both in L2(R) and
absolutely and uniformly on R. 
For l(t) = δ(t) in Theorem 3.2, we obtain a classical average sampling theorem:
Corollary 3.3. Let {un(t): n ∈ Z} be any sequence of average functions with suppun(t) ⊂ [n − a,n + b] and δ := max{a,b}. If√
δ(a + b) < α
L
,
then there is a frame {Sn(t): n ∈ Z} of V (φ) such that
f (t) =
∑
n∈Z
〈 f ,un〉Sn(t), f ∈ V (φ),
which converges in L2(R) and absolutely and uniformly on R.
Remark 3.4. Since Zψ ′ (t, ξ) =∑n∈Z ψˆ ′(ξ + 2nπ)eit(ξ+2nπ) a.e. in R2,
L = ∥∥Zψ ′(t, ξ)∥∥∞ 
∥∥∥∥∑
n∈Z
∣∣ψˆ ′(ξ + 2nπ)∣∣∥∥∥∥∞ 
∥∥lˆ(ξ)∥∥∞
∥∥∥∥∑
n∈Z
∣∣φˆ′(ξ + 2nπ)∣∣∥∥∥∥∞
so that L < ∞ if φˆ(ξ) = O ((1+ |ξ |)−r), r > 2.
When a = b, Corollary 3.3 slightly improves Theorem 2 in [16] since ‖Zφ′(t, ξ)‖∞  ‖∑n∈Z |φ′(t + n)|‖∞ .
Sun and Zhou [17] later improve the allowable length of suppun assuming that φ(t) is a Riesz generator and un(t) are
certain symmetric average functions. Motivated by [17], we ﬁnd another generalized average sampling theorem.
Lemma 3.5 (Wirtinger’s inequality). (See [9].) If f (t) ∈ AC[a,b] and f (a) f (b) = 0, then
b∫
a
∣∣ f (t)∣∣2 dt  4(b − a)2
π2
b∫
a
∣∣ f ′(t)∣∣2 dt.
Lemma 3.6. (See [14].) Let f ∈ L1[a,b] and F (t) := ∫ ta f (s)ds (resp. F (t) := ∫ bt f (s)ds). If |F (t)| M(t−a) (resp. |F (t)| M(b−t))
on [a,b] and g(t) ∈ L1[a,b] is such that g(t) 0 and g(t) is nonincreasing (resp. nondecreasing) on [a,b], then∣∣∣∣∣
b∫
a
f (t)g(t)dt
∣∣∣∣∣ M
b∫
a
g(t)dt.
Theorem 3.7. Let {un(t): n ∈ Z} be any sequence of average functions with suppun(t) ⊂ [n − a,n + b]. Assume that un(t) is nonde-
creasing on [n − a,n] and nonincreasing on [n,n + b]. If√
M(a + b) < πα
2L
,
where M := supn∈Z{b
∫ n+b un(t)dt,a ∫ n un(t)dt}, then there is a frame {Sn(t): n ∈ Z} of V (φ) such thatn n−a
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∑
n∈Z
〈L[ f ],un〉Sn(t), f ∈ V (φ), (10)
which converges in L2(R) and absolutely and uniformly on R.
Proof. For any f (t) = (c ∗ φ)(t) ∈ V (φ), L[ f ]′(t) = L[ f ′](t) = ( f ′ ∗ l)(t) = (c ∗ ψ ′)(t) a.e. so that∑
n∈Z
∣∣L[ f ′](t + n)∣∣2 =∑
n∈Z
∣∣(c ∗ ψ ′)(t + n)∣∣2 = 1
2π
∑
n∈Z
∥∥cˆ(·)Zψ ′(t, ·)∥∥2L2[0,2π ]  L2‖c‖2.
Hence L[ f ′](t) ∈ L2(R) and so we have by Lemma 3.5
t∫
n
∣∣L[ f ](s) − L[ f ](n)∣∣2 ds (t − n) 4b
π2
n+b∫
n
∣∣L[ f ′](s)∣∣2 ds, t ∈ [n,n + b]
and
n∫
t
∣∣L[ f ](s) − L[ f ](n)∣∣2 ds (n − t) 4a
π2
n∫
n−a
∣∣L[ f ′](s)∣∣2 ds, t ∈ [n − a,n].
Then by Lemma 3.6
n+b∫
n
∣∣L[ f ](t) − L[ f ](n)∣∣2un(t)dt  4b
π2
n+b∫
n
∣∣L[ f ′](s)∣∣2 ds
n+b∫
n
un(t)dt
and
n∫
n−a
∣∣L[ f ](t) − L[ f ](n)∣∣2un(t)dt  4a
π2
n∫
n−a
∣∣L[ f ′](s)∣∣2 ds
n∫
n−a
un(t)dt.
Combining these with (5), we have
∣∣〈L[ f ],un〉− L[ f ](n)∣∣2  4M
π2
n+b∫
n−a
∣∣L[ f ′](t)∣∣2 dt = 4M
π2
b∫
−a
∣∣L[ f ′](t + n)∣∣2 dt,
so that, by (7),
∑
n
∣∣〈L[ f ],un〉− L[ f ](n)∣∣2  4M
π2
b∫
−a
∑
n
∣∣L[ f ′](t + n)∣∣2 dt  4M
π2
(a + b)L2‖c‖2.
Since α > 2
√
M(a+b)
π L, an argument similar to the proof of Theorem 3.2 completes the proof. 
For l(t) = δ(t) in Theorem 3.7, we obtain:
Corollary 3.8. Let {un(t): n ∈ Z} be any sequence of average functions with suppun(t) ⊂ [n − a,n + b]. Assume that un(t) is nonde-
creasing on [n − a,n] and nonincreasing on [n,n + b]. If√
M(a + b) < πα
2L
,
where M := supn∈Z{b
∫ n+b
n un(t)dt, a
∫ n
n−a un(t)dt}, then there is a frame {Sn(t): n ∈ Z} of V (φ) such that
f (t) =
∑
n∈Z
〈 f ,un〉Sn(t), f ∈ V (φ),
which converges in L2(R) and absolutely and uniformly on R.
Theorem 2.5 in [17] is a special case of Corollary 3.8 when φ(t) is a Riesz generator, a = b and each un(t) is symmetric
about n.
On the other hand, if average functions un(t) are uniformly bounded in L∞- or L2-sense, then we have:
76 S. Kang, K.H. Kwon / J. Math. Anal. Appl. 377 (2011) 70–78Theorem 3.9. Let {un(t): n ∈ Z} be any sequence of average functions with suppun(t) ⊂ [n − a,n + b] and δ := max{a,b}.
(a) Assume M := supn∈Z ‖un(t)‖∞ < ∞. If
√
δ(a + b)3/2 < αLM or
√
δ(a + b) < α
L
√
M
, then (10) holds on V (φ).
(b) Assume M := supn∈Z ‖un(t)‖L2(R) < ∞. If
√
δ(a + b) < αLM , then (10) holds on V (φ).
Proof. (a) Note that
∣∣〈L[ f ],un〉− L[ f ](n)∣∣
n+b∫
n−a
∣∣L[ f ](t) − L[ f ](n)∣∣un(t)dt  M
b∫
−a
∣∣L[ f ](t + n) − L[ f ](n)∣∣dt
or
∣∣〈L[ f ],un〉− L[ f ](n)∣∣
[ n+b∫
n−a
∣∣L[ f ](t) − L[ f ](n)∣∣2un(t)dt
] 1
2

√
M
[ b∫
−a
∣∣L[ f ](t + n) − L[ f ](n)∣∣2 dt
] 1
2
.
We then have by (6)
∣∣〈L[ f ],un〉− L[ f ](n)∣∣ M(a + b)√δ
[ b∫
−a
∣∣L[ f ′](t + n)∣∣2 dt
] 1
2
or
∣∣〈L[ f ],un〉− L[ f ](n)∣∣√M(a + b)√δ
[ b∫
−a
∣∣L[ f ′](t + n)∣∣2 dt
] 1
2
.
Combining these with (7), we have∑
n∈Z
∣∣〈L[ f ],un〉− L[ f ](n)∣∣2  M2(a + b)3δL2‖c‖2
or ∑
n∈Z
∣∣〈L[ f ],un〉− L[ f ](n)∣∣2  M(a + b)2δL2‖c‖2.
Then the rest of proof is essentially the same as the one for Theorem 3.2.
(b) We have by (6)
∣∣〈L[ f ],un〉− L[ f ](n)∣∣
n+b∫
n−a
∣∣L[ f ](t) − L[ f ](n)∣∣un(t)dt 
( n+b∫
n−a
∣∣L[ f ](t) − L[ f ](n)∣∣2 dt
) 1
2
‖un‖L2(R)
 M
( b∫
−a
∣∣L[ f ](t + n) − L[ f ](n)∣∣2 dt
) 1
2
 M
√
a + b√δ
( b∫
−a
∣∣L[ f ′](t + n)∣∣2 dt
) 1
2
.
Combining this with (7), we have∑
n∈Z
∣∣〈L[ f ],un〉− L[ f ](n)∣∣2  M2(a + b)δL2‖c‖2.
Then the rest of proof is essentially the same as the one for Theorem 3.2. 
4. Example
We now give some illustrating examples.
Example 1. Let φ0 := χ[0,1)(t) be the Haar scaling function and
φ1(t) = (φ0 ∗ φ0)(t) = tχ[0,1)(t) + (2− t)χ[1,2)(t)
S. Kang, K.H. Kwon / J. Math. Anal. Appl. 377 (2011) 70–78 77the B-spline of degree 1. Then φ1(t) is a continuous Riesz generator [5]. It is easy to see that φ1(t) ∈ ACloc(R) and φ′1(t) ∈
L2(R).
Consider an LTI system L[·] with an impulse response l(t) = δ(t + σ) with σ ∈ [0,1)\{ 12 }. Then Zψ1 (0, ξ) = σ + (1 −
σ)e−iξ so that 0< |2σ − 1| |Zψ1 (0, ξ)| 1 on [0,2π ] and ‖Zψ ′1 (t, ξ)‖∞  2. By Theorem 3.2, if either a(a + b) < (σ − 12 )2
when a b or b(a + b) < (σ − 12 )2 when a b, then any f ∈ V (φ1) is uniquely determined by its local averages {
∫ n+b
n−a f (t +
σ)un(t)dt: n ∈ Z}. By Theorem 3.7, if either a b < π |2σ−1|4 or b a < π |2σ−1|4 , then any f ∈ V (φ1) is uniquely determined
by its local averages { 2a+b
∫ +b
−a f (t+σ +n)(( ta +1)χ[−a,0) + ( tb −1)χ[0,b])dt: n ∈ Z}. In this case we use the average functions
un(t) =
⎧⎪⎨
⎪⎩
2
a(a+b) (t − n + a), t ∈ [n − a,n),
− 2b(a+b) (t − n − b), t ∈ [n,n + b],
0, t ∈ R\[n − a,n + b].
(11)
By Theorem 3.9(b), if either a b < (σ − 12 )2 or b a < (σ − 12 )2, then there is a frame {Sn(t): n ∈ Z} of V (φ1) such that
f (t) =
∑
n∈Z
(
1
a + b
b∫
−a
f (t + σ + n)dt
)
Sn(t), f ∈ V (φ1).
We now consider an LTI system L[·] with the impulse response l(t) = χ[− 12 ,0)(t). Then Zψ1 (0, ξ) =
1
8 + 38 e−iξ so that
1
4  |Zψ1 (0, ξ)| 12 on [0,2π ] and ‖Zψ ′1 (t, ξ)‖∞  1. By Theorem 3.2, if either a(a + b) < 116 when a  b or b(a + b) < 116
when a b, then any f ∈ V (φ1) is uniquely determined by its local averages {
∫ n+b
n−a L[ f ](t)un(t)dt: n ∈ Z}. By Theorem 3.7,
if either a b < π8 or b  a <
π
8 , then any f ∈ V (φ1) is uniquely determined by its local averages { 2a+b
∫ +b
−a L[ f ](t +n)(( ta +
1)χ[−a,0)+( tb −1)χ[0,b])dt: n ∈ Z}. By Theorem 3.9(b), if either a b < 116 or b a < 116 , then there is a frame {Sn(t): n ∈ Z}
of V (φ1) such that
f (t) =
∑
n∈Z
(
1
a + b
b∫
−a
L[ f ](t + n)dt
)
Sn(t), f ∈ V (φ1).
Example 2. Let φ(t) be the Meyer scaling function [13] with
φˆ(ξ) =
⎧⎪⎨
⎪⎩
1, |ξ | < 2π3 ,
cos[π2 v( 32π |ξ | − 1)], 2π3  |ξ | 4π3 ,
0, |ξ | > 4π3 ,
where v(ξ) ∈ C∞(R) is such that 0 v(ξ) 1, v(ξ) = 1 for ξ  1, v(ξ) = 0 for ξ  0, and v(ξ)+ v(1− ξ) = 1. Then φ(t) is
an orthonormal generator and φ(t) ∈ ACloc(R) and φ′(t) ∈ L2(R).
Consider an LTI system L[·] with the frequency response lˆ(ξ) = 2 for |ξ | < 2π3 , lˆ(ξ) = 1 for 2π3  |ξ | 2π , and lˆ(ξ) = 0
otherwise. We then have by the Poisson summation formula
Zψ(0, ξ) =
∑
n∈Z
φˆ(ξ + 2nπ)lˆ(ξ + 2nπ) =
{
2, ξ ∈ [0, 2π3 ) ∪ ( 4π3 ,2π ],
cos π2 θ + sin π2 θ, ξ ∈ [ 2π3 , 4π3 ],
and
∣∣Zψ ′(t, ξ)∣∣∑
n∈Z
∣∣φˆ′(ξ + 2nπ)lˆ(ξ + 2nπ)∣∣=
⎧⎪⎨
⎪⎩
2ξ, ξ ∈ [0, 2π3 ),
ξ cos π2 θ + (2π − ξ) sin π2 θ, ξ ∈ [ 2π3 , 4π3 ],
−2ξ + 4π, ξ ∈ ( 4π3 ,2π ],
where θ = v( 32π ξ − 1) ∈ [0,1] so that 1  |Zψ(0, ξ)|  2 on [0,2π ] and ‖Zψ ′ (t, ξ)‖∞  4π3 . By Theorem 3.2, if either
a(a + b) < 9
16π2
when a b or b(a + b) < 9
16π2
when a b, then any f ∈ V (φ) is uniquely determined by its local averages
{∫ n+bn−a L[ f ](t)un(t)dt: n ∈ Z}. By Theorem 3.7, if either a  b < 38 or b  a < 38 , then any f ∈ V (φ) is uniquely determined
by its local averages {∫ n+bn−a L[ f ](t)un(t)dt: n ∈ Z} with the average function (11). By Theorem 3.9(b), if either a b < 916π2
or b a < 9 2 , then there is a frame {Sn(t): n ∈ Z} of V (φ) such that16π
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∑
n∈Z
(
1
a + b
b∫
−a
L[ f ](t + n)dt
)
Sn(t), f ∈ V (φ).
Example 3. Let φ(t) = sin(2σπt)πt with 0 < σ < 12 . Since φˆ(ξ) = χ[−2σπ,2σπ ](ξ) and so Gφ(ξ) ≡ 1 on Eφ = [0,2σπ ] ∪ [2π −
2σπ,2π ], φ(t) is a smooth frame generator, which is not a Riesz generator.
Consider an LTI system L[·] with the frequency response lˆ(ξ) = −isgn(ξ) on [−π,π ] so that L[ f ](t) = f˜ (t) is the Hilbert
transform of f (t). We have by the Poisson summation formula Zψ(0, ξ) =∑n∈Z φˆ(ξ + 2nπ)lˆ(ξ + 2nπ) = i[−χ[0,2σπ ](ξ) +
χ[2π−2σπ,2π ](ξ)] on [0,2π ] and
∣∣Zψ ′(t, ξ)∣∣∑
n∈Z
∣∣φˆ′(ξ + 2nπ)lˆ(ξ + 2nπ)∣∣=
⎧⎨
⎩
ξ, ξ ∈ [0,2σπ ],
0, ξ ∈ (2σπ,2π − 2σπ),
−ξ + 2π, ξ ∈ [2π − 2σπ,2π ],
so that |Zψ(0, ξ)| = 1 on Eφ and ‖Zψ ′ (t, ξ)‖∞  2σπ . By Theorem 3.2, if either a(a + b) < 14σ 2π2 when a  b or
b(a + b) < 1
4σ 2π2
when a  b, then any f ∈ V (φ) is uniquely determined by its local averages {∫ n+bn−a f˜ (t)un(t)dt: n ∈ Z}.
By Theorem 3.7, if either a  b < 14σ or b  a <
1
4σ , then any f ∈ V (φ) is uniquely determined by its local averages
{∫ n+bn−a f˜ (t)un(t)dt: n ∈ Z} with (11). By Theorem 3.9(b), if either a  b < 14σ 2π2 or b  a < 14σ 2π2 , then there is a frame{Sn(t): n ∈ Z} of V (φ) such that
f (t) =
∑
n∈Z
(
1
a + b
b∫
−a
f˜ (t + n)dt
)
Sn(t), f ∈ V (φ).
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