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A COHOMOLOGICAL SEIBERG–WITTEN INVARIANT
EMERGING FROM THE ADJUNCTION INEQUALITY
HOKUTO KONNO
Abstract. We construct an invariant of closed spinc 4-manifolds. This in-
variant is defined using families of Seiberg–Witten equations and formulated
as a cohomology class on a certain abstract simplicial complex. We also give
examples of 4-manifolds which admit positive scalar curvature metrics and for
which this invariant does not vanish. This non-vanishing result of our invariant
provides a new class of adjunction-type genus constraints on configurations of
embedded surfaces in a 4-manifold whose Seiberg–Witten invariant vanishes.
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1. Introduction
In this paper we construct an invariant of closed spinc 4-manifolds. This in-
variant is defined using families of Seiberg–Witten equations and formulated as a
cohomology class on a certain abstract simplicial complex corresponding to a given
spinc 4-manifold. This simplicial complex encodes information about mutual in-
tersections of embedded surfaces violating the adjunction inequalities with respect
to the given spinc structure. We also give examples of 4-manifolds which admit
1
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positive scalar curvature metrics and for which the invariant does not vanish. This
non-vanishing result of our invariant provides a new class of adjunction-type genus
constraints on configurations of embedded surfaces in a 4-manifold whose Seiberg–
Witten invariant vanishes, for example kCP2#l(−CP2) for some k, l > 3.
Starting with Witten [17], the Seiberg–Witten invariant of smooth spinc 4-
manifolds has occupied an important place in 4-dimensional geometry and topology.
This invariant is defined, roughly speaking, by counting the points of the moduli
space of the solutions to the Seiberg–Witten equations. For a given spinc structure
s, the Seiberg–Witten invariant is defined to be trivial if the formal dimension d(s),
given by the formula d(s) = (c1(s)
2− 2χ(X)− 3 sign(X))/4, of the moduli space of
the Seiberg–Witten equations with respect to s is negative. However, even in the
case that d(s) < 0, one can fruitfully consider counting argument for the param-
eterized moduli space of a suitable family of Seiberg–Witten equations. Indeed,
the formal dimension of the moduli space of a family of Seiberg–Witten equa-
tions parameterized by a k-dimensional space is d(s) + k, which is non-negative for
k ≥ −d(s). On the basis of this idea, Ruberman [11–13] has defined several in-
variants of diffeomorphisms on 4-manifolds using moduli spaces parameterized by
1-dimensional spaces and Li–Liu [8] have defined an invariant of families of spinc
4-manifolds. The main aim of this paper is to construct an invariant of spinc 4-
manifolds using families of Seiberg–Witten equations; we show that this invariant is
non-trivial for some spinc 4-manifold (X, s) with d(s) < 0. Note that we construct
an invariant of a single 4-manifold, while Li–Liu’s is of a family of 4-manifolds.
The invariant that we construct in this paper also has other roots in a classical
problem in 4-dimensional topology: the genus bound problem. The Seiberg–Witten
theory has been used to attack this problem. We first recall the celebrated paper
due to Kronheimer–Mrowka [6] on the Thom conjecture. By arguments in the pa-
per, for a given spinc 4-manifold (X, s), one can show that a strong lower bound
on genus called the adjunction inequality (with respect to s) holds for an embed-
ded surface in X if the Seiberg–Witten invariant of (X, s) does not vanish and the
surface has non-negative self-intersection number. However, for a surface embed-
ded in a spinc 4-manifold whose Seiberg–Witten invariant vanishes, the adjunction
inequality does not hold in general. (For example, see Nouh [9] for the 4-manifold
CP2#CP2.) Although one cannot expect any systematic result on the adjunction
inequality for a single embedded surface in such a spinc 4-manifold by this reason,
one can do for configurations of embedded surfaces. The first result in this direction
is due to Strle [15]. He has given certain constraints on configurations of embedded
surfaces with positive self-intersection number. More precisely, Strle has considered
not only a single surface but also several embedded surfaces, and he has shown that
if they are mutually disjoint, then the adjunction inequality holds for at least one
of them under some conditions. Inspired by this Strle’s work, the author [5] has
given constraints on configurations of embedded surfaces with zero self-intersection
number. We note that both of Strle’s and the author’s results are valid for spinc
4-manifolds whose Seiberg–Witten invariants vanish. To obtain the constraints
on configurations, the author used a higher-dimensional family of Seiberg–Witten
equations on a 4-manifold. This proof suggests that one might expect some system-
atic way to relate families of Seiberg–Witten equations and adjunction-type genus
constraints on configurations.
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In this paper we introduce an abstract simplicial complex associated with a
spinc 4-manifold (X, s) and define an invariant of (X, s) as a simplicial cohomology
class on this simplicial complex. The simplicial complex encodes information about
mutual intersections of all embedded surfaces violating the adjunction inequalities
with respect to s and having zero self-intersection number. In order to define the
simplicial complex, we start with the following “ambient” simplicial complex K¯,
which Mikio Furuta introduced to the author. In this paper, we mean by a surface
a smooth oriented closed connected 2-dimensional manifold.
Definition 1.1. Let X be a smooth oriented closed connected 4-manifold. We
define an abstract simplicial complex K¯ = K¯(X) as follows:
• The vertices of K¯ are defined as smoothly embedded surfaces (i.e. smooth
oriented closed 2-dimensional submanifolds ofX) with self-intersection num-
ber zero. We denote by V (K¯) the set of vertices of K¯.
• For n ≥ 1, a collection of (n + 1) vertices Σ0, . . . ,Σn ∈ V (K¯) spans an
n-simplex if and only if Σ0, . . . ,Σn are mutually disjoint.
We call K¯ the complex of surfaces of X .
The complex of surfaces is a 4-dimensional analog of the complex of curves due
to Harvey [3] in 2-dimensional topology. Note that, in the definition of the complex
of surfaces above, we do not consider isotopy classes of embeddings of surfaces as
in the definition of the complex of curves. (See Remark 3.7 on this point.)
We topologize K¯(X) as a simplicial complex, namely with the weak topology.
In fact K¯(X) is contractible for any X (Proposition A.2), and therefore one can-
not use any homotopical information of K¯(X) to define a non-trivial invariant of
X . We can, however, find a suitable subcomplex of K¯ which is not homotopically
trivial in general and will be used as parameter space (up to homotopy) of families
of Seiberg–Witten equations. The subcomplex is defined considering one of spe-
cial phenomena in 4-dimensional topology, namely the adjunction inequality. This
subcomplex is the main ingredient to study higher-dimensional families of Seiberg–
Witten equations in this paper. We will denote by g(Σ) the genus of a surface Σ.
Set
χ−(Σ) := max{−χ(Σ), 0},
where χ(Σ) = 2− 2 g(Σ) is the Euler characteristic of Σ.
Definition 1.2. Let s be a spinc structure on X . We define K = K(X, s) as the
full subcomplex of K¯(X) spanned by
V (K) :=
{
Σ ∈ V (K¯)
∣∣ χ−(Σ) < |c1(s) · [Σ]| } .
Namely a collection of vertices Σ0, . . . ,Σn ∈ V (K) spans an n-simplex of K if and
only if it does in K¯. We call K the adjunction complex of surfaces of (X, s).
We note a similarity between the simplicial complex K above and the Kakimizu
complex [4] in 3-dimensional topology and knot theory: in the definitions of both
simplicial complexes one focuses one’s attention on surfaces with low genus.
We now introduce our invariant, which will be defined in Subsection 3.1, in the
most basic setting. Let (X, s) be a smooth oriented closed spinc 4-manifold equipped
with a homology orientation. Here a homology orientation means an orientation
of the vector space H1(X ;R)⊕H+(X ;R), where H+(X ;R) is a maximal positive-
definite subspace ofH2(X ;R) with respect to the intersection form ofX
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by b+(X) the dimension ofH+(X ;R). Let n be the integer given by d(s) = −(n+1).
Assume that n ≥ 0 and that b+(X) ≥ n + 3. Under these assumptions we shall
construct a cohomology class
SW(X, s) ∈ Hn(K(X, s);Z)
using (n+1)-dimensional families of Seiberg–Witten equations. We will show that
this cohomology class SW(X, s) is an invariant of a spinc 4-manifold (X, s). We call
SW(X, s) the cohomological Seiberg–Witten invariant associated with the adjunc-
tion complex of surfaces. (In fact we can extend the definition of the cohomological
Seiberg–Witten invariant to more general spinc structures. See Subsection 3.3 on
this point.) Since H∗(K(X, s);Z), to which SW(X, s) belongs, is also a diffeomor-
phism invariant of (X, s), the calculation of SW(X, s) seems hard. Nevertheless, we
can show that there are examples of (X, s) with SW(X, s) 6= 0. In particular we
obtain examples of (X, s) such that the homotopy type of K(X, s) is non-trivial.
A remarkable point is that
SW(kCP2#l(−CP2), s) 6= 0
holds for some k, l > 3 and some spinc structure s on kCP2#l(−CP2). (See Corol-
lary 4.11.) Note that the usual Seiberg–Witten invariant vanishes for any spinc
structure on it and the Donaldson invariant of this manifold also vanishes. Fur-
thermore, the refinement of the Seiberg–Witten invariant called the Bauer–Furuta
invariant [1] of this 4-manifold also vanishes. Indeed, this 4-manifold admits a
metric with positive scalar curvature, and the Bauer–Furuta invariant vanishes for
4-manifolds admitting a positive scalar curvature metric as the Seiberg–Witten in-
variant does. To the best of the author’s knowledge, SW(X, s) is the first invariant
which is defined using the Seiberg–Witten theory and which is non-trivial for some
4-manifolds admitting positive scalar curvature metrics.
The non-vanishing of the cohomological invariant yields a concrete geometric
result connected with the adjunction inequality. We will prove in fact not only that
SW(X, s) 6= 0 but also that the evaluation 〈SW(X, s), · 〉 : H∗(K(X, s);Z) → Z is
non-zero for some (X, s). We therefore also obtain a non-trivial homology class in
H∗(K(X, s);Z); we can concretely give such a class. We will see that each non-trivial
homology class in H∗(K(X, s);Z) provides some adjunction-type genus constraints
on configurations: the adjunction inequality for some embedded surface under a
certain condition on geometric intersections with other embedded surfaces. Such
constraints on configurations will be obtained for 4-manifolds whose Seiberg–Witten
and Bauer–Furuta invariants vanish as explained above. This point is similar to
Strle [15] and the author’s result [5]. On the other hand, we will also show that
one non-trivial homology class in H∗(K(X, s);Z) provides constraints on infinitely
many configurations of embedded surfaces. This is a phenomenon newly found
through our use of the simplicial homology theory.
We show this non-vanishing result using the following two key ingredients: the
first one is a combination of wall-crossing and gluing technique due to Ruber-
man [11–13], and the second is a description of higher-dimensional wall-crossing
phenomena in terms of embedded surfaces given in [5] by the author. Combining
these two tools, we can obtain a solution to the Seiberg–Witten equations used
to show the adjunction inequality on a 4-manifold whose Seiberg–Witten invariant
vanishes.
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2. Construction of the invariant I: Family of Riemannian metrics
In this section we construct certain families of Riemannian metrics on a given
4-manifold obtained by stretching neighborhoods of embedded surfaces and study
some properties of these families. These families will provide foundations of the
construction of our cohomological invariant. Before the detailed construction of
the families of Riemannian metrics, we give an outline of the construction of the
invariant in Subsection 2.2 for motivation.
2.1. Notation on simplicial complexes. We first summarize some notation and
convention on simplicial complexes. Let K be a simplicial complex.
• For n ≥ 0, we will write ∆n for the standard n-simplex that is defined by
∆n = Conv { e0, . . . , en } .
Here {e0, . . . , en} = {t(1, 0, . . . , 0), . . . , t(0, . . . , 0, 1)} is the standard basis
of Rn+1, and Conv{A} is the convex hull of a subset A ⊂ Rn+1.
• We will denote by V (K) the set of vertices of K.
• We will denote by S(K) the set of simplices of K and by Sn(K) the set of
n-simplices of K.
• If v0, . . . , vn ∈ V (K) span an n-simplex σ ∈ S(K), we regard σ as the set
σ = {v0, . . . , vn}. If Σ is a vertex of σ, we will write Σ ∈ σ.
• For an n-simplex σ = {v0, . . . , vn}, we will denote by 〈σ〉 = 〈v0, . . . , vn〉 an
oriented simplex.
• If τ is a face of σ, we will write τ ≺ σ.
• We will denote by |K| =
⋃
σ∈S(K) |σ| the geometric realization of K.
• For a simplex σ ∈ S(K), we can define a simplicial complex K (σ) by
S(K (σ)) = { τ | τ ≺ σ } .
We will also simply write this simplicial complex σ when no confusion can
arise. The geometric realization of K (σ) can be identified with |σ| ⊂ |K|.
• We will denote by Bd(K) the barycentric subdivision ofK. An n-simplex of
Bd(K) is given by a set {σ0, . . . , σn}, where σ0  · · ·  σn is an increasing
sequence in S(K). We identify |Bd(K)| with |K| as usual. For a simplex
s = {σ0, . . . , σn} ∈ S(Bd(K)) with σ0  · · ·  σn, set σmax(s) := σn and
σmin(s) := σ0.
• We will denote by
C∗(K) = C∗(K;Z), C
∗(K) = C∗(K;Z)
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the simplicial chain complex and the cochain complex with integer coeffi-
cient respectively. We will denote by
∂ : C∗(K)→ C∗−1(K), δ : C
∗(K)→ C∗+1(K)
the boundary operator and the coboundary operator respectively.
2.2. Outline of the construction of the cohomological invariant. Let (X, s)
be a smooth oriented closed spinc 4-manifold with a homology orientation. Here a
homology orientation means an orientation of the vector spaceH1(X ;R)⊕H+(X ;R),
where H+(X ;R) is a maximal positive-definite subspace of H2(X ;R). Let us de-
note by b+(X) the dimension of H+(X ;R). Assume that b+(X) ≥ n+ 3 and that
n ≥ 0 for the integer n given by d(s) = −(n + 1). Here d(s) is the formal di-
mension of the (unparameterized) moduli space of the Seiberg–Witten equations:
d(s) = (c1(s)
2 − 2χ(X)− 3 sign(X))/4. We shall construct a cohomology class
SW(X, s) ∈ Hn(K(X, s);Z)
using families of Seiberg–Witten equations. For reader’s convenience, in this sub-
section, we describe the basic idea of our construction and explain technical issues
which will be contended with in subsequent subsections. In this outline, we assume
that n = 1 for simplicity. Our construction of SW(X, s) consists of the following
three steps.
The first step of the construction of SW(X, s) is to construct a cochain
SW(X, s,A) ∈ C1(K).
Here A is a certain additional data: this cochain depends on not only (X, s) but
also other various choices. The first choice used to construct SW(X, s,A) is a
Riemannian metric g on X . To make a 1-cochain, we have to give an integer
corresponding to an oriented 1-simplex 〈σ〉 = 〈Σ0,Σ1〉. Since Σ0 and Σ1 are disjoint,
we can stretch some neighborhoods of Σ0 and Σ1 independently from the metric
g. Therefore we obtain a 2-parameter family of metrics. (Strictly speaking, we
have to modify g to be cylindrical near the sphere bundles of the normal bundles
of Σ0 and Σ1 to stretch their neighborhoods. This will cause the main technical
difficulty. However here we describe the whole construction as if we could forget the
problem.) Since Σ0 and Σ1 violate the adjunction inequalities, we can show that
the moduli space of the Seiberg–Witten equations is empty for such a stretched
metric by using a quantitative version of Kronheimer–Mrowka [6]’s argument. We
describe the 2-parameter family of metrics in Figure 1. Here Σi-direction means the
stretching parameter for Σi. The coordinate (R0, R1) means the metric obtained
by stretching the neighborhood of Σi by the length Ri (i = 0, 1) from the initial
metric g. For sufficiently large R > 0, any metric on the codimension 1 face F of the
“2-simplex” in Figure 1 is stretched for at least one of the neighborhood of Σ0 and
one of Σ1. Therefore the moduli space on the face F is empty. Let us perturb the
Seiberg–Witten equations on the “2-simplex” except for the face A, and consider
the moduli space of the perturbed Seiberg–Witten equations parameterized by the
2-simplex. Then, on any face of codimension ≥ 1, the parameterized moduli space
is empty since we have assumed that d(s) = −2. We can count the points of the
parameterized moduli space on the 2-simplex and obtain an integer SW(〈σ〉). (Here
we have to use the given homology orientation and the orientation of the simplex
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Σ1-directrion
Σ0-directrion
R
Rg
A
Figure 1. Basic 2-parameter family obtained from stretchings
〈σ〉.) Therefore we obtain the 1-cochain
SW(X, s,A) : C1(K)→ Z
defined by
〈σ〉 7→ SW(〈σ〉).
The second step is to show that the cochain SW(X, s,A) is cocycle. To do this,
let 〈σ〉 = 〈Σ0,Σ1,Σ2〉 be a 2-simplex of K. We will see that SW(X, s,A)(∂ 〈σ〉) = 0.
Write
〈τ0〉 = 〈Σ1,Σ2〉 , 〈τ1〉 = 〈Σ0,Σ2〉 , 〈σ2〉 = 〈Σ0,Σ1〉 ,(1)
then we have ∂ 〈σ〉 =
∑2
i=0(−1)
i 〈τi〉. We describe the 3-parameter family of met-
rics in Figure 2 obtained from the stretching neighborhoods of Σ0, Σ1, and Σ2.
Let v0, v1, and v2 denote the coordinates (R, 0, 0), (0, R, 0), and (0, 0, R) in Fig-
ure 2 respectively. The integer SW(X, s,A)(∂ 〈σ〉) =
∑2
i=0(−1)
i SW(〈τi〉) is the
sum of the counting the points of the moduli space of the perturbed equations on
codimension 1 faces of the “3-simplex ”given by
{g,v0,v1}, {g,v1,v2}, {g,v2,v0}
in Figure 2. Here we denote the face spanned by {v, v′, v′′} briefly by {v, v′, v′′}, and
we identify g with the coordinate (0, 0, 0). Any two of these faces meet along a 1-
simplex, and thus these faces form a 2-parameter family of metrics homeomorphic to
D2. This 2-parameter family can be continuously deformed to the face {v0,v1,v2}
fixing the all 1-simplices corresponding to stretched metrics:
{v0,v1}, {v1,v2}, {v2,v0}.
Since we have assumed that b+(X) ≥ 3+1 = 4, in this deformation of 2-parameter
families along a 3-parameter family, we may assume that there is no reducible. Note
that, on the face {v0,v1,v2}, all metrics are stretched for at least one of Σ0, Σ1,
and Σ2. Thus the parameterized moduli space on this face is empty. Therefore we
have SW(X, s,A)(∂ 〈σ〉) = 0 using the argument by cobordisms.
The third step is to show that the all ambiguities arising from choices used to
construct the cocycle SW(X, s,A) are absorbed into coboundaries. From this step,
we can obtain the well-defined cohomology class SW(X, s) := [SW(X, s,A)]. To
do this, let us take two choices A0 and A1 (for example, metrics g0 and g1) and
make two cocycles SW0 := SW(X, s,A0) and SW1 := SW(X, s,A1) using these
two choices respectively. By connecting g0 with g1 by a path in the space of metrics,
we obtain the family described in Figure 3. (Strictly speaking, to define the path
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Σ0-directrion
Σ1-directrion
Σ2-directrion
R
R
R
g
Figure 2. Basic argument to show SW(X, s,A) is a cocycle
Σ-directrion
Σ-directrion
R0
R1
g0
g1
Figure 3. The definition of SW0,1
between R0 and R1 in suitable sense, we need a quantitative version of an argument
in Kronheimer–Mrowka [6].) We define a 0-cochain SW0,1 ∈ C0(K) by
〈Σ〉 7→ SW(〈Σ〉),
where SW(〈Σ〉) ∈ Z is the counting on the square in Figure 3 under suitable
orienataion. Let us take a 1-simplex 〈σ〉 = 〈Σ0,Σ1〉. For this 1-simplex, we ob-
tain the family described in Figure 4. Let vi0 and v
i
1 denote (Ri, 0) and (0, Ri)
in Figure 4 respectively. The integer SW0(〈σ〉) − SW1(〈σ〉) is the counting on
the two triangles {g0,v00,v
0
1} and {g0,v
1
0,v
1
1} under suitable signs. We can see
that the moduli space on the square {v00,v
0
1,v
1
0,v
1
1} is empty using a quantitative
version of Kronheimer–Mrowka’s argument again. Hence we deduce that the to-
tal sum of the counting on two triangles {g0,v
0
0,v
0
1}, {g0,v
1
0,v
1
1} and two squares
{g0, g1,v10,v
0
0}, {g0, g1,v
1
1,v
0
1} is zero using the argument by cobordisms. Namely,
we have SW0(〈σ〉)− SW1(〈σ〉) = ±δ SW0,1(〈σ〉), since
SW(〈Σ1〉)− SW(〈Σ0〉) = SW0,1(〈Σ1〉 − 〈Σ0〉) = SW0,1(∂ 〈σ〉) = δ SW0,1(〈σ〉).
(Here ± means the suitable sign.) Hence we obtain SW0−SW1 = ±δ SW0,1.
These three steps enable us to define the cohomology class SW(X, s). However,
there are of course a number of details to justify the above argument. The main
technical issue is caused since the cardinality of the set of vertices of K is infinite.
We here explain this issue for the motivation of the subsequent subsections. In
the first step, we have to stretch some neighborhoods of Σ0 and Σ1 independently
for a 1-simplex 〈σ〉 = 〈Σ0,Σ1〉. Therefore we have to introduce a metric obtained
by gluing the initial metric g with some cylindrical metrics. Let N(σ; Σi) denote a
neighborhood of Σi with N(σ; Σ0)∩N(σ; Σ1) = ∅, and let g(σ) denote a new metric
A COHOMOLOGICAL SEIBERG–WITTEN INVARIANT 9
Σ0-directrion
Σ1-directrion
Σ0-directrion
Σ1-directrion
R0
R0
R1
R1
g0
g1
Figure 4. Basic argument to consider the ambiguities
made from g and having a cylindrical metric near the boundary of N(σ; Σi). Then
we can do the argument in the first step under a little modification. However,
to do the second step, we have to consider a 2-simplex 〈τ〉 = 〈Σ0,Σ1,Σ2〉 and
stretch neighborhoods of Σ0, Σ1, and Σ2 independently. For 1-simplices σj (j =
0, 1, 2) given in (1), we have already fixed the neighborhood N(σj ; Σi) for each
Σi ∈ σj . However, for the independent stretching for these three surfaces, we need
disjoint neighborhoods of the surfaces. Therefore we may have to take a smaller
neighborhood N(τ ; Σi) in N(σj ; Σi) and define the metric g(τ) using these new
neighborhoods. The stretching argument in the first step is done using g(σ) as
the initial metric, however, the argument in the second step is done using g(τ).
Therefore we have to mediate between these two arguments. This (and its higher-
dimendional version) will be the main part of the rest part of Section 2 and Section 3.
Note that, if we only consider a finite subcomplex K of K, then we can choose a
sufficiently small neighborhood N(K; Σ) for each surface Σ ∈ V (K) satisfying that
N(K; Σ) ∩N(K; Σ′) = ∅ if Σ ∩ Σ′ = ∅. However, for a vertex Σ ∈ V (K), one can
make a sequence Σ′,Σ′′, . . . ∈ V (K) closing to Σ obtained as parallel copies (in the
sense of the following Remark 2.1) of Σ. Therefore we cannot take a neighborhood
N(K; Σ) depending only on each Σ ∈ V (K) satisfying that N(K; Σ)∩N(K; Σ′) = ∅
if Σ ∩ Σ′ = ∅.
Remark 2.1. For an embedded surface Σ ⊂ X with self-intersection number zero, by
pushing Σ in the fiber direction of its normal bundle, we obtain an embedded surface
whose homology class coincides with Σ’s and which has no geometric intersections
with Σ. We call such a surface a parallel copy of Σ.
2.3. Construction of a family of Riemannian metrics. In this subsection we
construct a family of Riemannian metrics on a 4-manifold by stretching neighbor-
hoods of embedded surfaces. (We consider the simplicial complex K and construct
a family of Riemannian metrics using K in this section in order to construct a co-
homology class on K in Section 3. However, for any subcomplex of K¯, one can also
consider a similar construction of a family of Riemannian metrics using it.)
Let (X, s) be a smooth oriented closed spinc 4-manifold. We denote by Met(X)
the space of Riemannian metrics. Henceforth in this subsection we fix a metric
g ∈ Met(X). We also fix functions N(·) and a(·) as follows. First, for each Σ ∈
V (K), we fix a tubular neighborhood N(Σ) of Σ. Then we have a diffeomorphism
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fΣ : N(Σ) → D2 × Σ with fΣ|Σ = ιΣ, where D2 is the unit disk in C and ιΣ :
Σ = {0} × Σ →֒ D2 × Σ is the inclusion. We will denote by f˜Σ : N(Σ) \ Σ →
(0, 1]× S1 × Σ the diffeomorphism defined as the composition of the restriction of
fΣ and the diffeomorphism D
2 \ {0} × Σ ∼= (0, 1]× Σ obtained from the canonical
identification D2 \{0} ∼= (0, 1]. We next take a function a : S(K)→ (0, 1] satisfying
a(Σ) = a({Σ}) = 1 for each Σ ∈ V (K) and enjoying the following two conditions
(a) and (b) for any σ ∈ S(K):
Condition 2.2.
(a): For any (strictly small) face τ  σ, the inequalities
0 < a(σ) ≤ a(τ)
hold.
(b): The equality U(σ,Σ) ∩ U(σ,Σ′) = ∅ holds for vertices Σ,Σ′ ∈ σ with
Σ 6= Σ′. Here U(σ,Σ) is the subset of N(Σ) defined as
U(σ,Σ) ∼= (0, 6a(σ)]× S1 × Σ
via the identification obtained from f˜Σ.
The existence of such a function a(·) easily follows from induction on the dimen-
sion of σ ∈ S(K).
We fix our convention on cut-off functions as follows. Let us consider the concrete
monotonically increasing function ρ0 : [0, 1]→ [0, 1] defined as
ρ0(t) :=
ρ¯0(t)
ρ¯0(t) + ρ¯0(1 − t)
, ρ¯0 : [0, 1]→ [0, 1], ρ¯0(t) = e
−1/t if t > 0, ρ¯0(0) = 0.
Convention 2.3. Let a, b, a′, b′ be real numbers with a < a′ < b′ < b. In this paper,
the cut-off function ρ on ([a, b], [a′, b′]) is the following function: The function ρ
coincides with the constant function 1 on [a′, b′], with the pull-back of ρ0(t) by the
diffeomorphism
[0, 1] ∼= [a, a′] ; t↔ (a′ − a)t+ a
on [a, a′], and with the pull-back of ρ0(1− t) by the diffeomorphism
[0, 1] ∼= [b′, b] ; t↔ (b − b′)t+ b′
on [b′, b] respectively. We also define the cut-off function on ([a, b], [a′, b′]) × S1 ×
Σ for some Σ ∈ V (K) as the pull-back of the cut-off function defined above on
([a, b], [a′, b′]) by the projection [a, b]× S1 × Σ→ [a, b].
We next define a metric G(· , ·) using the positive numbers a(·) and the fixed
metric g. Let σ ∈ S(K) be a simplex and λ ∈ R be a real number with 0 < λ ≤ a(σ).
We define the metric G(σ, λ) by gluing the metric g with the product metric on⊔
Σ∈σ
[λ, 6λ]× S1 × Σ,(2)
where we use the cut-off function on ([λ, 6λ] , [2λ, 5λ])× S1 ×Σ for each Σ ∈ σ via
the identifications obtained from {f˜Σ}Σ∈σ in order to glue them. Here we equip
Σ with the metric gΣ of constant scalar curvature and of unit area, and equip S
1
with the metric dθ2 of unit length in (2). Note that {f˜Σ}Σ∈σ gives an identification
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between mutually disjoint (dim σ + 1)-subsets of X and (2) since λ ≤ a(σ). Let us
define
X¯(λ,Σ) := [2λ, 5λ]× S1 × Σ ⊂ N(Σ) ⊂ X
via the identification obtained from f˜Σ.
We next define a “stretched” metric. Let σ, τ ∈ S(K) be simplices with τ ≺ σ,
and {rΣ}Σ∈τ ∈ [0,∞)τ =
∏
Σ∈τ [0,∞) be a family of non-negative numbers. We
define G(σ, λ, {rΣ}Σ∈τ ) ∈ Met(X) as follows. For Σ ∈ τ , the restricted metric
G(σ, λ)|X¯(λ,Σ) can be expressed as
G(σ, λ)|X¯(λ,Σ) = dt
2 + dθ2 + gΣ,(3)
where dt2 is the standard metric on the interval [2λ, 5λ]. Let
ρλ : [2λ, 5λ]→ [0, 1]
be the cut-off function on ([2λ, 5λ] , [3λ, 4λ]). We modify the metric G(σ, λ) by
replacing (3) with
(rΣ · ρλ(t) + 1)dt
2 + dθ2 + gΣ
on X¯(λ,Σ) for every Σ ∈ τ ; we write
G(σ, λ, {rΣ}Σ∈τ )
for the modified metric. We set
X(λ,Σ) := [3λ, 4λ]× S1 × Σ ⊂ N(Σ) ⊂ X
via the identification obtained from f˜Σ. We define the restricted Riemannian man-
ifold Cy(λ,Σ, rΣ) by
Cy(λ,Σ, rΣ) := (X(λ,Σ), G(σ, λ, {rΣ}Σ∈τ ))(4)
⊂ (X,G(σ, λ, {rΣ}Σ∈τ )).
(Note that although σ and τ appear in the right-hand side of (4), Cy(λ,Σ, rΣ)
is independent of σ and τ with Σ ∈ τ ≺ σ.) Then the Riemannian manifold
Cy(λ,Σ, rΣ) is isometric to the cylinder with the standard metric
Cystd(λ,Σ, rΣ) :=
(
[0, λ(rΣ + 1)]× S
1 × Σ, dt2 + dθ2 + gΣ
)
.
We also set
Cy(λ,Σ, rΣ) := (X¯(λ,Σ), G(σ, λ, {rΣ}Σ∈τ )).
Then there exists a positive number Λ(λ, rΣ) > λ(rΣ +1) such that Cy(λ,Σ, rΣ) is
isometric to the cylinder
Cystd(λ,Σ, rΣ) :=
(
[0,Λ(λ, rΣ)]× S
1 × Σ, dt2 + dθ2 + gΣ
)
.
The number Λ(λ, rΣ) depends only on λ and rΣ since we fix convention on cut-off
functions.
Let n ≥ 0. Henceforth we fix an n-simplex σ ∈ Sn(K) in this subsection. We
consider simplices of Bd(σ), where we regard σ as the simplicial complex K (σ)
explained in Subsection 2.1. We shall construct a continuous map
φσ :
⋃
s∈S(Bd(σ))
|s| × [0,∞)σmin(s) → Met(X).(5)
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Here the domain of φσ is a subset of⋃
s∈S(Bd(σ))
|s| × [0,∞)σ = |Bd(σ)| × [0,∞)σ = |σ| × [0,∞)σ.
The family of Riemannian metrics (5) is what we aim to construct in this subsection.
To construct the map (5), for each simplex s ∈ S(Bd(σ)), we will construct
φσ,s : |s| × [0,∞)
σmin(s) → Met(X)(6)
so that the restriction of φσ,s to dom(φσ,s)∩dom(φσ,s′) coincides with that of φσ,s′
for another simplex s′ ∈ S(Bd(σ)). Here we denote by dom(φσ,s) the domain of
φσ,s. Then we can obtain (5) by gluing φσ,s’s together. Namely we define the map
(5) by
φσ =
⋃
s∈S(Bd(σ))
φσ,s :
⋃
s∈S(Bd(σ))
|s| × [0,∞)σmin(s) → Met(X).(7)
To construct the map (6), let us consider simplices of Bd(s), where we regard s
as the simplicial complex K (s) explained in Subsection 2.1. For each simplex
S ∈ S(Bd(s)), we will construct
φσ,s,S : |S | × [0,∞)
σmin(s) → Met(X)(8)
so that the restriction of φσ,s,S to dom(φσ,s,S )∩ dom(φσ,s,S ′) coincides with that
of φσ,s,S ′ for another simplex S
′ ∈ S(Bd(s)). We will define (6) by gluing φσ,s,S ’s
together.
The map (8) is constructed as follows. Let S be a simplex of Bd(s). We can
write S = { s0, . . . , sl } with s0  · · ·  sl ≺ s for some l ≥ 0. Recall that the
geometric realization |S | = Conv{s0, . . . , sl} is a subset of the real vector space
R{s0,...,sl} generated by s0, . . . , sl. Let t = {ti}li=0 be a collection of non-negative
numbers with
∑l
i=0 ti = 1. We set
λ(S , t) :=
l∑
j=0
tja(σmax(sj)).
Note that λ(S , t) ≤ a(σmin(si)) holds for any i ∈ {0, . . . , l}. Indeed, a(σmax(sj)) ≤
a(σmin(si)) holds for each j since we have
σmin(sl) ≺ · · · ≺ σmin(s0) ≺ σmax(s0) ≺ · · · ≺ σmax(sl).(9)
The metricG(σmin(si), λ(S , t)) is therefore well-defined. Since we also have σmin(s) ≺
σmin(si), we can define the metric
G(σmin(si), λ(S , t), {rΣ}Σ∈σmin(s))
for each {rΣ}Σ∈σmin(s) ∈ [0,∞)
σmin(s). We now define the value of φσ,s,S at the
pair (p, {rΣ}) by
φσ,s,S (p, {rΣ}) :=
l∑
i=0
ti ·G(σmin(si), λ(S , t), {rΣ}Σ∈σmin(s)),(10)
where
p =
l∑
i=0
tisi ∈ |S |, {rΣ} = {rΣ}Σ∈σmin(s) ∈ [0,∞)
σmin(s), and t = {ti}
l
i=0.
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|{σ}|
|{{Σ0}}|
|{{Σ1}}|
|s0|
|s1|
R
R
rΣ0
rΣ1
Figure 5. The domain of φσ
We note that the summation in the right-hand side of (10) makes sense since
Met(X) is convex.
It is straightforward to check that the restriction of φσ,s,S to dom(φσ,s,S ) ∩
dom(φσ,s,S ′) coincides with that of φσ,s,S ′ for another simplex S
′ ∈ S(Bd(s)).
We can therefore define the map φσ,s by gluing φσ,s,S ’s together. Namely we
define the map (6) by
φσ,s =
⋃
S∈S(Bd(s))
φσ,s,S :
⋃
S∈S(Bd(s))
|S | × [0,∞)σmin(s) → Met(X).
Here note that
⋃
S∈S(Bd(s)) |S | = |Bd(s)| = |s|. Similarly, one can check that the
restriction of φσ,s to dom(φσ,s)∩dom(φσ,s′ ) coincides with that of φσ,s′ for another
simplex s′ ∈ S(Bd(σ)). We can therefore define the map φσ by (7) as explained.
Example 2.4. We here describe the domain of φσ in the case that σ is a 1-simplex
of K. Write σ = {Σ0,Σ1} and put si = {{Σi}, σ} (i = 0, 1). The domain of φσ is
described as the shadowed part in Figure 5. The shadowed part is a subspace of
|Bd(σ)| × [0,∞)σ = |σ| × [0,∞)σ ∼= ∆1 × [0,∞)2 and obtained as a union
1⋃
i=0
(
|si| × [0,∞)
{Σi}
)
∪ (|{σ}| × [0,∞)σ) ∪
1⋃
i=0
(
|{{Σi}}| × [0,∞)
{Σi}
)
∼=
1⋃
i=0
(
∆1 × [0,∞)
)
i
∪ [0,∞)2 ∪
1⋃
i=0
[0,∞)i,
where
(
∆1 × [0,∞)
)
i
and [0,∞)i are a copy of ∆1×[0,∞) and of [0,∞) respectively.
Note that the last part |{{Σi}}| × [0,∞)
{Σi} is contained in the first part |si| ×
[0,∞){Σi}. In Figure 5, the horizontal arrows → correspond to the “stretching
parameter” rΣ0 on Σ0 and the vertical arrows ↑ correspond to rΣ1 . The map φσ is
obtained by stretching a neighborhood of Σi on the part |si| × [0,∞){Σi}, and by
stretching neighborhoods of both of Σ0 and Σ1 on the part |{σ}| × [0,∞)σ. The
decompositions of the domain of φσ obtained from the barycentric subdivision of
si are also described in Figure 5.
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We now note the following lemma, which will be used to prove a vanishing
property of the Seiberg–Witten moduli space for a stretched metric.
Lemma 2.5. Let σ be a simplex of K, s be a simplex of Bd(σ), and S be a simplex
of Bd(s). Let us write S = { s0, . . . , sl } with s0  · · ·  sl ≺ s, where l = dimS .
Let t = {ti}li=0 be a collection of non-negative numbers with
∑l
i=0 ti = 1. Set
p =
∑l
i=0 tisi ∈ |S |. Then, for each {rΣ} = {rΣ}Σ∈σmin(s) ∈ [0,∞)
σmin(s), the
subspaces of X {
X¯(λ(S , t),Σ))
∣∣ Σ ∈ σmin(s) }(11)
are mutually disjoint in X and we have⊔
Σ∈σmin(s)
(X¯(λ(S , t),Σ), φσ(p, {rΣ})) =
⊔
Σ∈σmin(s)
Cy(λ(S , t),Σ, rΣ).(12)
Proof. Since we have σmin(s) ≺ σmin(sl) and (9), we obtain λ(S , t) ≤ a(σmin(s)).
The subspaces in (11) are therefore mutually disjoint. For each Σ ∈ σmin(s), we
have
φσ(p, {rΣ})|X¯(λ(S ,t),Σ) =
l∑
i=0
ti ·G(σmin(si), λ(S , t), {rΣ})|X¯(λ(S ,t),Σ)
=
l∑
i=0
ti ·G(σmin(s), λ(S , t), {rΣ})|X¯(λ(S ,t),Σ)
= G(σmin(s), λ(S , t), {rΣ})|X¯(λ(S ,t),Σ).
This proves (12). 
2.4. Structure of the parameter space. In this subsection we investigate struc-
ture of a subspace of the domain of the map (5).
Let n ≥ 0 and σ ∈ Sn(K) be an n-simplex. For a simplex s ∈ S(Bd(σ)) and a
non-negative number R ≥ 0, we set
ext∂(σ, s, R) :=
{
{rΣ}Σ∈σmin(s) ∈ [0, R]
σmin(s)
∣∣∣ ∃Σ ∈ σmin(s), rΣ = R }
⊂ [0,∞)σmin(s).
(The notation ext∂ stands for “the exterior half” of the boundary of [0, R]σmin(s).)
We shall consider the subspace
ext∂(σ,R) :=
⋃
s∈S(Bd(σ))
|s| × ext∂(σ, s, R)
of the domain of the map (5). For example, in the case that σ is a 1-simplex,
ext∂(σ,R) is the union of dotted lines in Figure 5. We also set
ext∂(σ,R) := { {xΣ}Σ∈σ ∈ [0, R]
σ | ∃Σ ∈ σ, xΣ = R } .
The aim of this subsection is to prove the following proposition:
Proposition 2.6. There exists a homeomorphism
ψσ,R : ext∂(σ,R)→ ext∂(σ,R).(13)
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Before proving Proposition 2.6, we decompose the domain and the range of the
map (13) into small pieces. Let Σ ∈ σ be a vertex and τ ≺ σ be a face with Σ ∈ τ .
We set
ext∂(σ,Σ, τ, R) := { {rΣ′}Σ′∈τ ∈ [0, R]
τ | rΣ = R } .
For a simplex s ∈ S(Bd(σ)) satisfying τ = σmin(s), we have ext∂(σ,Σ, τ, R) ⊂
ext∂(σ, s, R). Moreover, we also have the decomposition
ext∂(σ,R) =
⋃
Σ∈σ
⋃
Σ∈τ≺σ
⋃
s∈S(Bd(σ)),
τ=σmin(s)
|s| × ext∂(σ,Σ, τ, R)(14)
=
⋃
Σ∈σ
⋃
Σ∈τ≺σ
⋃
s∈S(Bd(σ)),
τ=σmin(s),
dim s+dim τ=n
|s| × ext∂(σ,Σ, τ, R).(15)
Here the variables in the three unions in the right-hand side of (14) and (15) are
Σ, τ , and s respectively. In (15), dim s and dim τ denote the dimension of s as a
simplex of Bd(σ) and that of τ as a simplex of K respectively. The space ext∂(σ,R)
also decomposes as ext∂(σ,R) =
⋃
Σ∈σ ext∂(σ,Σ, R), where we set
ext∂(σ,Σ, R) := { {xΣ′}Σ′∈σ ∈ [0, R]
σ | xΣ = R } ⊂ ext∂(σ,R).
For each Σ ∈ σ, we will construct a homeomorphism
ψσ,Σ,R :
⋃
Σ∈τ≺σ
⋃
s∈S(Bd(σ)),
τ=σmin(s),
dim s+dim τ=n
|s| × ext∂(σ,Σ, τ, R)→ ext∂(σ,Σ, R)(16)
and define ψσ,R by gluing ψσ,Σ,R’s. Note that we have a homeomorphism
ψ¯σ,Σ,R : ext∂(σ,Σ, R)→ [0, R]
σ\{Σ}(17)
given by
{xΣ′}Σ′∈σ 7→ {xΣ′}Σ′∈σ\{Σ},
and we consider [0, R]σ\{Σ} in order to construct (16). For a face τ ≺ σ with Σ ∈ τ ,
we define a collection of boundary points
{bΣ′(τ)} = {bΣ′(τ)}Σ′∈σ\{Σ} ∈ {0, R}
σ\{Σ} ⊂ ∂([0, R]σ\{Σ})
by
Σ′ ∈ τ \ {Σ} ⇒ bΣ′(τ) = R, and Σ
′ /∈ τ \ {Σ} ⇒ bΣ′(τ) = 0.
We set
Q(σ,Σ, τ, R) :=
{
{xΣ′}Σ′∈σ\{Σ} ∈ [0, R]
σ\{Σ}
∣∣∣ |xΣ′ − bΣ′(τ)| ≤ R/2 } .
Then we obtain the decomposition
[0, R]σ\{Σ} =
⋃
Σ∈τ≺σ
Q(σ,Σ, τ, R).
Indeed, for any point {xΣ′} ∈ [0, R]σ\{Σ}, let us define τ ≺ σ by
τ := { Σ′ ∈ σ \ {Σ} | |xΣ′ −R| ≤ R/2 } ∪ {Σ},
then we have {xΣ′} ∈ Q(σ,Σ, τ, R).
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For Σ ∈ σ and τ ≺ σ with Σ ∈ τ , we will construct a homeomorphism
ψσ,Σ,τ,R :
⋃
s∈S(Bd(σ)),
τ=σmin(s),
dim s+dim τ=n
|s| × ext∂(σ,Σ, τ, R)→ Q(σ,Σ, τ, R)(18)
and define ψσ,Σ,R by gluing ψσ,Σ,τ,R’s. For a simplex s ∈ S(Bd(σ)) satisfying
τ = σmin(s) and dim s+dim τ = n, we define subsets △(σ,Σ, τ, s, R), (σ,Σ, τ, R),
and Q(σ,Σ, τ, s, R) of Q(σ,Σ, τ, R) as follows. Note that we have σ = σmax(s) (i.e.
n = dimσmax(s)) since
n ≥ dimσmax(s) ≥ dim s+ dimσmin(s) = dim s+ dim τ = n.
Such a simplex s therefore corresponds to a sequence
τ = σ0  · · ·  σk = σ,
where k = n− dim τ . We define
△(σ,Σ, τ, s, R) := Conv
{{
1
2
bΣ′(σi)
}
Σ′∈σ\τ
∣∣∣∣∣ 0 ≤ i ≤ k
}
⊂ [0, R/2]σ\τ ,
(σ,Σ, τ, R) := Q(σ,Σ, τ, R) ∩ [0, R]τ\{Σ} = [R/2, R]τ\{Σ},
and
Q(σ,Σ, τ, s, R)
:=
{
{xΣ′}Σ′∈σ\{Σ} ∈ Q(σ,Σ, τ, R)
∣∣∣∣ {xΣ′}Σ′∈σ\τ ∈ △(σ,Σ, τ, s, R),{xΣ′}Σ′∈τ\{Σ} ∈ (σ,Σ, τ, R)
}
∼= △(σ,Σ, τ, s, R)×(σ,Σ, τ, R).
Here, in the case that τ = σ and τ = {Σ}, we identify Q(σ,Σ, τ, s, R) with
(σ,Σ, τ, R) and △(σ,Σ, τ, s, R) respectively.
Lemma 2.7. The space Q(σ,Σ, τ, R) decomposes as
Q(σ,Σ, τ, R) =
⋃
s∈S(Bd(σ)),
τ=σmin(s),
dim s+dim τ=n
Q(σ,Σ, τ, s, R).(19)
Proof. Set k = n − dim τ . It is easy to check the case when k ≤ 1, therefore we
assume k ≥ 2. It suffices to show that the left-hand side of (19) is included in the
right-hand side. Let {xΣ′}Σ′∈σ\{Σ} be a point in Q(σ,Σ, τ, R). We inductively take
σ0, . . . , σk as follows. We first set σ0 := τ . For i with 0 ≤ i ≤ k, assume that σi is
already given. Take Σi ∈ σ \ σi such that xΣi attains the maximum
max
Σ′∈σ\σi
xΣ′ .
Using this Σi we define σi+1 := σi ∪ {Σi}. Through this procedure we eventually
have σ0, . . . , σk; we set s := { σ0, . . . , σk }. We note that
{xΣ′}Σ′∈σ\τ ∈ △(σ,Σ, τ, s, R)
holds. Indeed, we have
△(σ,Σ, τ, s, R) =
⋂
0≤i≤k−2
{
{x′Σ′}Σ′∈σ\τ ∈ [0, R/2]
σ\τ
∣∣∣ x′Σi ≥ x′Σi+1 }
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and xΣ0 ≥ · · · ≥ xΣk−1 by the definition of Σi. Hence it follows that {xΣ′}Σ′∈σ\{Σ} ∈
Q(σ,Σ, τ, s, R). 
Using the decomposition above, we now prove Proposition 2.6.
Proof of Proposition 2.6. Let Σ be a vertex of σ, τ be a face of σ with Σ ∈ τ , and
s be a simplex of Bd(σ) satisfying τ = σmin(s) and dim s+dim τ = n. We define a
map
ψσ,Σ,τ,s,R : |s| × ext∂(σ,Σ, τ, R)→ Q(σ,Σ, τ, s, R)(20)
as follows. If we write s = { σ0, . . . , σk }, we have |s| = Conv { σ0, . . . , σk }. We
define a map
ψ△σ,Σ,τ,s,R : |s| → △(σ,Σ, τ, s, R)
by
k∑
i=0
tiσi 7→
k∑
i=0
ti ·
{
1
2
bΣ′(σi)
}
Σ′∈σ\τ
for ti ≥ 0 with
∑k
i=0 ti = 1. We next define a map
ψσ,Σ,τ,s,R : ext∂(σ,Σ, τ, R)→ (σ,Σ, τ, R)
by
{rΣ′}Σ′∈τ\{Σ} 7→
{
1
2
(rΣ′ + 1)
}
Σ′∈τ\{Σ}
using the identification ext∂(σ,Σ, τ, R) ∼= [0, R]τ\{Σ} given by
{rΣ′}Σ′∈σmin(s) 7→ {rΣ′}Σ′∈τ\{Σ}.
We define the map (20) as the product map of ψ△σ,Σ,τ,s,R and ψ

σ,Σ,τ,s,R. The map
ψσ,Σ,τ,s,R is obviously a homeomorphism. We denote by ψ
−1
σ,Σ,τ,s,R the inverse map.
It is straightforward to check that the restriction of ψσ,Σ,τ,s,R to dom(ψσ,Σ,τ,s,R)∩
dom(ψσ,Σ,τ,s′,R) coincides with that of ψσ,Σ,τ,s′,R for another simplex s
′. We can
therefore define the map (18) by gluing ψσ,Σ,τ,s,R’s together. Namely we define the
map (18) as⋃
s∈S(Bd(σ)),
τ=σmin(s),
dim s+dim τ=n
ψσ,Σ,τ,s,R :
⋃
s∈S(Bd(σ)),
τ=σmin(s),
dim s+dim τ=n
|s| × ext∂(σ,Σ, τ, R)→ Q(σ,Σ, τ, R).
In a similar vein, we obtain a map from dom(ψσ,Σ,R) to [0, R]
σ\{Σ} by gluing
ψσ,Σ,τ,R’s together, and we define the map (16) by composing the inverse map of
the homeomorphism (17) with the glued map. Similarly we define the map (13) by
gluing ψσ,Σ,R’s together. We obtain the inverse map of ψσ,R by gluing ψ
−1
σ,Σ,τ,s,R’s
together and therefore ψσ,R is a homeomorphism. 
Example 2.8. Let σ = {Σ0,Σ1} be a 1-simplex of K. Then the possibilities of triples
(Σ, τ, s) such that Σ ∈ τ ≺ σ, τ = σmin(s), and dim s+ dim τ = n are as follows:
(1) Σ = Σ0, τ = {Σ0}, s = { {Σ0}, {Σ0,Σ1} },
(2) Σ = Σ0, τ = {Σ0,Σ1}, s = { {Σ0,Σ1} },
(3) Σ = Σ1, τ = {Σ1}, s = { {Σ1}, {Σ0,Σ1} }, and
(4) Σ = Σ1, τ = {Σ0,Σ1}, s = { {Σ0,Σ1} }.
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|{σ}|
|{{Σ0}}|
|{{Σ1}}|
|s0|
|s1|
R
R
(I)
(II)
(III)
(IV)
rΣ0
rΣ1
R
R
xΣ0
xΣ1
(i)
(ii)
(iii) (iv)
Figure 6. The domain and the range of ψσ for σ = {Σ0,Σ1}
The decompositions discussed above of the domain and the range of ψσ,R are de-
scribed in Figure 6. (See also Example 2.4 and Figure 5.) The (upper and lower
case) Roman numerals in Figure 6 correspond to Arabic numerals above. In Fig-
ure 6, the parts (I), (II), (III), and (IV) correspond to (i), (ii), (iii), and (iv) through
ψσ,R respectively.
Example 2.9. Let σ = {Σ0,Σ1,Σ2} be a 2-simplex of K. For Σ = Σ0, the possibil-
ities of pairs (τ, s) such that Σ ∈ τ ≺ σ, τ = σmin(s) and dim s+ dim τ = n are as
follows:
(1) τ = {Σ0}, s = { {Σ0}, {Σ0,Σ1}, {Σ0,Σ1,Σ2} },
(2) τ = {Σ0}, s = { {Σ0}, {Σ0,Σ2}, {Σ0,Σ1,Σ2} },
(3) τ = {Σ0,Σ1}, s = { {Σ0,Σ1}, {Σ0,Σ1,Σ2} },
(4) τ = {Σ0,Σ2}, s = { {Σ0,Σ2}, {Σ0,Σ1,Σ2} }, and
(5) τ = {Σ0,Σ1,Σ2}, s = { {Σ0,Σ1,Σ2} }.
For each case that Σ = Σ1 and Σ = Σ2, we have similar five combinations of pairs
(τ, s). The decompositions corresponding to all of these combinations of (τ, s) of
the range of ψσ,R are described in Figure 7. The lower case Roman numerals in
Figure 7 correspond to Arabic numerals above.
2.5. Vanishing of solutions to the Seiberg–Witten equations. A basic tool
to construct the cohomological invariant is the vanishing property of the Seiberg–
Witten moduli space for a metric obtained by stretching neighborhoods of em-
bedded surfaces violating the adjunction inequalities. This is originally due to
Kronheimer–Mrowka’s paper on the Thom conjecture [6]. While a cylinder with
infinite length was used in [6], we here need some quantitative estimate for the
length of stretched cylinders. Such an analytical argument has been given in the
author’s paper [5]. In this subsection we adjust it to the setting of this paper.
We use the following terminology and notation on the Seiberg–Witten equations.
Fix a spinc structure s on a smooth oriented closed connected 4-manifold X . Let h
be a Riemannian metric on X . We denote by Ω+ = Ω+h = Γ(Λ
+
h ) the space of self-
dual 2-forms on X with respect to h. Let S± → X and L → X denote the spinor
bundles and the determinant line bundle of s respectively. A U(1)-connection A on
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Figure 7. The range of ψσ for σ = {Σ0,Σ1,Σ2}
L gives rise to the Dirac operator DA : Γ(S
+)→ Γ(S−). For a U(1)-connection A,
a positive spinor Φ ∈ Γ(S+), and an imaginary self-dual 2-form µ ∈ iΩ+, we call
the equations {
ρ(F+A + µ) = σ(Φ,Φ),
DAΦ = 0
the (perturbed) Seiberg–Witten equations with respect to (h, µ). Here ρ : Λ+ →
su(S+) is the map obtained from the Clifford multiplication, F+A is the self-dual
part of the curvature FA of A, and σ(·, ·) is the quadratic form given by σ(Φ,Φ) =
Φ⊗ Φ∗ − |Φ|2id/2. For A and Φ, we call the equations{
ρ(F+A ) = σ(Φ,Φ),
DAΦ = 0
the unperturbed Seiberg–Witten equations with respect to h.
We here need the following analytical Lemmas 2.10 and 2.11. Let ‖ · ‖L2(X,h)
denotes the L2-norm on X with respect to a given metric h. For a surface Σ and
R > 0, we equip Σ with the metric of constant scalar curvature and of unit area,
S1 with the metric of unit length, and [0, R] × S1 × Σ with the standard product
metric as in Subsection 2.3. The statement of Lemma 2.10 appears in the proof of
Lemma 4 in Kronheimer–Mrowka [7]. This is a consequence of the Cauchy–Schwarz
inequality and Fubini’s theorem.
Lemma 2.10 (Kronheimer–Mrowka [7]). Let h be a metric on X, Σ be a surface
embedded in X with [Σ]2 = 0, and R be a positive number. Suppose that (X,h)
contains a Rimannian submanifold (X ′, h) (with boundary) which is isometric to
[0, R]× S1 × Σ. Then, for any closed 2-form ω on X, the inequality
|[ω] · [Σ]|2 ≤
‖ω‖2L2(X′,h)
R
(21)
holds.
For a cohomology class c ∈ H2(X ;R) and a metric h on X , we denote by Hh(c)
the harmonic representative of c with respect to h. We denote by s(h) : X → R
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the scalar curvature of h. Let us define κ(h) : X → R by
κ(h) := max{−s(h), 0}.
The following Lemma 2.11 is a consequence of the Weitzenbo¨ck formula.
Lemma 2.11 (Kronheimer–Mrowka [7]). If there exists a solution to the Seiberg–
Witten equations with respect to a metric h, then the inequality
‖Hh(c1(s))‖
2
L2(X,h) ≤
‖κ(h)‖2L2(X,h)
(4π)2
−
∫
X
c1(s)
2(22)
holds.
The proof of Lemma 2.11 is quite similar to that of Lemma 3 in Kronheimer–
Mrowka [7], while in [7] the Seiberg–Witten equations on 3-manifolds were consid-
ered. In the 4-dimensional case, using the formula
‖ω‖2L2(X,h) = 2‖ω
+‖2L2(X,h) −
∫
X
c1(s)
2
for a representative ω of c1(s), one can prove Lemma 2.11 by the same argument
in [7].
Henceforth in this subsection, we fix a metric g ∈Met(X). We also fix N(·), a(·)
as in Subsection 2.3. For a simplex σ in K, we define
λ(σ) = λ(σ, a(·)) := min
s∈S(Bd(σ)),
S∈S(Bd(s))
{
λ(S , t)
∣∣∣∣∣
t={tj}
dim S
j=0 ,∑dim S
j=0 tj=1,
tj≥0
}
and
C(σ) = C(σ, g,N(·), a(·)) := max
h∈φσ(|σ|)
‖κ(h)‖2L2(X,h)
(4π)2
−
∫
X
c1(s)
2,
where we regard
|σ| =
⋃
s∈S(Bd(σ))
|s| × {0}σmin(s).
These real numbers λ(σ, a(·)) and C(σ, g,N(·), a(·)) depend only on σ and a(·), and
on σ, g,N(·), and a(·) respectively since we have fixed the spinc structure s in this
subsection. Note that λ(σ) > 0 holds. We also note that |C(σ)| < ∞ holds since
φσ(|σ|) is compact and the map h 7→ ‖κ(h)‖2L2(X,h) is continuous. Set
R¯(σ) = R¯(σ, g,N(·), a(·)) := max
{
C(σ, g,N(·), a(·))
λ(σ, a(·))
, 0
}
and
R(σ) = R(σ, g,N(·), a(·)) := max
τ≺σ
R¯(τ, g,N(·), a(·)).
Proposition 2.12. Let σ be a simplex of K. Then, for any R ≥ R¯(σ), there is no
solution to the unperturbed Seiberg–Witten equations for any metric in φσ(ext∂(σ,R)).
Proof. We argue by contradiction. Assume that for some non-negative number
R ≥ R¯(σ) and some metric h ∈ φσ(ext∂(σ,R)), there exists a solution to the
unperturbed Seiberg–Witten equations for h. For this h, there exist
s ∈ S(Bd(σ)), l ≥ 0, S = {s0, · · · , sl} ∈ S(Bd(s)),
{rΣ}Σ∈σmin(s) ∈ ext∂(σ, s, R), t = {tj}
l
j=0
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such that tj ≥ 0,
∑l
j=0 tj = 1, and h = φσ(p, {rΣ}), where p =
∑l
j=0 tjsj . From
Lemma 2.5, we have⊔
Σ∈σmin(s)
(X¯(λ(S , t),Σ), φσ(p, {rΣ})) ∼=
⊔
Σ∈σmin(s)
Cystd(λ(S , t),Σ, rΣ).(23)
Here ∼= means an isometry. We set r′Σ := Λ(λ(S , t), rΣ). Since χ
−(Σ)2 + 1 ≤
|c1(s) · [Σ]|2 holds for each Σ ∈ σmin(s), we have∑
Σ∈σmin(s)
r′Σ · χ
−(Σ)2 +
∑
Σ∈σmin(s)
r′Σ ≤
∑
Σ∈σmin(s)
r′Σ · |c1(s) · [Σ]|
2(24)
≤
∑
Σ∈σmin(s)
‖Hh(c1(s))‖
2
L2(X¯(λ(S ,t),Σ),h)
≤‖Hh(c1(s))‖
2
L2(X,h)
≤
‖κ(h)‖2L2(X,h)
(4π)2
−
∫
X
c1(s)
2,
where the second and the last inequality follow from Lemma 2.10 and Lemma 2.11
respectively. Set X ′ = X \
⊔
Σ∈σmin(s)
X¯(λ(S , t),Σ) and {0} = {0}σmin(s). We also
have
‖κ(h)‖2L2(X,h)(25)
=
∑
Σ∈σmin(s)
‖κ(h)‖2L2(X¯(λ(S ,t),Σ),h) + ‖κ(h)‖
2
L2(X′,h)
=
∑
Σ∈σmin(s)
(4π)2r′Σ · χ
−(Σ)2 + ‖κ(φσ(p, {0}))‖
2
L2(X′,φσ(p,{0}))
≤
∑
Σ∈σmin(s)
(4π)2r′Σ · χ
−(Σ)2 + ‖κ(φσ(p, {0}))‖
2
L2(X,φσ(p,{0}))
.
From (24) and (25), we deduce
∑
Σ∈σmin(s)
r′Σ ≤
‖κ(φσ(p, {0})‖2L2(X,(φσ(p,{0}))
(4π)2
−
∫
X
c1(s)
2 ≤ C(σ).
However, since we also have∑
Σ∈σmin(s)
r′Σ ≥ max
Σ∈σmin(s)
r′Σ > λ(S , t)
(
max
Σ∈σmin(s)
rΣ + 1
)
≥ λ(σ)(R + 1) > λ(σ)R¯(σ),
it follows that R¯(σ) < C(σ)/λ(σ). This contradicts the definition of R¯(σ). 
3. Construction of the invariant II: Perturbations and counting
arguments
In this section we complete the construction of the cohomological invariant. We
consider the moduli spaces of the Seiberg–Witten equations parameterized by the
families of Riemannian metrics given in Section 2; we construct a cohomology class
by counting the points of the parameterized moduli spaces.
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3.1. Definition of the invariant in the basic case. Let X be a smooth oriented
closed connected 4-manifold equipped with a homology orientation, s be a spinc
structure on X , and n be the integer given by d(s) = −(n + 1). We assume that
n ≥ 0 and that b+(X) ≥ n + 3. (These assumptions will be needed since we will
use (n+ 1)-parameter families in order to define the cohomological invariant.) We
also assume that V (K(X, s)) 6= ∅. In this subsection we define the cohomological
invariant
SW(X, s) ∈ Hn(K(X, s);Z)
under this setting. Although we will consider more general spinc structures in Sub-
section 3.3 using what is called µ-maps, the case which we treat in this subsection
is the most basic one; we can give a non-trivial example for this case in Section 4.
We fix a metric g ∈ Met(X) and data N(·), a(·) as explained in Subsection 2.3
throughout this subsection. We also fix certain kinds of perturbations ϕ• explained
below to define a cochain on K. While in Subsection 2.5 we have considered only
the unperturbed Seiberg–Witten equations, we now need the perturbed ones. Fix
an integer l ≥ 2. The space of perturbations Π = Π(X, s) is given by
Π(X, s) :=
{
(h, µ) ∈ Met(X)× iΩ2
∣∣ µ ∈ iΩ+h } = ⊔
h∈Met(X)
iΩ+h ,
where Ω+h is the completion by the L
2
l−1-Sobolev norm defined by h of the space of
self-dual 2-forms with respect to h. (We here omit “L2l−1(·)” from our notation
for simplicity.) This is a Hilbert bundle on Met(X). Let us identify Met(X)
with the zero-section of this bundle. Fix a smooth reference connection A0 of
the determinant line bundle. We call the subset of perturbations W = W(X, s) ⊂
Π(X, s) defined by
W(X, s) =
⊔
h∈Met(X)
W(X, s)h, W(X, s)h := F
+h
A0
+ Im d+h ⊂ iΩ+h
the wall. We define Π˚ =
⊔
h∈Met(X) Π˚h by
Π˚h := Πh \Wh.
The wallW is of codimension-b+(X) in Π since Ω+h / Im(d
+h) ∼= H+(X ;R) for each
h. Recall that, for (h, µ) ∈ Π, the perturbed Seiberg–Witten equations with respect
to (h, µ) have a reducible solution if and only if (h, µ) ∈ W .
For k ∈ {−1, 0, . . . , n}, we now define maps{
ϕσ : [0, R(σ)]
σ → Π˚
}
σ∈Sk(K)
(26)
inductively on k as follows. Here we define S−1(K) as {∅}; we regard ϕ∅ as a map
ϕ∅ : {pt} → Π˚. In the case when k = −1, take a generic point ∗ in Π˚. Then we
can define ϕ∅ : {pt} → Π˚ by ϕ∅(pt) = ∗. Next we define ϕ• in the case that k = 0.
Let {Σ} ∈ S0(K). We here simply write it Σ. Note that there is no solution to
the unperturbed Seiberg–Witten equations for the metric φΣ(|{Σ}|×{R(Σ)}) from
Proposition 2.12. Take a generic path from ∗ to φΣ(|{Σ}| × {R(Σ)}) in Π˚. (Here
we regard Met(X) as a subset of Π.) This gives a map
ϕΣ : [0, R(Σ)]
{Σ} = [0, R(Σ)]→ Π˚.
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Note that ϕΣ|{0} = ϕ∅ obviously holds. Next, for k ∈ {1, . . . , n} assume that ϕτ is
already constructed for any l ≤ k − 1 and any τ ∈ Sl(K) and that the restriction
ϕτ |ext∂(τ,R(τ)) coincides with the composition
φτ ◦ ψ
−1
τ,R(τ) : ext∂(τ, R(τ))
∼= ext∂(τ, R(τ))→ Π˚.
Here ψτ,R(τ) is the homeomorphism given in Proposition 2.6. We note that the
image of this map φτ ◦ ψ
−1
τ,R(τ) is a priori contained in Met(X), however in fact in
Π˚. Indeed, from Proposition 2.12, there is no solution to the unperturbed Seiberg–
Witten equations for any metric in the image of the map φτ ◦ψ
−1
τ,R(τ). In particular,
reducible solutions do not appear on the image, therefore it is contained in Π˚. (Here
we regard Met(X) as a subset of Π.) We shall construct ϕ• for k-simplices under
these assumptions. Let σ ∈ Sk(K). Note that [0, R(σ)]σ decomposes as
[0, R(σ)]σ
(27)
=∂([0, R(σ)]σ) ∪ (0, R(σ))σ
=ext∂(σ,R(σ)) ∪
⋃
τ≺σ,
dim τ=k−1
[0, R(σ)]τ ∪ (0, R(σ))σ
=ext∂(σ,R(σ)) ∪
⋃
τ≺σ,
dim τ=k−1

[0, R(τ)]τ ∪ ⊔
R(τ)≤R≤R(σ)
ext∂(τ, R)

 ∪ (0, R(σ))σ.
We take a map ϕσ satisfying following three conditions:
Condition 3.1.
(1) On ext∂(σ,R(σ)), the map ϕσ coincides with the composition
φσ ◦ ψ
−1
σ,R(σ) : ext∂(σ,R(σ))→ Π˚.
(2) For any face τ ≺ σ with dim τ = k − 1,
(a) on [0, R(τ)]τ , the map ϕσ coincides with ϕτ : [0, R(τ)]
τ → Π˚, and
(b) on
⊔
R(τ)≤R≤R(σ) ext∂(τ, R), the map ϕσ coincides with the composi-
tion
φτ ◦

 ⊔
R(τ)≤R≤R(σ)
ψ−1τ,R

 : ⊔
R(τ)≤R≤R(σ)
ext∂(τ, R)→ Π˚.
(3) The restriction of ϕσ to (0, R(σ))
σ is generic.
By the construction of the homeomorphism given in Proposition 2.6, the map
in the case of (2b) above are continuous. The maps in other cases are obviously
continuous, therefore the whole map ϕσ is.
The procedure above can be continued to k = n+1 since the codimension of W
is b+ and we have assumed that b+ > n+ 2; however, we stop it at k = n. (In the
subsequent subsections, we will use cobordism arguments, and therefore consider
(n + 2)-parameter families. Our hypothesis b+ ≥ n + 3 will be needed in those
arguments.) We eventually obtain perturbations (26) for each k ∈ {−1, 0, . . . , n}.
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Lemma 3.2. Let σ ∈ Sk(K) be a simplex of K with k ∈ {0, . . . , n}. Then there is
no solution to the Seiberg–Witten equations for any element in ϕσ(∂([0, R(σ)]
σ)).
There is also no solution to the Seiberg–Witten equations for ϕ∅(pt).
Proof. The proof in the case that k = −1 is obvious since ϕ∅(pt) = ∗ is a generic
point and d(s) < 0. For k ∈ {0, . . . , n}, the proof is by induction on k as follows.
First take Σ ∈ S0(K). Then we have ϕΣ
(
∂
(
[0, R(Σ)]Σ
))
= {∗}∪φΣ(|{Σ}|×{R(Σ)}).
There is no solution for ∗ as above, and also for φΣ(|{Σ}| × {R(Σ)}) by Proposi-
tion 2.12. Next, for k ∈ {1, . . . , n} assume that the statement holds for any l ≤ k−1.
Take σ ∈ Sk(K). For elements in ext∂(σ,R(σ)) and
⊔
R(τ)≤R≤R(σ) ext∂(τ, R) for
some τ ≺ σ with dim τ = k − 1, the non-existence of solutions follows from Propo-
sition 2.12. For elements in [0, R(τ)]τ the non-existence follows from the induction
hypothesis. 
Let (h, µ) ∈ Π. We denote by C(h) = C(h, s) the L2l -completion defined by h of
the space of pairs consisting of a U(1)-connection of the determinant line bundle
and a positive spinor for s. The gauge group G(h) is defined as the L2l+1-completion
using h of Map(X,U(1)). We define B(h) = B(h, s) by B(h) := C(h)/G(h). We will
denote by M(h, µ) = M((h, µ), s) ⊂ B(h) the moduli space for (h, µ) defined as
the quotient of the space of solutions to the Seiberg–Witten equations with respect
to (h, µ) divided by G(h) as usual. Let ϕ : T → Π be a map from a topological
space T , which is called the parameter space. We define the parameterized moduli
space parameterized by ϕ on T as
M(ϕ) =M(ϕ, s) :=
⊔
t∈T
M(ϕ(t), s).
Now let us consider the parameterized moduli space given by ϕ•. Let σ ∈ Sk(K)
a simplex of K with k ∈ {0, . . . , n}. The parameterized moduli space M(ϕσ) is
compact because of the compactness argument for the usual Seiberg–Witten theory
and the compactness of the parameter space [0, R(σ)]σ. Since we avoid the wall,
M(ϕσ) does not contain a reducible solution. We here note that
M(ϕσ, s) =
⊔
t∈(0,R(σ))σ
M(ϕσ(t), s)
follows from Lemma 3.2. Recall that ϕσ is generic on (0, R(σ))
σ and that d(s) =
−(n+1). We therefore haveM(ϕσ) = ∅ if k ≤ n−1, andM(ϕσ) is a 0-dimensional
manifold if k = n.
Let 〈σ〉 an oriented n-simplex of K. Then we have an orientation of [0, R(σ)]σ.
Putting the given homology orientation and this orientation together, we obtain
the orientation of M(ϕσ). (See, for example, Appendix A in Salamon’s book [14].
We follow the orientation convention in this book.) We now eventually have an
oriented compact 0-dimensional manifold M(ϕσ) from 〈σ〉. We will denote by
SW(ϕσ) = SW(ϕσ, s) ∈ Z
the algebraic count #M(ϕσ). Set A = (g,N(·), a(·), ϕ•), which we call an addi-
tional data. We define an n-cochain
SW(X, s,A) ∈ Cn(K)
by
Cn(K)→ Z ; 〈σ〉 7→ SW(ϕσ).
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We will prove the following proposition in Subsection 3.2:
Proposition 3.3. The cochain SW(X, s,A) constructed above is a cocycle.
We now may write the definition of the cohomological invariant:
Definition 3.4. Let X be a smooth oriented closed connected 4-manifold equipped
with a homology orientation, s be a spinc structure on X , and n be the integer given
by d(s) = −(n+ 1). Assume that n ≥ 0, b+(X) ≥ n+ 3, and V (K(X, s)) 6= ∅. We
define a cohomology class SW(X, s) ∈ Hn(K(X, s);Z) by
SW(X, s) := [SW(X, s,A)],
where A = (g,N(·), a(·), ϕ•) is an additional data.
In fact, SW(X, s) is independent of the choice of A:
Theorem 3.5. The cohomology class SW(X, s) ∈ Hn(K(X, s);Z) is an invari-
ant of a spinc 4-manifold (X, s). Namely the cohomology class [SW(X, s,A)] in
Definition 3.4 is independent of the choice of A.
We will prove Theorem 3.5 in Subsection 3.2.
Remark 3.6. To define the number SW(ϕσ) ∈ Z used to define SW(X, s,A), in fact
we do not need to assume that ϕσ is generic on (0, R(σ))
σ for each n-simplex σ. To
justify the counting argument in the case that ϕσ is not generic, one can use Ruan’s
virtual neighborhood technique [10]. More precisely, one needs a family version of
the technique (for example, see [5]) in our case. An advantage of the use of the
virtual neighborhood technique is that we can use a map ϕσ which is continuous
(not necessary smooth) on (0, R(σ))σ to define SW(X, s,A). This is based on a
same mechanism in the following linear situation: to define the index of a family of
Fredholm operators, we do not need to assume that the family smoothly depends
on its parameter, but just need to assume it continuously depends on it.
3.2. Arguments by cobordisms. The purpose of this subsection is to prove
Proposition 3.3 and Theorem 3.5. Both of them are shown using arguments by
cobordisms. We follow the all settings and the notation of Subsection 3.1.
Proof of Proposition 3.3. As we noted in Subsection 3.1, perturbations ϕ• can be
constructed for (n+1)-simplices since b+ ≥ n+3. Let us fix ϕ• for (n+1)-simplices
through the inductive procedure in Subsection 3.1.
Let us take an oriented (n+1)-simplex 〈σ〉 = 〈Σ0, . . . ,Σn+1〉 of K. Write 〈τi〉 =〈
Σ0, . . . , Σˆi, . . . ,Σn+1
〉
, then we have
SW(X, s,A)(∂ 〈σ〉) =
n+1∑
i=0
(−1)i SW(ϕτi).(28)
Recall the decomposition
∂([0, R(σ)]σ) = ext∂(σ,R(σ)) ∪
n+1⋃
i=0

[0, R(τi)]τi ∪ ⊔
R(τi)≤R≤R(σ)
ext∂(τi, R)

 .
By Proposition 2.12, the parameterized moduli spaceM(ϕσ) vanishes on ∂([0, R(σ)]σ)
except for the components [0, R(τi)]
τi for i = 0, . . . , n+ 1. The moduli space also
vanishes on ∂ ([0, R(τi)]
τi) by Lemma 3.2. Hence the count of the point of the
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moduli space on ∂([0, R(σ)]σ) coincides with that on
⊔n+1
i=0 (0, R(στi))
τi for the per-
turbations ϕτi . By taking the orientations into account, we therefore have
n+1∑
i=0
(−1)i SW(ϕτi) = #M(ϕσ|∂([0,R(σ)]σ)).(29)
Since the total moduli spaceM(ϕσ) is an oriented compact 1-dimensional manifold,
the right-hand side of (29) is zero. From this and (28), we have SW(X, s,A)(∂ 〈σ〉) =
0. This proves the proposition. 
Proof of Theorem 3.5. Take two additional data Ai = (gi, Ni(·), ai(·), ϕ•,i) (i =
0, 1); let us write SW(X, s,Ai) simply SWi. We now connect these two data A0
and A1 by a 1-parameter family. Take a generic path gt (t ∈ [0, 1]) from g0 and g1
in Met(X) ∩ Π˚. For each Σ ∈ V (K), by the uniqueness of tubular neighborhoods,
we may take a continuous family of tubular neighborhoods Nt(Σ) of Σ. Then we
have a family of diffeomorphisms fΣ,t : Nt(Σ)→ D2 × Σ with fΣ,t|Σ = ιΣ; we also
obtain a family f˜Σ,t : Nt(Σ) \Σ→ (0, 1]× S1 ×Σ by the same way to define f˜Σ in
Subsection 2.3. We may also take a family of positive numbers at(·) satisfying the
following conditions: at(Σ) = at({Σ}) = 1 holds for each Σ ∈ V (K) and each t ∈
[0, 1], and for each σ ∈ S(K), the condition obtained by replacing a(·), U(·), N(·),
and f˜Σ with at(·), Ut(·), Nt(·), and f˜Σ,t in Condition 2.2 respectively holds. We next
take a path ϕ•,t as follows. By repeating the construction of φ• in Subsection 2.3
with the parameter t, we obtain φ•,t. Set Rt(σ) = R(σ, gt, Nt(·), at(·)). Note that
Rt(σ) continuously depends on t. Then we may prove the statement obtained by
replacing R(σ) and φσ with Rt(σ) and φσ,t in Proposition 2.12 respectively by the
quite same way in Subsection 2.5. We now fix a map
ϕσ,• =
⊔
t∈[0,1]
ϕσ,t :
⊔
t∈[0,1]
[0, Rt(σ)]
σ → Π˚
for each σ ∈ Sk(K) with k ∈ {−1, 0, . . . , n} through the following inductive proce-
dure. For i = 0, 1, denote by ∗i the image of ϕ∅,i. Take a path ∗t in Π˚ from ∗0
to ∗1. For each {Σ} ∈ S0(K), recall that ϕΣ,i : [0, Ri(Σ)] → Π˚ is given as a path
from ∗i to φΣ,i(|{Σ}| × {Ri(Σ)}). Let us take a map ϕσ,• :
⊔
t∈[0,1][0, Rt(Σ)] → Π˚
satisfying the following three conditions:
(1) On
⊔
t∈[0,1]{0}
∼= [0, 1], the map ϕσ,• coincides with
g• : [0, 1]→ Met(X) ∩ Π˚ ; t 7→ gt.
(2) On
⊔
t∈[0,1]{Rt(Σ)}
∼= [0, 1], the map ϕσ,• coincides with
φΣ,• : [0, 1]→ Met(X) ∩ Π˚ ; t 7→ φΣ,t(|{Σ}| × {Rt(Σ)}).
(3) For each i = 0, 1, on [0, Ri(Σ)], the map ϕσ,• coincides with ϕΣ,i.
Next we consider k-simplices with k ∈ {1 . . . , n}. Assume that ϕτ,• is already
constructed for any l ≤ k − 1 and τ ∈ Sl(K), and that for each t ∈ [0, 1] the
restriction ϕτ,t|ext∂(τ,Rt(τ)) coincides with the composition
φτ,t ◦ ψ
−1
τ,Rt(τ)
: ext∂(τ, Rt(τ)) ∼= ext∂(τ, Rt(τ))→ Π˚.
(We note that the homeomorphism ψτ,R for R ≥ 0 given in Proposition 2.6 is
independent of any additional data.) Let us take σ ∈ Sk(K). By replacing R(·)
with Rt(·) in (27) and taking the disjoint union with respect to t ∈ [0, 1], we have
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a decomposition of
⊔
t∈[0,1][0, Rt(σ)]
σ . We take ϕσ,• satisfying the two conditions:
the first one is the condition obtained by replacing R(·), ϕσ, and φσ in (1) and (2)
in Condition 3.1 with Rt(·), ϕσ,t, and φσ,t respectively for any t ∈ [0, 1], and the
second is that obtained by replacing (0, R(σ))σ and ϕσ in (3) in Condition 3.1 with⊔
t∈[0,1](0, Rt(σ))
σ and ϕσ,• respectively. This procedure can be continued to k = n
since we have assumed that b+ > n+ 2.
Using the 1-parameter family connecting A0 and A1 obtained above, we define
SW0,1 ∈ C
n−1(K)
by
Cn−1(K)→ Z ; 〈τ〉 7→ (−1)
n−1 SW(ϕτ,•),
where SW(ϕτ,•) = #M(ϕτ,•). Here the orientation of M(ϕτ,•) is defined by the
product orientation of the parameter space via the identification
⊔
t∈[0,1][0, Rt(τ)]
τ ∼=
[0, R0(τ)]
τ × [0, 1].
Now let us take an oriented n-simplex 〈σ〉 = 〈Σ0, . . . ,Σn〉 and write 〈τj〉 =〈
Σ0, . . . , Σˆj , . . . ,Σn
〉
. Then we have
(SW1−SW0−δ SW0,1)(〈σ〉)
= SW(ϕσ,1)− SW(ϕσ,0)− (−1)
n−1
n∑
j=0
(−1)j SW(ϕτj ,•)
=#M(ϕσ,•|∂(
⊔
t∈[0,1][0,Rt(σ)]
σ)) = 0,
where the last equality follows from the fact that M(ϕσ,•) is an oriented compact
1-dimensional manifold. We therefore have SW1−SW0 = δ SW0,1. This proves
the theorem. 
Remark 3.7. For a closed spinc 4-manifold (X, s), in the same vein of the definition
of the complex of curves due to Harvey [3] in 2-dimensional topology, one can define
an abstract simplicial complex Kisot = Kisot(X, s): vertices are isotopy classes of
embeddings of surfaces and simplices are given as collections of such isotopy classes
which can be represented by disjoint surfaces. A natural question one can ask
is whether we can construct a cohomology class which is similar to SW(X, s) on
this simplicial complex Kisot. However, to construct such a cohomology class on
Kisot, the way used to construct SW(X, s) on K cannot work similarly. An essential
issue is that it is difficult to find an effective analogy of the proof of Theorem 3.5
for Kisot. Namely it seems hard to absorb new ambiguity arising from choices of
representatives of isotopy classes into coboundaries. The author does not know the
answer to the question above at this stage.
3.3. Definition of the invariant for general spinc structures. In this subsec-
tion we extend the definition of the cohomological Seiberg–Witten invariant to gen-
eral spinc structures using what is called µ-maps. Let (X, s) be a smooth oriented
closed connected spinc 4-manifold equipped with a homology orientation. We as-
sume that V (K(X, s)) 6= ∅. Let n ≥ 0 be a natural number such that b+(X) ≥ n+3
holds and d(s) + n+ 1 is a non-negative even number. For such a natural number,
we define a cohomology class
SWn(X, s) ∈ Hn(K(X, s);Z)
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in this subsection. If there is no such a natural number n for s, we define the co-
homological Seiberg–Witten invariant of (X, s) as 0 ∈ H∗(K(X, s);Z). We denote
by m the non-negative number given by 2m = d(s) + n+1. The setting in Subsec-
tion 3.1 is the case that d(s) + n+ 1 = 0 in this subsection; in this case SWn(X, s)
coincides with SW(X, s).
For a metric h ∈ Met(X), let B∗(h) = B∗(h, s) be the subspace of B(h) consisting
of the image of irreducible configurations by the quotient map C(h) → B(h). We
obtain, as usual, a complex line bundle L(h) = L(h, s) → B∗(h) equipped with a
hermitian metric using the based gauge group.
Let us fix an additional data A = (g,N(·), a(·), ϕ•) as in Subsection 3.1. For
each σ ∈ Sk(K) with k ∈ {−1, 0, . . . , n}, let ϕ′σ : [0, R(σ)]
σ → Met(X) be the map
given as the composition of ϕσ : [0, R(σ)]
σ → Π˚ and the projection Π˚ → Met(X).
We set
B∗(ϕσ) :=
⊔
t∈[0,R(σ)]σ
B∗(ϕ′σ(t))
and define a complex line bundle L(ϕσ)→ B∗(ϕσ) by
L(ϕσ) :=
⊔
t∈[0,R(σ)]σ
L(ϕ′σ(t)).
As in the construction of ϕ•, we can take sections
{ sσ,i : B
∗(ϕσ)→ L(ϕσ) }σ∈Sk(K),i∈{1,...,m}
inductively on k ∈ {−1, 0, . . . , n} satisfying the following conditions:
• The restriction of sσ,i to B∗(ϕσ)|∂([0,R(σ)]σ) is nowhere vanishing for each
σ ∈ Sn(K) and each i ∈ {1, . . . ,m}.
• The restriction of sσ,i to B∗(ϕσ)|(0,R(σ))σ is smooth for each σ ∈ Sn(K) and
each i ∈ {1, . . . ,m}.
• The intersection
M(ϕσ, sσ,1, . . . , sσ,m) :=M(ϕσ) ∩ s
−1
σ,1(0) ∩ · · · s
−1
σ,m(0)
is a 0-dimensional compact oriented smooth manifold for each σ ∈ Sn(K).
Set An := (g,N(·), a(·), ϕ•, {s•,i}i), which we also call an additional data. We
define an n-cochain
SWn(X, s,An) ∈ C
n(K)
by
Cn(K)→ Z ; 〈σ〉 7→ #M(ϕσ, sσ,1, . . . , sσ,m).
We then obtain the following proposition by the same way to prove Proposition 3.3:
Proposition 3.8. The cochain SWn(X, s,An) constructed above is a cocycle.
We now may write the definition of the generalized cohomological invariant:
Definition 3.9. Let X be a smooth oriented closed connected 4-manifold equipped
with a homology orientation and s be a spinc structure on X . Assume that
V (K(X, s)) 6= ∅ and that there exists a natural number n ≥ 0 such that b+(X) ≥
n+3 holds and d(s)+n+1 is a non-negative even number. We define a cohomology
class SWn(X, s) ∈ Hn(K(X, s);Z) by
SWn(X, s) := [SWn(X, s,An)],
where An = (g,N(·), a(·), ϕ•, {s•,i}i) is an additional data.
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Note that SWn(X, s) = SW(X, s) holds in the case that d(s) + n + 1 = 0 by
definition. As in Theorem 3.5, we have the following theorem:
Theorem 3.10. The cohomology class SWn(X, s) ∈ Hn(K(X, s);Z) is an invariant
of a spinc 4-manifold (X, s). Namely the cohomology class [SWn(X, s,An)] in
Definition 3.9 is independent of the choice of An.
Remark 3.11. Although we will give a spinc 4-manifold (X, s) such that SW(X, s) 6=
0 in Section 4, it seems hard to give a non-trivial example for SWn(X, s) with d(s)+
n+1 6= 0 using the proof of the non-vanishing result for SW(X, s). Indeed, we will
construct a spinc 4-manifold (X, s) with SW(X, s) 6= 0 as the connected sum of two
spinc 4-manifolds (M, s0) and (N, t), where the Seiberg–Witten invariant of (M, s0)
does not vanish. If one tries to give an example of (X, s) with SWn(X, s) 6= 0 and
d(s)+n+1 6= 0 via this way, one have to find (M, s0) such that the Seiberg–Witten
invariant of it does not vanish and d(s0) > 0. The simple type conjecture due to
Witten [17] tells us that it is difficult (or might be impossible). The author does not
know whether there exists a non-trivial example for SWn(X, s) with d(s)+n+1 6= 0
at this stage.
4. Non-vanishing results for the cohomological invariant
In this section we prove that the invariant SW(X, s) constructed in Subsection 3.1
is non-trivial for some spinc 4-manifolds. We also explain the non-vanishing result
from a classical point of view: we will derive some constraints connected with
the adjunction inequality on configurations of embedded surfaces from the non-
vanishing result. An interesting point of our cohomological formulation is that one
non-vanishing result provides certain constraints on infinitely many configurations.
We use the following two key tools to prove the non-vanishing result: the first one
is a combination of wall-crossing and gluing technique due to Ruberman [11–13],
and the second is a description of higher-dimensional wall-crossing phenomena in
terms of embedded surfaces given in [5] by the author. These tools are explained
in Subsection 4.1 and Subsection 4.2 respectively.
4.1. Ruberman’s combination of wall-crossing and gluing arguments. Ru-
berman has discussed a combination of wall-crossing and gluing arguments in [11–13].
Although Ruberman considered it in the case that b+ = 1, we describe it for any
b+ ≥ 1 in this subsection.
Let (N, t) be a smooth oriented closed spinc 4-manifold equipped with a homol-
ogy orientation. Set k := b+(N) and assume that k ≥ 1. Let ϕN : Dk → Π(N, t)
be a generic map satisfying ϕN (Sk−1) ⊂ Π˚(N, t) from the k-dimensional disk
to the space of perturbations. Then we can define the “intersection number”
ϕN · W(N, t) ∈ Z of ϕN and W(N, t). This intersection number can be inter-
preted as the mapping degree of the map ϕN |Sk−1 : S
k−1 → Π˚(N, t) ≃ Sk−1. Here
the given orientation of H+(N ;R) is used to determine the sign of the mapping
degree. The precise convention of the sign is given in Ruberman [13] (in the case
that b+ = 1) and we do not repeat it here. (In fact for our non-vanishing result in
Subsection 4.3 we do not have to determine the sign.)
Let (M, s0) be a smooth oriented closed spin
c 4-manifold equipped with a ho-
mology orientation. Suppose that b+(M) ≥ 2 and d(s0) = 0. For natural numbers
k ≥ 1 and l ≥ k, we consider the 4-manifold N defined by
N = kCP2#l(−CP2) = #ki=1CP
2
i#(#
l
j=1(−CP
2
j )).
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Here CP2i and −CP
2
j are copies of CP
2 and −CP2 respectively, where −CP2 is
the projective plane equipped with the opposite orientation. Let Hi and Ej be a
generator of H2(CP2i ) and one of H
2(−CP2j ) respectively. The basis H1, . . . , Hk of
H+(N ;R) gives a homology orientation of N . Let t be the spinc structure on N
given by
c1(t) =
k∑
i=1
Hi +
l∑
j=1
Ej .(30)
We set
(X, s) := (M#N, s0#t).
Then we have d(s) = −k. Let (gM , µ) ∈ Π(M, s0) be a generic point and ϕN : Dk →
Π(N, t) be a generic map satisfying ϕN (Sk−1) ⊂ Π˚(N, t). Then we can consider the
intersection number ϕN · W(N, t) as in the previous paragraph. Let B4M ⊂M and
B4N ⊂ N be small balls. Assume that the metric g
M and the metric-component
of each point in the image of ϕN are cylindrical near the boundaries of B4M and
B4N respectively. We also assume that µ and the self-dual 2-form-component of
each point in the image of ϕN are supported on the complement of B4M and B
4
N
respectively. Then we may define ϕ : Dk → Π(X, s) by ϕ(x) := (gM , µ)#ϕN (x),
where # is the connected sum consisting ofM \B4M , N \B
4
N , and a cylinder with the
standard product metric and of sufficiently large length. Since ϕ is also a generic
map and we have d(s) = −k, the moduli space M(ϕ, s) parameterized by ϕ on Dk
is a 0-dimensional compact manifold.
Proposition 4.1 (Ruberman [13], see also Ruberman [11, 12] for Yang–Mills ver-
sion). Suppose that the length of the cylinder used to define the connected sum is
sufficiently large. Then
#M(ϕ, s) = ±(ϕN · W(N, t)) · SW(M, s0)(31)
holds in Z. Here SW(M, s0) is the Seiberg–Witten invariant of (M, s0).
Although Ruberman discussed wall-crossing phenomena in the case that b+(N) =
1 and ϕN · W(N, t) = ±1, a similar argument works for a general b+(N) ≥ 1 and
ϕN · W(N, t), and therefore we omit the proof of Proposition 4.1.
4.2. Higher-dimensional wall-crossing and embedded surfaces. In [5] the
author has given a description of higher-dimensional wall-crossing phenomena (i.e.
wall-crossing for general b+ ≥ 1) in terms of embedded surfaces. In this subsec-
tion we recall and rewrite a part of it as a convenient form for the setting of this
paper. We also introduce some concepts, which will be used to state the non-
vanishing result in Subsection 4.3. For natural numbers k ≥ 1 and l ≥ k, set
N = kCP2#l(−CP2) = #ki=1CP
2
i#(#
l
j=1(−CP
2
j )) and let t be the spin
c structure
on N given in Subsection 4.1.
Let Σ+i ,Σ
−
i ∈ V (K(N, t)) (i = 1, . . . , k) be vertices such that
i 6= i′ ⇒ Σ+i ∩ Σ
+
i′ = Σ
+
i ∩ Σ
−
i′ = Σ
−
i ∩ Σ
−
i′ = ∅(32)
holds. We write the collection of 2k-surfaces Σ+i ,Σ
−
i (1 ≤ i ≤ k) as
Σ = {Σǫi}1≤i≤k,ǫ∈{+,−}.
Set
Signk := {+,−}{1,...,k}.
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For each ǫ = {ǫi}ki=1 ∈ Sign
k, let σǫ ∈ S(K(N, t)) be the (k− 1)-simplex defined by
σǫ := { Σ
ǫi
i | 1 ≤ i ≤ k } .
We may also define a subcomplex K(Σ) of K(N, t) by giving the set of simplices as
S(K(Σ)) :=
{
{ Σǫii | i ∈ J }
∣∣ {ǫi}i∈J ∈ {+,−}J , J ⊂ {1, . . . , k} } .
The set
{
σǫ
∣∣∣ ǫ ∈ Signk } can be regarded as the set of (k− 1)-simplices of K(Σ).
Note that the geometric realization |K(Σ)| is homeomorphic to Sk−1.
Remark 4.2. Let (M, s0) be an oriented closed spin
c 4-manifold. Let us consider the
spinc 4-manifold (X, s) := (M#N, s0#t). Here the connected sumM#N is defined
by gluing a “punctured” M and N along a puncture belonging to the complement
of all Σǫi ’s in N . Then each Σ
ǫ
i can be regarded as an embedded surface in X and
it also violates the adjunction inequality with respect to s. Therefore K(Σ) can
be regarded as a subcomplex of K(X, s). We will fix an orientation of each σǫ as
below. Then we can consider the fundamental class of K(Σ), and thus obtain the
homology class [K(Σ)] ∈ Hk−1(K(X, s);Z).
Fix data gN , N(·), and a(·) on the 4-manifold N as in Section 2. Then we can
define RN (σǫ) = R(σǫ, g
N , N(·), a(·)) as in Subsection 2.5. Set
RN
Σ
:= max
ǫ∈Signk
RN (σǫ).
For a collection of positive numbers {Rτ}τ≺σǫ,ǫ∈Signk , we may take maps
{ϕNτ,Rτ : [0, Rτ ]
τ → Π(N, t)}τ≺σǫ,ǫ∈Signk(33)
inductively on the dimension of τ by applying the same procedure in Subsection 3.1.
Here we should note that the image of ϕNσǫ,Rσǫ is not contained in Π˚(N, t) in general
even if we take ϕNσǫ,Rσǫ to be generic; ϕ
N
σǫ,Rσǫ
generically intersects the wall at
points. However, the partial image ϕNσǫ,Rσǫ (ext∂(σǫ, R)) satisfies that
ϕNσǫ,Rσǫ (ext∂(σǫ, R)) ⊂ Met(N) ∩ Π˚(N, t)(34)
if Rσǫ ≥ R
N
Σ
as in Subsection 3.1. This is based on the vanishing result, Propo-
sition 2.12, and therefore we have a stronger property: there is no solution to the
unperturbed Seiberg–Witten equations for any metric in ϕNσǫ,Rσǫ (ext∂(σǫ, Rσǫ)).
Furthermore, we also have
ϕNσǫ,Rσǫ (∂ ([0, Rσǫ ]
σǫ)) ⊂ Π˚(N, t)(35)
for any positive number Rσǫ with Rσǫ ≥ R
N
Σ
. Indeed, there is no solution to the
Seiberg–Witten equations for any element in the left-hand side of (35). It follows
from the same argument used to prove Lemma 3.2. We therefore obtain the relation
(35) from consideration of reducible solutions.
For R > 0 we define a space Dk
Σ,R as the quotient
Dk
Σ,R :=

 ⊔
ǫ∈Signk
[0, R]σǫ

 / ∼,(36)
where ∼ is the equivalence relation generated by the following identification: for
ǫ, ǫ′ ∈ Signk and for a common face τ of σǫ and σǫ′ , we identify the subset [0, R]τ ⊂
[0, R]σǫ and the subset [0, R]τ ⊂ [0, R]σǫ′ by the identity map [0, R]τ → [0, R]τ .
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Definition 4.3. We call a collection of orientations of σǫ’s an orientation of Σ if
the orientations of [0, R]σǫ ’s defined by that of σǫ’s induce an orientation of D
k
Σ,R
for R > 0.
Note that an orientation of Σ induces an orientation of |K(Σ)| ∼= Sk−1. Let
{Rτ}τ≺σǫ,ǫ∈Signk be a collection of positive numbers and R be a positive number
such that R = Rσǫ holds for any ǫ ∈ Sign
k. Then we can take maps (33). By the
construction of ϕ•, the collection of maps {ϕNσǫ,R}ǫ∈Signk gives rise to a map
ϕN
Σ,R : D
k
Σ,R → Π(N, t).
The space Dk
Σ,R is homeomorphic to a k-dimensional disk. The boundary S
k−1
Σ,R :=
∂Dk
Σ,R can be expressed as
Sk−1
Σ,R =

 ⊔
ǫ∈Signk
ext∂(σǫ, R)

 / ∼ .
We note that ϕN
Σ,R(S
k−1
Σ,R) ⊂ Met(N) ∩ Π˚(N, t) holds by (34) and moreover there
is no solution to the unperturbed Seiberg–Witten equations for any metric in
ϕN
Σ,R(S
k−1
Σ,R). We can therefore define the intersection number ϕ
N
Σ,R · W(N, t) for
this ϕN
Σ,R.
Remark 4.4. Let π :
⊔
ǫ∈Signk [0, R]
σǫ → Dk
Σ,R be the quotient map. We note that
the subspace 
 p ∈
⊔
ǫ∈Signk
[0, R]σǫ
∣∣∣∣∣∣ #π−1(π(p)) > 1

(37)
of
⊔
ǫ∈Signk [0, R]
σǫ is contained in⊔
ǫ∈Signk
∂ ([0, R]σǫ) .(38)
We also note that there is no solution to the Seiberg–Witten equations for any
element in the image of (38) by ϕNσǫ,R’s if R ≥ R
N
Σ
as we mentioned to obtain (35).
We here introduce a term in order to describe wall-crossing phenomena in terms
of embedded surfaces.
Definition 4.5. For vertices Σ+i ,Σ
−
i ∈ V (K(N, t)) (i = 1, . . . , k) satisfying (32),
we call the collection Σ = {Σǫi}1≤i≤k,ǫ∈{+,−} a wall-crossing collection of surfaces
in (N, t) if the following two conditions are satisfied:
(1) Let i, i′ ∈ {1, . . . , k}. If i 6= i′, then Hi′ · [Σ
±
i ] = 0 holds.
(2) For each i ∈ {1, . . . , k}, the two integers
(c1(t) · [Σ
+
i ]) · (Hi · [Σ
+
i ])
and
(c1(t) · [Σ
−
i ]) · (Hi · [Σ
−
i ])
are non-zero and have the different signs.
Here Hi is the one in Subsection 4.1.
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Concrete examples of wall-crossing collections of surfaces will be given in Subsec-
tion 4.4. The description of wall-crossing phenomena in term of embedded surfaces
is given as the following proposition:
Proposition 4.6 ([5]). Let Σ = {Σǫi}1≤i≤k,ǫ∈{+,−} be a wall-crossing collection
of surfaces. Let {Rτ}τ≺σǫ,ǫ∈Signk be a collection of positive numbers and R be a
positive number. Suppose that R = Rσǫ holds for any ǫ ∈ Sign
k and that R ≥ RN
Σ
.
Then ϕN
Σ,R : D
k
Σ,R → Π(N, t) satisfies that ϕ
N
Σ,R · W(N, t) = ±1.
Proof. One can easily check that the surfaces Σǫi (ǫ ∈ {+,−}, i ∈ {1, . . . , k}) and
the characteristic c1(t) satisfy Condition 1 in [5]. More precisely, the mapping
degree of the map F : P → (V +)∗ in Condition 1 is ±1 in our case. (To see this,
take the vector space V + appearing in Condition 1 as the subspace of H2(N ;R)
spanned by H1, . . . , Hk.) Then we can prove the statement of Proposition 4.6 by
the same argument in the proof of Lemma 3.3 in [5]. 
Remark 4.7. In [5] the author has not used any perturbation: only families of
metrics have been needed in [5]. Ruan’s virtual technique [10] enables him to
avoid perturbations. On the other hand, in this paper we have used families of
perturbations. However, the proof of Lemma 3.3 in [5] also works in the setting of
Proposition 4.6. Indeed, the statement of Proposition 4.6 is that on the intersection
number ϕN
Σ,R · W(N, t), which is interpreted as the mapping degree of the map
ϕN
Σ,R|Sk−1
Σ,R
: Sk−1
Σ,R → Π˚(N, t) ≃ S
k−1. Since the image of the restriction map
ϕN
Σ,R|Sk−1
Σ,R
is contained in Met(N)∩ Π˚ as we mentioned, the argument in [5] can be
used for the situation of this paper.
Remark 4.8. If we also assume that Σ+i and Σ
−
i intersect transversally for each i,
we have the following alternative simple description of the family ϕN
Σ,R by taking
suitable additional data gN , N(·), and a(·) in Section 2. This construction is
originally due to Frøyshov [2]. Take a Riemannian metric gN ∈ Met(N) such that
a neighborhood of the sphere bundle of the normal bundle ν(Σ±i ) is isometric to
[0, 1] × S1 × Σ±i . Here [0, 1] × S
1 × Σ±i is equipped with the standard product
metric as in Subsections 2.3 and 2.5. For i 6= j, we may assume that the cylindrical
parts [0, 1] × S1 × Σǫii and [0, 1] × S
1 × Σ
ǫj
j are disjoint for any ǫi, ǫj ∈ {+,−}.
(This is achieved by taking suitable N(·) and a(·).) We therefore obtain a family
of Riemannian metrics
φ¯N
Σ
: Rk → Met(N) ; (r1, . . . , rk) 7→ G(r1, . . . , rk),
where G(r1, . . . , rk) is defined by
• replacing [0, 1]× S1 × Σ+i with [0, ri]× S
1 × Σ+i from g
N if ri ≥ 0, and
• replacing [0, 1]× S1 × Σ−i with [0,−ri]× S
1 × Σ−i from g
N if ri ≤ 0
for each i. For R ≥ RN
Σ
, let Dk(R) be the cuboid in Rk centered at the origin and
with the length of each edge 2R. Then the restriction
φN
Σ
:= φ¯N
Σ
|Dk(R) : D
k(R)→ Met(N)
coincides with ϕN
Σ,R up to perturbations in the interior of D
k(R) under the natural
identification Dk
Σ,R
∼= Dk(R).
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4.3. Non-vanishing theorem. In this subsection we prove a non-vanishing the-
orem for the cohomological invariant SW(X, s). We also derive constraints con-
nected with the adjunction inequality on configurations of embedded surfaces from
the non-vanishing theorem.
Let (M, s0) be a smooth oriented closed spin
c 4-manifold with b+(M) ≥ 2 and
d(s0) = 0, and k, l be natural numbers with l ≥ k > 0. We set N = kCP
2#l(−CP2)
and (X, s) = (M#N, s0#t), where t is the spin
c structure defined by (30) on N .
Since we have b+(X) ≥ k+2 and d(s) = −k, the invariant SW(X, s) is defined and
belongs to Hk−1(K(X, s);Z). Recall that, for a wall-crossing collection of surfaces
Σ = {Σǫi}1≤i≤k,ǫ∈{+,−} equipped with an orientation in the sense of Definition 4.3
in (N, t), we can consider the element [K(Σ)] ∈ Hk−1(K(X, s);Z) as in Remark 4.2.
We now have the following non-vanishing theorem:
Theorem 4.9. Let Σ = {Σǫi}1≤i≤k,ǫ∈{+,−} be a wall-crossing collection of surfaces
in (N, t). Let us equip Σ with an orientation in the sense of Definition 4.3. Then
〈SW(X, s), [K(Σ)]〉 = ± SW(M, s0)
holds. In particular, if SW(M, s0) 6= 0, then we obtain
SW(X, s) 6= 0 in Hk−1(K(X, s);Z)
and
[K(Σ)] 6= 0 in Hk−1(K(X, s);Z).
Proof. To prove the theorem, we combine the setting of Subsection 4.2 with that
of Subsection 4.1 as follows. Let B4M ⊂ M and B
4
N ⊂ N be small balls such that
B4N is contained in the complement of some neighborhood of the surfaces belonging
to Σ, namely Σǫi ’s for i ∈ {1, . . . , k} and ǫ ∈ {+,−}. Take a metric g
N ∈ Met(N)
which is cylindrical near the boundary of B4N . We also fix functions N(·) and a(·)
for the surfaces belonging to Σ. Then we can define the map φNτ for each τ ≺ σǫ
and ǫ ∈ Signk using gN , N(·), and a(·) for the surfaces belonging to τ .
Recall that surfaces belonging to Σ can be regarded as vertices of K(X, s). Let
us consider the metric g = gM#gN ∈ Met(X) defined by connected sum. Then we
obtain the map φτ defined as in (5) for each τ ≺ σǫ and ǫ using g, N(·), and a(·)
for the surfaces belonging to σǫ. We now see that R
X(τ) := R(τ, g,N(·), a(·)) is
independent of the choice of the length of the cylinder used to define the connected
sum. First note that λ(τ) = λ(τ, a(·)) is only determined by a(·) for faces of τ . To
see that C(τ) = C(τ, g,N(·), a(·)) is independent of the choice of the length, take
any metric h ∈ φτ (|τ |). Since h can be written as the connected sum of gM and a
metric changed from gN only near the surfaces belonging to τ , the restriction of h
to the cylinder in the connected sum coincides with the standard cylindrical metric,
and hence is a metric with positive scalar curvature. From this we deduce that the
restriction of κ(h) to the cylinder is identically zero. Therefore ‖κ(h)‖L2(X,h) is
invariant under any change of the length of the cylinder. We thus have that RX(τ)
is independent of the choice of the length of the cylinder, and we write it without
length parameter of the cylinder.
Let us consider the collection of positive numbers {RX(τ)}τ≺σǫ,ǫ∈Signk . Then
the maps
{ϕNτ,RX(τ) : [0, R
X(τ)]τ → Π(N, s)}τ≺σǫ,ǫ∈Signk
are obtained as in Subsection 4.2. We extend N(·) and a(·) to any vertices of
K(X, s). Let (gM , µ) ∈ Π(M, s0) be a generic point. If we need, we may arrange
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that the metric gM and the metric-component of each point in the image of ϕNτ,RX (τ)
for each τ ≺ σǫ and ǫ ∈ Sign
k are cylindrical near the boundaries of B4M and of
B4N respectively. Then the map φτ for each τ ≺ σǫ and each ǫ can be written as
φτ (x) = g
M#φNτ (x)(39)
for each x ∈ dom(φτ ) = dom(φ
N
τ ). We may also assume that µ and the self-dual
2-form-component of each point in the image of ϕNτ,RX (τ) for each τ are supported
on the complement of B4M and of B
4
N respectively; as in Subsection 4.1, we may
define
ϕτ : [0, R
X(τ)]τ → Π(X, s)
by
ϕτ (x) := (g
M , µ)#ϕNτ,RX (τ)(x)(40)
using long-stretched connected sum. We also take ϕ• for any vertices of K(X, s)
as an extension of ϕ• for τ ’s. Then we can use the tuple A = (g,N(·), a(·), ϕ•)
as an additional data to construct a cochain on K(X, s) through the procedure in
Subsection 3.1.
For each ǫ ∈ Signk, we set RN(σǫ) := R(σǫ, gN , N(·), a(·)) and
RΣ := max
ǫ∈Signk
{RX(σǫ), R
N (σǫ)}.
We here define ϕσǫ,RΣ : [0, RΣ]
σǫ → Π˚(X, s) as follows. Let us consider the decom-
position
[0, RΣ]
σǫ = [0, RX(σǫ)]
σǫ ∪
⊔
RX (σǫ)≤R≤RΣ
ext∂(σǫ, R).
The map ϕσǫ : [0, R
X(σǫ)]
σǫ → Π˚(X, s) coincides with the composition
φσǫ ◦

 ⊔
RX (σǫ)≤R≤RΣ
ψ−1σǫ,R

 : ⊔
RX (σǫ)≤R≤RΣ
ext∂(σǫ, R)→ Π˚(X, s)(41)
on ext∂(σǫ, R
X(σǫ)). By gluing ϕσǫ and (41) together, we obtain a map from
[0, RΣ]
σǫ to Π˚(X, s). We define ϕσǫ,RΣ as this glued map. Note that, by Propo-
sition 2.12, there is no solution to the unperturbed Seiberg–Witten equations for
any metric in the image of ext∂(σǫ, R) by φσǫ ◦ψ
−1
σǫ,R
if R ≥ RX(σǫ). We therefore
have
#M(ϕσǫ , s) = #M(ϕσǫ,RΣ , s).(42)
We also note that, by the same argument to prove Lemma 3.2, there is no solution
to the Seiberg–Witten equations for any element in ϕσǫ,RΣ(∂ ([0, RΣ]
σǫ)).
Let us define ϕNσǫ,RΣ : [0, RΣ]
σǫ → Π(N, t) using the same way to define ϕσǫ,RΣ
above. By the definition of ϕσǫ and (39), we have
ϕσǫ,RΣ(x) = (g
M , µ)#ϕNσǫ ,RΣ(x)(43)
for any x ∈ [0, RΣ]σǫ . By applying the construction of ϕNΣ,R in Subsection 4.2 to
R = RΣ, we have the map ϕ
N
Σ,RΣ
: DkRΣ → Π(N, t) from ϕ
N
σǫ,RΣ
’s. Note that ϕN
Σ,RΣ
satisfies that ϕN
Σ,RΣ
(SkRΣ) ⊂ Π˚(N, t). In a similar vein, ϕσǫ,RΣ ’s induce the map
ϕΣ,RΣ : D
k
RΣ
→ Π˚(X, s). This map ϕΣ,RΣ is also written as the connected sum of
(gM , µ) and ϕN
Σ,RΣ
by (43). Let π :
⊔
ǫ∈Signk [0, RΣ]
σǫ → Dk
Σ,RΣ
be the quotient
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map. If we need, we replace ϕΣ,RΣ with an approximation of it to be smooth on
the complement of π(
⊔
ǫ∈Signk ∂([0, RΣ]
σǫ)). From the first note in Remark 4.4 and
the argument above, it follows that there is no solution on the space defined by
substituting RΣ for R in (37). We therefore have
#M(ϕΣ,RΣ , s) =
∑
ǫ∈Signk
#M(ϕσǫ,RΣ , s).(44)
From the definition of SW(X, s), (42), and (44), we obtain
〈SW(X, s), [K(Σ)]〉 = SW(X, s,A)([K(Σ)])
=
∑
ǫ∈Signk
#M(ϕσǫ , s)
=
∑
ǫ∈Signk
#M(ϕσǫ,RΣ , s)
= #M(ϕΣ,RΣ , s)
= ±(ϕN
Σ,RΣ · W(N, t)) · SW(M, s0)
= ± SW(M, s0),
where the fifth and the last equalities are deduced from Proposition 4.1 and Propo-
sition 4.6 respectively. (The sign might change in the last equality.) This proves
the theorem. 
Remark 4.10. Note that the usual Seiberg–Witten invariant on X = M#N in
Theorem 4.9 vanishes for any spinc structure on it since we have assumed that
b+(M) ≥ 2 and b+(N) ≥ 1. On the other hand, the invariant SW(X, s) does not
vanish if l ≥ 4k holds and if we take (M, s0) so that SW(M, s0) 6= 0. Indeed, we may
give a wall-crossing collection of surfaces in (N, t) with l ≥ 4k. (See Example 4.23.)
To be concrete, we give the following non-vanishing of SW(X, s):
Corollary 4.11. Let k and l be positive integers with l ≥ 4k. Then there is a spinc
structure s on
X = (k + 3)CP2#(l + 19)(−CP2)
such that
SW(X, s) 6= 0 in Hk−1(K(X, s);Z).
Proof. In Theorem 4.9 let us take (K3, scan) as (M, s0), where K3 is a K3 surface
and scan is the canonical spin
c structure of K3. Then SW(M, s0) 6= 0 holds and
M#N is diffeomorphic to X in the statement of this corollary. Let s be the spinc
structure on X corresponding to s0#t via X ∼=M#N . A wall-crossing collection of
surfaces in (N, t) will be given in Example 4.23, and therefore we have SW(X, s) 6=
0. 
Remark 4.12. The 4-manifold X in Corollary 4.11 admits a metric with positive
scalar curvature, though SW(X, s) does not vanish. Note that, in contrast, both
of the Seiberg–Witten invariant and its refinement called the Bauer–Furuta invari-
ant [1] vanish on any 4-manifold admitting a positive scalar curvature metric.
Remark 4.13. More generally, if we take sufficiently large numbers as k and l, and
a simply connected 4-manifold as M in Theorem 4.9, by Wall’s result [16], X in
Theorem 4.9 is diffeomorphic to k′CP2#l′(−CP2) for some k′ and l′.
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Figure 8. Some bounds for K(Σ)
We here interpret Theorem 4.9 from a classical point of view: Theorem 4.9 yields
certain adjunction-type genus constraints on configurations of embedded surfaces.
The most general formulation of the constraints can be described using the following
concept, which we call bounding collections of surfaces. Henceforth we follow the
notation (M, s0), (N, t), and (X, s) given at the beginning of this subsection. Recall
that if we give an orientation ofΣ in the sense of Definition 4.3, then we can consider
the fundamental chain/class of K(Σ). We also simply write the fundamental chain
K(Σ).
Definition 4.14. Let Σ = {Σǫi}1≤i≤k,ǫ∈{+,−} be a wall-crossing collection of sur-
faces in (N, t). We call a finite subset S ⊂ V (K¯(X)) a bounding collection of
surfaces in X for Σ if there exist a finite set Λ, an integer cλ, and a k-simplex σλ
of K¯(X) for each λ ∈ Λ such that
(1) Σ ⊂
⋃
λ∈Λ σλ,
(2) S =
⋃
λ∈Λ σλ \Σ, and
(3) ∂(
∑
λ∈Λ cλ 〈σλ〉) = K(Σ) holds in Ck−1(K¯(X)) for some orientations of
σλ’s and some orientation of Σ in the sense of Definition 4.3.
Here in (3) above K(Σ) denotes the fundamental chain and is regarded as an
element in Ck−1(K¯(X)) via the natural inclusion C∗(K(X, s)) →֒ C∗(K¯(X)).
Example 4.15. For any wall-crossing collection of surfaces Σ = {Σǫi}1≤i≤k,ǫ∈{+,−}
in (N, t), there exists a bounding collection of surfaces in X . (In particular, if we
give a suitable orientation of Σ,
[K(Σ)] = 0 in Hk−1(K¯(X);Z)
holds. Compare this equality in Hk−1(K¯(X);Z) with the non-vanishing result in
Hk−1(K(X, s);Z) in Theorem 4.9.) Indeed, let us take S ∈ V (K¯(X)) with
S ∩ Σǫi = ∅ (∀ǫ ∈ {+,−}, ∀i ∈ {1, . . . , k}).(45)
Then S = {S} is a bounding collection of surfaces. We will simply write the
condition (45)
S ∩Σ = ∅.
To give S with S ∩Σ = ∅ corresponds to considering a “cone” of K(Σ). Since
|K(Σ)| ∼= Sk−1, the cone of K(Σ) is a k-dimensional disk and therefore is homo-
logically trivial. For example, in the case that k = 2, the bounding by S of Σ is
described in the left picture in Figure 8.
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Example 4.16. In fact there are infinitely many distinct bounding collections of
surfaces in X for any wall-crossing collection of surfaces Σ = {Σǫi}1≤i≤k,ǫ∈{+,−} in
(N, t). Indeed, there are infinitely many triangulations of disk, which is regarded
as the cone of K(Σ). If we fix such a triangulation, roughly speaking, by assigning
elements of V (K¯(X)) to vertices of the triangulation, we have a bounding collection
of surfaces S for Σ. For example in the case that k = 2, let us consider the
triangulation of the 2-dimensional disk described in the right picture in Figure 8.
The corresponding bounding collection of surfaces is as follows: let us consider
S, S′ ∈ V (K¯(X)) such that
S ∩ Σ±1 = S ∩ Σ
+
2 = ∅, S
′ ∩ Σ±1 = S
′ ∩ Σ−2 = ∅, and S ∩ S
′ = ∅.(46)
Then S = {S, S′} is a bounding collection of surfaces for Σ.
We now have the following adjunction-type genus constraints for any bounding
collection of surfaces:
Corollary 4.17. Suppose that SW(M, s0) 6= 0. Let Σ = {Σ
ǫ
i}1≤i≤k,ǫ∈{+,−} be a
wall-crossing collection of surfaces in (N, t). Then, for any bounding collection of
surfaces S in X for Σ, there exists a surface S ∈ S such that the inequality
χ−(S) ≥ |c1(s) · [S]|(47)
holds.
In particular, for S ∈ V (K¯(X)) with S ∩Σ = ∅, the inequality (47) holds.
Proof. Assume that all elements in S were to violate the adjunction inequalities.
Then we would have
∂(
∑
λ∈Λ
cλ 〈σλ〉) = K(Σ)(48)
for some Λ, cλ, σλ, and some orientations of σλ and of K(Σ), where σλ is a simplex
not only of K¯(X) but also of K(X, s). Hence the equation (48) would imply that
[K(Σ)] = 0 in Hk−1(K(X, s);Z). This contradicts Theorem 4.9. 
Remark 4.18. As we mentioned in Remark 4.10, the usual Seiberg–Witten invari-
ant vanishes on X for any spinc structure on it. Corollary 4.17 therefore gives the
adjunction inequality for a spinc 4-manifold whose Seiberg–Witten invariant van-
ishes under some condition on geometric mutual intersections of embedded surfaces.
This point is similar to Strle [15] and the author’s result [5].
On the other hand, from Example 4.16, Corollary 4.17 asserts that one non-trivial
element in H∗(K(X, s);Z) provides constraints on infinitely many configurations of
embedded surfaces. This is a phenomenon newly found through our use of the
simplicial homology theory.
Remark 4.19. In the statement of Corollary 4.17, if an element of S is contained
in M before taking the connected sum with N , the adjunction inequality for the
element follows from an argument of Kronheimer–Mrowka [6] since we have assumed
that SW(M, s0) 6= 0 in Corollary 4.17.
We can generalize the constraint on configurations given in Corollary 4.17 to
surfaces with positive self-intersection number. To state it, let us introduce a variant
of K¯:
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Definition 4.20. For a smooth oriented closed connected 4-manifold X , we define
an abstract simplicial complex K¯≥0 = K¯≥0(X) as follows:
• The vertices of K¯≥0 are defined as smoothly embedded surfaces with non-
negative self-intersection number.
• For n ≥ 1, a collection of (n + 1) vertices Σ0, . . . ,Σn ∈ V (K¯≥0) spans an
n-simplex if and only if Σ0, . . . ,Σn are mutually disjoint.
We now extend the concept of bounding collections of surfaces to finite subsets
of V (K¯≥0) by the quite same way in Definition 4.14.
Definition 4.21. Let Σ be a wall-crossing collection of surfaces in (N, t). We
call a finite subset S ⊂ V (K¯≥0(X)) a bounding collection of surfaces in X for
Σ if the condition obtained by replacing K¯ with K¯≥0 in the defining condition in
Definition 4.14 is satisfied.
Using this extension of the concept of bounding collections of surfaces, we can
generalize Corollary 4.17 as follows:
Corollary 4.22. Suppose that SW(M, s0) 6= 0. Let Σ be a wall-crossing collection
of surfaces in (N, t). Then, for any bounding collection of surfaces S ⊂ V (K¯≥0(X))
in X for Σ, there exists a surface S ∈ S such that the inequality
χ−(S) ≥ |c1(s) · [S]|+ [S]
2(49)
holds.
In particular, for S ∈ V (K¯≥0(X)) with S ∩Σ = ∅, the inequality (49) holds.
Proof. Let us write S = {S1, . . . , Sm} (m > 0) and set li := [Si]2 ≥ 0 for each
i ∈ {1, . . . ,m}. We also set l0 := 0 and l′i :=
∑i−1
a=0 la for each i ∈ {1, . . . ,m + 1}.
Consider the blowup
M ′ :=M#l1(−CP
2)# · · ·#lm(−CP
2).
Let s′0 be the blowup spin
c structure on M ′, whose first Chern class is given as
c1(s
′
0) = c1(s0)±
l′m+1∑
j=1
Ej ,
where Ej is a generator of H
2(−CP2j )
∼= H2(−CP
2
j ). Here we may choose the sign
of
∑
j Ej . We set (X
′, s′) := (M ′#N, s′0#t). Let S
′
i (1 ≤ i ≤ m) be an embedded
surface inX ′ which is obtained from the connected sum of Si and exceptional curves
in li(−CP
2) and whose homology class is given as
[S′i] = [Si] +
l′i+1∑
j=l′
i
+1
Ej .
Set S′ := {S′0, . . . , S
′
m}. Then S
′ ⊂ V (K¯(X ′)) holds and S′ is a bounding collection
of surfaces inX ′ forΣ. Since the Seiberg–Witten invariant of (M, s0) coincides with
that of the blowup (M ′, s′0) by the blowup formula, we can apply Corollary 4.17 for
the new bounding collection of surfaces S′. Then we have the adjunction inequality
χ−(S′) ≥ |c1(s
′) · [S′]|(50)
for some element S′ ∈ S′. By taking a suitable sign of
∑
j Ej , we deduce (49) from
(50). 
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4.4. Examples. We give some examples of wall-crossing collections of surfaces to
complete the proof of Corollary 4.11 and to understand Corollary 4.22 concretely.
Example 4.23. Let k, li, d+,i, and d−,i (1 ≤ i ≤ k) be positive integers satisfying
li ≥ d
2
ǫ,i ≥ 4(51)
for each ǫ ∈ {+,−} and i ∈ {1, . . . , k}. We set l :=
∑k
i=1 li, l0 := 0, and
l′i :=
∑i−1
a=0 la for each i ∈ {1, . . . , k}. Let us consider N = kCP
2#l(−CP2) =
#ki=1CP
2
i#(#
l
j=1(−CP
2
j)) and letHi, Ej , and t be the one in Subsection 4.1. Hence-
forth we identify H2(CP2i ) with H2(CP
2
i ) by the Poincare´ duality and similarly
H2(−CP2j) with H2(−CP
2
j ). Let Σ
+
i ,Σ
−
i (1 ≤ i ≤ k) be embedded surfaces in N
satisfying (32) and the following two conditions for each i ∈ {1, . . . , k}:
[Σ±i ] = d±,iHi ±
l′i+d
2
±,i∑
j=l′
i
+1
Ej , and(52)
g(Σ±i ) =
(d±,i − 1)(d±,i − 2)
2
.(53)
Here double-signs ± correspond in the both sides of (52) and (53). (One can make
such surfaces, for example, using connected sum in N of an algebraic curve of
degree d±,i in CP
2
i (1 ≤ i ≤ k) and the exceptional curves in −CP
2
j ’s.) It is easy to
check that Σǫi ∈ V (K(N, t)) holds for each ǫ ∈ {+,−}, i ∈ {1, . . . , k} and that the
collection Σ = {Σǫi}1≤i≤k,ǫ∈{+,−} is a wall-crossing collection of surfaces in (N, t).
From Corollary 4.22, we therefore have the following constraint on configurations.
Let (M, s0) be a smooth oriented closed spin
c 4-manifold with b+(M) ≥ 2, d(s0) =
0, and SW(M, s0) 6= 0. Set (X, s) := (M#N, s0#t). Let S ⊂ V (K¯≥0(X)) be a
bounding collection of surfaces inX forΣ. (As we mentioned in Example 4.16, there
are infinitely many bounding collections of surfaces for Σ.) Then the inequality
χ−(S) ≥ |c1(s) · [S]|+ [S]
2
holds for some surface S ∈ S.
Similarly one can easily make other examples of wall-crossing collections of sur-
faces. For example, the signs of Ej ’s in (52) have some freedom for many d±,i. We
also give other examples as follows.
Example 4.24. Let k, li, d+,i, and d−,i (1 ≤ i ≤ k) be positive integers satisfying
li ≥ d2ǫ,i − 3 and dǫ,i ≥ 3 for each ǫ ∈ {+,−} and i ∈ {1, . . . , k}. Let l, l0, l
′
i and
(N, t) be the one in Example 4.23. Let Σ+i ,Σ
−
i (1 ≤ i ≤ k) be embedded surfaces
in N satisfying (32), (53), and
[Σ±i ] = d±Hi + 2El′i+1 ±
l′i+d
2
±,i−3∑
j=l′
i
+2
Ej
for each i ∈ {1, . . . , k}. Since 2El′
i
+1 can be represented by a sphere in −CP
2
l′
i
+1,
one can make such surfaces Σ+i and Σ
−
i as the connected sum of an algebraic curve
of degree d±,i in CP
2
i , the sphere in −CP
2
l′
i
+1, and the exceptional curves in −CP
2
j
with l′i + 2 ≤ j ≤ l
′
i + d
2
±,i − 3. It is easy to check that Σ
ǫ
i ∈ V (K(N, t)) holds for
each ǫ, i and that the collection Σ = {Σǫi}1≤i≤k,ǫ∈{+,−} is a wall-crossing collection
of surfaces in (N, t).
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Example 4.25. Let k, li, d+,i, and d−,i (1 ≤ i ≤ k) be positive integers satisfying
d−,i ∈ {2, 3} for each i ∈ {1, . . . , k} and (51) for each ǫ ∈ {+,−} and i. Let l, l0,
l′i and (N, t) be the one in Example 4.23. For each i ∈ {1, . . . , k}, let Σ
+
i be an
embedded surface in N satisfying the +-part of the conditions (52) and (53), and
Σ−i be an embedded surface in N satisfying
[Σ−i ] = 2d−,iHi − 2
l′i+d
2
−,i∑
j=l′
i
+1
Ej , and
g(Σ−i ) =
(2d−,i − 1)(2d−,i − 2)
2
.
We also assume that Σ+i and Σ
−
i satisfy (32). One can make such surfaces Σ
+
i and
Σ−i as the connected sum of an algebraic curve in CP
2
i and spheres in −CP
2
j ’s. It
is easy to check that Σǫi ∈ V (K(N, t)) holds for each ǫ, i and that the collection
Σ = {Σǫi}1≤i≤k,ǫ∈{+,−} is a wall-crossing collection of surfaces in (N, t).
Remark 4.26. We note that the consequences of Corollary 4.22 in Examples 4.23
to 4.25 are generalizations of the following result obtained from the blowup formula.
For simplicity we here focus our attention on the case of Example 4.23. Consider the
wall-crossing collection of surfaces Σ in Example 4.23 obtained from the connected
sum of algebraic curves and the exceptional curves. Suppose that there exists
ǫi ∈ {+,−} such that dǫi,i = 2 for each i ∈ {1, . . . , k}. Let S be a bounding
collection of surfaces. Assume that S ∩ Σǫii = ∅ (1 ≤ i ≤ k) holds for some surface
S ∈ S. For example, this assumption is satisfied in the both case that S consists of
a single surface and that S consists of two surfaces as in Example 4.16 and k = 2.
Then the adjunction inequality for S follows from a surgery argument and the
blowup formula for the usual Seiberg–Witten invariant. (This note on the blowup
formula is due to Kouichi Yasui.) The surgery argument, however, does not work
in the case that d±,i > 2 holds for any i ∈ {1, . . . , k}, and therefore the constraint
obtained from Corollary 4.22 on elements in S cannot be shown using the blowup
formula in this case.
More precisely, the surgery argument above is used to construct a negative defi-
nite closed 4-manifold fromN . In the case that d±,i > 2 holds for any i ∈ {1, . . . , k},
a closed 4-manifold cannot be obtained from usual surgeries since they can be used
only for spheres. One cannot therefore use the usual blowup formula in this case.
Nevertheless, we can use the combination of wall-crossing and gluing arguments
due to Ruberman [11–13]; information about the Seiberg–Witten equations on M
survives on the connected sum X =M#N . This suggests a possibility that one can
extend the notion of “negative definite closed 4-manifolds” from the gauge theoretic
point of view: in our case, the complement of neighborhoods of suitable embedded
surfaces in N behaves as if it were a negative definite closed 4-manifold.
5. Concluding remarks
Finally, we remark some further potential developments of the invariant SW(X, s).
Remark 5.1. For a closed spinc 4-manifold (X, s), one can define a subcomplex
K≥0(X, s) of K¯≥0(X) by considering all embedded surfaces violating the adjunc-
tion inequalities with respect to s and having non-negative self-intersection number.
The author expects that we can construct an invariant which is formulated as a
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cohomology class on K≥0(X, s) in a similar vein of the construction of SW(X, s).
There are two differences between K≥0(X, s) and K(X, s) from the point of view
of the construction of a cohomological invariant. The first one is on the stretching
construction of families of Riemannian metrics in Subsection 2.3, and the second is
on the quantitative estimate given as Proposition 2.12 for the length of stretched
cylinder to assure the non-existence of solutions to the Seiberg–Witten equations.
For the first difference, the stretching argument can be replaced with the stretching
of metrics for the fiber-direction of the normal bundles of embedded surfaces in gen-
eral. However, for the second difference, the author does not know any quantitative
estimate as in Proposition 2.12 for surfaces of positive self-intersection number at
this stage.
Remark 5.2. Bauer–Furuta [1] have given a refinement, called the Bauer–Furuta
invariant, of the usual Seiberg–Witten invariant. This is defined as the stable co-
homotopy class of a finite dimensional approximation of the Seiberg–Witten equa-
tions. The author expects that we may define such a refinement of our invariant
SW(X, s). If we can define such an invariant, we can expect a generalization of The-
orem 4.9: we might replace (M, s0) in Theorem 4.9 with a spin
c 4-manifold whose
Bauer–Furuta invariant does not vanish. Since there are spinc 4-manifolds such
that their Bauer–Furuta invariants do not vanish but their Seiberg–Witten invari-
ants do vanish, this expected non-vanishing theorem will provide new constraints
on configurations of embedded surfaces as in Corollaries 4.17 and 4.22.
Remark 5.3. We have considered only closed 4-manifolds in this paper. However,
in general, one can expect that a gauge theoretical invariant of closed 4-manifolds is
generalized to an invariant of 4-manifolds with boundary using the Floer homology
theory. The author conjectures that our invariant SW(X, s) can be also generalized
for 4-manifolds with boundary. The first thing we have to do is to define the
complex of surfaces for 4-manifolds with boundary; two candidates for it might
be considered. The first one is the simplicial complex obtained by considering
closed surfaces embedded into the interior of the given 4-manifold, and the second
is that obtained by considering surfaces with boundaries embedded into the given
4-manifold such that the boundary of each surface is in that of the 4-manifold. The
author expects that SW(X, s) can be generalized to a cohomology class at least on
the first candidate. On the other hand, he also expects that, if SW(X, s) can be
generalized to the second candidate, it might relate to some variant of the Kakimizu
complex [4] in 3-dimensional topology and knot theory.
Appendix A. Simple properties of complex of surfaces
In this appendix, we prove that the complex of surfaces K¯(X) is contractible for
any 4-manifold X .
Lemma A.1. Let K = K¯ or K. Let z =
∑m
k=1 ak 〈σk〉 ∈ Cn(K) be an n-cycle,
where n ≥ 1, m ≥ 1, ak ∈ Z and σk ∈ Sn(K). If there exists Σ ∈ V (K) such that
Σ /∈ σk holds for any k, then
[z] = 0 in Hn(K;Z)
holds.
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Proof. Let us define an oriented (n+1)-simplex 〈τk〉 of K by 〈τk〉 := 〈Σ, σk〉. More
precisely, when we write 〈σk〉 = 〈Σ0,k, . . . ,Σn,k〉, we define
〈τk〉 := 〈Σ,Σ0,k, . . . ,Σn,k〉 .
Then we obtain
∂(
m∑
k=1
ak 〈τk〉) = z +
m∑
k=1
ak
n∑
l=0
(−1)l+1
〈
Σ,Σ0,k, . . . , Σˆl,k, . . . ,Σn,k
〉
.
We note an isomorphism between free modules
Z
{ 〈
Σ0,k, . . . , Σˆl,k, . . . ,Σn,k
〉 ∣∣∣ 1 ≤ k ≤ m, 0 ≤ l ≤ n }
→ Z
{ 〈
Σ,Σ0,k, . . . , Σˆl,k, . . . ,Σn,k
〉 ∣∣∣ 1 ≤ k ≤ m, 0 ≤ l ≤ n }
defined by 〈
Σ0,k, . . . , Σˆl,k, . . . ,Σn,k
〉
7→
〈
Σ,Σ0,k, . . . , Σˆl,k, . . . ,Σn,k
〉
.
The equality ∂z = 0 in the first module hence implies that ∂(
∑m
k=1 ak 〈τk〉) = z. 
Proposition A.2. The simplicial complex K¯ = K¯(X) is contractible for any X.
Proof. We show that πn(K¯) = 0 for any n ≥ 0. For any continuous map f : Sn →
|K¯|, there exist finite simplices σ1, . . . , σm such that the image of f is contained in
the union of the geometric realizations of these simplices. By the argument in the
proof of Lemma A.1, the union
⋃m
k=1 |σk| is contained in its cone C(
⋃m
k=1 |σk|) ⊂
|K¯|, and the map f can be deformed into the constant map to the vertex point of
the cone in K¯. Hence we have πn(K¯) = 0, and K¯ is contractible by the J. H. C.
Whitehead theorem. 
Remark A.3. We can also see that K¯ is acyclic, namely, H˜n(K¯;Z) = 0 (n ≥ 0) by
the following direct argument. For any n-cycle z =
∑
k ak 〈σk〉 in K¯, there exists
Σ ∈ V (K¯) such that Σ /∈ σk holds for any k. (For example, we can obtain such a
surface by considering surfaces which represent 0 ∈ H2(X ;Z).) Therefore, if n ≥ 1,
∂z = 0 holds in C∗(K¯) by Lemma A.1. The proof of H˜0(K¯;Z) = 0 is also obtained
from a quite similar argument. Namely, for any vertex Σ1 and Σ2 in K¯, one can
take Σ ∈ V (K¯) satisfying Σ1 ∩Σ = Σ2 ∩Σ = ∅. Hence Σ1 and Σ2 are connected by
1-simplices in K¯.
Remark A.4. For an embedded surface Σ ⊂ X with self-intersection number zero,
by pushing Σ into the fiber direction of its normal bundle, we obtain an embedded
surface whose homology class coincides with Σ’s and which has no geometric inter-
sections with Σ. We call such a surface a parallel copy of Σ. The complex K is a
very huge space, however, homology group absorbs the hugeness in the following
sense. For n ≥ 0, let us take a cycle z ∈ Cn(K). Let z′ ∈ Cn(K) be a cycle obtained
by replacing a surface which is a part of z with a parallel copy of the surface. Then
[z] = [z′] in Hn(K;Z) holds.
To see this, we write z =
∑m
k=1 ak 〈σk〉, where m ≥ 1, ak ∈ Z and σk ∈ Sn(K).
We also write 〈σk〉 = 〈Σ0,k, . . . ,Σn,k〉. Let Σ0,1 be the surface which is replaced
with its parallel copy in the definition of z′, and Σ′0,1 be the parallel copy of Σ0,1.
We define an oriented simplex 〈σ′k〉 as follows. If Σ0,1 ∈ σk holds, we define 〈σ
′
k〉
as the simplex obtained by replacing Σ0,1 with Σ
′
0,1 from 〈σk〉. If Σ0,1 /∈ σk holds,
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we define 〈σ′k〉 = 〈σk〉. Then z
′ =
∑m
k=1 ak 〈σ
′
k〉 holds. By changing the order of
indices, we may assume that
1 ≤ k ≤ m′ ⇒ 〈σ′k〉 6= 〈σk〉 , and
m′ + 1 ≤ k ≤ m⇒ 〈σ′k〉 = 〈σk〉
hold for some m′. In addition, by changing the sign of ak, we may assume that
Σ0,k = Σ0,1 for each k ∈ {1, . . . ,m′}. We set
〈τk〉 :=
〈
Σ′0,1,Σ0,k,Σ1,k, . . . ,Σn,k
〉
=
〈
Σ′0,1,Σ0,1,Σ1,k . . . ,Σn,k
〉
for each k ∈ {1, . . . ,m′}. Then one can check that ∂(
∑m′
k=1 ak 〈τk〉) = z − z
′.
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