Abstract. Let h be the Hausdor dimension of the limit set of a conformal parabolic iterated function system in dimension d 2. In case the system of maps is nite, we provide necessary and su cient conditions for the h-dimensional Hausdor measure and also for the h-dimensional packing measure of the limit set to be positive and nite. We also prove that the upper ball (box)-counting dimension and the Hausdor dimension of this limit set coincide. As a byproduct we include a compact analysis of the behaviour of parabolic conformal di eomorphisms in dimension 2 and separately in any dimension greater than or equal to 3.
Introduction and preliminaries
We start with the description of our setting. Let X be a compact subset of a Euclidean space IR d with nonempty interior and V a bounded connected open set containing X. Suppose that we have countably many conformal maps i : X ! X, i 2 I, where I has at least two elements satisfying the following conditions.
(1): (Open Set Condition) i (Int(X)) \ j (Int(X)) = ; for all i 6 = j. (2): j 0 i (x)j < 1 everywhere except for nitely many pairs (i; x i ), i 2 I, for which x i is the unique xed point of i and j 0 i (x i )j = 1. Such pairs and indices i will be called parabolic and the set of parabolic indices will be denoted by . All other indices will be called hyperbolic.
(3):
There exist an open connected neighbourhood V of X and s < 1 such that 8n 1 8! = (! 1 ; :::; ! n ) 2 I n if ! n is a hyperbolic index or ! n?1 6 = ! n , then ! extends conformally to V , maps V into itself and jj 0 ! jj s. , where Con(x; u x ; ; l) = fy : 0 < (y ? x; u x ) cos jjy ? xjj lg:. (6): 9s < 1 8n 1 8! 2 I n if ! n is a hyperbolic index or ! n?1 6 = ! n , then jj 0 ! jj s. (7): (Bounded Distortion Property) 9K 1 8n 1 8! = (! 1 ; :::; ! n ) 2 I n 8x; y 2 V if ! n is a hyperbolic index or ! n?1 6 = ! n , then j 0 ! (y)j j 0 ! (x)j K:
Supported in part by the NSF Grant DMS 9801583. 1 (8): There are two constants L 1 and > 0 such that j 0 i (y)j ? j 0 i (x)j Ljj 0 i jjjy ? xj ; for every i 2 I and every pair of points x; y 2 V .
We call such a system of maps S = f i : i 2 Ig a conformal iterated function system abbreviated as conformal IFS. If = ; we call the system S hyperbolic, if 6 = ;, we call it parabolic. Throughout this entire paper we assume that the system S is parabolic.
We would like to emphasize that if d 2, then the conditions (7) and (8) are a consequence of condition (3) alone. Indeed, in case when d = 2, these follow from Koebe's distortion theorem (in its version stated in Pr]) and the observation that the complex conjugation in C I is an isometric operation. In the case when d 3 both conditions have been proved in PU] . Because of an extremal importance of these properties and for the sake of completeness we include their proof taken from PU] in the end of Section 2.
Since the appropriate results in the case d = 1 have been proven in U3] we assume throughout the entire paper that d 2.
By I we denote the set of all nite words with alphabet I and by I 1 all in nite sequences with terms in I. It follows from (3) that for every hyperbolic word !, ! (V ) V . For each ! 2 I I 1 ; we de ne the length of ! by the uniquely determined relation ! 2 I j!j . If ! 2 I I 1 and n j!j, then by !j n we denote the word ! 1 ! 2 : : : ! n . In MU4] we have proved that lim n!1 sup j!j=n fdiam( ! (X))g = 0. So, the map : I 1 ! X, (!) = T n 0 !jn (X), is uniformly continuous. Its range J = J S = (I 1 ); the main object of our interest in this paper, will be called the limit set of the system S. For every integer q 1 we denote S q = f ! : ! 2 I q g:
Of course J S q = J S and sometimes in the sequel it will be more convinient to consider an approproate iterate S q of S rather than S itself. The two basic tools we use to study limit sets of parabolic IFS are conformal measures and associated with S a hyperbolic system S . Following MU4] we consider the system S generated by I , where I = f i n j : n 1; i 2 ; i 6 = jg f k : k 2 I n g: It immediately follows from our assumptions (comp. Theorem 5.2 in MU4] ) that the following is true. Theorem 1.1. The system S is a hyperbolic conformal iterated function system. The limit set generated by the system S is denoted by J . The following result (see Lemma 5.3 in MU4]) allows us to reduce our geometrical considerations to the limit set S . Lemma 1.2. The limit sets J and J of the systems S and S respectively di er only by a countable set: J J and J n J is countable.
where Fin denotes the family all nite subsets of I . In MU1] we were denoting this set by X(1). The following proposition is an immediate consequence of the condition (4). Proposition 1.3. If the alphabet I is nite, then S (1) = .
Following MU1], given t 0, we call a Borel probability measure m, t-conformal for the system S provided m(J S ) = 1 and for every Borel set A X and all i; j 2 I with i 6 = j,
(1.1) and m( i (X) \ j (X)) = 0:
jj 0 a jj t ;
(S ) = infft : (t) < 1g: and we call the system S hereditarily regular if ( (S )) = 1. Let h = h S = HD(J S ) = HD(J S ) be the Hausdor dimension of the limit set J S . It has been proven in MU1] that if a hyperbolic IFS is hereditarily regular, then an h-conformal measure exists. In Section 4 we shall prove the following Theorem 1.4. If S is a nite parabolic IFS, then the system S is hereditarily regular and consequently an h-conformal measure for S exists.
From now, unless conversly stated, we will assume that the alphabet I is nite and m will denote the h-conformal measure produced in Theorem 1.4. Let H t denote the t-dimensional Hausdor measure and P t , the t-dimensional packing measure. Noting that in terminology of MU1] each hereditarily regular IFS is regular and combining Theorem 1.4, Corollary 4.7 in MU4], Corollary 5.10 in MU4] and Corollary 1.2 in MSU], we get the following. Theorem 1.5. If S is a nite parabolic IFS, then H t (J) < 1 and P h (J) > 0.
The following main theorem of our paper contains a complete description of the h-dimensional Hausdor and packing measures of the limit set of a nite parabolic IFS. The dynamical properties of the parabolic IFS proven in Sections 2 and 3 and needed for the proofs of Theorem 1.6 and Theorem 1.7 are provided in the beginning of Section 4 in a uni ed fashion. Therefore the reader interested in Theorem 1.6 and Theorem 1.7 only may actually read Section 4 independently of Section 2 and Section 3.
Section 2 technically simpler than Section 3 mainly deal with dynamical properties of a single parabolic conformal di eomorphism and can be also viewed as an introduction to technically more complicated Section 3 which deals with dynamical properties of a single simple parabolic holomorphic map. Both sections provide a compact systematic description of the quantitative behaviour of parabolic maps needed for the proofs in Section 4. The qualitative behaviour of a single parabolic holomorphic map considerd in Section 3 is known as Fatou's ower theorem (see Al] for additional historical informations). Some quantitative results can be also found in these papers. At the ends of both Sections 2 and 3 some facts about parabolic iterated function systems are proven.
We want to end this section with a short terminological convention. Given two sets A; B IR d we denote Since lim n!1Ã n (i( )) = 1, we nally conclude that b 6 = 0 and the proof is complete.
As an immediate consequence of this lemma we get the following.
Corollary 2.4. For every compactum F IR d there exists a constant C F 1 such that for every n 1 and every z 2 F C ?1 F n jjÃ n zjj C F n: Lemma 2.5. For every compactum L IR d n f0g there exists a constant C L;1 1 such that for every n 1 and every z 2 L C ?1 L;1 n ?2 j(A n ) 0 (z)j C L;1 n ?2 Proof. Using the Chain Rule we get for every z 2 Fix u; v 2 L. Using Lemma 2.3 and Corollary 2.4, we get for all j 0 the following. jjA k+j+1 (v) 
where the last inequality has been written assuming that k 1 large enough, say k q, and B is the constant coming from Lemma 2.3. Denote the constant appearing in the last row of the above formula by C 0
for some constant C L;2 1. Clearly, increasing C L;2 appropriately, we see that the last inequality is also true for all 1 k q. The proof of the rst part of our lemma is thus complete. The second part is a straightforward consequence of the rst one. Indeed, it follows from Lemma 2.3 that A k (L) ! 0 if k ! 1. Hence, using the rst proven part of the lemma,
The proof is complete. The proof is complete.
At the end of this section we want to prove the following two results concerning general parabolic IFS in dimension d 3, the rst being a straightforward consequence of Lemma 2.3.
Proposition 2.8. If f i : X ! Xg i2I is an at least 3-dimensional parabolic IFS (I is allowed to be in nite), then x i , the only xed point of a parabolic map i , belongs to @X.
Proof. In view of Lemma 2.3, for every R > 0 large enough and every n 1, the set i (fz : jjzjj > Rg) is not contained in fz : jjzjj > Rg. Consequently, for every neighbourhood U of x i , the set n i (U) does not converge to x i . Since however lim n!1 n i (X) = x i , the point x i cannot belong to IntX. The proof is complete.
In PU] we have demonstrated that in the case d 3 the Bounded Distortion Property (1d) and the property (1e) are satis ed automatically. Because of extremal importance of these properties for our geometrical considerations in Section 4 and for the sake of completeness, we present below their proof taken from PU].
Theorem 2.9. If f i g i2I is a collection of maps satisfying condition (3), then the conditions (7) and (8) are also satis ed, perhaps with a smaller set V and a su ciently high iterate S q of S. The property (8) The proof of the rst part of our theorem is complete. In order to prove the second part we may assume without loosing generality that j 0 ! (x)j j 0 ! (y)j. Using (2.6) and (2. 
Proof. For every z 2 S(x( ); ) let g(z) =~ 0 (z) ? 1. By the Chain Rule, we have for every z 2 S(x( ); ) and every n 1
Using (3.2) and and the right-hand side of of Lemma 3.1, we get for every z 2 F and every
Since the series P 1 j=1 j ? p+1 p converges, the proof is complete.
For every x 2 (0; 1) and 2 (0; ) let S 0 (x; ) = H(S(x; )) and S A (x; ) = H(S(x; )) = (S 0 (x; )): The regions S 0 (x; ) and S A (x; ) look like ower petals containning symmetrically a part of the ray (0; 1) and the ray A = ! + p q ?a ?1 (0; 1) respectively and form with these rays two \angles" of measures = at the point 0 and ! respectively. We recall from the previous section that conv(M) denotes the convex hull of the set M. Combining Lemma 3.1 and Lemma 3.2 we deduce the following. Lemma 3.3. For every 2 (0; =2) and for every compactum F S(x( ); ) there exists a constant C F 1 such that for every n 1 C ?1 F n dist(0; conv(~ n (F ))) Dist(0; conv(~ n (F ))) C F n:
Let us now use the properties of the map~ and establish useful facts about the map .
Lemma 3.4. For every compactum L S A (x; ) there exists a constant C L 1 such that for every z 2 L and every n 1
Proof. It of course su ces to prove this lemma for replaced by 0 . Since H ?1 (L) is a compact subset of S(x( ); ) and since H 0 (z) = ? 1 p z ? p+1 p , using the Chain Rule along with Lemma 3.1, Lemma 3.2, and (3.4), we deduce that for every z 2 L and every n 1
The proof is complete.
Lemma 3.5. For every compactum L S A (x; ) there exists a constant C L;1 1 such that for all k; n 1
Proof.
It su ces again to prove this lemma for replaced by 0 . Let us prove the rst inequality. Without loss of generality we may assume that n > k. Since H ?1 (L) and conv(H ?1 (L)) are compact subsets of S(x( ); ), using (3.1), Lemma 3.3, Lemma 3.1, and 
H ?1 (L) (k + j + 1) ? p+1 p where the last inequality has been written assuming that k 1 is large enough, say k q and B is the constant coming from (3.1). Denote the constant appearing in the last row of the above formula by C 0 L . We then have
for some constant C L;1 1. Clearly, increasing the constant C L;1 appropriately, we see that the last inequality is also true for all 1 k q. The proof of the rst part of Lemma 3.6 is thus complete. The second part is a straightforward consequence of the rst one. Indeed, it follows from (3.3) that k (L) converges to ! if k ! 1. Hence, applying the rst part of the lemma, we getNow, in view of (3.6),~ n ( ) ?~ k (z) = ? z + O(maxfn Remark 3.7. We would like to remark that all statements proven in this section about the map continue to be true if we replace the assumption L S A (x( ); ) by the assumption j (L) S A (x( ); ) for some j 0.
Lemma 3.8. If L C I n ! is a compactum and lim n!1 n (L) = !, then there exists an attracting direction A such that for every 2 (0; ), n (L) S A (x( ); ) for every n 0 large enough.
Proof. First notice that due to (3.3), if k (L) S A (x( ); ), then n (L) S A (x( ); ) for all n k. Suppose now that the statement converse than that claimed in our lemma is true. Since the set of attracting directions is nite, there thus exist 2 (0; ) and such that for every n k 
Proofs of the main theorems
In order to be able to apply the results of sections 2 and 3 we will need the following. Proposition 4.1. If f i : X ! Xg i2I is a parabolic IFS (I is allowed to be in nite), then for every parabolic index i 2 I and every j 2 I n fig, we have x i = 2 j (X).
Proof. Suppose on the contrary that x i 2 j (X) for some parabolic index i 2 I and some j 2 I n fig. Then by the Cone Condition and conformality of j , the set j (X) contains a central cone with positive measure and the vertex x i . On the other hand, since i is conformal, X n i (X) contains no central cone with positive measure and the vertex x i . This gives a contradiction since, by the Open Set Condition, Int( i (X)) \ Int( j (X)) = ;. The proof is complete.
Consider a parabolic IFS S = f i : X ! Xg i2I . If S is 2-dimensional then dealing with S 2 instead of S, we may assume that all the parabolic maps are holomorphic. It follows from Proposition 3.9 and the cone condition that that the derivative of each parabolic element evaulated at the corresponding parabolic xed point, is a root of unity. Therefore, for an appropriate su ciently large q, the derivative of each parabolic element of S q evaulated at the corresponding parabolic xed point is equal to 1. Thus, without loosing generality, we may assume that in the case d = 2, all the parabolic elements of S are simple parabolic mappings in the sense of Section 3. Grouping now together the results of sections 2 and 3, we deduce that in either case there exists a constant Q 1 and an integer q 0 such that for every parabolic index i 2 I there exists an integer p i 1 such that for every j 2 I n fig and all n; k 1 we have Q ?1 n ? p i +1 p i inf X fj 0 i n j jg; jj 0 i n j jj; diam( i n j (X)) Qn ? p i +1 Proof. In the case when d 3 this is an immediate consequence of Lemma 2.3. In the case when d 3 this is an immediate consequence of (3.6) and Lemma 3.8.
In view of Theorem1.5 in order to prove Theorem 1.6 it su ces to demonstrate the following lemmas. Proof of Lemma 4.5. Fix a parabolic index i 2 I, j 2 I n fig, n 1 and diam( i n j (X)) <Suppose in turn that Qr n ? 1
