To the memory of Stanislav N. Kruzhkov
Introduction and Main Result
The aim of this paper is twofold. On the one hand, we connect the two criteria of uniqueness proposed by O. Oleinik and S. N. Kruzhkov for the study of weak solutions of first-order quasi-linear equations as well as introduce an optimization of the Oleinik condition. On the other hand, we prove the convergence of the particle method to approximate the solutions of this system by using the Filippov characteristics, which constitute a new tool for numerical approximations. Also, this technique makes our analysis relevant because it allows one to connect conservation laws with Vlasov-type kinetic equations.
The problem of uniqueness of weak solutions to systems of conservation laws has motivated an important development in mathematics and physics. One of the main features of this field is that solutions develop discontinuities in finite time, even starting from smooth initial data. On the other hand, it is easy to construct multiple weak solutions to Cauchy problems but only one of them is physically admissible. Then, a good mathematical theory of "admissible" solutions has to be given. 8, 16 One of the major results in this field is due to Kruzhkov. 10 He proved the existence and uniqueness of admissible solutions to quasi-linear equations of first order in several space dimensions. In one space dimension, which concerns the present work, the equation reads ∂ ∂t U + ∂ ∂x f (t, x, U ) + g(t, x, U ) = 0 , t > 0, x ∈ R (1.1)
where f and g are smooth (given) functions of all their arguments. The admissible solutions U in the sense of Kruzhkov are the so-called entropy solutions. They are weak solutions (in the distributional sense) which satisfy the entropy inequality ∂ ∂t η(t, x, U ) + ∂ ∂x q(t, x, U ) + h(t, x, U ) ≤ 0 , t > 0, x ∈ R (1.2)
for any function η = η(t, x, u) convex in the last variable u and for q u = η u f u , h = g + f x η u − q x − η t . The notation q x (resp. q xu , . . .) denotes the derivative of q with respect to x (resp. the second derivative of q with respect to x and u, . . .). These equations have to be completed with Cauchy data:
which have a precise meaning since any distributional solution of (1.1) is continuous in time with values in the distribution space D(R). In the work of Kruzhkov 10 it is proved that the problem (1.1)-(1.3) is well-posed in the class of essentially bounded functions U ∈ L ∞ ((0, ∞)×R) with the additional assumption of continuity at t = 0 in the L 1 (Ω)-topology, Ω ⊂ R being a bounded set. In a recent work, Chen and Rascle 3 proved (for the case f (t, x, u) = f (u) and g = 0, although their result should also apply in the general case) that the entropy condition (1.2) implies the L 1 loc -continuity in time. This result has been generalized by Vasseur 17 for the p-system (with γ = 3), and for multi-dimensional scalar conservation laws in Ref. 18 . Vasseur's proof is based on the kinetic formulation of scalar conservation laws and on a very elegant localization method. Therefore, the ultimate existence and uniqueness result for entropy solutions lies in the class L ∞ ((0, ∞) × R). On the other hand, another definition of admissible solution was introduced by Oleinik 12 in her seminal work. From now on, the flux f is assumed to be convex with respect to u (f uu ≥ 0). Oleinik's admissible solutions are still weak solutions of (1.1), ( 
, but instead of (1.2) they satisfy
in the sense of distributions, with K being a continuous function on (0, ∞) × R (but not necessarily continuous at t = 0). Oleinik also proved that the problem
. Actually, such a solution satisfies (1.4) with K(t, x) = C/t for a convenient constant C > 0.
For both theories, the existence of admissible solutions can be obtained by the vanishing viscosity method. It consists of taking the limit ε → 0 of the solutions U ε to
Indeed, both concepts of admissible solution coincide and this is one of the aims of this paper. However, it is interesting to obtain a more direct link between them.
Another related question is if we can relax the continuity assumption on K in (1.4). Since non-admissible solutions satisfy (1.4) with K a measure, the optimal assumption is
We remark that Oleinik had already announced 12 that the continuity assumption is not needed: "the function K could be infinite for a certain set of values t whose closure has measure zero", but the statement and proof of this fact are not explicitly given. Proving the uniqueness of solutions under the optimal condition (1.5) is another objective of this paper.
We notice that K is not assumed to be integrable at t = 0 (think of the case K = C/t). The aim of this work is to answer these questions. One of the main motivation comes from asymptotic problems. When U is obtained as a limit of a perturbation problem, it is sometimes easier to prove (1.4) with the regularity assumption (1.5) than (1.2). The reason is that inequalities are stable in distribution spaces, but not nonlinearities.
Concerning the connected problem of uniqueness of solutions to systems of conservation laws in one space dimension, several authors have introduced various classes of solutions that include additional regularity and entropy admissibility conditions to find a unique solution to hyperbolic conservation laws. These uniqueness classes are strictly smaller than the class of solutions in which the existence result of Glimm 7 holds. One approach due to Dafermos 4 consists of defining generalized characteristics associated with a bounded variation solution which is interpreted in the sense of Filippov. These characteristics allow to follow the solution along them. It is then possible to obtain various qualitative behaviors and some uniqueness results.
4,5
A recent breakthrough has been done by Bressan. 1 He proved that the limit of approximated solutions obtained by the Glimm scheme is actually unique. This uniqueness result allows one to define the so-called standard Riemann semigroup generated by the hyperbolic system which maps the initial data on the unique solution obtained by the Glimm scheme. Following this approach, a class of functions is defined by Bressan and LeFloch 2 for which uniqueness is proved. We refer to his work for more references and details.
Finally, let us also mention the result of Vasseur 17 for a particular p-system. He used the kinetic formulation of this system to prove, as in the work of Chen and Rascle, 3 that no initial layer in time occurs. It holds that weak entropy solutions are necessarily continuous in time.
We must also mention the work by Hoff 9 where the scalar conservation law in several space variables is studied with g = 0. Hoff shows that entropy solutions satisfy the expansion divf (u) ≤ 1/t when f is isotropic (i.e. f takes values only in a line), which basically reduces the problem to one dimension. He also proves that weak solutions satisfying this condition are unique if and only if f is isotropic. At this point, let us note that our approach is different because we generalize the Oleinik condition in the sense given by (1.4) and (1.5).
In Ref.
11, the high-field limit of the Vlasov-Poisson-Fokker-Planck (VPFP) system is studied. One of the problems was to specify the limit of the rescaled electric field. In one space dimension this field solves the Hopf equation. In the attractive case, the field verifies the natural property in that context of being a nondecreasing function. It was proved that any nondecreasing weak solution of the Hopf equation satisfies entropy inequalities. In some sense, this paper is an extension of the arguments used in Ref. 11 .
The main result of this paper is the following: 
Our technique is based on a convenient regularization of the solution. The regularized solutions satisfy an approximated entropy inequality, which is a consequence of Jensen inequality and of the convexity of f and η. Then, after passing to the limit in the regularization parameter we deduce that a weak solution satisfying (1.4) and (1.5) is an entropy solution. The proof is detailed in Sec. 2. Section 3 is devoted to some remarks on uniqueness and continuity in time. Finally, in Sec. 4 we give an application of the main theorem to the convergence of a particle method to solve scalar conservation laws in the compressible case. We first show that (1.1) is equivalent to a nonlinear transport system of Vlasov type which involves the mass density. Then, we study the convergence of the method by using the characteristic curves. Due to the lack of regularity of U we will use the concept of generalized characteristics due to Filippov.
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The Entropy Inequality
Consider a mollifier sequence δ n , defined by δ n (x) = nδ(nx) with n ∈ N, δ ∈ C ∞ 0 (R), δ ≥ 0, R δ(y) dy = 1. We set U n := U * x δ n . Then, a weak solution to Eq. (1.1) satisfies
We first observe that U n is smooth with respect to x and that it has a locally bounded distribution derivative with respect to time by virtue of the above equation. Therefore,
and all the chain rule formulas to be used in the sequel are justified. The regularized flux can be written as
where the sequence
The key point of this work is the following. The function f (t, x, u) is convex with respect to u and the function δ is non-negative with integral 1, so Jensen's inequality applies and we obtain
n a n . We also define S n (t, x) = g(t, x, U ) * x δ n − g(t, x, U n ). Due to the properties of the convolution product we observe that
To give more details we classically have U n → U in L p loc ((0, ∞)×R) and in the same way F (t, x, U ) * x δ n → F (t, x, U ) for any continuous function F . Up to a subsequence we can assume U n → U a.e., then F (t, x, U n ) → F (t, x, U ) a.e. and with the help of the dominated convergence theorem we conclude
Since the limit is unique, a standard argument shows that the whole sequence converges.
The regularized solution satisfies
in the distributional sense.
Let η = η(t, x, u) be a twice continuously differentiable function which is convex with respect to u. We define the entropy flux by
We put h = g η u − η t − q x + f x η u . Multiplying (2.8) by η u (t, x, U n ) and using the chain rule we obtain
There remains to take the limit n → ∞ in the above expression. In view of the convergence of
for continuous functions F and of (2.7) we immediately obtain 10) where the convergence holds in the sense of distributions on (0, ∞) × R. To obtain the convergence of the last term in (2.9) we use the condition (1.4). The distribution K − ∂ ∂x U is non-negative, therefore it is a non-negative measure µ.
where the sequences K n and µ n are uniformly bounded in L 1 (Ω) for any compact subset Ω of (0, ∞) × R. We have
which is bounded in L 1 (Ω). Therefore
Then, the convergence properties stated in (2.7) allow us to conclude that
12)
The analysis of the term η uu (t, x, U n )R n (K n − µ n ) is more delicate. We write
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Up to a subsequence η uu (t, x, U n )R n K → 0 a.e. and is bounded by CK on Ω, where C is a positive constant. Therefore, the dominated convergence theorem implies
and as usual the result holds for the whole sequence since the limit is unique. We
It is not possible to obtain the same convergence for the singular part of the nonnegative measure µ but (and this is another key point of this proof) the inequality
holds in view of (2.6), of the convexity of η and because µ n is non-negative. Actually, the (non-negative) limit of this term gives the entropy production. Hence, taking in (2.9) the limit as n → ∞ with the aid of (2.10)-(2.13), we finally obtain that U satisfies the following inequality
Uniqueness and Continuity in Time
As a first step, let us specify the sense of the entropy inequality (2.14) in our context. Following Chen and Rascle 3 we remark that the non-negative measure
is actually a bounded measure on (0, T ] × [−R, R], for any T > 0 and R > 0. As a consequence, there is no blow up at t = 0. Indeed, let χ α be a smooth nonnegative function which is equal to 1 on
for a convenient C > 0 independent of α. Using χ α as a test function in (3.15) we get ν, χ α ≤ C , where C is another positive constant independent of α. Therefore,
which is the desired result. The second step is to give a pointwise-in-time version of the entropy inequality. As it was already pointed out at the beginning of the previous section, the solution U is necessarily continuous in time with values in the space of distributions. Let us denote by U (t) this distribution at time t. For every time t, U (t) defines a function in L ∞ (R) and changing U on a negligible set (if necessary) we can assume that U (t) : x → U (t, x). In particular,
Consider now η(t, x, u) to be a convex function with respect to u which has a compact support in [0, ∞) × R. Then, q and h also have compact supports. The integration of (2.9) on (s, t) × R for every 0 < s < t gives
where ε n → 0 by virtue of the convergence stated in the previous section. Now, according to (3.16) we can pass to the limit in (3.17) for all times t and s. We have
for all t > s > 0. The above pointwise inequality allows one to obtain a continuity result in a strong topology. Indeed, we have U (t) → U (s) when t → s as distributions. Since they are uniformly bounded in L ∞ (R) we also have
On the other hand, by (3.18) the function t → R η(t, x, U (t, x)) dx has a bounded variation. Then, it is continuous except for a countable set and we have:
The notation s+ (resp. s−) denotes the limit t → s, t > s (resp. t → s, t < s).
Because of the convexity assumption we deduce that, for all s > 0 except for a countable set, 
. Actually, this allows one to obtain that U is continuous in L 1 loc (R) on (0, ∞). Indeed, starting from (3.18) and using the method of Kruzhkov 10 we obtain that if U and V are two weak solutions as in the main theorem we have, for all t > s > 0, with ϕ being a smooth function with compact support and
For a fixed t 0 and for any h < t 0 /2 we choose t = t 0 − h and V (t, x) = U (t + h, x) to obtain that, for any s < t 0 − h, we have
There remains to choose a point s of continuity of U to obtain the continuity of U for t → t 0 with t < t 0 , which together with (3.19) ends the proof. We summarize this result in the following: Proposition 1. Let f and g be as in Theorem 1 and let U be a weak solution of (1.1) verifying (1.4) and (1.5). Then, U is strongly continuous for positive times:
At this point some remarks are in order. The strong continuity in time is not obtained at t 0 = 0. This is due to the fact that K in assumptions (1.4), (1.5) is not assumed to be integrable in time. If K ∈ L 1 ([0, T ] × I) for any bounded interval I of R, then the same proof gives the continuity at t 0 = 0 and the uniqueness result of Kruzhkov applies.
The results of Chen-Rascle 3 and Vasseur 18 are much stronger in the sense that they prove that any entropy solution is continuous in time (and unique). However, the above result remains interesting because the proof is simpler than in Refs. 3 and 18. Moreover, these results are written only for fluxes which do not depend on t.
Approximation by Particle Method
In this section we give an application of Theorem 1. Our aim is to show that the particle method allows us to find the unique entropy solution of a particular scalar conservation law. In fact, we apply the particle method to the Burgers equation (or Hopf equation, depending on the literature). However, the techniques used in this section are valid for a general scalar conservation law under the assumption on the flux given in Theorem 1. We will connect the Burgers equation with the continuity equation (see (4.21) below) through the Poisson law. This relation makes this application relevant for the numerical study of Vlasov-type equations. Then, we focus our attention on the particular case f (t, x, U ) = 1 2 U 2 and g = 0 to reduce the problem to the Burgers equation
We also consider, in a first step, that the initial condition U 0 is smooth enough and, in order to apply inequality (1.4) with K = 0, we assume that it is nonincreasing. Then, we know that there exists a function U ∈ L ∞ ((0, T ) × R), for all T > 0, solution of the Burgers equation (4.20), although (see Ref. 10) for decreasing initial data this solution does not remain regular along the evolution. In fact, it develops shock waves in finite time. To approach this non-continuous bounded solution by the particle method we consider the formal equivalent system In fact, in a domain of regularity of U (and ρ) we can write
From the fact that U 0 is non-increasing we have that ρ 0 ≥ 0 is a density function. This system has been recently revisited in Ref. 11, where it was proved that there exists a measure solution ρ ∈ C(0, ∞; M + (R)-weak * ) which is a classical solution in a domain of regularity. In particular, due to (4.22) U verifies (1.4) for K = 0 and then it is the unique entropy solution of the Hopf-Burgers equation (4.20) . Now, we propose as an approximation method to construct the solution by the particle method.
The particle method
To introduce the particle method we consider, for any n ∈ N, the usual approximation of the initial data ρ 0 by a linear combination of Dirac measures
and U n a smooth approximation of U . Next, we can define ρ n as the unique measure solution of
(4.24)
More precisely, solving the characteristic equations and using the notation X n j (t) ≡ X n (t; 0, x n j ) we can write ρ n as
There remains to relate U n to the measure ρ n . We recall that U = Γ * ρ, then this seems to be the natural way to connect them. To obtain a regular field U and give meaning to Eq. (4.25) we first need to approximate the kernel Γ. Thus, we take a normalized positive and symmetric function ζ ∈ C ∞ 0 (R) and define the approximation of the unity ζ n (x) = nζ(nx) for any n ∈ N. Finally we set Γ n (x) = Γ * ζ n (x) and
The particle method is then given by Eqs. (4.25) and (4.26). The first task is to prove that the system (4.25)-(4.26) has a unique solution, but this is a direct consequence of the Cauchy-Lipschitz theorem when applied to the equivalent system
Then, using that j w n j < ∞ and the regularity properties of Γ n we can easily deduce the necessary Lipschitz condition to have a regular solution.
The problem is that the limiting field U is not a Lipschitz function. In fact, it has discontinuities so that the classical characteristic curves are not well-defined. Then, we have to generalize the concept of characteristic such that our limit makes sense.
The generalized notion of characteristics due to Filippov
We briefly introduce the notation to define the generalized characteristics in the sense of Filippov in our case, see Refs. 6 and 13 for more details. Given a measurable function V defined on R, we define its essential minimum and maximum as It is clear that V is continuous in x iff m(V )(x) = V (x) = M (V )(x). Then, the definition of characteristic stated in (4.25) can be generalized as follows:
, we say that X(t) ≡ X(t; s, x) is a Filippov characteristic associated with V issued from x ∈ R at time s ∈ R if it is absolutely continuous (in t) and verifies
First of all, we note that for a continuous function V this definition coincides with the classical one. Moreover, under some hypotheses on V the following properties are fulfilled (see Refs. 6 and 13 for a proof).
2 , a.e. t > s, x,y ∈ R , (4.27)
Then, for any s ∈ R and x ∈ R, there exists at least one Filippov characteristic X(t; s, x) which is uniquely defined for t ≥ s. Moreover we have:
for all x ∈ R, a.e. t > s.
(ii) For all x, y ∈ R and t > s we have ∂ ∂t |X(t; s, x) − X(t; s, y)| 2 ≤ B(t) |X(t; s, x) − X(t; s, y)| .
As a consequence, (t, x) → X(t; s, x) is uniformly bounded and Lipschitz on compact sets of ([s, ∞] × R) and the bound and the Lipschitz constant depend only on the function B.
(iii) For every p 0 ∈ M(R), there exists a unique measure p ∈ C w (0, ∞; M(R)), "solution" of ∂ t p + ∂ x (V p) = 0 with initial data p 0 , given by
Now, we shall give the convergence result of this section.
Convergence
Our objective is to prove that the sequence U n given by the particle method (4.26) converges strongly in L p loc to the unique entropy solution U of (4.20). To do that, we use the properties of the Filippov characteristics associated with U and U n and, strongly, the non-increasing property of U . We prove the following result.
be the non-increasing initial condition and let U n be given by (4.26). Then, U n n→∞
where U is the unique entropy solution of (4.20). Moreover, the particle approximate solution ρ n converges to ρ in C w (0, ∞; M + (R)), and the pair (ρ, U ) satisfies (4.21)-(4.22).
Proof. First, from (4.26) we observe that
As a consequence, the property (4.27) is verified with B = 0 (for example). Moreover, using the Young inequality we find
But it is well known in the framework of numerical quadrature
Then, U n verifies (4.27) and (4.28) with B(t) = B = ρ 0 L 1 (R) for large enough n. Then, the characteristics associated with U n are in fact the Filippov characteristics and Theorem 2 yields that the sequence X n (t; s, x) is uniformly equi-continuous in (t, x). Now, using the Ascoli theorem we deduce that the sequence converges (up to a subsequence) uniformly on compact sets of [s, ∞) t × R x to some continuous functionX. In order to obtain the convergence properties for the density, we first note that from part (iii) of Theorem 2 we can write ρ n = X n (t; 0, ·)(ρ n 0 ). We need, for all test function φ ∈ C 0 0 (R), the following convergence:
holds uniformly in t on compact sets. Now we observe that, using again the convergence of the numerical quadrature, the sequence ρ n 0 converges to ρ in M(R)-weak * .
Then, we only need to show that φ(X n (t; 0, x)) converges to φ(X(t; 0, x)) uniformly in t and x, but this is a straightforward consequence of the convergence of X n and the equi-continuity of φ.
We have proved that ρ n →ρ =X(t; 0, ·)(ρ 0 ) in C w (0, T ; M + (R)). To obtain the convergence of U n we use the coupled equation in convolution form U n = Γ n * ρ n . We summarize the result in the following lemma. Lemma 1. Assume that ρ n →ρ in C w (0, T ; M + (R)) and |x|, ρ n (t, ·) ≤ C < ∞ , (4.29)
with C independent of n and t. Then, the sequences Γ n * ρ n and Γ * ρ n converge to Γ * ρ in L p ([0, T ] × Ω) for any Ω ⊂⊂ R.
Proof. It suffices to prove the result for Γ * ρ n because Γ n * ρ n = Γ * (ζ n * ρ n ) and the sequence ζ n * ρ n converges also toρ in the same space. First we identify, for any t ∈ [0, T ], the weak limit of Γ * ρ n (t, ·); let φ ∈ D(R) and χ R ∈ D(R) be such that χ R (x) = 1 if |x| ≤ R and |χ R | ≤ 1 otherwise. Then, using that Γ is antisymmetric we have R φ (Γ * ρ n )(t, ·) dx = − ρ n (t, ·), Γ * φ = − ρ n (t, ·), χ R (Γ * φ) + ρ n (t, ·), (χ R − 1)(Γ * φ) .
The first term converges to ρ(t, ·), χ R (Γ * φ) . Also, using the hypothesis (4.29) we can estimate the second term uniformly in n as
Then, taking the limit in R we deduce
where the last term is well-defined even if Γ * ψ has no compact support. Then, using an approximation argument in the pseudo-test Γ * ψ and using that ∂ x Γ * ψ = −ψ we get Now we need to rewrite the last term of (4.30) in terms ofŨ . However, this term is extremely weak, so that another approximation ofρ should be considered. Letρ h be a sequence in C(0, ∞; D(R)) converging toρ in C(0, T ; M(R) − w ) and with bounded first-order moment. On the one hand, using the same techniques than before, we can show that the sequence α h := − ∞ 0 R R ψ(t, x) − ψ(t, y) 2 Γ(x − y)ρ h (t, y)ρ h (t, y) dy dx dt converges to the second term of (4.30). On the other hand, skipping the symmetrization and using the weak form of the equation ∂ x (Γ * ρ h ) = −ρ h we can write α h as
Finally, Lemma 1 yields
Combining both limits and (4.30) we get
which is the weak form of (4.20).
