In this paper we present relational semantics for the system C by considering a small variation on Ignatiev's frame. This is a draft version and shortly a more complete version will be published.
Introduction
Turing progressions arise by iteratedly adding consistency statements to a base theory. Different notions of consistency give rise to different Turing progressions. In [12] , the authors introduced the system C that generates exactly all relations that hold between these different Turing progressions given a particular set of natural consistency notions. The system was proven to be arithmetically sound and complete for a natural interpretation, named the Formalized Turing progressions (FTP) interpretation.
In this paper we discuss the relational semantics of C by considering a small modification on Ignatiev's frame, which is a universal frame for the variable-free fragment of Japaridze's provability logic GLP.
A variation on Ignatiev's Frame I
The purpose of this section is to define a modal model J which in universal for our logic. That is, any derivable sequent will hold everywhere in the model whereas any non-derivable sequent will be refuted somewhere in the model. The model will be based on specials sequences of ordinals. In order to define them, we need the following central definition.
Definition 2.1. We define ordinal logarithm as ℓ(0) := 0 and ℓ(α + ω β ) := β.
By On ω ε0 we denote the set of ℓ-sequences x := x 0 , x 1 , x 2 , . . . where for i < ω, each element x i is an ordinal below ε 0 so that x i+1 ≤ ℓ(x i ). It is clear that for any such ℓ-sequence all but finitely many elements are zero since we only consider ordinals below ε 0 . At times we will write x 0 , . . . , x n , 0 to denote our ℓ-sequences or even simply x 0 , . . . , x n whenever x n+1 = 0. Definition 2.2. Ignatiev's Frame I := I, {R n } n<ω , is defined as follows:
Next, we consider a minor variation on Ignatiev's frame. Definition 2.3. J := I, {R n } n<ω is defined as follows:
as before and
The observations collected in the next lemma all have elementary proofs. Basically, the lemma confirms that the R n are good to model provability logic and respect the increasing strength of the provability predicates [n].
Lemma 2.4.
1. Each R n for n ∈ ω is transitive: xR n y yR n z ⇒ xRz; 2. Each R n for n ∈ ω is Noetherian: each non-empty X ⊆ I has an R nmaximal element y ∈ X, i.e., ∀ x∈X ¬yR n x;
3. The relations R n are monotone in n in the sense that: xR n y ⇒ xR m y whenever n > m.
Note that Item 2 is equivalent to stating that there are no infinite ascending R n chains. In other words, the converse of R n is well-founded.
We define the auxiliary relations R α n for any n < ω and α < ε 0 . The idea is that the R α n will model the n, α modality. Definition 2.5. Given x, y ∈ I and R n on I, we recursively define xR α n y as follows:
Note that this definition makes sense both in I as in J . For the remainder of this paper, by default, this will be J . It is easy to see that for example ω, 0 R n 0 m, 0 for each n, m ∈ ω, so that also ω, 0 R Definition 2.6. Let x ∈ I and any formula ϕ. We recursively define the validity of ϕ in x, x ϕ, as follows:
• x ϕ ∧ ψ iff x ϕ and x ψ;
• x n α ϕ iff there is y ∈ I, xR α n y and y ϕ. At times, par abuse de language, we shall write x ∈ J instead of x ∈ I. By doing so, we immediately indicate where R α n should be interpreted. But as mentioned before, in this paper we will be mostly interested in J . Here are some easy observations on the R α n relations which among others tell us that all the R α n serve the purpose of a provability predicate for any n ∈ ω and α < ǫ 0 .
Lemma 2.7.
Each R
1+α n for n ∈ ω and α an ordinal is transitive: xR
2. Each R 1+α n for n ∈ ω and α an ordinal is Noetherian: each non-empty X ⊆ I has an R 1+α n -maximal element y ∈ X, i.e., ∀ x∈X ¬yR Proof. The first three items follow directly from Lemma 2.4 by an easy transfinite induction. The last item is also easy.
The intuitive idea between the xR α n y assertion, is that this tells us that there exists a chain of 'length' α of R n steps leading from the point x up to the point y. The following useful lemma tries to capture this intuition. Proof. By induction on α.
We shall now provide a characterization of the R
2. x n ≥ y n + 1 + e(y n+1 ) · (1 + α) and xR e(1+α) n−1 y;
3.
x n ≥ y n + 1 + e(y n+1 ) · (1 + α) and, x m > y m for m < n and, x m ≥ y m for m > n.
We dedicate the remainder of this section to proving this theorem and move there through a series of lemmas. The first lemma in this series is pretty obvious. It tells us that if we can move from x to y in α many steps, then the distance between x n and y n must allow α many steps; That is, they lie at least α apart. Lemma 2.10. For x, y ∈ J and n < ω and any ordinal α < ε 0 we have xR α n y =⇒ x n ≥ y n + α.
Proof. By an easy induction on α.
However, how many R n steps one can make is not entirely determined by the n coordinates of the points. For example, there is just a single R 0 step from the point ω · 2, 1 to the point ω, 1 whereas these points lie ω apart on the '0 coordinate'. The following lemma tells us how for R n steps, the n-th coordinates are affected by the values of the n + 1-th coordinate.
Lemma 2.11. For x, y ∈ J and n < ω with xR 1+α n y, we have x n ≥ y n + e(y n+1 ) · (1 + α).
In order to give a smooth presentation of this proof, we first give two simple technical lemmas with useful observations on the ordinals and ordinal functions involved.
Lemma 2.12. For α, β and γ ordinals we have
2. If (1 + α) < β and γ ∈ e(β) · (1 + On), then γ ∈ e(1 + α) · (1 + On),
3. e(β + (1 + α)) = e(β) · e(1 + α), 4. For α a limit ordinal, we have that
Proof. The first two items then can easily be seen by using a Cantor Normal Form expression with base ω. For Item 1, we use the fact that β ∈ lim together with that if ℓ(β) ≥ 1 + α , then β ≥ e(ℓ(β)) ≥ e(1 + α). For Items 2 and 3 we use that e(1
The last item follows from Definition 2.5 together with the fact that 1 + α ∈ lim = α. Lemma 2.13. For x, y ∈ J and n < ω, xR n y ⇐⇒ x n ≥ y n + e(x n+1 ).
Proof. We make a case distinction on x n . If x n ∈ succ then is trivial since e(x n+1 ) = 0. If x n ∈ lim, and furthermore, x n is an additively indecomposable limit ordinal, it follows from the fact that x n > y n and x n ≥ e(x n+1 ). Otherwise, we can rewrite x n as α+e(β) for some β ≥ x n+1 , and y n as δ+ω γ . If y n ≤ α then clearly x n ≥ y n +e(x n+1 ). If α = δ and γ < β, then notice that ω γ +e(β) = e(β) Thus, we have that α + e(β) = δ + ω γ + e(β) ≥ y n + e(x n+1 ).
With these technical lemmas at hand we can now prove Lemma 2.11.
Proof. By induction on α. For α := 0, we check that x n ≥ y n + e(y n+1 ). Note that since xR n y then x n ≥ y n + e(x n+1 ) and x n+1 ≥ y n+1 , then x n ≥ y n + e(y n+1 ). For α := β + 1, if xR 1+β1 n y then there is z ∈ J such that xR n z and zR 1+β n y. Thus, we have the following:
Therefore, x n ≥ y n + e(y n+1 ) · (1 + β) + e(z n+1 ). Since e(z n+1 ) ≥ e(y n+1 ) then x n ≥ y n + e(y n+1 ) · (1 + β) + e(y n+1 ) i.e. x n ≥ y n + e(y n+1 ) · (1 + β + 1). For α ∈ lim, notice that by IH, we have that x n ≥ y n + e(y n+1 ) · (1 + δ) for δ < α. Thus, x n ≥ y n + e(y n+1 ) · (1 + α).
Combining Lemma 2.11 and Lemma 2.10 we get the following.
Corollary 2.14. For x, y ∈ J and n < ω we have that xR 1+α n y ⇒ x n ≥ y n + 1 + e(y n+1 ) · (1 + α).
This corollary takes care of part of the implication from Item 1 to Item 2 in Theorem 2.9. We will no focus on the implication from Item 3 to Item 1 but before we do so, we first formulate a simple yet useful lemma. Lemma 2.15. For x, y ∈ J , if xR m+1 y, then x m ≥ y m + e(x m+1 ).
Proof. Since xR m+1 y, in particular x m+1 > 0 whence x m ∈ e(x m+1 ) · (1 + On) and the result follows by writing both x m and y m in Cantor Normal Form.
With this technical lemma we can obtain the next step in the direction from Item 3 to Item 1 in Theorem 2.9.
Lemma 2.16. For x, y ∈ J and n < ω we have that if
then xR 1+α n y.
Proof. We use Lemma 2.8 whence are done if we can find for each β < 1 + α there exists a collection {x γ } γ<β so that
2. x 0 = y and,
We define x γ uniformly as follows. We define x 0 := y and iv By strict monotonicity of e, we see that for any γ ′ < γ < α we have
We are now ready to prove Theorem 2.9.
Proof. From Item 2 to Item 3 is easy and from Item 3 to Item 1 is Lemma 2.16 so we focus on the remaining implication.
As mentioned before, half of the implication from Item 1 to Item 2 follows from Corollary 2.14 so that it remains to show that xR 1+α n y ⇒ xR e(1+α) n−1 y. For n = 0 this is trivial and in case n = 0 we reason as follows.
Since xR 1+α n y we get in particular that x n ≥ y n + 1 + α. Thus, by Lemma 2.15 we see x n−1 ≥ y n−1 + e(x n ) ≥ y n−1 + e(y n + 1 + α). Now using the fact (Lemma 2.12) that e(y n + 1 + α) = e(y n ) · e(1 + α) we see, making a case distinction whether y n = 0 or not and using that e(1 + α) is a limit ordinal, that x n−1 ≥ y n−1 + (1 + e(y n ) · (1 + e(1 + α)).
The result now follows from an application of Lemma 2.16.
Soundness and completeness
In this section we formulate soundness and completeness of C with respect to J . Definition 3.1. For any formulas ϕ and ψ, we say that ϕ ⊢ ψ holds in J iff for all x ∈ I, if x ϕ then x ψ. We write ϕ |= ψ to denote that the sequent ϕ ⊢ ψ holds in J .
