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PRODUCTS OF RESIDUE CURRENTS OF
CAUCHY-FANTAPPIE`-LERAY TYPE
ELIZABETH WULCAN
Abstract. With a given holomorphic section of a Hermitian vec-
tor bundle, one can associate a residue current by means of Cauchy-
Fantappie`-Leray type formulas. In this paper we define products
of such residue currents. We prove that, in the case of a complete
intersection, the product of the residue currents of a tuple of sec-
tions coincides with the residue current of the direct sum of the
sections.
1. Introduction
Let f be a holomorphic function defined in some domain in Cn and
let Y = f−1(0). Then there exists a distribution U such that fU = 1,
as shown by Schwartz [14]. For example, one can let U be the principal
value distribution [1/f ], defined as
Dn,n ∋ φ 7→ lim
ε→0
∫
|f |>ε
φ
f
.
The existence of this limit was proven by Herrera and Lieberman, [8],
using Hironaka’s desingularization theorem. By the Mellin transform,
see for example [12], one can show that the limit is equal to the analytic
continuation to λ = 0 of
(1.1) λ 7→
∫
|f |2λ
φ
f
.
The residue current associated with f is defined as ∂¯[1/f ]; it has sup-
port on Y and its action on a test form φ ∈ Dn,n−1 is given by the
analytic continuation to λ = 0 of
λ 7→
∫
∂¯|f |2λ ∧
φ
f
.
This paper concerns products of residue currents. Recall that it is in
general not possible to multiply currents (or distributions). However,
given a tuple of holomorphic functions f = (f1, . . . , fm), by certain
limiting processes one can give meaning to the expression
(1.2) ∂¯
[ 1
f1
]
∧ . . . ∧ ∂¯
[ 1
fm
]
,
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as was first done by Coleff and Herrera, [6]. By the Mellin transform,
this so called Coleff-Herrera current, denoted by RfCH , can be realized
as the analytic continuation to λ = 0 of
(1.3) ∂¯|f1|
2λ 1
f1
∧ . . . ∧ ∂¯|fm|
2λ 1
fm
.
In case f defines a complete intersection, that is, the codimension of
Y = f−1(0) is m, then RfCH has especially nice calculus properties. For
example fiR
f
CH = 0 for all i, see [11], which yields one direction of
the duality theorem, due to Passare, [10], and Dickenstein-Sessa, [7],
that asserts that if f is a complete intersection, then a holomorphic
function ϕ belongs to the ideal (f) if and only if ϕRfCH = 0.
In [13] Passare, Tsikh and Yger introduced an alternative approach
to multidimensional residue currents by constructing currents based
on the Bochner-Martinelli kernel. For each ordered index set I ⊆
{1, . . . , m} of cardinality k, let RfI be the analytic continuation to λ = 0
of
∂¯|f |2λ ∧
k∑
ℓ=1
(−1)k−1
fiℓ
∧
q 6=ℓ dfiq
|f |2k
,
where |f |2 = |f1|
2 + . . . + |fm|
2. Then RfI is a well-defined (0, k)-
current with support on Y , that vanishes whenever k < codimY or
k > min(m,n). If f is a complete intersection, there is only one non-
vanishing current, namely Rf{1,...,m}, which corresponds to the classical
Bochner-Martinelli kernel and which we denote by RfBM . Then we have
the following result.
Theorem 1.1 (Passare, Tsikh, Yger [13]). Assume that f is a complete
intersection. Then
RfBM = R
f
CH .
The Bochner-Martinelli residue currents RfI have been used for in-
vestigations in the non-complete intersection case; for example, in [5],
Berenstein and Yger used them to construct Green currents.
Based on the work in [13] Andersson, [1], introduced more general
globally defined residue currents by means of Cauchy-Fantappie`-Leray
type formulas. Let us briefly recall his construction. Assume that f
is a holomorphic section of the dual bundle E∗ of a holomorphic m-
bundle E → X over a complex manifold X . On the exterior algebra
over E we have mappings δf : Λ
ℓ+1E → ΛℓE of interior multiplication
by f , and δ2f = 0. Let E0,k(X,Λ
ℓE) be the space of smooth sections of
the exterior algebra of E∗ ⊕ T ∗0,1 which are (0, k)-forms with values in
ΛℓE, and let D′0,k(X,Λ
ℓE) be the corresponding space of currents. The
mappings δf extend to these spaces, where it anti-commutes with ∂¯.
Thus D′0,k(X,Λ
ℓE) is a double complex and the corresponding total
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complex is
· · ·
∇f
−→  Lr−1(X,E)
∇f
−→  Lr(X,E)
∇f
−→ · · · ,
where  Lr(X,E) =
⊕
k+ℓ=rD
′
0,k(X,Λ
−ℓE) and ∇f = δf − ∂¯. The exte-
rior product, ∧, induces a mapping
∧ :  Lr(X,E)×  Ls(X,E)→  Lr+s(X,E)
when possible, and ∇f is an antiderivation with respect to ∧.
If ϕ is a holomorphic function such that is ϕ = ∇fv for some
v ∈  L−1(X,E), one can prove, provided X is Stein, that there is a
holomorphic solution ψ to the division problem
∑
ψjfj = ϕ. Anders-
son’s idea to find such a v was to start looking for a solution to∇fu = 1.
Assume that E is equipped with some Hermitian metric and let s be
the section of E with pointwise minimal norm such that δfs = |f |
2 and
let
uf =
s
∇fs
=
s
δfs− ∂¯s
=
∑
ℓ
s ∧ (∂¯s)ℓ−1
(δfs)ℓ
=
∑
ℓ
s ∧ (∂¯s)ℓ−1
|f |2ℓ
be the Cauchy-Fantappie`-Leray form, introduced in [2] in order to con-
struct integral formulas in a convenient way. Clearly uf ∈  L−1 is well-
defined outside Y and since ∇fs is of even degree the expression s/∇fs
makes sense, and it follows that ∇fu
f = 1 outside Y . In [1] it is
proved that the form |f |2λuf has an analytic continuation as a current
to Reλ > −ǫ. The value at λ = 0, denoted by Uf , yields an extension
of uf over Y . In analogy with the one function case, we will sometimes
refer to Uf as the principal value current. Clearly, if Y 6= ∅, Uf can
not fulfill ∇fU
f . In fact, ∇fU
f = 1 − Rf , where Rf = ∂¯|f |2λ ∧ uf |λ=0
now defines the residue current of f . It holds that Rf = Rp+ . . .+Rµ,
where Rj ∈ D
′
0,j(X,Λ
j), p = codimY and µ = min(m,n). Moreover,
if ϕRf = 0, then v = Uf yields the desired solution to ∇fv = ϕ and
thus ϕ belongs to the ideal generated by f locally.
If E is a trivial bundle endowed with the trivial metric, the coeffi-
cients of Rf will actually be the Bochner-Martinelli currents RfI . If f is
a complete intersection, the only nonvanishing coefficient will be RfBM .
Our first goal is to define products of currents of the type Uf and Rf .
Let us consider (1.3). If we assume that each fi is a section of the dual
bundle E∗i of a line bundle Ei with frame ei and dual frame e
∗
i , the
Cauchy-Fantappie`-Leray form ufi is just ei/fi, so in fact (1.3) times
the element e1 ∧ . . . ∧ er can be expressed as
(1.4) ∂¯|f1|
2λ ∧ uf1 ∧ . . . ∧ ∂¯|fr|
2λ ∧ ufr .
In light of this, it is most tempting to extend this product to include
not only sections of line bundles but sections fi of bundles of arbitrary
rank. To be more accurate, we assume that fi is a section of the dual
bundle of a holomorphic mi-bundle Ei → X . Further, we assume that
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each Ei is equipped with a Hermitian metric, we let si be the section
of Ei of minimal norm such that δfisi = |fi|
2, and we let ufi be the
corresponding Cauchy-Fantappie`-Leray form. Then (1.4) has meaning
as a form taking values in the exterior algebra over E = E1⊕ · · ·⊕Er.
Thus, in accordance with the line bundle case, we can take the value at
λ = 0 of (1.4) as a definition ofRf1∧. . .∧Rfr , provided that the analytic
continuation exists. However, this is assured by Proposition 1.2, where
products are defined also of principal value currents.
Proposition 1.2. Let fi be holomorphic sections of the Hermitian
mi-bundles E
∗
i → X. Let u
fi be the corresponding Cauchy-Fantappie`-
Leray forms and let Yi = f
−1
i (0). Then
(1.5) λ 7→ |fr|
2λufr∧. . .∧|fs+1|
2λufs+1∧∂¯|fs|
2λ∧ufs∧. . .∧∂¯|f1|
2λ∧uf1
has an analytic continuation as a current to λ > −ǫ.
We define T = Ufr∧. . .∧Ufs+1∧Rfs∧. . .∧Rf1 as the value at λ = 0.
Then T has support on
⋂s
i=1 Yi and it is alternating with respect to the
principal value factors Ufi and symmetric with respect to the residue
factors Rfi.
Of course there is nothing special about the ordering that we have
chosen; we can just as well mix U ’s and R’s.
If the bundle E is trivial, endowed with the trivial metric, and more-
over if f1⊕ · · ·⊕ fr is a complete intersection, then R
fr ∧ . . .∧Rf1 will
consist of only one term, which can be interpreted as a product of the
corresponding Bochner-Martinelli currents RfiBM . In general, however,
there will also occur terms of lower degree.
Proposition 1.3. Let
T = Ufr ∧ . . . ∧ Ufs+1 ∧ Rfs ∧ . . . ∧ Rf1
be defined as above. Let m = m1 + . . .+mr. Then T = Tp + . . .+ Tq,
where Tℓ ∈ D
′
0,ℓ(Λ
•E), p = codimY1 ∩ . . . ∩ Ys and q = min(m,n).
In particular, if f = f1 ⊕ · · · ⊕ fr is a complete intersection, then
Rfr ∧ . . . ∧ Rf1 consists of only one term of top degree m.
Our next aim is to prove a generalized version of Theorem 1.1. Since,
in the particular case when the bundles Ei are all line bundles, the
current Rf1 ∧ . . . ∧ Rfr is just the Coleff-Herrera current of f times
e1 ∧ . . . ∧ er, we can formulate the equivalence in the theorem as
(1.6) Rf1⊕...⊕fr = Rf1 ∧ . . . ∧ Rfr .
Now, the obvious question is, does this equality extend to hold for
sections of vector bundles of arbitrary rank. Our main result states
that this is indeed the case.
Theorem 1.4. Let fi be holomorphic sections of the Hermitian mi-
bundles E∗i and let f be the section f1⊕· · ·⊕fr of E
∗ = E∗1 ⊕· · ·⊕E
∗
r .
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If f is a complete intersection, that is, codim f−1(0) = m1 + . . .+mr,
then
Rf = Rf1 ∧ . . . ∧ Rfr .
That is, in a local perspective, given a tuple of functions split into
subtuples, the product of the Bochner-Martinelli currents of each sub-
tuple is equal to the Bochner-Martinelli current of the whole tuple of
functions. We give an explicit proof of Theorem 1.4 based on the exis-
tence of two ∇f -potentials.
Theorem 1.5. Let f = f1⊕· · ·⊕fr be a section of E
∗ = E∗1⊕· · ·⊕E
∗
r .
Assume that f is a complete intersection. Then there exists a current V
such that
(1.7) ∇fV = 1−R
f1 ∧ . . . ∧ Rfr ,
and furthermore a current Uf ∧ V such that
(1.8) ∇f (U
f ∧ V ) = V − Uf .
At first it might seem a bit peculiar to denote the second potential
by Uf ∧V . However, notice that on a formal level, if we were allowed to
multiply currents so that∇f acted as an antiderivation on the products,
then
∇f (U
f ∧ V ) = (1−Rf ) ∧ V − Uf ∧ (1− Rf1 ∧ . . . ∧ Rfr),
since Uf is of odd degree. From Proposition 1.3 we know that Rf and
Rf1 ∧ . . . ∧Rfr take values in ΛmE, since f is a complete intersection.
But since V and Uf have positive degree in ej it is reasonable to expect
the products V ∧ Rf and Uf ∧ Rf1 ∧ . . . ∧Rfr to vanish. Thus we are
left with V − Uf , and the notation is motivated.
Proof of Theorem 1.4. Recall that∇fU
f = 1−Rf . Hence, applying∇f
twice to Uf ∧ V yields
0 = ∇2f(U
f ∧ V ) = ∇f (U
f − V ) = Rf1 ∧ . . . ∧ Rfr −Rf ,
and thus we are done. 
The disposition of this paper is as follows. In Section 2 we give
proofs of Proposition 1.2 and Proposition 1.3. In Section 3 we prove
Theorem 1.5. Finally, in Section 4 we give an example of products of
Cauchy-Fantappie`-Leray currents and also discuss a possible general-
ization of Theorem 1.4.
2. Products of residue currents of
Cauchy-Fantappie`-Leray type
We start with the proof of Proposition 1.2. For further use a slightly
more general formulation is appropriate. Indeed, the proof of Theo-
rem 1.5 requires a broader definition of products of currents. We need
to allow also products of currents of sections of the bundle E, that
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are not necessarily orthogonal, at least in certain cases. Thus we give
a new, somewhat unwieldy, version of Proposition 1.2 that however
covers all the currents that we will be concerned with.
By the notion that a form (or current) is of degree k in dz¯j , we will
just mean that it is a (•, k)-form. In the same manner, we will say that
a form is of degree ℓ in ej when it takes values in Λ
ℓE.
Proposition 2.1. Let f = f1 ⊕ . . . ⊕ fr be a holomorphic section of
the bundle E∗ = E∗1 ⊕ . . . ⊕ E
∗
r , where E
∗
i is a Hermitian mi-bundle.
For a subset I = {I1, . . . , Ip} of {1, . . . , r}, let fI denote the section
fI1 ⊕ . . . ⊕ fIp of E
∗
I = E
∗
I1
⊕ . . . ⊕ E∗Ip, let u
fI be the corresponding
Cauchy-Fantappie`-Leray form, let YI = f
−1
I (0), and let mI = mI1 +
. . .+mIp. If I
1, . . . , I t are subsets of {1, . . . , r}, then
(2.1)
λ 7→ |fIt|
2λufIt ∧ . . .∧|fIs+1|
2λufIs+1 ∧ ∂¯|fIs|
2λ∧ufIs ∧ . . .∧ ∂¯|fI1 |
2λ∧ufI1
has an analytic continuation to λ > −ǫ.
We define T = UfIt ∧ . . . ∧ UfIs+1 ∧ RfIs ∧ . . . ∧ RfI1 as the value
at λ = 0. Then T has support on
⋂s
i=1 YIk and it is alternating with
respect to the principal value factors U and commutative with respect
to the residue factors R.
Note that Proposition 1.2 corresponds to the particular case when
each Ij is just a singleton. The proof of Proposition 2.1 is very much
inspired by the proof of Lemma 2.2 in [13] and Theorem 1.1 in [1].
It is based on the possibility of resolving singularities by Hironaka’s
theorem, see [3], and the following lemma, which is proven essentially
by integration by parts.
Lemma 2.2. Let v be a strictly positive smooth function in C, ϕ a test
function in C, and p a positive integer. Then
λ 7→
∫
vλ|s|2λϕ(s)
ds ∧ ds¯
sp
and
λ 7→
∫
∂¯(vλ|s|2λ) ∧ ϕ(s)
ds
sp
both have meromorphic continuations to the entire plane with poles
at rational points on the negative real axis. At λ = 0 they are both
independent of v, and the second one only depends on the germ of ϕ at
the origin. Moreover, if ϕ(s) = s¯ψ(s) or ϕ = ds¯ ∧ ψ, then the value of
the second integral at λ = 0 is zero.
Proof of Proposition 2.1. We may assume that the bundle E = E1 ⊕
· · · ⊕ Er is trivial since the statement is clearly local. Note that
fi =
∑
fi,je
∗
i,j, where e
∗
i,j is the trivial frame. The proof is based on
the possibility to resolve singularities locally using Hironaka’s theorem.
Given a small enough neighborhood U of a given point in X there exist
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a n-dimensional manifold U˜ and a proper analytic map Πh : U˜ → U
such that if Z = {
∏
i,j fi,j = 0} and Z˜ = Π
−1
h (Z), then Π : U˜\Z˜ → U\Z
is biholomorphic and such that moreover Z˜ has normal crossings in U˜ .
This implies that locally in U˜ we have that Π∗hfi,j = ai,jµi,j, where ai,j
are non-vanishing and µi,j are monomials in some local coordinates τk.
Further, given a finite number of monomials µ1 . . . , µm in some coor-
dinates τk defined in an n-dimensional manifold Ut, there exists a toric
manifold U˜t and a proper analytic map Πt : U˜t → Ut such that Πt is bi-
holomorphic outside the coordinate axes and moreover, locally it holds
that, for some i, Π∗tµi divides all Π
∗
tµj, see [4] and [9]. Clearly, if µi
divides µj in Ut then Π
∗
tµi divides Π
∗
tµj in U˜t. Thus after a number,
say q, of such toric resolutions Πti we can locally consider each sec-
tion fIi as a monomial times a non-vanishing section. More precisely
we have that Π∗fIi = µif
′
Ii
, where Π = Πtq ◦ · · · ◦ Πt1 ◦ Πh, µi is a
monomial and f ′
Ii
is a non-vanishing section of E∗
Ii
.
Let φ be a test form with compact support. After a partition of
unity we may assume that it has support in a neighborhood U as above.
Then, since Πh is proper, the support of Π
∗
hφ can be covered by a finite
number of neighborhoods in which it holds that Π∗hφ = ai,jµi,j. If ψ
is a test form with support in such a neighborhood, then the support
of Π∗t1ψ can be covered by finitely many neighborhoods in which we
have the desired property that the pull-back of one monomial divides
some of the other ones, and so on. Thus, for Reλ > 2maximIi , (2.1)
is in L1loc, and since Π is biholomorphic outside a set of measure zero
we have that∫
|fIt |
2λufIt∧. . .∧|fIs+1|
2λufIs+1∧∂¯|fIs|
2λ∧ufIs ∧. . .∧∂¯|fI1|
2λ∧ufI1∧φ
is equal to a finite number of integrals of the form
(2.2)∫
Π∗(|fIt|
2λufIt∧. . .∧|fIs+1 |
2λufIs+1∧∂¯|fIs|
2λ∧ufIs∧. . .∧∂¯|fI1 |
2λ∧ufI1 )∧ φ˜.
Here
φ˜ = ρtqΠ
∗
tq
(. . . ρt1Π
∗
t1
(ρhΠ
∗
h(φ))),
where the ρ•’s are functions from some partitions of unity, so that
the test form φ˜ has support in a neighborhood where it holds that
Π∗fIi = µif
′
Ii
. In such a coordinate neighborhood the pullback of sIi
is µ¯i times a smooth form, so that Π
∗(sIi ∧ (∂¯sIi)
ℓ−1) is µ¯ℓi times a
smooth form. Moreover Π∗|fIi|
2 = |µi|
2ai, where ai is a strictly positive
smooth function. Thus
Π∗ufIi =
∑
ℓ
µ¯ℓiαi,ℓ
|µi|2ℓ
=
∑
ℓ
αi,ℓ
µℓi
,
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where αi,ℓ are smooth forms taking values in Λ
ℓE, and so (2.2) is equal
to a finite sum of integrals
(2.3)
∫
|µt|
2λaλt
αt,ℓt
µℓtt
∧ . . . ∧ |µs+1|
2λaλs+1
αs+1,ℓs+1
µ
ℓs+1
s+1
∧
∂¯(|µs|
2λaλs ) ∧
αs,ℓs
µℓss
∧ . . . ∧ ∂¯(|µ1|
2λaλ1) ∧
α1,ℓ1
µℓ11
∧ φ˜.
Expanding each factor ∂¯(|µj|
2λaλj ) by Leibniz’ rule results in a finite
sum of terms. Letting ∂¯ fall only on the monomials µi yields integrals
of the form
(2.4)
∫
aλ|µ′|2λ
αL
µL
∧ ∂¯|σqss |
2λ ∧ . . . ∧ ∂¯|σq11 |
2λ ∧ φ˜,
where σi is one of the coordinate functions τj that divide µi, a = at · · · a1
is a strictly positive smooth function, µ′ and µ′L are monomials in τj
not divisible by any σi and αL = Cαt,ℓt ∧ . . . ∧ α1,ℓ1 is a smooth form,
where C is just a constant that depends on the relation between qi and
the number of σi’s in µi. The remaining integrals, that arise when ∂¯
falls on any of the ai, vanish in accordance with Lemma 2.2. Indeed,
consider one of the integrals obtained when ∂¯ falls on a1,
λ
∫
aλ|µ′|2λ
αL
µL
∧ ∂¯|σqss |
2λ ∧ . . . ∧ ∂¯|σq22 |
2λ ∧ ∂¯a1 ∧ φ˜.
This is just λ times an integral of the form (2.4), so provided that we
can prove the existence of an analytic continuation of (2.4), it must
clearly vanish at λ = 0.
Now an application of Lemma 2.2 for each τk that divides any of
the µj’s gives the desired analytic continuation of (2.4) to λ > −ǫ.
Note that for σ1, . . . , σs we get integrals of the second type, for the
remaining τi integrals of the first type, so that the value at λ = 0 is a
current with support on {σs = 0} ∩ . . . ∩ {σ1 = 0}. Thus the value of
(2.3) at λ = 0 has support on
{µs = 0} ∩ . . . ∩ {µ1 = 0} = Y˜Is ∩ . . . ∩ Y˜I1,
where Y˜• = Π
−1Y•, and accordingly U
fIt ∧ . . .∧UfIs+1 ∧RfIs ∧ . . .∧RfI1
is a current with support on YIs ∩ . . . ∩ YI1.
Since the form (2.1) is alternating with respect to the factors |fIi|
2λufIi
and symmetric with respect to the factors ∂¯|fIi|
2λ∧ufIi , it follows that
UfIt ∧ . . . ∧ UfIs+1 ∧ RfIs ∧ . . . ∧ RfI1 is alternating with respect to
the principal value factors and symmetric with respect to the residue
factors. 
We continue with the proof of Proposition 1.3.
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Proof of Proposition 1.3. Notice that Tℓ is the analytic continuation to
λ = 0 of the terms
(2.5) |fr|
2λufrℓr ∧ . . . ∧ |fs+1|
2λu
fs+1
ℓs+1
∧ ∂¯|fs|
2λ ∧ ufsℓs ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1ℓ1 ,
where
ufiℓi =
si ∧ (∂¯si)
ℓi−1
|fi|2ℓi
and the total degree in dz¯j (that is ℓ1 + . . .+ ℓr − r + s) is ℓ.
Following the proof of Proposition 2.1, a term of the form (2.5),
integrated against a test form φ, is equal to a sum of terms like
(2.6)
∫
|µr|
2λaλr
αr,ℓr
µℓrr
∧ . . . ∧ |µs+1|
2λaλs+1
αs+1,ℓs+1
µ
ℓs+1
s+1
∧
∂¯(|µs|
2λaλs ) ∧
αs,ℓs
µℓss
∧ . . . ∧ ∂¯(|µ1|
2λaλ1) ∧
α1,ℓ1
µℓ11
∧ φ˜,
where the αi,ℓi’s are smooth forms of degree ℓi in ej , the ai’s are non-
vanishing functions, the µi’s are monomials in some local coordinates τj
and φ˜ is as in the previous proof. We can find a toric resolution such
that locally one of µ1, . . . , µs divides the other ones, so without loss of
generality we may assume that µ1 divides µ2, . . . , µs.
We expand ∂¯(|µ1|
2λaλ1) by Leibniz’ rule. Observe that when ∂¯ falls
on aλ1 the integral vanishes as in the proof of Proposition 2.1, and thus it
suffices to consider the case when ∂¯ falls on one of the τj that divide µ1,
say on |σ|2λ. If ℓ < p, we claim that this part of (2.6) vanishes when
integrating with respect to σ. In fact, we may assume that φ = φI∧dz¯I ,
where φI is an (n, 0)-form and dz¯I = dz¯I1 ∧ . . . ∧ dz¯In−ℓ . Now dz¯I van-
ishes on the variety Y1 ∩ . . . ∩ Ys of codimension p for degree reasons.
Consequently Π∗(dz¯I) vanishes on Y˜1 ∩ . . . ∩ Y˜s, and in particular on
{σ = 0}. However, this is a form in dτ¯k with antiholomorphic coeffi-
cients since Π is holomorphic, and therefore each of its terms contains
a factor dσ¯ or a factor σ¯. Indeed, if Ψ(τ) is a form in dτ¯k with anti-
holomorphic coefficients we can write
Ψ(τ) = Ψ′(τ) ∧ dσ¯ +Ψ′′(τ),
where Ψ′′(τ) does not contain dσ¯. The first term clearly vanishes on
{σ = 0} since dσ¯ does. If Ψ(τ) vanishes on {σ = 0}, then Ψ′′(τ)
does, and hence it contains a factor σ¯ due to antiholomorphicity. In
both cases the σ-integral, and thereby (2.6), vanishes according to
Lemma 2.2. 
3. The complete intersection case
If f = f1, f2 defines a complete intersection, then
λ = (λ1, λ2) 7→
∫
∂¯|f1|
2λ1
1
f1
∧ ∂¯|f2|
2λ2
1
f2
∧ φ
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is holomorphic at λ = 0, see [12], as was first proven by Berenstein and
Yger. Although not yet satisfactorily proven the result is believed to
extend to any finite number of functions fi.
Thus, taking a closer look at the definition of the currents in Propo-
sition 1.2 (and Proposition 2.1) a natural question is whether
(3.1) t(λ) := ∂¯|fr|
2λr ∧ ufr ∧ . . . ∧ ∂¯|f1|
2λ1 ∧ uf1
is holomorphic in λ.
In general, letting λ tend to 0 along different paths yields different
currents as shown by the following example. Let f1 = z1 and f2 = z1z2
in C2 and consider t(λ) acting on a test form φ = ϕ(z1, z2) dz1 ∧ dz2∫
∂¯|f1|
2λ1 ∧ ∂¯|f2|
2λ2
f1f2
∧ φ =
∫
∂¯|z1|
2λ1 ∧ ∂¯|z1z2|
2λ2
z21z2
∧ φ.
As λ tends to zero the integral approaches the value λ1/(λ1+λ2)ϕz1(0, 0).
Thus the value at 0 depends on the ratio between λ1 and λ2.
In case we have two functions defining a complete intersection though,
this phenomenon does not occur. By an integration by parts, we can
write t(λ) integrated against a test form φ as∫
|f2|
2λ2uf2 ∧ ∂¯|f1|
2λ1 ∧ uf1 ∧ ∂¯φ.
After a resolution of singularities this is equal to a sum of integrals of
the form ∫
|µ2|
2λ2aλ22
α2,ℓ2
µℓ22
∧ ∂¯(|µ1|
2λ1aλ11 ) ∧
α1,ℓ1
µℓ11
∧ ∂¯ φ˜,
according to the proof of Proposition 2.1. Let σ be one of the coordinate
functions that divides µ1. If µ2 does not contain σ, then the σ-integral
is clearly independent of λ. If µ2 does contain σ, at first we seem to end
up in a situation similar to the one above, where the result at λ = 0
depends on the relation between λ1 and λ2. However, the σ-integral
vanishes for the same reason as Tℓ vanishes when ℓ < p in the proof
of Proposition 1.3. Thus, in this case, the definition of the current
T = t(λ)|λ=0 is robust in the sense that it does not depend on the
particular path along which λ tends to zero.
Provided that the Mellin transform of the residue integral is holo-
morphic in λ in a neighborhood of 0 ∈ Cr, it is reasonable to believe
that also t(λ) is. Presuming this to be true, we can give a soft proof
of Theorem 1.4 based on Theorem 1.1. Indeed, if f =
∑m
1 fje
∗
j is a
section of a bundle E∗ we let
tfCFL(λ) = ∂¯|f |
2λ ∧ uf ,
and
tfCH(λ) = ∂¯|f1|
2λ 1
f1
∧ . . . ∧ ∂¯|fm|
2λ 1
fm
,
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where CFL and CH of course stand for Cauchy-Fantappie`-Leray and
Coleff-Herrera, respectively. With this notation the equality in Theo-
rem 1.1 can be expressed as
(3.2) tfCFL(λ)|λ=0 = t
f
CH(λ)|λ=0.
Now let f and g be sections of the bundles E∗1 and E
∗
2 , respectively,
and assume that f ⊕ g is a complete intersection. By definition,
Rf ∧ Rg = tfCFL(λ) ∧ t
g
CFL(λ)|λ=0,
and
Rf⊕g = tf⊕gCFL(λ)|λ=0,
so we need to prove that
tfCFL(λ) ∧ t
g
CFL(λ)|λ=0 = t
f⊕g
CFL(λ)|λ=0.
If Reλ2 is large enough, t
g
CFL(λ2) is in  L
1
loc, and so by (3.2)
tfCFL(λ1) ∧ t
g
CFL(λ2)|λ1=0 = t
f
CH(λ1) ∧ t
g
CFL(λ2)|λ1=0,
and analogously, if Reλ1 is large enough
tfCH(λ1) ∧ t
g
CFL(λ2)|λ2=0 = t
f
CH(λ1) ∧ t
g
CH(λ2)|λ2=0.
Now, by assumption
(λ1, λ2) 7→ t
f
•(λ1) ∧ t
g
•(λ2),
where • stands for either CFL or CH , is holomorphic at the origin,
and thus it follows that
tfCFL(λ) ∧ t
g
CFL(λ)|λ=0 = t
f
CH(λ) ∧ t
g
CH(λ)|λ=0,
but the right hand side is, by (3.2), equal to tf⊕gCFL(λ)|λ=0, and so we
obtain Theorem 1.4 for r = 2. However, the argument easily extends
to arbitrary r.
The way we actually prove Theorem 1.4, that is, as already an-
nounced, by Theorem 1.5, is more direct and relies neither on the
holomorphicity of the Mellin transform nor on Theorem 1.1. The proof
is inspired by Proposition 4.2 in [1], in which potentials were used to
prove Theorem 1.1. Our hope is that this construction of potentials
will be of use for further investigations in the case of a non-complete
intersection.
Proof of Theorem 1.5. We let
V = Uf1 + Uf2 ∧Rf1 + Uf3 ∧Rf2 ∧Rf1 + . . .+ Ufr ∧Rfr−1 ∧ . . . ∧Rf1 .
To motivate this choice of V , note that on a formal level
(3.3) ∇f (U
fi ∧Rfi−1 ∧ . . .∧Rf1) = Rfi−1 ∧ . . .∧Rf1 −Rfi ∧ . . .∧Rf1 ,
so that
∇fV = 1−R
fr ∧ . . . ∧Rf1 .
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Indeed, observe that ∇f acts on U
fi just as ∇fi, so that ∇fU
fi =
1−Rfi . Thus, to prove the first claim of the theorem we have to make
this computation legitimate.
First, notice that if a form A(λ), depending on a parameter λ, has
an analytic continuation as a current to λ = 0, then clearly ∇fA(λ)
has one. The action on a test form φ is given by
±
∫
A(λ) ∧∇fφ.
However, by integration by parts with respect to ∇f and due to the
uniqueness of analytic continuations, this is equal to∫
∇fA(λ) ∧ φ.
To be able to perform the integration by parts in a stringent way we
have to regard the currents T ∈ D′0,k(Λ
ℓE) as functionals on
Dn,n−k(Λ
n−ℓE ∧ΛnE∗). So far we have been a little sloppy about this.
Thus, to compute ∇fV we consider the form
vλ = |f1|
2λuf1 + |f2|
2λuf2 ∧ ∂¯|f1|
2λ ∧ uf1 + . . .
. . .+ |fr|
2λufr ∧ ∂¯|fr−1|
2λ ∧ ufr−1 ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1 ,
since, by definition, vλ|λ=0 = V , and accordingly ∇fV = (∇fv
λ)|λ=0.
More precisely, to verify (3.3), let us consider (recall that ∇fu
fi = 1)
∇f(|fi|
2λufi ∧ ∂¯|fi−1|
2λ ∧ ufi−1 ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1) =
− ∂¯|fi|
2λ ∧ ufi ∧ ∂¯|fi−1|
2λ ∧ ufi−1 ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1+
|fi|
2λ∂¯|fi−1|
2λ ∧ ufi−1 ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1 +R,
where R is a sum of terms of the form
|fi|
2λufi ∧ ∂¯|fi−1|
2λ ∧ ufi−1 ∧ . . . ∂¯|fj|
2λ ∧ ∂¯|fj−1|
2λ ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1 ,
that arise when ∇f falls on any u
fj , j < i. The value at λ = 0 of
the first term is just −Rfi ∧ Rfi−1 ∧ . . . ∧ Rf1 , and it follows from
Lemma 3.1 that the second term has an analytic continuation to λ = 0
equal to Rfi−1 ∧ . . . ∧ Rf1 . The remaining terms, R, vanish according
to Lemma 3.3. Thus (1.7) is proved, and thereby the first part of the
theorem.
Furthermore, let
Uf ∧ V = Uf ∧ Uf1 + Uf ∧ Uf2 ∧Rf1+
Uf ∧ Uf3 ∧Rf2 ∧ Rf1 + . . .+ Uf ∧ Ufr ∧ Rfr−1 ∧ . . . ∧ Rf1 .
We compute ∇f of each term. To do this we use a form as above
whose analytic continuation to λ = 0 is equal to this particular current.
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Now, we actually need the extended version of Proposition 1.2, that is
Proposition 2.1. Indeed, consider
∇f(|f |
2λuf ∧ |fi|
2λufi ∧ ∂¯|fi−1|
2λ ∧ ufi−1 ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1) =
− ∂¯|f |2λ ∧ uf ∧ |fi|
2λufi ∧ ∂¯|fi−1|
2λ ∧ ufi−1 ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1+
|f |2λ|fi|
2λufi ∧ ∂¯|fi−1|
2λ ∧ ufi−1 ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1+
|f |2λuf ∧ ∂¯|fi|
2λ ∧ ufi ∧ ∂¯|fi−1|
2λ ∧ ufi−1 ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1
− |f |2λuf ∧ |fi|
2λ ∧ ∂¯|fi−1|
2λ ∧ ufi−1 ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1+
|f |2λuf ∧R.
The first term corresponds to −Rf ∧Ufi ∧Rfi−1 ∧ . . .∧Rf1 . Since f is a
complete intersection and Rf therefore is of top degree in dz¯j according
to Proposition 1.3, it is most reasonable to expect also this product to
be of top degree in dz¯j , but because of the factor U
fi ∈  L−1(Ei) that is
apparently not possible unless the product vanishes. This is indeed the
case, as follows from Lemma 3.2. The second, third and fourth terms
have analytic continuations as Ufi∧Rfi−1∧. . .∧Rf1 , Uf ∧Rfi∧. . .∧Rf1
and −Uf ∧Rfi−1∧. . .∧Rf1 , respectively, by Lemma 3.1. The remaining
terms vanish according to Lemma 3.3. Hence
∇f(U
f ∧ V ) =
∑
Ufi ∧ Rfi−1 ∧ . . . ∧ Rf1
−
∑
(Uf ∧Rfi−1 ∧ . . . ∧ Rf1 − Uf ∧Rfi ∧ . . . ∧ Rf1) =
V − Uf + Uf ∧Rfr ∧ . . . ∧ Rf1 .
Finally, the term Uf ∧Rfr ∧ . . .∧Rf1 vanishes by Lemma 3.4, and thus
taking the lemmas 3.1 to 3.4 for granted, the theorem is proved. 
What remains is the technical part, to prove the lemmas. We have
tried to put them as simply as possible. Still the formulations may
seem a bit strained though. Hopefully, the remarks will shed some
light on what matters. We will use the word codegree for the difference
between the dimension n of X and the degree.
Lemma 3.1. Let f = f1⊕· · ·⊕ fr be a section of E
∗ = E∗1 ⊕· · ·⊕E
∗
r .
Assume that f is a complete intersection. Let s < r and r′ ≤ r. If
h = f , or if h = fi for some i > s, then
(3.4) |h|2λ|fr′|
2λufr′∧. . .∧|fs+1|
2λufs+1∧∂¯|fs|
2λ∧ufs∧. . .∧∂¯|f1|
2λ∧uf1
has an analytic continuation to Reλ > −ǫ, which for λ = 0 is equal to
the current Ufr′ ∧ . . . ∧ Ufs+1 ∧Rfs ∧ . . . ∧ Rf1.
Moreover,
(3.5)
|h|2λ|f |2λuf∧|fr′|
2λufr′∧. . .∧|fs+1|
2λufs+1∧∂¯|fs|
2λ∧ufs∧. . .∧∂¯|f1|
2λ∧uf1
has an analytic continuation to Reλ > −ǫ, which for λ = 0 is equal to
the current Uf ∧ Ufr′ ∧ . . . ∧ Ufs+1 ∧Rfs ∧ . . . ∧Rf1.
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Remark 1. The crucial point is that inserting a factor |h|2λ has no effect
on the value at λ = 0, as long as
codim {h = 0} ∩ Ys ∩ . . . ∩ Y1 > codimYs ∩ . . . ∩ Y1,
since then all possibly “dangerous” contributions to the current will
vanish for degree reasons as in the proof of Proposition 1.3. There
might be a more general formulation of the lemma that catches this
behaviour better. Nevertheless, for the proof of Theorem 1.5 it suffices
with the cases above. 
Proof. We give a proof of the first claim of the lemma. The second one,
concerning (3.5), can be proved along the same lines.
For a compactly supported test form φ, we consider∫
|h|2λ|fr′|
2λufr′∧. . .∧|fs+1|
2λufs+1∧∂¯|fs|
2λ∧ufs∧. . .∧∂¯|f1|
2λ∧uf1∧φ.
After a resolution of singularities as described in the proof of Proposi-
tion 2.1, for Reλ large enough, this integral is equal to a sum of
(3.6)
∫
|µh|
2λ|µr′|
2λaλr′
αr′,ℓr′
µ
ℓr′
r′
∧ . . . ∧ |µs+1|
2λaλs+1
αs+1,ℓs+1
µ
ℓs+1
s+1
∧
∂¯(|µs|
2λaλs ) ∧
αs,ℓs
µℓss
∧ . . . ∧ ∂¯(|µ1|
2λaλ1) ∧
α1,ℓ1
µℓ11
∧ φ˜,
where the aj’s are strictly positive functions, the µj’s are polynomials
in some local coordinates τj , the αj,ℓj ’s are smooth forms and φ˜ is as in
the proof of Proposition 2.1. The existence of the analytic continuation
to Reλ > −ǫ follows from Lemma 2.2 as before.
Our aim is to prove that the factor |h|2λ does not affect the value
at λ = 0. Let σ be one of the coordinate functions τk that divides µh.
When expanding each factor ∂¯(|µj|
2λaλj ) by Leibniz’ rule we get two
different types of terms, integrals with an occurrence of a factor ∂¯|σα|2λ
for some α, and integrals with no such factors. In the second case the
extra factor |σ|2λ does no harm, since, in fact, the value at λ = 0 is
independent of the number of |σ|2λ’s in the numerator as long as there
is no σ¯ in the denominator. Furthermore, we claim that each integral
of the first kind actually vanishes at λ = 0. The argument is analogous
to the one in the proof of Proposition 1.3. Let us first consider the case
when h = f . Observe that the terms in (3.4) are of degree at most
m1 + . . .+mr′ − r
′+ s ≤ m− 1 in dz¯j , where m = m1 + . . .+mr. The
crucial term -1 appears because of the (at least for the proof) necessary
condition that r < s, that is that we have at least one factor U . Thus,
it is enough to consider test forms of codegree in dz¯ at most m − 1.
We assume that φ = φI ∧ dz¯I , where φI is a smooth (n, 0)-form and
dz¯I = dz¯I1∧. . .∧dz¯Ip where p ≥ n−(m1+. . .+mr)+1. Now, dz¯I vanishes
on the variety Y = f−1(0), since it has codimension m, and accordingly
Π∗(dz¯I) vanishes on Y˜ = Π
−1Y , and in particular on {σ = 0}. Since
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it is a form in dτ¯j with antiholomorphic coefficients, each of its terms
contains a factor σ¯ or dσ¯, see the proof of Proposition 1.32, and so in
both cases the σ-integrals vanish according to Lemma 2.2.
In the second case, when h = fi, the proof becomes slightly more
complicated. We want to prove that the σ-integral vanishes due to the
occurrence of a factor σ¯ or dσ¯ as above, but now the desired factors σ¯
and dσ¯ do not necessarily divide the test form φ˜. We need to look at
a “larger” form than φ, in fact at the “largest” possible “σ-free” form.
Without loss of generality we may assume that, for some numbers s′
and r′, 1 ≤ s′ ≤ s ≤ r′ ≤ r, σ divides µs′+1, . . . , µs and µr′+1, . . . , µr
but neither µ1, . . . , µ
′
s nor µs+1, . . . , µ
′
r. Recall that u
fi =
∑
ℓ v
fi
ℓi
/|fi|
2ℓ,
where vfiℓi = si ∧ (∂¯si)
ℓi−1. Let the smooth form
vfrℓr ∧ . . . ∧ v
fs+1
ℓs+1
∧ ∂¯|fs′|
2 ∧ v
f ′s
ℓ′s
∧ . . . ∧ ∂¯|f1|
2 ∧ vf1ℓ1
be denoted by Fℓ, and let
Y ′ = {fs′+1 = . . . = fs = fr′+1 + . . . fr = h = 0}.
As above we may assume that φ consists of only one term φI ∧ dz¯I .
Then, by inspection, the form Fℓ ∧ dz¯I is of codegree at most
ms′+1 + . . .+ms +mr′+1 + . . .+mr − r + r
′
in dz¯j, which is strictly less than
codim Y ′ = ms′+1 + . . .+ms +mr′ + . . .+mr +mh,
because of the assumptions of complete intersection. Consequently
Fℓ ∧ dz¯I vanishes on Y
′, and thus Π∗(Fℓ ∧ dz¯I) vanishes on Π
−1Y ′, and
in particular on {σ = 0}. Since it is a form in dτ¯j with antiholomorphic
coefficients, each of its terms contains a factor σ¯ or a factor dσ¯. Using
that ∂¯|f |2λ = λ|f |2(λ−1)∂¯|f |2, we can write (3.6) as
±
∫
|µh|
2λ|µr|
2λaλr
αr,ℓr
µℓrr
∧ . . . ∧ |µr′+1|
2λaλr′+1
αr′+1,ℓr′+1
µ
ℓr′+1
r′+1
∧
∂¯(|µs|
2λaλs ) ∧
αs,ℓs
µℓss
∧ . . . ∧ ∂¯(|µs′+1|
2λaλ1) ∧
αs′+1,ℓs′+1
µ
ℓs′+1
s′+1
∧
|µr′|
2λaλr′ · · · |µ1|
2λaλ1
|µr′|2ℓr′ · · · |µs+1|2ℓs+1
λs
′ |µs′|
2λa
(λ−1)
s′ · · · |µ1|
2λa
(λ−1)
1
|µs′|2(ℓs′+1) · · · |µ1|2(ℓ1+1)
Π∗(Fℓ) ∧ φ˜,
where the sign depends on the relation between r, r′, s and s′. Now
the only way a factor σ¯ in the numerator (more precisely in Π∗(Fℓ) ∧
φ˜) could be cancelled out when λ is small is by the occurrence of a
factor σ¯ in one of µ1, . . . , µs′, but that would obviously contradict the
assumption made above. Hence each term in the integral must contain
a factor σ¯ or dσ¯ independently of the value of λ and thus the σ-integral
vanishes according to Lemma 2.2. 
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Lemma 3.2. Let f = f1⊕· · ·⊕fr be a section of E
∗ = E∗1⊕· · ·⊕E
∗
r of
rank m and let h = f ⊕ f ′, where f ′ is a section of the dual bundle of a
holomorphic m′-bundle E ′. Assume that h is a complete intersection.
If r > s, then
(3.7)
∂¯|h|2λ∧uh∧|fr|
2λufr∧. . .∧|fs+1|
2λufs+1∧∂¯|fs|
2λ∧ufs∧. . .∧∂¯|f1|
2λ∧uf1
has an analytic continuation to Reλ > −ǫ that vanishes at λ = 0.
Remark 2. Notice that the value at λ = 0 corresponds to the current
Rh∧Ufr∧. . .∧Ufs+1∧Rfs∧. . .∧Rf1 . Since h is a complete intersection,
Rh is of degreem+m′ in dz¯j according to Proposition 1.3, and therefore
it is reasonable to expect also the product to be of degree m+m′ in dz¯j .
However, since the product contains at least one principal value factor,
the degree in ej must be strictly larger than the degree in dz¯j , and so,
the product must vanish. We will see that the assumption that r > s
is crucial also for the proof. 
Proof. After a resolution of singularities as described in the proof of
Proposition 2.1, we can write (3.7) integrated against a test form φ as
a sum of terms of the type
(3.8)∫
∂¯(|µh|
2λaλh)
αh,ℓh
µℓhh
∧ |µr|
2λaλr
αr,ℓr
µℓrr
∧ . . . ∧ |µs+1|
2λaλs+1
αs+1,ℓs+1
µ
ℓs+1
s+1
∧
∂¯(|µs|
2λaλs ) ∧
αs,ℓs
µℓss
∧ . . . ∧ ∂¯(|µ1|
2λaλ1) ∧
α1,ℓ1
µℓ11
∧ φ˜,
where the αi,ℓi’s are smooth forms of degree ℓi in ej , the ai’s are non-
vanishing functions and the µi’s are monomials in some local coordi-
nates τk and φ˜ is as in the previous proofs.
We expand the factor ∂¯(|µh|
2λaλh) by Leibniz’ rule and consider the
term obtained when ∂¯ falls on |σ|2λ, where σ is one of the τk’s that
divide µh. We prove that this term vanishes when integrating with
respect to σ. The term that arises when ∂¯ falls on aλh clearly vanishes
as before, see the proof of Proposition 2.1. Since the rank of E ⊕
E ′ is m + m′, the terms in (3.7) are of degree at most m + m′ −
1 in dz¯, since we have at least one U -factor. Thus it is enough to
consider test forms of codegree in dz¯ at most m + m′ − 1. As in the
previous proofs we may assume that φ = φI ∧ dz¯I . It follows that dz¯I
vanishes on Y = h−1(0) for degree reasons, and thus Π∗(dz¯I) vanishes
on Π−1Y . Since this is a form in dτ¯j with antiholomorphic coefficients,
each of its terms contains a factor σ¯ or dσ¯ and consequently the σ-
integral vanishes according to Lemma 2.2. 
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Lemma 3.3. Let f = f1⊕· · ·⊕ fr be a section of E
∗ = E∗1 ⊕· · ·⊕E
∗
r .
Assume that f is a complete intersection and let s < r. Then
(3.9)
|fr|
2λufr∧. . .∧|fs+1|
2λufs+1∧∂¯|fs|
2λ∧ufs∧. . .∧∂¯|ft|
2λ∧. . .∧∂¯|f1|
2λ∧uf1
and
(3.10) |f |2λuf ∧ |fr|
2λufr ∧ . . . ∧ |fs+1|
2λufs+1 ∧ ∂¯|fs|
2λ ∧ ufs∧
. . . ∧ ∂¯|ft|
2λ ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1
have analytic continuations to Reλ > −ǫ that vanish at λ = 0.
Remark 3. Morally, what this lemma says is that when applying Leib-
niz’ rule to ∇f acting on a product of principal value and residue cur-
rents, there will be no contributions from∇f falling on a residue factor.
Of course this is expected, since the residue currents are∇f -closed. 
Proof. For (3.9) the result follows from Lemma 3.1 after an integration
by parts with respect to ∇f . (Recall that φ is a form taking values in
Λn−ℓE ∧ ΛnE∗.) Note that ∂¯|ft|
2λ = −∇f |ft|
2λ. By Stokes’ theorem,∫
|fr|
2λufr ∧ . . . ∧ |fs+1|
2λufs+1 ∧ ∂¯|fs|
2λ ∧ ufs ∧ . . .
. . . ∧ ∇f |ft|
2λ ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1 ∧ φ =
±
∫
(|ft|
2λ − 1)∇f (|fr|
2λufr ∧ . . . ∧ |fs+1|
2λufs+1∧
∂¯|fs|
2λ ∧ ufs ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1 ∧ φ),
so it is enough to prove that this expression vanishes at λ = 0. For
degree reasons it will vanish if ∇f acts on φ, so let us consider the form
(3.11) ∇f(|fr|
2λufr∧. . .∧|fs+1|
2λufs+1∧∂¯|fs|
2λ∧ufs∧. . .∧∂¯|f1|
2λ∧uf1).
Now, applying Leibniz’ rule gives a sum of terms, of which the ones
arising when ∇f falls on a principal value term will vanish for degree
reasons, whereas the others will be precisely as in the hypothesis of
Lemma 3.1. Moreover ft is an h of the second kind, so according to
Lemma 3.1 the factor |ft|
2λ does not have any effect on the value at
λ = 0. Thus we are done.
In the case of (3.10), after an integration by parts, we have to prove
that∫
(|ft|
2λ − 1)∇f(|f |
2λuf ∧ |fr|
2λufr ∧ . . . ∧ |fs+1|
2λufs+1∧
∂¯|fs|
2λ ∧ ufs ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1 ∧ φ)
vanishes at λ = 0. The term when ∇f falls on the factor |f |
2λuf is
of the type in Lemma 3.2. It is easy to see from the proof that the
factor |ft|
2λ does not affect the value at λ = 0 and so this term vanishes.
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The remaining part is as in the hypothesis of the latter statement of
Lemma 3.1, thus the result follows as above. 
Lemma 3.4. Let f = f1⊕· · ·⊕ fr be a section of E
∗ = E∗1 ⊕· · ·⊕E
∗
r .
Assume that f is a complete intersection. Let h = fI1⊕· · ·⊕fIp , where
I = {I1, . . . , Ip} ⊂ {1, . . . , r}. Then
(3.12) |h|2λuh ∧ ∂¯|fr|
2λ ∧ ufr ∧ . . . ∧ ∂¯|f1|
2λ ∧ uf1
has an analytic continuation to Reλ > −ǫ that vanishes at λ = 0.
Remark 4. The value at λ = 0 corresponds to the current Uh ∧ Rf1 ∧
. . .∧Rfr . Since the R-part is of top degree according to Proposition 1.3
this product should formally vanish by arguments similar to those in
Remark 2. 
Proof. As in the proofs of the previous lemmas we start by a resolution
of singularities. Thus, the form (3.12) integrated against a test form φ
is equal to a sum of terms of the type
(3.13)∫
|µh|
2λaλh
αh,ℓh
µℓhh
∧ ∂¯(|µr|
2λaλr )∧
αr,ℓr
µℓrr
∧ . . .∧ ∂¯(|µ1|
2λaλ1)∧
α1,ℓ1
µℓ11
∧ φ˜,
where αi,ℓi, ai, µi and φ˜ are as above. Further, we can find a reso-
lution to a certain toric variety so that locally one of the monomials
µ1, . . . , µr divides the other ones. Without loss of generality we may
assume that µ1 divides all µj’s. We expand ∂¯(|µ1|
2λaλ1) by Leibniz’
rule. The term obtained when ∂¯ falls on aλ1 vanishes as in the proof of
Proposition 2.1, so it is enough to consider the terms that arise when ∂¯
falls on |σ|2λ, where σ is one of the coordinates in µ1.
We claim that the σ-integral vanishes at λ = 0. As usual, we observe
that the terms of (3.12) are of degree at most m−1 in dz¯j, where the -1
in this case is due to the factor Uh, so it suffices to consider test forms
of codegree at most m−1. We assume that φ = φI∧dz¯I , where φI is an
(n, 0)-form and dz¯I = dz¯I1 ∧ . . .∧ dz¯Ip, where p ≤ n−m+1. Then dz¯I
vanishes on the variety Y = f−1(0) for degree reasons, and accordingly
Π∗(dz¯) vanishes on Π−1Y , and in particular on {σ1 = 0}. By arguments
as in the proof of Proposition 1.3 it follows that Π∗(dz¯) must contain a
factor σ¯ or dσ¯ since it is a form in dτ¯k with antiholomorphic coefficients,
and hence the σ-integral vanishes as before. 
4. An example
We conclude this paper with an explicit computation, by which
we enlighten the possibility of extending Theorem 1.4 to a slightly
weaker notion of complete intersection. Indeed, when generalizing The-
orem 1.1, or rather its line bundle formulation (1.6), to sections of bun-
dles of arbitrary rank, it is not obvious how one should interpret the
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assumption of f being a complete intersection. In the formulation of
Theorem 1.4 we require the codimension of f−1(0) to be equal to the
rank of the bundle E. A less strong hypothesis would be to just demand
the fi’s to intersect properly, that is, that codim f
−1(0) = p1+. . .+pr if
pi = codim fi. However, the following example shows that Theorem 1.4
does not extend to this case.
Example 1. Let f1 = z
2
1 , f2 = z1z2 and g = z2z3. Then
Yf = f
−1(0) = {z1 = 0}, Yg = g
−1(0) = {z2 = 0} ∪ {z3 = 0},
and Y = Yf ∩ Yg = {z1 = z2 = 0} ∪ {z1 = z3 = 0}.
Note that Yf and Yg have codimension 1, and that Y has codimension 2.
Thus f and g intersect properly, although they do not define a complete
intersection.
Let us compute (Rf ∧Rg)2. Adopting the trivial metric we get
sf = f¯1e1 + f¯2e2 = z¯1(z¯1e1 + z¯2e2) and |f |
2 = |z1|
2(|z1|
2 + |z2|
2),
so that
uf1 =
z¯1e1 + z¯2e2
z1(|z1|2 + |z2|2)
.
Let φ be a test form of bidegree (3, 1) with support outside {z2 = 0}.
Then Rf ∧ Rg.φ is given by
∫
∂¯(|z1|
2λ(|z1|
2+|z2|
2)λ)∧
z¯1e1 + z¯2e2
z1(|z1|2 + |z2|2)
∧∂¯|z2z3|
2λ∧
e3
z2z3
∧φ|λ=0 =
−
∫
∂¯
[ 1
z1
][ 1
z2
]
∧ ∂¯
[ 1
z3
]
∧ e2 ∧ e3 ∧ φ.
Note that the support of the current is on the z2-axis, as expected
since φ has support outside the z3-axis.
To deal with test forms with support intersecting {z2 = 0} we need
to resolve the singularity of f at the z3-axis. Let U˜ be the blow-up of C
3
z
along the z3-axis and let Π : U˜ → C
3
z be the corresponding proper map.
We can cover U˜ by two coordinate charts,
Ω1 = {(τ1, τ2, z3); (τ1, τ1τ2, z3) = z ∈ C
3
z}
and Ω2 = {(σ1, σ2, z3); (σ1σ2, σ1, z3) = z ∈ C
3
z}.
In Ω1
Π∗uf1 =
e1 + τ¯2e2
τ 21 (1 + |τ2|
2)
,
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and thus
(4.1)
RΠ
∗f ∧ RΠ
∗g = ∂¯|τ1|
4λ ∧
e1 + τ¯2e2
τ 21 (1 + |τ2|
2)
∧ ∂¯|τ1τ2z3|
2λ ∧
e3
τ1τ2z3
∣∣∣
λ=0
=
2
3
∂¯
[ 1
τ 31
]
∧
e1 + τ¯2e2
τ 31 (1 + |τ2|
2)
∧ ∂¯
[ 1
τ2z3
]
∧ e3.
Let φ be a test form of bidegree (3, 1); we can write φ as φI ∧dz, where
dz = dz1 ∧ dz2 ∧ dz3 and φI = ϕ
1(z)dz¯1 + ϕ
2(z)dz¯2 + ϕ
3(z)dz¯3. Now∫
Rf ∧ Rg ∧ φ =
∫
U˜
RΠ
∗f ∧ RΠ
∗g ∧ Π∗φ. To compute the contribution
from the chart Ω1, let φ˜ = χΠ
∗φ, where χ is a function of some partition
of unity with support in Ω1. We may without loss of generality assume
that χ only depends on |τi| and also that χ(0, 0, z3) = 1. Then we get
that RΠ
∗f ∧RΠ
∗g.φ˜ is equal to
2
3
∫
∂¯
[ 1
τ 31
]
∧e1∧∂¯
[ 1
τ2
][ 1
z3
]
∧e3∧χϕ
3(τ1, τ1τ2, z3) dz¯3∧dτ1∧d(τ1τ2)∧dz3 =
(2πi)2
2
3
∫
ϕ31(0, 0, z3)
1
z3
e1 ∧ e3 ∧ dz¯3 ∧ dz3 =
−
2
3
∫
∂¯
[ 1
z21
]
∧ ∂¯
[ 1
z2
][ 1
z3
]
∧ e1 ∧ e3 ∧ φ,
where we have used the well known fact that
(4.2)
∫
z
∂¯
[ 1
zp
]
∧ ψ(z)dz =
2πi
(p− 1)!
∂p−1
∂zp−1
ψ(0).
Computing RΠ
∗f ∧RΠ
∗g in Ω2 gives yet another contribution. Alto-
gether we get
(Rf ∧ Rg)2 = −∂¯
[ 1
z1
][ 1
z2
]
∧ ∂¯
[ 1
z3
]
∧ e2 ∧ e3
−
2
3
∂¯
[ 1
z21
]
∧ ∂¯
[ 1
z2
][ 1
z3
]
∧ e1 ∧ e3 +
1
3
∂¯
[ 1
z1
]
∧ ∂¯
[ 1
z22
][ 1
z3
]
∧ e2 ∧ e3.
Similar computations yield
Rf⊕g2 = ∂¯
[ 1
z21
]
∧ ∂¯
[ 1
z2
][ 1
z3
]
∧ e1∧ e3− ∂¯
[ 1
z1
][ 1
z22
]
∧ ∂¯
[ 1
z3
]
∧ e2∧ e3.
For details, we refer to [15]. See also Theorem 5.2 in [16].
To conclude, Rf ∧ Rg 6= Rf⊕g, and hence Theorem 1.4 does not
generalize to the case of proper intersections. 
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