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We present a Josephson junction based on a Ge-Si core-shell nanowire with transparent super-
conducting Al contacts, a building block which could be of considerable interest for investigating
Majorana bound states, superconducting qubits and Andreev (spin) qubits. We demonstrate the dc
Josephson effect in the form of a finite supercurrent through the junction, and establish the ac Joseph-
son effect by showing up to 23 Shapiro steps. We observe multiple Andreev reflections up to the
sixth order, indicating that charges can scatter elastically many times inside our junction, and that our
interfaces between superconductor and semiconductor are transparent and have low disorder.
INTRODUCTION
Josephson junctions are defined as a weak link be-
tween two superconducting reservoirs, which allows
a supercurrent to be transported through intrinsically
non-superconducting materials, as long as the junction
is shorter than the coherence length [1, 2]. While early
Josephson junctions realized a weak link by using thin
layers of oxide, micro-constrictions, point contacts or
grain boundaries [3–7], access to complex mesoscopic
semiconducting materials have led to Josephson junc-
tions in which control over the charge carrier density
enables in situ tuning of the junction transparency and
critical current [8–13].
Devices employing semiconducting nanowires
have consequently explored a wide range of ap-
plications in a variety of material systems such as
SQUIDs (superconducting quantum interference de-
vices) [14–16], pi-junctions [15, 17–19], and Cooper
pair splitters [20, 21]. Additionally, superconducting
trans- and gatemon qubits have been successfully re-
alized using InAs nanowires [22, 23] and carbon nan-
otubes [24], while considering 2-dimensional materi-
als, graphene [25] and InAs-InGaAs quantum wells [26]
have been used.
Another field where induced superconductivity in
mesoscopic junctions is key, is the undergoing experi-
mental confirmation of Majorana fermions. This has re-
sulted in a great number of works [27–32], but results
have been limited to only a handful of material systems.
In this work we present a Josephson junction with
transparent high-quality interfaces based on semicon-
ducting Ge-Si core-shell nanowires. This material sys-
tem has proven itself in the realm of normal-state quan-
tum dots [33–41], but apart from a limited number of
reports [42–45], topics related to induced superconduc-
tivity are relatively unexplored.
Apart from the possibility for Ge-Si nanowires to be
implemented in trans- or gatemon qubits, holes in this
system possess several interesting physical properties
which makes them highly suitable for hosting Majorana
fermions [46] and Andreev (spin) qubits [47–53]. They
are predicted to have strong, tunable spin-orbit cou-
pling [54, 55], have a Landé g-factor that is tunable with
electric field [37] and have potentially zero hyperfine in-
teraction [56]. The realization of a Josephson junction
with transparent high-quality interfaces is a crucial step
towards all the described applications for this system.
Using superconducting Al contacts on the Ge-Si
nanowire, we will present the experimental observation
of the dc Josephson effect: a finite switching current ISW
through the nanowire Josephson junction. We will also
look at multiple Andreev reflections (MAR) [57, 58] and
analyze the position of the resulting conductance peaks
inside the superconducting gap of Al, ∆Al. Addition-
ally, we look at the temperature dependence of MARs
and ISW and finally, we irradiate our junction with mi-
crowaves resulting in Shapiro steps, the first report on
the ac Josephson effect in this system. The observation
of both the dc and the ac Josephson effect confirms we
have a true Josephson junction.
NANOWIRE JOSEPHSON JUNCTION
Figure 1a shows a SEM (scanning electron mi-
croscopy) image of the device with a channel length of
~150 nm, designed for 4-terminal measurements. As de-
scribed in detail in Ref. [59], Ge and/or Si inter diffuses
with the Al contacts, during thermal annealing. This
leaves a semiconducting island of ~50 nm, which can
be identified by a difference in contrast in the nanowire
core on the SEM image. This has been confirmed by a
TEM (transmission electron microscopy) study with an
EDX (energy-dispersive x-ray) spectrum analysis on the
same device (see Ref. [59]).
We plot the sourced current IS versus the measured
voltage between source and drain VSD in Fig. 1b. Sweep-
ing IS forward, i. e., from 0 to finite bias, we find that the
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FIG. 1. dc Josephson effect in a Ge-Si nanowire. a) False-color SEM image of the device under investigation. A nanowire with a
20 nm diameter lies on the SiO2 covered substrate and is contacted by an Al source and drain. The channel length is ~150 nm with
a semiconducting island (red arrow) of ~50 nm. b) VSD vs IS for VBG = −7.6 V and VBG = −15 V. IS is swept from left to right
(solid) and successively from right to left (dashed) denoted by the colored arrows. ISW and IR are indicated for VBG = −7.6 V.
Horizontal black arrows indicate ‘wiggles’ in the curve corresponding to MAR of the nth order.
junction switches from the superconducting state to a
dissipative state at a switching current of ISW = 44 nA
at a backgate voltage VBG = −15 while ISW = 32 nA
at VBG = −7.6 V. When sweeping backwards, i. e., from
finite IS to 0, the junction returns to its superconduct-
ing state at the retrapping current IR, resulting in hys-
teretic behavior. For a backgate voltage VBG = −15 V,
we find IR = 34 nA and a ratio ISW/IR = 1.3, while for
VBG = −7.6 V, IR = 10 nA and a ratio ISW/IR = 3.4. This
indicates that our junction is underdamped [60] and that
ISW, as well as the damping, depend on VBG, mainly
due to the changing number of subbands participating
in transport and their position relative to the Fermi en-
ergy of the Al contacts. As described in extensive de-
tail in Ref. [44], the device is tunable from full depletion
(with ISW = 0) to highly transparent where ISW > 40 nA
on which this work is focused.
JUNCTION CHARACTERISTICS
We will now establish whether our nanowire is bal-
listic or diffusive. In the ballistic case, particles travers-
ing the junction do not scatter, except on the interfaces.
In the diffusive case, particles encounter scattering sites
inside the junction which leads, for example, to sup-
pression of ISW [61]. For a ballistic nanowire and com-
pletely transparent interfaces, one expects the normal-
state conductance to appear in multiples of the conduc-
tance quantum G0 = 2e2/h, and the critical current in
multiples of the maximum critical current for a single
subband IC,MAX = e∆Al/h¯ = 51 nA [2]. In our case,
the finite interface transparency [44] leads to lower ob-
served values of both the conductance G and the switch-
ing current ISW, where ISW is suppressed by additional
mechanisms such as electromagnetic coupling with the
environment [9], premature switching and heating ef-
fects [2, 62]. From experiments it is therefore not trivial
to conclude whether our nanowire is diffusive or bal-
listic and we therefore make a quantitative estimation
based on calculations.
We start with estimating the elastic scattering
length using le = µm?vF/e [63] with µ the hole mobility,
m? the effective hole mass and vF the Fermi velocity. We
use µ ≈ 3500 cm2/Vs (determined at 4 K, see [64]) and
m? ≈ 0.5me for the mixed heavy and light holes [54, 65]
with me the free electron mass. To obtain the Fermi ve-
locity we use the solutions of the Schrödinger equation
for a cylindrical potential well and find the expression
for the Fermi energy of the nth subband with quantum
number l as En,l = h¯
2α2n−1,l/2m
?R2 [66] with αn,l the lth
root of the nth order Bessel function and R the wire ra-
dius. For the first subband this gives E1,1 ≈ 15 meV, cor-
responding to a Fermi velocity vF ≈ 1 · 105 m/s and an
estimated elastic scattering length of le ≈ 100 nm. Using
a gate lever arm α = 0.02 and the fact that the nanowire
is depleted at VBG ≈ 5 V [44], we find that in the regime
VBG = [−7.6,−15] V we operate at 6 (E6,1 ≈ 256 meV) to
8 (E8,1 ≈ 388 meV) subbands, increasing le to ∼ 400 nm.
As can be seen in Fig. 1a, our nanowire channel
length is ~150 nm, but as discussed before, our semi-
conducting island is ~50 nm. We are therefore far away
from the diffusive limit le << L with a corresponding
coherence length of ξdiff =
√
h¯D/pi∆Al ≈ 390 nm with
D = vFle. We approach the ballistic limit le >> L, with
a coherence length of ξball = h¯vF/pi∆Al ≈ 380 nm [2]
independent of le. This places the nanowire well within
the ballistic limit, as is reaffirmed by the fact that the
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FIG. 2. Multiple Andreev reflections up to the 6th order. a)
Differential conductance ∂IS/∂VSD versus VSD and VBG. The
black arrows indicate the sweep direction (see. ). Horizontal
equipotential lines of increased conductance indicated by the
green arrows correspond to MAR. Current biased measure-
ment where the IS and VSD axes were inverted (see Methods)
before numerical derivation. Only return current was mea-
sured (see black arrows) in a highly hysteretic regime (see blue
curve in Fig. 1b) to reach the low-voltage regime. b) Single
traces of ∂IS/∂VSD versus VSD for three values of VBG. Green,
orange and blue (traces offset by 200 µS) taken at VBG = -8.3,
-8 and -7.6 V (see Fig. 2a, dashed lines). Vertical grey dashed
lines denote expected MAR peak positions calculated by n =
2∆Al/eVSD for n = 1− 10. Inset: MAR peak positions (P.P.) vs
inverse MAR order 1/n at VBG = −7.6 (blue trace) for positive
bias. The black line is a linear fit through zero. c) Same data as
b) plotted versus n, only positive VSD is shown. The vertical
dashed gray lines show integers of n which can be matched
with the MAR peaks up to n = 6.
semiconducting island can be host to a single few-hole
quantum dot [44] and that highly-tunable normal-state
devices can be host to dots of length l > 400 nm [38].
By increasing the Al-nanowire interface transparencies,
fully ballistic junctions could therefore be realised with
lengths up to a few hundred nanometer.
In Ref. [44] we extract an averaged 〈ISWRN〉 =
217 µeV ∼ ∆Al, close to the theoretical maximum. Since
our Ge-Si segment is ballistic, the Thouless energy has
only meaning in terms of the time of flight through the
junction τ = L/vF ≈ 125 fs so that ETh,ball = h¯/τ ≈
5.5 mV  ∆Al for the sixth subband and the induced
gap is therefore ∼ ∆Al.
Out of the 7 devices exhibiting superconducting
transport, 3 devices showed gate-tunability and Shapiro
steps. There are strong indications that in the other 4
devices the Al inter-diffusion has progressed through-
out the channel (see Ref. [59]), resulting in a completely
metallic superconducting device.
MULTIPLE ANDREEV REFLECTIONS
Small wiggles are visible in the VSD versus IS curve
for VBG = −7.6 V in Fig. 1b, which are a signature of
MAR. This becomes clearer in the differential conduc-
tance ∂IS/∂VSD for a range of VBG in Fig. 2a: the wiggles
in VSD translate to conductance peaks seen at values of
VSD corresponding to eVSD(n) = 2∆Al/n [2] with n an
integer denoting the MAR order. n = 1-5 are indicated
by the green arrows in Fig. 2a for positive bias [orders
n = 2-5 are indicated in Fig. 1(b)]. The strong conduc-
tance peak at VSD = 0 corresponds to a supercurrent
and is a direct consequence of the inversion of the IS
and VSD axes (see Methods), which maps IS onto the cor-
responding value of VSD. Since a supercurrent implies
VSD = 0 for a range of IS, this results in a strong peak
in ∂ID/∂VSD. The height of the oscillating black regions
for VSD < 0.05 mV as a function of VBG is a measure
for the magnitude of IR (see Methods) where the oscilla-
tions correspond to varying occupation of the subbands
of a weak confinement potential in the wire [44].
The MAR conductance peaks can be more clearly
distinguished in individual linetraces in Fig. 2b and we
focus on the blue trace at VBG = −7.6 V. The finite width
of the MAR peaks reflects the distribution of the DOS
peak at eVSD = 2∆Al and is additionally broadened by
phase decoherence and inelastic processes when quasi-
particles traverse the channel [2, 67]. We extract the
peak positions (P.P.) in VSD of the first 6 orders and
plot them versus the inverse MAR order in the inset in
Fig. 2b. We expect the second order MAR peak to be at
the position of our superconducting gap, i. e., for n = 2,
eVSD = ∆Al. For a more accurate estimate of ∆Al we
perform a linear fit through zero for the six MAR peak
positions and find ∆Al = 0.212 meV which translates to
4a critical temperature of our Al TC,Al = ∆Al/1.764 kBT =
1.39± 0.03 K [2]. This is confirmed by an independent
measurement of the TC of an Al stripline (not shown)
and is in good agreement with the critical temperature
observed in Fig. 3.
In Fig. 2b higher-order MAR peaks become increas-
ingly hard to resolve because of the hyperbolic relation
of VSD with n. In Fig. 2c, we therefore convert the x-axis
from VSD to units of n = 2∆Al/eVSD, resulting in evenly
spaced orders of n, and plot the conductance for positive
bias for the same three VBG as in Fig. 2b. We see that for
n > 6, the conductance peaks can no longer be unam-
biguously assigned and they span multiple n. Possibly,
the peak patterns for high-order MAR are a superposi-
tion of many overlapping MAR processes.
Comparing the blue curve in Fig. 2c with the or-
ange and green curve taken at different VBG, we observe
that peak positions for lower order MAR do not per-
fectly reproduce, for instance, the orange curve does not
show a clear peak at n = 4. We partly explain this by
considering our interface transparencies which act as a
weak confinement potential, resulting in highly broad-
ened energy levels in the wire. The relative position of
these levels with respect to the Fermi level changes the
resonant condition for MAR, resulting in a shift of the
MAR peak positions [68]. Inspecting Fig. 2a, the high-
order MAR peaks (n > 5) are indeed modulated, both
in intensity and position in VSD, by the changing charge
and subband population represented by the black re-
gions at low bias (VSD < 0.05 mV).
We conclude from Fig. 2 that the resolvability of
MAR up to n = 6 means that quasiparticles can elas-
tically scatter at least 6 times on the interfaces, each time
traversing the nanowire channel. This requires very low
inelastic scattering probabilities and a high (though fi-
nite) interface transparency [69].
TEMPERATURE DEPENDENCE OF ISW AND MAR
We will now investigate the temperature dependence
of the switching current and the multiple Andreev re-
flections. In Fig. 3a we plot the differential resistance
∂VSD/∂IS versus IS as a function of temperature T. The
black region ∂VSD/∂IS = 0 indicates superconductiv-
ity and we can see the decrease of ISW for increasing T
until ISW disappears at T ≈ 1.4 K, in agreement with
TC,Al = 1.39 K calculated from ∆Al. The slight increase
of |IR| between T = 0 - 0.7 K could be due to changes in
the thermal conductivity of the devicesâA˘Z´ surround-
ings, leading to better thermalization at higher temper-
atures.
For ballistic supercurrent through a superconductor -
normal metal âA˘S¸ superconductor Josephson junction,
the critical current was modeled by Galaktionov and
Zaikin [70] based on the Eilenberger equations. Note,
that this model neglects the spin-orbit interaction, but
arbitrary barrier transparencies can be included, and an
average is provided over multiple modes. We have used
this model to fit our Ic(T) data. As input parameters we
used the critical temperature of 1.4 K, a Fermi velocity
of 1 × 105 m/s, and an electrode separation of 50 nm.
These parameters completely determine the shape of the
Ic(T) and provide a zero-temperature estimate for the
average critical current of 6 nA per mode. For the exper-
imentally measured Ic, this would correspond to about
7 modes in the junction, consistent with our estimate
of the number of modes based on the normal transport
data. We furthermore obtain an average transparency
of ∼ 50 %, lower than the previously obtained trans-
parency of ∼ 80 % [44] using the BTK model [71], aver-
aged over a large gate voltage. This difference could be
explained by the fact that ISW(T) was only determined
at a single value of VBG and that ISW is likely to be sup-
pressed with respect to the actual critical current of the
junction. The resulting model Ic(T) has been plotted in
Fig. 4a, together with the experimental data.
The MAR signatures visible outside the supercon-
ducting region, scale with ∆Al and therefore gradually
decrease and converge to VSD = 0 for T → TC,Al. Fig-
ure 3b shows the same dataset as Fig. 3a converted to
a voltage-biased plot (see Methods) and since for MAR
order n = 2, VSD = ∆Al, we have a direct measure of
∆Al(T). We use the BCS interpolation formula [72, 73]:
∆(T) =
2∆Al,0
n
tanh
(
1.74
√
∆Al,0
1.76kBT
− 1
)
; (1)
where we replaced the pre-factor ∆Al,0 with 2∆Al,0/n
where ∆Al,0 = 0.212 µeV is the superconducting gap of
Al at T ≈ 0 as determined in Fig. 2b. We plot this curve
in Fig. 3b and find excellent agreement for the n = 2
MAR peak and a good fit for n = 3. The value of ∆Al,0
corresponds to the observed TC,Al ≈ 1.4 K, while ∆Al
follows the BCS curve as a function of T, i.e., the MAR
are indeed an excellent measure for the superconduct-
ing gap of the Al contacts.
SHAPIRO STEPS
We now look at the ac Josephson effect by irradiating
our junction with a λ/4 antenna located ~5 mm above
the chip with frequencies ranging from 0.8 to 4.4 GHz.
Figure 4a shows VSD versus IS for three different fre-
quencies at finite microwave amplitudes Vrms, revealing
Shapiro steps in the current-voltage relation. Shapiro
steps [74] are a direct manifestation of the ac Josephson
effect where phase locking occurs between the quasipar-
ticles in the junction and the applied microwaves. Start-
ing from the ac Josephson relation V = h¯2e
dφ
dt , quasipar-
ticles can acquire a phase of φ = 2pim per period of
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FIG. 3. Temperature dependence of MAR and ISW. a) Differential resistance ∂VSD/∂IS vs IS and T and b) differential conductance
∂IS/∂VSD vs VSD and T, both for the same data with VBG = −13.35 V. IS and VSD are swept from negative to positive bias. In
a) ISW and IR are denoted by the white arrows and the green dashed line is a fit based on the Eilenberger equations [70]. Black
dashed curves in b) are fits to Eq. 1.
the applied microwave frequency f with m an integer
denoting the Shapiro step number. We can thus write
dφ
dt = 2pim f , translating to a total dc voltage VSD =
m∆V = mh f /2e [2] where m is determined by IS and mi-
crowave amplitude Vrms. The extracted step height for
various frequencies in Fig. 4b shows good agreement.
We attribute the qualitative variation in the rounding of
the steps as a function of frequency to spectral broaden-
ing of the microwaves, in turn caused by the microwave
antenna properties and the coupling to the Faraday cage
in which the sample resides.
We now fix the applied frequency at 2.65 Ghz and
plot ∂VSD/∂IS versus IS and Vrms at VBG = −15 V in
Fig. 4c. When increasing Vrms, clearly visible lines of
differential resistance enter the bias window, each corre-
sponding to a stepwise increase of VSD by m∆V = con-
stant on the plateaus enclosed by the steps. As in
most experimental setups, our microwave source and
antenna have a much higher impedance than our su-
perconducting Josephson junction [2, 75] and it there-
fore acts as an ac current source. Therefore, the width
of the current plateaus cannot be described by simple
Bessel functions, but can only be numerically approxi-
mated [2, 75, 76].
To gain insight in the number of Shapiro steps and
their corresponding plateau heights in Fig. 4c, we show
a VSD biased plot in units of ∆V = h f /2e of the same
measurement data in Fig. 4d. The plateaus of constant
VSD in Fig. 4c are now visible as peaks in differential con-
ductance ∂IS/∂VSD. Looking at the linecut on the right
we see that up to 23 steps are visible, all aligned with
values of m∆V = mh f /2e. This clear demonstration of
the ac Josephson effect in Fig. 4, together with dc effects
such as MAR and finite a ISW is proof that our junction
is, indeed, a well behaved Josephson junction.
SHAPIRO STEPS VERSUS VBG
Previously, VBG was fixed at −15 V, corresponding to
a region with a high ISW and low hysteresis, i.e. close to
critical damping corresponding to a Stewart-McCumber
parameter βC close to 1 [2]. In Fig. 5a we show a current-
sourced backgate dependence of Shapiro steps at fixed
microwave frequency and power. The junction is gen-
erally hysteretic for regions with lower ISW, observed in
this figure at regions where the Shapiro steps are mov-
ing closer together on the IS axis. This corresponds to a
higher normal state resistance RN which increases βC
and results in an underdamped junction. Since mea-
surement data were acquired in both directions while
sweeping IS back and forth (after stepping VBG with
25 mV after each sweep), hysteresis appears as a white
speckle pattern caused by the data acquisition alternat-
ing directions in IS (see for instance between VBG = −10
and −8 V). The observed oscillations of ISW (and indi-
rectly RN) as a function of VBG are again the result of the
varying population of subbands.
Figure 5b shows the voltage-biased backgate de-
pendence of the same measurement data as Fig. 5a
where plateaus in current are translated to peaks in
∂IS/∂VSD by inverting the IS and VSD axis and normal-
ising VSD to ∆V. We identify 5 Shapiro steps which
partially disappear in regions with increased RN when
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FIG. 4. ac Josephson effect, up to 23 Shapiro steps. a) VSD
versus IS for frequencies f = 1.51, 2.80 and 4.40 GHz at re-
spective amplitudes Vrms = 0.11, 0.13 and 0.13 V. Vrms values
are ac amplitudes applied before filtering. f = 2.8 GHz results
in a step height of ∆V = 5.8 µV (black arrow). b) Step height
∆V versus microwave frequency f extracted from data (blue
boxes). The black line is a plot of ∆V = h f /2e. c) Differen-
tial resistance ∂VSD/∂IS versus IS and microwave rms voltage
Vrms applied at a frequency of 2.65 GHz at VBG = −15 V (red
curve in Fig. 1b). d) Left: ∂IS/∂VSD versus VSD and Vrms, same
measurement data as c) with IS and VSD axes reversed before
numerical derivation (see Methods). VSD shown in units of
h f /2e. Right: linecut at Vrms = 0.66 V showing 23 peaks.
the junction is hysteretic. For this specific Vrms, steps
0, 1, and 4 disappear in the hysteretic regions, loosely
corresponding to the smaller current plateau widths.
Since the plateau widths vary (Bessel-like) with Vrms
(see Fig. 4c), which steps are missing therefore changes
as a function of Vrms (not shown here). At VBG = −15 V,
all steps are visible which is the reason this specific volt-
age was used in Fig. 4.
CONCLUSION
We have realized a Josephson junction where the
high interface transparency between the superconduct-
ing leads and the nanowire results in multiple Andreev
reflections up to the 6th order. We additionally show up
to 23 Shapiro steps, clearly demonstrating the ac Joseph-
son effect for the first time in this system. We estimate
the total contact transparency to be between 50% and
80% based on the temperature dependence and previ-
ously obtained results. We furthermore estimate the
nanowire segment to be in the ballistic limit and improv-
ing the contact interfaces could therefore result in fully
ballistic junctions.
Ge-Si nanowire-based Josephson junctions pos-
sess all ingredients necessary for obtaining Majorana
fermions and in parallel experiments we have found
very hard induced superconducting gaps [59]. We
therefore propose a follow-up experiment with a de-
vice design suitable for probing the zero-energy Majo-
rana bound states in the nanowire [28]. Additionally,
other applications such as superconducting qubits and
Andreev (spin) qubits, can now actively be pursued in
this system.
METHODS
Post-processing of measurement data
All measurements in this work are performed using
a 3-probe measurement. A series resistance of 3.46 kΩ
was subtracted from all measurement data. In Fig. 2,
Fig. 3b, Fig. 4d and Fig. 5b, the datasets are obtained
using a current source driving IS with VSD measure-
ment after which a software routine is used to invert
the source and measurement axis. To obtain equidis-
tant points on the new VSD source axis, the points are
recalculated by interpolation in IS on a grid with prede-
termined VSD stepsize. The resolution of VSD is chosen
high enough so that no features in the original measure-
ment of VSD are lost. In Fig. 4c and Fig. 4d a similar grid
interpolation procedure was used to convert the x-axis
from units of dBm to V.
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Same data set as a) where IS and VSD axes were inverted (see section Methods). We identify up to 5 Shapiro steps, i. e., current
plateaus s = 0 - 5. The ‘wavy’ pattern, i. e., the gradual shift of the lines in VSD as a function of VBG, is caused by small variations
in the leakage current at different VBG.
MAR dataset acquisition
In the open regime MAR peaks can only be seen when
the junction is in the dissipative current state and since
higher-order (n > 6) MAR reside close to 0 bias, they
can be obscured by the superconducting ’blind spot’ of
the junction. We use the bi-stable current-voltage rela-
tion (hysteresis) of our underdamped Josephson junc-
tion in Fig. 2a, where we choose a region of VBG with
a low IR. In order to measure the current-voltage re-
lation of the junction way below ISW, the low IR is ex-
ploited by sweeping from finite |IS| to 0 in both bias di-
rections. We note that IR is still finite which is reflected
in the small black oscillating ‘blind spot’ region around
|VSD| = 0, although a much larger range of VSD can now
be probed. The visibility of MAR also depends on GN: a
higher GN results in a lower voltage drop over the same
IS, thus effectively enhancing measurement resolution
of the equipotential MAR peaks. This is especially im-
portant for higher order MAR (> 4), since its hyperbolic
relation with VSD means that the corresponding peaks
become very closely spaced.
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