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Introducción1 
a terminología entendida como la descrip-
ción y organización de los conceptos de un 
dominio de conocimiento, las relaciones entre 
los conceptos y los términos o las definiciones 
que denotan esos conceptos están presentes en 
diferentes ámbitos. Esta organización concep-
tual y la correspondiente manifestación lin-
güística, gráfica, formal o icónica de los con-
ceptos pueden adoptar formas diferentes en 
los recursos que se utilizan en áreas como la 
biblioteconomía y los sistemas de gestión do-
cumental, o en las ontologías, como base de la 
web semántica2 y otros sistemas de represen-
tación de conocimiento en inteligencia artifi-
cial. Entre los recursos más habituales que, de 
una u otra forma, representan el conocimiento 
de un dominio, están los tesauros, los vocabu-
larios controlados, los lexicones, las redes se-
mánticas y las ontologías. Lógicamente, la 
organización en estos recursos está influida 
por los principios de ordenación semántica 
que cada comunidad científica considera más 
relevantes para sus fines. Sin entrar a detallar 
cada uno de ellos, es conveniente que de for-
ma somera veamos qué alcance tienen.  
En biblioteconomía, se entiende por tesauro 
una herramienta documental que se emplea 
                                                     
1 Este trabajo se ha desarrollado dentro del proyecto 
NeOn (FP6-027595), del VI Programa Marco, 
<http://www.neon-project.org>.  El modelo que aquí se 
propone se ha realizado por el Grupo de Ingeniería 
Ontológica de la Universidad Politécnica de Madrid 
(OEG) y han participado, por orden alfabético, Guada-
lupe Aguado, Mauricio Espinoza, Asunción Gómez-
Pérez y Elena Montiel-Ponsoda, en colaboración con 
Wim Peters, de la Universidad de Sheffield. 
2 T. Berners-Lee / J. Hendler / O. Lassila, «The Semantic 
Web», <http://www.w3.org/2001/sw/>, Scientific Ameri-
can, mayo 2001. 
para la indización y recuperación de la infor-
mación en entornos especializados. Para estos 
fines, las relaciones que se contemplan, por 
regla general, son las de equivalencia, las je-
rárquicas y las asociativas. Los documentalis-
tas, junto con los ingenieros del conocimiento, 
han dado grandes pasos para poder intercam-
biar la información disponible en sus bibliote-
cas en el entorno de la web. Es decir, el objeti-
vo es diseñar modelos, lenguajes y herramien-
tas que permitan representar el conocimiento 
y poder acceder a él a través de la web. Para 
ello se ha adoptado el sistema SKOS, Simple 
Knowledge Organization System, cuyo objetivo 
es facilitar la publicación de los datos necesa-
rios para los documentalistas —lo que se co-
noce como lenguajes controlados— para su 
uso en la web semántica.  
En cambio, en lingüística y en procesamien-
to de lenguaje natural (PLN), un tesauro es un 
repertorio lexicográfico que agrupa las unida-
des léxicas según su significado, ya sea similar 
o relacionado. En la actualidad, WordNet3 se 
utiliza como tesauro en línea y, sin pretenderlo 
y sin que haya sido ese su objetivo, se ha con-
vertido prácticamente en un estándar, a juzgar 
por la cantidad de trabajos de investigación 
que lo toman como base o modelo para sus 
estudios o aplicaciones. De ahí que muchos 
usuarios lo consideren un tesauro; otros, en 
cambio, una base de datos léxica, por ejemplo, 
los creadores; y otros, como Hirst, un conjunto 
de ambas: WordNet, the on-line English thesau-
rus and lexical database [...] (Hirst 1999: 628). No 
faltan quienes estiman que es más bien una 
red semántica ya que recoge diferentes tipos 
de relaciones, no solamente las jerárquicas 
                                                     
3 <http://poets.notredame.ac.jp/cgi-bin/wn>. 
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(hiperonimia, hiponimia), sino también las 
relaciones de meronimia, holonimia, sinoni-
mia y antonimia. 
Los lenguajes controlados o vocabularios 
controlados, que son subconjuntos del lengua-
je natural cuya finalidad es reducir la ambi-
güedad y la complejidad, adquieren gran rele-
vancia en relación con determinadas herra-
mientas para el procesamiento y generación de 
lenguaje natural, o la traducción automática.  
Por último, una ontología4, palabra que ha 
traspasado las fronteras de la filosofía para 
asentarse con fuerza en el ámbito de la web 
semántica, es una representación conceptual, 
inteligible tanto para el usuario como para la 
máquina, cuyo principal cometido es compar-
tir el conocimiento del mundo real o de un 
determinado dominio, y que este conocimien-
to esté identificado de forma inequívoca. Los 
componentes de una ontología son los concep-
tos (denominados también clases), como obje-
tos, eventos, procesos, métodos; las propieda-
des (que incluyen las características intrínsecas 
y extrínsecas de los conceptos y las relaciones 
entre conceptos, como subclase de, parte de, 
etc.); los axiomas, que son siempre verdade-
ros, son los enunciados sobre los conceptos y 
sus relaciones; y, finalmente, las instancias, 
que son las entidades u objetos del mundo 
real. Una de las ventajas que aportan las onto-
logías frente a otros modelos de representa-
ción de conocimiento es la capacidad de inferir 
este conocimiento. Por ejemplo, una ontología 
sobre arte podría incluir clases como Pintor, 
Cuadro, Estilo o Museo, y relaciones como autor 
de un cuadro, pintores pertenecientes a un esti-
lo artístico u obras localizadas en un museo. Un 
programa que navegue por una red de este 
tipo puede reconocer las distintas unidades de 
información, obtener datos específicos o razo-
nar sobre relaciones complejas. A partir de 
                                                     
4 En filosofía, es la parte de la metafísica que trata del 
ser en general y sus propiedades transcendentales. 
esta organización, podremos distinguir entre 
un cuadro PINTADO_POR un artista y un 
RETRATO_DE un artista, obtener información 
sobre los cuadros que un determinado autor 
ha pintado en un periodo de tiempo determi-
nado y que se encuentren en un museo concre-
to.  
Desde esta perspectiva, las ontologías ofre-
cen un enorme atractivo para los terminólo-
gos, cuyo trabajo se dirige a identificar los 
conceptos y sus relaciones y encontrar los tér-
minos que denotan esos conceptos dentro de 
un campo de conocimiento. Pero hacer una 
ontología no es tarea fácil. Se requiere, además 
de conocimiento del dominio que se vaya a 
modelar, una destreza informática para mane-
jar las herramientas de construcción de onto-
logías y conocimientos de los lenguajes de 
ontologías, como OWL5. Por ello, dado que el 
sustrato de la web semántica son las ontologí-
as, el número de ontologías crece constante-
mente y uno de los objetivos es precisamente 
su reutilización. Ahora bien, pese a que se 
pueden encontrar en la web más de mil onto-
logías, casi el 98 % son monolingües y, de 
ellas, el 70 % está en inglés. Esto implica que el 
porcentaje de ontologías multilingües alcanza 
el 2 %.  
La multilingualidad en las ontologías 
Aun así, cada día es más frecuente encontrar 
instituciones y organismos que requieren on-
tologías multilingües, como la Organización 
Mundial de la Salud (OMS)6 o la Organización 
de las Naciones Unidas para la Agricultura y 
la Alimentación (FAO) 7. La FAO, además de 
manejar información en las seis lenguas oficia-
                                                     
5 Web Ontology Language: <http://www.w3.org/TR/owl-
features/>. 
6 <http://www.who.int>. 
7 <http://www.fao.org/>. La FAO está actualmente parti-
cipando como Caso de Uso en el proyecto NeOn (FP6-
027595), del VI Programa Marco. Para más informa-
ción, puede consultarse <http://www.neon-
project.org>. 
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les (inglés, francés, español, árabe, chino y 
ruso) dispone de recursos en más de quince 
lenguas en las que también ha de facilitar la 
información actualizada. Al igual que otras 
instituciones, la FAO ha manifestado su inte-
rés por estructurar e integrar en ontologías 
toda esa ingente cantidad de información que 
tiene en sus glosarios, tesauros y bases de da-
tos, con el fin de facilitar soluciones ágiles, 
consensuadas y multilingües sobre los pro-
blemas relativos a las áreas de su competencia. 
Esta integración supone hacer frente a los 
problemas derivados de las diferencias cultu-
rales que se reflejan en las manifestaciones 
lingüísticas, ya que, a veces, las lenguas dis-
ponen de términos muy precisos para descri-
bir y modelar diferentes partes del mundo 
real, mientras que otras carecen de ellos y se 
han de servir de nombres genéricos o de expli-
caciones. Son muchas las situaciones que se 
pueden mencionar, pero sirvan como ejemplo 
los diferentes nombres que existen en tailan-
dés para referirse al arroz según el estado de 
cocción: khao dip (arroz no cocinado), khao suk 
(arroz cocinado), khao niew (arroz meloso), 
khao chao (arroz seco). Para la FAO, todas estas 
categorías son necesarias, así como los equiva-
lentes y sus definiciones en las demás lenguas. 
Dentro del proyecto NeOn, dedicado al de-
sarrollo colaborativo de ontologías, se ha visto 
la necesidad de dotar de multilingualidad a 
las ontologías. Con este fin, una de las activi-
dades propuestas en NeOn es la «localización 
de ontologías»8, entendida como la adaptación 
                                                     
8 El término «localización», también conocido por la 
combinación alfanumérica L10n, ha adquirido carta de 
ciudadanía en informática y se emplea para denotar 
las actividades de traducción y adaptación de un pro-
grama a una lengua y cultura determinada. Este proce-
so de adaptación afecta no solo a las unidades lingüís-
ticas, sino también a las unidades de programación 
(código, interfaces, dirección de la escritura, etc.). El 
término se opone generalmente a «internacionaliza-
ción» (i18n), que es el proceso seguido en el diseño de 
una aplicación de software de manera que, al adaptarse 
 
de una ontología a la lengua y cultura de una 
comunidad (Suárez-Figueroa / Gómez-Pérez 
2008).  
Este trabajo no pretende resolver el pro-
blema de la multilingualidad en todos los po-
sibles sistemas de representación del conoci-
miento, sino que trata de aportar una solución 
para dotar de multilingualidad a las ontolo-
gías. Para ello, hemos propuesto enlazar las 
ontologías de dominio con un modelo lingüís-
tico, denominado LIR (Linguistic Information 
Repository), que está diseñado a su vez como 
una ontología, cuyas características más rele-
vantes son, por un lado, que proporciona un 
conjunto de datos lingüísticos completo y a la 
vez complementario para «localizar» los com-
ponentes de una ontología a una lengua y cul-
tura determinadas y, por otro, permite el acce-
so unificado al conjunto de datos multilingües. 
Este proceso de localización se lleva a cabo 
automáticamente mediante la herramienta 
LabelTranslator, desarrollada también dentro 
del proyecto NeOn y que se explica más abajo. 
Antes de describir ambos componentes, 
veamos qué implica la localización de ontolo-
gías y qué otros enfoques se han seguido en 
diferentes proyectos.  
Principales modalidades en localización de 
ontologías 
Cuando se habla de localizar ontologías, hay 
que tener en cuenta las diferentes capas que 
están presentes en una ontología. Tomando 
como base una terminología lingüística, pue-
den mencionarse, según Barrasa (2007), las 
siguientes capas: 
a) capa léxica, formada por los caracteres y 
símbolos que constituyen la codificación, 
que puede ser ASCII, Unicode, etc.; 
b) capa sintáctica, que se ocupa de la estructu-
ra y combinación de caracteres, es decir de 
                                                                                    
a una lengua concreta, se eviten el mayor número de 
cambios posibles en el diseño.  
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la sintaxis. En el ámbito de las ontologías, 
esta sintaxis está reflejada en los lenguajes 
de representación como RDF(S), OWL, etc.; 
c) capa de representación del conocimiento, 
que refleja el paradigma seguido en la re-
presentación de la ontología: marcos, redes 
semánticas, lógica descriptiva, etc.; 
d) capa terminológica, formada por los térmi-
nos que designan los elementos de la onto-
logía; 
e) capa conceptual relativa a las decisiones de 
conceptualización, tales como la expresivi-
dad, la granularidad, la perspectiva, etc.; 
f) capa pragmática, que se ocupa de la inter-
faz, o disposición del modelo de acuerdo 
con las necesidades del usuario. 
Siguiendo esta clasificación por capas, pue-
de decirse que la capa terminológica, la con-
ceptual y la pragmática son las que están pre-
sentes en la localización de ontologías. Vea-
mos ahora, de forma resumida9, los enfoques 
más utilizados en la modelización de la multi-
lingualidad en las ontologías:  
                                                     
9 En Aguado / Montiel-Ponsoda / Ramos (2007) se en-
cuentra una versión más completa y detallada. 
a) Los datos multilingües se incluyen en el 
metamodelo de la ontología de dominio 
mediante las propiedades rdfs:label y 
rdfs:comment, propias del lenguaje de onto-
logías RDF(S) 10 . De esta forma se puede 
asociar una etiqueta (label) y un comentario 
o descripción (comment) en lenguaje natural 
a cualquier clase o relación de la ontología. 
Es decir, generalmente se incluye la etique-
ta que, según ISO TC 37 639 (en, es, fr, de, 
etc.), indica la lengua, y el término o una 
explicación en esa lengua. Esta opción de 
modelado es la más habitual en la comuni-
dad ontológica para obtener una ontología 
multilingüe, pues permite asociar tantas 
etiquetas (en diferentes lenguas) como sea 
necesario (ver figura 1)11. Esto quiere decir 
que la localización se lleva a cabo en la capa 
terminológica, ya que los conceptos de la 
ontología se expresan con términos (etique-
tas) en distintas lenguas. Sin embargo, en 
este caso se presupone la total sinonimia 
entre los términos de las diferentes lenguas, 
algo que es muy difícil, y además la canti-
                                                     
10 Resource Description Framework Schema. 
11 Figuras extraídas de Montiel-Ponsoda (2009). 
Figura 1 
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dad de información que se incluye es limi-
tada. En cambio, tiene la ventaja de que 
puede ser el modelo más adecuado para 
dominios técnicos muy especializados y 
aceptados en diferentes lenguas, en los que 
no suele haber diferencias culturales. 
b) Correspondencia de conceptualizaciones 
en distintas lenguas. En este caso (figura 2), 
cada lengua representa la realidad acorde 
con sus características, y las distintas onto-
logías se relacionan entre sí mediante una 
interlingua que permite representar el con-
junto de conceptos comunes. Es el caso de 
EuroWordNet (Vossen 2004). El problema 
más importante es el gran esfuerzo que re-
quiere la conceptualización en diferentes 
lenguas, y la dificultad de establecer las co-
rrespondencias exactas. Ahora bien, tiene 
como ventaja la posibilidad de mantener las 
especificidades de cada lengua, por lo que 
resulta un modelo más adecuado para los 
campos de conocimiento que son muy de-
pendientes de una cultura, como el ámbito 
jurídico, siempre que no se incorporen mu-
chas lenguas, pues las correspondencias se-
rían más difíciles. 
c) Por último, la tercera modalidad (figura 3) 
es asociar el metamodelo de la ontología 
con un modelo lingüístico multilingüe. El 
modelo lingüístico puede ser una base de 
Figura 2 
 
Figura 3 
  n° 115-S noviembre/diciembre de 2009 
 
7 
datos (como en Genoma-KB12 o en Onco-
term13). En este caso, la capa conceptual y 
terminológica se mantienen por separado y 
la localización se hace únicamente en la ca-
pa terminológica. El trabajo desarrollado 
por el grupo IULATERM se explica con 
mayor detalle en este mismo suplemento. 
Atendiendo a estas tres modalidades, pue-
de decirse que el LIR es un enfoque híbrido, ya 
que su objetivo es, por un lado, asociar infor-
mación multilingüe a ontologías monolingües, 
al igual que lo hacen Genoma-KB y Oncoterm, 
aunque en nuestro caso con el fin primordial 
de localizarlas de forma automática. Por otra 
parte, la conceptualización de la información 
lingüística, como una ontología en OWL 
(Montiel-Ponsoda / Peters 2008), lo acerca más 
a las nuevas propuestas que tratan de enlazar 
la información lingüística con las ontologías 
de dominio (Buitelaar et alii 2006, Cimiano et 
alii 2007).  
Conviene tener en cuenta también que el 
punto de partida es diferente. En el caso del 
LIR se parte de la existencia de ontologías y lo 
que se pretende es facilitar la incorporación e 
integración del conocimiento lingüístico y, al 
mismo tiempo, mediante el LabelTranslator, se 
localiza la ontología en la lengua meta de for-
ma automática. Además, la comunidad a la 
que va destinada la ontología que se ha locali-
zado también es distinta, pues en Genoma-KB 
y Oncoterm los destinatarios pueden ser tra-
ductores, mediadores lingüísticos y, sin duda, 
cualquier persona interesada en esos temas, 
mientras que en el caso que presentamos aquí, 
los destinatarios serán, generalmente, los po-
sibles usuarios de ontologías e ingenieros de 
conocimiento, así como todos aquellos que 
trabajen en representaciones de conocimiento 
lingüístico cuyo objetivo sea el intercambio de 
datos en formato electrónico. 
                                                     
12 <http://genoma.iula.upf.edu:8080/genoma/index.jsp>. 
13 <http://www.ugr.es/~oncoterm/>. 
LIR (Linguistic Information Repository) 
Como ya se ha dicho, el LIR está organizado 
como una ontología y toda la información lin-
güística que recoge está centrada en la clase 
LexicalEntry como se ve en la figura 4. La clase 
LexicalEntry se considera una unidad dotada 
de forma, Lexicalization, y significado, Sense, en 
una lengua dada. Gracias a la relación hasVa-
riant se reflejan las variantes terminológicas 
intralingües correspondientes a un mismo 
concepto. Por ejemplo, la relación hasVariant 
nos diría que FAO es la sigla correspondiente 
al término Food and Agriculture Organization y 
que ambas representan el mismo concepto. La 
clase Language permite hacer búsquedas de 
entradas léxicas en una lengua determinada y 
mostrar al usuario únicamente las entradas 
existentes en dicha lengua. La clase PartOfS-
peech evita la repetición de la categoría grama-
tical en cada una de las lexicalizaciones. La 
clase Sense representa el significado intensio-
nal dentro de una lengua dada y se manifiesta 
a través de la clase Definition, en lenguaje na-
tural. Por tanto, en sí misma, Sense es una clase 
vacía que adquiere su verdadero valor me-
diante la Definition. Al mantener los significa-
dos en el modelo lingüístico independientes 
de los conceptos de la ontología, LIR permite 
recoger las especificidades culturales que, de 
alguna manera, se alejan del concepto repre-
sentado en la ontología. Por otra parte, Lexica-
lization está relacionada con a) Source, con el 
fin de preservar la fuente de donde se extrae la 
Definition; b) Note, para poder incluir informa-
ción complementaria relativa al uso de un 
término en una lengua; y c) UsageContext, que 
aporta información sobre los posibles contex-
tos en los que aparece un término dentro de 
una lengua. Asimismo se recogen las posibles 
equivalencias semánticas intralingüísticas me-
diante hasSynonym o hasAntonym e interlin-
güísticas gracias a hasTranslation, aunque so-
mos conscientes de la dificultad de lograr 
equivalentes exactos en diferentes lenguas. 
Finalmente, el LIR está unido a la ontología 
noviembre/diciembre de 2009   n° 115-S 
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mediante la clase OntologyElement de OWL, 
con lo que queda garantizada la asociación del 
conocimiento lingüístico a los componentes de 
la ontología. 
En resumen, como ya se ha apuntado, lo 
que diferencia al LIR de los demás enfoques 
son tanto los objetivos y los destinatarios como 
el tipo de información lingüística que se asocia 
a los componentes de la ontología. Es decir, 
por un lado, las clases que componen el LIR 
cubren la posibilidad de representar tanto las 
diferentes variantes terminológicas intralin-
gües e interlingües, como las variantes concep-
tuales y los vacíos en las conceptualizaciones 
producidos por las diferencias culturales. Por 
otro lado, se mantiene también la información 
morfosintáctica y léxica pertinente para los 
fines perseguidos. En resumen, el LIR no pre-
tende ser un lexicón con equivalentes en dife-
rentes lenguas, sino facilitar la asociación del 
conocimiento lingüístico multilingüe al cono-
cimiento conceptual representado en la onto-
logía. 
Una vez explicado el modelo lingüístico 
que facilita la inclusión de la multilingualidad 
en las ontologías, veamos ahora la herramien-
ta que permite llevar a cabo este proceso, el 
LabelTranslator (Espinoza et alii 2008).  
 
Figura 4 
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Label Translator (LT) 
El LabelTranslator localiza ontologías automáti-
camente en tres lenguas, inglés, español y 
alemán, y está preparado para que, en el futu-
ro, puedan incluirse más. LT inicia su actua-
ción seleccionando una ontología o los com-
ponentes de esta que se pretenden localizar; 
esta ontología puede importarse de los reposi-
torios de la red o tomarse de cualquier otro 
sitio. A continuación, LT accede directamente 
a diversos recursos lingüísticos multilingües 
para buscar el equivalente léxico (Wiktiona-
ry14, IATE15) o a recursos de traducción dispo-
nibles en la red (GoogleTranslate16, Babelfish17). 
Una vez obtenidos los equivalentes en la len-
gua meta para los componentes de la ontolo-
gía que se han seleccionado previamente, es 
decir, parte de la ontología o toda ella, LT con-
trasta el sentido adecuado de cada etiqueta 
consultando EuroWordNet (EWN18), u otros 
repositorios de ontologías como Watson 19  y 
Swoogle20, que tienen indexadas muchas de 
las ontologías disponibles en la red. Este pro-
ceso es necesario para contextualizar el térmi-
no, ya que en el proceso de desambiguación se 
tiene en cuenta también el contexto de la onto-
logía. LT obtiene una lista de candidatos y 
elige siempre la primera opción en la lista de 
candidatos posibles. En último extremo, es el 
usuario quien valida la opción seleccionada. 
En otras palabras, cada término adquiere un 
determinado valor dependiendo de la presen-
cia de otros en la ontología. Por ejemplo, al 
traducir «cabo», el sistema selecciona corporal, 
si la ontología pertenece al ámbito militar, y 
cape si estamos modelando el ámbito geográfi-
co. Como resultado, se obtiene automática-
                                                     
14 <http://www.wiktionary.org/>. 
15 <http://iate.europa.eu>. 
16 <http://translate.google.com/#>. 
17 <http://babelfish.yahoo.com/>. 
18 El uso de EWN se hace mediante licencia. 
19 <http://watson.kmi.open.ac.uk/WatsonWUI/>. 
20 <http://swoogle.umbc.edu/>. 
mente la misma ontología en la lengua meta y, 
al mismo tiempo, se actualiza dicha informa-
ción en el LIR. Si los recursos consultados con-
tienen otro tipo de información lingüística co-
mo definiciones, categoría gramatical, etc., es-
tos datos también se almacenarán en el LIR y se 
podrán consultar mediante la interfaz que se 
puede ver en la figura 5. 
Ahora bien, si las ontologías corresponden 
a dominios muy especializados no es fácil en-
contrar recursos lingüísticos disponibles que 
sean fiables, con lo que el proceso se hace mu-
cho más complejo. Queda, pues, camino por 
recorrer en la confección de recursos termino-
lógicos on-line que puedan ayudar en estas 
tareas. 
Reflexiones finales 
Como ya se ha mencionado, son muchas las 
iniciativas que han manifestado gran interés 
por disponer de ontologías y, en muchos ca-
sos, por que sean multilingües, pero, dado que 
este trabajo se publica fundamentalmente para 
una comunidad de traductores, creo conve-
niente presentar unas reflexiones finales. 
Un primer problema que, pese a los esfuer-
zos realizados por diferentes comunidades y 
organismos de estandarización (W3C, ISO), 
queda aún por resolver es la falta de unifor-
midad terminológica utilizada en cada repre-
sentación de conocimiento ya que esta suele 
estar, de alguna manera, mediatizada por la 
comunidad investigadora en la que se va a 
utilizar. De ahí que se sigan manteniendo a 
veces las asimetrías semánticas que, en princi-
pio, las ontologías tratan de resolver. Esto, sin 
duda, dificulta el intercambio de información, 
que es uno de los objetivos más importantes 
en la sociedad del siglo XXI y hacia donde van 
orientados muchos de los trabajos en el ámbito 
de las tecnologías de la información.  
No obstante, es conveniente tener en cuenta 
que hasta ahora, pese a que algunas ontologías 
están más orientadas a la traducción, como es 
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el caso de Mikrokosmos©, el objetivo principal 
de la mayoría de ellas no ha sido la traducción, 
sino la interacción entre diferentes sistemas 
basados en el conocimiento, así como la com-
partición de información en la web semántica, 
procedente de fuentes diversas.  
Finalmente, creo importante señalar que el 
punto de mira en todos estos trabajos ha de 
centrarse en constatar si el modelo selecciona-
do es útil para la finalidad que se persigue y si 
funciona correctamente dentro del contexto 
para el que fue diseñado. El modelo aquí pre-
sentado se ha desarrollado teniendo in mente 
estas premisas.  
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1. Introducción 
l grupo de investigación LexiCon1 —Lexi-
cografía contrastiva: aplicaciones a la tra-
ducción—, de la Universidad de Granada, se 
constituyó en el año 1994. En estos quince 
años de andadura ha trabajado en diversas 
áreas temáticas del ámbito científico-técnico y, 
desde el año 2003, se ha centrado en el ámbito 
medioambiental. 
En las páginas que siguen presentaremos 
una herramienta terminológica integrada en 
una plataforma informática que permite acce-
der a la información recopilada, mostrándola 
desde una perspectiva interactiva, y por lo 
tanto más enriquecedora, y menos lineal de lo 
que habitualmente ofrecen otras aplicaciones. 
                                                     
1 El Grupo LexiCon está integrado por: Pamela Faber 
Benítez (Investigadora Principal),  María Rosa Castro 
Prieto, Mercedes García de Quesada, Catalina Jiménez 
Hurtado, Linus Jung, Pilar León Araúz, Clara Inés 
López Rodríguez, Carlos Francisco Márquez Linares, 
Silvia Montero Martínez, Antonio Moreno Ortiz, 
Chantal Pérez Hernández, Juan Antonio Prieto Velasco, 
Arianne Reimerink, Bryan Robinson Fryer, Claudia 
Seibel, José A. Senso, Maribel Tercedor Sánchez, José 
Manuel Ureña Gómez-Moreno y Miguel Vega Expósito.  
2. EcoSistema 
Entre los años 2003 y 2006 se ha desarrollado 
el proyecto PuertoTerm —estructuración del 
conocimiento y generación de recursos termi-
nológicos en ingeniería de puertos y costas—, 
gracias a una colaboración entre nuestro gru-
po y el Grupo de Puertos y Costas del Centro 
Andaluz de Medio Ambiente. Este proyecto 
derivó en el proyecto MarcoCosta —marcos de 
conocimiento multilingüe en la gestión inte-
grada de zonas costeras—, elaborado durante 
los años 2007-2008. Tiene su continuación en 
EcoSistema —Espacio úniCO de SIStemas de 
información ontológica y TEsaurus sobre el 
Medio Ambiente—, cuyo plazo de ejecución 
comienza en 2009 y acaba en 2011. 
Como es bien sabido, una de las cuestiones 
que más preocupa en Terminología es el mo-
do de representación de los conceptos, de 
modo que los usuarios legos —tanto si son 
mediadores en la comunicación como si acce-
den desde un primer estadio del conocimien-
to— alcancen el significado de una manera 
sencilla y reciban el conocimiento deseado. 
Mientras que la representación del concepto 
E 
