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Abstract
Precision tasks are a very important part of virtual reality (VR). There are a wide variety
of scenarios in virtual environments that employ these kinds of tasks, such as industrial machinery,
electrical engineering, and robotic surgery. These precision tasks are much more effective when the
apparatus is situated in a near-field space (at a range of about arm’s reach), so in order to optimize
the experience in these tasks, it is important to maximize the realism of sensory fidelity. To this
end, increasing sensory fidelity by adding cues such as haptic feedback and depth perception are key
to regulating the perception-action cycle, which is the feedback loop in which users calibrate their
actions to adapt to the sensory feedback they are given. In addition, the method that is used for
tracking hand movements can play a very important role in determining how users interact with
their environment. Hand movements in VR are not limited simply to the virtual hand matching the
physical hand movements, as virtual movements can be scaled, offset, and redirected to fit the needs
of the task design. Finally, precision tasks are mainly quantified by means of speed and accuracy,
and those two cues are often in a trade-off. For this research, Fitts’ law is important in predicting
this trade-off. To investigate these concepts, three experiments were conducted to determine how
the perception-action cycle can be manipulated by changing sensory fidelity, interaction fidelity, and
spatial distortions.
The first experiment was an evaluation of user performance and calibration in a pick-andplace task in the presence or absence of haptic feedback and stereoscopic rendering. This experiment
used a stereoscopic 3D TV as an immersive head-tracked display, and it used the PHANToM OMNI
haptic device to create a sensation of force feedback. This experiment was designed to determine
if haptic feedback, stereoscopic rendering, and spatial distortion affected user performance by the
metrics of speed, accuracy, and economy of movement. The findings of this experiment revealed that
haptic feedback and stereoscopic viewing improved this type of performance, and spatial distortions
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hindered it as well. In addition, as the level of sensory fidelity and spatial distortions became less
immersive, users were required to make larger calibrations, which could be problematic in situations
where quick calibrations are important.
The second experiment was an evaluation of the speed-accuracy trade-off through the lens
of Fitts’ law. The study that was originally used as a basis for Fitts’ law investigated performance
in both selection and manipulation tasks, but only selection tasks are widely studied in the relevant
literature, with manipulation tasks only recently being the subject of focus. The second study
used a ring transfer task similar to the disc transfer task from Fitts’ original study to determine
how pick-and-place tasks comply with the predictive model of Fitts’ law. In addition, this study
aimed to determine the effects of haptic feedback, depth perception, and spatial distortion on task
throughput as defined by Fitts’ law. The findings from this study revealed that haptic feedback
and visuo-proprioceptive mismatch affected movement time and index of performance. Finally, the
correlation between difficulty and time was moderately strong, but there are more factors to consider
when applying Fitts’ law to manipulation tasks.
The final experiment evaluated the effects of screen parallax and vergence-accommodation
conflicts on speed, accuracy, and economy of movement in a pick-and-place task. Specifically, this
research aimed to determine if user performance was stronger in positive screen parallax (in front
of the screen) or negative screen parallax (behind the screen). In negative screen parallax space,
the display can render more levels of depth more finely than in positive screen parallax space. In
addition, vergence-accommodation conflicts can be different in positive screen parallax space than
in negative screen parallax space specifically because the convergence point is behind the focus point
in positive parallax while it is behind the focus point in negative parallax. The results of the study
showed that user performance was stronger in negative parallax, likely due to improved distance
judgments. This held true both when moving between parallax zones and within the same parallax
zone.
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Chapter 1

Introduction
Precision tasks are a key part of user interactions in virtual reality (VR). A wide variety of
areas of study employ these kinds of tasks, such as industrial machinery, electrical engineering, and
robotic surgery. Many tasks like these can be dangerous or expensive in the real world, but they
can be replicated much more safely in a virtual environment [36]. However, for VR to be effective
in simulating these applications and to present a viable alternative to the dangerous and expensive
real-world versions of them, user interactions must be as realistic as possible. To do this, anyone
who designs virtual environments (VEs) will need to optimize the control accuracy and sensory cue
fidelity of the simulation [73], and for this, a variety of techniques can be implemented. Stereoscopic
3D displays, such as head-mounted displays (HMDs) and large-screen immersive displays (LSIDs)
are commonly implemented to enhance visual fidelity beyond the limitations of a standard television
or computer monitor. This is especially effective in a near-field space (within approximately 6 feet
away from the user), where stereoscopic disparity (modeled based on an accurate measure of user’s
inter-ocular distance) has a larger role in helping them determine how far away something is via
retinal disparity [41]. Another sensory cue that has been recently implemented is haptic feedback,
which can allow the sense of touch to be added to the experience of a VR simulation, thus increasing
the immersion of the simulation. Interactions with virtual environments can be easily made to be
different from their real-world counterparts, as movements can be distorted much more easily in
different techniques, such as the Go-Go or PRISM metaphors [29, 94]. In addition, offsets can be
added to the movements of virtual end effectors such that they do not match with their physical
counterparts [46]. Speed and accuracy are key parts in measuring objective performance in precision
1

tasks in VR, and those two metrics often exist in a trade-off, such that faster movements are less
accurate, and vice versa [66]. A key to understanding this trade-off is Fitts’ law, which has been
commonly used to predict the effectiveness of rapid aimed movements in both real-world and virtual
tasks.
One commonly employed sensory cue that is used in VR is stereoscopic viewing. A variety
of factors are worth considering in stereoscopic viewing, such as screen parallax, eye separation, and
vergence-accommodation conflicts [41, 116, 43]. The contributions of this dissertation focus on VR
interactions in near-field space, and thus these factors are all the more important to increasing depth
perception and in the execution of fine-motor tasks. Near-field interactions require a robust sense of
depth perception in the virtual environment, and they can improve any distance judgments, which
may, in turn, lead to enhanced performance in fine-motor tasks.
However, this depth perception currently has certain issues, specifically in LSID displays,
that separate virtual depth perception from real-world depth perception. For instance, vergenceaccommodation conflicts, in which the depth of the user’s focus does not match with the depth of
binocular convergence, and these conflicts may lead to misperceptions of distances in virtual reality
simulations [78]. In addition, when their viewpoint changes, it may cause a shearing effect when
the user moves around the screen. Finally, due to the discrete way that stereoscopic images are
rendered to pixels on the display, the acuity of depth perception is contingent on where the targeted
object is located relative to the virtual screen (further detailed in Section 2.2.1). While there is
much theoretical information on stereoscopic voxelization and screen parallax, little research exists
about how much these factors affect performance in near-field manipulation tasks, especially in the
presence of visual offsets.
In addition to this, haptic feedback is often used to enhance immersion in virtual environments. When added to other sensory cues, this mode of sensory feedback has been shown to
significantly improve presence and performance in a variety of virtual environments. Haptic feedback
and stereoscopic viewing are, by themselves, able to enhance the user’s spatial perception, depth
judgments, and reaching [11, 24]. However, little research exists on the interplay between haptic
feedback and stereoscopic viewing. Also, little research exists on how that is affected by spatial
distortions, specifically by adding offsets to virtual movement, and perception-action calibration in
near-field precision tasks.
As explained in the paragraphs above, increasing the dimensions of sensory fidelity is very
2

helpful in increasing user performance, but there are different dimensions to this, including speed
and accuracy. Fitts’ law is popularly used to model this important trade-off [63]. It has been the
foundation of tools used in evaluating such interactions. This model states that the movement time
in a fine motor task can be predicted using the size of the targets and the distance between targets.
A common example is the act of moving a mouse pointer to select an icon on a computer desktop.
Users tend to take more time to select a smaller icon than a larger one, and if an icon is farther
away from the pointer, they tend to take longer than if it is closer to the pointer. Taken together,
Fitts’ law implies that large targets that are closer to the cursor are easier to hit, and hence faster
to select than smaller targets that are far from the cursor [121, 69].
Fitts et al. created the study that was used as a basis for Fitts’ law, first proposing the
concept of Index of Difficulty and its link with movement time in rapid aimed movements [28]. This
concept has been applied and expanded in a variety of tasks and applied to evaluate a variety of
different interaction metaphors [4, 67, 90]. Fitts’ original study employed three tasks: a bar-strip
tapping task, a disc transfer task, and a pin transfer task [64]. While the first task has been popularly
used in determining the effectiveness of Fitts’ law, the other two have very little research performed
on them. This is interesting, as the disc transfer and pin transfer task involve picking up an object
and placing it in a certain area, which can help answer more questions than just selection alone.
Given the above descriptions of the problem spaces, this dissertation poses the following
research questions:
1. How is a user’s fine-motor perception-action coordination affected by changes in sensory fidelity
in VR?
2. How is a user’s fine-motor perception-action coordination affected by discrepancies between the
visual feedback on their movements and the proprioceptive information on their hand position
(known as visuo-proprioceptive mismatch)?
3. How well can the movement time in a trial for a manipulation task be predicted by the Index
of Difficulty as modeled by Fitts’ law?
4. How do changes in sensory fidelity and visuo-proprioceptive mismatch affect user performance
as modeled by Fitts’ law?
5. How is a user’s fine-motor perception-action coordination affected by changes in target depth
3

and screen parallax?
This dissertation will detail the following three contributions:
• Chapter 3 discusses a virtual pick-and-place simulation that uses the PHANToM OMNI to
determine the effectiveness of haptic feedback, stereoscopic viewing and visuo-proprioceptive
mismatch on speed, accuracy, and fine-motor calibration.
• Chapter 4 applies Fitts’ law to a pick-and-place task that resembles the disc transfer task
mentioned in the original study for Fitts’ law [28].
• Chapter 5 evaluates the difference in user interactions with objects in front of a stereoscopic
3D display compared to those behind the display.

4

Chapter 2

Related Work
2.1

Perception-Action Cycle
This dissertation is an investigation into how different levels of sensory feedback affect how

users perceive their environments, specifically virtual environments, and how in turn those perceptions affect how they interact with those environments. Thus a key concept to consider is the
perception-action cycle. The perception-action cycle is a continuous neurological loop that dictates
the information transfer between the perceptions of a user’s sensory receptors and the resultant
actions that they perform with those perceptions [32]. As users receive information through their
perceptual systems, they will process that information and then use it to adapt their actions through
their end effectors (such as their hands and fingers). Those actions then influence the environment,
and the changes are then perceived by the user, who then continues this cycle to complete the
task at hand. Mohler et. al conducted experiments with different forms of sensory feedback, and
they asserted that spatial judgments in VR can change depending on the feedback that the user
receives, specifically that depth judgments can be calibrated in VR through the feedback that is
given to them [77]. Ernst and Banks found that a user’s nervous system combines visual and haptic
information according to the maximum likelihood estimation rule and that the weights of the information contributed by the visual and haptic channels is proportional to the reciprocal variances of
the probability densities from the visual and haptic estimates of the object’s properties [25]. Zaal
and Bootsma conducted an investigation the applications of perception-action coordination in sports
training [122]. Adams et. al studied how users adjust their movements in different modes of move5

ment, specifically in walking and in prism throwing [1]. They found that adding spatial distortions
temporarily recalibrated their perceptions and distance estimations, with these calibrations being
more exaggerated in preteens than in teens and adults. In a similar manner, Solini et. al studied
how spatial spatial calibration transfers to the real world and how that is different from calibration
between virtual environments [102]. Finally, Nisky et. al conducted a study how a delayed force
impacts perception and action in a recreation of soft tissue in a needle insertion task [84]. They
found that delaying these forces caused underestimations in actions but not in perceptions. All of
these studies emphasize the ability for users to change their actions as the result of the changes in
the feedback that is given to them.

2.2

Near-Field Interactions and Stereoscopic Viewing
Perception and motor interactions have a distinct effect when the tasks are in a near-field

space. Near-field space is defined as anywhere within approximately 10 feet of the user’s eyes,
where fine motor actions such as reaching and grasping are performed [19]. This level of space is
distinct from action space (between 10 feet to about 30 m) and vista space (anywhere beyond 30
m). In near-field space information is primarily gained through binocular cues and retinal disparity
to give precise levels of depth perception, whereas in action and vista space, users primarily rely
on perspective, angle, and familiar sizes. In a similar manner, McIntire et. al conducted a study
showing that stereoscopic cues are most effective in a near-field space [71]. This information on nearfield actions helps to give credence to the idea that accurate stereoscopic viewing can help users to
perceive a virtual environment more effectively and to manipulate all the appropriate elements more
precisely. To this point, Pagano and Bingham suggest that binocular stereoscopic viewing can yield
less distance compression in user performance than in monocular viewing, leading to more accurate
distance judgments, but this compression was mitigated when using other modes of feedback [87].
Moreover, Jones et. al showed that it is important to carefully calibrate the binocular disparity in
an immersive display system to accurately accommodate for a user’s retinal disparity [47]. In that
study, users performed better when the display was calibrated to the distance between their pupils
(also known as interpupillary distance, or IPD) than they did when the display had a fixed level of
stereo separation. Research has been done to evaluate the effectiveness of stereoscopic viewing on
user performance in precision tasks like surgical training, and they predominantly state that adding
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this sensory cue improves task efficiency and reduces errors that were made [3, 45, 108]. However,
not many surgical simulations have implemented stereo and motion parallax [80].

2.2.1

Stereoscopic 3D and Change in Depth
Head-mounted displays such as the Oculus Rift or HTC Vive are the most popular mode of

user interaction due to the higher field of regard and the stronger display fidelity. However, there
are still strong advantages of head-tracked stereoscopic displays, and there is important information
that can be gleaned from research involving these displays. For instance, In addition, Lubos et.
al studied a virtual direct selection task where users selected targets in different areas relative to
their viewpoints [62]. They found that most errors were committed in the direction of the viewing
axis, and contrary to subjective impressions they found that performance was generally worse when
working with targets below their viewpoints. Batmaz et. al also showed that movements in the
viewing axis are inferior to those in the lateral axis [6]. In a similar manner, Dugrin et. al compared
depth judgments from motion parallax versus depth from retinal disparity [23]. Also, Brunnstrom
et. al compared simulator sickness effects in 2D versus 3D screens, and they found that 3D screens
had worse simulator sickness scores, but this was not seen in projector-based displays [13]. Finally,
Piryankova et. al observed distance underestimations with large screen stereoscopic displays [91].
There are factors that are inherent to large-screen immersive displays for VR that can
contribute to these adverse effects in the depth axis. There are factors that are inherent to largescreen immersive displays that can contribute to adverse effects on performance, specifically in the
depth axis. One such factor is the vergence-accommodation conflict, in which the point at which the
user’s eyes converge does not always correspond to the depth at which they focus [44]. This conflict
has been shown to negatively affect depth perception and increase user fatigue in stereoscopic 3D
displays, as these conflicts can provide faulty depth information [21]. Another of these factors is the
concept of stereopsis, in which the views in the left and right eyes are different and that the brain
fuses the two images to create depth perception [43]. When the eyes are focused at an offset away
from the fovea, the difference in those angles is called retinal disparity, which can provide useful
depth information. In stereoscopic 3D displays, the parallax from that is different from what one
would experience in the real world, as this disparity is measured as the difference between where a
specific point is rendered in the left eye versus the right eye. When dealing with this kind of screen
parallax, any object that is located in front of the screen is in what is called negative parallax, and
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any object that is behind the screen is in what is called positive parallax (This is illustrated in Figure
5.1).
This sort of retinal disparity leads to what is known as stereoscopic voxels, which are units
of three-dimensional space where the focal point is dependent on the intersection of the lines of
sight of the left and right eyes, and the focal points are dependent on how the lines of sight for each
eye intersect [43]. Because of the shape of these voxels and how they are dependent on the pixels
that the line of sight pass through these voxels can separate viewing depth into discrete segments.
Thus, a scenario is possible in which two points are the same distance from the screen but are
viewed at two different depths. In addition, due to how lines of sight interact with each other
and intersect either in front of or behind the screen, voxels in positive parallax are larger and less
densely packed than those in negative parallax. The study by Bruder et. al showed that positive
and negative parallax affected distance judgments [12]. Users tended to overestimate distances in
negative parallax and to underestimate them in positive parallax, but the distance judgments were
more accurate in negative parallax. In a similar way, Woldegiorgis et. al studied estimations of
object size in positive and negative parallax, and they found that users overestimated object sizes
in negative parallax and underestimated object sizes in positive parallax [119]. Qian specifies that
users are subject to eyestrain and fatigue when in negative parallax [97].

2.3

Haptic Feedback
In addition to stereoscopic viewing, haptic feedback has also been widely studied, and the

effects on performance in virtual tasks have been documented. A lack of accurate haptic feedback
can be a major obstacle to creating a truly immersive virtual environment [18, 100]. Haptic feedback
can be split into two dimensions [56]: first, tactile, or cutaneous, feedback is the sensation of objects
that are felt at the fingertips, and it is popularly implemented as vibration feedback in controllers.
Second, kinesthetic feedback is the sensation of forces felt at the user’s end effectors. This is a
large part of the focus of this manuscript, as giving accurate force feedback can be more helpful
in making a virtual environment more immersive. Culbertson and Kuchenbecker emphasize that
realistic haptic sensatations are very important to perceived realism in a virtual environment [17].
In addition, it has been shown to correct distortions in perception and distance estimations [10].
Ebrahimi et. al conducted a study showing that adding visuo-haptic feedback to a simulation can
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help to calibrate near-field distance judgments in a real-world setting [24]. A study from Kohli
found that passive haptic feedback can be enhanced by distorting the visual feedback to create an
illusion that the shape has changed However, it is important to be careful how haptic feedback is
implemented because if it is not robust enough, then the haptic feedback may be worse than no
haptics at all [9].
The lessons from these studies about realistic sensory fidelity and calibration have been used
in a variety of applications for training and education in VR. Morris et. al demonstrate the efficacy
of haptic feedback in improving learning outcomes for skills that have a force-sensitive component
to them [79]. Poyade et. al demonstrated the improved outcomes from adding haptic feedback to a
virtual simulation for industrial machinery [96]. Okamura et. al made a similar demonstration on
the effects of haptics in astronaut training [86]. Steinberg et. al employed the PHANToM OMNI
haptic device to add tactile feedback to a dental training simulator [105]. In addition, a variety
of studies have applied haptic feedback to surgical training simulations and improving performance
outcomes [76, 88], and as a result of that, the studies in this manuscript are largely inspired by
surgical training tasks.

2.4

Spatial Distortions
A very important part of perception-action coordination is ensuring that what is seen

matches up with what they feel and otherwise sense. It was already mentioned in Section 2.1
that users can calibrate their movements and actions in response to changing stimuli. However,
when those stimuli are distorted, those distortions can be noticed by the users, and they can affect
how they interact with the environments. A large part of this manuscript involves distorting visual
stimuli by adding a gain, or distortion, between users’ hand movements physical and virtual space.
Kuhl et. al studied spatial distortions in an HMD, and they found that the distance judgments
were most affected by magnification or minification of the field of view [53]. Kohli et. al conducted
a study that concluded that passive haptics can be enhanced by distorting visual feedback, thus
giving an illusion that a shape has changed simply by altering the feedback that is given to the
user [51]. Pettypiece et. al conducted a study about the mismatch between visual and haptic cues
[89], and they found that information can be gained when vision and haptics were not congruent.
Saint-Aubert et. al conducted a study determining the effects of co-locating the visual and haptic in-
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terfaces compared with a non-co-located interface, and they found that co-located interfaces yielded
shorter times and more accurate motions than with non-co-located motions [99]. In a similar way,
Gonzalez and Follmer studied offsetting the physical hand from the virtual hand in bimanual interactions, finding that retargeting is more noticeable when the hands were offset in different directions
than in the same direction [34].
Johnsgard [46] evaluated the effects of adding gains to movement with a mouse or a VR
glove, and this evaluation found that movements were more erratic when these gains were applied.
Wei et. al also conducted a study on offsets and error augmentation in haptic/graphic systems with
offsets and gains applied to hand movements [117]. Han et. al conducted a study on methods to
allow one physical object to be mapped to multiple virtual objects [39]. They found that translation
offsets were the strongest of the techniques that they studied, and they found that larger offsets
yielded worse performance. Esmaeili et. al conducted a study on how users detect changes in hand
reaching [26], and they found that the scale detecting threshold was at a range of about 0.8 times to
about 1.4 time for each of the three axes. Zenner and Kruger conducted a similar study, and they
found that gains were detectable at a range of about 0.9 times to about 1.1 times [123].

2.5
2.5.1

Fitts’ Law
Fitts’ Law Model
Fitts’ law is a predictive model that poses a linear relationship between the movement time

(MT) and what is known as the Index of Difficulty (ID), represented by the equation:

MT = a + b · ID

(2.1)

where a and b are constants and (ID) is based on the target width (W ), the diameter of the
target, and the target amplitude (A), the the distance between the source target and the destination
target [28, 65]. This calculation of (ID) is represented by the equation:

ID = log2 (

A
+ 1)
W

(2.2)

Due to how the following experiments are structured, applying Fitts’ law to an alternative
scenario, it is helpful to take placement accuracy into account. Adjusting Fitts’ law formulas for
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placement accuracy involves modifying target width and amplitude to bring what is called the
Effective Index of Difficulty (IDe ) [20, 82]. This calculation is represented by the equation:

IDe = log2 (

Ae
+ 1)
We

(2.3)

The term Ae is the actual distance between the selection point from the previous target to
the selection point of the current target (rather than the presented target distance), and the term
We , the effective width, is obtained as:

We = 4.133 · SDx

(2.4)

where SDx is the standard deviation of distances from the selection point to the center of the
target, projected to the movement axis. These effective measures help to better represent the user’s
actual performance in the given task, rather than the ideal performance of the task that was given
to them. This measure of user performance that uses IDe is called Throughput, which is represented
by the equation:

TP =

IDe
MT

(2.5)

Throughput has been shown to be a relatively stable measure of user performance in rapid
aimed movements, combining speed and accuracy to create a measure that is not affected by the
speed-accuracy tradeoff [66]. This throughput measure can be used to compare studies with different
error rates because the We calculations retroactively corrects the error rate to about 4% (i.e., +/2.066 SD from the mean, assuming selection coordinates are normally distributed) by resizing the
targets such that 96% of selections hit the target.
Movement in these rapid aimed movements is divided into two phases: the ballistic phase, in
which the user makes a fast, broad movement of the selector from the source area to the approximate
area of the target, and the correction phase, in which the user makes slower and more precise
movements of the selector to ensure that it is within the target [120]. This separation of movements
has been applied to virtual reality as well. Nieuwenhuizen et. al found that the correction phase was
larger in VR than in the real world [83]. Similarly, Liu et. al found that the ratio between ballistic
and correction phases were different in VR and in the real world and that the improvement in the
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virtual world was higher than the improvement in the real world [60].

2.5.2

Fitts’ Law in 3D interactions
Fitts’ law has been initially applied to movements in one dimension [28], and it has been

extensively studied in 2D interactions. However, less work has been done in studying Fitts’ law in
3D interactions, and a comprehensive 3D application has yet to be created in the same way as in 2D
interactions. A survey study was recently conducted to determine the obstacles to a comprehensive
implementation, and some of the challenges that were found were the influence of depth perception,
input technologies, and the presence of manipulation tasks [112]. Murata and Iwase proposed an
extension to Fitts’ law into 3D that better fits the data than the conventional model [81]. Chun et.
al conducted a study using a task similar to the tapping task, but in three dimensions, and they used
it to evaluate haptic feedback and stereoscopic displays [15]. Teather and Stuerzlinger compared
mouse and pen techniques for pointing in 2D and 3D space [110]. In 2D space, their data conformed
to Fitts’ law, but interactions in 3D space (those requiring movement in depth) yielded inferior levels
of performance and conformity to Fitts’ law. They stated that a potential cause of this inferior 3D
performance was the lack of haptic feedback implicit in the in-air manipulations in full 3D. In the
same way, Ramcharitar and Teather showed that planar 2D techniques had a higher throughput
than the 3D techniques [98]. In addition to 2D and 3D interactions, spatial discrepancies in user
interactions are a factor in 3D interactions. Kohli et. al found that adding a spatial discrepancy
causes a significant increase in movement time but not in throughput [52]. In addition, Batmaz et.
al conducted a study in rotational jitter in a motion tracking setting [7]. They found that the error
rate was noticeably affected with 0.5 degrees of jitter, and they also saw effects on throughput with
1 degree and movement time with 2 degrees.

2.5.3

Fitts’ Law in Virtual Reality
While many studies have been performed evaluating Fitts’ law in real-world interactions,

Fitts’ law has also been extensively studied in virtual interactions. An advantage of VR is that the
virtual end effectors do not necessarily have to be matched to a user’s physical arms. An offset can be
added to user interactions in VR. Fu et. al conducted a study evaluating the effects of visuo-haptic
co-location on user performance in a Fitts’ law task [31]. User performance was shown to be better
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in a co-located condition than in conditions with an offset added. Similarly, Li et. al found that
error rate and throughput were better in the presence of haptic feedback and co-location between
the physical and virtual end effectors [58].
In addition to the issue of co-location in virtual Fitts’ law studies, research has also explored
the effects of stereoscopic depth in VR. It is important to consider the depth axis (parallel to the
user’s gaze), as stereoscopic rendering is different from a user’s real gaze [44]. Ware and Balakrishnan
found that users tended to commit more errors when working in the viewing axis rather than
perpendicular to it [115]. Machuca and Stuerzlinger found similar decreases in performance in the
viewing axis [5]. However, they also found that performance did not suffer the same degradation
in a real-world environment. They propose an extension to Fitts’ law accounting for the change in
depth between targets.

2.5.4

Fitts’ Law in Manipulation Tasks
All of the above studies focused mainly on how Fitts’ law is applied to selection tasks.

However, recent studies have also started to translate Fitts’ law tasks into manipulation tasks,
where instead of selecting the target directly with the selector, the user picks up an object with the
selector and puts it in a different position or orientation. One of the earliest studies on this was
done by Stoelen and Akin, who performed a study on ID as it pertained to both translation and
rotation, and they derived a separate calculation for ID to account for both translation and rotation
for docking tasks in 2D space [106]. Louis and Berard extend those findings and ID calculations
to 3D docking tasks by introducing a novel display metaphor [61]. In addition Kulik et. al also
studied calculations of ID for translation and rotation individually and then simultaneously [54].
They found that it is beneficial to use translation and rotation simultaneously. These studies have
given useful information on how Fitts’ law can be used for manipulation tasks, but they are mainly
used in docking tasks. However, pick-and-place tasks such as the disc transfer or pin transfer tasks
have key differences that can provide useful information on Fitts’ law in manipulation tasks. For
instance, comparisons can be gleaned on the effects of gravity or surface-to-surface contact.
In addition to the popular bar-strip tapping task, the study by Fitts et. al also featured a
disc transfer task in which users picked up a disc and then placed it from one peg to another [28]. The
value of ID was calculated using the diameter of both the peg and the ring rather than simply using
one width value, and performance in this task was calculated by comparing this ID with movement
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time. Kvaalseth reanalyzed this task among Fitts’ other tasks, and this analysis claimed that the
disc transfer task would be better served with an exponentially decreasing function of ID rather than
with a fixed quantity for ID as was used in Fitts’ original study [55]. They found an improved linear
relationship using this formula, specifically with the disc transfer task, which showed the weakest
linear relationship between ID and movement time using the conventional Shannon formulation of
ID.
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Chapter 3

Visuo-Haptic Fidelity and the
Perception-Action Cycle
3.1

Motivation
Virtual reality is an extremely useful tool to recreate user interactions in a variety of tasks

for entertainment, training, and education. However, user interactions, specifically those involving
very precise movements, can be more difficult to perform in a virtual space than in real life. For
these interactions to be properly optimized, sensory feedback needs to be robust and immersive [73].
Previous research has shown the effectiveness of sensory cues such as haptic feedback and depth
perception in improving performance in a virtual environment to match a real-world setting.
The first study in this project evaluates how the perception-action cycle and the process
of calibrating user actions are affected by the quality of sensory feedback in VR. To this end,
this study implements a virtual pick-and-place task using the PHANToM OMNI haptic device and
a carefully calibrated stereoscopic display using the Microsoft Kinect for motion tracking. This
simulation requires participants to complete a virtual ring transfer task as accurately and efficiently
as possible. This ring transfer task was inspired by the peg-transfer task utilized in the FLS protocol
[30]. Simulations in surgical training require a great deal of precision in fine motor manipulations
[104]. In addition, surgical training simulations have been used to research conducted to evaluate
the effectiveness of haptic feedback on training outcomes [16, 35, 76, 88]. Surgical training has also
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been used to evaluate the effectiveness of stereoscopic viewing and depth perception on training
outcomes [3, 80, 108].
Through this task, the variables of haptic feedback, stereoscopic viewing, and visuo-proprioceptive
mismatch can be altered to determine their effects on how accurately and efficiently users place a
virtual ring around a peg and how well they calibrate their motor systems to changes in their perceptual cues. This study aims to further understand the perception-action cycle and to determine
how it is affected by accurate stereoscopic viewing, haptic feedback, and visuo-proprioceptive congruence/mismatch. This chapter will document the experimental procedure of this study, the results
that were found, and the lessons learned from the findings.

3.2
3.2.1

System
Apparatus
The hardware used included a PC with an NVIDIA GTX 980 GeForce GPU, a Samsung

60in. 1080p HD time-multiplexed stereo display with active shutter glasses, a PHANToM OMNI
haptic device, and a Microsoft Kinect version 1.0. The simulation was developed using the Unity 3D
game engine that utilized plugins that interfaced with the OpenHaptics library and the Microsoft
Kinect to expand the engine’s capabilities [95]. The OpenHaptics library allowed a virtual probe to
be rendered in the simulation space to match the physical stylus’s position. However, the space in
which the stylus can operate is limited (length of 16cm, height of 12cm, and width of 7cm) [50]. The
PHANToM OMNI’s stylus is linked to the base with a mechanical arm, and the virtual stylus can
only move within the range to which the mechanical arm can reach. The OpenHaptics plugin allows
the haptic workspace, the area in which the virtual stylus can operate, to be expanded in any of three
dimensions, thus adding a distortion to the movements of the virtual probe. This expansion affects
how the movement of the physical stylus is mapped into virtual space, thus creating a discrepancy
as to how the user moves and what they see on the screen. These discrepancies are common in the
use of haptic devices that involve a limited workspace.
Similarly to the OpenHaptics plugin, the simulation used the skeleton tracking afforded by
the Kinect SDK to implement head tracking, which is used in conjunction with the stereoscopic 3D
display to create a sense of motion parallax in the user. The main reason why a stereoscopic 3D
display was chosen for this study was because the large screen resolution of 1900 x 1080 surpassed that
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of the best available head-mounted displays at the time (the Oculus DK1, the Oculus DK2, and the
HTC Vive). In addition, the field of regard can be approximately equal performing a near-field finemotor task, specifically in something like a CAVE display – or a multi-screen large screen immersive
stereoscopic display [12]. For this large-screen display, it is important to accurately calibrate the
stereoscopic rendering to account for the user’s interpupillary distance (IPD), as findings show that
calibrated stereo separation improves a user’s depth perception compared to the use of a fixed IPD.
For this calibration, we used Wartell’s technique to calibrate the stereoscopic rendering to the user’s
IPD [116]. With this parallax, we implemented a system of perspective correction similar to the one
used by Garstka and Peters and the CAVE-based visualization implemented by Figueiredo et. al.
[27, 33].

Figure 3.1: Illustration of the apparatus that was used in the experiment

3.2.2

Interaction Scenario
The simulation that was developed was of a pick-and-place task that is based on the FLS

peg-transfer task, one of the most basic tools for training and evaluating hand-eye coordination in
laparoscopic surgery [104]. The main components of the simulation are a board with pegs arranged
in a straight line along the viewing axis and a ring that the user can pick up and manipulate using a
probe linked to the PHANToM OMNI’s stylus. The objective of this task is to use this probe to pick
up the ring and place it around the peg that is indicated by the simulation. The user will do this
for the required number of trials and then be moved to the next iteration of this task. Through the
interface of this simulation, the experimenter can toggle the haptic feedback in the PHANToM device
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as well as the stereo separation in the 3D display. This can be done according to the experimental
condition. Regardless of whether these two conditions are enabled, the simulation implements basic
visual cues to indicate the state of the simulation. The first cue is that the peg that the user will
target flashes green and white in contrast to the other pegs that remain white. The second cue is
that when the user touches the ring, they feel a contact force (if haptic feedback is enabled) see
the ring turn blue (even if not). When this happens, they can pick the ring up with the press of a
button and move it to the desired position. The third cue is that when the user touches a peg or
the board while holding the ring, the ring will turn red, and they will feel the appropriate contact
force based on the position of the ring relative to the peg. This indicates a collision, which is then
logged into the after-action review tool. Finally, a trial completion is defined as when the ring is
released and has settled onto the board around the destination peg. When this happens, the ring
will flash gold and then return to white, and the next peg in the sequence will start to flash green
and white. These visual cues will ensure that the user experiences a basic sense of the state of the
simulation even when they are not able to feel the contact forces. This will normalize the haptic
feedback conditions and allow for a comparative evaluation of performance between when haptic
feedback is enabled and when it is disabled.
In addition to the toggling of haptic feedback, the simulation also enables stereoscopic
viewing to be toggled on and off in the same way. When stereoscopic viewing is enabled, the
stereo separation provides a sense of screen parallax, allowing the user a strong sense of depth
perception. This screen parallax is absent when stereoscopic viewing is disabled, but to retain some
sense of depth perception and to prevent closer pegs from occluding pegs that are farther away, the
simulation implements head tracking using the Kinect (as mentioned in section 3.2.1). In addition,
the lighting in the scenario has the pegs cast shadows that are perpendicular to the axis on which
they were arranged, giving an important depth cue that allows users to more easily align the cursor
and ring position with the flashing peg. Although depth cues do help to orient the user to where
the probe is relative to the ring and the pegs, we do not expect a significant effect on the evaluation
of stereoscopic viewing, as our experiment is about precision interactions in a near-field space, and
the main focus of the study was about the effectiveness of the very important depth cues provided
by the stereo separation. The motion parallax provided by the perspective correction algorithm is
present in action and vista space in addition to near-field space, but the added depth perception
cues that come from one’s eye separation are only in a near-field space, which is the main focus of
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this study.
In the peg-transfer scenario in this study, the pegs are arranged in a straight line along
the viewing axis. The number of pegs in this scenario varies from three, five, and seven, but in
all three settings, the center peg is located at the plane of zero parallax, located directly at the
screen and depicted without stereo separation. All the pegs in front of that one are in a space of
negative parallax, and the ones behind it are in a space of positive parallax. In addition to the
parallax, the dimensions of the setup are as depicted in Figure 4.2. Each peg was 6 cm apart from
the adjacent one (from center to center), and they were 1 cm in diameter and 5 cm in height. These
peg dimensions were chosen to ensure that the users had to carefully maneuver the ring around the
peg. The ring could fit comfortably in the gap between the pegs. In addition to the pegs, the rings
had a consistent size. It was 0.75 cm tall, and it had an outer and inner diameter of 4cm and 3cm,
respectively.
The simulation involved three scenarios with three different numbers of pegs: one with three
pegs, one with five pegs, and one with seven pegs. Each of these scenarios had different gains applied
to the haptic workspace. For the 3-peg scenario, the movement of the virtual probe matched the
movement of the physical stylus in a one-to-one fashion. For all three axes, 1cm of movement of the
physical stylus was mapped to 1cm of movement of the virtual probe. However, the 5- and 7-peg
scenarios added discrepancies in how physical movement mapped to virtual movement parallel to
the viewing axis. The 5- and 7-peg scenarios mapped 1cm of movement of the physical stylus to 2cm
and 3cm respectively in the viewing axis, while the two axes perpendicular to the viewing axis were
mapped at a one-to-one. For each of the 3-, 5-, and 7-peg scenarios are presented to the participants
in a random order, and they are required to complete several trials from each one before moving to
the next. In the 3-peg scenario, the participant is given 7 permutations of each of the 3 pegs for a
total of 21 trials. In the 5-peg scenario, the participant is given 5 permutations of each of the 5 pegs
for a total of 20 trials. In the 7-peg scenario, the participant is given 3 permutations of each of the
7 pegs for a total of 21 trials. This gain was a commonly implemented feature in haptic simulations
in VR, and it allows for the experiment to evaluate how visuo-proprioceptive mismatch affects the
perception-action cycle in VR.
With the OpenHaptics framework that was used for this simulation, the only contact forces
that were rendered were at a specific point tracked by the joints of the mechanical arm (which we
will call point-to-surface contact). This point is represented as the tip of the probe in the virtual
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space. These forces are not translated to the object that the user is holding (which we will call
surface-to-surface contact), so when the user touches an object in the environment with the object
that they are holding, the framework will not give a contact force as if they had touched it with the
probe. Thus, the developers customized an algorithm using the constant forces in the OpenHaptics
framework to simulate the surface-to-surface forces. These forces give a constant force of 0.85 N of
force feedback.

3.3

Experimental Setup

3.3.1

Research Questions and Hypotheses
For this study, the following research questions are proposed:

• To what extent do haptic feedback and stereoscopic viewing affect a user’s accuracy, efficiency,
and economy of movement in near-field fine motor tasks?
• To what extent does a mismatch between the visual information and proprioceptive information
affect a user’s accuracy, efficiency, and economy of movement in near-field fine motor tasks?
• To what extent do haptic feedback, stereoscopic viewing, and visuo-proprioceptive mismatch
affect the adaptation and calibration in near-field fine motor perception-action coordination?
To address these questions, the following hypotheses were formulated:
1. Enabling haptic feedback and stereoscopic viewing is expected to improve accuracy, efficiency,
and economy of movement as compared to having them disabled, with performance being
strongest with both cues enabled.
2. Participant performance in near-field fine motor tasks is expected to be optimal in the scenario
with one-to-one movement as compared to scenarios with discrepant movement.
3. Participant performance is expected to improve significantly from the first set of trials to the
second set of trials.
To address Hypothesis 1, there have been plentiful studies on how haptic feedback affects
task performance [16, 79, 96], and there have been plentiful studies on how stereoscopic viewing
affects task performance [45, 80, 92]. However, research is scarce on the interaction between these
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Table 3.1: Conditions by Haptics and by Stereo
Conditions & Haptics ON Haptics OFF
Stereo ON
H-S
NH-S
Stereo OFF
H-NS
NH-NS

two cues. Given the benefits of each cue individually, it is reasonable to hypothesize that task
performance would be the strongest with both cues enabled. To address Hypothesis 2, there have
been applications that have distorted how the user’s virtual end effectors alter the feedback that they
receive [46, 58]. In addition, Ernst and Banks show how users combine visual and haptic information
that they receive [25]. When the visual and haptic cues conflict with each other, it is reasonable to
hypothesize that task performance will be negatively affected. Finally, to address Hypothesis 3, after
a period of acting in a virtual environment, users can calibrate their actions in that environment
and then carry those actions into a real-world setting [1, 24].

3.3.2

Experiment Procedure
This experiment implemented four conditions based on the between-subjects variables of a

2 (haptics) x 2 (stereo) factorial design. 40 participants were recruited among graduate students,
undergraduate students, and staff between the ages of 18 and 45, and they were randomly assigned
to one of the four conditions (10 per condition, shown in Table 3.1). They all had 20/20 vision or
corrected with contacts (no glasses).
The experiment procedure was as follows: First, the participant was presented with a consent
document covering the details of what to expect during the experiment. The next step was to
measure the participant’s IPD to determine how to calibrate the stereoscopic 3D display, specifically
for participants who were assigned the conditions with stereoscopic viewing. After that, to gauge
participants’ spatial abilties, they were given the Guilford-Zimmerman spatial orientation test and
the Cube Comparison test [38]. After these tests, the experimenter gives a brief description of the
actual task, including the objectives and conditions. Before the experiment starts, the participant
was given a training task to place a ball into a bucket. This task was to acquaint participants with
the PHANToM OMNI, the haptic feedback that it provides, and the process of object manipulation
without revealing the actual task, thus removing the learning effect for the task. After completing
the training task, participants were given the experimental task (as described in Section 3.2.2).
These tasks were given in a random order of 3-peg, 5-peg, and 7-peg, with 21 trials for the 321

and 7-peg scenarios and 20 trials in the 5-peg scenario for a total of 62 trials for each participant.
Participants were given a short break in between scenarios to avoid excessive fatigue when using
the virtual stylus. Participants’ movements and all of the data for the dependent variables were
logged into an after-action review tool, which saves this data into a file that can be called read by
the experimenters and played back as a replay. After the experiment has finished, the participant
is administered a system usability survey and the NASA TLX workload assessment questionnaire
[40, 57]. The main experiment took approximately 30 minutes, and with the inclusion of the consent
forms and questionnaires, the experiment took a maximum of one hour.

3.4

Results
For each trial, the main quantitative variables were recorded by the after-action review tool

mentioned in Section 3.2.2 were the trial time, the distance traveled by the probe, the distance
traveled by the ring, the number of collisions, and the ring displacement around the peg. The
independent factors included two between-subjects variables – haptics (ON or OFF) and stereo (ON
or OFF) – and two within-subjects – scenario, which dictates how much gain is applied (3-peg, 5peg, or 7-peg) and the set of 5 trials (4 sets of trials). A parametric Analysis of Variance (ANOVA)
was conducted to examine the relationship between each dependent variable with the combination
of the above independent variables. This analysis was conducted after carefully verifying that all
the assumptions of the parametric test were satisfied. It was ensured that Box’s test of equality
of covariance matrix was not significant, and Levene’s test of sphericity was conducted to ensure
that the error variance in groups of samples is equivalent. After the main ANOVA analyses were
conducted for each dependent variable, pairwise tests were conducted for each variable – Tukey’s
HSD method for the between-subjects variables and the Bonferroni method for the within-subjects
variables.

3.4.1

Time per Trial
We compared movement time using a 3 (Scenario) X 4 (trial sets) X 2 (haptics) X 2 (stereo)

mixed-model ANOVA. This analysis revealed a significant main effect of scenario, F(2,72) = 11.98,
p < 0.001, part. η 2 = 0.25, a significant main effect of trial sets, F(3,108) = 10.76, p < 0.001, part.
η 2 = 0.23, and a significant main effect of haptics F(1,36) = 8.73, p = 0.005, part. η 2 = 0.20. These
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results are depicted in Figure 3.2. Post-hoc pairwise comparisons revealed that the mean time per
trial was significantly lower in the 3-peg scenario (M = 8.87sec, SD = 5.57) as compared to the 5-peg
scenario (M = 10.77 sec, SD = 5.87, p = 0.007) and the 7-peg scenario (M = 12.93sec, SD = 8.29, p
< 0.001). Also, the post-hoc pairwise comparison revealed that the time per trial was significantly
higher in Trial set 1 (M = 12.89sec, SD = 8.35) as compared to Trial set 2 (M = 10.42sec, SD =
6.72, p = 0.021), Trial set 3 (M = 10.06sec, SD = 6.04, p < 0.001), and Trial set 4 (M = 9.91sec,
SD = 5.19, p = 0.004). Finally, the mean time per trial was significantly higher in Haptics OFF (M
= 12.88sec, SD = 7.60) as compared to Haptics ON (M = 8.76sec, SD = 4.56, p = 0.005).

Figure 3.2: Graph of interaction effect of the set of four trials with haptic feedback on mean time
per trial

3.4.2

Probe Distance (cm)
Similar to the previous analysis, the data was subjected to a 3 (Scenario) X 2 (haptics) X

2 (stereo) X 4 (trial sets) mixed-model ANOVA. This analysis revealed a significant main effect of
scenario, F(2,72) = 58.45, p < 0.001, part. η 2 = 0.62, a significant main effect of trial sets, F(3,108)
= 32.16, p < 0.001, part. η 2 = 0.47, a significant main effect of stereo F(1,36) = 6.89, p = 0.013,
part. η 2 = 0.16, and a significant main effect of haptics F(1,36) = 5.57, p = 0.024, part. η 2 = 0.20.
The analysis also revealed a significant scenario by haptics interaction, F(2,72) = 3.49, p = 0.036,
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part. η 2 = 0.09, and a significant trialsets by stereo interaction F(3,108) = 3.10, p = 0.03, part. η 2
= 0.09. These results are depicted in Figures 3.3 and 3.4.

Figure 3.3: Graph of interaction effect of the peg scenario with haptic feedback on mean distance
traveled by the probe
Post-hoc pairwise comparisons using Tukey’s HSD method revealed that in the 7-peg scenario, the probe distance was significantly larger in Haptics OFF (M = 101.75cm, SD = 61.55) than
it was in Haptics ON (M = 74.07cm, SD = 21.30, p = 0.004). This was especially true in Trial set 4
compared to earlier trial sets. Post-hoc pairwise comparisons revealed that in Stereo OFF, the probe
distance was significantly higher in Trial set 1 (M = 101.58cm, SD = 45.54) than it was in Trial set
2 (M = 60.93cm, SD = 19.05, p = 0.002), Trial set 3 (M = 61.94cm, SD = 21.36, p < 0.001), and
Trial set 4 (M = 60.43cm, SD = 16.86, p < 0.001). Post-hoc pairwise comparisons revealed that in
Stereo ON, the probe distance was significantly higher in Trial set 1 (M = 71.05cm, SD = 33.78)
than it was in Trial set 2 (M = 51.28cm, SD = 18.39, p = 0.001), Trial set 3 (M = 50.17cm, SD
= 18.20, p = 0.001), and Trial set 4 (M = 47.43cm, SD = 10.14, p = 0.008). Overall, mean probe
distance was significantly larger in Haptics OFF (M = 70.40cm, SD = 25.70) as compared to Haptics
ON (M = 55.81cm, SD = 13.31, p = 0.024). Likewise, mean probe distance was significantly larger
in Stereo OFF (M = 71.23cm, SD = 25.70) as compared to Stereo ON (M = 54.98cm, SD = 20.12,
p = 0.013).
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Figure 3.4: Graph of interaction effect of the set of four trials with haptic feedback on mean distance
traveled by the probe

3.4.3

Ring Distance (cm)
Similar to the previous analysis, the data was subjected to a 3 (Scenario) X 2 (haptics) X

2 (stereo) X 4 (trial sets) mixed-model ANOVA. This analysis revealed a significant main effect of
scenario, F(2,72) = 119.21, p < 0.001, part. η 2 = 0.77, a significant main effect of trial sets, F(3,108)
= 10.20, p < 0.001, part. η 2 = 0.22, a significant main effect of stereo F(1,36) = 10.72, p = 0.002,
part. η 2 = 0.23, and a significant main effect of haptics F(1,36) = 7.05, p = 0.012, part. η 2 = 0.16.
The analysis also revealed a significant scenario by stereo interaction, F(2,72) = 3.44, p = 0.038,
part. η 2 = 0.09, and a significant trialsets by stereo interaction F(3,108) = 4.45, p = 0.005, part.
η 2 = 0.11. These results are depicted in Figures 3.5 and 3.6.
Post-hoc pairwise analyses using Tukey’s HSD method on stereo revealed that while there
was no significant difference between Stereo ON and Stereo OFF in the 3-peg scenario, the mean ring
distance in the 5-peg scenario was significantly lower in Stereo ON (M = 35.50cm, SD = 6.21) than
it was in Stereo OFF (M = 45.50cm, SD = 9.54, p < 0.001). In addition, the mean ring distance
in the 7-peg scenario was significantly lower in Stereo ON (M = 47.94cm, SD = 12.43) than it was
in Stereo OFF (M = 58.30cm, SD = 14.85, p = 0.022). Post-hoc comparisons using the Bonferroni
method on trial sets revealed that in the Stereo OFF condition, mean ring distance was significantly
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Figure 3.5: Graph of interaction effect of the peg scenario with haptic feedback on mean distance
traveled by the ring
higher in Trial set 1 (M = 52.39, SD = 14.24) than it was in in Trial set 2 (M = 41.72, SD = 9.78,
p = 0.024), in Trial set 3 (M = 42.43, SD = 9.47, p = 0.001), and in Trial set 4 (M = 41.73, SD =
8.34, p = 0.01). Finally, overall mean ring distance was significantly higher in Haptics OFF (M =
43.84cm, SD = 11.78) than it was in Haptics ON (M = 37.55cm, SD = 7.05, p = 0.012), and it was
also significantly higher in Stereo OFF (M = 44.57cm, SD = 10.26) than it was in Stereo ON (M =
36.81cm, SD = 8.52, p = 0.002).

3.4.4

Number of Collisions
The next variable that was studied was the number of collisions between the ring and

the source or destination peg in the presence or absence of haptics and stereo. This metric was
analyzed using a 3 (Scenario) X 2 (Haptics) X 2 (Stereo) X 4 (Trial sets) mixed-model ANOVA.
As with the other metrics, care was taken to test for the assumptions of parametric modeling. The
ANOVA revealed a significant main effect of haptics, F(1,36) = 22.16, p < 0.001, part. η 2 = 0.38,
a significant main effect of stereo, F(1,36) = 16.90, p < 0.001, part. η 2 = 0.32, and a significant
main effect of scenario F(2.72) = 149.22, p < 0.001, part. η 2 = 0.80. The analysis also revealed a
significant scenario by haptics interaction, F(2,72) = 3.98, p = 0.023, part. η 2 = 0.10. These results
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Figure 3.6: Graph of interaction effect of the peg scenario with haptic feedback on mean distance
traveled by the ring
are depicted in Figures 3.7. Post-hoc pairwise comparisons revealed that within the Haptics OFF
conditions, the mean number of collisions was significantly less in the 3-peg scenario (M = 1.37, SD
= 0.71) as compared to the 5-peg scenario (M = 2.56, SD = 1.02, p < 0.001) and the 7-peg scenario
(M = 3.48, SD = 1.38, p < 0.001), and in the same conditions, the mean number of collisions was
significantly less than in the 7-peg scenario. In the same way, within the Haptics ON conditions,
the mean number of collisions was significantly less in the 3-peg scenario (M = 0.70, SD = 0.37) as
compared to the 5-peg scenario (M = 1.51, SD = 0.70, p < 0.001) and the 7-peg scenario (M = 2.23,
SD = 0.72, p < 0.001), and in the same conditions, the mean number of collisions was significantly
less than in the 7-peg scenario. In the 3-peg (p = 0.001), 5-peg (p = 0.001), and 7-peg (p = 0.001)
scenarios, the mean number of collisions was higher in the Haptics OFF condition than it was in the
Haptics ON conditions. Finally, as expected, the mean number of collisions was significantly higher
in the Stereo OFF conditions (M = 2.40, SD = 0.92) than it was in the Stereo ON conditions (M =
1.54, SD = 0.84, p = 0.002).
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Figure 3.7: Graph of interaction effect of the peg scenario with stereoscopic viewing on mean number
of collisions

3.4.5

Placement Error (cm)
The study examined the effects of haptics, stereo, and scenario on the participants’ place-

ment error, which is defined in this study as the distance between the center of the ring and the
center of the peg. The mean placement error was analyzed via a 3 (Scenario) X 2 (Haptics) X 2
(Stereo) X 4 (Trial sets) mixed-model ANOVA. As with the other metrics, care was taken to test for
the assumptions of parametric modeling. This ANOVA revealed significant main effects of stereo,
F(1,36) = 10.903, p = 0.002, part. η 2 = 0.23, and scenario, F(2.72) = 3.93, p = 0.024, part. η 2 =
0.10. Surprisingly, the analysis could not reveal a significant main effect of haptics or any significant
interaction effects between independent factors. These results are depicted in Figures 3.8 and 3.9.
Post-hoc pairwise comparisons using Tukey’s HSD method revealed that mean placement
error was higher in the Stereo OFF conditions (M = 0.585cm, SD = 0.11) than it was in the Stereo
ON conditions (M = 0.492cm, SD = 0.08, p = 0.02). Post-hoc pairwise comparisons using the
Bonferroni method revealed that mean displacement error in the 3-peg scenario (M = 0.56cm, SD
= 0.12) was significantly higher than in the 5-peg scenario (M = 0.51cm, SD = 0.11, p = 0.019)
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Figure 3.8: Graph of interaction effect of the peg scenario with haptic feedback on mean placement
error

3.5

Discussion
The focus of this study was on the concept of perception-action coordination and how it

is affected by sensory fidelity and visuo-proprioceptive mismatch. To this end, a VR simulation
was constructed to implement a fine-motor peg-transfer task in which users pick up a virtual ring
with the PHANToM OMNI stylus and place it around a specific peg chosen by the system. This
task was similar to the peg-transfer task in the FLS training curriculum, emphasizing speed, accuracy, efficiency, economy of movement, and manual dexterity in fine motor task performance in the
near-field. The between-subjects variables were the presence of haptic feedback and the presence
of stereoscopic viewing, and the repeated-measures variables were visuo-proprioceptive mismatch
(manifested by gains that were separated in the 3-, 5-, and 7-peg scenarios) and the progression of
trials (divided into four sets of five trials).
The first hypothesis in this study was that enabling haptic feedback and stereoscopic viewing
is expected to improve accuracy, efficiency, and economy of movement as compared to having them
disabled, with performance being strongest with both cues enabled. This hypothesis was supported,
as this study found that in different ways from the metrics of time, accuracy, and economy of
movement, participants performed better in the presence of haptic feedback and of stereoscopic
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Figure 3.9: Graph of interaction effect of the peg scenario with haptic feedback on mean number of
collisions
viewing than they did in the absence of either or both. Both haptic feedback and stereoscopic
viewing improved the number of collisions and movement distance for both ring and probe. In
addition, haptic feedback by itself improved movement time, and stereoscopic viewing by itself
improved mean placement error. An interesting or surprising result is that there were no interaction
effects revealed between haptic feedback and stereoscopic viewing. This means that between haptic
feedback and stereoscopic viewing, task performance was generally similar between when both were
enabled, when both were disabled, and when only one was enabled. In addition, in most of the
independent factors, specifically by the metrics of accuracy, stereoscopic viewing has a strong effect
on near-field fine-motor task performance as compared to haptic feedback alone. These results
indicate that stereoscopic viewing is a very important factor and dominates task performance, as
suggested by the visual dominance theory [14, 93].
The second hypothesis in this study was that participant performance in near-field fine
motor tasks is expected to be optimal in the scenario with one-to-one movement as compared to
scenarios with discrepant movement. This hypothesis was supported. Many of the dependent variables were strongest in the 3-peg scenario, in which virtual movement was congruent with physical
movement. In contrast to this 3-peg scenario, the 5-peg and 7-peg scenarios had discrepancies added
to movements in the front-and-back axis. The 5-peg scenario was weaker than the 3-peg scenario,
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and the 7-peg scenario had the lowest performance by the established metrics. This illustrates
that visuo-proprioceptive congruence and mismatch have a strong impact on user performance in
near-field fine-motor tasks. Another area in which this study contributes interesting findings was
how stereoscopic viewing and haptic feedback seem to influence this effect. With haptic feedback
disabled, participants were less economical in the movements of their end effectors, and this effect
was especially strong in the discrepant scenarios. Similarly, the difference in the number of collisions
between ring and peg was larger in discrepant scenarios (specifically in the 7-peg scenario), than it
was in congruent scenarios. Similarly to the interactions with haptic feedback, there was an interaction effect between visuo-proprioceptive mismatch and stereoscopic viewing. With stereoscopic
viewing disabled, the difference in movement economy between the congruent and discrepant scenarios was higher than it was with stereoscopic viewing enabled. Also the magnitude of the difference
in movement economy between stereoscopic viewing enabled or disabled was highest in scenarios
with more discrepancy (especially in the 7-peg scenario). Finally, overall object placement accuracy
was significantly higher in the condition with stereoscopic viewing than it was without it, regardless
of the visuo-proprioceptive mismatch. Generally the findings suggest that in near-field fine-motor
manual task performance, visual feedback tends to have a stronger effect on the perception-action
cycle than other sensory modalities. This phenomenon is similar to what is found in the McGurk
effect, which dictates that visual feedback is dominant over auditory feedback in terms of judgments
of lip movements [70].
The third hypothesis was that participant performance is expected to improve significantly
from the first set of trials to the second set of trials. This hypothesis was partially supported, as
with the metric of time and movement economy, participants’ performance was weakest in the first
five trials and then stabilized after the second set. This shows that users calibrate their performance
quickly in near-field fine-motor tasks, and then their actions were relatively stable after the first set
of five trials. While this calibration process occurred regardless of the presence or absence of haptic
feedback or stereoscopic viewing, those two cues significantly increased the difference between the
first trials and the subsequent trials. Therefore, it is reasonable to make two inferences from this.
First, near-field fine motor perception-action calibration occurs rapidly and in a higher magnitude
in situations with less immersive sensory feedback. Second, in situations of higher sensory fidelity,
participants need only little calibration to perform at their best level in a fine-motor task in VR. This
study builds upon previous literature that examines physical reaching behaviors in VR [24, 62, 110],
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with the findings that this calibration is affected by the presence or absence of haptic feedback,
stereoscopic viewing, and visuo-proprioceptive mismatch when judging by movement time, accuracy,
and economy of movement.
Overall this study demonstrated that near-field fine-motor perception-action coordination
can be affected by sensory fidelity and visuo-propriocetpive mismatch. General, manual task performance was enhanced by adding sensory cues such as haptic feedback and stereoscopic viewing, and
it can be impacted by adding a gain to movements. This research shows that adding a mismatch
between the physical movements and the visual feedback that is given can detrimentally affect the
accuracy and efficiency of end-effector movements, and those effects can be exaggerated in situations
of low sensory fidelity. This is important because this mismatch is often added in many applications
such as robot-assisted surgery or haptic simulations [89, 101, 117]. In addition to these discrepancies, this study found that participants calibrate and adapt their actions rapidly in any level of
sensory fidelity or visuo-proprioceptive mismatch, significantly improving efficiency and movement
economy within a set of no more than five trials. Also, this calibration is exaggerated in situations of
reduced sensory fidelity or increased movement discrepancy. Therefore, it is emphasized that when
developing applications for fine-motor task performance, it is important to consider which sensory
feedback cues to implement, especially in situations where initial performance is important.
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Chapter 4

Fitts’ Law and Sensory Fidelity in
a Virtual Pick-and-Place Task
4.1

Motivation
Precision tasks are a crucial part in interactions within a virtual environment, with a wide

variety of potential applications such as for operating control panels or complex machinery. For
precision tasks such as these, specifically in simulating them in a controlled virtual environment, it
is important that the interaction methods be as realistic and immersive as possible. In particular, the
main objective metrics for these tasks are speed and accuracy, and there exists a trade-off between
these two such that faster movements are generally less accurate and vice versa [66]. Many different
factors, specifically realistic virtual interfaces, can affect the balance in this trade-off, and it is
important for researchers to understand these effects. A common method for studying this trade-off
and its applications in rapid aimed movements is Fitts’ law, which states that the movement time
for a rapid aimed movement is proportional to a ratio between how wide the target is and how far
away it is. The logarithmic relationship between width and distance is called the Index of Difficulty
(ID). An advantage of Fitts’ law is that it can be used to extrapolate from the data between different
studies and for designing new methods of interaction.
The original experiment that has been used as a basis for Fitts’ law studies employed
three tasks: a bar-strip tapping task, a disc transfer task, and a pin-transfer task [28]. The bar-
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strip tapping task has led to a plethora of studies involving tapping tasks in Fitts’ law [65, 82,
103]. Surprisingly though, research is scarce in applying the disc transfer and pin transfer tasks
despite being featured just as prominently in the original study. In addition, little research has
been performed on how haptic feedback and stereoscopic viewing affect the speed-accuracy trade-off
modeled by Fitts’ law in virtual reality, specifically in manipulation tasks. These manipulation tasks
share some key similarities from the tapping task in that they involve moving an end effector to a
target of a specific width that is a specific distance from the target, and they are evaluated by the
metrics of movement time and index of performance. However, the disc transfer and pin transfer
tasks go beyond simple target acquisition by requiring the user to hold and manipulate an object
with precision movements. This can be applied to a wider variety of tasks than simply touching a
specific target. These manipulation tasks can have important applications in realistic use cases such
as laparoscopic surgery tasks and industrial machinery, and such applications can help researchers
to better understand the impacts of VR display and interaction fidelity on reaching and grasping
tasks, which are becoming increasingly important as VR becomes more readily accessible. Previous
work has speculated that the results for selection tasks could potentially extend to manipulation
tasks [110, 111], but this study aims to directly evaluate manipulation tasks and how the elements
of virtual environments can affect how participants interact with these tasks.

4.2
4.2.1

System
Apparatus
The simulation for this study was employed using a PC with an NVIDIA GTX 980 GeForce

GPU that was attached to a 60-inch Samsung stereoscopic 3D TV with a 1900 X 1080 resolution
and shutter glasses. This mode of display was chosen due to the higher field of view and the higher
resolution described in Section 3.2.1. Additional hardware includes the PHANToM OMNI for haptic
feedback [68] and the Microsoft Kinect. Rendering was done using the Unity game engine [114] and
the OpenHaptics library, and a plugin was used to synchronize Unity with the OpenHaptics library
[95]. The PHANToM uses a mechanical arm to track stylus movements and render forces, but the
design of that mechanical arm means that the operating range is limited. To address this issue, the
OpenHaptics tools in Unity allow the haptic workspace to be expanded, thus adding a discrepancy
between the physical stylus and the virtual probe. In addition, the simulation implements head
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tracking using the tracking features of the Kinect SDK. Wartell’s technique was used to create a
perspective correction system that is similar to CAVE displays [116].

Figure 4.1: Illustration of the apparatus that was used in the experiment

4.2.2

Interaction Scenario
A virtual scenario was developed using the apparatus listed in section 5.2.2. This scenario

implemented a pick-and-place task similar to the one in Chapters 3 and 4 and inspired by the FLS
peg-transfer task [104]. The objective of the simulation is to use the PHANToM OMNI to pick up
a ring and place it around the indicated peg while avoiding collisions between the ring and the peg.
The force feedback can be toggled on and off for the purposes of the between-subjects factors. When
enabled, this haptic feedback system allowed users to feel contact forces with the probe as well as
the ring that the user is holding. There was also a color-change system similar to Chapter 3 that
gives visual feedback regardless of haptic feedback.

Figure 4.2: Dimensions of the pegboard and the ring
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Table 4.1: Conditions by Haptics and by Stereo
Conditions Haptics ON Haptics OFF
Stereo ON
H-S
NH-S
Stereo OFF
H-NS
NH-NS

4.3

Experimental Setup

4.3.1

Research Questions and Hypotheses
This study aims to determine the plausibility of using Fitts’ law for modeling the perfor-

mance of manipulation tasks using the pick-and-place task described in Section 4.2.2. The study
attempts to answer the following research questions:
• To what extent does a ring-transfer task implemented in VR conform to Fitts’ law? Will there
be a strong linear relationship between ID and movement time?
• How do haptic feedback, stereoscopic viewing, and visuo-proprioceptive mismatch affect movement time in a ring-transfer task?
• How do haptic feedback, stereoscopic viewing, and visuo-proprioceptive mismatch affect throughput as defined by Fitts’ law in a ring-transfer task?
To address these questions, the following hypotheses were formulated:
1. The linear relationship between ID and movement time is not expected to be as strong as in
tapping tasks, but it will be moderately strong.
2. Movement time is expected to be positively affected by haptic feedback and stereoscopic viewing and negatively affected by visuo-proprioceptive mismatch.
3. Throughput is expected to be positively affected by haptic feedback and stereoscopic viewing
and negatively affected by visuo-proprioceptive mismatch.

4.3.2

Experiment Procedure
Similarly to Section 3.3.2, this simulation employed 40 participants, randomly assigned to

one out of four between-subjects conditions, as shown in Table 4.1.
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For this study, the quantitative metrics were average movement time, average throughput,
and the relationship between ID and time. The independent factors for these metrics were haptic
feedback (ON or OFF), stereoscopic viewing (ON or OFF), and the gain applied in each scenario
(3-peg, 5-peg, or 7-peg). These variables are arranged in a 3 x 2 x 2 mixed-model design, with
haptics and stereo as between-subjects factors and gain as a within-subjects factor. Movement time
and throughput were averaged over these three factors – haptics, stereo, and gain. At the start
of the experiment, participants were asked to emphasize accurate movements at an efficient pace,
making as few collisions as possible between the ring and the peg (with collisions being indicated by
the ring turning red).

4.4

Results
To examine the effects that the independent variables have with movement time and through-

put, we used a mixed-model Analysis of Variance (ANOVA). These analyses were conducted after
ensuring that the underlying assumptions of the parametric tests were met, verifying that the data
points were normally distributed. These assumptions were also subjected to Box’s test of equality of
covariance matrix and Levene’s test of sphericity. After the main analyses were conducted, pairwise
post-hoc comparisons were conducted. Between-subjects variables were compared using Tukey’s
HSD method, and the within-subjects variables were compared using the Bonferroni method.
After the ANOVA analyses, the experimenters analyzed the linear relationship between
the Index of Difficulty and movement time as depicted by Fitts’ law, and they analyzed how this
relationship was affected by the following variables: haptics, stereo, and gain. The first analysis of
this relationship was a simple regression analysis comparing movement time with standard Index of
Difficulty and effective Index of Difficulty as depicted in Fitts’ law. Next, we performed multiple
regression analyses comparing all the independent variables. These multiple regressions were tested
with the underlying assumptions for multiple regression. The data met the assumption of collinearity,
confirming that multicollinearity was not an interfering factor with tolerance greater than 0.2 and
VIF less than 5 for all factors. In addition, the data met the assumption of independent errors
(Durbin-Watson between 1 and 3). The histogram of standardized residuals showed that the data
had an approximately normal distribution, as did the normal P-P plot of standardized residuals,
which showed that all the points were close to the line.
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4.4.1

Movement Time (sec)
Movement time was analyzed using a 3(gain) X 2(haptics) X 2(stereo) mixed-model ANOVA

analysis. For this study, movement time was measured starting from when the ring clears the source
peg and ending when the ring re-enters the destination peg. This method is for evaluating movement
time from a top-down perspective, reminiscent of a 2D Fitts selection task using area cursors [37, 49].
The ANOVA analysis revealed a significant main effect of gain, F(2,68) = 12.179, p < 0.001,
part. η 2 = 0.265. No significant main effect was revealed for haptics, F(1,34) = 12.204, p = 0.096,
part. η 2 = 0.08, or stereo, F(1,34) = 0.149, p = 0.851, part. η 2 = 0.0.001. Post-hoc pairwise
comparisons using the Bonferroni method revealed that participants performed slower in the 7-peg
scenario (M = 4.423sec, SD = 1.651) than they did in the 3-peg scenario (M = 3.326sec, SD =
1.308, p < 0.001) or in the 5-peg scenario (M = 3.713sec, SD = 1.262, p = 0.011). There was no
significant difference between the 3- and 5-peg scenarios. These results are depicted in Figures 4.3.

Figure 4.3: Graph of mean time per trial in each peg scenario for both Haptics ON and Haptics
OFF

4.4.2

Throughput(bit/s)
Similarly to movement time, throughput was examined using a 3(gain) X 2(haptics) X

2(stereo) mixed-model ANOVA analysis. For each gain scenario and each level of distance between
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pegs, we calculated throughput based on the average value of IDe for those trials within that set of
criteria. The replay tool in the simulation logged the displacement between the center of the ring and
the center of the peg, and then it projected that displacement vector onto the axis on which the pegs
were arranged. For the calculation if IDe , we calculated SDx by taking the standard deviation of the
displacement for each trial for each scenario done by each participant and calculating We according
to Equation 2.4. Equation 2.3 was then applied to calculate IDe , where A was the distance between
the source and destination pegs, and then calculated throughput by dividing IDe by the movement
time. As per Equation 2.5, throughput was measured by dividing IDe by movement time.
The ANOVA analysis revealed a significant effect of haptics, F(1,34) = 4.906, p = 0.034,
part. η 2 = 0.126. The analysis could not find a significant effect of stereo F(1,34) = 2.468, p
= 0.125, part. η 2 = 0.068, or gain, F(2,68) = 0.163, p = 0.0.85, part. η 2 = 0.005. Post-hoc
pairwise comparisons using the Bonferroni method revealed that the Haptics ON condition (M =
0.663bits/s, SD = 0.171) had a higher throughput than the Haptics OFF condition (M = 0.538bits/s,
SD = 0.227). These results are depicted in Figures 4.4.

Figure 4.4: Graph of mean throughput (as calculated in Equation 2.5 in each peg scenario for both
Haptics ON and Haptics OFF
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4.4.3

Regression Analyses

4.4.3.1

Index of Difficulty on Movement Time
Fitts’ law predicts a linear relationship between movement time and ID, the data was re-

analyzed to determine how the scenarios in this study line up with the predictive model of Fitts’
law. For each participant and each scenario, all the trials were averaged for each length of the gap
between source peg and destination peg. Thus, there were two ID values for the 3-peg scenario, four
ID values for the 5-peg scenario, and six ID values for the 7-peg scenario. However, as mentioned
earlier, the first trial for each participant in each scenario was removed during the calculation of the
average for each gap size.
To further explore this relationship between ID and movement time, the experimenters set
to determine how it is affected by haptics, stereo, and gain. Thus, a hierarchical multiple regression
analysis was conducted in an attempt to predict movement time based on ID in addition to haptics,
stereo, and gain. In this analysis, trials were averaged over the same peg interval, haptics, stereo,
and gain. A significant regression was found, F(15,32) = 13,704, p < 0.001, R2 = 0.865. The
regression coefficients were shown in Table 4.2.
In this regression table, ID was measured in bits, gain was coded as 3-peg = 3, 5-peg = 5,
7-peg = 7. Haptics was coded as Haptics OFF = 0, Haptics ON = 1, and stereo was coded as Stereo

Table 4.2: Regression Coefficients Calculated for ID
Terms
Coefficients
p-value
intercept
0.876
0.105
ID
0.872
< 0.001
Haptics
-0.469
0.011
Stereo
0.059
0.733
Gain
0.198
0.004
ID * Haptics
0.054
0.819
ID * Stereo
-0.100
0.672
ID * Gain
0.156
0.06
Haptics * Stereo
1.261
0.001
Haptics * Gain
0.085
0.511
Stereo * Gain
-0.072
0.577
ID * Haptics * Stereo
0.862
0.074
ID * Haptics * Gain
-0.147
0.366
ID * Stereo * Gain
-0.094
0.561
Haptics * Stereo * Gain
0.780
0.004
ID * Haptics * Stereo * Gain
0.945
0.006
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OFF = 0, Stereo ON = 1. In the multiple regression interaction terms, ID was mean-centered to
alleviate multicollinearity effects. This multiple regression analysis revealed significant main effects
of ID (p < 0.001), haptics (p = 0.011), and gain (p = 0.004). In addition, we found a significant
haptics * stereo interaction effect (p = 0.001), a significant gain * haptics * stereo interaction effect
(p = 0.004), and a significant ID * gain * haptics * stereo interaction effect (p = 0.006).
Simple linear regressions were conducted to follow up on the above regression analysis.
When sorting data by haptics, the analysis revealed a significant regression profile for Haptics ON,
F(1,22) = 32.417, p < 0.001, R2 = 0.596 with the movement time found as MT = 0.39 + 1.121 (ID).
For the Haptics OFF conditions, there was also a significant regression profile, F(1,22) = 17.434, p
< 0.001, R2 = 0.442 with the movement time found as MT = 1.278 + 1.104 (ID). This regression
analysis showed that the correlation, slope, and intercept were lower in the Haptics OFF conditions
than for the Haptics ON conditions.
Simple linear regression analyses also sorted data points by stereo. When sorting data by
stereo, the analysis revealed a significant regression profile for Stereo ON, F(1,22) = 30.151, p <
0.001, R2 = 0.578 with the movement time found as MT = 1.123 + 0.979 (ID). For the Stereo OFF
conditions, there was also a significant regression profile, F(1,22) = 17.354, p < 0.001, R2 = 0.441
with the movement time found as MT = 0.544 + 1.155 (ID). This regression analysis showed a
higher correlation, but a lower slope and intercept in the Stereo OFF conditions than for the Stereo
ON conditions.
Finally, the simple linear regression analyses sorted data points by each of the four individual
conditions (as in Figure 4.5). The analysis for the H-S condition showed a significant regression
profile, F(1,10) = 37.179, p < 0.001, with an R2 of 0.788, with the movement time found as MT
= -0.238 + 1.453 (ID). The analysis for the H-NS condition showed a significant regression profile,
F(1,10) = 24.810, p < 0.001, with an R2 of 0.713, with the movement time found as MT = 1.018
+ 0.789 (ID). The analysis for the NH-S condition showed a significant regression profile, F(1,10) =
8.774, p = 0.013, with an R2 of 0.467, with the movement time found as MT = 2.484 + 0.506 (ID).
The analysis for the NH-NS condition showed a significant regression profile, F(1,10) = 20.064, p =
0.001, with an R2 of 0.667, with the movement time found as MT = 0.071 + 1.522 (ID).
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Figure 4.5: Movement Time vs Standard ID. Sorted by condition as described in Table 4.1
4.4.3.2

Effective Index of Difficulty (IDe on Movement Time
Fitts’ law predicts a linear relationship between movement time and ID; the data was re-

analyzed to determine how the scenarios in this study line up with the predictive model of Fitts’
law. For each participant and each scenario, all the trials were averaged for each length of the gap
between source peg and destination peg. Thus, there were two ID values for the 3-peg scenario, four
ID values for the 5-peg scenario, and six ID values for the 7-peg scenario. However, as mentioned
earlier, the first trial for each participant in each scenario was removed during the calculation of the
average for each gap size.
To further explore this relationship between IDe and movement time, the experimenters set
to determine how it is affected by haptics, stereo, and gain. Thus, a hierarchical multiple regression
analysis was conducted, similar to the one conducted using traditional ID, in an attempt to predict
movement time based on ID in addition to haptics, stereo, and gain. Similarly to traditional ID,
the analysis revealed a significant regression profile, F(15,32) = 14.875, p < 0.001, R2 = 0.875. The
regression coefficients were shown in Table 4.3.
In this regression table, IDe was measured in bits, gain was coded as 3-peg = 3, 5-peg = 5,
7-peg = 7. Haptics was coded as Haptics OFF = 0, Haptics ON = 1, and stereo was coded as Stereo
OFF = 0, Stereo ON = 1. In the multiple regression interaction terms, IDe was mean-centered to
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Table 4.3: Regression Coefficients Calculated for IDe
Terms
Coefficients
p-value
intercept
2.590
< 0.001
IDe
1.537
< 0.001
Haptics
-0.824
< 0.001
Stereo
-0.810
< 0.001
Gain
0.171
0.029
IDe * Haptics
0.243
0.569
IDe * Stereo
-0.419
0.329
IDe * Gain
0.235
0.109
Haptics * Stereo
0.665
0.118
Haptics * Gain
-0.106
0.272
Stereo * Gain
-0.312
0.046
IDe * Haptics * Stereo
0.605
0.480
IDe * Haptics * Gain
-0.294
0.310
IDe * Stereo * Gain
-0.106
0.712
Haptics * Stereo * Gain
0.831
0.009
IDe * Haptics * Stereo * Gain
1.587
0.009
alleviate multicollinearity effects. This multiple regression analysis revealed significant main effects
of IDe (p < 0.001), haptics (p = 0.005), stereo (p < 0.001), and gain (p = 0.029). In addition, we
found a significant stereo * gain interaction effect (p = 0.009), a significant gain * haptics * stereo
interaction effect (p = 0.009), and a significant IDe * gain * haptics * stereo interaction effect (p =
0.009).
Simple linear regressions were conducted to follow up on the above regression analysis.
When sorting data by haptics, the analysis revealed a significant regression profile for Haptics ON,
F(1,22) = 83.065, p < 0.001, R2 = 0.791 with the movement time found as MT = 0.274 + 1.774
(IDe ). For the Haptics OFF conditions, there was also a significant regression profile, F(1,22) =
8.042, p = 0.010, R2 = 0.268 with the movement time found as MT = 2.188 + 1.226 (IDe ). This
regression analysis showed a lower correlation and slope, but a higher intercept in the Haptics OFF
conditions than for the Haptics ON conditions.
Simple linear regression analyses also sorted data points by stereo. When sorting data by
stereo, the analysis revealed a significant regression profile for Stereo ON, F(1,22) = 43.757, p <
0.001, R2 = 0.665 with the movement time found as MT = 0.354 + 0.965 (IDe ). For the Stereo OFF
conditions, there was also a significant regression profile, F(1,22) = 20.867, p < 0.001, R2 = 0.487
with the movement time found as MT = 0.197 + 2.316 (IDe ). This regression analysis showed a
higher correlation, but a lower slope and intercept in the Stereo OFF conditions than for the Stereo
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ON conditions.
Simple linear regression analyses also sorted data points by gain. This analysis did not
reveal a significant regression profile for the 3-peg scenario, F(1,6) = 2.30, p = 0.180, R2 = 0.28
with the movement time found as MT = 0.957 + 0.843 (IDe ). For the 5-peg scenario, there was a
significant regression profile, F(1,14) = 14.62, p = 0.002, R2 = 0.510 with the movement time found
as MT = 0.532 + 0.942 (IDe ). For the 7-peg scenario, there was a significant regression profile,
F(1,22) = 8.56, p = 0.008, R2 = 0.28 with the movement time found as MT = 1.954 + 0.743 (IDe ).
Finally, the simple linear regression analyses sorted data points by each of the four individual
conditions (as in Figure 4.6). The analysis for the H-S condition showed a significant regression
profile, F(1,10) = 37.179, p < 0.001, with an R2 of 0.788, with the movement time found as MT =
-0.238 + 1.453 (IDe ). The analysis for the H-NS condition showed a significant regression profile,
F(1,10) = 24.810, p < 0.001, with an R2 of 0.713, with the movement time found as MT = 1.018 +
0.789 (IDe ). The analysis for the NH-S condition showed a significant regression profile, F(1,10) =
8.774, p = 0.013, with an R2 of 0.467, with the movement time found as MT = 2.484 + 0.506 (IDe ).
The analysis for the NH-NS condition showed a significant regression profile, F(1,10) = 20.064, p =
0.001, with an R2 of 0.667, with the movement time found as MT = 0.071 + 1.522 (IDe ).

Figure 4.6: Movement Time vs Effective ID. Sorted by condition as described in Table 4.1
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4.5

Discussion
The first hypothesis was that the linear relationship between ID and movement time is

not expected to be as strong as in tapping tasks, but it will be moderately strong. This hypothesis
was supported, as the analysis revealed moderately strong linear relationships between ID and
movement time, specifically in conditions with higher sensory fidelity. Most notably haptic feedback
and stereoscopic viewing enabled (H-S), the linear relationship was found to be similar to other works
using the disc transfer task [55]. By contrast, the condition out of the four that showed the weakest
linear relationship was with haptic feedback disabled and stereoscopic viewing enabled (NH-S), which
was surprising for two reasons. First, the regression analysis showed that the linear relationship
was stronger with stereoscopic viewing enabled than with it disabled. Second, considering the
regression analyses by haptic feedback and stereoscopic viewing, one would expect the weakest linear
relationship to be the condition with both disabled (NH-NS). The linear relationships revealed by
this study were lower than typically reported by Fitts’ law experiments in either 2D space [103] or
in 3D space [110]. However, the results of these regression analyses suggests the disc transfer task
in VR, even under the influence of discrepant virtual movements, generally conforms to Fitts’ law
as seen in Fitts’ original experiment [28, 55]. This has implications for experiments in manipulation
interfaces, specifically ones that study adding gains to movements, and it is important to consider
target proximity and size even in tasks like docking and pick-and-place.
In addition to the strength of linear relationships, the analysis also revealed interesting
information on the slope of the regression lines by each sensory mode. For both haptic feedback and
stereoscopic viewing, participants performed better in the conditions of stronger sensory fidelity than
in weaker fidelity. However, an interesting finding was that considering the rate at which movement
time increased with both ID and IDe , performance was stronger with one cue than with both or
neither. This was surprising, as it would be reasonable to surmise that because of the previous
findings, enabling both cues would unambiguously improve performance. Both haptic feedback and
stereoscopic viewing individually improve sensory fidelity as well as improving performance in finemotor tasks; this was also shown in both Chapter 3 and in previous literature [71, 79]. Due to the
way movement time was calculated in Section 4.4.1, collisions between the ring and the peg are
minimal, so the force feedback provided by the haptic feedback conditions would not likely provide
much benefit. However, in Chapter 3, movement time included the time that the ring spent around
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the peg, where the user was being conditioned by the contact forces between the ring and the peg,
and that calculation of movement time, the movement time was influenced by the presence of haptic
feedback. Thus, the added precision from the phase of maneuvering the ring around the peg may
have transferred to the movement phase as well.
Finally, when considering how the analysis differed when using effective ID versus standard
ID, both measurements had similar effects on movement time. A likely cause of this is how the ring
transfer task was implemented compared to a selection task. In a conventional Fitts’ law selection
task, a user can select essentially anywhere on or near a target, which means that the effective width,
and in turn effective ID, can vary more widely. Meanwhile, the ring transfer task inherently requires
an accuracy requirement on the participants to complete the tasks, only considering when the rigid
ring is around the peg. This has strong implications for designing and evaluating manipulation
tasks such as pick-and-place tasks, insertion tasks, and docking tasks, where trial completion is
constrained to a strict boundary, as evaluating accuracy and difficulty can be different in that than
from a free-form selection task.
The second hypothesis was that movement time is expected to be positively affected by haptic
feedback and stereoscopic viewing and negatively afffected by visuo-proprioceptive mismatch. This
hypothesis was partially supported, as visuo-proprioceptive mismatch did affect movement time.
Specifically, the movement time was higher in the 7-peg scenario than it was in the 3- or 5-peg
scenarios. This implies that discrepancies between the physical stylus and the virtual probe are
noticeable only at a threshold, and until that threshold is exceeded, movement time does not seem
to negatively affect movement time. Moreover, it is appropriate that movement time is the variable
that is the most prominent with this, as this was similar to the results from Batmaz and Stuerzlinger
[7]. Another interesting finding about this is that the threshold that was found in this study was
detectable at a higher gain than that of Esmaeili et. al or Zenner and Kruqer [26, 123]. This
implies that even when gain was detectable, it may not necessarily affect how users interact with
the environment.
The study did not reveal any effects of haptic feedback, which was noticeably different from
the findings detailed in Chapter 3, which did find such an effect of haptic feedback. Haptic feedback
was shown not to always be beneficial to user performance, so it is possible that this effect is more
pronounced for different phases of a task [9]. In addition, in an effort to more directly compare
this pick-and-place task to a standard area cursor, calculations of movement time only take into
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account the broader movement of the ring to the target peg [37, 49]. This ignored the phase of
movement where users made more precise adjustments to maneuver the ring around the peg. The
conditioning effect that was shown during surface-to-surface contact between ring and peg showed
that it likely transferred to the phase of movement between pegs. In addition, the effects that were
shown for visuo-proprioceptive mismatch were also different from what was found in Chapter 3,
which shows that as with haptic feedback, the discrepancy between physical and virtual movement
can affect users’ movements differently when considering the ballistic transfer phase than in the
phase of movement between pegs.
The final hypothesis was that throughput is expected to be positively affected by haptic feedback and stereoscopic viewing and negatively afffected by visuo-proprioceptive mismatch. This hypothesis was partially supported, as these effects were shown for haptic feedback, but not for stereoscopic viewing or visuo-proprioceptive mismatch. This effect that was found aligns with findings
from Teather et. al [109]. However, the throughput scores were considerably lower than for that
study, which used a plastic panel for passive haptics, and considerably lower than what was found
for 2D mouse-based selection tasks [103]. Other work in 3D selection tasks has found that pointing
throughput was found to be similar to what was reported in this study [110, 111]. Meanwhile, it
was surprising to find no effect of stereoscopic viewing on throughput, as other studies found that
stereoscopic viewing had positive effects on user performance [45, 87]. In Chapter 3, stereoscopic
viewing was only found to affect measures of accuracy, whereas haptic feedback was found to affect
measures of both speed and accuracy. This could explain the lack of findings in throughput, which
depends on the trade-off between speed and accuracy [66].
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Chapter 5

Screen Parallax and
Sensory-Motor Mismatch
5.1

Motivation
A major part of what makes VR immersive is the fact that the display renders images from

the perspective of both eyes, separating the viewpoints so that the images are seen like they would be
seen in the real world. This form of stereoscopic rendering enables these displays to provide natural
depth perception, which is especially important in near-field space, where a user’s eye separation
plays a key role in helping them judge how far away an object is. While HMDs are now the most
popular method to take advantage of this type of stereoscopic rendering, large-screen immersive
displays have advantages over HMDs in rendering virtual environments. Such advantages include
a higher field of view and a higher pixel resolution, and LSIDs require less cumbersome equipment
than HMDs [42]. The advantages of these types of displays can be useful in a variety of different
VR simulations, including driving simulators, flight simulators, and home entertainment systems.
However, there are specific characteristics in large-screen 3D displays that can hinder perceptions and interactions in the virtual environments that employ them, specifically when users are
working in a near-field space. For instance, user perceptions in VR displays can be different from the
real world, including distance underestimations from vergence-accommodation conflicts and shearing
effects resulting from head-tracked perspective corrections (especially if inaccurate) when the user
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moves their head relative to the screen [44, 116]. Most importantly, the separation of the images for
each eye is presented in terms of screen parallax, which is a measure that is based on a user’s IPD,
target depth, and screen-to-viewer distance [43]. By convention, screen parallax is considered to be
negative for any object in front of the screen, and the convergence point for an object in this space is
in front of the point at which they focus, which is at the screen. This is illustrated by the red lines in
Figure 5.1. In the same way, the screen parallax for an object is considered to be positive for objects
behind the screen, and the convergence point for an object in this space is behind the screen where
the eyes are focused. This is illustrated by the blue lines in Figure 5.1. Any object that is located
at the screen is considered to be at zero parallax, and there is no vergence-accommodation conflict
for points or objects that are rendered at the screen plane. The depth information for stereoscopically rendered displays is encapsulated in stereoscopic voxels, which are pockets of space that are
dependent on where the users’ eyes converge on the screen (See Figure 5.1). The size and density
of these voxels depend on the pixel resolution, the stereoscopic separation and, most importantly,
the distance that the point lies from the screen. At closer distances to the viewer, voxel sizes are
smaller and more densely concentrated, and the voxels become larger and less dense at a non-linear
rate as the point of convergence gets farther from the viewer. Thus, it can reasonably be assumed
that the spatial resolution of depth is higher in negative screen parallax space, which is inherently
closer to the viewer than positive screen parallax space. The literature provides valuable resources
in screen parallax and voxelization [2, 42, 48, 74].
For this information on stereoscopic displays, depth perception of targets in negative screen
parallax space is better than for targets in positive screen parallax space, although neither region
allows for perfect distance judgments [12]. The main contribution of this study is an evaluation of
how screen parallax (positive or negative) affects performance in a near-field fine motor pick-andplace task in a stereoscopic display. Additionally, similar to Chapters 3 and 4, this study is also an
evaluation of how haptic feedback and visuo-proprioceptive mismatch moderate the effects of screen
parallax.
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Figure 5.1: Illustration of the stereoscopic voxels that the user sees from the perspective of the 3-peg
scenario. The front peg (red lines) is in negative parallax, and the back peg (blue lines) is in positive
parallax.

5.2

Experiment Simulation and Procedure

5.2.1

Research Questions and Hypotheses
The principal focus of this study was to determine how perception-action coordination is

affected by screen parallax, as represented in a virtual pick-and-place task. In addition, the study
aims to determine the effects of spatial distortion and sensory feedback both on user performance
in this task and on the effects of screen parallax. To address this goal, the following questions were
posed:
• Do users perform differently in a near-field fine-motor task when working in positive screen
parallax than in negative screen parallax?
• To what extent do haptic feedback and visuo-proprioceptive mismatch impact user performance
in a near-field fine-motor task in VR?
For the purpose of these questions, user performance is measured by the metrics of efficiency,
accuracy, and economy of movement. For this study, efficiency is defined as how long the user takes
to complete each trial, calculated by the two methods of time calculation employed in Chapters
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3 and 4. Two variables define accuracy: the number of times the user collides the peg with the
ring (which indicates fine motor control) and how far the center of the ring is placed away from
the center of the peg. Finally, the study defines movement economy is defined as the total distance
that the user moved virtual probe in each trial as well as the distance that the user moves the ring.
These variables are used to define economy of movement because through calibration or corrections.
Users can make extra movements that are unnecessary to the task at hand. To address the above
questions, the following hypotheses were proposed:
1. Participants are expected to perform with higher efficiency, accuracy and movement economy
in positions of negative parallax than in positions of positive parallax.
2. Haptic feedback is expected to improve efficiency, accuracy, and movement economy.
3. Visuo-proprioceptive mismatch is expected to hinder efficiency, accuracy, and movement economy

5.2.2

Apparatus
The simulation for this study was employed using a PC with an NVIDIA GTX 980 GeForce

GPU that was attached to a 60-inch Samsung stereoscopic 3D TV with a 1900 X 1080 resolution
and shutter glasses. This mode of display was chosen due to the higher field of view and the higher
resolution described in Section 3.2.1. Additional hardware includes the PHANToM OMNI for haptic
feedback [68] and the Microsoft Kinect. The environment was created in the Unity game engine [114]
and the OpenHaptics library, and a plugin was used to synchronize Unity with the OpenHaptics
library [95]. The PHANToM uses a mechanical arm to track stylus movements and render forces,
but the design of that mechanical arm means that the operating range is limited. To address this
issue, the OpenHaptics tools in Unity allow the haptic workspace to be expanded, thus adding a
discrepancy between the physical stylus and the virtual probe. In addition, the simulation uses the
skeleton tracking features of the Kinect SDK to implement head tracking. Wartell’s technique was
used to create a perspective correction system that is similar to CAVE displays [116].

5.2.3

Interaction Scenario
A virtual scenario was developed using the apparatus listed in section 5.2.2. This scenario

implemented a pick-and-place task similar to the one in Chapters 3 and 4.The objective of the
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Figure 5.2: Illustration of the apparatus that was used in the experiment
simulation is to pick up a ring with the stylus and place it around the indicated peg while avoiding
collisions between the ring and the peg. The force feedback can be toggled on and off for the purposes
of the between-subjects factors. When enabled, this haptic feedback system allowed users to feel
the forces from touching elements in the environment with the probe as well as with the ring that
the user is holding. There was also a color-change system similar to Chapter 3 that gives visual
feedback on the state of the simulation regardless of haptic feedback.
Because this study focused on the effects of screen parallax, the pegs were arranged in a
straight line along the viewing axis, both in front of and behind the screen. In each scenario, the
center peg was placed directly at the same depth of the virtual screen. This is located at zero
parallax, and all other pegs are located relative to the screen. In addition, all pegs in front of the
center peg were in negative screen parallax space, requiring the user to cross their eyes to focus on
them, and all pegs behind the screen were in positive screen parallax space. For a given trial in
the study, the screen parallax condition was split into four levels. When both the source peg and
destination peg are in positive parallax, the parallax is considered to be within-positive for that
trial. When the source peg is in negative parallax, and the destination peg is in positive parallax,
the parallax is considered to be negative->positive for that trial. When the source peg is in positive
parallax, and the destination peg is in negative parallax, the parallax is considered to be positive>negative for that trial. When both the source peg and destination peg are in negative parallax,
the parallax is considered to be within-positive for that trial.
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5.2.4

Experiment Design and Procedure
The experiment employed 20 participants from among the students and staff at Clemson

University. Participants were randomly assigned to one of two conditions – Haptics ON and Haptics
OFF – and 10 participants were assigned to each one. Due to technical difficulties with the afteraction review tool, two participants were removed from consideration. At the start of the experiment,
participants were given consent documents with the proper time to read them and ask questions.
Then, the participants’ IPD was measured, and they were given the Guilford-Zimmerman spatial
orientation test, and the Cube Comparison test [38, 40]. The simulation started with a training
task that required users to place a ball in a bucket. After that, they were given the true experiment
with the 3-peg, 5-peg, and 7-peg scenarios in a random order. In the 5-peg scenario, participants
completed 20 trials, and in the 3-peg and the 7-peg scenario, participants completed 21 trials (for
a total of 62 trials). With this setup, there were a total of 1116 trials that were completed for
the experiment. To avoid excessive fatigue, users were given time to rest between each scenario.
After the experiment was completed, participants were given post-experiment questionnaires. The
experiment took approximately one hour, including the pre- and post- questionnaires.

5.3

Results
For each trial, user performance was judged by efficiency, accuracy, and economy in moving

the probe. The main variables for this were movement time, the distance traveled by the probe,
the distance traveled by the ring, the number of collisions between the ring and the peg, and the
placement accuracy. Movement time is taken for each trial, and they are calculated by two methods.
The first-time calculation method is taken from the first time in a given trial where the button is
pressed to pick up the ring to the last time in that same trial where the button is released to place
the ring around the peg. This method was used in the study from Chapter 3, and the findings
based on it are described in Section 5.3.1. The second method of time calculation is taken from the
first time in a given trial where the button is pressed to pick up the ring to the last time in that
same trial where the button is released to place the ring around the peg. This method was used
in the study from Chapter 4, and the findings based on it are described in Section 5.3.2. Probe
distance is the total distance, taken frame-by-frame, that the probe travels from the beginning of
the trial to the end of the trial. The findings based on this variable are described in Section 5.3.3.
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In the same way, ring distance is the total distance that the ring has traveled from the beginning of
the trial to the end of the trial. The findings based on this variable are described in Section 5.3.4.
The number of collisions was quantified as the number of times that the ring collided with any peg
(source or destination). The findings based on this variable are described in Section 5.3.5. Finally,
the placement error was quantified as the distance between the center of the ring and the center of
the destination peg. The findings based on this variable are described in Section 5.3.6.
Data analysis judged how the three independent variables affected these dependent variables.
These independent variables included one between-subjects variable – haptics (ON or OFF) – and
two within-subjects variables – gain (3-peg, 5-peg, or 7-peg) and screen parallax (within-positive,
negative->positive, positive->negative, and within-negative. Described in Section 5.2.3).
In total, participants completed 1116 trials, and they were averaged for each participant
ID, parallax zone, gain level, and haptics condition. Any outliers in each of the dependent variables
(any values not within 3 standard deviations of the mean) were removed in this grouping process.
Each following subsection gives the number of these outliers for its respective metric.
For the data analysis, a parametric Analysis of Variance (ANOVA) was conducted to examine the relationship between each dependent variable with the combination of the above independent
variables. This analysis was conducted after carefully verifying that all the assumptions of the parametric test were satisfied. The analysis ensured that Box’s test of equality of covariance matrix was
not significant. Levene’s test of sphericity was conducted to ensure that the error variance in groups
of samples was equivalent. After the main ANOVA analysis, the Bonferroni method was used to determine significant pairwise comparisons for the within-subjects variables. As the between-subjects
Haptics variable only had two values, no pairwise post-hoc comparison was necessary.

5.3.1

Movement Time (Full-Trial)
A repeated-measures ANOVA was conducted for the three independent variables, 3 (gain)

X 4 (parallax) X 2 (haptics). For this metric, 17 outliers were removed at more than 3 standard
deviations above the mean, so a total of 1099 trials were considered. The analysis revealed a
significant main effect of gain (F(2,32) = 7.571, p = 0.002, part. η 2 = 0.321) and a significant main
effect of parallax (F(3,48) = 6.444, p = 0.001, part. η 2 = 0.287). These results are depicted in
Figure 5.3.
Post-hoc pairwise comparisons revealed that mean time per trial was significantly lower in
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the 3-peg scenario (M = 7.75sec, SD = 4.39) than it was in the 5-peg scenario (M = 8.50sec, SD
= 4.27, p = 0.017) and in the 7-peg scenario (M = 10.69sec, SD = 5.53, p = 0.042). Also the
mean time per trial was lower in within-negative parallax (M = 8.07sec, SD = 4.33) than it was in
within-positive parallax (M = 9.23sec, SD = 4.98, p = 0.002) and in negative->positive parallax (M
= 9.69sec, SD = 5.14 p = 0.004).

Figure 5.3: Chart of mean time per trial – calculated from first button press to last button release.
Screen parallax is separated into four conditions of screen parallax as described in Section 5.2.3:
within positive (within-pos), from negative to positive (neg-pos), from positive to negative (posneg), and within negative (within-neg).

5.3.2

Movement Time (Top-Down)
A repeated-measures ANOVA was conducted for the three independent variables, 3 (gain)

X 4 (parallax) X 2 (haptics). For this metric, 24 outliers were removed at more than 3 standard
deviations above the mean, so a total of 1092 trials were considered. The analysis revealed a
significant main effect of gain (F(2,32) = 6.538, p = 0.004 part. η 2 = 0.290) and a significant main
effect of parallax (F(3,48) = 37.111, p < 0.001, part. η 2 = 0.702). These results are depicted in
Figure 5.4.
Post-hoc pairwise comparisons revealed that mean time per trial was significantly higher
in the 7-peg scenario (M = 4.31sec, SD = 1.61) than it was in the 3-peg scenario (M = 3.41sec,
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SD = 1.31, p = 0.020) and in the 5-peg scenario (M = 3.51sec, SD = 1.31, p = 0.033). Also the
mean time per trial was lower in within-negative parallax (M = 3.06sec, SD = 1.04) than it was in
within-positive parallax (M = 3.54sec, SD = 1.32, p = 0.002), in negative->positive parallax (M =
4.49sec, SD = 1.69, p < 0.001), and in positive->negative parallax (M = 3.89sec, SD = 1.39, p <
0.001). Also, time per trial was higher in negative->positive parallax (M = 4.49sec, SD = 1.69) than
it was in within-positive parallax (M = 3.54sec, SD = 1.32, p < 0.001) and in positive->negative
parallax (M = 3.89sec, SD = 1.39, p = 0.031).

Figure 5.4: Chart of mean time per trial – calculated from when the ring first clears the source
peg to when it last enters the destination peg. Screen parallax is separated into four conditions of
screen parallax as described in Section 5.2.3: within positive (within-pos), from negative to positive
(neg-pos), from positive to negative (pos-neg), and within negative (within-neg).

5.3.3

Probe Distance
A repeated-measures ANOVA was conducted for the three independent variables, 3 (gain)

X 4 (parallax) X 2 (haptics). For this metric, 21 outliers were removed at more than 3 standard
deviations above the mean, so a total of 1095 trials were considered. The analysis revealed a
significant main effect of gain (F(2,32) = 87.345, p < 0.001 part. η 2 = 0.845) and a significant
main effect of parallax (F(3,48) = 28.691, p < 0.001, part. η 2 = 0.642). These results are depicted
in Figure 5.5. In addition to the main effects, the analysis revealed a significant Gain X Parallax
56

interaction effect F(6,96) = 3.276, p = 0.006, part. η 2 = 0.170.
Post-hoc pairwise comparisons revealed that the mean probe distance was significantly lower
in the 3-peg scenario (M = 33.75cm, SD = 10.82) as compared to the 5-peg scenario (M = 44.63cm,
SD = 11.43, p < 0.001) and the 7-peg scenario (M = 62.09cm, SD = 17.69, p < 0.001) and significantly lower in the 5-peg scenario as compared to the 7-peg scenario (p < 0.001). Also the mean
probe distance was lower in within-negative parallax (M = 38.73cm, SD = 13.34) than it was in
within-positive parallax (M = 44.14cm, SD = 16.20, p = 0.005), in negative->positive parallax (M
= 50.16cm, SD = 17.09, p < 0.001), and in positive->negative parallax (M = 54.26cm, SD = 20.79,
p < 0.001). Also, mean probe distance was lower in within-positive parallax (M = 44.14cm, SD =
16.20) than it was in negative->positive parallax (M = 50.16cm, SD = 17.09, p = 0.028) and in
positive->negative parallax (M = 54.26cm, SD = 20.79, p < 0.001).

Figure 5.5: Chart of mean distance traveled by the probe sorted through four conditions of screen
parallax. Screen parallax is separated into four conditions of screen parallax as described in Section
5.2.3: within positive (within-pos), from negative to positive (neg-pos), from positive to negative
(pos-neg), and within negative (within-neg).

5.3.4

Ring Distance
A repeated-measures ANOVA was conducted for the three independent variables, 3 (gain)

X 4 (parallax) X 2 (haptics). For this metric, 22 outliers were removed at more than 3 standard
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deviations above the mean, so a total of 1094 trials were considered. The analysis revealed a
significant main effect of gain (F(2,32) = 147.138, p < 0.001 part. η 2 = 0.902) and a significant
main effect of parallax (F(3,48) = 95.098, p < 0.001, part. η 2 = 0.856). These results are depicted
in Figure 5.6. In addition to the main effects, the analysis revealed a significant Gain X Parallax
interaction effect F(6,96) = 7.744, p < 0.001, part. η 2 = 0.326.
Post-hoc pairwise comparisons revealed that the mean probe distance was significantly lower
in the 3-peg scenario (M = 26.31cm, SD = 5.37) as compared to the 5-peg scenario (M = 34.71cm,
SD = 7.88, p < 0.001) and the 7-peg scenario (M = 44.50, SD = 11.40, p < 0.001) and significantly
lower in the 5-peg scenario (M = 34.71cm, SD = 7.88) as compared to the 7-peg scenario (M =
44.50, SD = 11.40, p < 0.001). Also the mean ring distance was lower in within-negative parallax
(M = 28.22cm, SD = 6.64) than it was in within-positive parallax (M = 30.95cm, SD = 8.37, p
= 0.017), in negative->positive parallax (M = 40.80cm, SD = 11.91, p < 0.001), and in positive>negative parallax (M = 40.72cm, SD = 11.58, p < 0.001). Finally, mean ring distance was higher
in negative->positive parallax (M = 40.80cm, SD = 11.91) than it was in within-positive parallax
(M = 30.95cm, SD = 8.37, p < 0.001) and in within-negative parallax (M = 28.22cm, SD = 6.64,
p < 0.001).

Figure 5.6: Chart of mean distance traveled by the ring sorted through four conditions of screen
parallax. Screen parallax is separated into four conditions of screen parallax as described in Section
5.2.3: within positive (within-pos), from negative to positive (neg-pos), from positive to negative
(pos-neg), and within negative (within-neg).
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5.3.5

Number of Collisions
A repeated-measures ANOVA was conducted for the three independent variables, 3 (gain)

X 4 (parallax) X 2 (haptics). For this metric, 18 outliers were removed at more than 3 standard
deviations above the mean, so a total of 1098 trials were considered. This analysis revealed a
significant main effect of gain (F(2,32) = 77.798, p < 0.001, part. η 2 = 0.829) and a significant main
effect of haptics (F(1,16) = 12.047, p = 0.003, part. η 2 = 0.430).
Post-hoc pairwise comparisons revealed that users made fewer collisions between the ring
and the peg in the 3-peg scenario (M = 0.60, SD = 0.55) as compared to the 5-peg scenario (M
= 1.42, SD = 0.78, p < 0.001) and the 7-peg scenario (M = 2.23, SD = 1.13, p < 0.001) and
significantly fewer collisions in the 5-peg scenario as compared to the 7-peg scenario (p < 0.001). In
addition, users made fewer collisions in Haptics ON (M = 1.07, SD = 0.82) than in Haptics OFF
(M = 1.86, SD = 1.20, p = 0.003).

5.3.6

Placement Error
A repeated-measures ANOVA was conducted for the three independent variables, 3 (gain)

X 4 (parallax) X 2 (haptics). No outliers were removed, for a total of 1116 trials considered. The
analysis could not reveal any significant effects of gain, parallax, or haptics on mean placement error.

5.4

Discussion
The first hypothesis, and the key focus of this study, was that participants are expected to

perform with higher efficiency, accuracy, and movement economy in positions of negative parallax
than in positions of positive parallax. This hypothesis was partially supported by the findings
from this experiment, specifically by the metrics of efficiency and movement economy. Participants
performed the trials quicker in negative screen parallax space than they did in positive screen parallax
space, and they also moved the ring and probe shorter distances in negative parallax than in positive
parallax, implying a more direct path to the target with fewer unnecessary movements. These
findings suggest that performance was more efficient when manipulating objects in front of the
screen than it was for objects behind the screen, likely due to the fact that voxel resolution was
higher in negative parallax. This higher resolution gives a more robust picture of the depth of a
specific object, thus allowing for better distance estimations. These findings are also in agreement
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with the findings of Bruder et al., who stated that the distance underestimations found in positive
parallax were of a higher magnitude than the overestimations found in negative parallax in action
space [12]. In addition, these results extended the findings of that study to a near-field space, so they
can be applied in near-field space in large-screen stereoscopic displays. However, even in negative
parallax, depth perception is still prone to vergence-accommodation conflicts, which leads to certain
problems, such as fatigue [97].
In addition, when transitioning from positive to negative screen parallax, the transfers were
faster than they were when moving from negative to positive screen parallax. This is reasonable due
to these findings, given that negative parallax yielded stronger performance than positive parallax.
Also, Figure 5.1 depicts the differences in the convergence angles for objects in front of the screen
and for those behind the screen. In negative screen parallax, users must cross their eyes such that the
object of their focus, the screen, is behind the point of convergence, the object they are looking at.
On the other hand, in positive parallax, the point of users’ convergence is behind the screen in which
they are focusing. Thus, transitioning between the two parallax zones can require users to readjust to
the new way their eyes focus, which can lead to rapidly readjusting for the vergence-accommodation
conflicts. This can be an important subject for future investigation.
Although the screen parallax impacted efficiency, it had no significant effect on accuracy,
either in the placement of the ring relative to the peg center or in the number of collisions between
the ring and the peg. This is likely due to the speed-accuracy trade-off [66]. When making a
transfer between one peg and another, the transfer is divided into ballistic, and correction phases
[120]. Furthermore, when participants had the ring around the peg, they focused on moving the
ring downward to avoid collisions. Thus, they took extra time in their movements regardless of
screen parallax to yield the same accuracy. This type of downward movement was less dependent
on distance estimation because of the prismatic shapes of stereoscopic voxels, and the changing
depth effects were independent of vertical movement [116]. All of this shows that the precision step
is affected differently by screen parallax than the ballistic step, which is further accented by the
differences in effects between the two methods of time calculation.
The second hypothesis of this study was that haptic feedback is expected to improve efficiency, accuracy, and movement economy. This hypothesis was partially supported. Participants
were more accurate in the presence of haptic feedback than in its absence. This is to be expected,
as users felt a contact force when they touch a peg with the ring that they are holding, which likely
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conditioned the users to be more accurate in their movements when the ring is around the peg,
which lessened the need for calibration as mentioned in Chapter 3. This is in fitting with existing
literature that shows the effectiveness of haptic feedback in learning fine-motor skills [76, 79].
The third hypothesis of this study was that visuo-proprioceptive mismatch is expected to
hinder efficiency, accuracy, and movement economy.. This hypothesis was supported, as users were
more accurate and efficient in their movements in the more congruent scenarios than in the more
discrepant scenarios. The findings on the effects of visuo-proprioceptive mismatch on accuracy were
to be expected, as virtual movements do not match the user’s virtual movements were exaggerated
in the 5- and 7-peg scenarios when compared to the congruent 3-peg scenario. These discrepant
scenarios had a lower tolerance for error than in the congruent one, which has strong implications
for designing scenarios that implement these gains [7, 26]. The findings on the effects on efficiency
are interesting for two reasons. First, the discrepant scenarios required the participant to move the
virtual probe, and thus the ring, farther distances than in one-to-one movement. While the user
moves the virtual probe farther distances, the physical movements are effectively the same as they
would be in the 3-peg scenario. Thus, it is reasonable to believe that the larger movement times are
not due to the larger distances, but the extra adjustments and precision required because of these
discrepancies.
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Chapter 6

Discussion
This dissertation was proposed to investigate perception-action coordination and how changes
in sensory fidelity and spatial distortion affect it. To this end, four experiments were conducted to
investigate this effect.
Question 1: How is a user’s fine-motor perception-action coordination affected by changes
in sensory fidelity in VR?
The results from this dissertation confirmed that both haptic feedback and stereoscopic
viewing improved user performance by the metrics of accuracy, efficiency, and economy of movement.
The experiment from Chapter 3 confirmed that haptic feedback improved efficiency and movement
economy and that stereoscopic viewing improved accuracy and movement economy. In addition,
both haptic feedback and stereoscopic viewing improved the process of fine-motor calibration. User
performance was poor in the first five trials, and it improved after that fifth trial. When these two
cues were disabled, the calibration was exaggerated, as when they started each scenario, the initial
performance was much weaker. In addition, the experiment from Chapter 5 also analyzed the effects
of haptic feedback, and this experiment only revealed effects of haptic feedback on user accuracy.
This was an interesting finding, but this could be because Chapter 5 only considered trials with
stereoscopic viewing enabled.
Interestingly, haptic feedback did not significantly affect movement time as was found in
Chapter 4, when it did in Chapter 3. This is due to the difference in how movement time was
calculated. In Chapter 4, movement time was only calculated considering the broader transfer
phase between the source and destination pegs, whereas in Chapter 3, it was calculated with the
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more precise phase in which users maneuvered the ring around the peg. The haptic feedback served
the purpose of conditioning the users to maneuver the ring carefully around the pegs, but that
careful maneuvering did not transfer into that broader movement phase.
Question 2: How is a user’s fine-motor perception-action coordination affected by discrepancies between the visual feedback on their movements and the proprioceptive information on their
hand position (known as visuo-proprioceptive mismatch)?
The results from this dissertation, specifically Chapters 3 and 5 confirmed that visuoproprioceptive mismatch indeed had an adverse effect on accuracy and efficiency. Concerning the
effects on accuracy, virtual movements do not match the stylus’s physical movements in the discrepant conditions. As a result, smaller physical movements translate to larger virtual movements,
and thus there was a lower tolerance for error. Concerning the effects on efficiency, one of the key
factors for that effect is that in discrepant scenarios, the virtual probe moves faster than the physical
probe in the viewing axis. Thus, while the user is moving the virtual probe a farther distance, their
physical movements are effectively the same as in one-to-one movement.
Question 3: How well can the movement time in a trial for a manipulation task be predicted
by the Index of Difficulty as dictated by Fitts’ law?
For the pick-and-place trial described in Chapter 4, Index of Difficulty for a trial (as seen in
Equation 2.1) was found to be a significant predictor of movement time, and the linear relationship
was moderately strong (about as strong as in [28]). This helps to show the efficacy of evaluating
pick-and-place tasks through the lens of Fitts’ law. The linear relationship was strongest when both
haptic feedback and stereoscopic viewing were enabled, and it was weakest with haptic feedback
disabled and stereoscopic viewing enabled.
Question 4: How do changes in sensory fidelity and visuo-proprioceptive mismatch affect
user performance as dictated by Fitts’ law?
The findings of Chapter 4 were largely consistent with those in Chapter 3, in that haptic
feedback, stereoscopic viewing, and visuo-proprioceptive mismatch affected the relationships between
movement time and Index of Difficulty. Movement time increased at a lower rate in the presence of
haptic feedback than it did in its absence. This also held true for stereoscopic viewing. Concerning
visuo-proprioceptive mismatch, average movement time was found not to have a significant drop-off
until the added gain was higher than two-to-one along the viewing axis. An additional factor that
emphasizes the differences in performances with the variations in visuo-proprioceptive mismatch is
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the fact that the virtual probe does not match physical movements in only movements, but also
in what the viewer sees, specifically, as the scaling of virtual movements increases, the changes in
target depth also change more rapidly. It is likely that all of these factors help to explain why
visuo-proprioceptive mismatch hinders user performance in fine-motor tasks.
Question 5: How is a user’s fine-motor perception-action coordination affected by changes
in target depth and screen parallax?
The results from Chapter 5 confirmed that users were more efficient in negative parallax
than they were in positive parallax. This is a reasonable finding, as due to voxelization, the resolution
of depth perception was higher for any point located in front of the screen than it was for a point
behind the screen. In addition, performance was more efficient when the manipulated object was
within the negative or parallax zone than when users were moving between the two zones.
The research conducted in this dissertation revealed some key findings or lessons learned:
• The first experiment, discussed in Chapter 3, was a comparison of user performance and
spatial calibration in the presence or absence of haptic feedback, stereoscopic viewing and
visuo-proprioceptive mismatch. It was designed to answer key questions about perceptionaction cycle, the information loop in which users receive information about their environment
through their sensory systems and then adjust their actions to further change the environment.
The findings discussed in Chapter 3 revealed participants performed better by the metrics of
improved accuracy, efficiency, and calibration in the presence of haptic feedback and stereoscopic viewing. Meanwhile, participants performed worse by those metrics in the presence of
discrepancies between physical and virtual movements.
• The second experiment, discussed in Chapter 4, was an evaluation of pick-and-place manipulation tasks through the lens of Fitts’ law. Given that the study that was used as a basis for Fitts’
law employed three tasks: one involving selection and two involving object manipulation [28].
The motivation of the experiment was that little research was done on the two manipulation
tasks, so this experiment set out to determine if the manipulation tasks conform to Fitts’ law
by the relationship between movement time and Index of Difficulty. This experiment found
that the pick-and-place showed promising conformity to Fitts’ law and that this was affected
by haptics, stereo, and spatial distortion.
• The third experiment, discussed in Chapter 5, evaluated how users performed in positive and
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negative parallax by the metrics of speed, accuracy and economy of movement. The concept
of stereoscopic voxels suggests that images in large-screen 3D displays are rendered such that
in front of the screen, there is a wider resolution of depth perception than behind the screen.
Previous research suggested that distance misjudgments were more exaggerated in positive
parallax than in negative [12], and the goal of this experiment was to translate those findings
in to a near-field space and to determine how they affect speed and accuracy in a manipuation
task. This experiment found that movements were more efficient in negative parallax than
they were in positive parallax.
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Chapter 7

Conclusion and Future Work
As VR displays and 3D input devices become more readily available to the general public,
it becomes important to understand how users interact with them to perform the program’s tasks.
Common 3D user interfaces such as the Oculus Touch and the HTC Vive trackers provide accurate
motion tracking for a user’s hands, but the sensory feedback afforded to users is limited to vibrotactile
feedback, which does not provide as much benefit as the kinesthetic feedback of the PHANToM
devices. The studies from this dissertation aimed to gain an understanding of how the perceptionaction loop is affected by altering the important factors of sensory fidelity, interaction fidelity, depth
perception. They also sought to determine the effects of that perception-action loop in the context of
Fitts’ law and how these aforementioned factors affected performance by the metrics of other Fitts’
law studies. It was shown that increasing sensory fidelity improved user efficiency and accuracy.
The findings from Chapter 3 emphasize the importance of having robust and realistic sensory feedback in acclimating the user to the stimuli provided by the virtual environment. This is
important to creating a sense of immersion in any virtual simulation, as it is reasonable to assume
that adding more of the information that would be available in the real world would make the virtual environment more reminiscent of the real world. This has strong implications for a variety of
virtual scenarios, specifically training simulations. A key advantage of virtual reality in training for
real-world skills is that environments that would normally be expensive or dangerous in the real
world can be recreated safely in a virtual environment, and if the sensory feedback that is available
to the user is sufficiently robust, it would require less adjustment to carry those skills over to a
real-world setting. Even if the calibration period is short, as was demonstrated in this dissertation,
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even a brief moment can possibly be very important in a potentially dangerous task.
The findings of Chapter 3 also emphasize the trade-offs that can come with adding discrepancies between physical and virtual movements. When these discrepancies are added, the virtual
movements are perceived through the user’s visual systems, while the corresponding physical movements are perceived through their motor systems through proprioception. The findings of this study
show that adding this kind of mismatch to a virtual system can cause inaccuracies in distance
judgments and calibration in precision tasks. This is not to say that adding these discrepancies is
inherently harmful, as manipulating spatial movements can lead to a variety of benefits, such as
extending the user’s operating range beyond their arm’s reach, or scaling their movements lower to
increase precision. Adding a discrepancy between physical and virtual movements can even help in
rehabilitation (for instance, from a stroke), as due to visual dominance, the brain can be deceived
into reaching farther toward the maximum arm’s reach [22].
The findings from Chapter 4 show that a pick-and-place can potentially be modeled by
Fitts’ law, which can be very helpful in designing and evaluating fine-motor manipulation tasks.
This helps to add to the existing literature for applying Fitts’ law in manipulation tasks. Fitts’
original study employed a bar-strip tapping selection task as well as two manipulation tasks: disc
transfer and pin transfer [28]. Much research has been done on selection tasks in Fitts’ law, but less
has been done for manipulation tasks. This can have strong applications for tasks such as electrical
engineering and robotic surgery. Fitts’ law has a popular tool that has been widely used to evaluate
input modes and controllers in both 2D and 3D selection tasks. If this Fitts’ law evaluation is
extended to manipulation tasks as well, then more information can be gained in a wider variety of
3D input metaphors, such as Widgets, PRISM, and Scaled HOMER [29, 75, 118].
The findings from Chapter 5 show that negative parallax showed superior user manipulations
than in positive parallax, specifically in fine motor manipulation tasks. This is consistent with
findings in distance estimation. Literature has shown that depth perception is different in VR than
in the real world [24, 44]. This is largely due to vergence-accommodation conflicts, in which the
point of convergence is possibly different from the point at which the users focus, which is generally
located at the screen in a large screen display. Thus, when designing for stereoscopic 3D TV displays,
placing objects at the plane of zero parallax is optimal, as this removes these conflicts. However,
the main advantage of 3D displays is that objects can be placed at different depths, creating depth
perception. In this case, specifically in near-field virtual tasks, it is better to place objects in front
67

of the screen than behind the screen. Understanding how depth perception is experienced in VR,
specifically in large-screen displays like 3DTVs and CAVEs, can provide useful information to aid
in user interactions in other VR and AR displays.

7.1

Future Work
Chapter 4 showed the efficacy of evaluating pick-and-place manipulation tasks from the

perspective of Fitts’ law. This is an interesting finding that can have strong implications for future
interface designs, specifically. There are a wide variety of obstacles to a comprehensive extension of
Fitts’ law to 3D interfaces: including selection mode, input technology, and depth perception [112],
and the findings in this dissertation can be applied in all three of these areas to extend to future
work.
To start, it is worth comparing selection tasks, like in previous studies about Fitts’ law [65],
and manipulation tasks like in Chapters 3, 4, and 5, so that more information can be gleaned as
to how sensory fidelity, interaction fidelity, and spatial distortion can affect both of these tasks in
VR. This dissertation chose to evaluate a peg-transfer task because, in addition to the similarities to
Fitts’ original study, this pick-and-place task has similarities to the selection tasks in terms of how
ID is calculated. From a top-down perspective, the ring transfer task resembles established studies
with selection tasks using area cursors, and movement time in Chapter 4 was calculated similarly
to those studies [49, 37]. When making rapid aimed movements such as the ones in this pick-andplace task, the movements are separated into a broader ballistic phase and a more precise correction
phase. However, the correction phase in the peg transfer task is different, as the correction phase is
different when the ring is around the source and destination pegs than it is when it is over the pegs.
This is made apparent by the fact that the study in Chapter 3 found an effect of haptic feedback on
movement time, whereas Chapter 4 did not.
In addition to the study in Chapter 4, previous research has explored the potential of Fitts’
law in manipulation tasks, specifically in docking tasks that are heavily dependent on matching
an object’s position and orientation to a predetermined target, even attempting to extend how ID
is calculated to account for the position and orientation of a target relative to where the object
is located [61, 106]. However, where pick-and-place tasks such as the Fitts’ disc transfer and pin
transfer tasks are different is in additional features that can sometimes be absent in docking tasks.
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Some of these features can include gravity – which can be utilized by dropping the ring to the target
– and surface-to-surface contact between the object and its environment – which can be augmented
in VR to include a haptic component to discourage collisions. All of this is to determine that the
findings in this dissertation showed the effectiveness of a pick-and-place task in the context of Fitts’
law, and that this form of manipulation task can be used to explore the effectiveness of future
pick-and-place tasks similar to selection and docking tasks.
While the findings of this dissertation found that haptic feedback and stereoscopic viewing
improve fine-motor task performance, one additional key component that can impact these interactions them is the input mechanisms by which the user performs the task. Previous research shows
solid evidence that the input mechanism can impact how a user performs a task, specifically as it is
evaluated through Fitts’ law [61, 67, 82, 90]. In particular, the study from Babu et al. compared
low-cost hand-tracked pointing with a VR controller in the HTC Vive [4]. In addition, a study from
Batmaz et al. also showed superior performance with a controller than with hand tracking when
participants were selecting targets presented in a square grid at only a single depth [8]. However,
both of these experiment used the Leap Motion, is a lower-cost hand tracker, which was shown to
have lower framerate, higher latency, and a higher vulnerability to occlusion than the VR controllers
[59]. However, hand tracking devices can exist in a variety of different modes, from low-cost infrared
depth cameras such as the Leap Motion [113], to higher-end commodity devices such as the Noitom
Hi5 glove [85] or the CyberGlove III [107]. On the other hand, higher fidelity hand tracking systems
that use devices like VR gloves are typically characterized by low latency, high framerate, and finger
tracking that does not occlude the user’s hands [59, 72].
In addition, hand-tracked gestures naturally elicit different functions in selection tasks like
tapping tasks than they do in pick-and-place tasks like the ones in the studies in this manuscript. For
instance, a tapping task would only require a user to touch the target with a finger (most likely their
index finger), but a pick-and-place task would require a sort of grasping gesture (possibly a pinching
gesture between their thumb and their index finger). Thus, the findings from this dissertation can
potentially be applied in future work in comparing the gesture conditions with controller conditions
in both selection and manipulation tasks.
In addition, Chapter 5 showed that target depths and screen parallax are important for
distance judgments in virtual tasks in large-screen immersive displays (LSIDs). Figure 5.1 depicts
the differences in the convergence angles for objects in front of the screen than those behind the
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screen. In negative screen parallax, users must cross their eyes such that the object of their focus,
the screen, is behind the point of convergence, the object they are looking at. On the other hand,
in positive parallax, the point of users’ convergence is behind the screen in which they are focusing.
Thus, transitioning between the two parallax zones can require users to readjust to the new way their
eyes focus, and future work can use this idea to further explore the effects of vergence-accommodation
conflicts and on how they change depending on whether the target is in positive or negative screen
parallax.
In addition, it can be prudent to study stereoscopic depth through the lens of Fitts’ law,
similar to the study by Machuca and Stuerzlinger, which proposed an extension to calculations of
ID to account for target changes in target depth [5]. In addition, the study from Babu et. al. found
that the task performance was stronger in an HMD at a closer range to the viewpoint than it was
when operating closer to the maximum arm’s reach, which remained true regardless of when moving
within the same target depth or between target depths [4]. Throughput in that study was also
higher when transitioning between target depths at a closer range than it was when transitioning
between depths closer to maximum arm’s reach. The findings from Chapter 3 are also helpful in
making applications to future work in depth perception and distance judgments. The findings of
that study indicated that more robust information coming from the user’s sensorimotor systems can
reduce the need for excessive calibration, and thus aid in the transitioning of skills from the virtual
world to the real world. Given this, it can be helpful to compare the calibration effects of working
in different depth ranges as well as working in positive, negative, or zero screen parallax.
Given the variety of studies comparing depth perception in large screen displays [5, 47], as
well as in head-mounted displays [62]. An important direction for the research to be applied is to
directly compare the two displays for how each one implements depth perception. In addition, there
are key differences between VR displays and augmented reality (AR) displays that could impact
how users interact with the environments, so a direct comparison between VR and AR displays can
provide useful information for designing interfaces for any kind of display technologies.
Given the findings of the research covered in this dissertation, applications and directions
for future research are widespread. The findings of Chapter 4 demonstrated that a peg-transfer task
can conform to Fitts’ law. This helps to open an opportunity to compare selection and manipulation tasks, as well as how different factors affect user performance and throughput. The findings
of Chapter 5 reveal that user performance and distance estimation is stronger in negative screen
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parallax than in positive screen parallax. This can create opportunities to compare the impacts in
LSID displays, HMD displays, and even augmented reality on depth perception. Finally, while the
findings from Chapter 3 showed the impacts of haptic feedback and stereoscopic viewing, a future
direction is to compare completely different modes of interactions.
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APPENDIX A
INFORMED CONSENT FORM
Information about Being in a Research Study
Clemson University
An Investigation on the effects of bimanual interaction in virtual reality on
learning outcomes
Description of the Study and Your Part in It
You are invited to participate in a research study conducted by Dr. Sabarish Babu,
Dr. Andrew Duchowski, Dr. Jeffrey Bertrand, Ayush Bhargava and David Brickler. The
simulation that is used for this study is a scenario that uses the 3DSystems Touch 3D
Stylus, which gives force feedback and allow users to touch virtual objects. This
research project is intended to investigate the use of perception-action coordination in
interactive virtual reality systems. In addition, this study will evaluate the effects of force
feedback on user performance, which is evaluated by the metrics of accuracy and
completion time. There is limited research related to the use of simulation technology in
teaching key skills necessary for operating surgical machinery. We believe that this
interactive virtual reality simulation could be a good method for this purpose and
potentially replace or complement the currently used methods of education in cognitive
and psychomotor skills for surgical machinery. The researchers will be happy to answer
any questions for you. Your participation will involve:
1.
2.
3.
4.
5.

Providing on demographics and previous experience
The completion of a technology acceptance survey
The completion of instruction on a specific topic
The submission of a written cognitive and psychomotor assessment
The completion of a user satisfaction and work load survey.

The amount of time for your participation will be approximately one hour or less.
Risks and Discomforts
There are certain discomforts that you might experience if you take part in this research.
Because this will use a head-mounted display, there will be a risk of cybersickness. You
will be allowed to take breaks to rest, and you may quit the research at any time without
penalty.
2

A comfortable virtual reality experience requires an unimpaired sense of motion and
balance. Do not use the equipment if you are tired, need sleep, under the influence of
alcohol or drugs, hung-over, have digestive problems, under emotional stress or
anxiety, or suffering from cold, flu, headaches, migraines, or earaches, as this can
increase your susceptibility to adverse symptoms. Do not participate in the experiment if
you have a history of epilepsy.
If you experience any discomforts, notify the researcher immediately. If you continue to
feel badly after the study, please contact Redfern Health Center at 656-2451.
Possible Benefits
The benefits of this research are that you will be able to experience participation in a
research study and have the opportunity to interact with virtual objects using input
devices and haptic (touch) feedback, in a computer generated environment. You will
also be given the opportunity to be a part of a study that will help contribute to the
broader questions of the use of virtual reality to educate users in the operation of a
robotic surgery device. The results of this research may have an impact on how people
use interactive virtual environments for education and training.
Protection of Privacy and Confidentiality
We will not collect any identifying information in our online survey. The usability data
provided in the online survey will be printed out and will be stored safely in a locked
cabinet for at least three years. Usability response data will reside online on a secure
website or on any of the workstations. We will take every precaution to print the data
and store it in a locked cabinet. Performance data will be logged and analyzed via log
files and will not contain any personally identifiable information. All digital and physical
data will be destroyed after a period of three years. We will do everything we can to
protect your privacy and confidentiality. We will not tell anybody outside of the research
team that you were in this study or what information we collected about you in
particular.
Choosing to Be in the Study
You do not have to be in this study. You may choose not to take part and you may
choose to stop taking part at any time. You will not be punished in any way if you decide
not to be in the study or to stop taking part in the study.
3

Participant Inclusion
●
●
●
●

Must be 18 years or older
Must have 20/20 vision or corrected vision (excluding glasses)
Must use English as first language and/or able to communicate in English well
Must have full use of hearing or corrected hearing with use of hearing aid in at
least one ear
● No medical experience is necessary
Contact Information
If you have any questions or concerns about this study or if any problems arise, please
contact Dr. Sabarish Babu at Clemson University at 864-656-5089.
If you have any questions or concerns about your rights in this research study, please
contact the Clemson University Office of Research Compliance (ORC) at 864-656-6460
or irb@clemson.edu. If you are outside of the Upstate South Carolina area, please use
the ORC’s toll-free number, 866-297-3071.
Signature
I have read and fully understand this document, and I have been given sufficient time to
ask questions and to decide to participate in this study.

________________________________

_________________

Signature of participant

Date
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Guildford-Zimmerman Spatial Orientation Task

INSTRUCTIONS
This is a test of your ability to see changes in direction and position. In each item, you are to note how
the position of the boat has changed in the second picture in relation to the original position in the first
picture.

Here is Sample Item 1
These bars represent the prow of
the boat.

This is the prow (front end)
of a motor boat that you are
standing on.

This is the correct answer. It shows
that the prow of the boat is now
below the aiming point.

This is the aiming point. It is
the exact spot you would
see on the painted backdrop
if you sighted right over the
prow.

(If the prow had risen, instead of
dropped, the correct answer would
have been 3, instead of 4)

Sample Item 1

This is the same aiming
point shown above. Note
that the prow has dropped
below it.

To work each item: First, look at the top picture and see where the tip of the motor boat is pointing (the aiming
point). Second, look at the bottom picture and note the CHANGE in where the boat is pointing. Third, select the
answer (1, 2, 3, 4, or 5) that best shows that change.

Here is Sample Item 2

This is the aiming point

This also shows that the prow of
the boat is to the right of the
aiming point. So, it is the correct
answer.

This is the same aiming point.
The aiming point on the
6 to the left of
backdrop is now
the boat.

If the boat had moved to the left,
instead of to the right, the correct
answer would have been 1)

Sample Item 2

Now try Sample Item 3

Here the motor boat is slanted
slightly to the right. (note that the
horizon appears to slant in the
opposite direction)

This is the correct answer. It shows
that the motor boat changed its slant
to the left, but it is still heading
toward the aiming point.

Here the board has changed its
slant toward the left. (To become
level, the board slanted back
toward the right)

Sample Item 3

Imagine that these pictures were taken with a motion picture
camera. The camera is fastened rigidly to the boat so that it bobs up
and down and turns and slants with the boat. Thus, when the boat
tips or slants to the left (as in the lower sample, sample item 3), the
scene through the camera view finder looks slanted like this.

Here is Sample Item 4

The prow of the board has
moved downward and toward
the right. Also, it changed its
slant toward the right.

4 is the correct answer. It shows that
the board has changed its heading
both downward and to the right; also
that it changed its slant towards the
right.
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Sample Item 4

Now do Practice Items 5, 6, and 7.
The aiming point is not marked in the test items. You must see the change in the boat’s position with the
aid of the dots.

To review:
First – Look at the top picture. See where the motor boat is headed.
Second – Look at the bottom picture. Note the change in the boat’s heading.
Third – Mark the answer that shows the same change (in reference to the aiming point before the
change).

C is the correct answer. The
prow appears to have moved
to the left and downward. It
has not changed its slant.

B is the correct answer. The prow
appears to have moved to the
left and downward. Also, it has
changed its slant to the left.

E is the correct answer. The
prow appears to have moved
upward, and to have tipped
left. It has not turned.
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If you have any questions, ask them NOW.
At the signal of the examiner, not before, turn the page and begin working on the test. Mark all
answers on the sheet. Work rapidly. If you are not sure of any item, you may guess, but avoid wild
guessing. Your score will be the number of answers correct minus a small fraction of the number
wrong. You will have ten minutes to work on the test. WAIT FOR THE SIGNAL TO BEGIN.
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SUBJECTIVE SATISFACTION QUESTIONNAIRE
Based on: Lewis, J. R. (1995) IBM Computer Usability Satisfaction Questionnaires: Psychometric Evaluation and
Instructions for Use. International Journal of Human-Computer Interaction 7:1, 57-78.

Participant #: ________
Instructions: Please rate the usability of the system. Try to respond to every item.
1. Overall, I am satisfied with how easy it is to use this system.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

2. It was simple to use this system.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

3. I can effectively complete the tasks using this system.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

4. I am able to complete the tasks quickly using this system.
1

2

3

4

5

1

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

5. I am able to efficiently complete the tasks using this system.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

6. I feel comfortable using this system.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

7. It was easy to learn to use this system.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

8. I believe I became proficient quickly using this system.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

9. Whenever I make a mistake using this system, I recover easily and quickly.
2

1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

10. The interface of this system is pleasant.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

11. I like using the interface of this system.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

12. This system has all the functions and capabilities I expect it to have.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree
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13. Overall, I am satisfied with this system.
1

2

3

3

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

14. I am confident about the results I produced.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree

15. The haptic feedback was helpful in my performance in the program.
1

2

3

4

5

Strongly
disagree

Disagree

Neither agree
nor disagree

Agree

Strongly
agree
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An investigation of usability testing methodologies

Presence Questionnaire (Witmer et al., 2005)
Characterize your experience in the environment, by marking an "X" in the appropriate box of the
7-point scale, in accordance with the question content and descriptive labels. Please consider the
entire scale when making your responses, as the intermediate levels may apply. Answer the
questions independently in the order that they appear. Do not skip questions or return to a previous
question to change your answer. Answer in relation to when you were in the usability test session.
1. How much were you able to control events?
|________|________|________|________|________|________|________|
NOT AT ALL
SOMEWHAT
COMPLETELY
2. How responsive was the environment to actions that you initiated (or performed)?
|________|________|________|________|________|________|________|
NOT
MODERATELY
COMPLETELY
RESPONSIVE
RESPONSIVE
RESPONSIVE
3. How natural did your interactions with the environment seem?
|________|________|________|________|________|________|________|
EXTREMELY
BORDERLINE
COMPLETELY
ARTIFICIAL
NATURAL
4. How much did the visual aspects of the environment involve you?
|________|________|________|________|________|________|________|
NOT AT ALL
SOMEWHAT
COMPLETELY
5. How much did the auditory aspects of the environment involve you?
|________|________|________|________|________|________|________|
NOT AT ALL
SOMEWHAT
COMPLETELY
6. How natural was the mechanism which controlled movement through the environment?
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|________|________|________|________|________|________|________|
EXTREMELY
BORDERLINE
COMPLETELY
ARTIFICIAL
NATURAL
7. How compelling was your sense of objects moving through space?
|________|________|________|________|________|________|________|
NOT AT ALL
VERY
MODERATELY
COMPELLING
COMPELLING
8. How much did your experiences in the simulation seem consistent with your real world
experiences?
|________|________|________|________|________|________|________|
NOT
MODERATELY
VERY
CONSISTENT
CONSISTENT
CONSISTENT
9. Were you able to anticipate what would happen next in response to the actions that you
performed?
|________|________|________|________|________|________|________|
NOT AT ALL
SOMEWHAT
COMPLETELY
10. How completely were you able to actively survey or search the environment using vision?
|________|________|________|________|________|________|________|
NOT AT ALL
SOMEWHAT
COMPLETELY
11. How well could you identify sounds?
|________|________|________|________|________|________|________|
NOT AT ALL
SOMEWHAT
COMPLETELY
12. How well could you localize sounds?
|________|________|________|________|________|________|________|
NOT AT ALL
SOMEWHAT
COMPLETELY
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13. How well could you actively survey or search the simulation using touch?
|________|________|________|________|________|________|________|
NOT AT ALL
SOMEWHAT
COMPLETELY

14. How compelling was your sense of moving around inside the simulation?
|________|________|________|________|________|________|________|
NOT
COMPELLING
15. How closely were you able to examine objects?
|________|________|________|________|________|________|________|

16. How well could you examine objects from multiple viewpoints?
|________|________|________|________|________|________|________|

17. How well could you move or manipulate objects in the simulation?
|________|________|________|________|________|________|________|

18. How involved were you in the simulation experience?
|________|________|________|________|________|________|________|
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19. How much delay did you experience between your actions and expected outcomes?
|________|________|________|________|________|________|________|

20. How quickly did you adjust to the simulation experience?
|________|________|________|________|________|________|________|

21. How proficient in moving and interacting with the simulation did you feel at the end of the
experience?
|________|________|________|________|________|________|________|

22. How much did the visual display quality interfere or distract you from performing assigned
tasks or required activities?
|________|________|________|________|________|________|________|

23. How much did the control devices interfere with the performance of assigned tasks or with
other activities?
|________|________|________|________|________|________|________|
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24. How well could you concentrate on the assigned tasks or required activities rather than on the
mechanisms used to perform those tasks or activities?
|________|________|________|________|________|________|________|

25. How completely were your senses engaged in this experience?
|________|________|________|________|________|________|________|

29. How easy was it to identify objects through physical interaction; like touching an object,
walking over a surface, or bumping into a wall or object?
|________|________|________|________|________|________|________|

30. Were there moments during the simulation experience when you felt completely focused on
the task or environment?
|________|________|________|________|________|________|________|

31. How easily did you adjust to the control devices used to interact with the simulation?
|________|________|________|________|________|________|________|

32. Was the information provided through different senses in the simulation (e.g., vision,
hearing, touch) consistent?
|________|________|________|________|________|________|________|

9

NASA Task Load Index (TLX)
Task Questionnaire – Part 1
Click on each scale at the point that best indicates your experience of the task
Mental Demand

Low
Physical Demand

Low
Temporal Demand

Low
Performance

Good

How mentally demanding was the task?

High
How physically demanding was the task?

High
How hurried or rushed was the pace of the task?

High
How successful were you in accomplishing
what you were asked to do?

Poor

1

Effort

Low
Frustration

Low

How hard did you have to work to accomplish
your level of performance?

High
How insecure, discouraged, irritated, stressed
and annoyed were you?

High

Task Questionnaire – Part 2
On each of the following 15 screens, click on the scale title that represents the more
important contributor to workload for the task.
Click on the factor that represents the more important contribution to workload for the
task.
Frustration
or
Mental Demand
Click on the factor that represents the more important contribution to workload for the
task.
Temporal Demand
or
Frustration
Click on the factor that represents the more important contribution to workload for the
task.
Effort
or
Performance
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Click on the factor that represents the more important contribution to workload for the
task.
Temporal Demand
or
Mental demand
Click on the factor that represents the more important contribution to workload for the
task.
Temporal Demand
or
Effort
Click on the factor that represents the more important contribution to workload for the
task.
Mental
or
Physical Demand
Click on the factor that represents the more important contribution to workload for the
task.
Effort
or
Physical Demand
Click on the factor that represents the more important contribution to workload for the
task.
Mental Demand
or
Effort
Click on the factor that represents the more important contribution to workload for the
task.
Physical Demand
or
Frustration
Click on the factor that represents the more important contribution to workload for the
task.
Performance
or
Frustration
Click on the factor that represents the more important contribution to workload for the
task.
Physical Demand
or
Performance
3

Click on the factor that represents the more important contribution to workload for the
task.
Performance
or
Temporal Demand
Click on the factor that represents the more important contribution to workload for the
task.
Performance
or
Mental Demand
Click on the factor that represents the more important contribution to workload for the
task.
Physical Demand
or
Temporal Demand
Click on the factor that represents the more important contribution to workload for the
task.
Frustration
or
Effort
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