ABSTRACT. The main result of the article is validity of the limiting absorption principle and thus absence of the singular continuous spectrum for compact quantum graphs with several infinite leads attached. The technique used involves Dirichlet-to-Neumann operators.
Introduction
The object of study in this paper is a quantum graph Γ. The reader can find surveys of main definitions, properties, and origins of quantum graphs, as well as main references in [2, 7, 8, 13, 14, 15, 21]. We will briefly summarize the notions that we will need here.
Consider a compact graph Γ 0 , whose edges are equipped with coordinates (called x, or x e , if we need to specify the edge e) that identify them with segments of the real axis 1 . A finite set B of vertices of cardinality |B| = n, which we will call the boundary of Γ 0 is assumed to be fixed. Each vertex v ∈ B has an infinite edge (lead) e v attached, which is equipped with a coordinate that identifies it with the positive semi-axis. Thus an infinite graph Γ is formed (see Fig. 1 ). One can naturally define differentiation of functions on Γ along the edges, as well as integration over Γ. In particular, the space L 2 (Γ) can be defined, as well as spaces Sobolev spaces H s (e) of functions on any edge e.
This graph is turned into a quantum graph by defining on it a self-adjoint differential operator H as follows:
The operator H acts on functions on Γ as the negative second derivative FIGURE 1. Graph Γ. 
It is known that (1)-(2) represent the most general (local) self-adjoint boundary value conditions for the operator we consider, see [7, 15] 2 .
2 One can describe in a similar way non-local self-adjoint boundary conditions, then the matrices should act on the vectors of values and derivatives assembled over all graph [7] . The results of this paper hold for this more general situation with no change in statements or proofs.
We will assume that all "boundary" vertices v ∈ B have degree two and that the boundary conditions at any such v are "Neumann":
is the sum of the derivatives of f in the outgoing directions along all edges emanating from v. In fact, these conditions simply mean that the function and its derivative are both continuous at v. This assumption on the degrees of boundary vertices and on how the conditions look like at the boundary B, in fact does not reduce the generality. Indeed, one can always introduce "fake" boundary vertices a little bit further away along the infinite edges and consider them as the new boundary. Then our assumptions are automatically satisfied, and the operator does not change at all.
It is well known (e.g., [7, 15] and references therein), that such defined, the operator H is self-adjoint, bounded below, and in the case of a compact graph (which Γ is not, but Γ 0 is) has compact resolvent and thus discrete spectrum. The structure of the spectrum of the operator H on graphs Γ of the type described above has been studied for quite a while (e.g., [ The proof of the lemma uses Glazman's splitting technique [6] . Let us choose coordinates on each of the infinite leads e v , v ∈ B that identify the leads with the nonnegative half axis. We identify the point v with the coordinate x = 0. So we have Γ = Γ 0 ∪ Γ 1 where Γ 1 is the disjoint union of n copies of half-axes [0, ∞). Consider the symmetric operator Q that is the restriction of H on the set of those functions f ∈ D(H) that vanish with their first derivative at all points v. Then Q naturally splits into the orthogonal sum of two minimal operators Q 0 Q 1 defined on Γ 0 and Γ 1 respectively. Since Q 0 acts on a compact graph Γ 0 and Q 1 is just the direct sum of n copies of minimal operators corresponding to − d 2 dx 2 on the halfaxis, we conclude that the continuous spectrum of the closure of Q is the same as that of Q 1 . Noticing that H is a finite dimensional extension of Q, one can employ Theorems 4 and 11 from [6, Ch. I] to imply the statements of the lemma.
The goal of this paper is to prove a limiting absorption principle and thus absence of the singular continuous spectrum.
THEOREM 2. Let R(λ) be the resolvent of H and f be any function from the domain of H that is compactly supported and smooth on each edge.
Then the function (R(λ) f , f ) can be analytically continued from the upper half-plane through R + , except for a discrete subset of R + . In particular, the singular continuous spectrum σ sc (H) of H is empty and the absolute continuous spectrum coincides with the nonnegative half axis.
Dirichlet-to-Neumann map and other auxiliary considerations
Let us consider the compact part Γ 0 of our graph Γ and treat the vertex set B as its "boundary." We need to define some auxiliary objects related to Γ 0 .
First of all, we will consider the operator H 0 on L 2 (Γ 0 ) that acts as the negative second derivative along each edge, and whose domain D(H 0 ) consists of those functions from the Sobolev space H 2 (e) on each edge e of Γ 0 that are equal to zero on B and satisfy conditions (1) at all vertices of Γ 0 except those in B. It is standard [15] that this operator is self-adjoint, bounded below, and has compact resolvent, and thus discrete spectrum σ(H 0 ) = {λ 1 , ..., λ n , ...} accumulating to infinity. We will denote by R 0 (λ) the resolvent of this operator.
One can also define a linear extension operator E acting from functions defined on the (finite) set B into the domain of H 0
for all v ∈ B and the derivative of E f at each v ∈ B along any edge of Γ 0 entering v is equal to zero 3 . Such an operator is indeed easy to construct. For instance, let for any v ∈ B one defines a function g v such that it is equal to 1 in a neighborhood of v, is smooth on each edge entering v, and is supported inside the ball of radius l 0 /2, where l 0 is the smallest length of an edge of Γ 0 . Then one can define E f (
Another operator N that we need is an analog of the "normal derivative at the boundary B of Γ 0 ." It acts as follows: for any function f on Γ 0 that belongs to H 2 (e) on any edge e, one can define the value N f (v) for v ∈ B as the derivative of f at v (taken in the direction towards v):
where x e is the coordinate along e that increases towards v We remind the reader that each vertex in B has only degree two and only one of the edges connected to each vertex in B belongs to Γ 0 . Hence there is no ambiguity in defining N as above.
The main technical tool that we will use is the so called Dirichlet-toNeumann operator, very popular in inverse problems [20, 23, 24] , spectral theory [3, 4] , and since recently in quantum graph theory [1, 3, 16] as well. It is a linear operator Λ(λ) (in our case finite-dimensional) acting on functions defined on B, i.e. Λ(λ) : C n → C n . It is defined as follows. Given a function φ on B, one solves the following problem on Γ 0 :
One now defines the Dirichlet-to-Neumann map as follows:
which justifies the name of the operator. The validity of this definition depends upon (unique) solvability of the problem (4), which holds unless λ ∈ σ(H 0 ). Thus, Λ(λ) is defined unless λ ∈ σ(H 0 ).
LEMMA 3. (1)
The following operator relation holds:
) The Dirichlet-to-Neumann map Λ(λ) is a meromorphic matrix valued function of λ with poles on the spectrum of H
Proof of the Lemma. Let us introduce a new function g = u − Eφ on Γ 0 . By the construction of the extension operator E, g clearly satisfies the same vertex conditions (1) on Γ 0 − B, as well as the zero Dirichlet conditions on the boundary g| B = 0. We also note that Ng = Nu, since NEφ = 0 for any φ. This means that (4) can be equivalently rewritten as 
In other words, (H
dx 2 + λ Eφ, which together with the definition of the Dirichlet-to-Neumann map proves the first statement of the Lemma.
The second statement of the lemma immediately follows from the first one together with the discreteness of the spectrum of H 0 and standard analyticity properties of the resolvent.
The third statement is well known (e.g., [3] ) and can be checked by straightforward calculation.
Proof of the main result
The proof of Theorem 2 will use the Dirichlet-to-Neumann map to rewrite the spectral problem on Γ as a vector valued spectral problem on half-line with a general Robin condition at the origin.
First of all, Lemma 1 implies that it is sufficient to prove absence of singular continuous spectrum on the positive half-axis only. Then the statement about absolute continuous spectrum would follow as well by the same Lemma.
Let R(λ) be the resolvent of H. The first statement of Theorem 2 is established in the following
LEMMA 4. Let f be a compactly supported function Γ which is smooth on each edge and satisfies the vertex conditions (1). Then for any interval
In fact, the expression (R(λ) f , f ) can be analytically continued through such intervals [a, b] . So, now our task is to prove Lemma 4. This will be done using the Dirichlet-to-Neumann operator to reduce the spectral problem for H on Γ to a vector one on the half-line.
At this point it will be beneficial to have in mind a different geometric picture of Γ than in Fig. 1 . Namely, imagine that all the n infinite rays e v , v ∈ B are stretched along the positive half-axis in parallel, being connected at the origin by the finite graph Γ 0 attached to the rays at the vertices of B (see Fig. 2 ). Any function u on Γ can now be viewed as the pair (u 0 , u 1 ), where u j = u| Γ j . Functions defined on the part Γ 1 of Γ (in particular, u 1 ) can be interpreted as vector-valued functions on R + with values in C n (recall that n = |B|). In particular, interpreting u 1 as such, we can write u| B = u 1 | B = u(0), where 0 is the origin in R + .
FIGURE 2. A different visualization of Γ.
Let now f = ( f 0 , f 1 ) be as in Lemma 4. Then u = R(λ) f is a function that belongs to H 2 loc on each edge and satisfies vertex conditions (1) and the equation (8) Hu − λu = f .
Here u naturally depends on λ. The quantity we need to estimate in (7) is now the inner product (u, f ) = (u 0 , f 0 ) + (u 1 , f 1 ). Let us write (8) and the vertex conditions separately for u 0 on Γ 0 and u 1 on Γ 1 . On the compact graph Γ 0 we get
Similarly, on Γ 1 we have
Here N is the introduced before "normal derivative at B" operator on Γ 0 and functions u 1 , f 1 are interpreted as functions on R + with values in C n .
Notice that the boundary conditions on B in (9) and at zero in (10) are just the vertex conditions (1) on B rewritten 4 
.
If we now are able to express Nu 0 in terms of u 1 (0) and f 0 , we will essentially separate problems on Γ 0 and Γ 1 . This can easily be done due to Lemma 3. Indeed, if R 0 (λ) is the resolvent of the operator H 0 studied in the previous section, then clearly one has
Here, for a given f 0 of the considered class, g(λ) = NR 0 (λ) f 0 is a known meromorphic vector function of λ in C with singularities only at points of σ(H 0 ). Now the problem (10) can be rewritten as
. By the construction, Λ(λ) is a meromorphic matrix function in C with self-adjoint values along the real axis. We also observe that the only memory of the compact part of the graph is confined to the vector-function g(λ). We also need to remember that u 1 must belong to L 2 (R + , C n ).
If we now show that both expressions (u 1 (·, λ), f 1 (·)) and u 1 (0, λ) continue analytically through the real axis except a discrete set, then according to (11) the same will hold for (u 0 (·, λ), f 0 (·)), and thus the Lemma and the main Theorem will be proven. Hence, we only need to concentrate on the vector problem (13) on the positive half-axis.
Let us consider the self-adjoint operator P in L 2 (R + ) naturally corresponding to − 
This formula also implies that the value (r(λ) f )(0) has the same analyticity property.
In what follows we will abuse notations using r(λ) where in fact one should use r(λ) I (here I is the unit n × n matrix).
It is not hard to solve (10) now. Indeed, after a simple computation one arrives to the formula for the solution that one can check directly when Im √ λ > 0:
where the vector A(λ) is:
Notice that the matrix function √ λ + iΛ(λ) is meromorphic on the Riemann surface of √ λ. Due to self-adjointness of Λ(λ), the values of that function for non-zero real λ are invertible. Hence, the matrix function
is meromorphic on the same Riemann surface. Now the quantity of interest becomes 
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