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Abstract
Bayesian statistical models allow us to formalise our knowledge about the world and
reason about our uncertainty, but there is a need for better procedures to accurately
encode its inherent complexity. One way to do so is through compositional models,
which are formed by combining blocks or components consisting of simpler models. One
can increase the complexity of the compositional model by either stacking more blocks
or by using a not-so-simple model as a building block. This thesis is an example of the
latter. One first aim is to expand the choice of Bayesian nonparametric (BNP) blocks
for constructing tractable compositional models. So far, most of the models that have
a Bayesian nonparametric component use either a Dirichlet Process or a Pitman–Yor
process because of the availability of tractable and compact representations. This thesis
shows how to overcome certain intractabilities in order to obtain analogous compact
representations for the very wide class of Poisson–Kingman priors which includes the
Dirichlet and Pitman–Yor processes.
A major impediment to the widespread use of Bayesian nonparametric building
blocks is that inference is often costly, intractable or difficult to carry out. This is
an active research area since dealing with the model’s infinite dimensional component
forbids the direct use of standard simulation-based methods. The main contribution
of this thesis is a variety of inference schemes that tackle this problem: Markov chain
Monte Carlo and Sequential Monte Carlo methods, which are exact inference methods
since they target the true posterior.
The contributions of this thesis, in a larger context, provide general purpose exact
inference schemes in the flavour or probabilistic programming: the user is able to choose
from a variety of models, focusing only on the modelling part. We show how if the wide
enough class of Poisson–Kingman priors is used as one of our blocks, this objective is
achieved.
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Chapter 1
Introduction
1.1 Motivation
The world is a complex and uncertain place. In principle, we could use Bayesian
statistical models to formalise our knowledge about the world and reason about our
uncertainty. The adjective “Bayesian” refers to a statistical paradigm or philosophy
based on a subjective interpretation of probability. Indeed, it consists of a subjective
quantification of our state of knowledge rather than anything that can be measured
directly in an experiment. All statistical approaches recognise the need to take into
account the uncertainty about all quantities of interest in our models. The Bayesian
approach incorporates the uncertainty through a prior probability distribution for the
model parameters and allows us to deal with unobserved quantities in a principled way.
However, the need remains for better procedures that accurately encode the world’s
inherent complexity. There are several modelling strategies that we could envisage.
One possibility — discussed here — is to use compositional models, which are built
from blocks or components of simple models stacked together (Orbanz, 2014). We can
effectively increase the compositional model’s complexity by either stacking more blocks
together or using a not-so-simple model as a building block. For instance, a hierarchical
model with more than one level of latent variables (Gelman et al., 1995) is an example
of the former; the nested Dirichlet process (Rodr´ıguez et al., 2008), the hierarchical
Dirichlet process (Teh et al., 2006) and the infinite hidden Markov model (Beal et al.,
2002), which use Dirichlet process blocks, are examples of the latter.
According to Ghahramani (2015), models that have a Bayesian nonparametric com-
ponent provide more flexibility that can lead to better predictive performance. This
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is so because their capacity to learn does not saturate, hence their predictions should
continue to improve as we get more and more data. Furthermore, we are able to better
describe our uncertainty about predictions thanks to the Bayesian paradigm.
Bayesian modelling has developed steadily during the last two or three decades.
So far, however, most of the compositional models that have a Bayesian nonparamet-
ric (BNP) component use either a Dirichlet (Ferguson, 1973; Sethuraman, 1994) or a
Pitman–Yor process (Pitman and Yor, 1997) because of the availability of tractable
representations in these cases. One aim of this thesis is to expand the choice of
BNP blocks for constructing tractable compositional models. Specifically, the class
of Poisson-Kingman processes is used as a building block. This is a very large class of
Bayesian nonparametric priors which contains the Pitman–Yor and Dirichlet processes,
and most random discrete distributions used in the literature.
A major impediment to the widespread use of Bayesian nonparametric models is
the problem of inference. Given the complexity of these models, posterior inference
is only possible by means of sophisticated computational methods. This is an active
research area since dealing with the model’s infinite dimensional component forbids the
direct use of standard simulation-based methods. This thesis shows how to overcome
certain intractabilities for the class of Poisson–Kingman priors. We provide compact
representations that make inference possible based on simplifying properties of the class
of priors just as inference algorithms for graphical models (Lauritzen, 1996; Lauritzen
and Spiegelhalter, 1988; Pearl, 1988) rely on the conditional independence relationships
encoded by the graph. The main focus is given to exact inference schemes that tar-
get the true posterior: Markov chain Monte Carlo (MCMC) (Metropolis et al., 1953;
Hastings, 1969; Geman and Geman, 1984) and Sequential Monte Carlo (SMC) (Doucet
et al., 2001) methods fall under this umbrella. Indeed, according to Wagner (1987),
an advantage of exact methods, where no systematic bias remains, is that the error is
entirely due to the variation in the output of the Monte Carlo algorithms and, thus, it
is straightforward to interpret and quantify.
The contributions of this thesis, in a larger context, provide a step towards wider
usage of flexible Bayesian nonparametric models. The methods developed herein allow
automated inference in probabilistic programs built out of a wide variety of Bayesian
nonparametric building blocks. Hence, the user should be able to choose from a variety
of models, focusing only on the modelling part.
2
1.2 Outline of the Thesis
This thesis is split into five parts. In Chapter 2, the required background material is
presented. A detailed review of Bayesian nonparametrics is given: from the mathe-
matical spaces of interest to the interplay between random probability measures and
exchangeable random partitions. Some useful characterisations of the family of Poisson–
Kingman priors are described, which lay the foundations for the algorithms presented
in later chapters. In Chapter 3, an MCMC scheme for a subclass of infinite mixture
models is described in detail. This subclass is called σ-Stable Poisson–Kingman, it is
interesting because it encompasses most of the Bayesian nonparametric priors previ-
ously explored in the literature. Some of its properties, which are later used in deriving
the algorithm, are reviewed. In Chapter 4, a new MCMC scheme, based on a novel
compact way of representing the infinite dimensional component, is introduced. Each
step of the algorithm is derived in detail, and some of the difficulties that arise when
constructing it are discussed. Also, some experiments are carried out to show that
it outperforms other inference schemes. In Chapter 5, various SMC schemes are pre-
sented. These samplers are useful in a sequential scenario: they allow us to repeatedly
estimate the marginal likelihood and hence, compare models in a principled way. In
Chapter 6, some discussion is given for the previous chapters, including critical remarks
about the current limitations of each contribution. Finally, some possible directions of
future research that could benefit from the proposed algorithms are suggested.
3
Chapter 2
Background
The aim of this chapter is to describe the main class of models that are dealt with in
this thesis, namely, mixture models and its infinite dimensional analogue, infinite mix-
ture models (Rasmussen, 2000). These models are specific examples of compositional
models (Orbanz, 2014) or Bayesian hierarchical models (Box and Tiao, 1973; Gelman
et al., 1995). Firstly, the notions of exchangeable partitions and their corresponding
laws are stated. These objects are then formally surveyed starting with some defini-
tions and terminology. The underlying spaces for these probabilistic objects have the
useful property of compactness with respect to a metric. This guarantees that the space
of all measures defined on any of these base spaces inherits the compactness property
(Parthasarathy, 1967, Chapter 6, Theorem 6.4). Hence, once we endow these base
spaces with any probability measure, this measure is tight, no probability mass escapes
to infinity (Billingsley, 1999). Secondly, the theoretical justification for the interplay
between random probability measures and random partitions of N, known in the liter-
ature as Kingman’s paintbox construction (Kingman, 1982), is discussed. Thirdly, the
main type of block used in infinite mixture models is reviewed: a family of Bayesian
nonparametric priors or random probability measures called Poisson–Kingman priors.
This class, which has some useful characterisations that lead us to derive tractable rep-
resentations, is then described in detail herein. Some fundamental proofs are given for
the interested reader. Finally, a brief overview is provided of exact inference schemes
for Bayesian nonparametric mixture models built with Pitman–Yor process blocks. Sec-
tions 2.4, 2.2 and 2.3 are mostly based on Bertoin (2006, Chapter 2); Section 2.5, on
Perman et al. (1992), and Section 2.3.2, in Gnedin and Pitman (2006).
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2.1 Mixture and infinite mixture models
Let tYiuni“1 a sample of n independent observations. A mixture model is an example of
a compositional model which has a single discrete latent variable per observation that
takes m P N finitely many values. It can be written as the following hierarchical model
pi P ∆m :“
#
ppi1, . . . , pimq : 0 ď pi` ď 1 @` P t1, . . . ,mu and
mÿ
`“1
pi` “ 1
+
Xi „ Discreteppiq
Yi | Xi „ F p¨ | φXiq (2.1)
where φXi is the parameter corresponding to theXi-th component of the mixture model.
The discrete or categorical probability mass function gives the prior probability that
the corresponding latent variable Xi P t1, . . . ,mu takes a specific value
P pXi “ `q “ pi`, ` “ 1, . . . ,m.
The marginal distribution for the i-th observation is given by
P pYi P dyiq “
mÿ
`“1
P pYi P dyi | XiqP pXi “ `q
“
mÿ
`“1
pi`F pYi P dyi | φ`q.
In most cases, the parameters tφ`um`“1 for each mixture component, the total num-
ber of components m and the prior probabilities pi are unknown quantities. If we are
interested in density estimation or clustering, we could proceed in a number of ways. All
the approaches discussed in this thesis render a flat clustering of the data. However,
in certain contexts, it is natural to think of superclasses so a hierarchical clustering
would be more appropriate. Some examples of hierarchical clustering schemes are: ad
hoc approaches such as agglomerative clustering (Medvedovic and Sivaganesan, 2002),
Bayesian hierarchical clustering (Heller and Ghahramani, 2005) or a full Bayesian non-
parametric model (Teh et al., 2006), among others.
A simple way of selecting the total number of components is to perform a model
selection procedure among models with different total number of components. First,
for each model, the total number of components m is fixed. Then, the model param-
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eters tφ`um`“1 and the probabilities pi are learnt using, for instance, the Expectation
Maximization algorithm (Dempster et al., 1977), Gibbs sampling (Geman and Geman,
1984), variational Bayes (Beal and Ghahramani, 2003; Blei and Jordan, 2006; Minka
and Ghahramani, 2003), or some other inference scheme.
We repeat these steps for different values for the total number of components m
and use the output of the learning algorithm to compute certain quantities for a model
selection procedure to select the best model. Some popular model selection criteria in-
clude the Bayes factor (Jeffreys, 1935) or the Bayesian Information Criterion (Schwarz,
1978), which are parametric likelihood-based procedures. The caveat is that a high com-
putational overhead could be incurred since we need to repetitively learn the model’s
parameters for every model with different total number of components.
Furthermore, in order to be fully Bayesian, a prior distribution for all unknown
quantities must be included in the hierarchical model (2.1) as follows
M „ Q
pi |M “ m „ Pm
pφ`qm`“1 |M “ m i.i.d„ H0
X1, . . . , Xn | pi i.i.d.„ Categoricalppiq
Yi | Xi ind.„ F p¨ | φXiq. (2.2)
H0 corresponds to a non-atomic probability measure, it is usually called a base measure.
Ideally, the probability measure Q should have full support on NYt8u: it should assign,
a priori, a positive probability 0 ă qpmq ă 1 to each value m P N Y t8u in order to
learn any possible total number of components, a posteriori. Some common choices for
this probability mass function are: Poisson(λ), Negative Binomial pr, pq, Geometric(p),
among others. The truncated versions of the first two probability mass functions are
used such that positive probabilities are assigned to the positive integers only; the last
one, is parameterised to count the number of number of Bernoulli trials necessary for
one success. See Section 5.5 from Chapter 5 for other common choices of probability
mass functions for the total number of components. However, these common choices of
probability mass functions have a finite expected total number of components a priori
and do not assign a positive probability to 8. These can be strong assumptions when
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choosing a prior for the total number of components. In practice, the hyperparameters
have to be chosen as well and, depending on this choice, the prior could be “very
sticky” or “hard to get away from” in a misspecified scenario. Gnedin (2010) derived
an interesting prior distribution Q that can have an infinite or finite expected total
number of components, depending on its hyperparameter value.
Given M “ m, a popular choice for Pm is the Dirichlet distribution due to its conju-
gacy with respect to the categorical distribution (Bernardo and Smith, 1994). Further-
more, the symmetric Dirichlet distribution with a common parameter α is sometimes
chosen since there is no reason, a priori, to believe that the weights are distinguishable
from each other. The corresponding expressions for the second and fourth levels of the
hierarchical specification (2.2) are
Prppi |M “ mq “ Γpmαq
Γpαqm
m´1ź
`“1
piα´1` p1´ pi1 ´ . . .´ pim´1qα´1
PrpXi | piq “
mź
`“1
pi
ItXi“`u
`
Prppi |M “ mqPrpX1, . . . , Xn | piq “ Γpmαq
Γpαqm
m´1ź
`“1
piα`n`´1`
ˆ p1´ pi1 ´ . . .´ pim´1qα´1`n´
ř
`ăm n` (2.3)
where pi P ∆m, I tXi “ `u denotes the indicator function and n` “ řni“1 I tXi “ `u. It
is possible that there exists one or more than one mixture component ` P t1, . . . ,mu
such that n` “ 0. Hence, the total number of components m should be separated into
k occupied components, for which n` is positive, and, k0 empty components, those for
which n` “ 0. The Dirichlet-Multinomial conjugacy property allows us to integrate out
the weights in Equation (2.3), see the Appendix A.1 for details of these derivations.
Then,
PrpX1, . . . , Xn |M “ mq “ α
kΓpmαq
Γpαm` nq
ź
t`:n`ą0u
Γpn` ` αq
Γpα` 1q .
There are
`
m
k
˘
possible ways in which the n indicator variables pXiqni“1 take k different
values out of m, with exactly n` indicators taking the same value ` (` “ 1, . . . ,m,
k “ 1, . . . , n,m P N, n` ą 0, řk`“1 n` “ n). For this reason, we can group together
7
the indicator variables that take the same value ` in a set. This gives us a family of k
sets. Since each indicator has to take one but only one ` value, every indicator strictly
belongs to one and only one set. For this reason, the family of sets has the property of
being a mutually exclusive and exhaustive collection of k sets, such a family is called
a partition. Furthermore, we can use the index of the i-th data point to denote the
elements of each set, since the resulting partition is equivalent to a partition of the
first n integers, denoted by Πn. The corresponding total set is t1, . . . , nu, successively
denoted by rns “ t1, . . . , nu. This concept is formally stated in Definition 4. This
collection of sets can be arranged in k! different ways. The combinatorial factor k!
`
m
k
˘
takes into account the number of ways we can arrange n data points in m bins such
that k are occupied and m ´ k are empty and the number of ways in which we can
arrange the k occupied bins. If we include it, we obtain the following expression
PrpΠn “ pi |M “ mq “ αk mΓpmq
Γpm´ k ` 1q
Γpmαq
Γpmα` nq
kź
`“1
Γpn` ` αq
Γpα` 1q . (2.4)
Equation (2.4) reflects the fact that we can move to the space of partitions since
sampling the indicator random variables induces a partitioning of the dataset due to
their discreteness. The combinatorial factor takes into account that all resulting par-
titions with the same number of blocks and cardinalities per block are assigned the
same probability, i.e. they form an equivalence class. Finally, if the total number of
components is randomised and marginalised out, we obtain
PrpΠn “ piq “
8ÿ
m“0
αk
mΓpmq
Γpm´ k ` 1q
Γpmαq
Γpmα` nqqpmq
kź
`“1
Γpn` ` αq
Γpα` 1q . (2.5)
Equation (2.5) gives the probability of an unordered partition of rns, with k blocks
and n` is the corresponding cardinality of the `-th block, ` “ 1, . . . , k. This probability
is for an unordered partition Πn because it takes into account all possible orders of its
sets.
There are two ways to construct an MCMC scheme for this model. One possibility
is to choose a distribution Q such that the sum of Equation (2.5) can be computed
analytically. Alternatively, an augmentation can be introduced for the random variable
for the total number of components M , and then, we can sample it explicitly together
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with the other quantities. In the former case, the Gibbs sampling scheme of Miller and
Harrison (2015) can be used for certain choices of Q; for the latter case, the reversible
jump MCMC (RJMCMC) of Richardson and Green (1997). The first MCMC scheme
is easy to implement but it is restricted to the very few choices of Q which yield a
tractable sum. In contrast, the RJMCMC scheme is more general but is difficult to
implement since sometimes it requires the computation of a Jacobian term. Further-
more, in RJMCMC it is hard to design a good proposal which can make the algorithm
slow mixing: it is difficult for it to jump between models of different dimension which
is reflected in low acceptance rates.
Alternatively, a distribution Q that places all its mass in M “ 8 can be chosen for
the top level of the generative model given by Equation (2.2). This is the motivation
for a Bayesian nonparametric mixture model, first derived by Rasmussen (2000) as a
limit of a finite mixture model when the total number of components tends to infinity.
This limit can be derived if we start with Equation (2.4) and set α “ θm , then,
PrpΠn “ pi |M “ mq “
ˆ
θ
m
˙k mΓpmq
Γpm´ k ` 1q
Γpθq
Γpθ ` nq
kź
`“1
Γpn` ` θmq
Γ θm ` 1q
.
Given that Γpm`1q “ m!, if the Stirling approximation is usedm! „ ?2pimm`1{2 exp p´mq
for large m, then,
PrpΠn “ pi |M “ mq »
ˆ
1´ k
m
˙k´m´1{2
exp p´kq θ
kΓpθq
Γpθ ` nq
kź
`“1
Γpn` ` θmq
Γp θm ` 1q
.
Let mÑ8, then, we obtain
PrpΠn “ piq “ θ
kΓpθq
Γpθ ` nq
kź
`“1
Γpn`q. (2.6)
Equation (2.6) coincides with the finite dimensional distributions of a Chinese
restaurant process (Aldous, 1985). The Chinese restaurant process is a distribution
over partitions of N. The finite-dimensional distributions of such process have the prop-
erty that they do not distinguish between those partitions with the same cardinalities
per block and number of blocks. For example, Pr ptt1, 2u , t3uuq “ Pr ptt1, 3u , t2uuq “
Pr ptt1u , t2, 3uuq “ θ2ΓpθqΓpθ`3q . This property makes the Chinese restaurant process a math-
ematically convenient object. Since sampling the indicator random variables induces a
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partitioning of the dataset due to their discreteness, it is also possible to work in the
space of partitions.
In the previous derivations, we showed how if we take the limit m Ñ 8 then we
obtain Equation (2.6), this shows how an infinite mixture model is derived as a mixture
model which assigns all the prior mass to an infinite total number of components.
Informally, in the generative model given by Equation (2.2), we are choosing Q to be
a delta function at 8. This encodes the idea that it is desirable that the indicator
variables pXiqni“1 take countably infinitely many values a priori so any possible number
of occupied components can be learnt a posteriori. Because we only observe a dataset
of finite size at any given point, the number of occupied components k is always less
than or equal to the size of the dataset and, as a consequence, finite. Even though the
number of occupied components is finite for a dataset of fixed size, it is unbounded and
grows sublinearly as a function of the number of observations when we observe more
data points. See Gnedin et al. (2007); Gnedin and Pitman (2006) for further details
about the relevant asymptotic results about the growth rate. For this reason, these
models are more flexible than their parametric counterpart and can adapt to the data.
They can be formulated in the following hierarchical fashion
P :“
8ÿ
`“1
pi`δφ` „ P
X1, . . . , Xn | P i.i.d.„ P
Yi | Xi „ F p¨ | φXiq. (2.7)
Here, P is the law of a random discrete distribution or random probability measure
(RPM). The ppi`q`PN is an infinite sequence of random probabilities and the pφ`q`PN are
independent identically distributed random variables distributed according toH0, which
refers to the category labels being picked uniformly at random. For convenience, the
infinite sequence of random probabilities ppi`q`PN is sorted in decreasing order, denoted
by ps`q`PN, where s1 :“Suppi` tpi1, . . .u, s2 :“Suppi` tpi1, . . .u z ts1u, etc. Such space of ranked
infinite sequences ps`q`PN is called a mass-partition space and denoted by PM (Bertoin,
2006). Without loss of generality, we refer to a RPM with a ranked infinite sequence
of probabilities as a random mass partition. Informally, if we sample repeatedly from
(2.7), we can put together those indices i P t1, . . . , nu for which the corresponding Xi
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take the same φ` value. In this way, a partition can be induced (Kingman, 1982). In the
Bayesian hierarchical model given by Equation (2.7) P was first set to be a Dirichlet
process (DP) (Lo, 1984). A Dirichlet process is a random discrete distribution such that
pi`
d“ Z`śjă` p1´ Zjq where Z` „ Betap1, θq for ` P N and pZ`q`PN is a sequence of i.i.d.
random variables (Sethuraman, 1994). The hierarchical model from Equation (2.7)
with P „ DP was first called infinite mixture model by Rasmussen (2000). We refer
herein to the hierarchical model of Equation (2.7) as an infinite mixture model allowing
the top level to be any random discrete distribution. In the next section, the space of
mass-partitions PM is formally defined. Also, some of its properties and its relationship
to both the space of unordered infinite sequences and the space of partitions of N are
stated. The concept of an RPM as a mathematical object is then reviewed, and some
metrics on the base space to ensure it has the nice property of compactness are stated.
2.2 Partitions
This section goes through some fundamental definitions and proofs required for a better
understanding of the theoretical underpinnings of Kingman’s paintbox construction
(Kingman, 1982). This fundamental result, given in Theorem 2, formally justifies the
interplay between exchangeable random partitions and random discrete distributions.
Indeed, the law of a partition Π of N is given as an integral representation in terms of the
asymptotic frequencies of the partition Π with a DeFinetti mixing measure based on a
random mass partition, i.e. a RPM where the weights are ranked in decreasing order and
the locations are independent and identically distributed from a Uniform distribution.
Hence, all of these concepts need to be formally defined before the Theorem can be
stated.
Definition 1. (Mass-partition) A mass partition is an infinite numerical sequence
ps1, s2, . . .q arranged in decreasing order, i.e.
s1 ě s2 ě . . . ě 0
and
8ÿ
i“1
si ď 1.
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The space of mass partitions is denoted by PM . s0 :“ 1´ř8i“1 si is referred to as dust.
A mass partition s is proper if it has no dust, i.e. if s0 “ 0.
A metric dM on the space of mass partitions is the following
dM ps, s1q “ max
 |si ´ s1i|, i P N( , s, s1 P PM (2.8)
then, pPM , dM q is a compact metric space (Bertoin, 2006).
For every member of the mass partition space s, one can associate a discrete random
variable I˚, which takes values in N¯ “ NY t8u. The probability mass function for I˚
is
PrpI˚ “ iq “ si i P N and PrpI˚ “ 8q “ s0.
Definition 2. (Interval-partition) A collection of disjoint open intervals of an arbi-
trary open set, which is a subset of p0, 1q, is called an interval partition. Let us denote
this collection by ϑ and the space of interval-partitions, by PI .
The lengths of the interval components are called spacings. One can rank these in
decreasing order and complete with an infinite sequence of 0 to obtain a mass partition.
The sequence of ranked spacings is denoted by |ϑ| Ó. Let χ be a function such that
χϑpxq “ max t|y ´ x|, y P ϑcu , x P r0, 1s,
where ϑc “ r0, 1szϑ is the complement of the set ϑ. Then, a metric dI on the space of
interval partitions is the following
dIpϑ, ϑ1q “ max t|χϑpxq ´ χϑ1pxq|, x P r0, 1su .
pPI , dIq is a compact metric space and the map ϑÑ |ϑ| Ó is continuous from PI to PM .
(Bertoin, 2006).
Definition 3. (Size-biased reordering of a mass-partition) Let s P PM be a
proper mass partition. A size-biased reordering of a mass partition (based on s) is a
random map σ : NÑ N whose finite dimensional distributions are given as follows
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• For every n P N such that sn ą 0 and every n-tuple k1, . . . , kn of distinct integers,
Pr pσp1q “ k1, . . . , σpnq “ knq “
nź
i“1
ski
1´ psk1 ` sk2 ` . . .` ski´1q
(2.9)
where by convention, the term in the product above corresponding to i “ 1 is equal
to sk1.
• When ` “ inf tn P N : sn “ 0u ă 8, we agree that for every n ą ` and every
n-tuple k1, . . . , kn of distinct integers with ki “ i for every i ě `,
Pr pσp1q “ k1, . . . , σpnq “ knq “
ź`
i“1
ski
1´ psk1 ` sk2 ` . . .` ski´1q
(2.10)
The random sequence s˚ “ `sσp1q, sσp2q, . . .˘ is then called a size-biased reordering of s.
Equation (2.9) refers to the joint probability of picking the first n elements of the
mass partition in a particular order pk1, . . . , knq, i.e., sk1 was picked first, with proba-
bility sk1 ; sk2 was then picked, with probability
sk2
1´sk1 , etc. This is a sampling without
replacement scheme and the k-th time an element of the mass partition is picked, the
probabilities are restricted to sum 1´řjďk sj . Equation (2.10) refers to the case when
some elements of the mass partition are equal to zero. If you pick a zero element, the
joint probability of n picks is equal to zero.
A size-biased reordering s˚ of a mass partition s is an element of the space of
unordered numerical sequences r “ pr1, . . .q with values in r0, 1s, denoted by Sr0,1s. If
this space if equipped with the distance dSr0,1s
dSr0,1spr, r1q “
8ÿ
i“1
2´i|ri ´ r1i|, r “ pr1, . . .q, r “ pr11, . . .q
then pSr0,1s, dSr0,1sq is a compact metric space (Bertoin, 2006).
Definition 4. (Partition) A partition Πn “
 
A1, . . . , A|Πn|
(
of the first n inte-
gers’ set, denoted by rns :“ t1, . . . , nu, n P N is a finite collection of |Πn| non-
empty, non-overlapping and exhaustive subsets of rns called blocks and denoted by
Aj , j “ 1, . . . , |Πn|, i.e.
1. H Ă Aj Ď rns,@j “ 1, . . . , |Πn|.
2. Ai XAj “ H, @i, j P rns, i ‰ j.
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3.
Ť|Πn|
j“1 Aj “ rns,
where |Πn| is the cardinality or number of blocks of the partition.
Definition 4 can be modified to include the case when n “ 8 and the corresponding
partition of N has countably infinitely many blocks, for instance, tt1u , t2u , . . .u, but
we do not require this case for our purposes.
The space of partitions of rns is denoted by Prns. Let P8 denote the space of
partitions of N, where the blocks are ordered by increasing order of the least element
in each block. This space can be endowed with the following metric
d8pΠ,Π1q “ 1
max
 
k P N : Π|rks “ Π1|rks
( , Π,Π1 P P8 (2.11)
where 1maxN “ 0. Then, pP8, d8q is a compact metric space (Bertoin, 2006).
Definition 5. (Restriction of a partition) Let m,n P N, for all m ă n, a partition
Πm of rms is a restriction of a partition Πn of rns, denoted by Π|rnsrms if,
Π|rnsrms “ tAX rms : A P Πn, AX rms ‰ Hu .
Definition 6. (Finite permutation) A permutation is a bijection σ : N Ñ N of N;
it is finite when there exists an Nσ P N such that @n ą Nσ we have that σpnq “ n.
Definition 7. (Permutation of a block/partition) Let σ : N Ñ N be a finite
permutation. The permutation applied to a block A is defined as follows
σpAq “ tσpnq : n P Au .
The permutation applied to a partition Πn is defined to be
σpΠnq “ tσpAq : A P Πnu .
2.3 Exchangeable random partitions
Definition 8. (Finite exchangeability) A random partition Πn is finitely exchange-
able if σpΠnq d“ Πn for every finite permutation σ of n.
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Definition 9. (Infinite exchangeability) A random partition Πn is infinitely ex-
changeable if it is exchangeable in the sense of Definition 8 for all n P N. (Bernardo
and Smith, 1994).
Definition 10. (Compatibility) Let RnpΠmq be the set of all partitions of rns whose
restriction to rms is Πm, i.e. Πm “ Π|rnsrms. The sequence of random partitions pΠnqnPN
is compatible in distribution if, for all m,n P N such that m ă n, we have
PrpΠm “ pimq “
ÿ
ΠnPRnpΠmq
PrpΠn “ pinq. (2.12)
This concept is sometimes referred to as consistency under marginalisation.
If we start with a sequence of partitions of pΠnqnPN which are finitely exchangeable
and compatible, we obtain an infinitely exchangeable random partition of N. Con-
versely, an infinitely exchangeable partition of N is compatible with all of its restrictions
and finitely exchangeable by definition.
We have stated some definitions to verify if a general random partition is finitely
exchangeable and compatible. The first property, invariance under permutation, can be
verified through the finite dimensional distributions of a partition. Since all exchange-
able random partitions with the same cardinalities per block pλjqkj“1 and number of
blocks k are mapped to one single object, called a composition of n, it is easier to
verify this symmetry. A composition of the first n integers is a finite family of positive
integers pλ1, . . . , λkq such that their sum λ1 ` λ2 ` . . . ` λk “ n. In principle, the
compatibility property requires a careful enumeration of all the finite partitions which
correspond to the restrictions of a partition of N. In Section 2.3.2,, we review a subclass
of a random partition whose finite dimensional distributions have a factorised form and
are exchangeable. Due to this factorised form, it is easier to check the compatibility
requirement.
2.3.1 Kingman’s paintbox construction
Kingman’s paintbox is a constructive way to sample an exchangeable random partition
in P8. Indeed, the law of an exchangeable random partition cannot be recovered from
a unique mass partition but from a mixture of these. Let s P PM and pUiq8i“1 be a
sequence of independent, identically distributed Uniform random variables on p0, 1q.
Let ϑ be an interval representation of the mass partition s, for instance, from left to
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right: J1 “ p0, s1q, J2 “ ps1, s1`s2q, . . . and, if the dust component s0 is positive, it can
be put in the remainder of the interval. An equivalence relation can then be defined
relating the interval representation to the sequence of uniform random variables. It
associates the corresponding component of the interval representation to one or more
of the random variables in pUiq8i“1 that fall into it, this is denoted by ϑ„, as follows
i
ϑ„ j ðñ i “ j or Ui and Uj belong to the same interval component of ϑ.
(2.13)
This procedure produces a partition of N. Lemma 2.7 of Bertoin (2006, Chapter 2)
states that the paintbox’s law does not depend on the interval representation of the
mass partition s P PM and that the generated partition is exchangeable.
Definition 11. (Asymptotic frequency) Given a partition Π “ tB1, B2, . . .u and
a block B P Π, the asymptotic frequency, denoted by |B|, is given by the following
quantity (if it exists)
|B| “ limnÑ8 1
n
CardpB X rnsq
it is a measure of the block’s relative size. If each block of Π has an asymptotic frequency
then we say that Π possesses asymptotic frequencies.
Theorem 1. (de Finetti) Let ξ1, ξ2, . . . be an exchangeable sequence of real-valued
variables, that is, for every finite permutation σ of N, pξ1, ξ2, . . .q and pξσp1q, ξσp2q, . . .q
have the same finite-dimensional distributions. Then the sequence of empirical distri-
butions
µnpdxq :“ 1
n
nÿ
i“1
δξipdxq
converges almost-surely when n Ñ 8, in the sense of weak convergence of probability
measures in R, to some random probability measure µpdxq. Moreover, conditionally on
µ, the variables ξ1, ξ2, . . . are independent and identically distributed with joint distri-
bution µ.
See Durret (1996, Chapter 4, Example 6.4) for a detailed proof of de Finetti’s theo-
rem based on a reverse martingale argument and Billingsley (1999) for a comprehensive
account of convergence of probability measures.
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Theorem 2. (Kingman’s paintbox construction) Let Π be an exchangeable random
partition of N. Then Π possesses asymptotic frequencies almost-surely. More precisely,
the law of Π can be expressed as a mixture of paintboxes
PrpΠ P ¨q “
ż
PM
Prp|Π|Ó P dsq%sp¨q, (2.14)
where %s stands for the law of the paintbox based on s.
The following proof is the one given in Bertoin (2006, Chapter 2) and reviewed in
Berestycki (2009) with additional details. The original proof by Kingman (1982) is
based on a reverse martingale argument.
Proof. Let Πn “ tA1, . . . , Aku be a partition of rns with k blocks and b : N Ñ N, a
function that maps all points of each block of the partition to a point in that block,
e.g. bpiq “ minj pj P A` : i P A`q and pUiqiPN a sequence of independent, identically
distributed uniform random variables on p0, 1q. Let ξi “ Ubpiq, this relates the uniform
random variable to the partition via the selection map b. If we pick a permutation σ
of rns, ξσpiq “ Ubpσpiqq “ U 1b1piq where U 1j “ Uσpjq and b1 “ σ´1 ˝ b ˝ σ. Thus, it turns out
that b1 is also a selection map of the partition σpΠnq and pU 1iqiPN are i.i.d. independent
of σpΠnq and the selection map b1.
It follows that the sequence pξ1, ξ2, . . .q is exchangeable, by de Finetti’s theorem,
there exists µ such that the sequence is conditionally i.i.d. Let pViqiPN be a sequence
of i.i.d. uniform random variables in p0, 1q, x P R and qpxq “ inf py P R : µpp0, yqq ą xq is
the quantile function. Let ϑ “ tx P p0, 1q : D ą 0 such that qpxq “ qpyq when |x´ y| ă u
be an interval partition. The interval components of ϑ coincide with the atoms of the
masses of µ. Thus, qpV1q, qpV2q, . . . has the same law as ξ1, ξ2, . . . conditionally on µ.
Then i and j will be in the same block if and only if Vj and Vi belong to the same
interval component of ϑ, i.e. i
ϑ„ j. Hence, conditionally on µ, Πn is distributed as a
paintbox based on ϑ.
Theorem 2 gives an integral representation for the law of an exchangeable partition
of N. The finite dimensional distributions inherit this invariance under permutations
of its indices. The way in which the finite dimensional distributions of an exchangeable
partition satisfy this invariance is that they do not depend on the particular elements
that belong to each block.
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The first example provided herein of the finite dimensional distributions of an ex-
changeable partition of N is the Chinese restaurant process. In that case, the cor-
responding finite dimensional distribution, given in Equation (2.6), assigns the same
probability to all partitions with the same number of blocks and cardinalities per block.
This property is shared among the finite dimensional distributions of all exchangeable
random partitions. For this reason, it is convenient to define a space where all partitions
that share the same number of blocks and cardinalities per block are mapped to one
object, called a composition of n. Indeed, a composition of n is a many-to-one mapping
from the set of partitions of rns: there are ` nλ1,...,λk˘ partitions of size k that have cardi-
nalities given by pλ1, . . . , λkq. The finite dimensional distributions of all exchangeable
random partitions are stated in terms of a composition of n, as follows
Definition 12. (Exchangeable partition probability function (EPPF)) Let ϕ “
tA1, . . . , Aku be a partition of rns of size k and let Π be an exchangeable random partition
of the set of natural numbers N. Exchangeability implies that the law of its restriction
to rns, denoted by Πn, can be expressed in the form
PrpΠn “ ϕq “ pp|A1|, . . . , |Ak|q (2.15)
for some non-negative function ppλq of compositions λ :“ pλ1, . . . , λkq of n such that p
is symmetric in its arguments. Furthermore, suppose that p satisfies the following sum
rule
ppµq “
ÿ
λÓµ
ppλq (2.16)
where the sum is over all compositions µ derived from λ by increasing the cardinality of
an existing block or by appending a new block of cardinality one. Then, Equation (2.15)
is called exchangeable partition probability function of Π.
In the next subsection, we review a subclass of exchangeable random partitions such
that their EPPFs have a specific factorised form.
2.3.2 Exchangeable Gibbs partitions
Definition 13. (Gibbs-type EPPF) An exchangeable random partition Π of the set
of natural numbers N is said to be of Gibbs form if, for some nonnegative weights
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W “ pWjq8j“1 and Vn,k, the EPPF of Π satisfies
ppλ1, . . . , λkq “ Vn,k
kź
j“1
Wλj (2.17)
@k P t1, . . . , nu and for a composition pλ1, . . . , λkq of n.
The following normalisation condition makes it a valid probability distribution
nÿ
k“1
Vn,kBn,kpWq “ 1, n P N, (2.18)
where the partial Bell polynomial is
Bn,kpWq “
ÿ
tA1,...,Aku
kź
j“1
W|Aj | “
1
k!
ÿ
pλ1,...,λkq
ˆ
n
λ1, . . . , λj
˙ kź
j“1
Wλj .
The sum on the left hand side is over all partitions with k blocks and cardinalities per
block |A1|, . . . , |Ak|. On the right hand side, the sum is over those compositions of n
tλ1, . . . , λku multiplied by the number of partitions that are mapped to the specific
composition, given by
`
n
λ1,...,λk
˘
. Suppose that we start with an EPPF that factorises
as stated in Definition 13. The functional form of the infinite sequence of W-weights
can be derived if we impose the compatibility requirement of Equation (2.16) on the
subset of weights associated to a partition of rns of size k with cardinalities pλ1, . . . , λkq.
This form is given in the following Lemma and corresponds to Lemma 2 of Gnedin and
Pitman (2006).
Lemma 1. The weights W and Vn,k with W1 “ V1,1 define a partition of Gibbs form
if and only if for some b ě 0 and a ď b the following two conditions are satisfied
i) Wj “ pb´ aqj´1Òb, j “ 1, 2, . . .
ii) the Vn,k satisfy the recursion
Vn,k “ pbn´ akqVn`1,k ` Vn`1,k`1 1 ď k ď n. (2.19)
Where pb´aqj´1Òb denotes the ascending factorial, see Apendix A.2 for details about
how to compute this quantity.
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Proof. ñqLet µ denote all compositions of n ` 1 whose restriction to n is λ. From
the compatibility requirement of Equation (2.16), if the factorised form from Equa-
tion (2.17) is assumed and, without loss of generality, that W1 “ V1,1 “ 1 ( the Gibbs-
type EPPF can be multiplied and divided by W1 and the corresponding weights can be
redefined to include this term) we have
ppλq “
ÿ
µÓλ
ppµq
Vn,k
kź
j“1
Wλj “ Vn`1,k
kÿ
`“1
ź
jďk,j‰`
Wλj ˆWλ``1 ` Vn`1,k`1
kź
j“1
Wλj ˆ 1
Vn,k “ Vn`1,k
kÿ
`“1
Wλ``1
Wλ`
` Vn`1,k`1.
Let rj “ Wj`1Wj , then we can write
Vn,k ´ Vn`1,k`1
Vn`1,k
“
kÿ
`“1
rλ` .
Note that the right hand side does not depend on n. Let k “ 2
Vn,2 ´ Vn`1,3
Vn`1,2
“ r1 ` r2.
Note that for i ě 0 with r0 “ 0
ri ` ri`1 ˘ pri´1 ´ ri`2q “
“ ri ´ ri´1 ´ pri`2 ´ ri`1q ` pri`1 ` ri`2q
then,
Vn,2 ´ Vn`1,3
Vn`1,2
“ r1 ´ r0 ´ pr3 ´ r2q ` pr0 ` r3q
then,
ri`2 ` ri`1 “ ri ´ ri´1 “ ri`2 ´ ri`1 “ Cte, @i P N.
20
Hence, the finite difference of the sequence prjqjPN is a constant Cte. This means that
the sequence prjqjPN is an arithmetic sequence of the form
rj “ bj ´ a j P N.
For the W-weights
Wλj “ rλj´1 ˆ rλj´2 ˆ . . . r1
“
λj´1ź
j“1
pbp`´ 1q ` b´ aq
“ pb´ aqλjÒb.
Let σ “ ab ,
“ bλj p1´ σqλjÒ1
“ bλj Γpλj ´ σq
Γp1´ σq .
After deriving the W-weights and if they are substituted in the EPPF of Equa-
tion (2.17), the additional constants bλj can be added to the Vn,k. For this reason, the
functional form for the W-weights can be reduced to a single parameter σ P p´8, 1s.
The backward recursion (2.19) does not have a unique solution but there exists a set
of solutions which is a convex set. The parameter σ determines the type of elements
in this set. Theorem 12 of Gnedin and Pitman (2006) states that each Gibbs partition
of type σ P p´8, 1s is a mixture of an extreme element of such convex set. There are
three qualitatively different cases of interest
i) When σ P p´8, 0q, the set of extreme points is discrete and corresponds to the
two parameter Chinese restaurant family, with parameters pσ, |σ|mq, m P N and
Vn,k “ |σ|
kΓpm` 1qΓpm|σ|q
Γpm´ k ` 1qΓ pm|σ| ` nq .
ii) When σ “ 0, the set is continuous and corresponds to the Chinese restaurant
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family, with parameter θ, θ P R` and
Vn,k “ θ
kΓpθq
Γpθ ` nq .
iii) When σ P p0, 1q, it corresponds to Poisson–Kingman partitions, which are not
extreme points, with
Vn,k “
ż
R`
ż t
0
t´npt´ sqn´1´kσhptqfσpsqdtds.
These three cases lead to different asymptotic behaviours for the expected number
of blocks of a partition of rns when n Ñ 8. Figure 2.2 shows some families and
subfamilies of Bayesian nonparametric priors that are Gibbs-type, see Gnedin et al.
(2007) for further details. All these priors could have additional parameters apart from
the σ parameter, but each additional parameter only affects the Vn,k weight. For this
reason, all Gibbs-type priors share the same functional form for the W-weights.
Let the cardinalities of the blocks be integrated out in Equation (2.17), another
property of Gibbs-type priors is that the marginal distribution for the number of blocks
Kn in a partition of rns can be obtained as
PrpKn “ kq “ Vn,kBn,kpWq.
The distribution of an exchangeable partition, conditional on a given number of blocks,
is the following
PrpΠn “ tA1, . . . , Aku | Kn “ kq “
śk
j“1W|Aj |
Bn,kpWq . (2.20)
Figure 2.1 depicts the general form for the backward recursion of Equation (2.19),
each node corresponds to a Vn,k parameter. The first index n denotes the set of integers
for a partition of rns with k blocks. In the Gibbs-type case, this graph is called a
generalised Stirling triangle with γn,k “ n ´ σk and δn,k “ 1 which correspond to the
coefficients of the backward recursion from Equation (2.19).
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V1,1
V2,1 V2,2
V3,1 V3,2 V3,3
V4,1 V4,2 V4,3 V4,4
...
...
...
...
 1,1  1,1
 2,1  2,1  2,2  2,2
 3,1  3,1  3,2  3,2  3,3  3,3
Random Partitions figure where the node (n, k) denotes a restaurant with n
customers and k occupied tables. There is an edge whenever
(n, k)! (n+ 1, k) or (n, k)! (n+ 1, k + 1). In this case, there is at most one
new singleton table per node  2 {0, 1} and k = K+ + , where K+ is the
number of previously occupied non-singleton tables.
1
Figure 2.1: Infinite simplex Vσ a d the general case for the backward recursion of
Lemma 1. This graph is called Pascal or Tartaglia triangle.
2.4 Two types of random probability measures
In the previous sections, a compact metric on the space of mass partitions was stated
such that, once we endow this space with any probability measure, this measure is tight
since the compactness is inherited (Parthasarathy, 1967, Chapter 6, Theorem 6.4). The
tightness property implies that convergence of the finite dimensional distributions is
equivalent to weak convergence of probability measures (Billingsley, 1999). For this
reason, we only need to review how to construct a probability measure on the space
of mass partitions and these are guaranteed to be well-behaved. A mass partition can
be sampled if we start with a discrete random measure on p0,8q. After we are given
a particular realisation of a mass partition, we can then associate a discrete random
variable that takes infinitely many values with probabilities given by the mass partition.
Hence, a random mass partition is also referred to as a random discrete distribution
that takes infinitely many values, although the latter will not necessarily be arranged
in decreasing order. The tightness of probability measures is still preserved since the
underlying space for the random discrete distributions is the space numerical sequences
in r0, 1s, denoted by Sr0,1s which is compact with respect to the metric dSr0,1s from
Equation (2.11).
There are two possible random discrete distributions that can be obtained from a
specific discrete random measure called Completely Random measure (CRM). Infor-
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mally, a CRM is a discrete random measure with an independence property. One of
them is the well known random discrete distributions called Normalised Random Mea-
sures with Independent Increments (Regazzini et al., 2003; James et al., 2009). They
are obtained from CRMs after a suitable normalisation operation. Another random dis-
crete distributions, obtained by conditioning rather than normalising the corresponding
CRMs, are called Poisson–Kingman Random Probability Measure.
Definition 14. (Completely Random Measure) Let X be a complete and separable
metric space endowed with the Borel σ-field BpXq. A Completely Random Measure µ
is a random element taking values on the space of boundedly finite measures on X such
that, for any collection of measurable subsets, A1, . . . , An in BpXq, with Ai X Aj “ H
for i ‰ j, the random variables µpA1q, . . . , µpAnq are mutually independent.
CRMs were first proposed and studied by Kingman (1967), who showed that a CRM
µ can always be decomposed into a sum of three independent parts
µ “ µ0 `
ÿ
kě1
ukδφk `
Nÿ
`“1
v`δψ`
where µ0 is a (non-random) measure over X, tψ`u`PrNs Ă X is a collection of N , 1 ď N ď
8, atoms at fixed locations and independent random masses pv`q`PrNs, and puk, φkqkě1
is a collection of atoms with random masses and random locations.
In applications of Bayesian nonparametrics it is usually assumed that µ0 “ 0 and
N “ 0, so that µ consists only of the atoms with random masses and locations. How-
ever, the posterior distribution of µ given data would typically contain atoms at fixed
locations, hence, the usefulness of the larger class of CRMs.
The distribution of the random atoms and their masses under a CRM is char-
acterized by the Le´vy–Khintchine representation of its Laplace functional transform.
Specifically,
E
”
e´
ş
gpyqµpdyq
ı
“ exp
"
´
ż
R`ˆX
´
1´ e´sgpyq
¯
ρpdsqH0pdyq
*
, (2.21)
for any measurable function g : X Ñ R such that şX |gpxq|µpdxq ă `8 almost-surely.
The underlying measure ν “ ρ ˆ H0 is uniquely characterises the random atoms in
µ. The only intensity measures that are considered herein are those that factorise
νpds, dyq “ ρpdsqH0pdyq for some measure ρ on R` absolutely continuous with respect
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to the Lebesgue measure, and some non-atomic probability measure H0 on X. The
corresponding CRM is said to be homogeneous and write CRMpρ,H0q for the law of
µ. Succesively, the measure ρ is referred to as the Le´vy measure, while H0 is the
base distribution. Homogeneity implies independence between pukqkě1 and pφkqkě1,
where pφkqkě1 is a sequence of random variables independent and identically distributed
according to H0 while the law of pukqkě1 is governed by ρ. Intuitively, the point
process puk, φkqkě1 is described by a Poisson process over R`ˆX with intensity measure
ν “ ρˆH0, and (2.21) is the characteristic functional of the Poisson process evaluated
at the function ps, yq ÞÑ sgpyq.
It is required that µ has almost-surely finite total mass, Equation (2.21) with gpyq “
1 shows that the Le´vy measure is required to satisfy the property
ż
R`ˆX
`
1´ e´s˘ ρpdsqH0pdyq “ ż
R`
p1´ e´sqρpdsq ă 8.
Furthermore, the expected number of random atoms in µ is obtained by Campbell’s
Theorem to be the total mass of the Le´vy measure ρpR`q. In typical applications of
Bayesian nonparametrics this is infinite, so we can work with mixture models with
infinite number of components. This also guarantees that the total mass is positive
almost-surely.
Definition 15. (Normalised Random Measure) Let µ be a homogeneous CRM,
with Le´vy measure ρ and base distribution H0, with almost-surely positive and finite
total mass. A Normalised Random Measure (NRM) is an almost-surely discrete random
probability measure P on X obtained by normalising µ
P “ µ
T
“
ÿ
kě1
pkδφk
with T “ řkě1 uk and pk “ uk{T . Since µ is homogeneous, the law of ppkqkě1 is gov-
erned by the Le´vy measure ρ and the atoms pφkqkě1 are a sequence of random variables
independent of ppkqkě1, and independent and identically distributed according to H0.
We denote it by P „ NRMpρ,H0q.
Let µ „ CRMpρ,H0q with an almost-surely finite and positive total mass T . Sup-
pose that T is positive and finite almost-surely, and absolutely continuous with respect
to Lebesgue measure with density fρptq, see Sato (2013); Applebaum (2009) and Ap-
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pendix A.3 for details on how to compute the density for the total mass T , denoted by
fρ, using the Le´vy measure ρ.
Let pXiqiě1 be a sequence of random variables that, given P , are independent and
identically distributed according to P . Since µ is almost-surely discrete, there is a
positive probability that Xi “ Xj for each pair i ‰ j, i.e. when both are assigned to
the same atom in P . This induces a partition Π on N, where i and j are in the same
block in Π if and only if Xi “ Xj . The random partition Π is exchangeable, and its
exchangeable partition probability function (EPPF) can be deduced from the law of the
NRM. Kingman (1975) demonstrates that there is a correspondence between the law
of Π and that of the random probability measure, this fact is reviewed in the previous
sections.
Definition 16. (Poisson–Kingman random probability measure)
Poisson–Kingman RPMs were introduced in Pitman (2003) as a generalisation of
homogeneous NRMs. Let µ „ CRMpρ,H0q and let T “ µpXq be finite, positive almost-
surely, and absolutely continuous with respect to Lebesgue measure. For any t P R`,
let us consider the conditional distribution of µ{t given that the total mass T P dt.
This distribution is denoted by PKpρ, δt, H0q, were δt denotes the Dirac delta function.
Poisson–Kingman RPMs form a class of RPMs whose distributions are obtained by
mixing PKpρ, δt, H0q, over t, with respect to some distribution γ on the positive real
line. Specifically, a Poisson–Kingman RPM has the hierarchical representation
T „ γ
P |T “ t „ PKpρ, δt, H0q. (2.22)
The RPM P is referred to as the Poisson–Kingman RPM with Le´vy measure ρ, base dis-
tribution H0 and mixing distribution γ. The distribution of P is denoted by PKpρ, γ,H0q.
If the density for the total mass equals the density obtained from its Le´vy measure fρ,
i.e. γpdtq “ fρptqdt, then the distribution PKpρ, fρ, H0q coincides with NRMpρ,H0q.
See Appendix A.3 for details on how to compute the density fρptq from the Le´vy mea-
sure ρ. Since µ is homogeneous, the atoms pφkqkě1 of P are independent of their masses
ppkqkě1. They form a sequence of independent random variables identically distributed
according to H0. Finally, the masses of P have distribution governed by the Le´vy mea-
sure ρ and the distribution γ.
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2.5 Poisson–Kingman characterisations
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Figure 2.2: Poisson–Kingman processes
Figure 2.2 shows various Poisson–Kingman random probability measures, this is a
very wide class of Bayesian nonparametric priors. Indeed, this family of priors encom-
passes mostly all of the Bayesian nonparametric priors used in the literature. Some
interesting relationships between different classes and subclasses are shown together
with other not so well-known priors. These include the Gamma tilted (GT) class,
the Poisson-Gamma (PG) class (James, 2013), the composition of classes (CC) and
Mittag–Leﬄer classes (ML) (Ho et al., 2008), among others. See the examples section
in Chapter 3 to see the specific form for the mixing distribution γ, which governs the
behaviour of the total mass T random variable.
However, the conditioning operation from the generative process from Equation (2.22)
is not well defined a priori but the following proposition from Perman et al. (1992) helps
to bypass this difficulty. It also states an interesting Markovian property.
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Proposition 1. (Perman et al., 1992) The sequence of surplus masses pVkqkě0 forms a
Markov chain, where Vk :“ T ´řk`“1 J˜` , with initial distribution and transition kernels
given as follows
Prρ,H0pV0 P dv0q “ fρpv0qdv0
Prρ,H0pVk P dvk|V1 P dv1, . . . , Vk´1 P dvk´1q “ Prρ,H0pVk P dvk|Vk´1 P dvk´1q
“ pvk ´ vk´1qρpdpvk ´ vk´1qq
vk´1
fρpvkq
fρpvk´1q .
This proposition can be proven by induction, with each step being an application
of the Palm formula (Kingman, 1993) for Poisson processes. The proof is similar to the
proof of Proposition 2.4 in Bertoin (2006, Chapter 2).
Proof. Induction over k, where k is the number of size-biased picks. Let
µ “ ř8k“1 ukδXk be a homogeneous completely random measure. A size-biased sample
is obtained in the following way: first pick the k-th atom with probability ukT where
T “ ř8k“1 uk, the k-th surplus is Vk “ T ´řk`“1 J˜` and set J˜k “ sk.
i) Case k = 1. We are interested in the following conditional expectation
E
´
ItJ˜1Pds1u | T P rt, t` s
¯
“
Pr
´
J˜1 P ds1, T P rt, t` s
¯
Pr pT P rt, t` sq . (2.23)
Indeed, we can formally define the conditional expectation of interest as a weak
limit of the conditional expectations indexed by , when  Ñ 0`. In this proof,
it is only required for a simple function of the form f “ δJ˜1pds1q. See Laha and
Rohatgi (1979) for the formal definition of conditional expectation for an arbitrary
measurable function f . First, we draw from the random measure
Pr
´
J˜1 P ds1, T P dt | µ
¯
“
8ÿ
k“1
uk
T
δukpds1qδT pdtq.
Successively, if we average over it, we obtain the numerator in (2.23), by the tower
rule for expectations (Laha and Rohatgi, 1979),
Pr
´
J˜1 P ds1, T P rt, t` s
¯
“ Pr
˜ 8ÿ
k“1
uk
T
δukpds1q, T P rt, t` sq
¸
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“
ż
ρpyqyδypds1qE
`py ` T q´1Ity`TPrt,t`su˘
Ñ 
t
ρpds1qs1fρpt´ s1q as Ñ 0` .
For the second equality, we use Palm’s Formula (Kingman, 1993) where GpM,fq “
1
T δypds1qIrt,t`spT q. For the third,
E
`py ` T q´1Ity`TPrt,t`su˘ “ ż
rt´y,t´y`s
py ` zq´1fρpzqdz
ÝÑ fρpt´ yq
t
as Ñ 0` .
Again, we use the fact that
lim
Ñ0`
1

ż
rx,x`s
ppzqdz “
ż
δzpxqppzqdz “ ppxq
to obtain the denominator, hence,
Pr
´
J˜1 P ds1 | T P rt, t` s
¯
ÝÑ s1ρpds1qfρpt´ s1q
tfρptq as Ñ 0` .
ii) Suppose the statement holds true for k ą 1, i.e.
Pr
´
J˜k P dsk | T P rt, t` s , J˜` P ds`,@` P rk ´ 1s
¯
“
Pr
˜
J˜k P dsk | T ´
k´1ÿ
`“1
J˜` P
«
t´
k´1ÿ
`“1
ds`, t´
k´1ÿ
`“1
ds` ` 
ff¸
skfρpt´řk`“1 s`q
pt´řk´1`“1 s`qfρpt´řk´1`“1 s`qρpdskq as Ñ 0` .
iii) Case k ` 1.
Pr
´
J˜k`1 P dsk`1 | T P rt, t` s , J˜` P ds`,@` P rks
¯
“
Pr
´
J˜k`1 P dsk`1, J˜` P ds`,@` P rks, T P rt, t` s
¯
Pr
´
J˜` P ds`,@` P rks, T P rt, t` s
¯ .
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The denominator is given by the induction hypothesis (IH) and the numerator is
Pr
´
J˜k`1 P dsk`1, J˜` P ds`,@` P rks, T P rt, t` s
¯
“
Pr
˜ 8ÿ
k“1
uk
T
δukpds`q,@` P rk ` 1s, T P rt, t` sq
¸
IH“
ż
ρpyqyδypdsk`1qE
˜
py ` T ´
kÿ
`“1
J˜`q´1Ity`T´řk`“1 J˜`Prt´řk`“1 s`,t´řk`“1 s``su
¸
Ñ

pt´řk`“1 s`qρpdsk`1qsk`1fρpt´
k`1ÿ
`“1
s`q as Ñ 0` .
Again, the IH is used in the second equality. Since the sequence of the first k
surplus masses satisfies the Markov property so it is enough to condition on the
last surplus mass. Finally,
Pr
´
J˜k`1 P dsk`1 | T P rt, t` s , J˜` P ds`@` P rks
¯
“
sk`1fρpt´řk`1`“1 s`q
pt´řk`“1 s`qfρpt´řk`“1 s`qρpdsk`1q as Ñ 0` .
A second object induced by a Poisson–Kingman RPM is a size-biased permutation
of its atoms. Specifically, order the blocks in Π by increasing order of the least element
in each block, and for each ` P N let Z` be the least element of the `-th block. Z` is the
index among pXiqiě1 of the first appearance of the `-th unique value in the sequence.
Let J˜` “ µptXZ`uq be the mass of the corresponding atom in µ. Then pJ˜`q`ě1 is a size-
biased permutation of the masses of atoms in µ, with larger masses tending to appear
earlier in the sequence. It is easy to see that
ř
`ě1 J˜` “ T , and that the sequence can
be understood as a stick-breaking construction: start with a stick of length T0 “ T ;
break off the first piece of length J˜1; the surplus length of stick is V1 “ T ´ J˜1; then
the second piece with length J˜2 is broken off, etc.
Proposition 1 (Perman et al., 1992) states that the sequence of surplus masses
pV`q`ě0 forms a Markov chain and gives the corresponding initial distribution and tran-
sition kernels. The density of T is denoted by γptq9hptqfρptq. The PKP generative
process for the sequence pXiqiě1 goes as follows, where parts of the PK random mea-
sure µ are simulated as required.
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i) Draw from the total mass from its distribution Prρ,H0pT P dtq9hptqfρptqdt.
ii) The first draw X1 from µ{T is a size-biased pick from the masses of µ. The actual
value of X1 is simply X1˚ „ H0, while the mass of the corresponding atom in µ is
J˜1, with conditional distribution given by
Prρ,H0pJ˜1 P ds1|T P dtq “ s1t ρpds1q
fρpt´ s1q
fρptq .
The leftover mass is V1 “ T ´ J˜1.
iii) For subsequent draws i ě 2:
– Let k be the current number of distinct values among X1, . . . , Xi´1, and let
X1˚ , . . . , Xk˚ be the unique values, i.e., atoms in µ. The masses of these first
k atoms are denoted by J˜1, . . . , J˜k and the leftover mass is Vk “ T ´řk`“1 J˜`.
– For each ` ď k, with probability J˜`{T , we set Xi “ X ˚`.
– With probability Vk{T , Xi takes on the value of an atom in µ besides the
first k atoms. The actual value Xk˚`1 is drawn from H0, while its mass is
drawn from
Prρ,H0pJ˜k`1 P dsk`1|Vk P dvkq “ sk`1vk ρpdsk`1q
fρpvk ´ sk`1q
fρpvkq .
The leftover mass is again Vk`1 “ Vk ´ J˜k`1.
By multiplying the above infinitesimal probabilities one obtains the joint distribution
of the random elements T , Π, pJ˜iqiě1 and pXi˚ qiě1. Such a joint distribution was first
obtained in Pitman (2003), it is recalled in the next proposition, see also Pitman (2006)
for details.
Proposition 2. Let Πn be the exchangeable random partition of rns :“ t1, . . . , nu
induced by a sample pXiqiPrns from P „ PKpρ, h,H0q. Let pX ˚`q`Prks be the k distinct
values in pXiqiPrns with masses pJ˜`q`Prks. Then
Prρ,H0pT P dt,Πn “ pc`q`Prks, X ˚` P dx˚`, J˜` P ds` for ` P rksq (2.24)
“ hptqt´nfρpt´řk`“1 s`qdt kź
`“1
s
|c`|
` ρpds`qH0pdx˚`q,
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where pc`q`Prks denotes a particular partition of rns with k blocks, c1, . . . , ck, ordered by
increasing least element and |c`| is the cardinality of block c`.
The distribution (2.24) is invariant to the size-biased order. The usefulness of this
proposition can be illustrated with the following examples of particular EPPFs.
Example 1. (James et al., 2009) The EPPF of the exchangeable partition Π induced
by NRMpρ,H0q is given by
Prρ,H0pΠn “ pc`q`Prksq “
ż
R`
un´1
Γpnq e
´ψρpuqdu
kź
`“1
κρp|c`|, uq
where
ψρpuq “ ´ log
ż
R`
e´utfρptqdt “
ż
R`
p1´ e´usqρpdsq
κρpm,uq “
ż
R`
vme´uvρpdvq.
Example 1 can be obtained from Proposition 2 by introducing the following disin-
tegration
T´n “
ż
R`
un´1e´uT
Γpnq du,
performing the change of variables V “ T ´ řk`“1 J˜`, and marginalising out V and
pJ˜`q`Prks.
Example 2. The EPPF of the exchangeable partition Π induced by NGGpσ, τq is given
by
Prρ,H0pΠn “ pc`q`Prksq “
ż
R`
un´1
Γpnq e
´ψρpuqdu
kź
`“1
κρp|c`|, uq
where
ψρpuq “ ´ log
ż
R`
e´utfρptqdt “
ż
R`
p1´ e´usqρpdsq
“
ż
R`
p1´ e´usq a
Γp1´ σqs
´σ´1e´τsds
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κρpm,uq “
ż
R`
vme´uvρpdvq
“ a
Γp1´ σq
Γpm´ σq
pu` τqm´σ .
Example 2 can be obtained substituting the NGG’s Le´vy measure in Example 1.
Example 3. The EPPF of the exchangeable partition Π induced by PYpθ, σq is given
by
Pr
`
Πn “ pc`q`Prks
˘ “σk Γpθq
Γp θσ q
ż
R`
rθ`kσ´1 exp p´rσq
Γpθ ` nq dr
kź
`“1
Γp|c`| ´ σq
Γp1´ σq
“σk Γpθq
Γp θσ q
Γp θσ ` kq
Γpθ ` nq
kź
`“1
Γp|c`| ´ σq
Γp1´ σq .
The EPPF can be obtained from Proposition 2 by introducing the disintegration
T´pn`θq “
ż
R`
rn`θ´1e´rT
Γpn` θq dr,
substituting the Le´vy measure for the σ-Stable case, performing the change of variables
V “ T´řk`“1 J˜`, W “ Rσ and marginalising out V and pJ˜`q`Prks. See the Appendix A.4
for the detailed derivations.
Example 4. The EPPF of the exchangeable partition Π induced by the DPpθq with
concentration parameter θ is given by
Pr
`
Πn “ pc`q`Prks
˘ “ ż 8
0
ż
Vk
t´nfρpt´řk`“1 s`qdt kź
`“1
s
|c`|
` ρpds`q
“ θ
kΓpθq
Γpn` θq
kź
`“1
Γp|c`|q
where
ρpxq “ θx´1 exp p´xq
fρpxq “ 1
Γpθqx
θ´1 exp p´xq
are the Le´vy measure of the Gamma Process and the corresponding density function,
respectively.
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Example 4 can be obtained from Proposition 1 by performing the change of vari-
ables pi` “ J˜`{T for ` “ 1, . . . , k ´ 1, and marginalising out T and ppi`q`Prks.
2.6 MCMC for Bayesian nonparametric models
Constructing MCMC schemes for models with one or more Bayesian nonparametric
components is an active research area since dealing with the infinite dimensional com-
ponent P forbids the direct use of standard simulation-based methods. These methods
usually require a finite-dimensional representation. Figure 2.3 shows the graphical
model corresponding to an infinite mixture model where the top level is any prior from
the Poisson–Kingman class. The latent variables required are countably infinitely many,
hence, this component makes the model computationally intractable. The general idea
for designing inference schemes is to find finite dimensional representations to be able
to store the model in a computer with finite capacity. Once this representation is found,
standard simulation-based methods can be used for inference.
There are two main sampling approaches to facilitate simulation in the case of
Bayesian nonparametric models: random truncation and marginalisation. These two
schemes are known in the literature as conditional and marginal samplers. Over the
years, many MCMC methods, which rely on a tailored representation of the underlying
process, have been proposed (Escobar and West, 1995; Escobar, 1994; Neal, 2000; Pa-
paspiliopoulos and Roberts, 2008; Walker, 2007; Barrios et al., 2013; Favaro and Teh,
2013).
In the next section, different sampling schemes are described for two basic nonpara-
metric models: the Dirichlet and the Pitman–Yor mixture models. In Chapters 3 and
4, two MCMC samplers are proposed for the σ-Stable Poisson–Kingman class of priors.
This is a large class of infinite mixture models which encompasses almost all nonpara-
metric mixture models previously explored in the literature. The first is a marginalised
sampler, while the second, is a novel hybrid MCMC scheme which benefits from the
advantages of both the marginal and the conditional MCMC samplers. In Chapter 5,
we propose an SMC sampler in the same generic flavour.
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i ∈ [n]
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H0 P
Xi Xn+1 Xn+m . . .
Yi
Figure 2.3: PKP intractable graphical model: the latent variables are countably in-
finitely many which makes the model computationally intractable.
2.6.1 Marginal or marginalised MCMC samplers
Marginal samplers bypass the need to represent the infinite-dimensional component by
marginalising it out. These schemes have lower storage requirements than conditional
samplers because they only store the induced partition, but could potentially have
worse mixing properties.
A marginal sampler for the Pitman–Yor process can be derived starting with the
EPPF of Example 3. The corresponding joint distribution of the block assignments
pc`q`Prks, where c` denotes the `-th set in the partition, the parameters tX ˚`u`Prks and
observations tYiuiPrks is
PrpΠn “ pc`q`Prks, X ˚` P dx˚` for ` P rks, Yi P dyi for i P rnsq
“ Γpθq
Γp θσ q
Γp θσ ` kq
Γpθ ` nq ˆ
σk
Γpn´ σkq
kź
`“1
p1´ σqpn`´1qÒ1H0pdx˚`q
ź
iPc`
F pYi P dyi|x˚`q (2.25)
where p1 ´ σqpn`´1qÒ1 denotes the ascending factorial which is defined as a ratio of
incomplete Gamma functions. See Appendix A.2 for details about this quantity. We
say that the base distribution H0 is conjugate to the likelihood of the observations if
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the parameter Xc˚ of cluster c can be integrated out. Specifically, the following integrals
can be solved analytically
ż
H0pdxqF pY P dy|xq
ź
jPc
F pY P dyj |xq and
ż
H0pdxq
ź
jPc
F pY P dyj |xq.
Then, the corresponding likelihood term of observation y is the conditional density
of y under cluster c given the observations Yc “ pYjqjPc currently assigned to that
cluster is denoted by F pY P dy|ycq and given by
F pY P dy|ycq “
ş
H0pdxqF pY P dy|xqśjPc F pY P dyj |xqş
H0pdxqśjPc F pY P dyj |xq .
The conditional probability of the cluster assignment for the i-th observation given the
remaining variables can be computed from the joint distribution of Equation (2.25)
Prpi joins cluster c1 | rest q9p|c1| ´ σqF pYi P dyi|yc1q
Prpi joins new cluster c’ | rest q9θ ` σk
M
F pYi P dyiq. (2.26)
The above conditional probability states that the i-th customer joins an existing cluster
c with probability proportional to the size of cluster c minus σ, denoted by |c|, times
a likelihood term which depends on all observations currently assigned to cluster c.
Alternatively, the i-th customer joins a new cluster c1 with probability proportional to
θ minus σ times the number of clusters in the partition, denoted by k, multiplied by
a likelihood term. In the non-conjugate case, the conditional probability of the cluster
assignment for the i-th observation can be directly obtained from the joint distribution
of Equation (2.25), it is given by
Prpi joins cluster c’ | rest q9p|c ik | ´ σqF pYi P dyi|xc˚1q
Prpi joins new cluster c’ | rest q9θ ` σk
M
F pYi P dyi|xec1q. (2.27)
The paremeter xec1 , e P t1, . . . ,Mu, denotes the instantiated parameters for the M
empty clusters. Algorithm 1 contains the pseudocode for the conjugate case and Algo-
rithms 2 and 3, for the non-conjugate case. Algorithm 2 corresponds to Algorithm 8 of
Neal (2000), also described in Escobar (1994) for the Dirichlet process mixture model.
Algorithm 3 corresponds to the Reuse algorithm from Favaro and Teh (2013) which
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was derived for all NRMI mixture models.
In Algorithm 2 (Neal, 2000), the M empty cluster’s parameters are drawn from the
prior H0 every time an observation is reassigned to a cluster and after being reassigned,
the M parameters are thrown away. The main difference with Algorithm 3 is that
Algorithm 3 “reuses” the cluster parameters while reassigning observations, effectively
reducing the computational cost. Indeed, only when one of the empty cluster’s param-
eters is moved to an occupied cluster, a new empty cluster parameter is drawn from
the prior H0 to always have M parameters for the empty clusters. A more detailed
algorithmic description of the Reuse algorithm is given in Chapter 3.
Algorithm 1 AlgorithmConjugatepΠn, tYiuiPrns, H0q
for i “ 1 Ñ n do
Let c P Πn be such that i P c
cÐ cztiu
if c “ H then
Πn Ð Πnztcu
end if
Set c1 according to Prri joins cluster c1 | tYiuiPcs Ź from (2.26)
if |c1| “ 1 then
Πn Ð Πn Y ttiuu
else
c1 Ð c1 Y tiu
end if
end for
2.6.2 Conditional MCMC samplers
Conditional samplers replace the infinite-dimensional prior by a finite-dimensional rep-
resentation chosen according to a truncation level. Since these samplers do not integrate
out the infinite-dimensional component, their output provides a more comprehensive
representation of the random probability measure. This property is useful when com-
puting expectations of interest with respect to the posterior. Some existing conditional
samplers for Dirichlet process are those by Ishwaran and James (2001), Papaspiliopou-
los and Roberts (2008), Walker (2007) and the efficient slice version of Kalli et al.
(2011). Favaro and Walker (2012) propose a conditional slice sampler for the σ-Stable
Poisson–Kingman class of priors. The latter one is the first generic algorithm proposed
in the literature; this scheme is reviewed in detail in Chapter 3. In this section, the
algorithm of Kalli et al. (2011) for a Pitman–Yor mixture model is explained in some
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Algorithm 2 AlgorithmNon-conjugatepΠn,M, tYiuiPrns, tXc˚ ucPΠn , H0 | restq
for i “ 1 Ñ n do
Draw tXej uMj“1 i.i.d.„ H0
Let c P Πn be such that i P c
cÐ cztiu
if c “ H then
` „ UniformDiscretep 1M q
Xe` Ð Xc˚
Xep1:Mq ` „ H0
Πn Ð Πnztcu
else
Xe1:M „ H0
end if
Set c1 according to Prri joins cluster c1 | tYiuiPc, Xc˚ , rests Ź from (2.27)
if |c1| “ 1 then
Πn Ð Πn Y ttiuu
X˚tiu Ð Xec1
else
c1 Ð c1 Y tiu
end if
Xe1:M “ rs
end for
for c P Πn do
Sample from the posterior Xc˚ „ F p¨ | tYiuiPcq
end for
Algorithm 3 ReUsepΠn,M, tYiuiPrns, tXc˚ ucPΠn , H0 | restq
Draw tXej uMj“1 i.i.d.„ H0
for i “ 1 Ñ n do
Let c P Πn be such that i P c
cÐ cztiu
if c “ H then
` „ UniformDiscretep 1M q
Xe` Ð Xc˚
Πn Ð Πnztcu
end if
Set c1 according to Prri joins cluster c1 | tYiuiPc1 , Xc˚1 , rests Ź from (2.27)
if |c1| “ 1 then
Πn Ð Πn Y ttiuu
X˚tiu Ð Xec1
Xec1 „ H0
else
c1 Ð c1 Y tiu
end if
end for
for c P Πn do
Sample from the posterior Xc˚ „ F p¨ | tYiuiPcq
end for
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detail. The corresponding pseudocode is provided in Algorithm 4.
Algorithm 4 SliceConditionalPYpN, pi,X, φ,Y; Restq
for i “ 1 Ñ n do
Update slice variables Si „ Up0, exp p´xiqq
Ni “ t´ logpsiqu
Mmax “ max tMmax, Niu
end for
N “ max tNiu
if Mmax ą N then
for new “ N ` 1 ÑMmax do
Znew “ Beta p1´ σ, θ ` σpN ` newqq
Z “ rZ, Znews
end for
ppi1, . . . , piN , piN`1, . . . , piMmaxq “ StickBreakingpZq
end if
N “Mmax
Update V1 . . . , VN
ind„ Beta pn` ´ σ, θ `Nσq , ` “ 1, . . . , N
for j “ 1 Ñ N do
Update parameters φj „ fpφ | tYiuti:xi“ju ,xq Ź from (3.11)
end for
for i “ 1 Ñ n do
Update xi „ PrpXi “ x | x´i,Restq Ź from (2.28)
end for
All that is required is a finite but random number of stick-breaking weights. These
weights correspond to the ones that fall above the slice variables, sampled at every
iteration. Then, the cluster assignment variable for each observation is chosen from
a categorical distribution, where the number of categories given by the number of
represented sticks. For this reason, both the number of occupied and empty clusters is
stored at every iteration. These numbers could be potentially large.
First, the j-th stick breaking weight of the Pitman–Yor process pij , j P N can be
easily constructed a priori by sampling j independent Beta random variables Zr “
Betap1 ´ σ, θ ` σrq, r “ 1, . . . , j, and constructing the corresponding weight is pij “
Zj
ś
răjp1 ´ Zrq. A posteriori, it is also easy to construct the stick breaking weights
for the Pitman–Yor, they only differ in the parameters for the Beta random variables,
namely, Zr “ Betapnr´σ, θ`σNq, r “ 1 . . . , N where nr is the number of observations
currently assigned to cluster r and N is the current number of represented sticks. Then,
the cluster parameters are sampled from
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fpφj | tYiuti:xi“ju ,xq9
$&% H0pdφjq
ś
ti:xi“ju fpYi | φjq if Asiz tju ‰ H
H0pdφjq o.w.
,.- (2.28)
where Asi “ tx : si ă exp p´xqu Ď t1, . . . , Nu , Ni “ t´ logpsiqu, N “ Max tNiu.
Finally, to sample the allocation variables
PrpXi “ x | x´i,Restq9pix exp pxqNormalpyi | φxqI tsi ď exp t´xuu (2.29)
However, once we decide to pick a different nonparametric prior, the nice tractable
construction of the Pitman–Yor stick breaking weights is no longer preserved. We
introduce a way to deal with this issue for the σ-Stable Poisson–Kingman priors in
Chapter 3.
2.7 Introduction to Sequential Monte Carlo
Sequential Monte Carlo (SMC) falls under the umbrella of non-iterative Monte Carlo
approximation methods (Murphy, 2012). As its name indicates, it is useful in sequential
scenarios: it generates samples from a sequence of posterior distributions in order to
recursively compute expectations of interest with respect to each posterior, as more
data is obtained. For instance, it allows to compute the predictive posterior of a new
data point given previous ones since it can be expressed as an expectation with respect
to the posterior.
In this section, importance sampling is reviewed first. This method can be viewed as
a batch method for obtaining samples from a posterior given that the whole dataset is
observed at once. Then, sequential importance sampling (SIS) is reviewed as a sequen-
tial version of importance sampling, as its name indicates. Finally, sequential Monte
Carlo (SMC) is reviewed, it can be understood as SIS with an additional resampling
step. See Doucet et al. (2001) for an introduction to SMC methods.
2.7.1 Importance sampling
Importance sampling is an example of a Monte Carlo sampling scheme that provides
approximately independent and identically distributed samples from a distribution of
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interest or target distribution, such as a posterior distribution, denoted by f , by gener-
ating a candidate sample from a proposal or importance distribution g. The fact that
the weights wp “ fpxpqgpxpq , with p “ 1, . . . , L, can be computed is exploited, and samples
from the target are obtained by sampling from a weighted empirical distribution. The
pseudocode for the case when the target distribution f is the posterior distribution
when n data points have been obtained is given in Algorithm 5.
Algorithm 5 ImportanceSampling(f, g)
for p P rLs do
Draw Xp „ gpxq
Compute weights wp “ fpxp|y1,...,ynqgpxpq
end for
Normalise weights w˜p “ wpřL
p“1 wp
Sample L times from
řL
p“1 w˜pδxp
The output of Algorithm 5 is the following consistent estimate of the posterior
distribution
pˆipx | y1, . . . , ynq “
Lÿ
p“1
w˜pδxp .
One problem with this method is that it is not easy to choose the proposal distribution
g. A good proposal should share most of the support of the target distribution and
have the same number of modes, i.e. it should be “close” to the target. However, since
the expectation of a specific function needs to be computed, one possibility to choose
the proposal distribution g is to minimise the variance of its estimate, as suggested by
Murphy (2012). A second problem is that it is a batch estimation method. To tackle
this latter issue, in the next section, an extension to a sequential scenario is described.
2.7.2 Sequential importance sampling
Let us assume that the importance distribution g at time i depends on all data points
until time i and not on the future data points, the joint posterior can be written in the
following factorised form
gpx0, . . . , xn | y1, . . . , ynq “ gpx0q
nź
i“1
gpxi | y1, . . . , yi, x1, . . . , xi´1q
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The corresponding importance weight is
wn “ fpx0, . . . , xn | y1, . . . , ynq
gpx0, . . . , xn | y1, . . . , ynq
“ fpx0q
śn
i“1 fpxi | y1, . . . , yi, x1, . . . , yi´1q
gpx0qśni“1 gpxi | y1, . . . , yi, x1, . . . , xi´1q (2.30)
The target distribution is the posterior distribution up to time i, which changes se-
quentially as we observe more data.
For the sake of illustration, consider a state-space model with the usual structure
in which the latent variable X follows a Markov process, in a non-Gaussian non-linear
state space model
fpx0q
fpxi | xi´1q i ě 1
fpyi | xiq i ě 1
Then the posterior distribution is
fpx0, . . . , xi | y1, . . . , yiq9fpy1, . . . , yi | x0, . . . , xiqfpx0, . . . , xiq
and can be estimated recursively due to
fpx0, . . . , xi`1 | y1, . . . , yi`1q “ fpx0, . . . , xi | y1, . . . , yiqfpyi`1 | xi`1qfpxi`1 | xiq
fpyi`1 | y1, . . . , yiq .
(2.31)
Substituting the numerator of Equation (2.31) in (2.30) we obtain a recursive equation
for the importance weight at time i` 1
wi`1 “ wi ˆ fpyi`1 | xi`1qfpxi`1 | xiq
gpxi`1 | y1, . . . , yi, x1, . . . , xiq .
Even if we are not dealing with a state space model, SIS can be used as a general-
purpose algorithm. The data are assumed to be observed sequentially so the observa-
tion’s index is the time index.
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2.7.3 Sequential Monte Carlo
The main problem with SIS is that the weights become more skewed as the number of
data points increases (Doucet et al., 2001), after a few steps only one particle will have
a significant weight. To remedy this, a resampling step can be introduced which allows
to eliminate particles with small weights and replicate particles with high weights. This
selection step can be introduced only occasionally or at every step of the algorithm.
Thus, we resample from the empirical posterior
fˆpx | y1, . . . , yiq “
Lÿ
p“1
w˜pi δxpi
to obtain
fˆpx | y1, . . . , yiq “ 1
L
Lÿ
p“1
npδxpi
where np is the number of copies of particle p, p “ 1, . . . , L and L is the number of
particles. If the selection step is to be performed occasionally, a possible criterion is
when the effective sample size (ESS) is below a given threshold, which is a function
of the number of particles, a popular choice is 0.5L. The ESS for the unnormalised
weights is given by
ESSi “
´řL
p“1w
p
i
¯2
řL
p“1w
p
i
2 .
The SMC sampler’s performance varies depending on the choice of resampling scheme.
Some improved resampling schemes have been proposed after the original multinomial
scheme of Gordon et al. (1993). For instance, the minimum variance or systematic
resampling (Kitagawa, 1996), stratified resampling (Carpenter et al., 1999; Kitagawa
and Gersh, 1996), residual resampling (Liu and Chen, 1998; Higuchi, 1997), among
others. The systematic resampling scheme is the most widely used scheme in the
literature. Algorithms 6 and 7 provide the pseudocode for the systematic and residual
resampling schemes, respectively.
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Algorithm 6 SystematicResample
´ 
w`i
(L
`“1 , L
¯
Sample U1 „ Uniformp0, 1L q
Up “ U1 ` p´1L for p “ 2, . . . , L.
Npi “
!
U j :
řr´1
p“1 w
p
i´1 ď U j ď
řr
p“1 w
p
i
)
Algorithm 7 ResResample(twpi uLp“1 , L)
Set N˜pi “ tLˆ wpi u
Sample N¯pi „ Multinomialp
 
w¯1:Lp
(L
p“1 , Lq
where W¯ 1:Lp 9W pi ´ N˜
p
i
L
Npi “ N˜pi ` N¯pi .
2.7.4 SMC for BNP
Recently, various SMC schemes for Bayesian nonparametric models have been proposed.
Fearnhead (2004) and Wood and Black (2008) propose an SMC scheme for Dirichlet
process mixture modes while an SMC for time varying DPMs is introduced in Caron
et al. (2007). Griffin (2011) introduces an SMC for NRM mixture models, and Chopin
(2002) an SMC for finite mixture models.
Algorithm 8 SMC
Πp1 “ tt1uu ,@p P t1, . . . , Lu
for i “ 2 : n do
for p “ 1 : L do
Set c
1
according to Pr
´
i joins cluster c
1 | Πpi´1,y1:i´1
¯
Ź from (2.32)
if |c1 | “ 1 then
Πpi “ Π`i´1 Y ttiuu
else
c1 “ c1 Y tiu, c1 P Πpi´1
Πpi “ Πpi´1
end if
Compute weight wpi9p pyi | Πpi ,y1:i´1q Ź from (2.33)
end for
Normalise the weights w˜pi “ w
p
iřL
j“1 w
j
i
Resample p1 „ Multinomial `w˜1i , . . . , w˜Li ˘ ,@p P t1, . . . , Lu
Πpi “ Πp
1
i Ź The p-th particle inherits the entire path of the p1-th particle, we are
resampling at every step.
end for
In this section an SMC sampler for a Pitman–Yor mixture model is explained in
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detail. The pseudocode is provided in Algorithm 8, it describes a modified version of
the SMC from Wood and Black (2008). Let Πpn “ pc`qk`“1 denote a partition for the
p-th particle with k blocks, when n data points have been observed. The resampling
step is performed at every iteration of the algorithm and the corresponding weights are
set to one. In the Pitman–Yor case, the proposal distribution is the posterior up to the
i´ 1-th data point is
Pr
´
i joins cluster c
1 | Πpi´1,y1:i´1
¯
9 |c
1 | ´ σ
θ ` i´ 1F pYi P dyi | tyjujPc1q
Pr
`
i joins a new cluster | Πpi´1,y1:i´1
˘9θ ` σ|Πpi´1|
θ ` i´ 1 F pYi P dyiq (2.32)
where
F pYi P dyiq “
ż
F pYi P dyi | φqH0pdφq
F pYi P dyiq | tyjujPcq “
ż
F pYi P dyi | φqfpφ | tyjujPcqdφ.
and, the incremental weight is given by
Pr pYi P dyi | Πpi ,y1:i´1q “
θ ` σ|Πpi |
θ ` i F pYi P dyiq `
1
θ ` i
ÿ
c1PΠpi
p|c1| ´ σqF pYi P dyi | tyjujPc1q.
(2.33)
In Wood and Black (2008), rather than using the posterior as a proposal they sample
from the prior with the corresponding weights
Pr
´
i joins cluster c
1 | Πpi´1,y1:i´1
¯
9 |c
1 | ´ σ
θ ` i´ 1
Pr
`
i joins a new cluster | Πpi´1,y1:i´1
˘9θ ` σ|Πpi´1|
θ ` i´ 1
with incremental weight given by
Pr pYi P dyi | Πpi ,y1:i´1q9F pYi P dyiq | tyjujPcq, i P c. (2.34)
In the case of the Pitman–Yor mixture model, the marginal likelihood can be com-
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puted exactly. This can be used as a benchmark to asses the performance of the SMC
algorithm. The prior for the random partition is given by
Pr pΠn “ piq “ σ
kΓpθqΓp θσ ` kq
Γp θσ qΓpθ ` nq
kź
`“1
Γp|c`| ´ σq
Γp1´ σq .
The target posterior distribution is then
Pr pΠn “ pi, tYi P dyiuni“1q “
σkΓpθqΓp θσ ` kq
Γp θσ qΓpθ ` nq
kź
`“1
Γp|c`| ´ σq
Γp1´ σq Pr
´
tyjuj:jPc` | Πn “ pi
¯
where
Pr
´
tYj P dyjutjPc`u | Πn “ pi
¯
“ τ
n`
2
1 p2piq´
n`
2 τ
1{2
0 pτ0 ` n`q1{2
ˆ exp
«
´τ1
2
˜
nÿ
i“1
yi
¸
` 1
2
pτ0µ0 ` τ1 řn`i“1 yiq2
τ0` n`τ1
ff
Pr ptYi P dyiuni“1q “
ÿ
tΠn“piu
Pr pΠn “ pi, tYi P dyiuni“1q .
where k “ |Πn| and n` is the number of observations assigned to cluster c`. The above
computations can be carried out by combinatorial enumeration for a small sample size
to test the correctness of the SMC sampler, as suggested by Bouchard-Coˆte´ et al. (2015).
We can then verify that the Monte Carlo estimates converge to these quantities.
Even though we can analytically evaluate this quantity, we should be careful when
enumerating the number of possible partitions that the SMC sampler visits. Indeed, the
number of possible partitions of n is given by the Bell number. Sometimes, different
orderings of the sets of a partition are considered to be different partitions. This is
the case a posteriori in a Bayesian nonparametric mixture model because the posterior
partition is conditioned on the observations that belong to each block. The number of
ordered partitions is given by the ordered Bell numbers. However, an SMC sampler
without a rejuvenation step explores a space which is smaller: each observation j will be
assigned to a block whose index is j ď i, we call this an order constraint. See Martinez
and Mena (2014) for an alternative way to tackle this issue based on a distribution
defined on the set compositions that uses the time induced order.
In Appendix A.5, the explicit formulae for an SMC algorithm are derived in generic
terms. These expressions are useful to see the sequence of posterior distributions that
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are targeted every time a new datapoint is observed.
2.8 Summary of this Chapter
Firstly, some fundamental definitions are presented in order to understand the inter-
play between random probability measures and random partitions. This justifies why
it is valid to use the induced partition obtained from a random probability measure
whose restrictions to rns have the advantage of being of finite size. This idea is useful
for deriving the finite dimensional representations used in the algorithms presented in
the next chapters. Secondly, the Gibbs type random partitions are reviewed and the
generative process of Poisson–Kingman partitions. Both are key elements that are re-
peatedly used as building blocks in the next chapters. Finally, both MCMC and SMC
existing inference schemes for infinite mixtures models with a Pitman–Yor prior are
surveyed as a starting point for the more general inference schemes presented later in
this thesis.
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Chapter 3
MCMC scheme I: A marginal
sampler
The aim of this chapter aim is to present a marginal MCMC scheme for σ-Stable
Poisson–Kingman mixture models, a subclass of the Poisson–Kingman mixture models,
discussed in Chapter 2. This interesting subclass, also referred to as Gibbs-type mixture
models with parameter σ P p0, 1q, encompasses most of the Bayesian nonparametric
priors previously explored in the literature. See Gnedin and Pitman (2006) for further
details about the equivalence between σ-Stable Poisson–Kingman priors and Gibbs-
type priors with parameter σ P p0, 1q. Firstly, the family of priors is described in terms
of some of its most useful properties. Specifically, certain characterisations are reviewed
which lead us to derive the sampling algorithm. Secondly, the updates to some of the
other variables are discussed together with some reparametrisations which improve the
numerical stability. Thirdly, the competing conditional sampler scheme from Favaro and
Walker (2012) is described and compared against in the experiments section. Finally,
a multidimensional experiment is performed with an interesting dataset.
3.1 σ-Stable Poisson–Kingman RPMs
If we focus on the class of σ-Stable Poisson–Kingman RPMs, we obtain a notewor-
thy subclass which encompasses most of the popular discrete RPMs used in Bayesian
nonparametrics, for instance, the Pitman–Yor process and the normalised generalised
Gamma process. For any σ P p0, 1q, the density function of a positive σ-Stable ran-
dom variable is fσptq “ 1pi
ř8
j“0
p´1qj`1
j! sinppiσjqΓpσj`1qtσj`1 , it is denoted by fσ. A σ-Stable
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Poisson–Kingman RPMs is a Poisson–Kingman RPM with Le´vy measure given by
ρpdxq “ ρσpdxq :“ σ
Γp1´ σqx
´σ´1dx, (3.1)
base distribution H0. The mixing distribution for the total mass T takes the following
factored form γpdtq “ hptqfσpdtq{
ş`8
0 hptqfσptqdt, for any non-negative measurable
function h such that
ş`8
0 hptqfσptqdt ă 8. Accordingly, σ-Stable Poisson–Kingman
RPMs form a class of discrete RPMs indexed by the parameters pσ, hq. The Dirichlet
process can be recovered as a limiting case, if σ Ñ 0, for some choices of h. We
denote by PKpρσ, h,H0q the distribution of a σ-Stable Poisson–Kingman RPM with
parameters pσ, hq and base distribution H0.
The following examples of σ-Stable Poisson–Kingman RPM are obtained by speci-
fying the tilting function h.
Example 5. Normalised σ-Stable process (NS) (Kingman, 1975). It corresponds
to hptq “ 1.
Example 6. Normalised Generalised Gamma process (NGG) (James, 2002; Pit-
man, 2003). It corresponds to hptq “ exptτ ´ τ1{σtu, for any τ ą 0. See also Lijoi et al.
(2005), Lijoi et al. (2007b), Lijoi et al. (2008), James et al. (2009), Barrios et al. (2013)
and James (2013).
Example 7. Pitman–Yor process (PY), (Perman et al., 1992). It corresponds to
hptq “ Γpθ`1qΓpθ{σ`1q t´θ with θ ě ´σ, see Pitman and Yor (1997).
Example 8. Gamma-tilted process (GT). It corresponds to hptq “ t´θ expt´ηtu,
for any η ą 0 or η “ 0 and θ ą ´σ.
Example 9. Poisson-Gamma class (PG), (James, 2013). It corresponds to hptq “ş
R` exptτ ´ τ1{σtuF pdτq, for any distribution function F over the positive real line, see
also Pitman and Yor (1997) and James (2002).
Example 10. Composition of Classes class (CC), (Ho et al., 2008). Let T a
positive random variable, this class corresponds to hptq “ ErfptT 1{σqsş`8
0 ErfptT 1{σqsfσptqdt
, where f
is any positive function, see James (2002) for details.
Example 11. Lamperti class (LT), (Ho et al., 2008). Let Sσ a positive σ-Stable
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random variable, the class corresponds to the choice
hptq “ LσE
`
gpSσt´1q
˘
, (3.2)
where
1
Lσ
“ sinppiσq
pi
ż `8
0
fpyqyσ´1
y2σ ` 2yσ cosppiσq ` 1dy
and g is any positive function such that Equation (3.2) is well-defined, see James (2002).
Example 12. Mittag–Leﬄer class (ML), (Ho et al., 2008). It corresponds to the
choice of gpxq “ expt´xσu for the tilting function in Equation (3.2).
The relationship between these examples of σ-Stable Poisson–Kingman RPMs is
shown in Figure 2.2 of Chapter 2.
The distribution of the exchangeable random partition induced by a sample from a
σ-Stable Poisson–Kingman RPMs is obtained by a direct application of Proposition 2.
The next proposition specializes Proposition 2 to σ-Stable Poisson–Kingman RPMs.
Proposition 3. Let Πn be the exchangeable random partition of rns induced by a sample
from P „ PKpρσ, h,H0q. Then,
Prρσ ,h,H0pΠn “ pc`q`Prksq “ Vn,k
kź
`“1
W|c`| (3.3)
where
Vn,k “ σ
k
Γpn´ kσq
ż
R`
ż t
0
t´npt´ vqn´1´kσhptqfσpvqdtdv
and
Wm “ Γpm´ σq{Γp1´ σq “ p1´ σqm´1Ò1 :“
m´2ź
i“0
p1´ σ ` iq.
Proof. Let us start with the conditional distribution of a random partition of rns of size
|Πn| “ k given the total mass, which is distributed according to a Poisson–Kingman
partition. This conditional distribution can be obtained from the joint distribution
given by Proposition 2 if it is divided by the density of the total mass, which we assume
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is proportional to hptqfptq. It is given by
Pr
´
Πn “ pi, J˜1 P ds1, . . . , J˜k P dsk | T “ t
¯
“ t
´nfpt´řk`“1 s`qdtś ρps`qsn`` ds`
fptq .
Then, the following change of variables is performed: P “
řk
i“1 J˜`
T and U` “ J˜`PT for
` “ 1, . . . , k ´ 1 with corresponding Jacobian |J | “ P k´1T k, and we obtain
Pr pΠn “ pi, U1 P du1, . . . , Uk P duk, P P dp | T “ tq “ t
kpn`k´1fpt´ tpqdtśk`“1 ρpu`ptqun`` du`
fptq .
Let Sk “ tpu1, . . . , ukq : ui ě 0, u1 ` . . .` uk “ 1u, if we substitute the corresponding
Le´vy measure of a σ-Stable random variable,
Pr pΠn “ pi, P P dp | T “ tq “ t
kpn`k´1fσpt´ tpqdt
fσptq
ż
Sk
kź
`“1
σ
Γp1´ σqu
n`´σ´1
` p
´σ´1t´σ´1
“ tk´kpσ`1qpn`k´1´kpσ`1q fσptp1´ pqqdt
fσptq
ˆ
σ
Γp1´ σq
˙k
ˆ
ż
Sk
«
k´1ź
`“1
un`´σ´1`
ff
ˆ
˜
1´
k´1ÿ
`“1
u`
¸n´ř`ăk n`´σ´1
“ t´kσpn´kσ´1 fσptp1´ pqqdt
fσptq
σk
Γpn´ kσq
kź
`“1
Γpn` ´ σq
Γp1´ σq .
The pU`qk`“1 are Dirichlet distributed with parameters pn1 ´ σ, . . . , nk´1 ´ σ, n´
ř
`ăk n` ´ σq.
Then, we obtain
Pr pΠn “ piq “
ż
R`
ż 1
0
t´kσpn´kσ´1fσptp1´ pqqhptqdtdp
ˆ σ
k
Γpn´ kσq
kź
`“1
Γpn` ´ σq
Γp1´ σq .
This expression corresponds to Equation (66) of Pitman (2003). Finally, if an additional
change of variables is performed, with V “ p1´ P qT and Jacobian |J | “ T´1, then
Pr pΠn “ piq “ σ
k
Γpn´ kσq
ż
R`
ż t
0
t´npt´ vqn´kσ´1fσpvqhptqdt
ˆ dv
kź
`“1
Γpn` ´ σq
Γp1´ σq .
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Proposition 3 provides one of the main tools to derive the marginal MCMC sam-
pler. We refer to the Chapter 2 for a quick review of MCMC for BNP, where the two
existing types of marginal algorithms are described in detail for a Pitman–Yor mixture
model. A brief overview of Gibbs-type random partitions with parameter σ P p0, 1q
is given in Chapter 2. Gnedin and Pitman (2006) and Pitman (2006) give a more
comprehensive study of exchangeable random partitions with distribution of the form
given in Equation (3.3).
3.2 Marginal samplers for σ-Stable Poisson–Kingman mix-
ture models
In this section a marginal sampler is derived such that it can be effectively applied to all
members of the σ-Stable Poisson–Kingman family. The sampler does not require any
numerical integrations, nor evaluations of special functions, for instance, the density fσ
of the positive σ-Stable distribution (Wuertz et al., 2013). It applies to non-conjugate
hierarchical mixture models based on σ-Stable Poisson–Kingman RPMs by extending
the Reuse data augmentation scheme of Favaro and Teh (2013).
Figure 2.3 from Chapter 2 shows the graphical model for a Poisson–Kingman mix-
ture model and its corresponding intractable component. If the σ-Stable Poisson–
Kingman subclass is picked, then it is possible to obtain a tractable representation,
given by Figure 3.1, in terms of some random variables and the partition induced by
the RPM. This representation is based on an augmented version of its corresponding
exchangeable partition probability function. In the next section, the corresponding
augmentations are discussed in detail.
3.3 Representation with data augmentation
If we start with a member of the σ-Stable Poisson–Kingman family, the distribution
for the total mass is proportional to γpdtq9hptqfσptq. Then, the joint distribution over
the induced partition Πn, total mass T and surplus mass V is given by
Prρσ ,γ,H0pT P dt, V P dv,Πn “ pc`q`Prksq (3.4)
“t´npt´ vqn´1´kσfσpvqhptqdt σ
k
Γpn´ kσq
kź
`“1
Γp|c`| ´ σq
Γp1´ σq Ip0,tqpvqIp0,8qptq.
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i ∈ [n] c ∈ pi
hT
Z T ρσ
P Πn H0
Yi X
∗
c
Figure 3.1: Marginal sampler’s graphical model. Each node represents a variable used
in the augmented representation for the joint distribution from Equation 3.4. The
boxes represent that there is a number of repeated nodes of the same type, n for the
observations and |pi| for the cluster parameters. The nodes with dashed lines represent
the algorithmic inputs.
This joint distribution is available to construct marginal samplers with the exception
of two difficulties. The first difficulty is that it is necessary to evaluate fσ pointwise
if we work with an MCMC scheme using the above representation. Current software
packages compute this density using numerical integration techniques, which can be
unnecessarily expensive. However, the following integral representation (Kanter, 1975;
Zolotarev, 1966) can be used to introduce an auxiliary variable into the system. Thus,
the need to repeatedly evaluate the integral numerically is removed. Let σ P p0, 1q.
Then,
fσptq “ 1
pi
σ
1´ σ
ˆ
1
t
˙ 1
1´σ ż pi
0
Apzq exp
˜
´
ˆ
1
t
˙ σ
1´σ
Apzq
¸
dz (3.5)
where the function A is called Zolotarev function and is given by
Apzq “
„
sinpσzq
sinpzq
 1
1´σ
„
sinpp1´ σqzq
sinpσzq

, z P p0, piq.
Zolotarev’s representation has been used by Devroye (2009) to construct a random
number generator for polynomially and exponentially tilted σ-Stable random variables
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and in a rejection sampling scheme within the conditional slice MCMC sampler by
Favaro and Walker (2012). Our proposal here is to introduce an auxiliary variable Z,
an example of a data augmentation scheme (Tanner and Wong, 1987), with conditional
distribution given T P dt described by the integrand in (3.5).
The second difficulty is that the variables T and V are dependent and that compu-
tations with small values of T and V might not be numerically stable. To address these
problems, the following reparameterisation is proposed: W “ σ1´σ log T , and R “ V {T
where W P R and R P p0, 1q. This gives our final representation
Prρσ ,γ,H0pW P dw,R P dr, Z P dz,Πn “ pc`q`Prksq
“ 1
pi
e´wp1`p1´σqkqp1´ rqn´1´kσr´ 11´σ hpe 1´σσ wqApzq exp
!
´e´wr´ σ1´σApzq
)
ˆ σ
k
Γpn´ σkq
kź
`“1
p1´ σqp|c`|´1qÒ1.
3.4 σ-Stable Poisson–Kingman mixture models
In this section, a σ-Stable Poisson–Kingman RPM is considered as the mixing distri-
bution in a Bayesian nonparametric mixture model
T „ γ
P |T „ PKpρσ, δT , H0q
Xi | P iid„ P
Yi | Xi ind„ F p¨ | Xiq.
F p¨ | Xq is the observation’s distribution and our dataset consists of n observations
pyiqiPrns of the corresponding variables pYiqiPrns. We will assume that F p¨ | Xq is smooth.
Two marginal samplers for infinite mixture models are derived. The random vari-
ables W , R, Z are also included in the final representation, where the unique values
for the component parameters are denoted by pX ˚`q`Prks. The joint distribution over all
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variables is given by
PrpW P dw,R P dr, Z P dz,Πn “ pc`q`PrKs, X ˚` P dx˚` for ` P rks, Yi P dyi for i P rnsq
“ 1
pi
e´wp1`p1´σqkqp1´ rqn´1´kσr´ 11´σ hpe 1´σσ wqApzqe´r´
σ
1´σ e´wApzqdw dr dz
ˆ σ
k
Γpn´ σkq
kź
`“1
p1´ σqpn`´1qÒ1H0pdx˚`q
ź
iPc`
F pdyi|x˚`q. (3.6)
The system of predictive distributions governing the distribution over partitions,
given all the other variables, can be read from the joint distribution (3.6). Specifically,
the conditional distribution of a new observation Yn`1 is
PrpYn`1 P dyn`1 |Πn “ pc`q`Prks, X ˚` P dx˚` for ` P rks,W P dw,R P dr, Z P dzq
9σepσ´1qwp1´ rq´σ Γpn` 1´ σkq
Γpn` 1´ σpk ` 1qq
ż
F pYn`1 P dyn`1 | xqH0pdxq
`
ÿ
cPΠn
p|c| ´ σqF pYn`1 P dyn`1 | xc˚ q.
The conditional probability of the next observation joining an existing cluster c is pro-
portional to |c|´σ, which is the same for all exchangeable random probability measures
based on the σ-Stable CRM. The conditional probability of joining a new cluster is more
complex and depends on the other random variables. Such system of predictive distri-
butions was first studied by Blackwell and McQueen (1973) for the generalised Poly´a
urn, a sequential construction equivalent to the Chinese restaurant process. See Aldous
(1985) for details and Ewens (1972) for an early account in population genetics.
3.5 Sampler updates
Firstly, the Gibbs updates to the partition Πn are described, conditioned on the other
variables W,R,Z. Then, the corresponding updates to the rest of the random variables
are explained. A non-conjugate case is presented first where the component parameters
pX ˚`q`Prks cannot be marginalised out, based on an extension of Favaro and Teh (2013).
In the case where the base distribution H0 is conjugate to the observation’s distribu-
tion F , the component parameters can be marginalised out as well, which leads to an
extension to Algorithm 3 of Neal (2000).
In the non-conjugate case, the state space of the Markov chain consists of pc`q`Prks,
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W , R, Z, as well as the cluster parameters pX ˚`q`Prks. The Gibbs updates to the partition
involve updating the cluster assignment of one observation, say the i-th one, at a time.
The ReUse algorithm (Favaro and Teh, 2013) goes as follows: a fixed number M ą 0
of potential new clusters is maintained along with those in the current partition pc`q`Prks,
the parameters for each of these potential new clusters are denoted by pXnew` q`PrMs.
When updating the cluster assignment of the i-th observation, potential new clusters
are considered as well as those clusters in the current partition after the i-th observation
is removed, denoted by pc i` q`Prk is. If one of the potential new clusters is chosen, it
is moved into the partition, and in its place a new cluster is generated by drawing a
new parameter from H0. Conversely, when a cluster in the partition is emptied, it is
moved into the list of potential new clusters, displacing a randomly chosen one. The
parameters of the potential new clusters are refreshed by i.i.d. draws from H0 after
a full iteration through the dataset, see Algorithm 10 for details and Algorithm 3, in
Chapter (2), for the Pitman–Yor mixture model case. The conditional probability of
the cluster assignment of the i-th observation is
Prpi joins cluster c i` | rest q9p|c i` | ´ σqF pYi P dyi|x˚`q (3.7)
Prpi joins new cluster c | rest q9 1
M
σepσ´1qwp1´ rq´σ Γpn´ σk
 iq
Γpn´ σpk i ` 1qqF pYi P dyi|x
new
c q.
If H0 is conjugate, we can replace the likelihood term in the cluster assignment rule
by the conditional density of y under cluster c, denoted by F pY P dy|ycq, given the
observations Yc “ pYjqjPc currently assigned to that cluster
F pY P dy|ycq “
ş
H0pdxqF pY P dy|xqśjPc F pY P dyj |xqş
H0pdxqśjPc F pY P dyj |xq .
The updates to the other variables W , R and Z are straightforward. Their complete
conditional densities can be read off the joint density (3.6)
PrpW P dw | rest q9e´wp1`p1´σqkqhpe 1´σσ wqe´r´
σ
1´σ e´wApzqdw, w P R
PrpR P dr | rest q9p1´ rqn´1´kσr´ 11´σ e´r´
σ
1´σ e´wApzqdr, r P p0, 1q
PrpZ P dz | rest q9Apzqe´r´
σ
1´σ e´wApzqdz, z P p0, piq.
These are not in standard form: each complete conditional distribution does not
correspond to a known probability density function. Hence, there are no available
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random number generators to obtain an independent and identically distributed sample
from these. However, their states can be updated easily using generic MCMC methods.
In our implementation, the slice sampling algorithm (Neal, 2003) is used within an
overall Gibbs sampling scheme (Geman and Geman, 1984). If we have a prior on
the index parameter σ, it can be updated as well. Due to the heavy-tailed nature
of the conditional distribution, we recommend transforming σ to log σ1´σ . However,
some of the complete conditional distributions for this parameter include an intractable
normalisation constant, such as the Mittag–Leﬄer priors. Even if one is able to obtain
an unbiased estimator the inverse is no longer unbiased. Some debiasing technique needs
to be applied then but its non-negativity has to be enforced simultaneously, which is
problematic, see Jacob and Thiery (2015) for further details.
Algorithm 9 MarginalSamplerNonConj(hT , σ,M,H0, tYiuiPrns)
Initialize all random variables.
for t “ 2 Ñ iter do
Update zptq: Slice sample P˜r pZ P dz | restq
Update pptq : Slice sample P˜r pP P dp | restq
Update wptq: Slice sample P˜r pW P dw | restq
Update piptq, txc˚ uptqcPpi: ReUsepΠn,M, tYiuiPrns, tXc˚ ucPΠn , H0 |rest)
end for
Algorithm 10 ReUsepΠn,M, tYiuiPrns, tXc˚ ucPΠn , H0 | restq
Draw tXej uMj“1 i.i.d.„ H0
for i “ 1 Ñ n do
Let c P Πn be such that i P c
cÐ cztiu
if c “ H then
k „ UniformDiscretep 1M q
Xek Ð Xc˚
Πn Ð Πnztcu
end if
Set c1 according to Prri joins cluster c1 | tYiuiPc, Xc˚ , rests Ź from Equation (3.7)
if |c1| “ 1 then
Πn Ð Πn Y ttiuu
X˚tiu Ð Xec1
Xec1 „ H0
else
c1 Ð c1 Y tiu
end if
for c P Πn do
Sample from the posterior Xc˚ „ F p¨ | tYiuiPcq
end for
end for
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3.6 Conditional sampler for σ-Stable Poisson–Kingman
mixture models
Figure 2.3 from Chapter 2 shows the graphical model for a Poisson–Kingman mix-
ture model and its corresponding intractable component. An alternative to marginal
samplers, which also leads to a tractable representation, is to use a conditional MCMC
sampler. Figure 3.2 shows such representation for the σ-Stable Poisson–Kingman family
for the conditional slice MCMC sampler (Favaro and Walker, 2012).
The generative model for the conditional slice MCMC sampler from Favaro and
Walker (2012) can be derived starting with Proposition 2: after the following two
change of variables pij “ J˜jT´ř`ăj J˜` and Zj “ pij1´ř`ăj pi` we obtain the corresponding
joint distribution in terms of N p0, 1q-valued stick variables tZjuNj“1. We call them stick
variables because they are the building blocks of the stick breaking weights tpijuNj“1,
where pij “ Zjś ` ă jp1´Z`q. This joint distribution corresponds to Equation (19) of
Favaro and Walker (2012). The truncation level N needs to be randomised to have an
exact MCMC scheme. The authors propose to use the efficient slice sampler (Kalli et al.,
2011). In our implementation of the conditional sampler an overall Gibbs sampling
scheme is used. The complete conditional distributions are not in standard form so
there are no ready-made random number generators to sample from them. We used a
slice sampling step (Neal, 2003) within the Gibbs, they are given as follows
Pr
´
T P dt, pZj P dzjqNj“1 | Rest
¯
9hptq
«
t
Nź
j“1
p1´ zjq
ff´ 3
2
exp
»–´1
4
t´1
˜
Nź
j“1
p1´ zjq
¸´1fifl
ˆt´N2
Nź
j“1
z
nj´ 12
j p1´ zjqmj´
N´j
2 (3.8)
where
nj “
nÿ
i“1
I txi “ ju , mj “
nÿ
i“1
I txi ą ju
Pr pT P dt | Restq9hptq exp
»–´1
4
t´1
˜
Nź
j“1
p1´ zjq
¸´1fifl t´ pN`3q2
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Figure 3.2: Conditional sampler’s graphical model. Each node represents a variable
used in the augmented representation for the joint distribution. The latent variables
represent the number of occupied and unoccupied components.
and
Pr pZj P dzj | z´j , t,Restq9 exp
»–´1
4
t´1
¨˝
Nź
`‰j
p1´ z`q‚˛
´1
1
1´ zj
fifl
ˆ znj´ 12j p1´ zjqmj´
pN´j`3q
2 (3.9)
If σ “ 0.5, the complete conditional for the k ` 1 stick variable simplifies to
Pr pZN`1 P dzN`1 | Restq9z´
1
2
N`1p1´ zN`1q´
1
2 p1´ zN`1q´1
ˆ exp
»–´1
4t
˜
Nź
j“1
p1´ zjq
¸´1 ˆ
1
1´ zN`1 ´ 1
˙fifl.
The above conditional density corresponds to a random variable such which satisfies
the following distributional identity
ZN`1 | Z1, . . . , ZN , T d“ XN`1
XN`1 ` YN`1 .
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The random variables XN`1 and YN`1 are independent and
X2N`1 „ Gamma
ˆ
3
4
, 1
˙
Y 2N`1 „ Inverse Gamma
¨˝
1
4
,
1
43t2
«
Nź
j“1
p1´ zjq
ff´2‚˛.
This identity in distribution was introduced in Favaro et al. (2014a). If σ “ uv ă 12
where u, v are coprime integers, then, the complete conditional for the N ` 1 stick
variable has a more complicated form
Pr pZN`1, P dzN`1 | Restq9z1´σN`1fσ
˜
t
ź
jăN`1
p1´ zjqp1´ zN`1q
¸
.
The above conditional density corresponds to a random variable such that
ZN`1 | Z1, . . . , ZN , T d“ XN`1
XN`1 ` YN`1 .
The random variables XN`1 and YN`1 are independent and
1
XN`1
„ ET
¨˝
u2
tv
v
uśN
j“1p1´ zjq
,
1
L
1{u
u
v
‚˛
with
Lu
v
“
u´2ź
i“0
Beta
ˆ
2i` 2
v
,
i` 1
u
´ 2i` 2
v
˙
ˆ
u´2ź
i“0
Beta
ˆ
2i` 1
v
,
i` 1
u
´ 2i` 2
v
˙
ˆ
v´2uź
i“1
Gamma
ˆ
2pu´ 1q ` i
v
, 1
˙
YN`1 „ Inverse Gamma
¨˝
1´ u
v
,
u2
tv
v
uśN
j“1p1´ zjq
‚˛.
Let ET pb, xq denote an exponentially tilted distribution of X with tilting parameter b
with corresponding density given by expp´bxqfXpxqş
expp´bx1qfXpx1qdx1 . See Favaro et al. (2014a) for
details about an improved rejection sampling method to sample this random variables.
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The preceding identities in distribution are useful for our variation of the slice con-
ditional MCMC sampler (Favaro and Walker, 2012). If the resulting slice is lower that
the previous one, additional stick breaking weights are then instantiated. The existing
stick variables are sampled from each complete conditional given the other variables
from Equation (3.9) with a slice sampling step. In contrast, Favaro and Walker (2012)
introduce an augmentation to decorrelate these random variables. Finally, the cluster
assignment variables and cluster parameters are sampled according to Equations (3.10)
and (3.11). See Algorithm 11 for the corresponding pseudocode.
fpφj | tYiuti:zi“ju , zq9
$&% H0pdφjq
ś
ti:zi“ju fpYi | φjq if Asiz tju ‰ H
H0pdφjq o.w.
,.- (3.10)
where Asi “ tx : si ă exp p´xqu Ď t1, . . . , Nu , Ni “ t´ logpsiqu, N “ Max tNiu, and
PrpXi “ x | x´i,Restq9Px exp pxqNormalpyi | φxqI tsi ď exp t´xuu (3.11)
Algorithm 11 SliceConditional12PKpN,P,X, φ,Y; Restq
for i “ 1 Ñ n do
Update slice variables Si „ Up0, exp p´xiqq
Ni “ t´ logpsiqu
Mmax “ Max tMmax, Niu
end for
if Mmax ą N then
for new “ N ` 1 ÑMmax do
Gnew “ Gamma
`
3
4 , 1
˘
IGnew | Z1, . . . , Znew, T “ InverseGamma
ˆ
1
4 ,
1
43t2
”śnew
j“1 p1´ zjq
ı´2˙
Znew “ G
1{2
new
G
1{2
new`IG1{2new
Z “ rZ, Znews
end for
ppi1, . . . , piMmaxq “ StickBreakingpZq
end if
N “Mmax
Update Z1 . . . , ZN | T,Rest „ gZpz | Restq
Update total mass T | Z,Rest „ gT pt | Restq
for j “ 1 Ñ N do
Update parameters φj „ fpφ | tYiutxi“juq Ź from Equation (3.10)
end for
for i “ 1 Ñ n do
Update xi „ PrpXi “ x | x´i,Restq Ź from Equation (3.11)
end for
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The number of represented stick variables is a random quantity. For this reason,
some additional stick variables need to be instantiated and sometimes these variables
will not be associated with any of the observations. This could potentially lead to
slower running times and larger memory requirements to store these quantities when
the number of data points is large. In our implementation, we found that some of
the stick variables are highly correlated which leads to a slow mixing of the chain. A
quantitative comparison is presented in Table 3.2 in terms of running times in seconds
and effective sample size (ESS).
3.7 Numerical illustrations
In this section, we illustrate the algorithm on unidimensional and multidimensional
data sets. We applied our MCMC sampler for density estimation of a σ-Stable Poisson–
Kingman mixture model, denoted by PK pσ,H0, hT ptqq, for various choices of hptq. In all
of our experiments whether a conjugate or non-conjugate prior is used for the mixture
component parameters, we sample the parameters rather than integrating them out.
We kept the hyperparameters of each h-tilting function fixed. The correctness of our
posterior simulators was tested using the “Getting it right” test (Geweke, 2004), see
Appendix A.10 for further details about this procedure.
3.7.1 Unidimensional experiment
The dataset from Roeder (1990) consists of measurements of velocities in km/sec of
82 galaxies from a survey of the Corona Borealis region. We chose the following base
distribution H0 and the corresponding likelihood F for cluster c
H0pdµc, dτcq “Fµ pdµc | µ0, τ0τcqFτ pdτc | α0, β0q
F pdY1 P y1, . . . , Y|c| P dy|c| | µc, τcq “
ź
iPc
N `yi | µc, τ´1c ˘
where Y1, . . . , Y|c| are the observations currently assigned to cluster c. N denotes a
Normal distribution with given mean µc and variance τ
´1
c . In the first sampler (Marg-
Conj I ), we used H0pdµc, dτcq “ N
`
dµc | µ0, τ´10
˘
δtτc “ τu with a common precision
parameter τ among all clusters, set to 14 of the range of the data. In the second sampler
(Marg-Conj II ), we used H0pdµc, dτcq “ N
`
dµc | µ0, τ´10 τ´1c
˘
Gammapτc | α0, β0q. In
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Algorithm σ M Running time ESS(˘std)
Pitma-Yor process (θ “ 10)
Marginal-Conj II 0.5 4 23770.3(2098.22) 4857.644(447.583)
Marginal-NonConj 0.5 4 46352.4(252.27) 5663.696(89.264)
Normalised Generalised Gamma process (τ “ 1)
Marginal-Conj II 0.5 4 22434.1(78.191) 3400.855(110.420)
Marginal-NonConj 0.5 4 28933.5(133.97) 5361.945(88.521)
Table 3.1: Comparison between a conjugate base distribution for the cluster parameters
versus a non-conjugate case. Running times in seconds and ESS for the number of
clusters, averaged over 5 chains. Unidimensional dataset, 30,000 iterations, 10,000
burn in.
Algorithm σ M Running time ESS(˘std)
Pitman–Yor process (θ “ 50)
Marginal-Conj I 0.5 2 1.1124e+04 4121.94(821.562)
Marginal-Conj I 0.5 6 1.1216e+04 11215.55(596.249)
Marginal-Conj I 0.5 10 1.1355e+04 12469.87(548.981)
Marginal-Conj I 0.5 15 1.1385e+04 13087.92(504.595)
Marginal-Conj I 0.5 20 1.1415e+04 12792.78(391.123)
Conditional-Conj I 0.5 - 1.5659e+04 707.82 (95.754)
Normalised Generalised Gamma process (τ “ 50)
Marginal-Conj I 0.5 2 1.1617e+04 4601.63(574.339)
Marginal-Conj I 0.5 6 1.1650e+04 10296.85(425.333)
Marginal-Conj I 0.5 10 1.1692e+04 11415.41(377.418)
Marginal-Conj I 0.5 15 1.1795e+04 11473.44(374.031)
Marginal-Conj I 0.5 20 1.1875e+04 11461.08(506.744)
Conditional-Conj I 0.5 - 1.5014e+04 848.73 (135.138)
Table 3.2: Effect of increasing the algorithmic parameter M , which denotes the number
of empty clusters. As M is increased, the ESS increases but also the running time
which implies a higher computational cost. Running times in seconds and ESS for the
number of clusters, averaged over 10 chains. Unidimensional dataset, 50,000 iterations
per chain, 20,000 burn in.
the third sampler (Marg-NonConj ), we used a non conjugate distribution for the mean
per cluster, µ “ logϕ where ϕ „ Gammapϕ | a0, b0q, and for the precision parameter,
we used τc „ Gammapτc | α0, β0q.
In Table 3.1, we reported an increase in the running times if we use a non-conjugate
prior (Marg-NonConj ) versus a conjugate prior (Marg-Conj II ). In Table 3.2, the sensi-
tivity to the number of new components M is tested and compared against a conditional
MCMC sampler (Favaro and Walker, 2012). As we increase the marginal sampler’s num-
ber of new components per iteration, the ESS increases. Intuitively, the computation
time increases but it also leads to a better mixing of the algorithm. In contrast, we
found that the conditional sampler was not performing very well due to high correla-
tions between the stick variables. Finally, in Table 3.3, it is shown how different values
for σ can be effectively chosen without modifying the algorithm as opposed to Favaro
and Walker (2012), which is only available for σ “ 0.5.
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Algorithm σ M Running time ESS(˘std)
Pitma-Yor process (θ “ 10)
Marginal-Conj I 0.3 4 4685.7(84.104) 2382.799(169.359)
Marginal-Conj I 0.5 4 4757.2(37.077) 2944.065(195.011)
Marginal-Conj I 0.7 4 4655.2(52.514) 2726.232(132.828)
Conditional-Conj I 0.5 - 10141.6(237.735) 905.444(41.475)
Normalised Stable process
Marginal-Conj I 0.3 4 7658.3(193.773) 2630.264(429.877)
Marginal-Conj I 0.5 4 8203.1(106.798) 3139.412(351.788)
Marginal-Conj I 0.7 4 8095.7(85.2640) 2394.756(295.923)
Conditional-Conj I 0.5 - 10033.1(22.647) 912.382(167.089)
Normalised Generalised Gamma process (τ “ 1)
Marginal-Conj I 0.3 4 7685.8(208.98) 3587.733(569.984)
Marginal-Conj I 0.5 4 8055.6(93.164) 4443.905(367.297)
Marginal-Conj I 0.7 4 8117.9(113.188) 4936.649(411.568)
Conditional-Conj I 0.5 - 10046.9(206.538) 1000.214(70.148)
Table 3.3: Comparison of the marginal sampler for which different values of σ are
available versus the conditional sampler for which σ “ 0.5 is the only available value.
Running times in seconds and ESS for the number of clusters, averaged over 5 chains.
Unidimensional dataset, 30,000 iterations per chain, 10,000 burn in.
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Figure 3.3: From left to right: posterior distribution for the number of clusters, coclus-
tering probability matrix and density estimate. All of this quantities were computed
with 210,000 iterations, 10,000 burn in and 20 thinning factor.
After assessing the algorithmic performance, we used our MCMC algorithm for
posterior inference with a nonparametric mixture model where the top level is a prior
from the σ-Stable Poisson–Kingman class. Since any prior in this class can be chosen,
one possible criterion for model selection is predictive performance. In Table 3.4, we
reported the average leave-one-out predictive probabilities, see Appendix A.9 for details
on how to compute these quantities. We can see that all priors in this class have similar
average predictive probabilities, the NGG slightly outperforms the rest on average.
Examples Average predictive probability
PY 0.1033p0.052q
NGG 0.1228(0.065)
Gamma Tilted 0.1186p0.065q
NS 0.1123p0.057q
Table 3.4: Unidimensional experiment’s average leave-one-out predictive probabilities,
see Appendix A.7 for details on how to compute .
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In Figure 3.3, the mode of the posterior distribution is reported, the mean number
of components is around ten clusters, and there are six clusters in the coclustering
probability matrix. Indeed, a good estimate of the density might include superflu-
ous components having vanishingly small weights as explained in Miller and Harrison
(2013). The third plot shows the corresponding density estimate which is consistent
under certain conditions as shown in De Blasi et al. (2015).
3.7.2 Multidimensional experiment
The dataset from de la Mata-Espinosa et al. (2011) consists of n D-dimensional tria-
cylglyceride profiles of different types of oils where n “ 120 and D “ 4000. The obser-
vations consist of profiles of olive, monovarietal vegetable and blends of oils. Within
each type, there could be several subtypes, so we cannot know the number of varieties
a priori. For this reason, a Bayesian nonparametric mixture model is a good choice to
bypass the need to pick the number of different varieties. We preprocessed the data by
applying Principal Component Analysis (PCA) (Jolliffe, 2002) to capture the relevant
dimensions in it; a useful technique when the signal to noise ratio is small. We used
the first d “ 8 principal components which explained 97% of the variance and encoded
sufficient information for the mixture model to recover distinct clusters.
Then, a σ-Stable Poisson–Kingman mixture of multivariate Normal distributions
with an unknown covariance matrix and mean vector was chosen, for different h-tilting
functions. A multivariate Normal-Inverse Wishart was chosen as a base measure and
the corresponding likelihood F for cluster c is
H0pdµc, dΣcq “Nd
`
dµc | µ0, r0Σ´1c
˘ IWd pdΣc | ν0, S0q
F pY1 P dy1, . . . , Y|c| P dy|c| | µc,Σcq “
ź
iPc
Nd pdyi | µc,Σcq
where Y1, . . . , Y|c| are the observations currently assigned to cluster c. Nd denotes a
d-variate Normal distribution with given mean vector µc and covariance matrix Σ
´1
c ,
IWd denotes an inverse Wishart over dˆd positive definite matrices with given degrees
of freedom ν0 and scale matrix S0. The Inverse Wishart is parameterised as in Gelman
et al. (1995). S0 was chosen to be a diagonal matrix with each diagonal element given by
the maximum range of the data across all dimensions and degrees of freedom ν0 “ d`3,
a weakly informative case.
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Examples Average predictive probability
DP 5.5484e-12 (7.6848e-13)
PY 4.1285e-12 (7.5549e-13)
NGG 9.6266e-12 (3.4035e-12)
Gamma tilted 6.7099e-12(1.5767e-12)
NS 8.3328e-12(9.7106e-13)
Lamperti tilted 5.4251e-12 (1.0538e-12)
Table 3.5: Multidimensional experiment’s average 5-fold predictive probabilities, see
Appendix A.7 for details on how to compute it. We used the standard ReUse algorithm
based on the Poly´a urn for the DP case.
In Table 3.5, the average five-fold predictive probabilities are reported, see the
Appendix A.9 for details about how to compute these quantities. Again, we observe
that all priors in this class have similar average predictive probabilities. In Figure 3.4,
the mean curve per cluster and the coclustering probability matrix are reported. This
mean curve reflects the average triacylglyceride profile per oil type. The coclustering
probability matrix was used as an input to an agglomerative clustering algorithm, in
order to obtain a hierarchical clustering representation (Medvedovic and Sivaganesan,
2002). In certain contexts, it is useful to think of a hierarchical clustering rather than a
flat one since it might be natural to think of superclasses. See Appendix A.8 for details
and the corresponding pseudocode.
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Figure 3.4: Dendrogram and mean profile per cluster (in red), profiles in each cluster
(blue) using a NGG prior.
In Figure 3.4, the mean curves per cluster are shown. These were found by thresh-
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olding the hierarchy and ignoring clusters of size one. The first plot corresponds to the
olive oil cluster, it is well represented by the mean curve. The last two plots correspond
to data that belongs to non-olive blends of oil. The second and third plots correspond
to non-olive monovarietal oil clusters. We could interpret these last clusters as different
varieties of vegetable oil, monovarietal or not, since their corresponding mean curves
are indeed different. In the dendrogram it is clear that most of the data belongs to
three large clusters and that 60% of the triacylglycerides are olive oil.
3.8 Summary of this Chapter
In this chapter, the marginal MCMC sampler is introduced for inference in mixture
models with priors from the σ-Stable Poisson–Kingman class. We show how we can use
many different priors without changing the main algorithm and its corresponding algo-
rithmic performance in both unidimensional and multidimensional datasets. Indeed, it
is a competitive alternative against a conditional MCMC sampler in terms of running
times and effective sample size. This is the first of three other computational contribu-
tions which allow us to explore inference with larger classes of mixture models. In the
next Chapter, a hybrid MCMC scheme, which exploits the marginal and conditional
samplers advantages is presented.
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Chapter 4
MCMC scheme II: a hybrid
sampler
The aim of this chapter is to introduce a novel MCMC sampler for Poisson–Kingman
mixture models, one of the largest classes of Bayesian nonparametric mixture models
that encompasses all previously explored priors in the literature and some unknown
ones. In Chapter 2, a brief overview about this class of priors is given, and Figure 2.2
shows some subfamilies related to this class. The approach presented in this chapter
is a hybrid MCMC scheme which combines the main strengths of both conditional and
marginal MCMC samplers. If we start from the generative process of Poisson–Kingman
processes from Proposition 2 in Chapter 2, a useful characterisation can be derived,
based on a compact representation of the process, to construct the sampling scheme.
The necessary derivations are described herein in detail. In particular, various versions
of the algorithm are presented for all σ-Stable Poisson–Kingman mixture models. All
versions differ only in one of the MCMC steps which updates a random variable of
interest. However, this choice has an effect on the running times and effective sample
size of the different algorithmic versions. Successively, another family of priors, referred
to as the -logBeta Poisson–Kingman priors, which has not been explored before in the
context of mixture models, is described. This class has similar asymptotic properties
as the Dirichlet process prior. Finally, some comparisons are presented against the
marginal MCMC sampler from Chapter 3 (Lomeli et al., 2016), and the conditional
sampler of Favaro and Walker (2012).
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i ∈ [n]
c ∈ [pi]
hT T ρ
H0 Π
X∗c J˜c T −
∑|pi|
`=1 J˜`
Yi
Figure 4.1: PK hybrid sampler’s graphical model. Each node represents a variable
used in the augmented representation for the joint distribution from Equation 4.1. The
boxes represent that there is a number of repeated nodes of the same type, n for the
observations and |pi| for the cluster parameters. The nodes with dashed lines represent
the algorithmic inputs.
4.1 Hybrid Sampler
Figure 4.1 shows the tractable and compact representation in which the hybrid MCMC
sampler for a Poisson–Kingman mixture model is based. This is a good alternative to
the tractable representations presented in Chapter 3 for the marginal and for conditional
MCMC samplers, Figures 3.1 and 3.2 respectively. The hybrid sampler’s tractable
representation is obtained in the following way: let us start from Proposition 2, which
is written in terms of the first k size-biased weights. In order to obtain a complete
representation of the RPM, we would need to size-bias sample from it a countably
infinite number of times. However, since the induced partition is also included in
the MCMC, it allows us to get a complete but finite representation of the infinite
dimensional object. The joint distribution of interest, after being reparameterised in
terms of the suplus mass random variable and after the likelihood terms have been
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J˜1, X
∗
1
Y3
Y1
Y2 J˜2, X
∗
2
Y4
Y5
J˜3, X
∗
3
Y6
J˜4, X
∗
4
Y1
Y8
T −∑4ü=1 J˜ü
{Xe1 , Xe2}
Figure 4.2: Hybrid sampler’s restaurant representation for observations tYiu9i“1 clus-
tered in k “ 4 occupied tables (coloured) with corresponding size-biased sizes
!
J˜`
)4
`“1
and surplus mass in grey.
added, is
Prρ,h,H0pΠn “ pc`q`Pr|Πn|s, Xc˚ P dxc˚ , J˜c P dsc for c P Πn, T ´
ÿ
cPΠn
J˜c P dv, Yi P dyi for i P rnsq
(4.1)
“ pv `
ÿ
cPΠn
scq´nh
˜
v `
kÿ
cPΠn
sc
¸
fρpvq
ź
cPΠn
s|c|c ρpdscqH0pdxc˚ q
ź
iPc
F pdyi|xc˚ q.
Indeed, this distribution encodes a complete, but finite, representation of the infinite
dimensional part of the model. The size-biased weights associated to occupied clus-
ters are the only ones needed to be explicitly represented plus a surplus mass term,
associated to the rest of the empty clusters, as shown in Figure 4.2. The cluster reas-
signment step can be seen as a retrospective sampling scheme: we explicitly represent
and update the weights associated to occupied clusters and create a new size-biased
weight only when a new cluster appears. To make this possible, we use the induced
partition. In the next section, the complete conditional distributions of each random
variable are computed to implement an overall Gibbs sampling MCMC scheme (Geman
and Geman, 1984).
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4.2 Complete conditional distributions
If we star from Equation (4.1), we obtain the following complete conditional distribu-
tions for the Gibbs sampler
Pr
˜
T ´
ÿ
cPΠn
J˜c P dv | Rest
¸
9
˜
v `
ÿ
cPΠn
sc
¸´n
fρpvqh
˜
v `
ÿ
cPΠn
sc
¸
dv (4.2)
Pr
´
J˜c P dsc | Rest
¯
9
¨˝
v ` sc `
ÿ
c1PΠnztcu
sc1‚˛
´n
ˆh
¨˝
v ` sc `
ÿ
c1PΠnztcu
sc1‚˛s|c|c ρpdscqIp0,Surpmasscqpscqdsc
where Surpmassc “ T ´řtc1PΠn:c1ăcu J˜c1 and we denote by c1 ă c all the indices of the
blocks of the partition which where updated before c. The cluster assignment rule is
Prpi joins cluster c1 | tJ˜cucPΠn , V, tXc˚ ucPΠn , tYiuiPrnsq
$’&’%J˜c
1F pYi P dyi | tYiuiPc1 Xc˚1q if c1 P Πn
v
MF pYi P dyi | Xc˚1q o.w.
(4.3)
According to this rule, the i-th observation will be either reassigned to an existing
cluster or to one of the M new clusters. If it is assigned to a new cluster cnew, then
we need to sample a new size-biased weight from the following complete conditional
distribution
Pr
´
J˜cnew P dscnew | Rest
¯
9fρpv ´ scnewqρpscnewqscnewIp0,vqpscnewqdscnew . (4.4)
Every time a new cluster is created, its corresponding size-biased weight needs to be
sampled. This could happen 1 ď R ď n times per MCMC iteration. Hence, it has a sig-
nificant contribution to the overall computational cost. For this reason, an independent
and identically distributed (i.i.d.) sample drawn from its complete conditional distri-
bution from Equation (4.4) is highly desirable rather than having to run an MCMC
chain to obtain a correlated sample. In the next section, how to obtain i.i.d. samples
is presented for two different subclasses of Poisson–Kingman priors. Finally, for up-
dating the cluster parameters tXc˚ ucPΠn , in the case where H0 is non-conjugate to the
likelihood, an extension of the ReUse algorithm (Favaro and Teh, 2013) is used, see
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Algorithm 14 for details.
The rest of the complete conditional distributions in Equation (4.2) do not have
a standard form so there are no available random number generators to obtain an in-
dependent and identically distributed sample from these. However, a generic MCMC
method can be applied to sample from each within the Gibbs sampler. The slice sam-
pling MCMC (Neal, 2003) is used to update the size-biased weights and the surplus
mass. However, in the σ-Stable Poisson–Kingman subclass of priors, the random vari-
able for the surplus mass has an intractable component due to the σ-Stable density.
Hence, an extra step is introduced to sample the surplus mass. In the next section, we
present two alternative ways to overcome this difficulty.
4.3 Example of classes of Poisson–Kingman priors
a) σ-Stable Poisson–Kingman processes (Pitman, 2003). Let σ P p0, 1q and
fσptq “ 1
pi
8ÿ
j“0
p´1qj`1
j!
sinppiσjqΓpσj ` 1q
tσj`1 Ip0,8qptq
the density function of a positive σ-Stable random variable and ρpdxq “ ρσpdxq :“
σ
Γp1´σqx
´σ´1dx. This class of RPMs is denoted by PKpρσ, hT , H0q where h is a function
that indexes each member of the class. See Figure 2.2 in Chapter 2 for an overall picture
of all families and subfamilies included in it. This class includes all Gibbs type priors
with parameter σ P p0, 1q, other choices of h are possible, see Gnedin and Pitman
(2006) and De Blasi et al. (2015) for a noteworthy account of this class of Bayesian
nonparametric priors and the examples given in Chapter 3. Since the density for the
surplus mass is intractable, two ways of dealing with this are proposed herein. Firstly,
an integral representation for the σ-Stable density (Kanter, 1975) is exploited in order to
introduce an auxiliary variable Z and Gibbs sample each variable. In Chapter 3 (Lomeli
et al., 2016), this was used for the construction of the marginal MCMC sampler. The
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relevant complete conditional distributions, after the augmentation, are as follows
Pr
˜
T ´
ÿ
cPΠn
J˜c P dv | Rest
¸
9
˜
v `
ÿ
cPΠn
sc
¸´n
v´
σ
1´σ exp
”
´v ´σ1´σApzq
ı
ˆ h
˜
v `
ÿ
cPΠn
sc
¸
dvIp0,t´řcPΠn scqpvq
Pr pZ P dz | Restq9Apzq exp
”
´vp´ σ1´σ qApzq
ı
dzIp0,piqpzq,
see Algorithm 12 for details.
Algorithm 12 HybridSamplerσ-PK
´
T ´řcPΠn J˜c,Πn, tYiuiPrns, tXc˚ ucPΠn , tJ˜cucPΠn , H0,M¯
for t “ 2 Ñ iter do
Slice sample P˜r
´
T ´řcPΠn J˜c P dv | rest¯
for c P Πn do
Slice sample P˜r
´
J˜c P dsc | rest
¯
pΠn, tXc˚ ucPΠnq “AddTable&ReUse
´
V,Πn,M, tYiuiPrns, tXc˚ ucPΠn , tJ˜cucPΠn , H0 | rest
¯
end for
end for
Alternatively, we can bypass the evaluation of the density of the total mass by up-
dating the surplus mass with a Metropolis-Hastings step with an independent proposal
from a Stable or from an Exponentially Tilted Stable, with tilting parameter λ. It is
straightforward to obtain i.i.d. draws from these proposals, see Devroye (2009) and
Hofert (2011) for an improved rejection sampling method for the Exponentially tilted
case. This leads to the following acceptance ratio
Pr
´
pT ´řcPΠn J˜cq1 P dv1 | Rest¯ fσpvq exp p´λvq
Pr
´
T ´řcPΠn J˜c P dv | Rest¯ fσpv1q exp p´λv1q “`
v1 `řcPΠn sc˘´n h `v1 `řcPΠn sc˘ dv1 exp p´vq`
v `řcPΠn sc˘´n h `v `řcPΠn sc˘ dv exp p´v1q ,
which allows us to bypass the point wise evaluation of the σ-Stable density altogether.
See Algorithm 13 and (14) for details .
Finally, to sample a new size-biased weight, the corresponding complete conditional
dsitribution is
Pr
´
J˜cnew P dscnew | Rest
¯
9fσpv ´ scnewqs´σcnewIp0,vqpscnewqdscnew . (4.5)
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Algorithm 13 HybridSampler-MH-σPK
´
T ´řcPΠn J˜c,Πn, tYiuiPrns, tXc˚ ucPΠn , tJ˜cucPΠn , H0,M¯
for t “ 2 Ñ iter do
for c P Πn do
Slice sample P˜r
´
J˜c P dsc | rest
¯
M-H step for P˜r
´
T ´řcPΠn J˜c P dv | rest¯ with independent proposal
Stablernd(σ) or ExpTiltStablernd(λ, σ) .
pΠn, tXc˚ ucPΠnq “ AddTable&ReUse
´
T ´řcPΠn J˜c,Πn,M, tYiuiPrns, tXc˚ ucPΠn , tJ˜cucPΠn , H0¯
end for
end for
Algorithm 14 AddTable&ReUse
´
V :“ T ´řcPΠn J˜c,Πn,M, tYiuiPrns, tXc˚ ucPΠn , tJ˜cucPΠn , H0 | rest¯
Draw tXej uMj“1 i.i.d.„ H0
for i “ 1 Ñ n do
Let c P Πn be such that i P c
cÐ cztiu
if c “ H then
k „ UniformDiscretep 1M q
Xek Ð Xc˚
Πn Ð Πnztcu
V Ð V ` J˜c
end if
Set c1according to Prpi joins cluster c1 |,Restq Ź from Equation 4.3
J˜new Ð ExactSampleNewTableSizepV, σ | restq
V Ð V ´ J˜new
if |c1| “ 1 then
Πn Ð Πn Y ttiuu
X˚tiu Ð Xec1
Xec1 „ H0
else
c1 Ð c1 Y tiu
end if
end for
for c P Πn do
Sample from the posterior Xc˚ „ F p¨ | tYiuiPcq
end for
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Fortunately, we can obtain an i.i.d. draw from Equation (4.5) due to our identity
in distribution for the usual stick breaking weights for any prior in this class such that
σ “ uv where u ă v are coprime integers. These weights are then reparameterised to
obtain the new size-biased weight, see Algorithm 15 and Chapter 3, Section 3.6 for
details about these distributional identities (Favaro et al., 2014a).
Algorithm 15 ExactSampleNewTableSizepV, σ | restq
if σ “ 0.5 then
G „ Gamma ` 34 , 1˘
IG „ Inverse Gamma ` 14 , 143V ´2˘
Vstick “
?
G?
G`?IG
J˜new “ VstickV
else
if σ ă 0.5 && σ “ uσvσ , uσ, vσ P N then
λ “ u2σ{v
vσ
uσ
σ
IG „ Inverse Gamma
´
1´ uσvσ , λ
¯
1
G „ ET
´
λ, L
´1{u
uσ
vσ
¯
Ź Samples an exponentially tilted random variable which
consists of a product of Gamma and Beta random variables.
Vstick “ GG`IG
J˜new “ VstickV
end if
end if
b) ´ logBeta-Poisson–Kingman processes (Regazzini et al., 2003; von Re-
nesse et al., 2008). Let
fρptq “ Γpa` bq
ΓpaqΓpbq exp p´atq p1´ expp´tqq
b´1
be the density of a positive random variable T
d“ ´ log Y , where Y „ Betapa, bq and
ρpxq “ expp´atqp1´expp´btqqtp1´expp´tqq . This class of RPMs generalises the Gamma process but has
the same asymptotic properties, namely |Πn| „ a logpnq. Indeed, if we take b “ 1 and
the density function for T is γptq “ fρptq, we recover the Le´vy measure of a Gamma
process. In this case, to sample a new size-biased weight, the corresponding complete
conditional distribution is
Pr
´
J˜cnew P dscnew | Rest
¯
9p1´ exppscnew ´ vqq
b´1 p1´ expp´bscnewqq
1´ expp´scnewq dscnewIp0,vqpscnewq.
If b ą 1, this complete conditional distribution is a monotone decreasing unnormalised
density with maximum at b. We can easily get an i.i.d. draw with a simple rejection
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sampler (Devroye, 1986) with proposal is Up0, vq , where the rejection rate is bv. There
is no other known sampler for this process.
4.4 Relationship to marginal and conditional MCMC sam-
plers
If we start from Proposition 2, another strategy is to reparameterise the model in
terms of the stick breaking weights. A random truncation level is chosen in order to
represent finitely many sticks (Favaro and Walker, 2012) and there will be both sticks
associated to empty and occupied clusters. In this representation of the model the
partition is not sampled but some allocation variables are represented that encode the
cluster assignment to one of the represented sticks after truncation per data point.
Alternatively, we can integrate out the random probability measure and sample only
the induced partition to construct a marginal MCMC sampler, as in Chapter 3 and in
Lomeli et al. (2016). Conditional samplers have large memory requirements as often, the
number of sticks needed can be very large. Furthermore, the conditional distribution of
the stick length is quite involved and dependent on the other sticks for general σ-Stable
Poisson–Kingman priors other than the Pitman–Yor or Dirichlet process cases. For
this reason, the conditional MCMC samplers could have slow running times. Marginal
samplers have less storage requirements than conditional samplers but could potentially
have worse mixing properties. ??he hybrid sampler presented herein exploits the
advantages of both marginal and conditional MCMC samplers. It has less memory
requirements since it only represents the size-biased weights associated to occupied
clusters as opposed to conditional samplers which represent both empty and occupied
clusters. Also, since it does not integrate out all of the size-biased weights, we obtain
a more comprehensive representation of the RPM.
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4.5 Relationship between size-biased and stick breaking
parameterisations
t  J˜1
t  J˜1   J˜2
t  J˜1   J˜2   J˜3
...
0 T = tJ˜1J˜2J˜3
Figure 4.3: Generative process of
PKP
1  V1
(1  V1)(1  V2)
(1  V1)(1  V2)(1  V3)
...
0 1V1V2(1  V1)...
Figure 4.4: Pitman–Yor’s stick
breaking construction
T „ γ
J˜1 | T „ SBSpT q
J˜2 | T, J˜1 „ SBS
´
T ´ J˜1
¯
...
J˜` | T, J˜1, . . . , J˜`´1 „ SBS
˜
T ´
ÿ
iă`
J˜i
¸
...
the corresponding weights are:
pi`
d“ J˜`
T ´řjă` J˜j
Z1 „ Betapz1 | 1´ σ, θ ` σq
Z2 „ Betapz2 | 1´ σ, θ ` 2σq
...
Z` „ Betapz` | 1´ σ, θ ` `σq
...
pi`
d“ Z`
ź
jă`
p1´ Zjq.
In Chapter 2 Section 2.5, we reviewed the PKP generative process from Figure 4.3,
it is reminiscent of the well-known stick breaking construction from Ishwaran and
James (2001), where a stick of length one is broken, as in Figure 4.4, but it is not
the same. As mentioned previously, we can reparameterise the model, starting with
Equation (2.24), and obtain the corresponding joint distribution in terms of N p0, 1q-
valued stick-breaking weights tpijuNj“1, where N is the number of represented sticks after
trunctation (Favaro and Walker, 2012). This joint distribution is for a general Le´vy
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measure ρ, density fρ and it is conditioned on the valued of the random variable T . We
can then recover the well-known Stick breaking representations for the Dirichlet and
Pitman–Yor processes, for a specific choice of ρ, if we integrate out T . For instance, the
Pitman–Yor stick breaking representation (Ishwaran and James, 2001) can be recovered
from the size-biased sampling (SBS) generative process of Section 2.5 after integrating
out the total mass T , a change of variables and the following distribution for the total
mass is substituted
γPYptq “ Γpθ ` 1q
Γp θσ ` 1q
t´θfσptqIp0,8qptq, θ ą ´σ
where fσ is the density of a σ-Stable random variable. However, in general, these stick
random variables, denoted by Zj
d“ pij1´ř`ăj pi` , form a sequence of dependent random
variables with a complicated distribution, except for the two previously mentioned
processes, see Pitman (1996) for details.
4.6 Performance assesssment
We illustrate the performance of our hybrid MCMC sampler on a range of Bayesian
nonparametric mixture models, obtained by different specifications of ρ and γ. These
Bayesian nonparametric priors were chosen from both the σ-Stable and the -logBeta
Poisson–Kingman classes, presented in Section 4.3. We chose the base distribution H0
and the likelihood term F for cluster c to be
H0pdµcq “ N
`
dµc | µ0, σ20
˘
and F ptYi P dyiuiPc | µc, τ1q “śiPcN `xi | µc, σ21˘ .
tYjujPc are the observations assigned to cluster c at some iteration. N denotes a
Normal distribution with mean µc and variance σ
2
1, a common parameter among all
clusters. The mean’s prior distribution is Normal, centered at µ0 and with variance
σ20. Although the base distribution is conjugate to the likelihood, we treated it as non-
conjugate case and sampled the parameters at each iteration rather than integrating
them out.
We used the dataset from Roeder (1990), introduced previously in Chapter 3, to
test the algorithmic performance in terms of running time and effective sample size
(ESS), as Table 4.1 shows. For the σ-Stable Poisson–Kingman class, we compared it
against our implementation of the conditional MCMC sampler by Favaro and Walker
(2012) and against the marginal sampler of Chapter 3 (Lomeli et al., 2016). We chose
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Algorithm σ Running time ESS(˘std)
Pitman–Yor process (θ “ 10)
Hybrid 0.3 7135.1(28.316) 2635.488(187.335)
Hybrid-MH (λ “ 0) 0.3 5469.4(186.066) 2015.625(152.030)
Conditional 0.3 NA NA
Marginal 0.3 4685.7(84.104) 2382.799(169.359)
Hybrid 0.5 3246.9(24.894) 3595.508(174.075)
Hybrid-MH (λ “ 50) 0.5 4902.3(6.936) 3579.686(135.726)
Conditional 0.5 10141.6(237.735) 905.444(41.475)
Marginal 0.5 4757.2(37.077) 2944.065(195.011)
Normalized Stable process
Hybrid 0.3 5054.7(70.675) 5324.146(167.843)
Hybrid-MH (λ “ 0) 0.3 7866.4(803.228) 5074.909(100.300)
Conditional 0.3 NA NA
Marginal 0.3 7658.3(193.773) 2630.264(429.877)
Hybrid 0.5 5382.9(57.561) 4877.378(469.794)
Hybrid-MH (λ “ 50) 0.5 4537.2(37.292) 4454.999(348.356)
Conditional 0.5 10033.1(22.647) 912.382(167.089)
Marginal 0.5 8203.1(106.798) 3139.412(351.788)
Normalized Generalized Gamma process (τ “ 1)
Hybrid 0.3 4157.8(92.863) 5104.713(200.949)
Hybrid-MH (λ “ 0) 0.3 4745.5(187.506) 4848.560(312.820)
Conditional 0.3 NA NA
Marginal 0.3 7685.8(208.98) 3587.733(569.984)
Hybrid 0.5 6299.2(102.853) 4646.987(370.955)
Hybrid-MH (λ “ 50) 0.5 4686.4(35.661) 4343.555(173.113)
Conditional 0.5 10046.9(206.538) 1000.214(70.148)
Marginal 0.5 8055.6(93.164) 4443.905(367.297)
-logBeta (a “ 1, b “ 2)
Hybrid - 2520.6(121.044) 3068.174(540.111)
Conditional - NA NA
Marginal - NA NA
Table 4.1: Running times in seconds and ESS averaged over 10 chains, 30,000 iterations, 10,000 burn
in.
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only to compare the hybrid sampler against these existing approaches since they also
follow the same general purpose paradigm.
Table 4.1 shows that different choices of σ result in differences in the running times
and ESS. When σ “ 0.5, there are readily available random number generators for
the stick variables, and the computational cost does not increase. In contrast, when
σ “ 0.3, a rejection sampler method is needed every time a new size-biased weight is
sampled. This increases the computational cost, see Favaro et al. (2014a) for details
about the improved rejection sampler. In most cases, both marginal and conditional
MCMC schemes are outperformed in terms of running times and in all cases, in terms of
ESS. In the Hybrid-MH case, even thought the ESS and running times are competitive,
we found that the acceptance rate is not optimal. Finally, for the -logBeta Poisson–
Kingman processes of Example b), our approach is the only one available and it has good
running times and ESS. This qualitative comparison confirms our previous statements
about our novel approach.
4.7 Summary of this Chapter
In this Chapter, a novel MCMC is presented based on the generative process for
Poisson–Kingman priors. The auxiliary sequence of size-biased weights can be sam-
pled retrospectively since a new size-biased weight needs to be sampled only when
we observe a new cluster. This property allows us to only represent those size-biased
weights associated to observations, as opposed to a conditional MCMC sampler, were
there is a need to represent weights for both empty and occupied clusters. In our exper-
iments, our hybrid MCMC scheme outperforms both marginal and conditional MCMC
samplers in running times in most cases and in ESS in all cases.
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Chapter 5
SMC sampler for a sequential
scenario
The aim of this chapter is to introduce various SMC samplers for Bayesian sequential
inference. Specifically, in this sequential scenario, the dataset is not available in batch
mode but each datapoint is obtained one by one. The posterior distribution is then
computed every time a new datapoint is observed and a marginal likelihood estimate
is repeatedly obtained. A Bayesian hypothesis test is then performed to compare two
competing hypotheses. The first two SMC schemes are for an infinite mixture model
with priors that belong to the σ-Stable Poisson–Kingman class. In Chapter 2, an infinite
mixture model was motivated as a limit of a finite mixture model, when the total number
of components tends to infinity. In other words, the prior assigns all its mass to an
infinite total number of components. In contrast, the third SMC scheme presented
herein can be used for inference in a mixture of finite mixtures (MFM): a model where
the prior for the total number of components assigns a positive probability to any total
number of mixture components m P N. The infinite mixture model is repeatedly tested
against the MFM, as we observe more data with a Bayes factor test (Kass and Raftery,
1995). Alternatively, a predictive likelihood test (Geweke and Amisano, 2010) could
be used. Our main goal is to answer a rather philosophical question: will the Bayesian
nonparametric model’s unbounded complexity benefit our posterior inferences about
the number of components through better marginal likelihood estimates soon enough?
Indeed, in an infinite mixture model, the number of occupied components is always
finite but it is unbounded and grows as a function of the number of observations. In
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contrast, the MFM could saturate, under a misspecified model scenario, with respect to
the mean number of occupied components. In other words, the MFM model might not
adapt or learn more components as we observe more data, in the scenario where the true
number of components is large but we assume a priori a small number of components.
One way that the adaptability of the Bayesian nonparametric model can be observed is
sequentially, regardless of whether we obtained all the data at once or successively. This
is because the number of occupied components of the infinite mixture model grows sub
linearly with respect to the data size. Hence, the only reasonable scenario to construct
such a Bayesian hypothesis test is sequentially.
This question has been formulated before (Miller and Harrison, 2015) but we are
not aware of any Bayesian tests for a quantitative comparison. Furthermore, in some
cases, having a Bayesian nonparametric component could not be justified. Hence, the
proposed alternative of using a MFM model with different prior distributions for the
total number of components is a reasonable choice. Our aim is to potentially show that
the latter alternative imposes too much structure and is computationally difficult or
inexact for certain choices of prior. The asymptotic results from Gnedin et al. (2007),
which justify the Bayesian nonparametric model’s unbounded complexity, are very el-
egant but what are their statistical implications in terms of predictive performance?,
will we ever reach the asymptotic regime?
Firstly, we construct the three SMC samplers. The first scheme can only be applied
to two members of the σ-Stable Poisson–Kingman class, the Pitman–Yor and the Nor-
malised Generalised Gamma process, due to a sampling difficulty; it relies on a result
from Arbel et al. (2015). The second scheme is for a larger subclass, the PG class
with σ ď 0.5 (James, 2013), first reviewed in Example 9 of Chapter 3. It uses the
same generative process and corresponding characterisations exploited in the proposed
MCMC scheme of Chapter 3 (Lomeli et al., 2015). The third scheme is an approximate
SMC which includes all Gibbs type priors with parameter σ P p´8, 1q. It relies on
unbiased and positive Monte Carlo estimators, one of which can be obtained due to a
distributional identity given in Ho et al. (2008). Finally, we review the Bayes factor,
an existing model criticism tool, and use it in a numerical illustration for our present
context.
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5.1 Gibbs type priors
In Chapter 2, the finite dimensional distributions which correspond to exchangeable
random partitions of N were reviewed. These are called exchangeable partition prob-
ability functions (EPPF) and specify the law of the restriction of an infinite partition
to the first n integers, n P N, denoted by Πn, with k blocks and n` is the size of the
`-th block, ` “ 1, . . . , k. Furthermore, an EPPF is Gibbs type if it has the following
mathematically convenient factorised form
Pr pΠn “ piq “ Vn,k
kź
`“1
p1´ σqn`´1Ò1 .
p1´ σqn`´1Ò1 denotes the ascending factorial, see the Appendix A.2 for details of how
to compute this quantity. The first term specifies the probability of having k blocks
in a partition of rns; it only depends on n and k. Each term in the product specifies
the probability that the `-th block has cardinality n`. See De Blasi et al. (2015) for a
comprehensive review about Gibbs type priors. The predictive distribution is given by
Pr pXn`1 P ¨ | X1 . . . , Xnq “ Vn`1,k`1
Vn,k
H0p¨q ` Vn`1,k
Vn,k
kÿ
`“1
pn` ´ σqδX˚` p¨q. (5.1)
All Gibbs type priors have the remarkable property that the Vn,k parameters satisfy
the following backward recursive equation
Vn,k “ pn´ σkqVn`1,k ` Vn`1,k`1
1 “ pn´ σkqVn`1,k
Vn,k
` Vn`1,k`1
Vn,k
. (5.2)
In the species sampling literature, Gibbs type priors have been used to compute
estimators for the species discovery probability from a Bayesian point of view. Some
estimators have been obtained which are analogous to frequentist estimators of these
probabilities, see Bunge and Fitzpatrick (1993) and Bunge et al. (2014) for a review
of the species sampling problem and Lijoi et al. (2007a) for a Bayesian nonparametric
approach and references therein.
Given a sample of n observations pX1, . . . , Xnq from a Gibbs type random proba-
bility measure, the probability that the n ` 1-th draw coincides with an existing type
in the sample with frequency r, r P t0, . . . , nu, is called the discovery probability, it
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is denoted by Dnprq. Let A0 be the set that specifies a new type, and Ar, the set
that specifies all the existing types with frequency r in a sample of size n, respectively.
Specifically,
A0 “ Xz tX1˚ , . . . , Xk˚ u ,
Ar “ tXi˚ : n` “ ru , r “ 1, . . . , n, ` “ 1, . . . , k
mr “ |Ar|. (5.3)
Let 0 ď k ď n be the number of existing types in a sample of size n, each type is
denoted by X ˚`, ` “ 1, . . . , k, with corresponding frequency n`; and X is the space of
all types, which has infinitely countably many. The r-th discovery probability can be
obtained using the system of predictive distributions of Equation (5.1) for any Gibbs
type prior by evaluating it in the sets A0 and Ar from Equation (5.3), where
Dnp0q “ Pr pXn`1 P A0 | X1, . . . , Xnq
“ EP pP pA0q | X1, . . . , Xnq
“ Vn`1,k`1
Vn,k
(5.4)
and
Dnprq “ Pr pXn`1 P Ar | X1, . . . , Xnq
“ EP pP pArq | X1, . . . , Xnq
“ pr ´ σq ˆmr Vn`1,k
Vn,k
.
Both quantities are expectations with respect to the law of a random discrete distri-
bution, denoted by P and its law is denoted by P, namely P „ P, this fact will be
used in the next section. The distributional identity from Arbel et al. (2015) is used
to obtain an unbiased and positive estimator of the ratio given by Equation (5.4) and
Equation (5.2) is used to compute its complement. These two estimators are then used
as an input for an SMC sampler. So far, estimators for these ratios can only be obtained
for two noteworthy members of the σ-Stable Poisson–Kingman class the Pitman–Yor
and Generalised Gamma processes. This first scheme uses unbiased and positive esti-
mators for both the proposal and for the weights of an SMC algorithm. The nested
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Sequential Monte Carlo algorithm (Naesseth et al., 2015) is an example of the former.
They propose to use an unbiased and positive estimator of the proposal distribution in
an Sequential Monte Carlo algorithm provided that it is properly weighted with respect
to the proposal distribution. They show that the Nested SMC is an example of a pseudo
marginal MCMC, first introduced in Andrieu and Roberts (2009). The random weight
Sequential Monte Carlo algorithm (Fearnhead et al., 2010) is an example of the latter.
They propose to use an unbiased and positive estimator of the weights in an Sequential
Monte Carlo algorithm. We believe that the results from these two references could
be tailored to show that our algorithm results in an exact approximation but it is only
a conjecture. In the next sections, two more SMC schemes are presented that can be
used for a larger subclass of the σ-Stable Poisson–Kingman family of priors.
5.2 A first SMC sampler
Algorithm 16 SMC
Πp1 “ tt1uu ,@p P t1, . . . , Lu
for i “ 2 : n do
for p “ 1 : L do
Rˆi,|Πpi´1| “MonteCarloEstimatepθ, σ, i, |Π
p
i´1|q
Rˆi,|Πpi´1|`1 “ 1´ pi´ σ|Π
p
i´1|qRˆi,|Πpi´1|
Set c
1
according to
Pr
´
i joins cluster c
1 | Πpi´1,y1:i´1, Rˆi,|Πpi´1|, Rˆi,|Πpi´1|`1
¯
Ź from Equation (5.6)
if |c1 | “ 1 then
Πpi “ Πpi´1 Y ttiuu
else
c1 “ c1 Y tiu, c1 P Πpi´1
Πpi “ Πpi´1
end if
Compute weight
wpi9wpi´1 ˆ Pr
´
Yi P dyi | Πpi ,y1:i´1, Rˆi,|Πpi´1|, Rˆi,|Πpi´1|`1
¯
Ź from Equation (5.7)
end for
Normalise the weights w˜pi “ w
p
iřL
j“1 w
j
i
ESS“ 1řL
p“1pw˜pi q2
if ESSă threshˆ L then
Resample p1 „ Multinomial `w˜1i , . . . , w˜Li ˘ ,@p P t1, . . . , Lu
Πpi “ Πp
1
i Ź The p-th particle inherits the entire path of the p1-th particle, we
are resampling at every step.
end if
end for
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In Algorithm 16, the pseudocode for the first SMC sampler proposed herein is
presented. At first sight, it is ready to use for any Gibbs type prior but it is not clear
how to obtain an unbiased and positive estimator for the ratio Rˆi,|Πpi´1|. Let us denote
the estimators for the ratios of interest as follows
pRi,|Πpi´1| “ {Vi,|Πpi´1|Vi´1,|Πpi´1|
pRi,|Πpi´1|`1 “ {Vi,|Πpi´1|`1Vi´1,|Πpi´1| (5.5)
If the posterior is used as the proposal, the corresponding cluster assignment conditional
probability is
Pr
´
i joins cluster c1 | Πpi´1,y1:i´1, Rˆi,|Πpi´1|, Rˆi,|Πpi´1|`1
¯
9$&% pRi,|Πpi´1|p|c1| ´ σqF
´
Yi P dyi | tyjujPc1
¯
if c1 P Πpi´1pRi,|Πpi´1|`1F pYi P dyiq o.w.
,.- (5.6)
where F
´
Yi P dyi | tyjujPc
¯
“ ş F pYi P dyi | xq f ´x | tyjujPc¯ dx, and
Pr
´
Yi P dyi | Πpi ,y1:i´1, Rˆi,|Πpi´1|, Rˆi,|Πpi´1|`1
¯
“ pRi,|Πpi |F pYi P dyiq
` pRi,|Π`i | ÿ
c1PΠpi
p|c1| ´ σqF pYi P dyi | tyjujPc1q. (5.7)
If the prior is used as the proposal, the corresponding cluster assignment probability is
Pr
´
i joins cluster c1 | Πpi´1,y1:i´1, Rˆi,|Πpi´1|, Rˆi,|Πpi´1|`1
¯
9
$&% pRi,|Πpi´1|p|c1| ´ σq if c1 P Π
p
i´1pRi,|Πpi´1|`1 o.w.
,.-
(5.8)
and
Pr pYi P dyi | Πpi ,y1:i´1q “ F
´
Yi P dyi | tyjujPc
¯
, i P c (5.9)
There are two noteworthy cases, namely the Pitman–Yor and Generalised Gamma
processes, where it is possible to obtain unbiased and positive estimators of the ratio of
interest from Equation (5.5) (Arbel et al., 2015). The ratios of interest are expectations
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with respect to the law of a random discrete distribution, P, either the Pitman–Yor or
the Generalised Gamma processes, as mentioned in the previous section. We can then
easily obtain a Monte Carlo estimate of this expectation due to the following identities
in distribution. See Arbel et al. (2015) for the complete proof for this result.
The Pitman–Yor process PPY is described in Chapter 3, Example 7, in terms of
a specific tilting function which parameterises the σ-Stable Poisson–Kingman class of
priors. A Monte Carlo estimate of the 0-th discovery probability can be obtained by
repeatedly sampling from the distributional identity of Equation (5.10) as follows.
Let Wa,b be a random variable that is a quotient of random variables
Wa,b “ bRσ,b
bRσ,b `Ga,1
such that Ga,1 is independent of Rσ,b and
Ga,1 „ Gammapa, 1q
Rσ,b „ ET pb, Sσq
Sσ „ fσ.
ET pb, xq is an exponentially tilted distribution of X with tilting parameter b. Let
G θ
σ
`k „ Gamma
`
θ
σ ` k, 1
˘
is a Gamma random variable with shape parameter θσ ` k
and scale parameter 1, and ZPY
d“ G1{σθ
σ
`k is a random variable with density given by
fZPY pzq “
σ
Γp θσ ` kq
zθ`σk´1 exp p´zσqIp0,`8qpzq.
Then,
PPY pA0q | pX1, . . . , Xnq d“Wn´σk,ZPY
d“ βθ`kσ,n´σk
pDPYn p0q “ 1Ns
Nsÿ
j“1
βθ`kσ,n´σkpjq (5.10)
where βa,b is a Beta random variable with parameters a and b and Ns is the number
of Monte Carlo samples. Analogously, a Monte Carlo estimate of the r-th discovery
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probability is obtained by repeatedly sampling from the random variable
PPY pArq | pX1, . . . , Xnq d“ p1´Wn´σk,ZPY q ˆ βpr´σqˆmr,n´σk´pr´σqˆmr
d“ βpr´σqˆmr,θ`n´pr´σqˆmr
pDnprq “ 1
Ns
Nsÿ
j“1
βpr´σqˆmr,θ`n´pr´σqˆmrpjq. (5.11)
The Normalised Generalised-Gamma process, denoted by PGG, is a random discrete
distribution with a Le´vy measure for the random weights given by
ρpdsq “ 1
Γp1´ σqs
´σ´1 exp p´τsq, σ P p0, 1q, τ ą 0.
Alternatively, the NGG process can be described as in Example 6 of Chapter 3, in terms
of a specific tilting function which parameterises the σ-Stable Poisson–Kingman class
of priors. A Monte Carlo estimate of the 0-th discovery probability can be obtained by
repeatedly sampling from the distributional identity of Equation (5.13) as follows. Let
ZGG be a random variable with density
fZGGpzq “
σzσk´npz ´ τqn´1 exp p´zσqIpτ,`8qpzqřn´1
i“0
`
n´1
i
˘p´τqiΓpk ´ iσ; τσq
where the incomplete Gamma function is given by
Γpa; bq “
ż `8
b
xa´1 expp´xqdx. (5.12)
Then,
PGGpA0q | pX1, . . . , Xnq d“Wn´σk,ZGG
pDGGn p0q “ 1Ns
Nsÿ
j“1
Wn´σk,ZGGpjq (5.13)
where Ns is the number of Monte Carlo samples. Analogously, a Monte Carlo estimate
of the r-th discovery probability is obtained by repeatedly sampling from the random
88
variable
PGGpArq | pX1, . . . , Xnq d“ βpr´σqˆmr,n´σk´pr´σqˆmr
ˆ p1´Wn´σk,ZGGq
pDnprq “ 1
Ns
Nsÿ
j“1
βpr´σqˆmr,n´σk´pr´σqˆmrpjq
ˆ p1´Wn´σk,ZGGpjqq. (5.14)
If the change of variables is performed with the density of ξ “ ZσGG given by Equa-
tion (5.12), with Jacobian given by |dZGGdξ | “ 1σ ξ1{σ´1, then, the corresponding density
is
fξpξq “ ξ
kp1´nq{σ´1pξ1{σ ´ τqn´1 exp p´ξqIpτσ ,`8qpzqřn´1
i“0
`
n´1
i
˘p´τqiΓpk ´ iσ; τσq . (5.15)
The density from Equation (5.15) is log-concave so an adaptive rejection sampling
scheme (Gilks and Wild, 1992) can be used to sample from it. In Equations (5.11)
and (5.14) how to obtain the r-th discovery probabilities estimates is reviewed for
completeness, but the 0-th case is the only case of interest, given in Equations (5.10)
and (5.13). Furthermore, the complement can be obtained due to the Vn,k parameter’s
backward recursion from Equation (5.2). In the next section, the second SMC scheme
is presented as well as the corresponding algorithmic details.
5.3 An auxiliary SMC sampler for the PGpσ ď 0.5q class
In this section, a particle filter based on an augmentation is proposed. Ideally, we
should build exact algorithms so that we do not need to deal with the approximation
error introduced by targeting an approximate posterior but a rigorous proof ought to
be included to verify the exactness of the proposed scheme. This scheme is for the
PG class with σ ď 0.5, given in Example 9 of Chapter 3 (James, 2013), first used in
Favaro et al. (2014b) for inference in mixture models with priors from this class. We
again exploit the generative process for the σ-Stable Poisson–Kingman family of priors
from Proposition 2 in Chapter 2, and the characterisations of Pitman (2003) used in
the hybrid MCMC sampler of Chapter 4 (Lomeli et al., 2015) to build an auxiliary
SMC algorithm, in the spirit of Griffin (2011) for NRMI mixture models. Indeed,
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Griffin (2011) uses the auxiliary variable characterisation given in James et al. (2009)
of NRMIs. Analogously, if we start with the generative process described in Chapter 2
for Poisson–Kingman priors, denoted by PKpρ, ht, H0q, where ρ is the Le´vy measure,
ht is the density for the total mass and H0 is the base distribution, then the following
joint distribution is obtained
Prρ,hpΠn “ pc`q`Prks, J˜` P ds` for ` P rks, T ´
kÿ
`“1
J˜` P dvq
“ pv `
kÿ
`“1
s`q´nh
˜
v `
kÿ
`“1
s`
¸
fρpvq
kź
`“1
s
|c`|
` ρpds`q.
Then,
Prρ,hpΠn “ pc`q`Prksq (5.16)
“ EV,J˜1,...,J˜k
«
pv `
kÿ
`“1
s`q´nh
˜
v `
kÿ
`“1
s`
¸
fρpvq
kź
`“1
s
|c`|
` ρpds`q
ff
.
V is the surplus mass and the corresponding represented weights are
´
J˜`
¯
`Prks
. Thus,
the posterior distribution for the partition is expressed as an expectation with respect
to the auxiliary variables. After substituting the σ-Stable Le´vy measure, the surplus
mass can be sampled and the represented weights are the auxiliary variables that can
be introduced. See Algorithm 17 for details.
The conditional probabilities have the following convenient form
Pr
¨˝
i joins cluster c’ | Πpi´1,y1:i´1,
!
J˜` P ds`
)|Πpi´1|
`“1
, T ´
ÿ
`ď|Πpi´1|
J˜` P dv‚˛ (5.17)
9
$&% sc1F
´
Yi P dyiq | tyjujPc1
¯
if c1 P Πpi´1
vF pYi P dyiq o.w.
,.-
where
F pYi P dyiq “
ż
F pYi P dyi | xqH0pdxq
F
´
Yi P dyiq | tyjujPc
¯
“
ż
F pYi P dyi | xq f
´
x | tyjujPc
¯
dx.
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Algorithm 17 AuxiliarySMC
Πp1 “ tt1uu ,@p P t1, . . . , Lu
Sample T=GenerallyTiltedStablepht, σ, Lq
J˜1=ExactSampleNewTableSizepT, σ, Lq
for i “ 2 : n do
for p “ 1 : L do
Set c1 according to
Pr
ˆ
i joins cluster c’ | Πpi´1,y1:i´1,
!
J˜` P ds`
)|Πpi´1|
`“1
, T ´ř`ď|Πpi´1| J˜` P dv
˙
Ź from
Equation (5.17)
if |c1| “ 1 then
Πpi “ Πpi´1 Y ttiuu
J˜|Πpi |=ExactSampleNewTableSize
´
V :“ T ´ř`ď|Πpi´1| J˜`, σ¯
V “ V ´ J˜|Πpi |
else
c1 “ c1 Y tiu , c1 P Πpi´1
Πpi “ Πpi´1
end if
Compute weight
wpi9wpi´1 ˆ Pr
ˆ
Yi P dyi | Πpi ,y1:i´1,
!
J˜` P ds`
)|Πpi´1|
`“1
, T ´ř`ď|Πpi´1| J˜` P dv
˙
Ź from
Equation (5.18)
end for
if ESSă threshˆ L then
Resample p1 „ Multinomial `w˜1i , . . . , w˜Li ˘ ,@` P t1, . . . , Lu, Πpi “ Πp1i Ź The
p-th particle inherits the entire path of the p1-th particle, see Section 5.1.
end if
end for
Algorithm 18 ExactSampleNewTableSizepV, σq
if σ “ 0.5 then
G „ Gamma `34 , 1˘
IG „ Inverse Gamma `14 , 143V ´2˘
Vstick “
?
G?
G`?IG
J˜new “ VstickV
else
if σ ă 0.5 && σ “ uσvσ , uσ, vσ P N then
λ “ u2σ{v
vσ
uσ
σ
IG „ Inverse Gamma
´
1´ uσvσ , λ
¯
1
G „ ET
ˆ
λ, L
´1{u
uσ
vσ
˙
Ź Samples an exponentially tilted random variable. See
Chapter 3, Section 3.6 for details about these distributional identities (Favaro et al.,
2014a)
Vstick “ GG`IG
J˜new “ VstickV
end if
end if
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and
Pr
¨˝
Yi P dyi | Πpi ,y1:i´1,
!
J˜` P ds`
)|Πpi´1|
`“1
, T ´
ÿ
`ď|Πpi´1|
J˜` P dv‚˛ (5.18)
“ v
t
F pYi P dyiq `
ÿ
cPΠpi
sc
t
F pYi P dyi | tyjujPcq.
If the prior for the allocation variables is used as a proposal, then
Pr
¨˝
i joins cluster c’ | Πpi´1,
!
J˜` P ds`
)|Πpi´1|
`“1
, T ´
ÿ
`ď|Πpi´1|
J˜` P dv‚˛ (5.19)
9
$&% sc1 if c1 P Π
p
i´1
v o.w.
,.-
and
Pr pYi P dyi | Πpi ,y1:i´1q “ F
´
Yi P dyi | tyjujPc
¯
, i P c. (5.20)
A remarkable fact is that the conditional distribution of the new size-biased weight
given the previous ones, the current partition and the total mass, depends only on
the surplus mass, since, the sequence of surplus masses forms a Markov chain. This
fact was mentioned in Chapter 2, when the generative process for size-biased sampling
from a general Poisson–Kingman random probability measure is explained. The main
difference is that, in the generative process, the sequence of surplus masses forms a
Markov chain a priori, this is also true conditionally on everything else. Hence, we can
use the identity of distribution given in Favaro et al. (2014a), for σ ď 0.5, to produce
an exact sample of the size-biased weight when the i-th observation is assigned to a
new block, as in Algorithm 18. However, Algorithm 17 relies on being able to sample
exactly the total mass from a generally tilted distribution. This forbids the use of all
priors in the σ-Stable Poisson–Kingman class since it is only possible to sample from a
polynomially or exponentially tilted stable distributions with the rejection samplers of
Devroye (2009) and Hofert (2011) which correspond to the Pitman–Yor and Generalised
Gamma processes, respectively. However, due to the relationship between the two
processes introduced in Perman et al. (1992) and reviewed in Appendix A.4, we can
effectively construct a sampler for all members of the PGpσ ď 0.5) class (James, 2013).
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Indeed, the generative process for sampling from an exponentially tilted Stable random
variable with randomised tilting parameter is
G „ fG
X | G „ ExpTiltedStablepG 1σ q. (5.21)
For different choices of fG different members of the PG class can be recovered. If
we choose fG :“ Gammap1, kq then the Pitman-Yor process is obtained. In the next
section, another SMC scheme is proposed for the entire class of Gibbs type priors with
σ P p´8, 1q, but it is no longer an exact inference scheme.
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Figure 5.1: Ilustration of the auxiliary variable SMC for L “ 3 particles. From left to
right, top to bottom: each node represents adding observation i-th to the p-th particle
path, with corresponding surplus mass V pi , partition Π
p
i and vector of k
p “ |Πpi | size-
biased weights Sp “
”
J˜p1 , . . . , J˜kp
ı
. The dotted line represents the resampling step when
the p-th particle inherits the p1-th particle’s path.
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5.4 An approximate SMC sampler for Gibbs type priors
In this section, an approximate SMC algorithm is presented for all Gibbs type priors
with σ P p´8, 1q. The sampler is no longer exact because, even though an unbiased
and positive estimator for the Vn,k can be obtained with the distributional identities
of Equations (5.26) and (5.30), the ratio of unbiased estimators is no longer unbiased.
See Jacob and Thiery (2015) for an interesting result about the difficulty in obtaining
simultaneously non-negative and unbiased estimators.
Algorithm 19 ApproxSMC
Πp1 “ tt1uu ,@p P t1, . . . , Lu
for i “ 2 : n do
for p “ 1 : L do
Let pVpi´1,i,|Πpi´1|q :“ ”Vˆi´1,|Πpi´1|, Vˆi,|Πpi´1|, Vˆi,|Πpi´1|`1ıpVpi´1,i,|Πpi´1|q=MonteCarloEstimatepi, |Πpi´1|, σqŹ from Equation (5.30), if σ ă 0 or from Equation (5.26), if σ P p0, 1q
Set c
1
according to
Pr
´
i joins cluster c
1 | Πpi´1,y1:i´1, pVpi´1,i,|Πpi´1|q¯ Ź from Equation (5.22)
if |c1 | “ 1 then
Πpi “ Πpi´1 Y ttiuu
else
c1 “ c1 Y tiu, c1 P Πpi´1
Πpi “ Πpi´1
end if
Compute weight
wpi9Pr
´
Yi P dyi | Πpi ,y1:i´1,Vpi´1,i,|Πpi´1|q
¯
Ź from Equation (5.23)
end for
Normalise the weights w˜pi “ w
p
iřL
j“1 w
j
i
ESS“ 1řL
`“1 pw˜pi q2
if ESSă threshˆ L then
Resample p1 „ Multinomial `w˜1i , . . . , w˜Li ˘ ,@p P t1, . . . , Lu
Πpi “ Πp
1
i Ź The p-th particle inherits the entire path of the p1-th particle, we
are resampling at every step.
end if
end for
The conditional probability for the allocation variables, for any member of the Gibbs
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type priors, if estimators of the Vn,k are used, denoted by pVn,k, is
Pr
´
i joins cluster c1 | Πpi´1,y1:i´1, pVpi´1,i,|Πpi´1|q¯9$’’’&’’’%
Vˆ
i,|Πp
i´1|
Vˆ
i´1,|Πp
i´1|
p|c1| ´ σqF pYi P dyi | tyjujPc1q if c1 P Πpi´1
Vˆ
i,|Πp
i´1|`1
Vˆ
i´1,|Πp
i´1|
F pYi P dyiq o.w.
,///.///- (5.22)
p
´
yi | Πpi ,y1:i´1,Vpi´1,i,|Πpi´1|q
¯
“
Vˆi,|Πpi´1|`1
Vˆi´1,|Πpi´1|
F pYi P dyiq
`
Vˆi,|Πpi´1|
Vˆi´1,|Πpi´1|
ÿ
c1PΠpi´1
p|c1| ´ σqF pYi P dyi | tyjujPc1q
(5.23)
where
F pYi P dyiq “
ż
F pYi P dyi | xqH0pdxq
F pYi P dyiq | tyjujPcq “
ż
F pYi P dyi | xqfpx | tyjujPcqdx.
If the prior for the allocation variables is used as a proposal
Pr
´
i joins cluster c1 | Πpi´1,y1:i´1,Vpi´1,i,|Πpi´1|q
¯
9
$’’’&’’’%
pV
i,|Πp
i´1|pV
i´1,|Πp
i´1|
p|c1| ´ σq if c1 P Πpi´1
pV
i,|Πp
i´1|`1pV
i´1,|Πp
i´1|
o.w.
,///.///-
(5.24)
and
Pr pYi P dyi | Πpi ,y1:i´1q “ F
´
Yi P dyi | tyjujPc
¯
, i P c (5.25)
where
F
´
Yi P dyi | tyjujPc
¯
“
ż
F pYi P dyi | xq f
´
x | tyjujPc
¯
dx.
In the case σ P p0, 1q, which corresponds to the σ-Stable Poisson–Kingman priors,
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the conditional distribution of an exchangeable random partition of rns is
Prσ pΠn “ pi | tq “ σ
k
Γpn´ σkq
`
t´σ
˘k rfσptqs´1 ż 1
0
pn´σk´1fσ pp1´ pqtq dp
kź
i“1
r1´ σsni´1
where the first term can be expressed as
Vn,k “
ż
R`
σk
Γpn´ σkq
`
t´σ
˘k ż 1
0
pn´σk´1fσ pp1´ pqtq dphptqdt (5.26)
“ σ
k´1Γpkq
Γpnq E phpZqq .
This double expectation can be computed as an expected value of a ratio of 2 random
variables due to Theorem 2.1 of Ho et al. (2008). Indeed,
Vn,k,t “ Γp1´ σq
Γpn´ kσq
´ σ
tσ
¯k´1 ż 1
0
pn´1´kσ`σf˜σ pp | tq dp
where
f˜σpp | tq “ σpptq
´σ
Γp1´ σq
fσ pp1´ pqtq
fσptq Ip0,1qppq.
f˜σ is the density of a random variable Z, which is a ratio of independent random
variables from which we can simulate
Z “ Sσ,kσ
βkσ,n´kσ
d“ Sσ,p1´kqσ
βpk´1qσ`1,n´1´pk´1qσ
, (5.27)
βkσ,n´kσ is a Beta random variable and Sσ,kσ is a polynomially tilted Stable random
variable with density
fSσ,kσptq “
Γpσk ` 1q
k ` 1 t
´σkfσptq.
Hence, Equation (5.26) is the expectation of a function of the random variable from
Equation (5.27). We could obtain an unbiased and positive estimator for the Vˆn,k by re-
peatedly sampling the random variables of the quotient in Equation (5.27) for all Vn,k’s
that belong to the σ-Stable Poisson–Kingman family. We can use the samplers from
Devroye (2009) and Hofert (2011) and the generative process for sampling from a poly-
nomially tilted Stable random variable given in Equation (5.21). Furthermore, we could
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Figure 5.2: Infinite triangular array for the Vn,k for rns “ t1, . . . , 4u. The number of
elements of the array is given by the triangular number, which is equal to npn`1q2 .
precompute and use the recursion from Equation (5.1) to diminish the computational
cost to obtain the estimates Vˆn,k. If we estimate them along the SMC sampler, without
taking into account the resampling step, the computational cost is OpNsˆnˆLq where
n is the sample size and the number of estimators in the last level of the triangular
array, Ns is the number of Monte Carlo samples per estimate and L is the number of
particles. If we instead precompute them, and exploit the recursion, the computational
cost is OpNsˆn` npn´1q2 q. See Figure 5.2 for the graphical description of the triangular
array.
In the case where σ ă 0, different mixing distributions for the total number of
components m can be chosen, as reviewed in Chapter 2. The generative model for a
mixture of finite mixtures (MFM) model is given by
M „ Q (5.28)
pi |M “ m „ Symmetric Dirichletpγq
X1, . . . , Xn | pi i.i.d.„ Categoricalppiq.
97
Integrating out pi and separating the occupied and empty components, we obtain
ppX1, . . . , Xn |M “ mq “ γ
kΓpmγq
Γpγm` nq
ź
t`:n`ą0u
Γpn` ` γq
Γpγ ` 1q
“ Vn,k,m ˆ
ź
t`:n`ą0u
Wn` .
If the total total number of components is randomised, the combinatorial factor is added
and let γ “ |σ|
Vn,k “
8ÿ
m“1
|σ|k mΓpmq
Γpm´ k ` 1q
Γpm|σ|q
Γpm|σ| ` nqpipmq (5.29)
where
|σ|Γp|σ|q “ Γp|σ| ` 1q “ Γp1´ σq.
In general, there is a simple way to obtain Monte Carlo estimators for the Vn,k:
sample a total number of components from the distribution of Equation (5.28), then
sample the rest of the partition and take the average. For this reason, Equation (5.29)
can be expressed as an expectation with respect to the prior distribution over the total
number of components, the corresponding estimator is
Vn,k “
ÿ
m
Vn,k,mpipmq
“ EM pVn,k,mq
« 1
Nm
Nmÿ
j“1
Vn,k,mj . (5.30)
Hence, Equation (5.30) could be precomputed to obtain a triangular array, just as in
the σ P p0, 1q case.
5.5 Some examples of distributions over the total number
of components
In Chapter 2, a review about the set of extreme points for Gibbs type priors is pro-
vided. This result means that any distribution over the total number of components
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can be written as a mixture over these extreme elements (Gnedin and Pitman, 2006).
In particular, when σ ă 0, it corresponds to the two parameter Chinese restaurant
family, with parameters pσ, |σ|mq, m P N. This result means that we can assign a
different probability mass function for the total number of components m and write its
corresponding Vn,k parameter as an expectation of the Vn,k parameter for the two pa-
rameter Chinese with a DeFinetti mixing measure for the total number of components
of our choice. A particular mixing distribution for m is presented in Gnedin (2010) and
reviewed in the first example herein.
i) (Gnedin, 2010). The author derives an EPPF for a model with a finite but
random number of types. The probability mass function for the total number of
components with σ “ ´1, and θ “ m is
Q pM “ mq “ γp1´ γqm´1Ò
m!
, m P N, γ P p0, 1q. (5.31)
Substituting Equation (5.31) in Equation (5.28) and integrating out the total num-
ber of components m we should obtain
Vn,k “ pk ´ 1q!p1´ γqk´1pγqn´kpn´ 1q!p1` γqn´1
“ γpk ´ 1q!Γpk ´ γqΓpγ ` n´ kqpn´ 1q!Γpn` γqΓp1´ γq . (5.32)
This is an interesting example, the parameter γ is between γ P p0, 1q; as a conse-
quence, there is an infinite expected number of occupied components. The main
difference with a Gibbs type prior with σ P r0, 1q is that the number of occupied
components does not grow as a function of the number of observations. Further-
more, if we use this as the mixing distribution for the total number of components,
the Vn,k ratio can be computed analytically so an exact SMC scheme is obtained.
ii) (Miller and Harrison, 2015). M´ 1 „ Poissonpλq and |σ| “ 1 with corre-
sponding probability mass function
Q pM “ mq “ exp p´λq λ
m´1
pm´ 1q! , m P N, λ ą 0.
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iii) M „ Poissonpγq, restricted to the positive integers, with corresponding probabil-
ity mass function
Q pM “ mq “ exp p´γq γ
m
p1´ exp´γqm! , m P N, γ ą 0.
iv) M „ Geometricpηq, with corresponding probability mass function
Q pM “ mq “ p1´ ηqηm´1, m P N, η P p0, 1q.
Both algorithms presented in this section could include an MCMC step in order to
rejuvenate the particles. For instance, Miller and Harrison (2015) incremental Gibbs
sampler can be used for this rejuvenation step.
5.6 SMC and the Log-marginal likelihood
An advantage about using an SMC scheme is that the marginal likelihood can be
directly estimated from the output. Indeed, the SMC marginal likelihood estimator is
given by
nź
i“1
1
L
Lÿ
p“1
wpi . (5.33)
This quantity is useful to construct the Bayes factor test to answer the statistical
question of interest in the remaining sections. When the allocation variable is sampled
from the prior, it is called the Bootstrap filter by Gordon et al. (1993). We could
also sample it from the posterior given by Equation (5.22). Furthermore, we could
choose only resample when the effective sample size (ESS) falls below some threshold,
denoted by thresh, to lessen the path degeneracy problem. In all of our SMC samplers,
each observation is “locked in” to the table they first sit in so we could do a Gibbs
step to reassign tables and rejuvenate the particles. However, as the size of the dataset
increases, the component-wise Gibbs move gets more expensive. Other clever strategies
to diminish the path degeneracy are required, for instance, Bouchard-Coˆte´ et al. (2015)
use particle Gibbs (Andrieu et al., 2010) with a split and merge proposal.
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5.7 Bayes factors
The Bayes factor, first introduced in Jeffreys (1935) and successively reviewed in Kass
and Raftery (1995), Robert (2001) allows us to compare the predictions made by two
competing scientific theories represented by two statistical models. In general, the Bayes
factor requires priors for the parameters representing each hypothesis or competing
model. It is defined as the following ratio
BF “ ppD |M1q
ppD |M2q
where
ppD |Mkq “
ż
ppD |Mk, φkqfpφk |Mkqdφk, k “ 1, 2. (5.34)
where D “ py1, . . . , ynq is our data, M1 is model one, M2, model two; φk is the pa-
rameter under the hypothesis or competing model Mk, k “ 1, 2 and fpφk |Mkq is its
corresponding prior density. The numerator and denominator are the marginal proba-
bilities of the data also called predictive probabilities, marginal likelihood, integrated
likelihood or model evidence. Geweke and Amisano (2010) comment how the predic-
tive likelihood function is inherently Bayesian since it is a component of the likelihood
function, integrated over the posterior distribution of the unobservables, latent vari-
ables and parameters, at the time the prediction is made. The logarithm of the Bayes
factor can be written in the following way, with respect to the one step-ahead predictive
probabilities
log
„
ppy1, . . . , yn |M1q
ppy1, . . . , yn |M2q

“ log ppy1, . . . , yn |M1q ´ log ppy1, . . . , yn |M2q
“ log rppy1 |M1qppy2 | y1,M1q . . . ppyn | yn´1, . . . , y1,M1qs
´ log rppy1 |M2qppy2 | y1,M2q . . . ppyn | yn´1, . . . , y1,M2qs
“ log
„
ppy1 |M1q
ppy1 |M2q

`
nÿ
j“2
log
„
ppyj | yj´1 . . . , y1M2q
ppyj | yj´1 . . . , y1,M2q

.
Computing the marginal likelihood from Equation (5.34) requires integrating out
the model’s parameters. Numerical integration methods can be used for this purpose,
but as the dimension of the parameter increases the numerical approximation error
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grows. Another possibility is to use the output from some posterior simulator, for in-
stance, Geweke and Amisano (2010) suggest to use MCMC and compute the harmonic
mean estimator (Newton and Raftery, 1994). This estimator has infinite variance and
has been shown to perform badly in certain situations. For instance, when the un-
derlying space of the random variable is infinite and unbounded. More precisely, the
inverse of the likelihood function is not square integrable with respect to the posterior
(Newton and Raftery, 1994). SMC allows to have an estimator of this quantity which
requires neither of these approaches. Furthermore, the Bayes factor can be estimated
sequentially to see the effect of the growing data size on the competing hypotheses.
5.8 Experiments
In this section, a Bayesian hypothesis test is constructed to show the empirical perfor-
mance in terms of the marginal likelihood of an infinite mixture model versus a mixture
of finite mixtures model. In the latter case, the distribution for the total number of
components given by Example 1 (Gnedin, 2010) is chosen (vanillaSMCIII and SMCIII).
This leads to a model that has an expected number of occupied components which is
infinite, as all members of the σ-Stable Poisson–Kingman priors have when the sample
size goes to infinity.
The MFM model will “saturate” if the corresponding predictive loglikelihood de-
creases to/near zero while the infinite mixture model will keep adapting. However,
this is currently a claim since it is not clear if one can effectively witnesss the asymp-
totic properties of the occupied number of components random variable in terms of the
proposed model criticism measure. Furthermore, it also depends on the dataset.
The galaxy dataset of Roeder (1990) is used for the experiments with a conjugate
prior for the mean and known variance. This allows the model parameters to be in-
tegrated out, so the cluster assignment variables are the only ones that need to be
sampled. See the Appendix A.6 for the corresponding expressions for the conditional
distribution of the i-th observation given the first i´ 1.
The implementation of the standard SMC (stdSMC) and standard vanilla SMC
(vanillastdSMC) versions for the PY are based on Wood and Black (2008) which relies
on the generalised Poly´a urn representation. There is no Poly´a urn analogue for the
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Figure 5.3: ESS for PY with different SMC algorithms. This plot shows how all al-
gorithms have similar ESS, on average, some produce noisier quantities due to Monte
Carlo approximations.
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Figure 5.4: Log-Bayes factor logB1,2, model M1 is a PY infinite mixture and model
M2 MFM with Gnedin’s prior.
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Algorithm Running time(˘std) log-Marginal likelihood(˘std)
PY(θ “ 10, σ “ 0.5)
StandardVanillaSMC 377.927 (35.29) -294.622 (0.76)
StandardSMC 445.839 (15.65) -292.704 (0.65)
VanillaSMC I 663.909 (39.36) -297.865 (1.45)
SMC I 649.042 (32.03) -298.129 (0.86)
ApproxVanillaSMC 543.429 (40.53) -299.966 (0.50)
AproxSMC 420.818 (23.38) -295.093 (0.47)
NGG(τ “ 20, σ “ 0.5)
VanillaSMC I 417.735 (13.60) -286.591 (0.14)
SMC I 429.590 (32.93) -286.577 (0.35)
ApproxVanillaSMC 568.531 (29.29) -299.149 (0.02)
ApproxSMC 511.341 (21.18) -297.107 (0.13)
MFM(M „ Gnedinpγ “ 0.5))
VanillaSMC III 433.536 (135.82) -276.129 (0.77)
SMC III 412.625 (116.99) -276.427 (0.32)
Table 5.1: Running times in seconds and log-marginal likelihood averaged over 5 runs, 10000 particles.
NGG process. The scheme I (SMCI and vanillaSMCI), is based on the auxiliary SMC
scheme for the PG class presented here; scheme II, on the first SMC presented here
for the PY and the NGG. The approximate SMC (approxSMC, vanillaapproxSMC)
schemes use the last scheme presented in this chapter. All algorithms are implemented
in Matlab.
In Table 5.1, the algorithmic performance is reported in terms of running times
per second and the marginal loglikelihood averaged over five runs with corresponding
standard deviations. The number of particles, as well as the resampling threshold are
L “ 10, 000 and 0.5L, respectively. All vanilla versions of the algorithm choose the
prior as a proposal distribution. The SMC I scheme for the Pitman–Yor mixture model
takes longer than using an NGG due to the additional level of randomness introduced
by randomising the exponentially tilted parameter for the initial values of the total
mass. The SMC of Algorithm 16 is not reported because its running time is too slow
compared to the other schemes. Further strategies are needed to reduce this running
time.
Figure 5.3 shows the effective sample size for each SMC scheme. In general, it con-
firms that if an importance distribution that gets some information from the previous
data points is used, then it leads to a higher ESS. The only exception is the approximate
vanilla SMC scheme but this could be due to the noise introduced from the Monte carlo
approximation.
Figure 5.4 shows the log-Bayes factor sequentially, as more data is added. A MFM
model corresponds to the hypothesis or competing modelM1 where the distribution for
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the total number of components is given by Gnedin (2010) versus a Pitman–Yor mixture
model. In the beginning, the Log-Bayes factor estimate is noisy but, as the number
of observations increases, its variance is reduced and stabilises around -3.5. There is
positive evidence against the Pitman-Yor mixture model. However, since the log-Bayes
factor estimates obtained from this procedure are biased further investigations need to
be carried out to improve both marginal likelihood estimates and produce unbiased and
possibly lower variance log-Bayes factors.
5.9 Summary of this Chapter
In this Chapter, we propose various SMC schemes for two model classes: an infinite
mixture model and a finite mixture model where the total number of components is
finite but unknown. We propose a sequential Bayesian hypothesis test based on the
Bayes factor for each model class to formally test our assumptions about the data
generating mechanism. This is possible because of the availability of a model evidence
estimator from the SMC output but producing good marginal likelihood estimators is
a difficult task on its own. Furthermore, if consistency with respect to the marginal
likelihood holds for the BNP model, its corresponding model evidence will eventually
be larger than the one obtained from a mixture of finite mixtures model. This scenario
can only be observed if sequential inference is carried out and we provide the tools for
making this task possible.
105
Chapter 6
Discussion and Conclusions
The main aim of this thesis was to introduce novel, general purpose, exact inference
schemes using the Poisson-Kingman class of Bayesian nonparametric priors. Despite
the infinite dimensional nature of Bayesian nonparametric models, we presented finite
dimensional representations which allowed us to derive a variety of MCMC and SMC
schemes. These inference schemes were then used for inference in an infinite mixture
model with different Poisson-Kingman priors. The infinite mixture model is an example
of a relatively simple compositional model but the inference schemes presented herein
could be extended for more complicated compositional models, which could consist of
more than one Bayesian nonparametric block. Hence, from a computational perspec-
tive, the contributions are mostly methodological. Nevertheless, we demonstrate that
these novel inference schemes are more efficient and generic than existing MCMC and
SMC methods for Bayesian nonparametric mixture models. Our methods, thus, allow
the Poisson-Kingman priors to be used in practice to model real word data, consider-
ably increasing the flexibility with which practitioners can model the world’s inherent
complexity.
In Chapter 3, a marginalised MCMC sampler is introduced for inference in σ-Stable
Poisson–Kingman mixture models. This class of random probability measures is natu-
ral, because it is more general than the Dirichlet process but it is still mathematically
tractable (De Blasi et al., 2015). The factorised Gibbs form makes it simple to deal with
when constructing an inference scheme. However, certain intractabilities have hindered
its use, as noted by Lijoi et al. (2008). For instance, the intractability associated to the
σ-Stable density. We introduced an augmentation, based on an integral representation
of the σ-Stable density, which makes this density no longer intractable. Furthermore,
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we showed that the marginal sampler is a competitive alternative to the conditional
MCMC sampler (Favaro and Walker, 2012). The number of auxiliary variables that
needs to be instantiated per iteration is smaller than for the conditional sampler, thus, it
has smaller memory and storage requirements. Also, in our experiments, the marginal
sampler has better ESS and running times. A possible future direction, is to incor-
porate split-merge proposals, for the cluster reassignment step, rather than using a
component-wise Gibbs move to improve the mixing. Sometimes, Gibbs sampling might
not explore all possible modes effectively. Another issue is that all the MCMC BNP
methods give a flat clustering per iteration and it is not clear how to best summarise
it. We used an adhoc agglomerative algorithm to post process the output and obtain a
summarisation for our partitions. However, how to better summarise partitions is still
an open question, an interesting possibility is given by Wade and Ghahramani (2015).
In Chapter 4, a novel hybrid MCMC sampler is introduced for inference in a Poisson–
Kingman mixture model. A new compact but complete way of representing the infinite
dimensional component was derived such that it is feasible to perform inference. A
distinctive property of the hybrid MCMC scheme is that the auxiliary sequence of
size-biased weights can be sampled retrospectively since a new size-biased weight needs
to be sampled only when we observe a new cluster. In our experiments, this scheme
outperforms both marginal and conditional samplers in running times in most cases
and in ESS in all cases. However, there are still various challenges that remain. For
instance, there are values of the parameter σ ą 0.5 for which we are unable to perform
inference with our hybrid MCMC sampler. One future direction, is to extend the
distributional identities from Favaro et al. (2014a) to include all members of the PG
class. Furthermore, it may be possible to improve the algorithmic efficiency by exploring
alternative proposal distributions whenever a Metropolis–Hastings step is used.
In Chapter 5, various SMC samplers are presented for inference in infinite mixture
models and for a mixture models where the total number of components is finite but
unknown. The SMC samplers are shown to perform well in terms of running times and
produce reasonable estimates of the marginal likelihood. Indeed, an immediate product
of any SMC scheme is an estimate of the model evidence which we obtained for both
model classes. This procedure enabled us to address an important question in Bayesian
nonparametrics. Typically, the key insight behind Bayesian nonparametric models is
that it is easier to perform inference in a mixture model with an infinite total number of
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components than with a finite but unknown total number of components. However, it
is unclear whether these models are actually interchangeable: there might be datasets
that are considerably better modelled by a mixture model with a finite number of com-
ponents. Our experiments showed that there is positive evidence for preferring one
model over the other. However, our conclusion is based on a biased point estimate of
the log-Bayes factor and we are unable to quantify the amount of bias. Furthermore,
in a severely misspecified scenario, one of the models could better encode the mecha-
nisms by which a dataset is generated. For instance, the nonparametric model could
better encode the case where the number of clusters is not stationary. A computational
consideration is that the component-wise Gibbs step used as a rejuvenation step is in-
efficient when the number of data points is large. Bouchard-Coˆte´ et al. (2015) propose
an efficient algorithm based on particle Gibbs (Andrieu et al., 2010) with a particular
split merge proposal. This is a possible avenue of future research that could lead to
improvements in the marginal likelihood estimates. Furthermore, improvements in the
running time are possible if we modify the code to recursively update the sufficient
statistics of each cluster component. We could also incorporate parameters per cluster,
rather than integrating them out, in all SMC schemes for the use of non-conjugate base
distributions. Finally, other model criticism tools could be proposed that can asses
directly how the posterior over the number of components adapts, rather than using
one based on the marginal likelihood such as the Bayes factor. A future methodological
contribution is to formally show that the first two proposed schemes target the correct
posterior distribution, called an exact approximation by Andrieu and Roberts (2009).
The first scheme uses an unbiased and positive estimator for the proposal and the
weights; the second scheme, an augmentation for both the proposal and the weights.
It is not immediately clear whether these ideas render an exact approximation. The
nested SMC (Naesseth et al., 2015) and the random weights SMC (Fearnhead et al.,
2010) are examples of using unbiased and positive estimators for either the proposal
or the weights. Griffin (2011) proposes an analogous auxiliary SMC sampler for the
NRMI class of mixture models. These references could help set the path for how to
proceed when proving our claims.
We have discussed how the problem of model selection with respect to the number
of components in a mixture model is no longer an issue due to the Bayesian nonpara-
metric framework. These ideas allowed us to bypass the step of selecting the number
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of components without overfitting. However, some assumptions are still made about
the data generating mechanism when choosing a nonparametric building block for our
models. In Chapter 5, we investigated whether a Bayesian nonparametric model is al-
ways the best alternative using some model selection tools in a sequential scenario. This
research question falls under the umbrella of model criticism, an area which consists of
assessing whether and in what ways should we should change our models. Even from
a Bayesian perspective there are some assumptions that should be put under scrutiny:
it is crucial to think about the model choices made, to be a critical Bayesian modeller.
Furthermore, we should not only asses our models in terms of predictive performance
but determine other relevant aspects of the model in question and some model criticism
tools can be developed for this purpose.
Scalable Bayesian inference for BNP models is another interesting avenue for future
research. Usually, Markov chain Monte Carlo and sequential Monte Carlo schemes
scale poorly with respect to the dimensionality of the data and with respect to the
number of data points. This problem is shared among all BNP MCMC and SMC
methods because they deal with the likelihood term in the same way. For instance, when
adding a new cluster, all methods sample its corresponding parameter from the prior
distribution. In a high dimensional scenario, it is very difficult to sample parameter
values which are close to the existing data points. It may be possible to construct some
alternative strategies with good scalability properties such as: either an approximate
MCMC scheme that only uses a subset of the data (Welling and Teh, 2011; Korattikara
et al., 2014; Bardenet et al., 2014), a variational inference scheme (Blei and Jordan,
2006) or a combination thereof such as stochastic variational inference (Hoffman et al.,
2013). A mean field variational inference is one possibility but other variational schemes
could be considered, for instance, by keeping only some dependencies between the latent
variables in the approximating distributions.
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Appendix A
A.1 Infinite mixture model as a limit of a finite mixture
model
M „ Q
pi |M “ m „ Symmetric Dirichletpαq
X1, . . . , Xn | pi i.i.d.„ Categoricalppiq (A.1)
pppi |M “ mq “ Γpmαq
Γpαqm
m´1ź
`“1
piα´1` p1´ pi1 ´ . . .´ pim´1qα´1
ppXi | piq “
mź
`“1
pi
ItXi“`u
`
pppi |M “ mqppX1, . . . , Xn | piq “ Γpmαq
Γpαqm
m´1ź
`“1
pi
α`řni“1 ItXi“`u´1
`
ˆ p1´ pi1 ´ . . .´ pim´1qα´1`n´
ř
`ăm n` .
The weights are Dirichlet distributed with parameters α ` řni“1 I tXi “ `u for ` “
1, . . . ,m ´ 1 and n ´řm´1`“1 řni“1 I tXi “ `u. Then, if the total number of components
is split in k occupied components and k0 empty components
ppX1, . . . , Xn |M “ mq “ α
kΓpmαq
Γpαm` nq
ź
t`:n`ą0u
Γpn` ` αq
Γpα` 1q
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where n` “ řni“1 I tXi “ `u. If we add the combinatorial factor, then
ppΠn “ pi |M “ mq “ m!pm´ kq!
αkΓpmαq
Γpαm` nq
kź
`“1
Γpn` ` αq
Γpα` 1q .
Let α “ θm , if the Stirling approximation for large m is used for each term in the quotient
of Gamma functions, m! „ ?2pimm`1{2 exp p´mq, and the fact that Γpm` 1q “ m!,
»
ˆ
1´ k
m
˙k´m´1{2
exp p´kq θ
kΓpθq
Γpθ ` nq
kź
`“1
Γpn` ` θmq
Γp θm ` 1q
.
Let mÑ8
ppΠn “ piq “ θ
kΓpθq
Γpθ ` nq
kź
`“1
Γpn`q.
Since,
lim
mÑ8
ˆ
1´ k
m
˙k´m´1{2
“ exp
„
lim
mÑ8 pk ´m´ 1{2q ln
ˆ
1´ k
m
˙
Let x “ km , xÑ 0 when mÑ8 and if L’Hopital rule is used, then,
lim
xÑ0
ˆ
k ´ k
x
´ 1{2
˙
ln p1´ xq “ k.
Hence,
lim
mÑ8
ˆ
1´ k
m
˙k´m´1{2
“ exp pkq.
A.2 Ascending and descending factorials notation
pxqnÒα “ xpx` αq . . . px` pn´ 1qαq “
n´1ź
`“1
px` `αq “ αn
´x
α
¯
nÒ
pxqnÓα “ pxqnÒ´α
pxqnÒ1 “
Γpx` nq
Γpxq
pxqnÓ1 “
Γpxq
Γpx` nq .
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A.3 Subordinators and relationship between the Le´vy mea-
sure ρ and the corresponding density fρ
A Le´vy process is a stochastic process tT ptq, t ě 0u with independent and stationary
increments. A subordinator tT ptq, t ě 0u is a one dimensional Le´vy process which is
almost surely increasing, i.e. T ptq ě 0 for each t ą 0 and T pt1q ą T pt2q if t1 ą t2. See
Applebaum (2009) for an indepth study of Le´vy processes. Its Laplace exponent takes
the form
ψpuq “
ż 8
0
p1´ exp puyqqρpdyq. (A.2)
The Le´vy measure ρ satisfies
ρp´8, 0q “ 0 and
ż
minpy, 1qρpdyq ă 8.
The Laplace transform from Equation (A.2) is defined with respect to the Le´vy
measure ρ. The usual definition of the Laplace transform of a random variable is given
with respect to its corresponding density, if it exists. Let fT ptq denote the density for
each random variable T ptq at time t, then
ż
exp p´uyqfT ptqpyqdy “
ż 8
0
p1´ exp puyqqρpdyq.
We can recover the corresponding density from the Le´vy measure and viceversa, the
former will not always have an analytic form. Some examples are the following:
1. σ-Stable subordinator. Let σ P p0, 1q and u ě 0
uσ “ σ
Γp1´ σq
ż 8
0
p1´ exp p´uyqq dy
y1`σ .
Furthermore,
σ
Γp1´ σq
ż 8
0
p1´ exp p´uyqq dy
y1`σ “
ż
exp p´uyqfT ptqpyqdy
2. Gamma subordinator. Let tT ptq, t ě 0u be a gamma process with parameters
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a, b ą 0 so that each T ptq has density
fT ptqpyq “ b
at
Γpatqy
at´1 exp p´byq
and
ż
exp p´uyqfT ptqpyqdy “
ż 8
0
p1´ exp p´uyqqya´1 exp p´byqdy
“
´
1` u
b
¯´at
.
The Stable subordinator is an example where the Laplace transform has an analytic
form but not the underlying density whereas in the Gamma subordinator both objects
have analytic expressions.
A.4 Two parameter Chinese restaurant EPPF
Prρ,H0pT P dt,Πn “ pc`q`Prks, X ˚` P dx˚`, J˜` P ds` for ` P rksq
“hptqt´nfρpt´řK`“1 s`qdtśk`“1 s|c`|` ρpds`qH0pdx˚`q (A.3)
Let the σ-Stable Le´vy measure and the corresponding hptq function for the Pitman–Yor
process be chosen, given by
ρσpsq “ σ
Γp1´ σqs
´σ´1
hptq “ Γpθq
Γp θσ q
t´θ. (A.4)
We want to recover, after marginalising everything out and a change of variables, the
usual two parameter Chinese Restaurant distribution, namely
Pr pΠn “ piq “ Γpθq
Γpθ ` nq
σkΓp θσ ` kq
Γp θσ q
kź
`“1
Γ p|c`| ´ σq
Γ p1´ σq .
If we start with Equations (A.3), after Equations (A.4) are substituted, let V “
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T ´řk`“1 J˜`, then
Prρ,H0pV P dv,Πn “ pc`q`Prks, X ˚` P dx˚`, J˜` P ds` for ` P rksq
“ hpv `řk`“1 s`qpv `řk`“1 s`q´nfσpvqdvśk`“1 σΓp1´σqs|c`|´σ´1` H0pdx˚`q
“ Γpθq
Γp θσ q
pv `řk`“1 s`q´pn`θqfσpvqśk`“1 σΓp1´σqs|c`|´σ´1` H0pdx˚`q.
If we use the following disintegration
pv `řk`“1 s`q´θ´n “ 1Γpθ ` nq
ż
rθ`n´1 exp p´rv ´ rřk`“1 s`qdr
then,
“ Γpθq
Γp θσ q
ż
rθ`n´1 exp p´rvq
Γpθ ` nq fσpvq
ˆ
kź
`“1
exp p´rs`q σ
Γp1´ σqs
|c`|´σ´1
` drH0pdx˚`q.
Since s` „ Gammapn` ´ σ, rq, for ` “ 1, . . . , k, we can integrate out the size biased
weights, then,
“ Γpθq
Γp θσ q
ż
rθ´σk´1 exp p´rvqdr
Γpθ ` nq fσpvq
σk´1
Γp1´ σqk
ˆ
kź
`“1
Γpn` ´ σqdrH0pdx˚`q.
Finally, let us perform the following changes of variables W “ Rσ, R “ W 1σ with
Jacobian dRdW “ 1σW
1´σ
σ , then
“ Γpθq
Γp θσ q
ż w θσ`k´1E ”exp´´w 1σ v¯ı dw
Γpθ ` nq
σk´1
Γp1´ σqk
ˆ
kź
`“1
Γpn` ´ σqdrH0pdx˚`q
and, since the Laplace transform of X „ Stablepσ, 1, 0q, is given by
E pexp p´γXqq “ exp p´γσq
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then,
“ Γpθq
Γp θσ q
ż
w
θ
σ
`k´1 exp p´wqdw
Γpθ ` nq
σk´1
Γp1´ σqk
kź
`“1
Γpn` ´ σqdrH0pdx˚`q
“ Γpθq
Γpθ ` nq
σkΓp θσ ` kq
Γp θσ q
kź
`“1
Γ p|c`| ´ σq
Γ p1´ σq H0pdx
˚`q.
where the first term corresponds to the two-parameter EPPF times the base distribution
evaluated at the unique cluster parameters.
A.5 SMC for BNP in generic terms
Let us assume a conjugate normal Pitman–Yor mixture model. The goal is to ap-
proximate each posterior distribution for the partition when the first i data points are
observed, denoted by Pr pΠi “ pi | y1, . . . , yiq, @i P t1, . . . , nu.
• If i “ 1, then Πp1 “ tt1uu, Pr pΠp1 “ pi | y1q “ δtt1uu, @p “ 1, . . . , L.
• For the i-th step, let pΠpi qLp“1 be the sequence of partitions for each particle, where
L is the number of particles. The p-th estimate is xPr pΠpi | y1, . . . , yiq. The exact
propagation is
Pr
`
Πpi`1 “ pi1 | y1, . . . , yi
˘9Pr `Πpi`1 “ pi1 | y1, . . . , yi,Πpi “ pi˘
ˆ Pr pΠpi “ pi | y1, . . . , yiq .
If we substitute the Monte Carlo approximation, we obtain the following particle
approximation
Pr
`
Πpi`1 “ pi1 | y1, . . . , yi,Πpi “ pi
˘xPr pΠpi “ pi | y1, . . . , yiq “
1
L
Lÿ
p“1
Pr
`
Πpi`1 “ pi1 | y1, . . . , yi, pip
˘
. (A.5)
We can sample from the Monte Carlo approximation @p P t1 . . . , Lu ,Πi`1 „
Pr
`
Πpi`1 “ pi1 | y1, . . . , yi,Πpi “ pi
˘
. Then, the Bayes update is
Pr
`
Πpi`1 “ pi1 | y1, . . . , yi`1
˘9Pr `Yi`1 P dyi`1 | Πpi`1 “ pi1 y1, . . . , yi˘
ˆ Pr `Πpi`1 “ pi1 | y1, . . . , yi˘ .
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Successively, we can substitute the particle approximation from Equation (A.5)
to obtain the additional particle approximation
Pr
`
Yi`1 P dyi`1 | Πpi`1 “ pi1, y1, . . . , yi
˘xPr `Πpi`1 “ pi1 | y1, . . . , yi˘
“
Lÿ
p“1
Pr pYi`1 P dyi`1 | pip, y1, . . . , yiq .
We can now approximate expectations of a function of interest, denoted by h, with
respect to the target distribution
ş
hpxqfpxqdx, using the particle approximation fˆ in
the following way
ż
hpxqfpxqdx ÝÑ 1
L
Lÿ
p“1
hpxpq
Analogously, for
ş
hpxqgpxqfpxqdx, we have
ż
hpxqgpxqfpxqdx » 1
L
Lÿ
p“1
hpxpqgpxpq » 1
L
Lÿ
p“1
gpxpqδxpp¨q
Since we have a particle approximation for f , denoted by fˆ , if LÑ8, then,
1
L
řL
p“1 hpxpqgpxpq
1
L
řL
p“1 gpxpq
ÝÑ
ş
hpxqgpxqfpxqdxş
gpxqfpxqdx .
We can substitute the Monte Carlo approximation in the Bayes update
Pr
`
Yi`1 P dyi`1 | Πpi`1 “ pi1, y1, . . . , yi
˘xPr `Πpi`1 “ pi1 | y1, . . . , yi˘ş
Pr
`
Yi`1 P dyi`1 | Πpi`1, y1, . . . , yi
˘xPr `Πpi`1 | y1, . . . , yi˘ dΠpi`1
“
řL
p“1 Pr pYi`1 P dyi`1 | pi, y1, . . . , yiq δpippipqřL
j“1 Pr pYi`1 P dyi`1 | pij , y1, . . . , yiq
.
Let wpi`1 “ Pr pYi`1 P dyi`1 | pi, y1, . . . , yiq, then,
Pr
`
Yi`1 P dyi`1 | Πpi`1 “ pi1, y1, . . . , yi
˘xPr `Πpi`1 “ pi1 | y1, . . . , yi˘ş
Pr
`
Yi`1 P dyi`1 | Πpi`1, y1, . . . , yi
˘xPr `Πpi`1 | y1, . . . , yi˘ dΠpi`1
“
řL
p“1w
p
i`1δpippipqřL
j“1w
j
i`1
.
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A.6 Posterior updates and prior predictive densities
Let Y1, . . . , Yn be our observations. The generative model is
P „ RPMpparam,H0q
Xi | P „ P
Yi | Xi „ F p¨ | φXiq
Known precision parameter τ1 case. The precision parameter a function of the
standard deviation σ, namely τ “ 1
σ2
. Let Y P R, tYjujPc are the observations currently
assigned to cluster c, F pYi P dyi | φcq “ Normalpyi | µc, τ1q, H0 “ Normalpµ | µ0, τ0q,
in this case φ “ µ.
Pr
´
Yi P dyi | tYj P dyjujPc
¯
“
ż
Pr pYi P dyi | φq p
´
φ | tYj P dyjujPc
¯
dφ
where
p
´
φ | tYj P dyjujPc
¯
9 exp
"
´1
2
pτ0 ` |c|τ1q
„
φ2 ´ 2φpµ0τ0 ` τ1
ř
yjq
|c|τ1 ` τ0
*
so then, the posterior distribution parameters are
µ˚ “ µ0τ0`τ1
ř
jPc yj
τ0`|c|τ1
τ˚ “ τ0 ` |c|τ1
and the predictive posterior distribution parameters are
µpred “ µ˚
τpred “ τ1τ˚
τ1` τ˚ .
The predictive prior distribution is
PrpYi P dyiq “
ż
PrpYi P dyi | φqppφqdφ
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with parameters given by
µpred “ µ0
τpred “ τ1τ0
τ1 ` τ0 .
Unknown precision parameter case. Let Y P R, tYjujPc are the observations
currently assigned to cluster c, F pYi P dyi | φcq “ Normal pyi | µc, τcq, H0 “ Normalpµ |
µ0, τ0τqGammapτ | a0, b0q, in this case φ “ rµ, τ s.
Pr
´
Yi P dyi | tyjujPc
¯
“
ż
Pr pYi P dyi | φq p pφ | tx`unn`“1q dφ
PrptYj P dyjujPc | µ, τq “ p2piq´
|c|
2 τ
|c|
2 exp
$&%´τ2
|c|ÿ
i“1
pyi ´ µq2
,.-
“ p2piq´ |c|2 τ |c|2 exp
#
´τ
2
«
|c| ˚ µ2 ´ 2µ
ÿ
jPc
yj ` C
ff+
ppµ|τqppτq “ p2piq´ 12 τ 120
ba00
Γpa0qτ
a0` 12´1 exp
!
´τ
2
“
τ0pµ´ µ0q2 ` 2b0
‰)
“ 1
Zpτ0, a0, b0qτ
a0` 12´1 exp
!
´τ
2
“
τ0pµ´ µ0q2 ` 2b0
‰)
.
The posterior distribution is
ppµ, τ | tyjujPcq 9 PrptYj P dyjujPc | µ, τqppµ, τq
“ p2piq
´ |c|
2
τ
|c|`1
2
`a0´1
τ
|c|`1
2
`a0´1
p
´
tyjujPc
¯
Zpτ0, a0, b0q
exp
#
´τ
2
«
|c|µ2 ´ 2µ
ÿ
jPc
yj ` C ` τ0pµ´ µ0q2 ` 2b0
ff+
.
with posterior distribution parameters given by
C “
ÿ
jPc
y2j ` |c|y¯y¯1
b1 “ τ0µ
2
0
2
` C
2
` b0 ´ τ1
2
µ21
a1 “ a0 ` |c|
2
τ1 “ τ0 ` |c|
µ1 “
ř
jPc yj ` τ0µ0
|c| ` τ0
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and
Zpτ0, a0, b0q “ p2piq 12 τ´
1
2
0 Γpa0qb´a00 .
Since Zpτ1,a1,b1q
p2piq´ |c|2
“ Zpτ0, a0, b0qPr
´
tYj P dyjujPc
¯
, then,
The prior predictive is
Pr
´
tYj P dyjujPc
¯
“ Zpτ1, a1, b1qp2piq
´ |c|
2
Zpτ0, a0, b0q .
if |c| “ 1
PrpY P dyq “ b
a0
0 τ
1{2
0 Γpa0 ` 1{2q
p1` τ1{20 qΓpa0q
?
2pi
„
b0
"
1` τ0py ´ µ0q
2
2b0p1` τ0q
*´ 2a0`1
2
“ Student-t py | η, µ, λq
with parameters given by
ηpred “ 2a0
µpred “ µ0
λpred “ a0τ0
b0p1` τ0q .
The posterior predictive is
p
´
tYj P dyjujPc | tyjujPc
¯
“
Pr
´
tY P dyu X tyjujPc
¯
Pr
´
tYj P dyjujPc
¯
“ Zpτ2, a2, b2qp2piq
´nn`1
2
Zpτ0, a0, b0q
Zpτ0, a0, b0q
Zpτ1, a1, b1qp2piq´ |c|2
“ Zpτ2, a2, b2qp2piq
´ 1
2
Zpτ1, a1, b1q
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where
C “
|c|`1ÿ
j“1
y2j ` p|c| ` 1qy¯y¯1
b2 “ τ0µ
2
0
2
` C
2
` b0 ´ τ1
2
µ21
a2 “ a0 ` |c| ` 1
2
τ2 “ τ0 ` |c| ` 1
µ2 “
ř|c|`1
j“1 yj ` τ0µ0
|c| ` 1` τ0 .
if m “ 1
Pr
´
tYj P dyjumj“1 | tyjujPc
¯
“ b
a1
1 p|c| ` τ0q
1
2 Γpa1 ` 1{2q?
2piΓpa1qb1
„pnn` τ0qpy ´ µ1q2
2b1p|c| ` τ0 ` 1q ` 1
 2a1`1
2
“ Student-t py | η, µ, λq
with parameters given by
ηpred “ 2a1
µpred “ µ1
λpred “ a1pτ0 ` |c|q
b1p|c| ` 1` τ0q .
A.7 Additional pseudocode
The following equations give us a reassignment rule for the MFM model for a rejuve-
nation step in SMC in the conjugate case
Prpi joins cluster c1 | rest q9p|c1| ` γqF pYi P dyi|tyjujPc1q
Prpi joins new cluster c1 | rest q9γ Vn,k`1
Vn,k
F pYi P dyiq, (A.6)
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Algorithm 20 SliceSampler(xj , f, E, L)
N1 “ N2 “ 0
Sample y „ U r0, fpxjqs Ź f can be an unnormalized density
Sample l „ Up0, Lq Ź L is the chosen length of the interval pa, bq
Set a “ xj ´ l, b “ xj ´ l ` L Ź xj is the previously accepted point
while f paq ă y _ f pbq ă y do Ź Samples xj`1 uniformly from the set f r´1sry,8q
if f paq ă y then
a “ a´ E Ź E is the chosen size to enlarge the initial interval
N1 “ N1 ` 1
end if
if f pbq ă y then
b “ b` E
N2 “ N2 ` 1
end if
L “ b´ a
Sample l „ Up0, Lq
Set a “ xj ´ l, b “ xj ´ l ` L
end while
Set c “ xj ´ l ´N1L, d “ xj ´ l `N2L
Sample w „ Upc, dq
while fpwq ă y do
if w ă xj ă d then
w „ Upw, dq
else
w „ Upc, wq
end if
end while
Return xj`1 “ w
Algorithm 21 Conjugate-MixtureofFiniteMixtures(tYiuni“1)
for i “ 1 : n do
Let c P Πn be such that i P c
cÐ cztiu
Set c1 according to Prri joins cluster c1 | tYjujPc, rests Ź from Equation (A.6)
end for
Algorithm 22 CoClusteringpCq
for m “ 1 ÑM, i “ 1 Ñ n, j “ 1 Ñ n do Ź M is the number of MCMC iterations
if cm,i ““ cm,j then Ź n is the number of data points
Ai,j,m “ 1 Ź A is a nˆ nˆM array
else
Ai,j,m “ 0
end if
end for
P “ SumpA, 3q{M
return
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A.8 Agglomerative clustering algorithms
The coclustering probability matrix P from Algorithm 22 can be used to obtain a
distance matrix for the input of an agglomerative clustering algorithm. The i, j th
entry of the distance matrix is given by
di,j “ 1´ Pi,j (A.7)
Algorithm 23 SingleLinkagepDq
for i “ 1 : n do
Bi “ tiu
end for
for m “ n´ 1 : 1 do
Bmerged “ B Y B1 with i P B, j P B1 such that di,j ď dk,` for all i, j, k, ` P
t1, . . . ,mu, i ‰ j and k ‰ `.
for ` “ 1 : m do
d`,pi,jq “ 12d`,i ` 12d`,id`,j ´ 12 |d`,i ´ d`,j |
end for
end for
Algorithm 23 starts with all data points assigned to a separate cluster each. At
each point, it merges clusters i, j based on the following criteria:
Min
iPG,jPH di,j . If i, j
are merged together, the k-th entry of the new distance matrix is calculated in the
following way
dk,pijq “ 12dk,i `
1
2
dk,idk,j ´ 1
2
|dki ´ dk,j | @ k “ 1, . . . , n´ 1. (A.8)
The above procedure is repeated until all the data points are merged into the same
cluster.
Other criteria for selecting how to merge clusters are:
Complete linkage:
Max
iPG,jPH di,j .
Average linkage: dA “ 1NG 1NH
ř
iPG
ř
jPH di,j .
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A.9 Average leave-one-out and 5-fold predictive probabil-
ities
The posterior predictive density for Yi given X
˚, P and Yzi “ tY1, . . . , Yi´1, Yi`1, . . . , Ynu
is
Pr
`
Yi P dyi | R,W,Yzi,X˚,Πn
‰ “ η0pn, σ, k, w, rq ż Pr pYi P dyi | xq ppxqdx
` η1pn, σ, |c|q
ÿ
jPc
p|c| ´ σqf pyi | xc˚ q
where
η0pn, σ, |Πn|, w, rq “ e
´wp1´σqr´σ
Γ pn´ σp|Πn| ` 1qq
η1pn, σ, |Πn|q “ 1
Γ pn´ σ|Πn|q .
The corresponding estimator, where M is the size of the chain after burn in, is given
by:
Pˆr
`
Yi P dyi | R,W,Yzi, ,X˚
‰ “ 1
M
«
Mÿ
m“1
η0pn, σ,Πmn , wm, rmq
ż
Pr pYi P dyi | xq ppxqdx
ff
`
«
η1pn, σ, |Πmn |q
ÿ
jPcm
p|c| ´ σqPr `Yi P dyi | xc˚m˘
ff
.
(A.9)
To obtain the average leave-one-out predictive probability we do the following:
1. For i “ 1, . . . , n, remove the i-th observation from the dataset and run the MCMC
with the rest of the data points.
2. At each MCMC iteration evaluate the predictive probability of the i-th datapoint.
3. Average over the M MCMC iterations to get the average predictive probability
for the i-th observation given by Equation (A.9).
After we do this for all observations we take the average of the leave-one-out predictive
probabilities to obtain the estimates reported in Table 2.
Similarly, to obtain the average 5-fold predictive probability we do the following:
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1. For j “ 1, . . . , 5, randomly split the dataset into training data (4/5) and test data
(1/5) making sure each observation belongs to the test data only once, in other
words, sample it without replacement.
2. At each MCMC iteration evaluate the predictive probability of each test data
point and take the average.
3. Average over the M MCMC iterations to get the average predictive probability
for the j-th batch of test data.
After we do this for all test data batches we take the average of their corresponding
5-fold predictive probabilities to obtain the estimates reported in Table 3.
A.10 Geweke’s Getting it Right
Geweke (2004) has a formal test for testing the correctness of an MCMC algorithm
using a two sample hypothesis test or a Q-Q plot. We compare the output of the
Marginal-conditional simulator from Equation (A.10), where the updates follow the
generative model, versus the output from the Succesive-conditional simulator from
Equation (A.11), where the posterior simulator, which correctness we want to check, is
used.
for t ě 1
1. Sample xptq „ fpxq
2. Sample φptq | xptq „ f
´
φ | xptq
¯
3. Sample yptq | φptq
xptq „ Normal py | φxptqq (A.10)
for t “ 0
1. Sample xp0q „ fpxq
2. Sample φp0q | xp0q „ f
´
φ | xp0q
¯
for t ě 1
1. Sample yptq | φpt´1q
xpt´1q „ Normal
´
y | φpt´1q
xpt´1q
¯
2. Sample φptq | xpt´1q, ypt´1q „ f
´
φ | xpt´1q, ypt´1q
¯
3. Sample xptq | φptq, yptq „ fpx | yptqq (A.11)
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