Extended Exposure Fusion (EEF) is a high dynamic range imaging technique. It was recently proposed as an improvement of an earlier technique called Exposure Fusion (EF), itself widely used thanks to its very good results. But EF has two well-known artifacts: an out-of-range artifact and a low-frequency halo. The extended version solves them, and delivers fused results with enhanced contrast everywhere in the image. We give in this paper a precise description, analysis and implementation of the extended exposure fusion. We notably verify that the artifacts are removed and that the local contrast is improved compared to the original exposure fusion.
Introduction
Extended Exposure Fusion (EEF) is a high dynamic range imaging technique to fuse a bracketed exposure sequence into a high quality image, introduced in [3] . It is one of the numerous offsprings of the method called Exposure Fusion (EF), introduced in 2007 by Mertens et al. [9, 10] .
The EF algorithm, contrarily to most HDR imaging techniques, does not create an intermediate HDR image but directly constructs the final LDR image by seamlessly fusing the best regions of the input sequence, using the Laplacian pyramid. A precise description of the method along with its two main limitations, namely, an out-of-range artifact and a low-frequency halo, can be found in [2] .
In this paper, following the lines of the method introduced in [3] , we describe the Extended Exposure Fusion. The key modification of the initial method consists in creating a series of images with reduced dynamic range, from each input. This is done through remapping functions. It appears that this simple correction solves the two known artifacts of Exposure Fusion, described by Mertens et al. themselves [10] .
The remainder of this paper is organized as follows. In Section 2, the Extended Exposure Fusion proposed in [3] is accurately described. Section 3 confronts the initial method with the improved one and verifies carefully that the artifacts are solved. The effect of the two parameters on the fusion result, namely the dynamic reduction and the pyramid's depth, are studied. The experiments give evidence that the images obtained with Extended Exposure Fusion indeed have more local contrast than when using the original method, as was stated in [3] .
Extended Exposure Fusion (EEF)
Extended Exposure Fusion has three main steps. First, the initial bracketed exposure sequence is extended. Then, the extended sequence is fused with exposure fusion. Finally, a normalization step is added to stretch the values to the output dynamic range. These three points are described in Sections 2.1, 2.2, and 2.3.
Sequence Extension
The correction of the out-of-range artifact proposed in [3] simply consists in separating each input image in a series of images with reduced dynamic range. To do so, the dynamic range of each input image is distributed in several new images created from it. To this aim, the authors use the remapping function g defined in Equation (2) . Its only parameter is the restrained range width β ∈ (0, 1]. The number of generated images per input one is M = ⌈1/β⌉, where ⌈·⌉ is the closest superior integer operator. This ensures that the full initial range is covered by the generated images. The image sequence is then extended from N to M × N images.
Let us call ρ(k) the center of the reduced range, where k ∈ {0, . . . , M − 1} is the index of the generated image in the series. The range is then limited to [ρ(k) − β 2 , ρ(k) + β 2 ], with
Rather than brutally clipping the values outside this restrained range, the authors designed a function g that progressively reduces the contrast until it becomes zero.
where t denotes an intensity, a = β 2 +λ and b = β 2 −λ, and λ is a parameter controlling the speed of the decay in the function outside the valid part of the range. Its value is fixed to λ = 0.125 in [3] . The decay behaves like 1/x 2 . As stated in [3] , the particular shape of g is not important; any function with a sufficiently fast decay and a smooth transition to outside the valid range can be used. Smooth transitions avoid the creation of false edges that could be transmitted to the final image. An example of remapping functions for β = 0.4 is presented in Figure 1 . This remapping is applied to the color images. Once the sequence is extended, it is simply fused with the Mertens et al. algorithm, which we recall in Section 2.2.
Exposure Fusion
Exposure fusion [9, 10] first measures the perceptual quality of the input sequence's images using three pixel-wise metrics: contrast C, saturation S and well-exposedness E. We will denote in the following by u the image, by x = (x 1 , x 2 ) the position of the pixel, by c the color channel, and by k the position of the image in the sequence. The contrast metric uses the absolute value of a discrete Laplacian filter applied to the grayscale version of the image,
where K Laplacian is a Laplacian kernel that computes the sum of differences over the four nearest neighbors. The saturation metric is the standard-deviation of the pixel's color,
Finally, the well-exposedness measures how close each pixel's color is to the median value 0.5 using a Gauss curve
with σ = 0.2. We follow the convention that the images' displayable range is [0, 1]. The quality measure of each pixel is finally obtained as a product of the above three metrics
The initial method [9] adds the exponents ω c , ω s and ω e (each in [0, 1]) to the different metrics to allow the user to balance their importance, but the authors in [3] keep them constantly fixed to 1, which is equivalent to removing them. For the blending process, the resulting weights need to be normalized as
The input images are then fused according to their normalized weight maps using the Ogden et al. multiscale fusion [11] . This technique builds the Laplacian pyramid [1] of the output image by blending the Laplacian pyramids of the input images according to the Gaussian pyramid of the weight maps. The fused image is obtained by collapsing the constructed pyramid. We will denote L{u} the Laplacian pyramid of u, G{w} k the Gaussian pyramid of the weights w k , and l the scale. The blending operation is then
Algorithm 1 describes the whole process, from the quality measurements to the multiscale fusion. We refer to [2] for pseudo-codes of the downsampling and upsampling procedures. 
Robust Normalization
After fusion, the fused image's intensities need to be rescaled to the unit range. Depending on β and the content of the image, this typically amounts to stretch the intensity range (as opposed to EF). This final step over-stretches the colors to [0, 1] by allowing a percentage of clipping (typically 1%) in both sides of the histogram. This operation is called Robust Normalization [2, 3] . We refer to [2] for a pseudo-code of this algorithm. The pseudo-code of the method is presented in Algorithm 2. At Line 4 the input sequence is extended: for each image of the initial bracketed exposure sequence, M images are created with a restrained dynamic range. At line 5 the extended sequence is fused. An example of sequence extended using this method is presented in Figure 2 . The associated weight maps are displayed in the bottom right corner of each image.
Results and Comparisons
While this correction of Mertens' et al. method seems to be targeted to the out-of-range artifact, the authors in [3] argue that it has two important consequences:
Extended sequence input 1 input 2 input 3 input 4 input 5 input 6 input 7 input 8 Figure 2 : Example of simulated sequence in EEF with β = 1/2 (sequence "House"). The input bracketed sequence is displayed on the top row, along with its associated weight maps. The extended sequence is presented on the center and bottom row, with their associated weight maps too. Similarly to the images, the weight maps are also split in two.
same strategy, the output range can be forced to be smaller than [0, 1] (using small β). In that configuration the final image is stretched rather than compressed and therefore gains local contrast. Results and comparisons with the initial method are provided in Section 3.1.
2. It allows to use deeper pyramids, and, in consequence, to avoid the low-frequency halo artifact. Indeed, this artifact of the method is sometimes observed when there are strong intensity differences between two distant areas of the input sequence [10, 2] . This can be solved using deeper pyramids as suggested by the authors themselves; yet deeper pyramids also yield stronger out-of-range artifacts and therefore are not adopted in the original method. Hence, by solving the latter, the authors [3] also solved the low frequency halo. This is discussed in Section 3.3.
In brief, with this simple modification of the algorithm, the two identified shortcomings of the initial method are solved, and the fused image can be even more contrasted locally than the input sequence. The negative side of this correction is an increase of the computational time by a factor M (typically between 2 and 4), compared to the initial EF method. The next Sections 3.1 and 3.3 compare EEF to the original EF. Section 3.4 will present related methods and compare them to EF and EEF.
Out-of-range Artifact Correction and Local Contrast
In Figure 2 we show the extended sequence generated from a four-images sequence. Using β = 1/2, each image's range is "split" in two. The weights attributed to each image by EF are displayed on the corner of their associated image.
In Figure 3 we compare the results obtained with EF (last column, equivalent to β = 1) and EEF, for several values of β. The remapping functions, used to distribute the initial intensities between the generated images, are displayed on the top row. The robust normalization was applied to all fused images. As a consequence, EF results are compressed and EEF results stretched. Furthermore, the smaller β, the stronger the final stretching in EEF. We observe, by comparing the results to the input sequences given in Figures 2 and 4 , that the EEF results with β = 0.5 have the same local contrast as the input images (or slightly more), and more contrast than the EF outputs. The results obtained with smaller β are even more contrasted locally.
This can be easily verified in Figure 5 , where we plotted an horizontal line going through the top left pane of the windows of the fused "House" image, taken in the EF result (in blue) and the EEF one, with β = 1/2 (in red) and with β = 1/4 (in yellow). The out-of-range values are indeed removed, while the local contrast is as well preserved as in EF. Only the strong edges are compressed, which is the aim of tone-mapping operators.
In Figure 6 , we reproduced the experiment of [2] that clearly illustrated the out-of-range artifact of EF in the case of a simple test-pattern. This experiment is the same as in Figure 5 but with test patterns that are constant (apart from the noise) in the vertical axis, which makes the plots easier to interpret. The noise was used to simulate texture. The two top plots display the central horizontal lines of the three input images (left) and the six remapped ones (right). The central plot displays the same lines taken in the fused results. The full images are shown on the bottom row. The fused result with EF (purple line) has out-of-range artifacts for both bright and dark values, whereas the result with EEF (green line) has no artifact.
Arguably, in Figure 6 the local contrast in the bright and dark bands of the EEF result is somewhat reduced with respect to the EF result. This happens because of the combination of two effects. First, the contrast in the remapped images outside the restrained range is not completely canceled, due to the shape of function g. This is visible in the top right plot of Figure 6 . Thus the contrast metric in these areas is close to zero but not null. Second, values outside the valid range can be assigned higher weights by the well-exposedness measure than values inside, if they are closer to 0.5. When these two effects are combined, the final weights assigned to remapped values outside the restrained range can become non-negligible. This means that in those rare situations the local contrast will be slightly reduced. This explains the slight loss of contrast in the bright and dark bands of the EEF result with respect to the EF one in the central plot of Figure 6 . The issue can be alleviated by using a smaller weight ω e for the well-exposedness measure, or a smaller parameter λ in the function g (which will cause a stronger contrast reduction outside the valid range). Remark that in Figure 6 the loss of local contrast in the same regions of the EF result after clipping or linear In the case of the exposure fusion method [9] (right column), the sequence is not extended, which can be seen as a special case of EEF [3] where β = 1 and the remapping function is the identity.
Mask
Grand Canal Figure 4 : Input bracketed exposure sequences "Mask" and "Grand Canal", each composed of three images: under-exposed, correctly exposed, and over-exposed. The input sequence "House" is displayed in Figure 2 . rescaling would be much more serious. We nevertheless suggest a correction to avoid this issue, described in Section 3.2. Additionally, we applied EF and EEF on the bigger bracketed sequence dataset of Ma et al. [7] and measured the scaling factors applied by the robust normalization on the fused images. The resulting compression/stretching factors for the 17 sequences are displayed in Table 1 . On average, the EF fused images are compressed by a factor 0.766. In contrast, EEF fused images, using β = 0.64 (i.e. M = 2) are only very slightly compressed, by a factor 0.970.
These experiments suggest that EEF does not require the simulation of many additional images to correct EF's out-of-range artifact: a division of each input in two distinct ones is enough. Yet the generation of more inputs, with smaller reduced ranges, leads to an even greater local contrast gain. [7] . Sequences "Lamp", "House", "Memorial" and "Grand Canal" are the same (but downsampled) as the ones we used. Here, the EEF parameter is β = 0.64 (M = 2). A smaller β would lead to more dynamic reduction (thus a larger final normalization factor) but also requires longer extended sequences.
We display in Figure 7 and Figure 8 two additional results with long sequences.
EF [9] EEF [3] Figure 7: Comparing the EF and EEF method (β = 1/4) on the Memorial image (the input sequence has 16 images). Robust normalization was applied to both images, with 0.1% and 0.9% of clipping in the white and in the black respectively. In the EF case, this required to apply a factor 0.675, that is, a strong compression. In the EEF case however, the factor was 1.265, which entails a contrast increase everywhere in the image.
Effect of the parameter on the result. In the end, the effect of the parameter β on the result is quite simple: the smaller β, the stronger the range compression and, consequently, the stronger the final stretching of the dynamic. Independently, even with the restrained range strategy, the EEF method cannot guarantee that the output image does not contain out-of-range artifacts. This is manifest in Table 1 : this issue remains for example in all images for which the robust normalization factor is inferior to one. However, it is guaranteed that EEF reduces this artifact with respect to EF, and this can be verified in the same table. It should also be noted that Table 1 uses β = 0.64. This means that there is still room for more dynamic compression (with smaller values). Since there is no way to predict the amount of out-of-range artifact, we recommend to use an intermediate value for β, e.g. between 0.25 and 0.75, and then adjust for a specific image if needed. We used 0.3 in the demo EF [9] EEF [3] Figure 8: Comparing EF and EEF (β = 1/4) on the Lamp image (the input sequence has 15 images). Robust normalization was applied to both images, with 0.1% and 0.9% clipping in the white and in the black respectively. For EF, this amounted to apply a 0.676 factor, namely a strong compression. For EEF however, the factor was 1.299, namely a contrast increase everywhere in the image.
associated with this paper. Too small values for β may not be recommendable, since they increase the computation time. They nonetheless yield results with strong local contrast and saturation, similar to the unnatural yet common "HDR rendition" often seen in consumer photography.
Improvement of EEF's Weights
This section is a parenthesis in the description of the EEF algorithm [3] where we propose a small correction for the issue described in the previous Section 3.1. As explained in Section 3.1, it can happen that the EEF method slightly reduces the local contrast of the very bright or dark regions. To correct this, we propose the following modification: to reduce the weights attributed to the values outside the restrained range. This is done through a new metric, equal to one in the restrained range and inferior to one outside. We use for this purpose the derivative of g, given by
The metric is called R for restrained range, and computed as follows
where u is an image from the initial sequence, before remapping. The weights are computed as
and then normalized as usual. There are no other changes. This modification of the EEF method is reported in Algorithm 3. Only line 5 and 6 are modified with respect to Algorithm 2. Figure 9 shows on the test-pattern that the local contrast is indeed better preserved by including this supplementary metric. Figure 10 shows that some regions which lack contrast in the EEF result are improved thanks to these modified weights. Observe for example the boat and the bush on the right.
This correction is included in the online demo and activated by default, with an option to deactivate it. Apart from this section, all the discussions in this paper are based on the version published in [3] , i.e. without the improved weights. : Comparing the EEF method with improved weights (as described in Section 3.2) with the original [3] . The improvement simply consists in reducing the weights when they are outside the restrained range. This helps preserving local contrast in very bright and dark regions, like the white and black bands in this test-pattern.
Low-frequency Halo and Pyramid Depth
The low-frequency halo was described by the authors of Exposure Fusion in [10] . It is explained in [2] . Its solution consists in using deeper pyramids [10, 2] . However, this also increases the out-of-range artifact [2] , so this solution is not practical with the original method. As suggested for EEF in [3] however, since the out-of-range artifacts are reduced, pyramids can go deeper without artifact and then solve the low-frequency halo.
Pyramid Depth
In Mertens' implementation of exposure fusion, the depth D of the pyramid is computed as
where H and W are respectively the height and width of the input images. Since these dimensions are rarely powers of two, the residual image of the pyramid is often a few pixels wide in its smallest dimension. Nevertheless, there is no practical objection in continuing the downsampling when one (a) fused with EEF zoom-in of (a) (b) fused with EEF and improved weights zoom-in of (b) Figure 10 : Comparing the EEF method in [3] and the EEF method with the improved weights proposed in Section 3.2. The contrast in the dark regions is better with the improved weights. β = 0.3.
dimension has only one pixel left; indeed, the borders are replicated and it can be downsampled anyway: the Laplacian coefficients simply become zeroes. Hence, the authors suggest to use the max rather than the min in Equation (12), so as to handle images with one dimension considerably smaller than the other. Yet, the residual size might still be a few pixels wide.
In the implementation of the Gaussian and Laplacian pyramids, a new line/column is added when the corresponding dimension is odd. Denoting D l a dimension (H or W ) of an image at scale l, its value is then
with D 0 the dimension at scale zero, i.e. the initial one. The genuine deepest scale of a pyramid is then the smallest l such that D l = 1, with D 0 = max{H, W }. We call it l max . Alternatively, one can stop when the smallest dimension of the image reaches 1, that is, by starting at D 0 = min{H, W }; we call it l ′ max . Both are proposed in the online demo, l max is denoted "deepest" and l ′ max "deeper".
Two Experiments
In Figure 11 we present an example of low-frequency artifact and its resolution with deeper pyramid. For this experiment we created an image made of plateaus and a small noise to simulate texture. Two other images were generated using an affine rescaling of the first one (and keeping the part in [0, 1] only). Lines of the input sequence are displayed in the top plot, and fused results with EF and EEF and different pyramid depths in the center and bottom plots. The low-frequency artifact of the exposure fusion method can be easily spotted on the left and right parts of the center blue line. This is the standard result given by Mertens et al. method. These halos can be removed by using deeper pyramids [10, 2] . But the out-of-range artifact is amplified by this modification [2] , as can be seen on the bottom plot. In the EEF method however, no low-frequency nor out-of-range artifacts are visible in the results. Figure 12 brings yet another empirical proof of this. A real bracketed exposure sequence is fused. A low-frequency halo is visible above the roof in EF's result, using a pyramid of depth l EF max . The fused result in EEF with the same depth has the same halo. However, when using l ′ max or l max , the halo disappears. 
Comparison with Other Exposure Fusion Methods
We now compare EF and EEF with three other state-of-the-art exposure fusion based methods: the • Kou et al. [4] circumvented the out-of-range artifact by reducing the depth of the pyramid. But this increased the low-frequency halo, which is partly avoided with the introduction of an edge-aware smoothing pyramid. The approach in [3] is simpler and does not rely on an additional edge-aware smoothing step, but on mere remapping functions. Unexpectedly, this simpler solution also gives better results, since the Kou et al. method does not succeed in removing the halos. Rather than reducing the depth of the pyramid as in [4] , EEF increases it. This improves the methods efficiency, as a deeper pyramid gives more natural results, with a better preserved relative brightness.
• The Ma et al. method [8] (PWMEF) is a patch-based method that uses the "luminance", "contrast" and "structure" decomposition defined in [7] and is based on SSIM [12] . Figure 12 : Resolution of the low-frequency halo using deeper pyramids in EEF. The input bracketed sequence is composed of the three first images labeled input 1, 2 and 3. Follows the fusion result of EF, then three different results obtained with EEF and different pyramid depths l EF max , l ′ max and l max (from shallow to deep). A vertical line of these images is plotted on the graph below (the images were converted in gray beforehand). The image labeled input (blue line) is the second one of the bracketed exposure sequence. This illustrates how a deeper pyramid avoids the creation of halos.
l is the mean value of the patch, the contrast c is its ℓ 2 norm, and the structure s is the patch after removal of its mean value and division by its ℓ 2 norm, so that x = c · s + l, where x is the patch and the bold font denotes vectors. The Ma et al. method then simply consists in constructing the best luminance, contrast and structure values from the input sequence patches, and finally to invert the decomposition to obtain a new patch, optimal according to these three components. The structure and luminance are obtained by a weighted combination of the input patches values, using metrics similar to Mertens et al. [9] . As for the final contrast value, the max is simply taken. After reconstruction, overlapping patches are averaged.
• The Li et al. [5] detail-enhanced exposure fusion (DEEF) is a modified version of exposure fusion with an additional and final contrast enhancement step. The modification of exposure fusion consists in a supplementary edge-aware smoothing step for the weight maps: the Gaussian pyramid associated with each input image is smoothed using the weighted guided image filter [6] . The guide is the Gaussian pyramid of the luminance of the input image. The fusion is then carried out like in exposure fusion, but the obtained image is not the final result: A detail layer is computed from the input sequence using a structure tensor and obtained by solving a quadratic optimization problem. The final result is obtained by adding this detail layer to the fused image.
We present in Figure 13 fusion results with the methods of Kou et al. [4] (GGMEF), Ma et al. [8] (PWMEF) and Li et al. [5] (DEEF). The GGMEF method produces halos, that can easily be spotted in the sky of the Grand canal image. The PWMEF method produces excessively bright results. It is visually pleasing, but one can notice out-of-range artifacts in the house image. Furthermore, the bookshelf is exaggeratedly saturated. Finally, the DEEF results are dark and lack local contrast. In fact, they look very similar to those of EF. The EEF results show a larger local contrast. This is visible in the zoom-in on the mask result. The method delivers fused images without halo and without out-of-range artifacts.
GGMEF [4] PWMEF [8] DEEF [5] EEF [3] EF [9] Figure 13: Comparison between the original EF, EEF (with β = 1/4), and other fusion methods. All images underwent robust normalization with 0.1% of clipping in the white and 0.9% in the black.
Conclusion
We have described and analyzed the Extended Exposure Fusion, recently introduced in [3] to fuse a bracketed exposure sequence into a single high quality image. This method is similar to the previous and widely used Exposure Fusion [9, 10] but solves its out-of-range artifact and low-frequency halo, thanks to a simple modification consisting in reducing the dynamic range of the input images. To preserve all information, the range from each input image is distributed into two or more new images, thus fabricating an extended sequence which is then simply fused by exposure fusion. Not only this correction solves the initial method's issues, but it also delivers fused images with increased local contrast with respect to the initial sequence. This corrected version of Exposure Fusion comes at the price of an increased computational time (the input sequence length is increased by an integer factor at least equal to two -and rarely superior to four). Yet it corrects all known artifacts of the Mertens et al. method. We therefore would recommend to use it rather than the original one. 
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