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Abstract
Large Multiple-Input Multiple-Output (MIMO) base stations remain among wireless
systems designers’ best tools for increasing wireless through-put while serving many
clients. Still, current system designs, sacrifice throughput with simple linear MIMO
detection algorithms. Higher performance detection techniques are known, but remain
off the table because of their related complexity and latency requirements. In this PhD
thesis, novel signal processing approaches are presented, that have the potential to
reclaim this wasted MIMO channel capacity while meeting challenging latency require-
ments by employing parallel processing and efficient tree pruning techniques. The core
of this work builds a novel framework for massively parallel signal processing for large
MIMO systems applicable to both uplink and downlink. The proposed approaches are
asymptoticly optimal, adapt to the processing capabilities of the base station and the
current MIMO channel realization, support powerful a posteriori probability (APP)
decoding and have latency requirements similar to simple successive interference can-
cellation. The proposed massively parallel precoder and the detector are validated in
over-the-air experiments. In order to make the approaches practical, novel solutions
for fast rate adaptation (for both uplink and downlink) are proposed, necessary to
translate the improved detection/precoding capabilities into actual throughput.
In addition, this thesis introduces the novel principle of Antipodal detection and decod-
ing, that enables the complexity efficient demultiplexing of tens of interfering streams
even in the most challenging transmission scenarios (e.g., when the number of transmit-
ted streams equals the number of the base stations antennas). For the first time, the
proposed Antipodal detector leverages the unexploited relation between the detection
reliability and the detection complexity of sphere decoding to extract implicit reliabil-
ity information (at no extra processing cost) and to substantially reduce the detection
complexity itself. In particular, the detector polarizes its output into highly reliable
bits and erasures. While a traditional belief-propagation decoder can handle such an
outcome, the Antipodal decoder proposed is tailored to the properties of the Antipodal
detector output.
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Chapter 1
Introduction
1.1 Background
It is expected that both mobile traffic and the number of connected devices will con-
tinue to grow exponentially with a compound annual growth rate of up to 30% [29, 20].
Upcoming 5G mobile networks are designed to satisfy this ever-increasing demand for
throughput and connectivity for the next decade. One of 5G’s key technologies are
large Multi-user Multiple-Input Multiple-Output (MU-MIMO) systems that can by in-
tentionally transmitting mutually interfering information streams substantially increase
throughput and connectivity [37, 7]. To this end, such systems employ multiple trans-
mit and receive antennas which allows to leverage the spacial domain to demultiplex the
interfering steams. In theory, the Shannon capacity of a rich scattering MIMO channel
grows linearly with the minimum of transmit and receive antennas [54, 123]. However,
to deliver the full potential of multi-antenna systems in practice, the mutually inter-
fering information streams need to be efficiently demultiplexed [56]. Optimal signal
processing techniques are known, but remain off the table since their heavy processing
requirements are incompatible with the tight latency requirements of modern packet-
based communication systems [59]. Consequently, it is unavoidable to leave some of the
MIMO channel‘s capacity unexploited due to suboptimal processing. Yet, how large
this loss strongly depends on how well the employed algorithmic solution can exploit
the available processing capabilities.
1
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1.2 Motivation and Scope
In the light of ambitious goals set for 5G new radio, this works aims to explore how
advanced signal processing can increase the connectivity and throughput of practical
large-scale MIMO Base Stations (BS). Multiple antenna deployments can be exploited
in various ways in the context of wireless communication systems, but we focus on MU-
MIMO since it allows to increase throughput and connectivity simultaneously. Here
a multi-antenna BS transmits or receives streams from multiple devices concurrently.
While the BS antennas are all connected to the same base band processing unit, the
the User Equipment (UE) antennas are located on different devices and each device
has only access to the receive samples of its own antennas. This asymmetry requires
different strategies for the uplink, UE‘s transmit to BS, and downlink, BS transmits
to UE‘s. In this context, detection approaches (receiver processing) and precoding or
beamforming approaches (transmitter processing) are of equal importance.
The ability of large MIMO BSs to exploit high multiplexing gains depends heavily on
the availability of Channel State Information (CSI). The uplink CSI is signaled via
pilot symbols that are embedded in the transmitted waveform [2]. Acquiring downlink
CSI at the BSs is significantly more challenging. If Frequency-Division Duplexing
(FDD) is employed, as it is the case for the larger majority of the cellular systems
currently in operation, the UEs measure the downlink channel and then signal it back
to the BS. Since the UEs need to feed the CSI back for all BS antennas, the required
singling overhead is significant even for moderately sized MIMO systems [19, 140]. For
example in the Long Term Evolution (LTE) standard, a singling overhead of 4.6 Mb/s
is required to feedback the CSI of a 4 × 2 MIMO system with 20 MHz bandwidth
[128]. To avoid this overhead, future wireless systems are expected to employ Time-
Division Duplexing (TDD). Here both uplink and downlink utilize the same spectrum
and therefore channel reciprocity can be exploited to gather downlink CSI based on
the uplink pilots. Howerver, only the underlying wireless channel is reciprocal but the
transceiver circuitry is not. To account for the hardware related mismatch between
uplink and downlink careful calibration is required [43, 147]. A comprehensive survey
on channel reciprocity calibration can be found in [67]. In this direction, the signal
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processing methods discussed in this thesis are designed with TDD systems in mind.
Principally they are also applicable in FDD systems, however the extend to which the
additional singling overhead may diminish the throughput gains of high-order MIMO,
is not discussed in this thesis.
Current MIMO BS designs such as [115, 88, 30, 144, 68], use linear methods such as
Zero Forcing (ZF) and Minimum Mean Squared Error (MMSE) for both detection and
precoding. These methods exhibit very low computational complexity and still deliver a
near optimal performance when the spatial load is low [57]. These properties prompted
the emergence of the massive MIMO paradigm, where the number of BS antennas are
significantly larger than the number of the number of concurrently transmitted streams
[89, 76]. When scaling up the BS antennas, high diversity gains, multiplexing gains and
array gains can be realized [105]. Leveraging these gains, massive MIMO systems with
very large antenna arrays can support tens of concurrent streams and deliver extremely
high spectral efficiencies. For example, it has been shown that a massive MIMO BS
equipped with 128 antennas, which employs simple MMSE detection and precoding,
provides a staggering spectral efficiency of more than 100 bits/s/Hz while simultane-
ously supporting 22 streams [50]. Therefore, the BS can comfortably exploit the level
of multiplexing permitted in recent cellular (up to 12 concurrent streams) [2] and local
network standards (up to 8 concurrent streams) [100]. To deliver these impressive num-
bers the BS utilized a dedicated Radio Frequency (RF) chain to connect each of the BS
antennas to the base band processing unit. Yet, these RF chains are complex constructs
of high performance hardware components such as analog-to-digital/digital-to-analog
converters and low-noise amplifiers. This setup reflects to high acquisition costs and
high power consumption [76]. Furthermore, antenna arrays designed to operate at
traditional sub-6 GHz frequency have large footprints in the order of square meters
making deployment challenging. While this performance-cost trade-off is attractive for
marco-cell BSs, it might be cost prohibitive for small-cells and local networks.
When the number of BS antennas is in the order of ten rather than in the order of
a hundred due to any of the limiting factors discussed above, MIMO systems that
employ simple linear detection and precoding solutions cannot fully exploit the multi-
plexing opportunities of modern wireless communication standards, since the achiev-
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Figure 1.1: Achievable uplink and downlink throughput for linear and non-linear de-
tection and beamforming approaches, as a function of the number of (single-antenna)
users when a 16-antenna base-station is used. Indoor channel traces are assumed with
an average SNR of 20dB per stream. Adaptive modulation and coding and 20 MHz
bandwidth are also assumed.
able throughput of linear approaches significantly degrades when the MIMO channel is
poorly-conditioned, as is often the case when the number of concurrently transmitted
streams approaches the number of antennas at the BS [98]. This leaves a significant
amount of MIMO channel capacity unexploited. To demonstrate the potential gains
when replacing linear signal processing with high-performance non-linear approaches,
Figure 1.1 shows the respective downlink and uplink throughput for ZF and Vector
Perturbation (VP) [55] (i.e., non-linear beamforming) and soft-Sphere Decoder (SD)
[120] (i.e., non-linear detection, SD), as a function of the number of (single-antenna)
UEs when a 16-antenna base-station is used. It can be seen that non-linear processing
can unlock substantial throughput and user connectivity improvements in both the up-
link and the downlink. Yet these gains come to the price of massively increased latency
requirements.
Figure 1.2 depicts the processing latency, estimated in processing cycles, of VP and SD
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Figure 1.2: Estimated (per-subcarrier) processing latency for linear and non-linear
detection and beamforming approaches as a function of the number of (single-antenna)
users for a 16-antenna base-station and a 20 MHz bandwidth.
when implemented according to the one node per cycle tree search architecture proposed
in [36]. To put the results into context, indicative results have been added on the latency
of ZF. While the peak throughput of non-linear processing techniques is significantly
higher than that of their linear counterparts, their corresponding latency increases
exponentially with the number of concurrently transmitted information streams. As a
result, for a large number of spatial streams, the processing latency of VP and SD can
be orders of magnitude higher than that of linear approaches and therefore, can exceed
the strict latency requirements of modern communication standards [101].
In this context, a plethora of non-linear detection and precoding approaches have been
proposed that aim to deliver near optimal performance at a significantly reduced com-
plexity. Notable examples are tree-searches [130, 110, 41, 18, 55], neighbourhood search
[127, 92, 119, 108], probabilistic detectors [33, 83], Quadratic programming [16, 28, 4]
Successive Interference Cancellation (SIC) [134] and its precoding counter part Tom-
linson Harashima Precoding (THP) [47]. By exploiting asymptotic characteristics of
MIMO systems with hundreds of interfering streams, detectors such as Likelihood As-
cended Search (LAS) are capable of achieving quasi-optimal performance for robots
modulation (e.g., Binary Phase Shift Keying (BPSK)) at a complexity that is compa-
rable to that of linear detectors. Still, after a decade of intensive research, no approaches
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are known that can deliver the same in systems that employ tens of mutually interfering
streams and spectral efficient Quadratic Amplitude Modulation (QAM).
Besides attempting to further reduce complexity, emerging hardware architectures such
as Graphics Processing Units (GPUs) support hundreds of cores [31, 48], presenting
an opportunity to distribute the processing load, along with a challenge of how to effi-
ciently parallelize the - up to now - strictly sequential non-linear processing approaches.
A first attempted in this direction are Fixed Complexity Sphere Decoding (FCSD) [13]
for the uplink and Fixed Complexity Sphere Encoding (FCSD) [90] for the downlink.
The FCSD/FCSE framework is a parallel processing approach based on the Sphere
Decoding tree-search principle and has a latency that is directly comparable to that
of linear detection/precoding approaches. Yet, the methods are not adaptive to the
MIMO channel and have a very limited flexibility as the number of paths required to
detect/precode a symbol increases exponentially, thereby negatively affecting perfor-
mance, latency, computational complexity and energy efficiency.
To harness non-linear approaches practical rate adapting solution are required that
account for the improved precoding/detection performance. A framework for approxi-
mating the post-processing noise of optimal VP precoding for a given MIMO channel
has been presented in [106]. This approximation provides the theoretical foundation
required to implement a practical rate adaption, but its accuracy has not been tested
in Over-the-Air (OTA) experiments and is only applicable to precoder with a near
optimal performance. In contrast, to the best of the authors knowledge, no similar
theoretical framework is know for non-linear detectors such as [127, 130, 28, 121]. As
a result, the OTA experiments in [98] implemented an exhaustive search over all sup-
ported modulations to demonstrate the possible gains of SD. A similar methodology
has also been used to generate the throughput results depicted in Figure in 1.1. While
this is a perfectly valid strategy to explore the potential of non-linear detection it is
not viable solution for real world deployments.
In the light of the presented challenges and opportunities this thesis revisits the design
of non-linear precoding and detection for large-scale MIMO systems. Our primary
design targets are:
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1. Near-optimal performance. To exploit the full potential of the MIMO channel
the method should be able to deliver near optimal performance if the available
processing power is sufficient.
2. Nearly embarrassing parallel structure. Processing dependencies between
the subtasks should be minimized to make parallelization efficient for a abroad
set of implementation architectures.
3. Adjustable computational requirements. The algorithm should able to align
its processing requirement with the capabilities of the BS in order to offer a good
performance for a abroad set of BSs with varying processing power.
4. Capable of delivering practical rate adaption. To translate the improved
detection/precoding capabilities into actual throughput, practical rate adaptation
solutions are required.
5. Compatible with “soft-decoding” approaches. Powerful state-of-the-art cod-
ing schemes that are utilized in recent cellular [2] and local-area networking stan-
dards [1] require “soft”-information.
6. Supporting spectral efficient QAM modulations. For wireless communica-
tion systems that operate in lower frequency bands (e.g., sub-6 GHz systems)
spectral efficient modulations are essential for high throughput.
1.3 Contributions
As discussed, near optimal solutions can unlock substantial throughput and connec-
tivity improvements in both the uplink and the downlink, however their potential has
not been realized in real world application since the related latency requirements by
far exceed the capabilities of current processing solutions.
In this direction we propose a novel framework for massively parallel signal processing
for large MIMO systems (the number of concurrent streams is of the order of ten)
applicable to both uplink and downlink. The proposed approaches are asymptoticly
optimal, adapt to the processing capabilities of the base station and the current MIMO
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channel realization, support powerful a A´ Posteriori Probability (APP) decoding and
have latency requirements similar to simple Successive Interference Cancellation (SIC).
Both the parallel precoder and the parallel detector have been validated in over-the-
air experiments. The framework is concluded by practical rate adaption solutions
for both uplink and downlink capable of translating the improved detection/precoing
performance into actual throughput.
Principally the framework for massively parallel signal processing can also be extended
to systems with twenty or more antennas and still maintains its favorable latency
properties. Yet, to achieve near optimal performance in such large MIMO the number
of parallel processing elements can be in the order of hundreds when the spatial load
is high.
To provide a low-complexity alternative for the MIMO uplink, we presents the novel
principle of Antipodal detection and decoding, which allows efficient demultiplexing of
tens of interfering streams even in the most challenging transmission scenarios (e.g.,
number of streams equals number of base stations antennas). For the first time in
the open literature, the relationship between the detection reliability and the detection
complexity of sphere decoder-based detection solutions, is revisited. The proposed An-
tipodal detector leverages this unexploited relation to extract intrinsic reliable informa-
tion (at no extra processing cost) and to substantially reduce the detection complexity
itself.
1.3.1 FlexCore: Massively Parallel Detection
In this work we introduce FlexCore that has also been partially presented in [59], an
asymptotically-optimal, massively-parallel detector for large MIMO systems. Flex-
Core reclaims the wasted throughput of linear detection approaches, while at the same
time parallelizing processing, thus enabling it to meet the tight latency requirements
required for packetized transmissions. In contrast to existing low-complexity SD archi-
tectures [13], FlexCore can exploit any number of available processing elements and, for
however many are available, maximize throughput by allocating processing elements
only to the parts of the decoding process most likely to increase wireless throughput.
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Consequently, as additional processing elements are provisioned, FlexCore continues
to improve throughput. By this design, FlexCore can avoid unnecessary computa-
tion, allocating only as many processing elements as required to approach ML-optimal
MIMO wireless throughput performance. FlexCore’s computation proceeds in a nearly
“embarrassingly” parallel manner that makes parallelization efficient for a broad set of
implementation architectures, in particular GPUs, even allowing parallelization across
devices. To achieve this, we present novel algorithms to:
1. Choose which parts of the Sphere decoder tree to explore, through a “pre-processing”
step, and then,
2. Efficiently allocate the chosen parts of the Sphere decoder tree to the available
processing elements.
FlexCore’s pre-processing step is a low-overhead procedure that takes place only when
the transmission channel significantly changes. It narrows down which parts of the
Sphere decoder tree the system needs to explore to decode the clients’ transmissions,
i.e., find a solution to the decoding problem. The pre-processing step identifies the
“most promising” candidate solutions in a probabilistic manner, and occurs a priori,
without knowing the signals received from the clients themselves, but instead based on
the knowledge of the transmission channel and the amount of background noise present.
In this part of the design, FlexCoreintroduces a new probabilistic model to identify the
most promising candidate solutions and an indexing technique wherein the tree nodes
are labeled by position vectors. We also introduce a novel pre-processing tree structure
and tree search distinct from the traditional SD tree search. These new techniques allow
us to efficiently identify the most promising candidate solutions. In addition to finding
the most promising candidate solutions, FlexCore’s new probabilistic model enables
efficient rate adaptation capable of adjusting the transmitted bit rate of a stream to
the Signal to Noise Ratio (SNR), the instantaneous MIMO channel realization and the
processing resources of the receiver.
FlexCore’s allocation step maps each of the chosen paths in the SD’s search tree to
a single processing element, spreading the load evenly. While this previously required
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redundant calculations across parallel tasks as well as multiple sorting operations, Flex-
Core skips them by introducing a new node selection strategy. The candidate solutions
determined in the parallel detection step can be utilized to efficiently calculate Log
Likelihood Ratios (LLR) values. The massively parallel detection approach has been
validate via OTA trails and extensive trace based simulations.
1.3.2 ViPer MIMO: Massively Parallel Precoding
Here we also introduce ViPer MIMO that has be been partially presented in [60], a
system design that addresses the practical obstacles that prevent current BSs from
capitalizing on the full potential of VP percoding. To the best of our knowledge, ViPer
MIMO precoding is the first practical VP approach that can be efficiently realized in
a flexible and massively parallel manner, and can exploit any number of processing
elements by focusing processing power on the VP tree paths most relevant to pre-
coding performance. ViPer’s pre-processing step, which is equivalent to the process
of calculating beamforming weights in linear precoding, consists of a novel sorted-RQ
decomposition that for the first time leverages the well-known performance gains of
ordered non-linear detectors [10, 134] in the downlink, without requiring to calculate
the channel inverse first. The RQ decomposition is followed by a lightweight algo-
rithm to focus processing on SE tree paths most likely to correspond to the optimal
perturbation vector. For this purpose the pre-processing tree structure designed for
parallel detection can be reused. However, we introduce a downlink-tailored Metric of
Promise (MoP) to account for the specific characteristic of VP-based precoding. The
precoding design is complemented by a rate adaptation method based on the theoretical
foundation presented in [106].
We implemented ViPer MIMO, MMSE and the VP-based precoders [55, 90] on a
software-defined-radio platform featuring an 8-antenna AP and up to eight single-an-
tenna UEs to conduct the first experimental evaluation of VP-based precoding tech-
niques including a systematic comparison to linear techniques. In this context, present
ViPer’s user scheduling (ViPer US) which extends the ideas of Orthogonal Probing
User Scheduling (OPUS) [138]. A distributed contention-based scheduling procedure
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to avoid the potentially prohibitive signaling overhead related to gathering global CSI
[139].
1.3.3 Antipodal Detection and Decoding
We introduce the concept of Antipodal Detection and Decoding (AD&D) that has
be been partially presented in [61]. AD&D has been designed to deliver very high
throughput in large MIMO systems with a practical number (in the order of tens)
of interfering streams. In contrast to local neighbourhood searches, the Antipodal
detector can efficiently utilize very dense constellations (e.g., 256-QAM or higher) and
it “naturally” (at no extra complexity) supports powerful “soft”-channel decoding.
In addition, Antipodal processing can adjust its complexity and latency in order to
meet the limitations imposed by the base station’s hardware and the systems needs.
Antipodal detection and decoding is based on a simple observation. In order for a
vector solution to be highly reliable, there should be no other (or only a few) candidate
vector with similar Euclidean distance to the received signal. When this holds, then the
SD tree pruning approaches can drastically reduce the search space and consequently
the ML solution can be identified fast. On the other hand, if a solution is less reliable,
this practically means that there are many candidate solutions with a similar Euclidean
distance to the received signal. Then the SD has to visit a significantly higher number
of possible solutions before identifying the ML one, resulting in substantially increased
complexity and latency. In other words, most of the SD’s processing complexity and
latency is devoted to find unreliable solutions. Therefore, instead of wasting the vast
majority of the resources to identify vector solutions that have a significant likelihood
to be erroneous, we focus the available processing power on identifying reliable solutions
and leave the identification of the rest to the Antipodal decoder.
In particular, the Antipodal detector is realized by means of a “depth-first” sphere
decoder with statistical pruning. The Antipodal pruning approach improves on [41]
and leverages the noise statistics to define strict pruning conditions which promptly
exclude vectors that have a small likelihood to be the correct solution. Consequently,
the outcome will be Antipodal, meaning the detector result is either highly reliable or an
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erasure (e.g., no reliable solution exists). In principle a traditional belief-propagation
decoder [87] could handle the Antipodal detector output. However, we here propose the
Antipodal decoder that is a modified belief-propagation decoder tailored to properties
of the Antipodal detector output. Besides having a significantly simplified message
passing strategy that relies solely on binary addition, it also consists of an iterative
technique that can identify detection errors that are located within the as highly reliable
classified vector solutions. As a result, the Antipodal decoder can reduce the achievable
Packet Error Rate (PER) by an order of magnitude compared with traditional belief-
propagation decoders.
The research carried out during this PhD resulted in the following output:
• Husmann, C., Georgis, G., Nikitopoulos, K. and Jamieson, K., (2017). “FlexCore:
Massively Parallel and Flexible Processing for Large MIMO Access Points.” In
14th USENIX Symposium on Networked Systems Design and Implementation
(NSDI 17) (pp. 197-211).
• Husmann, C., Nikolaou, P. C., and Nikitopoulos, K. (2017). Reduced latency ML
polar decoding via multiple sphere-decoding tree searches. IEEE Transactions on
Vehicular Technology, 67(2), 1835-1839. (Correspondence)
• Husmann, C. and Nikitopoulos, K., (2018). “ViPer MIMO: Increasing Large
MIMO Efficiency via Practical Vector-Perturbation.” In 2018 IEEE Global Com-
munications Conference (GLOBECOM)
• Husmann, C., Tafazolli, R. and Nikitopoulos, K., (2018). “Antipodal Detection
and Decoding for Large Multi-User MIMO with Reduced Base-Station Antennas.”
In 2018 IEEE Globecom Workshops (GC Wkshps)
• Georgis, G., Filo, M., Thanos, A., Husmann C., De Luna Ducoing, J.C., Tafazolli,
R. and Nikitopoulos, K. “SWORD: Towards a Soft and Open Radio Design for
rapid evaluation of advanced concepts” to appear in IEEE Access
• Husmann, C., Tafazolli, R. and Nikitopoulos, K. “Antipodal Detection and De-
coding for High Dimensional MIMO Systems.” submitted to IEEE Transaction
on Wireless Communication in December 2019
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• Nikitopoulos, K., Husmann, C., Tafazolli, R. “Apparatus and method for detect-
ing mutually interfering information stream” - International Patent Application
(PCT/GB2018/052271)
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Chapter 2
Related Work
The proposed massively parallel processing approach is motivated by a fundamental
observation. On the one hand, practical linear approaches, as implemented in current
large MIMO BS are highly suboptimal at high spatial loads and therefore sacrifice
MIMO capacity. On the other hand, high performance non-linear approaches exist but
remain off the table due to impractical complexity and latency requirements.
In this chapter we present the research that led to this observation and possible so-
lution approaches. In particular, we revisit linear detector/precoder and the reasons
why their performance degrades at high spatial loads. We introduce the concepts of
Maximum Likelihood (ML) detection and VP and their implementations via SD and
sphere encoding (SE), respectively. In this context, we examine the mechanics that
drive their prohibitive complexity and provide an overview of SD implementations that
exploit parallelism to reduce latency.
Besides the massively parallel processing framework that aims to provide asymptotically-
optimal performance, we also present a new approach to low-complexity detection in
the MIMO uplink. To justify this new approach we provide a brief survey of the related
literature and highlight still open questions in this well studied field.
The remainder of the chapter is structured as followed: we first introduce the inves-
tigated uplink model, followed by a detailed discussion on the aspects of linear and
optimal detection in the uplink. Then we provide an overview over of low-complexity
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detection methods for large MIMO systems. The chapter is concluded by the introduc-
tion of the downlink model and a discussion on VP.
2.1 Uplink Model
When transmitting a vector s over a flat-fading MIMO system with Nt transmit an-
tennas and Nr receiving antennas, with Nt ≥ Nr, the received vector is
y = H · s+ n, (2.1)
with H being the Nr × Nt MIMO channel matrix, here modelled as Rayleigh fading.
The Nt elements of the transmit vector s belong to a complex QAM constellation Q
and the set of possible transmission vectors is denoted as QNt . In addition, the vector
n denotes the Nr × 1 dimensional noise vector with its elements being independent,
identically and Gaussian distributed with zero mean.
2.2 Linear Detection
This section briefly discusses three linear detectors, detail information regarding linear
filter can be found in [124][39]. Linear detector demulitplex mutual interfering streams
by a simple matrix vector multiplication. Therefore, all linear detectors have a com-
plexity order of O(Nr · Nt) per received vector. This analysis does not include the
complexity of calculating the detector matrix.
ZF and MMSE are the most widely used linear precoding techniques of large MIMO
systems, and the ones adopted by [88] and [143]. ZF enables MU-MIMO transmission
by completely canceling the mutual inference between the concurrently-served users.
MMSE aims to maximize the Signal to Noise to Inference Ratio (SINR) of the served
users balancing inter-user interference reduction against background noise amplifica-
tion. In the case of ZF, the detector matrix is defined as the pseudo-inverse of the
channel matrix
Fzf = H
† =
(
HH ·H)−1 ·HH (2.2)
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For ZF, the post-processing received vector yzf is then given by
yzf = Fzf · (H · u+ n) (2.3)
= u+ Fzf · n. (2.4)
From the above equation it can be seen that applying Fzf cancels all inter-user in-
terference and the MIMO channel is transformed into a set of parallel Additive white
Gaussian noise (AWGN) channels. Hence, after demultiplexing traditional single-
antenna receiver processing (e.g., LLR calculation) can be used on each stream. In
particular, the SNR for the lth stream is
SNR(l) =
Es∑Nr
1=r |Fzf (l, r)|2 · σ2
, (2.5)
where Es is the average power of the employed QAM constellation. The achievable rate
at high SNRs can then be approximated by
R(l) = log2
(
Es∑Nr
1=r |Fzf (l, r)|2 · σ2
)
. (2.6)
R(l) = log2
(
Es
σ2
)
+ log2
(
1∑Nr
1=r |Fzf (l, r)|2
)
. (2.7)
It can be shown that for Rayleigh fading channels the expression
1∑Nr
1=r |Fzf (l, r)|2
is
chi-squared distributed with 2 · (Nr − Nt + 1) degrees of freedom [39]. Hence, when
the number of BS antennas is similar to the number of streams, large rate penalties
due of the left hand side term in (2.7) are likely. While the presented analysis is valid
only for the theoretical Rayleigh fading channels, ZF inefficiency for high spatial load
has been also verfied in OTA experiments [144, 98]. In contrast to ZF, MMSE aims
to maximize the SINR of the served users balancing inter-user interference reduction
against background noise amplification. In particular, the MMSE precoding matrix
Fmmse is a regularized version of the pseudo-inverse of the channel matrix:
Gmmse =
(
HH ·H+ αI)−1 ·HH . (2.8)
with α =
σ2
Es
being a normalization factor and I the identity matrix. Similar to ZF the
outcome of the MMSE detector can be treated as a set of parallel singe-input single-
ouput channel. However, since the interference is not completely canceled the SINR
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determines the achievable rate. Following the analysis in [82], we define H[l] as the
submatrix which is obtained when deleting the lth column of H, then the SINR of the
lth user is given by
SINR(l) = hHl · (HH[l] ∗H[l] + αI) · hl (2.9)
where hl is the l
th column of H. The authors of [82] leveraging the eigenvalue distribu-
tion of H ·HH to calculate the distribution of the SINR. It can be seen that for a fixed
noise level low SINR values are much more likely if the number of streams approaches
the number of transmit antennas. Additional results on the SINR of MMSE detection
can be found in [126, 125].
2.3 Sphere Decoder Algorithm
The sphere decoder is a very efficient version of a maximum likelihood detector. It has
been introduced in the early eighties [103, 32] and has be adopted first in the context of
wireless communication in [130]. Schorr and Euchner significantly reduced the related
computational complexity be introducing an improved enumeration [110]. Still, the
complexity of the sphere decoder increases exponentially with the number of mutually
interfering information streams and the size of the modulation alphabet [63]. In addi-
tion, the corresponding processing complexity and latency of SD can vary significantly
which presents another major channel when implementing such approaches.
2.3.1 Schnorr-Euchner Sphere Decoder
This subsection revisits the principles of depth-first, Schorr-Euchner SD with radius
update, which is one of the most efficient forms for performing ML detection, in the
context of MIMO communication systems [110, 98]. The ML detection problem can be
described as
sML = arg min
s∈QNt
= ‖y−Hs‖2, (2.10)
the solution of which would require an exhaustive search over all possible s vectors. The
SD simplifies that problem by transforming the ML problem into an equivalent tree
search [110]. In particular, by decomposing the MIMO channel matrix as H = QR,
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where Q is a orthonormal matrix and R is an upper triangular matrix, the ML problem
can be transformed into
sML = arg min
s∈QNt
‖y¯−Rs‖2. (2.11)
with y¯ = Q∗y. The tree has a height of Nt and a branch factor of |Q|. Each level l of the
tree is related to the symbol transmitted from a specific antenna. In addition, each node
of a specific level l is associated with a partial symbol vector sl = [s(Nt − l), .., s(Nt)]
containing all potential transmitted symbols down to this level, and it is characterized
by its Partial Euclidean Distance (PD), defined as
c(sl) =
Nt∑
k=l
y¯(k)− Nt∑
p=k
R(k, p) · sl(p)
2 (2.12)
c(sl) =
y¯ − Nt∑
p=l
R(l, p) · sl(p)
2 + Nt∑
k=l+1
y¯(k)− Nt∑
p=k
R(k, p) · sl(p)
2 (2.13)
c(sl) =
y¯(l)− Nt∑
p=l
R(l, p) · sl(p)
2 + c(sl+1), (2.14)
with R(k, p) being the element of R in at the kth row and the pth column. Then, the
ML problem is translated into finding the leaf node which has the minimum c(s1). For
depth-first sphere decoders with Schnorr-Euchner enumeration and radius reduction
[110] the radius is initially set to infinity. Then, whenever a leaf s1 is reached with a
PD less than the squared radius r, the radius is updated to c(s1). Upon meeting a
node sl, if c(sl) > r this node, its children and this node’s siblings that have not been
visited are all pruned. To define the search order, according to the Schnorr-Euchner
enumeration, the children of a parent node are visited in ascending order of their PD
[110]. The SD can find the ML solution by substantially reducing the complexity of the
exhaustive search. However, while it is very efficient for small numbers of interfering
streams, it becomes impractical for large numbers of interfering streams due to two
reasons. First, candidate solutions (leaf nodes) found prior to finding the ML solution
can be of very large r2 values, which prevents from efficient tree pruning. Second, after
finding the ML solution, the SD spends a significant amount of processing for verifying
it before the tree search is terminated. In particular, the expected value of the PD of
the ML solution is given by E(c(sML,1)) = Nt ·σ2. As a result, nearly all nodes residing
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Figure 2.1: Simulation results for the sphere decoding complexity a 32×32 MIMO with
16-QAM. The triangle denotes the complexity of the traditional sphere decoder; the
solid line denotes complexity of sphere decoder with “genie” radius; the dashed denotes
the complexity of a sphere decoder with “genie” radius and ideally stopping criterion.
at the higher layers of large SD trees, have smaller PD values than the ML solution,
and therefore, will be visited before the tree search is terminated. In Figure 2.1, the
average number of visited nodes is depicted when detecting a 32 × 32 MIMO system
with 16-QAM. At aSNR of 28 dB, three cases are considered. First, a traditional
SD; second, a traditional SD helped by a “genie” that provides the radius of the ML
solution; third, a traditional SD helped by a “genie” that provides the ML radius and
that stops the search after finding the ML solution. It is shown that the vast majority
of SD’s processing complexity results from inefficient pruning prior finding the ML
solution. Still, sphere decoding spends a significant amount of processing complexity
to validate the ML solution after finding it.
The problem becomes even more challenging, when likelihood values need to be esti-
mated to enable APP channel decoder. Then, typically, two constraint SD problems
need to be solved per transmitted bit [56], which renders the corresponding computa-
tional complexity even more impractical. Simplifications, such list-sphere decoder [56],
single-tree structures [120] and LLR clipping [97] can reduce the related processing
load.
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2.3.2 Fixed Complexity Sphere Decoder
The FCSD [13, 10] is an approximate sphere decoder that, by design, enables highly
parallel processing and guarantees a fixed processing throughput. To this end, it em-
ploys a static pruning approach that excludes the large majority of tree-branch a priori,
without knowing the signals received signal. FCSD separates the SD search tree into
two parts. Specifically, the top L layers of the tree belong to the full enumeration phase,
the lower Nt−L layer belong to the single enumeration phase. In the full enumeration
phase, the FCSD’s search tree is equivalent to that of Schorr-Euchner SD. Hence, here
all nodes are fully expended which results in a branching factor of |Q|. In contrast, in
the single enumeration phase, only the node with the smallest PD is expended and all
other nodes are instantly pruned regardless of their actual PD. This aggressive pruning
reduces the branching factor to one, but at the expends that the ML-solution might be
excluded form the search. To minimize the probability of excluding the ML-solution
the authors in FCSD utilize a modified version of the detection ordering proposed in
[134]. The aim of the proposed ordering is to maximize the post-processing SNR1 of
the layers belonging to the single enumeration phase by intentionally minimizing the
post-postprocessing SNR of the layers belonging to the full enumeration phase. The
motivation behind this ordering is that the likelihood to exclude the ML-solution in any
given layer of the single enumeration phase decreases exponential with the correspond-
ing post-processing SNR, whereas in the full enumeration phase all possible symbol
combination are evaluated and therefore the ML-solution cannot be pruned regardless
of the post-processing SNR.
The number of layers in the full enumeration phase, here denoted as L, determines the
performance-complexity trade-off of FCSD. If L = 0 FCSD reduces to the traditional
SIC [134] if L = Nt FCSD is equivalent to an exhaustive search. In general, the FCSD
tree has a total of |Q|L different branches. Therefore, if the branches are processed
independently (e.g., in parallel) FCSDs total processing complexity is O(Nt2 · |Q|L).
The effect of L on the uncoded BER of FCSD in Rayleigh fading MIMO channels has
been investigated in [62]. In particular, the authors show that the error rate of FCSD
1The post processing SNR of layer l is defined as
R(l, l)
σ2
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converges to the error rate of optimal SD when L ≥ √Nt−1. FCSD has been extended
in [12] to provide likelihood information. In particular, the in parallel calculated candi-
date solutions are leveraged to calculate LLR values. Field Programmable Gate Array
(FPGA) implementations of the FCSD are presented [11, 135, 6, 74].
2.3.3 Overview of Parallel Sphere Decoder Implementation
The exploitation of parallelism to reduce processing latency is not limited to varia-
tions of the FCSD: indeed implementations of all kinds of Sphere decoders (e.g., both
breadth-first and depth-first) involve some level of parallelism. However, existing ap-
proaches either take a limited or inflexible level of parallelism or the parallel processing
takes place in an suboptimal, heuristic manner, without accounting for the actual trans-
mission channel conditions.
Parallelism at a distance calculation level. Both depth-first [17, 53, 133] and
breadth-first Sphere decoder implementations, including the K-Best sphere decoders
[18, 45, 81, 93, 111, 112, 132, 131], calculate multiple Euclidean distances in parallel
any time they change tree level. In addition, after performing the parallel operations,
the node or list of nodes with the minimum Euclidean distance needs to be found,
which requires a significant synchronization overhead between the parallel processes.
This level of exploited parallelism is fixed, predetermined, non-flexible, with high de-
pendencies which are related to the specific architectural design. In addition, in K-Best
Sphere decoders the value of K, which is predetermined, needs to increase for dense
constellations and large numbers antennas, making K-best detection inappropriate for
dense constellations and large MIMO systems.
Parallelism at a higher than a Euclidean distance level. Khairy et al. [73]
use GPUs to run in parallel multiple, low-dimensional (4 × 4) Sphere decoders but
without parallelizing the tasks or the data processing involved in each. Jo´sza et al.
[69] describe a hybrid ad hoc depth-first, breadth-first GPU implementation for low
dimensional sphere decoders. However, their approach lacks theoretical basis and can-
not prevent visiting unnecessary tree paths that are not likely to include the correct
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solution. In addition, since the authors do not propose a specific tree search method-
ology, their approach is not extendable to large MIMO systems. Yang et al. [142, 141]
propose a Very-Large-Scale Integration (VLSI)/Complementary Metal Oxide Semicon-
ductor (CMOS) multicore combined distributed/shared memory approach for high-
dimensional SDs, where SD partitioning is performed by splitting the SD tree into
subtrees. But partitioning is heuristic, and their approach requires interaction between
the parallel trees, thus making it inflexible. In addition, the required communication
overhead among the parallel elements makes the approach inefficient for very dense
constellations and inappropriate for a GPU implementation.
2.4 MIMO detectors with quasi ML performance in very
large Systems
In this subsection, we have briefly described tree different classes of low-complexity
detectors namely, neighbourhood searches, probabilistic methods and detector that
leverage convex optimization. This list includes the approaches most comparable to
our proposals but is not exhaustive. Other notable approaches are detector that exploit
machine learning, iteration between detector and decoder [46, 27] and lattice reduction
[137, 148]. Excellent surreys on large MIMO detection are provided in [145, 75].
Neighbour searches and the detector that leverage convex optimization operate on the
real equivalent of the complex MIMO detection problem. Therefore we rewrite the
complex vectors and matrices in equation (2.1) as sum of their in-phase components
(labelled with the index I), and out-of-phase components (labelled with the index Q),
y = yI + iyQ, s = sI + isQ (2.15)
n = nI + inQ, H = HI + iHQ (2.16)
(2.17)
Than the real valued equivalent MIMO detection problem is given by
yr = Hr · sr + nr, (2.18)
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with
yr = [yI ,yQ], sr = [sI , sQ] (2.19)
nr = [nI ,nQ, ] Hr = HI + iHQ (2.20)
(2.21)
The elements of sr belong to a real value Pulse Amplitude Modulation (PAM), denoted
as P, that underlies the employed complex QAM modulation Q.
2.4.1 Neighbourhood Searches
The neighbourhood searches define a neighbourhood around a center vector, denoted
as sc. The definition of neighbourhood varies for the different neighbourhood searches,
but all of those methods explore if a symbol vector that has a smaller cost function
than the current center vector exists in the neighbourhood. If this is the case, the
symbol vector with the smallest cost function is selected as the new center vector and
the neighbourhood searches start over with the next iteration. How the algorithm
continues if none of the vectors in the defined neighbourhood has a cost function lower
than the current center vector differs for the variations of neighbourhood searches. In
MIMO systems with white Gaussian noise, the cost function is defined as followed
φ(s) = sHHHHs− 2<(yHHs), (2.22)
All neighbourhood searches require an initial vector which is used as center vector
in the first iteration. The initial vector could be theoretically an arbitrary symbol
vector, even a random one. However, if the proximity of the initial vector to the
ML solution is crucial to the performance of neighbourhood searches. Therefore, all
discussed neighbourhood searches employ the result of traditional MMSE detection as
initial centre vector.
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Likelihood Ascended Search
The LAS algorithm proposed in [127] defines the neighbourhood N(sc) of the center
vector sc as the the set of vectors equal to s in all components except of one
N1(sc) =
(
s ∈ P2·Nt
∣∣∣∣sc(p) = s(p),∀p 6= l) , (2.23)
were l is a natural number between 1 and 2 ·Nt. If none of the vectors in the neighbour-
hood has a smaller likelihood cost than the current center vector, LAS terminates and
the last center vector is the final detector output. To minimize complexity, LAS does
not calculate the likelihood cost of the vectors in the neighbourhood directly, instead
it calculates the cost difference with respect to the center vector. In particular, the
difference in cost between any vector in the N1(sc) and sc can be calculated as
φ(s)− φ(sc) = λ2 ·G(l, l)− 2(λ− z(l)), (2.24)
G = HTrHr, (2.25)
z = HTr (yr −Hr · sc) (2.26)
λ = s(l)− sc(l). (2.27)
The expression (2.25) has to be calculated only if the channel matrix changes signifi-
cantly, and (2.26) once per iteration. Only the scalar expression 2.24 has to be evaluated
multiple times (2 ·Nt times) per iteration. Due to that, LAS has the lowest complex-
ity of all non-linear detectors discussed in this section. Nevertheless LAS approaches
quasi ML performance in very large MIMO systems combined with robust modulations.
Yet, LAS performance is extremely dependent on the quality of the initial vector. If
the vector is not in the proximity to the ML solution, LAS will terminate with high
probability in a local minimum of the cost function. Furthermore, LAS performance
degrades significantly for MIMO system with moderate number of antennas and when
spectral efficient modulations are transmitted [119].
M-LAS
The M-LAS algorithm is proposed in [92]. The scheme is an extension of the LAS
algorithm. The algorithm significantly outperforms LAS on intermediate systems of
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tens of antennas. The M-LAS redefines the neighbourhood.
NM (sc) =
(
s ∈ |P|2·Nt
∣∣∣∣sc(p) = s(p),∀p 6= [l1, ...lM ]) . (2.28)
The new neighbourhood includes all vectors, which are equal to the center vector in
2 · Nt −M components. With increasing M the size of the neighbourhood increases
exponentially. Naturally also the probability that the ML solution is part of the neigh-
bourhood of one of the visited center vectors, increases with the size of the neighbour-
hood. Yet, the complexity to search the neighbourhood also increases exponentially.
To minimize this complexity increase, M-LAS starts with a LAS search as described in
the previous section. After LAS converts M-LAS searches the NM neighbourhood of
LAS’s solution for symbol vectors with smaller likelihood cost than the solution found
by LAS. With this search structure the M-LAS avoids to search the extended neigh-
bourhood in each iteration. Nevertheless, NM has to be searched at least once per
received vector. The differential likelihood in NM neighbourhood is given by
φ(s)− φ(sc) = ΛTFΛ− 2(ΛT − z([l1, ..., lm])), (2.29)
Λ = [λ1, ..., λM ]. (2.30)
Where F is constructed out of the rows and columns of G with the indices in which s
and sc differ. The equation 2.24 has to be solved for
Nt!
(Nt −M)! elements. Due to that,
the M-LAS has an complexity order of O(NrN
M
t ) per received vector and O(NrN
M−1
t )
per received bit.
Unconstrained Likelihood Ascent Search
Unconstrained Likelihood Ascended Search (ULAS) [108] improves on [92] by selection
the “most promising” vector out of each M-neighbourhood (as defined in (2.28)) and
defines these 2·Nt candidates as the neighbourhood of sc. To this end, ULAS introduces
a likelihood metric, denoted as τ , which indicates for each element of sc the possible
reduction in the cost function when modifying it. The likelihood metric for the lth
element of sc is defined as
τ(i) =
f(i)
G(i, i)
(2.31)
f = yr −Hr · sc (2.32)
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ULAS recalculates τ in each iteration. Then it rearranges sc, f and G in descending
order of τ . When rearranging G, the columns are sorted first according to τ and
than the rows. Then, the differential likelihood cost of the “most promising” vector in
NM (sc) is calculated as
φ(s)− φ(sc) = −fTM ·G−1M,M · fM + δT ·GM,M · δ (2.33)
δ = dscM + pcP − p (2.34)
p = G−1M,M · fM (2.35)
where the partial vector aM is defined as the first M elements of the vector a, ac-
cordingly the partial matrix AM is defined by the first M rows and columns of matrix
A. Further, dacP indicates an element wise rounding to the closest point in P. If
none of the 2 · Nt candidates in neighbourhood of sc has a lower cost function than
the algorithm terminates and the current centre vector is the final outcome. ULAS
does not only significant reduce the number of required iteration but also increases the
probability of finding the ML solution compared to LAS. Yet, to efficiently determine
how to optimally update the M modified elements and to derive the difference in the
cost function, ULAS utilizes the inverse of the M ×M matrix GM,M . To avoid the
cubic complexity of a matrix inversion, ULAS calculates G−1M,M iterative. Specifically,
deriving G−1M,M given G
−1
M−1,M−1, requires 6 ·M2 real multiplication. Still, the multipli-
cation needed to calculate all GM,M accumulates to 3 · (N3t +N3t +Nt) multiplications.
Consequently, the total complexity of ULAS is O(nIter ·N3t ).
Reactive TABU Search
The Reactive TABU Search (RTS) algorithm [119] is closely related to the LAS algo-
rithm. Neighbourhood and likelihood cost a similar defined and calculated. However,
RTS does not stop after reaching a local minimum in the cost function, which is the es-
sential difference between the RTS and LAS. If RTS finds no symbol vector with smaller
likelihood cost than the actual center vector, the algorithm will define the symbol vec-
tor with the smallest cost among all neighbours of the sc as new center vector. This
demands two additional features compared to the LAS algorithm. First, the algorithm
has to exclude previous visited vectors of the neighbourhood. If a local minimum is not
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excluded of the search, the probability is high that the algorithm alternates between
the minimum and the neighbour of the minimum with the smallest likelihood costs.
The algorithm in [119] solves this problem via saving the previous center vectors in a
table. Secondly, RTS needs a termination criterion, since it has not a natural criterion
like the LAS algorithm. RTS introduces two termination criteria, if one is fulfilled the
algorithm terminates. The algorithm has a maximum number of iterations. Further-
more, the algorithm terminates when the ratio between the cost of the smallest visited
local minimum and the lower bound on the likelihood cost (−yHy) is below a certain
threshold. This threshold increases linear with the number of iterations. TRTS signifi-
cantly outperforms LAS in intermediate systems with dense constellations [119]. Yet in
such systems, the complexity of RTS is significantly higher than that of LAS [108]. In
[119] the Random Restart Reactive TABU Search (R3TS) algorithm is proposed. R3TS
implements several RTS searches with random initial vectors. R3TS approaches quasi
likelihood for spectral efficient QAM modulations in intermediated and large MIMO
systems. The performance gain comes with manifold of the already high complexity of
the RTS algorithm. Due to that we excluded R3TS from our simulations.
Belief Propagation
A Belief Propagation (BP) based detector for large MIMO systems has been proposed
for BPSK in [118] and for QAM in [94]. The approach utilizes a factor graph that de-
scribes the MIMO system. Factor graphs are commonly known from decoding schemes
like Low Density Parity Check Code (LDPC) and turbo codes. In each iteration of
the detection process the algorithm calculates the LLR for the received symbols, based
on the observations of the Nr antennas and previous estimated posteriori probabilities
of the symbols. For the calculation of the LLR values, the combination of noise and
interference is approximated as Gaussian distributed
y(i) = Hr(i, j) · sr(j) +
2Nt∑
p=1,p 6=l
(Hr(i, p) · sr(p)) + nr(i)︸ ︷︷ ︸
≈N(µij ,σ2ij)
. (2.36)
The performance of the BP approaches decreases by decreasing the number of anten-
nas since the Gaussian approximation becomes less accurate [33]. Using the Gaus-
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sian approximation, each of the 2 · Nr observation nodes calculate the probability
P(y(i)|H, s(j) = xr) for all 2 · Nt streams based on the observation yi correspond-
ing to the ith observation node. Each node calculates this probabilities for all possible
constellation points xr. Since the algorithm operates on the real channel equivalent,
PAM constellations P with
√|Q| constellation points are considered. For example,
the constellation points of the PAM constellation that is associated with 16-QAM are
{−3,−1, 1, 3}.
P (y(i)|H, s(j) = xr) = 1√
2σij
· e
−(yr(i)− µij −H(i, j)xr)
σ2i,j

, (2.37)
where the mean µi,j is defined as
µi,j =
2Nt∑
p=1,p 6=j
(Hr(i, p) · E(sr(p))) , with E(sr(p)) = cTvi,p. (2.38)
Where vi,j consists of the posteriori probabilities for the different constellation points,
based on the other 2 ·Nt − 1 observations not equal to j. The probability vij has been
passed from the jth variable node to the ith observation node in the previous iteration.
The vector cr consists of all possible constellation points, both cr and vi,j are |
√
Q|
dimensional. The variance σ2i,j is given by
σ2i,j =
2Nt∑
p=1,p 6=l
(
(Hr(i, p))
2 ·VAR(sr(p))
)
, (2.39)
VAR(sr(p)) = (c c)Tvi,p − (cTvi,p)2. (2.40)
The ith observation node passes the following vector to the jth variable node
ai,j =

P (y(i)|H, s(j) = x1r)
...
P
(
y(i)|H, s(j) = x
√
|Q|
r
)
 (2.41)
The jth variable node calculates based on 2 · Nt received vectors, the 2 · Nt vectors
v1,...,2·Nt,j . The kth element of the vector vi,j is derived as
vi,j(k) =
2Nt∏
p=1,p 6=j
aip(k). (2.42)
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The elements of the vi,j vectors will be initialized with
1√|Q| . Contrary to the neigh-
bourhood searches the BP approach does not need an initial vector. Therefore the
scheme avoids the matrix inversion necessary to derive the detector matrix of ZF and
MMSE. The algorithm has a complexity order of O(
√|Q| · Nr · Nt) per received bit.
The previous two features make the BP approach very interesting for very large MIMO
systems. Additional the algorithm offers good performance for robust and dense con-
stellation, another advantage compared to the neighbourhood searches. However, im-
plementing the algorithm for a 32×32 MIMO systems revealed that the overall detection
complexity is more than a hundred times grater than the complexity of linear detectors
1. The Probabilistic Data Association (PDA) [121] is another probabilistic approach
that leverages the same Gaussian approximation. However, the complexity is even
higher than that of [33] and the complexity scales with O(Nr ·Nt2).
2.4.2 Convex Optimization
This class of detectors relax the ML detection problem (2.10) to transform it into a
convex optimization problem, such as linear, quadratic and semidefinite programming
problems. These problems can be efficiently solved by Interior Point Methods (IMP)
with polynomial complexity [40]. Specifically, IMP iteratively improve the solution
up until converging towards the global minimum of the specific optimization problem.
To determine how to modify the current solution, a linear system of the form A ·
x) = b needs to be solved in each iteration step. The size of the linear system, and
therefore complexity involved in solving them, depends on the number of variables and
constrains in the problem formulations. In general, the complexity related to solving
the linear system is increases quadratic in the number of variables and linear in the
number of constraints [77]. While theoretically also the number of iteration required
for conversion increases with the number of optimization variables [104], in practice
the number of iteration is nearly independent of the problem size [21]. A detailed
discuss on the complexity and implementations of IMP is provided in [77]. Similar to
neighbourhood searches, the detectors that leverage convex optimization also operate
1This analysis does not include the complexity of calculating the detector matrix.
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on the real equivalent of the MIMO detection problem.
2.4.3 Linear Programming
In [24] the ML problem has been simplified to a linear programming problem by replac-
ing the Euclidean norm in expression 2.10 with the l1 norm. In addition, the integer
constrain sr ∈ P2·Nt is relaxed to 4 ·Nt additional constrains that limit the elements of
sr to real values in the interval {max(P),min(P)}. This approach is often referred to
as box constraint. In particular, the linear programming problem is formulated as
min
t∈R2·Nt ,sr∈R2·Nt
2·Nr∑
n=1
|t(l)|
s.t. −t ≤ yr −Hr · sr ≤ t
min(P) · 12·Nr ≤ sr ≤ max(P) · 12·Nr (2.43)
The problem optimized over the 2 ·Nr dimensional vector t and the 2 ·Nt dimensional
symbol vector sr which accumulates to a total of 2 · (Nt +Nr) optimization variables.
The number of constrains is 4 · Nt. The complexity to solve equation (2.43) with an
IMP scales with O
(
(Nt +Nr)
3
)
. To get the final estimate of the transmitted symbol
vector, the elements of sr are rounded to the closest element in P.
2.4.4 Quadratic Programming
In [28] the ML problem has be simplified to a quadratic programming (QP) problem
by utilizing the aforementioned box constrain. In particular, the problem is formulated
as
min
sr∈R2·Nt
sr ·HTr ·Hr · sr − 2yTr ·Hr · sr
s.t. min(P) · 12·Nr ≤ sr ≤ max(P) · 12·Nr (2.44)
The above optimization problem has 2 · Nt variables and 4 · Nr constrains. IMP can
be used to solve it with a complexity of O
(
N2t ·Nr
)
. Again, to get the final detector
outcome the elements of sr are rounded to the closest element in P.
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2.4.5 Semidefinite Programming
To relax the ML into a semidefinite programming problem the authors of [117] first
reformulated the original optimization. Therefore they introduce the slack variable t
with takes the values -1 or 1. In addition they defined the vector x = [sTr , t]
T and the
matrices X and F, with
X = x · xT F =
HTr ·Hr HTr · yr
yTr ·Hr 0
 (2.45)
Using the above definition the ML problem can be written as
min
X∈R2·Nt×2·Nt
trace(F ·X)
s.tX  0, rank(X) = 1√
X(l, l) ∈ P, l = 1, . . . , 2 ·Nt
X(2 ·Nt + 1, 2 ·Nt + 1) = 1 (2.46)
where A  0 indicates that the matrix A is positive semidefinite and rank(A) is defined
as the rank of matrix A. Then, by dropping the rank constraint and by employing the
box constraint once more, the ML detection problem can be relaxed to a semidefinite
programming problem. Specifically,
min
X∈R2·Nt×2·Nt
trace(F ·X)
s.tX  0
min(P)2 ≤ X(l, l) ≤ max(P)2, l = 1, . . . , 2 ·N2t
X(2 ·Nt + 1, 2 ·Nt + 1) = 1 (2.47)
The problem has (2 ·Nt + 1)2 variables and (2 ·Nt + 1) conditions. Still, by employing
IMPs specifically tailored for semidefinite programming [52], problem (2.47) can be
solved with a complexity of O(N3.5t ) [84]. Multiple methods exits to extract the final
estimate of sr out of the 2 · Nt × 2 · Nt matrix X. One possibility is to calculate the
largest eigenvector and eigenvalue of X denoted as λ1 and v1, respectively. Then, sr
can be estimated by rounding
√
λ1 ·v1 element wise to the next value that is in P [85].
Alternatively, Gaussian randomization can be used to extract sr out of X [117].
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A comprehensive comparisons of detectors that utilize convex optimisation is provided
in [34]. It shows that quadratic programming has a particular good performance-
complexity trade-off. Specifically, it is shown that quadratic programming based al-
gorithm clear outperforms linear programming approaches and closely matches the
performance of the semidefinite approach. Still, the later has not only a higher com-
plexity per iteration than the quadratic programming based solutions but also needs
more iteration steps to converge to the final detector outcome. To further increase
performance, the authors in [28, 3] build a branch and bound structure [78] based on
the described quadratic programming detector. However, this involves iteratively solv-
ing multiple quadratic programming problems, resulting in a computational complexity
that is one to two orders of magnitude larger than the one required to solve (2.44).
2.5 Downlink Model
In MU-MIMO systems, the BS concurrently transmits multiple information streams
at the same time and on the same frequency. In order for each user to receive its
information stream, with little or no interference from the rest of the transmitted
streams (aimed at other users), the information vector u that consists of the QAM-
modulated information aimed at all users is first precoded and then the precoded vector,
denoted as x, is transmitted. When the BS transmits x in an Orthogonal Frequency
Division Multiplexing (OFDM)-MIMO system with Nt transmit and Nr single antenna
UEs (i.e., Nr× Nt MIMO, with Nr ≤ Nt), then the received data on all antennas on a
particular OFDM subcarrier is given by
y = H · x+ n. (2.48)
with H being the Nr × Nt channel matrix, with its elements H(m, k) describing the
transmission channel between the mth receiving antenna and the kth transmission an-
tenna. In the following we will refer to the kth column of H as the channel state
vector of the kth user. The Nr-dimensional vector n represents additive white Gaus-
sian noise. To account for the finite maximum transmission power of actual BSs, the
Nt-dimensional precoded vector x is constrained by E
{
xH · x} ≤ Pt.
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2.5.1 Zero Forcing and MMSE Detetion
ZF enables MU-MIMO transmission by completely canceling the mutual inference be-
tween the concurrently-served users. MMSE aims to maximize the SINR of the served
users balancing inter-user interference reduction against background noise amplifica-
tion. In general, linear precoding techniques generate the precoded vector x by mul-
tiplying the information vector u with a precoding matrix G. In the case of ZF, the
precoding matrix is defined as the pseudo-inverse of the channel matrix
Gzf = H
† = HH · (H ·HH)−1 . (2.49)
In order not to exceed in average the maximum transmit power Pt, x has to be nor-
malized by the factor
√
Pt
γzf
with
γzf = E
{
tr
[
GHzf ·Gzf · u · uH
]}
, (2.50)
where tr[A] represents the trace of matrix A. Then, γzf can be further simplified as
γzf = Es · tr
[(
H ·HH)−1] . (2.51)
where Es is the average power of the employed QAM constellation. For ZF, the received
vector yzf is then given by
yzf = H ·
√
Pt
γzf
·Gzf · u+ n (2.52)
=
√
Pt
γzf
· u+ n. (2.53)
From the above equation, it can be easly seen that ZF transforms the MIMO channel
into multiple, non-interfering flat-fading channels. Therefore each user can receive its
own information without any interference from the information streams aimed towards
other users. This has two major advantages. First, each user can decode its own
information independently of the others. Second, traditional single-antenna receiver
processing and rate adaptation can be used. Since the SNR of each flat-fading channel
is
Pt
γzf · σ2 , (2.54)
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with σ2 being the variance of the Gaussian noise, it can be seen that the γzf parameter
has a significant impact on the receiver SNR, and consequently on the achievable rate
of the MIMO system, which is given by
Rzf = Nr · log 2
(
Pt
γzf · σ2
)
. (2.55)
From Equation (2.51) it follows that the γzf value is directly linked to the magnitude
of the eigenvalues of the channel matrix. Specifically, since the trace of a matrix is
equal to the sum of the matrix’s complex eigenvalues, it holds that
γzf = Es ·
Nr∑
k=1
1
λk
(2.56)
with λk being the k
th eignenvalue of HHH . For MIMO Rayleigh channels it has been
shown that when the number of receive antennas approaches the number of transmit
ones, it is more likely for small eigenvalues to appear, resulting in high γzf values,
and therefore in low SNR [54]. Consequently, when the number of receive antennas
approaches the number of BS antennas, ZF precoding becomes highly suboptimal,
leaving a great amount of the MIMO channel capacity unexploited [144, 55, 80]. While
this analysis has been made for theoretical channel models, the inefficiency of the ZF
precoding has also been verified in real systems like BigStation [143].
In contrast to ZF, the MMSE method employs a precoding matrix that avoids having
small eigenvalues, but at the cost of introducing mutual interference among the several
users. In particular, the MMSE precoding matrix Gmmse is a regularized version of the
pseudo-inverse of the channel matrix:
Gmmse = H
H · (H ·HH + αI)−1 . (2.57)
with α being a normalization factor and I the identity matrix.
γmmse = E
{
uH ·GHmmse ·Gmmse · u
}
(2.58)
By using eigenvalue decomposition, γmmse can then be expressed as
γmmse = Es ·
Nr∑
k=1
λk
(λk + α)
2 (2.59)
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with λk being the k
th eignenvalue of HHH [102]. As already discussed, the smallest
eigenvalues of HHH dominate the sum in expression (2.56) and can result in a sub-
stantial loss in received signal strength. To limit the contribution of small eigenvalues
to the sum in equation (2.59) the parameter α is introduced. However α > 0 can-
cels the “orthogonality” between the concurrently served users and results in mutual
interference. Larger α values are more efficient in negating the effect of small eigenval-
ues but they induce also larger multi-user interference. Considering that joint receiver
processing is impossible in MU-MIMO systems, the received artifacts of unintended
information streams have to be treated as noise. This additional noise can annihilate
or even negate the positive effect on the received signal power. Selecting α = Nr · σ2
provides the optimal trade-off between received signal power and inter-user interference
and maximizes the resulting SINR. However, even with an optimal α value, MMSE’s
achievable rate can be still far from capacity [102].
2.6 Vector Perturbation
VP is a Dirty Paper Coding (DPC) [22] inspired practical non-linear precoding scheme,
that enables achievable date rates close to capacity [55]. To maximize throughput, VP
minimizes γvp (and therefore maximizes the received SNR) by perturbing the informa-
tion vector u with a perturbation vector l before multiplying it with the channel inverse
H†. Yet, l cannot be any arbitrary complex vector, since the receiver has to be able to
reconstruct u without having the knowledge of the perturbation vector. Therefore, all
elements of l are restricted to the form a+ j · b, with a and b being integers [102]. The
set of all eligible perturbation vectors is denoted as L. Using VP, the precoding vector
x (before power normalization) is given by
x = H† · (u− τ · l). (2.60)
with τ being a real and positive constant. For systems restricted by an average power
constrain of the form E
{
xH · x} ≤ Pt, the pertubation vector that maximizes the
received SNR can be found by solving an Nr-dimensional least-squares problem:
l = arg min
l˜∈L
(
‖H† · (u− τ · l˜)‖2
)
. (2.61)
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To fulfill the transmitter’s power constraint, the vector x has to be normalized by the
factor
√
Pt
γvp
, with
γvp = E
{
‖H† · (u− τ · l)‖2
}
. (2.62)
In contrast to γzf , the factor γvp does not have a closed-form expression. However, a
lower bound of γvp, has been provided in [106]:
γvp ≈ NrΓ (Nr + 1)
1/Nr
(Nr + 1) · pi · det(H ·H
H)1/Nr , (2.63)
where Γ() denotes the Gamma function and det(A) the determinant of matrix A. We
note, though, that while this approximation holds for the optimal perturbation vector,
it does not necessarily hold for an approximate perturbation vector, and consequently
for algorithms that approximately solve (2.61).
The vector of received symbols at each UE is given by
yvp = H ·
√
Pt
γvp
·H† · (u− τ · l)− n (2.64)
=
√
Pt
γvp
· (u− τ · l) + n. (2.65)
It can been seen that VP, similarly to ZF, prevents the received information streams
from interfering with each other. Yet, the information vector u is perturbed with the
vector l, which is unknown to the receiver. Since l is a complex integer vector the
receiver can utilize the modulo operation to recover u :
y˜vp = mod
[√
γvp
Pt
· yvp
]
τ
(2.66)
(2.67)
with mod[a]b being the modulo of b with respect to a. For the remainder of this work
τ is set to
τ = 2 · (|cmax|+ ∆
2
) (2.68)
with |cmax| being the maximum real part that a QAM symbol may have in the employed
QAM constellation, and ∆ being the distance between two neighbouring constellation
points on the real axis. A detailed discussion on the choice of the parameter τ can be
found in [102] and [99].
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Similarly to the uplink MU-MIMO case, solving the squared norm minimization prob-
lem of (2.61) can be done by traditional Sphere Decoders like Geosphere [98, 36], that
translate the minimization problem into a tree search problem. This is generally known
as Sphere Encoding. By decomposing the channel inverse as H† = QR, where Q is an
orthonormal and R an upper triangular matrix, (2.61) can be rewritten as
lmin = arg min
l˜
(
‖R · (u− τ · l˜)‖2
)
. (2.69)
In order to build a finite search tree, as described in [32], the absolute values of the
real and the imaginary parts of any component of the perturbation vector l have to
be limited to integer values smaller or equal to B, with B being a positive integer.1
Then, the branching factor of the search tree is |B| = (2 ·B+ 1)2 and its height is Nr.
The kth level of the tree is associated with the kth element of the perturbation vector.
Similar to the uplink, also approximate sphere detector can be applied so solve the
optimization problem (2.61). The concept of FCSD has been adapted to VP in [90], a
K-best approach has proposed in [91]. A low complexity VP that exploits the sparsity
of the perturbation vector has been proposed in [86].
1If B is chosen to be sufficiently large, this constraint will not effect the error rate performance of
sphere encoding.
Chapter 3
FlexCore: Massively Parallel
Detection
This chapter presents FlexCore, the first computational architecture capable of paral-
lelizing the detection of large numbers of mutually-interfering information streams at
a granularity below individual OFDM subcarriers, in a nearly-embarrassingly parallel
manner while utilizing any number of available processing elements. For 12 clients
sending 64-QAM symbols to a 12-antenna base station, our WARP testbed evaluation
shows similar throughput to the state-of-the-art while using an order of magnitude
fewer processing elements.
3.1 Design
As shown in Fig. 3.1, FlexCore’s architecture consists of two major components: the
pre-processing module which identifies the most promising tree paths as a function of
the MIMO channel and the background noise power, and the parallel detection mod-
ule that actually allocates tree paths to processing elements when the BS decodes an
incoming signal. Since FlexCore evaluates the most promising paths by accounting for
the transmission channel and background noise, it needs to re-execute pre-processing
only when the transmission channel changes, similarly to the QR decomposition that
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Figure 3.1: Block Diagram of FlexCore.
is required for SD. However, as we show below, the delay introduced by pre-processing
is insignificant compared to that of the QR decomposition.
3.1.1 Pre-processing module
FlexCore’s pre-processing uses the notion of a position vector p, which uniquely de-
scribes all the possible tree paths relative to the (unknown) received signal. The position
vector is of equal size to the SD tree height: each of its elements p(l) takes an integer
value ranging from 1 to |Q| that describes the index position of the corresponding node
at the lth level of the SD tree as a function of its index, when sorting the nodes in
ascending Euclidean distance order.
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Figure 3.2: Sorted search for tree for 3 transmit antennas and 4-QAM modulation. The
path with the the position vector p = [3, 1, 2] is highlighted (green, dashed).
Independent channel example. To illustrate the basic principle behind pre-pro-
cessing, we present the following simplified example. Suppose that a vector s of two
binary symbols is transmitted via two independent Gaussian noise channels, with noise
powers σ2l with l = 1, 2 and σ
2
2 ≥ σ21, with the symbol s(l) being transmitted through
the channel l. In FlexCore each parallel channel corresponds to a level of the SD tree.1
All possible transmitted symbol combinations are shown in Fig. 3.3. It is known from
detection theory that the best decoding method for this example is to choose the sym-
bols lying on the same side of the x-axis (positive or negative) as the received signals
lie. That means that the most likely solution in the tree of Fig. 3.3 is the path con-
sisting of the first-closest symbols to the received signal (on each parallel channel) and,
therefore, its position vector is p = [1, 1]. It can also be shown that the corresponding
probability of including the correct vector is Pc (p = [1, 1]) = (1− Pe(1)) (1− Pe(2)),
with Pe(l) being the error probability of binary modulation for a noise variance of σ
2
l .
The second most likely path to include the correct solution is for a case where on one
parallel channel the symbol lies on the same side of the x-axis as the received observ-
1In the SD case, however, the levels are not independent but, as we show in the Appendix, the
following approach still applies.
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Figure 3.3: FlexCore’s pre-processing and most-promising path selection for the inde-
pendent channel example (two transmit antennas, binary modulation).
able (i.e., the tree path includes the closest symbol to the received observable) and on
the other channel the symbol and received observable lie on different sides of the x-
axis (i.e., the tree path includes the second-closest symbol to the received observable).
This means that the second-most-promising path is either the path p = [1, 2] or the
path p = [2, 1]. Since we assumed that σ22 ≥ σ21, then Pc (p = [1, 2]) ≥ Pc (p = [2, 1])
and therefore (1− Pe(1))Pe(2) ≥ Pe(1) (1− Pe(2)). Finally, the least-promising path
is p = [2, 2] with Pc (p = [2, 2]) = Pe(1) · Pe(2).We note again that the position vector
identifies these tree paths in terms relative to the signal that the BS will later receive,
instead of identifying absolute tree paths, hence pre-processing is possible a priori.
After performing the pre-processing step, and when the actual received signal y is avail-
able, detection takes place. In the case that our system has only two available processing
elements, FlexCore calculates the Euclidean distances for the two most promising paths
p = [1, 1] and p = [1, 2]. Then, the detection output is the vector with the smallest
calculated Euclidean distances (Fig. 3.1).
Generalizing to the MIMO channel. In a similar manner to the independent
Gaussian channels case, for the actual SD tree, and for any QAM constellation, the
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corresponding probabilities can be approximated as
Pc(p) ≈
Nt∏
l=1
Pl (p(l)) (3.1)
with
Pl (p(l)) = (1− Pe(l)) · (Pe(l))(p(l)−1) (3.2)
and
Pe(l) =
(
2 +
2√|Q|
)
· erfc
( |R(l, l)| · √Es
σ
)
(3.3)
where erfc is the complementary error function, which can be calculated on-the-fly or
pre-calculated using a Look up Table (LUT), Es is the power of the transmitted sym-
bols, σ2 is the noise variance, and p(l) is the lth element of p. We defer a mathematical
justification to the Appendix A.1.
Finding the most promising position vectors
FlexCore needs to identify the set E consisting of the NPE most promising position
vectors, with NPE being the number of available processing elements. An exhaustive
search over all possible paths becomes intractable for dense constellations and large
antenna numbers. Therefore, we translate the search into a new pre-processing tree
structure (distinct from the SD tree) and propose an efficient traversal and pruning
approach that substantially reduces pre-processing complexity.
We now explain how to construct and traverse the pre-processing tree with an example:
Fig. 3.4 shows its structure for three transmit antennas. Each node in the tree can
be described by a position vector and its likelihood Pc (Eq. 3.1). Tree construction
begins by setting the tree root to a node whose position vector consists of only ones
(p= [1, 1, . . . , 1]) since this will always be the “most promising” one, regardless of the
MIMO channel. Then we expand the tree root node, namely, we construct its child
nodes and calculate their Pc values. To find the w
th child node (w ∈ [1, . . . , Nt]), we
increment the wth element of the parent’s position vector by one, as shown in Fig.
3.4. To avoid duplication of pre-processing tree nodes, when expanding a node whose
position vector has been generated by increasing its lth element, the wth children nodes
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Figure 3.4: A pre-processing tree construction for three transmit antennas.
(w ∈ [l + 1, . . . , Nt]) are not expanded. To avoid unnecessary computations while
calculating the Pc values of the children nodes, we further observe that for two position
vectors p˜ and p that only differ in their wth component, their probabilities are related
by Pc(p˜) = Pc(p) ·Pe (w). After expanding the tree root, we include its position vector
in the set E of most promising position vectors and we store all the children nodes of
the expanded node and their Pc values in a sorted candidate list L (of descending order
in Pc). Tree traversal continues by expanding the node with the highest Pc value in L.
The expanded node is then removed from L, its position vector is added to E and the
node’s children are appended to L. Whenever |L| exceeds NPE , we remove from L the
|L| −NPE nodes with the lowest Pc values. Finally, we introduce a stopping criterion
in order to terminate the tree search if the sum of the Pc values of the vectors currently
in E, is larger than a predefined threshold. An example case is discussed in Section 3.3.
Pre-processing complexity. In terms of this process’ complexity, we first calculate
the error probabilities (Pe(l) in Eq. 5.34), which can be computed once and reused
several times during pre-processing. Then, we require in the worst case Nt real mul-
tiplications per expanded node. Since the maximum amount of expanded nodes is at
most NPE , the maximum complexity in terms of real multiplications is (NPE ·Nt). In
very dense constellations (e.g., 256-, 1024-QAM ) a rather large number of parallel pro-
cessing elements may be required to reach near ML -performance. In such challenging
scenarios, sequential execution of the pre-processing phase may introduce a significant
delay. However, our simulations have shown that a parallel expansion of the nodes with
the highest probabilities Pc in L is possible with negligible throughput loss compared
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to a sequential implementation, provided that the ratio of available processing elements
NPE to the number of nodes expanded in parallel is greater than ten. As a result, the
latency of the pre-processing step for large MIMO systems is insignificant compared to
that of the QR decomposition. In MIMO systems with dynamic channels and user mo-
bility, the most promising paths will vary in time. Therefore, and as validated in [42],
in such cases reliable channel estimates are still required to preserve the gains of spa-
tial multiplexing. FlexCore will then leverage these estimates to recalculate the most
promising paths, together with the traditionally required channel-based pre-processing
(e.g., channel inversion for linear detection or QR decomposition for SD-based detec-
tion). In such dynamic channels, pre-processing complexity requirements can become
comparable to those of FlexCore’s detection, as shown in Table 3.1. Latency require-
ments can then be determined by the required sequential QR decomposition (or channel
inversion for linear detection).
3.1.2 Core Allocation and Parallel Detection
To perform detection in parallel, each of the calculated position vectors in E has to be
allocated to a different Processing Element (PE). FlexCore’s pre-processing has already
identified the position vectors as a function of their Euclidean distance sorted order.
For example, if the corresponding position vector is p = [3, 1, 2], then the tree path to
be processed consists of the node with the second smallest Euclidean distance at the top
level, the smallest in the second level and the third smallest in the first level. Typically,
finding the node (i.e., QAM symbol) with the third smallest Euclidean distance to the
Pre-Processing Detection
QR/ZF
FlexCore FlexCore
NPE = 32 NPE = 128 NPE = 32 NPE = 128
8× 8 ≈2048 102 301 4608 18432
12× 12 ≈6912 136 391 9984 39936
Parallelizability - 3 12 32 128
Table 3.1: Complexity in real multiplications and “parallelizability” of Pre-Processing
and FlexCore detection.
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Figure 3.5: Detection square and triangles 1-8 for 16-QAM and approximate predefined
symbol ordering, calculated when the received symbol is within triangle t1.
observable would require exhaustive calculation of all Euclidean distances at a specific
level (e.g., for 64-QAM it would require 63 unnecessary Euclidean distance calcula-
tions). In order to avoid these unnecessary computations, we exploit the symmetry of
the QAM constellation, defining an approximate predefined order based on the relative
position of y˜l in the QAM constellation.
y˜l =
yl − Nt∑
p=1+l
R(l, p) · s(p)
 /R(l, l). (3.4)
We calculate the approximate predefined symbol order by assuming that the “effective”
received point lies in a square which is centered at the center of the QAM constellation
and of side length equal to the minimum distance between consecutive constellation
symbols as in Fig. 3.5. We then split the square into eight triangles ti (i = 1, ..., 8)
and via computer simulations, compute the most frequent sorted order for “effective”
received points lying in these triangles (as a function of their relative position to the
center of the square), storing the order in a look-up table. Fig. 3.5 shows the resulting
approximate order for a 16-QAM constellation when the received point lies within t1.
We note that the constellation’s symmetrical properties allow us to store the order
of just a single triangle (e.g., for t1) since the order for all other triangles will be
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just circularly shifted (with a center one of the constellation points). During actual
decoding, at each level we identify the relative position of the square as well as the
relative position of the received point within the square. We then identify the symbol
with the kth smallest distance by using the predefined ordering. If, however, the latter
points to a symbol that is not part of the constellation (i.e., the center of the grid is not
the same as the center of the constellation), then the corresponding Euclidean distance
calculation unit is deactivated.
3.2 soft-FlexCore
3.2.1 LLR Calculation
In order to employ powerful state-of-the-art channel codes, such as LDPC [100, 2],
MIMO detectors do not only have make a decision on the polarity of the transmitted
bits but also need to provide an estimate for the reliability of these detection decisions.
Traditionally, these reliability information are expressed in the form of LLRs. In detail,
The LLR value of a bit bk is defined as
LLR(bk) = log
(
P (bk = 1|y)
P (bk = 0|y)
)
(3.5)
where y is the input of the detector. For MIMO systems, (3.5) can be reformulated as
LLR(bk) = log
(
P (s ∈ Sk,1|y)
P (s ∈ Sk,0|y)
)
(3.6)
with Sk,1 being the set of symbol vectors s that translate to bit sequences that have at
the position k a one. The set Sk,0 is defined accordingly. Following the argumentation
in [56], expression (3.6) can be transformed to
LLR(bk) = log
(∑
(s∈Sk,1) P (y|s)∑
(s∈Sk,0) P (y|s)
)
(3.7)
Given that the additional thermal noise is Gaussian distributed, P (y|s) can be calcu-
lated as
P (y|s) = 1
(pi · σ2)Nt · e
(
(−‖y−H·s‖2
σ2
)
(3.8)
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Yet, the cardinally of Sk,1 and Sk,1 grows exponentially with the number of currently
transmitted streams and therefore evaluating (3.8) is cost prohibit even for moderately
sized MIMO systems. A common approach to reduce the complexity related to LLR
calculations is to approximate the sets in (3.8) by the respective element that maximizes
(3.8). Applying this simplification, often referred to as Max-Log approximation, leads
to
LLR(bk) =
1
σ2
·
(
min
s∈Sk,1
(‖y−H · s‖)2 − min
s∈Sk,0
(‖y−H · s‖)2
)
(3.9)
Still, (3.9) requires solving two constrained optimisation problems per received bit.
While several efficient techniques, such as single tree searches structure and [120] LLR
clipping [56, 97, 79] have been proposed to solve (3.9) the related compute require-
ments still increase exponentially with the number of streams. Thus, practical MIMO
detection approaches such as [92, 28, 9] replace the sets Sk,1 and Sk,0, with substan-
tially smaller, and therefore, more approachable sets. A common approach [92, 28] is
to restrict the optimization to symbol vectors that are in the direct neighborhood to
the detector’s hard vector solution. However, the quality of the calculate LLR values
decreases significantly if the initial vector solution has multiple erroneous elements. For
example, in Section 5.4 it is shown that non-linear MIMO detectors employing such
neighborhood solution are outperformed by soft linear detectors. In contrast, soft-
FlexCore, similar to [9], evaluates (3.9) based on the set of in parallel computed vector
solutions. Specifically, each position vectors in E (see Section 3.1.1) is translated to a
distinct symbol vector with respect to the received sample vector. The resulting set of
symbol vector is denoted as V and its subset Vk,1 and Vk,1 are defined in a similar man-
ner to Sk,1 and Sk,0, respectively. If neither Vk,0 = ∅ nor Vk,0 = ∅, then soft-FlexCore
approximates (3.5) with
LLR(bk) =
1
σ2
·
(
min
s∈Vk,1
(‖y−H · s‖)2 − min
s∈Vk,0
(‖y−H · s‖)2
)
. (3.10)
Otherwise the LLR(bk) value is set to a pre-defined threshold, denoted as τLLR. In
general, we clip all LLRs at τLLR. Finally, we note that the function values of ‖y−H·s‖2
for all s ∈ V are calculated in the parallel detection step regardless if the “soft” or the
“hard” version of FlexCore is employed.
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3.2.2 Rate Adaptation
In order to convert FlexCore’s improved detection performance into throughput gains,
an efficient rate adaption solution is required. Similar to legacy techniques form single-
input single-output systems, the proposed rate adaption solution is capable of selecting
the optimal Modulation and Coding Scheme (MCS) based only on the MIMO channel
and the users’ SNR. In this context, the optimal MCS maximizes the information bit
per symbol while still maintaining an PER below a given threshold. To find these MCS
we leverage FlexCore’s novel MoP as performance indicator. In particular, we utilize
the probability that the transmitted symbol vector, denoted as s?, is an element of the
set V. Since each path vector translates to a unique symbol vector, the probability that
any two different position vectors both translate to s? is zero. Further, as discussed,
FlexCore’s MoP (see equation (3.1)) approximates the probability that a particular
position vector p translates to s?. Thus, the probability that the transmitted symbol
vector is one of FlexCore candidate solutions is
P (s? ∈ V) ≈
∑
∀p∈E
Pc(p). (3.11)
Key to understanding why P (s? ∈ V) is a good performance indicator for the resulting
error rate performance of soft-FlexCore is the definition of a position vector p (see
Fig.(3.2)). Specifically, each of its elements p(l) takes an integer value ranging from 1 to
|Q| that describes the index position of the corresponding node at the lth level of the SD
tree as a function of its index, when sorting the nodes in ascending Euclidean distance
order. Now let p? = [3, 1, 2, 1, 1, 1]T be the position vector that translates to s?. This
means the transmitted QAM symbol is in the first level the third closest symbol to the
received sample and in the third level the second closest to the received sample. Even
if we ignore error propagation, traditional SIC, which always selects the closet symbol,
would result in a detection error in first and third level. With the exception of the all-
one vector, each position vector describes different “error events”. So,
∑
∀p∈E Pc(p) ≈ 1
means that all “error events” with a significant likelihood of occurrence are represented
in E. For large MIMO systems, this can only be true for reasonable sized E if the error
probability per level, defined in (3.2), is small. As a consequence, the all one position
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vector has by far the highest likelihood to be p?. However, if p? = 1Nt , then FlexCore’s
output can not be erroneous. It can be concluded, if P (s? ∈ V) ≈ 1 for reasonably
sized V, than the uncoded BER is low which makes an successful packet recovery likely
especially if powerful LDPC is employed.
We established that a low error rate is likely if P (s? ∈ V) ≈ 1. However, for being
good performance indicator, P (s? ∈ V) 1 must also imply that the PER is with high
likelihood above the specified limit. Clearly, if s? /∈ V soft-FlexCore can not be correct.
Yet, not only is the sign of one or multiple LLR values wrong it may also happen that
the amplitude of these erroneous LLR is large. For example, lets assume bk = 1 but
none of FlexCore candidate solutions translates to a bit sequence with bk = 1. Thus,
V1,k is empty which results in LLR(bk) = −τLLR. It is unlikely to correct such extreme
error case, since LDPC decoder are, by design, much more inclined to flip bits with low
LLR amplitude to satisfy the party check conditions.
Given the above argumentation, the target of the proposed rate adaption is to find a
set of QAM modulations that allows a high throughput but still has a P (s? ∈ V) close
to one for a fixed set size ( |V| = NPE). After the set of QAM modulations is fixed the
code rate is chosen according to resulting P (s? ∈ V). The higher P (s? ∈ V) the higher
the chosen code rate. The particular threshold value for each supported code rate has
been determined via simulations and needs to be saved in a LUT.
In the following we describe the exact rate adaption procedure. The vector q repre-
sents the selected QAM-modulation. Each element is associated with the employed
modulation on a particular stream. Specifically, if stream l employs the constellation
Q, then q(l) = log2(|Q|). The elements q(l) are initialized assuming that the densest
constellation that fulfils Pe(l) > 0.2 (see (5.34)) is unitized to modulate stream l. In
addition to determining q, the method needs to select the code rate, which is denoted
as C. While the proposed scheme supports user transmitting with different modulation,
it employs the same code rate for all users. Reason for this is that the code rate is
chosen based on P (s? ∈ V) which is a global variable equal for all users. The code rate
and the variable T, defined as the number of transmitted information bits per channel
use, are initialized with zero. The actual rate adaption procedure is an iterative process
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with three steps:
1. The proposed method runs FlexCore’s pre-processing to calculate P (s? ∈ V) for
the current q. Subsequently the code rate is updated based on P (s? ∈ V) and a
pre-calculated LUT.
2. The resulting throughput is calculated as Ttemp = C ·
∑Nt
l=1 q(l). If Ttemp > T,
the current q and C are saved as preliminary result. Subsequently T is updated
to Ttemp. If q indicates that all stream utilize the lowest constellation or if the
highest supported code rate is chosen, the procedure terminates immediately and
the preliminary results are the final output.
3. The algorithm decreases the modulation order of the stream with the highest
related error rate (Pe(l)) by one. To asses, if further processing can increase
throughput, the method calculates Tnext = C
max ·∑Ntl=1 q(l), with Cmax being the
highest supported code rate. If Tnext < T, the procedure terminates immediately
and the preliminary results are the final output. Otherwise the algorithm returns
to step one and proceeds with the next iteration.
If the proposed rate adaption technique is employed for an OFDM system, the proposed
procedure is executed for the centre frequency. If sorted QR decomposition approaches
such as [13] and [25] are employed it is essential that the detection order is equal for
all subcarriers. To increase the robustness against frequency selectivity the final code
rate can be chosen based on the average of P (s? ∈ V) over all subcarriers.
3.3 Evaluation
In this section we discuss FlexCore’s algorithmic performance and implementation as-
pects compared to the state-of-the-art. We first evaluate FlexCore’s throughput per-
formance on our WARP v3 testbed. Based on these results, we then jointly assess Flex-
Core’s algorithmic and Graphics Processing Unit (GPU) implementation performance.
Finally, we provide a evaluation of soft-FlexCore and the proposed rate adaption. Our
evaluation focuses on scenarios where the channel is static over a packet transmission
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and it does not account for the pre-processing complexity. Since the pre-processing task
needs to take place any time the channel changes (see Section 3.1), the corresponding
overhead can be easily calculated based on the assumed channel dynamics.
3.3.1 Throughput Evaluation
Methodology and setup. To evaluate FlexCore’s throughput gains we use Rice’s
WARP v3 radio hardware and WARPLab software. We employ 16- and 64-QAM
modulation with the 1/2 rate convolutional coding of the 802.11a standard. Each user
transmits 500-kByte packets over 20 MHz bandwidth channels within the 5 GHz ISM
band in indoor (office) conditions. We implement an OFDM system with 64 subcarriers,
48 of which are used to transmit payload symbols, similarly to the 802.11a standard.
Eight- and 12-antenna BSs are considered, with the distance between co-located BS
antennas to be approximately 6 cm. For the eight-antenna BS case, evaluations have
been made purely by over-the-air experiments involving all necessary estimation and
synchronisation steps (e.g., channel estimation). For the 12-antenna BS case, and
due to restrictions on the available hardware equipment, evaluation is performed via
trace-driven simulation. To collect the corresponding MIMO channel traces, we have
separately measured (over the air) and combined the received channel traces of single-
antenna users to 12-antenna BS s (1×12) . Fig. 3.6 displays a graphical overview of
our testbed with the positions of the eight- and 12- antenna BS s. Similarly to [98], the
individual SNRs of the scheduled users differ by no more than 3 dB. This minimizes the
condition number of the channel (a low condition number is an indicator of a favorable
channel) but therefore also limits the potential gains of FlexCore and SD approaches in
general. For all our evaluations, the examined SNR is such that an ML decoder reaches
approximately the practical packet error rates (PERML) of 0.1 and 0.01 when the
number of active users is equal to the number of the BS antennas. For the realization
of both FlexCore and FCSD we employ both the sorted QR decomposition (SQRD) of
[13] and [25] and we show the best achievable throughput.
FlexCore’s throughput for Nt=Nr. Fig. 3.7 shows the achievable network through-
put of FlexCore, FCSD and the trellis-based parallel decoder introduced in [136], for
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Figure 3.6: Testbed floorplan (circles: 8-antenna BS s, rectangles: 12-antenna BS s,
triangles: single-antenna users transmitting to 8-antenna BS s, squares: single-antenna
users transmitting to 12-antenna BS s).
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Figure 3.7: Achievable throughput of FlexCore, FCSD and trellis-based decoder [136]
for minimum processing latency, as a function of the available processing elements,
compared to optimal (ML) detection and MMSE .
several numbers of available processing elements, against the throughput achieved by
exact ML detection and linear MMSE detection. The evaluation is based on the as-
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sumption that minimum latency is targeted. Therefore, each parallel element is only
allocated to one parallel task. In the case of FlexCore and FCSD, each processing
element is used to calculate the Euclidean distance of a single tree path per received
MIMO vector. In [136] each processing element calculates the partial Euclidean dis-
tance of each constellation point. As a result, [136] would also require a fixed number of
processing elements, equal to the QAM constellation’s size. In practice, for all schemes,
a processing element could be used multiple times to carry out multiple parallel tasks
sequentially, but this would result in an increase in latency. In agreement with the
literature [144, 115, 98], Fig. 3.7 demonstrates that linear detection results in a poor
throughput when Nt =Nr.
1 It also shows that while the trellis-based method of [136]
outperforms MMSE , it is consistently inferior to FCSD and FlexCore, in all evaluated
scenarios. In addition, it requires a fixed number of processing elements, and is there-
fore unable to scale its performance with the number of available processing elements.
Due to these limitations, in the rest of the paper we focus on comparing FCSD and
FlexCore.
Fig. 3.7 shows that, in contrast to FCSD, FlexCore operates for any number of avail-
able processing elements and it consistently improves throughput when increasing the
available processing elements. On the other hand, FCSD can only fully exploit the
available PEs as long as their number is a power of the order of the employed QAM
constellation. Figure 3.7 also shows that for a given number of available processing ele-
ments, FlexCore consistently outperforms FCSD in terms of throughput. When 12 users
transmit 16-QAM symbols to a 12-antenna BS, at an SNR such that PERML = 0.1
(SNR =13.5 dB), when 196 parallel elements per subcarrier are available, FlexCore
can provide nearly 2.5× the throughput of the FCSD . In addition, due to FlexCore’s
pre-processing, which focuses the available processing power to the tree paths that are
most likely to increase wireless throughput, FlexCore requires significantly fewer pro-
cessing elements than FCSD to reach the same throughput. For example, in a 12×12
64-QAM MIMO system and at an SNR such that PERML = 0.01 (SNR =21.6 dB),
FlexCore requires 128 parallel paths to reach 95% of the ML-bound, whereas FCSD
1We note that MMSE can achieve better throughput if we allow Nt < Nr. This is shown in [98],
as well as in Fig. 3.8.
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requires 4096. Fig. 3.7 also shows that, in principle, the gains of FlexCore against the
FCSD increase when the transmission conditions become more challenging. Namely,
when the number of antennas and the QAM constellation’s order increase, and when
the SNR decreases (and therefore the PER of the ML solution increases).
FlexCore’s throughput v. number of users. The bars in Fig. 3.8 show the
achieved network throughput of FlexCore against the throughput of Geosphere and
MMSE, as a function of the number of active users simultaneously transmitting 64-
QAM symbols to a 12-antenna BS at an SNR such that PERML = 0.01 (SNR =21.6
dB). We assume that 64 processing elements per sub-carrier are available for FlexCore.
However, we also consider an adjustable version of FlexCore (a-FlexCore) that from
the 64 available processing elements, uses as many as required so that the sum of the
Pc values of the corresponding most promising paths becomes larger than 0.95. As ex-
pected [144, 115], Fig. 3.8 shows that MMSE is almost optimal only when the number
of active users is significantly smaller than the number of BS antennas. In contrast,
exact or approximate ML methods, including FlexCore, can support numbers of users
that are similar to the number of the BS antennas and still scale throughput. This
ability to reclaim the unexploited throughput of linear detectors separates FlexCore
from prominent large MIMO architectures such as [144, 115]. Fig. 3.8 also shows that
in contrast to the previously proposed parallel schemes, FlexCore has the ability to
adjust the number of activated processing elements and therefore the overall complex-
ity to the channel conditions. When the number of active users is significantly smaller
than the one of the BS antennas, where the MIMO channel is well-conditioned and
linear detection methods also perform well, a-FlexCore reduces the number of active
processing elements to almost one, resulting in an overall complexity similar to that of
linear methods.
Implementations Aspects To showcase the versatility and efficiency of FlexCore, it
has been implement on FPGAs and GPUs. The implementation work has been carried
out by my co-authors of [59], therefore we present here only a brief overview of the
outcome of the FPGAs and GPUs trails. A Detailed discussion on implementation
aspects and a comprehensive evaluation can be found in [59].
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Figure 3.8: Bars: Network throughput of FlexCore and a-FlexCore with 64 available
processing elements against Geosphere and MMSE, for a 12-antenna AP with six to
12 simultaneous users. Line: Corresponding average number of activated processing
elements for a-FlexCore.
Based on the results of the previous section, we now jointly evaluate FlexCore’s algo-
rithmic and GPU implementation performance. To obtain system context, we assess
computation time, including data transfers, with respect to the 3rd Generation Part-
nership Project (3GPP) LTE standard [38]. LTE requires that a 10 ms frame contains
20 timeslots, each with a 500 µs duration (a total of 140× the number of occupied
subcarriers). Fig. 3.9 shows the corresponding 64-QAM SNR loss for SIC [134], the
FCSD and FlexCore compared to ML detection, based on the supported number of
paths. For Nt = 8 and when employing 8 streams, FlexCore supports 105 down to 4
paths for the two extremes of the LTE modes for which the SNR loss is 0.2 to 2.1 dB.
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In the Nt=12 case, the corresponding SNR loss becomes 0.9 to 9.8 dB (68 down to 2
paths). In the case of SIC (essentially a single-path FlexCore), the loss can be up to
11.9 dB. Notice that even though FlexCore’s threads have a higher workload compared
to FCSD’s, the latter’s inherent lack of flexibility significantly limits support to just
the 1.25 MHz LTE mode for L=1 at Nt∈{8, 12}. We note that when L=2, the FCSD
fails to meet the LTE requirement for Nt=8, |Q|=16 and the more demanding cases.
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Figure 3.9: FlexCore, FCSD and SIC on the GPU at 64-QAM, against the ML SNR,
considering the detection latency requirements of the several LTE modes.
The implementation and exploration of FlexCoreon FPGAs showed that for the same
MIMO system, its energy efficiency surpasses that of the state-of-the-art by an order
of magnitude [59].
3.3.2 soft-FlexCore
This subsection evaluates soft-FlexCore and the proposed rate adaption. To provide
a proof of concept for soft-FlexCore we integrated the algorithm into University of
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Figure 3.10: Uplink sum spectral efficiency comparison in NRT-OTA for soft-FlexCore
vs. ZF detection. The bar plots show the system throughput for the 6 locations tested
as well as the overall average.
Surrey’s test bed for large MIMO trials [35]. The the test bed is based on Open Air
Interface (OAI) [5, 95] and implements a full LTE stack. In addition, it has a non-real-
time OTA mode that allows us to quantify the gains that soft-FlexCore can deliver in
a 3GPP compliant environments by using a purely software-based implementation. In
addition to the results and insights of the OTA experiments, we present the outcome
of a trace-based simulation campaign. This simulation effort is focused on highlighting
the capabilities of the proposed rate adaptation.
Proof of Concept The test platform was set in TDD mode at an operating frequency
of 3.5 GHz and 5 MHz of bandwidth; the BS antenna array is realized by the means of
a Uniform Linear Array (ULA) composed of half wavelength–spaced single-polarized
elements. The evaluation setting consists of a BS with a 4-antenna array serving 4
single-antenna UEs (4×4 MIMO) in an indoor setting. The OAI experiments were
conducted over six different indoor locations of the BS and UEs; Fig. 3.11 shows a
picture of the setup of the BS and UEs while conducting one of the experiments. For
each position, the MCS was adjusted manually so that the throughput was maximized.
The measured throughput is presented in Figure 3.10. It can be seen the soft-FlexCore
clearly outperforms ZF in all six locations, with an average gain of 120%.
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Figure 3.11: Picture showing an example placement of the BS array and UEs while
conducting measurements of the linear vs. non-linear tests.
FlexCore’s Rate Adaptation To provide more inside into the capabilities of soft-
FlexCore and the proposed rate adaption we conducted extensive trace-based simula-
tions. The traces were collected with an OFDM system operating at a frequency of 2.6
GHz with 20 MHz bandwidth and a subcarrier spacing of 15 KHz in an indoor environ-
ment. We consider BSs with linear arrays of eight and twelve patch antennas with half
wavelength antenna spacing. Both the employed LDPC codes and the rate matching
algorithm follow the latest 3GPP standard [2] and are implemented using MATLAB’s
5G toolbox. Our system supports nine transmission modes with rates between 0.5 and
5 bits/symbol. The utilized rate adaptation technique is adjusted to maintain a PER
below 10%. We assume that the channel is constant over a packet duration and that the
receiver has perfect CSI. To test FlexCore’s rate adaption in a demanding environment,
the UEs‘ SNRs1 are equally distributed (in the log-domain) over a range of 10 dB. Here
we examine two SNR regimes. An intermediate SNR regime (5 dB to 15 dB) and a
high SNR regime (10 dB to 20 dB). If not stated specifically otherwise soft-FlexCore
1The UE SNR is defined as E(‖h)‖
2·Es
Nt·σ2 ), where h is the channel vector that characterizes the wireless
channel between a particular UE and the BS.
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Figure 3.12: The achievable throughput of soft-FlexCore and ZF as a function of the
number of concurrently transmitted streams for an 8-antenna (left plots) BS and a 12-
antenna (right plots) BS in the intermediate (upper plots) and the high (lower plots)
SNR regime.
evaluates NPE = 16 SD paths.
The upper plots of Figure 3.12 depict the achievable throughput of soft-FlexCore and
ZF as a function of the number of concurrently transmitted streams for an 8-antenna
BS and a 12-antenna BS in the intermediate SNR regime. Again, linear detection can
match the throughput of soft-FlexCore only if the number of transmitted streams is
significantly smaller than the number of BS antennas. In contrast, soft-FlexCore max-
imizes throughput when transmitting 8 streams to a 8-antenna BS and when trans-
mitting 11 streams to a 12-antenna BS. Thus, when utilizing soft-FlexCore maximiz-
ing throughput and maximizing connectivity are not conflicting goals. Since the pro-
posed detector can unitize a substantially higher spatial multiplexing gain, its maximal
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Figure 3.13: The achievable throughput of soft-FlexCore for different NPE values as a
function of the number of concurrently transmitted streams for an 8-antenna BS (top)
and a 12-antenna BS (bottom) in the intermediate SNR regime.
throughput is 39% and 30% higher than that of ZF for an 8-antenna BS and a 12-
antenna BS, respectively. The simulation results for the high SNR regime, depicted in
the lower plots of figure 3.12, show the same trends. Here, soft-FlexCore outperforms
ZF by more than 35% for both tested antenna array sizes.
The upper plot of Figure 3.12 depicts the achievable throughput of soft-FlexCore for
different number of evaluated SD paths (NPE) as function of the number of concurrently
transmitted streams for an 8-antenna BS and a 12-antenna BS in the intermediate SNR
regime. It can be seen that small NPE values are sufficient to maximize throughput
if the spatial load is low. This outcome is consistent with the OTA results presented
in Figure 3.8. However, when the number of streams is equal or close to the number
of BS antennas, investing more processing resources to evaluate a higher number of
SD paths results in an improved throughput. For example, increasing NPE from four
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to 32 allows an 40% higher throughput. We note, this performance improvement is
not the result of a substantially lower error rate, but the result of a well adjusted rate
adaptation technique. In particular, the proposed method accounts for the NPE value
and allocates higher bit rate if more processing resources are available. We note that
the PER is in all case below the threshold of 10% expect NPE = 4 and the system is
fully loaded. In particular, if NPE = 4 the measured PER was 12% and 15%, for the
8× 8 and 12× 12 system, respectively.
The proposed rate adaptation has the ability to keep the error below a given threshold
(here 10%). Still, this is not sufficient prove that the method works efficiently. For
example, always transmitting with the lowest modulation and the lowest code rate
would also satisfy the error condition in the investigated SNR regime. However, such
a strategy is certainly not an efficient rate adaptation approach. To demonstrate that
the proposed techniques does not under utilize the MIMO channel, we conducted a
set of simulations where we randomly increase the modulation of a single stream. The
result of the effort is presented in Figure 3.14. The top plot shows the achievable
throughput of the original rate adaptation and the version with the above described
modification. In general, the throughput of the modified version is lower, even thought
more information bits are transmitted. In addition, the two lower plots depict the PER
of the original and the modified version of the proposed rate adaptation. In detail,
the plot in the middle of Figure 3.14 shows the the average PER of the streams that
utilize the same constellation in both version of the rate adaptation. The PER of the
one stream that employs a different modulation in the different versions is depicted
in the lower plot. The error rate of the stream with the increased modulation surges
to values close to one. This indicates that the proposed rate adaptation selects in
most cases the highest supported modulation and therefore does not under utilize the
MIMO channel. Interestingly, not only the PER of the modified stream increases but
also the average PER of the other streams increases. This dependencies between the
concurrently transmitted streams make rate adaptation for non-linear detectors such a
challenging task.
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Figure 3.14: Achievable throughput (upper plots), average PER of unmodified streams
(middle plots), PER of the stream with increased modulation (lower plots) for the
original and modified version of the proposed rate adaption.
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3.4 Conclusion
We have described FlexCore, a computationally-flexible method to consistently and
massively parallelize the problem of detection in large MIMO systems, as well as similar
maximum-likelihood detection problems. Our FlexCore FPGA implementation in 12×
12 64-QAM MIMO, enjoys a 19× computational speedup and 97% increased energy
efficiency compared with the state-of-the-art. Furthermore, according to the best of
our knowledge, FlexCore’s GPU implementation is the first able to support all LTE
bandwidths and provides detection performance better than SIC, even for 12 × 12
MIMO systems. Finally we presented a new strategy for rate adaption. The proposed
approach can account for both the current MIMO channel and the available processing
power at the BS.
Chapter 4
ViPer MIMO: Massively Parallel
Precoding
MU-MIMO systems are among the key technologies of next-generation wireless net-
works. Nevertheless, current large MIMO system designs trade throughput and con-
nectivity against low processing requirements by utilizing simple, but sub-optimal, lin-
ear precoding techniques. In theory VP can significantly improve throughput, but this
comes to the price of substantially increased latency requirements. A similar trade-off
can be observed with state-of-the-art scheduling techniques. On the one hand ap-
proaches that utilize global CSI can deliver high data rates, but they suffer from a
significant signaling overhead. On the other hand, techniques that leverage probing
sequences can reduce signalling but they offer reduced data rates. This paper presents
ViPer MIMO, a system design for access points with many antennas that can increase
throughput via practical VP precoding and efficient user selection. ViPer MIMO sub-
stantially reduces the latency requirements of VP by massively parallel processing and
introduces a practical rate adaptation scheme. In the first systematic experimental eval-
uation of VP-based precoders, we show that ViPer MIMO can deliver in practice up to
30% higher throughput than MMSE precoding with comparable latency requirements.
In addition, ViPer MIMO introduces a new scheduling approach that provides the high
data rates of techniques that leverages global CSI with low signaling. The combination
of ViPer MIMO precoding and ViPer MIMO scheduling can achieve throughput gains
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of up to 65% compared to a system employing linear precoding and state-of-the-art
user scheduling.
4.1 ViPer System Design
The ViPer MIMO system design consists of (i) The ViPer MIMO Physical Layer (PHY)
Processing unit that enables flexible, massively parallel and low-latency VP vector iden-
tification. It is an extension of the work in [96, 59] and consists of a new heuristic “metric
of promise” that is tailored to the downlink and of a novel “sorted” QR decomposition.
(ii) ViPer’s Rate Adaptation unit, that is based on the work of [106], enables practical
adaptive modulation and coding.
4.1.1 ViPer MIMO PHY Processing
Similarly to Multisphere and FlexCore [96, 59], ViPer MIMO has the ability to a
priori identify the SE tree paths that are “most promising” to include the optimal
perturbation vector, based on a metric specifically tailored to the downlink. Similarly
to FlexCore, ViPer MIMO then processes only these paths. However, in FlexCore’s
MoP is not applicable to the downlink. Therefore, ViPer MIMO utilizes a new, heuristic
MoP where high values indicate that it is unlikely for the corresponding SE tree path to
be associated with the optimal perturbation vector. To uniquely describe a particular
tree path we again adopt the concept of position vectors as described in Section 3.1.1.
Summerized, a position vector p is an Nr × 1 dimensional vector, with each of its
elements being integer in [1, |Q|]. The kth element of p, here denoted as p(k), describes
the index of the corresponding node in the kth level of the sphere encoder tree, when
the nodes are sorted in ascending order of their associated partial Euclidean distances.
ViPer’s metric of promise : In contrast to the uplink [59] it is extremely challenging
to a priori (e.g. at the pre-processing stage) quantify each position vector’s likelihood
to correspond to the perturbation vector lmin. Instead, for each p we introduce a lower
bound of its corresponding Euclidean distance d(l1) across all possible information
vectors u. Subsequently, the position vectors with the smallest Euclidean distance
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bound are considered to be the “most promising” to be associated with the optimal
perturbation vector. In other words, ViPer MIMO focuses its processing power on
position vectors that can potentially result in very small d(l1) values.
Any position vector p is associated with one particular SE tree path that is comprised
of Nr nodes (one node for each tree level). All those nodes are associated with one
particular perturbation symbol and contribute to the d(l1) value for this p. We denote
the contribution of the node of the eth tree level as δp(e). Thus,
d(l1) =
Nr∑
e=1
δp(e). (4.1)
To find a lower bound for d(l1), we first derive an individual lower bound for each δp(e).
Using (2.14), δp(e) becomes:
δp(e) = [R(e, e)]
2 · τ2 · ‖s˜(e)− le(e)‖2 (4.2)
with
s˜(e) =
[
sˆ(e)−∑Nrk=e+1R(e, k) · τ · le(k)
R(e, e) · τ
]
(4.3)
where le(e) is the perturbation symbol that is associated with the tree node at level
e. Theoretically, le(e) could be identical to s˜(e) (see (4.3)), which would result in
δp(e) = 0. Then le(e) will be the closest perturbation symbol to s˜(e). Otherwise, if
le(e) is not the closest perturbation symbol to s˜(e), it holds that δp(e) > 0 . Let l1st
denote the perturbation symbol closest to s˜(e). Then,
δp(e) ≥ [R(e, e)]2 · τ2 ·
∥∥∥∥ l1st − le(e)2
∥∥∥∥2 . (4.4)
In [59] it has been shown that for integer lattices the distance between a lattice point
and its nth closet neighbour approximately scales with
√
n. By applying the same
observation here, we have that
δp(e) ≥ [R(e, e)]2 · τ2 ·
∥∥∥∥ l1st − le(e)2
∥∥∥∥2
≈ [R(e, e)]2 · τ2 ·
(√
n− 1
2
)2
. (4.5)
From the definition of position vectors it follows that if le(e) is the n
th closest perturba-
tion symbol to s˜(e) then p(e) = n. Therefore, by using (4.5) and (4.1), a lower bound
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of d(l1) can be calculated as:
d(l1) =
Nr∑
e=1
δp(e) ≥
Nr∑
e=1
[R(e, e)]2 · τ2 ·
(√
p(e)− 1
2
)2
. (4.6)
Considering that τ2/2 is a constant factor we omit it from the final definition of the
MoP and therefore
MoP(p) =
Nr∑
e=1
{
[R(e, e)]2 · (p(e)− 1)
}
. (4.7)
To find the position vectors with the lowest MoPs the tree structure and search de-
scribed in Section 3.1.1 can be utilized. After finding the position vectors with the
lowest MoPs, the position vectors are processed in parallel similar to the previously
described parallel detector for the uplink (see Section 3.1). Finally, the perturbation
vector associated with the position vector that has the smallest d(l1) metric is chosen.
ViPer’s parallel prepossessing: To perform parallel precoding, each of the available
PEs is assigned to process one of the position vectors that have been selected in the
prepossessing step. Specifically, each PE translates its allocated position vector to a
perturbation vector l with respect to sˆ and calculates the metric d(l1). When the
“effective” information symbol in the eth level of the sphere encoding tree is defined as
s˜(e) =
sˆ(e)− Nr∑
p=e+1
R(k, p) · τ · le(p)
 /R(l, l), (4.8)
then the position vector p = [3, 1] translates into the perturbation vector l, whose
first element is the perturbation symbol with the third smallest Euclidean distance to
s˜(1), and its second element is the perturbation symbols with the smallest Euclidean
distance to s˜(2). Typically, finding the perturbation symbol with the third smallest
Euclidean distance to s˜(e) requires to calculate the distances between s˜(e) and all
eligible perturbation symbols. To avoid such exhaustive calculations, we exploit the
structure of the perturbation constellation which consists of all eligible perturbation
points. To achieve this, we introduce a predefined symbol order that is based on
the location of the effective information symbol s˜(e). The predefined symbol order
is derived for the case that the effective information symbol lies in a square spanned
by the perturbation symbols [0, j, 1 + j, 1]. In order to align the centre of this square
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Figure 4.1: Detection square and triangles 1-8 for extended perturbation constellation
and approximate predefined symbol ordering, calculated when the “effective” informa-
tion symbols is within t1. The added perturbation symbols are highlighted in orange.
with the centre of perturbation constellation, the original constellation is extended by
adding a row of additional perturbation symbols at the top, and a column at the right
hand side (see Figure 4.1). We further divide the square into eight identical triangles ti
(i = 1, ..., 8) and derive the most likely symbol order assuming that s˜(e) is located in t1.
Then, the vectors that connect the centre of the square [0, j, 1 + j, 1] to the symbols in
the extended perturbation constellation are stored in an ordered LUT. Figure 4.1 shows
the extended perturbation constellation and the corresponding approximate order.
Naturally, the most likely symbol order varies depending on the position of s˜(e) in that
square ( equivalently the triangle that includes s˜(e)). Although the order changes, the
LUT can be adapted to any of the eight triangles with simple reflections and rotations
due to the symmetry of the extend constellation. Finally, to get the perturbation
symbol that is the nth closest to s˜(e), the PE first identifies the square of perturbation
symbols that contains s˜(e). Then, the PE loads the nth vector from the look-up table,
rotates it with respect to the position of s˜(e) in the square and adds it to the center of
the square.
ViPer’s sorted RQ decomposition : In the MIMO uplink, it is well known that
changing (permuting) the detection order of the users by means of SQRD can maximize
the diagonal elements of the R matrix (when H = QR) resulting in improved detection
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efficiency [10, 59].
Normally, in order to achieve such a sorted order, a precoder should first calculate
the pseudo inverse of the channel matrix to get H† and then execute SQRD for the
matrix H† [72]. Both operations (i.e. matrix inversion and SQRD) are of complexity
O(N2r ·Nt). Therefore, their sequential execution would significantly affect the already
large pre-processing latency of VP. Instead, ViPer MIMO performs RQ decomposition
directly on the channel matrix H and applies a modified version of [25]. In contrast to
the traditional SQRD, the proposed method permutes the rows (and not the columns)
of H. The pseudo code for this proposed sorted RQ-decomposition is presented in
Algorithm 1. The RQ-decomposition results in an Nr × Nr upper triangular matrix
RH and an Nr ×Nt matrix QH , with
H = RH ·QH . (4.9)
We note that the matrix RH is related to the channel matrix H and not to the precoding
matrix H† as would be required to perform SE. Using (4.9),
H† = HH(HHH) = QHH ·RHH · (RHQHQHHRHH)−1. (4.10)
By design, matrix QH fulfills the property QQ
H = I, which simplifies (4.10) to
H† = QH ·RH ·
(
RHR
H
H
)−1
= QHH · (RH)−1 . (4.11)
The precoding matrix can be then expressed as H† = QV iPRV iP , with QV iP = Q
H
H
and RV iP = (RH)
−1. Therefore, QV iP and RV iP are eligible inputs for the proposed
precoder. We note that inverting the upper triangular matrix RH is significantly less
complex than inverting the channel matrix H.
4.1.2 ViPer MIMO Rate Adaptation
To translate the capacity gains of ViPer MIMO into actual throughput gains, a rate
adaptation technique is required. ViPer’s rate adaptation leverages the lower bound on
γvp (2.63) to estimate the SNR of the UEs at the BS when transmitting VP precoded
information. By repurposing the QR decomposition of the precoding matrix H† =
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Algorithm 1 sorted RQ decompostion
1: H: channel matrix
2: procedure SRQD(H)
3: R← 0 , Q← H, P← I
4: for i= 1, . . . , Nr do
5: ki = argminj=1,...Nr‖qj‖, qi is the ith row of Q
6: swap rows i and ki in Q,R and P
7: R(i, i) = ‖qi‖
8: for j= i+ 1, . . . , Nr do
9: R(j, i) = qj · qHi
10: qj = qj −R(j, i) · qj
11: end for
12: end for
13: return Q,R and P
14: end procedure
QV iPRV iP , we simplify (2.63) to
γ˜vp ≈ NrΓ (Nr + 1)
1/Nr
(Nr + 1) · pi ·
(
Nr∏
e=1
[RV iP (e, e)]
2
)1/Nr
. (4.12)
Since the first factor in (4.12) depends only on the number of concurrent information
streams, it can be precalculated and saved in a LUT.
Equation (4.12) has been derived for theoretical signals, with their real and imagery
parts being equally distributed in [−0.5, 0.5]. In order for (4.12) to be applicable to
standard QAM-modulation, the expression has to be normalized as
γvp = τ
2 · γ˜vp, (4.13)
and the UEs’ SNR approximated as:
SNR ≈ Es
σ2 · γ˜vp =
Es
σ2 · τ2 · γ˜vp . (4.14)
Since τ depends on the selected modulation (see (2.68)), the SNR expression (4.14)
can not directly be used to determine the optimal transmission rate. Instead we utilize
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γ˜vp and a slightly modified SNR mapping. Let b(n) be the SNR for which the the n
th
transmission rate reaches a reasonably small block error probability (e.g., 10%). Then,
the ViPer’s rate adaptation unit selects the nth transmission rate if and only if
b(n) · τ2n ≤
Es
σ2 · γ˜vp ≤ b(n+ 1) · τ
2
n+1, (4.15)
where τn denotes the value of the parameter τ that corresponds to the QAM-constellation
utilized in the nth transmission rate (see (2.68)). Similar to traditional SNR mapping,
the term b(n) · τ2n can be precalculated for all supported transmission rates and stored
in a LUT.
4.1.3 ViPer User Scheduling (ViPer US)
The task of a scheduling algorithm is to distribute available time and frequency re-
sources to users wishing to transmit or receive data. Doing so, a scheduling algo-
rithm has to balance two often contradictory goals: (i) to distribute the available re-
sources fairly, and (ii) to maximize the achievable system throughput. In single-input
single-ouput systems, allocating all resources to the strongest user would maximize the
throughput, but at the same time would also be extremely unfair to weaker users (e.g.
those on the cell edge). In contrast, Round Robin Scheduling (RRS) distributes the
available resources fairly, but may result in significantly reduced throughput [138]. The
difficulty of the scheduling problem is substantially higher in MU-MIMO systems, since
the scheduling algorithm not only has to take the individual channel strength of the
connected users into account, but also needs to account for how concurrently scheduled
users interfere with each other [124]. For example, when ZF is used, insufficient spa-
tial separation between concurrently scheduled users can result in a high normalization
factor γzf , resulting in poor throughput [143]. Therefore, and in contrast to single-
input single-output systems, scheduling only the strongest users does not guarantee
high performance [146]. In order to maximize throughput, the BS has to evaluate all
possible user combinations in terms of their resulting throughout. Since the number of
possible combinations increases exponentially with the number of connected users, the
corresponding complexity of such an exhaustive search is prohibitive even for moderate
numbers of users [114]. Scheduling approaches such as Semiorthogonal User Selection
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(SUS) [146] and SIEVE [114] can significantly reduce scheduling complexity compared
to exhaustive search approaches, but they still require global CSI. Thus, the related
singling overheads may consume more resources than the actual data transmission [139]
and therefore can negate the potential throughput gains of such approaches. OPUS
[138] is an propping based approach that can moderate the CSI-related overheads for
large numbers of connected users, since the amount of required signalling scales solely
with the number of BS antennas and not with the number of users. Yet, in the downlink
of large MU-MIMO systems OPUS under performs and can not match the data rates
of scheduling approaches that leverage full CSI (see Section 4.2).
Orthogonality Probing based User Selection: To motivate out proposed exten-
sions of OPUS, we first discuss the principle of the algorithm and then the reasons that
lead to the performance loss in large MIMO systems. As a first step, the BS transmits
a sequence that signals its intention for downlink transmission. This sequence includes
the choice of a “core user” and a pilot structure that enables all overhearing users to
estimate their respective channel state vectors. Subsequently, the core user, who is
selected randomly or according to a fairness criterion (e.g., past averaged throughput),
reports its channel state vector h1. In the following rounds (n > 1), the BS assembles
the partial channel matrix Hn−1, that is composed out of the n−1 channel state vectors
reported by the users that have been scheduled in previous rounds. Then, the algorithm
determines an orthonormal basis for the null space of Hn−1 and each of the Nt−n+ 1
derived basis vectors p describing one of the orthogonal probing directions. Finally,
the BS simultaneously transmits Nt−n+ 1 different pilot sequences, one in each of the
determined probing directions. The UEs measure their respective SINR along each of
the chosen probing directions. In particular, the SINR of probing direction i at user k
is defined as
SINRik =
|hk · pi|2∑
pj∈P,j 6=i |hk · pj |2 + σ2k
, (4.16)
where P is the set consisting of all calculated probing directions and σ2k denotes the
noise power at user k. In practice the SINRs corresponding to the different probing
directions can be efficiently measured [139] without evaluating equation (4.16). The
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Figure 4.2: Channel state vectors for connected users for the exemplary scheduling
example.
preference metric gk of user k is defined as the maximum of the overheard SINRs
gk = max
pi∈P
(SINRik). (4.17)
In a distributed contention-based procedure, the non-scheduled users determine which
of them has the highest preference metric. After the contention period, the user with
the highest preference metric reports its CSI to the BS and the next scheduling round
can start. This procedure is repeated until either Nt users are scheduled or until the
early termination is triggered. In detail, after receiving a new channel state vector the
BS projects the overall throughput by estimating the SINR for the scheduled users via
(2.53) and then mapping the estimated value to a bit-rate according to a predefined
look-up table. If the achievable throughput is smaller than in the preceding round, the
last selected user is discarded and the BS terminates the scheduling process. Since the
BS executes at most Nt rounds and in each round only one user reports its CSI, at most
Nt users feedback their particular CSI regardless of the total number of connected users.
Hence, OPUS’ PHY capacity translates to high end-to-end throughput. Yet, while
OPUS scales well with the number of connected users, the PHY capacity of OPUS is
inferior to SUS when increasing the number of BS antennas.
In order to illustrate the mechanics that are responsible for the large performance gap
between SUS and OPUS we discuss an exemplary scheduling problem for a 3-antenna
BS with three connected users. The channel state vectors of the three connected users
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are depicted in Fig. 4.2 and are defined as
hT1 =

0
0
1
 ,hT2 =

√
(0.5)√
(0.5)
0
 ,hT3 =

√
(0.5)
0√
(0.5)
 . (4.18)
Further, we assume that the noise noise for all users is σ2 = 0.1. In the given example
User 1 is selected as “core user” and therefore the partial channel matrix H1 = h1. As
discussed, OPUS’s probing directions are an orthogonal basis of the null space of H1.
For simplicity, p1 = [0, 1, 0] and p2 = [1, 0, 0].
In Fig. 4.2 it can be seen that while the channel state vector of User 2 (green) is
orthogonal to the channel state vector of already scheduled core user (blue), the channel
state vector of User 3 (red) is not. Therefore, an optimal scheduling scheme would
schedule User 2 next. However, the preference metric of user 2 is calculated as
g2 =
|h2 · p2|2
|h2 · p1|2 + σ22
=
√
0.5√
0.5 + σ22
≈ 0.88. (4.19)
The reason for the relatively small metric value is the strong interference term (|h2 ·
p1|2 =
√
0.5). Thus, the preference metric of Users 2 is diminished since its channel
state vector h2 is aligned with p1. On the other hand the preference metric of User 3,
calculated as
g3 =
|h3 · p2|2
|h3 · p1|2 + σ22
=
√
0.5
0 + σ22
≈ 7.1, (4.20)
is not diminished by an high interference term |h3 · p1|2 = 0. The reason for the low
interference term in the preference metric of User 3 is the fact that the orthogonal
projection of h3 on p2 is aligned with the channel state vector of the core user h1 and
therefore orthogonal to p1. Hence, OPUS prefers user 3 over user 2, since its channel
state vector is more aligned with h1 (a channel direction already occupied by scheduled
users) than with p1 (a channel direction that is orthogonal to the occupied vector
space). This, however, is counterproductive when creating a semiorthogonal user set.
ViPer US is a probing-based scheduling approach tailored to BS with many antennas,
that improves upon on the ideas of OPUS. In particular, it inherits the principle of
orthogonal probing and OPUS’ distributed feedback mechanism [138], and therefore,
they have the same signaling overhead. Still, in order to improve the scheduling per-
formance for BSs with many antennas, we modify the method that determines the
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orthogonal probing direction and the users’ procedure to calculate the preference met-
ric. The proposed adjustments can significantly increase the achievable data rates. In
particular, as shown in the evaluation, ViPer US not only outperforms OPUS but also
matches the PHY capacity of SUS a methods that leverages global CSI.
ViPer US is a probing-based scheduling approach tailored to BS with many antennas,
that improves upon on the ideas of OPUS. In particular, it inherits the principle of
orthogonal probing and OPUS’ distributed feedback mechanism [138], and therefore,
they have the same signaling overhead. In order to improve the scheduling performance
for BS with many antennas, we modify the method that determines the orthogonal
probing direction and the users’ procedure to calculate the preference metric. Similar to
OPUS, ViPer US chooses first one or multiple core users. The orthogonal probing starts
after these core users have reported their CSI. Then, at the nth scheduling iteration,
the BS calculates the probing directions as follows: Let [b1, ...,bn−1] be a orthonormal
basis for the vector space spanned by Hn−1. In the nth round, the first n − 1 of the
n broadcasted probing directions are described by the base vectors of span(Hn−1). In
detail,
pi = bi for 1 ≤ i ≤ n− 1, (4.21)
with pi being the i
th probing direction. Since the base vector bi has to be derived
at the end of the ith scheduling round, the BS does not have to spend any additional
processing to derive the first n − 1 probing directions. To determine the last probing
direction the BS creates a random vector r and projects it onto the null space of Hn−1
to derive r⊥:
r⊥ = r−
n−1∑
i=1
〈r,pi〉 · pi, (4.22)
where 〈a,b〉 denotes the inner product of the vectors a and b. Then, the nth probing
direction pn is defined as
pn =
r⊥
|r⊥| . (4.23)
After the BS has broadcasted the probing sequence for scheduling round n, the users
determine their respective preference metric. In contrast to OPUS, the preference
metric in iteration n is not defined as the maximum of the overheard SINRs, but as
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the SINR of probing direction pn. In particular, the preference metric of the k
th user
(gk) can be described by
gk =
|hk · pn|2∑n−1
j=1 |hk · pj |2 + σ2k
. (4.24)
Subsequently, to measure the SINR of the nth probing direction, the non-scheduled
users engage in a contention based, distributed user selection mechanism, in which the
user with the highest preference metric is identified. In the contention mechanism,
which is adopted from OPUS, each non-scheduled user quantizes its preference metric
into Nb bits, which are in an decreasing order of their significance, mapped to the Nb
stages of the contention process. Starting from the first stage, users having a “1” as
corresponding bit send a energy impulse, whereas users having a “0” as corresponding
bit observe the channel. If an observing user detects an energy burst at any stage of
the contention process, this user stops engaging in the contention (it does not send any
further energy impulses), since at least one of the other non-scheduled users has a higher
preference metric than the observing user. The winner of the contention mechanism
reports its channel state vector (denoted as hn) back to the BS. Using the reported
CSI, the BS calculates the orthogonal projection of hn onto the null space of Hn−1 as
h⊥ = hn −
n−1∑
i=1
〈hn,pi〉 · pi, (4.25)
where h⊥ denotes the orthogonal projection. Finally, bn is defined as
bn =
h⊥
|h⊥| . (4.26)
We note that ViPer US, in contrast to OPUS, does not employ heavy processing oper-
ations such as the Singular Value Decomposition (SVD) when determining the orthog-
onal probing direction. Instead, ViPer US leverages vector projection to determine the
probing directions. Furthermore, regardless of the number of BS antennas, ViPer US
executes only two projections per scheduling round. To schedule the optimal number
of users for a given channel state, we employ an early termination technique. In par-
ticular, if the projected throughput of iteration n is smaller than that of the previous
iteration, the BS does not schedule the winner of the nth contention period and instead
terminates the scheduling process. To project throughput, ViPer US utilizes the ViPer
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MIMO rate adaptation technique of Section 4.1.2 when ViPer MIMO precoding is em-
ployed, otherwise when linear beamforming is employed ViPer US utilizes traditional
rate adaptation techniques.
To illustrate the rationale behind the modified probing direction we revisit the schedul-
ing example. The channel state vectors of the three connected users are depicted in Fig.
4.2 and their formal definition can be found in (4.18). Again, in the given example,
User 1 is selected as the core user. Hence, the partial channel matrix H1 = h1, and
according to (4.25) and (4.26) the first basis vector is defined as
b1 = h1/|h1|. (4.27)
Then, in the second scheduling round (n = 2) the BS transmits two orthogonal probing
directions. As discussed, the first probing direction is described by b1. Here, we assume
that BS calculates the second probing direction as p2 = [1, 0, 0]
T . Since the chosen p2
is orthogonal to p1, it is a suitable orthogonal probing direction. In addition, the
projections of h2 and h3 on p2 are equal and therefore the chosen probing direction
does not favor one of the two remaining channel state vectors. This makes p2 a perfect
candidate to illustrate the rationale behind the proposed probing scheme.
After receiving the orthogonal probing directions the users 2 and 3 calculate their
respective reference metrics. If ViPer US is employed, the preference metric of user 2
is calculated as
g2 =
|h2 · p2|2
|h2 · p1|2 + σ22
=
√
2
0 + σ22
≈ 7.1. (4.28)
As mentioned, the preference metric is defined as the SINR of the nth probing direction
(here n = 2). Since h2 is orthogonal to p1, the term that models the interference with
the other probing directions (|h2 · p1|2) is zero, leading to a high preference metric. In
general, if the channel state vector hk of user k is orthogonal or semiorthogonal to the
first n − 1 probing directions, the interference term is very small, which facilitates a
high preference metric. Since the first n − 1 probing directions span the vector space
occupied by the scheduled users, ViPer US’s preference metric favors users that are
orthogonal or semiorhtogonal to the already scheduled users. In contrast to User 2, the
channel state vector of User 3 is not orthogonal to the one of the core user (h1 6⊥ h3, see
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Figure 4.2). This has a significant effect on the preference metric, which is calculated
as
g3 =
|h3 · p2|2
|h3 · p1|2 + σ22
=
√
0.5√
0.5 + σ22
≈ 0.88. (4.29)
It can be seen that g3 is significantly smaller than g2. The reason for the small preference
metric is the large interference term (|h3 ·p1|2 =
√
0.5) and not the alignment between
p2 and h3. In summery, ViPer US favors User 2, since its channel state vector is
orthogonal to the vector space occupied by the scheduled users with leads to a low
interference terms and eventually to a high preference metric.
4.2 Evaluation
In order to evaluate ViPer’s throughput performance we employ the BEEcube MegaBEE
MIMO [15] prototyping hardware and MATLAB 2017b. Our OFDM system operates
at a frequency of 2.6 GHz with 20 MHz bandwidth and a subcarrier spacing of 15 KHz.
The BS antenna is a linear array of eight patch antennas with half wavelength antenna
spacing. Fig. 4.3 depicts the positions of the BS and the UEs during the experimental
evaluation. Both the employed LDPC codes and the rate matching algorithm follow
the latest 3GPP standard [2] and are implemented using MATLAB’s 5G toolbox. Our
system supports nine transmission modes with rates between 0.5 and 5 bits/symbol.
All implemented VP-based precoding methods choose the perturbation vector from an
integer lattice with nine points. Both the real and imaginary parts of the perturbation
symbols take on values in {−1, 0, 1}.
4.2.1 ViPer MIMO precoding
In this subsection we compare the performance of ViPer MIMO precoding with state-
of-the-art approaches using both over-the-air experiments and trace-driven simulations.
Experimental Evaluation : In our over-the-air experiments we investigate the through-
put performance of ViPer, FCSD, SE and MMSE precoding. To emulate a simple user
selection approach we assume that all users belong to the same SNR regime. Here we
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Figure 4.3: Testbed floorplan: 8-antenna BSs (rectangles), single-antenna UEs
(squares).
examine two SNR regimes. An intermediate SNR regime (12.5 dB to 17.5 dB) and a
high SNR regime (17.5 dB to 22.5 dB).
Figure 4.4 shows the achievable throughput for all implemented MIMO precoders as a
function of the number of concurrently served UEs, at the intermediate SNR regime.
As also shown in [143], MMSE precoding is efficient only when the number of supported
UEs is significantly smaller than the number of BS antennas. If five or more users are
supported, MMSE precoding results in a noticeable throughput loss compared to the
VP-based methods. When employing nine PEs (FCSE’s minimum requirement) and by
using each PE to examine a single SE tree path (to minimize processing latency) FCSE’s
peak throughput is 15% higher than that of MMSE. Still, its throughput is lower than
ViPer’s, and FCSE requires 4× the amount of ViPer’s PEs. We note that for up to six
concurrently supported UEs, ViPer MIMO achieves nearly the throughput of optimal
Sphere Encoding, by employing only two PEs. Below we will show that ViPer MIMO
can approach the throughput of SE for any number of supported UEs by increasing the
number of employed PEs. Nevertheless, the peak performance of ViPer MIMO using
only two PEs is 25% higher than that of MMSE and only 3% smaller than that of
“optimal” SE.
Fig. 4.5 depicts the throughput results in the high SNR regime. In general, the same
trends with the intermediate SNR hold. At high SNRs and with eight available PEs,
ViPer MIMO matches the performance of optimal SE for up to seven concurrently
supported UEs. In this configuration the peak performance of of ViPer MIMO is 31%
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Figure 4.4: Achievable throughput of ViPer MIMO, FCSE, SE and MMSE as a function
of the number of served users in the intermediate SNR regime.
Figure 4.5: Achievable throughput of ViPer MIMO, FCSE, SE and MMSE as a function
of the number of served users in the high SNR regime.
higher than that of MMSE and only 1.5% lower than that of SE.
Simulation Evaluation : To illustrate the impact of the proposed RQ decomposition
as well as the number of utilized PEs on the throughput performance of ViPer MIMO
and FCSE, we additionally perform trace-driven-simulations using the previously mea-
sured channel traces. Fig. 4.6 shows the achievable throughput as a function of the
available PEs in the high SNR regime1. It is evident that ViPer MIMO, in contrast
to FCSE, is able to consistently increase throughput by increasing the number of PEs
and eventually converges to the performance of “optimal” SE with both sorted and
1Since in trace-driven simulation we assume no RF imperfections, the high SNR regime here refers
to SNR values between 16.5 dB and 21.5 dB in order to show comparable throughput results to the
over-the-air experiments.
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Figure 4.6: Achievable throughput of ViPer MIMO and FCSE with 8 concurrently
served users as function of the available BSs in the high SNR regime.
unsorted decomposition. In contrast, traditional FCSE without the proposed sorted
RQ and 81 PEs (for FCSE the number of PEs should be an integer power of the size
of the perturbation constellation) reaches a throughput of just 13.17 bits/sec/Hz, i.e.
57% of the throughput of the optimal SE. Furthermore, ViPer MIMO with six PEs
outperforms FCSE by only utilizing one tenth of the PEs.
The impact of ViPer MIMO’s RQ decomposition is particularly large for small numbers
of PEs. For example, if nine PEs are employed, both ViPer’s and FCSE’s achievable
throughput is increased by 244% and 189%, respectively. Finally, the processing com-
plexity of the optimal SE (implemented by means of Geosphere [98]) is reduced from
1983 visited nodes to 417 when replacing traditional QR decomposition with ViPer’s
RQ-decomposition.
4.2.2 ViPer MIMO user selection
In this section we evaluate the performance of our proposed ViPer US in combination
with different preceding methods for a 8-antenna BS with 32 connected users. Our
testbed only supports up to eight concurrently connected users, therefore we use trace-
driven simulation to compare the performance of ViPer US to OPUS and SUS (which
4.2. Evaluation 83
2 3 4 5 6 7 82 3 4 5 6 7 8
Number of AP antennas
0
10
20
30
40
50
A
ch
ie
va
bl
e 
Ra
te
 (
B
its
/s
/H
z)
OPUS (partial CSI)
ViPer US (partial CSI)
SUS (partial CSI)
(12.5 dB to 17.5 dB) 
Intermediate SNR
(17.5 dB to 22.5 dB) 
High SNR
Figure 4.7: Achievable Rate for ZF beamforming in combination with SUS (α = 0.5),
OPUS and ViPer US as a function of the number of BS antennas for a Rayleigh fading
channel in the intermediate and high SNR regime.
requires full channel state information). Since OPUS has been proposed in combination
with ZF, we also employ ZF as the linear precoding approach for the comparisons
presented in this section. Further, in all experiments FCSE utilizes nine PEs (FCSE’s
minimum requirement) and ViPer MIMO precoding employs eight PEs.
Achievable Rate: In order to evaluate the impact of the examined user selection
schemes on the system’s throughput independently from other factors such as rate adap-
tation, channel coding scheme and channel estimation, we first examine the achievable
rate of ZF precoding Rzf (see Eq. (2.55)) for frequency-flat, Rayleigh fading channels.
Figure 4.7 depicts the achievable rate for SUS, OPUS and the proposed user selection
(ViPer US) as a function of the number of BS antennas. The ratio of BS antennas to the
number of connected users for all evaluated antenna array sizes is four. In the interme-
diate SNR regime (12.5 dB to 17.5 dB), SUS outperforms OPUS if the BS is equipped
with three or more transmit antennas. For example, when employing an eight-antenna
BS, SUS outperforms OPUS by 30% in terms of achievable rate. In contrast, ViPer US
reaches 98.7% of SUS rate while still keeping the singling overhead identical to that of
OPUS. Similarly at the high SNR regime (17.5 dB to 22.5 dB), for an eight-antenna BS
ViPer US reaches 125% of OPUS’ achievable rate and 98.3% of SUS’ achievable rate.
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Figure 4.8: Net throughput of OPUS, ViPer US and SUS in combination with ViPer
MIMO precoding (eight BSs), FCSE (nine BSs) and ZF.
Throughput: Figure 4.8 depicts the throughput (without accounting for signaling
overheads) for the probing-based scheduling approaches OPUS and ViPer US (the
core user is selected randomly) and SUS (requiring global CSI), for different precoding
techniques and an eight-antenna BS with 32 connected UEs in the intermediate and
high SNR regimes. Employing ViPer US instead of OPUS, results for all evaluates
scenarios in throughput gains of more than 20%. Further, the gain is almost 30% in
the intermediate SNR regime for ZF. Here, our proposed ViPer US outperforms SUS by
30%, even though the results in Figure 4.8 do not account for the significantly higher
feedback overhead of SUS.
In general, FCSE precoding does not perform well when user scheduling algorithms
are employed, since in the majority of the simulated scenarios eight UEs are scheduled
for transmission when non-linear precoding is utilized. Yet, due to FCSE’s inefficient
resource allocation, it is not able to maintain close to ML performance in fully loaded
MIMO channels (Nt = Nr). As a consequence, the rate adaptation mechanism, de-
signed for optimal VP precoders, does not work accurately. This leads to a high PER
(≈ 40%) and diminished throughput. In fact, if OPUS is used as scheduling algorithm,
FCSE does not reach the performance of linear ZF. Still employing ViPer US signifi-
cantly improves throughput for FCSE precoded systems. In particular the throughput
gains are 34% and 54% in the intermediate and high SNR regimes, respectively.
In contrast to FCSE, ViPer’s channel aware path selection and its novel RQ decompo-
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Figure 4.9: Average user throughput (upper plot) and average throughput of the three
weakest users (lower plot) of OPUS and ViPer US in combination with ViPer MIMO
precoding (8 BSs), FCSE (9 BSs) and ZF when two “core user” are scheduled based
on past throughput.
sition (see Section 4.1.1) enable a precoding performance that is close enough to the
one of optimal VP to consistently reach PERs below 10%. Nevertheless, employing
ViPer US instead of OPUS results in performance gains of 20% for both evaluated
SNR regimes. Furthermore, ViPer US reaches more than 90% of SUS performance
with considerably less channel feedback overhead. When comparing the throughput of
ViPer US to that of a system that employs only ViPer MIMO precoding but no MIMO-
specific user selection technique (see Figure 4.6), gains of up to 40% can be observed.
In combination ViPer MIMO precoding and ViPer US can deliver throughput gains of
up to 65% compared to systems that utilized OPUS and ZF beamforming (as proposed
in [138]).
Fairness: While employing greedy user selection approaches maximizes overall through-
put, the weakest users experience throughput that can be 80% lower than the average.
To improve throughput for such users, probing-based user selection techniques (OPUS
and ViPer US) pre-select and schedule multiple core users based solely on their respec-
tive time-averaged past throughput [129]. In this context, Figure 4.9 shows the average
throughput per user and the average performance of the three users with the smallest
throughput (≈ 10th percentile) when two core users are scheduled based on their respec-
tive time-averaged past throughput. In the upper plot of Figure 4.9, it can been seen
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that ViPer US consistently outperforms OPUS by 20% in terms of average throughput
for all evaluated precoding schemes. Further, for the legacy precoders FCSD and ZF,
ViPer US also slightly increases throughput for the weakest users. When the proposed
ViPer MIMO precoder is used, the throughput of the three weakest users is increased by
around 5% when employing OPUS instead of ViPer US. However, the 5% throughput
improvement for the three weakest users comes to the price of a 20% throughput loss
overall. Still, compared to a system that employs OPUS and ZF [138], the combination
of ViPer MIMO precoding and ViPer US enables performance gains of up to 66% in
average and 35% for the weakest users.
4.3 Conclusion
In this chapter we present ViPer MIMO the first practical VP system design, that
can efficiently be realized in a flexible and massively parallel manner. To fully capi-
talize on the potential of the proposed precoder, the ViPer MIMO design includes a
practical rate adaptation mechanism and a novel contention-based user allocation al-
gorithm (ViPer US) tailored to BSs with large numbers of transmit antennas. Using
ViPer MIMO, we have conducted the first over-the-air-experiments that conclusively
establish the performance gains of VP-based precoders over linear approaches. For an
eight-antenna BS ViPer MIMO precoding can exceed the throughput of linear methods
by more than 30%, while maintaining similar latency. Furthermore, it can match the
throughput of state-of-the-art parallel MIMO precoders, with an order of magnitude
fewer processing elements. In trace-driven simulation, we demonstrate that for an eight-
antenna BS the proposed user selection scheme (ViPer US) can improve the throughput
of linear precoding by 30% and the throughput of non-linear precoding by more than
20% compared to state-of-the-art scheduling approaches with similar feedback require-
ments. The combination of FlexCore’s precoding and FlexCore’s user scheduling enjoys
up to 65% higher throughput than the combination of state-of-the-art scheduling and
linear precoding while still maintaining similar latency and feedback requirements.
Chapter 5
Antipodal Detection and
Decoding
In MU-MIMO systems with spatial multiplexing, several users can concurrently trans-
mit to multiple-antenna BS and the network capacity can scale with the number of user
antennas. However, to deliver these capacity gains in practice the mutually interfering
information streams should be efficiently demultiplexed. Here we present the concept of
Antipodal Detection and Decoding, that has been designed to deliver very high through-
put in large MIMO systems with practical complexity and latency requirements. In
particular, the Antipodal detector focuses the processing on the received samples that
can result in highly reliable vector solutions and avoids investing processing resources
on received samples that would require a higher detection complexity and would re-
sult in error-prone vector solutions. Thus, the outcome of the Antipodal detector is
either highly reliable or an erasure. In addition, we here present the Antipodal decoder
that is tailored to the properties of the Antipodal detector output and can significantly
reduce the achievable PER compared with traditional belief-propagation decoders, at
a reduced processing complexity. In a 32 × 32, 256-QAM modulated MIMO system,
our approach can achieve SNR gains of more than 4 dB compared with state-of-the-art
schemes, with a detection complexity that is 50× smaller.
The structure of AD&D is shown in Fig. 5.1. The individual functional blocks and
their corresponding tasks are described in the reminder of this Chapter.
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Figure 5.1: Block diagram of AD&D.
1. Antipodal Detector : The Antipodal detector is a depth-first, sphere decoding ap-
proach that incorporates a probabilistic tree pruning. The statistical Antipodal
pruning metric is an enhanced version of the metric used in the Increasing Radius
Algorithm (IRA) scheme [41]. However, the Antipodal decoder uses the statistical
pruning in a fundamentally different way. IRA iteratively restarts the detection
process with increasingly loose pruning conditions until a solution is found, with-
out accounting for the correctness of the final outcome. In contrast, Antipodal
detector runs only one detection attempt and its detection output is either highly
reliable or empty. The specially tailored Antipodal decoder takes advantage of
this unique property. In addition to statistical pruning, the Antipodal detector
optionally employs a novel criterion to terminate the search tree after finding a
vector solution that is with high likelihood correct, and thereby further reduces
the complexity.
2. Soft-Information Controller : As we will show later the Antipodal detector po-
larizes the detector outcome, meaning vector solutions are either highly reliable
or erasures. The Soft-information Controller (sIC) soft-information controller
selects the suitable decoding scheme between tradition LDPC coding and the
proposed Antipodal decoder. If the number of erasures per code word is below a
certain threshold, the Antipodal decoder is used, since it has a significant simpli-
fied massage passing strategy and still offers a better decoding performance than
traditional LDPC decoder. Otherwise, when the number of erasures exceeds the
threshold, the detector output probably contains not enough information for a
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successful decoding attempted. In such cases, the soft information controller for-
wards the received vectors for which the Antipodal detector found no reliable
solution (’erasure’) to a soft linear detector. Afterwards a traditional LDPC de-
coder attempts to decode the package based on the soft-information gathered by
the Antipodal decoder and the soft linear decoder.
3. Antipodal Decoder : The Antipodal decoder is an LDPC-based decoder specifi-
cally tailored for the Antipodal detector output. It significantly simplifies the
message-passing process and replaces the LLR calculations with parity checks.
Nevertheless, when enabled by the soft-information controller, the Antipodal de-
coder offers a equal or better decoding performance than traditional belief prop-
agation decoder.
4. Detection Decision Module: In senarios where the Antipodal detector cannot
identify a unique solution that is correct with high likelihood (e.g., in the low SNR
regime), the detector offers no performance gains compared to soft linear methods.
In order to avoid unnecessary processing, the Detection Decision Module (DDm)
switches from Antipodal detection to a soft linear detectors (e.g., soft ZF, MMSE)
in such cases.
5.1 Antipodal Detector
As discussed, the target of the Antipodal pruning is to focus the processing on the
received samples that can fast result in highly reliable vector solutions and early iden-
tifying and pruning vector solutions that are buried in noise.
Statistical Pruning
To reach this goal, the Antipodal detector sets a dedicated pruning boundary rp(l) for
each level in the SD search tree. The boundaries are chosen in a way, such that the
PDs that correspond to partial vectors of the transmitted symbol vector, denoted as
s?l are with a probability of (1−β) smaller than the respective pruning boundary, with
90 Chapter 5. Antipodal Detection and Decoding
β being an adjustable design parameter that is later discussed in detail. Thus, if β
is small, any partial symbol vector sl whose corresponding PD (see expression (2.14))
fulfills the pruning condition
c(sl) > σ
2 · rp(l, β), (5.1)
is of a small probability to be correct. Therefore the node, associated with the particular
sl, as well as all its children are pruned.
To calculate the pruning boundaries, we first derive the distribution of the random
variable c(s?l ), which is defined as
c(s?l ) = ‖y¯l −Rl,l · s?l ‖2 = ‖Rl,l · s?l + (n¯l)−Rl,l · s?l ‖2
= ‖n¯l‖2 =
Nt∑
k=l
‖n¯(k)‖2, (5.2)
where ‖a‖ denotes the Euclidean norm of a. The partial received vector y¯l and the
partial noise vector n¯l are defined similarly to the partial symbol vectors (see Section
2.3.1). The submatrix Rk,p consists of the columns k to Nt and the rows p to Nt of
the matrix R. The vector n¯ is defined as the product of the noise vector n and the
orthonormal matrix QH . Thus, the components of n¯ are independent and identically
distributed (i.i.d.) complex normal random variables, just like the components of n.
Equation (5.2) can, then, be rewritten as
c(s?l ) = σ
2 ·
(
Nt∑
k=l
‖n˜(k)‖2
)
, (5.3)
where the vector n˜ is defined as
n¯
σ
with its components are i.i.d complex Gaussian
distributed random variables with zero mean and a variance of one. Hence, the random
variable X, that is defined as the summation in the right hand side in equation (5.3), is
chi squared distributed (χ2) with 2 · (Nt − l + 1) degrees of freedom. The probability
P (c(s?l ) > σ
2 · rp(l)) can be derived as
P
(
c(s?l ) > σ
2 · rp(l)
)
= P
(
σ2 · X > σ2 · rp(l)
)
= P (X > rp(l)) = 1− Fχ2(2·(Nt−l+1)) (rp(l)) , (5.4)
where Fχ2(2·(Nt−l)+1) is the Cumulative Probability Density Function (CDF) of the chi
squared distribution. By setting the probability P
(
c(s?l ) > σ
2 · rp(l)
)
to β, the cutting
5.1. Antipodal Detector 91
boundary of the lth level is calculated as
rp(l) = F
−1
χ2(2(Nt−l+1))(1− β). (5.5)
The term rp(l, β) is a non-linear function of the level l and the parameter β. To reduce
the complexity, rp(l, β) can be calculated offline and stored in a look-up table.
The choice of β provides a trade-off between complexity and performance. Increasing
β decreases the detection complexity but it also increases the probability to prune the
transmitted vector s?. Specifically, to be an attained (not pruned) solution, s? has to
pass Nt pruning checks. Therefore, the probability P (s
? ∈ Ω), where Ω is the set of
attained (not pruned) solutions, is defined as
P (s? ∈ Ω) = P
( Nt⋂
l=1
c(s?l ) < σ
2 · rp(l, β)
)
. (5.6)
Applying equation (5.3) in (5.6) leads to
P (s? ∈ Ω) = P
(
Nt⋂
l=1
[
σ2 ·
Nt∑
k=l
η(t) < σ2 · rp(l, β)
])
(5.7)
= P
(
Nt⋂
l=1
[
η(l) < rp(l, β)−
Nt∑
k=l+1
η(t)
])
. (5.8)
with η(k) = ‖n˜(k)‖2. The variables n˜(1), . . . , n˜(Nt) are i.i.d. standard Gaussian dis-
tributed complex random variables, thus η(1), . . . , η(Nt) are i.i.d. χ
2 distributed with
two degrees of freedom. Using the Probability Density Function (PDF) of the χ2 dis-
tributed random variables and the fact that they are statistically independent, the
probability in (5.8) can be derived as
P (s? ∈ Ω) =
∫ rp(Nt,β)
0
fχ2(2)(ηNt) ...
∫ rp(1,β)−∑Ntk=2 ηk
0
fχ2(2)(η1) dη1, ..,dηNt . (5.9)
Solving the integral (5.9) leads to function Υ(rp), defined as
Υ(rp) = P (s
? ∈ Ω)
= 1−
Nt∑
t=1
e−rp(t,β)/2
2Nt−t
· fNt−t(t− 1) (5.10)
with
fN (x) =
N∑
t=1
(−1)(t−1,β) · rp(N + 1 + x, β)t
t!
· fN−t(x). (5.11)
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with f0(x) = 1. Appendix B.2 provides the detailed calculation of expression (5.11).
In the high SNR regime, the likelihood that any erroneous symbol vector passes all
pruning checks is very low (see 5.1). Thus, if the transmitted symbol vector is pruned,
with high likelihood the detector outcome is empty (i.e., all candidate solution are
pruned). Consequently, the statistical pruning results in a vector-error-rate-floor of
1 − Υ(rp). The IRA algorithm [41], that applies similar statistical pruning, avoids
such an error floor by employing an iterative detection structure, that reinstates the
search with increased pruning boundaries unit a solutions is found. Yet, the processing
complexity and latency increase substantially with each iteration. Instead of investing
such a significant amount of the total detection complexity to find unreliable vector
solutions, AD&D handles empty detector outcomes as erasures.
Early Cut criterion
The early cut criterion reduces the detection complexity by terminating the search
immediately after finding a vector solution of high probability to be the transmitted
symbol vector. To this end, we define a threshold, denoted as T, the value of which
is with a probability of 1 − ∆ smaller than the PDs of all leaf nodes associated with
erroneous vector solutions. Consequently, when the design parameter ∆ is set to small
values, then if a leaf node is found with a PD smaller than T, it is with high likelihood
associated to the transmitted symbol vector.
To calculate T, we approximate the probability that any erroneous symbol vector has
a PD smaller than T, with the probability that any symbol vector in the direct neigh-
bourhood of the transmitted symbol vector has a PD smaller than T. A symbol vector
s˜ is in the direct neighbourhood of s? when it fulfils the following conditions
s˜(p)− s?(p) = 0 ,∀p 6= l (5.12)
|s˜(l)− s?(l)| = Dmin (5.13)
where s˜ and s? differ only in the lth element, and Dmin is the minimum distance between
two symbols of the used modulation. All symbol vectors fulfilling the properties (5.12)
and (5.13) form the set Θ1. Under the assumption that Nr = Nt and s˜ ∈ Θ1, c(s˜1) is
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given by
c(s˜1) = ‖y−Hs˜‖2 = ‖H(s? − s˜1) + n‖2
= ‖H · (sgn(s?(l)− s˜(l)) ·Dmin) · el + n‖2, (5.14)
where el is the l
th unit vector and sgn(x) is the sign function. The equation (5.14),
then, can be rewritten as
c(s˜11) =
Nt∑
p=1
‖sgn(s?(l)− s˜1(l)) ·H(p, l) ·Dmin + nl‖2. (5.15)
The random variables H(p, l) and nl are i.i.d. Gaussian distributed. Due to that,
the random variable Dmin ·H(p, l) + nl is also Gaussian distributed and in particular
(H(p, l) ·Dmin + nk) ∼ N(0, D2min +σ2). As c(s˜11) is a sum of normal random variables,
it is a χ2 distributed random variable. Then, the probability that the value of c(s˜11) is
below T, can be calculated as
P (c(s˜11) ≤ T) = δ1 = Fχ2(2Nt)
(
T
D2min + σ
2
)
. (5.16)
Using (5.16), the probability that all symbol vectors in the set Θ1 have a c(s˜
1
1) greater
than T is lower bounded by
P (c(s˜1) > T| ∀s˜ ∈ Θ1) = 1−∆
≥
∏
s∈Θ1
1− P (c(s˜1) ≤ T) =
∏
s∈Θ1
(1− δ1) = (1− δ1)|Θ1|,(5.17)
Using equation (5.17) and the approximation (1− x)α ≈ 1−αx, that is valid for small
x, the final threshold is calculated as
T =
(
D2min + σ
2
) · F−1
χ2(2Nt)
(
∆
|Θ1|
)
. (5.18)
The threshold T is a linear function of the noise variance and a non-linear function
of the number of active transmit antennas. To reduce computational complexity the
function values of F−1
χ2(2Nt)
(
1−∆
|Θ1|
)
can be calculated offline and stored in a LUT.
Anitpodal Propriety
In this subsection we approximate the probability that the output of the Antipodal
detector, denoted as sADD, is not an erasure but is still erroneous. To this end, we
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have grouped the detection errors into two error types, 1 and 2. Specifically, we
distinguish between errors that occur despite the fact that the transmitted symbol
vector has passed all pruning conditions (1) and errors that occur when the estimated
symbol vector is pruned (2). Specifically, if s
? is not pruned (s? ∈ Ω), then a detection
error only occurs when any other vector solution that passes all pruning checks has a
smaller PD than the transmitted symbol vector (ML solution is not correct). However,
if s? is pruned (s? /∈ Ω), then a detection error occurs when any vector solution passes
all pruning checks. Given the above, the probability that the output of the Antipodal
detector, denoted as sADD, is an erroneous vector solution (not an erasure) can be
calculated as
P (sADD 6= s?) = P
(
s? ∈ Ω ∩ c(s?) > min
sˆ∈|Q|Nt∩Ω
(c(s˜))
)
︸ ︷︷ ︸
P (1)
+P (Ω 6= ∅ ∩ s? /∈ Ω))︸ ︷︷ ︸
P (2)
. (5.19)
In the following, we derive expressions that approximate P (1) and P (1) for Rayleigh
fading channels. To simplify the expression P (1), we dropped the condition that s˜ has
to be element of Ω and therefore
P (1) = P (s
? ∈ Ω)) · P
(
c(s?) > min
sˆ∈|Q|Nt∩Ω
(c(s˜|s? ∈ Ω))|s? ∈ Ω
)
(5.20)
≤ P (s? ∈ Ω)) · P
(
c(s?) > min
sˆ∈|Q|Nt
(c(s˜))|s? ∈ Ω
)
. (5.21)
The rationale behind this simplification is that when s? passes all pruning conditions
it is likely that s˜ also passes all pruning conditions if c(s˜) is smaller than c(s?). To
derive an approximation of P (1) we use the same reasoning used in subsection 5.1. In
particular, the probability that an s˜ with c(s?) > c(s˜) exists is approximated by the
probability that such an s˜ exists in the directed neighbourhood of s?. Applying this
approximation to (5.21) results in
P (1) ≈ P (s? ∈ Ω) · P
(
c(s?) > min
sˆ∈Θ1
(c(s˜))|s? ∈ Ω
)
. (5.22)
Assuming that the PDs of s? and all elements of Θ1 are statistically independent, then
the definitions of c(s?) in Eq. (5.3) and c(s˜) in Eq. (5.15) can be utilized to rewrite
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(5.23) as
P (1) ≈ P (s? ∈ Ω) (5.23)
·
[
1− P
(
σ2 ·X0 < (D2min + σ2) · min
i∈[1,...,|Θ1|]
(Xi)
)]
P (1) ≈ P (s? ∈ Ω) (5.24)
·
[
1−
∫ ∞
0
P (X0 = x) · P
(
x · σ2
D2min + σ
2
< min
i∈[1,...,|Θ1|]
(Xi)
)
dx
]
,
where X0 and all Xi are i.i.d. χ
2 distributed random variables. Finally, using the
results in [113] on the distribution of the minimum of i.i.d. random variables, P (1)
can be approximated by
P (1) ≈ Υ(rp) (5.25)
·
[
1−
∫ ∞
0
fχ2(2Nt)(x) ·
(
1− Fχ2(2Nt)
(
x · σ2
D2min + σ
2
))|Θ1|
dx
]
.
with function Υ(rp), which derives P (s
? ∈ Ω), given in (5.10). To derive an approxi-
mation for the probability of occurrence of 2, we use the same simplifications used to
approximate P (1). In particular, employing the neighbourhood approximation results
in
P (2) = P (Ω 6= ∅ ∩ s? /∈ Ω) = P (s? /∈ Ω) · P (Ω 6= ∅|s? /∈ Ω)
≈ P (s? /∈ Ω) · P (Ω ∩Θ1 6= ∅|s? /∈ Ω). (5.26)
Assuming that s? and all elements of Θ1 are statistically independent, allows us to
rewrite (5.26) as
P (2) ≈ P (s? /∈ Ω) · (1− P (Ω ∩Θ1 = ∅)) . (5.27)
P (2) ≈ P (s? /∈ Ω) ·
1− ∏
∀s˜∈Θ1
P (s˜ /∈ Ω)
 . (5.28)
Due to the fact that the function values of c(s?) and c(s˜) can be described by scaled
χ2 distributed random variables, the probabilities in (5.28) can be replaced by the
calculated Υ function. However, since Υ has been tailored to the properties of c(s?),
a normalization factor of σ
2
D2min+σ
2 is required to express P (s˜ ∈ Ω) by means of the Υ
function. In particular, the normalization factor accounts for the different scaling of
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the random variables describing c(s?) and c(s˜). Finally, P (2) is approximated by
P (2) ≈ (1−Υ(rp)) ·
[
1−
(
1−Υ
(
rp · σ
2
D2min + σ
2
))|Θ1|]
(5.29)
The Vector Error Rate (VER) P (1) and P (2) are derived based on the neighbourhood
approximation, assuming only one symbol is incorrect in an erroneous vector solution.
Further, this erroneous symbol is assumed to be a direct neighbour of the correct sym-
bol. Consequently, it can be assumed that the majority of the erroneous vectors have
only a single bit error and therefore the BERs related to 1 and 2 can be estimated
by dividing P (1) and P (2) by the number of transmitted bits per symbol vector
(log2(|Q|) · Nt). Figure 5.2 depicts the simulated and calculated BERs for type 1 and
type 2 errors of the Antipodal detector for a 16×16 MIMO channel. It can be observed
that for all tested QAM constellations and for both error types the BERs are below
10−4, when the erasure rate converges to the target rate. Hence, the detector outcome
is Antipodal, either an erasure or highly reliable. In section 5.4, we show that the pro-
posed Antipodal decoder can comfortably tolerate BERs below 10−4. While a constant
SNR-offset of almost 2 dB can be observed, due to the employed approximations, the
expressions c(s?l ) provide still a good indication of the performance.
Detection Complexity
In general the processing task related to a MIMO detector can be classified into two
categories; tasks that have to be executed for each received sample vector (symbol du-
ration) and tasks that have to be executed only when the MIMO channel changes sig-
nificantly (channel coherence time). If the MIMO channel is highly dynamic, meaning
the channel coherence time is short, a substantial part of the available time-frequency
resources within the coherence time needs to be devoted to training sequences which can
significantly reduce the achievable throughput. In contrast, in static and nearly static
environments, the channel coherence time is much larger than the symbol duration,
with coherence time of massive MIMO channels being up of the order of seconds [116].
Thus, the total number of available time-frequency resources within the coherence time
can be much larger than the number of resources devoted to training. Therefore, static
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Figure 5.2: Simulated and calculated BER of the proposed antipodal detector for
different modulations for a target erasure rate of 0.13 in a 16× 16 MIMO system.
and nearly static environments are ideal candidates to realize large spatial multiplexing
gains and an extremely high spectral efficiency. However, in such scenarios, a MIMO
detector has to execute the “per received vector” tasks much more often than the tasks
related to a MIMO channel update, and therefore the complexity of the “per received
vector” tasks is the one dominating practical implementations.
The Antipodal detector excutes a statistical pruning aided tree search for each received
vector. When expanding a node in the search tree, the algorithm first determines
which QAM symbol, denoted as q, is visited next following the Schnorr-Euchner enu-
meration [110] and then it calculates the corresponding PD. To simplify the discussion,
we reformulate (2.14) as
c(sl) = (yˆ(l)−R(l, p) · q)2 + c(sl+1),with (5.30)
yˆ(l) = y¯(l)−
Nt∑
p=l+1
R(l, p). (5.31)
The vectors sl+1 and the corresponding partial distance c(sl+1) have been calculated in
level l− 1. Calculating yˆ(l) involves 4 · (Nt− l+ 1) real multiplications. Employing the
two-dimensional ZigZag technique [98] allows to narrow down q to at most two candi-
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Table 5.1: Detection complexity of N ×N MIMO systems
Per channel update Comp. Per Rx vector Comp.
Antipodal detector QR decomposition O(N3)
QH · y
Tree Search
O(N2)
O(α ·N2)
MMSE
(
H ·HH + σ2I)−1 ·HH O(N3) F · y O(N2)
LAS [127]
(
H ·HH + σ2I)−1 ·HH
H ·HH
O(N3)
F · y
HH · (y−H · yˆ)
Constraint
Likelihood Search 1
O(N2)
O(niter ·N)
ULAS [108]
(
H ·HH + σ2I)−1 ·HH
H ·HH
O(N3)
F · y,
Unconstraint
Likelihood Search
O(N2)
O(niter ·N3)
QP-detector [28] H ·HH O(N3) Quadratic
Programming
O(niter ·N3)
date symbols. The algorithm then selects the candidate symbol with the smaller partial
distance. Evaluating (5.30) for both candidates costs 12 additional real multiplications.
Finally, the algorithm checks whether the pruning condition (5.1) is fulfilled. Since the
pruning boundaries are pre-calculated this involves no additional multiplications. In
total a node expansion requires 4 · (Nt − l+ 1) + 12 real multiplications, where l is the
tree level of the particular node and therefore a node expansion has the complexity
O(Nt). Prior to the tree search, the sample vector y has to be multiplied with the
matrix Q introducing a complexity of O(N2t ). Having in mind that the total number
of visited nodes is limited to α · Nt the computation complexity of the tree search is
O(α ·N2t +N2t ). To put the processing requirements of the Antipodal detector into per-
spective, Table 5.1 provides the computational requirements of several low complexity
MIMO detectors for N ×N MIMO systems.
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Figure 5.3: Example for the path p and corresponding position in SD search tree
5.2 Detection Decision Module and Soft-Information Con-
troller
Under difficult transmission condition, for example at low SNR and or bad conditioned
channel realizations, the Antipodal detector might not be able to identify a unique
solution that posses a high likelihood to be correct. In these case Antipodal detection
does not offer substantial performance gains compared to a soft linear detector (e.g.
MMSE, ZF) and therefore the proposed method switches in such cases from the Anit-
podal detection to less complex linear detection schemes. To minimizes the complexity
overhead, the DDm efficiently identifies unfavorable transmission scenarios in which the
Antipodal decoder offers no performance gains and switches to soft linear detection.
Yet, identifying these unfavorable conditions is not trivial, since they are a function of
the channel realization and the SNR. To reach a fast and reliable decision on the most
efficient detection scheme, the DDm uses a novel MoP. The metric approximates the
probability that the correct solution is included in the searched part of the SD tree.
When a reliable solution is found within the maximum delay the whole tree has been
searched, consequently the MoP is one. Otherwise the Antipodal decoder forwards the
path p to the DDm, which calculates based on it the MoP. Where pt is the path leading
from the root of the SD tree to the last visited node before the tree search has been
terminated by the delay constraint. Each element of p(l) takes integer values from 1 to
|Q|, describing the position of the corresponding node at the lth level as a function of
its index when sorting the nodes of the respective level in ascending PD order. Figure
5.3 depicts an example of the path p. The MoP is derived as
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P (s? ∈ S) ≈
p(1)−1∑
k=1
Pc(k, 1)
+ Lt∑
q=2
q−1∏
ρ=1
Pc (p(ρ), ρ)
 · p(q)−1∑
k=1
Pc(k, q)
 , (5.32)
with
Pc(n, l) ≈ (1− Pe(l)) · (Pe(l))(n−1), (5.33)
Pe(l) =
(
2 +
2√|Q|
)
· erfc
(
|R(l, l)| · √Es
σ
)
. (5.34)
Where S being the searched part of the SD tree, erfc being the complementary error
function, Es being the average power of the transmitted symbols, σ2 being the noise
variance and Lt being the level of the last visited node of the tree search before being
terminated by the delay constraint. Appendix B.1 shows the detailed calculation of
expression (5.32). The function values of Pc(n, l) as well as
∑m
k=1 Pc(k, l) can be stored
in Nt× |Q| LUTs. Using such LUTs, the costs to calculated (5.32) per channel use are
of the order O(Nt). Since those expressions are a function of the MIMO channel, the
LUTs have to be updated ones per channel realization. Small P (sˆ ∈ S) values indicate
that it is unlikely to find a reliable solution even if it exists. Therefore, if any decoding
attempt terminates with MoP smaller than 0.05, the methods immediately switches
to soft linear detection. Additionally the DDm keeps track of the average MoP. The
switch from Antipodal detector to linear methods is also trigger when the average MoP
value, after at least 5 decoding attempts, is below 0.75.
In scenarios, where Antipodal detector can find reliable solutions for the majority of
received vectors, but the number of erasure is too high to be to resolved by the An-
tipodal decoder, the sIC excises a more traditional approach by performing linear soft
detection for all erased vectors and forwards the gathered soft-information (Antipodal
decoderand linear soft-detector) to a traditional belief-propagation decoder. Where,
all bits detected by the Antipodal detector are presented by a high, constant LLR am-
plitude. The particular threshold erasure rate at which the sIC switches to traditional
decoding depends on the employed channel code and the code rate.
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5.3 Antipodal Decoder
In this work, the Antipodal decoder is a modification of a traditional belief-propagation-
decoder tailored to the Antipodal detector output. Exploiting the the Antipodal nature
of the detector output, we could significantly simplify the internal operation of the pro-
posed decoder. Specifically, the Antipodal decoder employs only binary additions to
correct the detector’s output. We note that, while some detected bits are characterized
as being highly reliable, bit errors may still occur in practice. Therefore, the Antipodal
Decoder utilizes an iterative technique to correct the erroneous bits that have been
falsely classified as being reliable. As a result and in particular for long codewords
lengths, the proposed decoding structure has a superior decoding performance com-
pared to traditional belief-propagation decoders.
Let vector d contain the Antipodal outcome of the detected bits for a transmitted
packet. The vector’s dimension is 1× B with B being the packet length. Its elements
take one of the three values [0, 1, e], where e represents an erased bit (i.e., no outcome)
and [0, 1] represent bits that are related to highly reliable vector solutions (after vector-
to-bit-mapping).
Erasure Recovery : Similar to a traditional belief-propagation decoder, the Antipodal
Decoder can be described in terms of a factor graph. The nodes within the graph
are separated into variable nodes and check nodes, where the variable nodes are only
connected to check nodes and the check nodes are only connected to variable nodes. A
variable node Vi corresponds to the i
th coded bit in the encoded packet, and each check
node represents one parity check equation as determined by the employed LDPC code,
as shown in Figure 5.4. To recover the erased bits, the Antipodal decoder creates a list
Le of all check nodes connected to at least one variable node representing an erased
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bit. Then, the detector tests if the first node on the list Le is “resolvable”. Namely,
if the value of the erased bit can be calculated using the parity check equation at the
specific check node
Ve =
∑
∀i∈Φ,i 6=e
Vi, (5.35)
where Φ is the set of indexes of the variable nodes connected to the resolvable check
node, and Ve is the variable node associated with the erasure. When the decoder visits
a resolvable check node, it recovers the corresponding erased bit and deletes the check
node from the Le before continuing to the next node in the list. If the visited check node
is not resolvable the decoder moves to the next check node in Le. Several iterations of
this process may take place before decoding is terminated. In particular, the Antipodal
decoder revisits the list Le either until it becomes empty, or when no additional erasures
have been recovered during the last iteration. Even if the detector has characterized
a vector solution, and therefore the corresponding bits, as being highly reliable, in
practice some of these bits may still be erroneous. The proposed decoder has the ability
to identify such cases, and take further steps to improve the final detection/decoding
performance. Specifically, when all erasures have been recovered and the parity checks
across all check nodes are correct, the decoder output can be characterized as being
highly-reliable. If not, the decoder output is characterized as non-reliable and it is an
indication that a detection error may be present. Therefore, the decoding outcome is
also Antipodal.
Bit Correction : As discussed before, the bits detected by the Antipodal detector may
have been classified as highly reliable, but still in practice detection errors occasionally
happen. One erroneously detected bit can corrupt the whole codeword and results in
an undecodable packet. Assuming uncorrelated detection errors, and a bit-error-rate
of τ for all bits, the probability that a packet error is caused by wrongly detected bits,
follows a geometric distribution
Pτ =
L∑
l=1
((
l
B
)
· (τ)l · (1− τ)L−l
)
,
≈ B · τ. (5.36)
The approximation (5.36) holds for small tau (τ  B−1). Further, the approximation
shows that most of the packet errors induced by erroneously detected bits, are caused
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by only one flipped bit. Based on the above rationale, our proposed approach operates
under the hypothesis that a packet error has been caused by a single bit error.
The Antipodal decoder distinguishes between exposed and hidden bit errors. To clar-
ify the difference between the two different error types we introduce the notation of
“erasure free” check nodes. A check node is “erasure free” if it is not connected to any
variable node that is associated with an erased bit. Then, a bit error is exposed if the
corresponding variable node is connected to at least one “erasure free” check node.
An exposed bit error can be easily recognized before the first decoding attempt. In
particular, if the parity check of any “erasure free” check node is violated, at least one
of the connected variable nodes is associated with the erroneous bit. In such cases, the
proposed decoder simply intentionally erases all bits connected to this check node and
later recovers them together with the Antipodal detector erasures.
A hidden bit error is more difficult to locate since the corresponding variable node is
not connected to any erasure free check node. The Antipodal decoder requires multiple
iterations to locate and correct a hidden error. After the first attempted to recover
the erasures, a hidden error will cause several parity check violations. In the best
case, only the check nodes directly connected to the variable node associated with the
erroneously detected bit would fail the parity checks. Unfortunately, some erased bits
might been recovered based on the erroneous bits and consequently the resolved bits
are also erroneous (see (5.35)). Thus, it is possible that the variable node associated
with the initial erroneous detected bit is not connected to any of the check nodes
with unsuccessful parity checks. This makes the correction of the hidden bit error
challenging. Initially the location of a hidden error can only be narrowed down to bits
that have been classified as reliable. Thus, the variable nodes corresponding to those
bits are saved in the list of possible error locations LL. After an unsuccessful erasure
recovery, the decoder, for each of the variable’s node in LL, sums its connections to
check nodes with unsuccessfully parity check. Then, all the variable nodes sharing the
maximum number of such connections constitute the list of “doubtful” nodes. After
temporary saving the bits associated to these doubtful nodes the decoder changes the
value of the corresponding elements in d from 1 or 0 to erasure, and restarts the
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erasure recovery process. If the erasure recovery is successful it means that the hidden
bit error was associated with one doubtful variable node. Otherwise, the hidden bit
error was not associated to one doubtful variable node. Therefore, the decoder restores
the corresponding original bit values (i.e., the 1 or 0 that has been temporarily erased)
in d and deletes the doudtful variable nodes from the list of possible error locations LL.
Before the next erasure recovery attempt, the decoder rebuilds the set of of suspicious
nodes, based on the updated list LL. The decoding algorithm terminates when a correct
codeword is found or when the maximum number of iterations is reached. At each
decoding iteration the decoder reshuffles the list Le in order to increase the likelihood
to find the hidden bit error.
5.4 Evaluation
In this Section we evaluate the proposed AD&D method through extensive simula-
tions. In particular, we investigate its performance and the computational complexity
for MIMO systems of various sizes and QAM modulation orders and diverse latency
limitations. In addition, we compare the Antipodal processing approach to recently pro-
posed low complexity MIMO detectors with traditional LDPC decoders. Specifically,
the belief-propagation channel decoder is implemented as the log-domain sum-product
algorithm [87]. As benchmark detectors we have used the neighbourhood searches LAS
[92] and ULAS [108] detection, the two stage QP-detector proposed in [28] and the
traditional MMSE detector. Comparisons with optimal ML decoders (e.g. sphere de-
coding) are omitted due to their prohibitive complexity requirements. For example, in
a simulated 32 × 32 MIMO system at an SNR of 28 dB a traditional sphere decoder
[98] requires an average of 108 complex multiplications to process just a single received
symbol vector when 64-QAM modulated symbols are transmitted (see Fig. 2.1). To
calculate the LLR values required for belief-propagation based decoding we have im-
plemented the approximation proposed in [92] and [28] for neighbourhood searches
and QP detection, respectively. While the approximation in [92] has a complexity of
O(Nt · |Q|), the method proposed in [28] has a complexity of O(N3t · |Q|). Due to this
considerable computational load we also provide the throughput, when the hard de-
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cision (±1 valued) output vector from the QP-detector is directly fed as an input to
the belief-propagation decoder. The MIMO channel is modeled as Rayleigh fading and
it is assumed static per transmitted packet. An IEEE 802.11n [1] compliant LDPC
code with a coding rate of 0.75 is adopted and 16, 64 and 256-QAM constellations are
considered. The SNR is defined as Nt·Es
σ2
, where Es is the average power of a symbol of
the employed QAM constellation and σ2 is the variance of the complex Gaussian noise.
If not stated otherwise, the AD&D set up is as follows: the pruning parameter β is set
to 0.025, the latency parameter α (which limits the number of visited nodes to α ·Nt)
is set to 16 and the sIC switches to traditional belief-propagation if the erasure rate is
above 0.17.
5.4.1 Throughput Performance
Figure 5.5 compares the achievable throughput of AD&D and the five benchmark
schemes for large scale MIMO systems of sizes 32 × 32, 16 × 16 and 8 × 8. For 8 × 8
and 16× 16 MIMO systems AD&D requires, for all simulated QAM modulations, the
lowest SNR among all benchmark schemes to achieve a PER of 10% or below. The
SNR gap between the proposed method and the benchmark schemes is particularly
large for high order modulations. For example, when transmitting 64-QAM symbols in
a 16× 16 MIMO system, AD&D achieves a PER below 10% at 25.5 dB SNR, whereas
the “soft” QP-decoder and ULAS achieve a PER below 10% at 29 dB and 31 dB SNR,
respectively. Further, systems employing either LAS or MMSE detection require an
8 dB higher SNR than AD&D to deliver PERs below 10%. Interestingly, the coded
PER performance of these two detectors is almost identical even though LAS’s uncoded
BER is notably lower [127]. This apparent inconstancy can be explained by the differ-
ent LLR calculation techniques. Specifically the MMSE detector can utilize accurate
legacy techniques from single-input single-output systems, LAS, ULAS and the QP-
detector employ LLR approximations that are only accurate if the detector provides
the ML solution. In this context, the substantial gains of the Antipodal principle can be
explained. In particular, by discarding unreliable vector solutions via aggressive tree
pruning the Antipodal detector does not only immensely reduce the detection com-
plexity, but it also implicitly generates information on the reliability of the detector
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outcome. As we demonstrate, this implicit reliability information enables efficiently
LDPC decoding even when high order modulations are utilized. This fundamentally
new way of gathering “soft-information” separates AD&D from previously proposed
detection and decoding approaches for large-scale MIMO systems.
The upper plot in Figure 5.5 displays the simulations results of the proposal and the five
benchmark techniques for an 32 × 32 MIMO systems. Again, AD&D outperforms all
other methods clearly if 256-QAM is employed. For example, the “soft” QP-detector,
which shows the best performance among the implemented benchmarks schemes, re-
quires an 4.5 dB higher SNR than the Antipodal detector (α = 16) to deliver PERs
below 10 %. Nevertheless, the complexity requirements of the “soft” QP detector,
measured in terms of real multiplications, are more than 50× higher than that of the
Antipodal detector. When transmitting 64-QAM modulated symbols, the QP-detector
can match the performance of AD&D when α = 16. When further lowering the modu-
lation to 16-QAM, the QP-detector exceeds 90% of the maximal throughput at 18 dB
SNR while AD&D with α = 16 surpasses the 90% mark at 19.5 dB SNR. Yet, the
computationally expensive LLR approximation that has been proposed in [28] is es-
sential for the excellent performance of the QP-detector. Feeding the hard decision
detector output directly to the decoder results in a SNR penalty of more than 5 dB. To
generate the crucial “soft-information” the QP-detector needs to derive the PDs of 192
additional vector solutions. The related complexity, which is additional to the already
heavy processing load associated to solving a QP problem, is equivalent to the worst
case complexity of the Antipodal detector when increasing α from 16 to 192. How-
ever, with such a high α value, AD&D also delivers 90% of the maximal throughput
at 18 dB SNR. Finally, we note that the average complexity of the “soft” QP-detector
is still more than 6 times higher than that of the Antipodal detector even if α = 192.
A detailed discussion on the relation between the design parameter α and AD&D’s
performance and computational complexity is provided in subsection 5.4.3.
The right plot of Figure 5.8 shows the uncoded VER in a 32 × 32 MIMO of IRA [41]
and the Antipodal detector, when both algorithms targeting a vector error-rate of 10−3
under a latency constraint of α = 16. It can been seen that Antipodal detector reaches
the error floor 2 dB earlier than IRA, which indicates that the proposed Antipodal
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pruning metric is more efficient than that proposed in [41].
5.4.2 Detection complexity
Figure 5.7 depicts the detection complexity, measured in terms of real multiplications,
of the Antipodal detector with and without the DDm, LAS, ULAS and the both im-
plementations of the QP-detector1 for 8× 8, 16× 16 and 32× 32 MIMO systems when
transmitting 64-QAM modulated symbols. The plotted results account only for the
“per received vector” complexities as discussed in Section 5.1. The complexity related
to tasks that have to be executed only if the MIMO channel changes, such as the
channel inversion and the QR decomposition, are excluded (see Table 5.1). To put
the results into context, all complexities are normalized to the complexity of linear
MMSE detection. In Figure 5.5 it can be seen that in the SNR regime from 25 dB to
31 dB, FlexCore achieves the highest throughput when 64-QAM modulated symbols
are transmitted. Figure 5.7 shows that in this SNR range of practical interest the de-
tection complexity of the Antipodal detector is at most 6.5× and 1.5× larger than that
of MMSE and LAS, respectively. We note that in the SNRs range where LAS exhibits
smaller computational requirements than the Antipodal detector the corresponding
PER is 60% or higher. In addition, it can be observed that the complexity of the
Antipodal detector, in contrast to that of ULAS and the QP-detector, does not change
significantly in relation to the complexity of linear MMSE when increasing the MIMO
size form 8× 8 to 32× 32. In general, the Antipodal detector requires significantly less
multiplications than the ULAS and the QP-detector implementations. For example,
when transmitting 64-QAM modulated symbols in a 8×8 MIMO system at 25 dB SNR
the complexity requirements of the “hard” QP-detector, “soft” QP-detector and ULAS
are already 10×, 24× and 14× higher than that of Antipodal detector. These factors
increase to 25×, 54× and 54× when increasing the MIMO size from 8× 8 to 32× 32.
Despite its substantially lower complexity, the Antipodal detector delivers an equal or
better performance than the aforementioned detectors.
When comparing the two implementations of the Antipodal detector (i.e. with and
1The complexity is lower bounded by the complexity required to solve the linear equation system
created in each iteration of the interior point method.
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without DDm), it can be observed that the complexity of the one without DDm mono-
tonically increases when decreasing the SNR. In contrast, if the DDm is implemented
the complexity decreases rapidly for SNR values that are at the lower end of the sim-
ulated SNR range. The reason behind this behavior is that at low SNRs the DDm
increasingly often recognizes transmission situations in which the Antipodal detector
can not provide improved detection performance. Consequently, it switches more fre-
quently to less complex MMSE detection. The efficiency of the proposed technique
increases with the size of the MIMO system. While in an 8 × 8 MIMO system the
complexity decrease starts at 20.5 dB SNR, in a 32 × 32 MIMO system the decrease
starts at 25 dB SNR, right at the edge of the SNR region of practical interest.
5.4.3 The Impact of α on Performance and Complexity
As previously discussed, the parameter α allows to flexibly limit the detection latency
and the worst case detection complexity of the the Antipodal detector. In particu-
lar, when a one-one-per-cycle implementation [36] is adopted, the detection latency is
limited to α ·Nt clock cycles. To demonstrate the impact of the parameter on the per-
formance and average complexity, the left plot of Figure 5.9 depicts the SNR required
to reach a PER of 10% as a function of α and the right plot shows the corresponding
complexity as a function of α. Results are shown for a 8 × 8 and a 32 × 32 MIMO
system in combination with the modulations 16-QAM, 64-QAM and 256-QAM. For
the 8 × 8 system, the performance converges to its maximum for α = 16. While in-
creasing α beyond 16 does not provide additional SNR gains, it also does not increase
the detection complexity. The simulation results for the 32 × 32 system show slight
SNR improvements over the whole range of tested α values. However, the performance
improvements are larger for small α. For example, when transmitting 64-QAM modu-
lated symbols, increasing α from four to 16 results in an SNR improvement of 1.3 dB.
To gain another 0.9dB α has to be raised to 128. Further, it can be observed that large
α values result in the largest performance gains when robust modulations are transmit-
ted. In detail, doubling α from 64 to 128 materializes SNR gains of 0.5 dB, 0.4 dB and
0.1 dB for 16-QAM, 64-QAM and 256-QAM, respectively. These different performance
gains are also reflected in the detection complexity. While the complexity increase is
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largest when transmitting 16-QAM, it is negligible when transmitting 256-QAM. The
presented results in general, and the 256-QAM results in particular, reveal the Antipo-
dal detector’s ability to self-regulate its processing complexity. Meaning, even if a high
worst case complexity is permitted, the detector’s actual complexity increases only if
at the same time also the detection performance increases.
5.4.4 Antipodal decoding
Fig. 5.9 shows the detection performance of the Antipodal decoder and a traditional
belief-propagation decoder as a function of the bit error rate within Antipodal bit
sequences. To simulate these sequences we modified a Binary Ensure Channel (BEC) by
randomly flipping non-erased bits with a probability of τ . As expected, the PER of both
decoders increases when increasing the error probability τ . However, the Antipodal
decoder outperforms traditional belief-propagation in terms of achievable PER by an
order of magnitude for all the tested packet lengths and over the whole evaluated range
of τ . Belief-propagation decoding is extremely efficient if accurate LLR values are
available. However, the decoding performance decreases significantly if only hard bit
decisions (±1 valued) are available as in is the case here. In contrast, the Antipodal
decoder is tailored to handle an Antipodal input. Instead of attempting to jointly
correct erroneous bits and to recover erased ones, the Antipodal decoder first identifies
potential error positions and treats the corresponding bits as erasure. Then it attempts
to recover all erased bits. This separation of “bit correction” and “bit recovery” results
in the improved error rate performance.
5.5 Conclusion
In this chapter we propose the novel concept of Antipodal detection and decoding that
enables the joint detection and decoding of large numbers of mutually interfering in-
formation streams with practical complexity and latency requirements. The Antipodal
detector is a sphere-decoding based approach, that is able to polarize the detector out-
put into either highly reliable solutions or erasures. To achieve this we leverage for the
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first time the observation that when a highly reliable vector solution exists, which is
defined by having a significantly lower Euclidean distance to the received signal than
any other candidate vector, SD tree pruning approaches can drastically reduce the
search space and consequently identify the ML solution fast. Therefore, the processing
complexity of a particular detection attempt conveys information about the reliability
of its outcome. Complementary to the proposed detector we introduce the Antipodal
decoder, a tailored to the antipodal detector output believe propagation decoder. Ex-
ploiting the antipodal properties of the detector we were able to significantly simplify
the decoder structure. Still, AD&D significantly outperforms low complexity, state-
of-the-art MIMO detector and decoder combination under practical delay/complexity
constraints.
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32x32 MU-MIMO
16x16 MU-MIMO
8x8 MU-MIMO
Figure 5.5: Throughput of AD&D against the chosen benchmark schemes (of similar
or higher complexity) using a code rate of 0.75 transmitting 16-QAM (dashed), 64-
QAM(solid), 256-QAM (dashed-dotted) in a 8 × 8 (bottom), 16 × 16 (middle) and
32× 32 (top) MIMO system.
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Figure 5.6: Detection performance of AD&D (solid) and IRA (dashed) with delay
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Figure 5.7: Normalized (to hard MMSE detector) detection complexity for ULAS
(square), LAS(circle), “soft”-QP (pentagram), “ soft”-QP (hexagram) and Antipodal
detector with (triangle) and without (asterisk) the support of the proposed DDm when
transmitting 64-QAM in a 8 × 8 (left), 16 × 16 (middle) and 32 × 32 (right) MIMO
system.
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Figure 5.8: The left-hand side plot depicts the SNR that AD&D requires to reach a
PER of 10% at a code rate of 0.75 as function of α and the right-hand side depicts the
corresponding complexity as a function of α for a 8× 8 (dashed) and a 32× 32 (solid)
MIMO system.
Figure 5.9: Impact of bit error probability τ on the decoding performance of the An-
tipodal decoder (solid) and traditional belief-propagation (dashed) in an Antipodal
channel with 0.1 erasure probability and code rate 0.75
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Chapter 6
Conclusions and Future Work
One of the most important challenges in the design of wireless communication sys-
tems is to meet users’ ever-increasing demand for throughput and connectivity. MIMO
systems with spatial multiplexing are one of the most promising ways to satisfy this de-
mand, and so feature in emerging cellular [2] and local-area [100] networking standards.
Current large MIMO BS designs use linear precoding and decoding methods such as
ZF and MMSE. These methods have the advantage of low computational complexity,
but suffer when the MIMO channel is poorly-conditioned, as is often the case when the
number of user antennas approaches the number of antennas at the BS [98]. Sphere
encoding and sphere decoding can boost throughput over linear methods significantly
[98, 55], even in cases where the number of user antennas approaches the number of
BS antennas. This ability is of particular practical interest when the number of BS
antennas is in the order of ten, since here linear methods can not fully exploit the
spatial multiplexing capabilities of emerging wireless standards. When scaling up the
number of BS antennas, linear methods can fully utilize multiplexing opportunities of
modern wireless standards. Yet such BS designs are costly and power hungry due the
large number of RF chains required to connect the antennas to the base band process-
ing unit. The cost of sphere encoding and sphere decoding, however, is their increased
computational complexity: computation requirements increase exponentially with the
number of antennas [51, 64], soon becoming prohibitive. Indeed, processing complexity
is a significant issue for any advanced wireless communication system. While the clock
speed of traditional processors is plateauing [23], emerging hardware architectures in-
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cluding GPUs support hundreds of cores, presenting an opportunity to parallelize the
processing load, along with the challenge of how to do so most efficiently.
As discussed in Chapter 2, the exploitation of parallelism to reduce processing latency
is not a novel approach: indeed, implementations of all kinds of Sphere decoders (e.g.,
both breadth-first and depth-first) involve some level of parallelism. However, existing
approaches either take a limited or inflexible level of parallelism or they perform par-
allel processing in an suboptimal, heuristic manner, without accounting for the actual
transmission channel conditions.
In this direction, we propose a novel asymptotically-optimal, massively-parallel process-
ing framework for large MIMO systems, capable to meet the tight latency constraints
required for packetized transmissions. To this end, we developed mathematical models,
for both the sphere encoder and decoder, to identify the parts of the search tree most
likely to increase wireless throughput a priori, without knowing the signals themselves.
In a pre-processing step, the “most promising” candidate solutions are efficiently iden-
tified with a specifically tailored tree search. The selected search tree paths are mapped
to a single processing element, spreading the load evenly. While this previously required
redundant calculations across parallel tasks as well as multiple sorting operations, the
proposed approach skips them by introducing a new node selection strategy.
We have verified our proposed precoding and detection solutions in OTA trials and
measured throughput gains of 30% compared to MMSE. In fully load MIMO systems
this increased to gains of over 300%. In particular, the downlink measurement campaign
is of high interest to the academic community since it provides the first experimental
evaluation of VP-based preceding techniques in general. In summary, the proposed
massively parallel architecture:
1. has an asymptotically-optimal performance. We verified in OTA experiments and
trace-based simulations that both the proposed massively parallel preceding and
detection solutions can approach the throughput performance of optimal sphere
encoding and sphere decoding.
2. is nearly embarrassingly parallel, making implementation efficient for a abroad set
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of hardware architectures. To showcast the versatility of the proposed approach,
the massively parallel detector has been implemented on GPUs and FPGAs.
3. can exploit any number of available processing elements and consistently improve
throughput until converging to the optimum. This ability to adjust the compu-
tational requirements to the processing power of the receiver allows to support
massively parallel detection in an 8 × 8 MIMO system with 20MHz bandwidth
using a commodity GPU.
4. adapts to the instantaneous channel condition. By focusing the available process-
ing power to the tree paths that are most likely to increase wireless throughput,
the proposed massively parallel signal processing methods requires significantly
fewer processing elements than comparable parallel detection and encoding solu-
tions to reach the same throughput. As a result, the energy efficiency of the FPGA
implementation of the proposed detector surpasses that of the state-of-the-art by
an order of magnitude.
To consistently translate the improved precoding/detection performance of non-linear
approaches into throughput gains practical rate adaptation solution are required. To
this end we proposed custom-made rate adaptation solution for both uplink and down-
link that are capable of selecting the optimal MCS based only on the MIMO channel
and the users’ SNR. While, the theoretical framework was available in the downlink we
propose a complete new strategy for the uplink. The developed solution does not only
account for the MIMO channel but also the available processing resources. In trace
based simulations we could show gains of more than 35% compared to linear methods.
The method and results presented in thesis motivated further research efforts to quan-
tify the gains massively parallel signal processing can provide in real world deploy-
ments and 3GPP compliant environments. In particular, implementing and evaluating
the proposed massively parallel approaches on a smell-cell BS prototype with a 16
antenna array is one of the objectives of the “AutoAir” project, a 5G Testbeds and
Trials Programme funded by the Department for Digital, Culture Media and Sports
(DMRS). Further, the experimental validation of VP precoding and the positive re-
sults sparked a joined 18 months research project with one of the leading vendors in
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wireless communication. The project focuses on developing new VP-based precoding
and scheduling strategies to maximise the benefits of multi-antenna UEs. In addi-
tion, in [66] the parallel processing framework has been extended to be applicable to
non-orthogonal transmission schemes, including the Non-Orthogonal Multiple Access
[65, 8] and faster-than-Nyguist signaling [71]. In cooperation with the authors of [66],
we build a “live-demo” based on the Warp platform that has been used to conduct the
uplink measurement campaign (see section 4.2). The demo illustrates the capabilities
of massively parallel processing in the context of Non-Orthogonal Multiple Access with
large overloading factors (≥ 250%).
The proposed framework is engineered to achieve asymptotically optimal performance.
To achieve this in fully loaded MIMO systems with tens of interfering streams hundreds
of parallel processing elements may be required. To provide a low-complexity alterna-
tive for the MIMO uplink, we present the novel principle of Antipodal detection and
decoding, that has been designed to deliver very high throughput in large MIMO sys-
tems with processing requirements that are of the same order as that of linear detection
approaches. In this context, we propose the Antipodal detector, a “depth-first” sphere
decoder with statistical pruning, that focuses the processing on the received samples,
resulting fast in highly reliable vector solutions. Hence it avoids investing processing
resources on received samples that would require a higher detection complexity and
would also result in more error-prone solutions. Consequently, the detection outcome
will be Antipodal, meaning the detector outcome is either highly reliable or an erasure.
The Antipodal decoder, a modified belief-propagation decoder [87], can decode LDPC
encoded packets based on the provided Antipodal input at a competitive SNR and
complexity and without requiring traditional soft-information. Among other results,
we show in a 32× 32 MIMO when transmitting 256-QAM modulated symbols AD&D
reaches the maximal throughput more than 4 dB earlier than the benchmark schemes,
with a detection complexity that is 50× smaller than that of state-the-art solution.
While, AD&D has be designed to approximate the ML problem that arises in the con-
text of signal detection in large MIMO systems, similar ML problems can be found
in many aspects of wireless communications. For example, sphere decoding has been
proposed as an efficient way to perform ML decoding of Polar codes [44, 70]. In this
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direction, we modified the Antipodal pruning to be applicable in the context of polar
decoding. The proposed approach can provide a latency reduction of up to four orders
of magnitude compared to state-of-the-art Polar sphere decoders [58] for Polar codes
of 128 block size. Given these encouraging results, it is well worth to investigate if the
Antipodal principle can be extended to other ML problems.
The International Telecommunication Union (ITU) predicts that the global mobile data
traffic will continue to grow exponentially and as a result 5G will reach its limits by
2030 [122]. Hence, the wireless research community began to look beyond and started
shaping the sixth generation of wireless communication systems even though 5G new
radio just enters its deployment phase. Disruptive new concepts such as Extended Re-
ality (XR), Connected Robotics and Autonomous Systems (CRAS) and the Internet of
Everything (IoE) will require higher throughput, lower latency and extreme reliability
and connectivity [107]. To enable these, it is expected that the structure of wireless
systems will dramatically change from a cell-centirc structure towards a heterogeneous
approach where stationary BSs of diverse size and capabilities, mobile BSs mounted
on Unmanned Aerial Vehicles (UAVs) and large intelligent surfaces will cooperate to
provide a cell-free experience [122, 149]. Dynamically reconfiguring such a flexible net-
work topology to maintain given Key Performance Indicators (KPI) will require the
pervasive use of Artificial Intelligence (AI) [107, 149]. In general, AI and machine
learning is expected to be a gore technology in 6G systems, that will be utilized in
all aspects of wireless communication ranging form network management down to cod-
ing and physical layer processing [107, 122, 149]. Other early trends of 6G include:
exploiting the vast bandwidths available in the THz band to enable ultra high through-
put; seamlessly integrating satellite links to enable global coverage; and implementing
grant-free access methods to enable truly massive machine-type communication with
extremely low latency. In particular in the context of grant-free access the non-linear
processing methods discussed in this work are of high interest. Since in the absence
of a grant procedure, there is no control on the maximum number of users that may
share a time-frequency resource element, algorithms are required that work efficiently
regardless if the spatial load is low or high.
To conclude this work an outlook on future research directions is presented. We have
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provided a proof-of-concept for both the proposed precoder and detector. The next step
is to integrate the solutions into a full stack test bed to further evaluate the potential of
the presented work to increase connectivity and throughput in real world deployments.
The test bed of the University of Surrey offers ideal conditions to do that. In particular,
its non-real time mode allows to test algorithmic solution with purely software-based
implementations. In this direction, we have already integrated the soft version of the
massively parallel detector. The natural next steps are to implement the precoder and
the corresponding rate adaption solutions.
Accurate CSI is essential to enable high order MU-MIMO operation [89]. Further in
[49] it has been shown that the impact of channel estimation errors on the achievable
throughput increases with the number of concurrently transmitted streams and with the
spatial correction among them. Hence, channel estimation is even more curtail when
operating MIMO systems at a high spatial load. 3GPP’s 5G new radio consists of a
flexible pilot framework allowing diverse pilot densities. Naturally, committing more
time-frequency resource to channel estimation will improve the quality of the available
CSI but at the same time increase the signalling overhead and therefore decrease the
achievable throughput. Investigating this trade-off while accounting for the improved
precoding/detection capabilities of the proposed massively parallel signal processing
presents an interesting research opportunity that might improve the real world per-
formance of the proposed signaling processing methods. In addition, in TDD systems
it is expected that the mismatach between the estimated and actual MIMO channel
is larger in the downlink, since (i) the channel can slightly change in the time inter-
val between receiving the uplink pilots and transmitting the precoded downlink frame
and (ii) the uplink channel estimation error is amplified by the required channel reci-
procity calibration [50]. In this direction, a VP-based precoder designed to improve
the robustness against channel estimation errors is proposed in [26]. To this end, the
authors in [26] replace the pseudo inverse of the MIMO channel (H†), which VP-base
approaches traditionally use as precoding matrix, with a linear filter that minimize the
mean squared error at the UEs in the presence of channel estimation errors. To calcu-
late this optimal filter an estimate of variance of the error related to inaccurate CSI is
required. If such an estimate can be calculated in real world deployments and if so how
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accurate, needs to be determinate in further research. Still, in [26] it is also shown that
VP precoding is also significantly more robust to inaccurate CSI if a traditional wiener
filter [109] is employed instead of H†. In both cases, when either the precoding matrix
in [26] or a wiener filter is employed, the optimisation to find the best perturbation
vector needs to be silently modified. In particular, if F = HH · (H ·HH · αI)−1 nom-
inates the utilized precoding matrix1, and L is a lower triangular matrix that fulfills
(H ·HH · αI)−1 = LH · L, then the optimal perturbation vector can be found by
lmin = arg min
l˜
(
‖L · (u− τ · l˜)‖2
)
. (6.1)
The matrix L can be found via Cholesky factorisation. Still, since L is a triangular
matrix both sphere endoding and the proposed parallel approach can be utilized to find
the lmin. Therefore, it would be very interesting to investigate if the promising simula-
tion results presented in [26] can be validated in OTA experiments. If the experiments
reveal an increased robustness against channel estimation errors a next step could be
to investigate if and how changing (permuting) the precoding order can be leveraged to
reduce the number of required processing elements without performance loss. In detail,
permuting could improve the distribution of the diagonal elements of L, which similar
to the diagonal values of the upper triangular matrix R have a significant impact on
the selection of the most promising paths (see section 4.1.1).
The statistical pruning approach underlying the Antipodal method allows principally
to exploit parallelism since the pruning is not depended on previously found vector
solutions. This presents the opportunity to integrate the Antipodal pruning strategy
into the proposed massively parallel detection framework. Specifically, when relaxing
the strict one-branch-per-processing-element policy, the pruning may not only reduce
complexity but could also enable to process more branches in the same time with the
same number of available processing elements. As a consequence, such a hybrid scheme
may allow to freely negotiate the complexity-latency-performance trade-off where one
extreme is the purely parallel processing described in Chapter 3 and the other is the
sequential low-complexity detector discussed in Chapter 5. Further, when also inte-
grating the ideas presented in [66], the envisioned approach would also allow to seam-
1The value of α depends if the precoding matrix proposed [26] or that proposed in [109] is utilized.
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lessly transition between traditional MIMO techniques (number of streams is smaller
or equal to the number of base station antennas) and NOMA approaches. Such a
versatile detection framework would be a very interesting candidate for the ultra flex-
ible, AI empowered networks that are expected to be part of the the sixth generation
of mobile communication. Specifically, machine learning algorithms could exploit the
provided performance-latency-complexity of the envisioned detection framework to op-
timize the allocation of the available progressing resources with respect to the needs of
the applications and the network state.
Appendix A
Appendix: Massively Parallel
Detection
A.1 Position Vector Error Probability Approximation
For the top sphere decoding tree layer (l = Nt), the probability of the first closest sym-
bol to the effective received point y˜(Nt) not to be the transmitted symbol is equivalent
to the corresponding symbol error rate over an AWGN channel, or [14]
Pe(Nt) =
(
2 +
2√|Q|
)
· erfc
(
R(Nt, Nt) ·
√
Es
σ
)
, (A.1)
Then, the probability of the first closest symbol to the received to be the transmitted one
is PNt(1) = 1− Pe(Nt). Calculating the probability for the kth (with k > 1) closest to
the received symbol to be the one transmitted would require real-time two-dimensional
integrations since an analytical solution is infeasible. Instead, we approximate the
problem based on the observation that the inter-symbol distance in QAM constellations
scales nearly in a square-root manner, as a function of the position index k related to
the received signal.
Then we make the approximation that the decision boundaries (Dk) would scale in a
similar manner. That is
Dk =
√
c · k, (A.2)
123
124 Appendix A. Appendix: Massively Parallel Detection
where c is a positive and real constant. Then,
PNt(k) = P (Dk−1 < |nNt | ≤ Dk)
= P
(
|nNt | ≤
√
c · (k)
)
− P
(
|nNt | ≤
√
c · (k − 1)
)
. (A.3)
Since the amplitude of the noise sample (nNt) is Rayleigh distributed
PNt(k) = exp
(
−c · (k − 1)
σ2nt
)
− exp
(
−c · (k)
σ2nt
)
= exp
(
−c · (k − 1)
σ2nt
)
·
[
1− exp
(
− c
σ2nt
)]
(A.4)
Applying the above for k = 1 is 1−Pe(Nt), with Pe(Nt) defined in (A.1), therefore, for
both equations to hold,
Pe(Nt) = exp
(
− c
σ2l
)
. (A.5)
Accordingly, the probability that the kth closest constellation point to the observable
of the top level (l = Nt) is the transmitted one can be expressed as
PNt(k) = (1− Pe(Nt)) · (Pe(Nt))(k−1). (A.6)
Fig. A.1 compares the theoretical estimates of the “per-level” probabilities PNt to the
ones obtained by simulations as well as to the ones obtained by actual experiments
using our WARP v3 platform implementation (described in Section 3.3.1). It shows
that our theoretical model is very accurate in all SNR regimes.
It can be easily shown that, the above equation does hold for any sphere decoding
tree level, given that all the higher layers include the correct solutions (the correct
transmitted vector). This is because the effect of the correct solution can be easily
removed in terms of successive interference cancellations. As as result, the probability
Pc can be calculated as in equations (3.1), (3.2) and (5.34) (Sec. 3.1).
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Figure A.1: Comparison between (A.6) (solid), simulation (dashed, Gaussian noise)
results for PNt(k), and experimental results (dashed-dotted, WARP platform) for the
probabilities PNt(k) at various SNRs.
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Appendix B
Appendix: Antipodal Detection
and Decoding
B.1 Metric of Promise used in the Detection Decision
Module
The p(l) visited nodes in tree level l are associated with the QAM symbols with the
smallest Euclidean distances to the received sample. In the following we refer to these
symbols as, Cl(1), . . . , Cl(p(l)). Since the Antipodal detector utilizes a depth-first tree
traversal, it can be concluded that the subtrees emerging from the nodes associated
with the constellation points C1(1), . . . , C1(p(1) − 1) have been processed. In other
words, if the transmitted symbol that is associated with the top layer of the search
tree, denoted as C?1 , is one of the constellation points C1(1), . . . , C1(p(1)), then the
transmitted symbol vector is located in the searched part of the SD tree, denoted as S
(i.e., meaning the transmitted vector has either been visited or pruned). Therefore, a
lower bound on the probability P (s? ∈ S) can be
P (s? ∈ S) ≥ P
C?1 ∈ p(1)−1⋃
k=1
C1(k)
 ≈
p(1)−1∑
k=1
Pc(k, 1)
 (B.1)
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The function Pc(k, l) has been introduced in appendix A.1 and approximates the prob-
ability that Cl(k) = C
?
l under the assumption that the symbol decisions of higher
layers are correct. We note, the partially processed subtree emerging from the node
associated with the constellation point C1(p(1)) has not been taken into account in the
approximation (B.1). Following the same rationale used to derive (B.1), the conditional
probability P
(
s? ∈ S|Cp(1) = s?(Nt)
)
is approximated by
P
(
s? ∈ S|Cp(1) = C?1
) ≥ P
C?2 ∈ p(2)−1⋃
k=1
C2(k)
∣∣∣∣C1(p(1)) = C?1
 (B.2)
≈
p(2)−1∑
k=1
Pc(k, 2)
 (B.3)
Using (B.3), the approximation (B.1) can be refined to
P (s? ∈ S) ≥ P
C?1 ∈ p(1)−1⋃
k=1
C1(k)
 (B.4)
+P (C1(p(1)) = C
?
1 ) · P (s? ∈ S|C1(p(1)) = C?1 )
≈
p(1)∑
k=1
Pc(k, 1)
+ Pc(p(1), 1) ·
p(2)−1∑
k=1
Pc(k, 2)
 (B.5)
Again, the partially processed subtree emerging from the node that is identified by p2,
has not been taken into account in the approximation (B.5). Following the rationale
of (B.1) and (B.3), an approximation that takes all processed subtrees into account is
derived as
P (s? ∈ S) ≈
p(1)−1∑
k=1
Pc(k, 1)
+ Lt∑
q=2
q−1∏
ρ=1
Pc (p(ρ), ρ)
 · p(q)−1∑
k=1
Pc(k, q)
 , (B.6)
that gives the proposed metric of promise.
B.2 Derivation of the function Υ
In a 2× 2 MIMO system, P (s? ∈ Ω) is calculated as
P (s? ∈ Ω) =
∫ rp(2,β)
0
(
e−(η2)/2
2
∫ rp(1,β)−η2
0
e−(η1)/2
2
dη1
)
dη2 (B.7)
= 1− e−rp(2,β)/2 − e
−rp(1,β)/2
2
· rp(2, β)︸ ︷︷ ︸
f1(0)
. (B.8)
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The functions f0(x) = 1 and f1(x) = rp(2 + x, β) will be used later to calculate the
P (s? ∈ Ω) for a N ×N MIMO system. In a 3× 3 MIMO system, P (s? ∈ Ω) is derived
as
P (s? ∈ Ω) =
∫ rp(3,β)
0
[
e−(η3)/2
2
· (B.9)∫ rp(2,β)−η3
0
(
e−(η2)/2
2
∫ rp(1,β)−η2−η3
0
e−(η1)/2
2
dη1
)
dη2
]
dη3.
It can been seen that the inner two integrals of (B.9) are nearly identical to the integrals
in (B.7). The only difference between them are the integration limits. This observation
can be generalized to the expressions that describe P (s? ∈ Ω) in N − 1 × N − 1 and
N ×N MIMO systems. After accounting for the different integration limits, (B.7) can
be used to simplify (B.9) to
P (s? ∈ Ω) =
∫ rp(3,β)
0
[
e−(η3)/2
2
· (B.10)(
1− e−(rp(2,β)−η3)/2 − e
−(rp(1,β)−η3)/2
2
· (rp(2, β)− η3)
)]
dη3.
The expansion of the product in the integral of equation (B.10) results in
P (s? ∈ Ω) =
∫ rp(3,β)
0
e−(η3)/2
2
dη3 − e−rp(2,β)/2
∫ rp(3,β)
0
1dη3 (B.11)
−e
−rp(1,β)/2
2
∫ rp(3,β)
0
(rp(2, β)− η3)dη3
= 1− e−rp(3,β)/2 − e
−rp(2,β)/2
2
· rp(3, β)︸ ︷︷ ︸
f1(1)
(B.12)
−e
−rp(1,β)/2
4
· rp(3, β) · rp(2, β)− rp(3, β)
2
2︸ ︷︷ ︸
f2(0)
,
with f2(x) = rp(3 +x, β) · rp(2 +x, β)− rp(3 + x, β)
2
2
. Again, when deriving P (s? ∈ Ω)
for a 4 × 4 MIMO system, then the corresponding solution for a 3 × 3 MIMO system
can be reused to simplify the expression describing P (s? ∈ Ω). In detail,
P (s? ∈ Ω) =
∫ rp(4,β)
0
e−(η4)/2
2
· (B.13)[
1− e−(rp(3,β)−η4)/2 − e
−(rp(2,β)−η4)/2
2
· (rp(3, β)− η4)
−e
−(rp(1,β)−η4)/2
4
·
(
rp(3, β − η4)) · (rp(2, β)− η4)− (rp(3, β)− η4)
2
2
)]
dη3.
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Further, the above expression can be rewritten as
P (s? ∈ Ω) =
∫ rp(4,β)
0
e−(η4)/2
2
dη4 − e−rp(3,β)/2
∫ rp(4,β)
0
1dη4 (B.14)
−e
−rp(2,β)/2
2
∫ rp(4,β)
0
(rp(3, β)− η4)dη4
−e
−rp(1,β)
2
4
∫ rp(4,β)
0
(rp(3, β)− η4))(rp(2, β)− η4)− (rp(3, β)− η4)
2
2
dη4
It can be seen that the first three integrals in (B.14) are almost identical to the ones in
(B.11). The only difference is that the integers that indicate the tree level a particular
pruning radius corresponds to is increased by one. Again, this observation can be
generalized to the expressions that describe P (s? ∈ Ω) in N − 1 × N − 1 and N × N
MIMO systems. In this direction, the first three integrals in (B.14) can be expressed via
the previously defined functions, f0, f1 and f2. In particular, (B.14) can be rewritten
as
P (s? ∈ Ω) = 1− e−rp(4,β)/2 · f0(3)− e−rp(3,β)/2 · f1(2)− e
−rp(2,β)/2
2
· f2(1) (B.15)
−e
−rp(1,β)
2
4
∫ rp(4,β)
0
(rp(3, β)− η4))(rp(2, β)− η4)− (rp(3, β)− η4)
2
2
dη4︸ ︷︷ ︸
f3(0)
In a similar manner, the expression describing P (s? ∈ Ω) in a N − 1 × N − 1 MIMO
system can be used to simplify the expression describing P (s? ∈ Ω) in a N × N . In
particular,
P (s? ∈ Ω) =
∫ rp(N,β)
0
...
∫ rp(1,β)−∑Nk=2 ηk
0
fχ2(2)(η1) dη1, ..,dηN . (B.16)
= 1− e−rp(N,β)/2 · f0(N − 1)− . . .− e
−rp(1,β)
2
2N−1
· fN−1(0) (B.17)
= 1−
N∑
t=1
e−rp(t,β)/2
2N−t
· fN−t(t− 1) = Υ(rp) (B.18)
If the functions f0, f1, . . ., fN−2 are known from calculating P (s? ∈ Ω) for smaller
systems, only the integral that defines fN−1(0) has to be solved to derive an analytical
B.2. Derivation of the function Υ 131
expression for P (s? ∈ Ω). For N = 4, fN−1(0) is defined as
f3(0) =
rp(4, β)
3
6
− rp(4, β)
2
2
· rp(2, β) (B.19)
+rp(4, β) ·
(
rp(3, β) · rp(2, β)− rp(3, β)
2
2
)
=
rp(4, β)
3
6
· f0(0)− rp(4, β)
2
2
· f1(0) + rp(4, β) · f2(0) (B.20)
It can be seen that the remaining integral in (B.15) can also be expressed using the
functions f0, f1 and f2. Using analytical integration we verified that fN (0), with N
being a positive integer smaller or equal to 8, can be expressed using the definitions of
f1(0), . . . , fN−1(0). Further, we noticed that the factors in front of the defined functions
follow a regular pattern. In particular, the factor multiplied with fN−t(0), with t being
an integer between N and 1, has the form (−1)t−1 · rp(N+1,β)(t)(t)! . Thus, we defined fN (x)
as
fN (x) =
N∑
t=1
(−1)(t−1,β) · rp(N + 1 + x, β)t
t!
· fN−t(x). (B.21)
To verify that (B.21) holds for values larger than 8, we used definition (B.21), to
evaluate (B.18) and compared the analytical results to simulation results. Figure B.1
depicts both the simulated and calculated values of P (s? ∈ Ω) for different numbers of
streams and different β values. It can be seen that the simulation results closely match
the analytical calculations.
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Figure B.1: Simulated and calculated values of P (s? ∈ Ω) for different number of
streams and different β values.
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