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The theory and methods of linear algebra are a useful alternative
to those of convex geometry in the framework of Voronoi cells and
diagrams, which constitute basic tools of computational geometry.
As shown by Voigt andWeis in 2010, the Voronoi cells of a given set
of sites T , which provide a tesselation of the space called Voronoi
diagram when T is finite, are solution sets of linear inequality sys-
tems indexed by T . This paper exploits systematically this fact in
order to obtain geometrical information on Voronoi cells from sets
associated with T (convex and conical hulls, tangent cones and the
characteristic cones of their linear representations). The particular
cases of T being a curve, a closed convex set and a discrete set are
analyzed in detail.We also include conclusions on Voronoi diagrams
of arbitrary sets.
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1. Introduction
Let T be a subset of Rn, whose elements are called Voronoi sites, containing at least two elements.
Each site s has a Voronoi cell (also called a Dirichlet-Voronoi cell), VT (s), consisting of all points closer
to s than to any other site. In formal terms, the Voronoi cell of s ∈ T with respect to (w.r.t.) T is
VT (s) := {x ∈ Rn : d (x, s)  d (x, t) , t ∈ T} ,
where d denotes the Euclidean distance on Rn; the Voronoi diagram of T is Vor (T) = {VT (t) ,
t ∈ T}. We analyze the properties of VT (s), where s ∈ T ⊂ Rn, exploiting the fact (already ob-
served by I. Voigt and S. Weis, in [20]) that VT (s) is the solution set of a linear inequality system
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indexed by T . Indeed, since
d (x, s)  d (x, t) ⇔ ‖x − s‖2  ‖x − t‖2 , for all t ∈ T,
after some algebra, we get that VT (s) is the solution set of
υT (s) :=
{
(t − s)′ x  ‖t‖2−‖s‖2
2
, t ∈ T
}
. (1)
This is an ordinary linear system when T is finite and a linear semi-infinite system otherwise. The
first attempt to get geometrical information on the solution sets of linear semi-infinite systems (as
their dimension or their facial structure) was due to Eckhardt [4,5], whose general theory was revised
and completed in [9], where different desirable properties were characterized for a particular class of
linear systems. A series of works published in the 1990s analyze other types of systems with the same
purpose (see, e.g., [10] and references therein). Moreover, the theory of linear semi-infinite systems is
a well-known tool of optimization with infinitely many linear constraints; it applies in statistics [2],
variational inequalities [18], convex geometry [12], and moment problems [16]. This paper presents
a new application to computational geometry. We characterize different geometrical and topological
properties of VT (s) in terms of sets associated with s and T (convex and conical hulls, tangent cones
and the characteristic cones of their linear representations), and we apply these properties to Voronoi
diagrams of arbitrary sets.
Descartes and Dirichlet already used Voronoi diagrams with T finite, in R2 and R3, in 1644 and
1850, respectively, whereas Voronoi studied them, in arbitrary Rn, in 1908. Voronoi diagrams w.r.t.
finite sets, which are formed by polyhedral convex sets, are widely applied in computational geom-
etry, operations research, data compression, economics, marketing, geophysics, meteorology, forest
management, condensed matter physics, computational chemistry, robot navigation, etc. (see, e.g.,
[17]).
Voronoi cells and diagrams have been generalized in different ways, e.g., replacing: d with other
distances inRn, the spaceRn with different metric spaces, the set T with a family of pairwise disjoint
subsets of Rn, and the finite set T ⊂ Rn with infinite sets. In this paper we will consider the space
Rn with the Euclidean distance and T as possibly infinite, paying attention to the particular cases of T
being a curve, a closed convex set and a discrete set.
The first paper on Voronoi diagrams for infinite sites in Rn, oriented towards crystallography, was
published by Delaunay, who asserted in 1934 [3, General Lemma] that Vor (T) is a tesselation of Rn
formed by convex hulls (polytopes) of centers of closed balls with no points of T in their interiors
(called empty balls by Delaunay), but having exactly n+1 points of T on their boundaries. The rigorous
proof of this statement requires the assumption that T is a Delaunay set, i.e., that there exist scalars
α > β > 0 such that each closed ball of radius β contains at most one point of T and every closed
ball of radius α contains at least one point of T (see [6,11] for more details). This definition is related
with twowell-known optimization problems arising in location decisionmaking, where the elements
of T and Rn are interpreted as facilities and locations, respectively): the largest empty ball problem
consists of finding the worst location to access the nearest facility (or the best location, when dealing
with obnoxious facilities), whereas the bottleneck problem consists of finding the minimum distance
between pairs of facilities, in formal terms:
(P1)Max
x∈Rn Mint∈T d (x, t) and (P2) Mint1 =t2∈T
d (t1, t2) .
Geometrically, (P1) consists of finding the biggest closed ball whose interior contains no point of T ,
and (P1) is bounded (i.e., its optimal value, v (P1), is finite) if and only if there exits α > 0 such that
every closed ball of radius α contains at least one point of T . Alternatively, (P2) is always a bounded
problem and, if v (P2) is positive, then, taking 0 < β <
v (P2)
2
, any closed ball of radius β contains
at most one element of T . Moreover, if T is closed and (P1) is solvable, then the optimal solutions of
(P1) belong to the union of the boundaries of the Voronoi cells w.r.t. T , so it is important to identify
the boundary of VT (t). In [19] T is assumed to be “discrete” in the sense that T has no accumulation
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points (e.g., any Delaunay set) and it is shown that VT (s) is a polyhedral convex set if and only if the
convex conical hull of T − s is finitely generated and, then, it is bounded (i.e., a polytope) if and only if
s belongs to the interior of the convex hull of T . In [20] the same questions are considered for discrete
and non-discrete sets. The next two examples show that Voronoi cells w.r.t. non-discrete sets arise in
a natural way in practice.
Distance is obviously a most important issue for customers when choosing a service. When several
suppliers provide similar services, a natural question arises: which service can each customer reach
faster? Consider a service which can be delivered at any point of a given curve T ⊂ R2 (e.g., T could
be formed by the networks of rivers or highways crossing certain region or country). Thus, a customer
resident at x ∈ R2 will be served at the point s ∈ T (e.g., he or she will take the water for irrigation or
enter the highway at s) provided d (x, s)  d (x, t) for all t ∈ T , i.e., when x ∈ VT (s).
On the other hand, in many real applications, there are finitely many sites, but some of them
are uncertain. Consider, e.g., a bank that operates at present in a certain region through branches
placed at the points ti, i = 1, . . . ,m, which is planning to open a new branch at a point t0 to be
decided. A preliminary decision on the location of t0 has been taken: it will be installed at some point
of some (possibly infinite) set T ′ ⊂ R2, e.g., the city center of a certain town. The future Voronoi
cell of s ∈ {t1, . . . , tm} obviously depends on the final location of the new service point t0. In the
spirit of robust (or pessimistic) optimization, we can define the robust cell of s as the set of points
which will be served by s whichever is the final location of the new branch, i.e., the set VT (s), with
T = {t1, . . . , tm} ∪ T ′.
This paper is organized as follows: Section 2 provides a brief review of the theory of linear in-
equalities to be used later. Section 3 deals with a variant of the inverse problem tackled in [14],
with VT (s) replacing Vor (T), showing that any closed convex set (any polyhedral convex set) con-
taining s is the Voronoi cell w.r.t. a suitable closed set (finite set, respectively) T ⊂ Rn such that
s ∈ T . Section 4 characterizes different geometrical and topological properties of VT (s) in terms of
sets associated with s and T as the tangent cone of T at s and the characteristic cone of the linear
representation of VT (s). Section 5 analyzes in detail the particular cases of T being a curve, a closed
convex set and a discrete set. Specific results for the previous applications are Proposition 16 and
Corollary 19. Finally, Section 6 draws some conclusions concerning Voronoi diagrams of arbitrary
sets.
2. Preliminaries
Throughout the paper we use the following notation. The scalar product of x, y ∈ Rn is denoted
either by x′y or by 〈x, y〉, the Euclidean norm of x by ‖x‖, the canonical basis by {e1, . . . , en}, the zero
vector by 0n, the open unit ball by Bn, and the unit sphere by Sn−1.
GivenX ⊂ Rn, intX , clX , accX , andbdX denote the interior, the closure, the setof accumulationpoints,
and the boundary of X , respectively. We also denote by convX , and coneX = R+convX , the convex hull
of X , and the convex conical hull of X , respectively. The orthogonal complement of a linear subspace X is
X⊥ := {y ∈ Rn : 〈x, y〉 = 0, x ∈ X}. If X is a convex set, dim X , 0+X , and linX := (0+X) ∩ (−0+X)
denote the dimension, the recession cone and the lineality space of X , respectively. A convex cone is
pointed when it contains no lines. If X is a convex cone, its corresponding pointed cone is X ∩ (linX)⊥
and its (negative) polar cone is X◦ := {y ∈ Rn : 〈x, y〉  0, x ∈ X}. Given a convex set X and x ∈ X ,
the (convex) cone of feasible directions at x is
D (X; x) = {y ∈ Rn : ∃μ > 0 such that x + μy ∈ X}
and the normal cone to X at x is NX (x) = D (X; x)◦.
If ∅ = X ⊂ Rn and accX = ∅, then X is closed, countable and any x ∈ X is isolated in X , i.e., there
exists ρ > 0 such that X ∩ (x + ρBn) = {x}. In particular, given a nonempty closed set X ⊂ Rn,
accX = ∅ if and only if it is formed by isolated points.
In order to study the properties of Voronoi cells it is sufficient to consider closed sets of sites
because VT (t) = VclT (t) for all t ∈ T . Concerning Voronoi diagrams, given an arbitrary T ⊂ Rn, we
are interested in theVoronoi cells of sites on theboundaryof T becauseVT (s) = {s}whenever s ∈ intT .
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Moreover,wehave intVT (t1)∩intVT (t2) = ∅ if t1 = t2, t1, t2 ∈ T , becaused (x, t1) = d (x, t2)defines
a hyperplane, but we can have
⋃
t∈T VT (t) = Rn when T is infinite (observe that VT (t) ∩ T = {t}
for all t ∈ T and, in particular, VT (t) = {t} for all t ∈ T , when T is dense in an open set, so that⋃
t∈T VT (t) = T in that case). In fact, according to the next result, Vor (T) is a tesselation of Rn if and
only if T is closed. Thus, Vor (T) ⊂ Vor (clT) for all T ⊂ Rn, with Vor (T) = Vor (clT) if and only if T
is closed.
Proposition 1. Vor (T) is a tesselation of Rn if and only if T is closed.
Proof. We need to show that
⋃
t∈T VT (t) = Rn if and only if T ⊂ Rn is closed. Suppose that⋃
t∈T VT (t) = Rn and that x ∈ clT . Let {tk}k be a sequence in T such that tk → x, i.e., d (tk, x) → 0.
Now, x ∈ VT (s) for certain s ∈ T . Since 0  d (s, x)  d (tk, x) for all k ∈ N, we have d (s, x) = 0, i.e.,
x = s ∈ T . So, T is closed.
Conversely, let T ⊂ Rn be a closed set, x ∈ Rn, and f (t) := d (x, t), t ∈ T . The closedness of T
assures the existence of some s ∈ T such that f attains its minimum at this s. Then x ∈ VT (s). Thus,
x ∈ ⋃t∈T VT (t). 
From the linear representation (1), VT (s) is a nonempty closed convex set, and it is a polyhedral
convex set whenever T is finite. By using the notation T − s = {t − s : t ∈ T}, in particular we
have
VT−s (0n) =
{
x ∈ Rn : (t − s)′ x  ‖t−s‖2
2
, t ∈ T
}
=
{
x ∈ Rn : (t − s)′ (x + s)  ‖t‖2−‖s‖2
2
, t ∈ T
}
,
because
‖t − s‖2
2
= ‖t‖
2 − ‖s‖2
2
− (t − s)′ s, (2)
so that x ∈ VT−s (0n) if and only if x + s ∈ VT (s). Hence,
VT (s) = s + VT−s (0n) . (3)
We also associate with s ∈ T the cone of tangential directions for T at s, denoted by CT (s), formed
by those vectors d ∈ Rn for which there exist sequences {dk} ⊂ Rn and {αk} ⊂ R++ such that
dk → d, αk → 0, and tk = s + αkdk ∈ T . Equivalently, d ∈ CT (s) if and only if there exist sequences{tk} ⊂ T and {λk} ⊂ R++ such that tk → s, λk → +∞, and λk (tk − s) → d. The cone CT (s) is
closed [13] and 0n ∈ CT (s) ⊂ cl cone (T − s). Observe that CT (s) is possibly nonconvex (consider,
e.g., T = {t ∈ Rn : t1 · · · tn = 0}, for which CT (0n) = T), and
CT (s) = CT−s (0n) . (4)
Now we recall some concepts and results about linear systems to be used in the next sections (the
proofs can be found in [10] and references therein). Let σ = {a′tx  bt, t ∈ T} be a linear systemwith
solution set F ⊂ Rn, F = ∅. The characteristic cone of σ is
cone {(at, bt) , t ∈ T; (0n, 1)} ,
whose closure, denoted by C (F), is the so-called conic representation of F in the sense of [7], that it is
the closed convex cone
C (F) =
{
(a, b) ∈ Rn+1 : a′x  b, x ∈ F
}
.
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In particular, the characteristic cone of υT (s) is
KT (s) := cone
{(
t − s, ‖t‖
2 − ‖s‖2
2
)
, t ∈ T; (0n, 1)
}
.
Observe that this cone does not change if we remove from υT (s) the trivial inequality 0
′
nx  0
whereas its closure, clKT (s), does not change if we replace, in υT (s), T by clT . Unfortunately, there
is no simple counterpart of (3) and (4) for KT (s) and KT−s (0n) (e.g., taking T = R and s = 1,
KT (1) =
{
x ∈ R2 : x2 > x1
}
∪ {02} is not related by inclusion with KT−1 (0) = (R × R++) ∪ {02}).
Nonetheless it is easy to see that KT (s) is closed if and only if KT−s (0n) is closed (result implicitly
used in [20]). In fact we only need to observe that a′x  b is a consequence of the system υT (s) if
and only if a′x  b − a′s is a consequence of υT−s (0n), or, equivalently, (a, b) ∈ clKT (s) if and only
if
(
a, b − a′s) ∈ clKT−s (0n). Finally, some elementary algebra shows that (a, b) ∈ KT (s) if and only if(
a, b − a′s) ∈ KT−s (0n), because of (2).
Clearly F is also the solution set of the system
{
a′x  b, (a, b) ∈ C (F)}. There exists a dual relation-
ship between F and C (F), e.g., dim F + dim linC (F) = n and, given another nonempty closed convex
set G, F ⊂ G ⇔ C (G) ⊂ C (F). Consequently,
(0n, 1) + εclBn+1 ⊂ C (F) ⇒ F ⊂ 1
ε
clBn (5)
for all ε ∈ ]0, 1[. In fact, 1
ε
clBn is the solution set of
{
a′x  1
ε
, a ∈ Sn−1
}
, whose characteristic
cone,
cone
{(
a,
1
ε
)
, a ∈ Sn−1; (0n, 1)
}
= cone
{
(εa, 1) , a ∈ Sn−1
}
,
is contained in cone ((0n, 1) + εclBn+1) ⊂ C (F). In that case, F is bounded, i.e., 0+F = {0n}, where
0+F =
{
a′tx  0, t ∈ T
}
. (6)
Given x ∈ F , the set of active indices at x is T (x) := {t ∈ T : a′tx = bt} and the active cone at x is
A (x) := cone {at, t ∈ T (x)} . (7)
It follows that A (x) ⊂ D (F; x)◦ for all x ∈ F . Finally, σ is locally polyhedral (LOP) if A (x)◦ = D (F; x)
for all x ∈ F . In this particular case, given x ∈ F , the normal cone to F at x, NF (x), coincides with
D (F; x)◦ = A (x) and this is a polyhedral convex cone [10, Theorem 5.6 (i)]. Alternatively, when the
characteristic cone of σ is closed, the equality NF (x) = A (x) is also satisfied [10, Theorem 5.3]. If
σ is LOP, then F is quasipolyhedral (i.e., the intersection of F with any polytope is either empty or a
polytope) and, conversely, σ is LOP when F is a full dimensional quasipolyhedral set and σ satisfies
dim A (x) > 0 for all x ∈ bdF [10, Theorems 5.6(ii) and 5.5(ii), respectively]. Some authors call
the quasipolyhedral sets generalized polyhedral sets (observe that the polyhedral convex sets are
quasipolyhedral).
3. Computing the sites
In this section we consider the following inverse problem: given a nonempty closed convex set
F ⊂ Rn and a point s ∈ F , find a set of sites T ⊂ Rn, s ∈ T , such that VT (s) = F . The constructive
proof of the next result provides one solution of this inverse problem, showing that any closed convex
set is the Voronoi cell of any of its points for some closed set of sites.
Theorem 2. Let F be a closed convex set such that s ∈ F ⊂ Rn. Then there exists a closed set T ⊂ Rn,
s ∈ T, such that VT (s) = F.
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Proof. Let s ∈ F ⊂ Rn; suppose that F is a closed convex set, and let F ′ = F − s. Then 0n ∈ F ′
and F ′ is also a closed convex set. Let C
(
F ′
)
be the conic representation of F ′. Obviously, b  0 for all
(a, b) ∈ C (F ′), hence C (F ′) ⊂ Rn × R+. Consider the closed set
T ′ :=
{
t ∈ Rn :
(
t,
‖t‖2
2
)
∈ C
(
F ′
)}
. (8)
By the separation theorem, VT ′ (0n) = F ′ if and only if their conic representations coincide, so we only
need to show that
cl cone
{(
t,
‖t‖2
2
)
, t ∈ T ′; (0n, 1)
}
= C
(
F ′
)
.
In fact, by definition of T ′, and because (0n, 1) ∈ C (F ′) and this is a closed convex cone, we have
cl cone
{(
t,
‖t‖2
2
)
, t ∈ T ′; (0n, 1)
}
= cl cone
{
C
(
F ′
)
∪ {(0n, 1)}
}
= C
(
F ′
)
,
so that VT ′ (0n) = F ′. Finally, from (3),
F − s = F ′ = VT ′ (0n) = VT ′+s (s) − s,
so that the closed set T := T ′ + s satisfies VT (s) = F . 
Example3. Theclosedconvexset F = R2− is theVoronoi cellVR2+ (02)because its conic representation
is R3+. Observe that R2− = VR2+\U (02) for any open set U ⊂ R2+, so that the closed set T in Theorem
2 is not unique. The next result shows that it is impossible to write F = VT (0n) for some finite set T .
Proposition 4. Let F ⊂ Rn be a polyhedral convex set and let s ∈ F. Then there exists a finite set T ⊂ Rn
such that s ∈ T and VT (s) = F if and only if s ∈ intF.
Proof. As in the previous proof, we can consider without loss of generality (w.l.o.g.) that F is a poly-
hedral convex set with s = 0n ∈ F . First, we assume that 0n ∈ intF . Let F = {x ∈ Rn : a′ix  bi, i =
1, . . . ,m}, with ai = 0n, i = 1, . . . ,m. We have bi > 0, i = 1, . . . ,m, because 0n ∈ intF . Let
λi := 2bi‖ai‖2 > 0, i = 1, . . . ,m, and consider the finite set
T := {λiai, i = 1, . . . ,m; 0n} . (9)
Since
(
λiai,
‖λiai‖2
2
)
= λi (ai, bi) , i = 1, . . . ,m, the conic representations of VT (0n) and F coincide,
so that VT (0n) = F .
Conversely, assume that F = VT (0n) for a finite set T such that {0n}  T . Let T \ {0n} =
{t1, . . . , tm}. Then, F =
{
x ∈ Rn : t′i x  ‖ti‖
2
2
, i = 1, . . . ,m
}
and0n ∈ intF because t′i0n < ‖ti‖
2
2
, i =
1, . . . ,m. 
Observe that the set T in (8) is the orthogonal projection on Rn of the intersection of the conic
representation of F , C (F), with the paraboloid xn+1 = 12 ‖(x1, . . . , xn)‖2 whereas the set in (9) is
formedby0n togetherwith theorthogonal projectiononRn of the intersections of the latter paraboloid
with the rays cone {(ai, bi)}, i = 1, . . . ,m.
4. Global properties of Voronoi cells
In this sectionwe consider an arbitrary set of sites T ⊂ Rn and, for a site s, its Voronoi cellVT (s), i.e.,
the solution set of the linear systemυT (s) given in (1). The objective of this section is to get information
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on VT (s) from T or from sets associated with T as simple as possible (preferably not involving limits).
Thus this sectionprovides results involvingT ,CT (s), andclKT (s), in this order. Theequivalence (i)⇔(iv)
in the next proposition is [19, Theorem 3.2.8] when T is discrete and [20, Proposition 4.2] when T is
arbitrary.
Proposition 5. The following statements are equivalent to each other:
(i) VT (s) is bounded.
(ii) [cone (T − s)]◦ = {0n}.
(iii) cone (T − s) = Rn.
(iv) s ∈ intconvT .
Proof. From (6),
0+VT (s) =
{
x ∈ Rn : (t − s)′ x  0, t ∈ T
}
= [cone (T − s)]◦ ,
so that (i)–(iv) are equivalent to 0+VT (s) = {0n}. 
Remark 6. We consider now the problem of obtaining an upper bound for ‖x − s‖ on a bounded
Voronoi cell VT (s). According to (3), we can assume w.l.o.g. that s = 0n. Since 0n ∈ int convT , there
exists a finite set {t1, . . . , tm} ⊂ T , such that 0n ∈ int conv {t1, . . . , tm}. One can get the desired bound
as the maximum, say ρ , of the norm of the extreme points of
G :=
{
x ∈ Rn : tk′x  ‖tk‖
2
2
, k = 1, . . . ,m
}
because VT (0n) ⊂ G (for large m one can appeal to a complete description method for polytopes).
Alternatively, using Fourier elimination, it is possible to write the conic representation of G as follows:
C (G) = cone
{(
tk,
‖tk‖2
2
)
, k = 1, . . . ,m
}
=
{
(x, xn+1) ∈ Rn+1 : c′i x + dixn+1  0, i = 1, . . . , p
}
,
(10)
for some (ci, di) ∈ Rn+1,di < 0, i = 1, . . . , p,p ∈ N. Then thedistance from (0n, 1) to thehyperplane
Hi :=
{
(x, xn+1) ∈ Rn+1 : c′i x + dixn+1 = 0
}
is
d ((0n, 1) ,Hi) = − di√‖ci‖2 + d2i
, i = 1, . . . , p.
Thus, according to (5),
ρ =
⎡
⎣min
⎧⎨
⎩− di√‖ci‖2 + d2i
, i = 1, . . . , p
⎫⎬
⎭
⎤
⎦−1 .
Example 7. Let T =
{(
k − 1, 1 − 1
k
)
,
(
−k − 1,−1 + 1
k
)
, k ∈ N
}
(set inspired in [20, Figure 6]). It
is easy to see that 02 ∈ int conv {t1, t2, t3}, where t1 =
(
2 − 1, 1 − 1
2
)
, t2 =
(
−2 − 1,−1 + 1
2
)
, and
t3 =
(
10 − 1, 1 − 1
10
)
. The extreme points of G are
(
− 21
8
, 13
2
)
,
(
221
40
,− 49
5
)
, and
(
547
40
,− 913
10
)
, whose
norm is ρ = 92.32. Alternatively, the inequalities in (10) are 547x1 − 3652x2 − 40x3  0, 221x1 −
392x2 − 40x3  0, and −21x1 + 52x2 − 8x3  0, so that we get again ρ =
(
1.08314 × 10−2
)−1 =
92.32.
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The following result is [20, Corollary3.5] proved in adifferentwayand it gives anecessary condition,
in terms of T , for VT (s) to be a polyhedral convex set. This condition is of no use when n = 2 because
any closed convex cone inR2 is polyhedral, i.e., finitely generated.Moreover, it is not sufficient because,
by Proposition 5, cone (T − s) = Rn for any bounded Voronoi cell, even in case that VT (s) is not a
polytope.
Proposition 8. If VT (s) is a polyhedral convex set, then cl cone (T − s) is finitely generated.
Proof. Let VT (s) be a polyhedral convex set. From (3), VT−s (0n) is also a polyhedral convex set. Then,
we can write
clKT−s (0n) = cone
{(
zi, αi
)
, i = 1, . . . ,m; (0n, 1)
}
,
for some zi ∈ Rn, αi ∈ R, i = 1, . . . ,m (see Table 1, Eq. (2) below). Hence, given t ∈ T , it holds that(
t − s, ‖t−s‖2
2
)
∈ clKT−s (0n), consequently the orthogonal projection on the hyperplane xn+1 = 0
yields t − s ∈ cone
{
zi, i = 1, . . . ,m
}
. Thus, T − s ⊂ cone
{
zi, i = 1, . . . ,m
}
. Taking conical convex
hulls and closures on the latter inclusion we get
cl cone (T − s) ⊂ cone
{
zi, i = 1, . . . ,m
}
. (11)
On the other hand, given i ∈ {1, . . . ,m},
(
zi, αi
)
∈ clKT−s (0n) means that we can write
(
zi, αi
)
= lim
k
⎧⎨
⎩
∑
t∈Tk
λkt
(
t − s, ‖t − s‖
2
2
)
+ μk (0n, 1)
⎫⎬
⎭ , (12)
for some Tk ⊂ T , Tk finite, λkt ∈ R+ for all t ∈ Tk , and μk ∈ R+, k ∈ N. From (12) we get
zi = limk
{∑
t∈TK λkt (t − s)
}
∈ cl cone (T − s). Hence, the reverse inclusion of (11) also holds, so that
cl cone (T − s) is finitely generated. 
Example 9. We cannot replace cl cone (T − s) by just cone (T − s) in Proposition 8. In fact, consider
the closed set
T =
{
(t1, t2) ∈ R2+ : t21  t2 
√
t1
}
.
Then VT (02) = R2− is a polyhedral convex set although coneT = {02}∪R2++ is not finitely generated.
Nevertheless, cl coneT = R2+ is finitely generated.
The next two propositions give conditions, in terms of the tangential cone CT (s), for VT (s) = {s}
and for s ∈ intVT (s).
Proposition 10. Let CT (s) be the tangential cone of T at s ∈ T. Then:
(i) VT (s) ⊂ s + (coneCT (s))◦.
(ii) If CT (s) ∩ (−CT (s)) = {0n}, then dim VT (s)  n − 1.
(iii) If coneCT (s) = Rn, then VT (s) = {s}.
(iv) If VT (s) = {s}, then there is no hyperplane supporting T at s.
Proof
(i) Let d ∈ CT (s) and let {tk} ⊂ T and {λk} ⊂ R++ be such that tk → s, λk → +∞, and
λk (tk − s) → d. We have ‖tk − s‖ → 0 and ‖λk (tk − s)‖ → ‖d‖, so that λk ‖tk − s‖2 → 0.
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Table 1
Geometry of cells via characteristic cones.
Eq. VT (s) clKT (s)
1 {s} Halfspace
2 Polyhedral convex set Polyhedral
3 Linear subspace Its pointed cone is cone {(0n, 1)}
4 Full-dimensional closed convex set Pointed cone
5 Compact convex set (0n, 1) in its interior
6 Polytope Polyhedral and (0n, 1) in its interior
7 Sum of compact convex set with linear subspace (0n, 1) in its relative interior
8 Sum of compact convex set with closed convex cone There exist two closed convex cones C ⊂ Rn+1 and
L ⊂ Rn such that KT (s) = C∩ (L × R), (0n,−1) /∈ C
and (0n, 1) ∈ intC
9 k-Simplex, i.e., the convexhull of k+1 affinely independent
points
(0n, 1) ∈ intKT (s), dim lin clKT (s) = n − k, and the
pointed cone of clKT (s) has k + 1 extreme rays
10 k-Sandwich, i.e., the convex hull of the union of a pair of
parallel affine manifolds of dimension k − 1
clKT (s) = C + W , where C is a pointed closed
convex cone and W is a linear subspace such that
dim C = 2, dimW = n − k, (0n, 1) ∈ rintC , and
C ∩ (W + span {(0n, 1)}) = cone {(0n, 1)}
11 Parallelotope, i.e., the sum of n segments whose directions
form a basis of Rn
clKT (s) = cone
{(
ai
αi
)
, i ∈ I; −
(
ai
βi
)
, i ∈ I;
(
0n
1
)}
,
with I = {1, . . . , n}, {ai, i ∈ I} linearly independent,
and αi < βi for i ∈ I
Let x ∈ VT (s)andk ∈ N. From(3),wehave x−s ∈ VT−s (0n). Then, (tk − s)′ (x − s)  ‖tk−s‖22
and so λk (tk − s)′ (x − s)  λk‖tk−s‖22 . Taking limits as k → ∞ we get d′ (x − s)  0. Hence,
x − s ∈ (coneCT (s))◦. Therefore VT (s) ⊂ s + (coneCT (s))◦.
(ii) Let d ∈ CT (s) ∩ (−CT (s)), d = 0n. Then,±d ∈ CT (s) and so
(coneCT (s))
◦ ⊂
{
x ∈ Rn : d′x = 0
}
.
By virtue of (i), we obtain VT (s) ⊂ s + {x ∈ Rn : d′x = 0}.
(iii) From (i) we get VT (s) ⊂ s + (Rn)◦ = {s}.
(iv) Let a ∈ Rn \ {0n} be such that a′ (t − s)  0 for all t ∈ T . Then (t − s)′ a  ‖t−s‖22 for any
t ∈ T , which yields 0n = a ∈ VT−s (0n). Thus, by (3), we have s = s + a ∈ VT (s). 
Remark 11. When CT (s) ∩ (−CT (s)) = {0n}, it is easy to obtain a linear representation of VT (s) in
n − 1 variables. In fact, let 0n = d ∈ CT (s) ∩ (−CT (s)). We can assume w.l.o.g. that dn = 0. Since
VT (s) − s ⊂ {x ∈ Rn : d′x = 0}, we have that x ∈ VT (s) if and only if ∑ni=1 di (xi − si) = 0 and
(x1, . . . , xn−1) is a solution of the linear semi-infinite system⎧⎨
⎩
n−1∑
i=1
[
(ti − si) − di
dn
(tn − sn)
]′
(xi − si)  1
2
n∑
i=1
(ti − si)2 , t = (t1, . . . , tn) ∈ T
⎫⎬
⎭ .
The next examples show that the inclusion in the statement (i) of Proposition 10 can be strict
whereas the converse statements of (iii) and (iv) can fail.
Example 12. Let T =
{
t ∈ R2 : |t2|  |t1| 32
}
. Since the derivative at 0 of the function h (x) := |x| 32
is 0, the tangential directions for T at 02 are the multiples of (1, 0), i.e., CT (02) = span {(1, 0)}. Thus,
coneCT (02) = CT (02) is a proper linear subspace ofR2. On the other hand, given b > 0, the distance
from (0, b) to T is less than its distance to 02. In fact,
{
(x, h (x)) ∈ R2 : 0 < |x| < r
}
⊂ (0, b) + bB2,
where r < b is theuniquepositive rootofx6+2x5+x4−4b2x3 = 0 (equivalentlyx (x + 1)2−4b2 = 0).
Thus, any point of the line x1 = 0 is closer to the graph of h than it is to 02, and the same is true for
any point in the epigraph of h different of 02. Hence, coneCT (02) = span {(1, 0)} and VT (02) = {02},
so that VT (02)  (coneCT (02))◦ = span {(0, 1)}, and coneCT (02) = R2. This implies that there is
no hyperplane supporting T at 02.
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Example 13. If T = {0n,±e1, . . . ,±en}, then there is nohyperplane supporting T at 0n, butVT (0n) ={0n}. In this case, CT (0n) = {0n}.
Proposition 14. The following statements are equivalent:
(i) s ∈ intVT (s).
(ii) s is an isolated point of T.
(iii) CT (s) = {0n}.
Proof. [(i)⇒(ii)] Assume that s ∈ intVT (s). Then there exists ε > 0 such that s+ εBn ⊂ VT (s). Since
VT (s) ∩ T = {s}, (s + εBn) ∩ (T \ {s}) = ∅ and s is an isolated point of T .
[(ii)⇒(i)] Assume that s is an isolated point of T and let (s + εBn) ∩ (T \ {s}) = ∅, with ε > 0. Then
s + ε
2
Bn ⊂ VT (s).
[(ii)⇒(iii)] It is trivial.
[(iii)⇒(ii)] If s is not an isolated point of T, there exists a sequence {tk} ⊂ T \ {s} such that tk → s.
Assuming that
(tk − s)
‖tk − s‖ → d, we have d ∈ CT (s), with ‖d‖ = 1. 
Table 1 characterizes some desirable geometric properties of VT (s) in terms of the corresponding
properties of clKT (s) (the proofs can be found in [10, Theorem 5.13, 9, 8, 7, Proposition 18]. “Eq.” stands
for “Equivalence Property”. Observe that the only set associated with T providing a characterization of
VT (s) = {s} is clKT (s) (see Eq. (1)).
The expression of clKT (s), s ∈ T ,
clKT (s) = cl cone
{(
t − s, ‖t‖
2 − ‖s‖2
2
)
: t ∈ T; (0n, 1)
}
,
can be simplified by elimination of either the generator (0n, 1) or the operator “cl” (observe that, when
KT (s) is closed, y ∈ bdVT (s) if and only if there exists t ∈ T \ {s} such that d (y, t) = d (y, s) by [9,
Theorem 4.1]. The next result shows that these eliminations are possible when T is unbounded and
when T \ {s} is closed, respectively.
Proposition 15. Given s ∈ T, the following statements are true:
(i) If T is unbounded, then
clKT (s) = cl cone
{(
t − s, ‖t‖
2 − ‖s‖2
2
)
: t ∈ T
}
.
(ii) If KT (s) is closed, then s is isolated in T. The converse statement holds when T is closed.
Proof. We denote T ′ := T \ {s}.
(i) Let {tk} ⊂ T ′ be such that ‖tk‖ → +∞. Then,
(0n, 1) ∈ cl cone
{(
t − s, ‖t‖
2 − ‖s‖2
2
)
: t ∈ T
}
because 2 ‖tk − s‖−2
(
tk − s, ‖tk‖2−‖s‖22
)
→ (0n, 1).
(ii) Assume that KT (s) is closed. By [10, Theorem 5.3], this condition guarantees the equality be-
tween the normal cone and the active cone at any point. Then, since the unique active index of
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υT (s) at s is the same s, the cone of feasible directions D (VT (s) ; s) satisfies
clD (VT (s) ; s) = D (VT (s) ; s)◦◦ = A (s)◦ = {0n}◦ = Rn.
Hence D (VT (s) ; s) = Rn and, so, s ∈ intVT (s). The conclusion follows from Proposition 14.
For the converse, recall that KT (s) is closed if and only if KT−s (0n) is closed. Since s is an isolated
point of the set T if and only if 0n is an isolated point of the set T−s, and this last set is closedwhenever
T is closed, we will assume w.l.o.g. that s = 0n. Hence we only need to show that the cone
K = cone
{(
t,
‖t‖2
2
)
, t ∈ T ′; (0n, 1)
}
= cone
{
2
‖t‖2
(
t,
‖t‖2
2
)
, t ∈ T ′; (0n, 1)
}
⊂ Rn+1
is closed. Let
B :=
{
2
‖t‖2
(
t,
‖t‖2
2
)
, t ∈ T ′; (0n, 1)
}
,
a subset of thehyperplane xn+1 = 1.B is boundedbecause 0n is isolated in T , and clearly 0n+1 /∈ convB.
Proving that B is closed, we can conclude that K = R+convB is closed as well. Let {tk} be any sequence
in T ′ such that
{
2
‖tk‖2
(
tk,
‖tk‖2
2
)}
converges to some (z, zn+1) in Rn+1. It follows immediately that
zn+1 = 1. If {tk} is unbounded, then z = 0n and so (z, zn+1) = (0n, 1) ∈ B. In the case that {tk} is
bounded, we may assume w.l.o.g. that it converges to some non-null t ∈ T , because T is closed and 0n
is isolated in T . Then
(z, zn+1) = lim
k→∞
2
‖tk‖2
(
tk,
‖tk‖2
2
)
= 2∥∥t∥∥2
(
t,
∥∥t∥∥2
2
)
∈ B.
Therefore B is closed, which completes the proof. 
Taking n = 1, T = {0} ∪ ]1,+∞[ and s = 0 (isolated in T), we have a nonclosed characteristic
cone KT (s).
Table 2 illustrates each type of Voronoi cell listed in Table 1. In all cases s = 0n.
Table 2
Examples for the geometry of cells via characteristic cones.
Eq. T VT (0n) =
{
x ∈ Rn : t′x  ‖t‖2
2
, t ∈ T
}
1 R2 {02}
2 R2+ R2−
3 span {(1, 0)}
{
x ∈ R2 : x1 = 0
}
4 R2+ R2−
5 {02} ∪
{
t ∈ R2 : ‖t‖ = 1
}
1
2
clB2
6 {02} ∪ ({−1, 1} × (Z\ {0})) conv {(±1, 0) , (0,±1)}
7 {03} ∪
{
(t1, t2, 0) ∈ R3 : ‖(t1, t2)‖ = 1
}
1
2
clB2 × {0} + span {(02, 1)}
8 {02} ∪ ({±1} × R+)
{
x ∈ R2 : 2 |x1| + x22  1
}
+ cone {(0,−1)}
9 {02, (0,−1)} ∪ {(2z + 1, 1) , z ∈ Z} conv
{(
± 3
2
,− 1
2
)
, (0, 1)
}
10 Z×{0}
[
− 1
2
, 1
2
]
× R
11 {02} ∪ ({−1, 1} × (Z\ {0})) conv {(±1, 0) , (0,±1)}
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5. Voronoi cells of special sets
In this section we consider the special cases in which the set of sites T is a curve, or a closed convex
set, or a discrete set.
Proposition 16. Let T = f (I), where I is an interval in R and f : I → Rn is a nonconstant continuous
function. The following statements hold for s ∈ T:
(i) s ∈ bdVT (s), CT (s) = {0n}, and KT (s) is nonclosed.
(ii) If f is differentiable at z0 ∈ intI, with f (z0) = s, then span
{(
df
dz
)
z0
}
⊂ CT (s) and
VT (s) ⊂
{
x ∈ Rn :
(
df
dz
)
z0
(x − s) = 0
}
. (13)
Thus, dim VT (s)  n − 1 whenever
(
df
dz
)
z0
= 0n.
(iii) If I is compact, and f is differentiable at z0 ∈ intI with f−1 (s) = {z0} and
(
df
dz
)
z0
= 0n, then
CT (s) = span
{(
df
dz
)
z0
}
.
Proof. (i) Let z0 ∈ I be such that f (z0) = s. By the continuity of f at z0, s ∈ accT (we are assuming
that T is not a singleton set). Then, Proposition 14 yields s ∈ bdVT (s) and CT (s) = {0n}, whereas
Proposition 15(ii) shows that KT (s) is nonclosed.
(ii) Take a sequence {zk}k∈N ⊂ I such that zk > z0 for all k ∈ N and zk → z0. Let tk := f (zk) ∈ T
and λk := 1zk−z0 > 0, k ∈ N. By the differentiability assumption,
(
df
dz
)
z0
= lim
k
f (zk) − f (z0)
zk − z0 = limk (λk (tk − s)) ,
so that
(
df
dz
)
z0
∈ CT (s). The proof of −
(
df
dz
)
z0
∈ CT (s) is similar, just taking {zk}k∈N ⊂ I such
that zk < z0 for all k ∈ N. So, span
{(
df
dz
)
z0
}
⊂ CT (s) and, by statement (i) in Proposition 10, we
obtain (13).
(iii) We must show that CT (s) ⊂ span
{(
df
dz
)
z0
}
. Let 0n = d = limk (λk (tk − s)), with {tk} ⊂ T
such that tk → s and {λk} ⊂ R++ such that λk → +∞. Let {zk} ⊂ I be such that f (zk) = tk for
all k ∈ N. By the compactness of I, we can assume w.l.o.g. that {zk} is convergent to some z ∈ I. The
continuity of f yields z ∈ f−1 (s) = {z0} and so z = z0. Thus, zk → z0.
If zk = z0 for sufficiently large k, then λk (tk − s) = 0n for sufficiently large k, in contradiction
with limk (λk (tk − s)) = d = 0n. Thus there exists a subsequence {zkr } such that zkr = z0 for all k.
We can assume w.l.o.g. that zk > z0 for all k ∈ N. Since limk (λk (tk − s)) = d = 0n and
(
df
dz
)
z0
= lim
k
f (zk) − f (z0)
zk − z0 = limk
λk (tk − s)
λk (zk − z0) ,
there exists α ∈ R++ such that limk λk (zk − z0) = α. Then,
d = α
(
df
dz
)
z0
∈ span
{(
df
dz
)
z0
}
. 
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Observe that, under the assumptions of Proposition 16(ii), n = 2 implies dim VT (s)  1, and so
VT (s) is a polyhedral convex set. The existence of singularities for the algebraic curves, where CT (s)
is the union of at least two lines, shows the necessity of the assumption f−1 (s) = {z0} in statement
(iii). The next example shows that the assumption
(
df
dz
)
z0
= 0n is not superfluous in (ii) and (iii).
Example 17. Let n = 2, I = [−1, 1], m  2, and f (z) =
(
−z2m, 0
)
if −1  z  0 and f (z) =(
0,−z2m
)
if 0 < z  1. Then f ∈ C2m−1 ([−1, 1]), T = [02,−e1] ∪ [02,−e2], f−1 (02) = 0, but
dim VT (02) = dimR2+ = 2 and
CT (0n) = R+ {−e1,−e2}  span
{(
df
dz
)
0
}
= {02} .
Now,weconsider thecase inwhichT is a closedconvexset. In this event, given s ∈ T , cone (T − s) =
D (T; s) ,whose closure and polar cone are CT (s) andNT (s), respectively (all these cones being finitely
generated when T is quasipolyhedral).
In general, given an arbitrary set T , wemay consider the associated set-valuedmapping that assigns
to each element of the Euclidean space the set of the nearest points in T . In this way, the Voronoi cells
are the preimages of the elements of T by this metric projection. Moreover, when T is a nonempty
closed convex set, for any x ∈ Rn, there exists a unique site s ∈ T such that
d (x, s) = inf
t∈Td (x, t) ,
and, therefore, Vor(T) is a partition of Rn.
Proposition 18. If T is a convex set and s ∈ T, then VT (s) = s + NT (s). In particular, if T is an affine
manifold, then VT (s) = s + (T − s)⊥.
Proof. We can assume w.l.o.g. s ∈ bdT (otherwise, VT (s) = {s} and NT (s) = {0n}). Recall that
NT (s) := {x ∈ Rn : (t − s)′ x  0, t ∈ T}.
In view of (3), VT (s)− s = VT−s (0n), so it is enough to show thatNT (s) = VT−s (0n). The inclusion
NT (s) ⊂ VT−s (0n) is trivial because (t − s)′ x  0  ‖t−s‖22 for all t ∈ T . For the reverse inclusion,
take x ∈ VT−s (0n) and an arbitrary t ∈ T . By convexity of T , s + λ (t − s) ∈ T for all λ ∈ ]0, 1[.
Then [λ (t − s)]′ x  ‖λ(t−s)‖2
2
for all λ ∈ ]0, 1[. Dividing by λ and taking limits as λ ↘ 0 we get
(t − s)′ x  0 for all t ∈ T , i.e., x ∈ NT (s). Thus, VT (s) = s + NT (s). Moreover, NT (s) = (T − s)⊥
whenever T is an affine manifold. 
Corollary 19. Let D be a closed convex set and p /∈ D. Let T = D∪{p} and E = {t ∈ D : ]p, t[ ∩ D = ∅}∪
{p}. Then,
VT (s) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
s + ND (s) , if s /∈ E,
VE (p) , if s = p,
(s + ND (s)) \ intVE (p) , if s ∈ E \ {p} .
Proof. Let s /∈ E and λ ∈ ]0, 1[ such that q = s + λ (p − s) ∈ D. Since λ (p − s)′ x = (q − s)′ x 
‖q − s‖2
2
for all x ∈ VD−s (0n), we have
(p − s)′ x  ‖q − s‖
2
2λ
= λ ‖p − s‖
2
2
<
‖p − s‖2
2
(14)
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for all x ∈ VD−s (0n). Hence, VT−s (0n) = VD−s (0n). We obtain the conclusion applying (3) and
Proposition 18.
Now, take s = p ∈ E and let t ∈ D \ E. Then, ]p, t[ ∩ D = ∅ and, since D is a closed convex set and
p /∈ D, there exists q ∈ ]p, t[∩E. Letλ ∈ ]0, 1[ such that q = p+λ (t − p). Then, for all x ∈ VE−p (0n),
we have that λ
(
t − p)′ x = (q − p)′ x  ‖q − p‖2
2
and, as in (14),
(
t − p)′ x <
∥∥t − p∥∥2
2
. Therefore,
every x ∈ VE−p (0n) satisfies (t − p)′ x  ‖t − p‖
2
2
for all t ∈ D \ E, so VE−p (0n) = VT−p (0n).
Finally, for the last case, we consider the interior of VT (p) = VE (p). Since D is a closed convex set
and p /∈ D, p is an isolated point of the closed set T and, by Proposition 15(ii), KT (p) is closed. By the
characterization of bdVT (p) when KT (p) is closed, we have that
intVT (p) =
{
x ∈ Rn : (t − p)′ x < ‖t‖
2 − ‖p‖2
2
, t ∈ T \ {p}
}
. (15)
Now, take an arbitrary s ∈ E \ {p} ⊂ D. As D ⊂ T , it is obvious that VT (s) ⊂ VD (s). More-
over, every x ∈ VT (s) satisfies the inequality (s − p)′ x  ‖s‖
2 − ‖p‖2
2
and, taking into account
(15), x /∈ intVT (p). Conversely, if x ∈ VD (s) \ intVT (p), then there exists q ∈ T {p} = D such
that (p − q)′ x  ‖p‖
2 − ‖q‖2
2
and (q − s)′ x  ‖q‖
2 − ‖s‖2
2
. Adding both inequalities, we obtain
(p − s)′ x  ‖p‖
2 − ‖s‖2
2
, so x ∈ VT (s). 
Corollary 20. If T is quasipolyhedral and s ∈ T, then VT (s) − s is a finitely generated cone.
Proof. Since T is a closed convex set, VT (s) = s + NT (s). Moreover, by [1, Corollary 4.1], T admits
a LOP representation σ and NT (s) coincides with D (T; s)◦ = A (s) that is a polyhedral convex cone
(A (s) denotes here the active cone at s for σ ). 
Finally, we analyze the special case of accT = ∅. First we will find the accumulation points of the
set A, which is the projection ontoSn of the non-null vectors of the coefficients of the systemυT−s(0n),
A :=
⎧⎨
⎩
∥∥∥∥∥
(
t − s, ‖t − s‖
2
2
)∥∥∥∥∥
−1 (
t − s, ‖t − s‖
2
2
)
: t ∈ T \ {s}
⎫⎬
⎭ . (16)
Lemma 21. If accT = ∅, then accA ⊂ {(0n, 1)}. Moreover, the system υT−s(0n) is LOP.
Proof. Assume that A is infinite. The compactness ofSn implies accA = ∅. Suppose that (a, b) ∈ accA,
and take a sequence⎧⎨
⎩
∥∥∥∥∥
(
tk − s, ‖tk − s‖
2
2
)∥∥∥∥∥
−1 (
tk − s, ‖tk − s‖
2
2
)⎫⎬
⎭
of infinite distinct points in A converging to (a, b). Then the t′ks are all different and we may assume
w.l.o.g. that ‖tk − s‖ → ∞, because accT = ∅. Thus∥∥∥∥∥
(
tk − s, ‖tk − s‖
2
2
)∥∥∥∥∥
−1
(tk − s) = 2(
4 + ‖tk − s‖2
)1/2 tk − s‖tk − s‖ → 0n,
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and ∥∥∥∥∥
(
tk − s, ‖tk − s‖
2
2
)∥∥∥∥∥
−1 ‖tk − s‖2
2
= ‖tk − s‖(
4 + ‖tk − s‖2
)1/2 → 1,
so that (a, b) = (0n, 1). Finally, we can conclude that υT−s(0n) is LOP by [1, Theorem 2.2], because
υT−s(0n) is consistent while υT−s(0n) ∪ {0′nx = 1} is not. 
Statements (ii), (iii), and (iv) in Theorem 22 below are [11, Proposition 32.1, 19, Theorems 3.4.9 and
3.4.15] (or [20, Section 3]) and [19, Theorem3.2.8] (or [20, Proposition 4.2]), respectively. Almost all the
proofs are included for two reasons: the sake of completeness and the simplicity of their arguments,
which are straightforward consequences of previous results in this paper.
Theorem 22. Let T be such that accT = ∅ and s ∈ T. Then the following statements hold:
(i) KT (s) is closed.
(ii) VT (s) is a quasipolyhedral set.
(iii) VT (s) is a polyhedral convex set if and only if cone (T − s) is finitely generated.
(iv) VT (s) is a polytope if and only if s ∈ intconvT.
Proof. Assume that accT = ∅.
(i) accT = ∅ implies that s is isolated in T and that T is closed. Hence Proposition 15 (ii) applies to
give the closedness of the cone KT (s).
(ii) By Lemma 21, υT−s(0n) is LOP, which implies that VT−s (0n) is a quasipolyhedral set, and, by
(3), VT (s) is also quasipolyhedral.
(iii) By (i), the cone KT−s (0n) is closed (because acc (T − s) = ∅), so if VT (s) is a polyhedral convex
set then the proof of Proposition 8 can bemodified taking into account that
(
zi, αi
)
∈ KT−s (0n)
(which implies that zi ∈ cone (T − s)) to conclude that cone (T − s) is finitely generated. The
converse is [20, Corollary 3.3] (also Theorem 3.4.15 in [19]).
(iv) If VT (s) is a polytope, then s ∈ intconvT by Proposition 5. Conversely, if s ∈ int convT , then
VT (s) is bounded. Since by (ii), it is quasipolyhedral, we conclude that VT (s) is a
polytope. 
Marchi et al. [15] called p-systems those consistent systems that satisfy the following property: if
the set A in (16) is the projection onto the unit sphere Sn of the non-null vectors of the coefficients of
the system, then a′x < b for all (a, b) ∈ accA, and for all feasible points x. By Lemma 21, υT−s (0n)
satisfies this condition whenever accT = ∅. In that case, the constructive proof of the next result
shows the way to obtain a finite subsystem of υT (s) representing VT (s) whenever it is a polytope.
Theorem 23. Let T ⊂ Rn be an infinite set such that accT = ∅ and let s ∈ int convT. Then, there
exists some finite subset T0 of T such that VT0 (s) = VT (s). Moreover, if VT (s) ⊂ s + ρBn, ρ > 0, then
VT (s) = VT0 (s), where
T0 = {t ∈ T : ‖t − s‖  2 (1 + nρ)} .
Proof. Since s ∈ int convT , by Proposition 5, VT (s) is bounded. Let A be as in (16). By Lemma 21,
accA ⊂ {(0n, 1)}, so υT−s (0n) is a p-system, and Theorem 3.5 in [15] gives the first statement. Let
ρ > 0 be such that VT (s) ⊂ s + ρBn. Then, applying (3), VT−s (0n) ⊂ ρBn.
First, we show that any scalar δ such that 0 < δ < 1
1+nρ satisfies
cl (δBn × ]1 − δ, 1 + δ[) ⊂ intKT−s (0n) . (17)
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Let γ := 1
1+nρ . If x ∈ VT−s (0n), then |xi|  ‖x‖ < ρ , i = 1, . . . , n, so that
∑n
i=1 |xi| < nρ = 1γ − 1.
Thus,
VT−s (0n) ⊂
{
x ∈ Rn : ±x1 ± · · · ± xn  1
γ
− 1
}
. (18)
Taking conic representations in both members of (18), we get the reverse inclusion:
cone
{(
±1, . . . ,±1, 1
γ
− 1
)
, (0n, 1)
}
⊂ clKT−s (0n) .
Then,
cl (γ Bn × ]1 − γ, 1 + γ [) ⊂ [−γ, γ ]n × [1 − γ, 1 + γ ]
⊂ cone {(±γ, . . . ,±γ, 1 ± γ )}
= cone
{(
±1, . . . ,±1, 1
γ
± 1
)
, (0n, 1)
}
= cone
{(
±1, . . . ,±1, 1
γ
− 1
)
, (0n, 1)
}
⊂ clKT−s (0n) .
(19)
Taking interiors in (19) we get (17) because δ < γ implies
δBn × ]1 − δ, 1 + δ[ ⊂ γ Bn × ]1 − γ, 1 + γ [ ⊂ intKT−s (0n) .
Now we will show that ‖t − s‖ > 2
δ
, for t ∈ T , implies
2
‖t − s‖
√
4 + ‖t − s‖2
(
t − s, ‖t − s‖
2
2
)
∈ δBn × ]1 − δ, 1 + δ[ . (20)
In fact,
2(t−s)
‖t−s‖
√
4+‖t−s‖2 ∈ δBn because∥∥∥∥∥∥
2 (t − s)
‖t − s‖
√
4 + ‖t − s‖2
∥∥∥∥∥∥ =
2√
4 + ‖t − s‖2
<
2√
4 + 4/δ2
= δ√
δ2 + 1 < δ.
On the other hand,
2
‖t − s‖
√
4 + ‖t − s‖2
‖t − s‖2
2
= ‖t − s‖√
4 + ‖t − s‖2
< 1 < 1 + δ,
and (after some algebra)
‖t − s‖√
4 + ‖t − s‖2
> 1 − δ ⇐⇒ ‖t − s‖2 > 4 (1 − δ)
2
δ (2 − δ) .
Then, since 0 < δ < 1, we have 1
δ2
> (1−δ)
2
δ(2−δ) and so
‖t − s‖√
4 + ‖t − s‖2
> 1 − δ,
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which proves that (20) holds. This fact, together with Lemma 3.4 in [15] (applied to the so-called
reduced system of υT−s (0n)), yields that VT−s (0n) is the feasible set of the subsystem of υT−s (0n){
(t − s)′ x  ‖t − s‖
2
2
, t ∈ T, ‖t − s‖  2
δ
}
,
whose index set,
{
t ∈ T : ‖t − s‖  2
δ
}
, is finite because accT = ∅. 
Let us illustrate the previous result with Example 7, where we have found that ρ = 92.32, so that
VT (0n) =
{
x ∈ Rn : t′x  ‖t‖
2
2
, t ∈ T, ‖t‖  371.28
}
.
6. Conclusions on Voronoi diagrams
In Section 2 we have given arguments for focussing our analysis on Voronoi cells w.r.t. closed sets
T ⊂ Rn : 1st, VT (s) = VclT (s) for any s ∈ T; 2nd, the Voronoi diagram, Vor (T), is a tesselation of Rn
if and only if T is closed. We pay particular attention to curves, closed convex sets and discrete sets.
Section 3 shows that, given a closed convex set F and an element s ∈ F , F is the Voronoi cell of the
closed set
T :=
{
t ∈ Rn :
(
t − s, ‖t − s‖
2
2
)
∈ C (F − s)
}
,
where C (F − s) is the conic representation of F − s. Another formula allows to compute a finite set
T such that VT (s) coincides with a given polyhedral convex set F such that s ∈ intF . It is easy to
prove that, given a closed convex cone F with apex s, F = VT (s) for T := s + (F − s)◦, and it is not
difficult to find a plane curve T such that VT (s) = F when F ⊂ R2 is a given one dimensional closed
convex set. However, the problem of constructing a discrete set T , s ∈ T , such that VT (s) = F for a
given quasipolyhedral set F containing s remains open. Concerning the inverse problem for Voronoi
diagrams, methods are known for constructing a finite set T such that Vor (T) = V , where V is a given
tesselation of Rn formed by polyhedral sets [14], but no method is still available for other types of
tesselations, e.g., those formed by infinitely many sets.
By assuming that T ⊂ Rn is a closed given set, in Sections 4 and 5 we have been able to prove
several properties of theVoronoi cellsVT (s) that allowus todraw the following conclusions onVoronoi
diagrams Vor (T):
• Vor (T) is formed by bounded sets if and only if T ⊂ intconvT . A necessary condition for Vor (T)
to be formed by bounded sets is that no hyperplane supports convT at the points of T (otherwise,
if a′ (x − s)  0 for all x ∈ convT , a = 0n, then {s + λa : λ} ⊂ VT (s)).• Vor (T) is formed by neighborhoods of the sites if and only if T is formed by isolated points, e.g.,
when accT = ∅. In this event, Vor (T) is formed by quasipolyhedral sets, and it is formed by
polyhedral convex sets if and only if cone (T − t) is finitely generated for all t ∈ T (e.g., when T is
contained in some line).
• Vor (T) is formed by closed convex cones translated to the points of T when T is a closed convex
set; in that case, Vor (T) is a partition of Rn because VT (s) is the inverse image of s through the
Euclidean projection on T , and this projection is Lipschitz continuous. In the particular case that
T is an affine manifold, VT (s) = s + (T − T)⊥ for all s ∈ T , so that Vor (T) is a bunch of affine
manifolds orthogonal to T .
• Vor (T) is formed by closed convex sets orthogonal to T when T is the image of a continuously
differentiable function of a single variable whose derivative does not vanish.
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