Mobile Ad-hoc Networks (MANET) are becoming increasingly popular because of their ability to self-organize a set of nodes into a network without needing a pre-established network infrastructure [12] . A MANET permits a mobile node to access other nodes that are not within its direct transmission range. This is accomplished using a multi-hop route through intermediate nodes which means that each node in a MANET needs to act as a router as well. Existing location-aided routing protocols are strongly dependent on the existence of a location management system to enable the storage, distribution, query, and update of the nodes' location information. The routing protocols and the location management systems are generally treated as disjoint subsystems. Typically a location query precedes the actual data transfer. A problem with this approach is that the location query takes time to complete. Not only will this add to the routing delay, the location information obtained may be out-of-date by the time and even during the actual data transfer. Thus an integrated approach that This is the Pre-Published Version 2 combines routing with location query is desirable.
[13] [15] [24] . In these algorithms, the destination's location information is used to restrict packet forwarding to within a small region, thus improving efficiency and overhead compared to flooding. The location-aided routing algorithms obtain the destination's location using a location management system which is typically disjoint from the routing mechanism.
Designing efficient, scalable location management systems has attracted considerable attention in recent years [6] [9] [16] [23] . In all of these schemes, location query precedes the actual data routing. As mentioned, this will increase the delay time for small data transfers, and it is possible that the location information becomes outdated by the time the actual data transfer is initiated.
This problem has been noted by other researchers. In particular, the EASE system [8] tries to overcome this problem by requiring each mobile node to record the last node it has encountered. The packets are routed toward the destination using the information from these records. However, EASE relies on mobility diffusion to work, which means it will fail to route the packets when node mobility is low, thus hampering its generality.
In wired networks, the landmark routing approach [25] creates a hierarchy of overlays on top of the underlay network. A few nodes are selected recursively to represent a group of nodes at various levels depending on the radius of the area. The predefined hierarchical address of each node reflects its position within the hierarchy and helps find a route to it. Each node knows the routes to all the nodes within its hierarchical partition. Moreover, each node knows the routes to various landmarks at different hierarchical levels. Packet forwarding is consistent with the landmark hierarchy and the path is gradually refined from the top level hierarchy to lower levels as a packet approaches its destination. The idea of hierarchical landmark routing is also used in the context of ad-hoc networks [21] . However, the approach is a direct transplantation from wired networks and no location information is used to guide packet routing.
Two major ideas that underpin our approach is the use of Delaunay triangulation and Bloom filters. Unlike other Delaunay-based schemes [17] , our system does not require the Delaunay triangulation to be computed since a mobile node can easily determine the nearest server by the beacon packets sent from the servers. Moreover, our use of Bloom filters is inspired by the IP address system in the Internet. The first part of each IP address determines the subnet to which the IP address belongs. When a packet arrives at a router, the router only needs to look up its routing table for the subnet address of the destination. Therefore, all packets destined to a subnet can go along the same path directed by the same subnet address. Although this hierarchical routing is efficient for the Internet, it cannot be directly transplanted for use in the ad-hoc network environment. The major problem is that in an ad-hoc network, the nodes within the same virtual zone do not have the same IP address prefix as in the Internet. This problem is solved in our proposed system using Bloom Filters (see Section 3).
The integrated location management and routing system
Our integrated location management and routing approach is designed to:
Exploit the proximity between the node and the nearby location servers to store its location information so as to enable piggybacking the location query to data routing.
Not rely on central storage or administration so it is robust against frequent node or link failure which is characteristic of MANET.
The above two points are achieved by a partition scheme based on Delaunay triangulation.
Minimize overhead of information exchange among the location servers by keeping the information concise. This is achieved by a messaging scheme based on Bloom Filters.
The details of our integrated system are explained below. 
Delaunay triangulation overlay network
In our integrated system, a subset of the nodes in the MANET is designated as location servers (LS 1 to LS 6 in Fig. 1 , which are represented by large dots). The upper layer of Fig. 1 is an overlay network formed by establishing virtual links among the location servers. The links in the overlay network correspond to paths in the underlay ad-hoc network, which are established and maintained using a location-aided protocol. The functions of the overlay network are as follows: (1) The location servers communicate with each other to exchange their own location information and other control messages. (2) The overlay network is also used during routing to establish paths among the location servers. The problem of how to select the location servers is out of the scope of this paper. We only require that the location servers be roughly uniformly distributed in the ad-hoc network. Several protocols, such as the Landmark Election protocol in the Multiple Landmark Routing Scheme [10] and the GDMS group leader selection algorithm [18] , can be used to select the location servers.
The use of location servers is motivated by the two major types of ad hoc networks: low mobility ad hoc network, and high mobility ad hoc network. Campus ad hoc network is an example of the low mobility ad hoc network, composed of quasi-static nodes which move within an office room or around a certain gathering point (e.g. a coffee shop). It is obvious that EASE [8] does not work well in such a low mobility network because it is based on the list of last encountered nodes. Having a location server for an office room or a gathering point is reasonable and convenient for packet routing for the low mobility environment. Battlefield ad hoc network represents a typical high mobility ad hoc network, with soldiers and tanks moving roughly toward the same direction. Vehicular ad hoc network is another example of the high mobility ad hoc network, with vehicles moving at high speed. In these high mobility ad hoc networks, having location servers is advantageous since the relative locations between moving nodes and the servers are roughly maintained. Again, EASE does not work well in this environment.
A location server has links only with nearby location servers that are connected to it in the Delaunay triangulation [5] of the location servers. The Delaunay triangulation of a set of nodes A is defined as a triangulation such that for each circumscribing circle of a triangle formed by three vertices in A, no vertex of A is in the interior of the circle. The Delaunay triangulation is the dual of the Voronoi diagram in that for each pair of nodes whose Voronoi cells are neighbors, there is an edge connecting them in the Delaunay triangulation.
Using the Delaunay triangulation has the following advantages: First, the average degree of a location server in the overlay network is small. Since the number of edges of the Delaunay triangulation is bounded by 3m-3, where m is the number of location servers, the average degree of the location servers is bounded by 6. Second, it is guaranteed that virtual links exist only between location servers that are in close proximity to each other. This ensures that the corresponding paths in the underlay ad-hoc network are short in terms of the number of hops, which makes it easier to maintain the paths.
Voronoi cell virtual zone
A virtual zone is assigned to each location server, which corresponds to the Voronoi cell [1] of the location server (See Fig. 2 ). Therefore, each location server contains the location information of all the nodes within its Voronoi cell. By the definition of the Voronoi diagram [1] , it is guaranteed that the location information of a node is sent to the nearest location server. A mobile node periodically updates its location information to the k nearest location servers, where k is a system parameter. When k = 1, a location server is storing location information of all the mobile nodes within its Voronoi cell. A larger value of k can be used to alleviate the data availability problem since the location information is still available at other location servers even if a location server fails. In Sections 4 and 5, we show by theoretical analysis and simulation experiments respectively that k = 2 or 3 is appropriate considering the tradeoff between storage and data availability. In the subsequent subsections, we describe our system assuming k = 1 for simplicity.
When a mobile node moves across a Voronoi cell border, it sends a JOIN message followed by the location information to the new location server. At the same time, a LEAVE message is sent to the previous location server so that the corresponding outdated location information can be deleted from the server's database.
Information messaging using Bloom Filters
Bloom Filters are an efficient, lossy way of describing sets. A Bloom Filter is a bit-vector of length w with a family of hash functions, each of which maps from elements of the associated set to an integer in [0, w). To form the description of a set, each element in the set is hashed by the family of hash functions, and the bits in the vector corresponding to the hashed results are set. To determine whether the set represented by a Bloom Filter contains a specific element, that element is hashed by the hash functions and the corresponding bits in the filter are examined. If any of the bits is not set, the represented set definitely does not contain that element (see Fig. 2 for an example). If all the bits checked are set, the set may contain the element. There is still a non-zero probability that it does not. This case is called false positive.
The rate of false positive of a Bloom Filter is a well-studied linear function of its width, the number of hash functions and the cardinality of the represented set. We will discuss the problem of minimizing false positive rate in Section 4. When the mobile node with the name "ad-hoc.node1.hk" is checked, we know definitely that it is not served by the location server since bit 8 is false. When new mobile nodes enter the Voronoi cell of a location server, the corresponding Bloom
Filter needs to be updated by turning on the hashed bits. The server only needs to calculate the changed bits of the Bloom Filter and sends them to the other location servers. This is known as differentiated update. It is important to note that when a mobile node leaves a Voronoi cell, the corresponding bits cannot be simply reset because other nodes may be hashed to those bits.
To resolve this problem, either the Bloom Filter needs to be rebuilt periodically, or a counter should be associated with each bit of the Bloom Filter. The latter approach is called a counting Bloom Filter. 
Location-aided routing
The routing of a packet from a sender S to a destination D is divided into three phases. First, the sender sends the packet to the nearest location server. The location server, with the help of Bloom Filters, determines where to route the packet in the overlay network formed by the location servers. Hop by hop, the packet is forwarded to the location server closest to the destination via the overlay network. Finally, the location server forwards the packet to the destination. A local routing protocol (LRP) is used in the first phase (from the sender to its location server) and the third phase (from the destination's location server to the destination).
Another Inter-Location-Server Protocol (ILSP) is used for routing among the location servers in the overlay network guided by information sharing using Bloom Filters. As an example, in Since a location server broadcasts its location information to all the mobile nodes in its Voronoi cell, the LRP protocol can use the location information to guide packet routing.
Therefore, any location-aided routing protocol can be employed. We use the LAR protocol proposed in [15] in our prototype implementation.
For the ILSP protocol, the objective is to route the packet to the location server containing the destination's location information. When a location server receives a packet from a mobile node in its Voronoi cell with destination address desti_name, it first checks its own Bloom
Filter to see if it has the destination's location information there 1 . If so, the location database is consulted and the packet is passed to the destination using the LRP protocol. Otherwise, the location server examines the Bloom Filters of all its outgoing links. If one of the filters matches, the packet is forwarded to the neighbor along the matched link. If multiple links match, the first one is chosen. The packet is relayed in this way until it reaches the target location server.
Take Fig. 3 as an example. Suppose a mobile node in LS 6 's Voronoi cell needs to send a packet to another node "ad-hoc.node1.hk". Here we suppose that "ad-hoc.node1.hk" is served by location server LS 1 and it hashes to {1, 3, 8}. The source node first sends the packet to its nearest location server LS 6 using the LRP protocol. LS 6 then checks its own Bloom Filter and 1 An alternative way is to check the exact list of the nodes in the virtual zone. However, this increases the overhead of checking.
finds that it does not have information about the destination node. It then checks the Bloom Filters of its three outgoing links. Link (LS 6 , LS 4 ) is selected since all the three bits are set.
The packet is forwarded to LS 4 and its outgoing link (LS 4 , LS 1 ) is chosen. When the packet reaches LS 1 , ILSP finds that it is the target location server and the packet is routed to the destination node "ad-hoc.node1.hk" using the LRP protocol.
Because of false positive, it is possible that the packet may reach a location server whose
Bloom Filter claims to contain the destination while the actual location database does not have it. When this happens, one can simply give up or forward the packet to one of its neighbors. To avoid infinite forwarding along loops, the number of traversed hops in the overlay network is recorded so that the packet can be discarded when the number exceeds a specified threshold. An alternative approach is to attach a list of all servers visited so far with each packet. This list is used to prevent the packet from being forwarded to a server it has already visited.
Theoretical analysis
In this section we analyze several interesting metrics for the proposed scheme.
Optimal number of location servers
Let N denote the number of nodes in the ad-hoc network and m be the number of location servers. We set m = Θ(N 1/2 ) to optimize system performance. This is justified as follows. By assuming the communication sessions are between pairs of nodes arbitrarily situated throughout the network, it has been shown in [14] that the average throughput per node is In our experiment, we set the number of location servers to be ⎣ ⎦ 
Location server availability
The location information of a mobile node is stored in k location servers. Assume that p is the probability that an individual location server works correctly. Since the data is accessible when at least one location server is available, the data availability is given by the following binomial distribution:
We define the desired availability, a, as the degree of data availability that must be guaranteed in order for the system to be reliable. The following table gives the number of replica location servers, k, needed to meet availability requirements for different failure rates. From the table, we can see that if we only choose reliable (i.e., p > 0.75, which is a reasonable requirement) nodes to act as location servers, only a small number of replicas (2 to 4) are needed to achieve a system with high data availability (a > 0.99). Table I . Data availability with respect to individual location server availability.
Path quality
We now analyze the quality of the path between any two randomly chosen mobile nodes in the ad-hoc network. To facilitate analysis, we assume that all the mobile nodes are uniformly distributed in the area. We further assume that the network is connected and no isolated nodes if the mobile nodes are Delaunay triangulated)
In the average case, given two random nodes S and D, the ratio between the path adopted by the proposed system, and the Euclidean distance is bounded, i.e.,
Dist(S, D) ≤ c 2 |S, D| Proof:
Assume the source node S and destination D are also location servers. The proof then follows the same argument as that for Lemma 3.
In the paper, we are interested in the number of hops used in the path denoted by v(path(S,
D)). It can be seen that E[path(S, D)] = E[v(path(S, D))] l,
where l is the average length of the edges on the path. This is also true for the shortest path, i.e
., E[shortest path(S, D)] = E[v(shortest path(S, D))] l'
, where l' is the average length of the edges on the shortest path.
Therefore we have
E[v(path(S, D))] = E[path(S, D)] / l ≤ c 2 |S, D| / l ≤ E[shortest path(S, D)] c 2 / l ≤ E[v(shortest path(S, D))] l' c 2 / l
Theorem 2: On average, the ratio between the path in our system and the shortest path, with respect to the number of hops, is bounded by a constant d = c 2 l' / l, where l and l' are the average Euclidean length of the path in our system and the shortest path respectively.
Theorem 1 shows that the ratio between the path chosen by our system and the Euclidean distance is bounded. In Theorem 2 the ratio with respect to path hops is also bounded. Since in the adhoc network, path delay is directly determined by the number of hops in the path, our path approximates the shortest path very well with respect to path delay.
False positive
The probability of a Bloom Filter false positive error is given by
where N is the number of mobile nodes in the ad-hoc network, b is the number of bits of the Bloom Filter, and k is the number of hash functions. For large values of m, the above formula reduces to
First let's suppose N and b are fixed, and we would like to find the optimal number of hash functions, k, to minimize the false positive ratio. By solving dk df = 0, we have
and the corresponding false positive probability is
Since the Bloom Filters need to be transferred among the location servers in our integrated system, we also want to minimize the size of the Bloom Filter, i.e., the number of bits b, to reduce the transmission message size.
Storage
Given a mobile node, the location information of its neighboring nodes is needed to perform location-aided routing. Note that the average degree in a planar graph is bounded by 6. Also, the node must maintain its own location information as well as that of the nearest location server. Therefore, the storage requirement is bounded by S = 8q, where q is the size of a location information item.
A location server needs to store three things: ( Therefore, the storage requirement of a location server is bounded by S = q N 1/2 + 7b. While in traditional location management systems, the storage requirement is basically proportional to N since centralized location databases are employed.
Routing Overhead

Node registration
Assume that f R is defined as the frequency per node at which location server registration events occur. Since a location server registration event occurs when a mobile node migrates from one Voronoi zone to another, f R can be expressed simply as a function of the average node speed µ and the average Voronoi cell area A V . Since A V = Θ(m) = Θ(N 1/2 ), where m is the number of Voronoi cells in the network, we have:
Denote the average number of mobile nodes in a Voronoi cell as N V = Θ(N 1/2 ). To register, a mobile node needs to send a registration packet to the nearest location server. The average number of hops the packet traverses is h = Θ(N V 1/2 ) = Θ (N 1/4 ). Since f R applies for all N nodes, the overhead of node registration in the system is given by
Node location update
We assume the frequency that a mobile node updates its location information is f U . The update packet needs to traverse h = Θ(N V 1/2 ) = Θ (N 1/4 ) hops to reach the location server. Since all N nodes need to update their location information, the node location update overhead is:
Bloom Filter update among location servers
When the Bloom Filter of a location server changes, it needs to be distributed to the other location servers. Since the size of the Bloom Filters is b bits, we assume the message size is Θ(1). Also note that a Bloom Filter update can only be caused by the node registration event,
hence the frequency of Bloom Filter update per location server
A Bloom Filter update message needs to be distributed to the other location servers using a shortest path tree in the overlay network. The number of edges in the overlay network h overlay = Θ(m) = Θ(N 1/2 ). Note that each of these edges is a path with h underlay = Θ( N 1/4 ) mobile nodes in the underlay network. Therefore, the overhead of Bloom Filter update is:
Experimental results
The proposed system was evaluated using the Glomosim simulator [7] . As in the work of Pei et. al. [21] , the radio transmission range of each node in the ad-hoc network was 250 meters and the channel capacity was 2Mbits/sec. We also assumed that the network is uniformly distributed in a square area. Two sets of network configurations were used in the simulation.
The first set had a fixed network size of 1000×1000 and the number of nodes was varied from 100 to 1000 in steps of 100. To study the effect of different network sizes on performance, a second set of network configurations with the same node density but different network sizes (see Table II ) was used. Note that node density is defined as the number of nodes per km 2 .
network size number of nodes node density 1000×1000(m 2 ) 100 100 2000×2000(m 2 ) 400 100 3000×3000(m 2 ) 900 100 Table II . Network configurations with fixed node density.
Mobility model
The random waypoint model was used to simulate node mobility. In this model, a node randomly selects a destination and moves toward it at a fixed speed. Once the destination is 
Performance metrics
The following metrics were used to evaluate the performance of the integrated system: (i) path ratio − the ratio between the length of the path adopted by the integrated system and the shortest path.
(ii) routing time ratio − the decrease in routing time compared to traditional location-aided routing where data packets are sent only after the location of the destination is obtained from the location management system. The routing time is the time interval between the time a packet is issued at the source and the time it reaches the destination.
(iii) transmission success ratio − the probability that the packets are transmitted to the destination correctly. Unsuccessful transmission may be caused by temporary unavailability of some location servers or false positive errors of the Bloom Filters.
The first two metrics reflect the efficiency of the integrated system. The last metric is used to evaluate the reliability of the system.
System used for comparison
There are no integrated systems reported in the literature that we are aware of. Therefore, we created a system for comparison with the proposed scheme by combining the UQS location management system [9] with the location-aided routing (LAR) algorithm [15] . They were selected because they are representatives of existing systems and algorithms. We denote this hybrid system as "UQS+LAR" in the rest of the paper.
Simulation results
Unless specified otherwise, the simulation results presented below were obtained by taking the average of 10 runs of simulation experiments.
Correctness of Bloom Filters
It is important to note that Bloom Filters serve two purposes in our proposed integrated system. Besides being used by each location server to generate location summaries for all the mobile nodes within its zone, it is also associated with each outgoing link of the location server and contains location summaries seen by that link. To evaluate the effect of false positive errors, we need to investigate these two different scenarios separately.
For the first situation, we define a metric called the "server filter correctness ratio" as follows.
A node and location server pair (X, Y) are randomly generated. We then check if hashing X's ID can cause a false positive in Y's Bloom Filter. The operation is performed for each node/server pair in the ad-hoc network and the correctness ratio is calculated.
For the second situation, we define a metric called the "link filter correctness ratio". Table IV . Link filter correctness ratio It is seen that the link filter correctness ratio is slightly lower than the server filter correctness ratio. This is because link Bloom Filters are generally the sum of several Bloom Filters which increases the chance of collision among bits.
Among different b/N settings, the ratio of 1 had the worst performance, while 2 was only slightly worse than 4 and 8. As the ratio increased to 16 and 32, no significant improvement in performance was observed. This suggests that further increasing the number of bits of the Bloom Filters will not improve performance significantly. Allocating only 4 bits on average for each node in the network already yields acceptable performance.
The simulation results of different k settings did not show much variation when k went beyond 3.
It is important to note that using a large number of hash functions does not necessarily guarantee higher correctness ratio since they may cause more bit collisions when the Bloom Filters are saturated. From Table III and Table IV , we can see that for each b/N ratio there exists an optimal value of k which achieves the maximum correctness ratio. This justifies the analyses in Section 4.4.
The simulation results in this subsection show that with the use of Bloom Filters, the proposed integrated scheme is able to represent the set of nodes in the adhoc network without much storage requirement. This is in contrast with the large ID name space needed in other approaches. Moreover, system parameters can be configured to strike a balance between correctness ratio and storage requirement.
Quality of paths
The metric of path ratio was used to evaluate the quality of the actual paths generated by our integrated system. The network spanning area was fixed at 1000×1000 m 2 , and the number of nodes in the network was varied from 100 to 1000. The length of the path, defined as the sum of Euclidean distances of the links along the path, was compared to the length of the shortest path from the source to the destination found by Dijkstra's algorithm.
The simulation results are shown in Fig. 4 . It is seen that the ratio varies in the range of 1.2~1.4, which means that the paths adopted by our system was only 20 to 40% longer than the shortest paths. Note that the ratio was higher when network sizes were small. This is because the paths have to traverse in the local Voronoi cells near the source and the destination and this excessive path length contributes more to the total length when the network size is small.
The traditional UQS+LAR system selects shorter paths than our integrated scheme. This is because the LAR algorithm is able to perform path searching with the location information of the destination returned by querying the UQS system. It is important to note, however, that the destination's location must be obtained first, which adds to the routing time. While the paths are not as short as those in the UQS+LAR system, our scheme reduces the routing time significantly as shown in the following subsections.
Time overhead reduction
To determine the routing time ratio, we recorded the time that a packet took to go from a source to a destination in our integrated system (T integrate ) and also in the UQS+LAR system (T traditional ) . Note that T traditional consists of two parts: T query , the time for the source to query the destination's location, and T routing , the time to route the packet from source to destination.
Therefore, the routing time ratio is given by:
T integrate /( T query + T routing ).
As shown in Fig. 5 , the time of our integrated location management and location-aided routing system is only 70-75% of the time for traditional systems. The main reason is that in our integrated system packets can be sent as soon as they are generated since the destination's location can be learned during routing. As indicated by the simulation results, by the time the traditional system is able to obtain the destination's location, the packet has almost finished half the journey to the destination. We note that for most users, the time taken for the packet to reach its destination is more important than whether the path taken is the shortest or not.
Note that the size of data transmission in ad hoc networks is usually small. The proposed integrated system works best in this scenario because the location query time in the traditional approach makes up a higher proportion of the total routing delay. However, if the number of packets sent between a source and the destination is large, the longer path taken by the integrated system may be a disadvantage. In this case, caching technique can be employed to create a hybrid system. The first several packets will be sent using the integrated system.
Then the destination's location can be explicitly sent back to the source or piggybacked on a reply data packet. This location information is cached by the source for later packets to be directly routed using a location-aided routing algorithm, bypassing the location servers. The remaining packets therefore enjoy a shorter path to the destination. Network area was fixed at 1000×1000.
Packet success ratio
Fig . 6 gives the percentage of successful packet routing. We evaluated the system performance in two sets of experiments where the average node velocity was set at 2 m/s and 10 m/s respectively. The results show that the routing success rate decreases when the network size grows. This is due to the fact that more location servers are needed to relay the packets and the unavailability of any one will cause packet routing to fail. Another observation is that the routing success rate declines when node mobility is increased. This is caused by the higher frequency of node registration events. Furthermore, at high velocity, the topology of the network will vary more frequently and in some cases, isolated nodes may be formed.
Comparing to the UQS+LAR system, our integrated system shows better transmission success rate. This is because in the UQS+LAR system, the location information returned by UQS may become obsolete during routing by LAR, which increases the probability of routing failure. While in the integrated system, the location information of the destination node is learned during each packet routing procedure.
The performance difference between the two systems increases when the average node mobility is higher. The UQS+LAR system is more likely to return an outdate location information when nodes move faster, causing more packet transmissions to fail. 
Management overhead
As mentioned in Section 4, management overhead is incurred by node registration, node location update and Bloom Filter update. Therefore, the frequency of these three events was measured and presented in Table VI As shown in Table VI , the management overhead of the three networks was similar. This is mainly because they have similar node density and mobility velocity. It is seen that node location update occurs more frequently than the other two events. However it does not constitute a major part of the management overhead since node location update packets are only broadcasted within the local Voronoi zone. Furthermore, the size of the node location update message is small. The same argument holds for the node registration overhead.
To estimate the Bloom Filter update overhead among the location servers, the adhoc network with the largest size (3000×3000(m 2 )) and the largest number of nodes (900) was used. We estimated the bandwidth utilization for a 2Mbps link from a location server's point of view.
The Bloom Filter update has to be distributed to all the neighboring location servers. If we use a 450-byte Bloom Filter to represent the 900 nodes (i.e., b/N = 4), the estimated bandwidth utilization was less than 7%.
Conclusion
We have presented an integrated location management and location-aided routing system in this paper. In our scheme, location information of the mobile nodes is kept in an overlay network of location servers. Routing is performed in the two-level hierarchy. The destination's location is learned during routing in the overlay network and used to guide the packet toward the destination.
Both theoretical analyses and simulation results have shown that the proposed system reduces the time to route short packets to the destination compared to traditional location management systems. The final path adopted by the new system approximates the shortest path well. The location update messages are sent to nearby location servers only. Furthermore, message exchanges among location servers are reduced to the minimum by the use of Bloom Filters.
Therefore both network bandwidth and storage requirement of the proposed system are low.
