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Let p(x, .v) be the transition probability of an isotropic random walk on a tree, where each site has d z 3 
neighbors. We define a branching random walk by letting a particle at site x give birth to a new particle 
at site y at rate Adp(x, y), jump to $’ at rate udp(x, y), and die at rate 6. Let A, (respectively, /*>) be the 
infimum of A such that the process starting with one particle has positive probability of surviving forever 
(respectively, of having a fixed site occupied at arbitrarily large times). We compute A? and pcLz exactly, 
proving that Az < CL>: i.e., the process has two phase transitions. We characterize A, (respectively, pLz) 
in terms of the expected number of particles on the tree (respectively, at a fixed site). We also prove 
similar results for the biased voter model. Finally, for the contact process, branching random walk and 
biased voter model on the tree, we prove that the second phase transition has a discontinuity which is 
absent in Euclidian space. 
branching random walk * tree * biased voter model * contact process * phase transition 
1. Introduction 
We consider in this paper only homogeneous trees (also called Bethe lattices). These 
are infinite connected graphs without cycles, in which every vertex has the same 
number of neighbors, which we will denote by d 2 3. 
We are interested in three Markov processes that we will now describe. 
The first one is the conract process whose state at time t is denoted by T,,, and 
which evolves according to the following rules: 
(i) A particle gives birth to a new particle on a neighboring site at rate A, 
where A is a parameter, for each of its d neighboring sites. 
(ii) A particle dies at rate 1. 
(iii) If there is a birth in an already occupied site then the two particles coalesce 
to one. So there is at most one particle per site. 
Let p(x, y) be the one step transition probability from site .X to site y of a given 
discrete time random walk. We will always assume that p(x, y) = A(lx -yl), where 
I-l’h x y IS t e number of edges of the shortest path between x and y, i.e., the random 
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walk is isotropic. We will also assume that A(0) < 1. We are now ready to define 
the second process, the branching random walk. It will be denoted by Q,. It evolves 
according to the following rules: 
(iv) A particle at x gives birth to a new particle at y at rate Adp(x, y). 
(v) A particle at x jumps to a site y at rate vdp(x, y). 
(vi) A particle dies at rate 6. 
So for this model there is no limit on the number of particles per site. 
The third model is the biased uoter model, denoted by r/3,,. It evolves according 
to (i), (iii) and: 
(vii) A particle dies at a rate equal to the number of vacant neighboring sites. 
For a complete description of what is known about the contact process on Z”, 
see Durrett (1989); for the biased voter model see Durrett (1988). 
Let 0 be a distinguished vertex of the tree that we call the root. Let T-Z, (for 
1 c is 3) be the process with only one particle at time zero located at the site x. 
We define the following critical parameters for 1~ i 4 3, 
A, =inf{A: P(l~~lfOVt>O)>O}, 
pi=inf A:P limsup~~,(O)bl 
1 ( 
>O , 
,+a, > I 
where q:(s) denotes the number of particles at the site s and \n$l denotes the total 
number of particles on the tree. Thus, the process dies out if A < Ai ; if Ai < A < p,, 
the process survives with positive probability, but will return to the origin only 
finitely often. Notice that In&I is an ordinary (continuous-time) branching process 
(or Galton-Watson process). Thus we know that A2 = 6/d, and that E\vF,\ grows 
exponentially if A > A2 and decays exponentially if A < AI. 
Our interest in particle systems on trees comes from the work of Pemantle (1990) 
on the contact process on trees. Among many other things he showed that the 
contact process on a tree (with d 3 4) has at least two phase transitions in the sense 
that A, < p,. This does not happen for the contact process on the lattice 2” (n 2 1). 
Since particle systems are intimately related to percolation, these results are 
paralleled by the work of Grimmett and Newman (1990). They show that percolation 
on the graph which is the direct product of a tree with the integers has two phase 
transitions, Ap and pup, such that there are no infinite open clusters when the 
probability p of an edge being open is less than A p, infinitely many when A,<p <pup, 
and exactly one when pP<p. 
In this paper we study two models on the tree (branching random walk and biased 
voter model) which are easier to analyse than the contact process, in that we are 
able to give a more precise description (especially for the branching random walk) 
than the one known for the contact process. We show that they have the same 
interesting behavior, i.e., two phase transitions. Furthermore we are able to character- 
ize A1 and A, in terms of expected total number of particles on the tree and ~~ in 
terms of expected number of particles at the root (see Theorem 2 and equation 
(2.8)). We also find the exact value of pZ as a function of 6, v and p(x, y). It is 
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known that A, = 1 (see Durrett, 1988) but we only know a lower bound for puj : ,u3 2 
d/(2-) (Theorem 3). Note that A, and p, (for the contact process) are not 
known. We also prove that the second phase transition exhibits a discontinuity for 
all three models on the tree. More precisely, we prove in Theorem 4 that the function 
A + P(lim sup,_<= r]z( 0) 2 1) is discontinuous at wj, i = 1,2,3; this does not happen 
on the Euclidean lattice Z”. 
The rest of the paper is organized as follows. In Sections 2 and 3 we state and 
prove our results for the branching random walk and biased voter model, respec- 
tively. In Section 4 we prove that the second phase transition is not continuous for 
all three models. In Section 5 we make some conjectures about the contact process 
on the tree. 
2. The branching random walk 
We consider v 2 0 and S 2 0 as given and A as the parameter which varies. We will 
omit v and 6 in our notation. For i = 1,2,3, define 
m,,,(x) = E(n,l,(O)), 
the expected number of particles at the root at time t if we begin with one particle 
at site x. By the Markov property and the fact that the offspring of different particles 
sum up to give the total number of particles in the branching random walk, we have 
m,,,+,(O)> %,,(o)m,,s(O), 
so by superadditivity the following limit exists: 
(2.1) 
!im i log m2,,(0) = 75 = y f log m,,(O). (2.2) 
On the other hand it is not difficult to see that the following differential equation 
is satisfied by m>,,(x): 
&J(X) = -(vd + S)%,,(x)+ (A + v)d c P(X, Y)%,,(Y). 
Solving this differential equation gives 
m,,,(x) = e(hd--6)‘&+v)d,(x, O), (2.3) 
where P,(x, y) is the transition probability of the continuous time random walk 
corresponding to p(x,y) (i.e., after a mean one exponential time it jumps, going 
from x to y with probability p(x, y)). The following estimate of the transition 
probability of an isotropic random walk on the tree in discrete time computed by 
Sawyer (1978, Theorem 1.2) (see also Cassi, 1989) is crucial in our analysis. Recall 
that p(x, y) = A((x -VI). Let 
R= ; (d-1)“‘” 
n =o 
(l+Fn) dA(n). 
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Then R < 1 and 
limP”(O,o)=B 
n-a- * 
-3/2 R” ’ 
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(2.4) 
where B is a positive constant. To be precise (2.4) only holds if {n: A(n) > 0) 
contains both even and odd integers. If A(n) = 0 for every even n, as in the nearest 
neighbor case, then (2.4) holds for n restricted to the even integers (while p,( 0, 0) = 
0 for every odd n). 
From (2.4) it is easy to get a weaker estimate in continuous time (which is enough 
for our purpose), 
hmflogP,(O, O)=R-1. (2.5) 
We have: 
Theorem 1. 
y,=AdR-vd(l-R)-6, (2.6) 
s 1 
#u2=z+v g-1 ( > ‘. (2.7) 
Since A, = 6/d, this shows that for any (6, v) # (0,O) there are two phase transitions 
for d 3 3. At the critical point h = p.2 we have 
P 
( 
limsup n2q1(0)31 =O. 
,+a ) 
Furthermore, if h > p2 then 
liminfP(n&(O)Zl)>O. 
t+m 
Before proving Theorem 1, we will make some observations. From (2.6) and (2.7) 
we have the following characterization of pS: 
p2 = inf{h : yh > 0} = sup{A : y* < O}. (2.8) 
That is, the expected number of particles at the root grows exponentially in time if 
A > l_~~ and decays exponentially if A < w2. 
Observe that R can be easily computed in the symmetric nearest neighbor case 
(i.e., p(x, y) = l/d if x and y are nearest neighbors, p(x, y) = 0 otherwise), 
R=2J;T_ifd, 
and this gives yh and fi2 as functions of 6, v and d. Oberve also that a nearest 
neighbor branching random walk with v = 0 and 6 = 1 dominates the contact process. 
Therefore pI 2 p2= l/(2-). Pemantle proved that l/(2-) s p, c 
e/(2-) at least for large d. 
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Proof of Theorem 1. Note that (2.6) is a direct consequence of (2.3) and (2.5). We 
now prove (2.7). From (2.3) (2.4) there a constant such that 
m2,,(0) G Cte312 eYA’, 
and so 
P(q2q,(O) 3 1) < CtK”* eyA’. 
Letp=S/(dR)+v(l/R-1). IfAsp then y* s 0 and by the Borel-Cantelli lemma 
we have 
P( n p( 0) 2 1 at arbitrarily large t) = 0, 
showing that A G y2. So we have y2 2 p. 
We now prove the opposite inequality. Assume that A > p. Since yh > 0 there is 
a C > 0 so that 
m2,,(0)SeC“ for all t large enough. (2.9) 
We now need a second moment computation. Let M2,,(x) = E( n;,,( 0)2). The second 
moment satisfies the following differential equation: 
M;,,(x)= -(vd+s)M,,,(x)+(A + v)d Cp(x,y)M,,,(y)+~(t,x), 
where 
4(t, x) = 2Adm,,,(x) C P(X, y)m,,,(y). 
To see this, consider what can happen to an initial particle at x between time 0 and 
h for small h, as in the derivation of ‘backward’ equations. We find 
M 2,r+,,(x) = &I C P(X, y)M,,(y) 
+A& 
i 
W.,(x) +C P(X, y)M,,,(Y) 
? 
+2m,,,(x) c pt.7 Y)mz,r(Y) 
Y 
+(1-h(vd+Ad+S))M,.,(x)+o(h). 
Rearranging terms and letting h go to 0 gives the above differential equation. Solving 
this equation yields the following explicit expression: 
M2,dx) = m,,,(x) 
+e(hd-s)r 
I 
’ C P~h+u~d(l--r~(~, y) e-(“dms).‘4(s, y) ds. 
0 Y 
(2.10) 
We are now going to obtain an upper bound of M,,,(O). Note that 
P,(z, 0) = c E/2(& Y)P,,,(Y, 0) 
(2.11) 
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Since the tree is homogeneous we have 
(f P:,*(z,yy2=(F P:,*(0,Y))“*=M0~ O))‘l’. 
Using this observation on the right-hand side of (2.11) gives 
P,(z, 0) G Pt(O, 0). 
Using the bound 
4(s, Y) ~2hd%,,(Y)%..s(O) 
(which comes from (2.3) and (2.12) above) in (2.10), as well as the identity 
c &+vjd+s)(O, Y)~*+Y,C?JY, 0) = pCh+v,dr(O, O), 
(2.12) 
we get 
J 
f m,,(O)~ m,.,(O)+2Adm*,,(O) m,,,(O) ds. (2.13) 
0 
We now use the following consequence of Schwartz’s inequality: 
P(&(O) 2 1) 2 ~~,,(W~*,,(O). (2.14) 
Using (2.13) in (2.14) one can see that in order to prove that lim inf,,, P( nz,( 0) 2 
l)>O it is enough to prove that 
lim sup I 
:, m,,,(O) ds <co 
,iLXT 1 m2,,(0) ’ (2.15) 
Using (2.1), the expression in square brackets in (2.15) is less than 
J 
f 1 
0 m2,,-,(0) ds’ 
Using (2.9) to majorize this integral proves (2.15). The proof of Theorem 1 is 
complete. q 
From Theorem 1 we have: 
Corollary 1. If A < p2 then there is an r > 0 such that 
lim P(3v: [zl\ < rt and n:,(u) 2 1) = 0, 
f-m 
(2.16) 
where Ivl=lu-01. 
Proof. In order to prove (2.16) we use the homogeneity of the tree to write 
P(3v: Iv1 < rt and r/z,(b) 2 1) G 1 d(d - l)n-‘P(n~r(~,) 3 l), (2.17) 
PI< r, 
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where x, is a given site at distance n from the root. But 
P($,(x,) 2 1) s m,,,(x,) s Q,(O) s eyA’, 
where the second inequality follows from (2.3) and (2.12). Using this last inequality 
in (2.17) proves (2.16). 0 
It is clear that there is an r’> 0 such that the sites that are occupied at time t are 
all in a ball of radius r’t with probability going to one as t goes to infinity. This 
last observation together with (2.16) show that between A2 and pu2 the branching 
random walk survives with positive probability and stays between two spheres that 
grow linearly with time. 
3. The biased voter model 
It is easy to see that on any connected graph A3 = 1 (see Durrett, 1988). Let 
m 3.1 = E(/rl.:rb F rom the additivity (see Liggett, 1985) of the biased voter model 
and the Markov property we have 
so subadditivity implies the existence of the following limit: 
lim 5 log m3., = ini t log m3,, = ch. 
I’3c 
(3.1) 
We have the following characterization of A,: 
Theorem 2. 
A,=inf{A: c,, >O}=sup{A: c, CO}. 
Furthermore ch3 = 0. 
(3.2) 
Proof. The proof is based on an observation due to Pemantle (1990, A, p.8). If 
there are k particles and the subgraph of occupied sites has c connected components, 
then the total birth rate is A ((d - 2) k + 2c) and the total death rate is (d - 2) k + 2c. 
From this we have that 
If As1 then $m,,,S(A-l)(d-2)m,,,, 
and 
If A 2 1 then & m3,r 3 (A - l)(d -2)m3,,. 
So if A S 1 then c, G (A - l)(d -2). If A 2 1 then c,, 3 (A - l)(d -2). So the proof of 
Theorem 2 is complete. 0 
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We have the following property for c,. 
Proposition 1. The function A -+ c, is continuous for all h > 0. 
Proof. Note that for fixed t > 0, the function A + (l/t) log rn3., is continuous and 
so from (3.1) we see that A + ch is upper semi-continuous. 
On the other hand we are going to prove that 
(3.3) 
where C = (d - 2)/d2. This will 
sup,,,,( l/ t) log Cm3,, which is equal 
lower semi-continuous. 
show that (l/t) log Cm3,, converges to 
to ch by (3.1). This shows that A + ch is also 
We now turn to the proof of (3.3). If we remove a site x from the tree as well as 
the d edges incident on x, we are left with d disjoint subtrees; we call each of these 
subtrees a branch adjacent to x. It is not difficult to see that if there are exactly k 
occupied sites then there are at least k(d - 2) +2 unoccupied branches that are 
adjacent to occupied sites (and these branches are, of course, all disjoint). So there 
must be at least (k( d - 2) +2)/d different occupied sites having at least one unoc- 
cupied adjacent branch. To get (3.3) we keep at time t only the particles which 
have at least one unoccupied adjacent branch. For each of these particles we consider 
only its offspring located at the same site or on the adjacent empty branch. By 
additivity and the Markov property we get 
d-2 
m3,1+, 3-m b 
d 
3,r 3,\, (3.4) 
where b3,5 is the expected number of particles of n:, which are located at the root 
0 and on a given branch adjacent to 0. By symmetry we see 
This last inequality together with (3.4) imply (3.3). The proof of Proposition 1 is 
complete. 0 
Observe that from 
d-2 
d2 
m3,tm3,.T G m3,,+, s m3,tm3,.y, 
we get 
(3.5) 
In particular, this implies that m3,1 is bounded below and above at A = h3. In fact, 
we know that m3,,= 1 at A = A3 because of the two differential inequalities in the 
proof of Theorem 2 which combine to give an equality at A = 1. Thus the behavior 
is the same as for the branching random walk at A = A2 (m2., = 1). 
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The following result was communicated to us by R. Durrett. Comparing the dual 
of the biased voter model to a branching random walk implies: 
Theorem 3 (R. Durrett). For the biased voter model pLj 3 d/(2-). Therefore, 
since A, = 1 this model has two phase transitions for d 2 3. 
Proof. We take A > 1 in this proof. The biased voter model admits a dual process 
(see Durrett, 1988, p. 43) which we will denote by &. This process evolves according 
to the following rules: 
(viii) a particle gives birth to a new particle on a neighboring site at rate A - 1 
for each of its d neighboring sites. 
(ix) a particle jumps to a neighboring site at rate 1 for each of its d neighboring 
sites. 
(x) if a particle jumps to or gives birth on an occupied site then the two particles 
coalesce into one. 
We have the following duality equation: 
p(7l;JY) = 1) = P(%,(x) = 1). (3.6) 
Consider now the branching random walk, evolving according to (iv), (v), (vi), with 
A replaced by (A - l), v = 1 and 6 = 0. Take p(x, y) = l/d for x and y nearest 
neighbors, 0 otherwise. This process satisfies (viii) and (ix) but not (x), so it clearly 
dominates the dual of the biased voter model in the sense that 
P(<:‘,,(x) = 1) S P(&(x) 2 1). (3.7) 
From Theorem 1 we get that pL2 = d/(2-). From (3.6) and (3.7) we see that p2 
is a lower bound for p3 and this concludes the proof of Theorem 3. q 
4. The discontinuity at the second phase transition 
Pemantle (1990, Theorem 6.6) proved that the survival probability of the contact 
process on the tree is continuous if d ~4, i.e., the function A+ P(/ny,]> 1 Vt>O) 
is continuous for all positive A, in particular at A = A,. This result also holds for the 
contact process on the lattice Z”, as has been proved by Bezuidenhout and Grimmett 
(1990). Pemantle’s proof also works for the two other models on the tree that we 
consider here. 
In this section we will prove that the situation is different for the second phase 
transition and that a discontinuity occurs there, for each of our three models on 
the tree. 
We will prove that 
limsupnE(o)>l 
> 
=P((nE(>lVt>O) forall A>pi. (4.1) 
1-m 
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Thus, above the second phase transition, the process must return to the origin 
infinitely often if it survives forever. Our proof of (4.1) holds for the contact process 
on Z”, but for this process Al = p, so (4.1) together with the result of Bezuidenhout 
and Grimmett imply that the function of A on the left-hand side of (4.1) is continuous 
for all A. We are now going to see that this is not true on the tree. 
Theorem 4. Zfh, < pi, then thefunction A + P(lim SUP,+~ nE( 0) s 1) is discontinuous 
at p, (i = 1,2,3). 
Remark 1. The only one of our processes where we don’t know that Ai <p, is the 
case i= 1 and d =3. 
Remark 2. From Theorem 1, we see that the function in Theorem 4 is continuous 
from the left at A = puz for the branching random walk. 
Proof of Theorem 4. First we are going to see why it is enough to prove (4.1). The 
right-hand side of (4.1) is bounded below by its value at A = pi, which is strictly 
positive since p, > A, ; since the left-hand side of (4.1) is 0 for A <p,, Theorem 4 
follows. 
We now turn to the proof of (4.1). Let B: be the event that the site x is visited 
infinitely often by the offspring of a single particle started at the site y, i.e., 
B: = lim sup n{‘(x) a 1 
1 
. 
I+= I 
Let C” = n,B’, . Note that for any sites x, y, w we have P( B: n By,) = 0 and since 
there are countably many sites we get P(BZ a C’) = 0 and so 
P( BY,) = P( CY) for any x, y. (4.2) 
We have for all t and n, 
P(C”)a P(Col{lnElS n))P(ln$l~ n). (4.3) 
Using the Markov property, the first term on the r.h.s. of (4.3) is larger than 
inf P 
( > 
fi C”j . (4.4) 
-XI,.-.,x,2 I=, 
For the branching random walk, all the offspring generated by different particles 
are independent and so (4.4) is equal to 
l-(l-P(C0))“. 
Using this in (4.3) and making t go to infinity and then n gives 
P(C0)ZP(17j,9,12 1 Vt>0), 
and this proves (4.1) and Theorem 4 for the branching random walk. 
(4.5) 
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This independence of offspring fails for the contact process and the biased voter 
model. Instead we shall argue that the CT are almost independent when the xi are 
far apart. To estimate (4.4) for the contact process and the biased voter model, we 
will use the graphical construction (see Durrett, 1988) of these two processes. This 
construction is done using independent Poisson processes at each site. So events 
depending only on sites located in disjoint regions of the tree are independent. Let 
F, be the sigma-algebra generated by n,,,. For each site x, let T, be a neighbor- 
preserving bijection of the set of sites, such that T,(O) =x. Each T, induces 
Fi. have fY(C”) C’. 
positive integers k and 0, let S”, denote the collection of all sets {x,, . . , xk} 
of k sites such that all sites in the set are at a distance greater than D from each other. 
The following mixing property holds for all k 3 2 and all events A,, . . , A,, in F,. 
lim sup 
JY-= {v,,...,rhiiS:, 
ip(fi i,,(A)) -i, PiAil =O. (4.6) 
((4.6) is obvious when each A, depends only on events at finitely many sites; for 
the general case, first approximate each A, by an event Bi which depends only on 
finitely many sites.) 
Fix E > 0 and choose an integer k 3 2 such that (1 - P(C”))” < E. By the mixing 
property (4.6) there exists D such that 
for every set {x,, . . . , xk} in S”, Using the preceeding inequality and our choice for 
k give that (4.4) is greater than l-2.5 if n > kdDi’ (so that at least k occupied sites 
are at a distance greater than D from each other). Using this in (4.3) gives 
We now let I go to infinity and since the preceeding inequality holds for arbitrarily 
small E we get (4.5). This completes the proof of Theorem 4 for the contact process 
and the biased voter model. 0 
Observe that the discontinuity of the second phase transition supports Pemantle’s 
conjecture that above the second critical value the law of the process starting at the 
root and conditioned not to die should converge to the upper invariant measure of 
the process. It is not difficult to see that this convergence implies that the second 
phase transition is not continuous. 
5. The contact process: observations and conjectures 
The same arguments used for the biased voter model show the existence of a limit 
corresponding to c, for the contact process, which we denote by dh. The proof of 
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Proposition 1 works with no modification for the contact process (in fact for all 
additive processes). 
In Section 6, R. Pemantle (1990) shows that if the contact process on the tree 
survives then it dominates a Galton-Watson process. This observation shows that 
above A, we have dA > 0. We have not been able to show that if d, > 0 then A > A,. 
But we think that this is true so: 
Conjecture 1. A characterization analogous to (3.2) holds for the contact process. 
Furthermore, if we are able to prove that d,, = 0, then using the analogue of (3.5) 
(which holds for the contact process) we get that m,,, is bounded below and above 
at h =A,. 
To characterize the second phase transition, the quantity of interest is P( 0 E 71 f,) = 
p,,,(O) for the contact process instead of m,,,(O) that we used for the branching 
random walk. We have by the Markov property, 
P,,,+,(~)~P,,,(~)P,,,(O), 
and so the following limit exists: 
Based on what happens for the branching random walk we conjecture that: 
Conjecture 2. 
/A, = supjh : 6, CO}. 
Much of the work in this paper does not make strong use of the topology of the 
tree. Rather the key property seems to be the exponential decay of p,, (as in (2.4)). 
This holds for symmetric random walks on a large class of graphs known as negatively 
curved graphs (see Northshield, 1992). For such graphs, our proofs of (2.6) and 
(2.7) still work (at least if homogeneity is assumed); now R is defined to be 
lim ,,_p,( 0, 0)““. Explicit formulas for R are usually not known but Kesten (1959) 
proved that for a symmetric random walk p on a group, R - 1 equals the largest 
eigenvalue of the Laplacian operator p-l. Motivated by the generality of the 
situation, we believe that: 
Conjecture 3. If a nearest neighbor symmetric branching random walk exhibits two 
phase transitions on a given graph, then so do the contact process and the biased 
voter model. 
We conclude with a brief application of our results from Section 2 to the contact 
process. Observe that it is possible to construct the contact process and the nearest 
neighbor branching random walk (with 6 = 1 and Y = 0) on the same probability 
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space so that the branching random walk dominates the contact process. This shows 
that the limit corresponding to (2.16) holds for the contact process for A < pz = 
l/(2-). This together with the bound A , s (J9+ 16/(d -2)- 1)/(2d) (Pemantle, 
1990, Theorem 2.2(ii)) shows that for d 2 6 there are values of A for which the 
contact process survives and for which all the particles are between two spheres 
which grow linearly with time. In fact we expect this behavior for all A between p, 
and A,, and for all d 23. 
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