Recently, a continuous method has been proposed by Golub and Liao as an alternative way to solve the minimum and interior eigenvalue problems. According to their numerical results, their method seems promising. This article is an extension along this line. In this article, firstly, we convert an eigenvalue problem to an equivalent constrained optimization problem. Secondly, using the KarushKuhn-Tucker conditions of this equivalent optimization problem, we obtain a variant of the Rayleigh quotient gradient flow, which is formulated by a system of differential-algebraic equations. Thirdly, based on the Rayleigh quotient gradient flow, we give a practical numerical method for the minimum and interior eigenvalue problems. Finally, we also give some numerical experiments of our method, the Golub and Liao method, and EIGS (a Matlab implementation for computing eigenvalues using restarted Arnoldi's method) for some typical eigenvalue problems. Our numerical experiments indicate that our method seems promising for most test problems.
Introduction
Recently, Golub and Liao proposed a continuous method as an alternative way to solve the smallest and interior eigenvalue problems [11] . According to their numerical experiments, their method seems promising for some test problems. Furthermore, their method has been successfully extended to solve symmetric generalized eigenvalue problems [12] . More comprehensive investigations about continuous methods for eigenvalue problems other than conventional methods can be found in [11, 12, 18] and references therein.
In [11] , Golub and Liao gave their method via converting a symmetric eigenvalue problem into an equivalent convex optimization problem. Then, according to that equivalent convex optimization problem, a special dynamical system which was analogous to the linear projection equation in [17] was established. Finally, they used an ordinary differential equation method (ODE45, which is a Matlab subroutine) to follow the trajectory of that special dynamical system and obtained an eigenvalue of the original eigenvalue problem.
This article is an extension along this line. Our motivation is that we give a more practical numerical method for the minimum and interior eigenvalue problems based on a continuous dynamical system. Firstly, we convert an eigenvalue problem to an equivalent constrained optimization problem. Secondly, using the Karush-Kuhn-Tucker conditions of this optimization problem, we obtain a variant of the Rayleigh quotient gradient flow (on the Rayleigh quotient gradient flow, see [18] ), which is formulated by a system of differential-algebraic equations. Thirdly, based on this variant of the Rayleigh quotient gradient flow, using the implicit Euler method [13, 16] , a predictor-corrector technique and an analogous trust-region technique [6, 23] , we construct a discrete method to follow this Rayleigh quotient gradient flow and finally obtain the smallest eigenvalue of the original eigenvalue problem. This paper is organized as follows. In the next section, firstly, we convert an eigenvalue problem to an equivalent constrained optimization problem. Then, using Karush-Kuhn-Tucker conditions of this constrained optimization problem, we construct a variant of the Rayleigh quotient gradient flow. Some properties of this special dynamical system are also given. In Section 3, a numerical method based on this special continuous dynamical system is derived. In Section 4, we compare our method, the Golub and Liao method [11] , and EIGS (a Matlab implementation for computing eigenvalues using restarted Arnoldi's method) [25, 27] for some typical eigenvalue problems. Numerical experiments indicate that our new method seems promising for most test problems, especially, for ill-conditioned eigenvalue problems. Finally, we discuss the future works and some possible applications in Section 5.
Throughout this paper, we denote matrices by capital Latin letters, column vectors by small Latin letters except for i, k which denote indices. The transpose of a real vector x is denoted by x T . · denotes the Euclidean vector norm and the corresponding induced matrix norm. We will useẋ(t) to denote the differentiation of the function x(·), i.e.,ẋ(t) = dx(t)/dt. represents the inner product.
Problem transformation strategies
In this section, we discuss the strategy of converting an eigenvalue problem to a variant of the Rayleigh quotient gradient flow, which is formulated by a system of differential-algebraic equations.
Background
Let A ∈ R n×n be a symmetric matrix and x ∈ R n be a nonzero vector. An eigenvalue problem involves finding an eigenvalue λ and the corresponding eigenvector x to satisfy Ax = λx.
The classical Rayleigh quotient of matrix A and vector x (see p. 408 in [14] ) is
It is well-known that the Rayleigh quotient is used in the Courant-Fischer Minimax theorem to obtain all exact eigenvalues. 
where λ 1 λ 2 · · · λ n are the eigenvalues of A.
We omit its proof here. On its proof, one can refer to p. 394 in the book [14] . If x is an exact eigenvector of A, x is a stationary point of the Rayleigh quotient (2.2). Thus, the Rayleigh quotient can be viewed as a scalar value whose magnitude lies between the smallest and largest eigenvalues of A, i.e.,
where λ 1 and λ n are the smallest and largest eigenvalues of A, respectively.
We denote an invariant subspace S i corresponding to the eigenvalue λ i as
For the smallest eigenvalue problem, the aim is to find an x ∈ S 1 and λ 1 . For the interior eigenvalue problem, we need to find an eigenvector x ∈ S i and the associated eigenvalue λ i in a predefined interval [α, β].
An equivalent optimization problem
Firstly, we establish an equivalent optimization problem of the eigenvalue problem (2.1). Without loss of generality, we can observe that both the smallest and interior eigenvalue problem have the same type of equivalent optimization problem as follows: 6) where B = A for the smallest eigenvalue problem and B = (A − αI n )(A − βI n ) for the interior eigenvalue problem. Obviously, B is also symmetric in any case. Its proof can be found in [11] . The following Lemma 2.2 discusses the properties of (2.6). According to these properties, we can obtain an eigenvalue of A in a predefined interval [α, β] from (2.6). [11] 
Lemma 2.2 (Golub and Liao
= (x ૽ ) T (A − αI n )(A − βI n )x ૽ . Then,
The Rayleigh quotient gradient flow
The aim of this subsection is how to convert the optimization problem (2.6) into an equivalent continuous dynamical system. Firstly, from (2.6), we obtain its Karush-Kuhn-Tucker conditions (on KKT conditions of a constrained optimization problem, see p. 328 in [29] or p. 51 in [9] ). Then, from its KKT equations, we obtain a continuous dynamical system which is formulated by a system of differential-algebraic equations (DAEs).
We write the Lagrange function of problem (2.6) as follows:
where ω is a scalar called Lagrange multiplier. From (2.7), we have
For a solution x ૽ of (2.6), there is a Lagrange multiplier ω ૽ to satisfy the following KKT conditions of (2.6):
Then, from (2.9), we have
Actually, ω ૽ is the Rayleigh quotient of B on a unit sphere. From the KKT conditions (2.9), we construct a system of differential-algebraic equations with index 2 as follows
On the definition and properties of DAEs, one can refer to [1, 16] and references therein. Eq. (2.11) is a special system of DAEs and is derived from the constrained optimization problem (2.6). For more relationships between general constrained optimization problems and the system of DAEs with index 2, one can refer to [30, 31] and references therein.
In order to find the variable ω in (2.11), via differentiating its algebraic constraint equation and using its differential equation, we obtain
Thus, from (2.12), we know that ω satisfies
If we replace ω in (2.11) with (2.13), we obtain the Rayleigh Quotient Gradient Flow (RQGF) on the
(2.14)
In other words, we also obtain the Rayleigh quotient gradient flow via another approach other than the method in [18] . Since the dynamical system (2.11) is derived from (2.6) and x(t) satisfies the constraint x
is natural to use
as a merit function. Furthermore, the objective function f (x) = x T Bx is decreasing along the solution curve x(t) of (2.11). Actually, from (2.11) and (2.13), we have
The above last inequality is obtained by the Cauchy-Schwartz inequality
(2.17)
Therefore, we can expect to obtain an approximate solution of (2.6) via following the trajectory of (2.11).
A discrete Rayleigh quotient gradient method
According to the discussions of the last section, we convert a symmetric eigenvalue problem (2.6) into the Rayleigh quotient gradient flow, which is formulated by a system of differential-algebraic equations (2.11). Via following its trajectory and using the merit function (2.15), we obtain an approximate stationary point of this special dynamical system. Consequently, we obtain an approximate minimum eigenvalue of A and one of its corresponding approximate eigenvectors.
Since we mainly care for the steady state of (2.11) and do not care for the solutions of its transient state, in order to save the computed time, we are apt to use a lower-order ODE method to follow its trajectory. Moreover, we expect that the numerical method converges fast to a stationary point of (2.11) at the steady-state phase. Therefore, we adopt a first-order implicit Euler method, whose time-steps are not restricted by the absolute stability property for the linear test equation dx/dt = −µx, where µ > 0. On the concept of the absolute stability property, one can refer to the books [13, 16] . If one implicit Euler iteration is applied to (2.11) and (2.13), we obtain the following recurrence formulas
where t k is the time-step length. In order to avoid solving a system of nonlinear equations in (3.1), (3.2), we use the current ω k in place of ω k+1 in (3.1). Thus, we obtain a more practical iteration formulas
Another issue is how to adaptively adjust the time-step length k at every step. We use an analogous trust-region technique to adjust k at every step. Our intuition is that we can enlarge the time-step length t k when the predictor point x P k+1 is also near the unit sphere x = 1, otherwise, we reduce the time-step length t k . This technique is realized by the following approximation model 6) where the function f is defined by (2.15). According to the above discussions, we give a numerical method based on the Rayleigh quotient gradient flow (2.11) as follows.
Algorithm 3.1. A Discrete Rayleigh Quotient Gradient Flow Method (DRQGF)
Step 0. Initialize the parameters. Choose an initial point x 0 to satisfy x 0 2 = 1 and an initial timestep length t 0 , and constants η 1 , η 2 , γ 1 , γ 2 , γ 3 to satisfy 0 < η 1 1 2 η 2 < 1 and 0 < γ 3 < γ 2 < 1 < γ 1 .
(3.7)
Compute (3.3) to obtain the Lagrangian multiplier or the Rayleigh quotient ω 0 . Set k = 0.
Step 1. Obtain a predictor point x P k+1 . Solve (3.4) to obtain a predictor point x P k+1 .
Step 2. Obtain a corrector point x k+1 . Compute (3.5) to obtain a corrector point x k+1 .
Step 3. Compute the ratio ρ k . Compute f (x P k+1 ) and f (x k+1 ) where the function f is defined by (2.15). Compute the ratio ρ k from (3.6).
Step 4. Adjust the time-step length t k+1 . Set
Step 5. Accept the trial point x k+1 and update the Lagrange multiplier ω k+1 . If ρ k 0, then set x k+1 = x k . Otherwise, compute (3.9) to update the Lagrangian multiplier or the Rayleigh quotient ω k+1 . Set k = k + 1 and go to
Step 1.
In (3.8) of Algorithm 3.1, we distinguish ρ k 0 from ρ k < η 1 . This strategy is different from the Levenberg-Marquardt method (see [19, 21, 26] or p. 84 in [8] ), and it has been used in [23, 24] . The reason is that the predictor point x P k+1 is far away from the constraint x T x = 1 when ρ k 0 and it indicates that the time-step t k is too large. Thus, in this case, it need reduce the time-step length t k largely.
In Step 1 of Algorithm 3.1, we need to solve a system of linear equations (3.4) to obtain a predictor point x P k+1 at every iteration. In order to deal with the large scale problems, we use a special direct LDL T factorization which is implemented by Duff (see [2, 7, 15] ), where L is a lower triangular matrix and D is a diagonal matrix. This special LDL T can be also applied to large sparse symmetric indefinite systems.
Numerical experiments
In this section, we give some numerical experiments for Algorithm 3.1 which is denoted by DRQGF, the Golub and Liao method which is denoted by GL [11] , and EIGS which is a Matlab implementation for computing the first six largest or smallest magnitude eigenvalues of a matrix using restarted Arnoldi's method [25] . For Algorithm 3.1, we choose initial parameters η 1 = 0.25, η 2 = 0.8, γ 1 = 2, γ 2 = 0.5, γ 3 = 0.1, and compute an initial time-step length t 0 as follows:
For the GL method, here, we also use ODE45 to solve the continuous dynamical system as Golub and Liao did in [11] . We also set ODE45's parameters of the relative error and the absolute error as RelTol = 10 −6 and AbsTol = 10 −9 , respectively. ODE45 is a MATLAB routine for nonstiff ordinary differential equations and some detailed descriptions can be found in [32] . Since EIGS only finds the first six largest or the smallest magnitude eigenvalues of a matrix, it may not find the minimum eigenvalue of matrix B when B has negative eigenvalue such as a diagonal matrix B = diag (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13 
T k x k is obtained by a numerical method, we construct a matrix
where B = A for the smallest eigenvalue problem and B = (A − αI n )(A − βI n ) for the interior eigenvalue problem, and is a tolerable error such as = 1.0 × 10 −6 according to (4.3) . If there exists a Cholesky factorization for matrix C, ω k is less than the second smallest eigenvalue of B. On the other hand, we require that ω k satisfies (4.3) when a numerical method is terminated. Thus, we conclude that ω k is a reasonable approximation of the smallest eigenvalue of B, when those two conditions are satisfied.
We have computed five typical eigenvalue problems with these three methods. The first two test problems come from [11] , and the middle two problems arise from real-world application problems (see Matrix Market [28] ). We construct the last eigenvalue problem which has a large sparse matrix. These experiments have been carried out in MATLAB 2008a environment (For more information of MATLAB environment, one could refer to [27] ). Our test machine is a laptop (COMPAQ 8510w Mobile Workstation) with one Intel(R) Core(TM)2 Duo CPU T7500 at 2.20 GHz. Both the smallest eigenvalue and an interior eigenvalue for every test problem are discussed. The descriptions of these test problems and the numerical results are given by the following parts.
Example 1 [11] . This test matrix is dense and it has three separate eigenvalue clusters. It is constructed as follows:
2. Generate a random matrix C whose elements are in [0, 1]. Perform an orthogonal-triangular decomposition of this matrix C as [Q, R] = qr(C), where qr is a MATLAB solver for an orthogonal-triangular decomposition of a matrix.
We choose n = 1000 in our numerical experiments, and predefine the interval (0, 2) for the interior case to locate the eigenvalue 1. For this problem, the smallest eigenvalue is −1. Numerical results are reported in Table 1 and Fig. 1 . From Table 1 , we know that Algorithm 3.1 (DRQGF) performs faster than the GL method and the EIGS method works well for this test problem.
Example 2 [11] . The matrix of this test problem is similar to Example 1, except that it has two very close eigenvalue clusters. It is constructed as Example 1, expect that the first step of Example 1 is replaced by "Choose Λ = diag(−10 −4 , −10 −4 , 0, 0, 1, . . . , 1) ∈ R n×n ". For this problem, the smallest eigenvalue is −10 −4 . Also, We choose n = 1000 in our numerical experiments, and a predefined interval (0, 2) is set for the interior case to locate the eigenvalue 1. Numerical results of this test problem are reported in Table 2 and Fig. 2 . From Table 2 , we know that Algorithm 3.1 (DRQGF) performs faster than the GL method and the EIGS method works well for this test problem.
Example 3 [28] . This test matrix is an ill-conditioned and sparse, and comes from a finite-difference model for the shallow wave equations in the Atlantic Ocean (see Problem PLAT362 in [28] ). Fig. 3 is its structure model. Its matrix has 362 × 362 entries, and its minimum eigenvalue is 3.5544 × 10 −12 .
It is well-known as a difficult eigenvalue test problem. We predefine an interval (0.69, 0.71) for the interior eigenvalue problem in order to find the eigenvalue 0.7024. According to the required accuracy, the terminating condition is set as
Numerical results of this test problem are reported in Table 3 and Fig. 4 . From Table 3 , we know that the EIGS method performs faster than Algorithm 3.1 (DRQGF) and the GL method fails for this test problem. However, the EIGS method only find an approximate minimum eigenvalue with the accuracy order 10 −7 , and fails to find the more accurately approximate minimum eigenvalue 3.5544 × 10 −12 .
Example 4 [28] .This test matrix comes from an application problem of structure engineering and its structure is dense (see Problem BCSSTK02 in [28] ). where the mass matrix M is permitted to be singular and the stiffness matrix K is nonsingular. Problem (4.6) comes from the static condensation to the oil rig model.
The eigenvalues of the matrix have the order of magnitude from 1 to 10 4 , and two-thirds of them concentrate around the order of 10 3 , and the rest of them uniformly distribute at each order. We predefine the interval (4.5, 6) for the interior eigenvalue problem in order to locate the eigenvalue 5.2582. The smallest eigenvalue of this test matrix K is 4.2141. Numerical results of this test problem are reported in Table 4 and Fig. 6 . From Table 4 , we know that Algorithm 3.1 (DRQGF) performs as fast as the EIGS method for this test problem, and the GL method fails to find a required accuracy solution.
Example 5. In order to test the performance of these methods for large scale problems, we construct a large sparse matrix A. It is generated as follows: Numerical results of this test problem are reported in Table 5 and Fig. 7 . From Table 5 , we know that the EIGS method performs faster than Algorithm 3.1 (DRQGF) and the GL method for the smallest eigenvalue of this test problem. For the interior eigenvalue case, we know that the GL method fails to find a required accuracy solution and the DRQGF method performs faster than the EIGS method. 
Conclusions
This article mainly give a practical discrete method to find an eigenvalue of a symmetric matrix based on a continuous dynamical system (2.11). There are other numerical methods based on a continuous dynamical system for unconstrained optimization problems and constrained optimization problems. They all have their own features. For their detailed descriptions and properties, one can refer to [3] [4] [5] [6] 10, 20, 22, 23, 33] and references therein.
From numerical experiments in section 4, we know that Algorithm 3.1 (DRQGF) is more robust than the GL method [11] . Moreover, Algorithm 3.1 performs faster than the GL method for most test problems. We also know that Algorithm 3.1 can be competitive with the EIGS (a Matlab subroutine [25, 27] ) for some test problems. Therefore, Algorithm 3.1 is promising for finding an eigenvalue of a symmetric matrix. We will also apply Algorithm 3.1 to the data compression problems or MIMO systems of wireless communication in future. 
