We study the realizability of graphs as IR-graphs and show that all disconnected graphs are IR-graphs, but some connected graphs (e.g. K 1,n , n ≥ 2, P 4 , P 5 , C 5 ) are not.
Introduction
Reconfiguration problems are concerned with determining conditions under which a feasible solution to a given problem can be transformed into another such solution via a sequence of feasible solutions in such a way that any two consecutive solutions are adjacent according to a specified adjacency relation. Reconfiguration versions of graph colouring and other graph problems, such as independent sets, cliques, and vertex covers, have been studied in e.g. [2, 4, 5, 6, 17, 18] . Domination reconfiguration problems involving (not necessarily minimal) dominating sets of different cardinalities were first considered in 2014 by Haas and Seyffarth [13] and subsequently also in, for example, [1, 14, 15, 21] . Domination reconfiguration problems involving only minimum-cardinality dominating sets were introduced by Fricke et al. [12] in 2011 and also studied in [3, 9, 10, 11, 19, 20, 22, 23, 24] . We study the upper irredundance graph (IR-graph for short) of a given graph G -the ways in which maximum irredundant sets (defined below) of G can be reconfigured successively into other such sets by exchanging (swapping) a single vertex for a neighbour in each step.
We show that not all graphs can be realized as IR-graphs, although all disconnected graphs are IR-graphs, as shown in Section 3. Sections 2 and 4 contain elementary results and lemmas required later. We also show that an IR-graph of diameter two contains an induced C 4 . The smallest IR-trees, that is, trees that are IR-graphs, of diameter three or four are characterized in Section 5, and problems for future research are given in Section 6.
Definitions
In general, we follow the notation of [7] . For domination related concepts not defined here we refer the reader to [16] . Given a graph G = (V, The lower and upper domination numbers of G are the cardinalities of a smallest dominating set and a largest minimal dominating set, respectively, and are denoted by γ(G) and Γ(G), respectively. A γ-set is a dominating set of cardinality γ(G), and a Γ-set is a minimal dominating set of cardinality Γ(G).
The concept of irredundance was introduced by Cockayne, Hedetniemi and Miller [8] in 1978. A set D ⊆ V is irredundant if PN(v, D) = ∅ for each v ∈ D, and maximal irredundant if no superset of D is irredundant. The irredundance number ir(G) is the minimum cardinality of a maximal irredundant set of G, and the upper irredundance number IR(G) is the largest cardinality of an irredundant set of G. An ir-set of G is a maximal irredundant set of cardinality ir(G), and an IR-set of G, sometimes also called an IR(G)-set, is an irredundant set of cardinality IR(G). 
Observation 1.1 (i) If a set is irredundant and dominating, it is maximal irredundant and minimal dominating.
(
ii) A dominating set is minimal dominating if and only if it is irredundant.
(iii) Any independent set is irredundant, and any maximal independent set is minimal dominating and maximal irredundant.
However, a maximal irredundant set need not be dominating; the IR-set {u, v, w} of the graph H in Figure 1 is an example of such a set -the addition of any vertex to dominate x will destroy the private neighbours of the other vertices.
The complete bipartite graph K 1,k , k ≥ 1, is called a star. Let K 1,k have partite sets {u} and
, is a tree obtained from K 1,k by subdividing the edge uv i ℓ i −1 times, i = 1, ..., k. The double star S(k, n) is the tree obtained by joining the centres of the stars K 1,k and K 1,n . The double spider Sp(ℓ 1 , ..., ℓ k ; m 1 , ..., m n ) is obtained from S(k, n) by subdividing the edges of the K 1,k -subgraph ℓ i − 1 times, i = 1, ..., k, and the edges of the K 1,n -subgraph m i − 1 times, i = 1, ..., n.
IR-Graphs
First defined by Fricke et al. [12] , the γ-graph G(γ) of G has the γ-sets of G as its vertex set, where S and S ′ are adjacent in G(γ) if and only if there exist vertices u ∈ S and v ∈ S ′ such that uv ∈ E(G) and S ′ = (S − {u}) ∪ {v}. This model of adjacency in G(γ) is referred to as the slide-model ; other authors, for example [23] and especially [10] , consider a jump-model, where the vertices u ′ and v ′ need not be adjacent. Fricke et al. showed that every tree is the γ-graph of some graph and conjectured that every graph is the γ-graph of some graph; Connelly et al. [9] proved this conjecture to be true. On the other hand, not all graphs are γ-graphs if one uses the jump-model; "jump" γ-graphs were characterized in [10] . For additional results on γ-graphs, see [9, 11, 12] .
As observed in [20] , the construction in [9] also suffices to prove that every graph is the π-graph (according to the slide-model) of infinitely many graphs, where π is any of the parameters γ, ir, γ pr (the paired-domination number), γ t (the total domination number), and γ c (the connected domination number). Different constructions in [20] further show that every graph is the π-graph (again according to the slide-model) of infinitely many graphs, for a variety of domination related parameters π, including Γ. The study of IR-graphs is mentioned as an open problem in [20] ; we initiate the study of these graphs here.
Following [12] , we define the IR-graph G(IR) of G to be the graph whose vertex set consists of the IR(G)-sets, where sets D and D ′ are adjacent if and only if there exist vertices u ∈ D and v ∈ D ′ such that uv ∈ E(G) and
We say the vertices v and u are swapped into (out of, respectively) the IR(G)-set, or simply that they are swapped. For vertices u and v, the notation u ∼ v (u ≁ v, respectively) indicates that u is adjacent (respectively nonadjacent) to v; we sometimes write u ∼ G v for emphasis.
Basic Results
We begin by stating a few simple results on IR-graphs. Following [7] we denote the (disjoint) union of graphs G 1 and G 2 by G 1 + G 2 , and their Cartesian product by G 1 G 2 . If G i ∼ = G for i = 1, ..., n, the union G 1 + · · · + G n is denoted by nG and the Cartesian product
Clearly, IR(G) = 1 if and only if G = K n , n ≥ 1. Hence K n has n IR-sets, and any two of them are adjacent in
(ii) For all n ≥ 1, the hypercube Q n is an IR-graph. In particular, C 4 is an IR-graph.
The next result is used throughout the paper to find more IR-sets by using external private neighbours in a given IR-set. For an irredundant set X, we weakly partition X into subsets Y and Z (one of which may be empty), where each vertex in Z is isolated in G[X] and each vertex in Y has at least one external private neighbour. (This partition is not necessarily unique. Isolated vertices of G[X] with external private neighbours can be allocated arbitrarily to Y or
We call X ′ the flip-set of X, or to be more precise, the flip-set of X using Y ′ .
Proof. Consider any x ∈ X ′ . With notation as above, if
Now y is non-adjacent to all vertices in Z because the latter vertices are isolated in G[X], and y is nonadjacent to all vertices in
Disconnected IR-graphs
In this section we resolve the realizability of disconnected graphs as IR-graphs: all are IRgraphs. The main idea of the proof is similar to the proof in [9] that all graphs are γ-graphs.
To show that a given graph H with V (H) = {v 1 , ..., v n } is a γ-graph, the authors construct a supergraph G of H with γ(G) = 2 in which some vertex u ∈ V (G) − V (H) belongs to all γ-sets, these being precisely the sets {u, v 1 }, ..., {u, v n }. Here we do the same, but Proposition 2.2 explains, to some extent, why the construction only works for disconnected graphs: the irredundant sets used to construct one component of the target graph are not connected to their flip-sets.
Theorem 3.1 Every disconnected graph is an IR-graph of infinitely many graphs G.
Proof. Let H be a disconnected graph of order n, let H 1 be a component of H and let H 2 be the union of the other components of H.
For any N ≥ n, consider the sets X = {x 1 , ..., x N } and Y = {y 1 , ..., y N }. Construct the graph G by adding edges such that
We show that IR(G) = N + 1 and that the sets R i and S i are the only IR-sets of G. 
On the other hand, if D ∩ Y = ∅ and I 2 is any irredundant set of H 2 , then
Finally, suppose D contains exactly one vertex u i of H 1 . Since u i dominates X ∪ {y 1 }, the private neighbours of all other vertices in D belong to
Connected IR-graphs
In the rest of the paper we study connected IR-graphs. The results in this section play an important role in Section 5, where we investigate trees of small diameter. 
Assume first that k = 2 and let
) and x 1 x 2 is the only possible edge of G[X], each X i is independent and therefore an IR(G)-set.
and since H is connected, at least three swaps are required to reconfigure X to X ′ . Therefore d H (X, X ′ ) ≥ 3 and so diam(H) ≥ 3, as asserted.
We present three immediate corollaries to Lemma 4.1.
Corollary 4.2 If G has an IR-set that is not independent and the IR-graph H of G is connected, then H has an induced 4-cycle or diam(H) ≥ 3.
Since the IR-sets X, X 1 , X 2 , X ′ in the first part of the proof of Lemma 4.1 induce a C 4 , we have the following result. Proof. If IR(G) = 1, then G = K n for some n, so H = K n . Then n ≥ 3 and H has a triangle. Hence we assume that IR(G) ≥ 2. Let X 0 = {x 1 , ..., x r } be any IR(G)-set and, without loss of generality,
be any other IR(G)-set. If X 2 = {c, x 2 , ..., x r }, then b ∼ c, otherwise (X 0 − {x 1 }) ∪ {b, c} is an independent set (hence an IR-set) of larger cardinality than X 0 , which is impossible. But then X 0 ∼ H X 1 ∼ H X 2 ∼ H X 0 and H has a triangle.
Hence, without loss of generality, X 2 = {b, c, x 3 , ..., x r }, where c ∼ x 2 . Since X 1 is independent, b ≁ x 2 , ..., x r , and since X 2 is independent, c ≁ b, x 3 , ..., x r . Let X 3 = {x 1 , c, x 3 
We use Lemma 4.5 to prove our next result, which, as stated in Corollary 4.7, shows that not all graphs are IR-graphs. Proof. Suppose, to the contrary, that H is a C 4 -free graph with diam(H) = 2, but H = G(IR) for some graph G. By Corollary 4.2, each IR-set of G is independent. Since H is connected but not complete, IR(G) ≥ 2 and G has at least three IR-sets. Let X 0 = {x 1 , ..., x r } be any IR(G)-set and, without loss of generality, X 1 = {b, x 2 , ..., x r }, where b ∼ x 1 , is an IR(G)-set such that X 0 ∼ H X 1 . As shown in the second paragraph of the proof of Lemma 4.5, if G has an (independent) IR-set {y, c, x 3 , ..., x r }, where y ∈ {x 1 , b}, then H contains an induced 
Trees with diameter two, three or four
An IR-tree is a tree that is an IR-graph. Since all complete graphs are IR-graphs, K 1 and K 2 are IR-trees. We will show (see Corollary 5.6) that the smallest non-complete IR-tree is the double star S(2, 2), which has order six. We know from Corollary 4.7 that trees of diameter two (i.e. stars) are not IR-graphs. We now focus on trees of diameter three and four. Lemma 5.1 below is useful in both cases. i ∈ EPN(x i , X) and let X ′ be the flip-set of X using {x
, then H contains a 4-cycle or the double star S(2, 2). Hence assume (b) holds and consider the set W = {x
Since U and W are nonadjacent to each other and to the IR(G)-sets X, X 2 , X 3 and X, X 1 , X 3 , respectively, H contains the double star S(2, 2) as (induced) subgraph.
Proposition 5.2 The double star S(2, 2) is the unique smallest IR-tree with diameter three.
Proof. Suppose T with diam(T ) = 3 is an IR-tree of a graph G. By Corollaries 4.3 and 4.4, all IR-sets of G are independent or induce a graph that has exactly three vertices of positive degree. If all IR(G)-sets are independent, then the IR-graph of G has a cycle, by Lemma 4.5. On the other hand, if G has an IR-set X containing exactly three vertices x 1 , x 2 , x 3 of positive degree in G[X], then Lemma 5.1 implies that T has S(2, 2) as subgraph. The graph G in Figure 3 is an example of a graph for which G(IR) ∼ = S(2, 2). (Verifying this involves an exhaustive but straightforward search for IR(G)-sets.)
For the remainder of the paper we consider trees of diameter four. This case turns out to be more challenging than the previous topics and requires a technical lemma. We first state a simple observation for referencing. P : (v 0 , ..., v 4 ) is a path in a tree T and u is a vertex such that d(u, v 2 
Observation 5.3 If
(ii) there exists exactly one vertex a ∈ Proof. To obtain X ′ from X requires exactly four swaps, and in three of these the x ′ i , i = 1, 2, 3, are swapped in, while some vertex a / ∈ {x
} is swapped in during another swap (but not the last, obviously). Thus, if x ′ i has been swapped into X j for some j ≥ 1, then x ′ i is never swapped out, otherwise it would have to be swapped in again, necessitating too many swaps. If some x j , j > 3, is swapped for a vertex v,
and by the private neighbour property, is nonadjacent to all of these vertices), so x j has to be swapped in again, again resulting in too many swaps. This proves (i), (ii) and (iv).
Suppose vertex x j is swapped for a. To avoid having too many swaps, vertex a is later swapped for some
Assume H is a tree such that |V (H)| ≤ 7 and diam(H) = 4. Suppose, for some i = 1, 2, 3, x i has an X-external private neighbour y i = x ′ i . Let Y i be the flip-set of X using y i instead of
• Suppose y i ≁ x ′ i . By the second condition in (iii), y i = a, and since y i / ∈ X ∪ {x
.., x r } are independent IR(G)-sets different from Y i , X 0 , ..., X 4 and T has order at least eight, a contradiction. is nonadjacent to X 0 , ..., X 3 ) or H has a cycle (otherwise), which is impossible. Hence Y i = X 3 .
• Since
As shown above, y j = a. Now we have a ∈ EPN(x i , X) ∩ EPN(x j , X), a contradiction. Sp(1, 1; 1, 2) is the unique smallest IR-tree with diameter four. Figure 4 , the double spider Sp(1, 1; 1, 2) is an IR-tree with diameter four and order seven. (Again, verifying this involves an exhaustive but straightforward search for IR(G)-sets. The graph F is obtained from the graph G in Figure 3 by adding a new vertex d, joining it to a, b, c and e.)
Theorem 5.5 The double spider

Proof. As illustrated in
Let T be a tree with diam(T ) = 4 and |V (T )| ≤ 7, and suppose T is the IR-graph of a graph G. We show that T contains S(2, 2). Since diam(T ) = 4 and diam(S(2, 2)) = 3, T has order at least seven, and the only possibility is T ∼ = S(1, 1; 1, 2}.
Let P : (X 0 , ..., X 4 ) be a diametrical path in T . By Corollary 4.4, the IR-sets of G induce graphs that have at most four vertices of positive degree. Let X = {x 1 , ..., x r } be an IR(G)-set that induces a subgraph with the largest number of vertices of positive degree. Say
′ is an IR(G)-set. By Corollary 4.3(i) and Lemma 4.5, k ∈ {3, 4}. We consider the two cases separately.
, hence without loss of generality, ′′ be the flip-set of X 1 using {x
. By Lemma 5.1, T contains S(2, 2). Since diam(T ) = 4 and T has order 7, whereas S(2, 2) has diameter 3 and order 6, T ∼ = S(1, 1; 1, 2}. Case 1.2 {x 2 , x 3 , x 4 } is independent. Then X 1 is independent. By the private neighbour property, the only possible edge in
, hence X 2 is independent. By Corollary 4.3(ii) applied to X 1 , at most one vertex in X 1 has an external private neighbour. Since x ′ 2 ∈ EPN(x 2 , X) and x
to ensure that EPN(x 3 , X 1 ) = ∅ = EPN(x 4 , X 1 ). By Corollary 4.3(i) applied to X 3 , in which x 4 is isolated (by the private neighbourhood property and because x 5 , ..., x r are isolated in
) and let B be the flip-set of X 3 using {u, x 2 , x 3 }. Then B = {u, x 2 , ..., x r } is an IR(G)-set, by Proposition 2.2. Since u ∼ x 
, then Lemma 5.1 implies that T contains S(2, 2) and we are done. Hence we assume that d T (X, X ′ ) = 4 and that P : (X = X 0 , ..., X 4 = X ′ ) is an X − X ′ geodesic. We may also assume without loss of generality (otherwise we can just relabel) that x ′ 1 is swapped into the irredundant set before x ′ 2 , which, in turn, is swapped in before x ′ 3 . By Lemma 5.4(ii),
′ from X requires exactly four steps, and, as shown in Lemma 5.4, in three of these the x ′ i , i = 1, 2, 3, are swapped in, while a is swapped in during another step (but not the last, obviously). We consider the possibilities for the step in which a is swapped. Case 2.1 Vertex a is swapped first. Then step 1 is X 0
Suppose step 1 is X 0
By our assumption above on the order in which the x ′ i are swapped, step 2 is X 1
and T has a cycle, which is not the case.
Then step 2 is X 1
We first show that (a) a / ∈ EPN(x 2 , X), (b) a is adjacent to x 1 or x 3 , but not to x 4 , ..., x r .
We then deduce that (c) T contains S(2, 2).
(a) If a ∈ EPN(x 2 , X), then the flip-set of X using a instead of x ′ 2 , which is {x
.., x r }, equals X 3 by Lemma 5.4(v). However, a / ∈ X 3 and we have a contradiction. Therefore (a) holds. This implies that a is not isolated in G[X 1 ].
(b) Suppose a is adjacent to one of x 4 , ..., x r , say x 4 . This means that a and x 4 have nonempty X 1 -external private neighbourhoods. Then x 1 ≁ x 3 , otherwise G[X 1 ] has four vertices of positive degree, which is not the case since k = 3.
• Assume first that a ≁ x 1 , x 3 . Then 
The only possibility therefore is either a ∼ x 1 or a ∼ x 3 (not both, since k = 3).
• Say a ∼ x 1 . Then ∈ EPN(x 1 , X 1 ). Let c 1 , c, c 4 be an X 1 -external private neighbour of x 1 , a, x 4 , respectively and let Q 2 be the flip-set of X 1 using {c 1 , c, c • Suppose a ∈ EPN(x 3 , X). We show that
, a have positive degree in X 3 , and X 3 -private neighbours x 1 , x 2 , x 3 , respectively.
Since a ∈ EPN(x 3 , X), a is isolated in G[X 1 ]. By Corollary 4.3(i), x 1 ≁ x 2 , that is, X 1 is independent. Now the only possible edge in G[X 2 ] is ax ′ 1 , and again we deduce that X 2 is independent. If a ≁ x , a have positive degree in X 3 , and X 3 -private neighbours x 1 , x 2 , x 3 , respectively, as asserted in (d). Thus, the flip-set of X 3 using x 1 , x 2 , x 3 is X. Since d T (X, X 3 ) = 3, Lemma 5.1 implies that T contains S(2, 2).
• Assume therefore that a / ∈ EPN(x 3 , X).
Similar to (b) we obtain that a is adjacent to x 1 or x 2 , but not to x 4 , ..., x r , and as in (c) we again obtain that T contains S(2, 2). 
