In this study, the multi-relaxation-time lattice Boltzmann method is applied to investigate the oscillatory instability of lid-driven flows in two-dimensional semi-elliptical cavities with different vertical to horizontal aspect ratios K in the range of 1.0-3.0. The program implemented in this study is parallelized using CUDA (compute unified device architecture), a parallel computing platform, and computations are carried out on NVIDIA Tesla K40c GPU. To carry out precise calculations, the CUDA algorithm is extensively investigated, and its parallel efficiency indicates that the maximum speedup is 47.6 times faster. Furthermore, the steady-oscillatory Reynolds numbers are predicted by implementing the CUDA-based programs. The amplitude coefficient is defined to quantify the time-dependent oscillation of the velocity magnitude at the monitoring point. The simulation results indicate that the transition Reynolds numbers correlate negatively with the aspect ratio of the semi-elliptical cavity, and are smaller than those of the rectangular cavity at the same aspect ratio. In addition, the detailed vortex structures of the semi-elliptical cavity within a single period are also investigated when the Reynolds number is larger than the steady-oscillatory value to determine the effects of periodic oscillation of the velocity magnitude.
Introduction
In recent years, the lattice Boltzmann method (LBM) [1, 2] has been proposed as a promising and suitable alternative to the conventional computational fluid dynamics (CFD) method, particularly for incompressible flows [3] , porous-media flows [4] , magnetohydrodynamics [5] , single-phase and multiphase fluid flows [6] . Unlike the traditional CFD that solves the Reynolds averaged Navier-Stokes equations (RANS) to simulate macroscopic flows [7] , the LBM models the fluid as fictive particles using discrete distribution functions [1] , and these particles undergo consecutive collision and streaming processes over a discrete lattice mesh. Owing to its particulate nature and local dynamics, the LBM has several advantages over traditional CFD methods, particularly in terms of the intrinsic parallelism of algorithm and data structure [8] , and the treatment of complex boundaries [9] . Moreover, the lattice Boltzmann equation can yield second-order accuracy in time and space discretization [2] , which is comparable to the accuracy of finite-volume numerical solutions of Navier-Stokes equations.
In the past half-century, lid-driven cavity flow has been used as a classical benchmark problem to validate numerical methods for incompressible fluid flow. It exhibits almost all phenomena that possibly exist in incompressible flows: eddies, secondary flows, instabilities, chaotic particle motions, transition, and turbulence [10] . Moreover, it also plays an important role in many industrial applications, such as in flexible blade coaters and melt spinning processes used in the manufacture of microcrystalline material [11] . Early studies have focused mostly on two-dimensional square cavity flow owing to its relatively simple geometry and easy implementation of numerical models. Ghia researchers [28] [29] [30] have demonstrated the successful implementation of the LBM on GPUs and have reported that the computational efficiency of GPUs exceeds that of PC-based CPUs (i.e., cluster-based CPUs have higher efficiency).
In this study, a novel efficient CUDA MRT-LBM was implemented to investigate oscillatory instability in lid-driven flows of 2D semi-elliptical cavity. The parallel performance of the CUDA-based program was analysed, as well as the variation of vortex structures within the cavity with time. This paper is organized as follows: Chapter 2 outlines the computational methodology, including the governing equations, boundary conditions and parallel algorithm. Chapter 3 compares and analyses the numerical results. Finally, Chapter 4 presents the major conclusions.
Design of LBM Simulation

Multi-relaxation-time LBM (MRT-LBM)
In the MRT-LBM, the collision operator is represented in a matrix form. Compared with the SRT-LBM model, the MRT-LBM has better numerical stability, wider range of physical applications, and can be extended to non-isotropic flows [31] . The lattice Boltzmann equation (LBE) is given as
where M is a matrix that transforms the distribution function f from the velocity space to the momentum space m = M f at (x, t), c is the particle velocity, and S is the relaxation diagonal matrix. The transformation matrix is usually an orthogonal matrix, its inverse matrix can be calculated as follows
where L −1 can be onsidered as the matrix of rescaled factors. Based on the particle distribution functions, the macroscopic density and velocity are defined as
In this study, the D2Q9 lattice model was adopted as shown in Fig. 1 . The lattice speeds can be written as
The transformation matrix and the corresponding diagonal matrix of rescaled factors can be given as (9, 36, 36, 6, 12, 6, 12, 4, 4) 
In the MRT-LBM, the moments [32] can be expressed as
where m 0 = ρ is the density, m 1 = e is the kinetic energy, m 2 = ε is the square of the kinetic energy, m 3 = j x and m 5 = j y are the two components of the momentum, m 4 = q x and m 6 = q y are the two components of the energy flux, m 7 = p xx and m 8 = p xy are the stress tensors. 
where m eq 0 = ρ is the mass density, the two components of the momentum m eq 3 = j x and m eq 5 = j y denote the conserved moments. Other non-conserved moments are given as
The diagonal relaxation matrix S is given by 
where s 0 = s 3 = s 5 = 0 to enforce mass conservation, and s 7 = s 8 = 1/τ. Other elements are free parameters. To recover the corresponding SRT-LBM, all elements in the relaxation matrix should be set to 1/τ. The relaxation time τ can be calculated from the kinematic viscosity ν as given below
Calculation domain and boundary conditions
The schematic of the 2D semi-elliptical cavity is shown in Fig. 2 . The vertical to horizontal aspect ratio is defined as K = b/(2a). The position (x, y) of fluid nodes can be described by the following equation:
In this semi-elliptical cavity, the top wall is movable from left to right with a known constant velocity, while the semi-elliptical wall is stationary. The kinematic viscosity can be obtained from Re = 2aU 0 /ν, U 0 = 0.1. The free parameters in the relaxation matrix are set as s 1 = 1.05, s 2 = 1.1, s 4 = s 6 = 1.25 because the MRT-LBM model is used in this study. In addition, the convergence criterion is defined as
Two types of boundary conditions exist for the above semi-elliptical cavity. Regarding the top wall, which moves at a constant velocity, the equilibrium distribution functions with a constant density are imposed along the top moving wall to accelerate LBM simulation to convergence as proposed by Hou et al. [16] . The equilibrium distribution function is defined as
Preprints ( The distribution functions on the boundary nodes are not easily obtained because the semi-elliptical stationary wall is generally not aligned to the shape of the grid. Therefore, interpolation schemes should be used to predict these distribution functions. In this study, the interpolated bounce-back boundary condition proposed by Bouzidi et al. [32] is applied to handle the semi-elliptical stationary wall. As shown in Fig. 3 , the dashed line between the boundary node x b and the solid node x s intersects with the wall boundary at point x w . Therefore, the lattice speed c i denotes the reversed direction of c i ; thus, the fraction of the fluid domain in the dashed line can be defined as
In this study, linear interpolation is adopted to construct the unknown distribution functions at the boundary nodes, which are relevant to the known post-collision distribution functions at both the boundary nodes and the adjacent fluid nodes. The scheme is given as
CUDA implementation
In this study, CUDA-based MRT-LBM simulations were conducted using the NVIDIA Tesla K40c processor. Table 1 presents a summary of the specifications of the GPU hardware. The GPU system (the device) is a type of computational unit capable of executing multiple parallel execution threads; therefore, it functions as a co-processor to the main CPU (the host).
In November 2006, NVIDIA introduced CUDA, a general purpose parallel computing platform and programming model that leverages the parallel compute engine in NVIDIA GPUs to solve many complex computational problems more efficiently than a CPU [18] . It has extended the C language by allowing the programmer to define C functions called kernels. They can be called from both the host and the device, but must be executed on the device. A kernel is defined using the global or the device declaration specifier, and the number of CUDA threads that execute this kernel for a given kernel call is specified using a new <<< . . . >>> execution configuration syntax. Each thread that executes the kernel is given a unique thread ID that is accessible within the kernel through the built-in threadIdx variable. As the basic computing unit, CUDA threads may access data from multiple memory spaces during their execution as shown in Fig. 4 . Each thread has a private local memory (i.e., register). In the same device, all threads have access to the global memory, which is the off-chip. It has the largest memory size as presented in Table 1 , but has high latency for data access. Each thread block has shared memory visible to all threads of the block and with the same lifetime as the block. The shared memory has significantly higher bandwidth and lower latency than the local and global memory because shared memory is a type of on-chip memory. This memory freely allows data transfer between threads within the same block, but its memory size is small. In addition, the GPU hardware also has constant memory, which resides in the device memory and is cached in the constant cache.
As discussed above, shared memory has the lowest latency for data access, but its memory size is small. Global memory has the largest memory size, but with high data access latency. Therefore, optimization of data access is the most relevant issue regarding the parallel performance of LBM implementations in GPU using CUDA. The effects of using different memory spaces during computations will be presented in the next section. As shown in Fig. 5 , the current LBM algorithm contains several processes, such as initialization, collision, streaming, boundary treatment for straight and curved walls, update of macroscopic variables, and output of the velocity and density.
In this CUDA algorithm, data transfer between the host and the device memory only occurs during the initialization and output processes. In the kernel functions executed in the GPU, computation data is frequently transferred between the global memory and shared memory. The detailed implementation of some functions is presented below.
In the initialization process, relevant data are declared in both the host memory and the device memory. The distribution functions, density, velocity and linking information (i.e., location of the boundary nodes and fraction of intersected points) of the curved boundary are initialized in the host memory, and copied from the host memory to the device memory. In the collision kernel, the post-collision distribution functions are calculated. From Eq. (1), it was found that rigorous matrix computations are needed to obtain these functions. To ensure efficient use of computational resources, all matrix manipulations are carried out in the shared memory. Therefore, the distribution functions (i.e., nine components), velocity (i.e., two components) and density should be declared in the shared memory; these functions use the double-precision floating-point data format, with a data size of 8 bytes. Although data access is very fast in shared memory, its memory size is small. The number of grid nodes (i.e., threads) allocated in each block should be carefully selected. In this study, the size of shared memory per block is 49,152 bytes as presented in Table 1 . There are 12 double-precision floating-point data variables (i.e., nine distribution function components, two velocity components and one density component) in each thread. Thus, the number of threads allocated in each block should not be greater than 49, 152/(12 × 8) = 512.
In the streaming kernel function, each distribution function component will propagate to its adjacent node such that communication occurs between different blocks. It is unavoidable to access data through the global memory, which may affect parallel performance owing to its high latency. In the boundary treatment kernel, the focus is on the top straight wall and the side curved wall. It is implemented using the equilibrium boundary condition [16] and interpolated bounce-back boundary condition [32] . The kernel is implemented in the global memory because the number of boundary nodes is small.
In the kernel function of updating macroscopic variables (i.e., velocity and density), all computations are carried out in the shared memory, and they are used in the calculation of the next time step. In addition, the relative error of the velocity field is also computed in this kernel, which can be used to determine the convergence of the simulation. In the output process, LBM simulation has achieved its maximum time step or convergence state. The macroscopic variables are copied from the device memory to the host memory, so that they can be used for post processing. 
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Results and Discussion
Validation of the MRT-LBM
For the purpose of validation, the MRT-LBM is used to investigate lid-driven flow in semi-circular cavity (i.e., semi-elliptical cavity with K= 0.5) at Re= 500, 1,000, 3,000 and 5,000, and the corresponding results are compared with those obtained in previous studies [23, 26] . In the simulation, the number of lattice nodes in each axis was set to 257. Table 2 presents a comparison of the centre locations of the primary vortex in the semi-circular cavity. It was found that there is good agreement between the MRT-LBM results in this study and those obtained in previous studies. Furthermore, the horizontal velocity profiles along the midplane of the semi-circular cavity were also compared with those obtained in previous studies [23, 26] for Re= 500 and Re= 1,000. As depicted in Fig. 6 , the two sets of results show good agreement. Therefore, the MRT-LBM proposed in this study can propertly simulate lid-driven flow in semi-elliptical cavities with different aspect ratios.
Parallel performance
This section presents the approach to develop and improve the performance of CUDA-based MRT-LBM program. Numerical simulations were carried out for lid-driven semi-elliptical cavity flow at Reynolds number Re=1,000 and aspect ratio K= 1.0. Each numerical simulation was carried out using 50,000 iteration time steps and the wall time was logged to explore parallel performance. The CPU platform is on Intel Xeon E5, which was used as reference. GPU computations were carried out on NVIDIA Tesla K40c.
Two schemes are proposed to validate parallel performance because the GPU device has both global and shared memory. In parallel scheme 1, all computations were carried out in the global Table 3 . Elpased wall times for 50,000 iteration steps on CPU and GPU of various grid sizes Figure 7 . Parallel performance of the CUDA program memory, which means that only global memory was used in the kernel functions. In parallel scheme 2, the parallel algorithm proposed in Section 2.3 was applied. Table 2 presents the elapsed wall time of the MRT-LBM simulations on CPU and GPU for various grid sizes. It was found that the elapsed time in parallel scheme 2 is smaller than that of scheme 1 for the same grid size. In addition, as shown in Fig.7 , the parallel efficiency of GPU implementation is highly dependent on the grid size, which increases as the grid size increases. The speed-up of parallel scheme 2 is greater than that of parallel scheme 1, which indicates faster data access of the shared memory. In addition, the maximum GPU speed-up is 47.6 times faster than that of the CPU-based simulation in this study. Therefore, parallel scheme 2 was adopted for these simulations because rigorous numerical simulations need to be carried out to investigate oscillatory instability in lid-driven flows of semi-elliptical cavity.
Oscillatory instability
This section presents the numerical simulations carried out based on the MRT-LBM to identify oscillatory instability in lid-driven flows of 2D semi-elliptical cavity with aspect ratios of 1.0, 2.0 and 3.0. To determine the transition of fluid flow from steady state to oscillatory state, the magnitude of the velocity was continuously monitored from the start of the simulation. The location of this monitoring point is (a/2, b/2). The time-dependent oscillation of the velocity magnitude is quantified by defining an amplitude coefficient. where U max and U min are the maximum and minimum values of the velocity magnitude within one period of the time step. In this study, when the value of this amplitude coefficient is larger than 10 −6 , the flow state in the semi-elliptical cavity can be considered as oscillatory [28] . The time history (i.e., the last 100,000 steps of the entire simulation time) of the velocity magnitude measured at the monitoring point is shown in Figs. 8-10 for various Reynolds numbers. The velocity magnitude was normalized by the lid-driven surface velocity. As shown in Fig. 8 , the variation of the velocity magnitude is almost steady at Re=7,250. However, a small-amplitude oscillation occurs for Re=7,300. Furthermore, as the Reynolds number increases to 7,350, the amplitude of oscillation increases. Similar trends are also observed for aspect ratios of 2.0 and 3.0.
Based on these time histories of the velocity magnitude, the amplitude coefficients are calculated for the above indicated Reynolds numbers as listed in Table 3 . For K= 1.0, it was found that the amplitude coefficient increases to 1.09E-3 when the Reynolds number increases to 7,300, whereas it decreases to 7.79E-7 at Re= 7,250. This indicates that the steady-oscillatory Reynolds number for semi-elliptical cavity with K= 1.0 is in the range 7,250-7,300. When the aspect ratio is 2.0, the steady-oscillatory Reynolds number is in the range 5,650-5,700. At K= 3.0, the corresponding steady-oscillatory Reynolds number lies in the range 5,200-5,250. Moreover, it was found that the steady-oscillatory transition Reynolds number correlates negatively with the aspect ratio of the semi-elliptical cavity, which is consistent with solutions obtained in the two-dimensional rectangular cavity.
In addition to the prediction of the steady-oscillatory Reynolds numbers for semi-elliptical cavity at different aspect ratios, the solutions were also compared with those obtained for rectangular cavities at the same aspect ratios [28] . As a reference, the steady-oscillatory Reynolds numbers of rectangular cavity are also estimated by carrying out LBM simulations. Table 4 indicates that the steady-oscillatory Reynolds number of semi-elliptical cavity is smaller than that of rectangular cavity at the same aspect ratio, which is possibly due to the effect of cavity geometry.
From the above discussions, it can be observed that the oscillation of the velocity magnitude is periodic when the Reynolds number is larger than the steady-oscillatory value, which may have some effects on the vortex structure of the semi-elliptical cavity. The detailed vortex structures within a Table 5 . Transition Re ranges for semi-elliptical cavity and rectangular cavity with different aspect ratios single period T are presented in Figs. 11-13 for different aspect ratios, where t 0 is an arbitrary time step within this period. For K= 1.0, splitting and merging of the top left vortices can be clearly observed. The bottom primary vortex is stretched when a smaller vortex emerges below it, and is restored when this smaller vortex disappears. Moreover, these variations are periodic, which is consistent with the periodic oscillation of the velocity magnitude. For of K= 2.0 and K= 3.0, the number of primary vortices increased to three and four, respectively. The bottom primary vortex retains almost the same structure within the period. The primary variations reside in the top left vortices, which split and merge periodically. 
Conclusion
In this paper, the MRT-LBM was applied to investigate the steady-oscillatory transition of lid-driven flows in two-dimensional semi-elliptical cavity at three aspect ratios, namely, 1.0, 2.0 and 3.0. CUDA was used to parallelize the LBM program, and the computational platform was NVIDIA Tesla K40c GPU. In the current implementation of the CUDA program, shared memory was widely used in the kernel functions of the collision process and to update macroscopic variables, which resulted in a significantly higher parallel efficiency compared to using global memory. Moreover, the parallel efficiency of the CUDA program is highly dependent on the grid size. In this study, the maximum speedup of GPU implementation was 47.6 times faster than the same LBM simulation on Intel Xeon E5 CPU for a grid size of 1024×1024.
Several numerical simulations were carried out to predict the steady-oscillatory Reynolds number at different aspect ratios using the CUDA-based LBM program. An amplitude coefficient was defined to quantify the time-dependent oscillation of the velocity magnitude at the monitoring point (a/2, b/2). For aspect ratios of K= 1.0, 2.0 and 3.0, the steady-oscillatory Reynolds numbers were in the ranges of 7,250-7,300, 5,650-5,700 and 5,200-5,250, respectively. The Reynolds numbers correlate negatively with the aspect ratio of the semi-elliptical cavity. Moreover, these transition Reynolds numbers were smaller than those of the rectangular cavity at the same aspect ratio. In addition to the prediction of the steady-oscillatory Reynolds numbers, the detailed vortex structures of the semi-elliptical cavity were also presented at different aspect ratios. It was found that the primary variations were in the top left vortices, which split and merge periodically. 
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