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En este trabajo se proponen y justifican modelos relacionados con el problema del flujo
de un fluido viscoso en el interior de una tubería curva con paredes viscoelásticas, mediante
el uso de métodos asintóticos. Para tal fin, se divide la memoria en tres partes.
En la primera parte abordamos el problema del fluido viscoso en una tubería curva
con paredes en movimiento. Para modelar el fluido consideramos las ecuaciones de Navier-
Stokes en un dominio variable en el tiempo y que depende de un parámetro pequeño
adimensional que mide la razón entre el radio de la sección transversal de la tubería y la
longitud de la misma. Mediante la definición de una aplicación de referencia, obtenemos
las ecuaciones del problema en un dominio independiente del parámetro pequeño y del
tiempo. A continuación, asumimos que las incógnitas del problema pueden expresarse como
un desarrollo en serie de potencias del pequeño parámetro que, tras su sustitución en las
ecuaciones en el dominio de referencia, permite caracterizar algunos de sus términos. Así,
identificamos que el término principal del desarrollo asintótico de la velocidad describe un
flujo de Poiseuille, obtenemos la relación entre el flujo y los parámetros de curvatura y
torsión de la línea media, y detectamos los efectos de la fuerza centrífuga en el interior de
la tubería sobre el flujo secundario.
A continuación, añadimos correctores a la aproximación asintótica para tener en cuenta
el fenómeno de capa límite. Estos correctores son solución de problemas de tipo Leray en
bandas infinitas, de los cuales aseguramos que tienen al menos una solución que decae
exponencialmente cuando la componente axial tiende a infinito. Con el objetivo de dedu-
cir estimaciones a priori del error entre la solución exacta y la aproximada, obtenemos
una desigualdad de tipo Poincaré adecuada para la condición de contorno del problema y
estudiamos estimaciones para soluciones de problemas de valor en la frontera. Así, bajo
ciertas hipótesis de regularidad, obtenemos estimaciones del error relativo que justifican
matemáticamente el modelo propuesto.
En la segunda parte de la memoria, abordamos el problema de la deformación de las
paredes viscoelásticas de una tubería compuesta por un material viscoelástico bajo la ac-
ción de fuerzas externas. Para ello aplicamos el análisis asintótico a láminas viscoelásticas
cuyo espesor depende de un parámetro pequeño. Comenzamos con el caso cuasiestático
del problema tridimensional considerando una lámina cuya ley constitutiva viscoelástica
presenta un término de memoria corta (de tipo Kelvin-Voigt). Mediante técnicas de análi-
sis asintótico se deduce que, en el límite, las láminas viscoelásticas se describen mediante
ecuaciones bidimensionales que presentan un término de memoria larga, representado por
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una integral con respecto al tiempo, que tiene en cuenta los estados de deformación pre-
vios. Además, incluimos resultados de existencia y unicidad de solución para los problemas
tridimensionales y bidimensionales expuestos. Al igual que ocurre en el caso elástico, cuyo
estudio se encuentra en la literatura, las ecuaciones bidimensionales se dividen en tres gru-
pos dependiendo de la geometría de la superficie media de la lámina y el conjunto donde
se considera la condición de contorno de fijación. Así, se pueden distinguir las ecuacio-
nes de una membrana elíptica, membrana generalizada y lámina flexural viscoelásticas.
Estos modelos son justificados mediante teoremas de convergencia fuerte en espacios de
Bochner-Sobolev. Posteriormente, realizamos un análisis formal del problema dinámico de
una lámina viscoelástica, identificando las ecuaciones dinámicas bidimensionales para una
membrana viscoelástica. También en este caso incluimos resultados de existencia y unicidad
de solución de los problemas expuestos.
En la tercera parte de la memoria, abordamos la formulación del problema acoplado
del flujo de un fluido viscoso en el interior de un tubo con paredes móviles, aunando
para ello los resultados desarrollados en este trabajo. Por un lado, consideramos que las
paredes están formadas por un material viscoelástico, proponemos el modelo reducido
correspondiente e indicamos algunas líneas del trabajo futuro. Por otro lado, para mostrar
el buen comportamiento del modelo del fluido, consideramos una ley constitutiva algebraica
elástica para las paredes de la tubería, de forma que podemos resolver el problema numérico
y mostrar algunos ejemplos para diferentes geometrías.
Para finalizar, expondremos algunas conclusiones y propuestas de trabajo futuro.
Summary
In this work we propose and justify models related with the problem of the viscous
incompressible fluid flow inside a curved pipe with viscoelastic walls by using asymptotic
methods. To that end, the memory is divided into three parts.
In the first part we study the problem of the viscous fluid moving inside a curved pipe
whose wall is deformable. In order to study the fluid problem we consider the Navier-Stokes
equations in a time dependent domain that depends on a small non-dimensional parameter,
which measures the ratio between the radius of the cross section of the pipe and its length.
Defining a reference mapping, we obtain the equations of the problem posed in a domain
independent of the small parameter and time. Then, we assume that the unknowns of the
problem can be expressed as an asymptotic expansion in terms of the small parameter
which, upon substitution in the equations defined in the reference domain, leads us to
characterize some of their terms. Thus, we identify that the leading term of the asymptotic
expansion of the velocity describes a Poiseuille flow, we obtain the relation between the
flow and the curvature and torsion of the middle line, and we detect the effects of the
centrifugal force inside the pipe over the secondary flow.
Next we add correctors to the asymptotic approximation in order to take into account
the boundary layer phenomena. These correctors are solution of Leray’s type problems
defined over semi-infinite strips, for which we ensure the existence of at least one solution
that has an exponential decay when the axial component tends to infinity. With the aim of
deriving a priori error estimates between the exact solution and the asymptotic approach,
we obtain a Poincaré’s type inequality taking into account the boundary condition of the
problem and we study estimations for solutions of boundary value problems. Thus, under
certain hypothesis on the regularity of the solution, we obtain relative error estimates which
mathematically justify the model proposed.
In the second part of this memory, we study the problem of the viscoelastic wall’s
deformation under the effects of external forces. To this end, we apply the asymptotic
method to a family of viscoelastic shells whose thickness depends on a small parameter.
We start the study considering the three-dimensional quasi-static problem of a shell whose
constitutive law presents a short term memory (Kelvin-Voigt type). By using arguments
of asymptotic analysis we deduce that, in the limit, the viscoelastic shells are described
through two-dimensional equations which present a long term memory, represented by an
integral with respect to the time variable, that takes into account the previous states of
deformation. Besides, we include results of existence and uniqueness of solution of the
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three-dimensional and two-dimensional problems presented. As it happens in the elastic
case, whose study is available in the literature, the two-dimensional equations are divided in
three groups depending on the geometry of the middle surface of the shell and the set where
the boundary condition of position is considered. Thus, we distinguish the viscoelastic
elliptic membrane, generalized membrane and flexural shell equations. These models are
justified with strong convergence theorems in Bochner-Sobolev spaces. Then, we perform an
asymptotic analysis of the dynamic problem of a viscoelastic shell, identifying the dynamic
equations of a viscoelastic membrane. Also in this case, we include results of existence and
uniqueness of solution for the problems.
In the third part of this memory, we study the formulation of the coupled problem of the
viscous fluid flow inside a pipe with deformable walls, combining the results developed in
this work. On one hand, we consider that the wall’s pipe is made of a viscoelastic material,
we propose the corresponding reduced model and we indicate some steps of the future work.
On the other hand, in order to show the good behaviour of the fluid model, we consider an
algebraic elastic law for the wall of the pipe, so that we can solve the numerical problem
and present some examples for different geometries.
Finally, we summarize some conclusions and proposals for future work.
Introducción
Las Matemáticas en general y la Matemática Aplicada en particular, han sido y son
una herramienta muy útil a la hora de estudiar diferentes problemas en numerosos campos
del conocimiento. Aunque históricamente su uso ha sido muy destacado en física y en
ingeniería, cada vez son utilizadas en un mayor número de áreas. Quizás uno de los campos
de aplicación más reciente e interesante sea el de la biomedicina. A día de hoy, todavía
existen muchos problemas relacionados con el cuerpo humano que se abordan mediante
técnicas no muy precisas o simplemente mediante la experimentación del caso particular.
En algunos de esos casos, las técnicas utilizadas son invasivas, lo que puede acarrear riesgos
al paciente. Este tipo de técnicas son más complicadas en problemas relacionados con el
sistema cardiovascular. Por ejemplo, ante la presencia de un aneurisma (hipertrofia de un
vaso sanguíneo del sistema circulatorio) el tratamiento consiste en la visualización de la
inflamación en cuestión y, mediante técnicas estadísticas basadas en el tamaño de la misma,
el profesional toma la decisión de intervenir o no al paciente. En muchas ocasiones, la
complejidad de la operación y el desconocimiento real del comportamiento de la aneurisma
tiene consecuencias nefastas. Algunas de estas dificultades podrían superarse de conocer
un modelo matemático que predijese de forma eficiente y veraz el comportamiento del flujo
en los vasos sanguíneos (véase, por ejemplo, el Capítulo 11 en [79]).
En 1775 Euler fue un pionero al proponer un modelo matemático unidimensional para
predecir el comportamiento del flujo sanguíneo en el sistema circulatorio (véase [25]). Si bien
muchas de las características que posee el flujo sanguíneo fueron halladas con posterioridad,
su trabajo inició una línea de investigación que dio lugar a numerosos estudios en dinámica
de fluidos, algunos de los cuales citaremos en esta introducción. La obtención de modelos
para el sistema circulatorio podría ser clave para el tratamiento o la detección de patologías,
como zonas de mayor erosión, deposición de partículas u obstrucciones en las venas y
arterias.
En las últimas décadas muchos autores, como puede comprobarse en [17, 41, 53–55, 81,
112, 120, 126, 128, 130, 131, 143, 151, 160, 161, 164, 165], han dedicado sus trabajos a la
obtención de modelos para el sistema circulatorio, mediante el estudio del flujo sanguíneo
en venas y arterias cuyo material biológico es flexible. Destacan también, los trabajos
que estudian este tipo de modelos con aplicaciones en hemodinámica cerebral como en
[122, 149], el sistema linfático en [90] o más recientemente la importancia de la circulación
en vasos auditivos en [154]. También debemos destacar otros sectores del campo de la
industria y la ingeniería donde estos modelos pueden ser muy útiles. Por ejemplo, podrían
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modelar el flujo de un fluido a través de una cañería de una red hidráulica, mangueras
y conductos, entre otros (véase por ejemplo, [101]). Este tipo de modelos son de gran
utilidad, por ejemplo, a la hora de estudiar los sistemas de refrigeración. En particular,
en estos problemas es muy importante conocer el tiempo de residencia del fluido, que está
estrechamente relacionado con el denominado flujo secundario en las secciones transversales
de la tubería. Cuanto mayor sea el tiempo de residencia mayor será la transferencia de calor,
por lo que poder predecir esta característica es crucial en el ejemplo mencionado.
A la hora de modelar este tipo de problemas, podemos identificar dos partes bien
diferenciadas en el estudio. Por un lado, debemos analizar el comportamiento de un fluido
viscoso e incompresible a través de tuberías curvas con paredes móviles. Por otro lado,
debemos estudiar el comportamiento del movimiento de una pared de pequeño espesor que,
por tanto, puede ser modelada por las ecuaciones de una lámina. Además, consideraremos
que la pared está formada por un material viscoelástico como, por ejemplo, podría ser
modelada la pared de un vaso sanguíneo (véanse [55, 79]). Una vez identificados ambos
modelos, tendremos que acoplarlos para estudiar el efecto que uno provoca sobre el otro.
Por una parte, el modelo del fluido necesitará como dato el radio de la tubería, que vendrá
dado en función del desplazamiento de la lámina. Por otra parte, el movimiento de la pared
se producirá por el efecto de la densidad de fuerzas aplicadas por lo que, en este caso, se
deberá conocer la presión que el fluido ejerce sobre las paredes de la tubería. Este tipo
de acoplamiento se conoce como problema de interacción de fluido-estructura (denotados
en inglés por FSI problems) el cual se configura como el más adecuado para abordar este
tipo de estudios. A pesar del gran avance tecnológico de los últimos años, la simulación
numérica de estos problemas no es sencilla debido a su elevado coste computacional y a
problemas de estabilidad numérica. Por ello, es necesaria la obtención de nuevos modelos
reducidos, bien justificados matemáticamente, que puedan utilizarse en lugar de los modelos
tridimensionales correspondientes.
En esa dirección, observamos que en los dos problemas identificados se detecta una
característica común: la diferencia de magnitudes en las dimensiones del dominio. En el
primer caso, el flujo viscoso en una tubería curvilínea, el radio del dominio tubular será
muy pequeño en comparación con la longitud. En el segundo problema, el movimiento de
las paredes, el espesor de las mismas es de magnitud mucho menor en comparación con la
superficie. Esta característica ha llevado a numerosos autores a la utilización de métodos
especialmente útiles para problemas dependientes de un parámetro pequeño: los métodos
asintóticos. Uno de los trabajos pioneros en el cual se dota de una robusta base matemática
de esta técnica aparece en 1973 en [88], donde se engloba dentro de los problemas deno-
minados de perturbación singular. Los modelos reducidos obtenidos mediante los métodos
asintóticos deben justificarse matemáticamente para confirmar su validez. Esto se puede
realizar a través de resultados de convergencia y mediante estimaciones del error entre la
aproximación asintótica y la solución exacta del problema.
Debido a los diferentes problemas identificados en la motivación de este trabajo, di-
vidiremos esta memoria en tres partes. En la Parte I, empezaremos analizando el primer
problema planteado: el flujo de un fluido viscoso a través de una tubería curvilínea con
paredes flexibles. Actualmente, existen numerosos estudios de flujos viscosos a través de
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tuberías. En particular, W. Dean, en sus trabajos de los años 20 [42, 43], fue el primero
en plantear lo que más tarde se denominaría como métodos asintóticos en tuberías curvas,
donde el radio de curvatura es mayor que la magnitud de la sección transversal. Su trabajo
sirvió de inspiración para el desarrollo de nuevos modelos en tuberías curvas que permi-
tían identificar características importantes como el flujo secundario (véanse, por ejemplo,
[62, 66, 78, 93, 145, 163]). Además, en la literatura se pueden encontrar estudios donde el
comportamiento del flujo en la tubería se relaciona directamente con la curvatura y torsión
de la línea media de la misma, como por ejemplo en [64–66, 92, 98, 100, 101, 110, 111, 148].
En [64], mediante el uso de métodos asintóticos, se compara el término principal del desa-
rrollo propuesto con un flujo de Poiseuille en el interior de una tubería con paredes rígidas.
También en [98], se realiza un análisis asintótico en un dominio similar, identificando los
efectos de la curvatura y la torsión en el flujo y aportando estimaciones del error entre la
solución exacta y la aproximada. En ese trabajo se identifica un problema común en los
estudios asintóticos conocido como el fenómeno de capa límite. Con respecto al estudio
del problema no estacionario, encontramos la primera referencia en 1970 en [93], donde se
analiza el flujo secundario producido en las secciones transversales de la tubería en fun-
ción del llamado número de Dean. En [132] también se utiliza este número y se analiza el
comportamiento cerca de las paredes, donde se produce el fenómeno de capa límite. Más
recientemente, en [114, 115], se ha considerado el caso no estacionario en estructuras de
tipo tubular y se obtienen las estimaciones del error correspondientes. Por último, tam-
bién podemos destacar algunos trabajos donde se analiza el comportamiento del flujo en
dominios con paredes en movimiento. En [117] se considera un fluido en el interior de un
canal con paredes elásticas, dando lugar a un problema de interacción de fluido-estructura
que se estudia mediante el método asintótico. El modelo presentado se justifica matemáti-
camente en [119], donde se estudia el problema acoplado entre el movimiento de un fluido
viscoso y una placa. Utilizando las mismas técnicas, los autores consideran en [118] un
dominio tubular rectilíneo donde el desplazamiento de la pared se describe utilizando las
ecuaciones de Koiter. En [120] generalizan sus resultados previos considerando el caso no
estacionario y una ley de pared elástica para una tubería cilíndrica. Más recientemente, en
[121], se realiza un análisis asintótico con estimaciones del error del problema de interacción
de fluido-estructura en una tubería cilíndrica elástica cuya densidad y módulo de Young
dependen del parámetro pequeño que mide el ratio del radio de la sección transversal de
la tubería y el espesor de las paredes de la misma.
En el presente estudio, siguiendo el trabajo de [98], presentaremos un modelo transito-
rio para el flujo de un fluido viscoso en el interior de una tubería curvilínea con paredes
flexibles. Además, identificaremos el flujo secundario en la sección transversal de nuestra
tubería y representaremos los perfiles de velocidad hasta el orden dos del desarrollo asin-
tótico propuesto. Con respecto a los términos de presión presentes en nuestras ecuaciones,
obtendremos un conjunto de problemas en derivadas parciales que deberán ser completa-
dos con una ley de pared adecuada. Esto quiere decir que el modelo que propondremos
se obtendrá asumiendo conocido el desplazamiento de la pared del dominio, y que poste-
riormente será determinado a partir de la ley de pared correspondiente al caso de interés.
Después, obtendremos los correctores necesarios para tener en cuenta el fenómeno de capa
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límite que surge en el problema. Finalmente, justificaremos el modelo matemáticamente
mediante estimaciones a priori del error entre la solución exacta del problema y la solución
asintótica aproximada.
Como hemos comentado anteriormente, existen trabajos donde se aborda con detalle el
problema del flujo sanguíneo. En [54], se propone un modelo unidimensional y además se
destacan algunos procedimientos clínicos donde este modelo podría ser utilizado. Encon-
tramos otro modelo del flujo sanguíneo en arterias en [126], donde el pulso sanguíneo y los
patrones del flujo son relacionados, y se destaca como este tipo de modelos pueden ayudar
a la hora de diseñar tratamientos para dolencias particulares. En el estudio planteado en
[55] para el modelado del flujo sanguíneo se comentan las dificultades para modelar el com-
portamiento de los tejidos de los vasos sanguíneos. A pesar de que los autores proponen
un modelo unidimensional para el problema, también sugieren la posibilidad de considerar
modelos bidimensionales con una descripción de tipo lámina y una ley constitutiva viscoe-
lástica. Por este motivo abordaremos en la Parte II de esta memoria el segundo problema
planteado (estudio del movimiento de las paredes de la tubería curvilínea) mediante el
análisis asintótico de láminas viscoelásticas. Para seguir un orden adecuado en el estudio,
comenzaremos considerando el análisis asintótico del caso cuasiestático, para luego dar los
primeros pasos del caso dinámico.
Precisamente, es en mecánica de sólidos donde se obtienen los primeros resultados apli-
cados del análisis asintótico, en particular, en la teoría de la flexión de placas (véanse
[31, 45]) y algunos años más tarde en la teoría de vigas (véanse [5, 159]). Con respecto a
las láminas, los modelos que utilizaremos para el problema del movimiento de la pared de
la tubería, se publican más de una década más tarde los trabajos asintóticos sobre láminas
lineales elásticas [33, 36]. En ellos se presenta la existencia y unicidad de las ecuaciones bi-
dimensionales de láminas membranas elípticas deducidas mediante los métodos asintóticos
y se justifican con resultados de convergencia. Más tarde en [30], se presenta una comple-
ta teoría sobre láminas elásticas (lineales y no lineales), donde se justifican los modelos
bidimensionales para las denominadas membranas elípticas, membranas generalizadas y
láminas flexurales. Esta referencia presenta una descripción detallada del procedimiento
asintótico que conduce a los correspondientes conjuntos de ecuaciones bidimensionales.
Por otra parte, años más tarde y basándose en los estudios presentados en esta referencia,
aparecen los modelos dinámicos correspondientes en [85–87], donde también se justifican
las ecuaciones dinámicas para las láminas membranas, flexurales y de Koiter.
El problema motivador de este estudio es solo uno de los muchos problemas reales que
han hecho necesaria la introducción de modelos que puedan tener en cuenta efectos co-
mo la memoria y el endurecimiento, cualidades que pueden ser descritas en el campo de
la viscoelasticidad, cuya teoría podemos encontrar detallada en [48, 83, 127]. Numerosos
autores han contribuido al conocimiento actual de este tipo de problemas, proporcionando
nuevos resultados y modelos justificados. De hecho, podemos encontrar en la literatura
como [69, 71, 106, 138] (y en las referencias disponibles en ellos), una gran variedad de pro-
blemas planteados para materiales viscoelásticos. En el caso de las láminas viscoelásticas,
existe un conjunto de resultados más limitado. Por ejemplo, en [10] los autores presentan
un modelo para un problema dinámico de contacto donde se considera un material viscoe-
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lástico de memoria corta (de tipo Kelvin-Voigt). En [56–58] se utiliza el análisis asintótico
para estudiar una familia de láminas de un material con una ley constitutiva que presenta
un término de memoria larga y, además, se justifican con resultados de convergencia las
ecuaciones límite de membranas, láminas flexurales y de Koiter.
Como veremos en la segunda parte de este trabajo, siguiendo el estudio realizado en
[30], presentaremos el análisis asintótico de una familia de láminas viscoelásticas cuya ley
constitutiva presenta un término de memoria corta (de tipo Kelvin-Voigt), representado
por una derivada con respecto al tiempo, del cual deduciremos nuevos modelos límite bidi-
mensionales (láminas membrana, generalizadas y flexurales) que presentan un término de
memoria larga representado por una integral en la variable temporal. Además, demostrare-
mos la existencia y unicidad de los problemas presentados y comentaremos su interpretación
física. Los modelos obtenidos serán justificados matemáticamente mediante teoremas de
convergencia. Una vez finalizado el estudio del caso cuasiestático estaremos en condiciones
de realizar un análisis asintótico formal del problema dinámico de láminas viscoelásticas.
Las ecuaciones aquí deducidas se utilizarán para modelar el comportamiento de la pared
viscoelástica de la tubería curva del problema motivador de esta memoria.
Una vez estudiados los problemas para el fluido viscoso en el interior de la tubería curva
con paredes flexibles (Parte I) y para la lámina viscoelástica (Parte II), procederemos en la
Parte III al acoplamiento de los mismos. De esta forma expondremos dos modelos formales
acoplados que modelan el flujo viscoso en tuberías curvas con paredes en movimiento.
Por un lado, consideraremos un modelo acoplado resultante de combinar la aproximación
asintótica del problema del fluido obtenida en la Parte I y el modelo bidimensional dinámico
de una lámina viscoelástica identificado en la Parte II. Comentaremos como se produce
el acoplamiento entre ambos modelos y cuales serían los siguientes pasos a realizar en
el estudio. Por otro lado, como ejemplo del buen comportamiento del modelo asintótico
del fluido, consideraremos que la pared de la tubería curva esta formada por un material
elástico cuya ley de pared se describe a través de una ecuación algebraica que relaciona
el radio de la tubería y la presión. Presentaremos el modelo unidimensional resultante y
algunos ejemplos numéricos obtenidos para este acoplamiento.
Finalmente, terminaremos la redacción de esta memoria exponiendo algunas conclusio-
nes obtenidas a partir del estudio realizado y comentaremos algunas ideas sobre el trabajo
que se puede abordar en el futuro tomando como punto de partida el presentado aquí.
Los resultados obtenidos en esta memoria han dado lugar a la preparación de los ar-
tículos [18–24] de los cuales algunos se encuentran actualmente publicados.

Parte I
Análisis asintótico de un fluído viscoso
en una tubería curva con paredes en
movimiento

Introducción a la Parte I
En el campo de la dinámica de fluidos, el estudio de flujos en canales y tuberías ha
destacado enormemente debido a su gran número de aplicaciones en campos como la in-
dustria, ingeniería o, más recientemente, la biomedicina. Como hemos mencionado al inicio
de esta memoria, uno de los campos donde más destacan este tipo de modelos es en el de
la biomedicina, por su capacidad de predecir el comportamiento del flujo sanguíneo en el
sistema circulatorio.
Los primeros estudios pioneros del flujo estacionario en tuberías curvas se presentan en
[42, 43], donde el autor realiza un análisis sobre el flujo desarrollado en una tubería cuyo
radio de curvatura es mucho mayor que su sección transversal y donde estudia el efecto
del gradiente de presiones en el flujo. Siguiendo sus pasos, numerosos autores amplían
el conocimiento de este tipo de flujo mediante resultados teóricos, algunos de los cuales
citaremos en esta introducción, centrándose en particularidades que pueden aparecer en
los problemas reales y en analizar las propiedades del flujo.
Una de estas características importantes a estudiar es el denominado flujo secundario,
que se produce en las secciones transversales de las tuberías como consecuencia de su
curvatura. Este flujo es de especial interés en problemas del campo de la ingeniería ya
que están estrechamente relacionados con la transferencia de calor que se produce entre
el fluido y las paredes de una tubería curva, por lo que predecir su comportamiento es
clave para problemas de refrigeración y transporte de sedimentos, entre otros ejemplos. En
trabajos como [62, 66, 76, 78, 92, 133, 145, 147, 163, 166] podemos encontrar interesantes
estudios donde se comenta, entre otras características, la importancia del flujo secundario.
También podemos encontrar resultados numéricos en [4, 67, 68, 73, 81, 111] que evidencian
este comportamiento.
Otro aspecto interesante a estudiar en un flujo de estas características es su compor-
tamiento en función de las propiedades de la línea media de la tubería como su curvatura
y torsión (véanse, por ejemplo, [64–66, 73, 92, 98, 100, 101, 110, 148]). Así, en [110] se
presenta un estudio donde se trata un flujo en una tubería con curvatura variable y tor-
sión nula. Por su parte en [65, 66], se centran en la importancia de la torsión en el flujo,
concluyendo que su efecto es menor en comparación con el de la curvatura. En los trabajos
[100, 101] podemos encontrar un ejemplo aplicable al problema de sistemas de refrigera-
ción mencionado anteriormente. En concreto, los autores se centran en el estudio de flujos
incompresibles en tuberías helicoidales. Para ello, definen el problema con respecto a una
base que depende de un parámetro pequeño relacionado con la distancia entre las espiras.
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En tuberías rectas también podemos encontrar trabajos relacionando el flujo y el gradiente
de presiones en [63], considerando fluidos cuya viscosidad depende de la presión en [102] o
flujos en redes de tuberías como en [113], entre muchos otros.
Con respecto a los problemas de flujos evolutivos en tuberías curvas, encontramos una
primera referencia en [93], donde también se hace hincapié en el flujo secundario depen-
diendo de los valores del número de Dean. En [92], se realiza un estudio donde la curvatura
de la línea media de la tubería depende del tiempo. También podemos encontrar estudios
transitorios, como en [132], donde se analiza el efecto de capa límite. Más recientemente,
se ha estudiado el flujo evolutivo en estructuras formadas por cilindros rectos en [114, 115],
donde se incluyen estimaciones del error entre la aproximación y la solución exacta.
En muchas ocasiones, estas características y comportamientos del flujo se presentan
en trabajos donde se consideran tuberías que dependen de un parámetro pequeño adi-
mensional relacionado, en la mayor parte de los casos, con el ratio entre el radio de la
sección transversal y la longitud de la tubería. Es por ello por lo que en estudios como en
[15, 47, 49, 65, 93, 96, 97, 99–103, 118, 120, 123, 124, 145, 163] se utiliza el método de los
desarrollos asintóticos para obtener una aproximación analítica del problema. Este méto-
do permite identificar en qué orden de la aproximación asintótica obtenemos los primeros
efectos de flujo secundario (véanse, por ejemplo, [93, 145]) o la influencia de la curvatura y
la torsión de la linea media de la tubería en la velocidad y la presión del fluido (véanse, por
ejemplo, [65, 100, 101]). A pesar de que en esta memoria nos centraremos en fluidos Newto-
nianos incompresibles, también existen trabajos que utilizan los métodos asintóticos para
analizar el flujo de gases en tuberías (véase [103], por ejemplo) y de flujos no Newtonianos
o casi Newtonianos (véanse [96, 103], por ejemplo). También encontramos trabajos donde
se utilizan los métodos asintóticos para estudiar flujos más complejos, como en [47], donde
el autor presenta una aproximación asintótica para problemas de fluidos micropolares en
el interior de canales curvos. El mismo tipo de fluidos se analizan en [123, 124] en tuberías
rectas y en [125] en tuberías circulares, también utilizando los métodos asintóticos.
Como hemos comentado al principio, estos estudios son de gran interés debido a su
gran aplicabilidad. Sin embargo, para poder obtener un modelo que pueda representar
problemas como los mencionados en el campo de la medicina u otros ejemplos de la in-
dustria donde las paredes de la tubería son flexibles, debemos considerar una ley de pared
que permita el movimiento de las mismas. Por ejemplo, en el campo de la biomedicina
destacamos los trabajos [54, 129, 130] donde los autores presentan modelos y herramientas
numéricas, especificando procedimientos clínicos donde estos modelos podrían ser útiles.
En [126], también se presentan modelos para el flujo en arterias relacionando el pulso
sanguíneo con los patrones del flujo y destacando como estos modelos pueden ayudar a
diseñar tratamientos para enfermedades concretas. En [117] se realiza el análisis asintótico
de un fluido en el interior de un canal con paredes elásticas, dando lugar a un problema de
interacción de fluido-estructura. Los mismos autores presentan un ejemplo en tuberías en
[118], donde el desplazamiento de la pared se describe utilizando las ecuaciones de Koiter,
o en [120, 121] con una ley de pared elástica. Existen numerosas referencias de problemas
de fluido-estructura relacionados con un fluido moviéndose en el interior de una tubería,
que detallaremos en la Parte III.
Introducción a la Parte I 5
En esta primera parte de la memoria, estamos interesados en la deducción de un modelo
de un fluido viscoso incompresible que se mueve en el interior de una tubería curva donde
el radio de la sección transversal viene dado por una función R dependiente del tiempo, que
se considera dato del problema, y que tiene en cuenta el desplazamiento de la pared. Así,
obtendremos un modelo asintótico para el fluido que dependerá de R, de modo que bastará
relacionar esta función con la ley de pared adecuada para obtener el modelo acoplado
correspondiente. Con este objetivo, seguiremos algunas ideas de [98] donde se utiliza el
método asintótico para obtener un modelo de un flujo estacionario en una tubería curva
con paredes rígidas. En nuestro caso, consideraremos un flujo evolutivo y que las paredes
están en movimiento. También hallaremos los correctores necesarios para tener en cuenta
el fenómeno de capa límite. Por último, justificaremos el modelo propuesto obteniendo
estimaciones del error entre la aproximación asintótica y la solución exacta del problema.

Capítulo 1
Análisis asintótico formal de un fluido
viscoso en una tubería curva con
paredes flexibles
El objetivo de este capítulo es utilizar el método de los desarrollos asintóticos para
obtener un modelo unidimensional del flujo de un fluido viscoso en una tubería curva con
paredes flexibles. Para ello consideremos un conducto curvo cuyo radio es muy pequeño en
comparación con la longitud de la línea media de la misma. Supondremos que la expresión
de ese radio viene dada por εR, siendo ε un parámetro pequeño adimensional y R una
función dada, que depende del punto de la línea media de la tubería y del tiempo. En
el interior de dicha tubería consideraremos un fluido viscoso en movimiento debido a las
diferencias de presión entre la entrada y la salida. Como consecuencia de la presión que
el fluido ejerce sobre las paredes, estas tendrán un movimiento que supondremos continuo
con respecto al movimiento del fluido.
Para este estudio, seguiremos algunos pasos de [98], donde se realiza un análisis asin-
tótico de un flujo estacionario en una tubería curva con paredes rígidas. En la Sección
1.1 presentaremos el dominio de definición de nuestro problema, un cilindro curvo con
paredes flexibles, en función de los elementos de la base de Frenet-Serret y el radio εR.
A continuación, introduciremos las ecuaciones que gobiernan el movimiento del fluido en
el interior de la tubería. Como además consideraremos que el fluido es incompresible, lo
modelizaremos con las ecuaciones de Navier-Stokes incompresibles, donde las incógnitas
son la velocidad uε y la presión pε. Veremos también aquí la expresión matemática de la
condición de contorno que obtenemos de considerar continuidad entre el movimiento del
fluido y los desplazamientos de la pared de la tubería, permitiendo únicamente desplaza-
mientos en la dirección radial. Después, dado que utilizaremos el método asintótico para
el estudio del problema, será conveniente definir el problema en un dominio de referencia
independiente del parámetro ε. Como consecuencia, obtendremos una aplicación entre los
puntos del dominio de referencia y el dominio original que nos permitirá en la Sección 1.2
identificar los campos y ecuaciones del problema definidos en el dominio de referencia. En
la Sección 1.3 estaremos en condiciones de suponer la existencia de un desarrollo asintótico
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para las incógnitas escaladas (velocidad, u(ε) y presión, p(ε)) y sustituirlo en las ecuaciones
definidas en el dominio de referencia. De esta forma, podremos identificar algunos de los
términos del desarrollo asintótico propuesto que compondrán la aproximación asintótica de
la solución del problema. En este capítulo supondremos conocido el movimiento de la pared
(dado por la función R), aunque en la Sección 1.4 haremos algunas consideraciones de como
determinar R. Este problema se estudiará con más detalle en la Parte III de la memoria.
Finalmente, con carácter meramente ilustrativo, en la Sección 1.5 mostraremos algunas
imágenes resultantes de evaluar los términos de la aproximación asintótica obtenida.
1.1. Problema de un fluido viscoso en una tubería de-
formable curva
En esta sección comenzaremos introduciendo el dominio del problema en cuestión. Des-
pués, escribiremos las ecuaciones que describen el movimiento de un fluido viscoso incom-
presible a través de una tubería curva con paredes flexibles.
En lo que sigue, a no ser que se indique lo contrario explícitamente, utilizaremos la
convención de suma en índices repetidos. Además, los índices latinos i, j, k, l, ..., tomarán
sus valores en el conjunto {1, 2, 3}, mientras que los índices griegos α, β, σ, τ, ..., lo harán
en el conjunto {1, 2}. Dada una función v que dependa únicamente de una variable, deno-
taremos por v′ su función derivada. Utilizaremos la notación estándar “ · ” para denotar el
producto interior usual entre dos vectores o dos campos vectoriales. También utilizaremos
la notación estándar para los espacios de Lebesgue y Sobolev. En el desarrollo de este
capítulo, supondremos suficiente regularidad para las funciones involucradas de forma que
las operaciones que realicemos estén bien definidas.
Supongamos que la curva central o línea media de la tubería está parametrizada por la
aplicación c(s), donde s ∈ [0, L] es el parámetro de longitud de arco. Además, sea T > 0 el
periodo de observación del problema. Entonces, los puntos del interior del dominio vienen
dados para cada instante de tiempo t ∈ [0, T ] por
Ω̂εt := {(x, y, z) ∈ R3; (x, y, z) = c(s) + ε r R(t, s) [(cos θ)N(s) + (sin θ)B(s)]},
donde r ∈ [0, 1), θ ∈ [0, 2π), {T = c′,N,B} es la base de Frenet-Serret de la curva c, y
R(t, s) denota la función radio de la sección transversal de la tubería en el punto s y tiempo
t (véase la Figura 1.1). El parámetro adimensional ε representa la diferencia de escala de
magnitud entre el diámetro de la tubería y su longitud, por lo que asumiremos que ε 1.
Si denotamos por ∂Ω̂εt a la frontera de la tubería curva, definamos la frontera lateral
Σεl como,
Σεl := {(x, y, z) ∈ ∂Ω̂εt ; r = 1}. (1.1.1)
A continuación, introduzcamos la notación, s1 := s, s2 := θ, s3 := r para las variables
y {v1 := T,v2 := N, v3 := B} para la base de Frenet-Serret de la curva c. Esta nueva
notación, nos permitirá utilizar en lo que sigue la convención de suma de Einstein.
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Ω̂εt
εRc
Figura 1.1: Tubería curva de radio variable εR.
Recordemos que, por las fórmulas de Frenet-Serret, se verifican las siguientes igualdades:
v′1(s1) = κ(s1)v2(s1),
v′2(s1) = −κ(s1)v1(s1) + τ(s1)v3(s1),
v′3(s1) = −τ(s1)v2(s1),
(1.1.2)
donde las funciones κ y τ denotan la curvatura y la torsión, respectivamente, de la línea
media de la tubería curva de forma que κ(s1) = ‖v′1(s1)‖ y τ(s1) = v′2(s1) · v3(s1).
Dado que consideraremos que en el interior de la tubería fluye un fluido viscoso in-
compresible, utilizaremos las ecuaciones de Navier-Stokes incompresibles para describir su
movimiento en Ω̂εt . Además, supondremos que la pared de la tubería es flexible, por lo que
es necesario considerar una condición de contorno adecuada. Por tanto, el objetivo de este
capítulo será el estudio del siguiente problema:
Problema 1.1.1. Hallar uε : [0, T ]× Ω̂εt −→ R3 y pε : [0, T ]× Ω̂εt −→ R tal que
∂uε
∂t
+ (∇uε)uε + 1
ρ0
∇pε − ν∆uε = bε0 en Ω̂εt , (1.1.3)







n̂ en Σεl , (1.1.5)
donde uε denota el campo de velocidades, pε el campo de presiones, ρ0 es la densidad del
fluido, ν es su viscosidad cinemática, bε0 es la densidad de fuerzas por unidad de masa y
n̂ es el vector unitario exterior con dirección radial en la cara lateral.
Procedamos a describir las ecuaciones del Problema 1.1.1. El par (1.1.3)–(1.1.4) repre-
senta las ecuaciones de Navier-Stokes incompresibles que modelan el movimiento de un
fluido viscoso incompresible. En particular, (1.1.3) es la ecuación de equilibrio (o conserva-
ción) del momento lineal para un flujo viscoso bajo los efectos de la densidad de fuerzas bε0
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y (1.1.4) es la ecuación de la incompresibilidad, que se obtiene de la ecuación de la conser-
vación de la masa considerando un fluido viscoso incompresible, es decir, con ρ0 constante.
Por último, la expresión (1.1.5) denota la condición de contorno en la cara lateral de la
tubería. Con esta ecuación, estamos suponiendo continuidad ente el movimiento del fluido
y los desplazamientos de la pared, asumiendo que solo se producen movimientos radiales.
Observación 1.1.2. El Problema 1.1.1 podría modelar el flujo en el interior de un vaso
sanguíneo. La sangre está formada por una amplia variedad de elementos que hacen que
algunos autores la consideren como un fluido casi Newtoniano (véase por ejemplo [80,
96]); sin embargo, la gran mayoría admite que su comportamiento es más semejante a
un fluido Newtoniano (véanse, por ejemplo, [131, 160, 163]), con excepción de flujos en
pequeños vasos como los capilares, donde los glóbulos rojos deben ser tenidos en cuenta en
el comportamiento del fluido.
La condición de contorno (1.1.5) podría representar el desplazamiento producido por
las paredes de los vasos sanguíneos en el sistema circulatorio. A pesar de que pueden
producirse desplazamientos en otras direcciones, estos son despreciables en comparación
con los existentes en la dirección normal, por lo que se considera una hipótesis ampliamente
aceptada en la literatura (véanse, por ejemplo, [112, 118, 120, 160]).
Observación 1.1.3. Nótese que no hemos considerado ninguna condición de contorno en
los extremos de la tubería ni una condición inicial. Estas podrán ser escogidas libremente
de forma que sean compatibles con la condición de contorno (1.1.5). Como veremos en los
siguientes capítulos, será suficiente con imponer la velocidad en dichas superficies y en el
instante inicial (véase el Problema 2.1.2).
Para proporcionar una aproximación de la solución del Problema 1.1.1 aplicaremos
el método de los desarrollos asintóticos (véase [88]). Por tanto, necesitamos definir las
ecuaciones de este problema en un dominio de referencia independiente de ε. Con este fin,
consideremos los subconjuntos de R3 definidos por Ωε = (0, L)×[0, 2π)×[0, ε) y Ω = (0, L)×
[0, 2π) × [0, 1). Denotaremos por xε := (xε1, xε2, xε3), sε := (sε1, sε2, sε3), y s := (s1, s2, s3),
respectivamente, los puntos de los dominios Ω̂εt , Ωε y Ω. También, denotaremos por dxε,
dΣε los elementos diferenciales de volumen y área en Ω̂εt y por ds, dΣ los correspondientes en
Ω. Utilizaremos la notación∇ y ∆ para denotar los operadores gradiente y el laplaciano con
respecto a la variable del problema correspondiente donde se escriba. Para mayor claridad,
en aquellos casos donde se pueda llevar a confusión, indicaremos con un subíndice la variable
con respecto a la cual se deben considerar estos operadores. Además, en lo que sigue, para
mayor brevedad notacional, omitiremos la dependencia explicita de las diversas funciones
con respecto a las variables espaciales y temporal cuando no haya ambigüedad.
Consideremos las aplicaciones φε1 : Ω→ Ωε, φε2 : Ωε → Ω̂εt , donde φε1 y φε2 vienen dadas
por las expresiones,
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Entonces Ω̂εt = φε2 (φε1 (Ω)) representa los puntos interiores de la tubería para cada
t ∈ [0, T ]. Por tanto, podemos definir el cambio de variable del dominio de referencia Ω,
como φε = (φε2 ◦ φε1) : Ω→ Ω̂εt , donde





Utilizando esta aplicación podemos definir la frontera lateral del dominio Ω̂εt , véase
(1.1.1), como
Σεl = {xε ∈ ∂Ω̂εt ;xε = φε(s1, s2, 1)}.
Además, si denotamos por ∂Ω a los puntos de la frontera del dominio de referencia,
entonces su correspondiente cara lateral, Σl vendrá dada por,
Σl = {s ∈ ∂Ω; s3 = 1}.
Calculando las parciales correspondientes de la aplicación (1.1.7), se tiene que,
∂φε
∂s1























n̂ := cos s2v2 + sin s2v3. (1.1.10)














2 (1− εκR cos s2) . (1.1.11)
Con esta parametrización definida, podemos calcular el vector normal exterior unitario
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en s3 = 1. Entonces, realizando el producto vectorial entre (1.1.8) y (1.1.9) y evaluando en






















(1− εκR cos s2) n̂− ε ∂R∂s1 v1√





Como el objetivo es realizar un análisis asintótico del problema propuesto, nos interesa
obtener una expresión en potencias de ε de cada uno de los términos implicados. En este
caso (recordemos que ε 1), observamos que,
1
1 + εa+ ε2b
=
(









donde a, b ∈ R, implica que






cicj = dk, k ≥ 2, (1.1.14)
d0 = 1, d1 = −a, dk = −adk−1 − bdk−2, k ≥ 2. (1.1.15)





, se tiene que
d0 = 1, d1 = 2κR cos s2, d2 = 3κ














c0 = 1, c1 = κR cos s2, c2 = κ




















cicj = dk, k ≥ 2. (1.1.17)
Entonces, de (1.1.13) deducimos que,
nε =
(
1− ε2κ2R2 cos2 s2 +
∞∑
k=2
ck(1− εκ cos s2)εk
)
n̂

















Además, siguiendo argumentos similares podemos deducir (véase (1.1.12)) la siguiente





























ĉiĉj = 0, k ≥ 3. (1.1.21)
De esta forma ya estamos en condiciones de escribir las ecuaciones del Problema 1.1.1
en el dominio de referencia Ω.
1.2. Problema escalado en el dominio de referencia
A continuación, para poder proceder con el análisis asintótico, estudiaremos cómo defi-
nir el problema en un dominio de referencia independiente del parámetro pequeño ε y del
tiempo t (véase la Figura 1.2). Teniendo en cuenta el cambio de variable (1.1.7), podemos
asociar a cada campo vectorial wε en Ω̂εt , un nuevo campo vectorial w(ε) definido en Ω,
como sigue:
wεi = w
ε · ei = (wεkek) · ei = (wk(ε)vk) · ei =: wk(ε)vki, (1.2.1)
donde {ei}i es una base ortonormal (nótese que se considera la convención de suma de
Einstein en los términos con índices repetidos) y utilizamos la notación vki := vk · ei.
1.2.1. Cálculo del Jacobiano de la aplicación inversa del cambio
de variable
Como primer paso para escribir las ecuaciones del Problema 1.1.1 definidas en el do-
minio de referencia Ω, necesitaremos estudiar la inversa del cambio de variable (1.1.7), en
particular, de su Jacobiano. Consideremos la aplicación φ̃ε : [0, T ]× Ω −→ [0, T ]× Ω̂εt ,
φ̃ε(t, s1, s2, s3) := (t
ε, xε) = (tε, φε(s1, s2, s3)).
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Ω
1
Figura 1.2: Dominio de referencia independiente de ε y del tiempo t.


















































donde s = (s1, s2, s3). Ahora bien, como













((cos s2)v2(s1) + (sin s2)v3(s1)), (1.2.2)
∂xε
∂s1
= c′(s1) + εs3
∂R
∂s1
((cos s2)v2(s1) + (sin s2)v3(s1)) + εs3R((cos s2)v
′





= εs3R(−(sin s2)v2(s1) + (cos s2)v3(s1)),
∂xε
∂s3
= εR((cos s2)v2(s1) + (sin s2)v3(s1)).
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Ahora, la aplicación inversa (φ̃ε)−1 : [0, T ]× Ω̂εt −→ [0, T ]× Ω es tal que su Jacobiano,










































Por tanto, como JφJ−1φ = I, se tienen las siguientes relaciones,







A continuación, identifiquemos los términos
∂si
∂xε











donde δij denota la delta de Kronecker. Para i = 1 obtenemos que





(cos s2v2 + sin s2v3) + εs3R(cos s2v
′




= α1 (1 + εs3R (cos s2(v
′

















ya que v1 = c′, y
0 = (α1v1 + β1v2 + γ1v3) · (εs3R(− sin s2v2 + cos s2v3))
= −β1εs3R sin s2 + γ1εs3R cos s2, (1.2.7)
0 = (α1v1 + β1v2 + γ1v3) · (εR(cos s2v2 + sin s2v3))
= β1εR cos s2 + γ1εR sin s2. (1.2.8)
De las relaciones (1.2.7)–(1.2.8) se deduce que necesariamente β1 = γ1 = 0. Por tanto,
de (1.2.6) y las identidades (1.1.2), se tiene:
α1 =
1
1− εκ(s1)s3R(t, s1) cos s2
.
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Ahora, tomemos i = 2 en (1.2.5). Por un lado, tenemos que
0 = α2 (1 + εs3R (cos s2(v
′


















y, por otro lado, que
1 = −β2εs3R sin s2 + γ2εs3R cos s2,









Por tanto, utilizando las relaciones (1.1.2) y (1.2.9), obtenemos que
α2 = −
τ(s1)
1− εκ(s1)s3R(t, s1) cos s2
.
Finalmente, tomemos i = 3 en (1.2.5). Por un lado, se tiene que
0 = α3 (1 + εs3R (cos s2(v
′


















y por otra parte, que
0 = −β3εs3R sin s2 + γ3εs3R cos s2









Por tanto, de las relaciones (1.1.2) y (1.2.10), obtenemos que
α3 = −
s3
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1.2.2. Ecuaciones en el dominio de referencia
A continuación, escribiremos cada uno de los términos involucrados en las ecuaciones
del Problema 1.1.1 en el dominio de referencia.
Comenzaremos con los términos de la ecuación de equilibrio (1.1.3). En primer lugar,


































(vk · ei) = (Dtuk(ε))vki,



































El término laplaciano por su parte se escribe como,
∆uεi = ∆(u









































0 · ei = ((bε0)kek) · ei = ((b0(ε))kvk) · ei = b0k(ε)vki, (1.2.15)
donde b0k(ε) := (b0(ε))k.
Escribamos ahora la ecuación de la incompresibilidad (1.1.4) en el dominio de referencia.



















Para finalizar las transformaciones de las ecuaciones del Problema 1.1.1 al dominio de
referencia solo nos queda estudiar la condición de contorno (1.1.5). Sea n̂ = (cos s2)v2(s1)+
(sin s2)v3(s1) el vector normal unitario en s3 = 1 (que coincide con el vector unitario
exterior radial introducido en el Problema 1.1.1). Entonces la condición de contorno (1.1.5)
conduce a
uε = uεiei = ui(ε)vi(ε) = ε
∂R
∂t
((cos s2)v2(s1) + (sin s2)v3(s1)) .
Por tanto, dado que la base de Frenet-Serret es ortonormal, obtenemos las siguientes con-
diciones de contorno en Σl (s3 = 1) para las componentes escaladas de la velocidad:








sin s2 en s3 = 1.
Como consecuencia, podemos enunciar la versión escalada del Problema 1.1.1 definido
en el dominio de referencia:
Problema 1.2.1. Para cada ε > 0, hallar u(ε) = (ui(ε)) : [0, T ] × Ω −→ R3 y p(ε) :









































sin s2 en s3 = 1.
Observación 1.2.2. Nótese que las expresiones (1.2.12)–(1.2.13) que aparecen en las
ecuaciones del Problema 1.2.1 no están definidas para ε = 0. Como consecuencia, esto
constituye un problema singular que motiva el estudio de este tipo de problemas mediante
el análisis asintótico.
1.3. Análisis asintótico formal
En esta sección expondremos el análisis asintótico formal del Problema 1.2.1. En primer
lugar, supondremos la existencia de un desarrollo asintótico para las incógnitas del pro-
blema, es decir, la velocidad y la presión, con la intención de identificar los tres primeros
términos de la expansión asintótica tras su sustitución en (1.2.16)–(1.2.17).
De este modo, siguiendo el estudio realizado en [98], para el caso estático con paredes
rígidas, supondremos que la solución del Problema 1.2.1 admite un desarrollo formal en
potencias de ε, de tal forma que las componentes del campo de velocidades y de las presiones













p1 + p2 + ... . (1.3.2)
Observación 1.3.1. Debemos señalar que esta hipótesis implica, como veremos más ade-
lante, que el gradiente de presiones determina el campo de velocidades en nuestro problema.
Como es evidente, otras hipótesis pueden ser consideradas tomando diferentes órdenes de ε
para la presión y las velocidades en (1.3.1)-(1.3.2), conduciendo a diferentes conclusiones.
Tras consultar la bibliografía y analizar alguna de estas posibles elecciones, consideramos
este caso como el más interesante.
El siguiente paso a seguir será sustituir el desarrollo asintótico propuesto para las incóg-
nitas en las ecuaciones del Problema 1.2.1. Para ello es necesario en primer lugar escribir




= c0 + c1ε+ c2ε
2 + ...,
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, k ≥ 0.















con q = 1, 2, 3 y donde (véanse (1.2.11)–(1.2.13)),
d1−1j = 0, d
1



























con k ≥ 0. Asumiremos también que las fuerzas aplicadas (por unidad de masa) admiten






2b20k + ... . (1.3.3)
Substituimos (1.3.1)–(1.3.2) en las ecuaciones y condición de contorno del Problema
1.2.1. Por un lado obtenemos las ecuaciones de Navier-Stokes en potencias de ε (en función


































































































y por otro lado, la condición de contorno correspondiente en la frontera lateral, en términos
del desarrollo asintótico:
uk1 = 0, k ≥ 0, en s3 = 1,
u02 = u
0









sin s2 en s3 = 1,
ukα = 0, k ≥ 2, α = 2, 3 en s3 = 1.
(1.3.6)
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A continuación, denotamos por Qε(t, s) el flujo a través de la sección transversal de









φ dΣ representa la integral de superficie de φ en la sección transversal de Ω̂εt en
s1 = s. Teniendo en cuenta la aplicación (1.1.7), definimos el flujo escalado en el dominio
de referencia Q(ε), como:









Además, el área de la sección transversal en el punto s1 y el instante t viene dado por
Aε(t, s1) := ε
2A0(t, s1) = ε
2πR2(t, s1), (1.3.10)
donde A0 denota el área de la sección transversal de referencia, A0 = πR2.
Con estos conceptos introducidos, podemos demostrar a continuación la siguiente pro-
posición, que utilizaremos más adelante.
Proposición 1.3.2. Consideremos un fluido en el interior de la tubería curva Ω̂εt , cuyo
movimiento es descrito por el Problema 1.1.1. Asumamos, que existe un desarrollo asin-
tótico de la forma (1.3.1)–(1.3.2) para las incógnitas del Problema 1.2.1 en el dominio de
referencia. Entonces, existe un desarrollo asintótico para el flujo escalado en el dominio de
referencia de la forma
Q(ε) = Q0 + εQ1 + ε2Q2 + ... ,








1 ds3ds2 (k ≥ 0). (1.3.11)



























(k ≥ 4), (1.3.13)
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siendo,
γ̃k = γ̂k + ĉk + γk,
∑
i+j=k;i≥1,j≥2
ĉiγj = γ̂k, γk = ck − ck−1κR cos s2, k ≥ 4, (1.3.14)
con ck y ĉk definidos por las relaciones (1.1.16)–(1.1.17) y (1.1.20)–(1.1.21), respectiva-
mente.
Demostración. Sea Ω̃εt = {xε = φε(s1, s2, s3) ∈ Ω̂εt ; a < s1 < b} con a, b ∈ [0, L] arbitrarios.











uε · nε dΣε +
∫
s1=b





uε · nε dΣε, (1.3.15)
siendo nε el vector normal exterior unitario en la frontera de Ω̂εt . En los extremos s1 = a y
s1 = b, teniendo en cuenta (1.2.1) se tiene que
uε · nε = (uk(ε)vk) · (−v1) = −u1(ε) en s1 = a,
uε · nε = (uk(ε)vk) · (v1) = u1(ε) en s1 = b.
Por tanto, por (1.3.7) y (1.3.15), obtenemos que





uε · nε dΣε. (1.3.16)
En los puntos de la cara lateral de la tubería, habíamos consideramos continuidad entre
el movimiento del fluido y los desplazamientos de la pared (véase (1.1.5)). Así, utilizando
(1.1.18) deducimos que,
uε · nε = ∂
∂t
(







1− ε2κ2R2 cos2 s2 +
∞∑
k=2
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donde hemos utilizado las expresiones de c2 y c3 en (1.1.16)–(1.1.17), mientras que los γk,
















































































− 3κ2R2 cos2 s2
)
, (1.3.20)
donde hemos utilizado las expresiones de ĉ1 y ĉ2 en (1.1.20) y de γ2 y γ3 en (1.3.17)–(1.3.18),
mientras que los γ̃k, k ≥ 4 están definidos como se indica en (1.3.14). Sustituyendo (1.3.19)






























Tomando el límite cuando b tiende a a y teniendo en cuenta la definición (1.3.10),






















































ds2 = 0. (1.3.21)
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Por otra parte, teniendo en cuenta el desarrollo asintótico de u1(ε) en (1.3.1) (para
k = 1) y (1.3.9), se deduce de forma inmediata que existe un desarrollo asintótico de la
forma:




















































teniendo en cuenta que A0 = πR2. Así, concluimos la demostración.
Observación 1.3.3. Este resultado es consecuencia directa de la ley de conservación de
la masa. En efecto, similares deducciones han sido estudiadas en referencias previas, como
por ejemplo [54].
Antes de presentar el teorema principal de este capítulo, recordemos un resultado que
se puede encontrar en el Teorema 2.4 de [152] y que utilizaremos en lo que sigue.
Teorema 1.3.4. Sea Ω un conjunto acotado de clase C2 en Rn y Γ = ∂Ω. Sean dados





ϕ · n dΓ,
donde n denota el vector normal unitario a lo largo de Γ. Entonces, existen u ∈ [H1(Ω)]n, p ∈
L2(Ω), tal que (u, p) es la solución del problema de Stokes:
−ν∆u+∇p = f en Ω,
divu = g en Ω,
u = ϕ en Γ.
Además u es única y p es única salvo suma de una constante.
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Introducimos ahora las coordenadas cartesianas locales en la sección transversal de la
tubería en s1 como los puntos z ∈ R2 definidos por
z = (z2, z3) = (s3 cos s2, s3 sin s2), (1.3.23)
y sea ω = {(z2, z3) ∈ R2/z22 + z23 < 1} (de modo que (s3, s2) denotarán las coordenadas
polares en la misma sección transversal).
Teorema 1.3.5. Asumamos que existe un desarrollo asintótico de la forma (1.3.1)–(1.3.2).
Entonces:






(s23 − 1), (1.3.24)
u02 = u
0
3 = 0, (1.3.25)












con las condiciones de contorno adecuadas.

























































con las condiciones de contorno adecuadas.




































































































(s43 − s23) cos(2s2), (1.3.31)





















































































con las condiciones de contorno adecuadas. Sea U2 = (u22, u23). Entonces el par (U2, p3) es





∇zp3 + F en ω,
divz U
2 = g en ω,
U2 = 0 en ∂ω,
(1.3.34)





























































































































































El problema (1.3.34) tiene solución única (U2, p3), con U2 única y p3 única salvo la suma
de una función que dependa de t y s1. Esta solución puede ser obtenida explícitamente
(véase el Apéndice A.2).
Demostración. Tras la sustitución de (1.3.1)–(1.3.2) en (1.2.16)–(1.2.17), obtuvimos las
ecuaciones en potencias de ε en (1.3.4)–(1.3.5). En lo que sigue, expondremos el procedi-
miento seguido para la obtención de los problemas correspondientes y, en su caso, de las
expresiones explicitas de algunos de los términos del desarrollo asintótico propuesto.
(i) Agrupando los términos multiplicados por la menor de las potencias que encontra-
mos en (1.3.4), es decir, ε−3, hallamos las siguientes ecuaciones relacionadas con el término























= 0, y así,
p0 = p0(t, s1). (1.3.37)
Es decir, el término de orden O(ε−2) de la presión no depende de las variables de la sección
transversal, o lo que es lo mismo, solo depende del tiempo y del punto s1 en el que nos
encontremos de la línea media de la tubería curva.
















































































Utilizando el cambio de variable dado por (1.3.23) en (1.3.38) y teniendo en cuenta la
condición de contorno correspondiente en (1.3.6), obtenemos el siguiente problema para la






u01 = 0 en ∂ω.
(1.3.41)
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Por tanto, utilizando la expresión de u01 que acabamos de deducir en este paso, obtenemos








































que junto con las condiciones de contorno adecuadas, tiene solución única.
A continuación, agrupemos los términos multiplicados por la menor potencia que encon-

















Utilizando el cambio de variable (1.3.23) en esta ecuación y en las ecuaciones (1.3.39)–
(1.3.40) y teniendo en cuenta las condiciones de contorno para las componentes u02 y u03
en (1.3.6), deducimos que las componentes transversales del término de orden O(1) de la
velocidad, que denotaremos por U0 = (u02, u03), y el término de orden O(ε−1) de la presión,







0 = 0 en ω,
U0 = 0 en ∂ω.
Aplicando el Teorema 1.3.4, este problema tiene una única solución (salvo una función que
dependa únicamente de t y s1, para el término de la presión). Por tanto, esta solución es
u02 = u
0
3 = 0, p
1 = p1(t, s1).
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Utilizando (1.3.24) en (1.3.43), el cambio de variable (1.3.23) y teniendo en cuenta la














u11 = 0 en ∂ω.
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con las condiciones de contorno adecuadas. Si ahora agrupamos los términos multiplicados
































Sea U1 = (u12, u13). Aplicando el cambio de variable (1.3.23) a la ecuación anterior y a las
ecuaciones (1.3.44)–(1.3.45), y teniendo en cuenta las condiciones de contorno correspon-


























(cos s2, sin s2) =: ϕ
1 en ∂ω.
(1.3.46)
Aplicando el Teorema 1.3.4, se tiene que este problema tendrá solución única si, y solo si,





ϕ1 · n, (1.3.47)
donde n := n̂ = (cos s2, sin s2) es el vector normal unitario exterior a lo largo de ∂ω. Por












































































Por otro lado, ∫
∂ω
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Realizando operaciones sencillas, se puede comprobar que esta ecuación es equivalente a
(1.3.42). Entonces, concluimos que existe una solución única (U1, p2) de (1.3.46) tal que
U1 es única y que p2 es única salvo una función dependiente de t y s1. Dicha solución,






























donde la función p20 será caracterizada más adelante (véase (1.3.51)).





































































κ2 cos s2 sin s2
∂(u0kvki)
∂s2
























































































+ κs3R cos s2
∂p1
∂s1
− τκs3R cos s2
∂p1
∂s2
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Puesto que {v1,v2,v3} es una base ortonormal, podemos obtener tres ecuaciones a partir
de (1.3.48) agrupando los términos que multiplican a cada uno de los elementos de la
base. Si además utilizamos los resultados obtenidos en los apartados (i) y (ii) de esta










































































































Utilizando el cambio de variable (1.3.23) en esta ecuación, junto con la condición de con-



































































































u21 = 0 en ∂ω.
(1.3.49)
A la vista de (1.3.49), y por inspección entre las funciones polinómicas en z2 y z3, obtenemos














































































































3 − 1)(z22 − z23),

































































































(s43 − s23) cos(2s2). (1.3.50)





























































































junto con las condiciones de contorno adecuadas. Con esta ecuación, hemos completado la
descripción del término de la presión p2 (véanse (1.3.32)–(1.3.33)).















































































































































































Utilizando el cambio de variable (1.3.23) y simplificando, deducimos de las dos últimas










































































































































































































































s23 =: g. (1.3.54)
Sea U2 = (u22, u23). Utilizando el cambio de variable (1.3.23), obtenemos de las ecuaciones
(1.3.52), (1.3.53), (1.3.54) y de las condiciones de contorno correspondientes en (1.3.6), que





∇zp3 + F en ω,
div U2 = g en ω,


















































































Aplicando el Teorema 1.3.4, este problema tiene solución única si se verifica la siguiente
condición de compatibilidad: ∫
ω
g dz2dz3 = 0, (1.3.57)




s3g ds3ds2 = 0.












































36 1. Análisis asintótico formal
Por tanto, se verifica la condición de compatibilidad (1.3.57) y el problema (1.3.55) tiene
una única solución (salvo una función dependiente de t y s1 para la presión). Además, como
g y F son funciones polinómicas en la variable s3 (véanse (1.3.54) y (1.3.56)), la solución
de (1.3.34) es también polinómica en s3 y podemos calcularla explícitamente (véase el
Apéndice A.2).
Observación 1.3.6. En diversas referencias (véanse [64, 98, 101, 148]) se considera un
flujo estacionario en una tubería ya que se asume que los efectos del tiempo no van a ser
relevantes en la solución del problema, o que dichos efectos se disiparán en tiempos grandes.
El desarrollo asintótico que hemos asumido (véanse (1.3.1)–(1.3.2)), ha conducido a
que la velocidad esté determinada por la presión (véase el Teorema 1.3.5) y que, por tanto,
la dependencia temporal de la solución del problema venga dada a través de esta.
A la vista del desarrollo asintótico propuesto en (1.3.1)–(1.3.2), algunos de cuyos térmi-
nos han sido caracterizados en el Teorema 1.3.5, la aproximación asintótica del Problema
1.2.1 que proponemos vendrá dada por las expresiones:







p1 + p2. (1.3.59)
1.4. Comportamiento de la pared de la tubería
Al inicio de este capítulo expusimos el Problema 1.1.1 definido en el dominio original,
dependiente de una función radio R que depende del tiempo y del punto s1 de la línea
media de la tubería curva. Por tanto, es claro que para completar el modelo propuesto
(véase el Teorema 1.3.5) que hemos deducido de la aplicación del método asintótico en el
Problema 1.2.1, necesitamos otro modelo que describa el movimiento de la pared (ley de
pared) como consecuencia de las diferencias de presión que se produzcan en el interior de
la tubería.





Si además, consideramos que R tampoco de depende del punto s1 de la línea media
(es decir, radio de la tubería constante), el modelo propuesto se reduce al obtenido en
[98], a diferencia de que allí se proponía una aproximación asintótica de la solución de un
orden menos, es decir, sin incluir los términos de mayor orden de la aproximación asintótica
(1.3.58)–(1.3.59).
Otro ejemplo muy interesante es considerar que la pared de la tubería verifica una ley
constitutiva elástica. Por ejemplo, podemos considerar el caso simple de una ley algebraica
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elástica (véase el Capítulo 19, en [55]), de modo que,




donde E denota el módulo de Young y ξ el coeficiente de Poisson de la pared, h0 su espesor,
R0 el radio de las sección transversal en reposo y pe la presión externa. Por supuesto, exis-
ten otras posibilidades diferentes más complejas, considerando distintas leyes constitutivas
elásticas o viscoelásticas (véase [54, 55]). Pospondremos a la Parte III de esta memoria la
discusión más detallada de leyes más generales.
1.5. Algunos ejemplos numéricos
En esta sección presentaremos algunos ejemplos numéricos sencillos representativos para
ilustrar el comportamiento de la solución asintótica aproximada propuesta en la sección
anterior. Para ello representaremos los términos del desarrollo asintótico de la velocidad
(véase el Teorema 1.3.5) en función de diferentes valores para la presión, curvatura y torsión
de la línea media.




< 0). Este tipo de comportamiento en el término principal del
desarrollo también fue identificado en trabajos como [64, 100, 117]. En la Figura 1.4 repre-
Figura 1.3: Representación del campo u01.
sentamos la componente u11, que será la primera corrección del término u01. Como pudimos
observar en su expresión obtenida en (1.3.27), es el primer término en el que se observan
los efectos de la curvatura de la línea media de la tubería. Se puede verificar en la imagen,
que el fluido será más rápido en el lado de la sección transversal hacia donde la normal N
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Figura 1.4: Representación del campo u11.
La segunda corrección dada por el término u21, tiene una dependencia más compleja de
los diferentes parámetros del problema (véase (1.3.31)), pero tomando valores típicos de los
mismos, observamos en la Figura 1.5 que volvemos a obtener un comportamiento similar
al flujo de Poiseuille.
Figura 1.5: Representación del campo u21.
A continuación, representaremos las componentes transversales de los términos de la
velocidad identificados. En primer lugar, recordemos que en orden cero vimos en (1.3.25)
que las componentes de la velocidad transversal son nulas, por lo que la velocidad axial es
dominante en el orden principal. Por tanto, el primer efecto en la sección transversal vendrá
dado por la primera corrección, es decir U1 = (u12, u13). Estas componentes, como podemos
observar en (1.3.28)–(1.3.29), serán las relacionadas con las expansiones y contracciones
del fluido en las secciones transversales de la tubería. En efecto, podemos observar en la
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(dr). La segunda corrección de la velocidad transversal U2 = (u22, u23), será la responsable
Figura 1.6: Representación del campo (u12, u13).
de la recirculación del flujo transversal (o también denominado flujo secundario), como se
puede comprobar en la Figura 1.7. Este comportamiento concuerda con los estudios previos
donde se detecta el flujo secundario (véanse, por ejemplo, [62, 66, 76, 78, 92, 145, 147, 163,
166]). Podemos observar diferentes casos dependiendo de los valores de la curvatura (k),
su derivada (dk) y la torsión (tau) de la línea media de la tubería curva.
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Figura 1.7: Representación del campo (u22, u23).
Capítulo 2
Correctores de capa límite
En este capítulo nos centraremos en el estudio de lo que identificaremos como correctores
de capa límite en espacio, que mejorarán la aproximación propuesta en el capítulo anterior
para el flujo en una tubería curvilínea con paredes en movimiento.
En la obtención del modelo unidimensional mediante el análisis asintótico formal desa-
rrollado principalmente en el Teorema 1.3.5, no ha sido necesario considerar el valor de las
incógnitas al inicio ni al final de la tubería y tampoco ha sido utilizada la condición inicial
de las mismas, a pesar de encontrarnos con un problema evolutivo. Estos hechos implican
la posibilidad de que nuestra aproximación no sea adecuada en los extremos de la tubería
ni en el instante inicial. En particular, estos fenómenos se conocen como capas límite en
espacio y en tiempo. Como consecuencia, para asegurar unas estimaciones del error ade-
cuadas para todo el dominio y para cada instante de tiempo es necesario considerar nuevas
hipótesis sobre nuestro modelo o añadir a la aproximación asintótica (1.3.58)–(1.3.59) co-
rrectores en espacio y tiempo que solventen los problemas de capa límite y que, a su vez, no
empeoren el orden de aproximación en el resto del dominio e instantes de tiempo. Debemos
destacar que el orden necesario para los correctores (número de términos que necesitamos
añadir en cada caso) viene determinado por el análisis de las estimaciones del error que
veremos en el Capítulo 3. En este tipo de problemas, es difícil predecir a priori que co-
rrectores serán necesarios ni como deben presentarse sus problemas asociados sin tener en
cuenta algunos cálculos iniciales para la obtención de las estimaciones del error. Por ello,
este capítulo y el Capítulo 3, deben abordarse en conjunto; su división pretende tan solo
facilitar la comprensión de los resultados que se exponen.
En [98], trabajo en el que nos hemos inspirado para algunos pasos del capítulo anterior,
se estudian los correctores de capa límite para los extremos de la tubería. Nuevamente,
seguiremos algunos resultados presentados allí para caracterizar los correctores necesarios
en nuestro caso estudiando los problemas que deben verificar y, además, asegurar que no
empeoran la aproximación asintótica propuesta en los puntos del interior de la tubería.
Sin embargo, dado que nuestro problema es evolutivo y las paredes son flexibles, dichos
problemas no se enmarcan en sistemas de Stokes clásicos como ocurre en el caso estático
con paredes rígidas. Por tanto, para asegurar las propiedades necesarias de los problemas
propuestos, recurriremos a métodos de punto fijo que, junto con los resultados disponibles
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en la literatura para problemas en tuberías semi-infinitas (conocidos como problemas de
Leray), nos asegurarán el buen comportamiento de nuestros correctores.
Con respecto a los correctores en tiempo, podemos encontrar en [114, 115] el estudio
de un caso aplicado al flujo evolutivo en una red de tuberías rectas. Como se puede cons-
tatar en esos trabajos, la adición de nuevos correctores a la aproximación (a mayores de
los correctores en espacio) no es un estudio trivial. Esto se debe a que si se añaden es-
tos términos, será necesario el estudio de los conocidos como correctores de capa límite
en espacio-tiempo (véase [115]). Añadir simplemente los correctores en tiempo implicaría
mejorar la aproximación en el instante inicial a expensas del orden de aproximación en
espacio. Es por la complejidad de lo expuesto, por lo que en [114] se considera una hi-
pótesis adicional que permite obviar los correctores en tiempo (y, por tanto, también los
correctores en espacio-tiempo). Siguiendo las ideas presentadas en ese trabajo, añadiremos
en nuestro estudio algunas hipótesis que nos permitirán simplificar el modelo propuesto
sin comprometer un orden de aproximación adecuado.
La estructura de este capítulo será la que sigue. En la Sección 2.1 introduciremos las
condiciones de contorno e inicial del problema en el dominio original y en el dominio de
referencia independiente de ε. Además, también asumiremos las hipótesis necesarias para
evitar los correctores de capa límite en tiempo en nuestro problema. En la Sección 2.2
estudiaremos resultados preliminares que serán útiles para asegurar las propiedades que
nos interesan de los correctores. En particular, estudiaremos la existencia y unicidad de
soluciones que decaigan exponencialmente de los problemas que denominaremos de Leray
modificado. Estos resultados los aplicaremos en la Sección 2.3, donde caracterizaremos
los correctores de capa límite en espacio y estudiaremos el orden de aproximación de
las ecuaciones de nuestro problema una vez añadidos los correctores a la aproximación
asintótica. Durante el desarrollo de este capítulo denotaremos por C > 0 a una constante
arbitraria (probablemente dependiente del tiempo) para realizar las acotaciones oportunas.
2.1. Condiciones de contorno en los extremos y condi-
ción inicial
Sea X un espacio de Banach. En este capítulo utilizaremos la notación ‖·‖X para
denotar la norma en el espacio X. En el caso particular X = L2(·), utilizaremos la notación
|·|L2(·), |·|[L2(·)]n (n = 3, 9) según corresponda.
Empecemos este capítulo describiendo cuales serán las condiciones de contorno y la
condición inicial del Problema 1.1.1. Para ello, definimos la entrada y la salida de la tubería
curva como los conjuntos:
Σε1 := {xε ∈ ∂Ω̂εt ;xε = φε(0, s2, s3)},
Σε2 := {xε ∈ ∂Ω̂εt ;xε = φε(L, s2, s3)},
respectivamente, con s2 ∈ [0, 2π], s3 ∈ [0, 1]. Además, recordemos que los puntos de la
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frontera lateral vienen dados por el conjunto,
Σεl := {xε ∈ ∂Ω̂εt ;xε = φε(s1, s2, 1)},
con s1 ∈ [0, L], s2 ∈ [0, 2π].
Observación 2.1.1. Al igual que el dominio original Ω̂εt , las partes de la frontera Σε1, Σε2
y Σεl , dependen de cada instante t del periodo de observación. Omitiremos su dependencia
en la notación para facilitar la lectura de los resultados que presentaremos a continuación.
Denotaremos por Ω̂ε0 a la configuración de referencia en el instante inicial t = 0.
Como consecuencia del desarrollo asintótico propuesto en (1.3.1)–(1.3.2), observamos
que la opción más sencilla para considerar las condiciones de contorno es prescribir los valo-
res de la velocidad. De esta forma, sean gε1 ∈ H1(0, T ; [H3/2(Σε1)]3) y gε2 ∈ H1(0, T ; [H3/2(Σε2)]3)
los valores de la velocidad al inicio y al final de la tubería, es decir,
uε = gε1 en Σ
ε
1 y u
ε = gε2 en Σ
ε
2, (2.1.1)
para todo t ∈ [0, T ]. Ahora, sea uε0 ∈ [H1(Ω̂ε0)]3 la condición inicial al inicio del periodo de
observación, es decir,
uε = uε0 en Ω̂ε0 en t = 0. (2.1.2)











2, en t = 0.
Además, asumiremos también compatibilidad con la condición de contorno en la fron-




















n̂ en Σεl , en t = 0.
Estas condiciones de compatibilidad deben ser entendidas en el sentido de la traza.
También, como el fluido es incompresible, se tiene que la condición inicial (2.1.2) verifica
que,
divuε0 = 0 en Ω̂
ε
0 en t = 0.
Si ahora consideramos las ecuaciones del Problema 1.1.1 junto con las condiciones (2.1.1)
y (2.1.2), obtenemos un problema bien planteado que enunciamos a continuación para
futuras referencias:
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Problema 2.1.2. Hallar uε : [0, T ]× Ω̂εt −→ R3 y pε : [0, T ]× Ω̂εt −→ R tal que
∂uε
∂t
+ (∇uε)uε + 1
ρ0
∇pε − ν∆uε = bε0 en Ω̂εt ,







n̂ en Σεl , (2.1.3)
uε = gε1 en Σ
ε
1 y u
ε = gε2 en Σ
ε
2,
uε = uε0 en Ω̂ε0.
La demostración de existencia y unicidad de solución del Problema 2.1.2 la proponemos
como trabajo futuro. Es bien conocido que la obtención de resultados de existencia y
unicidad de solución de las ecuaciones de Navier-Stokes ha sido y sigue siendo uno de los
problemas más complejos en la historia de la matemática aplicada (véanse [6, 60, 82, 152],
por ejemplo). En las referencias citadas, los autores presentan teoremas que nos aseguran
propiedades de la solución bajo ciertas hipótesis sobre el dominio de definición del problema
y los datos del mismo. En esta dirección, existen numerosas referencias sobre el estudio de
existencia de solución de las ecuaciones de Navier-Stokes en dominios cilíndricos, también
en dominios con fronteras en movimiento y dominios delgados (véanse, por ejemplo, [26–
28, 44, 120, 153]). En particular, creemos que la existencia y unicidad de solución del
Problema 2.1.2, podría seguir los pasos del trabajo presentado en [2] donde se analizan las
ecuaciones de Navier-Stokes en un dominio con frontera en movimiento con condiciones
de contorno de presión-velocidad. A la vez, ese trabajo es una generalización del trabajo
previo [91], donde se consideraba una condición de monotonía sobre la variación temporal
del dominio y condiciones de contorno involucrando la presión. Estos trabajos combinados
con los resultados en estructuras finas [108] (y las referencias allí disponibles) podrían ser la
clave para asegurar las propiedades adecuadas para la solución del Problema 2.1.2. Dicho







n̂ · nεdΣε +
∫
Σε1
gε1 · nεdΣε +
∫
Σε2
gε2 · nεdΣε = 0. (2.1.4)
Dado que la aproximación asintótica propuesta (1.3.58)–(1.3.59) está definida en el
dominio de referencia independiente de ε, los correctores serán definidos de la misma forma.
Por tanto, denotemos por Σ1 y Σ2 a las fronteras de entrada y salida de Ω, independiente
de ε, que vienen dadas por los conjuntos:
Σ1 := {s = (s1, s2, s3) ∈ ∂Ω; s1 = 0},
Σ2 := {s = (s1, s2, s3) ∈ ∂Ω; s1 = L},
con s2 ∈ [0, 2π], s3 ∈ [0, 1]. Recordemos que la frontera lateral del dominio de referencia Ω,
se denotaba por Σl y venía dada por,
Σl := {s = (s1, s2, s3) ∈ ∂Ω; s3 = 1},
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con s1 ∈ [0, L], s2 ∈ [0, 2π]. Entonces, ya podemos definir las condiciones de contorno (2.1.1)
y la condición inicial (2.1.2) en el dominio de referencia. Consideremos unas funciones
gα(ε) = (gα,i(ε)) : [0, T ] × Σα → R3 y u0(ε) = (u0,i(ε)) : {0} × Ω → R3, tales que (véase
(1.2.1)) gεα = gεα,iei = gα,k(ε)vk(s1) y uε0 = uε0,iei = u0,k(ε)vk(s1). Teniendo en cuenta el

















∈ H1(0, T ; [H3/2(Σα)]3) y uj0,k ∈ H1(Ω) (α = 1, 2, k = 1, 2, 3 y j ∈ N).
Por un lado, se tiene que,∫
Σε1














Por otro lado, por (2.1.1), se deduce que,∫
Σε1



























1,1ds3ds2, en s1 = 0. (2.1.7)
Consideraremos una condición análoga en los puntos de Σ2. Además, como consecuencia
de la desigualdad de interpolación (véase el Capítulo 1, Sección 9.3 en [89]), (2.1.5) y la
regularidad en los datos deducimos que,


















Con respecto a la condición inicial, obtenemos que,
|uε0|[L2(Ω̂εt )]3 ≤ ε |u0(ε)|[L2(Ω)]3 ≤ Cε, (2.1.10)
|∇uε0|[L2(Ω̂εt )]9 ≤ C |∇su0(ε)|[L2(Ω)]9 ≤ C. (2.1.11)
Además, también supondremos que los términos del desarrollo asintótico de la densidad
de fuerzas bε0 (véanse (1.2.15) y (1.3.3)) verifican que
bq0k ∈ L
2(Ω), q ∈ N, b00k ∈ W 1,∞(Ω), (2.1.12)
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entonces,
|bε0|[L2(Ω̂εt )]3 ≤ εC, (2.1.13)
donde hemos tenido en cuenta (1.1.11). Estas acotaciones serán de utilidad para obtener
las estimaciones a priori de la solución del Problema 2.1.2 en el Capítulo 3.
Observación 2.1.3. Recordemos la relación entre el término principal del flujo en una

















donde A0 = πR2(t, s1). Si integramos esta expresión con respecto a la variable axial en el






















En efecto, esta expresión revela el hecho de que la diferencia de flujo entre la entrada
y la salida será proporcional a la variación en el tiempo del área transversal a lo largo de
la tubería. Es evidente, que en el caso de una tubería con paredes rígidas (es decir, donde
el área de la sección transversal no depende del tiempo), la ecuación de conservación de la
masa nos indicaría que la diferencia del flujo de entrada y salida es nulo.
Como se puede observar en la demostración del Teorema 1.3.5 del Capítulo 1, los tér-
minos identificados del desarrollo asintótico fueron obtenidos de forma que verificasen el
Problema 1.1.1. Sin embargo, las condiciones de contorno en los extremos de la tubería
(2.1.1) y la condición inicial (2.1.2) no han sido necesarias para obtener la aproximación
(1.3.58)–(1.3.59) por lo que estas condiciones podrían no verificarse. Además, esto implica
que la aproximación (1.3.58)–(1.3.59) será óptima en el interior del dominio de definición
y estrictamente después del instante inicial del periodo de observación. Por tanto, la apro-
ximación asintótica propuesta podría no ser adecuada en los extremos de la tubería ni en
el instante inicial, comprometiendo la estimación del error de forma global en el problema.
Estos efectos se conocen como fenómenos de capa límite en espacio y en tiempo, los cuales
son comunes en los estudios asintóticos (véanse, por ejemplo, [47, 49, 98, 99, 114, 115]).
Nuevamente, seguiremos el estudio realizado en [98] donde se estudian los correspon-
dientes correctores de capa límite en espacio únicamente, al tratarse de un problema esta-
cionario. En el caso evolutivo, son necesarios además los mencionados correctores de capa
límite en tiempo. El inconveniente de estos últimos es que, en general, añaden términos
espurios a la aproximación de la solución en el instante inicial en los extremos de la tubería.
Para corregir estos términos, se pueden introducir nuevas funciones, que serán denominadas
como correctores de capa límite en espacio-tiempo (véase como ejemplo [115]).
Dada la complejidad que presenta este estudio, consideraremos el caso en el que los
correctores en tiempo no son necesarios (y como consecuencia, tampoco los correctores en
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espacio-tiempo) siguiendo algunas ideas presentadas en [114]. Por un lado, supongamos














2,3 = 0 en s1 = L. (2.1.15)
Estas hipótesis implican que los términos principales de las velocidades en los extremos
de la tubería (véase (2.1.5)) describen un flujo de Poiseuille (véanse (1.3.24)–(1.3.25)). Por







0,3 = 0, en t = 0. (2.1.16)
Esta hipótesis implica que el término principal del desarrollo asintótico de la velocidad
inicial (véase (2.1.6)) describe un flujo de Poiseuille.
Observación 2.1.4. Teniendo en cuenta los estudios disponibles en la literatura, estas
hipótesis parecen describir adecuadamente muchos de los problemas reales que el mode-
lo pretende representar. De nuevo, recordemos que estas hipótesis pueden ser rebajadas
estudiando los correctores correspondientes en su lugar. Como hemos comentado anterior-
mente, aquí hemos seguido las ideas presentadas en [114] donde se realiza el análisis del
flujo de un fluido viscoso en una red de tuberías rectas. En un trabajo inmediatamente pos-
terior [115], los autores presentan el caso general, añadiendo los correctores y resultados
pertinentes. Algunas de las conclusiones y teoremas de existencia, unicidad y decaimiento
exponencial de los correctores serán muy útiles para abordar el caso general de nuestro pro-
blema, lo que no planteamos como trabajo futuro, si bien algunos pasos ya están avanzados.
Antes de comenzar con la descripción de los correctores de capa límite asumiremos una
condición sobre la regularidad de la función radio R(t, s1) de la sección transversal de la
tubería. En particular, supondremos que
R ∈ C2 ([0, T ]× [0, L]) y R(t, s1) ≥ C > 0 ∀s1 ∈ [0, L],∀t ∈ [0, T ]. (2.1.17)
Estas hipótesis serán necesarias para obtener acotaciones de algunos términos de los
correctores de capa límite y, así mismo, en la obtención de las estimaciones a priori.
2.2. Resultados preliminares
En esta sección presentaremos unos resultados que serán clave para la caracterización
de los correctores de capa límite en la Sección 2.3. En particular, probaremos resultados
de existencia de solución en dominios no acotados, más específicamente, en bandas semi-
infinitas. Además, veremos que si los datos decaen exponencialmente, también lo hará la
solución en cuanto se aleja una pequeña distancia de la base del cilindro.
Este tipo de problemas se conocen en la literatura como problemas de Leray en ban-
das infinitas. Existen resultados de existencia y unicidad para el problema de Stokes en
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dominios no acotados, cuyos primeros pasos fueron abordados exitosamente en [82]. Años
después, numerosos autores dedican sus esfuerzos en obtener nuevos resultados cuyos frutos
se pueden ver reflejados en [60] y en las referencias que ahí se citan (véase también, por
ejemplo, [61]). En particular, en [60] se presenta un análisis detallado del problema de Leray
en bandas infinitas, proporcionando la regularidad de la solución en función de los datos y
el decaimiento exponencial de la misma cuando el flujo es nulo. En esta referencia también
se estudian resultados similares en bandas infinitas con sección transversal no uniforme.
Los problemas que obtendremos en la Sección 2.3 para los correctores de capa limite,
presentarán una estructura similar a la de los problemas de Leray. Sin embargo, debido a
la presencia de la función radio R, que depende del tiempo y del punto de la linea media
de la tubería curva, nos vemos obligados a realizar una serie de cambios que hacen más
difícil el análisis. En particular, en esta sección estamos interesados en estudiar lo que
denominaremos como problema de Leray modificado, el cual enunciaremos más adelante.
Consideremos un dominio semi-infinito tal que,
Ω := {z̄ := (z1, z) ∈ R3; z := (z2, z3) ∈ ω, z1 > 0},
Γ := {z̄ ∈ Ω̄; z1 = 0},
donde ω representa la sección transversal del cilindro. También, utilizaremos la siguiente
notación,
Ωα := {z̄ ∈ Ω; z1 > α},
para todo α ≥ 0. Así, diremos que una función h ∈ L2(Ω) decae exponencialmente cuando
z1 → +∞ si existen unas constantes C0, λ > 0 tales que:
|h|L2(Ωα) ≤ C0e
−λα,
para todo α ≥ 0. Esta definición se extiende análogamente a otros espacios de Banach
y sus correspondientes normas. Además, consideraremos que la condición de contorno de






donde ϕ0 ∈ [H3/2(∂Ω)]3.
2.2.1. Problema de Leray
En este apartado presentaremos resultados de existencia, unicidad y decaimiento ex-
ponencial de la solución del problema de Leray. Esta última propiedad, también se conoce
como el Principio de Saint-Venant y es esencial en el estudio de correctores de capa lí-
mite ya que nos asegura que la función añadida no empeorará la aproximación fuera del
lugar que tiene destinado corregir. Podemos observar ejemplos en la literatura, como en
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[60, 98, 114, 115], del uso de este tipo de resultados. A continuación, demostramos un teore-
ma que asegura la existencia, unicidad y decaimiento exponencial de solución del problema
de Leray.
Sea V := [H2(Ω)]3 ×H1(Ω)/R.
Teorema 2.2.1. Sean f ∈ [L2(Ω)]3 y g ∈ H1(Ω) funciones tales que existen unas cons-
tantes C̃0, λ̃ > 0 tales que
|f |[L2(Ωα)]3 + ‖g‖H1(Ωα) ≤ C̃0e
−αλ̃, (2.2.2)
es decir, decaen exponencialmente cuando z1 → +∞, y sea ϕ0 ∈ [H3/2(∂Ω)]3 dada por
(2.2.1). Entonces, el problema 
−∆u+∇p = f en Ω,
div u = g en Ω,











Además, existen unas constantes C0, λ > 0 tales que
‖u‖[H2(Ωα)]3 + ‖p‖H1(Ωα)/R ≤ C0e
−αλ, (2.2.5)
para cada α ≥ 0, esto es, la única solución de (2.2.3) decae exponencialmente cuando
z1 → +∞.
Observación 2.2.2. La regularidad de la solución del problema 2.2.3 puede ser mejorada
asumiendo mayor regularidad en los datos considerados (véase [60]).
Demostración. Dividiremos la demostración en dos partes.





ϕ̄01dz = 0. (2.2.6)
Entonces, se verifica (2.2.4). Además, supondremos que∫
{z1}×ω
u1dz = 0 ∀z1 ≥ 0. (2.2.7)
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Para comenzar con la demostración del teorema, consideremos el siguiente problema auxi-
liar: hallar ū : Ω→ R3 y p̄ : Ω→ R tales que verifican,
−∆ū+∇p̄ = 0 en Ω,
div ū = 0 en Ω,







Este problema tiene solución única (ū, p̄) ∈ V (véase Sección VI.2, [60]). Además, en la
misma referencia, se asegura la existencia de unas constantes C1, λ1 > 0 tales que
‖ū‖[H2(Ωα)]3 + ‖p̄‖H1(Ωα)/R ≤ C1 ‖ū‖[H1(Ω)]3 e
−αλ1 ,
para cada α ≥ 0. Sean ũ = u− ū y p̃ = p− p̄. Entonces, el par (ũ, p̃) verifica el problema,
−∆ũ+∇p̃ = f en Ω,
divũ = g en Ω,




Este problema tiene una única solución, (ũ, p̃) ∈ V , (véase, por ejemplo, [60, 114]) y además
se verifica la estimación (véase el apéndice en [114], por ejemplo):
‖ũ‖[H2(Ω)]3 + ‖p̃‖H1(Ω)/R ≤ C
(
|f |[L2(Ω)]3 + ‖g‖H1(Ω)
)
.
Como consecuencia, dado que u = ũ+ ū, p = p̃+ p̄, deducimos que (u, p) ∈ V es la única
solución del problema (2.2.3) y además, verifica la estimación:
‖u‖[H2(Ω)]3 + ‖p‖H1(Ω)/R ≤ C
(
|f |[L2(Ω)]3 + ‖g‖H1(Ω) + ‖ū‖[H1(Ω)]3
)
.





ϕ̄0α = u|z1=α en Γ
α,
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donde ϕ0α ∈ [H3/2(∂Ωα)]3 (es decir, ϕ̄0α es la traza de u en la sección Γα del cilindro
semi-infinito). Entonces, sea (ūα, p̄α) ∈ V la única solución del problema:
−∆ūα +∇p̄α = 0 en Ωα,














se verifica por la hipótesis (2.2.7). Además, obtenemos la siguientes estimaciones (véanse
[60, 114], por ejemplo):
‖ūα‖[H1(Ωα)]3 ≤ C ‖u‖[H1/2(Γα)]3 , (2.2.8)
‖ūα‖[H2(Ωβ)]3 + ‖p̄α‖H1(Ωβ)/R ≤ C ‖ūα‖[H1(Ωα)]3 e
−αλ1 , (2.2.9)
para todo β ≥ α. Ahora si definimos ũα = u− ūα, p̃ = p− p̄α como la única solución del
problema: 
−∆ũα +∇p̃α = f en Ωα,
div ũα = g en Ωα,




obtenemos la siguiente estimación (véase [114], por ejemplo),
‖ũα‖[H2(Ωα)]3 + ‖p̃α‖H1(Ωα)/R ≤ C
(
|f |[L2(Ωα)]3 + ‖g‖H1(Ωα)
)
. (2.2.10)
Por tanto, como u = ũα + ūα, p = p̃ + p̄α deducimos de (2.2.9), (2.2.10) y de que las
funciones f y g son exponencialmente decrecientes (véase (2.2.2)), la desigualdad:
‖u‖[H2(Ωα)]3 + ‖p‖H1(Ωα)/R ≤ C
(
|f |[L2(Ωα)]3 + ‖g‖H1(Ωα) + ‖ūα‖[H1(Ωα)]3 e
−αλ1
)
≤ C(C̃0 + ‖ūα‖[H1(Ωα)]3)e
−αλ2 . (2.2.11)
Dado que ‖u‖[H1/2(Γα)]3 ≤ C ‖u‖[H1(Ω)]3 (véase, por ejemplo, [13]), entonces de (2.2.8)
deducimos que ‖ūα‖[H1(Ωα)]3 ≤ C ‖u‖[H1(Ω)]3 . Por tanto, se tiene que existe una constante
C̃ > 0 tal que ‖ūα‖[H1(Ωα)]3 ≤ C̃. Así de (2.2.11) se deduce que,
‖u‖[H2(Ωα)]3 + ‖p‖H1(Ωα)/R ≤ C0e
−αλ,
es decir, la única solución del problema (2.2.3) decae exponencialmente.
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(ii) Consideremos el problema en el caso general. A continuación, buscaremos un pro-
blema auxiliar que nos conduzca a un problema que verifique las condiciones del paso
anterior.
Sea Ψ0 la única solución del problema:{
−∆Ψ0 = 1 en ω,
Ψ0 = 0 en ∂ω.








donde |ω| denota el área de la sección transversal ω. Entonces, definimos una función
g̃ ∈ H1(0, L; Ck(ω)) dada por:






Como consecuencia de las propiedades de las funciones Ψ0 y g, es claro que esta función
tiene las siguientes propiedades:
g̃ ∈ H1(0, L; Ck(ω)),
















g(z1)dz, ∀z1 ≥ 0,
∃C, λ > 0 tales que ‖g̃‖H1(Ωα) ≤ Ce
−αλ, ∀α ≥ 0.
(2.2.12)
Ahora bien, definamos una función û = (û1, 0, 0) siendo
û1(z1, z2, z3) = −
∫ +∞
z1
g̃(s, z2, z3)ds. (2.2.13)
Por las propiedades (2.2.12) es fácil comprobar que se verifican las siguientes propiedades:
û ∈ [H2(Ω)]3 (de hecho û ∈ H2(0, L; [Ck(Ω)]3)),













∃C, λ > 0 tales que |∆û|[L2(Ωα)]3 + ‖divû‖H1(Ωα) ≤ Ce
−αλ, ∀α ∈ R+.
(2.2.14)
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Entonces, sea (ũ, p̃) = (u− û, p). Este par, verifica el problema:
−∆ũ+∇p̃ = f + ∆û en Ω,
divũ = g − divû en Ω,









ϕ̄0 − (û1)z1=0 en Γ,
donde ϕ̄0 ∈ [H3/2(Γ)]3. Veamos que este problema verifica las condiciones del teorema y
(2.2.6)–(2.2.7) del paso (i). En primer lugar, por (2.2.2) y las propiedades de û en (2.2.14),
se tiene que existen unas constantes C, λ > 0 tales que:
|f + ∆û|[L2(Ωα)]3 + ‖g − divû‖H1(Ωα) ≤ Ce
−αλ,
para todo α ≥ 0. Además, por un lado se tiene que,∫
Ω









(g − g) dz̄ = 0,
teniendo en cuenta (2.2.14)3. Por otro lado, si denotamos por n al vector normal unitario
en los puntos de la superficie de ∂Ω, se tiene que,∫
Γ












gdz̄ = 0, (2.2.16)
utilizando (2.2.14)3 y (2.2.4). Por tanto, se verifica la condición de compatibilidad del
problema (2.2.15). Solo nos queda verificar que se cumplen las hipótesis consideradas en
el paso (i). Acabamos de probar que se verifica (2.2.6). Ahora bien, sea Ω(0, α) := {z̄ ∈

































que junto con (2.2.16) se tiene que,∫
Γα
(ũ1)z1=αdz = 0, ∀α ≥ 0,
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es decir, la hipótesis (2.2.7) también se verifica. Por tanto, aplicando al problema (2.2.15) los
argumentos desarrollados en el paso (i), deducimos que el problema (2.2.15) tiene solución
única y es tal que existen unas constantes C0, λ > 0 tales que:
‖ũ‖[H2(Ωα)]3 + ‖p̃‖H1(Ωα)/R ≤ C0e
−αλ.
Por tanto, como u = ũ+ û, p = p̃, deducimos que,
‖u‖[H2(Ωα)]3 + ‖p‖H1(Ωα)/R ≤ ‖ũ‖[H2(Ωα)]3 + ‖p̃‖H1(Ωα)/R + ‖û‖[H2(Ωα)]3
≤ C0e−αλ + ‖û‖[H2(Ωα)]3 , (2.2.17)
que, junto a la Observación 2.2.4, nos garantiza que la única solución (u, p) ∈ V del
problema (2.2.3)–(2.2.4) decae exponencialmente cuando z1 → +∞.
Hemos completado así la demostración del teorema.
Observación 2.2.4. De la definición de û (véase (2.2.13)) se deduce que sus parciales de
primer y segundo orden decaen exponencialmente como consecuencia del decaimiento expo-
nencial de la función g̃ (véase (2.2.12)). Sin embargo, para poder probar (2.2.17) debemos















































































2k(zk+11 − zk1 )C2e−2λz
k
1 , (2.2.18)





























con C∗ > 0 (que podría depender de λ a través de (2.2.19)), concluyendo la acotación que





con las propiedades utiliza-
das. Si escogemos la sucesión tal que
































no sea demasiado pequeño y se




= 0, entonces las desigualdades
en (2.2.18) se verifican trivialmente).
2.2.2. Problema de Leray modificado
Como ya hemos comentado al inicio de esta sección, debido a la dependencia del domi-
nio Ω̂εt de la función R, las ecuaciones que obtendremos en los problemas de los correctores
de capa límite diferirán ligeramente de la estructura de los problemas de Leray. En par-
ticular, obtendremos unas ecuaciones donde el término de la derecha (véase el Problema
2.2.5) dependerá de las incógnitas a través de sus derivadas multiplicadas por coeficientes
muy pequeños (de orden O(ε)). Gracias a la presencia de estos coeficientes seremos capa-
ces de demostrar la existencia y regularidad de solución del conjunto de ecuaciones que
denominaremos como problema de Leray modificado.
Si (v, q) ∈ V decae exponencialmente cuando z1 → +∞ (en sus respectivas normas),
consideremos una función lineal f : V → [L2(Ω)]3 tal que




≤ Ce−λα, ∀α ≥ 0, (2.2.21)





Además, sea g : [H2(Ω)]3 → H1(Ω) una función lineal y consideremos unas funciones
f̃ ∈ [L2(Ω)]3 y g̃ ∈ H1(Ω) tales que:∣∣∣f̃ ∣∣∣
[L2(Ωα)]3
+ ‖g̃‖H1(Ωα) ≤ Ce
−λα. (2.2.23)
Entonces, el problema de Leray modificado es el siguiente:
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Problema 2.2.5. Hallar u : Ω→ R3 y p : Ω→ R tales que,
−∆u+∇p = f(u, p) + f̃ en Ω,
divu = g(u) + g̃ en Ω,










donde ϕ0 ∈ [H3/2(∂Ω)]3 y las funciones f , f̃ y g̃ verifican (2.2.21)–(2.2.23).
Además del Problema 2.2.5, consideraremos que se verifica una de las dos hipótesis que
enunciaremos a continuación. Estas dos hipótesis alternativas se deben a los dos tipos de
problemas que abordaremos en la Sección 2.3.
Hipótesis 2.2.6. Supongamos que, ∫
Γ
ϕ̄01dz = 0, (2.2.25)
y que, ∫
ω
g̃dz = 0 ∀z1 ≥ 0. (2.2.26)
Además, supondremos que la función lineal g verifica que:
(i) Si v ∈ [H2(Ω)]3 decae exponencialmente cuando z1 → +∞, existen C0, λ > 0 tales
que:
‖g(v)‖H1(Ωα) ≤ C ‖v‖[H2(Ωα)]3 ≤ C0e
−λα, (2.2.27)
‖g(v)‖H1(Ω) ≤ Cε ‖v‖[H2(Ω)]3 . (2.2.28)
(ii) Si se verifica ∫
ω
v1dz = 0 ∀z1 ≥ 0,
entonces, ∫
ω
g(v)dz = 0 ∀z1 ≥ 0. (2.2.29)
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En el caso de que se verifique la Hipótesis 2.2.6, consideraremos el siguiente conjunto:
K :={(v, q) ∈ V ;∃C0, λ > 0 tales que ‖v‖[H2(Ωα)]3 + ‖q‖H1(Ωα)/R ≤ C0e
−λα,∀α ≥ 0;∫
ω
v1dz = 0}. (2.2.30)
Hipótesis 2.2.7. Supongamos que g(u) ≡ 0. En ese caso, asumiremos que también se






En el caso de que se verifique la Hipótesis 2.2.7, consideraremos el siguiente conjunto:
K̃ :={(v, q) ∈ V ; ∃C0, λ > 0 tales que
‖v‖[H2(Ωα)]3 + ‖q‖H1(Ωα)/R ≤ C0e
−λα,∀α ≥ 0}. (2.2.32)
Para estudiar el Problema 2.2.5, consideremos el operador T : V → V tal que (u, p) =
T (v, q) es la única solución (véase el Teorema 2.2.1) del siguiente problema:
−∆u+∇p = f(v, q) + f̃ en Ω,
divu = g(v) + g̃ en Ω,





donde las funciones f , f̃ y ϕ0 verifican las mismas condiciones que en el Problema 2.2.5 y
además se verifica la Hipótesis 2.2.6, o bien la Hipótesis 2.2.7. Es claro que K ⊂ K̃ ⊂ V y
K 6= ∅ (véanse (2.2.30) y (2.2.32)). Además, dadas las definiciones de los espacios K y K̃,
se puede comprobar que son espacios cerrados y convexos. En los siguientes teoremas pro-
baremos que la restricción T : K → K (T : K̃ → K̃, respectivamente) es una contracción.
Como consecuencia, T tiene un único punto fijo en K (K̃, respectivamente), esto es, existe
un único elemento de K (K̃, respectivamente) tal que es solución del Problema 2.2.5.
Teorema 2.2.8. Consideremos el Problema 2.2.33 junto con la Hipótesis 2.2.6. En ese
caso la restricción T : K → K es una contracción en K. Como consecuencia, existe un





para cada α ≥ 0.
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Demostración. Probemos que si (v, q) ∈ K entonces (u, p) ∈ K. Como (v, q) ∈ K y se
verifica la Hipótesis 2.2.6, se tiene (2.2.29) que junto con (2.2.25)– (2.2.26) implica que se
verifica la condición de compatibilidad del problema (2.2.33). Además, f , f̃ , g y g̃ decaen
exponencialmente cuando z1 → +∞ por (2.2.21), (2.2.23) y (2.2.27). Así, aplicando el
Teorema 2.2.1, concluimos que (u, p) = T (v, q) es la única solución del problema (2.2.33)
















(g(v) + g̃) = 0,
por (2.2.26) y (2.2.29). Por tanto, como a y b son elegidos arbitrariamente y se verifica
(2.2.25), deducimos que ∫
ω
u1dz = 0 ∀z1 ≥ 0.
Por tanto, (u, p) ∈ K.
Veamos ahora que T es contractiva. Para ello sean (v1, q1), (v2, q2) ∈ K, (u1, p1) =
T (v1, q1) y (u2, p2) = T (v2, q2). Definamos (ũ, p̃) = (u1, p1) − (u2, p2), de modo que es
solución del problema: 
−∆ũ+∇p̃ = f(v1 − v2, q1 − q2) en Ω,
divũ = g(v1 − v2) en Ω,




Este problema tiene solución única y además se verifica la siguiente estimación (véase
[114], por ejemplo):
‖ũ‖[H2(Ω)]3 + ‖p̃‖H1(Ω)/R ≤ C
(




|v1 − v2|[L2(Ω)]3 + ‖q1 − q2‖H1(Ω)/R
)
,
por (2.2.22) y (2.2.28). Por tanto, para ε suficientemente pequeño (recordemos que ε 1)
tenemos que Cε < 1. Entonces, T es una aplicación contractiva en K y, como consecuencia
del Teorema del punto fijo de Banach (véase, por ejemplo, [150]), existe un único par
(u∗, p∗) ∈ K tal que (u∗, p∗) = T (u∗, p∗) y es solución del Problema 2.2.5.
Teorema 2.2.9. Consideremos el Problema 2.2.33 junto con la Hipótesis 2.2.7. En ese
caso la restricción T : K̃ → K̃ es una contracción en K̃. Como consecuencia, existe un





para cada α ≥ 0.
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Demostración. Probemos que si (v, q) ∈ K̃ entonces (u, p) ∈ K̃. Las funciones f , f̃ y g̃
decaen exponencialmente cuando z1 → +∞ por (2.2.21) y (2.2.23). Así, dado que se verifica
la condición de compatibilidad por (2.2.31), aplicando el Teorema 2.2.1, concluimos que
(u, p) = T (v, q) es la única solución del problema (2.2.33) verificando (2.2.5). Por tanto,
(u, p) ∈ K̃.
Veamos ahora que T es contractiva. Para ello sean (v1, q1), (v2, q2) ∈ K̃, (u1, p1) =
T (v1, q1) y (u2, p2) = T (v2, q2). Definamos (ũ, p̃) = (u1, p1) − (u2, p2), de modo que es
solución del problema: 
−∆ũ+∇p̃ = f(v1 − v2, q1 − q2) en Ω,
divũ = 0 en Ω,




Este problema tiene solución única y además se verifica la siguiente estimación (véase
[114], por ejemplo):
‖ũ‖[H2(Ω)]3 + ‖p̃‖H1(Ω)/R ≤ C ‖f(v1 − v2, q1 − q2)‖[L2(Ω)]3
≤ Cε
(
|v1 − v2|[L2(Ω)]3 + ‖q1 − q2‖H1(Ω)/R
)
,
por (2.2.22). Por tanto, para ε suficientemente pequeño (recordemos que ε  1) tenemos
que Cε < 1. Entonces, T es una aplicación contractiva en K̃ y, como consecuencia del
Teorema del punto fijo de Banach (véase, por ejemplo, [150]), existe un único par (u∗, p∗) ∈
K̃ tal que (u∗, p∗) = T (u∗, p∗) y es solución del Problema 2.2.5.
2.3. Corrector de capa límite en espacio
En esta sección estudiaremos los correctores de capa límite en espacio necesarios para
mejorar la aproximación asintótica propuesta (1.3.58)–(1.3.59) en las vecindades de la
entrada y salida de la tubería. Para ello, al igual que se realiza en el problema estacionario
con paredes rígidas en [98], consideraremos funciones que dependen de una variable axial
dilatada, en concreto z1 := s1/ε. Estudiaremos detalladamente los correctores que mejoran
la aproximación al inicio de la tubería, siendo los resultados análogos para los correctores
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definidas sobre el dominio semi-infinito,
ΩL := (0,+∞)× ω,
para cada t ∈ [0, T ], y tal que (véase (2.1.5)):
u01(t, 0, s2, s3)v1(0) +B
0(t, 0, s2, s3) = g
0
1, (2.3.3)
u1(t, 0, s2, s3) +B
1(t, 0, s2, s3) = g
1
1, (2.3.4)
u2(t, 0, s2, s3) +B
2(t, 0, s2, s3) = g
2
1, (2.3.5)
donde Bi = (Bik), (i = 0, 1, 2; k = 1, 2, 3) son los correctores en espacio de la velocidad en
s1 = 0, y donde u01, u1, u2 denotan los términos del desarrollo asintótico identificados en
el Teorema 1.3.5. Por su parte, las funciones bj (j = 1, 2, 3) denotan los correctores para el





que junto con (1.3.23) define las coordenadas cartesianas locales tridimensionales z̄ =
(z̃1, z). Además, para cada (B, b) ∈ V = [H2(ΩL)]3×H1(ΩL)/R, definimos las componentes












donde δij denota la delta de Kronecker. También definimos el conjunto,
ΩαL := {z̄ ∈ ΩL; z̃1 > α},
para cada α ≥ 0. En el siguiente teorema, caracterizamos los términos de los correctores de
capa límite (2.3.3)–(2.3.5), y veremos que son elementos de los conjuntos K o K̃ definidos
en (2.2.30) y (2.2.32), respectivamente.
Teorema 2.3.1. Los correctores de capa límite para la entrada de la tubería verifican que:









∇z̄b1 +G(B0, b1) en ΩL,
divz̄B





B0 = 0 en s3 = 1,
B0 = (g01,1 − u01, g01,2, g01,3) en s1 = 0.
(2.3.8)
Esta solución decae exponencialmente cuando z1 → +∞, es decir, para cada α ≥ 0 existen
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F1(B0, b1) en ΩL,
divz̄B
1 = f 1(B0) en ΩL,
B1 = 0 en s3 = 1,





























































































f 1(B0) := −R
(















Esta solución decae exponencialmente cuando z1 → +∞, es decir, para cada α ≥ 0 existen


















F2(B0,B1, b1, b2) en ΩL,
divz̄B
2 = f 2(B0,B1) en ΩL,
B2 = 0 en s3 = 1,
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Esta solución decae exponencialmente cuando z1 → +∞, es decir, para cada α ≥ 0 existen


















verifican los problemas (2.3.8), (2.3.9) y (2.3.12), respectivamente, sustituyen-
do la combinación de los desarrollos asintóticos (1.3.58)–(1.3.59) y (2.3.1)–(2.3.2) en las
ecuaciones escaladas del Problema 1.2.1 y agrupando los términos multiplicados por las
mismas potencias de ε en cada uno de las ecuaciones (del mismo modo que se hizo en el
Teorema 1.3.5). A continuación, veamos que los problemas tienen una solución verificando
las propiedades que postula el teorema.





∇z̄b1 + G̃(B0, b1) en ΩL,
divz̄B





B0 = 0 en s3 = 1,


















Nótese que, si (v, q) ∈ V es exponencialmente decreciente, entonces se tiene que,
|f(v, q)|[L2(ΩαL)]3 ≤ C0e
−λα.
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donde ΩL(0, α) := {z̄ ∈ ΩL; 0 ≤ z̃1 ≤ α}. Entonces, teniendo en cuenta que q decae
exponencialmente, se tiene, para α suficientemente grande, que∫
ΩαL
z21 |∇z̄q|






























































Además, el miembro de la derecha de la ecuación de la divergencia se puede escribir como:
g(v) = (R(t, 0)−R) ∂v1
∂z1
.
Entonces, si v ∈ [H2(Ω)]3 es exponencialmente decreciente se tiene que,
‖g(v)‖H1(ΩαL) ≤ C ‖v‖[H2(ΩαL)]3 ≤ Ce
−λα,
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≤ Cε2 ‖v‖2H2(ΩL) .
En definitiva,
‖g(v)‖H1(ΩL) ≤ Cε ‖v‖H2(ΩL) .
Por último, nótese que si
∫
ω
v1dz = 0, entonces,
∫
ω









Por tanto, nuestro problema se puede enmarcar en la formulación del Problema 2.2.5 (con
f̃ = 0 y g̃ = 0), y además se verifica la Hipótesis 2.2.6, así que aplicando el Teorema 2.2.8
concluimos la demostración del paso (i).





∇z̄b2 + G̃(B1, b2)−
R2
ν
F1(B0, b1) en ΩL,
divz̄B
1 = f 1(B0) en ΩL,
B1 = 0 en s3 = 1,
B1 = g11 − u1 en z1 = 0,
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deducimos que, si (v, q) ∈ V es exponencialmente decreciente, entonces se tiene que,
|f(v, q)|[L2(ΩαL)]3 ≤ Ce
−λα,










también decae exponencialmente cuando z1 → +∞, es decir, para cada α ≥ 0 existen




Lo mismo ocurre con el término de la ecuación de la divergencia g̃ := f 1(B0). Por último,


































































Por tanto, la condición de compatibilidad (2.3.17) se verificará escogiendo adecuadamen-




s1 = 0). Así, este problema se puede enmarcar en la formulación del Problema 2.2.5 y,
además, se verifica la Hipótesis 2.2.7. Por tanto, aplicando el Teorema 2.2.9, concluimos la
demostración del paso (ii).
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(iii) La demostración de este paso sigue argumentos análogos a los del paso anterior. En









Por tanto, integrando u21 (véase véase (1.3.31)) en s1 = 0 se puede comprobar que la
condición de compatibilidad se verifica si escogemos adecuadamente las condiciones de
contorno del problema (1.3.33) (en particular, el valor de
∂p20
∂s1
en s1 = 0). Así, este problema
se puede enmarcar en la formulación del Problema 2.2.5 y, además, se verifica la Hipótesis
2.2.7. Por tanto, aplicando el Teorema 2.2.9, concluimos la demostración del paso (iii).
Para finalizar la construcción de los correctores espaciales en s1 = 0, y teniendo en
cuenta las hipótesis (2.1.14), tomaremos,
B0(t, ·) = 0 y b1 = b1(t) ∀t ∈ [0, t∗]. (2.3.18)
De la misma forma, podemos caracterizar los correctores de capa límite que nos pro-
porcionarán una mejor aproximación en el final de la tubería curva, es decir, en s1 = L.






























































definidas sobre el dominio semi-infinito,
ΩR := (−∞, L)× ω,
para cada t ∈ [0, T ], y tales que (véase (2.1.5)):
u01(t, L, s2, s3)v(s1) +H
0(t, 0, s2, s3) = g
0
2,
u1(t, L, s2, s3) +H
1(t, 0, s2, s3) = g
1
2,
u2(t, L, s2, s3) +H
2(t, 0, s2, s3) = g
2
2,
donde H i = (H ik), (i = 0, 1, 2; k = 1, 2, 3) y donde u01, u1, u2 denotan los términos
del desarrollo asintótico identificados en el Teorema 1.3.5. Por su parte, las funciones hj
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(j = 1, 2, 3) denotan los correctores para el término de presión en la salida de la tubería.





que junto con (1.3.23) define las coordenadas cartesianas locales tridimensionales z̄∗ =
(z̃∗1 , z). Además, para cada (H , h) ∈ V = [H2(ΩR)]3×H1(ΩR)/R, definimos las componen-
tes de una función Ḡ(H , h) ∈ [L2(ΩR)]3 dadas por:











También, definamos el conjunto,
ΩαR := {z̄ ∈ ΩR; z̃∗1 < α},
para cada α ≤ 0. Siguiendo los mismos argumentos utilizados en la demostración del
Teorema 2.3.1 se demuestra el siguiente teorema.
Teorema 2.3.2. Los correctores de capa límite para la salida de la tubería verifican que:









∇z̄∗h1 +G(H0, h1) en ΩR,
divz̄∗H





H0 = 0 en s3 = 1,
H0 = (g02,1 − u01, g02,2, g02,3) en s1 = L.
Esta solución decae exponencialmente cuando z1 → −∞, es decir, para cada α ≤ 0 existen















∇z̄∗h2 + Ḡ(H1, h2)−
R2
ν
F1(H0, h1) en ΩR,
divz̄∗H
1 = f 1(H0) en ΩR,
H1 = 0 en s3 = 1,
H1 = g12 − u1 en s1 = L,
donde F 1k (H
0, h1) y f 1(H0) vienen dados por las expresiones análogas de (2.3.10) y (2.3.11),
respectivamente. Esta solución decae exponencialmente cuando z1 → −∞, es decir, para
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∇z̄h3 + Ḡ(H2, h3)−
R2
ν
F2(H0,H1, h1, h2) en ΩR,
divz̄∗H
2 = f 2(H0,H1) en ΩR,
H2 = 0 en s3 = 1,
H2 = g22 − u2 en s1 = L,
donde F 2k (H
0,H1, h1, h2) y f 2(H0,H1) vienen dados por las expresiones análogas de
(2.3.13) y (2.3.14), respectivamente. Esta solución decae exponencialmente cuando z1 →






Para finalizar la construcción de los correctores en s1 = L, y teniendo en cuenta las
hipótesis (2.1.15), tomaremos,
H0(t, ·) = 0 y h1 = h1(t) ∀t ∈ [0, t∗]. (2.3.20)
Dado que Bi ∈ [H2(ΩL)]3 yH i ∈ [H2(ΩR)]3 para i = 0, 1, 2 (véanse los Teoremas 2.3.1
y 2.3.2, respectivamente), deducimos que,
Bi ∈ [L∞(ΩL)]3 y H i ∈ [L∞(ΩR)]3. (2.3.21)
Observación 2.3.3. Hemos visto que los correctores de la presión b1, b2, b3 y h1, h2, h3
están determinados excepto por una constante. Estas constantes serán elegidas de forma
que se verifique la condición de contorno sobre la presión que consideraremos en el Capítulo
3.
Debido al carácter evolutivo del Problema 2.1.2, también será necesaria alguna infor-
mación sobre las derivadas temporales de los correctores de capa límite que acabamos de




(i=0,1,2), siendo análogo el comportamiento para los correctores en el
otro extremo de la tubería. Para cada (B, b) ∈ V = [H2(ΩL)]3 ×H1(ΩL)/R, definamos las
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+ I(B0, b1) en ΩL,
divz̄B







































en z1 = 0.
(2.3.22)
Esta solución decae exponencialmente cuando z1 → +∞, es decir, para cada α ≥ 0 existen











































































en z1 = 0,
(2.3.23)
con F1 y f 1 definidos en (2.3.10) y (2.3.11), respectivamente. Esta solución decae expo-
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en s1 = 0,
con F2 y f 2 definidos en (2.3.13) y (2.3.14), respectivamente. Esta solución decae expo-
































+ I(B0, b1) en ΩL,
divz̄B







































en s1 = 0,
(2.3.24)
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f̃ = I(B0, b1).
La función f̃ es exponencialmente decreciente como consecuencia de (i) en el Teorema
2.3.1. Nótese que, si (v, q) ∈ V es exponencialmente decreciente, se tiene que (véase la
demostración de (i) en el Teorema 2.3.1, para más detalles),
|f(v, q)|[L2(ΩαL)]3 ≤ C0e
−λα,
y además,





De la misma forma, los términos de la ecuación de la divergencia se pueden escribir como:















Por un lado, la función g̃ decae exponencialmente como consecuencia de (i) del Teorema
2.3.1 y además, ∫
ω
g̃dz = 0, ∀z1 ≥ 0,
ya que B0 ∈ K (véase Teorema 2.3.1 y (2.2.30)). Por otro lado, si v ∈ [H2(Ω)]3 es expo-
nencialmente decreciente se tiene que (véase el paso (ii) de la demostración del Teorema
2.3.1 para más detalles):
‖g(v)‖H1(ΩαL) ≤ C ‖v‖[H2(ΩαL)]3 ≤ Ce
−λα,
para cada α ≥ 0 y además,
‖g(v)‖H1(ΩL) ≤ Cε ‖v‖H2(ΩL) .
Por último, nótese que si
∫
ω
v1dz = 0, entonces,∫
ω









Por tanto, nuestro problema se puede enmarcar en la formulación del Problema 2.2.5 y ade-
más, se verifica la Hipótesis 2.2.6. Aplicando el Teorema 2.2.8 concluimos la demostración
del paso (i).
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en s1 = 0,
(2.3.26)





deducimos que, si (v, q) ∈ V es exponencialmente decreciente, entonces se tiene que,
|f(v, q)|[L2(ΩαL)]3 ≤ C0e
−λα, ∀α ≥ 0,













∈ V y (B1, b2) ∈ V
decaen exponencialmente, por tanto,








también decae exponencialmente cuando z1 → +∞, es decir, para cada α ≥ 0 existen
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Entonces, utilizando las condiciones de contorno de (2.3.26), se deduce (2.3.27).
Así, este problema se puede enmarcar en la formulación del Problema 2.2.5 y, además, se
verifica la Hipótesis 2.2.7. Aplicando el Teorema 2.2.9 concluimos la demostración del paso
(ii).
(iii) La demostración de este paso sigue argumentos análogos a los del paso anterior. Este
problema se puede enmarcar en la formulación del Problema 2.2.5 y, además, se verifica la
Hipótesis 2.2.7, por tanto, aplicando el Teorema 2.2.9 concluimos la demostración del paso
(iii).
Una vez caracterizados los correctores de capa límite, denotemos la nueva aproxima-
ción asintótica de nuestro problema por (ũ(ε), p̃(ε)), que viene dada por las siguientes
expresiones (véanse (1.3.58)–(1.3.59)):
ũ(ε) :=û(ε) +B(ε) +H(ε)

















p1 + b1 + h1
)





Observación 2.3.5. Los problemas incluidos en los Teoremas 2.3.1 y 2.3.2, pueden verse
como el resultado de sustituir (2.3.28)–(2.3.29) en las ecuaciones del Problema 1.2.1 junto
con la versión escalada de las condiciones de contorno (2.1.1). De esa forma, utilizando
los resultados obtenidos en el Teorema 1.3.5 e identificando los términos multiplicados por
las potencias de ε se deducen las ecuaciones de los problemas correspondientes para cada
corrector.
A continuación, veamos cual es el orden de aproximación que proporciona (2.3.28)–
(2.3.29) en las ecuaciones del Problema 2.1.2. Para simplificar la exposición, incurriremos
en un abuso de notación en las estimaciones que estudiaremos en lo que resta de capítulo.
Así, denotaremos de la misma forma a las funciones definidas en Ω̂εt y a sus correspondientes
en Ω a través de la relación (1.2.1). En primer lugar, será útil conocer el orden con respecto
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a ε de las derivadas parciales que aparecen al aplicar la regla de la cadena cuando hacemos
cambios de variable. Observando las expresiones (1.2.11)–(1.2.13), se deduce que,∣∣∣∣ ∂s1∂xε
∣∣∣∣ = O(1), ∣∣∣∣ ∂s2∂xε
∣∣∣∣ = O(ε−1), ∣∣∣∣ ∂s3∂xε
∣∣∣∣ = O(ε−1). (2.3.30)
Con respecto al cambio de coordenadas cartesianas locales en cada sección transversal,
(1.3.23), tenemos que,∣∣∣∣∂z2∂s2
∣∣∣∣ = O(1), ∣∣∣∣∂z2∂s3
∣∣∣∣ = O(1), ∣∣∣∣∂z3∂s2
∣∣∣∣ = O(1), ∣∣∣∣∂z3∂s3
∣∣∣∣ = O(1). (2.3.31)
Por último, dado que para la obtención de los correctores introducíamos la variable
dilatada z1/ε, de (2.3.6) y (2.3.19) se deduce que∣∣∣∣∂z̃1∂s1
∣∣∣∣ = O(ε−1), ∣∣∣∣∂z̃∗1∂s1
∣∣∣∣ = O(ε−1). (2.3.32)
respectivamente. Como consecuencia de (2.3.30)–(2.3.32), la regularidad de los términos
caracterizados en el Teorema 1.3.5 (teniendo en cuenta a la regularidad deR (véase (2.1.17))
y de la densidad de fuerzas (véase (2.1.12))) y la regularidad de los correctores (véase
(2.3.21)), deducimos que,




Comencemos entonces el estudio del orden de aproximación en las ecuaciones del Pro-
blema 2.1.2. Por el análisis realizado en el Capítulo 1 (en particular, véase el Teorema




+ (∇ũ(ε))ũ(ε) + 1
ρ0
∇p̃(ε)− ν∆ũ(ε) = αε en Ω̂εt , (2.3.34)
donde αε verifica que
|αε|[L∞(Ω̂εt )]3 ≤ Cε,
ya que sustituyendo (2.3.28)–(2.3.29) en la ecuación de conservación del momento escalada
del Problema 2.1.2, se cancelan los términos de menor orden o igual que O(1) (con respecto
a ε) como consecuencia de los Teoremas 1.3.5, 2.3.1 y 2.3.2. En efecto, en esos teoremas
hemos identificado los términos de la ecuación de conservación del momento hasta el orden
ε0 = 1, por lo que los términos restantes que no hemos identificado serán términos de orden
O(ε) o más pequeños. Así, utilizando (1.1.11),
|αε|[L2(Ω̂εt )]3 = O(ε
2). (2.3.35)
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En segundo lugar, para la ecuación de la divergencia se deduce que (véanse los Teoremas
1.3.5, 2.3.1 y 2.3.2),






















+ ε2J(t, s) +O(ε3). (2.3.37)
La función J agrupa los términos de mayor orden asociados a la aproximación (1.3.58)
y viene dada por la expresión,





































Analicemos el orden de los términos de (2.3.37). Por un lado, teniendo en cuenta la
regularidad de R en (2.1.17), los términos caracterizados en los Teoremas 1.3.5 y (1.1.11),
es sencillo verificar que,
|J(t, s)|L2(Ω̂εt ) ≤ Cε.
Por otro lado, tenemos que (véanse (1.1.11), (2.3.6)),∣∣Bji ◦ φε∣∣2L2(Ω̂εt ) ≤ Cε2
∫
Ω
|Bji |2ds ≤ Cε3
∫
ΩL
|Bji |2dz̃1ds2ds3 = Cε3
∥∥Bji ∥∥2L2(ΩL) ≤ Cε3.
Análogamente para Hji . Además, nótese que estas acotaciones se obtienen también para
las derivadas hasta orden dos correspondientes de los correctores, como consecuencia de su
regularidad (véanse los Teoremas 2.3.1 y 2.3.2). Esto, junto al decaimiento exponencial de



























Se puede observar que se pueden obtener acotaciones análogas para los demás términos
de (2.3.37). Por tanto, concluimos que,
|βε|L2(Ω̂εt ) = O(ε
5/2). (2.3.38)
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Como veremos en el siguiente capítulo, también nos hará falta conocer el orden de la de-
rivada temporal de (2.3.37). Como la variable temporal es independiente de ε, es suficiente
estudiar el orden de las derivadas con respecto al tiempo de los términos principales de
(2.3.37). Utilizando el decaimiento exponencial de la derivada temporal de los correctores









































































































y las correspondientes acotaciones para los términos que involucran las derivadas tempo-

























donde δε1 y δ
ε
2 vienen dados por (véase (2.1.5)),
δε1 := −ε3g31 − ε4g41 +O(ε5), (2.3.41)
78 2. Correctores de capa límite
δε2 := −ε3g32 − ε4g42 +O(ε5). (2.3.42)
Por tanto, se deduce que |δεα|[L∞(Γεα)]3 ≤ Cε
3 (véase (2.1.5)) y así, utilizando la de-














Además, de la misma forma considerando la derivada temporal de las expresiones



















Finalmente, la aproximación (2.3.28) nos proporciona la condición inicial,
ũ(ε) = uε0 + σ
ε en t = 0, (2.3.45)
donde (véanse (2.1.16), (2.3.18) y (2.3.20)),
σε := ε(u1 − u10) + ε2(u2 − u20) + ε(B1 +H1)
+ ε2(B2 +H2)− ε3u30 − ε4u40 +O(ε5). (2.3.46)
Por tanto, se deduce que |σε|[L∞(Ω̂ε0)]3 ≤ Cε y así, teniendo en cuenta (1.1.11),
|σε|[L2(Ω̂ε0)]3 = O(ε
2). (2.3.47)
También, utilizando (2.3.30)–(2.3.32), se deduce que,
|∇σε|[L2(Ω̂ε0)]9 ≤ C
∣∣∇(ε(u1 − u10) + ε(B1 +H1))∣∣[L2(Ω̂ε0)]9
≤ C
∣∣∇s(u1 − u10) +∇z̄B1 +∇z̄∗H1∣∣[L2(Ω̂ε0)]9 ≤ Cε. (2.3.48)
Además, nótese que, por construcción, el problema (2.3.34), (2.3.36), (2.3.40) y (2.3.45),


























δε1 · nεdΣε +
∫
Σε1
δε2 · nεdΣε. (2.3.49)
Por tanto, estamos en condiciones de abordar en el siguiente capítulo las estimaciones
del error para la aproximación asintótica (2.3.28)–(2.3.29).
Capítulo 3
Estimaciones del error
Una de las características del método de desarrollos asintóticos (cuya teoría matemática
se introduce en [88]) es que permite obtener una aproximación de un problema complejo
mediante uno más sencillo. Sin embargo, es necesario justificar que la solución de ese
problema más sencillo es realmente una buena aproximación del problema original. Una
de las formas de justificar el correcto comportamiento del modelo aproximado es obtener
estimaciones del error entre la solución original del problema y la aproximación. Este tipo
de estimaciones se puede encontrar en numerosos trabajos en los que se utiliza el método
de desarrollos asintóticos para el estudio de diferentes problemas (véanse, por ejemplo,
[47, 49, 99, 117, 118, 120, 124]).
El objetivo de este capítulo es justificar matemáticamente la aproximación asintótica
propuesta (2.3.28)–(2.3.29) (formada por la combinación de la aproximación interior ob-
tenida en el Capítulo 1 junto con los correctores de capa límite obtenidos en el Capítulo
2). Al igual que en los capítulos anteriores, seguiremos los pasos de [98] donde se obtienen
las estimaciones del error para la aproximación asintótica propuesta del flujo estacionario
incompresible en una tubería curva con paredes rígidas. De esta forma, generalizaremos
algunos de los resultados obtenidos en ese trabajo al caso evolutivo con paredes en mo-
vimiento. La mayor novedad que aporta esta memoria será precisamente la consideración
de la condición de contorno en la frontera lateral de la tubería curva, que ya no es ho-
mogénea. Primeramente, necesitaremos desarrollar una desigualdad de tipo Poincaré para
nuestro problema. Además, también estudiaremos las estimaciones correspondientes a una
solución de un problema de valor en la frontera (véanse [12, 60, 82], por ejemplo). Así,
estaremos en condiciones de obtener las estimaciones a priori de la solución del problema
original y de concluir las estimaciones del error que justifican el modelo asintótico pro-
puesto. Bajo algunas hipótesis adicionales sobre la regularidad de la solución del Problema
2.1.2, generalizaremos las estimaciones obtenidas en [98] para el caso estacionario y paredes
rígidas.
Comenzaremos este capítulo introduciendo resultados preliminares en la Sección 3.1.
Deduciremos una generalización de la desigualdad de Poincaré teniendo en cuenta la con-
dición de contorno del problema original y estudiaremos acotaciones para las soluciones
de una familia de problemas de valor en la frontera. En la Sección 3.2 obtendremos las
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estimaciones del error entra la solución asintótica propuesta en el Capítulo 2 y la solución
exacta del problema. De esta forma, justificaremos matemáticamente el modelo asintótico
propuesto para el flujo en una tubería curva con paredes en movimiento. Para simplificar
la exposición, el lector debe tener en cuenta las hipótesis consideradas sobre la función
radio R en (2.1.17) ya que serán utilizadas en la mayor parte de las desigualdades que
presentamos en este capítulo. Además, durante su desarrollo, denotaremos por C > 0 a
una constante arbitraria (que en algún caso podría depender del tiempo) para realizar las
acotaciones oportunas.
3.1. Resultados preliminares
En este capítulo utilizaremos la notación introducida en el Capítulo 2 para denotar
las normas en los espacios de Banach correspondientes. Empecemos introduciendo algunos
resultados preliminares que serán de utilizados en la obtención de las estimaciones a priori
y del error.
El primer resultado que presentaremos es una desigualdad de tipo Poincaré teniendo
en cuenta la condición de contorno (2.1.3).






n̂ en Σεl . Entonces,
|ϕ|[L2(Ω̂εt )]3 ≤ Cε |∇ϕ|[L2(Ω̂εt )]9 + Cε
2.
Si ϕ = 0 en Σεl entonces,
|ϕ|[L2(Ω̂εt )]3 ≤ Cε |∇ϕ|[L2(Ω̂εt )]9 .
Demostración. El caso ϕ = 0 en Σεl corresponde al Lema 7 en [98]. Para probar el caso
no homogéneo generalizaremos los argumentos utilizados en la demostración del Lema 7
en [98].
Definamos una función χ(s1, s2, sε3) = ϕ(xε1, xε2, xε3) donde (xε1, xε2, xε3) = φ2(s1, s2, sε3)





n̂ en s3 = 1. Se puede comprobar fácilmente que,
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Abusando de la notación, denotaremos también por n̂ = (n̂i) la prolongación del vector
n̂ = cos s2v2(s1) + sin s2v3(s1) tal que, para cada s1 ∈ [0, L] y s2 ∈ [0, 2π] fijados, el vector










































































2(1− sε3κR cos s2) = O(ε). (3.1.5)
Por un lado, teniendo en cuenta (3.1.3), (3.1.4) y (3.1.5) hallamos que.∫
Ω













Por otro lado, por (3.1.2)–(3.1.4), (2.1.17) y (3.1.5) deducimos que,∫
Ω
∣∣∣∣∂ψ∂s3
∣∣∣∣2 ds = ε∫
Ωε
∣∣∣∣ ∂χ∂sε3




Por tanto, aplicando en (3.1.1) las desigualdades (3.1.6)–(3.1.7) obtenemos el resultado.
Análogamente, obtenemos la siguiente estimación en los extremos del dominio Ω̂εt :






n̂ en Σεα∩Σεl . Entonces,se
verifica:
|ϕ|[L2(Σεα)]3 ≤ Cε |∇ϕ|[L2(Σεα)]9 + Cε
2.
Demostración. La demostración sigue los mismos argumentos utilizados para probar el
Lema 3.1.1.
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A continuación, presentamos una generalización del Lema 8 en [98] considerando la
condición de contorno (2.1.3). En este resultado proporcionaremos una acotación de la
norma en el espacio L4(Ω̂εt) que utilizaremos en la deducción de las estimaciones del error.
Lema 3.1.3. Sea ϕ ∈ [H1(Ω̂εt)]3 tal que ϕ = ε
∂R
∂t
n̂ en Σεl . Entonces,





|∇ϕ|[L2(Ω̂εt )]9 + ε
)
.
Si ϕ = 0 en Σεl , entonces,
|ϕ|[L4(Ω̂εt )]3 ≤ C
4
√
ε |∇ϕ|[L2(Ω̂εt )]9 .
Demostración. El caso ϕ = 0 en Σεl corresponde al Lema 8 en [98]. Para probar el caso
no homogéneo generalizaremos los argumentos utilizados en la demostración del Lema 8
en [98].
Utilizando el Lema 3.1.1, la desigualdad de interpolación (véase el Capítulo 1, Sección
9.3 en [89]) y el embebimiento H1(Ω̂εt) ↪→ L6(Ω̂εt) (véase, por ejemplo, el Teorema 9.9 en
[14]) tenemos que









Aplicando nuevamente el Lema 3.1.1 se deduce que,
‖ϕ‖3[H1(Ω̂εt )]3 ≤ C
(





|ϕ|4[L4(Ω̂εt )]3 ≤ Cε
(
|∇ϕ|[L2(Ω̂εt )]9 + ε
)(





|∇ϕ|[L2(Ω̂εt )]9 + ε
)4
.
Aplicando la raíz cuarta a la desigualdad anterior se concluye el resultado.
En el siguiente lema presentaremos acotaciones para soluciones de un problema de valor
en la frontera definidos en el dominio Ω̂εt . Este resultado es una generalización del Lema 9
en [98] considerando la condición de contorno (1.1.5).
Lema 3.1.4. Sean F ∈ H1(0, T ;L2(Ω̂εt)), hα ∈ H1(0, T ; [H1/2(Σεα)]3) y denotemos por nε
el vector normal unitario exterior en Σεl . El problema,







n̂ en Σεl ,
ϕ = hα en Σεα,






v1(0) · h1 +
∫
Σε2







tiene al menos una solución. Además, si




n̂ en Σεα ∩ Σεl ,
entonces, podemos escoger ϕ tal que,









∥∥hnb1 ∥∥[H1/2(Σε1)]3 + ∥∥hnb2 ∥∥[H1/2(Σε2)]3
)
+ C̃, (3.1.8)






















































































con C̃ > 0, para cada t ∈ [0, T ].
Si ϕ = 0 en Σεl , entonces obtenemos las mismas desigualdades con C̃ = 0.
Demostración. El caso ϕ = 0 en Σεl corresponde al Lema 9 en [98]. Nos centraremos en el
caso no homogéneo.
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Sea y = (y1, y2, y3) tal que y1 := s1, y2 := εz2 = εs3 cos s2 y y3 := εz3 = εs3 sin s2 (véase
(1.3.23)). Entonces, consideremos la aplicación φ̂ : [0, L] × εω → Ω̂εt (véase (1.1.7)) dada
por:
φ̂(y1, y2, y3) = c(y1) +R(y2v2(y1) + y3v3(y1)). (3.1.11)
Entonces, obtenemos los elementos de la base covariante ai =
∂φ̂
∂yi
, que vienen dados
por las expresiones:















a2 = Rv2(y1), a3 = Rv3(y1).
Si ahora denotamos por
√
ĝ el determinante del cambio de variable de la aplicación
(3.1.11), se puede comprobar que,√
ĝ = (a1 ∧ a2) · a3 = R2(1− y2κR). (3.1.12)
Consideremos funciones de tipo capa límite κL = (κiL) y κR = (κiR) tal que son solución





= 0 en ΩL,
κL = h
nb
1 (φ̂(0, y2, y3))− ε
∂R
∂t
(t, 0)n̂ en Σ1,







= 0 en ΩR,
κR = h
nb
2 (φ̂(L, y2, y3))− ε
∂R
∂t
(t, L)n̂ en Σ2,
κR = 0 en s3 = 1.
(3.1.14)
















con λ > 0. Además, utilizando los resultados de [60, 114], por ejemplo, se deduce que,
‖κL‖[H1(ΩL)]3 ≤ C
∥∥hnb1 ∥∥[H1/2(Σ1)]3 + C̃ε, (3.1.16)
‖κR‖[H1(ΩR)]3 ≤ C
∥∥hnb2 ∥∥[H1/2(Σ2)]3 + C̃ε. (3.1.17)
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= f en Ω,
Z = H l en Σl,
Z = Hα en Σα,
(3.1.18)
donde,
f(s1, z2, z3) = F (φ̂(y1, y2, y3)),








































Entonces, aplicando estimaciones estándar de problemas de valor en la frontera (véanse,
por ejemplo, [12, 82]) se tiene que,




|f |L2(Ω) + ‖H1‖[H1/2(Σ1)]3 + ‖H2‖[H1/2(Σ2)]3 + C̃
)
. (3.1.19)
Por un lado, teniendo en cuenta (2.1.17) y (3.1.12), obtenemos que,
‖H1‖[H1/2(Σ1)]3 ≤
∥∥H11a1∥∥[H1/2(Σ1)]3 + C̃. (3.1.20)
Por otro lado, aplicando la desigualdad de interpolación (véase el Capítulo 1, Sección
9.3 en [89]), el Lema 3.1.2 y (3.1.15) deducimos que,∥∥H11a1∥∥[H1/2(Σ1)]3 ≤ C (ε−1 ∣∣ht1∣∣[L2(Σε1)]3)1/2 (∣∣∇yht1∣∣[L2(Σε1)]3 + ε)1/2 +Ke−λε
≤ Cε−1/2
∥∥ht1∥∥[H1(Σε1)]3 +Ke−λε + C
≤ Cε−1/2
∥∥ht1∥∥[H1/2(Σε1)]3 +Ke−λε + C, (3.1.21)
donde K > 0 solo depende de
∥∥hnbα ∥∥[H1/2(Σεα)]3 . Análogamente se obtiene la acotación para
‖H2‖[H1/2(Σ2)]3 . Entonces, (3.1.19) nos conduce a,




|F |L2(Ω̂εt ) +
1√
ε
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ε = φ̂(y), (3.1.23)
de donde concluimos (3.1.8) utilizando (3.1.16)–(3.1.17) y (3.1.22). Si ahora derivamos con

















































, xε = φ̂(y). (3.1.24)
Entonces, dado que el dominio Ω no depende del tiempo, podemos tomar la derivada




















































































































Utilizando los resultados de [12] (o también [116], por ejemplo) y el mismo razonamiento





































. Derivando con respecto al
tiempo los problemas (3.1.13)–(3.1.14) y aplicando nuevamente el Teorema 2.2.1 y las














































































Así, utilizando (3.1.22), (3.1.25), (3.1.27) y (3.1.28) se concluyen (3.1.9) y (3.1.10).
Como el dominio de definición del Problema 2.1.2 depende del tiempo, no podemos
extraer las derivadas temporales de los integrandos. Por ello, en el último lema de esta
sección obtenemos una relación que será de gran utilidad en el cálculo de las estimaciones
que necesitamos.



























Demostración. Admitimos un cierto abuso de notación para simplificar la exposición del
resultado, denotando por de la misma forma a la función F definida en el dominio Ω̂εt y












2 (1− εs3κRcoss2) ds.
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Como el dominio Ω es independiente de la variable temporal, podemos introducir la































































Operando las simplificaciones oportunas concluimos la demostración.
3.2. Estimaciones del error
En esta sección presentaremos el resultado principal de este capítulo, es decir, la deduc-
ción de las estimaciones del error que justifican matemáticamente la aproximación asin-
tótica propuesta (2.3.28)–(2.3.29). Comenzaremos estudiando acotaciones a priori de la
solución del Problema 2.1.2.
Consideremos una función test a tal que es solución del siguiente problema:




n̂ en Σεl ,




Nótese que la condición de compatibilidad es precisamente la correspondiente a nuestro










+ C̃ ≤ C ∀ t ∈ [0, T ]. (3.2.2)


















+ C̃ε ≤ Cε ∀ t ∈ [0, T ], (3.2.3)



















+ C̃ ≤ C ∀ t ∈ [0, T ]. (3.2.4)
En lo que sigue, asumiremos que se verifica la condición:∫
Ω̂εt
pεdxε = 0 ∀ t ∈ [0, T ].
Observación 3.2.1. Esto es posible dado que la existencia de solución del Problema 2.1.2
(que hemos asumido en el Capítulo 2) determina de forma única al par (uε, pε) excepto de
una constante para la presión.
Entonces, sea b una función tal que:{
divb = pε en Ω̂εt ,
b = 0 en ∂Ω̂εt .
(3.2.5)




|pε|L2(Ω̂εt ) ∀ t ∈ [0, T ]. (3.2.6)
Teorema 3.2.2. Sean bε0 definido como en (2.1.12), gεα ∈ H1(0, T ; [H3/2(Σεα)]3) y uε0 ∈
[H1(Ω̂ε0)]
3. Sea (uε, pε) la solución del Problema 2.1.2. Entonces, existe una constante C >
0, independiente de ε, tal que,
‖uε‖L2(0,T ;[L2(Ω̂εt )]3) ≤ Cε, (3.2.7)
‖∇uε‖L2(0,T ;[L2(Ω̂εt )]9) ≤ C. (3.2.8)
Demostración. Consideremos una función a solución del problema (3.2.1), multipliquemos




· (uε − a) dxε +
∫
Ω̂εt









∆uε · (uε − a) dxε =
∫
Ω̂εt
bε0 · (uε − a) dxε. (3.2.9)
A continuación, estudiaremos la estimación de cada uno de los términos incluidos en
esta ecuación. En primer lugar, nótese que el tercer término se anula debido a la fórmula
de Green y el hecho de que la divergencia del campo uε − a es cero. Ahora, observando el
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|uε|2 dxε ≤ C
(




Por otro lado, del segundo término del miembro de la derecha podemos deducir, apli-






· adxε = −
∫
Ω̂εt































































Del segundo término de la ecuación (3.2.9), teniendo en cuenta que divuε = 0, aplicando
la desigualdad de Cauchy-Schwarz, el Lema 3.1.3 y (3.2.2), deducimos:∫
Ω̂εt
(∇uε)uε · (uε − a) dxε =
∫
Ω̂εt
(∇ (uε − a))uε · (uε − a) dxε +
∫
Ω̂εt




(∇a)uε · uεdxε −
∫
Ω̂εt
(∇a)uε · adxε ≤ |∇a|[L2(Ω̂εt )]9 |u
ε|[L4(Ω̂εt )]3 |u
ε|[L4(Ω̂εt )]3
+ |∇a|[L2(Ω̂εt )]9 |u




|∇uε|2[L2(Ω̂εt )]9 + ε
2 + |∇uε|[L2(Ω̂εt )]9 + ε
)
.




∆uε · (uε − a) dxε = ν
∫
Ω̂εt
(∇uε) · ∇ (uε − a) dxε




|∇uε|2 dxε − ν
∫
Ω̂εt
(∇uε) · (∇a) dxε.




(∇uε) · (∇a) dxε ≤ νC |∇uε|[L2(Ω̂εt )]9 .
Por último, aplicando la desigualdad de Cauchy-Schwarz, (3.2.2), el Lema 3.1.1 y
(2.1.13) al término del segundo miembro de la ecuación (3.2.9), hallamos que∫
Ω̂εt
bε0 · (uε − a) dxε ≤ |bε0|[L2(Ω̂εt )]3
(








Por tanto, combinando todas las acotaciones desarrolladas en esta demostración hasta











uε · adxε + ν |∇uε|2[L2(Ω̂εt )]9
≤ Cε2 |∇uε|2[L2(Ω̂εt )]9 + Cε
2 |∇uε|[L2(Ω̂εt )]9 + C
√
ε |∇uε|2[L2(Ω̂εt )]9 + C
√
ε |∇uε|[L2(Ω̂εt )]9
+ Cν |∇uε|[L2(Ω̂εt )]9 + Cε
3/2.
Agrupando los términos correspondientes, para ε suficientemente pequeño (recordemos
que ε  1) podemos afirmar que λ := ν − Cε2 − C
√












uε · adxε + λ |∇uε|2[L2(Ω̂εt )]9 ≤ Cν |∇u
ε|[L2(Ω̂εt )]9 + Cε
3/2.
Nótese que podemos considerar que las constantes introducidas en las ecuaciones no
dependen de la variable temporal gracias a la regularidad asumida en los datos (densidad
de fuerzas (2.1.12), condiciones de contorno (2.1.1) y (2.1.17)). Así, integrando con respecto



















|∇uε|2[L2(Ω̂εt )]9 dt ≤ Cν
∫ t
0
|∇uε|[L2(Ω̂εt )]9 dt+ Cε
3/2, (3.2.10)
para cada t ∈ [0, T ]. Por un lado, por la desigualdad de Cauchy-Schwarz tenemos que,∫
Ω̂εt
uε · adxε ≤ |uε|[L2(Ω̂εt )]3 |a|[L2(Ω̂εt )]3 ,
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Por otro lado, es sencillo verificar que,
1
2
|uε|2[L2(Ω̂εt )]3 − |u
















|∇uε|2[L2(Ω̂εt )]9 dt ≤
C
2
ε2 + Cε2 + Cν
∫ t
0
|∇uε|[L2(Ω̂εt )]9 dt+ Cε
3/2.
Tomando t = T y aplicando la desigualdad de Cauchy-Schwarz,
‖∇uε‖2
L2(0,T ;[L2(Ω̂εt )]9)
≤ C ‖∇uε‖L2(0,T ;[L2(Ω̂εt )]9) + Cε
3/2,
que es equivalente a (








y así, se tiene
‖∇uε‖L2(0,T ;[L2(Ω̂εt )]9) ≤ C.
Además, como consecuencia del Lema 3.1.1, concluimos que,
‖uε‖L2(0,T ;[L2(Ω̂εt )]3) ≤ Cε.
Teorema 3.2.3. Asumiendo las hipótesis del Teorema 3.2.2, supongamos que la solución
del Problema 2.1.2 es suficientemente regular de tal forma que se verifica:
‖(∇uε)uε‖L2(0,T ;[L2(Ω̂εt )]3) ≤ C. (3.2.11)









Observación 3.2.4. La hipótesis (3.2.11) es equivalente a asumir mayor regularidad para
la solución del Problema 2.1.2. Por ejemplo, si uε ∈ L2(0, T ; [L∞(Ω̂εt)]3) (acotada por una
constante independiente de ε), entonces por (3.2.8) deducimos (3.2.11).
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Demostración. Consideremos una función a solución del problema (3.2.1), multipliquemos
escalarmente la ecuación (1.1.3) por
∂
∂t






























(uε − a) dxε. (3.2.14)
A continuación, estudiaremos las estimaciones de cada uno de los términos incluidos en
esta ecuación. En primer lugar, nótese que el tercer término se anula debido a la fórmula
de Green y el hecho de que la divergencia de
∂
∂t
(uε − a) es cero. Del primer término de





































(uε − a) dxε ≤ |(∇uε)uε|[L2(Ω̂εt )]3





































































































|∇uε|2 dxε ≤ C |∇uε|2[L2(Ω̂εt )]9 .









dxε ≤ C |∇uε|[L2(Ω̂εt )]9 .
Por último, aplicando la desigualdad de Cauchy-Schwarz, (2.1.13) y (3.2.3) al término






















Por tanto, combinando todas las acotaciones deducidas de los términos de la ecuación























+ C |∇uε|[L2(Ω̂εt )]9 + Cε |∇u
ε|2[L2(Ω̂εt )]9 + Cε
2.





































|∇uε|[L2(Ω̂εt )]3 dt+ Cε
2. (3.2.15)





















































Ahora, consideremos una función b solución del problema (3.2.5), multipliquemos esca-































(∇uε)uε · bdxε + ν
∫
Ω̂εt









|b|[L2(Ω̂εt )]3 + C |∇u
ε|[L2(Ω̂εt )]9 |u
ε|[L4(Ω̂εt )]3 |b|[L4(Ω̂εt )]3
+ Cν |∇uε|[L2(Ω̂εt )]9 |∇b|[L2(Ω̂εt )]9 + |b
ε
0|[L2(Ω̂εt )]3 |b|[L2(Ω̂εt )]3 .
Ahora integrando sobre [0, T ], utilizando la desigualdad de Cauchy-Schwarz, Lema 3.1.3
y las acotaciones (3.2.6), (3.2.8), (3.2.12) concluimos que,
‖pε‖2L2(0,T ;[L2(Ω̂εt )]3) ≤
C
ε
‖pε‖L2(0,T ;[L2(Ω̂εt )]3) ,
por tanto,




completando la demostración del teorema.
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Observación 3.2.5. Nótese que de (3.2.15) y utilizando (3.2.8), (3.2.12), se puede probar
que,
|∇uε|[L2(Ω̂εt )]9 ≤ C,
para todo t ∈ [0, T ] y , por el Lema 3.1.1,
|uε|[L2(Ω̂εt )]3 ≤ Cε,
para todo t ∈ [0, T ].
Una vez que hemos obtenido las estimaciones a priori de las incógnitas, estamos en
condiciones de presentar estimaciones del error entre la aproximación asintótica (2.3.28)–
(2.3.29) y la solución exacta (uε, pε) del Problema 2.1.2. Denotemos a estos errores como,
Rε := uε − ũ(ε), rε := pε − p̃(ε).
De nuevo, cometeremos un abuso de notación, al denotar de la misma forma a las funciones
definidas en el dominio Ω̂εt correspondientes a la aproximación asintótica (2.3.28)–(2.3.29),
que está definida en Ω
Sustituyendo en las ecuaciones del Problema 2.1.2 y teniendo en cuenta las ecuaciones
verificadas por la aproximación (2.3.34), (2.3.36), (2.3.40) y (2.3.45), obtenemos que,
∂Rε
∂t
+ (∇Rε)uε + 1
ρ0
∇rε − ν∆Rε − (∇ũ(ε))Rε = −αε en Ω̂εt , (3.2.16)
div Rε = −βε en Ω̂εt , (3.2.17)
con las condiciones de contorno,
Rε = 0 en Σεl , R
ε = −δε1 en Σε1 y Rε = −δε2 en Σε2,
y en el instante inicial,
Rε =: σε en Ω̂ε0.





ε|[L2(Ω̂ε0)]9 ≤ Cε. (3.2.19)
Procedamos entonces a construir los problemas de las funciones test que utilizaremos
en los siguientes teoremas. Sea una función c solución del problema:
divc = −βε en Ω̂εt ,
c = 0 en Σεl ,
c = −δεα en Σεα.
(3.2.20)
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Nótese que la condición de compatibilidad de este problema se verifica ya que coincide
con (2.3.49). Entonces, podemos aplicar el Lema 3.1.4 que, por un lado, teniendo en cuenta
(2.3.38) y (2.3.43) implica que



































































Además, consideremos una función d solución del siguiente problema,{
divd = rε en Ω̂εt ,
d = 0 en ∂Ω̂εt ,
(3.2.24)




|rε|L2(Ω̂εt ) . (3.2.25)
Observación 3.2.6. Para poder aplicar el Lema 3.1.4 al problema (3.2.24), debe verificarse
la condición de compatibilidad que viene dada por,∫
Ω̂εt
rεdxε = 0.
Para que esta igualdad se verifique ajustaremos las constantes de los correctores de la
presión caracterizados en el Capítulo 2 de la forma que se anunciaba en la Observación
2.3.3.
Teorema 3.2.7. Asumiendo las hipótesis del Teorema 3.2.2, se verifican las siguientes
acotaciones:
‖Rε‖L2(0,T ;[L2(Ω̂εt )]3) ≤ Cε
5/2, (3.2.26)
‖∇Rε‖L2(0,T ;[L2(Ω̂εt )]9) ≤ Cε
3/2. (3.2.27)
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Demostración. Consideremos una función c solución del problema (3.2.20), multipliquemos





· (Rε − c) dxε +
∫
Ω̂εt









∆Rε · (Rε − c) dxε −
∫
Ω̂εt




αε · (Rε − c) dxε. (3.2.28)
A continuación, estudiaremos las estimaciones de cada uno de los términos incluidos en
esta ecuación. En primer lugar, nótese que el tercer término de la ecuación se anula debido
a la fórmula de Green y el hecho de que la divergencia del campo Rε − c es igual a cero.














· c dxε. (3.2.29)





















































|Rε|2 dxε ≤ Cε2 |∇Rε|2[L2(Ω̂εt )]9 .
Por otro lado, aplicando el Lema 3.1.5 al segundo término del segundo miembro de la






· cdxε = −
∫
Ω̂εt
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≤ Cε7/2 |∇Rε|[L2(Ω̂εt )]9 .
Volviendo a la ecuación (3.2.28), tomamos el segundo término y teniendo en cuenta
que divuε = 0, aplicando la desigualdad de Cauchy-Schwarz, el Lema 3.1.3 y (3.2.21),
deducimos que∫
Ω̂εt
(∇Rε)uε · (Rε − c) dxε =
∫
Ω̂εt
(∇ (Rε − c))uε · (Rε − c) dxε +
∫
Ω̂εt







(∇c)uε · cdxε ≤ |∇c|[L2(Ω̂εt )]9 |u
ε|[L4(Ω̂εt )]3 |R
ε|[L4(Ω̂εt )]3
+ |∇c|[L2(Ω̂εt )]9 |u
ε|[L4(Ω̂εt )]3 |c|[L4(Ω̂εt )]3
≤ Cε2
(
|∇uε|[L2(Ω̂εt )]9 + ε
)
|∇Rε|[L2(Ω̂εt )]9 + Cε
7/2
(
|∇uε|[L2(Ω̂εt )]9 + ε
)
.





∆Rε · (Rε − c) dxε = ν
∫
Ω̂εt




|∇Rε|2 dxε − ν
∫
Ω̂εt
(∇Rε) · (∇c) dxε,




(∇Rε) · (∇c) dxε ≤ ν |∇Rε|[L2(Ω̂εt )]9 |∇c|[L2(Ω̂εt )]9 ≤ Cε
3/2 |∇Rε|[L2(Ω̂εt )]9 .
Si ahora estudiamos el último término del miembro de la izquierda de la ecuación
(3.2.28) y aplicamos la desigualdad de Cauchy-Schwarz, la acotación |∇ũ(ε)|[L∞(Ω̂εt )]9 ≤
C
ε
(véase (2.3.33)), (3.2.21) y el Lema 3.1.1, se tiene que∫
Ω̂εt
(∇ũ(ε))Rε · (Rε − c) dxε ≤ C |∇ũ(ε)|[L∞(Ω̂εt )]9 |R
ε|2[L2(Ω̂εt )]3
+ C |∇û(ε)|[L∞(Ω̂εt )]9 |R
ε|[L2(Ω̂εt )]3 |c|[L2(Ω̂εt )]3
≤ Cε |∇Rε|2[L2(Ω̂εt )]9 + Cε
5/2 |∇Rε|[L2(Ω̂εt )]9 .
Por último, teniendo en cuenta la desigualdad de Cauchy-Schwarz, (2.3.35), (3.2.21) y
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≤ Cε3 |∇Rε|[L2(Ω̂εt )]9 + Cε
9/2.
Por tanto, combinando las acotaciones de los términos de la ecuación (3.2.28) deducidas











Rε · cdxε + ν |∇Rε|2[L2(Ω̂εt )]9
≤ Cνε3/2 |∇Rε|[L2(Ω̂εt )]9 + ε
2 |∇u|[L2(Ω̂εt )]9 |∇R
ε|[L2(Ω̂εt )]9
+ Cε |∇Rε|2[L2(Ω̂εt )]9 + Cε
7/2 |∇u|[L2(Ω̂εt )]9 + Cε
9/2.
Agrupando los términos correspondientes, para ε suficientemente pequeño (recordemos
que ε  1) podemos afirmar que λ := ν − Cε es estrictamente positivo. Integrando con









Rε · cdxε +
∫
Ω̂ε0








Cε3/2 |∇Rε|[L2(Ω̂εt )]9 + Cε
2 |∇uε|[L2(Ω̂εt )]9 |∇R
ε|[L2(Ω̂εt )]9
+ Cε7/2 |∇uε|[L2(Ω̂εt )]9
)
dt+ Cε9/2. (3.2.30)
Por un lado, se tiene que,




por la desigualdad de Cauchy-Schwarz. Por otro lado, se puede comprobar que,
1
2
|Rε|2[L2(Ω̂εt )]3 − |R




















Cνε3/2 |∇Rε|[L2(Ω̂εt )]9 + ε
2 |∇uε|[L2(Ω̂εt )]9 |∇R
ε|[L2(Ω̂εt )]9
+ Cε7/2 |∇uε|[L2(Ω̂εt )]9
)







|c|2[L2(Ω̂εt )]3 + Cε
9/2.
Tomamos t = T . Utilizando la desigualdad de Cauchy-Schwarz, (3.2.18), (3.2.8) y
(3.2.21), deducimos que,
‖∇Rε‖2L2(0,T ;[L2(Ω̂εt )]9) ≤ Cε
3/2 ‖∇Rε‖L2(0,T ;[L2(Ω̂εt )]9) + Cε
7/2,
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que es equivalente a,(










‖∇Rε‖L2(0,T ;[L2(Ω̂εt )]9) ≤ Cε
3/2.
Como consecuencia del Lema 3.1.1 se deduce que,
‖Rε‖L2(0,T ;[L2(Ω̂εt )]3) ≤ Cε
5/2.
Teorema 3.2.8. Asumamos las hipótesis del Teorema 3.2.3y que, además, se verifica:
‖(∇Rε)uε‖L2(0,T ;[L2(Ω̂εt )]3) ≤ Cε
3/2. (3.2.31)





‖rε‖L2(0,T ;L2(Ω̂εt )) ≤ C
√
ε. (3.2.33)
Observación 3.2.9. Nuevamente, la hipótesis (3.2.31) es equivalente a admitir mayor
regularidad para la solución del problema (3.2.16)–(3.2.17) (véase la Observación 3.2.4).
Por ejemplo, si uε ∈ L2(0, T ;L∞(Ω̂εt)) (acotada por una constante independiente de ε)
entonces por (3.2.27) deducimos (3.2.31).
Demostración. Consideremos una función c solución del problema (3.2.20), multipliquemos
escalarmente la ecuación (3.2.16) por
∂
∂t
(Rε − c) e integremos sobre el dominio Ω̂εt . De




























(Rε − c) dxε. (3.2.34)
Como en los teoremas anteriores, estudiaremos cada término por separado. Del primer
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Aplicando la desigualdad de Cauchy-Schwarz y (3.2.22), al segundo término de la ecua-




(Rε − c) dxε ≤ C |(∇Rε)uε|[L2(Ω̂εt )]3

































































































|∇Rε|2 dxε ≤ C |∇Rε|2[L2(Ω̂εt )]9 .











dxε ≤ Cε3/2 |∇Rε|[L2(Ω̂εt )]9 .
Aplicando la desigualdad de Cauchy-Schwarz, (2.3.33), Lema 3.1.1 y (3.2.22) al cuarto
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+ Cε5/2 |∇Rε|[L2(Ω̂εt )]9 .
Por último, por la desigualdad de Cauchy-Schwarz y (3.2.22), deducimos del término























Combinando las acotaciones deducidas en esta demostración de los términos de la ecua-




























+ C |∇Rε|2[L2(Ω̂εt )]9 + Cε
9/2.
Integrando sobre [0, T ], aplicando la desigualdad de Cauchy-Schwarz y teniendo en



























Solo queda estudiar la estimación del error del término de la presión. Para esto, multipli-





· d dxε +
∫
Ω̂εt
(∇Rε)uε · d dxε −
∫
Ω̂εt
(∇ũ(ε))Rε · d dxε






∇rε · d dxε − ν
∫
Ω̂εt
∆Rε · d dxε = −
∫
Ω̂εt
αε · d dxε.









· d dxε +
∫
Ω̂εt
(∇Rε)uε · d dxε −
∫
Ω̂εt




∆Rε · d dxε +
∫
Ω̂εt






|d|[L2(Ω̂εt )]3 + |(∇R
ε)uε|[L2(Ω̂εt )]3 |d|[L2(Ω̂εt )]3
+ ε−1 |Rε|[L2(Ω̂εt )]3 |d|[L2(Ω̂εt )]3 + ν |∇R
ε|[L2(Ω̂εt )]9 |∇d|[L2(Ω̂εt )]9
+ |αε|[L2(Ω̂εt )]3 |d|[L2(Ω̂εt )]3 .
Ahora integrando sobre [0, T ], aplicando la desigualdad de Cauchy-Schwarz y utilizando
(3.2.25), (3.2.26) y (3.2.32), deducimos que
‖rε‖2L2(0,T ;L2(Ω̂εt )) ≤ C
√
ε ‖rε‖L2(0,T ;L2(Ω̂εt )) ,
y así,
‖rε‖L2(0,T ;L2(Ω̂εt )) ≤ C
√
ε,
completando la demostración del teorema.
Dado que el dominio Ω̂εt depende del parámetro ε es necesario realizar una compara-
ción entre las estimaciones del error que acabamos de obtener y el volumen del dominio.
Con este fin, concluimos la justificación matemática de la aproximación asintótica pro-
puesta (2.3.28)–(2.3.29) para el Problema 2.1.2 con el siguiente corolario donde también






Corolario 3.2.10. Asumiendo las hipótesis del Teorema 3.2.2, obtenemos:
1√
|Ω̂εt |
‖uε − ũ(ε)‖L2(0,T ;[L2(Ω̂εt )]3) ≤ Cε
√
ε,
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Si además, asumimos las hipótesis del Teorema 3.2.3, se deducen:
1√
|Ω̂εt |
‖pε − p̃(ε)‖L2(0,T ;L2(Ω̂εt )) ≤ Cε
−1/2,
‖pε − p̃(ε)‖L2(0,T ;L2(Ω̂εt ))
‖pε‖L2(0,T ;L2(Ω̂εt ))
≤ Cε5/2.








concluimos las acotaciones buscadas aplicando las estimaciones obtenidas en los Teoremas
3.2.2, 3.2.3, 3.2.7 y 3.2.8.
Con estas estimaciones del error relativo, concluimos la justificación matemática de la
aproximación asintótica (2.3.28)- (2.3.29).

Parte II
Análisis asintótico de láminas
viscoelásticas

Introducción a la Parte II
En mecánica de sólidos, la obtención de modelos para vigas, barras, placas y láminas
se basa en hipótesis a priori en los campos de desplazamientos y/o de tensiones que,
sustituyéndolas en las ecuaciones tridimensionales de equilibrio y constitutiva, conducen a
útiles simplificaciones. Sin embargo, desde el punto de vista constitutivo y geométrico, es
necesario justificar la validez de la mayoría de los modelos obtenidos de esta forma.
Con este objetivo, en 1973 se publica en [88] la primera referencia a los métodos asintó-
ticos para abordar problemas que dependan de un parámetro pequeño, como por ejemplo
sucede en problemas de vigas, placas y láminas. En efecto, años después se obtienen en
[31, 45] los primeros resultados aplicados para justificar la teoría de la flexión de pla-
cas elásticas. Menos de un lustro más tarde, se presenta una justificación del modelo de
Bernoulli-Navier para la flexión y elongación de barras finas en [5] y, posteriormente, el
caso no lineal en [39]. Será una década más tarde en [74], cuando se presenten y analicen
las estimaciones del error correspondientes de los términos de orden superior del desarrollo
asintótico de las incógnitas escaladas para estos modelos de barras. Otro de los trabajos
pioneros donde se utiliza el método de los desarrollos asintóticos se encuentra en [159],
donde los autores presentan una justificación de un modelo unidimensional para vigas elás-
ticas. La teoría de este tipo de estructuras, también se ha visto beneficiada en [155–158] por
el uso del método asintótico con la aportación de resultados matemáticos que justifican los
modelos clásicos de Saint-Venant, Timoshenko y Vlassov. En los siguientes años, podemos
encontrar un completo estudio asintótico para problemas con vigas de perfil fino en [134],
incluyendo resultados de convergencia que justifican los modelos obtenidos. También se
aplica el método de los desarrollos asintóticos para la ecuación de Poison con aplicaciones
a vigas en [135], para vigas no simétricas en [1], vigas no lineales en [52] y vigas anisótro-
pas en [51]. Durante la última década, con trabajos como en [75, 141, 162], se evidencia
también la utilidad del método asintótico para estudiar modelos límites para problemas de
contacto con vigas elásticas.
Con respecto a la teoría de placas, los primeros resultados aplicados del análisis asin-
tótico se presentan en [31], donde el autor muestra una justificación de las ecuaciones
bidimensionales para modelos de placas. Casi dos décadas después, se publica en [29] una
detallada revisión para los modelos elásticos de placas, junto con su justificación matemá-
tica utilizando los métodos asintóticos. Años más tarde, como en [50], también se realizan
estudios asintóticos para placas anisótropas piezoeléctricas.
Como consecuencia natural, los estudios asintóticos de placas elásticas dieron paso
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al análisis asintótico de láminas elásticas. En [36] y en [33], se obtienen resultados de
existencia y unicidad de solución de las ecuaciones de una lámina membrana elíptica y se
justifican los modelos obtenidos mediante resultados de convergencia. Ese mismo año, los
autores obtienen en [34, 35] los correspondientes resultados para justificar las ecuaciones
bidimensionales para lo que se denominan láminas flexurales elásticas y láminas de Koiter.
Pocos años más tarde, y apoyándose en resultados obtenidos en estos trabajos, aparecen los
modelos dinámicos correspondientes en [85–87], donde además se justifican las ecuaciones
dinámicas para las láminas membranas, flexurales y de Koiter. Con objeto de dar una
visión completa del análisis asintótico de láminas (lineales y no lineales), se publica en
[30] un exhaustivo y detallado estudio donde se justifican los modelos conocidos como
membranas elípticas, membranas generalizadas y láminas flexurales. Además, se presenta
una descripción detallada del procedimiento asintótico que conduce a los correspondientes
conjuntos de ecuaciones bidimensionales.
A pesar de la extensa literatura que podemos encontrar al respecto de láminas en las
últimas décadas, existen numerosos problemas abiertos y en estudio actualmente, además
del que tiene por objeto esta parte de la memoria. Por ejemplo, en [136], el autor identifica el
problema del obstáculo y lo justifica como el problema límite de una familia de problemas de
contacto unilateral para láminas elípticas elásticas. En [137], se puede consultar el análisis
asintótico formal de problemas de contacto de láminas elásticas donde se identifican los
diferentes conjuntos de ecuaciones bidimensionales.
Como se ha comentado en la introducción principal de este trabajo, necesitaremos con-
siderar una ley constitutiva apropiada para el material del que está formada la lámina,
que dé como resultado un modelo que sea capaz de predecir los desplazamientos en los
problemas aplicados de nuestro interés, como el mencionado de las paredes de los vasos
sanguíneos, entre otros. Este ejemplo del área de la biomedicina, es solo uno de los numero-
sos problemas reales que han hecho necesaria la introducción de modelos que puedan tener
en cuenta efectos como la memoria y el endurecimiento. Precisamente, una característica
de los modelos en viscoelasticidad (véase [48, 83, 127]) es la presencia de un término de
memoria en la ley constitutiva que tiene en cuenta las deformaciones previas producidas
en el cuerpo. Este término puede ser de tipo memoria corta, representado por una deriva-
da temporal, o de memoria larga, representado por una integral en tiempo. Los trabajos
publicados [69–71, 77, 106, 138] y las referencias disponibles en ellos, son una muestra de
la variedad de problemas en los que la viscoelasticidad juega un papel importante.
Actualmente, la literatura disponible acerca de modelos de placas viscoelásticas es mu-
cho más extensa que la correspondiente para láminas. Por ejemplo, podemos encontrar en
[7] modelos con memoria corta representados por un sistema integro-diferencial y ecua-
ciones parabólicas que describen grandes desviaciones en placas viscoelásticas. Por otro
lado, en [109] se considera un término de memoria larga en el estudio del comportamiento
asintótico de la solución para un problema de una placa de tipo von Kármán cuando la
variable temporal tiende a infinito. También, en [8], los autores estudian los efectos de
grandes desviaciones en placas finas considerando tanto el caso de memoria larga como
el de memoria corta. Años más tarde, también podemos encontrar en [9, 11], estudios de
problemas de contacto para placas de von Kármán.
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En el caso de las láminas viscoelásticas, existe un conjunto de resultados limitado.
En [56–58], apoyándose en los resultados presentes en la teoría asintótica de las láminas
elásticas, se utiliza el análisis asintótico para estudiar una familia de láminas de un material
con una ley constitutiva que presenta un término de memoria larga y, además, se justifican
con resultados de convergencia las ecuaciones límite de membranas, láminas flexurales y de
Koiter. Más recientemente, en [10] los autores han presentado un modelo para un problema
dinámico de contacto donde se considera un material de tipo memoria corta (Kelvin-Voigt).
En esta parte, estudiaremos mediante métodos asintóticos el problema de las defor-
maciones producidas en láminas viscoelásticas de tipo Kelvin-Voigt (véanse, por ejemplo,
[48, 83, 144]) bajo la acción de fuerzas externas. Como veremos, el estudio asintótico de
este tipo de problemas da lugar a extensos cálculos y recargadas notaciones. Es por ello
por lo que en esta memoria estudiaremos previamente el caso cuasiestático para presentar
posteriormente, de una forma más resumida, la generalización al caso dinámico. Siguiendo
el estudio realizado en [30] para el caso elástico, presentamos el análisis asintótico de una
familia de láminas viscoelásticas formadas de un material cuya ley constitutiva presenta
un término de memoria corta (Kelvin-Voigt), representado por una derivada con respecto
al tiempo, del cual deduciremos modelos límite bidimensionales (láminas membrana, ge-
neralizadas y flexurales) que presentarán, de forma natural, un término de memoria larga
representado por una integral en la variable temporal. De forma análoga al caso elásti-
co, dependiendo del orden de las fuerzas aplicadas, la geometría de la superficie media
de la lámina y de la parte de la frontera donde se considere la condición de contorno
de fijación, clasificaremos los modelos bidimensionales obtenidos en tres grupos que se
denominan membranas elípticas, membranas generalizadas y láminas flexurales viscoelás-
ticas. Demostraremos la existencia y unicidad de solución de los problemas presentados
y comentaremos su interpretación física. A continuación, justificaremos matemáticamen-
te los modelos obtenidos mediante teoremas de convergencia para cada uno de los casos.
Finalmente, consideraremos el problema dinámico correspondiente y, apoyándonos en los
resultados obtenidos en el caso cuasiestático, deduciremos las ecuaciones del problema di-
námico de una membrana viscoelástica. También, presentaremos los resultados necesarios
para asegurar la existencia y unicidad de los problemas introducidos.
Veremos en el presente estudio que algunos de los resultados utilizados en el caso
elástico se extenderán al caso viscoelástico directamente o mediante alguna modificación
que detallaremos. Una de las mayores diferencias con respecto a dichos trabajos previos en
elasticidad, consiste en la dependencia de la variable temporal, que dará lugar a ecuaciones
diferenciales ordinarias que tendremos que resolver para obtener la aproximación de orden
cero de la solución. Otra de las grandes diferencias surgirá en la justificación matemática
de nuestros modelos, pues mostraremos la convergencia de las incógnitas escaladas en
los espacios de Bochner-Sobolev correspondientes con el objetivo de aportar resultados
robustos al conocimiento de láminas viscoelásticas actual.

Capítulo 4
Análisis asintótico formal de láminas
viscoelásticas
Consideremos una familia de láminas viscoelásticas con un espesor de 2ε (donde ε
denota un parámetro pequeño), ancladas a lo largo de una parte de su cara lateral y todas
teniendo la misma superficie media S. Supondremos que el cuerpo está formado por un
material viscoelástico de memoria corta, en concreto un material de Kelvin-Voigt (véase
[48, 83]). El objetivo principal de este capítulo es estudiar el comportamiento límite de los
problemas tridimensionales y sus correspondientes soluciones cuando ε tiende a cero.
Siguiendo la notación y estilo de [30], denotaremos los desplazamientos de las láminas
tridimensionales por uε = (uεi ). Una vez presentado el problema físico y su formulación
variacional en coordenadas cartesianas, escribiremos el problema en coordenadas curvilí-
neas, que nos facilitarán el estudio a realizar. Después, para utilizar el método asintótico,
obtendremos el problema escalado correspondiente, definido en un dominio de referencia
independiente de ε. A continuación, asumiremos la existencia de un desarrollo asintótico
(en potencias de ε) para el campo de desplazamientos, u(ε) = (ui(ε)). Una vez sustitui-
da dicha expansión asintótica en las ecuaciones del problema escalado, identificaremos los
términos multiplicados por las mismas potencias de ε, lo que nos permitirá caracterizar los
términos del desarrollo asintótico propuesto. En particular, identificaremos el término de
orden cero (término principal del desarrollo) como la solución de un problema límite bidi-
mensional escalado. Además, por un lado, si la densidad de fuerzas volumétricas aplicadas
es de orden O(1) con respecto a ε y la densidad de tracciones superficiales es de orden O(ε),
el límite del campo u(ε) es la solución de un sistema de ecuaciones variacionales bidimen-
sional denominado problema de la membrana viscoelástica. Por otra parte, si la densidad
de fuerzas volumétricas es de orden O(ε2) y la densidad de tracciones superficiales es de
orden O(ε3), el límite del campo u(ε) es la solución de un sistema diferente de ecuaciones
variacionales bidimensional denominado problema de la lámina flexural viscoelástica.
En ambos casos, a través del análisis asintótico del modelo tridimensional de memo-
ria corta, obtendremos en el límite un modelo bidimensional que presenta un término de
memoria larga representado por una integral temporal.
Comenzaremos el capítulo describiendo, en la Sección 4.1, el problema mecánico en
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el dominio de referencia original y su formulación variacional en coordenadas cartesianas.
Además, debido a la geometría particular que configura una lámina, obtendremos la formu-
lación variacional en coordenadas curvilíneas. En la Sección 4.2 usaremos una aplicación
proyección a un dominio de referencia independiente de ε para escribir el problema escalado
correspondiente. En este punto introduciremos las incógnitas y las fuerzas escaladas y las
hipótesis sobre los coeficientes. A continuación, en la Sección 4.3, mostraremos resultados
técnicos que serán necesarios en lo que sigue de esta parte del estudio. Además incluiremos
resultados teóricos que demuestran la existencia y unicidad de solución de los problemas
presentes en este y en próximos capítulos. En la Sección 4.4 mostraremos el análisis asintó-
tico formal que da lugar a la formulación de las ecuaciones variacionales bidimensionales de
las láminas viscoelásticas. Como hemos comentado anteriormente, veremos como, a pesar
de haber considerado un modelo tridimensional de una lámina viscoelástica con memoria
corta, representada por una derivada temporal, el análisis asintótico conduce de forma na-
tural a modelos bidimensionales que presentan un término de memoria larga, representada
por una integral en tiempo, que tiene en cuenta todas las deformaciones previas del cuerpo.
4.1. Problema tridimensional de una lámina viscoelás-
tica
Denotemos por Sd, donde d = 2, 3 en la práctica, el espacio de tensores simétricos
de segundo orden sobre Rd, mientras que “ · ” representa el producto interior y |·| la
norma usual en Sd y Rd. Al igual que en la parte anterior de esta memoria, en lo que
sigue, a no ser que se indique lo contrario explícitamente, utilizaremos la convención de
suma en índices repetidos. Además, los índices latinos i, j, k, l, ..., tomarán sus valores en
el conjunto {1, 2, 3}, mientras que los índices griegos α, β, σ, τ, ..., lo harán en el conjunto
{1, 2}. También utilizaremos la notación estándar para los espacios de Lebesgue y Sobolev.
De la misma forma, para una función dependiente del tiempo, por ejemplo u, denotaremos
con u̇ a su derivada primera con respecto a la variable temporal. Recordamos que ” → ”
denota convergencia fuerte, mientras que ” ⇀ ” denota convergencia débil.
Sea Ω∗ un dominio de R3, con frontera Lipschitz-continua Γ∗ = ∂Ω∗. Sea x∗ = (x∗i ) un
punto genérico de su adherencia Ω̄∗ y denotemos con ∂∗i la derivada parcial con respecto
a x∗i . Denotemos por dx∗ el elemento de volumen en Ω∗, dΓ∗ el elemento de área y n∗
el vector normal exterior unitario sobre Γ∗. Finalmente, sean Γ∗0 y Γ∗1 subconjuntos de Γ∗
tales que Γ∗0 es de medida no nula y Γ∗0 ∩ Γ∗1 = ∅.
El dominio Ω∗ denota la región ocupada por el cuerpo deformable en ausencia de fuerzas
aplicadas. Asumiremos que el cuerpo está hecho de un material viscoelástico de tipo Kelvin-
Voigt, que sea homogéneo e isótropo, de tal forma que está caracterizado por sus coeficientes
de Lamé λ ≥ 0, µ > 0 y dos coeficientes de viscosidad, θ ≥ 0, ρ ≥ 0 (véanse, por ejemplo,
[48, 83, 144]).
Sea T > 0 el periodo de tiempo de observación. Bajo los efectos de las fuerzas aplicadas,
el cuerpo se deforma, y denotamos por u∗i : [0, T ]×Ω̄∗ → R3 las componentes cartesianas del
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campo de desplazamientos, de tal forma que podemos definirlo como u∗ := u∗iei : [0, T ]×
Ω̄∗ → R3, donde {ei} denota la base euclídea canónica en R3. Además, consideraremos
que el campo de desplazamientos se anula en el conjunto Γ∗0. Por tanto, el campo de
desplazamientos u∗ = (u∗i ) : [0, T ] × Ω∗ −→ R3 es solución del siguiente problema físico
tridimensional en coordenadas cartesianas:
Problema 4.1.1. Hallar u∗ = (u∗i ) : [0, T ]× Ω̄∗ −→ R3 tal que,
−∂∗jσij,∗(u∗) = f i,∗ en Ω∗, (4.1.1)




i,∗ en Γ∗1, (4.1.3)





son las componentes del campo tensorial de tensiones linealizado, mientras que las funcio-
nes

























designa las componentes del campo tensorial de deformaciones linealizado asociado al cam-
po de desplazamientos u∗ del conjunto Ω̄∗.
Procedamos ahora a describir las ecuaciones del Problema 4.1.1. La expresión (4.1.1) es
la ecuación de equilibrio, donde f i,∗ son las componentes de la densidad de fuerzas volumé-
tricas. La igualdad (4.1.2) es la condición de tipo Dirichlet de fijación, (4.1.3) la condición
de tipo Neumann, donde hi,∗ son las componentes de la densidad de fuerzas de superficie.
La relación (4.1.4) es la condición inicial, donde u∗0 denota el campo de desplazamientos
inicial. Nótese que, para mayor brevedad notacional, omitiremos la dependencia explicita
de las diversas funciones con respecto a las variables espaciales y temporal cuando no haya
ambigüedad.
Definamos el espacio de las soluciones admisibles,
V (Ω∗) = {v∗ = (v∗i ) ∈ [H1(Ω∗)]3;v∗ = 0 en Γ∗0}. (4.1.6)
Por tanto, asumiendo suficiente regularidad, la incógnita u∗ = (u∗i ) verifica el siguiente
problema variacional en coordenadas cartesianas:
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Problema 4.1.2. Hallar u∗ = (u∗i ) : [0, T ]× Ω∗ → R3 tal que,


















∗ ∀v∗ ∈ V (Ω∗), c.p.d. en (0, T ),
u∗(0, ·) = u∗0(·).
Observación 4.1.3. Utilizando la definición de las componentes de las tensiones linea-












∗ ∀v∗ ∈ V (Ω∗), c.p.d. en (0, T ).
Esta ecuación constituye el principio de los trabajos virtuales en coordenadas cartesia-
nas.
Consideremos ahora que Ω∗ representa una lámina viscoelástica de espesor 2ε, donde ε
denota un parámetro pequeño adimensional. En este caso, será útil expresar las ecuaciones
del Problema 4.1.2 en coordenadas curvilíneas. Sea ω un dominio de R2, con una frontera
Lipschitz-continua γ = ∂ω. Sea y = (yα) un punto genérico de su adherencia ω̄ y denotemos
por ∂α la derivada parcial con respecto a yα.
Sea θ ∈ C2(ω̄;R3) una aplicación inyectiva tal que los dos vectores aα(y) := ∂αθ(y) sean
linealmente independientes. Estos vectores forman la base covariante del plano tangente a
la superficie S := θ(ω̄) en el punto θ(y) = y∗. Además, consideraremos los dos vectores
aα(y) del mismo plano tangente definidos por las relaciones aα(y) · aβ(y) = δαβ , que
constituyen la base contravariante. Definimos el vector normal unitario a S en el punto






donde ∧ denota el producto vectorial en R3.
Definimos la primera forma fundamental, dada por el tensor métrico, en componentes
covariantes y contravariantes, respectivamente, por
aαβ := aα · aβ, aαβ := aα · aβ, (4.1.8)
la segunda forma fundamental, dada por el tensor de curvatura, en componentes covariantes
o mixtas, respectivamente, por
bαβ := a
3 · ∂βaα, bβα := aβσbσα,
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y los símbolos de Christoffel de la superficie S por
Γσαβ := a
σ · ∂βaα.
El elemento de área sobre S es
√
ady = dy∗ donde
a := det(aαβ). (4.1.9)
Sea γ0 un subconjunto de γ de medida no nula. Para cada ε > 0, definimos el dominio
tridimensional Ωε := ω×(−ε, ε) y denotamos su frontera por Γε = ∂Ωε. También definimos
las siguientes partes de la frontera:
Γε+ := ω × {ε}, Γε− := ω × {−ε}, Γε0 := γ0 × [−ε, ε].
Sea xε = (xεi ) un punto genérico de Ω̄ε y denotemos por ∂εi la derivada parcial con
respecto a xεi . Nótese que xεα = yα y ∂εα = ∂α. Sea Θ : Ω̄ε → R3 la aplicación definida por
Θ(xε) := θ(y) + xε3a3(y) ∀xε = (y, xε3) = (y1, y2, xε3) ∈ Ω̄ε. (4.1.10)
El siguiente teorema (véase Teorema 3.1-1, [30]) muestra que, si la aplicación inyectiva
θ : ω̄ → R3 es suficientemente regular, la aplicación Θ : Ω̄ε → R3 también es inyectiva
para un ε > 0 suficientemente pequeño.
Teorema 4.1.4. Sea ω un dominio en R2. Sea θ ∈ C2(ω̄;R3) una aplicación inyectiva
tal que los dos vectores aα = ∂αθ son linealmente independientes en todos los puntos de
ω̄ y sea a3 el vector definido en (4.1.7). Entonces, existe un ε0 > 0 tal que para todo ε1,
0 < ε1 ≤ ε0 la aplicación Θ : Ω̄1 → R3 definida por
Θ(y, x3) := θ(y) + x3a3(y) ∀(y, x3) ∈ Ω̄1, donde Ω1 := ω × (−ε1, ε1),
es un C1-difeomorfismo de Ω̄1 en Θ(Ω̄1) y det(g1, g2, g3) > 0 en Ω̄1, siendo gi := ∂iΘ.
En consecuencia, para cada ε, 0 < ε ≤ ε0, el conjunto Θ(Ω̄ε) = Ω̄∗ se puede considerar
como la configuración de referencia de una lámina viscoelástica, con superficie media S =
θ(ω̄) y espesor 2ε > 0 (véase la Figura 4.1). Además, para ε > 0, gεi (xε) := ∂εiΘ(xε)
son linealmente independientes y la aplicación Θ : Ω̄ε → R3 es inyectiva para todo ε,
0 < ε ≤ ε0, como consecuencia de la inyectividad de la aplicación θ. Por tanto, los tres
vectores gεi (xε) forman la base covariante del espacio tangente en el punto x∗ = Θ(xε) y
gi,ε(xε) definidos por las relaciones gi,ε · gεj = δij forman la base contravariante en el punto




i · gεj , gij,ε := gi,ε · gj,ε, (4.1.11)
y los símbolos de Christoffel por
Γp,εij := g
p,ε · ∂εi gεj . (4.1.12)














Figura 4.1: Transformación Θ entre el dominio en coordenadas curvilíneas Ωε y el dominio
original Ω∗.
El elemento de volumen en el conjunto Θ(Ω̄ε) = Ω̄∗ es
√
gεdxε = dx∗ y el elemento de
superficie en Θ(Γε) = Γ∗ es
√
gεdΓε = dΓ∗ donde
gε := det(gεij). (4.1.13)
Por tanto, para un campo v∗ definido en Θ(Ω̄ε) = Ω̄∗, definimos sus coordenadas
curvilíneas covariantes por
v∗(x∗) = v∗i (x
∗)ei =: vεi (x
ε)gi(xε), con x∗ = Θ(xε). (4.1.14)
En concreto, denotamos por uεi : [0, T ]×Ω̄ε → R3 las componentes covariantes el campo
de desplazamientos, esto es ûε := uεigi,ε : [0, T ] × Ω̄ε → R3. Por simplicidad, definimos el
campo vectorial uε = (uεi ) : [0, T ] × Ωε → R3 al cual nos referiremos como vector de las
incógnitas o vector solución.
Recordemos que hemos asumido que la lámina está sometida a una condición de con-
torno de fijación; en particular que los desplazamientos se anulan en Θ(Γε0) = Γ∗0, esto es,
una parte de la frontera lateral de la lámina.
El espacio de las soluciones admisibles se define ahora como,
V (Ωε) = {vε = (vεi ) ∈ [H1(Ωε)]3;vε = 0 en Γε0}. (4.1.15)
Se trata de un espacio de Hilbert con el producto interior inducido de [H1(Ωε)]3. La
norma correspondiente se denota por || · ||1,Ωε .
Por tanto, ahora podemos reescribir el Problema 4.1.2 en coordenadas curvilíneas (véa-
se [30] para más detalle). Entonces, el campo uε = (uεi ) verifica el siguiente problema
variacional para una lámina viscoelástica tridimensional en coordenadas curvilíneas:
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Problema 4.1.5. Hallar uε = (uεi ) : [0, T ]× Ωε → R3 tal que,
























gεdΓε ∀vε ∈ V (Ωε), c.p.d. en (0, T ),
uε(0, ·) = uε0(·),
donde las funciones
Aijkl,ε := λεgij,εgkl,ε + µε(gik,εgjl,ε + gil,εgjk,ε), (4.1.16)
Bijkl,ε := θεgij,εgkl,ε +
ρε
2
(gik,εgjl,ε + gil,εgjk,ε), (4.1.17)
son las componentes contravariantes de los tensores de cuarto orden de elasticidad y vis-
cosidad, respectivamente. Supondremos que los coeficientes de Lamé y los coeficientes de
viscosidad son independientes de ε, es decir, que existen unas constantes λ, θ, ρ ≥ 0, y
µ > 0 (independientes de ε) tales que
λε = λ, µε = µ, (4.1.18)






















designan las componentes covariantes del tensor de deformaciones linealizado asociado con
el campo de desplazamientos ûε del conjunto Θ(Ω̄ε). Además, f i,ε denotan las componentes
contravariantes de la densidad de fuerzas volumétricas, hi,ε denotan las componentes con-
travariantes de la densidad de fuerzas de superficie y uε0 denota la condición inicial (de esta
forma, la condición inicial para el campo de desplazamientos será ûε(0) = ûε0 := (uε0)igi,ε).




La demostración de existencia y unicidad de solución del Problema 4.1.5 para un ε > 0
suficientemente pequeño se proporciona en la Sección 4.3 (véase el Teorema 4.3.11). Si
asumimos que dicha solución es suficientemente regular, podemos demostrar que también
verificará el problema de valor en la frontera que sigue a continuación.
Teorema 4.1.6. Asumamos las hipótesis consideradas en el Teorema 4.1.4. Si la solución
uε = (uεi ) del Problema variacional 4.1.5 es suficientemente regular, entonces también
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verifica el siguiente problema de valor en la frontera en coordenadas curvilíneas: hallar
uε = (uεi ) : [0, T ]× Ωε −→ R3 tal que,
−σij,ε||j (u
ε) = f i,ε en Ωε, (4.1.22)




i,ε en Γε+ ∪ Γε−, (4.1.23)







denotan las derivadas covariantes de primer orden de las componentes del tensor de ten-
siones.
Para obtener esta conclusión, se pueden seguir los mismos argumentos utilizados por el
caso elástico (véase el Teorema 1.6-1, [30]) teniendo en cuenta la definición de las compo-
nentes del tensor de tensiones linealizado en (4.1.21).
Para finalizar esta sección nótese que, como consecuencia de la definición de Θ en
(4.1.10), se verifican las siguientes relaciones,
Γ3,εα3 = Γ
p,ε
33 = 0 en Ω̄
ε, (4.1.25)
Aαβσ3,ε = Aα333,ε = Bαβσ3,ε = Bα333,ε = 0 en Ω̄ε. (4.1.26)
4.2. Problema escalado de una lámina viscoelástica
Por conveniencia, consideremos un dominio de referencia independiente del parámetro
pequeño ε. Por tanto, definimos el dominio tridimensional Ω := ω × (−1, 1). También
definimos las siguientes partes de la frontera, que se denota por Γ := ∂Ω:
Γ+ := ω × {1}, Γ− := ω × {−1}, Γ0 := γ0 × [−1, 1].
Sea x = (x1, x2, x3) un punto genérico de Ω̄ y denotemos por ∂i la derivada parcial con
respecto a xi. Además, definamos la siguiente aplicación proyección (véase la Figura 4.2):
πε : x = (x1, x2, x3) ∈ Ω̄ −→ πε(x) = xε = (xεi ) = (xε1, xε2, xε3) = (x1, x2, εx3) ∈ Ω̄ε,
y así, ∂εα = ∂α y ∂ε3 =
1
ε
∂3. Consideremos el vector de las incógnitas escalado u(ε) =
(ui(ε)) : [0, T ]× Ω̄ −→ R3 y los campos vectoriales escalados v = (vi) : Ω̄ −→ R3 definidos
como
uεi (t,x
ε) =: ui(ε)(t,x) y vεi (x
ε) =: vi(x) ∀xε = πε(x) ∈ Ω̄ε, ∀ t ∈ [0, T ]. (4.2.1)
Recordemos que, por hipótesis, los coeficientes de Lamé y de viscosidad son indepen-
dientes de ε (véanse (4.1.18)–(4.1.19)). Además, asociemos las funciones Γp,εij , gε, Aijkl,ε, Bijkl,ε














Figura 4.2: Aplicación proyección πε entre el dominio escalado Ω y el dominio en coorde-
nadas curvilíneas Ωε.






g(ε)(x) := gε(xε), (4.2.3)
Aijkl(ε)(x) := Aijkl,ε(xε), (4.2.4)
Bijkl(ε)(x) := Bijkl,ε(xε), (4.2.5)
para todo xε = πε(x) ∈ Ω̄ε. Para todo v = (vi) ∈ [H1(Ω)]3, definimos las componentes del
















Nótese que con estas definiciones se verifica que
eεi||j(v
ε)(πε(x)) = ei||j(ε;v)(x) ∀x ∈ Ω.
En lo que sigue de esta memoria, utilizaremos la notación abreviada ei||j(ε) ≡ ei||j(ε;u(ε))
y ėi||j(ε) ≡ ei||j(ε; u̇(ε)).
Observación 4.2.1. Si consideramos ε = 0 las funciones estarán definidas con respecto
a y ∈ ω̄. Nótese que (4.2.7) y (4.2.8) no están definidas en ese caso límite, lo que da
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lugar a un problema de perturbación singular y motiva el estudio de este tipo de problemas
mediante técnicas como el análisis asintótico. Además, en esta memoria distinguiremos
los símbolos de Christoffel tridimensionales de los bidimensionales utilizando la notación
Γσαβ(ε) y Γσαβ, respectivamente.
El siguiente resultado es una adaptación de (b) del Teorema 3.3-2, [30] al caso vis-
coelástico. Estudiaremos el comportamiento asintótico de las componentes contravariantes
escaladas Aijkl(ε), Bijkl(ε) de los tensores de elasticidad y viscosidad tridimensionales defi-
nidos en (4.2.4)–(4.2.5), cuando ε→ 0. Veremos que son tensores uniformemente definidos
positivos no solo con respecto a x ∈ Ω̄, sino también con respecto a ε, 0 < ε ≤ ε0. Fi-
nalmente, sus límites son funciones de y ∈ ω̄ únicamente, esto es, independientes de la
variable trasversal x3.
Teorema 4.2.2. Sean ω un dominio en R2, θ ∈ C2(ω̄;R3) una aplicación inyectiva tal
que los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄ y deno-
temos por aαβ las componentes contravariantes del tensor métrico de S = θ(ω̄). Además,
consideremos las hipótesis sobre la aplicación θ y la definición de ε0 en el Teorema 4.1.4.
Entonces, las componentes contravariantes Aijkl(ε), Bijkl(ε) de los tensores tridimensiona-
les escalados de elasticidad y viscosidad, definidos en (4.2.4)–(4.2.5) verifican
Aijkl(ε) = Aijkl(0) +O(ε) y Aαβσ3(ε) = Aα333(ε) = 0,
Bijkl(ε) = Bijkl(0) +O(ε) y Bαβσ3(ε) = Bα333(ε) = 0,
para todo ε, 0 < ε ≤ ε0, donde el símbolo de orden O(ε) se consideran con respecto a la
norma || · ||0,∞,Ω̄ definida por
||w||0,∞,Ω̄ = sup{|w(x)|;x ∈ Ω̄}, (4.2.9)
y además,
Aαβστ (0) = λaαβaστ + µ(aασaβτ + aατaβσ), Aαβ33(0) = λaαβ,
Aα3σ3(0) = µaασ, A3333(0) = λ+ 2µ,
Aαβσ3(0) = Aα333(0) = 0,
Bαβστ (0) = θaαβaστ +
ρ
2




aασ, B3333(0) = θ + ρ,
Bαβσ3(0) = Bα333(0) = 0.
Además, existen dos constantes Ce > 0 y Cv > 0, independientes de las variables y de
ε, tal que ∑
i,j
|tij|2 ≤ CeAijkl(ε)(x)tkltij, (4.2.10)
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∑
i,j
|tij|2 ≤ CvBijkl(ε)(x)tkltij, (4.2.11)
para todo ε, 0 < ε ≤ ε0, para todo x ∈ Ω̄ y todo t = (tij) ∈ S3.







, visto en el Teorema 4.2.2, si tomamos el límite cuando ε → 0 en (4.2.10)





|tij|2 ≤ CvBijkl(0)(x)tkltij, (4.2.12)









uniformemente definidos positivos con respecto a x ∈ Ω̄.





seguiría los mismos pasos que la demostración del Teorema




, ya que desde el punto de vista cualitativo
sus expresiones se diferencian en cambiar las constantes de Lamé por los coeficientes de
viscosidad.
Si definimos las componentes del tensor de tensiones escaladas σij(ε;u(ε)) : [0, T ] ×
Ω̄ −→ R tomando
σij,ε(uε)(t,xε) =: σij(ε;u(ε))(t,x) ∀xε = πε(x) ∈ Ω̄ε, ∀ t ∈ [0, T ], (4.2.13)
entonces se verifica la igualdad:
σij(ε;u(ε)) = Aijkl(ε)ek||l(ε;u(ε)) +B
ijkl(ε)ek||l(ε; u̇(ε)). (4.2.14)
De la misma forma, definiremos las variantes escaladas de las fuerzas aplicadas. Sean
f(ε) : [0, T ]× Ω −→ R3 y h(ε) : [0, T ]× (Γ+ ∪ Γ−) −→ R3 definidas por
f ε = (f i,ε)(t,xε) =: f(ε) = (f i(ε))(t,x)
∀x ∈ Ω, donde xε = πε(x) ∈ Ωε,∀t ∈ [0, T ], (4.2.15)
hε = (hi,ε)(t,xε) =: h(ε) = (hi(ε))(t,x)
∀x ∈ Γ+ ∪ Γ−, donde xε = πε(x) ∈ Γε+ ∪ Γε−,∀t ∈ [0, T ]. (4.2.16)




ε) ∀x ∈ Ω, donde xε = πε(x) ∈ Ωε,
y definimos el espacio de soluciones admisibles,
V (Ω) = {v = (vi) ∈ [H1(Ω)]3;v = 0 en Γ0}, (4.2.17)
que es un espacio de Hilbert, cuya norma asociada denotamos por || · ||1,Ω.
Por tanto, el problema variacional escalado puede expresarse como sigue:
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Problema 4.2.5. Hallar u(ε) : [0, T ]× Ω −→ R3 tal que,






















g(ε)dΓ ∀v ∈ V (Ω), c.p.d. en (0, T ),
(4.2.18)
u(ε)(0, ·) = u0(ε)(·).
Observación 4.2.6. Nótese que aún no se ha determinado el orden específico de las fuerzas
aplicadas f(ε) y h(ε).
La demostración de existencia y unicidad de solución para el Problema 4.2.5 la pospon-
dremos a la Sección 4.3 (véase el Teorema 4.3.13). Asumiendo regularidad suficiente para
dicha solución, podemos obtener el problema de valor en la frontera definido en el dominio
de referencia, que enunciamos en el teorema que sigue.
Teorema 4.2.7. Asumamos las hipótesis consideradas en el Teorema 4.1.4. Si la solución
u(ε) = (ui(ε)) del Problema 4.2.5 es suficientemente regular, entonces también verifica
el siguiente problema de valor en la frontera definido en el dominio de referencia: hallar
u(ε) = (ui(ε)) : [0, T ]× Ω −→ R3 tal que,
−σij||j(ε;u(ε)) = f
i(ε) en Ω, (4.2.19)
ui(ε) = 0 en Γ0,
σi3(ε;u(ε)) = hi+(ε) en Γ+, (4.2.20)
−σi3(ε;u(ε)) = hi−(ε) en Γ−, (4.2.21)













denotan las derivadas covariantes de primer orden de las componentes del tensor de tensio-
nes escalado y donde hemos introducido la notación hi±(ε)(t, ·) = hi(ε)(t, ·,±1) ∀ t ∈ [0, T ].
Demostración. Dados los escalados descritos anteriormente en esta sección, únicamente
es necesario probar los escalados de (4.2.19) y (4.2.20)–(4.2.21). Teniendo en cuenta los
escalados (4.2.13) y (4.2.16) en la ecuación (4.1.23) y que los vectores normales unitarios
exteriores en Γ+ y Γ− son n = (0, 0, 1)t y n = (0, 0,−1)t, respectivamente, se deducen
fácilmente las condiciones de contorno sobre las correspondientes partes de la frontera del
dominio de referencia (4.2.20)–(4.2.21).
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A continuación, utilizaremos la notación abreviada σij(ε) ≡ σij(ε;u(ε)), σij,ε ≡ σij,ε(uε)
y la correspondiente para sus derivadas covariantes. Ahora bien, teniendo en cuenta (4.1.24)


























para todo xε = πε(x) ∈ Ωε y todo t ∈ [0, T ]. Por tanto, teniendo en cuenta estos escalados
y (4.2.15) en (4.1.22) se verifica (4.2.19). Concluimos así la demostración del teorema.
Observación 4.2.8. Los Teoremas 4.1.6 y 4.2.7 no tienen un papel relevante en el análisis
asintótico formal que presentamos en este capítulo, pero sí serán útiles en el estudio de las
convergencias de las componentes del tensor de tensiones cuando ε → 0 en los capítulos
que siguen.
Para finalizar esta sección, asumiremos que las fuerzas aplicadas escaladas son de la
forma,
f(ε)(t,x) = εpf p(t,x) ∀x ∈ Ω y ∀t ∈ [0, T ], (4.2.24)
h(ε)(t,x) = εp+1hp+1(t,x) ∀x ∈ Γ+ ∪ Γ− y ∀t ∈ [0, T ], (4.2.25)
donde p es un número natural que indicará el orden de las fuerzas de volumen y superficie,
respectivamente. Sustituimos en (4.2.18) para obtener el siguiente problema:
Problema 4.2.9. Hallar u(ε) : [0, T ]× Ω −→ R3 tal que,




















g(ε)dΓ ∀v ∈ V (Ω), c.p.d. en (0, T ),
(4.2.26)
u(ε)(0, ·) = u0(ε)(·).
La demostración de existencia y unicidad de solución para el Problema 4.2.9 la pos-
pondremos a la Sección 4.3 (véase el Teorema 4.3.14).
4.3. Resultados preliminares
En esta sección, en primer lugar, proporcionaremos dos importantes resultados del
análisis asintótico y cálculo de variaciones cuyas demostraciones se pueden consultar en
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los Teoremas 3.3.1 y 4.4.1 de [30]. Posteriormente, proporcionamos algunos resultados de
análisis funcional que se requieren para demostrar la existencia y unicidad de solución de
las formulaciones variacionales planteadas en esta memoria.
Teorema 4.3.1. Sean ω un dominio en R2, θ ∈ C3(ω̄;R3) una aplicación inyectiva tal que
los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄ y ε0 > 0
definido en el Teorema 4.1.4. Consideremos las funciones Γpij(ε) = Γ
p
ji(ε) y g(ε) definidas
en (4.2.2)–(4.2.3), las funciones bαβ, bσα,Γσαβ, a, definidas en la Sección 4.1 y las derivadas
covariantes bσβ|α definidas por
bσβ|α := ∂αbσβ + Γσατbτβ − Γταβbστ . (4.3.1)
Identificamos las funciones bαβ, bσα,Γσαβ, bσβ|α y a con funciones en C0(Ω̄). Entonces,
Γσαβ(ε) = Γ
σ







Γ3αβ(ε) = bαβ − εx3bσαbσβ,
Γσα3(ε) = −bσα − εx3bταbστ +O(ε2),
g(ε) = a+O(ε),
para todo ε, 0 < ε ≤ ε0, donde los símbolos de orden O(ε) y O(ε2) se consideran con
respecto a la norma || · ||0,∞,Ω̄ definida en (4.2.9). Finalmente, existen unas constantes
a0, g0 y g1 tal que
0 < a0 ≤ a(y) ∀y ∈ ω̄,
0 < g0 ≤ g(ε)(x) ≤ g1 ∀x ∈ Ω̄,∀ ε, 0 < ε ≤ ε0. (4.3.2)
Observación 4.3.2. Las funciones Γpij(ε), g(ε), Aijkl(ε), Bijkl(ε) convergen en C0(Ω̄) cuan-
do ε tiende a cero.
Observación 4.3.3. El comportamiento asintótico de g(ε) y de las componentes contrava-
riantes de los tensores de elasticidad y viscosidad, Aijkl(ε), Bijkl(ε) también implican que










a+ εB̃ijkl,1 + ε2B̃ijkl,2 +O(ε3). (4.3.4)
Teorema 4.3.4. Sean ω un dominio en R2 con frontera γ = ∂ω, Ω = ω × (−1, 1), y sea
g ∈ Lp(Ω), p > 1, una función tal que∫
Ω
g∂3vdx = 0, para todo v ∈ C∞(Ω̄) con v = 0 en γ × [−1, 1].
Entonces g = 0.
Observación 4.3.5. Este resultado se sigue verificando si
∫
Ω
g∂3vdx = 0 para todo v ∈
H1(Ω) tal que v = 0 en Γ0 = γ0 × [−1, 1]. Utilizaremos este resultado de esta forma en lo
que sigue.
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Antes de presentar los resultados de existencia y unicidad de solución de los proble-
mas que estudiaremos en esta parte, recordemos una desigualdad de Korn en coordenadas
curvilíneas, cuya demostración se puede encontrar en el Teorema 1.7-4 en [30]. Como en
el caso elástico, esta desigualdad será necesaria para asegurar la existencia y unicidad de
solución del problema variacional tridimensional viscoelástico en coordenadas curvilíneas.
Teorema 4.3.6. Sea Ωε un dominio en R3 y sea Θ un C2- difeomorfismo sobreyectivo de Ω̄ε
en Θ(Ω̄ε) = Ω̄∗, de tal forma que los vectores gi = ∂iΘ son linealmente independientes en
todos los puntos de Ω̄ε. Sea Γε0 un subconjunto de Γε = ∂Ωε dΓε-medible de medida no nula y







, ∀v ∈ V (Ω).
A continuación, presentaremos varios resultados relacionados con la existencia y uni-
cidad de solución de los problemas presentados anteriormente y de otros que aparecerán
en lo que sigue. Además, especificaremos la regularidad de estas soluciones dependiendo
de la regularidad de los datos. Demostraremos estos resultados considerando un problema
abstracto en el que podrán ser enmarcados los problemas en cuestión.
Sea V un espacio de Hilbert. Denotemos por (·, ·)V y || · ||V el producto interior y la
norma asociados, respectivamente. Consideremos los operadores acotados B : V −→ V ,
A : V −→ V y una función f : (0, T ) −→ V . Sea también u0 ∈ V . Estamos interesados en
estudiar el problema que enunciamos a continuación.
Problema 4.3.7. Hallar u : [0, T ]→ V tal que,
Bu̇(t) + Au(t) = f(t) c.t.p. t ∈ (0, T ),
u(0) = u0.
Teorema 4.3.8. Supongamos que B : V −→ V es un operador fuertemente monótono,
Lipschitz-continuo y A : V −→ V es un operador Lipschitz-continuo. Además, sean u0 ∈ V
y f ∈ L2(0, T ;V ). Entonces, el Problema 4.3.7 tiene solución única u ∈ H1(0, T ;V ).
Demostración. Dado z ∈ L2(0, T ;V ), sea φ(z) = vz la solución de la siguiente ecuación:





c.t.p. t ∈ (0, T ). (4.3.5)
La existencia y unicidad de vz(t) viene dada por las propiedades de B,A y f . Además,












c.t.p. t ∈ (0, T ).
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Utilizando el producto interior en V , multiplicamos ambos miembros de esta ecuación
por φ(z1)− φ(z2). En el miembro de la izquierda, dado que el operador B es fuertemente
monótono, se tiene que existe una constante cB > 0 tal que,
(Bφ(z1)−Bφ(z2), φ(z1)− φ(z2))V ≥ cB ‖φ(z1)− φ(z2)‖
2
V . (4.3.6)
Además, usando la desigualdad de Cauchy-Schwarz en el miembro de la derecha de la
misma ecuación, que A es un operador Lipschitz-continuo y aplicando la desigualdad de
Young (ab ≤ εa2 + 1
4ε








































+ δ ‖φ(z1)− φ(z2)‖2V ,
donde δ es un parámetro suficientemente pequeño. Por tanto, junto con (4.3.6), tenemos
que existe una constante cA,B > 0 tal que,







Integrando a ambos lados de la desigualdad se tiene que∫ t
0






Ahora bien, de esta desigualdad, utilizando argumentos conocidos (véase, por ejemplo,
el Teorema 1.6 y la Proposición 3.1 en [150]), tenemos que una potencia de la función φ
es contractiva en L2(0, T ;V ). Por tanto, por el Teorema del punto fijo de Banach, existe
un único z∗ ∈ L2(0, T ;V ) tal que φ(z∗(t)) = z∗(t) c.t.p. t ∈ (0, T ). Sea v = z∗ y u(t) =∫ t
0
z∗(s)ds+ u0. Entonces, u̇ = v y de (4.3.5) obtenemos que
Bv(t) = f(t)− Au(t), c.t.p. t ∈ (0, T ),
y como consecuencia,
Bu̇(t) + Au(t) = f(t) c.t.p. t ∈ (0, T ).
Además u(0) = u0 y v = u̇ ∈ L2(0, T ;V ). Por tanto, u ∈ H1(0, T ;V ). Además, la
solución es única como consecuencia de la unicidad del punto fijo.
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Observación 4.3.9. Una demostración alternativa para este teorema también se puede
consultar en el Teorema 3.3, [150], donde el autor utiliza explícitamente la inversa del
operador B y el teorema del punto fijo de Banach.
Además, la existencia y unicidad de solución de las ecuaciones evolutivas no homogé-
neas, cuando el operador B es la identidad, se puede encontrar en el Capítulo 6, [167].
En [104], se puede encontrar la demostración para la versión escalar para el caso cua-
siestático sin fuerzas aplicadas. En el Capítulo 6, [142], se prueba que se pueden anular
estar restricciones obteniendo unicidad de solución utilizando herramientas de la teoría de
semigrupos.
Corolario 4.3.10. Bajo las hipótesis del Teorema 4.3.8 si, además, ḟ ∈ L2(0, T ;V ) y los
operadores A y B son lineales, el Problema 4.3.7 tiene una solución única u ∈ H2(0, T ;V ).
Demostración. La existencia y unicidad de u ∈ H1(0, T ;V ) es consecuencia del Teorema
4.3.8. Veamos que en efecto, la solución tiene más regularidad. Para ello consideremos la
ecuación,
Bż(t) + Az(t) = ḟ(t), c.t.p. t ∈ (0, T ), (4.3.7)
con la condición inicial Bz(0) = f(0) − Au0 ∈ V . Por el Teorema 4.3.8 existe una única
solución de (4.3.7) tal que z ∈ H1(0, T ;V ).




Az(s)ds = f(t)− f(0).
Sea w(t) = u0 +
∫ t
0
z(s)ds, por lo que ẇ(t) = z(t) y w(0) = u0. Como consecuencia de
la linealidad del operador A, obtenemos que
Bẇ(t) + A(w(t)− u0) = f(t)− Au0,
por tanto,
Bẇ(t) + Aw(t) = f(t).
Dado que por el Teorema 4.3.8 existe una única solución para esta ecuación, deducimos
que u = w ∈ H1(0, T ;V ). Además, como z es solución de (4.3.7) entonces u̇ = ẇ = z ∈
H1(0, T ;V ). Por tanto, concluimos que u ∈ H2(0, T ;V ).
Una vez demostrada la existencia y unicidad de solución del problema abstracto, esta-
mos en condiciones de enunciar los teoremas de existencia y unicidad de solución de los
Problemas 4.1.5 y 4.2.5.
Teorema 4.3.11. Sea Ωε el dominio en R3 definido en la Sección 4.1 y sea Θ un C2-
difeomorfismo de Ω̄ε en su imagen Θ(Ω̄ε), tal que los tres vectores gεi (x) = ∂εiΘ(xε) son
linealmente independientes para todo xε ∈ Ω̄ε. Sea Γε0 un subconjunto dΓε-medible de Γε =
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∂Ωε con medida no nula. Sea f i,ε ∈ L2(0, T ;L2(Ωε)), hi,ε ∈ L2(0, T ;L2(Γε1)), donde Γε1 :=
Γε+∪Γε−. Sea uε0 ∈ V (Ωε). Entonces, existe una única solución uε = (uεi ) : [0, T ]×Ωε → R3
para el Problema 4.1.5. Además uε ∈ H1(0, T ;V (Ωε)) y si ḟ i,ε ∈ L2(0, T ;L2(Ωε)), ḣi,ε ∈
L2(0, T ;L2(Γε1)), entonces uε ∈ H2(0, T ;V (Ωε)).
Demostración. Por simplicidad, sea V = V (Ωε). Por el Teorema de representación de
Riesz (véase el Teorema 4.11 en [14], por ejemplo) tenemos que existen operadores lineales




























para todo uε,vε ∈ V . Los operadores B y A son fuertemente monótonos como consecuencia
de la elipticidad de los tensores de cuarto orden (Aijkl,ε) y (Bijkl,ε) por (4.2.4), (4.2.10) y
(4.2.5), (4.2.11), respectivamente, y la desigualdad de Korn del Teorema 4.3.6. Además son
Lipschitz-continuas por la linealidad de los tensores (Aijkl,ε), (Bijkl,ε) y eεi||j, su acotación
con respecto a la norma ‖·‖V (véase (4.1.16)–(4.1.20)) y la acotación de g (véase (4.3.2)).
Por tanto, el Problema 4.1.5 puede escribirse como:
Problema 4.3.12. Hallar uε : [0, T ]× Ωε −→ R3 tal que,
uε(t) ∈ V ∀ t ∈ [0, T ],
Bu̇ε(t) + Auε(t) = f(t) c.t.p. t ∈ (0, T ),
uε(0) = uε0 en V.
Por tanto, podemos aplicar el Teorema 4.3.8 y concluir que el problema tiene solución
única uε ∈ H1(0, T ;V ). Además, si ḟ i,ε ∈ L2(0, T ;L2(Ωε)), ḣi,ε ∈ L2(0, T ;L2(Γε1)), estamos
en las condiciones del Corolario 4.3.10 y concluimos que uε ∈ H2(0, T ;V ).
Teorema 4.3.13. Sea Ω un dominio en R3 definido como en la Sección 4.2 y sea Θ
un C2-difeomorfismo de Ω̄ en su imagen Θ(Ω̄), tal que los tres vectores gi = ∂iΘ(x)
son linealmente independientes para todo x ∈ Ω̄. Sean f i(ε) ∈ L2(0, T ;L2(Ω)), hi(ε) ∈
L2(0, T ;L2(Γ1)), donde Γ1 := Γ+ ∪ Γ−. Sea u0(ε) ∈ V (Ω). Entonces, existe una única
solución u(ε) = (ui(ε)) : [0, T ] × Ω → R3 para el Problema 4.2.5 y es tal que u(ε) ∈
H1(0, T ;V (Ω)). Además, si ḟ i(ε) ∈ L2(0, T ;L2(Ω)), ḣi(ε) ∈ L2(0, T ;L2(Γ1)), entonces
u(ε) ∈ H2(0, T ;V (Ω)).
Demostración. La demostración de este teorema es análoga a la correspondiente al Teore-
ma 4.3.11, teniendo en cuenta la elipticidad de los tensores de cuarto orden escalados en
(4.2.10)–(4.2.11), el Teorema 4.3.6 (versión escalada) y aplicando un corolario del Teorema
4.3.8 con V = V (Ω). Además, si ḟ i(ε) ∈ L2(0, T ;L2(Ω)), ḣi(ε) ∈ L2(0, T ;L2(Γ1)), estamos
en las condiciones del Corolario 4.3.10 y concluimos que u(ε) ∈ H2(0, T ;V (Ω)).
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Teorema 4.3.14. Sea Ω un dominio en R3 y sea Θ un C2-difeomorfismo de Ω̄ en su imagen
Θ(Ω̄), tal que los tres vectores gi = ∂iΘ(x) son linealmente independientes para todo x ∈
Ω̄. Sean f i,p ∈ L2(0, T ;L2(Ω)), hi,p ∈ L2(0, T ;L2(Γ1)), donde Γ1 := Γ+ ∪ Γ−. Sea u0(ε) ∈
V (Ω). Entonces, existe una única solución u(ε) = (ui)(ε) : (0, T ) × Ω → R3 verificando
el Problema 4.2.9. Además, u(ε) ∈ H1(0, T ;V (Ω)). Además, si ḟ i,p ∈ L2(0, T ;L2(Ω)),
ḣi,p ∈ L2(0, T ;L2(Γ1)), entonces u(ε) ∈ H2(0, T ;V (Ω)).
Demostración. La demostración de este teorema es análoga a la correspondiente del Teo-
rema 4.3.11, teniendo en cuenta la elipticidad de los tensores escalados de cuarto orden en
(4.2.10)–(4.2.11), el Teorema 4.3.6 (versión escalada) y aplicando un corolario del Teorema
4.3.8 con V = V (Ω). Además, si ḟ i,p ∈ L2(0, T ;L2(Ω)), ḣi,p ∈ L2(0, T ;L2(Γ1)), estamos en
las condiciones del Corolario 4.3.10 y concluimos que u(ε) ∈ H2(0, T ;V (Ω)).
A continuación, enunciaremos un resultado que será útil en el análisis asintótico formal
detallado en la siguiente sección. Además, este resultado nos proporcionará los argumentos
necesarios para probar la existencia y unicidad de solución de los problemas bidimensionales
que deduciremos del análisis asintótico. Empezaremos definiendo algunas propiedades que
nos harán falta para la obtención de dicho resultado.
Sea X un espacio de Hilbert y consideremos el funcional a : X ×X → R. Denotemos
por ‖·‖X a la norma inducida por el producto interior en X. Diremos que a(·, ·) es una
forma bilineal en X si es lineal con respecto a cada argumento. Además, la forma bilineal
a(·, ·) es continua o equivalentemente, acotada, si existe una constante M > 0 tal que
|a(u, v)| ≤M ‖u‖ ‖v‖ ∀u, v ∈ X.
La forma bilineal a(·, ·) es X-elíptica si existe una constante m > 0 tal que
a(v, v) ≥ m ‖v‖2 ∀v ∈ X
y a(·, ·) es simétrica si
a(u, v) = a(v, u) ∀u, v ∈ X.
Teorema 4.3.15. Sea Ṽ := H1(0, T ;X), f ∈ Lp(0, T ;X) con p ≥ 2 , Σ0 ∈ X y una
constante k > 0. Sean a : X×X → R una forma bilineal, acotada, X-elíptica, b : X×X →
R una forma bilineal simétrica, acotada y X-elíptica y c : X ×X → R una forma bilineal
acotada. Entonces, existe Σ : [0, T ] −→ X única solución del problema





= (f(t),Φ) , (4.3.8)
∀Φ ∈ X, c.p.d. en (0, T ),
Σ(0) = Σ0, (4.3.9)
y tal que Σ ∈ Ṽ . Además, si ḟ ∈ L2(0, T ;X), entonces Σ ∈ H2(0, T ;X).
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Demostración. Primero, consideraremos el siguiente problema auxiliar
a(Σθ,Φ) + b(Σ̇θ,Φ) = (f(t),Φ) + c (θ,Φ) , ∀Φ ∈ X c.p.d. en (0, T ), (4.3.10)
Σθ(0) = Σ0, (4.3.11)
donde θ ∈ Ṽ . Por el Teorema de Representación de Riesz (véase el Teorema 4.11 en [14], por
ejemplo) tenemos que existen unos operadores lineales acotados B̃ : X −→ X, Ã : X −→ X
y f̃(t) ∈ X tal que
(B̃Σθ,Φ) := b(Σθ,Φ),
(ÃΣθ,Φ) := a(Σθ,Φ),
(f̃(t),Φ) := (f(t),Φ) + c (θ,Φ) ,
para todo Σθ,Φ ∈ X y todo t ∈ [0, T ]. Además, los operadores Ã y B̃ son fuertemente
monótonos por las hipótesis sobre las formas bilineales a y b, respectivamente. Por tanto,
siguiendo argumentos similares a los utilizados en la demostración del Teorema 4.3.8, con-
cluimos que existe una única solución del problema auxiliar (4.3.10)–(4.3.11) verificando





donde Σθ es la solución de (4.3.10)–(4.3.11). Sean θ1, θ2,Σθ1 ,Σθ2 ∈ Ṽ , por (4.3.10) y dado
que la forma bilineal b es simétrica, obtenemos que,





(b(Σθ1 − Σθ2 ,Σθ1 − Σθ2)) = −c (θ1 − θ2,Σθ2 − Σθ1) .





(b(Σθ1 − Σθ2 ,Σθ1 − Σθ2)) ≤ −c (θ1 − θ2,Σθ2 − Σθ1) .
Integrando con respecto a la variable temporal, obtenemos que,
b(Σθ1 − Σθ2 ,Σθ1 − Σθ2) ≤ −
∫ t
0
c (θ1 − θ2,Σθ2 − Σθ1) ds. (4.3.12)




c (θ1 − θ2,Σθ2 − Σθ1) ds ≤
∥∥∥∥∫ t
0





‖c (θ1 − θ2,Σθ2 − Σθ1)‖ ds ≤ c1
∫ t
0






‖θ1 − θ2‖2 + ‖Σθ2 − Σθ1‖
2) ds. (4.3.13)
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b(Σθ1 − Σθ2 ,Σθ1 − Σθ2) ≥ c2 ‖Σθ1 − Σθ2‖
2 ,
por tanto, junto con (4.3.12)–(4.3.13) obtenemos la siguiente desigualdad,












Aplicando la desigualdad de Gronwall (véase el Lema 3.2 en [150], por ejemplo), tenemos




















‖θ1(sn)− θ2(sn)‖2 dsn · · · ds1, (4.3.14)
donde Ψn denota la n-ésima potencia del operador Ψ. Entonces, se tiene que
‖Ψnθ1 −Ψnθ2‖2L2(0,T ;X) ≤
Cn T n
n!





= 0, la desigualdad anterior implica que para un n suficientemente gran-
de, la potencia Ψn es una aplicación contractiva en L2(0, T ;X). Además,
∂
∂t




Como consecuencia, existen una n ∈ N y una k ∈ [0, 1) tales que ‖Ψnθ1 −Ψnθ2‖Ṽ <
k ‖θ1 − θ2‖Ṽ . Por un corolario del Teorema del punto fijo de Banach, existe una única θ∗ tal
que Ψθ∗(t) = θ∗(t), ∀t ∈ [0, T ] (véanse, por ejemplo, el Teorema 1.6 y la Proposición 3.1 en
[150]). Por tanto, el problema auxiliar (4.3.10)–(4.3.11) para θ = θ∗ es una reformulación
del problema original (4.3.8)–(4.3.9). Entonces, existe una única solución del problema
original tal que Σ ∈ Ṽ . Además, si ḟ ∈ L2(0, T ;X), aplicando una versión modificada de
los argumentos utilizados en el Corolario 4.3.10, concluimos que Σ ∈ H2(0, T ;X).
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Denotemos por Q∞(ω) el conjunto de las funciones ζ = (ζαβστ ) : ω × S2 → S2 que
verifican:
(a) ζαβστ ∈ L∞(ω), 1 ≤ α, β, σ, τ ≤ 2.
(b) ζΦ · Σ = Φ · ζΣ, ∀Φ,Σ ∈ S2, c.p.d. en ω.
(c) Existe una constante cm > 0 tal que ζΦ · Φ ≥ cm |Φ|2, ∀Φ ∈ S2, c.p.d. en ω.
Ahora, en particular, sea Ṽ := H1(0, T ;Q), donde Q := {Φ = (Φαβ),Φαβ = Φβα ∈






























para todo Σ,Φ ∈ Q. Entonces, las formas bilineales verifican las hipótesis requeridas por
el Teorema 4.3.15. En lo que sigue, utilizaremos este resultado en un marco similar, en
particular, en el estudio asintótico formal que desarrollaremos en la Sección 4.4 y para
probar la existencia y unicidad de solución de los problemas bidimensionales derivados de
dicho estudio, en los próximos capítulos.
4.4. Análisis asintótico formal
En esta sección, reflejaremos los pasos más relevantes en la construcción del desarrollo
asintótico de la variable incógnita escalada u(ε), incluyendo la caracterización del término
de orden cero y el desarrollo de resultados clave que darán como resultado las ecuaciones
bidimensionales de los problemas de láminas viscoelásticas.
Supongamos que θ ∈ C3(ω̄;R3) y tal que la incógnita escalada u(ε) y la condición
inicial escalada u0(ε) admiten un desarrollo asintótico de la forma






2u20 + .... con u
0
0(·) = u0(0, ·),
donde u0(t) ∈ V (Ω), uq(t) ∈ [H1(Ω)]3 c.t.p. t ∈ (0, T ) y u00 ∈ V (Ω), u
q
0 ∈ [H1(Ω)]3
con q ≥ 1. La hipótesis (4.4.1) implica un desarrollo asintótico para las deformaciones
linealizadas escaladas como sigue:









3e3i||j + ... ,










































































































Tras sustituir estos desarrollos en (4.2.26), procedemos a caracterizar los diferentes
términos de las expansiones propuestas considerando diferentes valores para p, esto es,
tomando diferentes órdenes de las fuerzas aplicadas. Supongamos que,
∂3u
0
0 = 0, (4.4.4)
esto es, que el término de orden cero de la condición inicial es independiente de la variable
transversal. Asumamos también que la condición inicial para las deformaciones linealizadas
escaladas es tal que
e0i||j(0, ·) = e1i||j(0, ·) = 0, (4.4.5)
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esto es, que las deformaciones al inicio del periodo de observación son al menos de orden
O(ε2) (ya que por (4.4.2) y (4.4.4) tenemos que e−1i||j(0, ·) = 0).
Identifiquemos ahora el término principal u0 del desarrollo (4.4.1) cancelando los demás
términos de las potencias de ε sucesivas en las ecuaciones del Problema 4.2.9. Mostraremos
que u0 es solución de un problema bidimensional de una membrana o lámina flexural
viscoelástica dependiendo de varios factores y, en ambos casos, para fuerzas aplicadas de




(∂βηα + ∂αηβ)− Γσαβησ − bαβη3, (4.4.6)
las componentes covariantes del tensor de cambio de métrica linealizado asociado a un
campo de desplazamientos ηiai de la superficie S. Además, dado η ∈ H1(ω) × H1(ω) ×
H2(ω) , denotemos por
ραβ(η) := ∂αβη3−Γσαβ∂ση3−bσαbσβη3 +bσα(∂βησ−Γτβσητ )+bτβ(∂αητ−Γσατησ)+bτβ|αητ , (4.4.7)
a las componentes covariantes del tensor de cambio de curvatura linealizado asociado a un
desplazamiento ηiai de la superficie S. También, consideremos los espacios:
V (ω) := {η = (ηi) ∈ [H1(ω)]3; ηi = 0 en γ0},
V0(ω) := {η = (ηi) ∈ V (ω), γαβ(η) = 0 en ω}, (4.4.8)
VF (ω) := {η = (ηi) ∈ H1(ω)×H1(ω)×H2(ω); ηi = ∂νη3 = 0 en γ0, γαβ(η) = 0 en ω}.
Teorema 4.4.1. Consideremos el Problema 4.2.9 tras sustituir el desarrollo asintótico de
u(ε) propuesto en (4.4.1) y asumamos las hipótesis (4.4.4) y (4.4.5). Identificando los
términos multiplicados por la misma potencia de ε tenemos que:
(a) El término principal u0 del desarrollo asintótico es independiente de la variable
transversal x3. Por tanto, se puede identificar con una función ξ0 tal que ξ0 = 0 en γ0 y
también podemos identificar u00 con una función ξ
0
0(·) = ξ0(0, ·).
(b) Supongamos θ > 0, que u1(t) ∈ V (Ω) ∀ t ∈ [0, T ] y que V0(ω) = {0}. Entonces,
obtenemos que ξ0 es solución de unas ecuaciones límite bidimensionales, que denotaremos
como ecuaciones de una lámina membrana viscoelástica:
Hallar ξ0 : [0, T ]× ω −→ R3 tal que,




























ady ∀η = (ηi) ∈ V (ω), c.p.d. en (0, T ),
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f i,0(t)dx3 + h
i,1
+ (t) + h
i,1
− (t) y h
i,1
± (t, ·) = hi,1(t, ·,±1) ∀ t ∈ [0, T ], (4.4.9)
donde aαβστ , bαβστ y cαβστ denotan las componentes contravariantes de los tensores bidi-

























(c) Supongamos que θ > 0 y que V0(ω) 6= {0}. Entonces obtenemos que ξ0 es solución
de las ecuaciones límite bidimensionales, que denotaremos como ecuaciones de una lámina
flexural viscoelástica:
Hallar ξ0 : (0, T )× ω −→ R3 tal que,


































ady ∀η = (ηi) ∈ VF (ω), c.p.d. en (0, T ),





f i,2(t)dx3 + h
i,3
+ (t) + h
i,3
− (t) y h
i,3
± (t, ·) = hi,3(t, ·,±1) ∀ t ∈ [0, T ]. (4.4.14)
Demostración. Para la demostración de este teorema tomaremos valores particulares para
p en el Problema 4.2.9. Después, agrupamos los términos multiplicados por las mismas
potencias de ε, caracterizando los términos del desarrollo asintótico propuesto. Para ello,
dividiremos la demostración en varios pasos, enumerados desde (i) hasta (vii).
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(i) Sea p = −2 en (4.2.26). Por tanto, agrupando los términos multiplicados por ε−2

























Considerando v ∈ V (Ω) independiente de x3, el lado izquierdo de la ecuación (4.4.15)
se cancela (véase (4.4.3)). Por tanto, para evitar condiciones de compatibilidad entre las
fuerzas aplicadas, debemos tomar f i,−2 = 0 y hi,−1 = 0. Volviendo a la ecuación (4.4.15),




























































adx = 0, (4.4.16)
para todo v = (vi) ∈ V (Ω), c.p.d. en (0, T ). Sea v = (vi) ∈ V (Ω) tal que vα = 0. Por el
Teorema 4.3.4, obtenemos la siguiente ecuación diferencial:
(λ+ 2µ)∂3u
0
3 + (θ + ρ)∂3u̇
0
3 = 0.
Esta ecuación, junto con la condición inicial (4.4.4), conduce a
∂3u
0
3(t) = 0 en Ω, para todo t ∈ [0, T ].



















adx = 0, c.p.d. en (0, T ),





















adx = 0, c.p.d. en (0, T ).













adx ≤ 0, c.p.d. en (0, T ).
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adx ≤ 0 ∀ t ∈ [0, T ],
y utilizando una vez más que (aασ) es definida positiva, concluimos que
∂3u
0
α(t) = 0 en Ω, ∀ t ∈ [0, T ].
En resumen, hemos obtenido que el término principal u0(t) del desarrollo asintótico es
independiente de la variable transversal para todo t y, por tanto, lo podemos identificar
con una función ξ0(t) ∈ [H1(ω)]3 ∀ t ∈ [0, T ] tal que ξ0 = 0 en γ0, esto es, ξ0(t) ∈ V (ω) ∀ t ∈
[0, T ]. Además, como u00 tampoco depende de x3, por (4.4.4), podemos identificar u00 con
una función ξ00 ∈ V (ω) y se verifica que ξ00(·) = ξ0(0, ·). Por (4.4.3) también concluimos
que,
e−1i||j(t) = 0 en Ω, ∀ t ∈ [0, T ].
De esta forma, hemos completado la demostración del apartado (a) de este teorema.
(ii) Sea ahora p = −1 en (4.2.26). Agrupando los términos multiplicados por ε−1 y

























para todo v ∈ V (Ω), c.p.d. en (0, T ). Análogamente al paso (i), considerando una fun-
ción test v independiente de x3, obtenemos que f i,−1 y hi,0 deben ser nulas para evitar









































































adx = 0. (4.4.18)
Por un lado, si tomamos v ∈ V (Ω) tal que v2 = v3 = 0 y utilizando el Teorema 4.3.4,
tenemos:
2µaα1e0α||3 + ρa
α1ė0α||3 = 0 c.p.d. en (0, T ). (4.4.19)
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Por otro lado, si tomamos v ∈ V (Ω) tal que v1 = v3 = 0 y utilizando el Teorema 4.3.4,
obtenemos que
2µaα2e0α||3 + ρa
α2ė0α||3 = 0 c.p.d. en (0, T ). (4.4.20)















c.p.d. en (0, T ), por (4.1.9). Ahora bien, por la condición inicial en (4.4.5) concluimos que
e01||3(t) = 0 en Ω, ∀ t ∈ [0, T ].




2||3 = 0 c.p.d. en (0, T ).
Una vez más, por la condición inicial en (4.4.5) concluimos que
e02||3(t) = 0 en Ω, ∀ t ∈ [0, T ].
Tomando v ∈ V (Ω) en (4.4.18) tal que vα = 0, obtenemos:∫
Ω
(


















para todo v3 ∈ H1(Ω) con v3 = 0 en Γ0, c.p.d. en (0, T ). Por el Teorema 4.3.4, obtenemos
la siguiente ecuación diferencial:
λaαβe0α||β + (λ+ 2µ)e
0
3||3 + θa
αβ ė0α||β + (θ + ρ)ė
0
3||3 = 0. (4.4.21)
Observación 4.4.2. Nótese que si eliminamos la dependencia temporal y la viscosidad, es
decir θ = ρ = 0, esta ecuación se reduce a la misma estudiada en [30] (véase apartado (ii)
en la página 168), esto es, recuperamos el caso elástico.
Para resolver la ecuación (4.4.21) en el caso de mayor interés, asumiremos que el coeficiente
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en Ω, c.t.p. t ∈ (0, T ).
(iii) Sea p = 0 en (4.2.26). Agrupando los términos multiplicados por ε0 = 1, teniendo
















































para todo v ∈ V (Ω), c.p.d. en (0, T ). Tomando v ∈ V (Ω) independiente de x3, esto es, tal
que podemos identificar v con una función η ∈ V (ω), tenemos por (4.4.3) que e−1i||j(v) = 0.
































































Utilizando las expresiones de e3||3 y su derivada con respecto al tiempo, obtenidas en el
paso (ii), se tiene que∫
Ω
(

























































































































































































adΓ, ∀η ∈ V (ω) c.p.d. en (0, T ),
con aαβστ , bαβστ y cαβστ definidos en (4.4.10)–(4.4.12).
Nótese que si η = (ηi) ∈ H1(ω)×H1(ω)× L2(ω), entonces
γαβ(η) ∈ L2(ω).
Por tanto, las igualdades
e0α||β(t) = γαβ(ξ
0(t)) y e0α||β(η(t)) = γαβ(η(t)) ∀η ∈ V (ω), ∀ t ∈ [0, T ], (4.4.25)
se siguen de las definiciones (4.4.2), (4.4.3) y (4.4.6).
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(iv) Asumamos que V0(ω) = {0}. Por el paso anterior se tiene el siguiente problema
variacional:
Hallar ξ0 : [0, T ]× ω −→ R3 tal que,




























ady, ∀η ∈ V (ω) c.p.d. en (0, T ), (4.4.26)
ξ0(0, ·) = ξ00(·),
con pi,0 definido en (4.4.9). Este problema será conocido como el problema variacional
bidimensional para una lámina membrana viscoelástica. De esta forma, hemos completado
la demostración del apartado (b) de este teorema.
Observación 4.4.3. La hipótesis V0(ω) = {0} de este paso, permite asegurar la unicidad
de solución del problema (4.4.26). La existencia de solución dependerá de otros factores
que analizaremos con detalle en los Capítulos 5 y 6.
















Por tanto, para evitar condiciones de compatibilidad entre las fuerzas aplicadas, debemos


























Por (4.4.5) y la primera igualdad en (4.4.25), tenemos que γαβ(ξ0(0)) = 0. Esta condición
inicial junto al Teorema 4.3.15 implican que γαβ(ξ0(t)) = 0 ∀ t ∈ [0, T ], es decir, ξ0 ∈ V0(ω).
Por tanto, una vez más por (4.4.25), tenemos que e0α||β = γαβ(ξ
0) = 0. Además, por (4.4.2)





3||3(t) = 0 en Ω, ∀ t ∈ [0, T ].




























en Ω, ∀ t ∈ [0, T ].
Como u1(t) ∈ V (Ω) ∀ t ∈ [0, T ] y dado que ξ0 es independiente de x3 por el paso (i), existe

















en Ω, ∀ t ∈ [0, T ]. Nótese que esto implica que ξ03(t) ∈ H2(ω) ∀ t ∈ [0, T ]. Ahora bien,
como ξ0α = 0 en γ0, entonces ∂νξ03 = 0, donde ∂ν denota la derivada normal exterior a lo
largo de la frontera. Por tanto, tenemos ξ0(t) ∈ VF (ω) ∀ t ∈ [0, T ]. Dado que e0i||j = 0,















para todo v ∈ V (Ω), c.p.d. en (0, T ). Nótese que esta ecuación es análoga a la obtenida
en el paso (ii) involucrando los términos e1i||j en lugar de los e
0
i||j (véase (4.4.17)). Luego,
utilizando argumentos similares, concluimos que











, en Ω, ∀ t ∈ [0, T ],











en Ω, c.t.p. t ∈ (0, T ).
Ahora bien, por las definiciones (4.4.2) en términos de ξ0i y ξ1i , reemplazando ∂βbσα utilizando

































Nótese que si η = (ηi) ∈ H1(ω)×H1(ω)× L2(ω), entonces (véase (4.4.7))
ραβ(η) ∈ L2(ω).
Por tanto, por (4.4.6) para η = ξ1(t) y (4.4.7) para η = ξ0(t), se sigue de (4.4.27) la
igualdad
e1α||β(t) = γαβ(ξ
1(t))− x3ραβ(ξ0(t)) en Ω, ∀ t ∈ [0, T ]. (4.4.28)
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(vi) Asumamos que V0(Ω) 6= {0}. Sea p = 1 en (4.2.26). Agrupando los términos multi-
















































para todo v ∈ V (Ω), c.p.d. en (0, T ). Tomando v = η ∈ V (ω), es decir, v independiente

























































































para todo η ∈ V (ω), c.p.d. en (0, T ), expresión análoga a la obtenida en (4.4.24). Por


































para todo η ∈ V (ω), c.p.d. en (0, T ), con aαβστ , bαβστ , cαβστ definidos en (4.4.10)–(4.4.12).
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Nuevamente, para evitar condiciones de compatibilidad debemos tomar f i,1 = 0 y hi,2 = 0.

























adyds = 0. (4.4.31)




que como γαβ(ξ1(0)) es independiente de x3, implica que ραβ(ξ0(0)) = γαβ(ξ1(0)) = 0.
Entonces, por el Teorema 4.3.15, deducimos de (4.4.31) que γαβ(ξ1(t)) = 0 ∀ t ∈ [0, T ].
Por tanto,
ξ1(t) ∈ V0(ω) ∀ t ∈ [0, T ].





































Dado η ∈ VF (ω), definimos v(η) = (vi(η)) como
vα(η) := x3 (2b
σ
αησ + ∂αη3) , v3(η) := 0,

























































dx = 0, (4.4.32)
para todo η ∈ VF (ω), c.p.d. en (0, T ). Por otro lado, sea p = 2 en (4.2.26). Agrupando los





















































































para todo v ∈ V (Ω), c.p.d. en (0, T ). Consideremos ahora cualquier v tal que pueda ser


































































































De la misma forma, obtenemos la igualdad análoga para las componentes del tensor de
viscosidad multiplicando las derivadas temporales de las componentes del tensor de defor-
maciones linealizado. Además, por los pasos (v) y (vi) se tiene que
e1σ||τ (t) = −x3ρστ (ξ0(t)) ∀ t ∈ [0, T ]. (4.4.34)
También, por (4.4.3) tenemos que











βητ ) + ∂β(b
σ
αησ) + ∂αβη3 − Γσαβ∂ση3 − 2Γσαβbτσητ
)
,
y haciendo algunos cálculos concluimos que
e1α||β(η)− e0α||β(v(η)) = −x3ραβ(η), ∀η ∈ VF (ω).














































adx ∀η ∈ VF (ω). (4.4.35)
































































































para todo η ∈ VF (ω), c.p.d. en (0, T ), con aαβστ , bαβστ y cαβστ definidos en (4.4.10)–
(4.4.12). Por tanto, hemos obtenido el siguiente problema variacional:
Hallar ξ0 : [0, T ]× ω −→ R3 tal que
ξ0(t) ∈ VF (ω) ∀ t ∈ [0, T ],


































ady ∀η ∈ VF (ω), c.p.d. en (0, T ), (4.4.36)
ξ0(0, ·) = ξ00(·).
Este problema se conocerá como el problema variacional bidimensional de una lámina
flexural viscoelástica. De esta forma, hemos completado la demostración del apartado (c)
de este teorema.
Observación 4.4.4. Los modelos matemáticos variacionales obtenidos en (4.4.26) y en
(4.4.36) presentan un término de memoria larga, que tiene en cuenta las deformaciones
en los tiempos previos, representado por una integral en la variable temporal. Además, lo
más interesante de este término, es que ha aparecido de forma natural a partir del análisis
asintótico de un modelo tridimensional que presentaba un término de memoria corta, re-
presentado por una derivada temporal. Nótese que la presencia de la exponencial negativa
hace que los estados de deformación antiguos sean menos influyentes que los más recien-
tes. En la literatura se pueden encontrar comportamientos análogos presentes en modelos
para vigas para el estiramiento o flexión de barras viscoelásticas [139], obtenidos también
mediante métodos asintóticos. Este tipo de viscosidad había sido descrita previamente en
[48, 127], por ejemplo.
En los próximas capítulos, estudiaremos la existencia y unicidad de solución de los
problemas bidimensionales obtenidos. Para ello, adelantaremos el siguiente resultado re-
lativo a la elipticidad de los tensores bidimensionales de cuarto orden definidos por sus
componentes contravariantes en (4.4.10)–(4.4.12).
Teorema 4.4.5. Sean ω un dominio en R2, θ ∈ C1(ω̄;R3) una aplicación inyectiva tal que
los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄ y denotemos
por aαβ las componentes contravariantes del tensor de cambio de métrica en S = θ(ω̄).
Consideremos las componentes contravariantes de los tensores bidimensionales de cuarto
orden escalados de la lámina aαβστ , bαβστ , definidos en (4.4.10)–(4.4.11). Supongamos que
λ ≥ 0 y µ, θ, ρ > 0. Entonces, existen dos constantes ce > 0 y cv > 0 independientes de las
variables y de ε, tal que ∑
α,β
|tαβ|2 ≤ ceaαβστ (y)tστ tαβ, (4.4.37)∑
α,β
|tαβ|2 ≤ cvbαβστ (y)tστ tαβ, (4.4.38)
para todo y ∈ ω̄ y todo t = (tαβ) ∈ S2.
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Observación 4.4.6. La demostración de este resultado se obtiene utilizando argumentos
similares a los utilizados en la demostración del Teorema 3.3-2, [30].





aunque, a diferencia de la elipticidad de los tensores mencionados
en el teorema anterior, no será utilizado en este estudio.
En el apartado (iv) del Teorema 4.4.1 obtuvimos las ecuaciones bidimensionales para
una lámina membrana viscoelástica. Bajo la hipótesis de V0(ω) = {0} tenemos asegurada la
unicidad de solución del problema, pero no la existencia. Es por esto por lo que necesitare-
mos considerar la compleción del espacio V (ω) de forma que el problema esté bien definido.
Por ello, en lo que sigue de este estudio, hablaremos de láminas de tipo membrana cuando
el espacio VF (ω) contenga solo el elemento nulo y de láminas flexurales en caso contrario.
Además, en el caso de las láminas membrana (VF (ω) = {0}) distinguiremos dos grupos de-
pendiendo de la geometría de la superficie media de la lámina, S, y del subconjunto donde
se considera la condición de contorno de fijación. Así, presentaremos los correspondientes
teoremas de convergencia, existencia y unicidad de solución y la interpretación física para
cada uno de los tres casos, denominados como: membrana elíptica viscoelástica, membrana
generalizada viscoelástica y lámina flexural viscoelástica.
Capítulo 5
Justificación matemática de un modelo
de membrana elíptica viscoelástica
Consideremos una familia de láminas viscoelásticas lineales con grosor 2ε. En particular,
en este capítulo supondremos que la familia de láminas están encastradas en toda su
frontera lateral (γ0 = γ) y que todas tienen la misma superficie media S = θ(ω̄) ⊂ R3,
uniformemente elíptica, en el sentido de que los dos radios principales de curvatura son
ambos positivos o ambos negativos en cada punto de S.
En este capítulo veremos que, si la densidad de fuerzas volumétricas aplicadas es O(1)
con respecto a ε y la densidad de fuerzas superficiales es O(ε), la solución del proble-
ma variacional escalado en coordenadas curvilíneas, u(ε), definida sobre el dominio de
referencia Ω = ω × (−1, 1) para cada t ∈ [0, T ], converge a un límite u = (ui) con
uα(ε)→ uα en H1(0, T ;H1(Ω)) y u3(ε)→ u3 en H1(0, T ;L2(Ω)), cuando ε→ 0. Además,
veremos que este límite es independiente de la variable transversal x3. También proba-
remos que el promedio ū = 1
2
∫ 1
−1 udx3, que pertenece al espacio H
1(0, T ;VM(ω)), donde
VM(ω) = H
1
0 (ω)×H10 (ω)× L2(ω), verifica las ecuaciones bidimensionales escaladas de un
modelo que denominaremos como problema de una lámina elíptica viscoelástica.
Una vez más seguiremos la notación y estilo de [30], en particular, el Capítulo 4, dedi-
cado a la justificación de las ecuaciones bidimensionales de una membrana elíptica elástica.
La existencia y unicidad de solución de esas ecuaciones la podemos encontrar en [36], que
complementa los estudios realizados en años anteriores para los modelos bidimensionales de
tipo membrana en [37, 38]. Las justificación matemática, por su parte, se puede encontrar
en [33].
En primer lugar, en la Sección 5.1 introduciremos algunos resultados teóricos que utili-
zaremos en este capítulo y en los siguientes. A continuación, en la Sección 5.2 escribiremos
el problema variacional bidimensional (escalado y desescalado) de una membrana elíptica
viscoelástica y demostraremos la existencia y unicidad de solución. Después, en la Sección
5.3, presentaremos el teorema principal de este capítulo, que comprende los resultados de
convergencia para el caso escalado cuando el parámetro pequeño ε tiende a cero. Final-
mente, obtendremos los resultados de convergencia correspondientes para el problema en
términos de las incógnitas desescaladas y para las tensiones asociadas.
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5.1. Resultados preliminares
Comenzaremos el capítulo introduciendo algunos resultados que serán necesarios en
lo que sigue de la Parte II de este estudio. Como hemos comentado en la introducción
de este capítulo, los promedios con respecto a la variable transversal tendrán un papel
importante en la obtención de los resultados de convergencia. En general, dada una función
real o vectorial v definida en casi todo punto de Ω = ω × (−1, 1), denotamos el promedio







para casi todo y ∈ ω.
En primer lugar, presentamos un resultado que puede considerarse una ampliación del
Teorema 4.2-1, [30], a una situación no estática que será clave para obtener las convergencias
que han sido adelantadas en la introducción de este capítulo. Por completitud, mostraremos
la demostración del resultado siguiendo los argumentos utilizados en el Teorema 4.2-1, [30],
incorporando las adaptaciones necesarias para nuestro problema.
Teorema 5.1.1. Sean ω un dominio en R2, Ω = ω × (−1, 1) y T > 0.
(a) Sea v ∈ H1(0, T ;L2(Ω)). Entonces v̄(y) es finito para casi todo y ∈ ω, pertenece a





Si además, ∂3v = 0 en el sentido de las distribuciones
(∫
Ω
v∂3ϕdx = 0 ∀ϕ ∈ D(Ω)
)
en-
tonces v no depende de x3 y
v(y, x3) = v̄(y) para casi todo (y, x3) ∈ Ω.





Sea γ0 un subconjunto ∂γ-medible de γ. Si v = 0 en γ0 × [−1, 1] entonces v̄ = 0 en γ0; en
particular, v̄ ∈ H1(0, T ;H10 (ω)) si v = 0 en γ × [−1, 1].
(c) Sea (v(ε))ε>0 una sucesión de funciones v(ε) ∈ H1(0, T ;H1(Ω)) y sea v̄ ∈ H1(0, T ;L2(ω))
tal que
∂3v(ε)→ 0 en H1(0, T ;L2(Ω)) y v̄(ε)→ v̄ en H1(0, T ;L2(ω)) cuando ε→ 0.
Entonces, v(ε)→ v̄ en H1(0, T ;L2(Ω)) cuando ε→ 0, donde la función v̄ ∈ H1(0, T ;L2(ω))
se identifica con una función en H1(0, T ;L2(Ω)) tomando v̄(y, x3) := v̄(y) para todo
(y, x3) ∈ Ω.
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(d) Sea θ ∈ C3(ω̄;R3). Consideremos una sucesión (v(ε))ε>0 de campos vectoriales
v(ε) = (vi(ε)) ∈ H1(0, T ; [H1(Ω)]3) tal que esta acotada en H1(0, T ; [L2(Ω)]3). Entonces,(
eα||β(ε;v(ε))− γαβ(v(ε))
)
→ 0 en H1(0, T ;L2(ω)) cuando ε→ 0.
Demostración. (a) Sea v ∈ H1(0, T ;L2(Ω)). Por el teorema de Fubini, la función v(y, ·) ∈




∣∣∣∣2 ≤ 2∫ 1
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y así, ‖v̄‖L2(0,T ;L2(ω)) ≤
1√
2
‖v‖L2(0,T ;L2(Ω)) . Repitiendo el mismo procedimiento para v̇ ∈
L2(0, T ;L2(Ω)), concluimos la desigualdad deseada.
Si ∂3v = 0 en el sentido de las distribuciones, existe η ∈ L2(0, T ;L2(ω)) tal que v(y, x3) =
η(y) para casi todo (y, x3) ∈ Ω (para consultar los detalles de la demostración véase, por
ejemplo, Lema 4.1, [46]). Además, en este caso, v̄ = η y concluimos la prueba del apartado.
(b) Sea v ∈ H1(0, T ;H1(Ω)). Dada una función arbitraria ϕ ∈ D(ω), sea Φ : Ω −→ R
una función definida por Φ(y, x3) = ϕ(y) para todo (y, x3) ∈ Ω. Como Φ se anula en
γ × [−1, 1] y las componentes en la dirección no transversal del vector normal unitario en

























‖v‖L2(0,T ;H1(Ω)) . Repitiendo el mismo procedimiento para v̇ ∈ L2(0, T ;L2(Ω)),
concluimos la desigualdad deseada.
Para la segunda afirmación de este apartado seguimos los pasos de la demostración de
(b) en el Teorema 4.2-1 que se aplica de la misma forma al elemento v y a su derivada
temporal, obteniendo el resultado anunciado.
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(c) Sea v ∈ H1(0, T ;L2(Ω)) tal que ∂3v pertenece a H1(0, T ;L2(Ω)) en el sentido de las
distribuciones. Entonces podemos escribir, para casi todo (y, s) ∈ ω × (−1, 1) y para todo
t ∈ (0, T ) (para consultar los detalles de la demostración véase, por ejemplo, Lema 1.3,
[46]):



















Por tanto, podemos deducir la siguiente igualdad:













































































2 ‖v̄‖L2(0,T ;L2(ω)) + (2 +
√
2) ‖∂3v‖L2(0,T ;L2(Ω)) .
Ahora, tomando en esta desigualdad v = v(ε)− v̄ y haciendo ε→ 0, podemos concluir que
v(ε)→ v̄ en L2(0, T ;L2(Ω)). Repitiendo el mismo procedimiento para v̇ ∈ L2(0, T ;L2(Ω)),
concluimos la demostración del apartado.
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→ 0 en H1(0, T ;L2(ω)), cuando ε→ 0,
donde las funciones Γσαβ(0) := Γσαβ y Γ3αβ(0) := bαβ son independientes de x3. Teniendo en
cuenta el comportamiento asintótico de las funciones Γpαβ(ε) (véase el Teorema 4.3.1) y la







∥∥Γpαβ(ε)vp(ε)− Γpαβ(0)vp(ε)∥∥H1(0,T ;L2(Ω)) ≤ Cε ‖v(ε)‖H1(0,T ;L2(Ω)) ,
con C > 0 independiente de ε. Ahora bien, como la sucesión (v(ε))ε>0 está acotada en el
espacio H1(0, T ;L2(Ω)) entonces, haciendo ε→ 0 concluimos el resultado.
En el siguiente teorema recordamos una desigualdad de tipo Korn tridimensional para
una familia de láminas membrana elípticas, cuya demostración podemos encontrar en el
Teorema 4.3-1, [30].
Teorema 5.1.2. Supongamos que θ ∈ C3(ω̄;R3) y consideremos ε0 definido como en el
Teorema 4.1.4. Consideremos una familia de láminas membrana elípticas con grosor 2ε y
cada una teniendo la misma superficie media S = θ(ω̄). Entonces, existe una constante ε1
verificando 0 < ε1 < ε0 y una constante C > 0 tal que, para todo ε, 0 < ε ≤ ε1, se verifica











∀v = (vi) ∈ V (Ω). (5.1.2)
A continuación, recordamos otra desigualdad de tipo Korn para membranas elípticas,
en este caso bidimensional, que utilizaremos para demostrar la existencia de solución del
problema de la membrana elíptica viscoelástica. La demostración de este resultado se puede
encontrar en el Teorema 2.7-3, [30]. Definamos el espacio,
VM(ω) := H
1
0 (ω)×H10 (ω)× L2(ω).
Teorema 5.1.3. Sean ω un dominio en R2 y θ ∈ C2,1(ω̄;R3) una aplicación inyectiva tal
que los dos vectores aα = ∂αθ son linealmente independientes en todos los puntos de ω̄ y











∀η ∈ VM(ω). (5.1.3)
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Nótese que esta desigualdad implica que la compleción del espacio V (ω) = {v = (vi) ∈








5.2. Ecuaciones bidimensionales de una membrana elíp-
tica viscoelástica
De aquí en adelante y en lo que resta de capítulo, supongamos que la densidad de
fuerzas volumétricas es O(1) con respecto a ε y la densidad de fuerzas superficiales es
O(ε). En esta sección escribiremos el problema variacional (escalado y desescalado) bien
definido para la membrana elíptica viscoelástica correspondiente a las ecuaciones obtenidas
en el apartado (iv) del Teorema 4.4.1 y probaremos la existencia y unicidad de solución.
Por tanto, como ya hemos anunciado en el capítulo anterior, necesitamos considerar un
espacio compleción de V (ω).
La obtención de los espacios que completen V (ω) dependerá de la geometría de la
superficie media S de la familia de láminas y el subconjunto donde se considera la condición
de contorno de fijación. Como hemos comentado al inicio de este capítulo, una lámina
membrana elíptica viscoelástica es aquella cuya superficie media S = θ(ω̄) es elíptica y la
cual está sometida a una condición de fijación en toda su frontera lateral (véase la Figura
5.1), es decir, γ = γ0. Para este caso, el espacio adecuado donde el problema está bien
definido es VM(ω), ya que es la compleción del espacio V (ω) con respecto a la norma |·|Mω
definida en (5.1.4). Además, el espacio V0(ω) es tal que solo contiene el elemento η = 0
(véase (5.1.3)), y como consecuencia VF (ω) = {0} .
Por tanto, estamos en condiciones de enunciar el problema variacional bidimensional
para una lámina membrana elíptica viscoelástica:
Problema 5.2.1. Hallar ξ : [0, T ]× ω −→ R3 tal que,
























ady ∀η = (ηi) ∈ VM(ω), c.t.p. t ∈ (0, T ),
ξ(0, ·) = ξ0(·),
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Figura 5.1: Ejemplo de membrana elíptica. La zona sombreada indica el conjunto donde se





f i,0(t)dx3 + h
i,1
+ (t) + h
i,1
− (t) y h
i,1
± (t, ·) = hi,1(t, ·,±1).
El Problema 5.2.1 está bien definido y podemos probar la existencia y unicidad de
solución que anuncia el siguiente teorema:
Teorema 5.2.2. Sean ω un dominio en R2, θ ∈ C2(ω̄;R3) una aplicación inyectiva tal
que los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄. Sean
f i,0 ∈ L2(0, T ;L2(Ω)), hi,1 ∈ L2(0, T ;L2(Γ1)), donde Γ1 := Γ+ ∪ Γ−. Sea ξ0 ∈ VM(ω).
Entonces el Problema 5.2.1, tiene solución única ξ ∈ H1(0, T ;VM(ω)). Además, si ḟ i,0 ∈
L2(0, T ;L2(Ω)), ḣi,1 ∈ L2(0, T ;L2(Γ1)), entonces ξ ∈ H2(0, T ;VM(ω)).




















para todo ξ,η ∈ VM(ω). Dado que pi,0 ∈ L2(0, T ;L2(ω)) y que las formas bilineales a y
b son elípticas, teniendo en cuenta la elipticidad de los tensores bidimensionales (véase el
Teorema 4.4.5) y la desigualdad de tipo Korn en (5.1.3), podemos considerar el Problema
5.2.1 en el marco de la formulación (4.3.8)–(4.3.9). Así, siguiendo argumentos análogos a
los de la demostración del Teorema 4.3.15, deducimos que el Problema 5.2.1 tiene solución
única ξ ∈ H1(0, T ;VM(ω)). Si además, tenemos regularidad adicional para f i,0 y hi,1,
podemos concluir que ξ ∈ H2(0, T ;VM(ω)).
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En vista de los escalados de las incógnitas en (4.2.1), definimos para cada ε > 0 las
componentes covariantes ξεi : ω̄ −→ R del campo de desplazamientos límite ξε : ω̄ −→ R3
de la superficie media S de la lámina tomando
ξεi := ξi y ξ
ε := ξεia
i. (5.2.1)
También, podemos definir las componentes contravariantes de los tensores bidimensio-




























Observación 5.2.3. Nótese que las definiciones (5.2.2)-(5.2.6) coinciden con las expre-
siones introducidas en (4.4.10)–(4.4.13) teniendo en cuenta la hipótesis asumidas para los
coeficientes de Lamé y de viscosidad en (4.1.18) y (4.1.19), respectivamente.
Por tanto, podemos escribir el problema variacional desescalado para una lámina mem-
brana elíptica viscoelástica:
Problema 5.2.4. Hallar ξε : [0, T ]× ω −→ R3 tal que,































ady ∀η = (ηi) ∈ VM(ω), c.p.d. en (0, T ),





f i,ε(t)dxε3 + h
i,ε
+ (t) + h
i,ε
− (t) y h
i,ε
± (t) = h
i,ε(t, ·,±ε).
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Teorema 5.2.5. Sean ω un dominio R2, θ ∈ C2(ω̄;R3) una aplicación inyectiva tal que
los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄. Sean
f i,ε ∈ L2(0, T ;L2(Ωε)), hi,ε ∈ L2(0, T ;L2(Γε1)), donde Γε1 := Γε+ ∪ Γε−. Sea ξε0 ∈ VM(ω).
Entonces el Problema 5.2.4, tiene una única solución ξε ∈ H1(0, T ;VM(ω)). Además, si
ḟ i,ε ∈ L2(0, T ;L2(Ωε)), ḣi,ε ∈ L2(0, T ;L2(Γε1)), entonces ξε ∈ H2(0, T ;VM(ω)).
Demostración. La demostración de este teorema es análoga a la del Teorema 5.2.2.
5.3. Resultados de convergencia cuando ε→ 0
Comenzaremos esta sección recordando el problema tridimensional escalado de una
lámina viscoelástica, del cual estudiaremos la convergencia cuando ε tiende a cero. Por
tanto, sea u(ε) la única solución del Problema 4.2.9 con p = 0 (véase el Teorema 4.3.13),
que se escribe como:
Problema 5.3.1. Hallar u(ε) : [0, T ]× Ω −→ R3 tal que,




















g(ε)dΓ ∀v ∈ V (Ω), c.p.d. en (0, T ), (5.3.1)
u(ε)(0, ·) = u0(ε)(·).
Observación 5.3.2. Nótese que hemos identificado f i ≡ f i,0 y hi ≡ hi,1 para simplificar
la notación.
Ahora bien, para cada ε > 0, supondremos que la condición inicial de las deformaciones
linealizadas escaladas es
ei||j(ε)(0, ·) = 0, (5.3.2)
es decir, el dominio se encuentra en su estado natural sin deformaciones al inicio del periodo
de observación.
A continuación presentaremos el resultado principal de este capítulo. Veremos que la
incógnita tridimensional escalada u(ε), solución del Problema 5.3.1, converge cuando ε
tiende a cero a un límite u independiente de la variable transversal x3. Además, podremos
identificar el promedio de este límite con la solución ξ = ū del Problema 5.2.1, definido en
el conjunto ω.
Teorema 5.3.3. Supongamos que θ ∈ C3(ω̄;R3) y sea ε0 definido como en el Teorema
4.1.4. Consideremos una familia de láminas membranas elípticas de espesor 2ε que tiende
a cero y teniendo cada una la misma superficie media S = θ(ω̄). Asumamos (5.3.2) y las
hipótesis en los datos mencionadas en el Teorema 5.2.2. Para todo ε, 0 < ε ≤ ε0, sea u(ε)
la solución asociada al Problema 5.3.1. Entonces, existen funciones uα ∈ H1(0, T ;H1(Ω))
verificando uα = 0 en γ × [−1, 1] y una función u3 ∈ H1(0, T ;L2(Ω)), tal que
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(a) uα(ε)→ uα en H1(0, T ;H1(Ω)) y u3(ε)→ u3 y H1(0, T ;L2(Ω)) cuando ε→ 0,
(b) u := (ui) es independiente de la variable transversal x3.





udx3 = ξ verifica el Problema 5.2.1.
Demostración. Seguiremos la misma estructura de la demostración del Teorema 4.4-1,
[30]. Por tanto, haremos referencia a algunos pasos que se aplican de la misma forma a
este problema. Para simplificar la exposición, empezaremos considerando que el problema
propuesto solo está sometido a la acción de fuerzas volumétricas. En el último paso de
la demostración añadiremos las fuerzas superficiales para concluir la prueba. Entonces,
supongamos que la incógnita escalada u(ε) verifica el siguiente problema variacional:















g(ε)dx ∀v ∈ V (Ω), c.t.p. t ∈ (0, T ), (5.3.3)
u(ε)(0, ·) = u0(ε)(·).
Dividiremos la demostración en varios pasos, enumerados desde (i) hasta (x).
(i) Acotaciones a priori y extracción de sucesiones convergentes.
Las normas
∥∥ei||j(ε)∥∥H1(0,T ;L2(Ω)) , ‖uα(ε)‖H1(0,T ;H1(Ω)), y ‖u3(ε)‖H1(0,T ;L2(Ω)) están acotadas
independientemente de ε, 0 < ε ≤ ε1, con ε1 > 0 definido en el Teorema 5.1.2. Como
consecuencia, existe una subsucesión, denotada también como (u(ε))ε>0, y funciones ei||j ∈
H1(0, T ;L2(Ω)), uα ∈ H1(0, T ;H1(Ω)), verificando uα = 0 en Γ0, y u3 ∈ H1(0, T ;L2(Ω)),
tal que:
ei||j(ε) ⇀ ei||j en H1(0, T ;L2(Ω)), (5.3.4)
uα(ε) ⇀ uα en H1(0, T ;H1(Ω)) (5.3.5)
y por tanto uα(ε)→ uα en H1(0, T ;L2(Ω)), (5.3.6)
u3(ε) ⇀ u3 en H1(0, T ;L2(Ω)). (5.3.7)















g(ε)dx, c.p.d. en (0, T ),
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g(ε)dx, c.p.d. en (0, T ).














































































0,Ω, ∀ t ∈ [0, T ], concluimos que

























g(ε)dx, c.p.d. en (0, T ).


















que es análogo a (5.3.8) con las componentes contravariantes del tensor de viscosidad y
derivadas temporales de las funciones ei||j(ε) y ui(ε) en su lugar. Por tanto, siguiendo
argumentos similares y utilizando (4.2.11), se obtiene que existe una constante k̃2 > 0









Por tanto, existen uα ∈ H1(0, T ;H1(Ω)), u3 ∈ H1(0, T ;L2(Ω)) y ei||j ∈ H1(0, T ;L2(Ω)),
tales que se verifican las convergencias anunciadas en (5.3.4)–(5.3.7).
Observación 5.3.4. Utilizando un resultado de análisis funcional que podemos encon-
trar, por ejemplo, en el Lema 2.55, [107], las convergencias (5.3.4)–(5.3.7) implican que
uα(ε)(t, ·) ⇀ uα(t, ·) en H1(Ω), ∀ t ∈ [0, T ], u3(ε)(t, ·) ⇀ u3(t, ·) en L2(Ω), ∀ t ∈ [0, T ] y
ei||j(ε)(t, ·) ⇀ ei||j(t, ·) en L2(Ω), ∀ t ∈ [0, T ].
(ii) Los límites de las componentes de la incógnita escalada hallados en el paso (i) son
independientes de x3.
Adaptaremos la demostración del paso (ii) en el Teorema 4.4-1, [30] a este caso. Por el
paso (i) tenemos que






→ 0, en H1(0, T ;L2(Ω)),
pues las funciones Γσα3(ε) convergen C0(Ω̄) (véase el Teorema 4.3.1). Sean dados ϕ ∈ D(Ω)
y ψ ∈ D(0, T ). Como uα(ε) ⇀ uα en H1(0, T ;H1(Ω)) y (u3(ε))ε>0 esta acotado en
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lo que significa que ∂3uα = 0 en L2(0, T ;L2(Ω)). De la misma forma, utilizamos los mismos
razonamientos para las derivadas temporales correspondientes y por tanto, se tiene que
∂3uα = 0 en H1(0, T ;L2(Ω)). Además, por el paso (i) también obtenemos que
∂3u3(ε) = εe3||3(ε)→ 0 en H1(0, T ;L2(Ω)).



























y correspondientemente para su derivada temporal, lo que significa que ∂3u3 = 0 en el
sentido de las distribuciones. Entonces, concluimos este paso aplicando el apartado (a)
del Teorema 5.1.1. Con este paso el apartado (b) del teorema queda demostrado (para el
problema con sólo fuerzas volumétricas).
(iii) Los límites ei||j hallados en (i) son independientes de la variable x3. Además, están
relacionados con los límites u := (ui) por las expresiones:
eα||β = γαβ(u) :=
1
2










, en Ω, ∀ t ∈ [0, T ],











en Ω, c.t.p. t ∈ (0, T ).
Tomando v = u(ε) en (4.2.6) y η = u en (4.4.6) (por abuso de notación, ya que u ∈ V (Ω)),
teniendo en cuenta el paso (i) y las convergencias Γσαβ(ε)→ Γσαβ y Γ3αβ(ε)→ bαβ en C0(Ω̄)




(∂βuα(ε) + ∂αuβ(ε))− Γpαβ(ε)up(ε) ⇀ eα||β = γαβ(u) en H
1(0, T ;L2(Ω)).
Además, eα||β son independientes de x3, como consecuencia directa de la independencia de
x3 de los ui (paso (ii)). Ahora, sea v ∈ V (Ω). Debido a la definición de las deformaciones
escaladas en (4.2.6)–(4.2.8), se tiene que
εeα||β(ε;v)→ 0 en L2(Ω), (5.3.11)




∂3vα en L2(Ω), (5.3.12)
εe3||3(ε;v) = ∂3v3 para todo ε > 0. (5.3.13)
Considerando la formulación variacional (5.3.3) para v = εv y teniendo en cuenta (4.1.26),











































































g(ε)dx ∀v ∈ V (Ω), c.p.d. en (0, T ).
Pasando al límite cuando ε → 0 y teniendo en cuenta el comportamiento asintótico de
las componentes contravariantes de los tensores de cuarto orden Aijkl(ε), Bijkl(ε) (véase el
Teorema 4.2.2 y (4.3.3)–(4.3.4)), g(ε) (véase el Teorema 4.3.1) y las convergencias (5.3.11)–
(5.3.13), obtenemos la siguiente ecuación integral:∫
Ω
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adx = 0, (5.3.14)
en Ω, c.p.d. en (0, T ). Por un lado, si consideramos v ∈ V (Ω) tal que v2 = v3 = 0 y
utilizamos el Teorema 4.3.4, tenemos que
2µaα1eα||3 + ρa
α1ėα||3 = 0, c.p.d. en (0, T ). (5.3.15)
Por otro lado, si tomamos v ∈ V (Ω) tal que v1 = v3 = 0 y utilizamos el Teorema 4.3.4,
obtenemos que
2µaα2eα||3 + ρa
α2ėα||3 = 0, c.p.d. en (0, T ). (5.3.16)
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ė1||3 = 2µae1||3 + ρaė1||3 = 0,
c.p.d. en (0, T ), por (4.1.9). Ahora bien, por la condición inicial (5.3.2) y las convergencias
débiles de (i), deducimos que e1||3(0, ·) = 0 y, por tanto,
e1||3(t) = 0 en Ω, ∀t ∈ [0, T ].
Multiplicando (5.3.15) por a12 y (5.3.16) por −a11 y sumando ambas expresiones se tiene
que
2µae2||3 + ρaė2||3 = 0, c.p.d. en (0, T ).
Ahora bien, utilizando la condición inicial (5.3.2) y las convergencias débiles de (i), dedu-
cimos que e2||3(0, ·) = 0 y, por tanto,
e2||3(t) = 0 en Ω, ∀t ∈ [0, T ].
Tomando v ∈ V (Ω) tal que vα = 0 en (5.3.14) , obtenemos que∫
Ω
(













para todo v3 ∈ H1(Ω) con v3 = 0 en Γ0 y c.p.d. en (0, T ). Por el Teorema 4.3.4, obtenemos
la siguiente ecuación diferencial:
λaαβeα||β + (λ+ 2µ)e3||3 + θa
αβ ėα||β + (θ + ρ)ė3||3 = 0. (5.3.17)
Observación 5.3.5. Nótese que si eliminamos la dependencia temporal y la viscosidad,
es decir θ = ρ = 0, esta ecuación se reduce a la misma estudiada en [30] (véase la página
214), esto es, el caso elástico.
Recordemos que en el paso (ii) del Teorema 4.4.1, en la deducción de las ecuaciones bidi-
mensionales fue necesario considerar el coeficiente de viscosidad θ estrictamente positivo.
Nuevamente, esta hipótesis es necesaria para resolver la ecuación (5.3.17) en el caso más
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en Ω, c.t.p. t ∈ (0, T ).
(iv) La función ū = (ūi) verifica el Problema 5.2.1 con pi,0 :=
∫ 1
−1
f idx3. En particular,
como la solución de este problema es única (por el Teorema 4.3.13), las convergencias en (i)
se verifican para toda la familia (u(ε))ε>0. Tenemos que ū(t, ·) = (ūi(t, ·)) ∈ VM(ω), ∀ t ∈
[0, T ].
Sea v = (vi) ∈ V (Ω) independiente de la variable x3. Entonces, el comportamiento asintóti-
co de las funciones Γpαβ(ε) y Γ
σ
α3(ε) en el Teorema 4.3.1 implica las siguientes convergencias













Sea v = (vi) ∈ V (Ω) independiente de x3 en (5.3.3) y tomemos el límite cuando ε → 0.
Entonces, el comportamiento asintótico de las funciones ei||j(ε;v), Aijkl(ε), Bijkl(ε) (véanse
Teorema 4.2.2 y (4.3.3)–(4.3.4)) y g(ε) (véase Teorema 4.3.1) y las convergencias débiles














































adx, c.t.p. t ∈ (0, T ). (5.3.18)
Utilizando las expresiones de los límites ei||j halladas en el paso (iii), podemos escribir el
miembro de la izquierda de la última igualdad como sigue:∫
Ω
(
















































































































































ady, c.p.d. en (0, T ), (5.3.19)
donde aαβστ , bαβστ y cαβστ denotan las componentes contravariantes de los tensores bidi-
mensionales de cuarto orden, definidos en (4.4.10)–(4.4.12).
Ahora, dado η = (ηi) ∈ [H10 (ω)]3 podemos definir v = (vi) tal que v(y, x3) = η(y)
para todo (y, x3) ∈ Ω. Entonces v ∈ V (Ω) y es independiente de x3; por tanto, como
consecuencia del apartado (b) del Teorema 5.1.1, el problema variacional anterior se verifica
para v̄ = η.
Como ambos miembros de las ecuaciones son formas lineales continuas con respecto a
v̄3 = η3 ∈ L2(ω) para todo v̄α ∈ H10 (ω) dado, estas ecuaciones son válidas para todo
η = (ηi) ∈ VM(ω), por la densidad de H10 (ω) en L2(ω).
(v) Las convergencias débiles ei||j(ε)(t, ·) ⇀ ei||j(t, ·) en H1(0, T ;L2(Ω)) son, además,
fuertes.
















































g(ε)dx = Ψ(ε), c.t.p. t ∈ (0, T ).






































Pasamos al límite cuando ε→ 0. Teniendo en cuenta las convergencias débiles estudiadas
en (i) y el comportamiento asintótico de las funciones Aijkl(ε), Bijkl(ε) (véanse el Teorema















































































adx, c.t.p. t ∈ (0, T ).



































































adxds, c.t.p. t ∈ (0, T ), (5.3.21)
con aαβστ , bαβστ y cαβστ definidos en (4.4.10)–(4.4.12). Entonces, tomando v̄ = ū en la
ecuación (5.3.19) y utilizando que eα||β = γαβ(ū) (véase paso (iii)), concluimos que Ψ = 0.
Como consecuencia, aplicando el Teorema de la convergencia dominada de Lebesgue en


















































g(ε)dx = Ψ̃(ε), c.t.p. t ∈ (0, T ).






































que es similar a la ecuación en (5.3.20). Además, utilizando argumentos análogos a los que































adxds, c.t.p. t ∈ (0, T ).
También, tomando v̄ = ˙̄u en la ecuación (5.3.19) y utilizando que eα||β = γαβ(ū) (véase paso
(iii)), concluimos que Ψ̃ = 0. Como consecuencia, aplicando el Teorema de la convergencia
dominada de Lebesgue en (5.3.22), se verifican las convergencias fuertes ėi||j(ε) → ėi||j en
L2(0, T ;L2(Ω)). Por tanto, concluimos que ei||j(ε)→ ei||j en H1(0, T ;L2(Ω)).
(vi) La familia (ū(ε))ε>0 converge fuertemente a ū (cuando ε→ 0) en H1(0, T ;VM(ω)),
es decir,
ūα(ε)→ ūα en H1(0, T ;H1(ω)), ū3(ε)→ ū3 en H1(0, T ;L2(ω)).
Por la desigualdad de tipo Korn del Teorema 5.1.3 para superficies elípticas, basta probar
que
γαβ(ū(ε))→ γαβ(ū) = eα||β en H1(0, T ;L2(ω)),
para demostrar las convergencias deseadas. Como eα||β(ε) → eα||β en L2(0, T ;L2(Ω)) por
el paso (v), tenemos por el apartado (a) del Teorema 5.1.1 que
eα||β(ε)→ eα||β en L2(0, T ;L2(ω)).
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Por otro lado, por el apartado (d) del mismo Teorema 5.1.1 obtenemos que
eα||β(ε)− γαβ(ū(ε))→ 0 en L2(0, T ;L2(ω)).
Por tanto concluimos la demostración de este paso.
(vii) La convergencia u3(ε)→ u3 en H1(0, T ;L2(Ω)) es fuerte.
En efecto, por (4.2.8) y el paso (i), tenemos que ∂3u3(ε) = εe3||3(ε)→ 0 en H1(0, T ;L2(Ω)).
Por otra parte, tenemos que ū3(ε)→ ū3 en H1(0, T ;L2(ω)). Por tanto por el apartado (c)
del Teorema 5.1.1, obtenemos la conclusión buscada.
(viii) Las convergencias uα(ε)→ uα en H1(0, T ;H1(Ω)) son fuertes.
Para demostrar este paso, por la desigualdad clásica de Korn tridimensional en coordenadas
Cartesianas, basta probar que
eij(u
′(ε))→ eij en L2(0, T ;H1(Ω)),
con eij(v) := 12 (∂jvi + ∂ivj) y
u′(ε) := (u1(ε), u2(ε), 0), u
′ := (u1, u2, 0). (5.3.23)




′)− Γσαβuσ − bαβu3
)
en H1(0, T ;L2(Ω)).
Por definición (véase (4.2.6)), eα||β(ε) = eαβ(u′(ε))−Γpαβ(ε)up(ε). Entonces, la convergencia
anterior, el comportamiento asintótico de las funciones Γpαβ(ε) y las convergencias fuertes
ui(ε)→ ui en H1(0, T ;L2(Ω)) establecidas en los apartados (i) y (vii), implican que
eαβ(u
′(ε))→ eαβ(u′) en H1(0, T ;L2(Ω)). (5.3.24)
Observación 5.3.6. Al igual que en el caso elástico, nótese que estas últimas convergencias
serán ciertas si ū3(ε) → ū3 probado en el paso (vi), ya que esta se utilizó en (vii) para
probar que u3(ε) → u3 en H1(0, T ;L2(Ω)). En cambio, las convergencias uα(ε) → uα
en H1(0, T ;L2(Ω)) ya habían sido obtenidas en el paso (i) sin necesidad de probar las
convergencias de los promedios correspondientes hasta el paso (vi).
Ahora bien, como tenemos que e33(u′(ε)) = e33(u′) = 0 por la definición de los eij :=
1
2
(∂jvi + ∂ivj) y (5.3.23), solo queda probar que
2eα3(u
′(ε)) = ∂3uα(ε)→ 0 = ∂3uα = 2eα3(u′) en H1(0, T ;L2(Ω)),
ya que uα no dependen de x3 por lo visto en el paso (ii). Probar esta última convergencia
es equivalente a probar que
∂3uα(ε)→ 0 y ∂i∂3uα(ε)→ 0 en H1(0, T ;H−1(Ω)). (5.3.25)
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Esta equivalencia, es consecuencia del Lema de J.L. Lions (véase, por ejemplo, el Teorema
3.2 en el Capítulo III de [48]) que, junto con el Teorema del grafo cerrado (véase, por
ejemplo, el Teorema 2.9 en [14]), implican que la aplicación,
v ∈ L2(Ω) −→ (v, ∂1v, ∂2v, ∂3v) ∈ H−1(Ω)× [H−1(Ω)]3,
es un isomorfismo. Por tanto, trivialmente podemos extender este resultado y concluir que
la aplicación,
v ∈ H1(0, T ;L2(Ω)) −→ (v, ∂1v, ∂2v, ∂3v) ∈ H1(0, T ;H−1(Ω)),
es también un isomorfismo.






























y por tanto, teniendo en cuenta el paso (i) se tiene que existe una constante c1 > 0 tal que
‖∂3uα(ε)‖L2(0,T ;H−1(Ω)) ≤ c1ε.
Entonces ∂3uα(ε) → 0 en L2(0, T ;H−1(Ω)). Aplicando los mismos razonamientos a la
derivada temporal de (4.2.7), podemos concluir que existe una constante c̃1 > 0 tal que
‖∂3uα(ε)‖H1(0,T ;H−1(Ω)) ≤ c1ε.
Por otro lado, si tomamos las derivadas parciales respecto a α y β de (4.2.7) y restamos
ambas expresiones tenemos que

























∂3 (∂βuα(ε) + ∂αuβ(ε)) ,

















Ahora bien, las convergencias de los términos eαβ(u′(ε)) en (5.3.24) implican que
∂3eαβ(u
′(ε))→ ∂3eαβ(u′) = 0 en H1(0, T ;H−1(Ω)),
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pues ∂3∂βuα = 0 en D′(Ω). Si ahora denotamos por < ·, · > la dualidad entre D(Ω) y
























Por tanto, repitiendo los mismos argumentos en la derivada temporal de la expresión
(5.3.26), podemos concluir que existe una constante c̃2 > 0 tal que∥∥ε∂β (eα||3(ε) + Γσα3(ε)uσ(ε))∥∥H1(0,T ;H−1(Ω)) ≤ c̃2ε,
teniendo en cuenta los resultados de (i). De la misma forma, se obtiene la desigualdad






. Como consecuencia, estas acotaciones
junto con (5.3.24) en (5.3.26), implican que ∂β∂3uα(ε)→ 0 en H1(0, T ;H−1(Ω)).
Finalmente, tenemos que para todo ϕ ∈ D(Ω) se verifica que,∫ T
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por (4.2.6) y (4.2.8). Por tanto, obteniendo la igualdad análoga para la derivada temporal
de ∂3∂3uα(ε), deducimos que existe una constante c̃3 > 0 tal que
‖∂3∂3uα(ε)‖H1(0,T ;H−1(Ω)) ≤ c̃3ε.
Entonces, se tiene que ∂3∂3uα(ε)→ 0 en H1(0, T ;H−1(Ω)). Por tanto, hemos obtenido las
convergencias de (5.3.25), completando la demostración de este paso. Este apartado, junto
con el anterior (vii), completan la demostración del apartado (a) de este teorema (para el
problema con sólo fuerzas volumétricas).
(ix) Sea X(0, T ; Ω) := {v ∈ H1(0, T ;L2(Ω)); ∂3v ∈ H1(0, T ;L2(Ω))}. La traza v(·, s) de
cualquier función v ∈ X(0, T ; Ω) está bien definida por una función en H1(0, T ;L2(ω))
para todo s ∈ [−1, 1] y además, el operador traza definido de esta forma es continuo. En
particular, existe una constante c̃4 > 0 tal que:
‖v‖H1(0,T ;L2(Γ+∪Γ−)) ≤ c̃4
(
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para todo v ∈ V (Ω).
Sea v ∈ X(0, T ; Ω). Siguiendo los argumentos del paso (ix) de la demostración del Teorema
4.4-1, [30], tenemos que para casi todo y ∈ ω y todo s en [−1, 1], (véase, por ejemplo, Lema
1.3, [46])






























|v(y, s)|2 dy + 4 |∂3v|20,Ω . (5.3.29)
Integrando esta desigualdad con respecto a s ∈ [−1, 1] se tiene
|v|L2(Γ−) ≤
(





Siguiendo argumentos análogos, obtenemos las acotaciones para ‖v‖L2(Γ+) y por tanto existe








Si ahora en (5.3.29) integramos con respecto a s ∈ [−1, 1] y a t ∈ [0, T ], se tiene que existe
una constante ĉ4 > 0 tal que
‖v‖L2(0,T ;L2(Γ−)) ≤ ĉ4
(





Siguiendo argumentos análogos, obtenemos las acotaciones para ‖v‖L2(0,T ;L2(Γ+)) y para las
correspondientes normas en ambas partes de la frontera de las derivadas con respecto al
tiempo de la función v en X(0, T ; Ω). Así, concluimos que existe una constante c̃4 > 0 tal
que se verifica (5.3.27).

















por (4.2.8) y la desigualdad de tipo Korn del Teorema 5.1.2. Por tanto, existe una constante
c5 > 0 tal que se verifica (5.3.28).
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Observación 5.3.7. Como consecuencia de (5.3.27) se puede probar que existe una cons-
tante c̃5 > 0 tal que





para todo v ∈ H1(0, T ;V (Ω)).
En efecto sea ahora v ∈ H1(0, T ;V (Ω)). Entonces,
‖v3‖L2(0,T ;L2(Γ+∪Γ−)) ≤ c̃4
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por (5.3.31), (4.2.8) y la desigualdad de tipo Korn del Teorema 5.1.2. De la misma forma
obtenemos la desigualdad análoga para la derivada temporal, por lo que concluimos que
existe una constante c̃5 > 0 tal que se verifica la desigualdad anunciada en esta observación.
Sin embargo, en el paso (x) será suficiente con las desigualdades (5.3.27)–(5.3.28).
(x) Añadimos en este paso las fuerzas superficiales.
Supongamos que la lámina está sometida solo a fuerzas superficiales. Es decir, hallemos
u(ε) tal que verifica el siguiente problema variacional:















g(ε)dΓ ∀v ∈ V (Ω), c.t.p. t ∈ (0, T ), (5.3.32)
u(ε)(0, ·) = u0(ε)(·).
A continuación, comprobaremos que se verifican los pasos anteriores (i)− (viii) para este
problema. Indicaremos solo aquellas modificaciones que hacen falta para lograr los resul-
tados deseados.
Paso (i′). Tomamos v = u(ε)(t, ·) en (5.3.32). Utilizando los argumentos seguidos en la





























donde hemos utilizado la desigualdad de Cauchy-Schwarz, (5.3.28) en (ix) y la desigualdad
de tipo Korn del Teorema 5.1.3. Además, nótese que c6 es una contante que depende de las
normas |hα|L2(Γ+∪Γ−) y de la norma del operador traza actuando de H
1(Ω) en L2(Γ+∪Γ−),
y la constante c7 depende de |h3|L2(Γ+∪Γ−) y de la constante c5. Por tanto, ahora tenemos










































y así, concluimos que las normas
∥∥ei||j(ε)∥∥L2(0,T ;L2(Ω)) están acotadas y, como consecuencia,
también lo estarán las normas ‖uα(ε)‖H1(0,T ;H1(Ω)) y ‖u3(ε)‖H1(0,T ;L2(Ω)). Si ahora tomamos


















que es análogo a la expresión (5.3.33). Por tanto, siguiendo los mismos razonamientos,
podemos concluir que las normas de las derivadas con respecto al tiempo también están
acotadas y así, se siguen las afirmaciones anunciadas en el apartado (i) para el problema
con solo fuerzas superficiales.
Paso (ii′). No presenta modificaciones.





















Nuevamente, el miembro de la derecha converge a cero cuando ε→ 0, ya que g(ε)→ a en
C0(Ω̄) (véase el Teorema 4.3.1). Por tanto, obtenemos los mismas conclusiones obtenidas
en la demostración del paso (iii).
Paso (iv′). Tomamos nuevamente v = (vi) ∈ V (Ω) independiente de x3. Entonces, gracias a
la convergencia g(ε)→ a en C0(Ω̄) (véase el Teorema 4.3.1) y al Teorema de la convergencia





















































c.p.d. en (0, T ), para todo η = (ηi) ∈ VM(ω).
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Es conocido que una aplicación lineal fuertemente continua es también continua con res-
pecto a las topologías débiles (véase, por ejemplo, el Teorema 3.10 en [14]). Entonces



































































Por otra parte, por la misma razón, las convergencias débiles u3(ε) ⇀ u3 en H1(0, T ;L2(Ω))
y ∂3u3(ε) = εe3||3(ε) ⇀ 0 = ∂3u3 en H1(0, T ;L2(Ω)) (por los apartados (i′) y (ii′)) y la
primera desigualdad del apartado (ix) juntas implican que u3(ε)(·,±1) ⇀ u3(·,±1) en














































Teniendo en cuenta estas consideraciones, el resto de la demostración del paso (v′) es
análoga a la de (v).
Las demostraciones de los pasos (vi′), (vii′) y (viii′) son análogas a las de (vi), (vii) y
(viii), respectivamente.
Por tanto, hemos completado la demostración del teorema.
Observación 5.3.8. Nótese que las hipótesis (5.3.2) implican en particular (4.4.5) y
(4.4.4) como consecuencia de (4.4.2), es decir, se cumplen las propiedades consideradas en
el análisis asintótico formal realizado en el Capítulo 4. En efecto, podríamos debilitar la
hipótesis (5.3.2) asumiendo que las deformaciones iniciales son de orden ε2. De esta for-
ma, realizando algunas modificaciones en la demostración del Teorema 5.3.3 obtendríamos
las mismas conclusiones.
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Observación 5.3.9. Nótese que el Problema 5.2.4 se puede obtener de la misma forma
tomando los mismos escalados para la incógnita (desplazamientos), pero tomando las si-
guientes hipótesis en los datos:
λε = εrλ, µε = εrµ,
θε = εrθ, ρε = εrρ,
f i,ε(t,xε) = εrf i(t,x) ∀x ∈ Ω, con xε = πε(x) ∈ Ωε,∀t ∈ [0, T ],
hi,ε(t,xε) = ε1+rhi(t,x) ∀x ∈ Γ+ ∪ Γ−, con xε = πε(x) ∈ Γε+ ∪ Γε−,∀t ∈ [0, T ],
donde las constantes λ ≥ 0 y µ, θ, ρ > 0 y las funciones f i ∈ L2(0, T ;L2(Ω)) y hi ∈
L2(0, T ;L2(Γ+ ∪ Γ−)) son independientes de ε y r denota un número real arbitrario.
En vista de las convergencias estudiadas en el Teorema 5.3.3, podemos analizar el
comportamiento asintótico del campo tensorial de tensiones escaladas para una membra-
na elíptica viscoelástica, siguiendo los argumentos estudiados en [40], donde los autores
muestran resultados de convergencias para las tensiones en láminas elásticas lineales y no
lineales. En el siguiente resultado, veremos que, en efecto, las componentes del tensor de
tensiones escalado definido en (4.2.14) tienen límite cuando ε → 0 y que corresponde al
caso de tensiones planas, como ocurre en el caso de la membrana elíptica elástica (véase el
Teorema 7, [40]). Además, para aquellas componentes del tensor de tensiones escalado cuyo
límite sea nulo, obtendremos sus convergencias a términos de menor orden. Denominaremos
a estos límites como las correcciones a la componente correspondiente.
Cabe destacar nuevamente que, como consecuencia de la expresión obtenida para los
límites de las componentes covariantes del tensor de deformaciones (véase el paso (iii) de la
demostración del Teorema 5.3.3), un término de memoria larga estará presente en el límite
de las tensiones escaladas, cuando en el modelo tridimensional de partida las tensiones
definidas en (4.1.5) presentaban únicamente un término de memoria corta.
Utilizaremos la siguiente notación para los espacios:
L2 := L2(−1, 1;H−1(ω)), H1 := H1(−1, 1;H−1(ω)).
Teorema 5.3.10. Asumamos las hipótesis consideradas en los Teoremas 4.2.7 y 5.3.3.
Entonces se verifican las siguientes convergencias:
σαβ(ε)→ σαβ,0 en L2(0, T ;L2(Ω)),
1
ε
































f 3,0(y, r)dr − (x3 + 1)σαβ,0bαβ.
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Demostración. Teniendo en cuenta la definición de las tensiones escaladas en (4.2.14), el
comportamiento asintótico de Aijkl(ε), Bijkl(ε) (véase el Teorema 4.2.2), las convergencias
fuertes ei||j(ε)→ ei||j en H1(0, T ;L2(Ω)), la independencia de sus límites con respecto a la
variable transversal y las relaciones obtenidas en el apartado (iii) de la demostración del
Teorema 5.3.3, se tiene que
σαβ,0 := ĺım
ε→0
σαβ(ε) = Aαβστ (0)eσ||τ + λa
αβe3||3 +B

















































en L2(0, T ;L2(Ω)). En particular, se tiene que
σαβ(ε)→ σαβ,0 en L2(0, T ;L2), (5.3.34)
pues L2(Ω) ↪→ L2 := L2(−1, 1;H−1(ω)) y además,
∂βσ
αβ(ε)→ ∂βσαβ,0 en L2(0, T ;L2). (5.3.35)
Tomando el límite en las demás componentes del campos de tensiones escaladas y
teniendo en cuenta los mismos argumentos que antes, obtenemos que,
σα3,0 := ĺım
ε→0
σα3(ε) = Aα3σ3(0)eσ||3 +B
α3σ3(0)ėσ||3 = 0, (5.3.36)
σ33,0 := ĺım
ε→0




=λaστeσ||τ + (λ+ 2µ)e3||3 + θa
στ ėσ||τ + (θ + ρ)ė3||3 = 0, (5.3.37)
en L2(0, T ;L2(Ω)). En particular,
σi3(ε)→ 0 en L2(0, T ;L2). (5.3.38)
Como consecuencia, debemos obtener las correcciones correspondientes a estos térmi-
nos. Teniendo en cuenta la condición de contorno escalada (4.2.21), podemos escribir∫ x3
−1
∂3σ
i3(ε)(y, s)ds = σi3(ε)(y, x3) + h
i
−(ε)(y). (5.3.39)
Por otra parte, de la ecuación de equilibrio escalada (4.2.19), se tiene para i = α que




||3 (ε) = f
α(ε).
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Entonces, de la expresión (4.2.23) para i = α y j = 3 teniendo en cuenta que Γ33q(ε) =




α3(ε) = σα3||3 (ε)− Γ
α
p3(ε)σ






















Integrando esta expresión con respecto a la variable transversal x3 en [−1, x3] y teniendo


























Recordemos que para el caso de la membrana elíptica viscoelástica asumimos que
f i(ε) = f i,0 y hi(ε) = εhi,1. Además, por hipótesis (véase el Teorema 5.2.5), se tiene
que hα(y,−1) ∈ L2(0, T ;L2(ω)) ↪→ L2(0, T ;H−1(ω)) que es independiente de x3 y por
tanto se puede considerar como una función de L2(0, T ;H1).
Por tanto, de (5.3.41) deducimos, teniendo en cuenta (5.3.34)–(5.3.35) y (5.3.38) y las
convergencias de los símbolos de Christoffel en el Teorema 4.3.1, que
1
ε





































en L2(0, T ;L2)
y como consecuencia, podemos concluir que
1
ε
σα3(ε)→ σα3,1 en L2(0, T ;H1). (5.3.42)
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De la misma forma, de la ecuación de equilibrio escalada (4.2.19) para i = 3 se tiene
que −σ3j||j(ε) = −σ
3β
||β(ε) − σ33||3(ε) = f 3(ε). Por tanto, de (4.2.23) para i = j = 3 teniendo




































Por tanto, recordando el orden de las fuerzas aplicadas asumido para el caso de la
membrana elíptica, las convergencias, (5.3.34)–(5.3.38) y las de los símbolos de Christoffel
en el Teorema 4.3.1, deducimos de (5.3.44) y (5.3.43), respectivamente, que
1
ε
σ33(y, x3)→ σ33,1 := −h3,1− (y)−
∫ x3
−1




33 → ∂3σ33,1 := −f 3,0 − σαβ,0bαβ,
en L2(0, T ;L2). Como consecuencia se deduce entonces que
1
ε
σ33 → σ33,1 en L2(0, T ;H1).
Así, hemos completado la demostración del teorema.
A continuación, estudiaremos las convergencias en términos de las incógnitas desescala-
das. Las convergencias uα(ε)→ uα en H1(0, T ;H1(Ω)) y u3(ε)→ u3 en H1(0, T ;L2(Ω)) del
Teorema 5.3.3, los escalados uεi (t,xε) =: ui(ε)(t,x) ∀xε = πε(x) ∈ Ω̄ε, ∀t ∈ [0, T ] (véase
(4.2.1)), los desescalados ξεi := ξi (véase (5.2.1)) para cada ε > 0 y el Teorema 5.1.1 juntos














3 → ξ3 en H1(0, T ;L2(ω)).
Además, podemos probar el siguiente teorema en relación a las convergencias de los
promedios de las componentes tangencial y normal del campo vectorial de desplazamientos:
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Teorema 5.3.11. Supongamos que θ ∈ C3(ω̄;R3). Consideremos una familia de láminas
membranas viscoelásticas con grosor 2ε que tiende a cero y con cada una teniendo la misma
superficie media elíptica S = θ(ω̄). Asumamos las hipótesis en los datos consideradas en
el Teorema 5.2.2.
Sean uε = (uεi ) ∈ H1(0, T ;V (Ωε)) y ξε = (ξεi ) ∈ H1(0, T ;VM(ω)) para cada ε > 0
las soluciones de los Problemas 4.1.5 y 5.2.4, respectivamente. Además, sea ξ = (ξi) ∈
H1(0, T ;VM(ω)) la solución del Problema 5.2.1. Entonces,










α,εdxε3 → ξαaα en H1(0, T ; [H1(ω)]3) cuando ε→ 0,
y










3,εdxε3 → ξ3a3 en H1(0, T ; [L2(ω)]3) cuando ε→ 0.
Demostración. Como θ ∈ C3(ω̄;R3) los campos vectoriales gα(ε) : Ω̄ −→ R3 definidos
por gα(ε) := gα,ε(xε) para todo xε = π(x) ∈ Ω̄ε son tal que gα(ε) − aα = O(ε), donde




















α(ε)− aα)dx3 − (uα(ε)− ξα)aα.
Por un lado, como uα(ε) → uα en H1(0, T ;H1(Ω)) y gα(ε) → aα en C1(Ω̄), implican
que
uα(ε)(g
α(ε)− aα)→ 0 en H1(0, T ; [H1(Ω)]3).






α(ε)− aα)dx3 → 0 en H1(0, T ; [H1(ω)]3),
y utilizando el mismo argumento se tiene que (uα(ε) − ξα)aα → 0 en H1(0, T ; [H1(ω)]3).






3,εdxε3 − ξε3a3 = (u3(ε)− ξ3)a3.
Por tanto, aplicando el apartado (a) del Teorema 5.1.1 obtenemos que (u3(ε)− ξ3)a3 → 0
en H1(0, T ; [L2(ω)]3).
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3, se conocen como los campos de desplazamientos límite tangencial y nor-
mal, respectivamente, de la superficie media S de la lámina. Si denotamos el campo de











Justificación matemática de un modelo
de membrana generalizada viscoelástica
Al igual que en el capítulo anterior, en este consideramos una familia de láminas viscoe-
lásticas lineales con grosor 2ε, pero a diferencia de aquel, en este la condición de contorno
de fijación se puede tomar en una porción de la frontera lateral γ0, no en su totalidad ne-
cesariamente. Además, en el Capítulo 5, considerábamos una hipótesis sobre la geometría
de S, su elipticidad. Por tanto, el objetivo de este capítulo es completar el estudio de las
membranas viscoelásticas mediante el desarrollo de resultados de existencia y unicidad de
solución y de convergencia para aquellas láminas que no verifiquen alguna de la hipótesis
anteriores (es decir, γ0 6= γ y/o S no es uniformemente elíptica).
En lo que sigue veremos que, si la densidad de fuerzas volumétricas aplicadas es O(1)
con respecto a ε y la densidad de fuerzas superficiales es O(ε), la solución del problema va-
riacional escalado en coordenadas curvilíneas, u(ε), definida sobre el dominio de referencia
Ω = ω× (−1, 1) para cada t ∈ [0, T ], converge en unos espacios funcionales ad hoc, cuando
ε→ 0, a un límite u. Además, el promedio u(ε) = 1
2
∫ 1
−1 u(ε)dx3, converge en otro espacio
ad hoc a la única solución de las ecuaciones bidimensionales escaladas de un modelo que
denominaremos como problema de (lámina) membrana generalizada viscoelástica.
Una da las dificultades añadidas de este modelo, en comparación con las membranas
estudiadas en el capítulo anterior, reside en la necesidad de considerar unas fuerzas que
denominaremos como admisibles (véase, por ejemplo, Sección 5.5, [30]). Otra de las com-
plejidades la encontramos en la definición de los espacios ad hoc necesarios para completar
el espacio V (ω) introducido en el análisis asintótico del Capítulo 4, ya que pueden no ser
ni siquiera espacios de distribuciones. Como consecuencia, y análogamente al caso elástico
presentado en el Capítulo 5 de [30], necesitaremos dividir este conjunto de láminas en dos
grupos: membranas generalizadas viscoelásticas del primer tipo y membranas generalizadas
del segundo tipo. Una vez identificados los problemas correspondientes y probada la exis-
tencia y unicidad de solución, justificaremos las ecuaciones de estos modelos mediante la
demostración de resultados de convergencia en los espacios de Bochner-Sobolev adecuados.
De nuevo, seguiremos la notación y estilo de [30], en particular, el Capítulo 5, dedicado
a la justificación de las ecuaciones bidimensionales de una membrana generalizada elástica.
186 6. Membrana generalizada viscoelástica
La justificación matemática de ese modelo se puede encontrar también en [32]. Además,
en [95] el autor realiza un estudio particular para el caso en el que la superficie media de
la lámina es hiperbólica o parabólica, caracterizando en cada caso las fuerzas admisibles
y los espacios ad hoc que aseguran la existencia y unicidad de solución de los problemas
planteados.
Comenzaremos este capítulo introduciendo en la Sección 6.1 algunos resultados que
serán necesarios en lo que sigue de esta memoria y, en particular, en la obtención de los
resultados de convergencia deseados. A continuación, en la Sección 6.2 estableceremos los
problemas bidimensionales bien definidos para una membrana generalizada viscoelástica,
que dividiremos en los dos grupos mencionados: primer y segundo tipo; para ello, defi-
niremos los respectivos espacios de compleción dependiendo del tipo que corresponda y
expondremos las hipótesis adicionales necesarias para las fuerzas aplicadas actuando so-
bre la lámina. De esta forma, podremos demostrar la existencia y unicidad de solución de
los problemas correspondientes. Por último, en la Sección 6.3 mostraremos los resultados
principales de este capítulo, a saber, la justificación matemática de los modelos de mem-
brana generalizada viscoelástica propuestos mediante resultados de convergencia. Además,
también incluiremos aquí las correspondientes convergencias de las tensiones escaladas aso-
ciadas al problema de la membrana generalizada viscoelástica.
6.1. Resultados preliminares
Comenzaremos introduciendo algunos resultados que serán necesarios en lo que sigue
de esta memoria y, en particular, en este capítulo. El par de teoremas que mostramos a
continuación, son resultados que se pueden considerar como extensiones para el caso no
estático de los Teoremas 5.2-1 y 5.2-2 de [30] en los correspondientes espacios de Bochner-
Sobolev. Por completitud, detallaremos sus demostraciones siguiendo los argumentos uti-
lizados en los resultados disponibles en [30]. En primer lugar, definamos para cada v ∈
H1(0, T ; [H1(Ω)]3) las funciones γαβ(v) ∈ H1(0, T ;L2(Ω)), ραβ(v) ∈ H1(0, T ;H−1(Ω)) y




(∂βvα + ∂αvβ)− Γσαβvσ − bαβv3, (6.1.1)
ραβ(v) := ∂αβv3 − Γσαβ∂σv3 − bσαbσβv3









donde las funciones bσβ|α vienen dadas por la expresión introducida en (4.3.1).
Observación 6.1.1. Nótese que las dos primeras expresiones habían sido introducidas
en (4.4.6) y (4.4.7), respectivamente, únicamente para las funciones η definidas sobre
el dominio bidimensional ω. Por otra parte, la tercera expresión extiende la relación ob-
tenida para el término del desarrollo asintótico e1α||β en (4.4.2) para las funciones v ∈
H1(0, T ; [H1(Ω)]3).
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Teorema 6.1.2. Identifiquemos Γσαβ, bαβ, bβα ∈ C0(ω̄) con funciones en C0(Ω̄) y considere-
mos ε0 definido en el Teorema 4.1.4. Entonces, existe una constante C̃ > 0 tal que para
todo ε, 0 < ε ≤ ε0 y todo v ∈ H1(0, T ; [H1(Ω)]3), las deformaciones linealizadas escaladas
















‖vα‖H1(0,T ;L2(Ω)) + ε ‖v3‖H1(0,T ;H1(Ω))
)
. (6.1.5)
Demostración. Para demostrar (6.1.4) solo es necesario tener en cuenta la definición de las
deformaciones escaladas en (4.2.6) y el comportamiento asintótico de las funciones Γpαβ(ε)
en el Teorema 4.3.1 y obtener la correspondiente desigualdad de los términos derivados con
respecto a la variable temporal.


















αvσ)− Γσαβ (∂σv3 + 2bτσvτ )− bσβ|αvσ − bσαbσβv3.
Teniendo estas expresiones en mente y la definición de e3||3(ε;v) en (4.2.8), se puede
probar que se verifica la siguiente igualdad,
∂3e
1











2e0σ||3(ε;v)− ∂σv3 − 2bτσvτ
)
y la correspondiente igualdad incluyendo las derivadas temporales respectivas. Por tanto,
por una parte, dado que las funciones Γσαβ, bαβ, bσα y bσβ|α están acotadas en C0(Ω̄) (véase el
Teorema 4.3.1), se tiene que





∥∥e3||3(ε;v)∥∥H1(0,T ;L2(Ω)) + ε∑
α
‖vα‖H1(0,T ;L2(Ω)) + ε ‖v3‖H1(0,T ;H1(Ω))
)
.
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Además, teniendo en cuenta la definición de las funciones eα||3(ε;v) en (4.2.7), de
e0α||3(ε;v) en (6.1.6), el comportamiento asintótico de las funciones Γ
p
α3(ε) (véase el Teorema
4.3.1) y las correspondientes derivadas temporales de estos términos, se puede comprobar
que ∥∥eα||3(ε;v)− e0α||3(ε;v)∥∥H1(0,T ;L2(Ω)) ≤ c3ε∑
α
‖vα‖H1(0,T ;L2(Ω)) .
Ahora bien, para v ∈ H1(0, T ; [H1(Ω)]3) se tiene que ραβ(v) = ρ̃αβ(v). Por tanto, gracias
a la combinación de las tres últimas desigualdades se prueba (6.1.5).
Teorema 6.1.3. Sea (u(ε))ε>0 una sucesión de funciones u(ε) ∈ H1(0, T ;V (Ω)) que ve-
rifica







cuando ε→ 0. Entonces,
(a) u es independiente de la variable transversal x3.
(b) ū ∈ H1(ω)×H1(ω)×H2(ω) con ūi = ∂ν ū3 = 0 en γ0.
(c) γαβ(u) = 0.
(d) ραβ(u) ∈ H1(0, T ;L2(Ω)) y ραβ(u) = −∂3e1α||β.
(e) Si además, existen unas funciones καβ ∈ H1(0, T ;H−1(Ω)) tal que ραβ(u(ε))→ καβ
en H1(0, T ;H−1(Ω)) cuando ε→ 0, entonces
u(ε)→ u en H1(0, T ; [H1(Ω)]3),
ραβ(u) = καβ por tanto, καβ ∈ H1(0, T ;L2(Ω)).
Observación 6.1.4. Nótese que los apartado (a), (b) y (c) de este teorema juntos implican
que u(t) ∈ VF (ω) para todo t ∈ [0, T ]. Equivalentemente, podemos identificar esta función
u(t) con una η(t) ∈ VF (ω) para todo t ∈ [0, T ].
Demostración. Al igual que la demostración del caso estático en el Teorema 5.2-2, [30],
dividiremos la demostración en varios pasos enumerados desde (i) hasta (vi).
(i) La función u es independiente de x3 y ū = 0 en γ0.
Como la familia (u(ε))ε>0 está acotada enH
1(0, T ; [H1(Ω)]3) y ei||j(ε)→ 0 enH1(0, T ;L2(Ω))
(ya que en un espacio de Hilbert, una sucesión débilmente convergente está acotada) se
tiene de (4.2.7)–(4.2.8) que
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∂3uα(ε) = ε
(
2eα||3(ε)− ∂αu3(ε) + 2Γσα3(ε)uσ(ε)
)
→ 0,
∂3u3(ε) = εe3||3(ε)→ 0,
en H1(0, T ;L2(Ω)). Por tanto, ∂3ui = 0 y como consecuencia de los apartados (a) y (b)
del Teorema 5.1.1 se tiene que u(y, x3) = ū(y) para casi todo (y, x3) ∈ Ω donde ū ∈
H1(0, T ; [H1(ω)]3) y ū = 0 en γ0. Por tanto, u = (ui) es independiente de la variable
transversal x3. Con este paso queda demostrado el apartado (a) del teorema.
(ii) Se verifica que ū3 ∈ H1(0, T ;H2(ω)) y ∂ν ū3 = 0 en γ0.










∂3v(y, x3)dx3, para todo y ∈ ω̄.
Por los apartados (a) y (b) del Teorema 5.1.1 es claro que las aplicaciones w ∈ H1(0, T ;L2(Ω))→
w̄ ∈ H1(0, T ;L2(ω)) y w ∈ H1(0, T ;H1(Ω)) → w̄ ∈ H1(0, T ;H1(ω)) son continuas,
por tanto la relación anterior se verificará también (en casi todo punto y ∈ ω) si v ∈
H1(0, T ;H1(Ω)). Entonces, definamos














Ahora bien, por el apartado (b) del Teorema 5.1.1 se tiene que
ū1(ε) ∈ H1(0, T ; [H1(ω)]3) y ū1(ε) = 0 en γ0. (6.1.8)
Además, por hipótesis, e3||3(ε) = 1ε∂3u3(ε) → 0 en H
1(0, T ;L2(Ω)) y, por tanto, por la
definición de ū13 en (6.1.7), se tiene que
ū13(ε)→ 0 en H1(0, T ;L2(Ω)). (6.1.9)
Si ahora combinamos las hipótesis consideradas para la sucesión (u(ε))ε>0 y que eα||3(ε)→
0 en H1(0, T ;L2(Ω)) con el comportamiento asintótico de las funciones Γσα3(ε) (véase el
Teorema 4.3.1) se tiene (véase (4.2.7)) que
1
ε
∂3uα(ε) = 2eα||3(ε)− ∂αu3(ε) + 2Γσα3(ε)uσ(ε) ⇀ (−∂αu3 − 2bσαuσ) ,
en H1(0, T ;L2(Ω)). Por tanto, teniendo en cuenta esta convergencia, la definición de ū1α(ε)
en (6.1.7), la independencia de x3 de las componentes ui del paso (i) y que ∂αu3 = ∂αū3
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en H1(0, T ;L2(ω)), ya que las aplicaciones lineales fuertemente continuas son también
continuas en las topologías débiles (véase, por ejemplo, el Teorema 3.10 en [14]). Veamos
que además, las sucesiones (ū1α(ε))ε>0 convergen débilmente en H
1(0, T ;H1(ω)). Para ello,













en H1(0, T ;L2(ω)), ya que por la desigualdad de Korn bidimensional, la norma ‖·‖1,ω es









en el espacio {(ηα) ∈ [H1(ω)]3; ηα = 0 en γ0} y como consecuencia, también lo serán las








en el espacio {(ηα) ∈ H1(0, T ; [H1(ω)]3); ηα = 0 en γ0}. Sustituyendo (6.1.1) en (6.1.3)




















donde hemos utilizado la notación e1α||β(ε) ≡ e1α||β(ε;u(ε)). Así, integrando con respecto a













− 2bσαbσβx23u3(ε) + bαβū13(ε) + Γσαβū1σ(ε). (6.1.11)
Estudiemos entonces la convergencia de cada uno de los términos involucrados en la ex-
presión anterior. La primera desigualdad de Teorema 6.1.2 y la hipótesis uα(ε) → uα en





→ 0 en H1(0, T ;L2(Ω)),





1(0, T ;L2(Ω)) implican, junto con la anterior conver-
gencia, que e1α||β(ε) ⇀ e
1
α||β en H




1(0, T ;L2(ω)). (6.1.12)












convergen fuertemente enH1(0, T ;L2(ω)). De la misma forma, por las convergencias (6.1.9)
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convergen fuerte y débilmente, res-
pectivamente, en H1(0, T ;L2(ω)). Como consecuencia de estas convergencias y (6.1.12) y la












converge débilmente enH1(0, T ;L2(ω))
y por tanto la sucesión (ū1α(ε))ε>0 lo hace en H
1(0, T ;H1(ω)).
Entonces, como ū1α(ε) ⇀ ū1α en H1(0, T ;H1(ω)) implica que ū1α ∈ H1(0, T ;H1(ω)). Como
consecuencia de (6.1.10) y que bσαū1σ ∈ H1(0, T ;H1(ω)) se tiene que ∂αū3 ∈ H1(0, T ;H1(ω))
y por tanto, concluimos que ū3 ∈ H1(0, T ;H2(ω)).
Por otro lado, de (6.1.8) se tiene que ū1α(ε) = 0 en γ0. Por tanto, la convergencia ū1α(ε) ⇀ ū1α
en H1(0, T ;H1(ω)), implica que ū1α = 0 en γ0. Ahora bien, como también ūi = 0 en γ0
(véase el paso (i)), la expresión de ū1α en (6.1.10) implica que ∂αū3 = 0 en γ0 y, por tanto,
∂ν ū3 = 0 en γ0, completando la demostración de este paso. Así, queda demostrado el
apartado (b) del teorema.
(iii) Se verifica la convergencia γαβ(u(ε)) → 0 en H1(0, T ;L2(Ω)) cuando ε → 0 y
además, γαβ(u) = 0.
Por la definición de las funciones eα||β(ε;v), e1α||β(ε;v) y γαβ(v) en (4.2.6), (6.1.1) y (6.1.3),




∥∥x3bσβ|αuσ(ε)∥∥H1(0,T ;L2(Ω)) + ε ‖x3bσαbσβu3(ε)‖H1(0,T ;L2(Ω)) .
Por tanto, por el Teorema 6.1.4 y las hipótesis consideradas para la sucesión (u(ε))ε>0 se
tiene que
γαβ(u(ε))→ 0 en H1(0, T ;L2(Ω)).
Por las mismas hipótesis, γαβ(u(ε)) → γαβ(u) en H1(0, T ;L2(Ω)), entonces γαβ(u) = 0.
Con este paso queda demostrado el apartado (c) del teorema.
(iv) Se verifica que ραβ(u) ∈ H1(0, T ;L2(Ω)) y, en particular, ραβ(u) = −∂3e1α||β en
H1(0, T ;L2(Ω)).
Por (6.1.5), las hipótesis consideradas para la sucesión (u(ε))ε>0 y que ei||j(ε) → 0 en





→ 0 en H1(0, T ;H−1(Ω)).
Como el operador ∂3 : H1(0, T ;L2(Ω)) −→ H1(0, T ;H−1(Ω)) es continuo con respecto a
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→ 0 en H1(0, T ;H−1(Ω)).
Nuevamente, por las hipótesis consideradas para la sucesión (u(ε))ε>0 se tiene que ραβ(u(ε)) ⇀
ραβ(u) en H1(0, T ;H−1(Ω)) por tanto ραβ(u) = −∂3e1α||β en H1(0, T ;H−1(Ω)). Ahora
bien, como u3 es independiente de x3 por el paso (i) y ū3 ∈ H1(0, T ;H2(ω)) por el pa-
so (ii) entonces u3 ∈ H1(0, T ;H2(Ω)) y, por tanto, ραβ(u) ∈ H1(0, T ;L2(Ω)), es decir,
ραβ(u) = −∂3e1α||β en H1(0, T ;L2(Ω)) (véase la definición de e1α||β en (6.1.3)). Con este
paso queda demostrado el apartado (d) del teorema.
(v) Si, como hipótesis adicional, ραβ(u(ε))→ καβ en H1(0, T ;H−1(Ω)) cuando ε→ 0,
entonces la sucesión (u3(ε))ε>0 converge fuertemente en H
1(0, T ;H1(Ω)).
En primer lugar se tiene que
∂3u3(ε) = εe3||3(ε)→ 0 = ∂3u3 en H1(0, T ;L2(Ω)).
Ahora, por el Lema de J.L. Lions (véase, por ejemplo, el Teorema 3.2 en el Capítulo III
de [48]), la aplicación,
v ∈ L2(Ω) −→ (v, (∂iv)) ∈ H−1(Ω)× [H−1(Ω)]3,
es un isomorfismo. Por tanto, para probar que ∂αu3(ε) → ∂αu3 en H1(0, T ;L2(Ω)) es
suficiente con probar que
∂αu3(ε)→ ∂αu3, ∂αiu3(ε)→ ∂αiu3,
en H1(0, T ;H−1(Ω)). La primera convergencia es consecuencia directa de la convergencia
u3(ε)→ u3 en H1(0, T ;L2(Ω)), asumida por hipótesis. Ahora, por un lado, por la relación
∂3u3(ε) = εe3||3(ε)→ 0 = ∂3u3 en H1(0, T ;L2(Ω)) se tiene que
∂α3u3(ε)→ 0 = ∂α3u3 en H1(0, T ;H−1(Ω)).
Por otro lado, de la hipótesis u(ε) ⇀ u en H1(0, T ; [H1(Ω)]3) se deduce que ραβ(u(ε)) ⇀
ραβ(u) en H1(0, T ;H−1(Ω)), luego ραβ(u) = καβ y en particular, καβ ∈ H1(0, T ;L2(Ω))
(véase el paso (iv)). Ahora como ui(ε) → ui y ∂αui(ε) → ∂αui en H1(0, T ;H−1(Ω)), por
hipótesis, se tiene despejando de la definición (6.1.2) para v = u(ε) el término ∂αβu3(ε),
que
∂αβu3(ε)→ ∂αβu3 en H1(0, T ;H−1(Ω)). (6.1.13)
Por tanto, hemos probado que ∂αu3(ε) → ∂αu3 y ∂αiu3(ε) → ∂αiu3 en H1(0, T ;H−1(Ω)),
entonces por el Lema de J.L. Lions ∂αu3(ε) → ∂αu3 en H1(0, T ;L2(Ω)) y, por tanto,
concluimos que la sucesión (u3(ε))ε>0 converge en H
1(0, T ;H1(Ω)).
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(vi) Las sucesiones (uα(ε))ε>0 convergen fuertemente en H
1(0, T ;H1(Ω)).
La desigualdad clásica de tipo Korn aplicada a funciones en el espacio V (Ω) implica que
probar este enunciado es equivalente a demostrar que
eij (u
′(ε))→ eij(u′) en H1(0, T ;L2(Ω)),
donde eij(v) := 12 (∂jvi + ∂ivj), u
′(ε) := (u1(ε), u2(ε), 0) y u′ := (u1, u2, 0) . Por la definición
(6.1.1) para v = u(ε) se tiene que
eαβ(u
′(ε)) = γαβ(u(ε)) + Γ
σ
αβuσ(ε) + bαβu3(ε).

















2eα||3(ε)− ∂αu3(ε) + 2Γσα3(ε)uσ(ε)
)
,
por la definición de eα||3(ε;v) para v = u(ε) en (4.2.7). Entonces, por las hipótesis sobre
la sucesión (u(ε))ε>0, que las sucesiones (Γ
σ
α3(ε))ε>0 están acotadas en C0(Ω) (véase el
Teorema 4.3.1) y el paso (i), se tiene que
eα3 (u




Finalmente, e33(u′(ε)) = 0 = e33(u′) por el paso (i), por lo que hemos completado la
demostración de este paso. Así, queda demostrado el apartado (e) del teorema.
Por tanto, hemos completado la demostración del teorema.
Para terminar esta sección, recordamos en el siguiente teorema una desigualdad de tipo
Korn tridimensional para una familia de láminas membrana, cuya demostración se puede
consultar en el Teorema 5.3-1, [30].
Teorema 6.1.5. Asumamos que θ ∈ C3(ω̄;R3) y consideremos ε0 definido en el Teorema
4.1.4. Consideremos una familia de láminas membrana con espesor 2ε con cada una de ellas
teniendo la misma superficie media S = θ(ω̄) y sometidas a una condición de contorno
de fijación a lo largo de una parte de su frontera lateral con la misma curva media θ(γ0).
Entonces existe un ε1 verificando 0 < ε1 < ε0 y una constante C > 0 tal que, para todo ε,








∀v = (vi) ∈ V (Ω). (6.1.14)
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6.2. Espacios de compleción y fuerzas admisibles
En esta sección introduciremos los espacios ad hoc que completan al espacio,
V (ω) := {η = (ηi) ∈ [H1(ω)]3; ηi = 0 en γ0}, (6.2.1)
que en el Capítulo 4 representaba el espacio de las soluciones admisibles del problema
de la lámina membrana viscoelástica (véase el apartado (b) del Teorema 4.4.1). Después,
incluiremos el concepto de fuerzas admisibles necesario para la correcta definición de los
problemas de este capítulo.
En primer lugar recordemos la definición del espacio,
VF (ω) := {η = (ηi) ∈ H1(ω)×H1(ω)×H2(ω); ηi = ∂νη3 = 0 en γ0, γαβ(η) = 0 en ω}.
En el Capítulo 5, hemos justificado las ecuaciones bidimensionales de las láminas mem-
branas viscoelásticas, cuando las superficie media S es elíptica y la condición de contorno
se considera en toda la frontera lateral de la lámina. Estas hipótesis conducían a que
VF (ω) = {0} (véase la Sección 5.2, para más detalle). Por tanto, en este capítulo com-
pletaremos el estudio de las membranas viscoelásticas comenzado en el capítulo anterior,
considerando aquellas láminas que no verifiquen alguna de las hipótesis mencionadas, pero
que se siga induciendo que VF (ω) = {0}. Este tipo de membranas son las que denominare-
mos como láminas membranas generalizadas viscoelásticas. En primer lugar, comenzaremos
estudiando los espacios compleción que utilizaremos en lo que sigue. Para ello definamos
el espacio:
VK(ω) := {η = (ηi) ∈ H1(ω)×H1(ω)×H2(ω); ηi = ∂νη3 = 0 en γ0}, (6.2.2)
y recordemos las definiciones de los espacios V0(ω) y V (Ω) en (4.2.17), (4.4.8), respectiva-
mente:
V (Ω) = {v = (vi) ∈ [H1(Ω)]3;v = 0 en Γ0}, (6.2.3)
V0(ω) := {η = (ηi) ∈ V (ω); γαβ(η) = 0 en ω}.
También, introduzcamos las seminormas definidas por
|v|MΩ :=
(
|∂3v|20,Ω + (|v̄|Mω )2






,∀η = (ηi) ∈ H1(ω)×H1(ω)× L2(ω). (6.2.5)
Como VF (ω) = {0} por hipótesis, la seminorma | · |Mω es una norma sobre el espacio
VK(ω).
Como ya adelantábamos en la introducción de este capítulo, distinguiremos dos subcon-
juntos diferentes de las láminas membranas generalizadas viscoelásticas, que dependerán
de si el espacio V0(ω) contiene solo a la función nula o no. Es ahora cuando abordaremos
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Figura 6.1: Ejemplos de membranas generalizadas. La zona sombreada indica el conjunto
donde se considera la condición de contorno de fijación.
una de las dificultades de este tipo de membranas, ya estudiada para el caso elástico (véase
el Capítulo 5, [30]) , que es la introducción de espacios abstractos sin significado físico
evidente.
Por un lado, consideraremos que una lámina membrana generalizada es del primer tipo
cuando V0(ω) = {0} (por tanto, VF (ω) = {0}), es decir, cuando la seminorma | · |Mω es una
norma sobre el espacio V (ω) (y por tanto, será una norma sobre el espacio VK(ω) ⊂ V (ω)).
Entonces, los espacios abstractos se definen por
V #M (Ω) := compleción de V (Ω) con respecto a |.|
M
Ω , (6.2.6)
V #M (ω) := compleción de V (ω) con respecto a |.|
M
ω . (6.2.7)
Observación 6.2.1. Consideremos el espacio,
V0(Ω) := {v ∈ [H1(Ω)]3;v = 0 en Γ0, ∂3v = 0 en Ω, γαβ(v̄) = 0 en ω}.
Por tanto, por la definición de la seminorma |·|MΩ deducimos que la lámina membrana
generalizada es del primer tipo si y solo si V0(Ω) = {0}. Nótese que en este caso, |·|MΩ
(véase (6.2.4)) define una norma en el espacio V (Ω). Algunos ejemplos de membranas
generalizadas de primer tipo corresponden a las ilustraciones de la Figura 6.1.
Por otro lado, si V0(ω) 6= {0} pero VF (ω) = {0}, es decir, si |·|Mω es una norma sobre
VK(ω) pero no sobre V (ω), la lámina la denominaremos como membrana generalizada del
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segundo tipo. Entonces, los espacios abstractos se definen por
Ṽ #M (Ω) := compleción de V (Ω)/V0(Ω) con respecto a |·|
M
Ω , (6.2.8)
Ṽ #M (ω) := compleción de V (ω)/V0(ω) con respecto a |·|
M
ω . (6.2.9)
Observación 6.2.2. Nótese que en ambos casos, estos espacios podrían no ser espacios
de distribuciones.
Además, no se conocen ejemplos ilustrativos de membranas generalizadas de segundo
tipo, pero como se menciona en el Capítulo 5 de [30], se infiere que estas puedan corres-
ponder a láminas cuya superficie media S es poco regular.
Proposición 6.2.3. Los espacios definidos por (6.2.6)–(6.2.7) y (6.2.8)–(6.2.9) son espa-
cios de Hilbert.
Demostración. Por la definición de dichos espacios completos, es claro que (6.2.4) y (6.2.5)
definen unas normas en los mismos. Por tanto, podemos afirmar que son espacios de Ba-
nach (pues son espacios normados completos). Para probar que además son espacios de
Hilbert, veamos que las normas correspondientes (6.2.4) y (6.2.5) verifican la igualdad del
paralelogramo:





para cada par de elementos u,v del espacio correspondiente con respecto a la norma |·|
asociada al espacio de Banach en cuestión (véase, por ejemplo, el Capítulo I, apartados 5
y 9, en [167]) . Comencemos con el espacio V #M (ω) definido en (6.2.7) (siendo análogo para
el espacio Ṽ #M (ω) definido en (6.2.9)) con la norma |·|
M
ω definida en (6.2.5). Por simplici-
dad, denotaremos a la norma como |·|ω. Sean ξ,η ∈ V
#
























(γαβ(ξ − η))2 dy.
Así, teniendo en cuenta la linealidad de las componentes covariantes γαβ con respecto
a las funciones ξ y η (véase (4.4.6)) y desarrollando los cuadrados de las expresiones
correspondientes, se tiene que
















































como queríamos demostrar. Por tanto, los espacios V #M (ω) y Ṽ
#
M (ω) son espacios de Hilbert.
Estudiemos ahora que ocurre con el espacio V #M (Ω) definido en (6.2.6) (siendo análogo el
estudio para el espacio Ṽ #M (Ω) definido en (6.2.8)) con la norma |·|
M
Ω definida en (6.2.4).
Por simplicidad, denotaremos a la norma como |·|Ω. Sean u,v ∈ V
#
M (Ω) (respectivamente
de Ṽ #M (Ω)), entonces
|u+ v|2Ω + |u− v|
2
Ω = |∂3 (u+ v)|
2
0,Ω + |u+ v|
2
ω + |∂3 (u− v)|
2

















































donde hemos utilizado (6.2.10). Por tanto, los espacios V #M (Ω) y Ṽ
#
M (Ω) son espacios de
Hilbert.
Observación 6.2.4. Dada una norma |·| definida sobre un espacio de Banach V que
verifica la igualdad del paralelogramo (y por tanto, es un espacio de Hilbert), podemos






|u+ v|2 − |u− v|2
)
,
(véase por ejemplo el Capítulo I, apartado 5 en [167]).
Una vez definidos los espacios correspondientes que nos proporcionarán problemas bien
definidos para el caso de la membrana generalizada viscoelástica, debemos analizar el ti-
po de fuerzas aplicadas necesarias para asegurar existencia y unicidad de solución de los












∀v ∈ V (Ω), ∀ t ∈ [0, T ], con f i ∈ L2(0, T ;L2(Ω)) y hi ∈ L2(0, T ;L2(Γ+ ∪ Γ−)). Es sencillo
verificar que esta función es continua con respecto a la norma ‖·‖1,Ω y uniformemente con
respecto a cada ε, 0 < ε ≤ ε0, con ε0 definido en el Teorema 4.1.4. Por la desigualdad de







∀v ∈ V (Ω), ∀ t ∈ [0, T ].
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pero no uniformemente con respecto a ε, sin considerar otras hipótesis a mayores. Ahora






g(ε)dx, ∀v,w ∈ V (Ω), (6.2.13)
pues es sencillo verificar que la norma (6.2.12) verifica la igualdad del paralelogramo. Así,
aplicando el Teorema de representación de Riesz (véase el Teorema 4.11 en [14], por ejem-






g(ε)dx ∀v ∈ V (Ω). (6.2.14)






g(ε)dx ∀v ∈ V (Ω). (6.2.15)
Si |F ij(ε)(t)|0,Ω es uniformemente acotada con respecto a ε, para cada t ∈ [0, T ], asegu-
raremos la continuidad uniforme de la forma lineal. Como consecuencia de la regularidad
de las fuerzas aplicadas, supondremos también que F ij(ε) = F ji(ε) ∈ L2(0, T ;L2(Ω)).
Además, es necesario que F ij(ε) tengan un límite en L2(0, T ;L2(Ω)), cuando ε→ 0.
En resumen, las fuerzas aplicadas sobre una familia de membranas generalizadas se
denominarán fuerzas admisibles si, para cada ε > 0, existen funciones F ij(ε) = F ji(ε) ∈
L2(0, T ;L2(Ω)) y F ij = F ji ∈ L2(0, T ;L2(Ω)) tal que se cumple la igualdad (6.2.15) para
todo ε, 0 < ε ≤ ε0 y además, F ij(ε)→ F ij en L2(0, T ;L2(Ω)) cuando ε→ 0. Por tanto, si







para todo ε, 0 < ε ≤ ε0, ∀v ∈ V (Ω), ∀ t ∈ [0, T ]. La consideración de las fuerzas
admisibles para este problema implica imponer hipótesis adicionales sobre las componentes
contravariantes f i,ε ∈ L2(0, T ;L2(Ω)), hi,ε ∈ L2(0, T ;L2(Γ+∪Γ−)). Estas hipótesis deberán
ser tal que para cada ε > 0 y todo t ∈ [0, T ], el miembro de la derecha de la ecuación del









gεdΓε = εL(ε)(v)(t), (6.2.17)
6.2 Espacios de compleción y fuerzas admisibles 199
Observación 6.2.5. Nótese que con esta hipótesis estamos determinando el orden de las
fuerzas aplicadas. En efecto, estos órdenes corresponden con las ecuaciones bidimensionales
de una lámina membrana deducidas en el apartado (iv) del Teorema 4.4.1, o lo que es lo
mismo, tomar p = 0 en el Problema 4.2.9.
Entonces, podemos escribir las ecuaciones tridimensionales definidas en el dominio de
referencia teniendo en cuenta la inclusión de las fuerzas admisibles.
Problema 6.2.6. Hallar u(ε) : [0, T ]× Ω −→ R3 tal que










= L(ε)(v) ∀v ∈ V (Ω), c.p.d. en (0, T ), (6.2.18)
u(ε)(0, ·) = u0(ε)(·).
Es claro que este problema es un caso particular del Problema 4.2.9, por tanto, pode-
mos asegurar la existencia, unicidad y regularidad de solución que cita el Teorema 4.3.13
bajo las hipótesis correspondientes y teniendo en cuenta las fuerzas admisibles. Además,
también estamos en condiciones de escribir los problemas bien definidos para la membrana
generalizada viscoelástica del primer tipo y segundo tipo, respectivamente:
Problema 6.2.7. Hallar ξ(t, ·) ∈ V #M (ω) ∀ t ∈ [0, T ] tal que,
B#M(ξ(t),η) = L
#
M(η)(t) ∀η ∈ V
#
M (ω), c.t.p. t ∈ (0, T ), (6.2.19)
ξ(0, ·) = ξ0(·),
donde B#M y L
#
M son las únicas extensiones de H
1(0, T ;V (ω)) a H1(0, T ;V #M (ω)) y de V (ω)
a V #M (ω) de los funcionales BM : H




























respectivamente, para todo η ∈ V (ω), c.t.p. t ∈ (0, T ), donde recordamos la expresión de
la constante k =
λ+ 2µ
θ + ρ
definida en (4.4.13) y donde ϕαβ es una función que aparecerá de
















para todo t ∈ [0, T ].
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Problema 6.2.8. Hallar ξ̃(t, ·) ∈ Ṽ #M (ω) ∀ t ∈ [0, T ] tal que,
B̃#M(ξ̃(t), η̃) = L̃
#
M(η̃)(t) ∀η̃ ∈ Ṽ
#
M (ω), c.t.p. t ∈ (0, T ), (6.2.23)
ξ̃(0, ·) = ξ̃0(·),
donde B̃#M y L̃
#
M son las únicas extensiones de H
1(0, T ;V (ω)) a H1(0, T ; Ṽ #M (ω)) y de V (ω)
a Ṽ #M (ω) de los funcionales B̃M y L̃M definidos por
B̃M(ξ̃(t), η̃) := BM(ξ̂(t), η̂), (6.2.24)
L̃M(η̃)(t) := LM(η̂)(t), (6.2.25)
para todo ξ̂ ∈ ξ̃, η̂ ∈ η̃ y casi todo t ∈ [0, T ], con ξ̃ ∈ {H1(0, T ;V (ω)/V0(ω))}, η̃ ∈
{V (ω)/V0(ω)} y donde BM : H1(0, T, V (ω))×V (ω) −→ R y LM(t) : V (ω) −→ R, denotan
las funciones definidas en (6.2.20)–(6.2.21), respectivamente.
Ahora que hemos enunciado los problemas, podemos demostrar en los siguientes teore-
mas que los Problemas 6.2.7 y 6.2.8 están bien definidos y tienen solución única.
Teorema 6.2.9. Sean ω un dominio en R2, θ ∈ C2(ω̄;R3) una aplicación inyectiva tal
que los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄. Sean
ϕαβ ∈ L2(0, T ;L2(ω)) y ξ0 ∈ V
#
M (ω). Entonces el Problema 6.2.7, tiene solución única
ξ ∈ H1(0, T ;V #M (ω)). Además, si ϕ̇αβ ∈ L2(0, T ;L2(ω)), entonces ξ ∈ H2(0, T ;V
#
M (ω)).
Demostración. Consideremos las formas bilineales a, b, c : V #M (ω)×V
#




















para todo ξ,η ∈ V #M (ω). Por tanto, podemos considerar el Problema 6.2.7 en el marco
de la formulación (4.3.8)–(4.3.9), ya que ϕαβ ∈ L2(0, T ;L2(ω)) y por la elipticidad de los
tensores bidimensionales en (4.4.37)–(4.4.38). Por tanto, siguiendo argumentos análogos
a los de la demostración del Teorema 4.3.15 y teniendo en cuenta que |·|Mω (definida en
(6.2.5)) denota una norma en el espacio V #M (ω), se obtiene que el Problema 6.2.7 tiene
solución única ξ ∈ H1(0, T ;V #M (ω)). Si además, tenemos regularidad adicional para ϕαβ,
podemos concluir que ξ ∈ H2(0, T ;V #M (ω)).
Teorema 6.2.10. Sean ω un dominio en R2, θ ∈ C2(ω̄;R3) una aplicación inyectiva tal
que los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄. Sean
ϕαβ ∈ L2(0, T ;L2(ω)) y ξ̃0 ∈ Ṽ
#
M (ω). Entonces el Problema 6.2.8, tiene solución única
ξ̃ ∈ H1(0, T ; Ṽ #M (ω)). Además, si ϕ̇αβ ∈ L2(0, T ;L2(ω)), entonces ξ̃ ∈ H2(0, T ; Ṽ
#
M (ω)).
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Demostración. La demostración de este teorema es análoga a la del Teorema 6.2.9 susti-
tuyendo V #M (ω) por el espacio Ṽ
#
M (ω).
Ahora, procedamos a enunciar los correspondientes resultados de los problemas deses-
calados. En vista de los escalados de las incógnitas en (4.2.1), definimos para cada ε > 0
el campo de desplazamientos límite ξε : ω̄ −→ R3 tal que
ξε := ξ en H1(0, T ;V #M (ω)). (6.2.26)
Observación 6.2.11. Nótese que, para las membranas generalizadas, no podemos consi-
derar el desescalado de cada componente por separado al igual que se hizo en el caso de las
membranas elípticas (véase el Teorema 5.3.11), ya que la igualdad previa debe entenderse
en el espacio abstracto completo H1(0, T ;V #M (ω)).
Por tanto, podemos escribir el problema variacional desescalado para una lámina mem-
brana generalizada viscoelástica del primer tipo y el teorema de existencia y unicidad de
solución correspondiente:
Problema 6.2.12. Hallar ξε(t, ·) ∈ V #M (ω) ∀ t ∈ [0, T ] tal que,
B#εM (ξ
ε(t),η) = L#εM (η)(t) ∀η ∈ V
#
M (ω), c.t.p. t ∈ (0, T ),
ξε(0, ·) = ξε0(·),
donde B#εM y L
#ε
M son las únicas extensiones continuas de H
1(0, T ;V (ω)) a H1(0, T ;V #M (ω))
y de V (ω) a V #M (ω) de las funciones B
ε
M : H
1(0, T ;V (ω))×V (ω) −→ R y LεM(t) : V (ω) −→
































donde aαβστ,ε, bαβστ,ε y cαβστ,ε denotan las versiones desescaladas de las componentes con-
travariantes de los tensores bidimensionales de cuarto orden (5.2.2)–(5.2.4), kε es la cons-
tante definida en (5.2.6) y ϕαβ,ε es la versión desescalada de la función real (6.2.22), en
particular, ϕαβ,ε := ϕαβ.
Observación 6.2.13. Recordemos que las definiciones de aαβστ,ε, bαβστ,ε, cαβστ,ε y kε coin-
ciden con sus versiones escaladas introducidas en (4.4.10)–(4.4.13) teniendo en cuenta la
hipótesis asumidas para los coeficientes de Lamé y de viscosidad en (4.1.18) y (4.1.19),
respectivamente.
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Teorema 6.2.14. Sean ω un dominio en R2, θ ∈ C2(ω̄;R3) una aplicación inyectiva tal
que los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄. Sean
ϕαβ,ε ∈ L2(0, T ;L2(ω)) y ξε0 ∈ V
#
M (ω). Entonces el Problema 6.2.12, tiene solución única
ξε ∈ H1(0, T ;V #M (ω)). Además, si ϕ̇αβ,ε ∈ L2(0, T ;L2(ω)), entonces ξ
ε ∈ H2(0, T ;V #M (ω)).
Demostración. La demostración sigue argumentos similares a los del Teorema 6.2.9.
Observación 6.2.15. Análogamente a los desescalados (6.2.26) para una membrana del
primer tipo, se tienen las correspondientes igualdades para una membrana de segundo tipo
en el espacio H1(0, T ; Ṽ #M (ω)). Por tanto, se podrían enunciar el Problema 6.2.12 y el
Teorema 6.2.14 correspondientes a la membrana generalizada viscoelástica del segundo tipo,
pero por simplicidad los omitiremos.
6.3. Resultados de convergencia cuando ε→ 0
En esta sección mostraremos los resultados principales de este capítulo, que consisten en
la justificación matemática de los modelos bidimensionales para membranas generalizadas
viscoelásticas enunciados en el Problema 6.2.7 (primer tipo) y en el Problema 6.2.8 (segundo
tipo). En este estudio, nos centraremos en las membranas generalizadas de primer tipo y
comentaremos las diferencias más importantes que permiten obtener los resultados análogos
para las de segundo tipo.
Para cada ε > 0, supondremos que la condición inicial para las deformaciones lineali-
zadas escaladas es
ei||j(ε)(0, ·) = 0, (6.3.1)
es decir, el dominio se encuentra en su estado natural sin deformaciones al inicio del periodo
de observación.
A continuación, presentaremos una justificación matemática para el modelo bidimensio-
nal para una membrana generalizada viscoelástica del primer tipo enunciado en el Problema
6.2.7. Veremos que la incógnita tridimensional escalada u(ε), solución del Problema 6.2.6,
converge cuando ε tiende a cero a un límite u. Además, podremos identificar el promedio
de este límite con la solución ξ = ū del Problema 6.2.7, definido en el conjunto ω. Dados


















Teorema 6.3.1. Supongamos que θ ∈ C3(ω̄;R3) y sea ε0 definido como en el Teorema
4.1.4. Consideremos una familia de láminas membranas generalizadas del primer tipo, de
grosor 2ε que tiende a cero, y teniendo cada una la misma superficie media S = θ(ω̄).
Supongamos que están sometidas a una condición de contorno de fijación a lo largo de una
parte de la frontera lateral, con el mismo conjunto θ(γ0) como su línea curva media y bajo
el efecto de unas fuerzas admisibles. Para todo ε, 0 < ε ≤ ε0, sea u(ε) la solución única del
Problema 6.2.6. Entonces, existe u ∈ H1(0, T ;V #M (Ω)) y ξ ∈ H1(0, T ;V
#
M (ω)) tales que:
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u(ε)dx3 → ξ en H1(0, T ;V #M (ω)) cuando ε→ 0.





udx3 = ξ verifica el Problema 6.2.7.
Demostración. Seguiremos la misma estructura de la demostración del Teorema 5.6-1, [30].
Por tanto, haremos referencia a algunos argumentos que se aplican de la misma forma a
este problema. Dividiremos la demostración en varios pasos enumerados desde (i) hasta
(xi).






∀v ∈ V (Ω). (6.3.2)
La prueba de este paso se puede consultar en el apartado (i) de la demostración del
Teorema 5.6-1, [30], así que la omitiremos.
(ii) Acotaciones a priori y extracción de sucesiones débilmente convergentes. Las semi-
normas |u(ε)|MT,Ω y |u(ε)|MT,ω, las seminormas de las derivadas temporales correspondientes y
las normas ||εu(ε)||H1(0,T ;[H1(Ω)]3) y |ei||j(ε)|H1(0,T ;L2(Ω)) están acotadas independientemente
de ε, 0 < ε ≤ ε2.
Además, por la definición de los espacios V #M (Ω) y V
#
M (ω) en (6.2.6)–(6.2.7), existe una
subsucesión, también denotada por (u(ε))ε>0, y existen u ∈ H1(0, T ;V #M (Ω)), u−1 =
(u−1i ) ∈ H1(0, T ;V (Ω)), ei||j ∈ H1(0, T ;L2(Ω)) y ξ ∈ H1(0, T ;V
#
M (ω)) tales que
u(ε) ⇀ u en H1(0, T ;V #M (Ω)),
εu(ε) ⇀ u−1 en H1(0, T ; [H1(Ω)]3)
por tanto, εu(ε)→ u−1 en H1(0, T ; [L2(Ω)]3),
ei||j(ε) ⇀ ei||j en H1(0, T ;L2(Ω)),
∂3u3(ε) = εe3||3(ε)→ 0 en H1(0, T ;L2(Ω)),
u(ε) ⇀ ξ en H1(0, T ;V #M (ω)),
cuando ε→ 0.
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K0(t)dt > 0 (una constante dependiente de las normas ‖F ij(ε)‖L2(0,T ;L2(Ω))).

























Ahora bien, (6.3.3)–(6.3.5) juntos implican que
∥∥ei||j(ε)∥∥L2(0,T ;L2(Ω)) está acotado y, como
consecuencia, |u(ε)|MT,Ω y |u(ε)|MT,ω ≤ |u(ε)|MT,Ω lo están también. Por la desigualdad de tipo
Korn en el Teorema 6.1.5, se sigue que ‖εu(ε)‖L2(0,T,[H1(Ω)]3) está acotado.




























que es análogo a (6.3.3) con las componentes contravariantes del tensor de viscosidad en
en lugar de los de elasticidad. Por tanto, utilizando argumentos similares y (4.2.11), se
tiene que
∥∥ėi||j(ε)∥∥L2(0,T ;L2(Ω)) están acotados y, como consecuencia, |u̇(ε)|MT,Ω y | ˙u(ε)|MT,ω ≤
|u̇(ε)|MT,Ω también lo están. Por la desigualdad de tipo Korn en el Teorema 6.1.5, se sigue
que ‖εu̇(ε)‖L2(0,T,[H1(Ω)]3) está acotado. Por tanto, hemos verificado las acotaciones a priori
y las convergencias anunciadas en este paso.
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(iii) Obtenemos las expresiones para los límites ei||j del paso anterior.
Sea v = (vi) ∈ V (Ω). Entonces, por las definiciones (4.2.6)–(4.2.8), se tiene que





εe3||3(ε;v) = ∂3v3 para todo ε > 0.






























































































g(ε)dx, c.p.d. en (0, T ).
Tomemos ε → 0. Como consecuencia del comportamiento asintótico de εei||j(ε;v), de las
funciones g(ε) y Aijkl(ε) y Bijkl(ε) (véanse los Teoremas 4.3.1 y 4.2.2, respectivamente) y
las convergencias débiles obtenidas en (ii), deducimos que∫
Ω
(



























adx, c.t.p. t ∈ (0, T ). (6.3.7)
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y como (aασ)−1 = aασ, obtenemos la siguiente ecuación diferencial ordinaria:
2µeα||3 + ρėα||3 = aασF
σ3. (6.3.9)
Observación 6.3.2. Nótese que si eliminamos la dependencia temporal y la viscosidad,
es decir ρ = 0 esta ecuación se reduce a la misma estudiada en [30] (véase el Capítulo 5,
página 272), esto es, el caso elástico.
Para resolver la ecuación (6.3.9) en el caso más interesante, asumiremos que el coeficiente



























(t−s)F σ3(s)ds en Ω, ∀ t ∈ [0, T ]. (6.3.10)








en Ω, c.t.p. t ∈ (0, T ).


























Aplicando el Teorema 4.3.4, obtenemos la siguiente ecuación diferencial ordinaria:
λaαβeα||β + (λ+ 2µ)e3||3 + θa
αβ ėα||β + (θ + ρ)ė3||3 = F
33. (6.3.12)
Observación 6.3.3. Una vez más, eliminando la dependencia temporal y la viscosidad,
es decir θ = ρ = 0, esta ecuación se reduce a la misma estudiada en [30] (véase la página
272), esto es, el caso elástico.
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Para resolver la ecuación (6.3.12) en el caso de mayor interés, asumiremos que el coeficiente


















































































en Ω , c.t.p. t ∈ (0, T ).
(iv) La familia (u(ε))ε>0 verifica(
eα||β(ε)− γαβ(u(ε))
)
→ 0 en H1(0, T ;L2(ω)) cuando ε→ 0. (6.3.14)
Como consecuencia, la subsucesión considerada en (ii) verifica que
γαβ(u(ε)) ⇀ eα||β en H1(0, T ;L2(ω)). (6.3.15)
Tomando v = u(ε) en (4.2.6), integrando con respecto a x3 en [−1, 1] y tomando η = u(ε)
en (4.4.6) se tiene que,
eα||β(ε)− γαβ(u(ε)) = −Γpαβ(ε)up(ε) + Γ
σ
αβuσ(ε) + bαβu3(ε).
Entonces por el comportamiento asintótico de Γpαβ(ε) (véase el Teorema 4.3.1) se deduce
que
eα||β(ε)− γαβ(u(ε)) = −Γσ,2αβ (ε)uσ(ε) + εx3bσβ|αuσ(ε) + εx3bσαbσβu3(ε) (6.3.16)
donde las funciones







verifican que ∥∥Γσ,2αβ (ε)∥∥0,∞,Ω̄ ≤ c2ε2,
208 6. Membrana generalizada viscoelástica
para todo ε, 0 < ε ≤ ε0 y una constante c2 > 0. Ahora bien, por el apartado (a) del
Teorema 5.1.1 y la relación x3v = 12(1− x
2
3) ∂3v (que se verifica para v ∈ C1(Ω̄) y por







≤ c3 ‖∂3v‖H1(0,T ;L2(Ω)) ,












Ahora, dado que la norma ‖εu(ε)‖H1(0,T ;[H1(Ω)]3) y la seminorma |u(ε)|MT,ω están acotadas
por el paso (ii), podemos concluir la convergencia anunciada en este paso para toda la
familia (u(ε))ε>0.
(v) Obtenemos las ecuaciones que verifican los límites eα||β encontrados en el paso (ii).
Sea v = (vi) ∈ V (Ω) independiente de la variable transversal x3. Entonces, por las defini-
ciones (4.2.6)–(4.2.8), se tiene que








e3||3(ε;v) = 0 para todo ε > 0.
Consideremos esa función v ∈ V (Ω) en (6.2.18). Tomando el límite cuando ε→ 0, deduci-

















Veamos que ocurre con el miembro de la izquierda. Por el comportamiento asintótico de
las funciones g(ε) y Aijkl(ε) y Bijkl(ε) (véanse los Teoremas 4.3.1 y 4.2.2, respectivamente),
las convergencias de ei||j(ε;v) vistas al inicio de este paso y las convergencias débiles de































































































































































































donde aαβστ , bαβστ y cαβστ denotan las componentes contravariantes de los tensores de
cuarto orden bidimensionales definidos en (4.4.10)–(4.4.12). Por tanto, esta expresión junto
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donde ϕαβ denota la función real definida en (6.2.22). Ahora bien, dado η ∈ V (ω), existe
























para todo η ∈ V (ω), c.t.p. t ∈ (0, T ).
(vi) La subsucesión (u(ε))ε>0 de (ii) verifica que
εu(ε) ⇀ 0 en H1(0, T ; [H1(Ω)]3),
∂3uα(ε) ⇀ 0 en H1(0, T ;L2(Ω)),
cuando ε→ 0. Además, las componentes eα||β son independientes de la variable transversal
x3.
Por el paso (ii) las funciones u−1(ε) := εu(ε) ∈ H1(0, T ;V (Ω)) verifican
u−1(ε) ⇀ u−1 en H1(0, T ; [H1(Ω)]3)




−1(ε)) ⇀ ei||j en H1(0, T ;L2(Ω)). (6.3.21)
Entonces, por el Teorema 6.1.3, u−1 ∈ VF (ω) y como consecuencia u−1 = 0, ya que por
hipótesis VF (ω) = {0}. Por el mismo resultado, se tiene que u−1 es independiente de x3, por
tanto u−1 = 0 y así, obtenemos la primera convergencia. Además, se tiene que εu(ε)→ 0
en H1(0, T ; [L2(Ω)]3). Ahora bien, por (4.2.7) tenemos que
∂3uα(ε) = 2εeα||3(ε)− ε∂αu3(ε) + 2εΓσα3(ε)uσ(ε).
Por tanto, teniendo en cuenta las convergencias en el paso (ii), la ya obtenida en este paso
y la acotación de la sucesión (Γσα3(ε))ε>0 en C0(Ω̄) por el Teorema 4.1.12, obtenemos que
∂3uα(ε) ⇀ 0 en H1(0, T ;L2(Ω)). Además, como u−1 = 0 por (6.3.20)–(6.3.21) y tomando
u = u−1 en el Teorema 6.1.3, se tiene que ∂3eα||β = −ραβ(u−1) = 0. Por tanto, las funciones
eα||β son independientes de x3.
(vii) Se verifican las siguientes convergencias fuertes,
ei||j(ε)→ ei||j en H1(0, T ;L2(Ω)),
εu(ε)→ 0 en H1(0, T ; [H1(Ω)]3),
γαβ(u(ε))→ eα||β en H1(0, T ;L2(ω)),
u(ε)→ ξ en H1(0, T ;V #M (ω)),





























g(ε)dx, c.p.d. en (0, T ).














g(ε)dx = Ψ(ε), c.t.p. t ∈ (0, T ).






































Por otra parte, las convergencias fuertes F ij(ε) → F ij en L2(0, T ;L2(Ω)) asumidas por
































c.p.d. en (0, T ). Ahora bien, por el comportamiento asintótico de las funciones g(ε) y las
componentes contravariantes de los tensores de cuarto orden Aijkl(ε) y Bijkl(ε) (véanse los

































































































































































con ϕαβ definida en (6.2.22). Ahora bien, como u(ε) ∈ V (ω), para cada ε > 0, podemos

























Tomando en (6.3.25) el límite cuando ε → 0, junto con las convergencias débiles estudia-
das en el paso (iv), concluimos de la ecuación (6.3.24) que Ψ = 0. Como consecuencia,
aplicando el Teorema de la convergencia dominada de Lebesgue en (6.3.22), se verifican las











































g(ε)dx = Ψ̃(ε), c.p.d. en (0, T ).






































cuya expresión es similar a la obtenida en (6.3.22). Por tanto, aplicando argumentos análo-






























adyds, c.t.p. t ∈ (0, T ). (6.3.27)

































Tomando en (6.3.28) el límite cuando ε→ 0 y teniendo en cuenta las convergencias débiles
estudiadas en (iv), concluimos de (6.3.27) que Ψ̃ = 0. Nuevamente, aplicando el Teorema de
la convergencia dominada de Lebesgue en (6.3.26), obtenemos que se verifican las conver-
gencias fuertes ėi||j(ε) → ėi||j en L2(0, T ;L2(Ω)). Por tanto, concluimos que ei||j(ε) → ei||j
en H1(0, T ;L2(Ω)).
Siguiendo con la demostración de las restantes convergencias, sea v = u−1(ε) = εu(ε).






‖εuα(ε)‖H1(0,T ;L2(Ω)) + ε ‖εu3(ε)‖H1(0,T ;H1(Ω))
)
≤ Ĉε.
Además, como eα||β(ε)→ eα||β en H1(0, T ;L2(Ω)) por el paso anterior, y las funciones eα||β
son independientes de x3 (véase el paso (iv)) tenemos que
∂3eα||β(ε)→ ∂3eα||β = 0 en H1(0, T ;H−1(Ω)),
que por tanto, por la desigualdad anterior implica que
ραβ(u
−1(ε))→ 0 en H1(0, T ;H−1(Ω)).
Ahora, aplicando el Teorema 6.1.3 se deduce que
u−1(ε) = εu(ε)→ 0 en H1(0, T ; [H1(Ω)]3),
obteniendo la segunda convergencia anunciada en este paso.
A continuación, por el apartado (a) del Teorema 5.1.1, las convergencias fuertes ei||j(ε)→
ei||j en H1(0, T ;L2(Ω)) implican que eα||β(ε) → eα||β en H1(0, T ;L2(ω)). Por tanto, por el
paso (iv), tenemos que,
γαβ(u(ε))→ eα||β en H1(0, T ;L2(ω)).
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Como consecuencia (γαβ(u(ε)))ε>0 es una sucesión de Cauchy en H1(0, T ;L2(ω)). Ahora,








, con ε, ε′ > 0,
y la correspondientes para las derivadas temporales asociadas, deducimos la convergencia
fuerte u(ε)→ ξ en H1(0, T ;V #M (ω)), concluyendo la demostración de este paso.
(viii) El límite ξ(t) ∈ V #M (ω) ∀ t ∈ [0, T ] hallado en (vii) verifica el problema:
B#M(ξ,η) = L
#
M(η) ∀η ∈ V
#
M (ω), c.p.d. en (0, T ),
ξ(0, ·) = ξ0(·),
el cual tiene una única solución. Como consecuencia, se verifica la convergencia u(ε) →
ξ en H1(0, T ;V #M (ω)) para toda la familia (u(ε))ε>0.














































adyds = LM(η) c.p.d. en (0, T ).






M(ξ,η) = LM(η),∀η ∈ V (ω), c.p.d. en (0, T ),
por tanto, B#M(ξ,η) = L
#
M(η) ∀η ∈ V
#
M (ω), c.p.d. en (0, T ), por la definición de las
extensiones continuas B#M y L
#
M en el Problema 6.2.7. La existencia y unicidad de solución
es consecuencia del Teorema 6.2.9. Esto completa la demostración del apartado (b) de este
teorema.





(∂ivj + ∂jvi) ∈ H1(0, T ;H−1(Ω)). (6.3.29)
Considérese una sucesión de funciones vk = (vki ) ∈ H1(0, T ; [L2(Ω)]3) tal que vk →
0 en H1(0, T ; [H−1(Ω)]3) y eij(vk) → 0 en H1(0, T ;H−1(Ω)) cuando k → ∞. Entonces,
vk → 0 en H1(0, T ; [L2(Ω)]3).
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La demostración de este paso, sigue argumentos similares a los realizados en el paso (ix) de
la demostración del Teorema 5.6-1, [30]. Por completitud, escribimos aquí la demostración
adaptada al caso que nos interesa. En primer lugar, recordamos una implicación que se
puede consultar en la referencia [3]:
{w ∈ H−2(Ω) y ∂iw ∈ H−2(Ω)} ⇒ w ∈ H−1(Ω), (6.3.30)
si Ω es un dominio de Rn, donde H−2(Ω) denota el espacio dual de H20 (Ω). Sea v = (vi)
tal que
v ∈ H1(0, T ; [H−1(Ω)]3) y eij(v) ∈ H1(0, T ;H−1(Ω)).
Es conocido que si, w ∈ H−1(Ω) entonces ∂jw ∈ H−2(Ω), por tanto tenemos:
∂jvi ∈ H−2(Ω), ∂k (∂jvi) = (∂keij(v) + ∂jeij(v)− ∂iejk(v)) ∈ H−2(Ω),
∂j v̇i ∈ H−2(Ω), ∂k (∂j v̇i) = (∂keij(v̇) + ∂jeij(v̇)− ∂iejk(v̇)) ∈ H−2(Ω),
y por (6.3.30) concluimos que ∂jvi ∈ H−1(Ω) y ∂j v̇i ∈ H−1(Ω), o lo que es lo mismo,
∂jvi ∈ H1(0, T ;H−1(Ω)). Utilizando el Lema de J.L. Lions (véase, por ejemplo, el Teorema
3.2 en el Capítulo III de [48]), concluimos que v ∈ H1(0, T ; [L2(Ω)]3). En otras palabras,
análogamente a lo estudiado en [30], se tiene que
{v = (vi) ∈ H1(0, T ; [H−1(Ω)]3); eij(v) ∈ H1(0, T ;H−1(Ω))} = H1(0, T ; [L2(Ω)]3).
Entonces, aplicando el Teorema del grafo cerrado (véase, por ejemplo, el Teorema 2.9 en
[14]) existe una constante c > 0 tal que se verifica la siguiente desigualdad,








para todo v ∈ H1(0, T ; [L2(Ω)]3). Como consecuencia de esta desigualdad se deduce el
resultado buscado en este paso.
(x) Se verifican las siguientes convergencias:
u(ε)→ u en H1(0, T ;V #M (Ω)),
∂3uα(ε)→ 0 en H1(0, T ;L2(Ω)).
Para obtener la primera convergencia es suficiente con probar que (u(ε))ε>0 y su derivada























y la igualdad correspondiente para la familia de las derivadas temporales. Comencemos
probando que ∂3uα(ε)→ 0 en H1(0, T ;L2(Ω)). Esta convergencia se verificará si ∂3u′(ε)→
0 en H1(0, T ;L2(Ω)), con
u′(ε) = (u1(ε), u2(ε), 0). (6.3.32)
Por el paso (ix), probar esto es lo mismo que demostrar las siguientes convergencias,
∂3u
′(ε)→ 0 en H1(0, T ; [H−1(Ω)]3), (6.3.33)
eij(∂3u
′(ε))→ 0 en H1(0, T ;H−1(Ω)). (6.3.34)
Por la expresión (4.2.7), se puede obtener que
∂3uα(ε) = 2εeα||3(ε)− ε∂αu3(ε) + 2εΓσα3(ε)uσ(ε). (6.3.35)
Por tanto, dado que la sucesión (Γσα3(ε))ε>0 está acotada en C0(Ω̄) (véase el Teorema 4.3.1)
y dado que se verifican las convergencias εeα||3(ε)→ 0, εui(ε)→ 0 en H1(0, T ;L2(Ω)) por
los pasos (vi) y (vii), respectivamente, se concluye que
∂3uα(ε)→ 0 en H1(0, T ;H−1(Ω)). (6.3.36)
Entonces se verifica la convergencia (6.3.33). Para demostrar las restantes convergencias, en
primer lugar tenemos que e33(∂3u′(ε)) = ∂3e33(u′(ε)) = 0 por (6.3.32). Ahora bien, el com-
portamiento asintótico de las funciones Γσα3(ε) (véase el Teorema 4.3.1) y las convergencias
ei||j(ε)→ ei||j en H1(0, T ;L2(Ω)) (véase el paso (vii)) implican que (véase (4.2.7)),
(∂3uα(ε) + ε∂αu3(ε) + 2εb
σ
αuσ(ε))→ 0 en H1(0, T ;L2(Ω)),
por tanto,
(∂33uα(ε) + ε∂α3u3(ε) + 2εb
σ
α∂3uσ(ε))→ 0 en H1(0, T ;H−1(Ω)).
Como ∂3u3(ε) → 0 en H1(0, T ;L2(Ω)) y εuσ(ε) → 0 en H1(0, T ;L2(Ω)) (véanse los pasos
(ii) y (vi), respectivamente) se tiene que
2eα3(∂3u
′(ε)) = ∂33uα(ε)→ 0 en H1(0, T ;H−1(Ω)).
Ahora, por el paso (vi) se tiene que eα||β(ε) → eα||β en H1(0, T ;L2(Ω)) y ∂3eα||β = 0,





→ 0 en H1(0, T ;H−1(Ω)).
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Como Γpαβ(ε) ∈ C1(Ω̄) (por definición, véanse (4.1.12) y (4.2.2) ), entonces Γ
p
αβ(ε)up(ε) ∈








Γpαβ(ε)∂3up(ε)→ 0 en H
1(0, T ;H−1(Ω)),
ya que ∂3up(ε) → 0 en H1(0, T ;H−1(Ω)) (véase el paso (ii) y (6.3.36)). Ahora bien, las
estimaciones ||∂3Γpαβ(ε)||0,∞,Ω̄ ≤ Cε, con una constante C > 0 (véase el Teorema 4.3.1) y
las convergencias εu(ε)→ 0 en H1(0, T ; [L2(Ω)]3) (véase el paso (vi)) implican que
∂3Γ
p
αβ(ε)up(ε)→ 0 en H
1(0, T ;L2(Ω)).
Por tanto, eαβ(∂3u′(ε)) = ∂3eαβ(u(ε))→ 0 en H1(0, T ;H−1(Ω)). De esta forma, completa-
mos la demostración de las convergencias (6.3.34). Entonces, junto con (6.3.33) se tiene por
el paso (ix) que ∂3uα(ε)→ 0 en H1(0, T ;L2(Ω)). Como ∂3u3(ε)→ 0 en H1(0, T ;L2(Ω)) y
γαβ(u(ε)) → eα||β en H1(0, T ;L2(ω)) por los pasos (ii) y (vii), concluimos de la igualdad
(6.3.31) la demostración de este paso.
(xi) Toda la familia (u(ε))ε>0 converge fuertemente a u en el espacio H1(0, T ;V #M (Ω)).
La familia (u(ε))ε>0 converge fuertemente enH1(0, T ;V #M (ω)) por el paso (viii) y ∂3u(ε)→
0 en H1(0, T ;L2(Ω)) para una cierta subsucesión (véanse los pasos (ii) y (x)). Enton-
ces, como el límite de esa sucesión es único, toda la familia (∂3u(ε))ε>0 converge en
H1(0, T ;L2(Ω)). Por tanto, por la definición de la norma |·|MT,Ω, (u(ε))ε>0 se trata de una
sucesión de Cauchy en el espacio de Hilbert H1(0, T ;V #M (Ω)) (ya que V
#
M (Ω) es un espacio
de Hilbert en virtud de la Proposición 6.2.3), por tanto, concluimos la demostración del
paso. Así, queda demostrado el apartado (a) del teorema.
Por tanto, la demostración del teorema está completa.
En lo que sigue, probaremos los resultados de convergencia correspondientes para jus-
tificar el modelo bidimensional de una membrana generalizada viscoelástica del segundo
tipo, enunciado en el Problema 6.2.8. En primer lugar, denotaremos por ṽ a la clase de
equivalencia del elemento v ∈ V (Ω) en el espacio cociente V (Ω)/V0(Ω); de la misma forma,
denotaremos por η̃ a la clase de equivalencia del elemento η ∈ V (ω) en el espacio cociente
V (ω)/V0(ω). Análogamente, utilizaremos notaciones similares para designar las clases de
equivalencia en los espacios completos Ṽ #M (Ω) y Ṽ
#
M (ω) definidos en (6.2.8)–(6.2.9), respec-
tivamente. Para facilitar la lectura, en el caso de promedios de funciones, utilizaremos la
notación ¯̃v para denotar a la clase de equivalencia del elemento v̄.
Teorema 6.3.4. Supongamos que θ ∈ C3(ω̄;R3) y sea ε0 definido como en el Teorema
4.1.4. Consideremos una familia de láminas membranas generalizadas del segundo tipo de
grosor 2ε que tiende a cero y teniendo cada una la misma superficie media S = θ(ω̄).
Supongamos que están sometidas a una condición de contorno de fijación a lo largo de
una parte de la frontera lateral, con el mismo conjunto θ(γ0) como su línea curva y bajo el
efecto de unas fuerzas admisibles. Para todo ε, 0 < ε ≤ ε0, sea u(ε) la única solución del
Problema 6.2.6. Entonces, existe ũ ∈ H1(0, T ; Ṽ #M (Ω)) y ξ̃ ∈ H1(0, T ; Ṽ
#
M (ω)) tal que
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ũ(ε)dx3 → ξ̃ en H1(0, T ; Ṽ #M (ω)) cuando ε→ 0.





ũdx3 = ξ̃ verifica el Problema 6.2.8.
Demostración. La demostración de este teorema sigue prácticamente los mismos argumen-
tos utilizado en la demostración del Teorema 6.3.1. A continuación indicaremos únicamente
las modificaciones que deben ser consideradas. Dividiremos, por tanto, la demostración en
varios pasos enumerados desde (i) hasta (xi).
(i) Este apartado coincide con el paso (i) de la demostración del Teorema 6.3.1.
(ii) Acotaciones a priori y extracción de sucesiones débilmente convergentes. Las se-
minormas |u(ε)|MT,Ω y |u(ε)|MT,ω, por tanto las normas |ũ(ε)|MT,Ω y |ũ(ε)|MT,ω, las seminor-
mas de las derivadas temporales correspondientes y las normas ||εu(ε)||H1(0,T ;[H1(Ω)]3) y
|ei||j(ε)|H1(0,T ;L2(Ω)) están acotadas independientemente de ε, 0 < ε ≤ ε2.
Además, por la definición de los espacios Ṽ #M (Ω) y Ṽ
#
M (ω) en (6.2.8)–(6.2.9), existe una
subsucesión, también denotada por (u(ε))ε>0, y existen ũ ∈ H1(0, T ; Ṽ #M (Ω)), u−1 =
(u−1i ) ∈ H1(0, T ;V (Ω)), ei||j ∈ H1(0, T ;L2(Ω)) y ξ̃ ∈ H1(0, T ; Ṽ
#
M (ω)) tales que
ũ(ε) ⇀ ũ en H1(0, T ; Ṽ #M (Ω)),
εu(ε) ⇀ u−1 en H1(0, T ; [H1(Ω)]3)
por tanto, εu(ε)→ u−1 en H1(0, T ; [L2(Ω)]3),
ei||j(ε) ⇀ ei||j en H1(0, T ;L2(Ω)),
∂3u3(ε) = εe3||3(ε)→ 0 en H1(0, T ;L2(Ω)),
ũ(ε) ⇀ ξ̃ en H1(0, T ; Ṽ #M (ω)),
cuando ε→ 0.
La demostración es análoga a la del paso (ii) en el Teorema 6.3.1.
(iii)–(vi) Estos apartados coinciden con los pasos (iii)− (vi) de la demostración del Teorema
6.3.1.
(vii) Se verifican las siguientes convergencias fuertes,
ei||j(ε)→ ei||j en H1(0, T ;L2(Ω)),
εu(ε)→ 0 en H1(0, T ; [H1(Ω)]3),
γαβ(u(ε))→ eα||β en H1(0, T ;L2(ω)),
ũ(ε)→ ξ̃ en H1(0, T ; Ṽ #M (ω)),
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cuando ε→ 0.
La demostración es análoga a la del paso (vii) en el Teorema 6.3.1, teniendo en cuenta que








, con ε, ε′ > 0,
y la correspondiente igualdad para las derivadas temporales asociadas.
(viii) El límite ξ(t) ∈ Ṽ #M (ω) ∀ t ∈ [0, T ] hallado en (vii) verifica el problema:
B̃#M(ξ̃, η̃) = L̃
#
M(η̃) ∀η̃ ∈ Ṽ
#
M (ω), c.p.d. en (0, T ),
ξ̃(0, ·) = ξ̃0(·),
el cual tiene unicidad de solución. Como consecuencia, se verifica la convergencia ũ(ε)→
ξ̃ en H1(0, T ; Ṽ #M (ω)) para toda la familia (ũ(ε))ε>0.














































adyds = LM(η) c.p.d. en (0, T ).
Como B̃M(ũ(ε), η̃) = BM(u(ε),η) y L̃M(η̃) = LM(η) por la definición de las formas B̃M
y L̃M en (6.2.24)–(6.2.25), respectivamente, se tiene que
ĺım
ε→0
B̃M(ũ(ε), η̃) = L̃M(η̃), ∀η̃ ∈ {V (ω)/V0(ω)}, c.p.d. en (0, T ).
Por otra parte, por el apartado (vii) obtenemos lo siguiente
ĺım
ε→0
B̃M(ũ(ε), η̃) = B̃
#
M(ξ̃, η̃) = L̃M(η̃), ∀η̃ ∈ {V (ω)/V0(ω)}, c.p.d. en (0, T ),
por tanto, B̃#M(ξ̃, η̃) = L̃
#
M(η̃) ∀η̃ ∈ Ṽ
#
M (ω), c.p.d. en (0, T ), por la definición de las
extensiones continuas B̃#M y L̃
#
M en el Problema 6.2.8. La existencia y unicidad de solución
es consecuencia del Teorema 6.2.10.
(ix) Este apartado coincide con el paso (ix) de la demostración del Teorema 6.3.1.
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(x) Se verifican las siguientes convergencias,
ũ(ε)→ ũ en H1(0, T ; Ṽ #M (Ω)),
∂3uα(ε)→ 0 en H1(0, T ;L2(Ω)).
Para la primera convergencia es suficiente con probar que (ũ(ε))ε>0 y su derivada temporal,



























y la igualdad análoga para la familia de las derivadas temporales. Por tanto, el resto de la
demostración sigue los argumentos considerados en el apartado (x) de la demostración del
Teorema 6.3.4.
(xi) Toda familia (ũ(ε))ε>0 converge fuertemente a ũ en el espacio H1(0, T ; Ṽ #M (Ω)).
La familia (ũ(ε))ε>0 converge fuertemente enH1(0, T ; Ṽ #M (ω)) por el paso (viii) y ∂3u(ε)→
0 en H1(0, T ;L2(Ω)) para una cierta subsucesión (véanse los pasos (ii) y (x)). Enton-
ces, como el límite de esa sucesión es único, toda la familia (∂3u(ε))ε>0 converge en
H1(0, T ;L2(Ω)). Por tanto, por la definición de la norma |·|MT,Ω, (ũ(ε))ε>0 se trata de una
sucesión de Cauchy en el espacio de Hilbert H1(0, T ; Ṽ #M (Ω)) (ya que Ṽ
#
M (Ω) es un espacio
de Hilbert en virtud de la Proposición 6.2.3), por tanto, concluimos la demostración del
paso.
Por tanto, la demostración del teorema está completa.
Observación 6.3.5. Al igual que comentamos en el Capítulo 5, nótese que las hipótesis
(6.3.1) implican en particular (4.4.5) y (4.4.4) como consecuencia de (4.4.2), es decir,
se cumplen las propiedades consideradas en el análisis asintótico formal realizado en el
Capítulo 4. En efecto, podríamos debilitar la hipótesis (5.3.2) asumiendo que las deforma-
ciones iniciales son de orden ε2. De esta forma, realizando algunas modificaciones en las
demostraciones de los Teoremas 6.3.1 y 6.3.4 se podrían obtener las mismas conclusiones.
En vista de las convergencias estudiadas en los teoremas anteriores, podemos analizar el
comportamiento asintótico del campo tensorial de tensiones escaladas para una membrana
generalizada viscoelástica (del primer o segundo tipo), siguiendo los argumentos estudiados
en [40], donde los autores muestran resultados de convergencias para las tensiones en
láminas elásticas lineales y no lineales. En el siguiente resultado, veremos que, en efecto,
las componentes del tensor de tensiones escalado definido en (4.2.14) tienen límite cuando
ε → 0. A diferencia de las convergencias estudiadas para el caso de la membrana elíptica
viscoelástica en el Teorema 5.3.10, en el caso de la membrana generalizada el caso de
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tensiones planas se obtendrá si y solo si los límites de las fuerzas admisibles definidas
en la Sección 6.2 son independientes de la variable transversal x3 y, en particular, las
componentes F i3 ∈ L2(0, T ;L2(Ω)) son idénticamente nulas.
Cabe destacar nuevamente que, como consecuencia de la expresión obtenida para los
límites de las componentes covariantes del tensor de deformaciones (véase el paso (iii) de la
demostración del Teorema 6.3.1), un término de memoria larga estará presente en el límite
de las tensiones escaladas, cuando en el modelo tridimensional de partida las tensiones
definidas en (4.1.5) presentaban únicamente un término de memoria corta.
Teorema 6.3.6. Asumamos las hipótesis consideradas en el Teorema 6.3.1 (Teorema 6.3.4
si la membrana generalizada es del segundo tipo). Entonces se verifican las siguientes con-
vergencias:
σij(ε)→ σij,0 en L2(0, T ;L2(Ω)),






















σα3,0 : = Fα3,
σ33,0 : = F 33.
Demostración. Teniendo en cuenta la definición de las tensones escaladas en (4.2.14), el
comportamiento asintótico de Aijkl(ε), Bijkl(ε) (véase el Teorema 4.2.2), las convergencias
fuertes ei||j(ε)→ ei||j en H1(0, T ;L2(Ω)) y las relaciones obtenidas en el apartado (iii) de
la demostración del Teorema 6.3.1 (o del Teorema 6.3.4 si la membrana generalizada es del
segundo tipo), se tiene por un lado que
σαβ,0 := ĺım
ε→0
σαβ(ε) = Aαβστ (0)eσ||τ + λa
αβe3||3 +B






































en L2(0, T ;L2(Ω)), siguiendo operaciones análogas a las realizadas en la demostración del
Teorema 6.3.1, en particular en los términos de la igualdad (6.3.18). Por otro lado, teniendo
en cuenta los argumentos mencionados, se obtiene que
σα3,0 := ĺım
ε→0
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σ33,0 := ĺım
ε→0




=λaστeσ||τ + (λ+ 2µ)e3||3 + θa
στ ėσ||τ + (θ + ρ)ė3||3 = F
33,
en L2(0, T ;L2(Ω)), siguiendo las operaciones que condujeron a las ecuaciones (6.3.8)-
(6.3.12), respectivamente.
A continuación, estudiaremos los resultados de convergencia en términos de las incóg-
nitas desescaladas centrándonos en el problema de la membrana generalizada del primer
tipo, siendo extensibles los mismos resultados a las membranas de segundo tipo simplemen-
te sustituyendo el espacio de compleción correspondiente definido en la Sección 6.2. Por el
desescalado definido en (6.2.26), tenemos que para cada ε > 0, ξε := ξ en H1(0, T ;V #M (ω)).
Como no podemos considerar el desescalado de cada componente, ya que dicha igualdad
se entiende en el espacio abstracto correspondiente, probaremos el siguiente resultado de
convergencia:
Teorema 6.3.7. Sea θ ∈ C3(ω̄;R3). Consideremos la familia de láminas membrana gene-
ralizadas viscoelásticas del primer tipo con un espesor de 2ε que tiende a cero y donde cada
una de ellas tiene la misma superficie media S = θ(ω̄). Supongamos que están sometidas
e una condición de contorno de fijación a lo largo de una parte de su cara lateral teniendo
como curva media el mismo conjunto θ(γ0) y bajo el efecto de las fuerzas admisibles (véase
la Sección 6.2).
Sean uε = (uεi ) ∈ H1(0, T ;V (Ωε)) y ξε = (ξεi ) ∈ H1(0, T ;V
#
M (ω)) para cada ε > 0
las soluciones de los Problemas 4.1.5 y 6.2.12, respectivamente. Además, sea ξ = (ξi) ∈
H1(0, T ;VM(ω)) la solución del Problema 6.2.7. Entonces tenemos que,





uεdxε3 → ξ en H1(0, T ;V
#












Por tanto, aplicando el Teorema 6.3.1 concluimos el resultado.

Capítulo 7
Justificación matemática del problema
de la lámina flexural viscoelástica
En los Capítulos 5 y 6, hemos justificado el modelo bidimensional de una lámina vis-
coelástica de tipo membrana derivado en el Capítulo 4. Las condiciones que asumíamos en
esos capítulos, nos conducían a que el espacio de desplazamientos inextensionales,
VF (ω) = {η = (ηi) ∈ H1(ω)×H1(ω)×H2(ω); ηi = ∂νη3 = 0 en γ0, γαβ(η) = 0 en ω},
contenía únicamente el elemento trivial η = 0. Por tanto, en este capítulo consideraremos
el caso donde el espacio VF (ω) contiene funciones no nulas. De esta forma, completaremos
la justificación matemática de los problemas bidimensionales identificados en el Capítulo
4, presentando en lo que sigue los resultados de convergencia para lo que denominábamos
como problema de una lámina flexural viscoelástica, definido sobre el espacio VF (ω).
Así pues, consideremos una familia de láminas viscoelásticas lineales con espesor 2ε y
supongamos que la condición de contorno de fijación se toma en una porción de la frontera
lateral γ0. En este capítulo veremos que, si la densidad de fuerzas volumétricas aplicadas es
O(ε2) y la densidad de fuerzas superficiales es O(ε3), la solución del problema variacional
escalado en coordenadas curvilíneas, u(ε), definida sobre el dominio de referencia Ω =
ω×(−1, 1) para cada t ∈ [0, T ], converge a un límite u = (ui) enH1(0, T ; [H1(Ω)]3), cuando
ε → 0. Además, veremos que este límite es independiente de la variable transversal x3.
También probaremos que el promedio ū = 1
2
∫ 1
−1 udx3 pertenece al espacio H
1(0, T ;VF (ω))
y verifica la ecuación bidimensional de una lámina flexural viscoelástica.
Una vez más seguiremos la notación y estilo de [30], en particular, el Capítulo 6, dedi-
cado a la justificación de las ecuaciones bidimensionales de una lámina flexural elástica. La
existencia y unicidad de solución de esas ecuaciones también se puede encontrar en [36].
La justificación matemática, por su parte, se puede encontrar en [34].
Comenzaremos este capítulo introduciendo en la Sección 7.1 una desigualdad de tipo
Korn que será necesaria para asegurar la existencia e unicidad de solución del problema
bidimensional de la lámina flexural viscoelástica. Además en esta sección mostraremos tam-
bién la versión desescalada de dicho problema. Por último, en la Sección 7.2 mostraremos
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los resultados principales de este capítulo, esto es, la justificación matemática del modelo
de lámina flexural viscoelástica propuesto.
7.1. Ecuaciones bidimensionales de una lámina flexural
viscoelástica
Empecemos recordando una desigualdad de tipo Korn para láminas lineales. Este re-
sultado será útil para demostrar la existencia y unicidad de solución del problema bidi-
mensional de una lámina flexural. La demostración de esta desigualdad puede consultarse,
por ejemplo, en el Teorema 2.6-4, [30]. Previamente a su enunciado, recordemos VK(ω) el
espacio definido en (6.2.2), por
VK(ω) := {η = (ηi) ∈ H1(ω)×H1(ω)×H2(ω); ηi = ∂νη3 = 0 en γ0}.
Además, dado η ∈ H1(ω) × H1(ω) × H2(ω) recordamos las definiciones de γαβ(η) ∈
L2(η) y ραβ(η) ∈ L2(ω) en (4.4.6) y (4.4.7) que denotan, respectivamente, las componentes
covariantes del tensor de cambio de métrica linealizado y del tensor de cambio de curvatura
linealizado asociado a un desplazamiento ηiai de la superficie S = θ(ω̄).
Teorema 7.1.1. Sean ω un dominio en R2, θ ∈ C3(ω;R3) una aplicación inyectiva tal
que los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄, γ0 un
















para todo η = (ηi) ∈ VK(ω).
De aquí en adelante y en lo que resta de capítulo, supondremos que la densidad de
fuerzas volumétricas es de orden O(ε2) y la densidad de fuerzas superficiales es de orden
O(ε3). En esta sección escribiremos el problema variacional (escalado y desescalado) para la
lámina flexural viscoelástica y probaremos la existencia y unicidad de solución. Nótese que,
a diferencia del problema de la membrana viscoelástica, no será necesaria la introducción
de espacios compleción adicionales en este problema, ya que el espacio VF (ω) es un espacio
completo con respecto a la norma usual de [H1(ω)]3.
Por tanto, recordemos el problema variacional bidimensional para una lámina flexural
viscoelástica (véase el apartado (c) del Teorema 4.4.1):
Problema 7.1.2. Hallar ξ : [0, T ]× ω −→ R3 tal que,































ady ∀η = (ηi) ∈ VF (ω), c.t.p. t ∈ (0, T ),
ξ(0, ·) = ξ0(·),
donde aαβστ , bαβστ y cαβστ denotan las componentes contravariantes de los tensores bidi-




f i,2(t)dx3 + h
i,3
+ (t) + h
i,3
− (t) con h
i,3
± (t, ·) = hi,3(t, ·,±1). (7.1.2)
El Problema 7.1.2 está bien definido y podemos probar la existencia y unicidad de
solución. En efecto, tenemos el siguiente teorema:
Teorema 7.1.3. Sean ω un dominio en R2, θ ∈ C3(ω̄;R3) una aplicación inyectiva tal
que los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄. Sean
f i,2 ∈ L2(0, T ;L2(Ω)), hi,3 ∈ L2(0, T ;L2(Γ1)), donde Γ1 := Γ+ ∪ Γ−. Sea ξ0 ∈ VF (ω).
Entonces el Problema 7.1.2, tiene solución única ξ ∈ H1(0, T ;VF (ω)). Además, si ḟ i,3 ∈
L2(0, T ;L2(Ω)), ḣi,3 ∈ L2(0, T ;L2(Γ1)), entonces ξ ∈ H2(0, T ;VF (ω)).


























para todo ξ,η ∈ VF (ω). Dado que pi,2 ∈ L2(0, T ;L2(ω)) y que las formas bilineales a y
b son elípticas, teniendo en cuenta la elipticidad de los tensores bidimensionales (véase el
Teorema 4.4.5) y la desigualdad de tipo Korn (7.1.1), podemos considerar el Problema 7.1.2
en el marco de la formulación (4.3.8)–(4.3.9). Así, siguiendo argumentos análogos a los de
la demostración del Teorema 4.3.15, deducimos que el Problema 7.1.2 tiene solución única
ξ ∈ H1(0, T ;VF (ω)). Si además, tenemos regularidad adicional para f i,2 y hi,3, podemos
concluir que ξ ∈ H2(0, T ;VF (ω)).
Además, en vista de los escalados de las incógnitas en (4.2.1), definimos para cada ε > 0
las componentes covariantes ξεi : ω̄ −→ R del campo de desplazamientos ξε : ω̄ −→ R3 de
la superficie media S de la lámina tomando:
ξεi := ξi y ξ
ε := ξεia
i. (7.1.3)
Por tanto, podemos escribir el problema variacional desescalado para una lámina fle-
xural viscoelástica:
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Problema 7.1.4. Hallar ξε : [0, T ]× ω −→ R3 tal que,




































ady ∀η = (ηi) ∈ VF (ω), c.p.d. en (0, T ),





f i,ε(t)dxε3 + h
i,ε
+ (t) + h
i,ε
− (t) con h
i,ε
± (t, ·) = hi,ε(t, ·,±ε),
y además, aαβστ,ε, bαβστ,ε y cαβστ,ε denotan las versiones desescaladas de las componentes
contravariantes de los tensores bidimensionales de cuarto orden (5.2.2)–(5.2.4), kε es la
constante definida en (5.2.6).
Observación 7.1.5. Recordemos que las definiciones de aαβστ,ε, bαβστ,ε, cαβστ,ε y kε coin-
ciden con sus versiones escaladas introducidas en (4.4.10)–(4.4.13) teniendo en cuenta la
hipótesis asumidas para los coeficientes de Lamé y de viscosidad en (4.1.18) y (4.1.19),
respectivamente.
Teorema 7.1.6. Sean ω un dominio R2, θ ∈ C2(ω̄;R3) una aplicación inyectiva tal que
los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄. Sean
f i,ε ∈ L2(0, T ;L2(Ωε)), hi,ε ∈ L2(0, T ;L2(Γε1)), donde Γε1 := Γε+ ∪ Γε−. Sea ξε0 ∈ VF (ω).
Entonces el Problema 7.1.4, tiene una única solución ξε ∈ H1(0, T ;VF (ω)). Además, si
ḟ i,ε ∈ L2(0, T ;L2(Ωε)), ḣi,ε ∈ L2(0, T ;L2(Γε1)), entonces ξε ∈ H2(0, T ;VF (ω)).
Demostración. La demostración de este teorema es análoga a la del Teorema 7.1.3.
En la Figura 7.1 podemos observar algunas ilustraciones de ejemplos de láminas flexu-
rales. Como se puede comprobar en el Capítulo 6, [30], una placa sometida a una condición
de contorno en una porción de su frontera lateral, también corresponde a un ejemplo de
lámina flexural.
7.2. Resultados de convergencia cuando ε→ 0
Comenzaremos esta sección recordando el problema tridimensional escalado de una
lámina viscoelástica, del cual estudiaremos la convergencia cuando ε tiende a cero. Por
tanto, sea u(ε) la única solución del Problema 4.2.9 con p = 2 (véase el Teorema 4.3.14
para p = 2), que se escribe como:
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Figura 7.1: Ejemplos de láminas flexurales. La zona sombreada indica el conjunto donde
se considera la condición de contorno de fijación.
Problema 7.2.1. Hallar u(ε) : [0, T ]× Ω −→ R3 tal que,




















g(ε)dΓ ∀v ∈ V (Ω), c.p.d. en (0, T ), (7.2.1)
u(ε)(0, ·) = u0(ε)(·),
Observación 7.2.2. Nótese que hemos identificado f i ≡ f i,2 y hi ≡ hi,3 para simplificar
la notación.
Para cada ε > 0, supondremos que la condición inicial de las deformaciones linealizadas
escaladas es
ei||j(ε)(0, ·) = 0, (7.2.2)
es decir, el dominio se encuentra en su estado natural sin deformaciones al inicio del periodo
de observación.
A continuación presentaremos el resultado principal de este capítulo. Veremos que la
incógnita tridimensional escalada u(ε), solución del Problema 7.2.1, converge cuando ε
tiende a cero a un límite u independiente de la variable transversal x3. Además, podremos
identificar el promedio de este límite con la solución ξ = ū del Problema 7.1.2.
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Teorema 7.2.3. Supongamos que θ ∈ C3(ω̄;R3) y sea ε0 definido como en el Teorema
4.1.4. Consideremos una familia de láminas flexurales de espesor 2ε que tiende a cero,
teniendo cada una la misma superficie media S = θ(ω̄). Supongamos que están sometidas
a una condición de contorno de fijación sobre una parte de su cara lateral, con el mismo
conjunto θ(γ0) como curva media. Además, asumamos (7.2.2) y las hipótesis en los datos
establecidas en el Teorema 7.1.3. Para todo ε, 0 < ε ≤ ε0, sea u(ε) la solución del problema
escalado tridimensional 7.2.1. Entonces, existe una función u = (ui) ∈ H1(0, T ; [H1(Ω)]3),
tal que:
(a) u(ε)→ u en H1(0, T ; [H1(Ω)]3) cuando ε→ 0,
(b) u := (ui) es independiente de la variable transversal x3.





udx3 = ξ verifica el Problema 7.1.2.
Demostración. Seguiremos la misma estructura que la demostración del Teorema 6.2-1,
[30]. Por tanto, dividiremos la demostración en varias partes, enumeradas de (i) a (vi).







y ||u(ε)||H1(0,T ;[H1(Ω)]3) están acotadas independientemen-
te de ε, 0 < ε ≤ ε1, donde ε1 > 0 viene dado en el Teorema 6.1.5. Consecuentemente, existe
una subsucesión, también denotada por (u(ε))ε>0, y funciones e1i||j ∈ H1(0, T ;L2(Ω)),u ∈
H1(0, T ; [H1(Ω)]3), verificando que u = 0 en Γ0, tales que:
u(ε) ⇀ u en H1(0, T ; [H1(Ω)]3) (7.2.3)






1(0, T ;L2(Ω)). (7.2.5)




















g(ε)dΓ, c.p.d. en (0, T ),
























g(ε)dΓ, c.p.d. en (0, T ).
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Utilizando la desigualdad de Cauchy-Schwarz y (4.3.2), existe una constante ĉ > 0 depen-











∣∣∣∣ ≤ ĉ ‖u(ε)‖1,Ω , (7.2.7)
para todo ε, 0 < ε ≤ ε0 y todo t ∈ [0, T ]. Por otra parte, utilizando (4.2.10), (4.3.2) y




g(ε)dx ≥ g1/20 Ce|ek||l(ε)|20,Ω
≥ g1/20 CeC−2ε2 ‖u(ε)‖
2
1,Ω . (7.2.8)









‖u(ε)‖1,Ω dt ≤ ĉ
√
Tε2 ‖u(ε)‖L2(0,T ;[H1(Ω)]3) .
Por tanto, concluimos que existe una constante k̃1 > 0 independiente de ε tal que,
‖u(ε)‖L2(0,T ;[H1(Ω)]3)) ≤ k̃1.
Como consecuencia, por las desigualdades (7.2.6)–(7.2.8) podemos confirmar que se verifi-



























g(ε)dΓ, c.p.d. en (0, T ),


























g(ε)dΓ, c.p.d. en (0, T ).
























Utilizando la desigualdad de Cauchy-Schwarz y (4.3.2), de nuevo tenemos que existe una
constante c > 0 dependiendo de las normas |f i|0,Ω, |hi|L2(Γ1) y de la norma del operador










∣∣∣∣ ≤ c ‖u̇(ε)‖1,Ω , (7.2.10)





g(ε)dx ≥ g1/20 Cv|ėk||l(ε)|20,Ω
≥ g1/20 CvC−2ε2 ‖u̇(ε)‖
2
1,Ω . (7.2.11)








‖u̇(ε)‖1,Ω dt ≤ c
√
Tε2 ‖u̇(ε)‖L2(0,T ;[H1(Ω)]3) .
Así, concluimos que existe una constante k̃2 > 0 independiente de ε tal que
‖u̇(ε)‖L2(0,T ;[H1(Ω)]3)) ≤ k̃2.
Como consecuencia de las desigualdades (7.2.9)–(7.2.11) podemos confirmar que se verifican






. Entonces se cumplen las convergencias
débiles anunciadas en este paso.
(ii) El límite u obtenido en el paso anterior es independiente de la variable transversal





udx3 = ū ∈ H1(ω) ×H1(ω) ×H2(ω) es tal que ūi = ∂ν ū3 = 0 en
γ0 y γαβ(ū) = 0 en ω para todo t ∈ [0, T ].
Este paso es consecuencia del paso (i) y el Teorema 6.1.3 y con esto, concluimos la demos-
tración del apartado (b) de este teorema.
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(iii) Obtenemos la relación entre los límites e1i||j hallados en (i) y los límites u := (ui).
Por un lado, por el Teorema 6.1.3 tenemos que −∂3e1α||β = ραβ(u) en H1(0, T ;L2(Ω)). Por
otro lado, como consecuencia de la definición de las deformaciones escaladas en (4.2.6)–
(4.2.8), se obtienen las convergencias:




∂3vα en L2(Ω), (7.2.13)
εe3||3(ε;v) = ∂3v3 para todo ε > 0. (7.2.14)

























































































g(ε)dΓ ∀v ∈ V (Ω), c.p.d. en (0, T ).
Tomamos el límite ε→ 0. Teniendo en cuenta el comportamiento asintótico de las compo-
nentes contravariantes de los tensores de cuarto orden Aijkl(ε), Bijkl(ε) (véase el Teorema
4.2.2), g(ε) (véase el Teorema 4.3.1), las convergencias (7.2.12)–(7.2.14) y las convergencias
débiles del paso (i), obtenemos la siguiente ecuación integral:∫
Ω
(























adx = 0, (7.2.15)
c.p.d. en (0, T ). Por un lado, si tomamos v ∈ V (Ω) tal que v2 = v3 = 0 y utilizamos el
Teorema 4.3.4, tenemos que
2µaα1e1α||3 + ρa
α1ė1α||3 = 0, c.p.d. en (0, T ). (7.2.16)
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Por otra parte, si tomamos v ∈ V (Ω) tal que v1 = v3 = 0 y utilizamos el Teorema 4.3.4,
tenemos que
2µaα2e1α||3 + ρa
α2ė1α||3 = 0, c.p.d. en (0, T ). (7.2.17)















c.p.d. en (0, T ), por (4.1.9). Ahora, por la condición inicial (7.2.2) y las convergencias
débiles de (i), deducimos que e11||3(0, ·) = 0 y por tanto,
e11||3(t) = 0 en Ω, ∀t ∈ [0, T ].




2||3 = 0, c.p.d. en (0, T ).
Entonces por la condición inicial (7.2.2) y las convergencias débiles de (i), deducimos que
e12||3(0, ·) = 0 y por tanto,
e12||3(t) = 0 en Ω, ∀t ∈ [0, T ].
Tomando v ∈ V (Ω) tal que vα = 0 en (7.2.15), obtenemos que∫
Ω
(


















para todo v3 ∈ H1(Ω) con v3 = 0 en Γ0 y c.p.d. en (0, T ). Aplicando el Teorema 4.3.4,
obtenemos la siguiente ecuación diferencial:
λaαβe1α||β + (λ+ 2µ)e
1
3||3 + θa
αβ ė1α||β + (θ + ρ)ė
1
3||3 = 0. (7.2.18)
Observación 7.2.4. Nótese que eliminando la dependencia temporal y la viscosidad, esto
es tomando θ = ρ = 0, esta ecuación conduce a la estudiada en [30] (página 312, Capítulo
6), esto es, el caso elástico.
Para resolver la ecuación (4.4.21) en el caso más interesante, asumiremos que el coeficiente
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Integrando con respecto a la variable temporal y utilizando (7.2.2) (teniendo en cuenta las












































en Ω , c.t.p. t ∈ (0, T ).
(iv) La función ū := (ūi) verifica el Problema 7.1.2, el cual tiene solución única por
el Teorema 7.1.3. Como consecuencia, las convergencias u(ε) ⇀ u en H1(0, T ; [H1(Ω)]3)
y u(ε) → u en H1(0, T ; [L2(Ω)]3) se verifican para toda la familia (u(ε))ε>0 (como la
solución ū es única, también lo es u ya que es independiente de x3 por el paso (ii)).
La función ū pertenece al espacio VF (ω), para todo t ∈ [0, T ] por el paso (ii). Dado
η ∈ VF (ω), sea v(ε) = (vi(ε)) definido en casi todo punto de Ω para todo ε > 0 como sigue
(al igual que el caso elástico seguiremos la idea tomada de [105]):
vα(ε) := ηα − εx3θα, con θα := ∂αη3 + 2bσαησ, (7.2.21)
v3(ε) := η3. (7.2.22)
Entonces, tomando ese v(ε) ∈ V (Ω) tenemos que e3||3(ε;v(ε)) = 0 para todo ε > 0 (véase
(4.2.8)). Probemos que para una función η ∈ VF (ω), identificada donde sea necesario con
una función en el espacio H1(Ω)×H1(Ω)×H2(Ω), se verifica lo siguiente:
v(ε)→ η en [H1(Ω)]3, (7.2.23)
1
ε






converge en L2(Ω). (7.2.25)
La primera relación se verifica por la definición de v(ε) en (7.2.21)–(7.2.22). Utilizando





























eα||β(ε;v(ε))→ −x3ραβ(η) ∈ L2(Ω).
También podemos obtener después de algunos cálculos que
1
ε





α) ησ + x3Γ
σ
α3(ε)θσ,









Ahora, fijamos η ∈ VF (ω) y tomemos v = v(ε) en (7.2.1), con v(ε) = (vi(ε)) definido como










































































































































Tomemos el límite ε → 0. Por el comportamiento asintótico de las funciones v(ε) y
1
ε
eα||β(ε;v(ε)) en (7.2.23)–(7.2.25), Aijkl(ε), Bijkl(ε), g(ε) (véanse los Teoremas 4.2.2 y
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con pi definido en (7.1.2) y donde aαβστ , bαβστ y cαβστ denotan las componentes contrava-
riantes de los tensores bidimensionales de cuarto orden definidos en (4.4.10)–(4.4.12). Aho-
ra, recordemos que en el paso (iii) obtuvimos que −∂3e1α||β = ραβ(u) en H1(0, T ;L2(Ω)).
Por tanto, como u es independiente de x3 (véase el paso (ii)), tenemos que las funciones
e1α||β son de la forma
e1α||β = Υαβ − x3ραβ(ū), (7.2.26)











































, concluimos que ū verifica el Problema 7.1.2.
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(v) Se verifican las convergencias fuertes 1
ε
ei||j(ε) → e1i||j en H1(0, T ;L2(Ω)). Además,













































































































c.t.p. t ∈ (0, T ). Integrando con respecto a la variable temporal en el intervalo [0, T ],



























































Tomemos el límite cuando ε→ 0 en (7.2.28). Teniendo en cuenta las convergencias débiles
estudiadas en (i) y los comportamientos asintóticos de las funciones Aijkl(ε), Bijkl(ε) y g(ε)






























c.t.p. t ∈ (0, T ). Ahora, por las expresiones de Aijkl(0) y Bijkl(0) (véase el Teorema 4.2.2)










































































adx, c.t.p. t ∈ (0, T ).
Substituyendo las relaciones (7.2.19)–(7.2.20) estudiadas en el paso (iii), se tiene que esta












































































adxds, c.t.p. t ∈ (0, T ), (7.2.31)















































































ds, c.p.d. en (0, T ). (7.2.32)























ds, c.p.d. en (0, T ). (7.2.33)
Por (7.2.29) tenemos que
∫ T
0
Ψ(ε)dt ≥ 0 para todo ε > 0, entonces
∫ T
0
Ψdt ≥ 0. Para
probar la desigualdad opuesta, definamos un tensor Υ := (Υij) ∈ S3, tal que Υαβ denotan
los elementos introducidos en la relación (7.2.26), Υα3 := 0 y donde Υ33 ∈ H1(0, T ;L2(ω))






















en Ω , c.t.p. t ∈ (0, T ). Teniendo esto en cuenta y utilizando las expresiones de Aijkl(0) y























































adx, c.t.p. t ∈ (0, T ), (7.2.36)






































































ds, c.p.d. en (0, T ).












Ahora bien, dado que las funciones Υαβ son independientes de x3 y e1i||j(0, ·) = 0 por (7.2.2)
y las convergencias débiles obtenidas en el paso (i), entonces ραβ(ū(0, ·)) debe ser cero y,
como consecuencia, Υαβ(0, ·) = 0. Además, por (7.2.34) tenemos que Υ33(0, ·) = 0. Por
tanto, si integramos (7.2.38) sobre el intervalo [0, T ] y tenemos en cuenta las condiciones
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g(ε)dx = Ψ̃(ε), c.t.p. t ∈ (0, T ).
Integrando con respecto a la variable temporal sobre el intervalo [0, T ], utilizando (4.2.10)







































































































adxds, c.t.p. t ∈ (0, T ). (7.2.40)
Ahora, realizando cálculos similares a los hechos anteriormente, teniendo en cuenta la






















ds, c.p.d. en (0, T ). (7.2.41)
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Nuevamente, teniendo en cuenta la definición del tensor Υ := (Υij) ∈ S3 donde Υα3 = 0






























adyds, c.p.d. en (0, T ).












Si integramos (7.2.42) en [0, T ] y tenemos en cuenta las condiciones iniciales Υij(0, ·) =








(véase (4.2.12)), se tiene que∫ T
0




Por tanto, por (7.2.39) tenemos que se verifican las convergencias fuertes 1
ε
ėi||j(ε) → ė1i||j
en L2(0, T ;L2(Ω)), cuando ε → 0. De esta forma, concluimos que 1
ε
ei||j(ε) → e1i||j en
H1(0, T ;L2(Ω)), cuando ε→ 0. En particular, esta convergencia implica que 1
ε
ei||j(ε)→ e1i||j
en L2(Ω) para todo t ∈ [0, T ]. Entonces, si tomamos el límite cuando ε→ 0 en la primera
igualdad de (7.2.28) se deduce que Ψ = 0. Por tanto, aplicando el Teorema 4.3.15, podemos
asegurar que la ecuación (7.2.33) (con Ψ = 0) implica que Υαβ(t) = 0 para todo t ∈ [0, T ].
Esto además, nos conduce a que (véase (7.2.26)),
e1α||β = −x3ραβ(ū), (7.2.43)
es decir, las funciones e1α||β están unívocamente determinadas, ya que ū es única (véase
el paso (iv)). Como consecuencia, por las relaciones halladas en (iii) obtenemos que las
funciones ei||3 también son únicas. Entonces, las convergencias fuertes obtenidas en este








(vi) Se verifica la convergencia fuerte u(ε)→ u en H1(0, T ; [H1(Ω)]3).
Como 1
ε
ei||j(ε)→ e1i||j en H1(0, T ;L2(Ω)) por el paso (v) tenemos que
1
ε
∂3ei||j(ε)→ ∂3e1i||j ∈ H1(0, T ;H−1(Ω)).
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→ 0 en H1(0, T ;H−1(Ω)).
Por tanto, se deduce que,
ραβ(u(ε))→ −∂3e1i||j en H1(0, T ;H−1(Ω)),
esto es, la familia (ραβ(u(ε)))ε>0 converge en H
1(0, T ;H−1(Ω)), entonces obtenemos la con-
vergencia deseada aplicando el apartado (e) del Teorema 6.1.3. De esta forma, obtenemos
la demostración del apartado (a) de este teorema.
Por tanto, hemos completado la demostración del teorema.
Observación 7.2.5. Al igual que comentamos en los Capítulos 5 y 6, nótese que las
hipótesis (7.2.2) implican en particular (4.4.5) y (4.4.4) como consecuencia de (4.4.2), es
decir, se cumplen las propiedades consideradas en el análisis asintótico formal realizado
en el Capítulo 4. En efecto, podríamos debilitar la hipótesis (5.3.2) asumiendo que las
deformaciones iniciales son de orden ε2. De esta forma, realizando algunas modificaciones
en la demostración del Teorema 7.2.3 podríamos obtener las mismas conclusiones.
Observación 7.2.6. Nótese que el Problema 7.1.4 se puede obtener de la misma forma
tomando los mismos escalados para la incógnita (desplazamientos), pero tomando las si-
guientes hipótesis en los datos:
λε = εrλ, µε = εrµ,
θε = εrθ, ρε = εrρ,
f i,ε(t,xε) = ε2+rf i(t,x) ∀x ∈ Ω, con xε = πε(x) ∈ Ωε,∀t ∈ [0, T ],
hi,ε(t,xε) = ε3+rhi(t,x) ∀x ∈ Γ+ ∪ Γ−, con xε = πε(x) ∈ Γε+ ∪ Γε−,∀t ∈ [0, T ],
donde las constantes λ ≥ 0 y µ, θ, ρ > 0 y las funciones f i ∈ L2(0, T ;L2(Ω)) y hi ∈
L2(0, T ;L2(Γ+ ∪ Γ−)) son independientes de ε y r denota un número real arbitrario.
Al igual que hemos realizado en capítulos anteriores de esta memoria, en vista de
las convergencias estudiadas en el teorema anterior, podemos analizar el comportamiento
asintótico del campo tensorial de tensiones escaladas para una lámina flexural viscoelástica,
siguiendo los argumentos estudiados en [40], donde los autores muestran resultados de
convergencias para las tensiones en láminas elásticas lineales y no lineales. En el siguiente
resultado, veremos que las componentes del tensor de tensiones escalado definido en (4.2.14)
tienen límite nulo cuando ε → 0 y, por tanto, obtendremos convergencias a términos de
menor orden, es decir, las correcciones correspondientes a cada componente (para el caso
elástico véase el Teorema 8, [40]).
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Teorema 7.2.7. Asumamos las hipótesis consideradas en los Teoremas 4.2.7 y 7.2.3. En-
tonces se verifican las siguientes convergencias:
1
ε
σαβ(ε)→ σαβ,1 en L2(0, T ;L2(Ω)),
1
ε2
σi3(ε)→ σi3,2 en L2
(
0, T ;H1(−1, 1;H−1(ω))
)
,























son las derivadas covariantes de primer orden de este campo tensorial.
Demostración. Teniendo en cuenta la definición de las tensiones escaladas en (4.2.14) y las
convergencias 1
ε
ei||j(ε)→ e1i||j en H1(0, T ;L2(Ω)) (véase el paso (v) de la demostración del
Teorema 7.2.3) es claro que
σij(ε) = Aijkl(ε)ek||l(ε) +B
ijkl(ε)ėk||l(ε)→ 0 en L2(0, T ;L2(Ω)).
Por tanto, estudiemos las correcciones correspondientes a cada una de las componentes
del campo de tensiones escalado. En primer lugar, por el comportamiento asintótico de
Aijkl(ε), Bijkl(ε) (véase el Teorema 4.2.2), las convergencias fuertes 1
ε
ei||j(ε) → e1i||j en







































































































σ̃αβ,1 en L2(0, T ;L2), (7.2.46)







αβ,1 en L2(0, T ;L2). (7.2.47)
En segundo lugar, por el comportamiento asintótico de Aijkl(ε), Bijkl(ε) (véase el Teo-
rema 4.2.2), las convergencias fuertes 1
ε
ei||j(ε) → e1i||j en H1(0, T ;L2(Ω)) y que e1σ||3 = 0

























en L2(0, T ;L2(Ω)). En particular,
1
ε
σα3(ε)→ 0 en L2(0, T ;L2). (7.2.48)
Entonces, calculemos las correcciones de orden dos correspondientes a estas componen-
tes del campo de tensiones escalado. Teniendo en cuenta la condición de contorno escalada
(4.2.21), podemos escribir∫ x3
−1
∂3σ
i3(ε)(y, s)ds = σi3(ε)(y, x3) + h
i
−(ε)(y). (7.2.49)
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Por otra parte, de la ecuación de equilibrio escalada (4.2.19), se tiene para i = α que




||3 (ε) = f
α(ε).
Entonces, de la expresión (4.2.23) para i = α y j = 3 teniendo en cuenta que Γ33q(ε) =




α3(ε) = σα3||3 (ε)− Γ
α
p3(ε)σ






















Integrando (7.2.50) con respecto a la variable transversal x3 en [−1, x3], teniendo en





























Recordemos que para el caso de la lámina flexural viscoelástica asumimos que f i(ε) =
ε2f i,2 y hi(ε) = ε3hi,3. Por tanto, de (7.2.51) deducimos, teniendo en cuenta (7.2.46)–
(7.2.48) y las convergencias de los símbolos de Christoffel en el Teorema 4.3.1, que
1
ε2

























en L2(0, T ;L2), con σ̃αβ,1||β definido en (7.2.45). Además, por los mismos argumentos, dedu-

















2(0, T ;H1), (7.2.52)
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= λaστe1σ||τ + (λ+ 2µ)e
1
3||3 + θa
στ ė1σ||τ + (θ + ρ)ė
1
3||3 = 0,
donde hemos tenido en cuenta (7.2.18). En particular,
1
ε
σ33(ε)→ 0 en L2(0, T ;L2). (7.2.53)
Calculemos entonces el corrector correspondiente. De la ecuación de equilibrio escalada
(4.2.19) para i = 3 se tiene que −σ3j||j(ε) = −σ
3β
||β(ε)−σ33||3(ε) = f 3(ε). Por tanto, de (4.2.23)







































Por tanto, recordando el orden de las fuerzas aplicadas asumido para el caso de la
lámina flexural, las convergencias (7.2.46), (7.2.48) (y que 1
ε
∂βσ
β3(ε)→ 0 en L2(0, T ;L2))




























σ̃αβ,1bαβ en L2(0, T ;H1).
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Observación 7.2.8. A diferencia de la convergencia del campo de tensiones escaladas
obtenida para los casos de la membrana elíptica viscoelástica (Teorema 5.3.10) y de la
membrana generalizada viscoelástica (Teorema 6.3.6), observamos que los límites obtenidos
de las tensiones escaladas del problema de la lámina flexural no dependen de las fuerzas
aplicadas que actúan sobre la lámina.
A continuación, estudiaremos las convergencias en términos de las incógnitas desesca-
ladas. Las convergencias u(ε) → u en H1(0, T ; [H1(Ω)]3) del Teorema 7.2.3, los escalados
uεi (t,x
ε) =: ui(ε)(t,x) ∀xε = πε(x) ∈ Ω̄ε, ∀t ∈ [0, T ] (véase (4.2.1)), los desescalados








3 → ξi en H1(0, T ;H1(ω)).
Además, podemos probar el siguiente teorema en relación a las convergencias de los
promedios de las componentes tangencial y normal del campo vectorial de desplazamientos:
Teorema 7.2.9. Supongamos que θ ∈ C3(ω̄;R3). Consideremos una familia de láminas
flexurales viscoelásticas con espesor 2ε que tiende a cero, teniendo la misma superficie
media S = θ(ω̄) y asumamos las hipótesis en los datos consideradas en el Teorema 7.1.3.
Sean uε = (uεi ) ∈ H1(0, T ;V (Ωε)) y ξε = (ξεi ) ∈ H1(0, T ;VF (ω)) para cada ε > 0
las soluciones de los Problemas 4.1.5 y 7.1.4, respectivamente. Además, sea ξ = (ξi) ∈
H1(0, T ;VF (ω)) la solución del Problema 7.1.2. Entonces:










α,εdxε3 → ξαaα en H1(0, T ; [H1(ω)]3) cuando ε→ 0,
y










3,εdxε3 → ξ3a3 en H1(0, T ; [H1(ω)]3) cuando ε→ 0.
Demostración. La demostración de este teorema es similar a la del Teorema 5.3.11. Como
θ ∈ C3(ω̄;R3) los campos vectoriales gα(ε) : Ω̄ −→ R3 definidos por gα(ε) := gα,ε(xε) para
todo xε = π(x) ∈ Ω̄ε son tal que gα(ε) − aα = O(ε), donde los campos aα se identifican



















α(ε)− aα)dx3 − (uα(ε)− ξα)aα.
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Por un lado, como uα(ε)→ uα en H1(0, T ;H1(Ω)) y gα(ε)→ aα en C1(Ω̄) implican que
uα(ε)(g
α(ε)− aα)→ 0 en H1(0, T ; [H1(Ω)]3),






α(ε)− aα)dx3 → 0 en H1(0, T ; [H1(ω)]3),
y utilizando el mismo argumento se tiene que (uα(ε) − ξα)aα → 0 en H1(0, T ; [H1(ω)]3).






3,εdxε3 − ξε3a3 = (u3(ε)− ξ3)a3,
por tanto, aplicando el apartado (b) del Teorema 5.1.1 obtenemos que (u3(ε)− ξ3)a3 → 0
en H1(0, T ; [H1(ω)]3).















3, se conocen como los campos de desplazamientos límite tangencial y nor-
mal, respectivamente, de la superficie media S de la lámina. Si denotamos el campo de











Problema dinámico de una lámina
viscoelástica
Como en el Capítulo 4, consideremos una familia de láminas viscoelásticas con un espe-
sor de 2ε (donde ε denota un parámetro pequeño), fijadas a lo largo de una parte de su cara
lateral y todas teniendo la misma superficie media S. A diferencia de los demás capítulos
de la Parte II de esta memoria aquí consideraremos un problema dinámico incluyendo el
término inercial. El objetivo principal de este capítulo es estudiar el comportamiento límite
del problema tridimensional y su solución cuando ε tiende a cero.
Como hemos observado en los capítulos anteriores, el proceso de análisis asintótico for-
mal y el estudio de la convergencia de este tipo de problemas da lugar a extensos cálculos
y notaciones cargadas. Es por ello por lo que en esta memoria hemos optado por estudiar
previamente el caso cuasiestático para presentar de una forma más resumida la extensión
al caso dinámico que, como veremos en lo que sigue, no aporta mayores dificultades téc-
nicas pero sí añade una considerable cantidad de términos y resultados nuevos. Por tanto,
para realizar el análisis asintótico formal del problema dinámico de la lámina viscoelástica,
seguiremos el estudio hecho en el Capítulo 4. De este modo, obtendremos de manera formal
las ecuaciones dinámicas bidimensionales para una lámina membrana viscoelástica. En las
referencias [85–87] y siguiendo el estilo de [30], se puede encontrar el análisis asintótico
de láminas elásticas considerando un estado dinámico. En estos trabajos se identifican los
modelos dinámicos correspondientes a los obtenidos para el caso cuasiestático, es decir,
se identifican las ecuaciones dinámicas bidimensionales de las denominadas membranas
elípticas, membranas generalizadas y láminas flexurales elásticas. También, se incluyen re-
sultados de convergencia que justifican los modelos obtenidos y las ecuaciones dinámicas
de Koiter correspondientes. Análogamente, en las referencias [56–58] se realiza un estu-
dio similar pero considerando un material viscoelástico cuya ley constitutiva presenta un
término de memoria larga.
De manera análoga a lo sucedido en el caso cuasiestático, en este capítulo veremos que
a pesar de considerar un modelo tridimensional de una lámina viscoelástica con memoria
corta, representada por una derivada temporal, el análisis asintótico conducirá de forma
natural a un modelo bidimensional que presenta un término de memoria larga, representada
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por una integral en tiempo, que tiene en cuenta todas las deformaciones previas del cuerpo.
Comenzaremos el capítulo describiendo, en la Sección 8.1, el problema mecánico di-
námico en el dominio de referencia original y su formulación variacional en coordenadas
cartesianas. A continuación, debido a la geometría particular que configura una lámina,
propondremos una formulación variacional en coordenadas curvilíneas. Después considera-
remos una aplicación proyección a un dominio de referencia, independiente del parámetro
pequeño, para escribir el problema escalado correspondiente. En este punto definiremos las
incógnitas y las fuerzas escaladas y plantearemos las hipótesis sobre los coeficientes, que
serán las mismas ya consideradas en el Capítulo 4. En la Sección 8.2, incluiremos resulta-
dos teóricos que sirven para demostrar la existencia y unicidad de solución del problema
tridimensional original y del problema bidimensional que deduciremos en lo que sigue. En
la Sección 8.3 mostraremos el análisis asintótico formal que dará lugar a las ecuaciones
dinámicas bidimensionales de las láminas viscoelásticas, apoyándonos en lo ya estudiado
en el Capítulo 4. Para finalizar, presentaremos el problema dinámico bidimensional de una
membrana viscoelástica y estudiaremos la existencia y unicidad de solución, atendiendo a
la misma clasificación realizada en los Capítulos 5 y 6 en el caso cuasiestático.
8.1. Problema dinámico para una lámina viscoelástica
En esta sección expondremos el problema dinámico tridimensional que modeliza la de-
formación de una lámina viscoelástica sometida a fuerzas externas. Para realizar el análisis
asintótico del problema, seguiremos los mismos pasos y notación utilizados en el Capítulo
4.
Sea Ω∗ un dominio de R3 definido como en la Sección 4.1. Al igual que allí, el conjunto
Ω∗ denota la región ocupada por el sólido deformable en ausencia de fuerzas. Suponemos
que el cuerpo está compuesto por un material viscoelástico de tipo Kelvin-Voigt, que es
homogéneo e isótropo, tal que está caracterizado por sus coeficientes de Lamé λ ≥ 0, µ > 0
y sus coeficientes de viscosidad, θ ≥ 0, ρ ≥ 0 (véanse, por ejemplo, [48, 83, 144]).
Sea T > 0 el periodo de tiempo de observación. Bajo los efectos de las fuerzas aplicadas
el cuerpo es deformado y denotamos por u∗i : [0, T ]× Ω̄∗ → R3 las componentes cartesianas
del campo de desplazamientos, definido como u∗ := u∗iei : [0, T ] × Ω̄∗ → R3, donde
{ei} denota la base euclídea canónica en R3. Además, consideraremos que el campo de
desplazamientos se anula en el conjunto Γ∗0 ⊂ ∂Ω∗, de medida no nula. Por tanto, el campo
de desplazamientos u∗ = (u∗i ) : [0, T ]×Ω∗ −→ R3 es solución del siguiente problema físico
tridimensional en coordenadas cartesianas:
Problema 8.1.1. Hallar u∗ = (u∗i ) : [0, T ]× Ω̄∗ −→ R3 tal que,
%ü∗i − ∂∗jσij,∗(u∗) = f i,∗ en Ω∗, (8.1.1)




i,∗ en Γ∗1, (8.1.3)
u∗(0, ·) = u∗0 en Ω∗, (8.1.4)
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u̇∗(0, ·) = u̇∗0 en Ω∗, (8.1.5)
donde % denota la densidad del cuerpo, (8.1.5) la velocidad inicial y los demás términos y
funciones son definidos como en el Problema 4.1.1.
Supongamos que la densidad % es una constante positiva o es tal que % ∈ L∞(Ω∗),
%(x∗) ≥ %∗ > 0 c.t.p. x∗ ∈ Ω∗.
Considerando el espacio de soluciones admisibles V (Ω∗) (véase (4.1.6)) y asumiendo su-
ficiente regularidad para la incógnita u∗ = (u∗i ) obtenemos el siguiente problema variacional
en coordenadas cartesianas:
Problema 8.1.2. Hallar u∗ = (u∗i ) : [0, T ]× Ω∗ → R3 tal que,
























∗ ∀v∗ ∈ V (Ω∗), c.p.d. en (0, T ),
u∗(0, ·) = u∗0(·), u̇∗(0, ·) = u̇∗0(·).
Consideremos entonces que Ω∗ es una lámina viscoelástica de espesor 2ε. A conti-
nuación, expresaremos las ecuaciones del Problema 8.1.2 en función de las coordenadas
curvilíneas cuyas bases y funciones fueron definidas en la Sección 4.1. Adicionalmente,a la
definición de la primera forma fundamental (4.1.8), y teniendo en cuenta (4.1.7), definimos
de forma análoga,
aij := ai · aj. (8.1.6)
Observación 8.1.3. Nótese que simplemente estamos añadiendo a la definición de la
primera forma fundamental los elementos ai3 = δi3 (véase (4.1.7)), donde δij denota la
delta de Kronecker.
Ahora, para cada ε > 0, definimos el dominio tridimensional Ωε := ω × (−ε, ε) y su
frontera Γε = ∂Ωε. Para cada ε, 0 < ε ≤ ε0, consideramos la aplicación Θ (véase (4.1.10))
tal que el conjunto Θ(Ω̄ε) = Ω̄∗ es la configuración de referencia de una lámina viscoelástica,
con superficie media S y espesor 2ε > 0. Por tanto, denotando por uεi : [0, T ] × Ω̄ε → R3
las componentes covariantes el campo de desplazamientos, siguiendo (4.1.14) y recordando
la definición del espacio de soluciones admisibles V (Ωε) (véase (4.1.15)) podemos escribir
la expresión del Problema 8.1.2 en coordenadas curvilíneas (véase de nuevo [30] para más
detalle). Por tanto, se tiene que el campo uε = (uεi ) verifica el siguiente problema variacional
dinámico para la deformación de una lámina viscoelástica tridimensional en coordenadas
curvilíneas:
Problema 8.1.4. Hallar uε = (uεi ) : [0, T ]× Ωε → R3 tal que,
uε(t, ·) ∈ V (Ωε) ∀ t ∈ [0, T ],































gεdΓε ∀vε ∈ V (Ωε), c.p.d. en (0, T ),
uε(0, ·) = uε0(·), u̇ε(0, ·) = u̇ε0(·).
Consideremos ahora el dominio Ω := ω × (−1, 1) y el espacio V (Ω) (véase (4.2.17))
definidos como en la Sección 4.2, donde también presentamos las funciones escaladas que
utilizaremos en lo que sigue. Recordando la definición de las componentes del tensor métrico
en (4.1.11) las asociaremos con las funciones gij(ε) definidas por,
gij(ε)(x) := gij,ε(xε) para todo xε = πε(x) ∈ Ω̄ε.
Además, se puede probar (véase la demostración del Teorema 3.3-1 en [30], por ejemplo)
que,
gαβ(ε) = aαβ + 2εx3a
ασbβσ +O(ε2), gi3(ε) = ai3. (8.1.7)
Por tanto, podemos escribir el problema dinámico variacional escalado:
Problema 8.1.5. Hallar u(ε) : [0, T ]× Ω −→ R3 tal que,





























g(ε)dΓ ∀v ∈ V (Ω), c.p.d. en (0, T ),
u(ε)(0, ·) = u0(ε)(·), u̇(ε)(0, ·) = u̇0(ε)(·).
8.2. Resultados preliminares
A continuación, presentaremos varios resultados relacionados con la existencia y unici-
dad de solución de los problemas que acabamos de introducir y de los que aparecerán en lo
que resta de capítulo. Demostraremos estos resultados considerando un problema abstracto
en el que podrán ser enmarcados los problemas en cuestión. En esta sección, seguiremos
algunos argumentos utilizados para el estudio de existencia de solución de un problema
dinámico de contacto en [16].
Sea V un espacio de Hilbert y denotemos por (·, ·)V y ‖·‖V , el producto interior y
la norma asociada, respectivamente. Consideremos los operadores acotados B : V −→ V ,
A : V −→ V y una función f : (0, T ) −→ V . Sean también u0, w0 ∈ V . Estamos interesados
en estudiar el siguiente problema:
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Problema 8.2.1. Hallar u : [0, T ]→ V tal que,
ü+Bu̇(t) + Au(t) = f(t) c.t.p. t ∈ (0, T ),
u(0) = u0, u̇(0) = w0.
Teorema 8.2.2. Supongamos que B : V −→ V es un operador fuertemente monótono,
Lipschitz-continuo y A : V −→ V es un operador lineal Lipschitz-continuo. Además, sean
u0, w0 ∈ V y f ∈ L2(0, T ;V ). Entonces, el Problema 8.2.1 tiene solución única u ∈
H2(0, T ;V ).
Demostración. Para la demostración de este teorema consideraremos una cadena de proble-
mas auxiliares que nos permitirán probar la existencia y unicidad de solución del problema
original. En primer lugar, escribimos el problema en términos de la velocidad: hallar w ∈ V
para todo t ∈ [0, T ] tal que
(ẇ, v)V + (Au+Bw, v)V = (f, v)V , (8.2.8)
w(0) = w0, (8.2.9)





Sea τ ∈ L2(0, T ;V ) y consideremos el siguiente problema: hallar wτ ∈ V tal que
(ẇτ , v)V + (Bwτ , v)V = (f − τ, v)V , (8.2.11)
wτ (0) = w0, (8.2.12)




wτ (s)ds+ u0. (8.2.13)
Por tanto, el problema (8.2.11)–(8.2.12) se puede enmarcar en la formulación del Proble-
ma 4.3.7 el cual tiene solución única por el Teorema 4.3.8. Entonces, como el operador B es
Lipschitz-continuo (y el operador identidad es fuertemente continuo y Lipschitz-continuo),
(f − τ) ∈ L2(0, T ;V ) y w0 ∈ V existe una única solución del problema (8.2.11)–(8.2.12)
y además, wτ ∈ H1(0, T ;V ). Por tanto, por (8.2.13) uτ ∈ H2(0, T ;V ). A continuación,
probemos que el problema (8.2.11)–(8.2.12) es una reformulación del Problema 8.2.1. Para
ello consideremos el operador Ψ : L2(0, T ;V )→ L2(0, T ;V ) definido por
(Ψτ, v)V = (Auτ , v)V ∀v ∈ V, (8.2.14)
donde uτ está definido en (8.2.10) a través de la solución del problema (8.2.11)–(8.2.12).
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Probaremos que este operador tiene un único punto fijo. Sean τ1, τ2 ∈ L2(0, T ;V ). Por
simplicidad denotemos wα = wτα , uα = uτα (α = 1, 2). Por un lado, tomemos τ = τα en
(8.2.14) alternadamente y restemos ambas expresiones, obteniendo,
(Ψτ1(t)−Ψτ2(t), v)V = (A(u1(t)− u2(t)), v)V ,
para todo v ∈ V, c.t.p. t ∈ (0, T ). Entonces, utilizando que A es un operador Lipschitz-
continuo, deducimos que existe una constante C > 0 tal que
‖Ψτ1 −Ψτ2‖V ≤ C ‖u1 − u2‖V . (8.2.15)




‖wτ (s)‖V ds, ∀ t ∈ [0, T ],




‖w1(s)− w2(s)‖V ds, ∀ t ∈ [0, T ].





‖w1(s)− w2(s)‖2V ds, ∀ t ∈ [0, T ]. (8.2.16)
Por otro lado, tomemos τ = τα en (8.2.11) alternadamente y restemos ambas expresio-
nes, obteniendo,
(ẇ1 − ẇ2, w1 − w2)V + (B (w1 − w2) , w1 − w2)V = (τ2 − τ1, w1 − w2)V .








(τ2(s)− τ1(s), w1(s)− w2(s))V ds.





‖w1(s)− w2(s)‖2V ds ≤
∫ t
0




(τ2(s)− τ1(s), w1(s)− w2(s))V ds.
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Ahora, utilizando la desigualdad de Young, ab ≤ εa2 + 1
4ε





‖w1(s)− w2(s)‖2V ds ≤
∫ t
0











De esta forma, deducimos que existe una constante C̃ := 4/(3m2B) > 0 tal que∫ t
0








‖τ2(s)− τ1(s)‖2V ds, (8.2.17)
para todo t ∈ [0, T ]. Por tanto, por un corolario del Teorema del punto fijo de Banach (véase
por ejemplo la Proposición 3.1 en [150]), deducimos que existe un único τ ∗ ∈ L2(0, T ;V ) tal
que Ψτ ∗ = τ ∗. Como consecuencia, tomando en (8.2.11) τ = τ ∗ recuperamos la expresión
(8.2.8) y así, deducimos que el problema (8.2.11)–(8.2.12) se trata de una reformulación
de (8.2.8)–(8.2.9). De esta forma, concluimos que (8.2.8)–(8.2.9) tiene solución única w ∈
H1(0, T ;V ) y como consecuencia de (8.2.10), u ∈ H2(0, T ;V ). Así, como este problema era
una reformulación del Problema 8.2.1, damos por finalizada la demostración del teorema.
Gracias a este resultado, podemos asegurar la existencia y unicidad de solución de
los problemas tridimensionales introducidos en la sección anterior (Problemas 8.1.2, 8.1.4,
8.1.5). En particular tenemos el siguiente teorema:
Teorema 8.2.3. Sea Ωε el dominio en R3 definido en la Sección 4.1 y sea Θ un C2-
difeomorfismo de Ω̄ε en su imagen Θ(Ω̄ε), tal que los tres vectores gεi (x) = ∂εiΘ(xε) son
linealmente independientes para todo xε ∈ Ω̄ε. Sea Γε0 un subconjunto dΓε-medible de Γε =
∂Ωε con medida no nula. Sea f i,ε ∈ L2(0, T ;L2(Ωε)), hi,ε ∈ L2(0, T ;L2(Γε1)), donde Γε1 :=
Γε+∪Γε−. Sean uε0, u̇ε0 ∈ V (Ωε). Entonces, existe una única solución uε = (uεi ) : [0, T ]×Ωε →
R3 que verifica el Problema 8.1.4. Además uε ∈ H2(0, T ;V (Ωε)).
Demostración. Por simplicidad en la notación, sea V = V (Ωε). Por el Teorema de Re-
presentación de Riesz (véase el Teorema 4.11 en [14], por ejemplo) tenemos que existen





























para todo uε,vε ∈ V . Los operadores B y A son fuertemente monótonos como consecuencia
de la elipticidad de los tensores de cuarto orden (Aijkl,ε) y (Bijkl,ε) por (4.2.4), (4.2.10) y
(4.2.5), (4.2.11), respectivamente y por la desigualdad de Korn (véase el Teorema 4.3.6).
Por tanto, el Problema 8.1.4 puede escribirse como: hallar uε : [0, T ]× Ωε −→ R3 tal que,
uε(t) ∈ V ∀ t ∈ [0, T ],
ü+Bu̇ε(t) + Auε(t) = f(t) c.t.p. t ∈ (0, T ),
uε(0) = uε0, u̇
ε(0) = u̇ε0 en V.
Por tanto, podemos aplicar el Teorema 8.2.2 y concluir que el problema tiene solución
única uε ∈ H2(0, T ;V ).
Utilizando los mismos argumentos obtendríamos los resultados análogos para los Pro-
blemas 8.1.2 y 8.1.5.








la norma inducida es equivalente a la norma usual de L2(Ωε), como consecuencia de la
definición de %, el hecho de que gij,ε denota las componentes de un tensor definido positivo
(véase (4.1.11)) y de (4.1.13).
A continuación, probaremos el siguiente resultado que será clave para asegurar la exis-
tencia y unicidad de solución de los problemas bidimensionales que obtendremos en el
análisis formal.
Teorema 8.2.5. Supongamos que A : V −→ V es un operador lineal fuertemente monó-
tono, Lipschitz-continuo, B : V −→ V es un operador fuertemente monótono, Lipschitz-
continuo y C : V −→ V es un operador Lipschitz-continuo. Además, sean u0, w0 ∈ V y
f ∈ L2(0, T ;V ). Entonces, existe una única solución del problema:






= (f, v)V , ∀v ∈ V, c.t.p. t ∈ (0, T ),
u(0) = u0, u̇(0) = w0.
Además, u ∈ H2(0, T ;V ).
Demostración. En primer lugar escribamos el problema en términos de la velocidad: hallar
w ∈ V para todo t ∈ [0, T ] tal que






= (f, v)V , (8.2.18)
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w(0) = w0, (8.2.19)





Sea M ∈ L2(0, T ;V ) y consideremos el problema auxiliar: hallar wM ∈ V para todo
t ∈ [0, T ] tal que
(ẇM , v)V + (AuM +BwM , v)V = (f, v)V + (M, v)V , (8.2.21)
wM(0) = w0, (8.2.22)





Sabemos por el Teorema 8.2.2 que este problema tiene solución única ya que es una
reformulación del Problema 8.2.1 en términos de la velocidad (véase (8.2.8)–(8.2.9)). Enton-
ces, existe un único wM ∈ H1(0, T ;V ) y un único uM ∈ H2(0, T ;V ) verificando (8.2.21)–
(8.2.23). Probemos ahora, que el problema (8.2.21)–(8.2.22) es una reformulación del pro-
blema (8.2.18)–(8.2.19). Para ello consideremos el operador Ξ : L2(0, T ;V )→ L2(0, T ;V )
definido por,
ΞF = CuM , donde M(t) =
∫ t
0
e−k(t−s)F (s)ds, para todo F ∈ L2(0, T ;V ) (8.2.24)
y donde uM viene dado por (8.2.23). Sean F1, F2 ∈ L2(0, T ;V ) y M1,M2 las correspon-
dientes expresiones según (8.2.24). Por simplicidad utilizaremos la notación uα = uMα y
wα = wMα (α = 1, 2). Por un lado, como C es un operador Lipschitz-continuo y por (8.2.23)
existen unas contantes C̄, C1 > 0 tales que
‖ΞF1(t)− ΞF2(t)‖2V = ‖Cu1(t)− Cu2(t)‖
2






‖w1(s)− w2(s)‖2V ds. (8.2.25)
Por otro lado, tomandoM = Mα alternadamente en (8.2.21) con v = w1−w2 y restando
ambas expresiones, se tiene que
(ẇ1 − ẇ2, w1 − w2)V + (A(u1 − u2), w1 − w2)V
+ (B(w1 − w2), (w1 − w2))V = (M1 −M2, w1 − w2) .
Integrando con respecto a la variable temporal y teniendo en cuenta que u1(0) = u2(0) =
u0 y w1(0) = w2(0) = w0 obtenemos que
‖w1(t)− w2(t)‖2V + (A(u1(t)− u2(t)), u1(t)− u2(t))V




(B (w1(s)− w2(s)) , w1(s)− w2(s))V ds =
∫ t
0
(M1(s)−M2(s), w1(s)− w2(s))V ds.
Utilizando que A y B son operadores fuertemente monótonos se tiene que existe una




‖w1(s)− w2(s)‖2V ds ≤
∫ t
0




(M1(s)−M2(s), w1(s)− w2(s))V ds.
Ahora, utilizando la desigualdad de Young, ab ≤ εa2 + 1
4ε





‖w1(s)− w2(s)‖2V ds ≤
∫ t
0











De esta forma, deducimos que existe una constante C̃ := 4/(3m2B) > 0 tal que∫ t
0




Así de esta desigualdad, junto con (8.2.25) y (8.2.24), se tiene que existe una constante
Ĉ > 0 tal que
‖ΞF1(t)− ΞF2(t)‖2V ≤ C1C̃
∫ t
0






para todo t ∈ [0, T ]. Por tanto, por un corolario del Teorema del punto fijo de Banach (véase
por ejemplo la Proposición 3.1 en [150]), deducimos que existe un único F ∗ ∈ L2(0, T ;V )











Entonces, tomando M = M∗ en (8.2.21) recuperamos la expresión (8.2.18) y así, de-
ducimos que el problema (8.2.21)–(8.2.22) es una reformulación de (8.2.18)–(8.2.19). De
esta forma, concluimos que este problema tiene solución única w ∈ H1(0, T ;V ) y, como
consecuencia de (8.2.20), u ∈ H2(0, T ;V ). Así, como (8.2.18)–(8.2.19) era una reformula-
ción del problema original de este teorema, damos por finalizada la demostración de este
resultado.
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8.3. Análisis asintótico formal
En esta sección deduciremos un modelo dinámico bidimensional para una lámina vis-
coelástica. Seguiremos los pasos análogos a los realizados en la Sección 4.4, en particular,
en el Teorema 4.4.1. Por tanto, consideraremos las fuerzas aplicadas escaladas como en
(4.2.24)–(4.2.25) lo que sustituyendo en el Problema 8.1.5 nos conduce al siguiente proble-
ma:
Problema 8.3.1. Hallar u(ε) : [0, T ]× Ω −→ R3 tal que,




























∀v ∈ V (Ω), c.p.d. en (0, T ),
u(ε)(0, ·) = u0(ε)(·), u̇(ε)(0, ·) = u̇0(ε)(·).
Este problema tiene una única solución para cada ε > 0, siguiendo los argumentos
utilizados en el Teorema 8.2.2. Además, para cada ε > 0, u(ε) ∈ H2(0, T ;V (Ω)).
Supongamos que θ ∈ C3(ω̄;R3) y que la incógnita escalada admite un desarrollo asintó-
tico de la forma (4.4.1). Al igual que en el caso cuasiestático asumiremos las hipótesis (4.4.4)
y (4.4.5), es decir, que el término de orden cero de la condición inicial es independiente de
la variable transversal y que las deformaciones al inicio del periodo de observación son a
lo sumo de orden O(ε2). Además, también supondremos que la velocidad inicial admite un






2u̇20 + .... con u̇
0
0(·) = u̇0(0, ·),
donde u̇00 ∈ V (Ω), u̇
q
0 ∈ [H1(Ω)]3 con q ≥ 1 y ∂3u̇00 = 0.
A continuación, identificamos en el siguiente resultado el término principal u0 del desa-
rrollo asintótico (4.4.1) siguiendo los mismos pasos realizados en el Teorema 4.4.1.
Teorema 8.3.2. Consideremos el Problema 8.3.1 tras sustituir el desarrollo asintótico de
u(ε) propuesto en (4.4.1). Identificando los términos multiplicados por la misma potencia
de ε tenemos que:
(a) El término principal u0 del desarrollo asintótico es independiente de la variable
transversal x3. Por tanto, se puede identificar con una función ξ0 tal que ξ0 = 0 en γ0 y
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(b) Asumamos que V0(ω) = {0}. Entonces, obtenemos que ξ0 es solución de unas ecua-
ciones límite bidimensionales, que podemos describir como ecuaciones dinámicas de una
lámina membrana viscoelástica: Hallar ξ0 : [0, T ]× ω −→ R3 tal que,




































ady ∀η = (ηi) ∈ V (ω), c.p.d. en (0, T ),
ξ0(0, ·) = ξ00(·), ξ̇
0





f i,0(t)dx3 + h
i,1
+ (t) + h
i,1
− (t) y h
i,1
± (t, ·) = hi,1(t, ·,±1) ∀ t ∈ [0, T ].
Demostración. Para la demostración de este teorema tomaremos valores particulares para
p en el Problema 8.3.1. Después, agrupamos los términos multiplicados por las mismas
potencias de ε.
Nótese que el término inercial del Problema 8.3.1, esto es, el término adicional que no
se hallaba en la ecuación del caso cuasiestático en el Problema 4.2.9, es de orden O(1)
(como consecuencia del desarrollo asintótico propuesto (4.4.1)). Entonces, agrupando los
términos multiplicados por las mismas potencias de ε en el Problema 8.3.1 (y tomando
valores particulares para p) obtendremos los mismos resultados que en los pasos (i)− (ii)
de la demostración del Teorema 4.4.1. De esta forma, la prueba del apartado (a) de este
teorema se obtiene siguiendo los mismos argumentos que el caso cuasiestático. Por tanto,
teniendo cuenta lo resultados de los pasos (i)− (ii), continuaremos la demostración con el
paso (iii) correspondiente.
(iii) Sea p = 0 en (8.3.1). Agrupando los términos multiplicados por ε0, teniendo en























































8.3 Análisis asintótico formal 263
para todo v ∈ V (Ω), c.p.d. en (0, T ). Tomando v ∈ V (Ω) tal que sea independiente de
x3, esto es, tal que podemos identificar v con una función η ∈ V (ω), podemos seguir los














































adΓ, ∀η ∈ V (ω) c.p.d. en (0, T ),
donde aαβστ , bαβστ y cαβστ denotan las componentes contravariantes de los tensores bi-
dimensionales de cuarto orden, definidos en (4.4.10)–(4.4.12). Recordemos que si η =
(ηi) ∈ H1(ω) × H1(ω) × L2(ω), entonces γαβ(η) ∈ L2(ω), obteníamos que e0α||β(t) =
γαβ(ξ
0(t)) y e0α||β(η(t)) = γαβ(η(t)) para todo η ∈ V (ω) ∀ t ∈ [0, T ], (véanse (4.4.2),
(4.4.3) y (4.4.6)). Y así, teniendo en cuenta (i) (véase la demostración del Teorema 4.4.1)
obtenemos el siguiente problema: hallar ξ0 : [0, T ]× ω −→ R3 tal que,




































ady ∀η = (ηi) ∈ V (ω), c.p.d. en (0, T ),
ξ0(0, ·) = ξ00(·), ξ̇
0
(0, ·) = ξ̇00(·).
Por tanto, concluimos el apartado (b) y completamos la demostración del teorema.
Observación 8.3.3. Al igual que en el caso cuasiestático de los capítulos anteriores, se
podrían deducir las ecuaciones para la lámina dinámica flexural viscoelástica siguiendo los
pasos del análisis formal desarrollado en el Teorema 4.4.1 y las ideas utilizadas en el caso
de la lámina dinámica flexural elástica de [86].
Como consecuencia del teorema anterior hemos deducido el siguiente problema dinámico
bidimensional para una membrana viscoelástica:
Problema 8.3.4. Hallar ξ0 : [0, T ]× ω −→ R3 tal que,

































ady ∀η = (ηi) ∈ V (ω), c.p.d. en (0, T ),





f i,0(t)dx3 + h
i,1
+ (t) + h
i,1
− (t) y h
i,1
± (t, ·) = hi,1(t, ·,±1) ∀ t ∈ [0, T ].
Al igual que ocurría en el caso cuasiestático, el Problema 8.3.4 no está bien definido si
no consideramos una compleción del espacio V (ω). Esto nos vuelve a llevar a la distinción
entre las membranas elípticas y membranas generalizadas viscoelásticas presentadas para
el caso cuasiestático en los Capítulos 5 y 6, respectivamente.
En el caso de que la superficie media S de la membrana viscoelástica sea elíptica y la
condición de contorno se considere en toda la frontera lateral de la lámina, definiremos el
Problema 8.3.4 en el espacio VM(ω) = H10 (ω)×H10 (ω)× L2(ω) (véase el Capítulo 5). Por
tanto, podemos asegurar la existencia y unicidad de solución del problema dinámico de la
membrana elíptica viscoelástica que presentamos en el siguiente teorema:
Teorema 8.3.5. Sean ω un dominio en R2, θ ∈ C2(ω̄;R3) una aplicación inyectiva tal
que los dos vectores aα = ∂αθ son linealmente independientes en todo punto de ω̄. Sean
f i,0 ∈ L2(0, T ;L2(Ω)), hi,1 ∈ L2(0, T ;L2(Γ1)), donde Γ1 := Γ+ ∪ Γ−. Sean ξ0, ξ̇0 ∈ VM(ω).
Entonces el Problema 8.3.4, tiene solución única ξ ∈ H2(0, T ;VM(ω)).
Demostración. Sea V := VM(ω). Entonces, por el Teorema de representación de Riesz
(véase el Teorema 4.11 en [14], por ejemplo) tenemos que existen unos operadores lineales

























para todo ξ,η ∈ VM(ω). Por tanto, podemos considerar el Problema 8.3.4 en el marco
de la formulación del problema del Teorema 8.2.5, ya que pi,0 ∈ L2(0, T ;L2(ω)) y por la
elipticidad de los tensores bidimensionales en (4.4.37)–(4.4.38) y la desigualdad de tipo
Korn en (5.1.3). Por tanto, siguiendo argumentos análogos a los de la demostración del
Teorema 8.2.5, tenemos que el Problema 8.3.4 tiene solución única ξ ∈ H2(0, T ;VM(ω)).
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la norma inducida es equivalente a la norma usual de L2(ω), como consecuencia de la
definición de %, el hecho de que aij denota las componentes de un tensor definido positivo
(véase (8.1.6)) y de (4.1.9).
En otro caso, si la superficie media de la lámina no es elíptica o la condición de contorno
no se considera en la totalidad de la frontera lateral, el problema se denominará como
ecuaciones dinámicas de una membrana generalizada viscoelástica (véase el Capítulo 6).
Como vimos allí, además se tendrá que considerar una subdivisión de este grupo entre
membranas generalizadas del primer tipo y del segundo tipo. En cada uno de esos casos,
considerando la correspondiente compleción de los espacios V (ω) y V (Ω) y junto con la
condición de las fuerzas admisibles (véase la Sección 6.2), podremos asegurar la existencia
y unicidad de solución utilizando los argumentos del Teorema 8.2.5 (análogamente a los
resultados del caso cuasiestático de los Teoremas 6.3.1 y 6.3.4).

Parte III
Modelo acoplado para un fluido viscoso
en una tubería curva con paredes en
movimiento

Introducción a la Parte III
Los modelos acoplados surgen con naturalidad a la hora de estudiar problemas del
mundo real. Esto se debe a que, con frecuencia, este tipo de problemas se pueden describir
haciendo uso de varios modelos de la mecánica de medios continuos que se complementan
entre sí. Un claro ejemplo de este acoplamiento entre diferentes modelos es el del problema
del campo de la biomedicina que ha servido como motivación de esta memoria: el flujo de
la sangre en un vaso sanguíneo. En este ejemplo, la sangre (que podemos modelar como
un fluido) ejerce una presión sobre las paredes del vaso sanguíneo (que podemos modelar
como un sólido). En consecuencia, las paredes del vaso sanguíneo se mueven, lo que a
su vez hace que el dominio en el que se resuelven las ecuaciones que modelan el flujo de
la sangre varíe. En esta dirección, existe una importante colección de artículos y libros
cuyos autores dedican a problemas relacionados con el sistema circulatorio en el cuerpo
humano. Citaremos en esta introducción algunas obras de referencia en esta especialidad.
Una óptima predicción del comportamiento de estos problemas necesita de la consideración
de modelos acoplados que se obtengan combinando el movimiento del fluido en el interior
de los vasos y la respuesta del tejido biológico.
Los problemas de interacción fluido-estructura que involucran interfaces en movimien-
to han sido un gran foco de atención durante más de dos décadas. Una de las primeras
incógnitas que presenta un modelo acoplado es la existencia de problemas bien definidos
y de solución de los mismos. Como ya hemos mencionado anteriormente en esta memoria,
propondremos el estudio de existencia de solución de los modelos acoplados como trabajo
futuro; sin embargo, mencionaremos algunos estudios relacionados con nuestro caso que
podrían ser de interés. En particular, ya hemos citado el trabajo [2] donde se analizan las
ecuaciones de Navier-Stokes en un dominio con frontera en movimiento con condiciones de
contorno de presión-velocidad. Este trabajo es una generalización de [91], donde se consi-
deraba una condición de monotonía sobre la variación temporal del dominio y condiciones
de contorno involucrando la presión. Los resultados presentes en esas referencias, junto
con los obtenidos para el caso particular de estructuras finas en [108], podrían indicar los
primeros pasos de un posible estudio en este sentido. Con posterioridad a esas referen-
cias, en [44] encontramos resultados sobre la existencia de solución débil de problemas de
fluido-estructura considerando las ecuaciones de Navier-Stokes para modelar el fluido y
una ley de pared elástica para la estructura. Pocos años más tarde, en [26], se obtienen
resultados análogos para la interacción entre un fluido viscoso y placas elásticas. En [27],
se presenta un estudio sobre la existencia y unicidad de solución del problema acoplado de
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las ecuaciones de Navier-Stokes y una lámina no lineal elástica (bio-membrana). Además,
en [28], los autores consideran el mismo problema pero con una ley de pared no lineal de
una lámina elástica de Koiter, considerando como condición de contorno la continuidad
entre los desplazamientos y las tensiones en la pared. Más recientemente, en [84] también
se considera una interacción con una estructura de tipo lámina de Koiter para el estudio
de existencia débil de solución.
Otra de las dificultades que presentan estos modelos acoplados es su resolución numéri-
ca. Hoy en día, a pesar del gran avance tecnológico experimentado en las últimas décadas,
la resolución de este tipo de modelos requiere de un gran coste computacional y presen-
ta ciertos problemas de estabilidad numérica. Como consecuencia, en muchos trabajos se
consideran estudios de modelos reducidos, como en [17, 17, 53, 54, 130, 143, 165] donde
se presentan modelos unidimensionales para modelar el flujo sanguíneo, obteniendo bue-
nos resultados numéricos. Los ecuaciones de este tipo de modelos se deducen formalmente
integrando la condición de incompresibilidad y la componente axial del momento lineal.
En el caso de los modelos unidimensionales, es muy interesante su comparación con los re-
sultados obtenidos con modelos tridimensionales como se estudia en [165] para problemas
hemodinámicos.
Para la obtención de modelos reducidos en este campo, también podemos destacar
numerosos trabajos donde estos modelos se derivan utilizando el método asintótico. Por
ejemplo, en [160, 161] se usan los métodos asintóticos para modelar un problema vascu-
lar incluyendo estimaciones del error. También encontramos en [117] estudios asintóticos
de problemas de interacción fluido-estructura en canales con paredes viscoelásticas. Sus
autores, presentan en [118] un estudio asintótico tridimensional de un fluido en una tube-
ría con paredes elásticas (membranas). En [119, 120] analizan el problema de interacción
fluido-estructura entre el movimiento de un fluido viscoso y una tubería elástica y un flujo
periódico y una placa de pequeño espesor, respectivamente. También incluyen resultados
de existencia y unicidad de solución débil y estimaciones del error. En [121], considerando
un problema similar, realizan un estudio asintótico en una tubería elástica cuya densidad
y módulo de Young dependen del parámetro pequeño que mide el ratio del radio de la
sección transversal de la tubería y el espesor de las paredes de la misma.
Además de la obtención de modelos reducidos y los métodos asintóticos, también existen
otras formas de estudiar este tipo de modelos acoplados. Por ejemplo, en [112] el acopla-
miento del fluido con la estructura se realiza considerando condiciones de tipo Robin con
lo que obtienen estimaciones de estabilidad del esquema propuesto. En [164] se utiliza el
método de descomposición de dominios para el problema acoplado con aplicaciones al flujo
sanguíneo. En [131] se estudia la existencia local de un problema de multiescala, acoplando
un problema de valor inicial en una región vascular particular y otro problema análogo
para el resto del sistema circulatorio, si bien destaca otras posibles aplicaciones.
En esta parte de la memoria, presentaremos dos modelos formales acoplados para el
problema del fluido viscoso en el interior de la tubería curva con paredes móviles. Así,
consideraremos los casos donde la pared sigue una ley viscoelástica o una ley elástica para
describir el modelo de interacción de fluido-estructura utilizando los resultados desarrolla-
dos en las Partes I y II de este trabajo. Además, también indicaremos los siguientes pasos
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Modelos acoplados del flujo en una
tubería curva con paredes móviles
En este capítulo presentaremos dos ejemplos de modelos acoplados para el estudio del
flujo de un fluido viscoso incompresible en el interior de una tubería curva con paredes
móviles. Para ello, utilizaremos los resultados obtenidos a lo largo de esta memoria en las
Partes I y II.
En primer lugar, en la Sección 9.1, consideraremos que la pared de la tubería está for-
mada por un material viscoelástico, como el considerado para la lámina en la Parte II.
Combinaremos el modelo asintótico obtenido para el fluido en el Capítulo 2 (en particular,
(2.3.28)–(2.3.29)) con el modelo asintótico deducido para el problema dinámico de la lámi-
na dinámica viscoelástica (en particular, el Problema 8.3.4). Obtendremos así un modelo
asintótico acoplado formal e indicaremos cómo se realiza dicho acoplamiento. Además, in-
dicaremos las dificultades encontradas en esta fase previa del estudio y las posibles líneas
de investigación que surgen a partir del modelo propuesto.
En segundo lugar, en la Sección 9.2, asumiremos que la pared de la tubería está hecha
de un material elástico, cuya ley de pared es descrita por la relación algebraica presentada
en (1.4.1). El modelo acoplado resultante será la combinación de esta ley de pared y el
modelo asintótico para el fluido desarrollado en la Parte I. En este caso, mostraremos
algunos resultados numéricos obtenidos mediante la resolución del modelo propuesto con
la ayuda del software libre Freefem (véase [72]). Aquí también identificaremos cuales serán
los siguientes pasos a realizar en el trabajo futuro.
9.1. Modelo acoplado con una ley de pared viscoelástica
Comenzaremos este capítulo presentando las ecuaciones del problema físico acoplado
del flujo viscoso incompresible en un tubo con paredes viscoelásticas, problema motiva-
dor de esta memoria. Después, propondremos un modelo acoplado reducido utilizando los
resultados obtenidos en este trabajo.
Antes de presentar las ecuaciones del modelo tridimensional, introduciremos la notación








Figura 9.1: Descripción del dominio del problema acoplado.
que vamos a utilizar y su correspondencia con las Partes I y II. Denotemos por ΩF al
dominio que ocupa el fluido en el interior de la tubería, ΓF− su frontera lateral, ΓF1 a su
entrada y ΓF2 a su salida. Con respecto a las incógnitas del problema del fluido, denotaremos
por v a la velocidad y por p a la presión del fluido. También, denotaremos por v0 a la
velocidad inicial del fluido y ρF a la densidad del mismo. Además, denotaremos por εF al
parámetro pequeño adimensional que representa la diferencia de escala de magnitud entre
el diámetro de la tubería y su longitud.
Por la parte del sólido, denotaremos por ΩS al dominio de la lámina, ΓS− su tapa inferior,
ΓS+ su tapa superior, ΓS0 := ΓS1 ∪ΓS2 su frontera lateral que está formada por los bordes de la
pared de la tubería en la entrada y en la salida de la tubería, ΓS1 y ΓS2 , respectivamente. Con
respecto a la incógnita, denotaremos por u a los desplazamientos de la lámina. También,
denotaremos por u0 yw0 a los campos de desplazamiento y velocidad iniciales de la lámina,
respectivamente, y ρS a la densidad de la misma. Además, denotaremos por εS al parámetro
pequeño adimensional que representa la diferencia de escala de magnitud entre el espesor
de la lámina y sus otras dos dimensiones.
En la Tabla 9.1 se presenta un resumen de la equivalencia entre la notación que aca-
bamos de introducir y la definida en las Partes I y II. Además, en la Figura 9.1 se puede
observar un esquema del dominio del problema considerado
Entonces, estamos en condiciones de introducir las ecuaciones del problema tridimen-
sional acoplado:




+ (∇v)v + 1
ρF
∇p− ν∆v = bε0 en ΩF ,
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Problema Problema
fluido Parte I lámina Parte II
ΩF ←→ Ω̂εt ΩS ←→ Ω∗
ΓF− ←→ Σεl ΓS− y ΓS+ ←→ Γ∗− y Γ∗+
ΓFα ←→ Σεα ΓS0 ←→ Γ∗0
(v, p) ←→ (uε, p) u ←→ uε
v0 ←→ uε0 u0,w0 ←→ uε0, u̇ε0
ρF ←→ ρ0 ρS ←→ %
εF ←→ ε εS ←→ ε
Tabla 9.1: Correspondencia entre la notación de la Parte III y las Partes I y II, respectiva-
mente.







n̂ en Γ̄S− ≡ ΓF−, (9.1.1)
v = gε1 en Γ
F





v = v0(0, ·) en ΩF ,
ρSüi − ∂∗jσij,∗(u) = f i,∗ en ΩS,
ui = 0 en ΓS0 ,
σij,∗(u)n∗j = h
i,∗ en Γ̄S−, σ
ij,∗(u)n∗j = 0 en Γ
S
+, (9.1.2)
u(0, ·) = u0, u̇(0, ·) = w0 en ΩS,
R(t, s1) = R0(s1) + u · n̂ en Γ̄S− ≡ ΓF−, (9.1.3)
h∗ = pn∗ en Γ̄S− ≡ ΓF−. (9.1.4)
Estas ecuaciones son el resultado de combinar las ecuaciones del Problema 2.1.2, las
del Problema 8.1.2 (véanse los correspondientes problemas para más detalle) y de añadir
las condiciones de acoplamiento (9.1.3)–(9.1.4), donde la función R0 denota el radio de la
sección transversal en reposo en cada punto de la línea media de la tubería. El acoplamiento
entre los dos modelos se produce en la cara interior de la tubería, es decir, Γ̄S− ≡ ΓF−, como
se indica en el modelo. Además, en (9.1.2) estamos suponiendo que las fuerzas superficiales
ejercidas sobre el exterior de la tubería, ΓS+, son despreciables y las fuerzas superficiales
actuando sobre la cara interior, Γ̄S− ≡ ΓF−, corresponden a la presión que el fluido ejerce
sobre las paredes de la tubería.
Teniendo en cuenta el trabajo realizado en las Partes I y II de esta memoria, proponemos
como aproximación al Problema 9.1.1 el acoplamiento de los modelos del fluido obtenido
en el Capítulo 2 y el modelo dinámico de la membrana viscoelástica desarrollado en el
Capítulo 8.
Por un lado, denotábamos por (ũ(ε), p̃(ε)) a la aproximación asintótica para el fluido
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viscoso dada por (véanse (2.3.28)–(2.3.29)):


















p1 + b1 + h1
)





donde ui y pi son los términos del desarrollo asintótico identificados en el Teorema 1.3.5 y
Bi, bi+1, H i y hi+1 (i = 0, 1, 2) denotan los correctores identificados en los Teoremas 2.3.1
y 2.3.2.
Como observábamos en los teoremas mencionados, las expresiones de los términos del
desarrollo asintótico propuesto dependen de la función R(t, s1) que está relacionada con el
radio de la sección transversal de la tubería curva.
Por otro lado, denotábamos por ξiai al campo de desplazamientos de una lámina diná-
mica viscoelástica que verifica las ecuaciones del Problema 8.3.4. A continuación, describi-
mos como podríamos resolver el modelo acoplado resultante:
(a) Fijada una posición de la lámina, es decir, conocido el campo de desplazamientos
ξia
i obtenemos la función,
R(t, s1) = R0(s1) + ξ3, (9.1.7)
donde la función R0 denota el radio de la sección transversal en reposo en cada punto de la
línea media de la tubería. Conocido el radio de cada sección transversal de la tubería media,
podemos obtener las velocidades y las presiones de la aproximación asintótica (9.1.5)–
(9.1.6). En primer lugar, obtenemos los valores de la presión. Considerando condiciones de
contorno para los términos de la presión y substituyendo el valor de (9.1.7) y sus derivadas




























con p20(t, s1) solución del problema (1.3.33).
Observación 9.1.2. Si añadimos los correctores de capa límite a la aproximación asintó-
tica, como en (9.1.5)–(9.1.6), las condiciones de contorno para los ecuaciones diferenciales
de los términos de presión (9.1.8) y (1.3.33), vienen dadas por las condiciones requeridas
en los Teoremas 2.3.1 y 2.3.2 para asegurar la existencia de solución de los problemas co-
rrespondientes (véanse los apartados (ii)− (iii) de la demostración del Teorema 2.3.1). En
otro caso, en lugar de la la aproximación (9.1.5)–(9.1.6), se puede considerar la aproxima-
ción (1.3.58)–(1.3.59), esto es, omitiendo la obtención de los correctores de capa límite.
Como consecuencia, reduciríamos el orden de aproximación en los extremos de la tubería.
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En segundo lugar, utilizando los valores de los términos de la presión que acabamos de
calcular, de (9.1.7) y sus respectivas derivadas, calculamos los valores de los términos de























































u21 dado en (1.3.31) y U2 = (u22, u23) la solución única del problema (1.3.55), la cual también
puede ser obtenida explícitamente (véase el Apéndice A.2). En tercer lugar, utilizando los
valores de los términos de la velocidad, la presión, de (9.1.7) y sus parciales, añadiríamos
los correctores de capa límite buscando la solución de los problemas que se indican en los
Teoremas 2.3.1 y 2.3.2. De esta forma, tenemos el valor de la aproximación asintótica para
los campos de velocidades y presiones (9.1.5)–(9.1.6).
(b) Fijada la presión en el interior de la tubería, es decir, conocida la fuerza superficial
hi−, y una posición y velocidad inicial de la lámina, es decir, ξ0 y ξ̇0, podemos obtener

































ady ∀η = (ηi) ∈ V (ω), c.p.d. en (0, T ),
ξ(0, ·) = ξ0(·), ξ̇(0, ·) = ξ̇0(·).
(c) Dado que el problema resultante es fuertemente acoplado (la obtención de las in-
cógnitas que cada problema por separado dependen de la solución del otro), una forma de
resolverlo sería mediante la aplicación de un algoritmo de tipo punto fijo en cada instante
de tiempo. Partiendo de una posición y velocidad inicial de la tubería podríamos obtener
las presiones (9.1.6) en ese instante inicial como hemos descrito en (a). Después traslada-
ríamos la presión al problema de la membrana elíptica resolviendo el problema descrito en
(b) y actualizaríamos el valor de R a través de (9.1.7). Después, iniciaríamos el bucle del
punto fijo calculando los nuevos valores para las presiones, las velocidades y los despla-
zamientos en ese orden. Comparando sus valores con los antiguos, pasaremos al siguiente
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paso de tiempo si su diferencia es más pequeña que una tolerancia establecida. En caso
contrario, repetimos el bucle del punto fijo con los nuevos valores como datos de partida.
Así sucesivamente, obtendríamos los valores de las funciones en cada paso de tiempo.
Observación 9.1.3. El modelo acoplado reducido propuesto podría modelar el problema
de interacción fluido-estructura producido por el flujo sanguíneo en un vaso del sistema
circulatorio. En efecto, en la literatura muchos autores señalan al modelo de membrana
como el idóneo para predecir el comportamiento de las paredes de los vasos sanguíneos
(véanse, por ejemplo [112, 120, 160, 161]).
Además, nótese que en (9.1.7) sólo estamos considerando los desplazamientos radiales
de la lámina. Esto es consecuencia de la condición de contorno (9.1.1), donde asumíamos
que esos serían los únicos desplazamientos admisibles, o en otras palabras, que los des-
plazamientos en las otras direcciones son despreciables. En efecto, esta situación podría
representar el desplazamiento producido por las paredes de los vasos sanguíneos en el sis-
tema circulatorio. A pesar de que pueden producirse desplazamientos en otras direcciones
estos son muy pequeños en comparación con los existentes en la dirección normal, por lo
que se considera una hipótesis ampliamente aceptada en la literatura (véanse, por ejemplo,
[112, 118, 120, 160]). En esta dirección, hemos realizado un análisis asintótico preliminar
del Problema 8.3.4 en función del parámetro pequeño εF , que parece reflejar este compor-
tamiento de los desplazamientos. Este último estudio debe ser analizado en profundidad,
por lo que no será incluido en esta memoria.
Algunos aspectos de este problema deben ser estudiados con mayor detenimiento. En
esta memoria, hemos estudiado los modelos del fluido y de la lámina por separado, me-
diante un análisis asintótico de los mismos. Para poder asegurar que la combinación de
las aproximaciones asintóticas es una correcta aproximación del Problema 9.1.1, es nece-
sario un análisis asintótico que tenga como punto de partida el problema tridimensional
acoplado. De ese modo, se debe verificar que, efectivamente, el Problema 9.1.1 converge
a un modelo acoplado formado por la combinación del modelo del fluido (9.1.5)–(9.1.6) y
el modelo dinámico de la lámina viscoelástica del Problema 8.3.4. Este análisis asintótico
debe realizarse bajo la dependencia de los dos parámetros adimensionales pequeños que se
tienen en el problema, es decir, εF y εS.
9.2. Modelo acoplado con una ley de pared elástica al-
gebraica
En esta sección consideraremos el problema de un fluido viscoso moviéndose en el
interior de una tubería curva con paredes elásticas. En particular, la ley de pared que
consideraremos será la ecuación algebraica dada por la expresión (1.4.1). Este modelo se
puede deducir a partir de un modelo de cuerdas generalizado (véase [54, 130]), considerando
que la respuesta elástica es dominante con respecto a los demás términos de la ecuación.
En [54] (véase también [130]) este modelo se utiliza para el caso particular del flujo en un
vaso sanguíneo.
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En consecuencia, el modelo acoplado será el resultante de combinar la ley de pared
(1.4.1) con las ecuaciones en derivadas parciales que verifican las términos identificados de
la presión y las expresiones analíticas de la velocidad en el Teorema 1.3.5.
9.2.1. Modelo unidimensional
La aproximación de la velocidad y la presión vendrá dada por (véanse (1.3.58)–(1.3.59)):











p1 + p2, (9.2.2)
cuyos términos fueron identificados en el Teorema 1.3.5. Como hemos comentado en la
introducción del capítulo, consideraremos la ley de pared algebraica que viene dada por la
expresión (1.4.1):




donde p0 denota el término principal de la presión (véase (9.2.2)), R denota el radio de la
sección transversal de la tubería en cada punto de su línea media, E denota el módulo de
Young y ξ el coeficiente de Poisson de la pared, h0 su espesor, R0 el radio de la sección
transversal en reposo y pe la presión externa.
Para deducir el modelo unidimensional del problema acoplado, sustituimos (9.2.3) en
la ecuación diferencial que verifica el término p0 (1.3.26). Tras realizar algunos cálculos




























. Para poder resolver esta ecuación en derivadas parciales
debemos considerar condiciones de contorno e iniciales que podemos deducir a partir de



















. La condición inicial será φ(0, s1) = R2(0, s1).
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Observación 9.2.1. El término R(0, s1) indica el radio inicial de la sección transversal
de la tubería bajo los efectos de la presión. Por tanto, en general, el valor de esta función
escalar será diferente al radio de la sección transversal en reposo R0.
Una vez resuelta la ecuación (9.2.4) podremos resolver las ecuaciones en derivadas
parciales correspondientes a los demás términos del desarrollo asintótico de la presión
(9.2.2), es decir, p1 (véase (1.3.30)) y p2 (véanse (1.3.32)–(1.3.33)). Supondremos que las
condiciones de contorno de p0 coinciden con las de la presión (9.2.2), de modo que las
condiciones de contorno de p1 y p2 son homogéneas. De esta forma, deducimos que p1 = 0
(véase (1.3.30)).
9.2.2. Resolución numérica
Resolveremos numéricamente el modelo mediante el método de elementos finitos, uti-
lizando para ello el programa de licencia libre FreeFEM (véase [72]). Este software puede
resolver ecuaciones en derivadas parciales a través de su formulación variacional.
Consideremos un espacio de los elementos finitos V . Entonces, multiplicando la ecuación
(9.2.4) por una función test ϕ ∈ V y aplicando la fórmula de Green, obtenemos la siguiente













ϕds1 = 0. (9.2.5)
Junto con la formulación variacional (9.2.5) también implementaremos la formulación
variacional correspondiente a la ecuación diferencial (1.3.33) para obtener p20 y, como con-
secuencia, p2 a través de (1.3.32). Debido al alto orden de derivadas que obtenemos en
(1.3.33), se deben considerar elementos finitos de orden suficiente que puedan captar co-
rrectamente los valores de las derivadas parciales de alto orden. En particular, considerare-
mos que V es el espacio de elementos finitos Lagrange P4. Una vez obtenidos los valores de
las presiones y al radio a lo largo de la tubería, podremos obtener los valores de las veloci-
dades con (9.2.1) y las correspondientes expresiones analíticas de los términos involucrados
(véase el Teorema 1.3.5).
A continuación, mostraremos algunos resultados numéricos obtenidos considerando un
ejemplo estacionario en diferentes geometrías. Para resolver el problema evolutivo utiliza-
ríamos una estrategia de punto fijo en cada paso de tiempo; sin embargo, los resultados
del caso estacionario serán suficientes para ejemplificar el buen funcionamiento del modelo
propuesto. Los datos utilizados corresponden a los descritos en la Tabla 9.2.
En los ejemplos que vamos a describir, consideraremos las mismas condiciones de con-
torno estacionarias para las incógnitas del problema. Para el término principal de la presión
asumiremos que,
p0(0) = pe + 133,2 , p
0(L) = pe.
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Característica Valor
Longitud de la tubería L = 0,1m
Espesor de la pared h0 = 1mm
Modulo de Young E = 3 · 104N/m2
Coeficiente de Poisson ξ = 0,5
Radio en reposo R0 = 5mm
Viscosidad dinámica del fluido ν = 0,0035Pa s
Densidad fluido ρF = 1kg/dm3
Presión exterior pe = 101325Pa
Tiempo final T = 10s
Fuerzas externas bε0 = 0
Tabla 9.2: Datos de las simulaciones.
Una vez resuelto el problema para p0, obtendremos las condiciones de contorno para la






en s1 = 0 y s1 = L.
como consecuencia de (1.3.32) (pues hemos asumido condiciones de contorno homogéneas
para p2).
El primer ejemplo que vamos a considerar es un problema estacionario en una tubería
recta. Realizando la simulación numérica con FreeFEM [72], obtenemos en la Figura 9.2 la
distribución de la presión y el radio a lo largo de la tubería. Dado que los valores obtenidos
para p2 son prácticamente despreciables, la presión viene dada por el término principal del
desarrollo asintótico propuesto (véase (9.2.2)).
Figura 9.2: Valores de p0 y R, respectivamente, a lo largo de la tubería.
Como podemos observar, dado que en este ejemplo hemos asumido una caída lineal para
la presión, el radio tiene también una representación lineal como consecuencia de la relación
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que hemos considerado entre ambas (9.2.3). Con respecto a la velocidad, observamos en la
Figura 9.3 un perfil de Poiseuille. En efecto, la velocidad (9.2.1) viene determinada por el
término principal del desarrollo propuesto (véase (1.3.24)) que, como adelantábamos en la
Sección 1.5, describe un flujo de Poiseuille. Por otro lado, en la primera imagen de la Figura
Figura 9.3: Perfil de velocidad en la sección transversal s1 = 0,05m de una tubería recta.
9.4 observamos el campo de velocidades (9.2.1) en una sección transversal de la tubería
recta. Nótese que debido a la dirección del flujo en la tubería y la distribución del radio en
la misma (véase nuevamente la Figura 9.2) la velocidad en la sección transversal apunta
hacia el interior de la tubería. Si representamos el campo U2 = (u22, u23) correspondiente
al flujo secundario, observamos en la segunda imagen de la Figura 9.4 que, en efecto, es
despreciable. En la Figura 9.5 podemos observar también el valor de la magnitud de la
aproximación de la velocidad (9.2.1). Los valores son pequeños en comparación con los del
perfil de velocidades. Esto es coherente con la aproximación asintótica propuesta, pues las
velocidades en la sección transversal son, a lo sumo, de orden O(εF ).
Consideremos ahora el caso de una tubería curva circular plana, es decir, los valores de
la curvatura y la torsión de la línea media serán κ = 1 y τ = 0, respectivamente. Debido a
las condiciones de contorno y datos considerados, los valores de la presión y radio no varían
con respecto a la tubería recta. Por tanto, comentaremos únicamente las aproximaciones
obtenidas para la velocidad. En la Figura 9.6 observamos que el perfil de velocidades es
similar al obtenido en la tubería recta. Sin embargo, si representamos por separado los
términos de orden εF y (εF )2 de la aproximación asintótica (9.2.1) (véanse (1.3.27) y
(1.3.31), respectivamente) podemos notar en la Figura 9.7 los efectos de la curvatura en
este caso. En la primera de las imágenes de la Figura 9.7 observamos el comportamiento
que adelantábamos en la Sección 1.5, donde la la fuerza centrífuga del fluido provoca que
la velocidad sea mayor en la zona exterior de la tubería (el lado hacia donde la normal
está apuntando). El término de orden (εF )2, representado en la segunda imagen, hace que
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Figura 9.4: Campo de velocidades y flujo secundario (U2 = (u32, u23)), respectivamente, en
la sección transversal s1 = 0,05m de una tubería recta.
el perfil del campo de velocidades no sea totalmente parabólico, como ocurre en muchos
ejemplos de flujos en tuberías. Con respecto a la velocidad en las secciones transversales
de la tubería observamos en la Figura 9.8 el característico flujo secundario que se obtiene
en las tuberías curvas, junto con los valores de la magnitud de la velocidad.
A continuación, consideremos un trozo de tubería en forma de hélice, es decir, los valores
de la curvatura y torsión serán κ = τ = 1. Nuevamente obtenemos resultados similares
para las presiones y el radio a lo largo de la tubería. Con respecto al perfil de velocidades,
basta observar la aproximación asintótica (9.2.1) para notar que la variación de la torsión
solo afectará al término de orden dos de la velocidad. Por tanto, el perfil de velocidades
es similar al obtenido en la tubería circular plana en la Figura 9.6. Lo mismo ocurre
con las velocidades en las secciones transversales, donde obtendremos una representación
análoga a la Figura 9.8. Además, si fijamos todos los parámetros de esta tubería y variamos
simplemente la torsión, podemos observar en la Figura 9.9 que su efecto en este ejemplo es
mínimo, haciéndose ligeramente notorio únicamente para valores de la torsión muy altos.
Por supuesto, existen numerosos ejemplos que pueden ser considerados como, por ejem-
plo, tuberías con curvatura y/o torsión variable. Sin embargo, para una justificación plena
de los resultados presentados en esta sección, el siguiente paso a realizar deberá ser la
comparación con datos obtenidos de otros modelos reducidos y con simulaciones de los
flujos correspondientes en dominios tridimensionales. Nuestra intención es realizar estas
comparaciones en un trabajo futuro.
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Figura 9.5: Campo y magnitud de la velocidad en la sección transversal s1 = 0,05m de una
tubería recta.
Figura 9.6: Perfil de velocidad en la sección transversal s1 = 0,05m de una tubería circular
plana.
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Figura 9.7: Representación de los términos u11 y u21, respectivamente, en la sección trans-
versal s1 = 0,05m de la tubería curva circular plana.
Figura 9.8: Campo y magnitud de la velocidad en una sección transversal s1 = 0,05m de
una tubería circular plana.
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Figura 9.9: Campo de velocidades con valores de torsión diferentes en la sección transversal
s1 = 0,05m.
Conclusiones y trabajo futuro
A lo largo de esta memoria, hemos obtenido y justificado varios modelos matemáticos
relacionados con el problema del flujo de un fluido viscoso incompresible en el interior
de una tubería curva con paredes deformables. A continuación, recordaremos brevemente
los resultados que hemos obtenido en cada una de las partes de este trabajo. También
propondremos algunas líneas de trabajo futuras que surgen del estudio realizado.
En la Parte I hemos obtenido y justificado un modelo asintótico para el problema de un
fluido moviéndose en el interior de una tubería curva cuyo radio, que es conocido, varía a lo
largo de su línea media y con el tiempo. En el Capítulo 1, asumiendo un desarrollo en serie
de potencias de un parámetro pequeño para las incógnitas del problema, hemos identificado
hasta el término de segundo orden de la velocidad y hasta el término de orden cero para la
presión. Se puede comprobar que el modelo se reduce al obtenido en [98] si consideramos
el caso estacionario y paredes rígidas. Además, los resultados obtenidos coinciden con los
disponibles en la literatura, como por ejemplo la obtención del perfil de tipo Poiseuille en
el término principal de la velocidad (véanse, por ejemplo, [64, 100, 117]). Al igual que en
las referencias [65, 66] (por ejemplo), hemos comprobado que el efecto de la torsión en el
flujo del fluido es menor en comparación con los efectos producidos por la curvatura. Otro
fenómeno que hemos identificado y que está presente en la literatura es el flujo secundario
que aparece como consecuencia de la curvatura de la línea media de la tubería (véanse, por
ejemplo, [62, 66, 76, 78, 92, 145, 147, 163, 166]).
El modelo deducido en la Parte I se obtuvo asumiendo que el desplazamiento de la
pared, la función radio R, depende únicamente del tiempo y de la posición en la línea
media de la tubería curva. Un posible trabajo futuro en esta dirección podría ser permitir
que R dependiese también de la variable angular en la sección transversal, de modo que
se pudiese trabajar con geometrías más complejas. También sería interesante considerar
un escalado temporal que permitiese capturar los efectos del problema evolutivo en el
término principal del desarrollo asintótico. Este nuevo modelo podría incluir un término
de transporte en la ecuación diferencial del término de presión (1.3.26). Esto sería útil
para modelar el comportamiento de un flujo pulsátil, donde las ondas viajan a cierta
velocidad través de la tubería. Un modelo de esas características podría ser obtenido de
forma similar a como hemos deducido el modelo que se presenta en esta memoria en el
Capítulo 1, realizando un escalado apropiado en la variable temporal.
El análisis asintótico realizado en el Capítulo 1 debe entenderse como una aproximación
en el interior del dominio de la solución exacta del problema original, por lo que al imponer
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las condiciones de contorno y las condiciones iniciales puede aparecer una capa límite. Por
ese motivo, en el Capítulo 2 hemos calculado unos correctores de capa límite para solventar
este fenómeno. Los correctores así calculados son solución de unas ecuaciones que hemos
identificado como problemas de Leray modificados. Hemos probado que estos problemas
tienen al menos una solución que decae exponencialmente de tal forma que los correctores
no afectan a la solución asintótica lejos de los extremos de la tubería. Finalmente, en el
Capítulo 3 obtenemos estimaciones del error cometido con respecto al parámetro adimen-
sional pequeño, que justifican matemáticamente el modelo asintótico propuesto. Además,
las estimaciones de error obtenidas, coinciden con las del caso estacionario con paredes rí-
gidas que se obtienen en [98], generalizando así sus resultados al caso evolutivo con paredes
en movimiento.
En el Capítulo 2 se asumen hipótesis sobre la condición inicial y las condiciones de
contorno de forma que no sean necesarios los correctores de capa límite temporales. Un
posible trabajo futuro sería eliminar estas hipótesis, de modo que tendríamos que calcular
los correctores temporales, que se obtendrían de forma similar a los expuestos en este
capítulo. El estudio de este caso general sería posible siguiendo los resultados disponibles
en [114, 115] y las referencias incluidas allí, combinándolos con teoremas de existencia,
regularidad y decaimiento exponencial de la solución de problemas de la ecuación de calor
y sistemas de Stokes evolutivos.
En la Parte II, con el objetivo de deducir una ley de pared para la tubería, hemos
realizado un análisis asintótico de láminas viscoelásticas. En el Capítulo 4, desarrollamos
un análisis asintótico formal del problema de una lámina viscoelástica siguiendo los pasos
de [30] para el caso elástico. De esta forma, se identifican dos conjuntos de ecuaciones
bidimensionales de láminas viscoelásticas: láminas de tipo membrana y láminas flexurales.
La característica más interesante que hemos identificado es que, tras aplicar el método
asintótico al modelo tridimensional de una lámina viscoelástica de tipo Kelvin-Voigt, que
presenta un término de memoria corta por medio de una derivada temporal, aparece de
forma natural en los modelos bidimensionales un término de memoria larga por medio de
una integral con respecto al tiempo, que tiene en cuenta todas las deformaciones previas.
Este tipo de comportamiento, concuerda con estudios similares para vigas estudiados en
[139, 140], por ejemplo. También en este capítulo, hemos asegurado la existencia y unicidad
de solución del problema tridimensional y de los problemas bidimensionales.
Los modelos deducidos pueden emplearse una gran variedad de problemas en la inge-
niería o biomedicina. Una característica común de otros muchos problemas similares es el
carácter no lineal de los mismos. Por tanto, una posible línea de investigación futura a rea-
lizar sería utilizar el método de los desarrollos asintóticos para un problema de una lámina
viscoelástica no lineal, siguiendo las ideas desarrolladas en la Parte II de esta memoria
combinadas con las del caso elástico no lineal en [30] o el caso viscoelástico con memoria
larga en [59] y las referencias allí citadas. Otro campo de gran interés es el estudio de
problemas de láminas viscoelásticas sin borde, donde se necesitará recurrir a resultados de
geometría diferencial en variedades de Riemann, como ocurre en el caso elástico estudiado
en [146].
En los Capítulos 5 y 6 se ha visto que, para asegurar que existe una única solución
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del problema de la membrana viscoelástica, necesitamos completar el espacio de soluciones
admisibles. Así, el grupo de las membranas se divide en dos grupos: membranas elípticas
y membranas generalizadas viscoelásticas. Con esta división, en el Capítulo 5 abordamos
el caso que se denomina como membrana elíptica viscoelástica, donde hemos asegurado la
existencia y unicidad de solución utilizando una desigualdad de tipo Korn para superficies
elípticas. Además, hemos justificado matemáticamente el modelo bidimensional propuesto
mediante resultados de convergencia en espacios de Bochner-Sobolev. Por su parte, en
el Capítulo 6 trabajamos el problema que denominamos como membrana generalizada
viscoelástica. En este caso, como sucede en el caso elástico (véase el Capítulo 5 en [30]),
hemos introducido los espacios compleción y advertido la necesidad de definir las fuerzas
admisibles. De esta forma, se justifica también con resultados de convergencia fuerte el
modelo bidimensional obtenido.
En el Capítulo 7 hemos probado la existencia y unicidad de solución de las ecuaciones
para una lámina flexural viscoelástica utilizando una desigualdad de tipo Korn y demostra-
mos la convergencia de la solución del problema tridimensional a un límite cuyo promedio
es la solución del problema bidimensional correspondiente. En los Capítulos 5 y 7 hemos
obtenido que los límites del campo de desplazamientos, u, son independientes de la variable
transversal. Sin embargo, en el caso de la lámina membrana generalizada viscoelástica del
Capítulo 6 se obtiene una condición más débil, en concreto, la derivada parcial con respecto
a la variable transversal de la solución escalada converge fuertemente a cero. Este compor-
tamiento también se observa con láminas elásticas como las estudiadas en [30]. Por otro
lado, debemos destacar que a partir de un punto de los argumentos que hemos utilizado
para deducir y justificar nuestros modelos de láminas viscoelásticas en los Capítulos 4–7
(en particular, después de las Observaciones 4.4.2, 5.3.5, 6.3.2, 6.3.3 y 7.2.4), no es posible
una generalización del análisis realizado para las láminas elásticas en [30]. Por tanto, los
modelos elásticos y viscoelásticos deben ser estudiados independientemente para concluir
los resultados correspondientes.
Una posible continuación del trabajo realizado en los Capítulos 5, 6 y 7 sería la ob-
tención de estimaciones del error entre la solución exacta del problema tridimensional y
la correspondiente del problema bidimensional aproximado. Este estudio podría seguir las
ideas presentadas en [94] sobre el análisis del error cometido en aproximaciones asintóticas
de problemas elásticos. También, a partir de los modelos obtenidos en esta parte de la
memoria, podríamos deducir las ecuaciones de Koiter de una lámina viscoelástica, combi-
nando las ecuaciones bidimensionales obtenidas en la Parte II, de forma similar a como se
realiza en el caso elástico en [30]. Estas ecuaciones también deben ser justificadas, tal y
como se hace en [30, 35, 58, 87]. Creemos que este tipo de resultados se podrían deducir
utilizando técnicas desarrolladas en este trabajo, en particular, las utilizadas en la demos-
tración de la convergencia del problema de la lámina flexural viscoelástica en el Capítulo
7. Los modelos de Koiter, además de que evitan la necesidad de conocer la geometría de
la superficie media de la lámina o el conjunto donde se considera la condición de contorno,
solventan algunos problemas que se obtienen con los modelos de membrana y flexural por
separado (véase, por ejemplo, el Capítulo 7 en [30] para más detalles).
En el Capítulo 8 hemos estudiado el problema dinámico de una lámina viscoelásti-
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ca. Siguiendo los pasos del problema cuasiestático hemos deducido las ecuaciones para el
problema dinámico de la membrana viscoelástica. También hemos probado existencia y
unicidad de solución para el problema tridimensional y presentamos los correspondientes
resultados para los grupos de membranas elípticas y generalizadas. Nuevamente, señalamos
la presencia del término de memoria larga que tiene en cuenta las deformaciones previas
producidas en la lámina.
Como ya indicábamos en el desarrollo del capítulo, debemos completar el análisis formal
identificando las ecuaciones del problema dinámico de la lámina flexural viscoelástica, al
igual que en el caso cuasiestático. Además, siguiendo técnicas utilizadas en los Capítulos
5, 6 y 7 para concluir los resultados de convergencia allí demostrados, podríamos estudiar
los resultados análogos para los problemas dinámicos viscoelásticos. También proponemos
como trabajo futuro la obtención de las ecuaciones de Koiter del caso dinámico, como se
ha hecho para el caso elástico en [87], por ejemplo.
En la Parte III, hemos propuesto modelos acoplados de interacción fluido-estructura
a partir de los desarrollos obtenidos en las dos primeras partes de esta memoria. Así,
empezamos el Capítulo 9 presentando el modelo formal acoplado para el problema del flujo
de un fluido viscoso incompresible en una tubería curva cuyas paredes son viscoelásticas,
combinando el modelo del fluido deducido en la Parte I y el modelo dinámico para la
lámina obtenido en la Parte II. Hemos identificado como se realiza el acoplamiento entre
los modelos correspondientes y hemos señalado la necesidad del análisis formal asintótico
que tenga de punto de partida el problema tridimensional acoplado para verificar que,
efectivamente, el modelo límite coincide con el resultado de acoplar los modelos reducidos
estudiados en esta memoria. Después, hemos considerado el mismo problema del fluido
en el interior de la tubería curva, pero en este caso con paredes elásticas, suponiendo que
la ley de pared obedece una expresión algebraica. Así, hemos resuelto numéricamente el
modelo y mostramos algunos ejemplos que concuerdan con los resultados obtenidos en
trabajos previos disponibles en la literatura (véanse, por ejemplo, [62, 64, 66, 76, 78, 145,
166]). Sería interesante comparar los resultados obtenidos mediante nuestro modelo con los
correspondientes a otros modelos reducidos y con simulaciones de un modelo tridimensional,
razón por la cual esta podría ser otra posible línea de investigación futura a explorar.
Resumiendo, en esta memoria hemos deducido y justificado (utilizando técnicas de
análisis asintótico) nuevos modelos relacionados con el problema de un fluido viscoso en
movimiento en el interior de una tubería curva con paredes viscoelásticas. Además del inte-
rés puramente matemático de los resultados obtenidos en la memoria, estos proporcionan
bases matemáticamente sólidas para la obtención de modelos aplicables a varios problemas
en los campos de la ingeniería y la biomedicina, en particular el del flujo sanguíneo en
el sistema circulatorio, tal y como se menciona en la introducción de esta memoria. La
obtención de modelos reducidos para la interacción de fluidos y estructuras justificados de
forma matemáticamente rigurosa es de gran utilidad, ya que permiten simular problemas
complejos con un coste computacional mucho menor y, por tanto, en un tiempo más redu-
cido. Este hecho facilita la aplicación de dichos modelos a problemas biológicos, donde el
tiempo suele ser un factor decisivo y crucial.
Conclusions and future work
Along this memory we have obtained and justified several mathematical models related
with the viscous incompressible fluid flow problem inside a curved pipe with deformable
walls. In what follows, we shall briefly sum up the results obtained in each part of this
work. Also, we will propose some lines of future research that show up as a consequence of
the study performed.
In Part I we have obtained and justified an asymptotic model for the problem of a fluid
moving inside a curved pipe whose radius, which is known, depends on the point of the
middle line of the pipe and on time. In Chapter 1, assuming an asymptotic expansion of
the unknown in terms of the small parameter, we identified the terms up to order two for
the velocity and to order zero for the pressure. It can be proved that the model reduces
to the one obtained in [98] if we consider the stationary case and rigid walls. Moreover,
the obtained results are in good agreement with those available in the literature, as for
example the obtention of the Poiseuille’s type profile on the leading term of the velocity
(see, for example, [64, 100, 117]). As in the references [65, 66] (for example) we have
verified that the effect of the torsion on the fluid flow is less noticeable than the effects
of the curvature. Another phenomena that we have identified is the secondary flow that
appears as a consequence of the curvature of the middle line of the pipe (see, for example,
[62, 66, 76, 78, 92, 145, 147, 163, 166]).
The model deduced in Part I was obtained by assuming that the displacement of the
wall, the radius function R, depends only on time and on the position at the middle line
of the curved pipe. In this direction, a possible future work could be that the function R
depends also on the angular variable in the transversal section in a way that it could be
possible to consider more complex geometries. Also, it would be interesting to consider
a time scaling in order to capture the effects of the evolutionary problem in the leading
term of the asymptotic approach. This new model could include a transport term in the
pressure’s differential equation (1.3.26). This fact would be useful for modelling a pulsatil
flow, where the waves travel with certain velocity through the pipes. A model with these
characteristics could be obtained by following similar arguments as the ones presented in
this work in Chapter 1 by performing an adequate scaling of the time variable.
The asymptotic analysis performed in Chapter 1 must be understood as an approxi-
mation in the interior part of the domain of the exact solution of the original problem,
so that when we impose boundary and initial conditions a boundary layer phenomenon
might appear. For that reason, in Chapter 2, we have computed boundary layer correctors
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to solve this phenomenon. These correctors are solution of some equations that we have
defined as modified Leray’s problem. We have proved that these problems have at least
one solution that exponentially decays in such a way that they do not modify the asym-
ptotic approximation far from the ends of the pipe. In Chapter 3 we have obtained error
estimates with respect to the small parameter that mathematically justify the asymptotic
model proposed. Furthermore, the error estimates obtained coincide with the ones derived
for the stationary case with rigid wall in [98], thus here, we generalize their results for the
evolutionary case with moving walls.
In Chapter 2 we have assumed hypotheses on the initial and the boundary condition
so that the boundary layer correctors in time were not needed. A possible next step would
be neglecting these hypotheses and calculate the boundary layer correctors in time, which
could be obtained following arguments similar to those presented in this chapter. The study
of this general case could be possible following the results available in [114, 115] and the
references therein, combining them with results of existence, regularity and exponential
decay of solution of the heat equation and evolutionary Stokes systems.
In Part II, in order to derive a law for the pipe’s wall, we have performed an asymptotic
analysis of viscoelastic shells. In Chapter 4, we developed a formal asymptotic analysis of
the viscoelastic shell problem following the steps of the elastic case in [30]. In this way,
two sets of equations were identified: membrane and flexural shells. The most interesting
characteristic found in this study was that, by performing the asymptotic method in a
three-dimensional model of a viscoelastic shell of Kelvin Voigt’s type that presents a short
term memory through a time derivative, a long term memory appears naturally in the
two-dimensional models by means of an integral with respect to the time derivative, which
takes into account all the previous deformations. This kind of behaviour agrees with similar
studies in the theory of beams in [139, 140], for example. Also in this chapter, we have ensu-
red the existence and uniqueness of solution of the three-dimensional and two-dimensional
problems presented.
The derived models can be useful in a large variety of problems in fields such as engi-
neering and biomedicine. A common characteristic of many other problems is its nonlinear
behaviour. Therefore, a future line of research could be to perform an asymptotic analysis
of nonlinear viscoelastic shell problems, following the ideas developed in Part II of this
work and combining them with results from the nonlinear elastic case in [30] or the vis-
coelastic one with long term memory in [59] and the references therein. Another field of
interest is the study of viscoelastic shells without boundary, where it would be necessary
to resort to differential geometry results in Riemann manifolds, as it happens in the elastic
case studied in [146].
In Chapters 5 and 6 we have found that in order to ensure the existence of a unique
solution we need to complete the space of admissible unknowns. Thus, the membrane’s
group is divided in two groups: elliptic and generalized membranes. In Chapter 5, we have
studied the viscoelastic elliptic membrane problem, where we have ensured the existence
and uniqueness of solution using a Korn’s type inequality for elliptic surfaces. Moreover,
we have mathematically justified the two-dimensional model with convergence results in
Bochner-Sobolev spaces. In Chapter 6 we have worked with the viscoelastic generalized
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membrane problem. In this case, as it happens in the elastic case (see Chapter 5 in [30]),
we have introduced completion spaces and noticed the need of defining which are the
admissible forces. In this way, we also justify with convergence results the two-dimensional
model derived.
In Chapter 7 we have ensured the existence and uniqueness of solution of the viscoelastic
flexural shell equations using a Korn’s type inequality and we have proved the convergence
of the solution of the three-dimensional problem to a limit whose average is the solution
of the two-dimensional corresponding one. In Chapters 5 and 7 we have deduced that the
limits of the displacements field, u, are independent of the transversal variable. However,
in the case of the viscoelastic generalized membrane shell in Chapter 6, we have found
a weaker result, specifically, that the partial derivative with respect to the transversal
variable of the scaled solution converges strongly to zero. This behaviour was also found in
the elastic case studied in [30]. Also, we must remark that from one step of the arguments
employed to derive and justify our models in Chapters 4–7 (specifically, after the Remarks
4.4.2, 5.3.5, 6.3.2, 6.3.3 and 7.2.4), it is not possible to generalize the elastic case studied
in [30]. Therefore, the elastic and viscoelastic case must be treated separately in order to
achieve reasonable conclusions.
A possible next step concerning Chapters 5, 6 and 7 could be the obtention of error
estimates between the solution of the three-dimensional problems and the corresponding
one of the two-dimensional approach. This study could be performed following the ideas
presented in [94] where error estimates are derived for the elastic problem. Also, from the
models obtained in this part, we could derive the Koiter’s equations of a viscoelastic shell,
by combining the two-dimensional equations found in Part II, in a similar way as in the
elastic case in [30]. These equations must be also justified, as we can see in [30, 35, 58, 87],
for example. We believe that it could be possible to derive this kind of results by using ideas
developed in this work, specifically, in the proof of the convergence result of the problem of
the viscoelastic flexural shell in Chapter 7. The Koiter’s models not only avoid the need to
know the nature of the middle surface of the shell or the set where the boundary condition
of place is considered, but also they solve some problems that the membrane and flexural
models have (see, for example, Chapter 7 in [30] for more details).
In Chapter 8 we have studied the dynamic problem of a viscoelastic shell. Following the
steps of the quasi-static case we have deduced the equations of the viscoelastic membrane.
Also, we have proved the existence and uniqueness of solution for the three-dimensional
problem and we have presented the corresponding ones for the groups of elliptic and ge-
neralized membranes. Again, we highlight the presence of a long term memory that takes
into account the previous deformations produced in the shell.
As we commented in the chapter, we must complete the formal asymptotic study by
identifying the equations of the dynamic problem of the viscoelastic flexural shell, as we did
in the quasi-static case. Furthermore, following the arguments used in Chapters 5, 6 and 7
to derive convergence results, we could study the analogous theorems for the viscoelastic
dynamic problems. As future work, we also propose the obtention of the corresponding
Koiter’s equations for the dynamic case, as it was made for the elastic case in [87], for
example.
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In Part III, we have proposed models for the fluid-structure interaction problem by
means of the findings obtained in the first two parts of this work. Thus, in Chapter 9 we
have presented a formal coupled model for the viscous incompressible fluid flow problem
inside a curved pipe with viscoelastic walls, combining the fluid model deduced in Part I
and the dynamic model for the shell found in Part II. We have identified how the coupling
is performed between the corresponding models and we have remarked the need of an
asymptotic study that takes as a starting point the three-dimensional coupled problem,
in order to verify that, indeed, the limit model corresponds to the combination of the
reduced models studied in this work. Then, we have considered the same problem of the
fluid moving inside the curved pipe, but with elastic walls, whose constitutive law is an
algebraic expression. Thus, we have solved numerically the model and we have shown some
examples that have good agreement with those available in the literature (see, for example,
[62, 64, 66, 76, 78, 145, 166]). It would be interesting to compare the results obtained with
our model with other reduced models and with simulations of a three-dimensional model,
so that it could be another possible line of future research.
To sum up, in this memory we have deduced and justified (using asymptotic analysis
methods) new models related with the viscous incompressible fluid flow problem inside
a curved pipe with viscoelastic walls. Besides the purely mathematical interest of the
results developed in this work, these provide solid mathematical bases for the obtention
of applicable models in many problems of the fields of engineering and biomedicine, more
specifically, for the blood flow in the circulatory system. The obtention of justified reduced
models for fluid-structure interaction problems in a rigorous mathematical way is of great
importance, since they allow to simulate complex problems with less computational cost
and, hence, in a shorter time. This fact makes easier the application of such kind of models
in biological problems, where the time is usually a decisive and crucial factor.
Apéndice A
Cálculo detallado de algunos términos
identificados en el Teorema 1.3.5
En este apéndice indicaremos cómo se han calculado las expresiones de los términos
U1, U2 y p2 introducidos en el Teorema 1.3.5.
A.1. Cálculo de U1 y p2


























(cos s2, sin s2) =: ϕ
1 en ∂ω,
que fue introducido en la demostración del Teorema 1.3.5, y que tiene solución única (en
el caso de p2, salvo una función de t y s1). Para obtener la expresión de U1 y p2, vamos a
considerar problemas auxiliares más fáciles de resolver. En primer lugar, consideremos el








el cual tiene solución única (salvo una función arbitraria de t y s1), ya que se verifica la
condición de compatibilidad (1.3.47). Ahora bien, utilizando el cambio de variable (1.3.23),
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Si suponemos que la solución es de la forma:
ϕ = a(t, s1)s
4
3 + b(t, s1)s
2
3 + c(t, s1),
podemos identificar las funciones a y b substituyendo esta expresión en (A.1.2). Teniendo
en cuenta (1.3.26) para comprobar que la condición de contorno se verifica, se tiene que



















+ c(t, s1), (A.1.3)
es solución de (A.1.2). Utilizando de nuevo el cambio de variable (1.3.23), obtenemos que



















+ c(t, s1). (A.1.4)
Definamos ahora V = U1 − ∇zϕ y χ = (− sin s2, cos s2) el vector tangente unitario a lo




∇zp2 −∆z(∇zϕ) en ω,
divzV = 0 en ω,
V · n = U1 · n−∇zϕ · n = 0 en ∂ω,













































(z2, z3) en ω,
divzV = 0 en ω,
V = 0 en ∂ω.
(A.1.6)
Entonces, por el Teorema 1.3.4, el problema (A.1.6) tiene solución única (salvo una función
de t y s1, en el caso de p2), cuya expresión es:
V = 0,











+ p20(t, s1), (A.1.7)
donde p20(t, s1) = c(t, s1) es una función regular (caracterizada en el Teorema 1.3.5 mediante


















A.2. Cálculo de U2 y p3





∇zp3 + F en ω,
div U2 = g en ω,
U2 = 0 en ∂ω,
(A.2.1)
donde F y g son dados, respectivamente por las expresiones (1.3.36) y (1.3.54).
Para calcular (U2, p3), consideraremos una descomposición en problemas más sencillos
(de la misma forma que lo realizado para calcular (U1, p2) en el Apéndice A.1). En primer
lugar, consideremos el problema, {
∆zϕ = g en ω,
∂ϕ
∂n
= 0 en ∂ω,
(A.2.2)
el cual tiene solución única, ya que se verifica la condición de compatibilidad (1.3.57).





























































que, utilizando el cambio de variable (1.3.23), puede ser escrito como en (1.3.35). De (A.2.2),













= g en ω,
∂ϕ
∂s3
= 0 en ∂ω.
(A.2.4)
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Si suponemos que la solución es de la forma
ϕ = a(t, s1)s
5
3 cos s2 + b(t, s1)s
5
3 sin s2 + c(t, s1)s
3
3 cos s2 + d(t, s1)s
3
3 sin s2
+ e(t, s1)s3 cos s2 + f(t, s1)s3 sin s2 + j(t, s1)s
4
3 + h(t, s1)s
2
3 + i(t, s1), (A.2.5)
donde a, b, c, d, e, f, g, h, i son funciones regulares desconocidas, y substituyendo en (A.2.4),
se tiene que

































































































s3 + i(t, s1), (A.2.6)
donde hemos utilizado la ecuación (1.3.30) para garantizar que se verifica la condición
de contorno en (A.2.4). Volviendo a las coordenadas cartesianas locales, podemos escribir
(A.2.6) como:


































































































z3 + i(t, s1). (A.2.7)
Ahora, consideremos V = U2 −∇zϕ y χ = (− sin s2, cos s2) el vector unitario tangente a





∇zp3 + F−∆z(∇zϕ) en ω,
divzV = 0 en ω,
V · n = U2 · n−∇zϕ · n = 0 en ∂ω,
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divzW = 0 en ω,



























Si somos capaces de encontrar una función ψ tal que
∂ψ
∂χ



















divzW = 0 en ω,
W = 0 en ∂ω.
(A.2.11)
Por el Teorema 1.3.4, tendremos solución única (W, p3) (salvo una función de t y s1 para
























































cos s2 en ∂ω,
así que, una posible elección para ψ es



























300A. Cálculo detallado de algunos términos identificados en el Teorema 1.3.5
que, utilizando el cambio de variable (1.3.23), se puede escribir como:
































































Por tanto, por (A.2.11), W es solución del problema,
∆zW = ∇zq2 + F en ω,
divzW = 0 en ω,






p3 − g − 4ψ3z2 + 4ψ2z3 + q20, (A.2.18)
siendo q20 = q20(t, s1) una función arbitraria de t y s1. Por el Teorema 1.3.4, tenemos que
existe solución única (W, q2) de (A.2.17) (salvo una función arbitraria de t y s1 para q2).
Una vez hayamos obtenido W y q2, obtendremos que U2 y p3 son de la siguiente forma,












q2 + g + 4ψ3z2 − 4ψ2z3 − q20
)
, (A.2.20)
donde ϕ, ψ, g, ψ3 y ψ2 vienen dados, respectivamente, por las expresiones (A.2.7), (A.2.14),
(1.3.35), (A.2.15) y (A.2.16).
Obtengamos entonces la expresión de (W, q2). Para ello, recordemos que F = (F2, F3)
es polinómica en las variables z2 y z3. Desarrollando, a partir de (1.3.36), F2 y F3 en








































donde fmnα denota el coeficiente que multiplica zm2 zn3 en Fα. Como F es polinómica en z2 y
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3 z2 + w
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3 − 1), (A.2.22)
































Sustituyendo en (A.2.17), obtenemos un sistema lineal con una única solución, por tanto W
y q2 pueden ser determinados por los coeficientes del campo F y entonces nuestra hipótesis
de la forma de las expresiones de W y q2 es correcta (por unicidad de solución).



















































































































































































f 113 , q
















































q02 = q04 = q05 = q11 = q13 = q20 = q22 = q23 = q31 = q40 = q41 = 0, (A.2.27)
y q00 una función arbitraria regular que depende únicamente de las variables t y s1.
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