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On one problem of Gowers.
Shkredov I.D.
In 1927 B.L. van der Waerden published his famous theorem on arith-
meti progressions (see [1℄) :
Theorem 1.1 Let h and k be positive numbers. There exists a positive inte-
ger N = N(h, k) suh that, however the set {1, 2, . . . , N} is partitioned into
h subsets, at least one of the subsets ontains an arithmeti progression of
length k.
Let N be a natural number and
ak(N) =
1
N
max{|A| : A ⊆ [1, N ],
A  does not ontain an arithmeti progression of length k},
where |A| denotes the ardinality of a set A. In [2℄ P. Erdos and P. Turan
realised that it ought to be possible to find arithmeti progression of length
k in any set with positive density. In other words they onjetured that for
any k ≥ 3
ak(N)→ 0, as N →∞ (1)
Clearly, this onjeture implies van der Waerden theorem.
In ase k = 3 onjeture (1) was proved by K.F. Roth in [3℄. In his paper
Roth used the Hardy  Littlewood method to prove the inequality
a3(N)≪ 1
log logN
.
At this moment the best result about a lower bound for a3(N) belongs to J.
Bourgain He proved that
a3(N) ≪
√
log logN
logN
. (2)
For an arbitrary k onjeture (1) was proved by E. Szemeredi [5℄ in 1975.
1
The seond proof of Szemeredi's theorem was given by H. Furstenberg in
[18℄, using ergodi theory. Furstenberg showed that Szemeredi's theorem is
equivalent to the multiple reurrene of almost every point in an arbitrary
dynamial system. Here we formulate this theorem in the ase of metri
spaes :
Theorem 1.2 Let X be a metri spae with metri d(·, ·) and Borel sigma
algebra of measurable sets Φ. Let T be a measurable map of X into itself
preserving the measure µ and let k ≥ 3. Then
lim inf
n→∞
max{d(T nx, x), d(T 2nx, x), . . . , d(T (k−1)nx, x)} = 0.
for almost all x ∈ X.
A. Behrend in [11℄ obtained a lower bound for a3(N)
a3(N)≫ exp(−C(logN) 12 ),
where C is an absolute onstant. Lower bounds for ak(N) with an arbitrary
k an be found in [8℄.
Unfortunately, Szemeredi's methods give very weak upper bound for
ak(N). Furstenberg's proof gives no bound. Only in 2001 W.T. Gowers [6℄
obtained a quantitative result about the speed of tending to zero of ak(N)
with k ≥ 4. He proved the following theorem.
Theorem 1.3 Let δ > 0, k ≥ 4 and N ≥ exp exp(Cδ−K), where C,K > 0
is absolute onstants. Let A ⊆ {1, 2, . . . , N} be a set of ardinality at least
δN . Then A ontains an arithmeti progression of length k.
In other words, W.T. Gowers proved that for any k ≥ 4, we have ak(N) ≪
1/(log logN)ck , where onstant ck depends on k only.
In the present paper we shall deal with the following problem. Consider
the twodimensional lattie [1, N ]2 with basis {(1, 0), (0, 1)}. Define
L(N) =
1
N2
max{ |A| : A ⊆ [1, N ]2 and
A  does not ontain any triple {(k,m), (k + d,m), (k,m+ d), d > 0}
with positive d}. (3)
A triple from (3) will be alled a "orner". In papers [9, 18℄ shown that
L(N) tends to 0 as N tends to infinity. W.T. Gowers (see [6℄) set a question
about the speed of onvergene to 0 of L(N).
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In [12℄ V. Vu proposed the following solution. Let us define log∗N as the
largest integer k suh that log[l]N ≥ 2, where log[1]N = logN and for l ≥ 2
log[l] = log(log[l−1]N). V. Vu proved that
L(N) ≤ 100
log1/4∗ N
The main result of our paper is
Theorem 1.4 Let δ > 0, N ≥ exp exp exp(δ−c), where c > 0 is an absolute
onstant. Let A ⊆ {1, . . . , N}2 be a set of ardinality at least δN2. Then A
ontains a triple (k,m), (k + d,m), (k,m+ d), where d > 0.
Thus, we obtain the bound L(N) ≪ 1/(log log logN)C1 , where C1 > 0 is
an absolute onstant.
Moreover, a simple lower bound for L(N) will be obtained (see Proposi-
tion 4.1).
In our proof we develop the approah presented in [6, 10℄.
2. An outline of the proof.
The flowhart shown in Figure 1 gives us an outline of our proof.
3. On αuniformity.
Let A ⊂ ZN be a set of size δN and let χA(s) be the harateristi funtion
of A. Let us define the balaned funtion of A to be f(s) = χA(s)− δ.
Let D denote the losed unit disk in C.
Definition. A funtion f : ZN → D will be alled αuniform, if∑
k
|∑
s
f(s)f(s− k)|2 ≤ αN3. (4)
Let us now define a set A to be αuniform if its balaned funtion is.
Let f be a funtion from ZN to C. For r ∈ ZN we set
f̂(r) =
∑
k
f(k)e(−kr),
where e(x) = e2πix/N . The funtion f̂ is the disrete Fourier transform of f .
We need in some simple fats on Fourier transform
N
∑
s
|f(s)|2 =∑
r
|f̂(r)|2 (5)
N
∑
s
f(s)g(s) =
∑
r
f̂(r)ĝ(r). (6)
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Figure 1: An outline of the proof
N
∑
k
|∑
s
f(s)g(s− k)|2 =∑
r
|f̂(r)|2|ĝ(r)|2 (7)
We need in Lemma 2.2 from [6℄.
Lemma 3.1 Let f : ZN → D be αuniform. Then
1)
∑
r |f̂(r)|4 ≤ αN4
2) maxr |f̂(r)| ≤ α 14N
3)
∣∣∣∑k |∑s f(s)g(s− k)|2 − 1N |∑s f(s)|2|∑s g(s)|2∣∣∣ ≤ α 12N2‖g‖22, for every
funtion g, g : ZN → D.
Otherwise, if for all r we have |f̂(r)| ≤ αN for some α > 0 then f is α2
uniform.
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Proof. Using (7), we get
N
∑
k
|∑
s
f(s)f(s− k)|2 =∑
r
|f̂(r)|4. (8)
and we prove 1). Further, we have
max
r
|f̂(r)|4 ≤∑
r
|f̂(r)|4 ≤ αN4
and we prove 2). Suppose for all r we have |f̂(r)| ≤ αN for some α > 0.
Then ∑
r
|f̂(r)|4 ≤ α2N2∑
r
|f̂(r)|2 = α2N3∑
s
|f(s)|2 ≤ α2N4
We see that funtion f is α2uniform. Now we shall proof 3). Let (f ∗g)(k) =∑
s f(s)g(s− k). Then
∑
k
∑
s f(s)g(s− k) =
∑
s f(s) ·
∑
s g(s).
∑
k
∣∣∣(f ∗ g)(k)− 1
N
∑
s
f(s) ·∑
s
g(s)
∣∣∣2 =
=
∑
k
|∑
s
f(s)g(s− k)|2 − 1
N
|∑
s
f(s)|2|∑
s
g(s)|2 = σ (9)
Let φ(k) = (f ∗ g)(k) − 1
N
∑
s f(s) ·
∑
s g(s). Then φ̂(0) =
∑
k φ(k) = 0.
Clearly, r 6= 0 φ̂(r) = f̂(r)ĝ(r). By (9), it follows that
∑
k
|∑
s
f(s)g(s− k)|2 − 1
N
|∑
s
f(s)|2|∑
s
g(s)|2 =∑
k
|φ(k)|2
Using (5), we get
σ =
1
N
∑
r
|φ̂(r)|2 = 1
N
∑
r 6=0
|φ̂(r)|2 = 1
N
∑
r 6=0
|f̂(r)|2|ĝ(r)|2 (10)
If f is αuniform, then using 2), we have maxr |f̂(r)| ≤ α 14N . Combining
(10) and (5), we obtain
σ ≤ α 12N ·∑
r
|ĝ(r)|2 ≤ α 12N2∑
s
|g(s)|2 = α 12N2‖g‖22
This proves the Lemma 3.1.
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Given a funtion f : Z2N → C and ~r = (r1, r2) we set
f̂(~r) = f̂(r1, r2) =
∑
k,m
f(k,m)e(−(kr1 +mr2)).
Definition. A funtion f : Z2N → D will be alled αuniform, if∑
~t
|∑
~s
f(~s)f(~s− ~t)|2 ≤ αN6. (11)
Let us now define a set A ⊆ Z2N , |A| = δN2 to be αuniform if its balaned
funtion f(~s) = χA(~s)− δ is. Obviously, all statements of Lemma 3.1 is true
for these funtions.
Lemma 3.1
′
Let f : Z2N → D be αuniform. Then
1)
∑
~r |f̂(~r)|4 ≤ αN8
2) max~r |f̂(~r)| ≤ α 14N2
3)
∣∣∣∑~k |∑~s f(~s)g(~s− ~k)|2− 1N2 |∑~s f(~s)|2|∑s g(~s)|2∣∣∣ ≤ α 12N4‖g‖22, for every
funtion g, g : Z2N → D.
Otherwise, if for all r we have |f̂(r)| ≤ αN2 for some α > 0 then f is α2
uniform.
Let P1, P2 ⊆ ZN be arithmeti progressions. A set P ⊆ Z2N is alled
twodimensional arithmeti progression if P = P1 × P2.
Lemma 3.2 Let A ⊆ Z2N be αuniform of ardinality δN2. Let P1, P2 ⊆
ZN be arithmeti progressions with differene 1 and let P = P1 × P2 be a
twodimensional arithmeti progression. Then | |A⋂P | − δ|P || ≤ 16α 14N2.
Proof. Let P = {a, a+ 1, . . . , a+M1 − 1} × {b, b+ 1, . . . , b+M2 − 1}. For
any ~r = (r1, r2), r1 6= 0, r2 6= 0, we have
|P̂ (~r)| =
∣∣∣e(−r1M1)− 1
e(−r1)− 1
∣∣∣ · ∣∣∣e(−r2M2)− 1
e(−r2)− 1
∣∣∣ ≤ N2
r1r2
If r1 = 0, r2 6= 0, then |P̂ (~r)| ≤ N2/r2. In the same way, |P̂ (~r)| ≤ N2/r1 for
r2 = 0, r1 6= 0. Hene ∑~r 6=0 |P̂ (~r)|4/3 ≤ 16N8/3. Using (6), we get
σ = | |A⋂P | − δ|P || = |∑
~r
χA(~r)χP (~r)− δ|P || = 1
N2
∑
~r 6=0
χ̂A(~r)χ̂P (~r)
Using Ho¨lder's inequality, we obtain
|∑
~r 6=0
χ̂A(~r)χ̂P (~r)| ≤
(∑
~r 6=0
|χ̂A(~r)|4
)1/4(∑
~r 6=0
|χ̂P (~r)|4/3
)3/4 ≤
6
≤ 16N2
(∑
r 6=0
|χ̂A(~r)|4
)1/4
Sine A is αuniform, it follows that
σ ≤ 1
N2
16N2(αN8)1/4 ≤ 16α 14N2
as required.
Let ~e1 and ~e2 be two vetors (1, 0) and (0,−1).
Let E1×E2 be a subset of Z2N and let f be a funtion from Z2N to D. We
shall write that f : E1 × E2 → D if f(~s) = 0 for any ~s /∈ E1 ×E2.
Definition 3.3 Let α ∈ [0, 1] and let E1 × E2 ⊆ Z2N . Funtion f : E1 ×
E2 → D will be alled αuniform with respet to the basis (~e1, ~e2) if the
following ondition hold∑
~s∈Z2
N
∑
u∈ZN
∑
r∈ZN
f(~s)f(~s+ u~e2)f(~s+ r~e1)f(~s+u~e2+ r~e1) ≤ α|E1|2|E2|2. (12)
Let f(k,m) = f(k~e1 +m~e2). Funtion f is αuniform iff∑
m,p∈ZN
| ∑
k∈ZN
f(k,m)f(k, p)|2 ≤ α|E1|2|E2|2. (13)
A set H ⊆ Z2N is alled box if H = E1 × E2, where E1, E2 ⊆ ZN . If
|E1| = |E2| then H is alled square.
Let A ⊆ E1 × E2 and let χ(~s) = χA(~s) be the harateristi funtion of
A. By δm = δ
~e1
m and γk = γ
~e2
k denote δm = 1/|E1| ·
∑N
p=1 χ(m~e2 + p~e1) and
γk = 1/|E2| ·∑Np=1 χ(k~e1 + p~e2). Let us define the balaned funtion of A to
be f(~s) = (χ(~s)− δm)χE1×E2(~s).
Let us now define a set A ⊆ E1×E2 to be αuniform with respet to the
basis (~e1, ~e2) if its balaned funtion is.
By a ube we shall mean quadruple (~s, ~s + u~e2, ~s + r~e1, ~s + u~e2 + r~e1).
We shall say that suh a ube is ontained in A ⊆ Z2N if quadruple (~s, ~s +
u~e2, ~s+ r~e1, ~s+ u~e2 + r~e1) belongs to A.
Lemma 3.4 Let A be a subset of Z2N of ardinality δN
2
. Then A on-
tains at least δ4N4 ubes.
Proof. Let χ(~s) be the harateristi funtion of A and let ~s = k~e1 +m~e2.
The number of ubes in A is
7
∑
~s,u
∑
r χ(~s)χ(~s + u~e2)χ(~s+ r~e1)χ(~s+u~e2+r~e1) =
∑
m,p |
∑
k χ(k,m)χ(k, p)|2.
Using CauhyBounyakovskiy inequality, we get
∑
m,p
|∑
k
χ(k,m)χ(k, p)|2 ≥ 1
N2
(
∑
m,p
∑
k
χ(k,m)χ(k, p))2 =
=
1
N2
(
∑
k
|∑
m
χ(k,m)|2)2 ≥ 1
N4
(
∑
k,m
χ(k,m))4 = δ4N4.
This ompletes the proof.
By C denote the operator of omplex onjugation. Let ~x and ~y be two
vetors in C
k
. We shall write its inner produt as ~x · ~y or (~x, ~y). Let ε ∈
{0, 1}k. By |ε| we denote ∑ki=1 εi.
Lemma 3.5 For every ε ∈ {0, 1}2 let fε(~s) be a funtion from Z2N to D.
Then
|∑
p,q
∑
~s
∏
ε∈{0,1}2
C|ε|fε(~s+ ε1p~e1 + ε2q~e2)| ≤
≤ ∏
ε∈{0,1}2
|∑
p,q
∑
~s
∏
η∈{0,1}2
C|η|fε(~s+ η1p~e1 + η2q~e2)| 14 .
Proof. Let ~s = k~e1 +m~e2. Then
|∑
p,q
∑
~s
∏
ε∈{0,1}2
C|ε|fε(~s+ ε1p~e1 + ε2q~e2)| =
=
∑
k,p
(∑
m
f{0,0}(k,m)f{1,0}(k + p,m)
)(∑
m
f{0,1}(k,m)f{1,1}(k + p,m)
)
≤
≤
(∑
k,p
|∑
m
f{0,0}(k,m)f{1,0}(k + p,m)|2
) 1
2
(∑
k,p
|∑
m
f{0,1}(k,m)f{1,1}(k+p,m)|2
) 1
2 .
The first braket an be transformed as follows :∑
k,p
|∑
m
f{0,0}(k,m)f{1,0}(k + p,m)|2 =
=
∑
k,p
∑
m,r
f{0,0}(k,m)f{1,0}(k + p,m)f{0,0}(k, r)f{1,0}(k + p, r) =
=
∑
m,r
(∑
k
f{0,0}(k, r)f{0,0}(k,m)
)(∑
k
f{1,0}(k, r)f{1,0}(k,m)
)
(14)
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The latter an be estimate with the help of the CauhyBounyakovskiy in-
equality. Repeating this argument for the seond braket, we obtain the
needed result.
Let f be a funtion from Z2N to C. Define ‖f‖ by the formula
‖f‖ = |∑
~s,u
∑
r
f(~s)f(~s+ u~e2)f(~s+ r~e1)f(~s+ u~e2 + r~e1)| 14 (15)
Lemma 3.6 (15) is a norm.
Proof. Consider the sum
‖f + g‖4 =∑
p,q
∑
~s
∏
ε∈{0,1}2
C|ε|(f + g)(~s+ ε1p~e1 + ε2q~e2) (16)
If we expand the produt (16) we obtain 16 terms of the form
∏
ε∈{0,1}2 C|ε|fε(~s+
ε1p~e1 + ε2q~e2), where fε is either f or g. For eah one of these terms, if we
apply Lemma 3.5, we have an upper estimate of ‖f‖k‖g‖l, where k and l are
the number of times that fε equals f and g respetively. Hene
‖f + g‖4 ≤
4∑
k=0
Ck4‖f‖k‖g‖4−k = (‖f‖+ ‖g‖)4.
as required.
Theorem 3.7 Let A be αuniform with respet to the basis (~e1, ~e2) and∑
p(δp − δ)2 ≤ αN . Then A ontains at most (δ + 2α1/4)4N4 ubes.
Proof. Let χ be the harateristi and let f be the balaned funtion of A.
Then χ = f+δ+(δm−δ). The statement that A is αuniform with respet to
the basis (~e1, ~e2) is equivalent to the statement that ‖f‖ ≤ α1/4N . We have
‖(δm − δ)‖ = N 12 (∑p(δp − δ)2) 12 ≤ α 12N. The number of ubes in A is ‖χ‖4.
Using 3.6, we get ‖χ‖ ≤ ‖δ‖+ ‖f‖+ ‖(δn− δ)‖. Thus ‖χ‖4 ≤ (δ+2α1/4)4N4
as required.
Let Q1 and Q2 be subsets of E1 ×E2 ⊆ Z2N and h, g be its harateristi
funtion respetively. Suppose |E1| = β1N , |E2| = β2N .
The next result is the main one of this setion.
Theorem 3.8 Let funtion f : E1 ×E2 → D be αuniform with respet
to the basis (~e1, ~e2) and sets E1, E2 be α0 = 2
−12α3β241 β
24
2 uniform. Then
| ∑
~s∈Z2N
∑
r∈ZN
h(~s)g(~s+ r(~e1 + ~e2))f(~s+ r~e2)| ≤ 2α 14β21β22N3.
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Proof. Let ~e = ~e1 + ~e2, ~s = k~e1 + m~e2, χ(~s) = χE1×E2(~s) and χ1(k) =
χE1(k), χ2(m) = χE2(m). By the CauhyBounyakovskiy inequality
σ = | ∑
~s∈Z2N
∑
r∈ZN
h(~s)g(~s+ r~e)f(~s+ r~e2)|2 ≤ (17)
(∑
~s
|h(~s)|2
)(∑
~s
χ(~s)|∑
r
g(~s+ r~e)f(~s+ r~e2)|2
)
(18)
=
(∑
~s
|h(~s)|2
)(∑
~s
χ(~s)
∑
r,p
g(~s+ r~e)g(~s+ p~e)f(~s+ r~e2)f(~s+ p~e2)
)
(19)
= ‖h‖22
∑
~s
∑
r,u
χ(~s− r~e)g(~s)g(~s+ u~e)f(~s− r~e1)f(~s+ u~e2 − r~e1) = σ1 (20)
Sine χ(~s−r~e)f(~s−r~e1) = χ1(k−r)χ2(m−r)f(~s−r~e1) = χ2(m−r)f(~s−r~e1),
it follows that
σ1 = ‖h‖22
∑
~s
∑
u,r
χ2(m− r)g(~s)g(~s+ u~e)f(~s− r~e1)f(~s+ u~e2 − r~e1) (21)
= ‖h‖22
∑
~s
∑
u
g(~s)g(~s+ u~e)
∑
r
χ2(m− r)f(k − r,m)f(k − r,m+ u) (22)
= ‖h‖22
∑
~s
∑
u
g(~s)g(~s+ u~e)
∑
r
χ2(r +m− k)f(r,m)f(r,m+ u) (23)
= ‖h‖22
∑
m,u
∑
r
f(r,m)f(r,m+ u)
∑
k
χ2(r +m− k)g(k,m)g(k + u,m+ u)
By Lemma 3.1 for all but α
1/6
0 N hoies of r the following inequality holds
|∑
k
χ2(r +m− k)g(k,m)g(k + u,m+ u) −
− β2
∑
k
g(k,m)g(k + u,m+ u)| ≤ α1/60 N.
We have α0 = 2
−12α3β241 β
24
2 . Using this, we get
σ1 ≤ β‖h‖22
∑
m,u
∑
k
g(k,m)g(k + u,m+ u)
∣∣∣∑
r
f(r,m)f(r,m+ u)
∣∣∣+ 2α1/60 N6
≤ β‖h‖22
∑
m,u
∑
k
χ(k,m)χ(k + u,m+ u)
∣∣∣∑
r
f(r,m)f(r,m+ u)
∣∣∣+ 2α1/60 N6
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We have∑
k
χ(k,m)χ(k + u,m+ u) = χ2(m)χ2(m+ u)
∑
k
χ1(k)χ1(k + u). (24)
Sine set E1 be α0uniform, it follows that
|σ1|2 ≤ 2β22‖h‖42β41N2
∣∣∣∑
m,u
χ2(m)χ2(m+ u)|
∑
r
f(r,m)f(r,m+ u)|
∣∣∣2+25α1/30 N12
Using the CauhyBounyakovskiy inequality, we get
|σ1|2 ≤ 2β41β22‖h‖42N2
(∑
m,u
χ2(m)χ2(m+ u)
)
‖f‖4 + 25α1/30 N12 (25)
≤ 4β41β22N2(β1β2N2)2β22N2α(β21β22N4) = 4αβ81β82N12. (26)
Thus, we have σ ≤ 2α1/4β21β22N3 as required.
The next result is the main of this setion.
Theorem 3.9 Let A ⊆ E1 × E2 be a set and have ardinality |A| =
δ|E1||E2|. Let |E1| = β1N , |E2| = β2N and sets E1, E2 be 10−330β241 β242 δ132
uniform. Let A be αuniform with respet to the basis (~e1, ~e2), α = 10
−108δ44,
N ≥ 1010(δ4β1β2)−1 and ∑m |δm− δ|2 ≤ αβ2N . Then A ontains an orner.
Proof. Let ε = 2−20δ2 and c = N/[εN ]. We an find a partition of Z2N into
twodimensional arithmeti progressions with step 1 and ardinality [εN ]2.
Let us numerate the squares from left to right starting with the left upper
orner. We shall not numerate the squares in the last olumn and the last
string. The set of squares without numbers onsists of two stripes. The width
of eah stripe is not greater then εN and the length equals N . By Lemma 3.2
these stripes ontain not more then 8εβ1β2N
2
points from E1×E2. Let Ai be
the intersetion the A with i - th square. Let the number of the enumerated
squares be t and let the i - th square be Pi × Si, where Pi, Si ⊆ ZN . Let
~e = ~e1 + ~e2, ~s = k~e1 + m~e and χi be the harateristi funtion of Ai. It
follows from ε = 2−20δ2 that
∑t
i=1
∑
k,m χi(k,m) ≥ (1 − 2−5)δβ1β2N2. Let
us split {1, . . . , c} into three arithmeti progressions K1, K2, K3 with step
1 suh that the length of any two progressions differ by at most 1. Then
all numerated squares get separated into nine subsets. Among these subsets
there exists suh one, say V , that
∑
i∈V
∑
k,m χi(k,m) ≥ 10−1δβ1β2N2. Using
the CauhyBounyakovskiy inequality, we get
1
100
δ2β21β
2
2N
3 ≤∑
k
(∑
m,i
χi(k,m)
)2
=
t∑
i,j=1
∑
k
(∑
m
χi(k,m)
)(∑
m
χj(k,m)
)
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=
∑
i 6=j
∑
k
(∑
m
χi(k,m)
)(∑
m
χj(k,m)
)
+
∑
i
∑
k
(∑
m
χi(k,m)
)2
(27)
Let us estimate the seond term in (27). Let ζ = 10−330β241 β
24
2 δ
132
. By
Lemma 3.1 there is all but (1 − ζ1/6)N hoies of k suh that |∑m χE1(k +
m)χE2∩Si(m) − β1|E2 ∩ Si|| ≤ ζ1/6N. Using Lemma 3.2, we get |E2 ∩ Si| ≤
4εβ2N . Hene there is all but (1− ζ1/6)N hoies of k suh that
|∑
m
χE1(k +m)χE2∩Si(m)| ≤ 8εβ1β2N (28)
Let B be the set suh k′s that do not satisfy (28). Then |B| ≤ ζ1/6N . Sine∑
m χE1∩Pi(k +m)χE2∩Si(m) ≤
∑
m χE1(k +m)χE2∩Si(m) , it follows that∑
i
∑
k
(∑
m
χi(k,m)
)2
=
∑
i
∑
k∈B
(∑
m
χi(k,m)
)2
+
∑
i
∑
k/∈B
(∑
m
χi(k,m)
)2 ≤
8εβ1β2N
∑
i
∑
k
∑
m
χi(k,m) + ζ
1/6N
∑
i
|∑
m
χE2∩Si(m)|2 = σ
Using Lemma 3.2, we get
σ ≤ 8εβ1β2Nβ1β2N2 + 16ζ1/6N(εβ2N)2t ≤ 10εβ21β22N3
This yields that
∑
i 6=j
∑
k
(∑
m
χi(k,m)
)(∑
m
χj(k,m)
)
≥ 1
200
δ2β21β
2
2N
3
(29)
Then the inequality above imply that there exists two indexes i0, j0, i0 6= j0
suh that ∑
k
(∑
m
χi0(k,m)
)(∑
m
χj0(k,m)
)
≥ 10−26δ10β21β22N3. (30)
Let i0 < j0 and let Q1 = Ai0 , Q2 = Aj0 . Reall that i0, j0 ∈ V . Consider the
sum ∑
~s
∑
r
χQ1(~s)χQ2(~s+ r~e)χA(~s+ r~e2) (31)
Split the sum (31) as∑
~s
∑
r
χQ1(~s)χQ2(~s+ r~e)(δm+rχE1×E2(~s+ r~e2) + fA(~s+ r~e2)) =
12
=
∑
~s
∑
r
χQ1(~s)χQ2(~s+ r~e)χE1×E2(~s+ r~e2)δm+r +
∑
~s
∑
r
χQ1(~s)χQ2(~s+ r~e)fA(~s+ r~e2) =
=
∑
~s
∑
r
χQ1(~s)χQ2(~s+ r~e)δm+r +
∑
~s
∑
r
χQ1(~s)χQ2(~s+ r~e)fA(~s+ r~e2) =
= δ
∑
~s
∑
r
χQ1(~s)χQ2(~s+ r~e) +
∑
~s
∑
r
χQ1(~s)χQ2(~s+ r~e)(δm+r − δ)+
∑
~s
∑
r
χQ1(~s)χQ2(~s+ r~e)fA(~s+ r~e2) (32)
By Theorem 3.8 the third term in (32) does not exeed 2α1/4β21β
2
2N
3
. By
inequality (30) we have the first term in (32) is at least 10−26δ11β21β
2
2N
3. Let
us estimate the seond term in (32). Let H be the set of m suh that the
following inequality holds |δm − δ| > α1/3. We have ∑m |δm − δ|2 ≤ αβ2N ,
then |H| ≥ α1/3N . Now, let ~s = k~e1 +m~e2. We get
|∑
~s
∑
r
χQ1(~s)χQ2(~s+r~e)(δm+r−δ)| = |
∑
k,m,r
χQ1(k,m)χQ2(k+r,m+r)(δm+r−δ)|
= |∑
k,r
∑
m
χQ1(k,m− r)χQ2(k + r,m)(δm − δ)| = σ1 = σ2 + σ3,
where by σ2, σ3 we define the sums over m /∈ H and m ∈ H respetively.
The sets E1, E2 is 10
−330β241 β
24
2 δ
132
uniform. By Lemma 3.1, we get
σ2 = |
∑
k,r
∑
m/∈H
χQ1(k,m− r)χQ2(k + r,m)(δm − δ)| ≤
≤ α1/3∑
k,r
∑
m
χE1(k)χE1(k + r)χE2(m)χE2(m− r) ≤ 2α1/4β21β22N3 (33)
Further
σ3 = |
∑
k,r
∑
m∈H
χQ1(k,m− r)χQ2(k + r,m)(δm − δ)| ≤
≤∑
k,r
∑
m
χE1(k)χE1(k + r)χH(m)χE2(m− r) (34)
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Let T1 be the set of r suh that |∑k χE1(k)χE1(k+r)−β21N | > ζ1/6N , and T2
be the set of r suh that |∑k χH(k)χE2(k+ r)− β2|H|| > ζ1/6N . By Lemma
3.1, we have |T1|, |T2| ≤ ζ1/6N . It follows that
σ3 ≤
∑
r∈(T1∪T2)
(
∑
k
χE1(k)χE1(k + r))(
∑
m
χH(m)χE2(m− r))+
+
∑
r /∈(T1∪T2)
(
∑
k
χE1(k)χE1(k + r))(
∑
m
χH(m)χE2(m− r)) ≤
≤ 2ζ1/6N3 + β21N |H|β2N + 2ζ1/6N3 ≤ 2α1/4β21β22N3. (35)
Combining (33) and (35), we obtain σ1 ≤ 4α1/4β21β22N3.
Sine α = 10−108δ44, it follows that (31) ≥ 10−27δ11β21β22N3. By the
onstrution of Q1 and Q2 the sum equals the number of triples {(k,m), (k+
d,m−d), (k,m−d)} inQ1×Q2×A. Sine N ≥ 1010(δ4β1β2)−1, it follows that
10−27δ11β21β
2
2N
3 > 1 and A ontains a orner. This ompletes the proof.
4. Graphs.
Let us onsider the set Z
2
N as twodimensional lattie with the basis
(~e1, ~e2).
Let a set A belong to some square E1 × E2 of the twodimensional lat-
tie Z
2
N . Let the ardinality of both E1 and E2 be n. We shall assoiate
with A some bipartite graph GA (see [12℄). Let ψ and ρ be two bijetive
maps from E1 and E2 to U and V respetively and assume U ∩ V = ∅. Let
U = {w1, . . . , wn} and V = {v1, . . . , vn}. The set of verties of the bipar-
tite graph GA is U ⊔ V . We shall onnet a vertex vj with a vertex wi iff
(ψ−1(i), ρ−1(j)) ∈ A. The set Av = {wi ∈ U | (v, wi) is a vertex in GA} is
alled the neighbourhood of a given vertex v ∈ V .
Let A be an arbitrary subset of ZN . Let A
∗
denote the embedding of A
in Z
2
N by the rule (x, y) ∈ A∗ iff x = a − y, a ∈ A. It shall be used in the
following proposition.
Proposition 4.1 For any ε > 0 there exists Nε ∈ N suh that for an
arbitrarily N ≥ Nε one an find a set Q ⊆ {1, . . . , N}2, |Q| ≥ N2−
log 2+ε
log logN
without orners.
Proof. Behrend's theorem [11℄ states : for any ε > 0, there exists Kε ∈ N
suh that for any K ≥ Kε there exists A ⊆ {1, . . . , K}, |A| > K1−
log 2+ε
log logK
without arithmeti progressions of length 3. Let K = N/3 > Kε. Using this
Theorem we an find a set A ⊂ [1, . . . , N/3] without progressions. Let us
onsider the set Z
2
N and let us enumerate its horizontal lines from down up.
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Let A ⊆ [N/3, . . . , 2N/3]. Consider translations of the set A : {(A+ i−1)×
{i}}N/3i=1 ⊆ Z2N . By A˜ denote the union of all these translations. It is not hard
to prove that A˜ does not ontain a orner. Moreover, A˜ has ardinality at
least N2−
log 2+ε
log logN /9. This ompletes the proof.
Square matrixM is alled nonnegative if its entries are nonnegative. The
following theorem about suh matries is wellknown (see, for example, [16℄).
Theorem 4.2 Let M be a nonnegative matrix and r be its spetral radius.
Then
1) r is an eigenvalue of M .
2) There exists a nonnegative eigenvetor orresponding to the eigenvalue
r.
Let M = (mij) be the adjaeny matrix of the graph GA and T = MM
′
,
whereM
′
is the onjugate matrix. Enumerate the eigenvalues µi of T so that
µ1 ≥ µ2 ≥ . . . ≥ µn ≥ 0. Let ~u1, . . . , ~un be the set of orthogonal eigenvetors
orresponding to the eigenvalues µi. Let ‖~ui‖22 = n, i = 1, . . . , n . Define
~u = (1, . . . , 1).
Let α1 be a real number, 0 ≤ α1 ≤ 1. Suppose A ⊆ E1 × E2, |A| =
δ|E1||E2| and the following ondition holds∑
m∈E2
(δm − δ)2 ≤ α21|E2|. (36)
Suppose in addition ∑
k∈E1
(γk − δ)2 ≤ α21|E1|. (37)
In the rest of this setion, onditions (36) and (37) shall be assumed to hold.
Lemma 4.3 Let ~a be a vetor in Cn and C = (cij) be a real matrix
(n× n). Then (C~a, C~a) ≤ ‖~a‖2 ·∑i∑j c2ij
The proof is trivial.
Lemma 4.4 Let ε ∈ (0, 1). Let A ⊆ E1 × E2 be a set, |E1| = |E2| = n
and let A = δn2. Then µ1 ≥ δ2n2. Furthermore, if ‖~u1 − ~u‖2 ≤ ε2n then
µ1 < δ
2n2 + (2ε+ α21)n
2
.
Proof. Let M = (m
′
ij). We have (see [16℄)
µ1n ≥ (M ′~u,M ′~u) =
∑
i
(
∑
j
m
′
ij)
2
(38)
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Combining (38), the CauhyBounyakovskiy inequality and the fat that∑
i,jm
′
ij = |A| = δn, we obtain
µ1 ≥ 1
n
∑
i
(
∑
j
m
′
ij)
2 ≥ 1
n2
(
∑
i,j
m
′
ij)
2 = δ2n2.
Further, if ‖~u1 − ~u‖2 ≤ ε2n, then (M ′~u1,M ′~u1) = (M ′~u,M ′~u) + (M ′(~u1 −
~u),M
′
~u)+(M
′
~u1,M
′
(~u1−~u)). Let us estimate the term (M ′ ~u1,M ′(~u1−~u)) =
σ. By the CauhyBounyakovskiy inequality, we get
(M
′
~u1,M
′
(~u1 − ~u))2 ≤ (M ′ ~u1,M ′ ~u1) · (M ′( ~u1 − ~u),M ′( ~u1 − ~u))
Using 4.3, we obtain
|σ|2 ≤ ‖~u1‖2 · n2 · ‖ ~u1 − ~u‖2 · n2 ≤ ε2n6.
It now follows that |(M ′ ~u1,M ′(~u1 − ~u))| ≤ εn3. In the same way |(M ′(~u1 −
~u),M
′
~u)| ≤ εn3. Hene
µ1n = (M
′
~u1,M
′
~u1) ≤ (M ′~u,M ′~u) + 2εn3.
We have (M
′
~u,M
′
~u) =
∑
i(
∑
jm
′
ij)
2 = n2
∑
i δ
2
i . Now, by (36)
∑
m δ
2
m ≤
(α21 + δ
2)n, so that
µ1n ≤ δ2n3 + 2εn3 + α21n3
as required.
We shall prove that a set A is αuniform iff the graph GA is quasirandom
(see [10℄).
Lemma 4.5 Let ε ∈ (0, 1). Let A ⊆ E1×E2 be a set, |E1| = |E2| = n and let
A have ardinality δn2. If A is αuniform with respet to the basis (~e1, ~e2),
and ‖~u1 − ~u‖2 ≤ ε2n, then µ2 < α1/2n2 + 4
√
εn2 + 4
√
α1n
2
. Conversely, if
µ2 < ηn
2
and ‖~u1−~u‖2 ≤ ε2n, then A is αuniform with respet to the basis
(~e1, ~e2), where α = η + 16ε+ 16α1.
Proof. Sine tr(T ) = tr(MM
′
) =
∑n
i=1 µi =
∑
k,im
2
ik = δn
2
, it follows that
n∑
i=1
µi = δn
2. (39)
Denote the neighbourhood of vertex vp in the graph GA by Ap . Sine
tr(T 2) =
∑n
i=1 µ
2
i =
∑
p,q |
∑
kmpkmqk|2, it follows that
∑n
i=1 µ
2
i =
∑
p,q |Ap
⋂
Aq|2.
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Using ‖~u1−~u‖2 ≤ ε2n and Lemma 4.4, we get δ2n2 ≤ µ1 ≤ δ2n2+2εn2+α21n2.
Hene
n∑
p,q=1
|Ap
⋂
Aq|2 − δ4n4 =
n∑
i=1
µ2i − δ4n4 =
n∑
i=2
µ2i + θ(12ε+ 3α
2
1)n
4, (40)
where |θ| ≤ 1.
Let ~s = k~e1 + l~e2 and f(~s) = f(k, l) be the balaned funtion of A. By Bl
denote the restrition of A to l-th horizontal line. We have
σ =
N∑
l,t=1
|
N∑
k=1
f(k, l)f(k, t)|2 =
=
N∑
l,t=1
|
N∑
k=1
(
χA(k, l)− δmχE1×E2(k, l)
)(
χA(k, t)− δmχE1×E2(k, t)
)
|2 =
∑
l,t∈E2
∣∣∣|Bl∩Bt|−δlδtn∣∣∣2 = ∑
l,t∈E2
|Bl∩Bt|2−2n
∑
l,t∈E2
δlδt|Bl∩Bt|+n2
∑
l,t∈E2
δ2l δ
2
t
=
∑
l,t∈E2
|Bl ∩Bt|2 − 2n
∑
v∈E1
( ∑
l∈E2
δlχA(v, l)
)2
+ n2(
∑
l∈E2
δ2l )
2
(41)
Let us estimate the third term in (41). By the CauhyBounyakovskiy in-
equality, we get
n2(
∑
l∈E2
δ2l )
2 ≥ δ4n4. (42)
On the other hand, we an rewrite inequality (36) as
∑
l∈E2 δ
2
l ≤ (δ2 + α21)n,
so that
n2(
∑
l∈E2
δ2l )
2 ≤ δ4n4 + 3α21n4 (43)
Combining (42) and (43), we obtain
n2
∑
l,t∈E2
δ2l δ
2
t = δ
4n4 + 3θ1α
2
1n
4, (44)
where |θ1| ≤ 1. Let us estimate the seond term in (41). We have∑
l∈E2
δlχA(v, l) =
∑
l∈E2
(δl−δ)χA(v, l)+δ
∑
l∈E2
χA(v, l) =
∑
l∈E2
(δl−δ)χA(v, l)+nδγv
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Combining (36) and the CauhyBounyakovskiy inequality, we get( ∑
l∈E2
(δl − δ)χA(v,m)
)2 ≤ ∑
l∈E2
(δl − δ)2 ·
∑
l∈E2
χ2A(v, l) ≤ α21γvn2
Let ρ(v) =
∑
l∈E2(δl − δ)χA(v,m). Then |ρ(v)| ≤ α1γvn. Let us write the
seond term in (41) as
σ1 = 2n
∑
v∈E1
( ∑
l∈E2
δlχA(v, l)
)2
= 2n
∑
v∈E1
(
ρ(v) + nδγv
)2
=
= 2n(
∑
v∈E1
ρ2(v) + 2nδ
∑
v∈E1
ρ(v)γv + n
2δ2
∑
v∈E1
γ2v) = 2n
3δ2
∑
v∈E1
γ2v + 6θ2α1n
4,
(45)
where |θ2| ≤ 1. By the CauhyBounyakovskiy inequality, we get∑v∈E1 γ2v ≥
δ2n. By (37), it follows that
∑
v∈E1 γ
2
v ≤ (δ2 + α21)n. Hene
σ1 = 2δ
2n4 + 8θ3α1n
4, (46)
where |θ3| ≤ 1. Substituting (44) and (46) in (41), we obtain
σ =
∑
l,t∈E2
|Bl ∩ Bt|2 − δ4n4 + 11α1θ4n4, (47)
where |θ4| ≤ 1. Clearly, ∑l,t∈E2 |Bl ∩ Bt|2 = ∑p,q |Ap⋂Aq|2. Substituting
this equality and (47) in (40), we get
n∑
i=2
µ2i =
N∑
l,t=1
|
N∑
k=1
f(k, l)f(k, t)|2 + θ5n4(14α1 + 12ε), (48)
where |θ5| ≤ 1.
If A is αuniform, then
∑N
l,t=1 |
∑N
k=1 f(k, l)f(k, t)|2 ≤ αn4. It follows that
µ22 ≤
∑n
i=2 µ
2
i ≤ αn4+16εn4+16α1n4. Hene µ2 < α1/2n2+4
√
εn2+4α
1/2
1 n
2
.
Conversely, if µ2 < ηn
2
, then by (39) and (48), we get
∑
p,q
|∑
k
f(k, p)f(k, q)|2 ≤
n∑
i=2
µ2i + 16εn
4 + 16α1n
4 ≤
≤ µ2
n∑
i=2
µi + 16εn
4 + 16α1n
4 < ηδn4 + 16εn4 + 16α1n
4.
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This ompletes the proof.
Lemma 4.6 Let B = (bij) be a matrix (n × n) suh that |bij | ≤ D. Let
~v = (v1, . . . , vn), (~v, ~v) = n be the eigenvetor of matrix B, orresponding to
the eigenvalue λ , |λ| ≥ αnD, 0 < α < 1. Then for any ξ > 0, ξ < 1/2 there
exists a natural number m, m ≤ 4/(αξ)2, omplex numbers c1, . . . , cm and
disjoint sets F1, . . . , Fm ⊆ {1, . . . , n} suh that
1) {1, . . . , n} = ⊔mi=1 Fi.
2) For any i ∈ {1, . . . , m} and j ∈ Fi |vj − ci| ≤ ξ
3) For any i ∈ {1, . . . , m} |ci| ≤ 1/α.
Proof. For any i ∈ {1, . . . , m} we have
|λvi| = |
n∑
k=1
bikvk| ≤ nD (49)
It follows that, for any i = 1, . . . , m |vi| ≤ 1/α. By U denote the losed
disk in C with enter in 0 and radius 1/α. Split the set U into m sets
U1, . . . , Um, m ≤ 4/(αξ)2 suh that diameter of an arbitrary set is at most
ξ. Let c1, . . . , cm be an arbitrary points from U1, . . . , Uk. Let us onsider the
sets
Fi = {j : vj ∈ Ui}, i = 1, . . . , m.
The sets F1, . . . , Fm and the numbers c1, . . . , cm satisfies 1)  3). This om-
pletes the proof of Lemma 4.6.
Lemma 4.7 Let C be a set and A ⊆ C, |A| = δ|C|. Let Q1, . . . , Qm be a
partition of C. Let B be the set of i suh that |A∩Qi| < (δ− η)|Qi|, η > 0.
Then ∑
i/∈B
|A ∩Qi| ≥ δ
∑
i/∈B
|Qi|+ η
∑
i∈B
|Qi|. (50)
Proof. We have
δ|C| =
m∑
i=1
|A∩Qi| =
∑
i∈B
|A∩Qi|+
∑
i/∈B
|A∩Qi| < (δ−η)
∑
i∈B
|Qi|+
∑
i/∈B
|A∩Qi|
(51)
Using (51), we get∑
i/∈B
|A ∩Qi| > δ|C| − δ
∑
i∈B
|Qi|+ η
∑
i∈B
|Qi| =
= δ
m∑
i=1
|Qi| − δ
∑
i∈B
|Qi|+ η
∑
i∈B
|Qi| = δ
∑
i/∈B
|Qi|+ η
∑
i∈B
|Qi|. (52)
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This ompletes the proof.
Lemma 4.8 Let A be a set A ⊆ E1 × E2, |E2| ≤ |E1| and A have
ardinality δ|E1||E2|. Then for any ζ > 0, ζ < δ2 either A satisfies (36),
(37) with α1 = ζ, or there exist sets G1 and G2, G1 ⊆ E1, G2 ⊆ E2 suh
that
|A⋂(G1 ×G2)| > (δ + ζ3/8)|G1||G2| and (53)
|G1|, |G2| > ζ3|E2|/8. (54)
Proof. If both inequalities (36),(37) are true for α1 = ζ , then we obtain
the result. Suppose inequality (36) does not hold. In this ase, there exists
at most ζ2|E2|/2 hoies of m suh that |δm − δ| > ζ/2. Let n = |E2|.
By B+ denote the set of m suh that δm > δ + ζ/2 and by B
−
denote the
set of m suh that δm < δ − ζ/2. Then either |B+| ≥ ζ2n/4 or |B−| ≥
ζ2n/4. If |B+| ≥ ζn/2, then put G1 = E1, G2 = B+. Clearly, G1, G2
satisfies ondition (54). Let us hek (53). We have |A⋂(G1 × G2)| =
|G1|∑m∈G2 δm > (δ + ζ/2)|G1||G2|, so that (53) is true. If |B−| ≥ ζ2n/4,
then put G1 = E1, G2 = E2 \B−. Let us onsider the partition E1×E2 into
the sets Qi = E1×{x}, x ∈ E2. Obviously, for any i ∈ E2 the ardinality of
Qi equals |E1|. By Lemma 4.7, we get
|A ∩ (G1 ×G2)| =
∑
i/∈B−
|A ∩Qi| ≥ δ
∑
i/∈B−
|Qi|+ ζ
2
∑
i∈B−
|Qi|
Sine |B−| ≥ ζ2n/4, it follows that
|A ∩ (G1 ×G2)| ≥ δ|G1||G2|+ ζ
3
8
n|E1| ≥ (δ + ζ
3
8
)|G1||G2|. (55)
This implies that G1, G2 satisfies ondition (53). We shall show that ondi-
tion (53) is also true. Using (55), we get
|G1||G2| ≥ |A ∩ (G1 ×G2)| ≥ ζ
3
8
n|E1|.
Hene |G1| ≥ nζ3/8. This ompletes the proof.
Let ~u1 be the nonnegative eigenvetor orresponding to the first eigen-
value µ1 of matrix T , and ~u2 be the eigenvetor orresponding to the seond
eigenvalue µ2. Vetor ~u1 exists by Theorem 4.2. Let (~u1, ~u1) = (~u2, ~u2) = n
and (~u1, ~u2) = 0. Define ~u = (1, . . . , 1).
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Proposition 4.9 Let A ⊆ E1 ×E2 be a set, |E1| = |E2| = n and let A have
ardinality δn2. Let α > 0 be a real number and
A is not αuniform with respet to the basis (~e1, ~e2). (56)
If ‖~u − ~u1‖2 ≤ α2/36 · n then one an find the sets G1 ⊆ E1 and G2 ⊆ E2
suh that
|A⋂(G1 ×G2)| > (δ + 2−200α60)|G1||G2| and |G1|, |G2| > 2−200α60n. (57)
If ‖~u− ~u1‖2 > α2/36 · n then (57) takes plae even if (56) is not suppose to
be true.
Proof. We an assume that inequalities (36), (37) hold for α1 = 2
−56α20.
If it is not true, then we an find G1, G2 by Lemma 4.8.
Case 1. ‖~u− ~u1‖2 ≤ α2/36 · n.
By assumption A is not αuniform. By Lemma 4.5, it follows that µ2 ≥
αn2/2. Let E = (eij) be the matrix (n× n) suh that eij = 1, i, j = 1, . . . , n
and put M1 = M − δE , T1 = M1M ′1. We have
(M
′
~u2,M
′
~u2) = (M
′
1~u2,M
′
1~u2) + (M
′
1~u2, δE~u2) + (δE~u2,M
′
1~u2) + (δE~u2, δE~u2)
(58)
Let us estimate the seond term in (58). Sine (~u1, ~u2) = 0, it follows that
(~u, ~u2) = (~u−~u1, ~u2). Combining the CauhyBounyakovskiy inequality and
the inequality ‖~u− ~u1‖2 ≤ α2/36n, we obtain
|(~u, ~u2)|2 ≤ ‖~u− ~u1‖2n ≤ α2/36n2. (59)
We have E~u2 = ~u(~u, ~u2). Using 4.3, the CauhyBounyakovskiy inequality
and (59), we get
|(M ′1~u2, δE~u2)|2 ≤ (M
′
1~u2,M
′
1~u2)·(E~u2, E~u2) ≤ n3(~u(~u, ~u2), ~u(~u, ~u2)) ≤ α2/36n6
(60)
Hene |(M ′1~u2, δE~u2)| ≤ 2−6αn3. In the same way |(δE~u2,M ′1~u2)| ≤ 2−6αn3
and |(δE~u2, δE~u2)| ≤ 2−6αn3. Finally, we obtain
αn3/2 ≤ µ2n = (T~u2, ~u2) = (M ′~u2,M ′~u2) ≤ (M ′1~u2,M
′
1~u2) +
α
4
n3. (61)
(M
′
1~u2,M
′
1~u2) ≥ αn3/4. (62)
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By aij denote the entries of the matrix M
′
1 and by xi denote the entries
of the vetor ~u2. By the CauhyBounyakovskiy inequality, it follows that
|∑nk=1 aikxk| ≤ n, for any i = 1, . . . , n. Using (62), we get
α
4
n3 ≤
n∑
i=1
|
n∑
k=1
aikxk|2 ≤ n
n∑
i=1
|
n∑
k=1
aikxk| (63)
Clearly, all entries of the matrix T are bounded by n. Let us apply Lemma 4.6
to the matrix T and its eigenvetor ~u2 with parameters D = n and ξ = α/16.
By this Lemma we an find the sets F1, . . . , Fm, m ≤ 211α−4 and the omplex
numbers c1, . . . , cm suh that onditions 1)3) are satisfied. Combining (63)
and the triangle inequality, we obtain
n∑
i=1
m∑
j=1
| ∑
k∈Fj
aikxk| ≥ α
4
n2 (64)
Define
B = {j : |Fj| < 2−16α8n} (65)
By the CauhyBounyakovskiy inequality, we get
n∑
i=1
∑
j∈B
| ∑
k∈Fj
aikxk| < n2m
√
2−16α8 ≤ α
8
n2 (66)
Hene
n∑
i=1
∑
j /∈B
| ∑
k∈Fj
aikxk| ≥ α
8
n2 (67)
Using properties 2), 3) of Lemma 4.6, we obtain
α
16
n2 ≤
n∑
i=1
∑
j /∈B
| ∑
k∈Fj
aikcj| ≤ 2
α
n∑
i=1
∑
j /∈B
| ∑
k∈Fj
aik| (68)
Let us onsider the sets
J+j = {i | j /∈ B,
∑
k∈Fj
aik ≥ 0}, and J−j = {i | j /∈ B,
∑
k∈Fj
aik < 0} (69)
Let C be the set of k suh that |γk− δ| > √α1. By (37), we have |C| ≥ α1n.
Let C = {1, . . . , n}\C. Note that for all j /∈ B the following inequality holds
|C| ≤ α1n ≤ √α1|Fj|. We have
|∑
i
∑
k∈Fj
aik| = |n
∑
k∈Fj
(γk − δ)| = n|
∑
k∈Fj∩C
(γk − δ) +
∑
k∈Fj∩C
(γk − δ)| ≤
22
≤ |C|n+√α1|Fj|n ≤ 2√α1|Fj|n ≤ α
2
64
|Fj|n
It follows that
| ∑
i∈J+j
∑
k∈Fj
aik +
∑
i∈J−j
∑
k∈Fj
aik| = |
∑
i
∑
k∈Fj
aik| ≤ α
2
64
|Fj|n.
Hene |∑i∈J−j ∑k∈Fj aik| ≤ ∑i∈J+j ∑k∈Fj aik +α2|Fj|n/16. Using (68), we get
α2
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n2 ≤ ∑
j /∈B
∑
i∈J+j
∑
k∈Fj
aik. (70)
Let j0 /∈ B be the index for whih the sum∑i∈J+j ∑k∈Fj aik is maximal. Then
∑
i∈J+j0
∑
k∈Fj0
aik ≥ α
2
128m
n2 ≥ 2−18α6n2. (71)
By (71), it follows that |J+j0 | > 2−18α6 · n. Put G1 = Fj0 and G2 = J+j0 . Sine
j0 /∈ B, so that |G1| ≥ 2−16α8n. Using (71), we get
|A⋂(G1 ×G2)| > (δ + 2−18α6)|G1||G2|.
It is lear that the sets G1, G2 satisfies the onditions (57).
Case 2. ‖~u− ~u1‖2 > α2/36 · n.
Sine (~u1, ~u) ≥ 0, it follows that
α2/36 · n < ‖~u− ~u1‖2 = (~u, ~u)− 2(~u, ~u1) + (~u1, ~u1) = 2n− 2(~u, ~u1).
Hene
0 ≤ (~u1, ~u) ≤ n− 2−13α2 · n (72)
We have E2 = nE and E~u1 = ~u(~u, ~u1). Then
(T1~u1, ~u1) = (T~u1, ~u1)− δ(EM ′~u1, ~u1)− δ(ME~u1, ~u1) + δ2(E2~u1, ~u1) =
= (T~u1, ~u1)− δ(M ′~u1, E~u1)− δ(ME~u1, ~u1) + δ2n|( ~u1, ~u)|2 = σ (73)
Let us alulate the term (M
′
~u1, E~u1) in (73). (M ′~u1, E~u1) = (~u, ~u1)(M ′~u1, ~u1) =
(~u, ~u1)(~u1,M~u). Let ~v equals {(δm−δ)}nm=1. ThenM~u = δn~u+n~v. It follows
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that (~u1,M~u) = δn(~u, ~u1)+n(~u1, ~v). Combining the CauhyBounyakovskiy
inequality and (36), we obtain
(~u1, ~v)
2 ≤ ‖~u1‖22‖~v‖22 = n
∑
m
(δm − δ)2 ≤ α21n2
Hene (M
′
~u1, E~u1) = δn(~u1, ~u)2 + θα1n3, where |θ| ≤ 1. In the same way
(ME~u1, ~u1) = δn(~u1, ~u)2 + θ1α1n3, where |θ1| ≤ 1. It follows that
σ ≥ (T~u1, ~u1)− δ2n(~u1, ~u)2 − 2α1n3. (74)
By Lemma 4.4 µ1 ≥ δ2n2, so that (T~u1, ~u1) = µ1(~u1, ~u1) ≥ δ2n3. Using this
and (72), we get
(T1~u1, ~u1) > 2
−13α2n3 (75)
The only differene between (75) and (62) is the inequality (75) has the
vetor ~u2 instead of the vetor ~u1. Vetor ~u1 as ~u2 is the eigenvetor of
matrix T . Moreover the eigenvalue µ1 orresponding to the vetor ~u2 more
than eigenvalue µ2 orresponding to the vetor ~u1. So, there exist sets G1 and
G2, G1 ⊆ E1, G2 ⊆ E2 suh that |G1|, |G2| > 2−200α60n and |A⋂(G1×G2)| >
(δ + 2−200α60)|G1||G2|. This ompletes the proof.
In Proposition 4.9 the set E1 × E2 is a square. Let us onsider the ase
when E1 × E2 is a box.
Proposition 4.10 Let A ⊆ E1×E2 be a set of size δ|E1||E2|. Let α > 0
be a real number and A is not αuniform with respet to the basis (~e1, ~e2).
Then there exist two sets G1 ⊆ E1 and G2 ⊆ E2 suh that
|A⋂(G1 ×G2)| > (δ + 2−500α70)|G1||G2| and (76)
|G1|, |G2| > 2−500α70min{|E1|, |E2|}. (77)
Proof. We an assume that inequalities (36), (37) hold for α1 = α/10. If
these inequalities are not true, then we an find G1, G2 by Lemma 4.8. Let
K ⊆ E1 × E2 be an arbitrary set. Define gK(~s) = (χA(~s) − δ)χK(~s). Let
g = gE1×E2, ε(~s) = (δ − δm)χE1×E2(~s) and f(~s) be the balaned funtion of
A. Then f(~s) = g(~s) + ε(~s). Sine the set A is not αuniform, it follows
that ‖f‖ ≥ α|E1|2|E2|2. By Lemma 3.6, we have ‖f‖ ≤ ‖g‖ + ‖ε‖. Norm
of the funtion ε(~s) equals (|E1|2∑m,l((δ − δm)(δ − δl))2)1/4. Using (36)
with α1 = α/10, we obtain ‖ε(~s)‖ ≤ α(|E1||E2|)1/2/10. It follows that
‖g‖4 ≥ α|E1|2|E2|2/2.
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Let us prove that there exist sets W1 ⊆ E1, W2 ⊆ E2 |W2| ≤ |W1| ≤ 2|W2|
suh that ‖gW1×W2‖4 ≥ α|W1|2|W2|2/16. Without loss of generality it an
be assumed that |E2| ≤ |E1|. If |E2| ≤ |E1| ≤ 2|E2|, then put W1 = E1,
W2 = E2. In the onverse ase we have |E1| > 2|E2|. Let E1 = ⊔ti=1Ri ⊔W ,
where |R1| = . . . = |Rt| = |E2| and |W | < |E2|. If |W | ≥ |E2|/2, then
|W | ≤ |E2| ≤ 2|W |. If |W | < |E2|/2, then split Rt∪W into the sets Y1, Y2 of
same size. In any ase, we an find the partition of E1 × E2 into m squares
Zi ×E2 suh that |Zi| ≤ |E2| ≤ 2|Zi|. Note that m ≤ t + 2.
Let gi = gZi×E2, i = 1, . . . , m. We have g(~s) =
∑
i gi(~s). Let B be the set
of i suh that ‖gi‖4 ≥ α|Zi|2|E2|2/16. Then we have |B| ≥ αm/16. Assume
the onverse. Then
‖g‖4 =∑
p,q
|∑
k
g(k, p)g(k, q)|2 =∑
p,q
|
m∑
i=1
∑
k
gi(k, p)gi(k, q)|2 ≤
≤ m∑
i
∑
p,q
|∑
k
gi(k, p)gi(k, q)|2 = m
∑
i∈B
∑
p,q
|∑
k
gi(k, p)gi(k, q)|2+
+m
∑
i/∈B
∑
p,q
|∑
k
gi(k, p)gi(k, q)|2 < αm2|E2|4/8 < α|E1|2|E2|2/2. (78)
This ontradits the inequality ‖g‖4 ≥ α|E1|2|E2|2/2. Suppose for all i ∈ B
the following ondition holds δZi×E2(A) < δ − 2−450α64. Let S = ∪i/∈BZi.
Let us apply Lemma 4.6 for the matrix T and the eigenvetor ~u2 of T with
parameters D = n and ξ = α/16 and let us apply Lemma 4.7 to the set
C = E1 × E2 and its partition into the sets Qi = Zi × E2. By Lemma 4.7,
we get∑
i/∈B
|A∩ (Zi×E2)| = |A∩ (S×E2)| ≥ δ|A∩ (S×E2)|+2−450α64
∑
i∈B
|Zi×E2|
(79)
For any Zi, Zj we have |Zi| ≤ 2|Zj|. Using this fat and the inequality |B| ≥
αm/16, we obtain
∑
i∈B |Zi × E2|/
∑
i/∈B |Zi × E2| ≥ 2−5α and δS×E2(A) ≥
δ + 2−455α65. Put G1 = S and G2 = E2. Using (79), we get |G1||E2| ≥
2−450α64|Z1||B||E2|/2 ≥ 2−455α65|E1|. G1 andG2 satisfies the onditions (76),
(77) whih prove the Proposition. Thus there exists i0 suh that ‖gi0‖4 ≥
α|Zi0|2|E2|2/16 and δZi0×E2(A) ≥ δ − 2−450α64. Put W1 = E2, W2 = Zi0.
If |W1| ≥ 3/2|W2|, then split W1 ×W2 into a square K and a retangle P
suh that |K| = |W2|2, P = P1 × P2, where |P2| = |W2|, |P1| ≥ |W1|/2.
If |W2| ≤ |W1| < 3/2|W2|, then split W2 into two equal parts and split W1
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into two parts so that the length of the first part is |W2|/2. Then W1 ×W2
partitioned into 2 squares and a retangle.
In both ases the retangles P = P1 × P2 obtained under the desribed
onstrution has the property that |P2| ≤ |P1| ≤ 2|P2|. We an also split any
of the obtained retangle the way we have just done above. Let us iterate
this proedure k times, k = 2 log2(1/α). We obtain at most 2
k+1
squares
Ki and at most 2
k+1
boxes. The number of points in all boxes is at most
(2/3)k|W1||W2|. By C denote the union of all these boxes. Then ‖gC‖ ≤
(2/3)k/2|W1|1/2|W2|1/2 < (α/16)1/4|W1|1/2|W2|1/2/2. We have ‖gW1×W2‖ ≥
(α/16)1/4|W1|1/2|W2|1/2 and gW1×W2 =
∑
i gKi + gC . By Lemma 3.6 there
exists i1 suh that ‖gKi1‖ ≥ (α/16)1/4|W1|1/2|W2|1/2/2k+2. Let F = Ki1 and
F =
⋃
i 6=i1 Ki ∪ C. The length of eah Ki is at least 2−k|W2|. The length of
eah retangle from C is at least 2−(k+1)|W2|. Hene |F | ≥ α4|F |/10.
If δF (A) > δ+2
−450α64, then the density of A in one of the squares Ki, i 6= i1
or in one of the retangles from C is at least δ+2−450α64. Denote by G1 and
G2 the sides of this square or retangle. Then the sets G1, G2 satisfies the
ondition (76). The length of an arbitrary square Ki and any box from C is
at least 2−(k+1)|W2|. Hene the sets G1, G2 satisfies the ondition (77).
Let us assume that δF (A) ≤ δ + 2−210α64. Let A1 = A ∩ F , A2 = A ∩ F .
Then
(δ − 2−450α64)|W1||W2| ≤ |A| = |A1|+ |A2| ≤ δF (A)|F |+ (δ + 2−450α64)|F |.
(80)
Combining (80) and the estimate |F | ≥ α4|F |/10, we get δF (A) ≥ δ −
2−445α60. Let us apply Proposition 4.9 to the square F . By this Proposition
there exist the sets G1, G2 suh that the onditions (76) and (77) is take
plae. This ompletes the proof of Proposition 4.10.
5. Proof of main result.
To prove Theorem 1.4 we need several lemmas.
Lemma 5.1 Let A ⊆ E1×E2 be a set of ardinality δ|E1||E2| and fA be
the balaned funtion of A. Then ‖fA‖ → 0 as δ → 1.
Proof. By Ap denote the neighbourhood of vertex vp in the graph GA.
Then
σ = ‖fA‖4 =
∑
m,p∈E2
∣∣∣|Am⋂Ap| − δmδp|E1|∣∣∣2 =
=
∑
m,p∈E2
|Am
⋂
Ap|2 − 2|E1|
∑
m,p∈E2
|Am
⋂
Ap|δmδp + |E1|2
∑
m,p∈E2
δ2mδ
2
p (81)
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Clearly, |Am⋂Ap| ≥ (δm + δp − 1)|E1|. It follows that
2|E1|
∑
m,p∈E2
|Am
⋂
Ap|δmδp ≥ 2|E1|2
∑
m,p∈E2
(δm + δp − 1)δmδp =
2|E1|2
∑
m,p∈E2
(δ2mδp+δmδ
2
p−δmδp) = 4δ|E1|2|E2|
∑
m∈E2
δ2m−2δ2|E1|2|E2|2 (82)
Note that δm ≤ 1. Then
|E1|2
∑
m,p∈E2
δ2mδ
2
p = |E1|2
( ∑
m∈E2
δ2m
)2 ≤ |E1|2( ∑
m∈E2
δm
)2
= δ2|E1|2|E2|2 (83)
Combining (82), (83), the CauhyBounyakovskiy inequality and (81), we
obtain
σ ≤ ∑
m,p∈E2
|∑
k
χA(k,m)χA(k, p)|2 − 4δ|E1|2|E2|
∑
m∈E2
δ2m + 3δ
2|E1|2|E2|2 ≤
≤ ∑
m,p∈E2
(∑
k
χ2A(k,m)
)(∑
k
χ2A(k, p)
)
− 4δ|E1|2
( ∑
m∈E2
δm
)2
+ 3δ2|E1|2|E2|2
= 4δ2|E1|2|E2|2 − 4δ3|E1|2|E2|2 = 4|E1|2|E2|2δ2(1− δ). (84)
By (84), it follows that ‖fA‖ → 0 as δ → 1. This ompletes the proof.
Twodimensional arithmeti progression P is alled right square if P =
P1×P2, where P1, P2 are onedimensional arithmeti progressions with equal
differenes and ardinalities.
Let P = {a, a+ d, . . . , a+(t−1)d}×{b, b+ d, . . . , b+(t−1)d} be a right
square and let E be a set. The right square P is isomorphi to the square
{1, . . . , t}2. Let the isomorphism ϕ is given by ϕ(a + kd, b + ld) = (k, l),
where k, l = 1, . . . , t. The set E is alled αuniform in right square P , if the
set ϕ(E ∩ P ) is αuniform in right square {1, . . . , t}2. In other words E is
αuniform in right square P , if the balaned funtion f of the set ϕ(E ∩ P )
satisfies (11).
Onedimensional ase of Theorem 5.2 was atually proved in [6℄ (see also
[14℄).
Theorem 5.2 Let ε, δ be a numbers, 0 < ε ≤ δ and let α(s) = Ksρ,
K ∈ (0, 1], ρ ≥ 4. Let W ⊆ {1, . . . , N}2 be a set of size δN2 and N ≥
(Cαc1)−(1/c2)
1/α
, where C = 21000ρ, c1 = 100ρ, c2 = 2
−128
and α = α(ε).
There exist right squares P1, . . . , PM ⊆ {1, . . . , N}2 and the partitions of W
into the sets W ∩ P1, . . . ,W ∩ P2 and B suh that
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1) For any i the set W is α(δPi(W ))uniform in progression Pi.
2) For any i we have |W ∩ Pi| ≥ ε|Pi| and |Pi| ≥ N c1/α2 .
3) |B| < 4εN2.
Proof. To prove this Theorem, we need several lemmas.
Lemma 5.3 Let s and N be a natural numbers, s ≤ N and φ : Z2N → ZN
be a funtion suh that φ(x, y) = r1x + r2y, (r1, r2) 6= ~0. Then ZN an be
partitioned into arithmeti progressions P1, . . . , PM , M ≤ 8N4/3/s2/3 with
the same differene suh that the diameter of φ(Pi×Pj) is at most s for any
i, j ∈ {1, . . . ,M} and the lengths of any two Pj differ by at most 1.
Note. The lengths of progressions P1, . . . PM in Lemma 5.3 are at least
N/M ≥ s2/3/(16N1/3).
Proof of Lemma 5.3 Let t = ⌈(N2/s)1/3/2⌉. Let us onsider t2 + 1 ve-
tors
~0, (r1, r2), 2(r1, r2), . . . , t
2(r1, r2) ∈ Z2N . Let us split the set [1, N ]2 into
t2 squares of same size. The side of any suh square equals N/t. By the
pigeonhole prinipal one of the squares will ontain two vetors. Suppose
that these vetors are t1(r1, r2) and t2(r1, r2) and let t2 > t1. Put u = t2− t1.
Then 0 < u ≤ t2 and |ur1|, |ur2| ≤ N/t. Split {1, . . . , N} into ongruene
lasses mod u. Eah ongruene lass is an arithmeti progression of ar-
dinality either ⌊N/u⌋ or ⌈N/u⌉. Let P and Q be arbitrary sets of at most
st/2N onseutive elements of two ongruene lasses. Then the diameter
of φ(P ×Q) is at most
|ur1||P |+ |ur2||Q| ≤ N/t · st/2N +N/t · st/2N = s. (85)
We have st/2N ≤ N/3t2 ≤ 1/2[N/u]. Clearly, eah ongruene lass an be
divided into at most 4N2/(ust) sub-progressions Pj , |Pj| ≤ st/2N suh that
the lengths of any two Pj differ by at most 1. Sine the ongruene lasses
themselves differ in size by at most 1, it is not hard to see that the whole
of ZN an be thus partitioned. Hene, the number of sub-progressions is at
most 8N4/3/s2/3. Moreover, for any i, j ∈ {1, . . . ,M} the diameter φ(Pi×Pj)
is at most s. This ompletes the proof.
Lemma 5.4 Let α ∈ (0, 1) and N ≥ 2100/α10. Let A ⊆ Z2N be a set of size
δN2 and suppose that |χ̂A(~r)| ≥ αN2 for some ~r 6= ~0. Then the set Z2N an be
partitioned into right squares S1, . . . , Sr of same size and the set Ω suh that
|Si| ≥ N1/2, i = 1, . . . , r, |Ω| < N11/6 and 1/r ·∑rj=1 |δSj (A)− δ|2 ≥ α2/16.
Proof of Lemma 5.4 Let ~r = (r1, r2) and s = [αN/(4π)]. Sine N ≥
2100/α10, it follows that s 6= 0. Let us apply Lemma 5.3 with parameters s and
N to the funtion φ(x, y) = r1x+r2y. By this Lemma there exists a partition
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of ZN into arithmeti progression with the same differene P1, . . . , PM , M ≤
8N4/3/s2/3 suh that the diameter of φ(Pi × Pj) is at most s for any i, j ∈
{1, . . . ,M} and the lengths of any two Pj differ by at most 1.
Let ~s = k~e1 + m~e2 è f(~s) = χA(~s) − δ. Sine ~r 6= ~0, it follows that
f̂(~r) = χ̂A(~r). We have∣∣∣∑
k,m
f(k,m)e(−(r1k + r2m))
∣∣∣ ≥ αN2 (86)
Let us onsider the partition Z
2
N into the sets Pij = Pi × Pj. Note that the
number of these sets is M2. By the triangle inequality, it follows that
M∑
i,j=1
∣∣∣ ∑
(k,m)∈Pij
f(k,m)e(−(r1k + r2m))
∣∣∣ ≥ αN2 (87)
Let i, j be any numbers, i, j ∈ [1,M ] and wij be any elements of Pij . By
Lemma 5.3, it follows that diameter φ(Pij) is at most αN/4π. Hene for any
w ∈ Pij we have |e(−(φ(w)))− e(−(φ(wij)))| ≤ α/2. By (87), it follows that
M∑
i,j=1
∣∣∣ ∑
(k,m)∈Pij
f(k,m)
∣∣∣ = M∑
i,j=1
∣∣∣ ∑
(k,m)∈Pij
f(k,m)e(−φ(wij))
∣∣∣ ≥
≥
M∑
i,j=1
∣∣∣ ∑
(k,m)∈Pij
f(k,m)e(−φ(k,m))
∣∣∣−
−
M∑
i,j=1
∣∣∣ ∑
(k,m)∈Pij
f(k,m)(e(−φ(k,m))− e(−φ(wij)))
∣∣∣ ≥
≥ αN2 −
M∑
i,j=1
α/2|Pij| = αN2/2 (88)
Let us show that for any Pij we an find right square S suh that S ⊆ Pij
and |S| ≥ N1/2.
Reall that lengths of Pi and Pj differ by at most 1. If |Pi| = |Pj|, then
put S = Pij . Sine |Pi|, |Pj| ≥ α2/3/(16(4π)2/3)N1/3, it follows that |S| ≥
α4/3/(28(4π)4/3)N2/3. By assumption N ≥ 2100/α10, so that |S| ≥ N1/2.
Suppose lengths of Pi and Pj are not equal. We an assume without loss of
generality that |Pi| = |Pj| + 1. Let Pi = {x}⊔Q, where Q is an arithmeti
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progression. Define S = Q× Pj and Ωij = A ∩ ({x} × Pj). Then |S| ≥ N1/2
and |Ωij | ≤ |Pj|.
After having repeated this proedure for all the sets Pij we shall obtain a
family of Λ right squares S1, . . . , Sr, r = M
2
of same size. By Ω denote the
union of all Ωij , i, j = 1, . . . ,M . Then |Ω| ≤ 2M2N/M < N11/6. Using this
and (88), we get ∑
S∈Λ
∣∣∣ ∑
(k,m)∈S
f(k,m)
∣∣∣ ≥ αN2/4 (89)
Let δj = δSj (A). By t denote the number of elements in eah square from Λ.
Using (89), we have
r∑
j=1
|δj − δ| ≥ αN2/4t ≥ αr/4 (90)
By the CauhyBounyakovskiy inequality, we get
r∑
j=1
|δj − δ|2 ≥ α2r/16 (91)
as required.
Proof of Theorem 5.2 Let Σ be a family of disjoint sets C1, . . . , Cm,
Ci ⊆ Z2N , i = 1, . . . , m. Define the funtion E(Σ)(~x) by the rule E(Σ)(~x) =∑m
j=1 δCj (W )χCj(~x). It is lear that for an arbitrary family of sets Σ we have
|E(Σ)(~x)| ≤ 1. It follows that ‖E(~x)‖22 =
∑
~xE(Σ)(~x)
2 ≤ N2.
The proof of Theorem 5.2 is a sort of an indutive proess. At the i-th
step of this proess we shall onstrut a family Σ(i) of disjoint right squares
C1, . . . , Cνi and exeptional set Ω
(i) ⊇ Ω(i−1) suh that
|Ci| ≥ N (1/4)i (92)
‖E(Σi)‖22 ≥ ‖E(Σi−1)‖22 + 2−6α(ε)N2 (93)
and
|Ω(i) \ Ω(i−1)| < 2−6α(ε)εN2 (94)
At the first step of our algorithm we put Σ(1) = {Z2N} and Ω(1) = ∅. Then
Σ(1) and Ω(1) satisfies (92), (93) and (94). Let E1(~x) = E(Σ
(1))(~x). Then
E1(~x) = δ and ‖E1‖22 = δ2N2.
Let us make the seond step of the indutive proess. If set W ⊆
{1, . . . , N}2 is α(δ)uniform then we obtain the result and terminate our
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proess. Suppose W is not α(δ)uniform. Let f(~s) = χW (~s) − δ. By
Lemma 3.1
′
there exists vetor ~r 6= ~0 suh that |f̂(~r)| ≥ α(δ)1/2N2. Sine
N ≥ (Cαc1)−(1/c2)1/α , it follows that N ≥ 2100/α(δ)5. By Lemma 5.4 the set
Z
2
N an be partitioned into right squares S1, . . . , Sr of same size and the set
Ω suh that |Si| ≥ N1/2, i = 1, . . . , r, |Ω| < N11/6 and
1
r
r∑
j=1
|δSj(W )− δ|2 ≥ α(δ)/16 (95)
Put Σ2 = {S1, . . . , Sr} and Ω(2) = Ω. Sine N ≥ (Cαc1)−(1/c2)1/α , it follows
that Ω(2) < 2−6α(ε)εN2. Let f and g be arbitrary funtions from Z2N to
R. By (f, g) denote its inner produt : (f, g) =
∑
~x f(~x)g(~x). Let E2(~x) =
E(Σ(1))(~x). Then
‖E2‖22 = (E2, E2) = (E1, E1) + ‖E2 − E1‖22 + 2(E1, E2 − E1) (96)
Let us estimate the third term in (96). We have
∑r
i=1
∑
~x∈Si E2(~x) = |W ∩
(
⊔r
i=1 Si)| = δN2 − |Ω|. It follows that
|(E1, E2 − E1)| = |
∑
~x
δ(E2(~x)− δ)| = |δ
∑
~x
E2(~x)− δ2N2| =
= |δ
r∑
i=1
∑
~x∈Si
E2(~x)− δ2N2| = δ|Ω| ≤ N11/6 (97)
Let us alulate the seond term in (96). The set Z
2
N partitioned be the sets
S1, . . . , Sr and Ω. Sine |Ω| ≤ N11/6, it follows that for any t = 1, . . . , r we
have |St| ≥ N2/2r. Using (95), we get
‖E2 − E1‖22 =
∑
~x
|E2(~x)− δ|2 =
r∑
t=1
∑
~x∈Si
|E2(~x)− δ|2 =
r∑
t=1
|Si||δi − δ|2 ≥
≥ N
2
2
1
r
r∑
t=1
|δi − δ|2 ≥ 2−5α(δ)N2. (98)
Using (97), (98) and inequality N ≥ (Cαc1)−(1/c2)1/α , we obtain
‖E2‖22 ≥ ‖E1‖22 + 2−6α(δ)N2 ≥ ‖E1‖22 + 2−6α(ε)N2 (99)
Σ(2) and Ω(2) satisfies (92), (93) and (94).
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Suppose we have made i iterations, i ≤ 26/α(ε). Suppose at i  th step
of our indutive proedure we onstruted the family Σ(i) of disjoint right
squares C1, . . . , Cνi and the exeptional Ω
(i) ⊇ Ω(i−1) satisfies (92), (93) and
(94). Using (94), we obtain |Ω(i)| < εN2. Let δj = δCj (W ). By H denote the
set of right squares Cj of family Σ
(i)
suh that |Cj| < 2200α(δj)−10. By U1
denote the set of all squares Cj ∈ (Σ(i) \H) suh that W is δCj (W )uniform
in Cj and by U2 denote the set of all squares Cj ∈ (Σ(i) \H) suh that W is
not δCj (W )uniform in Cj.
If |W ∩ ⊔Cj∈U2 Cj| < εN2 then we obtain the result. Indeed, onsider
as a needed squares P1, . . . , PM the squares from Σ
(i) ∩ U1 suh that W has
density in eah of them not less then ε. These squares satisfies onditions 1),
2) of the Theorem. Let V = (U1
⊔
U2) \ ⊔Mi=1 Pi. Clearly, |V ∩W | ≤ 2εN2.
Let us estimate ardinality of H ∩W . Let Cj be an arbitrary square from H .
Then |Cj| < 2200α(δj)−10. On the other hand from (92) it follows that |Cj| ≥
N (1/2)
i ≥ N (c2)1/α . Hene δj < 220/K ·N−(1/10ρ)c
1/α
2
. Sine
∑
Sj∈H |Sj| ≤ N2,
it follows that |H ∩ W | = ∑Sj∈H δj |Sj| < 220/K · N2N−(1/10ρ)c1/α2 . Sine
N ≥ (Cαc1)−(1/c2)1/α , we get |H ∩ W | < 2−7εα(ε)N2 < εN2/2. Put B =
(V ∩W )⊔(H ∩W )⊔Ω(i). We have |B| < 4εN2 whih proves the Theorem.
Suppose |W ∩ ⊔Cj∈U2 Cj | ≥ εN2. Without loss of generality it an be
assumed that U2 = {C1, . . . , Cl}. By (92), it follows that l ≤ N2N−(c2)1/α .
Let us onsider an arbitrary right square Cj from U2. Let fj(~s) = χW∩Cj (~s)−
δj . The appliation of Lemma 3.1
′
yields there exists a vetor ~pj 6= ~0 suh that
|f̂j(~pj)| ≥ α(δj)1/2|Cj|. Sine Cj /∈ H , it follows that |Cj| ≥ 2200/α(δj)10. By
Lemma 5.4 the set Cj an be partitioned into right squares S
(j)
1 , . . . , S
(j)
r(j) of
same size and set Ωj suh that |S(j)t | ≥ |Cj|1/4, t = 1, . . . , r(j), |Ωj | < |Cj|11/12
and
1
r(j)
r(j)∑
t=1
|δ
S
(j)
t
(W )− δj|2 ≥ α(δj)/16 (100)
Put
Σ(i+1) = {C1, . . . , Cb}Cj∈U1
⊔( l⊔
j=1
r(j)⊔
t=1
S
(j)
t
)
and
Ω(i+1) = Ω(i)
⊔
(H ∩W )
l⊔
j=1
|Ωj |
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Clearly, all sets from Σ(i+1) satisfies (92). Sine squares Cj ⊆ Z2N are dis-
joint, it follows that
∑l
j=1 |Cj| ≤ N2. Let Y =
⊔l
j=1Ωj . By the Cauhy
Bounyakovskiy inequality, we get
|Y | ≤
l∑
j=1
|Cj|11/12 ≤ (
l∑
j=1
|Cj|)11/12 · l1/12 ≤ N2N−1/12(c2)1/α
Sine N ≥ (Cαc1)−(1/c2)1/α , it follows that |Y | < 2−8α(ε)εN2. Hene |Ω(i+1) \
Ω(i)| = |H ∩W | + |Y | < 2−7α(ε)εN2 + 2−7α(ε)εN2 = 2−6α(ε)εN2. We see
that the set Ω(i+1) satisfies (94).
Let us hek inequality (93). Let Ei(~x) = E(Σ
(i))(~x) and Ei+1(~x) =
E(Σ(i+1))(~x), Then
‖Ei+1‖22 = (Ei+1, Ei+1) = (Ei, Ei) + ‖Ei+1 − Ei‖22 + 2(Ei, Ei+1 − Ei) (101)
Let us estimate the third term in (101). For any Cj ∈ U1 we have Ei+1(~x) =
Ei(~x). Hene
∑
~x∈Cj (Ei+1(~x) − Ei(~x)) = 0. For any Cj ∈ U2 we have
|∑~x∈Cj (Ei+1(~x)− Ei(~x))| ≤ |Ωj |. Hene
|(Ei, Ei+1 − Ei)| = |
∑
~x
Ei(~x)(Ei+1(~x)− Ei(~x))| =
= | ∑
C∈Σ(i)
∑
~x∈C
Ei(~x)(Ei+1(~x)− Ei(~x))| =
= | ∑
C∈Σ(i)
δC(W )
∑
~x∈C
(Ei+1(~x)−Ei(~x))| ≤ |Y | < 2−8α(ε)εN2 (102)
Let us alulate the seond term in (101). Reall that U2 = {C1, . . . , Cl}.
For any j = 1, . . . , l the set Cj an be partitioned into the sets S
(j)
1 , . . . , S
(j)
r(j)
and Ωj . Sine |Ωj| ≤ |Cj|11/12, we obtain for all t = 1, . . . , r(j) the following
inequality holds |S(j)t | ≥ |Cj|/2r(j). Let δjt = δS(j)t (W ). Using (100), we get
‖Ei+1 − Ei‖22 =
∑
~x
|Ei+1(~x)− Ei(~x)|2 =
l∑
j=1
∑
~x∈Cj
|Ei+1(~x)−Ei(~x)|2 =
=
l∑
j=1
r(j)∑
t=1
∑
~x∈S
(j)
t
|Ei+1(~x)− Ei(~x)|2 =
l∑
j=1
r(j)∑
t=1
|S(j)t ||δjt − δj |2 ≥
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≥ 1
2
l∑
j=1
|Cj| 1
r(j)
r(j)∑
t=1
|δjt − δj |2 ≥ 2−5
l∑
j=1
|Cj|α(δj) (103)
We have |W ∩ ⊔Cj∈U2 Cj| ≥ εN2. Whene ∑lj=1 δj|Cj| ≥ εN2. By Ho¨lder's
inequality, it follows that
εN2 ≤
l∑
j=1
δj |Cj| =
l∑
j=1
(δj |Cj|1/ρ)|Cj|1−1/ρ ≤
( l∑
j=1
δρj |Cj|
)1/ρ( l∑
j=1
|Cj|
)1−1/ρ
≤ N2(1−1/ρ)
( l∑
j=1
δρj |Cj|
)1/ρ
(104)
This yields that
l∑
j=1
|Cj|α(δj) = K
l∑
j=1
δρj |Cj| ≥ KερN2 = α(ε)N2 (105)
Using (103), we have
‖Ei+1 − Ei‖22 ≥ 2−5α(ε)N2 (106)
Combining (102), (106) and estimate N ≥ (Cαc1)−(1/c2)1/α , we obtain
‖Ei+1‖22 ≥ ‖Ei‖22 + 2−6α(ε)N2 (107)
We see that Σ(i+1) and Ω(i+1) satisfies (92), (93) and (94).
We see that the ondition N ≥ (Cαc1)−(1/c2)1/α allows to make 26/α(ε)
iterations. If the proess stops before then we obtain the needed result. But
(93) guaranties that the number of steps will be less 26/α(ε). This ompletes
the proof.
Corollary 5.5 Let W1,W2 ⊆ ZN be sets, |W1| = β1N , |W2| = β2N ,
ζ ∈ (0, 1) be a number, α(s) = Ksρ, K ∈ (0, 1], ρ ≥ 4 and a = α(ζβ1β2).
Let A ⊆ W1×W2 be a set of ardinality δ|W1||W2| and N ≥ (Cac1)−(1/c2)1/a ,
where C = 21000ρ, c1 = 100ρ and c2 = 2
−128
. There exists a right square
P = P1 × P2, |P | ≥ N c
1/a
2
and sets R1,R2, R1 ⊆ W1 ∩ P1, R2 ⊆ W2 ∩
P2, |R1 × R2| ≥ ζβ1β2|P | suh that R1, R2 is α(δP1(R1))1/2, α(δP2(R2))1/2
uniform in P1 and P2 respetively and δR1×R2(A) ≥ δ − 4ζ.
Proof. Let ε = ζβ1β2. We apply Theorem 5.2 to the set W = W1×W2. Set
A1 = A \ (A ∩ B) has density in W at least δ − ζ . Hene there exists right
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square P = P1×P2 suh that W is α(δP (E))uniform in P , |W ∩P | ≥ ε|P |,
|P | ≥ N c1/α2 , α = α(ε) and δP∩W (A) ≥ δ − 4ζ . Let W ∩ P = R1 × R2
and R1 = γ1|P1|, R2 = γ2|P2|. Then |W ∩ P | = γ1γ2|P |. By f , f1 and f2
denote the balaned funtions of the sets W , R1 and R2 respetively. For
any r1 6= 0, r2 6= 0, we get |f̂(r1, r2)| ≤ (Kγρ1γρ2)1/4|P |. If r1 6= 0, r2 = 0,
it follows that f̂(r1, r2) = γ2|P2|f̂1(r1) and |f̂1(r1)| ≤ K1/4γρ/41 |P1|. For the
same reason, |f̂2(r)| ≤ K1/4γρ/42 |P2| for all r ∈ ZN \ {0}. Using Lemma 3.1
to the sets R1, R2, we obtain R1, R2 suh that R1 is K
1/2γ
ρ/2
1 uniform in P1
and R2 is K
1/2γ
ρ/2
1 uniform in P2. This ompletes the proof.
Proof of Theorem 1.4. Let N1 ∈ N and J1, J2 ⊆ ZN1 be sets, |J1| =
ω1N1, |J2| = ω2N1. Let A ⊆ J1×J2 be a set of ardinality δ|J1||J2|. Suppose
A does not ontain a orner. Let J1, J2 be 10
−330ω241 ω
24
2 δ
132
uniform and
N1 ≥ 1010(δ4ω1ω2)−1. We shall prove that under this onditions there exist
J1 ⊆ I1, J2 ⊆ I2 and A′ ⊆ A suh that
1) A
′ ⊆ I1 × I2.
2) |A′| ≥ (δ + 10−10000δ3500)|I1||I2|.
3) |I1|, |I2| ≥ 10−10000δ3500 min(ω1N1, ω2N1).
Suppose (36) or (37) does not hold for α1 = 10
−108δ44. By Lemma 4.8
there exist sets I1 ⊆ J1, I2 ⊆ J2 satisfies (53). Let A′ = A ∩ (I1 × I2). The
sets I1, I2 and A
′
satisfies 1)− 3).
So, we an assume that (36), (37) hold for α1 = 10
−108δ44. If set A
is 10−108δ44uniform with respet to the basis (~e1, ~e2), then by Theorem 3.9
there exists a orner in A. If set A is not 10−108δ44uniform with respet to
the basis (~e1, ~e2), then by Proposition 4.10 there exist sets I1 ⊆ J1, I2 ⊆ J2
and A
′
= A ∩ (I1 × I2) satisfies 1) − 3). The ondition 2) an be replaed
even by a stronger one namely by |A′ | ≥ (δ + 10−9000δ3500)|I1||I2|.
Let us ome now to the proof itself.
Let A ⊆ {1, . . . , N}2 be a set of size δN2 and let A does not ontain a orner.
Let E1 = {1, . . . , N}, E2 = {1, . . . , N}. Then E1 and E2 is 0uniform. By
assumption N ≥ 1010δ−4. Repeating the argument used in the beginning of
the proof, we an find a subset A
′
in A and G1 ⊆ E1, G2 ⊆ E2 satisfying
1)−3). Let |G1| = β1N , |G2| = β2N . The set A′, same as A does not ontain
a orner and has density δ1 in G1 ×G2 at least δ + 10−9000δ3500.
Let ζ = 10−10000δ3500. Let us onsider the funtion α(s) = 10−660(ζβ1β2)
48δ264s48
and let a = α(ζβ1β2). By assumption N ≥ (Cac1)−(1/c2)1/a . Hene we an
apply Corollary 5.5 to the sets G1, G2 and A
′
. By this Corollary there exists
a right square P = P1×P2, |P | ≥ N c1/a2 and sets R1,R2, R1 ⊆ (G1∩P1), R2 ⊆
35
(G2∩P2) |R1| = γ1|P1|, |R2| = γ2|P2|, |R1×R2| ≥ ζβ1β2|P | suh that R1, R2
is 10−330γ241 γ
24
2 δ
132
uniform in P1,P2 respetively and δR1×R2(A
′
) ≥ δ1 − 4ζ .
Density A in R1 ×R2 is at least δ1 − 4 · 10−10000δ3500 ≥ δ + 10−10000δ3500.
Apply the same this argument to the right square P , 10−330γ241 γ
24
2 δ
132

uniform sets R1, R2, R1 × R2 ⊆ P and the set A′′ = A′ ∩ (R1 × R2). Then
we iterate the desribed onstrution.
Let at ith step of our proedure we get right square P (i) = P
(i)
1 × P (i)2 ,
sets R
(i)
1 , R
(i)
2 , R
(i)
1 = γ
(i)
1 |P (i)1 |, R(i)2 = γ(i)2 |P (i)2 | and set Ai ⊆ R(i)1 × R(i)2 ,
|Ai| = δi|R(i)1 ||R(i)2 | suh that sets R(i)1 , R(i)2 is 10−330(γi1)24(γi2)24δ132uniform
in P
(i)
1 , P
(i)
2 respetively. If
|P (i)1 | = |P (i)2 | ≥ (δ4γ(i)1 γ(i)2 )−1, (108)
then by the arguments used in the beginning of the proof we an find a
subset A
′
i in Ai and G
(i)
1 ⊆ R(i)1 , G(i)2 ⊆ R(i)2 satisfies 1)− 3), G(i)1 = β(i)1 |P (i)1 |,
G
(i)
2 = β
(i)
2 |P (i)2 |. In addition, A′i same as A does not ontain a orner and
has density δ
′
i in G
(i)
1 ×G(i)2 is at least δi + 10−9000δ3500. Using 3), we get
β
(i)
1 , β
(i)
2 ≥ 10−10000δ3500min(γ(i)1 , γ(i)2 ) (109)
Let ζ = 10−10000δ3500. Let us onsider the funtion αi(s) = 10
−660(ζβ
(i)
1 β
(i)
2 )
48δ264s48
and let ai = αi(ζβ
(i)
1 β
(i)
2 ). If
|P (i)1 | ≥ (Cac1i )−(1/c2)
1/ai , (110)
then we an apply Corollary 5.5 to the sets G
(i)
1 , G
(i)
2 and A
′
i. By this Corol-
lary there exists a right square P (i+1) = P
(i+1)
1 ×P (i+1)2 and sets R(i+1)1 , R(i+1)2 ,
R
(i+1)
1 ⊆ (G(i)1 ∩ P (i+1)1 ), R(i+1)2 ⊆ (G(i)2 ∩ P (i+1)2 ), R(i+1)1 = γ(i+1)1 |P (i+1)1 |,
R
(i+1)
2 = γ
(i+1)
2 |P (i+1)2 |, |R(i+1)1 × R(i+1)2 | ≥ ζβ(i)1 β(i)2 |P (i+1)|, suh that R(i+1)1 ,
R
(i+1)
2 is 10
−330(γ
(i+1)
1 )
24(γ
(i+1)
2 )
24δ132uniform in P
(i+1)
1 , P
(i+1)
2 and δR1×R2(A
′
i) ≥
δ
′
i − 4ζ . Density A′i in R(i+1)1 × R(i+1)2 is at least δ′i − 4 · 10−10000δ3500 ≥
δi + 10
−10000δ3500.
Combining inequalities |R(i+1)1 ×R(i+1)2 | ≥ ζβ(i)1 β(i)2 |P (i+1)| and (109), we ob-
tain
γ
(i+1)
1 γ
(i+1)
2 ≥ ζβ(i)1 β(i)2 ≥ 10−20000δ7000 min(γ(i)1 , γ(i)2 ). (111)
Moreover,
|P (i+1)1 | ≥ |P (i)|c
1/ai
2
(112)
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Suppose that at eah step of our algorithm the onditions (108) and (110)
are satisfied. At eah new iteration step the density of A in the sets R
(i)
1 ×R(i)2
inreases by at least 10−10000δ3500. This implies that the density of A in these
sets tends to 1. Then by Lemma 5.1, ‖fA‖ → 0. Hene in a few steps ‖fA‖
will beome smaller than 10−27δ11. In other words, in a few steps we an find
a right square P = P1 × P2 and 10−330γ241 γ242 δ132ðàâíîìåðívå ìíîæåñòâà
R1, R2, |R1| = γ1|P1|, |R2| = γ2|P2| suh that A ∩ (R1 ×R2) is 10−108δ44
uniform with respet to the basis (~e1, ~e2), in R1 ×R2 and inequalities (36),
(37) hold for α1 = 10
−108δ44. If |P1| = |P2| ≥ 1010(δ4γ1γ2)−1, then by
Theorem 3.9 A ontains a orner.
We see that, if at eah step of the algorithm the onditions (108) and
(110) are satisfied then the proof is over. Let us hek that the onditions
(108), (110) hold.
Let us estimate the total number of steps of our proedure. By 2),
it follows that the density of A reahes 2δ after at most 1010000/δ3499 fur-
ther steps. It follows that, the total number of steps annot be more then
1010000/δ3499+1/2 ·1010000/δ3499+1/4 ·1010000/δ3499+ . . . = 2 ·1010000/δ3499 =
O(δ−c), c > 0 is an absolute onstant.
At the first step densities of R
(1)
1 and R
(1)
2 in ZN equals 1. By (111), it
follows that at ith step, we have the inequality γ
(i)
1 , γ
(i)
2 ≥ (10−20000δ7000)i.
Hene at the last step density R1 ×R2 in P is at least C4δC5δ−c .
The total number of steps is at most O(δ−c). At i  th step, we have β
(i)
1 ,
β
(i)
2 ≥ C4δC5δ−c , ζ = O(δg), g > 0 and ai = δw(β(i)1 β(i)2 )q, w, q > 1. Using
this and inequality (112), we get |P (i)| ≥ |P (i−1)|κ(1/δ)
δ−C6
0
, where 0 < κ0 < 1,
C6 > 0. Hene at the last step, we have |P| ≥ Nκ(1/δ)
δ−b
, where 0 < κ < 1,
b > 1. By assumption N ≥ exp exp exp(δ−c), c > 0. It follows that,
|P| ≥ Nκ(1/δ)δ
−b
≥
(
1010δ4(C4δ
C5δ−c)
)−2 ≥ 1010(δ4γ1γ2)−2 (113)
This implies that at the last step of the iteration proess the inequality (108)
holds. Clearly, this ondition was true at all the previous steps. Let us hek
if the ondition (110) is satisfied at the last step. We need to hek :
|P| ≥ Nκ(1/δ)δ
−b
≥ ((1/δ)δ−C7 )(1/c2)(1/δ)δ
−C8
, (114)
where C7 > 0, C8 > 0 are absolute onstants. By assumptionN ≥ exp exp exp(δ−c).
Using this, we get (114). This ompletes the proof of Theorem 1.4.
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