Abstract-In this paper, we estimate the fidelity of stabilizer and CSS codes. First, we derive a lower bound on the fidelity of a stabilizer code via its quantum enumerator. Next, we find the average quantum enumerators of the ensembles of finite length stabilizer and CSS codes. We use the average quantum enumerators for obtaining lower bounds on the average fidelity of these ensembles. We further improve the fidelity bounds by estimating the quantum enumerators of expurgated ensembles of stabilizer and CSS codes. Finally, we derive fidelity bounds in the asymptotic regime when the code length tends to infinity. These results tell us which code rate we can afford for achieving a target fidelity with codes of a given length. The results also show that in symmetric depolarizing channel a typical stabilizer code has better performance, in terms of fidelity and code rate, compared with a typical CSS codes, and that balanced CSS codes significantly outperform other CSS codes. Asymptotic results demonstrate that CSS codes have a fundamental performance loss compared with stabilizer codes.
I. INTRODUCTION

I
N RECENT years quantum error correcting codes were subject of intensive studies as they allow protection of quantum information from decoherence during quantum computations. The main focus of these studies was on various constructions of quantum codes, such as block codes, convolutional code, LDPC quantum codes and others, and their combinatorial, geometrical and topological properties, such as the minimum distance and others (see, for example, numerous publications in IEEE Trans.
on Information Theory, Physical Review A, Physical Review Letters, International Journal of Quantum Information).
At the same time it is not so much known about the fidelity that one can hope to achieve using good quantum codes. A number of lower bounds on the fidelity F of quantum codes in the asymptotic regime, as the code length tends to infinity, were derived in [3] , [9] , and [10] . These bounds were derived in terms of reliability functions (error exponents).
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fidelity F as a function of the code length. While a reliability function tells us what kind of fidelity we may expect in the asymptotic regime, it does not give a good estimate on the fidelity for quantum codes of short and moderate code length, like 50 or 1000 qubits. Second, we would like to estimate the fidelity for several ensembles of quantum codes. In particular, we are interested in the ensembles of stabilizer codes, linear stabilizer codes, and CSS codes with different choices of parameters k 1 and k 2 . CSS codes form an important subfamily of stabilizer codes. They are attractive for numerous applications, such as error correction in quantum memory, quantum fault-tolerant computations, quantum cryptography, and others. Therefore estimates on their fidelity can be very important for proper use of CSS codes in these applications.
Third, we are interested in analysis of performance of CSS codes in the asymptotic regime, as the code length tends to infinity. In particular, we would like to understand what is the fundamental performance loss of CSS codes compared with the performance of unrestricted stabilizer codes as the code length tends to infinity.
The paper is organized as follows. In Section II-A we remind the main definitions of quantum depolarizing channel. In Section II-B we remind the definitions of classical and quantum enumerators and their main properties, which will be used later in the paper. In Section III we derive a lower bound on the fidelity F of quantum stabilizer code Q as a function of its quantum enumerators. Further we derive two lower bounds on the average fidelity of an ensemble of quantum codes and apply these bounds to the ensemble of stabilizer codes of given length and code rate. In Section V we find the average quantum enumerators of the ensemble of CSS codes and apply them for obtaining lower bounds on the average fidelity of this ensemble. In Section VI we investigate the behavior of F for stabilizer and CSS codes in the asymptotic regime as the code length tends to infinity.
II. PRELIMINARIES
A. Quantum Depolarizing Channel
for some operators M k . Here ρ is a density operator on C 2 n and K is a set of indices. We will write M ∼ {M k } k∈K .
Decoding, or state-recovery operator, R associated with Q is another trace-preserving completely positive linear map. The minimum fidelity of Q is defined by
In what follows it will be more convenient for us to use the bound (8) (see Section III) instead of working with the definition (1) itself. More details on trace-preserving completely positive linear maps and fidelity of quantum codes can found in [9] and [10] , and references within. The quantum symmetric depolarizing channel is defined with the help of Pauli operators
Denote by 0, 1, ω, ω 2 the elements of the Galois field F 4 . Let us associate with a vector x = (x 1 , . . . , x n ) ∈ F n 4 the linear operator
where
The operators E x are called error operators. The Hamming weight of x is defined in the standard way by
The quantum symmetric depolarizing channel is the channel with the trace-preserving completely positive linear map
The quantity p, 0 p 1, is channel error probability. Equivalently the quantum symmetric depolarizing channel can be defined as a channel in which the j -th qubit is effected by e j ∈ {I 2 , σ x , σ y , σ z } with probabilities
Thus a quantum code state |ψ ∈ Q is effected by the error operator E x with probability
B. Quantum Enumerators
Important parameter of any classical linear code is its weight enumerator, or its weight distribution. The weight enumerator of a linear [n, k] code C over F q is defined as the set of numbers:
The Euclidian dual code of C is defined by
where c · c = c 1 c 1 + . . . + c n c n is the Euclidian inner product. We say that a code C over F 4 is additive if c + c ∈ C for any c, c ∈ C. The conjugate elements of F 4 are defined by
The Hermitian dual code of an additive code C is defined by
where c * c = Tr
is the trace inner product. Here Tr
is the trace operator from F 4 into F 2 . For codes over fields F q , q > 4, their Hermitian dual codes are defined in [2] .
In what follows we will use the same notation C ⊥ for both Euclidean and Hermitian dual codes. The meaning will be clear from the context.
If C ⊥ is Euclidean or Hermitian dual of C over F q then its weight enumerator is connected to the weight enumerator of C via the MacWilliams identities:
are Krawtchouk polynomials. Often it is more convenient to formulate the MacWilliams identities in the following polynomial form. Let
In [16] P. Shor and R. Laflamme generalized the notion of weight enumerators for the case of quantum codes as follows. A quantum code Q is a linear subspace of C 2 n and therefore there exists the orthogonal projector P on Q. The code Q has two quantum enumerators B j and B ⊥ j defined by
In this paper we are interested only in quantum binary stabilizer codes. A binary [[n, k]] quantum stabilizer code Q is a 2 k -dimensional linear subspace of C 2 n that is defined by a classical additive code C of length n and size 2 n+k over F 4 . The code C has the property that its Hermitian dual C ⊥ is a subset of C, that is C ⊥ ⊆ C. See [8] , [18] , and [5] for the exact definition of stabilizer codes. If C is a linear code over F 4 then the corresponding quantum code Q is called linear stabilizer code.
Denote by
the code rates of C ⊥ and C respectively. These codes rates are connected to the code rate R = k n of Q by
The quantum enumerators of a stabilizer code Q are equal to the enumerators of C and C ⊥ , that is
The quantum enumerators of a stabilizer code have a number of useful properties. In particular,
1) The enumerators B j and B ⊥ j are nonnegative integers and
3) The sum of B j defines the size of Q:
4) Similar to the classical case quantum enumerators are connected to each other via the MacWilliams identities
where K r ( j ) is the quaternary (q = 4) Krawtchouk polynomial defined in (3). In the polynomial form the quantum MacWilliams identities have the form
B j x n− j y j . 
III. BOUND ON FIDELITY VIA QUANTUM ENUMERATORS
Correctable and uncorrectable errors of a classical linear code in q-ary symmetric channel can be characterized with the help of its standard array, see for example [4, Ch.3.3] . For a quantum stabilizer code Q associated with classical code C one can generalize the standard array as it is shown in Fig. 1 .
Remind that a coset of a linear code C generated by a vector v is the set
The space F n 4 can be partitioned into the cosets of C. Each coset of C, say C + v l ,v l ∈ F n 4 , can be further partitioned into cosets of C ⊥ for appropriately chosen coset leaders a 0 , . . . , a 2 2k −1 ∈ C\C ⊥ . The cosets of C ⊥ can be permuted inside the coset C + v l . For example, we can assign v l = v l + a j , and use v l instead of v l . After this permutation the leading (the most left) coset of C ⊥ in the l-th row of the array will be C ⊥ + v l + a j .
Any vector x ∈ F n 4 appears in the standard array one and only one time. The error operators E x that correspond to the vectors x from the leading (the most left) cosets C ⊥ + v l , l = 0, . . . , 2 n−k − 1 (here we assume v 0 = (0, . . . , 0)) form the set J of correctable error operators (see [5] and [8] and references within).
In [9] and [10] M. Hamada proved, using a result from [15] , the following lower bound on minimum average fidelity of Q:
As we discussed above any coset
. . , 0)) can be used as the leading coset in the l-th row of the standard array. The optimal choice j * , which maximizes F(Q), is defined by
The value j * is not fixed and depends on the channel error probability p. So for different values of p we may have different j * s. For deriving a lower bound on F(Q) we may choose any coset C ⊥ +v l +a j as the leading one in the l-th row of the standard array. Our goal, of course, is to choose it such that to get large F(Q). We will use the "classical" approach.
Let w ∈ C + v l be a minimum weight vector in the l-th row of the standard array, that is
Then we choose as a leading coset the one that contains w, that is we chose j such that
Examples show that when p is not too large this is a good and, in fact, most likely the optimal choice of the leading coset. In [13] G. Poltyrev derived an upper bound on the probability of decoding error of classical linear code via its weight enumerator A j . The following theorem generalizes this bound for quantum stabilizer codes.
Theorem 1: Let Q be a stabilizer code of length n with quantum enumerators B ⊥ j and B j . Then
and
Proof: Let us consider an error vector
According to our choice of the leading cosets in the standard array, the vector x may belong to
Using the above notations we get
Using (12) and (13) we get that the number of vec-
Using union bound we can upper bound the number of error
Taking into account that the total number of error vectors x, wt (x) = m, is n m 3 m we obtain (9).
IV. BOUNDS ON THE AVERAGE FIDELITY OF AN ENSEMBLE OF QUANTUM CODES
In this section we derive bounds on the average fidelity over the ensemble of stabilizer codes. These bounds can be considered as achievability bounds in the sense that they prove existence of codes whose fidelity is at least as good as the bounds.
A. Bound on the Average Fidelity
Let Q be an arbitrary sub-ensemble of Q stab . For instance Q can be Q stab itself, or it can be the ensemble of all (n, k 1 , k 2 ) CSS codes (see Section V). The average enumerators of Q are defined as
Similar to the classical case [14, Th. 5], using the average enumeratorsB ⊥ j andB j in Theorem 1, we can obtain an upper bound on the average value of 1 − F over the ensemble Q. We formulate it as a Corollary of Theorem 1
Corollary 2:
whereN
Proof: The proof is identical to the classical case. The claim immediately follows from the observation that the function min{·, ·} is -convex and therefore Jensen's inequality can be applied to (9) .
Corollary 2 is an achievability bound in the sense that it guarantees that in Q there exists at least one code Q with F(Q) F . Thus studying the average enumerators of an ensemble of stabilizer codes we get an insight about the fidelity of the codes from this ensemble.
The average quantum enumerators of codes from the ensemble Q lin.stab were found in [1] :
B 0 = 1,
Below we find the average enumerators for the ensemble Q stab . Let
be the ensemble of self-orthogonal codes of length n and size 2 t . We need with the following result. Lemma 3: 1. The number of codes in S n,t is
codes from S n,t .
Proof: Let C ⊥ r ∈ S n,r and C r be the dual of C ⊥ r . Any vector w ∈ F n 4 is self-orthogonal with respect to the trace inner product (2), i.e. w * w = 0. Hence if we take any w ∈ C r \ C ⊥ r then the code
is again self-orthogonal. Using instead of w any other vector from the coset (C ⊥ r + w) we obtain the same code
From this expression (19) follows. Let C ⊥ 1 = {0, v}. This code is self-orthogonal and can be used as a starting point for construction of codes C ⊥ r+1 in the above procedure. The only difference from the above procedure is that in C ⊥ r+1 there exist 2 r − 1 codes C ⊥ r such that C ⊥ 1 ⊂ C ⊥ r (see Lemma 11) . Taking this into account we obtain the expression (20). Now we can find the average enumerators of stabilizer codes.
Theorem 4: For the ensemble Q stab we havē
Proof: Because of (5), the enumeratorB ⊥ j coincides with the average enumerator of classical codes from the ensemble S n,n−k , which is easy to find. Indeed, the number of vectors w ∈ F n 4 of weight j is n j 3 j . From Lemma 3 we have
and the expression (21) follows.
Let us denote γ =
It is easy to see that
Using the quantum MacWilliams identities (7), we obtain
From this the expression (22) follows.
Using (21) and (22) in (14) we obtain a bound on 1 −F for the ensemble Q stab . This bound for n = 50 and k = 22 is presented in Fig. 3 .
B. Bound on the Average Fidelity of Expurgated Ensemble
Below we show that for small values of the channel error p one can significantly improve the bound (14) . In order of doing this we first note that after simple algebraic manipulations the bound (9) can be transformed to the following form.
Let m 0 be the smallest integer such that
and let
DefineT w as in (24), but replacing B j and B j withB j andB j respectively. The right hand side of (25) is equal to the right hand side of (9) . Hence if we useN (m) (defined in (15)) in (23) andT w in (25) we obtain
Let us now examine the individual contributions of the terms of (26). In [7] the following lower bound on the minimum distance of stabilizer (pure) codes was proven.
Theorem 5: [7] For n > k 2, d 2 and n = k mod 2 there exists a pure stabilizer code Let Q be a sub-ensemble of Q stab and letB ⊥ j andB j be the average enumerators of Q. Assume that there is at least one j such thatB j −B ⊥ j < 1 and consider a set
Define the expurgated ensemble of Q ex as
For upper-bounding the average value of 1 − F over Q ex , we have to estimate the average quantum enumerators of Q ex . The following theorem gives an upper bound on the average quantum enumerators of Q ex in terms of the average enumerators of the original ensemble Q. Theorem 6: LetB ⊥ j andB j be the average quantum enumerators of Q ex and let
If β > 0 then Q ex is not empty and
Let Q be a randomly chosen code from Q with respect to the uniform distribution. Then from Markov's inequality it follows that for a positive α j we have
For I = { j 1 , . . . , j m } ⊆ { j :B j −B ⊥ j < 1}, using the union bound, we obtain
Let
If β > 0 then we can choose > 0 such that the right hand side of (27) Summarizing this, we conclude that there exists a nonempty ensemble Q ex ⊆ Q of stabilizer codes and for Q ∈ Q ex we have
From (27) we have |Q ex | β|Q| . Hence we can get the following upper bound onB j −B ⊥ j : Upper bounds on 1 −F for Q and Q ex are shown in Fig. 3 .
One can see that when p < 10 −3 the bound for the expurgated ensemble Q ex is getting significantly better than the bound for Q stab . Remark Typically the average enumerators (21) and (22) of stabilizer codes are very close to the average enumerators (17) and (18) of linear stabilizer codes. This results in that the fidelity bounds for these ensembles are also basically identical. All results presented for stabilizer codes in Fig. 3-5 , and are also valid for linear stabilizer codes with the same parameters. 
V. BOUNDS ON THE FIDELITY OF CSS CODES
CSS codes [6] , [17] form an important subclass of stabilizer codes. CSS codes are good candidates for some practical applications, such as quantum cryptographical protocols and fault-tolerant quantum computations. Hence it looks natural to try to estimate their performance and compare it with the performance of unrestricted stabilizer codes.
CSS codes form a subfamily of stabilizer codes. It is more convenient to define them with the help of binary classical codes, rather than classical codes over F 4 .
Remind that any vector v ∈ F n 4 can be written in the form v = a + ωb, where a = (a 1 , . . . , a n ),
(See [6] and [5] for details). An (n, k 1 , k 2 ) CSS code is defined by two classical binary codes C 1 and C 2 with the property that C 1 ⊆ C 2 . The code C 1 is an [n, k 1 ] code and code C 2 is an [n, k 2 ] code. By C ⊥ 1 and C ⊥ 2 we denote the Euclidean dual codes of C 1 and C 2 respectively. The CSS is a stabilizer code. The generator matrix of its associated code C ⊥ (in the binary form) is defined by
where G C 1 and G C ⊥ 2 are generator matrices of C 1 and C ⊥ 2 respectively. We will say that a CSS code is balanced if
Define the ensemble of CSS codes as
We need the following lemmas for deriving the average enumerators of Q C SS . The proofs of the Lemmas are in the Appendix.
Remind that the binary Gaussian binomial coefficients are defined by
and that
Lemma 8: Let v, w ∈ F n 2 \ 0 and v · w = 0. If v ∈ C 1 and w ∈ C ⊥ 2 then code C 2 can be chosen in
ways.
Lemma 9:
The number of [n, k 2 ] codes that contain a given [n, k 1 ] code is equal to
Lemma 10: The number of [n,
.
Lemma 12: Let C 2 be an [n, k 2 ] code and let w ∈ C ⊥ 2 . Then C 2 can be constructed in
Using the above Lemmas we will prove the following theorems that define the average distance distribution of (n, k 1 , k 2 ) CSS codes.
Theorem 13:
2 , where 0 = (0, . . . , 0) ∈ F n 2 , and a ∈ F n 2 \ 0. Then v is contained in
codes with generators matrices of the form (29). The number of such vectors is 2 n − 1. Proof: The number of C 1 codes that contain the vector a is
The number of C 2 codes that contain a given C 1 is defined in Lemma 9. This finishes the proof. Theorem 18: The average quantum enumerators of the ensemble Q C SS is
Proof: Remind that the weight of a vector a + ωb can be found according to (28) .
It is easy to see that the number of vectors from Theorem 13 of weight j is n j . The same is true for vectors from Theorem 14. In the case of Theorem 15 we have that the number of vectors of weight j is j i>0, i is even
and for Theorem 17 this number is n j (2 j − 2).
Combining these results we obtain
Using the identities
after simple manipulations, we obtain (30). The generating function of the q-ary Krawtchouk polynomials (see [11, Ch. 5.7] ) is
Hence, in the case q = 4, the sum
is equal to the coefficient of z r of the polynomial
Thus for q = 4 we have
In a similar way it is easy to show that
Using these expressions together with the MacWilliams identities (6) we obtain (31). For a set we define the expurgated ensemble
The average quantum enumerators of Q C SS,ex can be upper bounded with the help of Theorems 6 and 18. Using Theorem 18 and the union bound we obtain a Gilbert-Varshamov type bound for finite length CSS codes.
Theorem 19:
Then there is exists an (n,
In Fig. 4 the quantity 1−F for ensembles of Q stab , Q stab,ex , and Q C SS,ex is presented. All considered codes have the same length n = 100 and the same code rate R = 1/2. One can see that codes from Q stab,ex start to significantly outperform codes from Q stab only at p < 10 −3 . For larger values of p the expurgation does not play any role. This result can also be interpreted as that for p > 10 −3 the minimum distance of a typical [[50, 22] ] code does effect its fidelity. Another observation is that stabilizer codes are significantly better than CSS codes. Among CSS codes the balanced code (k 1 = n−k 2 ) happened to have significantly better performance than codes with
The obtained bounds allow us to estimate how the code performance changes with the code length. In Fig. 5 we consider the case of the symmetric depolarizing channel with p = 0.01 and codes of length n ∈ [30, 3000]. We choose the target fidelity as 1 − F target = 10 −4 . For a given code of length n we find the largest code rate R such that 1 −F 1 − F target . One can see that in the case of the ensemble Q stab the code rate is approaching the capacity lower bound defined below in (32) ) as the code length grows. At the same time for small code lengths, like n = 50 or 100, the code rate should be significantly lower than C( p) in order to have 1 −F 1 − F target . Fig. 5 also shows that CSS codes have a significant data rate loss compared to stabilizer codes of the same length. It is unclear, however, whether this loss disappears in the asymptotic regime as the code length tends to infinity. We will answer this question in the next Section.
VI. RELIABILITY FUNCTIONS AND CAPACITY LOWER BOUNDS
In this Section we are interested in the regime when the code length n tends to infinity and the code rate stays constant.
We start with studying asymptotic behavior of the average enumeratorsB j andB ⊥ j for expurgated ensembles of stabilizer and CSS codes.
Through the rest of the paper
A. Stabilizer and Linear Stabilizer Codes
Let Q stab be the ensemble of all [[n, k]] stabilizer codes. From (21) and (22) we obtain
Theorem 6 allows obtaining expurgated ensembles that give good fidelity bounds for finite length quantum codes. In the asymptotic case it is more convenient to form expurgated ensemble in the way proposed in [1] . For a positive ρ > 0 we define the expurgated ensemble as
From Markov's inequality and union bound it follows that for randomly chosen Q ∈ Q stab we have
Hence for growing n we have that almost any code from Q stab belongs to Q stab,E X .
Remark Note that the ensemble Q stab,E X is different from the expurgated ensemble Q stab,ex defined in Section IV. While the polynomial factor n ρ does not affect asymptotic results (as it will be shown later in this Section), it does not allow achieving good bounds on 1−F for finite length codes. In fact, for finite length codes bounds derived from Q stab,E X are worse than similar bounds derived from the unexpurgated ensemble Q stab . Denote
where d GV (n, Rn) is defined in Theorem 5. From (33) and (34) it follows that for sufficiently large n we have 1 n
Taking into account that B j (Q) − B j (Q) ⊥ are integers, we obtain that for any Q ∈ Q stab,E X and sufficiently large n:
For ω δ GV (R) we havẽ
The ensemble of Q lin.stab can be analyzed in a very similar way. Starting from the expressions (17) , and (18) , and further defining the ensemble Q lin.stab,E X in the same way as in (35), we obtain that equations (37) and (38) also hold for Q lin.stab,E X .
B. CSS Codes
Now we consider the ensemble Q C SS of all (n, k 1 , k 2 ) CSS codes with the average enumeratorsB ⊥ j andB j . Define
The following identities are well known (see [11, Ch. 15.2] )
We use these identities in order of studying the asymptotic behavior of the ratios c 2 /c 1 and c 3 /c 1 for c 1 ,c 2 , and c 3 defined in Theorem 18. We start with the first term of c 2 and get
Similarly for the second term of c 2 we have
Hence we have 1 n log 2 c 2 c
Next
Now, denoting by
| n the codes rates of C 1 and C 2 respectively, we obtain the following Theorem.
Theorem 20:
For a positive ρ > 0, we define the expurgated ensemble of CSS codes as
(41) Remark Again we note that the ensemble Q C SS,E X is different from Q C SS,ex defined in Section V. The ensemble Q C SS,E X is convenient for asymptotic analysis, but gives bad results for finite length CSS codes.
Theorem 20 allows us to find the asymptotic expression for
n .
Taking into account that B(Q) − B(Q)
⊥ are integers and that b ξ >b ⊥ ξ , ξ ∈ (0, 1), we conclude that δ(R 1 , R 2 ) is the root of the equationb ξ = 0. After simple calculations we obtain where
is the binary entropy. Note that if 
Summarizing this, we obtain the following result. Theorem 21: Let Q ∈ Q C SS,E X . Then 1) for any > 0 and sufficiently large n we have
2) for ω > δ C SS,GV (R 1 , R 2 ) we havẽ
whereb ω is defined in Theorem 20. Examples of average quantum enumerators for stabilizer and CSS codes are shown in Figs. 6 and 7. The figures show that at certain range of ω quantum enumerators of CSS codes are exponentially larger than their stabilizer counterparts. We see in the next subsection that this leads to an exponential loss of performance of CSS codes.
C. Reliability Functions
Let Q be an ensemble of quantum codes of rate R and length n. For the quantum depolarizing channel with the channel probability p define
The reliability function, which is also called the error exponent, of Q is defined as
When E(R, p) is positive it shows how fast 1 − F approaches zero as n → ∞. Thus for given R and p we want that E(R, p) be as large as possible. In what follows we will compute lower bounds on E(R, p) for the ensembles of stabilizer and CSS codes. In order of doing this we analyze the exponent of (14) with the quantum enumerators of stabilizer and CSS codes.
We start with computing the exponent of G(m, w) defined in (11) . Let It is not difficult to show that the maximum of (45) is achieved at η 1 (in fact η 2 is always negative when μ, ω, and τ belong to their summation ranges). Further one can show that η 1 < (ω − τ )/2 when μ, ω, and τ belong to their summation ranges. Thus the maximum of (45) is achieved at
Using η * we compute the exponent of the t-th term of the first sum of G(m, w) and obtain 1 n log 4 w t 2 t w − t {b ω + f (μ, ω)} where δ is either δ GV (R) or δ GV,C SS (R 1 , R 2 ) andb ω is defined either in (38) or (44) respectively. Numerical computation of E(R, p), for both Q stab,E X and Q C SS,E X , is easy. The function inside of max δ<ω<2μ {·} and the function inside of max δ/2<μ<1 {·} were found to be concave by inspection, for parameter values tested. In the case of Q stab,E X numerical computations show that E(R, p) coincides with Gallager's exponent (reliability function) of random classical quaternary code of rate (R + 1)/2. It also coincides with the reliability function found in [3] , [9] , and [10] : The reliability function for the depolarizing channel with p = 0.01 are shown in Fig. 8 . One can see that stabilizer codes slightly outperformed balanced CSS codes (R 1 = 1 − R 2 ), and that balanced CSS codes significantly outperform unbalanced CSS codes with R 1 = (1 − R 2 )/2.
We can use the function E(R, p) for obtaining a lower bound C( p) on the capacity of an ensemble Q of quantum codes. For an ensemble Q of quantum codes and for given channel error p we define C( p) by
The capacity lower bounds for stabilizer, balanced and unbalanced CSS codes are shown in Fig. 9 . We see again that stabilizer codes slightly outperform balanced CSS codes, and that CSS codes with R 1 = (1 − R 2 )/2 are significantly weaker than stabilizer and balanced CSS codes.
