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Geometric phases are only dependent on evolution paths but independent of evolution details so that they
own some intrinsic noise-resilience features. Based on different geometric phases, various quantum gates have
been proposed, such as nonadiabatic geometric gates based on nonadiabatic Abelian geometric phases and
nonadiabatic holonomic gates based on nonadiabatic non-Abelian geometric phases. Up to now, nonadiabatic
holonomic one-qubit gates have been experimentally demonstrated with the supercondunting transmon, where
three lowest levels with cascaded configuration are all applied in the operation. However, the second excited
states of transmons have relatively short coherence time, which results in a lessened fidelity of quantum gates.
Here, we experimentally realize Abelian-geometric-phase-based nonadiabatic geometric one-qubit gates with
a superconducting Xmon qubit. The realization is performed on two lowest levels of an Xmon qubit and thus
avoids the influence from the short coherence time of the second excited state. The experimental result indicates
that the average fidelities of single-qubit gates can be up to 99.6% and 99.7% characterized by quantum process
tomography and randomized benchmarking, respectively.
I. INTRODUCTION
The implementation of circuit-based quantum computation
requires to realize a universal set of accurately controllable
quantum gates, including arbitrary one-qubit gates and a non-
trivial two-qubit gate [1]. However, the errors resulting from
the imperfect control of quantum systems inevitably affect
quantum gates. This motivates researchers to utilize the fea-
tures of geometric phases to suppress control errors. Geomet-
ric phases are only dependent on evolution paths but indepen-
dent of evolution details so that the quantum gates based on
geometric phases own some intrinsic noise-resilience features
[2–7]. The early schemes of geometric-phase-based quantum
computation [8–10] is realized by using adiabatic geometric
phases [11, 12]. However, the long run time required by the
adiabatic evolution makes quantum gates vulnerable to the
environment-induced decoherence. To overcome this prob-
lem, nonadiabatic geometric quantum computation [13, 14]
based on nonadiabatic Abelian geometric phases [15] was
proposed and further nonadiabatic holonomic quantum com-
putation [16, 17] based on nonadiabatic non-Abelian geomet-
ric phases [18] was put forward.
Nonadiabatic Abelian geometric phases are generated by
the cyclic evolution of quantum states with removal of dynam-
ical phases and the computational space itself is enough for
the realization of nonadiabatic geometric gates. Correspond-
ingly, nonadiabatic non-Abelian geometric phases are gener-
ated by the cyclic evolution and parallel transport of a state
subspace in the Hilbert space so that the realization of nonadi-
abatic holonomic gates needs the computation space in addi-
tion to auxiliary states. Since nonadiabatic geometric quan-
tum computation as well as nonadiabatic holonomic quan-
tum computation not only has some intrinsic noise-resilience
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features but also allow high-speed implementation, they have
received increasing attention [19–49]. Up to now, nonadia-
batic geometric gates have been experimentally demonstrated
with trapped ions [35] and nuclear magnetic resonance [36],
and nonadiabatic holonomic gates have been experimentally
demonstrated with nuclear magnetic resonance [37, 38], su-
perconducting [39–43], and nitrogen-vacancy centers in dia-
mond [44–49]. Besides, adiabatic geometric gates have been
sped up [50, 51] by using transitionless quantum driving al-
gorithm [52] and the corresponding experiments have demon-
strated this result [53–55].
The superconducting circuit provides an appealing experi-
mental platform for the implementation of quantum compu-
tation since the integrated circuit can be easily scaled up to
multi-qubit systems and each qubit can be controlled by in-
dividual lines. As a charge-insensitive superconducting qubit
[56], the transmon has been used for the experimental real-
ization of nonadiabatic holonomic one-qubit gates [39–42],
where three lowest levels with cascaded configuration are
used as a quantum system. However, the second excited states
of transmons have relatively short coherence time, which re-
sults in a lessened fidelity of quantum gates. This motivates
us to use nonadiabatic Abelian geometric phase to experimen-
tally realize nonadiabatic geometric gates since the realization
only needs a two-level computational space and does not re-
quire the extra auxiliary level.
In this paper, we experimentally realize nonadiabatic geo-
metric one-qubit gates with a cross-shaped transmon qubit,
named Xmon qubit [57–59]. The superconducting Xmon
qubit is a high-quality qubit because it not only possesses rel-
atively long coherence time but also balances coherence, con-
nectivity, and fast control with specific designing. Our real-
ization is performed on two lowest levels of the Xmon qubit
and thus avoids the influence from the short coherence time of
the second excited state. By using the slice-shaped evolution
path of two orthogonal quantum states [32], we can realize
an arbitrary nonadiabatic geometric one-qubit gate by a single
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2loop. In our experiment, we demonstrate some specific nona-
diabatic geometric gates. The average fidelities of the gates
can be up to 99.6% and 99.7% characterized by quantum pro-
cess tomography and randomized benchmarking, respectively.
II. THE PROTOCOL
Our protocol is based on nonadiabatic Abelian geometric
phases. We first explain how the nonadiabatic Abelian ge-
ometric phases arise [15]. Consider a quantum state |ψ(t)〉
exposed to the Hamiltonian H(t) satisfying Schro¨dinger equa-
tion i|ψ˙(t)〉 = H(t)|ψ(t)〉. If the state |ψ(t)〉 undergoes cyclic
evolution, the initial state |ψ(0)〉 acquires a phase
γ(τ) = i
∫ τ
0
〈ν(t)|ν˙(t)〉dt −
∫ τ
0
〈ψ(t)|H(t)|ψ(t)〉dt, (1)
where |ν(t)〉 is an auxiliary state satisfying |ψ(0)〉 = |ν(0)〉 =
|ν(τ)〉. Here, the first part of the phase γ(t) is known as ge-
ometric phases and the second part is known as dynamical
phases. Further, if the dynamical phase is equal to zero, then
γ(τ) yields a pure geometric phase.
We then demonstrate how to realize an arbitrary single-
qubit nonadiabatic geometric gate with a superconducting
Xmon qubit. Consider a two-level Xmon qubit consisting of
ground state |0〉 and the first excited state |1〉. The transition
|0〉 ↔ |1〉 is facilitated by a resonant microwave pulse with
time-dependent Rabi frequency Ω(t). In the rotating frame,
the Hamiltonian under the rotating wave approximation reads
H(t) = Ω(t)|0〉〈1| + H.c., (2)
where H.c. represents the Hermitian conjugate terms.
To realize the nonadiabatic geometric gates, we divide the
whole evolution period τ into three intervals 0 ∼ τ1, τ1 ∼ τ2
and τ2 ∼ τ, each of which is with a different microwave phase
parameter. The Hamiltonian in the first interval 0 ∼ τ1 and the
third interval τ2 ∼ τ is taken as
H1(t) = ΩR(t)e−i(ϕ−
pi
2 )|0〉〈1| + H.c., (3)
and the Hamiltonian in the second interval τ1 ∼ τ2 is taken as
H2(t) = ΩR(t)e−i(ϕ−
γ
2 +
pi
2 )|0〉〈1| + H.c., (4)
where ΩR(t) is the time-dependent microwave amplitude pa-
rameter, and ϕ and γ are the time-independent microwave
phase parameters. Meanwhile, the evolution time τ1, τ2 and τ
are taken to satisfy∫ τ1
0
ΩR(t)dt =
θ
2
,
∫ τ2
τ1
ΩR(t)dt =
pi
2
,∫ τ
τ2
ΩR(t)dt =
pi
2
− θ
2
. (5)
With this design, two orthogonal states |ψ+〉 = cos(θ/2)|0〉 +
sin(θ/2) exp(iϕ)|1〉 and |ψ−〉 = sin(θ/2) exp(−iϕ)|0〉 −
cos(θ/2)|1〉 undergo cyclic evolution,
|ψ+〉 → U(τ)|ψ+〉 = e−i γ2 |ψ+〉,
|ψ−〉 → U(τ)|ψ−〉 = ei γ2 |ψ−〉, (6)
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FIG. 1. (Color online) The schematic setup for realization of nona-
diabatic geometric gates. (a) The evolution path of state |ψ+〉 with
Bloch sphere representation. The state |ψ+〉 is driven by the designed
microwave pulses along an orange slice-shaped path in the compu-
tational space and acquires a geometric phase −γ/2. (b) The cross-
shaped architecture of superconducting Xmon.
and they respectively acquire phases −γ/2 and γ/2, where
U(τ) is the final evolution operator reading
U(τ) = e−i
∫ τ
τ2
H1(t)dte−i
∫ τ2
τ1
H2(t)dte−i
∫ τ1
0 H1(t)dt. (7)
We can verify that the dynamical phases γd± acquired by |ψ±〉
are equal to zero, i.e., γd± = −
∫ τ1
0 〈ψ±(t)|H1(t)|ψ±(t)〉dt −∫ τ2
τ1
〈ψ±(t)|H2(t)|ψ±(t)〉dt −
∫ τ
τ2
〈ψ±(t)|H1(t)|ψ±(t)〉dt = 0, where
|ψ±(t)〉 = U(t)|ψ±〉 with U(t) being the evolution operator.
Therefore, −γ/2 and γ/2 are pure geometric phases. By using
the visualization Bloch sphere representation for the evolu-
tion of state |ψ+〉, γ is indeed proportional to the solid angle
enclosed by the orange-slice-shaped loop, shown in Fig. 1(a).
From Eq. (6), we can readily find that the evolution operator
U(τ) can be equivalently expressed as
U(τ) = e−
γ
2 |ψ+〉〈ψ+| + e γ2 |ψ−〉〈ψ−| = e−iγn·σ/2, (8)
where n = (sin θ cosϕ, sin θ sinϕ, cos θ) and σ = (σx, σy, σz)
being the Pauli operators acting on |0〉 and |1〉. As discussed
above, −γ/2 and γ/2 are pure geometric phases, thus U(τ) is
a nonadiabatic geometric gate. By using this geometric gate
U(τ), we can realize an arbitrary one-qubit gate, where the ro-
tation axis is determined by {|ψ+〉, |ψ−〉} and the rotation angle
is determined by γ.
III. THE EXPERIMENT
In our experiment, the superconducting Xmon is an
aluminum-based circuit, which is operated at temperature
about 10mK in a cryogen-free dilution refrigerator. The Xmon
sample is fabricated on a silicon substrate using a standard
nano-fabrication method. The Xmon device is designed with
cross-shaped architecture, shown in Fig. 1(b). The four arms
of Xmon device connect to four separate elements with dif-
ferent functions. The key element of the qubit is the pair of
Josephson junctions at the bottom, which forme a rectangu-
lar ring-shaped superconducting quantum interference device.
The qubit frequency is tuned by the Z control line. The read-
out resonator on the top is for the measurement of qubit states.
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FIG. 2. (Color online) Quantum process tomography for nonadia-
batic geometric gates. (a) The schematic diagram for quantum pro-
cess tomography. (b) The matrix elements generated by Hadamard
gate H with real part on the left and imaginary part on the right. (c)
The process fidelities of nonadiabatic geometric gates.
The XY control on the left is used for the manipulation of
qubit states by inputting microwave pulses. Through the right
arm, the qubit can be coupled to a quantum bus resonator or
another qubit. Two lowest levels |0〉 and |1〉 of the Xmon
are applied as the qubit states. The frequency difference of
qubit levels is ω10/(2pi) = 5.266GHz. The relaxation time is
T1 = 19.0µs and the pure dephasing time is T ∗2 = 10.0µs. The
readout fidelity of the ground state |0〉 and excited state |1〉 are
F0q = 98.0% and F
1
q = 93.6%, respectively.
Our protocol allows to experimentally realize an arbitrary
nonadiabatic geometric one-qubit gate by a single loop. Our
experiment specifically implements some certain nonadiabatic
geometric gates, including identity operator I, Hadamard gate
H, and rotation gates Rx(pi), Rx(pi/2), Ry(pi), Ry(pi/2), Rz(pi),
as well as Rz(pi/2) with rotation axes denoted by x, y, z, and
rotation angle denoted by pi, pi/2. In the process of realiza-
tion, we input a resonant microwave pulse to manipulate the
qubit. The rotation axis of geometric gates is adjusted by tun-
ing microwave amplitude parameter ΩR(t), microwave phase
parameter ϕ, and evolution time τ1, τ2 and τ. The rotation an-
gle is adjusted by tuning microwave phase parameter γ. For
each interval, ΩR(t) is designed as ΩR(t) = Ω0 sin2(pit/T ) with
the evolution period being taken as T = 10ns. With this spe-
cific design of ΩR(t), the microwave pulse can be smoothly
turned on and off at ΩR(0) and ΩR(T ).
To characterize the performance of these nonadiabatic ge-
ometric gates, we apply quantum process tomography. In the
quantum process tomography, we first prepare a set of ini-
tial states {|0〉, |1〉, (|0〉 − i|1〉)/2, (|0〉 + |1〉)/2}, by applying a
set of operators {I,Rx(pi),Rx(pi/2),Ry(pi/2)} to the initialized
state |0〉. These states are then followed by a specific nona-
diabatic geometric gate. Finally, we perform measurement
on the output states with standard quantum state tomography
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FIG. 3. (Color online) Clifford-based randomized benchmarking of
nonadiabatic geometric gates.
and then reconstruct the output states. The whole process is
shown in Fig. 2(a). In this process, a set of fixed basis op-
erators Em ∈ {I, σx, σy, σz} is chosen to describe the quan-
tum dynamical map ε(ρi) =
∑
mn EmρiEnχmn, where χmn is
the process matrix that completely characterizes the behav-
ior of quantum dynamics. By using the chosen initial states
ρi and the reconstructed output states ε(ρi), we can calculate
the process matrix χmn. Compared this process matrix χmn
with the ideal process matrix χid, we can obtain the process fi-
delity FP = Tr(χmnχid). The matrix elements generated by
the Hadamard gate H is shown in Fig. 2(b), and the pro-
cess fidelity FP of the realized nonadiabatic geometric gates
is shown in Fig. 2(c). Accordingly, we can obtain the average
process fidelity F¯P = 99.6%. Please note that the measure-
ment fidelity has been corrected in this fidelity to exclude the
error from qubit state readout.
Clifford-based randomized benchmarking is different mea-
surement, from which the gate fidelity can be separately ex-
tracted [60–62]. Specifically, we perform reference random-
ized benchmarking and interleaved randomized benchmark-
ing. The former gives an average fidelity of the Clifford gates
and the latter gives the fidelity of a specific gate.
First, we perform the reference randomized benchmarking,
the process of which is shown in Fig. 3. Specifically, we
initially prepare quantum states in ground state |0〉, which
is then driven by randomly chosen m Clifford gates. Subse-
quently, a recovery gate is applied to reverse the operation of
the m Clifford gates. Afterwards, we measure the state |0〉
and obtain its survival probability. Repeating this process by
50 times, we can achieve the average survival probability of
state |0〉 as the function of m, which is known as sequence
fidelity. The sequence fidelity F can be fitted by using the
function F = Apm + B, where p is the depolarizing param-
eter, and A and B absorb the state preparation and measure-
ment errors [61, 62]. Accordingly, we can achieve the de-
polarizing parameter p. The average error rate is then given
by r = (1 − p)/2. From the result of the reference random-
ized benchmarking experiment, shown in Fig. 3, we obtain
4p = 0.994, which yields average error rate r = 0.003 and
the average fidelity of nonadiabatic geometric Clifford gates
F¯ = 99.7%.
Second, we perform the interleaved randomized bench-
marking, the process of which is shown in Fig. 3. Specifically,
we initially prepare quantum states in state |0〉. We then use
m combination of a randomly chosen nonadiabatic geometric
Clifford gate and a target nonadiabatic geometric gate to drive
this state. Subsequently, a recovery gate is applied to reverse
the above combination operation. Afterwards, we measure the
state |0〉 and obtain its survival probability. With the similar
procedure, we obtain a new depolarizing parameter pg. The
fidelity of a specific gate can be then calculated by using the
function Fg = 1 − (1 − pg/p)/2, where p is the depolarizing
parameter obtained in the reference randomized benchmark-
ing. Figure 3 shows the fidelities of the realized nonadiabatic
geometric gates.
Up to now, we have completed the quantum process tomog-
raphy and the Clifford-based randomized benchmarking for
a set of nonadiabatic gates, the average fidelity of which is
99.7%.
IV. CONCLUSION
In conclusion, we have experimentally realized nonadia-
batic geometric one-qubit gates I, H, Rx(pi), Rx(pi/2), Ry(pi),
Ry(pi/2), Rz(pi), and Rz(pi/2) with superconducting Xmon
qubits. The average fidelities of these gates can be up to 99.6%
and 99.7% characterized by quantum process tomography and
randomized benchmarking, respectively. Different from nona-
diabatic holonomic gates realized with three-level quantum
systems, our experiment is performed on two lowest levels
of an Xmon qubit and thus avoids the influence from the short
coherence time of the second excited state. The methods and
techniques used here can be extended to the other quantum
systems, such as nuclear magnetic resonance, trapped ions,
and nitrogen-vacancy centers in diamond.
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