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The tree-code devised by Smolenskii, consisting of all distances between 
pairs of m end-vertices is shortened from O(m 2) to O(m) and evidence is given 
that the resulting "diagonal" code is competitive in compactness with current 
tree codes. Linear algorithms are provided both for constructing its code for a 
given tree as well as decoding. 
INTRODUCTION 
I f  one constructs the m × m matrix of distances between the m end-vertices 
of a tree, then, as Smolenskii (1963) observed, the tree is uniquely determined 
by that matrix. In this paper, it is observed that this matrix, which contains 
O(m 2) entries, is rather redundant in the sense that O(m) entries uffice to deter- 
mine the tree. This leads to an integer code for trees which compares favorably 
with the codes discussed by Read (1972). 
Further, efficient algorithms are given for translating a tree into its code and 
vice versa. 
DISTANCE [V~ATRICES 
Let T be a tree whose m end-vertices are labelled 0, 1,..., m - -  1. I t  is con- 
venient sometimes to refer to these vertices by their labels, although interior 
vertices will always be referred to by symbolic letternames. Since any two vertices 
u & v of a tree are connected by a unique path, we may write this path 
functionally as p(u, v) and even concatenate paths, say, p(u, x) p(x, v) ~ p(u, v), 
where x is a vertex in p(u, v). The distance d(u, v) is just the number of edges in 
p(u, v). 
The distance matrix of 2", denoted by D(T) is defined by 
where 
d,~ = d(i, j) ,  
D(T) = (du), 
(i, j = O, 1,.., m - -  1). 
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Shown in Figure l(a) is a tree T with its end-vertices labelled 0, 1 ..... 6. 
To  its right is the corresponding distance matrix. Since the matrix is symmetric, 
the lower triangular portion is redundant and has been omitted from the figure. 
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Fro. 1. A tree and its distal matrix. 
Although Smotenskii observed that its distance matrix uniquely determines 
the tree, it was Zaretskii (1965) who showed which integer matrices so re- 
presented trees. He also provided a method of recovering the tree from its 
distance matrix. In the following section, something similar wiU be done with 
a special subset of the entries from D(T). 
Given any three end vertices i,j, k of a tree labelled as above, there is a unique 
vertex x = x(i, j, k) in T such that the three paths p(i, x), p(j, x), p(k, x) intersect 
at x and are otherwise mutually pairwise disjoint. Such a vertex will be called 
the hub of i, j and h. In the following, it will also be important o distinguish, 
for each end vertex i, its vertex of attachment y -~ y(i), the unique vertex closest 
to i which has degree 3 or more. 
The next lemma is basic to all the results developed in this paper. 
LEMrVIA 1. 
only if the following three equations are satsified 
d(i, x) = k(a~s + di,o - dj~) 
u(L x) = k(~,, + ~,~ - d,~) 
d(k, x) = ~(d,o~ + g~ -- a,3. 
For any three end vertices i, j, k of T, x is the hub of i, j, k if and 
Proof. Figure 2 illustrates the hub of i, j, h. Clearly, the distances d(i, x), 
d(j, x) and d(k, x) satisfy the set 
d(i, x) + d(j, x) = d~ 
d(i, x) + d(k, x) = d~ 
4J ,  x) + d(k, x) --- d.o 
of three equations in 3 unknowns. 
236 A.K. DEWDNEY 
- i  ° 
i 
FIo. 2. The hub of i, j, k. 
Moreover, if x is a vertex of T satisfying these last three equations, it must be 
the hub of i, j, k. In  either case, the solution of these equations is given in the 
statement of the lemma. 
Returning to Figure 1, it will now be seen that a number of entries can be 
removed from D(T)  without loss of essential information about T. For example, 
if the entry d12 were removed from D(T) ,  it could be computed as follows: 
first, find two other end-vertices whose hub x with 1 is the vertex of attachment 
of 1. For this purpose, 3 and 4 will do nicely. Using the equations of Lemma 1, 
we obtain 
d(1, x) = (d~a + dxa - -  d3a)/2 
=1 
Next we find two vertices whose hub with 2 is also x. As it happens, 3 and 4 wili 
work here as well 
d(2, x) = (d24 + d~3 - -  d34)/2 
z2 .  
Now d12 = d(1, x) + d(2, x) = 3, and, since d~2 is recoverable in this manner 
from other entries on the distance matrix, we may delete d12 therefrom. 
DIAGONAL CODES 
It is interesting to notice that the great majority of the entries in the distance 
matrix can be removed without loss of information about its tree. To do this, 
the distances to be retained must be carefully chosen. 
The essential concept behind such a choice is a diagonal ordering of the end 
vertices 0, 1 ..... m -- 1. This is a permutation p0, Pl ,"', Pro-1 of 0, 1,..., m --  1 
such that the hub of each triple P,-1, P~, Pi+l is the vertex of attachment of p,  
for i = O, 1 .... , m - -  1, subscripts being taken modulo (m). 
Such an ordering is easily obtained by a depth-first search of a tree T starting 
at an arbitrary end-vertex, say, 1. Beginning with 1, trace through the vertices 
of T obeying the following rule: having arrived at a given vertex, take the first 
vertex not yet visited unless none are unvisited from there. In the latter case, 
backtrack to the vertex visited just previously. 
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The ordering so obtained will depend largely on how T is represented. The 
"first vertex not yet visited" refers to an ordering of all of T's vertices implicit 
in the representation. I  any event, this diagonal ordering may be made canonical 
by representing T in a canonical fashion such as given in [1], for example. 
Given a diagonal ordering P0, Pl ,.., P~,-1 of the end vertices of T, it will be 
convenient to rename these vertices as 0, 1,..., m-  1 in what follows. This 
will simplify the exposition and avoid cluttered notation. The diagonal code of T, 
denoted by C(T) is the vector 
C(T) = (do1 , do2 , dl~, dla ,..., d,~_~ ..... 1, d~-2.o, d~-l.o, d~_~,l). 
The terminology for this definition is motivated by the appearance of D(T) 
with the rows and columns given the above special ordering. The components 
of C(T) appear in the two superdiagonals of D(T) with the exception of 3 com- 
ponents which appear in the corner of D(T). 
It is now shown that C(T) determines T uniquely. 
THEOREM. I f  C is a diagonal code, then there is exactly one tree such that 
C = C(T). 
Proof. One may reconstruct the tree T from which C must have come as 
follows. First, 0 and I must be the end-vertices of a path of length d01. Next, 
given that the tree has been constructed as far as the kth end-vertex, attach 
the k @ 1 st by first calculating the vertex of attachment x of k + 1 onp(k -- 1, k) 
and then adding the path p(k + 1, x) to T. Both d(k -- 1, x) and d(k + 1, x) 
may be determined by the formulae of Lemma 1. The first fixes uniquely the 
position of x on p(k -- l, k) and the second determines uniquely the length of 
the new path to be added to T. In this manner, T may be built up, being uniquely 
determined at each stage. 
The above proof embodies the description of an algorithm for constructing 
T given (C(T). Neglecting the operations involved in the formation of each new 
path added in T's construction, this algorithm clearly has efficiency O(m). 
Taking such operations into account, it has efficiency O(n), where n is the total 
number of vertices in T. 
The complementary procedure, that of obtaining C(T) from T involves the 
obvious algorithm based on a depth-first search of T. Such an algorithm would 
be equally efficient. 
MINIMALITY OF DIAGONAL CODES 
The diagonal code of a tree T, as given above, consists of a vector of 2m 
integers where m is the number of end-vertices of T. In some cases, it is possible 
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to do slightly better than this. For example, in Figure 1, the tree T has m - -  7 
so that  its diagonal code has length 14. However, it is not hard to see that the 
following special code also determines T uniquely and has length l 1. 
(d06, do~, d~6, do1, d16, do~, d~6, do~, 46, do,, d,~). 
This unique determination property possessed by just eleven distances is the 
result of a rather special feature of T, namely the existence of the vertices 0 
and 6 such that the hub of 0, 6, i is the vertex of attachment for i for all i such 
that0  < i<6.  
One nevertheless uspects the existence, for each m, of a worst case tree which 
cannot be determined with fever than 2m distances. 
Diagonal codes can be compared with the walk around va!ency (WAV) codes 
discussed by Read (1972). The latter sort of code is generated essentially by 
listing the degrees of all vertices of a tree T in the order of a depth-first search. 
Each degree is listed only when its vertex is first encountered in the search 
and the result is a list of n degrees which uniquely determine T. The size of this 
list can be reduced by omitting the first degree. 
The Smolenskii code, obtained from D(T) by writing all its entries in a standard 
vector, has size O(m 2) and is compared by Read to a WAV code of size O(n) 
where n is the total number of vertices in T. Using a table provided in [1], the 
fraction rn of trees whose Smolenskii code is shorter than the WAV code, is 
found to decrease as n increases. Read conjectures that r~--~ 0 as n--* co. 
In the case of diagonal codes, something different seems to happen. 
TABLE I 
Total Number of Trees on n Vertices Broken Down by Number of End-Vertices 
n 
6 7 8 9 10 11 12 13 
Number of trees 
Total 6 ] 1 23 47 106 235 551 1301 
with 
k=2 1 1 1 1 1 1 1 1 
3 2 3 4 5 7 8 10 12 
4 2 4 8 14 23 36 52 76 
5 1 2 6 14 32 64 123 219 
End vertices 
M= 2 2 3 3 4 4 5 5 
m < M 1 1 5 6 31 45 186 308 
r~ ~ .166 .091 .217 .127 .292 .191 .338 .228 
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Let Mbe the largest value ofm such that 2m < n --  1. Then M = [(n --  2)/21 
and this is the "break-even point" for diagonal codes compared with WAV 
codes as far as compactness i  concerned. We re-calculate r~ for diagonal codes 
using the relevant portions of Riordan's data as shown in Table I. 
To find r n , the number of trees on n vertices having m ~ M end-vertices i
calculated and then divided by the total number of trees on n vertices. It does 
not appear that rn  is decreasing as n increases. In fact, the above calculation seem 
to indicate just the reverse! 
The chief open problem left by this paper is just how efficient diagonal codes 
are in relation to some of the better-known codes. This may depend on more 
extensive tables than those presently available or, possibly, on an enumeration 
of the number of trees with n vertices and m end-vertices. 
Another problem of some interest is the characterization of diagonal codes: 
when is a sequence of 2m integers the diagonal code of some tree ? Is it possible 
that the triples d~-l,i, di-l,~+l, di,~+l merely have to satisfy the strict triangle 
inequality and sum to an even number ?
Finally, is there a nice characterization f all possible subsets of the entries 
of D(T)  which serve uniquely to determine T? 
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