Abstract-Evolutionary algorithms have been shown to be powerful for solving multiobjective optimization problems, in which nondominated sorting is a widely adopted technique in selection. This technique, however, can be computationally expensive, especially when the number of individuals in the population becomes large. This is mainly because in most existing nondominated sorting algorithms, a solution needs to be compared with all other solutions before it can be assigned to a front. In this paper we propose a novel, computationally efficient approach to nondominated sorting, termed efficient nondominated sort (ENS). In ENS, a solution to be assigned to a front needs to be compared only with those that have already been assigned to a front, thereby avoiding many unnecessary dominance comparisons. Based on this new approach, two nondominated sorting algorithms have been suggested. Both theoretical analysis and empirical results show that the ENS-based sorting algorithms are computationally more efficient than the state-of-the-art nondominated sorting methods.
I. INTRODUCTION

M
OST REAL-WORLD optimization problems are characterized by multiple objectives that often conflict with each other. For solving such multiobjective optimization problems (MOPs), a set of optimal solutions, known as Pareto-optimal solutions, instead of a single optimal solution, are to be achieved. Most classical optimization methods are inefficient in solving MOPs, since they can typically find only one Pareto-optimal solution in one run, which means that this kind of method has to be applied multiple times to achieve a Pareto-optimal solution set. Over the past 20 years, a variety of evolutionary algorithms have been developed to tackle MOPs, for example, Pareto envelop-based selection algorithm II (PESA-II) [1] , nondominated sorting genetic algorithm-II (NSGA-II) [2] , strength Pareto evolutionary algorithm 2 (SPEA2) [3] , and memetic Pareto archived evolution strategy (M-PAES) [4] , to name just a few. These multiobjective evolutionary algorithms (MOEAs) are able to find a set of Pareto-optimal solutions in one single run.
Although various approaches have been adopted for selection [5] , most MOEAs adopt the Pareto-based approach, that is, the qualities of the candidate solutions are compared using Pareto dominance. Among various dominance comparison mechanisms, nondominated sorting [2] has been shown to be very effective for finding Pareto-optimal solutions. Also much work has been done to efficiently store nondominated solutions found during search in an archive [6] , [7] . Nondominated sorting is a procedure where solutions in the population are assigned to different fronts based on their dominance relationships. Without loss of generality, we assume that the individuals in population P can be categorized into K Pareto fronts, denoted as F i , i = 1, . . . , K. According to nondominated sorting, all nondominated solutions in population P are assigned to front F 1 ; then the nondominated solutions in P − F 1 , which is the set of solutions by removing the solutions assigned to front F 1 , are assigned to front F 2 . This procedure repeats until all solutions in P are assigned to a front F i , i = 1, . . . , K. Note that the solutions belonging to front F j are dominated by at least one solution belonging to front F i , if i < j, i, j = 1, 2, . . . , K. Fig. 1 provides an illustrative example of a population of 13 solutions composed of four fronts, where both objectives are to be minimized.
Nondominated sorting is computationally intensive, in particular, when the population size increases. To address this problem, much research work has been dedicated to the improvement of the computational efficiency of this procedure. The idea of nondominated sorting was first suggested in [8] as a selection strategy for evolutionary multiobjective optimization, which was implemented in a multiobjective GA, termed NSGA [9] . Nondominated sorting in NSGA has a time complexity of O(MN 3 ) and a space complexity of O(N), where M is the number of objectives and N is the number of solutions in the population. A faster version of nondominated sorting, termed fast nondominated sort, was proposed in [2] , where the time complexity is reduced to O(MN 2 ). The fast nondominated sort, however, requires a larger storage space than the nondominated sorting in NSGA, which is increased to O(N 2 ). Jensen [10] adopted a divide-and-conquer strategy for nondominated sorting, the time complexity of which is O(N log M−1 N). Tang et al. [11] proposed a novel nondominated sorting approach based on arena's principle, that is, each winner will be the next arena host to be challenged. This approach has been proved to have the same time complexity as the fast nondominated sort, while empirical results show that it outperforms the fast nondominated sort in terms of computational efficiency, since it can achieve a time complexity O(MN √ N) in some best cases. Clymont and Keedwell [12] proposed two improved approaches to nondominated sorting, called climbing sort and deductive sort, where some dominance relationships between solutions can be inferred based on recorded comparison results.
In this paper, we propose a new, computationally efficient approach to nondominated sorting, called efficient nondominated sort (ENS). ENS adopts an idea different from those used in the above-mentioned methods. The main difference lies in the fact that existing nondominated sorting approaches usually compare a solution with all other solutions in the population before assigning it to a front, while ENS compares it only with those that have already been assigned to a front. This is made possible by the fact that in ENS, the population is sorted in one objective before the ENS is applied. Thus, a solution added to the fronts cannot dominate any solutions that are added before. As a result, ENS can avoid a large number of redundant dominance comparisons, which significantly improves the computational efficiency. Theoretical analysis shows that the ENS approach has a space complexity of O(1), which is smaller than all existing nondominated sorting methods. Meanwhile, the time complexity of ENS will be O(MN log N) in good cases, which is much lower than that of all existing algorithms. Even in the worst case, ENS has a complexity of O(MN 2 ), which is the same as the fast nondominated sort. Experimental results confirm that ENS has better computational efficiency than the state of the art.
The remaining of this paper is organized as follows. In Section II, we briefly review a few widely used nondominated sorting approaches and analyze their computational complexity. In Section III, we propose a new approach to nondominated sorting, ENS, based on which two nondominated sorting algorithms are developed. The computational complexities of the two algorithms are then analyzed. Simulation results are presented in Section IV to empirically compare the two ENS-based nondominated sorting algorithms with three state-of-the-art methods. Finally, conclusions and remarks are given in Section V.
II. RELATED WORK
In this section, we review a few popular nondominated sorting approaches together with an analysis of their computational complexities.
A. Nondominated Sorting Methods
Since Goldberg [8] suggested the use of nondominated sorting for selection in MOEAs, a number of nondominated sorting methods have been reported in the literature over the past years. Furthermore, we review a few nondominated sorting approaches widely used in MOEAs.
The nondominated sorting strategy was first adopted for selecting parents from offspring in NSGA for multiobjective optimization [9] . The nondominated sorting in NSGA is carried out as follows. Each solution is compared with all other solutions in the population, and solutions that are not dominated by any other solutions are assigned to front F 1 . All solutions assigned to F 1 are temporarily removed from the population. Then each solution in the remaining population is compared with others and all nondominated solutions are assigned to front F 2 . This operation is repeated until all solutions have been assigned to a front. This approach contains many redundant comparisons in the sense that the comparison between two solutions may be performed more than once. The time complexity of this approach is O(MN 3 ), which makes NSGA highly time-consuming and computationally inefficient for large populations. As an improved version of NSGA, Deb et al. [2] proposed a computationally more efficient nondominated sorting approach, called fast nondominated sort, where the comparison between any two solutions is performed only once. Fast nondominated sort has a time complexity of O(MN 2 ), albeit at the cost of an increased space complexity from O(N) to O(N 2 ). A recursive nondominated sorting approach [10] , usually called Jensen's sort, was suggested based on the divide-and-conquer mechanism, which reduces the time complexity to O(MN log N) for biobjective MOPs and to O(N log M−1 N) for MOPs having more than two objectives. The space complexity of this approach is O (1) and O(N) for MOPs with two objectives and more than two objectives, respectively. Just as shown in O(N log M−1 N), the time complexity of Jensen's sort will grow exponentially with the increment of number of objectives. This means that Jensen's sorting method will not work efficiently for MOPs with a large number of objectives. Actually, this sorting method will likely consume more runtime in simulation due to its recursive nature. In addition, as Clymont and Keedwell [12] and Fang et al. [13] pointed out, Jensen's sorting algorithm is not applicable in many cases, for instance, when strong-dominance [14] or Fig. 2 . Illustration of the commonly used strategy for nondominated sorting in most existing nondominated sorting approaches, which determines the front number of all solutions on the same front all at once, and solutions on different fronts sequentially.
-dominance [15] is used in comparison or when the population contains duplicate solutions.
Tang et al. [11] used arena's principle to assign solutions to a front, which has been shown to have a better computational efficiency than the fast nondominated sort and Jensen's sort in empirical evaluations. This approach randomly selects one solution from the population, regarded as an arena host, and all the remaining solutions in the population are compared with the arena host. The solution that dominates the arena host becomes the new arena host to replace the current one. The time complexity and space complexity of this approach are O(MN 2 ) and O(N), respectively. Clymont and Keedwell [12] proposed two nondominated sorting approaches: climbing sort and deductive sort. As shown in [12] , deductive sort often performs better than climbing sort. Deductive sort infers the dominance relationship between solutions by recording the results of comparisons, thereby avoiding some unnecessary comparisons. Deductive sort holds a time complexity of O(MN 2 ) and a space complexity of O(N), which outperforms other approaches, for instance, the fast nondominated sort.
There are a few other nondominated sorting approaches inspired by different ideas, such as the nondominated rank sort of the omni-optimizer [16] , better nondominated sort [17] , immune recognition-based algorithm [18] , quick sort [19] , sorting-based algorithm [20] , and divide-and-conquer-based nondominated sorting algorithm [13] . Most of these approaches are effective in dealing with MOPs that have a small number of objectives, however, their efficiency often seriously degrades as the number of objectives increases.
B. Analysis of Existing Methods
Although existing nondominated sorting approaches perform front assignments based on various ideas, most of them can be described in a generic framework as shown in Fig. 2 . In this framework, solutions in different fronts are assigned front by front. For example, for a population P containing K fronts F i , 1 ≤ i ≤ K, all nondominated solutions in P are first assigned to front F 1 . Once this is done, the nondominated solutions in P−F 1 (the remaining population with all solutions assigned to F 1 being removed) can then be assigned to F 2 . In other words, solutions belonging to front F i+1 cannot be assigned until all solutions belonging to F i have been assigned. Dominance comparisons between the solutions are the main operation in nondominated sorting, that is, the num- ber of needed comparisons determines the efficiency of a nondominated sorting approach. Most existing nondominated sorting methods focus on the reduction of the number of comparisons to improve their computational efficiencies. The reason is that some dominance comparisons between solutions are unnecessary and can be spared. Taking a closer look, we find that the result of one dominance comparison can be categorized into the following four cases, assuming that solution p m is compared with solution p n . 1) Case 1: p m is dominated by p n , or p n is dominated by p m . 2) Case 2: p m and p n are nondominated, and they belong to the same front F i , where F i is the current front (i.e., the front that the solutions are being assigned to). 3) Case 3: p m and p n are nondominated, and they belong to the same front F i , where F i is not the current front. 4) Case 4: p m and p n are nondominated, but they belong to different fronts. Recall that a solution is assigned to the current front if it is not dominated by any other solutions in the current population. In Case 1, if solution p m dominates solution p n , then p n does not belong to the current front and we no longer need to perform additional comparisons between p n and all other solutions in the current population, which means that such comparisons, if performed, are redundant. In Case 2, both p m and p n belong to the current front, so there does not exist any solution that can dominate p m or p n , and the comparison between p m and p n should be done to verify whether one dominates the other. In fact, all solutions belonging to the current front should be compared with each other to ensure that they are all nondominated with each other. In Case 3, neither p m nor p n belongs to the current front, which means that there exists at least one solution dominating p m and a solution dominating p n , and the comparison between p m and p n can be skipped. In Case 4, since there exists at least one solution dominating p m or p n , a comparison between p m and p n is unnecessary. The four cases of possible comparisons are illustrated in Fig. 3 .
As shown in Fig. 3 , for nondominated sorting, comparisons in Case 1 and comparisons in Case 2 cannot be avoided, which are termed necessary comparisons. The necessary comparisons in Case 1 refer to the comparisons between solutions in different fronts, while the necessary comparisons in Case 2 refer to comparisons between solutions in the same front. The number of necessary comparisons in Cases 1 and 2 is the theoretical minimum number of needed dominance comparisons for any nondominated sorting algorithm. If a nondominated sorting approach determines the front of a solution by starting to check from the first front to the last one, for example, from F 1 to F 4 in Fig. 1 , the number of necessary comparisons in Case 1 can be calculated in the following way. Given a population consisting of N solutions that can be divided into K fronts, assume front F i contains N i solutions, where
If a solution p n belongs to front F i , then at least one solution dominating p n will be found in each of the preceding i − 1 fronts. This means that i − 1 comparisons in Case 1 are needed for solution p n . Since there are N i solutions belonging to F i , a total of (i − 1)N i comparisons in Case 1 are needed for front F i . Therefore, the total number of necessary dominance comparisons between solutions in different fronts is
Regarding the minimum number of needed comparisons in Case 2, since each of the N i solutions in front F i should be compared with the other solutions in front F i , which needs a total of N i (N i − 1)/2 comparisons, the total number of comparisons between solutions in the same front is
Unfortunately, most popular nondominated sorting approaches have a total number of dominance comparisons much higher than the sum of Num_Comp 1 and Num_Comp 2 . From the above discussions, we can find that further improvements of the computational efficiencies of nondominated sorting approaches should concentrate on the reduction of unnecessary comparisons in Cases 1, 3, and 4. In fact, most existing improved nondominated sorting approaches have successfully removed unnecessary dominance comparisons in Case 1, however, still perform many unnecessary comparisons belonging to Cases 3 and 4.
As an example, we consider the comparisons performed in deductive sort over a population shown in Fig. 4 . This popula- tion contains six candidate solutions of a biobjective minimization problem, each being denoted by
where f 1 and f 2 are the values of the two objectives of solution p i , respectively. In this example, the six candidate solutions are p 1 (5, 4) , p 2 (6, 3), p 3 (7, 2), p 4 (1, 6), p 5 (2, 5), and p 6 (3, 1).
As shown in Fig. 4 6 , and it will be found that p 1 is dominated by p 6 , which means that p 1 does not belong to the current front F 1 . By then, solution p 1 will no longer be involved in further comparisons of front F 1 in deductive sort.
In the above procedure, the following dominance comparisons have been made: two comparisons of Case 3 (comparisons between p 1 and p 2 , or p 3 ), two comparisons of Case 4 (comparisons between p 1 and p 4 , or p 5 ), and one comparison of Case 1 (a comparison between p 1 and p 6 ). After p 1 is compared with all the other solutions, deductive sort starts to consider solution p 2 . Dominance comparison will continue until all solutions are assigned to a front. Table I lists all comparisons performed by deductive sort for the population shown in Fig. 4 .
From Table I , it is not difficult to see that there exist many unnecessary comparisons performed by deductive sort, which belong to Cases 3 and 4. Among these unnecessary comparisons, several of them are duplicate comparisons, such as the comparisons between p 1 and p 2 . In fact, all duplicate comparisons in deductive sort belong to Case 3. In this paper, we propose a new nondominated sorting algorithm using a strategy different from the one illustrated in Fig. 2 , which aims to avoid duplicate comparisons, thereby considerably reducing the number of unnecessary comparisons.
III. EFFICIENT NONDOMINATED SORT FRAMEWORK
Here, we present a new efficient nondominated sorting strategy, termed ENS, which is conceptually different from Fig. 5 . By comparing Figs. 2 and 5, we can see that the ENS approach determines the front each solution belongs to one by one, while most existing nondominated sorting approaches determine the front of all solutions on the same front as a whole. The main merit of determining the front to which each solution belongs separately is that it can avoid duplicate comparisons, since in this approach, a solution to be assigned only needs to be compared with solutions that have already been assigned to a front.
The details of ENS are given in Algorithm 1. For a minimization problem, this approach first sorts the N solutions in population P in an ascending order according to the first objective value, where N is the population size. If the first objective values of two solutions are the same, then they are sorted according to the second objective value. This procedure continues until all individuals in the population are sorted. If solutions have the same value in all objectives, their order can be arbitrary. For this sorted population P, a solution p m will never be dominated by a solution p n , if m < n, since there exists at least one objective in p m whose value is smaller than that of the same objective in p n . This means that there exist After finishing sorting the individuals in population P, ENS begins to assign solutions to fronts in the sorted population P one by one, starting from the first solution p 1 and ending with the last one p N . As we know, if a solution is assigned to a front, it is dominated by at least one solution in the preceding front. As pointed out earlier, a solution can never be dominated by any succeeding solution in the sorted population P. Therefore, it is sufficient to compare a solution with those that have already been assigned to a front to determine the front of this solution. The possible relationships between a solution to be assigned and those that have been assigned to a front are shown in Fig. 6 . Actually, if a solution p n is assigned to front F i , F i must satisfy the following two conditions. 1) There exists at least one solution in each front F j that has been assigned and dominates p n , for 1 ≤ j ≤ i − 1. 2) There exists no solution in any of the assigned fronts F k that dominates p n , for k ≥ i. In this way, the front to which a solution belongs can be determined by finding out the front that satisfies the above two conditions. In what follows, we present two strategies for searching for the front satisfying the above two conditions within the ENS framework, one using a sequential search strategy (termed ENS-SS) and the other using a binary search strategy (ENS-BS).
A. Sequential Search Strategy
The pseudocode of the sequential search is presented in Algorithm 2. The idea in this search strategy is quite straightforward. For solution p n , the algorithm checks at first whether there exists a solution that has been assigned to the first front F 1 and dominates p n . If such a solution does not exist, assign p n to front F 1 . If p n is dominated by any solution in F 1 , start comparing p n with the solutions assigned to F 2 . If no solution in front F 2 dominates p n , assign p n to front F 2 . If p n is not Fig. 6 . Relationships between p n and the solutions having been assigned to a front. assigned to any of the existing fronts, create a new front and assign p n to this new front.
There is a little trick in checking whether a front has a solution dominating p n . Recall that solutions assigned to an existing front are also sorted in the same order as the population. Therefore, the comparisons between p n and the solutions assigned to the front should start with the last one in the front and end with the first one. This trick often leads to fewer comparisons if a solution assigned to this front dominates p n , since solutions in the end of the sorted front are more likely to dominate p n . As a result, unnecessary comparisons can be avoided.
For biobjective optimization problems, the idea presented here is computationally more efficient than existing nondominated sorting methods. In fact, as shown in Algorithm 2, only one comparison is sufficient for determining whether a solution to be assigned belongs to an existing front. The reason is as follows. In the sorting, solutions assigned to a front are sorted in the ascending order of the first objective, which means that the second objectives of these solutions are in the descending order, since these solutions are nondominated with each other. This means that, if p n , a solution to be assigned, is dominated by a solution in an existing front, it should be dominated by the last solution in the front, since the last solution has the smallest value in the second objective among all solutions in the front. Therefore, for biobjective optimization problems, this method can determine the front number of a solution by performing only the comparisons between this solution and the last solution in each front.
In Table II , we list the comparisons performed by ENS using the sequential search strategy (ENS-SS) for nondominated sorting of the population given in Fig. 4 . As shown in the table, ENS-SS needs only nine comparisons in total, which is much smaller than the number of comparisons needed by deductive sort, refer to Table I . It is not difficult for the reader to check that there does not exist any comparison belonging to Case 3 in ENS-SS. This means that ENS-SS does not perform any duplicate comparisons, which can be attributed to the ENS strategy shown in Fig. 5 . It should be noted that although ENS-SS does not perform any comparison belonging to Case 4 for the population shown in Fig. 4 , such comparisons may occur for other populations.
Algorithm 3 Binary Search Strategy for Finding the Front of a Solution
Input: solution P[n], the set of fronts F Output: the front number of solution P[n]
1: x = size(F); {the number of fronts having been found} 2: kmin = 0; {the lower bound for checking} 3 
B. Binary Search Strategy
The pseudocode of the binary search strategy is presented in Algorithm 3. Different from sequential search, the binary search strategy starts with checking the intermediate front F L/2 instead of the first front F 1 , where L is the number of fronts that have been created thus far, that is, before solution p n is assigned. If solution p n is not dominated by any solution in front F L/2 , then solution p n will be compared with the solutions in front F L/4 . Otherwise, p n is compared with the solutions in front F 3L/4 . In this way, the binary search can determine the front to which solution p n belongs after checking log(L + 1) fronts. If the last existing front F L has been checked and p n does not belong to this front, a new front F L+1 will be created and solution p n is assigned to this new front.
The binary search strategy adopted here usually outperforms the sequential search strategy in which it requires to check fewer fronts in a population. But this does not mean that the binary search strategy can always perform fewer comparisons than the sequential search strategy in front assignment. In binary search, it can happen that more than one front that does not have any solution dominating p n needs to be checked. All solutions in these checked fronts have to be compared with p n . In sequential search, at most one front containing no solution dominating p n needs to be checked. Therefore, the binary search strategy may not always outperform the sequential search strategy in terms of the number of comparisons, especially for the populations consisting of a small number of fronts.
The trick in comparing solutions in the same front used in the sequential search strategy can also be adopted here. This means that the comparison starts with the last solution assigned to the front to be checked.
Since the population shown in Fig. 4 contains only two fronts, the binary search strategy will perform the same number of comparisons as the sequential search strategy shown in Table II , which should be straightforward for the reader to verify.
C. Analysis of Computational Complexity
In this section, we briefly analyze the computational complexities of the proposed two ENS-based algorithms. In what follows, we assume that the nondominated sorting is to be performed on a population containing N solutions with M objectives.
As described in the previous section, the ENS approach consists of two main steps. First, sort the population in an ascending order according to the objectives. Second, assign solutions in the sorted population to fronts. We can adopt the Heapsort [21] in the first step, which is of a time complexity of O(N log N) and a space complexity of O (1) .
If the sequential search is adopted to assign solutions in the population to a front, the second step has a time complexity of O(MN 2 ) in the worst case, when all N individuals in the population are nondominated with each other. Consequently, all solutions in the population will be assigned to one front. As indicated by (1), when all solutions are nondominated, the number of comparisons between solutions in different fronts in the sequential search strategy will be
For the N solutions in the same front, the number of comparisons needed in the sequential search strategy, as shown in (2), is
The sequential search strategy will not perform any unnecessary comparison in the worst case, since each pair of two solutions in the population has been compared. Thus, the total number of comparisons performed by the sequential search strategy is Since each solution has M objectives, the sequential search strategy has a worst case time complexity In the best case, ENS-SS has a time complexity of O(MN √ N). This happens when the N solutions belong to √ N fronts, each of which roughly has √ N solutions and each solution in a front is dominated by all solutions in the preceding front. According to (1) , the number of comparisons between solutions in different fronts in ENS-SS will be
In each of the √ N fronts, any two solutions of the √ N solutions in the same front need to be compared. As indicated by (2) , the number of comparisons between solutions in the same front needed by ENS-SS is
Since each solution in a front is dominated by all solutions in the preceding front, the sequential search strategy will not perform any unnecessary comparison in the best case. Therefore, in the best case, the total number of comparisons performed by ENS-SS for nondominated sorting will amount to
Thus, in the best case, the time complexity of ENS-SS is
The worst case time complexity of ENS-BS occurs in the same situation as the worst case of ENS-SS, in which both ENS-SS and ENS-BS need to perform the same number of comparisons for a given population. So, the worst case time complexity of ENS-BS is
The best case of ENS-BS occurs when the N solutions in the population belong to N different fronts. In this case, no solution in any of the N fronts needs to be compared with the solution to be assigned. By (2), we can see that the number of comparisons between solutions in the same front in ENS-BS is
In ENS-BS, if a solution is to be assigned to a front, this solution may need to be compared with the solutions in many existing fronts, but not all. This means that the number of comparisons between the solution to be assigned and the solutions in existing fronts cannot be calculated simply using (1) if the binary search strategy is used. In the best case, each front contains only one solution, so a solution p n , 1 ≤ n ≤ N, should be assigned to front F n . To achieve this, log n fronts need to be checked and log n comparisons must be performed. The number of comparisons between solutions in different fronts using the binary search strategy is
The binary search strategy will not perform any unnecessary comparison in this case, since each front only contains one solution. Consequently, the total number of comparisons performed by ENS-BS will be
and its best case time complexity is
To summarize, the ENS-SS has the worst case time complexity of
and the best case time complexity of
By contrast, ENS-BS has the worst case time complexity of
and the best case time complexity of (MN log N) . We can see from Algorithms 1-3 that ENS and the two search strategies involve scalar variables only during the nondominated sorting, except for the given population P and resulting fronts F i , 1 ≤ i ≤ K, where K is the number of fronts of a population. Therefore, ENS has a space complexity of O (1) , no matter whether the sequential search strategy or the binary search strategy is employed. Table III presents the time and space complexities of the  ENS-based nondominated sorting algorithms (ENS-SS and   TABLE III  TIME AND SPACE COMPLEXITIES OF FIVE   NONDOMINATED SORTING METHODS ENS-BS), together with those of three existing popular nondominated sorting algorithms, namely, deductive sort, arena's principle, and fast nondominated sort. As seen from Table III , the ENS-based algorithms have the same worst case time complexity of O(MN 2 ) as the three existing nondominated sorting methods. Note that the best case time complexity and worst case time complexity of the fast nondominated sort are the same, while the best case time complexities of deductive sort and arena's principle can be reduced to O(MN √ N). ENS-SS has the same best case time complexity as deductive sort and arena's principle, whereas ENS-BS achieves an improved efficiency on the best case time complexity, which is O (MN log N) . We should stress that this does not mean that ENS-BS has a better efficiency than ENS-SS on average. On the other hand, both ENS-SS and ENS-BS can achieve a lower space complexity than the three compared existing approaches.
To summarize, the proposed ENS algorithm has an overall lower time and space complexity than existing approaches. In the following, we will verify the theoretical analysis using empirical results.
IV. SIMULATION RESULTS
In this section, we will compare ENS-SS and ENS-BS with three popular nondominated sorting algorithms, namely, deductive sort, arena's principle, and the fast nondominated sort for two different setups. In the first setup, we use two performance indicators, that is, the number of dominance comparisons and the amount of runtime to evaluate the compared approaches using synthetic test populations. In the second setup, we compare these nondominated sorting approaches within the framework of NSGA-II to test the performance of the proposed ENS approach in optimization. All simulations reported in this paper are conducted on a PC with a 2.30 GHz Intel Core i7-3610QM CPU and the Windows 7 SP1 64-bit operating system.
In the first setup, random populations and populations with predefined fronts [12] are used. For a random population, each objective value of the candidate solutions (individuals) in the population is randomly sampled from a uniform distribution on the interval [0, 1]. For populations with predefined fronts, each front contains the same number of solutions and each solution in a front is dominated by all solutions in the preceding front. Such populations can be generated in the following way. 
A. Experiments on Populations With Predefined Fronts
We use three types of populations in the experiments on populations with predefined fronts to evaluate the proposed ENS approach: populations with two objectives, populations with five objectives, and populations with ten objectives. For each type of population, the number of fronts a population contains varies from 2 to 70 with an increment of one, resulting in 69 populations in total. In the experiments, each population contains 2000 solutions.
Figs. 7 and 8 present the simulation results of ENS-SS and ENS-BS, together with those of deductive sort, arena's principle, and fast nondominated sort on the given populations. From Figs. 7 and 8, it is easy to find that the performance curves of the fast nondominated sort remains unchanged over different setups. The reason is that the number of comparisons the fast nondominated sort needs depends only on the number of solutions in the population, which is N(N − 1), where N is the number of solutions in the population, regardless of the number of fronts the population contains. The fast nondominated sort performs much more comparisons than other approaches. This leads to a longer runtime for the fast nondominated sort than other nondominated sorting approaches under comparison. Note that the Y-axes in Figs. 7 and 8 are labeled in log-scale, since the number of comparisons and runtime of the fast nondominated sort are much larger than those of the other sorting methods.
Compared with the fast nondominated sort, a dramatic decrease in the number of comparisons has been achieved by the deductive sort and arena's principle. ENS-SS needs almost the same number of comparisons as the deductive sort and arena's principle, while ENS-BS requires a slightly smaller number of comparisons than other approaches. Particularly, ENS-BS outperforms other nondominated sorting approaches in terms of the number of dominance comparisons when the number of fronts becomes larger. As far as the runtime is concerned, both ENS-SS and ENS-BS consistently need less runtime than deductive sort and arena's principle. Since it has a lower space complexity of O(1), the ENS approach consumes less runtime than deductive sort and arena's principle in case they require the same number of comparisons. This can also be seen from Fig. 7 . Although ESN-SS performs almost the same number of comparisons as deductive sort and arena's principle on each population, it takes less runtime than others.
Different from the fast nondominated sort, the number of comparisons needed by the two ENS-based algorithms, deductive sort and arena's principle, decreases as the number of fronts in the population increases. This can be attributed to the fact that the population with predefined fronts is close to the best cases of these approaches as the number of fronts becomes larger. For ENS-SS, deductive sort and arena's principle, the best case occurs when the number of
Therefore, the number of comparisons increases when the number of fronts is larger than 45, just as shown in Fig. 7 . The number of comparisons performed by the ENS-BS always decreases, since the best case of this approach occurs when the number of fronts K = N = 2000.
B. Experiments on Random Populations
Similar to the experiments on populations with predefined fronts, random populations with two, five, and ten objectives are adopted to evaluate computational efficiency of the proposed ENS approach. For each type of population, the population size varies from 100 to 5000 with an increment of 100. Consequently, 50 random populations with two, five, and ten objectives are used in the simulations.
The simulation results from the random populations are shown in Figs. 9 and 10. We can see that the ENS approach clearly outperforms other nondominated sorting approaches on the random populations for biobjective optimization problems. Furthermore, ENS-BS is more efficient than ENS-SS on the random populations when the number of objectives is two. For random populations having five objectives, ENS-BS clearly outperforms the fast nondominated sort, while it underperforms deductive sort and arena's principle in terms of the number of needed comparisons. The ENS-SS requires a smaller number of comparisons than deductive sort and arena's principle for random populations having five objectives. However, both ENS-SS and ENS-BS are more efficient than deductive sort and arena's principle in terms of runtime. Similar conclusions can be made for the random populations having 10 objectives.
To further demonstrate the computational efficiency of the ENS-based algorithms, we consider populations having two, five, and ten objectives, where for each category of populations, 50 different random populations of a size of 5000 are used. Table IV shows the mean and standard deviation of runtimes and numbers of comparisons the different approaches need to perform over 50 random populations. It can be seen that both ENS-SS and ENS-BS outperform the fast nondominated sort, deductive sort, and arena's principle in dealing with populations having two and five objectives. For populations having 10 objectives, the ENS-based algorithms can still work more efficiently than other three popular nondominated sorting approaches, although the superiority in performance becomes less significant.
As shown in Figs. 9 and 10 and Table IV, the computational efficiency of the proposed ENS-based algorithms is affected by the number of objectives for random populations. To further investigate the influences of the number of objectives, we conducted additional experiments on the ENS-based algorithms for random populations having 2 to 20 objectives, respectively, where the population size is set to 5000. The experimental results of the ENS-SS, ENS-BS, fast nondominated sort, deductive sort, and arena's principle on these populations are shown in Fig. 11 . We can observe that ENS, deductive sort, and arena's principle are expected to perform more comparisons when the number of objectives increases. By contrast, the number of comparisons needed by fast nondominated sort remains constant. The increasing number of required comparisons in the ENS-based algorithms, deductive sort, and arena's principle is caused by a decrease in the number of fronts in the population, which can also be seen from Fig. 7 in Section IV-A. Actually, for a population with a given size, the number of fronts decreases dramatically with the increase in the number of objectives. Fig. 12 illustrates the relationship between the number of objectives and the number of fronts for the populations used in the experiment of Fig. 11 .
As shown in Fig. 11 , the runtimes of ENS-SS, ENS-BS, deductive sort, and arena's principle will increase as the number of objectives becomes larger. By contrast, the runtime of the fast nondominated sort slightly increases with an increase in the number of objectives. The reason for this is that the number of comparisons between objectives of two solutions will increase when the number of objectives increases, even if the number of dominance comparisons remains the same. As a result, the runtime consumed by one comparison between two solutions will increase as the number of objectives increases. It can be found that both ENS-SS and ENS-BS are more efficient than the fast nondominated sort, deductive sort, and Fig. 12 . Relationships between the number of objectives and the number of fronts for the populations used in Fig. 11 .
arena's principle in terms of runtimes, as the number of objectives increases.
C. Experiments on the Sorting Algorithms Embedded in NSGA-II
To assess the performance of the ENS-based algorithms in evolutionary multiobjective optimization, we compare them with the fast nondominated sort, deductive sort, and arena's principle when these methods are embedded in NSGA-II. This means that the compared optimization algorithms are completely the same except for the nondominated sorting method used. The benchmark problem DTLZ1 [22] having two, five, and ten objectives are used to test the performance. In the experiments, the maximum number of generations is set to 250, other parameters are specified as recommended in [2] . Note that the deductive sort, arena's principle, and fast nondominated sort do not necessarily need to sort the entire population when they are applied to an MOEA. By contrast, the ENS-based sorting algorithms do need to sort the entire population. This has been taken into account in the comparative experiments here.
Tables V and VI present the mean and standard deviation of runtimes of the NSGA-II using ENS-SS, ENS-BS, fast nondominated sort, deductive sort, and arena's principle for nondominated sorting, respectively, on DTLZ1. The computational efficiency is studied for a population size of 200 and 800, respectively, averaged over 10 independent runs. From Tables V and VI, we find that both ENS-SS and ENS-BS outperform fast nondominated sort, deductive sort, and arena's principle in the evolutionary optimization. We can also find that ENS-SS is more efficient than ENS-BS in dealing with DTLZ1 of five and ten objectives, while the latter can work more efficiently than the former on DTLZ1 of two objectives. Note that the runtimes of the NSGA-II using the five compared nondominated sorting approaches all increase as the number of objectives increases; however, the increase in runtimes of the NSGA-II using the fast nondominated sort is relatively slow. These results are consistent with those shown in Fig. 11 .
V. CONCLUSION
In this paper, a novel nondominated sorting approach, called ENS, is proposed, which adopts a sorting strategy that is different from those in the existing nondominated sorting approaches. In ENS, each pair of solutions is compared at most once, thereby avoiding many unnecessary comparisons. ENS has a time complexity of O(MN log N) in the best case and a space complexity of O (1) . Comparative experimental results confirm that the proposed ENS approach outperforms three popular nondominated sorting approaches, namely, the fast nondominated sort, deductive sort, and arena's principle, most significantly for optimization problems having a small number of objectives.
Two nondominated sorting algorithms based on the ENS approach have been implemented, one using the sequential search strategy and the other using the binary search strategy to locate the front to which a solution belongs. The two ENS-based nondominated sorting algorithms have been shown to be efficient for dealing with populations having a relatively small number of objectives. However, the efficiency of the two sorting algorithms decreases as the number of objectives increases. Therefore, an important topic for further research is to find a new search strategy for the ENS approach that can work more efficiently in dealing with a larger number of objectives.
