In practice, a precise model for a real system is often not available due to unknown disturbances and/or uncertain parameters. Sliding-mode Observers (SMOs) are known to be robust against presence of disturbances and/or modeling uncertainties (Picó et al., 2009; Spurgeon, 2008; Veluvolu et al., 2007) .
disturbance in the input (Floquet et al., 2007) , the measurement noise (Ahrens and Khalil, 2009) , and robustness against uncertainties (Spurgeon, 2008; Zheng et al., 2000; Koshkouei and Zinober, 2004) . Nevertheless, there is a lack of research on estimation properties in the sliding phase of SMOs. That is, when the sliding surface is reached, state estimation may not have appropriate quality in presence of large uncertainties and disturbances due to insufficient amplitude of the relay equivalent gain.
For the first time, the authors of this paper have used the relay feedback concept in noise effect reduction for nonlinear SMOs (Hajatipour and Farrokhi, 2010) . In this work, using a linear compensator with variable structure, the relay equivalent gain in the sliding phase is regulated such that the observer dynamics is less affected by the input noise.
As it will be shown in this paper, in the sliding phase, the relay gain does not affect the relay equivalent gain and the quality of the estimated signals, but rather it improves the robustness of the SMO and the chattering amplitude. In other words, the proposed method improves the estimation accuracy of the SMOs in the presence of uncertainties. This method takes advantage of the high-gain property of SMOs in order to enforce the estimated states to move swiftly to the system states. Therefore, in the first step, the conditions for forcing the observer to go to the sliding-mode phase are satisfied. Next, when the observer is in the sliding condition, signals are decomposed into two parts: the slow-mode part and the fast-mode part. The slow-mode part contains important information about the estimated signals while the fast mode part contains the oscillation or chattering signals. For every mode, the corresponding design for the appropriate operation of the observer will be considered. It will be shown that the amplitude and frequency of oscillations have direct effects on the dynamics and stability of the fast and slow-mode parts of the states estimation when the observer is operating in the sliding phase. Next, the relationship between the sampling time and the quality of estimation in the SMO is analyzed. In addition, in order to obtain fast convergence and better estimated signals in the sliding phase, a linear compensator with special frequency domain properties is connected in series with the SMO. This compensator provides a high equivalent gain for the relay, which improves the quality of the state estimation against uncertainties without any need to reduce the sampling time.
The main features of the proposed method can be summarized as follows:
· Frequency regulation of the nonlinear SMO without any need for linearization.
· Presenting a relationship between the switching frequency, stability, and performance of the SMO. · Presenting a relationship between the sampling time and the estimation accuracy of the SMO in presence of uncertainties.
· Providing high-gain property to the sliding phase of the SMO and consequently obtaining more accuracy of the estimated signals without any need to reduce the sampling time.
Simulation results show good performance of the proposed method as compared to the conventional SMO when it is applied to a bioreactor. This paper is organized in six sections. Section 2 gives the problem statement, preliminary definitions and assumptions. Sections 3 and 4 provide the design procedure of the proposed method. Section 5 shows illustrative example followed by conclusions in Section 6.
Notations: Throughout this paper, max () l A denotes the maximum eigenvalue of matrix A, A denotes the 2-norm of it and Re is the real part of a complex number. 
Problem statement
Consider the following class of systems: 
Figure 1 presents the structure of the proposed observer, which has the following form:
where x denotes the estimated state vector and L is the observer gain matrix. In Figure 1 , L.P.F denotes a linear low pass filter that will be designed later on. Moreover, y is the output of the following linear stable SISO system, which has the relative degree of zero: Since the eigenvalues of () Hs are all negative, from the theory of passivity (Slotine and Li, 1991) 
where k is a positive constant.
Assumption 3: System (1) is observable. Moreover, an estimation gain L can be designed such that (A-LC) is stable.
Next, by defining :
where 0 d ³ is the relay gain.
Since system (4) has stable poles and zeroes, it is input-to-state stable. That is () 
where P and ¡ are functions belong to the classes of KL and K , respectively (Khalil, 1996) . Since ( )
. Hence, based on (4), the following inequality can be obtained:
Defining the state estimation error as :=-σ xx , the error dynamics become
where =-AALC . Augmenting (4) and (9) gives a new set of state variables as
The proposed observer is designed for two different phases: 1) the reaching phase and 2) the sliding phase. In the reaching phase, the observer is a high-gain observer. That is, the high-gain property of the relay (d) guarantees fast convergence of the estimation errors and forces the observer into the sliding phase. Moreover, this high gain can provide better disturbance rejection. In the sliding phase, on the other hand, a novel approach will be proposed where the signals are decomposed into the slow-and fast-mode parts, each part requiring a different design. Next, based on the obtained results, the relationship between the sampling time and the accuracy of estimation of the SMO will be analyzed. Then, an approach will be proposed that improves performance of the SMO in the presence of uncertainties and disturbances without any need to reduce the sampling time. The proposed method takes advantage of a linear compensator cascaded with the SMO that increases the relay equivalent gain. In fact, in the sliding phase, this compensator provides swift convergence of the slow-mode part of the estimation error to zero. Moreover, since the compensator acts as a low-pass filter, the amplitude of oscillations is effectively decreased.
In the rest of this paper, the objective is to design d, () Hs and L to achieve the aforementioned goals. where subscripts "0" and "s" indicate the slow-and the fast-mode parts of the corresponding signal, respectively. This separating idea has been used before for linear systems by Boiko (2008) and Boiko et al. (2009) .
Remark 1: As it will be considered later, since the frequency of the fast-mode part can be designed high enough and far from the bandwidth of the slow-mode part of the observer ( b W ), then by passing signals through a low-pass filter with a bandwidth greater than b W but smaller than the switching frequency ( s W ), which is high enough, the high-frequency mode can be removed from the estimated states. This idea was proposed before by other researchers such as (Haskara et al., 1998 In the next section, the observer design for the reaching phase as well as the sliding phase will be given.
Observer Design
In this section, the observer design will be presented for two different phases. First, in the reaching phase, conditions for forcing the estimated states to move quickly to the sliding phase will be defined. Due to the high amplitude of the relay gain (d), this mode acts as a high-gain observer. Next, in the sliding phase, the observer dynamics for the slowand the fast-mode parts are derived. In addition, the properties of every mode will be analyzed. Moreover, in the sliding phase, the estimation quality can be improved by the proper design of H(s).
Reaching phase
In this subsection, it will be shown that proper selection of the relay gain (d), guarantees convergence of the error dynamics to the sliding surface in finite time and that the sliding condition occurs.
Remark 2. Before the sliding phase occurs, all signals have only their slow-mode part. Hence, the low-pass filter in Figure 1 does not affect the observer dynamics before the sliding phase occurs.
Let us define ˆ0 : eyy ==-= Cσ as the sliding surface. It is well known that the sliding surface and its derivative must satisfy 0 ee == & in the sliding phase. The condition for the existence of a sliding phase is (Utkin, 1992) :
Then, it is said that the surface 0 e = is an attracting surface and the sliding condition occurs.
Assumption 4:
The positive definite matrix 11 T = PP and matrix L satisfy the following equation:
where A is Hurwitz and 1 Q is positive definite.
Since in the reaching phase () ut in (4) is fixed, then, based on the theory of linear systems (Kailath, 1980 ) () yt can be written as
where R and 1 --SMN are positive scalars defined in (4) and (5) Lemma 1: Consider Assumptions 1--5, Remark 1, and the error dynamics (10). By Selecting the sliding gain d as follows, it guarantees that the sliding surface will be reached:
where
X and y are the same as defined before.
Proof: Let us define the following Lyapunov function:
According to (9) the time derivative of 1 V is
Then from (13) and (6) we have ( ) 
Next, the condition
Now, let us define
Hence, selecting dd ³ guarantees 1 0 V < & . Therefore, condition (14) ensures that the sliding surface 0 e == Cσ can be reached and that the sliding condition occurs.
□

Sliding phase
It is well known that the describing function (DF) of the relay element in the sliding phase can be obtained based on its input amplitude and its gain (d) (Åström and Wittenmark, 1995) . Next, the DF of the relay element will be defined.
Relay model in the sliding phase
The relay element was defined in (6), where d is the relay gain. As it will be shown latter, the fast-mode dynamics of the observer is a linear system. It is well known that in linear relay-feedback systems, the high-frequency part of e(t) (i.e., the input signal to the relay element) can be presented as (Åström and Wittenmark, 1995) ( ) ( )
where a and s W are the amplitude and frequency of the limit cycle (or oscillations), respectively. Using the Fourier transform, () ut can be presented as (Åström and Wittenmark, 1995) ( ) 
where () N e × is the modeling error. Since s W can be selected high enough in the design procedure and because most systems in engineering applications act as a low pass filter and in view of the fact that () N e × contains signals with frequencies larger than s W , the effect of () N e × in the estimated states is very trivial and can be ignored. Nevertheless, it will be considered in the analysis that follows.
Assumption 6:
() N e × is unknown but bounded and its norm can be represented as
where 0 σ is the low-frequency part of the error signal σ and 1 b and 2 b are positive constants.
Since 00 ()() ett = Cσ and ()()
where n K and s K can be computed as (Boiko, 2005; Åström and Wittenmark, 1995) 
Hence, the relay element passes the slow-mode part of signals with the gain n K and the fast-mode part of signals with the gain s K ; i.e.
( ) ( )
Observer structure in sliding phase
In order to derive the main results, first by considering two modes of signals in the sliding phase (based on 
Note that based on Remark 1 and as Figure 1 shows, the high-frequency modes of the system signals (i.e. s x ) can be eliminated from (29) using a low pass filter. In addition, in the observer structure, the high-frequency mode of the estimated signals (i.e. ˆs x ) is filtered if it is just used as the states of a nonlinear function such as () × f in (1). This task, as it will be shown shortly, changes the high-frequency mode of the proposed observer into a linear system.
Consequently, this part of the observer obeys theories of linear relay-feedback systems.
Using (24), (29) can be written as . (30) Hence, the estimation error dynamics of the observer can be decomposed into the slow-and fast-mode parts, respectively, as 
where s σ & and 0 σ & are the observer error dynamics associated with the slow-and fast mode parts, respectively. These two dynamics need to be designed separately. For the slow-mode part, as it will be shown in Theorem 1, n K must be defined such that 0 σ becomes very small as t ®¥. On the other hand, for the fast-mode part, ( ) H j W and L must be designed to provide proper values for n K . In addition, the oscillation frequency must be large enough such that it can be removed by a low pass filter.
Slow-mode dynamics of observer in sliding phase
Lemma 1 guarantees convergence of the error dynamics to the sliding surface, which in turn ensures occurrence of the sliding phase. Then, in the sliding phase, as (31) and (32) show, the observer structure consists of two parts.
The following theorem shows the condition to obtain small estimation errors in the presence of uncertainties.
Theorem 1: Consider the slow-mode part of the observation error (31) and Assumptions 1--6. Then, the error dynamics for the slow-mode part (i.e. 0 σ ) is uniformly ultimately bounded. Moreover, this bound can be made small enough.
Proof: Consider the following Lyapunov function:
where 1 P is the same as defined in Assumption 4. Considering (31), the time derivative of (33) is 
Using (5), (34) 
Using (38), (37) becomes
and ( ) ( ) ( )
Now, according to (39), the condition for 2 0
where 2 c is a positive constant. This condition can be expressed as
Now, by defining the following compact set around the origin:
it can be concluded that 2 0 V £ & when the error is outside the compact set Q . Hence, according to the extension of the standard Lyapunov theorem (Narendra and Annaswamy, 1995) , the error trajectory 0 σ is ultimately bounded.
Moreover, this bound can be made small using large values for n K .
□
Remark 3: According to (44), increasing n K (i.e. the relay equivalent gain) makes the compact set Q smaller. I.e., increasing the relay equivalent gain provides smaller tracking errors for the observer. However, as it will be shown in Section 4, increasing n K has practical limitations and cannot be increased without any bound.
As Theorem 1 shows, in addition to vector L, n K also affects the dynamics of the slow-mode part in the sliding phase. In the next sections, it will be shown that n K is a function of the amplitude and frequency of oscillations.
Hence, n K can be controlled by parameters of the fast-mode dynamics of the observer such as () Hs and s W .
Fast-mode dynamics of observer in sliding phase
In Theorem 1, it was shown that the slow-mode part of the observer error dynamics can be made very small by appropriate design of the relay equivalent gain in the slow-mode part (i.e. n K ). In the followings, the fast-mode part of the observer in the sliding phase is analyzed. First, consider the fast-mode dynamics of the observer presented in (32).
Assumption 7:
Based on the fast-mode part of the observer, given in (32), matrices L and E and scalar K s can be defined such that the following matrix has negative eigenvalues:
Hence, stability of the fast-mode part of the observer is guaranteed by stable eigenvalues of s A .
According to (32), the fast-mode part of the observer in the sliding phase can be decomposed into the cascade connection of the following linear systems: According to (46) and (47), the relation between the input and output of the relay element for the fast-mode part in the frequency domain is equal to the inverse of the transfer function of the relay element in the fast-mode operation
Figure 2. Fast-mode dynamics of observer. On the other hand, using (25), (26) and (48), it gives
As it was shown in this section, the relay equivalent gain for the fast-and slow-mode parts can be regulated by Equations (46), (47) and (49) help the designer to determine an appropriate value for n K . The frequency and amplitude of oscillations will be considered in the followings.
According to the theory of self-oscillating adaptive systems (based on the relay feedback systems), () Hscan be designed such that the frequency of oscillations (or the limit cycle) , s W with the following property (Åström and Wittenmark, 1995) :
can be controlled as desired. Moreover, the amplitude of oscillations for the fast-mode part can be derived using (25) and (49) as
Since the amplitude of ( ) frequency large enough and far enough from the bandwidth of the slow-mode part of the observer has two benefits: 1)
The oscillating mode of signals can be easily removed using a low-pass filter and 2) According to Theorem 1 and (49), the relay equivalent gain becomes large in the sliding phase. Hence, the observer acts as a high-gain observers, which provides faster transient times and better disturbance rejections. This property moves the observer closer to the ideal sliding-mode condition, where the switching frequency grows to infinite. The following theorem shows conditions for the ideal sliding mode.
Theorem 2. If the transfer function W l (s) is a quotient of two polynomials B m (s) and A n (s) with degrees m and n,
respectively, with non-negative coefficients, then for the existence of the ideal sliding mode it is necessary that the relative degree (n-m) of W l (s) be one or two.
Proof: See (Boiko, 2008) .
Remark 4: According to Theorem 2, when condition (50) is not satisfied (i.e. when the relative degree of f ()() GsHs is less than two, and for some systems equal to two), then the ideal sliding mode occurs. In other words, the deal sliding mode condition occurs when there is no 0 W³ that satisfies (50).
In the ideal sliding-mode condition, the switching frequency grows without any bound. However, in practice, since the sampling time t is not zero, the switching frequency cannot be infinite. In this condition, the oscillation frequency obeys the following equation (Boiko and Fridman, 2006; Boiko, 2008) :
Therefore, it can be concluded that for systems that f ()() GsHs satisfies the ideal sliding-mode condition, the switching frequency grows to the largest possible switching frequency that it can be computed from (52).
Remark 5: According to the fast-mode dynamics of the observer ( FM G ), presented in (46) and (47), E, () Hsand L should be such that conditions given in Theorem 2 (i.e. conditions for the ideal sliding mode) are satisfied. Hence, as it was mentioned before, the relative degree of () Hsshould be zero.
Uncertainty effect reduction and H(s) design
In the last section, it was showed that the relay equivalent gain can be controlled by proper design of f () Gsand () Hs . Moreover, it was showed that the higher the relay equivalent gain, the smaller the estimation error.
In this section, first, the relationship between the sampling time and the relay equivalent gain will be analyzed. Then, a procedure for the design of H(s) will be given. Generally, the observer can be made robust with respect to the uncertainties and disturbances by increasing the relay gain d. This means that for larger disturbances and uncertainties there is need for larger values for d in order to keep the observer in the sliding phase. However, according to (51) Although the ideal sliding-mode condition provides large relay equivalent gains, but in some cases this gain is not enough for damping the effects of uncertainties for the state estimation.
The next two subsections will demonstrate ways of increasing the relay equivalent gain to improve the quality of state estimations in the presence of uncertainties.
High relay equivalent gain by reduction of sampling time
In this section, it will be shown that smaller sampling time (t ) provides larger relay equivalent gain to the observer.
First, it is assumed that ()1
Hs= (i.e no linear compensator exists). Let ( ) f Gj W be a first order system and then in the switching frequency, which is large enough, the phase condition is
according to Remark 4, shows that the ideal sliding-mode condition is satisfied. According to (52) and for a certain sampling time (t ), the switching frequency ( s W ) grows until the following condition is satisfied: Gj W is a decreasing function of the frequency. As a result, according to (49), the relay equivalent gain ( n K ) becomes larger. Thus, decreasing the sampling time in sliding-mode observers makes the relay equivalent gain larger. According to Theorem 1 and Remark 3, larger relay equivalent gains provide better state estimation or less estimation errors in the slow mode.
In practice, smaller sampling time requires hardware improvements. In the next section, a method will be proposed that can provide larger relay equivalent gains without any need for smaller sampling time.
Providing high equivalent gain of relay by Design of H(s)
In this section, it is shown that the relay equivalent gain can be increased using the compensator H(s), without any need for decreasing the sampling time. This goal is achieved by proper frequency domain design of H(s) based on (49) and (52 3. The ideal sliding mode conditions, mentioned in Theorem 2, must be provided. Hence, based on Remark 5, the relative degree of () Hsshould be zero.
By satisfying the above three conditions, the observer will have better transient response when it is close to the sliding surface, the relay equivalent gain will be sufficiently increased, and a limit cycle with higher switching frequencies will be generated, respectively. Although in the proposed observer, the relay equivalent gain grows to a larger value than the ideal sliding mode observer, but as it was discussed in Remarks 6 and 7, this property has some limitations that are due to the restrictions of frequency domain design of ( ) Hs.
Application to a bioreactor
In this section, the performance of the proposed observer is illustrated by applying it to a bioreactor with biomass production and substrate concentration that belongs to the class of (1). The nonlinear state equations of this system are (Gauthier et al., 1992; Bernard et al., 1998) 
where ( 
is an unknown function.
In addition, the model and observer simulations have been carried out using a constant input substrate concentration and 
The goal is to design a sliding-mode observer based on (3) and (4) to estimate the process states in presence of model uncertainty using the method developed in this paper.
Using the pole placement technique, the feedback gain is
. This gain satisfies condition (12) 
Based on Lemma 1, the amplitude of the relay gain is selected as 50 d= .
According to (46), for
[11]
which is a stable system with the relative degree of one. The initial states of the system and the observer are selected as
, respectively. , respectively. These numbers agree with the values obtained using equations (52) and (51), respectively. It should be noted that for the conventional SMO, the observer parameters are 748 n K = and 0.043 a = . Figure 7 shows the estimated states of the plant using the proposed observer. In order to present an illustrative comparison between the proposed observer and the convention SMO, estimation errors are presented in Figure 8 . In addition, Table 1 presents integral of the estimation errors during the steady state ( 15 ts ³ ) for a) the proposed observer with 0.001s t = , b) the conventional SMO with 0.001s t = , and c) the conventional SMO with 0.0001s t = . As Figure 8 and Table 1 show, the proposed observer provides less estimation error and is less affected by the uncertainty as compared to the conventional SMO even with smaller sampling time. Moreover, the proposed observer reduces the amplitude of oscillations. As a result, it can be concluded that the proposed observer improves the conventional SMO in presence of large uncertainties. Moreover, the proposed observer can reduce the effect of the measurement noise in the state estimation as compared to the convention SMO. This property is due to the low pass filtering property of () Hs . 
CONCLUSION
Designing a relay based sliding-mode observer was introduced in this paper. This observer uses the high gain property before the sliding phase occurs in order to have fast response and also providing conditions for reaching the sliding surface. Then, in the sliding phase, signals are decomposed into the slow-and fast-mode parts. One of the main contributions of this paper is that it provides a method for analysis of the fast-and slow-mode parts of signals in the sliding phase in nonlinear sliding-mode observers. Moreover, it shows the relation between these modes. In addition, relation between the sampling time and accuracy in SMO is analyzed. It was shown that the relay equivalent gain increases by decreasing the sampling time. Additionally, by introducing a new approach, an appropriate linear compensator was cascaded with the SMO such that the high-gain observer properties are provided for the slow-mode dynamics of the observer. This method has two benefits: 1) it improves the ability of better state estimation in the presence of large uncertainties without any need for reducing the sampling time and 2) reduction of the amplitude of oscillations in SMO. Simulation results on a bioreactor process show that the proposed technique provides good tracking in the presence of large uncertainties as compared to the conventional SMO that uses even smaller sampling times.
Using (31), the slow-mode part of the observer in the sliding phase is ( ) 
