The rough Bergomi model, introduced by Bayer, Friz and Gatheral (2016) , is one of the recent rough volatility models that are consistent with the stylised fact of implied volatility surfaces being essentially time-invariant, and are able to capture the term structure of skew observed in equity markets. In the absence of analytical European option pricing methods for the model, we focus on reducing the runtime-adjusted variance of Monte Carlo implied volatilities, thereby contributing to the model's calibration by simulation. We employ a novel composition of variance reduction methods, immediately applicable to any conditionally log-normal stochastic volatility model. Assuming one targets implied volatility estimates with a given degree of confidence, thus calibration RMSE, the results we demonstrate equate to significant runtime reductions-roughly 20 times on average, across different correlation regimes.
rougher that Brownian motion driving the volatility dynamics-fractional Brownian motion with Hurst exponent H ∈ 0, 1 2 , popularised by Mandelbrot and Van Ness (1968) , is a convenient example of such a process. The rough Bergomi model (hereafter rBergomi) is the stochastic volatility pricing model developed by Bayer, Friz and Gatheral (2016) , which is consistent with the realised volatility model of Gatheral, Jaisson and Rosenbaum (2014+) by means of an elegant change of measure. This rough stochastic volatility pricing model outperforms classical counterparts by replicating implied volatility surface dynamics more accurately, being consistent with the stylised fact that the properties of volatility surfaces are essentially time-invariant, and by having fewer parameters-just three! The model is so named because of its relationship with the Bergomi variance curve model (Bergomi, 2005) , and may be seen as a non-Markovian generalisation of the latter. Due to the lack of Markovianity or affine structure, conventional analytical pricing methods, such as PDEs or Fourier transform, do not apply, motivating our quest for fast Monte Carlo pricing of vanilla instruments through a composition of variance reduction methods. While our focus is on the rBergomi model, our approach is applicable to a wide class of stochastic volatility models.
We work throughout on a filtered probability space (Ω, F, {F t } t∈R , Q) that supports a two-dimensional Brownian motion (W 1 , W 2 ) with independent components, under the risk neutral measure Q. The index t will represent time in years from the present and we shall henceforth use the notation E[·] = E Q [·|F 0 ] unless we state otherwise. We let S t be an asset price process satisfying E[S t ] = 1 for all t ≥ 0, so define an out-of-the-money (OTM) European call/put option with maturity t and log-strike k by its payoff, (S t − e k ) + := max w(S t − e k ), 0 , w := −1 (−∞,0] (k) + 1 (0,∞) (k),
(1.1) denoting its price observed today by P (k, t). 1 We define a Black-Scholes function BS(·) by BS(v; s, k) := w sN (wd
where N (·) represents the Gaussian cumulative distribution function. 2 The implied volatility σ BS (k, t) of an observed price P (k, t) is thus defined using the relationship σ 2 BS (k, t)t = BS −1 (P (k, t); 1, k).
1 We must stress the importance of this first step towards variance reduction. The implied volatilities generated when exclusively considering call or put option estimators are significantly noisier when they are respectively in-the-money. This may be rationalised using the put-call parity, max{St − e k , 0} − max{e k − St, 0} = St − e k . The methods we later employ remove this in-the-money variance, but it is avoidable from the outset by always evaluating OTM options. Instead setting w := ±1 in (1.1), perceived variance reductions increase dramatically. 2 This later enables use of the famed result log S ∼ N log s −
The somewhat unusual implied definition k := log K, for strike K, compared with k := log(K/s), is used so k remains fixed when we later vary s through time.
The rBergomi model
We adopt the rBergomi model (Bayer, Friz and Gatheral, 2016) for the price process S t , and define it here by
where E(·) denotes the stochastic exponential 3 and η > 0 and ρ ∈ [−1, 1] are parameters. We refer to V t as the variance process, and to ξ 0 (t) = E[V t ] ∈ F 0 as the forward variance curve. In (1.2), W α is a certain Volterra process, also known as the Riemann-Liouville process, defined by In order to simulate the process W α t efficiently and accurately, we utilise the firstorder variant (κ = 1) of the hybrid scheme (Bennedsen, Lunde and Pakkanen, 2017) , which is based on the approximation
3) where
Employing the fast Fourier transform to evaluate the sum in (1.3), which is a discrete convolution, a skeleton
can be generated in O(n log n) floating point operations.
We demonstrate Volterra sample paths in Figure 1 , which lead directly to the rBergomi price sample paths of Figure 2 . 4 The parameters of η = 1.9 and ρ = −0.9 there used are demonstrated by Bayer, Friz and Gatheral (2016) to be remarkably consistent with the SPX market on 4 February 2010, and form the basis for our experiment, along with the case ρ = 0, which is more applicable, generally speaking, to other asset classes that deserve our interest, such as FX. We refrain from formally naming these model parameters, but those seeking an intuitive understanding of their influence over implied volatilities might like smile for η, skew for ρ, and explosion (of smile and skew) for α. 
Figure 2: Sample rBergomi price paths using ξ = 0.235 2 , η = 1.9, ρ and α as stated. The price process, despite being a continuous martingale, exhibits jump-like behaviour when the Volterra, thus variance, process peaks. These price paths are based on antithetic paths of (W 1 , W 2 ), again on a 312-point time grid.
Implied volatility estimators
Accepting the representation P (k, t) = E[(S t − e k ) + ] of OTM option prices, we proceed to consider price estimatorsP n (k, t) of the following form under the rBergomi model
from which we derive implied volatility estimatorsσ n BS (k, t). Notice that these are always biased by the non-linearity of BS(·) and the requirement to take a square root. 5 In (2.1), X i and Y i are samples of random variables to be specified. For example, our 
Figure 3: Implied volatilities from a simulation of (1.2) for maturities ranging from one day to one year, using the Base estimator defined by (2.2). Parameter values are ξ 0 (t) = ξ = 0.235 2 and η = 1.9, with ρ and α as stated. Log-strikes represent a range from 5 delta puts (N (−d + ) = 0.05) to 5 delta calls (N (d + ) = 0.05) in 5 delta increments (19 in total for each maturity). In the simulation, 400,000 antithetic paths are used on (W 1 , W 2 ) and each maturity is separately discretised on a 312-point grid.
Base estimator shall be defined naturally by setting
A rich variety of implied volatility smiles generated using this estimator are presented in Figure 3 , which will further aid intuition for this model. The case α = 0 is comparable to classical stochastic volatility models in the absence of time-dependent or randomised parameters, or jump processes. Some admirable recent efforts in the randomised case are Mechkov (2016) and Jacquier and Shi (2017) , and for jumps Mechkov (2015) . On the contrary, when α = −0.43, the explosions of skew and smile as t → 0 are precisely as observed in practice.
In pursuit of a variance reducing estimator of the form (2.1), following Romano and Touzi (1997) , we consider the orthogonal separation of the rBergomi price process S t into S 1 t and S 2 t , where
which allows us to capitalise on its conditional log-normality. 6 By conditional lognormality, we explicitly mean
where we use natural filtrations F i t = σ{W i u : u ≤ t}, i = 1, 2. Since both t 0 V u du and S 1 t are measurable with respect to F 1 t , this representation becomes intuitively clear when we imagine S 1 t as a spot price, and 1 − ρ 2 t 0 V u du as the integrated variance originating from S 2 t , as is described by Romano and Touzi (1997) and Bergomi (2016) in wider stochastic volatility frameworks. This separation facilitates our Mixed estimator, which we define using (2.1) with
where the estimated parametersα n andQ n will be soon made explicit.
The Mixed estimator represents the composition of the conditional Monte Carlo method with a control variate, which we have found to be individually most effective in the regimes ρ = 0 and ρ = −0.9 respectively. This use of X represents the simulation of a conditional expectation because, following (2.3), we have the representation
The Tower property then ensures E[X] agrees with the expectation of the Base estimator. Amazingly, this eliminates all dependence on W 2 , and in theory guarantees a variance reduction. The component Y in the Mixed estimator admits a representation as the time t price of a Timer option with variance budget ρ 2Q n , written on the parallel component S 1 t of the price process. 7 The process Y = Y t is clearly a martingale, because it has the representation
as is the case for any tradeable asset. For all maturities t we are therefore able to make use of the following expectation in (2.1),
6 For a conditionally Gaussian process, our methods could be adapted using, for example, Hull-White price evaluation in place of Black-Scholes. 7 That analytical Timer option prices should be available under stochastic volatility models is intuitively clear, but a probabilistic interpretation of why is wonderful: log St + Q is a Brownian motion on (Ω, F, {Fτ Q } Q≥0 , Q).
We computeα n andQ n post-simulation from sampled X i , Y i and
meaning that our variance reducing methods lose their relationship with hedging strategies in practice. The former is known to asymptotically minimise the variance ofP n (k, t) for any control variate, see for example Asmussen and Glynn (2007, pp. 138-139) . The choice ofQ n might seem unnerving, but is the minimum that avoids the computation of stopping times when evaluating Y , which we find to be relatively computationally expensive. 8 The choice otherwise ensures that Y outperforms the more obvious martingale control variate wS 1 t , effectively because the following limit holds 9
Finally, we briefly explain our use of antithetic sampling for the Mixed estimator. We draw a path of W 1 over the interval [0, t] , and appeal to the symmetry in distribution of S 1,± t , defined by
Notice that, besides providing an outright variance reduction, this immediately halves the number of required Volterra paths, reducing total runtime significantly. Now that the Mixed estimator is fully defined, we summarise the estimators from which it was developed in Table 1 . The Conditional estimator and some methods related to our Controlled estimator, for example, the Timer option-like algorithm, may be found in Bergomi (2016, pp. 336-342) in a general stochastic volatility setting.
In the next section, we conduct an experiment to compare implied volatilities derived from our Base and Mixed estimators. We use a relatively low number of paths, comparing resulting bias and variances with the higher quality data in Figure 3 . 10 Following this comparison, we proceed to briefly demonstrate the impact of our work on the rBergomi parameters driving smile and skew, η and ρ, in an experiment assessing the calibration accuracy of those parameters by simulation. All of this is implemented in Python, although we use the NumPy library heavily to ensure C++-like runtimes. Vudu; St∧τ Q , k , with τQ as defined above. 9 It is worth appreciating that in the seemingly awkward limits of ρ → 0 and ρ → ±1, the Mixed estimator performs like the conditional Monte Carlo method and a control variate independently, respectively, by design.
10 Number of paths is almost arbitrary, because we find our estimators adhere neatly to the scaling properties implied by the central limit theorem: to halve observed standard deviations, simply quadruple number of paths. We use the default NumPy pseudo-random number generator (Mersenne Twister). The performance of all implied volatility estimators can be improved slightly by instead using quasi-random numbers (low-discrepancy sequences, e.g., Sobol), but our experiments with Sobol sequences, obtained using the Sobol Julia module, suggest that the improvement is not dramatic. With a focus on results, practical application and building intuition for the rBergomi model, we simply summarise results for the intermediate estimators, and point to Asmussen and Glynn (2007) for some general theory underlying this work.
Variance reduction
As is widely understood by practitioners of Monte Carlo methods, the greatest gains from variance reduction techniques result from exploiting specific features of the problem at hand -adapted from Glasserman (2004) . Although the theory of antithetic sampling, conditional Monte Carlo, and control variates are well understood, these methods are somewhat meaningless without refinement to our estimation of implied volatilities under the rBergomi model.
Experiment design
We now fix the maturity t = 0.25, so may drop its reference, and rBergomi parameters ξ = 0.235 2 , η = 1.9 and α = −0.43. We consider the two correlation regimes of ρ = −0.9 and ρ = 0, and three log-strikes representing 10 delta put, ATM, and 10 delta call options in each regime. 11 We consider samplingσ n BS (k) from (2.1) N times, in order to obtain a sequence {σ n BS (k) i } N i=1 of estimates. Given the following central limit theorem for estimated prices √ n P n (k, t) − P (k, t)
11 Specifically, this means N (−d+) = 0.10, k = 0 and N (d+) = 0.10 respectively. ρ = −0.9 Table 2 : Log-strikes and implied volatilities (scaled by 100) selected from the top two plots of Figure 3 respectively. The reproduction of these results by the Base and Mixed estimators shall form the basis of our experiment.
with v ∞ := lim n→∞ Var[X +α n Y ] and X, Y as in (2.1), the Delta method provides the additional convergence
Fixing n = 1,000 and N = 1,000, we therefore plot histograms of the sampled sequences
alongside fitted normal distributions. Of course, we don't truly know σ BS (k), hence the use of the results in Figure 3 as proxies. They are provided for the relevant 3M maturity in the following table for clarity.
In order to compare estimators in a manner which is both runtime-adjusted and weakly dependent on the choice of n, we take guidance from Glasserman (2004) when defining our measure ofσ n BS (k) variance. To this end, we let τ denote the runtime in milliseconds to produce a singleσ n BS (k) i estimation. 12 Considering log-strikes {k i } m i=1 , we thus define the mean squared error and mean runtime-adjusted squared error measures of our estimators respectively by
where we simply estimatê
Notice that ψ 2 is in theory asymptotically independent of n, since τ scales like n and for each k i ,σ 2 n,N,k i scales asymptotically like 1/n. Having fixed n and N , for ease of computations, we may therefore use ratios of estimator ψ 2 values in order to approximate the relative runtime to achieve a fixed φ value (corresponding to a calibration RMSE), since τ = ψ 2 /φ 2 . These observations are reflected in practice, certifying ψ 2 as a sensible means for comparison. We stress that our use of n = 1,000 is only for convenience, and to demonstrate the performance of the Mixed estimator with such few paths. Indeed, 12 Given the target application of this work, we must approximate a runtime which is indicative of the time taken by a minimisation routine of implied volatility RMSEs. This in itself is ambiguous, given, amongst other things, this time will be affected by which of the rBergomi parameters are being calibrated. Specifically, we let τ be the time to produce the sample {σ
because we find that all estimators' standard deviations adhere to the scaling suggested by the central limit theorem, one may predictably shrink observed confidence intervals by increasing n.
Results
Histograms with fitted normal distributions, and implied volatility confidence intervals are shown for the Base estimator in Figures 4 and 5 , and for the Mixed estimator in Figures 6 and 7 , respectively. Histograms are labelled with each applicable log-strike k, target implied volatility σ BS and bias (B) and standard deviation (S) of the sample
. We stress again that ψ 2 is the measure that should be used to determine relative estimator runtimes to achieve a given implied volatility confidence interval.
The Base estimator results in Figure 4 demonstrate standard deviations, around 1 percentage point (i.e., one Vega), which render it unfit for practical purposes. This, of course, is not surprising when using just n = 1,000 paths, and these results are nevertheless important for aiding comparison. Figure 5 places these results and 95% confidence intervals over the equivalent implied volatilities from Figure 3 , also showing root mean squared errors, φ. In general, one finds greatest variances at the 10 delta call strike, but in the case of ρ = −0.9, this effect is dominated by the price process inheriting greater variances for low strikes.
The Mixed estimator results in Figure 6 demonstrate standard deviations much lower than 1 percentage point (i.e., one Vega). Even in the most uncertain case, the sampled implied volatility is within 1.1 percentage points of the known value 29.6%, 95% of the time. We consider this remarkable, evidently, considering the number of paths, n = 1,000, used. Figure 5 places these results and 95% confidence intervals over the equivalent implied volatilities from Figure 3 , also showing root mean squared errors, φ.
The relative ψ 2 values for the Base and Mixed estimators in Figures 4 and 6 suggest a 13-fold runtime reduction in the ρ = −0.9 regime, and a 34-fold runtime reduction in the ρ = 0 regime, in order to match φ values, thereby a given implied volatility confidence interval. That is, roughly a 20-fold runtime reduction on average. Indeed, in Figure 8 we show another set of Base estimator results, which match the Mixed φ values, requiring n = 8,000 and 20,250 paths respectively.
Before proceeding, we summarise standard deviations and runtimes for all estimators in Table 3 , using n = 1,000. We have no practically meaningful bias to report. To aid a clearer comparison, the Conditional, Controlled and Mixed estimators all utilise antithetic sampling, hence their lower runtimes. The Mixed estimator adopts the variance reducing effects of the Conditional and Controlled estimators in the regimes ρ = 0 and ρ = −1, respectively. For −1 < ρ < 0, the Mixed estimator blends the effects of each, which is already observed in the case of ρ = −0.9. Experiment suggests that the Mixed estimator outperforms the Conditional and Controlled estimators best, in a joint sense, around the region 1 − ρ 2 = ρ 2 . Figure 4: Implied volatility estimatorσ n BS (k) distributions using the Base estimator of (2.2), for ρ = −0.9 (top) and ρ = 0 (bottom). Individual bias and standard deviations of each sample {σ n BS (k) i } N i=1 are labelled B and S. Average runtimes τ and runtimeadjusted squared errors, ψ 2 defined in (3.1), are also shown. These, like all that follow, were recorded by a laptop running macOS Sierra 10.12 with a 2 GHz Intel Core i5 processor and 8 GB memory. Figure 5: Implied volatility estimatorσ n BS (k) expectations (red), with 95% confidence intervals (black), using the Base estimator of (2.2). Eachσ n BS (k) is sampled N = 1,000 times, using n = 1,000 paths.
Experiment assessing the accuracy of calibration
We now briefly demonstrate the impact of these results on an example calibration by simulation of the rBergomi model. We stress that this is only really for illustrative purposes, since knowledge of (untraded) model parameter bounds seems somewhat meaningless without understanding the associated impact on (traded) implied volatility bounds, which we have covered directly. The specification of which rBergomi parameters should be calibrated by simulation is an open question and not a topic we intend Figure 6: Implied volatility estimatorσ n BS (k) distributions using the Mixed estimator of (2.4), for ρ = −0.9 (top) and ρ = 0 (bottom). Individual bias and standard deviations of each sample {σ n BS (k) i } N i=1 are labelled B and S. Average runtimes τ and runtimeadjusted squared errors, ψ 2 defined in (3.1), are also shown. Figure 7: Implied volatility estimator expectations, with 95% confidence intervals, using the Mixed estimator of (2.4), alongside data from Figure 3 . Eachσ n BS (k) is sampled N = 1,000 times, using n = 1,000 paths.
to tackle here.
We assume, to aid this demonstration, that α and ξ 0 (t) are fixed by other means at −0.43 and 0.235 2 respectively. This is consistent with the approach adopted by Jacquier, Martini and Muguruza (2017) for a joint SPX and VIX calibration. Therein, H = α+ 1 2 is calibrated pre-simulation to VIX futures, and ξ 0 (t) extracted from an eSSVI parameterisation (Hendriks and Martini, 2017) of an observed SPX implied volatility surface. A more asset class-indifferent approach might be to obtain α from historic timeseries using, for example, the methods of Gatheral, Jaisson and Rosenbaum (2014+) and Bennedsen, Lunde and Pakkanen (2016) . This is made possible, in theory, since α is preserved in the neat measure change from which the rBergomi model is derived. We Figure 5 , using instead n = 8,000 for the case ρ = −0.9 and n = 20,500 for the case ρ = 0, in order to match resulting φ values with those of the Mixed estimator when using n = 1,000. Ratios of previously observed φ 2 values are used to predict the number of paths required to achieve this. 
, using n = 1,000 paths, with associated average runtimes in milliseconds.
suggest a natural approach across asset classes for obtaining ξ 0 (t) would be to utilise the elegant integrated variance representation summarised by Austing (2014) 
which follows from Fubini's theorem and a change of variables. Clearly this requires an interpolation of observed σ BS (·, t) in ∆-space, and some parametric (or piece-wise parametric) assumption for ξ 0 (t). We find, however, that even a naïve cubic spline across σ BS (∆, t) and piece-wise constant ξ 0 (t) can produce impressive results. In Figure 9 , we reproduce Figure 3 in ∆-space for the case of α = −0.43, given that data sources like Bloomberg do similarly.
We proceed to calibrate the rBergomi skew and smile parameters ρ and η, seeking a minimisation of absolute RMSEs for the 19 implied volatilites at the 3M maturity in Figure 3 . Joint calibrated ρ and η distributions are presented in Figure 10 . (2014), is not quite the same as the delta used to define log-strikes, N (−d + ).
Concluding remarks
We have demonstrated sample paths and the rich implied volatility surfaces generated from the rBergomi model in order to build intuition for its parameters. We have made Python code available on GitHub, from which one is able to replicate these surfaces and generate others. We believe that the potential of rough volatility models is evident and hope that the seeds for practical adoption are now sewn. Drawing inspiration from Bergomi (2016), we have jumped towards the present requirement of rBergomi calibration by simulation, by carefully applying the conditional Monte Carlo method with a control variate and antithetic sampling. Specifically, we have provided a 20-fold runtime reduction on average for achieving a chosen European option implied volatility confidence interval, thus calibration RMSE. Although there remain open questions (perhaps most significantly: which of the model's parameters, if not all, can be reliably calibrated pre-simulation, and how best?), this is now a thriving area of research in academia, and we are full of resolute optimism. Having practical experience with a variety of stochastic volatility models, we cannot stress enough how central we believe rough processes, like the Volterra process, could be in the future of volatility modelling. Figure 10: 100 calibrations of ρ and η using the Base and Mixed estimators, with just n = 1,000 paths. The minimum of implied volatility absolute RMSEs is sought using the L-BFGS-B method of scipy.optimize.minimize, with bounds ρ ∈ [−0.99, 0.99], η ∈ [1.00, 3.00], allowing this to run for approximately 700 milliseconds. Despite actually making little difference, we initialised the solver for ρ and η at the known values in each case, so that the resulting calibrations observed here truly represent the convergence of ρ and η to values away from these known values-thereby measuring each estimator's failure to produce the known distributive properties of the price process, and equivalently the known implied volatilities. The Mixed estimator substantially reduces calibrated ρ and η variance, with the Base estimator being somewhat aided in the ρ = −0.9 case by the lower bound of −0.99.
