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Abstract—Motivated by the non-linear manifold learning abil-
ity of the Kernel Principal Component Analysis (KPCA), we
propose in this paper a method for detecting human postures
from single images by employing KPCA to learn the manifold
span of a set of HOG features that can effectively represent
the postures. The main contribution of this paper is to apply
the KPCA as a non-linear learning and open-set classification
tool, which implicitly learns a smooth manifold from noisy
data that scatter over the feature space. For a new instance
of HOG feature, its distance to the manifold that is measured
by its reconstruction error when mapping into the kernel space
serves as a criterion for detection. And by combining with a
newly developed KPCA approximation technique, the detector
can achieve almost real-time speed with neglectable loss of
performance. Experimental results have shown that the proposed
method can achieve promising detection rate with relatively small
size of positive training dataset.
I. INTRODUCTION
Vision-based posture detection refers to the problem of
locating specific human postures in image or video. Solution to
the problem not only benefits for human motion analysis [1],
but also for semantic image/video retrieval. In this paper, we
are particular interested in detecting postures from images
under realistic assumptions: (a) training samples are only
available for the postures to be detected, and (b) there are
no negative samples (e.g. samples for uninterested postures
and non-human scene).
Intuitively, the problem may be addressed in two steps
in which humans are detected first and then their postures
are classified. Under our assumptions, the two step solution
becomes infeasible because there are no sufficient training
samples for reliable human detection [2], [3]. In addition, the
postures are need to be classified into an open-set of categories
representing the postures to be detected and background
(including the uninterested postures) for which we don’t have
any training samples.
A posture represents a subset of the configurations of the
human body. One of the key issues in posture detection is
the effective representation of the postures. Study on the
problem of estimating 3D human poses from images or image
sequences has provided us with much knowledge with this
respect. The essence of the pose estimation is to seek an
effective representation of the pose appearance in the images
and the 3D joint configuration of the body that is most
likely to generate the appearance. Effective representation of
the appearance pattern for a given 3D configuration would
reduce the ambiguity of estimation. In [4], [5], the appearance
pattern is approximated by a cluster representing as a Gaussian
Mixture Model (GMM) and, in [6], [7], [8], the pattern is
represented by a non-linear smooth manifold. The the intrinsic
relations between the posture configuration and the appearance
is achieved through a regressor. According to the results
obtained by [6], [7], [8], manifold representation usually has
a better performance than cluster representation. This can be
explained by the fact that the body articulation that causes
the major in-class (within-posture) variations is concentrated
on a few joint angles and these variations can be effectively
enclosed in a lower-dimensional manifold. In contrast, the
piecewise GMM cluster representation will become too sparse
and hard to be accurately estimated when the number of
examples is too few or the dimensionality of the feature
space is too high (i,e, curse of dimensionality). The ability of
manifold representation in dealing with cluttered background
has been further demonstrated by the work [9] on estimating
upper-body poses by combining the regressor with histograms
of orientation (HOG) [10] feature and non-negative matrix
factorization (NMF) based background subtraction scheme.
In this paper, we further develop the idea of [9] and devise a
new method for posture detection from a single image. We also
use HOG as our image feature, but the NMF-based background
suppression and regression-based manifold representation are
replaced with kernel PCA [11]. For each posture to be detected
we learn its in-class variations through embedding its training
examples in one manifold. For a test image, the Bhattacharyya
distance between its HOG feature and its projection onto each
manifold are used to decide whether the test image contains a
specified posture or not. The experimental results have shown
that the proposed approach can successfully identify specific
human postures from cluttering background with average 94%
detection rate at 0.05 false positive rate, by using small
number of training examples for each posture and no negative
examples at all.
A major problem in applying KPCA is that the computa-
tional cost is proportional to the number of training samples
that define the kernel models and is often not affordable
in practice when the number is large. This problem can be
alleviated by introducing a newly developed KPCA approx-
imation technique [12], which aims to accelerate the KPCA
mapping process by discarding a number of redundant training
samples, of which contribution to the KPCA mapping are
trivial. This technique is designed to balance the tradeoff
between computational efficiency and accuracy of the distance
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measuring, and allows the proposed detection approach to be
performed with significant smaller computation cost without
noticable loss of performance, resulting an almost real-time
detector. Performance and efficiency are compared between
the detectors using the proposed approximated KPCA model
and the original KPCA model, the results have shown that
the detector can be applied twice as faster as before after the
approximation algorithm is introduced, without significant loss
of detection rate.
The rest of this paper is organized as follows. Section II
presents the proposed method, including a brief description of
kernel PCA (KPCA) for manifold learning and the proposed
detection algorithm based on the Bhattacharyya distance.
Section III propose a method that can accelerate the speed
of detection with minimum loss of performance. Experimental
results are given in Section IV. Section V concludes the paper.
II. PROPOSED METHOD
The proposed posture detection method adopts the HOG as
the features and consists of two phases: training and detection.
In the training phase, the manifold is learned through KPCA
for each posture to be detected from its training samples. In
the detection phase, HOG is extracted from the test image
and project to the manifold of every learned postures. The
reconstruction error between the original HOG and the HOG
preimage of the test image in the KPCA space is used to
determine whether the test image contains a human in a
specific posture. Details of the proposed method is presented
below.
A. Extraction of HOG
We construct the histogram of gradient (HOG) feature [10]
by dividing the image into multiple overlapping blocks of the
same size and quantizing the gradient direction of all pixels
into 9 directions. For each block, its histogram is formed
such that the occurrence for each direction represents the
total gradient magnitude of the gradient along the direction
and the histogram reflects the weighted gradient distribution
inside each block. The HOG of each block is then normalized
so the sum of elements of each block HOG is 1, and the
HOG of the entire image is formed by concatenating the block
HOGs. If the gradient magnitudes of all pixels in one block
are zero, the corresponding block HOG will be normalized to
uniformly distributed (each of its elements are set to 1/9. In
our approach, each block is an 8×8 image patch that has 50%
overlapping with its neighbors, in total 31×15 blocks are used
to cover a 128 × 64 image window. The HOG for the image
window is a 31×15×9−d vector, and the sum of all elements
in one HOG is 31×15. Finally, all components of the HOG are
square-rooted, this is to allow Bhattacharyya distance between
2 HOGs being evaluated faster, we will explain the reason of
doing so in later context.
According to the report [13], HOG outperforms other local
descriptors in locality and invariance characteristics. The HOG
has also been proved effective in many previous works [14]
[15] [9].
B. Manifold representation using Kernel PCA
Kernel PCA (KPCA) is a non-linear manifold learning
technique that can be regarded as a kernel expansion of the
conventional linear PCA [16]. It features a kernel mapping
φ(x) : x− > k(x, .) on dataset X = x1, x2, . . . , xn followed
by a linear principal component analysis (PCA) on the mapped
dataset Φ = φ(x1), φ(x2), . . . , φ(xn), where k(., .) is a prede-
fined kernel function. If the kernel function k(., .) is positive-
semidefinitive (we will only use the Gaussian radial basis func-
tion (RBF) kernel: k(x, y) = e−
||x−y||2
2σ2 ), the mapped dataset
Φ is always in a infinitive-dimensional space (a.k.a. feature
space) where all its elements are independent. Therefore this
design allows non-linear pattern of the original dataset to be
effectively straightened in the infinitive-dimensional feature
space, thus makes a linear PCA able to find the non-linear
principal manifold span of the original dataset as it extract
the linear principal components of the mapped dataset in the
feature space. Here we will not elaborate the mechanism of
KPCA, but only briefly describe its algorithm:
Given an set of HOGs X = {x1...xn} extracted from the
n training samples for a specific posture, where xi is the
HOG for the i′th sample. A KPCA model that represents its
manifold span can be train in 2 steps[11]:
1) Define the kernel k(x, y) and calculate the kernel matrix
K = [Kij ], Kij = k(xi, xj)
and centered kernel matrix
K̂ = HKH
where H = In − 1n, In is an n×n identity matrix and
1n denotes a n× n matrix in which each element takes
the value 1/n.
2) Compute d largest eigenvalues λ1...λd and the corre-
sponding eigenvectors
A = [a1, · · · , ad]
of K̂. where ai, i = 1, 2, · · · , d are all n dimensional
column vectors and scaled such that |ai| = 1λi .
Matrix A and all training samples are stored as the param-
eters of the KPCA model, they implicitly define the shape of
the manifold span of the HOGs. For a new test image, the
projection of its HOG z onto the first d principal components
in the feature space can be given by:
y(z) = w(z) − b (1)
w(z) = (HA)T (k(x1, z), · · · , k(xn, z))T (2)
= (HA)T k(X, z)
b = (HA)T K11,n (3)
where HA = HA and both w(z) and b are d-dimensional
vectors representing the projection of φ(z) onto the principal
components and the mean of φ(x) over the n samples, and
11,n is the column vector of 1n
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In the learning stage, KPCA will be applied to the training
samples of each posture which results in a set of KPCA
models, each model consisting of the training samples and
an eigenmatrix A. These learned models will implicitly repre-
sent the manifold representation of postures. Comparing to
other manifold learning technique KPCA has some unique
advantages. First, the smoothness of the manifold is strictly
lower-bounded by the smoothness of the kernel function k(., .),
which can be easily tuned to have be best generalization ability
and avoid overfitting problem. Second, the KPCA is almost
immune to noises in the training dataset, and noises in the
test datum can be effectively removed by projecting it onto
the manifold, which is equivalent to projecting it onto the
linear subspace of the principal components in the feature
space. This ability can be used for background suppression
and occlusion compensation as demonstrated in handwriting
recognition [16]. Last, this non-linear learning method is easy
to perform and only involves linear operations and eigende-
composition.
C. Detection
The detection of trained postures is formulated as a prob-
lem of open-set classification which classifies a test image
window into one of the learned postures or as negative
(background/unknown posture). Let z be the test image and
p(ci|z) be the probability of posture ci given z. z is considered
containing posture ck, if{
k = arg max∀i p(ci|z)
p(ck|z) > th (4)
where th is a threshold, and p(ci|z) is the decision function




where p(z|ci) is the conditional probability of z given posture
ci and p(z) is the prior probability of z. As each ci is
represented by a manifold in the HOG space, the closest
HOG to z that lies in the manifold span of ci can be readily
expressed as the KPCA reconstruction result of z [16] [17],
which is the reverse mapping from φP (z) in the feature
subspace to the original HOG space:
r(z) = φ−1(φP (z)) (6)
where φP (z) is the projection of φ(z) onto the first d principal
components. The obtained r(z) can be regarded as an HOG of
reference that illustrates ’what z should looks like’ when z is
assumed to be in the class of ci, meanwhile, since the HOG is
a histogram-based feature, we can assume that the conditional
probability ln(p(z|ci)) is proportional to the exponential of
Bhattacharyya distance between the histogram of z and r(z)
p(z|ci) = ec1DB(z,r(z)) (7)
where DB is the Bhattacharyya distance and c1 is a constant.
The KPCA reconstruction is a recursive and slow optimization
process, however, referring back to the fact that each com-
ponent of z is actually the square root of the original HOG
component, DB(z, r(z)) becomes:




(|z|2 + |r(z)|2 − |z − r(z)|2)
Also since both |z| and |r(z)| are constant, and |z − r(z)|2
can be calculated from the kernel function (in our case only
the Gaussian RBF kernel is used), the distance becomes:
DB(z, r(z)) = c2 +
1
2
ln(2σ2〈φ(z), φP (z)〉) (9)
where c2 = 15 × 31 and σ is the width of the kernel
k(., .). This distance function is very similar to the decision
function of the novelty detector proposed by Hoffmann [18].
The only difference is that our distance function measures
the reconstruction error in the HOG space but Hoffmann’s
function measures it in the feature space. Furthermore, since
φP (x) is in the principal component subspace, 〈φ(z), φP (z)〉
can be replaced by 〈(yn(z) + bn), (y(z) + bn)〉, where y(z)
is obtained by Eq.(13), and yn(z) and bn are the mapping
result y(z) and centering offset b respectively when all n
eigenvectors of K̂ are used as principal components.
The p(z|ci) can be a good decision function in many open-
set classification problems, but in our case, p(z|ci) alone
cannot provide enough discriminative power, this is because
each block of the HOG is a 9-bin histogram vector, and the
intrinsic distribution of the binned gradient direction can be
regarded as uniform categorical distribution in most cases,
so the prior distribution of each block HOG is actually a a
multinomial distribution, and will peak when its components
are equal to the mean vector. Therefore, p(z) in Eq.(13)
will not be a constant and must be taken into account: as
the multinomial distribution is hard to calculate, again we
approximate p(z) by the exponential of the Bhattacharyya







2 |z−( 13 )15×31×9|2) (11)
Where ( 13 )15×31×9 denotes the mean HOG vector with each
element being 1/3. Combining Eq.(12), Eq.(7), Eq.(9) and




2〈φ(z),PP T φ(z)〉)+|z−( 13 )15×31×9|2] (12)
Substitute p(ci|z) with Eq.(12) the decision function Eq.(4)
will become:
{
k = arg max∀i ln(〈φ(z), φP (z)〉) + |z − ( 13 )15×31×9|2
ln(〈φ(z), φP (z)〉) + |z − ( 13 )15×31×9|2 > 2c1 ln(th)
(13)
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Parameters c1 governs the tradeoff between false positive
and false negative and can be tuned to attain the best detection
result.
III. GREEDY KPCA APPROXIMATION
Obtaining the mapping function y(z) and yn(z) for open-
set classification involves comparing z to each of the training
samples X = x1, x2, . . . , xn, When n is very large, the
proposed classifier often becomes intolerably slow for real-
time detection. The classifier is even slower than an RBF
kernel SVM, in which only a subset of training samples
are required to be kept as support vectors. To overcome
this problem, we introduce a greedy KPCA approximation
algorithm [12] that replace the original KPCA model, given
by X and A, by a reduced KPCA model, given by a reduced-
size training dataset X̃ and smaller matrix Ã, such that the
mapping of a new observation, z in the reduced KPCA model
is sufficiently close to the mapping of the observation in
the original KPCA model. If the size of X̃ is m and the
corresponding matrix A is n×m, then the speed gain of using
the new model will be m/n.
The approximation works by incrementally select a subset
from the training samples X , of which feature vectors ΦX
constitute a linear subspace of the KPCA mapping space that
can covers the majority of the variation of y(z), so y(z) can
be approximated by its projection onto the subspace with min-
imum error. This can be effectively achieved by performing
Gram-Schmidt orthogonization on ΦX in each iteration, and
maximize the contribution of the chosen orthogonized column
vector of ΦX to the remaining approximation error. In this
paper we will only give the implementation of this algorithm,
and suggest readers to refer to the original paper [12] for
further details.
1) Given a training dataset X in the HOG space and
the Gaussian RBF kernel function k(., .), calculate the
KPCA model and obtain the mapping of the training









one of its rows with the largest norm.
3) Add the ith column vector of V to the reduced set X̃ =
X̃ ∪ vi. vi can be removed from V .
4) Update V by orthonormalize its column vectors V with
vi.
5) Repeat step 3 to 5 until m examples are chosen or the
mapping error is lower than a threshold.




+ and b̃ by b̃ =
(H̃A)T K(X̃, X)11,n.
Therefore the KPCA parameter HA can be replaced by
H̃A and b can be replaced by b̃, comparing to the training
of the original KPCA model, the complexity of this training
algorithm only increases for O(m(2n2 + 2nd)), which is
almost neglectable comparing to the large computational cost
in eigendecomposition of K, however, the speed of the map-
ping function y(z) will be significantly increase, and for our
Fig. 1. ROC curves of the proposed detector and Dalal’s detector on human
detection task with different kernel width w
detection framework, the mapping speed is far more important
than the training speed.
IV. EXPERIMENTAL RESULTS
In our first experiment we tested our approach for human
detection task. (Though this approach was not initially de-
signed for this task) We use the INRIA database for training
and testing, 489 images and their mirror image from the
INRIA positive training dataset are used for training, their
background are manually removed. the removal of background
is crucial to the performance of the classifier, since there
is no negative example, if the background is included in
the positive examples the learning approach will be unable
to automatically ’weight down’ the background regions as
in SVM, and HOG components from these regions will be
learned as part of the posture manifold, and will eventually
affect the decision making of the detector. Such effect can only
be avoided if the examples densely cover every possible HOG
pattern of background, but this is impractical. In another hand,
if the background regions are removed, the corresponding
HOG components will become uniformly distributed, which
coincide with our assumption that the binned HOG of one
block in the background region should follows the uniform
categorical distribution. According to our experiment, the
detection result will not make sense if the background of the
examples are not removed.
In test stage, INRIA positive test dataset consisting of 589
human images is used as positive test samples and 9060
images randomly cropped from INRIA negative test dataset
(mainly consisting of landscape images) are used as negative
test samples. (Background in test images are not removed) The
result is compared to Dalal’s work [10] that uses linear SVM
for classification. The ROC curves of the linear SVM-based
detector and the proposed detector are shown in figure 1.
This performance is much worse than the SVM-based
detector if under the condition that absolutely no negative
sample is used. Since in human detection or pedestrian de-
tection, the variations of HOGs of human bodies are usually
not continuous or not smooth, in which case the manifold
24th International Conference Image and Vision Computing New Zealand (IVCNZ 2009)
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Fig. 2. ROC curves of the proposed detector in human detection task with
different kernel width w when negative examples are introduced, the result is
compared to Dalal’s detector.
Fig. 3. Typical images for the 12 postures
representation is not particularly suitable. And even if it can be
enclosed in a lower-dimensional manifold, its dimensionality
will be too high and cannot be easily estimated from a
relatively small training set. Hence it is more important to find
discriminative features rather than representative features, and
the SVM is more . Introducing a new negative class (’Non-
posture’ class) denoted by an extra KPCA model learned from
the negative training dataset will lead to a close-set classifier,
of which performance is almost identical to the detector using
linear SVM (the ROC curves of both classifiers are shown
in figure 2), however such improvement will not bring any
superiority over the SVM-based detector in either performance
or efficiency, meanwhile one of the most attractive features of
the proposed detector–its ability to function without negative
examples–will be lost. As stated before, this experiment is not
intend to show the performance of our method as it is not
designed for the human detection task.
In the following experiments, the proposed approach is
tested in multi-posture case, training and test samples are
extracted from Weizmann action dataset [19]. The dataset
contains 93 low resolution video (188×144, 25 fps) sequences
for 10 actions. Nine subjects played each action once. Over
2000 images were manually cropped and divided into 12
postures to form the posture corpus. Figure 3 shows typical
images for the 12 postures. The corpus was randomly divided
into training and testing set at a ratio of 7:3, and the same
negative test dataset used in previous experiment are used for
another time. A number of experiments were conducted to
evaluate the performance of the proposed method.
The second experiment aims to find the detection rate of
the KPCA-based detector, each test image is classified into 13
(a)
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 NG
P1 22 0 0 0 0 0 0 0 0 0 0 0 0
P2 1 66 0 0 0 0 2 0 0 0 0 0 1
P3 0 0 19 0 0 0 0 0 0 0 0 0 5
P4 0 0 0 23 0 0 0 0 0 0 0 0 6
P5 0 0 0 0 41 0 0 0 0 0 0 0 0
P6 0 0 0 0 0 22 0 0 0 0 0 0 3
P7 0 0 3 0 0 0 66 0 0 0 0 0 1
P8 0 0 0 0 0 0 0 16 0 0 0 0 12
P9 0 0 0 0 0 0 0 0 27 0 3 0 2
P10 0 0 7 0 0 0 0 3 0 40 0 0 3
P11 0 0 0 0 0 0 0 0 2 0 47 0 9
P12 0 0 0 0 0 0 0 0 0 0 0 26 10
NG 38 38 55 1 1 16 24 0 0 0 0 0 8887
(b)
Fig. 4. (a) ROC curve of the proposed detector on Weizmann action database
with different kernel width w (b) The confusion matrix of the proposed
detector. P1-P12 represents the 12 postures and NG represents the negative
samples
classes: 12 for postures and 1 for background. The experiment
was carried out for several time, each time with a different
RBF kernel width σ, The ROC curves of the detector and
corresponding confusion matrix at the best detection/false
alarm ratio are shown in Figure 4 (a) and (b) respectively. This
result start to show some potential of the proposed detector,
it is able to achieve 94% detection rate at 0.05 false positive
rate, though the false positive rate is still a bit higher than
expected, we believe it can be further improved by introducing
more accurate statistical modeling of the background.
The third experiment aims to test the accuracy of the
proposed KPCA approximation algorithm and how it will
affect the performance of the detector. The experiment was
carried out for several time, each time with a different number
of selected examples m, The ROC curves of the detector
using reduced model is compared to that of the detector
using original KPCA model. These ROC curves are shown
in Figure 5.
In the last experiment, we test the detector that was used
in previous 2 experiments on a few images extracted from
MPEG-7 ETRI video sequences and INRIA human dataset.
The detector was conducted from each image using sliding
window. Each window image is classified into either one of
the trained postures or non-posture. Figure 6 shows several
results where the bounding boxes indicate detected postures
related to walking, run and standing. In the last image, the
24th International Conference Image and Vision Computing New Zealand (IVCNZ 2009)
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Fig. 5. ROC curve of the proposed detector on Weizmann action database
with different size of the reduced set m in KPCA approximation
Fig. 6. Some of the detection results on the images from ETRI and INRIA
datasets
standing posture was not detected. This is because the training
sample for the standing posture were all from side viewpoints.
V. CONCLUSION
In this paper, we propose a new method for detecting
postures from single images using KPCA manifold learning.
The performance is quite promising considering only about
150 samples per posture was used without involving any
negative samples. Our future work will be to further improve
the method for higher detection rate, and to explore the
potential of the method to deal with multiple viewpoints and
occlusion.
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