









LAS REDES NEURONALES Y LA  




















dimiento	de	 clasificación,	 y	 permite	determinar	 las	 ponderaciones	necesarias	 y,	
además,	establece	la	probabilidad	de	fallido.	
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de	 administración	del	 riesgo	 como	un	procedi-
miento	para	identificarlos,	medirlos	y	tomar	las	
















a	 los	 requerimientos	 del	 Acuerdo	 de	 Basilea,	
reconozca	primero	qué	 tan	riguroso	debe	 ser	el	
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mínimo	requerido	y	las	provisiones	de	cartera,	a	
través	de	las	metodologías	de	redes	neuronales.
La	 complejidad	 de	 las	 organizaciones	 y	 de	 los	
mercados,	y	la	rapidez	con	la	que	se	deben	tomar	
buenas	 decisiones	 dentro	 del	 sector	 financiero	
exigen	que	sean	estudiadas	las	metodologías	que	
























factores	 como	 la	 globalización	 de	 los	mercados	
financieros,	expectativas	inflacionarias	crecientes,	





contractuales.	Ese	 riesgo	no	 solamente	 se	 aplica	




























ámbito	 internacional	 los	 requisitos	para	que	 los	
bancos	cuantifiquen	y	monitoreen	ese	riesgo.
En	 1988,	 este	 comité	 publicó	 el	 denominado	














































METODOLOGÍAS EMPLEADAS PARA LA 












Los internos o dinámicos:	 Estos	modelos	 (co-
nocidos	 como	métodos	 fundamentados	 en	 la	
calificación	 interna)	 fueron	 desarrollados	 con	
mayor	propiedad	en	el	nuevo	acuerdo,	en	el	cual	
se dan facultades a las entidades financieras para crear 

































Revista Ingenierías, Universidad de Medellín volumen 6, No. 10, pp. 77-91 - ISSN 1692-3324 - Enero-junio de 2007/166p. Medellín, Colombia
Llegada	 la	 crisis	 financiera	 a	Colombia,	 uno	de	



































b)	 La	 estimación	o	 cuantificación	de	 la	 pérdida	
esperada	en	que	incurriría	la	entidad	en	caso	de	
que	 se	produzca	 el	 incumplimiento,	durante	un	
horizonte	de	 tiempo	determinado	 (por	 ejemplo,	
12	meses).	 Para	 esta	 estimación	 es	 importante,	




















































enormes	 volúmenes	 de	 información,	 como	 los	
aproximadamente	 16	millones	de	 transacciones	
que	Visa	Internacional	debe	verificar	diariamente,	












problemas	de	 optimización	o	 clasificación,	 y	 se	
pueden	integrar	en	un	sistema	de	ayuda	a	la	toma	
de	decisiones,	pero	no	son	una	panacea	capaz	de	
resolver	 todos	 los	problemas:	 todo	 lo	contrario,	
son	modelos	muy	 especializados	 que	 pueden	
aplicarse	en	dominios	muy	concretos.
Definición












Las redes supervisadas: El perceptrón 
multicapa o MLP
Las	 redes	neuronales	 supervisadas	 son	 técnicas	
para	 extraer	 datos	 a	 partir	 de	 las	 relaciones	 de	
















un	 algoritmo,	 denominado	 de	 aprendizaje,	 irá	
modificando	los	pesos,	(que	en	el	inicio	de	la	red	










en	 el	 que	 está	 trabajando.	A	 este	 tipo	de	 redes	
neuronales	se	les	denomina	supervisadas,	debido	














































Redes neuronales no supervisadas
Las	 redes	neuronales	no	 supervisadas	 son	 técni-
cas	 para	 clasificar,	 organizar	 y	 visualizar	 grandes	













































































básico	de	 aprendizaje	 que	 estos	 usan.	 	 Los	 tres	
principales	paradigmas	de	aprendizaje	son:	super-
visado,	no	supervisado	y	de	refuerzo.	



























nes	 a	 la	 red	 se	modifican,	 y	 se	 dice	 que	 la	 red	
ha	 aprendido	 cuando	 los	 valores	 de	 los	 pesos	
permanecen	estables	o	tienen	un	error	mínimo.	
Los	 criterios	para	 cambiar	 el	 valor	de	 los	pesos	
de	 conexión	 son	determinados	 por	 la	 regla	 de	
aprendizaje.	 	Algunas	 redes	 	 	 pueden	 aprender	
durante	su	funcionamiento	habitual,	denominado	
aprendizaje	ON-LINE;	en	cambio	si	el	aprendizaje	
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puede	 aprender	 también	proporcionándole	 solo	
















































con	hondonadas	 y	 sinuosidades	unas	más	 bajas	
que	otras	y	ubicadas	a	lo	largo	de	una	pendiente	
que	 va	hacia	una	 concavidad	máxima,	 se	 usa	 el	
procedimiento	 de	 perturbar	 los	 resultados	 con	
ruido	para	“hacer	salir”	las	soluciones	parciales	de	
los	mínimos	locales,	lo	cual	se	denomina	temple	
simulado	 (simulated	 anneling);	 cuando	 se	 hace	





a)	 La	 regla	Widrow-Hoff	 o	 LMS.	 Es	muy	 im-
portante	porque	es	 la	base	de	 la	mayoría	de	









las	 incógnitas	 a	 resolver	 en	 el	 entrena-
miento.
2.	 Optimización	de	la	función	de	error.	Se	
busca	 un	 conjunto	 de	 pesos	 sinápticos	
que	minimice	 la	 función	de	 error.	Esta	
búsqueda	se	realiza	mediante	un	proceso	

















Redes y mapas auto-organizados: las	 redes	que	
ocupan	un	paradigma	de	entrenamiento	no	 su-















APLICACIONES DE LAS REDES 
NEURONALES EN EL RIESGO DE CRÉDITO
Estudios de clasificación.	 En	 los	 problemas	de	
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DESVENTAJAS DE LAS REDES 
NEURONALES
•	 Funcionan	como	una	caja	negra,	resuelven	un	
problema,	pero	es	difícil	 saber	 cómo	 lo	han	













de	 la	 red	neuronal	 consistía	 en	distinguir	 entre	



































financieras,	 lo	 que	 significa	 que	 su	 éxito	 es	
relativo,	puesto	que	en	otro	caso	su	predicción	
no	se	publicaría,	sino	que	se	aprovecharía.


















etapas	 de	 la	 vida	 de	una	 obligación,	 razón	por	






























tro	 problema,	 debe	 encargarse	 de	 efectuar	 una	
clasificación	de	 los	 vectores	 de	 entrada	 en	 dos	








un	vector	de	pesos	wi,	 dado	por	 zi	 =	 x	x	wi.	La	




















de	 entrada	hasta	 los	 vectores	de	 entrenamiento	
de	entrada,	y	produce	un	vector	cuyos	elementos	
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Figura 1	Componentes	de	la	red









ferencia	 radbas.	Un	 vector	próximo	a	un	 vector	
de	 entrenamiento	 se	 representa	por	un	número	
próximo	a	1	en	el	vector		de	salida	al.	Si	una	entrada	
está	próxima	a	varios	vectores	de	entrenamiento	
de	una	 sola	 clase,	 ella	 es	 representada	mediante	
varios	elementos	de	al,	 los	 cuales	 se	encuentran	
próximos	a	1.





















esa	 clase	 tenía	 la	 probabilidad	máxima	 de	 ser	
correcta.	




2.	 DISEÑO:	 Se	 usa	 la	 función	newpnn para	
crear	una	red	neuronal	probabilística.





el	 lugar	 correcto.	 Esto	 es	 posible	 gracias	 a	
la	 función	 ind2vec.	Da	una	matriz	 con	0’s 
excepto	en	los	puntos	o	sitios	correctos.	Para	
que	pueda	ejecutar		se	hace	T = ind2vec(Tc)
6.	 El	 resultado	 del	 proceso	 anterior	 permite	
obtener	 las	 características	 ampliamente	 dis-
criminantes,	en	las	regiones	de	probabilidad	




larla.	Para	lograrlo	se	usó	la	entrada	P: net = 
newpnn (P, T),	lo	que	garantiza		obtener	las	
clasificaciones	correctas.
8.	 Se	simula	la	red,	haciendo	Y = sim(net,P)
9.	 Para	obtener	 las	 clasificaciones	correctas,	 se	
usó	 la	 	 función	 vec2ind,	 la	 cual	 convierte	


























	2.	 La	 red	neuronal	 probabilística	 es	 adecuada	
para	resolver	el	problema	planteado		
porque:
•	 Dispone	 de	 los	 elementos	 necesarios	
para	distribuir	adecuadamente	los	datos	
de	 entrada;	 operación	que	 ejecuta	 con	
eficiencia.	






vectores	 de	 entrenamiento	 y	 para	 los	
cuales	la	clasificación	es	conocida.
•	 Permite	 discriminar	 ampliamente	 las	








































cia	 se	da	 entre	 todos	 los	 valores(4325):100%	de	
efectividad	
%	Visualización	de	la	red	neuronal
gensim(net)
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