Abstract. We observe that a finitely generated group satisfying the Poénaru condition P (2) is finitely presentable and has word problem solvable in exponential time.
Introduction
The following notion was suggested by V.Poénaru in [15] and further developed by V.Poénaru in [16] as well as by V.Poénaru and C.Tanasi in [17] . Definition 1. Let G be a finitely generated group and let X be a finite generating set of G. Let Γ(G, X) be the Cayley graph of G with respect to X and let d X denote the word-metric on Γ(G, X).
For an integer n ≥ 1 the group G is said to satisfy the Poénaru condition P (n) with respect to the generating set X provided the following holds.
There exists a function f : Z + −→ R + such that (1) For any number A > 0 we have
(2) Suppose a, b ∈ G are elements at distance k from the identity element of G in the Cayley graph Γ(G, X) such that d X (a, b) ≤ n. Then there is a path α of length at most f (k) from a to b in the Cayley graph Γ(G, X) such that α is contained in the closed ball of radius k around 1 in Γ(G, X).
In fact V.Poénaru formulated this condition only for the functions of the type f (k) = Ak t + B where 0 ≤ t < 1. The above definition was first explicitly stated by L.Funar in [5] . It is worth noting that in any finitely generated group any two elements a and b at distance k from the identity can be joined inside the ball of radius k by a path of length 2k. This explains why it is natural to require the function f in the Poénaru condition to be sub-linear.
The Poénaru condition is a more general form of the almost convexity condition AC(n) introduced by J.Cannon in [2] . One obtains condition AC(n) by putting the function f (k) = const in the definition above. It is not hard to see that AC(2) implies AC(n) for every n ≥ 2. For this reason a group satisfying AC(2) is called almost convex (see [2] , [4] , [18] , [10] for more information). A serious drawback of almost convexity is that a group G may be almost convex with respect to one generating set but not another [20] . At present no such examples are known for P (n), although they probably do exist.
Condition P (n) turned out to be a useful tool for proving that various groups are simply connected at infinity. In fact, the original papers of V.Poénaru [15] , [16] relate condition P (n) to the long-standing conjecture that every closed 3-manifold with infinite fundamental group has universal covering homeomorphic to R 3 (see also [12] , [13] ). Condition P (n) is also related to Casson's condition C(α) [9] , [17] , [16] .
It is easy to show and has been known for a long time that almost convex groups are not just finitely generated but finitely presentable. The main result of the present paper states that P (2)-groups are also finitely presentable. In fact, it turns out that a considerably weaker condition than P (2) already implies finite presentability. Definition 2. Let G be a group generated by a finite set X. Let n ≥ 2 be an integer. We will say that G satisfies condition K(n) if there is k 0 ≥ 1 with the following property. Suppose k ≥ k 0 and a, b ∈ G are elements at distance k from the identity element of G in the Cayley graph Γ(G, X) such that d X (a, b) ≤ n. Then there is a path α of length less that 2k from a to b in Γ(G, X) such that α is contained in the closed ball of radius k around 1 in Γ(G, X). Similarly, we define condition K (n) by requiring the length of α be less than 2k − 1.
It is clear that K (n) implies K(n) and that P (n) implies K (n) and K(n). As we observed before, any elements a and b at distance k from 1 can always be connected by a path of length 2k inside the ball of radius k around 1. Thus if condition K(n) is relaxed any further, we would get the class of all finitely generated groups. Therefore we think of K(n) as the "minimally restrictive" almost convexity condition.
Theorem 3. Let G be a finitely generated group which satisfies condition K(2) with respect to some finite generating set X. Then G is finitely presentable.
This of course immediately implies that a P (2)-group is always finitely presentable.
Like the condition AC(2), the Poénaru condition P (2) and even the much weaker condition K (2) allows one to construct balls of arbitrarily large radius in the Cayley graph of G. Thus a P (2) or even a K (2) group has solvable word problem. The proof is rather straightforward and follows the proof of J.Cannon in the almost convex case [2] . A careful analysis of the argument implies the following: Theorem 4. Let G be a finitely generated group which satisfies condition K (2) with respect to some finite generating set X.
Then:
(1) The group G is finitely presentable and has solvable word problem. (2) The computational complexity of the word problem in G is at most exponential. That is there is C > 1 and an algorithm solving the word-problem in G with time-complexity at most C n (where n is the length of the word in X being tested).
By Theorem 4 any P (2)-group has solvable word problem and hence it also has a recursive isoperimetric function. Moreover exponential estimate is a fairly tight restriction for the complexity of the word problem. There are many examples (see for instance [1] ) of finitely presentable groups with solvable word problem where the complexity of the word problem is strictly higher than exponential (indeed it can be made higher than any given reasonable recursive function). By Theorem 4 any such group is not K (2) and therefore not P (2). Moreover, Theorem 4 implies that finitely generated groups with higher than exponential complexity of the word problem cannot embed in K (2) (and hence in P (2)) groups.
In [10] , [11] S.Hermiller and J.Meier obtained some results related to isoperimetric functions of almost convex and, more generally, "tame combable" groups in the sense of [14] . S.Hermiller and J.Meier also showed in [11] that finitely presentable P (3)-groups are tame combable under some extra assumptions. It would be interesting to push these results by investigating further isoperimetric functions of groups satisfying P (2) and relating them to the function f (k) from Definition 1.
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Proof of the main result.
In this section we will establish Theorem 3. Let G be a group generated by a finite set X such that G satisfies condition K(2) with respect to X. If τ is a path or a word, we will denote by |τ | the length of τ . We will also denote by d X the word-metric on the Cayley graph Γ(G, X). Note that the label of every edge-path in Γ(G, X) is a word in X ∪ X −1 . If the edge-path is reduced (that is has no backtracks), its label is a freely reduced word.
Let k 0 be the constant from the definition of Condition K(2). Put
Clearly R is finite since X is finite. We will show that in fact G has the finite presentation G = X|R . To see this it suffices to to establish:
Claim. Suppose w ∈ F (X) is a freely reduced word in X which represents 1 in G. Then the relation w = G 1 follows from R, that is to say w belongs to the normal closure of R in F (X).
We will prove the above Claim by induction on |w|. When |w| ≤ 2k 1 + 1, this is obvious since in this case w ∈ R. Suppose now that |w| > 2k 1 + 1 and that the Claim has been verified for all shorter relations in G. We may assume that no letter of w represents 1 in G. Indeed, suppose w = w sw where s ∈ X ∪ X −1 and s = G 1. Then the relation w w = G 1 can be derived from R by the inductive hypothesis since |w w | < |w|. Moreover s ∈ R and w = w sw = w s(w ) −1 (w w ) and hence w = G 1 can be derived from R as well. Therefore from now on we will assume that every letter of w represents a nontrivial element of G. We can also assume that w is not just freely reduced but also cyclically reduced. We will need to treat the cases when |w| is even and odd separately. Case 1. Suppose |w| is even. Then |w| = 2k where k > k 1 , since
Let σ be the path in Γ(G, X) starting at 1 and with label w. Since w = G 1, the path σ is in fact a loop based at 1 ∈ G Suppose now that (b) happens. Without loss of generality we may assume that |ρ u | = k − 1 and |ρ u | = k. Recall that u = G us and d X (u, u ) = 1. Let v be the vertex on ρ u at distance 1 from u . Thus
there is an edge-path path α from u to v such that the length of α is at most 2(k − 1) − 1 = 2k − 3 and such that α is completely contained in the ball of radius k − 1 around the identity. Clearly, we may assume that α is an edge-path without backtracks. Let z ∈ F (X) be the label of the path α. −1 = G 1 and zs (s)
We have Case 2. Suppose now that |w| is odd. Then |w| = 2k + 1 where
We define the path σ as in Case 1. Also, for each vertex v on σ we define ρ v and [v] as in Case 1.
The fact that |w| = 2k + 1 implies |ρ v | ≤ k for each vertex v on σ. Once again, it suffices to show that for each edge e on σ from u to u and with label s the relation r e = [u]s [u ] −1 = G 1 follows from R. Since |w| = 2k + 1, for every e as above one of the following holds:
(a) Both ρ u and ρ u have length at most k − 1.
(b) One of ρ u , ρ u has length k and the other has length k − 1.
(c) Both ρ u , ρ u have length k. In case (a) the relation r e has length at most 2(k − 1) + 1 = 2k − 1 < 2k + 1 = |w|. In case (b) the relation r e has length k + (k − 1) + 1 = 2k < 2k + 1 = |w|. Thus in both of these cases r e = G 1 follows from R by the inductive hypothesis.
Suppose now that (c) occurs. Thus u = G us, d X (u, u ) = 1 and
there is a reduced edge-path α from u to u of length at most 2k − 1 such that α is contained in the ball of radius k around 1. Let z ∈ F (X) be the label of α. It suffices to show that the relations [u]z [u ] −1 = G 1 and zs −1 = G 1 follow from R. We have
Thus zs −1 = G 1 follows from R by the inductive hypothesis. It remains to deal with the relation
Let e be an arbitrary edge on α from v to v and with label s.
Again, it is enough to show that the relation [v ]s[v ]
−1 = G 1 follows from R. Note that the edge e and the vertices v , v are contained in the ball of radius k around 1.
We claim that at least one of these inequalities is strict. Indeed, suppose that . However, k + 1 2 > k, which contradicts the fact that e is contained in the ball of radius k around 1.
Thus
This completes the proof of the Claim and thus of Theorem 3.
The Poénaru Condition and the Word Problem
In this section we will establish Theorem 4. Let G be a group generated by a finite set X such that G satisfies condition K (2) with respect to X. We will describe an algorithm which constructs a sequence of balls B(0), B(1), B(2), . . . , B(n), . . . of radius n around the identity in Γ(G, X). This will clearly imply that the word problem in G is solvable.
Let k 0 be the constant from the definition of K (2). We first take the ball B(k 0 ) in Γ(G, X). [This may be done since any fixed finite amount of data can be used as a part of an algorithm.] Suppose now that k ≥ k 0 and that the balls B(n), 0 ≤ n ≤ k have already been constructed. We need to build B(k + 1). Let S(k) be the sphere of radius k, that is the set of elements of G at distance k from 1 in Γ(G, X). For each x ∈ X ∪ X −1 and each a ∈ S(k) we add a directed edge labeled x with origin a to B(k) provided there is no such edge in B(k) already. Every new vertex represents an element at distance k or k + 1 from 1. Thus we have to decide which of the new vertices need to be identified with vertices from S(k) or with other new vertices. Suppose v and v are two new vertices which represent the same element g ∈ G with d X (1, g) = k + 1. Let v be the endpoint of a new edge originating from a ∈ S(k) and with label x. Let v be the endpoint of a new edge originating from a ∈ S(k) and with label x . Then d X (a, a ) ≤ 2. Therefore by condition K (2) there is a reduced edge-path α from a to a in B(k) such that |α| ≤ 2k − 2. Let z be the label of α. Then the word zx (x) −1 is a relation in G of length at most 2k. Therefore zx (x) −1 can be read as a label of a loop based at 1 in B(k). Therefore we can decide which of the new vertices need to be identified with each other.
Indeed, first we make a list L k of all the words of length at most 2k − 2 in G. For each pair of new edges e = (a, v) and e = (a , v ) with labels x and x we then inspect the words from L k one by one and check if there is a path from a to a in B(k) with a label from L k . If not, the vertices v and v need not be identified. If yes, we find a specific word z ∈ L k of length at most 2k − 2 such that z is the label of a path in B(k) from a to a . Then the word w = zx (x) −1 has length at most 2k. We check whether or not w is the label of a loop based at 1 in B(k). If not, we leave the vertices v and v distinct. If yes, we identify v and v into a single vertex.
A similar process allows us to check which of the new vertices need to be identified with vertices of S(k). After this task is complete, we have constructed the ball B(k + 1) of radius k + 1 in Γ(G, X), as required. Thus we have established that the word problem in G is solvable.
We will now establish part (2) of Theorem 4. Clearly it suffices to show that for some constant A > 1 each transition from the ball B(k) to B(k + 1) requires at most A k steps. Indeed, if this is true, then B(k) can be constructed in at most
which implies statement (2) of Theorem 4 regarding the computational complexity of the word problem. Thus we need to establish the existence of A.
Let s be the number of elements in X ∪ X −1 , so that s ≥ 2. For the transition from B(k) to B(k + 1) (where k ≥ k 0 ) we first need to make the list L k of all the words in X ∪ X −1 of length at most 2k − 2. There are at most s 2k such words. The number of the vertices in the sphere S(k) is at most s k . Each vertex on S(k) has at most s new edges. Thus the number of new vertices is at most s k+1 . We need to inspect each pair v, v of new vertices for possible identification. Similarly we need to inspect each pair v, a where v is a new vertex and a is a vertex on S(k). The total number of pairs to be inspected for possible identification is at most
For each pair of vertices being tested for possible identification we need to check if some word z from L k is the label of a path between two specific vertices on S(k). This requires checking at most s 2k words. Finally, once such z is found, we must check if a specific word of length at most 2k is the label of a loop based at 1 in B(k). This can be done in no more than 2k steps. Thus the transition from B(k) to B(k + 1) requires at most
steps, provided k is such that 2k ≤ s 2k . Since s ≥ 2, this last inequality holds for all sufficiently big k. Thus part (2) of Theorem 4 is proved.
