The aim of this paper is to establish a theorem on ^he existence of a solution of the mixed problem for a certain linear system of partial differential equations of first order with the unknown functions depending on two independent variables* We shall assume here that there exists a solution of the mixed problem for the canonical form of a linear system of partial differential equations of first order.
Introduction
The aim of this paper is to establish a theorem on ^he existence of a solution of the mixed problem for a certain linear system of partial differential equations of first order with the unknown functions depending on two independent variables* We shall assume here that there exists a solution of the mixed problem for the canonical form of a linear system of partial differential equations of first order.
S.K. Godunov [l] gives a theorem on the existence of a solution of such a problem in the closed rectangle P = » {(x,t) e R 2 : 0$x<lA0$t^ t}, L, T being real constants.
In the present paper we do not make use of this theorem, since we examine the considered mixed problem on the unbounded strip Introduce the following notations: R^ = <0,+oo), X*<0,L>, A« X xR+ and definitions u(x,t) col[u (1, (x,t)fu i2) (x,t)] , where u (x,t) :« col Tu.(x,t), Ugix.t),...,ufl (x,t)l ,
r o u (x,t) :« col ^+1(x,t), un^+2(x,t),...,un(x,t)j,
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assuming that u(x,t) = u^(x,t), when no * n, and u(x,t) « = u^2'(x,t), when nQ » 0|
v(x,t) col [v (1, (x,t) (x,t) ,k n^+2 (x,t) k n (x,t)j , assumi ng that K(x,t) « K.j{x,t) when n Q « n, and K(x,t) » = Kg(x,t) when n Q « Oj F(x,t) : = coljf^x.t) f^tx.tj.f^fx.t),..,,f fl (x,t)j, G(x,t) : = col|g 1 (x,t),...,6 n^( x,t),g n^+1 (x,t) t ... f g n (x t t)ji B 12 (t) [e i;) {t)] ( ,, where i-1,2,... ,n o , j=n 0 +1,n 0 +2,...,n f B 21 (t) [« ia (t) ] { n where i=n 0+ 1, n 0+ 2 n, Introduce, moreover, the following notations: I -unit matrix of degree nj r [B] -rank of the matrix Bj 8 [B] -signature of the quadratic form generated by the symmetri c matrix BJ <M 2 ft -a set in R containing the set ft;
A </ (ft) -a class of functions s t £2-»-R conti nuous on £ and satisfying the conditions 1) seC 3 (Q), 2) D+s e C( ii) j C-' (ii) -a class of functions s :
conti nuous on SI and satisfying the conditions 1) s c C 2 (fl), 2) D^B e C(ii)$ g(oo, 4) j H j _ a clasa 0 f factions r : 8»a-+8, of three variables i ndependent A,x,t, conti nuous on S*8 and satisfying the conditions 1) r £ C°° (R* £1) with respect to variable ft, 2) rcC 4 (Rxfl) with respect to variables x,t;
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We shall sow state the problem to solve. Consider the linear system of a partial differential equations of first; order represented in the matrix form by the equation
In this equation A(x"t), £(x,t), 0(x,t), F(x,t) denote given rsal functional matrices such that A,B e and C,PeC V .!l), We pose the initial condition (2) u{x,0) « p(x) for *£ X with the f v j.v*»i vector-function peC^(X), and the homogeneous boundary conditions
for t e R + , under the assumption that the compatibility conditions (fl); ptC 3 (X), it is required to find on the set Si the classioal solution of equation (1) satisfying the initial condition (2) and the boundary conditions (3).
Let us now consider the canonical form of the linear system of n partial differential equations of first order represented in the matrix form by the equation
Symmetric t-hyperbolic system 5 where K(x,t), M(x,t), G(x,t) denote given real functional matrices of class C J (Q) and the elements of the diagonal matrix K(x,t) satisfy on il the following conditions (6) sgn k^ix^t) « 1 for i » 1,2,.
sgn k i (x,t) = -1 for i = n Q +1,n & +2,...,n.
Thus, the system (5) is hyperbolic on the sat ft • We pose now the initial condition (7) v(x,0) -l{x) for x £ X with the given vector-function leC^(X), and the boundary conditions
with given functional matrices £<{2'^21 £ assuming that the compatibility conditions
If n Q « n t the conditions (8) and (9) have the form v(0,t) « O fl for t eR + and 1(0) = 0 n , respectively. On the other hand, if n Q * 0, these conditions are v{L,t) = 0 fi for teR + and 1(L) = 0 n , respectively. Problem Y (ft). Assuming that the compatibility conditions (9) are satisfied and for the elements of the diagonal matrix Kfx,t) the conditions (6) hold, and K ,M,G e C 3 (ii), leC 3 {X), S 12
,B 21 e ie re^ii^ed to find on the set ft the classical solution of equation (5) satisfying the initial condition (7) and the boundary conditions (8). 
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Moreover, by assumption A.4 and (1*5), we obtain for any (x,t)efî the condition
We have therefore for any (x,t)e & n S Q the equality a k (x,t) « *(x,t).
Henoe it follows that
A k e C 4 (iî n S Q ).
Since (x 0 «t 0 ) is an arbitrary point of the set ft and denotes an arbitrary root of the polynomial h(?",x,t), we have e C 4 (ft), i = 1,2,...,n.
Let the orders of the multiple roots A. on the set CI be a., s •i = 1,2,...,s,respectively,and ZZ ûj = n. By formula (1*3), i«1
x we obtain that the equality
holds for any (x,t)eft.
Suppose that there exist points (x^tjlîû and a root Aj such that ^(x 2 ,t 2 )a ;j (x ;3 ,t 3 ) < 0, Since the funotion is continuous on the set ft, there exists a point such that = 0, Then, in view of formula (1.6), we obtain the condition det B(x 4 ,t 4 ) » 0, which is a contradiction to assumption A*3» 9 By assumption A.3, it follows from formula (1.6) that for the considered points (x^t,,), and for the root ^ the equality ^(x 2 ,t 2 )X ;J (* 3t t 3 ) ss 0 is also impossible, lie nee, for any i e {l,2,...,s} and any (x,t)t ft we have
This completes the proof of Lemma 1. Denote by oC Q an n-dimensional real linear space with an Suclidean metric being the quadratic form whose matrix is A Q s* A(x Qf t Q ). In the metric space X Q the norm of a vector w is defined by the formula Now, we shall prove the following lemma. Lemma 2.
If the assumptions A.1 -A.3 are satisfied and if on the set ft the function A k is a multiple root, with the order n k , of the characteristic polynomial of the matrix A" 1 (x,t)B(x,t), then for any (x,t)eft we have
By assumption A.2, we have for any (x,t)e&
Let (x 0 ,t Q ) be an arbitrary point of the set fl. Consider in X 0 the linear mapping whose matrix is A* 1 (x 0 ,t 0 )B(x 0 ,t 0 ).
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By assumption A.1, this mapping is salf-conjugate) by assumption on the order of the multiple root of the characteristic polynomial of the matrix A** 1 (x,t)B(x,t), it follows that the number -^(x^tg) is a multiple root with order n k of the characteristic polynomial of this mapping. Making use of assumptions A.2 and A.3, we obtain the equality Hence, as was proved in [2] , the following condition holds
Since (x 0 ,t Q ) was bd arbitrary point of the set A , the equality
is valid for any (x,t)efi. From formulas (1.10), (1.11) we obtain the thesis of Lemma 2. Lemma 3.
Under the assumptions A.1 -A. 6 there exists a matrix
defined on the set SI and satisfying on a the following conditions: An +^(x,t) ,...,Afl(x,t)] t o o where A^(x,t), i » 1..,n 0 ,n Q +1,...,n, denote the roots of the characteristic polynomial of the matrix A~1(x,t)B(x,t)
Buch that
Symmetric t-hyperbolic system 11 sgn A t (x,t) « 1 for i » l,2,...,n Q , sgn ^(x.t) « -1 for i « & 0 +1,n 0 +2,... ,n.
Proof.
We shall determine the modal matrix W(x,t) ;
(n,n) oi oatri * A (*»t)B(x,t), By assumption A.2,the roots of the characteristic polynomial of the matrix A~1(x,t)B(x,t) are roots of the equation
where A^fxit) denotes a multiple root of order n k of the characteristic polynomial of the matrix A~1(x,t)B(x,t). This equation may to rewritten in the form k (b^fx.t) -A, k (x,t)a l1 (x,t) )w 1 + ... + k + (b 1n (x,t) -A k (x,t)a 1n (x,t)) w fl = 0 k (b 21 (x,tj -5l k (x,t)a 21 (x,t)) w 1 + ... + k
By virtue of Lemma 2, we find that the system (1.12) has a non-zero solution on the set Ci t namely the vector-function w(x,t) :» col k k k w^lx.t),w 2 (x,t),w n (x f t) J. It ad 8 ikowtki Prom Lemma 2 it also follows that among the n equations of the system (1.12) there are n^ those which linearly depend on the remaining equations.
Denote by U r the system of r^ » n -n^ aquations of (1.12) linearly independent on the set Q. Using any r^ columns of the matrix whose elements are the coefficients of the U_ k we can therefore build a square matrix non-singular on A. The k functions w. corresponding to the elements of this matrix will 1 k be considered as unknown. The other functions w.., will be assumed as constant and not all being zero on ft. For instance, if Jj n v = 1, we set w.* x,t} = 1 for any (x,t)ett. If n k > 1, we K j ¿ assume that the considered functions w^ are constant on & and equal, respectively, to the elements of a given non-singular constant matrix C := " t . L ijJln^.njj) Applying Cram«c's formulae we can determine uniquely the k functions i = 1,2,...,r k . Assumption A.5 and Lemma 1 imply the conditions k (1.13) w i eC 4 (£2), i,k m 1,2,... ,n.
In the case of n^ = 1 we obtain as solution of the system (1.12) the eigenvector of the matrix A -1 (x,t)B(x,t) corresponding to the simple root of the characteristic polynomial of this matrix. If n k > 1, we obtain as solution of the system (1.12) a set of n^ linearly independent on a eigenvectors of this matrix, corresponding to the multiple root ^ of order n^. Using for instance th«> Gram-Schmidt method [3] , we can state that these vectors are orthogonalized in the metric generated by the quadratic form of matrix A(x,t).
Proceeding this way with each equation of the form [B(x,t). -^(x,t)A(x,t)] 4 = °( n ,1)'
Symmetric t-hyperbolic system 13 whera A.(x f t), j = 1i?»...n"+1, n"+2,...,n, denote the J i? o o roots of the characteristic polynomial of the matrix A~1(x,t)B(x,t), we obtain the modal matrix W(x,t) of this matrix.
k j Let us now prove that the eigenvectors w, w of matrix A" 1 (x,t)B(x,t) corresponding to two different roots A k , 'A^ are orthogonal on Si in the metric generated by tho quadratic form of matrix A(x,tj. Let ) be an arbitrary point of the set a. By iissumption A.1, the linear mapping whose matrix is A (x 0 »* 0 )B(x ,t Q ) is a self-conjugate mapping in the metrio space c£ Q with metric generated by the quadratic form of matrix A Q . Thar, as was shown in [2], we obtain the equality (1.14) (A(x,t)w(x,t), w(x,t)) = 0 holds for any (x,t)e£. From the preceding construction of the matrix W(x,t) and from condition (1.14) it follows that the columns of this matrix form a set of vectors orthogonal in & in the metric generated by the quadratic form of matrix A(x,t). Hence it is a set of linearly independent vectors, [2] . Thus we have for any (x,t)e ft the inequality This completes the proof of Lemma 3.
By Lemma 3, the matrix W(x,t) is non-singular for any (x,t)e&. Henoe its inverse matrix W~1(x,t) exists on ft. In order to represent the matrices W(x,t), W~1(x,t) in form of
block matrices we set (1.21) Dtv +A(x,t)Dxv + N(x,t)v = P(x,t).
Tne matrices F(x,t), M(x,t),A(x,t) from (2.7) are defined on A by the following formulas (2.8) P(x,t) : = W T (x,t)P(x,t), (2.9) M(x,t) s= W T (x,t) [A(x,t)Dt W{x,t) + B(x,t)DX W(x,t) + + C(x,t) W(x,t)] , Symmetric t-hyperbolic system 21 (2.10) A(x,t) := := diag^fx.t)....,/^ (*,t),A n +1 (x,t) a n (x,t)j where the functions satisfy on Û the conditions sgn A^ix.t) » 1 for i « l,2 t ...,n Q , (2.11) sgn fl^ixjt) = -1 for i » n 0 +1,n 0 +2,...,n.
By the substitution (2.6), the initial condition (2.2) become Making use of formula (2.6) and of the boundary conditions (2.3) we get the equalities W^fO.tjv^iO.t) + w 12 {o t t)v^(o,t) = o (û (2j
for t e R + , where the matrices W^ix.t), W 12 (x,t), W 21 (x,t), W 22 (x,t) are defined by the formulas (1,19). From the above equalities and from Lemma 4 we find for x 0 • 0 (and for x Q = L) that for any t e R + the following conditions hold (2), (2.14) v (1, (0,t) « P 12 (t;v (2) (0,t), By virtue of the definition (2.13), we get the equalities
Using these equalities and Lemma 4 and taking into account the assumed compatibility conditions (2.4)« the definitions (2.15a), (2.15b) and the formula (2.6), we obtain the following equalities (2.16)
They are, at the same time, compatibility conditions for the problem (2.7), (2.12), (2.14). Applying the substitution (2.6) and making use of Lemmas 3, 4, we have reduced the problem U(fl) to the problem (2.7), (2.12), (2.1.4) without affecting the compatibility conditions (2.16).
By virtue of Lemma 1 and assumption A.8, definitions (2.8)-(2.10), (2.13), (2.15a), (2.15b) and condition (2.5), we find tnat the following conditions are satisfied (2.17)
A € C 4 (fl), N,Pe C 3 (fl), q e C 3 (X); P 12 ,? 21 * C 4 (R + ).
Prom conditions (2.11), (2.17) it follows that the problem (2.7), (2.12), (2.14) is a particular oase of V(£i), 
