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SPECTRAL AVERAGE OF CENTRAL VALUES OF AUTOMORPHIC
L-FUNCTIONS FOR HOLOMORPHIC CUSP FORMS ON SO0(m, 2) II
MASAO TSUZUKI
Abstract. Given a maximal integral lattice L of signature (m+, 2−) with an odd
m > 3, we consider the holomorphic cusp forms F of weight l on the bounded sym-
metric domain of type IV of dimension m with respect to the discriminant subgroup of
the orthogonal group O(L ) defined by L . Under a non-negativity assumption on the
central L-values, we prove an equidistribution result of Satake parameters in an ensem-
ble constructed from the central values of standard L-functions and the square of the
Whittaker-Bessel periods.
1. Introduction
The central values of automorphic L-functions are of special concern in many ways.
Some interesting features of central L-values are only revealed not by dealing with a sin-
gle L-function but rather by studying a family of L-functions as a statistical object. There
are countless works done in this direction for standard L-functions on GL2. However, for
higher degree L-functions, there still remains a huge room for similar researches to be con-
ducted. In [21], Kowalski-Saha-Tsimerman established, among other things, an asymp-
totic formula for a weighted average of the spinor L-values for Siegel cusp forms on Sp2(Z)
of growing weights with the weight factor constructed from the Bessel period of Siegel
cusp forms. They concerned themselves with the L-values at points on the convergent
range of the Euler products. Later, Blomer [3] computed not only a similar asymptotic
formula for central values of the L-series but also a second moment asymptotic formula to
apply them to the problem of non-vanishing of central spinor L-values of Siegel cusp forms
on Sp2(Z) of growing even weight. In this paper, we pursue a higher dimensional gen-
eralization of the asymptotic formula for the orthogonal groups of signature (2, m). The
special orthogonal group SO0(2, m) of real rank 2 admits the holomorphic discrete series
representations. Thus we have a class of holomorphic automorphic forms for SO0(2, m)
which may be viewed as a generalization of the Siegel modular forms of genus 2 through
the accidental isomorphism SO(2, 3) ∼= PGSp2(R). An arithmetic theory of holomor-
phic modular forms and the standard automorhic L-functions on the orthogonal group
associated with a maximal even-integral lattice of signature (2, m) has been developed by
Sugano ([37], [38]) and Murase-Sugano ([27], [28]). We consider a weighted average for
the central values of standard L-functions for holomorphic cuspidal Hecke eigenforms on
SO0(2, m), and prove an asymptotic formula for the average by a new summation formula
to be developed in this article, relying on the integral representation of L-functions due to
Andrianov ([1], [2]) and Sugano ([37]). A novelty of our formula lies in that the weighting
factor to form the average involves an arbitrary Hecke operator; this allows us to prove
an equidistribution result of Satake parameters of cusp forms with growing weights in an
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ensemble constructed from the central values of standard L-functions and the square of
the Whittaker-Bessel periods of cusp forms when the degree of the orthogonal group is
odd. This is an analogue of the equidistribution results of Satake parameters of automor-
phic representations originally proved for GL2 by Serre ([35]) and Corney-Duke-Farmer
([6]), and later generalized to higher rank groups by Sauvageot ([34]), Shin ([36]) and by
Kim-Yamauchi-Wakatsuki ([19]). As for the proofs, we heavily rely on the results of our
previous paper [40]; when they are cited, errata if any will be given on the footnotes.
Let us explain our main result precisely, introducing notation which will be used in this
paper.
1.1. Description of main result. Letm > 3 be an integer greater and Q0 ∈ GLm−2(Q)
a positive definite even-integral symmetric matrix of degree m− 2. Set
Q1 =
[
1
Q0
1
]
∈ GLm(Q), Q =
[
1
Q1
1
]
∈ GLm+2(Q).
Let G = O(Q) be the orthogonal group of Q, which is an algebraic Q-group formed by the
linear automorphisms of the quadratic form Q[X ] = tXQX on the (m + 2)-dimensional
Q-vector space V = Qm+2. The Q-bi-linear form 〈 , 〉 associated with Q is given as
〈X, Y 〉 = tXQY for X, Y ∈ V . Let V1 ∼= Qm denote the orthogonal complement of the
hyperbolic plane spanned by the isotropic vectors ε1 =
[
1
0m
0
]
, ε′1 =
[
0
0m
1
]
in V . Consider
the open set D˜ = {z = X + √−1Y |X, Y ∈ V1(R), Q[Y ] < 0 } of V1(C) = V1 ⊗ C. For
g ∈ G(R) and z ∈ D˜ , there exists a unique point g〈z〉 ∈ D˜ and a scalar J(g, z) ∈ C× such
that
g
[ −Q[z]/2
z
1
]
= J(g, z)
[
−Q[g〈z〉]/2
g〈z〉
1
]
.(1.1)
Fix a point z0 =
√
2η−0 /i ∈ D˜ with
η−0 ∈ V1(R) such that Q[η−0 ] = −1,
and let D be the connected component of D˜ containing z0. Then the mapping (g, z) 7→ g〈z〉
is a transitive action of G(R)0 ∼= SO0(m, 2) on D by holomorphic automorphisms. We
fix a G(R)0-invariant Ka¨hler structure on D by demanding that the associated 2-form is
2−1
√−1 ∂∂¯ Q[Im(z)]. Let G(R)+ ⊂ G(R) be the subgroup of index 2 formed by all those
elements of G(R) which maps D onto itself. Set G(Q)+ = G(Q)∩G(R)+. We suppose that
L = Zm+2 is a maximal integral lattice in the quadratic space (V,Q), i.e., 2−1Q[L ] ⊂ Z
and if a Z-lattice M ⊂ V satisfies L ⊂ M and 2−1Q[M ] ⊂ Z then M = L . Let G(Af )
be the group of finite adeles of G, and Kf the subgroup of all those elements of G(Af )
which leave the lattice L stable. Let K∗
f
be the kernel of the natural homomorphism
Kf → Aut(L ∗/L ), where L ∗ is the dual lattice of L in V ; Kf is a maximal compact
subgroup of G(Af ), which is open as well, and K
∗
f
is a subgroup of finite index in Kf
whose properties are fully investigated by Murase-Sugano [28]. Given l ∈ N∗, we say that
a function F : D × G(Af ) → C is a holomorphic cuspform of weight l if it is bounded,
the function z 7→ F(z, gf) on D is holomorphic for any gf ∈ G(Af ), and it possesses the
automorphy
F(γ〈z〉, γgfk) = J(γ, z)l F(z, gf), γ ∈ G(Q)+, (z, gf) ∈ D × G(Af ), k ∈ K∗f .
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The C-vector space of all such functions F, denoted by Sl(K
∗
f
), becomes a finite dimen-
sional Hilbert space when endowed with the inner-product
(F|F1)G =
∫
G(Q)+\(D×G(Af ))
F(z, gf)F1(z, gf) dµD(z) dgf ,
where dµD is the G(R)
0-invariant measure on D associated with the Ka¨hler volume form
and dgf is the Haar measure on G(Af) such that vol(K
∗
f
) = 1. Let H (G(Af ) / K
∗
f
) be
the Hecke algebra for the pair (G(Af ),K
∗
f
), i.e., the convolution algebra of all the finite
C-linear combinations of the characteristic functions of double K∗
f
-cosets in G(Af ). In
this general setting where L is not necessarily self-dual, Murase-Sugano [28] proved a
version of the Satake isomorphism which describes a fine structure of the Hecke algebra
H (G(Af )/ K
∗
f
) as well as its center H +(G(Af)/ K
∗
f
). Moreover, for any prime number p
they gave a definition of the standard local L-factor L(λp, s) associated with a character λp
of H +(G(Qp) / K
∗
p) which reduces to the common one by Langlands when L is self-dual
over Zp ([28, §1.4]). We let the algebra H +(G(Af ) / K∗f ) act on the space Sl(K∗f ) by the
convolution product on G(Af ). Since these Hecke operators turn out to form a commuting
family of normal operators, we can fix an orthonormal basis B+l of Sl(K
∗
f
) consisting of
joint eigenfucntions of Hecke operators from H +(G(Af) / K
∗
f
). For F ∈ B+l , let Lf (F, s)
be the standard L-function of F, which is defined to be an analytic continuation of the
Euler product
∏
p∈f L(λF,p, s) for Re(s) large with λF,p : H
+(G(Qp) / Kp) → C being
the eigencharacter of F at p. From the functional equation of Lf (F, s) and the knowledge
of the location of possible poles of Lf (F, s) ([30]), we see that Lf (F, s) is regular at the
point s = 1/2 so that we can speak of the central value Lf (F, 1/2) for any F ∈ B+l , an
investigation of whose statistical behavior as l →∞ is one of our objectives in this article.
The orthogonal group G1 = O(Q1) of Q1 is viewed as a Q-subgroup of G consisting
of all the elements which leave the vectors ε1 and ε
′
1 invariant. Set L1 = L ∩ V1 and
L ∗1 = {η ∈ V1| 〈L1, η〉 ⊂ Z} the dual lattice of L1 in V1. We fix a vector ξ ∈ V1 with the
following properties:
(i) Q[ξ] < 0 and 〈ξ, η−0 〉 < 0.
(ii) ξ is primitive in L ∗1 .
(iii) ξ is reduced, i.e., L ξ1 = L1 ∩ V ξ1 is a maximal integral lattice in the quadratic
space (V ξ1 , Q|V ξ1 ), where V ξ1 = {X ∈ V1| 〈X, ξ〉 = 0}.
Let d(L ) (resp. d(L ξ1 )) be the absolute value of the Gram determinant of a Z-basis of
L (resp. L ξ1 ). Let G
ξ
1 denote the orthogonal group of the quadratic space (V
ξ
1 , Q|V ξ1 ),
identified with the stabilizer of the vector ξ in G1. Since V
ξ
1 (R) is a positive definite
subspace, the real points Gξ1(R) is compact. Let K
ξ
1,f be the group of all those elements
of Gξ1(Af ) which leave the lattice L
ξ
1 stable and K
ξ∗
1,f the kernel of the homomorphism
K
ξ
1,f → Aut(L ξ∗1 /L ξ1 ). Then the space Gξ1(Q)\Gξ1(A)/Gξ1(R)Kξ∗1,f is a finite set. Let V(ξ)
denote the space of all the functions f : Gξ1(A)→ C such that
f(δhu∞) = f(h), (δ, h, u∞) ∈ Gξ1(Q)× Gξ1(A)× Gξ1(R).
The space V(ξ) endowed with the action of Gξ1(Af ) by the right-translation becomes a
smooth representation of Gξ1(Af ). Let V(ξ;Kξ∗1,f) be the Kξ∗1,f -fixed vectors of V(ξ). Let
3
{uj}hj=1 be a complete set of representatives of Gξ1(Q)\Gξ1(Af )/K∗1,f and set
eξj = #(G
ξ
1(Q) ∩ ujKξ∗1,fu−1j ) (1 6 j 6 h).
Then V(ξ;Kξ∗1,f) is a finite dimensional Hilbert space with the inner-product
(f |f1)Gξ1 =
h∑
j=1
f(uj) f¯1(uj)/e
ξ
j , f, f1 ∈ V(ξ;Kξ∗1,f).(1.2)
Let U ⊂ V(ξ) be an irreducible Gξ1(Af)-submodule of V(ξ) such that U(Kξ∗1,f) := U ∩
V(ξ;Kξ∗1,f) is non-zero. Then the Hecke algebra H +(Gξ1(Qp) / Kξ∗1,p) at a prime number
p acts on U(Kξ∗1,f) by a character CUp : H +(Gξ1(Af) / Kξ∗1,f ) → C. The basic properties
of the standard L-function Lf (U , s) :=
∏
p∈f L(C
U
p , s) of U (including the definition of
the Euler factor L(CUp , s) at all p) has been established in [27], [28]; among other things,
it is shown that Lf (U , s) has a possible simple pole at s = 1 when m is odd but is
holomorphic at s = 1 when m is even. In §2.9.2, we define a certain involutive operator
τ ξ
f
on V(ξ;Kξ∗1,f) which makes U(Kξ∗1,f) stable. Fix an orthonormal basis B(U ;Kξ∗1,f ) of
U(Kξ∗1,f ) consisting of eignevectors of τ ξf . Set B(U ;Kξ∗1,f)ε = {f ∈ B(U ;Kξ∗1,f)|τf (f) = ε f }
and dε(U) := dimB(U ;Kξ∗1,f )ε for ε ∈ {+.−}. Define
χ(U) := d
+(U)− d−(U)
d+(U) + d−(U) .
Then we have χ(U) ∈ {−1, 0, 1} or equivalently either d+(U) = 0, d−(U) = 0 or d+(U) =
d−(U), from Lemma 2.6. For F ∈ Sl(K∗f ) with the Fourier expansion
F(z, gf) =
∑
η∈(L1⊗Q)∩
√−1D
aF(gf ; η) exp(2π
√−1〈z, η〉), (z, gf) ∈ D × G(Af )
(see [40, §3.2]) and f ∈ B(U ;Kξ∗1,f ), we form the average of the Fourier coefficients
aF(gf ; ξ),
afF(ξ) =
h∑
j=1
f(uj) aF(uj; ξ)/e
ξ
j .
When m = 3, F corresponds to a Siegel cusp form on Sp2(Z) and a
f
F(ξ) coincides with
the average of the Fourier coefficients of the Siegel cusp form over an ideal class group of
an elliptic torus, or what amounts to the same, the global Bessel function ([32], [4]). The
refined Gan-Gross-Prasad conjecture posed by Ichino-Ikeda ([17]) in the co-dimension 1
case was extended by Liu ([24]) in higher codimensional case; the conjecture predicts the
quantity |afF(ξ)|2, the norm-square of the Bessel period on SO(m+2)×SO(m−1), should
be related to the central value of the convolution L-function of F and f . An important case
of the conjecture on the special Bessel period on SO(m+2)×SO(2) for an oddm has been
proved by Furusawa-Morimoto [9] recently. For the Siegel modular case, Liu’s conjecture
is further refined by [7]. The quantity afF(ξ) also plays a role in the integral representation
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of the L-function ([37]). We call afF(ξ) the (ξ, f) Whittaker-Bessel coefficient of F. For
our purpose, it is enlightening to introduce the rescaled Whittaker-Bessel coefficient by
a
f
F(ξ) = (4π
√
2|Q[ξ]|)ρ−l+1/2 Γ (2l − ρ)1/2 afF(ξ)(1.3)
for f ∈ B(U ;Kξ∗1,f), where ρ = (m− 1)/2.
Let S be a finite set of prime numbers such that
p ∈ S is prime to #(L ∗/L ), and Q[ξ] ∈ Z×p for all p ∈ S,(1.4)
so that Lp = L ⊗ Zp (resp . L ξ1,p = L ξ1 ⊗ Zp) is a self-dual Zp-lattice in V (Qp) (resp.
V ξ1 (Qp)) and Kp = K
∗
p (resp. K
ξ
1,p = K
ξ∗
1,p) for all p ∈ S. Let us fix p ∈ S for a while.
Then both G and Gξ1 are quasi-split over Qp. Let
Xp = (C/2π
√−1(log p)−1Z)ℓp , X0p = (
√−1R/2π√−1(log p)−1Z)ℓp ,
where ℓp is the Witt index of V (Qp), and π
G
p (ν) (ν ∈ Xp) the Kp-spherical series of G(Qp).
Then the spherical Fourier transform of φp ∈ H (G(Qp) / Kp) at ν ∈ Xp is defined to be
the eigenvalue φˆp(ν) of the operator
∫
G(Qp)
φp(g) π
G
p (ν)(g) dg on the Kp-fixed vectors in
πGp (ν), where dg is the Haar measure on G(Qp) such that vol(Kp) = 1. Let X
0+
p denote
the set of ν ∈ Xp such that πGp (ν) is unitarizable. Then X0p ⊂ X0+p . A similar construction
is applied to H := Gξ1 to yield the K
ξ
1,p-spherical representation π
H
p (z) (z ∈ Xp(ξ)) of
H(Qp) and the Fourier transform ϕˆ(z) of ϕ ∈ H (Gξ1(Qp) / Kξ1,p) at z ∈ Xp(ξ), where
Xp(ξ) = (C/2π
√−1(log p)−1Z)ℓp(ξ) with ℓp(ξ) the Witt index of V ξ1 (Qp). Let WGQp be the
restricted Weyl group of G. Let dµPlp be the spherical Plancherel measure on X
0
p/W
G
Qp
corresponding to dg ([25]). For our purpose, the explicit formula (5.17) of µPlp is not that
important, whereas its non-negativity is crucial. For z ∈ X0p(ξ), define a Radon measure
Λ
ξ,(z)
p on X0+p supported on the tempered locus X
0
p by setting
Λξ,(z)p (α) =
∆G0,p ζp(1)
ǫ−1
L(1, πH0p (z); Ad)L(1, π
H0
p (z); Std)
(1.5)
×
∫
X0p/W
G
Qp
α(ν)
L
(
1
2
, πH
0
p (z)⊠ π
G0
p (ν)
)
L
(
1
2
, πG
0
p (ν); Std
)
L(1, πG0p (ν); Ad)
dµPlp (ν)
for any α ∈ C(X0+p /WGQp). (Here G0 and H0 denote the identity component of G and H,
respectively and the local L-factors are defined for spherical representations πG
0
p (ν) and
πH
0
p (z) of special orthogonal groups G
0(Qp) and H
0(Qp). For other unexplained notation,
we refer to § 5.1. From z ∈ X0p(ξ), the measure Λξ,(z)p is easily seen to be non-negative.)
The product group WGS =
∏
p∈S W
G
Qp
acts on XS =
∏
p∈S Xp and its compact subsets
X0S =
∏
p∈S X
0
p and X
0+
S =
∏
p∈S X
0+
S ; the orbit spaces X
0
S/W
G
S and X
0+
S /W
G
S are referred
to as the unramified tempered dual and the unramified unitary dual of G(QS), respectively.
The spectral parameter of F at p is defined to be the point νp = νp(F) ∈ X0+p /WGQp such
that F ∗ φp = φˆp(νp) F for all φp ∈ H (G(Qp) / Kp). Similarly, we have the spectral
parameter zp = z
U
p ∈ X0+p (ξ) of U at p ∈ S determined by the relation CUp (ϕp) = ϕˆp(zp)
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for all ϕp ∈ H (Gξ1(Qp) / Kξ1,p). Set νS(F ) = {νp}p∈S ∈ X0+S /WGS and zS = {zp}p∈S. We
say that U is tempered over S if zS belongs to X0S(ξ). Depending on l, we define a linear
functional µξ,Ul on the space of continuous functions on X
0+
S /W
G
S as
µξ,Ul (α) =
Γ(l)
4lm dim(U(Kξ∗
f
))
∑
F∈B+l
∑
f∈B(U ;Kξ∗1,f )(−1)l
α(νS(F ))Lf(F, 1/2) |afF (ξ)|2, α ∈ C(X0+S /WGS ),
(1.6)
where
Γ(l) =
lm Γ(l − ρ− 1/2) Γ(l − 2ρ)
Γ(l − ρ/2) Γ(l− ρ/2 + 1/2) .
It is confirmed that Γ(l) = 1+O(l−1) by Stirling’s formula. When U is tempered over S,
the product measure of Λ
ξ,(zp)
p (p ∈ S) is denoted by Λξ,(zS), i.e., Λξ,(zS) =⊗p∈S Λξ,(zp)p .
Theorem 1.1. Suppose that U is tempered over S if S 6= ∅ and that Lf (U , s) is regular
at s = 1. Let l ∈ N. For any φ = ⊗p<∞φp ∈ H +(G(Af) / K∗f ) with φp = chKp for almost
all p, there exists a constant Cφ > 1 such that
µξ,Ul (φ̂S) = cL (ξ, f) {1 + (−1)lχ(U)}Λξ,(zS)(φ̂S) +O(C−lφ ), (l → +∞),(1.7)
where φ̂S(ν) =
∏
p∈S φˆp(νp) for ν ∈ X0+S ,
bL (ξ) = 2 δ(2ξ ∈ L1) (2−1d(L ))−1/2
(
π
4
)−ρ
,
cL (ξ,U) = bL (ξ)
{
Lf (U , 1), (m: odd),
L′
f
(U , 1)− dL (ξ)Lf (U , 1), (m: even),
dL (ξ) =
−1
2
log(2−1d(L ξ1 )) +
(
m
2
− 1) log(2π)− m/2−1∑
j=1
Γ′
Γ
(
m+1
2
− j) .
In the case when Lf (U , s) has a simple pole at s = 1, which happens only when m is
odd, we have the following.
Theorem 1.2. Suppose that U is tempered over S if S 6= ∅ and that Lf (U , s) has a simple
pole at s = 1. Let ǫ ∈ {+,−} be such that dε(U) > 0, and set N(ǫ) = {l ∈ N| ǫ(−1)l = 1}.
Then for any φ = ⊗p<∞φp ∈ H +(G(Af ) / K∗f ) with φp = chKp for almost all p,
lim
l→∞
l∈N(ǫ)
(log l)−1 µξ,Ul (φ̂S) = bL (ξ) {1 + (−1)ǫχ(U)}Ress=1Lf (U , s)×Λξ,(zS)(φ̂S).
Applying this to S = ∅, we immediately obtain
Corollary 1.3. Suppose that m is odd and ξ ∈ L1. Suppose Lf (U , s) has a simple
pole at s = 1. Let ǫ ∈ {0, 1} be such that dε(U) > 0. Then, there exists L ∈ N(ǫ)
with the following property: For any integer l > L in N(ǫ) there exist F ∈ Sl(K∗f ) and
f ∈ B(U ;Kξ∗1,f )(−1)
l
such that Lf (F, 1/2) 6= 0 and afF(ξ) 6= 0.
Since dimC Sl(K
∗
f
) = ♯Bl ≍ lm by the Hirzebruch-Mumford proportionality theorem
([31], [14]), Theorem 1.1 provides a weak evidence toward a variant of the Lindelo¨f con-
jecture Lf (F, 1/2) |afF(ξ)|2 = O(lǫ) (l → ∞) for any ǫ , showing its validity in average.
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We also remark that when m is odd the point s = 1/2 is critical in the sense that both
ΓL (s) and ΓL (1 − s) are regular at s = 1/2. Let B+l (♮) denote the set of F ∈ B+l
such that πF is tempered, i.e., the local representations πF,v is tempered for all places,
where πF ∼=
⊗
v πF,v is the cuspidal representation of G(A) generated by F , and set
B+l (♭) = B
+
l −B+l (♮). 1 There seems to be a good reason to expect that the following
assertions are true ([8], [9], [33], [22], [21], [41]):
|afF (ξ)|2Lf (F, 1/2) > 0 for all F ∈ B+l (♮) and f ∈ B(U ;Kξ∗1,f ).(1.8)
lim
l→∞
Γ(m)
4lm
∑
f∈B(U ;Kξ∗1,f )
∑
F∈B+l (♭)
|Lf (F, 1/2)| |afF (ξ)|2 = 0.(1.9)
Conditionally upon these, we have the following.
Theorem 1.4. Suppose that m is odd and ξ ∈ L1. Let U be an irreducible Gξ1(Af )-
submodule of V(ξ) with Kξ∗1,f -fixed vectors. Suppose that U is tempered over S and that
(1.8) and (1.9) are shown to be true. Let ǫ ∈ {+,−} be such that dε(U) > 0. If Lf (U , s)
is regular (resp. has a simple pole) at s = 1, then as l ∈ N(ǫ) grows to infinity, the
measure µξ,Ul (resp. µ
ξ,U
l (log l)
−1) on X0+S /W
G
S converges ∗-weakly to the measure {1 +
ǫ χ(U)}bL (ξ)L(U)Λξ,(zS), where L(U) := Lf (U , 1) (resp. L(U) := Ress=1Lf (U , s)).
Corollary 1.5. Retain all the assumptions of Theorem 1.4. Suppose Lf (U , 1) 6= 0. Then
given a non-empty WGS -stable open subset N of X0S, we can find L ∈ N with the following
property: For any l ∈ N(ǫ) with l > L, there exists F ∈ B+l and f ∈ B(U ;Kξ∗1,f )ǫ 6= 0
such that Lf (F, 1/2) 6= 0, afF(ξ) 6= 0, and νS(F) ∈ N . If S = ∅, then we have the same
conclusion without assuming the temperedness of U over S as well as (1.8) and (1.9).
The following example is worth recording here. Suppose m is odd and let U0 be the
space of constant functions on Gξ1(Af). From [38, (5.33)], the L-function Lf (U0, s) is a
product of Riemann zeta functions ζ(s + j − (m − 1)/2) (1 6 j 6 m − 2), the Dirichlet
L-function L(s, χ) with χ being the Kronecker character of a certain quadratic extension
of Q, and a finite Euler product non-zero at s = 1. From this, we have that Lf (U0, s) is a
zero at s = 1 if and only if m > 13, that Lf (U0, s) is regular and non-zero at s = 1 if and
only if m = 9, 11, and that Lf (U0, s) has a simple pole at s = 1 if and only if m = 3, 5, 7.
1.2. Structure of paper. We explain the structure of this paper, giving an overview of
our method to prove the main theorem. Our method is completely free from a higher
rank analogue of the Petersson formula of Fourier coefficients (cf. [21] and [3]); this
means that a similar technique might carry over to the case of non-quasi split unitary
groups. We start with the Poincare´ series Fˆf,ξl (φ|β; g) which is a slight modification
of a similar function constructed in our previous paper [40], where β is an auxiliary
entire function for smoothing. In § 4.5, by means of the Rankin-Selberg integral, the
(ξ, f¯) Whittaker-Bessel coefficient of Fˆf,ξl (φ|β) ∈ Sl(K∗f ) is explicitly computed in the
form
∫
(c)
β(s)Il(φ|s)ds with Il(φ|s) being an average of φ̂S(νS(F))af¯F(ξ)|L(F, s+1/2) over
F ∈ B+l (Proposition 4.12 and Lemma 4.13); to obtain this, we can largely follow the
1Is seen that piF is irreducible as a G(Af ) × (g,K∞)-module. (cf. Proposition 13.1 and [16, Theorem
3.1].
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arguments in [40]. Our substantial task in this article is to compute a
Fˆ
f,ξ
l (φ|β) differently
by separating the summation (4.8) to sub-series according to the (Pξ,P)-double coset of
γ ∈ G(Q). After recalling basic notation in §2, in §3, we study the structure of the
double coset space Pξ(Q)\G(Q)/P(Q) and show that it consists of 4 elements, which are
represented by particular rational points 1, w0, w1 and n(ξ)w0 in G(Q). Thus, as we shall
see in § 5, af¯
Fˆ
f,ξ
l (φ|β)
(ξ) is written as a sum of four terms Jˆl(u, φ|β) labeled by those coset
representatives u ∈ {1,w0,w1, n(ξ)w0}. The term Jˆ1(w0, φ|β) is further divided to a sum of
two terms Jˆsingl (w0, φ|β) and Jˆregl (w0, φ|β), referred to as the singular term and the regular
term, respectively. Let Jˆl(β) be one of these 5 terms viewed as a linear functional in β.
Spending 5 sections from §6 to §10, we show that there exists an entire function Jl(s) on
the vertical strip Re(s) ∈ (ρ, l− 3ρ− 1) such that Jˆl(β) =
∫
(c)
β(s)Jl(s) ds for sufficiently
many β, and hence obtain a “trace-formula” which equates Il(φ|s) with a sum of those 5
entire functions Jl(1, φ|s), Jsingl (w0, φ|s), Jregl (w0, φ|s) and Jl(w1, φ|s), and Jl(n(ξ)w0, φ|s)
on the vertical strip Re(s) ∈ (ρ, l − 3ρ − 1). Actually, in § 6 and § 7, we determine an
explicit formula of Jl(1, φ|s) and Jsingl (w0, φ|s), which shows their entireness on C together
with the relation Jl(1, φ|s) = Jsingl (w0, φ| − s). Here Liu’s formula of the regularized
Bessel period for spherical matrix coefficients ([24]) is of crucial importance; at this point,
the temperedness of f over S is necessary. Although the remaining 3 terms are much
more complicated to be exactly evaluated, an intensive analysis of Archimedes integrals
involving Bessel functions made in §8, §9 and §10 allows us to have their majorant C−l
which is exponential decay as the growing weight l; the necessary formulas for special
functions are collected in Appendix §11 for convenience. Prior to these highly technical
sections, we complete the proof of Theorems 1.1 and 1.4 and Corollary 1.5 in § 5 arguing
like this. By the trace formula mentioned above, the sum of three terms Rl(φ|s) =
− Γ(l−ρ)
(
√
8|Q[ξ]|π)l−ρ{J
reg
l (w0, φ|s)+Jl(w1, φ|s)+Jl(n(ξ)w0, φ|s)} has a holomorphic continuation
to C satisfying the functional equation Rl(φ|s) = Rl(φ| − s), which extends the bound
Rl(φ|s) ≪ C−l on Re(s) ∈ [q, q′] inside the strip Re(s) ∈ (ρ, l − 3ρ − 1) to the opposite
side Re(s) ∈ [−q′,−q]. Then by Phragmen-Lindelo¨f convexity theorem the same bound
can be interpolated to the estimation on the strip |Re(s)| 6 q′ (Theorem 5.5). We obtain
Theorem 1.1 by looking the trace formula identity and the estimate |Rl(φ|s)| ≪ C−l at
s = 0. In Appendix 2, we first collect basic materials from [28] and include a detailed
exposition on the representations generated by Hecke eigenvectors. In Appendix 3, we
establish a bound of the Eisenstein series on rank one orthogonal groups, which was used
in the proof of Lemma 4.13. Once Theorem 1.1 is established, then Corollary 1.4 is shown
by a familiar argument of approximation under the assumptions (1.8) and (1.9).
To prove Theorem 1.4 unconditionally, it might be better to obtain a weight aspect
asymptotic for the second moment of the central values Lf (F, 1/2) with F ∈ Bl. For
m = 3, such a bound for the average without Hecke operators is deducible from the result
of [3]. We hope to return to this issue in a future work.
Finally, we record notation and conventions in this article. Set N∗ = {n ∈ Z|n > 0}
and N = N∗ ∪ {0}. Let us denote by f the set of all prime numbers. Let A and Af
denote the adele ring of Q and the subring of finite adeles, respectively. Let ψ denote
a character of A such that ψ(a) = 1 for all a ∈ Q and ψ(x) = e2πix for all x ∈ R.
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For an idele x = x∞xf ∈ A×, we set |xf |f =
∏
p∈f |xp|p and |x|A = |xf |f |x∞|∞. Set
ΓC(s) = (2π)
−sΓ(s), with Γ(s) the gamma function. Note that our definition of ΓC(s) is
different from the usual one by the factor 2.
2. Preliminary
2.1. Quadratic lattices. Let ε0 =
[
0
1
0m−2
0
0
]
, ε′0 =
[
0
0
0m−2
1
0
]
and V0 =< ε1, ε0, ε
′
0, ε
′
1 >
⊥
Q.
Then the quadratic space V is an orthogonal direct sum of Q-anisotropic space V0 and two
hyperbolic planes < ε1, ε
′
1 >Q, < ε0, ε
′
0 >Q. Set L
ξ = L ∩ξ⊥ and L ξ1 = ξ⊥∩L1. For any
commutative ring R and any Z-module M , set MR = M ⊗ZR. If R is a commutative Q-
algebra, we set V (R) = LR; similarly, we define V1(R), V0(R), V
ξ(R) and V ξ1 (R) viewing
them as Q-vector spaces with quadratic forms.
Let ξ ∈ V1 be as in § 1.1. Recall that we have already imposed conditions (i), (ii) and
(iii) on ξ; in addition to these, we further suppose
(iv) 〈ε0, ξ〉 = 12.
The condition (ii) and (iv) imply that ξ is of the form
ξ = a ε0 + a+ ε
′
0, a ∈ Z, a ∈ L ∗1 .(2.1)
The Zˆ-modules LZˆ, L1,Zˆ and L
ξ
1,Zˆ
are abbreviated to Lf , L1,f and L
ξ
1,f , respectively.
Let d(L ) denote the absolute value of the Gram determinant of L . i.e., d(L ) =
| det(〈vi, vj〉)| with {vj} any Z-basis of L . Then d(L ) = #(L ∗/L ). For any prime
number p, we set dp(L ) = #(L
∗
p /Lp); then dp(L ) = 1 for almost all p and d(L ) =∏
p<∞ dp(L ). Similarly, we define d(L
ξ
1 ), d(L1), dp(L
ξ
1 ) and dp(L1).
Lemma 2.1.
d(L1) = |Q[ξ]|−1 d(L ξ1 ).
Proof. Let N be the smallest positive integer such that Nξ ∈ L1. From ξ ∈ L ∗1 , we have
N Q[ξ] = 〈Nξ, ξ〉 ∈ Z. Set M = ZNξ + L ξ1 , which is a sublattice of L1 of full rank. By
the integrality, we have the sequence of inclusions M ⊂ L1 ⊂ L ∗1 ⊂ M ∗, which yields
[M ∗ : M ] = [M ∗ : L ∗1 ][L
∗
1 : L1][L1 : M ]. Since the Pontrjagin dual of the finite abelian
group L1/M is isomorphic to M
∗/L ∗1 , we have [M
∗ : L ∗1 ] = [L1 : M ]. Since M
∗ =
ZQ[ξ]−1N−1 ξ +L ξ∗1 , we have [M
∗ : M ] = |Q[ξ]|N2 [L ξ∗1 : L ξ1 ]. Since M = ZNξ +L ξ1 ,
L1 = Zε0+L
ξ
1 and 〈ε0, ξ〉 = 1, we easily see [L1 : M ] = |〈Nξ, ξ〉| = N |Q[ξ]|. Therefore,
|Q[ξ]|N2[L ξ∗1 : L ξ1 ] = (N |Q[ξ]|)2 × [L ∗1 : L1],
or equivalently [L ξ∗1 : L
ξ
1 ] = |Q[ξ]| [L ∗1 : L1] as required. 
2This is not really a restriction on ξ; indeed, given ξ primitive in L1, we can find an isotropic primitive
vector ε0 ∈ L1 such that 〈ε0, ξ〉 = 1
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2.2. Algebraic groups. Let G0, G1 and G be orthogonal groups of (L0, Q0), (L1, Q1)
and (L , Q), respectively. Let Gξ and Gξ1 be the orthogonal groups of (L
ξ, Q|L ξ) and
(L ξ1 , Q1|L ξ1 ), respectively. Let P be the stabilizer of the isotropic line Qε1 in G. For
any Q-algebra R, the set P(R) consists of all the elements m(r; h)m(X) with r ∈ R×,
h ∈ G1(R) and X ∈ V1(R), where m(r; h) ∈ G(R) and n(X) ∈ G(R) are defined as
m(r; h) = diag(r, h, r−1), n(X) =
[
1 −tXQ1 −2−1Q1[X]
0 1m X
0 0 1
]
.
We have the Levi decomposition P = MN, where M(R) = {m(r; h)| r ∈ R×, h ∈ G1(R) }
and N(R) = {n(X)|X ∈ V1(R) } for any R as above. Set Pξ = Gξ ∩ P, Mξ = Gξ ∩M, and
N
ξ = Gξ ∩N. Then Pξ is a Q-parabolic subgroup of Gξ with the Levi decomposition Pξ =
M
ξ
N
ξ; we have Mξ(R) = {m(t; h0)|t ∈ R×, h0 ∈ Gξ1(R)} and Nξ(R) = {n(Z)|Z ∈ V ξ1 (R)}.
2.3. Root systems and Weyl groups. Let k be a field of characteristic different from
2. We fix a k-basis of V0,k and suppose Q0 =
[
0 0 Jℓ
0 R 0
Jℓ 0 0
]
with Jℓ being an anti-diagonal
matrix of degree ℓ whose non-zero entries are all 1 and R a regular symmetric matrix
of degree n0 > 0 which is k-anisotropic. We have m − 2 = n0 + 2ℓ. Let T = {t =
diag(t1, . . . , tℓ+2, 1n0, t
−1
ℓ+2, . . . , t
−1
1 )| tj ∈ GL1 (1 6 j 6 ℓ + 2)} be the maximal k-split
torus of G over k, where 1n0 does not occur when n0 = 0. Let ηj ∈ X∗(T) (1 6 j 6 ℓ+2)
be the Z-basis of the k-rational character group of T such that ηj(t) = tj (t ∈ Tk). Then
the root systems of (T,Gk) and (T,Mk) are respectively given as
Σ(T,Gk) = {±(ηi ± ηj)|1 6 i < j 6 ℓ + 2} ∪ Σshort,
Σ(T,Mk) = {±(ηi ± ηj)|2 6 i < j 6 ℓ + 2} ∪ (Σshort ∩ {±ηj | 2 6 j 6 ℓ+ 2}),
where Σshort = {±ηj | 1 6 j 6 ℓ + 2} if n0 > 0 and Σshort = ∅ if n0 = 0. Let B
be the Borel subgroup of upper-triangular matrices in Gk = G ×Z k, and Σ+(T,Gk) the
corresponding set of positive roots. Let ρBk be the half-sum of elements of Σ
+(T,Gk); then
a computation yields ρBk =
∑ℓ+2
j=1(
m+2
2
− j)ηj. Let WGk (resp. WMk ) is the Weyl group of
the restricted root system of G (resp. M) over k. We identify WGk with the semi-direct
product Sℓ+2 ⋉ (Z/2Z)
ℓ+2, i.e.,
(σ, v) · (σ′, v′) = (σσ′, vσ′ + v′), (v, v′ ∈ (Z/2Z)ℓ+2, σ, σ′ ∈ Sℓ+2,
where (vσ
′
)i = vσ′(i) for v = (vi)
ℓ+2
i=1 . An element w = (σ, v) acts on X
∗(T) as
wηj = (−1)vjησ(j), 1 6 j 6 ℓ+ 2.
The Weyl group WMk is identified with the subgroup {w ∈ WGk |w η1 = η1}. We have the
Bruhat decomposition G(k) =
⋃
w∈WMk \WGk /WMk P(k)wP(k).
Lemma 2.2. The double coset space WMk \WGk /WMk is represented by the following three
elements:
w+1 = (e, (0, 0, . . . , 0)), w
−
1 = (e, (1, 0, . . . , 0)), w
+
2 = ((12), (0, 0, . . . , 0)),
where e is the identity of Sℓ+2 and (12) ∈ Sℓ+2 denotes the permutation of 1, 2.
10
Proof. The space WMk \WGk /WMk has a complete set of representatives given by elements
w ∈ WGk such that wα > 0 and w−1α > 0 for all α ∈ Σ+(T,Mk). An element w = (σ, v) ∈
Wk with w(Σ
+(T,Mk)) ⊂ Σ+(T,Mk) is one of the following form:
w+a := (σa, (0, 0, . . . , 0)), w
−
a := (σa, (1, 0, . . . , 0)) (1 6 a 6 ℓ+ 2)(2.2)
where σa ∈ Sℓ+2 is the unique element such that σa(j) < σa(j + 1) for all j ∈ [2, ℓ + 2]
and σa(1) = a, or explicitly σ1 = e and
σa =
(
1 2 · · · a− 1 a a+ 1 · · · ℓ+ 2
a 1 · · · a− 2 a− 1 a+ 1 · · · ℓ+ 2
)
(a > 1)
Hence (w−a )
−1 = (σ−1a , (0, 1, 0, . . . , 0)) and (w
−
a )
−1η2 = −ησ−1a (2) < 0 if a > 1, and (w+a )−1 =
(σ−1a , (0, . . . , 0)) and (w
+
a )
−1(ηa−1 − ηa) = ηa − η1 < 0 if a > 2. Thus among the elements
(2.2), only the three elements w+1 , w
+
2 and w
−
1 satisfy the condition w
−1(Σ+(T,Mk)) ⊂
Σ+(T,Mk). 
Define w0, w1 ∈ G(Q) by
w0 ε1 = −ε′1, w0 ε′1 = −ε1, w0|V1(Q) = id,
w1 ε1 = ε0, w1ε0 = ε1, w1ε
′
1 = ε
′
0, w1ε
′
0 = ε
′
1, w1|V0(Q) = id.
Then for any k of characteristic 0, the Weyl group elements 1, w0 and w1 corresponds to
w+1 , w
−
1 and w
+
2 , respectively. Thus
G(k) = P(k)
⊔
P(k)w1P(k)
⊔
P(k)w0P(k).(2.3)
2.4. Open compact subgroups. For any p ∈ f , set K1,p = G1(Zp) and Kp = G(Zp);
then these are maximal compact subgroups of Qp-points G1(Qp) and G(Qp), respectively.
Set
Kf =
∏
p∈f
Kp, K1,f =
∏
p∈f
K1,p.
The discriminant subgroups of Kp and K1,p are denoted by K
∗
p and K
∗
1,p, respectively
([40, 2.1]). Let K∗
f
(resp. K∗1,f ) be the direct product of K
∗
p (resp. K
∗
1,p) over all p ∈ f .
Let Kξ1,p be the stabilizer of L
ξ
1,p in G
ξ
1(Qp) and K
ξ∗
1,p the discriminant subgroup of K
ξ
1,p.
The direct product of Kξ1,p (resp. K
ξ∗
1,p) over all p ∈ f is denoted by Kξ∗1,f (resp. Kξ∗1,f ).
For a prime number p, the quotient group Kp/K
∗
p is denoted by Ep. From [28, Propo-
sition 1.1], the finite group Ep is isomorphic to {1}, Z/2Z, or the dihedral group D2(p+1)
of order 2(p+ 1). Since Ep is trivial if Lp = L
∗
p , the direct products Ef :=
∏
p∈f Ep is a
finite group isomorphic to the quotient Kf/K
∗
f
. Similarly, we set Ep(ξ) := K
ξ
1,p/K
ξ∗
1,p for
p ∈ f and define Ef (ξ) =
∏
p∈f Ep(ξ) ∼= Kξ1,f/Kξ∗f .
2.5. Real Lie groups. Let G1 ∼= SO0(m − 1, 1) and G ∼= SO0(m, 2) be the identity
connected components of the real points G1(R) and G(R), respectively. Recall the defi-
nition of D and z0 from § 1.1. The mapping g 7→ g〈z0〉 yields an isomorphism from the
homogeneous space G/K∞ onto the domain D , where K∞ is the stabilizer of the base
point z0. Note that K∞ ∼= SO(m)× SO(2) is a maximal compact subgroup of G. Set
η±1 = (±ε1 + ε′1)/
√
2, vC0 = η
−
0 + i η
−
1(2.4)
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Then, K∞ coincides with the stabilizer in G of the totally negative subspace < η−0 , η
−
1 >R.
For g ∈ G(R), we have the relations
−
√
2i 〈ε1, gvC0 〉 = J(g, z0), −
√
2i 〈η, gvC0 〉 = 〈η, g〈z0〉〉 (η ∈ V1(R)).
Let G(R)+ be the index two subgroup of G(R) stabilizing the component D ⊂ D˜ . Since
D is the set of points z ∈ D˜ such that Im〈η−0 , z〉 > 0, we have that G(R)+ = {g ∈
G(R)|Im 〈η−0 , g〈z0〉〉 > 0}. For any subgroup H ⊂ G(R), set H+ = H ∩ G(R)+. Then,
G(R)+ = {g ∈ G(R)| Im(〈η−0 , g vC0 〉/〈ε1, g vC0 〉) > 0 },
M(R)+ = {m(t; g1)| t ∈ R×, g1 ∈ G1(R), t 〈g1η−0 , η−0 〉 < 0 },
G
ξ
1(R) ⊂ G(R)+, N(R) ⊂ G(R)+.
For any anisotropic vector η ∈ V (R), let ̺η ∈ G(R) denote the reflection of V (R) with
respect to η. Then m(−1; 1m−1) = ̺η+1 ̺η−1 , and we have the disjoint decompositions:
G(R) = G(R)+ ∪m(−1; 1m−1)G(R)+,(2.5)
G(R)+ = G ∪ ̺η+1 G, G1(R)
+ = G+1 ∪ ̺η+1 G
+
1 .
Let K˜+∞ := StabG(R)+(z0) be the maximal compact subgroup of G(R)
+ containing K∞.
Then K˜+∞ = {1, ̺η+1 }K∞. Set
∆ := |Q[ξ]|, ξ−0 := ∆−1/2 ξ.(2.6)
We fix a point b∞ ∈ G1 such that
b∞ η−0 = ξ
−
0(2.7)
once and for all ([40, 3.5.2]). Then, b∞ fixes the vectors η+1 and η
−
1 , and b∞K∞b
−1
∞ is a
maximal compact subgroup of G stabilizing the subspace < ξ−0 , η
−
1 >R. The intersection
Kξ∞ = b∞K∞b
−1
∞ ∩ Gξ(R) is a maximal compact subgroup of Gξ = Gξ(R)◦ ∼= SO0(m, 1)
containing Gξ1 = G
ξ
1(R)
◦ ∼= SO(m− 1). Define an element κ∞ of G(R) as
κ∞ := ̺η+1 ̺η−1 ̺η−0 .(2.8)
Lemma 2.3. We have κ∞̺η+1 ∈ K∞ and J(κ∞̺η+1 , z0) = −1.
Proof. The claim follows from the relations κ∞̺η+1 v
C
0 = −vC0 and det(κ∞̺η+1 ) = +1. 
2.6. Norm functions on vector groups. For p ∈ f and X = (X(j))m+2j=1 ∈ V (Qp), set
‖X‖p = max{|X(j)|p| 1 6 j 6 m+ 2}.
Define
V (Af )
# = {X = (Xp) ∈ V (Af )| ‖Xp‖p = 1 for almost all p ∈ f}.
Note that G(Af )V (Q) ⊂ V (Af )#. We define a norm of X = (Xp)p∈f ∈ V (Af )# to be the
product ‖X‖f =
∏
p∈f ‖Xp‖p. We have ‖kX‖f = ‖X‖f for all k ∈ Kf and X ∈ V (Af )#.
Set
ξ+0 := −∆1/2ε0 − ξ−0 ∈ V1(R).
By (2.6), the following relations are easily confirmed.
ε0 = −∆−1/2(ξ+0 + ξ−0 ),(2.9)
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Q[ξ+0 ] = +1, Q[ξ
−
0 ] = −1, 〈ξ+0 , ξ−0 〉 = 0.(2.10)
We have the orthogonal decompositions
V (R) =< η+1 , η
−
1 >R ⊕V1(R),
V1(R) =< ξ
+
0 , ξ
−
0 >R ⊕W with W =< ξ+0 , ξ−0 >⊥R ∩V1(R).(2.11)
Set
η+0 := b
−1
∞ ξ
+
0 , W
′ := b−1∞ (W ).
Note that Q is positive definite both on W and on W ′. The minimal majorant of the
quadratic form (Q, V (R)) corresponding to K∞ is defined as
‖X‖∞ =
(
Q[Z]1/2 + x2+ + x
2
− + y
2
+ + y
2
−
)1/2
for X = Z + x+η
+
1 + x−η
−
1 + y+η
+
0 + x−η
−
0 with Z ∈ W ′ and x±, y± ∈ R. Then ‖kX‖∞ =
‖X‖∞ for X ∈ V (R) and k ∈ K∞. For (X∞, Xf) ∈ V (R) × V (Af )#, we set ‖X‖A =
‖X∞‖∞ ‖Xf‖f .
2.7. Haar measures. Let U ⊂ V be a non-degenerate Q-subspace. For any place p
of Q, we endow the space U(Qp) = U ⊗Q Qp with the Haar measure which is self-
dual with respect to the bi-character ψp(〈X, Y 〉). If p < ∞, then for any integral Z-
lattice M of U , we easily see that the Zp-lattice Mp = M ⊗Z Zp has the measure
dp(M )
−1/2 = #(M ∗p /Mp)
−1/2. If p =∞, then the self-dual measure on U(R) is transfered
to the Lebesgue measure on RdimU by the R-isomorphism U(R) ∼= RdimU determined by
an orthogonal R-basis {uj} such that |Q[uj]| = 1.
Let p be a prime. We define a Haar measure on N(Qp) by dn = dp(L )
1/2dX . Similarly,
a Haar measure of Nξ(Qp) is normalized by means of the Z-lattice L
ξ
1 . We fix a Haar
measure on Gξ(Qp) (resp. G
ξ
1(Qp)) such that K
ξ∗
p (resp. K
ξ∗
1,p) has the measure 1
3. The
compact groups Kξ∗p and K
ξ∗
1,p are endowed with the probability Haar measures. By the
Iwasawa decomposition Gξ(Qp) = P
ξ(Qp)K
ξ∗
p , we have the integral formula
4∫
Gξ(Qp)
f(h) dh
= dp(L
ξ
1 )
1/2
∫
V ξ1 (Qp)
dZ
∫
Q×p
d×t
∫
G
ξ
1(Qp)
dh0
∫
u∈Kξ∗p
f(n(Z)m(t; h0)u)|t|−(m−1)p du.
This is confirmed by the relations Gξ(Qp)∩Kξp = Kξ∗1,p and Nξ(Qp)∩Kξ∗p = Nξ(Qp)∩Kξp =
{n(Z)|Z ∈ L ξ1,p}. On the real group Gξ = (Gξ(R))0 ∼= SO0(m, 1), we define a Haar
measure dh by∫
Gξ
f(h)dh = 2−ρ
∫
V ξ1 (R)
∫ ∞
0
∫
K
ξ
∞
f(n(Z)m(t; 1m)u) t
−2ρdZ d×t du
for any integrable function f(h) on Gξ, where dZ is the self-dual measure on V ξ1 (R) and
du is the probability Haar measure on Kξ∞ ∼= SO(m). On the compact group Gξ1(R) we
3Erratum : On [40, line 4 (p.2423)], (resp. Kξ1,p) should be (resp. K
ξ∗
1,p).
4Note : The formula in [40, p.2423] contains typos.
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use the probability Haar measure. The Haar measure on Gξ(A) (resp. Gξ1(A)) is defined
by the product of the Haar measures on Gξ(Qp) (resp. G
ξ(Qp)).
On the Lie group N(R) (resp. Nξ(R)), we use the Haar measure defined by dn =
d(L1)
−1/2 dX (resp. dn0 = d(L
ξ
1 )
−1/2dZ) for n = n(X), X ∈ V1(R) (resp. n0 =
n(Z), Z ∈ V ξ1 (R)). We endow the adelization N(A) (resp. Nξ(A)) with the Haar measure
such that N(A)/N(Q) (resp. Nξ(A)/Nξ(Q)) has the measure 1, or what amount to the
same, the product measure of the Haar measures on N(Qp) (resp. N
ξ(A)) over all the
places p. We use the Haar measures on the groups G = G(R)0, G(Qp) with p ∈ f and
G(A) normalized as in [40, §2.3].
2.8. Local Hecke algebras and spectral parameters. Let S be a finite set of prime
numbers such that Lp = L
∗
p . Then Kp = K
∗
p for all p ∈ S and the group G is unramified
over Qp. Thus the Hecke algebra H
+(G(Qp)/ K
∗
p) used by Murase-Sugano ([28]) reduces
to the common one H (G(Qp) / Kp) for p ∈ S. Let us fix a prime p ∈ S for a while and
fix a Witt decomposition of Lp as in § 12.1; it determines an orthogonal decomposition of
V (Qp) to ℓp copies of the hyperbolic plane 〈ej , e−j〉Qp with a pair of isotropic vectors e±j
such that Q(ej , e−j) = 1 and a maximal Qp-ansiotropic subspace Wp ⊂ V (Qp) such that
Wp ∩ Lp = {X ∈ Wp|2−1Q[X ] ∈ Zp}, where ℓp is the Witt index of V (Qp). Note that
n0,p := dimQp(Wp) ∈ {0, 1, 2} from our assumption Lp = L ∗p , and that ℓp = (m + 1)/2
if n0,1 = 1, ℓp = (m + 2)/2 if n0,p = 0 and ℓp = m/2 if n0,p = 2. For t ∈ (GL1)ℓp and
h ∈ O(Wp), let d(t; h) ∈ G be the element such that d(t, h) : e±j 7→ t±1j e±j and d(t, h)X =
h(X) forX ∈ Wp. These points d(t, h) forms a Levi subgroup of the minimal Qp-parabolic
subgroup of B ⊂ G which stabilizes the isotropic flag 〈e1, . . . , ej〉Qp (1 6 j 6 ℓp). Let
Xp := (C/2πi(log p)
−1Z)ℓp.
The unramified principal series representation of G(Qp) is defined to be the normal-
ized parabolic induction Ind
G(Qp)
Bp(Qp)
(χν) (ν ∈ Xp), where χν is a character of the Levi
subgroup of B(Qp) defined as χν(d(t; h)) =
∏ℓp
j=1 |tj|νjp . Let πGp (ν) be the unique irre-
ducible Kp-spherical subquotient of Ind
G(Qp)
Bp(Qp)
(χν). The spherical Fourier transform of
φp ∈ H (G(Qp) / Kp) is defined to be the function ν 7→ φˆ(ν) on Xp such that πGp (ν)(φ)
acts on the Kp-invariant part by the scalar φˆ(ν). We have the Satake isomorphism from
the Weyl group orbits Xp/W
G
Qp
onto the set HomC−alg(H (G(Qp) / Kp),C) by assigning
the C-algebra homomorphism λ(ν) : φ 7→ φˆ(ν) of H (G(Qp) / Kp) to a point ν ∈ Xp/WGQp;
the point ν is called the Satake parameter of λ(ν). Let X+0p be the set of ν ∈ Xp such
that the representation πGp (ν) is unitarizable. Since the Hecke algebra H
+(G(Af) / K
∗
f
),
which is commutative, acts on the finite dimensional space Sl(K
∗
f
) by normal operators
commuting with the involution τ∞(̺η+1 ), there exists an orthonormal basis B
+
l of Sl(K
∗
f
)+
consisting of joint eigenfunctions of the Hecke operators from H +(G(Af ) / K
∗
f
). For each
F ∈ B+l , let λF : H +(G(Af),K∗f )→ C denote the C-algebra homomorphism such that
F ∗ φ = λF (φ)F, φ ∈ H +(G(Af ) / K∗f ).
Since the Hecke operator of a real valued φ is self-adjoint, we have the relation
λF (φ) = λF (φ¯), φ ∈ H +(G(Af ) / K∗f ).
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Let F ∈ B+l and λF : H +(G(Af ) / K∗f ) → C the eigencharacter of F . There exists a
collection of characters λF,p : H (G(Qp) / Kp)→ C (p ∈ f) such that λF = ⊗p∈fλF,p. For
p ∈ S, let νp(F ) = (νj)ℓpj=1 ∈ Xp/WGQp be the Satake parameter of λF,p, in terms of which
the local L-factor of λF,p is given by
L(s, λF,p) =
ℓp∏
j=1
(1− p−νj−s)−1(1− pνj−s)−1 ×
{
1 (n0,p = 0, 1),
(1− p−2s)−1 (n0,p = 2).
(2.12)
For p ∈ f − S, the definition of L(s, λF,p) is given by Murase-Sugano ([28, §1.4]). Our
assumption Lp = L
∗
p means (n0, ∂) = (1, 0), (0, 0), (2, 0) in [28, (1.18)], in which case their
definition [28, (1.16)] agrees with the formula (2.12).5 Then the L-function of F ∈ B+l is
defined to be the Euler product
Lf (F, s) :=
∏
p∈f
L(s, λF,p)
By a well-known reasoning, the absolute convergence of the Euler product Lf (F, s) on
Re(s) > ρ+3/2 is obtained from the square-integrability of F . The completed L-function
is defined by L(F, s) = ΓL (l, s)Lf (F, s) with
ΓL (l, s) = ΓC(s−m/2 + l)
[m/2]∏
j=1
ΓC(s+m/2− j)(2ǫ−1d(L ))s/2.(2.13)
2.9. Automorphic forms on the stabilizer. The center of an orthogonal group con-
sists of the identity matrix and the scalar matrix with −1’s on the diagonal. Let cG1 (resp.
c
G
ξ
1 and cG) be the nontrivial element of the center of G1(Q) (resp. G
ξ
1(Q) and G(Q)). The
image of cG1 in G1(A) is denoted by c
G1
f
c
G1∞ with c
G1
f
= (cG1v )v∈f , where c
G1
v is the non
trivial central element of G1(Qv). Similarly we write c
G
ξ
1 = c
G
ξ
1
f
c
G
ξ
1∞ and cG = cGf c
G
∞ in the
adele groups. Let rξ ∈ G1(Q) denote the reflexion of V1 with respect to the vector ξ ∈ V1,
i.e.,
r
ξ(Y ) = Y − 2Q[ξ]−1〈Y, ξ〉 ξ, Y ∈ V1.(2.14)
The image of rξ in G1(Qv) and that in G1(Af ) are denoted by r
ξ
v and r
ξ
f
, respectively. We
have the relation
c
G1 = cG
ξ
1 r
ξ = rξ cG
ξ
1 .(2.15)
Lemma 2.4. Let p be a prime number.
(1) The element rξp belongs to G
ξ
1(Qp)K
∗
1,p if and only if 2ξ ∈ L1,p.
(2) If p is odd, ξ ∈ L1,p and Q[ξ] ∈ Z×p , then rξp ∈ K∗1,p.
Proof. (1) From the relation (2.15), we have rξp ∈ Gξ1(Qp)K∗1,p if and only if cG1p ∈
G
ξ
1(Qp)K
∗
1,p. Obviously, c
G1
p ∈ K1,p; thus, from [28, Proposition 2.7 (ii)], cG1p ∈ Gξ1(Qp)K∗1,p
if and only if cG1p (ξ)− ξ ∈ L1,p. Since cG1p (ξ) = −ξ, we are done.
5Erratum: The remark on the last three lines of the paragraph [40, §2.1], which is not correct, should
be replaced with this sentence.
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(2) If p is an odd prime, ξ ∈ L1,p and Q[ξ] ∈ Z×p , then rξp(L1,p) ⊂ L1,p follows from
(2.14). Hence rξp ∈ K1,p. Moreover, rξp(Y )−Y = Q[ξ]−1〈Y, ξ〉 (2ξ) ∈ L1,p for any Y ∈ L ∗1,p.
This means rξp ∈ K∗1,p. 
2.9.1. In this paragraph, we consider a prime p where 2ξ ∈ L1,p; then, by Lemma 2.4
(1), we write the element rξp as
r
ξ
p = h
ξ
p k
ξ
p (h
ξ
p ∈ Gξ1(Qp), kξp ∈ K∗1,p).(2.16)
Lemma 2.5. We have that hξpk
ξ
p = k
ξ
ph
ξ
p. Moreover, h
ξ
p ∈ Kξ1,p and (hξp)2 = (kξp)−2 ∈ Kξ∗1,p.
Proof. Since hξp ∈ Gξ1(Qp), we have cG
ξ
1
p hξp = h
ξ
pc
G
ξ
1 . This relation combined with (2.15)
and (2.16) yields c
G
ξ
1
p kξp = k
ξ
pc
Gξ1
p . Since cG1p is commutative with k
ξ
p ∈ G1(Qp), we have
r
ξ
pc
G
ξ
1
p kξp = k
ξ
pr
ξ
pc
G
ξ
1 from (2.15), which becomes hξpk
ξ
pc
G
ξ
1kξp = k
ξ
ph
ξ
pk
ξ
pc
G
ξ
1 by (2.16). Applying
c
G
ξ
1
p kξp = k
ξ
pc
G
ξ
1
p to the right-hand side of the last equality, we obtain hξpk
ξ
pc
G
ξ
1kξp = k
ξ
ph
ξ
pc
G
ξ
1kξp,
or equivalently hξpk
ξ
p = k
ξ
ph
ξ
p as desired.
Let Y ∈ L ξ1,p. Since rξp(Y ) = Y and kξp ∈ K1,p, we have (hξp)−1(Y ) = kξp(rξp(Y )) =
kξp(Y ) ∈ L1,p on the one hand. On the other hand, from hξp ∈ Gξ1(Qp), we also have
(hξp)
−1(Y ) ∈ V ξ1,p. Hence, (hξp)−1(Y ) ∈ V ξ1,p∩L1,p = L ξ1,p for any Y ∈ L ξ1,p, or equivalently
(hξp)
−1(L ξ1,p) ⊂ L ξ1,p. Thus, hξp ∈ Kξ1,p.
Since kξp(ξ) = (h
ξ
p)
−1(rξp(ξ)) = h
ξ
p(−ξ) = −ξ, we have(kξp)2(ξ) = ξ, or equivalently
(kξp)
2 ∈ Gξ1(Qp). Thus, (kξp)2 ∈ Gξ1(Qp) ∩ K∗1,p = Kξ∗1,p by [28, Proposition 2.3]. The
shows the second assertion. Since rξp is an involution and since h
ξ
p and k
ξ
p are commutative
with each other as shown above, the square of (2.16) becomes Id = (hξp)
2(kξp)
2. Hence
(hξp)
2 = (kξp)
−2 ∈ Kξ∗1,p. 
2.9.2. Let V(ξ) be the space of all those smooth functions f : Gξ1(A) → C such that
f(δhu∞) = f(h) (δ ∈ Gξ1(Q), h ∈ Gξ1(A), u∞ ∈ Gξ1(R)), endowed with the inner product
on the space Gξ1(Q)\Gξ1(A) with the quotient measure. We view V(ξ) as a Gξ1(Af)-module
by the right-translations. Let V(ξ;Kξ∗1,f) be the Kξ∗1,f -fixed vectors in V(ξ). The induced
inner product on V(ξ;Kξ∗1,f) is given by (1.2). We have a well-defined action τ of the
finite group Ef (ξ) (see §2.4) on the space V(ξ;Kξ∗1,f) induced by the right-translation.,
i.e., [τ(u˙) f ](h) = f(hu) for f ∈ V(ξ;Kξ∗1,f) and u˙ ∈ Ef (ξ) represented by u ∈ Kξ1,f . This
action of Ef (ξ) is also defined through the action of the Hecke algebra H (G
ξ
1(Af ) / K
ξ∗
1,f )
as τ(u˙) f = f ∗ φˇu where φu ∈ H (Gξ1(Af ) / Kξ∗1,f ) is the characteristic function of the
coset uKξ∗1,f = K1,fuK
ξ∗
1,f . Hence the operators τ(u) (u ∈ Ef (ξ)) commutes with the Hecke
operators from H +(Gξ1(Af ) / K
ξ∗
1,f) which is the center of H (G
ξ
1(Af ) / K
ξ∗
1,f).
For each prime number p such that 2ξ ∈ L1,p, let hξp ∈ Gξ1(Qp) be an element which fits in
the formula (2.15); we have that hξp ∈ Kξ1,p yields a 2-torsion element of Ep(ξ) = Kξ1,p/Kξ∗1,p
by Lemma 2.5. We set hξ
f
= (hξp)p∈f with h
ξ
p = 1 at a prime p where 2ξ 6∈ L1,p, and
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h˙ξ ∈ Ef (ξ) the coset of hξf . Thus we have an involutive operator τ ξf := τ(h˙ξf ) on V(ξ;Kξ∗1,f)
commuting with all the Hecke operators H +(Gξ1(Af ) / K
ξ∗
1,f ).
2.9.3. For materials in this and the next paragraphs, we refer to § 12.1. Let p be a prime
number. Let us fix a Witt decomposition of L ξ1,p as in §12.1; it determines an orthogonal
decomposition of V ξ1 (Qp) to ℓp(ξ) copies of hyperbolic plane Qpvj+Qpv−j (1 6 j 6 ℓp(ξ))
with isotropic vectors v±j such that Q(vj , v−j) = 1 and a maximal Qp-anisotropic subspace
Wp(ξ) ⊂ V ξ1 (Qp) such that L ξ1,p∩Wp(ξ) = {X ∈ Wp(ξ)|2−1Q[X ] ∈ Zp}, where ℓp(ξ) is the
Witt index of V ξ1 (Qp). For each a ∈ (Q×p )ℓp(ξ) and u ∈ O(Wp(ξ)), define d(a; u) ∈ Gξ1(Qp)
as the linear endomorphism such that v±j 7→ a±1j v±j (1 6 j 6 ℓp(ξ)) and X 7→ u(X) for
X ∈ Wp(ξ). Set
Xp(ξ) := (C/2πi(log p)
−1Z)ℓp(ξ) × Êp(ξ),
where Ep(ξ) = K
ξ
1,p/K
ξ∗
1,p, which is known to be isomorphic to O(Wp(ξ))/O(Wp(ξ)) ∩
K
ξ∗
1,p. The restricted Weyl group W
ξ
Qp
of Gξ1(Qp) acts on Xp(ξ) by permutations of the
C/2πi(log p)−1Z-factors. For (z; ρ) ∈ Xp(ξ), let I(z; ρ) be the minimal principal series rep-
resentation Gξ1(Qp) induced from the representation d(a; u) 7→ ρ(u)
∏ℓp(ξ)
j=1 |aj|zjp of the Levi
subgroup of the minimal parabolic subgroup stabilizing the isotropic flag 〈v1, . . . , vj〉Qp
(1 6 j 6 ℓp(ξ)). For each (z; ρ) ∈ Xp(ξ) with z ∈ (C/2πi(log p)−1Z)ℓp(ξ) and ρ ∈ Êp(ξ),
we define π
G
ξ
1
p (z; ρ) to be the unique irreducible subquotient π of I(z; ρ) such that the nat-
ural representation of Ep(ξ) on π
K
ξ∗
1,p is isomorphic to ρ; the equivalence class of π
G
ξ
1
p (z; ρ)
depends only on the W ξQp-orbit of (z; ρ).
2.9.4. Let U be an irreducible smooth Gξ1(Af )-submodule of V(ξ) and U(Kξ∗1,f) the space
of Kξ∗1,f -fixed vectors in U . There corresponds a unique family (zUp , ρUp ) ∈ Xp(ξ)/W ξQp
(p ∈ f) such that U , as a representation of Gf1(Af ), is isomorphic to the restricted tensor
product
⊗
p∈f π
G
ξ
1
p (zUp ; ρ
U
p ). The space U(Kξ∗1,f ) is an irreducible Ef (ξ)-subspace which is
isomorphic to ρU :=
⊗
p∈f ρ
U
p as representations of Ef (ξ) (Proposition 13.1). For each
p ∈ f , let CUp be the character of H +(Gξ1(Qp) / Kξ∗1,p) with the Satake parameter (zUp , ρUp ).
Then U(Kξ∗1,f) consists of H +(Gξ1(Af) / Kξ∗1,f )-eigenfunctions with eigencharacter ⊗p∈fCUp .
The standard L-function of U is defined as the Euler product Lf (U , s) :=
∏
p∈f L(C
U
p ; s),
where L(CUp ; s) is the local factor given by [28, (1.16)].
We can take an orthogonal basis B(U ;Kξ∗1,f ) of U(Kξ∗1,f ) consisting of eigenfunctions
of the involutive operator τ ξ
f
; let ǫf ∈ {±1} be the eigenvalue of τ ξf at f ∈ B(U ;Kξ∗1,f).
Define B(U ;Kξ∗1,f )±1 := {f ∈ B(U ;Kξ∗1,f )| ǫf = ±1 } and d±(U) = #B(U ;Kξ∗1,f )±1.
Lemma 2.6. It holds that
dim(U(Kξ∗1,f ))−1 tr(τ ξf | U(Kξ∗1,f)) =
d+(U)− d−(U)
d+(U) + d−(U) ∈ {−1, 0, 1}.
We have either d+(U) = 0, d−(U) = 0, or d+(U) = d−(U); the last case does not happen
if Ef (ξ) is abelian.
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Proof. Since U(Kξ∗1,f ) viewed as a representation of Ef (ξ) is isomorphic to
⊗
p∈f ρ
U
p , we
have
dim(U(Kξ∗1,f))−1 tr(τ ξf | U(Kξ∗1,f)) =
∏
p∈f
dim(ρUp )
−1 tr(ρUp (h
ξ
p)).
Note that Ep(ξ) = {1} and ρUp is trivial for almost all p. As recalled in Lemma 12.1,
Ep(ξ) is isomorphic to {1}, Z/2Z or D2(p+1). If ρUp is one dimensional, it is evident that
trρUp takes values in {−1,+1}; this is the case if Ep(ξ) is isomorphic to {1} or Z/2Z.
Suppose Ep ∼= D2(p+1) and ρUp is two dimensional. If we fix generators a, b of Ep(ξ) such
that b2 = ap+1 = 1 and bab−1 = a−1, then as recalled in Lemma 12.11, there exists
1 6 ν 6 p, ν 6= p+1
2
such that trρUp (a
jb) = 0 and trρUp (a
j) = 2 cos(2πjν
p+1
) for 1 6 j 6 p + 1.
Since h˙ξp is 2-torsion, it equals either a
p+1
2 , in which case trρUp (h˙
ξ
p) = 2(−1)ν , or one of
ajb’s, in which case trρUp (h˙
ξ
p) = 0. 
2.10. Signature conditions. Let κ∞, ̺η+1 ∈ G(R) be as before. We have K˜+∞ = {1, κ∞}K∞.
For any u ∈ K˜+∞ − K∞, the automorphisms Ad(u) preserves K∞ and J(Ad(u) k, z0) =
J(k, z0). Thus, γ∞ defines an involutive linear operator τ∞(u) on the space Sl(K∗f ) ([40,
§3]) by
[τ∞(u)(F )](g) = F (gu), F ∈ Sl(K∗f ), g ∈ G(A).
We have two operators τ∞(κ∞) and τ∞(̺η+1 ) on Sl(K
∗
f
) commuting with each other.
Lemma 2.7. Let F ∈ Sl(K∗f ).
(i) We have τ∞(κ∞)τ∞(̺η+1 )F = (−1)lF .
(ii) Suppose 2ξ ∈ L . Set F1 = τ∞(κ∞)F . Let f ∈ V(ξ;Kξ∗1,f) and set f1 = τ ξf (f).
Then, we have af1F (ξ) = a
f
F1
(ξ).
Proof. (i) This follows from Lemma 2.3 immediately.
(ii) From 2ξ ∈ L , we have the containment hξ
f
∈ rξ
f
K∗
f
. Let r > 0 and h0,f ∈ Gξ1(Af )
and consider aF (h0,fh
ξ
f
; ξ)Wξl (m(r; 1) b∞), which equals∫
V1(Q)\V1(A)
F (n(X)m(r; h0,f h
ξ
f
) b∞)ψ(−〈ξ,X〉) dX.(2.17)
Since F is rightK∗
f
-invariant and left G(Q)-invariant and since hξ
f
∈ rξ
f
K∗
f
andm(−1; cGξ1) ∈
G(Q), (2.17) becomes∫
V1(Q)\V1(A)
F (m(−1; cGξ1) n(X)m(r; h0,f rξf ) b∞)ψ(−〈ξ,X〉) dX(2.18)
by the Fourier expansion ([40, (3.3)]). By the variable changem(−1; cGξ1) n(X) = n(X ′)m(−1; cGξ1)
and then by the relations cG
ξ
1h0,f = h0,fc
G
ξ
1 , cG = m(−1; cGξ1 rξ), we obtain the equality of
the integral (2.18) and the following one.∫
V1(Q)\V1(A)
F (n(X)m(1; h0,f) c
G
m(r; rξ∞) b∞)ψ(〈ξ,X〉) dX.(2.19)
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Since cG belongs to the center of G(Q), it can be moved to the position left to n(X) in
the argument of F ; then, by the G(Q)-invariance of F , we delete cG and put m(−1; 1)
instead. In this way, the integral (2.19) becomes∫
V1(Q)\V1(A)
F (m(−1; 1) n(X)m(1; h0,f)m(r; rξ∞) b∞)ψ(〈ξ,X〉) dX.
By the variable change m(−1; 1) n(X) = n(X ′)m(−1; 1) with X ′ = −X , this becomes∫
V1(Q)\V1(A)
F (n(X)m(1; h0,f)m(r (−1)∞; rξ∞) b∞m((−1)f ; 1))ψ(−〈ξ,X〉) dX.(2.20)
Since F is right K∗
f
-invariant, m((−1)f ; 1) ∈ K∗f is deleted from the argument of F . Thus,
we finally arrive at the expression of (2.17)∫
V1(Q)\V1(A)
F (n(X)m(r; h0,f) b∞ κ∞)ψ(−〈ξ,X〉) dX(2.21)
by using the relation κ∞ = b−1∞ m((−1)∞; rξ∞) b∞. Therefore, (2.21) becomes
aF1(h0,f ; ξ)Wξl (m(r; 1) b∞). Hence, aF (h0,f hξf ; ξ) = aF1(h0,f ; ξ). Multiplying this with
f(h0) and then taking the integral over h0 ∈ Gξ1(Q)\Gξ1(A), we obtain the desired relation.

Recall the involution τ∞(̺η+1 ) on the finite dimensional Hilbert space Sl(K
∗
f
). Since it
is evidently self-adjoint, the space Sl(K
∗
f
) is decomposed to an orthogonal direct sum of
eigenspaces Sl(K
∗
f
)± of τ∞(̺η+1 ) with eigenvalues ±1. Since K˜+∞ = K∞ ∪ ̺η+1 K∞, the
space Sl(K
∗
∞)
+ coincides with the space of F ∈ Sl(K∗f ) such that
F (gk∞) = J(k∞, z0)−lF (g), g ∈ G(A), k∞ ∈ K˜+∞.
For F ∈ Sl(K∗f )+, define a function F : D×G(Af )→ C by setting F(z, gf) = J(g∞, z0)lF (g∞gf)
with g∞ ∈ G(R)+ such that g∞〈z0〉 = z. Then the function F becomes a holomorphic cusp
form of weight l in the sense of § 1.1 and the mapping Sl(K∗f )+ ∋ F → F ∈ Sl(K∗f ) is a
linear isomorphism preserving the Hecke actions.
2.11. Whittaker-Bessel coefficients. Let F ∈ Sl(K∗f )+ and f ∈ V(ξ;Kξ∗1,f). The (f, ξ)-
Whittaker-Bessel function associated to F is defined as
ϕξ,fF (g) =
∫
G
ξ
1(Q)\Gξ1(A)
f(h0)dh0
∫
N(Q)\N(A)
F (m(1; h0)ngb∞)ψξ(n)−1dn, g ∈ G(A),
where ψξ is an automorphic character of N(A) defined by
ψξ(n(X)) = ψ(〈X, ξ〉), n(X) ∈ N(A).(2.22)
Let W˜l(ξ) be the space of C
∞-functions W : G(R)+ → C such that R(p−)W (g) = 0
and W (ngk) = ψξ(n)J(k, z0)
−lW (g) for all (n, g, k) ∈ N(R) × G(R)+ × K˜+∞. From [40,
Proposition 3]6, the C-vector space W˜l(ξ) is generated by the function
Wξl (g∞) = J(g∞, z0)−l exp(2πi〈ξ, g∞〈z0〉〉), g∞ ∈ G(R)+.(2.23)
6In [40, Proposition 3], we consider a similar space of functions Wl(η) on G. Since G(R)
+/K˜+
∞
=
G/K∞, the restriction map W 7→W |G is bijective.
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By J(h, z) = 1 for all h ∈ G1(R)+ and z ∈ D , we can easily confirm that Wξl has the left
G
ξ
1(R)-invariance. From (2.23),
Wξl (m(r; 1m)b∞) = r−l exp(−
√
8∆πr), r > 0.(2.24)
Since g∞ 7→ ϕξ,fF (g∞b−1∞ ) belongs to the space W˜l(ξ), there exists a unique constant
afF (ξ) ∈ C (the (ξ, f) Whittaker-Fourier coefficient) such that
ϕξ,fF (g∞) = a
f
F (ξ)Wξl (g∞b∞), g∞ ∈ G(R)+.(2.25)
2.12. Rankin-Selberg integral. Let U be as in §2.9.4 such that U(Kξ∗1,f) 6= {0}. Recall
the Eisenstein series associated with f ∈ U(Kξ∗1,f ) is defined as a meromorphic continuation
of a holomorphic function on Res > ρ := m−1
2
given by the absolutely convergent series
E(f, s; h) =
∑
γ∈Pξ(Q)\Gξ(Q)
f
(s)(γh), h ∈ Gξ(A),
where f(s) is a function on Gξ(A) = Pξ(A)Kξ∗
f
Kξ∞ defined by the formula f
(s)(m(t; h0)nk) =
|t|s+ρA f(h0) (t ∈ A×, h0 ∈ Gξ1(A), n ∈ Nξ(A), k ∈ Kξ∗f Kξ∞.) Let E∗(f, s; h) = L∗(U ,−s)E(f, s; h)
be the normalized Eisenstein series ([40, §3.6]), where
L∗(U , s) = L(U , s) ζˆ(2s)1−ǫ, D∗(s) =
∏
06j6m−1
j 6=ρ
(s− ρ+ j)
with ǫ ∈ {0, 1} the parity ofm ([28]); we collected the analytic properties of the L-function
L(U , s) and the Eisenstein series in § 13.2 and § 13.3. Then for f ∈ U(Kξ∗1,f ) and F ∈
Sl(K
∗
f
), the Rankin-Selberg integral Zf∗F (s) is defined as the integral of E
∗(f, s; h)F (hb∞)
over Gξ(Q)\Gξ(A) ([40, §3.8.2]). 7
Lemma 2.8. Let F ∈ Sl(K∗f ) be an eigenfunction of the involution τ∞(ρη+1 ) with eigen-
value −1. Then Zf∗F (s) is identically 0.
Proof. Let K˜ξ∞ be the maximal compact subgroup of G
ξ(R). Since Pξ(R)Kξ∞ = P
ξ(R)K˜ξ∞,
we see that f(s) is right K˜ξ∞-invariant. Let ε∞(F ) ∈ {±1} be the eigenvalue of τ∞(̺η+1 ) at
F . Noting that the element b∞̺η+1 b
−1
∞ belongs to K˜
ξ
∞, we have
Zf∗F (s) =
∫
Gξ(Q)\Gξ(A)
E∗(f, s; hb∞̺η+1 b
−1
∞ )F (hb∞) dh =
∫
Gξ(Q)\Gξ(A)
E∗(f, s; h)F (hb∞̺η+1 ) dh
= ε∞(F )Z
f∗
F (s).
From this, we have the conclusion. 
Corollary 2.9. Let F ∈ Sl(K∗f ) be an eigenfunction of the involution τ∞(κ∞). Then
(i) Zf∗F (s) is identically zero unless τ∞(κ∞)F = (−1)lF .
7Proposition 17 in [40] is erroneously stated; for correction, we have to modify the statement as
follows. After the first sentence of [40, Proposition 17], we add ”Suppose F is an eigenfunction of the
involution τ∞(ρη+
1
) with eigenvalue +1.” Then the statement of [40, Proposition 17] should be extended
by Lemma 2.8.
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(ii) Suppose 2ξ ∈ L and τ∞(κ∞)F = (−1)lF . Let f ∈ V(ξ;Kξ∗1,f) be an eigenfunction
of the involution τ ξ
f
with eigenvalue ǫf ∈ {±1}. Then afF (ξ) = 0 unless ǫf = (−1)l.
(iii) If τ∞(κ∞)F = (−1)lF , then F (gcG∞) = (−1)lF (g) for all g ∈ G(A).
Proof. The first two assertions follow from Lemmas 2.8 and 2.7. To confirm the last
assertion, we separate cases. If m is even, then the element cG∞ belongs to K∞ and
J(cG∞, z0) = −1. Thus, from the automorphy condition of F , we always have F (gcG∞) =
(−1)lF (g). If m is odd, then cG∞ ∈ K˜+∞−K∞. Thus cG∞κ∞ ∈ K∞ and J(cG∞κ∞, z0) = +1;
thus F (gcG∞κ∞) = F (g). 
Recall the basic identity, which relates the Rankin-Selberg integral Zf∗F (s) to the adelic
Mellin transform of ϕξ,fF (g) ([37, Theorem 2], [30]):
Zf∗F (s) = L
∗(f,−s)2−ρ∆1/2d(L1)1/2
∫
A×
ϕξ,fF (m(t; 1m))|t|s−ρA d×t, Re(s)≫ 0.(2.26)
The integral on the right-hand side is shown to be absolutely convergent on a half-plane
Re(s)≫ 0 and explicitly computed in terms of the standard L-function of F . Indeed, as
we recalled in [40, Proposition 17],
Zf∗F (s) = C
ξ
l a
f
F (ξ)L(F, s+ 1/2), Re(s)≫ 0(2.27)
with L(F, s) = ΓL (l, s)Lf (F, s) the completed standard L-function of F ,
Cξl = 2
1
2
(−l−m
2
+1)|Q[ξ]| 12 (−l+m2 + 32 )d(L1) 12 (2ǫ−1d(L )) 14 ,(2.28)
where ǫ ∈ {0, 1} is the parity of m.
Lemma 2.10. Let F ∈ B+l with afF (ξ) 6= 0. Then the function D∗(s)Lf (F, s + 1/2) is
entire on C of order 1. We have the symmetric functional equation L(F, s) = L(F, 1− s).
For any compact interval I ⊂ R, there exists a constant κ > 0 such that
|D∗(s)Lf(F, s+ 1/2)| ≪ (1 + |s|)κ, s ∈ T0,I .
Proof. The first two assertions follow from (2.27) combined with the holomorphy and the
invariance under s 7→ −s of D∗(s)E∗(f, s; h) (see Proposition 13.6) and Theorem 13.7 (1).
Then a standard argument by Phragmen-Lindelo¨f convexity principle shows the second
claim ([18, Lemma 5.2]). 
3. Double coset decompositions
3.1. The structure of Pξ(Q)\G(Q)/P(Q). Let X be the set of Q-points [v] (v ∈ V −{0})
of the projective space P(V ) such that Q[v] = 0. Then, by Witt’s theorem, the group
G(Q) acts on X transitively; the stabilizer of the point [ε1] ∈ X coincides with P(Q). The
set X is a disjoint union of the following four subsets:
X00 = {[v] ∈ X|, 〈v, ξ〉 = 0, 〈v, ε1〉 = 0}, X01 = {[v] ∈ X|, 〈v, ξ〉 = 0, 〈v, ε1〉 6= 0},
X10 = {[v] ∈ X|, 〈v, ξ〉 6= 0, 〈v, ε1〉 = 0}, X11 = {[v] ∈ X|, 〈v, ξ〉 6= 0, 〈v, ε1〉 6= 0}.
Set X˜jj′ = {g ∈ G(Q)| g[ε1] ∈ Xjj′} for j, j′ ∈ {0, 1}. Then X˜jj′ (j, j′ ∈ {0, 1}) is a
partition of G(Q) by (Pξ(Q),P(Q))-invariant subsets of G(Q).
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Proposition 3.1. We have
X˜00 = P
ξ(Q)P(Q), X˜01 = P
ξ(Q)w1 P(Q),
X˜10 = P
ξ(Q)w0 P(Q), X˜11 = P
ξ(Q) n(ξ)w0 P(Q).
Proof. It is easy to confirm the equality
P(Q) = Pξ(Q) {n(xξ)m(1; h)| x ∈ Q, h ∈ Gξ1(Q)\G1(Q)}.(3.1)
From this, together with the Bruhat decomposition (2.3) and the relation
m(x; 1m)n(ξ)m(x
−1; 1m) = n(xξ), x ∈ Q− {0},(3.2)
we have that G(Q)− (P(Q) ∪ P(Q)w1P(Q)) is a union of the sets
P
ξ(Q)n(η)m(1; h)w0P(Q), (η ∈ {0, ξ}, h ∈ Gξ1(Q)\G1(Q)).
Since w0 is commuting with m(1; h), we have⋃
h∈Gξ1(Q)\G1(Q)
P
ξ(Q)n(η)m(1; h)w0P(Q) = P
ξ(Q)n(η)w0P(Q) for η ∈ {0, ξ}.
We have the equalities
X˜10 = P(Q)w1P(Q) = P
ξ(Q)w1P(Q),(3.3)
and
P
ξ(Q)n(ξ)w0P(Q) ∩ Pξ(Q)w0P(Q) = ∅.(3.4)
Let us show (3.4) by deducing a contradiction from the relation n(ξ)w0 = pw0m(t; h)n(X)
with p ∈ Pξ(Q), m(t; h)n(X) ∈ P(Q). Since
w
−1
0 n(−ξ)ξ = ξ +Q[ξ]ε′1,
n(−X)m(t; h)−1w−10 p−1ξ = h−1ξ + t〈X, ξ〉ε1,
we have the relation ξ + Q[ξ]ε′1 = h
−1ξ + t〈X, ξ〉ε1, which is impossible due to Q[ξ] 6= 0.
This completes the proof of (3.4). To show (3.3), we note that from (3.1) and (3.2),
P(Q)w1P(Q) =
⋃
η∈{0,ξ}
⋃
h∈Gξ1(Q)\G1(Q)
P
ξ(Q)n(η)m(1; h)w1P(Q).
Using the relation 〈hε0, ε1〉 = 〈ε0, ε1〉 = 0, we have the equality
〈n(η)m(1; h)w1 ε1, ξ〉 = 〈hε0, ξ〉,
whose right-hand side is non zero, because the positive definite space V ξ1 does not contain
an isotropic vector hε0. Moreover,
〈n(η)m(1; h)w1ε1, ε1〉 = 〈ε0, ε1〉 = 0.
Hence n(η)m(1; h)w1 ∈ X10 for all η ∈ {0, ξ} and h ∈ G1(Q). From the equality X10 =
P
ξ(Q)[w1] shown in Lemma 3.2, we have P
ξ(Q)n(η)m(1; h)w1P(Q) = P
ξ(Q)w1P(Q) =
X˜10. This completes the proof of (3.3). From the argument so far, we have the disjoint
decomposition
G(Q) = P(Q)
⊔
P
ξ(Q)w1P(Q)
⊔
P
ξ(Q)w0P(Q)
⊔
P
ξ(Q)n(ξ)w0P(Q).(3.5)
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Since [ε1] ∈ X˜00, [w0ε1] ∈ X01, [n(ξ)w0ε1] ∈ X11, we have the containments
P(Q) ⊂ X˜00, Pξ(Q)w0P(Q) ⊂ X˜01, Pξ(Q)n(ξ)w0P(Q) ⊂ X˜11.
As shown above, we have the equality Pξ(Q)w1P(Q) = X˜10. From (3.5) and the disjoint
decomposition G(Q) =
⊔
jj′ X˜jj′, all the containments above have to be equalities. This
completes the proof. 
Lemma 3.2. Set ε = Q[ξ]ε0 ∈ V1. Then, X10 = Pξ(Q)[ε] = Pξ(Q) [w1ε1].
Proof. The inclusion Pξ(Q)[ε] ⊂ X10 follows from § 2.1 (iv). Let [v] ∈ X10. Since v ∈
ε⊥1 = Qε1 + V1, it can be written in the form v = tε1 + u with t ∈ Q and u ∈ V1.
Then, u is a non zero isotropic vector in V1 such that 〈u, ξ〉 = 〈v, ξ〉 6= 0. We decompose
u = a ξ + u′ with a = (Q[ξ])−1〈u, ξ〉 and u′ ∈ V ξ1 . Since u is an isotropic vector, we
have Q[u′] = −a2Q[ξ] 6= 0. Hence, 〈u, u′〉 = Q[u′] 6= 0. Set x = 〈u, u′〉−1t, Then,
n(xu′) ∈ Pξ(Q) and
n(xu′) v = tε1 + n(xu′)u = tε1 + u− 〈xu′, u〉 ε1 = u.
This shows [v] and [u] belong to the same Pξ(Q)-orbit. It is easy to confirm that the linear
map ϕ :< ε1, ξ, u >Q→< ε1, ξ, ε >Q such that ϕ(ε1) = ε1, ϕ(ξ) = ξ and ϕ(u) = a ε is an
injective isometry. Applying Witt’s theorem, we have an isometry ϕ˜ of V extending ϕ.
Then, ϕ˜ ∈ Pξ(Q) and ϕ˜([u]) = [ε]. This shows [u] and [ε] belong to the same Pξ(Q)-orbit.
Since [v] ∈ Pξ(Q) [u] as was shown above, we have [v] ∈ Pξ(Q) [ε]. This completes the
proof of the inclusion X10 ⊂ Pξ(Q)[ε]. Thus we obtain the equality X10 = Pξ(Q)[ε]. By
〈w1ε1, ξ〉 = 〈ε0, ξ〉 = 1 and 〈w1ε1, ε0〉 = 〈ε0, ε0〉 = 0, we see [w1ε1] ∈ X10. 
3.2. The structure of Pξ(Q)\G(Q)/N(Q). From the Levi decomposition P(Q) = M(Q)N(Q),
each (Pξ(Q),P(Q))-double coset in G(Q) is expressed as a union of (Pξ(Q),N(Q))-cosets,
i.e.,
P
ξ(Q)uP(Q) =
⋃
t∈Q×
⋃
δ∈G1(Q)
P
ξ(Q) um(t; δ)N(Q)(3.6)
for any u ∈ G(Q). The following lemma tells us how to make a disjoint union from (3.6)
by abandoning overlap.
Lemma 3.3. (1) The set P(Q) is a disjoint union of subsets
P
ξ(Q)m(1; δ)N(Q), (δ ∈ Gξ1(Q)\G1(Q)).
(2) The set Pξ(Q)w0P(Q) is a disjoint union of the sets
P
ξ(Q)w0m(1; δ)N(Q), (δ ∈ Gξ1(Q)\G1(Q)).
(3) The set Pξ(Q)w1P(Q) is a disjoint union of the sets
P
ξ(Q)w1m(t; δ)N(Q), (t ∈ Q×, δ ∈ P10(Q)\G1(Q)),
where P01 is the Q-parabolic subgroup of G1 stabilizing the vector ε0 up to a scalar.
(4) The set Pξ(Q)n(ξ)w0P(Q) is a disjoint union of the sets
P
ξ(Q) n(ξ)w0m(t; δ)N(Q), (t ∈ Q×, δ ∈ Gξ1(Q)\G1(Q)).
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Proof. We only give the proofs of (3) and (4) because (1) and (2) are shown in a similar
way.
(3) Fix a complete set of representatives Γ of P01(Q)\G1(Q). Let δ ∈ G1(Q) and t ∈ Q×,
and write δ = qγ with q ∈ P01(Q) and γ ∈ Γ. Let q = mG1(τ ; h)nG1(Z) with (τ, h) ∈
Q× × G0(Q) and Z ∈ V0(Q). If we set X = 〈Z, h−1α〉 ε0 + h−1α− α, then
w1m(1; q) n(X)w1 ε1 = τε1, w1m(1; q) n(X)w1 ξ = ξ
which implies the containment w1m(1; q) n(X)w1 ∈ Pξ(Q). This, together with the re-
lation δ = qγ and the obvious containment m(t; γ)−1n(−X)m(t; γ) ∈ N(Q), shows the
identities
P
ξ(Q)w1m(t; δ)N(Q) = P
ξ(Q) (w1m(1; q)n(X)w
−1
1 ) (w1m(t; γ)) (m(t; γ)
−1
n(−X)m(t; γ))N(Q)
= Pξ(Q)w1m(t; γ)N(Q),
which together with (3.6) infers that Pξ(Q)w1P(Q) is a union of cosets P
ξ(Q)w1m(t; γ)N(Q)
with t ∈ Q× and γ ∈ Γ. To confirm the disjointness of these cosets, it is enough to prove
that the equality w1m(t1; γ1) = pw1m(t; γ)n with t1, t ∈ Q×, γ1, γ ∈ Γ, p ∈ Pξ(Q) and
n ∈ N(Q) implies t1 = t and γ1 = γ. Set p = m(c; h0)n(Z) and n = n(X). Then by a
direct computation,
(w1m(t;γ1))
−1ε1 = γ−11 ε0, (pw1m(t; γ)n)
−1ε1 = c{γ−1ε0 + 〈X, γ−1ε0〉ε1},
Since these vectors should be the same, we obtain γ−11 ε0 = cγ
−1ε0, which means γγ−11 ∈
P
0
1(Q), or equivalently γ1 = γ. The equality t1 = t is deduced from the identities
t1 = 〈ε′1, (w1m(t1; γ1))−1ξ〉, t = 〈ε′1, (pw1m(t; γ)n)−1ξ〉,
which are shown by pξ = ξ and w−11 ξ = aε1 + α + ε
′
1.
(4) Let δ ∈ G1(Q). If we write δ = hγ with h ∈ Gξ1(Q) and γ ∈ Gξ1(Q)\G1(Q), then
n(ξ)w0m(t; h) = m(1; h)n(h
−1ξ)w0 ∈ Pξ(Q)n(ξ)w0,
which shows the equality Pξ(Q)n(ξ)w0m(t; δ)N(Q) = P
ξ(Q)n(ξ)w0m(t; γ)N(Q) for any t ∈
Q×. Hence, from (3.6), we see that Pξ(Q)n(ξ)w0P(Q) is a union of cosets Pξ(Q)n(ξ)w0m(t; γ)N(Q)
with t ∈ Q× and γ ∈ Gξ1(Q)\G1(Q). To show that these sets are disjoint with each other, it
is enough to confirm that the equality n(ξ)w0m(t1; γ1) = pn(ξ)w0m(t; γ)n with t1, t ∈ Q×,
γ1, γ ∈ G1(Q), p ∈ Pξ(Q) and n ∈ N(Q) implies t1 = t and γ1 ∈ Gξ1(Q)γ. Set n = n(X)
and let τ ∈ Q× be the scalar such that p−1ε1 = τε1. Then a direct computation shows
the equalities
(n(ξ)w0m(t1; γ1))
−1ε1 = t1ε′1, (pn(ξ)w0m(t; γ)n)
−1ε1 = tτ(ε′1 −X − 2−1Q[X ]ε1).
Since these vectors are the same, we have X = 0. Similarly, by equating the two vectors
(n(ξ)w0m(t1; γ1))
−1ξ = γ−11 ξ + t
−1
1 Q[ξ]ε
′
1,
(pn(ξ)w0m(t; γ)n)
−1ξ = t−1{〈X, γ−1ξ〉 − 2−1Q[X ]Q[ξ]}ε1 + (γ−1ξ −Q[ξ]X) + t−1Q[ξ]ε′1,
we have t1 = t and γ
−1
1 ξ = γ
−1ξ − Q[ξ]X . Since X = 0, the desired containment
γγ−11 ∈ Gξ1(Q) follows. This completes the proof. 
Lemma 3.4. (1) For any γ = m(1; δ) with δ ∈ G1(Q),
N(Q) ∩ γ−1Pξ(Q)γ = {n(Z)|Z ∈ (δ−1ξ)⊥ }.
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(2) If γ = um(t; δ) with u ∈ {w1,w0, n(ξ)w0}, t ∈ Q× and δ ∈ G1(Q), then
N(Q) ∩ γ−1Pξ(Q)γ = {1}.
Proof. Let Z ∈ V1. Then, γ n(Z) γ−1 = n(δZ) belongs to Pξ(Q) if and only if δZ ∈ V ξ1 .
This completes the proof of (1). If γ = um(t; δ) with u ∈ {w0, n(ξ)w0}, then N(Q) ∩
γ−1Pξ(Q)γ = {1} follows from N(Q) ∩ w−10 P(Q)w0 = {1}. Suppose γ = w1m(t; δ). For
any n(X) ∈ N(Q) ∩ γ−1Pξ(Q)γ, a computation shows
γn(X)γ−1ξ = (a− 〈tδX, α〉 − 2−1t2Q[X ])ε0 + xε1 + (α +X0) + x′ε′1 + ε′0,
where we set tδX = xε0 + X0 + x
′ε′0. From γn(X)γ
−1 = ξ = aε0 + α + ε′0, we have
x = x′ = 0 and X0 = 0, or equivalently X = 0. Therefore, N(Q) ∩ γ−1Pξ(Q)γ = {1} as
required. 
4. The smoothed Rankin-Selberg integral: the spectral side
Let U be an irreducible Gξ1(Af )-submodule of V(ξ) (§ 2.9.4), and f ∈ U(Kξ∗1,f) be a
non-zero vector. We further assume that f is an eigenform of the operator τ ξ
f
defined in
§1.6.2 with eigenvalue ǫf ∈ {±1}.
4.1. Real Shintani functions. First of all, we shall review results in [40, §4] briefly.
For any integer l > 0, the holomorphic Shintani function of weight l is a smooth function
Φξl (s) : G→ C depending on a complex number s ∈ C defined by the formula8
Φξl (s; g) = J(g, z0)
−l 2−(s+ρ−l)/2
(
(ξ, g〈z0〉)
i∆1/2
)s+ρ−l
, g ∈ G,(4.1)
where the complex power zα for z ∈ C× and α ∈ C is defined as9
zα = exp(α(log |z|+ iArg(z))), Arg(z) ∈ (−π, π].
From [40, Propositions 18 and 24], the function Φξl (s) is characterized as a unique smooth
function on G possessing the properties:
(i) It has the (Pξ(R)0,K∞)-equivariance
Φξl (s;m(t; h0)n(Z)gk) = J(k, z0)
−l|t|s+ρ∞ Φξl (s; g)(4.2)
for any m(t; h0)n(Z) ∈ Pξ(R)0, g ∈ G and k ∈ K∞.
(ii) The Cauchy-Riemann condition: [R(X¯)Φξl (s)](g) = 0 for all X¯ ∈ p− and g ∈ G.
(iii) Φξl (s; b∞) = 1.
The function Φξl (s) is extended to G(R)
+ by the same formula (4.1) with g ∈ G(R)+
and then to all of G(R) by demanding
Φξl (s;m(−1; 1m)g) = Φξl (s; g), g ∈ G(R)+.(4.3)
8Erratum: The exponent of 2 in the formula [40, (4.2)] should be −(s+ ρ− l)/2.
9Erratum: In the first line of [40, §4.3], Arg(log z) should be Arg(z).
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For any κ1 ∈ Gξ1(R) − Gξ1(R)0, the relation Φξl (s; κ1g) = Φξl (s; g) for all g ∈ G is easily
confirmed by [40, Proposition 18]; thus Φξl (s) : G(R)→ C is the same one obtained in [40,
§7.1]. Recall the vector vC0 defined by (2.4) and set
A(g) = 〈ξ−0 , gvC0 〉, B(g) = 〈ε1, gvC0 〉, g ∈ G(R).
Lemma 4.1. Set χ(g) = 1 if g ∈ G(R)+ and χ(g) = −1 if g ∈ G(R)− G(R)+. Then,
Φξl (s; g) = (−1)l2−(s+ρ)/2{A(g)}−l
(
χ(g) i
B(g)
A(g)
)−(s+ρ)
, g ∈ G(R).(4.4)
The formula (4.2) holds true for any m(t; h)n(Z) ∈ Pξ(R), g ∈ G(R) and k ∈ K∞.
Proof. For g ∈ G(R)+ the formula (4.4) is deduced from (4.1) in the same way as [40,
Proposition 18]10. Since m(−1; 1m)ε1 = −ε1 and m(−1; 1m)ξ−0 = ξ−0 , we have (4.4) for
g 6∈ G(R)+ from (4.3).
Since Gξ1(R) ⊂ G(R)+, an element m(t; h)n(Z) of Pξ(R) belongs to G(R)+ if and only
if t > 0. When g ∈ G(R)+ and t > 0, then the formula (4.2) follows from the defining
formula (4.4). When g ∈ G(R)+ and t < 0, by (4.3), we have
Φξl (s;m(t; h)n(Z)gk) = Φ
ξ
l (s;m(−t; h)n(Z)gk)
= | − t|s+ρ∞ J(k, z0)−lΦξl (s; g) = |t|s+ρ∞ J(k, z0)−lΦξl (s; g).
The remaining case g ∈ G(R)− G(R)+ is settled by a similar argument. 
Lemma 4.2. (1) Let g = n(xξ)m(r; ǫ 1m)b∞ with x ∈ R, r > 0, and ǫ ∈ {±1}. Then
A(g) = −ǫ− ∆
1/2x√
2r
i, B(g) =
i√
2r
.
(2) Let g = w0 n(X)m(r; ǫ1m) b∞ with X = xξ+Z (Z ∈ V ξ1 (R), x ∈ R), and ǫ ∈ {±1}.
Then,
A(g) = −ǫ− ∆
1/2x√
2r
i, B(g) =
ri√
2
{
Q[Z]
2r2
+
(
1 + ǫ
∆1/2x√
2r
i
)2}
.
(3) Let g = w1 n(X)m(r; 1m) b∞ with X ∈ V1(R) and r > 0. Then,
A(g) =
i√
2r∆1/2
{
−1
2
Q[X − α] +
√
2ri〈X − α, ξ−0 〉 −
∆
2
− r2
}
,
B(g) = ∆−1/2 +
〈X − α, ε0〉√
2r
i,
where a ∈ Q and α ∈ V0 are the elements in the relation (2.1).
(4) Let g = n(ǫξ)w0n(X)m(r; 1m) b∞ with ǫ ∈ {±1}, X = Z+xξ, (Z ∈ V ξ1 (R), x ∈ R).
Then,
A(g) =
ǫ∆1/2ri√
2
{
Q[Z]
2r2
+
(
1 +
∆1/2(−x+ ǫ∆−1)√
2r
i
)2}
+
ǫ∆−1/2
2
√
2r
i,
10Erratum : The exponent of 2 in the formula [40, (4.3)] should be −(s+ ρ)/2
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B(g) =
−ri√
2
{
Q[Z]
2r2
+
(
1− ∆
1/2x√
2r
i
)2}
.
Proof. From (2.4) and (2.7), we have m(r; ǫ 1m)b∞vC0 = ǫξ
−
0 + i(−rε1 + r−1ε′1)/
√
2.
(1) From g = n(xξ)m(r; 1) b∞,
B(g) = 〈n(−xξ)ε1,m(r; ǫ 1m)b∞vC0 〉 = 〈ε1, ǫξ−0 + i√2(−rε1 + r−1ε′1)〉 = i√2r ,
A(g) = 〈n(−xξ)ξ−0 ,m(r; ǫ 1m)b∞vC0 〉
= 〈ξ−0 − x∆1/2ε1, ǫξ−0 + i√2(−rε1 + r−1ε′1)〉 = −ǫ− i∆
1/2x√
2r
.
(2) From g = w0 n(X)m(r; ǫ 1m) b∞,
A(g) = 〈n(−X)w0ξ−0 ,m(r; ǫ 1m)b∞vC0 〉
= 〈ξ−0 + 〈X, ǫξ−0 〉ε1, ξ−0 + i√2(−rε1 + r−1ε′1)〉 = ǫ〈ξ−0 , ξ−0 〉+ i√2r 〈X, ξ−0 〉,
B(g) = 〈n(−X)ε′1,m(r; ǫ 1m)b∞vC0 〉
= 〈ε′1 −X − 2−1Q[X ]ε1, ǫξ−0 + i√2(−rε1 + r−1ε′1)〉 = − r√2 i− ǫ〈X, ξ−0 〉 − i2√2rQ[X ].
(3) Let g = w1 n(X)m(r; 1) b∞. Since w1ξ−0 = ∆
−1/2(aε1 + α + ε′1),
A(g) = 〈n(−X)w1ξ−0 ,m(r; 1m)b∞vC0 〉
= 〈∆−1/2(aε1 + α + 〈X,α〉ε1 + ε′1 −X − 2−1Q[X ]ε1), ξ−0 + i√2(−rε1 + r−1ε′1)〉
= ∆−1/2
{
i√
2r
(a+ 〈X,α〉 − 2−1Q[X ])− 〈X − α, ξ−0 〉 − ri√2
}
= ∆−1/2
{
−i
2
√
2r
Q[X − α]− 〈X − α, ξ−0 〉 − ∆i2√2r − ri√2
}
,
B(g) = 〈n(−X)ε0,m(r; 1m)b∞vC0 〉
= 〈ε0 + 〈X, ε0〉ε1, ξ−0 + i√2r (−rε1 + r−1ε′1)〉 = ∆−1/2 + i√2r 〈X − α, ε0〉.
Note that ∆ = −2a − Q[α], 〈α, ε0〉 = 0 and 〈ξ−0 , ε0〉 = ∆−1/2〈ξ, ε0〉 = ∆−1/2 from (2.1)
and (2.6).
(4) Form g = n(ǫξ)w0n(X)m(r; 1) b∞,
A(g) = 〈n(−X)w0n(−ǫξ)ξ−0 ,m(r; , 1m)b∞vC0 〉
= 〈ξ−0 + 〈X, ξ−0 〉ε1 − ǫ∆1/2(ε′1 −X − 2−1Q[X ]ε1), ξ−0 + i√2(−rε1 + r−1ε′1)〉
= −1 +
(
ǫ∆1/2 + i√
2r
)
〈X, ξ−0 〉+
(
Q[X]
2r
+ r
)
ǫ∆1/2√
2
i,
B(g) = 〈n(−X)w0n(−ǫξ)ε1,m(r; 1m)b∞vC0 〉 = 〈ε′1 −X − 2−1Q[X ]ε1, ξ−0 + i√2(−rε1 + r−1ε′1)〉
= −r√
2
i− 〈X, ξ−0 〉 − i2√2r Q[X ].
By x∆1/2 = −〈X, ξ−0 〉 and Q[X ] = Q[Z] −∆x2, a computation shows that these become
the required formula. 
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Proposition 4.3. (1) Set g = n(xξ)m(r, ǫ 1m)b∞ with x ∈ R, r > 0 and ǫ ∈ {±1}.
Then,
Φξl (s; g) = ǫ
lrs+ρ
(
1 + ǫ∆
1/2x√
2r
i
)s+ρ−l
.
(2) For Z ∈ V ξ1 (R), x ∈ R, r > 0 and ǫ ∈ {±1}, set g = w0n(Z + xξ)m(r, ǫ 1m)b∞.
Then
Φξl (s; g) = ǫ
lr−(s+ρ)
(
1 + ǫ∆
1/2x√
2r
i
)−l+s+ρ{(
1 + ǫ∆
1/2x√
2r
i
)2
+ Q[Z]
2r2
}−(s+ρ)
.
Proof. (1) Since Im(B(g)/A(g)) = Im(− i√
2r
(ǫ+ ∆
1/2x√
2r
i)−1), the points g = n(xξ)m(r; ǫ 1m)
(x ∈ R) belong to G(R)+ if ǫ = 1 and to G(R) − G(R)+ if ǫ = −1. The formula follows
from Lemmas 4.1 and 4.2 (1).
(2) By Lemma 4.2 (2), a computation reveals ǫIm(B(g)/A(g)) < 0 and Re(A(g)) = −ǫ,
which means g ∈ G(R)+ if and only if ǫ = +1; thus from Lemma 4.1,
Φξl (s : g) = (−1)l2−(s+ρ)/2A(g)−l(ǫiB(g)/A(g))−(s+ρ)
Since Arg(ǫA(g)) ∈ (−π/2, π/2) and Arg(ǫiB(g)/A(g)) ∈ (−π/2, π/2), by our convention
on the complex power, we have the relation
(iB(g))−(s+ρ) = (ǫiB(g)/A(g))−(s+ρ) × (ǫA(g))−(s+ρ).
Hence Φξl (s; g) = (−1)l2−(s+ρ)/2(iB(g))−(s+ρ)(ǫA(g))−l+s+ρ, which becomes the required
formula by a computation. 
Recall the orthogonal decomposition (2.11).
Proposition 4.4. For gY = w1 n(Y +α)m(r; 1m) b∞ with Y = y+ξ+0 +y−ξ
−
0 +Y0 (y+, y− ∈
R, Y0 ∈ W ) and r > 0,
Φξl (s; gY ) = i
3l23l/2−2(s+ρ)∆l/2r−(s+ρ)+l
×
{
Q[Y0] + y
2
+ + (iy− +
√
2r)2 +∆
}s+ρ−l (
1 + y−−y+√
2r
i
)−(s+ρ)
.
Proof. By a simple computation with (2.9) and (2.10), the formulas in Lemma 4.2 (3)
yields
A(gY ) =
−i
2
√
2r∆1/2
{Q[Y0] + y2+ + (iy− +
√
2r)2 +∆}, B(gY ) = ∆−1/2
(
1 + y−−y+√
2r
i
)
.
A computation shows Im(B(g0)/A(g0)) =
√
2r(∆/2 + r2)−1 > 0; thus g0 6∈ G(R)+. Since
Y 7→ g = gY is a continuous mapping from V1(R) to G(R), its image is contained in
the connected component g0G of G(R). Hence gY ∈ g0G ⊂ G(R) − G(R)+. Then from
Lemma 4.1,
Φξl (s; gY ) = (−1)l2−(s+ρ)/2A(g)−l(−iB(g)/A(g))−(s+ρ).
Since Re(B(g)) = ∆−1/2 > 0, we have Arg(B(g)) ∈ (−π/2, π/2). From Im(A(g)/B(g)) <
0, we have Arg(iA(g)/B(g)) ∈ (−π/2, π/2). Hence
(iA(g))−(s+ρ) = (iA(g)/B(g))−(s+ρ) ×B−(s+ρ).
From this, Φξl (s; g) = (−i)l2−(s+ρ)/2(iA(g))−l+s+ρB(g)−(s+ρ), which becomes the required
formula. 
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Lemma 4.5. Let gǫx,Z = n(ǫξ)w0n(X)m(r; 1m) b∞ with ǫ ∈ {±}, X = Z + xξ, (Z ∈
V ξ1 (R), x ∈ R) and r > 0. Then,
Φξ,fl (s; g
ǫ
x,Z) = ǫ
l2−(s+ρ−3l)/2∆−(s+ρ+l)/2rl
(
Q[Z] + ∆−1 + {
√
2r − (∆1/2x− ǫ∆−1/2) i}2
)−l
×
(
Q[Z] + (
√
2r −∆1/2x i)2
Q[Z] + ∆−1 + {√2r − (∆1/2x− ǫ∆−1/2) i}2
)−(s+ρ)
.
Proof. From the formulas ofA(gǫx,Z) andB(g
ǫ
x,Z) in Lemma 4.2 (4), we have ǫIm(A(g
ǫ
0,0)/B(g
ǫ
0,0)) =
−21/2r−1(1 + ∆−1/2/(2r)) < 0, which shows ǫIm(B(gǫ0,0)/A(gǫ0,0)) > 0. By the same rea-
soning as in the proof of Lemma 4.4, we conclude g+x,Z ∈ g+0,0G ⊂ G(R) − G(R)+ and
g−x,Z ∈ g−0,0G ⊂ G(R)+ for all (x, Z). Hence from Lemma 4.1,
Φξl (s; gx,Z) = (−1)l2−(s+ρ)/2(A(gǫx,Z))−l(−iǫB(gǫx,Z)/A(gǫx,Z))−(s+ρ).
Then by Lemma 4.2 (4), we are done. 
4.2. Hecke functions. Let φ ∈ H (G(Af) / K∗f ) be a Hecke function. We set
Φf,ξ
f
(φ|s; gf) = d(L ξ1 )−1
∫
Gξ(Af )
f
(s)(h)φ(h−1gf )dh, gf ∈ G(Af).
with f(s) being the function on Gξ(Af ) defined as
f
(s)(m(t; h0) n(Z) k0) = |t|s+ρA f(h0), t ∈ A×f , h0 ∈ Gξ1(Af ), Z ∈ V ξ1 (Af ), k0 ∈ Kξ∗f .
We remark that Φf,ξ
f
(φ|s) with φ = chK∗
f
coincides with the function Φf,ξ
f
(s) defined in
[40, §7.2]; this is confirmed by the Iwasawa decomposition Gξ(Qp) = Pξ(Qp)Kξ∗p ([28,
Proposition 1.2 (i)]) together with the relation Gξ1(Qp) ∩ K∗1 = Kξ∗p,1 ([28, Proposition
2.3]) and by noting that the self-dual measure on V ξ1 (Qp) yields vol(L
ξ
1,p) = dp(L
ξ
p )
−1/2.
Evidently,
Φf,ξ
f
(φ|s;m(t; h0)n(Z)gfk) = |t|s+ρf Φf,ξf (φ|s; gf),(4.5)
for all t ∈ A×
f
, h0 ∈ Gξ1(Q), Z ∈ V ξ1 (Af), k ∈ K∗f . From definition, there exists a compact
set Uφ ⊂ G(Af) depending only on φ such that
Φf,ξ
f
(φ|s; g) = 0 unless g ∈ Pξ(Af )Uφ.(4.6)
Lemma 4.6. There exists a compact set Kφ ⊂ V (Af ) depending only on φ such that
|Φf,ξ
f
(φ|s; g)| ≪ ‖g−1ε1‖−(Re(s)+ρ)f δ(g−1ξ ∈ Kφ), g ∈ G(Af), s ∈ C.
Proof. Set Kφ = U−1φ ξ. Then the estimate follows from (4.5) and (4.6) immediately. 
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4.3. Kernel functions. For l ∈ N∗ and φ ∈ H +(G(Af ) / K∗f ), we define a smooth
function Φf,ξl (φ|s) on G(A) depending on s ∈ C by the formula
Φ
f,ξ
l (φ|s; g) = Φf,ξl (s; g∞) Φf,ξf (φ|s; gf), g ∈ G(A).(4.7)
Recall that B+ denotes the space of all those entire functions β on C such that for any
compact interval I ⊂ R and for any N ∈ N, the estimation exp(π|Im(z)|) |β(z)| ≪
(1 + |Im(z)|)−N , s ∈ I + iR holds.
Let β ∈ B+. For g ∈ G(A), define
Φ̂
f,ξ
l (φ|β; g) =
∫
(c)
β(s)D∗(s)L∗(U ,−s)Φf,ξl (φ|s; g) ds,
where (c) denotes the contour Re(s) = c with c > 0 and L∗(U , s) the modified L-function
of U (see §2.12). Note that even when φ = chK∗
f
the function Φˆf,ξl (φ|β) is different from
Φˆ
f,ξ
l (β, z) in that the factor β(s)/(s − z) in the integrand of [40, (7.6)] is now replaced
with β(s).
4.4. Poincare´ series. From Lemma 4.1 and (4.5), the functions Φf,ξl (φ|s) and Φˆf,ξl (φ|β)
are left Pξ(Q)-invariant. Thus the Poincare´ series
Fˆf,ξl (φ|β; g) =
∑
γ∈Pξ(Q)\G(Q)
Φˆ
f,ξ
l (φ|β; γg), g ∈ G(A)(4.8)
is well-defined if it is absolutely convergent. For the proof of convergence, we construct
a majorant of Φf,ξl (φ|β), following the same line of the proof of [40, Lemma 47]. Let us
recall some definitions necessary to describe the majorant. For any prime p and n ∈ N,
set Gp(ξ;n) = {g ∈ G(Qp)|g−1ξ ∈ p−n(L ∗p −pL ∗p )} and ap,n = m(1; diag(p−n, 1m−2, pn)) ∈
Gp(ξ;n). Then, G(Qp) is evidently a disjoint union of open sets Gp(ξ, n) (n ∈ N); from
[28, Proposition 2.7],
Gp(ξ;n) = G
ξ(Qp)ap,nK
∗
p (n ∈ N∗), Gp(ξ; 0) = Gξ(Qp)Kp.(4.9)
Note that Gp(ξ;n) = G
ξ(Qp)an,pKp for n ∈ N∗ is also true due to the obvious right
Kp-invariance of Gp(ξ;n). Set A = {af = (ap,np)p∈f |np = 0 for almost all p}. Then
G(Af) = G
ξ(Af )AKf =
⊔
af∈A
G
ξ(Af )afKf .(4.10)
Let A+ = {a(t)∞ | t ∈ R} be a one-parameter subgroup of G(R) defined as
a(t)∞η
+
1 = (cosh t)η
+
1 + (sinh t)ξ
−
0 , a
(t)
∞ ξ
−
0 = (sinh t)η
+
1 + (cosh t)ξ
−
0 ,
a(t)∞η = η (η ∈< η+1 , ξ−0 >⊥R).
Then G(R) = Gξ(R)A+b∞K∞ ([40, Lemma 20]). Combining this with (4.10), we have a
decomposition G(A) = Gξ(A)A+b∞ AK∞Kf by which a general point g ∈ G(A) is written
as
g = ha(t)∞ b∞af k∞kf(4.11)
with h ∈ Gξ(A), a(t)∞ ∈ A+, af = (ap,np)p∈f ∈ A and k∞kf ∈ K∞Kf . Recall the definition
of the majorant ΞSq1,q2,N : G(A)→ R+ introduced in [40, §6], where q1, q2, N ∈ R and S is
30
a finite set of prime numbers. From [40, (6.5) and (6.6)], the value ΞSq1,q2,N(g) at a point
(4.11) is given as
ΞSq1,q2,N(g) = inf(‖h−1ε1‖q1A , ‖h−1ε1‖−q2A )
× {|Q[ξ]|1/2(cosh 2t)1/2}−N
∏
p∈S
p−Nnp
∏
p∈f−S
δnp,0,
where ‖ · ‖A is the norm function on V (R) × V (Af )# defined in § 2.6. Without loss of
generality, we may suppose that φ is decomposable function ,i.e., φ(g) =
∏
p φp(gp) with
φp ∈ C∞c (K∗p\G(Qp)/K∗p) with φp = chKp for almost all p.
Lemma 4.7. Let r be a real number such that 0 < r < l − ρ. Let S be a finite set of
prime numbers such that φp = chKp and Kp = K
∗
p for all p ∈ f − S. Then for any small
ǫ > 0,
|Φˆf,ξl (φ|β; g)| ≪ǫ ΞS−(ρ+ǫ),r+ρ−ǫ,l−r−ρ(g), g ∈ G(A).
Proof. Let g ∈ G(A) with the decomposition (4.11). Then
Φ
f,ξ
l (φ|s; g) =
∫
Gξ(Af )
f
(s)(x)φ(x−1hfafkf) dx× Φf,ξl (s; h∞a(t)∞ b∞k∞)
=
∫
Gξ(Af )
f
(s)(hfx)φ(x
−1afkf) dx× |t∞|s+ρ∞ Φf,ξl (s; k0,∞a(t)∞ b∞k∞),(4.12)
where h∞ = m(t∞; h0,∞)n0,∞ k0,∞ (t∞ > 0, h0,∞ ∈ Gξ1(R), n0,∞ ∈ Nξ(R), k0,∞ ∈ Kξ∞) is
the Iwasawa decomposition of the point h∞ ∈ Gξ(R). Let p ∈ S; since Gp(ξ;n) (n ∈ N) is
an open covering of G(Qp) and supp(φp) is a compact subset of G(Qp), there exists kp ∈ N
such that supp(φp) ⊂
⋃
06n6kp
Gp(ξ;n). From this, for any N > 0 there exists constants
C,C ′N > 0 such that∣∣∣∣∫
Gξ(Af )
f
(s)(hfx)φ(x
−1afkf ) dx
∣∣∣∣ 6 C|tf |s+ρf ∏
p∈S
δ(0 6 np 6 kp)
∏
p∈f−S
δnp,0
6 C ′N |tf |s+ρf
∏
p∈S
p−Nnp
∏
p∈f−S
δnp,0
for s ∈ C, hf ∈ Gξ(Af ) and af = (ap,np)p∈f ∈ A, where hf = m(tf ; h0,f )n0,fk0,f (tf ∈
A×
f
, h0,f ∈ Gξ1(Af ), n0,f ∈ Nξ(Af ), k0,f ∈ Kξ∗f ) is the Iwasawa decomposition of the point
hf ∈ Gξ(Af ). Combining this with the majorization of Φl(k0,∞a(t)∞ b∞k∞) shown in [40,
Lemma 27], we have
|Φf,ξl (φ|s; g)| ≪ exp
(
π
2
|Im(s)|) ‖h−1ε1‖−(s+ρ)A (cosh t)Res+ρ−l ∏
p∈S
p−Nnp
∏
p∈f−S
δnp,0, (Res > 0)
(4.13)
with the implied constant independent of s. Since
∫
(c)
|β(s)| exp (π
2
|Ims|) |ds| < +∞, by
taking the contour Res = c with c = r − ǫ and c = r − ǫ with a small ǫ > 0, we obtain
the required majorization. 
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Lemma 4.8. Let l ∈ N, l > 4ρ + 1(= 2m − 1) and N ⊂ G(A) be a compact set. Then
the series (4.8) converges absolutely uniformly on N .
Proof. This follows from Lemma 4.7 with the aid of [40, Lemma 42] applied with q1 =
−(ρ+ε), q2 = r+ρ−ǫ and N = l−r−ρ. For this argument to work, we need q1 > 1−m,
q2 > m−1 and N > m which are satisfied with some r and a small ǫ > 0 if l > 4ρ+1. 
Proposition 4.9. There exists a positive integer l0 (> 4ρ+1) such that Fˆ
ξ,f
l (φ|β) belongs
to the space Sl(K
∗
f
)+ if l > l0
The same proof as [40, Theorem 53] works with a minor change. We review the proof
giving necessary modifications. We consider the series
Eˆξ,fl (φ|β; g) =
∑
δ∈Pξ(Q)\G(Q)
Φˆ
f,ξ
l (φ|β; δg), g ∈ G(A),
which is absolutely convergent normally on G(A) from Lemma 4.8, and yet another series
Eξ,fl (φ|s; g) =
∑
δ∈Pξ(Q)\G(Q)
Φ
f,ξ
l (φ|s; δg), g ∈ G(A),(4.14)
depending on s ∈ C, whose absolute convergence on Res > ρ follows from the majorization
(4.13). We have the formula
Eξ,fl (φ|s; g) =
∑
d∈N
{∫
Gξ(Af )
E(f, s, ϕd; hx)φ(x
−1af )dx
}
J(k∞, z0)−l Φ
ξ
l,d(s; t),(4.15)
for any point g ∈ G(A) of the form (4.11), where E(f, s, ϕd) is the Eisenstein series on
G
ξ(A) defined in [40, §4.6] and the function Φξl,d(s; t) is by [40, (4.25)]. By the same proof
as [40, Lemma 50], the expression (4.9) is shown to be absolutely convergent for Res > ρ.
Then by taking the contour integral on Res = c with c > ρ, we obtain
Eˆξ,fl (φ|β; g) = J(k∞, z0)−l
∑
d∈N
∫
(c)
β(s)D∗(s)
{∫
Gξ(Af )
E∗(f, s;ϕd; hx)φ(x−1af ) dx
}
Φξl,d(s; t) ds
(4.16)
(cf. [40, Lemma51]).
Lemma 4.10. There exists l0 > 3ρ+ 1 such that for any l > l0,
Eˆ
ξ,f
l (φ|β) ∈ L1(Gξ(Q)\G(A)).
Proof. We mimic the proof of [40, Lemma 52] step by step. By [40, (5.1)] and (4.15),
J(k∞, z0)lE
ξ,f
l (φ|β) is a sum of the following three integrals:
E+(g) =
∑
d∈N
∫
(c)
β(s)D∗(s)L∗(U ,−s)
{∫
Gξ(Af )
f
(s)
ϕd
(hx)φ(x−1af ) dx
}
Φξl,d(s; t) ds,
E−(g) =
∑
d∈N
∫
(c)
β(s)D∗(s)L∗(U , s)
{∫
Gξ(Af )
f
(−s)
ϕd
(hx)φ(x−1af ) dx
}
Φξl,d(s; t) ds,
E0(g) =
∑
d∈N
∫
(c)
β(s)D∗(s)L∗(U ,−s)
{∫
Gξ(Af )
E∗NC(f, s;ϕd; hx)φ(x
−1af ) dx
}
Φξl,d(s; t) ds,
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where c > ρ. Let ǫ > 0 be a small number and set c1 = ρ − ǫ, and fix any real number
N such that N > m/4. By shifting the contour from Res = c to Res = c1 with a small
ǫ > 0, an argument similar to the proof of [40, Lemma 52] shows the majorization
|E±(g)| ≪ ‖h−1ε0‖−(c1+ρ)A (cosh t)c1+2N+ρ−l
∏
p∈S
δ(0 6 np 6 kp)
∏
p∈f−S
δnp,0,
where S and kp (p ∈ S) are as in the proof of Lemma 4.7. From this,
∫
Gξ(Q)\G(A) |E±(g)|dg <
+∞ is shown for any l > c1+2N +ρ+1. To estimate E0(g), we keep the original contour
Res = c > ρ. In a similar argument as in the proof of [40, Lemma 52], we see that for
any q > 0 there exists an r ∈ N such that
|E0(g)| ≪ ‖h−1ε0‖−(c+ρ−2q)A (cosh t)c+ρ+r+1−l
∏
p∈S
δ(0 6 np 6 kp)
∏
p∈f−S
δnp,0
for any g of the form (4.11); then choosing any q such that q > (c−ρ)/2 and letting r0 be
the corresponding r ∈ N, the convergence of ∫
Gξ(Q)\G(A) |E0(g)|dg for l > c + 3ρ + r0 + 2
is shown as in the last part of the proof of [40, Lemma 52]. 
Having Lemma 4.10, we follow the argument in [40, §7.5.2] verbatim to show the fol-
lowing.
Proposition 4.11. There exists an l0 > 4ρ+ 1 such that for any l ∈ N with l > l0,
Fˆξ,fl (φ|β) ∈ L1(G(Q)\G(A)).
Proposition 4.9 follows from Lemmas 4.8 and 4.11. Indeed, by the absolute conver-
gence the left G(Q)-invariance is immediate from the definition (4.8). Since the function
Φˆ
f,ξ
l (φ|β) itself has the K∗f K˜+∞-equivariance
Φˆ
f,ξ
l (φ|β; gkfk∞) = J(k∞, z0)−lΦˆf,ξl (φ|β; g), kf ∈ K∗f , k∞ ∈ K˜+∞
and satisfies the Cauchy-Riemann condition R(p−)Φˆf,ξl (φ|β; g) = 0, the same properties
are inherited by Fˆξ,fl (φ|β). Then we finish the proof by Proposition 4.11 and [40, Theorem
2].
4.5. The spectral expansion. Let B+l be an orthonormal basis of Sl(K
∗
f
)+ fixed in
§ 2.8. In view of Lemma 2.10, we define an element ofSl(K∗f )+ depending holomorphically
on s ∈ C by
F
ξ,f
l (φ|s; g) = −2πm/2Γ(m/2)−1Cξl Bξl (s)
∑
F∈B+l
D∗(s)L(F, s¯+ 1/2) a
f¯
F (ξ)λF (φ)F (g),
(4.17)
where Cξl is the constant (2.28) and B
ξ
l (s) is the entire function defined by [40, (4.29)].
Note that the element from Sl(K
∗
f
)− has no contribution to (4.17) from Lemma 2.8.
From now on, we fix an integer l0 as in Proposition 4.9.
Proposition 4.12. Suppose l > l0. Then Fˆ
ξ,f
l (φ|β) ∈ Sl(K∗f )+ has the following contour
integral expression.
Fˆξ,fl (φ|β; g) =
∫
(c)
β(s)Fξ,fl (φ|s; g) ds
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with c > ρ.
Proof. From Proposition 4.9, we have the expansion
Fˆξ,fl (φ|β; g) =
∑
F∈B+l
〈Fˆξ,fl (φ|β)|F 〉G F (g), g ∈ G(A).
We compute the inner-product 〈Fˆξ,fl (φ|β)|F 〉G following the long displayed formula in the
proof of [40, Proposition 56]. The first 5 lines of the computation up to [40, (8.4)] is the
same, which gives us the equality
〈Fˆξ,fl (φ|β)|F 〉G =
∫
(c)
β(s)D∗(s)L∗(U ,−s)
{∫
Gξ(A)\G(A)
dg
∫
Gξ(Q)\Gξ(A)
Eξ,fl (s; hg)F¯ (hg) dh
}
ds,
where c > ρ and Eξ,fl (φ|s) is defined by the series (4.14). By the decomposition (4.11),
the Haar measure dg on G(A) is decomposed as
dg = cG dh (sinh t)
m−1(cosh t) dt dµ(af ) dk
where cG = 2π
m/2Γ(m/2)−1, dh is the Haar measure on Gξ(A), dk the Haar measure
on K∗
f
K∞ with total mass 1, and dµ(af ) is a measure on the discrete space A (see [40,
Lemma 20]). Substituting the expression (4.15), we compute the inner-integral of the last
formula as follows.
∫
Gξ(Q)\G(A)
E
ξ,f
l (φ|s; g) F¯ (g) dg
(4.18)
=
∫
Gξ(A)\G(A)
dg
∫
Gξ(Q)\Gξ(A)
∑
d∈N
{∫
Gξ(Af )
E(f, s;ϕd; hx)φ(x
−1af ) dx
}
Φξl,d(s; t) F¯ (ha
(∞)
∞ b∞af ) dh
= cG
∑
d∈N
∫ ∞
0
(sinh t)m−1(cosh t) Φξl,d(s; t)dt
×
∫
A
dµ(af )
∫
Gξ(Af )
φ(x−1af )
{∫
Gξ(Q)\Gξ(A)
E(f, s;ϕd; hx) F¯ (ha
(t)
∞ b∞af ) dh
}
dx.
Since the proof of [40, Proposition 29] only needs [40, Proposition 24], the same proof
applied to the function g 7→ F (gx−1af ) with x ∈ Gξ(Af ) and af ∈ A shows the formula∫
Gξ(Q)\Gξ(A)
E(f, s;ϕd; hx) F¯ (ha
(t)
∞ b∞af ) dh
= L∗(U ,−s)−1Φξl,d(−s¯; t)
∫
Gξ(Q)\Gξ(A)
E∗(f, s; h)F¯ (hb∞x−1af )dh
for Res > ρ. Substituting this to the last expression of (4.18) and using the relation∫
A
dµ(af )
∫
Gξ(Af )
φ(x−1af ) F¯ (hb∞x−1af )dh =
∫
G(Af )
φ(gf) F¯ (hb∞gf ) dgf
= (F¯ ∗ φ)(hb∞) = λF (φ) F¯ (hb∞),
34
we obtain the following
〈Fˆξ,fl (φ|β)|F 〉G = cG λF (φ)
∫
(c)
β(s)D∗(s)B
ξ
l (s)Z
f¯∗
F (s¯) ds
with
Bξl (s) =
∑
d∈N
∫ ∞
0
(sinh t)m−1(cosh t) Φξl,d(s; t) Φ
ξ
l,d(−s¯; t) dt.
To complete the proof, we use [40, Propositions 30 and 17]. 
Define Iˆξ,fl (φ|β, r) and Iξ,fl (φ|s; r) to be the (ξ, f¯) Whittaker-Bessel function of Fˆξ,fl (φ|β)
and Fξ,fl (φ|s) evaluated at the point m(r; 1m), respectively (see §2.12), i.e.,
I
ξ,f
l (φ|s; r) =
∫
G
ξ
1(Q)\Gξ1(A)
f¯(h0)
∫
N(Q)\N(A)
Fˆ
ξ,f
l (φ|s;nm(r; h0)b∞)ψξ(n)−1dn,(4.19)
where ψξ : N(A)→ C× is a character defined by (2.22). From (2.25), we have Iξ,fl (φ|s; r) =
Iξ,fl (φ|s)Wξl (m(r; 1m)b∞) with
Iξ,fl (φ|s) = −2πm/2Γ(m/2)−1Cξl Bξl (s)
∑
F∈B+l
D∗(s)λF (φ)L(F, s¯+ 1/2) |af¯F (ξ)|2.(4.20)
Since f is fixed throughout this article, we abbreviate Iˆξ,fl (φ|β; r) and Iξ,fl (φ|s) to Iˆξl (φ|β; r)
and Iξl (φ|s), respectively.
For any set I ⊂ R and δ > 0, set
TI,δ = {s ∈ C| |Ims| > δ, Res ∈ I }.
A holomorphic function h(s) on C is said to be vertically of exponential growth provided
that for any compact interval I ⊂ R and δ > 0 there exists a constant a > 0 such that
|h(s)| ≪ exp(a|Im(s)|) on s ∈ TI,δ holds. For example, Stirling’s formula shows that a
function of the form
∏r
j=1 Γ(ajs + bj)
−1 (r ∈ N, aj , bj ∈ C) is vertically of exponential
growth.
Lemma 4.13. Let η ∈ Q× ξ. The function Iξ,fl (φ|s) is entire and satisfies the functional
equation Iξ,fl (φ|s) = Iξ,fl (φ| − s); moreover, it is bounded on any vertical strip with finite
width. We have the contour integral expression
Iˆξ,fl (φ|β; r) =
∫
(c)
β(s)Iξ,fl (φ|s) ds×Wξl (m(r; 1m)b∞) (s > ρ).(4.21)
Proof. SinceD∗(s) = D∗(−s) is evident from definition, the functional equation of Iξ,fl (φ|s)
follows from the functional equation of afF (ξ)L(F, s) (Lemma 2.10), and the symmetry
Bξl (s) = B
ξ
l (−s) shown in [40, Proposition 30 (1)]. From Lemma 2.10 and by Stir-
ling’s formula, we have the bound |aFf (ξ)L(F, s+1/2)| ≪ exp(−aπ|Ims|) on TI,δ with a =
(1+[m/2])/2, which combined with the estimate of |Bξl (s)| ≪ exp(π|Im(s)|) ([40, Proposi-
tion 30 (1)]) yields the bound |Iξ,fl (φ|s)| ≪ exp((−a+1)π|Im(s)|) on any TI,δ. Since a > 1,
this shows that Iηl (φ|s) is bounded on any vertical strip of finite width. The same argument
is applied to Fξ,fl (φ|s; g) to yields the bound |Fξ,fl (φ|s; g)| ≪ exp((−a+1)π|Ims|) (s ∈ TI,δ)
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with the implied constant independent of g in a compact set of G(A). Since the integra-
tion domain Gξ1(Q)\Gξ1(A) × N(Q)\N(A) of Iˆξ,fl (φ|β; r) is compact, by Fubini’s theorem
we exchange the order of integrals to obtain
Iˆξ,fl (φ|β; r) =
∫
(c)
β(s)
{∫
G
ξ
1(Q)\Gξ1(A)
f¯(h0)
∫
N(Q)\N(A)
Fξ,fl (φ|s;nm(r; h0)b∞)ψη(n)dn
}
ds.
By (4.19), we are done. 
5. Proof of the main theorem and other consequences
Let l0 be an integer as in Proposition 4.9. We fix l ∈ N such that l > l0. We continue
to work with an irreducible Gξ1(Af )-submodule U ⊂ V(ξ) containing a non-zero function
f ∈ U(Kξ∗1,f ) such that τ ξf (f) = ǫf f . Let {(zUp , ρUp )}p∈f be the spectral parameter of U and
set ρU
f
:=
⊗
p∈f ρ
U
p (see §2.9.4). Let φ ∈ H +(G(Af ) / K∗f ) and β ∈ B+. Let S be a finite
set of prime numbers satisfying the condition (1.4), so that Lp = L
∗
p and L
ξ
1,p = L
ξ∗
1,p
(from Lemma 2.1) and thus Kp = K
∗
p and K
ξ
1,p = K
ξ∗
1,p for all p ∈ S. The assumption on
φ that we impose from now on is
φ(g) =
∏
p∈f
φp(gp) with φp ∈ H +(G(Qp) / K∗p) such that φp = chKp for all p 6∈ S(5.1)
We analyze the function Iˆξ,fl (φ|β; r). From (4.8) and Proposition 3.1,
Iˆξ,fl (φ|β; r) =
∑
u∈{1,w0,n¯(ε),n¯(ξ)}
Jˆξ,fl (u, φ|β; r)
= Jˆξ,fl (1, φ|β; r) + Jˆξ,f,singl (w0, φ|β; r) + Jˆξ,f,regl (w0, φ|β; r) +
∑
u∈{w1,n(ξ)w0}
Jˆξ,fl (u, φ|β; r),
(5.2)
where the terms Jˆξ,fl (u, φ|β; r) are defined to be∫
G
ξ
1(Q)\Gξ1(A)
f¯(h0) dh0
∫
N(Q)\N(A)
∑
γ∈Pξ(Q)\[Pξ(Q)uP(Q)]
Φˆ
f,ξ
l (φ|β; γ nm(r; h0) b∞)ψξ(n)−1 dn,
and Jˆξ,fl (w0, φ|β; r) are written as the sum of Jˆξ,f,singl (w0, φ|β; r) and Jˆξ,f,regl (w0, φ|β; r)
defined as
Jˆξ,f,singl (w0, φ|β; r) =
∫
G
ξ
1(Q)\Gξ1(A)
f¯(h0) dh0
∫
N(A)
∑
δ∈{1,cG1}
Φˆ
f,ξ
l (φ|β w0 nm(r; δ h0) b∞)ψδξ(n)−1 dn,
(5.3)
Jˆξ,f,regl (w0, φ|β; r) =
∫
G
ξ
1(Q)\Gξ1(A)
f¯(h0) dh0
∑
δ∈Gξ1(Q)\G1(Q)
δ{1,cG1}∩Gξ1(Q)=∅
∫
N(A)
Φˆ
f,ξ
l (φ|β; w0 nm(r; δh0) b∞)ψδ ξ(n)−1 dn.
(5.4)
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From Lemmas 3.3, we have the disjoint decomposition
P
ξ(Q)\[Pξ(Q)uP(Q)] =
⋃
µ∈M(u)
P
ξ(Q)\[Pξ(Q)uµN(Q)] =
⋃
µ∈M(u)
uµ · (Nµ(Q)\N(Q)),
where Nµ = N ∩ (uµ)−1Pξ(uµ) and
M(u) =

{m(1; δ)| δ ∈ Gξ1(Q)\G1(Q) } (u ∈ {1,w0}),
{m(τ ; δ)| τ ∈ Q×, δ ∈ P10(Q)\G1(Q) } (u = w1),
{m(τ ; δ)| τ ∈ Q×, δ ∈ Gξ1(Q)\G1(Q) } (u = n(ξ)w0).
Applying this, we have
Jˆξ,fu (l;φ|β; r) =
∫
G
ξ
1(Q)\Gξ1(A)
f¯(h0) dh0
∑
µ∈M(u)
∫
Nµ(Q)\N(A)
Φˆ
f,ξ
l (φ|β; uµnm(r; h0) b∞)ψξ(n)−1 dn.
In the succeeding sections, we shall analyze these integrals further for each coset represen-
tative u ∈ {1,w0,w1, n(ξ)w0} individually. The terms Jˆξ,fl (1, φ|β; r) and Jˆξ,f,singl (w0, φ|β; r)
after summed over f ∈ B(U ;Kξ∗1,f ) (see §2.9.4) are evaluated exactly under a mild as-
sumption on φ. To describe the results, we need notation.
Let p ∈ S. For a Hecke function φp ∈ H (G(Qp) / Kp), set
W ξ,(z)p (φp; g) =
∫
G
ξ
1(Qp)
Ω
(z)
G
ξ
1(Qp)
(h0)dh0
∫
N(Qp)
φp(g
−1
m(1; h0)
−1n−1)ψξ,p(n) dn, g ∈ G(Qp)
(5.5)
where Ω
(z)
G
ξ
1(Qp)
is Harish-Chandra’s spherical function on Gξ1(Qp), and define the Mellin
transform of W
ξ,(z)
p (φp) by
Ŵ ξ,(z)p (φp; s) =
∫
Q×p
W ξ,(z)p (φp;m(t; 1)) |t|s−ρp d×t, s ∈ C.(5.6)
Since φp is of compact support on G(Qp), the Iwasawa decomposition shows that the inte-
gral defining W
ξ,(z)
p (φp; g) is absolutely convergent and that the function t 7→ W ξ,(z)p (φp;m(t; 1))
on Q×p is of compact support. Thus, (5.6) converges absolutely for all s ∈ C defining an
entire function. Recall the involutive operator τ ξ
f
on V(ξ;Kξ∗1,f) from § 2.9.2. For any S
and φ ∈ H +(G(Af ) / K∗f ) satisfying (1.4) and (5.1), set
Mξ,Ul (φ|s) =D∗(−s)L∗(U ,−s) δ(2ξ ∈ L1)
{
1 + (−1)l tr(τ
ξ
f
| U(Kξ∗1,f))
dim(U(Kξ∗1,f ))
}
(
√
8|Q[ξ]|π)−s−ρ+l
Γ(−s− ρ+ l)
(5.7)
×
∏
p∈S
Ŵ
ξ,(zUp )
p (φp; s).
We have the explicit formula of the average of Jˆξ,fl (1, φ|β; r) and Jˆξ,f,singl (w0, φ|β; r) over
f ∈ B(U ;Kξ∗1,f ) as follows.
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Proposition 5.1. The function s 7→ Mξ,Ul (φ|s; r) is holomorphic on C away from a
possible simple pole at s = 0 and is vertically of exponential growth. We have the equalities
1
dim(U(Kξ∗1,f )
∑
f∈B(U ;Kξ∗1,f )
Jˆξ,fl (1, φ|β; r) =
∫
(c)
β(s)Mξ,Ul (φ|s) ds×Wξl (m(r; 1m)b∞), ,
(5.8)
1
dim(U(Kξ∗1,f )
∑
f∈B(U ;Kξ∗1,f )
Jˆξ,f,singl (w0, φ|β; r) =
∫
(c)
β(s)Mξ,Ul (φ| − s) ds×Wξl (m(r; 1m)b∞).
(5.9)
The proof of this proposition will be given in § 6 and § 7. Next, we describe the results
concerning other terms on the right-hand side of (5.2), which will be proved in § 8, § 9,
and in § 10.
Proposition 5.2. Let f ∈ B(U ;Kξ∗1,f ) There exists a holomorphic function Jξ,fl (w0, φ|s)
on the strip Res ∈ (ρ, l − 3ρ − 1) such that there exists a constant C0 > 1 such that for
any compact interval I ⊂ (ρ, l − 3ρ− 1) and δ > 0,
|Jξ,f,regl (w0, φ|s)| ≪
(
√
8∆π)l−ρ
|Γ(s+ ρ)|Γ(l − ρ) C
−l
0
uniformly for s ∈ TI,δ and l ∈ N∗>4ρ+1, and for any c ∈ (ρ, l − 3ρ− 1)
Jˆ
ξ,f,reg
l (w0, φ|β; r) =
∫
(c)
β(s)D∗(−s)L∗(U ,−s) Jξ,f,regl (w0, φ|s) ds×Wξl (m(r; 1m)b∞).
Proposition 5.3. Let f ∈ B(U ;Kξ∗1,f ). There exists a holomorphic function Jξ,fl (w1, φ|s)
on the strip Res ∈ (ρ, l − 3ρ− 2) such that for any compact interval I ⊂ (ρ, l − 3ρ− 2),
|Jξ,fl (w1, φ|s)| ≪
∣∣∣∣∣ (2π
√
∆)l
Γ(−s+ l − ρ)
∣∣∣∣∣ (Nπ
√
∆)l
Γ(l − ρ+ 1/2)
uniformly for s ∈ TI,0, l ∈ N∗>4ρ+1 with a constant N > 0; moreover, for any c ∈ (ρ, l −
3ρ− 2)
Jˆ
ξ,f
l (w1, φ|β; r) =
∫
(c)
β(s)D∗(−s)L∗(U ,−s) Jξ,fl (w1, φ|s) ds×Wξl (m(r; 1m)b∞).
Proposition 5.4. Let f ∈ B(U ;Kξ∗1,f ). There exists l1 ∈ N with the following property.
For any l > l1, there exists a holomorphic function J
ξ,f
l (n(ξ)w0, φ|s) on the strip Res ∈
(ρ+ 1, l − 3ρ− 1) satisfying the estimate
|Jξ,fl (n(ξ)w0, φ|s)| ≪Q
(
√
8∆π)l−ρ (1 + |s|)2ρ
|Γ(s+ ρ) Γ(−s + l − ρ)|
l2ρ(N1π)
l
Γ(l − ρ+ 1/2)
for Re(s) ∈ (ρ + 1, l − 3ρ − 1) and l ∈ N>l1 with a constant N1 > 0; moreover, for any
c ∈ (ρ+ 1, l − 3ρ− 1)
Jˆξ,fl (n(ξ)w0, φ|β; r) =
∫
(c)
β(s)D∗(−s)L∗(U ,−s) Jξ,fl (n(ξ)w0, φ|s) ds×Wξl (m(r; 1m)b∞).
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Define
R
ξ,U
l (φ|s) =
−Γ(l − ρ)
(
√
8∆π)l−ρ
{
Iξ,Ul (φ|s)−Mξ,Ul (φ|s)−Mξ,Ul (φ| − s)
}
, s ∈ C.(5.10)
where Iξ,Ul (φ|s) is defined to be the sum of dim(ρUf )−1Iξ,fl (φ|s) (see (4.20)) over f ∈
B(U ;Kξ∗1,f ).
Proposition 5.5. We have that s 7→ Rξ,Ul (φ|s) is a holomorphic function of vertically
exponential growth on C, which satisfies the functional equation Rξ,Ul (φ|−s) = Rξ,Ul (φ|s),
s ∈ C. There exists a constant C > 1, q > 0 and l1 ∈ N∗ such that
|es2 Rξ,Ul (φ|s)| ≪ C−l, Res ∈ [−q, q], l ∈ N, l > l1.(5.11)
Proof. The first two assertions follows from Propositions 4.13 and 5.1. Note that a possible
simple pole at s = 0 is removable in the expression Mξ,Ul (φ|s) +Mξ,Ul (φ| − s). Let l1 ∈ N
be as in Proposition 5.4. Let I ⊂ (ρ+ 1, l − 3ρ− 1) be any interval. Let Jξ,U ,regl (w0, φ|s)
be the sum of dim(U(Kξ∗1,f ))−1Jξ,f,regl (w0, φ|s) over f ∈ B(U ;Kξ∗1,f ), and define Jξ,Ul (w1, φ|s)
and Jξ,Ul (n(ξ)w0, φ|s) similarly. From Propositions 5.2, 5.3, and 5.4, the function
A(s) = Rξ,Ul (φ|s)+
Γ(l − ρ)
(
√
8∆π)l−ρ
D∗(s)L∗(U ,−s){Jξ,U ,regl (w0, φ|s)+Jξ,Ul (w1, φ|s)+Jξ,Ul (n(ξ)w0, φ|s)}
is holomorphic and is vertically of exponential growth on the strip Res ∈ I; moreover,∫
(c)
β(s)A(s) ds = 0 for all β ∈ B+, where c ∈ I is a fixed real number. Thus, the function
t 7→ e(c+it)2 A(c+ it) on R is square-integrable and is orthogonal to the set of functions of
the form P (c+ it)e(c+it)
2
(P (z) ∈ C[z]), which is dense in L2(R). Thus, A(c+ it) = 0 for
all t ∈ R. Therefore, A(s) = 0 or equivalently
R
ξ,U
l (φ|s) =
−Γ(l − ρ)
(
√
8∆π)l−ρ
D∗(s)L∗(U ,−s){Jξ,U ,regl (w0, φ|s) + Jξ,Ul (w1, φ|s) + Jξ,Ul (n(ξ)w0, φ|s)}
identically on the strip Re(s) ∈ (ρ+ 1, l− 3ρ− 1). First, we shall show the bound (5.11)
on the strip Re(s) ∈ I so that we can use the estimations in Propositions 5.2, 5.3, and
5.4; thus, |es2Rξ,Ul (φ|s)| is majorized by
e−|Im(s)|
2 × |D∗(s)L∗(U ,−s)|n2(l+ρ)
{
C−l0
|Γ(s+ ρ)| +
Γ(l − ρ)C l1
|Γ(−s+ l − ρ)|Γ(l − ρ+ 1/2)(5.12)
+
eπ|Ims|Γ(l − ρ)C l2
|Γ(−s+ l − ρ)|Γ(l − ρ+ 1/2)
}
on Re(s) ∈ I, where C0 > 1 is a constant and C1, C2 are positive constants. We have
that D∗(s)L∗(U ,−s) is bounded on TI,0; by Stirling’s formula Γ(l − ρ)/Γ(l − ρ+ 1/2) ∼
(l − ρ)−1/2 = O(1) as l → ∞, and e−|Im(s)|2/2 × eπ|Ims||Γ(s + ρ)|−1 = O(1) on TI,δ.Thus
(5.12) has further majorized by
e−|Im(s)|
2
C−l0
Γ(s+ ρ| +
e−|Im(s)|
2
C l1
|Γ(l − s− ρ)| +
e−|Im(s)|
2/2C l2
|Γ(l − s− ρ)|
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uniformly in s ∈ TI,δ and l ∈ N ∩ (l0,∞). To estimate the second and the third term of
this expression, we apply Lemma 5.6. Thus, we have the following majorant of n−2(l+ρ)×
es
2
R
ξ,U
l (φ|s) with s ∈ TI,δ and l ∈ N ∩ (l1,∞) varies.
C−l0 +
{
e−|Im(s)|
2
C l1 + e
−|Im(s)|2/2C l2
} (
lRe(s)
Γ(l − ρ) +
T−l
|Γ(−s− ρ)|
)
.
Choose T > C0max(C1, C2); then by Stirling’s formula, this whole expression is majorized
by a constant times C−l0 . Hence if we set I = [q
′, q], there exists a constant B > 0 such that
|es2Rξ,Ul (φ|s)| 6 BC−l0 for Res ∈ [q′, q] and l ∈ N, l > l0. By the functional equation, the
same bound holds true on the strip Res ∈ [−q,−q′] also. Since es2Rξ,Ul (φ|s) is vertically
of exponential growth on C, the inequality |es2Rξ,Ul (φ|s)| 6 B C−l0 on the union of vertical
lines Res = ±q remains valid on the vertical strip Res ∈ [−q, q] by the Phragmen-Lindelo¨f
principle. 
Lemma 5.6. Let a ∈ R. For any T = TI,δ contained in the strip Res ∈ (ρ, l0 − 3ρ − 1)
and for any T > 1, the following bound holds for all s ∈ T , l ∈ N ∩ (l0,∞).
1
|Γ(−s+ l + a)| ≪T
lRe(s)
Γ(l + a)
+
T−l
|Γ(−s+ a)| .
Proof. Set T (T ) = T ∩{|Im(s)| 6 T}. Since T (T ) is relatively compact, Stirling’s formula
shows the bound
|Γ(l + a)/Γ(−s+ l + a)| ≪ (l + a)Res, s ∈ T (T ), l ∈ N ∩ (−a,∞).
Suppose s = σ + it ∈ T − T (T ). Then
|Γ(−s+ l + a)/Γ(−s+ a)| =
l∏
k=0
{t2 + (σ + a + k)2}1/2 > |t|l+1 > T l+1.

For convenience, we set
Γ(l, s) =
2πm/2 Γ(m/2)−1 Γ(l − ρ)
(
√
8∆π)l−ρ
Bξl (s)C
ξ
l
ΓL (l, s+ 1/2)
ΓL ξ1
(1 + s)
,(5.13)
where ΓL (l, s) is the common gamma factor for L(F, s) with F ∈ B+l (see [40, 3.4]),
ΓL ξ1
(s) the gamma factor for L(f, s) (see [40, 3.6]), Bξl (s) is the function defined by [40,
(4.29)] and Cξl the constant in [40, Proposition 17].
Lemma 5.7. Suppose that Lf (U , s) is regular at s = 1. Then we have that Rξ,Ul (φ|0)
equals ΓL ξ1
(1)D∗(0) times the expression
Γ(l, 0)
dim(ρU
f
)
∑
F∈B+l
∑
f∈B(U ;Kξ∗1,f )
|afF (ξ)|2Lf (F, 1/2)−
CTs=0(L(U , 1− s) ζˆ(1− 2s)1−ǫ)
ΓL ξ1
(1)
∏
p∈S
Ŵξ,(zUp )p (φp; 0),
and that
Γ(l, 0) ∼ (π
4
)ρ
(2−1d(L ))1/2 4−1 (4π
√
2∆)2ρ−2l+1 Γ(2l − ρ) l−m, l → +∞.
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Proof. The first formula follows from (4.20) and (5.7). From [40, Proposition 30 (2)], we
have
Γ(l, 0) = Γ(l−ρ−1/2) Γ(l−2ρ)
Γ(l−ρ/2) Γ(l−ρ/2+1/2) Γ(2l − ρ)
(
π
4
)ρ
(2−1d(L ))1/2 4−1 (4π
√
2∆)2ρ−2l+1.
Since Γ(l + a)/Γ(l + b) ∼ la−b as l → +∞ ([15, p.12]) for a, b ∈ R, the first factor of the
right-hand side asymptotically equals l−m as l → +∞. 
Lemma 5.8. Suppose that Lf (U , s) is regular at s = 1.
ΓL ξ1
(1)−1CTs=0(L(f, 1− s) ζˆ(1− 2s)1−ǫ) =
{
CTs=1 Lf (f, 1), m ≡ 1 (mod 2),
L′
f
(f, 1)− dL (ξ)Lf (f, 1), m ≡ 0 (mod 2),
where
dL (ξ) = Γ
′
L ξ1
(1)/ΓL ξ1
(1) = −1
2
log(2−1d(L ξ1 )) +
m−2
2
log(2π)−
m/2−1∑
j=1
Γ′
Γ
(
m+1
2
− j) .
Proof. This is shown by a direct computation. 
Proposition 5.9. Let S be a finite set of prime numbers and φ ∈ H +(G(Af )/K∗f ) satisfy-
ing the conditions (1.4) and (5.1). Let U ⊂ V(ξ) be an irreducible Gξ1(Af)-submodule such
that U(Kξ∗1,f ) 6= {0}. Fix an orthonormal basis B(U ;Kξ∗1,f ) of U(Kξ∗1,f) consisting of eigen-
function of the involutive operator τ ξ
f
and set B(U ;Kξ∗1,f )±1 = {f ∈ B(U ;Kξ∗1,f )|τ ξf (f) =
±f}. Let {(zUp , ρUp )}p∈f be the spectral parameter of U and set ρUf = ⊗p∈fρUp . Set χ(U) =
dim(U(Kξ∗1,f)−1tr(τ ξf | U(Kξ∗1,f)). Suppose that Lf (U , s) is regular at s = 1. Then for l ∈ N
with l > l0,
Γ(l)
4lm
∑
F∈B+l
λF (φ)Lf(F, 1/2)
∑
f∈B(U ;Kξ∗1,f )(−1)
l
|afF (ξ)|2(5.14)
= cL (ξ,U) dim(ρUf ) {1 + (−1)l χ(U)}
∏
p∈S
Ŵξ,(zUp )p (φp; 0) +O(C−l), (l→ +∞),
where C > 1 is a constant independent of l.
Proof. This follows from Lemmas 5.7 and 5.8 combined with the estimate (5.11) ap-
plied with s = 0. We use Corollary 2.9 (ii) to reduce the summation range of f to
B(U ;Kξ∗1,f )(−1)
l
. 
To complete the proof of Theorem 1.1, it remains to evaluate the quantity Ŵξ,(z)p (φp; 0),
which is accomplished in the next subsection.
5.1. Evaluation of the S-factor. In this section, we fix a prime p ∈ S to work with,
where S is a finite set of primes satisfying the condition (1.4). From §2.8, recall the points
d(t, h) ∈ G which is defined by means of the Witt decomposition of V (Qp) together with
a set of isotropic vectors e±j (1 6 j 6 ℓp) and a maximal Qp-anisotropic subspace Wp;
then define T to be the maximal Qp-split torus of G consisting of all those points d(t, 1)
(t = (tj)
ℓp
j=1 ∈ (GL1)ℓp). Let WGQp := NormG(T)/ZG(T) and WG
0
Qp
:= NormG0(T)/ZG0(T)
are the Weyl groups of G and G0, respectively. Obviously WG
0
Qp
is viewed as a subgroup of
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WGQp. For ν ∈ Xp, let Ω(ν)G(Qp) and Ω
(ν)
G0(Qp)
be the Harish-Chandra’s spherical functions of
G(Qp) and G
0(Qp), respectively. Then from Corollary 12.12
Ω
(ν)
G(Qp)
(h) = 1
2
(
Ω
(ν)
G0(Qp)
(h) + Ω
(sν)
G0(Qp)
(h)
)
, h ∈ G0(Qp),(5.15)
where s ∈ WGQp is the transposition of the basis vectors e1 and e−1. Ifm is odd, orm is even
and dimWp = 2 then s ∈ WG0Qp , which yields WG
0
Qp
= WGQp and Ω
(ν)
G(Qp)
|G0(Qp) = Ω(ν)G0(Qp).
If m is even and dimWp = 0, then W
G
Qp
= WG
0
Qp
⋊ {1, s}. For φ ∈ H (G(Qp) / Kp), its
restriction to G0(Qp), say φ
G0 , belongs to the Hecke algebra H (G0(Qp) / Kp ∩ G0(Q));
then the Fourier transform φ̂G0(ν) is defined by means of the spherical function Ω
(ν)
G0(Qp)
and the Haar measure on G0(Qp) such that vol(G
0(Qp) ∩Kp) = 1. Since Kp contains an
element of G(Qp) − G0(Qp), we easily have the equality φˆ(ν) = φ̂G0(ν). By the inversion
formula ([25]),
φp(g) =
∫
X0p
φ̂G0p (ν) Ω
(−ν)
G0(Qp)
(g) dµPlp (ν), φp ∈ H (G(Qp) / Kp), g ∈ G0(Qp),(5.16)
where dµPlp (ν) is the spherical Plancherel measure on X
0
p given by
dµPlp (ν) = Qp
∣∣∣∣∣∣
∏
α∈Σ+(Tp,G0)
ζp(〈α, ν〉+ 1)
ζp(〈α, ν〉)
∣∣∣∣∣∣
2
ℓp∏
j=1
(log p)−1dνj ,(5.17)
where Σ+(T,G0) is a positive system of T-roots on G0, ζp(z) = (1 − p−z)−1 and Qp > 0
is a constant. Set H = Gξ1 for simplicity. Let π
G0
p (ν) (ν ∈ Xp) and πH0p (z) (z ∈ Xp(ξ))
be the spherical representations of the special orthogonal groups G0(Qp) and H
0(Qp),
and Ap(ν) ∈ L(G0) and Ap(z) ∈ L(H0) their Satake parameters, respectively. Then, the
various local L-factors to be cooperated in the formula (1.5) are defined as follows:
L(s, πH
0
p (z)⊠ π
G0
p (ν)) = det(1−Ap(zp)⊗Ap(ν) p−s)−1,
L(s, πG
0
p (ν); Std) = det(1−Ap(ν) p−s)−1,
L(s, πG
0
p (ν); Ad) = det(1−Ad(Ap(ν)) p−s)−1,
where Ad : L(G0) → GL(Lie(Ĝ(C)) is the adjoint representation. In the same way, the
local L-factors L(s, πH
0
p (z); Std) and L(s, π
H0
p (z); Ad) are defined. Note that these L-
factors, which are a priori invariant under WG
0
Qp
and WH
0
Qp
, possesses a larger invariance by
Weyl groupsWGQp andW
H
Qp
. We also remark that the for a character λp of H (G(Qp)/Kp)
with the Satake parameter ν ∈ Xp/WGQp the L-factor L(λp, s) (given by (2.12)) coincides
with L(s, πG
0
p (ν); Std).
∆G0,p =
{∏(m+1)/2
j=1 ζp(2j), (m is odd),∏m/2
j=1 ζp(2j)L((m+ 2)/2, χKp/Qp), (m is even),
where Kp is the discriminant quadratic field of the pair (V (Qp), V
ξ
1 (Qp)) ([24, §2.1]).
From the explicit formula, all the local L-factors defined above are non-negative for s ∈ R
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if z ∈ X0p(ξ) and ν ∈ X0p. We need the notion of the stable integral on N(Qp) ([23],
[24]). From [24, Proposition 3.1], for any h0 ∈ H0(Qp) and g ∈ G0(Qp), the function
ϕ(n) = Ω
(ν)
G0(Qp)
(m(1; h0)ng)ψξ(n) on N(Qp) is compactly supported after averaging. Thus
there exists an open compact subgroup U0(h0, g) ⊂ N(Qp) such that for any open compact
subgroup U such that U0(h0, g) ⊂ U the integral
∫
U ϕ(u)du is independent of U ; the stable
integral
∫ st
N(Qp)
ϕ(n)dn is defined to be this common value of integral.
Lemma 5.10. Suppose z ∈ X0p(ξ) and ν ∈ X0p so that πH0p (z) and πG0p (ν) are both tempered.
Then for any g ∈ G0(Q0),∫
H0(Qp)
|Ω(z)
H(Qp)
(h0)|
∣∣∣∣∣
∫ st
N(Qp)
Ω
(−ν)
G0(Qp)
(m(1; h0)ng)ψξ(n) dn
∣∣∣∣∣ dh0 < +∞.(5.18)
We have
∫
H0(Qp)
Ω
(z)
H0(Qp)
(h0)
{∫ st
N(Qp)
Ω
(−ν)
G0(Qp)
(m(1; h0)n)ψξ(n) dn
}
dh0 =
2−1∆G0,p L(1/2, πH
0
(z)⊠ πG
0
(−ν))
L(1, πH0(z); Ad)L(1, πG0(−ν); Ad) .
(5.19)
Proof. [24, Theorems 2.1 and 2.2]. Note that our measure dh0 on H
0(Qp) is such that
vol(H0(Qp)∩Kp) = 1/2. The factor 2−1 on the right-hand side of (5.19) is due to this. 
Proposition 5.11. Let z ∈ X0+p (ξ) with |Re zj | < 1/2 for all 1 6 j 6 ℓp(ξ), and s ∈ C
with Re(s) > −1/2. Set σp = πH0p (z). For any φp ∈ H (G(Qp) / Kp),
Ŵ ξ,(z)p (φˇp; s) =
∫
X0p
φ̂G0p (ν)
∆G0,p L(1/2, σp ⊠ π
G0
p (ν))
L(1, σp; Ad)L(1, πG
0
p (ν); Ad)
L(s + 1/2, πG
0
p (ν); Std)
L(s + 1, σp; Std) ζp(2s+ 1)1−ǫ
dµPlp (ν),
(5.20)
where φˇp(g) = φp(g
−1), and ǫ ∈ {1, 0} is the parity of m.
Proof. First we suppose that z belongs to the tempered locus X0p(ξ). Since φp is of
compact support on G(Qp), by the Iwasawa decomposition, there exists an open compact
subgroupN0(g) ⊂ N(Qp) such that the integral domain N(Qp) in (5.5) is replaced with any
N containing N0(g). Moreover, since H is unramified over Qp, Kξ1,p contains an element
of H(Qp)−H0(Qp). Hence we can replace the domain of the h-integral in (5.5) to H0(Qp)
after multiplying 2. Then substituting (5.16) to (5.5) and by the relation φˆ(ν) = φ̂G0(ν),
we have
W ξ,(z)p (φˇp; g) = 2
∫
H0(Qp)
Ω
(z)
H(Qp)
(h0) dh0
∫
N0(g)
{∫
X0p
φˆp(ν)Ω
(−ν)
G0(Qp)
(m(1; h0)ng) dµ
Pl
p (ν)
}
ψξ(n) dn.
Since N0(g) and X0p are both compact, we exchange the order of integrals to see that the
right-hand side becomes
2
∫
H0(Qp)
Ω
(z)
H(Qp)
(h0) dh0
∫
X0p
φˆp(ν)
{∫
N0(g)
Ω
(−ν)
G0(Qp)
(m(1; h0)ng)ψξ(n) dn
}
dµPlp (ν).
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For each h0 ∈ H0(Qp), the n-integral is unchanged when N0(g) is enlarged to any open
compact subgroup N containing N0(g)U0(h0, g); then the n-integral over such N is iden-
tified with the stable integral by definition. Therefore, we obtain the first equality of
W ξ,(z)p (φˇp; g) = 2
∫
H0(Qp)
Ω
(z)
H(Qp)
(h0) dh0
∫
X0p
φˆp(ν)
{∫ st
N(Qp)
Ω
(−ν)
G0(Qp)
(m(1; h0)ng)ψξ(n) dn
}
dµPlp (ν)
= 2
∫
X0p
φˆp(ν)
{∫
H0(Qp)
Ω
(z)
H(Qp)
(h0) dh0
∫ st
N(Qp)
Ω
(−ν)
G0(Qp)
(m(1; h0)ng)ψξ(n) dn
}
dµPlp (ν)
=
∫
X0p
φˆp(ν){B(z,ν)(g) +B(s0z,ν)(g)}dµPlp (ν),
where s0 ∈ WHQp is the H equivalent of s and
B(z,ν)(g) =
∫
H0(Qp)
Ω
(z)
H0(Qp)
(h0) dh0
∫ st
N(Qp)
Ω
(−ν)
G0(Qp)
(m(1; h0)ng)ψξ(n) dn.
In the above computation, the second equality is legitimized by (5.18) and the last equality
follows from the H equivalent of the relation (5.15). When viewed as a function in
g ∈ G0(Qp), B(z,ν)(g) possesses the properties:
(i) B(z,ν)(m(1; u)ngk) = ψξ(n)
−1B(z,ν)(g) for (u, n, g, k) ∈ (H0(Qp) ∩Kp) × N(Qp) ×
G
0(Qp)× G0(Qp) ∩Kp.
(ii) φ0 ∗H0(Qp) B(z,ν) = φˆ0(z)B(z,ν) for φ0 ∈ H (H0(Qp) / Kp ∩ H0(Qp)).
(iii) B(z,ν) ∗G0(Qp) φ = φˆ(ν)B(z,ν) for φ ∈ H (G0(Qp) / G0(Qp) ∩Kp).
By [29, Theorem 0.5], we have that the C-vector space of all the functions satisfying these
three properties form a one dimensional space containing a unique function B
(z,ν)
0 such
that B
(z,ν)
0 (1) = 1. Thus there exists a constant C ∈ C such that B(ν)(g) = C B(ν)0 (g) for
all g ∈ G0(Qp). The value C = B(z,ν)(1) is given by (5.19). Hence
W ξ,(z)p (φˇp; g) =
∫
X0p
φˆp(ν) {B(z,ν)(g) +B(s0z,ν)(g)} dµPlp (ν)
=
∫
X0p
φˆp(ν)
2−1∆G0,pL(1/2, πH
0
p (z)⊠ π
G0
p (−ν))
L(1, πH0p (z); Ad)L(1, π
G0
p (−ν); Ad)
{B(z,ν)0 (g) +B(s0z,ν)0 (g)} dµPlp (ν).
The Mellin transform of B
(z,ν)
0 is computed by [37, Proposition 2], which yields∫
Q×p
B
(z,ν)
0 (m(t; 1))|t|s−m/2p d×t =
L(s, πG
0
p (ν); Std)
L(s+ 1
2
, πH0p (z); Std)
ζp(2s)
ǫ−1
for Res≫ 0. Note that the last quantity remain unchanged when z is replaced with s0z.
Since X0p is compact, by changing the order of integrals and by applying this formula, we
obtain the formula (5.20) for s ∈ C with sufficiently large real part. The right-hand side of
(5.20) defines a holomorphic function on Re(s) > −1/2. Thus, by analytic continuation,
the same formula is true for any s ∈ C with Res > −1/2. This completes the formula
for z ∈ X0p(ξ). The condition z ∈ X0p(ξ) is weakened to |Rezj | < 1/2 (1 6 j 6 ℓp(ξ)) by
analytic continuation again. 
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5.2. Proof of Theorem 1.4 and Corollary 1.5. SetW = WGS , HS =
⊗
p∈S H (G(Qp)/
Kp), µl = Λ
ξ,f
l , and Λ = Λ
ξ,(zUS ) for simplicity. From the assumption, the point z = zUS :=
(zUp )p∈S belongs to the tempered locus X
0
S(ξ). The space C(X
0+
S /W ) is endowed with the
topology of the uniform convergence. From (1.5), we have the formula
Λ(α˜) =
∫
X0S/W
α˜(ν)D(ν) dµPlS (ν), α˜ ∈ C(X0+S /W )
with
D(ν) :=
∏
p∈S
∆G0,p ζp(1)
ǫ−1
L(1, πHp (z); Ad)L(1, π
H0
p (z); Std)
×
L
(
1
2
, πH
0
p (z)⊠ π
G0
p (ν)
)
L
(
1
2
, πG
0
p (ν); Std
)
L(1, πG0p (ν); Ad)
.
As noted in §5.1, D(ν) > 0 for all ν ∈ X0S. Since D(ν) is a continuous function on the
compact space X0S/W , we have C = maxν∈X0S D(ν) < ∞ and Λ(α˜) 6 CµPlS (α˜) for any
non negative function α˜, where µPlS = ⊗p∈SµPlp . Let α˜ ∈ C(X0+S /W ) and ε > 0. From [34,
Theorem 7.3], we can find φ1, φ1 ∈ HS such that
|φ̂(ν)− α˜(ν)| 6 φ̂2(ν) (ν ∈ X0+S ), µPlS (φ̂2) 6
1
4(C + 1)
ε.
Hence
|Λ(φ̂1 − α˜)| 6 Λ(|φ̂1 − α˜|) 6 C µPlS (|φ̂1 − α˜|) 6 C µPlS (φ̂2) 6 C ×
ε
4(C + 1)
<
ε
4
.
From Theorem 1.1, there exists L > 0 such that
|µl(φ̂i)−Λ(φ̂i)| 6 ε
8
(i = 1, 2)
for all l > L. Define
µ♭l(α) =
Γ(l)
4lm
∑
F∈B+l (♭)
∑
f∈B(U ;Kξ∗1,f )
Lf (F, 1/2) |afF (ξ)|2, α ∈ C(X0+S /WS)
and µ♮l = µl − µ♭l . Suppose (1.9) were true; then
|µ♭l(φ̂2)|+ |µ♭l(φ̂1)− µ♭l(α˜)| 6 2 max
ν∈X0+S
|φ̂2(ν)| × Γ(l)
4lm
∑
f∈B(U ;Kξ∗1,f )
∑
F∈B+l (♭)
|Lf (F, 1/2)| |afF (ξ)|2
tends to 0 as l →∞. Thus there exists L1 > 0 such that
|µ♭l(φ̂2)|+ |µ♭l(φ̂1 − α˜)| 6
ε
8
for l > L1. Suppose the statement (1.8) holds true. Then the measure µ
♮
l is non-negative
for all l > L; thus, for l > max(L, L1),
|µl(φ̂1)− µl(α˜)| 6 µ♮l(|φ̂1 − α˜|) + |µ♭l(φ̂1 − α˜)|
6 µ♮l(φ̂2) + |µ♭l(φ̂1 − α˜)|
= µl(φ̂2)− µ♭l(φ̂2) + |µ♭l(φ̂1 − α˜)|
6 µl(φ̂2) + (|µ♭l(φ̂2)|+ |µ♭l(φ̂1 − α˜)|)
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6 Λ(φ̂2) +
ε
8
+
ε
8
6 C µPlS (φ̂2) +
ε
4
6 C × ε
4(C + 1)
+
ε
4
<
ε
4
+
ε
4
=
ε
2
.
Therefore,
|(µl −Λ)(α)| 6 |µl(φ̂1 − α˜)|+ |µl(φ̂1)−Λ(φ̂1)|+ |Λ(φ̂1 − α˜)|
6 ε/2 + ε/4 + ε/4 = ε
for all l > max(L, L1). Hence µl(α˜) → Λ(α˜) as l → ∞. This completes the proof
of Theorem 1.4. Let us prove Corollary 1.5. Since the support of Λ is evidently X0S/W ,
there exists an element α ∈ C(X0S/W ) supported on N /W such that Λ(α˜) 6= 0, where α˜ ∈
C(X0+S /W ) is the extension of α by 0 outside X
0
S. We choose ε > 0 such that ε < |Λ(α˜)|/2,
then for l > L, we have µl(α˜) 6= 0 due to |µl(α˜)| > |Λ(α˜)| − ε > |Λ(α˜)|/2 > 0. Hence
there exist F ∈ B+l and f ∈ B(U ;Kξ∗1,f ) such that α(νS(F ))Lf (F, 1/2)|afF (ξ)|2 6= 0. 
6. The proof of Proposition 5.1
From Lemma 3.4, Nµ = Ad(µ
−1)Nξ for µ = m(1; δ) ∈ M(1). Hence, Jˆξ,fl (1, φ|β; r) with
f ∈ B(U ;Kξ∗1,f ) equals∫
G
ξ
1(Q)\Gξ1(A)
f¯(h0) dh0
∑
δ∈Gξ1(Q)\G1(Q)
∫
Nξ(Q)\N(A)
Φˆ
f,ξ
l (φ|β; nm(r; δh0) b∞)ψδ−1ξ(n)−1 dn
=
∫
G
ξ
1(Q)\Gξ1(A)
f¯(h0) dh0
∑
δ∈Gξ1(Q)\G1(Q)
∫
Nξ(Q)\Nξ(A)
ψδ−1ξ(n1)
−1 dn1
·
∫
Nξ(A)\N(A)
Φˆ
f,ξ
l (φ|β ; nm(r; δh0) b∞)ψδ−1ξ(n)−1 dn.
The integral of ψδ−1ξ on N
ξ(Q)\Nξ(A) is 1 if and only if δ−1ξ is proportional to ξ, or equiv-
alently δ−1ξ = ±ξ; otherwise, the integral is 0. Thus, only the elements of Gξ1(Q)\G1(Q)
represented by the identity and cG1 contribute non trivially in the summation. Since
V1 = Qξ ⊕ V ξ1 , the mapping x 7→ n(xξ) is a measure preserving bijection from A onto
N
ξ(A)\N(A). Thus, formally changing the order of integrals, we obtain the following
formula, whose proof will be given at the end of this subsection.
Jˆξ,fl (1, φ|β; r) =
∫
(c)
β(s)D∗(s)L∗(U ,−s)
(
J ξ,f,+l (φ|s; r) + J ξ,f,−l (φ|s; r)
)
ds,(6.1)
with c > ρ, where J ξ,f,±l (φ|s; r) is the integral of f¯(h0)Φf,ξl (φ|s; n(xξ)m(t; δ± h0))ψ(x 〈ξ, ξ〉])
over (x, h0) ∈ A × (Gξ1(Q)\Gξ1(A)) with δ+ = 1 and δ− = cG1 . The integral J ξ,f,±l (φ|s)
becomes the product of the following two integrals
J ξ,±l (s; r) =
∫
R
Φξl (s; m(1; δ
±
∞) n(x∞ξ)m(r; 1) b∞) exp(−2πix∞〈ξ, ξ〉) dx∞,
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J ξ,f,±
f
(φ|s) =
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0,f ) dh0,f
∫
Af
Φf,ξ
f
(φ|s; m(1; δ±
f
h0,f ) n(xfξ))ψf(−x 〈ξ, ξ〉) dxf .
(6.2)
Let J ξ,U ,±l (s; r) denote the sum of dim(ρ
U
f
)−1 J ξ,f,±l (s; r) over f ∈ B(U : Kξ∗1,f ).
Lemma 6.1. For any compact interval I ⊂ R, we have the estimation∫
G
ξ
1(Q)\Gξ1(Af )
|f(h0,f)|dh0,f
∫
Af
|Φf,ξ
f
(φ|s; n(xfξ)m(1; δ±f h0,f ))| dxf ≪ 1, Res ∈ I.(6.3)
Moreover,
J ξ,U ,−
f
(φ|s) = dim(ρU
f
)−1 tr(τ ξ
f
|U(Kξ∗1,f))J ξ,U ,+f (φ|s),(6.4)
J ξ,U ,+
f
(φ|s) = |Q[ξ]|−1
f
δ(2ξ ∈ L1)
∏
p∈S
Ŵ ξ,(zp)p (φp; s).(6.5)
Proof. By the normalization of the Haar measure on Gξ(Af ) ([40, §3.8]), we have
J ξ,f,±
f
(φ|s) = d(L ξ1 )−1
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0,f )dh0,f
∫
Af
{∫
A×
f
∫
G
ξ
1(Af )
|t|−s+ρA f(u−1)
×
∫
Nξ(Af )
φ(m(t; u)n0m(1; δ
±
f
h0,f ) n(xξ))dn0
}
ψf (−x〈ξ, ξ〉) d×t dn0 dx
=
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0,f )dh0,f
∫
A×
f
∫
G
ξ
1(Af )
|t|−s+ρ
f
f(u−1)d×du
× d(L ξ1 )−1/2
∫
Af×V ξ1 (Af )
φ(m(t; uδ±
f
h0,f ) n(Z + xξ))ψ(−〈Z + xξ, ξ〉) dZ dx,
where dZ is the self-dual Haar measure on V ξ1 (Af ) with respect to the bi-character
ψf (〈Z,Z ′〉). From the computation above, noting that Gξ1(Q)\Gξ1(Af ) is compact, we
see that the integral in (6.3) is bounded from above by∫
A×
f
d×t
∫
G
ξ
1(Af )
du
∫
Af×V ξ1 (Af )
|t|−Re(s)+ρ
f
|φ(m(t; uδ±
f
h0,f) n(Z + xξ))| dZ dx.
Since φ is of compact support on G(Af), by the Iwasawa decomposition on G(Af ) =
P(Af )Kf , the integral domain is restricted to a compact set of (t, u, x, Z) ∈ A×f ×Gξ1(Af )×
Af ×V ξ1 (Af ). From this, the estimate (6.3) is evident. Let dX be the self-dual Haar mea-
sure on V1(Af) with respect to the bi-character ψf (〈X,X ′〉). Then dX = |Q[ξ]|1/2f dx dZ
for X = xξ + Z (x ∈ Af , Z ∈ V ξ1 (Af )) is easily confirmed. By Lemma 2.1,
J ξ,U ,±
f
(φ|s) = dim(ρU
f
)−1
∑
f∈B(U ;Kξ∗1,f )
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0,f )dh0,f
∫
A×
f
∫
G
ξ
1(Af )
|t|−s+ρ
f
f(u−1)d×du
× d(L ξ1 )−1/2|Q[ξ]|−1/2f
∫
V1(Af )
φ(m(t; uh0,fδ
±
f
) n(X))ψ(−〈X, ξ〉) dX
= |Q[ξ]|−1/2
f
d(L ξ1 )
−1/2d(L1)−1/2
∫
A×
f
W ξ
f
(φ|s;m(t; δ±
f
)) |t|s−ρ
f
d×t
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= |Q[ξ]|−1
f
d(L1)
−1
∫
A×
f
W ξ
f
(φ|s;m(t; δ±
f
)) |t|s−ρ
f
d×t(6.6)
where
W ξ
f
(φ; g) =
∫
G
ξ
1(Af )
ΨU(u−1)du
∫
N(Af )
φ(g−1m(1; u)n)ψξ(n)−1 dn, g ∈ G(Af )
with
ΨU(u) = dim(ρUf )
−1 ∑
f∈B(U ;Kξ∗1,f )
∫
G
ξ
1(Q)\Gξ1(A)
f¯(h0) f(h0u) dh0, u ∈ Gξ1(A).
Obviously, ΨU is bi-K
ξ∗
1,f -invariant function on G
ξ
1(Af ); moreover, we have ΨU(v
−1uv) =
ΨU(u) for all v ∈ Kξ1,f , and ΨU(1) = 1. The function ΨU satisfies the same Hecke
eigenequation ΨU∗ϕ = CUf (ϕ)ΨU for all ϕ ∈ H +(Gξ1(Af )/Kξ∗1,f ), where CUf : H +(Gξ1(Af )/
K
ξ∗
f
)→ C is the eigencharacter which is decomposed to the product ∏pCUp of characters
CUp of H
+(Gξ1(Qp) / K
ξ∗
1,p). From [28, Lemma 1.5], we have the product formula
ΨU(u) =
∏
p∈f
ωUp (up), u ∈ Gξ1(Af)(6.7)
where ωUp is the zonal spherical function on G
ξ
1(Qp) associated with the eigencharacter C
U
p
studied in [28, §1.3]. Therefore,
W ξ
f
(φ; g) =
∏
p∈f
W ξp (φp; gp),
with
W ξp (φp; gp) =
∫
G
ξ
1(Qp)
ωUp (u
−1)du
∫
N(Qp)
φp(g
−1
p m(1; u)n)ψη,p(n)
−1 dn, gp ∈ G(Qp),
where the Haar measure on N(Qp) is normalized so that vol(N(Qp) ∩ Kp) = 1. Let us
show ∏
p∈f−S
W ξp (φp|s;m(tp; δp)) = d(L1) δ(2ξ ∈ L1)
{
ǫ(U) (δ = δ−),
1 (δ = δ+)
for t = (tp) ∈ A×f , where ǫ(U) = dim(ρUf )−1 tr(τ ξf | U(Kξ∗1,f). We consider the case δ =
δ−(= cG1). Let p ∈ f − S; then since φp = chK∗p, by the Iwasawa decomposition G(Qp) =
P(Qp)K
∗
p ([28, Proposition 1.2 (i)]), we have that
W ξp (φp;m(tp; δ
±
p )) = δ(tp ∈ Z×p )
∫
(Gξ1(Qp)∩(K∗1,pδ±p )
ωUp (u
−1)du
∫
N(Qp)∩K∗p
ψξ,p(np)
−1dnp.
(6.8)
The set Gξ1(Qp) ∩ (K∗1,pδ−p ) is non empty if and only if δ−p = cG1p ∈ Gξ1(Qp)K∗1,p, or equiv-
alently 2ξ ∈ L1,p by (2.15) and Lemma 2.4; under this condition, Gξ1(Qp) ∩ (K∗1,pδ−p ) =
G
ξ
1(Qp) ∩ (hξpK∗1,p) where hξp ∈ Gξ1(Qp) is the element in (2.16). Since ωUp is right Kξ∗1,p-
invariant and since the Haar measure on Gξ1(Qp) is normalized so that vol(K
ξ∗
1,p) = 1,
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the u-integral is computed to be δ(2ξ ∈ L1,p)ωUp (hξp). The character ψξ,p is trivial on
N(Qp) ∩K∗p (∼= L1,p); thus∫
N(Qp)∩K∗p
ψξ,p(n)dnp = vol(L
∗
1,p; dnp) = dp(L1).
Therefore,∏
p∈f−S
W ξp (φp;m(tp; δ
−
p )) =
∏
p∈f−S
dp(L1) δ(tp ∈ Z×p ) δ(2ξ ∈ L1,p)ωUp (hξp)
= d(L1)δ(2ξ ∈ L1)
∏
p∈f−S
δ(tp ∈ Z×p )ωUp (hξp),
because ξ ∈ L ∗1,p = L1,p ⊂ 2−1L1,p for p ∈ S. Set hξf = (hξp)p∈f . Under the condition
2ξ ∈ L1, from (6.7) and the eigen equation τ ξf (f)(u) := f(uhξf ) = ǫf f(u),∏
p∈f−S
ωUp (h
ξ
p) = ΨU(h
ξ
f
) = dim(ρU
f
)−1
∑
f∈B(U ;Kξ∗1,f )
ǫf = dim(ρ
U
f
)−1 tr(τ ξ
f
| U(Kξ∗1,f)) =: ǫ(U).
Note that hξp = 1 and ω
U
p (h
ξ
p) = 1 for p ∈ S. This completes the proof of (6.8) when
δ = δ−. The other case δ = δ+(= 1) is much simpler. Indeed, from [28, Proposition 2.3],
we have the equality Gξ1(Qp) ∩K∗1,p = Kξ∗1,p which allows us to compute the u-integral in
(6.8) to be 1. The remaining part is the same as before.
For p ∈ S, Wξp(φp; g) coincides with (5.5). Thus from (6.8) we have∫
A×
f
W ξ
f
(φ;m(t; δ±))|t|s−ρ
f
d×t = d(L1) δ(2ξ ∈ L )
∏
p∈S
Ŵ ξ,(zp)p (φp; s)
{
ǫ(U) (δ = δ−),
1 (δ = δ+).
Substituting this to (6.6), we have (6.5) as required. 
Lemma 6.2. Let 0 < c < l − ρ. Then,∫
R
|Φξl (s; n(x∞ξ)m(r; δ±∞) b∞)| dx∞ ≪ 1, Re(s) = c.(6.9)
We have
J ξ,+l (s) = (−1)l J η,−l (s) = |Q[ξ]|−1∞
(
√
8|Q[ξ]|π)−s−ρ+l
Γ(−s− ρ+ l) n
l−s−ρ−1 ×Wξl (m(r; 1m)b∞).
Proof. From Proposition 4.3 (1), we have
J ξ,ǫ1 (s) = ǫ
lrs+ρ
∫
R
(
1 + ǫi (2−1∆)1/2xr−1
)s+ρ−l
exp(−2πi ǫτ〈ξ, ξ〉 x) dx
= ǫl21/2∆−1/2 rs+ρ+1
∫
R
(1 + iy)s+ρ−l exp(2πi
√
2∆ τr y) dy.
Here, the second equality is obtained by the change of variable x = (2∆−1)1/2 ry. Using
the formula [13, 3.382.6] to evaluate the last integral and by (2.24), we have the second
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statement of Lemma 6.2. A similar computation yields the following majorant of the
integral (6.9).
21/2∆−1/2 rRe(s)+ρ+1
∫
R
(1 + y2)(Re(s)+ρ−l)/2 dy.
Thus, we obtain the first part of Lemma 6.2. 
Proof of the formula (5.8) : From the first assertion of Lemmas 6.1 and 6.2, combined
with [40, Corollary 16], we can exchange the order of integrals by Fubini’s theorem to
have the equality (6.1). We conclude the proof of Proposition 5.1 by (6.1) and the second
assertions of Lemmas 6.1 and 6.2.
7. The proof of Proposition 5.1 : the singular term from w0
We continue to work with U . Let f ∈ B(U ;Kξ∗1,f). For any δ ∈ Gξ1(Q)\G1(Q) we set
J ξ,δl (w0, s) =
∫
N(R)
Φξl (s; w0 nm(r; δ∞) b∞)ψδξ,∞(n)
−1 dn,(7.1)
J η,f,δ
f
(w0, φ|s) =
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0)dh0
∫
N(Af )
Φf,ξ
f
(φ|s; w0 nm(1; δf h0))ψδξ,f (n)−1 dn.
(7.2)
From (5.3),
Jˆ
ξ,f,sing
l (w0, φ|β) =
∫
(c)
β(s)D∗(s)L∗(U ,−s)
(
J ξ,f,+l (w0, φ|s; r) + J ξ,f,−l (w0, φ|s; r)
)
ds,
(7.3)
with c > ρ, where
J ξ,f,±l (w0, φ|s) = J ξ,f,δ
±
f
(w0, φ|s)J ξ,δ±l (w0, s; r)
with δ+ = 1 and δ− = cG1 . To obtain (7.3), we argue by Fubini’s theorem using the
estimates in the following lemmas 7.1 and 7.2.
Lemma 7.1.∫
V1(Af )
|Φf,ξ
f
(φ|s; w0 n(Xf )m(1; δ±f h0,f ))| dXf ≪ 1, Re(s) = c.
Moreover, for Res > ρ,
J ξ,f,±
f
(w0, φ|s) = J ξ,f,±f (φ| − s)× |Q[ξ]|−1
L∗
f
(U , s)
L∗
f
(U , s+ 1) .
Proof. We have that J ξ,f,±
f
(w0, φ|s) equals
d(L ξ1 )
−1d(L1)1/2
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0) dh0
×
∫
V1(Af )
∫
Gξ(Af )
f
(s)(h)φ(h−1w0n(X)m(1; δ±f h0,f ))ψf (〈X, ξ〉) dh dX
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= d(L ξ1 )
−1d(L1)1/2|Q[ξ]|1/2f
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0) dh0
×
∫
Gξ(Af )
dh
∫
V ξ1 (Af )
f
(s)(w0n(Z)h) dZ
∫
Af
φ(h−1n(xξ)m(1; δ±
f
h0,f ))ψf (〈ξ, ξ〉x) dx,
using the relation of the self-dual measures dX = |Q[ξ]|1/2
f
dx dZ to show the second
equality. Note that f(s) depends on our f ∈ B(U ;Kξ∗1,f ). From [28, Corollary 1.10],
d(L ξ1 )
1/2
∫
V ξ1 (Af )
f
(s)(w0n(Z)h) dZ =
L∗
f
(U , s)
L∗
f
(U , s+ 1) f
(−s)(h), h ∈ Gξ(Af ), Res > ρ.
where dZ is the self-dual Haar measure on V ξ1 (Af ) so that L
ξ
1,f has measure d(L
ξ
1 )
−1/2.
Thus, the last expression of J η,±l (w0, φ|s) equals the product of
d(L ξ1 )
−1/2d(L1)1/2|Q[ξ]|−1/2 L
∗
f
(U , s)
L∗
f
(U , s+ 1) ,
which equals |Q[ξ]|−1L∗(U , s)L∗(U , s+ 1)−1 by Lemma 2.1, and
d(L ξ1 )
−1
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0) dh0
∫
Gξ(Af )
f
(−s)(h) dh
∫
Af
φ(h−1n(xξ)m(1; δ±
f
h0,f ))ψf (〈ξ, ξ〉x) dx,
which equals I ξ,f,±l (φ| − s) from definition (6.2). 
Lemma 7.2. Let c > ρ− l.∫
V1(R)
|Φξl (s; w0 n(X∞)m(r; δ±∞) b∞)| dX∞ ≪ 1, Re(s) = c.(7.4)
For Re(s) > ρ− l,
J ξ,+l (w0, s; r) = (−1)l J ξ,−l (w0, s; r)
=
(2π)ρΓ(s)
Γ(s+ ρ)
(
√
8|Q[ξ]π)s−ρ+l
Γ(s+ l − ρ) d(L
ξ
1 )
−1/2Wξl (m(r; 1m)b∞).
Proof. Note that the self-dual measure dX on V1(R) = R
m is decomposed as dX =
|Q[ξ]|1/2∞ dx dX0 as X = x ξ + X0 (x ∈ R, X0 ∈ V ξ1 (R)) with dX0 the Euclidean Haar
measure on V ξ1 (R). We fix an orthonormal basis of V
ξ
1 (R) to identify V
ξ
1 (R) with the
the standard Euclidean space Rm−1 with norm ‖ · ‖2. Then, noting that Q[ξ] < 0, from
Proposition 4.3 (2), we have
I η,+l (w0, s; r)d(L1)
1/2 = |Q[ξ]|1/2∞
∫
R
(
1 +
√
∆x√
2r
i
)s+ρ−l
exp(−2πi〈ξ, ξ〉x) dx
×
∫
V ξ1 (R)
{
r
(
1 +
√
∆x√
2r
i
)2
+ ‖(2r)−1/2X0‖2
}−(s+ρ)
dX0.
TheX0-integral is computed by the formula (11.1). Thus, the integral J
η,+
l (w0, s; r)d(L1)
1/2
equals
(2r)(m−1)/2 r−s∆1/2 πρ
Γ(s)
Γ(s+ ρ)
∫
R
(
1 +
√
∆x√
2r
i
)−s+ρ−l
exp(−2πi〈ξ, ξ〉x) dx
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= ∆−1/2 2m/2 r−s+ρ+1∆1/2 πρ
Γ(s)
Γ(s+ ρ)
∫
R
(1 + i y)−s+ρ−l exp(2πi
√
2∆ r y) dy.
Using [13, 3.382.6] to evaluate the y-integral, we obtain
J η,+l (w0, s; r) = d(L1)
−1/2|Q[ξ]|−1/2∞ × (2π)ρ
Γ(s)
Γ(s+ ρ)
(
√
8|Q[ξ]|π)s−ρ+l
Γ(s− ρ+ l) el(r).
By Lemma 2.1, d(L1)
−1/2|Q[ξ]|−1/2∞ = d(L ξ1 )−1/2 = d(L ξ1 )−1/2. Note the formula (2.24).
This completes the proof of the second part of Lemma 7.2. By the same way as above,
we have that the integral (7.4) equals
∆−1/22m/2 r−Re(s)+ρ+1 πρ
Γ(Re(s))
Γ(Re(s) + ρ)
∫
R
| (1 + i y)−s+ρ−l | dy.
From this, the first assertion is obvious. 
Proof of the formula (5.9) : From Lemmas 7.1, 6.1 and 7.2,
J ξ,δ
+
l (w0, φ|s; r)
=
(2π)ρΓ(s)
Γ(s+ ρ)
(
√
8|Q[ξ]|π)s−ρ+l
Γ(s+ l − ρ) d(L
ξ
1 )
−1/2 L
∗
f
(U , s)
L∗
f
(U , s+ 1)δ(2ξ ∈ L1)
×
∏
p∈S
Ŵ ξ,(zp)p (φp;−s)Wξl (m(r; 1m)b∞).
By a direct computation using the explicit form of the gamma factor of L∗(U , s) and the
functional equation L∗(U ,−s) = L∗(U , s+ 1) ([40, §3.6]), we confirm the equality
(2π)ρ
Γ(s)
Γ(s+ ρ)
D∗(s)L∗(U ,−s)d(L ξ1 )−1/2
L∗
f
(U , s)
L∗
f
(U , s+ 1) = D∗(−s)L
∗(U , s).
Hence
D∗(s)L∗(U ,−s) {J ξ,f,δ+l (w0, φ|s; r)+J ξ,f,δ
−
l (w0, φ|s; r)} =Mξl (φ|−s)×Wξl (m(r; 1m)b∞),
which combined with (7.3) completes the proof.
8. The proof of Proposition 5.2: the regular term from w0
Starting with the formula (5.4), formally exchanging order of the summation and the
integrals, we obtain
Jˆ
ξ,f,reg
l (w0, φ|β; r) =
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0)
{∫
(c)
β(s)D∗(s)L∗(U ,−s) Iξ,f,regl (w0, φ|s, h0; r) ds
}
dh0
(8.1)
with
I
ξ,f,reg
l (w0, φ|s, h0; r) =
∑
δ∈Gξ1(Q)\[G1(Q)−{1,cG1}Gξ1(Q)]
J ξ,δl (w0, s; r)J
ξ,f,δ
f
(w0, φ|s, h0), h0 ∈ Gξ1(A),
(8.2)
where J ξ,δl (w0, s; r) and J
ξ,f,δ
f
(w0, φ|s, h0) are the integrals defined by (7.1) and (7.2),
respectively. The proof of the equality (8.1) and the absolute convergence of the series
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(8.2) will be given later. We fix a compact subsetN ⊂ Gξ1(Af) such that Gξ1(Af ) = Gξ1(Q)N
once and for all.
Lemma 8.1. Let c > ρ. Then,
|J ξ,f,δ
f
(w0, φ|s, h0)| ≪ 1, δ ∈ G1(Q), h0 ∈ N , Re(s) = c.
There exists a compact set K′φ ⊂ V1(Af) such that J ξ,f,δf (w0, φ|s, h0) = 0 for all Res > ρ
and h0 ∈ N unless δ−1f ξ ∈ K′φ.
Proof. From a computation as in the proof of Lemma 7.1, we have
|J ξ,f,δ
f
(w0, φ|s, h0)| 6 |L
∗(U , s)|
|L∗(U , s+ 1)|
∫
Af
|Φξ,f
f
(φ| − s; n(xξ)m(1; δfh0))|dx.
A computation shows the relations
(n(xξ)m(1; δfh0))
−1ξ = h−10 δ
−1
f
ξ + xQ[ξ] ε1,
(n(xξ)m(1; δfh0))
−1ε1 = ε1.
Let Kφ ⊂ V (Af ) be the compact set as in Lemma 4.6. Then there exists a compact set
K′′φ ⊂ V1(Af ) and N ∈ N∗ such that (n(xξ)m(1; δfh0))−1ξ ∈ Kφ implies h−10 δ−1f ξ ∈ K′′φ and
x ∈ N−1Zˆ. Set K′φ = NK′′φ. Then from the estimate in Lemma 4.6,
|Φf,ξ
f
(φ| − s; n(xξ)m(1; δfh0))| ≪ δ(δ−1f ξ ∈ K′φ, x ∈ N−1Zˆ), h0 ∈ N , x ∈ Af .

For η ∈ V1(R), let η# denote the orthogonal projection of η to V ξ1 (R) and ‖η#‖ =
Q[η#]1/2. For δ ∈ G1(Q), the vector δξ−0 ∈ V1(R) is decomposed as
δξ−0 = a(δ) ξ
−
0 + (δξ
−
0 )
# with a(δ) = −〈δξ−0 , ξ−0 〉.
From the relation −1 = Q[ξ−0 ] = Q[δ ξ−0 ] = −a(δ)2 + ‖(δξ−0 )#‖2, we have
‖(δξ−0 )#‖ < |a(δ)|, 1 = |a(δ)|2 − ‖(δξ−0 )#‖2.
Lemma 8.2. For any δ ∈ G1(Q), we have |a(δ)| > 1; the equality holds if and only if
δ ∈ {1, cG1}Gξ1(Q).
Proof. Since ‖(δξ−0 )#‖ > 0, this follows from 1 = |a(δ)|2 − ‖(δξ−0 )#‖2 immediately. 
Lemma 8.3. Let K′ ⊂ V1(Af ) be a compact set. Then, there exists a positive number
ǫ = ǫK′ such that |a(δ)| > 1 + ǫ for any δ ∈ G1(Q)− {1, cG1}Gξ1(Q) satisfying δ−1f ξ ∈ K′.
Proof. Let M1 ⊂ V1 be a Z-lattice such that L1 ⊗ Zˆ+K′ ⊂ M1⊗ Zˆ. Then, ξ ∈ M1. Let
N ∈ N be an integer such that NM1 ⊂ L1. Then, Q[ξ]N a(δ) ∈ Z for any δ ∈ G1(Q)
with δ−1
f
ξ ∈ K′. Thus, {a(δ)| δ ∈ G1(Q) − {1, cG1}Gξ1(Q), δ−1f ξ ∈ K′ } is a discrete subset
of R+. Combining this observation with Lemma 8.2, we have the conclusion. 
For s ∈ C and for η ∈ V1(R) such that Q[η] < 0 and η# 6= 0, set
Ψ
(s)
l (η) = i π
ρ−l 23(ρ−l+1)/2 Γ(l − ρ)
∫
(c)
zρ−lKs(2
√
2‖η#‖πz) exp(−2
√
2π 〈ξ−0 , η〉 z) dz
(8.3)
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with c > 0, where Ks(z) is the K-Bessel function. Note that the integral converges
absolutely since the integrand is bounded by (1+ |Im(z)|)−l+ρ on Re(z) = c > 0, which is
integrable for l > 4ρ+ 1. We should also note that Cauchy’s integral formula shows that
the integral is independent of c.
Lemma 8.4. Let s ∈ C. If 〈ξ−0 , η〉 > 0, then Ψ(s)l (η) = 0 identically. If 〈ξ−0 , η〉 < 0, then
Ψ
(s)
l (η) = 2
−l+ρ+1‖η#‖−s(
√
−Q[η])s+l−ρ−1
∫ +1
−1
(1− t2)l−ρ−1
(
−〈ξ−0 , η〉√−Q[η] + t
)s−l+ρ
dt.
Proof. Set a = −〈ξ−0 , η〉. Suppose a < 0. Then, from the asymptotic Ks(z) ∼
√
π/2z e−z
(z →∞, Re(z) > 0) ([15, p.139]), the integrand of (8.3) is bounded by C |z|ρ−l−1/2 exp(−qRe(z))
with some constants C, q > 0 on Re(z) > 0. Thus, by letting c → +∞, we obtain 0 as
the integral value of (8.3). In the remaining part of the proof, we suppose a > 0. From
the formula Ks(z) =
1
2
∫∞
0
exp(−(v + v−1)z/2) vs−1 dv,∫
(c)
zρ−lKs(2
√
2‖η#‖πz) exp(2
√
2π a z) dz,
= 1
2
∫ +∞
0
{
∫
(c)
zρ−l exp
(
2
√
2π {a− v+v−1
2
‖η#‖} z
)
dz} vs−1 dv.(8.4)
For p ∈ R− {0} and b > 0, we have∫
(c)
z−b exp(pz) dz = −2πi×
{
0 (p < 0),
pb−1 Γ(b)−1 (p > 0).
by the formula [13, 3.382.7]. Apply this with p = 2
√
2π {a− v+v−1
2
‖η′‖} and b = l−ρ; the
condition p > 0 is equivalent to v−(η) < v < v+(η) with v±(η) = (−〈ξ−0 , η〉 ±
√−Q[η])‖η#‖−1.
From (8.3), (8.4),
Ψ
(s)
l (η) =
(
‖η#‖
2
)l−ρ−1 ∫ v+(η)
v−(η)
{(v−(η)− v)(v+(η)− v)}l−ρ−1vs−l+ρdv.
To obtain the formula in the lemma, we only have to set v = (−〈ξ−0 , η〉+
√−Q[η] t)‖η#‖−1;
then (v−(η)− v)(v+(η)− v) = (
√−Q[η]/‖η#‖)2 (1− t2) and the interval [v−(η), v+(η)] is
mapped linearly to [−1,+1]. 
For ǫ > 0, set
Y(ǫ) = {η ∈ V1(R)|Q[η] = −1, −〈ξ−0 , η〉 > 1 + ǫ }.
Corollary 8.5. For any compact interval I ⊂ R×+ and for any ǫ > 0,
|Ψ(s)l (η)| ≪ǫ,I 2−l(l − ρ)−1/2|〈ξ−0 , η〉|−l+ρ, l ∈ N ∩ (ρ,+∞), Re(s) ∈ I, η ∈ Y(ǫ).
Proof. Set c = Re(s) and aη = −〈η, ξ−0 〉 for η ∈ V1(R). Noting the relation |aη|2−‖η#‖2 =
1 for η ∈ Y(ǫ), from Lemma 8.4, we have
|Ψ(s)l (η)| 6 2−l+ρ+1(a2η − 1)−c/2(aη + 1)c
∫ +1
−1
(1− v2)l−ρ−1(aη + v)−l+ρdv
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6 2−l+ρ+1((aη + 1)/(aη − 1))c/2 (aη − 1)−l+ρ
∫ 1
−1
(1− v2)l−ρ−1dv
for c > 0, l > ρ. The last v-integral is easily computed as B(1/2, l−ρ) = √πΓ(l−ρ)/Γ(l−
ρ + 1/2), which is O((l − ρ)−1/2) by Stirling’s formula. Since |aη| > 1 + ǫ for η ∈ Y(ǫ),
(aη + 1)/(aη − 1) ≍ 1 and aη − 1 ≍ aη. 
The integral J ξ,δl (w0, s; r) is evaluated in terms of Ψ
(s)
l (δξ
−
0 ).
Lemma 8.6. Let δ ∈ G1(Q)− {1, cG1}Gξ1(Q) and s ∈ C such that Re(s) > 0. Then,
J ξ,δl (w0, s; r) =
−(√8∆π)l
Γ(l − ρ)
‖√2∆π (δξ−0 )#‖s
(2∆)ρ/2 Γ(s+ ρ)
Ψ
(s)
l (χδ δξ
−1
0 )×Wξl (m(r; 1m)b∞)
with χδ = sgn〈δξ−0 , ξ−0 〉.
Proof. For η ∈ V1(R), consider the integral
W (η; g) =
∫
V1(R)
Φξl (s; w0 n(X) g) exp(−〈η,X〉) dX, g ∈ G(R)+.
Granting the absolute convergence of this integral for a while, we have that the function
W (η, g) belongs to the space W˜l(η) (see §2.11). Thus, there exists a constant C inde-
pendent of g, such that W (η; g) = CWηl (g) for all g ∈ G(R)+. To show the absolute
convergence of the integral and evaluate the constant C, it suffices to examine W (η; g)
for g = m(r; 1m) b∞ (r > 0). By Lemma 4.3 (2),
W (η; m(r; 1m) b∞) = ∆1/2
∫
R
∫
V ξ1 (R)
(
1 + x√
2r
i
)s+ρ−l {
r
(
1 + x√
2r
i
)2
+ 1
2r
Q[X0]
}−(s+ρ)
× exp(−2πi 〈ξ−0 , η〉 x) exp(−2πi〈X0, η〉) dx dX0
By the variable change X0 7→ (2r)−1/2X0 and by using Lemma 11.2, we have that the last
expression of W (η; m(r; ǫ1m) b∞) equals
ǫl∆1/2 (2r)ρ 2πρ (21/2r1/2π‖η#‖)s Γ(s+ ρ)−1 r−s/2
×
∫
R
(
1 + x√
2r
i
)ρ−l
Ks
(
2
√
2rπ
(
1 + x√
2r
i
)
‖η#‖
)
exp(−2πi 〈ξ−0 , η〉 x) dx
By an obvious variable change, this becomes
ǫl∆1/2 (2r)ρ 2πρ (21/2r1/2π‖η#‖)s Γ(s+ ρ)−1 r−s/2
× 21/2 r (−irl−ρ−1) exp(2
√
2 π〈ξ0, η〉)
∫
(r)
zρ−lKs(2
√
2π‖η#‖z) exp(−2
√
2π 〈ξ−0 , η〉 z) dz
= −2(3l−ρ+s)/2πl+s∆1/2Γ(s+ ρ)−1Γ(l − ρ)−1 ‖η#‖sΨ(s)l (η)×Wηl (m(r; 1m)b∞),
where Wηl (m(r; 1m)b∞) = rl exp(
√
2π〈ξ0, η〉) from (2.23). We have to show the absolute
convergence of W (η; m(r; g1) b∞). Set σ = Re(s). We have∫
V1(R)
∣∣∣∣∣(1 + x√2r i)s+ρ−l
{
r
(
1 + x√
2r
i
)2
+ 1
2r
Q[X0]
}−(s+ρ)∣∣∣∣∣ dX
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≪ exp(π|Im(s)|)
∫
R
∫
V ξ1 (R)
(
1 + x
2
2r2
)σ+ρ−l ∣∣∣∣r (1 + x√2r i)2 + 12r Q[X0]
∣∣∣∣−(σ+ρ) dx dX0
Thus, it suffices to have the convergence of the integral∫
R
∫ ∞
0
(
1 + x2
)σ+ρ−l ∣∣(1 + x i)2 + v2∣∣−(σ+ρ) vm−2 dx dv.(8.5)
Let σ > 0. Then, by the easily confirmed inequality
∣∣(1 + x i)2 + v2∣∣ > {1 + (v2 −
x2)2}1/2 ≫ (1 + x2) (1 + u2) with v = u |x|, we have that (8.5) is majorized by(∫
R
(1 + x2)−(σ+ρ+l)|x|m−1 dx
)(∫ ∞
0
(1 + u2)−(σ+ρ) um−2 du
)
,
whose convergence for σ > 0 is obvious. To complete the proof of the formula in the
lemma, we note the relation J ξ,δl (w0, s; r) = W (δξ; m(r; δ) b∞). The point m(r; δ)
belongs to G(R)+ if and only if 〈δξ−0 , ξ−0 〉 < 0. We have Wδξl (m(r; δ) b∞) = el(r) if
〈δξ−0 , ξ−0 〉 < 0. When 〈δξ−0 , ξ−0 〉 > 0, by the relation W (ξ;m(1;−1m)g) = W (−ξ; g)
which is confirmed by the second statement of Lemma 4.1, we have J ξ,δl (w0, s; r) =
W (−δξ; m(r; −δ) b∞). We remark that Ψ(s)l (χδδξ) = (∆1/2)l−ρ−1Ψ(s)l (χδδξ−0 ) from the
formula in Lemma 8.4. 
The application of Fubini’s theorem to show the identity (8.1) is justified by the next
Corollary.
Corollary 8.7. For any δ ∈ G1(Q)− {1, cG1}Gξ1(Q) and h0 ∈ N ,∫
(c)
|β(s)| |D∗(s)L∗(U ,−s)| {
∫
N(A)
|Φξ,fl (φ|s ,w0 nm(r; δh0) b∞)| dn} |ds| <∞.
Proof. From the obvious modification of the proof of Lemma 8.1 and 8.6, the n-integral,
regarded as a function in s, turns out to be bounded on Re(s) = σ. The remaining factors
of the integrand is of rapid decay by [40, Corollary 16]. Thus, the conclusion follows. 
For a lattice M1 ⊂ V1, set o(ξ) = G1(Q)ξ − {±ξ} and
ZM1(s) =
∑
Y ∈M1∩o(ξ)
〈Y,ξ〉<0,
|〈Y, ξ〉/Q[ξ]|−s, s ∈ C.
Lemma 8.8. Let M1 ⊂ V1 be a lattice. Then, the series ZM1(s) converges absolutely if
Re(s) > ρ−1/2. Moreover, there exists a constant CM1 > 1 such that for any σ > ρ−1/2,
ZM1(σ + l) = O(C−lM1), l ∈ N.
Proof. The first assertion is proved in the same way as [39, Lemma 68]. The second state-
ment follows from the convergence of ZM1(σ); we can take CM1 = min{|〈Y, ξ〉/Q[ξ]| Y ∈
M1 ∩ G1(Q)ξ − {ξ}, 〈ξ, Y 〉 < 0 }. The inequality CM1 > 1 follows from Lemma 8.3. 
Lemma 8.9. Let N ⊂ Gξ1(A) be a compact set and σ ∈ (ρ, l − 3ρ− 1). Then, the series
(8.2) converges absolutely and uniformly for h0 ∈ N and Re(s) = σ. Moreover, there
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exists a lattice M1 in V1 depending on N such that
sup
h0∈N
|Iξ,f,regl (w0, φ|s, h0; r)| ≪
(
√
8∆π)l−ρ
Γ(l − ρ) ZM1(−Re(s) + l − ρ) ×W
ξ
l (m(r; 1m)b∞)
for Re(s) = σ and for any sufficiently large l with the implied constant independent of s,
r > 0, and l.
Proof. Let M1 be as in the proof of Lemma 8.3. Then, from Lemmas 8.1 and 8.3, the vec-
tors Y = δ−1η with δ ∈ G1(Q)−{1, cG1}Gξ1(Q) such thatJ ξ,f,δf (w0, φ|s, h0)J ξ,δl (w0, s; r) 6=
0 for some h0 ∈ N and δ ∈ G1(Q) belongs to the set
Y(ǫ) ∩ {Y ∈ M1 ∩ o(ξ)| 〈Y, ξ〉 < 0 }
with some ǫ > 0. From ‖(δξ−0 )#‖2 = a(δ)2 − 1 ≍ a(δ)2 for δξ ∈ Y(ǫ). The required
estimation follows from this remark, combined with Corollary 8.5 and Lemma 8.8. 
The proof of Proposition 5.2 : The formula in Proposition 5.2 is obtained from (8.1) with
Jξ,f,regl (w0, φ|s; r) =
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0) I
ξ,f,reg
l (w0, φ|s, h0; r) dh0.(8.6)
The necessary order exchange of the contour integral in s and the summation in δ is
allowed by Lemma 8.9 with N such that Gξ1(Q)N = Gξ1(A). Then, the estimation in
Proposition 5.2 follows from Lemmas 8.9 and 8.8. 
9. The proof of Proposition 5.3
Let u ∈ {w1, n(ξ)w0}. Since Nµ is trivial for any µ = w1m(τ ; δ) ∈ M(u) (Lemma 3.4
(2)), the term Jˆξ,fl (u, φ|β; r) is equal to∫
G
ξ
1(Q)\Gξ1(A)
f¯(h0) dh0
∑
τ∈Q×
∑
δ∈R(Q)\G1(Q)
∫
N(A)
Φˆ
f,ξ
l (φ|β; um(τ ; δ)nm(r; h0) b∞)ψξ(n)−1 dn.
(9.1)
where R = P01 if u = w1 and R = G
ξ
1 if u = n(ξ)w0. Formally changing the order of
summation and integrals, we have
Jˆξ,fl (w1, φ|β; r) =
∫
G
ξ
1(Q)\Gξ1(Af )
f¯(h0)
{∫
(c)
β(s)D∗(s)L∗(U ,−s)Iξ,fl (u, φ|s, h0; r) ds
}
dh0,
(9.2)
where
I
ξ,f
l (u, φ|s, h0; r) =
∑
τ∈Q×
∑
δ∈R(Q)\G1(Q)
J
ξ,(τ,δ)
l (u|s; r)J ξ,f,(τ,δh0)f (u, φ|s), h0 ∈ Gξ1(Af)
(9.3)
with
J
ξ,f,(τ,hf )
f
(u, φ|s) = d(L1)1/2
∫
V1(Af )
Φ
f,ξ
f
(φ|s, un(X)m(τ ; hf))ψf (−τ−1〈hfξ,X〉) dX,
(9.4)
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J
ξ,(τ,h∞)
l (u|s; r) = d(L1)−1/2
∫
V1(R)
Φ
ξ
l (s; un(X)m(rτ ; h∞)b∞)ψ∞(−τ−1〈h∞ξ,X〉) dX
(9.5)
for hf ∈ G1(Af ) and h∞ ∈ G1(R) and dX is the self-dual measure on V1(Af ) or on V1(R).
In this section, we study these integrals in detail for the case u = w1 to prove the equality
(9.2) showing the absolute convergence of the series (9.3) and its estimation on the way.
Similar analysis for u = n(ξ)w0 will be done in the next section.
Lemma 9.1. The integral J
ξ,f,(τ,h)
f
(w1, φ|s) converges absolutely locally uniformly in
(s, h) ∈ C×G1(Af ). There exists N ∈ N∗ depending only on φ such that J ξ,(τ,h)f (w1, φ|s) =
0 for all (s, h) unless τ ∈ N−1Z− {0}. There exists a constant C0 > 0 such that
|J ξ,f,(τ,h)
f
(w1, φ|s)| 6 C0 ‖h−1ε0‖−(Re(s)+ρ)f
for Re(s) > −ρ, τ ∈ N−1Z− {0}, and h ∈ G1(Af).
Proof. A computation shows the equalities
(w1n(X)m(τ ; hf ))
−1ξ = (2τ)−1(−Q[X − α] +Q[ξ]) ε1 − h−1(X − α) + τ ε′1,
(w1n(X)m(τ ; hf ))
−1ε1 = h−1ε0 + τ〈X, ε0〉 ε1.
Let Kφ ⊂ V (Af ) be a compact set as in Lemma 4.6. There exists a compact set K′φ ⊂
V1(Af ) and N ∈ N∗ such that (w1n(X)m(τ ; hf ))−1ξ ∈ Kφ implies h−1(X − α) ∈ K′φ
and τ ∈ N−1Z − {0}. Moreover, ‖h−1ε0 + τ〈X, ε0〉 ε1‖f > ‖h−1ε0‖f . Therefore, when
Re(s) + ρ > 0, Lemma 4.6 provides us with the majorization
|Φf,ξ
f
(φ|s;w1n(X)m(τ ; hf )| ≪ ‖h−1ε0‖−(Re(s)+ρ)f δ(τ ∈ N−1Z− {0}, h−1(X − α) ∈ K′φ).
From this the assertions of the lemma is evident. 
Lemma 9.2. Let τ ∈ Q× and h ∈ G1(R).
(1) The integral J
ξ,f,(τ,h)
l (w1|s; r) converges absolutely locally uniformly in (s, h) if
Re(s) ∈ (0, l − 2ρ− 1/2). For any fixed (τ, h),∫
V1(R)
|Φξl (s; w1 n(Y )m(τr; h) b∞)| dY ≪ exp
(
π
2
|Im(s)|) , (Re(s) ∈ (0, l − 2ρ− 1/2)).
(2) Let Re(s) ∈ (0, l − 2ρ − 1/2). If 〈hξ, ε〉 > 0, we have J ξ,f,(τ,h)l (w1|s; r) = 0. If
〈hξ, ε〉 < 0, then J ξ,(τ,h)l (w1|s; r) equals
4∆−1/4π i3l(
√
8∆π)l−ρ−s
|〈ε0, hξ〉|−(s+ρ)
Γ(−s+ l − ρ)
× e−2πiτ−1〈hξ,α〉 |τ |s+2ρ+1/2 Jl−ρ−1/2(2π∆1/2|τ |−1)Wξl (m(r; 1m)b∞),
where Jν(z) is the J-Bessel function, and α ∈ V0(R) is as in (2.1).
Proof. First we consider the integral
W (η, s; g) =
∫
V1(R)
Φξl (s; w1 n(X) g)ψ(−〈η,X〉) dX, g ∈ G(R)+
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with η ∈ V1(R). Let g = m(τ ; h)b∞. Then, from [40, Lemma 27],
|Φξl (s; w1 n(X) g)| 6 (cosh t)Re(s)+ρ−l exp
(
π
2
|Im(s)|)
if w1 n(X) g ∈ Gξ(R) a(t)∞ b∞K∞ and Re(s) > 0. From [40, Lemma 37] and Lemma 4.2 (3),
we have that cosh 2t = |A(w1n(X)g)|2 is expressed as a degree 4 polynomial of coordinates
of Y = h (X − α). Therefore, the ratio (cosh 2t)/(1 + ‖Y ‖)4, regarded as a function in Y ,
is bounded on V1(R) = R
m and never attains zero. Thus, there exists a constant C0 > 0
such that cosh 2t > C0 (1 + ‖Y ‖)4 for all Y ∈ V1(R). Hence, if Re(s) + ρ − l < 0 and
Re(s) > 0,∫
X∈Rm
|Φξl (s; w1 n(X)m(τ ; h)b∞)| dX 6 C1 exp
(
π
2
|Im(s)|) ∫ +∞
0
(1 + u)2(Re(s)+ρ−l) um−1 du
with C1 = vol(S
m−1)C(Re(s)+ρ−l)/20 . The last integral is convergent if Re(s) < l−2ρ−1/2.
Thus, we obtain the absolute convergence of W (η, s; g). By the same reasoning as in the
proof of Lemma 8.6, there exists a constant φ(s) independent of g such that W (η, s; g) =
φ(s)Wηl (g) for g ∈ G(R)+. To determine φ(s), it suffices to examine W (η, s;m(r; 1) b∞)
with r > 0. By Proposition 4.4,
W (η, s;m(r; 1) b∞)
(9.6)
= i3l23l/2−2(s+ρ)∆l/2r−(s+ρ)+l
∫
Rm
{
Q[Y0] + y
2
+ + (iy− +
√
2r)2 +∆
}s+ρ−l (
1 + y−−y+√
2r
i
)−(s+ρ)
× e−2πi〈η,α〉 exp(−2πi〈Y0, η′′〉) exp(−2πic+y+) exp(2πic−y−) dY0 dy+ dy−.
Here, Y0 ∈ W ∼= Rm−2, y+, y− ∈ R and η = η′′ + c+ξ+0 + c−ξ−0 with η′′ ∈ W and c± ∈ R.
If we further set z =
√
2r + i(y− − y+), then (9.6) becomes
i3l23l/2−2(s+ρ)∆l/2r−(s+ρ)+l × (−i) exp(−2
√
2πc−r) e−2πi〈η,α〉
×
∫
Y0∈Rm−2
∫
y+∈R
∫
Re(z)=
√
2r
(
z√
2r
)−(s+ρ)
{‖Y0‖2 + z2 + 2izy+ +∆}s+ρ−l
× e−2πi〈Y0,η′′〉 e2πi(c−−c+)y+ e2πc−z dz dy+ dY0.
By Lemma 11.3 (1), this equals
i3l23l/2−2(s+ρ)∆l/2r−(s+ρ)+l × (−i) exp(−2
√
2πc−r)× 2πρ−1 Γ(−s+l−2ρ+1)
Γ(−s+l−ρ) e
−2πi〈α,η〉
×
∫
Rez=
√
2r
∫
y+∈R
(
z√
2r
)−(s+ρ)(∫ ∞
0
(u2 + z2 +∆+ 2izy+)
s−l+2ρ−1 cos(2π‖η′′‖u)du
)
× e2πi(c−−c+)y+ e2πc−z dz dy+.
Suppose c+ − c− 6= 0. Then, by [13, 3.382.6], the y+-integral is calculated as
(2z)s−l+2ρ−1 × −2π |2π(c+−c−)|−s+l−2ρ
Γ(l−2ρ−s+1) exp
(
2π(c+ − c−)u2+z2+∆
2z
)
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if c+ − c− < 0 and to zero otherwise. Summing up the argument so far, we obtain
W (η, s; m(r; 1) b∞)
(9.7)
= i3l+123(l−s−ρ)/2+1π−(s+ρ)+l∆l/2rl exp(−2
√
2πc−r) |c+−c−|
l−s−2ρΓ(−s+l−2ρ+1)
Γ(−s+l−ρ) Γ(l−2ρ−s+1) e
−2πi〈α,η〉
×
∫
Re(z)=
√
2r
z−l+ρ−1 exp
(
π(c+ − c−) (∆
z
+ z
))
dz
·
∫ +∞
0
exp(π(c+ − c−)z−1u2) cos(2π‖η′′‖u) du
if c+−c− < 0, andW (η, s; m(r; 1) b∞) = 0 otherwise. From now on, we suppose c+−c− <
0. By computing the u-integral in (9.7) by Lemma 11.3 (2) and then using Lemma 11.3
(3) to compute the z-integral, we have that W (η, s; m(r; 1) b∞) equals
i3l+123l/2−s−ρ+1π−(s+ρ)+l∆l/2rl exp(−2
√
2πc−r) |c+−c−|
l−s−2ρ−1/2
Γ(−s+l−ρ) e
−2πi〈α,η〉
×
∫
Re(z)=
√
2r
z−l+ρ−1/2 exp
(
π
{
∆(c+−c−)
z
+ ‖η‖
2 z
c+−c−
})
dz
= i3l23(l−s−ρ)/2+2π−(s+ρ)+l+1∆−(s+ρ)/2+l/2−1/4rl exp(−2
√
2πc−r) |〈ε0,η〉|
−(s+ρ)
Γ(−s+l−ρ) e
−2πi〈α,η〉
× ‖η‖l−ρ−1/2Jl−ρ−1/2(2π‖η‖∆1/2).
Note that ‖η‖2 = ‖η′′‖2 + c2+ − c2− and c+ − c− = −∆1/2〈ε0, η〉. We also note that
Wξl (m(r; 1) b∞) = rl exp(−2π 21/2∆−1/2〈ξ, ξ〉r) ([40, Proposition 3]). This completes the
evaluation of φ(s). By the formula
J
ξ,(τ,h)
l (w1|s; r) =W (τ−1 hξ, s; m(τr; h) b∞),
we are done. 
Remark : In (2), the case 〈hξ, ε0〉 = 0 never happen. Indeed, since hξ ∈ V1(R) and
Q[hξ] = Q[ξ] < 0 for h ∈ G1(R), the space (hξ)⊥∩V1(R) is positive definite, which means
the isotropic vector ε0 ∈ V1(R) can not be orthogonal to hξ.
Lemma 9.3. Let q ∈ N∗. Then we have the estimate
|J ξ,f,(τ,h)l (w1, s)| ≪q
|〈ε0, hξ〉|−(Re(s)+ρ)
|Γ(−s+ l − ρ)| (
√
8∆π)l
(π
√
∆)l|τ |Re(s)+3ρ−l+1
Γ(l − ρ+ 1/2)
for l ∈ N∗ ∩ [ρ + q + 1,∞), Re(s) ∈ (0, l − 2ρ − 1/2), τ ∈ Q× and h ∈ G1(R), where the
implied constant is independent of (s, τ, h, l).
Proof. From (11.4),
|Jl−ρ−1/2(x)| ≪ (x/2)l−ρ−1/2Γ(l − ρ+ 1/2)−1, x > 0, l ∈ N∗ ∩ (ρ+ 1,∞)
The required bound follows from these and the exact formula in Lemma 9.2 (2). 
Lemma 9.4. Let c ∈ (ρ, l − 3ρ− 1). Then, for any τ ∈ Q× and h ∈ G1(A),∫
(c)
|β(s)| |D∗(s)L∗(U ,−s)|
{∫
N(A)
|Φξ,fl (s; w1 nm(rτ ; h) b∞)| dn
}
|ds| < +∞.
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Proof. Note that the factor |D∗(s)L∗(U ,−s)| = |D∗(s)L∗(U , s+1) is of exponential decay
on Re(s) = c (> ρ) due to the gamma factor. The necessary convergence follows from this
remark together with Lemmas 9.1 and 9.2 (1). 
Recall that N ⊂ Gξ1(Af) is a compact set such that Gξ1(Af) = Gξ1(Q)N .
Lemma 9.5. Let ǫ > 0. On the strip Re(s) ∈ (ρ, l − 2ρ − 1/2), the double series (9.3)
converges absolutely. There exists N ∈ N∗ such that for any c ∈ (ρ, l − 3ρ − 2), we have
the estimate
sup
h0∈N
|Iξ,fl (w1, φ|s, h0)| ≪
∣∣∣∣∣ (
√
8∆π)l
Γ(−s+ l − ρ)
∣∣∣∣∣ (π
√
∆N)l
Γ(l − ρ+ 1/2)(9.8)
for any Re(s) = c and for any l > 100ρ with the implied constant independent of (l, s, n).
Proof. Let h ∈ Gξ1(A). From Lemmas 9.1 and 9.2, the series
∑
τ
∑
δ |J ξ,(τ,δh∞)l (w1, s)J ξ,f,(τ,δhf )f (w1, φ|s)|
is majorized by the product of∣∣∣ (√8∆π)l Γ(−s+l+1)Γ(−s+l−ρ) Γ(−s+l−2ρ+1) ∣∣∣ and{ ∑
δ∈P01(Q)\G1(Q)
|〈ξ, δ−1ε0〉|−(c+ρ)∞ ‖δ−1ε0‖−(c+ρ)f
}
× (π
√
∆)l
Γ(l − ρ+ 1/2)
∑
τ∈N−1Z
|τ |−l+c+3ρ+1∞
uniformly in (l, s) such that Re(s) = c and l > 4ρ + 1. From the convergence of the
spherical Eisenstein series on G1, the δ-summation is finite if c > ρ − 1/2. It is evident
that
∑
τ∈N−1Z |τ |−l+c+3ρ+1∞ ≪ N l uniformly in l. 
The proof of Proposition 5.3 : By Lemma 9.4, we change the order of n-integral and
the contour integral in s in (9.1) by Fubini’s theorem. Thus to prove (9.3) by another
application of Fubini’s theorem, it suffices to have the convergence of the integral∫
(c)
|β(s)| |D∗(s)L∗(U ,−s)|∫
N
|f(h0)| {
∑
τ∈Q×
∑
δ∈P10(Q)\G1(Q)
|J ξ,(τ,δ)l (w1, s)J ξ,f,(τ,δh0)f (w1, φ|s)| } dh0 |ds|.
which is already seen in the proof of Lemma 9.5.
10. The proof of Proposition 5.4
In this section, we study the integrals (9.4) and (9.5) to prove the identity (9.2) and the
absolute convergence of the series (9.3), which leads us to the proof of Proposition 5.4.
Lemma 10.1. Let τ ∈ Q× and h ∈ G1(Af ). The integral J ξ,f,(τ,h)f (n(ξ)w0, φ|s) con-
verges absolutely and locally uniformly in (s, h). There exists N1 ∈ Q× such that integral
J
ξ,f,(τ,h)
f
(n(ξ)w0, φ|s) is zero unless τ ∈ N−11 Z − {0}. For Re(s) + ρ > 0, we have the
estimate
|J ξ,f,(τ,h)
f
(n(ξ)w0, φ|s)| ≪ (‖h−1ξ‖f |τ |f)−(Re(s)+ρ), τ ∈ N−11 Z− {0}, η ∈ N∗ ξ, h ∈ G1(Af).
(10.1)
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Proof. By a computation, we have
(n(ξ)w0n(X)m(τ ; h))
−1ξ = τ−1(−2−1Q[X ]Q[ξ] + 〈ξ,X〉) ε1 + h−1(ξ −Q[ξ]X) + τQ[ξ] ε′1,
(n(ξ)w0n(X)m(τ ; h))
−1ε1 = −2−1Q[X ]τ−1 ε1 − h−1X + τ ε′1.
Let Kφ ⊂ V (Af ) be a compact set as in Lemma 4.6. There exists a compact set K′φ ⊂
V1(Af ) and N ∈ N∗ such that (n(ξ)w0n(X)m(τ ; hf ))−1ξ ∈ Kφ implies h−1(ξ−X) ∈ K′φ and
τQ[ξ] ∈ N−1Z−{0}. Let p be a prime number. Then by |τ |p 6 |N1|−1p with N1 = NQ[ξ],
‖ − 2−1Q[X ]τ−1 ε1 − h−1X + τ ε′1‖p > ‖ − h−1X + τ ε′1‖p = max(‖h−1X‖p, |τ |p)
≫ |τ |p max(‖h−1X‖p, 1)≫ max(‖h−1ξ‖p, 1)|τ |p,
where the last majorization is confirmed by noting that h−1ξ−h−1X remains in a compact
set. Therefore, when Re(s) + ρ > 0, Lemma 4.6 provides us with the majorization
|Φf,ξ
f
(φ|s; n(ξ)w0n(X)m(τ ; hf )| ≪ (|τ |f‖h−1ξ‖f )−(Re(s)+ρ) δ(τ ∈ N−11 Z−{0}, h−1(X−ξ) ∈ K′φ).
Bounding the integral on N(Af ) by volume vol(hK′φ) = vol(K′φ), we have the required
bound from this. 
For s ∈ C with Re(s) ∈ (−ρ, l − ρ), l ∈ N∗, a ∈ R×+ and b ∈ R, set
I(s)l (a, b) =
∫ 1
0
(1− x)s+ρ−1x−(s+1/2)Jl−ρ−1/2 (2πax) exp (2πibx) dx.(10.2)
Lemma 10.2. (1) The integral J
ξ,(τ,h)
l (n(ξ)w0|s; r) converges absolutely and locally
uniformly in (s, τ, h) if Re(s) ∈ (−ρ, l − 2ρ− 1/2).
(2) Set ǫ = sgn(τ〈hξ−0 , ξ−0 〉). Then J nξ,(τ,h)l (n(ξ)w0|s; r) equals
∆−1 πρ+1
(
√
8∆π)l−ρ (2−1∆)s/2
Γ(s+ ρ)Γ(−s+ l − ρ) |τ |
ρ+1/2 I(s)l
(
1
|τ | ,
∣∣∣∣〈hξ, ξ〉τ
∣∣∣∣)×Wξl (m(r; 1m)b∞).
Proof. For ǫ ∈ {±1}, set
W ǫ(η, s; g) =
∫
Rm
Φξl (s; n(ǫξ)w0 n(X) g)ψ∞(−〈X, η〉) dX, g ∈ G(R).
By the same reasoning as in the proof of Lemma 9.2, we can show that this integral
converges absolutely when Re(s) < l − 2ρ − 1/2 and is decomposed as W ǫ(η, s; g) =
φǫ(s)Wηl (g) (g ∈ G(R)+) with a function φǫ(s) in s independent of g. To determine φǫ(s),
we compute W ǫ(η, s; m(r; 1m) b∞) for r > 0. From Lemma 4.5,
W ǫ(η, s; m(r; 1m) b∞) = 2−(s+ρ−3l)/2∆(s+ρ−l)/2rl
∫
R
ϕǫ(x) exp(2πicx∆1/2) dx,
where c = −〈η, ξ〉/√∆, η# = η − c ξ−0 and
ϕǫ(x) = ǫl
∫
Rm−1
(
A˜ǫ(x, Z)
)−l (
B˜ǫ(x, Z)/A˜ǫ(x, Z)
)−(s+ρ)
exp(−2πi〈Z, η#〉) dZ.
with
A˜ǫ(x, Z) = Q[Z] + ∆−1 + {
√
2r + (∆1/2x+ ǫ∆−1/2) i}2, B˜ǫ(x, Z) = Q[Z] + (
√
2r +∆1/2x i)2.
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Set z =
√
2r +∆1/2xi and ‖Z‖ = Q[Z]1/2. Then
A˜ǫ(x, Z) = B˜ǫ(x, Z) + 2iǫ∆−1/2z = ‖Z‖2 + z2 + 2iǫ∆−1/2z
is easily confirmed. By this, we have the expression
ϕǫ(x) = ǫl
∫
Rm−1
(
1 +
2iǫ∆−1/2z
‖Z‖2 + z2
)s+ρ−l
(‖Z‖2 + z2)−l exp(−2πi〈Z, η#〉) dZ,
which coincides with the left-hand side of (11.2) with v = η#, α = s+ρ− l and T = ∆1/2.
For a while, assume that
√
2∆ r > 2, or equivalently Re(z) > 2T−1, and that η# 6= 0.
Then, from Lemma 11.5, we obtain
ϕǫ(x) = 2ǫl πl ‖η#‖l−ρ zρ−l
∞∑
n=0
( s+ρ−ln ) (2ǫ∆
−1/2iπ‖η#‖)nKn−ρ+l(2π‖η#‖ z)Γ(n+ l)−1.
Hence,
∫
R
ϕǫ(x) exp(2πic∆1/2x) dx equals
2ǫlπl ‖η#‖l−ρ
∞∑
n=0
( s+ρ−ln ) (2iπǫ‖η#/
√
∆‖)n Γ(n+ l)−1
×
∫
x∈R
zρ−lKn−ρ+l(2π‖η#‖ z) exp(2πi∆1/2cx) dx
= 2ǫlπl ‖η#‖l−ρ
∞∑
n=0
( s+ρ−ln ) (2iπǫ‖η#/
√
∆‖)n Γ(n+ l)−1 exp
(
−2
√
2πrc
)
× −i√
∆
∫
Re(z)=
√
2 r
zρ−lKn−ρ+l(2π‖η#‖ z) exp(2πcz) dz
= 2ǫlπl ‖η#‖l−ρ
∞∑
n=0
( s+ρ−ln ) (2iπǫ‖η#/
√
∆‖)n Γ(n+ l)−1 exp
(
−2
√
2πrc
)
× −2
(ρ−l+1)/2 i√
∆
Ψ
(n−ρ+l)
l (η)
i πρ−l 23(ρ−l+1)/2 Γ(l − ρ) .
Here Ψ
(s)
l (η) is the integral defined by (8.3). From the last expression, invoking Lemma 8.4,
we have that the integral
∫
R
ϕǫ(x) exp(2πic∆1/2x) dx is zero unless c > 0, in which case
it equals
−2l−ρ−1 π2l−ρ∆−1/2
Γ(l − ρ) ‖η
#‖l−ρ
∞∑
n=0
( s+ρ−ln ) (2iπǫ‖η#/
√
∆‖)n Γ(n+ l)−1
(10.3)
× exp(−2
√
2πc r) 2−l+ρ+1‖η#‖−n−l+ρ|Q[η]|(n−2ρ+2l−1)/2
∫ 1
−1
(1− t2)l−ρ−1
(
c
|Q[η]|1/2 + t
)n
dt.
Using Γ(x) Γ(1− x) = π/ sin(πx), we easily have
∞∑
n=0
( s+ρ−ln ) Γ(n+ l)
−1vn = −1
Γ(l) 1
F1(−s+ l − ρ, l;−v).
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From [40, Proposition 3], Wηl (m(r; 1) b∞) = rl exp(−2
√
2πc r)). Thus, if c > 0 and√
2∆ r > 2, (10.3) becomes the product of
ǫl π
2l−ρ∆−1/2|Q[η]|l−ρ−1/2
Γ(l−ρ) Γ(l) r
−lWηl (m(r; 1) b∞)
and ∫ +1
−1
(1− t2)l−ρ−1 1F1
(
−s+ l − ρ, l; −2πǫi(
√
−Q[η]/∆ t+ c√
∆
)
)
dt.
All in all, under the assumption η# 6= 0 we obtainW ǫ(η, s; m(r; 1) b∞) = φǫ(s)Wηl (m(r; 1) b∞)
with
φǫ(s) = ǫl2(3l−s−ρ)/2 π2l−ρ∆(s+ρ−l−1)/2Γ(l − ρ)−1 Γ(l)−1 |Q[η]|l−ρ−1/2
× δ(〈η, ξ〉 < 0)
∫ +1
−1
(1− t2)l−ρ−1 1F1
(
−s + l − ρ, l; −2πǫi√
∆
(
√
−Q[η] t− 〈ξ−0 , η〉)
)
dt.
Since this expression is continuous on the set of η ∈ V1(R) with Q[η] < 0, the formula
remains true even when η# = 0, i.e., when η is proportional to ξ. By a simple variable
change, we have the relation
J
η,(τ,h)
l (n(ξ)w0|s; r) =W+(τ−1hη, s;m(rτ ; h) b∞).(10.4)
If τ〈hξ−0 , ξ−0 〉 < 0, then the point m(rτ ; h)b∞ belongs to G(R)+. If τ〈hξ−0 , ξ−0 〉 > 0, then
m(−rτ ; h)b∞ ∈ G(R)+. From the second claim of Lemma 4.1, by using the element
m(−1; 1m) ∈ Pξ(R), we have the relation
W+(τ−1hη, s;m(rτ ; h) b∞) =W−(−τ−1hη, s;m(−rτ ; h) b∞).
We complete the proof by Lemma 10.3. 
Lemma 10.3. If Re(s) ∈ (−ρ, l − ρ), then∫ 1
−1
(1− t2)l−ρ−11F1 (−s+ l − ρ, l; 2πi(at + b)) dt(10.5)
=
√
π Γ(l) Γ(l − ρ)
Γ(s+ ρ) Γ(−s+ l − ρ) (π|a|)
−l+ρ+1/2 I(s)l (|a|, b)(10.6)
for any a ∈ R× and b ∈ R.
Proof. By the integral representation
1F1 (−s + l − ρ, l; 2πi(at + b))
= Γ(l)
Γ(−s+l−ρ) Γ(s+ρ)
∫ 1
0
exp (2πi(at+ b) x) x−s+l−ρ−1(1− x)s+ρ−1 dx,
valid on the region −ρ < Re(s) < l − ρ ([15, p.274]), we have that (10.5) equals
Γ(l)
Γ(−s+l−ρ) Γ(s+ρ) times the integral∫ 1
0
{∫ +1
−1
(1− t2)l−ρ−1 exp (2πia t x) dt
}
e2πibx x−s+l−ρ−1(1− x)s+ρ−1 dx,
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The t-integral is evaluated by [13, 3.384.1] as
22(l−ρ)−1B(l − ρ, l − ρ) e2πi|a|x 1F1 (l − ρ, 2l − 2ρ; 4πi|a|x) ,
which equals
√
π Γ(l−ρ) (π|a|x)−l+ρ+1/2 Jl−ρ−1/2 (2πx|a|) by a formula on [15, p.283]. 
Proposition 10.4. Let N ∈ N∗. For q ∈ N, there exist l1 ∈ N such that
|J ξ,(τ,h)l (n(ξ)w0|s; r)| ≪ (1 + |s|)q
lq (
√
8∆π)l−ρ|τ |−l+2ρ+1(|τ |−q + |τ |2q)
|Γ(s+ ρ) Γ(−s+ l − ρ)|Γ(l − ρ+ 1/2) |〈hξ, ξ〉|
−q
holds for l > l1, Re(s) ∈ (q − ρ+ 1, l − ρ− q − 1), τ ∈ N−1Z − {0} and h ∈ G1(R), with
the implied constant independent of (l, s, τ, h, r).
Proof. This follows from Lemmas 10.2 (2) and 11.8. 
Lemma 10.5. There exists l1 ∈ N∗ such that the series (9.3) with u = n(ξ)w0 converges
absolutely for Re(s) ∈ (ρ+ 1, l− 3ρ− 1) and l > l1. We have the majoration
sup
h0∈N
|Iξ,fl (n(ξ)w0, φ|s, h0; r)| ≪ (1 + |s|)2ρ
l2ρ (
√
8∆π)l−ρ
|Γ(s+ ρ) Γ(−s + l − ρ)|Γ(l − ρ+ 1/2)
for Re(s) ∈ (ρ + 1, l − 3ρ − 1) and l ∈ N>l1 with the implied constant independent of
(h0, s, l).
Proof. By the Cartan decomposition of G1(R) it is easy to confirm that |〈ξ, hξ〉/∆|∞ ≍
‖h−1ξ‖∞ for h ∈ G1(R). Thus, from Lemma 10.4 with q = 2ρ = m−1 and Lemma 10.1, we
have the following majorant of |J ξ,f,(τ,δh0)
f
(n(ξ)w0, φ|s)J ξ,(τ,δ)l (n(ξ)w0|sr)| (τ ∈ N−11 Z−
{0}, δ ∈ G1(Q), h0 ∈ N ):
(1 + |s|)q l
2ρ (
√
8∆π)l−ρ
|Γ(s+ ρ) Γ(−s+ l − ρ)|Γ(l − ρ+ 1/2) |τ |
5ρ−l+1f2ρ,Re(s)+ρ(δh0)
where fN1,N2 : G1(A)→ R+ is a function defined as in § 10.1. From this majorization, we
obtain the conclusion by applying Lemma 10.7. 
The proof of Proposition 5.4 : Having all the necessary estimates on our hands, we see
that the same argument as in the last part of § 9 works in this case. 
10.1. Convergence lemmas. Recall that Gξ1(R) = StabG1(R)(< ξ
−
0 >R) is a maximal
compact subgroup of G1(R) such that b
−1
∞ G
ξ
1(R)b∞ ⊂ K∞ (see § 2.5). Define a one
parameter subgroup a
(t)
G1
(t ∈ R) in G1 by
a
(t)
G1
ξ+0 = (cosh t) ξ
+
0 + (sinh t) ξ
−
0 , a
(t)
G1
ξ−0 = (sinh t) ξ
+
0 + (cosh t) ξ
−
0 ,
a
(t)
G1
| < ξ+0 , ξ−0 >⊥R= id,
where ξ+0 = −∆1/2ε0 − ξ−0 (see § 2.6). Set A+G1 = {a
(t)
G1
| t ∈ R+ }. Then, we have the
Cartan decomposition G1(R) = G
ξ
1(R)A
+
G1
G
ξ
1(R). Let P
1
0 be the parabolic subgroup of G1
stabilizing Qε0, and N
1
0 the unipotent radical of P
1
0. Set mG1(t; h0) = diag(t, h0, t
−1) ∈ G1
for t ∈ GL1 and h0 ∈ G0. As we recalled for G in [40, 6.0.3], from [28, Proposition 2.7],
we have a disjoint decomposition G1(Af ) = G
ξ
1(Af )AG1 K1,f where
AG1 = {af = (mG1(p−np; 1))p∈f |np = 0 for almost all p ∈ f }.
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Fix a compact set N ⊂ Gξ1(A) such that Gξ1(A) = N Gξ1(Q). All in all, we see that the set
N A+G1 AG1 K1 contains a representatives of the quotient space Gξ1(Q)\G1(A), where we
set K1 = K1,f G
ξ
1(R). Let SG1 be a Siegel domain of G1(A) such that G1(A) = G1(Q)SG1
and SG1K1 = SG1 . Let tG1 : G1(R) → R+ be the function which is left N10(A)-invariant
and right K1-invariant and such that tG1(mG1(t; h0)) = |t|A for any (t, h0) ∈ A× × G0(A).
We have the norms ‖ · ‖∞ on V (R) and ‖ · ‖f on V (Af )# defined in § 2.6. Note that
‖b−1∞ k1v‖∞ = ‖b−1∞ v‖∞ for v ∈ V1(R) and k1 ∈ Gξ1(R).
Lemma 10.6. Let U ⊂ G1(A) be a compact set. For h ∈ SG1 and g ∈ N A+G1AG1 K1 ∩
G1(Q)hU ,
tG1(h)≪ ‖b−1∞ g−1∞ ξ‖∞ ‖g−1f ξ‖f
with the implied constant independent of h and g.
Proof. Let g = ω a
(t)
1,∞a1,f k1 = δhu with ω ∈ N , t ∈ R+, af = (mG1(p−np; 1)) ∈ AG1 ,
k1 ∈ K1, δ ∈ G1(Q), h ∈ S1 and u ∈ U . Then, from h = δ−1ωa(t)G1af k1 u−1,
tG1(h)
−1 = ‖h−1ε0‖A = ‖uk−11 a(−t)G1 a−1f ω−1δ ε0‖A
≍ ‖a(−t)G1 a−1f ω−1δ ε0‖A(10.7)
≫ {e−t
∏
p∈f
p−np} ‖ω−1δ ε0‖A
≍ {e−t
∏
p∈f
p−np} ‖δ ε0‖A(10.8)
≫ e−t
∏
p∈f
p−np(10.9)
≍ ‖b−1∞ a(−t)G1 ξ‖−1∞ ‖a−1f ξ‖−1f ≍ ‖b−1∞ g−1∞ ξ‖−1∞ ‖g−1f ξ‖−1f .
Here, to have the majoration (10.7) and (10.8), we note that the elements uk−11 and ω
vary in a compact set; the estimation (10.9) follows from the rationality of points δε0. 
For N1, N2 ∈ N, consider a function fN1,N2 : G1(A)→ R defined by
fN1,N2(h) = ‖h−1∞ ξ‖−N1∞ ‖h−1f ξ‖−N2f , h ∈ G1(A).
It is evident that fN1,N2 is positive and is left G
ξ
1(A)-invariant and right K1-invariant.
Thus, the following summation makes sense.
FN1,N2(h) =
∑
δ∈Gξ1(Q)\G1(Q)
fN1,N2(δh), h ∈ G1(A).(10.10)
Lemma 10.7. Suppose N2 > m− 1 and N1 > m− 2. The series (10.10) converges and
the following estimation holds.
FN1,N2(h)≪ǫ t1(h)2(m−2)−N1+ǫ, h ∈ SG1.(10.11)
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Proof. Let U∞ be a compact neighborhood of unity in G1(R). Then, ‖b−1∞ u−1∞ h−1∞ ξ‖∞ ≍
‖b−1∞ h−1∞ ξ‖∞ (u∞ ∈ U∞, h∞ ∈ G1(R)). Thus, if we set U = U∞K1,f , there exists a constant
C > 0 such that
C fN1,N2(h) 6 fN1,N2(hu), h ∈ G(A), u ∈ U .
From this, by a similar way to [40, Lemma 42], we obtain
C vol(U)FN1,N2(h) 6
∫
G
ξ
1(Q)\G1(A)
fN1,N2(y)
{ ∑
δ∈G1(Q)
χN (h−1δy)
}
dy(10.12)
for any h ∈ G1(A), where χU denotes the characteristic function of U . Invoking the bound∑
δ∈G1(Q)
χN (h−1δy)≪ χG1(Q)hU(y) tG1(h)m−2, y ∈ G1(A), h ∈ SG1,
we get the following estimation from (10.12).
FN1,N2(h)≪ t1(h)m−2
∫
G
ξ
1(Q)\(G1(Q) hU)
fN1,N2(y) dy, h ∈ SG1.
From Lemma 10.6, there exists a constant C1 > 0 such that the integral on the right-hand
side is majorized by∫
y∈U A+1 A1K1
C1 tG1 (h)6‖b−1∞ y−1∞ ξ‖∞ ‖y−1f ξ‖f
fN1,N2(y) dy
=
∑
af∈AG1
{∫ +∞
max(0,log{C1 tG1 (h) ‖a−1f ξ‖−1f })
‖b−1∞ a(−t)G1 ξ‖−N1∞ (sinh t)m−2 dt
}
µ(af ) ‖a−1f ξ‖−N2f
≪
∑
af∈AG1
{max(1, C1 tG1(h) ‖a−1f ξ‖−1f )}−(N1−m+2) µ(af ) ‖a−1f ξ‖−N2f ,
if N1 > m − 2, where µ(af ) = vol(Gξ1(Af)\Gξ1(Af) af K1,f). The number of af such that
C1tG1(h)‖a−1f ξ‖−1f > 1 is estimated from above by log tG1(h). Since µ(af )≪
∏
p∈f p
(m−2)np
for af = (m0(p
−np; 1)) ∈ AG1 (cf. [40, Lemma 39]), the last series in af is majorized by
tG1(h)
−N1+m−2
{
log tG1(h) +
∏
p∈f
{
∞∑
np=0
p(−N2+m−2)np}
}
≪ǫ tG1(h)−N1+m−2+ǫ,
when N2 > m− 1. This completes the proof. 
11. Appendix 1
In this section, for convenience, we collect miscellaneous results on archimedean inte-
grals involving Bessel functions which are needed in the main body of the article.
We endow the n-dimensional Euclidean space (Rn, 〈 , 〉) with the standard Lebesgue
measure. Let dω be the volume form on the (n− 1)-sphere Sn−1 = {X ∈ Rn| ‖X‖ = 1}.
Lemma 11.1. (1) Let η1 ∈ Rn be a unit vector. Then for any q ∈ N,∫
Sn−1
〈ω, η1〉qdω = δ(q ∈ 2N) 2π
n/2 q!
2q Γ((n + q)/2) (q/2)!
67
In particular, vol(Sn−1) = 2πn/2/Γ(n/2).
(2) For any η ∈ Rn − {0},∫
Sn−1
exp(−2πi〈η, ω〉) dω = 2π‖η‖1−n/2 Jn/2−1(2π‖η‖).
Proof. (1) Set T (q) =
∫
Sn−1
〈ω, η1〉qdω for q ∈ N. We compute the integral I(q) =∫
Rn
exp(−‖X‖2)〈X, η1〉q dX in two ways. By the polar coordinates X = ρω (ρ > 0, ω ∈
Sn−1), we have dX = ρn−1dρ dω; hence,
I(q) =
{∫ ∞
0
exp(−ρ2)ρn+q−1 dρ
}{∫
Sn−1
〈ω, η1〉q dω
}
= T (q)× 1
2
Γ
(
n+q
2
)
.
Let {ηj}nj=1 be an orthonormal basis of Rn. For X =
∑n
j=1 xjηj with xj ∈ R, we have
I(q) =
{∫
R
e−x
2
1xq1dx1
} n∏
j=2
∫
R
exp(−x2j ) dxj = δ(q ∈ 2N)Γ
(
q+1
2
)× π(n−1)/2.
Comparing the two formulas of I(q), we obtain
T (q) = δ(q ∈ 2N) 2π(n−1)/2Γ ( q+1
2
)
Γ
(
n+q
2
)−1
, q ∈ N.
Since π−1/2Γ( q+1
2
) = q!
2q (q/2)!
for any q ∈ N, we are done.
(2) Let η = y η1 with y > 0 and η1 ∈ Sn−1. Then by (1),∫
Sn−1
exp(−2πi〈η, ω〉) dω =
∞∑
k=0
(−2πiy)2k
(2k)!
T (2k)
= 2πn/2
∞∑
k=0
(−1)k(πy)2k
k! Γ(n/2 + k)
= 2π y1−n/2 Jn/2−1(2πy).

Recall m ∈ N with m > 3 and ρ = m−1
2
.
Lemma 11.2. Let η ∈ Rm−1. For a, s ∈ C such that Re(a) > 0, Re(s) > −1
2
(ρ+ 1
2
),∫
Rm−1
(‖Z‖2 + a2)−(s+ρ) exp(−2πi〈η, Z〉) dZ
= πρΓ(s+ ρ)−1
{
a−2sΓ(s) (η = 0),
2 (π‖η‖)s a−sKs(2π a‖η‖) (η 6= 0),
(11.1)
with the integral on the left-hand side being absolutely convergent.
Proof. By analytic continuation, it suffices to prove the formula for a ∈ R with a > 0.
Suppose η = 0. By the polar coordinates on Rm−1, the integral (11.1) equals
a−2svol(Sm−2)
∫ ∞
0
(y2 + 1)−(s+ρ)ym−2dy
By the variable change x = (1+y2)−1, the y-integral becomes the beta-integral 2
∫ 1
0
xs−1(1−
x)ρ−1dx = 2Γ(ρ)Γ(s)Γ(s+ρ)−1. Using the formula vol(Sm−2) recalled above, we are done.
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Suppose η 6= 0. In the same way as above, by Lemma 11.1 (2), we have∫ +∞
0
(y2 + a2)−(s+ρ) ym−2 dy
{∫
Sm−2
exp(−2πi〈η, ω〉 y) dω
}
= 2πρ (π‖η‖)1−ρ
∫ ∞
0
(y2 + a2)−(s+ρ) Jρ−1(2π‖η‖y) yρ dy.
Applying the formula [13, 6.565.4] to compute the last integral, we are done. 
Lemma 11.3. (1) For α, A ∈ C such that ρ− 1 < −2Re(α) and Re(A) > 0 and for
η ∈ Rm−2 − {0},∫
Rm−2
(‖Y ‖2 + A)α exp(2πi〈Y, η〉)dY = 2πρ−1 Γ(−α−ρ+1)
Γ(−α)
∫ +∞
0
(u2 + A)α+ρ−1 cos(2π‖η‖u) du.
(2) For A, B > 0,∫ +∞
0
exp(−Bu2) cos(Au) du = (πB−1)1/2 exp(−A2/(4B)).
(3) For q > 0, A > 0, B < 0 and σ > 0,∫
(σ)
exp(−(Az−1 +Bz)) z−q dz = −2πi(A|B|−1)(1−q)/2 Jq−1(2
√
|AB|).
Proof. The formula in (1) follows from Lemma 11.2 and the formula in [15, p.85 (the
last line)]. The formula in (2) is elementary. The formula in (3) is obtained by ex-
panding exp(−A/z) to the Taylor series ∑∞n=0(−A/z)n/n! and then by using the formula∫
(σ)
z−(q+n) exp(−Bz) dz = −2πiδ(B < 0) |B|q+n−1 Γ(q + n)−1 (see [13, 3.382.6]). 
Lemma 11.4. Let z ∈ C and T > 0 be such that Re(z) > 2T−1. Then,∣∣2iz/(z2 + u2)∣∣ < T for any u ∈ R.
Proof. Let us show 2|z| < |u− iz| |u+ iz|. If θ denotes the angle of u+ iz and u− iz (i.e.,
θ = Arg((u+ iz)/(u− iz))), then
|2z|2 = |u+ iz|2 + |u− iz|2 − 2|u+ iz| |u− iz| cos θ 6 (|u+ iz| + |u− iz|)2.
Hence, it suffices to prove |u+ iz|+ |u− iz| < T |u− iz| |u+ iz|. Set v± = |u± iz|. Then,
v2± = (u ∓ Im z)2 + (Re z)2 > (Re z)2 > 4T−2. Thus, (1/v+) + (1/v−) < T/2 + T/2 = T ,
or equivalently |u+ iz|+ |u− iz| < T |u− iz| |u+ iz|. 
Lemma 11.5. Let v ∈ Rm−1−{0}, l ∈ N, α, z ∈ C and T > 0 be such that Re(z) > 2T−1,
l > ρ. Then ∫
Rm−1
(
1 + −2izT
−1
‖Z‖2+z2
)α
(‖Z‖2 + z2)−l exp(−2πi〈Z, v〉) dZ(11.2)
= 2πl ‖v‖l−ρzρ−l
∞∑
n=0
( αn ) (−2iπ‖v‖T−1)n Γ(n+ l)−1Kn−ρ+l(2π‖v‖z).
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Proof. From Lemma 11.4, we can expand (1 + w)α to the Taylor series in w = −2πizT
−1
‖Z‖2+z2
for Rez > 2T−1. Then by Lemma 11.2, the integral on the left-hand side of (11.2) is
computed as
∞∑
n=0
( αn ) (−2πizT−1)n
∫
Rm−1
(‖Z‖2 + z2)−(n+l) exp(−2πi〈Z, v〉) dZ
=
∞∑
n=0
( αn ) (−2πizT−1)n × 2z−(n−ρ+l)(π‖v‖)n−ρ+l πρΓ(n+l)Kn−ρ+l(2π‖v‖z).

We study the function I(s)l (a, b) defined by the formula (10.2).
Lemma 11.6. Let Re(s) < l−ρ−1 and b 6= 0. For any q ∈ N such that q 6 l−ρ−Re(s)−1
and q 6 Re(s) + ρ− 1,
I(s)l (a, b) = (2πib)−q
∫ 1
0
dq
dxq
{
x−(s+1/2)(1− x)s+ρ−1 Jl−ρ−1/2 (2πax)
}
exp (2πibx) dx.
Proof. Note Jν(x) ∼ (x/2)ν as x→ +0. By using the formula
J ′ν(x) = 2
−1(Jν−1(x)− Jν+1(x))(11.3)
([15, §3.1.1(p.67)]), it is not hard to confirm that for q 6 l − ρ − Re(s) − 1 and q 6
Re(s) + ρ− 1 all the derivatives of x−(s+1/2)(1− x)s+ρ−1Jl−ρ−1/2(2πax) up to q vanish at
x = 0. Thus, the formula is proved by successive application of integration by parts. 
We use uniform bound
|Jν(x)| 6 2Γ(ν + 1)−1(x/2)ν (x > 0, ν > 0)(11.4)
which is shown by the integral representation [13, 8.411 8].
Lemma 11.7. Let q ∈ N. Then, there exist l1 ∈ N such that∣∣ dq
dxq
{
x−(s+1/2)(1− x)s+ρ−1 Jl−ρ−1/2(2πax)
}∣∣≪q (1 + |s|)q lq al−ρ−1/2(a2q + a−q)
Γ(l − ρ+ 1/2)
holds uniformly for x ∈ (0, 1), a > 0, l > l1, Re(s) ∈ (q − ρ+ 1, l− ρ− q − 1) and a > 0.
Proof. Let j, p, k ∈ N with j + p + k = n. We have the bound∣∣∣( ddx)j (1− x)s+ρ−1∣∣∣≪j (1 + |s|)j (1− x)Re(s)+ρ−1−j ,∣∣( d
dx
)p
x−(s+1/2)
∣∣≪p (1 + |s|)p x−Re(s)−1/2−p.
By a successive application of the formula (11.3), using (11.4), we have∣∣∣( ddx)k Jl−ρ−1/2(2πax)∣∣∣≪k max(1, ak) k∑
u=−k
al−ρ−1/2+uΓ(l − ρ+ 1/2 + u)
≪k al−ρ−1/2(a2q + a−q) lq Γ(l − ρ+ 1/2)−1
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All the exponents of powers x and 1 − x occurring above are non-negative due to the
condition on q; thus these powers on (0, 1) are bounded trivially by 1. Then by Leibnitz’
rule, ∣∣∣∣ dqdxq{x−(s+1/2)(1− x)s+ρ−1 Jl−ρ−1/2(ax)∣∣∣∣≪Q,q al−ρ−1/2(a2q + a−q) lqΓ(l − ρ+ 1/2) (1 + |s|)q
uniformly in x ∈ (0, 1) and sufficiently large l and Re(s) ∈ (q − ρ+ 1, l − ρ− q − 1). 
From Lemmas 11.6 and 11.7, we obtain the following uniform bound of I(s)l (a, b).
Lemma 11.8. Let q ∈ N. Then, there exist l1 ∈ N such that
|I(s)l (a, b)| ≪q (1 + |Im(s)|)q |b|−q
lqal−ρ−1/2(a2q + a−q)
Γ(l − ρ+ 1/2)
holds for l > l1, Re(s) ∈ (q − ρ+ 1, l − ρ− q − 1), a ∈ R×+ and b ∈ R×, with the implied
constant independent of (l, s, a, b)
12. Appendix 2: Representations generated by Hecke eigenforms
12.1. Local theory. Let p be a prime number. Let Q be a non-degenerate quadratic
space of dimension m over Qp. A Zp-lattice L ⊂ V is said to be maximal integral if L
is a maximal element of the set of Zp-lattices M ⊂ V such that 2−1Q[M ] ⊂ Zp. We fix
such an L and denote by L ∗ its dual lattice in (V,Q). Let G = O(Q) be the orthogonal
group of (V,Q) and set
K = {k ∈ G(Qp)| kL = L }, K∗ = {k ∈ K| kX −X ∈ L (∀X ∈ L ∗}.
Let H = H (G(Qp) / K) be the Hecke algebra for the pair (G(Qp),K) and set
H + = H +(G(Qp) / K
∗) = {φ ∈ H | φ(ugu−1) = φ(g) (u ∈ K)}.
Fix a Witt decomposition of L as
L =
ν⊕
j=1
(Zpvj ⊕ Zpv′j)⊕M ,
where {vj, v′j (j = 1, . . . , ν)} is a set of isotropic vectors such that Q(vi, v′j) = δij and M =
{Z ∈ V0|2−1Q[Z] ∈ Zp} is a unique maximal integral lattice in V0, the anisotropic kernel
of V ; ν is the Witt index of Q. Let Q0 = Q|V0 and G0 = O(Q0) viewed as a subgroup of G.
We define K0 = {h ∈ G0(Qp)|hM = M } and K∗0 = {k ∈ K0| kZ −Z ∈ M (∀Z ∈ M ∗)},
where M ∗ is the dual lattice of M in (V0, Q0). We have that K0 = G0(Qp) and that
K∗ (resp. K∗0) is a normal subgroup of K (resp. G0(Qp)) of finite index and the natural
inclusion K0 →֒ K induces an group isomorphism K0/K∗0 ∼= K/K∗. Set E := K0/K∗0.
The structure of E is classified by [28, Proposition 1] quoted below:
Lemma 12.1. Define
∂L := dimZp/pZp({X ∈ L ∗| 2−1Q[X ] ∈ p−1Zp}/L ).
Then ∂L ∈ {0, 1, 2}; the group E is isomorphic to {1}, Z/2Z, and D2(p+1) according to
∂L equals 0, 1, and 2, respectively. Here D2l := (Z/lZ)⋊ (Z/2Z) is the dihedral group of
order 2l.
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Note that G is unramified over Qp if and only if ∂L = 0. Let B be the Borel subgroup of
G stabilizing the Qp-isotropic flag 〈v1, . . . , vj〉Qp (1 6 j 6 ν) and N the unipotent radical
of B. For (t1, . . . , tν) ∈ (GL1)ν and u ∈ G0, let d(t1, . . . , tν ; u) denote the element of G
such that vj 7→ tj vj, v′j 7→ t−1j v′j (1 6 j 6 ν) and X 7→ u(X) for X ∈ V0; such elements
form a closed Qp-subgroup H of G such that B = HN. For r = (rj) ∈ Zν and u ∈ G0(Qp),
set
̟r,u := d(p
r1, . . . , prν ; u) ∈ G(Qp).
Then from [28, Proposition 1.2], we have the Iwasawa decompositon
G(Qp) = N(Qp)H(Qp)K
∗ =
⊔
r∈Zν ,ε∈E
N(Qp)̟r,εK
∗.(12.1)
For f ∈ H , define
Φf (h) := δB(h)
1/2
∫
N(Qp)
f(hn) dn, h ∈ H(Qp),
where δB is the modulus character of B(Qp) and dn denotes the Haar measure on N(Qp)
such that vol(N(Qp) ∩K) = 1; note that N(Qp) ∩K = N(Qp) ∩K∗.
Let WG be the Weyl group of (T,G) defined to be the quotient group of the normalizer
of T(Qp) in G(Qp) by T(Qp), where T is the maximal Qp-split torus in H. Recall the
following result by Murase-Sugano:
Theorem 12.2. Let B := C[E] be the group algebra of E. Then there exists a C-algebra
isomorphism Φ : H → B[X±11 , . . .X±1ν ]WG such that
Φ(f) =
∑
r∈Zν
∑
ε∈E
Φf (̟r,ε) ε
ν∏
j=1
X
rj
j , f ∈ H .
We have the Φ(H +) = Z(B)[X±11 , . . . , X
±1
ν ]
WG and Φ(fε) = ε for ε ∈ E, where fε ∈ H
denotes the characteristic function of K∗̟0,εK∗ = K∗̟0,ε.
The subalgebra H + coincides with the center of H and H = H + 〈fε|ε ∈ E〉C.
Proof. [28, Theorem 1.3]. 
For a ν-tuple λ = (λj)
ν
j=1 of uniramified characters of Q
×
p and an irreducible representa-
tion (ρ, Vρ) of E, let Iλ,ρ be the smooth representation of G(Qp) defined by letting G(Qp)
act by the right-translations on I(λ, ρ), the space of smooth functions f : G(Qp) → Vρ
satisfying the condition
f(hng) = δB(h)
1/2{
ν∏
j=1
λj(aj)} ρ([u]) f(g), g ∈ G(Qp)
for any h = d(a1, . . . , aν ; u) ∈ H(Qp) and n ∈ N(Qp), where [u] ∈ E is the class of
u ∈ G0(Qp) = K0. Since K∗ is a normal subgroup of K, we have a representation of E on
the space of K∗-fixed vectors I(λ, ρ)K
∗
such that (ε · f)(g) = f(g ̟0,ε) for ε ∈ K0/K∗0).
Recall that the zonal-spherical function ωλ,ρ belonging to (λ, ρ) is defined as
ωλ,ρ(g) =
1
dim(ρ)
∫
K∗
tr(φλ,ρ(ku)) dk, g ∈ G(Qp),
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where dk is the normalized Haar measure onK∗, and φλ,ρ : G(Qp)→ End(Vρ) is a function
given by the Iwasawa decomposition (12.1) as
φλ,ρ(hnk) = ρ(ε)δ(h)
1/2
ν∏
j=1
λj(aj)
for h = d(a1, . . . , aν ; ε) ∈ H(Qp), n ∈ N(Qp) and k ∈ K∗. There exists a unique C-algebra
homomorphism Cλ,ρ : H
+ → C such that
Cλ,ρ(φ) idVρ =
∫
G(Qp)
φλ,ρ(ugu
−1) f(ug−1u−1) dg, φ ∈ H +.
We quote a result by Murase-Sugano:
Theorem 12.3. Let X be the set of equivalence classes of tuples ({λj}νj=1, ρ) consisting
of unramified quasi-characters λj of Q
×
p and an irreducible complex representation ρ of
E, where two such tuples ({λj}, ρ) and ({λ′j}, ρ′) are defined to be equivalent when {λj}
and {λ′j} belongs to the same WG-orbit and ρ and ρ′ are isomorphic.
(1) Then [(λ, ρ)] 7→ Cλ,ρ defines a well-defined bijection from X onto HomC−alg(H +,C).
(2) For each [(λ, ρ)] ∈ X, let Ω[(λ,ρ)] denote the set of all C-valued functions ω on
G(Qp) such that
(i) ω(u1gu2) = ω(g) for u1, u2 ∈ K∗.
(ii) ω(ugu−1) = ω(g) for u ∈ K.
(iii) ω(1) = 1.
(iv) ω ∗ φ = Cλ,ρ(φ)ω for φ ∈ H +.
Then Ω[λ,ρ)] = {ωλ,ρ}.
Proof. The first part (1) is [28, Theorem 1.8]. The assertion (2) follows from [28, Lemma
1.7 and Lemma 1.5]. 
For ρ ∈ Ê, let eρ be the fundamental idempotent of ρ, i.e.,
eρ := dim(ρ)
∑
ε∈E
χρ(ε) ε ∈ C[E],
where χρ(ε) = tr(ρ(ε)) is the character of ρ. Since E is a quotient group ofK, eρ is viewed
as an element of H supported in K.
Lemma 12.4. Let (λ, ρ) ∈ X. We have the functional equation:∫
K
ωλ,ρ(ugu
−1g′)du = ωλ,ρ(g)ωλ,ρ(g′), g, g′ ∈ G(Qp),(12.2)
where du is the Haar measure on K such that vol(K) = 1. Moreover,
L(eρ∨)ωλ,ρ = R(eρ)ωλ,ρ = ωλ,ρ
Proof. Indeed, fromCλ,ρ(φ) = ωλ,ρ∗φ(1) and the multiplicativity Cλ,ρ(φ1∗φ2) = Cλ,ρ(φ1)Cλ,ρ(φ2),
the difference of the left-hand side and the right-hand side of the desired equality (12.2),
say Φ(g, g′), satisfies∫
G(Qp)
∫
G(Qp)
Φ(g1, g2)φ1(g
−1
1 )φ2(g
−1
2 ) dg1dg2
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=∫
G(Qp)×G(Qp)
∫
K
ωλ,ρ(g1g2)φ1(u
−1g−11 u)φ2(g
−1
2 ) du dg1 dg2
−
(∫
G(Qp)
ωλ,ρ(g1)φ1(g
−1
1 )dg1
)(∫
G(Qp)
ωλ,ρ(g2)φ2(g
−1
2 ) dg2
)
=
∫
G(Qp)×G(Qp)
ωλ,ρ(g1g2)φ1(g
−1
1 )φ2(g
−1
2 ) du dg1 dg2
−
(∫
G(Qp)
ωλ,ρ(g1)φ1(g
−1
1 )dg1
)(∫
G(Qp)
ωλ,ρ(g2)φ2(g
−1
2 ) dg2
)
= [ωλ,ρ ∗ (φ1 ∗ φ2)](1)− (ωλ,ρ ∗ φ1)(1)× (ωλ,ρ ∗ φ2)(1)
= Cλ,ρ(φ1 ∗ φ2)− Cλ,ρ(φ1)Cλ,ρ(φ2) = 0
for all φ1, φ2 ∈ H +. Since Φ(u1g1u−11 , u2g2u−12 ) = Φ(g1, g2) for all u1, u2 ∈ K is easily
confirmed, we conclude Φ(g1, g2) = 0 by [28, Lemma 1.5].
We have
L(eρ∨)ωλ,ρ(g) =
∑
ε∈E
χρ∨(ε)
∫
K∗
tr(φλ,ρ(kε
−1g) dk
=
∑
ε∈E
χρ(ε
−1)
∫
K∗
tr(φλ,ρ(ε
−1kg) dk
=
∑
ε∈E
χρ(ε)
∫
K∗
tr(ρ(ε)φλ,ρ(kg) dk,=
∫
K∗
tr
(∑
ε∈E
χρ(ε)ρ(ε)φλ,ρ(kg)
)
dk.
Since
∑
ε∈E χρ(ε)ρ(ε) = dim(ρ)
−1 idVρ , the last quantity equals ωλ,ρ(g) as desired. 
Let V (ωλ,ρ) be the set of the finite C-linear combinations of right translations of ωλ,ρ;
V (ωλ,ρ) is a C-subspace of C-valued functions on G(Qp). By letting the group G(Qp)-
act on V (ωλ,ρ) by the right-translation, we define a representation of G(Qp) on V (ωλ,ρ).
The space V (ωλ,ρ) also carries an action of E ∼= K/K∗ induced by the left-translation of
functions by K. Thus V (ωλ,ρ) is viewed as a E × G(Qp)-module.
Lemma 12.5. The E × G(Qp)-module V (ωλ,ρ) is smooth and irreducible.
Proof. cf. [5, p.151]. Since g 7→ ω˜λ,ρ(gx) is invariant by xK∗x−1, the smoothness of
V (ωλ,ρ) is evident. Let f ∈ V (ωλ,ρ) be a non-zero element. Then there exists a complex
numbers ci (1 6 i 6 l) and elements xi (1 6 i 6 l) of G(Qp) such that
f(g) =
∑
i
ci ωλ,ρ(gxi), g ∈ G(Qp).
From this and (12.2), we have∫
K
f(ugu−1g′)du = ωλ,ρ(g) f(g′), g, g′ ∈ G(Qp).
Choose g′ ∈ G(Qp) such that f(g′) 6= 0. Then
ωλ,ρ = f(g
′)−1
∫
K
L(u−1)R(u−1g′)f du =
1
#E
f(g′)−1
∑
ε∈E
L(ε−1)R(ε−11K∗g′).
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Thus ωλ,ρ belongs to the cyclic E × G(Qp)-submodule V (f) generated by f ( 6= 0). Hence
V (ωλ,ρ) = V (f). This shows the irreducibility of V (ωλ,ρ) as an E × G(Qp)-module. 
Lemma 12.6. The map f 7→ f(1) yields an E-isomorphism from I(λ, ρ)K∗ onto Vρ.
Proof. This follows from the Iwasawa decomposition (12.1). 
Thus there exists a unique irreducible smooth G(Qp)-module πλ,ρ with the following
property: For any Jordan-Ho¨lder sequence {0} = V0 ⊂ V1 ⊂ · · · ⊂ Vl−1 ⊂ Vl = I(λ, ρ)
of the G(Qp)-module I(λ, ρ), we have πλ,ρ ∼= Vj/Vj−1 where j is the unique index j such
that V K
∗
j /V
K∗
j−1 is isomorphic to ρ.
Lemma 12.7. As a representation of E × G(Qp), V (ωλ,ρ) is isomorphic to ρ∨ ⊠ πλ,ρ.
Proof. From Lemma 12.4,
L(eρ∨) f = f for all f ∈ V (ωλ,ρ),(12.3)
because any such f is a finite C-linear combination of right-translations of ωλ,ρ. From
Lemma 12.5, there exists an irreducible representation ρ′ of E and a smooth irreducible
representation π′ of G(Qp) such that V (ωλ,ρ) is isomorphic to ρ′ ⊠ π′ as representations
of E × G(Qp). From (12.3), we have ρ′ ∼= ρ∨. From definition, it is easy to confirm
that for any φ ∈ C∞c (G(Qp)), φλ,ρ ∗ φ = 0 implies ωλ,ρ ∗ φ = 0. Hence there exists a
G(Qp)-homomorphism from V (φλ,ρ) to V (ωλ,ρ), where V (φλ,ρ) denotes the cyclic G(Qp)-
submodule Vρ∨ ⊗ I(λ, ρ) generated by φλ,ρ ∈ Vρ∨ ⊗ I(λ, ρ)K∗. Since V (ωλ,ρ) viewed as a
G(Qp)-module is isomorphic to dim(ρ) copies of π
′ , π′ must occur in a subquotient of
V (φλ,ρ) on one hand.
Since ωλ,ρ ∈ V (ωλ,ρ) satisfies R(eρ)ωλ,ρ = ωλ,ρ, R(C[E])ωλ,ρ ⊂ V (ωλ,ρ)K∗ is ρ-isotypic.
As a R(C[E])-module, V (ωλ,ρ)
K∗ is a direct sum of dim(ρ) copies of (π′)K
∗
. Hence the
C[E]-module (π′)K
∗
must contain ρ on the other hand.
Therefore, π′ ∼= πλ,ρ because πλ,ρ is the unique subquotient of I(λ, ρ) which contains ρ
when viewed as an E-module. 
Proposition 12.8. Let (π,Vπ) be a unitary representation of G(Qp) on a Hilbert space
Vπ. Let ϕ0 be a unit vector of Vπ such that π(k)ϕ0 = ϕ0 for all k ∈ K∗ and
π(φ)ϕ0 = C(φ)ϕ0, φ ∈ H +(12.4)
with a C-algebra homomorphism C : H + → C. Let (λ, ρ) be the Satake parameter of λ,
i.e., C = Cλ,ρ. Let V (ϕ0) be the smallest smooth G(Qp)-submodule containing ϕ0. Then
V (ϕ0) is irreducible and is isomorphic to πλ,ρ.
When H + = H , which is equivalent to ∂L ∈ {0, 1} (Lemma 12.1 and Theorem 12.2),
the first part of the proposition is known by [16, Proposition 1.2]. To cover the general
case, we slightly modify the proof of [16, Proposition 1.2]. Let U(ϕ0) be the K-span of
ϕ0. Since ϕ0 ∈ VK∗π and K∗ is normal in K, we have U(ϕ0) ⊂ VK∗π . Thus we obtain a
well-defined action of E ∼= K/K∗ on U(ϕ0).
Lemma 12.9. We have that
(1) any element of U(ϕ0) satisfies the same H
+-eigenequation (12.4) as ϕ0, and that
(2) U(ϕ0) is an irreducible E-module and V (ϕ0)
K
∗
= U(ϕ0).
75
Proof. The assertion (1) is proved by the relation φ(ugu−1) = φ(g) (u ∈ K) readily. From
the defining formula of ωλ,ρ, it is easy to have the formula
ωλ,ρ(̟0,ε) =
1
dim(ρ)
tr(ρ(ε)), ε ∈ E = K0/K∗0.(12.5)
Define
ω(g) :=
1
#E
∑
ε∈E
〈π(gε˜)ϕ0|π(ε˜)ϕ0〉, g ∈ G(Qp)
where ε˜ = ̟0,ǫ for ε ∈ E. Then it is easy to see that ω possessed the properties (i), (ii),
(ii) and (iv) in Theorem 12.3. Hence ω(g) = ωλ,ρ(g) for all g ∈ G(Qp). Applying this for
g = ε˜ with ε ∈ E and by (12.5), we have
ω(ε˜) =
1
dim(ρ)
χρ(ε), ε ∈ E.(12.6)
where χσ(ε) = tr(σ(ε)) is the character of any representation σ of E. Let U(ϕ0) =⊕t
ν=1 Uν be an E-irreducible decomposition. We fix an orthonormal basis {v(j)α }α∈Iν of
Uν and write
π(ε˜)ϕ0 =
ν∑
j=1
∑
α∈Iν
〈π(ε˜)ϕ0|v(ν)α 〉 v(ν)α .
Using this and by the orthogonality relation of matrix coefficients, we compute ω(ε˜) as
ω(ε˜) =
1
#E
∑
η∈E
t∑
ν,µ=1
∑
α∈Iν ,β∈Iµ
〈π(η˜)ϕ0|v(ν)α 〉〈π(η˜)ϕ0|v(µ)β 〉〈π(ε˜)v(ν)α |v(µ)β 〉
=
t∑
ν=1
∑
(α,β)∈Iν×Iν
{
1
#E
∑
η∈E
〈π(η˜)ϕ0|v(ν)α 〉〈π(η˜)ϕ0|v(ν)β 〉
}
〈π(ε˜)v(ν)α |v(ν)β 〉
=
t∑
ν=1
∑
(α,β)∈Iν×Iν
{
1
dim(Uν)
〈ϕ0|ϕ0〉 〈v(ν)β |v(ν)α 〉
}
〈π(ε˜)v(ν)α |v(ν)β 〉
=
t∑
ν=1
1
dim(Uν)
∑
α∈Iν
〈π(ε˜)v(ν)α |v(ν)β 〉 =
t∑
ν=1
1
dim(Uν)
χUν (ε).
Comparing this with (12.6), by the linear independence of characters of E, we obtain
t = 1 and ρ ∼= U1 = U(ϕ0). 
Proof of Proposition 12.8 : LetW be a G(Qp)-subspace of V (ϕ0) and setW
′ = V (ϕ0)∩W⊥.
Then we have a G(Qp)-decomposition V (ϕ0) = W ⊕ W ′. Write ϕ0 = ϕW + ϕW ′ with
ϕW ∈ W and ϕW ′ ∈ W ′. Since ϕW ∈ V (ϕ0), we can find a function φ ∈ C∞c (G(Qp)) such
that ϕW = π(φ)ϕ0. Since both ϕ0 and ϕW are K
∗-fided vectors, we have ϕW = π(φ0)ϕ0
with
φ0(g) =
∫
K∗
∫
K∗
φ(k1gk2) dk1 dk2, g ∈ G(Qp).
By H = 〈fε|ε ∈ E〉CH + (Theorem 12.2) and by (12.4), the vector π(φ0) is a linear
combination of vectors π(fε)ϕ0 ∈ U(ϕ0). Hence ϕW ∈ WK∗ ∩ U(ϕ0). Suppose ϕW 6= 0.
Then WK
∗ ∩ U(ϕ0) 6= {0}. Since U(ϕ0) is irreducible as an E-module (Lemma 12.9), we
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must have U(ϕ0) ∩WK∗ = U(ϕ0), or equivalently U(ϕ0) ⊂ WK∗. Thus ϕ0 ∈ W , which
implies V (ϕ0) =W . The argument also shows U(ϕ0) = V (ϕ0)
K
∗
. Suppose ϕW = 0, then
ϕ0 = ϕW ′ ∈ W ′, which implies V (ϕ0) = W ′ and W = {0}.
Let us show that there exists a well-defined G(Qp)-homomorphism from V (ωλ,ρ) onto
V (ϕ0) sending ωλ,ρ to ϕ0. Since V (ωλ,ρ) is a cyclic smooth G(Qp)-module generated by
ωλ,ρ it suffices to confirm that for any φ ∈ C∞c (G(Qp)), ωλ,ρ ∗ φˇ = 0 implies π(φ)ϕ0 = 0.
By the equality ω = ωλ,ρ shown above,∑
ε∈E
‖π(φ)π(ε˜)ϕ0‖2 =
∑
ε∈E
〈π(φ∗ ∗ φ)π(ε˜)ϕ0|π(ε˜)ϕ0〉
= ω ∗ (φ∗ ∗ φ)∨(1)
= ω ∗ (φ∗ ∗ φ)∨(1) = (ωλ,ρ ∗ ϕˇ) ∗ φˇ∗(1) = 0.
This yields π(φ)π(ε˜)ϕ0 = 0 for all ε ∈ E; in particular we have π(φ)ϕ0 = 0 as desired.
From Lemma 12.7, as a G(Qp)-module V (ωλ,ρ) is πλ,ρ-isotypic. Hence V (ϕ0) ∼= πλ,ρ. 
Corollary 12.10. Let (π, Vπ) be an irreducible smooth unitarizable representation of
G(Qp) such that V
K
∗
π 6= {0}. Then
(i) As a C[E]-module, V K
∗
π is irreducible.
(i) There exists a C-algebra homomorphism Cπ : H
+ → C such that π(φ)|V K∗π is the
scalar operator Cπ(φ) for any φ ∈ H +.
(ii) Let (λ, ρ) ∈ X be the Satake parameter of Cπ. Then the representation of E on
V K
∗
π belongs to the class ρ and π
∼= πλ,ρ.
Proof. Since π is irreducible smooth and V K
∗ 6= {0}, the H -module V K∗π is known to be
irreducible and finite dimensional over C ([, ]). Hence by Schur’s lemma, the center H +
of H acts on V K
∗
π by a character Cπ : H
+ → C. Fix a non zero vector ϕ0 in V K∗π ; then
V (ϕ0) = Vπ by the irreducibility of π. Let (λ, ρ) be the Satake parameter of Cπ. Then by
Proposition 12.8, we have π = V (ϕ0) ∼= πλ,ρ. In particular V K∗π ∼= (πλ,ρ)K∗ is irreducible
as a C[E]-module belonging to the class ρ. 
12.2. Restriction to the special orthogonal group. Let σ ∈ G(Qp) with det σ = −1.
Then G(Qp) = G
0(Qp) ⋊ {1, σ}, where G0 = SO(Q) is the special orthogonal group.
Let π be an irreducible smooth representation of G(Qp). We define π ⊗ det to be the
representation (π ⊗ det)(g) := det(g) π(g) (g ∈ G(Qp)) on the space Vπ. Let π|G0(Qp) be
the restriction of π to G0(Qp); it is a smooth representation of G
0(Qp). Since G
0(Qp) is a
normal open subgroup of index 2, from [12, Lemma 2.1], we have two possibilities :
(i) Suppose π ⊗ det ∼= π; then the restriction π|G0(Qp) remain irreducible.
(ii) Suppose π⊗det 6∼= π; then the restriction π|G0(Qp) is decomposed to a direct sum of
two irreducible smooth representations π+ and π− of G0(Qp) such that (π+)σ ∼= π−
and π+ 6∼= π−. Here (π+)σ is the σ-twist of π+, i.e., (π+)σ(h) = π+(σ−1hσ) for
h ∈ G0(Qp).
Lemma 12.11. Let (λ, ρ) ∈ X. Suppose K∗0 contains an element of G(Qp)−G0(Qp) Then
πλ,ρ|G0(Qp) is irreducible.
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Proof. The space (Iλ,ρ ⊗ det)K∗ consists of functions f : G(Qp)→ Vρ such that
f(hnk) = ρ(ε) δB(h)
1/2
ν∏
j=1
λj(aj) det(k), h = d(a; ε) ∈ H(Qp), n ∈ N(Qp), k ∈ K∗.
IfK∗0 contains an element u with det u = −1, then f(1) = ρ([u])f(1) = f(d(1, . . . , 1; u)) =
det(u)f(1) = −f(1) implies f(1) = 0; thus (Iλ,ρ ⊗ det)K∗ = {0}. Since πλ,ρ ⊗ det is a
subquotient of Iλ,ρ ⊗ det, we also have (πλ,ρ ⊗ det)K∗ = {0}, whereas πK∗λ,ρ ∼= Vρ. Hence
πλ,ρ ⊗ det can not be isomorphic to πλ,ρ as G(Qp)-modules. From (i) recalled above, we
have that πλ,ρ|G0(Qp) remains irreducible. 
Corollary 12.12. Let π = πλ,ρ with (λ, ρ) ∈ X be an irreducible unitary representation of
G(Qp) such that π
K
∗ 6= {0}, and n(π) the number of irreducible summands of π|G0(Qp).
Then n(π) = 1 unless dim(V0) = 0, or (dim(V0), ∂L )(2, 2) and ρ is two dimensional. For
these exceptional cases, we have π(π) = 2; it π0 ⊂ π|G0(Qp) is an irreducible summand,
then π|G0(Qp) = π0 ⊕ πσ0 and π0 6∼= πσ0 for any σ ∈ G(Qp)− G0(Qp).
Proof. Suppose dim(V0) > 0; then arguing case by case by the classification list [28, (1.2)],
we can find an element σ ∈ K∗0 with det(σ) = −1 except for the case (dim(V0), ∂M ) =
(2, 2), in which case we indeed have K∗0 ⊂ (G0)0(Qp). Thus the conclusion in this case
follows from Lemma 12.11.
Suppose (dim(V0), ∂M ) = (2, 2). From [28, (1.2)], E = K0/K
∗
0
∼= D2(p+1). Then
exists σ ∈ K0 such that det σ = −1 and det induces a non-trivial character χ of E. If
we set ρ′ = ρ ⊗ χ, then Iλ,ρ ⊗ det ∼= Iλ,ρ′. From this we obtain πλ,ρ ⊗ det ∼= πλ,ρ′.
Hence πλ,ρ ⊗ det ∼= πλ,ρ if and only if ρ ∼= ρ′, which in turn happens if and only if
ρ is two dimensional. Indeed, from the proof of [28, Proposition 1.1], we can take a
realization E = {ajbk| 0 6 j 6 p, k ∈ {0, 1}} ∼= D2(p+1) with elements a ∈ G0(Qp) ∩K0
and b ∈ K0 − G0(Qp) obeying the basic relations ap+1 = e, b2 = 2, bab = a−1. The 2-
dimensional irreducible characters of D2(p+1) is exhausted by χν (1 6 ν 6 p, ν 6= (p+1)/2)
given as
χν(a
j) = 2 cos
(
2πνj
p+1
)
, χν(a
jb) = 0.
Since χ(aj) = +1 and χ(ajb) = −1, we have χνχ = χν as desired. By (ii) recalled above,
we are done.
Suppose dim(V0) = 0. Then K
∗
0 = K0 = {1}, K∗ = K, and ν = dim(V )/2 > 1.
The space X is reduced to the Weyl group orbits of ν-tuples λ = {λj} of unramified
characters λj of Q
×
p , and the corresponding representation πλ is the unique subquotient
of Iλ := Ind
G(Qp)
B(Qp)
(χλ), where χλ is the character of B(Qp) such that χλ(d(a1, . . . , aν)) =∏
j λj(aj). Since B(Qp) ⊂ G0(Qp), we have det |B(Qp) is trivial; thus IndG(Qp)B(Qp)(χλ)⊗det ∼=
Ind
G(Qp)
B(Qp)
(χλ (det |B(Qp)) = IndG(Qp)B(Qp)(χλ). From this πλ⊗det ∼= πλ. Hence from (ii) recalled
above, πλ|G0(Qp) has two irreducible summands permuted by σ-twist.

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13. Appendix 3
The aim of this appendix is to provide proofs of [40, Proposition 14], which corre-
sponds Corollary 13.5 and Theorem 13.7, and [40, Lemma 15], which corresponds Propo-
sition 13.4. To make this section independent of the other part of this article, we abandon
all the former notation and state our results in a general setting borrowed from [28].
13.1. Automorphic representations. Let m ∈ N with m > 1, and V = Qm−1 the
(m−1)-dimensional Q-vector space of column vectors. Let Q be a non-singular symmetric
matrix which is even-integral; we view V as a quadratic space over Q whose associated
bilinear form is 〈X, Y 〉 = tX QY , where X, Y ∈ V . Let G = O(Q) be the orthogonal
group of Q, which we regard as a Q-algebraic group; thus, for any Q-algebra R,
G(R) = {h ∈ GLm−1(R)| thQh = Q }.
As in [27] and [28], we assume that the Z-lattice L = Zm−1 is maximal integral with
respect to the bilinear form 〈 , 〉. In particular, L is contained in the dual lattice L ∗. Let
p be a prime number. The Qp-bilinear extension of 〈 , 〉 to Vp = V ⊗QQp is denoted by the
same symbol. Let νp denote the Witt index of (Vp, Q) and n0,p the dimension of maximal
Qp-anisotropic subspace of Vp, so thatm−1 = 2νp+n0,p. We setKp = G(Qp)∩GLm−1(Zp).
Then Kp is a maximal compact subgroup of G(Qp). Let K
∗
p = K
∗
Q,p be the kernel of the
natural homomorphism Kp → Aut(L ∗p /Lp). Let Hp = H (G(Qp) / Kp) be the Hecke
algebra for the pair (G(Qp),Kp) and set
H +p = H
+(G(Qp) / K
∗
p) = {φ ∈ Hp| φ(ugu−1) = φ(g) (u ∈ Kp)}.
By the convolution product with respect to a Haar measure on G(Qp) normalized so that
vol(K∗p) = 1, Hp is an associative C-algebra with a unit 1K∗p and that H
+
p coincides
with its center (Theorem 12.2). Let Hf (resp. H
+
f
) be the restricted tensor product of
Hp (p ∈ f) (resp. H +p ), i.e., it is a finite C-linear combinations of pure tensors φ = ⊗pφp
with φp ∈ Hp (resp. φp ∈ H +p ) such that φp = 1K∗p for almost all p; such element is viewed
as a function on G(Af ) as φ(g) =
∏
p∈f φp(gp) for g = (gp) ∈ G(Af ). Let Ep = Kp/K∗p for
each p ∈ f and set Ef :=
∏
p∈f Ep. Note that Ep = {1} for almost all p where ∂Lp = 0
(Lemma 12.1). Hence Ef is a finite group. Let Xp denote the set of Satake parameters of
G(Qp), i.e., the totally ty of Weyl group orbits of pairs (λ, ρ) of νp-tuples of unramified
characters λ = (λj)
νp
j=1 of Q
×
p and an equivalence class ρ of irreducible representations of
Ep.
Suppose G(R) is compact. This implies G is Q-anisotropic so that the quotient space
G(Q)\G(A) is compact. We denote by VQ the space of all those complex valued functions
on G(Q)\G(A)/G(R) viewed aas a G(Af )-module by the right-translation R. Let VQ(K∗f )
be the K∗
f
-fixed vectors of VQ; we have a well-defined action of Ef on VQ(K∗f ).
Proposition 13.1. Let f ∈ VQ be a function which satisfies the following conditions:
(i) f(gkf) = f(g) for all k ∈ K∗f .
(ii) There exists a C-algebra homomorphism Cf = ⊗pCp of H +f such that R(φ)f =
Cf(φ) f for all φ ∈ H +f .
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Then the cyclic G(Af )-submodule V (f) ⊂ VQ generated by f is irreducible and is iso-
morphic to the restricted tensor product
⊗
p∈f πλp,ρp, where (λp, ρp) ∈ Xp is the Satake
parameter of Cp. The Ef -representation V (f)
K
∗
f is isomorphic to
⊗
p∈f ρp.
Proof. We may suppose ‖f‖ = 1. Let dgf = ⊗p∈fdgp be a Haar measure on G(Af ) with
dgp the Haar measure on G(Qp) normalized by demanding vol(K
∗
p) = 1. Let dg∞ be
the Haar measure on G(R) such that vol(G(R)) = 1 and dg the product measure on
G(A) = G(R) × G(Af ). Then V˜ := L2(G(Q)\G(A), dg) endowed with the action of G(A)
by the right-translation R yields a unitary representation of G(A). Since G(Q)\G(A) is
compact, we have V (f) ⊂ V˜. Define
ω(g) =
1
#Ef
∑
ε∈Ef
〈R(g)R(ε)f |R(ε)f〉, g ∈ G(A).
Then it is easy to confirm that ω is a right G(R)-invariant function on G(A) which satisfies
the properties: ω(k1gk2) = ω(g) (k1, k2 ∈ K∗f ), ω(ugu−1) = ω(g) (u ∈ Kf ), ω(1) = ‖f‖2 =
1. Moreover, since R(ε)ϕ with ε ∈ Ef satisfies the same H +f -eigenequation as f in (ii),
we see that the function ω satisfies the equation R(φ)ω = Cf(φ)ω for φ ∈ H +f . By
Theorem 12.3, we have the equality
ω(g) =
∏
p∈f
ωλp,ρp(gp), g = (gp)p6∞ ∈ G(A).
From this and (12.5), we have ω(ε˜) = dim(ρf )
−1χρf (ε) for all ε ∈ Ef , where ε˜ ∈ Kf is
a representative of ε ∈ Ef and ρf = ⊗p∈fρp is the tensor product representation of Ef .
Then we follow the remaing part of the argument in Lemma 12.9 verbatim to see that
U(f) := C[Ef ]f , which is well-defined by (i), is isomorphic to ρf (in particular irreducible)
as Ef -modules and that V (f) ∩ VQ(K∗f ) = U(f).
Let W be a G(A)-invariant subspace of V (f) and set W ′ = V (f) ∩W⊥. Then W ′ is
also G(A)-stable subspace of V (f) which fits in the orthogonal direct sum decomposition
V (f) = W ⊕W ′. Let f = ϕW + ϕW ′ with ϕW ∈ W and ϕW ′ ∈ W ′. Since W and W ′ are
G(A)-stable and f is G(R)K∗
f
-invariant, so is the vector ϕW . Since ϕW ∈ V (f), we can
find a finite number of pure tensors φ(i) = ⊗p∈fφ(i)p ∈ C∞c (G(Af )) and complex numbers
ci such that ϕW =
∑
i ciR(φ
(i)) f . Since both f and ϕW are K
∗
f
-invariant, we obtain
ϕW =
∑
i ciR(φ
(i)
0 ) f with φ
(i)
0 = ⊗p∈fφ(i)0,p ∈ Hf whose p-factor is
φ
(i)
0,p(gp) =
∫
K∗p
∫
K∗p
φ(i)p (kgpk
′)dk dk′.
For almost all p, we have φ
(i)
0,p ∈ H +p . For p at which φ(i)p 6∈ H +p , we apply Theorem 12.2 to
write it as a linear combination of products fεp ∗ψp with ψp ∈ H +p and the characteristic
function fεp of εpK
∗
p with εp ∈ Ep. Thus, we obtain a finite linear expression ϕW =∑
j
∑
ε∈Ef c
′
j R(fε ∗ ψj)ϕ0 with ψj ∈ H +f and fε = ⊗p∈ffεp. By the H +f -eigenequation
of f , this yields the equality ϕW =
∑
j
∑
ε c
′
jCf (ψj)R(ε)f , which shows the containment
ϕW ∈ U(f) ∩ WK∗f . Suppose ϕW 6= 0. Then U(f) ∩ WK∗f 6= {0}. Since U(f) is Ef -
irreducible, we must have U(f) ∩ WK∗f = U(f), or equivalently U(f) ⊂ WK∗f . Hence
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f ∈ W ⊂ V (f), which implies V (f) = W . Suppose ϕW = 0; then f = ϕW ′ ∈ W ′ implies
V (f) =W ′, and thus W = {0}. This completes the proof of the irreducibility of V (f).
Since VG(R)U is finite dimensional for any open compact subgroup U ⊂ G(Af ), we see
that the representation V (f) of G(Af ) is admissible. Note that for almost all p, the Hecke
algebra Hp = H
+
p is commutative (Theorem 12.2). Thus from [10, Theorem 2], there
exists a family of irreducible smooth representations {πp}p6∞ together with a family of
Kp-fixed vectors ξp ∈ Vπp − {0} for almost all p ∈ f , such that V (f) is isomorphic to the
restricted tensor product
⊗
p6∞πp. Hence(⊗
p6∞
πp
)K∗
f ∼= V (f)K∗f = U(f).
As shown above, H +
f
acts on V (f)K
∗
f = U(f) by the character Cf = ⊗p∈fCp and V (f)K∗f
is an irreducible Ef -module isomorphic to ρf . Hence for each p ∈ f the algebra H +p acts
on the invariant part π
K∗p
p through the character Cp = Cλp,ρp and π
K∗p
p is an irreducible
Ep-module isomorphic to ρp. Note that πp is unitarizable. By Corollary 12.10, we obtain
πp ∼= πλp,ρp. Then the last statement is evident from the defining property of πλ,ρp . 
13.2. L-functions of definite orthogonal groups. We review the main result of [28]
introducing notation. Let p be a prime number. For a character Cp : H
+(G(Qp)/ K
∗
p)→
C with Satake parameter (λ = (λj)
νp
j=1, ρ) ∈ Xp, its local standard L-factor is defined by
Lp(Cp; s) =
νp∏
j=1
{(1− λj(p) p−s)(1− λj(p)−1 p−s)}−1Aρ,p(s),
where Aρ,p(s) is the modification factor given by [28, Formula (1.18)]. We only note
that if Lp = L
∗
p then Ep is trivial and the factor Aρ,p(s) = 1 if n0,p ∈ {0, 1} and
Aρ,p(s) = (1 − p−2s)−1 if n0,p = 2. Given a G(Af )-submodule U of VQ, let U(K∗f ) denote
the K∗
f
-fixed vectors in U . Suppose U(K∗
f
) 6= {0}. Then from Proposition 13.1, for any
prime p there exists a character CUp of H
+(G(Qp) / K
∗
p) satisfying f ∗ φˇ = CUp (φ) f for
all f ∈ U(K∗
f
) and φ ∈ H +(G(Qp) / K∗p). Then, the standard L-function of U is defined
to be the Euler product of Lp(C
U
p ; s) over all primes p
Lf (U , s) =
∏
p∈f
Lp(C
U
p ; s),(13.1)
which is shown to be convergent on the half plane Re(s) > (m − 1)/2. Indeed, since
f ∈ U(K∗
f
) is square-integrable on G(Q)\G(A), the zonal spherical function ωλp,ρp ([28,
1.3]) should be of positive type; from this fact, we obtain the trivial estimation p−(m−3)/2 6
|λp,j(p)| 6 p(m−3)/2 for the Satake parameters ({λp,j}, χp) of CUp at almost all primes p,
which in turn yields the absolute convergence region Re(s) > (m − 1)/2 of the Euler
product (13.1). The completed L-function of U is defined by
L(U , s) = Lf (U , s) ΓQ(s),
with
ΓQ(s) =
[(m−1)/2]∏
j=1
ΓC(s− j + (m− 1)/2)
{
(detQ)s/2 m : odd,
(2−1 detQ)s/2 m : even.
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When a non-zero function f in U(K∗
f
) is given, we occasionally write L(f, s) for L(U , s).
Proposition 13.2. ( [28, Theorem 4.1] ) Let U be an irreducible G(Af )-submodule of
VQ such that U(K∗f ) 6= {0}. Then, the function L(U , s) is continued to a meromorphic
function on C satisfying the functional equation L(U , s) = L(U , 1 − s). When m = 2,
L(U , s) is entire. When m > 3, L(U , s) is holomorphic except at possible simple poles at
s = (m− 1)/2− j (0 6 j 6 m− 2, j ∈ Z), It has a pole at s = (m− 1)/2 if and only if U
contains a non-zero constant function.
From Proposition 13.2, the function Dm−1(s)L(U , s) is entire on C, where
Dm−1(s) =
m−2∏
j=0
(
s− m−1
2
+ j
)
.(13.2)
Recall that an entire function φ(s) on C is said to be of finite order if there exists a
constant a > 0 such that |φ(s)| ≪ exp(|s|a) s ∈ C. The infinimum of the numbers a such
that this estimate holds is called the order of φ(s). In this section, We provide a proof of
the following.
Theorem 13.3. Let U be as above. The entire function Dm−1(s)L(U , s) is of order 1.
Here are several consequences of the theorem. For any ǫ > 0 and for any interval I ⊂ R,
set Tǫ,I = {s ∈ C|Re(s) ∈ I, |Im(s)| > ǫ }.
Proposition 13.4. Let U be as in Theorem 13.3. For any ǫ > 0, the estimation
|Lf (U , s)| ≪ |Im(s)|κ(Re(s)), s ∈ Tǫ,R
holds with the exponent
κ(σ) = max{1, (m− 1− 2σ + 2ǫ) [m−1
2
]
, (m− 2 + 2ǫ) [m−1
2
]}.
Proof. A standard argument by means of the Phragme´n-Lindelo¨f convexity principle
proves this. We need Theorem 13.3. 
A meromorphic function φ(s) on C is said to be bounded in vertical strips of finite
width if for any compact interval I, there exists ǫ > 0 such that φ(s) is holomorphic and
bounded on Tǫ,I .
Corollary 13.5. Let f be as in Theorem 13.3. Then, for any n ∈ N and for any polyno-
mial P (s), the function
P (s) d
n
dsn
{Dm−1(s)L(f, s)}
is bounded in vertical strips of finite width.
Proof. We prove this by induction on n. First consider the case n = 0. By Stirling’s
formula, there exists a constant N1 such that
|L∞(U , s)| ≪ (1 + |Im(s)|)N1 exp
(−π
2
[
m−1
2
] |Im(s)|) , s ∈ Tǫ,I .
Thus, L∞(U , s) = O(exp(−a1 |Im(s)|)) on Tǫ,I for some a1 > 0. From Proposition 13.4,
Lf (U , s) has a polynomial bound on Tǫ,I . Hence, P (s)L(U , s) is O(exp(−a0 |Im(s)|)) on
Tǫ,I for any a0 ∈ (0, a1), a fortiori bounded on Tǫ,I .
For σ0 > 0, set S(σ0) = T0,[−σ0,σ]. Take a sufficiently large R > 0 and consider the
rectangle S(σ0, R) = S(σ0) ∩ {|Im(s)| 6 R}. Let P (s) be a polynomial. From Cauchy’s
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integral formula applied to the entire function L˜(s) = P (s)Dm−1(s)L(U , s), the value
L˜(n)(s) is expressed as a contour integral of L˜(z)/(z − s)n+1 along the boundary ∂S(σ0, R)
endowed with the counterclockwise orientation. The integral along the horizontal edges of
∂S(σ0, R) vanish in the limit R→ +∞ due to the estimation L˜(z) = O(exp(−a |Im(z)|))
(a > 0) established above. Hence,
L˜(n)(s) =
n !
2πi
∫
∂S(σ0)
L˜(z)
(z − s)n+1 dz, s ∈ S(σ0).
From this, L˜(n)(s) is bounded on S(σ1) for any σ1 < σ0. By Leibniz’s formula, L˜
(n)(s) is a
sum of P (s) {Dm−1(s)L(U , s)}(n) and a C-linear combination of P (j)(s) {Dm−1(s)L(U , s)}(n−j)
with j < n. By induction assumption, we conclude P (s){Dm−1(s)L(U , s)}(n) is bounded
on S(σ1). 
13.3. Eisenstein series. We continue to keep the setup in § 13.2. Set
V1 =
[
Q
V
Q
]
, L1 =
[
Z
L
Z
]
, Q1 =
[
1
Q
1
]
Then, Q1 is a non-singular and even integral symmetric matrix with signature (m+, 1−).
By the obvious inclusion V →֒ V1, we view V as a Q-subspace of V1. The Q-bilinear form
on V is extended to the ambient space V1 by setting 〈X, Y 〉 = tX Q1 Y forX, Y ∈ V1. The
vectors ε0 =
[
1
0m−1
0
]
and ε′0 =
[
0
0m−1
1
]
in V1 are isotropic vectors spanning a hyperbolic
plane. We obviously have V1 = V⊕ < ε0, ε′0 >Q. Let G1 be the orthogonal group of Q1.
The stabilizer P of the isotropic line Qε0 is a maximal Q-parabolic subgroup of G1. For
any Q-algebra R, the set P(R) consists of all the matrices of the form m(r; h) n(X) with
m(r; h) = diag(r, h, r−1), n(X) =
[
1 −tXQ −2−1Q[X]
1m−1 X
1
]
for r ∈ R×, h ∈ G(R) and X ∈ V (R). We have the Levi decomposition P = MN, where M
is the Levi subgroup such that M(R) = {m(r; h)| r ∈ R×, h ∈ G(R) } and N the unipotent
radical of P.
The Z-lattice L1 is maximal integral with respect to the bilinear form 〈 , 〉. For any
prime p, the construction in §13.2 gives us an open compact subgroup K∗1,p of the max-
imal compact subgroup K1,p = G1(Qp) ∩ GLm+1(Zp) in G1(Qp). We have the Iwasawa
decomposition G1(Qp) = P(Qp)K
∗
1,p. Let K1,f be the direct product of K1,p over all prime
numbers p. Let G1 ∼= SO0(m, 1) be the identity component of G1(R) ∼= O(m, 1). Let
D1 be the connected component of {Y ∈ V1,R| 2−1Q1[Y ] = −1 } containing the point
Y −0 = ε0 − ε′0. The domain D1 is an orbit of the point Y −0 by the natural action of G1
on V1,R and is isomorphic to an m-dimensional real hyperbolic space. Let K1,∞ denote
the stabilizer of Y −0 in G1; then G1/K1,∞ ∼= D1 and K1,∞ ∼= SO(m). For latter purpose,
we need to consider the conjugate subgroup K
[r0]
1,∞ = m(r0; 1)K1,∞m(r0; 1)
−1 for various
r0 > 0. We have the Iwasawa decomposition G1(R) = P(R)K
[r0]
1,∞. Let f ∈ VQ and s ∈ C.
By the Iwasawa decomposition G1(A) = P(A)K
∗
1,f K
[r0]
1,∞, there exists a unique function
f
(s) on G1(A) such that f
(s)(g) = |t|(s+(m−1)/2A f(h) for any g ∈ m(t; h)N(A)K1,fK[r0]1,∞ with
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t ∈ A× and h ∈ G(A). Then, the Eisenstein series E(f, s; g) is defined by the series
E(f, s; g) =
∑
γ∈P(Q)\G1(Q)
f
(s)(γg), g ∈ G1(A),(13.3)
which is absolutely convergent on Re(s) > (m−1)/2. The holomorphic function E(f, s; g)
in s has a meromorphic continuation to the whole complex plane ([26, Theorem IV 1.8]).
At a regular point s ∈ C, the function g 7→ E(f, s; g) is aK1,f K[r0]1,∞-invariant automorphic
form on G1(A) ([26, Proposition IV 1.9]). If f ∈ VQ is a simultaneous Hecke eigenform
which generates an irreducible submodule U ⊂ VQ, we set
L∗(U , s) = r−s/20 L(U , s) ζˆ(2s)1−ǫ(13.4)
with ǫ ∈ {0, 1} the parity of m, and introduce the normalized Eisenstein series by
E∗(f, s; g) = L∗(U ,−s)E(f, s; g), g ∈ G1(A),
where ζˆ(s) = ΓR(s) ζ(s) is the completed Riemann zeta function.
Proposition 13.6. ( [28, Proposition 4.3] ) The normalized Eisenstein series E∗(f, s; g)
has an analytic continuation to the whole complex plane as a meromorphic function in s
and satisfies the functional equation E∗(f,−s; g) = E∗(f, s; g). It is holomorphic away
from possible poles at sj =
m−1
2
− j, (j ∈ Z, 0 6 j 6 m − 1). The right most point
s = (m− 1)/2 is a pole if and only if f is a constant function.
Set P(A)1 = M(A)1 N(A) with M(A)1 = {m(t; h)| r ∈ A1, h ∈ G(A) }. For a positive
t > 0, set [t] = m(t; 1) and let T be the split torus in G1 consisting of all such points. For
any positive number c, we set T+c = { [t] | t ∈ R, t > c }. Recall that any subset S ⊂ G1(A)
of the form S = ω T+c K1,fK
[r0]
1,∞ with a relatively compact subset ω ⊂ P(A)1 and a
positive real number c is called a Siegel set in G1(A). For g ∈ G1(A), let m(t(g); 1) denote
the T -component of g along the decomposition G1(A) = P(A)
1 T K
[r0]
1 . Note that the
modulus function of P(A) restricted to T is given by m(t; 1) 7→ |tm−1|. By the reduction
theory, there exists a Siegel set S such that G1(A) = G1(Q)S. From Proposition 13.6,
the function Dm(s + 1/2)E
∗(f, s; g) is entire on C for any g ∈ C, where Dm(s) is the
polynomial (13.2). Here is our main theorem of this section; it provides a bound of the
normalized Eisenstein series on S by a majorant independent of the imaginary part of
the spectral parameter s.
Theorem 13.7. Let f ∈ VQ be a simultaneous eigenform of the Hecke algebra H +(G(Af )/
K∗
f
). Then,
(1) For any ǫ > 0 and for any compact set N ⊂ G1(A), the following estimation holds:
|Dm(s+ 1/2)E∗(f, s; g)| ≪ exp(|s|1+ǫ), s ∈ C, g ∈ N .
(2) For any compact interval I ⊂ R, there exists δ > 0 such that for any ǫ > 0, the
following estimation holds:
|Dm(s+ 1/2)E∗(f, s; g)]| ≪ǫ t(g)|Re(s)|+(m−1)/2+ǫ, s ∈ Tδ,I , g ∈ S.
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13.4. Proofs. In this section, we prove Theorems 13.3 and 13.7 simultaneously by in-
duction on m, the matrix size of Q. We fix a symmetric matrix Q of size m satisfying
the conditions §13.2 and suppose the statement of Theorem 13.3 is true for any Hecke
eigen form f ∈ VQ. We show that the statement (1) of Theorem 13.7 is true for any
f ∈ VQ. Let r be an integer such that r > [(m− 1)/2]. Recall the polynomial (13.2); we
set D(s) = Dm(s+ 1/2) for simplicity.
Lemma 13.8. Suppose f ∈ VQ is a simultaneous Hecke eigenform generating an irre-
ducible sub module U ⊂ VQ such that Dm−1(s)L(U , s) is of order 1. Let T > 1. Then,
for any a > 1, for any ǫ > 0 and for any compact interval I ⊂ [0,+∞), and for any
Z ∈ U(g1,∞),
‖D(ν) ∧T R(Z)E∗(f, ν;−)‖G1 ≪ exp(|ν|a), ν ∈ Tǫ,I .
Proof. We consider the case Z = 1 and I ⊂ (0,+∞). Set M(ν) = L∗(U , ν)/L∗(U ,−ν).
The Maass-Selberg relation asserts that for any ν = σ+ i t with σ, t ∈ R such that σ 6= 0,
the equality∫
S
| ∧T E(f, ν; y)|2 dy = T
2σ − T−2σ
2σ
+
T−2σ
2σ
{
1− |M(ν)|2}+ M(ν) T 2it −M(ν) T−2it
it
holds for any T > 0. From this ‖ν D(ν) ∧T E∗(f, ν;−)‖2G1 is the sum of the following
three terms.
I1(ν) = |F (−ν)|2 T
2σ − T−2σ
2σ
,
I2(ν) =
T−2σ
2σ
{|F (−ν)|2 − |F (ν)|2},
I3(ν) =
(−1)m
it
{F (−ν) F¯ (ν) T 2it − F¯ (−ν)F (ν) T 2it},
where F (ν) = ν D(ν)L∗(U , ν). From Proposition 13.2 and from our assumption, F (ν) is
an entire function of order 1. Thus, for any a > 1, the following estimates hold.
|F (ν)| ≪ exp(|ν|a), |F ′(ν)| ≪ exp(|ν|a), ν ∈ C.
From this, it is obvious that the function I3(ν) is majorized by exp(|ν|a) on Tǫ,I for any
a > 1. Since
|I1(ν)| = |F (−ν)|2
∣∣∣∣ log T2σ
∫ 2σ
−2σ
T x dx
∣∣∣∣2 6 |F (−ν)|2 (2 logT) T |2σ|,
I1(ν) is also majorized by exp(|ν|a) on Tǫ,I . Since F (ν) = F (ν¯), we have
I2(ν) = T
−2σF (−ν¯)F (−ν)− F (ν)F (ν¯)
ν + ν¯
= −T−2σ
(
F (−ν) F (−ν¯)− F (ν)
(−ν¯)− ν + F (ν)
F (−ν)− F (ν¯)
−ν − ν¯
)
= −T−2σ
(
F (−ν) 1
(−ν¯)− ν
∫
[ν,−ν¯]
F ′(w) dw + F (ν)
∫
[ν¯,−ν]
F ′(w) dw
)
,
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where [a, b] denotes the line segment connecting a to b. Thus,
|I2(ν)| 6 T−2σ{|F (−ν)| sup
w∈[ν,−ν¯]
|F ′(w)|+ |F (ν)| sup
w∈[ν¯,−ν]
|F ′(w)|} ≪ exp(|ν|a), ν ∈ Tǫ,I .

13.4.1. A consequence of Lemma 13.8. For any a > 1 and for any Hecke eigenform f ∈ VQ
such that L-function Dm−1(s)L(U , s) is of order 1, and for any compact set N ⊂ G1(A),
we show the bound
|D(ν)E∗(f, ν; g)| ≪ exp(|ν|a), g ∈ N , ν ∈ C.(13.5)
Let V(f) be the minimal closed G(A)-invariant subspace of L2(G(Q)\G(A)) containing
f . Let I (f, ν) be the space of all the smooth functions ϕ : G1(A) → C with the equiv-
alence ϕ(m(t; 1)ng) = |t|ν+ρA ϕ(g) for any t ∈ A× and n ∈ N(A) such that the function
h 7→ ϕ(m(1; h)k) belongs to the space V(f) for all k ∈ K. By the right-translation,
the group G(A) acts continuously on the Frechet space I (f, ν). Then by the automatic
continuity theorem of Casselman and Wallach, for any ν ∈ T1,[0,2ρ] the normalized Eisen-
stein series gives a continuous G(A)-intertwining map E ∗ form I (f, ν) to the space of
smooth functions on G(Q)\G(A) of moderate growth. For any Z ∈ U(g1,∞), we have
E ∗(g, R(Z)f(ν)) = R(Z)E∗(f, ν, g). By the same reasoning as in [11, §5.3], invoking
Lemma 13.8, we show the following statement: For any right K1,fK
[r0]
1,∞-invariant com-
pact set N ⊂ G1(A) and for any Z ∈ U(g1,∞) there exists a constants C > 0 such
that
|D(ν) E ∗(g, R(φ)R(Z)f(ν))| 6 C max
g∈G1(A)
|φ(g)| exp(|ν|a)
for all φ ∈ Cc(G1(A)) supported in U , g ∈ N and ν ∈ T1,[0,2ρ]. As in [11, p.637], we can
find φ1, φ2 ∈ Cc(G1(A)) and Z ∈ U(g1,∞) such that
E∗(f, ν; g) = E ∗(g, R(φ1)f(ν)) + E ∗(g, R(φ2)R(Z)f(ν)),
which combined with the estimate above yields the desired bound (13.5).
The estimation (13.5) is extended to the strip Re(ν) ∈ [0, 2ρ], because this strip is
a union of T1,[0,2ρ] and a compact set. On the region Re(ν) > 3ρ/2, where the series
E(f, ν; g) converges absolutely, we estimate
|D(ν)E∗(f, ν; g)| ≪ |D(ν)L∗(U ,−ν)|
∑
γ∈P(Q)\G1(Q)
‖γ−1ε1‖−(Re(ν)+ρ), g ∈ N , Re(ν) > 3ρ/2.
(13.6)
Here, ‖ ‖ is the height function on the space of primitive adeles in V1,A = Am+1. Since
I = {γ ∈ P(Q)\G1(Q)| ‖γ−1ε0‖ 6 1 } is a finite set, we have∑
γ∈P(Q)\G1(Q)
‖γ−1ε1‖−(Re(ν)+ρ).≪ O(b−(Re(ν)+ρ)) +
∑
γ∈P(Q)\G1(Q)
‖γ−1ε1‖−5ρ/2
with b = inf{‖γ−1ε0‖ | γ ∈ I }. Thus, the infinite series on the right hand side of
(13.6) is certainly bounded by exp(|ν|a) on the region Re(ν) > 3ρ/2 for any a > 1.
From our assumption, the factor D(ν)L∗(U ,−ν) is bounded by exp(|ν|a). Therefore, the
estimation (13.5) is extended to the half plane Re(ν) > 0. Invoking the functional equation
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D(ν)E∗(f, ν; g) = (−1)mD(−ν)E∗(f,−ν; g), the estimation is eventually extended to
the whole complex plane. 
13.4.2. The proof of Theorem 13.3 and Theorem 13.7. We prove Theorem 13.3 by induc-
tion on m. If m = 2, then the statement follow from the fact that (2−1Q)−s/2 L(U , s) is a
finite product of terms of the form (1± p−(s−1/2)) (see [28, p.92]).
Let us suppose the statement of Theorem 13.3 is true for any positive definite symmetric
matrix of size m − 1 satisfying the conditions in § 13.2. Let Q be a positive definite
symmetric matrix of size m satisfying the conditions in § 13.2. We prove the assertion
of Theorem 13.3 for a simultaneous Hecke eigenform F ∈ VQ on the orthogonal group
O(Q,A). Fix g0 ∈ O(S,A) such that F (g0) 6= 0. From [28, §3], there exists the following
objects.
• a Z-basis ξj (1 6 j 6 m) of L = Zm such that the upper left (m − 1)× (m − 1)
block of the matrix T = (tξiQξj)16i,j6m is even integral and maximal.
• F˜ ∈ VT such that F˜ (1) = F (g0) 6= 0 and L(F˜ , s) = F (F, s).
Let
T =
[
S −Sα
tαS −2a
]
, S1 =
[
1
S
1
]
, ξ =
[
a
α
1
]
and G = O(S), H = O(T ), and G1 = O(S1). As in [28, §2], we define embeddings
ι0 : G → H and ι : H → G1 so that ι(H) coincides with the stabilizer of ξ in G1. Since
F1(1) 6= 0, there exists a simultaneous Hecke eigen form f ∈ VS such that 〈 F˜ ◦ι0 | f 〉G 6= 0.
Since the matrix size of S is m − 1, the entire function Dm−1(s)L(f, s) is of order 1 by
induction assumption. From the result of § 13.4.1, for any a > 1, the estimation
Dm−1(s)E∗(f, s; ι(h))≪ exp(|s|a), s ∈ C, h ∈ H(Q)\H(A)(13.7)
holds. From [28, Theorem 4.4, Theorem 2.11], there exists a constant C > 0 such that∫
H(Q)\H(A)
F˜ (h)E∗(f, s− 1/2; ι(h)) dh1 = C 〈 F˜ ◦ ι0 | f 〉G L(F˜ , s).
Therefore, applying (13.7), we obtain
|Dm(s)L(F˜ , s)| ≪
∫
H(Q)\H(A)
|F˜ (h)| |Dm(s)E∗(f, s− 1/2; ι(h))| dh
≪ exp(|s|a), s ∈ C
for any a > 1. Since L(F, s) = L(F˜ , s), we are done. This completes the proof of
Theorem 13.3. Then, from § 13.4.1, the proof of Theorem 13.7 (1) is also completed.
On the convergence region Reν > m−1
2
, we have the inequality |E(f, ν; g)| 6 (max |f |)E(1,Reν; g)
for all g ∈ G1(R), where 1 is the constant function 1 on G(A). By the estimate |E(1,Reν; g)| ≪
t(g)Reν+(m−1)/2 on the Siegel set S, we have |E(f, ν; g)| ≪ t(g)Reν+(m−1)/2 (g ∈ S) as well.
Hence by Corollary 13.5, for any compact interval I contained in (m−1
2
,+∞) there exists
C such that
|Dm(ν + 1/2)E∗(f, ν; g)| 6 C t(g)|Reν|+(m−1)/2, g ∈ S, ν ∈ T0,I .(13.8)
Since the function Dm(s+1/2)E
∗(f, ν; g) is invariant by the variable change ν 7→ −ν, the
same inequality holds true for g ∈ S and ν ∈ Tδ,−I . We fix g ∈ S. Then by the bound in
Theorem 13.7 (1), we can apply the Phragme´n-Lindelo¨f convexity principle to the entire
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function ν 7→ Dm(ν+1/2)E∗(f, ν; g), we have that the same inequality (13.8) is extended
to the smallest vertical strip containing T0,I ∪ T0,−I . 
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