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SNAKE GRAPHS AND CONTINUED FRACTIONS
I˙LKE C¸ANAKC¸I AND RALF SCHIFFLER
Abstract. This paper is a sequel to our previous work in which we found a com-
binatorial realization of continued fractions as quotients of the number of perfect
matchings of snake graphs. We show how this realization reflects the convergents of
the continued fractions as well as the Euclidean division algorithm. We apply our
findings to establish results on sums of squares, palindromic continued fractions,
Markov numbers and other statements in elementary number theory.
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1. Introduction
Snake graphs are planar graphs that appeared first in the theory of cluster algebras.
Cluster algebras are subalgebras of a field of rational functions generated by cluster
variables [FZ]. A special type of cluster algebras are those associated to marked
surfaces, see [FST, FT], which have been studied by many people, see for example
[BZh, FG, GSV, FeSTu, QZ]. For these cluster algebras it was shown in [MS, MSW]
that for every cluster variable there is a snake graph such that the cluster variable is
given as a sum over all perfect matchings of the snake graph, where each term in this
sum is a Laurent monomial in two types of variables x1, x2, . . . , xN and y1, y2, . . . , yN .
In [MSW2], this formula was used to construct canonical bases for the cluster algebra
using snake graphs and also band graphs, which are obtained from snake graphs by
identifying two edges. One special case was later provided in [CLS]. These results
were generalized to orbifolds in [CT, FeTu].
In our previous work, [CS, CS2, CS3], we studied snake graphs from an abstract
point of view, and constructed a ring of snake graphs and band graphs which reflects
the relations between the elements of cluster algebras of surface type in terms of
bijections between sets of perfect matchings of unions of snake and band graphs.
In our most recent paper [CS4], we established a bijection between continued frac-
tions [a1, a2, . . . , an] and snake graphs G[a1, a2, . . . , an], such that the number of per-
fect matchings of the snake graph equals the numerator of the continued fraction.
The first author was supported by EPSRC grants EP/N005457/1 and EP/P016014/1 and the
Durham University, and the second author was supported by the NSF grants DMS-1254567 and
DMS-1800860, and by the University of Connecticut.
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2 I˙LKE C¸ANAKC¸I AND RALF SCHIFFLER
Moreover, we showed that this equation of natural numbers can be lifted to the cluster
algebra by expressing the cluster variables as Laurent polynomials in x1, x2, . . . , xN .
In this formula the y-variables were set to 1, meaning that the cluster algebra has
trivial coefficients. In [R], this formula was generalized to include the y-variables.
Thus we have a formula that writes a cluster variable u, which is a Laurent poly-
nomial in variables x1, x2, . . . , xN ,y1, y2, . . . , yN , as the numerator of a continued frac-
tion of Laurent polynomials L1, L2, . . . , Ln such that, when we specialize all variables
xi = yi = 1, we obtain
m(G) = numerator of [a1, a2, . . . , an],
wherem(G) is the number of perfect matchings of the snake graph G = G[a1, a2, . . . , an]
and ai is the specialization of Li.
A different specialization has been studied in [LS], setting xi = 1, y2 = y3 =
· · · = yN = −t−1, and y1 = t−2. Curiously, this specialization computes the Jones
polynomial of the 2-bridge link associated to the continued fraction.
In this paper, we concentrate on the specialization xi = yi = 1. We apply our
results from [CS]–[CS4] to establish several statements in elementary number the-
ory. First, we note how certain automorphisms of the snake graph translate to the
continued fractions.
Theorem A (Theorem 3.7). A snake graph has a rotational symmetry at its center
tile if and only if the corresponding continued fraction is palindromic of even length.
Given a snake graph G = G[a1, a2, . . . , an], we introduce its palindromification as
the snake graph G↔ associated to [an, . . . , a2, a1, a1, a2, . . . , an]. Then we show the
following.
Theorem B (Theorem 3.9). Let G = G[a1, a2, . . . , an] be a snake graph and G↔ its
palindromification. Let G ′ = G[a2, . . . , an]. Then
m(G↔) = m(G)2 +m(G ′)2.
As a consequence we obtain the following corollary.
Corollary A (Corollary 3.13). (a) If M is a sum of two relatively prime squares
then there exists a palindromic continued fraction of even length whose nu-
merator is M .
(b) For each positive integer M , the number of ways M can be written as a sum of
two relatively prime squares is exactly one half of the number of palindromic
even length continued fractions with numerator M .
We also study palindromic snake graphs of odd length and give a formula whose
numerator is a difference of two squares; however this formula is not reduced.
We then apply our results to Markov numbers. By definition, these are the integer
solutions to the Markov equation x2 + y2 + z2 = 3xyz. It was shown in [BBH, Pr]
that Markov numbers correspond to the cluster variables of the cluster algebra of the
torus with one puncture. The snake graphs of these cluster variables are therefore
called Markov snake graphs. Each Markov number, hence each Markov snake graph,
is determined by a line segment from (0, 0) to a point (q, p) with a pair of relatively
prime integers and 0 < p < q. We give a simple realization of the Markov snake
graph using the Christoffel path from the origin to the point (q, p), Section 4.2.
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Let us mention that infinite continued fractions were used in [S1] to express the
Lagrange number
√
9m2 − 4/m of a Markov number m. Our approach here is differ-
ent, since we express the Markov number itself as the numerator of a finite continued
fraction. See also [S2] for an explicit connection between geodesics on the modular
surface (the quotient of the hyperbolic plane by the modular group) and continued
fractions.
Finally, we study Markov band graphs which are constructed from the Markov
snake graphs by adding 3 tiles and then identifying two edges. Geometrically, the
Markov band graphs correspond to the closed simple curves obtained by moving the
arc of the Markov snake graph infinitesimally away from the puncture.
Theorem C (Theorem 4.10). Let m be a Markov number and let G◦(m) be its
Markov band graph. Then the number of perfect matchings of G◦(m) is 3m.
This result has an interesting connection to number theory, because if (m1,m2,m3)
is a solution of the Markov equation x2 + y2 + z2 = 3xyz then (3m1, 3m2, 3m3) is a
solution of the equation x2 + y2 + z2 = xyz.
Let us point out some other combinatorial approaches to continued fractions. In
[BQS] the authors gave a combinatorial interpretation of continued fractions as the
number of ways to tile a strip of length n with dominoes of length two and stackable
squares of length one. This was used in [BZ] to prove that every prime of the form
4m + 1 is the sum of two relatively prime squares. In [AB], certain palindromic
conditions on the coefficients of an infinite continued fraction [a1, a2, ....] were used to
deduce transcendence of the corresponding real number. The authors also considered
weaker quasi-palindromic conditions of which our ‘almost palindromes’ of section 3.3
are a special case. See also section 9 of the survey [AA].
The paper is organized as follows. In section 2 we recall results from earlier work
and give a snake graph interpretation of the convergents of the continued fraction as
well as for the Euclidean division algorithm. We study palindromic snake graphs in
section 3 and Markov numbers in section 4.
Acknowledgements : We would like to thank Keith Conrad for helpful comments.
2. Continued fractions in terms of snake graphs
A continued fraction is an expression of the form
[a1, a2, . . . , an] = a1 +
1
a2 +
1
. . . +
1
an
where the ai are integers (unless stated otherwise) and an 6= 0. A continued fraction
is called positive if each ai is a positive integer, and it is called even if each ai is
a nonzero even (possibly negative) integer. A continued fraction [a1, a2, . . . , an] is
called simple if for each i ≥ 1 we have ai ≥ 1 and a1 is an arbitrary integer.
In this paper, continued fractions are positive unless stated otherwise. Even con-
tinued fractions and their snake graphs have been studied in [LS], and we recall some
of their results below.
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[2,1,2]=8/3 [2,2,1]=7/3 [5]=5/1 [3,1,1]=7/2 [1,2,2]=7/5 [1,3,1]=5/4 [1,1,3]=7/4 [1,1,1,1,1]=8/5
Figure 1. The snake graphs with 4 tiles together with their sign se-
quences and continued fractions.
2.1. The snake graph of a continued fraction. Following [CS4], for every con-
tinued fraction [a1, a2, . . . , an], we construct a snake graph G[a1, a2, . . . , an] in such a
way that the number of perfect matchings of the snake graph is equal to the numer-
ator of the continued fraction. A perfect matching of a graph is a subset P of the set
of edges such that every vertex of the graph is incident to exactly one edge in P .
Recall that a snake graph G is a connected planar graph consisting of a finite
sequence of tiles G1, G2, . . . , Gd with d ≥ 1, such that Gi and Gi+1 share exactly one
edge ei and this edge is either the north edge of Gi and the south edge of Gi+1 or
the east edge of Gi and the west edge of Gi+1, for each i = 1, . . . , d− 1. See Figure 1
for a complete list of snake graphs with 4 tiles. We denote by SWG the 2 element set
containing the south and the west edge of the first tile of G and by GNE the 2 element
set containing the north and the east edge of the last tile of G. A snake graph G is
called straight if all its tiles lie in one column or one row, and a snake graph is called
zigzag if no three consecutive tiles are straight. We say that two snake graphs are
isomorphic if they are isomorphic as graphs.
A sign function f on a snake graph G is a map f from the set of edges of G to the
set {+,−} such that on every tile in G the north and the west edge have the same
sign, the south and the east edge have the same sign and the sign on the north edge
is opposite to the sign on the south edge. The snake graph G is determined by a
sequence of tiles G1, . . . , Gd and a sign function f on the interior edges e1, . . . , ed−1 of
G. Denote by e0 ∈ SWG the south edge of the first tile and choose an edge ed ∈ GNE.
Then we obtain a sign sequence
(2.1) (f(e0), f(e1), . . . , f(ed−1), f(ed)).
This sequence uniquely determines the snake graph together with a choice of a north-
east edge ed ∈ GNE.
Now let [a1, a2, . . . , an] be a continued fraction with all ai ≥ 1, and let d = a1 +
a2 + · · ·+ an − 1. Consider the following sign sequence
(2.2)
(−, . . . ,−︸ ︷︷ ︸, , . . . , ︸ ︷︷ ︸, −, . . . ,−︸ ︷︷ ︸, . . . , ±, . . . ,±︸ ︷︷ ︸),
a1 a2 a3 . . . an
where  ∈ {−,+}, − =
{
+ if  = −;
− if  = +. We define sgn(ai) =
{ − if i is odd;
 if i is even.
Thus each integer ai corresponds to a maximal subsequence of constant sign sgn(ai)
in the sequence (2.2). We let `i denote the position of the last term in the i-th
subsequence, thus `i =
∑i
j=1 aj.
The snake graph G[a1, a2, . . . , an] of the continued fraction [a1, a2, . . . , an] is the
snake graph with d tiles determined by the sign sequence (2.2). Examples are given
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H1 H2
H3 H4
H5
Figure 2. The snake graph of the continued fraction
[2, 3, 1, 2, 3]. The sign sequence (−,−,+,+,+,−,+,+,−,−,−) =
(f(e0), f(e1), . . . , f(e10)) is given in red. The sign changes occur in
the tiles G`i , with `i = 2, 5, 6, 8. The subgraphs H1, . . . ,H5, on the
right are obtained by removing the boundary edges of the tiles G`i , for
i = 1, . . . , n− 1.
Figure 3. Small snake graphs and their perfect matchings, G[2] (left),
G[3] (center), G[2, 2] (right)
in Figures 1 and 2. Note that the two choices of the edge ed in GNE will produce the
two continued fractions [a1, a2, . . . , an] and [a1, a2, . . . , an − 1, 1]; however these two
continued fractions correspond to the same rational number, since 1
an−1+ 11
= 1
an
.
The following theorem is the key result of [CS4]. It gives a combinatorial realization
of continued fractions as quotients of cardinalities of sets.
Theorem 2.1. [CS4, Theorem 3.4] If m(G) denotes the number of perfect matchings
of G then
[a1, a2, . . . , an] =
m(G[a1, a2, . . . , an])
m(G[a2, . . . , an]) ,
and the right hand side is a reduced fraction.
Example 2.2. In Figure 3, we show the set of all perfect matchings of several snake
graphs.
2.2. Convergents. Then n-th convergent of the continued fraction [a1, a2, . . . , as]
is the continued fraction [a1, a2, . . . , an], for 1 ≤ n ≤ s. By Theorem 2.1, we have
that the numerator of n-th convergent is the number of perfect matchings of the
initial segment G[a1, a2, . . . , an] of G[a1, a2, . . . , as] and the denominator of the n-th
convergent is the number of perfect matchings of G[a2, . . . , an]. Define
p1 = a1 , p2 = a2p1 + 1 , pn = anpn−1 + pn−2, for n ≥ 3,
and
q1 = 1 , q2 = a2 , qn = anqn−1 + qn−2, for n ≥ 3.
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It is well known that the n-th convergent of the continued fraction [a1, a2, . . . , as]
is equal to pn/qn, see for example [HW, Theorem 149].
Example 2.3. The continued fraction [2, 3, 1, 2, 3] = 84
37
has convergents
[2, 3, 1, 2, 3] =
84
37
[2, 3, 1, 2] =
25
11
[2, 3, 1] =
9
4
[2, 3] =
7
3
[2] =
2
1
The corresponding snake graphs are the following.
2 3 5
7 9 16 25
34
59 84
2
3 4 7 11
15
26 37
2 3 5
7 9 16 25
2
3 4 7 11
2 3 5
7 9
2
3 4
2 3 5
7
2
3
where the number in the tile Gi indicates the number of perfect matchings of the
subsnake graph given by the first i tiles. The top row shows the snake graphs cor-
responding to the numerators of the convergents, and the bottom row those corre-
sponding to the denominators. Note that all the snake graphs in the top row are
initial segments of the first snake graph in that row. The snake graphs in the second
row are obtained from those in the first row by removing the 4 vertices of the initial
tile and all incident edges.
2.3. Combinatorial realization of division algorithm. In this section we illus-
trate division algorithm in terms of snake graphs for positive continued fractions and
also for even continued fractions.
In [LS] it is shown that if the same rational number is represented as a positive
continued fraction [a1, a2, . . . , an] and as an even continued fraction [b1, b2, . . . , bn]
then the snake graphs associated to [a1, a2, . . . , an] and [b1, b2, . . . , bn] are isomorphic.
Remark 2.4 ([LS]). Let p, q be relatively prime integers with p > q > 0. Then
(a) if p or q is even, then p/q has a unique even continued fraction expansion.
(b) if p and q are both odd then p/q does not have an even continued fraction
expansion.
Example 2.5. Let us compute the continued fraction of Example 2.3. The Euclidean
algorithm on the left gives the continued fraction [2, 3, 1, 2, 3] = 84/37. The algorithm
on the right gives the even continued fraction [2, 4,−4, 2,−2] = 84/37.
84 = 2 · 37 + 10 84 = 2 · 37 + 10
37 = 3 · 10 + 7 37 = 4 · 10 + (−3)
10 = 1 · 7 + 3 10 = (−4)(−3) + (−2)
7 = 2 · 3 + 1 −3 = 2(−2) + 1
3 = 3 · 1 −2 = (−2)1
We point out that the remainders can also be realized as numbers of perfect match-
ings of subgraphs of the snake graph if one starts counting at the north east end of
the snake graph and the division algorithm can be seen as a sequence of identities of
snake graphs as follows.
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23
4
7101727
374784 2
23
4
7101727
37
23
4
710
23
4
7101727
37 2
3
23
4
710
23
4
7
23
4
710
23
4
71
23
23
4
7
23
2
1
H1
H2
H3
H4
These identities mean that there is a bijection between the sets of perfect matchings
of the snake graphs on either side. For the even continued fraction, the computation
has the following realization in terms of snake graphs.
23
4
7101727
374784 2
23
4
7101727
37
23
4
710
23
4
7101727
37 2
3
23
4
710
23
23
4
710
23
4
3
2
23 2 1
4
2
2
3. Palindromification
The rotation of a snake graph by 180 degrees as well as the flips at the lines y = x
and y = −x produce isomorphic snake graphs. We start by describing the action of
these isomorphisms on the continued fractions. First note that we have an equality
G[a1, a2, . . . , an] = G[a1, a2, . . . , an − 1, 1],
because the change in the continued fraction corresponds simply to changing the
choice of the edge ed ∈ GNE.
Note that if an = 1, then in the above equation, the coefficient an − 1 is zero.
However, it is easy to see that [a1, . . . , a, 0, b, . . . , an] = [a1, . . . , a + b, . . . , an].
1 Thus
if an = 1 then G[a1, a2, . . . , an − 1, 1] = G[a1, a2, . . . , an−1 + 1].
1This follows from a+ 1
0+ 1b
= a+ b.
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Proposition 3.1. We have the following isomorphisms.
(a) The flip at y = x.
G[a1, a2, . . . , an] ∼= G[1, a1 − 1, a2, . . . , an].
(b) The flip at y = −x.
G[a1, a2, . . . , an] ∼=
{ G[1, an − 1, . . . , a2, a1] if ed is north;
G[an . . . , a2, a1] if ed is east.
(c) The rotation by 180 degrees.
G[a1, a2, . . . , an] ∼=
{ G[an . . . , a2, a1] if ed is north;
G[1, an − 1, . . . , a2, a1] if ed is east.
Proof. (a) Rotating the snake graph G[a1, a2, . . . , an] associated to a continued
fraction [a1, a2, . . . , an] along the line y = x will change its sign function
(−, . . . ,−︸ ︷︷ ︸, , . . . , ︸ ︷︷ ︸, −, . . . ,−︸ ︷︷ ︸, . . . , ±, . . . ,±︸ ︷︷ ︸)
a1 a2 a3 . . . an
to the sign function
( −︸︷︷︸, , . . . , ︸ ︷︷ ︸, −, . . . ,−︸ ︷︷ ︸, , . . . , ︸ ︷︷ ︸, . . . , ∓, . . . ,∓︸ ︷︷ ︸)
1 a1 − 1 a2 a3 . . . an
if a1 6= 1 and vice versa if a1 = 1 so the isomorphism of snake graphs follows.
(b) Let G ′ be the image of G under the flip. Denote by e′1, . . . , e′d−1 the interior
edges of G ′ and by e′0 the south edge of the first tile. The flip is an isomorphism
of graphs G → G ′ that maps the last tile of G to the first tile of G ′. Moreover,
if ed is the east edge of the last tile in G then it is mapped to the south edge e′0
of the first tile in G ′, and we have G ′ = G[an, . . . , a2, a1]. On the other hand,
if ed is the north edge of the last tile in G then it is mapped to the west edge
of the first tile in G ′ and we have G ′ = G[an, . . . , a2, a1].
(c) Similar to part (b). 
In particular, we obtain a new proof of the following classical result.
Corollary 3.2. The continued fractions [a1, a2, . . . , an] and [an . . . , a2, a1] have the
same numerator.
Example 3.3. We illustrate the result on the snake graph G = G[2, 2, 1] = G[2, 3].
We see from Figure 1 that the flip at y = x produces G[1, 1, 3], the flip at y = −x
produces G[3, 1, 1] and the rotation produces G[1, 2, 2].
Note that ed is north in G[2, 2, 1] and east in G[2, 3]. Therefore from the formulas
in the proposition, we have the desired result.
Definition 3.4. A continued fraction [a1, a2, . . . , an] is said to be of even length if n
is even. It is called palindromic if the sequences (a1, a2, . . . , an) and (an, . . . , a2, a1)
are equal.
A snake graph G is called palindromic if it is the snake graph of a palindromic
continued fraction. Moreover G is called palindromic of even length if it is the snake
graph of a palindromic continued fraction of even length.
A snake graph G has a rotational symmetry at its center tile if G has a tile Gi,
such that the rotation about 180 ◦ at the center of this tile is an automorphism of G.
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Figure 4. The three snake graphs on the left are rotationally sym-
metric at their center tile. The three snake graphs on the right are
not.
See Figure 4 for examples.
Remark 3.5. To avoid confusion, we emphasize that if a snake graph G[a1, a2, . . . , an]
is palindromic of even length, the word “even” refers to the number n of entries in
the continued fraction. Thus “even length” means that the continued fraction is of
even length and not that the snake graph has an even number of tiles. Actually we
shall show below that palindromic snake graphs of even length always have an odd
number of tiles.
Remark 3.6. If a snake graph G has a rotational symmetry at its center tile then
the number of tiles of G must be odd and the center tile is the i-th tile of G, where
i = (d+ 1)/2 and d is the total number of tiles.
Theorem 3.7. A snake graph is palindromic of even length if and only if it has a
rotational symmetry at its center tile.
Proof. Suppose first that G is a palindromic snake graph of even length with cor-
responding palindromic continued fraction [a1, . . . , an, an, . . . , a1], and let d be the
number of tiles of G. From the construction in section 2, we know that the sign se-
quence determined by the continued fraction has length d+ 1 = 2(a1 +a2 + · · ·+an).
This shows that d is odd. Let i = (d+1)/2, and let Gi be the i-th tile of G. Thus Gi is
the center tile of G. Therefore, the initial subgraph consisting of the first i−1 tiles of
G is isomorphic to G[a1, a2, . . . , an], the terminal subgraph consisting of the last i− 1
tiles of G is isomorphic to G[an, . . . , a2, a1] and the 3 consecutive tiles Gi−1, Gi, Gi+1
form a straight subgraph. Therefore the two interior edges ei−1 and ei are paral-
lel. Note that the edge ei−1 is the last interior edge of G that belongs to the initial
subgraph G[a1, a2, . . . , an] and ei is the first interior edge of G that belongs to the
terminal subgraph G[an, . . . , a2, a1]. Thus ei−1 and ei being parallel implies that e0
and ed are parallel as well. Since e0 is the south edge of SWG it follows that ed is
the north edge in GNE. Now Proposition 3.1 implies that the rotation by 180◦ at the
center of the tile Gi is an automorphism of G.
Conversely, if G has a rotational symmetry at its center tile Gi, then the 3 consecu-
tive tiles Gi−1, Gi, Gi+1 form a straight subgraph, and thus the sign changes from the
interior edge ei−1 to the interior edge ei. Consequently, if the subgraph given by the
first i− 1 tiles of G is of the form G[a1, a2, . . . , as] and the subgraph given by the last
i− 1 tiles of G is of the form G[as+1, . . . , an], then because of the sign change at the
tile Gi, we conclude that G = G[a1, . . . , as, as+1, . . . , an]. The rotational symmetry
now implies that the sequences (a1, a2, . . . , as) and (an, an−1, . . . , as+1) are equal, as
long as we choose the edge ed ∈ GNE to be the north edge such that ed is the image of
the edge e0 under this rotation. This shows that G is palindromic of even length. 
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Example 3.8. The continued fractions of the 3 snake graphs on the left of Figure 4
are [1, 1, 1, 1], [3, 3] and [2, 2, 2, 2], respectively. The snake graphs are rotationally
symmetric at their center tile and the continued fractions are palindromic and of even
length. On the other hand, the continued fractions of the 3 snake graphs on the right
of Figure 4 are [1, 1, 1], [6] and [2, 2, 2], respectively. Each of these is palindromic but
none is of even length. Accordingly, the snake graphs have no center tile rotational
symmetry.
Given a snake graph G, we can construct a palindromic snake graph of even length
G↔ by glueing two copies of G to a new center tile. This graph is called the palin-
dromification of G. More precisely, if G = G[a1, a2, . . . , an], then its palindromification
is the snake graph G↔ = G[an, . . . , a2, a1, a1, a2, . . . , an].
Theorem 3.9. Let G = G[a1, a2, . . . , an] be a snake graph and G↔ its palindromifica-
tion. Let G ′ = G[a2, . . . , an]. Then
m(G↔) = m(G)2 +m(G ′)2.
Proof. By definition, we have G↔ = G[an, . . . , a2, a1, a1, a2, . . . , an]. Using [CS4, The-
orem 5.1], we see that multiplying with the single edge bn gives
bnG↔ = G[an, . . . , a1]G[a1, . . . , an] + G[an, . . . , a2]G[a2, . . . , an]
which, by symmetry, is equal to
G[a1, . . . , an]2 + G[a2, . . . , an]2 = GG + G ′G ′.
The result now follows by counting perfect matchings on both sides. 
Remark 3.10. The following identity can be proved in almost the same way.
bn G[an−1, . . . , a2, a1, a1, a2, . . . , an]
= G[an−1, . . . , a2, a1]G[a1, a2, . . . , an] + G[an−1, . . . , a2]G[a2, . . . , an].
As a consequence, we obtain a new proof of the following known result by special-
izing the weights of the snake graphs to the integer 1.
Corollary 3.11. Let [a1, a2, . . . , an] =
pn
qn
. Then
[an, . . . , a2, a1, a1, a2, . . . , an] =
p2n + q
2
n
pn−1pn + qn−1qn
.
Moreover, the expression on the right hand side is a reduced fraction.
Proof. The left hand side is equal to
m(G↔)
m(G[an−1, . . . , a2, a1, a1, a2, . . . , an]) and the right
hand side is equal to
m(G)m(G) +m(G ′)m(G ′)
m(G[a1, a2, . . . , an−1])M(G) +m(G[a2, . . . , an−1])m(G ′)
The numerators of these two expressions are equal by Theorem 3.9, and the denom-
inators are equal by Remark 3.10. 
Example 3.12. [2, 1, 3] =
11
4
, [2, 1] =
3
1
and [3, 1, 2, 2, 1, 3] =
137
37
=
112 + 42
3 · 11 + 1 · 4.
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3.1. Sums of two relatively prime squares. An integer N is called a sum of two
relatively prime squares if there exist integers p > q ≥ 1 with gcd(p, q) = 1 such that
N = p2 + q2. We have the following corollary.
Corollary 3.13. (a) If N is a sum of two relatively prime squares then there exists
a palindromic snake graph of even length G such that m(G) = N .
(b) For each positive integer N , the number of ways one can write N as a sum of
two relatively prime squares is equal to one half of the number of palindromic snake
graphs of even length with N perfect matchings.
(c) For each positive integer N , the number of ways one can write N as a sum
of two relatively prime squares is equal to one half of the number of palindromic
continued fractions of even length with numerator N .
Proof. Let p > q ≥ 1 be such that N = p2 + q2 and gcd(p, q) = 1, and let
[a1, a2, . . . , an] =
p
q
be the continued fraction of the quotient. Combining Theo-
rem 3.11 and Theorem 2.1, we see that G[an, . . . , a2, a1, a1, a2, . . . , an] has N perfect
matchings. This shows part (a). Parts (b) and (c) follow from the bijections of [CS4,
Theorem 4.1]. 
Example 3.14. The integer 5 can be written uniquely as sum of two relatively prime
squares as 5 = 22 + 12. The even length palindromic continued fractions with numer-
ator 5 are [2, 2] and [1, 1, 1, 1], corresponding to the snake graphs , respectively.
3.2. Odd palindromes. For odd length palindromic continued fractions we have a
similar result describing the numerator as a difference of two squares.
Theorem 3.15. Let [a1, a2, . . . , an] =
pn
qn
and [a2, a3, . . . , an] =
qn
rn
. Then
[an, . . . , a2, a1, a2, . . . , an] =
p2n − r2n
pn−1pn − rn−1rn .
Remark 3.16. The fraction on the right hand side of the equation is not reduced. The
greatest common divisor of the numerator and the denominator is a1.
Proof. Because of Theorem 2.1, we have
[an, . . . , a2, a1, a2, . . . , an] =
m(G[an, . . . , a2, a1, a2, . . . , an])
m(G[an−1, . . . , a2, a1, a2, . . . , an]).
Using part(b) of [CS4, Theorem 5.1] with i = n and j = 0, we see that the numerator
is equal to
m(G[an, . . . , a1])m(G[a1, . . . , an])−m(G[an, . . . , a3])m(G[a3, . . . , an])
m(G[a1])
which, by symmetry, is equal to
p2n − r2n
a1
.
Moreover, this is an integer, since it is the number of perfect matchings of a snake
graph. On the other hand, again using [CS4, Theorem 5.1], but now with i = n− 1
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and j = 0, the denominator is equal to
m(G[an−1, . . . , a1])m(G[a1, . . . , an])−m(G[an−1, . . . , a3])m(G[a3, . . . , an])
m(G[a1])
which is equal to
pn−1pn − rn−1rn
a1
.
This proves the theorem. 
Example 3.17. Let [a1, a2, a3] = [2, 1, 3] = 11/4 = pn/qn, and thus qn/rn = [1, 3] =
4/3, pn−1 = 3 and rn−1 = 1. Then [3, 1, 2, 1, 3] = 5615 and on the other hand,
112−32
3×11−1×3 =
112
30
= 56
15
.
3.3. Squares and almost palindromes. One can also realize the square of the
numerator of a continued fraction [a1, a2, . . . , an] as the numerator of a continued
fraction that is almost palindromic.
Theorem 3.18. Let [a1, a2, . . . , an] =
p
q
. Then
[a1, . . . , an−1, an + 1, an − 1, an−1, . . . , a1] = p
2
pq + (−1)n .
Proof. It follows from the formula for grafting with a single edge of [CS2, section 3.3
case 3] that the numerator of the left hand side is equal to
N [a1, . . . , an−1, an]N [an − 1, an−1, . . . , a1] +N [a1, . . . , an−1]N [an, an−1, . . . , a1],
which can be written as
p (N [a1, . . . , an−1, an − 1] +N [a1, . . . , an−1]),
and from the recursive definition of convergents it follows that the term in parentheses
is also equal to p. This shows that the numerators on both sides agree.
The denominator on the left hand side is equal to N [a2, . . . , an−1, an + 1, an −
1, an−1, . . . , a1] and using the grafting with a single edge formula again, this is equal
to
N [a2, . . . , an−1, an]N [an − 1, an−1, . . . , a1] +N [a2, . . . , an−1]N [an, an−1, . . . , a1].
Now using part (b) of [CS4, Theorem 5.2] with i = 2 and i+ j = n− 1 on the second
summand, we see that the above expression is equal to
N [a2, . . . , an−1, an]N [an − 1, an−1, . . . , a1] +N [a1, . . . , an−1]N [a2, . . . , an] + (−1)n
= N [a2, . . . , an−1, an] (N [a1, . . . , an−1, an − 1] +N [a1, . . . , an−1]) + (−1)n
= qp+ (−1)n. 
Example 3.19. 11
4
= [2, 1, 3] and [2, 1, 4, 2, 1, 2] = 121
43
= 11
2
4·11−1 .
Remark 3.20. Removing the first and last coefficient of a palindromic continued frac-
tion gives a new palindromic continued fraction. The relation between the two is well-
known, see [V, Section 9]. More precisely, let p
q
= [a1, a2, . . . , an] then [a1, a2, . . . , an]
is palindromic if and only if p divides q2 +(−1)n. Moreover, in this case, the quotient
q2+(−1)n
p
is the numerator of the palindromic continued fraction [a2, a3, . . . , an−1].
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Example 3.21.
[2, 1, 1, 2, 2, 1, 1, 2] = 194/75 75
2+1
194
= 29
[1, 1, 2, 2, 1, 1] = 29/17 17
2+1
29
= 10
[1, 2, 2, 1] = 10/7 7
2+1
10
= 5
[2, 2] = 5/2
4. Markov numbers
A triple of positive integers (m1,m2,m3) is called a Markov triple if it is a solution
to the Markov equation
x2 + y2 + z2 = 3xyz.
An integer is called a Markov number if it is a member of a Markov triple. Frobenius
conjectured in 1913 that the largest number in a Markov triple determines the other
two [F]. This is known as the uniqueness conjecture for Markov numbers. For an ac-
count of the history and many attempts of solving this conjecture see the monograph
[A].
It is known that every other Fibonacci number is a Markov number and so is every
other Pell number. Examples of Markov triples are
(4.1) (1, 1, 1), (2, 1, 1), (2, 5, 1), (13, 5, 1), (13, 5, 194), (2897, 5, 194).
In this sequence each triple is obtained from the previous one by the exchange
relation m′imi = m
2
j +m
2
k or equivalently m
′
i = 3mjmk −mi.
4.1. Markov snake graphs. It has been shown in [BBH, Pr] that the Markov
triples are related to the clusters of the cluster algebra associated to the torus with
one puncture. This relation is given explicitly by sending a cluster to the triple
obtained by setting the three initial cluster variables equal to 1. The sequence (4.1)
of Markov triples corresponds to a sequence of mutations in the cluster algebra. Since
the cluster variables are computed by snake graphs, we can interpret the Markov
numbers in terms of snake graphs.
Given a slope p/q with p < q, gcd(p, q) = 1, there is the associated Markov number
mp/q. Take the torus with one puncture and usual covering in the plane such that the
cluster variables x1, x2 correspond to the standard basis vectors e1, e2 of the plane.
Let x3 correspond to the line segment between the point (1, 0) and (0, 1). The line
segment from (0, 0) to (q, p) represents the cluster variable whose numerator has mp/q
terms counting multiplicities, see Figure 5. This line has slope p/q and has a crossing
pattern with the standard grid of the following form
x2, · · · , x2,︸ ︷︷ ︸ x1, x2, · · · , x2,︸ ︷︷ ︸ x1, · · · x1, x2, · · · , x2︸ ︷︷ ︸
v1 v2 · · · vp
meaning that the line crosses v1 vertical edges, then one horizontal edge, then v2
vertical edges, and so on. The vi are computed using the floor function as follows.
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Table 1. Initial segments of continued fractions of Markov numbers
according to their slope
slope continued fraction
0 < p/q < 1/2 [2,1,1. . . ]
p/q = 1/2 [2,2]
1/2 < p/q < 2/3 [2,2,2,1,1. . . ]
p/q = 2/3 [2,2,2,2]
2/3 < p/q < 3/4 [2,2,2,2,2,1,1. . . ]
p/q = 3/4 [2,2,2,2,2,2]
3/4 < p/q < 4/5 [2,2,2,2,2,2,2,1,1. . . ]
v1 =
⌊
p
q
⌋
vi =
⌊
iq
p
⌋
− (v1 + v2 + · · ·+ vi−1) for i = 2, . . . , p− 1;
vp = q − 1− (v1 + v2 + · · ·+ vp−1).
Note that |vi−vj| ≤ 1, and vi = vp+1−i. Moreover, since the points (0, 0), (q, p) are
the only lattice points on the line segment we have v1 ≤ vi, for all i and v1 + · · · +
v1+j ≤ vi + · · · vi+j for all i, j. The total number of crossings with vertical edges is
v1 + v2 + · · ·+ vp = q − 1 and the total number of crossings with horizontal edges is
p− 1.
In the triangulation corresponding to the initial cluster (x1, x2, x3), the line also
crosses the diagonals x3. In fact, every other crossing is with x3.
Therefore, the corresponding snake graph G has (p− 1) tiles for the crossings with
x1, (q− 1) tiles for the crossings with x2 and p+ q− 1 tiles for the crossings with x3;
and its shape is given by the continued fraction
[2, 1, · · · , 1,︸ ︷︷ ︸ 2, 2, 1, · · · , 1,︸ ︷︷ ︸ 2, 2, · · · 2, 2, 1, · · · , 1,︸ ︷︷ ︸ 2]
2(v1 − 1) 2(v2 − 1) · · · 2(vp − 1)
which has 2 ∗ (q − p− 1) times the coefficient 1 and 2 ∗ p times the coefficient 2, for
a total of 2q − 2 coefficients. Note that vi = vp+1−i. We list the initial segments of
continued fractions corresponding to small slope in Table 1.
The above discussion gives a new proof of the following result which is due to
Frobenius.
Theorem 4.1. [F, Section 10] Every Markov number mp/q is the numerator of a
palindromic continued fraction [an, . . . , a2, a1, a1, a2, . . . , an] of even length such that
(1) ai ∈ {1, 2}, an = 2;
(2) If p+ 1 = q then n = p and ai = 2 for all i;
(3) If p+ 1 < q then c−1
c
< p
q
< c
c+1
, for a unique positive integer c and
(a) there are at most p + 1 subsequences of 2s; the first and last are of odd
length 2c− 1 and all others are of even length 2c or 2c+ 2;
(b) there are at most p maximal subsequences of 1s; each of these is of even
length 2(νi − 1) and |νi − νj| ≤ 1 for all i 6= j.
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Moreover, the resulting map
p/q 7→ [an, . . . , a2, a1, a1, a2, . . . , an]
from rational numbers between 0 and 1 to palindromic continued fractions is injective.
The snake graphs obtained from a line on the once-punctured torus by the above
procedure are called Markov snake graphs. These have first appeared in [Pr]. In the
textbook [A] these graphs are called domino graphs. We can reformulate Theorem
4.1 as follows.
Corollary 4.2. Every Markov snake graph is rotationally symmetric at its center
tile. Moreover
(1) the snake graph has exactly p horizontal segments each of which has exactly
2(νi − 1) + 3 tiles, and |νi − νj| ≤ 1 for all i 6= j;
(2) the snake graph has exactly p− 1 vertical segments each of which has exactly
3 tiles.
As a direct consequence we obtain the following.
Corollary 4.3. Every Markov number, except 1 and 2, is a sum of two relatively
prime squares.
Proof. This follows directly from Theorems 4.1 and 3.11. 
In general, the decomposition of an integer as a sum of two relatively prime squares
is not unique. The smallest2 example is the integer 65 which is 82 + 12 and also
72 + 42, and on the other hand 65 is the numerator of the continued fractions [8, 8]
and [3, 1, 1, 1, 1, 3]. The smallest example among the Markov numbers is the Fibonacci
number 610, which is 232 + 92 and also 212 + 132. Note that 21/13 = [1, 1, 1, 1, 1, 2]
and its palindromification [2, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 2] is a Markov snake graph (cor-
responding to the slope 1/7). On the other hand, 23/9 = [2, 1, 1, 4] and its palin-
dromification [4, 1, 1, 2, 2, 1, 1, 4] is not Markov.
We can sharpen Corollary 4.3 as follows. Whenever b/a = [a1, a2, . . . , an], we use
the notation G(b/a) for the snake graph G[a1, a2, . . . , an], and we call the snake graph
G[an, . . . , a2, a1, a1, a2, . . . , an] the palindromification of G(b/a).
Corollary 4.4. Let m > 2 be a Markov number. Then there exist positive integers
a < b with gcd(a, b) = 1 such that m = a2 + b2, 2a ≤ b < 3a and
(a) the palindromification of the snake graph G(b/a) is a Markov snake graph;
(b) the continued fraction expansion of the quotient b/a contains only 1s and 2s.
Proof. Let p/q be a slope such that m = mp/q and let [an, . . . , a1, a1, . . . , an] be the
palindromic continued fraction given by Theorem 4.1. In particular, the numerator of
[an, . . . , a1, a1, . . . , an] is m, and the snake graph G[an, . . . , a1, a1, . . . , an] is Markov.
Define a and b by b/a = [a1, a2, . . . , an] with 0 < a < b and gcd(a, b) = 1. Since
a1 = 2, we see that 2a ≤ b ≤ 3a, and 2a = b if and only if m = 5. Then Corollary
3.13 implies m = a2 + b2, and this proves (a). Part (b) follows directly, since the
continued fraction of any Markov snake graph contains only 1s and 2s. 
2Note that 50 = 72 + 12 = 52 + 52, however the expression 52 + 52 is not a sum of two relatively
prime squares since gcd(5, 5) 6= 1.
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Remark 4.5. Part (a) of the corollary implies part (b), because the continued fraction
of every Markov snake graph contains only 1s and 2s.
We conjecture that the pair (a, b) in Corollary 4.4 (a) and (b) is uniquely deter-
mined by the Markov number.
Conjecture 4.6. Let m > 2 be a Markov number. Then there exist unique positive
integers a < b with gcd(a, b) = 1 such that m = a2 + b2, 2a ≤ b < 3a and the
palindromification of the snake graph G(b/a) is a Markov snake graph.
The following conjecture is stronger.
Conjecture 4.7. Let m > 2 be a Markov number. Then there exist unique positive
integers a < b with gcd(a, b) = 1 such that m = a2+b2, 2a ≤ b < 3a and the continued
fraction expansion of the quotient b/a contains only 1s and 2s.
Remark 4.8. We have checked these conjectures by computer for all Markov numbers
of slope p/q with p < q < 70. This is a total of 1493 Markov numbers, the largest of
which is
56790444570379838361685067712119508786523129590198509.
This number is larger than 5.679 ∗ 1052.
Theorem 4.9. (a) Conjecture 4.7 implies Conjecture 4.6.
(b) Conjecture 4.6 is equivalent to the Uniqueness Conjecture for Markov numbers.
Proof. (a) The existence of the pair (a, b) in both conjectures follows from Corollary
4.4. Thus we need to show that the uniqueness in Conjecture 4.7 implies the unique-
ness in Conjecture 4.6. Since every Markov snake graph has a continued fraction that
contains only 1s and 2s, the condition in Conjecture 4.7 is weaker than the condition
in Conjecture 4.6. If the pair (a, b) is uniquely determined by the weaker condition
then it is also uniquely determined by the stronger condition. This proves (a).
(b) First assume that Conjecture 4.6 holds. Let m be a Markov number. For
m = 1, 2, the uniqueness conjecture is known, so we may assume m ≥ 3. We want to
show that m is the maximum of a unique Markov triple, or equivalently, that there
is a unique slope p/q with 0 < p < q and gcd(p, q) = 1 such that m = mp/q.
For every slope p/q, the proof of Corollary 4.4 constructs a pair (a, b) satisfying
the conditions in the corollary, in particular mp/q = a
2 + b2.
Suppose that there are two slopes p/q and p′/q′ such that the corresponding Markov
numbers mp/q and mp′/q′ are equal. Denote by [an, . . . , a2, a1, a1, a2, . . . , an] and
[a′n, . . . , a
′
2, a
′
1, a
′
1, a
′
2, . . . , a
′
n′ ] the corresponding continued fractions that are given by
Theorem 4.1. Define a, b, a′, b′ by b/a = [a1, a2, . . . , an] and b′/a′ = [a′1, a
′
2, . . . , a
′
n′ ].
Then the two pairs (a, b) and (a′, b′) both satisfy the condition in Corollary 4.4.
Our assumption that Conjecture 4.7 holds implies that (a, b) = (a′, b′). Therefore
[a1, a2, . . . , an] = [a
′
1, a
′
2, . . . , a
′
n′ ] and hence p/q = p
′/q′, by Theorem 4.1. Thus the
uniqueness conjecture holds.
Conversely, let us now assume that the uniqueness conjecture for Markov numbers
holds. Let m ≥ 3 be a Markov number. We want to show that the pair (a, b)
of Corollary 4.4 is unique. Assume there is another pair (c, d) that satisfies the
conditions of the corollary. Then m = a2 + b2 = c2 + d2 and m is the number of
perfect matchings of the palindromifications of both G(b/a) and G(d/c). Since both
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palindromifications are Markov snake graphs, both define a slope p/q and r/s such
that m = mp/q = mr/s. Our assumption that the uniqueness conjecture holds implies
that p/q = r/s, and therefore the snake graphs G(b/a) and G(d/c) are equal. It
follows that (a, b) = (c, d). 
4.2. Markov snake graphs in terms of Christoffel words. We give another
construction for the Markov snake graph. The line with slope p/q defines a lattice
path, the lower Christoffel path, which is the lattice path from (0, 0) to (q, p) that
satisfies the conditions:
(a) The path lies below the line segment from (0, 0) to (q, p).
(b) The region enclosed by the path and the line segment contains no lattice point
besides those on the path.
We give an example in the upper left picture in Figure 5, where the line segment is
drawn in blue and the lower Christoffel path in red.
The Christoffel word of slope p/q is obtained from the Christoffel path by writing
the letter x for each horizontal step, and writing the letter y for each vertical step.
In the example of Figure 5, the Christoffel word is xxxyxxyxxy. We refer the reader
to [BLRS] for further results on Christoffel words.
To obtain the Markov snake graph we use tiles of side length 1/2 and place them
along the Christoffel path such that the horizontal steps of the Christoffel path be-
come the south boundary of the snake graph and the vertical steps of the Christoffel
path become the east boundary of the snake graph. Moreover, we leave the first
and the last half step of the Christoffel path empty, see the upper right picture in
Figure 5.
Frobenius’ uniqueness conjecture is equivalent to the conjecture that no two Markov
snake graphs have the same number of perfect matchings. It is known that every
Markov snake graph G determines a unique pair of Markov snake graphs G ′,G ′′ such
that the three graphs form a Markov triple in which G is the largest graph. In fact
G ′ and G ′′ are subgraphs of G.
The description of the Markov snake graph in terms of the Christoffel path is useful
to determine the two smaller Markov snake graphs G ′ and G ′′ from G. The Christoffel
path decomposes in a unique way as a concatenation of two Christoffel paths at the
lattice point L that is closest to the diagonal, see [BLRS]. In our example, this point
is the point (5, 2) and the Christoffel word factors as follows (xxxyxxy)(xxy). The
Markov snake graphs G ′ and G ′′ are the graphs of these shorter Christoffel paths.
We obtain G ′ and G ′′ from the original Markov snake graph G simply by removing
the 3 tiles that are incident to the lattice point L, see the bottom right picture in
Figure 5. In that example, the Markov triple is (2897, 194, 5).
The mutation of the Markov triple (m1,m2,m3) → (m′1,m2,m3) is given by the
formula m1m
′
1 = m
2
2 +m
2
3. The Markov snake graph G ′1 of m′1 is also easily obtained
from our picture. Let L,L′ be the lattice points that are closest to the diagonal
from below and above, respectively. In our example, we have L = (5, 2) and L′ =
(7, 3)−(5, 2) = (2, 1), see the bottom left picture in Figure 5. Then the Markov snake
graph G ′1 is the one determined by the line segment between L′ and L. In our example
G ′ is a straight snake graph with 5 tiles. It has 13 perfect matchings, confirming the
mutation formula 13 = 3 · 194 · 5− 2897 = (1942 + 52)/2897.
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Figure 5. The line with slope p/q = 3/7 with its lower Christoffel
path in red (top left), defining the Christoffel word xxxyxxyxxy. The
corresponding snake graph (top right) is obtained by placing tiles of side
length 1/2 on the Christoffel path leaving the first half step and the last
half step empty. Its continued fraction is [2, 1, 1, 2, 2, 1, 1, 2, 2, 1, 1, 2] =
2897/1120. The bottom right picture shows the two unique snake
graphs that complete the Markov triple. Their continued fractions are
[2, 1, 1, 2, 2, 1, 1, 2] = 194/75 and [2, 2] = 5/2. The bottom left picture
shows the Markov graph corresponding to the mutation.
4.3. Markov band graphs. Let m be a Markov number and G(m) = Gγ its snake
graph, where γ is the corresponding arc in the torus with one puncture. This arc
starts and ends at the puncture. Moving its endpoints infinitesimally away from the
puncture but keeping them together, we obtain a closed loop ζ. In other words, ζ
is running parallel to γ except in a small neighborhood of the puncture, where ζ
goes halfway around the puncture while γ goes directly to the puncture. There are
precisely two ways of doing this, namely passing the puncture on the left or on the
right. Both cases are illustrated in Figure 6. In both cases, going halfway around
the puncture creates three additional crossings with the triangulation. Notice that
the two pictures with the curves γ and ζ are rotationally symmetric. Therefore both
cases are essentially the same. We will also verify this now on the level of band
graphs.
The band graph G◦ζ of ζ has exactly 3 more tiles than the snake graph Gγ of γ. In
Figure 6, we show the last 3 tiles of Gγ in gray and the 3 new tiles of G◦ζ in white.
The black dots indicate that these vertices (respectively the edge between them) are
identified with the two southern vertices (respectively the edge between them) of the
first tile of Gγ to form the band graph G◦ζ .
Consider the horizontal segments in G◦ζ . In the first case, the last horizontal segment
of Gγ is extended by two tiles and all other horizontal segments of G◦ζ are of the same
length as the horizontal segments of Gγ. In the second case, it is the first horizontal
segment of Gγ that is extended by two tiles and all other horizontal segments of G◦ζ
are of the same length as the horizontal segments of Gγ. However, since Gγ is a
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γζ
Gγ
G◦ζ
ζ
γ
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G◦ζ
Figure 6. Construction of a Markov band graph. On the left, the
band ζ is obtained from the arc γ by avoiding the puncture. The
pictures on the right show the difference between the snake graph Gγ
and the band graph G◦ζ . The band graph has 3 additional tiles.
palindromic snake graph, we see that the result in both cases is the same, and thus
the band graph G◦ζ is uniquely determined by Gγ.
In this way we have associated a band graph G◦ζ to every Markov number m. We
shall often use the notation G◦(m) = G◦ζ in order to emphasize this relation.
Theorem 4.10. The number of perfect matchings of G◦(m) is 3m.
Proof. The proof is a relatively simple computation with snake graphs. In Figure 7,
we show this computation in the case where m = 5, omitting single edge snake graphs
since they have exactly one perfect matching. Let d be the number of tiles in the
Markov snake graph Gγ. Denote by G+ the snake graph obtained from G◦(m) by
cutting along the glueing edge. Thus G+ has d + 3 tiles and its initial d tiles form
the Markov snake graph Gγ. Let e be the first interior edge in G+ that has the same
sign as the glueing edge, and let e′ be the last interior edge in G+ that has the same
sign as the glueing edge. The self-grafting formula [CS2, Section 3.4] describes a
relation between the band graph G◦(m) and its cut G+ in the snake ring. It says
that G+ = G◦(m) · (glueing edge) + G−, where G− is the snake graph obtained from
G+ by removing the tiles that precede the interior edge e and also removing the tiles
that succeed the interior edge e′. Since our snake graph G+ is constructed from the
Markov snake graph, we know exactly which tiles to remove, namely, G− is obtained
from G+ by removing the first 2 tiles and the last 3 tiles. Equivalently, G− is obtained
from the Markov snake graph Gγ by removing the first two tiles.
On the other hand, using the formula for grafting with a single edge from [CS2,
Section 3.3 case 3], we also see that G+ · (single edge) = GγG ′ + G− · (single edge),
where G ′ is the snake graph consisting of the last two tiles of G+ and G− is the snake
graph obtained from the Markov snake graph Gγ by removing the last two tiles. In
particular, the two snake graphs G− and G− are isomorphic, since the Markov snake
graph is rotationally symmetric.
Putting these results together, we see that up to multiplying by single edges we
have the following identity in the snake ring
G◦(m) = G+ − G− = GγG ′ + G− − G− = GγG ′.
Now the result follows since the number of perfect matchings of Gγ is m and the
number of perfect matchings of G ′ is 3. 
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G◦(5) G+ G− Gγ
G ′
G−G− Gγ
G ′
Figure 7. An example illustrating the proof of Theorem 4.10.
Remark 4.11. This result has an interesting interpretation in number theory, because
the triple (m1,m2,m3) is a solution of the Markov equation x
2+y2+z2 = 3xyz if and
only if the triple (3m1, 3m2, 3m3) is a solution of the equation x
2 +y2 +z2 = xyz. On
the other hand, the Diophantine equation x2 + y2 + z2 = k xyz has a positive integer
solution if and only if k = 1 or k = 3. Geometrically, it was known that the solution
(m1,m2,m3) corresponds to a triangulation T of the torus with one puncture. And
the theorem above shows that the solution (3m1, 3m2, 3m3) corresponds to the three
closed loops obtained by moving the arcs of T infinitesimally away from the puncture.
References
[AA] B. Adamczewski and J.-P. Allouche, Reversals and palindromes in continued fractions.
(English summary) Theoret. Comput. Sci. 380 (2007), no. 3, 220–237.
[AB] B. Adamczewski and Y. Bugeaud, Palindromic continued fractions. (English, French sum-
mary) Ann. Inst. Fourier (Grenoble) 57 (2007), no. 5, 1557–1574.
[A] M. Aigner, Markov’s theorem and 100 years of the uniqueness conjecture. A mathematical
journey from irrational numbers to perfect matchings. Springer, Cham, 2013.
[BBH] A. Beineke, T. Bru¨stle and L. Hille, Cluster-cylic quivers with three vertices and the Markov
equation. With an appendix by Otto Kerner. Algebr. Represent. Theory 14 (2011), no. 1,
97–112.
[BLRS] J. Berstel, A. Lauve, C. Reutenauer, and F. Saliola, Combinatorics on words. Christof-
fel words and repetitions in words. CRM Monograph Series, 27. American Mathematical
Society, Providence, RI, 2009.
[BQS] A. Benjamin, L.Quinnm and F.Su, Counting on continued fractions, Math, Mag., 73,
(2000), 98–104.
[BZ] A. Benjamin and D. Zeilberger, Pythagorean primes and palindromic continued fractions,
Integers 5, (2005), A30.
[BZh] T. Bru¨stle and J. Zhang, On the cluster category of a marked surface without punctures.
Algebra Number Theory 5 (2011), no. 4, 529–566.
[CLS] I˙. C¸anakc¸ı, K. Lee, R. Schiffler, On cluster algebras from unpunctured surfaces with one
marked point, Proc. Amer. Math. Soc Ser. B 2 (2015) 35–49.
[CS] I˙. C¸anakc¸ı and R. Schiffler, Snake graph calculus and cluster algebras from surfaces, J.
Algebra, 382, (2013) 240–281.
[CS2] I˙. C¸anakc¸ı and R. Schiffler, Snake graph calculus and cluster algebras from surfaces II:
Self-crossing snake graphs, Math. Z. 281 (1), (2015), 55–102.
[CS3] I˙. C¸anakc¸ı and R. Schiffler, Snake graph calculus and cluster algebras from surfaces III:
Band graphs and snake rings, Int. Math. Res. Not. (IMRN), rnx157 (2017) 1–82.
[CS4] I˙. C¸anakc¸ı and R. Schiffler, Cluster algebras and continued fractions, Compos. Math., 54
(3) (2018) 565–593.
[CT] I˙. C¸anakc¸ı and P. Tumarkin, Bases for cluster algebras from orbifolds with one marked
point, to appear in Algebraic Combinatorics, preprint available, arXiv:1711.00446.
[FeSTu] A. Felikson, M. Shapiro and P. Tumarkin, Skew-symmetric cluster algebras of finite muta-
tion type, J. Eur. Math. Soc. 14, (2012), 1135–1180.
[FeTu] A. Felikson, and P. Tumarkin, Bases for cluster algebras from orbifolds. Adv. Math. 318
(2017), 191–232.
SNAKE GRAPHS AND CONTINUED FRACTIONS 21
[FG] V. Fock and A. Goncharov, Moduli spaces of local systems and higher Teichmu¨ller theory.
Publ. Math. Inst. Hautes E´tudes Sci. No. 103 (2006), 1–211.
[FST] S. Fomin, M. Shapiro and D. Thurston, Cluster algebras and triangulated surfaces. Part I:
Cluster complexes, Acta Math. 201 (2008), 83-146.
[FT] S. Fomin and D. Thurston, Cluster algebras and triangulated surfaces. Part II: Lambda
Lengths, Mem. Amer. Math. Soc., 255 (2018), no. 1223.
[FZ] S. Fomin and A. Zelevinsky, Cluster algebras I: Foundations, J. Amer. Math. Soc. 15
(2002), 497–529.
[F] G. Frobenius, U¨ber die Markoffschen Zahlen. S. B. Preuss Akad. Wiss., Berlin (1913) 458–
487.
[GSV] M. Gekhtman, M. Shapiro and A. Vainshtein, Cluster algebras and Weil-Petersson forms,
Duke Math. J. 127 (2005), 291–311.
[HW] G. H. Hardy and E. M. Wright, An introduction to the theory of numbers, fourth edition,
Oxford at the Clarendon Press, 1960.
[LS] K. Lee and R. Schiffler, Cluster algebras and Jones polynomials, preprint
arXiv:1710.08063.
[MS] G. Musiker and R. Schiffler, Cluster expansion formulas and perfect matchings, J. Algebraic
Combin. 32 (2010), no. 2, 187–209.
[MSW] G. Musiker, R. Schiffler and L. Williams, Positivity for cluster algebras from surfaces, Adv.
Math. 227, (2011), 2241–2308.
[MSW2] G. Musiker, R. Schiffler and L. Williams, Bases for cluster algebras from surfaces, Compos.
Math. 149, 2, (2013), 217–263.
[Pr] J. Propp, The combinatorics of frieze patterns and Markoff numbers, preprint,
arXiv:math/0511633.
[QZ] Y. Qiu, and Y. Zhou, Cluster categories for marked surfaces: punctured case. Compos.
Math. 153 (2017), no. 9, 1779–1819.
[R] M. Rabideau, F -polynomial formula from continued fractions, preprint,
arXiv:1612.06845.
[S1] C. Series, The Geometry of Markoff Numbers. Math. Intelligencer 7, (1985), 20–29.
[S2] C. Series, The modular surface and continued fractions. J. London Math. Soc. (2) 31 (1985),
no. 1, 69–80.
[V] B. A. Venkov, Elementary number theory. Wolters-Noordhoff , 1970.
School of Mathematics, Statistics and Physics, Newcastle University, Newcastle
Upon Tyne NE1 7RU, United Kingdom
E-mail address: ilke.canakci@ncl.ac.uk
Department of Mathematics, University of Connecticut, Storrs, CT 06269-1009,
USA
E-mail address: schiffler@math.uconn.edu
