Abstract. We find a necessary and sufficient condition for a Herglotz function m to be the Borel transform of the spectral measure of an exponentially decaying perturbation of a periodic Jacobi matrix. The condition is in terms of meromorphic continuation of m to a natural Riemann surface and the structure of its zeros and poles.
Introduction
Let µ be a probability measure on the real line R with compact support. Denote by m(z) = dµ(x) x − z , z / ∈ ess supp µ (1.1)
the Borel transform (also sometimes referred as the Stieltjes transform) of µ. It is a Herglotz function: if Im z > 0 then Im m(z) > 0. Assuming µ is a non-trivial measure, i.e., not supported on finitely many points, we can apply the Gram-Schmidt algorithm to orthonormalize the sequence of polynomials {x n } ∞ n=0 . Let the resulting sequence of orthonormal polynomials be {p n (x)} ∞ n=0 . They satisfy the Szegő recurrence xp n (x) = p n+1 (x)a n+1 + p n (x)b n+1 + p n−1 (x)a n , n = 1, 2, . . . , (1.2) for some sequences of real numbers a n > 0 and b n ∈ R, called the Jacobi coefficients.
In fact, if we put p −1 (x) ≡ 0, then (1.2) holds for n = 0 too. Now one can see that the operator of multiplication by x in L 2 (µ) in the basis {p n (x)} is just the (1, 1)-entry of the resolvent of J , also sometimes referred to as a Green's function in spectral theory. The theme of this paper is that certain analytic properties of m determine (in an if and only if fashion) how close J is to being periodic. The prototype for this is the following result from [17] .
The simplest Jacobi matrix is the one with constant Jacobi coefficients. After translating and scaling we may consider a n = 1, b n = 0, n ≥ 1. We will refer to this matrix as the free Jacobi matrix. The Borel transform of µ corresponding to the free Jacobi matrix is 4) with the principal branch for the square root.
Note that the function (1.4) has a meromorphic continuation to the hyperelliptic Riemann surface associated with the polynomial z 2 − 4. Informally one may think of this surface as two sheets of C ∪ {∞} \ [−2, 2] glued together along the slit (see Section 2.1 for more details). It was shown in [17, Thm 3.8] , that if a Jacobi matrix is "exponentially close" to being free (in the sense of (1.6)), then its Borel transform m has a meromorphic continuation through [−2, 2] to an explicit region on the second sheet. if and only if (1.5) satisfies (a) M has a meromorphic continuation to {z : |z| < R}; (b) M has no poles on ∂D, except possibly at ±1, where they are at most simple; (c) M (z) − M (z) has no zeros in {z : R −1 < |z| < R}, except possibly at ±1, where they are at most simple; (d) if M has a pole z ∈ D with R −1 < |z| < 1, thenz −1 is not a pole of M .
Here M (z) = M (z −1 ). In fact, [17] also covers the case of matrix-valued measures. See Lemmas A.1 and A.2 below for the exact statement of the results.
The purpose of the current paper is to establish the analogue of the above equivalence for perturbations of the periodic Jacobi matrices. Another way to put it, instead of considering ess supp µ = [−2, 2] in this equivalence, we are extending it to the case ess supp µ = ∪ p j=1 [α j , β j ], a finite gap set. One may put this result on its head and say that we obtain a criterion for a finite gap Herglotz function to have a meromorphic continuation without degeneracies of types (b), (c), (d) .
The main results of this paper are stated in Theorem 3.1 and 3.2 in Section 3 below. One has to be careful in the periodic setting, since there is a whole multidimensional set of periodic Jacobi matrices that have the same spectrum. Theorem 3.1 corresponds to exponentially decaying perturbations of periodic Jacobi matrices, and Theorem 3.2 is the refinement for the eventually periodic Jacobi matrices.
The idea of the proof is to use the "Magic Formula" of Damanik-Killip-Simon (see Lemma B.2 in Appendix) which establishes a connection to the matrix-valued problem, and then apply the author's matrix-valued result (Lemmas A.1, A.2).
The present paper covers only the case when all the intervals [α j , β j ] have equal equilibrium measure (the so-called "all gaps open" case). Even though this is a generic situation for the periodic Jacobi matrices, it would still be interesting to prove Theorems 3.1 and 3.2 in the cases when measures of [α j , β j ] are rational but unequal ("some gaps closed" periodic setting), as well as when measures of [α j , β j ] are not all rational (almost periodic setting). There is little doubt that similar theorems should still hold in these situations. However one would have to come up with a different approach to prove them, without the reliance on the Damanik-Killip-Simon formula.
For the background discussion of Jacobi matrices and orthogonal polynomials, see, e.g., [19] . A textbook exposition of the theory of periodic Jacobi matrices can be found there as well (in Chapter 5), along with an extensive historical discussion. Papers related to exponentially decaying perturbations of Jacobi matrices include (but are likely not limited to) [6, 7, 8, 17, 18] .
The results of the present paper were completed and presented in 2010 (see the author's PhD thesis [15] ). Later there appeared an independent series of papers by Iantchenko-Korotyaev [11, 12, 13] , who study eventually periodic Jacobi matrices, but from another perspective and using an entirely different approach. Their results are related to our Theorem 3.2. It should be noted however that the models and the results are different: Iantchenko-Korotyaev fix a periodic Jacobi matrix, which is assumed to be known, and then consider compact perturbations of it. In our approach, we fix the support of the spectrum and consider compact perturbations of any Jacobi matrix from the isospectral torus, without any other knowledge about it.
The organization of the paper is as follows. Section 2 contains the necessary definitions and preliminary information. Section 3 contains the two main theorems. Section 4 contains the proofs. Appendix contains all the necessary results from the theory of scalar and matrix-valued orthogonal polynomials (Appendix A), periodic Jacobi matrices and the connection between periodic and matrix-valued settings (Appendix B), general facts about matrix-valued functions (Appendix C) and Herglotz functions (Appendix D). A reader not familiar with the theory of orthogonal polynomials should familiarize (him/her)self with Appendices A and B prior to reading the proofs in Section 4. Otherwise, appendices can be used when referred to.
Preliminaries

2.1.
Finite Gap Sets and Surface S e . In this subsection let us assume that µ is a probability measure, and its essential support is a finite union of closed intervals ("finite gap set")
We will be referring to the collections of intervals [α j , β j ] (1 ≤ j ≤ g+1) as "bands", and [β j , α j+1 ] (1 ≤ j ≤ g) as "gaps". As we will see soon, the spectral measures of periodic Jacobi matrices have exactly this form. Then m, defined by (1.1), is a meromorphic function on C \ e, and it is natural to ask if m has a meromorphic continuation through e. Indeed, this is the analogue of the meromorphic continuation for the e = [−2, 2] case that we discussed in the Introduction. Let us introduce the natural Riemann surface that arises here. Definition 2.1. Assume e is a finite gap set (2.1). Define S e to be the hyperelliptic Riemann surface corresponding to the polynomial g+1 j=1 (z − α j )(z − β j ). We will not give the formal definition, which can be found in many textbooks (see, e.g., [19, Sect 5.12] ). Informally S e can be described as follows.
Let C + = {z : Im z > 0}, C − = {z : Im z < 0}. Denote S + and S − to be two copies of C ∪ {∞} with a slit along e (include e as a top edge and exclude it from the lower), and let S e be S + and S − glued together along e in the following way: passing from C + ∩ S + through e takes us to C − ∩ S − , and from C − ∩ S + to C + ∩ S − . It is clear that topologically S e is an orientable manifold of genus g.
Let π : S e → C ∪ {∞} be the "projection map" which extends the natural inclusions
The following notation will be used frequently throughout the paper.
Definition 2.2.
• For z ∈ C ∪ {∞}, denote by z + and z − the two preimages π −1 (z) in S + and S − respectively (for z ∈ ∪ g+1 j=1 {α j , β j }, z + and z − coincide).
• Let z be π(z)
, and π(z)
In order to make this continuous, we make the convention z = z for z ∈ π −1 (e).
Here bar means complex conjugation, and * means Hermitian conjugation (later on we will allow m to be a matrix-valued function).
2.2.
Periodic Orthogonal Polynomials on the Real Line. For all the proofs of the facts in this subsection, we refer the reader to [19] and references therein. Some of the basics of the theory of orthogonal polynomials, along with the necessary lemmas, are also listed below in Appendices A and B.
A Jacobi matrix J , see (1.3) , is called periodic if there exists an integer p ≥ 1 such that a n+p = a n , b n+p = b n for all n.
One can also talk about two-sided Jacobi matrices, which are operators on 2 (Z) of the same tridiagonal form as (1.3), where sequences {a n , b n } n∈Z are now extended to the whole Z. The same definition of periodicity (2.2) applies to a two-sided Jacobi matrix as well. We will commonly use (a n , b n ) ∞ n=1 , (a n , b n ) n∈Z as a notation for one-sided and two-sided Jacobi matrices, respectively.
For a one-or two-sided p-periodic Jacobi matrix one can associate the polynomial of degree p with real coefficients
which is called the discriminant of J . The polynomial ∆ has numerous useful properties, some of which we list in Lemma B.1. The most important for us here is that it determines the spectrum of J .
It turns out that the spectrum of a two-sided periodic Jacobi matrix is purely absolutely continuous of multiplicity two, and
Essential spectrum of a one-sided periodic Jacobi matrix is purely absolutely continuous of multiplicity one and we still have
In fact, ∆ −1 ([−2, 2]) is a finite gap set
where these intervals are allowed to touch. If some two intervals do touch β j = α j+1 , then this gap [β j , α j+1 ] is said to be closed, and otherwise it is open. Let g be the number of open gaps (in other words, e consists precisely of g + 1 disjoint closed intervals), which is consistent with the notation in the previous section. Unlike the two-sided Jacobi matrices, the one-sided ones may have some point spectrum: σ((a n , b n )
) may consist of up to g eigenvalues, at most one per each open gap.
It turns out that if there exists at least one periodic Jacobi matrix J with σ ess (J ) = e, then there exists a whole set of periodic Jacobi matrices satisfying the same property. In fact, this set is homeomorphic to (S 1 ) g , a g-dimensional torus. This motivates the following definition. Definition 2.3. The isospectral torus T e of e is the set of periodic Jacobi matrices J with σ ess (J ) = e.
We will view T e as a set of one-sided (a n , b n ) ∞ n=1 or two-sided (a n , b n ) n∈Z matrices, depending on the context.
Denote ρ e to be the equilibrium (harmonic) measure of e. There is an easy criterion for determining when a finite gap set e is the (essential) spectrum of some periodic Jacobi matrix. Lemma 2.4. Let e be a finite gap set (2.4).
(a) e is the essential spectrum of some periodic Jacobi matrix if and only if the equilibrium measure of each of the g + 1 disjoint intervals of e is rational. (b) e is the essential spectrum of some p-periodic Jacobi matrix with all gaps open if and only if the equilibrium measures of each of the p = g + 1 disjoint intervals of e are equal (and so equal to 1/p).
Note that (a) in the above lemma should be thought of as p intervals of equal equilibrium measure, some of which may touch. So in a sense (which can be made rigorous), (b) in the generic subcase of (a).
As a side remark, if at least one of the g + 1 disjoint intervals of e has irrational equilibrium measure, then one can construct an almost periodic Jacobi matrix with essential spectrum e. We will not be discussing them in this paper (see [19, Chapt 9] for more information). Now let µ be the spectral measure of a periodic one-sided Jacobi matrix J = (a n , b n ) ∞ n=1 with respect to the vector δ 1 , and let m be its Borel transform (1.1).
Using the recursion-type relation (A.6) and the periodicity of J , one can easily obtain that m satisfies a certain quadratic equation. In fact (see Lemma B.1(ii)),
Here r(z), t(z) are some polynomials in z. Comparing this with (2.4), one now sees that m has a meromorphic continuation to the full surface S e , the genus g hyperelliptic surface constructed in Definition 2.1. Our aim is to show that spectral measures of exponentially decaying perturbations of periodic Jacobi matrices have Borel transforms m that can be meromorphically continued from S + to a portion of S − . In fact, up to some poles/zeros constraints, these are the only measures that have this property.
Results
Let e = ∪ p j=1 [α j , β j ], α j < β j < α j+1 , be such that each [α j , β j ] has equal equilibrium measure ("open gaps case").
Assume ess supp µ = e, and let m(z) = R dµ(x)
x−z . Denote ∆ to be the unique polynomial of degree p such that e = ∆ −1 [−2, 2] (its existence follows from the discussion in Section 2.2). Let
where E R is the union of the interiors of the bounded components of the set ∆ −1 (x(R ∂D)). 
is a periodic Jacobi matrix from T e . (ii) (a) m has a meromorphic continuation to S R ; (b) m has no poles on π −1 (e), except at π −1 (∪ p j=1 {α j , β j }), where they are at most simple;
, where they are at most simple; (d) If m has a pole at z for z ∈ π −1 (E R \ e) then z is not a pole of m.
Theorem 3.2. The following are equivalent: (i) The Jacobi matrix (a n , b n ) ∞ n=1 associated with µ is eventually periodic, i.e., satisfies (a n , b n ) ∞ n=N ∈ T e for large N. (ii) (a) m has a meromorphic continuation to S e ; (b) m has no poles on π −1 (e), except at π −1 (∪ p j=1 {α j , β j }), where they are at most simple; (c) m(z) − m (z) has no zeros in S e \ {±∞}, except at π −1 (∪ p j=1 {α j , β j }), where they are at most simple; (d) If m has a pole at z for z ∈ π −1 (C \ e) then z is not a pole of m. 3. Let us try to understand conditions (a) through (d) in terms of the properties of the measure µ. Condition (b) just says that µ has no pure points on e (see Lemma D.2). By the discussion after Lemma D.3, the conditions (a) and (c) imply that µ has no singular continuous part; the absolutely-continuous density f (x) = dµ dx has a meromorphic continuation to π −1 (E R ), where it is non-vanishing except possibly the first order zeros at the band edges (recall that local coordinates of S e at the edges of e are given in terms of √ z − z 0 , not z − z 0 ). However it is not so simple to express the condition (d) in terms of the properties of µ alone, since it is influenced by both the absolutely continuous and pure point parts of µ.
4. Below is an example how E R evolves as R grows (the picture was generated using Wolfram Mathematica 7.0). Using the results of [19, Chapt 5] , it is easy to see that E R are precisely the interiors of the level sets of the logarithmic potential of the equilibrium measure for e.
4. Proofs 4.1. Notation. Let e, µ, m, ∆, E R be as in Section 3. Let J be the Jacobi matrix associated with µ. As explained in Appendix B, ∆(J ) can be viewed as a block Jacobi matrix with p × p matrix entries.
Let p n (x), q n (x) be the orthonormal polynomials of the first and the second kind for J (see Appendix A), and p n (x), q n (x) be the right matrix-valued orthonormal polynomials of the first and the second kind for ∆(J ).
Denote by S = S e the (genus p − 1) Riemann surface corresponding to e, and by R = S [−2,2] the (genus 0) Riemann surface corresponding to [−2, 2] (i.e., the hyperelliptic surface corresponding to the polynomial z 2 − 4). We will denote both projections S → C ∪ {∞} and R → C ∪ {∞} by the same symbol π, in hopes that it should be unambiguous from the context.
Recall that
, where E R is the union of the interiors of the bounded components of ∆ −1 (x(R ∂D)), where
, where F R is the interior of the bounded component of x(R ∂D) (ellipse).
Let µ be the spectral measures for J with respect to δ 1 = (1, 0, 0, . . .) T . Let µ ∆ be the p × p spectral measures of ∆(J ) with respect to (1, 0, 0, . . .)
T . Here 1, 0 are the p × p identity matrix and the p × p zero matrix, respectively.
Let m be the Borel transform of µ. It is a meromorphic function on C ∪ {∞} \ e. However we will view it as a meromorphic function on S + under the natural identification. Similarly let m ∆ be the p × p matrix-valued Borel transform of µ ∆ . It is meromorphic on C ∪ {∞} \ [−2, 2] by the spectral theorem. Indeed, ∆(e) = [−2, 2]. Again, we will view it as a meromorphic function on R + .
As in Definition 2.2, let z be π(z)
and π(z)
j=1 be the p − 1 real solutions of ∆ (z) = 0 (they are indeed all real by Lemma B.1). Denote by {ξ j } N j=1 all of the preimages ∆ −1 (∆(γ j )) (so the set {ξ j } N j=1 contains all γ j 's and finitely many of other points). Denote the p inverse functions of ∆ by f j :
Initially we can define f j on C + ∪ C − ∪ [−2, 2] (the critical points of ∆ are all in (−∞, −2) ∪ (2, ∞)), and then extend it to (−∞, −2) ∪ (2, ∞) by demanding it to be continuous "from above", i.e., for λ 0 ∈ (−∞, −2) ∪ (2, ∞),
With this convention, we have that f j are functions defined everywhere on C with possible discontinuity only along (−∞, −2) ∪ (2, ∞). Also note that for any λ ∈ C (including (−∞, −2)∪(2, ∞)), the set {f j (λ) : 1 ≤ j ≤ p} is equal to {z :
Counting zeros one can see that
for some constant c 0 ∈ R \ {0}. In fact, c 0 = Cap(e) −p (see [19, Chapt 5] ), where Cap(e) stands for the logarithmic capacity of the set e. Now let us "lift" the maps f j . Define f j to be the unique map R → S satisfying the conditions
Note that each f j is continuous everywhere except on
Define ∆ : S → R in the analogous way:
Whenever we have any function g of complex variable, and z ∈ S, λ ∈ R, then we will occasionally write g(z), g(λ) instead of g(π(z)), g(π(λ)).
Throughout the paper, by a simple pole of a matrix-valued meromorphic function m(λ), we mean a point λ 0 where lim λ→λ0 (λ − λ 0 )m(λ) exists and is a non-zero matrix. By a regular point of a function m, we mean a point λ 0 where lim λ→λ0 m(λ) exists.
4.2.
Lemmas.
Proof.
(note also that j =l (J − f j (λ)) is a finite-banded matrix, so the multiplication on the right-hand side is well-defined). Now using (A.9), we obtain the result of the lemma.
Note that (4.2) allows one to continue m using the continuation of m ∆ , but not vice versa since we cannot invert the operator j =l (J − f j (λ)). There is a trick that will help us, though.
where S ij is the (i, j)-th p × p block entry of ∆ (J ), and p j , q j are the first and second kind polynomials for J .
Proof. Sum the equalities (4.3) from l = 1 to p:
The last equality comes from
(to see this, just differentiate (4.1)). Now using (A.9), and taking the top-left p × p block of both sides of (4.5), we obtain LHS of (4.
, we obtain the result of the lemma.
The above lemma allows us to continue m ∆ using the continuation of m. We will now establish some results that will allow us to study zeros and poles of m, m ∆ , m − m , and m ∆ − m ∆ . Lemma 4.3. If m and m ∆ have meromorphic continuations to S R and R R , respectively, then for
Proof. Immediate from the previous lemma.
In order to use equality (4.7), we will need to understand the detailed behavior of S 11 + p 1 (λ)S 21 . This is done in Lemma 4.5. To prove it, we will need the following perturbation theory result. For the terminology and basics of perturbation theory, we refer the reader to [14, Section 2.1] or [3, Section 3.2].
Lemma 4.4. Let U(z) be an analytic p × p matrix-valued function in a small neighborhood of z = z 0 and λ 0 be an eigenvalue of U(z 0 ). Suppose that (E1) The λ 0 -group of perturbed eigenvalues of U(z) is {λ 1 (z), λ 2 (z), . . . , λ 2N (z)}, each of multiplicity 1. Suppose that this λ 0 -group of eigenvalues consists of N cycles {λ 2s (z), λ 2s+1 (z)} of period 2 (s = 1, 2, . . . , N ). (E2) The eigenvectors g j (z) of U(z) corresponding to the eigenvalue λ j (z) can be chosen so that they satisfy
where h 1 , . . . , h N ∈ C p are linearly independent constant vectors.
Then the Jordan blocks corresponding to λ 0 in the Jordan form of U(z 0 ) are each of size 2 × 2, and there are N of them.
Remarks. 1. Note that given the condition (E1), there always exist eigenvectors having expansions (4.8)-(4.9), with non-zero h s (see Theorem 2 from [3, Section 6.1.7]). What is a non-trivial requirement here is that the vectors h 1 , . . . , h N are linearly independent.
2. Condition (E1) easily gives us that the algebraic multiplicity of λ 0 is 2N . The condition (E2) says that the geometric multiplicity is at least N . There doesn't seem to be a general theory that would determine the Jordan form from this.
Proof. Using the perturbation theory on the eigenprojections, we immediately know that the algebraic multiplicity of λ 0 as an eigenvalue of U(z 0 ) is 2N . We will now find N linearly independent eigenvectors (which are going to be h 1 , . . . , h N , of course), and show that each one of them has an associated generalized eigenvector. This determines the Jordan structure we are looking for.
Condition (E1) and the standard perturbation theory tell us that the perturbed eigenvalue functions have the Puiseux expansions
for any s = 1, . . . , N . Note that c s = 0, for otherwise {λ 2s (z), λ 2s+1 (z)} would not constitute a period 2 cycle.
Now
Similarly, plugging expansions (4.8), (4.9), (4.10), (4.11) into
and then taking taking z → z 0 , gives
This shows that
is a non-zero vector, and, in fact, is the generalized eigenvector associated with λ 0 and h s . Thus we obtain N Jordan blocks of size at least 2. Since the algebraic multiplicity is 2N , we obtain the statement of our lemma.
We can now prove the following lemma. Recall that {γ j } p−1 j=1 are the zeros of the polynomial ∆ (z). Denote
(4.12)
Lemma 4.5. The following holds:
14)
where
In particular, U(λ) is singular if and only if λ = ∆(γ j ), j = 1, . . . , p − 1, and U(λ) −1 has simple poles at these points.
Proof. Note that by (A.7),
21 S 21 , where S ij and T ij are the p × p blocks of ∆ (J ) and ∆(J ), respectively.
Take any µ ∈ C, and let
Then u * J = µ u * in the formal sense (note that u / ∈ 2 in general). This gives u * ∆(J ) = ∆(µ) u * and u * ∆ (J ) = ∆ (µ) u * in the formal sense. However ∆(J ) and ∆ (J ) are banded matrices, so we can conclude that
The first equality implies u *
, and therefore u *
Since U(λ) * is a p × p matrix, we now know its spectrum:
Indeed, by perturbation theory this equality is true even if some of the points {∆ (f 1 (λ)), . . . , ∆ (f p (λ))} coincide. Note that this happens if and only if λ = ∆(γ j ) for some j.
At t = 0, using (4.1):
This establishes (4.13) (alternatively one can directly see that (4.16) contains zero if and only λ = ∆(γ j ) for some j, and then count the degree of the polynomials). Note that the system of vectors {(1,
is linearly independent if and only if all the points z j are distinct: easy use of Vandermonde determinant and the fact that p n is of degree n.
* form a basis of C p , and (4.14) is trivial.
Suppose λ 0 = ∆(γ k ) for some k. We showed in (4.15) that each v j (λ 0 ), 1 ≤ j ≤ p, is an eigenvector of U(λ 0 ) * with eigenvalue ∆ (f j (λ 0 )). Now let us apply Lemma 4.4 to U(λ) * around the point λ 0 . Note that in place of the Lemma's U(z), z 0 , λ 0 , we feed U(λ) * , λ 0 , 0, respectively, hoping it will not cause confusion. Note that if ∆ (f j (λ 0 )) = 0 for some j, then f j (λ) is one of the two branches of a multivalued analytic function with branching degree 2 around λ 0 . This is because each γ j is a simple zero of ∆ (follows from Lemma B.1(i)). Thus (E1) of Lemma 4.4 is satisfied. The linear independence in (E2) of Lemma 4.4 follows from the above-mentioned fact that the system {(1,
is linearly independent if and only if all the points z j are distinct.
Therefore we can conclude that the Jordan form of U(λ 0 ) * consists of 1 × 1 blocks corresponding to non-zero eigenvalues and 2 × 2 blocks corresponding to zero eigenvalues. It is clear that for such matrices the range is precisely equal to the span of all eigenvectors. Thus,
holds. This implies (4.14), since ker U(λ 0 ) = (Ran U(λ 0 ) * ) ⊥ and λ 0 =λ 0 . Finally, the poles of U(λ) −1 at λ = ∆(γ j ) are simple by (4.13), (4.14), and Lemma C.2.
We now know everything we need about S 11 + p 1 (λ)S 21 . We also need to analyze the right-hand side of (4.7). Let us assign it a name: 
If λ = ∆(γ k ) and all m( f j (λ)) − m ( f j (λ)) are regular and non-zero, then
* , and L(λ) −1 has simple poles at these points.
Since p j is of degree j, by performing elementary row operations we can reduce det [p s−1 (f j (λ))] p j,s=1 to the Vandermonde determinant times the product of the leading coefficients of 1, p 1 , . . . , p p−1 . Using (A.3) , we get
by (4.6), and so the determinant is equal to
where in the last step we reused the computations from (4.17). This proves the first statement of the lemma.
Suppose that λ = ∆(γ k ). That any vector orthogonal to { v 1 (λ), · · · , v p (λ)} must be in the kernel is clear, since the j-th row of the matrix in (4.7) is obtained from its first row by multiplication by p j−1 . Therefore
Note that dim ker L(λ) is less than or equal to the order of λ as the root of det L(λ) (it could be strictly less if one of the κ's is ≥ 2 in Lemma C.1). But this order is precisely equal to p minus the cardinality of {f 1 (λ), . . . , f p (λ)}. This implies that
But then (4.20) and (4.21) imply that ker
Lemma 4.7. If m and m ∆ have meromorphic continuations to S R and R R , respectively, then for
Remark. Note that if we take λ ∈ π −1 (e) in the lemma, then we can recover the formula from Damanik-Killip-Simon relating the determinant of the density dµ∆ dx of µ ∆ and the density dµ dx of µ (see [4, Prop 11.1] ). In our notation it looks as follows:
Proof. Immediate from Lemmas 4.3, 4.5, and 4.6.
The next lemma will allow us to assume that m satisfies conditions (P1) and (P2) stated below, which will considerably simplify the proof of the main results.
Recall that {ξ j } N j=1 are all of the preimages ∆ −1 (∆(γ j )), where γ j are the critical points of ∆ . (P2) for any two poles
Proof. Suppose that m satisfies (ii) of Theorem 3.1. By the recursion
we can extend m (−1) to the same domain as m. So m (−1) satisfies (ii)(a) of Theorem 3.1. Moreover, 
for a non-zero constant
Lastly, assume m (−1) has a pole at a band edge. We showed that then this pole is simple. Again, m (−1) has a first order pole with the coefficient near . Let M 1 = max j |π(z j )|. Choose small δ > 0 such that the δ-neighborhoods U δ (z j ) = {z : |z − z j | < δ} of these points are disjoint and lie inside S R−ε . Let
Let b 0 (t) = M 1 +M 2 +t for t 0, and choose any a 0 satisfying 0
Note that for large t, b 0 (t) − is not in S R−ε , and we can ignore U δ (b 0 (t) − ).
Let a 2 0 m(z) + z around each z j be locally k j -to-1 (where k j ≥ 1 is the order of the pole of m at z j ). Therefore assuming t is large enough, we will have precisely k j distinct solutions to a Thus choosing t large enough will always ensure that m (−1) (a 0 , b 0 (t)) satisfies (P1) and has only first order poles in S R−ε . Performing this procedure and renaming m (−1) to m, we may now assume that m already satisfies (P1) and has only first order poles in S R−ε .
In particular, since each pole of m is assumed to be simple, k j = 1. Therefore there are precisely K + 1 poles of m (−1) in S R−ε : one pole ζ j (t) in each U δ (z j ), 1 ≤ j ≤ K, and one pole ζ K+1 (t) in U δ (b 0 (t) + ).
Choose any pair of indices 1 ≤ j, n ≤ K + 1. We will be checking which a 0 and t would make m (−1) (a 0 , b 0 (t)) satisfy (P2) for the pair of poles ζ j (t), ζ n (t). First observe that ζ K+1 (t) → ∞ + when t → ∞, while ζ j (t) ∈ U δ (z j ), so if t is large enough then ζ K+1 (t) cannot cause any trouble with respect to (P2). Now note that if δ is small enough, then
So if m satisfies (P2) some z j , z n , then m (−1) satisfies (P2) for the corresponding poles ζ j (t), ζ n (t).
Assume that m does not satisfy (P2), say for the poles z 1 and z 2 . Without loss of generality we may assume ∆(z 1 ) = ∆(z 2 ) ≡ λ 0 (the case ∆(z 1 ) = ∆(z 2 ) can be treated in the same way).
Fix any a 0 (0 < a 0 < δ/M 2 ). Suppose that m (−1) (a 0 , b 0 (t)) fails the condition (P2) for uncountably many t at ζ 1 (t) and ζ 2 (t). Recall that ζ 1 (t), ζ 2 (t) are the unique solutions of a 2 0 m(z) = b 0 (t) − z in U δ (z 1 ), U δ (z 2 ), respectively. This implies ∆(ζ 1 (t)) = ∆(ζ 2 (t)) =: λ(t). This means that we can choose different branches f 1 , f 2 of ∆ −1 around λ 0 (note that π(λ 0 ) is not critical point of ∆ since (P1) holds for m), such that ζ 1 (t) = f 1 (λ(t)), ζ 2 (t) = f 2 (λ(t)). This implies
for uncountably many t. But then by analytic continuation we obtain
for all λ in a neighborhood of λ 0 . This may, in fact, happen. However then any a 0 different from the chosen one would violate this condition. This means that there may be only one a 0 for which ∆(ζ 1 (t)) = ∆(ζ 2 (t)) holds for uncountably many t. Every other a 0 will have at most countably many exceptions. Note, in particular, that this allows us to take t as large as we need (which is important in regards to ζ K+1 (t), as well as to make sure that m (−1) still satisfies (P1)). Since there are finitely many pairs of indices 1 ≤ j, n ≤ K + 1, we can conclude that there exists a choice of a 0 and t which works for all of them, i.e., m (−1) satisfies (P 2). Moreover, t can be chosen large enough, so that m (−1) still satisfies (P 1).
Finally, we will need the following result, which is the analogue of Lemma A.3. Lemma 4.9. Assume that J = (a n , b n )
is a p-periodic Jacobi matrix in T e . Let m, m (n) , and m 0 be the Borel transform of the spectral measure of J , J (n) , and J 0 , respectively. Suppose that m has a meromorphic continuation to
Remark. In fact, if we view m as a function S R → C ∪ {∞}, then the convergence is uniform on compacts with respect to the spherical distance on the Riemann sphere C ∪ {∞} .
Proof. Since (J 0 ) (np) = J 0 , we have J (np) → J 0 in norm. This also gives us ∆(J (np) ) → ∆(J 0 ). Note that convergence in norm implies convergence of the resolvents, which gives us m (np) (z) → m 0 (z), but only for z ∈ S + . Fix any point z ∈ S R . For this lemma only, let us employ the following convention. For any scalar Jacobi matrix I, let us write m(I) to mean the m-function (i.e., the Borel transform of the spectral measure) of I evaluated at z ∈ S R , the dependence on which we will omit for convenience. For any block Jacobi matrix ), where g is a continuous function that takes one p×p matrix-valued parameter and 2N real parameters. Indeed, the right-hand side of (4.2) depends on m ∆ (∆(J )), the first orthogonal polynomial p 1 of ∆(J ), and the first column of the product j =l (J − f j (∆(z))). The latter two objects are smooth functions (in fact, polynomials) of first N Jacobi parameters {a j } 
(n) . However, ∆(J (np) ) and ∆(J ) (n) differ only in the first block entry, which implies ∆(J (np) ) 
is just some rational function of finitely many uniformly convergent analytic functions. This implies that m(J (np) ) is a sequence of meromorphic functions that converges to m(J 0 ) uniformly on compacts with respect to the spherical distance. In particular, if m(J 0 ) has a pole at z, then m(J (np) ) → ∞.
Proof of Theorems 3.1 and 3.2.
Proof of Theorem 3.1.
(ii)⇒(i) Passing from m to m (−2) in Lemma 4.8, we may assume that m itself satisfies (P1) and (P2).
We want to apply Lemma A.1 to ∆(J ).
(II)(A) holds by (ii)(a) and Lemma 4.2, and analytic continuation. Indeed, for any λ ∈ R R , f j (λ) ∈ S R , so all we need to check is continuity along π −1 ((−∞, −2)∪ (2, ∞)) ∩ R − . We want to show that for any η ∈ (−∞, −2) ∪ (2, ∞),
as sets (these points just get permuted). Then (4.4) shows that (4.24) is true.
(ii)(b), Lemma 4.2, and Lemma 4.5 imply (II)(B).
Recall the functions U(λ) and L(λ), which we introduced in (4.12) and (4.18). Equation (4.7) can be rewritten as
and so the poles of (4.25) may come only from the poles of L(λ) −1 . Let us show that (II)(C) holds. Assume that it does not, and there is a pole of (4.25) at λ 0 ∈ π −1 (F R \ {±2}). By symmetry, we can assume λ 0 ∈ R + . Suppose first that { f j (λ 0 )} p j=1 are all regular points for m and m . Then L(λ) is regular at λ 0 . So the fact that L(λ) −1 has a pole means that det L(λ) is zero. By Lemma 4.6 and (ii)(b), λ 0 = ∆(γ j ) + for some j.
By Lemma 4.5, L(λ) −1 has a simple pole at λ 0 , so
But using Lemmas C.2, 4.6, and 4.5, we get Ran Res
Now assume that z 0 = f n (λ 0 ) is a pole for m or m for some 1 ≤ n ≤ p. Note that (4.19) does not apply here, so we need some additional arguments.
By (ii)(d), z 0 cannot be a pole for both m and m . Without loss of generality, let it be a pole for m . By the property (P2), m( f j (λ 0 )) and m ( f j (λ 0 )) are regular for j = n. By the property (P1), π(λ 0 ) = ∆(γ j ) for every j. Therefore U(λ 0 ) is invertible. Let k ≥ 1 be the order of the pole of m at z 0 . By Lemma 4.3, m ∆ (λ) − m ∆ (λ) has a pole of order k at λ 0 . Let its Smith-McMillan form (see Lemma C.1) be
has also a pole of order k. Therefore κ 1 + . . . + κ p−1 = 0. In order to get that (m ∆ − m ∆ ) −1 is regular at λ 0 , we need to show that κ j ≤ 0 for all j. Using (4.7), we can see that
has rank 1, since each matrix
is of rank 1 and U(λ 0 ) is invertible. Therefore κ p−1 > −k.
Assume 0 > κ p−1 > −k. Then by Lemma C.4, there exists an analytic C p -valued function φ p−1 such that φ p−1 (λ 0 ) = 0 and
is analytic at λ 0 with ψ p−1 (λ 0 ) = 0. Now plug m ∆ − m ∆ from (4.7) into the last expression. We claim that, in fact,
The reason is that m( f N (λ 0 )) − m ( f N (λ 0 )) has a pole of order k > −κ p−1 , which
is regular, so each of those terms in the sum vanishes too. Therefore we conclude ψ p−1 (λ 0 ) = 0, a contradiction.
We showed that κ p−1 ≥ 0. Since κ 1 +. . .+κ p−1 = 0 and
is regular.
Finally we need to show that there are at most simple poles of (m ∆ − m ∆ )
) are zeros of order at most 1. Let k be the number of such simple zeros, and let the corresponding indices be j 1 , . . . , j k . There are no poles of m or m at f j (λ 0 ) by (P1), so m − m is analytic there. Repeating the arguments of Lemma 4.6, one sees that
Since v j are linearly independent, we see that the dimension of this kernel is precisely k. Since det L has a zero of order k at λ 0 by Lemma 4.6, we conclude that its inverse has a simple pole (Lemma C.2). This establishes that m ∆ satisfies (II)(C). (ii)(a) holds by Lemma 4.1 and analytic continuation. Indeed, for each l, 1 ≤ l ≤ p, it allows us to meromorphically extend m to the region f l (F R )∩S − . Their union is of course π −1 (E R )∩S − , so the only thing we need to check is that our continuation is continuous on the boundaries of these regions, i.e., on π −1 (∆ −1 ((−∞, 2)∪(2, ∞)))∩ S − . Choose any z 0 there, and let λ 0 = ∆(z 0 ). Let us assume that z 0 lies on the boundaries of f 1 (F R ) and of f 2 (F R ). Then either
Without loss, let us assume it's (4.26). We need to show
Then (4.2) and the fact that J − x j commute for different j's prove (4.27). Thus we established (ii)(a).
(4.2) and (II)(B) imply (ii)(b). Now let us show (ii)(c) and (ii)(d).
First of all, let m 0 be the Borel transform of the spectral measure of the periodic Jacobi matrix a
from (i). Note that m 0 is of the form (B.1), and it is straightforward to check that it satisfies (ii)(c) and (ii)(d) on all S ((d) follows from the fact that p p−1 (z) has simple zeros).
Note also that if m(z) = m (z) (this includes the possibility of ∞ = ∞), then we would have m (n) (z) = m (n) (z) for every n by (A.6). But by Lemma 4.9 this would produce
which, as we just checked, is possible only if z ∈ π −1 (∪ p j=1 {α j , β j }). Thus m satisfies (ii)(c) and (ii)(d) with a possible exceptions of the band edges. So let us assume that m(z) − m (z) has a pole of order k ≥ 2 at some band edge
Without loss of generality, we may assume ∆(z 0 ) = 2 and f 1 (2) = z 0 .
For λ in a small neighborhood of 2, let us define the C p -valued function φ(λ) to be the unique vector of norm 1 in span{ v 2 (λ), v 3 (λ), . . . , v p (λ)} ⊥ , where, just as in Lemma 4.6, v j (λ) = (1, p 1 (f j (λ)), . . . , p p−1 (f j (λ))) * . Indeed, for λ close to 2, this is a 1-dimensional space. Moreover, φ(λ) is analytic at λ = 2 (as a function on S), and φ(2) = 0. Now consider the function φ(λ) T L(λ) (see (4.18) ). By construction, each term in the sum except j = 1 is identically zero for any λ. The j = 1 term has zero at λ = 2 of order at least k ≥ 2 because of the factor m( f 1 (λ)) − m ( f 1 (λ)). This means that φ(λ) is a left null function (see Definition C.3) at λ = 2 for L(λ) of order at least 2. But that means that one of the κ's in the Smith-McMillan form of L(λ) is ≥ 2. This implies that L(λ) −1 has pole at λ = 2 of order at least 2. Then Lemma 4.3 implies that (m ∆ − m ∆ ) −1 has a pole at λ = 2 of order at least 2, which contradicts (II)(C).
is eventually periodic, then ∆(J ) is eventually free by the Magic Formula (Lemma B.2). Then Lemma A.2 implies that m ∆ has a meromorphic continuation to the whole surface R. Lemma 4.1 allows us to extend m to the whole S as well. Parts (ii)(b), (ii)(c), and (ii)(d) are already proven in the previous theorem.
(ii)⇒(i) The result is obtained by following the proof of the previous theorem, but applying Lemma A.2 instead of Lemma A.1 (note that m ∆ has meromorphic continuation to the whole surface R by (ii)(a) and Lemma 4.2).
Appendix A. Orthogonal Polynomials on the Real Line
We will introduce some basics of orthogonal polynomials on the real line here. We immediately start with the matrix-valued theory to avoid repetition. The scalar theory is of course a special case p = 1. We will mention the differences between the scalar and matrix-valued cases as we proceed.
The proofs of most of the results listed here, along with more details, can be found in the paper by Damanik-Pushnitski-Simon [5] (see also [19] ).
Let µ be a p × p matrix-valued Hermitian positive semi-definite finite measure on R of compact support, normalized by µ(R) = 1, where 1 is the p × p identity matrix. For any p × p dimensional matrix functions f, g, define
where * is the Hermitian conjugation (just complex conjugation if p = 1). What we have defined here is the right product of f and g, as opposed to the left product f (x)dµ(x)g(x)
* , whose properties are completely analogous. Measure µ is called non-trivial if || f, f L 2 (µ) || > 0 for all non-zero matrixvalued polynomials f . From now on assume µ is non-trivial. Then there exist unique (right) monic polynomials P R n of degree n satisfying P R n , f L 2 (µ) = 0 for any polynomial f with deg f < n.
For any choice of unitary l × l matrices τ n (we demand τ 0 = 1), the polynomials
are orthonormal:
where δ n,m is the Kronecker δ. Using orthogonality one can show that they satisfy the (Jacobi) recurrence relation
where matrices
are called the Jacobi parameters (with p R −1 = 0, A 0 = 1, the relation holds for n = 0 too). From the above recursion, it is easily seen that the leading coefficient of p
In the exact same fashion, just using the left product instead of right, one can define the left monic orthogonal polynomials P L n and left orthonormal polynomials p L n . It is not hard to see that
* . We will be using the notation P n , p n for matrix-valued polynomials, while in the case p = 1 we will downgrade them to P n , p n . Whenever we write p n without the sup-index R or L , we will mean the right orthonormal polynomial p R n . Note that if p = 1 it is natural to choose τ n = 1 in (A.1). In particular this gives p R n = p L n , the Jacobi parameters become real, and A n 's positive. This choice of τ n 's is not necessarily the best if p > 1. Thus one has to talk about the equivalence classes of Jacobi matrices (see [5, 16] ).
We can arrange sequences
This is called a block Jacobi matrix if p > 1. If p = 1 then we lose the word "block" and denote the Jacobi coefficients by a n , b n instead of A n , B n . If A n ≡ 1, B n ≡ 0 the corresponding (block) Jacobi matrix is called free. Conversely, any block Jacobi matrix (A.4) with invertible {A n } ∞ n=1 gives rise to a p × p matrix-valued Hermitian measure µ via the spectral theorem. If p = 1 this establishes a one-to-one correspondence between all non-trivial compactly supported measures and bounded Jacobi matrices. If p > 1 the same holds, except now the correspondence is with the set of equivalence classes of bounded block Jacobi matrices. This has the name of Favard's Theorem (see [5] for a proof in the matrix-valued case).
Define the Borel transform (also called the Weyl-Titchmarsh m-function) of the measure µ:
which is a matrix-valued meromorphic function in C \ ess supp µ. Again, we will use the letter m instead of m if p = 1. Define J (1) to be the "once-stripped" Jacobi matrix with Jacobi parameters (A n , B n ) ∞ n=2 , i.e., the Jacobi matrix of the form (A.4) with the first row and column removed. Then the following holds (the matrix-valued version is due to [1] ):
As was explained in the Introduction, [17] established a connection between the rate of exponential convergence of Jacobi coefficients and meromorphic continuations of m.
Denote by R = S [−2,2] the Riemann surface corresponding to [−2, 2] (i.e., the hyperelliptic surface corresponding to the polynomial z 2 −4). Recall Definitions 2.1 and 2.2.
Let x(z) = z + z −1 , and for any R > 1 let
The next three lemmas are taken from the author's [17] . 
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Remarks. 1. We stated these lemmas in terms of m, rather than of M (see (1.5)) as it was in [17] . Note also that z Note however that they are trivially satisfied if no λ and λ are both poles of m. This will be enough for our purposes. One can also show that for p = 1, (D) is equivalent to m not having simultaneous poles at λ and λ (see [17] ). Lemma A.3. Under the conditions of one of the previous two lemmas,
where m (n) is the Borel transform of the spectral measure for the n times stripped operator J (n) , and m 0 is the Borel transform of the spectral measure for the free block Jacobi matrix.
1.
2. Convergence on compacts of R + (but not R R ) is obvious from the convergence of the resolvents.
Let us define the second kind polynomials by
It can be shown that q R n are polynomials of degree n − 1, and that they satisfy the same recurrence relations (A.2). For future reference,
The resolvent of J has the following block form (see [5, Thm 2.29 
i.e., its (i, j)-th block entry is q
Appendix B. Periodic Jacobi Matrices
By periodic Jacobi matrices we mean the (scalar) Jacobi matrices satisfying (2.2) for some p. We already mentioned some properties of them in Section 2.2. In particular we introduced the notion of discriminant ∆ of a periodic Jacobi matrix. As we already mentioned, ∆ determines the essential spectrum of J . Next lemma contains some further properties of J and ∆.
Lemma B.1. Let J be a (one-sided) p-periodic Jacobi matrix, m the Borel transform of the spectral measure, and ∆ its discriminant (2.3). (ii) m has a meromorphic continuation to S e and its two branches are given by
There is a nice connection between the theory of periodic orthogonal polynomials and matrix-valued orthogonal polynomials. Note that applying a polynomial of degree p to the tridiagonal matrix J gives us (2p + 1)-diagonal matrix, which can be viewed as a block Jacobi matrix with p × p matrix-valued Jacobi parameters A n , B n (note that A n are lower triangular).
Let S be the right shift operator on 2 (Z). Note that S p + S −p is the free block Jacobi matrix with p × p block entries.
Lemma B.2 ("Magic Formula", Damanik-Killip-Simon [4] ). Let J 0 be a p-periodic Jacobi matrix with discriminant ∆ J0 and isospectral torus T e . Let J be any twosided Jacobi matrix. Then Lemma B.3. Let J 0 be a p-periodic Jacobi matrix with discriminant ∆ J0 and isospectral torus T e , such that all gaps of J 0 are open (every interval of e has equal equilibrium measure). Let J be any two-sided Jacobi matrix, and let (A n , B n ) n∈Z be the p × p Jacobi parameters of ∆ J0 (J ). Then the following are equivalent:
(i) lim sup n→∞ |a n − a is a periodic Jacobi matrix from T e . (I) lim sup n→∞ (||1 − A n A * n || + ||B n ||) 1/2n ≤ R −1 .
Remark. Since both conditions depend on the behavior of the coefficients at +∞, this result can also be applied to one-sided Jacobi matrices J .
Proof. The proof of this lemma requires some slight modifications of the arguments of Damanik-Killip-Simon [4] . First of all, notice that there exist positive constants c 1 , c 2 such that for all A in a neighborhood of 1, But this implies that there exists some J 0 ∈ T e so that (i) holds. Indeed, denote a This means that for each j = 1, . . . , p, the sequences a We can also define m on the lower half plane C − by reflection m(z) = m(z) * , so that Im m(z) ≤ 0 for all z with Im z < 0. In particular the function m defined in (A.5) is Herglotz.
We will assume from now on that det Im m(z) is not identically zero, in which case the inequality in Im m(z) ≷ 0 is everywhere strict (see [9, Lemma 5.3] ).
The following result is well-known (see, e.g., [ Let m be a Herglotz function. Assume that the corresponding measure µ has ess supp µ = e, a finite gap set. Denote the associated Riemann surface by S. Then m is meromorphic on (C ∪ {∞}) \ e, which we identify with S + . We are interested in conditions under which it has a continuation through the bands of e to some region of S − . The lemma below clarifies when this happens. The scalar result is due to Greenstein [10] , while the matrix-valued can be found in [9] . Thus one can view any result on the continuation of m as the corresponding result on the continuation of the absolutely continuous part f of µ.
