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Abstract
We introduce a “limiting Frobenius structure” attached to any degen-
eration of projective varieties over a finite field of characteristic p which
satisfies a p-adic lifting assumption. Our limiting Frobenius structure
is shown to be effectively computable in an appropriate sense for a de-
generation of projective hypersurfaces. We conjecture that the limiting
Frobenius structure relates to the rigid cohomology of a semistable limit
of the degeneration through an analogue of the Clemens-Schmidt exact
sequence. Our construction is illustrated, and conjecture supported, by a
selection of explicit examples.
1 Introduction
This paper grew out of the author’s attempt to generalise an algorithm for
computing zeta functions of smooth projective hypersurfaces over finite fields
to the case of singular hypersurfaces. This existing algorithm is called the
deformation method, as the geometric idea behind the method is to deform a
smooth diagonal hypersurface to the hypersurface in which one is interested. In
this paper we degenerate smooth projective hypersurfaces to singular projective
hypersurfaces, possibly not even reduced or irreducible, and try to compute
some p-adic cohomological data attached to the degeneration. The problem
we address is, how does one compute this cohomological data and what is its
geometric meaning? Let us begin by sketching the original deformation method
for smooth projective hypersurfaces [7, 19].
Let Fq be the finite field with q elements of characteristic p, and
P0 ∈ Fq[x0, x1, · · · , xn+1]
be a homogeneous polynomial of degree d defining a smooth hypersurface X0
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in Pn+1Fq . Recall that the zeta function of X0 is the formal power series
Z(X0, T ) := exp
(
∞∑
k=1
|X0(Fqk)|
T k
k
)
which encodes the number of points on X0 over the different finite extensions
Fqk of the base field Fq. By a famous theorem of Dwork this series is the local
expansion at the origin of a rational function with integer coefficients [4]. Define
P1 := x
d
0 + x
d
1 + · · ·+ x
d
n+1
and assume p does not divide d, so that the projective hypersurface X1 defined
by P1 is smooth. Let X ⊂ P
n+1
Fq
×A1Fq be the subvariety of smooth hypersurfaces
in the pencil defined by the equation
Pt := (1 − t)P0 + tP1 = 0.
Thus there is an open curve S ⊆ A1Fq and a smooth morphism X → S with
generic fibre the smooth hypersurface defined by Pt. One can construct to any
p-adic precision (in a well-defined sense) the relative rigid cohomology H :=
Hnrig(X/S) of the smooth projective family by starting with the cohomology
Hnrig(X1) of the smooth diagonal fibre and solving a p-adic differential equation.
Since X0 is also smooth a base change theorem allows one to specialise H to an
object H0 such that H0 = H
n
rig(X0). Let K be the unique unramified extension
of the field of p-adic numbers Qp with residue field Fq, and σ : K → K the
Frobenius automorphism. We shall not say anything in detail here about rigid
cohomology, except that Hnrig(X0) is a vector space of finite dimension over K
which is acted upon by a σ-linear map F0 called Frobenius. The trace formula
in rigid cohomology
Z(X0, T ) =
det(1 − TF
logp(q)
0 |H
n
rig(X0))
(−1)n+1
(1− T )(1− qT )(1− q2T ) · · · (1− qnT )
(1)
now allows us to recover the zeta function exactly, assuming we have carried
enough p-adic precision in our computation.
When X0 is singular the above algorithm fails, both in theory and practice.
One cannot specialise H = Hmrig(X/S) at the point t = 0 given the manner in
which it is constructed in our original method, and even if one could there is no
base change theorem to tell you what this gives.
In this paper we consider the case in which X0 is (almost) any projective
hypersurface, perhaps singular or reducible, or even not reduced as a scheme.
In fact we work in slightly greater generality than above, but subject to one
lifting condition. We consider a smooth family X → S ⊆ A1Fq of projective
hypersurfaces of degree d and dimension n which lifts to a smooth family XOL →
SOL of projective hypersurfaces of degree d over the ring of integers OL of an
algebraic number field L ⊂ K such that all fibres in the punctured p-adic open
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unit disk around the origin are “smooth and in general position” (Definition
2.7). It is convenient to further assume that 1 ∈ S. We say then that X → S
is in general position and has a good algebraic lift around t = 0 (Definition
3.14). Defining as before H := Hnrig(X/S), we now introduce a new object
(H0,N0,F0, e) which we call the limiting (mixed) Frobenius structure at t = 0. It
is a finite dimensional vector space H0 over the p-adic field K with an invertible
σ-linear operator F0 : H0 → H0 and nilpotent operator N0 : H0 → H0 with
N
n+1
0 = 0 such that
N0F0 = pF0N0;
and in addition a positive integer e. We call F0 the Frobenius operator and N0
the monodromy operator. The integer e specifies a cover Se → S (t 7→ t
e) of
the base curve which occurs during the construction. The monodromy operator
N0 is defined over the algebraic number field L ⊂ K and so we may represent
it explicitly via a nilpotent matrix of algebraic numbers with respect to some
basis of H0. With respect to the same basis, the matrix for the Frobenius F0
has entries in the uncountable field K and one cannot write it down; however,
for each positive integer N one may approximate it by a matrix F˜0 with entries
in the algebraic number field L such that ordp(F0 − F˜0) ≥ N . We call such a
F˜0 a p
N -approximation to the matrix for F0. Our main theoretical result is as
follows (Theorem 3.15).
Theorem 1.1. The limiting Frobenius structure (H0,N0,F0, e) at t = 0 for
a degeneration of smooth projective hypersurfaces X → S which has a good
algebraic lift around t = 0 and is in general position is effectively computable,
in the following sense. Given such a degeneration and any positive integer N ,
one may compute e, a basis for H0, and with respect to this basis the matrix for
N0 and a p
N -approximation to a matrix for F0.
Our algorithm for computing the limiting Frobenius structure is determin-
istic and explicit. It is practical in two senses. First, one may show that it is
polynomial-time in p, logp(q), (d+1)
n andN under favourable assumptions (Sec-
tion 3.3.2). Second, the author has implemented the algorithm in the program-
ming language Magma, and executed it for degenerations of curves, surfaces
and threefolds of various different degrees (Section 5).
Given that one can define and compute the limiting Frobenius structure,
it is natural to next ask for its geometric significance. When 0 ∈ S then the
fibre X0 in X → S is smooth. In this case e = 1, N0 = 0 and F0 is the usual
Frobenius map on H0 = H
n
rig(X0). Let us suppose then that 0 6∈ S and so X0
is not defined. One may canonically extend X → S to a flat family Y → T of
projective hypersurfaces over T := S ∪ {0}. Let us denote the fibre over the
origin in Y → T as X0 and call it the degenerate fibre. One sees from some
examples (Examples 5.2, 5.3, 5.8 and 5.13) that there may be no relationship
between the limiting Frobenius structure and the zeta function of X0. Before
proceeding further we need some more definitions.
Let us denote by Se → S and Te → T the covers defined by the map t 7→ t
e,
and write Xe := X ×S Se. (We suspect that it is a consequence of our lifting
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hypothesis that the integer e is always coprime to p (Note 3.9), and so the cover
Se → S is unramified.) Note that Xe → Se is still a smooth family of projective
hypersurfaces. We shall say that Xe → Se extends to a semistable degeneration
over the origin if the following is true. There exists a smooth Fq-variety Ye
and flat morphism Ye → Te which restricts over Se ⊂ Te to Xe → Se with the
fibre Ye,0 over 0 ∈ T a reduced union of smooth hypersurfaces on Ye crossing
transversally. When Xe → Se extends to a semistable degeneration Ye → Te
over the origin, we shall sometimes denote the degenerate fibre Ye,0 by Xe,0,
bearing in mind always that it depends upon the choice of extension. We make
the following conjecture, motivated in part by an analogy with degenerations
of complex algebraic varieties (Theorem 4.3). (See Conjecture 4.11 for a fuller
statement of our conjecture.)
Conjecture 1.2. The morphism Xe → Se extends to a semistable degeneration
over the origin with degenerate fibre Xe,0. Moreover, for any such extension
there exists a “Clemens-Schmidt” exact sequence in rigid cohomology containing
the following
· · · → Hnrig(Xe,0)→ H0
N0→ H0(−1)→ · · · .
The exactness of the above three term sequence in the middle (“local invari-
ant cycle theorem”) implies that det(1 − TF
logp(q)
0 |Ker(N0)) occurs as a factor
in the “middle Weil polynomial” of the zeta function of the semistable variety
Xe,0. The main experimental work in this paper is the testing of our conjecture
for some degenerations of low dimensional hypersurfaces (Section 5).
Having shown that the limiting Frobenius structure for a degeneration of
hypersurfaces under a lifting assumption is effectively computable, and provided
some experimental evidence supporting a conjectural geometric interpretation
of this structure, next one might ask if all this is of any use. Let us call the
algorithm in this paper the degeneration method. The author suggests at least
two practical applications of this method.
When the morphism Y → T canonically extending X → S over the origin
is semistable, under Conjecture 4.11 the degeneration method computes coho-
mological information about X0 itself. In particular the algorithm can (conjec-
turally) be used to compute the zeta function of a nodal plane projective curve,
by embedding it as the degenerate fibre in a suitable family. It is a classical
fact that any irreducible projective curve over an algebraically closed field is
birational to a plane projective curve with only nodes as singularities [15, The-
orem 1.61], and this transformation is effective. Thus given any geometrically
irreducible projective curve over Fq one can explicitly find a semistable plane
model over an extension of Fq, and use the degeneration method to compute
the zeta function of this plane model; see Example 5.7.
For a second application of the degeneration method, recall that irreducible
plane curves with a single node arise naturally when one is interested in cal-
culating the L-series of a smooth plane curve defined over the integers. The
cohomology of these curves gives the factors at the bad primes. The degenera-
tion method will compute these factors, under Conjecture 4.11; see Note 5.6 for
4
an example.
We make two concluding remarks. First, the existence of a suitably-defined
limiting Frobenius structure at t = 0 for any smooth projective family X → S ⊂
A
1
Fq
\{0} of varieties actually follows from the semistable reduction theorem of
Kedlaya for overconvergent F -isocrystals on an open curve [12]; indeed, directly
from its local incarnation the p-adic local monodromy theorem. We have just
given an independent and effective proof of its existence for the case of hyper-
surfaces subject to a lifting assumption, and given the object a name; see Note
3.17 for a discussion of nomenclature. (In fact, we show its existence for any
smooth proper family X → S subject to a lifting assumption (Definition 3.10
and Theorem 3.8). But without the lifting assumption the situation is much
more difficult, and one needs to allow different covers of S than just t 7→ te.)
Kedlaya’s semistable reduction theorem motivated the author to try to adapt
the deformation method to handle degenerations.
Second, there is a close analogy with the theory of degenerations of smooth
complex algebraic varieties where one has a limiting mixed Hodge structure [28,
Chapter 11]. However, our situation is even richer. Section 3.4 sketches the
construction of a limiting (mixed) Frobenius-Hodge structure at t = 0 in dimen-
sion m attached to a smooth and proper morphism XOL → SOL ⊂ A
1
SOL
and a
suitably large rational prime p inert in the ring of integers OL of a number field
L. This object is new to the author. It is a quadruple (H•0 ,N0,F, e)W consisting
of a filtered W -module H•0 with operators N0 and F0 such that N0F0 = pF0N0,
N
m+1
0 = 0 and F0H
i
0 ⊆ p
iH0, along with a positive integer e. (Here W is the
ring of integers of the p-adic fieldK.) When e = 1, the pair “(H•0 ,N0)W⊗WC” is
the usual limiting mixed Hodge structure at t = 0 of the degeneration of complex
algebraic varieties, and a similar triple to (H0,N0,F0)W occurs in crystalline
cohomology (Hyodo-Kato cohomology in mixed characteristic). This structure
is computable in an appropriate sense for a degeneration of hypersurfaces and
suitably large prime p. One can then extend Conjecture 4.11 by insisting ev-
erything is defined over W and there is an exact sequence of “Frobenius-Hodge
structures”. The existence of this W -lattice structure and Hodge filtration on
the limiting Frobenius structures informed the author’s choice of precisions in
the computations in Section 5.
The paper is organised in the following manner. Section 2 considers the
algebraic de Rham cohomology of degenerations of varieties over a computable
field of characteristic zero. The first main result is some kind of partly “effective”
semistable reduction theorem in algebraic de Rham cohomology (Theorem 2.4).
We then focus on degenerations of projective hypersurfaces and give an entirely
effective proof of semistable reduction for algebraic de Rham cohomology in
this situation (Theorem 2.15). Section 3 considers degenerations in positive
characteristic and introduces limiting Frobenius structures. After showing the
notion is well-defined (Section 3.2.2) we use Theorem 2.4 to show that they
exist under a lifting assumption (Theorem 3.8 and Definition 3.10). We then
apply the theory of Section 2.3 to show that limiting Frobenius structures are
effectively computable in an appropriate sense for degenerations of hypersurfaces
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subject to a lifting assumption (Definition 3.14 and Theorem 3.15). Next follows
a brief sketch of how one endows our limiting Frobenius structures with an
integral structure and Hodge filtration (Section 3.4). Section 4 presents our
conjectural “Clemens-Schmidt” exact sequence in rigid cohomology (Conjecture
4.11). Finally, in Section 5 we present an assortment of examples computed by
the author which give some support to Conjecture 4.11 and also illustrate our
constructions. Although the remaining sections are arranged in their logical
order, we recommend that the reader begins by looking through Section 5 and
then gently reverses through the paper before starting in earnest.
2 Degenerations in characteristic zero
Let F be a field of characteristic zero. We wish to be able to compute with
elements of F , so let us assume that F is countable and one can effectively
perform arithmetic operations in F .
2.1 Relative algebraic de Rham cohomology
We refer to [11] for the definition of relative algebraic de Rham cohomology and
the Gauss-Manin connection.
Let S ⊆ A1F be an open curve, and X → S be a smooth morphism of alge-
braic varieties over F of relative dimension n. Fix an integerm with 0 ≤ m ≤ 2n
and denote byHmdR(X/S) themth relative algebraic de Rham cohomology group
of X → S.
Write S = Spec(A) where A = F [t, 1/∆(t)] for some polynomial ∆(t) ∈ F [t].
Then HmdR(X/S) is a locally free A-module of finite rank, which we may assume
to be free since A is a principal ideal domain (see for example [18, Chapter
III.7]). Let
∇ d
dt
: HmdR(X/S)
∇GM→ HmdR(X/S)⊗ Ω
1
A
id⊗ d
dt→ HmdR(X/S)
denote the Gauss-Manin connection ∇GM contracted with
d
dt ∈ Hom(Ω
1
A, A).
To ease notation we shall write ∇ := ∇ d
dt
and call this the Gauss-Manin con-
nection. The connection ∇ is Leibniz linear; that is,
∇(r + s) = ∇(r) +∇(s),
∇(ar) =
da
dt
r + a∇(r)
for a ∈ A and r, s ∈ HmdR(X/S).
2.2 Regularity and semistable reduction
Let r be the rank of HmdR(X/S) and B be a basis. Denote by N(t) the matrix for
the Gauss-Manin connection acting on this basis. The matrix N(t) has entries
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in A. If one changes basis by a matrix H ∈ GLr(A), then since ∇ is Leibniz
linear the new matrix for ∇ w.r.t. the basis B[H] := {Hb}b∈B is
N[H] := HNH
−1 +
dH
dt
H−1.
Suppose that ∆(0) = 0, so that N(t) may have a pole at t = 0. Then the
“regularity theorem” guarantees that there exists a matrix H ∈ GLr(F ((t)))
such that N[H] has only a simple pole at t = 0, see for example [10]. We use
this theorem to prove a stronger and effective result.
Theorem 2.1 (Regularity). There exists an explicit deterministic algorithm
with the following input and output. The input is the matrix N(t) for the Gauss-
Manin connection ∇ on HmdR(X/S) with respect to some basis B, where X → S
is a smooth morphism of varieties over a computable field F . The output is a
matrix H ∈ GLr(F [t, t
−1]) such that the matrix N[H] for ∇ w.r.t. the basis B[H]
of HmdR(X/S) has only a simple pole at t = 0.
Proof. If ∆(0) 6= 0 then we are done since the matrix N(t) will not have a pole
at t = 0. So assume ∆(0) = 0. For ω ∈ HmdR(X/S), let Bω := {(t∇)
i(ω)}0≤i<r.
By definition, ω is a cyclic vector for the differential system (HmdR(X/S), (t∇))
over F ((t)) if and only if Bω is a linearly independent set over F ((t)). For any
given ω expressed in the basis B one may check whether ω is cyclic by computing
a determinant since one can calculate the action of t∇ via t ddt + tN(t). Now a
cyclic vector exists amongst a certain finite list of F [t]-linear combinations of the
basis B according to [29, Lemma 2.10]. Thus one may effectively find a cyclic
vector, ω say. The differential system is regular, by the regularity theorem.
Thus by [14, Corollary 7.1.3], the matrix for the connection w.r.t. the basis Bω
of HmdR(X/S)⊗A F ((t)) has only a simple pole at t = 0. We can compute the
change of basis matrix G between B and Bω, since we can explicitly compute
the action of (t∇)i on ω. Note that G ∈ GLr(F (t)). Embedding F (t) →֒ F ((t))
and using Lemma 2.2, we may factor G = LH where H ∈ GLr(F [t, t
−1]) and
L ∈ GLr(F [[t]]). Then N[H] has only a simple pole at t = 0, since N[H] =
(N[G])[L−1] with N[G] having a simple pole and L
−1 no pole at t = 0. Moreover,
B[H] is a global basis for H
m
dR(X/S) since H(t) ∈ GLr(F [t, t
−1]) ⊆ GLr(A).
Thus H is the desired change of basis matrix.
Lemma 2.2. Given any G ∈ GLr(F ((t))) there exists H ∈ GLr(F [t, t
−1]) and
L ∈ GLr(F [[t]]) such that G = LH. Moreover, if G ∈ GLr(F (t)) ⊂ GLr(F ((t)))
then such H and L ∈ GLr(F [[t]] ∩ F (t)) are effectively computable.
Proof. Let G ∈ GLr(F ((t))). We prove by induction on r that there exists L ∈
GLr(F [[t]]) such that LG is upper triangular with monomials on the diagonal
and elements in F [t, t−1] above the diagonal. The case r = 1 is immediate. For
r > 1, by row operations (equivalently, premultiplying by a suitable matrix in
GLr(F [[t]])) one may reduce to the case in which G is upper triangular with
monomials on the diagonal and elements in F ((t)) above the diagonal. Next, by
induction one may assume that all entries in G above the diagonal except those
7
on the first row lie in F [t, t−1]. Finally, by an explicit calculation one shows
that there exists a matrix L ∈ GLr(F [[t]]) of the following form such that LG is
as required: L equals the identity matrix except for elements in positions (1, i)
for 2 ≤ i ≤ r. Note that the factorisation is unique up to multiplication by an
element of GLr(F [t]). In the case in which G ∈ GLr(F (t)) one checks that this
proof describes an effective algorithm and L ∈ GLr(F [[t]] ∩ F (t)).
Note 2.3 The use of a cyclic vector and the factorisation in Lemma 2.2 were
suggested to the author by Kiran Kedlaya. Kedlaya also suggests replacing the
use of a cyclic vector by a basis over F [[t]] for the (t∇)-stable lattice in F ((t))
generated by the elements {(t∇)i(b)} for 0 ≤ i < r and b ∈ B. We further note
that one could use Katz’s explicit construction of a cyclic vector [29, Lemma
2.11]; see paragraph 2 in the proof of [14, Theorem 5.4.2] for how to get around
the assumption of Katz that one has an element “z” in F ((t)) with “z′ = 1”
where in our case the dash is the operator t ddt .
The significance of Theorem 2.1 is that using a change of basis matrix which
is invertible over F [t, t−1] does not introduce any new poles in the matrix for the
connection. Thus when F is a countable subfield of the field of p-adic numbers
(or the complex numbers), one does not change the radius of convergence on
the punctured disk around zero of the connection matrix. This is essential in
applications of the theorem to p-adic cohomology (Section 3).
We now turn to the problem of semistable reduction. For e a positive integer,
write Ae := F [s, 1/∆(s
e)] and Se := Spec(Ae). Define A→ Ae by t 7→ s
e to get
a morphism Se → S. One may pull-back the family X → S via Se → S to get
Xe → Se where Xe := X ×S Se. We have
HmdR(Xe/Se)
∼= HmdR(X/S)⊗A Ae
since Ae is a flat A-module. For a basis B of H
m
dR(X/S) let Be := {b⊗ 1Ae} be
the associated basis of HmdR(Xe/Se). As before let N(t) be the matrix for the
Gauss-Manin connection w.r.t. the basis B. Then the matrix for the Gauss-
Manin connection
∇e : H
m
dR(Xe/Se)
∇GM→ HmdR(Xe/Se)⊗ Ω
1
Ae
id⊗ d
ds→ HmdR(Xe/Se)
w.r.t. the basis Be is
(ese−1)N(se),
since dt = ese−1ds.
The problem of local semistable reduction in algebraic de Rham cohomology
is to find a positive integer e and basis for HmdR(Xe/Se) such that the matrix for
the connection ∇ has only a simple pole at s = 0 with nilpotent residue matrix.
Theorem 2.4 (Semistable reduction). There exists an explicit deterministic
algorithm with the following input and output. The input is the matrix N(t) for
the Gauss-Manin connection on HmdR(X/S) w.r.t. some basis B, where X → S
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is a smooth morphism of varieties over a computable field F . The output is an
integer e and matrix H(s) ∈ GLr(F [s, s
−1]) such that the matrix
(ese−1N(se))[H(s)] := Hes
e−1N(se)H−1 +
dH
ds
H−1
for the Gauss-Manin connection ∇e on the basis (Be)[H(s)] of H
m
dR(Xe/Se) has
only a simple pole at s = 0 with nilpotent residue matrix.
Proof. By Theorem 2.1 one reduces to the case in which N(t) has only a simple
pole at t = 0. Let {λi}1≤i≤r denote the eigenvalues of the residue matrix. By
the local monodromy theorem we have λi ∈ Q, see [10]. Thus we may find a
smallest positive integer e such that eλi ∈ Z for all 1 ≤ i ≤ r. Then es
e−1N(se)
has only a simple pole at s = 0 and a residue matrix with integer eigenvalues.
Shearing transformations now allow one to find a matrix H(s) ∈ GLr(F [s, s
−1])
such that (ese−1N(se))[H] has only a simple pole with nilpotent residue matrix
[5, Lemma III.8.2]. (Note that since in our application the eigenvalues of the
residue matrix lie in Z, the initial reduction to upper triangular form of the
residue matrix in the proof of [5, Lemma III.8.2] can be performed over F .)
Note 2.5 Since the change of basis matrix H lies in GLr(F [s, s
−1]) one can
perform global semistable reduction over the whole of the affine basis S. That
is, after pulling back by a chain of unramified covers Se → S, effectively find a
matrix for the connection which has at worst simple poles at all finite points with
nilpotent residue matrices. Moreover, this can be done without introducing any
new finite poles to the differential system. Alternatively, without a base change
one can effectively find a matrix for the connection with only simple poles at all
finite points — this is useful when computing in the cokernel
H1dR(S,H
m
dR(X/S)) := Coker(∇GM )
of the connection ∇GM [20, Section 4].
2.3 Hypersurfaces
The first significant result of this section is Theorem 2.13, on the construction
of the Picard-Fuchs differential system for families of projective hypersurfaces.
Our construction is based upon the method of Griffiths and Dwork. However,
it differs from the usual presentation in the literature (for example [3, Section
5.3]) in one key way. We avoid Gro¨bner basis computations, and instead work
with linear algebra and Macaulay-style resultant matrices. This has a number
of benefits. First, it allows us to give an explicit a priori characterisation of
the locus of poles of the Picard-Fuchs system w.r.t. a particular basis, and
thus prove a theorem on explicit semistable reduction for hypersurfaces (The-
orem 2.15). Second, it reveals additional structure in the Picard-Fuchs system
(Corollary 2.14). Third, in the author’s own experience, it is faster in practical
implementations (Note 2.9). Combining Theorems 2.4 and 2.13 yields Theorem
2.15, the main result of Section 2.
9
2.3.1 Cohomology of the generic hypersurface
In this section we fix n ≥ 2 and d ≥ 0 and let x0, x1, . . . , xn+1 be variables.
For w = (w0, w1, . . . , wn+1) ∈ Z
n+2
≥0 define x
w := xw00 x
w1
1 · · ·x
wn+1
n+1 and |w| :=
w0+w1+· · ·+wn+1. For each w ∈ Z
n+2
≥0 with |w| = d we introduce a variable aw
and define P :=
∑
|w|=d awx
w to be the “generic polynomial” homogeneous of
degree d with coefficients in the multivariate polynomial ring R := Z[aw | |w| =
d]. Write
Ω :=
n+1∑
i=0
(−1)ixidx0 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn+1
where the hat denotes omission, and define
BU :=
{
xwΩ
P k
| 0 ≤ wi < d− 1 and ∃k ∈ Z s.t. |w|+ n+ 2 = kd
}
.
Elements in BU are differential forms on a certain affine scheme U which is
defined in the statement of the following theorem.
Theorem 2.6. There exists an explicitly computable non-zero polynomial ∆n,d ∈
R such that the following is true. Define R(1) := R[1/∆n,d] and T := Spec(R
(1)).
Let X ⊂ Pn+1T be the projective hypersurface defined by the polynomial P , and
let U be the affine complement of X in Pn+1T . Then the set of cohomology classes
{[b] | b ∈ BU} ⊂ H
n+1
dR (U/T ) is an R
(1)-basis for Hn+1dR (U/T ).
Proof. This is an explicit computation carried out in the Section 2.3.2.
Definition 2.7. We shall say that a hypersurface of degree d and dimension
n over a field of characteristic zero is smooth and in general position if its
coefficients are not zeros of ∆n,d.
It will follow immediately from our definition of ∆n,d in Section 2.3.2 that
a hypersurface which is “smooth and in general position” is indeed smooth.
With the notation of the theorem above, there is an algebraically defined
map called the residue map
Hn+1dR (U/T )
Res
→ HndR(X/T ).
It is injective and the image is by (our) definition the primitive middle-dimensional
cohomology
HT := PrimH
n
dR(X/T ).
Note that HT = H
n
dR(X/T ) when n is odd, and H
n
dR(X/T )/HT is free of rank
1 when n is even. Define
BX := {Res([b]) : b ∈ BU}.
Corollary 2.8. With the notation of Theorem 2.6, the set of residues BX is an
R(1)-basis for the primitive middle-dimensional algebraic de Rham cohomology
HT of X → T .
We shall call BX the Dwork basis of HT .
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2.3.2 From the universal to the generic hypersurface
This section contains our explicit proof of Theorem 2.6. We examine the primi-
tive middle-dimensional algebraic de Rham cohomology of a hypersurface, start-
ing with a universal one and then specialising to the generic smooth hypersurface
and then the hypersurface which is “smooth and in general position”. Here “in
general position” is a utilitarian definition which allows us to write down a
certain basis for cohomology.
Let us introduce some new notation for use only in this section. For the ring
R = Z[aw | |w| = d] let P
n+1
R denote projective space of dimension n+1 over R.
Let X/R be the “universal” projective hypersurface of degree d in Pn+1R defined
by the polynomial P =
∑
|w|=d awx
w. Denote by U/R its affine complement.
Then
H•dR(U/R) := H(Ω
•
U/R) = H(Γ(U/R,Ω
•
U/R)).
Here H(·) denotes hypercohomology of a complex of sheaves, H(·) homology
of a complex of modules, and the second equality follows since U/R is affine
and so the Cˇech-de Rham spectral sequence for computing hypercohomology
degenerates at the first term. In particular since Ωn+2U/R = 0,
Hn+1dR (U/R) =
Γ(U/R,Ωn+1U/R)
dΓ(U/R,ΩnU/R)
,
where d is derivation of n-forms. That is, Hn+1dR (U/R) is global (closed) (n+1)-
forms modulo exact ones.
Here is an explicit description of Hn+1dR (U/R) — this is due to Griffiths but
a convenient reference is [1, Section 3]. For k ≥ 1 define
Zk :=
{
AΩ
P k
|A ∈ R[x0, · · · , xn+1] homogeneous degree kd− n− 2
}
.
Then Zk is the R-module of (n + 1)-forms on P
n+1
R defined on U/R with poles
of order at most k along X/R; that is,
Zk = Γ(P
n+1
R ,Ω
n+1
Pn+1
R
(k(X/R))).
Note Zk ⊂ Zk+1 for k ≥ 1. Defining Z := ∪
∞
k=1Zk we have Z = Γ(U/R,Ω
n+1
U/R)
with the natural filtration by pole order.
Let b1 = {0} and for k ≥ 2 define bk to be the R-module generated by the
set{
(δiA)Ω
P k−1
− (k − 1)
A(δiP )Ω
P k
|A ∈ R[x0, · · · , xn+1] homo. deg. (k − 1)d− n− 1
}
where δi :=
∂
∂xi
. Let Bk be the R-module generated by ∪
k
j=1bj. Then
Bk = dΓ(P
n
R,Ω
n
Pn+1
R
((k − 1)(X/R)))
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where d is derivation of n-forms. Defining B := ∪∞k=1Bk we haveB = dΓ(U/R,Ω
n
U/R)
filtered by pole order. Note that Bk ⊆ B ∩ Zk but there is not an equality: it
fails for singular hypersurfaces, see [6, Theorem A, (A2)] and the comments
which follow. Certainly though Hn+1dR (U/R) = Z/B.
Since we are working with the universal hypersurface, the quotient Z/B
though presumably finitely generated is complicated. However, by inverting a
sequence of polynomials in R one can give an explicit procedure for computing
in this quotient based upon reduction of pole order. This is the Griffiths-Dwork
method. It has been given a conceptual explanation by Dimca. Filtration
by pole order of Ω•U/R allows one to define a spectral sequence with E∞ =
Hn+1dR (U/R). This spectral sequence has infinitely many non-zero E
s,t
1 terms
for the universal hypersurface, but it degenerate at the E1 term (E1 = E∞) for
smooth hypersurfaces (when “Bk = B ∩ Zk”) [6, Page 764]. We now give the
explicit description.
Let ∆
(n+1)
n,d be the “Macaulay resultant” of the partial derivatives of P de-
fined in [22, Page 7, Chapter I.6]. Precisely, let it be Macaulay’s determinant
“D”, taking “n” to be n+ 2 and “Fi” to be δiP . Thus ∆
(n+1)
n,d is non-zero but
vanishes on the coefficients of homogeneous polynomials of degree d which define
singular hypersurfaces of dimension n (and also possibly on the coefficients of
some other polynomials). Define R(n+1) := R[1/∆
(n+1)
n,d ] and for any R-module
• let •(n+1) := • ⊗R R
(n+1). Then we have
Z
(n+1)
k = B
(n+1)
k + Z
(n+1)
n+1 for k ≥ n+ 1.
This follows since after inverting ∆
(n+1)
n,d one may use linear algebra (via the
matrix whose determinant is the Macaulay resultant) to reduce any (n + 1)-
form in Z
(n+1)
k modulo exact forms (in B
(n+1)
k ) to have pole order at most
n+ 1. It follows
Z(n+1)/B(n+1) ∼= Z
(n+1)
n+1 /(B
(n+1) ∩ Z
(n+1)
n+1 )
and so Z(n+1)/B(n+1) is finitely generated. Note that since certainly B
(n+1)
n+1 ⊆
B(n+1) ∩Z
(n+1)
n+1 we have Z
(n+1)/B(n+1) is a quotient of Z
(n+1)
n+1 /B
(n+1)
n+1 ; in fact,
B
(n+1)
n+1 = B
(n+1) ∩ Z
(n+1)
n+1 by [6, Theorem A, (A2)] and the two are equal.
The quotient Z(n+1)/B(n+1) is locally free, but it is not free in general with-
out further localisation which will depend upon a choice of basis. Now BU is a
basis generically since it is a basis for the de Rham cohomology of the comple-
ment of the diagonal hypersurface xd0 + · · · + x
d
n+1 = 0. (Over C the action of
the (n+2)-fold product of the group of dth roots of unity decomposes into char-
acters via this basis.) Write BU,k := BU ∩ Zk, an intersection as sets. One can
now construct an explicit Macaulay-style matrix depending on BU,n+1 whose
determinant ∆
(n)
n,d is such that defining R
(n) := R(n+1)[1/∆
(n)
n,d] one has
Z(n)/B(n) ∼= Z
(n)
n+1/B
(n)
n+1
∼= 〈BU,n+1〉R(n) ⊕
(
Z(n)n /B
(n)
n
)
.
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Here we are following the same convention for base extension of an R-module
•, that is, •(n) := • ⊗R R
(n). In words, every (n+ 1)-form with a pole of order
at most n+1 can be written modulo an exact form of pole order at most n+1
as an R(n)-linear combination of the basis forms in BU,n+1 plus a form of pole
order at most n.
This continues inductively, defining ∆
(k)
n,d and R
(k) := R(k+1)[1/∆
(k)
n,d] for
k = n− 1, . . . , 1 at each step so that
Z(k)/B(k) ∼= 〈∪n+1ℓ=k+1BU,ℓ〉R(k) ⊕
(
Z
(k)
k /B
(k)
k
)
(2)
and this isomorphism is effectively computable via linear algebra. Finally noting
Z
(1)
1 /B
(1)
1
∼= 〈BU,1〉R(1) one finds
Z(1)/B(1) ∼= 〈BU 〉R(1) .
Finally define ∆n,d :=
∏n+1
k=1 ∆
(k)
n,d so that R
(1) = R[1/∆n,d], and let T :=
Spec(R(1)). Writing “U/T ” to denote U ⊗R R
(1)/R(1) one has Theorem 2.6.
Note 2.9 The exact description of the Macaulay-style matrices whose deter-
minants are the polynomials ∆
(k)
n,d, and the method for using these matrices to
make the isomorphisms above explicit is a little involved; see [19] for the details
in a closely analogous situation, or [27] for full details of this construction. The
method has been implemented in code by S. Pancratz and seems well-suited
to computing Picard-Fuchs systems for families of hypersurfaces; see [27] and
the proof of Theorem 2.13. Our computations of Picard-Fuchs systems for the
examples in Section 5 actually use a slower implementation due to the author,
which exploits the Gro¨bner basis routines for the rational function field Q(t) in
the programming language Magma.
2.3.3 Computation of the Picard-Fuchs system
Let F be a computable field of characteristic zero. Let Pt ∈ F [t][x0, x1, · · · , xn+1]
be a homogeneous polynomial of degree d in the variables x0, x1, . . . , xn+1 with
coefficients in the polynomial ring F [t]. Let Yt ⊂ P
n+1
F (t) be the hypersurface
defined by the equation Pt = 0. We shall assume that Yt is smooth and
in general position, see Definition 2.7. Denote by ∆n,d(Pt) ∈ F [t] the non-
zero polynomial obtained by specialising ∆n,d at the coefficients of Pt. Let
∆(t) ∈ F [t] be any non-zero polynomial which contains ∆n,d(Pt) as a factor.
Define A := F [t, 1/∆(t)] and S := Spec(A). Let X ⊂ Pn+1S be the scheme
defined by Pt = 0 and U be its affine complement.
Note 2.10 One is really just interested in the case ∆(t) := ∆n,d(Pt) but it is
harmless to excise some additional fibres and allowing this eases the statements
of some results.
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Corollary 2.11. The set of cohomology classes {[b] | b ∈ BU} is an A-basis for
Hn+1dR (U/S).
Here the P in the definition of BU should be specialised to Pt.
Proof. By Theorem 2.6, noting Hn+1dR (U/R) is a quotient Z/B and tensor prod-
uct of rings • ⊗R(1) A is right exact.
Letting H denote the primitive part of HndR(X/S) we deduce the following.
Corollary 2.12. The Dwork basis BX is an A-basis for H.
We can now present our theorem on Picard-Fuchs systems for projective
hypersurfaces.
Theorem 2.13. The matrix N(t) for the Gauss-Manin connection ∇ restricted
to the primitive middle-dimensional cohomology H of X → S with respect to
the Dwork basis BX is effectively computable.
Proof. Equivalently, we compute the Gauss-Manin connection on the basis of
Hn+1dR (U/S) given by classes of forms in BU . Partition the basis of differential
forms BU via pole order k along X as before,
BU =
n+1⊔
k=1
BU,k.
For 0 ≤ k ≤ n, let Hk denote the A-module spanned by the image of ⊔k+1j=1B
j
U
in the primitive middle-dimensional cohomology H of X → S. Then H• is
the Hodge filtration on H. The Gauss-Manin connection ∇ = ∇ d
dt
is just
differentiation of cohomology classes w.r.t. the parameter followed by reduction
in cohomology. Computing ddt on a basis element is straightforward:[
xwΩ
P kt
]
d
dt7−→
[
−kxw dPtdt Ω
P k+1t
]
, (3)
where square brackets indicates the cohomology class of a differential form.
Reduction in cohomology is performed via linear algebra as in Section 2.3.2, by
specialising all of the matrices ∆
(k)
n,d at the coefficients in F [t] of the polynomial
Pt.
This explicit description of the computation of the Picard-Fuchs matrix N(t)
via linear algebra shows that it has a particular block form. Specifically, for
1 ≤ k ≤ n + 1 let ∆
(k)
n,d(Pt) denote the specialisation of the polynomial ∆
(k)
n,d
from Section 2.3.2 at the coefficients of Pt. Define ∆
(0)
n,d(Pt) := 1.
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Corollary 2.14. Let N(t) be the Picard-Fuchs matrix w.r.t. the Dwork basis,
and Nk,ℓ (1 ≤ k, ℓ ≤ n + 1) the block of entries which gives for b ∈ BU,ℓ the
coefficients in ∇(b) of the elements in BU,k. Then for k − 1 ≤ ℓ the matrix ℓ∏
j=k−1
∆
(j)
n,d(Pt)
Nk,ℓ
has entries in F [t]. For k > ℓ+ 1 we have Nk,ℓ = 0 (Griffiths’s transversality).
Proof. Let b ∈ BU,ℓ. Then by (3), ∇(b) can be represented by a differential
form with pole order ℓ+1 along X . Now use the explicit pole reduction method
at the end of Section 2.3.2, specialising P to Pt and tensoring R-modules by
• ⊗R F [t], to write this as an F (t)-linear combination of the basis BU , dividing
by ∆
(j)
n,d(Pt) (1 ≤ j ≤ ℓ) when reducing pole orders from j+1 to j modulo exact
forms. Precisely, when one has reduced modulo exact forms to a get pole of order
k plus an F [t, 1/
∏ℓ
j=k∆
(j)
n,d(Pt)]-linear combination of ∪
ℓ
j=k+1BU,j , one needs to
divide by ∆
(k−1)
n,d (Pt) to obtain an F [t, 1/
∏ℓ
j=k−1 ∆
(j)
n,d(Pt)]-linear combination
of ∪ℓj=kBU,j modulo an exact form and a form of pole order k − 1, cf. (2).
In particular, provided ∆n,d(Pt) is squarefree then the Picard-Fuchs matrix
has simple poles at the finite points. This is true generically if ∆n,d itself is
squarefree, which in turn follows if one finds one specialisation of maximum
degree which is squarefree; that is, one suitable family. The author expects that
a Lefschetz pencil would work, but he has not proved this.
2.3.4 Semistable reduction for hypersurfaces
We come to the main theorem of Section 2.3. Recall that for e a positive integer
and S = Spec(F [t, 1/∆(t)]), we define Se := Spec(F [s, 1/∆(s
e)]) with Se → S
defined by t 7→ se and write Xe := X ×S Se.
Theorem 2.15. There exists an explicit deterministic algorithm with the fol-
lowing input and output. The input to the algorithm is a homogeneous polyno-
mial Pt ∈ F [t][x0, x1, . . . , xn] and a polynomial ∆(t) ∈ F [t] such that writing
S := Spec(F [t, 1/∆(t)]) the fibres in the family X → S defined by Pt are smooth
and in general position. The output is a positive integer e, a basis Be for the
primitive middle-dimensional cohomology of Xe → Se and a matrix N(t) for
the Gauss-Manin connection ∇e on this basis which has only a simple pole at
s = 0 with nilpotent residue matrix.
Proof. By Theorem 2.13 one can compute the matrix for the Gauss-Manin
connection ∇ on the primitive middle-dimensional cohomology of X → S. If
∆(0) 6= 0 then we are done. Otherwise, Theorem 2.4 performs the necessary
pull-back Se → S and change of basis defined over the whole of Se.
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3 Degenerations in positive characteristic
Let Fq be the finite field with q elements of characteristic p, K be the unique
unramified extension of the field of p-adic numbers Qp of degree logp(q), and W
be the ring of integers of K. Let K¯ denote an algebraic closure of K.
3.1 Relative rigid cohomology
Let X→ S be a morphism of W -schemes where S is an open subscheme of A1W .
Definition 3.1. We shall say that “Assumption (SP) holds” if either X→ S is
smooth and proper, or it is the restriction of a smooth and proper morphism to
the complement of a normal crossings divisor with smooth components over S.
We shall assume throughout Section 3 that Assumption (SP) holds. Write
S := Spec(A) where A = W [t, 1/∆(t)] for some polynomial ∆(t) ∈ W [t]. We
assume that p does not divide ∆(t). Let XK → SK and X → S denote maps on
generic and special fibres, respectively. Let AK := A ⊗W K and define A
†
K to
be the weak completion of A tensored by K. Precisely, denote the completion
of A w.r.t. the Gaussian norm [5, Page 10] by Aˆ. Then A†K consists of series
in Aˆ ⊗W K which converge on P
1
K¯ with open disks of some unspecified radius
less than one around the roots of ∆(t) and infinity removed. Thus A†K has a
p-adic valuation ordp(·), and one may extend this to matrix rings over A
†
K in
the obvious way. Define the Frobenius σ : A†K → A
†
K by σ : t 7→ t
p and let it
act on coefficients by the usual Frobenius automorphism of K.
Let Hmrig(X/S) denote the mth relative rigid cohomology of X → S. (We
refer to [7, Section 2], [20, Section 3] and [21] for details and references on the
construction of relative rigid cohomology.) This is a locally free A†K-module of
finite rank equipped with a connection ∇rig and σ-linear Frobenius F which
commute, in the following sense. By Assumption (SP) we have the comparison
theorem [20, Theorem 3.1]
Hmrig(X/S)
∼= HmdR(XK/SK)⊗AK A
†
K . (4)
Since HmdR(XK/SK) is a locally free module over a principal ideal domain it
is free. Thus Hmrig(X/S) is actually a free A
†
K-module. Let B be a basis for
HmdR(XK/SK) and N(t) the matrix for the Gauss-Manin connection ∇ w.r.t.
B. Write Brig := {b ⊗ 1A†
K
} for the associated basis of Hmrig(X/S). Then by
the comparison theorem the matrix for ∇rig w.r.t. Brig is also N(t). Let F (t)
denote the matrix for Frobenius F w.r.t. Brig. Thus F (t) has entries in A
†
K .
The matrix F (t) is invertible and
dF
dt
+N(t)F (t) = F (t)σ(N(t))ptp−1. (5)
This equation exactly describes the “commutativity” of ∇rig and F.
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Denote by R the Robba ring around t = 0 [14, Chapter 15.1]. That is, the
ring of two-way infinite Laurent series with coefficients in K which converge
on some open annulus of outer radius one and unspecified inner radius r < 1
around the origin. From the definition of A†K one sees there is an embedding
A†K →֒ R via local expansions. Letting K((t)) denote the usual ring of one-way
infinite Laurent series one may embed AK →֒ K((t)). Thus the entries of N(t)
and F (t) may be expanded locally around t = 0 to give elements in K((t)) and
R respectively.
3.2 Limiting Frobenius structures
3.2.1 A surprising lemma
Suppose that ∆(0) = 0: then when one embeds entries in the matrix F (t) into
the Robba ring R one expects infinitely many non-zero negative power terms
in their Laurent series expansions. The following result is surprising and rather
deep.
Lemma 3.2. Let N(t) =
∑∞
i=−1Nit
i be an r × r matrix such that the entries
of tN are power series over K convergent in the open unit disk, and N−1 is a
nilpotent matrix. Let F (t) =
∑∞
i=−∞ Fit
i be an r × r matrix whose entries are
(two-way infinite) Laurent series over K convergent on some open annulus with
outer radius 1. Suppose N and F satisfy (5). Then Fi = 0 for i < 0, so F (t)
converges on the whole open unit disk.
Proof. This is exactly [13, Lemma 6.5.7], which in turn is a consequence of
[14, Proposition 17.5.1]. The proof has two steps. First, one assumes that
tN(t) = N0, a nilpotent matrix. Then (5) becomes
t
dF
dt
+N0F = pFσ(N0).
Now compare coefficients of ti on both sides and observe that the map on
matrices X 7→ N0X + X(i − pσ(N0)) has all eigenvalues equal to i since N0
and σ(N0) are nilpotent, by [5, Lemma III.8.4]. Hence we see Fi = 0 for i 6= 0.
Next, to reduce the general case to the case tN(t) = N0 one uses a deep “transfer
theorem” of Christol and Dwork [14, Theorem 13.7.1].
Note 3.3 The choice of Frobenius lift t 7→ tp is key to the proof — this was
stressed to the author by Kiran Kedlaya. In the original deformation algorithm,
the author used the lift s 7→ sp where s is the local parameter around t = 1; that
is, t 7→ (t− 1)p + 1. With this choice of lift one expects an essential singularity
at t = 0 in F (t) unless the family X/S has a “smooth extension” over the origin.
This simple observation is the key to extending the deformation method to the
case of degenerations — it eluded the author for many years.
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3.2.2 Definition and uniqueness
We now define our limiting Frobenius structures. Note that in this section
all bases Brig for H
m
rig(X/S) arise by extension of scalars from a basis B of
HmdR(XK/SK).
Definition 3.4. Let F (t) and N(t) be the matrices for the Frobenius and con-
nection, respectively, w.r.t. some basis Brig of H
m
rig(X/S). Assume that the
hypotheses of Lemma 3.2 are satisfied. Write N0 := (tN(t))t=0 for the nilpotent
residue matrix, F0 := F (0) and H0 := 〈Brig〉K . Then by equation (5) we have
N0F0 = pF0σ(N0). We call (H0,N0,F0) the limiting Frobenius structure (in
dimension m of the family X→ S) at t = 0 w.r.t. the basis Brig.
Lemma 3.5. With notation and hypotheses as in Definition 3.4, the matrix F0
is invertible.
Proof. Define M := −N t and G := (F−1)t. Then the pair (M,G) is the “dual
overconvergent F -isocrystal” and satisfies the differential equation
dG
dt
+M(t)G(t) = G(t)σ(M(t))ptp−1.
Now tM(t) converges on the p-adic open unit disk and M(t) has residue matrix
−Nt0, which is nilpotent. Hence by Lemma 3.2, G(t) =
∑∞
i=0Git
i converges on
the open unit disk. But FGt = I and so F0G
t
0 = I and F0 is invertible.
Lemma 3.6. Assume there are two bases Brig and B
′
rig which satisfy the hy-
pothesis in Definition 3.4. Let (H0,N0,F0) and (H
′
0,N
′
0,F
′
0) be the associated
limiting Frobenius structures at t = 0. Then there exists an invertible matrix
H0 over K such that N
′
0 = H0N0H
−1
0 and F
′
0 = H0F0σ(H0).
Proof. Let H(t) be the local expansion around the origin of the change of ba-
sis matrix from B to B′; hence also from Brig to B
′
rig. Let N(t) and N(t)
′
denote the connection matrices w.r.t. the two bases, and N0 = (tN(t))t=0,
N′0 = (tN(t)
′)t=0 the two nilpotent matrices. (Beware here and elsewhere that
the prime superscript has nothing to do with differentiation.) Then (tN ′) =
H(tN)H−1+ tdHdt H
−1 and so (tN ′)H−H(tN) = tdHdt . Write H(t) = H−st
−s+
· · · as a Laurent series with matrix coefficients where H−s 6= 0. So N
′
0H−s −
H−sN0 = −sH−s. But the operator on matrices X 7→ N
′
0X −XN0 has eigen-
values the difference of the eigenvalues of the two nilpotent matrices N0 and
N′0, by [5, Lemma III.8.4]. That is, its eigenvalues are all zero. So s = 0
and H has entries in K[[t]]. By a symmetrical argument so does H−1 and
so H(t) = H0 + H1t + · · · where H0 is invertible. Thus N
′
0 = H0N0H
−1
0 .
Since the Frobenius map F is σ-linear, the change of basis formula shows
F′0 = H0F0σ(H0).
Thus we may speak of “the” limiting Frobenius structure (H0,N0,F0) as an
abstract triple of a vector space H0 over K, a nilpotent linear operator N0 and
an invertible σ-linear operator F0 such that N0F0 = pF0N0, provided it exists
w.r.t. at least one basis.
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3.2.3 Existence
The limiting Frobenius structure might only exist after making a cover of the
base. We now prove the existence of a “smallest” limiting Frobenius structure
under a lifting hypothesis.
For e a positive integer, write Ae :=W [s, 1/∆(s
e)], (AK)e := K[s, 1/∆(s
e)]
and (A†K)e for the weak completion of Ae tensored by K. Define A → Ae,
AK → (AK)e and A
†
K → (A
†
K)e by t 7→ s
e. Let Se := Spec(Ae), so there is
a morphism Se → S. One may pull-back the family X → S via Se → S to get
Xe → Se where Xe := X ×S Se. Write Xe → Se and (XK)e → (SK)e for the
maps on special and generic fibres. The morphism Xe → Se is smooth (even
when p divides e and Se → S is not) and we have as before
Hmrig(Xe/Se)
∼= HmdR((XK)e/(SK)e)⊗(AK)e (A
†
K)e. (6)
Definition 3.7. Assume that the hypotheses of Definition 3.4 are satisfied for
the family Xe → Se after pulling back the base Se → S for some positive integer
e. Let (H0,N0,F0) be the limiting Frobenius structure for Xe → Se at s = 0.
We call (H0,N0,F0, e) a limiting Frobenius structure for X→ S at t = 0.
Note that if one has a chain of covers Se′ → Se → S and a limiting Frobenius
structure (H0,N0,F0, e) “on” Se one may pull it back to a limiting Frobenius
structure (H0, (e
′/e)N0,F0, e
′) “on” Se′ . We then say that the latter factors
through the former.
We now state our main theorem on the existence of limiting Frobenius struc-
tures. Recall that Assumption (SP) is still in place. We shall call the p-adic
open unit disk around t = 0 with the origin removed the “punctured” p-adic
open unit disk around t = 0.
Theorem 3.8. Assume that the polynomial ∆(t) has no zeros in K¯ within the
punctured p-adic open unit disk around t = 0. Then a limiting Frobenius struc-
ture (H0,N0,F0, e) at t = 0 exists. Moreover, there exists a unique “smallest”
such limiting Frobenius structure, such that any other factors through it.
Proof. Let B be any basis for HmdR(XK/SK), r be the size of this basis, and
N(t) the matrix for the Gauss-Manin connection w.r.t. this basis. The matrix
N(t) converges on the punctured p-adic open unit disk around t = 0, since it
has poles only at the roots of ∆(t). Theorem 2.4 guarantees the existence of a
smallest positive integer e and change of basis matrix H ∈ GLr(K[s, s
−1]) (here
t = se) such that the matrix for the Gauss-Manin connection on (Be)[H(s)] has
only a simple pole at s = 0 with nilpotent residue matrix. Here e is taken
to be the lowest common multiple of the denominators of the eigenvalues λi
of the residue matrix which occur in the proof of Theorem 2.4. (Note that the
hypothesis of computability on the base field F is only used to establish that the
change of basis matrix H(s) is computable.) Denote this connection matrix by
N(s)′. Since H ∈ GLr(K[s, s
−1]), the matrix N(s)′ converges on the punctured
p-adic open unit disk around s = 0. Thus the hypotheses of Definition 3.7 apply
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after making the base change Se → S and we may define a limiting Frobenius
structure at t = 0.
A necessary condition for the existence of a limiting Frobenius structure
after pulling back the base Se′ → S is that e
′λi are integers. Hence for any such
e′ we have that e divides e′, hence Se′ → S factors through Se → S. Thus we
can pull back the limiting Frobenius structure (H0,N0,F0, e) via Se′ → Se and
apply Lemma 3.6 for the final claim.
We call the “smallest” limiting Frobenius structure which occurs in Theorem
3.8, “the” limiting Frobenius structure at t = 0.
Note 3.9 Provided the characteristic p does not divide e, then the morphism
Se → S reduces to an unramified cover Se → S. Thus here we have made the
overconvergent F -isocrystal Hmrig(X/S) “unipotent around zero” after making
an unramified cover of the base S. So our construction here agrees with one
arising from the semistable reduction theorem. If p divides e then our construc-
tion seems unnatural, since the cover Se → S is totally ramified. The author
suspects that the hypothesis on ∆(t) in Theorem 3.8 cannot be satisfied when
the order e of the finite part of the local monodromy around the origin of the
family XK → SK is divisible by p. He has a few examples which suggest this,
but no conceptual explanation as to why the order of the monodromy should
be related to roots of ∆(t) within the punctured p-adic open unit disk.
Let us conclude with a definition which brings together the properties re-
quired for Theorem 3.8 to hold.
Definition 3.10. We shall say that a morphism X → S ⊆ A1Fq of Fq-varieties
has a good lift around zero if it arises by base change from a morphism X→ S of
W -schemes with the following property. Assumption (SP) is satisfied (Definition
3.1), and writing S = Spec(W [t, 1/∆(t)]) the polynomial ∆(t) has no zeros in
K¯ within the punctured p-adic open unit disk around zero.
So by Theorem 3.8, limiting Frobenius structures exist when one has a good
lift around zero.
3.2.4 Computability: definitions and a sketch
We now turn to the question of computing limiting Frobenius structures. The
field K is uncountable and thus we immediately encounter two problems. First,
one cannot perform exact arithmetic inK. Second, we cannot directly apply the
results of Section 2, since there the base field F is assumed to be countable. A
convenient solution to both problems is to work in a suitable algebraic number
field L ⊂ K, using exact arithmetic in L when we wish to apply the “algebraic”
theory from Section 2, and approximating elements in K by those in L during
the “analytic” parts of the algorithm.
Precisely, assume that we have an algebraic number field L with ring of
integers OL in which the prime p is inert with residue field Fq. We have the
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natural embedding OL →֒ W given by localisation at p. First, we give an
“algebraic” version of Definition 3.10.
Definition 3.11. We shall say that a morphism X → S ⊆ A1Fq of Fq-varieties
has a good algebraic lift around zero if it arises by base change from a morphism
XOL → SOL of OL-schemes with the following property. Assumption (SP) is
satisfied for X := XOL ×OL W → S := SOL ×OL W (Definition 3.1), and writing
SOL = Spec(OL[t, 1/∆(t)]) the polynomial ∆(t) has no zeros in K¯ within the
punctured p-adic open unit disk around zero.
When we have a good algebraic lift XOL → SOL , write XL → SL for the
base change by • ⊗OL L. By Theorem 3.8 “the” limiting Frobenius structure
(H0,N0,F0, e) exists for X→ S when one has a good algebraic lift around zero.
Unfortunately, we cannot hope to compute it, since any matrix for F0 has entries
in the uncountable field K. Thus we need a notion of an “approximate” limiting
Frobenius structure.
For N and r positive integers and F0 ∈ GLr(K), we shall call a matrix
F˜0 ∈ GLr(L) a p
N -approximation to F0 if ordp(F˜0 − F0) ≥ N .
Definition 3.12. Let N be a positive integer. Assume that X → S has a good
algebraic lift around zero. A pN -approximation to the limiting Frobenius struc-
ture at t = 0 in dimension m for the smooth morphism X → S is a quadruple
(H0,N0, F˜0, e) with the following properties,
• H0 is a vector space over K, N0 a nilpotent matrix over L, and F˜0 an
invertible matrix over L.
• the limiting Frobenius structure for X→ S in dimension m at t = 0 exists
and w.r.t. some basis is (H0,N0,F0, e) with F˜0 a p
N -approximation to
F0.
The “algebraic” part of the algorithm for computing approximate limiting
Frobenius structures is to find an integer e and basis for HmdR((XL)e/(SL)e) such
that the matrix for the connection has a simple pole at s = 0 with nilpotent
residue matrix. (We use analogous notation for pulling back SL-schemes via the
morphism t 7→ se as before; that is, introduce a subscript e.) This allows us to
compute exactly the nilpotent monodromy matrix N0, and of course the integer
e. The following theorem shows this can be accomplished provided we know the
connection matrix on some initial basis for HmdR(XL/SL).
Theorem 3.13. There exists an explicit deterministic algorithm with the fol-
lowing input and output. The input is a matrix for the Gauss-Manin connection
∇ w.r.t. some basis of HmdR(XL/SL), where X → S has a good algebraic lift
around t = 0 . The output is a matrix N(s) for ∇e w.r.t. some explicit basis of
HmdR((XL)e/(SL)e) such that N(s) converges on the punctured p-adic open unit
disk around s = 0 and has a simple pole at s = 0 with nilpotent residue matrix.
Proof. Let B be the basis used for the input. Then the connection matrix w.r.t.
this basis has only poles at the roots of ∆(t) and thus converges on the punctured
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p-adic open unit disk around t = 0. Now we apply Theorem 2.4 exactly as in
the proof of Theorem 3.8 noting that L is computable.
The “analytic” part of the algorithm is to compute a suitable approximation
to the matrix for Frobenius on this basis. Let us first formalise our notion of
approximate Frobenius matrices. For e ≥ 1 define as before (A†K)e to be the
weak completion of W [s, 1/∆(se)] tensored by K. Write (AL)e := L[s, 1/∆(s
e)]
and note that (AL)e →֒ (A
†
K)e. Let N and r be positive integers. We call
F˜ (s) ∈ GLr((AL)e) a p
N -approximation to F (s) ∈ GLr((A
†
K)e) if ordp(F˜ (s)−
F (s)) ≥ N . Thus our aim is to compute a pN -approximation F˜ (s) to the matrix
F (s) for Frobenius on this basis, and then “specialise” this approximation at
s = 0 to obtain a pN -approximation F˜0 to F0. The approximation F˜ (s) can be
found using the original deformation method.
Rather than state a formal theorem on approximate computability of limiting
Frobenius structures in this general setting, let us focus now on the case of
degenerations of projective hypersurfaces.
3.3 Hypersurfaces
In this section we prove our main result (Theorem 3.15) on the computability
of limiting Frobenius structures for degenerations of hypersurfaces, and discuss
the asymptotic complexity of the algorithm underlying this theorem (Section
3.3.2).
3.3.1 Computability of limiting Frobenius structures
Let us make a convenient definition to ease the statement of our main theorem.
As before OL is the ring of integers of an algebraic number field L which is inert
at the rational prime p with residue field Fq, and OL →֒ W is the embedding.
Now take F to be the computable field L and define notation in a similar
manner to the first paragraph of Section 2.3.3 but taking Pt to have coefficients
in OL[t] instead of L[t]. Precisely, let ∆(t) ∈ OL[t] be any polynomial which
has as a factor the polynomial ∆n,d(Pt) defined by specialising ∆n,d at the
coefficients of Pt. Assume ∆(t) 6= 0. Let SOL := Spec(OL[t, 1/∆(t)]) and
XOL ⊂ P
n+1
SOL
be the scheme defined by Pt = 0. Denote by X → S (respectively
XL → SL) the morphism of Fq-varieties (respectively L-varieties) obtained by
tensoring XOL → SOL by • ⊗OL Fq (respectively • ⊗OL L). So each fibre in the
family XL → SL is smooth and in general position (Definition 2.7). Now make
the additional assumption that ∆(1) 6= 0 mod p and ∆(t) has no zeros in the
punctured p-adic open unit disk around t = 0.
Definition 3.14. We shall say that a smooth family of hypersurfaces X → S of
degree d over Fq is in general position and has a good algebraic lift around t = 0
if it arises by reduction modulo p from a morphism XOL → SOL of OL-schemes
of the type described in the paragraph immediately above.
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Theorem 3.15. There exists an explicit deterministic algorithm which takes as
input a positive integer N and a smooth family of hypersurfaces X → S over
Fq which is in general position and has a good algebraic lift around t = 0, and
gives as output a pN -approximation to the primitive middle-dimensional limiting
Frobenius structure at t = 0 of the family X → S.
Proof. Let B := BXL be the Dwork basis for the primitive middle-dimensional
cohomology of XL → SL. Theorem 2.13 shows that one may compute the matrix
N(t) for the Gauss-Manin connection on B. Theorem 3.13 then allows us to
compute the pull-back (SOL)e → SOL and basis change matrix H(s) needed so
that the Picard-Fuchs matrix N(s)′, say, w.r.t. the basis (Be)[H(s)] has a simple
pole at s = 0 with nilpotent residue matrix and converges on the punctured
p-adic open unit disk. Let −δ be the minimum of the p-adic orders of H(s)
and H(s)−1. Suppose that one can compute a pN+2δ-approximation F˜ (t) to the
matrix for Frobenius F (t) on Brig. Then by substituting t = s
e and changing
basis by H(s) one obtains a pN -approximation F˜ (s)′, say, to the matrix for
Frobenius F (s)′ on (Brig,e)[H(s)]. By Lemma 3.2 the matrix F (s)
′ has no pole
at s = 0 and specialising sN(s)′ and F˜ (s)′ at s = 0 gives the data of a pN -
approximation of the limiting Frobenius structure. (One has to take some care
in “specialising” F˜ (s)′ at s = 0 as this matrix may have a pole. To obtain
an approximation of F (0)′ embed the entries of F˜ (s)′ in L((t)) and take the
coefficient of t0.)
To compute the matrix F˜ (t) itself we use the deformation method. This
requires two inputs. First, the Picard-Fuchs matrix N(t). Second, the matrix
for the Frobenius action on the basis B1 of H
n
rig(X1) obtained from Brig via
Hnrig(X1)
∼= Hnrig(X/S)⊗A†
K
K (t 7→ 1) [20, Theorem 3.2]. The matrix for the
Frobenius action on the fibre is needed to some higher p-adic precision, due
to precision loss during the deformation method. Precisions required can be
calculated as in [13, Section 6], [20, Section 5]. One uses Kedlaya’s algorithm
to calculate the Frobenius matrix at the fibre t = 1 [1, Section 3.5].
Note 3.16 Note that here Assumption (SP) is satisfied, since the primitive
cohomology is just that of the family of complements of the smooth hypersur-
faces in Pn+1W . Of course, by primitive middle-dimensional limiting Frobenius
structure we mean the limiting Frobenius structure in the middle dimension for
this family of complements. Indeed, there is a small clash of notation between
Section 2 and 3 — we really wish to take the family “X → S” in Section 3 to
be the family of complements of hypersurfaces, not the family “XL → SL” of
hypersurfaces itself.
3.3.2 Complexity
We do not attempt an asymptotic analysis of the algorithm in Theorem 3.15,
but confine ourselves instead to a few comments.
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Assume that the matrix for the Gauss-Manin connection w.r.t. to the Dwork
basis has a simple pole with nilpotent residue matrix. Then our algorithm is
exactly the same as the original deformation method, except that we use the
Frobenius lift t 7→ tp rather than t − 1 7→ (t − 1)p (Note 3.3). When we solve
the Picard-Fuchs differential system locally around t = 1 during the algorithm,
using the lift t 7→ tp is slower in practice than using the lift (t−1) 7→ (t−1)p (cf.
[20, Section 5.1]); however, provided one uses the “Tsuzuki method” [20, Section
5.1.2] the asymptotic complexity is the same. To obtain asymptotic complexity
bounds, it is simpler to assume that one only computes the matrix for the
connection w.r.t. the Dwork basis to a suitable p-adic precision rather than as
an exact matrix of rational functions over an algebraic number field. This is all
worked out explicitly in the analogous setting of “Dwork cohomology” in [19,
Sections 5, 6.1, 10: Step 2]. By comparison with the analysis in [20, Section 10],
one sees that using an approximate connection matrix our algorithm certainly
has running time which is polynomial in p, logp(q), (d + 1)
n and N .
A necessary condition for our assumption on the connection matrix to be
met is that the pull-back e = 1, and hence the Picard-Lefschetz transforma-
tion is unipotent, cf. Theorem 4.2. When this geometric condition is met (for
example, a semistable degeneration of curves) then the author has observed
that frequently in practice our assumption on the connection matrix holds true.
However, it is certainly not the case that it is always true, and the author does
not understand its true geometric significance, if any.
When the matrix for the connection does not have a simple pole with nilpo-
tent residue matrix w.r.t. the Dwork basis, then the author makes no claims
on the complexity of the algorithm. Computing pull-backs and using shearing
transformations to prepare eigenvalues is not too problematic — both were usu-
ally necessary for the examples in Section 5. The most time consuming problem
in practice is when there is not even a simple pole, and one needs to use a cyclic
vector; see Example 5.8.
3.4 Limit Frobenius-Hodge structures
We conclude our description of degenerations in positive characteristic with a
less formal discussion of the integral structure and Hodge filtration on our lim-
iting Frobenius structures. Our hope is to convince the reader without detailed
proofs that these additional structures exist and can be computed in quite wide
generality.
Assume that we have an algebraic number field L with ring of integers OL,
and a smooth and proper morphism XOL → SOL of OL-schemes, where SOL =
Spec(AOL) with AOL := OL[t, 1/∆(t)] for some ∆(t) ∈ OL[t]. We denote by
XL → SL extension of scalars of XOL → SOL from OL to L. We follow our
usual convention of using the subscript e to denote pulling-back along the base
via se := t. Theorem 2.4 guarantees the existence of e ≥ 1 and a basis for
HmdR((XL)e/(SL)e) such that the matrix for the Gauss-Manin connection w.r.t.
this basis has a simple pole at s = 0 with nilpotent residue matrix. To simplify
notation in our discussion let us suppose that e = 1, and write B for the basis.
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Let p be a rational prime which is inert in OL, and X→ S be the morphism
obtained by base change from OL to W . Denote by H
m
cris(X/S) relative crys-
talline cohomology. Write A := AOL ⊗OL W , let Aˆ be the p-adic completion of
A, and let A† be the weak completion of A (not tensored by K), see Section
3.1. We claim then that B maps naturally to a free Aˆ-basis Bcris for H
m
cris(X/S)
provided p is sufficiently large. We argue as follows.
For almost all such rational primes p one may canonically map B to a
subset BdR of H
m
dR(X/S) and provided p is sufficiently large (depending on
the geometry of the morphism XL → SL) then H
m
dR(X/S) will be free with
BdR as an A-basis. One expects a crystalline relative comparison theorem,
Hmcris(X/S)
∼= HmdR(X/S) ⊗A Aˆ, although the author does not know of a ref-
erence. Thus extending scalars BdR maps to an Aˆ-basis Bcris of H
m
cris(X/S).
One can make this construction of Bcris entirely explicit for families of smooth
hypersurfaces using a relative version of the theorems and algorithms in [1].
Write HW := H
m
cris(X/S) and denote by F the Frobenius on HW . The
cohomology group HW inherits a filtration H
•
W from the Hodge filtration on
HmdR(X/S). Applying Mazur’s “Frobenius-Hodge theorem” [23] fibre-by-fibre it
follows that F is “divisible by pi” on HiW ; that is, F(H
i
W ) ⊆ p
iHW .
Assume now that p is such that Bcris is a basis for HW . Let F (t)cris denote
the matrix for F w.r.t. the basis Bcris. Since Bcris is also naturally a basis for
Hmrig(X/S) the matrix F (t)cris has entries in A
†
K ∩ Aˆ = A
†. The connection
matrix N(t)cris has coefficients in AOL ⊂ A and a simple pole at t = 0 with
nilpotent residue matrix. For all but finitely many primes N(t)cris will converge
on the punctured p-adic open unit disk around zero. Thus if we further exclude
this finite set of primes, the basis Bcris will satisfy the hypotheses of Definition
3.4 and one can specialise at t = 0 to obtain a triple (H0,N0,F0)W of a free W -
module H0 with operators N0 and F0 such that N0F0 = pF0N0 and N
m+1
0 = 0.
Moreover, there is a natural filtration H•0 such that F0(H
i
0) ⊆ p
iH0 coming
from the Hodge filtration on HW .
Allowing once again e > 1 we have constructed the “limiting Frobenius-
Hodge structure” (H•0 ,N0,F0, e)W from Section 1. Note that when XL → SL
“extends” to a semistable degeneration over the origin (cf. Definition 4.9) we
have e = 1, and the pair “(H•0,N0)W ⊗W C” is exactly the limiting mixed Hodge
structure from complex algebraic geometry [28, Chapter 11].
Note 3.17 The term “limiting mixed Hodge structure” arises naturally since
there is already the notion of a “mixed Hodge structure” and a “Hodge struc-
ture”. In rigid or crystalline cohomology there is no formal notion of a “Frobe-
nius structure” to the author’s knowledge, although the term is used loosely,
e.g. in “differential equation with a Frobenius structure”. The object which we
call a “limiting Frobenius structure” might be better called a “limiting mixed
F -isocrystal”, and our “limiting Frobenius-Hodge structure” a “limiting mixed
Hodge F -crystal”.
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4 Degenerations and “Clemens-Schmidt”
This section contains no original theorems, but rather gives a conjectural inter-
pretation of the geometric significance of the limiting Frobenius structures we
define. The notation in Sections 4.1, 4.2.1 and 4.2.2 mainly follows the original
sources, and only in Section 4.2.3 do we return to the notation from Section 3.
4.1 Complex algebraic varieties
The material in this section is based upon the exposition in [26]. Throughout
Hm(•) and Hm(•) denote singular cohomology and homology, respectively, with
rational coefficients
Let ∆ denote the complex open unit disk. A degeneration is a proper flat
holomorphic map π : X → ∆ of relative dimension n such that Xt := π
−1(t) is a
smooth complex variety for t 6= 0, and X is a Kahler manifold. A degeneration
is semistable if the central fibre X0 is a reduced divisor with global normal
crossings; that is, writing X0 =
∑
iX0,i as a sum of irreducible components,
each X0,i is smooth and the X0,i meet transversally.
We recall a fundamental theorem on degenerations, due to D. Mumford with
the assistance of F. Knudsen and A. Waterman, see [26] or [25, Page 102].
Theorem 4.1 (Semistable Reduction). Given a degeneration π : X → ∆ there
exists a base change b : ∆→ ∆ (defined by t 7→ te for some positive integer e),
a semistable degeneration ψ : Y → ∆ and a diagram
Y
f
99K Xb −→ X
ψ
ց ↓ ↓
∆
b
−→ ∆
such that f : Y 99K Xb is a bimeromorphic map obtained by blowing up and
blowing down subvarieties of the central fibre.
Let π : X → ∆ be a degeneration, and π∗ : X∗ → ∆∗ the restriction to the
punctured disk ∆∗ := ∆\{0}. Fix a smooth fibre Xt (t 6= 0). Since π
∗ is a C∞
fibration, the fundamental group π1(∆
∗) acts on the cohomology Hm(Xt), for
each 0 ≤ m ≤ 2n. The map
Tm : H
m(Xt)→ H
m(Xt)
induced by the canonical generator of π1(∆
∗) is called the Picard-Lefschetz or
local monodromy transformation.
We have the following theorem which is usually attributed independently to
P. Griffiths, A. Grothendieck and A. Landman. (See [25, Page 106] for all but
the claim on k, and [17, Theorem I′] for the claim on k.)
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Theorem 4.2 (Local Monodromy Theory). The local monodromy transforma-
tion Tm is quasi-unipotent, with index of unipotency at most m. In other words,
there is some k such that
(T km − I)
m+1 = 0.
Moreover, if the central fibre X0 is a (possibly non-reduced) divisor
∑
i kiX0,i
with the X0,i smooth hypersurfaces on X meeting transversally, then one may
take k = lcm{ki}. In particular, if π : X → ∆ is semistable then T is unipotent
(k = 1).
Note that by blowing up subvarieties of the central fibre, one may always
replace the original degeneration with one in which the central fibre is a (possi-
bly non-reduced) union of smooth hypersurfaces crossing transversally without
changing the family outside of the central fibre.
Let π : X → ∆ be a semistable degeneration of fibre dimension n, and Tm the
local monodromy transformation on Hm(Xt) for some 0 ≤ m ≤ 2n. Since here
the monodromy is unipotent, we can define the logarithm Hm(Xt)
Nm→ Hm(Xt)
by the finite sum
Nm := log(Tm) = (Tm − I)−
1
2
(Tm − I)
2 +
1
3
(Tm − I)
3 − · · · .
The homology and cohomology groups with rational coefficients of the central
fibre X0 and the chosen fibre Xt (t 6= 0) carry canonical mixed Hodge structures
[26, Pages 114-116]. These fit together in an elaborate exact sequence.
Theorem 4.3 (Clemens-Schmidt sequence). Let π : X → ∆ be a semistable
degeneration and Nm the logarithm of local monodromy on H
m(Xt) for some
t 6= 0. There exists an exact sequence of mixed Hodge structures
· · · → H2n+2−m(X0)→ H
m(X0)→ H
m(Xt)
Nm→ Hm(Xt)
→ H2n−m(X0)→ H
m+2(X0)→ H
m+2(Xt)
Nm+2
→ Hm+2(Xt)→ · · · .
All the maps in this exact sequence are described explicitly on [26, Pages
108-109].
4.2 Varieties over finite fields
The material in Sections 4.2.1 and 4.2.2 follows closely the presentation in [9].
Beware that the “K” in these sections need not be the p-adic field from Section
3. Indeed, we are interested in geometric rather than arithmetic degenerations,
and so in our application K is equicharacteristic.
4.2.1 Semistable reduction
Let R be a henselian discrete valuation ring with field of fractions K and residue
field k of characteristic p > 0. Choose an algebraic closure K¯ of K, and denote
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by R¯ the normalisation of R in K¯, and k¯ the residue field of R¯ (which is an
algebraic closure of k).
Let S := Spec(R), s := Spec(k), s¯ := Spec(k¯), η := Spec(K), η¯ := Spec(K¯),
and f : X → S be a proper morphism. We say that f is semistable if locally
for the e´tale topology X is S-isomorphic to S[t1, · · · , tn]/(t1 . . . tr − π) where π
is a uniformizer on R. This implies that the generic fibre Xη is smooth, X is
regular, and the special fibre Xs is a divisor with normal crossings on X .
The following fundamental conjecture is known to be true at least when Xη
is a smooth projective curve.
Conjecture 4.4 (Semistable reduction). If Xη is smooth over η then there
exists a finite extension η′ of η such that Xη′ admits a proper and semistable
model X ′ → S′ on the normalisation S′ of S in η′.
4.2.2 Local monodromy in e´tale cohomology
Let I be the inertia group, defined by the exact sequence
1→ I → Gal(K¯/K)→ Gal(k¯/k)→ 1.
Write G := Gal(K¯/K) and let ρ : G → GL(V ) be a continuous representation
of G to a finite-dimensional Qℓ-vector space (ℓ 6= p). We say that the repre-
sentation is quasi-unipotent if there is an open subgroup I1 of I such that the
restriction to I1 of ρ is unipotent, i.e. ρ(g) is unipotent for all g ∈ I1.
Let f : X → S be a proper morphism, and Hm(Xη¯,Qℓ) denote e´tale co-
homology with coefficients in Qℓ of Xη¯. Then there exists a local monodromy
representation
ρm : G→ GLH
m(Xη¯,Qℓ). (7)
We have following following analogues of Theorem 4.2.
Theorem 4.5. [9, Corollaire 3.3] The local monodromy representation on
Hm(Xη¯,Qℓ) for a semistable degeneration f : X → S is unipotent. More pre-
cisely, for g ∈ I we have (ρm(g)− 1)
m+1 = 0.
Corollary 4.6. [9, Corollaire 3.4] Let f : X → S be a proper morphism with
Xη smooth over η. Assuming geometric semistable reduction (Conjecture 4.4),
the local monodromy representation on Hm(Xη¯,Qℓ) is quasi-unipotent.
Note 4.7 Grothendieck proved that any ℓ-adic representation of G is quasi-
unipotent, under a mild hypothesis on k [9, The´ore`me 1.2]. In the case in
which k is a finite field, this gives a proof of Corollary 4.6 which does not need
geometric semistable reduction.
Let f : X → S be a semistable degeneration and ρm the associated mon-
odromy representation (7). There exists a homomorphism tℓ : I → Zℓ(1) and a
unique nilpotent morphism
Nm : H
m(Xη¯,Qℓ)(1)→ H
m(Xη¯,Qℓ)
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such that
ρm(g) = exp(Nmtℓ(g)) for all g ∈ I.
Assume now that k is finite, and S is the henselisation of a closed point on a
smooth curve over k. (These conditions ensure in particular that the weight-
monodromy conjecture holds true, see [9, Pages 41-42].) The following is the
analogue in ℓ-adic e´tale cohomology of one piece of the Clemens-Schmidt se-
quence.
Theorem 4.8 (Local invariant cycle theorem). [9, Corollaire 3.11] For all m
there exists an exact sequence
Hm(Xs¯,Qℓ)→ H
m(Xη¯,Qℓ)
Nm→ Hm(Xη¯,Qℓ)(−1).
4.2.3 Rigid cohomology
There is not such a coherently worked out picture for the rigid (or crystalline)
cohomology of a degeneration. See [2, 24] for some partial results for rigid
cohomology (and the references therein for crystalline cohomology). By analogy
though the following suggests itself.
Let X → S ⊆ A1Fq be a morphism of varieties over Fq which has a good
lift around t = 0 (Definition 3.10). Then the limiting Frobenius structure
(H0,N0,F0, e) for X → S in dimension m around t = 0 exists and is unique
(Theorem 3.8 and Lemma 3.6). We shall write (Hm0 ,N0,F0, em) when we wish
to indicate the dependence of the limiting Frobenius structure on m.
Recall here that S = Spec(W [t, 1/∆(t)]) for some polynomial ∆(t) which has
no zeros in K¯ within the punctured p-adic open unit disk around zero but may
vanish at t = 0. It is interesting to note that if ∆(0) = 0 mod p (that is, 0 6∈ S),
then we must have ∆(0) = 0. (This follows by looking at Newton polygons since
∆(t) is not identically zero modulo p (for otherwise S is empty) and therefore
∆(t) contains a root in the p-adic open unit disk.)
Definition 4.9. Let X → S be any smooth morphism of varieties over Fq where
S ⊆ A1Fq\{0}. Let T := S ∪ {0} be the variety obtained by adjoining the origin
to S. We shall say that X → S extends to a semistable degeneration over the
origin if there exists a semistable degeneration Y → T which restricts to X → S
over S.
Here by “semistable degeneration” we mean in the sense of Section 4.2.1
when one localises Y → T around the origin. In this situation we shall write
X0 for the fibre of Y → T at the origin and refer to it as the degenerate fibre.
Note X → S may extend to a semistable degeneration over the origin in more
than one way; for example, one can blow up smooth points on the degenerate
fibre. Let us also define a semistable Fq-variety as one which is e´tale locally
isomorphic to Fq[t1, · · · , tn]/(t1 · · · tr) for some n and r ≤ n; so the degenerate
fibre in a semistable degeneration is semistable.
We recall the definition of a basic object in rigid cohomology.
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Definition 4.10. An F -isocrystal M over K is a finite-dimensional K-vector
space equipped with an injective σ-linear map F . For m ∈ Z, define M(m) to be
the F -isocrystal with the same underlying vector space as M but with the action
of F multiplied by p−m.
The F -isocrystal which is associated to the limiting Frobenius structure
(Hm0 ,N0,F0, em) is the pair (H
m
0 ,F0).
Define e := lcm0≤m≤2n(em) where n is the fibre dimension of X → S.
One may pull back the base Xe → Xem and the “smallest” limiting Frobenius
structure (Hm0 ,N0,F0, em) in dimensionm is replaced by (H
m
0 , (e/em)N0,F0, e).
Note that this has no effect on the kernel and cokernel of the monodromy oper-
ator, since N0 is multiplied by a non-zero integer, i.e., there is no ambiguity in
replacing em by e.
Conjecture 4.11. Let X → S ⊆ A1Fq\{0} be a morphism of varieties over Fq
which has a good lift around t = 0 and denote by (Hm0 ,N0,F0, em) the limiting
Frobenius structure at t = 0 in dimension m. Define e := lcm0≤m≤2n(em). Then
the morphism Xe → Se obtained by pulling back the base Se → S extends to a
semistable degeneration over the origin with degenerate fibre Xe,0. Moreover,
for any such extension there exists a “Clemens-Schmidt” exact sequence of F -
isocrystals
· · · → H2n+2−m,rig(Xe,0)(−n− 1)→ H
m
rig(Xe,0)→ H
m
0
N0→ Hm0 (−1)
→ H2n−m,rig(Xe,0)(−n− 1)→ H
m+2
rig (Xe,0)→ H
m+2
0
N0→ Hm+20 (−1)→ · · ·
for some covariant “rigid homology” functor Hj,rig(•) on semistable Fq-varieties
which vanishes outside of dimensions 0 ≤ j ≤ 2n.
The twistings here are chosen to be consistent with those on the filtered
vector spaces [26, Page 108-109], and of course the equation N0F0 = pF0N0.
For n = 1 and m odd our “Clemens-Schmidt” sequence is
0→ H1rig(Xe,0)→ H
1
0
N0→ H10(−1)→ H1,rig(Xe,0)(−2)→ 0.
Thus according to Conjecture 4.11 the polynomial
det(1 − TF
logp(q)
0 |Ker(N0))
is the numerator of the zeta function of the semistable curve Xe,0. (The author
is implicitly assuming here the existence of a trace formula for semistable curves,
cf. (1).) One can test this for smooth plane curves by combining our algorithm
for computing limiting Frobenius structures of hypersurfaces with explicit ad
hoc computations of “stable limits” of plane curves.
For n > 1 our “Clemens-Schmidt” sequence would involve in a non-trivial
manner the unknown “rigid homology” groupsHj,rig(Xe,0). It seems reasonable
to conjecture though that the degenerate fibre Xe,0 arises by reduction modulo
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p from a W -scheme Xe,0 and dropping the Frobenius structure we have an
isomorphism of K-vector spaces
Hj,rig(Xe,0) ∼= Hj((Xe,0)K).
where (Xe,0)K is the generic fibre and Hj(•) singular homology with coefficients
inK. Thus under this further conjecture the dimensions at least of our unknown
spaces are amenable to computation.
5 Examples
In this section we present some explicit examples of degenerations of curves,
surfaces and three-folds with the aim of illustrating our construction and pro-
viding evidence in support of Conjecture 4.11. We follow here the paradigm
from experimental science rather than mathematics. That is, we test experi-
mentally consequences of our conjecture and if there is no inconsistency declare
we have found evidence in support of it.
5.1 Preparation
We first discuss our choice of examples, and explain exactly what we computed
in each case.
5.1.1 The families
In our examples the family X → S is defined by an equation
Pt := (1− t)P0 + tP1 = 0 (8)
for specific choices of homogeneous polynomials P0, P1 ∈ Fp[x0, · · · , xn+1]. We
write the variables x0, x1, · · · , xn+1 as X,Y, Z and so on. The good algebraic
lift XZ → SZ (Definition 3.14) of our family is defined by the same equation
only with the polynomials P0 and P1 thought of as having integer coefficients.
(See the first paragraph of Section 3.3.1 for the exact construction of XZ → SZ
from the polynomial Pt; here we take ∆(t) to be ∆n,d(Pt).)
Our algorithm outputs a suitable approximation to the limiting Frobenius
structure (H0,N0,F0, e) at t = 0 for the primitive middle dimensional coho-
mology of X → S, cf. Theorem 3.15. By suitable approximation we mean
here a pN -approximation for N sufficiently large in each example for the author
to identify a plausible integer polynomial det(1 − TF0|H0). We do not claim
this polynomial is provably correct; however, our choice of N is based upon ex-
pectations on the size of the coefficients from the weight-monodromy conjecture
(Section 5.1.2) and consideration of the Zp-lattice structure and Hodge filtration
on the limiting Frobenius structure (Section 3.4 and [20, Section 9.3.2]).
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5.1.2 The weight-monodromy conjecture
The nilpotent monodromy operator N0 defines an increasing filtration
{0} =: (H0)−1 ⊆ (H0)0 ⊆ (H0)1 ⊆ · · · ⊆ (H0)2n := H0
on the Qp-vector space H0 [25, Pages 106-107]. The filtration is defined as
a “convolution” of the two filtrations (KerNk0)
n+1
k=0 and (ImN
i
0)
n+1
i=0 [9, (1.5.5)].
Since N0F0 = pF0N0 the filtration is therefore stabilised by the Frobenius F0.
In the case of curves (n = 1) we have that N20 = 0 and the filtration is
{0} ⊆ Im(N0) ⊆ Ker(N0) ⊆ H0. (9)
For surfaces (n = 2) we have N30 = 0 and here the filtration is
{0} ⊆ Im(N20) ⊆ Im(N0)∩Ker(N0) ⊆ Im(N0)+Ker(N0) ⊆ Ker(N
2
0) ⊆ H0. (10)
Note that for surfaces when N20 = 0 then (10) becomes (9), only with indices
shifted by one. In any dimension n we have Nn+10 = 0 (Theorem 4.2), but when
in fact N0 = 0 then the filtration becomes
(H0)n−1 := {0} ⊆ H0 =: (H0)n. (11)
These cases cover the ones we shall encounter in our examples.
For j such that 2j ∈ Z and Q(T ) ∈ 1 + TQ[T ] we shall call Q(T ) a weight
j Weil polynomial w.r.t. p if all of its reciprocal roots have complex absolute
value pj. We shall say that the weight-monodromy conjecture holds for our
construction if for each 0 ≤ j ≤ 2n, we have det(1 − TF0|(H0)j/(H0)j−1) a
weight j/2 Weil polynomial w.r.t. p.
For each of our examples we state the dimensions of the subspaces in the
monodromy filtration, and we verified that the weight-monodromy conjecture
holds for our construction. This gives evidence for the first part of Conjecture
4.11, in the following slightly loose sense. If the morphism Xe → Se does
extend to a semistable degeneration over the origin, then the weight-monodromy
conjecture holds in the setting of ℓ-adic e´tale cohomology [9, Pages 41-42]. So
one at least expects that it should hold for our construction, although the author
does not offer a proof of this.
5.1.3 Stable limits of curves
The subspace (H0)2n−1 in the filtration for curves (n = 1) is KerN0. We write
down Q(T ) := det(1 − TF0|KerN0) for our examples of curve degenerations.
According to Conjecture 4.11 after pulling back se := t our degeneration should
extend to a semistable degeneration over the origin with degenerate fibre the
curve Xe,0 and Q(T ) should be the numerator of the zeta function of Xe,0. We
provide evidence in support of this in Section 5.2.1, using the recipes in [8] to
construct at least geometrically the “stable limits” of our families at the origin.
WritingX0 for the fibre at t = 0 in our original family, defined by the polynomial
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P0, it is amusing to note that Q(T ) can have nothing whatsoever to do with the
zeta function of the singular fibre X0 itself.
Note 5.1 In [16] Kloosterman gives an interesting discussion of the application
of both the deformation method and Kedlaya’s algorithm to singular projective
hypersurfaces. Several low degree examples in which the cohomology is pure
“algebraic” are presented. It is not clear to the present author that the methods
based on deformation in that paper can be generally applied; for example, the
lift of Frobenius chosen may cause difficulties, cf. Note 3.3. However, the idea
that some appropriate version of the deformation method should compute the
stable limit of a degeneration of curves is due to Kloosterman.
5.1.4 Comments on implementation
Our choice of examples was limited in several ways. First, it was convenient to
assume that the degree d divides p− 1 and take P1 := x
d
0 + · · ·+ x
d
n+1, so that
we could easily write down the Frobenius matrix at t = 1 cf. [13, Section 1.5].
Second, we restricted attention mainly to examples in which the Picard-Fuchs
matrix w.r.t. the Dwork basis had only a simple pole at t = 0 (and converged
in the punctured p-adic open unit disk). This avoided having to use a cyclic
vector, which we found time consuming. See Example 5.8 for an exception.
Third, for the quartic surface examples we chose polynomials P0 with few non-
zero terms. This was a needed for the Gro¨bner basis computation to finish
within a reasonable time (see Note 2.9 for a method avoiding this). With these
restrictions we were still able to examine many different types of degenerations
(some of which were suggested to the author by Damiano Testa).
The experiments were carried out using a machine with four quad-core pro-
cessors (2.60 GHz) and 64 GB RAM. Approximate timings were: Example 5.2
(1 minute), Example 5.3 (3 minutes), Example 5.4 (19 hours), Example 5.5 (4
hours), Example 5.7 (44 hours), Example 5.8 (48 minutes), Example 5.9 (41
minutes), Example 5.10 (1 minute), Example 5.11 (95 minutes), Example 5.12
(2 hours), Example 5.13 (4 hours), Example 5.14 (11 hours) and Example 5.15
(6 hours). Space consumption varied accordingly up to around 6 GB RAM.
5.2 The experiments
We now present the results of our computational experiments.
5.2.1 Examples directly supporting Conjecture 4.11
In the following examples we were able to compute geometrically the stable limit
of the degeneration and provide strong evidence supporting Conjecture 4.11.
Example 5.2 Consider the degeneration (8) of a diagonal quartic curve to a
double conic defined by taking P1 := X
4 + Y 4 + Z4 and
P0 := (X
2 + Y 2 + 3Z2 + 3XY + Y Z + 2XZ)2.
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Here e = 2 and by pulling back the base via s2 := t we get monodromy oper-
ator N0 = 0. The monodromy filtration (9) has spaces of dimensions 0, 0, 6, 6,
respectively. For the prime p := 5 the reverse characteristic polynomial of the
Frobenius F0 on Ker(N0) = H0 is
Q(T ) = 1− 6T + 23T 2 − 58T 3 + 115T 4 − 150T 5 + 125T 6.
This is a weight 12 Weil polynomial w.r.t. 5. The zeta function of the fibre X0
is 1/(1−T )(1− 5T ) which is not related to the polynomial Q(T ). However, the
“stable limit” X2,0 of the family around zero is a hyperelliptic curve of genus 2
which is constructed as a double-cover of the conic
C := X2 + Y 2 + 3Z2 + 3XY + Y Z + 2XZ = 0
ramified at the eight points of intersection of C = 0 with P1 = 0 [8, Pages
133-134]. By direct computation of these points and projection to an axis one
finds that over F5 the curve X2,0 has equation
y2 = a(x8 + 3x7 + 2x6 + 4x3 + x2 + 2x+ 1)
for some non-zero a ∈ F5. Taking a to be a non-square in F5 gives a curve whose
zeta function is indeed Q(T )/(1−T )(1− 5T ). (For a a square the zeta function
is Q(−T )/(1− T )(1− 5T ).) So this computation is consistent with Conjecture
4.11.
Observe that if we changed the polynomial P1 in Example 5.2 then the stable
limit of the degeneration would (usually) be different, since it depends upon the
points of intersection of P1 with the conic. Thus the stable limit can depend
upon the family, not just the degenerate fibre.
Example 5.3 Consider the degeneration (8) of a diagonal quartic curve to a
3-cuspidal quartic (cusps (0 : 0 : 1), (0 : 1 : 0), (1 : 0 : 0)) defined by taking
P1 := X
4 + Y 4 + Z4 and
P0 := X
2Y 2 + Y 2Z2 + Z2X2 − 2XYZ(X + Y + Z).
Here e = 6 and pulling back the base via s6 := t the local monodromy becomes
trivial; that is, N0 = 0. So as before the monodromy filtration (9) consists of
spaces of dimensions 0, 0, 6, 6, respectively. For the prime p := 13 the reverse
characteristic polynomial of the Frobenius F0 on Ker(N0) = H0 is
Q(T ) = (1− 5T + 13T 2)3.
This is a weight 12 Weil polynomial w.r.t. 13. The fibre X0 has geometric genus
zero and zeta function 1/(1 − T )(1 − 13T ). The “stable limit” around zero
for the family over C is a projective line P1C and three non-intersecting copies
of an elliptic curve EC with j-invariant zero each meeting the projective line
transversely at one point; cf. [8, Pages 122-128], where the elaborate calculation
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of the stable limit of a curve acquiring a cusp is performed. The polynomial
1 − 5T + 13T 2 is the numerator of the zeta function of an elliptic curve E :=
E ×Z F13 where EC := E ×Z C has j-invariant zero, for E some elliptic curve
“over Z” (indeed several). Thus this is consistent with Conjecture 4.11 taking
X6,0 to be P
1
F13
∪ E ∪E ∪ E with appropriate intersections.
Example 5.4 Consider the degeneration (8) of a diagonal quintic to a quintic
with a triple point (0 : 0 : 1) defined by taking P1 := X
5 + Y 5 + Z5 and
P0 := X
5 + Y 5 + (X4 + 3X3Y + Y 4)Z + (2X3 +XY 2 + 3Y 3)Z2.
Here e = 3 and pulling back the base via s3 := t gives non-trivial nilpotent
monodromy N0. We have N
2
0 = 0 and the monodromy filtration (9) consists of
spaces of dimensions 0, 2, 10, 12, respectively. For p := 11 the reverse character-
istic polynomial of the Frobenius acting F0 acting on Ker(N0) is
Q(T ) = (1−T )(1+T )(1+11T 2)(1+5T+22T 2+62T 3+242T 4+605T 5+1331T 6).
The latter degree 8 factor is a weight 12 Weil polynomial w.r.t. 11. The “stable
limit” around zero for the family over C is the normalisation of the degenerate
fibre meeting an elliptic curve with j-invariant zero at the three points lying over
the triple point of the degenerate fibre [8, Pages 131-132]. The degree six factor
in Q(T ) is the numerator of the zeta function of the normalisation, and 1+11T 2
the numerator of the zeta function of E := E ×Z F11 where EC := E ×Z C has
j-invariant zero, for E some elliptic curve “over Z”. So this example supports
Conjecture 4.11.
Example 5.5 Consider the degeneration (8) of a diagonal sextic to a sextic
curve with an ordinary double point (0 : 0 : 1) defined by taking P1 := X
6 +
Y 6 + Z6 and
P0 := X
6 + Y 6 + 3Y 4Z2 + 2X3Z3 + (X2 + Y 2)Z4.
Here e = 1, and no pullback on the base was required, but the monodromy
operator N0 is non-zero. The monodromy filtration (9) consists of spaces of di-
mensions 0, 1, 19, 20, respectively. For the prime p := 7 the reverse characteristic
polynomial of the Frobenius F0 acting on Ker(N0) is
Q(T ) = (1 + T )(1− T + 7T 2)(1 + T − 9T 3 + 49T 5 + 343T 6)
×(1− 4T + 19T 2 − 60T 3 + 179T 4 − 522T 5 + 1253T 6 − 2940T 7+ 6517T 8
−9604T 9+ 16807T 10).
The fibre X0 is semistable, and since the total space is smooth we have a
semistable degeneration. Indeed X1,0 := X0 has zeta function Q(T )/(1−T )(1−
7T ) as predicted by Conjecture 4.11.
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Note 5.6 One can illustrate in a simple manner how our method can be used
to compute the local factors at “bad primes” in the L-series of a curve using
Example 5.5. Consider the plane curve over Z defined by the polynomial R0 :=
P0 + 7Z
6 with P0 the polynomial from Example 5.5 but thought of as having
integer coefficients. Then this curve is smooth over Q but the reduction modulo
the prime p := 7 is the singular sextic X0. The local factor at p := 7 in the
L-series of the curve defined by R0 is Q(T ). Note here that one computes this
local factor by lifting R0 mod 7 to the integer polynomial P0, not the integer
polynomial R0 itself. The reason for this is that the family over Q defined by
the equation (1 − t)R0 + tP1 is not smooth in the punctured p-adic open unit
disk around t = 0: since R0 defines a smooth curve over Q but R0 mod 7 defines
a singular curve over F7 this forces there to be a singular fibre in the family for
some t = t0 with ord7(t0) > 0 (in fact, ord7(t0) = 1 here).
Although this example looks artificial, it is somewhat typical. Let R0 ∈
Z[X,Y, Z] be homogeneous of degree d defining a smooth curve over Q, but a
singular curve modulo some prime p. One expects this singular curve to have a
single rational node, which after a linear change of variable is (0 : 0 : 1). So after
this change of variable R0 = P0 + p(aX + bY )Z
d−1 + pcZd for some a, b, c ∈ Z
and P0(X,Y, Z) homogeneous of degree d with no term in Z
d−1 or Zd. One
expects the curve defined by the polynomial P0 to have again just the single
node (0 : 0 : 1). One then computes the local factor at p using the lift P0 of
R0 mod p as in Example 5.5.
Example 5.7 Consider the smooth curve of genus 4 in P3 defined as the inter-
section
T 2 +X2 + Y 2 + Z2 = 0
T 3 + 2TXZ +X3 −X2Y + Y 3 + Z3 = 0.
Eliminating T we obtain a birational curve in P2 of degree 6 with 6 nodes,
defined by the polynomial
P0 := X
6 −X5Y − 2X5Z + 2X4Y 2 + 72X
4Z2 +X3Y 3 − 4X3Y 2Z − 3X3Z3
+ 12X
2Y 4 + 5X2Y 2Z2 −X2Y Z3 + 72X
2Z4 − 2XY 4Z − 4XY 2Z3 − 2XZ5
+Y 6 + 32Y
4Z2 + Y 3Z3 + 32Y
2Z4 + Z6.
Consider now the degeneration (8) to this six-nodal sextic defined by taking
P1 := X
6 + Y 6 +Z6. Here e = 1 and no pull-back on the base gives non-trivial
nilpotent monodromy N0. We have N
2
0 = 0 and the monodromy filtration
consists (9) consists of spaces of dimensions 0, 6, 14, 20, respectively. For p := 7
the reverse characteristic polynomial of the Frobenius F0 acting on Ker(N0) is
Q(T ) := (1− T 2 + T 4 − T 6)
×(1 + 2T + 11T 2 + 40T 3 + 72T 4 + 280T 5 + 539T 6 + 686T 7 + 2401T 8).
The fibre X0 is semistable with smooth total space, so we have a semistable
degeneration. Indeed X1,0 := X0 has zeta function Q(T )/(1 − T )(1 − 7T ),
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which supports Conjecture 4.11. The zeta function of the original genus 4 curve
in P3F7 has numerator the degree 8 weight
1
2 w.r.t. 7 factor of Q(T ).
5.2.2 Examples illustrating our construction
The next examples are primarily illustrative, although in each case we verified
the weight-monodromy conjecture held for our construction (Section 5.1.2). It
would be interesting to compute a “semistable limit” for the degeneration in each
case. Note that for the surfaces considered, cyclotomic factors in Q(T/p) should
correspond to algebraic curves on the “semistable limit”, by the philosophy of
the Tate conjecture if not the conjecture itself.
Example 5.8 Consider the degeneration (8) of a diagonal quintic to a non-
reduced union of lines defined by taking P1 := X
5 + Y 5 + Z5 and
P0 := XYZ
3.
Here e = 3 and pulling back the base via s3 := t gives non-trivial nilpotent
monodromy N0. We have N
2
0 = 0 and the monodromy filtration (9) consists
of spaces of dimensions 0, 1, 11, 12, respectively. Note that in this example the
connection matrix had a double-pole at t = 0 w.r.t. the initial Dwork basis
(see Corollary 2.8) and so a cyclic vector was used to obtain a new basis so
that the connection matrix had only a simple pole (cf. Theorem 2.1). For the
prime p := 31 the reverse characteristic polynomial of the Frobenius F0 acting
on Ker(N0) is
Q(T ) = (1− T )(1 + 4T + 31T 2)(1 + 8T + 33T 2 + 248T 3 + 961T 4)2.
The zeta function of the original singular fibre X0 is 1/(1− 31T )
3.
Example 5.9 Consider the degeneration (8) of a diagonal quartic surface to
a quartic surface with a pair of ordinary double points ((±i : 1 : 0 : 0) where
i2 = −1) defined by taking P1 := X
4 + Y 4 + Z4 +W 4 and
P0 := X
4 + Y 4 + Z4 +W 4 + 2X2Y 2 + 2XY ZW + 2ZW 3.
Here e = 2 and pulling back the base via s2 := t gives trivial monodromy;
that is, N0 = 0. The monodromy filtration (10) has subspaces of dimension
0, 0, 0, 21, 21, 21. For the prime p := 5 the reverse characteristic polynomial
Q(T ) of the Frobenius F0 on H0 satisfies
Q(T/5) = (1 − T )7(1 + T )6(1 + T 2)2(1 + T + T 2)(1 + 25T + T
2).
The polynomial Q(T ) is a weight 1 Weil polynomial w.r.t. 5. By naive point
counting the author verified that mod T 8 the local expansion at T = 0 of the
zeta function of the singular fibre X0 is congruent to (1 + 5T )
2 times the local
expansion of 1/(1− T )(1− 5T )Q(T )(1− 25T ). This suggests that a semistable
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degeneration can be constructed in which the degenerate fibre X2,0 is X0 blown
up at the two singular points.
Example 5.10 Consider the degeneration (8) of a diagonal quartic to a quartic
surface with a pair of A3 singularities ((0 : 0 : 0 : 1) and (−1 : 0 : 0 : 1)) defined
by taking P1 := X
4 + Y 4 + Z4 +W 4 and
P0 := X
4 + Y 4 + 2Z4 +W 2(X2 + Y 2) + 2WX3.
Here e = 4 and pulling back the base via s4 := t gives trivial monodromy;
that is, N0 = 0. The monodromy filtration (10) has subspaces of dimension
0, 0, 0, 21, 21, 21. For the prime p := 5 the reverse characteristic polynomial
Q(T ) of the Frobenius F0 on H0 satisfies
Q(T/5) = (1− T )5(1 + T )8(1 − 85T + T
2)(1 + T 2)3.
The polynomial Q(T ) is a weight 1 Weil polynomial w.r.t. 5.
Example 5.11 Consider the degeneration (8) of a diagonal quartic to a quartic
surface with an A2 singularity (0 : 0 : 0 : 1) defined by P1 := X
4+Y 4+Z4+W 4
and
P0 := X
4 + 2Y 4 + 2Z4 +W 2(X2 + Y 2) + 2WZ3.
Here e = 3 and pulling back the base via s3 := t gives trivial monodromy. The
monodromy filtration (10) has subspaces of dimension 0, 0, 0, 21, 21, 21. For the
prime p := 13 the reverse characteristic polynomial Q(T ) of the Frobenius F0
on H0 satisfies
Q(T/13) = (1− T )2(1 + T )3(1− T + T 2)(1 + T + T 2)2(1 − T 2 + T 4)
×(1− 213T +
16
13T
2 − 613T
3 + 1613T
4 − 213T
5 + T 6).
The polynomial Q(T ) is a weight 1 Weil polynomial w.r.t. 13.
Example 5.12 Consider the degeneration (8) of a diagonal quartic to the “Ro-
man surface” defined by taking P1 := X
4 + Y 4 + Z4 +W 4 and
P0 := X
2Y 2 +X2Z2 + Y 2Z2 + 2XYZW.
Here e = 2 and pulling back the base via s2 := t gives non-trivial nilpotent
monodromy; the monodromy matrix N0 is such that N
2
0 6= 0 but N
3
0 = 0. The
monodromy filtration (10) has subspaces of dimension 0, 1, 1, 20, 20, 21. For the
prime p := 13 the reverse characteristic polynomial Q(T ) of the Frobenius F0
on H0 is
Q(T ) = (1− 169T )(1− 13T )7(1 + 13T )12(1 − T ).
Note that Ker(N0) is not a subspace in the monodromy filtration, and det(1−
TF0|Ker(N0)) = (1− 13T )
6(1 + 13T )12(1− T ).
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Example 5.13 Consider the degeneration (8) of a diagonal quartic to a cone
over a smooth quartic curve defined by taking P1 := X
4 + Y 4 + Z4 +W 4 and
P0 := X
4 + 3X3Y +XYZ2 + Y 4 + 2Y 3Z + Z4.
Here e = 4 and pulling back the base via s4 := t gives trivial monodromy. The
monodromy filtration (10) has subspaces of dimension 0, 0, 0, 21, 21, 21. For the
prime p := 13 the reverse characteristic polynomial Q(T ) of the Frobenius F0
on H0 is such that
Q(T/13) = (1−T )3(1+T )2(1+T 2)(1+ 1613T+
21
13T
2+ 1613T
3+ 1513T
4+ 1613T
5+ 1913T
6
+ 2413T
7 + 1913T
8 + 1613T
9 + 1513T
10 + 1613T
11 + 2113T
12 + 1613T
13 + T 14).
The polynomial Q(T ) is a weight 1 Weil polynomial w.r.t. 13. The zeta function
of the fibre X0 is R(13T )/(1− T )(1− 13T )(1− 169T ) where R(T ) := 1 + 2T +
11T 2− 24T 3+143T 4+338T 5+ 133T 6 is the numerator of the zeta function of
the smooth quartic curve.
Example 5.14 Consider the degeneration (8) of a diagonal quartic to an irre-
ducible quartic surface with a one-dimensional singular locus defined by taking
P1 := X
4 + Y 4 + Z4 +W 4 and
P0 := X
2Y 2 + Y 2W 2 +X2Z2 + Y 2W 2 +X2W 2 + Y 2Z2 + 2XYZW.
Here e = 2 and pulling back the base via s2 := t gives non-trivial monodromy
matrix N0 with N
2
0 = 0. The monodromy filtration (10) has subspaces of dimen-
sion 0, 0, 2, 19, 21, 21. For the prime p := 13 the reverse characteristic polynomial
Q(T ) of the Frobenius F0 on H0 is
Q(T ) = (1− 13T )7(1 + 13T )10(1 + 2T + 13T 2)(1 + 26T + 2197T 2).
The last two factors here are weight 12 and weight
3
2 Weil polynomials w.r.t. 13,
respectively.
Example 5.15 Consider the degeneration (8) of a diagonal cubic 3-fold to a
singular 3-fold containing a pencil of planes defined by taking P1 := X
3+ Y 3+
Z3 + U3 + V 3 and
P0 := ZX
2 + UXY + V Y 2.
Here e = 2 and pulling back the base via s2 := t gives trivial monodromy.
So N0 = 0 and the monodromy filtration (11) has subspaces of dimension
0, 0, 0, 0, 10, 10, 10, 10. For the prime p := 19 the reverse characteristic poly-
nomial Q(T ) of the Frobenius F0 on H0 is such that
Q(T/19) = (1− 2T + 19T 2)2(1 + 8T + 19T 2)2(1 − T + 19T 2).
Thus Q(T ) is a weight 32 Weil polynomial w.r.t. 19.
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