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Abstract
We consider the nonlinear Dirac equation with Soler-type nonlinearity concentrated at one point and
present a detailed study of the spectrum of linearization at solitary waves. We then consider two different
perturbations of the nonlinearity which break the SU(1, 1)-symmetry: the first preserving and the second
breaking the parity symmetry. We show that a perturbation which breaks the SU(1, 1)-symmetry but
not the parity symmetry also preserves the spectral stability of solitary waves. Then we consider a
perturbation which breaks both the SU(1, 1)-symmetry and the parity symmetry and show that this
perturbation destroys the stability of weakly relativistic solitary waves. The developing instability is due
to the bifurcations of positive-real-part eigenvalues from the embedded eigenvalues±2ωi.
1 Introduction
In this paper we consider a nonlinear Dirac equation (NLD) in one dimension with a nonlinearity concen-
trated at a point,
i∂tψ = Dmψ − δ(x)f(ψ∗σ3ψ)σ3ψ, ψ(t, x) ∈ C2, x ∈ R, t ∈ R, (1.1)
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and study stability of its solitary wave solutions. We also consider how this stability is affected by certain
perturbations. Above, the free Dirac operator in one spatial dimension is taken in the form
Dm = iσ2∂x +mσ3 =
[
m ∂x
−∂x −m
]
, m > 0;
the standard Pauli matrices are given by
σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
,
and f is a differentiable real-valued function. The presence of the delta distribution means that the nonlin-
earity is supported at the origin only, from which the name concentrated nonlinearity comes.
A rigorous definition of the model is given in Section 2, while for a complete and general treatment
we refer to [CCNP17]. In the usual setting (where the Dirac distribution is missing and the nonlinearity is
everywhere distributed), the nonlinearity f(ψ∗σ3ψ)σ3ψ appearing in (1.1) defines what is known as Soler
model (also called Gross–Neveau model in one spatial dimension, (1+1)D); by analogy, the above equation
describes a Soler-type concentrated nonlinearity. Wemention that the analysis of various PDEs with concen-
trated nonlinearities is now a well-developed subject. Rigorous studies have been performed especially, but
not only, in the Schro¨dinger case (see [AT01, ADFT03, NP05, CCT19] and references therein). The well-
posedness of the nonlinear Dirac equation (NLD) with concentrated nonlinearity is given in the already cited
[CCNP17] and the extension to quantum graphs has also been considered in [BCT19a, BCT19b]. The local
and global well-posedness for the NLS with concentrated nonlinearity is given in [KK07, CFNT14], starting
from extended nonlinearities and taking the point limit on solutions. A similar well-posedness of the NLD
with concentrated nonlinearity could be treated along similar lines but up to now it is open. Our interest
in this kind of nonlinearity is raised by the possibility of characterizing explicitly the solitary waves of the
model and of giving a fairly complete spectral theory of the linearization around solitary waves. While in the
usual Soler model it seems difficult to have complete and definite results on the spectral stability of solitary
waves, in the present example, simplified yet nontrivial, spectral stability and instability of some classes of
solitary waves can be established. (We recall that a solitary wave solution φω(x)e
−iωt of the NLD is spec-
trally stable if the spectrum of the linearization operator around the solitary wave has no points in the right
half of the complex plane; in the opposite case we say that the solitary wave is linearly unstable.) Knowledge
of the linearization spectrum and in particular the spectral stability of solitary waves is important because
it is a fundamental step towards the analysis of their asymptotic stability. In previous works on asymptotic
stability of solitary waves of NLD [Bou06, Bou08, BC12b, PS12, CPS17], their spectral stability was either
taken as an assumption, or checked numerically. For analytical approaches to the spectral stability in NLD,
see [BC12a, BC16, BC17, BC18, BC19b], and also the monograph [BC19a].
In Section 2, after the study of the solitary waves (Lemma 2.1), we treat the spectrum of the linearized
system. Let us give the essence of our Theorem 2.5 on a particular case of a pure power nonlinearity, with
f(τ) = |τ |κ, κ > 0. Considering solitary waves with frequencies in the gap ω ∈ (−m,m), the spectrum of
the linearization is as follows: There are always eigenvalues ±2ωi (embedded into the continuous spectrum
when |ω| > m/3); When κ ∈ (0, 1], the entire spectrum is located on the imaginary axis; There are two
nontrivial eigenvalues when κ ∈ (2−1/2, 1] and the frequency satisfies ω > ωκ, with ωκ ∈ (0,m) a certain
threshold frequency. For κ > 1, these two imaginary eigenvalues collide at zero when ω = Ωκ, with
Ωκ ∈ (ωκ,m) the second threshold value, and a couple of real eigenvalues appear from this collision when
ω ∈ (Ωκ,m). This second threshold value is the one corresponding to algebraic multiplicity of the null
space of the linearization jumping from two to four. This value satisfies the Kolokolov condition [Kol73]:
∂ω‖φω‖2L2 vanishes at ω = Ωκ. The statement and proof of these results fill Section 2.2. A relevant part of
the analysis relies on the parity symmetry of the Soler model, which allows one to split the Hilbert space into
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two invariant subspaces: odd-even-odd-even and even-odd-even-odd subspaces. In the former subspace live
the ”trivial” eigenvalues ±2ωi and in the latter subspace live the possibly further ”nontrivial” eigenvalues.
The presence of real eigenvalues for κ > 1 rules out spectral stability of the corresponding solitary
waves. As explained above, for any positive power κ and any ω ∈ (−m,m), besides eigenvalue 0 and
possible nontrivial eigenvalues referred above, the point spectrum contains purely imaginary eigenvalues
±2ωi. These eigenvalues are related to the SU(1, 1) of the Soler model (see [Gal77]) and to the existence
of bi-frequency solitary waves (see [BC12a, BC18] and Remark 2.2 in the present paper). It turns out that the
spectral stability of small amplitude solitary waves of the Soler model heavily relies on the presence of±2ωi
eigenvalues in the spectrum of the linearized equation [BC19b]. On the other hand, when the symmetry
responsible of the ±2ωi eigenvalues is broken, then in principle one could expect that the eigenvalues
±2ωi bifurcate off the imaginary axis, either becoming eigenvalues with nonzero real part, or turning into
resonances, that is, poles of the resolvent on the unphysical sheet of its Riemann surface. The second part
of the paper is dedicated to the analysis of this issue. We will consider examples of perturbations of the
Soler concentrated nonlinearity which destroy the SU(1, 1) symmetry; we are interested in the fate of the
eigenvalues ±2ωi associated to the SU(1, 1) symmetry. In Section 3, we consider a perturbation which
preserves the parity (the self-interaction is based on the quantity ψ∗(σ3 + ǫI2)ψ, ǫ 6= 0, instead of ψ∗σ3ψ)
and show that solitary waves remain spectrally stable (if they were stable in the Soler model). We say that this
class of perturbations preserves the parity in the sense that the operator corresponding to the linearization
at a solitary wave is invariant in odd-even-odd-even and even-odd-even-odd subspaces. In Section 4 we
consider a perturbation when the self-interaction is based on the quantity ψ∗(σ3 + ǫσ1)ψ, ǫ 6= 0, instead of
ψ∗σ3ψ. This perturbation breaks not only SU(1, 1) symmetry, but also the parity symmetry (in the above
sense). We show that such a perturbation leads to linear instability of weakly relativistic solitary waves with
ω < m close enough tom. We point out that in the model under consideration the ±2ωi eigenvalues of the
linearized operator, the ones which are due to the SU(1, 1) symmetry of the model, are simple (in the sense
that they correspond to a one-dimensional eigenspace). Due to the symmetries of the spectrum with respect
to the real and imaginary axes, these two eigenvalues could not bifurcate off the imaginary axis if they were
isolated (this is the case when |ω| < m/3). The linear instability that we prove in the nonrelativistic regime
(ω is close to m) is only possible since these two eigenvalues are embedded into the essential spectrum:
in this case, an eigenvalue corresponding to one-dimensional eigenspace can bifurcate to both sides of the
imaginary axis.
Let us make a further perspective comment. The SU(1, 1) symmetry is absent for the physically inter-
esting Dirac–Maxwell system, of which the nonlinear Dirac equation is an effective reduction in a suitable
approximation. We presently do not know whether solitary waves in the Dirac–Maxwell system are spec-
trally stable. In this respect, a further motivation for studying the present problem is to understand what
could happen to the spectral stability when the symmetry SU(1, 1) is absent.
2 The Soler model with concentrated nonlinearity
We are looking for solitary wave solutions ψ(t, x) = φ(x)e−iωt to the nonlinear Dirac equation with non-
linear point interaction at the origin of Soler type. This reads formally as
i∂tψ = Dmψ − δ(x)f(ψ∗σ3ψ)σ3ψ, ψ(t, x) ∈ C2, x ∈ R, t ∈ R, (2.1)
with
Dm = iσ2∂x + σ3m =
[
m ∂x
−∂x −m
]
, D(Dm) = H
1(R,C2) (2.2)
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and with the nonlinearity represented by
f ∈ C(R) ∩ C1(R \ {0}).
Let us give a formalized version of (2.1). Denote R± := (0,±∞) and let H− and H+ be the free Dirac
operators on L2(R−, 0)⊗ C2 and L2(R+)⊗ C2, formally given by Dm, with domains
D(H−) = H
1(R−)⊗ C2, D(H+) = H1(R+)⊗ C2.
Denoting by H◦ the restriction of Dm onto the domain D(H◦) := {ψ ∈ H1(R) : ψ(y) = 0}, one has
that H◦ is closed, symmetric, has defect indices (2, 2), and adjoint H
∗
◦ = H− ⊕ H+. We define a Dirac
operator Hnlf with concentrated nonlinearity so that the coupling between the jump and the mean value of
the spinor function is given by a nonlinear relation (self-interaction); see [CCNP17]. To this aim we define
the nonlinear domain
D(Hnlf ) =
{
ψ ∈ L2(R)⊗ C2 : ψ ∈ H1(R \ {0}) ⊗ C2, iσ2[ψ]0 − f(ψˆ∗σ3ψˆ)σ3ψˆ = 0
}
, (2.3)
where the two-component vector
ψˆ =
1
2
(ψ(0+) + ψ(0−)) (2.4)
is the “mean value” of the spinor ψ at x = 0, and
[ψ]0 := ψ(0
+)− ψ(0−) (2.5)
is the jump of the spinor ψ at x = 0. The operator Hnlf is then defined as the restriction of H
∗
◦ = H− ⊕H+
to the domain D(Hnlf ). Thus, the Hamiltonian system
i∂tψ = H
nl
f ψ, ψ(t) ∈ D(Hnlf ),
is a formalized version of the Soler model with point interaction (2.1).
We will refer to the boundary condition defining the operator domain D(Hnlf ) from (2.3) as to the jump
condition, rewriting it in the form
[ψ]0 = f(ψˆ
∗σ3ψˆ)σ1ψˆ. (2.6)
2.1 Solitary waves
Below, we will use the following notations:
κ(ω) =
√
m2 − ω2, µ(ω) =
√
m− ω
m+ ω
. (2.7)
First let us describe all solitary waves to (2.1), which are defined as solutions of the form
ψ(t, x) = φω(x)e
−iωt, φω ∈ H1(R,C2), ω ∈ R. (2.8)
Lemma 2.1. There are no nonzero solitary waves with ω ∈ R \ (−m,m). For ω ∈ (−m,m) \ {0}, there
are two types of solitary waves:
ψ(t, x) = a
[
1
µ(ω) sgnx
]
e−κ(ω)|x|e−iωt, (2.9)
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where a ∈ C satisfies the relation
f(|a|2) = 2µ,
and
ψ(t, x) = b
[
µ(ω) sgn x
1
]
e−κ(ω)|x|e−iωt, (2.10)
where b ∈ C satisfies the relation
f(−|b|2) = 2µ−1.
For ω = 0, there are solitary waves of the form
ψ(x) =
[
a+ b sgnx
b+ a sgnx
]
e−m|x|, (2.11)
with a, b ∈ C satisfying the relation
f(|a|2 − |b|2) = 2.
Proof. The amplitude φ(x) of a solitary wave φ(x)e−iωt is to satisfy
(Dm − ωI2 − δ(x)fσ3)φ = 0,
where f = f(φˆ∗σ3φˆ). Outside of x = 0, one has:
ωφ = Dmφ, hence
[
m− ω ∂x
−∂x −m− ω
]
φ(x) = 0; (2.12)
we conclude that for x ∈ R± the amplitude φ(x) is given by φ±(x) = v±e−κ±x, v± ∈ C2, which we write
as
φ±(x) =
[
a+ b sgnx
c+ d sgn x
]
e−κ±x, x, a, b, c, d ∈ C. (2.13)
Substituting these expressions into (2.12) leads to the relations[
m− ω −κ+
κ+ −m− ω
] [
a+ b
c+ d
]
= 0,
[
m− ω −κ−
κ− −m− ω
] [
a− b
c− d
]
= 0, (2.14)
hence κ2± = m
2 − ω2; we see that one needs to take κ+ = κ(ω) =
√
m2 − ω2, κ− = −κ(ω), and that
one needs to assume that ω ∈ (−m,m) (or else the L2-norm of φ is infinite unless φ = 0). Substituting
κ± = ±κ(ω), we derive from (2.14) the relations
c =
κ(ω)
m+ ω
b = µ(ω)b, d =
κ(ω)
m+ ω
a = µ(ω)a,
with µ(ω) from (2.7). Thus,
φ(x) =
[
a+ b sgnx
µ(ω)b+ µ(ω)a sgn x
]
e−κ(ω)|x|, x ∈ R. (2.15)
The jump condition at x = 0 (that is, (2.6) with [φ]0 = 2
[
b
µ(ω)a
]
and φˆ =
[
a
µ(ω)b
]
coming from (2.15))
takes the form
2
[
b
µ(ω)a
]
= f
[
µ(ω)b
a
]
, (2.16)
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with f = f(τ) evaluated at
τ := φˆ∗σ3φˆ = |a|2 − |b|2. (2.17)
We conclude from (2.16) that if µ 6= 1 (that is, ω 6= 0), then either b = 0 and 2µ(ω) = f(|a|2), or a = 0 and
2 = f(−|b|2)µ(ω). These two cases correspond to solutions (2.9) and (2.10), respectively. If µ(ω) = 1 (that
is, ω = 0), then (2.16) will be satisfied if and only if a, b ∈ C satisfy 2 = f(|a|2− |b|2); this corresponds to
the solution (2.11).
Remark 2.2. Just like the standard Soler model [Sol70], equation (2.1) has the SU(1, 1)-symmetry: if
ψ(t, x) is a solution, then so is
(A+Bσ1K)ψ(t, x),
where K : C2 → C2 is the complex conjugation. In particular, if φω(x)e−iωt is a solitary wave solution to
(2.1), then there is also a bi-frequency solution
Aφω(x)e
−iωt +BφCω (x)e
iωt A, B ∈ C, |A|2 − |B|2 = 1, (2.18)
with φCω (x) := σ1Kφω(x). For more details on bi-frequency solutions, see [BC18].
Remark 2.3. When the nonlinearity is represented by f ∈ C(R) which is even, f(−τ) = f(τ), τ ∈ R, then,
if ψ(t, x) is a solution to (2.1), then so is ψC(t, x) = σ1Kψ(t, x). In particular, if φω(x)e
−iωt from (2.8) is
a solitary wave solution, then so is φCω (x)e
iωt. The stability (spectral or dynamical) of φCω (x)e
iωt is directly
related to the stability of φω(x)e
−iωt.
2.2 Spectrum of the linearization operator
The stability of solitary waves (2.9) and (2.10) is considered in the same way (we will not consider the
stationary solitary wave (2.11)); for definiteness, in the present article, we focus on stability of solitary
waves of the form (2.9),
φω(x) = α
[
1
µ(ω) sgn x
]
e−κ(ω)|x|, κ(ω) =
√
m2 − ω2, µ(ω) =
√
m− ω
m+ ω
, (2.19)
with α > 0 satisfying the relation
f(α2) = 2µ(ω). (2.20)
(We may assume without loss of generality that α is positive due toU(1)-invariance of equation (2.1).) For
our convenience, we will assume that
f ′(α2) > 0, (2.21)
which is in particular satisfied in the pure power case f(τ) = |τ |κ, τ ∈ R, κ > 0.
Let us consider the spectrum of the operator corresponding to the linearization at the solitary wave
φωe
−iωt from (2.19). We use the Ansatz
ψ(t, x) = (φ(x) + r(t, x) + is(t, x))e−iωt, (2.22)
where (
r(t, x), s(t, x)
) ∈ R2 × R2.
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A substitution of the Ansatz (2.22) into equation (2.1) shows that the perturbation (r(t, x), s(t, x)) satisfies
in the first order the following system:

−s˙ = (Dm − ω)r − δ(x)fσ3r − δ(x)(φ∗σ3r)2gσ3φ,
r˙ = (Dm − ω) s− δ(x)fσ3s.
(2.23)
Above, Dm is from (2.2) and f, g ∈ R are given by
f = f(α2), g = f ′(α2). (2.24)
Making use of the assumption (2.21), we define
κ =
α2f ′(α2)
f(α2)
> 0. (2.25)
Let us point out that the definition (2.25) is compatible with the pure power case,
f(τ) = |τ |κ, τ ∈ R, κ > 0. (2.26)
Using the relation (2.20) and the definition (2.25), we simplify the system (2.23) to

−s˙ = (Dm − ωI2 − 2µδ(x)σ3 − 4µκδ(x)Π1)r =: L+r,
r˙ =
(
Dm − ωI2 − 2µδ(x)σ3
)
s =: L−s,
(2.27)
with I2 the identity matrix in C
2 and with
Π1 =
[
1 0
0 0
]
. (2.28)
In the matrix form, the linearized system (2.27) can be written as
∂t
[
r(t, x)
s(t, x)
]
= A
[
r(t, x)
s(t, x)
]
, A =
[
0 L−
−L+ 0
]
, (2.29)
where the operator A is given explicitly by
A =
[
0 Dm − ωI2 − 2µ(ω)δ(x)σ3
−Dm + ωI2 + 2µ(ω)δ(x)σ3 + 4µ(ω)κδ(x)Π1 0
]
. (2.30)
Remark 2.4. Formally, one should consider A as an operator[
0 Dm − ωI2
−Dm + ωI2 0
]
acting on H1(R \ {0},C2 × C2), with the domain
D(A) =
{
(r, s) ∈ H1(R \ {0},C2 × C2) : iσ2[r]0 = 2µ(σ3 + 2κΠ1)rˆ, iσ2[s]0 = 2µσ3sˆ
}
, (2.31)
with
rˆ =
1
2
(
r(0+) + r(0−)
)
, [r]0 = r(0
+)− r(0−),
and similarly for s.
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Before we formulate the results, let us mention that a virtual level (also known as a threshold resonance)
can be defined as a limit point of an eigenvalue family which corresponds to values of a perturbation pa-
rameter in an interval when this limit point no longer corresponds to a square-integrable eigenfunction. The
virtual levels usually occur at thresholds of the essential spectrum (the endpoints of the essential spectrum or
the points where the continuous spectrum changes its multiplicity). For more on the phenomenon of virtual
levels, see e.g. [JK79, JN01, Yaf10, GN18, EGE19].
We consider the operator A from (2.30) as an operator-valued function of ω ∈ (−m,m) and κ > 0; the
point spectrum and virtual levels ofA(ω, κ) are as follows.
Theorem 2.5. Let ω ∈ (−m,m) and κ > 0.
1.
λ ∈ σp(A(ω, κ)) ⇔ −λ ∈ σp(A(ω, κ)) ⇔ λ¯ ∈ σp(A(ω, κ)). (2.32)
2. For all κ > 0 and ω ∈ (−m,m), one has
0 ∈ σp(A(ω, κ)).
The geometric multiplicity of eigenvalue λ = 0 equals three if ω = 0 and equals one if ω 6= 0.
3. The algebraic multiplicity of eigenvalue λ = 0 equals four when
ω = Ωκ :=
κ+ 1
2κ
m , κ > 1, (2.33)
and also when ω = 0. For ω 6= 0 and ω 6= Ωκ (the last condition is vacuous if 0 < κ ≤ 1 since
formally Ωκ ≥ m), the algebraic multiplicity of eigenvalue λ = 0 equals two.
4. For all κ > 0 and ω ∈ (−m,m), one has
±2ωi ∈ σp(A(ω, κ)).
5. The virtual levels at the thresholds λ = ±(m−ω)i may only exist for κ > 1/√2 and they occur when
ω = ωκ :=
(κ+ 1)2
3κ2 + 2κ
m , κ > 1/
√
2.
6. The spectrum of the linearization operator A(ω, κ) contains the following additional eigenvalues:
(a) 0 < κ ≤ 1/√2:
• No additional eigenvalues for ω ∈ (−m,m) (that is, only λ = 0 and λ = ±2ωi).
(b) 1/
√
2 < κ ≤ 1:
• No additional eigenvalues for ω ∈ (−m,ωκ);
• Two purely imaginary eigenvalues in the spectral gap ( − i(m − ω), i(m − ω)) for ω ∈
(ωκ,m).
(c) κ > 1:
• No additional eigenvalues for ω ∈ (−m,ωκ);
• Two purely imaginary eigenvalues in the spectral gap for ω ∈ (ωκ,Ωκ);
• Two real eigenvalues (hence linear instability) for ω ∈ (Ωκ,m).
The remainder of this section contains the proof of Theorem 2.5.
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2.3 Zero eigenvalue and the Kolokolov condition
The symmetry
λ ∈ σp(A) ⇔ λ¯ ∈ σp(A)
follows from A having real coefficients; the symmetry
λ¯ ∈ σp(A) ⇔ −λ ∈ σp(A)
follows from
A
∗ = (JL)∗ = L∗J∗ = −LJ, where L =
[
L+ 0
0 L−
]
, J =
[
0 I2
−I2 0
]
,
while σp(LJ) = σp(JL) due to J being bounded and invertible. This proves Theorem 2.5 (1).
We notice that one has
A
[
0
φω
]
=
[
0
0
]
, A
[
∂ωφω
0
]
=
[
0
φω
]
. (2.34)
The first identity shows that the linearization operator A always admits the zero eigenvalue.
We already know from the proof of Lemma 2.1 that if ω 6= 0, then the kernel of L− = Dm − ωI2 −
2µδ(x)σ3 is one-dimensional (the relation f = 2µ and (2.16) imply that in (2.15) one takes a ∈ C, b = 0);
dimker(L−) is two-dimensional if ω = 0 ((2.16) with µ = 1 shows that in (2.13) one can take arbitrary
a, b ∈ C). A similar analysis of L+ shows that its kernel is one-dimensional only when ω = 0. Indeed,
since L− and L+ only differ at x = 0, the eigenvector of L+ corresponding to eigenvalue zero would also
be of the form (2.15)
ψ(x) =
[
A+B sgnx
µ(ω)B + µ(ω)A sgn x
]
e−κ(ω)|x|, x ∈ R; A, B ∈ C. (2.35)
The jump condition at x = 0 corresponding to L+ with [ψ]0 = 2
[
B
µ(ω)A
]
and ψˆ =
[
A
µ(ω)B
]
takes the
form (cf. (2.31))
2
[
µ(ω)A
−B
]
= iσ2[ψ]0 = 2µ(σ3 + 2κΠ1)ψˆ = 2µ
[
(1 + 2κ)A
−µ(ω)B
]
.
Since κ > 0, one has A = 0; the coefficient B ∈ C could be different from zero if and only if µ(ω)2 = 1,
which corresponds to ω = 0. This proves Theorem 2.5 (2).
By (2.34), we already know that the generalized null space of A is at least two-dimensional. Whether
there are more elements in the generalized null space of A, depends on whether L−θ = ∂ωφ (so that
A
[
0
θ
]
=
[
∂ωφ
0
]
) will have a solution θ ∈ L2(R), and this takes place if and only if the right-hand side is
orthogonal to ker(L∗−) = ker(L−) spanned by φω:
〈φω, ∂ωφω〉 = 1
2
∂ωQ(φω).
Thus, whether there are more elements in the generalized null space ofA, depends on the Kolokolov condi-
tion ∂ωQ(φω) = 0 [Kol73]; this condition gives the value of the threshold ω = Ωκ at which the dimension
of the null space of A changes.
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Let us compute ∂ωQ(φω). For the L
2-norm of a solitary wave profile φω(x) =
[
v(x)
u(x)
]
from (2.19), we
have:
Q(φω) =
∫
R
(v2 + u2) dx = α2(1 + µ2)
∫
R
e−2κ|x| dx =
α2(1 + µ2)
κ
.
Using the relations ∂ωκ = −ω/κ and ∂ωµ = − m
(m+ω)
3
2 (m−ω)
1
2
, we reduce the Kolokolov condition ∂ωQ =
0 to the form
ω
m
=
1 + κ
2κ
.
We use this relation to define the threshold value Ωκ in (2.33) which corresponds to the extremum point
of Q(φω). We point out that there is no critical value for κ ≤ 1 since in this case (2.33) formally leads to
Ωκ ≥ m.
This proves Theorem 2.5 (3).
2.4 The spectrum of A in odd-even-odd-even subspace and eigenvalue 2ωi
We use the fact that the operator A from (2.30) is invariant in the subspaces of L2(R,C4) consisting of
functions with odd-even-odd-even and even-odd-even-odd components. We denote these subspaces by
Xodd-even-odd-even and Xeven-odd-even-odd , respectively, and notice that there is a decomposition of
X := L2(R,C4)
into a direct sum,
X = Xodd-even-odd-even ⊕Xeven-odd-even-odd , (2.36)
so the search for eigenvectors can be restricted to the analysis of the spectrum ofA in these two subspaces.
For x 6= 0, a (non-unique) representation for a solution in L2 of the equation AΨ = λΨ, λ ∈ C
belonging to the subspace Xodd-even-odd-even (see (2.36)) is given by
Ψ(x) = a


ν+ sgnx
S+
−iν+ sgnx
−iS+

 e−ν+|x| + b


ν− sgnx
−S−
iν− sgnx
−iS−

 e−ν−|x|, (2.37)
where we used the notations
ν+(ω,Λ) :=
√
m2 − (ω + iλ)2 =
√
m2 − (ω − Λ)2,
ν−(ω,Λ) :=
√
m2 − (ω − iλ)2 =
√
m2 − (ω + Λ)2
(2.38)
and
S+(ω,Λ) = m+ Λ− ω, S−(ω,Λ) = ω + Λ−m; (2.39)
above, the value Λ ∈ C is defined by
λ = iΛ. (2.40)
In (2.38), we take the branch of the square root with Re
√
z ≥ 0 for z ∈ C \R−. We note that if λ ∈ iR,
|iλ| ≥ m+ |ω| (so that λ is beyond the embedded thresholds at ±i(m+ |ω|)), then bothm2− (ω− iλ)2 ≤ 0
and m2 − (ω + iλ)2 ≤ 0, hence there is no corresponding square-integrable function Ψ 6= 0 of the form
(2.37).
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Remark 2.6. The values of ν+ and ν− come from considering the characteristic equation of the homogeneous
system with constant coefficients, (A− iΛI4)Ψ = 0, with Ψ ∈ C∞((−∞, 0) ∪ (0,+∞)).
An eigenvector has to satisfy the jump condition at the origin. This jump condition (coefficients at δ(x)
from lines two and four from the relation (A− λI4)Ψ = 0 in the explicit form) is given by{
2iν+a− 2iν−b+ 2µ(−iS+a− iS−b) = 0,
2ν+a+ 2ν−b− 2µ(S+a− S−b) = 0.
(2.41)
(In the system above, the first two terms in the left-hand side of each equation correspond to the action of ∂x
onto sgnx from (2.37).) Since a, b ∈ C are not simultaneously zeros, the compatibility condition leads to
det
[
iν+ − iS+µ −iν− − iS−µ
ν+ − S+µ ν− + S−µ
]
= 2i(ν− + S−µ)(ν+ − S+µ) = 0.
The relation ν− + S−µ = 0 results in
m2 − (ω + Λ)2 = m− ω
m+ ω
(m− ω − Λ)2,
which takes the form
(m+ ω)2 − (m− ω)2 = −2mΛ;
thus, Λ = −2ω. Similarly, the relation ν+ − S+µ = 0 leads to Λ = 2ω. This proves Theorem 2.5 (4).
Remark 2.7. Let us point out that form/3 ≤ |ω| < m the eigenvalue λ = 2iω is embedded in the essential
spectrum of A. For example, if m/3 ≤ ω < m, then ν+ = κ, ν− =
√
m2 − 9ω2 is purely imaginary,
S+ = m+ ω, S− = 3ω −m, ν+ = S+µ, and the system (2.41) takes the form
ν−b+ µS−b = 0,
which results in a ∈ C arbitrary and b = 0; due to ν+ > 0, one can see that Ψ from (2.37) belongs to L2.
Remark 2.8. The eigenvalues λ = ±2ωi are present in the spectrum ofA due to the SU(1, 1)-invariance of
the Soler model [BC18].
2.5 The spectrum of A in even-odd-even-odd subspace and virtual levels at thresholds
In this Section we prove Theorem 2.5 (5) and Theorem 2.5 (6). Similarly to our approach in Section 2.4, any
square-integrable solution of AΨ = λΨ with λ = iΛ in the subspace Xeven-odd-even-odd of L
2 (see (2.36))
can be represented as (cf. (2.37))
Ψ(x) = a


ν+
S+ sgnx
−iν+
−iS+ sgnx

 e−ν+|x| + b


ν−
−S− sgnx
iν−
−iS− sgnx

 e−ν−|x|, a, b ∈ C, (2.42)
with ν+, ν−, S+, and S− from (2.38) and (2.39), where we will assume that both ν− and ν+ are non-
vanishing and with positive real part, so that Ψ ∈ L2(R,C4).
The jump condition for Ψ at the origin takes the form{
−2iS+a− 2iS−b− 2(−iν+a+ iν−b)µ = 0,
−(2S+a− 2S−b) + 2(ν+a+ ν−b)(1 + 2κ)µ = 0;
(2.43)
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the above corresponds to coefficients at δ(x) from lines one and three in the expression for (A−λI4)Ψ = 0.
To find eigenvalues, we need to consider the compatibility condition for the system (2.43), so that a, b ∈ C
in (2.42) are not simultaneously zeros:
det
[
µν+ − S+ −µν− − S−
(1 + 2κ)µν+ − S+ (1 + 2κ)µν− + S−
]
= 0. (2.44)
We rewrite the compatibility condition (2.44) as
Γ(Λ) : = −ν−ν+µ2(2κ+ 1) + µν−(κ+ 1)(m − ω + Λ)
+(m− ω − Λ)(κ+ 1)µν+ − (m− ω − Λ)(m− ω + Λ) = 0. (2.45)
One can see from (2.38) that ν− vanishes at Λ = m− ω and Λ = −m− ω; ν+ vanishes at Λ = m+ ω and
at Λ = −m+ ω; Γ(Λ) vanishes at Λ = m− ω and Λ = −m+ ω. We will define the “first”, or “physical”,
sheet of the Riemann surface of the function Γ(Λ) to be the one where Re ν− ≥ 0 and Re ν+ ≥ 0 (in the
following referred to as the (+,+) Riemann sheet).
Let us find first the solutions of Γ(Λ) = 0 on the first Riemann sheet. We divide (2.45) by ν−ν+ (this
corresponds to “normalizing” the vectors from (2.42) near ν± → 0; now the resulting function will not
vanish identically near Λ = m − ω and Λ = m + ω). Taking into account the fact that z = (√z)2 for all
z ∈ C\R−, and that
√
az =
√
a
√
z for all a > 0 and z ∈ C\R−, after some manipulations, we end up with
the equation
κ2 =

κ+ 1−
√
1− Λm−ω√
1 + Λm+ω



κ+ 1−
√
1 + Λm−ω√
1− Λm+ω

 . (2.46)
For z ∈ C\R−, we choose the branch of
√
z such that Re
√
z ≥ 0.
Remark 2.9. One has
√
zw =
√
z
√
w by analytical extension from R+ to z ∈ C \ R− and w ∈ C \ R−,
with arg(z) 6= arg(w) + πmod2π for instance.
Due to the previous remark we can show that on the first Riemann sheet of Γ(Λ) one has√
1− Λm−ω√
1 + Λm+ω
=
√√√√1− Λm−ω
1 + Λm+ω
and
√
1 + Λm−ω√
1− Λm+ω
=
√√√√1 + Λm−ω
1− Λm+ω
. (2.47)
Let us prove the first claim in (2.47). Note that√
1− Λm−ω√
1 + Λm+ω
=
√
1− Λm−ω
√
1 + Λm+ω∣∣∣√1 + Λm+ω ∣∣∣2
,
where we used
√
z =
√
z, which holds true for all z ∈ C\R−. It is enough to prove that
√
1− Λ
m− ω
√
1 +
Λ
m+ ω
=
√(
1− Λ
m− ω
)(
1 +
Λ
m+ ω
)
.
Since
Im
(
1− Λ
m− ω
)(
1 +
Λ
m+ ω
)
= − 2m
m2 − ω2 ImΛ,
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from Remark 2.9 we have the first identity in Claim (2.47).
Similarly, to prove the second identity in Claim (2.47), it is enough to note that
Im
(
1 +
Λ
m− ω
)(
1− Λ
m+ ω
)
=
2m
m2 − ω2 ImΛ
and use again Remark 2.9.
The conclusion is that on the first Riemann sheet of Γ(Λ), equation (2.46) can be rewritten equivalently
as
κ2 =

κ+ 1−
√√√√1− Λm−ω
1 + Λm+ω



κ+ 1−
√√√√1 + Λm−ω
1− Λm+ω

 , Λ ∈ C. (2.48)
To solve this equation, we set
X =
√√√√1− Λm−ω
1 + Λm+ω
, ReX ≥ 0. (2.49)
Then
Λ =
1−X2
1
m−ω +
X2
m+ω
and
1 + Λm−ω
1− Λm+ω
=
m+ ω − ωX2
ω + (m− ω)X2 .
We rewrite equation (2.48) as
κ2 = (κ+ 1−X)
(
κ+ 1−
√
m+ ω − ωX2
ω + (m− ω)X2
)
, (2.50)
which gives (assuming that κ+ 1−X 6= 0):
κ+ 1− κ
2
κ+ 1−X =
√
m+ ω − ωX2
ω + (m− ω)X2 . (2.51)
By squaring both sides, we arrive at the equation
(
κ+ 1− κ
2
κ+ 1−X
)2
=
m+ ω − ωX2
ω + (m− ω)X2 , Re
(
κ+ 1− κ
2
κ+ 1−X
)
≥ 0. (2.52)
We note the condition on the real part of κ+ 1− κ2κ+1−X must be satisfied by the solution X; this is due to
our choice of the square root, for the square-integrability of (2.42). Equation (2.52) can be rewritten as
((κ+ 1)2 − κ2 − (κ+ 1)X)2
(κ+ 1−X)2 =
m+ ω − ωX2
ω + (m− ω)X2 .
With a straightforward calculation one can check that the above relation can be rearranged as
(X − 1)2(a(ω, κ)X2 − 2b(ω, κ)X − c(ω, κ)) = 0 (2.53)
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with
a(ω, κ) = m(κ+ 1)2 − ωκ(κ + 2),
b(ω, κ) = κ
(
m(κ+ 1)− ωκ),
c(ω, κ) = m(κ+ 1)2 − ωκ(3κ+ 2).
(2.54)
Equation (2.53) has three roots: the root X0 = 1 of multiplicity two and the roots
X±(ω, κ) =
b(ω, κ)±
√
b2(ω, κ) + a(ω, κ)c(ω, κ)
a(ω, κ)
, Re
√
b2(ω, κ) + a(ω, κ)c(ω, κ) ≥ 0. (2.55)
The solutions corresponding to bound states or virtual levels must satisfy the following two necessary con-
ditions:
ReX ≥ 0, Re
(
κ+ 1− κ
2
κ+ 1−X
)
≥ 0. (2.56)
The root X0 = 1 satisfies both conditions (2.56) and corresponds to Λ = 0.
To understand for what values of the parameters the functions X+(ω, κ) and X−(ω, κ) are admissible
solutions (corresponding to eigenvalues or virtual levels of the linearized operator), one could check directly
conditions (2.56) on X±. This approach would produce the correct result: X+(ω, κ) and X−(ω, κ) are
admissible solutions only for ωκ ≤ ω < m, with ωκ = (κ+1)
2
3κ2+2κ
m. This is the threshold value at which
X+(ω, κ) and X−(ω, κ) cease to be eigenvalues and become virtual levels; see Theorem 2.5 (5). However,
checking the second condition in (2.56) requires rather lengthy calculations. For this reason, we choose a
different approach which exploits a symmetry of equation (2.48).
We note that if Λ is a solution of the original equation (2.48), then so is −Λ. This symmetry has a
counterpart on the equation in the variable X. In particular, if X, with ReX ≥ 0, is a solution of equation
(2.50), then so is
Y =
√
m+ ω − ωX2
ω + (m− ω)X2 , ReY ≥ 0. (2.57)
This is a direct consequence of the fact that with this definition of Y one has
X =
√
m+ ω − ωY 2
ω + (m− ω)Y 2 .
The solutions X and Y moreover satisfy the identity κ2 = (κ+ 1−X)(κ + 1− Y ).
The functions X+(ω, κ) and X−(ω, κ) are conjugates with respect to the symmetry of the equation; by
this we mean that
X2+ =
m+ ω − ωX2−
ω + (m− ω)X2−
(
and X2− =
m+ ω − ωX2+
ω + (m− ω)X2+
)
. (2.58)
This holds true for all κ > 0 and −m < ω < m and can be deduced by noting that the identities in equation
(2.58) are equivalent to ω(X2++X
2
−) = (m+ω)−(m−ω)X2+X2− and by usingX2++X2− = 2(2b2+ac)/a2
and X2+X
2
− = c
2/a2.
Moreover, X+(ω, κ) and X−(ω, κ) satisfy the identity
κ2 = (κ+ 1−X+)(κ+ 1−X−) (2.59)
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for all κ > 0 and −m < ω < m. This is proved by using X+ +X− = 2b/a and X+X− = −c/a. Identity
(2.59) implies
ReX+ = Re
(
κ+ 1− κ
2
κ+ 1−X−
)
and ReX− = Re
(
κ+ 1− κ
2
κ+ 1−X+
)
.
Hence,X+ satisfies the second condition in equation (2.56) if and only if ReX− ≥ 0, and similarly forX−.
We conclude that X+ and X− are either both admissible or both non-admissible solutions. The values of
the parameters κ and ω for which the solutions are both admissible are the ones for which ReX+ ≥ 0 and
ReX− ≥ 0. Note that for all κ > 1/
√
2 and −m < ω < m, one has a(ω, κ) > 0 and b(ω, κ) > 0. On the
other hand, 

c(ω, κ) > 0, −m < ω < ωκ = (κ+1)
2
3κ2+2κ
m,
c(ω, κ) = 0, ω = ωκ,
c(ω, κ) < 0, ωκ < ω < m.
Hence, ReX+(ω, κ) ≥ 0 for all the allowed values of ω and κ while ReX− ≥ 0 only for ω ≥ ωκ. By the
discussion above, this proves that if −m < ω < ωκ, equation (2.50) has only the trivial solution X0 = 1
corresponding to the double eigenvalue λ0 = iΛ0 = 0. If ωκ < ω < m instead, then two additional
solutions X+(ω, κ) and X−(ω, κ) appear. These correspond to two single eigenvalues λ+ = iΛ+ and
λ− = iΛ− = −λ+ with
Λ+ =
1−X2+
1
m−ω +
X2+
m+ω
, Λ− =
1−X2−
1
m−ω +
X2
−
m+ω
= −Λ+.
One has that
Λ+ =
1
2

 1−X2+
1
m−ω +
X2
+
m+ω
− 1−X
2
−
1
m−ω +
X2
−
m+ω

 = −1
2
X2+−X
2
−
m+ω +
X2+−X
2
−
m−ω
1
(m−ω)2 +
X2
+
+X2
−
m2−ω2 +
X2
+
X2
−
(m+ω)2
=− m
m2 − ω2
X2+ −X2−
1
(m−ω)2
+ 1
m2−ω2
1
ω (m+ ω − (m− ω)X2+X2−) +
X2
+
X2
−
(m+ω)2
where we used the identity ω(X2+ +X
2
−) = (m+ω)− (m−ω)X2+X2−. After straightforward calculations
one obtains
Λ+ = − 2a
2b ω
√
b2 + ac
m+ω
m−ωa
2 − m−ωm+ω c2
,
with a = a(ω, κ), b = b(ω, κ), and c = c(ω, κ) real-valued functions defined in (2.54). Hence, the
eigenvalues Λ+ and Λ− = −Λ+, when they exist, are either real or purely imaginary.
Finally, it turns out that
b2(ω, κ) + a(ω, κ)c(ω, κ) ≥ 0, ωκ ≤ ω ≤ Ωκ = κ+ 1
2κ
m,
b2(ω, κ) + a(ω, κ)c(ω, κ) < 0, ω > Ωκ,
(2.60)
and b2(Ωκ, κ) + a(Ωκ, κ)c(Ωκ, κ) = 0. So that for ωκ ≤ ω ≤ Ωκ the eigenvalues λ± are purely imaginary,
while for ω > Ωκ they are real. For ω = Ωκ the two eigenvalues coincide and are both equal to zero, and
λ = 0 is an eigenvalue with total algebraic multiplicity four.
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Remark 2.10. A different and simpler deduction of the threshold ωκ is as follows. Let us find when an
imaginary eigenvalue touches the essential spectrum, so that Λ = m−ω (one can show that at the threshold
there is not an eigenvalue but a virtual level). One needs
κ2 = (κ+ 1)
(
κ+ 1−
√
m+ ω
m− ω
√
2
m− ω
2ω
)
= (κ+ 1)
(
κ+ 1−
√
m+ ω
ω
)
.
That is,
2κ+ 1 = (κ+ 1)
√
m+ ω
ω
,
2κ+ 1
κ+ 1
=
√
1 +
m
ω
.
The condition to have a virtual level or an eigenvalue at some value of ω < m takes the form
2κ+ 1
κ+ 1
>
√
2,
which leads to κ > 1/
√
2. Let us compute the value of ω corresponding to a virtual level:
m
ω
=
(2κ+ 1)2
(κ+ 1)2
− 1 = 3κ
2 + 2κ
(κ+ 1)2
,
hence the critical value which corresponds to virtual levels at the thresholds λ = ±i(m− ω) is given by
ωκ := m
(κ+ 1)2
3κ2 + 2κ
, κ >
1√
2
. (2.61)
We can depict the general situation about point spectrum ofA as described by Theorem 2.5 in Figure 2.5.
Figure 1: Spectrum of the linearization operator as a function of ω ∈ (−m,m), m = 1, in the case κ > 1.
There are no isolated eigenvalues for ω ∈ (−m,ωκ); two imaginary isolated eigenvalues for ω ∈ (ωκ,Ωκ);
two real eigenvalues for ω ∈ (Ωκ,m).
3 Parity-preserving perturbation of the Soler model
In this section we address by perturbative analysis the effect of changing the Soler nonlinearity by the
term that breaks the SU(1, 1)-invariance while preserving the parity: the equation is invariant in subspaces
Xeven-odd-even-odd and Xodd-even-odd-even consisting of odd-even and in even-odd wave functions.
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Model
We consider the perturbation of the Soler model changing the Lagrangian density so that the self-interaction
is based on the quantity ψ∗(σ3 + ǫI2)ψ, ǫ 6= 0, and formally the dynamics is governed by the equation
i∂tψ = (iσ2∂x + σ3m)ψ − δ(x)f(ψ∗(σ3 + ǫI2)ψ)(σ3 + ǫI2)ψ, x ∈ R, t ∈ R. (3.1)
Above, f ∈ C1(R), f(0) = 0, and the following jump condition on ψ is understood (cf. (2.6)):
iσ2[ψ]0 = f(ψˆ
∗(σ3 + ǫI2)ψˆ)(σ3 + ǫI2)ψˆ. (3.2)
Just like (2.1), this is a Hamiltonian U(1)-invariant system, but for ǫ 6= 0 it is no longer SU(1, 1)-invariant.
Solitary waves
Just like in (2.19), there are solitary wave solutions φ(x)e−iωt to (3.1) with
φ(x) = α
[
1
µ sgnx
]
e−κ|x|, κ =
√
m2 − ω2, µ =
√
m− ω
m+ ω
, α > 0.
The value of α = α(ǫ) is to satisfy the jump condition (3.2) with
[φ]0 = 2
[
0
µ(ω)α
]
, φˆ =
[
α
0
]
,
which leads to 2iσ2
[
0
µ(ω)α
]
= (σ3 + ǫI2)f
[
α
0
]
, resulting in
2µ(ω) = (1 + ǫ)f ; (3.3)
above, f = f(τ) is evaluated at
τ := φ∗(σ3 + ǫI2)φ|x=0 = (1 + ǫ)α2. (3.4)
Linearization
Let us consider the linearization at a solitary wave. Using the Ansatz
ψ(t, x) = (φ(x) + r(t, x) + is(t, x))e−iωt, r(t, x), s(t, x) ∈ R2;
we derive that the perturbation (r(t, x), s(t, x)) satisfies the following system (where we omit explicit and
repetitive domain definition):

−s˙ = Dmr − ωr − fδ(x)(σ3 + ǫI2)r − 2gδ(x)(φ∗(σ3 + ǫI2)r)(σ3 + ǫI2)φ =: L+(ǫ)r,
r˙ = Dms− ωs− fδ(x)(σ3 + ǫI2)s =: L−(ǫ)s,
where
f = f(τ), g = f ′(τ) (3.5)
evaluated at τ from (3.4). Explicitly,
L−(ǫ)s = Dms− ωs− fδ(x)(σ3 + ǫI2)s
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and
L+(ǫ)r = (Dm − ω)r − fδ(x)(σ3 + ǫI2)r − 2gδ(x)φ∗(σ3 + ǫI2)r(σ3 + ǫI2)φ
= (Dm − ω)r − fδ(x)(σ3 + ǫI2)r − 2αgδ(x)(1 + ǫ)r1
[
(1 + ǫ)α
0
]
= Dmr − ωr − fδ(x)(σ3 + ǫI2)r − 2(1 + ǫ)2gα2δ(x)Π1r,
with Π1 =
[
1 0
0 0
]
and with with f , g from (3.5). Thus, the linearization operator is given by
A(ǫ) =
[
0 Dm − ωI2 − fδ(x)(σ3 + ǫI2)
−Dm + ωI2 + δ(x)(fσ3 + fǫI2 + 2(1 + ǫ)2gα2Π1)) 0
]
. (3.6)
We are going to prove that there are no unstable eigenvalues bifurcating from ±2mi for ǫ 6= 0. Since
these eigenvalues correspond to the invariant subspace Xodd-even-odd-even of A (see (2.36)), which is also
an invariant subspace for A(ǫ), it is enough to consider this operator in this subspace. (As in the even-odd-
even-odd subspace analysis in Section 2.5, the spectrum of the restriction ofA(ǫ) on the invariant subspace
Xeven-odd-even-odd contains no eigenvalues in the vicinity of the essential spectrum except possibly near the
thresholds i(±m± ω).)
Both L± are invariant in the subspace of L
2(R,C2) consisting of odd-even (and, similarly, even-odd)
functions. Moreover, the restrictions of L−(ǫ) and L+(ǫ) onto odd-even spaces are equal, therefore
A(ǫ)
∣∣
Xodd-even-odd-even
=
[
0 L−(ǫ)
−L−(ǫ) 0
]
=
[
0 1
−1 0
]
⊗ L−(ǫ)
has purely imaginary spectrum. Let us give a more accurate argument.
Theorem 3.1. There is an open neighborhood U ⊂ R, U ∋ 0, such that for ǫ ∈ U the operator A(ǫ) has
two eigenvalues
λ(ǫ) = ±i(2ω + ζ(ǫ)), ζ(ǫ) ∈ R ∀ǫ ∈ U, lim
ǫ→0
ζ(ǫ) = 0.
Proof. To study whether λ(ǫ) = iΛ(ǫ) is an eigenvalue of the operator A(ǫ) from (3.6), we consider the
action ofA(ǫ)− iΛ(ǫ)I4 onto the superposition
Ψ = a


ν+ sgnx
S+
−iν+ sgnx
−iS+

 e−ν+|x| + b


iξ sgnx
S−
−ξ sgnx
iS−

 eiξ|x| + c


ν+
S+ sgnx
−iν+
−iS+ sgnx

 e−ν+|x| + d


iξ
S− sgnx
−ξ
iS− sgnx

 eiξ|x|,
with S+ = S+(ω,Λ) and S− = S−(ω,Λ) from (2.39) and with ν+ and ξ defined by
ν+(ω,Λ) =
√
m2 − (Λ− ω)2, ξ(ω,Λ) = −
√
(ω + Λ)2 −m2 (3.7)
(cf. (2.38)). The relation (A− iΛI4)Ψ = 0 leads to the following jump condition:

2(−iS+c+ iS−d)− (1 + ǫ)(−iν+c− ξd)f = 0
−2(−iν+a− ξb) + (1− ǫ)(−iS+a+ iS−b)f = 0
−2(S+c+ S−d) +
(
(1 + ǫ)f + 2gα2(1 + ǫ)2
)
(ν+c+ iξd) = 0
2(ν+a+ iξb)− (1− ǫ)(S+a+ S−b)f = 0.
(3.8)
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As in the case of the unperturbed operator A (see (2.30)), there are two invariant subspaces ofA(ǫ) defined
in (2.36): Xeven-odd-even-odd (corresponding to a = b = 0) and Xodd-even-odd-even (corresponding to c =
d = 0). We are interested in the deformation of eigenvalues ±2ωi corresponding to Xodd-even-odd-even .
• The spectrum ofA(ǫ) restricted onto Xeven-odd-even-odd . We do not need to consider this case since A(0)
restricted ontoXeven-odd-even-odd only has simple isolated purely imaginary eigenvalues, which have to stay
on imaginary axes because of the symmetries (2.32); for the completeness, we mention that in this case the
jump condition (3.8) takes the form{
2(−iS+c+ iS−d)− (1 + ǫ)(−iν+c− ξd)f = 0
−2(S+c+ S−d) +
(
(1 + ǫ)f + 2gα2(1 + ǫ)2
)
(ν+c+ iξd) = 0,
and the compatibility condition for having a nontrivial solution c, d ∈ C is given by
det
[ −2iS+ + i(1 + ǫ)fν+ 2iS− + (1 + ǫ)fξ
−2S+ +
(
(1 + ǫ)f + 2gα2(1 + ǫ)2
)
ν+ −2S− +
(
(1 + ǫ)f + 2gα2(1 + ǫ)2
)
iξ
]
= 0.
• The spectrum of A(ǫ) restricted onto Xodd-even-odd-even . The jump condition (3.8) takes the form{
−2(−iν+a− ξb) + (1− ǫ)(−iS+a+ iS−b)f = 0
2(ν+a+ iξb)− (1− ǫ)(S+a+ S−b)f = 0.
The compatibility condition is:
det
[
2iν+ − i(1 − ǫ)S+f 2ξ + i(1 − ǫ)S−f
2ν+ − (1− ǫ)S+f 2iξ − (1− ǫ)S−f
]
= 2i(2ν+ − (1− ǫ)S+f)(2iξ − (1− ǫ)S−f) = 0.
The deformation of the eigenvalue 2ωi corresponds to vanishing of the first factor; thus, ν+ =
1
2 (1− ǫ)S+f ;
squaring this relation, we arrive at
m2 − (ω + ζ)2 = 1
4
(1− ǫ)2(m+ ω + ζ)2f2.
This allows us to write
−
(
2ω − 1
2
(1− ǫ)2(m+ ω)f2 + 1
4
(1− ǫ)2ζ2
)
ζ =
1
4
(1− ǫ)2(m+ ω)2f2 −m2 + ω2.
Using (3.3), we arrive at
−
(
2ω− (1− ǫ)2(m+ω) 2µ
2
(1 + ǫ)2
)
ζ +
(1− ǫ)2ζ2
4
=
(1− ǫ)2(m+ ω)2µ2
(1 + ǫ)2
−m2+ω2 = −4(m
2 − ω2)ǫ
(1 + ǫ)2
.
This relation shows that, for |ǫ| small enough, there is a real-valued solution ζ which satisfies
ζ = 2ǫ
m2 − ω2
m
(
1 +O(ǫ)).
This completes the proof of Theorem 3.1.
19
4 Broken parity perturbation of the Soler model
Now we consider the perturbation that breaks not only the SU(1, 1)-symmetry of the Soler model, but also
the parity symmetry: the linearized equation is no longer invariant in the subspaces Xeven-odd-even-odd and
Xodd-even-odd-even of L
2(R,C4), consisting of even-odd-even-odd and odd-even-odd-even components. We
show that under this perturbation the weakly relativistic solitary waves become linearly unstable, because
the spectrum of the corresponding linearization contains the eigenvalues with positive real part; these eigen-
values bifurcate from ±2iω (see Theorem 4.1).
Model
We consider the perturbed self-interaction based on the term
ψ∗(σ3 + ǫσ1)ψ, (4.1)
ǫ 6= 0, so that the the dynamics is described formally by the equation
i∂tψ = (iσ2∂x + σ3m)ψ − δ(x)f(ψ∗(σ3 + ǫσ1)ψ)(σ3 + ǫσ1)ψ, x ∈ R, t ∈ R, (4.2)
with the pure power nonlinearity
f(τ) = |τ |κ, τ ∈ R, κ > 0, (4.3)
and where the following boundary condition for domain elements is everywhere understood in this section:
iσ2[ψ]0 − f(ψˆ∗(σ3 + ǫσ1)ψˆ)(σ3 + ǫσ1)ψˆ = 0. (4.4)
This is a Hamiltonian U(1)-invariant system which is no longer SU(1, 1)-invariant. We will show
that the perturbation (4.1) breaks the parity symmetry: components of the solitary waves are no longer
even or odd, and the linearization operator at a solitary wave is no longer invariant in Xeven-odd-even-odd or
Xodd-even-odd-even .
Solitary waves
The first step of the analysis is to construct solitary waves φ(x)e−iωt. Instead of (2.19), φ(x) is now to be
of the form
φ(x) =
(
α(ǫ)
[
1
µ sgnx
]
+ β(ǫ)
[
sgnx
µ
])
e−κ|x|, (4.5)
where
κ =
√
m2 − ω2, µ =
√
m− ω
m+ ω
. (4.6)
The conditions on α = α(ǫ) and β = β(ǫ) come from the jump condition (cf. (2.6))
iσ2
[
2β
2αµ
]
− (σ3 + ǫσ1)f
[
α
βµ
]
= 0, (4.7)
where f = f(τ) with
τ := φˆ∗(σ3 + ǫσ1)φˆ.
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The jump condition (4.7) takes the shape of the following system:{
(f − 2µ)α+ fǫµβ = 0,
fǫα+ (2− fµ)β = 0. (4.8)
The compatibility condition leads to (f − 2µ)(2− fµ)− f2ǫ2µ = 0, which we rewrite as
f2µ(1 + ǫ2)− 2(1 + µ2)f + 4µ = 0,
hence
f =
1 + µ2 ±
√
1− 2µ2 + µ4 − 4µ2ǫ2
µ+ µǫ2
.
We need to choose the negative sign at the square root, so that f = 2µ+O(ǫ2); then we are consistent with
the case ǫ = 0 (see (2.20)). Therefore, one has:
f =
1 + µ2 −
√
1− 2µ2 + µ4 − 4µ2ǫ2
(1 + ǫ2)µ
=
1
(1 + ǫ2)µ
(
1 + µ2 − (1− µ2)
√
1− 4µ
2ǫ2
(1− µ2)2
)
=
2
1 + ǫ2
(
µ+
µǫ2
1− µ2 +O(ǫ
4µ3)
)
=
2
(1 + ǫ2)(1 − µ2)
(
µ− µ3 + µǫ2 +O(ǫ4µ3))
=
2
(1 + ǫ2)(1− µ2)
(
µ− µ3 + µǫ2 − µ3ǫ2 + µ3ǫ2 +O(ǫ4µ3)) = 2µ (1 +O(ǫ2µ2)) . (4.9)
The second equation from (4.8) yields:
β = − fǫα
2− fµ = −
2µ(1 +O(ǫ2µ2))ǫα
2− 2µ2(1 +O(ǫ2µ2)) = −
ǫµ
1− µ2 (1 +O(ǫ
2µ2))α. (4.10)
For the future use, we compute
α− βµ
ǫ
=
(
1 +
µ2
1− µ2 (1 +O(ǫ
2µ2))
)
α, (4.11)
and by (4.5) one has
τ = φ∗|
x=0
(σ3 + ǫσ1)φ|x=0 =
[
α βµ
] [1 ǫ
ǫ −1
] [
α
βµ
]
= α2 + 2ǫαβµ − β2µ2 (4.12)
=
(
1− 2ǫ2 µ
2
1− µ2 (1 +O(ǫ
2µ2))− ǫ2 µ
2
(1− µ2)2 (1 +O(ǫ
2µ2))µ2
)
α2 =
(
1 +O(ǫ2µ2))α2.
Combining the above expression for τ with the relation (4.9) satisfied by f , we derive:
2µ
(
1 +O(ǫ2µ2)) = f = |τ |κ = α2κ(1 +O(ǫ2µ2)). (4.13)
The solitary wave is given by the expression (4.5) with α and β from (4.13) and (4.10).
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Linearization
Let us consider the linearization at the solitary wave (4.5). We use the Ansatz
ψ(t, x) = (φ(x) + r(t, x) + is(t, x))e−iωt, (4.14)
where
(
r(t, x), s(t, x)
) ∈ R2 × R2. A substitution of the Ansatz (4.14) into equation (4.2) shows that the
perturbation (r(t, x), s(t, x)) satisfies the following linearized system:

−s˙ = (Dm − ω)r − fδ(x)(σ3 + ǫσ1)r − 2gδ(x)(φ∗(σ3 + ǫσ1)r)(σ3 + ǫσ1)φ =: L+(ǫ)r,
r˙ = (Dm − ω) s− fδ(x)(σ3 + ǫσ1)s =: L−(ǫ)s.
Above,
f = f(τ), g = f ′(τ) (4.15)
are evaluated at
τ := φ∗(σ3 + ǫσ1)φ|x=0 = α(α+ ǫβµ) + βµ(ǫα− βµ) = (α+ ǫβµ)2 − β2µ2 +O(ǫ4).
Thus, we have:
L+r = (Dm − ω)r − fδ(x)(σ3 + ǫσ1)r − 2gδ(x)(φ∗(σ3 + ǫσ1)r)(σ3 + ǫσ1)φ
= (Dm − ω)r − fδ(x) · (σ3 + ǫσ1)r − 2gδ(x)(α(r1 + ǫr2) + βµ(−r2 + ǫr1))
[
α+ ǫβµ
ǫα− βµ
]
= (Dm − ω)r − fδ(x)(σ3 + ǫσ1)r − 2gδ(x)((α + ǫβµ)r1 + (αǫ− βµ)r2)
[
α+ ǫβµ
ǫα− βµ
]
=
(
Dm − ω − fδ(x)(σ3 + ǫσ1)− δ(x)
[
XΠ1 + ǫY σ1 + ǫ
2ZΠ2
])
r, (4.16)
where we used the projectors
Π1 =
[
1 0
0 0
]
, Π2 =
[
0 0
0 1
]
(4.17)
and the constants X, Y, Z ∈ R defined by
X = 2(α + ǫβµ)2g, Y = 2(α + ǫβµ)
(
α− βµ
ǫ
)
g, Z = 2
(
α− βµ
ǫ
)2
g. (4.18)
In the pure power case, by (4.9), one has
τg = τf ′(τ) = κf(τ) = 2κµ(1 +O(ǫ2µ2)),
with τ from (4.12); hence, using (4.11) in (4.18), we have the following estimates:
X = 4κµ(1 +O(ǫ2µ2)), Y = 4κµ(1 +O(µ)), Z = 4κµ(1 +O(µ)). (4.19)
We denote
F = f + Y = f + 4κµ(1 +O(µ)) = 2(1 + 2κ)µ(1 +O(µ)), (4.20)
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so that
L+ = Dm − ω − δ(x)(fσ3 + Fǫσ1 +XΠ1 + ǫ2ZΠ2),
L− = Dm − ω − fδ(x)(σ3 + ǫσ1).
(4.21)
Now we can writeA(ǫ) =
[
0 L−
−L+ 0
]
in the explicit form as
A(ǫ) =
[
0 Dm − ωI2 − fδ(x)(σ3 + ǫσ1)
−Dm + ωI2 + δ(x)
(
fσ3 + ǫFσ1 +XΠ1 + Zǫ
2Π2
)
0
]
, (4.22)
with constants f , g from (4.15),X, Z from (4.18), F from (4.20), and with projectors Π1, Π2 from (4.17).
Bifurcations of eigenvalues from the essential spectrum
Let λ(ǫ) be the deformation of the eigenvalue 2ωi of A(ǫ) from (2.30) under the perturbation (4.2). As
before (see (2.40) and Theorem 3.1), let Λ ∈ C and ζ ∈ C be defined by relations
λ(ǫ) = iΛ(ǫ), Λ(ǫ) = 2ω + ζ(ǫ). (4.23)
The condition for the eigenvalue λ(ǫ) bifurcating from 2ωi to be inside the first quadrant (that is, the linear
instability condition, Reλ > 0) is now Im ζ < 0.
Theorem 4.1. Let f(τ) = |τ |κ, τ ∈ R; κ > 0. There is ω0 < m and an open neighborhood U ⊂ R, U ∋ 0,
such that for ω ∈ (ω0,m) and ǫ ∈ U the spectrum σp(A(ǫ)) contains an eigenvalue λ(ǫ) with positive real
part:
λ(ǫ) = i(2ω + ζ(ǫ)), Im ζ(ǫ) < 0 ∀ǫ ∈ U \ {0}, lim
ǫ→0
ζ(ǫ) = 0.
Remark 4.2. Similar conclusions as stated in Theorem 4.1 hold not only for (4.1) with the pure power
nonlinearity (4.3), but also in the case when the nonlinearity is represented by the function f ∈ C(R) ∩
C1(R \ {0}) which satisfies
f(τ) = |τ |κ +O(|τ |κ), f ′(τ) = κ|τ |κ−1 sgn τ +O(|τ |K−1), τ ∈ (0, τ0),
with some τ0 > 0 and K > κ > 0; only minor modifications in the present proof are needed.
Proof. Like in the proof of Theorem 3.1, to study whether λ(ǫ) = iΛ(ǫ) is an eigenvalue of the operator
A(ǫ) from (4.22), we consider the action of A(ǫ)− iΛ(ǫ)I4 onto the superposition
Ψ = a


ν+ sgnx
S+
−iν+ sgnx
−iS+

 e−ν+|x| + b


iξ sgnx
S−
−ξ sgnx
iS−

 eiξ|x| + c


ν+
S+ sgnx
−iν+
−iS+ sgnx

 e−ν+|x| + d


iξ
S− sgnx
−ξ
iS− sgnx

 eiξ|x|.
Above, S+ = S+(ω,Λ) and S− = S−(ω,Λ) are from (2.39) and ν+ = ν+(ω,Λ) and ξ = ξ(ω,Λ) are given
by (3.7). The jump condition at x = 0 leads to the relations

2(−iS+c+ iS−d)− (−iν+c− ξd)f − ǫ(−iS+a+ iS−b)f = 0,
−2(−iν+a− ξb) + (−iS+a+ iS−b)f − ǫ(−iν+c− ξd)f = 0,
−2(S+c+ S−d) + (f +X)(ν+c+ iξd) + ǫ(S+a+ S−b)F = 0,
2(ν+a+ iξb)− (f − ǫ2Z)(S+a+ S−b) + ǫ(ν+c+ iξd)F = 0;
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above, the first terms in the left-hand side correspond to the contributions from the derivative. The assump-
tion that a, b, c, d ∈ C are not simultaneously zeros leads to the condition
det


iǫS+f −iǫS−f −2iS+ + ifν+ 2iS− + fξ
2iν+ − iS+f 2ξ + iS−f iǫfν+ ǫfξ
ǫS+F ǫS−F −2S+ + (f +X)ν+ −2S− + i(f +X)ξ
2ν+ − (f − ǫ2Z)S+ 2iξ − (f − ǫ2Z)S− ǫFν+ iǫFξ

 = 0,
which we rewrite as
det


2ν+ − S+f −2iξ + S−f ǫfν+ −iǫfξ
2ν+ − (f − ǫ2Z)S+ 2iξ − (f − ǫ2Z)S− ǫFν+ iǫFξ
ǫS+f −ǫS−f −2S+ + fν+ 2S− − ifξ
ǫS+F ǫS−F −2S+ + (f +X)ν+ −2S− + i(f +X)ξ

 = 0.(4.24)
LetA, B, C , andD be the 2×2matrices so that the above matrix is written in the block form as
[
A ǫB
ǫC D
]
;
that is,
A =
[
2ν+ − S+f S−f − 2iξ
2ν+ − S+f + ǫ2ZS+ 2iξ − S−f + ǫ2ZS−
]
, B =
[
fν+ −ifξ
Fν+ iFξ
]
, (4.25)
C =
[
S+f −S−f
S+F S−F
]
, D =
[ −2S+ + fν+ 2S− − ifξ
−2S+ + (f +X)ν+ −2S− + i(f +X)ξ
]
. (4.26)
Since (see (4.34) below) one has limω→m,Λ→2m detD = 32m
2 (we recall that S+ and S− are defined in
(2.39) and ν+ and ξ are defined in (3.7)), we can use the Schur complement of D to write the condition
(4.24) as
det(A− ǫ2M) = 0, with M = BD−1C.
We have:
M =
1
detD
[
fν+ −ifξ
Fν+ iFξ
] [−2S− + i(f +X)ξ −2S− + ifξ
2S+ − (f +X)ν+ −2S+ + fν+
] [
S+f −S−f
FS+ FS−
]
. (4.27)
Taking into account that f = O(µ), F = O(µ), S+ − S− = 2(m− ω) = O(µ2),
M =
1
detD
[
0 −iξf
0 iξF
] [−2S− −2S−
2S+ −2S+
] [
S+f −S−f
S+F S−F
]
+O(µ3)
=
2iξS2+
detD
[
0 −f
0 F
] [−1 −1
1 −1
] [
f −f
F F
]
+O(µ3)
=
2iξS2+
detD
[−f f
F −F
] [
f −f
F F
]
+O(µ3) = 2iξS
2
+
detD
[
Ff − f2 Ff + f2
−F 2 + Ff −F 2 − Ff
]
+O(µ3).
In the second line, we substituted S− by S+, with the error counted in the O(µ3) term. It follows that
M11 +M21 = −
2iξS2+
detD
(F − f)2 +O(µ3) = −2iξS
2
+
detD
X2 +O(µ3), (4.28)
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withX from (4.18). Taking into account that A21 = A11 + ǫ
2ZS+ and A22 = −A12 + ǫ2ZS−, we derive:
det(A− ǫ2BD−1C) = (A11 − ǫ2M11)(A22 − ǫ2M22)− (A12 − ǫ2M12)(A21 − ǫ2M21)
= (A11 − ǫ2M11)(−A12 + ǫ2ZS− − ǫ2M22)− (A12 − ǫ2M12)(A11 + ǫ2ZS+ − ǫ2M21) = 0,
−2A11A12 +A11(ǫ2ZS− − ǫ2M22 + ǫ2M12) +A12(ǫ2M11 − ǫ2ZS+ + ǫ2M21)
−ǫ4M11(ZS− −M22) + ǫ4M12(ZS+ −M21) = 0,
A11 = ǫ
2A12(M11 +M21 − ZS+) + ǫ2(−M11(ZS− −M22) +M12(ZS+ −M21))
2A12 − ǫ2(ZS− −M22 +M12) ,
2ν+ = S+f + ǫ
2A12(M11 +M21 − ZS+) + ǫ2(−M11(ZS− −M22) +M12(ZS+ −M21))
2A12 − ǫ2(ZS− −M22 +M12) .
Substituting ν+ =
√
m2 − (ω − Λ)2 =
√
m2 − (ω − (2ω + ζ))2 (see (4.23)), we arrive at
ζ2 + 2ωζ (4.29)
= m2 − ω2 −
(
S+f
2
+ ǫ2
M11 +M21 − ZS+ + ǫ2A12 (−M11(ZS− −M22) +M12(ZS+ −M21))
4− 2ǫ2(ZS− −M22 +M12)/A12
)2
.
Taking into account (4.9) and (4.19), the entries of the matrixM from (4.27) are estimated by
Mij = O(µ2), 1 ≤ i, j ≤ 2;
since A12 = S−f − 2iξ −→ −4im
√
2 in the limit ǫ→ 0, ω → m, Λ→ 2m, (4.29) yields the relation
ζ2 + 2ωζ = m2 − ω2 −
(
S+f
2
+ ǫ2
M11 +M21 − ZS+ +O(ǫ2µ3)
4−O(ǫ2µ)
)2
. (4.30)
Writing
ζ2 + 2ωζ = (m+ ω)2µ2 −
(S+f
2
+O(ǫ2µ)
)2
= (m+ ω)2µ2 − (m+ ω + ζ)
2f2
4
− S+fǫ2O(µ) +O(ǫ4µ2) (4.31)
(let us point out that the largest error term, O(ǫ4µ2), is contributed by squaring ǫ2ZS+ from the right-hand
side of (4.30)), we have
ζ2 + 2ωζ = (m+ ω)2
(
µ2 − f
2
4
)
− 2(m+ ω)ζ + ζ
2
4
f2 +O(ǫ2µ2)
= (m+ ω)2O(ǫ2µ2)− 4µ2 2(m+ ω)ζ + ζ
2
4
+O(ǫ2µ2),
hence
ζ = O(ǫ2µ2). (4.32)
In view of (4.32),
S+(ω,Λ) = m+ Λ− ω = m+ ω + ζ = 2m+O(µ2),
S−(ω,Λ) = ω + Λ−m = 2m+O(µ2),
(4.33)
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and now we can compute the determinant of the matrix D from (4.26):
detD = (−2S+ + fν+)(−2S− + i(f +X)ξ)− (2S− − ifξ)(−2S+ + (f +X)ν+)
= 8S+S− − 2(2f +X)S−ν+ + i
(
2(f +X)fν+ξ − 2(2f +X)S+ξ
)
= 32m2 +O(µ), (4.34)
with the error term being complex-valued. Taking the imaginary part of (4.30), we obtain:
2(ω +Re ζ) Im ζ = −ǫ2S+f Im M11 +M21 − ZS+ +O(ǫ
2µ3)
4−O(ǫ2µ) +O(ǫ
4µ3). (4.35)
Remark 4.3. Note that in the right-hand side the error term is O(ǫ4µ3) (instead of O(ǫ4µ2) as in (4.31));
indeed, by (4.33),
ZS+ = Z(m+ ω +O(ǫ2µ2)), (4.36)
and since Z from (4.18) is real-valued, (ǫ2ZS+)
2 can not contribute O(ǫ4µ2) to the imaginary part of the
right-hand side.
Since the numerator in (4.35) is O(µ), and so is the factor S+f , we conclude that neglecting O(ǫ2µ)
terms from the denominator contributes the error absorbed into O(ǫ4µ3), so
2(ω +Re ζ) Im ζ = −ǫ
2
4
S+f Im (M11 +M21 − ZS+) +O(ǫ4µ3).
Using (4.28), (4.34), and taking into account the fact that Z = O(µ) is real-valued while S+ = m+ ω + ζ ,
we continue:
2(ω +Re ζ) Im ζ = −ǫ
2
4
S+f Im
(
M11 +M21 − ZS+
)
+O(ǫ4µ3) (4.37)
=
ǫ2
4
S+f Im
(2iξS2+
detD
Y 2 +O(µ3) + Zζ
)
+O(ǫ4µ3) = ǫ
2
4
f
ξS3+
16m2
Y 2 +O(ǫ2µ4) +O(ǫ4µ3).
Taking into account the relations
lim
ω→m,Λ→2m
S+(ω,Λ) = 2m, lim
ω→m,Λ→2m
ξ(ω,Λ) = −2m
√
2, Y = 4κµ(1 +O(µ))
(see (2.39), (3.7), (4.19)), we conclude from (4.37) that there is c > 0 such that Im ζ < −cǫ2µ3, as long
as |ǫ| and µ > 0 are sufficiently small. It follows that the eigenvalue λ = (2ω + ζ)i moves to the right of
the imaginary axis, becoming an eigenvalue with positive real part and indicating the linear instability of the
corresponding solitary wave.
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