Variations on the technique of Ďuriš and Galil  by Chrobak, Marek
IOURNAL OF COMPUTER AND SYSTEM SCIENCES 30, 77-85 (1985) 
Variations on the Technique of brig and Galil 
MAREK CHROBAK 
Institute of Mathematics, Polish Academy of Sciences, 
Sniadeckich 8, 00-950 Warsaw, Poland 
Received October 4, 1983; revised July 25, 1984 
The main result of this paper is that two-way nondeterministic counter automata are better 
than deterministic ones. Also the class of two-way deterministic counter automaton languages 
is compared with other classes of languages and some nonclosure properties of this class are 
proved. 0 1985 Academic Press, Inc. 
We introduce first some definitions: 
2dpda -two-way deterministic pushdown automaton, 
2dpda, -dpda with pushdown alphabet (0, 1 } such that the number of l’s on 
the stack never exceeds c, 
2nc -two-way nondeterministic counter automaton, 
2dc -two-way deterministic counter automaton ( = 2dpda,), 
2dfa(2) -two-way deterministic finite automaton with two heads, 
2sdfa(2)--2dfa(2) such that the second head is blind: it can see only the 
endmarkers, 
2DPDA, 2DPDA,, 2NC, 2DC, 2DFA(2), 2SDFA(2) are the corresponding 
classes of languages, 
CFL and DCFL are the classes of context-free languages and deterministic 
context-free languages, 
& and $ are respectively the left and right endmarkers. For pushdown automata 
& denotes also the bottom symbol of the stack. 
Galil posed in [S] several open problems about deterministic two-way pushdown 
automata. Two of them concerned counter languages: 
(1) is 2DC = 2DPA? 
(2) is 2DC = 2NC? 
These questions are closely related to some famous problems of the theory of 
computations. For example, the equality 2DC = 2NC combined with Theorem 5.7 
in [S] would imply that DSPACE(S(n)) = NSPACE(S(n)) for all functions S(n) > 
log n. Similar results to those in [IS] can be also found in [S]. 
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Using an ingenious generalization of the crossing sequence argument (see [7]) 
DuriS and Galil proved in [3] that the language 
L= {x,#x, ... #x,/k> l,xj~ (0, l>* for i=O ,..., k and for 
some 1 <j<kxj=x,} 
cannot be recognized by any 2dc. Since L E~DPDA this gives the answer to the 
first question mentioned above: 2DC $ ZDPDA. 
We will modify the proof of DuriS and Galil to prove 
THEOREM 1. Let E={x,#x,# ..* #x,Ikal and there is I>0 such that 
xiE (0, l}‘for i= l,..., k}. Let C be a finite alphabet and h: E + C* a function such 
that for every w,, w2 in E 
(a) is w1 # w2 then h(w,) #NW,), 
(b) !f lwll = Iwzl then Ih( = MWJI. 
Let L”= {xo#h(x,# ... #x,)lx,# ... #xk E E and there is 1 d j 6 k such that 
xj = x0}. Then Lh $2DC. 
If id is the identity function on E then Lid is very similar to L, except that we 
require xi)s to be of equal length. This assumption is not necessary but it will sim- 
plify the proofs. Moreover, it is easy to observe that Lid 42DC implies L$2DC. 
Using appropriate functions h we will derive from Theorem 1 the following 
results. 
THEOREM 2. (1) 2DC $ 2NC, 
(2) 2DC $ 2DPDA,, 
(3 ) DCFL and 2DC are incomparable. 
Therefore (1) solves the second problem about counter automata from [S]. Both 
results (2) and (3) improve the inequality 2DC # 2DPDA, because they show that 
even very simple 2dpda’s cannot be simulated by 2dc’s. Note that a %dpda, can be 
looked upon as a two-counter automaton with the property that it never changes 
the first counter when the second one is nonempty. (3) also improves another result 
from [3] stating that CFL and 2DC are incomparable. 
In the following theorem we prove also some nonclosure properties of 2DC. 
THEOREM 3. 2DC is not closed under 
( 1) length-preserving homomorphisms, 
(2) concatenation with regular sets, 
(3 ) closure. 
Hence the technique of DuriS and Galil turned out to be quite fruitful; it was also 
used by them in [4] to construct a hierarchy of reversal-bounded multicounter 
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machine languages, So far it is probably the strongest method for proving that a 
given language cannot be recognized by some two-way devices, although it applies 
only to counter automata languages. Other resuts of this kind concern usually 
restricted types of automata (real-time, reversal-bounded, etc.) or use indirect 
methods (diagonalization), see [ 1, 3, 61. 
Proof of Theorem 1. The proof is a simple modification of the one in [3]. We 
will present a sketch of it, pointing out the necessary changes. For the convenience 
of the reader the notation is taken from [3]. 
Since 2DC G 2SDFA(2), it is enough to prove that Lh 4 2SDFA(2). We take now 
arbitrary 2sdfa(2) A and show that it cannot recognize Lh. We construct two 
languages L1, Lz, where L, G (0, l>*, L,c #C* such that 
(A) for every different words w, W in L2 there exists y in L, such that exactly 
one of yw, yW belongs to Lh, 
(B) there exist different words G’,3 in L, such that for every y in 
L, yti’~ L(A) iff y+E L(A). 
From (A) and (B) we easily derive that Lh # L(A). 
Let Q be the set of states of A and w be an input word of length n. A con- 
figuration of A on w is a triple (q, i, j), where q is in Q, 0 Q i < n + 1 is the position 
of the seeing head and 0 <j < n + 1 is the position of the blind head. We assume 
that the computation starts and halts in configurations of the form (q, 0, 0), for 
some q in Q. 
Let x, y, z E (0, 1 } * and consider the computation of A on xyz. Let C,,, C, be 
configurations of A on xyz such that in C, the seeing head is on the first or on the 
last symbol of y, and in C, the seeing head is on the symbol immediately to the 
right or left of y. The computation of A from Co to C, is called an internal com- 
putation on the triple (x, y, z) if during it the seeing head is always on y and the 
blind head never reaches the endmarkers. 
LEMMA 1. Ifm is large enough then there are two different strings u, v in (0, 1 }” 
such that for every pair of strings x, y andfor every pair of configurations C,,, C, of 
A, there is an internal computation of A from Co to C, on the triple (x, u, z) if and 
only if there is an internal computation of A from Co to C, on the triple (x, v, z). 
Proof See the proof of Lemma 1 in [3]. 1 
Let m, u, v be fixed, satisfying Lemma 1. By n we denote an integer whose value 
will be specified later. Let L,= {u,v}~ and L2= (#h(z,# ~1. #z2”-~)Izi~LI for 
i = l,..., 2”-‘andz,<z,< .*a < z2”-,), where z1 < z2 means that the binary number 
represented by z1 is smaller than the one represented by z2. From Theorem 1 (a) 
and the definition of L2 we obtain 
LEMMA 2. For every two different strings w, W in L2 there is a string y in L, such 
that exactly one of yw, yW is in Lh. 
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Thus the condition (A) is satisfied. Now we will prove (B). 
Lety=y, . . * y, E L, , where each yi is either u or u. Then yi is called the ith block 
of y. 
Let e be the length of the words in L, (by Theorem 1 (b) all words in L2 are of 
equal length). We set d = mn + e and by Nd we denote the set { 0, l,..., d + 1 }. Then 
Q x Nd x Nd is the set of all possible configurations of A on the strings from L, Lz. 
Let 0 be the set of all configurations C in Q x Ndx Nd such that the position p of 
the seeing head in C satisfies 1~ p < mn, and the blind head is in C on one of the 
endmarkers. Let y E L, , w E L,, and C,,, C, E 0. If there is a computation of A on yw 
from Co to C, then this computation is called a computation segment if every con- 
figuration between C, and C, is not in c. 
LEMMA 3. Let y E L, , w E Lz, C,, C, E o, and assume that the seeing head is on 
the ith block of y in C, and on the jth block of y in C,. If there is a computation 
segment of A on yw from Co to C, then, for all y’ EL, with the same ith and jth 
blocks as y, there is a computation segment of A from C, to C, on y’w. 
Proof: See the proof of Lemma 3 in [3]. 1 
For every string w in L, we define a partial function g,: (T x {u, u}* --, cr as 
follows: Let y EL, have the ith block p and the jth block q, where p, q E {u, u}. Let 
C, C’ E G be such that the seeing head is on the ith block of y in C and on the jth 
block of y in c’. If there is a computation segment of A on yw from C to C’ then 
g,J C, p, q) = C’, otherwise g,.( C, p, q) is undefined. By Lemma 3 g, is well defined 
for every w in L,. 
LEMMA 4. If n is large enough then there are two strings ti’, 6 in L, such that for 
every y in L,, yfi’~ L(A) iffy%‘~ L(A). 
Proof Because of Theorem 1 (a) there are (&,) strings in L,. The number of 
partial functions from c x {u, u}’ into (T is (2 (Ql mn + 1 )81Qlmn. So if n is large 
enough then there must be two strings I+‘, iG in L2 such that g, = g,. But then 
~+EL(A) iff yGEL(A) for every y in L,. 1 
From Lemma 4 we obtain (B), what completes the proof of Theorem 1. 1 
Proof of Theorem 2. (1) Let s: {O, 1 } * + {0, 1,2) * be a function such that 
s(al ~~~a,)=~,2’+‘a~2’+*...a,~,2~‘-‘a,, where aiE (0, l} for i= l,..., 1. Then we 
define 
h(x,# ‘.. #xk)=s(xl)# ... #s(x,) for every x,# ... #x~EE. 
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Obviously h satisfies (a) and (b) of Theorem 1. Therefore Lh#2DC. We will con- 
struct now a 2nc A recognizing Lh. A executes the following steps: 
Step 0. A checks deterministically if the input word is well formed, that is, 
if there is some value s(x) between each pair of #‘s and between the last # and the 
endmarker $. If the input is w = x,#s(x,)# . . . # s(xk), then A checks if all x;s are 
of equal length. All these actions can be easily done using the counter. 
Step 1. Let ~~=a, .*. a,. A stores a, in the finite memory and 1 on the 
counter and moves right until it stops nondeterministically on the jth symbol #. 
Let xi= b, ..* b,. A checks if a, = b,. 
Step i, i = 2 ,..., 1. Suppose that A has already verified that a, = b, ,..., ai_ 1 = 
b,_ 1 and that the head of A is on the symbol b,_ i (see Fig. 1). Let d be the distance 
between the first # and bi_ 1. A moves left increasing the counter until it reaches 
the left endmarker. Then the counter stores d+ 1. A must guess now which of the 
bits a, ,..., a, is Cli. In order to do this A moves right increasing the counter and stops 
nondeterministically on some symbol up. The value of the counter is now d + I+ p. 
At last, A stores up, moves to the first #, and again moves right, decreasing now 
the counter until it becomes empty. Let c be the symbol scanned by the head. The 
distance between the position of the head and bi_ 1 is I+ p. So the following 
equivalence holds: 




I C-d -I 
FIG. 1. A guesses ai and verifies the guess. 
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We have two cases now: 
c = 2: wrong guess, A rejects the input, 
c # 2: right guess, if c # ai, A rejects the input, otherwise the computation con- 
tinues. 
After the Ith step A accepts w. [ 
(2) We define h as follows: Let w = x1 # ... #x, E E, where Xi= xi,1 *.. xi,!, 
x~,~E (0, l} for i= l,..., k and j= l,..., 1. Then h(w)=y,# 1.. #y,, where 
Yj = xl,j . . . x~,~ for j = l,..., 1. We can treat w as an encoding of a binary matrix M, 
row after -row. Then h(w) is the encoding of the transpose of M. Obviously h 
satisfies (a) and (b) of Theorem 1, so Lh $2DC. We will show a 2dpda, A recogniz- 
ing Lh. A executes the steps below: 
Step 0. A checks if the input w is of the form x,# y, # ... # y,, where 
lx,,] = I and all y,‘s are of equal length k. 
Step i, i= l,..., k. Initially A is on the left endmarker and the stack contains 
0’. A will compare now x,, with the ith symbols of yr,..., yr. Forj= l,..., I, A repeats 
the following procedure: 
Procedure: At the beginning A is on the left endmarker and the stack contains 
k0’10’. Using 0’ from the stack A can find x~,~ and return to the left endmarker with 
&Oil0 on the stack. Using 0’ again A finds thejth symbol #, and then, using O’, the 
ith bit yi,i of yj. A checks if Y~,~= xoJ and returns to the left endmarker with 
&O’lOj+’ on the stack. 
After the Zth repetition of the above procedure A knows whether x0 = Y,,~... ylj. 
If it is the case, A accepts w and halts. Otherwise the computation continues. After 
the kth step A rejects w. 1 
(3) Let h(x,# ... #xk)=xp2x,# .‘. #x,R2x, for every x,# ... #x, in E, 
where xR denotes the reversal of the string x. Obviously h satisfies (a) and (b) from 
Theorem 1, so Lh 4 2DC. We will construct languages P E 2DC and R E DCFL such 
that Lh = P n R. Since 2DC is closed under intersection, it follows that R $2DC. 
Let 
P= (xo#xp2x,# ..* #x,R2xkIk>1 and x~E{O, l}’ for 
i= 0 ,..., k, where I = Ix,,/ }. 
It is easy to show that PE 2DC. We will show now a one-way deterministic 
automaton A such that L(A) = R. For our purpose the behaviour of A on words 
which are not in P is inessential. So it is enough to consider only words from P. 
Suppose that the input word is w = x,#x~2x, # .a. #x,R2xk, where xie (0, 11’ for 
i = O,..., k and I = 1x01. A will accept w if and only if x0 = xi for some 1 <i < k. A 
stores first &x0 on the stack. Suppose that A is on the jth symbol # and the stack 
contains Cx,. Then A compares the contents of the stack with xi” on the input. If 
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x,, = xi then A accepts. If x0 #xi then let 1 < p < 1 be the greatest number such that 
the pth bits of x0 and Xj are different. A pushes p symbols 2 onto the stack, using 
them finds the pth bit of the subword xi, and by pushing the remaining bits of xj 
onto the stack it reaches the (j+ 1)th symbol # when the stack contains &x0. 1 
Proof of Theorem 3. The ideas of this proof were suggested to me by W. Rytter. 
(1) We define first a homomorphism f: (0, 1) * + { 2,3} * such that f (0) = 2, 
f (1) = 3. Let P be the language 
P= (xo#f(x,)x,# ... #f(X,)X,IX,#~~~#X,ELid}. 
The reader will have no difliculty in proving that P E 2DC. Let g be a length-preser- 
ving homomorphism such that g(0) = 0, g( 1) = 1, g( # ) = #, g(2) = g(3) = 2, and h 
a function such that 
h(x,# ... #xk)=2[x1# ... #2/x, for x,# ... #x, in E, 
where I is the length of all x,)s. Then h satisfies (a) and (b) of Theorem 1, so 
Lh # 2DC. But g(P) = Lh, so (1) follows. m 
(2) Let 
P= {xo#x,# **. #x,#x,Ik>O and for i=O ,..., k,xiE (0, l}*}, 
R={O,l,#)*. 
Then P E 2DC, R is regular, but PR = L # 2DC. 1 
(3) Let 
P= {2xo#x,# *‘. #x,#x,Ik>O and for i=O ,..., k,xiE (0, l}*}, 
R= (0, 1, #}*, S=2(0, l,#}*. 
Then PuRE~DC and S is regular. Let L’=(PuR)*nS=(2xo#x1#~~~#x~( 
k> 1, X~E (0, l}* for i=O ,..., k, and there is 1~ j < k such that x0 = xj}. 
It is obvious that L’ E 2DC would imply L E 2DC. Therefore L’ $2DC and con- 
sequently (P u R)* # 2DC, because 2DC is closed under intersection with regular 
sets. 1 
Remarks. By combining the ideas from the proof of Theorem 2 one can prove 
that 2DC +G 2DFA(2) n 2NC n 2DPDA,. Note that it cannot be derived from 
Theorem 1 and the inequality 2DC $ 2DFA(2) proved in [3]. 
Durig [9] has found a different language in 2DPDA, - 2DC. This language con- 
tains all words xo#x, # . . . #x,# w1 .. . w,, where lxil = I for every i = O,...,k and 
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wi = aib’aib2.. . a'b' for every i = l,..., 1, and there is 1 < j < k such that xi = x,, . By 
Theorem 1 this language cannot be recognized by any 2dc. On the other hand, it 
can be recognized by a 2dpda, A which uses the “tails” w1 ** * wI to reverse the con- 
tents of the stack: when the stack contains &Oil@ then A finds a’ti and then it can 
create boi10’ on the stack. This ability allows A to compare x0 with every xi,..., xk. 
DuriS and Galil hoped (see problem (3) in Sect. 8 of [3]) to develop their techni- 
que so as to prove that L is not in 2NC. From our results it follows that it is not 
likely, this modified proof would work as well for Lh of Theorem 1 (a), which is in 
2NC. We suspect that in the proof that L$2NC it will be necessary, for inputs 
X,# .‘. #x, in L, to consider the behavior of a 2nc on all xls, not only on x,,. 
In conclusion we list some open problems related to these investigated in this 
paper. 
(1) Is 2DPDA, Y$ 2DPDA,+, for all caO? Note that Theorem 1 (a) states 
that 2DPDA0 $ 2DPDA 1. 
(2) Does there exist a unary language in 
(i) 2DPDA, - 2DC? 
(ii) 2NC - 2DC? 
(3) What is the relationship between 2NC and 
(i) 2DFA(2)? 
(ii) 2DPDA? 
The proof of Theorem 1 (a) was already partially presented in [2]. 
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