Abstract. We present algorithms which use only O(x/ nonscalar multiplications (i.e. multiplications involving "x" on both sides) to evaluate polynomials of degree n, and proofs that at least x/ are required. These results have practical application in the evaluation of matrix polynomials with scalar coefficients, since the "matrix matrix" multiplications are relatively expensive, and also in determining how many multiplications are needed for polynomials with rational coefficients, since multiplications by integers can in principle be replaced by several additions.
1. Introduction. A well-known result given by Motzkin [23 and Winograd [6 is that, even with preliminary adaptation of the coefficients, at least n/2 multiplications are required to evaluate a polynomial of degree n if the coefficients of the polynomial are algebraically independent. However we frequently wish to evaluate polynomials with rational or integer coefficients for which this result does not apply, and so we are led to investigate the number of multiplications required to evaluate rational polynomials. Our main theorem is that x/ are necessary, and we present algorithms to demonstrate that O(x/) are sufficient.
Apart from providing a satisfactory answer to a theoretical problem our results have some practical applications. Because multiplication by an integer can be replaced by repeated additions, the only multiplications which are counted in the above results are those where the indeterminate of the polynomial appears in both multiplicands, that is the nonscalar multiplications. However in some other applications, such as the evaluation of matrix polynomials with scalar coefficients, we are again concerned to minimize the number of nonscalar multiplications because these may be much more expensive than additions and subtractions, or multiplication by a scalar. For practical purposes therefore our most important contributions are the algorithms in 3, which use only O(x//) nonscalar multiplications.
We define an algorithm over a scalarfield S as e e(1), e(2), ..., e(k), where (i) e(1)eS U {x} and (ii) either e(r) eSU {x} or else e(r)=((R),i,j), where l_<_i,j<r, and (R){+,-, x,+} for <r<=k.
We say that e(r) defines a nonscalar multiplication/division if e(r) x, i,j) and neither (i) S nor e(j) S, or (r) (+, i, j) and e(j) S. 
Allowing one more multiplication for the monic division, we have N(n) (n + 1)/2. Total multiplications (n + 1)/2 + log 2 n if n 2 1. For general n, we can break the polynomial into pieces of length 2 1, evaluate them separately and put them back together using the powers x2, x4,
x 2vg2"l. The putting-backtogether can require at most another log 2 n multiplications for a total of n/2 + 2 log 2 n. This completes the proof.
Essentially the same algorithm was discovered independently by Rabin We split a monic polynomial up in an analogous way to that of Algorithm A, but the derivation is a little more complicated.
Let p(x) be a monic polynomial of degree k(2p 1) which we express in the form p(x) q(x). The total number of nonscalar multiplications is n/2k + k + log2 (n/k).
Minimizing with respect to k gives k x/, or x/ + log2 x nonscalar multiplications.
As before, for general n, this algorithm may require an extra log v/ multiplications giving a final total of + log2 n + O(1)nonscalar multiplications.
This completes the proof.
Note that this algorithm uses about n + v/-/2 additions and n-x//-/2 scalar multiplications.
