Abstract. In this paper, we show in a combinatorial way that the E 8 subfactor planar algebra is 1-dimensional. In the proof, we improve the Bigelow's relation of the E 8 subfactor planar algebra and give an efficient algorithm to reduce any planar diagram to the empty diagram.
Introduction
As a graphical approach to subfactors, Jones [2] introduced planar algebras, which are a kind of algebras given graphically in the plane. As the Kuperberg program says (see Morrison, Peters and Snyder [5] ), it is a problem to (i) give a presentation by generators and relations for each planar algebra, and (ii) show basic properties of the planar algebra based on such a presentation, where basic properties mean non-triviality, being positive, being spherical, being semisimple, etc. For the D 2n planar algebra, (i) and (ii) have been done in [5] . For the E 6 and E 8 planar algebras, Bigelow [1] has done (i), and partially done (ii), though his proof of the non-triviality of the planar algebra depends on the existence of the E 6 and E 8 subfactors. The author [6] has done (i) and (ii) for the E 6 planar algebra.
In this paper, we give a combinatorial proof of a non-triviality of the E 8 planar algebra 1 . Our proof will be a refinement of the proof of [6, Proposition 2.2]. We introduce the E 8 linear skein, motivated by Bigelow's generators and relations of the E 8 planar algebra. We define the E 8 linear skein S(R 2 ) of R 2 to be the vector space spanned by certain 10-valent graphs (which we call planar diagrams) subject to certain relations (Definition 2.1). Our relations are a modification of Bigelow's relations; we show that they are equivalent in Section 3. We show that S(R 2 ) is 1-dimensional (Theorem 2.2). We give a self-contained combinatorial proof of them. To show them, it is important to give an efficient algorithm to reduce any planar diagram to the empty diagram. Such a reduction is done by decreasing the number of 10-valent vertices of a planar diagram. To do this, we use the relation (2.4) (one of our relations), which can reduce two vertices connected by two parallel edges, while the corresponding relation (3.1) (one of Bigelow's relations) reduces two vertices connected by five parallel edges. In fact, to reduce planar diagrams, our relations are more efficient than Bigelow's relations, and this is a reason why we 1 We note that Ellie Grano announced that she independently gave the proof of a non-triviality of the E 8 planar algebra by using the Jerryfish algorithm. define the E 8 linear skein by our relations, instead of Bigelow's relations. We show (1) by decreasing the number of vertices of any planar diagram by using (2.4). To show (2), we show that the resulting value does not depend on the choice of a process of decreasing the number of vertices; we consider all such processes and show the independence on them concretely. The paper is organized as follows. In Section 2, we introduce the E 8 linear skein S(R 2 ) of R 2 , and show that S(R 2 ) is 1-dimensional. In Section 3, we show that the defining relations of our E 8 linear skein are equivalent to Bigelow's relations. In Appendix A, we show some technical formulae of the E 8 linear skein.
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Notation. Throughout the paper, the scalar field for every vector space is the complex field C. We put
[n]
2. The E 8 linear skein
In this section, we introduce the E 8 linear skein S(R 2 ) of R 2 as a vector space spanned by certain planar graphs in Definition 2.1, and show that S(R 2 ) is a 1-dimensional vector space spanned by the empty diagram in Theorem 2.2.
We define a planar diagram to be a 10-valent graph (possibly containing closed curves) embedded in R 2 such that each vertex is depicted by a disk whose boundary has a base point, as shown in the following picture.
We regard isotopic planar diagrams as equivalent planar diagrams. A planar diagram is said to be connected if it is connected as a graph. 
Here a strand attached with an integer n means n parallel strands. The white boxes, called the Jones-Wenzl idempotents, are inductively defined by = , and n n = n-1 n-1
It is known, see for example [3, 4] , that the Jones-Wenzl idempotents satisfy the following properties in the linear skein, 
(2.14)
If such linear maps exist, we obtain a non-trivial linear map ⟨ ⟩ : S(R 2 ) → C as the 
, (2.15) where the integer η is defined by the position of the base points of the diagram in the left-hand side, as follows. 
Let D be a planar diagram with two digons R 1 and R 2 . Then, we have the following three cases of the mutual positions of R 1 and R 2 ; see Figure 1 . 
Case (a). ⟨D
by (2.14)for N − 1, completing this case.
Case (b). The equation ⟨D
and we show this formula in Lemma 2.12 below, completing this case.
Case (c).
When R 1 and R 2 have one common edge, it is enough to show that ⟨
, and this follows from Lemma 2.7 below. When the edges of R 1 and R 2 are distinct, it is enough to show that
with s + t being even, and we show this formula in Lemma 2.11 below, completing this case.
Therefore, we showed that ⟨D⟩ N does not depend on the choice of a digon, and hence, we obtain a well-defined linear map
Finally, we show that ⟨ ⟩ N satisfies (2.11)-(2.14), as follows. We recall that ⟨ ⟩ N is defined by
if D is a connected planar diagram with a cap,
if D is a connected planar diagram with no cap.
For any planar diagram D with N vertices, we have that
from the definition of ⟨ ⟩ N for disconnected planar diagrams, and hence, we obtain (2.11).
From the definition of ⟨ ⟩ N , we obtain (2.12). From the definition of ⟨ ⟩ N and (2.13)for N − 1, we obtain (2.13). The remaining case is to show (2.14). Let D be the planar diagram in the left-hand side of (2.14). It is sufficient to show (2.14)when D is connected.
If D does not have a cap, (2.14)is obtained from (2.15). We assume that D has a cap. If the cap is on a vertex outside the picture of the left-hand side of (2.14), both sides of (2.14)are 0 by definition. Otherwise, the cap is on a vertex in the picture of the left-hand side of (2.14). In this case, the left-hand side of (2.14)is 0 by definition, and the right-hand side of (2.14)is also 0 by (2.7). Hence, we obtain (2.14). Therefore, we showed that ⟨ ⟩ N satisfies (2.11)-(2.14), completing the proof. □
In the proof of Theorem 2.2, we used Lemmas 2.3, 2.6, 2.8, 2.11 and 2.12 below. We show them in the following of this section.
Lemma 2.3. A connected planar diagram with at least two vertices and no caps has a digon.
Proof. Let D be a planar diagram with no caps. In this proof, we regard D as on
Assume that D has no digon. It is sufficient to show that D has at least two digons in S 2 .
Let v, e, and f be the numbers of vertices, edges, and faces of D respectively. Let C k be the number of k-gons of D.
From these equations and Euler's formula v − e + f = 2, we obtain 10 = 5v − 5e + 5f = −4e + 5f = −2
Hence, D has at least two digons in S 2 , as required. □
In order to show Lemmas 2.6, 2.8, 2.11 and 2.12, we show Lemma 2.4 below, which says that an edge can "pass-over" a vertex. It is known, see for example [3] , that a tangle diagram is regarded as in the linear skein by putting
known, see [3] , that the value of a tangle diagram in the linear skein is invariant under Reidemeister moves II and III.
Lemma 2.4. For an integer
Proof. In the proof, we will omit to write ⟨ ⟩ N for each of the diagrams. By expanding all crossings of the right-hand side of the required formula and by (2.13), we have that
Here we put ζ = exp(−π √ −1/6) and
Hence, It is sufficient to show that
Let Γ be a planar graph obtained from D 0 by replacing the disk with an 12-valent vertex. If Γ has a cap on a 10-valent vertex, then ⟨D i ⟩ N for each i is equal to 0 by (2.12). If Γ has a cap on the 12-valent vertex, then the required formula holds, because
where the first equality is obtained by (2.12), and the second one is obtained by (2.11)and (2.13). We note that if a cap is on another position, a similar calculation shows the required formula. If Γ has no caps and has at least two 10-valent vertices, then, by Lemma 2.5 below, Γ has a digon whose vertices are 10-valent. By applying (2.14)to this digon, we can decrease the number of vertices of D i for each i, keeping the required formula unchanged. Hence, repeating this argument, we can reduce the proof of the lemma to the case where Γ has at most one 10-valent vertex. Because such Γ must have a cap on the 12-valent vertex, we obtain the required formula. □ Lemma 2.5. Let Γ be a connected planar graph with no caps, whose vertices are one 12-valent vertex and at least two 10-valent vertices. Then, Γ has a digon whose vertices are 10-valent.
Proof. In this proof, we regard Γ as on 
Since at least one face of Γ is not a digon, By expanding the crossings and by using (2.13), the above is equal to the right-hand side of the required formula. □ It is known, see for example [3] , that n n 
Proof. In the proof, we will omit to write ⟨ ⟩ N for each of the diagrams. By (2.9) and by the definition of J (n) , it is sufficient to show that
We have that
where the first equality is obtained by (2.10), the second one is obtained by (2.9), the third one is obtained by (2.7) and (2.10), and the last one is obtained by (A.12). Since
we obtain (2.19), as required. □
In order to show Lemmas 2.11 and 2.12, we show Lemmas 2.9 and 2.10, as follows. Proof. We have that
where the second equality is obtained by Lemma 2.4 and the third one is obtained by in the linear skein, which can be shown by induction on n from the definition of the JonesWenzl idempotents. Hence, by the assumption of the lemma putting n = 2m, we obtain the required formula. □
Lemma 2.11. The formula (2.17) holds for integers s, t satifying that 0 ≤ s, t ≤ 6 and s + t is even.
Proof. In the proof, we will omit to write ⟨ ⟩ N for each of the diagrams. By Lemma 2.4, the left-hand side of (2.17) is equal to In a similar way as the beginning of the proof, we see that the above formula is equivalent to
Further, this can be shown in the same way as the proof of the case s + t = 0, completing this case. .
If there is a cap in the disk
, then the both sides of the required formula are equal to 0 by (2.12). Thus, we assume that there are no caps in the disk. If there are at least two vertices in the disk, then, in the same way as the proof of Lemma 2.3, we can verify that there is a digon in the disk. Thus, by applying (2.14)to this digon, we can reduce the number of vertices in the disk keeping the required formula unchanged. If there is one vertex in the disk, then this vertex must have a cap. Hence, we may assume that there are no vertices in the disk. Thus, by (2.11), we may assume that is equal to . Thus, in a similar way as the beginning of the proof, we obtain the required formula. When (s, t) = (6, 4), we obtain (2.20) in the same way as the proof of the case (s, t) = (4, 6), completing this case. The case s + t = 12 ⇔ s = t = 6 : We obtain (2.20) because of the definition of ⟨ ⟩ N for disconnected planar diagrams, completing this case. □ Lemma 2.12. The formula (2.16) holds for s = 0, 1, 2, 3.
Proof. In the proof, we omit to write ⟨ ⟩ N −1 for each of the diagrams. We first show (2.16) for s = 0, that is,
(2.24)
We denote (LHS of (2.24)) − (RHS of (2.24)) by
. In a similar way as the proof of Lemma 2.11 in the case 0 < s + t < 10, it is sufficient to show that 
where A(i, j, k, l) and B(i, l) are given in (A.3) and (A.4). By considering the mirror image of the left-hand side of (2.25) and by replacing l with −l, the right-hand side of (2.25) is equal to We recall that S(R 2 ) is the vector space spanned by planar diagrams subject to the relations (2.1)-(2.4).
Proposition 3.1. S(R
Proof. We assume (2.1)-(2.3) in this proof. It is enough to show that (2.4) is equivalent to (3.1) and (3.2). Assuming (2.4), we show (3.1) and (3.2), as follows. We obtain (3.1) from . This is obtained from (2.2) and Lemma 2.8, noting that these equations are obtained from the relations (2.1)-(2.3). Therefore, we obtain (2.4), as required. □
Appendix A. Technical calculations
In this appendix, we show some technical formulae of the E 8 linear skein, which are needed to show Theorem 2.2 in Case (b).
Lemma A.1. For non-negative integers i, j, n satisfying that
Proof. We fix non-negative integers j, n satisfying that j ≤ n. We show the lemma by induction on i satisfying the assumption of the lemma. When i = 0, (A.1) is rewritten as n n = n j j n-j n-j , and this is obtained by (2.8).
Under the assumption that (A.1) holds for i ≥ 0 satisfying that i ≤ n − j − 1 and i ≤ j − 1, we show that (A.1) holds for i + 1, as follows. We put c ijn k
to both-sides of (A.1) from the left, and by using (2.8), we have that
By applying (2.10) to the Jones-Wenzl idempotent in the center position, this is equal to i+1 i+1
Here we put c ijn i+1 = 0. Hence, it is sufficient to show that
This is rewritten as
By definition, we can verify this equation. Hence, (A.1) for i + 1 was shown, as required. Proof. If c = 0, the required formula is trivial. Thus, we assume that c > 0. By (2.7) and (2.10),
By repeating this argument, we have that
we obtain the required formula. □
KENTA OKAZAKI
Here we put
Proof. In the proof, we omit to write ⟨ ⟩ N for each of the diagrams. The left-hand side of the required formula is calculated, as follows. 5) where the first equality is obtained by (2.8), the second one is obtained by Lemma A.1 and the last one is obtained by (2.14)and Lemma 2.8. The first term of (A.5) is calculated, as follows. We have that
where the first and the fourth equalities are obtained by Lemma A.1, and the third one is obtained by Lemma A.2.
By Lemma A.2, the second term of (A.5) is calculated, as follows.
By substituting these formulae into (A.5), we obtain the required formula. □ Lemma A.4.
[ 
, we obtain (A.6).
(A.7)-(A.10) are obtained by showing that (LHS) − (RHS) of each of the required formulae are divided by f (q); Indeed, we can verify that
as required.
(A.11) is obtained by (A.9) and (A.10). □ For integers m, n, k, we can verify that We show (A.17), as follows. We have that ( α 
