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Optimal Autonomous Quadrotor Navigation in an Obstructed Space
Fabrizio Giulietti1, Goele Pipeleers2, Gianluca Rossetti3, Ruben Van Parys4
Abstract— This paper presents an ambitious methodology
of autonomous navigation for multirotor UAVs in obstructed
environments. The strategy was formulated to provide the
multirotor vehicles the capability to produce autonomously
quasi-optimal and safe trajectories, although generally they
have at their disposal limited computational resources on board.
The problem is formulated in a model predictive control (MPC)
architecture in which motion planning and trajectory tracking
processes are solved separately as if they were stored in two
different devices. The first process uses a spline-based motion
planning approach to generate smooth and safe trajectories.
At this step also a multirotor’s simpified dynamic model
and environment information are taken into account. The
second process uses trajectory inputs, which are total thrust
and attitude angle rates, to steer the multirotor during the
flight. Both adequate time horizon and update frequency are
chosen in order to account for disturbances and dynamics
model mismatch. The methodology is validated by simulations
and future work will include experimental tests in outdoor
environment.
I. INTRODUCTION
The use of remotely piloted aircraft systems (RPAS)
for civil specialized operations is growing exponentially
and above all, the category of small multirotor vehicles,
also known as multirotors, is the most common nowa-
days. Multirotors, in relation to other RPAS configurations,
have become very popular for at least ten years, thanks
to their user-friendly features, mechanical simplicity and
flying capabilities. Several theoretical estimation algorithms
[1], [2] and design tools [3], [4] have been available for
optimizing performances and many functionalities in that
area are still under development. In order to increase safety
and flexibility of use of these machines, it is necessary
to expand their motion planning capabilities in complex
and difficult environments adopting new strategies of au-
tonomous navigation and control [5]. This paper presents
a novel approach to RPAS navigation in scenarios where
collision avoidance with obstacles and other vehicles is a
mandatory task. The proposed technique consists of a real-
time trajectory optimisation algorithm providing, according
to the current scenario, the input trajectory to the autopilot.
The paper is structured as follows: in Section I a six
degrees of freedom multirotor model is derived and used for
1Associate Professor, Department of Industrial Engineering (DIN),
University of Bologna, via Fontanelle 40, Forli’, Italy, fabrizio.giulietti@
unibo.it
2Assistant Professor, Department of Mechanical Engineering, Divi-
son PMA, KU Leuven, BE-3001 Leuven, Belgium, goele.pipeleers@
kuleuven.be
3Ph.D. Student, Department of Industrial Engineering (DIN), University
of Bologna, via Fontanelle 40, Forli’, Italy, gianluca.rossetti3@unibo.it
4Ph.D. Student, Department of Mechanical Engineering, Divison PMA,
KU Leuven, BE-3001 Leuven, Belgium, ruben.vanparys@kuleuven.be
validating the technique by means of numerical simulations.
In Section II the motion planning methodology is presented.
The technique incorporates a simplified dynamic model and
takes advantage of spline parametrization and B-spline prop-
erties to generate achievable and efficient trajectories which
ensure constraint satisfaction. In Section III the previous
methodology is used to formulate the navigation algorithm in
an MPC fashion, thanks to which the motion planner is able
to update trajectories at high frequency. Simulation results
are presented in Section IV. In this case current data for
the trajectory updates are acquired from the dynamic model
shown in Section I. A section of concluding remarks ends
the paper.
II. MULTIROTOR KINEMATICS AND DYNAMICS
A mathematical model of a quadrotor is defined starting
from general expressions for the kinematics and dynamics
of a rigid body. In a navigation context, trustable simulation
results can be only obtained using an accurate dynamic
model that also takes into account drag forces during motion.
The model traces specifications of the real quadrotor that will
be employed for experiments.
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Fig. 1: Representation of a three-dimensional quadrotor.
A. Reference frames
First, three right-handed orthogonal reference frames are
introduced, they are used to derive the mathematical model
of multirotor.
1) NED Frame (North-East-Down): this is an inertial
frame under the assumption of flat and non-rotating
Earth.
2) Vehicle Frame: this is a Local Vertical Local Horizon-
tal frame, the origin is located at the center of gravity
of the multirotor. It has axes parallel to the inertial
frame.
3) Body Fixed Frame: As illustrated in Figure 1,
the origin of this frame is located at the center
of gravity of the multirotor. The X axis points in
forward direction, generally defined by the inertial
measurement unit orientation or by vehicle geometry;
the Y axis points to the right; the Z axis points
downwards.
The multirotor state is composed by twelve variables:[
x, y, z
]T
: position[
u, v, w
]T
: velocity[
φ, θ, ψ
]T
: Euler angles[
p, q, r
]T
: angular rates
The position (x,y,z) of the quadrotor is given with respect
to the NED frame. The velocity (u,v,w) and the angular
velocity (p,q,r) are given in the body fixed frame.
B. Quadrotor kinematics
The relationship between the position defined in the vehi-
cle frame and the velocity defined in the body fixed frame
is given by:
d
dt
xy
z
 = Rvb
uv
w
 , (1)
where Rvb is the classical yaw-pitch-roll rotation matrix
[6] for vector trasformation between body fixed frame and
vehicle frame:
Rvb =
cθ cψ sφ sθ cψ − cφ sψ cφ sθ cψ + sφ sψcθ sψ sφ sθ sψ + cφ cψ cφ sθ sψ − sφ cψ
−sθ sφ cθ cφ cθ
 (2)
The relationship between absolute angular rates φ , θ and ψ
and the angular rates p , q and r defined in the body fixed
frame is given by:φ˙θ˙
ψ˙
 =
1 sφ tθ cφ tθ0 cφ −sφ
0 sφ/cθ cφ/cθ
pq
r
 , (3)
where c, s and t symbolize respectively cos, sin and tan.
C. Multirotor Dynamics
The Newton’s law applied to the traslational motion is:
m
dV
dti
= F (4)
where m is the mass of the quadrotor, v is the velocity vector,
d
dti
is the time derivative in the NED frame, F is the total
force applied to the multirotor. From the equation of Coriolis,
equation (4) becomes:
m
dV
dti
= m(
dV
dtb
+ ωb/i × V ) = F , (5)
where ddtb is the time derivative in the body fixed frame
(airframe), ωb/i =
[
p q r
]T
is the angular velocity of the
airframe with respect to the NED frame. Equation (5) is also
written as: u˙v˙
w˙
 =
rv − qwpw − ru
qu− pv
+ 1
m
FxFy
Fz
 (6)
The Newton’s second law for the rotational motion is:
dh
dti
= M , (7)
where h is the angular momentum and M is the applied
torque. From the equation of Coriolis, equation (7) becomes:
dh
dti
=
dh
dtb
+ ωb/i × h = M . (8)
writing h = Jωb/i:
J
dωb/i
dtb
+ ωb/i × (Jωb/i) = M (9)
dωb/i
dtb
= J−1(M − ωb/i × (Jωb/i)) (10)
Assuming the multirotor as a symmetric body for all three
axes, the constant inertia matrix J can be written as:
J =
Jx 0 00 Jy 0
0 0 Jz
 (11)
Defining M =
[
τφ τθ τψ
]T
, equation (10) can be written
in body coordinates as:p˙q˙
r˙
 =

Jy−Jz
Jx
qr
Jz−Jx
Jy
pr
Jx−Jy
Jz
pq
+
 1Jx τφ1
Jy
τθ
1
Jz
τψ
 (12)
D. Forces and Moments
The forces and moments are primarily due to gravity and
propellers, but also drag forces acting during motion are
considered. Equation (6) is written as:u˙v˙
w˙
 =
rv − qwpw − ru
qu− pv
+ 1
m
(
[
Fg
]
+
[
Fp
]
+
[
Fd
]
) (13)
In the vehicle frame, the gravity force acting on the center
of mass is given by:
Fg|i =
 00
mg
 (14)
Trasforming to the body fixed frame gives:
Fg = R
b
v
 00
mg
 =
 −mg sin θmg cos θ sinφ
mg cos θ cosφ
 (15)
Each motor produces a force F and a torque τ . These
quantities are defined as:
F(i) = K1 ∗ δpwm(i) (16)
τ(i) = K2 ∗ δpwm(i) (17)
where K1 and K2 are constants that have to be determined
experimentally, δpwm is the motor command signal. In
order to write forces and torques that act on the multirotor,
it is necessary to define the number of motors and the
configuration of the frame. As illustrated in Figure 1, a
4-motor cross configuration (X-quadrotor) is chosen to
provide simulation results; the following quantities can be
defined:
Total force:
Ftot = F1 + F2 + F3 + F4 (18)
Rolling torque:
τφ = l
√
2
2
(F1 − F2 − F3 + F4) (19)
Pitching torque:
τθ = l
√
2
2
(F1 + F2 − F3 − F4) (20)
Yawing torque:
τψ = τ1 − τ2 + τ3 − τ4 (21)
In which l stands for the distance in the X-Y plane between
the center of gravity and the point of application of the i-th
motor force. The force produced by propellers in the body
fixed frame is:[
Fp
]
=
 00
−(F1 + F2 + F3 + F4)
 =
 00
−Ftot
 (22)
The drag force in the body fixed frame is given by:
[
Fd
]
= −1
2
ρCD
Axu|u|Ayv|v|
Azw|w|
 (23)
where ρ is the air density, CD is the drag coefficient and
Ax, Ay and Az are the projections in the body frame of the
quadrotor surfaces.
The six degree of freedom quadrotor model is now defined
for the twelve state variables. It is formulated by equations
(1),(3),(12) and (13) and it can be used to produce accurate
simulations. However, the model showed above proves to be
too complex to be used inside the spline motion planning
methodology. In this section and in the final part of Section
III, some approximations and simplifications are made in
order to obtain a model that can be easily managed by the
motion planner. The navigation control strategy is outlined
in the next subsection.
E. Simplified model
First of all, the multirotor position is going to be controlled
using thrust, pitch rate and roll rate commands, following this
control fashion the heading angle ψ becomes irrilevant and
is set equal to 0 imposing that the multirotor always heads
north. In addition to this, φ and θ quantities are assumed
small so it is possible to write:
φ˙ = p,
θ˙ = q
(24)
If speeds at stake are low, drag force can be neglected
from equation (12). Lastly Coriolis terms qr , pr and pq
are considered small and will be neglected from equations
(12) and (13). Following these assumptions [6] and defining
the acceleration f = Ftot/m, a simple set of equations is
obtained and used for the navigation control:
x¨ = −f cosφ sin θ ,
y¨ = f sinφ ,
z¨ = −f cosφ cos θ + g ,
φ¨ =
1
Jx
τφ ,
θ¨ =
1
Jy
τθ ,
(25)
III. SPLINE-BASED MOTION PLANNING
This section recaptilates the used methodology for com-
puting optimal motion trajectories for a multirotor. This
approach is adopted from early work described in [7], [8].
First the general methodology is presented. Afterwards it is
applied to the multirotor navigation case.
A. General methodology
The navigation problem considered in this work searches
for trajectories q(·) that steer a system from an initial
condition, at t = 0, to a terminal condition, at t = T . Both
conditions are expressed as conditions on q and its derivatives
q(j). Optimal trajectories are obtained by minimizing an ob-
jective J while respecting constraints h over the considered
time horizon [0, T ]. These represent constraints on input and
states and include actuator limitations and obstacle avoidance
constraints. The motion planning problem generally trans-
lates in an optimization problem of the following form:
minimize
q(·)
J(q)
subject to q(j)(0) = q
(j)
0 , j ∈ {0, . . . , r} ,
q(j)(T ) = q
(j)
T , j ∈ {0, . . . , r} ,
h(q, t) ≥ 0 , ∀t ∈ [0, T ] .
(26)
Problem (26) is infinite dimensional, comprising both in-
finitely many optimization variables and constraints, as the
optimization variables q(·) are functions and constraints on
them are enforced at all time instances. In order to retrieve
a finite number of variables, the trajectories q(·) are approx-
imated as piecewise polynomials and are parameterized in a
B-spline basis [9]:
qˆ(t) =
n∑
l=1
qlbl(t) = q
T b(t) , (27)
with B-spline basis b = [b1, . . . , bn]T and B-spline coeffi-
cients q = [q1, . . . ,qn]
T , which become the new optimiza-
tion variables. The main reason for adopting the B-spline
basis is the so-called convex hull property: as the B-splines
are positive and sum up to 1, a spline is always contained in
the convex hull of its B-spline coefficients. This way, bounds
on a spline function can be enforced by imposing them on
the coefficients:
q ≥ 0⇒ qˆ(t) ≥ 0 ,∀t ∈ [0, T ] . (28)
Because derivatives, anti-derivatives and any polynomial
function of a spline are splines as well, also polynomial
constraints on spline trajectories and their derivatives and
anti-derivatives can be relaxed in the same way.
Using the spline parameterization (27) and constraint
relaxation (28) allows to translate problem (26) into a non-
linear program which generates trajectories with guaranteed
satisfaction of constraint h at all time instances. It requires
however to find a set of trajectories q(·) that characterizes the
motion of the system and from which state and input trajec-
tories can be determined. Furthermore, it should be possible
to reformulate constraints on state and inputs as polynomial
constraints in q, its derivatives and anti-derivatives. This is
however possible for many vehicle systems including the
considered multirotor.
B. Point-to-point multirotor navigation
In the navigation problem considered in this work, a mul-
tirotor is steered from an initial condition towards a terminal
condition which are expressed as equality constraints on the
initial and terminal position x, y, z, roll and pitch angles φ,
θ and their derivatives φ˙, θ˙. The objective is formulated as
J =
∫ T
0
‖ξ(t)− ξT ‖1dt , (29)
where ξ = [x, y, z]T represents the quadrotor’s position and
ξT is the destination position. This objective function will
steer the multirotor as close to the destination as possible
during the control horizon.
The multirotor is subject to bounds on its thrust accelera-
tion, roll and pitch angles and their derivatives:
fmin ≤ f ≤ fmax ,
φmin ≤ φ ≤ φmax , θmin ≤ θ ≤ θmax ,
φ˙min ≤ φ˙ ≤ φ˙max , θ˙min ≤ θ˙ ≤ θ˙max .
(30)
As obstacles can be present in the multirotor’s airspace,
collision avoidance constraints are imposed. These are con-
structed by imposing the existence of a separating plane
between the multirotor and an obstacle. Note that this
construction can only separate convex shapes [10]. Sup-
pose the multirotor’s shape is represented by a sphere with
radius r, while the obstacle is a convex polyhedron with
vertices wi. Demanding the separation of both shapes by a
plane {x ∈ R3|aTx = b} is achieved with the following set
of constraints:
−a(t)T ξ(t) + b(t) ≥ r ,
a(t)Twi(t)− b(t) ≥ 0 , ∀i ∈ {1, . . . , nwi} ,
ai(t)
Tai(t) ≤ 1 .
(31)
In order to avoid collisions at all time, the separating line
is allowed to change over time. Both a(·) and b(·) are
introduced as time dependent optimization variables and are
parameterized as splines.
In order to use the spline parameterization and constraint
relaxation described in Section III-A, a set of trajectories q(·)
is chosen from which the inputs and states of the multirotor
can be derived and such that constraints (30) and (31)
can be reformulated as polynomial constraints in q and its
(anti-)derivatives. In [8] is discussed how this is achieved
in an exact manner. The obtained optimization problem is
however complex and takes a rather long time to solve. This
is not desired as the goal of this work is to solve the motion
planning in an MPC fashion on the multirotor’s on-board
hardware. Therefore a different, approximating approach is
obtained where the multirotor’s motion is determined from
the position trajectories q = [x, y, z]T . This allows to
formulate the thrust acceleration as
f =
√
x¨2 + y¨2 + (z¨ + g)2 (32)
Expressions for the roll and pitch angles and their derivatives
are elaborated using a small angle approximation, sinφ ≈ φ
and cosφ ≈ 1:
φ =
−y¨
z¨ + g
, φ˙ =
−(z¨ + g)...y + y¨...z
(z¨ + g)2
,
θ =
x¨
z¨ + g
, θ˙ =
(z¨ + g)
...
x − x¨...z
(z¨ + g)2
.
(33)
Constraints (30) are then formulated polynomial in q and its
derivatives by squaring the constraint on f and multiplying
constraints on the roll and pitch angles and their rates by
their (nonnegative) denominators. Also collision avoidance
constraints (31) are polynomial in q.
Using a small angle approximation is mainly valid in
cases where smooth and gentle maneuvers are covered.
This can be imposed by tightening the bounds on φ and
θ. Deviations from computed trajectories due to modeling
errors are however easily accounted for when the motion
planning is performed repeatedly in receding horizon.
IV. OPTIMAL MULTIROTOR NAVIGATION
The point-to-point navigation problem previously shown
can now be connected with the quadrotor dynamics presented
in section 2. In order to eliminate the assumption of ideal
motion control a traditional PID control system is used inside
the model to chase trajectory references and perform attitude
variations:
τφ,θ ref = KP ∗ eφ,θ +KI ∗
∫
eφ,θ dt+KD ∗ deφ,θ
dt
(34)
In which e represents the angular rate error for φ and θ
respectively; KP , KI and KD are gains. However, thrust
variations are directly commanded by a non-feedback con-
troller:
Ftot = f ∗m (35)
The navigation algorithm is formulated in an MPC fashion
in which two fundamental parts act and comunicate together;
with a view to hardware implementation, it is possible
refering to these parts as motion planning unit and flight
management unit. The algorithm uses an update frequency
equal to 1/∆T and can be described by the following steps:
1) At time = tk solve optimization problem using avail-
able current data of vehicle dynamics and environment
constraints. Obtain complete motion trajectory for a
granted time horizon.
2) Pass trajectory q(t) with t ∈ [tk, tk+∆T ] to the attitude
and thrust controller
3) Execute trajectory in [tk, tk+∆T ]
4) At time = tk+∆T update current data using new
motion and data.
5) Repeat
For a proper implementation of the algorithm, the update
frequency has to be chosen high enough to compensate with
updated data mismatches between the simplified dynamics
used for motion planning and the more correct dynamics
used for motion performing.
V. NUMERICAL SIMULATIONS
In the following example a quadrotor has to reach the
imposed destination point at [0,−2, 1], starting from position
[2, 2, 1] and avoiding two vertical walls which are included
in the environment between initial and final position. The
spline-based motion planning problem can be solved using
the Optimal Motion Generation-tools software [11], a user-
friendly toolbox written in Python that uses the symbolic
framework CasADi to perform nonlinear numerical optimiza-
tion. In the motion planner trajectories are paramaterized as
cubic splines with 10 polynomial intervals, the control hori-
zon T is set to 10 s. Environmental constraints, as obstacles
and airspace dimensions, are added in advance in the airspace
during the primary navigation problem construction. In order
to obtain smooth and feasible trajectories the following
model constraints are imposed:
2m/s2 ≤ f ≤ 15m/s2 ,
−15 ◦ ≤ φ ≤ 15 ◦ , −15 ◦ ≤ θ ≤ 15 ◦ ,
−2 ◦/s ≤ φ˙ ≤ 2 ◦/s , −2 ◦/s ≤ θ˙ ≤ 2 ◦/s .
(36)
Fig. 2: Quadrotor flying between two walls represented in
3D view, red line represents the covered trajectory
During simulations the motion planning problem is solved
with a prefixed frequency of 4 Hz, the average solving
time for computing this particular point-to-point navigation
problem is equal to 200ms. It should be noted that average
solving time can grow if more obstacles are added in the
environment. The dynamic model uses a sample rate t =
0.01s and the simulation is 10s long. The resulting motion
is illustrated in Figure 2 and Figure 3, the vehicle reaches the
destination avoiding obstacles and trajectories are constantly
corrected with latest measured data during motion correcting
models mismatch. The attitude angles, angular rates and
consequently the resulting multirotor’s speed are mantained
low all along the path thanks to the imposed constraints.
s
Fig. 3: Quadrotor flying between two walls represented in 2D
view at time T = 1 s, the dashed line indicates the predicted
trajectory that is corrected repeatedly.
sFig. 4: Quadrotor flying between two walls represented in 2D
view at time T = 5 s, the blue line represents the covered
trajectory.
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Fig. 5: Attitude profiles during trajectory tracking; blue and
red lines represent angles φ and θ respectively.
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Fig. 6: Velocity profiles during trajectory tracking; the blue,
red and yellow lines represent x˙, y˙ and z˙ respectively. The
resultant multirotor’s speed is mantained low along the path.
VI. CONCLUSIONS
This paper addresses the optimal navigation of RPAS
in obstructed environments. Numerical simulations showed
the feasibility of the proposed techinque for a multi-rotor
aircraft in a four-rotor configuration. Future extension of the
present work includes the onboard implementation, and its
experimental validation, of the motion planning providing
input trajectory to the aircraft autopilot.
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