Abstract This contribution aims at unifying two recent trends in applied particle filtering (PF). The first trend is the major impact in simultaneous localization and mapping (SLAM) applications, utilizing the FastSLAM algorithm. The second one is the implications of the marginalized particle filter (MPF) or the Rao-Blackwellized particle filter (RBPF) in positioning and tracking applications. Using the standard FastSLAM algorithm, only low-dimensional vehicle models are computationally feasible. In this work, an algorithm is introduced which merges FastSLAM and MPF, and the result is an algorithm for SLAM applications, where state vectors of higher dimensions can be used. Results using experimental data from a UAV (helicopter) are presented. The algorithm fuses measurements from on-board inertial sensors (accelerometer and gyro) and vision in order to solve the SLAM problem, i.e., enable navigation over a long period of time.
INTRODUCTION
The main task in localization/positioning and tracking is to estimate, for instance, the position and orientation of the object under consideration. The particle filter (PF), [ 1, 2] , has proved to be an enabling technology for many applications of this kind, in particular when the observations are complicated nonlinear functions of the position and heading [3] . Furthermore, the Rao-Blackwellized particle filter (RBPF) also denoted the marginalized particle filter (MPF), [4] [5] [6] [7] [8] [9] enables estimation of velocity, acceleration, and sensor error models by utilizing any linear Gaussian sub-structure in the model, which is fundamental for performance in applications as surveyed in [10] . As described in [9] , the RBPF splits the state vector xt into two parts, one part xS which is estimated using the particle filter and another part xk where Kalman filters are applied. Basically, it uses the following factorization of the posterior distribution of the state vector, which follows from IEEEAC Paper #1103
1-4244-1488-1/08/$25.00 (©)2008 IEEE Figure 1 . The Yamaha RMAX helicopter used in the experiments. The on-board system is equipped with an IMU sensor (accelerometer and gyro) and a vision sensor. The on-board GPS receiver is used for evaluation only.
Bayes' rule, P(Xl:t, xt' yi:lt) (1) where Y :t A .y, .., Yt} denotes the measurements up to time t. If the model is conditionally linear Gaussian, i.e., if the term p(xt xp:t, Yl:t) is linear Gaussian, it can be optimally estimated using the Kalman filter, whereas for the second factor we have to resort to the PF.
Simultaneous localization and mapping (SLAM) is an extension of the localization or positioning problem to the case where the environment is un-modeled and has to be mapped on-line. An introduction to the SLAM problem is given in the survey papers [11, 12] and the recent book [13] . From a sensor point of view, there are two ways of tackling this problem. The first way is to use only one sensor, such as vision, see e.g., [14] [15] [16] [17] and the second way is to fuse measurements from several sensors. This work considers the latter. The FastSLAM algorithm introduced in [18] containing the positions for all landmarks used in the mapping, can be interpreted as a linear Gaussian state. The main difference is that the map vector is a constant parameter with a dimension increasing over time, rather than a time-varying state with a dynamic evolution over time. The derivation is completely analogous to (1) , and makes use of the following factorization p(xlt, Ttlyjt) =p(Tntlxjt,yl:t)p(xl:t yjt). (2) The FastSLAM algorithm was originally devised to solve the SLAM problem for mobile robots, where the dimension of the state vector is small, typically consisting of three states (2D position and a heading angle) [13] . This implies that all platform states can be estimated by the PF.
Paralleling the evolution of PF applications to high dimensional state vectors, the aim of this contribution is to build on our earlier work [19] which unify the ideas presented in [9, 20] . This is done in order to extend the FastSLAM [18] algorithm to be able to cope with high dimensional state vectors as well. Basically, the main result follows from P(Xl:t,xt ,mt Ylt) (Tntl xk, xp:t: Yi:t)P(XkzPt, Yl:t)P(XP:t yl:t).
The derived algorithm is applied to experimental data from an autonomous aerial vehicle using the RMAX helicopter platform ( Figure 1 ). The main navigation sensor unit, consists of three accelerometers, three gyros, a pressure sensor, and a camera. GPS is used only for evaluation purposes.
The aim of this work can be formalized as trying to estimate the following filtering probability density function (PDF), (6) In other words, we are trying to solve the nonlinear filtering problem, providing an estimate of (6 
In Section 2 the problem under consideration is formulated in more detail. The proposed algorithm is given and explained in Section 3. This algorithm is then applied to an application example in Section 4. Finally, the conclusions are given in Section 5. 
PROBLEM FORMULATION

Algorithm
The algorithm presented in this paper draws on several rather well known algorithms. It is based on the RBPF/MPF method, [4] [5] [6] [7] [8] [9] . The FastSLAM algorithm [18] is extended by not only including the map states, but also the states corresponding to a linear Gaussian sub-structure present in the model for the platform. Assuming that the platform is modeled in the form given in (8), the SLAM-method utilizing structure is given in Algorithm 1. 
where Zt =± t+l-ft,
Proof: The derivation was done in [9] for the case without map features, but with linear Gaussian dynamics as a sub-structure. However, the extension by including the linear Gaussian map sub-structure falls within the same framework.
. 
is, the measurement equation often has to be linearized with respect to the map states mj,t in order to be written as (8e .`j ,t -estimate of the position (three dimensions). * Zj,t -covariance for the position estimate.
Note that this is a very simple map parametrization. Each particle has an entire map estimate associated to it. (19) All the densities present in (19) are known according to Pt l:t 1 t-)=JSt ltj1 Ptlt_j), p(Tnj,tzpt, yl:t-1) = J\F(TntIh',t-1 Et-1),P (yl,t lxk 4 ) =J\f(y1,t hi,t + Ctx , Ri), p(y 4,j lxp mT,t) = J\V(y (j) |h2,t + Hj,tTj,t Rj ). Here it is important to note that the standard FastSLAM approximation has been invoked in order to obtain (20d). That Tj,t = Tj,t -1 + Kj,t (Yj)J -h2,t), y1,t = (I-Kj,tH,T) Ej,t-1, Kj,t = Yj,t-,HT, (Hj,tEj,t-,HT, + R2)
If an existing map entry is not observed, the corresponding map estimate is simply propagated according to its dynamics, i.e., it is unchanged Tj,t = Tnj,1t-
Finally, initialization of new map entries have to be handled.
If h2,t (Xt, Mj,t) is bijective with respect to the map mj,t this can be used to directly initialize the position from the measurement Y2,t. However, this is typically not the case, implying that we cannot uniquely initialize the position of the corresponding map entry. This can be handled in different ways. In Section 4 the vision sensor and different techniques are briefly discussed.
APPLICATION EXAMPLE
In this section we provide a description of the SLAM application, where Algorithm 1 is used to fuse measurements from a camera, three accelerometers, three gyros and an air-pressure sensor. The sensors are mounted to the RMAX helicopter.
The main objective is to find the position and orientation of the sensor from sensor data only, despite problems such as biases in the measurements. The vision system can extract and tracks features that are used in SLAM to reduce the inertial drift and bias in the IMU sensor.
Model
The basic part of the state vector consists of position Pt C R velocity Vt C R3, and acceleration at C R3, all described in an earth-fixed reference frame. Furthermore, the state vector is extended with bias states for acceleration ba,t e R3, and angular velocity b,,t e I3 in order to account for sensor imperfections. The state vector also contains the angular velocity Wt and a unit quaternion qt, which is used to parametrize the orientation.
In order to put the model in the RBPF/MPF framework, the state vector is split into two parts, one estimated using Kalman filters xk and one estimated using the particle filter 4tp. Hence (29) which obviously is in the form required by (8) . The measurement noise et is assumed Gaussian with covariance Rt = diag(R,, Ra).
"Computing Vision Measurements" In order to receive a camera measurement on the form (30), interest points or features has to be identified in the image. This is step 2 in Algorithm 1. In this application example, features are found using the Harris detector [28] , which basically extracts well-defined corners in an image. These feature points are then searched for in the next images according to Algorithm 2.
Measurement Model -Camera Before the camera images are used they are adjusted according to the calibration. This allows us to model the camera using the pinhole model with focal length f = 1, according to [25, 26] , Y2,t = Ymj,t = C() + e3,t, This particular sensor is equipped with an internal camera, which is synchronized in time with the inertial measurements. This provides a good setup for fusing vision information with the inertial information. Images are available at 4 Hz in a resolution of 384 x 288 pixels. In order to use vision for feature extraction and estimation we have made use of standard camera calibration techniques, see e.g., [27] . 2. Predict positions of features detected in old images. Match saved patches in small search regions around the predicted positions. Also, apply a weighted criterion to the matching procedure so that a match close to the prediction is more likely. The features are not exactly in the form suitable for the RBPF Hence, we are forced to use an approximation in order to obtain a practical algorithm. The standard approximation [13] is in this case simply to linearize the camera measurement equations according to, Ymj,t hc(mj,t, pt, qt) + e3,t 
where the Jacobian matrix Hj,t is straightforwardly computed using the chain rule, i.e., The feature detection in Algorithm 2 is done in the 2-D image plane. However, found features have to be initialized into the filter 3-D map. In this application, the features are known to be close to the ground and we have a good estimate of the altitude thanks to the air pressure sensor. The features are therefore initialized on the estimated ground level and adjustment are made by implicit triangulization in the particle filter. In a more general case, where the depth of the features are unknown, there are several methods available for intialization. For example, the initialization can be delayed a few time steps until the feature has been seen from several angles and its depth can be achieved by triangulization. Another alternative is to use an inverse depth parametrization for some time as in [29] . Also, using a Kalman filter on information form could solve the problem of representing no information (infinte covariance) about the feature depth.
This algorithm has shown to work reliably on our flight data. However, improvements can be achieved in both computational speed and detection reliability. There are more elaborate detectors available, for example the scale-invariant feature transform (SIFT) [30] , the speeded up robust features (SURF) [31] or the fast corner detector [32, 33] . It is also possible to refine the feature detection process even further by estimating the slope of an image plane [14] . From a computer vision perspective the current environment is rather simple, hence fast and simple corner detectors can be successfully applied.
UAV Platform
The algorithm proposed has been tested using flight-test data collected from an autonomous UAV helicopter developed during the WITAS Project [34] . The helicopter is based on a commercial Yamaha RMAX UAV helicopter ( Figure. 1 ). The total helicopter length is 3.6 m (including main rotor), it is powered by a 21 hp two-stroke engine and it has a maximum take-off weight of 95 kg.
The avionics developed during the WITAS Project is integrated with the RMAX platform and it is based on three computers and a number of sensors. The platform developed is capable of fully autonomous flight from take-off to landing.
The sensors used for the navigation algorithm described in this paper consist of an inertial measurement unit (three accelerometers and three gyros) which provides helicopter's acceleration and angular rate along the three body axes, a barometric altitude sensor and a monocular CCD video camera mounted on a pan/tilt unit. GPS position information is not used in the navigation filter described here.
The primary flight computer is a PC 104 Pentiumlll 700MHz. It implements the low-level control system which includes the control modes (take-off, hovering, path following, landing, etc...), sensor data acquisition and the communication with the helicopter platform. The second computer is also a PC104 Pentiumlll 700MHz, it implements the image processing functionalities and controls the camera pan-tilt unit.
The third computer is a PC104 Pentium-M 1.4GHz and implements high-level functionalities like path-planning, taskplanning, etc.
Experiment Setup
The flight data were collected during a flight-test campaign in a training area in south of Sweden. Sensor data and onboard video were recorded during an autonomous flight. The helicopter flew autonomously a pre-planned path using a path following functionality implemented in the software architecture [35] . The Figure 2 . The scenario seen from the on-board vision sensor, together with particle clouds representing the landmarks/map features.
recorded on tape using an on-board video recorder and the synchronization with the sensor data is done manually offline. This procedure allows for synchronization accuracy of about 40 ms. The video sequence is recorded at 25 Hz frame rate. For the experiment described here the video frames were sampled at 4 Hz. The on-board sensor data are recorded at different sample rate. Table 1 provides the characteristics of the sensors used in the experiment.
Experimental Results
In Figure 2 the landmarks/map are depicted using the particle clouds on an image taken from the vision sensor.
In Figure 3 (a) the Cartesian 2D position is depicted for the RBPF SLAM method, and compared against a GPS based solution. Since the SLAM method, without closing the loop, is a dead-reckoning solution it is expected to have some drift. Here, the drift has been greatly reduced if compared to deadreckoning of the inertial sensors alone. In Figure 3 (b) the altitude (relative to the starting height) is depicted for the SLAM method and compared against the GPS based reference and measured air pressure.
The estimation of the altitude using only vision and IMU is problematic, since the vision measurement model will not get sufficient amount of information in this direction. Hence, in order to reduce or remove a substantial drift in altitude a pressure sensor is used.
7
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The UAV application consists of an RMAX helicopter, equipped with an IMU sensor (accelerometer and gyro), a pressure sensor, and a vision sensor. An on-board GPS sensor is used for evaluation only. In an experiment the proposed sensor fusion particle filter based SLAM algorithm was successfully evaluated. Without the SLAM method the poor IMU performance is not sufficient for navigation, whereas the SLAM technique reduces the drift introduced by the deadreckoning sensor.
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APPENDICES A. COORDINATE SYSTEMS
The following convention is used to rotate a vector from a coordinate system A to a coordinate system B, XB =RBAXA.
where RBA is used to denote the rotation matrix describing the rotation from A to B. Hence, we can get from system A to C, via B according to Another thing to note with the particle filter implementation of SLAM is the degeneration of the map over time. The following coordinate systems are used in this paper. An earth-fixed (denoted with e), body or inertial sensor system (denoted with b), and camera system (denoted c).
