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Resumo
O objetivo deste trabalho e´ mostrar algumas te´cnicas para resoluc¸a˜o de equac¸o˜es
diofantinas. Me´todos alge´bricos sa˜o ferramentas de grande utilidade para a resoluc¸a˜o
da equac¸a˜o x2 + 7 = yn, em que y = 2 ou y e´ ı´mpar. O uso do me´todo hiper-
geome´trico traz um resultado recente (de 2008) no estudo da equac¸a˜o x2 + 7 = 2n ·m
e te´cnicas alge´bricas garantem uma condic¸a˜o necessa´ria para que essa u´ltima equac¸a˜o
tenha soluc¸a˜o.
Palavras-chave: Equac¸a˜o de Ramanujan-Nagell, Me´todo hipergeome´trico, Teoria dos
nu´meros alge´bricos
Abstract
The objective of this work is to show some techniques for solving Diophantine equa-
tions. Algebraic methods are useful tools for solving the equation x2 + 7 = yn, where
y = 2 or y is odd. The use of the hypergeometric method brings a recent result (from
2008) in the study of the equation x2 + 7 = 2n ·m and algebraic techniques ensure a
necessary condition for the last equation to have a solution.
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Introduc¸a˜o
Neste trabalho, estudaremos a equac¸a˜o diofantina
x2 + c = yn, (1)
em que x, y e n sa˜o inteiros positivos e c e´ uma constante pre´-fixada.
Para o caso n = 1, temos uma infinidade de soluc¸o˜es da forma (x, c, x2 + c). Para
o caso n = 2, conseguimos reescrever a equac¸a˜o como (y − x)(y + x) = c e usando o
Teorema Fundamental da Aritme´tica, temos que y−x e y+x sa˜o divisores de c. Logo,
ha´ uma quantidade finita de soluc¸o˜es para a equac¸a˜o. Portanto, os casos na˜o triviais
ocorrem quando n ≥ 3.
A primeira refereˆncia sobre o estudo dessa equac¸a˜o foi no se´culo XVII, quando P.
Fermat mostrou que se c = 2 e n = 3, enta˜o a u´nica soluc¸a˜o e´ 52 + 2 = 33. Esse
resultado foi publicado por L. Euler [9].
Para y = 2 e c = 7, S. Ramanujan [18], em 1913, conjecturou que a equac¸a˜o
x2 + 7 = 2n tem exatamente 5 soluc¸o˜es em inteiros positivos x e n. Em 1960, T. Nagell
[17] provou essa afirmac¸a˜o.
O primeiro avanc¸o quando y na˜o esta´ fixado foi dado em 1850 por V. A. Lebesgue∗
[12]. Ele mostrou que a equac¸a˜o x2 + 1 = yn na˜o tem soluc¸a˜o. Em 1923, Nagell provou
que a equac¸a˜o na˜o tem soluc¸a˜o nos casos c = 3 e c = 5 e tem duas soluc¸o˜es se c = 4,
dadas por 22 + 4 = 23 e 112 + 4 = 53. Ele ainda estudou o caso c = 2, mas, em
1943, quem conseguiu resolver completamente esse problema foi W. Ljunggren o qual
mostrou que essa equac¸a˜o tem apenas a soluc¸a˜o 52 + 2 = 33 encontrada por Fermat.
Para c = −1, temos uma situac¸a˜o interessante, pois e´ um caso particular da Con-
jectura de Catalan†. Em 1964, C. Ko [10] mostrou que a u´nica soluc¸a˜o e´ 32 − 1 = 23.
Em 1993, J. Cohn [8] resolveu (1) para 77 valores de c entre 1 e 100. Em 1996,
M. Mignotte e B. de Weger [15] resolveram (1) para c = 74 e c = 86 e em 2004, M.
Bennett e C. Skinner [6] resolveram (1) para c = 55 e c = 95.
Faltavam apenas 19 casos para completar as cem primeiras possibilidades para c
inteiro positivo e cada caso tinha uma dificuldade particular. A lista completa que
∗Na˜o confundir com H. Lebesgue, da integral de Lebesgue.
†Conjectura de Catalan: A u´nica soluc¸a˜o da equac¸a˜o xm − yn = 1 e´ 32 − 23 = 1. A conjectura foi
demonstrada em 2002 por Preda Mihailescu.
2faltava era
c ∈ {7, 15, 18, 23, 25, 28, 31, 39, 45, 47, 60, 63, 71, 72, 79, 87, 92, 99, 100}.
Em 2006, Y. Bugeaud, Mignotte e S. Siksek [7] aprimoraram as ideias de Bennett
e Skinner e resolveram (1) para os valores de c na lista acima.
Em 2008, Bennett, M. Filaseta e O. Trifonov [5] estudaram uma generalizac¸a˜o para
(1): a equac¸a˜o x2 + 7 = 2n · m, em que x,m e n sa˜o inteiros positivos. Usando o
me´todo hipergeome´trico, eles encontraram uma relac¸a˜o entre os nu´meros x e m que
traz algumas consequeˆncias e soluc¸o˜es para essa u´ltima equac¸a˜o.
Dividimos o nosso trabalho em 3 cap´ıtulos, a saber:
• Cap´ıtulo 1: Preliminares. Nesse cap´ıtulo, enunciaremos resultados de Teoria
dos Nu´meros e de A´lgebra que sera˜o usados no decorrer dos outros cap´ıtulos.
• Cap´ıtulo 2: A equac¸a˜o x2 + 7 = yn. Um objetivo e´ entender as te´cnicas
alge´bricas usadas por Nagell para a resoluc¸a˜o da equac¸a˜o, quando y = 2. O
outro objetivo e´ entender o me´todos usados por Le, quando y um nu´mero ı´mpar.
Algo interessante a se observar e´ que apesar de as duas equac¸o˜es (o caso y = 2 e o
caso y ı´mpar) serem relativamente similares, os me´todos tem alguma intersec¸a˜o,
mas as ideias principais sa˜o diferentes.
• Cap´ıtulo 3: A equac¸a˜o x2+7 = 2n ·m. Algumas ideias encontradas no cap´ıtulo
2 reaparecem nesse cap´ıtulo e ferramentas novas (os aproximantes de func¸o˜es
anal´ıticas por func¸o˜es racionais e o me´todo hipergeome´trico) sa˜o introduzidas
para que o resultado de Bennett, Filaseta e Trifonov seja bem compreendido.
Eles encontraram uma relac¸a˜o interessante entre as varia´veis x,m e n e, com
essa relac¸a˜o, resolveremos completamente a equac¸a˜o para m fixado. Consegui-
mos tambe´m uma condic¸a˜o necessa´ria para que a equac¸a˜o tenha soluc¸a˜o usando
ferramentas de Teoria Elementar dos Nu´meros.
Cap´ıtulo 1
Preliminares
O objetivo deste cap´ıtulo e´ lembrar de algumas propriedades que servira˜o de base
para o trabalho. Enunciaremos resultados de Teoria dos Nu´meros e de A´lgebra que
sera˜o importantes no decorrer do trabalho.
1.1 Algumas propriedades nume´ricas
Seja φ a func¸a˜o de Euler definida por
φ(n) = #{k ∈ N : mdc(n, k) = 1 e k ≤ n},
em que n ∈ N. Essa func¸a˜o e´ multiplicativa, isto e´, dados a e b primos entre si, temos
que φ(ab) = φ(a)φ(b) e se p e´ um primo, enta˜o φ(pk) = pk − pk−1. Com essas duas
propriedades e usando o Teorema Fundamental da Aritme´tica, conseguimos calcular φ
em todos os nu´meros naturais. Um resultado importante e´
Teorema 1.1 (Teorema de Euler) Sejam a e n inteiros positivos. Se mdc(a, n) = 1,
enta˜o aφ(n) ≡ 1 (mod n).
Demonstrac¸a˜o: Consultar [20] nas pa´ginas 43 - 44.
Considere a congrueˆncia x2 ≡ a (mod p), em que x e a sa˜o inteiros e p e´ um primo
ı´mpar. Uma pergunta natural e´: qual e´ uma condic¸a˜o para que essa congrueˆncia tenha
soluc¸a˜o? Se a e´ mu´ltiplo de p, enta˜o x ≡ 0 (mod p) e´ soluc¸a˜o. Logo podemos restringir
o estudo aos casos em que p - a. Introduziremos o s´ımbolo de Legendre e enunciaremos
alguns resultados importantes a seguir.













1, se x2 ≡ a (mod p) tem soluc¸a˜o
−1, se x2 ≡ a (mod p) na˜o tem soluc¸a˜o.
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Proposic¸a˜o 1.1 Sejam a e b inteiros e p um primo ı´mpar. O s´ımbolo de Legendre




















= (−1) p−12 .
Demonstrac¸a˜o: Consultar [20] nas pa´ginas 97 - 102.








= (−1) p−12 · q−12 .
Demonstrac¸a˜o: Consultar [20] nas pa´ginas 107 - 108.
Um conceito importante na Teoria dos Nu´meros e´ o de valorizac¸a˜o p-a´dica de um
racional na˜o nulo a
b





= νp(a) − νp(b), em que
νp(n) = max{k ∈ N ∪ {0} : pk | n} para n inteiro. Para este trabalho, usaremos esse
conceito no conjunto Z∗.
Proposic¸a˜o 1.2 Sejam a e b ∈ Z e p um primo. Enta˜o
(i) νp(ab) = νp(a) + νp(b);
(ii) νp(a± b) ≥ min{νp(a), νp(b)}.
Demonstrac¸a˜o: Sejam a = pαm e b = pβn, em que ν(a) = α e ν(b) = β.
(i) Note que ab = pα+βmn e isso nos mostra que ν(ab) = α + β = ν(a) + ν(b).
(ii) Suponha que α ≥ β. Note que a ± b = pβ(pα−βm ± n). Usando (i), obtemos
νp(a+ b) = νp(p
β)+νp(p
α−βm±n) ≥ νp(pβ) = β e β = min{νp(a), νp(b)}, por hipo´tese.
O caso α < β e´ ana´logo.
Proposic¸a˜o 1.3 Sejam a e b inteiros na˜o nulos. a | b se, e somente se, νp(a) ≤ νp(b),
para todo primo p.
Demonstrac¸a˜o: Sem perda de generalidade, suponha que a e b sa˜o positivos. Pelo
Teorema Fundamental da Aritme´tica, podemos escrever a = pα11 · · · pαnn e b = pβ11 · · · pβnn ,
em que os pi’s sa˜o primos distintos para i ∈ {1, . . . , n} e αi e βi sa˜o inteiros na˜o
negativos, tais que αi + βi 6= 0. Note que essa escrita implica que νpi(a) = αi e
νpi(b) = βi. Observe que a | b ⇔ ba = pβ1−α11 · · · pβn−αnn e´ um inteiro ⇔ βi − αi ≥ 0,
para todo i ∈ {1, . . . , n} ⇔ νpi(b) ≥ νpi(a), para todo pi. Claramente, se q e´ um primo
que na˜o aparece nas fatorac¸o˜es de a e b, enta˜o νq(a) = νq(b) = 0.
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Notac¸a˜o 1.1 Em alguns casos, escreveremos pk || a para denotar νp(a) = k.
Para finalizar essa sec¸a˜o, enunciaremos um resultado que estima o valor do fatorial
de um inteiro positivo.


















1.2 Algumas propriedades alge´bricas
Considere o corpo Q(
√
d) = {m + n√d : m,n ∈ Q}, em que d 6= 0 e´ um nu´mero
livre de quadrados. Dado µ = m + n
√
d ∈ Q(√d), chamamos de conjugado de µ o
nu´mero µ¯ = m− n√d. Define-se a norma em Q(√d) pela func¸a˜o N : Q(√d)→ Q, tal
que N (µ) = m2 − dn2 = µ · µ¯.
Proposic¸a˜o 1.4 A func¸a˜o norma N e´ multiplicativa, isto e´, dados µ e ρ ∈ Q(√d),
temos que N (µρ) = N (µ)N (ρ).
Demonstrac¸a˜o: Considere µ = m+ n
√
d e ρ = r + s
√
d. Enta˜o








N (µρ) = (mr + dns)2 − d(ms+ nr)2
= m2r2 + 2dmrns+ d2n2s2 − dm2s2 − 2dmsnr − dn2r2
= m2(r2 − ds2)− dn2(r2 − ds2)
= (m2 − dn2)(r2 − ds2) = N (µ)N (ρ).
Definic¸a˜o 1.2 Dizemos que µ ∈ Q(√d) e´ um inteiro alge´brico de Q(√d) se e´ raiz de




Proposic¸a˜o 1.5 Se µ e´ um inteiro alge´brico de Q(
√
d), enta˜o N (µ) ∈ Z.
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Demonstrac¸a˜o: Como µ e´ um inteiro alge´brico, enta˜o existe um polinoˆmio de coe-
ficientes inteiros moˆnico tal que µ e´ raiz. Ale´m disso, o polinoˆmio minimal p(x) e´ de
grau 2, pois Q(
√
d) e´ uma extensa˜o de grau 2. Note que como µ e´ raiz de p(x), enta˜o
seu conjugado µ¯ tambe´m e´ raiz. Pelo Teorema Fundamental da A´lgebra, essas sa˜o as
u´nicas 2 ra´ızes. Assim, podemos escrever
p(x) = (x− µ)(x− µ¯) = x2 − (µ+ µ¯)x+ µµ¯ = x2 − (µ+ µ¯)x+N (µ).
Como os coeficientes de p(x) sa˜o inteiros, enta˜o N (µ) ∈ Z.




na˜o e´ inteiro alge´brico (o
polinoˆmio minimal de µ sobre Z e´ p(x) = 3x2 − 2x+ 3), pore´m N (µ) = µµ¯ = 1.
Exemplo 1.1 O conjunto formado pelos inteiros alge´bricos de Q e´ exatamente Z.
Um fato importante e´ que o conjunto formado pelos inteiros alge´bricos e´ um anel.
O pro´ximo teorema explicita esse anel.












], se d ≡ 1 (mod 4)
Demonstrac¸a˜o: Consultar [19] nas pa´ginas 97 e 98.








: a, b ∈ Z, a ≡ b (mod 2)
}
.




































em que a = 2a0 − b0, b = b0 e a ≡ 2a0 − b0 ≡ b0 ≡ b (mod 2).
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Definic¸a˜o 1.3 Sejam µ e ρ ∈ Ωd. Dizemos que µ divide ρ (e denotamos µ | ρ) se
existe θ ∈ Ωd tal que ρ = µθ.
Proposic¸a˜o 1.6 Sejam µ e ρ ∈ Ωd. Se µ | ρ, enta˜o N (µ) | N (ρ).
Demonstrac¸a˜o: Como µ | ρ, enta˜o existe θ ∈ Ωd tal que ρ = µθ. Logo,
N (ρ) = N (µθ). Pela Proposic¸a˜o 1.4, temos que N (ρ) = N (µ)N (θ), o que prova
que N (µ) | N (ρ).
Dizemos que µ e´ uma unidade em Ωd se existe ρ ∈ Ωd tal que µρ = 1. Como
consequeˆncia da proposic¸a˜o anterior, obtemos o seguinte.
Corola´rio 1.1 Se µ e´ uma unidade de Ωd, enta˜o N (µ) = ±1.
Demonstrac¸a˜o: Como µ e´ uma unidade de Ωd, por definic¸a˜o, existe ρ ∈ Ωd tal que
µρ = 1. Logo N (µρ) = N (µ)N (ρ) = 1. Como a norma e´ um nu´mero inteiro, enta˜o
N (µ) | 1, isto e´, N (µ) = ±1.
Um problema u´til na teoria de aneis e´ determinar as unidades (elementos que pos-
suem inverso multiplicativo) do anel Ωd.
Teorema 1.5 Sejam d < 0 um inteiro livre de quadrados e Ud o conjuto formado pelas
unidades de Ωd. Enta˜o
Ud =

{1,−1, i,−i}, se d = −1
{1,−1, ω,−ω, ω2,−ω2}, se d = −3
{1,−1}, se d = −2 ou d < −3,
em que i2 = −1 e ω e´ uma raiz cu´bica na˜o real da unidade.
Demonstrac¸a˜o: Consultar [2] nas pa´ginas 90 -91.
Exemplo 1.3 Vamos mostrar essa propriedade para o caso em que d = −7.
Seja δ = a+b
√−7
2
uma unidade de Ω−7. Lembre-se que a e b sa˜o inteiros e a ≡ b (mod 2).
Assim, existe γ = c+d
√−7
2









= 1, isto e´, (a2 + 7b2)(c2 + 7d2) = 16. Sejam
x = a2 + 7b2 e y = c2 + 7d2. Observe que x > 0, y > 0 e x e y sa˜o divisores de 16.
Vamos verificar as possibilidades para x (e y sera´ igual a 16
x
).
1.2 Algumas propriedades alge´bricas 8
• a2 + 7b2 = 1⇒ b = 0 e a = ±1. Isso e´ um absurdo, pois a 6≡ b (mod 2). Observe
que isso implica que a2 + 7b2 6= 16, pois se pudesse ser igual a 16, c2 + 7d2 = 1 e
ter´ıamos d = 0 e c = ±1.
• a2 + 7b2 = 2⇒ b = 0 e a2 = 2. Isso e´ um absurdo, pois a 6∈ Z. Observe que isso
implica que a2 + 7b2 6= 8, pois se pudesse ser igual a 8, c2 + 7d2 = 2 e ter´ıamos
d = 0 e c2 = 2.
• a2 + 7b2 = 4⇒ b = 0 e a = ±2.
Assim, as u´nicas unidades do anel Ω−7 sa˜o os nu´meros ±1.
Definic¸a˜o 1.4 O ma´ximo divisor comum de dois inteiros alge´bricos µ e ρ e´ o maior
(em norma, a menos de unidade) de todos os divisores comuns de µ e ρ. Ele sera´
denotado por mdc(µ, ρ).









e´ uma unidade em Ω−7.









. Por definic¸a˜o, δ | 1+
√−7
2










= 1 e enta˜o N (δ) | N (1) = 1. Portanto N (δ) = ±1.
Dizemos que µ e ρ sa˜o primos entre si, se γ := mdc(µ, ρ) e´ uma unidade do anel,








Ate´ o final deste cap´ıtulo, considere que R seja um anel, R∗ seja o conjunto das
unidades de R e 0 seja o elemento neutro para a adic¸a˜o de R.
Um conceito importante e´ o de Domı´nio de Fatorac¸a˜o U´nica.
Definic¸a˜o 1.5 Dizemos que R e´ um Domı´nio de Fatorac¸a˜o U´nica se R e´ um domı´nio
de integridade (dados a e b ∈ R, se a · b = 0, enta˜o a = 0 ou b = 0) no qual todo
elemento que na˜o e´ nulo ou na˜o e´ unidade tem uma fatorac¸a˜o u´nica, isto e´, tem uma
u´nica decomposic¸a˜o em fatores irredut´ıveis.
Um problema na teoria de aneis de inteiros alge´bricos e´ decidir o seguinte: para que
valores de d o anel Ωd e´ um Domı´nio de Fatorac¸a˜o U´nica (DFU)? Se d < 0, enta˜o esse
problema ja´ esta´ completamente resolvido (por K. Heehner em 1952 e por Stark e A.
Baker em 1966, de forma independente). Quando d > 0, poucos casos foram resolvidos.
Teorema 1.6 O anel Ωd e´ um DFU, para d < 0 livre de quadrados, exatamente quando
d ∈ {−1,−2,−3,−7,−11,−19,−43,−67,−163}.
Se d > 0, enta˜o tem-se que Ωd e´ um DFU se
d ∈ {2, 3, 5, 6, 7, 11, 13, 14, 17, 19, 21, 22, 23, 29, 33, 37, 41, 53, 57, 61, 69, 73, 77, 89, 93, 97}.
1.3 Algumas propriedades anal´ıticas 9
Observac¸a˜o 1.2 Se d > 0 na˜o pertence ao conjunto acima, enta˜o na˜o se pode garantir
se Ωd e´ um DFU ou na˜o. No entanto, quando d < 0, enta˜o sempre podemos decidir se
Ωd e´ um DFU, pelo teorema anterior.
Os conceitos de primo e irredutivel em um anel R sa˜o importantes. Veremos que
se R for um DFU, esses conceitos coincidem (assim como acontece em Z).
Definic¸a˜o 1.6 Um elemento a ∈ R− (R∗ ∪ {0}) diz-se:
(i) irredut´ıvel se: a = bc⇒ b ∈ R∗ ou c ∈ R∗;
(ii) primo se: a | bc⇒ a | b ou a | c.
Teorema 1.7 Se R e´ um DFU, enta˜o os primos e os irredut´ıveis coincidem.
Demonstrac¸a˜o: (primo ⇒ irredut´ıvel) Seja p ∈ R um primo tal que p = bc (logo
p | bc). Queremos provar que b ou c ∈ R∗. Por definic¸a˜o, p | b ou p | c. Sem perda de
generalidade, suponha que p | b. Assim, existe d ∈ R tal que b = p ·d. Multiplicando os
lados da u´ltima relac¸a˜o por c, obtemos bc = pdc, isto e´, p = pdc. Portanto, p(1−dc) = 0.
Como p 6= 0 e R e´ um domı´nio de integridade, enta˜o 1 − dc = 0, ou ainda, dc = 1, o
que mostra que c ∈ R∗. Portanto, p e´ irredut´ıvel.
(irredut´ıvel⇒ primo) Seja c ∈ R irredut´ıvel tal que c | ab, em que a e b ∈ R. Queremos
provar que c | a ou c | b. Por definic¸a˜o, existe k ∈ R tal que ab = kc. Como R e´ um
DFU, existem u´nicos α1, . . . , αs e β1, . . . , βr irredut´ıveis tais que a = u1α1 · · ·αs e
b = u2β1 · · · βr, em que u1 e u2 sa˜o unidades. Logo, u1u2α1 · · ·αsβ1 · · · βr = ab = kc.
Como a fatorac¸a˜o de ab e´ u´nica e os αi’s, os βi’s e c sa˜o irredut´ıveis, enta˜o conclu´ımos
que c = αi, para algum i ∈ {1, . . . , s} (da´ı, c | a) ou c = βj, para algum j ∈ {1, . . . , r}
(da´ı, c | b). Portanto, c e´ primo.
Observac¸a˜o 1.3 Observe que R ser um domı´nio de integridade ja´ e´ suficiente para
que (primo ⇒ irredut´ıvel).
1.3 Algumas propriedades anal´ıticas
Dada uma func¸a˜o anal´ıtica f , queremos encontrar polinoˆmios com coeficientes intei-
ros que aproximem f em algum sentido. Nesta sec¸a˜o, discutiremos esses aproximantes.
Essa teoria sera´ importante no decorrer deste trabalho. Tambe´m e´ importante na prova
de irracionalidade de ea, a ∈ Q∗, e pi, por exemplo. Para mais detalhes, consultar [14].
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Definic¸a˜o 1.7 Seja f : Ω → C uma func¸a˜o anal´ıtica, em que Ω ⊆ C e´ um conjunto




, onde Pr0(z) e Qr1(z) sa˜o polinoˆmios de grau r0 e r1, respectivamente, se







a expansa˜o de Taylor de f em torno da origem. Dados r0 e r1 ∈ N, desejamos construir
uma outra func¸a˜o anal´ıtica g dependendo de f e suas derivadas, de tal forma que os
coeficientes de ordens r0 + 1, . . . , r0 + r1 da se´rie de Taylor dessa nova func¸a˜o sejam
























em que ck = br0+r1+1+k.
Vamos exemplificar a construc¸a˜o desses aproximantes para a func¸a˜o exponencial e
para isso usaremos operadores diferenciais D = d
dz
. Como usual, definimos recursiva-
mente, D2 = D ◦D e Dm = Dm−1 ◦D. Para nossos objetivos o operador δ = zD sera´
bastante u´til.
Proposic¸a˜o 1.7 Dados k e m inteiros na˜o negativos e δ = zD, em que D = d
dz
, as
seguintes relac¸o˜es sa˜o va´lidas:
(i) δ(zk) = kzk;
(ii) δm(zk) = kmzk;
(iii) Se T (z) e´ um polinoˆmio com coeficientes complexos, enta˜o T (δ)zk = T (k)zk.
Demonstrac¸a˜o: (i) Note que δ(zk) = zD(zk) = z d
dz
(zk) = zkzk−1 = kzk.
(ii) Provaremos esse item, usando induc¸a˜o sobre m. O item (i) e´ o caso base. A
hipo´tese de induc¸a˜o e´: para algum m ∈ N, temos δm(zk) = kmzk. Vamos provar que
δm+1(zk) = km+1zk. Note que δm+1(zk) = δ ◦ δm(zk). Pela hipo´tese de induc¸a˜o, temos
que δ ◦ δm(zk) = δ(kmzk). Da´ı, δm+1(zk) = z d
dz
(kmzk) = zkmkzk−1 = km+1zk.
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(iii) Seja T (z) = a0 + a1z + · · ·+ akzk ∈ C[z]. Usando os itens (i) e (ii), obtemos
T (δ)zk = a0z
k + a1δ(z
k) + · · ·+ akδk(zk)
= a0z
k + a1kz
k + · · ·+ akkkzk
= (a0 + a1k + · · ·+ akkk)zk
= T (k)zk














Logo, se tomarmos T (z) = (z − (r0 + 1)) · · · (z − (r0 + r1)), a func¸a˜o T (δ)f(z) tem os
coeficientes de Taylor br0+1, . . . , br0+r1 todos nulos. Da´ı, escolheremos g(z) = T (δ)f(z).
Agora constuiremos os aproximantes (ambos de graus iguais a r) para a func¸a˜o expo-
nencial f : C→ C tal que f(z) = ez.







Logo os ak’s satisfazem ak =
1
k!













onde Tr(z) = (z − (r + 1)) · · · (z − 2r). Observe que
• Se k ≤ r, enta˜o
Tr(k) = (−1)(r + 1− k) · · · (−1)(2r − k) = (−1)r (2r − k)!
(r − k)! ;
• Se k ≥ 2r + 1, enta˜o
Tr(k) = (k − (r + 1)) · · · (k − 2r) = (k − r − 1)!





(−1)r (2r − k)!
(r − k)!k!z
k e Rr(z) =
∞∑
k=2r+1
(k − r − 1)!
(k − 2r − 1)!k!z
k.
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Assim, Tr(δ)e
z = Pr(z) + Rr(z). Note que os coeficientes de Pr(z) e de Rr(z) sa˜o
inteiros, pois (2r−k)!
(r−k)! = (k − (r + 1)) · · · (k − 2r) e (k−r−1)!(k−2r−1)! = (k − (r + 1)) · · · (k − 2r)
sa˜o divis´ıveis por r! (ambos sa˜o produtos de r inteiros consecutivos). Por outro lado,
usando o fato que δk(ez) = Ak(z)e
z, em que Ak(z) e´ um polinoˆmio de grau k com
coeficientes inteiros, obtemos Tr(δ)e
z = Qr(z)e
z, em que Qr(z) e´ um polinoˆmio de grau
r com coeficientes inteiros. Da´ı,
Qr(z)e
z − Pr(z) = Rr(z)
e como Rr(z) tem um zero de multiplicidade de ordem 2r + 1 na origem, enta˜o e
z e´
bem aproximado por Pr(z)
Qr(z)
.
O pro´ximo resultado, nos fornecera´ mais informac¸o˜es sobre Rr(z).





Em particular, |Rr(z)| tende a zero, quando r tende a infinito.












(`+ 2r + 1)!
(`+ r)!


























A Equac¸a˜o x2 + 7 = yn
O objetivo deste cap´ıtulo e´ estudar a equac¸a˜o x2 + 7 = yn, em que x, y e n sa˜o
nu´meros naturais. O cap´ıtulo sera´ dividido em duas sec¸o˜es e, em cada uma, sera´
explorado um caso particular da equac¸a˜o. Apesar de as equac¸o˜es serem similares, os
me´todos utilizados sa˜o distintos.
2.1 O caso y = 2
Nesta sec¸a˜o, estudaremos o caso y = 2, isto e´, queremos encontrar as soluc¸o˜es para
a equac¸a˜o x2 + 7 = 2n. Em 1913, Ramanujan conjecturou que as u´nicas soluc¸o˜es para
essa equac¸a˜o sa˜o (x, n) ∈ {(1, 3), (3, 4), (5, 5), (11, 7), (181, 15)}. Em 1948, Nagell [17]
provou essa conjectura. O resultado principal desta sec¸a˜o e´ o seguinte.
Teorema 2.1 Sejam x e n inteiros positivos tais que
x2 + 7 = 2n. (2.1)
Enta˜o (x, n) ∈ {(1, 3), (3, 4), (5, 5), (11, 7), (181, 15)}.
Demonstrac¸a˜o: Observe que x e´ um nu´mero ı´mpar, pois x2 + 7 e´ par (lembre-se que
n e´ um nu´mero natural). Primeiramente, vamos supor que n e´ um nu´mero par, isto e´,
existe um k natural tal que n = 2k. Assim, podemos reescrever (2.1) como x2+7 = 22k,
ou ainda,
7 = (2k + x)(2k − x).
Pelo Teorema Fundamental da Aritme´tica e usando o fato que 2k + x > 2k − x > 0,
obtemos {
2k + x = 7
2k − x = 1.
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Subtraindo as equac¸o˜es, obtemos x = 3. Substituindo esse valor em (2.1), encontramos
32 + 7 = 2n e conclu´ımos que n = 4. Portanto, se n e´ par, a u´nica soluc¸a˜o e´
(x, n) = (3, 4).
Agora, estamos interessados em estudar a equac¸a˜o quando n e´ ı´mpar. Se n = 1,
enta˜o a equac¸a˜o na˜o tem soluc¸a˜o. Se n = 3, enta˜o a u´nica soluc¸a˜o e´ dada por 12+7 = 23.
Suponha enta˜o que n ≥ 5 e´ ı´mpar. Fatorando (2.1) no anel de inteiros alge´bricos Ω−7,




























. Vamos mostrar que N (δ) = 1.
Por definic¸a˜o, temos que δ | x+
√−7
2
e δ | x−
√−7
2














= 2n−2 e enta˜o N (δ) e´ uma poteˆncia de 2. Assim, conclu´ımos que N (δ) = 1.
Vamos mostrar que 1±
√−7
2
sa˜o primos em Ω−7. Pelo Teorema 1.7, devemos mostrar



















(a2 + 7b2)(c2 + 7d2) = 32.





























































Essas duas possibilidades na˜o podem ocorrer, pois x±
√−7
2
nunca e´ um nu´mero real,
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Essas duas possibilidades podem ocorrer. Para simplificar a notac¸a˜o, considere
k = n − 2, ε1, ε2, δ1 e δ2 ∈ {±1} tais ε1 6= ε2 e δ1 = δ2. Enta˜o as informac¸o˜es





















































:= β. Como n e´













≡ 0 (mod β).









− 1 = −5+
√−7
2














Vamos mostrar que r ∈ Ω−7, isto e´, a e b sa˜o inteiros com mesma paridade. Desenvol-
vendo a relac¸a˜o acima, obtemos



















≡ 1 (mod β).
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Vamos mostrar que r ∈ Ω−7, isto e´, a e b sa˜o inteiros com mesma paridade. Desenvol-
vendo a relac¸a˜o acima, obtemos























































































































2.1 O caso y = 2 17
















≡ k (mod 7). (2.5)
Temos que 26 ≡ 1 (mod 7). Seja k = 42t + ` com ` ∈ {1, 2, . . . , 42} (o nu´mero
42 foi escolhido por ser o menor mu´ltiplo comum entre 6 e 7). Observando que
2k−1 ≡ 242t+`−1 ≡ (26)7t · 2`−1 ≡ 2`−1 (mod 7) e que k ≡ 42t + ` ≡ ` (mod 7), ob-
temos
−2`−1 ≡ ` (mod 7).
Como ` pertence ao conjunto finito {1, 2, . . . , 42}, basta verificar para quais ` a con-
grueˆncia acima e´ satisfeita. Usando o programa Mathematica R©, conclu´ımos que `
pertence ao conjunto {3, 5, 13, 24, 26, 34}. No entanto, pelo fato de k ser ı´mpar, con-
clu´ımos que ` tambe´m o e´. Logo ` ∈ {3, 5, 13}. Como k ≡ ` (mod 42), enta˜o
k ≡ 3, 5 ou 13 (mod 42).
• Se k ≡ 3 (mod 42), enta˜o podemos ter k = 3 ou k − 3 = 7z · 6h, em que
z = ν7(k − 3) ≥ 1 e´ a valorizac¸a˜o 7-a´dica de k − 3 e h 6= 0.
Se k = 3, enta˜o n = 5 e x = 5, fornecendo a soluc¸a˜o 52 + 7 = 25. Para o outro caso,
considere h 6= 0.
















k(k − 1)(k − 2)(k − 3)






Usando a Proposic¸a˜o 1.2, basta provarmos que ν7(7
z+1) ≤ ν7(y), pois νp(7z+1) = 0 e
νp(y) ≥ 0 para todo primo p 6= 7. Por definic¸a˜o, temos que ν7(7z+1) = z + 1. Como
k − 3 = 7z · 6h, com 7 - h, enta˜o k − 2, k − 1 e k na˜o sa˜o divis´ıveis por 7. Da´ı,
ν7(k(k− 1)(k− 2)(k− 3)) = z. Ale´m disso, como 2j+ 1 < 7j−1, para todo j ≥ 2, enta˜o
ν7(2j + 1) < j − 1. Como dentre os nu´meros 2j + 1, 2j, 2j − 1 e 2j − 2, no ma´ximo um
deles e´ divis´ıvel por 7, enta˜o temos ν7((2j + 1)2j(2j − 1)(2j − 2)) < j − 1. Logo,






j)− ν7((2j + 1)2j(2j − 1)(2j − 2))
≥ z + 0 + j − (j − 1) = z + 1.
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Portanto, ν7(7

















≡ k − 7
6
k(k − 1)(k − 2) (mod 7z+1). (2.6)
Por um lado, temos que
−2k−1 ≡ −27z ·6·h+2 ≡ −(27z ·6)h · 22 (mod 7z+1).
Usando o fato que φ(7z+1) = 7z+1 − 7z = 7z · 6 e o Teorema 1.1, temos que
27
z ·6 ≡ 1 (mod 7z+1).
Assim, conclu´ımos que −2k−1 ≡ −4 (mod 7z+1).
Por outro lado, vamos encontrar um j conveniente tal que
k − 7
6
k(k − 1)(k − 2) ≡ j (mod 7z+1).
Como k − 3 = 7z · 6h, enta˜o temos que
7
6
k(k − 1)(k − 2) = 7
6




[(7z · 6h)2(7z · 6h+ 6) + 7z · 6h(3 · 2 + 3 · 1 + 2 · 1) + 3 · 2 · 1]
= 7 · [(7z · 6h)2(7z · h+ 1) + 7z · h · 11 + 1]
= 7z+1 · [7z · 36h2 · (7z · h+ 1 + 11h)] + 7.
Assim, k − 7
6
k(k − 1)(k − 2) ≡ k − 7 (mod 7z+1). Voltando a (2.6), encontramos a
congrueˆncia −4 ≡ k−7 (mod 7z+1), ou ainda, k ≡ 3 (mod 7z+1), o que e´ um absurdo.
Portanto, para esse caso temos uma u´nica soluc¸a˜o dada por (x, n) = (5, 5).
• Se k ≡ 5 (mod 42), enta˜o podemos ter k = 5 ou k − 5 = 7z · 6h, em que
z = ν7(k − 5) e h 6= 0.
Se k = 5, enta˜o n = 7 e x = 11, fornecendo a soluc¸a˜o 112 + 7 = 27. Para o outro
caso, considere h 6= 0.
Afirmac¸a˜o 2.2 Para todo j ≥ 3, temos que 7z+1 | ( k
2j+1
) · 7j.
Demonstrac¸a˜o: Essa demonstrac¸a˜o e´ ana´loga a` demonstrac¸a˜o da Afirmac¸a˜o 2.1 e
na˜o sera´ feita neste trabalho.
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Usando uma ideia similar a` usada no caso k ≡ 3 (mod 42), temos, por um lado, que
−2k−1 ≡ −27z ·6·h+4 ≡ −(27z ·6)h · 24 ≡ −16 (mod 7z+1)














≡ k − 70 + 49 ≡ k − 21 (mod 7z+1).
Voltando a (2.7), encontramos a congrueˆncia −16 ≡ k − 21 (mod 7z+1), ou ainda,
k ≡ 5 (mod 7z+1), o que e´ um absurdo. Portanto, para esse caso temos uma u´nica
soluc¸a˜o dada por (x, n) = (11, 7).
• Se k ≡ 13 (mod 42), enta˜o podemos ter k = 13 ou k − 13 = 7z · 6h, em que
z = ν7(k − 13) e h 6= 0.
Se k = 13, enta˜o n = 15 e x = 181, fornecendo a soluc¸a˜o 1812 + 7 = 215. Para o
outro caso, considere h 6= 0.
Afirmac¸a˜o 2.3 Para todo j ≥ 7, temos que 7z+1 | ( k
2j+1
) · 7j.
Demonstrac¸a˜o: Essa demonstrac¸a˜o e´ ana´loga a` demonstrac¸a˜o para a Afirmac¸a˜o 2.1
e na˜o sera´ feita neste trabalho.








· (−7)j (mod 7z+1). (2.8)
Usando uma ideia similar a` usada no caso k ≡ 3 (mod 42), temos, por um lado, que
−2k−1 ≡ −27z ·6h+12 ≡ −(27z ·12)h · 212 ≡ −4096 (mod 7z+1)







· (−7)j ≡ k − 4109 (mod 7z+1).
Voltando a (2.7), encontramos a congrueˆncia −4096 ≡ k− 4109 (mod 7z+1), ou ainda,
k ≡ 13 (mod 7z+1), o que e´ um absurdo. Portanto, para esse caso temos uma u´nica
soluc¸a˜o dada por (x, n) = (181, 15).
Assim, as u´nicas soluc¸o˜es para (2.1) sa˜o (x, n) = (1, 3), (3, 4), (5, 5), (11, 7), (181, 15),
o que prova o Teorema 2.1.
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2.2 O caso y ı´mpar
Nesta sec¸a˜o, estudaremos a equac¸a˜o x2 + 7 = yn em que y e´ um nu´mero ı´mpar
positivo e n > 1. Note que se y = 1, enta˜o a equac¸a˜o na˜o tem soluc¸a˜o. Em 1961,
D. Lewis [13] provou que a equac¸a˜o tem no ma´ximo duas soluc¸o˜es e se y e´ um primo
ı´mpar, enta˜o a equac¸a˜o na˜o tem soluc¸a˜o. O resultado principal desta sec¸a˜o e´ devido a
Le [11] que, em 1997, generalizou o resultado de Lewis.
Teorema 2.2 A equac¸a˜o
x2 + 7 = yn (2.9)
na˜o tem soluc¸o˜es em naturais x, y e n, com y ı´mpar e n > 2.
Demonstrac¸a˜o: Para iniciar, vamos mostrar que n e´ ı´mpar. Suponha, por absurdo,
que n seja par, isto e´, n = 2k, para algum k ∈ N. Substituindo em (2.9), obtemos
x2 + 7 = y2k ⇔ 7 = y2k − x2 ⇔ 7 = (yk + x)(yk − x).
Como yk + x > yk − x > 0 e 7 e´ primo, enta˜o, pelo Teorema Fundamental da
Aritme´tica, conclu´ımos que {
yk + x = 7
yk − x = 1
Somando as equac¸o˜es, temos yk = 4. Logo, 2 | y, o que e´ um absurdo, pois, por
hipo´tese, y e´ ı´mpar. Portanto, n e´ ı´mpar.
Observe que x e´ par: como y e´ ı´mpar, temos x2 ≡ yn − 7 ≡ 0 (mod 2). Como x2 e´
par, enta˜o x e´ par.
Considere (x, y, n) uma soluc¸a˜o para (2.9). Fatorando essa equac¸a˜o no anel Ω−7,
obtemos
(x+
√−7)(x−√−7) = yn. (2.10)
Afirmac¸a˜o 2.4 Seja δ = mdc(x+
√−7, x−√−7). Enta˜o δ e´ uma unidade em Ω−7.
Demonstrac¸a˜o: Basta mostrar que N (δ) = 1. Por definic¸a˜o, δ | x + √−7 e
δ | x−√−7, logo δ | (x+√−7)− (x−√−7) = 2√−7. Da´ı, N (δ) | N (2√−7) = 28 e
enta˜o N (δ) ∈ {1, 2, 4, 7, 14, 28}. Ale´m disso, temos que N (δ) | N (x+√−7) = x2 +7 =
yn. Como y e´ ı´mpar, enta˜o N (δ) e´ ı´mpar. Logo, N (δ) ∈ {1, 7}. Suponha, por absurdo,
que N (δ) = 7. Como N (δ) | x2 + 7, conclu´ımos que 7 | x2 + 7 e enta˜o 7 | x2. Como
7 e´ primo, enta˜o 7 | x e assim, 72 | x2. Como N (δ) | yn, enta˜o 72 | yn (pois n ≥ 3).
Portanto, 72 | x2 − yn = 7, o que e´ um absurdo. Portanto, N (δ) = 1.
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Como Ω−7 e´ um DFU e x +
√−7 e x − √−7 sa˜o primos entre si, conclu´ımos que
x+
√−7 = δ1(a+ b
√−7)n e x−√−7 = δ2(a0 + b0
√−7)n, para certos a, a0, b e b0 ∈ Z.
Ale´m disso, δ1 e δ2 sa˜o unidades em Ω−7 (δ1 e d2 ∈ {±1}), com δ1 = d2. Observe que
yn = x2 +7 = N (x+√−7) = N [δ1(a+b
√−7)n] = N (δ1)[N (a+b
√−7)]n = (a2 +7b2)n.
Como n e´ ı´mpar e y, a e b sa˜o inteiros, enta˜o y = a2 + 7b2.
Usando o Teorema Binomial para (a+b
√−7)n e lembrando que n e´ ı´mpar, obtemos


































































Como o somato´rio que aparece em (2.12) e´ um nu´mero inteiro, enta˜o b | 1. Assim,
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Afirmac¸a˜o 2.5 O nu´mero a e´ par.
Demonstrac¸a˜o: Suponha, por absurdo, que a seja ı´mpar. Como −7 ≡ 1 (mod 2) e
























≡ 0 (mod 2). (2.14)


























≡ 1 (mod 2). (2.15)











Enta˜o, S e´ igual a 1.
Demonstrac¸a˜o: Temos por (2.13) que S = ±1. Suponha, por absurdo, que S = −1.
Como −7 ≡ 1 (mod 4) e a2k ≡ 0 (mod 4), para todo k ≥ 1 (pois a e´ par), enta˜o
analisando (2.13) mo´dulo 4, chegamos ao seguinte absurdo:













(−7)n−12 ≡ 1 (mod 4).
Seja α = ν2(a) a valorizac¸a˜o 2-a´dica de a. Usando a Notac¸a˜o 1.1, temos que 2
α || a.
Dessa forma, 22α || a2. Como n e´ ı´mpar, faremos dois casos.
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• Caso 1: n ≡ 3 (mod 4).










Usando a Afirmac¸a˜o 2.6 e (2.16), temos que
22α || 1− (−7)n−12 .
Por outro lado, vamos mostrar que 23 || 1 − (−7)n−12 para todo n ≡ 3 (mod 4).
Temos 1− (−7)n−12 ≡ 0 (mod 8), pois −7 ≡ 1 (mod 8). Para este caso, o nu´mero n−1
2
e´ ı´mpar, isto e´, existe m ∈ Z tal que n−1
2
= 2m+ 1. Logo,
(−7)n−12 ≡ (−7)2m+1 ≡ (−7)2m · (−7) ≡ 49m · (−7) ≡ 1 · 9 ≡ 9 (mod 16).
Assim, 24 - 1− (−7)n−12 . Portanto,
23 || 1− (−7)n−12 .
Como 2α 6= 3, para todo α inteiro, enta˜o temos um absurdo para o caso 1. Portanto,
n 6≡ 3 (mod 4).
• Caso 2: n ≡ 1 (mod 4).
Suponha que 2β || n− 1. Enta˜o, β ≥ 2 e podemos reescrever essa informac¸a˜o como
n−1
2
= 2β−1 ·m (com m - 2).
Proposic¸a˜o 2.1 Para este caso, tem-se 2β+2 || (−7)n−12 − 1.
Demonstrac¸a˜o: Observe que podemos reescrever a divisibilidade acima como
2β+2 || ((−7)2β−1)m − 1 e assim basta provar que (−7)2β−1 ≡ 1 (mod 2β+2) e
(−7)2β−1 6≡ 1 (mod 2β+3).
Vamos dividir a prova em duas partes. Primeiramente, iremos provar que
(−7)2β−1 ≡ 1 (mod 2β+2), o que e´ equivalente a provar que 72β−1 ≡ 1 (mod 2β+2),
pois o nu´mero 2β−1 e´ par. Para isso, usaremos induc¸a˜o sobre β. Para o caso base
β = 2, temos
72
2−1 ≡ 72 ≡ 49 ≡ 1 (mod 16).
A hipo´tese de induc¸a˜o e´ que, para algum β ∈ N, β ≥ 2, a congrueˆncia
72
β−1 ≡ 1 (mod 2β+2) e´ verdadeira, isto e´, existe c ∈ Z tal que
72
β−1
= 1 + c · 2β+2.
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Elevando os dois termos ao quadrado, obtemos
72
β
= 1 + 2c · 2β+2 + c2 · 22β+4 = 1 + c · 2β+3 + c2 · 2β+1 · 2β+3
= 1 + 2β+3 · (c+ c2 · 2β+1).
Portanto, 72
β ≡ 1 (mod 2β+3). Agora, resta provar que ((−7)2β−1)m 6≡ 1 (mod 2β+3),
o que equivale a provar que (72
β−1
)m 6≡ 1 (mod 2β+3), pois 2β−1 e´ par.
Afirmac¸a˜o 2.7 Temos que 72
β−1 ≡ 2β+2 + 1 (mod 2β+3).
Demonstrac¸a˜o: Para o caso base β = 2, temos
72
2−1 ≡ 72 ≡ 49 ≡ 17 (mod 32)
e
22+2 + 1 ≡ 16 + 1 ≡ 17 (mod 32).
A hipo´tese de induc¸a˜o e´ que, para algum β ∈ N, β ≥ 2, seja verdadeira a relac¸a˜o
72
β−1 ≡ 2β+2 + 1 (mod 2β+3), isto e´, existe c ∈ Z tal que
72
β−1
= (2β+2 + 1) + c · 2β+3.
Usando um procedimento ana´logo ao anterior, obtemos
72
β
= (22β+4 + 2 · 2β+2 + 1) + 2 · (2β+2 + 1) · c · 2β+3 + c2 · 22β+6
= 2β+4 · 2β + 2β+3 + 1 + 2β+4 · (2β+2 + 1) · c+ 2β+4 · c2 · 2β+2
= 2β+3 + 1 + 2β+4 · (2β + (2β+2 + 1) · c+ c2 · 2β+2).
Portanto, 72
β ≡ 2β+3 + 1 (mod 2β+3).
Usando a Afirmac¸a˜o 2.7 e o fato que (β + 2) · i > β + 3, para β ≥ 2 e i ≥ 2, obtemos
(72
β−1
)m ≡ (2β+2 + 1)m (mod 2β+3)








≡ 1 +m · 2β+2 (mod 2β+3).
Como m - 2, enta˜o 1 +m · 2β+2 6≡ 1 (mod 2β+3), o que prova a proposic¸a˜o.







a2(−7)n−32 = n(n− 1)
2
(−7)n−32 a2, (2.17)
pois 22α || a2, 2β−1 || n−1
2
e n e (−7)n−32 sa˜o ı´mpares.










em que γ = min{β + 2, 2α + β − 1}.





a2k(−7)n−12 −k ≡ 0 (mod 22α+β) para k ≥ 2.
Demonstrac¸a˜o: Escrevendo n − 1 = 2β · p (em que p e´ ı´mpar, pois 2β || n − 1) e










a2 · a2(k−1)(−7)n−12 −k
=






22α · q · a2(k−1)(−7)n−12 −k
=










Seja δ a valorizac¸a˜o 2-a´dica de 2k, isto e´, 2k = 2δ · r, em que r ≥ 1 e´ ı´mpar. Enta˜o
2δ = 2k
r
≤ 2k. Assim, δ ≤ log 2k
log 2
. Observe que δ ≤ log 2k
log 2
< 2(k − 1), para todo k ≥ 2.





















≥ (2α + β) + 2(k − 1)− δ






a2k(−7)n−12 −k ≡ 0 (mod 22α+β) para k ≥ 2.
Pela Afirmac¸a˜o 2.8 e por (2.18), temos que
2α + β ≤ γ =
{
β + 2, se β + 2 ≤ 2α + β − 1
2α + β − 1, se 2α + β − 1 < β + 2
A primeira possibilidade e´ 2α + β ≤ β + 2 (isto e´ α ≤ 1) com a condic¸a˜o
β + 2 ≤ 2α + β − 1 (isto e´ 3 ≤ 2α, ou ainda α ≥ 1, 5), o que e´ um absurdo. A
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segunda possibilidade e´ 2α + β ≤ 2α + β − 1 (isto e´ 0 ≤ −1), o que e´ um absurdo.
Assim, conclu´ımos que o Caso 2 tambe´m gera um absurdo, ou seja, n 6≡ 1 (mod 4).
Como n e´ ı´mpar e n 6≡ 1 ou 3 (mod 4), enta˜o temos um absurdo. Portanto, a
equac¸a˜o (2.9) na˜o tem soluc¸a˜o em naturais x, y e n.
Cap´ıtulo 3
A Equac¸a˜o x2 + 7 = 2n ·m
O objetivo deste cap´ıtulo e´ estudar a equac¸a˜o x2 + 7 = 2n ·m. Observe que todo
nu´mero natural pode ser escrito como 2n ·m, para certos m e n. Dessa forma, resolver
a equac¸a˜o completamente, equivaleria a resolver a equac¸a˜o x2 + 7 = k. Ja´ vimos que,
para esse caso, temos uma infinidade de soluc¸o˜es. Assim na˜o resolveremos a primeira
equac¸a˜o completamente, mas encontraremos uma relac¸a˜o entre os nu´meros x e m,
quando n e´ maior que um determinado valor.
O resultado principal deste cap´ıtulo e´
Teorema 3.1 Sejam x,m e n inteiros positivos tais que
x2 + 7 = 2n ·m. (3.1)
Enta˜o x ∈ {1, 3, 5, 11, 181} ou m > √x.
Antes da demonstrac¸a˜o, faremos algumas observac¸o˜es.
Observac¸a˜o 3.1 Pelo Teorema 2.1, se m = 1 ou m e´ uma poteˆncia de 2, enta˜o a
equac¸a˜o (3.1) esta´ completamente resolvida.
As pro´ximas observac¸o˜es sa˜o consequeˆncias do Teorema 3.1.
Observac¸a˜o 3.2 Se x ∈ {1, 3, 5, 11, 181}, enta˜o temos todas as soluc¸o˜es para (3.1).
De fato, bastar usar o Teorema Fundamental da Aritme´tica para determinar os poss´ıveis
valores para n e m. Por exemplo, se x = 1, enta˜o 2n · m = 23. Assim, (m,n) ∈
{(1, 3), (2, 2), (4, 1)}.
Observac¸a˜o 3.3 A condic¸a˜o m >
√
x e´ boa no seguinte sentido: dado m ∈ N, conse-
guimos limitar os valores de x e de n. De fato,














. Dessa forma, escolhemos um dos limitantes e conseguimos
determinar todas as soluc¸o˜es para (3.1), para essa escolha de m.
Vejamos dois exemplos.






< 4, 9. E´ claro que
escolheremos o limitante para n, pois ha´ menor quantidade de possibilidades para n,
em relac¸a˜o a quantidade de valores de x. Da´ı verificamos as possibilidades para os
valores de x na equac¸a˜o x2 + 7 = 2n ·3, em que n ∈ {1, 2, 3, 4}. Testando esses valores,
conclu´ımos que na˜o ha´ soluc¸o˜es neste caso.






< 8, 5. Novamente,
escolheremos o limitante para n. Da´ı verificamos as possibilidades para os valores de
x na equac¸a˜o x2 + 7 = 2n · 7, em que n ∈ {1, . . . , 8}. Testando esses valores, obtemos
as duas soluc¸o˜es (x, n) = (7, 3) e (21, 6).
A pro´xima proposic¸a˜o nos da´ uma condic¸a˜o necessa´ria para que (3.1) tenha soluc¸a˜o.
Proposic¸a˜o 3.1 Se a equac¸a˜o (3.1) tem soluc¸a˜o e p e´ um fator primo ı´mpar de m,
enta˜o p = 7 ou p ≡ 1, 2 ou 4 (mod 7).
Demonstrac¸a˜o: Analisando a equac¸a˜o (3.1) mo´dulo p, obtemos x2 + 7 ≡ 0 (mod p),



































Assim, a congrueˆncia x2 ≡ −7 (mod p) tem soluc¸a˜o se e somente se x2 ≡ p (mod 7)
tem soluc¸a˜o. Testando os casos em que x ∈ {0, . . . , 6}, obtemos x2 ≡ 0, 1, 2, 4 (mod 7).
Portanto, as possibilidades sa˜o p ≡ 0, 1, 2, 4 (mod 7). Note que o u´nico primo p tal que
p ≡ 0 (mod 7) e´ p = 7. Dessa forma, uma condic¸a˜o necessa´ria para que (3.1) tenha
soluc¸a˜o e´ que p = 7 ou p ≡ 1, 2 ou 4 (mod 7).
Exemplo 3.3 A equac¸a˜o x2 + 7 = 2n · 2013 na˜o tem soluc¸a˜o, pois 3 | 2013.
Usando as Observac¸o˜es 3.1 e 3.3 e a Proposic¸a˜o 3.1, temos que a equac¸a˜o (3.1) (com
m ı´mpar fixo) pode ter soluc¸a˜o se os primos na fatorac¸a˜o de m sa˜o das formas p = 7,
pj = 7j + 1, pk = 7k + 2 ou p` = 7`+ 4, com j, k e ` ∈ N.
Vamos voltar a atenc¸a˜o para o Teorema 3.1. O objetivo inicial e´ fatorar a equac¸a˜o
(3.1) em Ω−7.
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3.1 Primeiros passos
Vamos iniciar a demonstrac¸a˜o do Teorema 3.1. Note que x2 + 7 ≡ 2n · m ≡ 0


















Para simplificar a notac¸a˜o, considere α = 1+
√−7
2
(observe que N (α) = 2). Pela









. Dessa forma, para n ≥ 3, con-









. Ale´m disso, α divide apenas um dos fatores:
de fato, se α | x+
√−7
2
e α | x−
√−7
2








N (α) = 2 | 7 = N (√−7), o que e´ um absurdo. Analogamente, prova-se que α¯ di-






sa˜o conjugados, temos que se α
divide um deles, enta˜o α¯ divide o outro.
Sem perda de generalidade, suponha que α | x+
√−7
2




Escreva n−2 := 65j+`, em que ` ∈ {0, . . . , 64}. Tomando k := 5j podemos reescrever








= (α13)k(α¯13)k(αα¯)` ·m = (α13)k(α¯13)k · 2` ·m. (3.3)










βk e´ uma poteˆncia de α e α - x−
√−7
2
, enta˜o βk - x−
√−7
2




um inteiro alge´brico µ tal que x+
√−7
2




usando (3.3), conclu´ımos que





























Assim, para estimar o valor de m, devemos estimar o valor de |µ|.
Vamos voltar alguns passos anteriores: supondo que α | x+
√−7
2




vimos que existe um inteiro alge´brico µ tal que x+
√−7
2




conclu´ımos que βkµ− β¯kµ¯ = √−7.
Para o caso em que α | x−
√−7
2
(da´ı α¯ | x+
√−7
2
), o procedimento e´ ana´logo e a
conclusa˜o e´ que βkµ− β¯kµ¯ = −√−7.
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Em qualquer um dos casos, temos que
βkµ− β¯kµ¯ = ±√−7. (3.4)





















Como µ e´ inteiro alge´brico, enta˜o µ
µ¯






sa˜o bem aproximados por nu´meros alge´bricos.
O objetivo da pro´xima sec¸a˜o e´ encontrar aproximantes (func¸o˜es racionais) para a
func¸a˜o (1 − x)k como fizemos na Sec¸a˜o 1.3. Escolheremos x0 ∈ C de tal forma que




. Com essas definic¸o˜es, o valor de x0 e´:







3.2 Aproximantes para (1− x)k
Nesta sec¸a˜o, mostraremos alguns resultados que sera˜o importantes na demonstrac¸a˜o
do Teorema 3.1. O objetivo inicial e´ encontrar aproximantes para a func¸a˜o (1 − x)k,
isto e´, encontrar polinoˆmios Pr,k(x) e Qr,k(x) em Z[x] que satisfac¸am
Pr,k(x)− (1− x)kQr,k(x) = x2r+1Er,k(x) (3.6)
e ∂Pr,k = ∂Qr,k = r. Note que isso implica que Er,k(x) e´ um polinoˆmio de grau k−r−1.
Substituindo x = x0 em (3.6), obtemos












Multiplicando essa equac¸a˜o por βk e escrevendo P ′ = Pr,k(x0), Q′ = Qr,k(x0) e E ′ =
γ2r+1βk−2r−1Er,k(x0), obtemos
βkP ′ − β¯kQ′ = E ′. (3.7)
Multiplicando a equac¸a˜o (3.4) por Q′, a equac¸a˜o (3.7) por µ¯ e subtraindo as
equac¸o˜es, conclu´ımos que
βk(Q′µ− P ′µ¯) = ±Q′√−7− E ′µ¯. (3.8)
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Com alguns ajustes, essa sera´ a relac¸a˜o fundamental para conseguirmos estimar o
valor de |µ|. De fato, sera´ poss´ıvel mostrar que |Qµ− Pµ¯| ≥ 1, para certos P , Q e E




Com essa estimativa para |µ|, teremos que estimar |Q| e |E|. Para conseguir chegar a
isso, vamos voltar as atenc¸o˜es para os aproximantes para (1− x)k.
Sejam k e r inteiros positivos, com k − r − 1 ≥ 0 (isso e´ necessa´rio para que Er,k
seja um polinoˆmio). Defina as func¸o˜es Pr,k, Qr,k, Er,k : R→ R em que
Pr,k(x) =
(k + r)!
(k − r − 1)!(r!)2
∫ 1
0
tr(1− t)k−r−1(x− t)rdt, (3.10)
Qr,k(x) =
(−1)r(k + r)!
(k − r − 1)!(r!)2
∫ 1
0
(1− t+ xt)rtk−r−1(1− t)rdt, (3.11)
Er,k(x) =
(k + r)!
(k − r − 1)!(r!)2
∫ 1
0
tr(1− xt)k−r−1(1− t)rdt. (3.12)
Da forma que foram definidas, pode-se concluir que essas func¸o˜es sa˜o polinoˆmios em
x, pois sa˜o integrais definidas em t de multiplicac¸o˜es de polinoˆmios em x e t. O fator que
esta´ multiplicando as integrais aparece para que esses polinoˆmios tenham coeficientes
inteiros e veremos a prova disso em breve. Vamos mostrar que Pr,k(x), Qr,k(x) e Er,k(x)
satisfazem (3.6).
Proposic¸a˜o 3.2 As func¸o˜es Pr,k, Qr,k e Er,k satisfazem
Pr,k(x)− (1− x)kQr,k(x) = x2r+1Er,k(x)
para todo x ∈ R.
Demonstrac¸a˜o: Dado x real, temos∫ 1
0












tr(1 − t)k−r−1(x − t)rdt. Fazendo a mudanc¸a de varia´veis t = xu


















tr(1− t)k−r−1(x− t)rdt. Fazendo a mudanc¸a de varia´veis t = 1−u+xu
















(1− t+ xt)rtk−r−1(1− x)k−r−1(−1)r(1− t)r(1− x)r(1− x)dt.
Logo,
I2 = (1− x)k(−1)r
∫ 1
0
(1− t+ xt)rtk−r−1(1− t)rdt.
Assim, (3.13) pode ser reescrito como∫ 1
0







(1− t+ xt)rtk−r−1(1− t)rdt.





2r+1Er,k(x) + (1− x)kQr,k(x).
Portanto,
Pr,k(x)− (1− x)kQr,k(x) = x2r+1Er,k(x).
Vamos explicitar as expresso˜es dos polinoˆmios Pr,k(x), Qr,k(x) e Er,k(x). Observe
que nas treˆs expresso˜es (de Pr,k(x), Qr,k(x) e Er,k(x)) temos termos do tipo t
p(1− t)q,
para certos p e q, no integrando acompanhados por algum fator. Esse u´ltimo fator
pode ser calculado pelo teorema binomial, em que obtemos um somato´rio envolvendo
coeficientes binomiais, poteˆncias de x e termos do tipo tp
′
(1− t)q′ . Assim, antes de ex-





Lema 3.1 Para todos os naturais p e q, temos que∫ 1
0
tp(1− t)qdt = p!q!
(p+ q + 1)!
. (3.14)
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Demonstrac¸a˜o: Para provar isso, usaremos induc¸a˜o sobre p e q. Observe que a
integral a` esquerda de (3.14) e´ uma func¸a˜o sime´trica em p e q. Para ver isso, basta




































(p+ 1 + 1)!
.
A hipo´tese de induc¸a˜o e´ que, para algum q natural, seja verdadeira a relac¸a˜o∫ 1
0
tp(1− t)qdt = p!q!





tp(1− t)q+1dt = p!(q+1)!
(p+(q+1)+1)!

















Usaremos integrac¸a˜o por partes para calcular
∫ 1
0
tp+1(1 − t)qdt. Sejam u = tp+1 e


























Usando (3.15), (3.16) e a hipo´tese de induc¸a˜o, obtemos∫ 1
0
tp(1− t)q+1dt = p!q!












tp(1− t)q+1dt = p!q!
(p+ q + 1)!
,
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isto e´, [




tp(1− t)q+1dt = p!q!




tp(1− t)q+1dt = (q + 1)
(p+ (q + 1) + 1)
· p!q!
(p+ q + 1)!
=
p!(q + 1)!
(p+ (q + 1) + 1)!
.
Estamos prontos para obter as expresso˜es para Pr,k(x), Qr,k(x) e Er,k(x).














































Demonstrac¸a˜o: Primeiramente, vamos determinar Pr,k(0), Qr,k(0) e Er,k(0). Usando
(3.10), (3.11), (3.12) e o Lema 3.1, temos
Pr,k(0) =
(k + r)!






(k − r − 1)!(r!)2 · (−1)
r · (2r)!(k − r − 1)!




















(k − r − 1)!(r!)2 ·
(2r)!(k − r − 1)!






















(k − r − 1)!(r!)2 ·
r!r!
(r + r + 1)
=
(k + r)!









Para x 6= 0, usamos a definic¸a˜o dada em (3.10)
Pr,k(x) =
(k + r)!







tr(1 − t)k−r−1(x − t)rdt. Usando o teorema binomial para o termo
(x − t)r, o fato que podemos comutar integral e somato´rio em uma soma finita e o






























(r − i)!i! · (−x)
i(−1)r · (2r − i)!(k − r − 1)!








(r − i)!i! · (−x)
i(−1)r · (2r − i)!(k − r − 1)!





(k − r − 1)!(r!)2 ·
r!
(r − i)!i! ·
(2r − i)!(k − r − 1)!






(k + r − i)!i! ·
(2r − i)!













Analogamente, usando (3.11) com o teorema binomial para o termo ((1− t)+xt)r e
(3.12) com o teorema binomial para o termo (1− xt)k−r−1, provaremos as identidades
para Qr,k(x) e Er,k(x), respectivamente no caso x 6= 0. Sejam IQ :=
∫ 1
0
((1 − t) +
xt)rtk−r−1(1− t)rdt e IE :=
∫ 1
0
tr(1− xt)k−r−1(1− t)rdt. Assim,





























(r − i)!i! · x










(r − i)!i! · x






(k − r − 1)!(r!)2 ·
r!
(r − i)!i! ·







(r − i)!r! ·
(k − r − 1 + i)!










































(k − r − 1)!
(k − r − i− 1)!i! · (−x)
i · (r + i)!r!





(k − r − 1)!(r!)2 ·
r∑
i=0
(k − r − 1)!
(k − r − i− 1)!i! · (−x)
i · (r + i)!r!





(k − r − 1)!(r!)2 ·
(k − r − 1)!
(k − r − i− 1)!i! ·
(r + i)!r!
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Com essa demonstrac¸a˜o, e´ poss´ıvel verificar algumas propriedades dos polinoˆmios
Pr,k(x), Qr,k(x) e Er,k(x).
Corola´rio 3.1 Os polinoˆmios Pr,k(x), Qr,k(x) e Er,k(x) satisfazem
Pr,k(x), Qr,k(x) e Er,k(x) ∈ Z[x] e ∂Pr,k = ∂Qr,k = r, ∂Er,k = k − r − 1.
Demonstrac¸a˜o: Observando a Proposic¸a˜o 3.2, temos que os coeficientes de Pr,k(x),
Qr,k(x), Er,k(x) sa˜o binomiais com sinal (que sa˜o nu´meros inteiros). Ale´m disso, os
termos de maior grau em Pr,k(x), Qr,k(x) e Er,k(x) sa˜o, respectivamente, r, r e k−r−1.
Uma relac¸a˜o importante entre esses polinoˆmios e´:
Proposic¸a˜o 3.4 Para todo r natural, temos que
Pr,k(x)Qr+1,k(x)−Qr,k(x)Pr+1,k(x) = cx2r+1,
em que c e´ uma constante na˜o nula.
Demonstrac¸a˜o: Usando a identidade (3.6) com r e r + 1, temos
Pr,k(x)− (1− x)kQr,k(x) = x2r+1Er,k(x) (3.17)
e
Pr+1,k(x)− (1− x)kQr+1,k(x) = x2r+3Er+1,k(x). (3.18)
Multiplicando (3.17) por Qr+1,k(x), (3.18) por Qr,k(x) e subtraindo as equac¸o˜es,
obtemos
Pr,k(x)Qr+1,k(x)− Pr+1,k(x)Qr,k(x) = x2r+1(Qr+1,k(x)Er,k(x)− x2Qr,k(x)Er+1,k(x)).
Pelo Corola´rio 3.1, o grau do polinoˆmio a` esquerda da igualdade acima e´ menor
do que ou igual a 2r + 1. Suponha que Qr+1,k(x)Er,k(x)− x2Qr,k(x)Er+1,k(x) na˜o seja
constante. Enta˜o o grau do polinoˆmio a` direita de da igualdade acima e´ maior do que
2r + 1. Isso e´ um absurdo pela igualdade de polinoˆmios. Assim, Qr+1,k(x)Er,k(x) −
x2Qr,k(x)Er+1,k(x) = c, em que c e´ constante.
Vamos mostrar que c 6= 0. Como c e´ constante, e´ suficiente escolher x = 0 na
relac¸a˜o acima. Logo,










Na definic¸a˜o, temos, por hipo´tese, que k ≥ r+ 1. Logo k+ r ≥ 2r+ 1 > r+ 1, para
r > 0. Ale´m disso, para todo r > 0, temos 2r + 2 > r + 1. Portanto, c 6= 0.
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3.3 Me´todo hipergeome´trico
Como visto no in´ıcio da Sec¸a˜o 3.2, a equac¸a˜o (3.8) e a estimativa (3.9) sera˜o fun-
damentais para estimar o valor de |µ|. Queremos encontrar cotas superiores para
|Qr,k(x0)| e |Er,k(x0)| e usar (3.9) para calcular, em func¸a˜o de x, essa estimativa.
Lembre-se que a varia´vel k esta´ em func¸a˜o de j (k = 5j), enquanto que r ainda
na˜o esta´. Vamos definir r em func¸a˜o de j coerentemente. Como k − r − 1 ≥ 0,
enta˜o r deve satisfazer r ≤ 5j − 1. Ale´m disso, colocaremos a condic¸a˜o de r poder
assumir “dois”valores consecutivos para j fixado e isso sera´ entendido em breve. Con-
sidere r := 4j − δ, em que δ ∈ {0, 1}. Observe que essa escolha e´ coerente, pois
r = 4j − δ ≤ 4j ≤ 5j − 1. As notac¸o˜es a seguir sera˜o usadas ate´ o final deste cap´ıtulo.





, β = α13, k = 5j, r = 4j − δ,







Nesse momento, queremos encontrar cotas superiores para |Er,k(x0)| e |Qr,k(x0)|.
Para isso, provaremos algumas desigualdades que sera˜o u´teis para encontra´-las.












Demonstrac¸a˜o: Usando o Teorema 1.3, obtemos


































































· (a+ b+ c)
a+b+c
aabbcc
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⇔ tatbtc < 12(a+ b+ c)[tatb + tatc + tbtc]
e essa desigualdade e´ equivalente a
−1 + 24(a+ b+ c) + 288(a2 + b2 + c2) + 432(ab+ ac+ bc) +
+1728(a2b+ ab2 + a2c+ ac2 + b2c+ bc2) + 3456abc > 0,














Com essa u´ltima desigualdade, podemos encontrar uma cota superior para (k+r)!
(k−r−1)!(r!)2 .
Proposic¸a˜o 3.5 Se δ = 0, enta˜o
(k + r)!
(k − r − 1)!(r!)2 =
(9j)!








Se δ = 1, enta˜o
(k + r)!
(k − r − 1)!(r!)2 =
(9j − 1)!








Demonstrac¸a˜o: Primeiramente, vamos fazer o caso δ = 0. Temos
(9j)!




Fazendo a = j, b = c = 4j e usando o Lema 3.2, temos
j · (9j)!
(j)![(4j)!]2
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Agora vamos fazer o caso δ = 1, usando esse u´ltimo fato:
(9j − 1)!
j![(4j − 1)!]2 =
(9j − 1)!

































Com isso, pode-se estimar os valores |Qr,k(x0)| e |Er,k(x0)|.
Proposic¸a˜o 3.6 Se δ = 0, enta˜o
|Qr,k(x0)| < 0, 31 · (256, 07)j e |Er,k(x0)| < 0, 12 · (23, 1)j.
Se δ = 1, enta˜o
|Qr,k(x0)| < 0, 373 · (256, 07)j e |Er,k(x0)| < 0, 85 · (23, 1)j.
Assim, se δ ∈ {0, 1}, enta˜o |Qr,k(x0)| < 0, 373 · (256, 07)j e |Er,k(x0)| < 0, 85 · (23, 1)j.
Demonstrac¸a˜o: Para esta prova, usaremos as definic¸o˜es dadas em (3.11) e (3.12).
Temos
|Qr,k(x0)| =
∣∣∣∣ (k + r)!(k − r − 1)!(r!)2
∣∣∣∣ · ∣∣∣∣∫ 1
0
(1− t+ x0t)rtk−r−1(1− t)rdt
∣∣∣∣ .
Usando a Notac¸a˜o 3.1 e definindo f(t) = 1− (1− x0)t, obtemos
|Qr,k(x0)| =
∣∣∣∣ (9j − δ)!(j + δ − 1)![(4j − δ)!]2




Pela Proposic¸a˜o 3.5, conseguimos uma estimativa para o primeiro fator. Falta enta˜o,
uma estimativa para o segundo fator. Usando o fato que t ∈ [0, 1] e δ = 0, obtemos∣∣∣∣∫ 1
0
f(t)4jtj−1(1− t)4jdt






[|f(t)|4t(1− t)4]j−1 · (1− t)4 · |f(t)|4dt.
Escreva x0 = a+ bi, em que a =
7
214




e i2 = −1. Enta˜o
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|f(t)|2 = |1− (1− x0)t|2 = |1− (1− a)t+ bti|2 = [1− (1− a)t]2 + (bt)2
= 1− 2(1− a)t+ [(1− a)2 + b2] · t2.
Substituindo os valores de a e b mencionados anteriormente, conclu´ımos que













(1− 2a+ a2 + b2) =
(











|f(t)|2 = 1− 16377
213
t+ t2.
Usando o programa Mathematica R©, e´ poss´ıvel determinar o ma´ximo da func¸a˜o
(1− 16377
213
t+ t2)2t(1− t)4, pois t pertence ao conjunto compacto [0, 1]. Esse ma´ximo e´





t+ t2)2dt = 0, 111142. Logo,∣∣∣∣∫ 1
0
f(t)4jtj−1(1− t)4jdt
∣∣∣∣ < (0, 0433154)j−1 · 0, 111142 < (0, 0433154)j · 2, 566. (3.19)








· (0, 0433154)j · 2, 566
< 0, 30628 · (256, 07)j < 0, 31 · (256, 07)j.
Para o caso δ = 1, temos∣∣∣∣∫ 1
0
f(t)4j−1tj(1− t)4j−1dt











< (0, 0433154)j · (0, 0433154)−1/4 · 4
5
< (0, 0433154)j · 1, 754. (3.20)








· 1, 754 · (0, 0433154)j
< 0, 37213 · (256, 07)j < 0, 373 · (256, 07)j.
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Assim, conclu´ımos que se δ ∈ {0, 1}, enta˜o |Qr,k(x0)| < 0, 373 · (256, 07)j.
A prova para o caso Er,k(x) e´ similar a` anterior. Temos que
Er,k(x0) =
(k + r)!




Usando a Notac¸a˜o 3.1 e definindo g(t) = 1− x0t, obtemos
Er,k(x0) =
(9j − δ)!




Para δ ∈ {0, 1}, temos∣∣∣∣∫ 1
0
t4j−δg(t)j+δ−1(1− t)4j−δdt






(t(1− t))4j−δ(|g(t)|2) j+δ−12 dt.
Com a escrita x0 = a+ bi, temos
|g(t)|2 = |1− x0t|2 = |(1− at) + bti|2
= (1− at)2 + b2t2 = 1− 2at+ (a2 + b2)t2.
Substituindo os valores de a e b mencionados anteriormente, obtemos


























t2 = 1− 7
213
t(1− t).
Como t(1− t) ≤ 1
4
, para todo t ∈ R, enta˜o |g(t)|2 ≤ 1 e∣∣∣∣∫ 1
0
t4j−δg(t)j+δ−1(1− t)4j−δdt












256−j, se δ = 0
4 · 256−j, se δ = 1. (3.21)









< 0, 12 · (23, 1)j.









· 4 · (256)−j
< 0, 85 · (23, 1)j.





8j − δ − i
4j − δ
)(




Teorema 3.2 Se j > 50 e´ inteiro e δ ∈ {0, 1}, enta˜o
Gδ(j) > (2, 943)j.
Demonstrac¸a˜o: Substituir n = 4j−δ, r = i, c = 5 e m = j em (2.7) de [4]. Na tabela
da Proposic¸a˜o 5.1 de [4], ha´ um caso em que c = 5, d = 4, L1(c/d) = 1, 3098 e m0 = 50.
Usando a desigualdade (2.8) de [4], conclu´ımos que Gδ(j) > (1, 0398)4j > (2, 943)j.
Para continuar a demonstrac¸a˜o do Teorema 3.1, suponha, por absurdo, que n >
4000 e m ≤ √x. Os outros casos sera˜o realizados apo´s essa parte da demonstrac¸a˜o.
Pela Observac¸a˜o 3.1, podemos supor que m ≥ 2.




≥ 4000− 2− 64
65
> 60, 52, isto e´, j ≥ 61;
k = 5j ≥ 305;
x2 + 7 = 2n ·m ≥ 2n · 2 > 24001. Logo, x > √24001 − 7. Portanto, x > 22000;
Substituindo k e r, de acordo com a Notac¸a˜o 3.1, nas expresso˜es da Proposic¸a˜o 3.6
















8j − 2δ − i
4j − δ
)(










8j − 2δ + i+ 1
)(
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Por definic¸a˜o, temos que Gδ(j) divide todos os coeficientes do polinoˆmio Qr,k(x),
logo Q∗r,k(x) := Gδ(j)−1Qr,k(x) ∈ Z[x]. Multiplicando a equac¸a˜o (3.6) por Gδ(j)−1,
obtemos
Gδ(j)−1Pr,k(x)− Gδ(j)−1(1− x)kQr,k(x) = Gδ(j)−1x2r+1Er,k(x). (3.22)
Pelo Corola´rio 3.1, os termos de graus 0, 1, . . . , r aparecem no polinoˆmio P ∗r,k(x) :=
Gδ(j)−1Pr,k(x), mesmo que com algum(ns) coeficiente(s) nulo(s). Ja´ para o polinoˆmio
E∗∗r,k(x) := Gδ(j)−1x2r+1Er,k(x) aparecem os termos de graus 2r + 1, . . . , k + r, mesmo
que com algum(ns) coeficiente(s) nulo(s). Como r < 2r+1, para todo r > 0, enta˜o na˜o
existem termos de mesmo grau nos polinoˆmios P ∗r,k(x) e E
∗∗
r,k(x). Por esse motivo e por
(3.22), conclu´ımos que P ∗r,k(x) e E
∗∗
r,k(x) ∈ Z[x]. Observe que E∗r,k(x) := Gδ(j)−1Er,k(x)
tambe´m e´ um polinoˆmio em Z[x]. De fato, se E∗r,k(x) /∈ Z[x], enta˜o E∗∗r,k(x) /∈ Z[x],
pois os coeficientes de grau i do polinoˆmio E∗r,k(x) sa˜o iguais aos coeficientes de grau
2r + 1 + i do polinoˆmio E∗∗r,k(x) (x
2r+1 e´ um monoˆmio).




r,k(x0) na˜o esta˜o em Ω−7. No entanto,
multiplicando esses nu´meros por alguma poteˆncia conveniente de β, obtemos elementos
em Ω−7 (em cada caso, a poteˆncia de β sera´ o grau do polinoˆmio associado). Assim,





















r + Ar−1γr−1β + · · ·+ A1γβr−1 + A0βr ∈ Ω−7,






















r +Br−1γr−1β + · · ·+B1γβr−1 +B0βr ∈ Ω−7,





















= Ck−r−1γk−r−1 + · · ·+ C1γβk−r−2 + C0βk−r−1 ∈ Ω−7,
em que os ci’s (i = 0, 1, . . . , k − r − 1) sa˜o os coeficientes de Er,k(x) e Cr = Gδ(j)−1cr.
Fazendo x = x0 na equac¸a˜o (3.22) e multiplicando-a por β
k+r (esse fator de correc¸a˜o
serve para que todos os elementos pertenc¸am a Ω−7), obtemos
βk+rGδ(j)−1Pr,k(x0)− βk+rGδ(j)−1(1− x0)kQr,k(x0) = βk+rGδ(j)−1x2r+10 Er,k(x0).
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βkβrP ∗r,k(x0)− β¯kβrQ∗r,k(x0) = βk−r−1γ2r+1E∗r,k(x0). (3.23)
Sejam
P = βrP ∗r,k(x0), Q = β
rQ∗r,k(x0), E = β
k−r−1γ2r+1E∗r,k(x0).
Note que P,Q e E ∈ Ω−7.
Substituindo esses u´ltimos valores em (3.23), obtemos
βkP − β¯kQ = E. (3.24)
Multiplicando a equac¸a˜o (3.4) por Q, a equac¸a˜o (3.24) por µ¯ e subtraindo as
equac¸o˜es, conclu´ımos que
βk(Qµ− Pµ¯) = Q√−7− Eµ¯. (3.25)
Proposic¸a˜o 3.7 Para algum δ ∈ {0, 1}, o nu´mero r = 4j − δ e´ tal que Qµ− Pµ¯ 6= 0.
Demonstrac¸a˜o: Das definic¸o˜es de P e Q, deduzimos que
Qµ− Pµ¯ = βrGδ(j)−1Qr,k(x0)µ− βrGδ(j)−1Pr,k(x0)µ¯
= βrGδ(j)−1(Qr,k(x0)µ− Pr,k(x0)µ¯).
Como βrGδ(j)−1 6= 0, enta˜o devemos mostrar que Qr,k(x0)µ−Pr,k(x0)µ¯ 6= 0 para r = 4j
ou r = 4j − 1. Seja s = 4j. Suponha, por absurdo, que{
Qs,k(x0)µ− Ps,k(x0)µ¯ = 0
Qs−1,k(x0)µ− Ps−1,k(x0)µ¯ = 0
Multiplicando a primeira equac¸a˜o por Ps−1,k(x0), a segunda equac¸a˜o por Ps,k(x0) e
subtraindo as equac¸o˜es, obtemos Qs,k(x0)Ps−1,k(x0)µ−Qs−1,k(x0)Ps,k(x0)µ = 0. Como
µ 6= 0, enta˜o
Qs,k(x0)Ps−1,k(x0)−Qs−1,k(x0)Ps,k(x0) = 0,
o que e´ um absurdo pela Proposic¸a˜o 3.4.
A partir de agora, considere r = 4j − δ para δ tal que Qµ − Pµ¯ 6= 0. Para essa
escolha de r, temos que Qµ−Pµ¯ = a+b
√−7
2





≥ 1 (esse mı´nimo ocorre quando a = 2 e b = 0).
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Aplicando em (3.25) essa u´ltima desigualdade e, depois, a desigualdade triangular,
obtemos
|β|k · 1 ≤ |β|k|Qµ− Pµ¯| = |Q√−7− Eµ| ≤ |Q|
√
7 + |E||µ|. (3.26)






< (|α|13)4j−δ · 0, 373 · (256, 07)j · (2, 943)−j ·
√
7
< 0, 99 · 226j · (87, 01)j < (5, 84 · 109)j
e
|β|k = (|α|13)5j = (232,5)j > (6, 074 · 109)j.




6, 074 · 109
5, 84 · 109
)j




> |Q|√7. Usando esse fato e (3.26), temos
|β|k ≤ |Q|
√

















Para finalizar, devemos estimar |β|
r+1
|γ|2r+1 e |E∗r,k(x0)|. Note que γ = β − β¯ = −
√−7.




























































> 2, 64 · 27950j.
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Tambe´m,




0, 85 · (23, 1)j
(2, 943)j




· 2, 64 · 27950
j
0, 85 · (7, 85)j > 1, 5 · 3560
j. (3.27)
Conseguimos finalmente encontrar uma cota inferior para µ, mas essa ainda depende
de j. Para encontrarmos uma cota que dependa apenas de x, note que





Logo, por (3.27) e (3.28), temos




> 1, 5 · (|β|k|µ|)0,363
Usando os ca´lculos que foram feitos para encontrar a relac¸a˜o (3.4), temos
|β|k|µ| = |βkµ| =
∣∣∣∣x±√−72
∣∣∣∣ = √x2 + 72 > x22 = 0, 5x, (3.29)
para todo x positivo. Usando (3.29), obtemos
|µ|1,363 > 1, 5 · (|β|k|µ|)0,363 > 1, 5 · (0, 5x)0,363
> 2, 4 · x0,363 > x0,363.
Assim, conclu´ımos que
|µ|2 = (|µ|1,363) 21,363 > (x0,363) 21,363 > x0,532.


















> x500 ⇔ x532 > 264000x500 ⇔ x532 − 264000x500 > 0⇔
⇔ x500(x32 − 264000) > 0⇔ x32 − 264000 > 0⇔ x32 > 264000 ⇔ x > 22000.
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3.4 Ca´lculos finais
Resta mostrar que se n ≤ 4000 e x /∈ {1, 3, 5, 11, 181}, enta˜o m > √x. Vamos
verificar que esse e´ um procedimento finito. A ideia principal e´ analisar a equac¸a˜o
x2 +7 = 2n ·m mo´dulo 2n para cada n ≤ 4000. Note que dado n e encontrado x, temos




Proposic¸a˜o 3.8 Sejam a e b tais que a + b ≡ 0 (mod 2n). Enta˜o a e´ soluc¸a˜o para
x2 + 7 ≡ 0 (mod 2n) se, e somente se, b tambe´m e´ soluc¸a˜o para essa congrueˆncia.
Demonstrac¸a˜o: Temos que a ≡ −b (mod 2n). Assim, a2 ≡ b2 (mod 2n) e da´ı,
a2 + 7 ≡ b2 + 7 (mod 2n). Portanto, a e´ soluc¸a˜o para x2 + 7 ≡ 0 (mod 2n) se, e
somente se, b tambe´m e´ soluc¸a˜o para essa congrueˆncia.
Fac¸amos alguns casos de n para encontrarmos um padra˜o.
Para n = 1, a congrueˆncia e´ x2 + 7 ≡ 0 (mod 2) cuja u´nica soluc¸a˜o incongruente
mo´dulo 2 e´ x = 1 e para este caso, tem-se m = 1
2+7
2
= 4. Observe que como 4 e´ par,
enta˜o x = 1 tambe´m sera´ soluc¸a˜o para a congrueˆncia x2 +7 ≡ 0 (mod 22). Ale´m disso,
como 0 na˜o e´ soluc¸a˜o para essa congrueˆncia, enta˜o tambe´m na˜o sera´ para nenhuma do
tipo x2 + 7 ≡ 0 (mod 2k), em que k e´ um inteiro positivo.
Para n = 2, a congrueˆncia e´ x2 + 7 ≡ 0 (mod 22). Como observado anteriormente,
x = 1 e´ soluc¸a˜o para essa congrueˆncia e, pela Proposic¸a˜o 3.8, 3 tambe´m e´ soluc¸a˜o para
essa congrueˆncia. Pelo passo anterior, sabe-se 0 na˜o e´ soluc¸a˜o. Ale´m disso, 2 tambe´m
na˜o e´ soluc¸a˜o para a congrueˆncia. Para x = 1, tem-se m = 1
2+7
22
= 2 e para x = 3,
tem-se m = 3
2+7
22
= 4. Como esses dois valores sa˜o pares, enta˜o 1 e 3 tambe´m sera˜o
soluc¸o˜es para a congrueˆncia x2 + 7 ≡ 0 (mod 23).
Para n = 3, a congrueˆncia e´ x2 + 7 ≡ 0 (mod 23). Do passo anterior, temos que 1
e 3 sa˜o soluc¸o˜es para essa congrueˆncia e 0 e 2 na˜o sa˜o. Pela Proposic¸a˜o 3.8, 7 e 5 sa˜o
soluc¸o˜es e 6 na˜o e´ soluc¸a˜o. Ale´m disso, 4 tambe´m na˜o e´ soluc¸a˜o para a congrueˆncia.
Assim, as u´nicas 4 soluc¸o˜es incongruentes mod 23 sa˜o 1, 3, 5 e 7. A tabela a seguir
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Com a mesma ideia usada nos passos anteriores, temos que 3 e 5 sera˜o soluc¸o˜es para
x2 +7 ≡ 0 (mod 24) (pois os respectivos valores de m sa˜o pares) e 1 e 7 na˜o sera˜o (pois
os respectivos valores de m sa˜o ı´mpares). Note que se x 6= 1, enta˜o m > √x. Pore´m,
isso ainda na˜o prova o resultado, pois sabemos que ha´ uma infinidade de valores de x
satisfazendo a congrueˆncia (basta que x ≡ 1, 3, 5 ou 7 (mod 23)).
Fac¸amos o u´ltimo passo antes de generalizar. Para n = 4, a congrueˆncia e´ x2+7 ≡ 0
(mod 24). Do passo anterior, temos que 3 e 5 sa˜o soluc¸o˜es para essa congrueˆncia e
0, 1, 2, 4, 6 e 7 na˜o sa˜o. Pela Proposic¸a˜o 3.8, 13 e 11 sa˜o soluc¸o˜es e 16, 15, 14, 12, 10 e 9
na˜o sa˜o soluc¸o˜es e assim, as u´nicas 4 soluc¸o˜es incongruentes mod 24 sa˜o 3, 5, 11 e 13.
A tabela a seguir mostra essas soluc¸o˜es e os respectivos valores de m e aproximac¸o˜es
(para cima, com 1 casa decimal) para
√
x.





Note que se x 6= 3 ou 5, enta˜o m > √x.
Estamos preparados para generalizar esses fatos.
Proposic¸a˜o 3.9 A congrueˆncia x2 + 7 ≡ 0 (mod 2n) tem exatamente 4 soluc¸o˜es in-
congruentes mod 2n, para cada n ≥ 3 inteiro positivo. Considerando x1(n), x2(n), x3(n)





e´ ı´mpar, para j = 1 ou 2 e as outras duas (por exemplo, x3(n) e




e´ par, para j = 3 ou 4.
Demonstrac¸a˜o: Faremos induc¸a˜o sobre n. Para o caso base n = 3, as soluc¸o˜es sa˜o
x1(3) = 1, x2(3) = 7, x3(3) = 3 e x4(3) = 5.
Vamos dividir a prova em treˆs etapas. Primeiramente, provaremos que ha´ 4 soluc¸o˜es
incongruentes mod 2n+1 para x2 + 7 ≡ 0 (mod 2n+1). Apo´s, explicitaremos, em func¸a˜o
de x1(n) e x2(n), as soluc¸o˜es para essa congrueˆncia. Por fim, provaremos que duas
delas sa˜o tais que mj(n + 1) (para j = 1 ou 2) e´ ı´mpar e as outras duas sa˜o tais que
mj(n+1) (para j = 3 ou 4) e´ par. Para simplificar a notac¸a˜o, escreveremos xj ao inve´s
de xj(n) e mj ao inve´s de mj(n).
A hipo´tese de induc¸a˜o e´ que, dado n ≥ 3 um inteiro positivo, as u´nicas soluc¸o˜es
incongruentes mod 2n para x2 +7 ≡ 0 (mod 2n) sa˜o x1, x2, x3 e x4 tais que m1 e m2 sa˜o
ı´mpares e m3 e m4 sa˜o pares. Sem perda de generalidade, suponha que xj ∈ [0, 2n− 1].
Vamos mostrar que ha´ exatamente 4 soluc¸o˜es incongruentes mod 2n+1 para x2 + 7 ≡ 0
(mod 2n+1), explicitando-as.
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Como as u´nicas soluc¸o˜es para x2+7 ≡ 0 (mod 2n) sa˜o x1, x2, x3 e x4, enta˜o qualquer
outro nu´mero inteiro em [0, 2n − 1] na˜o e´ soluc¸a˜o para x2 + 7 ≡ 0 (mod 2n+1). Pela
Proposic¸a˜o 3.8, os u´nicos nu´meros incongruentes mod 2n+1 que podem ser soluc¸a˜o para
a congrueˆncia x2 + 7 ≡ 0 (mod 2n+1) sa˜o x1, x2, x3, x4, 2n+1− x1, 2n+1− x2, 2n+1− x3
e 2n+1 − x4. Como m1 e m2 sa˜o ı´mpares, enta˜o x21 + 7 e x22 + 7 na˜o sa˜o divis´ıveis por
2n+1 e assim x1, x2, 2
n+1 − x1 e 2n+1 − x2 tambe´m na˜o sa˜o soluc¸o˜es para x2 + 7 ≡ 0
(mod 2n+1). Como m3 e m4 sa˜o pares, enta˜o x
2
3 + 7 e x
2
4 + 7 sa˜o divis´ıveis por 2
n+1 e
assim x3, x4, 2
n+1 − x3 e 2n+1 − x4 tambe´m sa˜o soluc¸o˜es para x2 + 7 ≡ 0 (mod 2n+1).
Portanto, as u´nicas 4 soluc¸o˜es incongruentes mod 2n+1 para x2 +7 ≡ 0 (mod 2n+1) sa˜o
x3, x4, 2
n+1 − x3 e 2n+1 − x4.
Agora vamos mostrar que
y1 = x1 + 2
n−1, y2 = x1 − 2n−1, y3 = x2 + 2n−1, y4 = x2 − 2n−1
sa˜o 4 soluc¸o˜es incongruentes mod 2n+1 para x2 +7 ≡ 0 (mod 2n+1), isto e´, os conjuntos
{x3, x4, 2n+1 − x3, 2n+1 − x4} e {y1, y2, y3, y4} sa˜o iguais. Observe que yj, com j ∈
{1, 2, 3, 4}, na˜o necessariamente esta´ em [0, 2n+1 − 1].
y21 + 7 ≡ (x1 + 2n−1)2 + 7 ≡ x21 + 2nx1 + 22n−2 + 7 (mod 2n+1)
≡ (x21 + 7) + 2n(x1 + 2n−2) ≡ 2n ·m1 + 2n(x1 + 2n−2) (mod 2n+1)
≡ 2n(m1 + x1 + 2n−2) (mod 2n+1)
Como n ≥ 3 e m1 e x1 sa˜o ı´mpares, enta˜o (m1 +x1 + 2n−2) e´ par. Portanto, y21 + 7 ≡ 0
(mod 2n+1). Analogamente, prova-se que
y22 + 7 ≡ 2n(m1 − x1 + 2n−2) ≡ 0 (mod 2n+1)
y23 + 7 ≡ 2n(m2 + x2 + 2n−2) ≡ 0 (mod 2n+1)
y24 + 7 ≡ 2n(m2 − x2 + 2n−2) ≡ 0 (mod 2n+1).







sa˜o ı´mpares, pois usando os ca´lculos acima, obte-
mos
(y21 + 7)− (y22 + 7)
2n+1
=
2n(m1 + x1 + 2







(y23 + 7)− (y24 + 7)
2n+1
=
2n(m2 + x2 + 2











para j ∈ {1, 2, 3, 4}. Logo k1− k2 = x1 e k3− k4 = x2 e isso mostra que dentre k1 e k2,
um e´ par e o outro e´ ı´mpar e dentre k3 e k4, um e´ par e o outro e´ ı´mpar. Dessa forma,
constru´ımos as 4 soluc¸o˜es incongruentes mod 2n+1 para x1(n+ 1), x2(n+ 1), x3(n+ 1)
e x4(n+ 1).
Vamos agora mostrar que o procedimento que iremos realizar e´ finito.
Proposic¸a˜o 3.10 Considere z0 uma soluc¸a˜o para x
2 + 7 ≡ 0 (mod 2n), isto e´, existe
m0 inteiro tal que
z20+7
2n
= m0. Se m0 >
√
z0 e zk = z0 + k · 2n, para k inteiro na˜o
negativo, enta˜o mk >
√




Demonstrac¸a˜o: Vamos mostrar que cada nu´mero zk = z0+k·2n satisfaz a propriedade
acima e para isso faremos induc¸a˜o sobre k. Para o caso base k = 0, a propriedade e´
verdadeira.






















+ 2zk + 2
n = mk + 2zk + 2
n ∈ N
Assim, usando a hipo´tese de induc¸a˜o, obtemos






zk + 22n >
√
zk + 2n =
√
zk+1.
Usado essa proposic¸a˜o, basta que verifiquemos a propriedade m >
√
x para as
soluc¸o˜es entre 0 e 2n − 1, desde que x /∈ {1, 3, 5, 11, 181}. Caso aparec¸a algum desses
valores de x para algum valor de n, enta˜o testamos para o pro´ximo nu´mero da mesma
classe de equivaleˆncia. Listaremos os casos em que n ∈ {5, 6, 7}.
Para n = 5, 6 e 7, respectivamente, temos:


















3.4 Ca´lculos finais 52
Observe que para n = 5, uma soluc¸a˜o e´ x = 5. Assim, acrescentamos na coluna de x
o valor 37, pois 37 = 5 + 25. Analogamente, para n = 6 e n = 7, obtivemos as soluc¸o˜es
x = 11 e da´ı acrescentamos na coluna de x os valores 75 e 139, respectivamente, pois
75 = 11 + 26 e 139 = 11 + 27.
O procedimento finito e´ construir essas tabelas para n = 1, . . . , 4000 e verificar que
m >
√
x em todos os casos, exceto quando x ∈ {1, 3, 5, 11, 181}, possivelmente.
Usando o programa Mathematica R©, fazemos esse teste e verificamos essa proprie-
dade. Isso completa a demonstrac¸a˜o do Teorema 3.1.
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