New compact approximation schemes for the Laplace operator of 4th-and 6th-order are proposed. The schemes are based on a Padé approximation of the Taylor expansion for the discretized Laplace operator. The new schemes are compared with other finite difference approximations in several test cases. It is found that the new schemes are superior in performance and accuracy with respect to other methods.
Introduction
Consider the three-dimensional Poisson equation with Dirichlet boundary conditions ∆u(x, y, z) = −f (x, y, z) x, y, z ∈ Ω (1)
u(x, y, z) = u 0 (x, y, z) x, y, z ∈ ∂Ω
In a discrete form this can be written as
where (u αα ) ijk denotes an approximation to the second partial derivative with respect to the coordinate direction α. The simplest approximation is obtained by
where h α is the grid spacing in direction α and δ 2 α is the second-order difference operator, e.g. δ 2 x = u i−1,j,k − 2u i,j,k + u i+1,j,k
Higher order finite difference operators may be derived from the approximation [1] 
A fourth order accurate scheme may be derived from considering only the first two terms in the expansion
The explicit expression in terms of u i,j,k reads for the x-component
(u i−2,j,k − 16u i−1,j,k + 30u i,j,k − 16u i+1,j,k + u i+2,j,k ) (9) If ∆ i,j,k is defined as the difference scheme, the resulting 13-point stencil can be written as 
The obvious problem with this representation is that one has to operate on the next-nearest gridpoint in the solver. This is a problem especially at the points close to the boundary. Either one has to switch to another solver of lower order, which may influence the overall accuracy of the solution. Or one needs to introduce a second boundary layer. This, however, is often impossible due to limited information. In the case of multigrid methods [2] it becomes even worse, since one should have to work consistently with two boundary layers on the coarse grid levels, which is not included in the formalism. It is therefore of considerable interest to construct compact higher order schemes, which only need information from the next nearest grid points in space and which therefore do not get into conflict with one-layer boundary conditions.
For the case of 4th-order solvers a compact scheme was derived by Kwon and Stephenson [3] , which uses a 19-point stencil for the left hand side of Eq.3. In addition, also the right hand side is modified in that it also takes into account nearest neighbor source terms 1 h 2 4u ijk − 1 3 (u i−1,j,k + u i+1,j,k + u i,j−1,k
+u i,j+1,k + u i,j,k−1 + u i,j,k+1 ) − 1 6 (u i−1,j−1,k + u i−1,j+1,k + u i−1,j,k−1 +u i−1,j,k+1 + u i,j−1,k−1 + u i,j−1,k+1 +u i+1,j−1,k + u i+1,j+1,k + u i+1,j,k−1 + u i+1,j,k+1 + u i,j+1,k−1 + u i,j+1,k+1 ) = f i,j,k + 1 12 (f i−1,j,k + f i+1,j,k + f i,j−1,k +f i,j+1,k + f i,j,k−1 + f i,j,k+1 )
In Ref. [4] an approach, based on a Padé approximation was developed for two-dimensional reaction-diffusion equations. This approach was extended to three dimensions in Ref. [5] . In the present paper the Padé approximation techique will be used to derive several forms of Poisson solvers of higher order. In Sec. 2 solvers will be derived. In Sec. 3 solvers will be characterized in terms of their convergence behavior. Different test cases are used to demonstrate the 2 superiority with respect to other solver types. An error analysis will be given to justify our computational findings. Sec. 4 will give some conclusions and an outview for future research.
Theory
In this section a Padé approximation to the bracketed expression in Eq.7 will be used to derive different forms of compact stencils for the Poisson equation. The term compact will be used in the following for numerical schemes, which need less neighbor grid points than the straight forward expansion approach of Eq.7. For the sequel we define the [m, n]-Padé approximation of a function f (x) as
where a k and b k are chosen in a way that
2.1 A P 0,2 compact 4th-order scheme Eq. 8 may be approximated by an [0, 2]-Padé approximation through
where in Eq.17 the operator D [0,2],α was defined. This is now used in Eq.3 which can be written as
Simple algebraic manipulation gives
To have the rhs of forth order, it is only necessary to keep the first two terms. However, a higher order term has been formally kept in the expression. In the test cases it will be shown that it may improve accuracy for discontinuous sources. The factor c 1 takes values of zero or one. It was introduced in order to control the higher order approximation of the rhs. Note that the higher order term comes naturally from the Padé approximation and is not an artificial construction. Putting the constant c 1 to zero, reduces this scheme to the one introduced in Ref. [6] on the basis of a different approach. Here and in the following this approach is justified from the computational point of view since the modified source function is calculated only once before starting the iterative process. Therefore the computational overhead is negligible. If a stencil notation is used and the Laplace operator is denoted as ∆ i,j,k whereas the source term operator, appearing on the rhs is denoted as Γ i,j,k , the operators take the form
2.2 A P 0,4 compact 6th-order scheme
In this section the expansion of Eq.7 is considered up to sixth order. The Padé approximation in this case is
This leeds to the following form of the Poisson equation
Similarly as before, both sides of Eq.29 may be multiplied with α=x,y,z D [0,4],α to give
which can be written as
(31) where an extended source term was introduced containing terms up to sixth order
Keeping terms up to sixth order and using the stencil notation as before, the finite difference approximation scheme for the Laplace operator then reads as
Concerning the rhs of Eq. 31 it is enough to keep the first three terms in the inner brackets of Eq. 32 in order to be consistent with a 6th-order approximation. However, as before the next higher terms may be kept in order to perform a higher order approximation for the rhs of Eq. 31. As will be shown later a better approximation for discontinuous source distributions is obtained when keeping also the forth term. Consequently a constant c 2 is introduced which takes values zero or one. The source term operator then reads in stencil notation
2.3 A P 2,2 compact 6th-order scheme
Here the expansion of Eq.7 is considered again up to sixth order. A [2,2]-Padé approximation is used, so that Eq.7 is rewritten as
where
The Poisson equation, Eq.3 can then be written as
6
Keeping terms up to 6th-order in δ 2 α on the lhs this expression is rewritten in terms of δ 
was introduced. Again a higher order approximation is kept formally on the rhs. Setting c 3 = 0 introduces the same order of accuracy on both sides of Eq. 43. The finite difference approximation scheme then reads in stencil notation as 
2.4 A P 2,4 compact 6th-order scheme
As before the expansion of Eq.7 is considered up to sixth order. The terms in brackets are rewritten in terms of a [2,4]-Padé approximation. Eq.7 may then be written as
In formal analogy to the [2,2]-Padé approximation, the Poisson equation, Eq.3 can be written as
From this approximation it is clear that terms up to order twelve appear in the expression. Since the original approximation is of order six, also in this approximation only terms up to order six are kept. This also ensures a compact representation of the Laplace operator. Rewriting Eq.53 in terms of δ
(54) Again an effective source term was introduced
As before, a higher order approximation is kept formally on the rhs. The case c 4 = 0 corresponds to the same order of accuracy on both sides of Eq. 54. In stencil notation the Laplace and the source term operator read 
Results
In the previous section a formal derivation of high order schemes, based on a Padé approximation was given. Although the Padé approximations should have the desired order in h, a formal proof for this fact should be given. As a matter of fact the eigenfunctions of the exact form of the Laplace operator are known to be φ k,l,m = cos(kx) cos(ly) cos(mz) with corresponding
. For the usual stencils, the eigenvectors of the discrete problem are simply the sampled continuous eigenvectors with eigenvalues changed according to the order of accuracy. To test this feature for stencils with a modified rhs, a slightly more involved procedure is needed. In the derivation of the Padé approximations two operators appear in the finl results. The one acting on the field u, the other acting on the source terms f , i.e.∆u =Γf , where∆ andΓ are approximate operators. Therefore a generalized eigenvalue problem has to be solved∆ u = λΓu
Both∆ andΓ have the desired property that eigenfunctions are sampled continuous eigenvectors. Consequently only the eigenvalues need to be tested. For practical purposes one may insert the eigenfunctions of the exact operator and controls the order in h of the approximation, i.e.
where n is the order of the approximation. Due to the linearity of the operators, this should give the order of the operator itself. For all approximations developed here, the expected order was recovered. Note, however, that this procedure is true for the Poisson equation. The derivation of the solvers introduces in a natural way a modified rhs of the Poisson equation. One therefore could argue that the order for a Laplace equation will be reduced. In fact,∆ is only a 2nd-order approximation of the exact Laplace operator for arbitrary functions ψ. However, for those functionsψ, solving the Laplace equation ∆ψ = 0 it has full order. In order to validate the finite difference schemes, three different test cases have been considered. The first two test cases are the same ones as those which have already been applied by Spotz and Carey [6] and Zhang [7] . In this section we apply the lexicographic Gauss-Seidel iteration scheme and compare the discretizations, based on Padé approximations D4c P 02 (Eqs.24-26), D6c P 02 (Eqs.45-47), D6c P 04 (Eqs.33-36) and D6c P 24 (Eqs.56-58). In addition the 4th-(D4 2bl ) and 6th-order (D6 3bl ) finite difference approximations are checked which result from Eq.7 and which require two and three boundary layers for the solution respectively.
The problems are discritized on a normalized cube (0, 1) 3 , where the mesh size h is varied between h = 1/8 and h = 1/64. All calculations are carried out as long as the norm of the residuum per grid point is reduced to h 3 r ≤ ǫ res (where ǫ res = 10 −10 for the case of 64-bit precision). The norm of the residuum is defined as
Here, u
i,j,k is the field approximation after n iterations. All calculations were performed on a LINUX IBM-T30 notebook with a Pentium-IV 2 GHz processor and the program was compiled with the Intel Fortran 90 compiler ifc.
As a measure of accuracy the following error norms are considered.
where u (ex) i,j,k is the exact solution of the model problem. Before starting with test cases, the convergence characteristic of the different schemes is investigated. First of all it is clear that the schemes have to be positive definit. This is equivalent to the statement x T Ax > 0, ∀x or that all eigenvalues λ of A are greater zero. The second requirement was checked by calculating the smallest eigenvalue of the matrices A which were found to be positive for all cases investigated.
Another important characteristic is the convergence behavior of the finite difference schemes. In an empirical way the rate of convergence, c, is calculated as the asymtotic decay of the residuum
On the other hand it may be also calculated as the spectral radius of the iteration matrix C of the numerical scheme. For the Gauss-Seidel scheme C is given by
where D is the diagonal, −L the lower triangular and −U the upper triangular part of the operator matrix A. The spectral radius is then given as ρ(C) = max i λ i (C), where λ i is an eigenvalue of matrix C. Both methods were applied to calculate the convergence rate. Table 5 shows the comparison of the different schemes. First of all it is found that the empirical determination of c is in a very good agreement with the calculation of the spectral radius. Furthermore it is found that for the different schemes a different performance has to be expected. Especially for large lattices, the schemes based on the Padé approximation perform fairly superior with respect to approximations based on the Taylor expansion, Eq.7. For the smallest lattices this seems to be different. However, it has to be noted that in the case of D6 3bl three boundary layers have to be specified, which reduces the number of unknowns in that case from (2 3 +1) 3 = 729 to (2 3 −5) 3 = 27! In the case, where two boundary layers have to be specified (D4 2bl , D6c P 02 and D6c P 04 ) the number of unknowns on the smallest lattice is (2 3 − 3) 3 = 125, whereas for one specified boundary layer (D4c P 02 ) there are (2 3 − 1) 3 = 343 unknowns. This imbalance is strongly reduced if one moves to larger lattices. To find the proper spectral radii the iteration matrix was constructed consequently with eliminated boundary conditions.
Test case 1
The first test case consists in solving the Poisson equation with the following source term distribution and vanishing boundary conditions
for which the analytical solution is found to be
In Table 1 the results are reported for the 4th-and 6th-order solvers in terms of number of iterations, CPU time and the three error norms, Eqs. 65-67.
Test case 2
The second test case consists of the solution of the Laplace equation, i.e. f i,j,k = 0, with the following Dirichlet boundary conditions
The analytical form of the field is found to be
Test case 3
This test case consists in solving the Poisson equation for a unit point charge, located in the centre of the cube. The source term is thereby given as
and the analytical solution is
The special feature of this test case is the singularity at (ih x , ih y , ih z ) = 0. This singularity cannot be accurately be described on a descrete grid. Therefore this test case will show relatively large errors for each approximation. Nevertheless, it will be interesting to see how good solutions will be obtained in the neighborhood of the singularity. Results are shown in Fig. 1 .
Errors
In Tables 1-4 the error norms from Eqs. 65-67 are reported for the different approximation schemes. As expected it is found that the 6th-order schemes show a higher accuracy than the 4th-order ones. There is, however, the fact that some of the schemes (D6c P 04 , D6 3bl ) show an increase of the error from mesh size h = 1/32 to h = 1/64 for test case 1 and 2. An attempt to explain this phenomenon is made in terms of an error analysis. In the following the norm of the absolute difference of the potential energy is considered, u (ex) − u . This norm is connected with the residual norm according to where λ min is the smallest eigenvalue of the matrix A. As a criterion to end the iteration process for the solution of the test cases, a value of the residuum per grid point h 3 r ≤ ǫ res (for 8 bytes precision ǫ res = 10 −10 ) was chosen. Consequently, a natural limit for the accuracy of the potential difference is
which is called the residual error bound henceforth. Another limit in accuracy is connected with the condition number, κ, of the matrix A, which gives a measure for how strong the inverse of the matrix changes, if the matrix itself is changed. Together with the machine epsilon, ε mach , this defines an approximate error bound, ǫ B = ε mach κ, where ε mach = 2.22 × 10 −16 for 8 bytes accuracy. This can be related to the potential energy difference by
This is another criterion for a lower bound, the machine error bound.
The condition number of a matrix may be calculated via
where λ max is the biggest eigenvalue of the matrix. Since for the smallest mesh size the matrices are of size 32 3 × 32 3 and 64 3 × 64 3 , methods working on the whole matrix are doomed to fail due to memory limits of the computers. Fortunately the matrices are sparse (N * /h 3 entries, where N * is the number of entries of the stencils) and so index field addressing methods may be used. Since A is symmetric, the Rayleigh Quotient method is used here [8] , which gives a rather reliable estimate for the largest eigenvalue. The smallest eigenvalue of A is calculated with the help of a shifted matrix B
For this matrix the largest eigenvalue is constructed again by the Rayleigh Quotient method. To obtain a rather good estimate for λ min (A) one has to shift back [9] 
From these calculations it is first of all found that (besides P 2,4 ) the Padé approximation schemes have smaller condition numbers than the ones based on Eq.7 (cf. Fig. 2 ). This is mainly due to the fact that the largest eigenvalue is reduced. This fact was also observed for the corresponding iteration matrices which have smaller spectral radii (cf. 4.24 × 10 −9 Table 1   Table 1 : Errors and performance for test case 1, solved with Gauss-Seidel algorithm with 4th-and 6th-order approximations for the Laplace operator as described in the text.
the lowest error bound is the machine error bound, which covers a range from 10 −14 to 10 −11 for large and small grid intervals respectively. The residual error bound is strictly higher, ranging between 10 −9 to 10 −6 . Concerning the empirical norms resulting from the iteration process, it is found that they decrease as long as they do not cross or come close to the residual error bound. From there the norm starts to increase again. It is found that for the 4th-order solvers the empirical norm does not cross these error bounds and consequently is decreasing with decreasing grid size h. For 6th-order solvers this is different and it is seen that the accuracy obtained is strictly limited by the residual error bound. For a comparison the same calculations were done for 4 Bytes accuracy. In this case, ε = 1.19 × 10 −7 , which increases strongly the machine error bound from 10 −5 to 10 −2 . For the stopping criterion in the iteration scheme a residual norm per grid point of ǫ res ≈ 10 increases by factor of 10 5 with respect to the 8 bytes precision. In the present case the separation between the different bands is not well pronounced any more and since the accuracy obtained on the finest grid in the iteration scheme is already very close to the highest error limit, the accuracy decreases for most of the approximation schemes already from the finest mesh size, h = 1/8.
This shows that the accuracy in the present calculations is actually limitited by the criterion imposed for the residual calculation. Due to the fact that the smallest eigenvalue decreases for finer mesh sizes, the residual error bound increases for a fixed stopping criterion. This leads to the fact that from the point where the norm of the potential difference comes close to the residual error bound the accuracy starts to decrease. This can only be avoided if one introduces a renormalized stopping criterion which accounts for the increasing residual error bound. However, for very large matrices one is limited in any case by the machine error bound criterion and as a matter of fact, when reaching this Table 3 : Errors and performance for the field distribution of a point charge (test case 3) solved with Gauss-Seidel algorithm with 4th-and 6th-order approximations for the Laplace operator as described in the text. For the cases of Padé approximations, factors c i were set to zero.
limit, a further refinement of the mesh will not give higher but lower accuracy.
Conclusions
In this paper different forms of high order compact solvers for the three dimensional Poisson equation have been derived on the bases of a Padé approximation applied to the Taylor expansion of the finite difference operator, Eq.7. It was shown that both the accuracy and the convergence characteristic obtained with these new approximations is superior with respect to the straight-forward implementations of the Laplace stencil. The 4th-order Padé approximation led to a similar expression as found in Ref. [6] . Table 3 but for the cases of Padé approximations where factors c i were set to one, i.e. taking into account a higher order approximation of the rhs.
higher order approximation scheme. This turned out to give results of better quality in the case of discontinuous source functions, i.e. the case of a unit point charge. In the case of continuous source distributions, this higher order approximation of the rhs did not improve the accuracy. The same is true for the 6th-order approximations. Also here, problems with discontinuous source distributions did benefit from a higher order approximation of the rhs. This is understandable from the fact that the higher order approximation tends to smooth out discontinuities which become better behaved in the solution. Although the higher order approximation of the rhs leads to more complex expressions, this approach seems to be justified since the computational overhead is reduced to a modification of the source function, which can be done before starting the iterative process. As a matter of fact [m,n]-Padé approximations of the bracketed expression in Eq.7 approximate the Laplace operator with order O(h m+n+2 ). For the 4th-order approximation, the only non-trivial choice is a [0,2]-approximation. For the case of 6th-order the two cases [0,4] and [2, 2] were investigated. However, as a test case, also a [2,4]-Padé approximation was used, where in the resulting expression, terms only up to 6th-order were taken into account. This case demonstrated that with higher order Padé-approximations no better solutions may be found. It was shown that this approximation turns out to lead to a larger condition number of the operator matrix A and to larger spectral radii. The former property leads to a less stable solution, the latter one to a slower convergence. It may be expected that this behavior is even more pronounced for higher order Padé approximations, where terms are kept only up to order six.
In this article the 6th-order approximations require two boundary layers for a solution of a boundary value problem. This may lead to problems where the true potential function is only known exactly on one boundary layer. In this case, one has to switch to lower order representations on and near the boundary. However, it is not clear how this local change of order does affect the overall solution of the problem. Investigations in this direction will be done in future. In addition the finite difference schemes of 6th-order cannot yet be used in a straight-forward way for multigrid techniques. However, double discretization techniques, i.e. different discretization of field and residuum equations, will lead to the possibility to apply also the new high order approximations to multigrid methods. Work in this direction is in progress. Grid r Table 5 : Convergence factors for different types of finite difference schemes. Compared are factors obtained from the empirical residual reduction from the iterations, r (n) / r (n−1) , and the spectral radius ρ(C) of the Gauss-Seidel iteration matrix, Eq. 70.
