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After repeated attempts, the Italian Guglielmo Marconi succeeded in sending radio 
waves across the Atlantic Ocean in 1901, and the world knew a wireless chapter had 
begun. A century later, electromagnetic waves would fill the air everywhere, taking on 
household names such as GPS, 3G, Wi-Fi, Bluetooth and a host of others. To this day, 
scientists and engineers continue to develop new wireless technologies which succeed, 
yet complement existing ones. This thesis investigates the use of Ultra Wideband 
(UWB) communications, one of the latest wireless communication technologies to 
gain substantial attention in the wireless fraternity of today, despite its striking 
resemblance to Marconi’s techniques in the impulse radio. 
 
The study begins by presenting the development of an ECG monitoring system 
operating on the Zigbee wireless communication standard. The objective here is to 
demonstrate the applicability of low rate wireless transmission in communicating 
biomedical signals over short distances. With this achieved, it is expected that a 
similar short range wireless technology would be able to replace Zigbee in such 
applications, with the added advantage of consuming even lower power. To this effect, 
we investigate the applicability of UWB in such systems.  
 
In UWB, however, the use of power hungry analog to digital converters to rapidly 
sample the extremely narrow nanosecond pulses poses a major challenge. Clocks 
which are needed to operate at gigahertz frequencies consume relatively large amounts 
of power, and this defeats the original purpose of UWB as a low power technology. To 
combat this, we propose a novel receiver scheme based on a threshold detector which 
obviates the use of such clocks. We demonstrate the functionality of such a detector 
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and subsequently develop the mathematical and statistical tools to analyze its 
performance. We show that the performance such a receiver matches that of the power 
hungry conventional receiver provided its voltage threshold level is correctly set. 
 
To subsequently achieve this, we next present a novel algorithm to establish accurate 
threshold setting. We observe the performance of our algorithm both theoretically and 
in simulation, and note its effectiveness. In addition, we propose and analyse a 
synchronization scheme based on this threshold detector receiver and present the 
results on the ability of the receiver to synchronize successfully. Based on the 
algorithm proposed, we present the entire schematic system design of our UWB 
receiver as well as its simulated performance.  
 
In the final stages of the study, we extend the receiver structure to the case when 
multipath radio propagation is considered and explain how our receiver can exploit the 
energy being contained in signals which arrive at the receiver via different paths. In 
the implementation stage, this allows the designer to consider more complicated 
channel models because the receiver designs based on such channel models are merely 
extensions of what has been proposed in this study.  
 
In conclusion, this thesis investigates the performance of a novel receiver working on 
the proposed algorithms from a theoretical viewpoint and suggests modifications in 
the analysis to suit implementation needs. The suggested implementation schemes can 
then be easily implemented in standard CMOS, and it is expected that the 
implemented device would perform reasonably well in wireless biomedical 
applications, given the limited power constraints. 
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 Chapter 1 
Introduction 
 
As wireless technologies infiltrate consumer electronics markets everywhere, the 
possibilities for their uses in healthcare monitoring have garnered great attention. 
Wireless healthcare devices typically operate at relatively low data rates and desirably 
consume little power, yet the communication links between such devices must 
certainly be reliable as these devices could be deployed for use in life and death cases. 
In this chapter, we begin with an overview of the characteristics of wireless 
biomedical devices, followed by a brief discussion on the types of wireless 
technologies which could be deployed in such devices. One such technology is the 
Ultra Wideband communication system, and its development from a purely digital 






1.1 Wireless Biomedical Devices 
 
As technological advancements escalate to previously unimaginable heights in today’s 
world, people everywhere are reaping the benefits of shrinking portable devices. The 
influx of such equipment into society has yielded tremendous benefits to almost every 
aspect of human life, and the biomedical field is no exception to this incursion. With 
the increased quality of life all over the world, people become more health conscious, 
and naturally, the market demand for easy to use health monitoring devices increases 
to unprecedented levels. 
 
Among such devices are the blood pressure monitoring devices to detect hypertension, 
electrocardiograph (ECG) sensors which collect data concerning the electrical activity 
of muscular heart contractions, the electroencephalograph (EEG) which detect 
epileptic seizures and characterize them, as well as simple temperature sensors which 
detect possible deviations from the normal human body temperature. In most of these 
measuring devices, the data obtained from strategically placed sensors is 
communicated to a host device by means of wires and cables, and some of these might 
be cumbersome for use, especially when an individual prefers to monitor his own 
physiological condition within the comfort of his own home.  
 
A demand for devices which allow for home monitoring thus exists, and it is 
imperative that such devices provide substantial convenience to users. For biomedical 
scientists and engineers, a great deal of thought is required when considering the 
design of home monitoring systems. In particular, devices must be designed to 
consume very little power to ensure long durations of use without the inconvenience 
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of interrupting daily usage due to device power exhaustion. As such, implemented 
systems must incorporate the use of novel power saving techniques if they are to 
function satisfactorily. Such a requirement is of critical importance in the design of 
wireless devices. 
 
1.2 Low Power Wireless Technologies 
 
Various existing wireless technologies are possible for use in short range 
communication systems. For example, the Bluetooth wireless standard has seen 
tremendous market penetration over the last decade to the extent that nearly all of 
today’s handphones, PDAs and laptops support the Bluetooth standard. Its use in the 
biomedical field is thus feasible, given the possibility of interfacing such devices with 
a Bluetooth-enabled wireless biomedical device. With regards to power consumption, 
Bluetooth device typically consume about 100mA in operation. This might still be too 
high for applications that desire to run for sufficiently long durations.  
 
Recently, however, the Bluetooth Special Interest Group introduced Bluetooth Low 
Energy - a version developed from Nokia’s Wibree Technology. Devices operating on 
Bluetooth would be able to enjoy a ten-fold decrease in power consumption, as the 
current consumption is expected to be in the range of 10mA. However, the Bluetooth 
Low Energy standard is still in development and is due to begin entering the market 
with commercial single chip solutions within the next few years.  
 
Despite the hype surrounding Bluetooth, the Zigbee protocol has emerged recently for 
low power and low rate monitoring applications and as such, could be ideal for 
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wireless applications in the realm of healthcare. The Zigbee Standard defines protocols 
which involve network topologies such as the star, mesh and cluster tree networks, 
which can be used in the communication between several router devices and a central 
coordinator node. As a low power alternative to the existing Bluetooth technology, 
Zigbee devices typically thrive on about 30mA during operation. Due to its potential, a 
segment of this thesis has been dedicated to the development of an ECG monitoring 
system which incorporates Zigbee transceivers. The details of the entire development, 
culminating in a real working device, are presented in Chapter 2.  
 
In the midst of the popularity surrounding Bluetooth and Zigbee, yet another wireless 
standard has emerged. Although still in its infancy, Ultra Wideband (UWB) 
communications has widely been touted as the next generation ultra low power short 
range wireless technology, providing data rates up to 1Gbps. In the healthcare 
fraternity, such rates are not required but the ultra low power consumption feature of 
UWB remains desirable. As a wideband technology occupying several GHz of 
bandwidth, UWB’s inherent characteristics distinguish it from other wireless 
technologies today. For one, sinusoids which are commonplace in all narrowband 
wireless communication systems are not used in pulsed UWB systems, and in their 
place are extremely short pulses of very low duty cycle.  
 
Due to the pulsed nature of UWB transmission schemes, it is unlikely that the well 
developed narrowband techniques for synchronization and data detection in digital 
communications would perform as well when applied to UWB systems. For example, 
the use of the conventional correlation receiver commonly encountered in digital 
communications might not apply in UWB, as an extremely narrow pulse is likely to be 
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greatly distorted at the receiver, losing the shape information which a correlation 
receiver utilises in data detection. Such inapplicability of existing receiver 
architectures motivates investigation of novel synchronization and data detection 
techniques in designing a UWB receiver and analyzing its performance. The objective 
of such a design process is to produce an easily implementable receiver architecture 
which performs sufficiently well while consuming as little power as possible. 
  
1.3 Wireless Communications with ECG Signals 
 
As mentioned, one of the most common biomedical devices is the ECG sensor whose 
main function is to monitor the electrical activity of the human heart. The ECG sensor 
has unrivalled importance in the field of health monitoring as the characteristics of the 
ECG signal give valuable insights into the physiological well being of individuals. 
These characteristics include, the frequency of occurrence of the peak level of each 
heartbeat, synonymous to the individual’s heart rate. Figure 1.1 shows a schematic 
diagram of the ECG signal, identifying the various portions of the waveform.  
 
Figure 1.1 – Schematic diagram of a human ECG signal [7] 
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The QRS complex, whose strength provides extremely useful information, usually 
takes place for the smallest duration among the other sub-intervals of each heartbeat, 
usually lasting for between 80 and 120ms. To effectively digitize this part of a signal, 
an analog to digital converter operating at 1MHz is sufficient to reconstruct the 
waveform. Thus, as in most biomedical devices, we note that the raw data 
transmission rate is relatively low such that it seldom exceeds 1MHz.  
 
This implies that the use of high speed Bluetooth technology appears inappropriate as 
we are paying for the needlessly high data rate with a larger amount of power. As a 
result, low rate wireless technologies are more desirable in biomedical devices. Thus, 
low rate UWB technology presents itself as an option with great promise. For these 
reasons, this thesis will investigate UWB technology and based on it, present an easily 
implementable UWB system which employs the use of a novel detection scheme, such 
that the objectives of extremely low power consumption are achieved.  
   
1.4 Outline of Thesis 
 
Although the design and analysis of an implementable UWB receiver is the primary 
task, we first present in Chapter 2 how a wireless biomedical device can be 
implementable using low power Zigbee wireless technology. We present the hardware 
design of an ECG monitoring system operating on Zigbee which performs adequately 
well. Ultimately however, the Zigbee transceiver used in such a system will be 
replaced by our self designed UWB transceiver. To demonstrate workability with a 
commercial Zigbee chip, our work has yielded two versions of the ECG monitoring 
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system. Both are presented in Chapter 2 and possible avenues of improvement are 
highlighted in the assessment of the devices.  
 
In Chapter 3, we embark on the study of UWB technology proper. Here, we highlight 
conventional UWB receiver designs based on the fundamentals of digital 
communications and identify problems with such receiver schemes. Also, we present 
the signal and channel models which we will use in the later chapters of the thesis.  
 
In Chapter 4, we introduce the foundations of our novel detection method using a 
threshold detector, which we term “Digital UWB”, and provide tools for the 
performance analysis of our receiver based on its variable threshold feature. We 
proceed to compare the data detection performances of our proposed receiver with 
conventional correlation based receivers used in digital communications and analyze 
the results. 
 
In Chapter 5, we identify that the performance of our detector largely depends on 
establishing the correct threshold level for the digital UWB receiver and thus, we 
devise an algorithm to achieve this. The corresponding results, under various settings, 
are presented and analyzed. 
 
In Chapter 6, the complete receiver architecture is proposed, where the issues of 
synchronization, threshold setting and data detection are all addressed. Most 
importantly, the algorithm from Chapter 5 is adapted to accommodate simplicity in the 




In Chapter 7, we demonstrate how the receiver structure we have designed can be 
modified to deal with UWB signals in the multipath fading environment. Here, a 
similar receiver design is proposed which is able to utilise multipath components in 
order to increase data detection reliability. The desired operation of the structure is 
proposed and its analytical error performance is derived. 
 























Development of a Wireless 
ECG Monitoring System 
The success of designing any wireless technology is quantified by how well the 
technology can be applied to practical use. In this chapter, we attempt a proof of 
concept by developing a wireless ECG monitoring system which establishes 
communication by means of the Zigbee protocol. We highlight the issues faced in the 
system design and describe the main functionalities of the system. The presented 
system effectively obtains real time ECG signals from a human body and displays the 
reconstructed signal, transmitted via a Zigbee transceiver, on a remote device such as a 
PC or a PDA. We illustrate the functionality of the various component parts of such a 
system as well as the integration of these parts for potentially marketable applications.  
The ultimate aim here is to demonstrate that such a system can be developed based on 
the Zigbee platform and thus, it would also be possible to later extend the work by 
deploying our proposed UWB communication system in place of Zigbee to further 
reduce the power consumption of the system. 
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2.1 Previous Work on ECG Monitoring Devices 
 
As mentioned in the previous chapter, the ECG signal from the human heart provides 
insights into the physiological well being of the individual and today, ECG devices are 
indispensible in hospitals and clinics. Yet, most of these devices are bulky, expensive 
and involve the use of cumbersome wires much to a patient’s discomfort. As such, the 
impracticality of present ECG devices renders them inappropriate for home use. 
Should such devices be made smaller, wearable and wireless, ECG monitoring would 
be an easier task, allowing for convenient usage in homes. Miniaturization of ECG 
devices is highly desirable as a result, and it is expected that wearable versions of 
these devices will make significant commercial impacts in the healthcare market. 
 
In the design of ECG systems, various considerations exist including the choice of 
electrodes to detect ECG signals, the design of a suitable data acquisition chips for 
signal processing, transceiver design, choice of appropriate algorithms for ECG 
waveform reconstruction and the development of a convenient interface to the user. 
Among the various attempts to develop such a system, [8] proposed non-contact 
Quasar sensors as electrodes which measured ECG signals on different body sites. 
Here, signal sampling and wireless data transmission were conducted on a small board 
termed Eco. While the compact design of Eco allowed for portability, the signals 
obtained from body sites are more prone to corruption by noise and interference, as 
they were transported via long wires to the data acquisition device. In [9], this setback 
was alleviated by integrating the analog to digital conversion stage with the sensor 
node itself, eradicating such wires altogether. However, operation of such a system 
meant that external batteries were needed for operation and in turn, these invoked the 
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use of additional wiring, further inflicting discomfort onto patients. The “ECG Plaster” 
developed in [10] presented an ECG device with a front-end data acquisition chip 
proposed by [11], and while several characteristics with regards to portability were 
satisfied, a complete description of the entire monitoring system was not discussed.  
 
In the following sections, we present an ECG monitoring system, in which the primary 
objectives of reliability, wearability and low power consumption are adequately 
satisfied. The overall system is able to function as desired, and as such, future work in 
replacing the Zigbee protocol with UWB is expected to yield similar success.     
 
2.2 System Design of an ECG Monitoring System 
 
The proposed system is illustrated by the three primary stages shown in Figure 2.1. In 
the data acquisition stage, electrodes fastened to the user’s torso serve to direct the 
analog waveforms obtained from measurement sites to the ECG chip which performs 
the analog to digital conversion. The sampled data is then directed to the input pins of 
Texas Instrument’s CC2430 Zigbee transceiver for transmission.  
 
Figure 2.1 – Overview of the ECG monitoring system 
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The second stage demonstrates the Zigbee wireless interface employed by our system. 
This is the portion which would subsequently be replaced by the UWB technology 
investigated in the later chapters of this thesis. In the present system, the ECG data is 
transmitted to another CC2430 transceiver contained by a Mini SD Card, and a similar 
interface is expected to be developed with UWB. This is due to the convenience of 
using such an interface to integrate the third stage of the system, the user interface. 
 
The user simply inserts the mini SD cards into the respective slots of PDAs and PCs, 
using adapters if necessary. The SD Cards receive the data from the Zigbee transmitter 
and transfers it to the PDA or PC. Applications are developed in these user devices to 
further process the data and reconstruct the ECG waveform. In addition, an algorithm 
to detect the QRS complex of each heartbeat is implemented in the user device. 
Various other useful features, such as the display of a user’s heart rate, can also be 
incorporated here. This illustrates that data processing is easily done once the signal is 
reliably transmitted and other algorithms can be incorporated in future to interpret 
various physiological signals from the information carried by the ECG waveform. As 
such, when our development enters the stage of using UWB for wireless transmission, 
similar data processing techniques can be employed. 
 
2.3 Constituents of the ECG System  
 
2.3.1 Electrodes 
Usually, electrodes for detection of ECG waveforms require a conductive gel or 
electrolytic pastes to ensure low-impedance electrical contact between such electrodes 
and the skin. The gel Ag/AgCl type electrode (3M-2223) used previously in [10], 
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despite being commonly used, causes skin discomfort and irritation. This is in part due 
to the long durations of direct contact with the skin during ECG measurement and has 
been identified as a potential cause of skin allergy and inflammation. In addition, long 
term recordings are further complicated when the gel or paste dries up. 
 
To circumvent these obstacles in the use of bio-electrodes, we employ the use of a 
flexible conductive nickel/copper plated polyester fabric tape (3M CN-3190) adopted 
by [14]. While not causing skin irritation despite making contact with the skin, such an 
electrode presents other desirable properties, such as being corrosion resistant, 
chemically stable and cost effective. Furthermore, it demonstrates good electrical 
conductivity and reasonable elasticity, confirming its suitability for use in our system.  
 
With regards to positioning, two measuring electrodes, each measuring 60mm by 
25mm, are placed on the left side of a human torso near the heart, while a reference 
electrode measuring 80mm by 25mm is placed on the right ride of the abdomen. For 
experimental purposes, these electrodes were sewn at the required locations on the 
inner side of a tight fitting sports T-shirt as shown in Figure 2.2, ensuring sufficiently 
good electrical connections are being made to obtain the ECG signal.  
 
Figure 2.2 – Positioning of electrodes on a sports T-shirt 
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Our testing results verify that this particular arrangement of electrodes still perform 
well when the user engages in light physical exercises such as jogging. However, it is 
to be noted that in more intensive exercises, like running, when the user perspires, 
excessive sweat is likely to create shorts between sensors, paving the way for possible 
device malfunction. This can be overcome by using non-contact capacitive coupled 
ECG sensor electrodes, as those in [9], [15] and [16]. Similar electrodes have recently 
been developed and will be incorporated in future versions of this system. 
 
2.3.2 Data Acquisition Chip 
From the electrodes, the ECG signals are routed to the inputs of a 1V, 450nW fully 
integrated bio-signal acquisition integrated circuit (IC), developed in 0.35µm CMOS 
process and presented in [12]. This IC, which includes a novel tuneable band pass 
filter and a variable gain amplifier, samples the ECG waveform at rates up to 
1Ksamples/s into a resolution of 12 bits. Having reconfigurable bandwidths achieved 
by the adjustment of both the high and low pass corner frequencies, the IC is adaptable 
to various sensing conditions on the fly.   
 
Of particular importance is the highly desirable energy efficiency of the IC which 
allows ultra low power operation, consuming only 445nA of current at 1V supply in 
QRS detection mode and 895nA in diagnosis mode. In operation, the total power 
consumed is less than 1µW. Such low power consumption greatly contributes to 
device operation for long uninterrupted durations. In fact, when the device is used in 
storage mode, the IC can function for several days on a single 250mAh lithium 
polymer battery. It is to be noted, however, that in communication mode when real 
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time ECG data is monitored continuously, the bulk of the power is consumed by the 
RF transmitter and the device can operate continuously for about 8 hours. 
 
2.3.3 Zigbee Wireless Transceiver 
As mentioned, it is aimed that this portion of the system will be replaced by a UWB 
interface. This stems from the fact that the bulk of power in the data acquisition and 
transmission stage is consumed by the CC2430 Zigbee transceiver which consumes 
about 27mA during continuous transmission at a data rate of 250kbps. At the receiver, 
not only is another Zigbee transceiver required, but in addition, a compatible interface 
to the PDA or PC must be used. Accordingly, future development entails a similar 
requirement for UWB communications. For this purpose, we use a Zigbee mini SD 
Card. This card is in-built with a CC2430 transceiver, and thus it can communicate 
with the wireless transmitter, providing a seamless interface with a PDA or a PC. 
 
2.3.4 Algorithm for QRS Complex Detection 
Whether the transmission is done using Zigbee or UWB, sending signals over a 
wireless channel as in our system render them susceptible to corruption by additive 
white noise as well as interference and multipath effects. A severely impaired signal at 
the receiver is likely to distort the ECG waveform and result in problems in analysis. 
However, we note that most of the information that can be extracted from the ECG 
signal is contained within the QRS complex. As such, its accurate detection is crucial 
in the analysis of any ECG waveform. Correct heart rate measurement, for example, 




Various methods of QRS detection have been proposed in the literature. Of these, we 
select the novel QRS complex detection algorithm proposed by [13] which is based on 
multi-scale mathematical morphology (3M) and multi-frame differential modulus 
cumulation. The detection scheme proposed involves four main stages as follows: 3M 
filtering, differential operation, QRS enhancement and thresholding. In the initial 
stage, the 3M filtering allows for the extraction of the peak or valley of the QRS 
complex. Subsequently, the extracted peak or valley is differentiated with respect to 
time to eliminate motion artefacts and base line drifts inherent in QRS complexes. The 
algorithm then uses the differential output to combine with multi-frame cumulation. 
This stage enhances the QRS complex, allowing easier detection in the final stage, 
when the enhanced signal is subject to thresholding for eventual QRS detection. 
 
2.4 System Integration and Operation 
 
The first version of the ECG sensor device measures comprised a pair of contact 
electrodes, the data acquisition IC, the CC2430 transceiver and a customised 
rechargeable Li-Po battery, amongst other components, as shown in Figure 2.3. 
 




The design of the wearable module involves careful consideration of the choice and 
placement of components, especially when we have stringent size requirements as 
suggested by our wearability requirement. The module is designed to accommodate 
the ECG data acquisition chip, the CC2430 transceiver, all their external components, 
a slot for a micro SD card to be used in storage mode as well as a debugging sensor 
interface in the event of re-programming the CC2430. In addition, the module must 
reserve sufficient board area for a rechargeable battery with a suitably high capacity. 
With these requirements, a second version of the ECG device, measuring 52 by 31mm 
is developed and shown in Figure 2.4. 
 
       
 





Operationally, it is shown together with the T-shirt and electrodes as in Figure 2.5.  
 
Figure 2.5 – ECG Device in operational use with T-Shirt 
 
On this module, the data acquisition IC communicates with the CC2430 via an SPI 
interface. The CC2430 is instructed to receive the data from its SPI and to 
immediately transmit these to the Mini SD Card at the receiver.  
 
The Zigbee Mini SD cards used for communication with the PC or PDA have been 
instructed to receive the ECG data and provide the detected signals to the ECG 
monitoring application. This application has been developed in both Windows and 
Windows Mobile platforms and is able to display the ECG waveform in real time. It is 
a multi-threaded application which uses one thread to receive ECG data from the 
Zigbee Mini SD card and the other to display ECG graphically on the screen. 
 
In addition, the application implements the QRS detection algorithm explained in the 
previous section by processing the data available. The result of the QRS detection is 
shown in the lower half of the screen. In addition, the application finds the duration 
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between successive QRS detections and uses this to calculate and display the user’s 
heart rate on the fly. Figure 2.6 shows the PDA in operation mode. 
 
Figure 2.6 – PDA to display ECG waveform from human body 
 
Enhancements in the design of our system involve investigations targeted at reducing 
the size of the wireless module, lowering of power consumption by using UWB 
communications and increased reliability in data detection. For device size, one 
direction of research could be investigation of the possibility of incorporating the 
wireless transceiver and data acquisition chip into a single chip solution. Another 
could be the use of a flexible circuit board in place of the rigid one presently in use. 
Studies can also be made with regards to enhancing the power source, perhaps by 
utilising one which presents a larger capacity per unit volume.  
 
Here, we have demonstrated an ECG device that performs well using the Zigbee 
protocol. Next, we attempt to further reduce the power consumption by incorporating 
UWB technology in place of Zigbee. The subsequent chapters introduce the concepts 
of UWB technology and propose various schemes of how the technology can be used 





Principles of Ultra 
Wideband Technology 
Prioritizing low power operation, we consider replacing the Zigbee technology 
described in the previous chapter by the Ultra Wideband (UWB) standard. This 
chapter provides an introduction to this new communication standard, highlighting the 
fundamental features inherent in UWB, its modulation schemes, channel models and 
how UWB in general differs from conventional wireless communication protocols. 
Various challenges are identified in the use of UWB, particularly the issue of 
synchronizing the extremely short pulses which characterize UWB communication. To 
overcome these challenges, we later propose and discuss a unique version of UWB, 
which we accordingly term “Digital UWB”, which employs the use of a threshold 





3.1 Introduction to Ultra Wideband Technology 
 
3.1.1 Ultra Wideband Characteristics 
UWB systems are characterized by extremely short pulses transmitted at very low duty 
cycles and as such, occupy substantial transmission bandwidth. Broadly defined in [2], 
any wireless technology which occupies more than 500MHz of bandwidth, or a 
fractional bandwidth of more than 20% can be termed UWB. The fractional bandwidth 












     (3.1) 
where B is the bandwidth of transmission determined by the -10 dB high and low 
corner frequencies Hf and Lf respectively and cf is the centre of these frequencies.  
 
UWB is often referred to as a carrier-less technology system due to the absence of the 
narrowband sinusoid carrier typical of the conventional digital communications 
systems. As such, UWB systems are able to function at baseband and their 
transceivers do not require up or down frequency translation mechanisms. Thus, the 
encoded data to be transmitted is simply modulated onto UWB pulses for 
transmission.  
 
Typically, these UWB pulses have durations in the order of nanoseconds or even 
hundreds of picoseconds such that they occupy several GHz of bandwidth, albeit at 
extremely low transmitted power. The origins of UWB communication, or impulse 
radio as it was better known, can be traced back to more than a century ago during 
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Marconi’s spark gap transmission technology and around the middle of last century, 
was used in secret military applications. Only recently has the tremendous potential of 
UWB been recognized and in 2002, the Federal Communications Commission (FCC) 
in the United States released a spectral mask permitting the operation of UWB within 
7.5GHz of bandwidth, but with power spectral densities below the noise floor. The 
spectral mask for UWB systems released by the FCC is shown in Figure 3.1 below. 
 
Figure 3.1 – The indoor mask for UWB systems released by FCC 
 
Within this mask, UWB systems are permitted to coexist with other systems, as 
interference to the operations of the latter is deemed to be minimal. Here in Singapore, 
growing interest in UWB technologies and recognition of UWB’s market potential has 
seen the country’s Infocomm Development Authority (IDA) allowing UWB activity 
and encouraging collaborations between Singapore based companies and key global 
23 
 
technology providers [3]. In addition, the UWB Friendly Zone has been set up and 
located in the heart of research activity in Singapore’s Science Park.  
 
The motivating applications of UWB systems are aplenty. One of these is its use in 
wireless personal area networks (WPANs), where handheld devices thriving on 
limited power are used in file exchange for example, in similar fashion to Bluetooth. 
In addition, UWB systems can be used in radar and imaging systems due to the fine 
time resolution of UWB pulses. There is also room for low rate UWB 
communications, and this pertains to the use of biomedical devices, the subject of our 
study. UWB is desired in these applications due to its short range and low power 
characteristics. 
  
3.1.2 Advantages and Disadvantages of UWB Systems  
Apart from low power operation and coexistence with conventional wireless 
technologies, UWB systems have other stark advantages. First, due to the use of 
extremely short pulses, the pulse duration is much smaller than channel delay spread 
and thus, UWB systems are immune to multipath cancellation effects [2]. Multipath 
reflections do occur, as in any other technology employing electromagnetic waves, but 
in UWB, they arrive at the receiver after the entire strongest pulse has been received 
and thus, pulse overlap is avoided.  
 
Furthermore, the information contained in a transmitted UWB pulse stream occupies 
several GHz of bandwidth, and so a narrowband interferer or a jamming signal does 
not severely result in substantial loss of information. This renders UWB systems 
resistant to narrowband interference [4]. Also, the fine timing resolution of UWB 
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signals allow for extremely precise ranging and imaging operations demonstrating 
UWB’s potential for use in such systems. 
 
Despite these advantages, a particular drawback of UWB systems is that, with its 
nanosecond pulses, great challenges in synchronization are faced. As such, it is likely 
that UWB receivers require high complexity mechanisms to determine the exact 
expected locations of pulses. Such complex receiver architectures can only mean 
increased power consumption, contrary to their desired low power operations. 
  
3.2 UWB Pulses, Modulation and Symbol Representations 
 
3.2.1 Pulses for UWB Communication 
Due to the restrictions imposed by the UWB spectral mask, careful pulse design 
methods are necessary. The spectrum of designed pulses must fit perfectly within the 
mask in Figure 3.1. Various pulse shapes have been suggested in the literature and 
among these are Gaussian pulse and its higher order derivatives. Nevertheless, the 
focus of our study is the development of a simple UWB transmitter-receiver pair and 
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We also chooseσ such that 99.99% of the pulse energy is contained within the pulse 
width of 1ns. With this pulse, we illustrate various types of modulation schemes. 
 
3.2.2 Digital Modulation Schemes 
 
We illustrate three well known fundamental modulation schemes. First we have the 
Binary Phase Shift Keying (BPSK) modulation, in which the pulses corresponding to 
“1” and “0” are given by 
    p(t)   when “1” is transmitted 
and   – p(t)   when “0” is transmitted. 
 
Next, for Pulse Position Modulation (PPM), the pulses are represented by    
    p(t)   when “1” is transmitted 
and   p(t – t0)  when  “0” is transmitted 
where the delay t0 is chosen such that the pulses are spaced such that they do not 
overlap in time, while still remaining within the pulse frame. Thus, these pulses do not 
always arrive at regular intervals. Such a modulation scheme can be used in cases 
where the pulse duty cycle is low, as in UWB communications.  
 
Lastly, On-Off Keying (OOK) modulation uses pulses represented by 
 p(t)   for “1” transmitted 
and   0  for  “0” transmitted. 
 
Of the three, conventionally, BPSK and PPM perform better than OOK by an 
asymptotic SNR value of 3dB, yet OOK is most easily implemented because the 
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transmitter does not have to generate any pulse for half the time. Also, our receiver has 
no more than a pulse rate clock and thus the timing requirements inherent in PPM 
cannot be easily satisfied, while for BPSK, both positive and negative voltage 
thresholds are required in our receiver, incurring complexity.  For these reasons and to 
establish a simple, low power structure, we incorporate OOK modulation.  
 
Of course, other higher order modulation schemes such as Minimum Shift Keying, 
Quadrature Phase Shift Keying and Quadrature Amplitude Modulation can be 
considered, as they are extensively used in wireless systems today. However, such 
modulation schemes usually apply to narrowband signals and their incorporation in 
UWB pulses which are generally non-sinusoids might be too complicated to 
implement at this stage of the system design.  
 
Moreover, for the receiver structure we propose later in Chapter 6, the performances 
of such modulation schemes do not meet those of similar schemes for the case of the 
correlation receiver, as achieved by OOK. 
 
3.2.3 Pulse Stream Representation 
 
In UWB systems, due to the unreliability of extremely narrow pulses, each symbol is 
usually transmitted not by a single pulse, but rather, as a group of consecutive pulses, 
which have been modulated by means of a codeword sequence. Such a representation 
has the added advantage of smoothing the transmitted pulse spectrum and may be 
referred to as Block Coded On-Off Keying (BC-OOK). Here, we use the notation c0 
and c1 to denote the two codeword sequences each having length Nf equal to the 
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number of frames, and these are associated with the symbols used to represent data 
bits “0” and “1” respectively. The expression for each transmitted symbol is given by 









fjs jTtpcEtg      (3.4) 
where { }1,0
,
∈jsc  is the j-th entity of codeword sc and { }1,0∈s  is the intended data bit. 
Also, p(t) is the unit energy pulse occupying a pulse width of Tp << Tf. Here, Tf is the 
pulse frame which contains at most one pulse, regardless of the modulation scheme.  
 
We illustrate the case of a Barker Code sequence [0 1 1 0 1 1 1 0 0 0 1] being used for 
the block encoding of data symbol “1” in OOK modulation as shown in Figure 3.2. 
Here, we have that Nf  = 11 and symbol “1” is transmitted in a total symbol time Ts = 
NfTf  = 11Tf. Its single right cyclic shift represented by [1 0 1 1 0 1 1 1 0 0 0] can then 
be chosen to represent the symbol “0”.  
  
Figure 3.2 – Representation of data symbol “1” by 11 pulse frames 
 
The energy of each of these six pulses which make up symbol “1” as shown in Figure 
3.2 is given by E  and because OOK has been selected as the modulation scheme, no 
pulses exist in the durations of Tf which correspond to “0” in the Barker sequence. 
  
Note that the use of Barker Codes here serves only as an illustration. In practice, other 
codes such as m-sequences and Gold Codes can be used, provided they satisfy the 
desired auto correlation properties and have lengths which satisfy the requirements 
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imposed on data rates. Also, such a scheme pertains only to the bitwise encoding of 
data into pulses for transmission and not the outer encoding schemes for error 
correction which generally have higher code rates. For purposes of error correction, 
the designer may consider the use of other well known codes used in present day 
wireless systems, such as Turbo Codes or Convolutional Codes. 
 
3.2.4 Simplified Packet Representation 
 
The transmitted UWB packet contains the information, which can be designed to 
conform to the IEEE 802.15.4 framework. However, in our digital UWB system which 
we will present in Chapter 4, we introduce a slight variation of the IEEE protocol. This 
is due to the threshold setting requirement which our system must include. As such, 
we distinguish between a preamble and a training sequence at the start of the packet. 
In our case, the training sequence is to be used for clock synchronization and the 




 Figure 3.3 – Basic constituents of the transmitted UWB packet 
 
Note that for our Digital UWB system presented later, the encoding and framing of the 




Training Sequence Preamble Data Symbols Containing Information 
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3.3 UWB Channel Models 
 
3.3.1 Path Loss and Additive White Gaussian Noise Models 
Perhaps the simplest model of a wireless channel is the path loss model similar to 
those used in narrowband systems. For wideband systems, the same expression 
applies, with the exception of the centre frequency being used in place of the 
narrowband frequency.  
 
Explicitly, the ratio of the received power Pr to transmitted power Pt due to path loss 

















     (3.5) 
where c is the speed of light in vacuum, dtr is the transmitter-receiver separation and fc 
is the centre frequency of the transmitted UWB pulse. 
 
In addition to these attenuating effects, the pulses arriving at the receiver are subject to 
corruption by Additive White Gaussian Noise (AWGN). Such a corruption is the 
result of thermal noise appearing at the receiver due to the antennas as well as circuit 
components such as amplifiers at the receiver [1]. Additionally, interference effects 
contributed by other signals during wireless transmission give rise to AWGN. The 
cumulative effect of individual noise signals can be modeled as the addition of a zero 
mean random process with infinite power. Being white, the power spectral density is 
flat over the entire two sided frequency spectrum, at a constant value of 
2
0N
. In our 
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analysis of the receiver performances in Chapters 4 to 6, we first adopt the AWGN 
channel model. 
  
3.3.2 The Multipath Fading Channel 
 
This channel model represents one of the simpler forms of a multipath channel. Here, 
the reflections appear at the receiver as delayed versions of the original pulses, with 
some degree of attenuation. Generally, the longer each reflected pulse takes to arrive 
at the receiver, the greater the attenuation is. This is due to the pulse having travelled a 
greater distance than the pulses which arrive before it. The impulse response of such a 








)( τδα      (3.6) 
Here, iα , { }Li ,...,2,1∈ is the attenuation experienced by the i-th reflection, out of a 
total of L reflections, each one arriving at a time iτ after the strongest pulse and 
( )tδ represents an impulse occurring at time t = 0. Also, we have that 10 =α  and 
00 =τ as these represent the attenuation and delay of the strongest pulse respectively. 
We shall deal with transmission and reception over such a channel model in Chapter 7.  
  
3.3.3 The Saleh-Valenzuela Channel Model 
 
It is proposed in [20] that UWB pulses undergo numerous multipath reflections, 
especially in the indoor environment. It has been experimentally determined by [23] 
that the arrivals of pulses occur in clusters, each of which contains multiple rays and 
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these clusters and rays arrive at the receiver after delays which follow the negative 
exponential distribution with some rate of arrival.  
 
This has also been verified in [23] and [24] that for a more complete model, the 
proposed discrete impulse response for the i-th realization takes the form given in [5] 
by  



















τδα     (3.7) 
where { }i lk ,α are the multipath gain coefficients of the kth multipath component of the 
lth cluster, K’ and L are the number of multipath components in each cluster and the 
number of clusters respectively. Also, X(i) is a random variable representing lognormal 
shadowing effects for the i-th channel realization, ( )tδ  is again the impulse function at 
time t = 0 and lastly, ilT is the time delay of arrival of the lth cluster and 
i
lk ,τ is the 
delay of the kth multipath component in the lth cluster relative to the arrival of the 
cluster’s first component. In using such a model, consideration for the cluster and ray 
arrival rates must be made. A detailed description of the UWB indoor channel can be 
found in [5]. 
 
For our purposes, as this study focuses on the design of a low power UWB receiver, 
we initially focus only on the path loss and AWGN channels. However, in Chapter 7, 
we further present how our receiver architecture can be modified to utilize the effects 
induced by multipath fading components. This analysis can then be extended to 
include the case of the Saleh Valenzuela channel. 




3.4 The Conventional Correlation Receiver 
 
3.4.1 Correlation Receiver Data Detection and Performance 
In the fundamentals of digital communications, one frequently encounters the 
optimum receiver for receiving narrowband signals for OOK modulation, as 
demonstrated in [1]. Termed the correlation or matched filter based receiver, the 
structure functions by correlating the received signal with a known signal template and 
makes a decision on the transmitted bit based on the results of correlation.  
 
This implies that the receiver attempts to match the received signal with a known 
template and finds out how much of the signal is present in the template. For the case 
of OOK modulation, only one signal template s(t) is required and the structure of the 
receiver is shown in Figure 3.4.      
 
Figure 3.4 – The conventional receiver for OOK in digital communications 
 
The decision made by the receiver typifies that of an energy collector. That is, when 
sufficient energy is present in the result of the correlation, the receiver decides that Bit 
“1” was transmitted, otherwise, the receiver decides on Bit “0”. The decision boundary 
for this is typically set at half the bit energy Eb. Such a receiver is optimum in the 
AWGN channel because it incorporates the characteristics of maximum likelihood 
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decoding. As given by [1], the error probability p(e) of such a receiver in the AWGN 
channel when OOK modulation is used, is given by the expression 









1 γγ erfcQep      (3.8) 
where γ is the average Signal to Noise ratio and the Q-function and the 
complementary error function ( )⋅erfc are given by  







   








If BPSK modulation is used, a positive correlation result gives rise to the decision of 
Bit “1” being made while a negative correlation result gives rise to Bit “0” being 
decided.  
 
The error probability p(e) in this case is given by 
( ) ( ) ( )γγ erfcQep
2
12 == ,    (3.9) 
an improvement of 3dB over the OOK case.  
 
We present in Figure 3.5 the bit error rate (BER) performances for the optimum 
receiver in the AWGN channels for these two cases. These will serve as the 





























Figure 3.5 – BER performances for conventional correlation receivers 
 
We see that the asymptotic gain of 3dB is achieved for BPSK modulation over OOK 
modulation. However, for simplicity in the actual implementation, we employ the use 
of OOK modulation. Subsequently in Chapter 6, we attempt to observe how close the 
performance of our receiver is to the optimum correlation receiver performance of 
OOK modulation in the AWGN channel. 
 
 3.4.2 Correlation Receiver Pulse Synchronization 
 
The process of synchronization of extremely short pulses of low duty cycles pose 
major challenges in UWB systems and this has been the bottleneck which has 
prevented UWB from reaching its potential in entering the consumer market. In Figure 
3.5, the BER performances were derived with the assumption of perfect 
synchronization, that is, the receiver knows the exact window to integrate the 
incoming signal with the locally generated template. However, this cannot be done 
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without a mechanism to inform the receiver of the start and end of this interval. Such a 
mechanism is necessary as it serves to synchronize the receiver with the arrival of the 
signal, resulting in meaningful correlation operations being conducted by the receiver.  
 
Usually, these mechanisms possibly include the use of phase locked loops and delay 
locked loops, as well as sliding correlators used together with search control clocks. In 
the sliding correlator architecture, the template is correlated with finely delayed 
versions of the pulse stream in hope of obtaining a substantially high correlation result, 
within which it is decided that the signal location has been established. Such a 
cumbersome task can well be carried out in conventional narrowband 
communications, albeit with some exhaustion, as the sinusoid signals arrive 
continually at the receiver. Thus, the search for the start and end of each signal is done 
for at most one period of the sinusoid.  
 
However, in UWB communications, the inherent low duty cycle implies that the 
search must be conducted for a duration equal to the pulse repetition time and that 
most of this time, the receiver is actually correlating with the idle portions in between 
pulses. Also, narrow UWB pulses require extremely precise delays which incur higher 
complexity in circuit design.  
 
Therefore, we observe how such a scheme wastes energy by conducting the sliding 
correlation process. Above all, in discrete time, correlation involves high sampling 
rates to capture the actual shape of the signal. These require analog to digital 
converters (ADCs) operating at GHz speeds to reliably sample portions of the received 
pulse stream to be correlated with the digitized pulse template. The high speed clocks 
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used to operate such ADCs would then consume tremendous amounts of power and 
this turns out to be contrary to the objectives of receiver design. To make matters 
worse, these ADCs are also required even after synchronization as they will also be 
used in the data recovery process, consuming even more power.  
 
An alternative to the high speed ADC based receiver must be found and to this effect, 
in the next chapter, we propose the Digital Ultra Wideband communications system, 
using the signals and channel models described in this chapter. Also, in Chapter 6, we 
propose how synchronization can effectively be carried out using much less energy, 




















Digital Ultra Wideband 
Technology 
To address the various problems of conventional UWB communications as described 
in the previous chapter, we propose a new scheme which we term “Digital UWB”. 
Unlike conventional methods which require power hungry analog to digital converters 
operating at GHz speeds, digital UWB only uses pulse rate clocks, and these operate at 
frequencies as low as 1MHz, governed by only the pulse rates and not the bandwidths 
of transmission. Being different from conventional techniques however, analysis of the 
receiver performance of digital UWB cannot be conducted using the well known 
existing digital communications techniques of the optimum receiver. As such, new 
techniques of performance analysis are required. In this chapter, we propose models to 
introduce such a technique, and use them to compare the performance of our Digital 





4.1 Threshold Detection Receiver 
 
In place of the conventional receiver structure shown in Figure 3.4 of the previous 
chapter, we propose a simple receiver structure, as in Figure 4.1. Here, the threshold 
detector uses a variable voltage threshold, which can be adjusted accordingly to 
improve the detection performance. We later show that with proper adjustment of this 
threshold voltage, we are able to achieve a BER performance which approaches the 





Figure 4.1 – Block diagram of the threshold detector receiver 
 
In this structure, the thresholder performs as a hard-limiter which converts the analog 
input into a digital waveform as shown in Figure 4.2. Here, the thresholder behaves 
ideally and irrespective of the duration of the portion of the pulse that exceeds the 
threshold, the output will be a digital “high” voltage as shown. 
 
Figure 4.2 – Behavior of threshold detector with perfect sensitivity    
 
Thresholder Pulse Rate Sampler 
Data 




However, being a practical device, the thresholder has an imperfect sensitivity, that is, 
the pulse must exceed the threshold voltage for a sufficiently long duration before the 
output can be presented as a digital “high” voltage. The detector is thus unable to 
output a “high” voltage for rapid fluctuations which cross the threshold voltage for 
very short durations. This physical limitation of a real device would result in a 
smoother received signal as shown in Figure 4.3. 
 
Figure 4.3 – Behavior of practical threshold detector with imperfect sensitivity 
 
It is worthwhile to note that in the above structure, exact knowledge of the pulse shape 
is not required as the receiver behaves as a hard-limiter which outputs a digital 
waveform for subsequent data detection with only a pulse rate clock. As such, GHz 
clocks to sample the received signal and correlate the digital output values with a 
known template are not required. These clocks consume the bulk of receiver power 
and without them, as in our digital UWB receiver, the power consumption is 
drastically reduced. 
 
The underlying motivation behind the proposal of this receiver architecture is that in 
UWB communications, the ultra-short pulses are highly distorted after transmission 
and as such, most of the information contained by the pulse shape is lost. Correlation 
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receivers in digital communications attempt to exploit the pulse shape, but given such 
channel impairments, it would be advantageous to use an energy detector type of 
receiver. This means that if sufficient energy exists in some duration, the receiver 
informs that a pulse is present. The threshold detector receiver we have adopted is one 
such receiver. We now proceed to model its performance. 
 
4.2 Modelling the Threshold Detector Operation 
 
Throughout the rest of this thesis, we shall simplify our analysis by defining the event 
of pulse transmission within a pulse frame as “1 is transmitted”, and the absence of a 
pulse from a pulse frame as “0 is transmitted”, consistent with OOK modulation. Also, 
the input probabilities associated with these events are denoted as p1 and p0 
throughout, and these represent the probabilities of “1” and “0” being transmitted 
respectively.  
 
When analyzing the theoretical behavior of a real device, several issues arise. For 
example, we must consider the types of fluctuations which are detectable by the real 
device, and the durations which can be considered “long enough” for the thresholder 
block to output a change in the voltage level of the digital waveform. As a 
consequence, several assumptions in our analysis must be made such that our model 
resembles the actual behavior of the thresholder as closely as possible.  
 
First, we assume that high frequency components of the received signal associated 
with rapid fluctuations are removed by the filtering property of the low noise 
amplifier. Thus, the remaining noise which enters the thresholder can only affect the 
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entire pulse, instead of portions of it. Secondly, we also assume that the pulse slopes 
are nearly vertical, such that the received pulses are nearly rectangular with heights 
equal to the pulse amplitude.  
 
With these assumptions, we proceed with the analysis. Consider a transmitted pulse 
given by p1(t) as given by equation 3.2. Suppose that this pulse is received such that its 
amplitude has been reduced to A at the receiver and it has been shifted in time such 
that the pulse manifests itself as p(t) with amplitude A in the time interval (0,Tp), 
where Tp is the pulse duration. Then, the energy E1 contained by this received pulse, 
















=≈= ∫∫ .   (4.1) 
 
We employ the use of an on-off keying modulation scheme such that the energy E0 
associated with the transmission of bit “0” is zero.  For a symmetrical input probability 
distribution, that is p0 = p1 = 0.5, the average bit energy Eb is given by 
2
5.05.0 1010011
EEEEpEpEb =+=+= .   (4.2) 
 
We transmit the UWB pulse through a noisy channel where additive noise is the only 
impairment. The decision rule for our receiver, at threshold voltage set at T is given by 
 
⇒> Tr  Bit “1” declared, 




where r is representative of the received signal and is given by 
 
nEr += 1  if 1 is transmitted and 
nr =  if 0 is transmitted. 
 
Here, n is a normally distributed zero mean random variable with variance 
2
0N
 as the 
additive noise has a two sided power spectral density of height 
2
0N
. From this 
decision rule, when “1” is transmitted, the bit error probability of the receiver, whose 
threshold level is set at half the amplitude, is given by 












































erfcEnpAnEpTrpep b .  
(4.3) 
 
In similar fashion, the bit error probability when “0” is transmitted is given by 












































erfcEnpAnpTrpep b . 
 (4.4) 
 
From the theorem of total probability, the overall bit error probability is given by 













































Here we see that the performance of the threshold detector is nearly as good as that of 
the correlation receiver for OOK modulation which is given by equation 3.8, so long 
as the threshold voltage is set at half the pulse amplitude. However, the transmitter-
receiver distance is unknown, preventing the detector from determining the exact path 
loss. This implies that the received signal strength, and hence the pulse amplitude, is 
also unknown. The receiver must therefore make a random guess of this pulse 
amplitude and set the threshold voltage at half this value for optimum detection.  
 
In the next chapter, however, we propose an algorithm which allows the detector to 
refine the accuracy of its random guess based on subsequently detected pulses and 
demonstrate that such a refined estimation of the threshold level achieves a BER close 
to the optimum value. To do this, we first need to derive the error performance of the 
detector at an arbitrary threshold voltage level, for a given pulse amplitude. 
 
4.3 Performance at an Arbitrary Threshold Voltage  
 
The analysis in this section follows very closely to that of the previous one. The only 
exception is that we allow the threshold voltage T to assume an arbitrary normalized 
value. We proceed to derive the error probabilities of the threshold detector operating 
on an arbitrary threshold. We note that the performance of this detector will inevitably 
depend on the amplitude of the received pulse, as the threshold must be set at half this 





When “1” is transmitted, an error is made when the received pulse voltage fails to 
exceed the threshold level, that is, 




































Now we consider three special cases which the above expression subsumes. 
 
 Case 1: 
Firstly, consider  
22
1 AET ≈= , that is, when the threshold voltage is set at 
approximately half the received pulse amplitude. It is obvious that in this case, our 
expression for the error probability simplifies to that given by equation 4.3. 
Case 2: 
Suppose we now set the threshold at approximately the pulse amplitude, that is, 
AET ≈= 1 . Equation 4.6 can now be evaluated because 




















erfcep ,   (4.7) 
which implies that when the threshold voltage is set at height of the pulse, it is equally 
likely for the noise to either exceed or be less than the threshold level when “1” is 
transmitted. The detector is thus useless as no reliable information is contained from 
the output of the detector. 
Case 3: 
































erfcep .   (4.8) 
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This value is equal to the well known error probability for the correlation receiver 
employing BPSK modulation in the AWGN channel. This means that we are able to 
achieve error rates better than the correlation receiver for OOK modulation, when “1” 
is transmitted, provided the threshold is set at a low value. However, as we shall see 
later, the performance degrades when “0” is transmitted if the threshold level voltage T 
is set at a value of 0. 
 
For the case when Bit “0” is transmitted, that is, when no pulse is present, an error 
occurs when the noise alone exceeds the threshold voltage, and thus  














erfcTnpep .    (4.9) 





1 AET ≈= , we get the same result as in equation 4.4. 
Case 2: 
When T = 0, the error probability is given by 
( ) ( ) 5.00
2
10| =≈ erfcep     (4.10) 
which implies an equal likelihood of the threshold being exceeded or not. This can be 
verified intuitively as the zero mean noise random variable is equally likely to be 






















erfcep      (4.11) 
which is the same error performance as the correlation receiver with BPSK modulation 
in the AWGN channel.  
 
Thus, when the threshold is high enough, the error performance of transmitting “0” is 
better for our receiver than that of the correlation receiver employing OOK 
modulation. However, as we saw earlier in equation 4.7, the error probability for the 
transmission of Bit “1” is 0.5 in this case. As such, it is imperative that a threshold 
level of half the amplitude of the received signal is set. Note that this applies for the 
case of a symmetrical input probability distribution, that is, when p0 = p1 = 0.5.  
  
From the above analysis of error performances and the law of total probability, we can 
obtain the overall bit error probability for a general threshold T, given by 






























erfcpeppepep b .  (4.12) 
 
We can now use equations 4.6, 4.9 and 4.12 to compare the bit error performances of 
this detector, for different threshold levels. Note that in our analysis, we have obtained 
an expression which requires values of bE and 0N individually to find the error 
probability, instead of simply using the combined expression of signal to noise ratio 
0N
Eb commonly used in presenting the bit error probabilities of the correlation receiver.  
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This is obvious when one considers that the optimum threshold level is a function of 
the pulse amplitude, and hence, an approximate function of the pulse energy. For 
simplicity, in obtaining the results in the rest of this chapter, we assume without loss 
of generality that the received pulses have unit amplitude and the noise power can be 
computed from the pulse SNR. When Bit “1” is transmitted, the probability p(e|1) of 
detection failure is shown at variable threshold levels, as in Figure 4.4.  




























Figure 4.4 – Error performance when “1” is transmitted 
 
We observe that a normalized threshold value of 0.5 achieves similar performance to 
the correlation receiver which uses OOK modulation. Also, our detector performs 
better when the threshold is lower, as it is more likely that a pulse is detected when the 
threshold level is low. Also, the performance is severely worsened when the threshold 
level is high. This is expected because it is more likely that the noise distorts the 




In similar fashion, we obtain the probability of error p(e|0) that the threshold detector 
decides that a pulse is present when nothing was sent, for certain normalized threshold 
levels. The performance is shown in Figure 4.5.   




























Figure 4.5 – Error performance when “0” is transmitted 
 
As before, the receiver performs as well as the correlation receiver when the 
normalized threshold level is 0.5. Also, the performance deteriorates at lower 
threshold levels but improves at higher threshold levels. Lastly, we find the average 
BER, given that it is equally likely whether a pulse is sent or not. The performance is 
shown in Figure 4.6.  
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Figure 4.6 – Bit error performance at variable threshold levels 
 
Again, we observe that the detector performs best when the normalized threshold level 
is 0.5. A larger difference between the normalized threshold level and 0.5 results in a 
poorer performance. Threshold levels at 0.3 and 0.7 perform equally well, as do levels 
0.1 and 0.9 and this is due to the inherent symmetry in detecting bits “1” and “0”.  
 
We now compare the performances of the threshold detector at different threshold 
levels, for several values of SNR. The results are shown in Figure 4.7. 
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Figure 4.7 – BER performance across all threshold levels at various SNR levels 
 
The threshold level at half the amplitude always gives the best detection performance, 
irrespective of SNR as indicated by vertical line at T = 0.5 which joins all the minima 
of the curves. However, we note that this is the case only when p1 = p0 = 0.5. It would 
be useful to consider an asymmetrical input probability distribution because of the 
nature of our receiver architecture. 
 
4.4 Performance for Asymmetric Input Probability Distributions  
 
In this section, we attempt to vary the input probabilities p0 and p1 to observe their 
performances at various threshold levels, for the same noise added by the channel. The 
performances are shown in Figure 4.8. 
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Figure 4.8 – BER performance across all threshold levels for asymmetrical input 
probability distributions at fixed SNR 
 
Interestingly, we can easily see that values of p1 other than 0.5 require optimum 
threshold levels which differ slightly from half the pulse amplitude. Also, lower error 
rates can be obtained by using our detection scheme. For example, p1 = 0.7, the 
optimum normalized threshold value of about 0.48 gives a BER close to 4107 −×   
whereas when p1 = 0.5, the optimum normalized threshold of 0.5 gives a slightly 
higher BER of about 4108 −× . In the design of codewords for the preambles, it could 
thus prove beneficial to consider codes with unequal input probabilities p0 and p1. 
Such an observation can be exploited when designing separate codewords for 
individual users in multiple access schemes. 
 
We next observe our detector performance at varying threshold levels at some SNR 
levels, when the input probabilities are by p1 = 0.6 and p0 = 0.4, as in Figure 4.9.  
52 
 


























Figure 4.9 – BER performance across all threshold levels for an asymmetrical 
input probability distribution at various SNR levels 
 
As we obtained earlier, if we change the input probability distribution, the optimum 
threshold will no longer be at half the amplitude but it changes as shown by the curve 
which joins the minima of each curve. This means that for an asymmetrical input 
distribution, we are able to improve the BER. Despite this, establishing an optimum 
threshold level in this case is more difficult than in the case for symmetric input 
probabilities as the optimum threshold level is not always half the pulse amplitude. 
 
Nevertheless, this difficulty can be alleviated if an algorithm to fix the threshold level 
can be found, irrespective of the input probability distribution. In the following 
chapter, we shall propose such an algorithm which satisfies this requirement and 








Analysis of the Optimum 
Threshold Level 
In the previous chapter, we witnessed the importance of establishing the threshold 
level so that the detection is optimum for our receiver, that is, the probability of error 
in detection can be made as low as possible. The receiver has no knowledge of the 
signal amplitude and thus requires a training sequence to allow the threshold level to 
be correctly set. In this chapter, we propose a method to achieve this. The algorithm 
we present is simple, yet it allows us to determine the threshold level accurately and 
thus detect the transmitted signal optimally. The effectiveness of this algorithm is 
analyzed by varying different parameters such as the signal to noise ratio, input 
probability distributions and training sequence lengths, and its asymptotic performance 






5.1 Training Sequence and Preamble  
 
The training sequence usually comprises the first few bits of a packet of data being 
transmitted. Its primary purpose is to synchronize the receiver such that the receiver 
knows where to expect the precise arrival of data. In conventional digital 
communications, the training sequence usually aids synchronization by recovering the 
clocking signal, thereby containing no useful data. Having a training sequence that is 
too long thus results in lower data rates. A short training sequence, however, might not 
be able to accurately achieve synchronization, which could in turn result in the entire 
block of data being either lost or wrongly detected. In our case, the training sequence 
serves to establish a clock for sampling of the thresholded pulse stream. Thus, the 
training sequence must comprise consecutive “1”s, so that a clock can be generated 
with the receiver knowing when pulses are expected to arrive in the subsequent data. 
 
In our proposed digital UWB system however, an additional sequence is required. This 
is to serve the purpose of establishing the best threshold level to be used for data 
detection of all the pulses transmitted in the packet after the training sequence. We call 
this sequence the preamble.  The preamble must consist of both “0”s and “1”s because 
only with the information contained by a combination of “0”s and “1”s can the 
receiver decide if a given threshold level is too low or too high. For now, we shall 
focus on the contents of this preamble with regards to the number of “1”s and “0”s it 






5.2 Algorithm to Establish Threshold Level from Preamble 
 
As the notation used in the previous chapter, input probabilities p1 and p0 denote the 
respective probabilities that “1” and “0” are being transmitted in a pulse frame of 
duration Tf. We subsequently begin our analysis by defining the following discrete 
random variables associated with the preamble sequence. 
 
Let X be the number of “1”s transmitted in a duration of length NTf, where N is the 
number of pulse frames making up the preamble sequence and Tf is the frame duration 
defined in Chapter 3. Since the occurrence of each bit is independent of the next and 
the probability of “1” being transmitted is fixed, X is binomially distributed as follows: 
),(~ 1pNBX  
 
Also, let Y be the number of “0”s transmitted in a duration of NTf. As with the 
argument for X, Y is also a binomially distributed random variable.  
),(~ 0pNBY  
 
Also, NYX =+ because each frame in the transmitted preamble must either contain 
a pulse or not.  
 
The preamble in transmitted in an AWGN channel and received at the receiver. We let 
U be the number of “1”s that cannot be received at the receiver, out of the X “1”s 





where ( )1|ep  is the probability that “0” is detected given that “1” was transmitted as 
given by equation 4.6.  
 
Similarly, we let V be the number of “0”s that were received as “1”s at the receiver, 
out of the Y “0”s transmitted. Thus, 
( ))0|,(~ epYBV
 
where ( )0|ep  is obtained from equation 4.9.  
 
The assumption of a memoryless channel is required in the definitions of U and V, as 
we call for the occurrences of error in a pulse frame to be independent of all other 
pulse frames so that the properties of a binomially distributed random variable are 
satisfied. 
 
At the receiver, we further define two more random variables. Let Xˆ and Yˆ be the 
number of “1”s and “0”s received respectively in the training sequence of length N. 
Thus, 
UVXX −+=ˆ
     (5.1) 
UVXY +−=ˆ
     (5.2) 
We state the means of the random variables Xˆ and Yˆ as follows: 
( ) ( )
( ) ( )
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   (5.4) 
such that ( ) NppNYEXE =+=+ 10]ˆ[]ˆ[ . 
 
The optimum threshold level would imply as little errors as possible occur and thus, 
we desire that Xˆ and Yˆ are as close as possible to X and Y respectively. Our algorithm 
thus requires the minimization of the expression ]ˆ[][ XEXE − . This is equivalent to 
the minimization of ]ˆ[][ YEYE −  because 
( ) ( ) ]ˆ[][]ˆ[][]ˆ[][ YEYEYENYENXEXE −=−−−=− .  (5.5) 
 
We explicitly state the following minimization of ]ˆ[][ XEXE −  using equations 4.6 
and 4.9 from Chapter 4. 
  
[ ] [ ]
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Note that our minimization is independent of the training sequence length N. Also, 
because the expressions for ( )1|ep  and ( )0|ep  are not in closed from, the 
minimization of ]ˆ[][ XEXE −  over all possible threshold levels imply that the use 
of standard differentiation techniques are not applicable. In the next section, we 
demonstrate the use of an exhaustive search for the threshold level which 
minimizes ]ˆ[][ XEXE − . 
  
5.3 Theoretical Verification of Algorithm 
 
































































   (5.7) 
 
From equation 5.7, we show that the optimum threshold level can be estimated by 
minimizing f  over all values of the normalized threshold level T. We first fix the 
input probabilities p0 and p1 at 0.5 and observe the variation of f across all T for 
selected values of the SNR, when the pulse has unit amplitude, that is E1 = 1. Figure 
5.1 on the following page illustrates the relationship. 
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Figure 5.1 – Minimizing |f| over all threshold levels for various SNR levels 
 
We observe that with our algorithm, the minimum value of f is achieved when the 
threshold level T is half of the pulse amplitude regardless of SNR, as expected for a 
symmetrical input probability distribution. This is in agreement with Figure 4.7 from 
Chapter 4. Thus, for the receiver, we can simply choose the threshold level which 
results in the smallest difference between the expected number of received pulses and 
the actual number of pulses received from the duration of the training sequence.  
 
Next, we attempt the use of an asymmetrical input probability distribution. In this 
example, we choose p1 = 0.6 and p0 = 0.4 and observe the variation of f across all T, 
as in Figure 5.2. 
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Figure 5.2 – Minimizing |f| for an asymmetric input probability distribution 
 
We observe that at lower SNR, and for such an input probability distribution, our 
algorithm suggests that the optimum threshold level decreases and this is verified by 
Figure 4.8 in Chapter 4. Also, the values of T at which f  is a minimum closely agree 
with those in Figure 4.9. This shows that our algorithm is sufficiently accurate in 
resembling the theoretical behaviour even at asymmetrical input probability 
distributions.  
 
The following table compares the values of the T obtained from the theoretical 
analysis and those obtained from using the algorithm for both the cases of symmetrical 
and asymmetrical input probability distributions.  The table demonstrates the 
effectiveness of our algorithm when the input probabilities p0 and p1 are equal, as the 
values of the optimum normalized threshold level obtained using our algorithm is the 




When these input probabilities are different, the optimum threshold level differs 
slightly from the threshold obtained from the theoretical approach, and this deviation 
gets smaller as the SNR increases. We also note that the difference is extremely small 
as seen from Table 5.1 and does not significantly affect the error performance of the 
detector. 
 
Table 5.1 – Comparison between threshold values obtained from algorithm and 

















2 0.5 0.5 0.43605 0.45365 
4 0.5 0.5 0.45965 0.46820 
6 0.5 0.5 0.47455 0.47855 
8 0.5 0.5 0.48395 0.48575 
10 0.5 0.5 0.48985 0.49065 
12 0.5 0.5 0.49360 0.49395 
 
 
5.4 Simulated Verification of Algorithm 
 
We now conduct a computer simulation of transmitting “0”s and “1”s through an 
AWGN channel and observe the threshold level determined by our algorithm. For 
simplicity and to show the effectiveness of our algorithm, we adopt a symmetrical 




The detector measures the difference between the number of “1”s obtained and the 
number of “1”s expected, the latter fixed at 
2
N
 due to the symmetrical input 
distribution, where N is the length of the training sequence. We then search through all 
normalized threshold levels to find the minimum value of the normalized error count 






= .     (5.8) 
 
















Figure 5.3 – Simulated setting of threshold level for training sequence length 100 
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Figure 5.4 – Simulated setting of threshold level for training sequence length 1000 
 
















Figure 5.5 – Simulated setting of threshold for training sequence length 10000 
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Figure 5.6 – Simulated setting of threshold for training sequence length 100000 
 
We observe that at all SNR levels, the threshold level which minimizes D is 0.5. Also, 
at higher SNR, a larger range of T allows us to obtain values of D which are very close 
to zero. This means that there is a range of values of T that can be chosen such that D 
is made as small as possible, and consequently, the probability of error is made as 
small as possible. For example, as in Figure 5.6, when the SNR is 12dB, values of the 
normalized threshold levels which lie between 0.4 and 0.6 allow for D to be 
sufficiently close to 0, and thus, any threshold level in this range allows for optimum 
detection.  
 
Also, with increasing lengths of the training sequence, we obtain smoother curves, 
which mean that the threshold levels can be set more accurately. However, as 
mentioned earlier, having a training sequence that is too long greatly decreases our 
data rate. In fact, for practical purposes, a training sequence length of about 100 to 
1000 would be appropriate. 
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5.5 Establishing Threshold Level for Arbitrary Pulse Amplitudes 
 
Up to this point, our analysis employed the assumption that the received pulse 
amplitude is unity, and so the optimum normalized threshold which our algorithm 
correctly estimates is 0.5. We extend this to the general case where the pulse 
amplitude A is arbitrary, and within the detectable range of the receiver. Given that the 
receiver has no knowledge of the received pulse strength, it is crucial that our 





To verify the performance of our algorithm under such circumstances, we calculate the 
probabilities of error over all threshold levels when the received pulses which have 
normalized amplitudes ranging from 0 to 2, depending primarily on transmitter-
receiver separation.   
 
For example, if the received pulse amplitude is 1.6, the receiver must be able to 
correctly declare that the optimum threshold level is 0.8, that is, half the amplitude. 
The following figure demonstrates the variation of f  as defined in equation 5.7 with 
T for different values of the received pulse amplitude A, for a given value of SNR. 
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Figure 5.7 – Minimizing |f| at varying pulse amplitudes 
 
We observe that at all the amplitudes we have considered, the theoretical value of the 
optimum threshold, that is, the value of T which minimizes f  is always half the 
value of A. Thus, our method is theoretically applicable for arbitrary values of the 
amplitude. 
 
Lastly, we simulate the transmission of the pulses themselves, subject them to 
corruption by noise according to a fixed SNR, and observe the optimum threshold 
level being declared by the detector by minimizing the value of D as defined in 
equation 5.8 when the amplitude is unknown. We conduct the simulation for training 



















Figure 5.8 – Simulated setting of threshold level for different pulse amplitudes for 
a training sequence of length 1000 
 















Figure 5.9 – Simulated setting of threshold level for different pulse amplitudes for 
a training sequence of length 10000 
 
The values of the threshold level T which minimizes the normalized error count D are 




Table 5.2 – Comparison between actual optimum threshold level and threshold 
levels obtained from simulation 
 
Amplitude Theoretical Threshold Level 
Simulated Threshold Level 
for N = 1000 
Simulated Threshold 
Level for N = 10000 
0.20 0.10 0.097 0.100 
0.50 0.25 0.243 0.253 
1.00 0.50 0.488 0.498 
1.50 0.75 0.741 0.752 
1.80 0.90 0.905 0.896 
 
From the table, we observe the reliability of our algorithm in determining the optimum 
threshold levels. The values obtained in the third column are close to the theoretically 
obtained values in the second column and thus, detection can be conducted very close 
to optimality. In addition, as expected a larger value of the preamble length N results 
in the algorithm producing values of the threshold level closer to the theoretical 
values, as a consequence from the law of large numbers when averaging. With these 















Receiver Structure and 
Performance Analysis 
Having derived a theoretical model of the performance our threshold detector receiver 
and proposing a method to set the optimum threshold level, we proceed with 
addressing the implementation issues of our receiver. Here, device practicality is of 
utmost importance. In particular, the receiver must incorporate the salient aspects of 
the algorithm to perform optimally, yet avoid complicated signal processing 
techniques which could be detrimental to the primary objectives of low complexity 
and low power consumption. We present a receiver architecture incorporating the 
three main stages, namely synchronization, threshold setting and data detection, with 
each stage being described in detail. The performances of our receiver at each stage 






6.1 Receiver Design Overview  
 
In previous chapters, the tools of analysis for our threshold detector based receiver 
were developed. With these, the performances of proposed receiver architectures 
employing a threshold detector can be measured and compared to determine the best 
possible structure for our application. Various considerations must be addressed when 
determining the structure of such a receiver. For example, we need to incorporate a 
synchronization scheme, implement a mechanism to determine the best possible 
threshold level which would result in optimum pulse detection. In addition, various 
parameters associated with the UWB pulse stream have to be determined.  
 
Such parameters include the choice of training sequence and preamble lengths, as well 
as the individual bits which constitute the preamble. Moreover, the structure must 
allow for easy modifications to handle more complicated scenarios, such as multiple 
access and multipath techniques. For the general case of an arbitrary channel, we 
propose a receiver architecture comprising of three main blocks, namely the 
synchronization block, threshold setting block and data recovery block as shown in 
Figure 6.1. 
 




In the rest of this chapter, the primary tasks of each of the three blocks constituting the 
receiver in Figure 6.1 are explained, as are the proposed implementation methods to 




The process of synchronization requires a training sequence. This sequence, which 
precedes the preamble used for threshold setting, consists of consecutive pulses spaced 
at regular intervals. This is aimed to aid the receiver in generating a digital clock 
signal whose rising edges coincide with the peaks of the pulses, in order to accurately 
detect the subsequent data arriving after the training sequence and the preamble. 
Obviously, it is possible that the idle duration between pulses is corrupted by noise, 
interference as well as multipath reflections of the original signal and these may 
adversely affect the results of subsequent detection. This means that the primary task 
of the synchronization block in our receiver is to identify the sections of the hard-
limited digital streams that contain the transmitted pulses while ignoring portions of 
the stream in between these pulses.  
 
To achieve this task, we propose an algorithm which exploits the notion that the 
transmitted pulses do occur at fixed intervals whereas the portions of the waveform 
arising from signal corruption are irregularly spaced in time. Here, we also note that 
although the transmitted pulses are spaced every Tf seconds, some of these pulses 
themselves might be corrupted during transmission over the wireless channel, 
preventing their detection. Suppose the transmitted training sequence consists of K 
consecutive pulses spaced at intervals of Tf seconds. Our algorithm manifests itself in 
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the form of the block diagram shown in Figure 6.2. Of primary interest is the function 
of the clock generator, which forms the heart of the synchronization block. Quite 
simply, the clock generator outputs as many clock signals as there are rising edges of 
the hard-limited signal appearing at its input during a specified duration, which we 
term “search interval”. The workings of this clock generator will be further described 
in detail later in this section. 
 
 
Figure 6.2 – Block diagram of the synchronization block 
We first define the random variable M as the number of times the threshold voltage is 
exceeded in a search interval of duration ts, which begins when the voltage of the 
received signal exceeds the threshold voltage for the first time. In the noiseless case 
for example, when ts = Tf, we observe that M  = 1 because only the single transmitted 
pulse can exceed a sufficiently low threshold voltage. However, in the presence of 
noise for a similar search interval, M can possibly be much larger because noise and 
interference can exceed the threshold voltage as well. 
  
In hardware, we design the clock generator such that it generates M clock signals, each 
with period Tf, but with different phases. The phase of each clock signal is determined 
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by the time instances at which the rising edges of the hard-limited pulse are 
encountered such that each of these M clock signals has its rising edge coinciding with 
the instance the threshold level was exceeded.  
 
For example, when the threshold voltage was exceeded at time t1, regardless of 
whether by a transmitted pulse or noise, the clock generator must output a clock signal 
whose rising edges occur at t1 + kTf, where { }Kk ,...2,1∈  where K is the number of 
pulses for clock synchronization and can be chosen to meet some performance criteria. 
Also, if we only require low data rates, K can be chosen to be larger such that 
synchronization is achieved more accurately.  
 
The clock generator will repeat this throughout the search interval, that is, for each of 
the M instances of the threshold level being triggered, a clock signal is to be generated. 
Subsequently, the receiver will decide on one of these M clock signals as the best 
clock for data detection, that is, the clock whose rising edges coincide with subsequent 
transmitted data. 
 
As shown in Figure 6.2, after generating the M clock signals, the decision on the best 
clock signal is made using a bank of D-latches followed by a bank of counters. In 
order to decide on the best clock signal, all M clocks are individually input to M 
respective D-latches, and the number of “1”s detected at the output of these latches are 
counted. We let the count resulting from clock i be given by ci, where 
{ }Mi ,...,2,1∈ and form the vector c = [c1 c2 … cM] containing all the counts from the 
M counters. The receiver will then select clock  j, as the best clock signal to be used, if 
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∀≥ ij cc { }Mi ,...,2,1∈ . This implies that the clock which results in the latch that 
finds the most number of pulses is chosen as the correct clock signal. 
  
We illustrate the functionality of this structure with the following timing diagrams. 
Suppose that in our example, the noise and interference account for three false 
detections within a search interval of Tf seconds as shown in Figure 6.3. Together with 
the transmitted pulse, which also results in a rising edge in the hard-limited stream, the 
example demonstrates a case when M = 4. That is, in the first Tf seconds after 
detecting a pulse (whether the result of noise or the actual pulse), there are 4 instances 
of pulses being detected by the thresholder. 
 
 
Figure 6.3 – Generation of clock signals by the received pulses and noise 
 
Since M = 4, the receiver must decide which of these 4 pulses correspond to the actual 
transmitted pulse. To do this, the receiver generates 4 clock signals having different 
phases such that each of these corresponds to one of the four pulses received during 
the first Tf seconds. For the four clock signals, their first rising edge coincides with the 
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location of the corresponding pulse, as shown in Figure 6.3. We now observe the 
outputs of the four D-latches and the values of c1, c2, c3 and c4 in Figures 6.4 to 6.7. 
 
  
Figure 6.4 – Latch output for the first clock generated 
 
We observe from Figure 6.4 that the very first pulse received by the receiver is indeed 
not the transmitted pulse and is likely to be either noise or interference, as seen in 
Figure 6.3. Nevertheless, the input clock signal to the clock generator in Figure 6.4 is 
shifted to coincide with this first pulse and out of the 10 subsequent intervals of Tf, the 
clock only latches on to a high voltage of the signal two more times, such that the total 
count is 3. It is therefore unlikely that this clock correctly coincides with the pulses in 
the received pulse stream.  
 
Figure 6.5 on the following page illustrates the same response for the second received 
pulse which generates clock 2. Note that this received pulse is indeed the actual 
transmitted signal and if the clock recovery is correct, the generated clock should 





Figure 6.5 – Latch output for the second clock generated 
 
Out of 10 transmitted pulses in the training sequence, 8 have been detected from the 
output of the latch. The two missing pulses can be accounted for by the inherent error 
probabilities when a pulse is corrupted by the noisy channel in such a way that its 
energy has been lost and undetectable. The corruption is evident in the missing pulses 
from the sixth and ninth pulse frames as shown in Figure 6.5. 
 
Figures 6.6 and 6.7 demonstrate the latch output for clocks 3 and 4 and their counts. 
  
 
Figure 6.6 – Latch output for the third clock generated 
 




From the number of pulses detected at the outputs of the 4 latches, we now have 
  
c = [ ] [ ]22834321 =cccc .     (6.1) 
 
The low values of c3 and c4, in relation to c2 imply that neither Clock 3 nor Clock 4 is 
synchronized with the arrival of pulses. Between the four counter values, c2 is the 
largest and so Clock 2 is rightly chosen as the clock for subsequent data detection. 
Quite simply, our synchronization scheme uses the clock which results in the highest 
counter value, that is, the largest coefficient of the vector c.  
 
We proceed with a computer simulation of pulses for the process of clock 
synchronization. To model the architecture, we divide each pulse frame into 1000 sub 
intervals, for the case when we choose 1000Tp = Tf  in our receiver system. Thus, our 
model assumes that any of the 1000 pulse durations can be corrupted by noise.  
 
We begin each transmitted packet with a stream of pulses, each placed at regular 
intervals of the frame duration Tf. The receiver expects the arrival of pulse at these 
intervals and because the pulse are all “1”s, the threshold can be set at a very low 
level. This is because even when the noise which occurs between pulses do trigger the 
threshold, it is highly unlikely that at subsequent time locations of multiples of Tf later, 
another instance of noise will trigger the threshold. Having a low threshold level 
reduces the probability of error in detection, as given by equation 6.2 below. 


















As a performance measure, we observe the variation of the probability that 
synchronization fails against SNR for different threshold levels as shown in the Figure 
6.8. Note that the search interval used here is Tf. 
































Figure 6.8 – Variation of synchronization error probability with SNR  
 
As expected from equation 6.2, we observe that better synchronization performance 
occurs when the threshold level is lower. We also note that it is extremely important 
for one of the M detected pulse to be the result of a transmitted pulse because if none 
of the M pulses were due to the transmitted pulse, then the entire synchronization 
process fails immediately as all the M clocks are wrong. Having a low threshold level 
reduces the probability of missing this pulse.  
 
At the same time, however, a lower threshold results in an increased likelihood for the 
threshold to be triggered by noise. However, at this stage, the entry of noise into the 
system is bearable due to the decision criteria we employ. More importantly, the need 
to ensure that one of the M clocks is indeed the correct clock cannot be 
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overemphasized, and as such, an enhancement of the synchronization process in 
needed in order to avoid complete synchronization failure.    
 
6.3 Enhancement of the Synchronization Process 
 
The performance of the synchronization algorithm described in the previous section 
relies heavily on the detection of the transmitted pulse during the first Tf seconds of 
receiver operation. As noted, if detection of this first pulse fails, the entire 
synchronization process fails. Consequently, we propose a longer search interval, 
perhaps 2Tf seconds. In this case, the probability of failure due to non-detection of the 
first pulse is squared, thus reduced. This is because such a failure event would require 
the receiver to miss either both transmitted pulses in the first 2Tf  seconds. Detection 
of at least one of these pulses is sufficient to meaningfully proceed to the counting 
stage of the synchronization block. We thus propose a refinement of the algorithm in 
the previous section, in the general sense. 
 
The receiver waits for the first instance when the threshold voltage is exceeded. It then 
waits for nTf seconds, { },...2,1∈n , during which the threshold level is exceeded for  
M – 1 more times. The receiver then operates as before, generating clock signals for 
each of the M instances of the threshold level being exceeded and selects one of these 
as the correct clock signal. We illustrate an example of this scheme for the case when 
n = 2 as in Figure 6.9, that is, a search interval of 2Tf seconds. Here, the threshold level 
is exceeded 5 times during the search interval, and so M = 5, resulting in the 




We observe that among these, Clock 4 in Figure 6.9 has rising edges which correspond 
to the actual transmitted pulses and is thus the correct clock. More importantly, this 
shows that by doubling the search interval to 2Tf, we avoid the errors that could occur 
when the first transmitted pulse is missed. Thus, longer search intervals yield better 
synchronization performances. 
 
Figure 6.9 – Clocks generated in a search interval of 2Tf 
 
A drawback in lengthening the search interval, however is that it results in more noise 
being present in the receiver and thus, more clock signals must be generated by the 
clock generator. This not only increases the complexity in the receiver design 
associated with more clocks being required, but it also presents a larger decision 
problem to the receiver. This is because now, the receiver must choose the correct 




To observe the behavior of the detector when the search interval is lengthened, we 
conduct similar simulations, this time with longer search intervals. The cases when n = 
2 and n = 3 are considered and their results are shown in Figures 6.10 and 6.11 below. 

































Figure 6.10 – Enhanced synchronization performance when search interval is 2Tf 






































We see that in both cases, the performances are improved over that in Figure 6.8 as 
hypothesized. However, as mentioned, because the search intervals are now 2Tf and 
3Tf  for Figures 6.10 and 6.11 respectively, M is inevitably larger. Due to this, a lower 
threshold level does not necessarily result in better performances because the error 
involved in selecting the correct clock signal amongst more clock signals is likely to 
be greater, especially when the threshold level is lower.  
 
Also, comparing Figures 6.10 and 6.11, we observe that the improvement is only very 
slight for n = 3 over n = 2, as compared to the improvement in performance as shown 
by Figure 6.10 over Figure 6.8, that is, of n = 2 over n = 1. From these results, we 
propose that the receiver should be designed such that the search interval is set at 2Tf 
seconds to give the best possible tradeoff between complexity and performance.  
 
6.4 Setting of Voltage Threshold Level  
 
In Chapter 5, we witnessed the importance of setting the best threshold level in order 
to optimally detect the OOK modulated data. We also established from theory and 
simulation that a threshold level of half the pulse amplitude achieves optimum 
detection. However, in real situations, the transmitter-receiver separation, and thus the 
pulse amplitudes are unknown at the receiver. For example, when the pulse amplitude 
is below the preset threshold, no detection can take place. Setting the threshold voltage 
at zero could also result in detection failure as the inherent noise could be large 
enough to cause the occurrences of false alarms, that is, the detection of pulses which 
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are not there. For these reasons, the algorithm proposed in Chapter 5 must be 
implemented. 
 
From Table 5.2 in Chapter 5, we established the optimum threshold levels from a 
computer search employing our algorithm to obtained the smallest value of the 
normalized error count D. However, such an exhaustive search is impossible in the 
implementation of a low complexity receiver device employing no microprocessors. 
The algorithm must thus be manifested in another form. Here, we propose a parallel 
search for the optimum threshold level. The salient characteristics of the algorithm 
pertaining to the estimation of ]ˆ[ XE by means of counting pulses are to remain in this 
parallel search. The only difference is that we restrict the threshold values to perhaps 
8, 16 or 32 discrete values, depending on how accurately we want to establish the 
threshold level. We continue with the use of normalized voltages as these can be later 
converted to mV values in the hardware design process. 
 
Suppose, as in Chapter 5, the received normalized pulse amplitudes are less than 2, 
such that the optimum normalized threshold values in the interval (0,1) can be used, as 
this is justified by the fact that the optimum threshold values are equal to half the pulse 
amplitudes, as shown in Figure 4.7.  
 
Also, suppose that complexity restrictions require us to use no more than d discrete 
threshold levels in our receiver, we divide the received pulse amplitudes into d 











, k = 0,1 ... d – 1, with the coefficient of 2 denoting 
the upper limit of the interval of received pulse amplitudes. The threshold voltages 
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corresponding to each k are given by 
d
k 5.0+
, k = 0,1 ... d – 1, that is half the average 
of the interval limits. For example, if the design allows 8 threshold levels, we obtain 
the intervals for normalized received pulse amplitudes and the corresponding 
normalized optimum threshold voltages as given in Table 6.1. 
 
Table 6.1 – Optimum threshold levels for different pulse amplitudes 
 
 
This means that for example, when a pulse with amplitude 0.8 is received, a threshold 
level of 0.4375, read off from the table, should be used for detection. This is not the 
optimum value of 0.4 required, but because we desire a low complexity structure with 
discrete threshold values, such sub-optimality due to having discrete threshold levels 
must be tolerated. 
 
It is important to note here that while it is in the simplest case that the intervals are 
chosen to be equal, this might not necessarily be the optimal case in practice. In fact, 
Received Pulse Amplitude Range Optimum Threshold Voltages 
0 to 0.25 0.0625 
0.25 to 0.50 0.1875 
0.50 to 0.75 0.3125 
0.75 to 1.00 0.4375 
1.00 to 1.25 0.5625 
1.25 to 1.50 0.6875 
1.50 to 1.75 0.8125 
1.75 to 2.00 0.9375 
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such intervals should be chosen only when the pulse amplitudes are assumed to be 
uniformly distributed over the some interval. In practical cases, however, it is more 
likely that the distribution of the pulse amplitudes is non-uniform, and thus the 
intervals might not be selected to be equal.  
 
For example, suppose that we assume a normal distribution for the random variable 
representing the distance between transmitter and receiver. Such an assumption is 
valid in cases where during usage, the distance between receiver and transmitter 
mainly centres around a mean value.  
 
Consider the case of an ECG patient lying on his bed, wearing the transmitter device 
while the receiver is placed near a computer approximately 2m away. As long as the 
patient stays on his bed, the transmitter-receiver separation lies in the region between 
1.5m and 2.5m with high probability. It could thus be modelled as a normal 
distribution with mean 2m and variance chosen such that the probability that 
separation lies between 1.5m and 2.5m is, say, 0.95 for example. With this, the 
intervals can be chosen such that they are smaller when nearer to the mean and larger 
when further from the mean so that performance is enhanced. 
 
6.5 Parallel Search for the Optimum Voltage Threshold Level 
 
We now present the parallel search architecture to determine the threshold level. Here, 
we adopt the case in which the pulse amplitude is uniform on the interval (0,2] such 
that all intervals are equal and the threshold values are as those in Table 6.1. Also, the 
case being demonstrated here employs 8 possible threshold levels that could be used 
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for detection. The structure is shown in Figure 6.12. In this case, the preamble 
sequence has length N and the number of “1”s and “0”s in the sequence are equal, that 
is, there are N/2 of each symbol. The decision rule for choosing the correct threshold 
level is based on this choice of design parameters. 
  
 
Figure 6.12 – Parallel search algorithm for setting the optimum threshold level 
 
In Figure 6.12, the pulse stream is received directly from the low noise amplifier while 
the clock inputs to all the latches are all obtained from the best clock signal decided 
upon in the synchronization stage. The entire threshold setting process takes place for 
NTf seconds, that is, the threshold setting block of the receiver waits for all N pulse 
frames of the preamble to arrive before deciding on the threshold level. The decision 
stage involves some computations for finding the values of |ci – N/2| and comparing 
them to find the smallest value, and the threshold level associated with the selected 




We observe that our implementation incorporates the important properties of the 
algorithm proposed in Chapter 5 because ultimately, the threshold level which gives 
approximately the same number of “1”s and “0”s at the output is the best threshold 
level. We shall now simulate the performance of the threshold setting block. 
 
6.6 Simulated Performance of the Threshold Setting Block 
 
As a performance measure of the proposed threshold setting architecture, we simulate 
the reception of pulses which have amplitudes that are uniformly distributed in the 
interval (0.5,2]. This is because pulses with amplitudes less than 0.5 are too weak to be 
detected in the presence of noise and those with amplitudes above 2 can well be 
detected with any normalized threshold level. Also, because we assume that the 
transmitter–receiver separation remains constant throughout the entire transmitted 
packet, all pulses are assumed to have the same amplitude and the same threshold 
level can thus be used to detect all pulses within the transmitted packet.  
 
The transmitted pulses in the preamble are thresholded by all eight threshold voltages 
and the threshold setting block decides on the best threshold level. An error is declared 
when the wrong threshold is chosen for a preamble sequence. However, this wrongly 
chosen threshold will still be used to detect subsequent data. We thus simply observe 
the BER performance of such a scheme for different values of the preamble length N 





Note that as explained in the Chapter 4, the results for this best case coincide with 
those for the correlation receiver, and thus, we can use the well known error 
probability expression of the correlation receiver for OOK modulation, given by 
equation 3.10 as a basis for performance comparison. 
   























Figure 6.13 – Performance of the parallel search algorithm to set the threshold 
level for 8 levels and varying preamble lengths 
 
Here, we observe that with 8 possible threshold levels, longer preamble sequences 
give rise to better receiver performance. This is expected because the best threshold 
level can be more accurately determined with longer preambles. However, in the 
design of a real system, having a preamble which is too long will inevitably require 
more overheads which do not carry any information, thus reducing the effective data 
rates. Perhaps a preamble of length 100 performs sufficiently well, without too much 




Although not shown in the above figure due to overwhelmingly high computational 
power required, asymptotically, as the preamble length approaches infinity, we 
intuitively predict that the performance is unable to reach that of the correlation 
receiver. This is due to the relatively large quantization error involved when using 
only 8 threshold levels. 
 
We proceed with the simulation of threshold level setting using more threshold levels. 
Having 16 or even 32 possibilities of the threshold level would reduce the quantization 
error due to the smaller difference in the voltages of adjacent threshold levels. We 
simulate the case when the preamble length N is fixed at 100 and present the results 
for 8,16 and 32 threshold levels. 
           























Figure 6.14 – Performance of the parallel search algorithm to set the threshold  




We observe that as expected, a higher number of threshold levels give rise to the 
receiver performance which approaches the performance of the correlation receiver. It 
is expected that asymptotically, as the number of possible threshold levels approach 
infinity, the performance of the algorithm will meet that of the correlation receiver. 
This is expected because at infinite resolution, quantization error is zero and so, the 
threshold levels can be accurately estimated to be chosen at half the pulse amplitude. 
 
Nevertheless, the practical implementation of the receiver prevents the use of too 
many threshold levels, and to this effect, having 8 or 16 threshold levels can be 
considered to be sufficient to meet the required performance standards. For example, 
as we observe in Figure 6.14, using 16 threshold levels results in a SNR loss of less 
than 1dB to achieve the same error rates as the correlation receiver. 
 
Up to this point, we have proposed a receiver architecture using several parameters 
which are likely to give the best trade off between performance and complexity. 
However, the channel model we have considered here is simply the AWGN channel 
together with the path loss model. In the next chapter, we demonstrate how our 
receiver design can be extended to the case where the wireless channel is modelled as 











The Receiver in a Multipath 
Fading Environment 
The receiver design proposed in the previous chapter is able to function well in theory 
and simulation, yet, for use in a real environment, its performance might be slightly 
degraded due to channel effects. One realistic scenario is that of multipath 
propagation. In UWB, pulse durations are extremely short and this reduces the 
possibility of reflections of the original pulse overlapping in time. As such, the 
multipath reflections arising from pulse propagation in an indoor environment can 
contain useful energy to aid the data detection process. In this chapter, we demonstrate 
how a process involving simple modifications of the receiver structure proposed 
previously chapter can aid us in utilizing multipath components. An analysis of the 






7.1 Multipath Reflections 
 
In Chapter 3, we briefly introduced the multipath channel which, up to now, has not 
been investigated in our receiver design. The Saleh Valenzuela channel, whose 
impulse response given by equation 3.7 is one example of a multipath channel 
involving clusters of multipath reflections and represents a reasonably accurate 
description of the UWB channel. While this channel model appears to be most suited 
to the design of UWB systems, we nevertheless consider the simpler multipath fading 
channel given by equation 3.6. This is because the concepts behind our receiver 
modification would inevitably apply to the Saleh Valenzuela model, albeit with greater 
complexity involved in the receiver design process. 
 
We now demonstrate how the channel impulse response from equation 3.6 is used 
when the number of reflections L is 2. This means that together with the strongest 
pulse, the receiver aims to detect 3 components of the originally transmitted pulse.  
 
The simplified channel impulse response is thus given by 
( ) ( ) ( ) ( ) ( ) ( )2211221100)( τδατδαδτδατδατδα −+−+=−+−+−= ttttttth           (7.1) 
and so, the received signal is given by  
( ) ( ) ( ) ( )tntAptAptAptr +−+−+= 2211)( τατα     (7.2) 
where the strongest component Ap(t) has amplitude A after the LNA stage, the second 
pulse arriving 1τ seconds later has amplitude A1α , the third pulse arriving 2τ seconds 




Since we assume that pulses which arrive later must be weaker and attenuating factors 
do not exceed unity, we have that 10 12 ≤≤≤ αα . We will embark on a receiver 
design for such a case, which can later be extended to more complicated models like 
the Saleh-Valenzuela channel to handle clusters of reflections. From this design, we 
shall propose a decision rule which can be proven to be optimum, demonstrated using 
the analysis of bit error probability. 
 
7.2 Overview of Receiver Design for Multipath Channels  
 
Designed to inherit a structure similar to that shown in Figure 6.1, the multipath 
receiver simply inserts more threshold setting blocks and invokes more operations for 
the data recovery process. In the example we have considered, the receiver attempts to 
detect the strongest three received signal components and thus three threshold setting 
blocks are required. The block diagram of the receiver is shown in Figure 7.1.  
 
Figure 7.1 – Block diagram for the multipath receiver 
 
Instead of generating only one clock signal to be used in the data detection process, the 
synchronization block generates three signals for threshold setting and data recovery. 
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Also, three threshold levels are determined and these are used to recover the 
transmitted information. We shall now examine each constituent block in detail, 
adhering to the example of three multipath components as expressed in equation 7.2. 
  
7.3 Multipath Synchronization 
 
In section 6.2, we observed how the best clock signal was selected by choosing the 
clock corresponding to the greatest coefficient of the vector c as given in equation 6.1. 
Now, because three clock signals are needed, we proceed to choose the clocks 
responsible for the largest three coefficients of the vector c. For a more thorough 
search of synchronizing clocks, it is more useful to increase the length of c, that is, 
increasing the number of possible clock signals which can surface as signals whose 
rising edges correspond to the locations of the multipath pulses. We illustrate this in 
Figure 7.2. 
 





Going by the same principle as in section 6.2, we observe that when each clock signal 
is latched onto the thresholded pulses, Clock 1 latches on to a high voltage of the 
signal a total of 3 out of 10 times. For Clock 2, the logic high voltage is latched on all 
10 occasions out of 10. For Clocks 3, 4 and 5, the high voltages are latched onto 7, 7 
and 4 times respectively, out of 10. 
 
The vector c is thus given by 
c = [ ] [ ]47710354321 =ccccc    (7.3) 
 
The largest three coefficients of c are the second, third and fourth components and so, 
Clocks 2, 3 and 4 are the correct clocks to be used for clock synchronization. These 
three clock signals are fed into both the threshold setting blocks and the data recovery 
block to aid data detection of multipath signals.  
 
We observe that again, the principle of the synchronization process hinges on the fact 
that received pulses, as well as their multipath components occur at regular intervals of 
one pulse frame, and this enables us to distinguish such signals from the additive noise 
components, which generally do not occur at regular intervals. 
 
7.4 Threshold Setting for Multipath Signals 
 
Once the clock signals have been correctly generated from the training sequence, the 
receiver uses the preamble to determine the optimum threshold levels for each 
multipath component. The procedure is the same as that shown in Figure 6.12. For 
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each block, the receiver conducts a parallel search for the optimal voltage threshold 
level. Here, the objective is to set threshold levels at half the amplitude of the 
corresponding multipath component. Also, we have previously shown our algorithm 
can function as desired regardless of the pulse amplitude, as in Figures 5.8 and 5.9, 
and this implies that the threshold setting technique is applicable for multipath 
reflections arriving at different amplitudes.  
 
Thus, the design for this portion of the receiver is exactly the same as that described in 
sections 6.4 and 6.5, with the same algorithms being conducted in each of the 
threshold setting blocks in Figure 7.1. Once this is done, these selected threshold 
levels and the clocks which have been synchronized with multipath pulse locations are 
used for the next stage of the receiver, that is, data detection. 
 
7.5 Data Recovery   
 
The clock synchronization and threshold setting stages help to produce synchronized 
clock signals as well as determine optimum threshold levels. These are input into the 
data recovery stage so that incoming pulses can be thresholded with their determined 
threshold voltages and the resulting waveform is clocked correctly. Figure 7.3 shows 





Figure 7.3 – Block diagram of the data recovery block 
 
The input signals to this stage are shown in Figure 7.4. 
 
 
Figure 7.4 – Input signals to the data recovery block 
 
We observe that when the correct clock is applied to the respective latches, the rising 
edges of the clocks will coincide with the high voltages of the thresholded outputs and 
the values { }1,0∈iX , for { }3,2,1∈i can be determined and processed by the decision 
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making block. In addition, the selected threshold values T1, T2 and T3 are to be fed to 
the decision block as well as they are instrumental in improving the detection 
performance, which we shall see later. 
 
In practice, when designing such a receiver, apart from an increase in receiver 
complexity, there is no limit on the number of multipath reflections which are to be 
detected. However, when the receiver attempts to utilise the information from more 
multipath components, more computational power is demanded by the decision 
making block when implementing the decision rule. We shall illustrate the best 
decision rule for such a receiver attempting to exploit three multipath components, in a 
technique similar to maximum ratio combining of conventional multipath receivers. 
 
7.6 Derivation of Optimum Decision Rule 
 
An optimum decision rule is one which minimizes the probability of error in the data 
detection process. For a symmetric input probability distribution where each data bit is 
equally likely, our detector would perform optimally when the likelihood probabilities 
p(e|1) and p(e|0) are equal. In this section, we will propose a decision rule which 
achieves this, on condition that the threshold levels have been correctly set at half the 
received pulse amplitude. This decision rule makes use of the threshold values as 
weights determining the extent each multipath component should affect the result. 
 
As in equation 7.2, we let A be the amplitude of the strongest pulse and 1α and 2α be the 
attenuation factors for the next two multipath components such that their amplitudes 
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are A1α and A2α , where 10 12 ≤≤≤ αα , as justified in section 7.1. Thus, the energy 
of the three multipath pulses, from strongest to weakest, as approximately 2A , ( )21Aα  
and ( )22 Aα . The collective received energy arising from these reflections of one 
transmitted pulse is given by 
( ) ( ) ( )2221222212 1 αααα ++=++= AAAAET .   (7.4) 
 
Our thresholder functions as an energy collector, and so, we decide on Bit 1 when the 
energy accumulated is larger than half this value, and Bit 0 otherwise. The decision 
rule is thus given as follows: 
Energy collected ⇒>
2
TE decide Bit 1. 
Energy collected ⇒<
2
TE decide Bit 0. 
 
However, due to the absence of correlators to determine the pulse energies, we employ 
the use of the selected threshold values T1, T2 and T3 to provide an approximation of 
the energy collected. This can be done because our threshold setting algorithm allows 
the selected threshold values to be half the pulse amplitudes, that is, 
,
21








AT α=     (7.5) 
 
Thus, when a pulse is thresholded at voltage threshold Ti, its latch output Xi is 1 and 




An approximation to the total energy collected from the three reflections is thus given 
by 















    (7.6) 
where X1, X2 and X3 are found from the latch outputs as shown in Figure 7.3. 
 
The collected energy is then compared to the decision boundary to yield a decision on 
the data bit. The boundary b is given by 





















TTTTTTAAAb ++=++=++= αα   (7.7) 
The decision rule thus simplifies to  
( ) ( ) ( ) ⇒++>++ 232221233222211 222222 TTTTXTXTX Decide Bit “1”  (7.8) 
( ) ( ) ( ) ⇒++<++ 232221233222211 222222 TTTTXTXTX Decide Bit “0” (7.9) 






















11 222 TTTTXTXTX Decide Bit “0”    (7.11) 
implying that the relative values of the three obtained threshold levels T1, T2 and T3 
affect the receiver’s decision on the transmitted bit. We shall consider two cases and 




1 <+ αα  (Weak multipath reflections) 
Here, we have that the attenuation factors 1α  and 2α are small. Thus, most of the 
decision making would rely on the strongest signal. To use the decision rule, we 























































⇒<+ αα  (7.12) 
We proceed with the 8 possible cases for the detected values of X1, X2 and X3 and 
obtain the decision rule for them using equations 7.10 and 7.11, as in Table 7.1. The 










1 TTT ++ . 
 
Table 7.1 – Decision rule in the case when multipath reflections are weak 
 
X1 X2 X3 2X1T12 +2X2T22 +2X3T32 Decision 
0 0 0 0 0 
0 0 1 2T32 0 
0 1 0 2T22 0 
0 1 1 2T22 +2T32 0 
1 0 0 2T12 1 
1 0 1 2T12 +2T32 1 
1 1 0 2T12 +2T22 1 
1 1 1 2T12 +2T22 +2T32 1 
 
 
From the table, we observe that the detected bit depends only on the value of X1. This 
makes sense because 122
2
1 <+ αα  and so the multipath components are relatively 
weak, leaving decision to be based only on the strongest signal. We shall see that this, 
however, is not always the case when stronger multipath components are considered, 








1 >+ αα  (Strong multipath reflections) 
Here, the attenuation factors 1α  and 2α are large such that the multipath components 
are relatively strong, that is, the amplitudes of the multipath pulses are only slightly 
smaller than the strongest pulse. This implies that all pulses contain useful information 
to help detect the received signal more accurately. We present this case in terms of the 





















































⇒>+ αα  (7.13) 
 Again, we use the decision rule in equations 7.10 and 7.11 and present the detected 
data for all 8 possible cases involving X1, X2 and X3 in Table 7.2. As per the previous 










1 TTT ++ . 
 
Table 7.2 – Decision rule in the case when multipath reflections are strong 
 
X1 X2 X3 2X1T12 +2X2T22 +2X3T32 Decision 
0 0 0 0 0 
0 0 1 2T32 0 
0 1 0 2T22 0 
0 1 1 2T22 +2T32 1 
1 0 0 2T12 0 
1 0 1 2T12 +2T32 1 
1 1 0 2T12 +2T22 1 
1 1 1 2T12 +2T22 +2T32 1 
 
 
The only difference between Tables 7.1 and 7.2 is the decision result when  
[ ] [ ]110321 =XXX  and  [ ] [ ]001321 =XXX  
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as this is a direct consequence of having stronger multipath components. Thus in Case 
2, there is a greater likelihood of Bit “1” being transmitted even when the strongest 
received pulse is absent but the two weaker ones are present. 
 
Also, when the strongest pulse is present but the two weaker ones are absent, we 
declare that no pulse is present because when the multipath components are relatively 
strong, failure to detect them presents a strong case for deciding on Bit “0”. 
 
We observe that these decision rules depend on the strength of multipath components, 
as expected. It might appear that the modification of the receiver to accommodate 
multipath components is redundant, as one might argue that the slight change in the 
decision rule and thus, the slight increase in performance does not justify the 
additional receiver complexity.  
 
However, we emphasise that it only appears as such because we are considering the 
simple case of capturing three multipath components, and as a result, the performance 
does not greatly improve. In practice, the number of multipath components might be 
as large as about 10, and the application of our multipath receiver and decision rule to 
capture more reflections can substantially improve performance. This is expected 
because the additional information from more captured multipath reflections will aid 





7.7 Performance Analysis of the Multipath Receiver 
 
We now proceed with an error analysis of the decision rule and show that when the 
threshold is correctly set, the decision rule is optimum. This is done by separately 
finding the conditional error probabilities p(e|1) and p(e|0) and showing them to be 
equal under such a condition. We shall illustrate this only for Case 2 from Section 7.6 
as the analysis for Case 1 proceeds in a similar manner. 
 
We first define the following error probabilities in equations 7.14 to 7.16. Suppose 
when a pulse is transmitted, the receiver expects to obtain three multipath components 
(one direct path component and two reflected pulses).  
 
We denote by ( )1|0
1X
p  the probability that the strongest pulse, which is responsible 
for latch output X1, is not detected by a voltage threshold T1 although a pulse was 
transmitted.  
 
This is explicitly given by 

















erfcATnpTnApXppX       (7.14) 
from equations 4.1 and 4.6 where n is the zero mean Gaussian random variable with 
variance 
2




Similarly, we denote by ( )1|0
2X
p  and ( )1|0
3X
p  the respective probabilities that the 
second and third multipath components (both the reflections) are not detected although 
a pulse was transmitted and these are given by equations 7.15 and 7.16 below. 
 

















erfcATnpTnApXppX ααα   (7.15) 





















The conditional error probability p(e|1) can then be found From Table 7.2, by 
considering the probabilities of obtaining values of X1, X2 and X3 which result in a “0” 
decision being obtained.  
 
We thus have 
( ) ( ) ( ) ( ) ( ) ( ) ( )( )1|011|01|01|01|01|01|
321321 XXXXXX
ppppppep −+=  
( ) ( )( ) ( ) ( )( ) ( ) ( )1|01|01|011|01|011|0
321321 XXXXXX
pppppp −+−+  
 
( ) ( ) ( ) ( ) ( ) ( )1|01|01|01|01|01|0
323121 XXXXXX
pppppp ++=  
( ) ( ) ( )1|01|01|02
321 XXX




Similarly, in equations 7.18 to 7.20 we denote by ( )0|1
1X
p , ( )0|1
2X
p  and ( )0|1
3X
p  the 
probabilities that pulses were correspondingly detected by voltage thresholds T1, T2 





From equation 4.9, these are explicitly given by 
















erfcTnpXppX     (7.18) 
















erfcTnpXppX     (7.19) 
















erfcTnpXppX     (7.20) 
We can then find the conditional error probability of deciding on Bit 1 when in fact, 
no pulse was sent. This is given by 
( ) ( ) ( ) ( ) ( ) ( ) ( )( )0|110|10|10|10|10|10|
321321 XXXXXX
ppppppep −+=  
( ) ( )( ) ( ) ( )( ) ( ) ( )0|10|10|110|10|110|1
321321 XXXXXX
pppppp −+−+  
 
( ) ( ) ( ) ( ) ( ) ( )0|10|10|10|10|10|1
323121 XXXXXX
pppppp ++=  
( ) ( ) ( )0|10|10|12
321 XXX




Now suppose the threshold is set optimally, that is, equation 7.5 holds. Therefore, 
substituting ,
21








AT α= into equations 7.14, 7.15 and 7.16 























































This implies that when the threshold level is set optimally, we have 
( ) ( )0|11|0
11 XX
pp =       (7.25) 
( ) ( )0|11|0
22 XX
pp =       (7.26) 
( ) ( )0|11|0
33 XX
pp =       (7.27) 
and thus, substituting these into equation 7.21 and then comparing with equation 7.17, 
a symmetrical error distribution is obtained, that is 
( ) ( )1|0| epep = .     (7.28) 
 
This minimizes the probability of error and thus proves the optimality of our decision 
rule when the threshold is correctly set.  
 
From these results, we observe that our receiver structure can be slightly modified to 
accommodate multipath signal detection techniques. Although we demonstrated the 
simple case detecting only three multipath components, it is clear that the problem can 
be extended to the case when more multipath signals are detected and exploited. This 
is expected to increase receiver performance because obviously, the receiver can make 
a better informed decision on the data bit when it attempts to make use of the 
information contained in multipath reflections. However, we also observed that this is 












This study has demonstrated that the incorporation of a digital based detection 
technique in a UWB receiver is feasible from a theoretical viewpoint. In this final 
chapter, we present an overview of the entire algorithmic design process as detailed in 
the various chapters of the thesis. Also, we shall describe the various progressive 
measures that have been made throughout the study and their corresponding results in 
general. These relate to the mathematical expressions derived to analyze the behavior 
and performance of the proposed receiver as well as the design of the real system as a 
whole. Lastly, we will highlight some avenues of further investigation that can be 







8.1 Overview of Study 
 
At the outset, we sought to implement a low rate short range wireless system which 
can operate at low power and proposed the UWB technology as a means to achieve 
this effect. Such a system in intended to have applications in the biomedical field, for 
example in the ECG monitoring system described in Chapter 2. Noting the problems 
associated with power hungry high speed samplers of the received signals being used 
in conventional signal processing architectures presented in Chapter 3, we proposed 
the use of a digital UWB architecture based on a threshold detector receiver.  
 
Because a digital UWB architecture does not have any correlation operation, we 
cannot utilize the well known mathematical procedures for performance analysis, in 
Chapter 4, we developed our own mathematical tools and expressions for such a 
purpose. Here, we presented expressions for the bit error probability as a function of 
the normalized voltage threshold and compared our results with the conventional 
correlation receiver which is commonly encountered in digital communications. From 
this, we are able to show that the performance of our detector is able to meet that of 
the conventional correlation and matched filter detectors when the voltage threshold 
level is set correctly. 
 
Realizing the importance of an effective threshold setting mechanism, in Chapter 5, 
we developed an algorithm to achieve this, and verified the ability of the algorithm 
from a statistical perspective. In addition, we also demonstrated the accuracy of the 
algorithm even when the input probability distribution is not symmetric. We also 
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conducted simulations of the proposed algorithm and confirmed its effectiveness 
through the presented results. 
 
In Chapter 6, we presented the design for the receiver incorporating not only the 
salient aspects of the algorithm proposed in Chapter 5, but also those pertaining to 
issues of synchronization and data detection. An elaborate system of the 
implementable receiver was proposed, and its performances with regards to 
synchronization, threshold setting and data detection were presented and analyzed. 
 
We then extended the architecture to one which is able to exploit signals which have 
been subjected to multipath propagation in Chapter 7, and showed that such a task 
requires only very slight modification of our originally proposed receiver with regards 
to synchronization and data detection. With multipath components, we demonstrated 
how another decision rule utilizing the information from multipath pulses can be used, 
and showed that such a decision rule helps reduce the probability of error in detection. 
 
8.2 Future Research and Development 
 
The model we have used in our design and analysis is based on a simple AWGN 
channel as well as the multipath fading channel. This helped to lay down the 
fundamentals of analysis, and it is expected that the design of the proposed receiver 
can be extended to the case of the Saleh Valenzuela channel, which is a far more 
realistic model of UWB propagation. The same techniques used in Chapter 7 can be 




Additionally, our analysis was based on only a first order Gaussian pulse. In the actual 
implementation, the designer might consider other pulse shapes, perhaps shapes which 
the threshold detector responds to in a more sensitive manner. The choice of pulse 
shape is an important aspect of UWB system design and with the receiver architecture 
we have proposed, some pulse shapes might be able to outperform others in the actual 
implementation. In a similar manner, other modulation and coding schemes can be 
used as well, as these have the potential to enhance receiver performance. 
 
Our algorithm has intended for the use of a variable thresholding voltage to yield the 
required receiver performances. One avenue of investigation is to use an automatic 
gain controller in place of a variable threshold voltage. Here, the pulse amplitude can 
be adjusted with this controller and the same analysis can be undertaken, where the 
controller obtains feedback from the detected pulses in order to adjust itself to achieve 
optimality. The potential benefits of such a modification include a reduction in the 
receiver complexity as well as a reduction in the overall receiver power consumption. 
 
One of the major possibilities this study can be extended to is the case of multiple 
access. We have developed a versatile system in which the well known multiple access 
techniques such as CDMA and TDMA can be incorporated. Such a study is extremely 
relevant as we would desire a wireless receiver to be communicating with several 
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The programs used to generate the analytical and simulation results shown throughout 
the thesis are given in the following sections. The parameters at the beginning of these 








% This program plots the analytical performances of the correlation  







SNRdB = 0:0.1:16; 
SNR = 10.^(SNRdB/10); 
 
analook = 0.5*erfc(sqrt(SNR/2)); 
analpsk = 0.5*erfc(sqrt(SNR)); 
 
semilogy(SNRdB,analook,SNRdB,analpsk), 
axis([0 16 1e-8 1]),grid 
legend('OOK Modulation','BPSK Modulation') 
xlabel('SNR(dB)'),ylabel('Bit error probability') 






















% This program plots the analytical bit error rates of our Digital  
% UWB receiver and compares them with those of the correlation  
% receiver for several values of the normalized threshold level. The  
% conditional error probabilities p(e|1), p(e|0) as well as p(e) are  







Eb = 0.5; 
E1 = 2*Eb; 
 
SNRdB = 0:0.5:30; 
SNR = 10.^(SNRdB/10); 
No = Eb./SNR; 
 
T = [0.1 0.3 0.5 0.7 0.9]; 
 
for n = 1:length(T) 
   
    p1(n,:) = 0.5*erfc((sqrt(E1)-T(n))./sqrt(No)); 
    p0(n,:) = 0.5*erfc(T(n)./sqrt(No)); 
       
end 
 
pe = 0.5*p1 + 0.5*p0; 






legend('Threshold = 0.1','Threshold = 0.3','Threshold = 
0.5','Threshold = 0.7','Threshold = 0.9','Correlator Receiver OOK 
Modulation') 
axis([0 30 1e-6 1]),xlabel('SNR(dB)'),ylabel('Bit error probability') 





legend('Threshold = 0.1','Threshold = 0.3','Threshold = 
0.5','Threshold = 0.7','Threshold = 0.9','Correlator Receiver OOK 
Modulation') 
axis([0 30 1e-6 1]),xlabel('SNR(dB)'),ylabel('Bit error probability') 





legend('Threshold = 0.1','Threshold = 0.3','Threshold = 
0.5','Threshold = 0.7','Threshold = 0.9','Correlator Receiver OOK 
Modulation') 
axis([0 30 1e-6 1]),xlabel('SNR(dB)'),ylabel('Bit error probability') 






% This program shows the variation of the analytical bit error rate  
% across all values of the normalized threshold level, for certain  
% values of SNR. Here, the probabilities of Bit 1 and Bit 0 are  







SNRdB = [0 2 4 6 8 10 12]; 
SNR = 10.^(SNRdB/10); 
 
p = 0.5; 
E1 = 1; 
Eb = 0.5*E1; 
 
No = Eb./SNR; 
 
T = 0:0.001:1; 
 
for n=1:length(T) 
     
    p1(n,:) = 0.5*erfc((sqrt(E1)-T(n))./sqrt(No)); 




pe = p*p1 + (1-p)*p0; 
 
[a1 b1] = min(pe(:,1)); 
[a2 b2] = min(pe(:,2)); 
[a3 b3] = min(pe(:,3)); 
[a4 b4] = min(pe(:,4)); 
[a5 b5] = min(pe(:,5)); 
[a6 b6] = min(pe(:,6)); 
[a7 b7] = min(pe(:,7)); 
 
a = [a1 a2 a3 a4 a5 a6 a7]; 
b = [b1 b2 b3 b4 b5 b6 b7]; 
 




legend('SNR = 0dB','SNR = 2dB','SNR = 4dB','SNR = 6dB','SNR = 
8dB','SNR = 10dB','SNR = 12dB') 
xlabel('Normalized Threshold Level'),ylabel('Bit Error Probability') 













% This program shows the variation of the analytical bit error rate  
% across all values of the normalized threshold level, for a fixed  
% value of SNR. However, we vary the probabilities of transmitting  







SNRdB = 10; 
SNR = 10^(SNRdB/10); 
 
p = [0.3 0.4 0.5 0.6 0.7]; 
E1 = 1; 
Eb = 0.5*E1; 
No = Eb./SNR; 
 
T = 0:0.001:1; 
 
for n = 1:length(T) 
     
    p1(n) = 0.5*erfc((sqrt(E1)-T(n))/sqrt(No)); 
    p0(n) = 0.5*erfc(T(n)/sqrt(No)); 
end 
 
for n2 = 1:length(p) 





legend('p(1) = 0.3','p(1) = 0.4','p(1) = 0.5','p(1) = 0.6','p(1) = 
0.7') 
xlabel('Normalized Threshold Level'),ylabel('Bit Error Probability') 
title('Theoretical Detector Performance at No = -10dB') 


























% This program shows the variation of the analytical bit error rate  
% across all values of the normalized threshold level, for a fixed  
% fixed but asymmetrical input probability distribution, that is the  
% probability of Bit 1 being transmitted is 0.6 and the probability  
% of Bit 0 being transmitted is 0.4. The performances at various SNR  







SNRdB = [2 4 6 8 10 12]; 
SNR = 10.^(SNRdB/10); 
p = 0.6; 
E1 = 1; 
Eb = 0.5*E1; 
No = Eb./SNR; 
 
T = 0:0.00005:1; 
 
for n = 1:length(T) 
    p1(n,:) = 0.5*erfc((sqrt(E1)-T(n))./sqrt(No)); 
    p0(n,:) = 0.5*erfc(T(n)./sqrt(No)); 
end 
 
pe = p*p1 + (1-p)*p0; 
 
[a1 b1] = min(pe(:,1)); 
[a2 b2] = min(pe(:,2)); 
[a3 b3] = min(pe(:,3)); 
[a4 b4] = min(pe(:,4)); 
[a5 b5] = min(pe(:,5)); 
[a6 b6] = min(pe(:,6)); 
 
a = [a1 a2 a3 a4 a5 a6]; 
b = [b1 b2 b3 b4 b5 b6]; 




legend('SNR = 2dB','SNR = 4dB','SNR = 6dB','SNR = 8dB','SNR = 
10dB','SNR = 12dB') 
xlabel('Normalized Threshold Level'),ylabel('Bit Error Probability') 





















% This program shows how the function |f| can be evaluated over all  
% possible values of the normalized threshold level to determine the  
% level at which |f| is minimized. The expression for |f| is found in  
% Section 5.3, as are the results in Figure 5.1. Note that a  







SNRdB = [2 4 6 8 10 12]; 
SNR = 10.^(SNRdB/10); 
p = 0.5; 
E1 = 1; 
Eb = 0.5*E1; 
No = Eb./SNR; 
 
T = 0:0.00005:1; 
 
for n = 1:length(T) 
 
    p1(n,:) = 0.5*erfc((sqrt(E1)-T(n))./sqrt(No)); 




pe = p*p1 - (1-p)*p0; 
pe = abs(pe); 
 
semilogy(T,pe(:,1),T,pe(:,2),T,pe(:,3),T,pe(:,4),T,pe(:,5),T,pe(:,6)) 
legend('SNR = 2dB','SNR = 4dB','SNR = 6dB','SNR = 8dB','SNR = 
10dB','SNR = 12dB') 
xlabel('Normalized Threshold Level'), ylabel('|f|') 
























% This program shows how the function |f| can be evaluated over all  
% possible values of the normalized threshold level to determine the  
% level at which |f| is minimized. The expression for |f| is found in  
% Section 5.3, as are the results in Figure 5.2. However, note that  
% the probability of transmitting bit 1 is 0.6 and that of bit 0 is  







SNRdB = [2 4 6 8 10 12]; 
SNR = 10.^(SNRdB/10); 
p = 0.6; 
E1 = 1; 
Eb = 0.5*E1; 
No = Eb./SNR; 
 
T = 0:0.00005:1; 
 
for n = 1:length(T) 
    p1(n,:) = 0.5*erfc((sqrt(E1)-T(n))./sqrt(No)); 
    p0(n,:) = 0.5*erfc(T(n)./sqrt(No)); 
end 
 
pe = p*p1 - (1-p)*p0; 
pe = abs(pe); 
 
semilogy(T,pe(:,1),T,pe(:,2),T,pe(:,3),T,pe(:,4),T,pe(:,5),T,pe(:,6)) 
legend('SNR = 2dB','SNR = 4dB','SNR = 6dB','SNR = 8dB','SNR = 
10dB','SNR = 12dB') 
xlabel('Normalized Threshold Level'),ylabel('|f|') 





























% This program shows how the simulated variation of the difference  
% between the average number of pulses transmitted and received when  
% using our threshold setting algorithm. The number of pulse frames N 
% can be changed to larger values for greater accuracy, but at the  
% expense of computational power. The results for N = 100, 1000,  







SNRdB = [2 4 6 8 10 12]; 
SNR = 10.^(SNRdB/10); 
p = 0.5; 
E1 = 1; 
Eb = 0.5*E1; 
No = Eb./SNR; 
 
T = 0:0.02:1; 
N = 1000; 
Tx = zeros(1,N); 
 
while sum(Tx)~=N*p 
    Position = ceil(N*rand); 
    Tx(Position)=1; 
end 
 
for n1 = 1:length(T) 
    for n2 = 1:length(SNR) 
        for n3 = 1:N 
            a(n1,n2,n3) = Tx(n3)*(rand>0.5*erfc((sqrt(E1)-
T(n1))/sqrt(No(n2)))); 
            b(n1,n2,n3) = (1-
Tx(n3))*(rand<0.5*erfc(T(n1)/sqrt(No(n2)))); 
        end 
    end 
end 
 
Rx = a + b; 
 
for n4 = 1:length(T) 
    for n5 = 1:length(SNR) 
        Ex(n4,n5) = sum(Rx(n4,n5,:)); 
    end 
end 
 
count = abs(N*p - Ex); 
D = count/N; 
 
plot(T,D(:,1),T,D(:,2),T,D(:,3),T,D(:,4),T,D(:,5),T,D(:,6)) 
legend('SNR = 2dB','SNR = 4dB','SNR = 6dB','SNR = 8dB','SNR = 
10dB','SNR = 12dB') 
xlabel('Normalized Threshold Level'),ylabel('D') 
axis([0 1 0 0.25]) 







% This program shows how |f| varies theoretically with the threshold  
% level when pulses with different amplitudes are received at the  
% receiver. We demonstrate that |f| can be minimized when the  







SNRdB = 6; 
SNR = 10^(SNRdB/10); 
p = 0.5; 
A = [0.2 0.5 1 1.5 1.8]; 
E1 = A.*A; 
Eb = 0.5*E1; 
No = Eb/SNR; 
 
T = 0:0.0001:1; 
 
for n = 1:length(T) 
    p1(n,:) = 0.5*erfc((sqrt(E1)-T(n))./sqrt(No)); 
    p0(n,:) = 0.5*erfc(T(n)./sqrt(No)); 
end 
 
pe = abs(p*p1 - (1-p)*p0); 
 
semilogy(T,pe(:,1),T,pe(:,2),T,pe(:,3),T,pe(:,4),T,pe(:,5)) 
legend('A = 0.2','A = 0.5','A = 1.0','A = 1.5','A = 1.8') 
xlabel('Threshold Level'), ylabel('|f|') 
































% This program shows the simulated variation of D when we attempt to  
% set the threshold level for pulses arriving with different  
% amplitudes. The parameter N can be varied for different preamble  
% lengths. We present in Figures 5.8 and 5.9 the cases when N = 1000  







SNRdB = 4; 
SNR = 10^(SNRdB/10); 
p = 0.5; 
A = [0.2 0.5 1 1.5 1.8]; 
E1 = A.*A; 
Eb = 0.5*E1; 
No = Eb/SNR; 
 
T = 0:0.0005:1; 
 
N = 1000; 
Tx = zeros(1,N); 
 
while sum(Tx)~=N*p 
    Position = ceil(N*rand); 
    Tx(Position)=1; 
end 
 
for n1 = 1:length(T) 
    for n2 = 1:length(E1) 
        for n3 = 1:N 
            a(n1,n2,n3) = Tx(n3)*(rand>0.5*erfc((sqrt(E1(n2))-
T(n1))./sqrt(No(n2)))); 
            b(n1,n2,n3) = (1-
Tx(n3))*(rand<0.5*erfc(T(n1)/sqrt(No(n2)))); 
        end 
    end 
end 
 
Rx = a + b; 
 
for n4 = 1:length(T) 
    for n5 = 1:length(E1) 
        Ex(n4,n5) = sum(Rx(n4,n5,:)); 
    end 
end 
 
count = abs(N*p - Ex); 
D = count/N; 
 
plot(T,D(:,1),T,D(:,2),T,D(:,3),T,D(:,4),T,D(:,5)) 
legend('A = 0.2','A = 0.5','A = 1.0','A = 1.5','A = 1.8') 
xlabel('Threshold Level'),ylabel('D'),axis([0 1 0 0.25]) 
title('Variation of D for p1 = p0 = 0.5 at Different Amplitudes when 










% This program simulates the synchronization performance described in 
% section 6.2, showing the variation of the synchronization error  






NoOfAttempts = 100000; 
SNRdB = 0:2:20; 
SNR = 10.^(SNRdB/10); 
E1 = 1; 
A = 1; 
Eb = 0.5*E1; 
No = Eb./SNR; 
T = [0.1 0.2 0.3 0.4 0.5]; 
K = 10; 
 
for n0 = 1:length(T) 
    for n1 = 1:length(SNR) 
        n0*n1 
        pe0 = 0.5*erfc(T(n0)/sqrt(No(n1))); 
        pe1 = 0.5*erfc((A-T(n0))/sqrt(No(n1))); 
        for n2 = 1:NoOfAttempts 
            for n3 = 1:1000 
                First(n3) = rand<pe0; 
            end 
            m = sum(First);            
            if (rand<pe1)  
                error(n2) = 1; 
            elseif m == 0  
                error(n2) = 0;             
            elseif m == 1  
                error(n2) = sum(rand(K,1)<pe0)>sum(rand(K,1)>pe1); 
            else  
                error(n2) = 
max(sum(rand(K,m)<pe0))>sum(rand(K,1)>pe1); 
            end 
        end 
        Perror(n0,n1) = sum(error)/NoOfAttempts; 





legend('T = 0.1','T = 0.2','T = 0.3','T = 0.4','T = 0.5') 
xlabel('SNR(dB)'),ylabel('p(Synchronization Error)'),axis([0 20 1e-4 
1]),grid 











% This program simulates the enhanced synchronization performance  
% described in section 6.3, showing the variation of the  
% synchronization error rate with SNR. The results are shown in  







NoOfAttempts = 1000; 
SNRdB = 0:2:20; 
SNR = 10.^(SNRdB/10); 
E1 = 1; 
A = 1; 
Eb = 0.5*E1; 
No = Eb./SNR; 
 
T = [0.1 0.2 0.3 0.4 0.5]; 
K = 10; 
 
for n0 = 1:length(T) 
 
    for n1 = 1:length(SNR) 
 
        pe0 = 0.5*erfc(T(n0)/sqrt(No(n1))); 
        pe1 = 0.5*erfc((A-T(n0))/sqrt(No(n1))); 
 
        for n2 = 1:NoOfAttempts 
 
            for n3 = 1:2000 
                First(n3) = rand<pe0; 
            end 
 
            m = sum(First);            
 
            if (rand<pe1 & rand<pe1)  
                error(n2) = 1; 
            elseif m == 0  
                error(n2) = 0;             
            elseif m == 1  
                error(n2) = sum(rand(K,1)<pe0)>sum(rand(K,1)>pe1); 
            else  
                error(n2) = 
max(sum(rand(K,m)<pe0))>sum(rand(K,1)>pe1); 
            end 
        end 
 
        Perror(n0,n1) = sum(error)/NoOfAttempts; 





legend('T = 0.1','T = 0.2','T = 0.3','T = 0.4','T = 0.5') 
xlabel('SNR(dB)'),ylabel('p(Synchronization Error)'), 
axis([0 20 1e-4 1]),grid 





% This program simulates the performance of the parallel search  
% threshold setting algorithm for different preamble lengths, as in  
% Figure 6.13. The program uses a subroutine “FindMin.m” which is  







N = 100; 
NoOfAttempts = 100; 
SNRdB = 0:1:16; 
SNR = 10.^(SNRdB/10); 
 
NoOfThresholds = 8; 
 
pError = zeros(NoOfAttempts,length(SNR)); 
 
for n0 = 1:length(SNRdB) 
 
    for n1 = 1:NoOfAttempts 
        A = 1.5*rand + 0.5; 
        No = (A*A)/(2*SNR(n0)); 
 
        for n2 = 1:NoOfThresholds 
            Thres = (n2-0.5)/NoOfThresholds; 
 
            for n3 = 1:N/2 
                Output(n3,n2) = rand > 0.5*erfc((A-Thres)/sqrt(No)); 
            end 
 
            for n3 = (N/2+1):N 
                Output(n3,n2) = rand < 0.5*erfc(Thres/sqrt(No)); 
            end 
 
        end 
 
        C = abs(sum(Output)-N/2); 
        Selected = FindMin(C); 
 
        T = (Selected - 0.5)/NoOfThresholds; 
        pError(n1,n0) = 0.25*erfc((A-T)/sqrt(No)) + 
0.25*erfc(T/sqrt(No)); 
 




P = sum(pError)/NoOfAttempts; 
analook = 0.5*erfc(sqrt(SNR/2)); 
semilogy(SNRdB,P,SNRdB,analook),axis([0 16 1e-5 1]),grid 
legend('N = 100','Correlator Receiver') 
xlabel('SNR(dB)'),ylabel('Bit error probability'),title('Error 








% This is the subroutine FindMin.m which finds an approximation of  
% the the minimum point when the function x is graphed against the  




function Minimum = FindMin(x) 
 
L = length(x); 
 
if length(nonzeros(x))==L 
    [k M] = min(x); 
     
else Positions = zeros(1,L); 
     
    for m1 = 1:L 
        if x(m1)==0 
            Positions(m1) = m1; 
        end 
    end 
     
    Positions = nonzeros(Positions); 
    M = sum(Positions)/length(Positions); 
     
    if floor(M)~=M 
        M = M + round(rand)-0.5; 
    end   
      
end 
 
































% This program simulates the performance of the parallel search  
% threshold setting algorithm for different number of threshold  





N = 100; 
NoOfAttempts = 100; 
SNRdB = 0:1:16; 
SNR = 10.^(SNRdB/10); 
NoOfThresholds = [8 16 32]; 
 
for n = 1:length(NoOfThresholds) 
    TotalThres = NoOfThresholds(n); 
    pError = zeros(NoOfAttempts,length(SNR)); 
 
    for n0 = 1:length(SNRdB) 
 
        for n1 = 1:NoOfAttempts 
            A = 1.5*rand + 0.5; 
            No = (A*A)/(2*SNR(n0)); 
 
            for n2 = 1:TotalThres 
                Thres = (n2-0.5)/TotalThres; 
 
                for n3 = 1:N/2 
                  Output(n3,n2) = rand > 0.5*erfc((A-
Thres)/sqrt(No)); 
                end 
         
                for n3 = (N/2+1):N 
                  Output(n3,n2) = rand < 0.5*erfc(Thres/sqrt(No)); 
                end 
            end 
 
            C = abs(sum(Output)-N/2); 
            Selected = FindMin(C); 
            T = (Selected - 0.5)/TotalThres; 
            pError(n1,n0) = 0.25*erfc((A-T)/sqrt(No)) + 
0.25*erfc(T/sqrt(No)); 
 
        end       
    end 
    P(:,n) = sum(pError)/NoOfAttempts; 
end 
 
analook = 0.5*erfc(sqrt(SNR/2)); 
semilogy(SNRdB,P(:,1),SNRdB,P(:,2),SNRdB,P(:,3),SNRdB,analook), 
axis([0 16 1e-5 1]),grid 
legend('8 Threshold Levels','16 Threshold Levels','32 Threshold 
Levels','Correlator Receiver') 
xlabel('SNR(dB)'),ylabel('Bit error probability') 
title('Error Performance of Threshold Setting Algorithm at Different 
Number of Threshold Levels') 
 
 
 
 
