Research has shown that the sensitivity to second-order modulations of carrier contrast is lower than that to first-order luminance modulations stimuli. We sought to compare the efficiency of processing first-and second-order information. Employing a phase-discrimination paradigm we found that when humans were given sufficient a priori information of signal parameters they detected both luminance and contrast modulations of 0.6 and 2 c/deg by a phase-sensitive algorithm. The overall detection efficiency for second-order patterns, however, was lower that that for first-order stimuli. To study the factors which limit the efficiency of firstand second-order vision, we measured detection performance for luminance and contrast modulations of 0.6 and 2 c/deg embedded in Gaussian noise. The results showed that the detection of second-order patterns had lower sampling efficiency and higher additive internal noise as compared to the detection of first-order stimuli. Classification images for detecting contrast modulations of 2 c/deg resembled the side-band component of the contrast modulations which suggests that human observers may detect contrast modulations of a sinusoidal carrier using first-order luminance channels. The lower sensitivity of the mechanism detecting second-order patterns might be due to higher levels of additive internal noise and lower sampling efficiency than those of the mechanism analysing first-order patterns.
Introduction
In everyday experience, the visual system is exposed to a stream of information that is likely to be incomplete and noisy. Our ability to extract information from these incomplete and noisy sensory messages is limited by various factors: the level of internal noise due to randomness of neural activity, the sampling efficiency with which humans use the available stimulus information, signal parameter uncertainty effects, and non-linear operations in the visual system (for review see Burgess, 1990) . Efficiency can be characterised by measuring human performance and comparing it to the best possible performance of an ideal observer (Tanner & Birdsall, 1958) . This approach has been used successfully to understand the sources of inefficiency of human performance in the detection of visual objects defined by a pattern of luminance in space and time (Barlow, 1978; Eckstein, Ahumada, & Watson, 1997; Legge, Kersten, & Burgess, 1987; Lu & Dosher, 1999; Pelli, 1990; Simpson, Falkenberg, & Manahilov, 2003) .
We know little, however, about performance efficiency in the detection of visual objects which are defined by second-order modulations of carrier contrast. Contrast modulations can be produced if a sine grating, referred to as the carrier, is multiplied by another sine grating of the same orientation but much lower spatial frequency. This results in a grating of the carrier spatial frequency whose contrast is modulated sinusoidally at the modulating spatial frequency. Second-order information usually occurs in combination with first-order luminance information. In some natural situations, however, such as shadows handling transparency, second-order information is particularly useful (Daugman & Downing, 1995) .
The main difference between processing of these two types of information is that the modulation sensitivity to second-order patterns is lower than the contrast sensitivity to first-order stimuli (Manahilov, Calvert, & Simpson, 2003; Schofield & Georgeson, 1999 , 2000 . The modulation depths of both patterns, however, are not identical quantities as they are defined by different algorithms. For example, the signal amplitude of contrast modulations depends on the carrier contrast level. Here we compared the efficiencies of first-and second-order vision and studied the factors that underlie performance for detecting luminance and contrast modulations.
The ideal observer uses all the available a priori information of the image and makes a decision based on the most probable hypothesis (Green & Swets, 1974) . When a signal is embedded in Gaussian white noise with zero mean and the ideal observer knows the form of the expected signal exactly, the most efficient strategy is cross-correlation of the received stimulus with a template which is a copy of the signal. Burgess and Ghandeharian (1984) showed that when humans were given sufficient a priori information of signal parameters, their performance for detecting luminance signals exceeded that of the less efficient energy detector and was consistent with a cross-correlation strategy. We do not know whether human performance for detection of contrast modulations is also based on such a cross-correlation algorithm or whether it uses a less-efficient energy algorithm. We employed a phase-discrimination paradigm (Burgess & Ghandeharian, 1984) to test these two possibilities.
Sampling efficiency and internal noise of a real observer can be estimated using the equivalent input noise approach which is based on measuring how the signal contrast energy required for an observer to maintain a given performance level depends on the amount of external visual noise added to the signal (Nagaraja, 1964; Pelli, 1990) . We estimated the internal noise and sampling efficiency of the first-and second-order pathways by using the equivalent input noise approach in conjunction with models developed by Lu and Dosher (1999) and Eckstein et al. (1997) . To determine the relevant stimulus features used by human observers in the detection of contrast modulations, we estimated the response classification images to second-order patterns using the response classification technique (for a review see Ahumada, 2002) .
Methods

Apparatus and stimuli
The stimuli were generated by a Pentium 3 computer on a 19 0 0 RGB monitor at a screen resolution of 640 · 480 pixels and a frame rate of 120 Hz. The stimuli were displayed using a 256-colour look-up table and a 12-bit grey-scale resolution obtained by a video summation device according to Pelli and Zhang (1991) . The mean luminance was 30 cd/m 2 . The monitorÕs gamma non-linearity was linearized carefully and the calibration was verified every few weeks. The stimuli were displayed in two fields (1.5 · 1.5 deg), presented above and below a central dark fixation point and separated vertically by 1 deg. The contrast of the patterns in the lower and upper edges of each field was damped by a cosine function (half-period of 1 deg) in order to reduce the effects of spatial transients at the stimulus edges. The viewing distance was 2 m.
We used luminance and contrast modulations of 0.6 and 2 c/deg. Fig. 1 illustrates stimuli of 2 c/deg: (1) a pedestal-a 3-cycle vertical sinusoidal grating (Fig.  1a) , (2) a signal-a 1-cycle vertical sinusoidal grating having different phase shifts (h) relative to the pedestal ( (Fig.  1e) . First-order modulations were generated by summation of the pedestal, the signal and the high-frequency component ( Fig. 1f-h ). The high-frequency component and the pedestal were presented in the whole stimulation field, while the 1-cycle signal was shown in the central part of the stimulation field ( Fig. 1-grey bar) . The luminance profile of the first-order stimulus in the central 0.5 deg part of the stimulation field was Iðx; yÞ
where I 0 is mean luminance, C and f c are the contrast and spatial frequency of the high-frequency grating, M and P are the contrasts of the signal and pedestal and f m is the spatial frequency of both signal and pedestal. Contrast modulations consisted of a carrier (the highfrequency component) whose contrast was modulated by the sum of the pedestal and the signal (Fig. 1i-k) . The luminance profile of the second-order stimulus in the central 0.5 deg part of the stimulation field was
The term C sin (2pxf c ) represents the carrier and the term C sin (2pxf c )[Msin (2pxf m + h) + P sin (2pxf m )] denotes the side-band component which comprises two sinusoids with frequencies close to that of the carrier. In the case of patterns of 0.6 c/deg, the width of both the pedestal and signal was 1 cycle. The stimuli were embedded in static 2D Gaussian white noise whose Gaussian distribution was clipped at 2.5 standard deviations. Two types of noise were used: different-in each trial, different noise samples were displayed in both stimulation fields and fixed-in all trials of an experimental session, a single noise sample was shown in the upper and lower fields. The noise pixel size was 2.6 · 2.6 min arc.
Procedures
In preliminary experiments, detection thresholds were measured using a staircase method and a spatial two-alternative forced-choice (2AFC) procedure (for details see Manahilov et al., 2003) designed to determine 79% correct responses (Levitt, 1971) . The stimuli contained only a signal without a pedestal (P = 0). First-and second-order stimuli were used in different sessions. In each trial, different noise samples of 9.5 ldeg 2 density were shown in each stimulation field. 0.5 s after the trial onset, two stimuli of 1 s duration were added to the noise samples. One of the stimuli contained a signal; the other one had no signal. The observerÕs task was to identify the field that contained the signal by pressing one of two buttons.
In Experiments 1 and 2, we used the 2AFC procedure to measure the percentage of correct responses. This score (P c ) was transformed into the detectability index (d 0 ) by using the relation d 0 = 2 1/2 z (P c ), where z is the inverse of the normal distribution function (Macmillan & Creelman, 1991, pp. 121-126) . For each condition, at least 300 trials were collected in three experimental sessions.
Response classification technique
We estimated classification images for detecting luminance signals and contrast modulations of a sinusoidal carrier. In 2 AFC experiments, both fields contained a 10-c/deg grating of 0.3 contrast. In the case of first-order patterns, the signal was a 1-cycle vertical grating of 2 c/deg which was added randomly to one of the stimulation fields. In the case of second-order patterns, the contrast of one randomly selected field was modulated by a 1-cycle grating of 2 c/deg. In both conditions, Gaussian one-dimensional (vertical) white noise samples were added to the stimulation fields. The horizontal size of each noise element was equal to the screen pixel size (0.88 min of arc). The noise standard deviation was 0.15. The modulation-depth level of the first-order patterns was 0.063 and that of the second-order patterns were 0.79. Under these conditions, the observersÕ proportion of correct responses was within the range of 0.74-0.80.
One-dimensional classification images (K) were calculated using the method developed by Abbey and Eckstein (2002) for a 2AFC task:
where n t is the number of trials, o j is the observer score for the jth trial (if the observer correctly identified the signal-present image o = 1 and if the observer made an incorrect choice o = 0), n þ j and n À j are the signal-present and signal-absent images for the jth trial, respectively andP c ¼ 1 n P n j¼1 o j is the proportion of correct responses. Each classification image was based on 1200 trials obtained in two sessions. The classification images were spatially smoothed by a 5 point convolution kernel.
Statistical analysis
The goodness of the fit of model predictions to the data was estimated by an R 2 statistic which is the proportion of the variance accounted for by the fit, adjusted by the number of free parameters (Judd & McClelland, 1989) . The R 2 value was calculated as follows:
where a i represents the observed data values, a i est denotes the model calculations, k is the number of free parameters, n is the number of data points and a ave is the mean value of the experimental data.
Observers
Three observers took part in the experiment: two of the authors (JC and VM) and another observer (MF) who was not aware of the purpose of the experiments. All observers had normal or corrected-to-normal visual acuity and viewed the screen binocularly with natural pupils.
Results
Experiment 1
Burgess and Ghandeharian (1984) showed that when humans were given sufficient a priori information of signal parameters, their performance for detecting luminance signals is based on a cross-correlation strategy and exceeds that of the less efficient energy detector. In this experiment we sought to understand whether human performance for detection of second-order patterns is based on such a cross-correlation algorithm or on a less-efficient energy algorithm.
In 2AFC experiments, the observer was presented with two fields consisting of a sinusoidal pedestal and a high-frequency component embedded in different 2D Gaussian noise samples of 9.5 ldeg 2 density. An incremental signal was displayed randomly in one of the stimulation fields. The spatial frequency of both the signal and pedestal was 0.6 or 2 c/deg. The observer had to select the stimulation field which contained the signal. In one set of experiments, the signal and the pedestal were contrast modulations of a sinusoidal carrier. In another set of the experiments they were luminance sinusoidal gratings. The luminance signals were added to a highfrequency grating of 10 c/deg to make the experimental conditions similar to those used in the experiment with contrast modulations which contained a high-frequency carrier.
In preliminary sessions, we measured the threshold contrast for detection of first-and second-order signals without a pedestal. For luminance and contrast modulations of 0.6 c/deg, the mean threshold contrasts and 95% confidence intervals were respectively: 0.018 ± 0.003 and 0.17 ± 0.02 (VM) and 0.017 ± 0.004 and 0.19 ± 0.03 (JC); for signals of 2 c/deg: 0.013 ± 0.0025 and 0.13 ± 0.025 (VM) and 0.0132 ± 0.0018 and 0.126 ± 0.02 (JC). In the main experiments, the contrast of the incremental signals was about 0.05 log units above the threshold contrasts for detection of the corresponding signals. The contrasts for luminance and contrast-modulated increments of 0.6 c/deg were 0.02 and 0.20; for increments of 2 c/deg they were 0.015 and 0.15, respectively. The contrast levels of the pedestal were 9/7 times higher than the contrast levels of the corresponding increments.
We measured percentage of correct responses for discriminating an incremental signal added to the pedestal as a function of the difference between the spatial phases of the signal and the pedestal. (0, 22.5, 45, 77.5, 90, 112.5, 135, 157.5, and 180 deg) . For each observer, the d 0 values for both first-and second-order signals at a phase difference of 112.5 deg were not significantly different from zero. These findings are consistent with the predictions of an energy detector (see Appendix A). According to the energy model, when the increment and pedestal are in phase, the presence of the pedestal makes the performance of the energy detector essentially the same as the cross-correlator (Green & Swets, 1974, pp. 203-204) . When the increment/pedestal contrast ratio is 7/9 and the phase difference is 112.5 deg, the performance of the energy detector drops to zero [Eq. (A.8)] . The dotted lines in Figs. 2 and 3 illustrate how the performance of the energy detector would depend on the phase difference. These results imply that when the observers are not given information of the signal phase they use a phase-insensitive algorithm to detect both first-and second-order patterns.
In a block of trials of another set of experiments, the signal-pedestal phase difference was fixed (0, 112.5, and 180 deg). The observers were given practice trials without external noise and they were able to choose the stimulation field containing the signal. Given a priori information of the signal phase, the d 0 values for both first-and second-order stimuli at 112.5 deg phase difference (Figs. 2 and 3, empty symbols) were significantly different from zero (p < 0.001). The observer performance does not approach the ideal-observer performance which shows that when observers are given sufficient a priori information, they can perform imperfect phase-sensitive detection.
For luminance signals, the performance of a crosscorrelation detector [Eq. (A. 2)] does not depend on the presence of the pedestal. The thick lines in Figs. 2A and 3A denote the detectability indexes predicted by the cross-correlation model for discriminating luminance increments. In Appendix A, we have described two models for discriminating contrast-modulated increments. The first one consists of a matching device whose template is a copy of the difference between the contrast stimuli presented in both stimulation fields, which is the side-band component of the contrast modulations (Fig. 7A , Eq. (A.5)). Using Eq. (A.2) and the energy of this signal, we computed the model predictions presented by thick lines in Figs. 2B and 3B. The second model is based on the idea that second-order patterns are detected by a distinct second-order pathway (Cavanagh & Mather, 1989; Chubb & Sperling, 1988; Wilson, Ferrera, & Yo, 1992) . The non-linear ideal-observer model consists of a non-linearity followed by a matching device which extracts the signal modulating the carrier contrast. The d 0 values predicted by this model were 10% lower that those calculated by the linear ideal-observer model. Therefore, we compared the performance of real observers to the predictions of the more efficient linear ideal-observer model.
The overall efficiency (g) for detection of first-and second-order patterns could be calculated by the relation (Tanner & Birdsall, 1958) : i is the detectability index of the ideal observer. The results averaged across observers and phase differences showed that contrast modulations of 0.6 c/deg were detected with 5.6 times (t-test, p < 0.001) lower overall efficiency (g = 0.036 ± 0.013) than luminance gratings (g = 0.2 ± 0.06). The overall efficiency for contrast modulations of 2 c/deg (g = 0.042 ± 0.03) was 4.2 times (t-test, p < 0.001) lower than that for luminance gratings (g = 0.18 ± 0.09).
The comparison between the performances in phasecertain and phase-uncertain conditions (phase 0 and 180 deg) showed that the d 0 values for these two conditions were significantly different (p < 0.001) for luminance and contrast modulations of 0.6 c/deg. The detectability indexes for luminance patterns of 2 c/deg were also significantly different (p = 0.003) while those for contrast modulations of 2 c/deg differed with a marginal probability of 0.054.
Experiment 2
The second experiment was designed to reveal the sources of inefficiency in detection of first-and secondorder patterns.
Using the 2AFC procedure, we measured the performance for detection of first-and second-order signals of 0.6 and 2 c/deg embedded in Gaussian white noise whose density levels were 9.5, 18.9, and 28.4 ldeg 2 . The spatial phase of the sinusoidal signals was always zero in relation to the fixation point. The luminance and contrast-modulated signals had two modulation depth levels: C a -those measured in the preliminary experiments and C b = C a /2 1/2 . Detection performance was measured in the presence of two types of Gaussian white noise: (i) different-both stimulation fields in each These findings indicate that the total internal noise, including the additive and multiplicative components, is higher for secondorder signals than that for first-order modulations (Burgess & Colborne, 1988) .
We fitted the data with two models for detection of visual stimuli (see Appendix B). The perceptual template model (PTM) (Lu & Dosher, 1999) and the elaborated linear amplifier model (ELAM) (Eckstein et al., 1997) assume that human performance is limited by suboptimal sampling efficiency, additive and multiplicative internal noises. The PTM approximates the nonlinear transducer function by a single nonlinearity, while the ELAM assumes a linear transducer function and a decision process with stimulus uncertainties. The PTM has computational advantages in calculating sampling efficiency and internal noise, while the ELAM allows separating the effects of sampling efficiency and internal noise from those due to stimulus uncertainties.
The Table 1 represents the best-fitting free parameters of the PTM and those of the elaborated LAM calculated for different U values. For all experimental conditions, the R 2 values for the elaborated LAM were maximal at U = 2 and decreased at lower and higher U values. For all the experimental conditions, however, the R 2 values for the ELAM at U = 2 were slightly lower than the corresponding R 2 values obtained by the PTM. Table 2 shows the averaged values across the observers and spatial frequencies of R 2 and the free parameters of both models used to fit the data. We compared the data for first-and second-order modulations using a paired t test. There were 10 paired comparisons and we used a Bonferroni correction to maintain the comparison-wise rate at p = 0.05. Thus, the minimum significance level was p = 0.005 (0.05/10 = 0.005). The PTM fitted the data with a slightly higher adjusted variance R 2 as compared with the fit of the elaborated LAM, however, the mean R 2 values were not significantly different. Both models showed that the sampling efficiency for the detection of second-order patterns was significantly lower by a factor of about four than that for the detection of first-order signals. In addition, the level of additive internal noise measured in detection of second-order modulations was significantly higher by a factor of about four than that estimated in detection of first-order patterns. It should be noted that the sampling efficiencies for both types of modulations calculated by the ELAM were about three times higher as compared to the sampling efficiencies for corresponding stimuli obtained by the PTM. The other parameters of the PTM (c and m) and those of the elaborated LAM (U and m) for both firstand second-order signals were not significantly different.
Classification images
In the present study, we considered two ideal-observer models for detecting contrast modulations of a sinusoidal carrier in a 2AFC task (Appendix A). The template of the linear ideal-observer model is the sideband component of the second-order modulations (Fig. 7A) ; the template of the non-linear ideal-observer model has the waveform of the modulating signal (Fig.  7B, solid line) . The analysis of our data was based on the comparison of the human performance with the ideal-observer performance. This analysis, however, does not determine how real observers perform the visual task. Such information could be obtained by means of the response classification technique developed by Ahumada and co-workers in audition (Ahumada & Lovell, 1971; Ahumada, Marken, & Sandusky, 1975) and vision (Ahumada, 1996) . The response classification technique extracts linear image features which contribute to the detection of an image embedded in noise samples by correlating the noise samples with the observerÕs response. This experiment was aimed at establishing which parts of contrast-modulated patterns observers use to detect the stimulus.
Usually classification images are estimated using signals embedded in two-dimensional noise. The free parameters of such images are proportional to the number of pixels; thus a large number of trials is needed to get good estimates of the classification images. We estimated classification images for signals-vertical sinusoidal modulations, whose modulations were only in one dimension. To reduce the degrees of freedom in the data without losing important features, we used one-dimensional Gaussian vertical noise. The size of each stimulation field was 1.5 · 1.5 deg and the 1-cycle sinusoidal signal of 2 c/deg was displayed in the centre of the stimulation field. Fig. 6 shows classification images for detecting luminance and contrast modulations of 2 c/deg, estimated by the method developed by Abbey and Eckstein (2002) for a 2AFC task. In accordance with previous studies (Ahumada, 2002 and others) we found that the waveform of classification images to a luminance grating (Fig. 6 , Aobserver JC, B-observer VM, and C-average) resemble the waveform of the signal (Fig. 6D) . The amplitude of the classification images is normalized to have unit 95% confidence interval. We obtained a good fit of these classification images with the signal (Fig. 6D ) using a scaling factor of the signal as a free parameter. The adjusted R 2 values were: 0.6 (JC), 0.69 (VM), and 0.86 (average).
Figs. 6E-G represent the classification images for detecting contrast modulations. These classification images contain a few significant components which are approximately symmetrical in respect to the fixation point (distance 0). The thick line in Fig. 6H illustrates the template of the linear ideal-observer (the side-band component of the contrast modulations) and the thin 17.5 2.5 7.6 8.6 11.0 9.7 11.9 13.0 13.5
The free parameters of the ELAM were evaluated for various values of the uncertainty number U.
line shows the template of the non-linear ideal observer (the modulating signal). The fit of the data with the sideband component yielded relatively high adjusted R 2 values: 0.42 (JC), 0.61 (VM), and 0.63 (average). The fit with the modulating signal was not possible without zeroing the scaling factor. These results show that the observers used the side-band component of the contrast modulations of 2 c/deg for detecting the second-order pattern. Burgess and Ghandeharian (1984) have shown that when humans are given sufficient a priori information of signal parameters they can detect luminance signals by making use of a cross-correlation algorithm. The present results have revealed that human observers are also able to do phase-sensitive detection of both luminance and contrast modulations when there is a priori information of signal parameters.
Discussion
To compare the efficiencies for detecting first-and second-order patterns, we considered two ideal-observer models for the detection of contrast modulations. One of them is the standard ideal observer who detects a luminance signal known exactly by cross-correlating the received stimulus with a copy of the signal (Green & Swets, 1974) . In the case of a 2AFC experiment for detection of contrast modulations of a sinusoidal carrier, the template of this ideal observer is the side-band component of the contrast modulations (Appendix A, Fig. 7A ). The second model is influenced by models for detecting second-order modulations which assume the existence of a distinct non-linear second-order pathway (Cavanagh & Mather, 1989; Chubb & Sperling, 1988; Wilson et al., 1992) . The main feature of these models is that a non-linearity introduces a spectral component at the modulating frequency which is extracted by a linear filter tuned to that frequency. The template of such an ideal observer whose matching device is preceded by a full-wave non-linearity has the waveform of the modulating signal (Appendix A, Fig. 7B, solid line) . Given the same contrast modulations, the linear ideal observer has 10% higher performance than the non-linear ideal observer.
We found a high overall efficiency for detection of luminance patterns (g = 0.18-0.2). These findings are consistent with estimates of efficiency for luminance gratings by others (Burgess, Wagner, Jennings, & Barlow, 1981; Kersten, 1983 Kersten, , 1984 . Using the predictions of the more efficient linear ideal-observer model for contrast modulations, we found that the overall efficiency for luminance patterns was higher than that for contrast modulations (g = 0.036-0.042).
To establish the factors limiting performance in the detection of second-order information, we measured d 0 for detecting signals of 0.6 and 2 c/deg embedded in fixed and different static Gaussian noise. The data were analysed by two real-observer models: the perceptual template model (Lu & Dosher, 1999) and the elaborated linear amplifier model (Eckstein et al., 1997) . With approximately similar accuracy, both models have shown that the detection of second-order patterns is characterised by lower sampling efficiency and higher additive internal noise than the detection of first-order stimuli. The other two parameters of the perceptual template model, the coefficient determining the equivalent multiplicative noise (m) and the exponent of the power transducer function (c) for both first-and second-order signals were not significantly different. Similar results for the parameter m were obtained by the elaborated linear amplifier model. With this model, the effects of sampling efficiency and internal noise on detection performance can be separated from the effects due to stimulus uncertainties. The results have shown that uncertainty numbers (U) for both first-and second-order signals were not significantly different. This implies that the internal noise components induced by the external noise and the signal and the decision variables monitored by the observers are similar for both types of modulations.
The classification images have revealed that the sideband component of contrast modulations is likely to be used as a template in the detection process. Such a template could be physiologically implemented by a combination of two channels whose linear receptive fields have spatial frequencies of 8 (f c À f m ) and 12 c/deg (f c + f m ). This conclusion, however, is not likely to be applicable for the case of contrast modulations of binary noise. The side-band signal of this type of second-order modulations contains multiple side-band components and, therefore, the template would consist of multiple channels. In such a case, the observers might use a distinct non-linear second-order pathway whose template is a copy of the modulation signal. This suggestion, however, needs further research to be verified.
We found that the d 0 values for phase-certain and phase-uncertain conditions (signal/pedestal phase difference of 0 and 180 deg) were significantly different for luminance modulations of 0.6 and 2 c/deg and contrast modulations of 0.6 c/deg, while those for contrast modulations of 2 c/deg differed with a marginal probability of 0.054. Kersten (1983) measured performance for detection of luminance gratings embedded in noise with and without a priori phase information. He found that prior knowledge of phase improved performance for detection of 0.5 and 2 c/deg, but this effect was significant only for the lower spatial frequency. In our experiment, the signals were added to a pedestal and this could explain the stronger effect of a prior knowledge of phase on the discriminating luminance patterns of 2 c/deg. The small effect of a priori phase information on the discriminating contrast-modulated increments of 2 c/deg might be due to lower phase sensitivity for this type of spatial pattern. Burgess and Colborne (1988) measured human performance for the detection of sinusoidal gratings in a 2AFC experiment with two identical noise samples (twin noise) and found that performance improved by a factor of 1.6 over the condition with different noise samples. Watson, Taylor, and Borthwick (1997) found that performance in detecting Gabor patches embedded in fixed noise samples was better than in different-and twinnoise conditions, but some experience with the noise sample was required. Beard and Ahumada (1999) also reported that fixed noise conditions resulted in lower thresholds than twin noise. They suggested that the fixed/twin effect is due to template learning. In our experiments we used fixed noise conditions which showed better performance than different-noise conditions. We attribute this effect to the cross-correlation performance which depends on the multiplicative component of the internal noise due to the external noise, but not on the external noise itself. Our observers were able to familiarise themselves with the fixed-noise samples, however, longer practice may also increase the fixed-noise effect.
It should be noted that contrast sensitivities and spatial integration windows for first-and second-order modulations are different. Our conclusions are based on the results obtained by the stimuli used in the present experiments. Contrast modulations of a carrier having a different spatial frequency, or stimuli of different spatial sizes might be detected with different efficiencies.
In conclusion, the present results have shown that both first-and second-order pathways can detect signals by applying a similar phase-sensitive (cross-correlation) algorithm. This means that humans can have higher detection performance for objects defined by luminance and contrast modulations if they have sufficient a priori information of the object parameters. We found that the detection of second-order patterns had lower sampling efficiency and higher additive internal noise as compared to the detection of first-order stimuli. The classification images for contrast modulations revealed that real observers use a template which is similar to the sideband component of the contrast modulations. This finding suggests that human observers can detect contrast modulations of a sinusoidal carrier using two first-order channels whose linear receptive fields are tuned to the spatial frequencies of the side-band component of the second-order pattern. The lower sensitivity of the mechanism detecting second-order patterns might be due to higher levels of additive internal noise and lower sampling efficiency than those of the mechanism analysing first-order patterns.
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Appendix A
We present ideal-observer and energy models for discriminating incremental luminance modulations added to a luminance pedestal and incremental contrast modulations added to a contrast-modulated pedestal. These models were used to fit the data of Experiment 1.
A.1. Ideal-observer model for discriminating luminance modulations
Consider a 2AFC experiment in which both stimulation fields contain different Gaussian noise samples (n 1 and n 2 ) and a sinusoidal pedestal [P sin (2pf m ) of contrast P and spatial frequency f m . One of the fields contains a luminance sinusoidal signal [M sin (2pf m )] the other one has no signal. The ideal observer is presented with a priori information of signal parameters and has to select the correct field. In such conditions, one possibility is that the ideal observer subtracts one field from the other and correlates the result with a template that matches the signal:
The output correlation is
ðA:1Þ
where denotes correlation and n 12 = n 1 À n 2 . The polarity of the output correlation is used to select the correct alternative. If R > 0 then the signal is presented in the field 1; if R < 0 then the signal is presented in the field 2.
When the signal is specified exactly and the output correlation is Gaussian distributed, d 0 can be expressed as (Burgess, 1990; Pelli, 1990) :
where E is the energy of the incremental signal (the integral of the squared luminance function) and N is the density of the external noise.
A.2. Ideal-observer models for discriminating contrast modulations
Let us now apply this ideal-observer approach for discriminating a contrast-modulated increment [C sin (2pf c )(1 + M sin (2p f m ))] superimposed on a contrast-modulated pedestal from the contrast-modulated pedestal which are embedded in Gaussian white noise:
The cross-correlation detector uses a template (T) which is the difference between the stimuli presented in fields 1 and 2
ðA:3Þ
ðA:4Þ
The template of this ideal observer is the side-band component of the incremental contrast modulations which can be expressed as the difference between two cosine signals whose frequencies are (f c À f m ) and (f c + f m ) (Fig. 7A )
Psychophysical and electrophysiological results have suggested that contrast modulations can be extracted by a distinct second-order pathway which consists of first-stage linear filters followed by a non-linearity and a second stage of linear filtering (Cavanagh & Mather, 1989; Chubb & Sperling, 1988; Wilson et al., 1992) . In accordance with these suggestions, we could assume that contrast modulations are detected by a non-linear ideal observer who consists of a non-linear device followed by a matching device. The non-linear device is approximated by a full-wave (absolute value) rectifier whose output (A nl ) is the difference between the stimuli presented in the two fields (Fig. 7A, dashed line 
ðA:6Þ
where we have used that
since P + M = 1 and |AE| stands for the absolute-value operator.
The solid line in Fig. 7B illustrates the template of the matching device which is the A nl component at the modulation spatial frequency (f m ). Its spatial profile was calculated by standard Fourier filtering of A nl which removed the higher frequency components due to the carrier. An appropriate spatial smoothing of the signal A nl can also remove the ripples due to the carrier. It should be noted that the template signal has lower amplitude than that of the carrier envelope. This difference is due to the presence of the valleys in the carrier profile.
The output correlation performed by the matching device whose template is denoted by T nl can be expressed as follows:
It should be noted that Eq. (A.7) is based on the assumption that Gaussian noise of zero mean is added after the non-linearity. This assumption is in line with the general model for observer performance (Kontsevich, Chen, & Tyler, 2002) in which the noise in the internal response at the decision stage could be approximated by only one noise source (critical noise) preceded by a non-linearity. If the Gaussian noise was added prior the non-linearity, the rectified noise would have a non-Gaussian distribution of non-zero mean. Thus the requirement that the signal plus noise and the noise are Gaussian distributed would be violated. 
A.3. Energy model
When phase information is not available, the ideal observer uses a phase-insensitive energy strategy (Burgess & Ghandeharian, 1984; Green & Swets, 1974, pp. 211-217) . The discrimination performance of the energy detector is based on the difference in energy (DE) between the two alternatives which can be expressed as (Burgess & Ghandeharian, 1984) :
ðA:8Þ
where E s and E p are the energies of the signal and the pedestal and h is the difference between the spatial phases of the signal and the pedestal. If the signal/pedestal contrast ratio is 7/9, the energy difference and d 0 are zero at h = 112.5 deg (Burgess & Ghandeharian, 1984) .
Appendix B
We describe two real-observer models for detecting visual stimuli which are used to fit the data of Experiment 2.
Models based on statistical decision theory (Barlow, 1978; Legge et al., 1987; Pelli, 1991) have assumed that human performance for the detection of first-order patterns embedded in Gaussian noise is limited by two main factors: an additive internal noise (N add ) whose amplitude does not depend on the input and a suboptimal sampling efficiency (k) with which humans use the available stimulus information. Human performance of real observers was modelled by including these factors in the equation describing the performance of an ideal observer Eq. (A.2):
:
ðB:1Þ
This linear amplifier model, however, cannot explain the estimated higher detection performance when the signal is embedded in fixed noise as compared to that in the presence of different noise. Burgess and Colborne (1988) have shown that d 0 for detection of sinusoidal gratings in a 2AFC experiment in the presence of fixed noise was higher by a factor of 1.6 than that measured in conditions with different noise. They suggested the existence of a multiplicative component of internal noise which is proportional to external noise density. Lu and Dosher (1999) proposed a perceptual template model for the detection of first-order patterns which is based on the LAM and observations in pattern vision and pattern masking. The PTM consists of: (i) a perceptual template, (ii) a non-linear transducer function, (iii) a multiplicative internal noise whose amplitude is a monotonic function of the energy of the signal and external noise, (iv) an additive internal noise source, and (v) a decision process. According to the PTM, Eq. (B.1) could be modified as follows:
where c is the exponent of the power transducer function, m is a coefficient which determines the equivalent multiplicative noises due to the external noise and the signal.
In a 2AFC experiment, if both images are embedded in fixed noise, the difference between the noise samples in each field is zero and the output correlation does not depend on the external noise. In such a case, d Eckstein et al. (1997) proposed an elaborated LAM which consists of additive and multiplicative noise sources and a decision process with stimulus uncertainties. The amplitude of the multiplicative internal noise in this model is proportional only to the power of the external noise. To make a comparison between the PTM and the elaborated LAM, we assume that the amplitude of the multiplicative internal noise is a function of the amplitudes of the signal and the external noise. Therefore, the elaborated LAM can be used to calculate d 0 by Eqs. (B.2) and (B.3), setting c = 1. This model approximates the nonlinearities of the transducer functions by the properties of an equivalent uncertainty process. To this end, the internal d 0 measure is converted to percent-correct performance in the presence of uncertainty, which can be expressed as follows: , GðxÞ ¼ R 1
À1
gðyÞ dy, M is the number of possible signal locations (M = 2 in the case of a 2AFC task) and U is the uncertainty number corresponding to the irrelevant decision variables per location monitored by the observer.
