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NUMERICAL RADIUS INEQUALITIES CONCERNING WITH
ALGEBRAIC NORMS
A. ZAMANI1, M. S. MOSLEHIAN2, Q. XU3 and C. FU4
Abstract. We give an expression for a generalized numerical radius of Hilbert
space operators and then apply it to obtain upper and lower bounds for the
generalized numerical radius. We also establish some generalized numerical
radius inequalities involving the product of two operators. Applications of our
inequalities are also provided.
1. Introduction and preliminaries
Let (H, 〈·, ·〉) be a complex Hilbert space and let B(H) be the algebra of all
bounded linear operators on H. For T ∈ B(H), let ‖T‖ = sup{‖Tx‖ : ‖x‖ = 1}
and w(T ) = sup{|〈Tx, x〉| : ‖x‖ = 1} denote the usual operator norm and the
numerical radius of T , respectively. It is easy to see that w(·) defines a norm on
B(H), which is equivalent to the usual operator norm ‖·‖. Namely, for T ∈ B(H),
we have
1
2
‖T‖ ≤ w(T ) ≤ ‖T‖. (1.1)
The first inequality becomes equality if T is square-zero (i.e., T 2 = 0) and the
second inequality becomes equality if T is normal (see, e.g., [5]).
Over the years, double inequality (1.1) has been improved to various sharp
inequalities. For example, Kittaneh [7] refined the right-hand side of (1.1) by
proving that
w(T ) ≤
√
2
2
√
‖TT ∗ + T ∗T‖. (1.2)
In another vein, Dragomir [3] used Buzano inequality to improve the right-hand
side of (1.1) by showing that
w(T ) ≤
√
2
2
√
‖T‖2 + w(T 2). (1.3)
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Some other interesting numerical radius inequalities improving inequalities (1.1)
can be found in [5, 6, 11, 12, 14, 15].
Every operator T ∈ B(H) can be represented as T = Re(T ) + i Im(T ), the
Cartesian decomposition, where Re(T ) = T+T
∗
2
and Im(T ) = T−T
∗
2i
are the real
and imaginary parts of T , respectively. It is well-known (see, e.g., [13]) that
w(T ) = sup
θ∈R
∥∥Re(eiθT )∥∥.
Also, it has been shown in [9] that for α, β ∈ R,
w(T ) = sup
α2+β2=1
∥∥∥αRe(T ) + βIm(T )∥∥∥. (1.4)
Let N(·) be a norm on B(H). The norm N(·) is said to be an algebra norm if
N(TS) ≤ N(T )N(S) for every T, S ∈ B(H), and is called self-adjoint if N(T ∗) =
N(T ) for every T ∈ B(H). For T ∈ B(H), we recall from [2] the following
generalization of the numerical radius:
wN(T ) = sup
θ∈R
N
(
Re(eiθT )
)
.
In particular, by taking θ = 0 and θ = pi
2
, we have N
(
Re(T )
) ≤ wN(T ) and
N
(
Im(T )
) ≤ wN(T ). Abu-Omar and Kittaneh [2] showed that wN(·) is a self-
adjoint norm and 1
2
N(T ) ≤ wN(T ) for all T ∈ B(H). Also, if T is self-adjoint,
then wN(T ) = N(T ). Furthermore, if N(·) is a self-adjoint norm on B(H), then
wN(T ) ≤ N(T ). Therefore, for a self-adjoint norm N(·) on B(H), we have
1
2
N(T ) ≤ wN(T ) ≤ N(T ). (1.5)
The paper is organized as follows.
In Section 2, inspired by the numerical radius inequalities in [9], for a given
norm N(·) on B(H), we present an expression of wN(·), which generalizes equality
(1.4), and then apply it to obtain upper and lower bounds for wN(·). Further,
following [1, 8], we obtain some generalized numerical radius inequalities involving
the product of two operators. The last section will present a refinement of the
second inequality (1.1), which also refines inequalities (1.2) and (1.3).
2. Main result
We start this section by finding an upper bound for the generalized numerical
radius as follows.
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Theorem 2.1. Let T ∈ B(H). Then
wN(T ) ≤ inf
ϕ∈R
√
N2
(
Re(eiϕT )
)
+N2
(
Im(eiϕT )
)
.
Proof. Let θ ∈ R. Put α = cos θ and β = − sin θ. We have
Re(ei(θ)T ) =
(
cos(θ) + i sin(θ)
)
T +
(
cos(θ)− i sin(θ))T ∗
2
= αRe(T ) + β Im(T ).
Hence
wN(T ) = sup
θ∈R
N
(
Re(eiθT )
)
= sup
α2+β2=1, α,β∈R
N
(
αRe(T ) + βIm(T )
)
. (2.1)
Now, let ϕ ∈ R. For α, β ∈ R, by employing (2.1) and the Cauchy–Schwarz
inequality, we have
wN(T ) = sup
α2+β2=1
N
(
αRe(eiϕT ) + βIm(eiϕT )
)
≤ sup
α2+β2=1
|α|N
(
Re(eiϕT )
)
+ |β|N
(
Im(eiϕT )
)
≤ sup
α2+β2=1
√
α2 + β2
√
N2
(
Re(eiϕT )
)
+N2
(
Im(eiϕT )
)
=
√
N2
(
Re(eiϕT )
)
+N2
(
Im(eiϕT )
)
.
Thus
wN(T ) ≤ inf
ϕ∈R
√
N2
(
Re(eiϕT )
)
+N2
(
Im(eiϕT )
)
.

Remark 2.2. Let T ∈ B(H). Considering the Cartesian decomposition of T ,
we have wN(T ) ≤ wN
(
Re(T )
)
+ wN
(
Im(T )
)
. It follows from wN
(
Re(T )
)
=
N
(
Re(T )
)
and wN
(
Im(T )
)
= N
(
Im(T )
)
that
wN(T ) ≤ N
(
Re(T )
)
+N
(
Im(T )
)
. (2.2)
On the other hand, by Theorem 2.1 and the arithmetic-geometric mean inequality,
we have
inf
ϕ∈R
√
N2
(
Re(eiϕT )
)
+N2
(
Im(eiϕT )
) ≤√N2(Re(T ))+N2( Im(T ))
≤ N(Re(T ))+N( Im(T )),
and hence Theorem 2.1 refines inequality (2.2). In particular, when N(·) is the
usual operator norm, the inequality in Theorem 2.1 becomes
w(T ) ≤ inf
ϕ∈R
√∥∥Re(eiϕT )∥∥2 + ∥∥ Im(eiϕT )∥∥2, (2.3)
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which actually refines the inequality
w(T ) ≤ ∥∥Re(T )∥∥+ ∥∥ Im(T )∥∥. (2.4)
The following example shows that inequality (2.3) is a nontrivial improvement of
inequality (2.4). Consider T =
[
1 1
0 0
]
. Simple computations show that w(T ) =
1+
√
2
2
,
∥∥Re(T )∥∥ = √3+2√2
2
and
∥∥ Im(T )∥∥ = 1
2
. Furthermore, for every ϕ ∈ R one
can easily observe that
∥∥Re(eiϕT )∥∥2 = 1 + 2 cos2 ϕ
4
+
√
cos2 ϕ+ cos4 ϕ
2
,
∥∥ Im(eiϕT )∥∥2 = 1 + 2 sin2 ϕ
4
+
√
sin2 ϕ+ sin4 ϕ
2
and
inf
ϕ∈R
√∥∥Re(eiϕT )∥∥2 + ∥∥ Im(eiϕ)T )∥∥2 = inf
ϕ∈R
√
1 +
1
2
(√
cos2 ϕ+ cos4 ϕ+
√
sin2 ϕ+ sin4 ϕ
)
=
√
1 +
√
2
2
.
Thus
w(T ) =
1 +
√
2
2
< inf
ϕ∈R
√∥∥Re(eiϕT )∥∥2 + ∥∥ Im(eiϕT )∥∥2 =
√
1 +
√
2
2
<
∥∥Re(T )∥∥+ ∥∥ Im(T )∥∥ = 1 + √2
2
.
In the next theorem, we give a lower bound for the generalized numerical radius
of operators.
Theorem 2.3. Let T ∈ B(H) and let N(·) be an algebra norm on B(H). Then
N
(
TT ∗ + T ∗T
)
4
+
1
2
sup
ϕ∈R
∣∣∣N2(Re(eiϕT ))−N2( Im(eiϕT ))∣∣∣ ≤ w2N(T ).
Proof. Let ϕ ∈ R. An easy calculation shows that
Re2(eiϕT ) + Im2(eiϕT ) =
1
2
(
TT ∗ + T ∗T
)
. (2.5)
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Also, we have wN(T ) ≥ max
{
N
(
Re(eiϕT )
)
, N
(
Im(eiϕT )
)}
. Thus
w2N(T ) ≥ max
{
N2
(
Re(eiϕT )
)
, N2
(
Im(eiϕT )
)}
=
N2
(
Re(eiϕT )
)
+N2
(
Im(eiϕT )
)
2
+
∣∣∣N2(Re(eiϕT ))−N2(Im(eiϕT ))∣∣∣
2
≥ N
(
Re2(eiϕT )
)
+N
(
Im2(eiϕT )
)
2
+
∣∣∣N2(Re(eiϕT ))−N2(Im(eiϕT ))∣∣∣
2(
sinceN(·) is an algebra norm
)
≥
N
(
Re2(eiϕT ) + Im2(eiϕT )
)
2
+
∣∣∣N2(Re(eiϕT ))−N2(Im(eiϕT ))∣∣∣
2
=
N
(
TT ∗ + T ∗T
)
4
+
∣∣∣N2(Re(eiϕT ))−N2(Im(eiϕT ))∣∣∣
2
(
by (2.5)
)
.
Hence
N
(
TT ∗ + T ∗T
)
4
+
1
2
sup
ϕ∈R
∣∣∣N2(Re(eiϕT ))−N2( Im(eiϕT ))∣∣∣ ≤ w2N(T ).

Remark 2.4. When N(·) is the usual operator norm, the inequality in Theorem
2.3 becomes∥∥TT ∗ + T ∗T ∥∥
4
+
1
2
sup
ϕ∈R
∣∣∣ ‖Re(eiϕT )‖2 − ‖ Im(eiϕT )‖2∣∣∣ ≤ w2(T ). (2.6)
This inequality refines the inequality
∥∥TT ∗+T ∗T ∥∥
4
≤ w2(T ) in [7].
Let N(·) be a norm on B(H). If N(·) is a self-adjoint algebra norm, it follows
directly from (1.5) that for every T, S ∈ B(H),
wN(TS) ≤ N(TS) ≤ N(T )N(S) ≤ 2N(T )wN(S) ≤ 4wN(T )wN(S). (2.7)
Next, by adopting some ideas of [1, 8], we give some inequalities involving the
generalized numerical radius of the product of two operators, which refine in-
equalities (2.7).
In order to achieve our aim, we need the following result.
Theorem 2.5. Let T, S ∈ B(H). If N(·) is an algebra norm, then
wN(TS ± ST ∗) ≤ wN(S)
(
N(T ) +N(T ∗)
)
.
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In particular, if N(·) is a self-adjoint algebra norm, then
wN(TS ± ST ∗) ≤ 2wN(S)N(T ).
Proof. Let θ ∈ R. We have
N
(
Re
(
eiθ(TS + ST ∗)
))
= N
(
eiθ(TS + ST ∗) + e−iθ(S∗T ∗ + TS∗)
2
)
= N
(
T
eiθS + e−iθS∗
2
+
eiθS + e−iθS∗
2
T ∗
)
= N
(
T Re(eiθS) + Re(eiθS) T ∗
)
≤ N(T Re(eiθS))+N(Re(eiθS) T ∗)
≤ N(T )N(Re(eiθS))+N(Re(eiθS))N(T ∗)(
since N(·) is an algebra norm
)
= N
(
Re(eiθS)
)(
N(T ) +N(T ∗)
)
≤ wN(S)
(
N(T ) +N(T ∗)
)
.
Now, by taking the supremum over all θ ∈ R, we obtain
sup
θ∈R
N
(
Re
(
eiθ(TS + ST ∗)
)) ≤ wN(S)(N(T ) +N(T ∗)),
and hence
wN(TS + ST
∗) ≤ wN(S)
(
N(T ) +N(T ∗)
)
. (2.8)
Furthermore, by replacing T in (2.8) by iT , we arrive at
wN
(
(iT )S + S(iT )∗
) ≤ wN(S)(N(iT ) +N((iT )∗)). (2.9)
Since wN
(
(iT )S + S(iT )∗
)
= wN(TS − ST ∗), N(iT ) = N(T ) and N((iT )∗) =
N(T ∗), by virtue of (2.9), we get
wN(TS − ST ∗) ≤ wN(S)
(
N(T ) +N(T ∗)
)
. (2.10)
Now from (2.8) and (2.10) it follows that wN(TS ± ST ∗) ≤ wN(S)
(
N(T ) +
N(T ∗)
)
. 
Let us designate the unitary group of all unitary operators in B(H) by U . Recall
that a norm N(·) on B(H) is called weakly unitarily invariant if N(U∗TU) =
N(T ) for all T ∈ B(H) and for all U ∈ U . Notice that, if the norm N(·) is weakly
unitarily invariant, then so is wN(·).
Our next result reads as follows.
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Theorem 2.6. Let N(·) is a weakly unitarily invariant algebra norm on B(H),
and let T and S be self-adjoint operator in the norm-unit ball of B(H). Then
wN(TS ± ST ) ≤ min{wN(T ), wN(S)} sup
U∈U
{
N(U) +N(U∗)
}
.
In particular, if N(·) is a weakly unitarily invariant self-adjoint algebra norm,
then
wN(TS ± ST ) ≤ 2min{N(T ), N(S)} sup
U∈U
N(U).
Proof. Let U = S+ i(I−S2)1/2. It follows from the functional calculus for S that
U is a unitary operator and S = ReU . We have
wN(TS ± ST ) = wN
(
T
U + U∗
2
± U + U
∗
2
T
)
≤ 1
2
wN(TU ± U∗T ) + 1
2
wN(TU
∗ ± UT )
=
1
2
wN(TU ± U∗T ) + 1
2
wN
(
U∗(UT ± TU∗)U)(
by the weakly unitary invariance of wN(·)
)
= wN(TU ± U∗T )
≤ wN(T )
(
N(U) +N(U∗)
)
(by Theorem 2.5)
≤ wN(T ) sup
U∈U
{
N(U) +N(U∗)
}
.
By changing the roles of T and S with each other, we arrive at
wN(TS ± ST ) ≤ min{wN(T ), wN(S)} sup
U∈U
{
N(U) +N(U∗)
}
.

Corollary 2.7. Let N(·) is a weakly unitarily invariant self-adjoint algebra norm
on B(H) and let T be an operator in the norm-unit ball of B(H). Then
wN(TT
∗ − T ∗T ) ≤ 4N(T ) sup
U∈U
N(U).
Proof. Let T = Re(T ) + i Im(T ) is the Cartesian decomposition of T . Clearly
TT ∗ − T ∗T = 2i( Im(T ) Re(T ) − Re(T ) Im(T )). In addition, Re(T ) and Im(T )
are self-adjoint operators in the unit ball of B(H). It follows from Theorem 2.6
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that
wN(TT
∗ − T ∗T ) = 2wN
(
Im(T ) Re(T )− Re(T ) Im(T ))
≤ 4min{N( Im(T )), N(Re(T ))} sup
U∈U
N(U)
≤ 4N(T ) sup
U∈U
N(U).

Our next theorems give some inequalities for the generalized numerical radius
of the product of two Hilbert space operators.
Theorem 2.8. Let T, S ∈ B(H). If N(·) is a self-adjoint algebra norm, then
wN(TS) ≤ min
{
N(T )wN(S) +
1
2
wN(TS ± ST ∗), N(S)wN(T ) + 1
2
wN(TS ± S∗T )
}
≤ 2min
{
N(T )wN(S), N(S)wN(T )
}
≤ 4wN(T )wN(S).
Proof. The second inequality follows from Theorem 2.5. The third inequality
follows from (1.5). It is therefore enough to prove the first inequality. Let θ ∈ R.
Since Re
(
eiθ(TS)
)
is self-adjoint, we have
N
(
Re
(
eiθ(TS)
))
= wN
(
Re
(
eiθ(TS)
))
= wN
(
eiθTS + e−iθS∗T ∗
2
)
= wN
(
T
eiθS + e−iθS∗
2
+ e−iθ
S∗T ∗ − TS∗
2
)
≤ wN
(
T
eiθS + e−iθS∗
2
)
+ wN
(
e−iθ
S∗T ∗ − TS∗
2
)
≤ N
(
T
eiθS + e−iθS∗
2
)
+ wN
(
e−iθ
S∗T ∗ − TS∗
2
)
≤ N(T )N(Re(eiθS))+ 1
2
wN(S
∗T ∗ − TS∗)
≤ N(T )wN(S) + 1
2
wN(TS − S∗T )
Thus
wN(TS) = sup
θ∈R
N
(
Re
(
eiθ(TS)
)) ≤ N(T )wN(S) + 1
2
wN(TS − S∗T ). (2.11)
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Now, by replacing S by −iS in (2.11), we obtain
wN(TS) = wN(T (iS))
≤ N(T )wN(iS) + 1
2
wN(T (iS)− (iS)∗T )
= N(T )wN (S) +
1
2
wN(TS + S
∗T ). (2.12)
From (2.11) and (2.12) we conclude that
wN(TS) ≤ N(T )wN(S) + 1
2
wN(TS ± ST ∗). (2.13)
Now, by replacing T by S∗ and S by T ∗ in (2.13), we obtain
wN(TS) = wN
(
(TS)∗
)
= wN(S
∗T ∗)
≤ N(S∗)wN(T ∗) + 1
2
wN(S
∗T ∗ ± T ∗S)
= N(S)wN (T ) +
1
2
wN(TS ± S∗T ),
whence
wN(TS) ≤ N(S)wN(T ) + 1
2
wN(TS ± S∗T ). (2.14)
Employing (2.13) and (2.14) we deduce the desired result. 
We finish this section by the following result.
Corollary 2.9. Let T, S ∈ B(H) be self-adjoint operators and let N(·) be a self-
adjoint algebra norm. If TS = ±ST , then
wN(TS) ≤ min{N(T )wN(S), N(S)wN(T )}.
3. Some applications
In [4], Dragomir has introduced the following norm on B(H):
Ω(T ) = sup
{∥∥ζT + ηT ∗∥∥ : ζ, η ∈ C, |ζ |2 + |η|2 ≤ 1}
where T ∈ B(H). It is clear that Ω(·) is a self-adjoint norm on B(H) and Ω(T ) =√
2‖T‖ if T is self-adjoint. It has been shown in [4] that the following equality
holds true:
Ω(T ) = sup
‖x‖=1,‖y‖=1
√
|〈Ty, x〉|2 + |〈T ∗y, x〉|2. (3.1)
As pointed out in [4], Ω(·) also satisfies the double inequality:
‖T‖ ≤ Ω(T ) ≤
√
2‖T‖ (3.2)
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for each T ∈ B(H). When N(·) is taken to be Ω(·) on B(H), the norm wN(·) is
denoted by wΩ(·). Hence, wΩ(T ) = sup
θ∈R
Ω
(
Re(eiθT )
)
for any T ∈ B(H). In the
following theorem, we obtain a formula for wΩ(T ) in terms of w(T ).
Proposition 3.1. wΩ(T ) =
√
2w(T ) for all T ∈ B(H).
Proof. Let T ∈ B(H). From the fact that Re(eiθT ) is self-adjoint for each θ ∈ R,
we conclude that
wΩ(T ) = sup
θ∈R
Ω
(
Re(eiθT )
)
=
√
2 sup
θ∈R
∥∥Re(eiθT )∥∥ = √2w(T ).

Because of Ω(·) is a self-adjoint norm on B(H), by (1.5), we observe that
1
2
Ω(T ) ≤ wΩ(T ) ≤ Ω(T ).
In the following theorem, we present an equivalent condition for wΩ(·) = 12Ω(·).
Theorem 3.2. Let T ∈ B(H). Then the following conditions are equivalent:
(i) wΩ(T ) =
1
2
Ω(T ).
(ii) Ω(T ) = 2
√
2‖Re(eiθT )‖ for all θ ∈ R.
Proof. Suppose that wΩ(T ) =
1
2
Ω(T ). Let ϕ ∈ R. We have
Ω(T ) = Ω(eiϕT ) = Ω
(
Re(eiϕT ) + i Im(eiϕT )
)
≤ Ω(Re(eiϕT ))+ Ω(Im(eiϕT )) ≤ wΩ(T ) + wΩ(T ) = Ω(T ),
which implies
Ω
(
Re(eiϕT )
)
+ Ω
(
Im(eiϕT )
)
= Ω(T ). (3.3)
Furthermore,
1
2
Ω(T ) = wΩ(T )
≥ max
{
Ω
(
Re(eiϕT )
)
,Ω
(
Im(eiϕT )
)}
=
Ω
(
Re(eiϕT )
)
+ Ω
(
Im(eiϕT )
)
2
+
∣∣∣Ω(Re(eiϕT ))− Ω(Im(eiϕT ))∣∣∣
2
≥
Ω
(
Re(eiϕT ) + i Im(eiϕT )
)
2
+
∣∣∣Ω(Re(eiϕT ))− Ω(Im(eiϕT ))∣∣∣
2
=
Ω(eiϕT )
2
+
∣∣∣Ω(Re(eiϕT ))− Ω(Im(eiϕT ))∣∣∣
2
≥ 1
2
Ω(T ),
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which yields
Ω
(
Re(eiϕT )
)
= Ω
(
Im(eiϕT )
)
. (3.4)
Now, by (3.3) and (3.4) we conclude that Ω(T ) = 2Ω
(
Re(eiϕT )
)
. Thus Ω(T ) =
2
√
2‖Re(eiθT )‖, because Re(eiϕT ) is self-adjoint.
To prove the converse, let Ω(T ) = 2
√
2‖Re(eiθT )‖ for all θ ∈ R. So, by
Proposition 3.1, we obtain
1
2
Ω(T ) =
√
2 sup
θ∈R
∥∥Re(eiθT )∥∥ = √2w(T ) = wΩ(T ),
and hence wΩ(T ) =
1
2
Ω(T ). 
In the following theorem, a refinement of the second inequality (3.2) is given
(see also [4]).
Theorem 3.3. Let T ∈ B(H). Then
Ω(T ) ≤ min
{√
‖TT ∗ + T ∗T‖,
√
‖T‖2 + w(T 2)
}
.
Proof. We use the following inequality
|〈a, c〉|2 + |〈b, c〉|2 ≤ ‖c‖2
(
max
{‖a‖2, ‖b‖2} + |〈a, b〉|), (3.5)
for any a, b, c ∈ H (see, e.g., [10]).
Set a = Ty, b = T ∗y, c = x, x, y ∈ H, ‖x‖ = ‖y‖ = 1 in (3.5) to get
|〈Ty, x〉|2 + |〈T ∗y, x〉|2 ≤ ‖x‖2
(
max
{‖Ty‖2, ‖T ∗y‖2}+ |〈Ty, T ∗y〉|).
Thus √
|〈Ty, x〉|2 + |〈T ∗y, x〉|2 ≤
√
max
{‖Ty‖2, ‖T ∗y‖2}+ |〈T 2y, y〉|. (3.6)
By taking the supremum over ‖x‖ = 1, ‖y‖ = 1 in (3.6), we obtain
sup
‖x‖=1,‖y‖=1
√
|〈Ty, x〉|2 + |〈T ∗y, x〉|2 ≤
√
‖T‖2 + w(T 2).
So, by (3.1) we arrive at
Ω(T ) ≤
√
‖T‖2 + w(T 2). (3.7)
Now, let z ∈ H with ‖z‖ = 1. For every ζ, η ∈ C with |ζ |2 + |η|2 ≤ 1, by the
Cauchy–Schwarz inequality we have∥∥ζTz + ηT ∗z∥∥ ≤√|ζ |2 + |η|2√‖Tz‖2 + ‖T ∗z‖2
≤
√〈
(TT ∗ + T ∗T )z, z
〉 ≤√‖TT ∗ + T ∗T‖,
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whence ∥∥ζTz + ηT ∗z∥∥ ≤√‖TT ∗ + T ∗T‖. (3.8)
Taking the supremum over ‖z‖ = 1 in (3.8), we obtain∥∥ζT + ηT ∗∥∥ ≤√‖TT ∗ + T ∗T‖,
and so
sup
{∥∥ζT + ηT ∗∥∥ : ζ, η ∈ C, |ζ |2 + |η|2 ≤ 1} ≤√‖TT ∗ + T ∗T‖.
Hence
Ω(T ) ≤
√
‖TT ∗ + T ∗T‖. (3.9)
Utilizing (3.7) and (3.9) we deduce the desired result. 
The next result refines inequalities (1.2) and (1.3).
Theorem 3.4. Let T ∈ B(H). Then
w(T ) ≤
√
2
2
Ω(T ) ≤
√
2
2
min
{√
‖TT ∗ + T ∗T‖,
√
‖T‖2 + w(T 2)
}
.
Proof. The second inequality is deduced from Theorem 3.3. It is therefore enough
to prove the first inequality. Since Ω(·) is a self-adjoint norm on B(H), it follows
from (1.5) that wΩ(T ) ≤ Ω(T ). On the other hand, by Proposition 3.1, wΩ(T ) =√
2w(T ). Therefore,
√
2w(T ) ≤ Ω(T ), or equivalently, w(T ) ≤
√
2
2
Ω(T ). 
As an immediate consequence of Theorem 3.4, we have the following result.
Corollary 3.5. If T ∈ B(H) is normal, then Ω(T ) = √2‖T‖.
Corollary 3.6. Let T ∈ B(H). Then the following statements hold.
(i) If T is normal, then wΩ(T ) = Ω(T ).
(ii) If T 2 = 0, then wΩ(T ) =
√
2
2
Ω(T ).
Proof. (i) Let T be normal. Hence w(T ) = ‖T‖. Furthermore, by Corollary
3.5 we have Ω(T ) =
√
2‖T‖. Therefore, by Proposition 3.1, we conclude that
wΩ(T ) =
√
2w(T ) =
√
2‖T‖ = Ω(T ).
(ii) Let T 2 = 0. Thus w(T ) = 1
2
‖T‖. Also, from (3.2) and (3.7) it follows that
Ω(T ) = ‖T‖. Hence wΩ(T ) =
√
2w(T ) =
√
2
2
Ω(T ). 
We finish this section by applying our results to obtain some inequalities for
Hilbert–Schmidt operators. Recall that an operator T ∈ B(H) is said to belong
to the Hilbert–Schmidt class C2(H) if
∑∞
i=1 ‖Tei‖2 < ∞
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basis {ei}∞i=1 for H. For T ∈ C2(H), let ‖T‖2 =
(∑∞
i=1 ‖Tei‖2
) 1
2
be the Hilbert–
Schmidt norm of T . It is easy to check that ‖T ∗‖2 = ‖T‖2 and ‖TS‖2 ≤ ‖T‖2‖S‖2
for all T, S ∈ C2(H), and so ‖ · ‖2 is a self-adjoint algebra norm on C2(H). When
N(·) is the Hilbert–Schmidt norm ‖ · ‖2, the norm wN(·) is denoted by w2(·). For
T ∈ C2(H), it was proved in [2, Theorem 7] that
w2(T ) =
1
2
‖T‖22 +
1
2
|tr(T 2)|, (3.10)
where the symbol tr denotes the trace functional.
Now, by Theorem 2.3 (applied for N(·) = ‖ · ‖2), (2.7) and the identity (3.10),
we achieve our final result.
Corollary 3.7. For T, S ∈ C2(H) the following statements hold.
(i)
∥∥TT ∗ + T ∗T∥∥
2
+ sup
ϕ∈R
∣∣∣tr((eiϕT )2 + (e−iϕT ∗)2)∣∣∣ ≤ 2(‖T ‖22 + |tr(T 2)|).
(ii) ‖TS‖22 +
∣∣tr(TS)2∣∣ ≤ 4min{‖T ‖22(‖S‖22 + |tr(S2)|), ‖S‖22(‖T ‖22 + |tr(T 2)|)}.
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