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Introduction
1.1 A ﬁrst overview
First we give a simple and naive example. Suppose we were asked to explain
what diﬀerentiation does to a polynomial p(z), in other words, to explain
the relation between p(z) and its derivative
p0(z) = lim
ζ→z
p(ζ) − p(z)
ζ − z
.
Then the answer depends on the representation of polynomials. If they are
written in powers of z:
p(z) =
n X
j=0
ajzj, aj ∈ C,
then the answer is that diﬀerentiation involves a shift and a multiplication:
the coeﬃcient aj of zj becomes the coeﬃcient of zj−1 and changes into jaj,
j = 0,1,...,n:
p0(z) =
n X
j=o
jajzj−1.
If they are expressed in terms of their zeros:
p(z) = an
n Y
j=1
(z − zj),
then the answer is not so easy to give, assuming it can be given at all. There
is no simple connection between the zeros of p(z) and its derivative p0(z),
except in special cases.
In this thesis instead of polynomials we consider Schur functions s(z)
and instead of the operator of diﬀerentiation we consider the Schur trans-
formation
(1.1.1) s(z) 7→ b s(z) =
1
z
s(z) − s(0)
1 − s(0)∗s(z)
12 Chapter 1. Introduction
and we want to explain the relation between s(z) and its transform b s(z) in
a way which does not involve the deﬁning formula. First a deﬁnition: A
function s(z) is called a Schur function (after Issai Schur, born in Mogilev
(White Russia) 1875 and passed away in Tel Aviv (Israel) 1941) if it is
deﬁned and holomorphic on the open unit disk D in the complex plane C
and bounded by 1 there: |s(z)| ≤ 1, z ∈ D. We denote the class of all
Schur functions by S. If s(z) is a Schur function then its transform b s(z) is
also a Schur function. Like a polynomial, a Schur function s(z) has various
representations. We mention three of them:
(i) Taylor expansion.
Since s(z) is holomorphic on D it has a Taylor expansion around z = 0 which
converges on all of D:
s(z) =
∞ X
j=0
σjzj, σj ∈ C.
For n = 0,1,..., deﬁne the (n + 1) × (n + 1) matrices
Gn = In+1 − AnA∗
n, An =

 


σ0 0 ··· 0
σ1 σ0 0
. . .
. . .
...
σn σn−1 ··· σ0

 


,
and set δn = detGn, the determinant of Gn. Schur [33, 34] invoked the
transformation, now named after him, to prove the following theorem.
Theorem 1.1.1 Consider the formal power series
s(z) =
∞ X
j=0
σjzj, σj ∈ C.
Equivalent are:
(a) The power series is convergent in D and deﬁnes a function s(z) ∈ S.
(b) All Gn ≥ 0.
(c) Either all δn > 0, or there is an integer n0 ≥ 0 such that δn > 0 for
all n < n0 and δn = 0 for all n ≥ n0.
(ii) Product-integral representation.
s(z) is a Schur function if and only if it has the form
s(z) = zn Y
j≥1
|zj|
zj
z − zj
1 − z∗
jz
e−f(z), f(z) = ia +
Z 2π
0
eit + z
eit − z
dµ(t),1.1. A ﬁrst overview 3
where n is an integer ≥ 0, zj are the zeros of s(z) in D \ {0} repeated
according to order, a is a real number, and µ(t) is a nondecreasing function
(and of bounded variation since |f(0)| < ∞). The Blaschke product on the
right-hand side of the ﬁrst equality is ﬁnite or inﬁnite and convergent on
D, because
P
j≥1(1 − |zj|) < ∞. The function f(z) here is a Carath´ eodory
function, which means that it is holomorphic and satisﬁes Ref(z) ≥ 0 on
D. It is well known, that f(z) is a Carath´ eodory function if and only if it
has the integral representation given above.
(iii) Operator representation or realization.
This representation comes from systems theory and is geometrical. There
exist a Hilbert space H with inner product h·, ·iH, a bounded operator T
on H, and two elements u and v ∈ H such that
(1.1.2) s(z) = s(0) + zh(I − zT)−1u,viH.
The quintuple (H,T,u,v,s(0)) is called a colligation. It is often identiﬁed
with the operator matrix
(1.1.3) V =

T u
h·,viH s(0)

:

H
C

→

H
C

.
The space H is called the state space and the operator T the main operator
of the colligation. The function on the right-hand side of (1.1.2) is called the
characteristic function for this colligation and, in view of the identiﬁcation,
denoted by sV (z). Equation (1.1.2) itself is called a realization of s(z) as the
characteristic function of the colligation V . V can always be chosen such
that it is either
(a) coisometric, which means V V ∗ = IH⊕C and minimal in the sense that
span{T∗mv,| m,n = 0,1,...} = H,
or
(b) isometric, which means V ∗V = IH⊕C and minimal in the sense that
span{Tnu | m,n = 0,1,...} = H,
or
(c) unitary, which means V V ∗ = IH⊕C = V ∗V and minimal in the sense
that
span{T∗mv,Tnu | m,n = 0,1,...} = H.
In all the three cases the representation is unique up to isomorphic copies
of the Hilbert space H. Conversely, if the colligation (H,T,u,v,s(0)) is
such that the corresponding operator matrix V is coisometric, isometric, or
unitary, then its characteristic function is a Schur function.
The Schur transformation and the representations (i), (ii), and (iii) of a
Schur function raise the following three questions:4 Chapter 1. Introduction
(1) What is the relation between the Taylor coeﬃcients σj of s(z) and the
Taylor coeﬃcients b σj of the transform b s(z)?
(2) What is the relation between n, zj, a and µ in the product-integral
representation of s(z) and the corresponding items b n, b zj, b a and b µ in
the product-integral representation of b s(z)?
(3) What is the relation between the colligation (H,T,u,v,s(0) for s(z)
and the colligation ( b H, b T, b u,b v,b s(0)) for b s(z)?
The ﬁrst two questions seem very hard to answer and in this thesis we focus
on the last problem. There are three cases to consider: the coisometric, iso-
metric, and unitary case. We give explicit formulas relating the colligations
for s(z) and b s(z) and our proofs are direct. We also consider the canonical
operator realizations of s(z) in which
(α) the state space H in the colligation is the reproducing kernel Hilbert
space associated with the kernel
Ks(z,w) =
1 − s(z)s(w)∗
1 − zw∗ ,
in the coisometric and isometric cases and with the kernel
Ds(z,w) =




1 − s(z)s(w)∗
1 − zw∗
s(z) − s(w∗)
z − w∗
s#(z) − s#(w∗)
z − w∗
1 − s#(z)s#(w)∗
1 − zw∗



, s#(z) = s(z∗)∗,
in the unitary case,
and
(β) the main operator T is the diﬀerence-quotient operator of the form
f(z) 7→
f(z) − f(0)
z
in the ﬁrst case or related to it in the other two cases.
In this thesis we consider a larger class of functions than just S, namely the
class Sκ of generalized Schur functions with κ negative squares introduced by
Krein and Langer [30]. A function s(z) belongs to S if and only if the kernel
Ks(z,w) in (α) or, equivalently, the kernel Ds(z,w) in (β) is nonnegative.
A function s(z) belongs to the class Sκ if Ks(z,w) or, equivalently, Ds(z,w)
has κ negative squares. If κ = 0 then the two classes coincide, that is,
S0 = S. The Krein-Langer factorization tells us that s(z) ∈ Sκ if and only
if it is of the form
s(z) =


κ Y
j=1
z − αj
1 − α∗
jz


−1
s0(z),1.1. A ﬁrst overview 5
where s0(z) ∈ S, αj ∈ D, and s0(αj) 6= 0. Thus every s(z) ∈ Sκ is mero-
morphic in D and has exactly κ poles there, counting order. We restrict our
considerations to the class
S0
κ = {s(z) ∈ Sκ | s(z) is holomophic at z = 0}
and set
S0 = ∪κ≥0 S0
κ.
As we shall recall in Chapter 3, functions in S0 can be characterized as
characteristic functions of colligations as in (iii) above, the only diﬀerence
being that now the state space is allowed to be a Pontryagin space. A
Pontryagin space P is a complex linear space P with inner product h·, ·iP
which can be decomposed as the orthogonal direct sum (with respect to this
possibly indeﬁnite inner product)
P = P+ ⊕ P−,
in which the subspace P+ equipped with the inner product h·, ·iP and the
subspace P− equipped with the inner product −h·, ·iP are Hilbert spaces
and dimP−, called the negative index of P, is ﬁnite. In the three cases
(a)–(c) considered above the adjoint of V is taken with respect to the inner
product h·, ·iP of the space P (and the Euclidean inner product on the
complex plane C). If also the minimality condition holds then the negative
index of the state space is equal to the number of negative squares of the
function s(z). If s(z) ∈ ∪κ≥0Sκ, we denote by P(s) and D(s) the reproducing
kernel Pontryagin spaces with reproducing kernels Ks(z,w) and Ds(z,w),
respectively. For details we refer to Chapter 2. Colligations with state space
P(s) or D(s) are called canonical colligations.
Theorem 1.1.1 admits the following generalization. We use the same
notation.
Theorem 1.1.2 Consider the formal power series
s(z) =
∞ X
j=0
σjzj, σj ∈ C.
Equivalent are:
(a) The series is convergent in a neighborhood of z = 0 and s(z) ∈ S0.
(b) For all suﬃciently large n, the number of negative eigenvalues ( count-
ing multiplicities ) of Gn is independent of n.
(c) There exists an integer n0 ≥ 0 such that either δnδn+1 > 0 for all
n ≥ n0 or δn = 0 for all n ≥ n0.6 Chapter 1. Introduction
Under the additional assumption that the series in the theorem is conver-
gent near z = 0, the equivalence between (a) and (b) was shown by Krein
and Langer [30] and generalized by Azizov in [12, Theorem 3.16, p. 275].
Without this assumption the equivalence between (a) and (b) ﬁrst appeared
in the recent paper [19]. The equivalence between (a) and (c) was shown
by Pathiaux in [14, Theorem 3.4.1] and for the proof of this equivalence a
generalized form of the Schur transformation, originating from the works of
Chamfy [18] and Dufresnoy [25], was perfected and used. It also appears
in [20] in connection with systems theory. The deﬁnition of the general-
ized Schur transformation is given in Section 4.2. In general terms it is a
fractional linear map
(1.1.4) s(z) 7→ b s(z) =
b a(z)s(z) +b b(z)
b c(z)s(z) + b d(z)
,
where the transformation matrix
(1.1.5) b Θ(z) =
 
b a(z) b b(z)
b c(z) b d(z)
!
is a polynomial matrix which depends on whether |s(0)| is less than, greater
than, or equal to 1. It coincides with the transformation matrix for the Schur
transform (see (1.1.1)) if |s(0)| < 1. In all three cases it is J-unitary on the
circle, that is, b Θ(z)∗J b Θ(z) = J, |z| = 1, where
J =

1 0
0 −1

.
In this thesis instead of polynomials or Schur functions we consider general-
ized Schur functions, instead of diﬀerentiation or the Schur transformation
we consider the generalized Schur transformation and we study the eﬀect
of this transformation on the minimal coisometric, isometric, and unitary
realizations with Pontryagin state spaces of the generalized Schur functions.
Roughly speaking the eﬀect can be described by saying that b s(z) is “smaller”
than s(z) - we think of b s(z) as a “compression” of s(z) in the sense that
the state space for b s(z) is obtained from that for s(z) by deleting a ﬁnite
dimensional subspace and that the main operator for b s(z) is the sum of the
compression of the main operator for s(z) to the remaining space and a ﬁnite
rank perturbation.
The inverse of the Schur transformation is given by
(1.1.6) b s(z) 7→ s(z) =
zb s(z) + s(0)
zs(0)∗b s(z) + 1
.
and the formula on the right-hand side provides an answer to the following
basic interpolation problem for Schur functions:1.1. A ﬁrst overview 7
Given a complex number σ0, determine all functions s(z) ∈ S for which
s(0) = σ0.
If |σ0| > 1, then there are no solutions; if |σ0| = 1, then by the maximum
modulus principle there is exactly one solution, namely s(z) ≡ σ0; and if
|σ0| < 1, then the formula
s(z) =
ze s(z) + σ0
zσ∗
0e s(z) + 1
gives a one-to-one correspondence between all solutions s(z) and all func-
tions e s(z) ∈ S. This formula is called the parameterization formula for all
solutions and the function e s(z) is called the parameter for the solution s(z).
The basic interpolation problem can also be formulated for functions in the
class S0; see (BIPS0) in Section 5.2. In this thesis we give a complete answer
to this problem: We show that there exists a parameterization formula of
the form
(1.1.7) s(z) =
a(z)e s(z) + b(z)
c(z)e s(z) + d(z)
,
which provides a one-to-one correspondence between the solutions s(z) on
one hand and the parameters e s(z) ranging through a certain subclass of S0
on the other. The parameterization matrix
(1.1.8) Θ(z) =

a(z) b(z)
c(z) d(z)

is a polynomial matrix which depends on whether |σ0| is less than, greater
than, or equal to 1. We also address the following problem:
Given a minimal coisometric, isometric, or unitary realization of the pa-
rameter e s(z) describe the corresponding realization of the solution s(z).
It turns out, in loose terms, that the function s(z) is “larger” than the pa-
rameter - we think of s(z) as a “blow-up” of e s(z) in the sense that the state
space of s(z) is obtained from that of e s(z) by enlarging it by some ﬁnite di-
mensional Pontryagin space and that the main operator for s(z) is obtained
by appropriately extending the main operator for e s(z) to the enlarged space.
The parameterization formula for all solutions of the basic interpolation
problem for generalized Schur functions is closely related to the generalized
Schur transformation. In fact, the transformation matrix (1.1.5) and the
parameterization matrix (1.1.8) are related by b Θ(z) = z`Θ(z)−1, where ` is
a natural number which depends on whether |σ0| is less than, greater than
or equal to 1. Hence if s(z) is a solution with corresponding parameter
function e s(z), then e s(z) = b s(z), the generalized Schur transform of s(z).8 Chapter 1. Introduction
1.2 A detailed overview
Most of the results in this thesis are contained in the report [4], the ref-
ereed papers [5] and [6] which have been published and [36] which will be
published, the paper [23] which has been submitted for publication and the
paper [8] which is in preparation. Only a small fraction has not been writ-
ten down before. As mentioned earlier, our focus is mainly directed towards
answering question (3) for s(z) ∈ S0
κ. In the following three cases we assume
that s(z) coincides with the characteristic function of the operator matrix
(1.2.1) Vs =

Ts us
h·,vsiP s(0)

:

P
C

→

P
C

.
(i) The coisometric case (see Subsection 4.3.1).
Question (3) was answered in [1, 2] when the operator matrix Vs in (1.2.1)
is minimal coisometric. In this case the state space b P for the transform b s(z)
is given by
b P = P 	 L
with
(1.2.2) L = span{vs,T∗
s vs,...,T∗(k−1)
s vs},
where k > 0 is an integer depending on whether |s(0)| < 1, |s(0)| > 1 or
|s(0)| = 1. The entries of the operator matrix
(1.2.3) Vb s =

Tb s ub s
h·,vb si b P b s(0)

:
b P
C

→
b P
C

for b s(z) are related to those of the operator matrix Vs in (1.2.1) by formulas
of the form
Tb s = PTsP + αh·, PT∗k
s vsiPus, ub s = βPus,
vb s = γPT∗k
s vs, b s(0) = δ,
where α,β,γ, and δ are complex numbers which depend on whether the
value |s(0)| is less than, greater than or equal to 1 and P is the orthogonal
projection in the space P onto the space b P. For purposes of completeness
these results are included here in this thesis.
(ii) The isometric case (see Subsection 4.3.2).
The case when the operator matrix Vs in (1.2.1) is minimal isometric has
not been published before. In this case us and Ts play the same roles as
vs and T∗
s in the coisometric case: The state space of the transform b s(z) is
given by
P0 = P 	 L01.2. A detailed overview 9
with
(1.2.4) L0 = span{us,Tsus,...,T(k−1)
s us},
where as before k > 0 is an integer depending on the value of |s(0)|, and the
entries of the corresponding operator matrices Vs and Vb s are related by
Tb s = P0TsP0 + α0h·, P0vsiP0Tk
s us, ub s = β0P0Tk
s us,
vb s = γ0P0vs, b s(0) = δ0,
where α0,β0,γ0, and δ0 are complex numbers which depend on the value
|s(0)| and P0 is the orthogonal projection in the space P onto the space
P0. This case can be proved using the coisometric case and the fact that
s#(z) = sV ∗
s (z).
(iii) The unitary case (see Subsection 4.3.3).
In [6] we answered question (3) when the operator matrix Vs in (1.2.1) is
minimal unitary. In this case there are at least two ways in which to reduce
the state space for s(z). One way is to reduce it by the space L in (1.2.2)
and the other way is to reduce it by the space L0 in (1.2.4). The formulas
relating the entries of the operator matrices Vs and Vb s above remain valid
in these cases. If |s(0)| = 1, then in addition to the spaces L and L0, the
state space can also be reduced by a subspace of the form
(1.2.5) K = span {T∗(n−1)
s vs,...,T∗
s vs,vs,us,Tsus,...,T(n−1)
s vs}.
In this case the formulas relating the entries are slightly diﬀerent from the
ones above (see Theorems 4.3.12 and 4.3.14). This replacement of one-
sidedness in (1.2.2) and (1.2.4) by the two-sidedness in (1.2.5) may be looked
at as the main diﬀerence between this case and the other two cases (i) and
(ii).
In [4, 5] we study the basic interpolation problem (BIPS0) (see Section
5.2) and prove the parameterization formula (1.1.7) for all solutions. Let
s(z) be a solution with parameter e s(z) and assume that
(1.2.6) Ve s =

Te s ue s
h·,ve si e P e s(0)

:
e P
C

→
e P
C

is the minimal coisometric colligation associated with e s(z). Since e s(z) =
b s(z), the Schur transform of s(z), we have from (i) that
(1.2.7) PTsP = Te s + µh·,ve si e Pue s,
where µ is some complex number. This formula only reveals part of Ts
and hence only part of the minimal coisometric colligation Vs for s(z). In10 Chapter 1. Introduction
[4, 5] we recover all of Vs from Ve s and the interpolation data encoded in the
parameterization matrix Θ(z) using the following two methods.
(I) The direct method (see Chapter 7).
Here we construct a colligation Vs for s(z) of the form
(1.2.8) Vs =
 
Ts us
h·, vsiC`
G⊕ e P s(0)
!
:



 
C`
G
e P
!
C


 →



 
C`
G
e P
!
C


,
where ` is an integer > 0, G is an `×` Hermitian matrix and C`
G denotes the
complex vector space C` consisting of column `-vectors with inner product
hα,βiG = β∗Gα, α,β ∈ C`.
The entries of Vs are of the form
Ts =

A αh · ,ai e P
bh · ,βiG B

:
 
C`
G
e P
!
→
 
C`
G
e P
!
,
us =

γ
c

, vs =

δ
d

,
where α,β,γ, and δ are vectors in C`
G, a, b, c, and d are elements in the
space e P, each of which is a multiple of either ue s or ve s and B is the operator
on e P given by the right-hand side of (1.2.7).
(II) The reproducing kernel method (see Chapter 6).
In this method we want the state spaces for e s(z) and s(z) to be the re-
producing kernel Pontryagin spaces P(e s) and P(s) and the main operators
to be the diﬀerence-quotient operators on these spaces. It can be shown
that P(e s) can be identiﬁed with a subspace of P(s) and that the orthogonal
complement of this subspace in P(s) can be identiﬁed with the reproducing
kernel Pontryagin space associated with Θ(z).
In the foregoing paragraph we discussed the minimal coisometric case. In
this thesis we also relate the minimal isometric colligation of the parameter
with the minimal isometric colligation of the solution using both methods.
This case appears here for the ﬁrst time. The minimal unitary case is rather
demanding because of the form of the operators involved. In [36] we employ
the reproducing kernel method with state spaces D(e s) and D(s). In this
thesis we give the formulas using the direct method; these formulas are new.
Moreover, we show that the formulas obtained via the reproducing kernel
method in the coisometric and isometric cases can be recovered from the
corresponding results in the unitary case by means of some special projection
mappings.
Finally, in this thesis we also consider the following topics which are
related to but fall slightly outside the scope of question (3). They are taken
from [8, 23, 36].1.2. A detailed overview 11
(i) The augmented Schur parameters (see Section 4.4).
Schur associated with each function s(z) ∈ S, which is not equal to a uni-
modular constant, a sequence (γj)j≥0 of complex numbers by a recursive
application of the Schur transformation (1.1.1) to s(z):
(1.2.9)
s0(z) = s(z),γ0 = s0(0),...sj(z) =
1
z
sj−1(z) − γj−1
1 − γ∗
j−1sj−1(z)
,γj = sj(0),....
This recursive application of the Schur transformation is called the Schur
algorithm. The sequence (γj)j≥0 is called the sequence of Schur parameters
of s(z). It is either (a) ﬁnite with |γj| < 1 for j = 0,1,...,n − 1 and
|γn| = 1 or (b) inﬁnite with |γj| < 1 for all j. Schur [33, 34] showed that the
converse also holds: Every sequence satisfying (a) or (b) is the sequence of
Schur parameters of a unique Schur function; see also the survey paper [26,
Section 9]). The Schur algorithm has many applications (see, for example,
[16]) and depending on the application (γj)j≥0 is called the choice sequence
or the sequence of reﬂection coeﬃcients. In Section 4.4 we generalize Schur’s
result to generalized Schur functions s(z) ∈ S0. As mentioned earlier the
generalized Schur transformation in (1.1.4) depends on whether |s(0)| < 1,
|s(0)| > 1 or |s(0)| = 1. In other words, for each of these cases we have
a diﬀerent transformation. If |s(0)| < 1, then the transformation coincides
with the Schur transformation (1.1.1) and the Schur parameter is b γ = γ =
s(0). In the other two cases, to describe the generalized Schur transformation
not only s(0) but also a certain number of the subsequent Taylor coeﬃcients
of s(z) at z = 0 are used. The number γ = s(0) together with these
additional data make up the corresponding augmented Schur parameter b γ.
Recursively applying the generalized Schur transformation to s(z), which is
not identically equal to a unimodular constant, produces a sequence (b γj)j≥0
of augmented Schur parameters. We characterize this sequence and prove
that any such sequence is the sequence of augmented Schur parameters for
a unique generalized Schur function from the class S0.
(ii) Interpolation at a boundary point (see Section 5.4).
By Srai we denote the set of rational generalized Schur functions s(z) which
are unimodular on the unit circle T. In Section 5.4 we solve the following
boundary interpolation problem:
Given z1 ∈ T, an integer k ≥ 1, and complex numbers
|τ0| = 1,τ1 = ··· = τk−1 = 0,τk 6= 0,τk+1,...,τ2k−1,
ﬁnd all functions s(z) ∈ Srai such that
s(z) =
2k−1 X
i=0
τi(z − z1)i + O((z − z1)2k), z → z1.12 Chapter 1. Introduction
We show that all solutions are given by a fractional linear transformation
of the form
s(z) =
α(z)e s(z) + β(z)
γ(z)e s(z) + δ(z)
where e s(z) belongs to the class Srai and satisﬁes the condition e s(z1) 6= τ0 and
α(z),β(z),γ(z), and δ(z) are certain polynomials. Of interest in this problem
is the fact that its formulation is similar to that of the basic interpolation
problem for the class S0 at the interior point z = 0 in the case when |σ0| = 1.
There too, in order to describe all solutions a certain number of derivatives
at z = 0 has to be preassigned; see Theorem 5.2.1.
(iii) The symmetry condition (see Section 6.3).
For s(z) ∈ S0 the following three statements are equivalent:
(1) s(z) = s#(z).
(2) The Taylor coeﬃcients of s(z) at z = 0 are real.
(3) The main operator Ts in the canonical unitary realization of s(z) is
Js-self-adjoint for some signature operator Js in the state space D(s).
The equivalence with (3) was shown in [7, Corollary 3.5]. If in the basic
interpolation problem in the class S0 the interpolation data are real and
the parameter function e s(z) satisﬁes the symmetry condition (1), then the
solution s(z) is also symmetric in this sense. In this case, by (3), there
exist signature operators Je s and Js in the canonical unitary realizations of
e s(z) and s(z) such that Je sTe s and JsTs are self-adjoint in D(e s) and D(s),
respectively. In Section 6.3 we express Js in terms of Je s in some special
cases.
1.3 Outline of the thesis
We now give a summary of the contents of this thesis. In Chapters 2 and 3
we collect the prerequisites. The main results are in Chapters 4–7.
In Chapter 2 we discuss generalized Schur matrix functions and their
associated reproducing kernel Pontryagin spaces. For an integer n > 0, let
S(z) be a meromorphic n×n matrix function deﬁned on the open unit disk D
and denote by hol(S) the set of points z ∈ D at which S(z) is holomorphic.
Set S#(z) = S(z∗)∗, z∗ ∈ hol(S). Let J be an n × n signature matrix, that
is, J = J∗ = J−1. We denote by KS(z,w), KS#(z,w), and DS(z,w) the
kernels
(1.3.1) KS(z,w) :=
J − S(z)JS(w)∗
1 − zw∗ : Cn → Cn,
(1.3.2) KS#(z,w) :=
J − S#(z)JS#(w)∗
1 − zw∗ : Cn → Cn,1.3. Outline of the thesis 13
and
(1.3.3)
DS(z,w) =




J − S(z)JS(w)∗
1 − zw∗
S(z) − S(w∗)
z − w∗
S#(z) − S#(w∗)
z − w∗
J − S#(z)JS#(w)∗
1 − zw∗



 :

Cn
Cn

→

Cn
Cn

.
If the function S(z) is such that the kernels KS(z,w), KS#(z,w), and
DS(z,w) above have ﬁnitely many negative squares, we denote by P(S),
P(S#), and D(S) the respective associated reproducing kernel Pontryagin
spaces. The main results of this chapter concern the description of the repro-
ducing kernel Pontryagin spaces associated with the parameterization ma-
trices Θ(z) in (1.1.8), which are generalized Schur 2×2 matrix functions. We
recall the projection mappings π : D(S) → P(S) and π# : D(S) → P(S#)
from [10]. They are used in the later part of the chapter and also in Chapter
6 to relate the canonical unitary colligations with the canonical coisometric
and isometric colligations.
Chapter 3 deals with operator realizations. Here we introduce the general
notion of an operator colligation and the associated realization. The con-
cepts of minimality are also discussed. The main emphasis in this chapter is
on canonical colligations whose state spaces are the reproducing kernel Pon-
tryagin spaces with reproducing kernels KS(z,w), KS#(z,w), and DS(z,w).
Our proofs are based on results from [10], where further references are given
The generalized Schur transformation is discussed in Chapter 4. The
main theme here is the eﬀect of this transformation on colligations. The
last section of this chapter concerns the augmented Schur parameters.
The basic interpolation problem (BIPS0) for generalized Schur functions
in the class S0 is solved in Chapter 5. It is shown that the solutions can
be parameterized via a fractional linear transformation, where the param-
eters run over a subset of S0. In the last section of the chapter we treat a
basic interpolation problem at a boundary point in T for a class of rational
generalized Schur functions.
In Chapters 6 and 7 we study the relation between the realizations of
the solutions s(z) of (BIPS0) and the realizations of their parameters e s(z).
Chapter 6 deals with the special case that the realizations are canonical.
We show how the canonical coisometric and canonical isometric realizations
can be deduced from the canonical unitary realizations. The connection
between the signature operators Js and Je s on D(s) and D(e s) arising from
the symmetry condition on the parameter and real interpolation data is
discussed at the end of the chapter. In Chapter 7 we employ the direct
method mentioned above. We show how the results of Chapter 4 can be
deduced from what we do here. In the last two Chapters of the thesis, that
is, Chapters 6 and 7, the proofs are given at the end of the chapter.14 Chapter 1. IntroductionChapter 2
Generalized Schur functions
and Pontryagin spaces
2.1 Generalized Schur functions
Let n be an integer > 0. By an n×n matrix kernel we mean an n×n matrix
function K(z,w) deﬁned on Ω × Ω for some open set Ω = Ω(K) ⊂ C. We
say that the kernel K(z,w) is Hermitian if
K(z,w)∗ = K(w,z), z,w ∈ Ω.
Let K(z,w) be a Hermitian kernel and let κ be an integer ≥ 0. We say
that K(z,w) has κ negative squares, and write sq−K(z,w) = κ, if for any
integer ` > 0, points w1,w2,...,w` ∈ Ω, and vectors α1,α2,...,α` ∈ Cn,
the Hermitian matrix
(2.1.1) (hK(wi,wj)αi,αjiCn)
`
i,j=1
has at most κ and at least one matrix of this form has exactly κ negative
eigenvalues, counting multiplicities. If sq−K(z,w) = 0 then all matrices of
the form (2.1.1) are nonnegative and in this case we say that the kernel
K(z,w) is nonnegative. That K(z,w) has κ positive squares is deﬁned
similarly.
Let S(z) be a meromorphic n × n matrix function deﬁned on the open
unit disk D in the complex plane and denote by hol(S) the set of points
z ∈ D at which S(z) is holomorphic. By KS(z,w), KS#(z,w), and DS(z,w)
we shall mean the kernels
(2.1.2) KS(z,w) :=
J − S(z)JS(w)∗
1 − zw∗ : Cn → Cn,
(2.1.3) KS#(z,w) :=
J − S#(z)JS#(w)∗
1 − zw∗ : Cn → Cn,
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and
(2.1.4)
DS(z,w) =




J − S(z)JS(w)∗
1 − zw∗
S(z) − S(w∗)
z − w∗
S#(z) − S#(w∗)
z − w∗
J − S#(z)JS#(w)∗
1 − zw∗



 :

Cn
Cn

→

Cn
Cn

,
where S#(z) = S(z∗)∗, z∗ ∈ hol(S) and J is an n×n signature matrix, that
is, J = J∗ = J−1. Note that Ω(KS) = hol(S), Ω(KS#) = {z ∈ C | z∗ ∈
hol(S)}, and Ω(DS) = Ω(KS) ∩ Ω(KS#). These kernels play a key role in
the sequel.
Theorem 2.1.1 If one of the kernels KS(z,w), KS#(z,w), or DS(z,w) has
κ negative squares then so do the other two.
In this case we write sq−(S) instead of sq−KS(z,w), sq−KS#(z,w), and
sq−DS(z,w). We shall prove this theorem in Subsection 2.3.2. Assuming it
holds we now present the deﬁnitions of Schur and generalized Schur func-
tions. First we consider the case J = I, the identity matrix. In this case the
functions S(z) for which the kernels KS(z,w), KS#(z,w), and DS(z,w) are
nonnegative are called Schur functions, and we denote the class of all such
functions by S(Cn). It is well known that S(z) ∈ S(Cn) if and only if S(z) is
holomorphic on D and for each z ∈ D, ||S(z)|| ≤ 1. In the scalar case, that
is, the case where n = 1, we write S instead of S(C). Hence s(z) ∈ S if and
only if s(z) is holomorphic on D and bounded by 1 there. Still for the case
J = I, the functions S(z) for which the kernels KS(z,w), KS#(z,w), and
DS(z,w) have κ negative squares are called generalized Schur functions with
κ negative squares. We denote the class of all such functions by Sκ(Cn). If
S(z) ∈ Sκ(Cn) then S(z) has κ poles in D. In the sequel we only consider
scalar generalized Schur functions. The class of such functions with κ neg-
ative squares will be denoted by Sκ instead of Sκ(C). It is well know that
s(z) ∈ Sκ if and only if it has one of the following equivalent properties (see,
for example, [10] and [30]):
1. s(z) is meromorphic on D, has κ poles (counting order), and
lim supr↑1|s(reit)| ≤ 1 for almost all t ∈ [0,2π].
2. s(z) admits the representation
(2.1.5) s(z) = B(z)−1s0(z), B(z) =
κ Y
j=1
z − zj
1 − zz∗
j
,
where zj ∈ D and s0(z) is a Schur function with s0(zj) 6= 0, j =
1,2,...,κ.2.2. Pontryagin spaces 17
The function B(z) is called a Blaschke product of order κ. Generalized Schur
functions were ﬁrst considered and studied by H. Langer and M.G. Krein (see
[30]). The representation (2.1.5) is called the Krein-Langer factorization. A
similar representation holds in the matrix case but we shall not use this
in the sequel. Nonnegative kernels of the form (2.1.2), (2.1.3), and (2.1.4)
with an arbitrary signature matrix J have been studied by V.P. Potapov
(see [32]). Kernels of the form (2.1.2) and (2.1.3) with κ negative squares
appear in [11] and [12]. In the sequel we denote by Sκ(Cn,J) the class of
meromorphic functions S(z) on D for which these kernels have κ negative
squares. We call a function from this class a J-generalized Schur function
with κ negative squares. We are mainly interested in the case where n = 2
and
(2.1.6) J =

1 0
0 −1

.
In this special case we shall write Θ(z) instead of S(z).
2.2 Pontryagin spaces
By an inner product space (H,h · , · iH) we shall mean a complex linear
space H with an inner product h · , · iH deﬁned on it. By an inner product
here we mean a complex valued function h · , · iH on H × H which satisﬁes
the following axioms:
(i) hax + by,ziH = ahx,ziH + bhy,ziH, x,y,z ∈ H and a,b ∈ C.
(ii) hx,yiH = hy,xi∗
H.
In Section 1.3 we encountered the positive deﬁnite inner product on Cn.
According to the above deﬁnition an inner product need not be positive
deﬁnite. If (H,h · ,· iH) is an inner product space, its anti-space is the
space (H,−h · , · iH), which as a linear space coincides with H but with the
sign of the inner product reversed.
By a Krein space we mean an inner product space (K,h · , · iK ) which
can be expressed as an orthogonal direct sum
(2.2.1) K = K+ ⊕ K−,
in which (K+,h · , · iK) and (K−,−h · , · iK) are Hilbert spaces. The
representation (2.2.1) is called a fundamental decomposition of the Krein
space K. The linear operator JK : K → K deﬁned by
JK(k+ + k−) = k+ − k−, k± ∈ K±,
is called the fundamental symmetry associated with decomposition (2.2.1).
In general a decomposition of the form (2.2.1) is not unique. The numbers18 Chapter 2. Generalized Schur functions and Pontryagin spaces
ind±K = dimK±, which are either ﬁnite or ∞ are called the positive and
negative indices of K and are independent of the decompositions. By a
regular subspace of a Krein space K we mean a closed subspace M of K
which is a Krein space in the inner product of K. In this thesis, a Pontryagin
space P is a Krein space with ind−P < ∞.
A fundamental decomposition (2.2.1) induces a topology on the Krein
space K. First, one forms the associated Hilbert space |K| = K+ ⊕ |K−|
by replacing K− by its anti-space |K−|, which is a Hilbert space. The
Hilbert space |K| has an associated norm || · || and it can be shown that
two norms arising from diﬀerent fundamental decompositions are equivalent
and therefore deﬁne the same norm topology. The notions of continuity and
convergence in Krein spaces are understood to be with respect to this norm
topology.
By B(K,H) we denote the set of all bounded linear operators from K
into H. If A ∈ B(K,H), its adjoint is the unique operator A∗ ∈ B(H,K)
such that
hAk,hiH = hk,A∗hiK, k ∈ K, h ∈ H.
The existence of the adjoint follows from the Riesz representation theorem
(see [28, Chapter 2 ]). The Krein space and Hilbert space concepts of the
adjoint operator are related. If we view A ∈ B(K,H) as an element of
B(|K|,|H|) and write A× ∈ B(|H|,|K|) for its Hilbert space adjoint, then
(2.2.2) A∗ = JHA×JK.
Let H and K be Krein spaces. By a linear relation R in H×K we mean
a subspace R of H × K. The domain of R is deﬁned by
dom R = {h ∈ H | (h,k) ∈ R for some k ∈ K}
and the range of R by
ran R = {k ∈ K | (h,k) ∈ R for some h ∈ H}.
If
(2.2.3) hk,kiK ≤ hh,hiH, (h,k) ∈ R,
we say that the relation R is contractive. If equality holds in (2.2.3) we say
that R is isometric.
The following theorem is due to Shmul’yan [35]; for a proof see [10].
Theorem 2.2.1 Let R be a linear relation on H × K, where H and K are
Pontryagin spaces having the same negative index.
(i) If R is a densely deﬁned contraction, then its closure is the graph of
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(ii) If R is a densely deﬁned isometry, then its closure is the graph of an
isometry in B(H,K).
(iii) If R is a densely deﬁned isometry which has dense range, then its
closure is the graph of a unitary operator in B(H,K).
2.3 Reproducing kernel Pontryagin spaces
2.3.1 General Facts
Let P be a Pontryagin space whose elements are n−vector functions deﬁned
on some open subset Ω of C. The space P is said to be a reproducing kernel
Pontryagin space if there exists an n × n matrix kernel K(z,w) on Ω × Ω
such that for every ﬁxed choice of w ∈ Ω and ξ ∈ Cn,
(1) the function z 7→ K(z,w)ξ belongs to P and
(2) hf,K( · ,w)ξiP = hf(w),ξiCn, for every f ∈ P.
We refer to the kernel K(z,w) as the reproducing kernel for P. In this case
we write P(K) instead of P. It turns out that the set of functions K( · ,w)ξ,
w ∈ Ω and ξ ∈ Cn, is total in P(K), that is,
span { K( · ,w)ξ | w ∈ Ω, ξ ∈ Cn } = P(K).
Indeed, if f ∈ P(K) is orthogonal to all such elements, then (2) implies
hf(w),ξiCn = 0, w ∈ Ω, ξ ∈ Cn,
and hence f = 0.
If P(K) is a reproducing kernel Pontryagin space, then its reproducing
kernel K(z,w) is unique and is such that sq−K(z,w) = ind −P(K) (see
[10, Theorem 1.1.2]). On the other hand, if K(z,w) is a Hermitian kernel
with κ negative squares then there exists a unique Pontryagin space P(K) of
negative index κ with reproducing kernel K(z,w) (see [10, Theorem 1.1.3]).
We shall frequently apply the following two theorems. For more details
and more general statements we refer to [10, Section 1.5].
Theorem 2.3.1 Let K(z,w), K1(z,w), and K2(z,w) be n × n matrix ker-
nels on Ω having a ﬁnite number of negative squares such that
K(z,w) = K1(z,w) + K2(z,w).
Then
(i) sq−K(z,w) ≤ sq−K1(z,w) + sq−K2(z,w).
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(a) P(K) = P(K1) ⊕ P(K2).
(b) P(K1) ⊂ P(K) and the inclusion mapping P(K1) ,→ P(K) is
isometric.
(c) P(K1) ∩ P(K2) = {0}.
(iii) If (a), (b), and (c) in (ii) hold then sq−K(z,w) = sq−K1(z,w) +
sq−K2(z,w).
Theorem 2.3.2 Let K(z,w) and K1(z,w) be such that
K(z,w) = A(z)K1(z,w)A(w)∗,
where K1(z,w) is an n × n matrix kernel on Ω having a ﬁnite number of
negative squares and A(z) is an m × n matrix function on Ω. Then
(i) sq−K(z,w) ≤ sq−K1(z,w),
(ii) P(K) = AP(K1),
(iii) the operator of multiplication by A(z):
P(K1) 3 f(z) 7→ A(z)f(z) ∈ P(K)
is a unitary mapping if and only if the set
{f(z) ∈ P(K1) | A(z)f(z) = 0,z ∈ Ω} = {0}.
In this case sq−K(z,w) = sq−K1(z,w).
We use a diﬀerent notation for the reproducing kernel spaces associated with
a function S(z) from the class Sκ(Cn,J). By deﬁnition the kernels KS(z,w),
KS#(z,w), and DS(z,w) have κ negative squares and we write P(S), P(S#),
and D(S) instead of P(KS), P(KS#), and P(DS), respectively. Which
signature matrix J is considered here will be clear from the context. For
generalized Schur functions S(z) we have J = I, and when n = 2 and J
is given by (2.1.6) we write Θ(z) instead of S(z) and then the spaces are
denoted by P(Θ), P(Θ#), and D(Θ). In Section 2.4 we give examples of
such Θ’s for which the corresponding reproducing kernel Pontryagin spaces
are ﬁnite dimensional. Recall that a rational n × n matrix function S(z) is
said to be J-unitary on the unit circle T if
S(z)JS(z)∗ = J, |z| = 1, z ∈ hol(S).
Theorem 2.3.3 Let S(z) be a meromorphic n × n matrix function. The
following three statements are equivalent:
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(2) The kernel KS(z,w) has a ﬁnite number of negative squares and the
space P(S) is ﬁnite dimensional.
(3) The kernel KS#(z,w) has a ﬁnite number of negative squares and the
space P(S#) is ﬁnite dimensional.
(4) The kernel DS(z,w) has a ﬁnite number of negative squares and the
space D(S) is ﬁnite dimensional.
The equivalence of statements (1) and (2) is proved in [11, Theorem
8.1]. In view of Theorem 2.1.1, statements (1) and (2) are equivalent to
statements (3) and (4).
2.3.2 Kernels on Cn
J
Theorem 2.1.1 can be proved along the lines of the proof of a similar theorem
in [9], see [9, Theorem 0.2 ]. Instead we shall prove Theorem 2.1.1 using
this theorem. Let J be an n × n signature matrix and denote by Cn
J the
space Cn equipped with the indeﬁnite inner product
hα,βiCn
J = β∗Jα, α,β ∈ Cn.
Let S(z) be a meromorphic n × n matrix function on D and for each z ∈
hol(S) consider S(z) as a mapping from Cn
J to Cn
J. Then its adjoint S(z)∗
is given by
S(z)∗ = JS(z)×J,
where S(z)× is the adjoint of S(z) considered as a mapping from |Cn
J| = Cn
to itself, see (2.2.2). We deﬁne the following kernels.
(2.3.1) HS(z,w) :=
I − S(z)S(w)∗
1 − zw∗ : Cn
J → Cn
J,
HS#(z,w) :=
I − S#(z)S#(w)∗
1 − zw∗ : Cn
J → Cn
J,
and
(2.3.2)
BS(z,w) :=




I − S(z)S(w)∗
1 − zw∗
S(z) − S(w∗)
z − w∗
S#(z) − S#(w∗)
z − w∗
I − S#(z)S#(w)∗
1 − zw∗



 :

Cn
J
Cn
J

→

Cn
J
Cn
J

.
We say the kernel HS(z,w) has κ negative squares if for any integer ` >
0, points w1,w2,...,w` ∈ hol(S), and vectors α1,α2,...,α` ∈ Cn
J, the
Hermitian matrix  
hH(wi,wj)αi,αjiCn
J
`
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has at most κ and at least one matrix of this form has exactly κ nega-
tive eigenvalues, counting multiplicities. That the kernels HS#(z,w) and
BS(z,w) have κ negative squares is deﬁned in a similar way. Theorem 0.2
in [9] can now be stated as follows.
Theorem 2.3.4 If one of the kernels HS(z,w), HS#(z,w), or BS(z,w) has
κ negative squares so do the other two.
We are now in a position to prove Theorem 2.1.1.
Proof of Theorem 2.1.1. We use the following relations:
(2.3.3)

  
  
KS(z,w) = HS(z,w)J,
KS#(z,w) = JHS#(z,w),
DS(z,w) = b BS(z,w)

J 0
0 J

,
where
(2.3.4) b BS(z,w) =

I 0
0 J

BS(z,w)

I 0
0 J

.
That sq−KS(z,w) = sq−HS(z,w) follows from the ﬁrst equality in (2.3.3),
as it implies
(2.3.5) hKS(wi,wj)αi,αjiCn = hHS(wi,wj)Jαi,JαjiCn
J.
The other equalities in (2.3.3) imply in the same way that
sq−KS#(z,w) = sq−HS#(z,w), sq−DS(z,w) = sq− b BS(z,w).
Since

I 0
0 J

is invertible, Theorem 2.3.2 with A(z) =

I 0
0 J

implies
sq−BS(z,w) = ind− b BS(z,w) and hence sq−DS(z,w) = sq−BS(z,w). The
theorem now follows from Theorem 2.3.4 above.
From the proof of Theorem 2.1.1 we see that if one of the kernels
HS(z,w), BS(z,w), b BS(z,w), KS(z,w), and DS(z,w), has κ negative squares
then all the others have κ negative squares also. If S(z) ∈ Sκ(Cn,J), we
denote the reproducing kernel Pontryagin spaces corresponding to these ker-
nels by H(S), K(S), b K(S), P(S), and D(S) respectively.
Theorem 2.3.5 For S(z) ∈ Sκ(Cn,J) we have:
(i) H(S) = P(S) and the inclusion mapping ι : H(S) ,→ P(S) is unitary.
In particular, ιHS(z,w)α = KS(z,w)Jα, α ∈ Cn.2.3. Reproducing kernel Pontryagin spaces 23
(ii) The mapping
ω

h
k

=

h
Jk

,

h
k

∈ K(S),
is a unitary mapping from K(S) onto D(S). In particular,
ωBS(z,w)

β1
β2

= DS(z,w)

Jβ1
β2

,

β1
β2

∈ C2n.
Proof We use the same notation as in the proof of Theorem 2.1.1.
(i) From the ﬁrst equality in (2.3.3) we have that for v,w ∈ hol(S) and
α,β ∈ Cn,
hHS( · ,w)α, HS( · ,v)βiH(S) = hHS(v,w)α, βiCn
J = hJKS(v,w)Jα, βiCn
= hKS(v,w)Jα, JβiCn = hKS( · ,w)Jα, KS( · ,v)JβiP(S) .
It follows that the relation
R = span {{HS(z,w)α, KS(z,w)Jα}| w ∈ hol(S),α ∈ Cn}
in H(S)×P(S) is isometric. Since it is densely deﬁned and has dense range,
we conclude by Theorem (2.2.1) (iii) that its closure deﬁnes the graph of
a unitary operator ι ∈ B(H(S),P(S)). Since the restriction ι|domR is the
identity operator on domR, ι itself is the identity operator.
(ii) The arguments in (i) can be repeated to show that the third equality
in (2.3.3) implies that b K(S) = D(S) and that the inclusion mapping ι2 :
b K(S) ,→ D(S) is unitary. Formula (2.3.4) and Theorem 2.3.2 imply that the
operator of multiplication by

I 0
0 J

is a unitary mapping from K(S) onto
b K(S). Since ω is the composition of these two unitary mappings:
ω = ι2

I 0
0 J

,
ω is unitary also. The last equality in the theorem follows from (2.3.3) and
(2.3.4).
2.3.3 The projections from D(S) onto P(S) and P(S#)
In this subsection we describe the projection mappings πS : D(S) → P(S)
and πS# : D(S) → P(S#).
Theorem 2.3.6 For S(z) ∈ Sκ(Cn,J), the operators πS and πS# deﬁned
by
πS

h
k

= h and πS#

h
k

= k24 Chapter 2. Generalized Schur functions and Pontryagin spaces
are coisometries from D(S) onto P(S) and P(S#) respectively. Moreover,
if Λ = πS#π∗
S then we have for α ∈ Cn, h ∈ P(S), and k ∈ P(S#),
(2.3.6)
ΛKS(z,w)α =
S#(z) − S#(w)
z − w∗ α, π∗
Sh =

h
Λh

, π∗
S#k =

Λ∗k
k

.
Proof By Theorem 2.1.1, the spaces P(S), P(S#) and D(S) have the same
negative index κ. Let 0 be the zero vector in Cn. With α,γ ∈ Cn we deﬁne
the relations R in P(S) × D(S) and T in P(S#) × D(S) by
R = span

KS(z,w)α, DS(z,w)

α
0

| w ∈ hol(S) ∩ hol(S#),α ∈ Cn

and
T = span

KS#(z,w)γ, DS(z,w)

0
γ

| w ∈ hol(S) ∩ hol(S#),γ ∈ Cn

.
We show that the relation R is isometric and since it is densely deﬁned we
conclude by Theorem 2.2.1 (ii) that its closure deﬁnes a graph of an isometry
in B(P(S),D(S)). Let

KS(z,w)α, DS(z,w)

α
0

,

KS(z,v)β, DS(z,v)

β
0

be two pairs in the relation R. Then

DS(z,w)

α
0

,DS(z,v)

β
0

D(S)
=

DS(v,w)

α
0

,

β
0

Cn
=
 
β∗ 0


 

J − S(v)JS(w)∗
1 − vw∗
S(v) − S(w∗)
v − w∗
S#(v) − S#(w∗)
v − w∗
J − S#(v)JS#(w)∗
1 − vw∗





α
0

= β∗J − S(v)JS(w)∗
1 − vw∗ α = hKS(z,w)α,KS(z,v)βiP(S) .
Hence the closure of R is the graph of an isometry V from P(S) into D(S).
Setting πS = V ∗, we see that πS is a coisometry from D(S) onto P(S), and
from

πS

h
k

(w), α

Cn
=

πS

h
k

,KS(z,w)α

P(S)
=

h
k

,V KS(z,w)α

D(S)
=

h
k

,DS(z,w)

α
0

D(S)
=

h(w)
k(w)

,

α
0

C2n
= hh(w),αiCn ,2.4. Examples of spaces P(Θ) and D(Θ) 25
it follows that πS

h
k

= h. Similar calculations show that the closure of T
is the graph of an isometric operator from D(S) to P(S#), whose adjoint
coincides with the operator πS# deﬁned in the theorem. From
π∗
SKS(z,w)α = DS(z,w)

α
0

=




J − S(z)JS(w)∗
1 − zw∗ α
S#(z) − S#(w∗)
z − w∗ α



,
it follows that the ﬁrst equality in (2.3.6) holds and that
π∗
SKS(z,w)α =

KS(z,w)α
ΛKS(z,w)α

.
By continuity this last equality implies the second equality in (2.3.6). The
third equality in (2.3.6) can be proved in a similar way.
2.4 Examples of spaces P(Θ) and D(Θ)
We now consider the special case when n = 2 and
J =

1 0
0 −1

mentioned in Section 2.1. As stated there, we write Θ(z) for the elements in
Sκ(C2,J) instead of S(z) and denote the corresponding kernels by KΘ(z,w)
and DΘ(z,w). P(Θ) and D(Θ) stand for the corresponding reproducing
kernel Pontryagin spaces. In the next three subsections we give a detailed
description of some functions Θ(z) and the spaces P(Θ) and D(Θ) they
generate. These are important in later chapters.
2.4.1 The J-unitary functions Θ1(z), Θ2(z), Θ∞(z), Θ3(z), and
Θ4(z)
Throughout the sequel we use the following notation. Here σ0 is an arbitrary
complex number and k and q are integers with k ≥ 1 and q ≥ 0.
(2.4.1) Θ1(z) =
1
p
1 − |σ0|2

1 σ0
σ∗
0 1

zk 0
0 1

if |σ0| < 1,
(2.4.2) Θ2(z) =
1
p
|σ0|2 − 1

σ0 1
1 σ∗
0

1 0
0 zk

if |σ0| > 1,26 Chapter 2. Generalized Schur functions and Pontryagin spaces
and
(2.4.3) Θ∞(z) =

1 0
0 zq

.
We note here that Θ∞(z) is a limiting case of Θ2(z) when we let σ0 go to
inﬁnity (and replace k by q). The deﬁnition of Θ3(z) is more involved. Let
s0 6= 0,s1,...,sk−1 be k given complex numbers and deﬁne the polynomial
Q(z) = Q(z;s0,s1,··· ,sk−1) by
Q(z) = Q(z;s0,s1,··· ,sk−1)
= c0 + c1z + ··· + ck−1zk−1 − (c∗
k−1zk+1 + ··· + c∗
0z2k) (2.4.4)
in which the complex numbers c0,...,ck−1 are determined by the relation

 
 

c0 0 ··· 0
c1 c0
...
. . .
. . .
... ... 0
ck−1 ··· c1 c0

 
 


 
 

s0 0 ··· 0
s1 s0
...
. . .
. . .
... ... 0
sk−1 ··· s1 s0

 
 

= σ0Ik.
From the deﬁnition one can check that
(2.4.5) z∗kQ(z) + zkQ(z)∗ = 0 for |z| = 1,
and if we set
(2.4.6) p(z) = c0 + c1z + ··· + ck−1zk−1
then
(2.4.7) Q(z) = p(z) − z2kp(
1
z∗)∗.
We deﬁne Θ3(z) and Θ4(z) by
(2.4.8) Θ3(z) =

Q(z) + zk −σ0Q(z)
σ∗
0Q(z) −Q(z) + zk

if |σ0| = 1,
(2.4.9) Θ4(z) = Θ3(z)Θ∞(z).
Lemma 2.4.1 The polynomial matrix functions Θ1(z), Θ2(z), Θ∞(z), Θ3(z),
and Θ4(z) deﬁned above are J-unitary on the unit circle T.2.4. Examples of spaces P(Θ) and D(Θ) 27
Proof For |z| = 1,
Θ1(z)JΘ1(z)∗ =
1
1 − |σ0|2

zk −σ0
σ∗
0zk −1

z∗k σ0z∗k
σ∗
0 1

=
1
1 − |σ0|2
 
|z|2k − |σ0|2 σ0(|z|2k − 1)
σ∗
0(|z|2k − 1) |σ0|2|z|2k − 1
!
= J,
Θ2(z)JΘ2(z)∗ =
1
|σ0|2 − 1

σ0 −zk
1 −σ∗
0zk

σ∗
0 1
z∗k σ0z∗k

=
1
|σ0|2 − 1
 
|σ0|2 − |z|2k σ0(1 − |z|2k)
σ∗
0(1 − |z|2k) 1 − |σ0|2|z|2k
!
= J,
Θ∞(z)JΘ∞(z)∗ =

1 0
0 −zq

1 0
0 z∗q

=
 
1 0
0 −|z|2q
!
= J,
and by (2.4.5),
Θ3(z)JΘ3(z)∗ =

Q(z) + zk σ0Q(z)
σ∗
0Q(z) Q(z) − zk

Q(z)∗ + z∗k σ0Q(z)∗
−σ∗
0Q(z)∗ −Q(z)∗ + z∗k

=

zkQ(z)∗ + z∗kQ(z) + |z|2k σ0(zkQ(z)∗ + z∗kQ(z))
σ∗
0(zkQ(z)∗ + z∗kQ(z) zkQ(z)∗ + z∗kQ(z) − |z|2k

= J.
That Θ4(z) is J-unitary follows from the fact that both Θ∞(z) and Θ3(z)
are J-unitary.
Lemma 2.4.1 and Theorem 2.3.3 imply that the spaces P(Θj) and D(Θj)
for j = 1,2,3,4,∞ are ﬁnite dimensional.
2.4.2 The spaces P(Θ1), P(Θ2), P(Θ∞), P(Θ3), and P(Θ4)
In this subsection we describe the ﬁnite dimensional reproducing kernel
Pontryagin spaces associated with the matrix functions Θ1(z), Θ2(z), Θ∞,
Θ3(z), and Θ4 deﬁned by (2.4.1)–(2.4.8) and (2.4.9). The symbols o, u, e1,
e2 will stand for the vectors
(2.4.10) o =

0
0

, u =

1
σ∗
0

, e1 =

1
0

, e2 =

0
1
28 Chapter 2. Generalized Schur functions and Pontryagin spaces
and b C will be the k × k matrix
(2.4.11) b C =


 
 
 
 


0 0 0 0 ··· 0
ck−1 0 0 0 ··· 0
ck−2 ck−1 0 0 ··· 0
. . .
... ... ... ...
. . .
c2 ··· ck−2 ck−1 0 0
c1 c2 ··· ck−2 ck−1 0


 
 
 
 


.
Theorem 2.4.2 The space P(Θ1) is the Hilbert space spanned by the or-
thonormal basis

rzn−1u
	k
n=1 , r =
1
p
1 − |σ0|2,
with Gram matrix Ik×k.
Theorem 2.4.3 The space P(Θ2) is the anti-Hilbert space spanned by the
basis

rzn−1u
	k
n=1 , r =
1
p
|σ0|2 − 1
,
with Gram matrix −Ik×k.
Theorem 2.4.4 The space P(Θ∞) is the anti-Hilbert space with basis

zn−1e2
	q
n=1 ,
whose Gram matrix equals −Iq×q.
Theorem 2.4.5 The space P(Θ3) is the Pontryagin space spanned by the
basis

zn−1u
	k
n=1 ,
n
zn−1(Ju − 2zkp(z−∗)∗u)
ok
n=1
with Gram matrix 2

0 Ik×k
Ik×k −2(b C + b C∗)

, where b C is given by (2.4.11). In
particular, the elements of the space P(Θ3) are of the form
t1(z)u + t2(z)(Ju − 2zkp(z−∗)∗u),
where t1(z) and t2(z) are polynomials of degree ≤ k − 1 .
Theorem 2.4.6 With Θ4(z) = Θ3(z)Θ∞(z), the space P(Θ4) can be de-
composed as the orthogonal direct sum
(2.4.12) P(Θ4) = P(Θ3) ⊕ Θ3P(Θ∞).2.4. Examples of spaces P(Θ) and D(Θ) 29
Moreover, the map
(2.4.13) W : P(Θ4) 3 f 7→

f1
f2

∈

P(Θ3)
P(Θ∞)

determined by the decomposition
f = f1 + Θ3f2,
in accordance with (2.4.12), is unitary.
Theorems 2.4.2 – 2.4.6 can be obtained from Theorems 2.4.8 – 2.4.12 below
by use of the mapping πΘ deﬁned in Theorem 2.3.6, see Subsection 2.4.4.
Corollary 2.4.7 We have
ind −P(Θj) =



0 if j = 1,
k if j = 2,3,
k + q if j = 4.
Proof Since P(Θj) is a Hilbert space for j = 1 and an anti-Hilbert space
for j = 2, the formula for its index in these cases is clear. For the case
j = 3, the formula follows from the Gram matrix in Theorem 2.4.5: it has k
negative (and k positive) eigenvalues. The result for the case j = 4 follows
from the orthogonal decomposition in (2.4.12) and Theorems 2.4.4.
2.4.3 The spaces D(Θ1), D(Θ2), D(Θ∞), D(Θ3), and D(Θ4)
In the following theorems the matrix functions Θ1(z), Θ2(z), Θ∞(z), Θ3(z),
and Θ4(z) are as deﬁned by (2.4.1)–(2.4.8) and (2.4.9).
Theorem 2.4.8 The space D(Θ1) is the Hilbert space spanned by the or-
thonormal basis

rzn−1u
zk−ne1
k
n=1
, r =
1
p
1 − |σ0|2,
with Gram matrix Ik×k. In particular, the elements of the space D(Θ1) are
of the form  
rt(z)u
zk−1t(z−1)e1
!
,
where t(z) is a polynomial of degree ≤ k − 1.30 Chapter 2. Generalized Schur functions and Pontryagin spaces
Theorem 2.4.9 The space D(Θ2) is the anti-Hilbert space spanned by the
basis 
−rzn−1u
zk−ne2
k
n=1
, r =
1
p
|σ0|2 − 1
,
with Gram matrix −Ik×k. In particular, the elements of the space D(Θ2)
are of the form  
−rt(z)u
zk−1t(z−1)e2
!
,
where t(z) is a polynomial of degree ≤ k − 1.
Theorem 2.4.10 The space D(Θ∞) is the anti-Hilbert space with basis

−zn−1e2
zq−ne2
q
n=1
,
whose Gram matrix equals −Iq×q. In particular, the elements of the space
D(Θ∞) are of the form  
−t(z)e2
zq−1t(z−1)e2
!
,
where t(z) is a polynomial of degree ≤ q − 1.
For the next theorem we recall that p(z) is the polynomial deﬁned by (2.4.6).
Theorem 2.4.11 The space D(Θ3) is the Pontryagin space spanned by the
basis
( 
zn−1u
zk−nJu
!)k
n=1
,
( 
zn−1(Ju − 2zkp(z−∗)∗u)
zk−n(u − 2zkp(z−1)Ju)
!)k
n=1
with Gram matrix 2

0 Ik×k
Ik×k −2(b C + b C∗)

. In particular, the elements of
the space D(Θ3) are of the form
 
t1(z)u
zk−1t1(z−1)Ju
!
+
 
t2(z)(Ju − 2zkp(z−∗)∗u)
zk−1t2(z−1)(u − 2zkp(z−1)Ju)
!
,
where t1(z) and t2(z) are polynomials of degree ≤ k − 1 .
Theorem 2.4.12 The space D(Θ4) can be decomposed as the orthogonal
direct sum
(2.4.14) D(Θ4) =

1 0
0 Θ∞

D(Θ3) ⊕

Θ3 0
0 1

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Moreover, the map
(2.4.15) W : D(Θ4) 3 f 7→

f1
f2

∈

D(Θ3)
D(Θ∞)

determined by the decomposition
f =

1 0
0 Θ∞

f1 +

Θ3 0
0 1

f2,
in accordance with (2.4.14), is unitary.
2.4.4 Proofs of Theorems 2.4.2–2.4.6
Theorems 2.4.2–2.4.6 can be obtained from Theorems 2.4.8–2.4.12 by means
of the projection mapping πΘ : D(Θ) → P(Θ) deﬁned in Theorem 2.3.6. In
all the cases it can be shown that πΘ is injective and since it is a coisometry,
we conclude that it is unitary. The unitarity of πΘ implies that it maps
a basis of D(Θ) onto a basis of P(Θ) and since the inner products are
preserved, the Gram matrices associated with the two bases are the same.
We show the injectivity of πΘ for the case Θ(z) = Θ3(z). The remaining
cases can be shown in a similar way. To do this we let
X(z) =
 
t1(z)u
zk−1t1(z−1)Ju
!
+
 
t2(z)(Ju − 2zkp(z−∗)∗u)
zk−1t2(z−1)(u − 2zkp(z−1)Ju)
!
be an element of D(Θ3) where t1(z) and t2(z) are polynomials of degree
≤ k − 1 and assume that πΘ3X(z) = o. This implies that
[t1(z) − 2zkt2(z)p(z−∗)∗]u + t2(z)Ju = o.
Since u and Ju are linearly independent it follows that t1(z) = t2(z) = 0.
Hence X(z) =

o
o

and πΘ3 is injective.
2.4.5 Proofs of Theorems 2.4.8–2.4.12
Since Theorems 2.4.8, 2.4.9, and 2.4.10 can be proved in a similar way , we
give the proofs of Theorems 2.4.8, 2.4.11, and 2.4.12 only.
Proof of Theorem 2.4.8. We have that
DΘ1(z,w) =


 

r21 − zkw∗k
1 − zw∗

1 σ0
σ∗
0 |σ0|2

r
zk − w∗k
z − w∗

1 0
σ∗
0 0

r
zk − w∗k
z − w∗

1 σ0
0 0

1 − zkw∗k
1 − zw∗

1 0
0 0


 


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from which we derive the equality
DΘ1(z,w)


a
b
o

 = rw∗(k−1)DΘ1(z,w−1)


o
a + σ0b
d

, a,b,d ∈ C.
Since D(Θ1) is spanned by the columns of DΘ1(z,w), this means that in
fact it is spanned by
1
r
DΘ1(z,w)

e1
o

=


r(1 + zw∗ + ··· + zk−1w∗(k−1))u
(zk−1 + zk−2w∗ + ··· + zw∗(k−2) + w∗(k−1))e1

.
We divide this element by 2πiw∗n, integrate with respect to w∗ over a cir-
cle around w∗ = 0 and, by Cauchy’s theorem, obtain the basis elements
described in part (i) of the theorem. By the reproducing property of the
kernel we have

1
r
DΘ1(z,w)

e1
o

,
1
r
DΘ1(z,v)

e1
o

D(Θ1)
= 1+vw∗+···+vk−1w∗(k−1).
Dividing both sides by −4π2vmw∗n, 1 ≤ m,n ≤ k, and integrating with
respect to v and w∗ over circles around the origin, we see that the Gram
matrix associated with this basis is equal to Ik×k.
Proof of Theorem 2.4.11. For this case we have that
DΘ3(z,w) =




1 − zkw∗k
1 − zw∗ J
zk − w∗k
z − w∗ I
zk − w∗k
z − w∗ I
1 − zkw∗k
1 − zw∗ J




−




zkQ(w)∗ + w∗kQ(z)
1 − zw∗

1 σ0
σ∗
0 1

Q(z) − Q(w∗)
z − w∗

−1 σ0
−σ∗
0 1

Q(z∗)∗ − Q(w)∗
z − w∗

−1 −σ0
σ∗
0 1

zkQ(w∗) + w∗kQ(z∗)∗
1 − zw∗

1 −σ0
−σ∗
0 1




.
From this it can be shown that
DΘ3(z,w)

Ju
o

= w∗(k−1)DΘ3(z,w−1)

o
u

,
and
w∗(k−1)DΘ3(z,w−1)

u
o

− DΘ3(z,w)

o
Ju

= −2
Q(w∗)
w∗k DΘ3(z,w)

o
u

.
These equalities imply that
(2.4.16) D(Θ3) = span{DΘ3(z,w)

Ju
o

,DΘ3(z,w)

u
o

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Since
DΘ3(z,w)

Ju
o

=




1 − zkw∗k
1 − zw∗ u
zk − w∗k
z − w∗ Ju



,
we obtain, using integration as in the proof of Theorem 2.4.8, that
(2.4.17) span{DΘ3(z,w)

Ju
o

} = span

zj−1u
zk−jJu
k
j=1
is a neutral space which accounts for the 0 entry in the left upper corner of
the Gram matrix. The elements on the right-hand side are linearly indepen-
dent and their span coincides with the space of functions of the form

t(z)u
zk−1t(z−1)Ju

,
where t(z) is a polynomial of degree ≤ k − 1. From
DΘ3(z,w)

u
o

=



1 − zkw∗k
1 − zw∗ Ju − 2
zkQ(w)∗ + w∗kQ(z)
1 − zw∗ u
zk − w∗k
z − w∗ u + 2
Q(z∗)∗ − Q(w)∗
z − w∗ Ju



and Q(z) = p(z) − z2kp(
1
z∗)∗ (see (2.4.7)), we get
DΘ3(z,w)

u
o

=



1 − zkw∗k
1 − zw∗ Ju − 2zk1 − zkw∗k
1 − zw∗ p(z−∗)∗u
zk − w∗k
z − w∗ u − 2zkzk − w∗k
z − w∗ p(
1
z
)Ju


 −

tw(z)u
zk−1tw(z−1)Ju

,
where
tw(z) = 2
zkp(w)∗ − zkp(z−∗)∗ + w∗kp(z) − zkw∗2kp(w−∗)
1 − zw∗
is a polynomial of degree ≤ k − 1 in z. The span of the second summand
is contained in the neutral subspace (2.4.17) and can be dropped from the
formula when calculating the span on the right-hand side of (2.4.16). The
remainder of the proof can be given by integration and using the reproducing
property of the kernel as in the proof of Theorem 2.4.8 and is omitted.
Proof of Theorem 2.4.12. The orthogonal decomposition of D(Θ4) and
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(a) the equality
DΘ4(z,w) =

1 0
0 Θ∞(z)

DΘ3(z,w)

1 0
0 Θ∞(w)∗

+

Θ3(z) 0
0 1

DΘ∞(z,w)

Θ3(w)∗ 0
0 1

, (2.4.18)
(b) the implication that if f1 ∈ D(Θ3) and f2 ∈ D(Θ∞) then the identity

1 0
0 Θ∞

f1 +

Θ3 0
0 1

f2 = 0
implies f1 = 0 and f2 = 0, and
(c) reproducing kernel methods as in Theorems 2.3.1 and 2.3.2.
The implication in (b) follows from

 

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 zq

 
D(Θ3) ∩

 

Q(z) + zk −σ0 0 0
σ∗
0Q(z) −Q(z) + zk 0 0
0 0 1 0
0 0 0 1



D(Ψq) = {0},
which can be veriﬁed by comparing the degrees of the elements in the two
sets.Chapter 3
Operator realizations
3.1 The general case
An operator colligation is a quadruple (K,F,G,V ) consisting of Krein spaces
K, F and G and a mapping V from K ⊕ F into K ⊕ G. We call K the state
space, F the inner space, G the outer space, and V the connecting operator
of the colligation. The terms input and output are also used instead of inner
and outer respectively. We identify the orthogonal sum K⊕F with the space 
K
F

consisting of elements

x
f

with x ∈ K and f ∈ F and equipped with
the inner product

x
f

,

y
g

K⊕F
= hx,yiK + hf,giF , x,y ∈ K, f,g ∈ F.
With this identiﬁcation the connecting operator V has an operator matrix
representation of the form
V :=

T F
G H

:

K
F

→

K
G

,
where T ∈ B(K), F ∈ B(F,K), G ∈ B(K,G) and H ∈ B(F,G). We call
T the main operator for the colligation. From now on we shall identify the
colligation (K,F,G,V ) with its connecting operator
(3.1.1) V :=

T F
G H

:

K
F

→

K
G

.
We say that the colligation V is coisometric if V V ∗ = I, that it is isometric
if V ∗V = I, and that it is unitary if it is both coisometric and isometric.
Two colligations
(3.1.2) V1 :=

T1 F1
G1 H1

:

K1
F

→

K1
G

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and
(3.1.3) V2 :=

T2 F2
G2 H2

:

K2
F

→

K2
G

are said to be isomorphic if there exists an isomorphism W : K1 → K2 such
that
(3.1.4) T2 = WT1W−1, F2 = WF1, G2 = G1W−1, and H2 = H1.
The colligation V is said to be closely inner connected if
(3.1.5) K = span {TmFf | f ∈ F, m = 0,1,2,...},
closely outer connected if
(3.1.6) K = span {T∗nG∗g | g ∈ G, n = 0,1,2,...},
and closely connected if
(3.1.7) K = span {TmFf, T∗nG∗g | f ∈ F, g ∈ G, m,n = 0,1,2,...},
or equivalently, for some neighborhood Ω of the origin,
(3.1.8) K = span {(I − wT)
−1 Ff | f ∈ F, w ∈ Ω},
(3.1.9) K = span {(I − zT∗)
−1 G∗g | g ∈ G, z ∈ Ω},
and
(3.1.10)
K = span {(I − wT)
−1 Ff, (I − zT∗)
−1 G∗g | f ∈ F, g ∈ G, w,z ∈ Ω},
respectively. The terms “inner” and “outer” as used here refer to the inner
and outer spaces F and G of the colligation. Conditions (3.1.5), (3.1.6), and
(3.1.7) (or (3.1.8), (3.1.9), and (3.1.10)) are called minimality conditions.
From now on we shall use the terms minimal isometric colligation, minimal
coisometric colligation , and minimal unitary colligation to refer to a closely
inner connected isometric colligation, a closely outer connected coisometric
colligation, and a closely connected unitary colligation respectively.
The characteristic function SV (z) of the colligation V in (3.1.1) is the
function deﬁned by
(3.1.11) SV (z) = H + zG(IK − zT)−1F,
where we take Ω(SV ), the domain of SV (z), to be the component of the ori-
gin in the complex plane such that the operator IK −zT is invertible. From
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then they give rise to the same characteristic function. On the other hand,
assume that SV1(z) = SV2(z) in a neighborhood of the origin for two colliga-
tions (3.1.2) and (3.1.3) such that K1 and K2 are Pontryagin spaces. If the
two colligations are of the same type, that is, both are minimal isometric,
minimal coisometric, or minimal unitary, then V1 and V2 are isomorphic (see
[10, Theorem 2.1.3]).
Given S(z), the question arises if there exists a colligation V such that
(3.1.12) S(z) = SV (z)
in a neighborhood of the origin. If such a colligation exists, the identity
(3.1.12) is called a realization of S(z) induced by the colligation V . The real-
ization is called minimal isometric, minimal coisometric, or minimal unitary
if the corresponding colligation has the same property.
Recall here that Sκ(Cn,J) denotes the class of J-generalized Schur func-
tions with κ negative squares. We set
S0
κ(Cn,J) = Sκ(Cn,J) ∩ A0
n
where A0
n is the set of all n×n matrix functions which are holomorphic in
a neighborhood of the origin in the complex plane, and let
S0(Cn,J) = ∪κ∈NS0
κ(Cn,J),
where N is the set of natural numbers.
Theorem 3.1.1 Let S(z) ∈ S0(Cn,J).
(i) There exist a Pontryagin space K and a colligation
V :=

T F
G H

:

K
Cn

→

K
Cn

such that the characteristic function
sV (z) = H + zG∗(I − zT)−1F
associated with V coincides with S(z) in a neighborhood of z = 0.
(ii) In this representation V can always be chosen such that either,
(a) V is minimal coisometric in the space K ⊕ Cn, or
(b) V is minimal isometric in the space K ⊕ Cn, or
(c) V is minimal unitary in the space K ⊕ Cn.
In these cases the operator V in the representation for s(z) is uniquely de-
termined up to an isomorphism of the space K and ind−(K) = sq−(S).
For the proof of this theorem we refer to [21, Theorem 5.2, Corollary 5.4
and Theorem 5.6]. The theorem still holds when Cn is replaced by Cn
J for
some n×n signature operator J (see [10, Theorems 2.2.1, 2.2.2, 2.3.1] and
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3.2 Canonical colligations
In this section we consider the special case of the colligation
V :=

T F
G H

:

K
F

→

K
G

in which F = G = Cn
J for some signature matrix J. We introduce the
canonical colligations in a form which is convenient for our purposes. These
colligations play a crucial role in this thesis. Although we can adapt the
method of proof of [10, Sections 2.2, 2.3], we prefer to use the results in
these sections to give much simpler proofs.
Theorem 3.2.1 Let S(z) ∈ S
0(Cn,J).
(i) The operators
TS : P(S) → P(S), TSk(z) =
k(z) − k(0)
z
,
FS : Cn → P(S), FSα(z) =
S(z) − S(0)
z
α,
GS : P(S) → Cn, GSk = k(0),
HS : Cn → Cn, HSα = S(0)α
for all k ∈ P(S), α ∈ Cn, are bounded operators.
(ii) The colligation
VS =

TS FS
GS HS

:

P(S)
Cn

→

P(S)
Cn

is J-coisometric, that is,
VS

I 0
0 J

V ∗
S =

I 0
0 J

,
and minimal.
(iii) S(z) has the corresponding minimal J-coisometric realization:
(3.2.1) S(z) = HS + zGS(I − zTS)−1FS near z = 0.
The colligation V in the theorem is unique and is called the canonical
J-coisometric colligation for S(z) and the realization (3.2.1) is called the
canonical J-coisometric realization of S(z).
Proof of Theorem 3.2.1. To prove part (i), let KS(z,w) and HS(z,w)
be the kernels deﬁned in (2.1.2) and (2.3.1) respectively and let ι : H(S) ,→
P(S) be the inclusion mapping of Theorem 2.3.5. Let T, F, G, and H be3.2. Canonical colligations 39
the bounded operators deﬁned in [10, Theorem 2.2.1], that is,
T : H(S) → H(S), Th(z) =
h(z) − h(0)
z
,
F : Cn
J → H(S), Fα(z) =
S(z) − S(0)
z
α,
G : H(S) → Cn
J, Gh = h(0),
H : Cn
J → Cn
J, Hα = S(0)α
for all h ∈ H(S) and α ∈ Cn
J. The colligation
V =

T F
G H

H(S)
Cn
J

H(S)
Cn
J

is minimal coisometric and S(z) = SV (z) near z = 0. Let ν be the identity
operator from Cn onto Cn
J as linear spaces. Then
TS = ιTι−1 = ιTι∗, FS = ιFν, GS = ν−1Gι−1, and HS = ν−1Hν.
Since T, F, G, ι, and ν are bounded operators, (i) follows immediately.
We now show that VS is J-coisometric. For α, β ∈ Cn we have
hνα,βiCn
J = β∗Jα = hα,JβiCn
and so ν∗ = J. Similarly, ν−∗ = J. It therefore follows that
VS

I 0
0 J

V ∗
S =

TS FS
GS HS

I 0
0 J

T∗
S G∗
S
F∗
S H∗
S

=

ι 0
0 ν−1

T F
G H

ι∗ 0
0 ν

I 0
0 J

ι 0
0 ν∗

T∗ G∗
F∗ H∗

ι∗ 0
0 ν−∗

=

ι 0
0 ν−1

T F
G H

T∗ G∗
F∗ H∗

ι∗ 0
0 ν−∗

=

ι 0
0 ν−1

ι∗ 0
0 J

=

I 0
0 J

.
To prove minimality we use the fact that P(S) = ιH(S) (see Theorem 2.3.5).
Now
P(S) = ιH(S) = ιspan {T∗`G∗α | α ∈ Cn
J, ` = 0,1,2,...}
= ιspan {(ι∗T∗
Sι)`ι∗G∗
SJα | Jα ∈ Cn, ` = 0,1,2,...}
= ιspan {ι∗T∗`
S G∗
Sβ | β ∈ Cn, ` = 0,1,2,...}
= span {T∗`
S G∗
Sβ | β ∈ Cn, ` = 0,1,2,...}.
Here the closure in the ﬁrst three lines is taken in H(S) and that in the last
line is taken in P(S). Lastly, for w ∈ Ω(S) ∩ Ω(SVS) we have that
SVS(w) = HS + wGS (I − wTS)
−1 FS = ν−1
h
H + wG(I − wTS)
−1 F
i
ν
= H + wG(I − wTS)
−1 F = SV (w) = S(z).40 Chapter 3. Operator realizations
Theorem 3.2.2 Let S(z) ∈ S
0(Cn,J).
(i) The operators
e T∗
S : P(S#) → P(S#), e T∗
Sk(z) =
k(z) − k(0)
z
,
e F∗
S : P(S#) → Cn, e F∗
Sk = k(0),
e G∗
S : Cn → P(S#), e G∗
Sβ(z) =
S#(z) − S#(0)
z
β,
e H∗
S : Cn → Cn, e H∗
Sβ = S#(0)β
for all k ∈ P(S#), β ∈ Cn, are bounded operators.
(ii) Set e TS = (e T∗
S)∗, e FS = (e F∗
S)∗, e GS = (e G∗
S)∗, and e HS = ( e H∗
S)∗. The
colligation
e VS =
 
e TS e FS
e GS e HS
!
:

K(S#)
Cn

→

K(S#)
Cn

is J-isometric, that is,
e V ∗
S

I 0
0 J

e VS =

I 0
0 J

,
and minimal.
(iii) S(z) has the corresponding minimal isometric realization:
(3.2.2) S(z) = e HS + z e GS(I − z e TS)−1 e FS near z = 0.
The colligation e V in the theorem is unique and is called the canonical J-
isometric colligation for S(z) and the realization (3.2.2) is called the canon-
ical J-isometric realization of S(z).
Proof of Theorem 3.2.2. We apply Theorem 3.2.1 with S(z) replaced
by S#(z). Let
W =
 
e T∗
S e G∗
S
e F∗
S e H∗
S
!
:

K(S#)
C

→

K(S#)
C

be the minimal J-coisometric colligation given in Theorem 3.2.1 and deﬁne
e V by e V = W∗. Then e V is a minimal J-isometric colligation, Ω(Se V ) is the
set of complex conjugates of the numbers in Ω(SW), and
S#(z) = SW(z) = e H∗
S + z e F∗
S(IK(S#) − z e T∗
S)−1 e G∗
S
for all z ∈ Ω(S#) ∩ Ω(SW). Replacing z by its complex conjugate and
taking adjoints, we get (3.2.2). The formulas for e T∗
S, e F∗
S, e G∗
S, and e H∗
S hold
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Theorem 3.2.3 Let S(z) ∈ S0(Cn,J).
(i) The operators
AS : D(S) → D(S), AS

h
k

(z) =


h(z) − h(0)
z
zk(z) − S#(z)Jh(0)

,
BS : Cn → D(S), BSα(z) =


S(z) − S(0)
z
J − S#(z)JS(0)

α,
CS : D(S) → Cn, CS

h
k

= h(0),
DS : Cn → Cn, DSα = S(0)α
for all

h
k

∈ D(S), α ∈ Cn, are bounded operators.
(ii) Their adjoints are given by
A∗
S

h
k

(z) =


zh(z) − S(z)Jk(0)
k(z) − k(0)
z

, B∗
S

h
k

(z) = k(0),
and for α ∈ Cn,
(C∗
Sα)(z) =


J − S(z)JS#(0)
S#(z) − S#(0)
z

α, D∗
Sα = S(0)∗α.
(iii) The colligation
(3.2.3) US =

AS BS
CS DS

:

D(S)
Cn

→

D(S)
Cn

is J-unitary on the space D(S) ⊕ Cn, that is,
US

I 0
0 J

U∗
S = U∗
S

I 0
0 J

US =

I 0
0 J

,
and minimal.
(iv) S(z) has the minimal unitary realization
(3.2.4) S(z) = DS + zCS(I − zTS)−1BS near z = 0.
The colligation US in the theorem is unique and is called the canonical J-
unitary colligation for S(z) and the realization (3.2.4) is called the canonical
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Proof of Theorem 3.2.3. To prove part (i) of the theorem, we let ω :
K(S) ,→ D(S) be the unitary map deﬁned in Theorem 2.3.5 and let A, B,
C, and D be the bounded operators deﬁned in [10, Theorem 2.3.1], that is,
A : K(S) → K(S), A

h
k

(z) =


h(z) − h(0)
z
zk(z) − S#(z)h(0)

,
B : Cn
J → K(S), Bβ(z) =


S(z) − S(0)
z
I − S#(z)S#(0)?

β,
C : K(S) → Cn
J, C

h
k

= h(0),
D : Cn
J → Cn
J, Dβ = S(0)β,
for all

h
k

∈ K(S) and β ∈ Cn
J, with minimal canonical unitary colligation
U =

A B
C D

K(S)
Cn
J

K(S)
Cn
J

such that S(z) = SU(z) near z = 0 and adjoints given by
A∗ : K(S) → K(S), A∗

h
k

(z) =


zh(z) − S(z)k(0)
k(z) − k(0)
z

,
B∗ : K(S) → Cn
J, B∗

h
k

= k(0),
C∗ : Cn
J → H(S), C∗β(z) =


I − S(z)S(0)?
S#(z) − S#(0)
z

β,
D∗ : Cn
J → Cn
J, Dβ = S(0)∗β.
Let ν be the identity mapping from Cn onto Cn
J as linear spaces. Then
AS = ωAω−1 = ωAω∗, BS = ωBν, CS = ν−1Cω∗ and DS = ν−1Dν.
Since all the operators involved are bounded, (i) follows immediately.
We now prove the formulas for the adjoints in part (ii). Let

h
k

∈ D(S).
From AS = ωAω∗ we get
A∗
S

h
k

(z) = ωA∗ω∗

h
k

(z) = ωA∗

h
Jk

(z)
= ω


zh(z) − S(z)Jk(0)
Jk(z) − Jk(0)
z

 =


zh(z) − S(z)Jk(0)
k(z) − k(0)
z

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which is the desired formula. From BS = ωB and ν∗ = J we get
B∗
S

h
k

(z) = JB∗ω∗

h
k

(z) = JB∗

h
Jk

(z) = k(0).
From CS = ν−1Cω∗ and ν−∗ = J we get for α ∈ Cn
C∗
Sα(z) = ωC∗Jα(z) = ω


I − S(z)S(0)∗
S(z∗)∗ − S(0)∗
z

Jα(z)
= ω


[J − S(z)JS(0)∗]J
J
S(z∗)∗ − S(0)∗
z
J

Jα(z)
=


J − S(z)JS(0)∗
S(z∗)∗ − S(0)∗
z

α(z).
Lastly DS = ν−1Dν implies that D∗
S = JD∗J and so
D∗
S = JJS(0)∗JJ = S(0)∗.
This completes the proof of part (ii).
We now show that the colligation US is J-unitary. We have
US

I 0
0 J

U∗
S =

AS BS
CS DS

I 0
0 J

A∗
S C∗
S
B∗
S D∗
S

=

ω 0
0 ν−1

A B
C D

ω∗ 0
0 ν

I 0
0 J

ω 0
0 ν∗

A∗ C∗
B∗ D∗

ω∗ 0
0 ν−∗

=

ω 0
0 ν−1

A B
C D

A∗ C∗
B∗ D∗

ω∗ 0
0 J

=

ω 0
0 ν−1

ω∗ 0
0 J

=

I 0
0 J

.
Hence
US

I 0
0 J

U∗
S =

I 0
0 J

.
That
U∗
S

I 0
0 J

US =

I 0
0 J

can be proved similarly.44 Chapter 3. Operator realizations
To prove minimality we use the fact that D(S) = ωK(S) (see Theorem
2.3.5).
D(S) = ωK(S)
= ωspan {A`Bα, A∗mC∗β | α,β ∈ Cn
J, `,m = 0,1,2,...}
= ωspan {(ω∗ASω)`ω∗BSν−1α, (ω∗A∗
Sω)mω∗C∗ν∗β | α,β ∈ Cn
J,
m,` = 0,1,2,...}
= ωspan {ω∗A`
SBSγ, ω∗A∗m
S C∗δ | γ,δ ∈ Cn,
m,` = 0,1,2,...}
= span {A`
SBSγ, A∗m
S C∗
Sδ | γ,δ ∈ Cn, m,` = 0,1,2,...}.
Here the ﬁrst three closures are taken in the space K(S) while the last one
is taken in D(S).
Lastly, for w ∈ Ω(S) ∩ Ω(SUS) we have that
SUS(w) = DS + wCS (I − wAS)
−1 BS = ν−1[D + wC (I − wA)
−1 B]ν
= D + wC (I − wA)
−1 B = SU(w) = S(w).
3.3 The scalar case
Here we consider a special case of the colligation V in (3.1.1) in which
F = G = C. In this case V takes the form
(3.3.1) V =

T u
h · ,viK γ

:

K
C

→

K
C

,
where u,v ∈ K with F1 = u, G∗1 = v and γ ∈ C. To show that the left
lower entry of V in (3.3.1) has the indicated form, consider f ∈ K . Then
Gf = hGf,1iC = hf,G∗1iK = hf,viK
so that G = h · ,viK. The characteristic function sV (z) of V is given by
sV (z) = γ + zh(IK − zT)−1u,vi.
The domain of sV (z) is taken to be the component of the origin in the
complex plane consisting of z where the operator IK −zT is invertible. The
colligation V in (3.3.1) has adjoint
V ∗ :=

T∗ v
h · ,ui γ∗

:

K
C

→

K
C
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and so the fact that V is coisometric can be expressed in terms of the entries
T, u, v, and γ of V by the three equations
TT∗ + h·,uiu = IK, (3.3.2)
hv,vi + |γ|2 = 1, (3.3.3)
Tv + γ∗u = 0. (3.3.4)
That V is isometric can be expressed by the three equations
T∗T + h·,viv = IK, (3.3.5)
hu,ui + |γ|2 = 1, (3.3.6)
T∗u + γv = 0. (3.3.7)
To express the fact that V is unitary in terms of its entries, one needs the
six equations (3.3.2)–(3.3.7).
Assume s(z) is a holomorphic function in a neighborhood of the origin
such that s(z) = sV (z) and let
s(z) = σ0 + σ1z + σ2z2 + ··· + σnzn + ··· , σn = s(n)(0)/n!,n = 1,2,···
be its Taylor expansion at 0. Then
s(z) = γ + zh(IK − zT)−1u,vi
= γ + z


(IK + zT + z2T2 + ··· + znTn + ···)u,v

= γ + zhu,vi + z2hTu,vi + ··· + znhTn−1u,vi + ···
and so σ0 = γ and σn = hTn−1u,vi, n = 1,2,....
We now state a lemma that we shall need in later chapters. We include
the proof of this lemma as given in [1].
Lemma 3.3.1 Let s(z) be the characteristic function of a minimal coiso-
metric, minimal isometric, or minimal unitary colligation of the form (3.3.1):
s(z) = γ + zh(IK − zT)−1u,vi,
and assume γ = s(0) 6= 0. Then the function si(z) deﬁned by si(z) = s(z)−1
is the characteristic function of the colligation
vi =

Ti ui
h · , viiK0 γi

:
 
K0 ⊕ C

→
 
K0 ⊕ C

,
where K0 is the anti-space of the Krein space K,
Ti = T −
h · , viK
γ
u, ui =
u
γ
,
vi =
v
γ∗ γi =
1
γ
,46 Chapter 3. Operator realizations
that is,
si(z) = γi + zh(I − zTi)−1ui,viiK0.
Moreover, vi is minimal coisometric, minimal isometric, or minimal unitary
respectively.
Proof Set x = (1−zTi)−1ui. Then the following equalities can be veriﬁed,
one after the other:
x = ui + zTix =
u
γ
+ zTx + zhx,vii0u,
(1 − zT)x =

1
γ
+ zhx,vii0

u,
x =

1
γ
+ zhx,vii0

(1 − zT)−1u,
hx,vii0 = −
1
γ

1
γ
+ zhx,vii0


(1 − zT)−1u,v

,
hx,vii0 = −
1
γ
h(1 − zT)−1u,vi
γ + zh(1 − zT)−1u,vi
,
and hence
si(z) =
1
γ
+ zhx,vii0 =
1
s(z)
.
The coisometry and isometry properties of vi follow from that of V via
the formulas (3.3.2)–(3.3.4) and (3.3.5)–(3.3.7) respectively. The unitarity
of vi follows from that of V via all the six formulas. Indeed, if they hold
for T, u, v, and γ then they also hold with T, u, v,γ and the inner product
h·, ·i replaced by Ti, ui, vi, b γ and the inner product h·, ·i0. The veriﬁcation
of these equalities is straightforward and therefore omitted. The relations
span{v, T∗v,··· ,T∗nv} = span{vi, Ti
∗vi,··· ,Ti
∗nvi}, n = 0,1,...,
and
span{u, Tu,··· ,Tmu} = span{ui, Tiui,··· ,Ti
mui}, n = 0,1,...,
readily imply the minimality statements.Chapter 4
The generalized Schur
transformation
4.1 The Schur transformation
To introduce the Schur transform we start from the fractional linear trans-
formation
(4.1.1) Tα(z) =
z − α
1 − α∗z
where α is a complex number such that |α| < 1. Clearly Tα is holomorpic
in C \ { 1
α∗}. Since Tα is one-to-one, the equality
(4.1.2)

 

z − α
1 − α∗z

 

2
= 1 −
(1 − |z|2)(1 − |α|2)
|1 − α∗z|2 , z ∈ C \ {
1
α∗},
and the fact that Tα(T−α(z)) = z imply that Tα maps the open unit disk
D one-to-one onto itself and the unit circle T one-to-one onto itself. This
means that Tα(D) = D. If |α| = 1 the transformation Tα maps the set
C \ {α} into the point {−α} and is not deﬁned at the point α.
Let
s(z) = σ0 + σ1z + σ2z2 + ··· + σnzn + ···
be a Schur function (see Section 2.1 for deﬁnition) which is not a unimodular
constant. Then the maximum modulus principle implies that |s(0)| < 1.
Substitution of s(z) as z and s(0) as α in (4.1.1) yield the function
e s(z) =
s(z) − s(0)
1 − s(z)s(0)∗
which is a Schur function as well. The latter function vanishes at the origin.
By Schwarz’ Lemma the function b s(z) =
1
z
s(z) − s(0)
1 − s(z)s(0)∗ is also a Schur
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function. If s(z) is identically equal to a unimodular constant then the
function b s(z) is not deﬁned. Thus the transformation
(4.1.3) s(z) 7−→ b s(z) =
1
z
s(z) − s(0)
1 − s(z)s(0)∗
maps the class of all Schur functions which are not identically equal to a uni-
modular constant into the class S of all Schur functions. The function b s(z)
deﬁned by (4.1.3) is called the Schur transform of s(z) while the fractional
linear transformation itself is called the Schur transformation of s(z).
4.2 The generalized Schur transformation
We recall here that Sκ denotes the class of scalar generalized Schur functions
with κ negative squares. By S0
κ we shall mean the subset of Sκ deﬁned by
S0
κ = Sκ∩A0 where A0 is the set of complex functions which are holomorphic
at z = 0 in the complex plane. We set SN = ∪κ∈NSκ and S0 = SN ∩ A0.
Let s(z) ∈ Sκ. By P(s) and D(s) we shall mean the reproducing kernel
Pontryagin spaces with reproducing kernels
(4.2.1) Ks(z,w) =
1 − s(z)s(w)∗
1 − zw∗
and
(4.2.2) Ds(z,w) =




1 − s(z)s(w)∗
1 − zw∗
s(z) − s(w∗)
z − w∗
s#(z) − s#(w∗)
z − w∗
1 − s#(z)s#(w)∗
1 − zw∗




respectively.
Lemma 4.2.1 Let s(z) ∈ S0 have Taylor expansion
(4.2.3) s(z) = σ0 + σkzk + σk+1zk+1 + ··· + σ2k−1z2k−1 + ···
at z = 0 with |σ0| = 1, σk 6= 0 and let Q(z) be the polynomial
Q(z) = Q(z;σk,σk+1,...,σ2k−1)
deﬁned in (2.4.4). Then
(i) σ∗
0Q(z)s(z) − (Q(z) + zk) 6≡ 0.
(ii) σ∗
0Q(z)s(z) − (Q(z) + zk) and (Q(z) − zk)s(z) − σ0Q(z) both have a
zero of order at least 2k at z = 0.
(iii) If σ∗
0Q(z)s(z) − (Q(z) + zk) has a zero of order 2k + q at z = 0 with
q > 0 then (Q(z) − zk)s(z) − σ0Q(z) has a zero of order 2k at z = 0.4.2. The generalized Schur transformation 49
Proof Assume that (i) does not hold. Then σ∗
0Q(z)s(z) = (Q(z)+zk) and
so
(4.2.4) s(z) =
(Q(z) + zk)
σ∗
0Q(z)
=
1
σ0

1 +
1
z−kp(z) − zkp(z−∗)∗

with p(z) as in (2.4.6), where in the second equality we have used (2.4.7).
For |z| = 1, the second term in brackets on the right-hand side of (4.2.4) is
purely imaginary. This means that for |z| = 1, |s(z)| > 1, violating one of
the equivalent properties of functions of the class Sκ, namely
lim supr↑1|s(reit)| ≤ 1 for almost all t ∈ [0,2π],
(see Section 2.1). Therefore part (i) of the lemma holds. To prove part (ii)
we ﬁrst note that from
(4.2.5)


 


c0 0 ··· 0
c1 c0
...
. . .
. . .
... ... 0
ck−1 ··· c1 c0

 
 


 
 

σk 0 ··· 0
σk+1 s0
...
. . .
. . .
... ... 0
σ2k−1 ··· σk+1 σk

 
 

= σ0Ik
we get the equalities
c0σk = σ0,
c1σk + c0σk+1 = 0,
c2σk + c1σk+1 + c0σk+2 = 0,
c3σk + c2σk+1 + c1σk+2 + c0σk+3 = 0,
. . .
ck−2σk + ck−3σk+1 + ··· + c1σ2k−3 + c0σ2k−2 = 0,
ck−1σk + ck−2σk+1 + ··· + c2σ2k−3 + c1σ2k−2 + c0σ2k−1 = 0.
Therefore
σ∗
0Q(z)s(z) − (Q(z) + zk) = σ∗
0[Q(z)(s(z) − σ0) − σ0zk]
= σ∗
0[{c0 + c1z + ··· + ck−1zk−1 − (c∗
k−1zk+1 + ··· + c∗
0z2k)}
× (σkzk + ···) − σ0zk]
= σ∗
0[{c0σkzk + (c1σk + c0σk+1)zk+1 + (c2σk + c1σk+1 + c0σk+2)zk+2
+ (c3σk + c2σk+1 + c1σk+2 + c0σk+3)zk+3 + ···
+ (ck−2σk + ck−3σk+1 + ··· + c1σ2k−3 + c0σ2k−2)z2k−2
+ (ck−1σk + ck−2σk+1 + ··· + c2σ2k−3 + c1σ2k−2 + c0σ2k−1)z2k−1
+ t0
2kz2k + ···} − σ0zk] = t2kz2k + ···
for some complex number t0
2k and t2k is deﬁned by t2k = σ0t0
2k. Hence
σ∗
0Q(z)s(z)−(Q(z)+zk) has a zero of order at least 2k at z = 0. The result50 Chapter 4. The generalized Schur transform
for (Q(z) − zk)s(z) − σ0Q(z) follows from
(Q(z) − zk)s(z) − σ0Q(z) = Q(z)(s(z) − σ0) − zks(z)
= −zk(s(z) − σ0) + [Q(z)(s(z) − σ0) − σ0zk]
= (−σkz2k + ···) + [σ0t2kz2k + ···] = (σ0t2k − σk)z2k + ··· .
If q > 0 then t2k = 0 and so σ0t2k − σk = −σk 6= 0 and (iii) holds.
We now describe the generalization of the Schur transformation to the
class S0. Consider a function s(z) ∈ S0 which is not a unimodular constant.
The generalized Schur transform b s(z) of s(z) is deﬁned is such a way that
b s(z) also belongs to the class S0. This is done as follows. Let
(4.2.6) s(z) = σ0 + σ1z + σ2z2 + ··· + σkzk + ··· .
(1) If |σ0| < 1, deﬁne b s(z) by
(4.2.7) b s(z) =
1
z
s(z) − σ0
1 − σ∗
0s(z)
.
If in the Taylor expansion of s(z) above we have that σ1 = σ2 = ··· =
σk−1 = 0, then successive application of transformation (4.2.7) k times
yields the transform
(4.2.8) b s(z) =
1
zk
s(z) − σ0
1 − σ∗
0s(z)
.
Formula (4.2.8) implies that σk 6= 0 if and only if b s(0) 6= 0. The reason
why in the sequel we consider transformation (4.2.8) instead of (4.2.7)
is the analogy of (4.2.8) with (4.2.9) in the next case.
(2) If |σ0| > 1 then the case s(z) ≡ σ0 does not arise since this implies
that s(z) 6∈ S0. This means there exists an integer k ≥ 1 such that
σ1 = σ2 = ··· = σk−1 = 0 and σk 6= 0. In this case we deﬁne b s(z) by
(4.2.9) b s(z) = zk1 − σ∗
0s(z)
s(z) − σ0
.
(3) If |σ0| = 1 then there exists an integer k ≥ 1, such that σ1 = σ2 = ··· =
σk−1 = 0 and σk 6= 0 since we assume that s(z) is not a unimodular
constant. Consider the polynomial
Q(z) = Q(z;σk,σk+1,...,σ2k−1)
deﬁned in (2.4.4). Lemma 4.2.1 (ii) ensures the existence of an integer
q ≥ 0 and a complex number t2k+q 6= 0 such that
(4.2.10) σ∗
0Q(z)s(z)−(Q(z)+zk) = t2k+qz2k+q+t2k+q+1z2k+q+1+··· .4.2. The generalized Schur transformation 51
In this case deﬁne b s(z) by
(4.2.11) b s(z) = zq(Q(z) − zk)s(z) − σ0Q(z)
σ∗
0Q(z)s(z) − (Q(z) + zk)
.
These deﬁnitions go back to C. Chamfy [18], see also J. Dufresnoy [25].
In the transformations (4.2.8), (4.2.9), and (4.2.11) above the generalized
Schur transform b s(z) is obtained from s(z) by a fractional linear transfor-
mation of the form
(4.2.12) b s(z) =
b a(z)s(z) +b b(z)
b c(z)s(z) + b d(z)
,
where b a(z),b b(z),b c(z), and b d(z) are polynomials. In this case the fractional
linear transformation is called the generalized Schur transformation. We
deﬁne the transformation matrix b Θ(z) to be the 2 × 2 matrix polynomial
b Θ(z) =
 
b a(z) b b(z)
b c(z) b d(z)
!
.
The transformation matrices b Θ1(z), b Θ2(z) and b Θ4(z) corresponding to the
transformations (4.2.8), (4.2.9), and (4.2.11) respectively can be chosen as
follows:
b Θ1(z) =
1
p
1 − |σ0|2

1 0
0 zk

1 −σ0
−σ∗
0 1

,
b Θ2(z) =
1
p
|σ0|2 − 1

zk 0
0 1

−σ∗
0 1
1 −σ0

,
and
b Θ4(z) =

−zq(Q(z) − zk) σ0zqQ(z)
−σ∗
0Q(z) Q(z) + zk

.
That these transformation matrices are J-unitary on the unit circle where
J =

1 0
0 −1

follows from the fact that b Θ1(z) = zkΘ1(z)−1, b Θ2(z) =
zkΘ2(z)−1, b Θ4(z) = z2k+qΘ4(z)−1 for z 6= 0, and Lemma 2.4.1. Here Θ1(z),
Θ2(z), and Θ4(z) are as deﬁned in (2.4.1), (2.4.2), and (2.4.9).
Theorem 4.2.2 Assume s(z) ∈ S0 has Taylor expansion (4.2.6) with σ1 =
σ2 = ··· = σk−1 = 0 and σk 6= 0. Then the generalized Schur transform b s(z)
of s(z) also belongs to the class S0. In fact, if s(z) ∈ S0
κ then b s(z) ∈ S0
κ1
with
κ1 =



κ if |σ0| < 1,
κ − k if |σ0| > 1,
κ − k − q if |σ0| = 1.52 Chapter 4. The generalized Schur transform
Proof The J-unitarity of the transformation matrices on the unit circle
implies that the spaces P(b Θi), i = 1,2,3 are ﬁnite dimensional and the ker-
nels Kb Θi(z,w) =
J − b Θi(z)J b Θ(w)∗
1 − zw∗ have ﬁnitely many negative and positive
squares (see Theorem 2.3.3). Equation (4.2.12) implies that
s(z) =
b b(z) − b d(z)b s(z)
b c(z)b s(z) − b a(z)
.
We check that b c(z)b s(z) − b a(z) 6≡ 0. We use that k ≥ 1. In the case |σ0| < 1
we have
b c(z)b s(z) − b a(z) =
−1
p
1 − |σ0|2(1 + σ∗
0zke s(z)) =
−1
p
1 − |σ0|2(1 + ···).
For |σ0| > 1 we have
b c(z)b s(z) − b a(z) =
1
p
|σ0|2 − 1
(b s(z) + σ∗
0zk) =
1
p
|σ0|2 − 1
(b s(0) + ···).
Finally, if |σ0| = 1, then
b c(z)b s(z) − b a(z) = σ∗
0Q(z)b s(z) − (Q(z) − zk)zq +
= σ∗
0Q(z)(s − 1(z) − σ0zq) + zk+q
=

 
 
σ∗
0c0b s(0) + ··· if q > 0,
−
σk
t2k
+ ··· if q = 0.
In these three formulas the constant term on the right-hand side is not equal
to zero, and so the left-hand side is not identically equal to zero. Therefore,
 
1 −b s(z)
 b Θ(z) =

b a(z) − b c(z)b s(z) b b(z) − b d(z)b s(z)

= (b a(z) − b c(z)b s(z))
 
1 −s(z)

.
This then implies that for i = 1,2,4
Kb s(z,w) =
 
1 −b s(z)
 J
1 − zw∗
 
1 −b s(w)
∗
=
 
1 −b s(z)
 J − b Θi(z)J b Θi(w)∗ + b Θi(z)J b Θi(w)∗
1 − zw∗
 
1 −b s(w)
∗
=
 
1 −b s(z)
 J − b Θi(z)J b Θi(w)∗
1 − zw∗
 
1 −b s(w)
∗
+(b a(z) − b c(z)b s(z))
1 − s(z)s(w)∗
1 − zw∗ (b a(w) − b c(w)b s(w))∗
=
 
1 −b s(z)

Kb Θi(z,w)
 
1 −b s(w)
∗
+(b a(z) − b c(z)b s(z))Ks(z,w)(b a(w) − b c(w)b s(w))∗. (4.2.13)4.3. The eﬀect of the transformation on colligations 53
and so the kernel Kb s(z,w) has ﬁnitely many negative squares. The fact that
b s(z) is holomorphic at z = 0 can be seen directly from the formulas for the
transformation. Hence b s(z) ∈ S0. The assertion concerning the number of
negative squares follows from the theorems in Section 4.3 below.
4.3 The eﬀect of the transformation on the colli-
gations
Let b s(z) be the generalized Schur transform of a function s(z) ∈ S0. From
Theorem 4.2.2 we know that b s(z) ∈ S0. Theorem 3.1.1 then ensures the
existence of colligations
Vs =

Ts us
h·, vsi s(0)

and Vb s =

Tb s ub s
h·, vb si b s(0)

of s(z) and b s(z) respectively, which we may choose such that they are min-
imal coisometric, minimal isometric or minimal unitary. In the next three
subsections we study the relation between these two colligations. In other
words we study the eﬀect of the generalized Schur transformation on mini-
mal coisometric, isometric, and unitary realizations.
It turns out that the corresponding state space of b s(z) is obtained from
the state space of s(z) by deleting a ﬁnite dimensional subspace from this
space and that the main operator Tb s of Vb s is a compression of the main
operator Ts of Vs plus at most a one-dimensional perturbation.
The results in the coisometric and unitary cases are proved in [1] and
[6] respectively. The results in the isometric case follow from those in the
coisometric case as we show in Subsection 4.3.2. In Subsection 7.4.4 of
Chapter 7 we prove these results using a diﬀerent approach.
4.3.1 The coisometric case
In what follows we assume that s(z) ∈ S0 is not identically equal to a con-
stant, has Taylor expansion (4.2.6), and that it is the characteristic function
of a minimal coisometric colligation
(4.3.1) Vs =

Ts us
h·, vsi σ0

:

K
C

→

K
C

.
The proofs of all the results in this subsection can be found in [1].
Theorem 4.3.1 Assume s(z) ∈ S0 and |σ0| < 1. Let k > 0 be an integer
such that σ1 = σ2 = ··· = σk−1 = 0 and let Vs in (4.3.1) be a minimal
coisometric colligation with characteristic function s(z). Then the space
L = span{vs,T∗
s vs,...,T∗(k−1)
s vs}54 Chapter 4. The generalized Schur transform
is a k-dimensional positive subspace of K and b s(z) deﬁned by (4.2.8) is the
characteristic function of the minimal coisometric colligation
Vb s =

Tb s ub s
h·, vb si σb s

:

L⊥
C

→

L⊥
C

with
Tb s = PTsP, ub s =
1
p
1 − |σ0|2Pus,
vb s =
1
p
1 − |σ0|2PT∗k
s vs, σb s =
σk
1 − |σ0|2,
where P is the orthogonal projection in the space K onto the subspace L⊥.
The theorem implies that the state space is reduced by the space L which
is a positive subspaces of K. Hence the state space looses k positive squares
and the functions s(z) and b s(z) have the same number of negative squares.
Theorem 4.3.2 Assume s(z) ∈ S0 and |σ0| > 1. Let k ≥ 1 be the small-
est integer such that σk 6= 0 and Vs in (4.3.1) be a minimal coisometric
colligation with characteristic function s(z). Then the space
L = span{vs,T∗
s vs,...,T∗(k−1)
s vs}
is a k-dimensional negative subspace of K and b s(z) deﬁned by (4.2.9) is the
characteristic function of the minimal coisometric colligation
Vb s =

Tb s ub s
h·, vb si σb s

:

L⊥
C

→

L⊥
C

with
Tb s = PTsP −
h· , PT∗k
s vsi
σk
Pus, ub s =
p
|σ0|2 − 1
σk
Pus,
vb s =
p
|σ0|2 − 1
σ∗
k
PT∗k
s vs, σb s =
|σ0|2 − 1
σk
,
where P is the orthogonal projection in the space K onto the subspace L⊥.
The theorem implies that the state space K loses k negative squares. There-
fore, if s(z) ∈ S0
κ then b s(z) deﬁned by (4.2.9) belongs to the class S0
κ−k.
In the next two theorems we consider the transformation (4.2.11). If in
(4.2.10) the integer q = 0, we have that
(4.3.2) t2k =
1
σ0
(c0σ2k + c1σ2k−1 + ··· + ck−1σk+1) 6= 0.4.3. The eﬀect of the transformation on colligations 55
Theorem 4.3.3 Assume s(z) ∈ S0 and |σ0| = 1. Let k ≥ 1 be the smallest
integer such that σk 6= 0 and assume that (4.3.2) holds. Let Vs in (4.3.1)
be a minimal coisometric colligation with characteristic function s(z). Then
the space
L = span{vs,T∗
s vs,...,T∗(2k−1)
s vs}
is a 2k-dimensional subspace of K with k positive and k negative squares,
and b s(z) deﬁned by (4.2.11) with q = 0 is the characteristic function of the
minimal coisometric colligation
Vb s =

Tb s ub s
h·, vb si σb s

:

L⊥
C

→

L⊥
C

with
Tb s = PTsP −
h· , PT∗2k
s vsi
σkt2k
Pus, ub s =
1
t2k
Pus,
vb s =
1
t∗
2k
PT∗2k
s vs, σb s = σ0 −
σk
t2k
,
where P is the orthogonal projection in the space K onto the subspace L⊥.
The theorem implies that the state space K loses k negative squares and k
positive squares. Therefore, if s(z) ∈ S0
κ then b s(z) deﬁned by (4.2.11) with
q = 0 belongs to the class S0
κ−k. The positive squares are related in a similar
way.
Next we assume that in (4.2.10) the integer q > 0. Then it turns out
that t2k+q 6= 0.
Theorem 4.3.4 Assume s(z) ∈ S0 and |σ0| = 1. Let k ≥ 1 be the smallest
integer such that σk 6= 0 and assume that for some integer q > 0 (4.2.10)
holds. Let Vs in (4.3.1) be a minimal coisometric colligation with character-
istic function s(z). Then the space
L = span{vs,T∗
s vs,...,T∗(2k+q−1)
s vs}
is a 2k + q-dimensional subspace of K with k positive and k + q negative
squares, and b s(z) deﬁned by (4.2.11) with q > 0 is the characteristic function
of the minimal coisometric colligation
Vb s =

Tb s ub s
h·, vb si σb s

:

L⊥
C

→

L⊥
C

with
Tb s = PTsP −
h· , PT
∗(2k+q)
s vsi
σkt2k+q
Pus, ub s =
1
t2k+q
Pus,
vb s =
1
t∗
2k+q
PT
∗(2k+q)
s vs, σb s = −
σk
t2k+q
,
where P is the orthogonal projection in the space K onto the subspace L⊥.56 Chapter 4. The generalized Schur transform
The theorem implies that the state space K loses k+q negative squares and
k positive squares. Therefore, if s(z) ∈ S0
κ then b s(z) deﬁned by (4.2.11)
belongs to the class S0
κ−k−q.
4.3.2 The isometric case
In what follows we assume that s(z) ∈ S0 with Taylor expansion (4.2.6) has
a minimal isometric colligation
(4.3.3) Vs =

Ts us
h·, vsi σ0

:

K
C

→

K
C

.
We give a proof of Theorem 4.3.5 by applying Theorem 4.3.1. In the same
way Theorems 4.3.6–4.3.8 can be proved by using Theorems 4.3.2–4.3.4 re-
spectively and so we do not include their proofs here.
Theorem 4.3.5 Assume s(z) ∈ S0 and |σ0| < 1. Let k > 0 be an integer
such that σ1 = σ2 = ··· = σk−1 = 0 and let Vs in (4.3.3) be a minimal
isometric colligation with characteristic function s(z). Then the space
L = span{us,Tsus,...,Tk−1
s us}
is a k-dimensional positive subspace of K and b s(z) deﬁned by (4.2.8) is the
characteristic function of the minimal isometric colligation
Vb s =

Tb s ub s
h·, vb si σb s

:

L⊥
C

→

L⊥
C

with
Tb s = PTsP, ub s =
1
p
1 − |σ0|2PTk
s us,
vb s =
1
p
1 − |σ0|2Pvs, σb s =
σk
1 − |σ0|2,
where P is the orthogonal projection in the space K onto the subspace L⊥.
The theorem implies that the state space is reduced by the space L which
is a positive subspaces of K. Hence the state space looses k positive squares
and the functions s(z) and b s(z) have the same number of negative squares.
Proof From (4.2.8) we get that
b s#(z) =
1
zk
s#(z) − σ∗
0
1 − σ0s#(z)
.
The colligation
V ∗
s =

T∗
s vs
h ·,usi σ∗
0

:

K
C

→

K
C
4.3. The eﬀect of the transformation on colligations 57
is coisometric with realization s#(z). We apply Theorem 4.3.1 to s#(z) to
get a coisometric colligation
V ∗
b s =

T∗
b s vb s
h ·,ub si σ∗
b s

:

L⊥
C

→

L⊥
C

with entries
T∗
b s = PT∗
s P, ub s =
1
p
1 − |σ0|2PTk
s us,
vb s =
1
p
1 − |σ0|2Pvs, σ∗
b s =
σ∗
k
1 − |σ0|2,
whose characteristic function coincides with s#(z). It then follows that the
colligation
Vb s =

Tb s ub s
h ·,vb si σb s

:

L⊥
C

→

L⊥
C

is isometric with realization b s(z). The minimality of Vb s follows from that of
Vs as in [1].
Theorem 4.3.6 Assume s(z) ∈ S0 and |σ0| > 1. Let k ≥ 1 be the smallest
integer such that σk 6= 0 and Vs in (4.3.3) be a minimal isometric colligation
with characteristic function s(z). Then the space
L = span{us,Tsus,...,Tk−1
s us}
is a k-dimensional negative subspace of K and b s(z) deﬁned by (4.2.9) is the
characteristic function of the minimal isometric colligation
Vb s =

Tb s ub s
h·, vb si σb s

:

L⊥
C

→

L⊥
C

with
Tb s = PTsP −
h· , Pvsi
σk
PTk
s us, ub s =
p
|σ0|2 − 1
σk
PTk
s us,
vb s =
p
|σ0|2 − 1
σ∗
k
Pvs, σb s =
|σ0|2 − 1
σk
,
where P is the orthogonal projection in the space K onto the subspace L⊥.
The theorem implies that the state space K loses k negative squares. There-
fore, if s(z) ∈ S0
κ then b s(z) deﬁned by (4.2.9) belongs to the class S0
κ−k.
In the next two theorems we consider the transformation (4.2.11).58 Chapter 4. The generalized Schur transform
Theorem 4.3.7 Assume s(z) ∈ S0 and |σ0| = 1. Let k ≥ 1 be the smallest
integer such that σk 6= 0 and assume that (4.3.2) holds. Let Vs in (4.3.3) be
a minimal isometric colligation with characteristic function s(z). Then the
space
L = span{us,Tsus,...,T2k−1
s us}
is a 2k-dimensional subspace of K with k positive and k negative squares,
and b s(z) deﬁned by (4.2.11) with q = 0 is the characteristic function of the
minimal isometric colligation
Vb s =

Tb s ub s
h·, vb si σb s

:

L⊥
C

→

L⊥
C

with
Tb s = PTsP −
h· , Pvsi
σkt2k
PT2k
s us, ub s =
1
t2k
PT2k
s us,
vb s =
1
t∗
2k
Pvs, σb s = σ0 −
σk
t2k
,
where P is the orthogonal projection in the space K onto the subspace L⊥.
The theorem implies that the state space K loses k negative squares. There-
fore, if s(z) ∈ S0
κ then b s(z) deﬁned by (4.2.11) with q = 0 belongs to the
class S0
κ−k. We remark here that if in the case |σ0| = 1 we consider s#(z)
in place of s(z) the the polynomial e Q(z) plays the role of Q(z). The rest of
the proof for this case is similar to that of Theorem 4.3.5.
Next we assume that in (4.2.10) the integer q > 0. Then it turns out
that t2k+q 6= 0.
Theorem 4.3.8 Assume s(z) ∈ S0 and |σ0| = 1. Let k ≥ 1 be the smallest
integer such that σk 6= 0 and assume that for some integer q > 0 (4.2.10)
holds. Let Vs in (4.3.3) be a minimal isometric colligation with characteristic
function s(z). Then the space
L = span{us,Tsus,...,T2k+q−1
s us,}
is a 2k + q-dimensional subspaces of K with k positive and k + q negative
squares, and b s(z) deﬁned by (4.2.11) with q > 0 is the characteristic function
of the minimal isometric colligation
Vb s =

Tb s ub s
h·, vb si σb s

:

L⊥
C

→

L⊥
C

with
Tb s = PTsP −
h· , Pvsi
σkt2k+q
PT
2k+q
s us, ub s =
1
t2k+q
PT
2k+q
s us,
vb s =
1
t∗
2k+q
Pvs, σb s = −
σk
t2k+q
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where P is the orthogonal projection in the space K onto the subspace L⊥.
The theorem implies that the state space K loses k + q negative squares.
Therefore, if s(z) ∈ S0
κ then b s(z) deﬁned by (4.2.11) belongs to the class
S0
κ−k−q.
4.3.3 The unitary case
In what follows s(z) ∈ S0 with Taylor expansion (4.2.6) and has a minimal
unitary colligation
(4.3.4) Us =

Ts us
h·, vsi σ0

:

K
C

→

K
C

.
For the proofs of the results in this subsection we refer to [6].
Theorem 4.3.9 Assume s(z) ∈ S0 and |σ0| < 1. Let k > 0 be an integer
such that σ1 = σ2 = ··· = σk−1 = 0 and let Us in (4.3.4) be a minimal
unitary colligation with characteristic function s(z). Then
L1 = span{vs,T∗
s vs,...,T∗(k−1)
s vs} and L2 = span{us,Tsus,...,T(k−1)
s us}
are k-dimensional positive subspaces of K and b s(z) deﬁned by (4.2.8) is the
characteristic function of the minimal unitary colligations
Ub s =

Tb s ub s
h·, vb si σb s

:

L⊥
1
C

→

L⊥
1
C

with
Tb s = PTsP, ub s =
1
p
1 − |σ0|2Pus,
vb s =
1
p
1 − |σ0|2PT∗k
s vs, σb s =
σk
1 − |σ0|2,
where P is the orthogonal projection in the space K onto the subspace L⊥
1 ,
and
b Ub s =
 b Tb s b ub s
h·, b vb si b σb s

:

L⊥
2
C

→

L⊥
2
C

with
b Tb s = QTsQ, b ub s =
1
p
1 − |σ0|2QTk
s us,
b vb s =
1
p
1 − |σ0|2Qvs, b σb s =
σk
1 − |σ0|2,
where Q is the orthogonal projection in the space K onto the subspace L⊥
2 .
The theorem implies that the state space is reduced by the space L1 or L2.
These are positive subspaces of K and hence the state space looses k positive
squares and the functions s(z) and b s(z) have the same number of negative
squares.60 Chapter 4. The generalized Schur transform
Theorem 4.3.10 Assume s(z) ∈ S0 and |σ0| > 1. Let k ≥ 1 be the smallest
integer such that σk 6= 0 and Us in (4.3.4) be a minimal unitary colligation
with characteristic function s(z). Then
L1 = span{vs,T∗
s vs,...,T∗(k−1)
s vs} and L2 = span{us,Tsus,...,T(k−1)
s us}
are k-dimensional negative subspaces of K and b s(z) deﬁned by (4.2.9) is the
characteristic function of the minimal unitary colligations
Ub s =

Tb s ub s
h·, vb si σb s

:

L⊥
1
C

→

L⊥
1
C

with
Tb s = PTsP −
h· , PT∗k
s vsi
σk
Pus, ub s =
p
|σ0|2 − 1
σ∗
k
Pus,
vb s =
p
|σ0|2 − 1
σk
PT∗k
s vs, σb s =
|σ0|2 − 1
σk
,
where P is the orthogonal projection in the space K onto the subspace L⊥
1 ,
and
b Ub s =
 b Tb s b ub s
h·, b vb si b σb s

:

L⊥
2
C

→

L⊥
2
C

with
b Tb s = QTsQ −
h· , Qvsi
σk
QTk
s us, b ub s =
p
|σ0|2 − 1
σ∗
k
QTk
s us,
b vb s =
p
|σ0|2 − 1
σk
Qvs, b σb s =
|σ0|2 − 1
σk
,
where Q is the orthogonal projection in the space K onto the subspace L⊥
2 .
The theorem implies that the state space K loses k negative squares. There-
fore, if s(z) ∈ S0
κ then b s(z) deﬁned by (4.2.9) belongs to the class S0
κ−k.
In the next four theorems we consider the transformation (4.2.11). If in
(4.2.10) the integer q = 0 then (4.3.2) holds.
Theorem 4.3.11 Assume s(z) ∈ S0 and |σ0| = 1. Let k ≥ 1 be the smallest
integer such that σk 6= 0 and assume that (4.3.2) holds. Let Us in (4.3.4)
be a minimal unitary colligation with characteristic function s(z). Then the
spaces
L1 = span{vs,T∗
s vs,...,T∗(2k−1)
s vs} and L2 = span{us,Tsus,...,T2k−1
s us}
are 2k-dimensional subspaces of K with k positive and k negative squares,
and b s(z) deﬁned by (4.2.11) with q = 0 is the characteristic function of the
minimal unitary colligations
Ub s =

Tb s ub s
h·, vb si σb s

:

L⊥
1
C

→

L⊥
1
C
4.3. The eﬀect of the transformation on colligations 61
with
Tb s = PTsP −
h· , PT∗2k
s vsi
σkt2k
Pus, ub s =
1
t2k
Pus,
vb s =
1
t∗
2k
PT∗2k
s vs, σb s = σ0 −
σk
t2k
,
where P is the orthogonal projection in the space K onto the subspace L⊥
1 ,
and
b Ub s =
 b Tb s b ub s
h·, b vb si b σb s

:

L⊥
2
C

→

L⊥
2
C

with
b Tb s = QTsQ −
h· , Qvsi
σkt2k
QT2k
s us, b ub s =
1
t2k
QT2k
s us,
b vb s =
1
t∗
2k
Qvs, b σb s = σ0 −
σk
t2k
,
where Q is the orthogonal projection in the space K onto the subspace L⊥
2 .
The theorem implies that the state space K loses k negative squares. There-
fore, if s(z) ∈ S0
κ then b s(z) deﬁned by (4.2.11) with q = 0 belongs to the
class S0
κ−k.
Theorem 4.3.12 Assume s(z) ∈ S0 and |σ0| = 1. Let k be the smallest
integer such that σk 6= 0 and assume that (4.3.2) holds. Let Us in (4.3.4)
be a minimal unitary colligation with characteristic function s(z). Then the
space
L = span{T∗(k−1)vs,...,T∗
s vs,vs,us,Tsus,...,T(k−1)
s us}
is a 2k-dimensional subspaces of K with k positive and k negative squares,
and b s(z) deﬁned by (4.2.11) with q = 0 is the characteristic function of the
minimal unitary colligation
Ub s =

Tb s ub s
h·, vb si σb s

:

L⊥
C

→

L⊥
C

with
Tb s = PTsP −
h· , PT∗k
s vsi
σkt2k
PTk
s us, ub s =
1
t2k
PTkus,
vb s =
1
t∗
2k
PT∗k
s vs, σb s = σ0 −
σk
t2k
,
where P is the orthogonal projection in the space K onto the subspace L⊥.
The negative squares are related as in the previous theorem.62 Chapter 4. The generalized Schur transform
Theorem 4.3.13 Assume s(z) ∈ S0 and |σ0| = 1. Let k ≥ 1 be the smallest
integer such that σk 6= 0 and assume that for some integer q > 0 (4.2.10)
holds. Let Us in (4.3.4) be a minimal unitary colligation with characteristic
function s(z). Then the spaces
L1 = span{vs,T∗
s vs,...,T∗(2k+q−1)
s vs}
and
L2 = span{us,Tsus,...,T2k+q−1
s us}
are 2k + q-dimensional subspaces of K with k positive and k + q negative
squares, and b s(z) deﬁned by (4.2.11) with q > 0 is the characteristic function
of the minimal unitary colligation
Ub s =

Tb s ub s
h·, vb si σb s

:

L⊥
1
C

→

L⊥
1
C

with
Tb s = PTsP −
h· , PT
∗(2k+q)
s vsi
σkt2k+q
Pus, ub s =
1
t2k+q
Pus,
vb s =
1
t∗
2k+q
PT
∗(2k+q)
s vs, σb s = −
σk
t2k+q
,
where P is the orthogonal projection in the space K onto the subspace L⊥
1 ,
and
b Ub s =
 b Tb s b ub s
h·, b vb si b σb s

:

L⊥
2
C

→

L⊥
2
C

with
b Tb s = QTsQ −
h· , Qvsi
σkt2k+q
QT
2k+q
s us, b ub s =
1
t2k+q
QT
2k+q
s us,
b vb s =
1
t∗
2k+q
Qvs, b σb s = −
σk
t2k+q
,
where Q is the orthogonal projection in the space K onto the subspace L⊥
2 .
The theorem implies that the state space K loses k + q negative squares.
Therefore, if s(z) ∈ S0
κ then b s(z) deﬁned by (4.2.11) belongs to the class
S0
κ−k−q.
Theorem 4.3.14 Assume s(z) ∈ S0 and |σ0| = 1. Let k be the smallest
integer such that σk 6= 0 and assume that for some integer q > 0 (4.2.10)
holds. Let Us in (4.3.4) be a minimal unitary colligation with characteristic
function s(z). Then the spaces
L1 = span{T∗(k+q−1)
s vs,...,T∗
s vs,vs,us,Tsus,...,T(k−1)
s us}4.4. Augmented Schur parameters 63
and
L2 = span{T∗(k−1)
s vs,...,T∗
s vs,vs,us,Tsus,...,T(k+q−1)
s us}
are 2k + q-dimensional subspaces of K with k positive and k + q negative
squares, and b s(z) deﬁned by (4.2.11) with q > 0 is the characteristic function
of the minimal unitary colligations
Ub s =

Tb s ub s
h·, vb si σb s

:

L⊥
1
C

→

L⊥
1
C

with
Tb s = PTsP −
h· , PT
∗(k+q)
s vsi
t2k+q
PTkus, ub s =
1
t2k+q
PTkus,
vb s =
1
t∗
2k+q
PT
∗(k+q)
s vs, σb s = −
σk
t2k+q
,
where P is the orthogonal projection in the space K onto the subspace L⊥
1 ,
and
b Ub s =
 b Tb s b ub s
h·, b vb si b σb s

:

L⊥
2
C

→

L⊥
2
C

with
b Tb s = QTsQ −
h· , QT∗kvsi
t2k+q
QTk+qus, b ub s =
1
t2k+q
QTk+qus,
b vb s =
1
t∗
2k+q
QT∗k
s vs, e σb s = −
σk
t2k+q
,
where Q is the orthogonal projection in the space K onto the subspace L⊥
2 .
The number of negative squares are related as in the previous theorem.
4.4 Augmented Schur parameters
To a Schur function s(z) which is not identically equal to a unimodular con-
stant we can associate a sequence of Schur functions (sj(z))j≥0 by repeatedly
applying the Schur transformation:
s0(z) := s(z),s1(z) = b s0(z),...,sj(z) = b sj−1(z),...,
where b sj−1(z) denotes the Schur transform of sj−1(z) for j = 1,2,.... This
repeated application of the Schur transformation is called the Schur algo-
rithm. The sequence (sj(z))j≥0 is ﬁnite and terminates at the n − th step64 Chapter 4. The generalized Schur transform
of the algorithm with sn(z) if and only if |sn(0)| = 1. For then, by the
maximum modulus principle, sn(z) ≡ sn(0) and the Schur transformation is
not deﬁned for sn(z). This occurs if and only if s(z) is a Blaschke product
of order n, that is, of the form
s(z) = c
n Y
j=0
z − αj
1 − α∗
jz
, αj ∈ D, c ∈ T.
The numbers γj = sj(0), j = 0,1,..., are called the Schur parameters
associated with s(z). If the sequence (γj)j≥0 is inﬁnite then |γj| < 1 for all
j = 0,1,.... If the sequence stops with γn then |γj| < 1 for j = 0,1,...,n−1
and |γn| = 1. A sequence of complex numbers with these properties will be
called a Schur sequence.
The sequence of Schur parameters determines the function. To see this,
let m be an integer ≥ 0 and deﬁne the rational functions
Bm,0(s;z) =



z + γm
1 + γ∗
mz
if |γm| < 1,
γm if |γm| = 1,
and
Bm,j(s;z) =
γm−j + zBm,j−1(s;z)
1 + γ∗
m−jzBm,j−1(s;z)
, j = 1,2,...,m.
Hence Bm,j−1(s;z) = b Bm,j(s;z). If |γm| < 1, then Bm,j(s;z) is a Blaschke
product of order j + 1 for j = 0,1,...,m; if |γm| = 1, then Bm,j(s;z)
is a unimodular constant for j = 0 and a Blaschke product of order j
for j = 1,2,...,m. Moreover, the sequence of Schur parameters associ-
ated with Bm,m(s;z) is ﬁnite and given by γ0,γ1,...,γm,1 if |γm| < 1 and
γ0,γ1,...,γm if |γm| = 1. Thus the ﬁrst m+1 Schur parameters of s(z) co-
incide with the ﬁrst m+1 Schur parameters of Bm,m(s;z). I. Schur showed
that this implies that the diﬀerence s(z)−Bm,m(s;z) has a zero at z = 0 of
order ≥ m+1. Since |s(z)| ≤ 1 and |Bm,m(s;z)| ≤ 1 on D, Schwarz’ Lemma
implies that
(4.4.1) |s(z) − Bm,m(s;z)| ≤ 2|z|m+1, z ∈ D,
and hence Caratheodory’s theorem holds: If the sequence of Schur parame-
ters breaks up at γn with |γn| = 1 then s(z) = Bn,n(s;z); otherwise
(4.4.2) s(z) = lim
m→∞Bm,m(s;z),
where the limit is uniform in z on compact subsets of D. If the sequence of
Schur parameters breaks up at γn with |γn| = 1 then we have that
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If we introduce the M¨ obius transform
τn(w) =
zw + γn
1 + γ∗
nzw
= γn +
(1 − |γn|2)z
γ∗
nz + 1/w
,
then the composition formulas
s(z) = τ0 ◦ τ1 ◦ ··· ◦ τn(sn+1(z)),
Bm,m(s;z) =

τ0 ◦ τ1 ◦ ··· ◦ τm(1) if |γm| < 1,
τ0 ◦ τ1 ◦ ··· ◦ τm−1(γm) if |γm| = 1,
(4.4.3)
hold and they show the close relation between the Schur algorithm, the
Schur parameters, and continued fractions. In this thesis we do not pursue
this connection but refer to the recent paper [29]. We only recall that if
(γj)j≥0 is a Schur sequence of complex numbers, then (Bm(z))m≥0 with
Bm(z) as in (4.4.3) is a Cauchy sequence of Blaschke factors which converges
to a function s(z) ∈ S whose sequence of Schur parameters coincides with
(γj)j≥0. This follows from the arguments leading up to (4.4.1) which also
imply that
|Bm(z) − Bn(z)| ≤ 2|z|1+min{m,n}, z ∈ D.
An excellent account of Schur’s work on analysis, including the Schur algo-
rithm, can be found in [26]; we refer to this paper for the complete list of
works of I. Schur in this area.
If s(z) ∈ S0
κ then the Krein-Langer factorization in (2.1.5): s(z) =
B(z)−1s0(z), where s0(z) is a Schur function and
B(z) =
κ Y
j=1
z − αj
1 − α∗
jz
, αj ∈ D \ {0}, s0(αj) 6= 0, i = 1,...,κ,
implies
(4.4.4) s(z) = lim
m→∞
B(z)−1Bm,m(s0;z),
where the convergence is uniform in z on compact subsets of D\{α1,...,ακ}.
In fact, because of (4.4.1), for every compact set K ∈ D\{α1,...,ακ}, there
is a real number M ≥ 0 such that
(4.4.5) |s(z) − B(z)−1Bm,m(t0;z)| ≤ M|z|m+1, z ∈ K.
However, the functions on the right-hand side of (4.4.4) are not related to the
generalized Schur algorithm for s(z) nor to any form of continued fractions
similar to what we described in the foregoing paragraphs. In this section we
prove a result for generalized Schur functions which is analogous to (4.4.2)
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sequence of augmented Schur parameters: To s(z) ∈ S0 which is not iden-
tically equal to a unimodular constant we can apply the generalized Schur
algorithm:
s0(z) := s(z),s1(z) = b s0(z),...,sj(z) = b sj−1(z),...,
where now b sj−1(z) denotes the generalized Schur transform of sj−1(z) for
j = 1,2,.... As seen in Theorem 4.2.2, each sj(z) belongs to S0. We set
γj = sj(0), j = 0,1,.... The sequence of functions (sj(z))j≥0 terminates at
sn(z) if sn(z) ≡ γn with |γn| = 1 because in that case the generalized Schur
transform of sn(z) is not deﬁned. The number γj if |γj| < 1, the pair (γj,kj)
if |γj| > 1, and the quadruple (γj,kj,qj,Qj(z)) if |γj| = 1, which are deﬁned
in accordance with the deﬁnitions of the generalized Schur transformation
(see Section 4.2), will be called the augmented Schur parameter and brieﬂy
denoted by b γj. The sequence (b γj)j≥0 will be called the sequence of augmented
Schur parameters. It is ﬁnite and stops at b γn when (sj(z))j≥0 terminates at
sn(z); in this case b γn carries no further information, that is, b γn = γn and
|γn| = 1. From the deﬁnition of the generalized Schur transformation we see
that for j = 0,1,... (and up to n − 1 if the sequence (b γj)j≥0 stops at b γn
with n ≥ 1) the following implications hold:
(4.4.6)



|γj| > 1 =⇒ γj+1 6= 0,
|γj| = 1,qj > 0 =⇒ γj+1 6= 0,
|γj| = 1,qj = 0 =⇒ γj+1 6= γj.
Moreover, by [14, Lemma 3.4.5], see also [1, Corollary 9], there is an integer
j0 ≥ 0 such that sj(z) ∈ S for all j ≥ j0 and hence b γj = γj with |γj| ≤ 1,
j ≥ j0.
With the sequence (b γj)j≥0 we deﬁne for m ≥ 0,
(4.4.7) Bm,0(s;z) = γm if |γm| = 1 and (b γj)j≥0 stops with b γm,
otherwise,
Bm,0(s;z) =

      
      
z + γm
1 + γ∗
mz
if |γm| < 1,
zkm + γm
γ∗
mzkm + 1
if |γm| > 1,
(Qm(z) + zkm) − γmzqmQm(z)
γ∗
mQm(z) − zqm(Qm(z) − zkm)
if |γm| = 1,4.4. Augmented Schur parameters 67
and for j = 1,2,...,m,
Bm,j(s;z) =

       
       
γm−j + zBm,j−1(s;z)
1 + γ∗
m−jzBm,j−1(s;z)
if |γm−1| < 1,
zkm−j + γm−jBm,j−1(s;z)
γ∗
m−jzkm−j + Bm,j−1(s;z)
if |γm−1| > 1,
(Qm−j(z) + zkm−j)Bm,j−1(s;z) − γm−jzqm−jQm−j(z)
γ∗
m−jQm−j(z)Bm,j−1(s;z) − zqm−j(Qm−j(z) − zkm−j)
if |γm−1| = 1.
Each Bm,j(s;z) is of the form B1(z)−1B2(z) where B1(z) and B2(z) are
ﬁnite Blaschke products with B1(0) 6= 0, that is, a rational generalized
Schur function, holomorphic at z = 0 and having unimodular values on T
(in particular, it has no poles on T). Clearly, Bm,j−1(s;z) = b Bm,j(s;z),
j = 1,2,...,m. Similarly as above these formulas can be expressed in
terms of M¨ obius transformations and hence are related to continued frac-
tions. Each Bm,j(s;z) is of the form B1(z)B2(z)−1 where B1(z) and B2(z)
are ﬁnite Blaschke products with B2(0) 6= 0 that is, a rational generalized
Schur function holomorphic at z = 0 and having unimodular values on T
(in particular, it has no poles in T). The sequence of augmented generalized
Schur parameters for Bm,m(s;z) is b γ0,b γ1,...,b γm in case Bm,0(s;z) is given
by (4.4.7), otherwise it is given by b γ0,b γ1,...,b γm,1.
Let j0 ≥ 0 be an integer such that sj ∈ S0 for all j ≥ j0. From the
deﬁnition of the generalized Schur transformation (see Subsection 4.2) we
have
(4.4.8) s(z) =
θ11(z)sj0(z) + θ12(z)
θ21(z)sj0(z) + θ22(z)
,
where the coeﬃcient matrix can be written as the product
Θs(z) =

θ11(z) θ12(z)
θ21(z) θ22(z)

= Θ(0)(z)Θ(1)(z)···Θ(j0−1)(z),
in which each factor Θ(i)(z) is of one of the forms Θ1(z), Θ2(z), or Θ4(z) in
Section 2.4. Thus Θs(z) is a J-unitary matrix whose entries are polynomials
in z. According to (2.4.1) with k = 1, (2.4.2), and (2.4.9), there exists an
integer `0 ≥ j0
(4.4.9) detΘs(z) = z`0.
This result corresponds to [14, Lemma 3.4.2 v)]. It is easy to see that
ρ(s) := `0 − j0 =
X
j:b γj is a pair
(kj − 1) +
X
j:b γj is a quadruple
(2kj + qj − 1).
In particular, if j1 and `1 are deﬁned in the same way as j0 and `0, then
`1 − j1 = `0 − j0.68 Chapter 4. The generalized Schur transform
Theorem 4.4.1 Let s ∈ S0 and let ρ(s) be as deﬁned above. Then for each
compact subset K ⊂ D \ {poles of s(z)}, there exist a real number M > 0
and an integer m0 ≥ j0 such that for all z ∈ K and all m ≥ m0,
|s(z) − Bm,m(s;z)| ≤ M|z|ρ(s)+m+1.
The estimate in the theorem is an improvement of (4.4.5) by a factor |z|ρ(s),
but only holds for suﬃciently large m. The theorem implies that
s(z) = lim
m→∞
Bm,m(s;z)
uniformly in z on compact subsets of D \ {poles of s(z0}.
Proof If the sequence (b γj)j≥0 of augmented Schur parameters correspond-
ing to s(z) is ﬁnite and terminates with |γn| = 1, then s(z) = Bn,n(s;z)
and the theorem holds true. We now assume that the sequence (b γj)j≥0 is
inﬁnite. From (4.4.8),
Bj0+m,j0+m(s;z) =
θ11(z)Bj0+m,m(s;z) + θ12(z)
θ21(z)Bj0+m,m(s;z) + θ22(z)
,
and
Bj0+m,m(s;z) = Bm,m(sj0;z)
we obtain
(4.4.10)
s(z) − Bj0+m,j0+m(s;z) =
detΘs(z)(sj0(z) − Bm,m(sj0;z))
(θ21(z)sj0(z) + θ22(z))(θ21(z)Bm,m(sj0;z) + θ22(z))
.
By (4.4.1) and (4.4.9) the numerator of the quotient on the right-hand side
satisﬁes the inequality
(4.4.11) |detΘs(z)(sj0(z) − Bm,m(sj0;z))| ≤ 2|z|`0+m+1, z ∈ D.
We claim that the factor θ21(z)sj0(z) + θ22(z) in the denominator does not
vanish in D \ {poles of s(z)}. To see this, assume that for some complex
number z0 ∈ D \ {poles of s(z)} we do have that
(4.4.12) θ21(z0)sj0(z0) + θ22(z0) = 0.
Then, by (4.4.8) and since z = z0 is not a pole of s(z), we also have
θ11(z0)sj0(z0) + θ12(z0) = 0.
The last two equations can be written in a matrix form:
Θs(z0)

sj(z0)
1

= 0.4.4. Augmented Schur parameters 69
This implies detΘs(z0) = 0 and so, on account of (4.4.9), z0 = 0. However,
from [14, Lemma 3.4.2 iii) and v)] (or from [3, Theorem 6.6]) it follows that
there are complex numbers k0 6= 0, k1,..., such that
θ21(z)sj0(z) + θ22(z) =
detΘs(z)
θ11(z) − θ21(z)s(z)
= k0 + k1z + ··· .
This contradicts (4.4.12) with z0 = 0 and proves the claim. Let K be a
compact subset of D \ {poles of s} and let
(4.4.13) ε = minz∈K|θ21(z)sj0(z) + θ22(z)|.
Because of the claim just proved, ε > 0. Applying (4.4.1), we ﬁnd that for
all z ∈ D,
|(θ21(z)sj0(z) + θ22(z)) − (θ21(z)Bm,m(sj0;z) + θ22(z))| ≤ 2|z|m+1 maxz∈D|θ21(z)|
and hence for some integer m1 ≥ 0 we have that for all m ≥ m1,
(4.4.14) |θ21(z)Bm,m(sj0;z) + θ22(z)| ≥
1
2
ε, z ∈ K.
Combining (4.4.10), (4.4.11), (4.4.13), and (4.4.14), we see that for m ≥ m1,
|s(z) − Bj0+m,j0+m(s;z)| ≤
4
ε2 |z|`0+m+1, z ∈ K.
This readily implies the theorem with m0 = m1 + j0 and M = 4/ε2.
A sequence (b γj)j≥0 will be called an augmented Schur sequence if
(a) except for at most ﬁnitely many values of j, b γj is a complex number γj
with |γj| < 1;
(b) in the exceptional cases, b γj is either a pair (γj,kj) consisting of a
complex number γj with |γj| > 1 and an integer kj ≥ 1 or a quadruple
(γj,kj,qj,Qj(z)) consisting of a unimodular complex number γj, integers
kj ≥ 1 and qj ≥ 0, and a polynomial Qj(z) = pj(z) − z2kjpj(1/z∗)∗, where
pj(z) is a polynomial of degree < kj and pj(0) 6= 0;
(c) in case the sequence is ﬁnite and ends with b γn, also b γn is exceptional:
b γn = γn with |γn| = 1; and
(d) the implications (4.4.6) hold.
Theorem 4.4.2 Let (b γj)j≥0 be a sequence of augmented complex numbers.
Then there is a unique s(z) ∈ S0 such that (b γj)j≥0 is the corresponding
sequence of augmented Schur parameters. The number κ of negative squares
of s(z) is given by
κ =
X
j:b γj is a pair
kj +
X
j:b γj is a quadruple
kj + qj.70 Chapter 4. The generalized Schur transform
Proof Let m be an integer ≥ 0 such that for all j ≥ m, b γj is a complex
number γj with |γj| < 1. Let sm(z) be the Schur function whose sequence
of Schur parameters coincides with (γm+j)j≥0. Deﬁne Bm,0(z) = sm(z)
and deﬁne Bm,j(z) in the same way inductive way as Bm,j(s;z) is deﬁned
starting with Bm,0(s;z), j = 1,2,...,m. Then s(z) = Bm,m(z) has the
desired properties. The formula for κ follows from Theorem 4.2.2.
Theorems 4.4.1 and 4.4.2 appear in [23].Chapter 5
The basic interpolation
problem for generalized
Schur functions
5.1 The basic interpolation problem for general-
ized Schur functions
5.1.1 Solutions of the basic interpolation problem for Schur
functions
Consider the following basic interpolation problem for Schur functions.
(BIPS): Given σ0 ∈ C, determine all Schur functions s(z) with s(0) = σ0.
The solution to this problem is well known. If |σ0| > 1 there is no solution.
This is simply because all Schur function are bounded by 1. If |σ0| = 1, we
conclude by the maximum modulus principle that there is only one solution,
namely s(z) ≡ σ0. If |σ0| < 1 then there are inﬁnitely many solutions and
the formula
(5.1.1) s(z) =
ze s(z) + σ0
zσ∗
0e s(z) + 1
gives a one-to-one correspondence between all solutions s(z) and Schur func-
tions e s(z). To see that all solutions are of this form, one assumes that s(z)
is a solution and deﬁnes e s(z) by
(5.1.2) e s(z) =
1
z
s(z) − σ0
1 − σ∗
0s(z)
.
Then e s(z) is a Schur function also (see Section 4.1) and does the job. Note
that e s(z) in formula (5.1.2) is the Schur transform of the Schur function s(z)
deﬁned in Section 4.1. On the other hand, if e s(z) in (5.1.1) is a Schur function
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then replacement of z by ze s(z)and α by −σ0 in (4.1.2) shows that s(z) is also
a Schur function. Formula (5.1.1) is called the parameterization formula
for all solutions and the function e s(z) is called the parameter function for
the solution s(z).
5.1.2 Solutions of the basic interpolation problem for gener-
alized Schur functions with κ negative squares
Here we pose the same interpolation problem as in (BIPS) above but now
we look for all solutions s(z) in the class S0 of generalized Schur functions
which are holomorphic at z = 0. First we formulate the basic interpolation
problem for the class S0
κ with κ ∈ N. Consider the following interpolation
problem.
(BIPS0
κ): Given σ0 ∈ C, determine all functions s(z) ∈ S0
κ with s(0) = σ0.
Like the case of the basic interpolation problem for Schur functions above,
we consider three cases depending on whether |σ0| < 1, |σ0| > 1 or |σ0| = 1.
In each of these cases we give a parameterization formula for all solutions.
We write the Taylor expansion of s(z) ∈ S0
κ at z = 0 as
s(z) = σ0 + σ1z + σ2z2 + ··· + σnzn + ··· .
We begin with the case when |σ0| < 1. In this case, for every κ ∈ N there
are inﬁnitely many solutions s(z) ∈ S0
κ as the following theorem shows.
Theorem 5.1.1 With |σ0| < 1, the formula
s(z) =
ze s(z) + σ0
zσ∗
0e s(z) + 1
gives a one–to–one correspondence between all solutions s(z) ∈ S0
κ of (BIPS0
κ)
and all parameters e s(z) ∈ S0
κ.
If s(z) is a solution given by the above parameterization formula with pa-
rameter function e s(z), then the formula
s(z) − σ0 =
(1 − |σ0|2)ze s(z)
zσ∗
0e s(z) + 1
and the fact that for any integer k ≥ 1,
e s(z) ∈ S0
κ ⇐⇒ zke s(z) ∈ S0
κ
implies that the function s(z)−σ0 has a zero of order k at z = 0 if and only
if the parameter function e s(z) has a zero of order k − 1 at z = 0. In other
words, the formula
s(z) =
zke s(z) + σ0
σ∗
0zke s(z) + 15.1. The basic interpolation problem 73
gives a one-to-one correspondence between all solutions s(z) ∈ S0
κ for which
σ1 = σ2 = ··· = σk−1 = 0, σk 6= 0, and all parameters e s(z) ∈ S0
κ with
e s(0) 6= 0.
We now consider the case when |σ0| > 1. As mentioned in Subsection
5.1.2 there are no solutions in S, the class of all Schur functions. The
following theorem shows that for an integer κ ≥ 1 there are inﬁnitely many
solutions s(z) ∈ S0
κ. We shall show in Theorem 5.2.1 in the next section
that if s(z) is a solution then s(z) − σ0 has a zero of order k at z = 0 with
1 ≤ k ≤ κ.
Theorem 5.1.2 Let |σ0| > 1. Then for each integer k with 1 ≤ k ≤ κ, the
formula
s(z) =
σ0e s(z) + zk
e s(z) + σ∗
0zk
gives a one–to–one correspondence between all solutions s(z) ∈ S0
κ of BIPS0
κ
with σ1 = ··· = σk−1 = 0 and σk 6= 0 and all parameters e s(z) ∈ S0
κ−k with
e s(0) 6= 0.
The case when |σ0| = 1 is more complicated than the other two cases.
In this case there is a unique solution in the class S, namely s(z) ≡ σ0. If
s(z) 6≡ σ0, then there exists an integer k ≥ 1 such that
s(z) − σ0 = σkzk + ··· , σk 6= 0.
We introduce k complex numbers s0 6= 0,b s,...sk−1 and let
Q(z) = Q(z;s0,b s...,sk−1
be as deﬁned by (2.4.4). Lemma 4.2.1 then implies that there exists an
integer q ≥ 0 and a complex number t2k+q 6= 0 such that
(5.1.3) Q(z)(s(z) − σ0) − σ0zk = t2k+qz2k+q + ··· .
In Theorem 5.2.1 we shall show that k and q satisfy the conditions 1 ≤ k ≤ κ
and 0 ≤ q ≤ κ−k. The next theorem shows that for an integer κ ≥ 1 there
are inﬁnitely many solutions s(z) ∈ S0
κ.
Theorem 5.1.3 Let |σ0| = 1. For integers k and q with 1 ≤ k ≤ κ and
0 ≤ q ≤ κ − k, the formula
(Q(z) + zk)˜ s(z) − σ0Q(z)zq
σ∗
0Q(z)˜ s(z) − (Q(z) − zk)zq
gives a one–to–one correspondence between all solutions s(z) ∈ S0
κ of (BIPS0
κ)
with σ1 = ··· = σk−1 = 0 and σj = sj−k,j = k,...,2k − 1, and all parame-
ters e s(z) ∈ S0
κ−k−q with e s(0) 6=

0 if q > 0
σ0 if q = 0.74 Chapter 5. The basic interpolation problem
If s(z) is a solution, then, evidently, k is the order of the zero of s(z) −
σ0 at z = 0. Moreover, the coeﬃcients σ2k,σ2k+1,...,σ2k+q−1 of s(z) are
determined by s0,b s,...,sk−1 and the coeﬃcient σ2k+q satisﬁes an inequality
due to the fact that, on account of (5.1.3), the function Q(z)(s(z)−σ0)−σ0zk
has a zero of order 2k + q at z = 0. If we invert the parameterization
formulas in Theorems 5.1.1, 5.1.2, and 5.1.3 we obtain the three formulas
for the generalized Schur transformation; see (4.2.8), (4.2.9), and (4.2.11).
The three theorems above collectively are a corollary of Theorem 5.2.1 in
Section 5.2 below, where the basic interpolation problem is treated from a
slightly diﬀerent point of view for functions in the class S0.
5.2 Solutions of the basic interpolation problem
(BIPS0)
We now consider a more general form of problem (BIPS0
κ).
(BIPS0): Given σ0 ∈ C, determine all functions s(z) ∈ S0 with s(0) = σ0.
As before we shall also consider three cases depending on whether |σ0| < 1,
|σ0| > 1 or |σ0| = 1. The solutions to this problem are given by Theorem
5.2.1 below. If |σ0| ≤ 1, then s(z) ≡ σ0 is the constant solution of the
problem (BIPS0). If |σ0| > 1, then the function s(z) ≡ σ0 does not belong
to the class S0 and hence is not a solution of the problem (BIPS0). The
function s(z) ∈ S0 is non-constant if and only if s(z) − σ0 has a zero at
z = 0 of ﬁnite order and Theorem 5.2.1 describes all non-constant solutions
s(z) of the problem (BIPS0) for which this order equals k. In this case the
Taylor expansion of s(z) is of the form
(5.2.1) s(z) = σ0 + σkzk + ··· , σk 6= 0.
If |σ0| = 1, let
Q(z) = Q(z;s0,b s,...,sk−1)
= c0 + c1z + ··· + ck−1zk−1 − (c∗
k−1zk+1 + c∗
k−2zk+2 + ··· + c∗
0z2k)
be as deﬁned in (2.4.4). Setting
(5.2.2) p(z) = c0 + c1z + ··· + ck−1zk−1
we have that Q(z) = p(z)−z2kp(z−∗)∗, which actually implies that −Q(z) =
z2kQ(z−∗)∗. We assume s(z) ∈ S0 has Taylor expansion (5.2.1) at z = 0.
In the following theorem we describe all non-constant solutions of the basic
interpolation problem (BIPS0) posed above.
Theorem 5.2.1 Let k,q be integers such that k ≥ 1 and q ≥ 0 and let s0 6=
0,s1,...,sk−1 be any k complex numbers. Let Q(z) = Q(z;s0,s1,...,sk−1)5.2. Solutions of the basic interpolation problem 75
be as deﬁned by (2.4.4).
(i) The formula
(5.2.3) s(z) =

        
        
zke s(z) + σ0
σ∗
0zke s(z) + 1
if |σ0| < 1,
σ0e s(z) + zk
e s(z) + σ∗
0zk if |σ0| > 1,
(Q(z) + zk)e s(z) − σ0Q(z)zq
σ∗
0Q(z)e s(z) − (Q(z) − zk)zq if |σ0| = 1,
establishes a one–to–one correspondence between all non-constant solutions
s(z) ∈ S0 of the problem (BIPS0) with the property that in all three cases
σ1 = σ2 = ··· = σk−1 = 0 and σk 6= 0,
and in the case |σ0| = 1 with the additional property that
σj = sj−k, j = k,k + 1,...,2k − 1,
and all parameters e s(z) ∈ S0 with
(5.2.4) e s(0) 6=

0 if |σ0| 6= 1, or |σ0| = 1 and q > 0,
σ0 if |σ0| = 1 and q = 0.
(ii) If s(z) is a solution of the basic interpolation problem (BIPS0) with
corresponding parameter function e s(z) ∈ S0
κ1 then s(z) ∈ S0
κ where
(5.2.5) κ =

 
 
κ1 if |σ0| < 1,
κ1 + k if |σ0| > 1,
κ1 + k + q if |σ0| = 1.
Consider the case |σ0| < 1. If in formula (5.2.3) we let k vary over all
integers ≥ 1 and replace zk−1e s(z) by e s1(z), then Theorem 5.2.1 implies that
the formula
s(z) =
ze s1(z) + σ0
σ∗
0ze s1(z) + 1
gives a one to one correspondence between all solutions s(z) ∈ S0 and all
parameters e s1(z) ∈ S0. The constant solution s(z) ≡ σ0 corresponds to the
case e s1(z) ≡ 0. The function s(z) − σ0 has a zero of order k at z = 0 if
and only if the corresponding parameter e s1(z) has a zero of order k − 1 at
z = 0, that is, e s1(z) = zk−1e s(z) for some e s(z) ∈ S0 with e s(0) 6= 0. In the
case |σ0| = 1 one gets the set of all solutions of the problem (BIPS0) ﬁrst by
describing a nonnegative integer q and k arbitrary complex numbers s0 6=
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a slightly restricted class of parameters e s(z) ∈ S0. Formally, the constant
solution s(z) ≡ σ0 can be obtained from (5.2.3) by replacing Q(z) by ∞.
The expressions on the right-hand side of (5.2.3) are fractional linear
transformations of the form
(5.2.6) s(z) = TΘ(z)e s(z) =
a(z)e s(z) + b(z)
c(z)e s(z) + d(z)
,
where the transformation matrix
(5.2.7) Θ(z) =

a(z) b(z)
c(z) d(z)

can be chosen as
Θ1(z) =
1
p
1 − |σ0|2

1 σ0
σ∗
0 1

zk 0
0 1

if |σ0| < 1,
Θ2(z) =
1
p
|σ0|2 − 1

σ0 1
1 σ∗
0

1 0
0 zk

if |σ0| > 1,
and
Θ4(z) = Θ3(z)Θ∞(z) if |σ0| = 1
with
Θ3(z) =

Q(z) + zk −σ0Q(z)
σ∗
0Q(z) −Q(z) + zk

and Θ∞(z) =

1 0
0 zq

.
These Θ’s are precisely the 2×2 matrix polynomials studied in Section 2.4.
Recall that s#(s) = s(z∗)∗. From (5.2.6) we see that
(5.2.8) s#(z) = T ◦
Θ(z)e s#(z) =
a#(z)e s#(z) + b#(z)
c#(z)e s#(z) + d#(z)
,
where
(5.2.9)
◦
Θ (z) =

a#(z) b#(z)
c#(z) d#(z)

can be chosen as
◦
Θ1 (z) =
1
p
1 − |σ0|2

1 σ∗
0
σ0 1

zk 0
0 1

if |σ0| < 1,
◦
Θ2 (z) =
1
p
|σ0|2 − 1

σ∗
0 1
1 σ0

1 0
0 zk

if |σ0| > 1,
and
◦
Θ4 (z) =
◦
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with
◦
Θ3 (z) =

Q#(z) + zk −σ∗
0Q#(z)
σ0Q#(z) −Q#(z) + zk

.
If in (2.4.10) we set u =

1
σ0

and replace p(z) in (2.4.6) by p#(z), the
results of Section 2.4 remain true if we replace the Θi by
◦
Θi for i = 1,2,3,4.
Proof of Theorem 5.2.1. First we assume s(z) is a solution and show
that it must be of the form (5.2.3) for some e s(z). Deﬁne e s(z) by
(5.2.10) e s(z) =

       
       
1
zk
s(z) − σ0
1 − σ∗
0s(z)
if |σ0| < 1,
zk1 − σ∗
0s(z)
s(z) − σ0
if |σ0| > 1,
zq(Q(z) − zk)s(z) − σ0Q(z)
σ∗
0Q(z)s(z) − (Q(z) + zk)
if |σ0| = 1.
Then e s(z) satisﬁes equality (5.2.3). We show that e s(z) is holomorphic at
z = 0 by calculating the value e s(0). In this way we also show that the
parameter has the properties mentioned in the theorem. If |σ0| < 1, we
have that
e s(z) =
1
zk
σkzk + ···
(1 − |σ0|2) − σ∗
0σkzk + ···
and hence
(5.2.11) e s(0) =
σk
1 − |σ0|2 6= 0.
Now we consider the case |σ0| > 1. Here we have that
e s(z) = zk(1 − |σ0|2) − σ∗
0σkzk + ···
σkzk + ···
.
Since s(z) is a solution we have σk 6= 0 and hence
(5.2.12) e s(0) =
1 − |σ0|2
σk
6= 0.
Finally, by Lemma 4.2.1 we have that if |σ0| = 1, there exists an integer
q ≥ 0 and some complex number t2k+q 6= 0 such that
σ∗
0Q(z)s(z) − (Q(z) + zk) = σ∗
0[Q(z)(s(z) − σ0) − σ0zk]
= t2k+qz2k+q + ··· . (5.2.13)
The numerator has the expansion
(Q(z) − zk)s(z) − σ0Q(z) = Q(z)(s(z) − σ0) − zks(z)
= −zk(s(z) − σ0) + [Q(z)(s(z) − σ0) − σ0zk]
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where σk 6= 0, because s(z) has a zero of order k. It follows that if q > 0,
then
e s(z) = −zq σkz2k + ···
t2k+qz2k+q + ···
= −
σk
t2k+q
+ ··· ,
and the constant term on the right-hand side is nonzero. If q = 0 we have
(5.2.14) e s(z) =
(σ0t2k − σk)z2k + ···
t2kz2k + ···
= (σ0 −
σk
t2k
) + ··· ,
and the constant term on the right-hand side is not equal to σ0. So e s(z)
is holomorphic at z = 0 and (5.2.4) holds. That e s(z) ∈ S0 follows from
Theorem 4.2.2.
Now we show that formula (5.2.3) deﬁnes a solution. Because of the
restrictions on the value e s(0) we have that s(z) → σ0 as z → 0. It follows
that s(z) is holomorphic at z = 0 and s(0) = σ0. If |σ0| < 1 we have
s(z) − σ0 =
(1 − |σ0|2)e s(0)zk + ···
1 + ···
and hence s(z) has a zero of order k at z = 0. Since k ≥ 1, we see that if
|σ0| > 1
s(z) − σ0 =
(1 − |σ0|2)zk + ···
e s(0) + ···
,
which shows that s(z) has a zero of order k at z = 0. If |σ0| = 1 we have
s(z) − σ0 =
zk(e s(z) − σ0zq)
σ∗
0Q(z)(e s(z) − σ0zq) + zk+q =

   
   
zke s(0) + ···
σ∗
0c0e s(0) + ···
if q > 0,
zk(e s(0) − σ0) + ···
σ∗
0c0(e s(0) − σ0) + ···
if q = 0.
Since if q > 0, e s(0) 6= 0 and if q = 0, e s(0) 6= σ0, we have that also in the
case |σ0| = 1, s(z) − σ0 has a zero of order k at z = 0. We continue with
this case and ﬁnd that
Q(z)(s(z) − σ0) − σ0zk = −
σ0z2k+q
σ∗
0Q(z)(e s(z) − σ0zq) + zk+q
=

   
   
−
σ0z2k+q
σ∗
0c0e s(0) + ···
if q > 0,
−
σ0z2k+q
σ∗
0c0(e s(0) − σ0) + ···
if q = 0.
By writing out the function on the left-hand side explicitly in terms of the
coeﬃcients of s(z) we ﬁnd that σj = sj−k, j = k,k + 1,...,2k − 1.
We now prove that s(z) ∈ S0. We claim that
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where deg Θ is the degree of Θ(z) as a matrix polynomial.Indeed, if |σ0| < 1
we have
a(z) − c(z)s(z) =
1
p
1 − |σ0|2(1 − σ∗
0s(z))zk =
p
1 − |σ0|2zk + ··· ,
if |σ0| > 1 we have
a(z) − c(z)s(z) =
1
p
|σ0|2 − 1
(σ0 − s(z)) = −
σk p
|σ0|2 − 1
zk + ··· ,
and if |σ0| = 1 we have
a(z) − c(z)s(z) = Q(z) + zk − σ∗
0Q(z)s(z) =
= −σ∗
0(Q(z)(s(z) − σ0) − σ0zk) = −t2k+qz2k+q + ··· .
From (5.2.6) we get
 
1 −s(z)

Θ(z) =
 
a(z) − c(z)s(z) b(z) − d(z)s(z)

= (a(z) − c(z)s(z))
 
1 −e s(z)

,
which implies that
Ks(z,w) =
 
1 −s(z)
 J
1 − zw∗
 
1 −s(w)
∗
=
 
1 −s(z)
 J − Θ(z)JΘ(w)∗ + Θ(z)JΘ(w)∗
1 − zw∗
 
1 −s(w)
∗
=
 
1 −s(z)
 J − Θ(z)JΘ(w)∗
1 − zw∗
 
1 −s(w)
∗
+(a(z) − c(z)s(z))
1 − e s(z)e s(w)∗
1 − zw∗ (a(w) − c(w)s(w))∗
=
 
1 −s(z)

KΘ(z,w)
 
1 −s(w)
∗ (5.2.16)
+(a(z) − c(z)s(z))Ke s(z,w)(a(w) − c(w)s(w))∗.
This equality implies that the kernel Ks(z,w) has ﬁnitely many negative
squares and so s(z) ∈ S0. Formula (5.2.5) follows directly from (5.3.2) in
Theorem 5.3.1 in the next section and Corollary 2.4.7.
5.3 Relations between the associated reproducing
kernel Pontryagin spaces
Given a solution s(z) of the basic interpolation problem (BIPS0), let Θ(z) be
the transformation matrix and e s(z) the corresponding parameter. Equalities
(5.2.5) and (5.2.16) and Theorem 2.1.1 imply that all the kernels Ks(z,w),
KΘ(z,w), Ke s(z,w), Ks#(z,w), K ◦
Θ
(z,w), Ke s#(z,w), and Ds(z,w), DΘ(z,w),80 Chapter 5. The basic interpolation problem
De s(z,w) have a ﬁnite number of negative squares. Here we describe the re-
lation between the reproducing kernel Pontryagin spaces P(s), P(Θ), and
P(e s), the relation between the reproducing kernel Pontryagin spaces P(s#),
P(
◦
Θ), and P(e s#), and also the relation between the reproducing kernel
Pontryagin spaces D(s), D(Θ) and D(e s).
Theorem 5.3.1 Assume s(z) ∈ S0 is a solution of the interpolation prob-
lem (BIPS0) and e s(z) is the corresponding parameter : s(z) = TΘ(z)e s(z)
with Θ(z) = Θj, j = 1,2,3,4.
(i) The space P(s) can be decomposed as the orthogonal direct sum
(5.3.1) P(s) =
 
1 −s(z)

P(Θ) ⊕ (a(z) − c(z)s(z))P(e s)
and
(5.3.2) ind−P(s) = ind−P(Θ) + ind−P(e s).
(ii) The map
(5.3.3) Γ : P(s) 3 f 7→

f
g

∈

P(Θ)
P(e s)

determined by the decomposition (5.3.1):
(5.3.4) f(z) =
 
1 −s(z)

f(z) + (a(z) − c(z)s(z))g(z)
is unitary.
Proof One way to prove (5.3.1) is to use the equality
Ks(z,w) =
 
1 −s(z)

KΘ(z,w)
 
1 −s(w)
∗
+(a(z) − c(z)s(z))Ke s(z,w)(a(w) − c(w)s(w))∗,
proved at the end of the proof of Theorem 5.2.1 and to invoke Theorem 2.3.1
(ii) by showing that the map
 
1 −s(z)

: P(Θ) → P(s)
is a well deﬁned isometry. But we also want to prove that the mappings
 
1 −s(z)

: P(Θ) →
 
1 −s(z)

P(Θ)
and
a(z) − c(z)s(z) : P(e s) → (a(z) − c(z)s(z))P(e s)
are injective. For then we can apply Theorem 2.3.2 and conclude that the
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the orthogonal decomposition (5.3.1) can also be proved in one stroke. On
account of Theorems 2.3.1 (ii) (c) and 2.3.2 (iii) they follow immediately
from the implication
 
1 −s(z)

f(z) = (a(z) − c(z)s(z))g(z), f ∈ P(Θ), g ∈ P(e s) =⇒ f ≡ 0, g ≡ 0.
To prove the implication, assume that the equality on the left-hand side
holds for some f ∈ P(Θ) and g ∈ P(e s). Then by (5.2.15), (a(z)−c(z)s(z))g(z)
has a zero of order ≥ deg Θ at z = 0. By Theorems 2.4.2 and 2.4.3, we con-
clude that if σ0 6= 1,
f =

1
σ∗
0

p(z)
for some polynomial p(z) of degree ≤ k − 1 and so
(5.3.5)
 
1 −s(z)

f(z) = ((1 − |σ0|2) − σ∗
0σkzk + ···)p(z).
We see that (5.3.5) has no zero at z = 0 if p(z) is identically equal to a
constant but has a zero of order ≤ k − 1 at z = 0 if p(z) is not identically
equal to a constant and so the implication holds. If |σ0| = 1, (2.4.12) in
Theorem 2.4.6 implies that f ∈ P(Θ) has the form
f =

1
σ∗
0

t1(z) +

1
−σ∗
0

t2(z) +

1
σ∗
0

zkp(
1
z∗)t2(z) +

σ0Q(z)
Q(z) − zk

r(z),
where p(z) is the polynomial given in (2.4.6), r(z) is a polynomial of degree
≤ q − 1 and t1(z) and t2(z) are polynomials of degree ≤ k − 1. Now,
 
1 −s(z)

f(z) = (1 − σ∗
0s(z))(t1(z) − zkp(
1
z∗)t2(z)) + (1 + σ∗
0s(z))t2(z)
+ (σ0Q(z) − s(z)(Q(z) − zk))r(z)
= (−σ∗
0σkzk + ···)(t1(z) − zkp(
1
z∗)t2(z)) + (2 + σ∗
0σkzk + ···)t2(z)
+ ((−Q(z)(s(z) − σ0) − σ0zk) + zk(s(z) − σ0))r(z)
= (−σ∗
0σkzk + ···)(t1(z) − zkp(
1
z∗)t2(z)) + (2 + σ∗
0σkzk + ···)t2(z)
+(−(σ0t2k+qz2k+q + ···) + (σkz2k + ···))r(z),
where we have used (5.2.13) to obtain the last equality. If q > 0 we see that
the right-hand side has a zero of order at most 2k +q −1 at z = 0. If q = 0
then the last part of the right-hand side does not come into play and so we
see that in this case the right-hand side has a zero of order at most k −1 at
z = 0. So the implication also holds in this case.
The proof of the following theorem is similar to that of Theorem 5.3.1
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Theorem 5.3.2 Assume s(z) ∈ S0 is a solution of the interpolation prob-
lem (BIPS0) and e s(z) is the corresponding parameter. Let
◦
Θ (z) =
◦
Θj, j =
1,2,3,4.
(i) The space P(s#) can be decomposed as the orthogonal direct sum
(5.3.6) P(s#) =
 
1 −s#(z)

P(
◦
Θ) ⊕ (e a(z) − e c(z)s#(z))P(e s#)
and
(5.3.7) ind−P(s#) = ind−P(
◦
Θ) + ind−P(e s#).
(ii) The map
(5.3.8)
◦
Γ: P(s#) 3 f 7→

f
g

∈
 
P(
◦
Θ)
P(e s#)
!
determined by the decomposition (5.3.6):
(5.3.9) f(z) =
 
1 −s#(z)

f(z) + (e a(z) − e c(z)s#(z))g(z)
is unitary.
Let
(5.3.10) s(z) = TΘe s(z) =
a(z)e s(z) + b(z)
c(z)e s + d(z)
, Θ =

a(z) b(z)
c(z) d(z)

,
be a solution of of the basic interpolation problem (BIPS0) with correspond-
ing parameter function e s(z). We use the following notation in the next
theorem.
Υ(z) =


1 −s(z) 0 0
0 0
e s#(z)
n#(z)
1
n#(z)

, Φ(z) =


a(z) − c(z)s(z) 0
0
1
e n(z)

,
where n(z) = c(z)e s(z) + d(z) = (a(z) − c(z)s(z))/δ(z) and
δ(z) := det Θ(z) =

zk if Θ(z) = Θ1(z),Θ2(z),
z2k+q if Θ(z) = Θ4(z)
.
Theorem 5.3.3 Let s(z) be a solution of the interpolation problem (BIPS0)
with parameter function e s(z) and Θ(z) = Θ1(z),Θ2(z),Θ3(z), and Θ4(z).
(i) The space D(s) can be decomposed as the orthogonal direct sum
D(s) = Υ(z)D(Θ) ⊕ Φ(z)D(e s),
and ind−D(s) = ind−D(Θ) + ind−D(e s).
(ii) The map
(5.3.11) Γu : D(s) 3 h 7→

f
g

∈

D(Θ)
D(e s)

determined by the decomposition h = Υ(z)f + Φ(z)g is unitary.5.3. Relations between the associated spaces 83
Proof We claim that
(1)
(5.3.12) Ds(z,w) =
 
Υ(z) Φ(z)


DΘ(z,w) 0
0 De s(z,w)

Υ(w)∗
Φ(w)∗

,
which implies that D(s) = Υ(z)D(Θ) + Φ(z)D(b s), and
(2) the multiplication map
 
Υ(z) Φ(z)

: D(Θ) ⊕ D(e s) 3

f
g

7→ Υ(z)f + Φ(z)g ∈ D(s)
is injective. The theorem follows from these claims by reproducing kernel
methods as in Theorems 2.3.1 and 2.3.2.
Proof of (1). In the proof of the ﬁrst claim we shall also use the notation
Ψs =

1 −s 0 0
0 0 1 −s#

, J1 =

0 1
−1 0

.
It is easy to see that for any 2×2 polynomial matrix M, MTJ1M = detMJ1
and hence δ#J1Θ#−1 = Θ#TJ1. This will be used in the third equality of
the following calculation.
Ds(z,w) =




1 − s(z)s(w)∗
1 − zw∗
s(z) − s(w∗)
z − w∗
s#(z) − s#(w∗)
z − w∗
1 − s#(z)s#(w)∗
1 − zw∗

 

=

1 −s(z) 0 0
0 0 1 −s#(z)





J
1 − zw∗
J1
z − w∗
J1
z − w∗
J
1 − zw∗








1 0
−s(w)∗ 0
0 1
0 −s#(w)∗




= Ψs(z)




J − Θ(z)JΘ(w)∗
1 − zw∗
[Θ(w∗) − Θ(z)]Θ(w∗)−1J1
z − w∗
J1Θ#(z)−1[Θ#(z) − Θ
#
(w∗)]
z − w∗
J − J1Θ#(z)−1JΘ#(w)−∗J1
1 − zw∗




× Ψs(w)∗ + Ψs(z)

 


Θ(z)JΘ(w)∗
1 − zw∗
Θ(z)J1Θ(w∗)T
δ(w∗)(z − w∗)
Θ#(z)TJ1Θ(w)∗
δ#(z)(z − w∗)
Θ#(z)TJ1JJ1Θ(w∗)T
δ#(z)δ(w∗)(1 − zw∗)


 

Ψs(w)∗
= Ψs(z)

I 0
0 J1Θ#(z)−1

DΘ(z,w)

I 0
0 −Θ(w∗)−1J1

Ψs(w)∗
+ Ψs(z)


Θ(z) 0
0
Θ#(z)T
δ#(z)





J
1 − zw∗
J1
z − w∗
J1
z − w∗
J
1 − zw∗





Θ(w)∗ 0
0
Θ(w∗)T
δ(w∗)


× Ψs(w)∗.84 Chapter 5. The basic interpolation problem
Using
Ψs
 
I 0
0 J1Θ#−1
!
= Υ(z)
and
Ψs


Θ 0
0
Θ#T
δ#

 =


 
1 −s

Θ 0 0
0 0
 
1 −s# Θ#T
δ#


=


a − c 0
0
a# − c#s#
δ#

Ψe s = ΦΨe s,
where the second equality follows from the relation
(5.3.13)
 
1 −s

Θ = (a − sc)
 
1 −e s

,
we obtain
Ds(z,w) = Υ(z)DΘ(z,w)Υ(w)∗
+ Φ(z)Ψe s(z)



J
1 − zw∗
J1
z − w∗
J1
z − w∗
J
1 − zw∗


Φ(w)∗Ψe s(w)∗
= Υ(z)DΘ(z,w)Υ(w)∗ + Φ(z)De s(z,w)Φ(w)∗.
This proves the ﬁrst claim.
Proof of (2). To prove the second claim, consider
f =

f1
f2

∈ D(Θ), g =

g1
g2

∈ D(e s),
and assume Υ(z)f + Φ(z)g = 0, that is,
(5.3.14)
 
1 −s

f1 + (a − cs)g1 = 0
and
(5.3.15)
 
e s# 1

f2 + g2(z) = 0.
Then f1 ∈ K(Θ), g1 ∈ K(e s), and therefore equation (5.3.14) implies f1 =
g1 = 0, as already shown in the proof of the previous theorem. This means
that
f =

0
f2

∈ D(Θ).
Using Theorems 2.4.8 – 2.4.12 we conclude that f2 = 0 in all the four cases
Θ = Θ1, Θ2, Θ3 and Θ4. Equation (5.3.15) then implies g2 = 0. Thus
multiplication by
 
Υ(z) Ψ(z)

is injective.5.4. The basic interpolation problem at a boundary point 85
5.4 The basic interpolation problem at a bound-
ary point
In this section we present a result from the joint manuscript [8]. By Srai
we denote the set of rational generalized Schur functions s(z) which are
unimodular on T. Rational Schur functions with this property are called
inner, but since rational generalized Schur functions (may) have poles in D
(but not in T) we call the functions in Srai almost inner. A function s(z)
belongs to Srai if and only if it is of the form s(z) = B1(z)−1B2(z), where
B1(z) and B2(z) are ﬁnite Blaschke products, in other words, of the form
s(z) = cp(z)/q(z), where c ∈ T, p(z) is a polynomial with zeros only in
C \ T and q(z) = z` p(1/z∗)∗, where ` is the degree of p(z). For this class of
functions we solve the following basic boundary interpolation problem:
(BBIP): Given z1 ∈ T, an integer k ≥ 1, and complex numbers
|τ0| = 1,τ1 = ··· = τk−1 = 0,τk 6= 0,τk+1,...,τ2k−1,
ﬁnd all functions s(z) ∈ Srai such that
s(z) =
2k−1 X
i=0
τi(z − z1)i + O((z − z1)2k).
The interest in this problem lies in the fact that its formulation is similar
to the case |σ0| = 1 in the basic interpolation problem at the point z = 0
considered in Subsection 5.1.2 above. There we look for generalized Schur
functions s(z) which are holomorphic at z = 0 and satisfy s(0) = σ0, a
preassigned number. If |σ0| = 1, a certain number of derivatives have to be
speciﬁed in order to describe all solutions. In problem (BBIP) the additional
information comes from the preassigned values τj, j = 1,2,...,2k − 1.
With the data of the problem we associate the k × k matrix:
(5.4.1) Pk = TkBkJk,
where
(5.4.2)
Tk = τ∗
0

 


τk 0 ··· 0
τk+1 τk ... 0
. . .
. . .
...
. . .
τ2k−1 τ2k−2 ··· τk

 


, Bk =

 

 
 


0 0 0 ... z
2k−1
1
 k−1
0

0 0 0 ... z
2k−2
1
 k−1
1

. . .
. . .
. . .
. . .
0 0 z5
1
 2
0

... z
k+2
1
 k−1
k−3

0 z3
1
 1
0

z4
1
 2
1

... z
k+1
1
 k−1
k−2

z1 z2
1
 1
1

z3
1
 2
2

... zk
1
 k−1
k−1


 

 

 

,
and Jk is the k × k diagonal matrix
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Pk is triangular in the sense that the entries above the second diagonal are
zero (as Bk in (5.4.2)). The entries on the second diagonal are given by
(5.4.3) (Pk)i,k−1−i = (−1)k−1−iz2k−1−2i
1 τ∗
0τk, i = 0,1,...,k − 1.
Hence Pk is invertible. For z0 ∈ T, z0 6= z1, we deﬁne the polynomial b p(z)
by
b p(z) = (1 − zz∗
1)k R(z)P−1
k R(z0)∗,
where
R(z) =

1
1 − zz∗
1
z
(1 − zz∗
1)2 ...
zk−1
(1 − zz∗
1)k

,
It has degree at most k − 1 and b p(z1) 6= 0.
Lemma 5.4.1 With b p(z) as above we have that
τ0
(1 − zz∗
1)k
(1 − zz∗
0)b p(z)
= −
2k−1 X
i=k
τi(z − z1)i + O((z − z1)2k).
Proof Since 1 − zz∗
1 = −z∗
1(z − z1), it suﬃces to show that if
(5.4.4)
τ0
(−1)k−1z∗k
1
(1 − zz∗
0)b p(z)
= σk +σk+1(z −z1)+···+σ2k−1(z −z1)k−1 +O((z −z1)k)
then σj = τj, j = k,k+1,...,2k−1. An expansion of the form (5.4.4) exists
because the quotient on the left-hand side is rational and the denominator
does not vanish at z = z1. Write
1 − zz∗
0 = −z∗
0[(z − z1) + (z1 − z0)], b p(z) =
k−1 X
j=0
b pj(z − z1)j,
then (5.4.4) implies
τ0(−1)k−1z∗k
1 =
 
1 (z − z1) ··· (z − z1)k−1
((z1−z0)Ik+S∗
k)Tk(σ)


 

b p0
b p1
. . .
b pk−1

 


,
where
(5.4.5) Sk =


 
 

0 1 0 ... 0
0 0 1 ... 0
. . .
. . .
. . .
. . .
0 0 0 ... 1
0 0 0 ... 0


 
 

, Tk(σ) =

 


σk 0 ··· 0
σk+1 σk ... 0
. . .
. . .
...
. . .
σ2k−1 σ2k−2 ··· σk

 


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It follows that
(5.4.6) Tk(σ)

 


b p0
b p1
. . .
b pk−1

 


= τ0
(−1)k−1z0z∗k
1
z0 − z1

 
 
 

1
1
z0 − z1
. . .
1
(z0 − z1)k−1

 
 
 

.
On the other hand, from the deﬁnition of b p(z) we have
b p(z) = (−1)k−1z∗k
1
 
z1(z − z1)k−1 z2
1(z − z1)k−2z ··· zk
1zk−1
×B−1
k T−1
k R(z0)∗
= (−1)k−1z∗k
1
 
1 (z − z1) ··· (z − z1)k−1
T−1
k R(z0)∗
and hence
Tk


 

b p0
b p1
. . .
b pk−1


 

=
(−1)k−1z0z∗k
1
z0 − z1


 
 


1
1
z0 − z1
. . .
1
(z0 − z1)k−1


 
 


.
Because of the factor τ∗
0 in the deﬁnition of Tk, this equality and (5.4.6)
imply

 


σk 0 ··· 0
σk+1 σk ... 0
. . .
. . .
...
. . .
σ2k−1 σ2k−2 ··· σk

 



 


b p0
b p1
. . .
b pk−1

 


=

 


τk 0 ··· 0
τk+1 τk ... 0
. . .
. . .
...
. . .
τ2k−1 τ2k−2 ··· τk

 



 


b p0
b p1
. . .
b pk−1

 


.
From b p0 = b p(z1) 6= 0 it readily follows that σj = τj, j = k,k +1,...,2k −1.
Theorem 5.4.2 A necessary and suﬃcient condition for the basic interpo-
lation problem (BBIP) to have a solution is that the matrix Pk be hermitian.
In this case all solutions s(z) are given by the fractional linear transforma-
tion
(5.4.7) s(z) =
α(z)e s(z) + β(z)
γ(z)e s(z) + δ(z)
,
where Θ(z) =

α(z) β(z)
γ(z) δ(z)

is the J–unitary rational matrix–function given
by
(5.4.8) Θ(z) = I2 −
(1 − zz∗
0)b p(z)
(1 − zz∗
1)k vv∗J, J =

1 0
0 −1

, v =

1
τ∗
0

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and e s(z) belongs to the class Srai and satisﬁes e s(z1) 6= τ0. Moreover,
(5.4.9) sq−(s) = sq−(e s) + ev−(Pk),
where ev−(Pk) is the number of negative eigenvalues of Pk.
If Pk is Hermitian, then by (5.4.3), zk
1τ∗
0τk is purely imaginary if k is even
and real if k is odd, and we have
ev−(Pk) =

  
  
k
2 k even,
k−1
2 k odd, (−1)(k−1)/2zk
1τ∗
0τk > 0,
k+1
2 k odd, (−1)(k−1)/2zk
1τ∗
0τk < 0.
Note that by the J–unitarity of Θ(z)
(5.4.10) b p(z) = z∗
0(−z1z)k−1b p(
1
z∗)∗,
and that changing z0 in Θ(z) to another point z0
0 ∈ T, z0
0 6= z1, amounts to
multiplying Θ(z) from the right by a suitable J–unitary constant
Proof of Theorem 5.4.2. Necessity: Assume that s(z) is a solution:
s(z) =
2k−1 X
i=0
τi(z − z1)i + O((z − z1)2k).
Since it is almost inner and |τ0| = 1 we have
Ks(z,w) =
1 − s(z)s(w)∗
1 − zw∗ =
∞ X
`,m=0
α`,m(z − z1)`(w − z1)∗m
with
α`,m =
1
`!m!
∂`+m
∂w∗m∂z`Ks(z,w)
 
z=w=z1 = α∗
m,`.
Equating coeﬃcients of (z −z1)`(w −z1)∗m we obtain the recursive relation
(5.4.11) z∗
1α`,m = −α`,m−1 − z1α`+1,m−1 + τ`+1τ∗
m,
where we have set α`,m = 0 if ` or m is negative. In particular,
(5.4.12) z∗
1α`,0 = τ`+1τ∗
0, ` ≥ 0.
From (5.4.11), (5.4.12), and τ1 = τ2 = ··· = τk−1 = 0 it follows that
Pk = (α`,m)k−1
`,m=0 = P∗
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Suﬃciency: Assume Pk = P∗
k. We prove that (i) if s(z) is a solution then it
is of the form (5.4.7), and (ii) any function of this form is a solution.
(i) Let M be the span of the functions
fj(z) =
zj
(1 − z)j+1v, j = 0,1,...,k − 1.
We have
 
f0(z) f1(z) ... fk−1(z)

= Ck(Ik − zAk)−1,
where
(5.4.13) Ck =

1 0 ··· 0
τ∗
0 0 ... 0

and Ak = z∗
1Ik + Sk
with Sk being the k × k shift matrix as in (5.4.5). Endowing the space M
with the inner product
(5.4.14) hfm,f`iM = (Pk)`,m = α`,m
we have that M is a reproducing kernel Pontryagin space with reproducing
kernel equal to
Ck(Ik − zAk)−1P−1
k (Ik − wAk)−∗C∗
k.
It can be shown that the matrix Pk satisﬁes the Stein equation
Pk − A∗
kPkAk = C∗
kJCk.
It follows that there exists a J-unitary rational 2 × 2 matrix function
Θ(z) =

a(z) b(z)
c(z) d(z)

such that M is the reproducing kernel Pontryagin space P(Θ) with repro-
ducing kernel
J − Θ(z)JΘ(w)∗
1 − zw∗ . By uniqueness of the reproducing kernel
we have
Ck(Ik − zAk)−1P−1
k (Ik − wAk)−∗C∗
k =
J − Θ(z)JΘ(w)∗
1 − zw∗ .
Thus if we normalize Θ(z) by Θ(z0) = I2 we obtain
Θ(z) = I2 − (1 − zz∗
0)Ck(Ik − zAk)−1Pk
−1(Ik − z0Ak)−∗C∗
kJ,
which after some computations turns out to be the Θ(z) given in the theo-
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From
Ks(z,w) =
1 − s(z)s(w)∗
1 − zw∗ =
 
1 −s(z)


1
s(w)∗

1 − zw∗
we see that
1
j!
∂j
∂w∗jKs(z,w)


w=z1 =
 
1 −s(z)

fj(z), j = 0,...,k − 1.
We denote by P(s) the reproducing kernel Pontryagin space with reproduc-
ing kernel Ks(z,w). From [28, Theorem 2.4] and the fact that Ks(z,w) is
analytic in z and w∗ at z = w = z1 it follows that
1
j!
∂j
∂w∗jKs(·,w)
 
w=z1 ∈ P(s), j = 0,...,k − 1,
and
(5.4.15) h
 
1 −s

fm,
 
1 −s

f`iP(s) =
1
`!m!
∂m+`
∂w∗m∂z` Ks(z,w)


z=w=z1.
By (5.4.15) and (5.4.14) the map τ of multiplication by
 
1 −s(z)

is an
isometry from M into P(s). Setting
e s(z) =
β(z) − δ(z)s(z)
γ(z)s(z) − α(z)
we have that s(z) is of the desired form:
s(z) =
α(z)e s(z) + β(z)
γ(z)e s(z) + δ(z)
From
Ks(z,w) =
 
1 −s(z)
 J − Θ(z)JΘ(w)∗
1 − zw
 
1 −s(w)
∗
+ (α(z) − γ(z)s(z))Ke s(z,w)(α(w) − γ(w)s(w))∗,
and since τ is an isometry, e s(z) is a rational generalized Schur function and
P(s) = M ⊕ P(e s),
which implies the equality (5.4.9). From the deﬁnition of Θ we obtain
s(z) − τ0

1 −
(1 − zz∗
1)k
(1 − zz∗
0)b p(z)

=
τ0(1 − zz∗
1)2k
(1 − zz∗
0)b p(z){(1 − zz∗
1)k − τ∗
0(1 − zz∗
0)b p(z)(e s(z) − τ0)}
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By Lemma 5.4.1 the left-hand side is O((z − z1)2k) and this can only be
the case if s(z1) 6= τ0. This completes the proof of (i). As to (ii), the last
equality readily implies that any function s(z) of the form (5.4.7) has the
desired asymptotics and since Θ(z) is J-unitary and rational, s(z) ∈ Srai.
Finally, formula (5.4.9) follows from the orthogonal decomposition
P(s) =
 
1 −s

P(Θ) ⊕ (a − sc)P(e s)
and the equality sq−(Θ) = ev−(Pk).92 Chapter 5. The basic interpolation problemChapter 6
Solutions in terms of
associated canonical
colligations
6.1 Solutions in terms of associated canonical col-
ligations
Here we state theorems which relate the canonical colligation of the solution
s(z) of the basic interpolation problem for generalized Schur functions with
that of the parameter e s(z). The proofs of these theorems will be given in
Section 6.2.
6.1.1 Canonical coisometric colligations
We assume that the canonical coisometric colligation
Ve s =

Te s ue s
h·,ve si e s(0)

:

P(e s)
C

→

P(e s)
C

of the parameter function is given and express the canonical coisometric
colligation
Vs =

Ts us
h·,vsi s(0)

:

P(s)
C

→

P(s)
C

of the solution in terms of the interpolation data and entries of Ve s. In the
following theorem we consider the cases when the transformation matrix
Θ(z) in (5.2.7) is given by Θ(z) = Θ1(z), Θ2(z), Θ3(z). For the case
Θ(z) = Θ4(z) we shall give a slightly modiﬁed version of this theorem.
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Theorem 6.1.1 Let Γ be the map deﬁned in (5.3.3). Under the unitary
map
Γ1 =

Γ 0
0 1

:

P(s)
C

→



P(Θ)
P(e s)

C


the canonical coisometric colligation
Vs =

Ts us
h·,vsi s(0)

:

P(s)
C

→

P(s)
C

for s(z) is transformed into the minimal coisometric colligation
V = Γ1VsΓ−1
1
=

T u
h·,viP(Θ)⊕P(e s) s(0)

:



P(Θ)
P(e s)

C

 →



P(Θ)
P(e s)

C

 (6.1.1)
with
T = ΓTsΓ−1 =


 

TΘ + FΘ

e s(0)
1
  
0 −1

n(0)
GΘ
1
n(0)
FΘ

d(0)
−c(0)

h·,ve si
ue s
 
0 −1

n(0)
GΘ Te s −
c(0)
n(0)
ue sh·,ve si


 

,
and
u =
1
n(0)

FΘ

e s(0)
1

ue s

, v =

KΘ(·,0)

1
−σ∗
0

0

 ∈

P(Θ)
P(e s)

,
where
n(0) = d(0) + c(0)e s(0).
The formula for T shows that it is an extension to P(s) of the operator
Te s −
c(0)
n(0)
ue sh·,ve si
in P(e s), which is at most a one-dimensional perturbation of Te s. We also
see that the entries of the colligation V consist of the entries of Ve s and the
interpolation data. Equality (6.1.1) then implies that Vs can be completely
determined once the entries of Ve s are known. In Theorem 6.1.3 we show
that if the entries of Vs are known one can also be able to determine Ve s
completely.
Theorem 6.1.1 implies that with Γf =

f
g

and c ∈ C the following
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-

P(s)
C

3

f
c
 
P(s)
C
 Vs
?
Γ1


P(Θ)
P(e s)
C




P(Θ)
P(e s)
C

 3


f
g
c

 -
?
Γ1
V
For the case Θ4(z) = Θ3(z)Θ∞(z), Theorem 6.1.1 needs some slight
modiﬁcation. By Theorem 2.4.6, the space P(Θ4) admits the orthogonal
decomposition
P(Θ4) = P(Θ3) ⊕ Θ3(z)P(Θ∞)
and the map
W : P(Θ4) 3 f + Θ3g 7→

f
g

∈

P(Θ3)
P(Θ∞)

is a unitary map. By Γq1 we denote the composition of the two unitary
maps Γ1 and W:
Γq1 =


W 0 0
0 IP(e s) 0
0 0 1

Γ1 :

P(s)
C

→






P(Θ3)
P(Θ∞)
P(e s)


C



.
Using
FΘ4 = (FΘ3)Θ∞(0) + Θ3(z)(FΘ∞),
in which
Θ∞(0) =

1 0
0 0

, Θ3(0) = c0

1 −σ0
σ∗
0 −1

,
one obtains from Theorem 6.1.1 after some straightforward manipulations
the following decompositions.
Theorem 6.1.2 With Θ(z) = Θ4(z) , under the unitary map Γq1 the canon-
ical coisometric colligation
Vs =

Ts us
h·,vsi s(0)

:

P(s)
C

→

P(s)
C
96 Chapter 6. Solutions in terms of associated canonical colligations
for s(z) is transformed into the minimal colligation
Vq = Γq1VsΓ−1
q1 =

Tq uq
h·,vqi s(0)

:






P(Θ3)
P(Θ∞)
P(e s)


C



 →






P(Θ3)
P(Θ∞)
P(e s)


C




with main operator Tq equal to


 



TΘ3 − FΘ3

σk
0

M1GΘ3 FΘ3

σ0
1

M1GΘ∞ 0
−FΘ∞

σk
1
n(0)

M1GΘ3 TΘ∞ − FΘ∞

1
1
σkn(0)

Mσ0GΘ∞ −
FΘ∞h·,ve si
σkn(0)

0
1

1
n(0)ue sM1GΘ3
1
σkn(0)ue sMσ0GΘ∞ Te s −
h·,ve si
σkn(0)ue s


 



where M1 =
 
0 −1

, Mσ0 =
 
0 −σ0

, and elements
uq =
1
n(0)



 

FΘ3

e s(0)
0

FΘ∞

e s(0)
1

ue s


 


, vq =

 

KΘ3(·,0)

1
−σ∗
0

0
0



 ∈


P(Θ3)
P(Θ∞)
P(e s)

,
where n(0) = e s(0)/σk.
Let T, u, and v (Tq, uq, and vq if |σ0| = 1 with q > 0) be as in Theorem
6.1.1 (Theorem 6.1.2). If P is the projection in P(Θ) ⊕ P(e s) (P(Θ3) ⊕
P(Θ∞) ⊕ P(e s)) onto the second (third) component P(e s), then Te s as an
operator on P(e s) can be written in the form
Te s =

  
  
PT|P(e s) +
c(0)
n(0)
ue sh·,ve si if σ0 6= 1 or σ0 = 1 with q = 0,
PTq|P(e s) +
1
σkn(0)
ue sh·,ve si if σ0 = 1 with q > 0,
which shows that Te s is the compression of T to P(e s) plus a one-dimensional
perturbation (that is if c(0) 6= 0). Moreover, we have
ue s =

n(0)Pu if σ0 6= 1 or σ0 = 1 with q = 0,
n(0)Puq if σ0 = 1 with q > 0.
These formulas and the next theorem show that the canonical coisometric
colligation of the parameter e s(z) of the solution s(z) ∈ S0 can be recovered
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Theorem 6.1.3 We have
(6.1.2) ve s = Ke s(·,0) =

    
    
n(0)∗PT∗kv if σ0 6= 1,
n(0)∗PT∗(2k)v if σ0 = 1 with q = 0,
n(0)∗PT
∗(2k+q)
q vq if σ0 = 1 with q > 0,
where
n(0) = d(0) + c(0)e s(0).
6.1.2 Canonical isometric colligations
Here we assume that the canonical isometric colligation
e Ve s =
 e Te s e ue s
h·,e ve si e s(0)

:

P(e s#)
C

→

P(e s#)
C

of the parameter function e s(z) is given. We express the canonical isometric
colligation
e Vs =
 e Ts e us
h·,e vsi s(0)

:

P(s#)
C

→

P(s#)
C

of the solution s(z) in terms of the interpolation data encoded in
◦
Θ (z)
and entries of the colligation of the parameter. In Theorem 6.1.4 below we
consider the matrix
◦
Θ (z) in (5.2.9) given by
◦
Θ (z) =
◦
Θ1 (z),
◦
Θ2 (z),
◦
Θ3 (z).
The case
◦
Θ (z) =
◦
Θ4 (z) needs some slight modiﬁcation and so we treat it
separately in Theorem 6.1.5.
Theorem 6.1.4 Let
◦
Γ be the map deﬁned in (5.3.8). Under the unitary
map
◦
Γ1=
 
◦
Γ 0
0 1
!
:

P(s#)
C

→



 
P(
◦
Θ)
P(e s#)
!
C



the canonical isometric colligation
e Vs =
 e Ts e us
h·,e vsi s(0)

:

P(s#)
C

→

P(s#)
C

for s(z) is transformed into the minimal isometric colligation
e V =
◦
Γ1 e Vs
◦
Γ
−1
1
=
 e T e u
h·,e vi s(0)

:



 
P(
◦
Θ)
P(e s#)
!
C


 →



 
P(
◦
Θ)
P(e s#)
!
C


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with
e T =
◦
Γ e Ts
◦
Γ
−1
=

 


T∗
◦
Θ
+
1
n(0)
G∗
◦
Θ

0
−1
 
e s(0) 1

F∗
◦
Θ
1
n(0)
G∗
◦
Θ

0
−1

h·,e ve si
1
n(0)
e ue s
 
d(0) −c(0)

F∗
◦
Θ
e Te s −
c(0)
n(0)
e ue sh·,e ve si





,
and
e u =

K ◦
Θ
(·,0)

1
−σ0

0

, e v =
1
n(0)∗

F ◦
Θ

e s#(0)
1

e ve s

,
where
n(0) = d(0) + c(0)e s(0).
As before we notice from the formula for e T that it is an extension to P(s#)
of the operator
e Te s −
c(0)
n(0)
e ue sh·,e ve si
in P(e s#), which is at most a one-dimensional perturbation of e Te s. We also
see that the entries of the colligation e V consist of the entries of e Ve s# and the
interpolation data. Equality (6.1.3) implies that e Vs can be completely deter-
mined once the entries of e Ve s# are known. We show in Theorem 6.1.6 below
that if the entries of e Vs are known we can also determine e Ve s# completely.
Theorem 6.1.4 implies that with
◦
Γ f =

f
g

and c ∈ C the following
diagram commutes.
-

P(s#)
C

3

f
c
 
P(s#)
C
 Vs
?
◦
Γ1



P(
◦
Θ)
P(e s#)
C






P(
◦
Θ)
P(e s#)
C


 3


f
g
c

 -
?
◦
Γ1
V
For the case
◦
Θ4 (z) =
◦
Θ3 (z)Θ∞(z) Theorem 6.1.4 needs some slight
modiﬁcation. The equality
K ◦
Θ4
(z,w) = K ◦
Θ3
(z,w)+
◦
Θ3 (z)KΘ∞(z,w)
◦
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implies that the space P(
◦
Θ4) admits the orthogonal decomposition
P(
◦
Θ4) = P(
◦
Θ3)⊕
◦
Θ3 (z)P(Θ∞)
and the map
◦
W: P(
◦
Θ4) 3 f+
◦
Θ3 g 7→

f
g

∈
 
P(
◦
Θ3)
P(Θ∞)
!
is a unitary map. By
◦
Γq1 we denote the composition of the two unitary
maps
◦
Γ1 and
◦
W:
◦
Γq1=



◦
W 0 0
0 IP(e s) 0
0 0 1



◦
Γ1:

P(s#)
C

→

 





P(
◦
Θ3)
P(Θ∞)
P(e s#)



C

 


.
We obtain the following decompositions.
Theorem 6.1.5 With
◦
Θ (z) =
◦
Θ4 (z) , under the unitary map
◦
Γq1 the
canonical isometric colligation
e Vs =
 e Ts e us
h·,e vs s(0)

:

P(s#)
C

→

P(s#)
C

for s(z) is transformed into the minimal isometric colligation
e Vq =
◦
Γq1 e Vs
◦
Γ
−1
q1 =
 e Tq e uq
h·,e vqi s(0)

:


 




P(
◦
Θ3)
P(Θ∞)
P(e s#)



C


 

→


 




P(
◦
Θ3)
P(Θ∞)
P(e s#)



C


 

with main operator e Tq equal to



 

 

T∗
◦
Θ3
− G∗
◦
Θ3

0
−1

L1F∗
◦
Θ3
−G∗
◦
Θ3

0
−1

N1F∗
Θ∞
G∗
◦
Θ3
h·,e ve si
n(0)

0
−1

G∗
Θ∞

0
−1

L2F∗
◦
Θ3
T∗
Θ∞ − G∗
Θ∞

1
−σ0

N2F∗
Θ∞
G∗
Θ∞h·,e ve si
σkn(0)

1
−σ0

0 −
e ue s
σkn(0)
 
0 1

F∗
Θ∞
e Te s −
h·,e ve si
σkn(0)
e ue s



 

 

where L1 =
 
σk 0

, L2 =
 
σ0 1

, N1 =

σk
1
n(0)

, N2 =

1
1
σkn(0)

,
and elements
e uq =

 

K ◦
Θ3
(·,0)

1
−σ0

0
0



, e vq =
1
n(0)∗


 


F ◦
Θ3

e s#(0)
0

FΘ∞

e s#(0)
1

e ve s


 


∈



P(
◦
Θ3)
P(Θ∞)
P(e s#)


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with n(0) = e s(0)/σk.
Let e T, e u, and e v (e Tq, e uq, and e vq if |σ0| = 1 with q > 0) be as in Theorem
6.1.4 (Theorem 6.1.5). If P is the projection in P(
◦
Θ) ⊕ P(e s#) (P(
◦
Θ3) ⊕
P(Θ∞) ⊕ P(e s#)) onto the second (third) component P(e s#), then e Te s as an
operator on P(e s#) can be written in the form
e Te s =

 
 
P e T|P(e s#) +
c(0)
n(0)
e ue sh·,e ve si if σ0 6= 1 or σ0 = 1 with q = 0,
P e Tq|P(e s#) +
1
σkn(0)
e ue sh·,e ve si if σ0 = 1 with q > 0,
which shows that e Te s is the compression of e T to P(e s#) plus a one-dimensional
perturbation (that is if c(0) 6= 0). Moreover, we have
e ve s =

n(0)∗Pe v if σ0 6= 1 or σ0 = 1 with q = 0,
n∗(0)Pe vq if σ0 = 1 with q > 0.
These formulas and the next theorem show that the canonical isometric
colligation of the parameter e s(z) of the solution s(z) ∈ S0 can be recovered
from the canonical isometric colligation of s(z).
Theorem 6.1.6 We have
(6.1.4) e ue s =

    
    
n(0)P e Tke u if σ0 6= 1,
n(0)P e T(2k)e u if σ0 = 1 with q = 0,
n(0)P e T
(2k+q)
q e uq if σ0 = 1 with q > 0,
where
n(0) = d(0) + c(0)e s(0).
6.1.3 Canonical unitary colligations
We now assume that the canonical unitary colligation
Ue s =

Te s ue s
h·,ve si e s(0)

:

P(e s)
C

→

P(e s)
C

for the parameter function e s(z) is given and determine the canonical unitary
colligation
Us =

Ts us
h·,vsi s(0)

:

P(s)
C

→

P(s)
C

for the solution s(z). We also show by means of Theorem 6.1.9 that if
one knows the entries of the colligation Vs then it is possible to determine
the colligation Ve s completely. As before we consider the case when the
transformation matrix Θ(z) is given by Θ(z) = Θ1(z), Θ2(z), Θ3(z) ﬁrst.
The case Θ(z) = Θ4(z) is considered separately in Theorem 6.1.8.6.1. Solutions in terms of associated canonical colligations 101
Theorem 6.1.7 Let Γu be the map deﬁned in (5.3.11). Under the unitary
mapping
Γu1 =

Γu 0
0 1

:

D(s)
C

→



D(Θ)
D(e s)

C


the canonical unitary colligation
Us =

As us
h · , vsiD(s) s(0)

:

D(s)
C

→

D(s)
C

for s(z) is transformed into the colligation
(6.1.5) U = Γu1UsΓ−1
u1 =

A u
h · , viD(Θ)⊕D(e s) s(0)

,
where
A = ΓuAsΓ−1
u =


 

AΘ +
BΘ
n(0)

e s(0)
1

 
0 −1

CΘ
BΘ
n(0)

d(0)
−c(0)

h·,ve si
ue s
n(0)
 
0 −1

CΘ Ae s −
c(0)
n(0)
ue sh·,ve si


 

,
u = Γuus =
1
n(0)



BΘ

e s(0)
1

ue s


, v = Γuvs =


 


DΘ( · , 0)




1
−σ∗
0
0
0




0


 


∈

D(Θ)
D(e s)

.
The formula for A shows that it is an extension to D(s) of the operator
Ae s −
c(0)
n(0)
ue sh·,ve si
in D(e s), which is at most a one-dimensional perturbation of Ae s. We also
notice that the entries of the colligation U consist of the entries of Ue s and
the interpolation data. Equality (6.1.5) implies that Us can be completely
determined once the entries of Ue s are known. We show in Theorem 6.1.9
below that if the entries of Us are known we can determine Ue s completely.
The theorem implies that with Γuh =

f
g

and c ∈ C the following
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-

D(s)
C

3

h
c
 
D(s)
C

Us
?
Γu1


D(Θ)
D(e s)
C




D(Θ)
D(e s)
C

 3


f
g
c

 -
?
Γu1
U
For the case Θ4(z) = Θ3Θ∞ there is need to modify Theorem 6.1.7. To
do this we deﬁne Γuq to be the composition of the two unitary maps W in
(2.4.15) and Γu in (5.3.11), that is,
Γuq :=


W 0 0
0 ID(e s) 0
0 0 1

Γu :

D(s)
C

→

 



D(Θ3)
D(Θ∞)
D(e s)


C

 
,
and set
M =

e s(0)
1
 
0 −1

, M1 = Ψq(0)M =

e s(0)
0
 
0 −1

,
M2 = Ψq(0)MΘ3(0), and M3 = MΘ3(0).
Theorem 6.1.8 With Θ(z) = Θ4(z), under the map Γuq the canonical uni-
tary colligation
Us =

As us
h · vsi s(0)

:

D(s)
C

→

D(s)
C

is transformed into the colligation
Uq = ΓuqUsΓ−1
uq =

Aq uq
h · vqi s(0)

:

 



D(Θ3)
D(Θ∞)
D(e s)


C

 
 →

 



D(Θ3)
D(Θ∞)
D(e s)


C



,
where
Aq =

 

 



AΘ3 +
BΘ3
n(0)
M1CΘ3 BΘ3CΘ∞ +
BΘ3
n(0)
M2CΘ∞ 0
BΨq
n(0)
MCΘ3 AΘ∞ +
BΘ∞
n(0)
M3CΘ∞
BΘ∞
n(0)

0
−c(0)

Ce s
Be s
n(0)
 
0 −1

CΘ3
Be s
n(0)
 
0 −1

Θ3(0)CΘ∞ Ae s −
Be s
n(0)
c(0)Ce s

 

 



,6.2. Proofs 103
uq =
1
n(0)



 

Θ3Θ∞(0)

e s(0)
1

Θ∞

e s(0)
1

Be s



 

, vq =

 

 


DΘ3( · , 0)




1
−σ∗
0
0
0




0
0

 

 


∈


D(Θ3)
D(Θ∞)
D(e s)

.
Let P be the projection in the space D(Θ) ⊕ D(e s) onto the space D(e s).
From the operator matrix form of A we see that
Ae s = PA|D(e s) +
Be s
n(0)
c(0)Ce s
and
ue s = Be s1 = n(0)Pu.
This observation and the next theorem show that the canonical unitary
colligation of the parameter e s(z) can be recovered from the canonical unitary
colligation of the solution s(z).
Theorem 6.1.9
De s(·,0)

1
0

=

  
  
n(0)∗PA∗kv if |σ0| 6= 1,
n(0)∗PA∗(2k)v if |σ0| = 1 and q = 0,
n(0)∗PA∗(2k+q)v if |σ0| = 1 and q > 0.
6.2 Proofs
We now give the proofs of the theorems stated in Section 6.1. In [5] we gave
a detailed proof of Theorem 6.1.1 and that of Theorem 6.1.7 is given in [36].
Here we use a diﬀerent approach in proving Theorem 6.1.1. It actually turns
out that Theorem 6.1.1 can be obtained as a corollary of Theorem 6.1.7. We
shall therefore prove the unitary case ﬁrst and then use this result to proof
the coisometric case. We shall in turn use the results in the coisometric case
to proof those in the isometric case.
6.2.1 Proofs of Theorems 6.1.7–6.1.9
Proof of Theorem 6.1.7. The formula for v in the theorem follows from
vs = Ds(·,0)

1
0

, formula (5.3.12), and the fact that
(6.2.1) a(0) − c(0)σ0 = 0
in all four cases Θ = Θ1, Θ2, Θ3, and Θ4. Now we derive the formula for u
and begin with Bs. Denoting by R0 the diﬀerence-quotient operator:
(6.2.2) R0x(z) =
x(z) − x(0)
z
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where x(z) is any holomorphic function in a neighborhood of z = 0, we have
(6.2.3) Bs =

R0s
1 − s#s(0)

.
The entries of Bs in (6.2.3) can be written in the form
(6.2.4) R0s =
1
n(0)
 
1 −s

R0Θ

e s(0)
1

+ (a − cs)R0e s

and
(6.2.5)
1 − s#s(0) =
1
n(0)n#

 
e s# 1

(J − e ΘJΘ(0))

e s(0)
1

+ 1 − e s#e s(0)

.
First we prove (6.2.4). From (5.2.6) we derive the matrix equality
(6.2.6)
 
1 −s

Θ =
 
1 −s

a b
c d

= (a − cs)
 
1 −e s

.
Applying R0 to both sides of (6.2.6) and using the formula
(6.2.7) R0(xy)(z) = x(z)R0y(z) + R0x(z)y(0),
which holds for any two functions x,y, which are holomorphic in a neigh-
borhood of z = 0 we get
 
1 −s

R0Θ +
 
0 −R0s

Θ(0)
= (a − cs)
 
0 −R0e s

+

 
1 −s

R0Θ

1
0

− (R0s)c(0)

 
1 −e s(0)

.
If we multiply both sides by

0
1

from the right and rearrange terms we get
(6.2.4). As for the equality (6.2.5), the right-hand side equals
−1
n(0)n#
 
e s# 1


a# −c#
b# −d#

a(0) b(0)
c(0) d(0)

e s(0)
1

=
1
n(0)n#

(c#e s# + d#)(c(0)e s(0) + d(0)) − (a#e s# + b#)(a(0)e s(0) + b(0))

,
which equals the left-hand side. It follows that
Bs =
1
n(0)


1 −s 0 0
0 0
e s#
n#
1
n#



R0Θ
J − Θ#JΘ(0)

e s(0)
1

(6.2.8)
+
1
n(0)
 
a − cs 0
0
1
n#
!
R0e s
1 − e s#e s(0)

= Υ
BΘ
n(0)

e s(0)
1

+ Φ
Be s
n(0)
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which yields the formula for u in the theorem.
To obtain the expression for As, we start from
(6.2.9) Ash = AsΥf + AsΦg,
where
h ∈ D(s), f =

f1
f2

∈ D(Θ), g =

g1
g2

∈ D(e s)
are related via h = Υf + Φg, that is, Γuh =

f
g

. Using the notation
Υ = diag{υ1,υ2}, υ1 =
 
1 −s

, υ2 =
1
n#
 
e s# 1

and formula (6.2.7) we calculate the ﬁrst summand on the right hand side
of (6.2.9):
AsΥf(z) = As

υ1f1
υ2f2

(z) =
 
R0(υ1f1)(z)
zυ2(z)f2(z) − s#(z)υ1(0)f1(0)
!
(6.2.10)
=
 
υ1(z)R0f1(z)
υ2(z)[zf2(z) − Θ#(z)Jf1(0)]
!
+
 
R0υ1(z)
υ2(z)Θ#(z)J − s#(z)υ1(0)
!
f1(0)
=

υ1(z) 0
0 υ2(z)

AΘ

f1
f2

(z) −
 
0 R0s(z)
0 1 − s#(z)s(0)
!
f1(0)
= Υ(z)AΘf(z) + (Bs
 
0 −1

f1(0))(z).
We calculate the second summand on the right-hand side of (6.2.9) in a
similar way. We write
Φ = diag{φ1,φ2}, φ1 = a − cs, φ2 =
1
n#,
and using (6.2.1) we get
(6.2.11) AsΦg = As

φ1g1
φ2g2

= ΦAe sg +

R0φ1
φ2e s#

g1(0).
We claim that the two components of the vector function on the right hand
side of (6.2.11) can be written as
(6.2.12) R0φ1 =
 
1 −s
 R0Θ
n(0)

d(0)
−c(0)

− (a − cs)R0e s
c(0)
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and
(6.2.13)
φ2e s# =
1
n(0)n#
 
e s# 1

(J − Θ#JΘ(0))

d(0)
−c(0)

− (1 − e s#e s(0))c(0)

.
Assuming these claims are true, we ﬁnd that the vector function takes the
form

R0φ1
φ2e s#

=
 
1 −s 0 0
0 0
1
n#e s# 1
n#
!
R0Θ
J − Θ#JΘ(0)

1
n(0)

d(0)
−c(0)

−
 
a − cs 0
0
1
n#
!
R0e s
1 − e s# e s(0)

c(0)
n(0)
= Υ
BΘ
n(0)

d(0)
−c(0)

− Φ
Be s
n(0)
c(0).
Substituting this in (6.2.11), and then substituting (6.2.11) and (6.2.10) with
Bs replaced by (6.2.8) into (6.2.9) we obtain the formula for A = ΓuAsΓ−1
u
in the theorem:
Ash = Υ

AΘf +
BΘ
n(0)

e s(0)
1
 
0 −1

f1(0) +
BΘ
n(0)

d(0)
−c(0)

g1(0)

+Φ

Be s
n(0)
 
0 −1

f1(0) + Ae sg −
Be s
n(0)
c(0)g1(0)

.
It remains to prove the claims. Equality (6.2.13) follows from writing out
the right-hand side and using
(6.2.14) Θ(0)

d(0)
−c(0)

=

δ(0)
0

= 0, δ(z) = det Θ(z).
For the proof of (6.2.12) we write
n = ce s + d =
 
1 −e s


d
−c

,
use (6.2.14) and repeatedly (5.3.13) and (6.2.7). We obtain the following
chain of equalities.
(a − sc)
 
1 −e s

R0

d
−c

+ (a − sc)R0e sc(0) + R0(a − sc)n(0)
= R0(a − sc)n = R0
 
1 −s

Θ

d
−c

=
 
1 −s

R0

Θ

d
−c

=
 
1 −s

R0Θ

d(0)
−c(0)

+
 
1 −s

ΘR0

d
−c

=
 
1 −s

R0Θ

d(0)
−c(0)

+ (a − sc)
 
1 −e s

R0

d
−c

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Comparing both sides we ﬁnd the equality (6.2.12).
Proof of Theorem 6.1.8. Using (6.2.7) and d(0) = 0 (since q > 0), we
ﬁnd that
WAΘ =
 
AΘ3 BΘ3CΘ∞
0 AΘ∞
!
, WBΘ =
 
BΘ3Θ∞(0)
BΘ∞
!
,CΘ =
 
CΘ3 Θ3(0)CΘ∞

.
Substitution of these formulas into the formulas of Theorem 6.1.7 yields the
desired result for Aq and uq. The formula for vq is obtained by using the
decomposition in (2.4.18).
Proof of Theorem 6.1.9. First we note that
A∗ = 
 


A∗
Θ +

· ,
BΘ
n(0)

e s(0)
1

C∗
Θ

0
−1
 
·,
Be s
n(0)

C∗
Θ

0
−1


· ,
BΘ
n(0)

d(0)
−c(0)

De s(·,0)

1
0

A∗
e s −

· ,
Be s
n(0)
c(0)

De s(·,0)

1
0


 


,
where A∗
Θ is as given in Theorem 3.2.3 (ii) and
BΘ

a
b

= DΘ( ·, 0)




0
0
a
b



, C∗
Θ

0
−1

= DΘ(·,0)




0
−1
0
0



.
For |σ0| < 1 we set r = 1/
p
1 − |σ0|2 and since d(0) = n(0) = r and c(0) = 0
we obtain
A∗ =


 
 
 
 


A∗
Θ +
1
n(0)∗
*
· , DΘ( · , 0)




0
0
e s(0)
1




+
C∗
Θ

0
−1

A∗
12
1
n(0)∗
*
· , DΘ( · , 0)

 

0
0
r
0

 

+
De s(·,0)

1
0

A∗
22


 
 
 
 


,
where the operators A∗
12 and A∗
22 need not be speciﬁed because they play
no role in the calculations that follow. From
v =

vΘ
0

, vΘ(z) = DΘ(z,0)




1
−σ∗
0
0
0



 =


 

1
σ∗
0
zk−1

1/r
0



 
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and using the reproducing property of the kernel DΘ(z,w), we get
A∗jv =
 
A
∗j
Θ vΘ
0
!
, j = 0,1,...,k − 1, and A∗kv =


∗
r−∗De s( · ,0)

1
0


,
where the entry denoted by ∗ is of no consequence here. We conclude that
PA∗kv = r−∗De s( · ,0)

1
0

=
1
n(0)∗De s( · ,0)

1
0

.
The proof of the formula for |σ0| > 1 can be given in a similar way.
For |σ0| = 1 and q = 0, d(0) = −Q(0) = −c0 and c(0) = σ∗
0Q(0) = σ∗
0c0.
From
v =

vΘ
0

, vΘ(z) = DΘ(z,0)

 

1
−σ∗
0
0
0

 
 =

 

1
σ∗
0
zk−1

1
−σ∗
0


 
,
we see that for 1 ≤ j ≤ k − 1,
A∗jv =

A
∗j
Θ vΘ
0

, and A∗kv =



A∗k vΘ +
e s(0)∗ − σ∗
0
n(0)∗ C∗
Θ

0
−1

0


.
Using
DΘ(z,0)

 

0
−1
0
0

 
 =

 

0
1
zk−1

0
−1


 
 +

 

zkQ(0)

σ0
1

Q(z∗)∗ − Q(0)∗
z

σ0
−1


 

and
A
∗(k−1)
Θ C∗
Θ

0
−1

=




∗
∗
0
−1



 +




∗
∗
∗

σ0
−1




,
we see that for 0 ≤ j ≤ k − 1,
A∗(k+j)v =



A∗(k+j) vΘ + pj(A∗
Θ)C∗
Θ

0
−1

0


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where pj(z) is a polynomial of degree j with leading coeﬃcient
e s(0)∗ − σ∗
0
n(0)∗ =
1
c∗
0σ0
. Finally we obtain
A∗2kv =




∗
c∗
0σ0
e s(0)∗ − σ∗
0
n(0)∗2 De s( · , 0)

1
0




 =




∗
1
n(0)∗De s( · , 0)

1
0




,
and conclude that PT∗2kv =
1
n(0)∗De s( · ,0)

1
0

.
To prove the formula for the case |σ0| = 1 and q > 0 we use the decompo-
sition in Theorem 6.1.8. Setting N1 = C∗
Θ3

0
−1

and N2 = c∗
0C∗
Θ∞

−σ0
1

we get
A∗
q =

 

 
 

A∗
Θ3 + h · ,
BΘ3
n(0)

e s(0)
0

iN1 h · ,
BΘ∞
n(0)

e s(0)
1

iN1 ∗
C∗
Θ∞B∗
Θ3 + h · ,
BΘ3
n(0)

e s(0)
0

iN2 A∗
Θ∞ + h · ,
BΘ∞
n(0)

e s(0)
1

iN2 ∗
0 h · ,
BΘ∞
n(0)

0
−c(0)

iC∗
e s ∗

 

 



.
With
vΘ3 = DΘ3(z,0)

 

1
−σ∗
0
0
0

 
 =

 

1
σ∗
0
zk−1

1
−σ∗
0


 
,
wΘ3 := DΘ3( · , 0)




0
−1
0
0



, and wΘ∞ := DΘ∞( · , 0)




0
−1
0
0




we obtain
A∗j
q vq =


A
∗j
Θ3 vΘ3
0
0

, A
∗j
Θ3vΘ3 =




zj

1
σ∗
0

zk−(1+j)

1
−σ∗
0




, j = 0,1,...,k−1,
A∗k+j
q =



A
∗k+j
Θ3 vΘ3 + pj(A∗
Θ3)wΘ3
0
0


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where pj(z) is a polynomial of degree j in z with leading coeﬃcient e s(0)∗/n(0)∗,
and ﬁnally,
A∗2k
q =


 

A∗2k
Θ3 vΘ3 + pk(A∗
Θ3)wΘ3
e s∗(0)
n(0)∗wΘ∞
0


 

.
For 1 ≤ j ≤ q − 1 the last formula yields
A∗2k+j
q =

 
 

A
∗2k+j
Θ3 vΘ3 + pk+j(A∗
Θ3)wΘ3
e s(0)∗
n(0)∗A
∗j
Θ∞wΘ∞
0

 
 

,
which gives the desired result.
The case |σ0| = 1 with q > 0 can be proved in a similar way.
6.2.2 Proofs of Theorems 6.1.1–6.1.3
To prove Theorem 6.1.1 we make use of the map πS deﬁned in Theorem
2.3.6. If S(z) is a scalar function, we denote it by s(z) instead of S(z) and
use the notation πs.
Proof of Theorem 6.1.1. Let
Πs =

πs 0
0 1

and ΠΘe s =


πΘ 0 0
0 πe s 0
0 0 1

.
With Vs and V as in Theorem 6.1.1 (6.1.2) and Us and U as in Theorem
6.1.7 (6.1.8) we show that the following diagram commutes.
?
Γ1

P(s)
C

-

D(s)
C

-

D(s)
C

Us
?
Γu1
-

P(s)
C



P(Θ)
P(e s)
C

 -


D(Θ)
D(e s)
C

 -


D(Θ)
D(e s)
C


?
Γu1
U


P(Θ)
P(e s)
C


?
-
Γ1
  Vs
?
 
V
6
Π∗
s Πs
Π∗
Θe s ΠΘe s6.2. Proofs 111
The commutativity of this diagram implies that
(6.2.15) Vs = ΠsUsΠ∗
s
and
(6.2.16) V = ΠΘe sUΠ∗
Θe s.
First we show that Vs as deﬁned by (6.2.15) is actually coisometric. From
Vs =

πs 0
0 1

Us

π∗
s 0
0 1

, we see that V ∗
s =

πs 0
0 1

U∗
s

π∗
s 0
0 1

. This
then implies that
VsV ∗
s =

πs 0
0 1

Us

π∗
s 0
0 1

πs 0
0 1

U∗
s

π∗
s 0
0 1

=

πs 0
0 1

Us

π∗
sπs 0
0 1

U∗
s

π∗
s 0
0 1

.
For



h
k

c

 ∈

D(s)
C

we have that
(6.2.17)

πsπ∗
s 0
0 1




h
k

c

 =



h
Λh

c

 ∈

D(s)
C

.
But 


h
k

c

 =



h
Λh

c

 −



0
k − Λh

0


implies that

πs 0
0 1

Us



h
k

c

 =

πs 0
0 1

Us



h
Λh

c

 +

πs 0
0 1

Us



0
k − Λh

c


=

πs 0
0 1

Us



h
Λh

c

. (6.2.18)
Using (6.2.17) and (6.2.18) we get the equality

πs 0
0 1

Us



h
k

c

 =

πs 0
0 1

Us

πsπ∗
s 0
0 1




h
k

c

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Hence

πs 0
0 1

Us

π∗
sπs 0
0 1

U∗
s

π∗
s 0
0 1

=

πs 0
0 1

UsU∗
s

π∗
s 0
0 1

=

πs 0
0 1

π∗
s 0
0 1

=

I 0
0 1

,
where in the last two equalities we have used the fact that Us is unitary
and that πs is coisometric respectively. This shows that Vs as deﬁned above
is coisometric. Direct computations show that Vs is actually the canonical
coisometric colligation for s(z). To show that (6.2.16) holds, let


h
g
c

 ∈


P(Θ)
P(e s)
C

.
Then


π∗
Θ 0 0
0 π∗
e s 0
0 0 1




h
g
c

 =


 



h
ΛΘh


g
Λe sg

c


 


∈


D(Θ)
D(e s)
C

.
This implies that
U
 
π∗
Θ 0 0
0 π∗
e s 0
0 0 1
! 
h
g
c
!
= U

 



h
ΛΘh


g
Λe sg

c

 


=

 
 
 
 

A

 


h
ΛΘh


g
Λe sg


 
 + uc
*





h
ΛΘh


g
Λe sg




, v
+
+ s(0)c.

 
 
 
 

Substituting this expression in the right-hand side of (6.2.16) and using the
formula for A,u, and v in Theorem 6.1.7 give the desired result.
To show that the diagram commutes, it is enough to show that its right-
hand part commutes. This is enough because the middle part commutes by
Theorem 6.1.7 and since the maps Γ1 and Γu1 are unitary, the commutativity
of the left-hand part follows from that of its right-hand counterpart.
That the right-hand side commutes is proved in the following way. Let
h ∈ D(s). Then h(z) can be written in the form
h(z) =


1 −s(z) 0 0
0 0
e s#(z)
n#(z)
1
n#(z)



f1
f2

+


a(z) − c(z)s(z) 0
0
1
n#(z)



g1
g2
6.2. Proofs 113
where 
f1
f2

∈ D(Θ) with f1 ∈ P(Θ),f2 ∈ P(Θ#)
and 
g1
g2

∈ D(e s) with g1 ∈ P(e s),f2 ∈ P(e s#).
From
Πs

h
c

=

πsh
c

=
 
1 −(z)

f1 + (a(z) − c(z)s(z))g1
c

we see that
Γ1Πs

h
c

=


f1
g1
c

 ∈


P(Θ)
P(e s)
C

.
On the other hand,
Γu1

h
c

=

 
 


f1
f2


g1
g2

c

 
 

∈


D(Θ)
D(e s)
C


and so
ΠΘe sΓu1

h
c

=

 
 

πΘ

f1
f2

πe s

g1
g2

c

 
 

=


f1
g1
c

 ∈


P(Θ)
P(e s)
C

.
This shows that the right-hand side of the diagram commutes and concludes
the proof.
Proof of Theorem 6.1.3. We start with the case |σ0| < 1. Here we set
r =
p
1 − |σ0|2. Then
Θ = Θ1(z) =
1
r

1 σ0
σ∗
0 1

zk 0
0 1

,
and the entries in (6.1.1) take the form
T =

Ts − zk−1e s(0)

1
σ∗
0
 
0 −1

GΘ
zk−1
r

1
σ∗
0

Ge s
rTe s
 
0 −1

GΘ Te s

 :

K(Θ)
K(e s)

→

K(Θ)
K(e s)

u =
 
zk−1e s(0)

1
σ∗
0

rFe s
!
, v =
 
KΘ(·,0)

1
−σ∗
0

0
!
∈

K(Θ)
K(e s)

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and
T∗ = 
 

T∗
s − h·,zk−1e s(0)

−1
σ∗
0

iP(Θ)KΘ(·,0)

0
1

h·,rFe siP(e s)KΘ(·,0)

0
−1

h·,
zk−1
r

1
σ∗
0

iP(Θ)Ke s(·,0) T∗
e s

 
.
Hence, by induction,
T∗jv =

T
∗j
s KΘ(·,0)

1
−σ∗
0

0

, j = 0,1,...,k − 1,
and
T∗kv =

∗
rKe s(·,0)

,
where the entry denoted by ∗ need not be speciﬁed. We conclude that
PT∗kv = rKe s(·,0) =
1
n(0)∗Ke s(·,0),
and thus the formula for the case |σ0| < 1 holds.
For the case |σ0| > 1, we set r =
p
|σ0|2 − 1. Then
Θ = Θ2(z) =
1
r

σ0 1
1 σ∗
0

1 0
0 zk

,
and V in (6.1.1) has entries
T =



Ts −
zk−1
e s(0)

1
σ∗
0
 
0 −1

GΘ −
zk−1
re s(0)

1
σ∗
0

Ge s
r
e s(0)
Fe s
 
0 −1

GΘ Te s −
1
e s(0)
Fe sGe s


 :

K(Θ)
K(e s)

→

K(Θ)
K(e s)

u =



zk−1
e s(0)

1
σ∗
0

r
e s(0)
Fe s


, v =

KΘ(·,0)

1
−σ∗
0

0

 ∈

K(Θ)
K(e s)

.
Now
T∗ =

 

T∗
s − h·,
zk−1
e s(0)

1
σ∗
0

iK(Θ)KΘ(·,0)

0
−1

h·,
r
e s(0)
Fe siK(e s)KΘ(·,0)

0
−1

−h·,
zk−1
re s(0)

1
σ∗
0

iK(Θ)Ke s(·,0) T∗
e s − h·,
1
e s(0)
Fe siK(e s)Ke s(·,0)

 
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and so, by induction,
T∗jv =

T
∗j
s KΘ(·,0)

1
−σ∗
0

0

, j = 0,1,...,k − 1,
and
T∗kv =
 
∗
r
e s(0)∗Ke s(·,0)
!
,
where the entry denoted by ∗ need not be speciﬁed. We conclude that
PT∗kv =
r
e s(0)∗Ke s(·,0) =
1
n(0)∗Ke s(·,0).
This proves the formula for the case |σ0| > 1.
In the case |σ0| = 1 with q = 0 we have
Θ(z) = Θ3(z) = zkI2 + Q(z)

1 −σ0
σ∗
0 −1

, I2 =

1 0
0 1

,
and we ﬁnd that the entries of V in (6.1.1) are given by
T =

Ts + t2kFΘ

e s(0)
1
 
0 −1

GΘ t2kc0FΘ

1
σ∗
0

Ge s
−t2kFe s
 
0 −1

GΘ Te s + σ∗
0c0t2kFe sGe s

,
u = −t2k

GΘ

e s(0)
1

Fe s

, v =

KΘ(·,0)

1
−σ∗
0

0

 ∈

K(Θ)
K(e s)

,
where
t2k = −
1
n(0)
= −
σk
e s(0) − σ0
.
The calculations for T∗jv are a bit more involved. The matrix of T∗ is



T∗
s + t∗
2kh·,FΘ

e s(0)
1

iK(Θ)KΘ(·,0)

0
−1

−t∗
2kh·,Fe siK(e s)KΘ(·,0)

0
−1

t∗
2kc∗
0h·,FΘ

1
σ∗
0

iK(Θ)Ke s(·,0) T∗
e s + σ0c∗
0t∗
2kh·,Fe siK(e s)Ke s(·,0)


,
and we get by induction
T∗jv =

T
∗j
s KΘ(·,0)

1
−σ∗
0

0

, j = 0,1,...,k − 1,
T∗(k+j)v =

T
∗(k+j)
s KΘ(·,0)

1
−σ∗
0

− pj(T∗
s )KΘ(·,0)

1
0

0

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j = 0,1,...,k −1, where pj(z) is a polynomial of degree j and with leading
coeﬃcient σ∗
k. Finally we obtain
PT∗2kv = −t∗
2kKe s(·,0) =
1
n(0)∗Ke s(·,0),
which completes the proof for the case |σ0| = 1 3 with q = 0.
To prove the formula for the case |σ0| = 1 with q > 0 we use the decom-
position in Theorem 6.1.2. In this case we ﬁnd that for j = 0,1,...,k − 1:
T∗j
q vq =

 

T
∗j
s KΘ3(·,0)

1
−σ∗
0

0
0



,
T∗(k+j)
q vq =




T
∗(k+j)
s KΘ3(·,0)

1
−σ∗
0

− pj(T∗
s )KΘ3(·,0)

0
1

0
0



,
where, here and also below, pj(z) is some polynomial of degree j with leading
coeﬃcient σ∗
k, and
T∗2k
q vq =

 
 

T∗2k
s KΘ3(·,0)

1
−σ∗
0

− pk(T∗
s )KΘ3(·,0)

0
1

−σ∗
kKΘ∞(·,0)

0
1

0

 
 

.
From the last formula we get for j = 1,2,...,q − 1,
T∗(2k+j)
q vq =


 


T
∗(2k+j)
s KΘ3(·,0)

1
−σ∗
0

− pk+j(T∗
s )KΘ3(·,0)

0
1

−b pj(T∗
s )KΘ∞(·,0)

0
1

0


 


,
where again b pj(z) is a polynomial of degree j with leading coeﬃcient σ∗
0.
This ﬁnally leads to the desired result:
T∗(2k+q)
q vq =


∗
∗
1
n(0)∗Ke s(·,0)

,
where the starred entries need not be speciﬁed any further.6.2. Proofs 117
6.2.3 Proofs of Theorems 6.1.4–6.1.6
Proof of Theorem 6.1.4. Let
e Vs =
 e Ts e us
h·,e vsi s(0)

:

P(s#)
C

→

P(s#)
C

be the canonical isometric colligation for s(z). Then
e V ∗
s =
 e T∗
s e vs
h·, e usi s(0)∗

:

P(s#)
C

→

P(s#)
C

is the canonical coisometric colligation for s#(z). Similarly, if
e Ve s =
 e Te s e ue s
h·,e ve si e s(0)

:

P(e s#)
C

→

P(e s#)
C

is the canonical isometric colligation for the parameter e s(z) then
e V ∗
e s =
 e T∗
e s e ve s
h·, e ue si e s(0)∗

:

P(e s#)
C

→

P(e s#)
C

is the canonical coisometric colligation for e s#(z). We apply Theorem 6.1.1
to e V ∗
s to get the minimal coisometric colligation
e V ∗ =
◦
Γ1 e V ∗
s
◦
Γ
−1
1 =
 e T∗ e v
h·, e ui s(0)∗

:



 
P(
◦
Θ)
P(e s#)
!
C


 →



 
P(
◦
Θ)
P(e s#)
!
C



with
e T∗ =
◦
Γ e T∗
s
◦
Γ
−1
=





T ◦
Θ
+
1
n(0)∗F ◦
Θ

e s#(0)
1

 
0 −1

G ◦
Θ
1
n(0)∗F ◦
Θ

d(0)∗
−c(0)∗

h·, e ue si
1
n(0)∗e ve s
 
0 −1

G ◦
Θ
e T∗
e s −
c(0)∗
n(0)∗e ve sh·, e ue si

 


,
and
e u =

K ◦
Θ
(·,0)

1
−σ0

0

, e v =
1
n(0)∗

F ◦
Θ

e s#(0)
1

e ve s

.
Taking adjoints gives the desired results.
Proof of Theorem 6.1.5. Let e Vs, e V ∗
s , e Ve s, and e V ∗
e s be as in the previ-
ous proof. We apply Theorem 6.1.2 to e V ∗
s to get the minimal coisometric118 Chapter 6. Solutions in terms of associated canonical colligations
colligation
e V ∗
q =
◦
Γq1 e V ∗
s
◦
Γ
−1
q1 =
 e T∗ e v
h·, e ui s(0)∗

:

 





P(
◦
Θ3)
P(
◦
Θ∞)
P(e s#)



C

 


→

 





P(
◦
Θ3)
P(
◦
Θ∞)
P(e s#)



C

 


with
e T∗ =
◦
Γq1 e T∗
s
◦
Γ
−1
q1 =

 

 

 


T ◦
Θ3
− F ◦
Θ3

σ∗
k
0

MG ◦
Θ3
F ◦
Θ3

σ∗
0
1

MG ◦
Θ∞
0
−F ◦
Θ∞


σ∗
k
1
n(0)∗

MG ◦
Θ3
T ◦
Θ∞
− F ◦
Θ∞

1
1
σ∗
kn(0)∗

NG ◦
Θ∞
−
FΘ∞h·, e ue si
σ∗
kn(0)∗

0
1

1
n(0)∗e ve sMG ◦
Θ3
1
σ∗
kn(0)∗e ve s
 
0 −σ∗
0

G ◦
Θ3
e T∗
e s −
e ve sh·, e ue si
σ∗
kn(0)∗

 

 

 


,
where M =
 
0 −1

, N =
 
1 −σ∗
0

, and elements
e uq =


 

K ◦
Θ3
(·,0)

1
−σ0

0
0


 

, e vq =
1
n(0)∗

 
 


F ◦
Θ3

e s#(0)
0

F ◦
Θ∞

e s#(0)
1

e ve s

 
 


.
Taking adjoints gives the desired results.
Theorem 6.1.6 follows by applying Theorem 6.1.3 to e V ∗.
6.3 The symmetry condition
For the proof of the following theorem we refer to [7, Corollary 3.5, Theorem
3.1].
Theorem 6.3.1 Let s(z) ∈ S0
κ have the Taylor expansion
s(z) = σ0 + σ1z + σ2z2 + ··· + σnzn + ···
at z = 0 and assume s(z) = sU(z), where
U =

As us
h · , vsi s(0)

:

K
C

→

K
C

is a closely connected unitary colligation. The following are equivalent:6.3. The symmetry condition 119
(1) There exists a λ ∈ C with |λ| = 1 such that λσn is real for all n.
(2) As is Js self-adjoint for some signature operator Js on K.
In this case Js is unique and Jsvs = λus.
In the following we may assume without loss of generality that λ = 1.
If in the interpolation problem (BIPS0) the interpolation data are real and
the Taylor expansion at z = 0 of the parameter function e s(z):
(6.3.1) e s(z) = τ0 + τ1z + τ2z2 + ··· + τnzn + ···
has real coeﬃcients τn, then the Taylor coeﬃcients σn of the corresponding
solution s(z) are also real . So there exist signature operators Je s on the
state space D(e s) and Js on the state space D(s) =

D(Θ)
D(e s)

(see Theorem
5.3.3) such that Ae s is Je s self-adjoint and As is Js self-adjoint. We express
Js :

D(Θ)
D(e s)

→

D(Θ)
D(e s)

in terms of Je s and the interpolation data. We
consider three cases corresponding to |σ0| < 1, |σ0| > 1 and |σ0| = 1. For
any function x(z) with Taylor expansion
x(z) = x0 + x1z + x2z2 + ··· + xnzn + ···
at z = 0, we denote by [x]k(z) the polynomial consisting of the ﬁrst k terms
of the series:
[x]k(z) = x0 + x1z + ··· + xk−1zk−1.
Recall that R0 is the diﬀerence-quotient operator deﬁned by
R0x(z) =
x(z) − x(0)
z
for a function x(z) which is holomorphic in a neighborhood of z = 0.
Case I: σ0 ∈ R, |σ0| < 1 and τn ∈ R. Using the notation as in Theorem
2.4.8 and Theorem 5.3.3 we have
Js


rt1(z)u
t2(z)e1
g

 =


rf1(z)u
f2(z)e1
h

,
where t1(z) is a polynomial of degree ≤ k, g,h ∈ D(e s),
t2(z) = zk−1t1(1/z),
f1(z) = [e st2]k(z) + h(1 − zkAk
e s)(1 − zAe s)−1Je sh,ve si
f2(z) = zk−1f1(1/z) = [e s]k(R0)t1(z) + h(zk − Ak
e s)(z − Ae s)−1Je sh,ve si,
h = t1(Ae s)ue s + Ak
e sJe sg.120 Chapter 6. Solutions in terms of associated canonical colligations
Relative to the basis given in Theorem 2.4.8 , Js has the matrix representa-
tion
Js =


 
 

 
 
 
 

0 ··· 0 0 0 τ0 h · , ue si
0 ··· 0 0 τ0 τ1 h · , Ae sue si
0 ··· 0 τ0 τ1 τ2 h · , A2
e sue si
. . .
. . .
. . .
. . .
0 τ0 τ1 τ2 ··· τk−2 h · , Ak−2
e s ue si
τ0 τ1 τ2 τ3 ··· τk−1 h · , Ak−1
e s ue si
ue s Ae sue s A2
e sue s A3
e sue s ··· Ak−1
e s ue s Ak
e sJe s


 
 
 
 
 
 


.
Case II: σ0 ∈ R, |σ0| > 1. In the basic interpolation problem (BIPS0)
the parameter e s(z) has the property e s(0) 6= 0. Hence e s(z)−1 = 1/e s(z) is
holomorphic at z = 0 and we write its Taylor expansion as
e s(z)−1 =
∞ X
n=0
µnzn.
Since e s(z) has real Taylor coeﬃcients, the coeﬃcients µn are real also. Using
the notation as in Theorem 2.4.9 and Theorem 5.3.3 we have
Js


−rt1(z)u
t2(z)e2
g

 =


−rf1(z)u
f2(z)e2
h

,
where t1(z) is a polynomial of degree ≤ k, g,h ∈ D(e s),
t2(z) = zk−1t1(1/z),
f1(z) = [e s(z)−1t2]k(z) + µ0h(1 − zkBk
e s)(1 − zBe s)−1Je sh,ve si,
f2(z) = zk−1f1(1/z) = [e s(z)−1]k(R0)t1(z) + µ0h(zk − Bk
e s)(z − Be s)−1Je sh,ve si,
h = −µ0t1(Be s)ue s + Bk
e sJe sg,
and Be s = Ae s − µ0h · , ve siue s. Relative to the basis given in Theorem 2.4.9 ,
Js has the matrix representation
Js =


 
 

 

 

 

0 ··· 0 0 µ0 µ0h · , ue si
0 ··· 0 µ0 µ1 µ0h · , Be sue si
0 ··· µ0 µ1 µ2 µ0h · , B2
e sue si
. . .
. . .
. . .
. . .
0 µ0 µk−2 µ0h · , B
k−2
e s ue si
µ0 µ1 µ2 ··· µk−1 µ0h · , B
k−1
e s ue si
−µ0ue s −µ0Be sue s −µ0B2
e sue s ··· −µ0B
k−1
e s ue s Bk
e sJe s


 

 
 

 

 

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We sketch the proof of Case II, that of Case I is similar and therefore
omitted. Evidently, Js is self-adjoint in the space (Ck)0 ⊕ D(e s) where (Ck)0
is the anti-Hilbert space of Ck, that is, the space Ck provided with the
negative inner product −y∗x, x,y ∈ Ck. Let B be the basis for the space
D(Θ2) given in Theorem 2.4.9 . Then
AΘ2B = B


 

 


0 1 0 0 ··· 0
0 0 1 0 ··· 0
0 0 0 1 ··· 0
. . .
. . .
. . .
... ...
. . .
0 0 0 ··· 0 1
0 0 0 ··· 0 0


 
 
 

, BΘ2

a
b

= B


 

0
0
. . .
1


 

 
0 −1

a
b

,
and CΘ2B =
 
−ru 0 ··· 0

. It follows that A in Theorem 6.1.7 with
Θ = Θ2 has the matrix representation
A =

 
 
 
 
 
 


0 1 0 0 ··· 0 0
0 0 1 0 ··· 0 0
. . .
. . .
... ... ...
. . .
. . .
0 0 0 0
... 0 0
0 0 0 0
... 1 0
−µ0σ∗
o 0 0 0 ··· 0 µ0h · , ve si
σ∗
0µ0ue s 0 0 0 ··· 0 Be s


 
 
 
 
 
 

.
Using the identities (see Lemma 3.3.1)
Be sB∗
e s − µ2
0h · , ue siue s = I, B∗
e sBe s − µ2
0h · , ve sive s = I,
Be sve s + µ0ue s = 0, B∗
e sue s + µ0ve s = 0,
hve s , ve si = 1 −
1
µ2
0
, hue s , ue si = 1 −
1
µ2
0
,
we ﬁnd after some tedious but straightforward calculations that J2
s = I and
that JsA is self-adjoint in (Ck)0 ⊕ D(e s).
Case III: As an example we consider the case where in Theorem 5.2.1
k = 1, q = 0, |σ0| = 1 and σ1 = s0. We assume that the interpolation data
are real, that is, σ0 = ±1 and s0 ∈ R, and that the Taylor coeﬃcients τn
of e s(z) in (6.3.1) are real. Note that the polynomial p(z) in (5.2.2) has the
form p(z) = c0 = σ0/s0 and that according to (5.2.4) τ0 6= s0. Using the
notation as in Theorem 2.4.11 and Theorem 5.3.3 we ﬁnd that
Js

 
 



t0u
t0Ju
g


 +



t1(Ju − 2c∗
0u)
t1(u − 2c0Ju)
0




 
 
=



f0u
f0Ju
h


 +



f1(Ju − 2c∗
0u)
f1(u − 2c0Ju)
0


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where t0 and t1 are complex numbers, g,h ∈ D(e s),
f0 =
(τ0 + σ0)s0
2(τ0 − σ0)
t0 +
(τ0 + σ0)2s2
0 + 4s0τ1 + 1
2(τ0 − σ0)2s0
t1 +
τ0 + σ0
2(τ0 − σ0)2hg,ue si
−
σ0
τ0 − σ0
hg,Be sue si,
f1 =
s0
2

t0 +
τ0 + σ0
τ0 − σ0
t1 +
1
τ0 − σ0
hg,ue si

,
h =
s0t0
τ0 − σ0
ue s +
(τ0 + σ0)t1
(τ0 − σ0)2 ue s − 2
σ0t1
τ0 − σ0
Be sue s +
s0
(τ0 − σ0)2hg,ue siue s
+B2
e sJe sg,
and Be s = Ae s −
h · , ve si
τ0 − σ0
ue s. Relative to the basis given in Theorem 2.4.11 ,
Js has the matrix representation
Js =


 
 



(τ0 + σ0)s0
2(τ0 − σ0)
(τ0 + σ0)2s2
0 + 4s0τ1 + 1
2(τ0 − σ0)2s0
(τ0 + σ0)h · ,ue si
2(τ0 − σ0)2 −
σ0h · ,Be sue si
τ0 − σ0
s0
2
s0(τ0 + σ0)
2(τ0 − σ0)
s0h · ,ue si
2(τ0 − σ0)
s0
τ0 − σ0
ue s
(τ0 + σ0)ue s
(τ0 − σ0)2 − 2
σ0Be sue s
τ0 − σ0
B2
e sJe s +
s0h · ,ue siue s
(τ0 − σ0)2


 
 



.
To show that Js is self-adjoint one uses the fact that the Gram matrix G is
given by
G =


0 2 0
2 0 0
0 0 I


and that J∗ = G−1J×
s G where J×
s is the complex conjugate transpose of
Js. The equality J2
s = I can be established by using that in this case Be s
is a unitary operator on the space D(e s). Lastly, that JsA is self-adjoint
in the space C2 ⊕ D(e s) with Gram matrix G follows from straightforward
calculations and the matrix representation
A =


 
 
 

−
(τ0 + σ0)σ0s0
2(τ0 − σ0)
(τ0 + σ0)σ0s0
2(τ0 − σ0)
− 2
σ0
s0
−
σ0h · ,ve si
τ0 − σ0
−
σ0s0
2
σ0s0
2
0
−
σ0s0
τ0 − σ0
ue s
σ0s0
τ0 − σ0
ue s Be s


 
 
 

of A with respect to the basis given in Theorem 2.4.11 .Chapter 7
Solutions in terms of
associated minimal
colligations - Direct method
7.1 Introduction
Unlike in the last chapter where we employed the reproducing kernel Pon-
tryagin space methods to give the solution s(z) in terms of canonical colli-
gations, here we employ the theory of existence of minimal colligations for
functions of the class A0. In Chapter 4 we obtained the colligation of the
transform b s(z) of a generalized Schur function s(z) as a compression of the
colligation of s(z) by deleting a ﬁnite dimension subspace of the state space
of the colligation for s(z). Here we obtain the colligation for the solution
as an “extension” of the colligation of the parameter by extending the state
space of the colligation for the parameter by a ﬁnite dimensional space.
We now explain some of the notation that we use in this chapter. First we
recall that C`
G denotes the vector space C` equipped with the inner product
h·, ·iG deﬁned by
hα,βiG = β∗Gα,
where α and β are elements of C` and G is an invertible ` × ` Hermitian
matrix with complex entries. By 0, 1,...,`−1 we shall mean the standard
orthonormal basis in C` and S will denote the shift matrix
S =


 
 
 


0 1 0 ··· 0 0
0 0 1 ··· 0 0
. . .
. . .
... ...
. . .
. . .
0 0 0
... 1 0
0 0 0 ··· 0 1
0 0 0 ··· 0 0

 
 
 
 

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whose order will depend on the context in which it will be used.
Let K be a Krein space and consider an operator matrix V of the form
(7.1.1) Vs :=


A αh · ,aiK γ
bh · ,βiG B c
h · ,δiG h · ,diK σ

 :


C`
G
K
C

 →


C`
G
K
C

,
where A is an operator on C`
G, α, γ, β, and δ are vectors in C`
G, a, b, c, and
d are elements in the space K, B is an operator on K, and σ is a complex
number. The minimal coisometric (isometric, unitary) colligation Vs for the
solution s(z) of the problem (BIPS0) has the form (7.1.1). The adjoint V ∗
s
of the operator matrix (7.1.1) is given by
V ∗
s :=


G−1A∗G βh · ,biK δ
ah · ,αiG B∗ d
h · ,γiG h · ,ciK σ∗

 :


C`
G
K
C

 →


C`
G
K
C

.
If (7.1.1) is put in the form
(7.1.2) Vs :=
 
Ts us
h · ,vsiC`
G⊕K σ
!
:



C`
G
K

C

 →



C`
G
K

C

,
we see that
Ts :=

A αh · ,aiK
bh · ,βiG B

:

C`
G
K

→

C`
G
K

and us and vs are the elements of

C`
G
K

given by
(7.1.3) us =

γ
c

, vs =

δ
d

.
Denote by ri and cj the i th row of Vs and the j th column of V ∗
s . The
operator Vs deﬁned in (7.1.1) will be coisometric if the following identities
hold:
(r1c1) : AG−1A∗G + αha,aiKh · ,αiG + γh · ,γiG = IC`.
(r1c2) : Aβh · ,biK + αh · ,BaiK + γh · ,ciK = 0.
(r1c3) : Aδ + αhd,aiK + γσ∗ = 0.
(r2c1) : bhG−1A∗G · ,βiG + Bah · ,αiG + ch · ,γiG = 0.
(r2c2) : bhβ,βiGh·,biK + BB∗ + ch · ,ciK = IK.
(r2c3) : bhδ,βiG + Bd + cσ∗ = 0.
(r3c1) : hG−1A∗G · ,δiG + ha,diKh · ,αiG + σh · ,γiG = 0.
(r3c2) : hβ,δiGh · ,biK + h · ,BdiK + σh · ,ciK = 0.
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The adjoint of the expression on the left-hand side of identity (ricj) is the
expression on the left-hand side of identity (rjci), i,j = 1,2,3, i 6= j.
Hence the identities (r1c1), (r1c2), (r1c3), (r2c2), (r2c3) and (r3c3) will be
enough to prove that a colligation of the form (7.1.1) is coisometric. Similar
identities hold in case Vs is isometric but we do not require them in the
sequel.
7.2 Solutions in terms of associated minimal col-
ligations
In this section we relate minimal colligations of the solution to those of the
parameter and the interpolation data.
7.2.1 Minimal coisometric colligations
Here we consider the case when the colligation of the parameter function is
minimal coisometric. We start with the case |σ0| < 1.
Theorem 7.2.1 Let s(z) be a solution of the interpolation problem (BIPS0)
in the case |σ0| < 1 with corresponding parameter function e s(z). If
Ve s :=

Te s ue s
h· ,ve si γe s

:

K
C

→

K
C

is a minimal coisometric colligation such that e s(z) = sVe s(z) near z = 0,
then the colligation Vs in (7.1.1) with
` = k, G = r2Ik, r =
p
1 − |σ0|2,
and with entries
A = S − γe sσ∗
0k−1∗
0, α = 1
rk−1, a = ve s, γ = γe sk−1,
b = ue s, β = −σ0
r 0, B = Te s, c = rue s,
δ = 0, d = 0, σ = σ0,
is minimal coisometric in the space Ck
G ⊕ K ⊕ C and s(z) = sVs(z) near
z = 0.
Theorem 7.2.2 Let s(z) be a solution of the interpolation problem (BIPS0)
in the case |σ0| > 1 with corresponding parameter function e s(z). If
Ve s :=

Te s ue s
h ·,ve si γe s

:

K
C

→

K
C

is a minimal coisometric colligation such that e s(z) = sVe s(z) near z = 0,
then the colligation Vs in (7.1.1) with
` = k, G = −r2Ik, r =
p
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and with entries
A = S −
σ∗
0
γe s k−1∗
0, α = 1
rγe sk−1, a = ve s, γ = 1
γe sk−1,
b = ue s, β = − σ0
γ∗
e sr0, B = Te s − 1
γe sh · ,ve siKue s, c = − r
γe sue s,
δ = 0, d = 0 σ = σ0,
is minimal coisometric in the space Ck
G ⊕ K ⊕ C and s(z) = sVs(z) near
z = 0.
Theorem 7.2.3 Let s(z) be a solution of the interpolation problem (BIPS0)
in the case |σ0| = 1 and q = 0 with corresponding parameter function e s(z).
Let t2k =
−s0
e s(0) − σ0
and consider the lower triangular k × k matrix
∆ =


 


σk 0 ··· 0
σk+1 σk
...
. . .
. . .
... ... 0
σ2k−1 ··· σk+1 σk


 


and the 2k × 2k matrix
R =
1
c0


 
 
 

0 0 0 0 0 ··· 0
0 0 0 0 0 ··· 0
. . .
. . .
. . .
. . .
. . . ···
. . .
0 0 0 0 0 ··· 0
0 0 0 0 0 ··· 0
c∗
0 ··· c∗
k−1 t2kc0 −ck−1 ··· −c1


 
 
 

.
If
Ve s :=

Te s ue s
h · ,ve si γe s

:

K
C

→

K
C

is a minimal coisometric colligation such that e s(z) = sVe s(z) near z = 0,
then the colligation Vs in (7.1.1) with
` = 2k, G =

0 −σ0∆∗
−σ∗
0∆ −∆∆∗

,
and with entries
A = G−1(S + R)G, α = t2kG−12k−1, a = ve s, γ = G−1



σ1
. . .
σ2k


,
b = ue s, β = −t∗
2kG−1



σ0
. . .
σ2k−1


, B = Te s +
t2k
σk
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δ = 0, d = 0, σ = σ0,
is minimal coisometric in the space C2k
G ⊕ K ⊕ C and s(z) = sVs(z) near
z = 0.
We again consider the solution s(z) of the interpolation problem (BIPS0)
in the case |σ0| = 1 but this time with the integer q > 0. Here we require a
diﬀerent form of the operator matrix Vs in (7.1.1). It will take the form:
(7.2.1) Vs :=




A α(2k)h · ,α(q)iG2 β(2k)h · ,aiK γ(2k)
δ(q)h · ,δ(2k)iG1 B ρ(q)h · ,biK µ(q)
ch · ,λ(2k)iG1 dh · ,τ(q)iG2 C e
ηh · ,ξ(2k)iG1 αh ·χ(q)iG2 βh · ,fiK σ



,
mapping 



C2k
G1
C
q
G2
K
C



 into




C2k
G1
C
q
G2
K
C



.
Here, for example, the notations α(2k) and α(q) stand for vectors in C2k and
Cq respectively. We shall write `,0,...,`,`−1 for the standard orthonormal
basis in C`.
Theorem 7.2.4 Let s(z) be a solution of the interpolation problem (BIPS0)
in the case |σ0| = 1 and q > 0 with corresponding parameter function e s(z).
Consider the lower triangular k × k matrix
∆ =


 


σk 0 ··· 0
σk+1 σk
...
. . .
. . .
... ... 0
σ2k−1 ··· σk+1 σk


 


and the 2k × 2k matrix
R1 =
1
c0

 
 
 


0 0 0 0 0 ··· 0
0 0 0 0 0 ··· 0
. . .
. . .
. . .
. . .
. . . ···
. . .
0 0 0 0 0 ··· 0
0 0 0 0 0 ··· 0
c∗
0 ··· c∗
k−1 −1 −ck−1 ··· −c1

 
 
 


.
If
Ve s :=

Te s ue s
h · ,ve si γe s

:

K
C

→

K
C
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is a minimal coisometric colligation such that e s(z) = sVe s(z) near z = 0,
then the colligation Vs in (7.2.1) with
G1 =

0 −σ0∆∗
−σ∗
0∆ ∆∆∗

, G2 = −Iq,
and with entries
A = G−1
1 (S + R1)G1 + σ∗
0G−1
1

 
 
 

σ1
. . .
σk
. . .
σ2k − σ∗
0σ2
k

 
 
 

h ·, 2k,0iG1, α(2k) = 2k,k−1,
α(q) = q,0, β(2k) = 0, a = 0, γ(2k) = σ∗
0G−1
1

 
 
 

σ1
. . .
σk
. . .
σ2k − σ∗
0σ2
k

 
 
 

on the ﬁrst row of Vs,
δ(q) = −
1
γe s
q,q−1, δ(2k) = σ∗
02k,k +σ∗
k2k,0, B =

 
 
 

0 1 0 ··· 0
0 0 1
... 0
. . .
. . .
... ...
. . .
0 0 0 ··· 1
σ0
γe s 0 0 ··· 0

 
 
 

,
ρ(q) = −
1
γe s
q,q−1 b = ve s, µ(q) = −
σk
γe s
q,q−1
on the second row,
c = −
1
γe s
ue s, λ(2k) = σ∗
02k,k + σ∗
k2k,0, d = −
σ0
γe s
ue s, τ(q) = q,0,
C = Te s −
1
γe s
h ·,ve siKue s, e = −
σk
γe s
ue s
on the third row and ﬁnally on the fourth row
η = σ0, ξ(2k) = 2k,0, α = 0, χq = 0, β = 0, f = 0, σ = σ0,
is minimal coisometric in the space C2k
G1 ⊕ C
q
G2 ⊕ K ⊕ C and s(z) = sVs(z)
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7.2.2 Minimal isometric colligations
Here we consider the case when the colligation Ve s of the parameter function
e s(z) appearing in formula (5.2.3) for the solutions of problem (BIPS0)is
minimal and isometric. We give a minimal isometric colligation for the
corresponding solution in terms of the entries of the colligation Ve s and the
interpolation data.
Theorem 7.2.5 Let s(z) be a solution of the interpolation problem (BIPS0)
in the case |σ0| < 1 with corresponding parameter function e s(z). If
Ve s :=

Te s ue s
h· ,ve si γe s

:

K
C

→

K
C

is a minimal isometric colligation such that e s(z) = sVe s(z) near z = 0, then
the colligation Vs in (7.1.1) with
` = k, G = r2Ik, r =
p
1 − |σ0|2,
and with entries
A = S∗ − γe sσ∗
00∗
k−1, α =
−σ∗
0
r 0, a = ve s, γ = 0,
b = ue s, β = 1
rk−1, B = Te s, c = 0,
δ = γ∗
e sk−1, d = rve s, σ = σ0,
is minimal isometric in the space Ck
G ⊕K⊕C and s(z) = sVs(z) near z = 0.
Theorem 7.2.6 Let s(z) be a solution of the interpolation problem (BIPS0)
in the case |σ0| > 1 with corresponding parameter function e s(z). If
Ve s :=

Te s ue s
h ·,ve si γe s

:

K
C

→

K
C

is a minimal isometric colligation such that e s(z) = sVe s(z) near z = 0, then
the colligation Vs in (7.1.1) with
` = k, G = −r2Ik, r =
p
|σ0|2 − 1,
and with entries
A = S∗ −
σ∗
0
γe s 0∗
k−1, α = −
σ∗
0
rγe s0, a = ve s, γ = 0,
b = ue s, β = 1
γ∗
e srk−1, B = Te s − 1
γe sh · ,ve siKue s, c = 0,
δ = 1
γe sk−1, d = − r
γe s∗ ve s σ = σ0,
is minimal isometric in the space Ck
G ⊕K⊕C and s(z) = sVs(z) near z = 0.130 Chapter 7. Solutions in terms of associated minimal colligations
The case |σ0| = 1 requires some new notation which we now intro-
duce. Consider s(z) ∈ A0 having Taylor series expansion (4.2.3) and let
c0,c1,c2,...,ck−1 be the coeﬃcients of the polynomial
Q(z) = Q(z;σk,σk+1,...,σ2k−1)
in (2.4.4). By ∆+ we shall mean the k × k lower triangular matrix
∆+ =


 


σ∗
k 0 ··· 0
σ∗
k+1 σ∗
k
...
. . .
. . .
... ... 0
σ∗
2k−1 ··· σ∗
k+1 σ∗
k


 


,
R∗ will stand for the 2k × 2k matrix
R∗ =
1
c∗
0


 
 
 

0 0 0 0 0 ··· 0
0 0 0 0 0 ··· 0
. . .
. . .
. . .
. . .
. . . ···
. . .
0 0 0 0 0 ··· 0
0 0 0 0 0 ··· 0
c0 ··· ck−1 t∗
2kc∗
0 −c∗
k−1 ··· −c∗
1


 
 
 

and R1∗ will be the 2k × 2k matrix
R1∗ =
1
c∗
0


 
 
 

0 0 0 0 0 ··· 0
0 0 0 0 0 ··· 0
. . .
. . .
. . .
. . .
. . . ···
. . .
0 0 0 0 0 ··· 0
0 0 0 0 0 ··· 0
c0 ··· ck−1 −1 −c∗
k−1 ··· −c∗
1

 
 
 


.
Theorem 7.2.7 Let s(z) be a solution of the interpolation problem (BIPS0)
in the case |σ0| = 1 and q = 0 with corresponding parameter function e s(z).
Let t2k =
−s0
e s(0) − σ0
. If
Ve s :=

Te s ue s
h · ,ve si γe s

:

K
C

→

K
C

is a minimal isometric colligation such that e s(z) = sVe s(z) near z = 0, then
the colligation Vs in (7.1.1) with
` = 2k, G =

0 −σ∗
0∆∗
+
−σ0∆+ −∆+∆∗
+

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and with entries
A = (S + R∗)∗, α = −t2kG−1



σ∗
0
. . .
σ∗
2k−1


, a = ve s, γ = 0,
b = ue s, β = t∗
2kG−12k−1, B = Te s +
t2k
σk
h · ,ve siKue s, c = 0,
δ = G−1



σ∗
1
. . .
σ∗
2k


, d = t∗
2kve s, σ = σ0,
is minimal isometric in the space C2k
G ⊕K⊕C and s(z) = sVs(z) near z = 0.
Theorem 7.2.8 Let s(z) be a solution of the interpolation problem (BIPS0)
in the case |σ0| = 1 and q > 0 with corresponding parameter function e s(z).
If
Ve s :=

Te s ue s
h · ,ve si γe s

:

K
C

→

K
C

is a minimal isometric colligation such that e s(z) = sVe s(z) near z = 0, then
the colligation Vs in (7.2.1) with
G1 =

0 −σ∗
0∆∗
+
−σ0∆+ ∆+∆∗
+

, G2 = −Iq,
and with entries
A = (S + R1∗)∗+2k,0h ·, σ0G−1
1


 
 


σ∗
1
. . .
σ∗
k
. . .
σ∗
2k − σ0σ∗2
k

 

 


iG1, α(2k) = σ02k,k+σk2k,0,
α(q) = −
1
γ∗
e s
q,q−1, β(2k) = σ02k,k + σk2k,0, a = −
1
γ∗
e s
ve s, γ(2k) = σ∗
02k,0
on the ﬁrst row of Vs,
δ(q) = q,0, δ(2k) = 2k,k−1, B = G−1
2

 
 
 

0 0 0 ··· σ0
γe s
1 0 0
... 0
. . .
... ... ...
. . .
0 ··· 1 0 0
0 ··· 0 1 0

 
 
 

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ρ(q) = q,0, b = −
σ∗
0
γ∗
e s
ve s, µ(q) = 0
on the second row,
c = 0, λ(2k) = 0, d = ue s, τ(q) = −
1
γ∗
e s
q,q−1,
C = Te s −
1
γe s
h ·,ve siKue s, e = 0
on the third row and ﬁnally on the fourth row
η = σ∗
0, ξ(2k) = G−1
1

 
 
 

σ∗
1
. . .
σ∗
k
. . .
σ∗
2k − σ0σ∗2
k

 
 
 

, α = −
σk
γe s
, χq = q,q−1, β = −
σk
γe s
,
f = ve s, σ = σ0,
is minimal isometric in the space C2k
G1 ⊕C
q
G2 ⊕K⊕C and s(z) = sVs(z) near
z = 0.
7.2.3 Minimal unitary colligations
Here we consider the case when the colligation of the parameter function e s(z)
appearing in formula (5.2.3) for the solutions of problem (BIPS0)is minimal
and unitary.
Theorem 7.2.9 Theorems 7.2.1–7.2.4 remain valid if minimal coisometric
is replaced with minimal unitary.
Theorem 7.2.10 Theorems 7.2.5–7.2.8 remain valid if minimal isometric
is replaced with minimal unitary.
Theorem 7.2.11 Let s(z) be a solution of the interpolation problem (BIPS0)
in the case |σ0| = 1 and q = 0 with corresponding parameter function e s(z).
Consider the upper triangular k × k matrix
∇ =

 
 

σk σk+1 ··· σ2k−1
0
... ...
. . .
. . .
... σk σk+1
0 ··· 0 σk

 
 
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and the 2k × 2k matrix
M =

 
 
 
 
 
 
 
 
 
 

0 0 0 0 0 0 0 ··· 0 −σ0
c∗
0
c0
0 0 0 0 0 0 0 ··· 0 −σ0
c∗
1
c0
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 0 0 0 0 ··· 0 −σ0
c∗
k−1
c0
0 0 0 0 0 0 0 ··· 0 t2k
0 0 0 0 0 0 0 ··· 0 −
ck−1
c0
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 0 0 0 0 ··· 0 −
c1
c0

 
 
 
 
 
 
 
 
 
 

where t2k =
−s0
e s(0) − σ0
. If
Ve s :=

Te s ue s
h · ,ve si γe s

:

K
C

→

K
C

is a minimal unitary colligation such that e s(z) = sVe s(z) near z = 0, then
the colligation Vs in (7.1.1) with
` = 2k, G =
 
0 ∇
∇∗ 0
!
,
and with entries
A = S∗ − σ∗
0k∗
k−1 + M, α =
c0t2k
σ0
k, a = ve s, γ = k,
b = ue s, β =
c∗
0t∗
2k
σ∗
0
k−1, B = Te s +
c0t2k
σ0
h · ,ve siKue s, c = 0,
δ = k−1, d = 0, σ = σ0,
is minimal unitary in the space C2k
G ⊕ K ⊕ C and s(z) = sVs(z) near z = 0.
Theorem 7.2.12 Let s(z) be a solution of the interpolation problem (BIPS0)
in the case |σ0| = 1 and q > 0 with corresponding parameter function e s(z).
Consider the upper triangular k × k matrix
∇ =


 


σk σk+1 ··· σ2k−1
0
... ...
. . .
. . .
... σk σk+1
0 ··· 0 σk

 
 
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and the 2k × 2k matrix
Mq =


 
 
 
 
 
 
 
 
 


0 0 0 0 0 0 0 ··· 0 −σ∗
0
c∗
0
c0
0 0 0 0 0 0 0 ··· 0 −σ∗
0
c∗
1
c0
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 0 0 0 0 ··· 0 −σ∗
0
c∗
k−1
c0
0 0 0 0 0 0 0 ··· 0 −σ∗
0σk
0 0 0 0 0 0 0 ··· 0 −
ck−1
c0
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
0 0 0 0 0 0 0 ··· 0 −
c1
c0


 
 
 
 
 
 
 
 
 


.
If
Ve s :=

Te s ue s
h · ,ve si γe s

:

K
C

→

K
C

is a minimal unitary colligation such that e s(z) = sVe s(z) near z = 0, then
the colligation Vs in (7.2.1) with
G1 =

0 σ∗2
0 ∇
σ2
0∇∗ 0

, G2 = −Iq,
and with entries
A = S∗ − σ02k,k∗
2k,k−1 + σ0h ·, 2k,k−1iG1 + Mq, α(2k) = −σ02k,k−1,
α(q) = q,0, β(2k) = 0, a = 0, γ(2k) = 2k,k
on the ﬁrst row of Vs,
δ(q) = −
σ0
γe s
q,q−1, δ(2k) = 2k,k−1, B = S +
σ0
γe s
∗
q,0q,q−1,
ρ(q) = −
1
γe s
q,q−1 b = ve s, µ(q) = 0
on the second row,
c = −
σ0
γe s
ue s, λ(2k) = 2k,k−1, d = −
σ0
γe s
ue s, τ(q) = q,0,
C = Te s −
1
γe s
h ·,ve siKue s, e = 0
on the third row and ﬁnally on the fourth row
η = σ0, ξ(2k) = 2k,k−1, α = 0, χq = 0, β = 0, f = 0, σ = σ0,
is minimal unitary in the space C2k
G1 ⊕ C
q
G2 ⊕ K ⊕ C and s(z) = sVs(z) near
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7.3 The method of dilation
We shall use the method of dilation to show that if we know how to con-
struct the unitary colligation of the solution of problem (BIPS0) from the
unitary colligation of the parameter function then we are able to get the
corresponding coisometric and isometric colligations for the solution from
the respective colligations of the parameter. First we recall the deﬁnition
of a dilation of an operator. Let V ∈ B(K), where K is a Krein space. A
unitary dilation of V is a unitary operator U ∈ B(e K), where e K is a Krein
space containing K isometrically as a regular subspace, such that
V n = PKUn|K and V ∗n = PKU−n|K for n = 1,2,...
where PK is the projection in e K onto K.
The following theorem is proved in [10].
Theorem 7.3.1 For s(z) ∈ S0 let P be a Pontryagin space such that
V =

Ts us
h · , vsi γs

:

P
C

→

P
C

is a minimal coisometric colligation with s(z) = sV (z) near z = 0. Then
there exists a minimal unitary colligation
U0 =





A0 B0
0 Ts
 
u0
us

h · ,

0
vs

i γs



 :



H
P

C

 →



H
P

C


such that H is a Hilbert space and s(z) = sU0(z) near z = 0. If
U0
0 =





A0
0 B0
0
0 Ts
 
u0
0
us

h · ,

0
vs

i γs



 :



H0
P

C

 →



H0
P

C


is another minimal unitary colligation such that H0 is a Hilbert space and
s(z) = sU0
0(z) near z = 0 then the two colligations U0 and U0
0 are isomorphic.
We now show how to get the coisometric colligation of the solution from
the unitary colligation as stated above. We consider the case |σ0| < 1 and
show that the method works for all the other remaining cases. Assume |σ0| <
1. By Theorem 7.2.9, Theorem 7.2.1 holds when coisometric is replaced with
unitary. Let
Ve s =

Te s ue s
h · , ve si γe s

:

K
C

→

K
C
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be a minimal coisometric colligation such that e s(z) = sVe s(z) and let
Ue s =

 


A0 B0
0 Te s
 
u0
ue s

h · ,

0
ve s

i γe s

 
 :



H
K

C

 →



H
K

C


be the unitary dilation of Ve s in Theorem 7.3.1. By Theorem 7.2.1 with
coisometric replaced by unitary,
(7.3.1)
U =

 

 

 

 

 
 

 

 



A 0
1
r

 


0
0
. . .
1

 


h · , ve si γe s

 


0
0
. . .
1

 


−
σ∗
0
r
u0h · ,



1
. . .
0


i A0 B0 ru0
−
σ∗
0
r
ue sh · ,



1
. . .
0


i 0 Te s rue s
h · ,



1
. . .
0


i 0 0 σ0

 

 

 

 

 

 
 

 



:




Ck
H
K
C



 →




Ck
H
K
C




is a minimal unitary colligation such that s(z) = sU(z). Because of the zeros
in the second column of the matrix representation of U in (7.3.1) above, the
restriction V of U to


Ck
K
C

 is a coisometric colligation. That s(z) = sV (z)
follows from the fact that if we write U in the from U =

T u
h · , vi σ0

,
then v =


 
 
 


 


1
0
. . .
0

 


0
0


 
 
 

. The minimality of V can be established as in the proof
of Theorem 7.2.1. In the remaining three cases the matrix representation
of U takes the form (7.3.1), that is, with three zero entries in the second
column (third column with q > 0), with v being of the form given above. So
even in these cases the result still holds. The isometric cases can be shown
in a similar way by considering the adjoints of the concerned colligations.7.4. Proofs 137
7.4 Proofs
7.4.1 Proofs of Theorems 7.2.1–7.2.4
Proof of Theorem 7.2.1. First we show that Vs is coisometric in the
space Ck
G ⊕ K ⊕ C. Using hve s,ve siK = 1 − |γe s|2 we show that identity (r1c1)
holds. We have that
AG−1A∗G + αha,aiKh · ,αiG + γh · ,γiG
= AG−1A∗G + hve s,ve siKhG · ,
1
r
k−1iCk
1
r
k−1 + hG · ,γe sk−1iCkγe sk−1
= AG−1A∗G + hve s,ve siK
1
r2k−1∗
k−1G + |γe s|2k−1∗
k−1G
= AA∗ +

(1 − |γe s|2) + |γe s|2r2
k−1∗
k−1
= (S − γe sσ∗
0k−1∗
0)
 
S∗ − γ∗
e sσ00∗
k−1

+
 
(1 − |γe s|2) + |γe s|2r2
k−1∗
k−1
= SS∗ − γe sσ∗
0k−1∗
0S∗ − Sγ∗
e sσ00∗
k−1 + |γe s|2|σ0|2k−1∗
00∗
k−1
+
 
(1 − |γe s|2 + |γe s|2r2
k−1∗
k−1
= SS∗ + 0 + |γe s|2|σ0|2k−1∗
k−1 +
 
(1 − |γe s|2 + |γe s|2(1 − |σ0|2)

k−1∗
k−1
= SS∗ + k−1∗
k−1
=

 
 
 


1 0 0 ··· 0 0
0 1 0 ··· 0 0
0 0 1 ··· 0 0
. . .
. . .
... ...
. . .
. . .
0 0 0 ··· 1 0
0 0 0 ··· 0 0

 
 
 


+

 
 
 


0 0 0 ··· 0 0
0 0 0 ··· 0 0
0 0 0 ··· 0 0
. . .
. . .
. . .
...
. . .
. . .
0 0 0 ··· 0 0
0 0 0 ··· 0 1

 
 
 


= Ik.
Using Te sve s = −γ∗
e sve s we show that identity (r1c2) holds.
Aβh · ,biK + αh · ,BaiK + γh · ,ciK
= 0A
−σ0
r
h · ,ue siK + k−1
1
r
h · ,Te sve siK + k−1γe srh · ,ue siK
= k−1γe s
|σ0|
r
2
h · ,ue siK − k−1
γe s
r
h · ,ue siK + k−1γe srh · ,ue siK
=
γe s
r
h · ,ue siKk−1

|σ0|2 − 1 + r2
= 0.
For the identity (r1c3) we have
Aδ + αhd,aiK + γσ∗ = −γe sσ∗
0k−1 + 0 + γe sσ∗
0k−1 = 0.138 Chapter 7. Solutions in terms of associated minimal colligations
Using Te sT∗
e s = IK − h ·ue siKue s we show that identity (r2c2) holds.
bhβ,βiGh · ,biK + BB∗ + ch · ,ciK
=
ue s|σ0|2
r2 h0,0iGh · ,ue siK + Te sT∗
e s + r2ue sh · ,ue siK
=
ue s|σ0|2
r2 hG0,0iCkh · ,ue siK + Te sT∗
e s + r2ue sh · ,ue siK
= ue s|σ0|2h · ,ue siK + Te sT∗
e s + r2ue sh · ,ue siK
= ue sh · ,ue siK

|σ0|2 − 1 + r2
+ IK = IK.
For the identity (r2c3) we get
bhδ,βiG + Bd + cσ∗ =
−ue sσ∗
0
r
h0,0iG + 0 + rue sσ∗
=
−ue sσ∗
0
r
hG0,0iCk + rue sσ∗ = −ue sσ∗
0r + rue sσ∗
0 = 0.
Finally for the identity (r3c3) we have
hδ,δiG+hd,diK+|σ|2 = h0,0iG+|σ0|2 = hG0,0iCk+|σ0|2 = r2+|σ0|2 = 1.
This shows that Vs is coisometric. To show that minimality holds we ﬁrst
note that if (7.1.1) is written in form (7.1.2), (7.1.3) then we have
vs =

δ
d

=

0
0

,
and
T∗
s =



G−1A∗G −
σ00h · ,ue siK
r
ve sh · ,k−1iG
r
T∗
e s


.
Therefore,
T∗
s vs =

A∗ −σ0
r 0h · ,ue siK
1
rve sh · ,k−1iG T∗
e s

0
0

=

1
0

,
T∗2
s vs = T∗
s

1
0

=

2
0

, ..., T∗k−2
s vs = T∗
s

k−3
0

=

k−2
0

,
T∗k−1
s vs = T∗
s

k−2
0

=

k−1
0

.
Hence span

vs,T∗
s vs,...,T∗k−1
s vs
	
=

Ck
0

. We now show by induction
that for n ≥ 0,
T∗(k+n)
s vs = α0

0
0

+ ··· + αk−1

k−1
0

+ β0

0
ve s

+ β1

0
T∗
e s ve s

+ ··· + βn−1
 
0
T
∗(n−1)
e s ve s
!
+ r

0
T∗n
e s ve s
7.4. Proofs 139
for some complex numbers α0,...,αk−1 and β0,...,βn−1. This means that

0
T∗n
e s ve s

∈ span {vs,T∗
s vs,...,T∗(k+n)
s vs}, n = 0,1,2,....
For n = 0 we have
(7.4.1) T∗k
s vs = T∗
s

k−1
0

=

α00
rve s

= α0

0
0

+ r

0
ve s

for some complex number α0. Suppose that for n = `
T∗(k+`)
s vs = α0

0
0

+ ··· + αk−1

k−1
0

+ β0

0
ve s

+ β1

0
T∗
e s ve s

+ ··· + β`−1
 
0
T
∗(`−1)
e s ve s
!
+ r

0
T∗`
e s ve s

.
Then
T∗(k+`+1)
s vs = T∗
s

α0

0
0

+ ··· + αk−1

k−1
0

+ β0

0
ve s

+ β1

0
T∗
e s ve s

+ ··· + β`−1
 
0
T
∗(`−1)
e s ve s
!
+ r

0
T∗`
e s ve s
#
= α

0
0

+ α0

1
0

+ ··· + αk−2

k−1
0

+β

0
ve s

+ β0

0
T∗
e s ve s

+ ··· + β`−1

0
T∗`
e s ve s

+ r
 
0
T
∗(`+1)
e s ve s
!
for some complex numbers α and β and so the claim holds.
Let

θ
a

∈

Ck
K

be orthogonal to
span
n
vs,T∗
s vs,...,T∗(k−1)
s vs,T∗k
s vs,T∗(k+1)
s vs,...T∗(k+n)
s vs,...
o
.
Then

θ
a

is orthogonal to
span

0
0

,...,

k−1
0

,

0
ve s

,

0
T∗
e s ve s

,...,

0
T∗n
e s ve s

,...

and so

θ
a

=

0
0

since Ve s is minimal. This proves minimality.140 Chapter 7. Solutions in terms of associated minimal colligations
We now show that the characteristic function for Vs coincides with s(z).
We write I for the identity operator on Ck
G ⊕ K. We have that
sVs(z) = σ + z


(I − zTs)−1us,vs

Ck
G⊕K
= σ + z
*
I − z

A αh · ,aiK
bh · ,βiG B
−1 
γ
c

,

δ
d
+
Ck
G⊕K
.
Let
(7.4.2)

I − z

A αh·,aiK
bh · ,βiG B
−1 
γ
c

=

τ
t

∈
 
Ck
G
K
!
.
Then
sVs(z) = σ + z

τ
t

,

δ
d

Ck
G⊕K
= σ0 + z hτ,δiG + ht,diK
= σ0 + z hGτ,0iCk = σ0 + zr2τ0.
From (7.4.2) we get

γ
c

==

Ik − zA −zαh · ,aiK
−zbh · ,βiG IK − zB

τ
t

,
that is,
(7.4.3) (IK − zA)τ − zαht,aiK = γ, (IK − zB)t − zbhτ,βiG = c.
From the second equality in (7.4.3) we get
(IK − zB)t = c + zbhτ,βiG.
Hence
(IK − zTe s)t = rue s + zue shGτ,−
σ0
r
0iCk = [r − zσ∗
0rτ0]ue s,
from which we see that t = (r − zσ∗
0rτ0)(IK − zTe s)−1ue s and that
ht,aiK = (r − zσ∗
0rτ0)


(IK − zTe s)−1ue s, ve s

K
= (1 − zσ∗
0τ0)r
e s(z) − γe s
z
.
From the ﬁrst equality in (7.4.3) we have
(Ik − zA)τ = γ + zαht,aiK = γe sk−1 +
z
r
ht,aiKk−1
= k−1 [γe s + (1 − zσ∗
0τ0)(e s(z) − γe s)].7.4. Proofs 141
Hence we have


 
 
 
 

1 −z 0 ··· 0 0
0 1 −z
... 0 0
. . .
. . .
... ...
. . .
. . .
0 0 0
... −z 0
0 0 0 ··· 1 −z
zγe sσ∗
0 0 0 ··· 0 1


 

 
 


τ = k−1 [γe s + (1 − zσ∗
0τ0)(e s(z) − γe s)].
This means
τ0 − zτ1 = 0, τ1 − zτ2 = 0, ··· , τk−2 − zτk−1 = 0,
and
(7.4.4) τ0zγe sσ∗
0 + τk−1 = γe s + (1 − zσ∗
0τ0)(e s(z) − γe s),
from which we get τ0 = zτ1 = z2τ2 = ··· = zk−1τk−1, so that
τk−1 =
τ0
zk−1.
From (7.4.4) we get
τ0 =
e s(z) − τk−1
zσ∗
0e s(z)
=
zk−1e s(z) − τ0
zkσ∗
0e s(z)
and so
τ0 =
zk−1e s(z)
1 + zkσ∗
0e s(z)
.
But
sVs(z) = σ0 + zτ0r2 = σ0 +
zke s(z)r2
1 + zkσ∗
0e s(z)
=
σ0 + zk|σ0|2e s(z) + zke s(z)(1 − |σ0|2)
1 + zkσ∗
0e s(z)
=
σ0 + zke s(z)
1 + zkσ∗
0e s(z)
.
Hence s(z) = sVs(z) holds.
The proof of Theorem 7.2.2 is similar to that of Theorem 7.2.1 above
and is omitted.
Proof of Theorem 7.2.3. First we show that V is coisometric in the
space C2k
G ⊕ K ⊕ C. With
C =


 


c0 0 ··· 0
c1 c0
...
. . .
. . .
... ... 0
ck−1 ··· c1 c0

 
 

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we shall use G−1 =

Ik −C
−C∗ 0

, which follows from (4.2.5). We shall
also use
(S+R)−1 =


 
 
 
 
 

−
c∗
1
c∗
0
··· −
c∗
k−1
c∗
0
−
c0
c∗
0
t2k
ck−1
c∗
0
··· c0
c∗
0
1 0 0 0 0 ··· 0
0 1 0 0 0 ··· 0
. . .
... ... ... 0 ··· 0
0 ··· 0 1 0 0 0
0 ··· 0 0 1 0 0
0 ··· 0 0 0 1 0


 
 
 
 
 

and
(S+R)∗−1 =

 
 

 
 
 
 
 
 


−
c1
c0
1 0 0 0 ··· 0
. . . 0 1 0 0 ··· 0
−
ck−1
c0
0
... ... ... ...
. . .
−
c∗
0t∗
2k
c0
. . .
... ... 0 0
c∗
k−1
c0
0 0 ··· 0 1 0
. . . 0 0 ··· 0 0 1
c∗
0
c0
0 0 ··· 0 0 0


 
 
 
 
 
 
 
 


.
The identity (r1c1) can be written as
(S + R)G(S + R)∗ + (1 − |γe s|2)|t2k|22k−1∗
2k−1
+
 
σ1 ··· σ2k
T  
σ∗
1 ··· σ∗
2k

= G
or
(S + R)−1G(S + R)∗−1 − G
=


 
 
 
 


|t2k|2(1 − |γe s|2) 0 ··· 0
0 0 ··· 0 O
. . .
. . .
. . .
0 0 ··· 0
O



σk
. . .
σ2k−1



 
σ∗
k ··· σ∗
2k−1



 
 
 
 


,
where a horizontal or vertical line indicates that the entry just before it is
in the k − th position. We shall prove equality by applying both sides to j7.4. Proofs 143
for j = 0, 1, ..., 2k − 1. Using the relation ∆C = σ0Ik we have for j = 0
G(S + R)∗−10 =

0 −σ0∆∗
−σ∗
0∆ −∆∆∗

1
c0

 

 
 

 

−c1
. . .
−ck−1
−c∗
0t∗
2k
c∗
k−1
. . .
c∗
0

 

 
 

 

=
1
c0

 

 

 


−σ0 [(ck−1 ···c0)∆]
∗
σ∗
0∆

 


c1
. . .
ck−1
c∗
0t∗
2k

 


− ∆[(ck−1 ···c0)∆]
∗

 

 

 


=
1
c0

 

 

 
 

 


0
. . .
0
−1
σ∗
0


 



c1σk
c1σk+1 + c2σk
. . .
c1σ2k−2 + ··· + ck−1σk
c1σ2k−1 + ··· + ck−1σk+1 + σkc∗
0t∗
2k


 



+


 



0
0
. . .
0
−σ∗
0σk


 




 

 

 

 
 


=
1
c0



 
 

 

 

0
. . .
0
−1
σ∗
0

 


−c0σk+1
. . .
−c0σ2k−1
σ0t2k − c0σ2k + σkc∗
0t∗
2k

 


+

 


0
. . .
0
−σ∗
0σk

 





 
 

 

 

=


 

 

 

 



0
. . .
0
− 1
c0
−σ∗
0σk+1
. . .
−σ∗
0σ2k−1
t2k
c0 − σ∗
0σ2k +
σ∗
0σkc∗
0t∗
2k
c0
−
σ∗
0σk
c0


 

 

 

 



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Hence
(S + R)−1G(S + R)∗−10 =


 
 
 
 
 
 

t2k
c∗
0 −
σ∗
0
c∗
0 [ck−1σk+1 + ··· + c1σ2k−1] − c0
c∗
0σ∗
0σ2k +
t2k
c∗
0 + σ∗
0σkt∗
2k −
σ∗
0σk
c∗
0
0
. . .
0
− 1
c0
−σ∗
0σk+1
. . .
−σ∗
0σ2k−1


 
 
 
 
 
 

=

 
 
 
 
 
 
 
 
 

t2k
c∗
0 −
σ∗
0
c∗
0
[ck−1σk+1 + ··· + c0σ2k]
| {z }
=
t2k
c∗
0
+
t2k
c∗
0 + σ∗
0σkt∗
2k −
σ∗
0σk
c∗
0
0
. . .
0
− 1
c0
−σ∗
0σk+1
. . .
−σ∗
0σ2k−1

 
 
 
 
 
 
 
 
 

=

 
 
 
 
 
 


t2k
c∗
0 + σ∗
0σkt∗
2k −
σ∗
0σk
c∗
0
0
. . .
0
−σ∗
0σk
−σ∗
0σk+1
. . .
−σ∗
0σ2k−1

 
 
 
 
 
 


=

 
 
 
 
 

 

σ∗
k
σ∗
0t2k +
σk
σ0t∗
2k − |σk|2
0
. . .
0
−σ∗
0σk
−σ∗
0σk+1
. . .
−σ∗
0σ2k−1

 
 
 
 
 
 


=

 
 
 
 
 
 

|t2k|2(1 − |γe s|2)
0
. . .
0
−σ∗
0σk
−σ∗
0σk+1
. . .
−σ∗
0σ2k−1

 
 
 
 
 
 

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since γe s = σ0 −
σk
t2k. But G0 =


 
 
 


0
. . .
0
−σ∗
0σk
. . .
−σ∗
0σ2k


 
 
 


implies that

(S + R)−1G(S + R)∗−1 − G

0 =

 
 
 
 
 
 

|t2k|2(1 − |γe s|2)
0
. . .
0
0
0
. . .
0

 
 
 
 
 
 

.
Hence


 
 
 
 


|t2k|2(1 − |γe s|2) 0 ··· 0
0 0 ··· 0 O
. . .
. . .
. . .
0 0 ··· 0
O



σk
. . .
σ2k−1



 
σ∗
k ··· σ∗
2k−1



 
 
 
 


0
=

(S + R)−1G(S + R)∗−1 − G

0.
For j = 1, ..., k − 1 we have
(S + R)∗−1j = j−1
and so
G(S + R)∗−1j =

0 −σ0∆∗
−σ∗
0∆ −∆∆∗

j−1 =

 
 
 
 
 
 


0
. . .
0
−σ∗
0


 
 


0
. . .
σk
. . .
σ2k−j−1


 
 



 
 
 
 
 
 


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Using ∆C = σ0Ik we have that
(S + R)−1G(S + R)∗−1j =



 

 

 

 
 

−σ∗
0 [ck−j−1σk + ··· + c1σ2k−j−2 + c0σ2k−j−1]
0
. . .
0
−σ∗
0

 

 


0
. . .
σk
. . .
σ2k−j−2

 

 





 

 

 

 
 

=

 

 

 
 

 



0
0
. . .
0
−σ∗
0


 

 

0
. . .
σk
. . .
σ2k−j−2


 

 


 

 

 
 

 



. Since Gj =

 

 

 
 

 



0
0
. . .
0
−σ∗
0


 

 

0
. . .
σk
. . .
σ2k−j−1


 

 


 

 

 
 

 



we see that 
(S + R)−1G(S + R)∗−1 − G

j = 0
and so


 

 
 
 

|t2k|2(1 − |γe s|2) 0 ··· 0
0 0 ··· 0 O
. . .
. . .
. . .
0 0 ··· 0
O



σk
. . .
σ2k−1



 
σ∗
k ··· σ∗
2k−1



 
 
 
 


j
=

(S + R∗)−1G(S + R∗)∗−1 − G

j.
For j = k we have
(S + R)∗−1k = k−1.
This implies that
G(S + R)∗−1k = Gk−1 = −σ∗
0σk2k = −
1
c0
2k
and that
(S + R)−1G(S + R)∗−1k = (S + R)−1(−
1
c0
2k) = −
1
c∗
0
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Since
Gk =


 
 
 
 


−σ0


 

σ∗
k
0
. . .
0


 

−



σk
. . .
σ2k−1


σ∗
k


 
 
 
 


= −
1
c∗
0
0 +

 
 
 
 

0
. . .
0
−



σk
. . .
σ2k−1


σ∗
k

 
 
 
 

,

(S + R)−1G(S + R)∗−1 − G

k =

 
 
 
 

0
. . .
0
−



σk
. . .
σ2k−1


σ∗
k

 
 
 
 

,
and so

 
 
 
 
 

|t2k|2(1 − |γe s|2) 0 ··· 0
0 0 ··· 0 O
. . .
. . .
. . .
0 0 ··· 0
O



σk
. . .
σ2k−1



 
σ∗
k ··· σ∗
2k−1


 
 
 
 
 

k
=

(S + R)−1G(S + R)∗−1 − G

k.
For j = k + 1,...2k − 1, (S + R)∗−1j = j−1. This implies that if we let
~ σj be the column vector ~ σj =
 
σ∗
j−1 ··· σ∗
k 0 ··· 0
t
in Ck where t
denotes the transpose, then
G(S + R)∗−1j =

 
 
 


0 −σ0

 


σ∗
k σ∗
k+1 ··· σ∗
2k−1
0 σ∗
k ··· σ∗
2k−2
. . .
... ...
. . .
0 0 ··· σ∗
k

 


−σ∗
0∆ −∆∆∗

 
 
 


j−1
=

−σ0~ σj−1
−∆~ σj−1

.
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(S + R)−1G(S + R)∗−1j = (S + R)−1

−σ0~ σj−1
−∆~ σj−1

=

 
 
 
 
 
 
 
 
 
 

σ0
c∗
0
h
c∗
1σ∗
j−1 + ··· + c∗
j−kσ∗
k
i
−
 
ck−1 ··· c0

∆~ σj−1
−σ0σ∗
j−1
. . .
−σ0σ∗
k
0
. . .
0
0
−



σk 0 ··· 0
. . .
... ...
. . .
σ2k−2 ··· σk 0


~ σj−1

 
 
 
 
 

 
 
 
 


=


 
 

−σ0~ σj
0
−



σk 0 ··· 0
. . .
... ...
. . .
σ2k−2 ··· σk 0


~ σj−1

 
 


.
Also
Gj =

−σ0~ σj
−∆~ σj

=


 
 

−σ0~ σj
0
−



σk ··· 0
. . .
...
. . .
σ2k−1 ··· σk


~ σj


 
 

.
We now have that
[(S + R)−1G(S + R)∗−1 − G]j
=

 
 
 
 
 
 
 


0
. . .
0
0 + σkσ∗
j
−σkσ∗
j−1 + σk+1σ∗
j + σkσ∗
j−1
−σk+1σ∗
j−1 − σkσ∗
j−2 + σk+2σ∗
j + σk+1σ∗
j−1 + σkσ∗
j−2
. . .
−(σ2k−2σ∗
j−1 + σ2k−3σ∗
j−2 + ··· + σ3k−j−1)
+σ2k−1σ∗
j + σ2k−2σ∗
j−1 + ··· + σ3k−j−1σ∗
k


 
 
 
 
 

 


= σ∗
j
 
0 ··· 0 σk ··· σ2k−1
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Hence

 
 
 
 
 

|t2k|2(1 − |γe s|2) 0 ··· 0
0 0 ··· 0 O
. . .
. . . 0
0 0 ··· 0
O



σk
. . .
σ2k−1



 
σ∗
k ··· σ∗
2k−1


 
 
 
 
 

j
=

(S + R)−1G(S + R)∗−1 − G

j
and so the identity (r1c1) holds.
For the identity (r1c2) we use Te sve s = −γ∗
e sue s and get
Aβh · ,biK + αh · ,BaiK + γh · ,ciK
= G−1(S+R)G(−t∗
2k)G−1



σ0
. . .
σ2k−1


h · ,ue siK
+ t2kG−12k−1

· ,Te sve s +
t2k
σk
hve s,ve siKue s

K
+ G−1



σ1
. . .
σ2k


h · ,t2kue siK
= G−1(S+R)(−t∗
2k)



σ0
. . .
σ2k−1


h · ,ue siK
+ t2kG−12k−1

−γe s +
t∗
2k
σ∗
k
(1 − |γe s|2)

h · ,ue siK
+ G−1



σ1
. . .
σ2k


t∗
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= h · ,ue siKG−1

   
   
−t∗
2k


 

σ1
. . .
σ2k−1
0


 

− t∗
2k[σ∗
0σk(c∗
0σ0 + c∗
1σ1 + ···
+c∗
k−1σk−1 +
t2k
σ∗
0σk
σk − ck−1σk+1 − ··· − c1σ2k−1)]2k−1
+

−t2kγe s +
|t2k|2
σ∗
k
(1 − |γe s|2)

2k−1 + t∗
2k



σ1
. . .
σ2k




 
 
= h · ,ue siKG−1

   
   
−t∗
2k

 


σ1
. . .
σ2k−1
0

 


− t∗
2k(σ∗
0σkc∗
0σ0 +
t2k
σ∗
0
−
t2k
σ∗
0
+ c0σ2k)2k−1 +

−t2kγe s +
|t2k|2
σ∗
k
(σ∗
0
σk
t2k
+ σ0
σ∗
k
t∗
2k
−
|σk|2
|t2k|2)

2k−1 + t∗
2k



σ1
. . .
σ2k




 
 
= G−12k−1

t∗
2kσ2k − t∗
2k(σkc∗
0 + σ2k) − t2k(σ0 −
σk
t2k
)
+
|t2k|2
σ∗
k
(σ∗
0
σk
t2k
+ σ0
σ∗
k
t∗
2k
−
|σk|2
|t2k|2)

h · ,ue siK
= G−12k−1[t∗
2kσ2k − t∗
2kσk
σ∗
0
σ∗
k
− t∗
2kσ2k − t2kσ0 + σk + t∗
2kσk
σ∗
0
σ∗
k
+ t2kσ0 − σk]h · ,ue siK
= 0.
For the identity (r1c3) we have
Aδ + αhd,aiK + γσ∗
= G−1(S+R)G0 + 0 + G−1  
σ1 ··· σ2k
t σ∗
0
= G−1


 
 
 


σ∗
0



σ1
. . .
σ2k


 + (S+R)


 
 
 


0
. . .
0
−σ∗
0



σk
. . .
σ2k−1





 
 
 




 
 
 


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G−1

 
 
 
 
 
 

σ∗
0

 
 
 
 

0
. . .
σk
σk+1
. . .
σ2k



 
 
 

− σ∗
0

 
 
 
 
 
 

0
. . .
0
σk
σk+1
. . .
σ2k−1
0


 
 
 
 

 

+


 

0
. . .
0
−σ∗2
0 σk(
t2k
σ∗
0 −
t2k
σ∗
0 + c0σ2k)


 



 

 
 
 
 

= 0
For the identity (r2c2) we have
bhβ,βiG h · ,biK + BB∗ + ch · ,ciK = ue s
|t2k|2
|σk|2 hk,kiG h · ,ue siK
+

Te s +
t2k
σk
h · ,ve siKue s

T∗
e s +
t∗
2k
σ∗
k
h · ,ue siKve s

+ |t2k|2h · ,ue siKue s
= −
|t2k|2
|σk|2 |σk|2h · ,ue siKue s + Te sT∗
e s +
t2k
σk
h · ,Te sve siKue s
+
t∗
2k
σ∗
k
h · ,ue siKTe sve s +
|t2k|2
|σk|2 hve s,ve siKh · ,ue siKue s + |t2k|2h·,ue siKue s
= Te sT∗
e s −
t2k
σk
γe sh · ,ue siKue s −
t∗
2k
σ∗
k
γ∗
e sh · ,ue siKue s
+
|t2k|2
|σk|2 (1 − |γe s|2)h · ,ue siKue s
= Te sT∗
e s − [
t2k
σk
(σ0 −
σk
t2k
) +
t∗
2k
σ∗
k
(σ∗
0 −
σ∗
k
t∗
2k
) −
|t2k|
|σk|
(σ0
σ∗
k
t∗
2k
+ σ∗
0
σk
t2k
−
|σk|2
|t2k|2)]h · ,ue siKue s
= Te sT∗
e s −

σ0t2k
σk
− 1 +
σ∗
0t∗
2k
σ∗
k
− 1 −
σ0t2k
σk
−
σ∗
0t∗
2k
σ∗
k
+ 1

h · ,ue siKue s
= Te sT∗
e s + h · ,ue siKue s = IK.
For the identity (r2c3) we get
bhδ,βiG + Bd + cσ∗ = −t2kue s
*
0,G−1



σ0
. . .
σ2k−1



+
G
+ 0 + σ∗
0t2kue s
= −t2kue s
*
0,



σ0
. . .
σ2k−1



+
C2k
+ σ∗
0t2kue s = −t2kue sσ∗
0 + σ∗
0t2kue s = 0.152 Chapter 7. Solutions in terms of associated minimal colligations
Finally for the identity (r3c3) we have
hδ,δiG + hd,diK + |σ|2 = hG0,0iC2k + 0 + |σ0|2 = 0 + 0 + 1 = 1.
This shows that V is coisometric.
With
v =

0
0

, and T∗ =
 
(S+R)∗ t∗
2k
σ∗
k
kh·,ue siK
t∗
2kh·,2k−1iC2kve s T∗
e s +
t2k∗
σ∗
k
h·,ue siKve s
!
,
minimality can be shown as in the proof of Theorem 7.2.1.
We now show that s(z) coincides with the characteristic function for V .
Denoting the identity operator on C2k
G ⊕ K by I we have that
sV (z) = σ + z
D
(I − zT)
−1 u,v
E
C2k
G ⊕K
= σ + z
*
I − z

A αh · ,aiK
bh · ,βiG B
−1 
γ
c

,

δ
d
+
C2k
G ⊕K
= σ + z
*
γ
c

,

I − z∗

G−1A∗G βh · ,biK
ah · ,αiG B∗
−1 
δ
d
+
C2k
G ⊕K
.
Let

I − z∗

G−1A∗G βh · ,biK
ah · ,αiG B∗
−1 
δ
d

=

ξ
y

∈
 
C2k
G
K
!
.
Then
sV (z) = σ + z

γ
c

,

ξ
y

C2k
G ⊕K
= σ0 + z [hGγ,ξiC2k + hc,yiK]
= σ0 + z [ξ∗Gγ + hc,yiK] = σ0 + z


ξ∗



σ1
. . .
σ2k


 + t2khue s,yiK


.
Now

0
0

=

δ
d

=

ξ
y

− z∗

G−1A∗Gξ + βhy,biK
ahξ,αiG + B∗y

=

ξ − z∗(S+R)∗ξ − z∗βhy,biK
y − z∗ahξ,αiG − z∗B∗y

=


ξ − z∗(S+R)∗ξ − z∗ t∗
2k
σ∗
k
hy,ue siKk
y − z∗ve st∗
2k2k−1ξ − z∗(T∗
e s y +
t∗
2k
σ∗
k
hy,ue siKve s)

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Hence
(7.4.5) 0 = ξ − z∗(S+R)∗ξ − z∗t∗
2k
σ∗
k
hy,ue siKk
and
y − z∗T∗
e s y =

z∗t∗
2k∗
2k−1ξ + z∗t∗
2k
σ∗
k
hy,ue siK

ve s.
This implies that
y = z∗t∗
2k

ξ2k−1 +
1
σ∗
k
hy,ue siK

(IK − z∗T∗
e s )−1ve s.
Taking inner product with ue s we get
hy,ue siK = z∗t∗
2k

ξ2k−1 +
1
σ∗
k
hy,ue siK

e s(z) − γe s
z
∗
.
This means
(7.4.6) t∗
2khy,ue siK = ξ2k−1w∗(z), w∗(z) =
σ∗
kt∗2
2k (e s(z) − γe s)
∗
σ∗
k − t∗
2k (e s(z) − γe s)
∗.
Substituting this expression in (7.4.5) we obtain
(7.4.7) ξ = [I2k − z∗(S+R)∗]
−1 0+
1
σ∗
k
z∗w∗(z)ξ2k−1 [I2k − z∗(S+R)∗]
−1 k.
From this we get
ξ2k−1 = ∗
2k−1ξ = ∗
2k−1 [I2k − z∗(S+R)∗]
−1 0
+
1
σ∗
k
z∗w∗(z)ξ2k−1∗
2k−1 [I2k − z∗(S+R)∗]
−1 k
= µ∗
0 +
1
σ∗
k
z∗w∗(z)ξ2k−1µ∗
k,
where µ = [I2k − z(S+R)]
−1 2k−1. Hence
(7.4.8) ξ2k−1 =
µ∗
0
1 − z∗ w∗(z)
σ∗
k
µ∗
k
.
We now determine µ0,...,µ2k−1. From the expression for µ above we get
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so that

 


0
. . .
0
1

 


=

 


µ0
. . .
µ2k−2
µ2k−1

 


−z

 


µ1
. . .
µ2k−1
c∗
0µ0
c0 + ··· +
c∗
k−1µk−1
c0 + t2kµk −
ck−1µk+1
c0 − ··· −
c1µ2k−1
c0

 


.
Hence we have 
        
        
µ0 = zµ1
µ1 = zµ2
. . .
µk = zµk+1
. . .
µ2k−2 = zµ2k−1
and
1 = µ2k−1
−
z
c0

c∗
0µ0 + ··· + c∗
k−1µk−1 + c0t2kµk − ck−1µk+1 − ··· − c1µ2k−1

.
From the above system of equations we get

          
          
µ0 = zµ1 = z2µ2 = ··· = z2k−1µ2k−1
µ1 = zµ2 = z2µ3 = ··· = z2k−2µ2k−1
µ2 = zµ3 = z2µ4 = ··· = z2k−3µ2k−1
. . .
µk = zµk+1 = z2µk+2 = ··· = zk−1µ2k−1
. . .
µ2k−2 = zµ2k−1
and so
1 = µ2k−1 −
z
c0
h
c∗
0z2k−1 + ··· + c∗
k−1zk + c0t2kzk−1 − ck−1zk−2 − ··· − c1
i
µ2k−1.
Therefore
c0 =
h
c0 + c1z + ··· + ck−1zk−1 − c∗
k−1zk+1 − ··· − c∗
0z2k − c0t2kzk
i
µ2k−1
=
h
Q(z) − c0t2kzk
i
µ2k−1.7.4. Proofs 155
Hence
µ2k−1 =
c0
Q(z) − c0t2kzk,
and so
µ0 =
c0z2k−1
Q(z) − c0t2kzk and µk =
c0zk−1
Q(z) − c0t2kzk.
We substitute these expressions in (7.4.8) and get
ξ2k−1 =
c∗
0z∗2k−1
Q∗(z) − c∗
0t∗
2kz∗k − z∗k c∗
0w∗(z)
σ∗
k
.
Then
z∗w∗(z)ξ2k−1 =
σ∗
kc∗
0z∗2kw∗(z)
σ∗
k
 
Q∗(z) − c∗
0t∗
2kz∗k
− z∗kc∗
0w∗(z)
=
σ∗
kc∗
0z∗2k σ∗
kt∗2
2k(e s−γe s)∗
σ∗
k−t∗
2k(e s(z)−γe s)∗
σ∗
k
 
Q∗(z) − c∗
0t∗
2kz∗k
− z∗kc∗
0
σ∗
kt∗2
2k(e s(z)−γe s)∗
σ∗
k−t∗
2k(e s(z)−γe s)∗
=
σ∗2
k c∗
0z∗2kt∗2
2k (e s(z) − γe s)
∗
σ∗2
k Q∗(z) − σ∗2
k c∗
0t∗
2kz∗k − σ∗
kQ∗(z)t∗
2k (e s(z) − γe s)
∗
=
z∗2kt∗
2k (e s(z) − γe s)
∗
Q∗(z)
t∗
2kc∗
0 − z∗k −
Q∗(z)
c∗
0σ∗
k
(e s(z) − γe s)
∗
=
z∗2kt∗
2k (e s(z) − γe s)
∗
σ0σ∗
kQ∗(z)
t∗
2k
− z∗k − σ0Q∗(z)(e s(z) − γe s)
∗
=
z∗2kt∗
2k (e s(z) − γe s)
∗
σ0σ∗
kQ∗(z)
t∗
2k
− z∗k − σ0Q∗(z)e s∗(z) + σ0Q∗(z)γ∗
e s
=
z∗2kt∗
2k (e s(z) − γe s)
∗
Q∗(z) − z∗k − σ0Q∗(z)e s∗(z)
.
Here the last equality is obtained by using γe s = σ0 −
σk
t2k, which implies that
σ0γ∗
e s = 1 −
σ0σ∗
k
t∗
2k
.
From (7.4.6) we obtain
z∗t∗
2khy,ue siK =
z∗2kt∗
2k (e s(z) − γe s)
∗
Q∗(z) − z∗k − σ0Q∗(z)e s∗(z)
.
To be able to determine the expression for sV (z) we also need an expression
for ξ∗



σ1
. . .
σ2k


 in terms of Q(z). Multiplying both sides of (7.4.7) on the156 Chapter 7. Solutions in terms of associated minimal colligations
left by
 
σ∗
1 ··· σ∗
2k

we get
 
σ∗
1 ··· σ∗
2k

ξ =
 
σ∗
1 ··· σ∗
2k

(I2k − z∗(S+R)∗)
−1 0
+
z∗
σ∗
k
w∗(z)ξ2k−1
 
σ∗
1 ··· σ∗
2k

(I2k − z∗(S+R)∗)
−1 k
= ρ∗
0 +
z∗
σ∗
k
ρ∗
kw∗(z)ξ2k−1, (7.4.9)
where
ρ = (I2k − z(S+R))
−1



σ1
. . .
σ2k


.
We now determine ρ0 and ρk. From the expression for ρ above we get



σ1
. . .
σ2k


 = (I2k − z(S+R))ρ.
Hence



 

 


0
. . .
σk
σk−1
. . .
σ2k

 
 

 


= (I2k − z(S+R))ρ =



ρ0
. . .
ρ2k−1



− z

 



ρ0
. . .
ρ2k−1
1
c0
(c∗
0ρ0 + ··· + c∗
k−1ρk−1 + c0t2kρk − ck−1ρk+1 − ··· − c1ρ2k−1)

 



and from this we get the system of equations

            
            
ρ0 = zρ1
ρ1 = zρ2
. . .
ρk−2 = zρk−1
ρk−1 = σk + zρk
ρk = σk+1 + zρk+1
. . .
ρ2k−2 = σ2k−1 + zρ2k−17.4. Proofs 157
and
ρ2k−1 = σ2k
+
z
c0
 
c∗
0ρ0 + ··· + c∗
k−1ρk−1 + c0t2kρk − ck−1ρk+1 − ··· − c1ρ2k−1

.
(7.4.10)
From the above system we get

               
               
ρ1 = 1
zρ0
ρ2 = 1
z2ρ0
. . .
ρk−1 = 1
zk−1ρ0
ρk = −1
zσk + 1
zkρ0
ρk+1 = −1
zσk+1 − 1
z2σk + 1
zk+1ρ0
. . .
ρ2k−1 = −1
zσ2k−1 − 1
z2σ2k−2 − ··· − 1
zkσk + 1
z2k−1ρ0.
We see that
c∗
0ρ0 + c∗
1ρ1 + ··· + c∗
k−1ρk−1 + c0t2kρk − ck−1ρk+1 − ··· − c1ρ2k−1
=
1
z
(−c0t2kσk + ck−1σk+1 + ··· + c1σ2k−1)
+
1
z2 (ck−1σk + ··· + c1σ2k−1) + ··· +
1
zkc1σk
+
h
c∗
0z2k + c∗
1z2k−1 + ··· + c∗
k−1zk+1 + c0t2kzk − ck−1zk−1 − ···
−c1z]
ρ0
z2k
= −
1
z
c0σ2k −
1
z2c0σ2k−1 ··· −
1
zkc0σk+1
+
h
c∗
0z2k + c∗
1z2k−1 + ··· + c∗
k−1zk+1 + c0t2kzk − ck−1zk−1 − ···
−c1z]
ρ0
z2k
= −
c0
zk
h
zk−1σ2k + zk−2σ2k−1 + ··· + σk+1
i
+
h
−Q(z) + c0 + c0t2kzk
i ρ0
z2k.158 Chapter 7. Solutions in terms of associated minimal colligations
We substitute this expression and that for ρ2k−1 above in (7.4.10) to obtain
σ2k = ρ2k−1 −
z
c0

c∗
0ρ0 + c∗
1ρ1 + ··· + c∗
k−1ρk−1 + c0t2kρk − ck−1ρk+1−
··· −c1ρ2k−1]
=
1
zk−1

−zk−2σ2k−1 − zk−3σ2k−2 − ··· − zσk−2 − σk+1 −
1
z
σk

+
1
z2k−1ρ0 +
1
zk−1
h
zk−1σ2k + zk−2σ2k−1 + ··· + σk+1
i
−
z
c0
h
−Q(z) + c0 + c0t2kzk
i ρ0
z2k
=
1
zk−1
h
(−zk−2σ2k−1 − zk−3σ2k−2 − ··· − zσk−2 − σk+1 − z−1σk)
+(zk−1σ2k + zk−2σ2k−1 + ··· + σk+1)
i
+
1
z2k−1ρ0
−
z
c0
h
−Q(z) + c0 + c0t2kzk
i ρ0
z2k
= σ2k −
1
zkσk +
1
z2k−1ρ0 −
z
c0
h
−Q(z) + c0 + c0t2kzk
i ρ0
z2k
This implies that
1
zkσk =
ρ0
z2k−1

1 +
Q(z)
c0
− 1 − t2kzk

and so
ρ0 =
zk−1σkc0
Q(z) − c0t2kzk =
zk−1σ0
Q(z) − c0t2kzk.
But
ρk = −
1
z
σk +
1
zkρ0 = −
σk
z
+
1
zk

zk−1σ0
Q(z) − c0t2kzk

= −
σk
z
+
z−1σ0
Q(z) − c0t2kzk =
1
z
σ0 − σk
 
Q(z) − c0t2kzk
Q(z) − c0t2kzk
=
1
z
σ0 − σkQ(z) + σ0t2kzk
Q(z) − c0t2kzk .
We substitute these expressions in (7.4.9) and get
 
σ∗
1 ···σ∗
2k

ξ =
z∗k−1σ∗
0
Q∗(z) − c∗
0t∗
2kz∗k
+
1
σ∗
k
σ∗
0 − σ∗
kQ∗(z) + σ∗
0t∗
2kz∗k
Q∗(z) − c∗
0t∗
2kz∗k w∗(z)ξ2k−1
=
z∗k−1σ∗
0
Q∗(z) − c∗
0t∗
2kz∗k +
c∗
0 − Q∗(z) + c∗
0t∗
2kz∗k
Q∗(z) − c∗
0t∗
2kz∗k w∗(z)ξ2k−1
=
z∗k−1σ∗
0 +
 
c∗
0 − Q∗(z) + c∗
0t∗
2kz∗k
w∗(z)ξ2k−1
Q∗(z) − c∗
0t∗
2kz∗k7.4. Proofs 159
and so
ξ∗



σ1
. . .
σ2k


 =
zk−1σ0 +
 
c0 − Q(z) + c0t2kzk
w(z)ξ∗
2k−1
Q(z) − c0t2kzk .
Therefore
sV (z) = σ0 + zξ∗



σ1
. . .
σ2k


 + zt2khue s,yiK
= σ0 +
σ0zk + z
 
c0 − Q(z) + c0t2kzk
w(z)ξ∗
2k−1
Q(z) − c0t2kzk + zw(z)ξ∗
2k−1
= σ0 +
σ0zk + zc0w(z)ξ∗
2k−1
Q(z) − c0t2kzk = σ0 +
σkc0zk + zc0w(z)ξ∗
2k−1
Q(z) − c0t2kzk
=
σ0Q(z) − σ0c0t2kzk + σkc0zk + zc0w(z)ξ∗
2k−1
Q(z) − c0t2kzk
=

σ0Q(z) + zk (σkc0 − σ0c0t2k)

Q(z) − zk − σ∗
0Q(z)e s(z)

[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]
+
c0z2kt2k (e s(z) − γe s)
[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]
=

σ0Q(z) − zkσ0c0t2k

Q(z) − zk − σ∗
0Q(z)e s(z)

[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]
+
zkσkc0

Q(z) − zk − σ∗
0Q(z)e s(z)

[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]
+
c0z2kt2k

e s(z) − σ0 +
σk
t2k

[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]
=

σ0Q(z) − zkσ0c0t2k

Q(z) − zk − σ∗
0Q(z)e s(z)

[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]
+
zkσ0Q(z)[1 − σ∗
0e s(z)]
[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]
+
c0z2kt2k (e s(z) − σ0)
[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]
=

σ0Q(z) − zkσ0c0t2k

Q(z) − zk − σ∗
0Q(z)e s(z)

[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]
+
 
σ0Q(z) − c0σ0t2kzk
(1 − σ∗
0e s)zk
[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]160 Chapter 7. Solutions in terms of associated minimal colligations
=

σ0Q(z) − zkσ0c0t2k

Q(z) − zk − σ∗
0Q(z)e s(z)

+ [1 − σ∗
0e s(z)]zk	
[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(z)e s(z)]
=
σ0

Q(z) − zkc0t2k

Q(z) − σ∗
0Q(z)e s(z) − σ∗
0e s(z)zk
[Q(z) − c0t2kzk][Q(z) − zk − σ∗
0Q(ze s)(z)]
=
σ0Q(z) −

Q(z) + zk
e s(z)
Q(z) − zk − σ∗
0Q(z)e s(z)
=

Q(z) + zk
e s(z) − σ0Q(z)
σ∗
0Q(z)e s(z) − [Q(z) − zk]
.
Proof of Theorem 7.2.4. To proof the theorem we deﬁne a new set of
complex numbers by
ˇ σj =

  
  
σ∗
0, j = 0
0, j = 1,...,k − 1
−σ∗2
0 σj, j = k,...,2k − 1
−σ∗2
0
 
σ2k − σ∗
0σ2
k

, j = 2k
.
Then we have that |ˇ σ0| = 1. Recall that the constants cj are deﬁned by the
relation
(7.4.11)

 
 

σk 0 ··· 0
σk+1 σk
...
. . .
. . .
... ... 0
σ2k−1 ··· σk+1 σk

 
 


 
 

c0 0 ··· 0
c1 c0
...
. . .
. . .
... ... 0
ck−1 ··· c1 c0

 
 

= σ0Ik.
In a similar way we deﬁne the constants ˇ cj by


 


ˇ σk 0 ··· 0
ˇ σk+1 ˇ σk
...
. . .
. . .
... ... 0
ˇ σ2k−1 ··· ˇ σk+1 ˇ σk


 




 


ˇ c0 0 ··· 0
ˇ c1 ˇ c0
...
. . .
. . .
... ... 0
ˇ ck−1 ··· ˇ c1 ˇ c0

 
 

= ˇ σ0Ik.
Then we get
−σ∗2
0


 


σk 0 ··· 0
σk+1 σk
...
. . .
. . .
... ... 0
σ2k−1 ··· σk+1 σk

 
 


 
 

ˇ c0 0 ··· 0
ˇ c1 ˇ c0
...
. . .
. . .
... ... 0
ˇ ck−1 ··· ˇ c1 ˇ c0

 
 

= σ∗
0Ik.
This implies that
(7.4.12)



 

σk 0 ··· 0
σk+1 σk
...
. . .
. . .
... ... 0
σ2k−1 ··· σk+1 σk

 
 


 
 

ˇ c0 0 ··· 0
ˇ c1 ˇ c0
...
. . .
. . .
... ... 0
ˇ ck−1 ··· ˇ c1 ˇ c0

 
 

= −σ0Ik.7.4. Proofs 161
From (7.4.11) and (7.4.12) we get that ˇ cj = −cj and so ˇ Q(z) = −Q(z).
Consider the function ˇ s(z) := 1
s(z). Then
ˇ s(z) =
1
s(z)
=
σ∗
0Q(z)e s(s) − (Q(z) − zk)zq
(Q(z) + zk)e s(z) − σ0Q(z)zq
=
( ˇ Q(z) + zk)zq − σ∗
0 ˇ Q(z)e s(z)
σ0 ˇ Q(z)zq − ( ˇ Q(z) − zk)e s(z)
=
( ˇ Q(z) + zk) zq
e s(z) − σ∗
0 ˇ Q(z)
σ0 ˇ Q(z) zq
e s(z) − ( ˇ Q(z) − zk)
=
( ˇ Q(z) + zk)e ˇ s(z) − σ∗
0 ˇ Q(z)
σ0 ˇ Q(z)e ˇ s(z) − ( ˇ Q(z) − zk)
,
where e ˇ s(z) = zq
e s(z) ∈ A0 since e s(0) 6= 0. We note here that
ˇ t2k =
−ˇ σk
e ˇ s(0) − ˇ σ0
=
σ∗2
0 σk
−σ∗
0
= −σ∗
0σk.
Deﬁne ¨ e s(z) by ¨ e s(z) := 1
e s(z). Then ¨ e s(z) ∈ A0 since e s(0) 6= 0. We have that
e ˇ s(z) = zq¨ e s(z). This means that e ˇ s(z) is the function deﬁned in Theorem
7.2.1 with k = q, e s(z) = ¨ e s(z) and σ0 = 0. Hence given a minimal coiso-
metric colligation for ¨ e s(z) we may apply Theorem 7.2.1 to obtain a minimal
coisometric colligation for e ˇ s(z). Since
ˇ s(z) =
( ˇ Q(z) + zk)e ˇ s(z) − ˇ σ0 ˇ Q(z)
ˇ σ0
∗ ˇ Q(z)e ˇ s(z) − ( ˇ Q(z) − zk)
,
|ˇ s(0)| = |σ∗
0| = 1 and ˇ σk = −σ∗2
0 σk 6= 0, we may apply Theorem 7.2.3 to
e ˇ s(z) to obtain a minimal coisometric colligation for ˇ s(z). We can then use
Lemma 3.3.1 to obtain a minimal coisometric colligation for s(z). But by
Lemma 3.3.1 the colligation for ¨ e s(z) is given by
V¨ e s =

T¨ e s u¨ e s
h · ,v¨ e si ¨ K γ¨ e s

:
 
¨ e K
C
!
→
 
¨ e K
C
!
,
where ¨ e K is the anti-space of K and the entries of V¨ e s are given by
T¨ e s = Te s − 1
γe sh · ,ve siK, u¨ e s =
ue s
γe s,
v¨ e s =
ve s
γ∗
e s
, γ¨ e s = 1
γe s.
Hence by Theorem 7.2.1 the colligation of e ˇ s(z) is given by
Ve ˇ s =

Te ˇ s ue ˇ s
h · ,ve ˇ sie K γe ˇ s

:



C
q
Iq
¨ e K
C


 →



C
q
Iq
¨ e K
C


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where
Te ˇ s =

S q,q−1h · ,v¨ e si¨ e K
0 T¨ e s

, ue ˇ s =

γ¨ e sq,q−1
u¨ e s

,
ve ˇ s =

q,0
0

, γe ˇ s = 0.
We now obtain an expression for the Gram matrix ˇ G. We have that
ˇ ∆ =


 


ˇ σk 0 ··· 0
ˇ σk+1 ˇ σk
...
. . .
. . .
... ... 0
ˇ σ2k−1 ··· ˇ σk+1 ˇ σk


 


= −σ∗2
0 ∆,
ˇ C =


 


ˇ c0 0 ··· 0
ˇ c1 ˇ c0
...
. . .
. . .
... ... 0
ˇ ck−1 ··· ˇ c1 ˇ c0

 
 

= −C
and
ˇ ∆ˇ C = σ∗2
0 ∆C = σ∗
0Ik = ˇ σ0Ik.
Hence
ˇ G =

0 −ˇ σ0 ˇ ∆∗
−ˇ σ∗
0 ˇ ∆ −ˇ ∆ˇ ∆∗

=

0 σ0∆∗
σ∗
0∆ −∆∆∗

and
ˇ G−1 =

Ik −ˇ C
−ˇ C∗ 0

=

Ik C
C∗ 0

.
Let ˘ K := ¨ e K ⊕ C
q
Iq. By Theorem 7.2.3 the colligation
Vˇ s :



C2k
ˇ G
˘ K
C


 →



C2k
ˇ G
˘ K
C


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for ˇ s(z) is given by
Vˇ s =

 
 
 
 
 


ˇ G−1 (S + R1) ˇ G −
ˇ σ0ˇ t2k
ˇ σk 2k,k−1h · ,ve ˇ si ˘ K
ˇ G−1


 
 


ˇ σ1
. . .
ˇ σk
. . .
ˇ σ2k


 
 


ˇ t2k
ˇ σk ue ˇ sh · ,2k,kiˇ G Te ˇ s +
ˇ t2k
ˇ σk h · ,ve ˇ si ˘ Kue ˇ s ˇ t2kue ˇ s
h · ,2k,0iˇ G 0 ˇ σ0

 
 
 
 
 


=


ˇ G−1 (S + R1) ˇ G −2k,k−1h · ,ve ˇ si ˘ K −σ∗2
0 ψ
σ0ue ˇ sh · ,2k,kiˇ G Te ˇ s + σ0h · ,ve ˇ si ˘ Kue ˇ s −σ∗
0σkue ˇ s
h · ,2k,0iˇ G 0 σ∗
0

,
where
ψ = ˇ G−1


 
 


σ1
. . .
σk
. . .
σ2k − σ∗
0σ2
k


 
 


.
With ¨ g = q,q−1h · ,v¨ e si¨ e K and e g = q,q−1h · ,ve si¨ e K,
Vˇ s :

 


C2k
ˇ G
C
q
Iq
¨ e K
C

 


→

 


C2k
ˇ G
C
q
Iq
¨ e K
C

 


takes the form
Vˇ s =




ˇ G−1 (S + R1) ˇ G −2k,k−1h · ,q,0iIq 0 −σ∗2
0 ψ
γ¨ e sσ0h · ,2k,ki ˇ Gq,q−1 S + γ¨ e sσ0h · ,q,0iIqq,q−1 ¨ g −σ∗
0σkγ¨ e sq,q−1
σ0h · ,2k,ki ˇ Gu¨ e s 0 + σ0h · ,q,0iIqu¨ e s T¨ e s −σ∗
0σku¨ e s
h · ,2k,0i ˇ G 0 0 σ∗
0




=


 

ˇ G−1 (S + R1) ˇ G −2k,k−1h · ,q,0iIq 0 −σ∗2
0 ψ
σ0
γe sh ·,2k,ki ˇ Gq,q−1 S + σ0
γe sh·,q,0iIqq,q−1
e g
γe s −
σ
∗
0σk
γe s q,q−1
σ0
γe sh · ,2k,ki ˇ Gue s
σ0
γe sh · ,q,0iIque s Te s −
h · ,ve siKue s
γe s −
σ
∗
0σk
γe s ue s
h · ,2k,0i ˇ G 0 0 σ∗
0





Since ˇ s(0) = σ∗
0 6= 0 we may apply Lemma 3.3.1 to ˇ s(z) to obtain a minimal
coisometric colligation Vs of s(z) in the space C2k
G1 ⊕ C
q
G2 ⊕ K ⊕ C given by
(7.4.13) Vs =

Ts us
h · ,vsi σs

:






C2k
G1
C
q
G2
K


C



 →






C2k
G1
C
q
G2
K


C



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where
Ts = Tˇ s − uˇ s
γˇ sh · ,vˇ si
C2k
ˇ G ⊕C
q
Iq⊕¨ e K, us = uˇ s
γˇ s,
vs = vˇ s
γ∗
ˇ s , σs = 1
γˇ s,
with
Tˇ s =



ˇ G−1 (S + R1) ˇ G −2k,k−1h · ,q,0iIq 0
σ0
γe sh · ,2k,kiˇ Gq,q−1 S + σ0
γe sh · ,q,0iIqq,q−1
1
γe sh · ,ve si¨ e Kq,q−1
σ0
γe sh · ,2k,kiˇ Gue s
σ0
γe sh · ,q,0iIque s Te s −
h · ,ve siKue s
γe s



=



G−1
1 (S + R1)G1 2k,k−1h · ,q,0iG2 0
−σ0
γe sh · ,2k,kiG1q,q−1 S − σ0
γe sh · ,q,0iG2q,q−1 −
h · ,ve siK
γe s q,q−1
−σ0
γe sh · ,2k,kiG1ue s −σ0
γe sh · ,q,0iG2ue s Te s −
h · ,ve siKue s
γe s


,
uˇ s =

 
 
 
 
 


(−σ∗2
0 )ˇ G−1


 
 


σ1
. . .
σk
. . .
σ2k − σ∗
0σ2
k


 
 


−
σ∗
0σk
γe s q,q−1
−
σ∗
0σk
γe s ue s

 
 
 
 
 


, vˇ s =


2k,0
0
0

, γˇ s = σ∗
0.
We have that
uˇ s
γˇ s
h · ,vˇ si
C2k
ˇ G ⊕C
q
Iq⊕¨ e K
=
1
σ∗
0


 
 
 
 
 

(−σ∗2
0 )ˇ G−1


 
 


σ1
. . .
σk
. . .
σ2k − σ∗
0σ2
k


 
 


−
σ∗
0σk
γe s q,q−1
−
σ∗
0σk
γe s ue s


 
 
 
 
 

 
h·,2k,0iˇ G h · ,0iIq h · ,0iK

=
1
σ∗
0


 
 
 
 
 


(−σ∗2
0 )G−1
1


 
 


σ1
. . .
σk
. . .
σ2k − σ∗
0σ2
k


 
 


h · ,2k,0iG1 0 0
σ∗
0σk
γe s q,q−1h · ,2k,0iG1 0 0
σ∗
0σk
γe s ue sh · ,2k,0iG1 0 0


 
 
 
 
 


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7.4.2 Proofs of Theorems 7.2.5–7.2.8
We shall give a proof of Theorem 7.2.5 only. The remaining theorems can
be proved in a similar way.
Proof of Theorem 7.2.5. From formula (5.2.3) we get
s#(z) =
zke s#(z) + σ∗
0
σ0zke s#(z) + 1
.
Since V ∗
e s is coisometric with realization e s#(z), we apply Theorem 7.2.1 to
get the minimal coisometric colligation V ∗
s with realization s#(z), where in
the notation of Theorem 7.2.1 we have
` = k, G = r2Ik, r =
p
1 − |σ0|2,
and with entries
A = S − γ∗
e sσ0k−1∗
0, α = 1
rk−1, a = ue s, γ = γ∗
e sk−1,
b = ve s, β = −
σ∗
0
r 0, B = T∗
e s , c = rve s,
δ = 0, d = 0, σ = σ∗
0.
The colligation Vs has the desired properties.
Theorems 7.2.6–7.2.8 can be proved in a similar manner by applying
Theorems 7.2.2—7.2.4.
7.4.3 Proofs of Theorems 7.2.9–7.2.12
To prove these theorems we use the fact that a coisometry is unitary if and
only if it is injective. Let Vs be as given in (7.1.1), that is,
Vs :=


A αh · ,aiK γ
bh · ,βiG B c
h · ,δiG h · ,diK σ

 :


C`
G
K
C

 →


C`
G
K
C

,
and let


~ ξ
f
τ

 ∈


C`
G
K
C

 be such that


A αh·,aiK γ
bh · ,βiG B c
h · ,δiG h · ,diK σ




~ ξ
f
τ

 =


~ 0
0
0

.
Then
A~ ξ + αhf,aiK + γτ = ~ 0, (7.4.14)
bh~ ξ,βiG + Bf + cτ = 0, (7.4.15)
h~ ξ,δiG + hf,diK + στ = 0. (7.4.16)166 Chapter 7. Solutions in terms of associated minimal colligations
Proof of Theorem 7.2.9. We begin with the case when |σ0| < 1. In this
case equations (7.4.14)–(7.4.16) become


 

ξ1
. . .
ξk−1
−γe sσ∗
0ξ0


 

+ hf,ve siK

 
 

0
. . .
0
1
r

 
 

+ τ


 

0
. . .
0
γe s


 

=


 

0
. . .
0
0


 

, (7.4.17)
−σ∗
0rξ0ue s + Te sf + rτue s = 0, (7.4.18)
ξ0r2 + σ0τ = 0. (7.4.19)
From (7.4.17) we see that ξ1 = ··· = ξk−1 = 0. The last component of
(7.4.17) together with (7.4.18) and (7.4.19) give
hf,ve siK + r(τ − σ∗
0ξ0)γe s = 0 (7.4.20)
Te sf + r(τ − σ∗
0ξ0)ue s = 0, (7.4.21)
ξ0r2 + σ0τ = 0. (7.4.22)
Hence 
Te s ue s
h·,ve si γe s

f
r(τ − σ∗
0ξ0)

=

0
0

.
Since
Ve s =

Te s ue s
h·,ve si γe s

:

K
C

→

K
C

is unitary (and hence injective), if follows that

f
r(τ − σ∗
0ξ0)

=

0
0

and
that f = 0 and τ = σ∗
0ξ0. Substitution in (7.4.22) yields ξ0 = τ = 0. This
shows that in this case Vs is injective and since it is coisometric we conclude
that it is unitary.
For minimality we ﬁrst recall that (7.1.3) implies that
u =

γe sk−1
rue s

= γe s

k−1
0

+ r

0
ue s

.
Induction as in the proof of Theorem 7.2.1 shows that for n ≥ 0,

0
Tn
e s ue s

∈ span {T∗(k−1)v,...,T∗v,v,u,T∗u,...,T∗nu}.
That 
0
T∗n
e s ve s

∈ span {v,T ∗ v,...,T∗(k−1)v}7.4. Proofs 167
follows from the proof of Theorem 7.2.1. Let

β
a

∈

Ck
K

be orthogonal
to
span {...,T∗2v,T∗v,v,u,Tu,T2u,...}.
Then

β
a

is orthogonal to
span

...,

0
T∗
e s ve s

,

0
ve s

,

0
0

,...,

k−1
0

,

0
ue s

,

0
Te sue s

...

and so

β
a

=

0
0

since Ue s is minimal. This shows that Us is minimal.
That the characteristic function of Us coincides with s(z) is already shown
in the coisometric case.
For |σ0| > 1 equations (7.4.14)–(7.4.16) become

 
 


ξ1
. . .
ξk−1
γe s −
σ∗
0
γe s
ξ0

 
 


+ hf,ve siK


 


0
. . .
0
1
rγe s


 


+ τ


 


0
. . .
0
1
γe s


 


=


 

0
. . .
0
0


 

, (7.4.23)
−
σ∗
0
γe s
rξ0ue s + Te sf −
1
γe s
hf,ve siKue s −
r
γe s
τue s = 0, (7.4.24)
−r2ξ0 + σ0τ = 0. (7.4.25)
From (7.4.23) we see that ξ1 = ··· = ξk−1 = 0. The last component of
(7.4.23) together with (7.4.24) and (7.4.25) give
1
γe s
[hf,ve siK + r(τ − σ∗
0ξ0)] = 0 (7.4.26)
Te sf −
1
γe s
[hf,ve siK + r(τ − σ∗
0ξ0)]ue s = 0, (7.4.27)
−r2ξ0 + σ0τ = 0. (7.4.28)
Equations (7.4.26) and (7.4.27) imply that Te sf = 0. This means that
0 = hTe sf,ue siK = hf,T∗
e s ue siK = −γ∗
e shf,ve siK
and that hf,ve siK = 0 since γe s 6= 0 (see (5.2.4)). Equations (7.4.26) and
(7.4.28) then imply that τ = ξ0 = 0. That f = 0 follows from

Te s ue s
h·,ve si γe s

f
0

=

0
0
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and the fact that
Ve s =

Te s ue s
h·,ve si γe s

:

K
C

→

K
C

is unitary (and hence injective). This implies that Vs is injective and since
it is isometric we conclude that it is unitary. Minimality can be proved as
in the case |σ0| < 1.
For |σ0| = 1 with q = 0 we let G~ ξ = ~ χ. In this case equations (7.4.14)–
(7.4.16) become
(S + R)~ χ + t2k2k−1hf,ve siK + τ



σ1
. . .
σ2k


 =


 

0
. . .
0
0


 

, (7.4.29)
σ∗
0t2kh~ χ,0iC2kue s + Te sf +
t2k
σk
hf,ve siKue s + τt2kue s = 0, (7.4.30)
hχ,0iC2k + σ0τ = 0. (7.4.31)
From (7.4.29) we get
(7.4.32) χ1 = χ2 = ··· = χk−1 = 0, χk+τσk = ··· = χ2k−1+τσ2k−1 = 0
and
c∗
0
c0
χ0 +
c∗
1
c0
χ1 + ··· +
c∗
k−1
c0
χk−1 + t2kχk −
ck−1
c0
χk+1 − ··· −
c1
c0
χ2k−1
+ t2khf,ve siK + τσ2k = 0. (7.4.33)
Substituting for χk,...,χ2k−1 from (7.4.32) into (7.4.33) and using χ1 =
χ2 = ··· = χk−1 = 0 yields
c∗
0
c0
χ0 − σkτt2k +
τ
c0
(ck−1σk+1 + ··· + c1σ2k−1)
| {z }
=σ0t2k−c0σ2k
+σ2kτ + t2khf,ve siK = 0.
This implies that
(7.4.34)
c∗
0
c0
χ0 + t2khf,ve siK = 0.
From (7.4.30) we get
(7.4.35) σ∗
0t2kχ0ue s + Te sf +
t2k
σk
hf,ve siKue s + τt2kue s = 0
and (7.4.31) yields
(7.4.36) χ0 + σ0τ = 0, or σ∗
0χ0 + τ = 0.7.4. Proofs 169
Combining (7.4.35) and (7.4.36) one gets
(7.4.37) Te sf +
t2k
σk
hf,ve siKue s = 0.
Taking inner-product with ue s in (7.4.37) and using the facts that T∗
e s ue s =
−γe sve s, hue s,ue siK = 1 − |γe s|2 (since Ve s is unitary) and γe s = σ0 −
σk
t2k
(see
(5.2.14)), we get
hf,ve siK

t2k
σk
(1 − σ0γ∗
e s)

= 0,
which implies that hf,ve siK = 0 (see (5.2.4)). Equation (7.4.34) then implies
that χ0 = 0 since c0 6= 0. From (7.4.37) we also conclude that Te sf = 0.
Using equation (7.4.36) and the fact χ0 = 0 we conclude that τ = 0. This
then means that χk = χk+1 = ··· = χ2k−1 = 0 (see (7.4.32)). That f = 0
follows from Ve s

f
0

=

0
0

and the fact that Ve s is unitary and hence
injective. Minimality can be proved as in the case for |σ0| < 1.
The case |σ0| = 1 with q > 0 can be proved in a similar way as Theorem
7.2.4 where coisometric is replaced with unitary.
The proof of Theorem 7.2.10 follows from that of Theorem 7.2.9 above
by considering V ∗
s .
Proof of Theorem 7.2.11. From t2k =
−σk
γe s − σ0
and the fact that σk =
σ0
c0
one establishes the equalities
(7.4.38) γe sc0t2k = σ0(c0t2k − 1)
and
(7.4.39) |c0|2|t2k|2(1 − |γe s|2) = c∗
0t∗
2k + c0t2k − 1,
which we shall frequently use. First we show that Vs is coisometric, that is,
VsV ∗
s = I.
The identity (r1c1) can be written as
(7.4.40) AG−1A∗ + |c0|2|t2k|2k∗
k(1 − |γe s|2) + k∗
k = G−1.170 Chapter 7. Solutions in terms of associated minimal colligations
Denote by LHD the left-hand side of (7.4.40). Then
LHS =

 
 
 
 
 
 
 

0 0 ··· 0 σ0c∗
0 0 ··· 0
0 0
...
. . . σ0c∗
1 σ0c∗
0
...
. . .
. . .
... ... 0
. . .
... ... 0
0 ··· 0 0 σ0c∗
k−1 ··· σ0c∗
1 σ0c∗
0
σ∗
0c0 σ∗
0c1 ··· σ∗
0ck−1 −c0t2k − c∗
0t∗
2k 0 ··· 0
0 σ∗
0c0
...
. . . 0 0
...
. . .
. . .
... ... σ∗
0c1
. . .
... ... 0
0 ··· 0 σ∗
0c0 0 ··· 0 0

 
 
 
 
 
 
 

+ |c0|2|t2
2k(1 − |γe s|2) k∗
k + k∗
k
= G−1,
where we have used (7.4.39) to obtain the last equality. Hence identity (r1c1)
holds.
For (r1c2) we use (7.4.38) and (7.4.39) and get
k [−c∗
0t∗
2k − (c0t2k − 1) + (c0t2k + c∗
0t∗
2k)]h·,ue siK = 0.
For (r1c3) we have
−σ∗
0k + σ∗
0k = 0.
For the identity (r2c3) we use (7.4.38), (7.4.39), and the fact that
(7.4.41) hk−1,k−1iG = 0
to get
Te sT∗
e s − [(c0t2k − 1) + (c∗
0t∗
2k − 1) − (c0t2k + c∗
0t∗
2k − 1)]h · ,ue siKue s
= Te sT∗
e s + h · ,ue siKue s = IK.
That the identities (r2c3) and (r3c3) hold follows from (7.4.41). This shows
that Vs is coisometric.
We now show that Vs is isometric, that is, V ∗
s Vs = I. By using the
equality


 


σk 0 ··· 0
σk+1 σk
...
. . .
. . .
... ... 0
σ2k−1 ··· σk+1 σk

 





 


c0 0 ··· 0
c1 c0
...
. . .
. . .
... ... 0
ck−1 ··· c1 c0

 
 

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we get that
G−1A∗GA =


 
 
 

 
 
 


1 0 ··· 0 0 0 ··· 0
0 1
...
. . . 0 0
...
. . .
. . .
... ... 0
. . .
... ... 0
0 ··· 0 1 0 ··· 0 −
c0σ0t2k + σ0c∗
0t∗
2k
c0
0 0 ··· 0 1 0 ··· 0
0 0
...
. . . 0 0
...
. . .
. . .
... ... 0
. . .
... ... 0
o ··· 0 0 0 ··· 0 0


 
 
 

 
 
 


.
For the identity (r1c1) we have
G−1A∗GA + |c0|2|t2k|2k−1∗
k−1G(1 − |γe s|2) + k−1∗
k−1G
= G−1A∗GA + (c0t2k + c∗
0t∗
2k − 1)k−1∗
k−1G + k−1∗
k−1G
= G−1A∗GA + (c0t2k + c∗
0t∗
2k)k−1∗
k−1G
= G−1A∗GA + (c0t2k + c∗
0t∗
2k)

 
 
 
 

0 ··· 0 0 ··· 0
. . .
...
. . .
. . .
...
. . .
0 ··· 0 0 ··· σk
0 ··· 0 0 ··· 0
. . .
...
. . .
. . .
...
. . .
0 ··· 0 0 ··· 0

 
 
 
 

= I2k
since σk(c0t2k + c∗
0t∗
2k) = σ0t2k + σ0c∗
0t∗
2k.
For (r1c2) we have

−c0t2k −
γ∗
e sc∗
0t∗
2k
σ∗
0
+ |c0|2|t2k|2hue s,ue siK

k−1h · , ve siK
= [−c0t2k − (c∗
0t∗
2k − 1) + c0t2k + c∗
0t∗
2k − 1]k−1h · , ve siK = 0.
For (r1c3) we have
−σ0k−1 + σ0k−1 = 0.
For (r2c2) we use the fact that
(7.4.42) hk,kiG = 0
and get
T∗
e s Te s −

γ∗
e sc∗
0t∗
2k
σ∗
0
+
γe sc0t2k
σ0
− |c0|2|t2k|2hue s,ue siK

h · , ve siKve s
= T∗
e s Te s − [(c∗
0t∗
2k − 1) + (c0t2k − 1) − (c0t2k + c∗
0t∗
2k − 1)]h · , ve siK
= T∗
e s Te s + h · , ve siK = IK.172 Chapter 7. Solutions in terms of associated minimal colligations
Identities (r2c3) and (r3c3) can be easily proved using (7.4.42). This shows
that Vs is unitary.
We now show that Vs is minimal. In this case if (7.1.1) is written in form
(7.1.2), (7.1.3) then we have
Ts =



A
c0t2k
σ0
kh · ,ve siK
c0t2k
σ0
h · ,k−1iGue s Te s +
c0t2k
σ0
h · ,ve siKue s


, us =

k
0

,
T∗
s =

 

G−1A∗G
c∗
0t∗
2k
σ∗
0
k−1h · ,ue siK
c∗
0t∗
2k
σ∗
0
h · ,kiGve s T∗
e s +
c∗
0t∗
2k
σ∗
0
h · ,ue siKve s

 
, vs =

k−1
0

.
Therefore,
Tsus =

k+1
0

, T2
s us =

k+2
0

, ..., Tk−2
s us =

2k−2
0

,
Tk−1
s us =

2k−1
0

.
From
G−1A∗G =

 
 
 
 

 
 
 
 
 
 


−
c∗
1
c∗
0 1 0 ··· 0 0 0 0 ··· 0
−
c∗
2
c∗
0 0 1
...
. . . 0 0 0
...
. . .
. . .
. . .
... ... 0
. . .
. . .
... ... 0
−
c∗
k−1
c∗
0 0 ··· 0 1 0 0 ··· 0 0
−t∗
2k 0 ··· 0 0 −σ0 0 ··· 0 0
−
σ∗
0ck−1
c∗
0 0 ··· 0 0 0 1 0 ··· 0
−
σ∗
0ck−2
c∗
0 0 ··· 0 0 0 0 1
...
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
... ... 0
−
σ∗
0c1
c∗
0 0 ··· 0 0 0 0 ··· 0 1
−
σ∗
0c0
c∗
0 0 ··· 0 0 0 0 ··· 0 0

 
 
 
 
 
 
 
 
 
 
 

we also have that
T∗
s vs =

k−2
0

,T∗2
s vs =

k−3
0

, ..., T∗k−2
s vs =

1
0

,
T∗k−1
s vs =

0
0

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Hence span

T∗k−1
s vs,...,T∗
s vs,vs,us,Tsus,...,Tk−1
s us,
	
=

C2k
0

. We
now show by induction that for n ≥ 0,
T∗(k+n)
s vs = α0

0
0

+ ··· + α2k−1

2k−1
0

+ β0

0
ve s

+ β1

0
T∗
e s ve s

+ ··· + βn−1
 
0
T
∗(n−1)
e s ve s
!
+ t∗
2k

0
T∗n
e s ve s

for some complex numbers α0,...,α2k−1 and β0,...,βn−1. This means that

0
T∗n
e s ve s

∈ span {T∗(k+n)
s vs,...,T∗
s vs,vs,us,Tsus,...,Tk−1
s us},
n = 0,1,2,....
For n = 0 we have
T∗k
s vs =


 
 
 
 
 


−
1
c∗
0


 
 
 
 


c∗
1
. . .
c∗
k−1
c∗
0t∗
2k
σ∗
0ck−1
. . .
σ∗
0c0


 
 
 
 


t∗
2kve s


 
 
 
 
 


= α0

0
0

+ ··· + α2k−1

2k−1
0

+ t∗
2k

0
ve s

,
where for example, α0 = −
c∗
1
c∗
0
. Suppose that for n = `
T∗(k+`)
s vs = α0

0
0

+ ··· + α2k−1

2k−1
0

+ β0

0
ve s

+ β1

0
T∗
e s ve s

+ ··· + β`−1
 
0
T
∗(`−1)
e s ve s
!
+ t∗
2k

0
T∗`
e s ve s

.
Then
T∗(k+`+1)
s vs = T∗
s

α0

0
0

+ ··· + α2k−1

2k−1
0

+ β0

0
ve s

+ β1

0
T∗
e s ve s

+ ··· + β`−1
 
0
T
∗(`−1)
e s ve s
!
+ t∗
2k

0
T∗`
e s ve s
#
= α0
0

0
0

+ α0
1

1
0

+ ··· + α0
2k−2

2k−1
0

+β

0
ve s

+ β0

0
T∗
e s ve s

+ ··· + β`−1

0
T∗`
e s ve s

+ t∗
2k
 
0
T
∗(`+1)
e s ve s
!174 Chapter 7. Solutions in terms of associated minimal colligations
for some complex numbers α0
0,...α0
2k−1 and β and so the claim holds. A
similar argument shows that

0
Tn
e s ue s

∈ span {T∗(k−1)
s vs,...,T∗
s vs,vs,us,Tsus,...,T(k+n)
s us},
n = 0,1,2,....
Let

θ
a

∈

Ck
K

be orthogonal to
span
n
...,T∗(k+n)
s vs,...,T∗
s vs,vs,us,Tsus,...,T(k+n)
s us,...
o
.
Then

θ
a

is orthogonal to
span

...,

0
T∗n
e s ve s

,...,

0
T∗
e s ve s

,

0
ve s

,

0
0

,...,

2k−1
0

,

0
ue s

,

0
Te sue s

,...,

0
Tn
e s ue s

,...

and so

θ
a

=

0
0

since Ve s is minimal unitary. This proves minimality.
We now show that the characteristic function for U coincides with s(z).
We have that
sU(z) = σ0 + z


(I − zT)−1u,v

C2k
G ⊕K
= σ0 + z
*
I − z

A αh · , aiK
bh · , βiG B
−1 
γ
c

,

δ
d
+
C2k
G ⊕K
.
Let
(7.4.43)

I − z

A αh · , aiK
bh · , βiG B
−1 
γ
c

=

ξ
y

.
Then
sU(z) = σ0 + z

ξ
y

,

δ
d

C2k
G ⊕K
= σ0 + z hξ,δiG + z hy,diK = σ0 + z hξ,δiG = σ0 +
σ0
c0
ξ2k−1z,
where ξ =



ξ0
. . .
ξ2k−1


. From (7.4.43) we get

γ
c

=

ξ
y

− z

Aξ + αhy,aiK
bhξ,β + By
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and so
(7.4.44) ξ − z [Aξ + αhy,aiK] = γ, y − z [bhξ,β + By] = c.
From the second equality in (7.4.44) we get
y = z
c0t2k
σ0
[σkξ2k−1 + hy,ve siK](I − zTe s)−1ue s.
Taking inner product with ve s we get
hy,viK = z
c0t2k
σ0
[σkξ2k−1 + hy,ve siK]h(I − zTe s)−1ue s,ve siK
=
c0t2k
σ0
[σkξ2k−1 + hy,ve siK](e s(z) − γe s).
This implies that
hy,viK =
t2kξ2k (e s(z) − γe s)
1 −
c0t2k
σ0
(e s(z) − γe s)
.
From the ﬁrst equality in (7.4.44) we get
(7.4.45) (I − zA)ξ =

1 + z
c0t2k
σ0
hy,ve siK

k.
Substitution for hy,ve siK in (7.4.45) yields
ξ = [1 + zw(z)](I − zA)
−1 k, w(z) =
c0t2
2kξ2k−1 (e s(z) − γe s)
σ0 − c0t2k (e s(z) − γe s)
.
Hence
ξ2k =
 
0 ··· 1

ξ = (1 + zw(z))
 
0 ··· 1

(I − zA)
−1 k
= µk (1 + zw(z)),
where
µ =
 
µ0 ··· µ2k−1

=
 
0 ··· 1

(I − zA)
−1 .
From
 
0 ··· 1

= µ(I − zA) we get the equations
µ0 = zµ1,
µ1 = zµ2,
. . .
µk−2 = zµk−1,
µk−1 = −zσ∗
0µk,
µk = zµk+1,
. . .
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and
1 = µ2k−1 +
z
c0
 
σ0c∗
0µ0 + ··· + σ0c∗
k−1µk−1
−c0t2kµk + ck−1µk+1 + ··· + c1µ2k−1). (7.4.46)
From the above equations we get
µ0 = −z2k−1σ∗
0µ2k−1,
µ1 = −z2k−2σ∗
0µ2k−1,
. . .
µk−1 = −zkσ∗
0µ2k−1,
µk = zk−1µ2k−1,
. . .
µ2k−2 = zµ2k−1.
Substitution of µ0,...,µ2k−2 in (7.4.46) yields µ2k−1 =
c0
Q(z) − c0t2kzk, from
which we get µk =
c0zk−1
Q(z) − c0t2kzk. Using γe sc0t2k = σ0(c0t2k − 1), we get
ξ2k−1 =
zk−1(e s(z) − σ0)
Q(z)(e s(z) − σ0) + σ0zk.
Therefore
sU(z) = σ0 +
σ0
c0
ξ2k−1z =
σ0

Q(z)(e s(z) − σ0) + σ0zk
+ zkσ0(e s(z) − σ0)
Q(z)(e s(z) − σ0) + σ0zk
=
σ0

(Q(z) + zk)e s(z) − σ0Q(z)

σ0 [σ∗
0Q(z)e s(z) − (Q(z) − zk)]
=
(Q(z) + zk)e s(z) − σ0Q(z)
σ∗
0Q(z)e s(z) − (Q(z) − zk)
= s(z).
Theorem 7.2.12 can be proved as Theorem 7.2.4.
7.4.4 Proofs of Theorems 4.3.1–4.3.14
We now use the results of Section 7.2 to prove the theorems in Section 4.3.
Proof of Theorem 4.3.1. The formulas for Tb s and ub s in Theorem 4.3.1
follow immediately from Theorem 7.2.1 with e s(z) in place of b s(z). The
formula for vb s follows from the fact that T∗k
e s ve s =

α00
rve s

for some complex
number α0 (see (7.4.1)). The formula for σb s follows from (5.2.11). The
positivity of the space L follows immediately since the associated Gram
matrix is G = r2Ik.7.4. Proofs 177
Proof of Theorem 4.3.2. Using (5.2.12), the formula for ub s in Theorem
4.3.2 follow immediately from Theorem 7.2.2 with e s(z) in place of b s(z).
Again by (5.2.12), the formulas for vb s and Tb s follow from Theorem 7.2.2 and
the fact that
T∗k
s vs = T∗
s

k−1
0

=


α00
−
r
γ∗
e s
ve s

 = α0

0
0

−
r
γ∗
e s

0
ve s

for some constant α0, which can be shown as in (7.4.1). The formula for
σb s comes from (5.2.12). The negativity of the space L follows immediately
since the associated Gram matrix is G = −r2Ik.
The rest of the proofs can be done in a similar way. We are done.178 Chapter 7. Solutions in terms of associated minimal colligationsBibliography
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By S we denote the class of Schur functions. These are the functions s(z)
which are deﬁned and holomorphic on the open unit disk D and satisfy
|s(z)| ≤ 1, z ∈ D. Consider the formal power series
(7.4.47) s(z) = c0 + c1z + c2z2 + ··· .
Under what conditions on the coeﬃcients does the series in (7.4.47) represent
the Taylor series at z = 0 of a function s(z) in S? This question was anwered
by Issai Schur around the beginning of the last century. In trying to answer
this question, Schur developed a procedure which is now called the Schur
algorithm. This algorithm is based on the fractional linear transformation
(7.4.48) s(z) 7→ b s(z) =
1
z
s(z) − s(0)
1 − s(0)∗s(z)
,
called the Schur transformation. The Schur algorithm is a repeated appli-
cation of the Schur transformation to a function s(z) ∈ S and so gives rise
to a sequence of functions (sj(z))j≥0 in S:
s0(z) := s(z),s1(z) = b s0(z),...,sj(z) = b sj−1(z),....
The numbers sj(0) are called the Schur parameters associated with s(z).
The Schur algorithm is the starting point of a new mathematical ﬁeld now
designated as Schur analysis. The research presented in this thesis ﬁts within
the framework of this ﬁeld.
By Sκ we denote the class of generalized Schur functions. These are
functions s(z) which are meromorphic on the open unit disk D and are such
that the kernel
Ks(z,w) =
1 − s(z)s(w)∗
1 − zw∗
has κ negative squares, or equivalently, the kernel
Ds(z,w) =

 

1 − s(z)s(w)∗
1 − zw∗
s(z) − s(w∗)
z − w∗
s#(z) − s#(w∗)
z − w∗
1 − s#(z)s#(w)∗
1 − zw∗

 
, s#(z) = s(z∗)∗,
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has κ negative squares. In Chapter 2 of this thesis we discuss some aspects
of this class of functions introduced by Krein and Langer in 1977.
In trying to answer the above question for functions of the class Sκ,
Dufresnoy gave a new generalization of Schur’s algorithm in 1958, which
originated from the work of Chamfy. This generalized Schur algorithm is
deﬁned by means of a fractional linear transformation of the form
(7.4.49) s(z) 7→ b s(z) =
b a(z)s(z) +b b(z)
b c(z)s(z) + b d(z)
where the transformation matrix
(7.4.50) b Θ(z) =
 
b a(z) b b(z)
b c(z) b d(z)
!
is a polynomial matrix which depends on whether |s(0)| < 1, |s(0)| > 1
or |s(0)| = 1. If |s(0)| < 1 the generalized Schur transformation (7.4.49)
coincides with the Schur transformation (7.4.48).
Functions of the class S0
κ, that is, the subclass of Sκ consisting of func-
tions which are holomorphic at the origin, can be characterized by operator
colligations: Given s(z) ∈ S0
κ there exist a Pontryagin space P = Ps, ele-
ments u,v ∈ P, and a bounded linear operator T = Ts on P such that
(7.4.51) s(z) = s(0) + zh(I − zT)−1u,viP.
We refer to the operator matrix
Vs =

T u
h·, vi s(0)

:

P
C

→

P
C

as a colligation for s(z) and the expression on the right-hand side of (7.4.51)
as the characteristic function of this colligation. Equation (7.4.51) itself is
called the realization of s(z) as the characteristic function of Vs. We call
P the state space and T the main operator for the colligation Vs. This
colligation can be chosen such that it is coisometric (VsV ∗
s = I), isometric
(V ∗
s Vs = I) or unitary (VsV ∗
s = V ∗
s Vs = I) and minimal in a sense that
is made clear in this thesis. In these cases the representation is unique up
to isomorphic copies of the Pontryagin space P. The theory of operator
colligations goes back to the 1964 paper of Brodskii and Shmul’jan.
The general notion of an operator colligation and the associated realiza-
tions are discussed in Chapter 3. In the ﬁrst part of Chapter 4 we discuss
the generalized Schur transformation. We show that if s(z) belongs to S0
κ
then its transform b s(z) deﬁned by (7.4.49) belongs to S0
e κ with 0 ≤ e κ ≤ κ,
and so both the function s(z) and its transform b s(z) have associated colli-
gations Vs and Vb s. In the second part of the chapter we discuss the eﬀectSummary 185
of the generalized Schur transformation on the colligation Vs: We show how
the entries of the colligation Vb s can be obtained from those of Vs and the
data contained in b Θ(z). We consider three cases depending on whether the
colligation Vs is coisometric, isometric or unitary. We conclude the chapter
by extending the theory of Schur parameters from the class S to the class
S0
κ.
Consider the following basic interpolation problem for Schur functions:
Given a complex number σ0, determine all functions s(z) ∈ S for which
s(0) = σ0.
Its solutions are well known, thanks to the fractional linear transformation
(7.4.48). We formulate and solve a similar problem for functions s(z) ∈ S0
κ
in Chapter 5. In this case all solutions are given by a parameterization
formula of the form
(7.4.52) s(z) =
a(z)e s(z) + b(z)
c(z)e s(z) + d(z)
where the parameterization matrix
(7.4.53) Θ(z) =

a(z) b(z)
c(z) d(z)

is a polynomial matrix and e s(z) is a parameter from the class S0
e κ for some
integer e κ ≥ 0. The matrix Θ(z) depends on whether |σ0| < 1, |σ0| > 1
or |σ0| = 1. The case |σ0| = 1 is rather complicated because here it is
not enough to only specify the value of the solution at z = 0. In order to
describe all solutions some additional information namely, a certain number
of derivatives has to be speciﬁed. A similar situation occurs for the following
basic interpolation problem at a boundary point:
Given z1 on the unit circle T, an integer k ≥ 1, and complex numbers
|τ0| = 1,τ1 = ··· = τk−1 = 0,τk 6= 0,τk+1,...,τ2k−1,
ﬁnd all functions s(z) ∈ Srai, the set of all rational generalized Schur func-
tions which are unimodular on T, such that
s(z) =
2k−1 X
i=0
τi(z − z1)i + O((z − z1)2k).
In this case the additional information comes from the preassigned values
τj, j = 1,2,...,2k −1. The solution to this problem is discussed at the end
of Chapter 5.
In the last two chapters of this thesis we consider solutions to the basic
interpolation problem for functions of the class S0
κ in terms of realizations.
As a special case we consider canonical realizations in Chapter 6. These186 Summary
are the realizations in which the state space P is the reproducing kernel
Pontryagin space with reproducing kernel Ks(z,w) or Ds(z,w). The case
of general realizations, which we refer to as the direct method is treated in
Chapter 7. In both chapters we discuss the eﬀect of the parameterization
(7.4.52) on the colligation Ve s for the parameter: We show how the entries
of the colligation Vs for the solution can be obtained from those of Ve s and
the data contained in Θ(z).
The equality
b Θ(z) = z`Θ(z)−1
for some integer ` ≥ 0 implies that the two problems, that is, the eﬀect of
the generalized Schur transformation (7.4.49) on the colligation Vs studied in
Chapter 4 and the eﬀect of the parameterization (7.4.52) on the colligation
Ve s studied in Chapters 6 and 7 are related. One can actually be viewed
as the inverse of the other. Whereas in Chapter 4 the colligation Vb s for
the transform b s(z) is obtained as a “compression” of the colligation Vs for
s(z) to a smaller state space, in Chapters 6 and 7, the colligation Vs for the
solution is obtained as an “expansion” of the colligation Ve s of the parameter
e s(z) to a larger state space.
If in the interpolation problem the interpolation data are real and the
parameter function e s(z) is such that e s(z) = e s#(z) then the solution s(z)
also satisﬁes the condition s(z) = s#(z). In this case there exist signature
operators Je s and Js in the canonical unitary realizations of e s(z) and s(z)
such that Je sTe s and JsTs are self-adjoint in Pe s and Ps, respectively. In the
last section of Chapter 6 we express Js in terms of Je s in some special cases.Samenvatting
De klasse van Schur functies geven we aan met S. Dit zijn de functies s(z)
die gedeﬁni¨ eerd en holomorf zijn op de open eenheidsschijf D en voldoen aan
|s(z)| ≤ 1, z ∈ D. Beschouw de formele machtreeks
(7.4.54) s(z) = c0 + c1z + c2z2 + ··· .
Onder welke voorwaarden op de co¨ eﬃcienten is de reeks (7.4.54) de Taylor
reeks in z = 0 van een functie s(z) in S? Deze vraag is door Issai Schur
beantwoord rond het begin van de vorige eeuw. Voor het beantwoorden
van deze vraag ontwikkelde Schur een procedure die nu het Schur algoritme
heet. Dit algoritme is gebaseerd op de lineaire fractionele transformatie
(7.4.55) s(z) 7→ b s(z) =
1
z
s(z) − s(0)
1 − s(0)∗s(z)
,
die de Schur transformatie heet. Het Schur algoritme is een herhaalde
toepassing van de Schur transformatie op een functie s(z) ∈ S en geeft
dus een rij functies (sj(z))j≥0 in S:
s0(z) := s(z),s1(z) = b s0(z),...,sj(z) = b sj−1(z),....
De getallen sj(0) worden de Schur parameters van de functie s(z) genoemd.
Het Schur algoritme was het beginpunt van een nieuw onderdeel van de
wiskunde dat nu Schur analyse heet. Het onderzoek gepresenteerd in dit
proefschrift past binnen dit onderdeel van de wiskunde.
Met Sκ geven we de klasse van gegeneraliseerde Schur functies aan. Dit
zijn functies s(z) die meromorf zijn op de open eenheidsschijf en z´ o dat de
kern
Ks(z,w) =
1 − s(z)s(w)∗
1 − zw∗
κ negatieve kwadraten heeft, of equivalent, de kern
Ds(z,w) =

 

1 − s(z)s(w)∗
1 − zw∗
s(z) − s(w∗)
z − w∗
s#(z) − s#(w∗)
z − w∗
1 − s#(z)s#(w)∗
1 − zw∗

 
, s#(z) = s(z∗)∗,
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κ negatieve kwadraten heeft. In Hoofdstuk 2 van dit proefschrift beschouwen
we enige aspecten van deze klasse functies geintroduceerd door Krein en
Langer in 1977.
In het beantwoorden van bovenstaande vraag voor functies van de klasse
Sκ gaf Dufresnoy in 1958 een nieuwe generalisatie van Schur’s algoritme,
deze generalisatie heeft zijn oorsprong in het werk van Chamfy. Dit gegen-
eraliseerde Schur algoritme is gedeﬁni¨ eerd door een lineaire fractionele trans-
formatie van de vorm
(7.4.56) s(z) 7→ b s(z) =
b a(z)s(z) +b b(z)
b c(z)s(z) + b d(z)
waar de transformatie matrix
(7.4.57) b Θ(z) =
 
b a(z) b b(z)
b c(z) b d(z)
!
een polynomiale matrix is die verschillend is in de drie gevallen |s(0)| < 1,
|s(0)| > 1 of |s(0)| = 1. Als |s(0)| < 1 dan zijn de gegeneraliseerde Schur
transformatie (7.4.56) en de Schur transformatie (7.4.55) hetzelfde.
Functies van de klasse S0
κ, dat wil zeggen, de subklasse van Sκ bestaande
uit functies die holomorf zijn in de oorsprong, kunnen gekarakteriseerd wor-
den door operator colligaties: Bij gegeven s(z) ∈ S0
κ bestaan er een Pontrya-
gin ruimte P = Ps, elementen u,v ∈ P, en een begrensde lineaire operator
T = Ts op P zodanig dat
(7.4.58) s(z) = s(0) + zh(I − zT)−1u,viP.
De operator matrix
Vs =

T u
h·, vi s(0)

:

P
C

→

P
C

heet een colligatie voor s(z) en de uitdrukking aan de rechterzijde in (7.4.58)
heet de karakteristieke functie van deze colligatie. Vergelijking (7.4.58) zelf
heet de realisatie van s(z) als de karakteristieke functie van Vs. We noemen
P de toestandsruimte en T de hoofdoperator van de colligatie Vs. Deze col-
ligatie kan zo gekozen worden dat hij coisometrisch (VsV ∗
s = I), isometrisch
(V ∗
s Vs = I) of unitair (VsV ∗
s = V ∗
s Vs = I) is en minimaal in een zin die
verduidelijkt wordt in dit proefschrift. In deze gevallen is de representatie
uniek tot op isometrische kopie¨ en van de Pontryagin ruimte P. De theorie
van operator colligaties gaat terug tot het artikel uit 1964 van Brodskii en
Shmul’jan.
Het algemene concept van operator colligatie en de geassocieerde real-
isaties worden besproken in Hoofdstuk 3. In het eerste deel van Hoofdstuk
4 bespreken we de gegeneraliseerde Schur transformatie. We laten zien datSamenvatting 189
als s(z) behoort tot S0
κ dan behoort zijn transformatie b s(z) gedeﬁnieerd
door (7.4.56) tot S0
e κ met 0 ≤ e κ ≤ κ, en dus hebben de functie s(z) en zijn
getransformeerde b s(z) een geassocieerde colligatie Vs respectievelijk Vb s. In
het tweede deel van het hoofdstuk bespreken we het eﬀect van de gegen-
eraliseerde Schur transformatie op de colligatie Vs: We laten zien hoe de
elementen van de colligatie Vb s verkregen kunnen worden uit die van Vs en
de data bevat in b Θ(z). We beschouwen drie gevallen afhankelijk van of de
colligatie Vs coisometrisch, isometrisch of unitair is. We eindigen het hoofd-
stuk met het uitbreiden van de theorie van Schur parameters van de klasse
S naar de klasse S0
κ.
Beschouw het volgende basis interpolatie probleem voor Schur functies :
Gegeven een complex getal σ0, bepaal alle functies s(z) ∈ S waarvoor s(0) =
σ0.
De oplossingen zijn algemeen bekend, dankzij de lineaire fractionele trans-
formatie (7.4.55). Een soortgelijk probleem voor functies s(z) ∈ S0
κ for-
muleren en lossen we op in Hoofdstuk 5. In dit geval worden alle oplossingen
beschreven door een parametrisatie van de vorm
(7.4.59) s(z) =
a(z)e s(z) + b(z)
c(z)e s(z) + d(z)
waar de parametrisatie matrix
(7.4.60) Θ(z) =

a(z) b(z)
c(z) d(z)

een polynomiale matrix is en e s(z) een parameter is uit de klasse S0
e κ voor
een geheel getal e κ ≥ 0. De matrix Θ(z) is verschillend voor de gevallen
|σ0| < 1, |σ0| > 1 en |σ0| = 1. Het geval |σ0| = 1 is vrij ingewikkeld omdat
het hier niet genoeg is om alleen de waarde van de oplossing in z = 0 voor
te schrijven. Om alle oplossingen te kunnen beschrijven is extra informatie
nodig, namelijk een zeker aantal afgeleiden moet voorgeschreven worden.
Een soortgelijke situatie doet zich voor bij het volgende basis interpolatie
probleem in een randpunt:
Gegeven z1 op de eenheidscirkel T, een geheel getal k ≥ 1, en complexe
getallen
|τ0| = 1,τ1 = ··· = τk−1 = 0,τk 6= 0,τk+1,...,τ2k−1,
vind alle functies s(z) ∈ Srai, de verzameling van alle rationale gegener-
aliseerde Schur functies die unimodulair zijn op T, zodanig dat
s(z) =
2k−1 X
i=0
τi(z − z1)i + O((z − z1)2k).190 Samenvatting
In dit geval komt de extra informatie van de al gespeciﬁceerde waarden τj,
j = 1,2,...,2k−1. De oplossing van dit probleem wordt besproken aan het
eind van Hoofdstuk 5.
In de laatste twee hoofdstukken van dit proefschrift beschouwen we
oplossingen van het basis interpolatie probleem voor functies van de klasse
S0
κ in termen van realisaties. Als een speciaal geval beschouwen we canon-
ieke realisaties in Hoofdstuk 6. Dit zijn de realisaties waarvoor de toestand-
sruimte P de reproducerende kern Pontryagin ruimte met reproducerende
kern Ks(z,w) of Ds(z,w) is. Het geval van algemene realisaties, die we de
directe methode noemen wordt behandeld in Hoofdstuk 7. In beide hoofd-
stukken bespreken we het eﬀect van de parametrisatie (7.4.59) op de colli-
gatie Ve s voor de parameter: We tonen aan hoe de elementen van de colligatie
Vs voor de oplossing kan worden verkregen uit die van Ve s en de data bevat
in Θ(z).
De gelijkheid
b Θ(z) = z`Θ(z)−1
voor een geheel getal ` ≥ 0 impliceert dat de twee problemen, het eﬀect van
de gegeneraliseerde Schur transformatie (7.4.56) op de colligatie Vs zoals
bestudeerd in Hoofdstuk 4 en het eﬀect van de parametrisatie (7.4.59) op
de colligatie Ve s bestudeerd in Hoofdstukken 6 and 7 gerelateerd zijn. De
´ e´ en kan gezien worden als de inverse van de ander. Terwijl in Hoofdstuk 4
de colligatie Vb s voor de transformatie b s(z) wordt verkregen als een “com-
pressie” van de colligatie Vs voor s(z) naar een kleinere toestandsruimte,
wordt in Hoofdstukken 6 and 7 de colligatie Vs voor de oplossing verkre-
gen als een “expansie” van de colligatie Ve s van de parameter e s(z) naar een
grotere toestandsruimte.
Als in het interpolatie probleem de interpolatie data re¨ eel zijn en de pa-
rameter functie e s(z) zodanig is dat e s(z) = e s#(z), dan voldoet de oplossing
s(z) ook aan de conditie s(z) = s#(z). In dit geval bestaan er zelfgead-
jungeerde unitaire operatoren Je s en Js in de canonieke unitaire realisaties
van e s(z) en s(z) zodat Je sTe s en JsTs zelfgeadjungeerd zijn in respectievelijk
Pe s en Ps. In de laatste sectie van Hoofdstuk 6 drukken we, in een aantal
speciale gevallen, Js uit in termen van Je s.List of symbols
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Krein-Langer factorization, 17
linear relation, 18
main operator, 3, 35
minimal, 3
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reproducing kernel, 19
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Schur transformation, 1, 48
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transform, 2
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