We prove that in the finite field F = F q , q = 2 m , with a primitive element , there exists a nonzero element such that
Introduction
Let F q , q = 2 m , be a finite field with a primitive element , and Tr be the trace function from F q to F 2 . For a ∈ F * q , an M-sequence a( ) = (a 0 ( ), . . . , a n−1 ( )), of length n = q − 1, is defined by a k ( ) = (−1) Tr( k ) , k = 0, . . . , n − 1.
All M-sequences of the length n can be obtained from the initial one, a(1), by cyclic shifts.
Let for an M-sequence a( ),
a k ( )e 2 ikt , i = √ −1. The peak-to-average power ratio (more exactly the peak-to-mean envelope power ratio) of the sequence is defined (see e.g. [7] ) as ptP q ( ) = max t∈[0, 1) n−1 k=0 a k ( )e 2 ikt 2 n−1 k=0 a 2 k ( )
Let
where the minimum is over all possible choices of the primitive element. The parameter P q is of crucial importance if M-sequences are used in multi-carrier communication systems (e.g. OFDM). This application was suggested in [3] . It is known (see, e.g., [5] ) that for j = 0, . . . , n − 1,
thus if the maximum over t in (1) is substituted by the maximum over j n , j = 0, . . . , n− 1, we obtain the estimate−1 for P q . However, it was observed in numerical examples [1] that in between the samples the value of the function may be significantly larger than the value occurring in the samples. In [7] an upper bound
ln (2(q − 1)) + 2 2 was obtained (the additive constant of 2 can be actually improved, see e.g. [4] where it is shown to be at most 1.312).
It was an open problem if P q is a growing in q function.
In the present paper we show that indeed P q is growing with q, namely, that there exists q 0 such that for all q > q 0 ,
Note that here we are interested in the highest peak-to-average power ratio of a sequence belonging to the set of cyclically shifted initial sequence.
It remains an open problem if the bound similar to (3) can be derived for individual M-sequences, i.e. when the maximum in (2) is substituted by minimum. There is a numerical evidence that suggests that the double-logarithmic lower bound better reflects the actual behaviour of P q than the once-logarithmic upper bound. It is also worth mentioning that our result is reminiscent to a one of Montgomery [6] where a similar bound (with constant 2 ) was derived for the coefficient sequences being the values of Legendre symbol.
Proof of the main result
where c is a constant independent of q.
Proof. Let us transform the expression for F (t).
Here we used
This yields
and here
is the Dirichlet kernel. Clearly,
we have
In what follows we omit the lower index in F 1 , i.e. F (x) = F 1 (x). Let (s) be a function to be defined later. From (5) and (8) we have
Denoting
For some integers x 0 and H to be chosen later we define (s) in (10) in such a way that
Eq. (11) can be rewritten as
For the described choice of f (h) we can calculate (s), namely,
where K H (t) is the Fejér kernel. It is known, e.g. [8] , that K H (t) 0 for all t ∈ R/Z. From (12) and (13) we have
To see that the last equality is valid, notice that
since the last sum is nonzero only if h = 0. Then, by (12) and (14), we obtain 1 n
Let us address now the left-hand side of (15). We know that for h = 0, 1, . . . , n − 1,
Then, by (15) we have
Now assume that for given x 0 and all |h| H we have
(existence of such x 0 and estimates on H will be provided in Theorem 2). Then, for all such h we have
and by (16) we have
Choosing in the last inequality
In Theorem 2 it is shown that H can be chosen in such a way that it satisfies (17) and the right-hand side of (18) is at least c √ n ln ln n for an appropriate positive constant c.
In what follows we undertake a quantitative analysis of the distribution uniformity for the arguments of Gaussian sums. Let e(x 0 ) = ( (x 0 ), ((x 0 + 1) mod n), . . . , ((x 0 + H − 1) mod n)) .
For all x 0 = 0, 1, . . . , n − 1 we have e(x 0 ) ∈ T H := (R/Z) H . Our goal is to prove an equidistribution of e(x 0 ) on the torus T H . For this we need the following result which is based on Theorem 9.3 from [2] along with a quantitative estimate for the uniformity of the distribution. 
Clearly, if g(z) = 0, there exists an x ∈ T H such that both, x and z + x belong to the cube with side and centered in the origin. This yields that z is in the cube of side 2 centered in the origin. It is known, see e.g. [8] , that g(z) has the following Fourier expansion The series is absolutely converging, thus n−1
Recalling that
we have that
It is proved in [2, Theorem 9.6] that for m = 0,
Extracting the term corresponding to m = 0 and using the last estimate we obtain n−1
We partition the right-hand side sum into two sums, corresponding to the cases when m satisfies max j |m j | and max j |m j | > , to be chosen later. Further, we will obtain an upper estimate on the first sum |S(m)| using (19), while in the second sum we will use for |S(m)| the trivial upper bound equal to the number of summands. We have n−1
Finally, n−1
Choosing such that the two terms are (almost) equal we set
and then for large enough q we have n−1 x 0 =0 g(e(x 0 ) + y) − nc 2 (0)
Clearly · ln q < 0.783 · ln q which accomplishes the proof.
Finally, choosing in the last theorem y = ( (0), . . . , (H − 1)), recalling that by varying we produce cyclic shifts of the M-sequence, we validate (17), and may substitute the estimate on H into (18). Thus we obtain the sought result: 
