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Abstract
Strong light–matter coupling gives rise to intriguing possibilities like Bose-Einstein condensa-
tion at room temperature. In this context, organic semiconductors are particularly attractive
because they combine large oscillator strengths with high exciton binding energies and thus
readily enable large light–matter coupling strengths up to room temperature. Yet, in these
commonly strongly disordered materials, the applicability of fundamental predictions devel-
oped for systems of high order needs to be verified.
Hence, the validity of the theoretically predicted form of the coupling strength and of the
coupled oscillator model is tested for strongly coupled organic microcavities in this thesis.
Experimental investigations of metal-clad microcavities confirm the coupling strength to be
proportional to the electric field with which the excitons interact and to the square root both
of the oscillator strength of the material and of the number of chromophores inside the mi-
crocavity. Systematically varying these parameters demonstrates a non-zero threshold for the
onset of the strong coupling regime for the first time, which confirms the applicability of the
coupled oscillator model also for strongly disordered systems.
Moreover, the effect of the coupling strength on the photoluminescence from organic mi-
crocavities is investigated. For metal-clad cavities, but not for microcavities with dielectric mir-
rors, an increase of the luminescence intensity with increasing coupling strength was found.
For the latter system, a systematic study aimed to determine the properties of the cavity and
of the organic material which are crucial for polariton lasing. However, experiments did not
yield polariton lasing, for which two potential reasons are identified: (1) the vanishing of
modes close to resonance and (2) pronounced bimolecular quenching in the studied material.
Since organic microcavities are complex, systematic studies as presented in this thesis are an
important step towards a more profound understanding of organic polaritons.
i
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1
Introduction
The reason why we can see or feel the warmth of the sun on our skin is that light interacts
with matter, i.e., photons in the visible or infrared spectral range are absorbed by the receptors
of our eyes or heat up the water molecules in our body.1 The interaction between matter and
light also enables plants to photosynthesise and is thus essential for most forms of life on
this planet. From a scientific point of view, the interaction between light and matter gives
rise to fascinating phenomena like the photo-electric effect2,3 or lasers,4,5 which over the last
century have transformed the way we understand and use physics. Moreover, by exploiting
the interaction, oranisations like the European Union aim to tackle the energy problem, thus
bringing devices like solar cells and energy-efficient light-emitting devices into our every-day
lives.6,7
Realising that the interaction of matter and light is in fact a ubiquitous phenomenon, one
might ask in which way the strong light–matter coupling studied in this thesis differs from the
previously discussed situations. All kinds of light–matter interaction involve the exchange of
energy between light and matter. In the conventional scenario, the energy that is transferred
1
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from photons to matter by absorption of light can excite particles which may then for example
generate a current in a device. However, the interaction can also slightly change the properties
of either the light or the matter, which is then called the coupled regime. For instance in
lasers, the majority of excited particles emits into a single mode (or a few modes) of a broad
gain spectrum. By contrast, strong light–matter coupling goes beyond ‘slightly changing’ the
properties of interaction partners. Instead, it represents a regime where the two constituents
of the coupled system, light and matter, can no longer be separated. Formally, this means that
the coupled regime can no longer be adequately described by the isolated eigenstates of light
and matter, which will be explained further below. Instead, new eigenstates arise, so-called
polaritons, which are a mix between light and matter.
It is well-known from classical physics that interaction can lead to new eigenmodes of a
coupled system. For instance, when two pendula of the same resonance frequency are coupled
by a string, they will no longer oscillate at the same frequency as each individual, uncoupled
pendulum would. Instead, the coupled system can be observed to oscillate at two new fre-
quencies, one being faster than the uncoupled frequency, the other being slower.8 Moreover,
an oscillatory transfer of energy from one pendulum onto the other pendulum and back will
occur (at the slow frequency). In order to gain some understanding from this mechanical
analogue, three aspects of the light–matter system need to be clarified: (1) In what way do
light and matter correspond to harmonic oscillators? (2) How do light and matter couple? (3)
What is the consequence of the strong coupling for the system of polaritons? These questions
will be answered in the following.
In order to answer the first question, it is necessary to specify the light–matter system
further. For the light part, consider a photon confined between two mirrors. Due to self-
interference, the photon can propagate in this so-called microcavity only if the length of the
cavity equals an integer number of half wavelengths of the photon. If this condition is fulfilled,
the energy of the cavity photon is called its eigenenergy. In order for the matter part to be able
to interact with the photon, it should consist of a two-level system (or two levels of a multi-
level system), which is occupied by electrons. This criterion is met for example by excitons,
which are bound electron–hole pairs. In organic semiconductors, which are investigated in
this thesis, the energy levels correspond to molecular orbitals. Here, the lowest excitation of
the molecule leaves the highest occupied orbital electron-deficient (or populated with a hole)
and transfers the electron to the lowest unoccupied orbital. The eigenenergy of the exciton is
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then the energy difference between the ground state and the excited state of the molecule. The
cavity photon and the exciton are thus analogous to mechanical oscillators in that they have
eigenenergies, similar to the resonance frequencies of the pendula. This system—a microcavity
filled with an organic semiconductor—will henceforth be referred to as organic microcavity.
The interaction between light and matter occurs via dipole interaction. When cavity photon
and exciton are on resonance, the organic films can absorb a photon to generate an exciton.
Likewise, the relaxation of an exciton will result in the emission of light at the energy of the
cavity photon. The reason for the uniqueness of the strong coupling regime is that the exchange
of energy between light and matter is coherent. This means that (1) the exchange of light and
matter happens at a fixed frequency, the Rabi frequency, which is dictated by the coupling
strength between photon and exciton; and (2) when there is more than one exciton present
in the microcavity, the exchange will happen collectively, i.e., all excitons will be excited (and
relax again) at the same time. The latter is reminiscent of all the energy of one pendulum
being transferred to the other and vice versa. As a consequence of the strong light–matter
coupling, the properties of the polaritons will be a mix of light and matter, which gives rise
to an unusual combination of material properties for these mixed light–matter particles. The
coupled system will also have new eigenenergies—one being lower and the other being higher
than the eigenenergies of the uncoupled photon and exciton. The energy difference between
the two new states is called the Rabi splitting and is a key characteristic of the strong coupling
regime.
Note that strong light–matter interaction is not limited to the interaction of photons with
excitons in organic microcavities, as specified above. Although the focus of the presented
work is on exciton–polaritons, the matter part of polaritons is not restricted to excitons; light
can also strongly couple to surface plasmons, to phonons in crystals or to vibronic modes of
molecules.9–13 In fact, the Rabi splittings predicted and observed in microcavities in the 1980s
used ultra-cold (T < 5 K) Rydberg atoms as matter component.14–16 Here, the collapse and
revival of the Rabi oscillations was demonstrated in very complex and advanced experiments,
which were necessary for the control of the atoms, including superconducting microcavities.
The next step to facilitating the observation of microcavity polaritons was to use excitons of
quantum wells in inorganic semiconductors in 1992 by Weisbuch et al. [17]: here, the en-
tire cavity–exciton system could be reduced to one monolithic heterostructure of inorganic
semiconducting layers and already the first experiments showed polaritons at T = 20 . . . 77 K.
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Even though the temperature for the observation of polaritons was soon after increased to
room temperature,18 the first observation of a Rabi splitting in organic semiconductors by
Lidzey et al. [19] in 1998 was a break-through in several regards: (1) Due to the large oscil-
lator strengths of organic materials, the Rabi splitting was increased with respect to inorganic
exciton polaritons by an order of magnitude. This reduced the demands for the Q-factors of
the microcavities, which, together with the large binding energies of organic excitons, greatly
facilitated the generation and observation of polaritons. (2) Organic semiconductors represent
a huge class of light-emitting materials, which is renowned for its tunability and the relative
ease of device fabrication.20
This long—though by far not exhausting—list of experiments on exciton–polaritons in mi-
crocavities raises the question where the fascination with polaritons stems from and why one
would want to study organic polaritons in particular. The answer to both questions is two-fold,
since polaritons (organic or not) are attractive with respect to both fundamental research and
potentially arising applications.
On the one hand, exciton–polaritons are an ideal platform to study non-equilibrium physics
with nonlinearities, which originate from polaritonic interaction. For instance, the nonlineari-
ties give rise to phenomena known from non-linear optics, like bistabilities and solitons, which
can now be observed in polaritons.21–23 Moreover, the combination of these non-linearities
with the bosonic character of exciton–polaritons allows for their condensation,24,25 and due to
the light mass of these mixed light–matter particles, this can even persist up to room tem-
perature.26,27 The driven–dissipative nature of this system allows for investigating out-of-
equilibrium condensates and leads to inherent instabilities.28–33 Using organic materials for
the excitonic part adds another level of complexity to the system, owing to the disorder and
the vibronic progression in these materials. In this context, the extensive tunability of organic
microcavities makes them an ideal platform to study these complex systems.
On the other hand, there are several ways in which the strong coupling regime could lead
to new devices or improve existing ones. While some of the applications arise from general
properties of polaritons, like using polaritons for quantum simulators,34 the discussion here
will focus on the practical consequences of organic polaritons in particular. There are mainly
three aspects of polaritons which could potentially be exploited in devices with organic mate-
rials: the coherence and delocalisation of the coupled excited states, the shift in energy states
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upon strong coupling and the lower threshold of polariton lasing compared to photon lasing.
The coherence of polariton states could improve devices by e.g. increasing the exciton conduc-
tivity,35,36 or even the conductivity of charges,37 even though the latter findings have not been
unanimously confirmed.38,39 The delocalisation of the excitation has also been demonstrated
to enable more efficient energy transfer between different exciton species in a microcavity40
or to increase the luminescence quantum yield of organic materials41 albeit not in all exper-
iments.42,43 The shift of energy levels when transitioning from weakly to strongly coupled
systems could be used in polaritonic chemistry or organic electronics. For example, the con-
trol of photo-chemical reactions via interaction with light has been shown,44,45 which could be
useful e.g. for the design of catalysts.46,47 The possibility to tune energy levels could also en-
hance organic electronic devices, for example exploiting singlet fission processes or by harvest-
ing triplet states.48–51 Furthermore, the tunable emission with low angular dispersion, which
is found in microcavities with very large coupling strengths, could be of interest for devices
where high purity of colour is required even at large angles.52,53 Finally, polariton condensa-
tion is predicted and demonstrated to occur at lower thresholds than photon lasing.25,54 This
lower threshold has raised hopes in the organic community to realise an electrically driven,
organic (polariton) laser—a long-standing and so far elusive goal. Even though the efficiency
of final devices is low as of yet,55,56 the microcavity system is considered promising due to the
extensive control, which offers new possibilities for optimising devices.39,57–59
However appealing potential applications of organic polaritons may appear, an optimisa-
tion of devices is only possible once the fundamental properties of the exploited phenomenon
are thoroughly understood. Although the research of the last 20 years has shed light on many
aspects of organic polaritons, there are still numerous questions to be answered. For example,
even though polariton lasing has been demonstrated in a variety of different organic materials
to date,27,60–63 there is no conclusive picture as to which properties of the system are critical
for achieving polariton lasing. Moreover, most reports of strongly coupled, organic systems
use the coupled oscillator model for analysing the coupling properties.27,59–67 Yet, the cou-
pled oscillator model has been proven to yield ambiguous results in the presence of disorder
in the material,68,69 so that its applicability to strongly coupled organic microcavities should
be verified. Similarly, the coupling strength is assumed to follow a very simple form, being
proportional to the electric field and to the square root of the number of absorbers, of the
oscillator strength and of the inverse mode volume.70 The validity of this form has been tested
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and confirmed for organic semiconductors.19,42,50,71,72 However, all these investigations use
an organic material of particularly low disorder (a J-aggregate) and identify the Rabi split-
ting with the coupling strength. Thus, the reports do not probe regimes of large disorder that
would be expected for most organic semiconductors and ignore the difference between the
Rabi splitting and the coupling strength that is predicted by the coupled oscillator model.
Therefore, this thesis studies the fundamental properties of organic polaritons using ma-
terials that show the key signatures of many organic materials, i.e. large disorder-broadening
and a vibronic progression. The first set of experiments investigates the coupling strength in
metal-clad microcavities as a function of different parameters of the uncoupled system (Chap-
ter 4). By studying different materials in microcavities and by changing the thickness of the
organic film and its position inside a microcavity, the form of the coupling strength is con-
firmed to be proportional to the electric field and to the square root of the oscillator strength
of the material and of the number of absorbers. These investigations also allowed to validate
the coupled oscillator model by demonstrating a non-zero threshold for the onset of the strong
coupling regime on the same order of magnitude as the losses of the system. Moreover, the lu-
minescence from microcavities—with metallic and dielectric mirrors—is studied (Chapter 5).
On the one hand, a highly tunable microcavity system is aimed to be optimised for polariton
condensation, although not successfully. On the other hand, the photoluminescence intensity
of weakly and strongly coupled microcavities is compared. While the results of microcavi-
ties with dielectric mirrors do not show any enhancement in photoluminescence intensity, a
continuous enhancement with coupling strength is observed in metal-clad microcavities.
This thesis is structured as follows. After explaining the theoretical background (Chapter
2), the methods which were used to perform the experiments of this thesis are explained in
Chapter 3. Chapter 4 is based on the work published in Tropf et al. [73] (Chapter 4.1) and
in Tropf & Gather [74] (Chapter 4.2), i.e., on the work investigating the validity of the form
of the coupling strength and of the coupled oscillator model as detailed above. The following
chapter (5) then presents investigations of the luminescence of strongly coupled microcavities.
After the characterisation of the photoluminescence from uncoupled, organic films (Chapter
5.1), Chapter 5.2 turns to the experimental challenges which were faced when optimising the
microcavity for polariton lasing and Chapter 5.3 discusses the measured photoluminescence
intensity for samples with different light–matter coupling strengths. The final chapter, Chapter
6, then summarises the main results and provides an outlook.
6
2
Theoretical background
This chapter provides the background knowledge for the experiments in this thesis. To under-
stand an organic microcavity in the strong coupling regime, we first need to understand the
uncoupled parts of the system, i.e., the exciton of the organic material (2.1) and the cavity
photon (2.2). After that, light–matter coupling will be discussed in the weak (2.3) and in
the strong coupling limits (2.4). In the strong-coupling regime, particular focus will be on
the peculiarities of organic microcavities like the difference to inorganic microcavities and the
prevailing disorder.
2.1 Organic semiconductors
Organic semiconductors are a subgroup of carbon-based molecules that are able to conduct
charges at finite resistance. The origin of the semiconducting nature differs significantly from
that observed in inorganic semiconductors, despite the similarity of name. In inorganic ma-
terials, semiconductivity arises from thermal excitation of charge carriers into the conduction
band, which extends over the entire crystal. In organic semiconductors, semiconductivity
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originates from extended, molecular orbitals, which are delocalised over one molecular unit.
Because electron transfer between molecules is governed by incoherent hopping, coherent
electron transport does not extend over the entire film. Electronic excitation or relaxation of
the molecule is concomitant with the absorption or emission of a photon, which is why organic
semiconductors can be used for photovoltaics as well as organic light emitting devices.
This section will look at aspects of organic semiconductors which are relevant for their cou-
pling to light and it is based on the descriptions in Köhler & Bässler [75], Demtröder [76],
and Riedel [77]. For this, first the origin of the energetic states of organic semiconductors and
their distribution will be explained. Then, the transition between the states and the dynamics
thereof will be discussed.
2.1.1 Properties from structural considerations
This section first describes the electronic structure of organic molecules and how this can
result in semiconductivity at certain conditions. The second part distinguishes several types of
organic semiconductors with distinct properties, which differ in their structure on a molecular
level or in their arrangement within a film.
2.1.1.1 Electronic structure: the origin of semiconductivity in organic materials
Molecules are stable when the electron distributions of the atoms can be rearranged in a way
to lower the energy of the multi-atom system. Two aspects of this rearrangement can lower the
total energy. First, when atoms come into close proximity, their electron orbitals overlap and
the charge density between the nuclei can be increased. In that case, the increased Coulomb
attraction lowers the potential energy of the system. Second, the formation of molecular or-
bitals can result in a delocalisation of the electrons. It follows from the Heisenberg uncertainty
relation that this delocalisation reduces the uncertainty of the momentum and hence the mean
kinetic energy of the electrons, 〈Ekin〉= 〈p
2〉
2m0
.
Whether or not molecular orbitals form depends on whether or not the formation of molec-
ular orbitals is energetically favourable. Figure 2.1 illustrates how the outer-most electronic
wave functions of the atoms, which can have positive (yellow) or negative (grey) values, can
interfere according to the linear combination of atomic orbitals (LCAO), here shown for the
example of a diatomic molecule. LCAO is a simplified concept that neglects electron–electron
interactions, but that is instructive for understanding the physical principle of molecular or-
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Figure 2.1: (a) Schematic illustration of the linear combination of atomic orbitals (LCAO) on
the example of diatomic molecules. Yellow indicates a positive electron wave function, grey
a negative electron wave function and black the nucleus. When two wave functions overlap,
they interfere constructively or destructively, forming new binding (σ, pi) or antibinding (σ∗,
pi∗) orbitals, respectively. (b) Energy levels resulting from the formation of the molecular
orbitals in (a).
bitals. Depending on whether the interference is constructive or destructive, the electron den-
sity between the nuclei is increased or not. All superpositions are possible, but the energy
of the resulting molecular orbital will be lower (higher) with respect to the atomic orbitals
for constructive (destructive) interference (see Figure 2.1b). The extent of this increase and
decrease in energy of the molecular orbitals relative to the atomic orbitals mainly depends
on the resonance (or exchange) integral, which describes the interaction between the atomic
orbitals and in turn depends on their overlap and energy difference. Molecular orbitals are
distinguished between σ and pi orbitals. The electron distribution of σ orbitals is on the axis
between the nuclei whereas pi orbitals lie away from this axis. Hence, σ orbitals correspond
to a larger resonance integral and have a larger energetic difference to the isolated atomic
orbitals. This applies to the shift of both the reduced energy in the binding orbital and the
increased energy in the antibinding orbital. The energy difference between binding and an-
tibinding pi and pi∗ orbitals is smaller and often corresponds to light in the visible spectral
range. The gain in energy by forming the molecule (i.e., the binding energy) then depends on
which orbitals are occupied by which number of electrons. The orbitals will be filled with elec-
trons starting at smallest energies with at most two electrons each (due to the Pauli exclusion
principle) as the system minimises its energy.
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Figure 2.2: (a) Atomic orbitals of carbon from LCAO and the hybrid sp2 orbital formed when
the electrons of carbon interact with those of surrounding atoms (and with each other). (b)
Molecular orbitals of a benzene molecule, where carbon is sp2 hybridised, so that the ring lies
in a plane. To the left, only σ orbitals in the plane of the ring are shown, to the right, only pi
orbitals above and below the plane of the ring. The inset shows the Lewis structure of benzene,
where the carbon double bond is equally probable on the blue as on the green positions.
When moving to more complex molecules like organic compounds, the situation is changed
and electron–electron interaction will influence the shape of the atomic orbitals before the
bonding takes place. Carbon has six electrons, with four of them being valence electrons in
the second shell. In the hypothetical case of an isolated carbon atom in space, one would
expect two of the valence electrons in the s-orbital and one in the px and py orbital, each.
However, depending on the environment of the carbon atoms, these three orbitals will mix
to form three sp2-‘hybrid orbitals’ so as to minimise the energy of the system (and thereby
optimising the bonding to its available binding partners). These sp2 orbitals lie in a plane with
an angle of 120◦ between them and allow the carbon atom to form three σ-bonds to three
different binding partners (typically one hydrogen and two carbon atoms), as illustrated in
Figure 2.2a.
This hybridisation results in molecules with chains or rings of carbon, e.g. polyacetylene
or benzene, which are planar with 120◦ between adjacent bonds (Figure 2.2b). Due to the
shared occupation of the bonds, each carbon now has one ‘spare’ valence electron, which is
not used in any of the σ bonds. These electrons populate the atomic pz orbitals, which are
perpendicular to the plane of the molecule and together, form the molecular piz orbitals. Due
to symmetry of the ring of benzene, there is no preference as to which orbitals are joined
pairwise (in Figure 2.2b, both the blue and the green bonds are equally likely). Hence, the piz
orbital is delocalised over the entire ring structure (right side of Figure 2.2b), which is formally
depicted as alternating single and double bonds between adjacent carbon atoms. The situation
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is similar for chains like polyacetylene.
In fact, whenever carbon systems have alternating single and double bonds in their struc-
ture formulae, delocalised piz orbitals will arise. These electrons can be considered as free
electrons in a box (e.g. for calculating the energy of excited states), the length of which is
given by the conjugation length. The conductivity along a conjugated path is thus higher than
in any other direction. However, it is emphasised that the delocalisation, other than in inor-
ganic semiconductors, does not occur across the entire bulk of the material, but only on the
scale of molecular units (or effective conjugation units). Electron transport across the bulk is
thus greatly reduced with respect to free electrons and is best described as hopping processes
between molecular units.78
While all conjugated molecules share the delocalisation of electrons and thus, the semi-
conducting properties, they are not necessarily efficient chromophores. Chromophores are
characterised by the transition between the ground state and the excited state being efficient
and in the visible spectral range. The transition consists of the excitation of an electron from
the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital
(LUMO). Its efficiency is described by the magnitude of the so-called transition dipole moment.
The efficiency is an important quantity for describing chromophores, so that in addition to the
transition dipole moment µ, one can define the macroscopic oscillator strength f :
f = 5.36 · 106 〈ν〉 |µ|2 = 4.29 · 10−9
n
∫
κ (ν˜)dν˜. (2.1)
Here, ν is the frequency of the transition in SI units, ν˜ is the transition frequency in wave num-
bers, n is the refractive index of the material and κ is the decadic molar extinction coefficient.
The prefactors represent a combination of different constants that originate from relating the
probability of absorption and emission—more precisely, the Einstein A and B coefficients—to
each other and relating the absorption cross section for a single chromophore to the absorp-
tion coefficient of a film. Equation 2.1 links a microscopic, quantum mechanical quantity (µ)
to the macroscopic quantity of the measurable extinction coefficient. f will be small when a
transition is quantum mechanically not allowed (e.g. by spin conservation) and so will be the
absorption peak. The maximum oscillator strength for a single dipole is 1, but films with many
dipoles will be described by a single, effective oscillator strength with f  1.
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Since the dipole operator is odd, only transitions from even states to odd states∗ and vice
versa will be symmetry-allowed and will thus have significant transition dipole moments (or
oscillator strength). Moreover, it turns out that transition dipole moments are larger when
the transition from HOMO to LUMO is concomitant with a redistribution of charge.79 This is
realised in molecules containing additional functional units which donate and accept electron
density within the conjugated domain (e.g. oxygen and nitrogen, respectively). While this
usually leads to a decrease in charge mobility, the efficiency of the transition is increased.
These functional units also influence the position of the HOMO and LUMO levels and hence,
the frequency of the transition.
2.1.1.2 Structure of molecules and films: different classes of organic semiconductors
The conjugation, often in the form of aromatic rings as described above, can appear on differ-
ent kinds of molecules. Organic semiconductors are classified as polymers or small molecules.
Polymers are made of a chain of repeating units (¦ 20)80, with the conjugation occurring
across the entire backbone of the chain. However, the effective conjugation length of a poly-
mer will generally be shorter as different local environments will reduce the coherence length
along which delocalisation can occur. Since the confinement of the electron determines the
gap between the HOMO and the LUMO, the bandgap is a function of the effective conjugation
length. The width of the transition is then influenced by the spread in effective conjugation
lengths. In addition to the conjugated central unit, polymers generally have side groups at-
tached to the semiconducting backbone. These increase their solubility—polymers are usually
processed from solution—and can control the interaction between different polymer chains
or the rigidity of the polymer. Small molecules, by contrast, have a lower molecular weight
which allows for their evaporation in vacuum. The evaporation facilitates the fabrication of
multilayer stacks. Like for polymers, side groups are often attached to the conjugated unit as
a means to influence the inter-molecular interaction, the film structure or the solubility.
Because organic molecules used as organic semiconductors are overall neutral, the interac-
tion between different molecular units is usually given by dipole–dipole interaction. In cases
where the molecule has no permanent overall dipole moment, the dipoles will be induced and
different molecules will interact via Van der Waals forces. The immediate environment will
∗Even and odd operators and functions f correspond to a symmetric or antisymmetric behaviour around 0:
feven(−x) = feven(x) and fodd(−x) = − fodd(x), respectively. This is fulfilled for example in polynomial functions
or operators with exclusively even and odd terms, respectively.
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affect the energetic position and shape of the molecular orbitals. This environment will differ
between different conjugated units (i.e., molecules or effective conjugation domains on one
molecule), so that different units will have slightly different energy levels. As a result, thin
films of organic molecules do not have one sharp absorption energy but rather a broad band
of transition energies. The width of the band depends of the degree of order in the film.
Both polymers and small molecules can have different degrees of order when deposited
in a film. At the limits, they can form molecular crystals with perfect periodical order or fully
amorphous films with the lowest degree of order. Regimes of intermediate order include ag-
gregates, in which molecules are stacked in an orderly fashion, ensembles of microcrystallites
or films in which all dipoles lie in one plane. The greater the order in the material, the more
similar are the energetic levels of different molecules and thus, the narrower the band width
of the absorption will be. This is observed for example in J-aggregates, where the stacking cre-
ates an extended coherent state with a narrower, red-shifted transition and a smaller Stokes
shift compared to the monomer (the latter originating from a nearly resonant excitation and
absorption process).81,82 Likewise, increasing the rigidity of the molecule reduces the number
of possible conformations and thus the disorder in the material.
Disorder will lead to inhomogeneous broadening of the transition. The distribution of
energetic levels across different molecular units, arising from different effective conjugation
lengths and different environments of each chromophore, will then have a Gaussian shape.
In organic semiconductors, the inhomogeneous broadening is usually a lot larger than the
homogeneous linewidth, which results from the finite lifetime of the excited state.
2.1.2 Excitation and relaxation of organic semiconductors
This section discusses the dynamic processes of excitation and relaxation in organic semicon-
ductors. It will be seen that the absorption and emission of light generally not only involves
electronic, but also vibronic transitions. The second part of this section then describes how
competing non-radiative processes can influence the emission efficiency of a given material.
2.1.2.1 Absorption and emission spectra
The molecular orbitals discussed above show the energy levels which electrons can occupy.
The energetic state of the molecule is then given by the way electrons are distributed over
the orbitals, how their spins add up and how the nuclei move with respect to each other.
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In the ground state S0, the energy will be minimised and electrons will occupy the lowest
levels, complying with the Pauli exclusion principle. The HOMO then plays the role of the
valence band in inorganic semiconductors. From here, electrons can be excited into any of the
unoccupied orbitals and the lowest excited state will excite an electron into the LUMO, which
acts as the conduction band.
Assume an excitation from an electron of the HOMO (e.g. piz , see Figure 2.1b) into the
LUMO (e.g. pi∗z). The missing electron in piz represents a hole, which will electrostatically
interact with the extra electron in the LUMO, i.e., they will attract each other. Due to the
Coulomb attraction, a bound electron–hole pair is formed in the molecule, which represents
the excited state of the molecule and is called an exciton. It falls into the class of Frenkel
excitons because its radius is small (∼ 1 nm, defined by the extension of the orbitals) and its
binding energy is strong. The binding energy of the exciton results from the interaction of
the charges and is given by the difference in energy of the electrical and the optical gap. The
electrical gap describes the energy difference between the LUMO and HOMO (or between the
electron affinity and the ionisation potential). As mentioned before, the energetic position
of these molecular orbitals does not take any electron–electron interaction into account. The
optical gap, by contrast, is indicated by the absorption edge and shows the difference between
the S1 and S0 state. These energetic states consider the attraction between the hole in the
HOMO of the molecular ground state and the electron in the LUMO of the molecular ground
state, which lowers the optical gap with respect to the electrical gap. The binding energy differs
between different materials, but can safely be assumed to be EB ¦ 0.5 eV, which means that
excitons in organic materials are stable at room temperature since EB  kB ·300 K = 0.026 eV.
In addition to the Coulomb interaction, the alignment of the spins of electron and hole will
affect the energy levels of the excited state. The spins of the electrons can interfere construc-
tively (i.e., total spin S = 1), forming a triplet state (notation Ti , i > 0) or destructively (i.e,
S = 0) to form a singlet state (notation Si , i ≥ 0). The triplet state has its name from the three
(degenerate) states which can form with the same spin quantum number S = 1 but different
spin projections, mS = −1,0, 1. It usually has a lower energy than the singlet state. According
to quantum mechanics, the total spin S is conserved in transitions when the spin–orbit coupling
is small, as it is the case for the molecules discussed here. Since the ground state of conjugated
molecules is a singlet state (as, in fact, for most molecules), only transitions to and from other
singlet states are allowed—at least for molecules with little spin–orbit coupling. Thus, the
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luminescence from singlet states (fluorescence) to the ground state S0 is fast. In contrast, the
radiative relaxation of triplet states (phosphorescence) is much slower (® ×0.01) and is thus
often suppressed by faster non-radiative relaxation channels. While this is of great importance
under electrical excitation,∗ optical excitation does not create triplet states. The experiments
in this thesis only use optical excitation of organic molecules with little spin–orbit coupling.
Thus, singlet states will present the vast majority of excited states and the discussion in the
following will be restricted to this situation.
So far, we have considered a rigid molecule, where all atoms sit at equilibrium distance
from each other. However, molecules can vibrate in collective or normal modes, in which all
nuclei move through their equilibrium position at the same time. These vibrations are quan-
tised as a function of the vibration frequencyωvib in the energy potential of the molecule. Close
to the minimum, this can be approximated as a parabola, so the energies of the vibrational
mode are given by Evib,n =
 
n+ 12

ħhωvib, n = 1, 2, .... A better approximation of the energy
potential between two bound atoms is the Morse potential, which takes into account the dis-
sociation of the molecule at large inter-nuclei distances R: Epot = EM

1− ea(R−Req)2. Here,
EM is the depth of the potential and relates to the dissociation energy ED as EM = ED+
1
2ħhωvib;
Req is the equilibrium distance between the nuclei and a is a proportionality factor. As a con-
sequence of the potential becoming wider away from the minimum, the vibronic energy states
move closer with respect to vibronic states in a parabola.
The different potentials and energy levels of an organic molecule together with differ-
ent transition mechanisms (radiative or non-radiative) are illustrated in Figure 2.3, which
is similar to a Jablonski diagram. Since the energy of one vibrational quantum is roughly
ωvib ∼ 0.1 eV, only the lowest energy state will be significantly occupied at room temperature.
The vibrational levels are nonetheless important, as we will see in the following. Upon exci-
tation of one electron into the LUMO, the energy potential will not only be shifted to higher
energies, but at the same time, the equilibrium distance between nuclei will increase (see Fig-
ure 2.3). The nuclear adaptation to the new energy potential will, however, be slow compared
to the radiative excitation of the electron. Thus, radiative transitions will appear as vertical
lines in the energy diagram, which is called the Franck–Condon principle. Since the transition
∗Under electrical excitation, the occupation of HOMO and LUMO does not follow optical selection rules and hence,
each combination of spins is excited with the same probability. However, since there exist three different spin com-
binations which will form a triplet state but only one that forms the singlet state, 75% of the electrical excitations
will be triplet excitons. Due to their much slower decay, these can act as trap states in electrically driven devices
with small spin–orbit coupling.
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Figure 2.3: Schematic diagram of photo-excitation (blue) and subsequent relaxation (green)
in organic materials. Radiative transitions are indicated by vertical, solid arrows and thermal
relaxation by red, dashed arrows. Conformational relaxation of the excited state (S∗1 → S1)
leads to the Stokes shift between the 0-0 transition in absorption and emission spectra.
matrix element depends on the density of states of the final state (see Fermi’s golden rule in
Section 2.2), the highest transition probability is to a vibrational state which is not necessarily
the vibrational ground state. The absorption spectrum of an organic molecule will thus gen-
erally consist of several peaks corresponding to the excitation into different vibronic levels of
the excited state. The thermal relaxation into the vibronic ground state of S1 will then follow
quickly with respect to electronic transition rates. Additionally, many molecules rearrange
their atoms after excitation in order to minimise their energy with respect to the new electron
distribution (‘conformational reorganisation’ in Figure 2.3). This conformational relaxation
results in a shift of the emission spectrum towards lower energies, the extent of which is the
so-called Stokes shift. The subsequent radiative relaxation will follow the same principles as
the excitation and depend on the overlap of wave functions in the initial and final state. Thus,
relaxation will not only occur into the vibronic ground state but also into vibronically excited
states of S0, yielding an emission spectrum that is mirror-symmetric to the absorption.
2.1.2.2 Dynamics of excited states
The photoluminescence quantum yield (PLQY) is an important measure for evaluating the
radiative efficiency of a transition. It describes how many photons are emitted for each ab-
sorbed photon. From the processes discussed above, one might conclude that the PLQY is
always equal to one. However, this is not the case as a consequence of non-radiative processes
16
2.1. Organic semiconductors
competing with the radiative ones.
The non-radiative steps of the radiative process sketched above—i.e., the thermal re-
laxation and the conformational reorganisation—should not be confused with overall non-
radiative processes. Generally, there is one radiative transition, e.g. S1→ S0, which relaxes at
a rate kr. Additionally, there will be several fully non-radiative processes, in which no photon
is emitted throughout the entire relaxation process. If the chromophore is in solution, this can
mainly happen via internal conversion and intersystem crossing (at the rates kIC and kISC).
Internal conversion describes the transition from the electron in a low vibrational state of S1
into a highly excited state of S0 at the same energy, where upon the energy will be dissipated
into the bulk. Intersystem crossing, by contrast, describes the spin flip of an excited electron,
rendering the excited state into a triplet state. This is not generally a quantum mechanically
allowed processes so that kISC will be small for organic materials which have little spin–orbit
coupling (like the materials used here).
Even more non-radiative decay channels are available when the chromophore is in a dense
thin film and the excitons can interact with each other. The interaction via non-radiative
energy transfer—either via dipole–dipole interaction (Förster type) or via electron exchange
interaction (Dexter type), depending on the multiplicity of the involved states∗— results in bi-
molecular annihilation.83 In principle, excitons can annihilate with other excitons (or charges,
though not discussed here), independent of the spin:
X1 + Y1→ S0 + Zn→ S0 + Z1 + heat. (2.2)
Here, X , Y and Z can be either singlet or triplet states and S0 is the ground state. The subscript
n denotes a high vibronic excitation, which will decay thermally and via internal conversion
into the vibronic ground state of the first excited state. Being a two-particle interaction, the an-
nihilation scales with the concentration of both particles, [X ] and [Y ]. The quenching process
will dissipate the energy of one exciton, leaving only one excited exciton.
The rate equation for excitons can then be described by three terms: one pumping term,
one term representing the radiative and non-radiative relaxation of excitons and an additional
∗For the photoexcitation of primary relevance here, the majority of the excitons will be in singlet states, Förster
type energy transfer will dominate due to its longer range.
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term that depends on the square of the exciton density n:84
dn
dt
= α · Ipump −

kr +
∑
i
knr,i

· n− γ · n2. (2.3)
Here, α is the absorption coefficient, Ipump is the pumping intensity, kr is the radiatve decay
rate, knr,i represents various non-radiative decay rates and γ is the bimolecular annihilation
rate constant. Since the bimolecular quenching depends on the concentration of excitons,
it scales both with density of the chromophores and with excitation density. When exciton–
exciton annihilation dominates the overall decay, the emission will not scale linearly with
the intensity, but rather with its square root. For the system discussed here, singlet–singlet
annihilation, i.e., X , Y, Z = S, will dominate bimolecular quenching.
From the above considerations, it becomes clear that the PLQY Φ is determined by how
the radiative decay rate compares to the overall decay rate:
Φ=
# photons emitted
# photons absorbed
=
kr
kr +
∑
i knr,i + γ · n . (2.4)
kr thus competes with all non-radiative decay rates, knr and γ·n. This shows that the PLQY can
decrease both with increasing concentration of chromophores and with increasing excitation
level because of the increase of exciton–exciton annihilation.
2.2 Microcavities
Cavity photons form the second ingredient necessary to obtain strong light–matter coupling.
This section will give a brief overview of the dispersion relation of a photon in a Fabry-Pérot
cavity and of the important characteristics of these microcavities depending on the type of
confining mirrors.
2.2.1 The Fabry-Pérot cavity
A Fabry-Pérot cavity is defined by two plane-parallel mirrors, confining the light in the direc-
tion perpendicular (⊥) to the mirrors. In the plane of the mirrors (‖), however, translation
invariance is maintained. This makes the wave vector parallel to the mirrors (q‖, related to
momentum p as p‖ = ħhq‖) a good variable to describe the system by, as will be shown in the
following.
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In vacuum, the propagation of the photon is solely determined by the speed of light, c,
and its frequency ω depends on its wave vector q (related to the wavelength λ as q = 2piλ )
according to ω= cq. This is no longer valid when light travels through a medium of complex
refractive index n˜ = n− ik with refractive index n and extinction coefficient k. In that case,
the dispersion relation is changed to ω= cqn˜(q) by the interaction with the medium, and is thus
no longer linear for dispersive media.85
The dispersion relation becomes even more distorted from the linear behaviour when the
light is confined between two mirrors. While literature often skims over the derivation and
only states the resulting photonic dispersion relation,70,86–89 it will be derived in detail here.
This is important in order to understand where (and how well) approximations and hence
final equations are valid. We start by considering light of wave vector q0 outside and qc inside
the cavity performing a roundtrip in the cavity of effective length d, see Figure 2.4a. The
phase shift experienced by the light during one roundtrip depends on the angle Θc (Θc = 0
corresponds to light perpendicular to the mirrors) inside the cavity and is given by 2dqc cosΘc .
After one roundtrip, only wave vectors qc fulfilling
ei2dqc cosΘc = 1 ⇔ 2dqc cosΘc = 2pi ·m, m = 1,2, ... (2.5)
will interfere constructively and hence form the cavity mode or dispersion relation. This is
equivalent to the description of a standing wave forming between the mirrors at wavelengths
m · λc2 = d ·cosΘc with nodes at the edges of the cavity. For simplicity, we will assume m = 1 in
the following, which corresponds to a λ2 -cavity. Assuming that inside the cavity, we have the
refractive index nc and outside, n0 = 1, qc is related to q0 via qc = ncq0. Using furthermore
the identity cos2Θ + sin2Θ = 1 and Snell’s law (n0 sinΘ0 = nc sinΘc), we can reformulate
condition 2.5 to become a function of the observables outside the cavity (q0 and Θ0):
q0 =
ħhcpi
ncd
· 1È
1− sin2Θ0n2c
. (2.6)
Knowing the wave vectors for which constructive interference is fufilled, it is straightforward
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Figure 2.4: Illustration of interference (a) in a microcavity and (b) in a DBR. The beam path
in (b) is only drawn at an angle for clarity. Due to the periodicity of trigonometric functions,
we set ϕ + 2pi= ϕ. All constructively interfering beams are drawn in blue.
to find an expression for the energy of the photon mode, EMC:
EMC = ħhcq0
≈ E0 ·

1+
sin2Θ0
2n2c

, E0 =
ħhcpi
ncd
,
(2.7)
where E0 is the photon energy at Θ0 = 0◦. The approximation was obtained by a Taylor
series for 1
1−x . This error of this approximation depends on Θ0 and nc (nc ≈ 1.8 for organic
materials), which is estimated to correspond to a ∼ 10% (24%) deviation from the parabolic
shape for Θ0 = 40◦ (Θ0 = 90◦) .
EMC can also be expressed as a function of the wave vector parallel to the mirrors, for
which continuity across the mirrors holds: q‖ = q‖,0 = q‖,c . To obtain EMC(q‖), Equation
2.5 is rearranged to yield qc =
pi
d·cosΘc . Combining this expression with qc = sinΘc · q‖, the
generally valid relationship between the angle inside the cavity, Θc , and q‖ can be established:
tanΘc =
d
piq‖. Moreover, it can be deduced from the trigonometric identity used above that
1
cosΘc
=

1+ tan2Θc . These steps will be used in the following:
EMC(q‖) = ħhc
qc
nc
=
ħhcpi
ncd cosΘc
= E0

1+ tan2Θc
= E0
√√√
1+
q2‖d2
pi2
= E0
√√√
1+
ħh2q2‖
E0 ·meff ; meff = E0
n2c
c2
≈ E0 +
ħh2q2‖
2meff
.
(2.8)
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Thus, we expect to see in first approximation a parabolic function of the cavity mode. In
the last line, the Taylor series for
p
1+ x ≈ 1 + x2 − x28 + · · · was used, so that the error of
the approximation can be estimated from the neglected term of lowest order. In our case,
x = tanΘc , for which the maximum angle which can be observed outside organic materials
with n ≈ 1.8 is Θc ≈ 35◦. Thus, for Θ0 = 90◦, the expected deviation from the parabola is
12%, while at Θ0 = 40◦, it reduces even further to < 5%.
Note that due to the differences between Equation 2.7 and Equation 2.8, care has to be
taken when evaluating experimental data. When the energy is measured over the angle (e.g.
using a goniometer), the dispersion of the cavity photon will not be parabolic but become
flatter at large angles. Hence, the shape will be reminiscent of the dispersion relation of a
lower polariton (see Section 2.4.1) even though the system is purely photonic. When the
energy is instead measured using far-field imaging, the spectra will be resolved with respect
to their spatial frequency, q‖ = q0 · sinΘ0, which corresponds to the wave vector parallel to
the mirrors. Therefore, far-field imaging recovers the well-approximated parabolic dispersion
relation of Equation 2.8.
2.2.2 Metal mirrors vs distributed Bragg reflectors
There are two ways of reflecting light which are relevant in this thesis, either by metallic
mirrors or by distributed Bragg reflectors (DBRs).
Below the plasma frequency, which lies for most metals well in the ultra-violet spectral
region, electrons in metals can be approximately described as free electrons. As such, the
absorption (∝ k) is a lot higher than the polarisability (∝ n) of the medium and the light
penetrates very little into the mirror. We can express the reflectivity R of a surface via the
reflection coefficient r from Fresnel equations (as will be discussed later, see Equation 3.7).
At normal incidence, R only depends on the complex refractive indices, n˜1, n˜2 and for n˜1 = 1
(i.e., vacuum or air) and n˜2 = n− ik (i.e., an arbitrary, absorbing material) it will become85
Rmetal = |r|2 =
(n− ik)− 1(n− ik) + 1
2 = (n− 1)2 + k2(n+ 1)2 + k2 . (2.9)
It follows that if k n, as is the case for metals, R→ 1. In practice, the reflectance for metals
of good optical quality (e.g. silver, gold, Al) is limited to Rmetal = 0.9 · · ·0.98. There, even
though k is large, not much energy is dissipated because the light only penetrates for small
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distances dpen into the metal.
85 The effective cavity length d is thus increased with respect to
the distance between the two mirrors, dc: d = dc + 2dpen, where dc  dpen. If the thickness
of the metal mirror is on the order of the penetration depth, some light will be transmitted
through the mirror (i.e., it will be semitransparent) and the reflectance will be reduced.
The reflectance of a DBR, by contrast, relies on interference. A DBR consists of alternating
layers of two different, transparent materials with refractive indices n1 and n2, see Figure
2.4b. Both layers have optical thickness dopt =
λc
4 , which corresponds to a phase shift of
pi
2 for
light with wavelength λc propagating through the layer. According to the Fresnel equations
(Equation 3.7), light reflected on the surface from n1 to n2 will experience a phase shift of
pi if n1 < n2, i.e, only on every other interface. Transmission is never accompanied by a
phase shift. As a consequence, all reflected light will interfere constructively, while a double-
reflection into forward direction leads to cancellation of the electric field (see two bottommost
layers in Figure 2.4b).
The concept of interference makes the DBR a highly tunable system, where the region
and amount of reflection can be freely chosen by changing the thickness of the layers or the
number of mirror pairs, N . The larger the number of mirror pairs in the DBR stack, the more
effective the interference cancellation becomes and hence, the higher the reflectivity at λc . In
quantative terms, this can be stated as90
RDBR = 1− 4

n1
n2
2N
, n1 < n2. (2.10)
Equation 2.10 gives the maximum reflectance at normal incidence at λc . By increasing the
number of layers in a DBR, one can thus increase the reflectance of the mirror to well above
99% and is only limited by the losses (scattering or absorption) in the mirror.91 A full quan-
titative description with an explicit wavelength dependence including polarisation and angle
dependence goes beyond the requirements for understanding the rest of this thesis and can be
found for example in Panzarini et al. [92]. The overall shape of the DBR reflection spectrum
will be described qualitatively, though, and is schematically illustrated in Figure 2.5a. From
the considerations regarding the interference above, it is clear that both a change in angle
and a change in wavelength will lead to a reduction of the maximum reflectance. Around the
central wavelength λc , however, this change is small, so that a so-called stop band forms. Its
width depends on the refractive index contrast |n1−n2|. Outside this stop band, the reflectivity
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Figure 2.5: Properties of DBRs and DBR-based cavities. (a) Exemplary reflection spectrum of a
DBR with indication of the parameters affecting the spectrum. DL stands for double layer, #DL
for number of double layers. (b) Transfer matrix (TM) calculation of the mode shift originating
from the phase matching when keeping the cavity thickness and energy (Ec) constant and only
changing the stopband position (EDBR) via the thickness of the DBR layers.
drops drastically and fringes are observed due to partially constructive or entirely destructive
interference at different wavelengths. The relatively high transparency outside the stop band
allows for coupling light efficiently into the cavity.
The confinement of the optical mode by interference leads to two particularities of the
spatial mode profile inside a microcavity. First, the field does not necessarily vanish on the
edges of the microcavity. If the refractive index adjacent to the cavity is smaller than that of
the second material, the standing wave will have antinodes at the edges of the cavity (and a
node in the centre of a λ2 -cavity).
90 In the opposite case, the field distribution resembles that
of a metal cavity, with nodes on the edges. Second, the interference principle leads to a large
penetration depth into the mirrors,70
dDBRpen =
λc
2nc
· n1n2|n1 − n2| , (2.11)
which also depends on the refractive index inside the cavity, nc . For a typical cavity used for
the experiments presented in this thesis, dDBRpen ≈ 700 nm ≈ 3dcnc . This large value results
in the photonic mode volume being significant larger than in metal cavities, which will be of
importance for the light–matter interaction discussed further below. A second effect of the
large penetration depth into the DBR is a possible frequency shift of the mode due to phase
matching. When the energy of maximum reflectance of the DBR, EDBR =
hc
λc
, differs from the
cavity mode Ec (Equation 2.7), the energy Em of the observed mode depends on both EMC and
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EDBR:
92
Em =
dc · EMC(Θ) + dDBRpen · EDBR(Θ)
dc + dDBRpen
≈  1+ sin2Θeff dc · EMC(Θ = 0◦) + dDBRpen · EDBR(Θ = 0◦)dc + dDBRpen
(2.12)
One thus observes a mode pulling towards the centre of the stop band upon detuning Ec from
EDBR. This is illustrated in the calculation of Figure 2.5b, where the mode (low reflectance in
the stop band) is shifted upon changing EDBR, even though Ec is kept constant. The second line
in Equation 2.12 used the fact that EDBR also depends on its internal angle ΘDBR as EDBR ∝
1
cosΘDBR
. On the assumption that n1, n2, nc ≈ neff, it becomes clear that Em is also expected to
follow a parabola as function of sinΘ0.
2.2.3 Q-factors
In order to define the quality of a microcavity, the concept of Q-factors is introduced. Qualita-
tively, the Q-factor of a purely photonic system describes how many round trips a photon can
statistically take before it will leak through a mirror of the cavity. It is related to the photon
lifetime τ like τ = Q · ħhE , where E is the energy of the mode. Q−1 gives the fraction of losses
through the mirror and potentially by scattering (see discussion below). When an absorbing
material is placed inside the microcavity, the photon can additionally lost by absorption inside
the cavity. For this case, the definition of the Q-factor depends on the context. In the regime
of strong light–matter coupling, the Q-factor is considered to be a property of the purely pho-
tonic system that can then potentially couple to the absorbing species. For weak light–matter
coupling, by contrast, the cavity and material inside the cavity interact only perturbatively so
that the Q-factor is regarded as a property of the full microcavity–material system.
Quantitatively, the Q-factor can be calculated as86
Q =
E
δE
=
λ
δλ
. (2.13)
Here, E and λ represent the energy and wavelength of the mode and δE or δλ its respective
width. Even though the definition of Equation 2.13 strictly only applies for low-loss cavities
with high Q-factors, it is used in this thesis to characterise all cavities in order to compare
them quantitatively. Moreover, Q will be determined for lossless—i.e., empty—cavities when
discussing strongly coupled systems to recover the properties of the uncoupled photon. In
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spectral regions where the cavity material does not absorb, it can thus easily be determined
experimentally from the cavity spectrum. In a symmetrical, lossless cavity, Q depends on the
reflectance R of each mirror as91
Q =
mpi
p
R
1− R , m = 1, 2, . . . . (2.14)
Depending on the type of mirror, Q thus varies between Q ≈ 30 for metallic microcavities and
up to Q > 105 for the latest DBR-clad microcavities of Fabry-Pérot type.93
By contrast, when referring to weakly coupled cavities, losses by absorption inside the
cavity will also be taken into account. Then, Q can again be calculated from Equation 2.13 to
the absorbing microcavity.94,95 Equation 2.14, however, is clearly no longer applicable in this
scenario.
2.3 Weak light–matter coupling
Weak light–matter coupling describes a regime in which the properties of matter are changed
perturbatively by interaction with light. Prominent examples are the Purcell effect and photon
lasing, both of which will be described in this Section.
2.3.1 Purcell effect
When light is confined in a microcavity, its density of states is changed with respect to free
space. It is increased at the energy of the mode, Em, and decreased everywhere else. This is
important because according to Fermi’s golden rule,96 the transition rate Γ between an initial
state |Ψi〉 and a final state |Ψ f 〉 depends on the final density of states, Df (E):97
Γ =
1
h
 〈Ψi|H |Ψ f 〉2 Df (E). (2.15)
Here, H denotes the interactive perturbation and 〈Ψi|H |Ψ f 〉 is the transition dipole moment
from |Ψi〉 to |Ψ f 〉, which depends on their overlap. By controlling the number of final states,
one can thus control the probability of a particular transition. Hence, the relaxation of an exci-
tation in a microcavity can, for example, be suppressed when the light emitted upon relaxation
falls into the forbidden region of a cavity.95 Likewise, the transition rate can be enhanced when
bringing the cavity in resonance with the excitation, because the photon mode corresponds to
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an increased Df (E) with respect to free space. This was first observed by Purcell et al. [98]
and is thus called the Purcell effect. The enhancement of the transition rate at wavelength λc
in a cavity (Γc) to the free-space rate (Γ0) is proportional to the Purcell factor, FP:
86
Γc
Γ0
∝ FP = 34pi2

λc
nc
3 Q
V
. (2.16)
The rate of radiative relaxation can thus be modified by either changing the Q-factor of a cavity,
the refractive index nc or mode volume V . Here, the Q-factor corresponds to the effective Q-
factor of the entire system, i.e., respecting potential losses.
2.3.2 Photon lasing
Lasers use the process of light amplification by stimulated emission of radiation. In order
to realise a laser, an external pump of energy, a resonator and a material providing the gain
are necessary. The gain process will be described in more detail as it relies on light–matter
coupling.
First introduced by Einstein [99], the interaction between a two-level system and a photon
distinguishes three processes. The system has two energy levels, E0 < E1, which are populated
by N0 and N1 electrons, respectively. The thermal population of these levels depends on the
temperature T and the energy difference of the levels according to the Maxwell-Boltzmann
distribution:85
N1
N0
= e−
E1−E0
kBT . (2.17)
Here, kB is the Boltzmann constant. Spontaneous emission and thermal absorption processes
will aim to maintain this distribution. When the energy difference, E1 − E0, is in the visible
range and therefore  kBT , spontaneous emission aims at depleting E1 by emitting photons
of energy ν = E1 − E0. This spontaneous emission is spatially and temporally incoherent
and does not depend the electric field inside the cavity. The other two processes are called
stimulated absorption and stimulated emission, as they are triggered by the interaction with
a photon. They depend on the spectral energy density of the photon uν. The rate equations
for the three transitions can be expressed via the Einstein A and B coefficients for spontaneous
and stimulated processes, respectively:
dN1
dt

spontem
= −AN1, dN0dt

stimabs
= −BN0uν, dN1dt

stimem
= −BN1uν. (2.18)
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Note that stimulated absorption and emission are both described by the same coefficient B.100
Assuming equilibrium (i.e., the validity of Equation 2.17) and comparing the energy density
distribution to the black body radiation, the form for uν is found to be
85
uν =
A
B

1
e
hν
kBT − 1

,
A
B
=
8pihν3
c3
. (2.19)
The coefficients for spontaneous and stimulated absorption thus have a fixed ratio, which
becomes larger (favouring spontaneous emission) for high frequencies.
Lasing becomes possible when stimulated emission becomes the dominant process, com-
pared both to stimulated absorption and to spontaneous emission. A large energy density uν
favours stimulated emission over spontaneous emission (see Equation 2.18). High densities
uν are achieved by pumping the system externally and placing the gain material in which the
amplification takes place inside a resonator that only enhances the resonant mode. It also fol-
lows from Equation 2.18 that lasing requires a population inversion, N1 > N0, so that the rate
of stimulated emission dominates over that of stimulated absorption. However, this cannot
be realised in a two-level system due to its equilibrium Maxell-Boltzmann distribution (Equa-
tion 2.17). When more electron levels are present, a population inversion can be attained
by choosing an electron system with longer lifetimes in the E1 level of the lasing transition
compared to the E0 level. This means that electrons which are pumped into a level E2 > E1
quickly relax into E1, where they accumulate. When N1 > N0, stimulated emission will become
the dominant process. In order for lasing to set in, the gain by stimulated emission moreover
needs to outweigh the losses of the system, mainly through mirrors. The lasing threshold is
thus determined by the reflectance of the mirrors, the frequency of the lasing transition (see
Equation 2.19) and how readily population inversion can be achieved.
2.4 Strong light–matter coupling
The interaction between matter and light has been treated perturbatively in the previous chap-
ter, discussing weak light–matter coupling. In the regime of strong light–matter coupling, by
contrast, the interactions couple the cavity photons and the matter part in such a way that they
can no longer be described separately. This coupling gives rise to new quasi particles called
polaritons, which are a mix between the matter excitation and the cavity photon. The exci-
tations in the matter can be of different nature—phonons, plasmons or electrons—but here,
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we limit ourselves to the discussion of coupling of photons to excitons. The two can interact
if they are on resonance and hence energy can be exchanged between photon and exciton. In
order for strong light–matter coupling to set in, the absorption needs to happen faster than
the decay of photons from the cavity and radiative relaxation of the exciton needs to happen
faster than non-radiative decay. In the strong-coupling regime, the energy exchange becomes
a coherent process and one can no longer distinguish between excitons and photons. The cou-
pling fundamentally changes and mixes their properties to form exciton–polaritons or, briefly,
polaritons. This section will present how these polaritons can be described theoretically and
what properties they have—both in general and in particular when organic materials are used
as active material inside the microcavity.
2.4.1 Theoretical description
Describing polaritons theoretically is key to understand their properties and measured sig-
natures. Therefore, this Section shows how the simple coupled oscillator follows from the
Hamiltonian of the coupled light–matter system and when it is valid. The difference between
the experimentally easily accessible Rabi splitting and the coupling strength of the system is
emphasised. Finally, the consequences of the strong light-matter coupling in the time domain
are discussed.
2.4.1.1 Hamiltonian and coupled oscillator model
The simplest system of relevance contains a single cavity photon mode at energy EC (= EC(Θ),
see Section 2.2) and a single exciton at energy EX, which are coupled by a coupling constant g.
The corresponding Hamiltonian therefore consists of three terms, referring to the cavity photon
(C), the exciton (X) and the interaction (ia). The Hamiltonian, similar to the Hamiltonian as
derived by Hopfield,101 has the following form102,103
Hˆ = HˆC + HˆX + Hˆia
= EC aˆ
†aˆ + EX bˆ
† bˆ + g
 
aˆ† + aˆ
  
bˆ† + bˆ
 (2.20)
Here, the creation, annihilation and number of photons (excitons) are described with the cre-
ation, annihilation and number operators aˆ†, aˆ and aˆ†aˆ (bˆ†, bˆ and bˆ† bˆ), respectively. Equation
2.20 differs from the Hopfield Hamiltonian, because photon–photon interaction is neglected
here.103 This interaction would only lead to an offset in energy at a given excitation level,
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which is not relevant for the present discussion. Note that the Hamiltonian for the interac-
tion describes both rotating and counter-rotating wave contributions. The latter are the terms
emerging Hˆia which do not conserve particle number, i.e., aˆ
† bˆ† and aˆ bˆ. They only play a
role when either the electric field or the coupling strength is very large102,104,105 and will be
commented on in Section 2.4.2.2.
However, on the assumption of treating neither very strong fields nor very large coupling
constants, Hˆia simplifies to Hˆia = g
 
aˆ† bˆ + aˆ bˆ†

. With this so-called rotating-wave approxima-
tion, the Hamiltonian can be expressed as a 2× 2 matrix and can now be solved exactly:
Hˆ =
EC − iγC g
g EX − iγX
 (2.21)
This is also referred to as the coupled oscillator (CO) model. For better readability, the de-
pendence of the energy of the cavity photon on the viewing angle and cavity thickness, EC =
EC(Θ0, d), is not noted explicitly. In order to account for losses, damping terms (γC,γX) have
been introduced in Equation 2.21. γC corresponds to the loss of cavity photons through the
mirror and γX to the damping rate of excitons. Both damping terms have been claimed to be
equivalent to the homogeneous linewidths of the underlying particle.106 Yet, the nature of the
excitonic damping is still debated, which will be discussed in Section 2.4.3.2.
It should be noted that while Equation 2.21 yields a fair description of polariton modes
for a single oscillator, Hamiltonians describing realistic systems are often a lot more complex.
These can include multiple excitonic transitions,107 multiple photonic modes,62 a vibronic sub-
structure of the exciton,46,108 disorder109 and pumping as well as dissipation terms.110 We will,
however, not discuss these theoretical descriptions further here, but rather explain some of the
effects of these terms in Section 2.4.2.
By solving the eigenvalue problem of Equation 2.21, two new eigenenergies of the system
are found:
EUP/LP =
EC + EX
2
− iγC + γX
2
±
√√
g2 +
1
4
[EC − EX − i (γC − γX)]2. (2.22)
The eigenstates corresponding to the eigenenergies of Equation 2.22 are called polaritons and
their dispersion relation along the angle is sketched in Figure 2.6a. A coordinate transforma-
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Figure 2.6: Polaritons in the energy and time domain. (a) Energy domain: dispersion relation
of polaritons. The uncoupled constituents, cavity photon and exciton (dashed lines), give rise
to exciton–polaritons (solid lines) when strongly coupled to each other. The photonic and
excitonic fractions of each branch are represented by green and blue colour, respectively. (b)
Time domain: Rabi oscillations. In the strong coupling regime, one finds coherent (damped)
oscillations between photon (green) and exciton (blue) with the frequencyΩ/2. The schematic
diagram shows a situation where initially only the photon field is excited and the polariton
consists to equal parts of exciton and photon.
tion yields the new, mixed states from the eigentstates of exciton and photon:88
P− = X bˆ+ C aˆ
P+ = −C bˆ+ X aˆ
, |C |2 + |X |2 = 1 (2.23)
Here, P− is the eigenstate of the lower polariton (LP), P+ is the eigenstate of the upper polariton
(UP), and X and C are the so-called Hopfield coefficients. |X |2 and |C |2 denote the exciton
and photon fraction, respectively. Since the photon energy changes along q‖ and with cavity
thickness d, so do the polariton energies and thus, importantly, the excitonic and photonic
fractions along the LP and UP branch (see Figure 2.6a). Impacts of the varying fractions on
the polaritonic properties are discussed in Section 2.4.2.
While the derivation of the polariton states above is in agreement with quantum mechan-
ics, the same result can be obtained from a fully classical, macroscopic model called linear
dispersion theory.111,112 This model relies on using appropriate dielectric functions for cal-
culating the optical response of a microcavity using multi-beam interference from Maxwell’s
equations. Even though the applicability of this classical model cannot be assumed a priori,
it was extensively validated (also for microcavities containing organic materials) to account
for all localisation and broadening effects consistently.113–115 Methods used for calculating the
classical optical response of a cavity, like transfer matrix simulations, have since been used
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routinely in the field of strongly coupled microcavities.86,116,117 Therefore, transfer matrix cal-
culations of reflectance and transmittance spectra are also used in this thesis for designing and
characterising microcavities. The method will be explained in Chapter 3.1.
2.4.1.2 Rabi splitting vs coupling strength
From Equation 2.22, we can draw two further conclusions. First, we see that while the splitting
between LP and UP changes with the energy of the cavity photon, it has an absolute minimum
at resonance, where EC− EX = 0. This splitting is referred to as Rabi splitting (ħhΩ) in analogy
to the splitting originally observed in a spin system coupled to a magnetic field.118 The Rabi
splitting is a measure for the coupling strength between photon and exciton since
ħhΩ=
q
4g2 − (γC − γX)2. (2.24)
Second, it is obvious from the above that there is a fundamental limit for attaining the strong
coupling regime. This threshold for the coupling strength follows from the difference of the
loss terms of the photon and exciton, allowing for the strong coupling regime only if90,119
g >
γC − γX
2
. (2.25)
γC corresponds to the linewidth of the cavity photon, but there exists a controversy about the
nature of γX,
102,106,112,120,121 which will be discussed in further detail in Section 2.4.3.2. If the
coupling strength is smaller than the threshold defined by cavity and material properties, the
system is in the weak coupling regime (see Chapter 2.3).86 Here, no splitting occurs and the
interaction can be treated perturbatively.
Independent of the controversy about γX, it is emphasised that Equation 2.25 is different
from the criterion of being able to observe the splitting. The threshold for the visibility of the
splitting, gvis, in contrast to the threshold of the strong coupling regime, depends on the sum
of total widths (i.e., FWHM) of the uncoupled exciton and photon mode, σX and σC. gvis
is the minimum coupling strength for which two dips can be distinguished in the absorption
spectrum and can be derived from linear dispersion theory to correspond to90
gvis =
σC +σX
2
. (2.26)
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Next, the parameters which determine the coupling strength of a microcavity will be dis-
cussed. The coupling strength between a dipole of dipole moment µ and the vacuum field A
inside a cavity is defined as122–125
g =
p
NµA/ħh∝ A
√√N f
V
. (2.27)
Here, N is the number of excitable sites which interact with the photons, f is the oscillator
strength of the exciton and V is the cavity volume. All three variables are thus handles with
which the coupling strength can be controlled and which can potentially drive the system
between the weak and strong coupling system. Somewhat counter-intuitively, we also learn
from g ∝ 1/pV that in metal-clad cavities, even though they have much smaller Q-factors,
the coupling strength is inherently increased compared to DBR-clad cavities. The penetration
depth into the mirrors, which is significantly larger for DBRs than for metal (see Section 2.2.2),
results in an increased V—and hence decreased g—for DBR-clad cavities with respect to metal-
clad cavities that are otherwise comparable.
2.4.1.3 Strong exciton–photon coupling in the time domain
Another way to understand strong light–matter coupling is in the time domain, which relates
to the energy or frequency domain via Fourier transform.126 In the time representation, the
energy splitting of the strong coupling regime translates into coherent oscillations between
excitons and photons (schematically shown in Figure 2.6b). This behaviour differs fundamen-
tally from the weak coupling regime, where after an initial excitation, every exciton will emit
independently, thus resulting in an exponential decay. More precisely, upon increasing the
light–matter coupling, the emission lifetime is initially reduced from the spontaneous emis-
sion rate due to the Purcell effect, indicating the transition from an uncoupled to a weakly
coupled regime.86 Once the system enters the strong coupling regime, i.e. Equation 2.25 is
fulfilled, damped oscillations of the form sin2 Ωt2 appear. The frequency of these oscillations is
thus determined by the Rabi splitting. While Rabi splittings of a few meV in inorganic micro-
cavities correspond to oscillation periods on the order of ps,127 the large splittings observed in
organic microcavities result in oscillations on the order of 10 fs.128 The damping rate of the
oscillation is a weighted average between those of the two bare constituents.129
Even though the investigations in the time domain can be technically challenging due
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to the short time scales involved, the coherent nature of polaritons can be understood more
intuitively. Importantly, the additional information on the time evolution of the oscillation
also allows separating the effects of homogeneous and inhomogeneous broadening.121 More
recently, time-resolved excitation and probing experiments were able to explore the effect of
pump and dissipation mechanisms in the non-equilibrium system and to control the dynamic
evolution of the excited state.130
2.4.2 Properties of exciton–polaritons
This section describes the properties of polaritons, in which way they are linked to the proper-
ties of the uncoupled constituents; how polaritons can differ from the description above—
either by violating the rotating-wave approximation or originating from the coupling of a
photon to a system with more than two levels; and how their response to weak and strong
excitation will be.
2.4.2.1 A mixture of light and matter
The properties of polaritons are inherently a mixture between the properties of their uncoupled
constituents. As briefly touched upon previously, the character of the polariton changes along
its branch and can thus be tuned by changing the probing angle or the cavity thickness (see
Figure 2.6a). As a consequence, polaritons will sometimes behave more like a photon and at
other times more like an exciton.
The behaviour of polaritons in the high-density regime is determined by their quantum
statistics, i.e., by their spin. As quasiparticles, their spin is a superposition of the spin of
the photon and of the exciton. Since both hole and electron have spin 12 , the alignment of
their spins in the bound state will result in an exciton with integer spin (in organic materials,
singlets or triplets), i.e., a boson.75 When these excitons form a mixed particle with a photon—
the epitome of bosonic spin-1 particles—the result will be another boson. Thus, Bose-Einstein
statistics will govern the behaviour of polaritons at high densities (or low temperatures) and
favour a macroscopic occupation of the ground state of the system.54
The photon-fraction of the polariton is crucial for being able to observe the polariton. It
follows from Equation 2.23 that a polariton always consists to one part of a photon and as such,
can decay from the cavity. Due to the conservation of momentum parallel to the mirrors,∗ prob-
∗According to the Noether theorem, translational invariance in space corresponds to conservation of momentum.97
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ing the photon field outside the microcavity gives us direct information on the polariton field
inside.70,125 Moreover, the optical signal outside the cavity at angle Θ = Θ0 and wavevector q0
relates to the in-plane wave vector of the polariton, q‖, via q‖ = q0 · sin(Θ).125 This means that
by measuring the optical response, we can directly infer the polaritonic dispersion relation.
The second attribute of great importance inherited from the photon is the light mass close to
the minimum of the dispersion relation, mLP ∼ 10−5m0 (see Figure 2.6a and Section 2.2). This
raises the critical temperature for Bose-Einstein condensation to above room temperature, as
will be discussed in more detail later.
In contrast to photons, which are only weakly interacting particles, excitons are responsive
to electric and magnetic fields. Via the excitonic fraction, this responsiveness is passed on to the
polaritons and thus observable in the light leaking from the microcavity. This is manisfested,
for instance, in the coupling strength—and thus energy of the polariton—being affected by
electric fields, by changing the carrier density or by the number of excited dipoles.39,131,132 A
bias on the sample can, for example, control the polarisation of the photons detected outside
the cavity.133 Moreover, excitons can also be excited electrically, which means that the same
holds for polaritons.55,57 As in some materials, the oscillator strength changes with magnetic
field, polaritons in these materials are also sensitive to external magnetic fields.134 This sensi-
tivity can then be used to distinguish bare cavity photons—irresponsive to magnetic fields—
from photons originating from polaritons.135
Excitons also have much larger non-linearities compared to photons, originating from the
Coulomb interaction between excitons, and so do excitonic polaritons. In fact, when consid-
ering polariton interaction and pumping terms, the Hamiltonian obtains a similar form as the
nonlinear Schrödinger equation.136 The nonlinearities give rise to effects like bistability or, in
the region of negative band mass, bright solitons.21,23 It should be noted at this point that this
effect is more pronounced in inorganic than in organic polaritons because the excitons in the
former have a larger exciton radius (see Section 2.4.3).
2.4.2.2 Ultra-strong coupling and hybrid polaritons
The following paragraphs will look at two ‘special cases’ of strong exciton–photon coupling.
Ultra-strong coupling describes a regime where the coupling is large enough to affect the
While this is not the case in the direction of stratification (i.e., perpendicular to the mirrors), in the plane of the
mirrors, translational variance and thus momentum are conserved.
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ground state of the system. Hybrid polaritons are quasiparticles formed upon the coupling of
one photon mode to more than one excitonic state.
It has been mentioned before that the simple description of polaritons with the coupled
oscillator model (Equation 2.21) does not hold for large coupling strengths. When g is on
the same order of magnitude as the exciton energy EX, the counter-rotating terms in Equa-
tion 2.21 have to be taken into account, which means that the particle number is no longer
conserved. This effect is called the ultra-strong coupling regime.103 It has been observed in
different material systems, ranging from intersubband transitions of quantum wells137,138 over
broad absorbers52,139,140 to carbon nanotubes.65 In the ultra-strong coupling regime, the split-
ting of UP and LP is no longer symmetric around EC+EX2 , a forbidden region opens up between
the UP and the LP and changes to the ground state are expected.103,139,141–143 Most of these
changes—the energy shift of the ground state being the exception—generally do not scale
with particle number, so that their effect is of little importance in the collective systems.124,141
Recent studies have, however, found that the counter-rotating terms could drive changes in
the high-excitation regime and open the possibility of new ordered phases that aim to lower
the energy of the system by increasing the light–matter coupling.144,145 Relative to the ‘normal’
strong coupling regime, the ultra-strong coupling regime results in a small dispersion and little
change of the photonic and excitonic fractions along the LP branch.140
So far, we have considered a single exciton mode coupling to a photon mode. However,
it was suggested by theory that the photon mode could also be used to couple two different
exciton species to itself and to each other, thus forming a new hybrid polariton.146 When the
coupling strengths are larger than the energetic difference between two excitons, the hybrid
polariton is formed in a narrow region on the newly arising middle polarition branch. Hy-
bridisation has been realised for the excitons of different organic compounds, for different
vibronic replicas of the same electronic transition and for mixing organic and inorganic ex-
citons.107,147,148 By using excitons that are degenerate in energy, the regime of hybridisation
of two excitons can be extended over the entire upper and lower polariton branch.149 For
these truly hybrid polaritons, properties of both exciton species can be favourably combined
to enhance the overall properties of the sample as originally suggested by theory.59,146
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2.4.2.3 Polariton dynamics: linear response
The excitation of polaritons distinguishes between two regimes: the mainly linear regime at
low excitation powers—i.e., below threshold where stimulated processes start to dominate the
dynamics—and the nonlinear regime above threshold at high excitation powers, respectively.
In the linear regime, interaction between polaritons plays a negligible role and the system
behaves like a fully classical coupled oscillator. The nonlinear regime, by contrast, is defined
by the interactions between polaritons, which become important at high densities and give
rise to quantum effects like the Bose-Einstein condensation of polaritons.
In the linear regime, the microcavity is well described by the coupled oscillator model or the
classical description of the linear dispersion theory.134 The population in this regime depends
on the effectiveness of relaxation mechanisms. Upon non-resonant excitation of microcavities,
it was observed that the polariton population was often highest in the LP at large q‖—before the
slope of the dispersion relation, dEdq‖ , increases towards smaller q‖.
25,60,150 This was called the
relaxation bottleneck and attributed to relaxation channels being less efficient for the region of
large gradients.151,152 For an efficient relaxation, by contrast, a thermal Maxwell-Boltzmann
distribution is expected at low excitation powers and has since been observed.25,60,93 The
mechanisms for relaxation differ between organic and inorganic systems. In inorganic systems,
polariton relaxation needs to conserve momentum and is mainly driven by phonon relaxation
(towards the bottleneck) and exciton–exciton or polariton–polariton scattering.89
In organic microcavities, the dominant relaxation pathways vary between systems and
largely depend on the properties of the uncoupled excited state, on the cavity structure and on
the pumping mechanism.43,153 Yet, only the relaxation following non-resonant pumping will
be discussed here due to its relevance to the experiments presented later. An illustration of the
processes discussed below is shown in Figure 2.7. Initially, non-resonant excitation generates
highly excited states. Literature differs on where this initial energy is deposited, into the UP
or into higher excitations of the (weakly coupled) excitonic states.109,154 There is agreement,
however, that this energy is transferred to the lowest-lying fully excitonic (i.e., uncoupled)
states, the so-called exciton reservoir (ER), and that this transfer is fast (∼ 100 fs).109,154
From the ER, the UP branch can be populated either thermally or by spontaneous emission,
depending on the temperature and energy differences. Scattering channels back into the exci-
ton reservoir are, however, very efficient (∼ 10 fs), so that the UP is generally depleted.109,155
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Figure 2.7: Illustration of possible relaxation pathways of organic polaritons under non-
resonant excitation as described in the text. Time scales and efficiencies are estimates and
depend on the concrete parameters of the system. Wriggly lines represent radiative processes,
interaction with different electronic states of the exciton reservoir is indicated in blue and
processes involving vibrational excitations in red.
The LP can be populated by two processes: radiative pumping or vibronically assisted scatter-
ing.43,156,157 However, both these processes are slow (∼ 1 ps), so that a large fraction of the
population (40%120 up to >95%154) remains in the ER and thus localised. The core idea of ra-
diative pumping is that only species of the highest oscillator strength are coupled to the cavity
photon. Exciton species which lie lower in energy, e.g. excimers or those using other vibronic
levels, can then populate the LP upon decay.43,153 For materials with strong vibronic transi-
tions and/or low PLQY in the microcavity, the vibronic transitions present the most efficient
relaxation pathway.41,157 Radiative and vibronically assisted pumping can also be combined in
one process where the radiative transition does not end in the ground state, but in a vibroni-
cally excited state, which decays later.153,158 Once the LP is populated, decay via the photonic
fraction usually happens too fast (∼ 100 fs) for any further relaxation to occur.109
2.4.2.4 Polariton dynamics: nonlinear response
However, this situation changes significantly when densities become so large that interactions
between polaritons do matter. Being bosons, their occupution number Ni of state i with energy
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Ei follows the Bose-Einstein distribution,
159
Ni =
1
e
Ei−µ
kB T − 1
, (2.28)
where E0 denotes the energetic ground state of the system, µ < E0 the chemical potential, kB
the Boltzmann constant and T the temperature. µ is a function of temperature and density.
At high temperatures, where the chemical potential lies well below E0, a Maxwell-Boltzmann
distribution with a negligible occupation of the ground state is observed. It can be seen that
in the limit µ→ E0 (or T < Tc), N0 diverges, whereas Ni remains finite for i > 0.29,160 When
this phase transition occurs, the occupation of the ground state is maximised and becomes
macroscopic. The new phase is called the Bose-Einstein condensate (BEC).54 The critical tem-
perature depends on the mass m and density ρ of the particles as159
Tc ≈ 3.31 ħh
2
kBm
ρ2/3 (2.29)
and describes the point where the wave functions of the particles start to overlap. Two points
of importance follow: (1) the low mass of the polariton favours a high Tc and (2) the system
can be driven to condensate at constant temperature by increasing the density of the ground
state.
It should be noted that BEC is originally only defined for 3D systems in equilibrium,
whereas polaritons in microcavities are non-equilibrium particles in 2D. As a consequence,
large systems show a Berezinskii-Kosterlitz-Thouless transition that is unique to 2D systems
and that posesses a phase of higher order with bound vortex–antivortex pairs.88 However, for
systems of finite size—which is defined by the pump spot—, the phase of higher order is more
similar to a BEC and thus termed quasi-BEC. Here, the steady state of the polaritons (including
pumping and decay) can form a quasi-equilibrium outwith the bath.∗25,29 It has been argued,
though, that the polariton condensate is distinct from a BEC, with distinct behaviour, and
should thus not be called BEC.161
As microcavities containing polariton condensates emit coherent light, they are also re-
ferred to as polariton lasers.† This might be confusing since the underlying physical prin-
∗Recently, microcavities of sufficiently high Q-factors have been fabricated to fully thermalise the polaritons before
they leak from the cavity.93
†Sometimes, the distinction between polariton condensates and polariton lasers is made, depending on the extent
of equilibrium,152,162 but in this thesis, the two terms will be used interchangeably.
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ciple differs fundamentally: photon lasing relies on the population inversion of a radiative
transition—is thus inherently far from thermal equilibrium—and the bosonic stimulation acts
on photons. By contrast, polariton condensation does not require a population inversion and
the particles undergoing bosonic scattering/cooling are of mixed light–matter nature. The
threshold for polariton condensation is thus expected to be lower than that for photon las-
ing.54 Comparing the emission characteristics, however, the two processes look similar as both
thresholds exhibit a non-linear increase of photon emission, linewidth narrowing (both in real
and in momentum space) and the onset of temporal and spatial coherence.29,85 A uniform po-
larisation across the spot is likewise expected in BECs and in most lasers.29,163 Even a thermal-
like distribution of the background and a spontaneous build-up of polarisation—previously
thought to be the smoking gun for condensates25,162—have also been demonstrated in photon
lasers.164,165
In order to unambiguously identify a condensate, two indicators need to be verified in
addition to the features mentioned above. (1) Does the non-linear emission (still) arise from
the coupled LP branch as opposed to the uncoupled branch of the cavity photon? (2) Does
the emission show a small but continuous blue-shift with excitation power? The latter can
be attributed to Coulomb repulsion of the polaritons, originating from their matter part. The
attentive reader may notice an interdependence between (1) and (2), as the blue-shift will
move the condensate in energy above the LP and towards the photon branch. This blue-
shift should be small compared to ħhΩ, especially since lasing has also aready been shown to
originate slightly red-shifted from the photon branch.164 In organic microcavities, the blue-
shift will be comparably small with respect to inorganic cavities due to the smaller exciton
size and thus smaller nonlinearities (see Section 2.4.3). Nonetheless, ambiguities sometimes
persist, especially in microcavities where LPs have a large photonic fraction and are thus very
similar in energy to the energy of the uncoupled cavity photon.63 Another proof to clearly
distinguish polariton condensation from photon lasing is the presence of a second threshold
at higher excitation powers. Here, the lower threshold corresponds to polariton lasing and
the higher one to photon lasing. However, a demonstration of the second threshold is not
always possible—in particular for organic materials. Low stability of the material can render
the second threshold elusive, especially since the system can only be optimised for one of the
phenomena.27,62
I conclude that although photon lasing and polariton condensation are fundamentally dif-
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ferent bosonic effects, great care has to be taken to distinguish them experimentally.
2.4.3 Notes on organic polaritons
It has been mentioned before that organic microcavities differ in several aspects from inorganic
microcavities. The first part of this section therefore compares the two systems directly. After
that, the impact of the disorder, which prevails in many organic films, will be discussed in
detail. This aspect is emphasised because the experiments discussed later in this thesis focus
on the role and impact of disorder in the strong coupling regime.
2.4.3.1 Organic vs inorganic excitons
The difference between the behaviour of organic and that of inorganic semiconductors in the
strong coupling regime is determined by the different properties of their excitons. Roughly
speaking, organic semiconductors have larger oscillator strengths, larger binding energies and
lower thermal stability than inorganic semiconductors. However, the large variety of repre-
sentatives of each class blurs this simple categorisation. For example, there are organic com-
pounds (e.g. carbon nanotubes) with a high thermal stability and likewise, there are inorganic
semiconductors (e.g. GaN, ZnO) with binding exciton energies well above room temperature.
This discussion focusses on those representatives mostly used in experiments. Table 2.1 com-
pares the properties of organic and inorganic polaritons, using polymers and GaAs quantum
wells as examples. Even though the exciton binding energy and oscillator strength of GaAs are
on the lower end for inorganic semiconductors, this material is popular because it facilitates
the epitaxial growth of high-quality microcavities.89 Three differences between organic and
inorganic excitons that have a large impact on the strong coupling regime will be explained in
detail: the type of exciton, the oscillator strength and the disorder.
First, organic and inorganic materials have very different screening behaviour. Charge
screening depends on the polarisability of the material and is proportional to the relative per-
mittivity εr .
85 The higher εr , the better the material will screen the electron and hole from
each other, i.e., the smaller their attraction (or binding energy) will be. εr ≈ 3 in organic
materials, while in inorganic materials, εr ≈ 15, which is why they exhibit two very distinct
types of excitons. At small screening, Coulomb interaction binds so-called Frenkel excitons
tightly to have small Bohr radii (on one molecular unit) and large binding energies. Organic
excitons are well described by the Frenkel picture and thus easily persist up to room temper-
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Table 2.1: Comparison of organic and inorganic exciton parameters relevant for light–matter
coupling: typical values for excitons in polymers and in GaAs quantum wells as representatives.
Polymer GaAs quantum well
Exciton type Frenkel Wannier-Mott
Schematic illustration
Energy diagram
Relative permittivity εr
89 3 15
Exciton binding energy EB 0.3–1 eV
75,166 16 meV86
Exciton radius aB 15 Å
75 80 Å86
Broadening: γhom vs. γinh γhom  γinh γhom ∼ γinh167
Effective oscillator strength feff 2 · 1015 cm−2*,19 N · 4 · 1012 cm−2,17
Rabi splittings ħhΩ 0.1–1 eV56,60 4− 20 meV168
*For lack of data in literature, this value is for a J-aggregate, not for a randomly disordered polymer.
ature.169 This differs strongly from Wannier–Mott excitons, which are observed in inorganic
semiconductors because there, electron and hole are well screened from each other. These
excitons are delocalised over many lattice constants, even when confined in a quantum well,
and often do not persist up to room temperature (EB < kB T ∼ 25 meV).86 Exceptions are GaN
and ZnO with relatively low permittivities (εGaNr ≈ 6 and εZnOr ≈ 3)170,171 and therefore high
exciton binding energies (EGaNB ≈ 35 meV and EZnOB ≈ 55 meV)172. Hence, polaritons in these
materials can be sustained up to room temperature. Yet, the epitaxial growth of GaN and ZnO
materials is challenging89 and the energy of the excitons would limit applications to the blue
spectral range.86,173 Finally, Bohr radii of Wannier–Mott excitons are a lot larger than those
of Frenkel excitons; hence they interact much more at the same density and thus show larger
nonlinearities.
Second, organic polaritons have a much larger oscillator strength. For the coupled micro-
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cavity, the effective oscillator strength is of importance, which can be collectively enhanced,
feff = N f . Here, N is either the area density of molecules (for organic semiconductors) or the
number of quantum wells (inorganic semiconductors). From Equation 2.27, we see that this
directly affects the observable Rabi splitting. In contrast to inorganic polaritons, where Rabi
splittings are on the order of 10 meV, organic semiconductors show splittings of 0.1–1 eV. Since
the splittings are large, the requirements of the microcavity are reduced for observing organic
polaritons, and even low-Q, metal-clad cavities have been shown to exhibit strong coupling.72
Third, disorder plays a much larger role in organic semiconductors. The lifetime of an
organic exciton is on the order of 10−9 s, yielding a homogeneous broadening γhom < 1 µeV,
while the total observed width is in general σ > 10 meV. In epitaxially grown inorganic semi-
conductors, inhomogeneous broadening is comparable to homogeneous broadening and can
be tuned to be smaller or larger.167 Since the effects of disorder are complex and manifold,
but of great relevance for the thesis presented here, this is expanded on further below.
2.4.3.2 Effect of disorder
Disorder, though truly absent only in ideal systems, can be largely suppressed in high-quality
inorganic microcavities. By contrast, in organic systems, disorder can generally not be ne-
glected (see Section 2.1). In addition, absorption processes in typical organic semiconductors
involve several vibronic transitions, which further increases the complexity of the system. The
two aspects affect the linewidth of polaritons, the uniqueness of fits, and also give rise to
subradiant polaritons. Moreover, they can potentially result in localisation and importantly,
increase the threshold for the strong coupling regime. These effects will be explained below.
More important than the absolute amount of disorder, visible in the inhomogeneous broad-
ening, is usually its relation to the coupling strength. When the coupling strength is larger
than the inhomogeneous broadening, it can, for example suppress effects of disorder on the
linewidth.106 When the broadening related to disorder is larger or comparable to the Rabi split-
ting, the polariton linewidth on resonance is the average of the photon linewidth and the total
linewidth of the exciton. In the weak disorder regime, where ħhΩ σ, it is instead reduced to
the average of the photon linewidth and the homogeneous linewidth of the exciton.174,175
The obvious effect of stronger disorder (compared to g) and the increase of inhomoge-
neous linewidths is the smearing out of modes (see Figure 2.8a). This relates directly to the
42
2.4. Strong light–matter coupling
condition of the visibility of the strong coupling, see Equation 2.26, and can render the analysis
of spectra ambiguous.69 One broad transition in organic molecules can comprise a multitude
of states of different energy, both due to disorder and to different vibro-electronic transitions.
In this case, it is not clear how the coupling strength should be defined. On the one hand, it
could be defined for the entire peak with the risk of gross overestimation. On the other hand,
the situation could be viewed as a summation of several coupling strengths with suppressed
middle polariton branches, so that the individual coupling strengths escape determination.
Another ambiguity arises from the asymmetry of exciton absorption when deviating from the
idealised Lorentz oscillator. In an asymmetric transition, the energy of the exciton could be
defined either as the energy at peak absorption or at the centre of mass of the absorption.176
The definition is crucial for employing the coupled oscillator model to analyse the polariton
modes: different definitions of the energy of the exciton will yield different detunings, differ-
ent coupling strengths and hence, different properties.68
Further, it was found that some samples exhibit a (weak) residual peak at the energy of the
uncoupled exciton upon optical probing. This peak is generally more clearly visible in photo-
luminescence than in reflectance (see Figure 2.8b) and was attributed to disorder.72,139,177,178
Even though initially, these states were explained by uncoupled excitonic states, they are now
assumed to be coupled, but subradiant states.106 They are referred to as vibrationally dressed
states or dark vibronic polaritons.124,179 When disorder is present and the coupling is large
with respect to the vibronic transitions, dark vibronic polaritons couple several vibronic tran-
sitions to a single cavity mode. The larger the coupling strength is with respect to the disorder,
the smaller is the intensity of the peak.178
Disorder can also lead to the localisation of polaritons, which can then no longer be de-
scribed as wave packets.112,120,180,181 Since the group velocity is a fundamental property of a
wave packet, the latter is no longer defined when the broadening dominates over the gradient
of the polariton. This leads to two regions of localisation (see Figure 2.8c), one at small angles
(or q‖ < qmin) and one at large angles (q‖ > qmax), which differ fundamentally. While the re-
gion close to the bottom of the polariton dispersion is still a mixed light–matter state as defined
above, this does not hold for q‖ > qmax. Here, the excitations become similar to the weakly
coupled, localised excitons, though the transition is gradual. This region is termed the exciton
reservoir and plays an important role in relaxation processes (as discussed above).109,182
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Figure 2.8: Effects of disorder on polaritons: (a) Transmission of an organic film of constant
disorder with increasing coupling strength (dashed line: g = 0, solid line: maximum g). For
intermediate coupling strengths, the anticrossing cannot be as clearly resolved as for large
coupling strengths. Reprinted with permission from Schwartz et al. [139]. (b) Appearance
of a peak in photoluminescence (PL, symbols), which is not as clearly visible in reflection
(background). Reprinted with permission from Hobson et al. [72]. (c) Limited region of
polaritons as delocalised wave packets. At regions where a group velocity can no longer be
defined due to the to large uncertainty in energy/momentum, localisation occurs. While at
q‖ := q < qmin, the excitation is a polariton, it resembles an exciton for q‖ > qmax. Reprinted
with permission from Litinskaya & Reineker [180].
One of the most controversial topics in the context of disorder and strong coupling—though
not necessarily treated as an open question—is whether the inhomogeneous broadening has
an effect on the threshold for the onset of the strong coupling regime or not. In the absence
of disorder, predictions from cavity quantum electrodynamics are unambiguous; the rate of
interaction needs to be faster than the rate of decay from either of the constituents in order
for the strong coupling regime to set in.183 This corresponds to the condition formulated in
Equation 2.25, that the threshold is solely determined by the lifetimes of the constituents and
thus by their homogeneous linewidths.
This has been contested theoretically, mostly on the basis of linear dispersion theory (LDT),
i.e., the approach to model the microcavity classically and macroscopically via its optical con-
stants. LDT shows a reduction of the mode splitting in absorption starting from a broadened
extinction coefficient, where the broadening does not depend on its origin.102,106 It was also
stated that inhomogeneous broadening effectively reduces the oscillator strength of the tran-
sition.112 Experimentally, this is supported by experiments by Takemura et al. [167], who have
shown that the strong coupling regime can break down at high pumping powers. This is at-
tributed to the disorder introduced into the system by the excitation in the form of collisional
broadening. The analogy of dynamic effects like collisional broadening to the predominantly
static disorder encountered in organic systems, is, however, not evident.
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Other reports do not find any reduction in the Rabi splitting when increasing the disorder
in the material.184 It has been pointed out by Savona et al. [90] that LDT predicts the split-
tings observed in reflection, absorption or transmission—and not the Rabi splittings. Analytic
expressions derived from LDT yield different forms for reflection, absorption and transmis-
sion, all of which then depend on the total width of the exciton. Yet, these do not correspond
directly to the (vacuum) Rabi splitting. Additionally, the mode positions can also appear to
be shifted due to an overlap with the peak from subradiant polaritons states at the energy of
the uncoupled exciton.120 In fact, several authors explicitly mention that the threshold condi-
tion as defined in Equation 2.25 is a function of the damping rates, i.e., of the homogeneous
broadening, and not of the total spectral width of the exciton.45,90,106,114,119
From this discussion, I draw the conclusion that the threshold might be influenced by in-
homogeneous broadening of the excitonic transition. However, one cannot simply replace the
homogeneous linewidth, γX, in Equation 2.25 with the total width, σX. Instead, the effect of
the disorder broadening is—if it exists—more subtle and does not follow from the coupled
oscillator model.121,185 It is thus expected that inhomogeneous broadening will (in a certain
range) lead to a reduction of the Rabi splitting, but it is not possible to give an analytical
form for the threshold of the strong coupling regime. This is in agreement with most recent
findings, according to which the Rabi splitting shows a different dependence on the homoge-
neous broadening than on the inhomogeneous broadening: Manceau et al. [175] demonstrate
that the splitting is more robust with respect to disorder-induced broadening than to lifetime
broadening.
The discussion of different aspects and effects of disorder presented here illustrates the
complexity of the topic, which is difficult to address comprehensively both theoretically and
experimentally. As a consequence, the validity of simple equations cannot be expected a priori
when describing a system of strong disorder. Instead, simple, fundamental principles like
the coupled oscillator model or the form of the coupling strength need to be questioned and
investigated.
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Materials and Methods
In order to perform the investigations presented in this thesis, different numerical and experi-
mental methods were used, which will be described below. Transfer matrix simulations served
to design suitable samples as well as to analyse experimental data. Microcavities were fab-
ricated from thin films by combining different methods of deposition, involving spin coating,
thermal evaporation and sputtering. Optical probing techniques like ellipsometry, reflection
and luminescence measurements were employed for characterisation in order to obtain insight
into the physics of the produced samples.
3.1 Simulations—the transfer matrix method
In general optics textbooks, the transfer matrix method (TMM) refers to a way to calculate the
image response of an arbitrary optical system. From known optical transfer matrices of the
different optical components in the system and the angle and position of the incident beam,
the angle and position of the output beam can be deduced.85 In the context of microcavities,
the same principle of matrix multiplication is used to infer the overall reflection and transmis-
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Figure 3.1: Schematic illustration of the transfer matrix method. (a) The optical system
consists of a stack of N + 1 layers L j with refractive indices nj . E+j and E
−
j (E˜
+
j and E˜
−
j )
represent the field amplitude of waves propagating in +z and −z direction at the bottom (top)
interface of layer L j , respectively. The transfer matrix M Φ describes the phase shift induced
by the propagation through a layer and the refraction matrix M IF describes the refraction at
an interface. (b) Illustration of light propagation across one layer. The phase shift across L j in
the transfer matrix M Φ can be determined from the path difference between beams reflected
from the top of L j and L j−1.
sion of a well-defined∗ stack of different materials. This section is a synthesis of information
found in Kavokin et al. [86], Byrnes [186], Troparevsky et al. [187], and Born & Wolf [188].
The optical response of an ideal stack which is stratified along the z axis consists of three
main processes: transmission and reflection at interfaces and propagation across layers. In
order to describe these, the electric field at the top and bottom interface of layer L j is labelled
as E+j (E
−
j ) and E˜
+
j ( E˜
−
j ) for wave propagation in positive (negative) z direction, respectively
(see Figure 3.1a). Introducing matrices to describe the refraction at an interface (M IF) and
the propagation across a layer (M Φj ) allows us to relate the electric fields on either side of the
stack: E+0
E−0
 =M IF01 ·M Φ1 ...M ΦN−1 ·M IFN−1,N
E˜+N
E˜−N
 (3.1)
Here, M IFj, j+1 accounts for the refraction and transmittance at the interface between layers L j
and L j+1 and M Φj for the phase shift and attenuation caused by the propagation through layer
L j . Their mathematical form will be described later. By multiplying all matrices in the correct
order, the optical response of the entire optical system can be described by a single matrixMtot.
For the standard experimental case, where all light is incident from one side, e.g. the top of
the stack, the incoming electric fields simplify to E+0 = 1 and E
−
N = 0. As a consequence, E
−
0
∗As will be seen later, this requires the knowledge of the optical constants and thickness of all layers of the stack.
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and E+N can be identified with the total reflection coefficient r and transmission coefficient t
of the system: 1
r
=Mtot
 t
0
 (3.2)
This implies that once we know the form of Mtot, we can determine the reflectivity R and the
transmissivity T of the entire stack from the matrix elements Mij of Mtot according to
T =
nN
n0
· cosΘN
cosΘ0
· t2 = nN
n0
· cosΘN
cosΘ0
·

1
M11
2
R = r2 =

M21
M11
2
.
(3.3)
In order to find the optical response of the stack, R and T , we need to determine the form
of Mtot and in consequence, the form of the matrices M Φ and M IF. This can be achieved by
describing the change of the incident plane wave (1) due to propagation across a layer L j (to
yield M Φ) and (2) due to refraction at an interface between L j and L j+1 (to yield M IF).
First, we look at the form of the propagation matrix M Φ. It follows from symmetry con-
siderations that upon propagating across L j , E
+
j and E
−
j will have the same phase shift Φ j , but
in opposite directions, which gives the form of M Φ:
E+j−1 = e−iΦ j E+j
E−j−1 = e+iΦ j E−j
=⇒ M Φj =
e−iΦ j 0
0 eiΦ j
 . (3.4)
The phase shift Φ j has the form
Φ j =
2pin˜ j
λ0
· cosΘ jd j . (3.5)
Note that n˜ j = n j − ik j is the complex index of refraction as introduced in Chapter 2.2 with
n j and k j describing dispersion and absorption, respectively. Thus, the ‘phase shift’ Φ j also
accounts for attenuation of the electric field according to the extinction coefficient k. Since it
is not intuitive why we multiply by cosΘ j instead of dividing by it in Equation 3.5, the form
of Φ j is derived in the following.
To understand the phase relation of two waves propagating in the same direction in ad-
jacent layers (here E−j and E−j−1), we look at the beam path illustrated in Figure 3.1b. The
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incident wave is partly reflected on the interface at the top of L j and partly refracted with sub-
sequent reflection at the bottom of L j . Approximating the incident wave to be a plane wave,
we are interested in the phase difference of the beams reflected off the top and bottom of L j
in the direction of propagation, i.e. on the wave front DC . The optical path difference on the
wave front, ∆, is calculated as
∆= n j−1 · AD− n j · (AB + BC)
= n j−1 sinΘ j−1 · 2d j · tanΘ j − 2n jd jcosΘ j
= 2n j cosΘ jd j ,
(3.6)
where we used Snell’s law, n j sinΘ j = n j−1 sinΘ j−1. In order to determine the phase difference
between the two beams propagating in the same direction, we use Φ j =
2pi
λ0
·∆2 and thus recover
Equation 3.5.
The second process we need to describe with a matrix is the reflection and refraction of
light on the interface from L j to L j+1. For better readability of the following equations, we
set j = 1. At each interface, the fraction of the reflected and transmitted light (reflection
coefficient r and transmission coefficient t, respectively) can be derived from the Maxwell
equations and the boundary condition that the tangential part of the electric field is continuous
across any interface. This results in the Fresnel equations, which give r and t with respect to
the polarisation of the incoming light:
TE-pol.: r⊥12 =
n1 cos(Θ1)− n2 cos(Θ2)
n1 cos(Θ1) + n2 cos(Θ2)
, t⊥12 =
2n1 cos(Θ1)
n1 cos(Θ1) + n2 cos(Θ2)
TM-pol.: r‖12 =
n2 cos(Θ1)− n1 cos(Θ2)
n2 cos(Θ1) + n1 cos(Θ2)
, t‖12 =
2n1 cos(Θ1)
n2 cos(Θ1) + n1 cos(Θ2)
(3.7)
Here, ⊥ represents s-polarised or TE-polarised light, where the electric field is perpendicular
to the plane of incidence and ‖ represents p-polarised or TM-polarised light, where the electric
field is parallel to the plane of incidence. It follows directly from the Fresnel equations that
r12 = −r21,
t12 t21 − r12r21 = 1,
(3.8)
which will be useful later.
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From Figure 3.1a, it is seen that the amplitudes of the electric field can be expressed with
the help of the reflection and transmission coefficient as follows:
E−1 = r12E+1 + t21 E˜−2
E˜+2 = t12E
+
1 + r21 E˜
−
2
(3.9)
By inserting Equation 3.8 into Equation 3.9, this can be rearranged to yield the form of the
refraction matrix M IF:
E+1 =
1
t12
 
E˜+2 + r12 E˜
−
2

E−1 =
1
t12
 
r12 E˜
+
2 + E˜
−
2
 =⇒ M IFj, j+1 =
 1t12 r12t12
r12
t12
1
t12
 . (3.10)
The full response matrix, Mtot, is then obtained by multiplication of all transfer and propaga-
tion matricies (compare Equations 3.1 and 3.2).
A modification of the same principle was used to calculate the distribution of the electric
field in the stack as reported by Pettersson et al. [189]. For this, the same equations (3.1, 3.4
and 3.10) are used, but Mtot is not calculated for the entire stack as explained above. Instead,
two additional variables are introduced, z for the absolute physical position inside the stack
and z˜ for the relative position inside layer L j . Now, the total transfer matrix needs to be
evaluated before and after L j , yielding M
< j
tot and M
> j
tot , respectively, so that the full response
corresponds to Mtot =M
< j
tot ·M Φj ·M > jtot . Then, the electric field at position z can be calculated
as189
E(z) =
M> j11 · e−iξ(d j−z˜) + M> j21 · eiξ(d j−z˜)
M< j11 M
> j
11 · e−iξd j + M< j12 M> j21 · eiξd j
, (3.11)
where ξ=
2pin˜ j
λ0
·cosΘ j . The electric field distribution can be calculated by calculating E(z) for
0≤ z ≤ dtot.
In the course of this thesis, the TMM was implemented into a matlab code to calculate the
reflection and transmission of an arbitrary stack of materials and the distribution of the electric
field therein. The core of the matlab code, which calculates either reflection or transmission
of a given stack structure and wavelength or the electric field across, is given in the Appendix.
This script is then called by a different script, in which the simulation parameters like variables,
stack structure and probing methods, are defined.
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3.2 Sample fabrication
In order to produce microcavities, films of different materials with thicknesses between 3 and
200 nm were deposited as multi-layer stacks on glass substrates. Depending on the deposited
material, different techniques allow for the controlled deposition of such thin films. They will
be explained in the following section. For more detailed information on the techniques, see
for example Yonkoski & Soane [190], Frey & Khan [191], and Wasa et al. [192].
3.2.1 Spin coating: thin organic films from solution
Some materials can be dissolved in standard solvents, which enables them to be deposited in
thin films by spin-coating. This process uses the large centrifugal forces on a substrate which
is spun very quickly to reduce a large initial quantity of a solution on the substrate to a thin
film.
After a solution of a specified concentration is created, it is drop-cast onto the substrate,
which is held by suction to the spin-coater. When the substrate starts to rotate at high frequen-
cies (500 to 5000 rpm), only the friction between solution and substrate and the viscosity of
the solution act as centripetal force. Hence, most of the solution is carried off the substrate and
only a thin, homogeneous film is retained on the substrate, from which the remaining solvent
quickly evaporates. The film thickness can be controlled by varying the spin speed and/or the
concentration of the solution. The advantage of this technique is that it can be carried out at
ambient conditions and that it is quick and simple. However, not all materials can be deposited
from spin coating since the process is, despite its technological simplicity, chemically complex.
The formation of smooth films requires a solute–solvent pair with complementary properties
regarding solubility, viscosity, vapour pressures, surface tensions and more.
Spin coating was used to deposited thin films of the polymers and of the J-aggregate de-
scribed in Section 3.4, where processing parameters are given.
3.2.2 Thermal evaporation
The thermal evaporation process is schematically shown in Figure 3.2a. It relies on control-
lably heating the material which is to be deposited until the vapour pressure is sufficiently high
to yield a stable evaporation rate. The high vacuum in the chamber (® 10−6 Torr ≈ 10−4 Pa)
ensures a ballistic transport of the evaporated atoms and molecules to the substrate and a
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high purity of the deposited film. The ballistic nature of the propagation is important for high
purities of the film (collisions increase the risk of contamination) and a directional evapora-
tion. Mechanical shutters allow for control over the start and end of the deposition onto the
substrate.
Materials have to fulfil two main requirements to allow for their thermal evaporation.
Firstly, the temperatures for the desired vapour pressure need to be achievable with resistive
heating. While for organic materials, this is not usually a restriction (evaporation temperatures
generally Tevap < 500
◦C), and metals like silver can also be evaporated, in some other material
classes, like oxides, melting points are too high to reach the necessary evaporation rates by
resistive heating. Secondly, the temperature required for thermal evaporation needs to be
lower than the temperature at which decomposition of the material sets in.193 If this is not the
case, e.g. for large, heavy molecules like polymers, the energy added to the system will first
break bonds of the molecule before it will suffice to lift molecules into the gas phase.
In thermal evaporators, the thickness of the deposited film is controlled with a quartz
crystal, of which the resonance frequency is monitored with great accuracy. The resonance
frequency depends on the weight deposited on the crystal, so that from the knowledge of the
density of the deposited material, a film thickness dQC can be deduced. However, the quartz
crystal is generally at a different (though fixed) position from the substrate and the evaporation
rate depends on the position relative to the source (see below). Hence, the thickness deposited
on the substrate, dS, has to be inferred via the tooling factor t, which describes the fixed
deposition ratio between substrate and crystal, via dS = t · dQC.
Quartz crystal monitoring allows for high control over the film thickness, which, in a ther-
mal evaporator, can be very homogeneous across the substrate. In order to obtain homoge-
neous films, the substrate rotates during deposition. The homogeneity also depends on the
distance between source and substrate, since the evaporation rate Γ depends on the angle
from the normal of the (small) evaporating surface, α, approximately like Γ ∝ cosα. In the
evaporator design, this is usually weighed against a larger waste of material for larger source–
substrate distances.
Metal mirrors on solution-processed organic films were deposited from a single-source
thermal evaporator by Edwards. An Evovac vacuum deposition system by Angstrom Engineer-
ing was used for fabricating microcavities containing thermally evaporated, organic materi-
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Figure 3.2: Schematic illustration of high-vacuum, thin-film fabrication methods. (a) Working
principle of a thermal evaporator: materials are resistively heated, either via a coil around the
crucible or of the boat directly, until their evaporation temperatures are reached. In the high
vacuum, the evaporated molecules or atoms propagate ballistically to the substrate, where they
condense and form a smooth, thin film. A quartz crystal is used for monitoring the thickness
of the deposited film. (b) Working principle of the sputterer: ions of a plasma are accelerated
onto a solid state target. By transferring their energy into the target, they eject atoms which
propagate to the substrate, where they the thin film.
als. The Evovac system can hold up to ten different organic materials in crucibles and up to
three materials evaporated from resistive boats. The substrate holder can hold up to sixteen
24× 24 mm substrates. The thickness difference between the centre and the outermost point
on the diagonal was 9%. The system contains movable wedges, allowing either for a thick-
ness gradient along one direction or for different evaporation parameters between different
rows. The organic materials C545T and MADN (see Section 3.4) were deposited by the Evovac
evaporator.
3.2.3 Sputtering
For materials with very low vapour pressures at temperatures achievable with resistive heating,
sputtering can be used for depositing thin films. In the process, as sketched in Figure 3.2, atoms
of the target are ‘catapulted’ into the gas phase by ions impinging onto the surface of the target.
The atoms then propagate to the substrate, where they form a thin film.
The ions impinging onto the substrate are part of a plasma, which is created by applying a
voltage between cathode and anode (earthed). The plasma ignites when an electron is released
54
3.2. Sample fabrication
by a gas molecule via a random process (e.g. a collision). The voltage accelerates the electron,
which collides with other gas molecules, thus triggering a cascade by setting further electrons
free. Once the plasma is created, electrons are accelerated away from the target, ionising
more molecules. At the same time, the ions are accelerated onto the solid-state target, thereby
ejecting atoms from the target. Since this is not an equilibrium process, even materials with
very strong binding energies in the solid state can be deposited in this way. In the sputtering
process, the propagation of particles to the substrate is not ballistic but involves a few collisions
with gas molecules or electrons. This is because the background pressure during a sputtering
process is several mTorr (∼ 0.1 Pa) to sustain the plasma, a pressure in which a mean free path
length of less than 10 cm is expected. The gas used for the plasma is chosen to be relatively
inert and heavy (e.g. Ar, N2, Xe). However, it can be mixed with a reactive gas (e.g O2) for
improved stoichiometry of the deposited film.
There are several variants of the sputtering process, of which those that apply to the sys-
tem and processes used in this thesis will be explained. For example, the voltage mentioned
before can be either applied as a direct current (DC) or in a radiofrequency alternating cur-
rent (RF). While DC sputtering can be employed for conducting materials, this process would
cause problems for insulating materials like oxides. A non-conducting surface would become
positively charged due to the collisions with ions, resulting in a repulsion positive ions by the
surface and eventually in an end of the deposition. By contrast, RF sputtering avoids this issue
by alternatingly accelerating electrons and ions onto the surface of the target, which leaves the
target neutral overall. Finally, magnetic fields serve to confine the electrons—and hence, the
plasma—in the space close to the target. Importantly, the localised plasma reduces the dam-
age to the substrate. This is crucial for sputtering on top of organic materials, as the relatively
low binding energies render organic materials sensitive to any interactions with high-energy
particles.
For the experiments performed in this thesis, all sputtering was performed in a Nexdep
030 DC/RF magnetron sputtering system by Angstrom Engineering with in-situ control of the
film thickness via quartz crystal monitoring. DC sputtering was employed for depositing metal
mirrors. RF sputtering was used for depositing thin films of SiO2 and distributed Bragg re-
flectors (DBRs, see Chapter 2.2) from SiO2 and Ta2O5 films. Since the sputtering system was
newly installed in St Andrews, the parameters for obtaining films and stacks of films of high
quality were optimised within this PhD project. The energy for sputtering the oxides (90 W)
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Table 3.1: Process parameters for sputtering metals and oxides.
Material Power P source Process gases Gas flows Process pressure
Ag, Al ∼ 45 W DC Ar 20 sccm 3 mTorr
SiO2 90 W RF Ar 20 sccm 2 mTorr
Ta2O5 90 W RF Ar/O2 20/4 sccm 3 mTorr
was supplied by a RF source, that for Al and Ag films by a DC source (∼ 15 W). For metals, the
rates were controlled and kept constant (at ∼ 1 Å/s). For the oxides, by contrast, the max-
imum sputtering power below the threshold for target damage were chosen and maintained
throughout the sputtering process, so that only the end of the process was controlled by quartz
crystal monitoring. While SiO2 and metals were sputtered with a pure Ar plasma, an Ar/O2
gas mixture of 1/5 was necessary to obtain Ta2O5 films of good quality. The minimum oxygen
concentration at which no contamination with different tantalum oxides occurred was chosen
in order to maintain a reasonable sputtering rate. The processing parameters for different
materials are summarised in Table 3.1.
3.3 Optical characterisation
The optical probing methods explained below served to study the properties of single films and
full microcavities. Variable angle ellipsometry allowed for determining optical constants and
thicknesses of thin films. On the same instrument, angle-dependent reflection and transmis-
sion measurements were performed, from which the stack structure and positions of polariton
modes could be deduced. Luminescence measurements further gave insight into the popula-
tion and dynamics of the polaritons. The stability of the organic films was investigated with
measurements of the photoluminescence quantum yield.
3.3.1 Ellipsometry
Ellipsometry measures the change of polarisation of an electric field when reflected from a
stack of materials. From this change, film parameters like the optical constants, n˜ = n− ik, or
the film thickness d can be determined, as schematically illustrated in Figure 3.3. This is possi-
ble because the reflection and transmission coefficients of an electric field, which are a function
of the complex optical constants, also depend on the plane of incidence (see Equation 3.7).
As the components parallel and perpendicular to the electric field are changed in a different
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Figure 3.3: Working principle of a spectrographic ellipsometer with rotating compensator.
White light is elliptically polarised by means of a linear polariser and rotating compensator. It is
incident on the sample at angle ϕ. The polarisation of the reflected light, Erefl, is analysed with
a second linear polariser and the spectral differentiation uses a spectrograph in combination
with a CCD camera. An automated, iterative fit of a model of the sample to the measured
ellipsometric parameters, Ψ and ∆, is used to determine e.g. the complex refractive index.
manner upon reflection and transmission, the polarisation of the light changes. This section
will describe the theory behind ellipsometric measurements and is based on descriptions in
Tompkins & Irene [194], J. A. Woollam Co., Inc. [195], and Cobet [196].
In order to record the change induced by the probed material, the electric field before and
after incidence onto the surface needs to be determined and compared. Figure 3.3 shows that
this is done by placing one linear polariser between source and sample and another as analyser
between sample and detector. Additionally, a compensator or retarder can be built in after the
polariser or before the analyser. This setup creates elliptically polarised light because polarisa-
tions along different axes of the compensator propagate at different speeds. The challenge of
the method lies in determining the change of polarisation from a measurement of intensities on
the detector. For this, the polarisation state of the light incident on the sample and of the anal-
yser needs to be known. In order to obtain information on the properties of the sample, (i.e.,
to distinguish between absorption and suppression by different polarisations in analysed light
and analyser) either of the polarisations needs to be varied, which is usually done by rotating
one component continuously. An internal, instrument-dependent function then calculates the
change in polarisation, from which the ellipsometric parameters can be determined. Depend-
ing on the nature of the sample, the number of parameters that are necessary to fully describe
the optical response ranges from two (simplest, assuming in-plane isotropy) to six or more. In
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this thesis, only two parameters were necessary to represent the optical response of the stacks:
ρ =
r‖
r⊥
:= tan(Ψ) · ei∆. (3.12)
Here, ρ is the complex ratio of reflection coefficients for p-polarised and s-polarised light, r‖
and r⊥, respectively. Ψ and ∆ serve to facilitate the analysis by splitting ρ into an amplitude
and a phase term, respectively.
Similar to the transfer matrix method explained in Section 3.1, the change of the electric
field is described with one matrix per optical component. The interaction with the sample is
also described by matrices. Since the incident and reflected field are measured and the matrices
for polariser, compensator and analyser are known, the reflectivity of p- and s-polarised light,
and thus Ψ and ∆, can be deduced. Ψ and ∆ are the output parameters of the measurement.
However, it is not trivial to obtain the complex refractive index from this data—especially,
when p- and s-polarisation are cross-correlated in anisotropic media.
In order to draw any conclusions about the properties of the sample from the knowledge
of Ψ and ∆, a model of the sample needs to be built. This model represents all relevant
interfaces with defined thickness and potential surface roughness, and all layers with their
optical constants. The system is defined as well as possible (input of known parameters versus
variables) to increase the specificity of the fit. All unknowns are set as variables, e.g. the
thickness of the film and/or parameters in model functions for optical constants. In an iterative
process, the variables in the model are then fitted to approximate the measured parameters.
While the fitting process and the compliance with the Kramers–Kronig relations∗ for the optical
constants are software controlled, the different models are defined by the user. Thus, the
quality of the data obtained by ellipsometry measurements strongly depend on the adequacy
of the chosen model and thus on the user.
In practice, the number of variables in the system is held as small as possible. Experimen-
tally, this means that thin films are analysed on substrates with established optical constants
and films are intended to be homogeneous with little surface roughness. The number of vari-
ables in the simulations is kept low by determining different parameters successively. For
instance, a first fit to determine the thickness of the film only considers wavelengths far above
∗The Kramers–Kronig relations link the real and imaginary part of an arbitrary complex function (the only restric-
tion being analyticity for positive imaginary numbers) via the Cauchy Principal Value. Physically, this connection
makes sense because both dispersion and attenuation are caused by dipole interaction with the incident light.
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the bandgap. This is useful because the extinction coefficient k can be neglected in this range
and the refractive index can be expected to follow a Cauchy model, n(λ) = A+ B/λ2 + C/λ4.
Once the thickness of the film and the background refractive index are established, a fit over
the entire range yields the full set of isotropic optical constants obeying the Kramers-Kronig
relations. Depending on the expected micro-structure of the sample, an anisotropic fit is per-
formed subsequently using the isotropic optical constants as starting point.
The data presented in this work were obtained from a variable-angle spectroscopic ellip-
someter with rotating compensator, M-2000DI by J.A. Woollam Co., Inc. In the instrument,
white light by a Deuterium and a quartz tungsten halogen lamp is used to cover the spectral
range from 200 to 1700 nm. Angles can be varied between 45◦ and 90◦ in reflection and arbi-
trarily in transmission mode, which is important for acquiring ellipsometric data close to the
Brewster angle. The rotating-compensator configuration ensures high accuracy for the entire
range of ellipsometric angles (∆) across the entire wavelength range and enables to determine
the sign of ∆. This is in contrast to rotating polariser or analyser configurations, where the
accuracy drops for ∆ ≈ 0,pi and the sign of ∆ is not accessible. Ellipsometric data analysis is
performed using the WVASE32 software by J.A. Woollam Co., Inc.
3.3.2 Reflection and transmission measurements
While ellipsometry is a very powerful technique for gaining detailed information about strat-
ified stacks of thin films, spectrally resolved transmission and reflection measurements are
more suitable for directly probing the modes of the system. They are also performed on the
M-2000DI, but use a different measurement mode.
Both the transmission and reflection measurement require the acquisition of a reference
spectrum to which the reflected or transmitted spectrum is compared. As for the ellipsometric
data, the spectral range between 200 to 1700 nm is covered. Reflection can be measured
between 40◦ ® ϕ ® 85◦ with an accuracy of ∆ϕ ≤ 0.1◦ due to angle control by a micrometer
screw gauge with Vernier scale. Transmission angles can be chosen arbitrarily—though due
to the design of the sample holder only angles for ϕ ® 45◦ use the full intensity—with an
accuracy of ∆ϕ ≈ 2◦. The dynamic range is estimated from transmittance measurements of
an opaque sample to cover four orders of magnitude.
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3.3.3 Luminescence measurements
The reflection and transmission measurements described above provide information about the
spectral position of the polariton modes. They cannot, however, give insight into the popu-
lation of these states or of the dynamics of polaritons. Instead, luminescence measurements
were performed on a custom-built setup, as sketched in Figure 3.4.
The exciting laser is an Opolette 355 by Opotek Inc. This instrument uses a pulsed Nd-YAG
laser (1064 nm, pulse length 5 ns, repetition rate 20 Hz) that is frequency tripled (355 nm) to
drive an optical parametric oscillator (OPO) consisting of a non-linear crystal and a resonator.
The OPO enables a tunable output at wavelengths between 410 and 2400 nm by changing
the resonance condition of the resonator that contains the non-linear crystal. Additionally,
the lasing wavelength of the Nd-YAG laser is available as well as its frequency-doubled and
frequency-tripled wavelengths at 532 nm and 355 nm, respectively. In the experiments shown
here, either the 355 nm output or the tunable output at 420 nm was used with pulse repetition
rates between 2 and 20 Hz.
Figure 3.4 illustrates the beam path in the optical setup, from the laser over the sample to
the camera. The output light (blue beam path) is variably attenuated to probe the response of
the sample to different pump powers. Moreover, residual stray light (especially of the 532 nm
output) is filtered from the beam before the light enters the objective. Depending on the
wavelength of the pump beam, a 400 or 450 nm shortpass filter is used. The objective lens
focuses the pump beam onto the sample and, at the same time, collects the luminescence from
the sample (green beam path). Using a beam splitter, the luminescence is guided through
a longpass filter, which suppresses the pump light scattered and reflected from the sample.
Optionally, a polariser can be inserted into the beam path to only look at TE- or TM-polarised
light. An (optional) insertion of an additional ‘Fourier lens’ allows for Fourier imaging, which
will be explained below. Finally, the imaging lens focuses the light onto a Shamrock 500i
spectrograph with a Newton 971 EMCCD camera.
The 4 f -setup for acquiring far-field or Fourier images is illustrated in the inset of Figure 3.4.
The setup is changed to Fourier mode by placing an additional lens at a position where its focal
plane coincides with the back focal plane of the objective lens. It is known from ray optics that
parallel rays will meet in the focal plane of a lens. Thus, in the back focal plane of the objective
lens, light from different spots of the sample, but irradiating in the same direction, will meet
60
3.3. Optical characterisation
Figure 3.4: Optical setup for luminescence measurements. Light from the laser (blue path) is
variably attenuated to control the power arriving on the sample. Before being guided into the
objective lens, light of longer wavelength than the excitation wavelength is filtered out with a
shortpass filter (SPF). The objective lens focuses the light onto the sample and collects lumi-
nescence from the spot (green path). Beam paths of excitation and collection are separated
by a beam spliter (BS). A longpass filter (LPF) suppresses the excitation signal in the light
collection. A Fourier lens and a linear polariser are optionally inserted into the beam path for
measuring the Fourier image and filter out a single polarisation, respectively. An imaging lens
focuses the light onto the entrance slit of the spectrograph, behind which the light is detected
with a CCD camera. The inset shows a ray-optics illustration of the beam path for Fourier
imaging using three lenses with the same focal length f . F denotes position of the Fourier
plane.
in one spot. In other words, in the back focal plane, we see an image of the angle distribution
of light from the sample. More rigorously, it can be derived that in the focal plane of a thin
focusing lens, the Fourier transform of an aperture or object in the opposite focal length is
observed. This transformation connects spatial frequency, which is the wave vector parallel to
the sample surface, q‖ = q · sinΘ, to the position x in the Fourier plane F .85 F can then be
imaged onto any plane using two additional lenses. In the setup used, the magnification of
the image onto the spectrograph is performed by the Fourier lens and the imaging lens, which
magnify the image into the spectrograph. Due to the spectral discrimination in one plane, a
2-dimensional image forms on the detector. The image shows the intensity from the sample
as a function of the wavelength of the light and of q‖. Apart from lens aberrations, the Fourier
image thus directly maps the dispersion relation of Equation 2.8 onto the detector.
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3.3.4 Measurement of the photoluminescence quantum yield
The PLQY of luminescent materials is routinely determined with an integrating sphere. For
this measurement, the sample is placed into a sphere with a white, scattering inside surface,
where it is excited with monochromatic light at a chosen wavelength. Ideally, all light scat-
tered or emitted from the sample is collected and analysed spectrally. From the difference in
intensity at the pump energy between the sample and a reference measurement, the number
of absorbed photons, nabs, can be determined. Likewise, the number of emitted photons, nem,
is determined for longer wavelengths. The PLQY is then obtained from Φ = nemnabs (see Chapter
2.1).
The setup used for determining the PLQY was the commercial C9920-02 instrument by
Hamamatsu. It comprises a xenon light source and a monochromator (FWHM ≤ 10 nm) to
generate the excitation light, an integrating sphere with optional N2 purge, a spectrograph
and analysis software. The setup is estimated to provide PLQY values that are accurate up to
2%.
3.4 Materials
Organic materials served as the active material in the microcavities investigated in this the-
sis. For different purposes, different materials were chosen, ranging from polymers over J-
aggregating small molecules to amorphous small molecules. The chemical structures of all
used materials are shown in Figure 3.5. The different mirror materials used are also described
in this section.
3.4.1 Organic materials
Thin films of organic materials were processed either onto the bottom mirror of a cavity or
directly onto silicon or glass substrates, which served to measure the properties of bare films
via transmission, PLQY or ellipsometry measurements. Depending on the properties of the
organic materials, they were processed by solution or by thermal evaporation.
3.4.1.1 Solution-processed films
Thin films of four different organic semiconductors were processed from solution: poly[9,9-
dioctylfluorenyl-2,7-diyl] (PF8), poly[(9,9-dioctylfluorenyl-2,7-diyl)-alt-co-(1,4-benzo-2,1’,3-
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Figure 3.5: Chemical structure of the organic materials investigated in this thesis. The poly-
mers PF8, F8BT and BBEHP-PPV and the J-aggregating small molecule MEH-PBI were de-
posited from solution. The small molecules C545T and MADN were thermally evaporated and
used as active and matrix material, respectively.
thiadiazole)] (F8BT), poly[2,5-bis(2′,5′-bis(2′′-ethyl-hexyl-oxy)phenyl)-p-phenylene vinylene]
(BBEHP-PPV) and the J-aggregate forming dye MEH-PBI. The polyfluorenes PF8 and F8BT
were purchased from American Dye Source, Inc. (ADS129BE and ADS133YE with a molec-
ular weight of 40–150 kDa and 15–200 kDa, respectively). BBEHP-PPV and MEH-PBI were
synthesised and provided by collaborators at the University of Strathclyde (group of Prof. P.
Skabara) and Würzburg University (group of Prof. F. Würthner), respectively.
The different organic materials were dissolved using different protocols, which are sum-
marised in Table 3.2. By changing the concentration of the solution (9–17 mg mL−1) and
the spin speed (1000–4000 rpm), both of which were varied between different samples and
sample sets, thin films between 50 and 150 nm were fabricated from spin coating.
3.4.1.2 Thermally evaporated films
Thermal evaporation of the organic layer has the advantage over solution processing that in-
situ control enables deposition of neat films or host–guest mixtures to a high level of accuracy.
In order to fabricate more complex sample structures, the coumarin dye 2,3,6,7-tetrahydro-
1,1,7,7,-tetramethyl-1H ,5H ,11H -10-(2-benzothiazolyl)quinolizino[9,9a ,1gh ]coumarin (C545T)
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Table 3.2: Process parameters for spin-coating polymers and J-aggregating small molecules.
Material Solvent Dissolution mechanism
PF8 Toluene Stirring at 60 ◦C for 1/2 day
F8BT Toluene Stirring at 60 ◦C for 1/2 day
BBEHP-PPV Chlorobenzene Shaking manually at room temperature
MEH-PBI Chloroform Shaking manually at room temperature
was chosen as active material with 2-methyl-9,10-bis(naphthalen-2-yl)anthracene (MADN) as
a matrix material (see Figure 3.5). Both were acquired from Lumtec (LT-E502 at a purity of
> 99% and LT-E410 at a purity of > 99.5%, respectively). Films of a thickness of 3–150 nm
were fabricated with the C545T:MADN ratio varying between 1 and 1/99. The overall thick-
ness was reproducible within a variation of < 5%.
The intended doping concentrations were regulated by changing the evaporation rates of
different materials. However, in order to have as small as possible variations on the doping
concentration, the tooling factor of the dopant was artificially enhanced in order to increase
the sensitivity:
tdop = torig

1
C
− 1

. (3.13)
Here, C is the intended doping concentration, torig is the ‘normal’ tooling factor, determined
from a neat film and tdop is the artificial tooling factor, which serves to be able to evaporate both
materials at (seemingly) the same rate. The success of this method was limited—especially
at low doping concentrations, the concentration estimated from the absorption spectrum was
two- to three-fold higher than intended. This high concentration, however, was then repro-
ducible, so that in the end, nominal and measured concentrations did not differ noticeably.
The actual concentrations were determined from the optical constants (k), which agreed with
a comparison of PLQY measurements to literature and were thus deemed reliable. There are
two possible reasons for the initial deviation of nominal and measured concentration: (1) It
could be that in combination with MADN, the adsorption of C545T on the substrate is in-
creased. This might be caused by interaction between the molecules that change the surface
energy of the mixture. (2) The relative adsorption of C545T on the quartz crystal might be
reduced at lower absolute evaporation rates. Such a behaviour could be tested by indepen-
dently determining rate-dependent tooling factors, which was, however, not performed since
a different way was found to make nominal and actual concentrations agree.
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Figure 3.6: (a) Simulated and (b) experimental reflection spectra of 100 nm thick, sputtered
films of silver (black lines) and Al (orange lines) at an angle of incidence of 40◦.
3.4.2 Mirror materials
Mirrors form a crucial part of the microcavity; their reflectivity determines the Q-factor of the
cavity and thus the lifetime of the cavity photon. Four different mirror materials were used in
this thesis to study two different types of mirrors. Al and Ag were used to form metal-clad mi-
crocavities and stacks of alternating SiO2/Ta2O5 served as high reflection, dielectric distributed
Bragg reflectors (DBRs). Their fabrication and performance is discussed in Chapter 5.2.3. All
sputtering targets were acquired from Angstrom Engineering at purities of > 99.99%.
Al and Ag were thermally evaporated for microcavities with a solution-processed organic
layer and sputtered for those with thermally evaporated organic layer. The evaporated ma-
terials were purchased from Sigma-Aldrich. No difference in the microcavity behaviour was
observed between the two different deposition processes. Optical constants were assumed to
be standard values as obtained from Winsemius et al. [197] for Al and from Rakic´ [198] for Ag.
Figure 3.6 shows a comparison of measured and simulated reflection spectra from a single,
100 nm-thick film of either of the metals at an off-axis angle of 40◦. The shape of the spectra
agrees well, confirming both the TMM calculation as method for simulation and the optical
constants to describe the real materials well. The absolute reflectances are slightly offset, be-
ing for Ag higher in the measurement than in the simulation and for Al lower. The lower values
for Al could for example originate from a non-zero surface roughness of the sputtered film.
The increased value for Ag, by contrast, can only be explained by (small) intensity fluctuations
between the reference spectrum and the measurement.
65
Chapter 3. Materials and Methods
Clearly, the choice for the best (metal) mirror material depends on the investigated spectral
region. At wavelengths above 500 nm, Ag shows higher reflection and is thus to be preferred.
However, at lower wavelengths, Al mirrors are more suitable for confining light, since the
Ag reflection is greatly reduced in that spectral range due to plasmonic excitation.199 Al was
thus chosen as mirror material for all metal-clad microcavities but those containing an active
material which absorbed in the red spectral range (MEH-PBI).
3.5 Fabrication of microcavities
The fabrication methods of microcavities differ between samples presented in different parts
of this thesis. Chapter 4.1 discusses solution-processed materials in metal cavities with ther-
mally evaporated mirrors. The entire fabrication process of these microcavities happened at
ambient conditions in a class-10,000 clean room, the solution-processing on class-100 wet
decks. By contrast, the microcavities containing thermally evaporated molecules were kept
in nitrogen atmosphere or at vacuum throughout the entire fabrication process. For these
vacuum–processed microcavities, which are presented in Chapter 4.2 and 5, metal mirrors
were sputtered, as were all inorganic layers in combination with small molecules.
Samples were produced from bottom to top on glass substrates that were previously cleaned
by sonification in acetone and in isopropyl alcohol after which substrates for vacuum pro-
cessing were moreover plasma-cleaned. The stack was only characterised using reflectance
measurements and TMM calculations after completion of the microcavity. Sometimes, organic
films or mirrors were deposited in parallel to this component of the microcavity on a bare sub-
strate to enable independent and direct determination of the layer thickness. However, this
was not the case for every layer of every microcavity. Moreover, the film thickness varies across
the area of the substrate holder for all vacuum deposition processes. In order to still obtain
maximum information about the fabricated microcavities and measure different parts of the
full microcavity independently, a mask was used during the sputtering steps (see Figure 3.7).
The mask allowed for having regions on each 24× 24 mm sample on which only some of the
layers are present (i.e., only the organic film or the organic film and one of the mirrors), so that
the different layers can be probed separately. Having the three non-cavity regions provided
more information on the microcavity stack and thus allowed to attribute features of the entire
microcavity to one of its parts. This was particularly used for DBR-clad microcavities.
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Figure 3.7: Illustration of the use of a mask for separating layer domains on sample. (a)
Schematic illustration of mask. The dark grey region corresponds to the masked area. Light
grey regions are small spacers in corner so that the mask does not touch the sample every-
where. (b) Illustration of the three-step process to divide the sample into non-equally sized
quadrants of which only the largest contains a full microcavity. The other three contain only
the organic material, the organic material plus bottom mirror and the organic material plus
top mirror. (c) Picture of a DBR-clad, organic microcavity fabricated in the way illustrated in
b. Dashed lines indicate borders between different quadrants.
It is also worthwhile to comment on the accuracy and reproducibility of the thickness of the
organic layer. The thickness of bare organic films was measured using a profilometer (Dektak
by Veeco) and ellipsometry, both yielding similar results within 10%. When producing micro-
cavities, the thickness of the organic layer was determined by approximating the reflection
spectrum of the microcavity by TMM calculations. When comparing the two measurements
(bare films by ellipsometry versus films in microcavities by TMM simulations) for films pro-
duced with the same parameters, deviations of  20% were observed. While this seems like
a large number at first glance, it needs to be considered that the substrates for neat film mea-
surements (glass and silicon wafers) differed from those of microcavities (bottom mirror: Al,
Ag or DBRs ending with SiO2 or Ta2O5). This could have an impact on the final film thick-
ness already in the fabrication process. Moreover, during the deposition of the top mirror,
reorganisation processes on the surface like desorption of organic molecules and diffusion of
metal atoms into the organic films might change the physical thickness of the organic film.
Considering these aspects, a deviation of 20% is deemed reasonable.
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Organic materials in metal-clad microcavities
In many of the recent publications on organic polaritons, the confining mirrors of the micro-
cavities are DBRs.59,64,200,201 This is because metal-clad microcavities have significantly lower
Q-factors than those achievable in microcavities with DBRs as mirrors. High Q-factors, in turn,
are essential for prolonging the polariton lifetimes in order to observe nonlinear effects.202
They are, however, not essential for observing strong light–matter coupling in microcavities
containing organic molecules, owing to the large coupling strengths of organic materials. In
this context, metal-clad cavities even have advantages over DBR-clad cavities with respect to
simplicity of processing, the magnitude of the coupling strength and the spectral homogeneity
of the reflectance.72,203 This is why microcavities with metal mirrors are used here to study
fundamental properties of organic polaritons.
It might be argued that the fundamental properties of strongly coupled light–matter sys-
tems are well known. Indeed, there is no controversy that for an ensemble of identical, loss-
less oscillators coupled to a cavity mode, the Rabi splitting is solely defined by the coupling
strength, ħhΩ = 2g. In this idealised system, g ∝ A
Ç
N f
V (with A being amplitude of the
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electric field, N the number of interacting excitations, f the oscillator strength and V the
mode volume) also follows from quantum electrodynamics (see Equation 2.27).122 However,
this assumption of identical oscillators is only a very rough approximation in organic micro-
cavities, where individual excitons generally differ due to disorder in energy, in vibrational
configuration and in rotational orientation. In fact, it has been shown that broad excitonic
transitions with substructure do render the characterisation of the strongly coupled system
ambiguous, both in organic and in inorganic systems.68,69 In order to describe more realistic
strongly coupled systems, losses have already been implemented in the description in the field
of atom–photon coupling.183 When taking losses into account, the coupled oscillator (CO)
model predicts a threshold for the onset of the strong coupling regime which depends on the
losses. In atom–photon systems, losses originate only from the finite lifetimes of the cavity
photon and the excited state. In disordered systems, by contrast, it is debated how exactly
the losses are affected by the presence of disorder, which might introduce additional dephas-
ing.102,106,112,121,167,175,185
There is a number of publications studying the fundamental properties of organic polari-
tons, e.g. the dependence of the coupling strength on the number of absorbers or on the
overlap of the excitons with the electric field.19,42,50,71,72 Without belittling the importance of
these findings, it should be noticed that there are two aspects limiting their generalisability.
(1) All these reports on organic polaritons use J-aggregates as organic material, even though
these form a very particular subset of organic semiconductors. J-aggregates show reduced
disorder in comparison to other organic materials because of the increased long-range order
that results from the stacking of molecules. Moreover, the absorption in J-aggregates is domi-
nated by a single transition of the aggregate so that the presence of different vibronic levels in
each individual molecule barely has an effect. (2) These studies do not consider any potential
threshold attributed to losses which emerges from the CO model. Even though J-aggregates
show reduced disorder, these losses cannot necessarily be neglected.
Here, experiments are presented which do not have the same limitations. The validity of
fundamental predictions is tested for ‘common’ organic semiconductors, i.e., polymers, small
molecules but also a J-aggregate. The large disorder and complex substructure of the elec-
tronic transition present in these systems renders them ideal for studying the properties of
strongly coupled, disordered systems. Moreover, the analysis takes a potential threshold of
the strong coupling regime into consideration. This improves the description of the results
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and even allows for the observation of a non-zero threshold from experimental data. The
results presented in Section 4.1 compare the properties of polaritons formed from different
organic materials to the properties of the uncoupled materials. Most of these results have
been published in Tropf et al. [73]. Section 4.2 then discusses how to transition between the
weak and the strong coupling regime in two different ways; either by increasing the number
of excitons in the microcavity or by increasing the overlap of a fixed number of excitons with
the electric field. By studying the form of the dependence of the Rabi splitting on the parame-
ter used for transitioning between weak and strong coupling, the onset of the strong coupling
regime can be identified at non-zero values of the coupling strength. The greater part of the
content of Section 4.2 has been published in Tropf & Gather [74].
4.1 Influence of bare excitonic properties on the strong coupling
regime
In the scientific community working on organic polaritons, there seems to be no uniform pic-
ture of the effects of some properties of organic materials on the strong coupling regime. It
has been argued that the disorder prevailing in organic semiconductors leads to a majority
of the excitons remaining uncoupled to light, thus reducing the coupling strength.112 This
has been contested by recent results showing an immunity of the Rabi splitting with respect
to inhomogeneous broadening to a certain extent.175 Similar, albeit less explicit observations
have been made already more than 20 years ago, when a homogeneous linewidth was recov-
ered an inhomogeneously broadened system by increasing the coupling strength.106 Nonethe-
less, early studies on organic polaritons favoured materials with narrow-linewidth transi-
tions.19,72,107,204–206 Up to date, many publications emphasize that narrow linewidths and
small Stokes shifts of the materials inside the microcavities are beneficial—if not a necessity—
for the strong coupling regime.55,60,63,147,207–209 These conditions for the formation of polari-
tons seem violated by the often very broadband-absorbing materials in which ultra-strong
coupling has been observed.139,140,184
All reports on fundamental properties of organic microcavities I am aware of demonstrate
and characterise strong coupling in only a single material. However, since aspects like the
concentration of excitons and film thickness as well as the choice of mirrors influence the
properties of the strong coupling regime, a direct comparison between these different reports
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Figure 4.1: Schematic illustration of the comparison of materials in the uncoupled state and
in the strong coupling regime. Different materials were analysed from thin films (ellipsome-
try) to obtain their uncoupled properties. The same materials are placed into microcavities.
The optical response of the microcavity is also analysed, deducing ħhΩ from a comparison of
the experimental reflectance spectra with TMM calculations and the coupled oscillator (CO)
model. In the last step, the Rabi splitting is tested for correlations with the properties of the
uncoupled material.
is not possible. This calls for a systematic study comparing the relationship between different,
uncoupled material parameters and the observed Rabi splitting. Therefore, this question was
addressed within this PhD as illustrated in Figure 4.1 and the results are discussed below. First,
the properties of uncoupled films of four materials were compared. Second, these materials
were introduced into metal-clad microcavities and the Rabi splitting was determined for each
material. This was done by comparing the measured reflectance spectra of fabricated micro-
cavities to transfer matrix (TMM) calculations and to the coupled oscillator (CO) model. This
Rabi splitting was then collated with the properties of the respective bare, uncoupled material.
A correlation between the Rabi splitting and absorption characteristics was found; but none to
other material parameters. Finally, the consistency of these results with a non-zero threshold
for the onset of the strong coupling regime was tested and confirmed.
4.1.1 Organic materials and their properties in the uncoupled state
Four different materials were compared in the strong coupling regime, three polymers (PF8,
F8BT and BBEHP-PPV) and one J-aggregate(MEH-PBI), all of which are introduced in Chap-
ter 3.4. The four materials were chosen for different reasons. All of the polymers have been
shown to possess excellent luminescence properties, which even persist in neat films.210–213
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They were chosen to represent similar and dissimilar aspects of polymers: two are homopoly-
mers (PF8 and BBEHP-PPV) and one is a co-polymer (F8BT) and they present two differ-
ent, important classes of polymers, polyfluorenes (PF8 and F8BT) and poly-(p-phenylenes)
(BBEHP-PPV).214 By contrast, MEH-PBI represents a very distinct class of organic materials
as it forms J-aggregates.215 J-aggregates have been extensively studied in the strong coupling
regime, selected for their narrow line widths and large oscillator strengths.19,57,72,204,205 Even
though MEH-PBI is unusual in the sense that it can show liquid crystal behaviour, it was chosen
in order to cover different types of semiconductors.
The optical constants of the four materials were measured by ellipsometry and are shown
in Figure 4.2. Note that the data of MEH-PBI has slightly changed with respect to Tropf et
al. [73] because of an improved procedure for analysing ellipsometry data. However, this
small adjustment does not change any of the presented outcomes qualitatively. The optical
constants are of great significance for the sample design and characterisation as they are fed
into the TMM code to calculate the optical response of microcavities. This is why the optical
constants will be discussed in detail. The analyses of the ellipsometric data yield a better
agreement between measurement and simulation when assuming an anisotropic material. A
good correspondence was found for one set of optical constants describing the optical response
of the material in the plane of the film surface (xy) and another for the response perpendicular
to the surface (z). This anisotropy is likely to stem from the film fabrication by spin-coating,
which is a highly anisotropic process.
In polymers, the film deposition by spin-coating causes the backbones of polymer chains
to preferentially align parallel to the surface than perpendicular to it. Since the dipoles in
polymers are oriented along the backbone,216 this results in a higher oscillator strength parallel
to the plane than perpendicular to it. This is confirmed by the data presented in Figure 4.2a–c,
where the main peak of the extinction coefficient is more pronounced for the in-plane optical
constants (kxy) than for out-of-plane optical constants (kz). Note that this corresponds to a
stronger absorption and emission normal to the film surface.
In MEH-PBI, the optical response in z-direction is no longer simply a reduced version of the
optical response in the xy-plane (Figure 4.2d). Instead, there are two peaks in the spectrum,
one at wavelengths λ ∼ 500–670 nm, which is more pronounced in kxy, and another at λ ∼
640 nm, which is more pronounced in kz . A comparison of these data to a detailed analysis
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Figure 4.2: Optical constants of (a) PF8, (b) BBEHP-PPV, (c) F8BT and (d) MEH-PBI as mea-
sured by ellipsometry. The left axis corresponds to the anisotropic real part of the refractive
index (black and grey lines for in-plane and out-of-plane n, respectively) and the right axis
to the extinction coefficient (dark and light blue lines for in-plane and out-of-plane k, respec-
tively).
of anisotropic J-aggregate absorption217 suggests that the peaks have different origins. The
monomer dipole (S0–S1 transition at 563 nm) lies in the molecular plane.
218 This plane can be
assumed to be parallel to the film surface, given the planar structure of the molecule and the
film deposition via spin coating, so that kxy(560 nm) > kz(560 nm). The transition dipole of
the J-aggregate is red-shifted with respect to the monomer (appearing at λ∼ 640 nm). These
dipoles are oriented along the aggregated filaments, which in turn lie in the plane of the film.
Hence, the absorption from aggregated MEH-PBI, which is the most intense absorption feature,
is also more pronounced in kxy than in kz . Note that the peak at λ = 500 · · ·670 nm is thus
a combination of two different, coexisting excited states—one representing the J-aggregated
stack (intense and narrow) and the other the S0–S1 transition of the monomer with several
vibronic replica. The blue-shifted absorption at 440 nm, which is more pronounced in kz , i.e.,
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perpendicular to the film, could indicate the spectral position of the S0–S2 transition.
In order to compare the four materials, several quantities are introduced to characterise
the properties of the uncoupled materials. They comprise several aspects of the absorption
and some quantities related to the emission of light and are summarised in Table 4.1. The
absorption is characterised by its position and width. The energetic position of the extinc-
tion peak describes the energy of the exciton, EX, which ranges from E
MEH−PBI
X = 1.94 eV in
the red to EF8BT−X2X = 3.82 eV in the ultra-violet spectral range. The full width at half maxi-
mum (FWHM) of the absorption peak, δEFWHM, comprises homogeneous and inhomogeneous
broadening as well as several vibronic replica. δEFWHM is smallest for MEH-PBI (0.26 eV)
with a nearly three-fold width in X2 of F8BT (0.68 eV). This is contrasted with the homo-
geneous linewidth δEhom, which can be calculated from literature values of the lifetime of
the exciton with the Heisenberg uncertainty relation. In all materials, δEhom ® 1 µeV, which
means that the inhomogeneous broadening by disorder and the existence of several vibronic
replica dominate the linewidth of the transition. This is typical for organic materials. Thus,
the inhomogeneous broadening, δEinhom, can be determined from the width of the individual
vibro-electronic transitions. This is done by fitting the absorption peak with several Gaussians
that are equally spaced in energy Evib:
k(E) =
2∑
m=0
Am · exp

−

E − (E0 + m · Evib)
σm
2
, (4.1)
Here, Am, E0, Evib and σm are fit parameters denoting the peak height, the lowest transition,
the vibronic energy quantum and the peak width, respectively. δEinhom is then quantified as the
average FWHM of the dominant Gaussians. δEinhom spans values from 0.19 eV for MEH-PBI
to 0.47 eV for X2 of F8BT.
The strength of the absorption is described by the peak absorption coefficient, αmax, and by
the integrated absorption over the peak, αint.
∗ These two values are chosen because δEFWHM
is larger than the linewidth of the microcavity so that it is not clear if the entire absorption
peak will contribute to the coupling strength or not. αmax represents the limit of the cavity
photon only coupling to a very narrow range of the exciton and ranges from 0.4 ·105 cm−1 in
MEH-PBI to 1.6·105 cm−1 in PF8. αint, which represents the limit of the photon coupling to the
∗The absorption coefficient is calculated from the (measured) peak extinction coefficient as αmax =
4pikmax
λ0
, where
λ0 denotes the spectral position of the absorption peak.
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Table 4.1: Summary of the optical properties of thin films of PF8, BBEHP-PPV, F8BT and MEH-
PBI comparing: the exciton energy EX, the width of absorption peak at half maximum δEFWHM,
homogeneous linewidth δEhom, inhomogeneous linewidth δEinhom, maximum absorption coef-
ficient αmax, the absorption integrated over the relevant exciton peak, αint, photoluminescence
quantum yield (PLQY) in a neat film and Stokes shift between lowest energy absorption and
highest energy emission peak, ∆Stokes. For F8BT, X1 and X2 denote the two transitions.
EX (eV) δEFWHM δEhom (eV)* δEinhom (eV) αmax/10
5 αint (a.u.) PLQY ∆Stokes
PF8 X1 3.27 0.52 eV ∼ 1 · 10−6 0.32 1.6 cm−1 1 0.53219 0.31 eV
PF8 X2 5.28
BBEHP-PPV 2.84 0.58 eV ∼ 5 · 10−7 0.32 0.8 cm−1 0.53 0.84220 0.36 eV
F8BT X1 2.68 0.50 eV ∼ 2 · 10−7 0.37 0.9 cm−1 0.55 0.58211 0.38 eV
F8BT X2 3.82 0.68 eV 0.47 1.2 cm
−1 0.89
F8BT X3 5.30
MEH-PBI 1.94 0.26 eV ∼ 5 · 10−8 0.19 0.4 cm−1 0.12 0.13218 0.04 eV
* δEhom was calculated from the Heisenberg uncertainty relation using the lifetimes of the excitons found in
literature: τPF8 = 227 ps,211 τBBEHP−PPV = 650 ps,212 τF8BT = 2028 ps,211 τMEH−PBI = 6800 ps.218
ensemble of vibro-electronic transitions, is proportional to the oscillator strength as defined in
Equation 2.1. αint is also largest in PF8, by a factor of ∼ 8 larger than αint in MEH-PBI.
In addition to the absorption characteristics, some parameters in Table 4.1 describe the
luminescence properties of the four materials. These give information about non-radiative
relaxation pathways, via the PLQY, or the difference in energy between the absorbing and the
emitting transition, i.e., the Stokes shift. The PLQY ranges from 0.13 in MEH-PBI218 to 0.84 in
BBEHP-PPV220, where all polymers show a PLQY > 0.5. The Stokes shift, which is a measure
of the conformational reorganisation of the materials, is smallest in MEH-PBI (0.04 eV) and
∼ 0.35 eV in the three polymers.
Each of the optical properties listed in Table 4.1 covers a span of values differing by more
than a factor of two for the different materials. Moreover, the values are not strictly correlated
(although there is an inherent connection between δEFWHM · αmax and αint). Hence, a com-
parison of these parameters with the properties of the strongly coupled system should allow
to identify parameters of the uncoupled system that have a large impact on the latter.
4.1.2 Properties of different materials in metal-clad microcavities
This section discusses the properties of the four materials inside microcavities. For this, they
were sandwiched between two metal mirrors of which the bottom mirror was opaque, whereas
the semitransparent top mirror allowed for probing of the properties of the microcavities.
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Cavities containing films of MEH-PBI had silver mirrors; all others had Al mirrors. Samples of
different cavity thickness were fabricated in order to produce cavities at different detunings
by controlling the thickness of the organic film. This was achieved by varying the spin-coating
parameters between different samples. The reflectance of these samples was measured at an
angle Θ = 0◦ (BBEHP-PPV) or Θ = 45◦ (PF8, F8BT and MEH-PBI). These measurements were
compared to TMM calculations (which used the previously measured optical constants) and
to the CO model. This comparison was used to extract the Rabi splitting ħhΩ for the different
materials, as illustrated in Figure 4.1.
In order to illustrate the methodology of the analysis with TMM calculations, an exem-
plary reflectance spectrum of a microcavity filled with MEH-PBI is shown in Figure 4.3 (black
line). Also shown are calculations of reflectance spectra for different, schematically illustrated
scenarios. These comprise a bare film of anisotropic MEH-PBI (Structure D, blue line), an
empty cavity containing a non-absorbing, dispersionless layer (Structure C, orange line) and
two microcavities containing isotropic and anisotropic MEH-PBI, respectively. The difference
of Structures C and D to the experimental microcavity is obvious; they represent the bare cavity
and the bare excitonic film, respectively. The reflectance of both structures only shows a single
dip—that of the empty cavity being much more narrow than that of the excitonic film—which
contrasts starkly with the two dips observed in the experimental spectrum. Furthermore, the
minima in reflectance in Structures C and D coincide with the peak between the two dips in the
experimental spectrum. This indicates an anticrossing of the modes of the experimental spec-
trum around the modes of the uncoupled exciton and cavity photon, which is characteristic
for strongly coupled systems.
The difference between Structures A and B is more subtle: both represent full microcav-
ities containing an MEH-PBI film of the same thickness (140 nm, chosen for best agreement
between Structure A and the experimental spectrum). Yet, the structures have different op-
tical constants, which were obtained by fitting the ellipsometric data with an isotropic and
anisotropic model for Structure B (grey line) and A (green line), respectively. Even though both
spectra show the double-peak feature indicative for the strong coupling regime, the shape of
the anisotropic microcavity resembles the experimental spectrum more closely. Both the shape
of the measured dips and the distance between them is in better agreement with the spectrum
calculated from Structure A than with that from Structure B. This confirms that MEH-PBI is op-
tically anisotropic and hence the considerations presented above for the choice of anisotropic
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Figure 4.3: Exemplary reflectance spectrum of a microcavity containing MEH-PBI. This is
compared to TMM calculations of different structures, which are illustrated schematically to
the right of the spectra. Apart from the most realistic case, i.e., a microcavity containing
anisotropic material (Structure A, green, solid line), calculations are performed for microcavi-
ties containing isotropic material (Structure B, grey, dash-dotted line), for an empty microcav-
ity (Structure C, orange, dashed line) and for a bare film of (anisotropic) MEH-PBI (Structure
D, blue, dotted line).
optical constants. A similar behaviour—i.e., a satisfactory agreement between TMM calcula-
tions and experimental data only when assuming optical anisotropy—was also observed for
the three polymers. These results demonstrate the importance of taking potential anisotropies
into account for predicting the optical response of a microcavity since they can influence the
coupling strength. This is in agreement with reports in molecular crystals, fully aggregated
films of J-aggregates and carbon nanotubes.65,221,222 All calculations presented in this section
consider the anisotropy of the investigated materials.
Reflectance spectra similar to the one shown in Figure 4.3 were acquired for at least three
microcavities of each material. For each material, different microcavities have a different
thickness because they contain a film of different thickness. The individual thicknesses were
determined by comparing the measured spectra to TMM calculations of microcavities. The
essence of these experimental spectra—the spectral position of the modes—was then com-
pared to TMM simulations of the spectrally resolved reflectance as a function of the contin-
uously varied thickness of the organic film. This is shown in Figure 4.4, demonstrating that
the experimental modes (orange symbols) coincide well with the modes expected from TMM
calculations (grey background, dark regions indicate dips). However, since the thickness of
the cavity was determined from TMM calculations, this agreement is anticipated.
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In order to compare these modes to an independent method, the CO model was used
to analyse the shape of the modes. For this, the mode of the cavity photon was calculated
according to Equation 2.7. The angle was fixed to the value used in the experiment (and TMM
calculations). The background refractive index nc and the penetration depth into the metal
mirror were treated as constrained variables, i.e., they were only allowed a variation within
a physically sensible interval.∗ For PF8, F8BT and BBEHP-PPV, both the fundamental and the
first harmonic mode of the microcavity were taken into account. The energy of the excitons
was fixed at the peak value of the extinction coefficient from the measurement of the optical
constants, see Table 4.1.
The eigenenergies of the polaritons were calculated according to Equation 2.21, which
was extended as shown by Armitage et al. [223] to comprise two and three excitons for PF8
and F8BT, respectively. Note that the effect of the second and third exciton considered for
PF8 and F8BT, respectively, are at higher energies than the presented range and are thus not
visible in Figure 4.4 (for values, see Table 4.1). geff, nc and dpen were varied to obtain max-
imum agreement between the modes from TMM calculations and the polariton modes from
the CO model. The losses of the photon and of the exciton were neglected because the rele-
vant parameter is the difference in losses, of which one—the loss in the excitonic, disordered
system—is difficult to estimate. Thus, the fit parameter corresponds to an effective coupling
strength geff =
ħhΩ
2 =
q
g2 − (γC − γX)2 /4 rather than to g. However, this is not a problem
here, because only ħhΩ is extracted from the presented data and the width of the modes was
not analysed.
In addition to the TMM calculations and the experimental modes, Figure 4.4 shows all
modes from the CO model: cavity modes as dashed or dash-dotted lines, exciton modes as
dotted lines and polariton modes as green, solid lines. An anticrossing of the polariton modes
at the resonance of the photon and each exciton energy is clearly visible. Moreover, the thick-
ness dependence of the measured and of the TMM-calculated modes is evidently consistent
with the CO model. The calculations of CO model thus demonstrate that the microcavities with
all four studied materials are in the strong coupling regime. This allows us to attribute the dif-
∗nc was maintained at values similar to the value measured at large wavelengths. The approximate penetration
depth into the metal mirrors was determined using TMM calculations from the difference between the optical
thickness of an empty cavity and of its resonant wavelength. This yielded ≈ 30 nm for Al and ≈ 60 nm for Ag
(summed up penetration depth into both mirrors). Yet, this value varies with the wavelength of the resonance
and, since it is on the order of the semitransparent top mirror, with the thickness of this mirror. This is why some
variation (® 10%) was allowed for.
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Figure 4.4: Data for determining the Rabi splitting of (a) PF8, (b) BBEHP-PPV, (c) F8BT and
(d) MEH-PBI. The position of the modes of experimental reflectance spectra (orange symbols)
is compared to TMM calculations (grey background) and modes from the CO model (green,
solid lines). The modes of cavity photons (C1 and C2) and excitons (X1 and X2) used in the
CO model are indicated by grey, dotted and dashed lines.
ferent modes of the experimental spectra to LPs, middle polaritons (MPs) and UPs for the fun-
damental and the first harmonic mode in the microcavity. For PF8 and more clearly for F8BT,
MPs are observed. This is because at different thicknesses of the cavity, different excitonic
transitions are in resonance with the cavity photon. At some intermediate cavity thickness,
the cavity photon hybridises the two excitations so that MPs are hybrid polaritons. Hybrid po-
laritons have been frequently observed in organic and in organic–inorganic systems and they
can for example increase the charge transfer between different exciton species.107,147,149,209
In F8BT, the MP forms between the S0–S1 transition at 2.7 eV and the excitation at 3.8 eV, the
nature of which was not investigated further. This MP in F8BT thus corresponds to a coherent
exchange of energy between collective excitations of all three constituents: X1, X2 and the
cavity photon. In the context of comparing the coupling strength of different systems, MPs are
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valuable because they represent the coupling around two (different) excitations in the same
system. Further, they can potentially show the effect of interaction between these excitons on
the coupling strength around either of the excitons.
In order to compare the different materials quantitatively, the extent of the minimal split-
ting, i.e., the Rabi splitting, was determined for each transition (blue labels in Figure 4.4). The
presented value is the average between the minimal mode splitting of the modes from TMM
calculations and 2geff of the CO model. The Rabi splittings determined from these two meth-
ods differed by less than 0.05 eV. The observed Rabi splitting is largest for PF8 (1.09 eV) and
smallest for MEH-PBI (0.27 eV). For the materials with large splitting, i.e., PF8 and F8BT-X1,
these large Rabi splittings are indicative of the ultra-strong coupling regime, corresponding
to 33% and 31% of the energy of the exciton. However, all Rabi splittings observed in these
materials were relatively large, ħhΩ¦ 0.1EX and for all polymers, ħhΩ® 0.2EX.
4.1.3 Comparing the Rabi splitting to properties of the uncoupled materials
Finally, the Rabi splittings were compared to the properties of the uncoupled materials dis-
cussed in Section 4.1.1. Moreover, different relationships between the measured Rabi splitting
and the underlying coupling strength were assumed, testing different parameters to determine
the offset between g and ħhΩ.
In Figure 4.5, the Rabi splitting is plotted as a function of different characteristics of the
uncoupled materials in order to test for any correlation between the Rabi splitting and the
respective parameter. Neither for the Stokes shift (blue squares), nor for the total linewidth
of the exciton peak in absorption (δEFWHM, grey circles), for the PLQY (blue stars) or for the
estimated homogeneous linewidth of the material (δEhom, grey diamonds), any correlation
is apparent. Even though the smallest Rabi splitting in MEH-PBI coincides with its smallest
value in these four parameters, the distribution of values for the polymers is clearly random.
Only in the right panel, where the Rabi splitting is plotted as a function of the maximum
and the integrated absorption coefficient (grey triangles and blue crosses, respectively), the
parameters seem to be related to the extent of the Rabi splitting.
This potential correlation between ħhΩ and αmax and/or αint was tested by fitting the
Rabi splitting with a linear function (A · α + B, not shown) and with a square root function
(
p
A ·α+ B, dashed lines). For both parameters, the square root fit yielded a larger coefficient
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Figure 4.5: Comparison of the Rabi splitting ħhΩ to different properties of the uncoupled
material. Grey symbols refer to the bottom x-axis and blue symbols to the top x-axis. In the
left and central graph, ħhΩ is plotted as a function of the Stokes shift∆EStokes (blue squares), the
total linewidth δEFWHM (grey circles), the PLQY (blue stars) and the homogeneous linewidth
δEhom (grey diamonds). In the right graph, ħhΩ is shown as a function of both the integrated
and the peak absorption, αint (blue crosses) and αmax (grey triangles), respectively. These data
are fitted with a square root function (

A ·α+ B, dashed lines), of which the coefficients of
determination are given in the legend.
of determination; R2
x
= 0.82 versus R2lin = 0.80 for αint and R
2
x
= 0.96 versus R2lin = 0.89
for αmax. This is in agreement with theoretical predictions of the coupling strength (Equation
2.27), according to which g ∝  f and not g ∝ f . The oscillator strength f , however, is
proportional to the integral over the absorption coefficient, not to its peak value (see Chapter
2.1). Thus, it is not expected from these predictions that the correlation is more obvious for the
peak value of the absorption coefficient (R2
x ,max
= 0.96) than for the integrated absorption
coefficient (R2
x ,int
= 0.82).
There are two possible explanations for this. (1) Since the width of the absorption is much
larger than the spectral width of the cavity photon (δEC ∼ 0.1 eV), the photon might only
couple to a subset of excitonic states. If the spectral range was narrow and the same for all
materials, αmax would be a better measure for this reduced, coupling oscillator strength. (2)
The seeming deviation from theory could stem from the fact that the measured quantity was
not the coupling constant g but rather the Rabi splitting ħhΩ. According to the CO model,
there is an offset between g and ħhΩ which stems from the losses of the uncoupled photon (γC)
and exciton (γX): ħhΩ =

4g2 − (γC − γX)2. Since the losses might differ between different
materials, ħhΩ might only be loosely related to the parameter g, for which the correlation is
expected.
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Therefore, g is extracted from the value of the Rabi splitting using estimates for the loss
terms. γC was determined for each material from the FWHM of the TMM-calculated mode
in an empty cavity at the approximate spectral position of the exciton. With the mirror ma-
terial and Θ as used experimentally, this yielded γC = 0.10 . . . 0.13 eV. The determination of
the excitonic loss term γX is less straightforward, although this is crucial for determining the
relationship between g and ħhΩ. As discussed in Chapter 2.4.3, it is still debated what value
γX can be identified with: is it the entire width of the electronic transition, δEFWHM, is it
the homogeneous broadening δEhom caused by the finite lifetime of the exciton or is it the
inhomogeneous broadening around each vibronic transition, δEinhom? Hence, all three pa-
rameters for γX = {δEFWHM,δEhom,δEinhom} are used to calculate a test coupling strength,
gtest = {gFWHM, ghom, ginhom}, from the Rabi splitting. Assuming the validity of g ∝p f , the
agreement between gtest∝pαint,pαmax can be used both to verify the previous observation
from the fit to the Rabi splitting ( f ∝ αmax?) and as an indicator for the value of γX.
The results of this test are shown in Figure 4.6, where the test coupling strength calculated
assuming that γX = δEFWHM (gFWHM, grey symbols), γX = δEhom (ghom, blue symbols) and
γX = δEinhom (ginhom, orange symbols). Each series of data points was fitted with a square
root function (A · pα, dotted lines of the same colour as the symbols) as a function of αmax
(Figure 4.6a) and αint (Figure 4.6b). The R
2 values for each fit are indicated in the legend.
Note that here, the fit function originates from (0,0) because no threshold-like behaviour is
expected for g (in contrast to the situation for ħhΩ). For the three versions of gtest, a difference
in the fit quality is found between αmax and αint. While the coefficients of determination for
αint lie in the range of R
2
int = 0.86 · · ·0.95, for αmax, they are reduced to R2max = 0.80 · · ·0.86.
All fits as a function of αmax seem to deviate systematically from the data points, indicating
an inappropriate form of the fit function for the data. Indeed, it is found that when allowing
for an additional offset on the g-axis, the fits improve for αmax, with R
2-values increasing to
0.93 · · ·0.95. Yet, since no threshold-like behaviour is expected for g ∝p f , this increase of
R2 is unphysical and only shows that f 6∝ αmax.
A closer look at Figure 4.6b reveals differences between the individual gtest that use differ-
ent hypotheses for the value of γX. Here, the deviation of the data points from the fit functions
consists of a random scattering of values around the orange and blue dashed lines, not of a
systematic deviation as observed for αmax. Hence, this refined analysis shows in agreement
to expectations that g ∝ pαint ∝ p f . This indicates that the cavity photon couples to
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Figure 4.6: Testing different excitonic loss terms: The coupling strength is calculated from
the Rabi splitting with the linewidth of the cavity photon γC and testing three different values
for the excitonic losses: δEFWHM (grey symbols), δEhom (blue symbols) and δEinhom (orange
symbols). Dotted lines of the same colour as the symbols represent square root fits (A ·α) of
which the R2 value is noted in the figures. The three hypothetical coupling strengths gtest are
plotted (a) over the maximum absorption coefficient and (b) over the normalised integrated
absorption coefficient.
the entire excitonic transition and not only to a subset thereof. Moreover, it is apparent that
the difference between ghom and ginhom is small. The similarity between ghom and ginhom is
also visible from the similarity in fit functions for the two parameters. This is because both
(γC −δEhom)2  ħhΩ2 and (γC −δEinhom)2  ħhΩ2, so that ghom ≈ ginhom ≈ ħhΩ. Nonetheless,
the coefficients of determination point to a better agreement for γX = δEinhom; R2inhom = 0.89
versus R2hom = 0.86. By contrast, gFWHM differs visibly from ghom and ginhom, owing to the large
total widths of the transition. For gFWHM, the data points lie closer to the fit function, which
is confirmed by a much larger coefficient of determinations, R2 = 0.95. This value is high,
especially when considering that the fit function only has one variable. The presented data
thus suggest that the full width of the excitonic transition, δEFWHM, best estimates the losses
of the exciton. This means that not only the finite lifetime of the exciton, but also the broad
band of available states reduces the coherence between exciton and photon. While this has
been assumed previously,61 this is not necessarily expected from quantum electro-dynamics or
from other recent investigations of the impact on the inhomogeneous broadening.90,175,184
To summarise, the comparison of different organic materials in metal-clad microcavities
has yielded four main results: (1) It is important to take the anisotropy into account when
predicting the response in the strong coupling regime. This holds even for materials in which
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the anisotropy is not as striking as for instance in organic crystals. The preferential in-plane
orientation of the dipoles of the investigated materials leads to an increased coupling strength
for light incident normal to the mirror surface. (2) All four investigated materials show strong
coupling in metal-clad microcavities, clearly indicated by the anticrossing of photonic and ex-
citonic modes. For F8BT, strong coupling was observed around two excitations, which resulted
in one hybrid polariton. The large Rabi splitting observed in PF8 and F8BT-X1 (ħhΩ > 0.3EX)
even places these materials in the ultra-strong coupling regime. (3) The comparison of the
Rabi splitting to the properties in the uncoupled materials showed that the Rabi splitting only
correlated with parameters related to the absorption strength. No correlation was observed
for other investigated parameters like the PLQY or the Stokes shift. (4) Three parameters
were tested to correspond to the loss term γX, which defines the threshold for the onset of the
Rabi splitting: the full width of the transition, the homogeneous linewidth calculated from
the lifetime of the exciton and the inhomogeneous linewidth extracted from multi-peak Gaus-
sian fits to the extinction coefficient. This yielded the best agreement between theory and
experiment when assuming that the losses can be estimated from the full width of the exci-
tonic transition. Moreover, the analysis confirmed that the effective oscillator strength, which
determines the coupling strength, is proportional to the integrated absorption coefficient and
not merely to its peak value—even in these strongly disordered systems with several vibro-
electronic transitions. Owing to the variety of materials studied, these results are trusted to
be widely applicable to organic, strongly coupled systems.
4.2 Investigating the onset of the strong-coupling regime
The experiments presented in this section aim to quantitatively verify the dependence of the
coupling strength on the electric field A and on the number of absorbers N in strongly disor-
dered microcavities. The form of the coupling strength has been previously investigated in
organic materials, confirming that ħhΩ∝pN ,19,44,50,72,139 ħhΩ∝ A,42,71 and ħhΩ∝q 1V .72 All
these investigations study the dependence of the Rabi splitting on the different parameters.
However, it was shown in the previous section that the difference ħhΩ and g can have an effect
on the validity of claims. Moreover, as mentioned before, these investigations use J-aggregates
as the active material, which are not strongly disordered compared to other organic materials.
Here, the relationship between the coupling strength (not the Rabi splitting) and single
parameters that determine the coupling strength according to theory is carefully tested. Even
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though direct measurements only allow for the unambiguous determination of the Rabi split-
ting, g can be retrieved from ħhΩ by the systematic variation of one isolated parameter. In this
way, it is tested if g ∝ A and if g ∝pN . This distinction between g and ħhΩ is a significant
difference to previous studies that investigate the form of the coupling strength. Moreover, the
discrimination between g and ħhΩ allows to determine the offset between the two parameters,
i.e., the threshold of the strong coupling regime, experimentally. To the best of my knowledge,
this has not been shown before.
The variety of materials used in the previous experiment was important for comparing
many independent properties of the materials. However, it would not be suitable for isolating
the effect of a single parameter. Thus, the experiments discussed in the following aim to vary
only one parameter of the strongly coupled system. Previous reports studying the relation-
ship between ħhΩ and N varied N by increasing the concentration of molecules in a uniform
film filling the cavity.19,44,72,139 To my best knowledge, the only studies on the proportionality
of g ∝ pN at constant concentrations were performed on inorganic semiconductors.168,224
However, the concentration of chromophores is known to potentially change their behaviour
in many ways, for instance affecting the nature of excited states or relaxation pathways.225
Hence, this approach was not used in the experiments presented here. Instead, N was var-
ied by changing the thickness of a film of constant concentration (neat film). This required
for the cavity thickness to be varied independently of the thickness of the organic film, i.e., a
multi-layered microcavity.
A sketch illustrating the experiments and analysis process of these investigations is shown
in Figure 4.7. Two different sample series were designed; the dorg series to study the relation-
ship between g and N (top row) and the OVL series to study the relationship between g and A
(bottom row). The microcavities of the dorg series contain organic films of different thickness,
and thus a different number of excitons, N . In this series, the energy of the cavity photon is
tuned independently of the thickness of the C545T film by introducing additional SiO2 buffer
layers below and above the organic film. In this way, the film of C545T is localised in the centre
of the cavity and the cavity thickness is controlled (dopt ≈ λX/2). By tuning the cavity through
resonance, the Rabi splitting can be determined. The form of g is then tested by analysing the
dependence of the Rabi splitting on the film thickness. The threshold for the strong coupling
regime can be determined from the intercept with the ħhΩ-axis.
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Figure 4.7: Schematic illustration of procedure for determining the threshold for the onset of
the strong coupling regime. The coupling strength is tuned in two different ways, by changing
the thickness of the organic film (dorg series, top) and by changing the overlap between a thin
film of the organic material with the electric field A (OVL series, bottom). From the different
samples, the Rabi splitting (dorg series) or the mode splitting (OVL series) is determined from
reflectance spectra as a function of the tuning parameter. From fitting the data points with a
fit function suggested by theory, the y-intercept can be used to determine the threshold for
the onset of the strong coupling system.
The second sample series, the OVL series, obtains is name because its varies the overlap
of a thin, organic film with the electric field by changing the position of the film inside the
cavity. In order to be able to compare the samples, the thickness of the organic film and of the
cavity was kept constant in the OVL series. From probing the reflectance of the OVL series, the
energy splitting of LP and UP is determined at the same detuning. Again, the dependence of
the splitting on the overlap with the electric field A provides information both about the validity
of g ∝ A and about the threshold for the onset of the strong coupling regime predicted by the
CO model.
The studied microcavities used Al mirrors, thin films of the coumarin dye C545T and ad-
ditional SiO2 buffer layers. This organic material was chosen because it absorbs strongly and,
belonging to the class of small molecules, its thickness can be well controlled by thermal evapo-
ration. C545T has been reported to be an efficient emitter at low concentrations, both in elec-
trically pumped light-emitting devices (LEDs)226 and in optically pumped organic lasers.227
More importantly, however, it has a broad absorption spectrum, comprising several vibronic
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Figure 4.8: Extinction coefficient of C545T. The measured kC545T (black line) is compared to
the individual peaks (non-black, solid lines) of a multi-Gaussian fit (yellow, dashed line), for
which the distance between different peaks is fitted to a constant value Evib. The different
Gaussians thus correspond to transitions from nvib = 0 of S0 to nvib = 0, 1,2, 3 of S1.
replica, as shown in Figure 4.8. These have been identified by fitting a multi-Gaussian function
to the measured extinction coefficient (see Equation 4.1), which describes the absorption very
well (R2 = 0.99992). The 0–0 transition is found to be at E0 = 2.50 eV and the vibrational en-
ergy is determined to be Evib = 0.16 eV. The inhomogeneous broadening is of the same order of
magnitude as Evib, with the FWHM of the individual Gaussians ranging between δE0 = 0.16 eV
to δE3 = 0.56 eV.
Section 4.2.1 describes the experiments and analysis of the dorg series and Section 4.2.2
explains the investigations on the OVL series. The following section (4.2.3) then discusses
how the analyses of the dorg series and of the OVL series were used to determine the threshold
for the onset of the strong coupling regime and how this compares to the thresholds expected
from the CO model. Like this, a threshold for the onset of the strong coupling regime is found
that is consistent with predictions from the CO model.
4.2.1 Coupling strength as a function of the number of absorbers
In the samples of the dorg series presented here, the number of absorbers is changed at constant
concentration, i.e., in a neat film, by changing the thickness d of the organic film (N ∝ d).
Figure 4.9 shows the data of three exemplary sets of samples of the dorg series, one without
any C545T (a), one containing 15 nm of C545T (b) and one containing 40 nm of C545T (c).
Reflectance spectra (second row) show that cavities of positive and negative detuning were
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Figure 4.9: Characterisation of the dorg series from reflectance spectra. Each column shows a
set of samples containing a C545T film of different thickness. (a) left: no C545T, (b) centre:
15 nm C545T, (c) right: 40 nm C545T. The top row shows an illustration of the microcavities
and the second row the experimental reflectance spectra for cavities with different cavity thick-
ness (optical thickness dopt indicated in legend). The bottom row compares the mode position
of the experimental spectra (red symbols) to TMM calculations (grey background). Dotted,
dashed and solid lines represent modes calculated from the CO model. Arrows indicate the
position and the extent of the Rabi splitting.
produced (EX ≈ 2.5 eV). By comparison to TMM calculations, the optical thickness of the
microcavities was determined. In order to determine the Rabi splitting for each of the cavities,
the reflectance of corresponding structures was calculated using the TMM. Additionally, TMM
calculations were performed for a continuous variation of the thickness of the SiO2 films,
see the background in the third row of Figure 4.9. The mode positions extracted from the
experimental spectra are overlaid (red symbols) and agree well with the TMM calculations.
Moreover, green, solid lines from CO calculations demonstrate that the shape of the modes
follows that expected for a strongly coupled system. In agreement with expectations, the
plots show an increased Rabi splitting for larger thicknesses of the organic film inside the
microcavity. Note, however, that in order to obtain the agreement between TMM and CO
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calculations, not only the coupling constant g was changed. Instead, the energy of the cavity
mode (grey, dashed line) had to be changed slightly via the background refractive index of the
microcavity and the exciton energy (grey, dotted line) also had to be adjusted between different
sets. The small adjustments of neff might be due to misestimations of the background refractive
index of SiO2 and/or C545T. The changes in EX are more noticeable; the best agreement
for the samples with 15 nm C545T is found for EX = (2.52 ± 0.05) eV, while samples with
40 nm C545T require EX = (2.62 ± 0.05) eV. Even though the change in EX is not drastic,
the observed increase of EX for increasing thickness of C545T was continuous. The small
values of EX, which are observed for small Rabi splittings, roughly correspond to the energy
of the 0–0 transition (see Figure 4.8). At large Rabi splittings, by contrast, EX ® 2.67 eV is
found, which is similar to the position of the peak value of the entire absorption band (at
2.7 eV). This shift in EX could indicate an asymmetry in the splitting, as would be expected for
the ultra-strong coupling regime.103 Since the simple CO model used here does not take into
account any counter-rotating terms, an asymmetry might be misinterpreted as a shift in exciton
energy (with symmetric splitting). Indeed, TMM calculations show that for dC545T ¦ 20 nm,
ħhΩ ¦ 0.5 eV, which would correspond to ħhΩ ≈ 0.2EX and thus limit the applicability of the
rotating-wave approximation on which the CO model relies. Since we only care about the
extent of the splitting here, the assumed spectral position of the exciton does not matter and
we only accept this discrepancy.
The Rabi splitting was determined from the TMM calculations as the energy of the minimal
splitting between two modes. These values agreed well (±0.04 eV) with the values of the
splitting obtained from the CO model. Figure 4.10a shows the squared Rabi splitting (symbols)
determined in this way as a function of the thickness of the C545T film, dC545T, which is
proportional to the number of excitons, N . In agreement with expectations, the Rabi splitting
increases with increasing dC545T. However, even though theory predicts that g ∝ pd, the
linear fit (green line) fails to describe the data well; a systematic deviation of the data from the
fit is visible. This systematic nature of the deviation is confirmed by obtaining very different fit
parameters when only fitting a subset of the values. This points to a hidden variable influencing
the coupling strength, which is identified as the electric field. Since the electric field forms a
standing wave inside the microcavity with nodes at its edges, films of different thickness will
not be exposed to the same average field, A (see middle panel of Figure 4.10). This means
that for the dorg series, g is not only affected by the change in N , but also by changes in A.
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Figure 4.10: Squared Rabi splitting of the dorg series as a function of different parameters:
(a) as a function of the physical thickness of the organic film, dC545T, and (b) as a function
of dC545T · A2, considering the average electric field overlapping with the organic film (see
blue lines in central panel). Each symbol represents one set of microcavities with samples of
constant thickness of the organic film. The experimental data are fitted with a linear fit for the
entire range where a finite splitting was observed (green, solid lines). R2 values for the fits are
indicated in the legend. The central panel illustrates the difference between the x-axes of (a)
and (b).
Assuming the correctness of Equations 2.24 and 2.27, this can be accounted for by considering
both variables in the fit:
ħhΩ2 = 4g2 − (γX − γC)2
= aN · dC545T · A2 − bN .
(4.2)
Hence, a linear fit with aN and bN as fit parameters can be used to test the validity of Equation
4.2 with x = dC545T · A2 as the dependent variable.
While plotting ħhΩ as a function of dC545T is straightforward, the calculation of A deserves a
few comments. In order to determine A(C545T), A(z) was calculated for an empty microcavity
with EC ≈ EX. The average electric field A was calculated from the knowledge of the position
(centre, z0) and optical thickness of the film of C545T (dC545T · n, where n = 1.8). This
value was then normalised to the maximum value of the average electric field Amax that was
measured in any of the subsets:
A=
∫ z0+dC545T/2
z0−dC545T/2
A(z)dz · dC545T · n · Amax−1 . (4.3)
This might seem an oversimplified method, given that the electric field inside the microcavity
is certainly changed by introducing a strongly absorbing material into the cavity. Not only is
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the refractive index no longer constant, but the mode positions change. Hence, the electric
field inside the strongly coupled microcavities is negligible at EC. This is, however, also the
reason why it is difficult to compare the electric field in different cavity structures directly from
corresponding TMM calculations. The described method, which was also used by Wang et al.
[42], Schouwink et al. [71], and Hobson et al. [72], was thus chosen as an estimate of A. The
normalised values for A ranged from 0.81 for the thickest film (104 nm) to 1 for the thinnest
film (3 nm) of C545T.
In order to test Equation 4.2, the Rabi splitting in Figure 4.10b is plotted as a function
of dC545T · A2. This corresponds to a rescaling of the physical film thickness for the average
electric field overlapping with the film. A linear fit was performed on all sample sets for which
a finite Rabi splitting was detected, i.e., for dC545T > 3 nm (see green lines in Figure 4.10).
The coefficients of determination for each fit are indicated in the legend. Clearly, not only
the coefficient of determination improves when changing taking the overlap with the electric
field into account (R2 = 0.96→ R2 = 0.997). Also, no systematic deviation of the data from
the fit is observed; the remaining deviations between data and fit are of a random nature.
The experiment thus confirms that g ∝ pN . However, a comparison between x = dC545T
and x = dC545T · A2 also shows that in the studied samples, the effect of the electric field is
small compared to the changes induced by changing dC545T. Subtle deviations from a g ∝ A
dependence would thus not necessarily have been obvious in the previously discussed results.
Therefore, the next section will look at the effect of the electric field in detail.
4.2.2 Coupling strength as a function of the electric field
In order to isolate the effect of the electric field A, the OVL series was produced. The design of
the OVL series aimed to keep all parameters the same between samples apart from the overlap
of a thin, organic film with the electric field. Thus, a set of microcavities was fabricated that
contains thin films of C545T of the same thickness but at different positions inside the cavity
(see Figure 4.11a). The position of the film inside the microcavity was controlled by changing
the thickness ratio of the top and bottom SiO2 films, yet keeping the sum of the two constant.
The experimental variation of the thickness of the organic film was minimised by depositing
the film of C545T on all samples in the same evaporation run.
In contrast to all previously discussed samples, a λ microcavity was chosen for the OVL
series because of the greater variation of the amplitude of the electric field. In a λ/2 cavity,
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the field is non-zero even at the edges of the cavity, due to the penetration depth of the field
into the metal. The λ cavity, by contrast, has a node in the centre, where A ≡ 0. Moreover,
the organic film can be placed with its centre coinciding with the central node, which further
reduces the average amplitude over the film in comparison to being placed on the edge of
a λ/2 cavity. As illustrated in Figure 4.11a, the set contains four microcavities in which the
film of C545T is gradually shifted from the centre of the microcavity to the maximum of the
electric field. According to their overlap with the electric field, the samples are labelled OVL0
for minimal overlap to OVL3 for maximal overlap. In addition to these four microcavities,
one reference cavity without organic film is produced (OVLx) and one cavity OVL1b, which
is mirror-symmetric to OVL1. This means that the organic film has a similar overlap with the
electric field as OVL1, but it is localised in the other lobe than OVL1–3, closer to the opaque
mirror.
Figure 4.11b shows the reflectance spectra of samples OVLx and OVL1–3, measured at
different angles between 45◦ and 75◦. This variation of angle served to fine-tune the energy
of the cavity photon to be the same in all cavities. The photon energy can be compared at
EC,1 ≈ 1.2 eV, which is considered to be uncoupled to the exciton as a result of being far off
resonance. It can be verified from the spectra that EC,1 is at the same energy for all samples
and thus, that the cavities have the same detuning.
The reflectance spectra clearly show that, even though the cavity mode has the same en-
ergy in all samples, the reflectance differs greatly around E ≈ 2.5 eV, where the exciton is close
to resonance with the first harmonic cavity mode, EC,2. The reflectance of sample OVL0 (blue
line), in which the thin film of C545T is exposed to the smallest average electric field, is very
similar to the reflectance of the uncoupled, empty reference cavity, OVLx (black line): both
only show a single dip at approximately the same energy (mode position indicated by grey
symbols). When increasing the overlap of the organic film with the electric field, this single
dip is observed to split into two dips, one at lower and one at higher energies. This splitting be-
comes larger and more pronounced with increasing overlap with the electric field, i.e., moving
from OVL1 (green line) over OVL2 (orange line) to OVL3 (red line). The observed behaviour
is characteristic for the onset of the strong coupling regime, evidenced by the splitting and
anticrossing of modes. Between these samples, the only varied parameter is the position of
the thin film of C545T inside the microcavity. Therefore, this transition from the weak to the
strong coupling regime is probably driven by the change of electric field to which the organic
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Figure 4.11: Reflectance from the OVL series: (a) schematic illustration of the samples; (b)
experimental reflectance spectra at different angles, so that the position of the fundamental
cavity mode is at the same spectral position; (c) Mode position of measured spectra (symbols,
for colour code, see (a)) versus TMM calculation of reflectance (background).
film is exposed.
In order to get a fuller picture of the situation, the measured reflectance spectra are com-
pared to TMM calculations. For this, first the experimental spectra were analysed with the
help of TMM calculations to find the total cavity thickness and the position of the microcavity.
The thickness of the active layer of C545T was determined from ellipsometry measurements
of a bare organic film that was fabricated in the same evaporation run as the samples of the
OVL series. The thickness of the C545T film inside the microcavities was then fixed to the
measured value (dC545T = 42 nm) to reduce the number of variables in the calculation. Since
the total thickness of the cavity (and thus of the SiO2 layers) can be deduced from the position
of EC,1, the position of the film was the only variable for determining the spectrum. Like this,
the thickness of the top and bottom SiO2 layers could be determined reliably.
With this information, the mode positions from the experimental spectra (symbols) were
collated to TMM-calculated spectra of the reflectance as a function of the position of the organic
film in the cavity, see Figure 4.11c. Even though the TMM calculation assumes Θ = 45◦, the
experimental mode positions of OVL3 were taken from a spectrum measured at 55◦. This is
because EC is fixed within the calculation, which can—due to experimental variations—only
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Figure 4.12: Asymmetry of reflectance in the OVL series. (a) Experimental reflectance of
samples OVL1 and OVL1b; the inset is an illustration of the cavities. (b–c) TMM calculations
of (b) the reflectance and (c) the transmittance of a fully symmetric cavity (25 nm Al for both
mirrors) containing a 42-nm film of C545T at different positions, which are defined by the
thickness of the top SiO2 layer (x-axis).
be maintained for OVL3 if ΘOVL3 = 55◦. Evidently, the measured spectra agree well with
predictions using the TMM. The full calculation shows that indeed, there is a transition from
a single dip if the film is situated in the centre to two separate dips if the film is located closer
to the antinodes of the electric field.
Moreover, the calculations suggest that the splitting is not axis-symmetric with respect to
the centre of the cavity. This was not expected, since the distribution of the electric field inside
the microcavity is expected to be symmetric (except in regions of close vicinity to the mirrors).
Yet, this asymmetry was confirmed experimentally by comparing the reflectance of samples
OVL1 and OVL1b (see Figure 4.12a). Both the positions and the depths of especially the mode
at higher energy differ. An initial guess assumed the asymmetry of the mirrors (the bottom
mirror is opaque whereas the top mirror is semitransparent) to be the origin of this dissimilar-
ity. However, TMM calculations of a symmetric microcavity with two semitransparent mirrors
exhibited a similar reflectance map that is not mirror-symmetric with respect to the centre of
the cavity (see Figure 4.12b). The TMM-calculated transmittance map of the same structure,
however, is symmetric around the centre (Figure 4.12c). This indicates that the asymmetry is
linked to the probing method. It is, however, not entirely clear where this asymmetry comes
from.
One reason could be that even though the mirrors define the ‘main’ microcavity, there
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exist two ‘sub-microcavities’ in each sample. These are a result of the difference in refrac-
tive indices of C545T and SiO2
∗, which means that there will be some reflection on both
sides of the SiO2 films. Since the two sub-microcavities differ in thickness, the spectral mode
enhancement and suppression by interference will differ in the top and in the bottom sub-
microcavity. When probing the microcavity in transmittance, both sub-microcavities will be
probed equally—hence, mirror symmetry is expected. However, when probing the reflectance
for instance from the top, the top subcavity will be probed predominantly. Therefore, the
spectrum of the main microcavity—from which the observed signatures of the strong coupling
regime originate—will be enveloped by a function which mainly represents the interference
spectrum of the top microcavity.
Since the comparability of OVL1b to samples OVL0–3 cannot be judged, only samples
OVL0–3 were analysed quantitatively. For this, the splitting in energy was plotted as a function
of the average electric field to which the organic film was exposed in each sample. This was
calculated according to Equation 4.3, apart from not normalising the field to the maximum
value. Since the material, the thickness of the material, and the mode volume are the same
for all samples of the OVL series, the coupling strength should only depend on the average
electric field: g ∝ A. However, it has been extensively discussed that g cannot be accessed
directly experimentally and here, not even the Rabi splitting was measured but only the mode
splitting at non-zero detuning, ∆ELP,UP. From Equation 2.22, it follows that the square value
of ∆ELP,UP can be described as
∆E2LP,UP = 4g
2 + (EC − EX)2 − (γC − γX)2 − 2i (EC − EX) (γC − γX)
= aA · A2 + bA.
(4.4)
Here, aA and bA are fit parameters, where bA = (EC − EX)2−(γC − γX)2. Note that the imaginary
term can be neglected because only the mode position is analysed and not its width (or losses).
The validity of Equation 4.4 requires all samples to be at the same detuning, but as mentioned
before, this was ensured by taking measurements at an angle where the uncoupled modes are
at the same position. The measured values of ∆E2LP,UP (black symbols) are shown along with
the parabolic fit (green line) in Figure 4.13. The errors for the splitting are conservatively
∗The contrast in refractive indices in the relevant spectral region (2.4–3 eV) is mainly due to the large change
in refractive index of C545T (∆n = 1.4) in that region due to the S0–S1 absorption band. Therefore, the sub-
microcavities will form for any transparent buffer layer since this will show little variation in refractive index due
to the Kramers–Kronig relation.
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Figure 4.13: Mode splitting as a function of the average field amplitude. The experimental
splitting at the same but non-zero detuning is determined from the experimental spectra of
samples OVL0–3. Its square value is plotted over the average amplitude of the electric field to
which the organic film is exposed to in each sample (black symbols). The data is fitted with a
parabola (green line), yielding an R2 value of R2 = 0.994.
estimated from the width of the modes observed in reflectance (see Figure 4.11b) and those
for the electric field from the change of this value for small variations of the thickness or
position of the organic film. The fit is found to describe the data very well (R2 = 0.994). This
suggests that the errors might have been overestimated. Nonetheless, the value of∆ELP,UP = 0
at A = 0.4 (i.e., the data from OVL0) should be treated with caution: from Equation 4.4, it
follows that∆ELP,UP = 0 for all values of g fulfilling 4g2+(EC − EX)2 < (γC − γX)2. Hence, it is
not guaranteed that there might not be samples with a larger overlap between the excitons and
the electric field which will also exhibit ∆ELP,UP = 0. Yet, the data of OVL0 is also important
as it gives a lower limit of A at which ∆ELP,UP = 0 is observed.
The OVL series has shown that when carefully designing a sample series in which all pa-
rameters but the overlap between the electric field and the organic film are kept constant,
g∝ A can be shown unambiguously. The reflectance data showed a transition from the weak
coupling regime (single mode) to the strong coupling regime (two anticrossing modes) when
increasing the overlap with the electric field. Moreover, it was found that the reflectance spec-
trum differs depending on which half of the microcavity the thin film of absorbing material
is situated in. This asymmetry might originate from microcavity effects due to the contrast of
the refractive indices of the active and the transparent buffer material.
97
Chapter 4. Organic materials in metal-clad microcavities
4.2.3 Threshold of the strong-coupling regime
The experiments presented in this chapter have used hetero-structure microcavities to system-
atically vary one parameter at a time. Both when varying the number of absorbers in the dorg
series and when changing the overlap of an organic film with the electric field in the OVL
series, an excellent agreement with theoretical predictions was found. In this section, these
data will be used further to investigate the strong coupling regime with respect to a potentially
non-zero threshold, which is predicted by the CO model. It has been explained, however, that
the CO model is very simple in comparison to the complex nature of organic semiconductors
and thus, its validity is not evident. The threshold is predicted to correspond to the losses of
the organic system but as discussed in Chapter 2.4.3, it is debated if these losses correspond
only to lifetime broadening, the inhomogeneous broadening or to the entire structural and
disorder broadening.
As explained before, the threshold of the strong-coupling regime can be determined from
the y-intercept of the fit curves which describe the Rabi or energy splitting as a function of
the varied parameter. Thus, the threshold for the onset of the strong coupling regime can be
calculated from the dorg series from the fit parameter bN according to (see Equation 4.2)
g
dorg
thr =
p
bN
2
= (0.11± 0.02) eV. (4.5)
The error was determined from the error given by the fit (δbN = 0.014 eV2).
For the OVL series, the threshold is deduced from Equation 4.4 to be
gOVLthr =
q
(EX − EC)2 − bA
2
= (0.07± 0.03) eV. (4.6)
Here, the error was propagated from the estimated error of the energy of the exciton (δEX =
0.04 eV), the estimated error of the energy of the photon (δEC = 0.01 eV) and of the error of
the fit parameter (δbA = 0.007 eV2). The error of EX is presumed to be relatively large (1)
because the exciton energy estimated from TMM calculations and from the coupled oscillator
model differ and (2) because of the inherent ambiguity of EX stemming from the broad ab-
sorption band (i.e., it is not clear if EX corresponds to the energy of the central position of the
electronic transition, of the 0–0 transition or of some intermediate value). Note that the way
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gOVLthr was determined might underestimate the threshold. This is because of the zero splitting
observed in OVL0, which represents not necessarily the largest overlap at which zero splitting
can be observed. Ideally, one would want to measure the largest overlap of the excitons with
the electric field for which no splitting occurs to determine the threshold. The higher this value
of the electric field is, the larger the calculated threshold will be. The value from OVL0 was
taken into account despite these considerations because it can serve as a lower limit of the
threshold. Moreover, discarding the data of OVL0 would only leave three values to be fitted
by the two-variable fit function (Equation 4.4), which would be more arbitrary.
Although g
dorg
thr and g
OVL
thr differ, the difference is moderate and within the intervals of confi-
dence. It is emphasised that this is the case even though different samples were analysed and
the coupling strength was tuned with different variables. Note that the potential underesti-
mation of gOVLthr is consistent with its lower value compared to g
dorg
thr .
A quantitative comparison of these values with the CO model requires a calculation of the
theoretically predicted threshold. This follows from Equation 2.25 to be
gCOthr =
|γC − γX|
2
. (4.7)
It is straightforward to determine γC from the linewidth of an empty cavity. Here, the cavity
spectrum was calculated using the TMM method, which produces γC = (0.13± 0.02) eV. The
error was estimated considering that TMM calculations correspond to idealised cavities, from
which the experimental values might deviate. The value for γX, in contrast, is still disputed.
This is why, similar to Section 4.1, we test three different scenarios for what defines the losses
of the exciton: (1) Assuming that the lifetime broadening dominates the losses and assuming
τ  1 ps, which is generally the case for organic semiconductors,75 the excitonic losses are
γhomX  10−4 eV. (2) When assuming the losses related to disorder only to be dominant, these
can be determined from the multi-Gaussian fit to kC545T (see Figure 4.8), and one obtains
γinhomX = (0.23± 0.06) eV. An average of the three dominant peaks was taken as an estimate
for γinhomX . The large error of γ
inhom
X is a result of the large spread of peak widths of the
individual Gaussian peaks. (3) Finally, when both the disorder and the vibronic substructure
of the electronic transition is taken into account, the excitonic losses will be determined from
the FWHM of the excitonic peak. This yields γFWHMX = (0.51±0.02) eV with the relatively small
error reflecting the straightforward determination. Substituting these values into Equation 4.7,
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we obtain three different values for theoretical predictions of the threshold depending on the
assumptions for the excitonic losses:
g theothr =

(0.07± 0.01) eV if losses are predominantly homogeneous;
(0.05± 0.06) eV if losses are predominantly inhomogeneous;
(0.19± 0.02) eV if the entire absorption width defines the losses.
(4.8)
These theoretically predicted values will now be compared to the thresholds obtained from the
experimental investigations with the dorg series and the OVL series. First, note that the order of
magnitude of the two experimentally determined values agrees with the values expected from
studying the losses of the coupled system. Thus, it can be concluded that the threshold for the
onset of the strong coupling regime, which is observed with both independent, experimental
methods, is consistent with predictions from the CO model.
The analysis of how exactly the losses from the excitonic part contribute, is, however, less
clear. This is partly due to the similarity in values of g theothr . Even though the values for γX span
several orders of magnitude, the values of g theothr lie much closer and vary by less than a factor
of four. That difference stems from the form of the threshold, which depends on the difference
between the losses and not on the absolute values of the losses. Especially the values of ghomthr
and g inhomthr are very similar—not even distinguishable when taking the large errors of the values
into account. A discrimination between effects of ghomthr and g
inhom
thr would be possible if one of
the values was controlled. Hence, the inhomogeneous broadening in C545T was attempted
to be reduced by cooling thin films to cryogenic temperature and by annealing the organic
films (data not shown here). However, none of the methods yielded a reduction in δEinhom so
that the indistinguishability could not be lifted experimentally. Thus, the theoretical values do
not allow for any distinction between excitonic losses being defined by lifetime broadening or
instead being strongly affected by disorder.
The second difficulty when comparing gexpthr to g
theo
thr is the (small) difference of the ex-
perimentally determined thresholds. There are two ways to compare them to the theoretical
values; one could either take their average to yield gexpthr = (0.09±0.03) eV or argue that gdorgthr
is more reliable and hence deduce that gexpthr = (0.11± 0.02) eV. Either way, gexpthr lies between
the theoretically predicted values—it is larger than ghomthr ≈ g inhomthr and smaller than gFWHMthr —
so that no clear distinction can be made. Hence, this set of data, although more quantitative
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than the comparison of different materials, does not allow for determining the nature of the
excitonic losses in the CO model.
The analysis discussed in this section shows that by systematically changing one parameter
of the system, a threshold for the onset of the strong coupling regime can be determined from
experiments. This was done by mostly investigating samples well above the threshold, where
the splitting was clear and not blurred by the broad modes. This increases the reliability of
the method. The existence of the threshold confirms the validity of the CO model. The data
was further used to test if the losses of the exciton are defined by homogeneous broadening,
inhomogeneous broadening or by the entire width of the electronic transition. Here, however,
the data did not allow for singling out one particular loss mechanism.
4.3 Discussion
The experiments presented in this chapter all investigate the same question: ‘To what extent
are the simple models commonly used valid for the complex, large-disorder systems of organic
semiconductors?’ The answer to this question is not obvious, given the number of particular-
ities found in the organic strongly coupled microcavities (see Chapter 2.4.3). For answering
the question, different parameters were varied in distinct samples series: the material in the
microcavity, the number of absorbers at constant concentration or the overlap of a film of con-
stant thickness with the electric field. The discussed investigations fully confirm the validity
of the simple form of the coupling strength, g ∝ ApN f —in view of the complexity of the
organic material, perhaps somewhat surprisingly. Likewise, the results are consistent with the
prediction from the coupled oscillator model of a threshold for the onset of the strong coupling
regime that depends on the losses in the system.
On the more subtle points, however, observations are less clear-cut. The first subtle point
relates to the definition of the oscillator strength in such a strongly broadened material. It clas-
sifies as textbook knowledge that the oscillator strength of a transition is proportional to the
integral over the absorption coefficient αint.
75 However, the investigation comparing the Rabi
splitting of different materials could not confirm this uniformly. On the one hand, when testing
different values as loss terms to determine g from ħhΩ, the highest agreement was obtained for
gFWHM ∝pαint. This fit assumed the losses to be defined by the full width of the absorption
and the oscillator strength by the integrated absorption—and yielded a coefficient of deter-
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mination of R2 = 0.95. On the other hand, a comparison between fitting ħhΩ ∝ pαint and
ħhΩ∝pαmax (the integrated and peak absorption, respectively) showed a higher agreement
when assuming f ∝ αmax (R2max = 0.95 versus R2int = 0.83).
When evaluating these two results which seem contradictory at first sight, two aspects
ought to be considered: (1) the number of hidden variables and (2) the number of fit pa-
rameters. (1) From Equation 2.24, it follows that the Rabi splitting depends on the coupling
strength minus the losses in the system. The losses cannot be assumed to be the same across
the samples because the materials differed. Thus, the losses are an extra unknown parameter
hidden in ħhΩ which is not present in g. All potential extra variables in g, by contrast, will also
appear in ħhΩ. As a consequence, the dependence between g and any variable (contained in
g) is expected to be more meaningful than the relationship of that variable to ħhΩ. (2) Due to
the threshold predicted by the CO model, the fit of ħhΩ allowed for a non-zero y-intercept and
thus in total for two fit parameters. Since for fitting g there was only one variable (y-intercept
fixed to zero), the fit for g will be more consequential in that regard as well. I conclude there-
fore that even though the (adjusted) R2 values are the same between the two investigations,
g∝pαint is more trustworthy. Thus, the experiments confirm (1) that g∝p f and (2) that
the entire S0–S1 transition couples to the photon, f ∝
∫
α(ν)dν.
In addition to analysing the form of the coupling strength, the data from all three different
sample sets was used to examine the threshold for the onset of the strong coupling regime
quantitatively. This was done to discriminate different potential loss terms of the exciton
between pure lifetime losses (ghomthr ), losses dominated by the disorder (g
inhom
thr ) and losses due
to the full range of available states (gFHWMthr ). In this regard, the investigations comparing
different materials yielded the clearest result: for these samples, it could be shown that when
assuming gFHWMthr , g ∝
p
f could be reproduced to a greater coefficient of determination
(R2 = 0.95) than when assuming g inhomthr (R
2 = 0.89) or ghomthr (R
2 = 0.86). Yet, this test
was not clearly pinning down of the value of γX, but rather testing them for consistency with
different assumed hypotheses. Furthermore, the samples of this series showed an overall much
greater variance from the fit function than the more controlled dorg series or OVL series.
The more sophisticated layout of the dorg series and of the OVL series allowed for a more
reliable quantitative evaluation of the data. The results were insofar satisfying as they all
confirmed the existence of the threshold and allowed for determining its order of magnitude
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(∼ 0.1 eV), which was estimated to be similar to prevailing losses. However, they did not
provide a consistent picture of the underlying mechanism of the excitonic losses. Within the
errors of the values, the threshold was estimated to being somewhere between ghomthr , g
inhom
thr
and gFWHMthr .
These results are obviously neither conclusive nor unambiguous. This might, on the one
hand, be due to experimental constraints and errors which do not allow for a further specifi-
cation. On the other hand, however, it might also be the physical circumstance that the losses
cannot be identified with exactly one of these tested values. Losses corresponding to a value
between γinhomX and γ
FWHM
X would explain thresholds of g
exp
thr ∼ 0.1 eV well. This assumption
would also not necessarily contradict the observations from the material comparison, where
both γinhomX and γ
FWHM
X yield the highest agreement between data and fit. Finally, such a partial
robustness to disorder would be in agreement with observations on the linewidth of polaritons
and on the extent of the Rabi splitting.106,175
103
Chapter 4. Organic materials in metal-clad microcavities
104
5
Photoluminescence from strongly coupled,
organic microcavities
Luminescence measurements are essential for obtaining information about the dynamics of
emissive systems. Dynamics, in turn, determine which states are populated to which extent
and thus provide insight into the ongoing relaxation processes.75,109 For example, the stim-
ulated scattering of polaritons into the ground state is indicated in the luminescence by a
concentration of emission from the ground state minimum as a function of both energy and
momentum.25 Moreover, a comparison of PL measurements from strongly coupled microcavi-
ties to the theory established for weakly coupled systems allows to detect peculiarities of the
strongly coupled system. In order to study PL, this chapter focusses on microcavities with dis-
tributed Bragg reflectors (DBRs) as mirrors and blended films of C545T and MADN as active
material. First, the uncoupled system was investigated, for which Section 5.1 discusses the
optical properties of thin films of C545T:MADN at different ratios. Section 5.2 is dedicated to
experimental challenges which were faced when attempting to demonstrate polariton conden-
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sation in this material system. In particular, investigations aiming at finding the reason why
these attempts were unsuccessful are discussed. Finally, Section 5.3 looks at the relationship
between the PL intensity from strongly coupled microcavities and the intensity expected from
a weakly coupled system. First, this is studied for the OVL series presented in Chapter 4.2,
i.e., metal-clad cavities with the same uncoupled properties. The last part then discusses the
PL from DBR-clad microcavities with different blends of C545T and MADN and with different
Q-factors.
5.1 Optical properties of uncoupled, blended films
In order to understand the effect the strong coupling regime imposes on the material, the
properties of the uncoupled material need to be known. This includes the optical constants
of the bare films and—since this chapter studies the luminescence from polaritons—their lu-
minescence properties. Both are expected to vary significantly for different blending ratios of
the two materials, C545T and MADN, where C545T acts as chromophore and MADN as ma-
trix material. MADN was chosen as a host material complementary to C545T as it absorbs at
larger energies. Moreover, the C545T:MADN system has been demonstrated to enable efficient
electroluminescent devices.228
5.1.0.1 Optical constants with different C545T:MADN blending ratios
Changing the concentration of a blended film is a powerful tool for controlling the optical prop-
erties of organic materials. While absorption generally depends linearly on the concentration C
of a chromophore (Beer’s law, k∝ C)229, this is the case for luminescence only for very dilute
chromophores.230 For higher concentrations, self-absorption and the processes discussed in
Chapter 2.4.3 reduce the luminescence efficiency. At small distances between chromophores,
so-called concentration quenching sets in, which denotes that the PLQY not only saturates but
decreases.225 Concentration quenching can be reduced by spacing the conjugated segment of
molecules further apart, e.g. with the help of additional side groups. This is the reason why
the polymers studied in Chapter 4.1 maintain a high PLQY even in neat films.211,219,220 C545T,
by contrast, has been shown to emit most efficiently at very low concentrations in a host ma-
trix (® 1%).226,231 The absorption and emission properties of a blended C545T:MADN film
are thus expected to show different trends with increasing concentration of C545T.
Figure 5.1 shows the real (a) and the imaginary part (b) of the measured refractive index
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Figure 5.1: Optical constants of a film of blended C545T:MADN with different concentrations
(0 to 100% C545T) from ellipsometry measurements. Grey arrows indicate increasing con-
centration of C545T. The concentration of the films was determined from the peak height of
their extinction coefficient. (a) Real part of the refractive index, n. (b) Imaginary part of the
refractive index, extinction coefficient k. The green and blue shading indicates the spectral
region of the S0–S1 absorption of C545T and MADN, respectively.
of films containing different mixing ratios of co-evaporated C545T:MADN (ranging from 0
to 1). The extinction coefficient peaks for C545T at λ ≈ 480 nm and for MADN at λ ≈
370 nm. At long wavelengths with respect to this absorption, the refractive index takes a
value of n ≈ 1.8 for all different mixing ratios. In the spectral range where either C545T or
MADN absorb, the refractive index shows an oscillatory behaviour in agreement with Kramers–
Kronig relations. As the crucial property for strong coupling in organic semiconductors is the
extinction coefficient (see Chapter 4.1), this will be discussed quantitatively in the following.
The extinction coefficient for different concentrations of C545T in MADN is shown in Figure
5.1b. At 100% concentration of C545T (black solid line), nearly the entire absorption takes
place at 400 nm λ  540 nm and at 0% C545T (i.e., 100% MADN, red dashed line) the S0–S1
absorption peak is at 320 nm  λ  420 nm. Ignoring absorption features in the far UV, which
corresponds to absorption to higher excited states, these absorption peaks were analysed by
fitting them with an ensemble of four Gaussian peaks, see Equation 4.1 (mmax = 3). This
form of the fit function was chosen to account for a vibronic substructure in a disordered
material, which is typical for organic semiconductors. Fit parameters for the absorption peak
of both pure C545T and pure MADN are given in Table 5.1. Both fits yield high coefficients
of determination, R2C545T = 0.9996 and R
2
MADN = 0.9988. While this is partly owed to the
large number of fit parameters, it also validates the assumptions underlying Equation 4.1. The
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Table 5.1: Fit parameters for the peak of the extinction coefficient of C545T and MADN ac-
cording to Equation 4.1. The measured peaks were fitted with four Gaussians each, where a
vibronic structure with fixed ground state energy E0 and vibronic energy Evib was assumed.
R2 denotes the value of the coefficient of determination of the fit.
Material R2 E0 (eV) Evib (eV)
C545T 0.9996 2.501 0.163
MADN 0.9988 3.062 0.174
Peak heights (arb. units) Peak widths (eV)
Material A0 A1 A2 A3 σ0 σ1 σ2 σ3
C545T 0.720 0.676 0.634 0.146 0.101 0.121 0.167 0.243
MADN 0.224 0.224 0.145 0.076 0.090 0.093 0.092 0.102
vibronic spacing is slightly smaller for C545T than for MADN, EC545Tvib = 0.16 eV and E
MADN
vib =
0.17 eV, respectively, while the vibronic broadenings σm are larger for C545T. This results in
an absorption peak of C545T which has less features of the vibronic substructure discernible
compared to MADN. The 0–0 transition of C545T lies at lower energies, EC545T0 = 2.50 eV
(λ= 496 nm) compared to EMADN0 = 3.06 eV (λ= 405 nm), and the entire absorption is more
pronounced. Strong coupling is sought around the excitons of C545T.
Upon blending the two materials (blue, yellow and green solid lines), no additional fea-
tures, which would be attributed to coupled excited states, appear. As a consequence, Beer’s
law can be assumed to be valid. Thus, the actual C545T content of each sample was de-
termined from the measured height of the absorption peak of C545T (at λ = 486 ± 3 nm),bk, interpolating linearly between bk(0%C545T) = 0 and bk(100%C545T) = 0.91. From this
method, the C545T concentration was found to be larger than the nominal concentration, i.e.,
the intended concentration which was controlled by quartz crystal monitoring during the evap-
oration process using separately determined tooling factors for each material. Possible reasons
for this deviation are discussed in Chapter 3.4. Table 5.2 summarises the optical properties of
blended films for selected concentrations of C545T.
5.1.1 Photoluminescence as a function of different C545T:MADN ratios
After the optical constants, the PL properties of pure C545T and blended C545T:MADN films
were investigated in an integrating sphere, see Figure 5.2. All PL spectra are red-shifted with
respect to the absorption (see Figure 5.1). The extent of the red-shift increases with increasing
concentration of C545T (see also Table 5.2). Comparing the film containing 3% C545T with
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Table 5.2: Summary of the optical properties (absorption and PL) of blended films of C545T
and MADN at different ratios. λ(PLmax) denotes the spectral position of the peak PL. k–PL shift
describes the energetic difference between the lowest absorption peak (E0) and peak emission.
[C545T] k(486 nm) λ(PLmax) k–PL shift PLQY
3% 0.03 505 nm 0.04 eV 0.58
19% 0.18 557 nm 0.27 eV 0.20
43% 0.39 568 nm 0.32 eV 0.11
100% 0.91 602 nm 0.44 eV 0.06
the pure MADN film, a very distinct PL spectrum is observed. This indicates that the energy,
which is mainly absorbed by MADN, is efficiently transferred to C545T. Of all PL spectra, only
that of the very low-concentration film (3% C545T, green line) shows a substructure which
can be attributed to vibronic replicas. All other spectra only consist of a single, broad peak.
Both the shift of high-concentration C545T films and the spectral shape are in agreement with
other reports.232,233 Therein, the red-shift and the spectral change with concentration was
explained with the formation of excimers. Excimers arise from a large Coulomb interaction
between two resonant, excited molecules. While their absorption is unchanged with respect
to the monomer, the emission is red-shifted and no longer shows any vibronic structure.75 The
extent of the red-shift observed here is in agreement with Liu et al. [233] for intermediate
concentrations of C545T, but it is much larger than the red-shift observed by Rhee et al. [232]
for pure films (measured peak at 602 nm vs literature value at 573 nm). However, since the
formation of the excimer depends on the interaction between different excitons, a continuous
shift with increasing concentration is expected.234 The signature of excimer emission domi-
nates in the PL of films with high C545T concentrations in MADN. Hence, it is deduced that
only at very low C545T concentrations, the emission is expected to originate from the exciton.
Together with the red-shift of the PL, the PLQY drops strongly with increasing concentra-
tion of C545T (see Figure 5.2b). In very good agreement with literature, the highest PLQY
is observed at the lowest concentration, Φ([C545T] = 1%) = 0.7.228 The decay of the PLQY
with concentration can be attributed to concentration quenching, as done before for the ef-
ficiency of electroluminescence in devices containing C545T.231 Yet, for electroluminescence,
non-radiative decay channels like triplet–triplet annihilation and triplet–polaron annihilation
are expected to quench luminescence,83,232 which are both negligible in PL. Thus, even though
the reduction in efficiency is on the same order of magnitude as reported in literature, the
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Figure 5.2: Luminescence properties of C545T:MADN-blended films with different concen-
trations (0 %to 100% C545T) from measurements in the integrating sphere. (a) Photolumi-
nescence spectra (smoothed, background-corrected and normalised). All samples containing
C545T were excited at 420 nm, while the pure MADN film was excited at 355 nm. (b) Left
axis: PLQY as a function of the C545T concentration in the film (grey symbols), which was
determined from the value of the extinction coefficient at (486± 3) nm (blue solid line, right
axis). The grey, dashed line is a single exponential fit and acts as a guide to the eye.
quenching mechanisms are probably different for the PL shown here. The investigations shown
above demonstrate that by tuning the concentration of C545T in the organic layer, the absorp-
tion and the spectral position as well as the efficiency of the luminescence can be controlled.
These parameters cannot be tuned independently, though. Instead, an increase in absorption
will always be concomitant with a decrease in PLQY of the bare film at constant layer thickness
for a given host–guest material system (see Figure 5.2b).
The behaviour of the optical properties of the material with concentration of the dye ob-
served here is well known for organic molecules. However, it is not obvious how this be-
haviour will be affected by the strong coupling regime. On the one hand, the cavity photon
has been shown to mediate energy transfer between different exciton species and improve the
PLQY.41,107,235 On the other hand, different investigations support the picture that the scatter-
ing from the exciton reservoir to the polariton branches is slow.109 As a consequence, excimers
have even been found to play an active role in the population of the polariton branches by ra-
diative pumping.43 The concentration-dependent studies presented in the following sections
aim to clarify this picture.
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5.2 Experimental challenges: Organic materials in high-Q micro-
cavities
A large fraction of this PhD was dedicated to optimising microcavities in order to achieve po-
lariton condensation, but was unsuccessful in this respect. To the best of my knowledge, the
understanding of which parameters are critical for polariton condensation in organic microcav-
ities is limited at present. To date, a number of different materials with very distinct properties
have shown to support polariton lasing.27,60–63 These publications mostly focus the properties
of polariton condensates in organic microcavities and its peculiarities, which is undoubtedly
exciting and important science. Yet, the limited overall number of reports over the course of
eight years shows that achieving polariton condensation in organic materials is not straightfor-
ward. Nonetheless, no systematic study on which parameters are crucial for polariton lasing
has been published. Dietrich et al. [62] comment on the dependence of the threshold for con-
densation on the detuning of cavity photon and exciton. However, the highly tunable system
of organic microcavities allows for the variation of many more parameters. These comprise
the coupling strength, the cavity detuning, the PLQY of the organic material, the Q-factor of
the microcavities and different pump parameters.
This section discusses the systematic study on optimising a many-variable system for po-
lariton condensation. The first part describes the different handles used in the optimisation
and the investigated parameter space. Thereafter, possible reasons for why the non-linear
regime was not reached are discussed. The demonstration of photon lasing in the same mate-
rial system in the last part serves as validation of the design and fabrication process.
5.2.1 Optimising microcavities for polariton condensation
The chosen material system to be optimised were DBR-clad microcavities filled with blended
films of organic material. The optimisation involved an iterative combination of simulations,
fabrication and characterisation. Figure 5.3 illustrates the different parameters which might
influence the condensation threshold and which were thus controlled. The effect of the dif-
ferent parameters will be briefly explained in the following. A summary of the parameters of
fabricated and analysed samples is found in Table 5.3.
By changing the concentration of C545T in the matrix MADN (2% to 100%), both the
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Figure 5.3: Illustration of experimental parameters which were varied during the optimisation
of the system for polariton condensation. The Q-factor of the cavity was varied by changing
the number of mirror pairs, the optical properties of the cavity material were tuned via the
C545T:MADN ratio, exciton–photon detuning was controlled via the cavity thickness and dif-
ferent pumping conditions were tested.
coupling strength (via the absorption, see Chapter 4.1) and the PLQY can be controlled. The
two are, however, linked (see Figure 5.2) in a way that an increase in absorption will result in
an exponential reduction of the PLQY. By combining sputtering and thermal evaporation in the
fabrication process, both the Q-factor of the cavity and its thickness could be chosen at liberty.
Sputtering a different number of mirror pairs in the DBRs (3.5 to 9.5 pairs) provided control
over the Q-factor. An upper limit for these Q factors was obtained from transfer matrix (TMM)
calculations, which yielded 70<Q < 6,700 (see Table 5.3). Cavities using > 5.5 mirror pairs
are thus expected to exceed the Q-factors of 600, for which polariton condensation has been
previously achieved by Daskalakis et al. [61]. By varying the thickness of the microcavity (i.e.,
the thickess of the organic material), different—positive and negative—detunings were cho-
sen for each combination of concentration and mirrors. Like this, the photonic and excitonic
fraction and thus at the same time the relaxation pathways could be varied despite the fixed
angle pumping (Θ ≈ 0◦) and probing (Θ = 0 . . . 30◦) of the samples. Finally, different excita-
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Table 5.3: Summary of samples produced for polariton condensation and the experimental
pumping parameters. # DBR pairs, Q, [C545T], dmin−dmax,∆d and λpump denote the number
of pairs of alternating refractive index in the DBR, the resulting Q-factor, the concentration of
C545T in an MADN matrix, the range of thicknesses covered in the samples, the thickness
interval between different samples and the excitation wavelength, respectively.
Sample parameters Pumping parameters
# DBR Q [C545T] dmin–dmax ∆d Pulse length λpump (nm)
pairs (nm) (nm)
3.5; 70;
3% 80–160 ∼ 25 5 ns; 180 fs 355, 420; 343
19% 75–160 ∼ 30 5 ns; 180 fs 355, 420; 343
7.5 340 43% 80–170 ∼ 30 5 ns; 180 fs 355, 420; 343
100% 70–110 ∼ 15 5 ns 355, 420
7.5 1,500 43% 50–200 10 5 ns; CW 355; 440
9.5 6,700
2% 100–160 ∼ 8 5 ns; 180 fs 420; 343
51% 100–160 ∼ 8 5 ns; 180 fs 420; 343
tion parameters were used. The microcavties were pumped with 5 ns pulses at 355 nm or at
420 nm (see Figure 3.4), and some additionally by an optical parametric amplifier providing
180 fs pulses at 343 nm. For the latter, I acknowledge the help by Sai K. Rajendran and permis-
sion to use the equipment by Ifor D.W. Samuel. The pump power was increased until the point
of visible damage to the sample. Both the pump wavelength and the pulse duration play an
important role in the optimisation. Pumping the microcavities at different wavelengths will
influence the pumping efficiency. The use of fs-pulsed laser light has so far been necessary
for most demonstrations of polariton lasing (excepting Dietrich et al. [62]). There are three
reasons why short pulses of excitation are beneficial for increasing the density of excited states
in the system. (1) Due to the short excited-state lifetime in organic semiconductors (® 1 ns),
the excitation energy has to be delivered within a short period. Increasing the time span of
excitation means that some of the excitons will have decayed by the time the last excitons
get excited. (2) Even though the formation of triplets is not a very common process, these
excited states are very long-lived (∼ 100 ns).75 Thus, a continuous excitation would decrease
the number of excitable states, which will be avoided when triplets can decay between pulses.
(3) Finally, all non-radiative processes during the relaxation of excitons will heat the organic
material. Pumping the material with short pulses allows for the heat to diffuse and dissipate
between excitation events. In this way, the damage to the sample by heating can be greatly
reduced.
As mentioned before, none of the samples produced a polariton condensate. The angular
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emission was studied as a function of PL intensity (peak intensity and angular distribution),
of the width of the PL peak and of its spectral position. These values were extracted from
the Fourier image with the help of a Matlab script (developed in the course of this PhD) that
fitted the 1D-spectrum of each pixel in momentum space by a Lorentzian. This was intended
to show the signatures of the non-linear threshold, e.g. a continuous spectral blue-shift of the
PL and a concentration of the PL intensity at the bottom of the LP. None of these effects were
observed. Luminescence generally originated from the bottom of the LP, not showing any sign
of a relaxation bottleneck. This remained unchanged when increasing the power—apart from
an observed increase in PL intensity—up to the point where the sample was damaged and the
mode became darker and broader.
One obvious problem of the produced samples was that many did not show any mode in
the stopband at all. When modes were observed, they were located at the edge of the stop-
band, where the reflectance of the DBRs and hence the Q-factor of the microcavity is reduced.
This, one could argue, might be a problem of poorly designed samples, where the mode should
not be expected within the stopband. However, Figure 5.4a proves that this was not the case.
The Figure shows a data series of 14 microcavities with 7.5 mirror pairs of nominal thicknesses
between 50 nm and 200 nm. On this series, reflectance, transmittance and PL measurements
were performed. Modes from the experimental spectra, when appearing in the stopband, are
marked in a 2D plot with red, blue and yellow symbols respectively. They are compared to
TMM calculations of a corresponding structure (grey-shaded background). Mostly, the mea-
surements agree with each other and with the TMM calculation. However, none of the sam-
ples between 100 and 140 nm show any mode—in agreement with the calculations. The
transmission of the organic quadrant (see Chapter 3.5) on the same samples (Figure 5.4b),
demonstrates that the absorption (and hence the real thickness) increases monotonically with
nominal thickness of the organic film. In consequence, this means that there is a range of
cavity thicknesses—which corresponds, in fact, to resonance of photon and exciton—where
no mode is visible.
With this, four potential reasons have been identified that could impede polariton con-
densation: (1) damage of the organic material during the fabrication process, (2) a large
discrepancy between the Q-factors from calculations and from real microcavities, (3) mode
suppression in DBR-clad microcavities and (4) bimolecular quenching upon high excitation
levels. All four points will be discussed in the following.
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Figure 5.4: (a) Mode positions in microcavities with 7.5 mirror pairs filled with 43% C545T,
measured in transmittance (blue symbols), reflectance (red symbols) or PL (yellow symbols)
at Θ = 0◦. Background: TMM calculation of thickness-dependent, spectral transmittance of
corresponding microcavities. (b) Transmittance of the quadrant with the bare organic film.
The dip in transmission increases monotonically with nominal thickness of the organic film.
5.2.2 Sample stability
It is well established that high-Q microcavities are crucial for polariton condensation.202 The
fabrication of the highly reflective DBRs necessary for these high-Q cavities relies on techniques
like molecular beam epitaxy, sputtering or electron-beam evaporation. These are associated
with high substrate temperatures, plasmas or charged particles.236,237 Organic materials, by
contrast, often degrade easily and are very sensitive, whether this regards exposure to heat,
light, water or oxygen.238,239 Hence, elaborate approaches have been developed to avoid sput-
tering on top of the organic film in the fabrication of high-Q microcavities.221 Yet, there have
been reports of depositing DBRs on top of organic films,240,241 which could in more recent
years even demonstrate good functionality of the organic film.60,61 Establishing a protocol for
incorporating organic films of C545T between sputtered, highly reflective DBRs without dam-
aging them was thus expected to be possible, but challenging. This is why the effect of different
parameters of the sputtering process on the organic film was studied with the help of PLQY
measurements. The effect of storing the samples in air on the PLQY was also tested. It was nec-
essary to determine the impact of storage in air because all setups for sample characterisation
and excitation were established outside gloveboxes, i.e., in air.
One crucial factor for obtaining films of high quality between DBRs turned out to be the
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substrate temperature relative to ambient temperature. Any amount of heating during the
sputtering process (Tmin,test = 50◦) turned out to have a negative effect on the homogeneity
and stability of the organic film. Although this was initially unexpected from the reported
glass transition temperature of C545T (Tg = 100 ◦C)226, the sensitivity at lower tempera-
tures is likely to be caused by the high vacuum in the chamber before the start of the pro-
cess. Once sample damage by heating of the substrate was avoided, the quality of the organic
film might still be deteriorated by the conditions inherent to the sputtering process or by the
sample storage. First, sputtering on top of organic films could be detrimental because of the
high-energy particles or heat present in the plasma.236–238,242 Second, the exposure to oxygen
and water can quench luminescence, particularly in electroluminescent or phosphorescent de-
vices.75,239,243 In our system, degradation—though not as severe—is also expected, especially
in combination with irradiation.244 Both effects were investigated by PLQY measurements and
the results are presented in this section.
In order to quantify the damage to the sample by sputtering on top of organic films, thin
films of C545T:MADN were produced in the same evaporation run. These are expected to
have the same C545T concentration and thus the same PLQY. On the surface of some of these
samples, an oxide film was deposited by sputtering, after which the PLQY of these different
films was compared. Figure 5.5a shows the results of two sample sets, one set of samples
containing 17% C545T and the other 1% C545T in MADN. The first set distinguishes three
scenarios: (1) only taking the sample into air, (2) sputtering SiO2 on top and subsequently
taking the sample into air and (3) taking the sample into air and only then sputtering SiO2on
top. The second set compares the PLQY of one film taken directly out of the glove box and
the other one taken out after having a Ta2O5film sputtered onto its surface. Both the effect of
SiO2 and of Ta2O5 is tested because the materials are sputtered with different gas mixtures.
Ta2O5 required 17% of oxygen to be mixed into the argon gas in order to obtain films at
the right stoichiometry. Figure 5.5a clearly shows that all sputtering processes degrade the
film quality. Comparing the cases of direct sputtering and sputtering after exposure to air, it
becomes apparent that the exposure to air in itself decreases the PLQY. Moreover, while direct
sputtering of SiO2 decreases the PLQY by less than 20% (0.30 → 0.25), the deposition of
Ta2O5reduces the PLQY by more than 50% (0.70→ 0.34). However, due to the high refractive
index of Ta2O5 (n(Ta2O5) ≈ 2.15), some of the apparent reduction in PLQY could be caused
by wave-guiding. An estimation of this effect assumes isotropic emission and complete loss of
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Figure 5.5: Degradation of C545T:MADN films with different concentrations (1% to 100%
C545T) from measurements of their PLQY. The impact of (a) sputtering on top of the organic
film and (b) the storage in air on the PLQY was measured. In the legend, C is an abbrevi-
ation for C545T and the green and blue symbols represent different samples from different
fabrication runs. The dashed lines are intended to act as guide to the eye.
the photons when wave-guided. This puts an upper limit to the reduction in PLQY caused by
wave-guiding of 17%. Hence, it is probable that although the damage to the material might
be less than 50%, it is still larger than when depositing SiO2. Overall, it should be noted that
while the sputtered samples show a reduced PLQY, the material is not completely destroyed;
but its luminescence efficiency is decreased by  50%. This is in agreement with literature,
where the damage of sputtering to organic films is reported to not quench a major fraction of
the luminescence.242 However, the extent of the damage depends on processing parameters
like pressure, sputtering power and gas mixture and the correlation is sometimes counter-
intuitive.245,246
The development of the PLQY with time of storage in air is shown in Figure 5.5b, where
different concentrations and film treatments are compared. All PLQY values are normalised to
the PLQY on the first day of measurement. Thereafter, samples are stored in a dark, ambient
environment and measured at intervals. Three main observations follow from this investiga-
tion. First, although all untreated samples (no sputtering, filled symbols) deteriorate when ex-
posed to air, the PLQY is never entirely suppressed but remains above 50% of its original value
even after 200 days. Second, the higher the C545T concentration, the greater the degradation
over time. In particular, the film with the lowest concentration barely shows any degradation
over the investigated time span of 19 days. Third, the films which were sputtered upon (open
symbols) behave very differently: their PLQY increases with time. Since three independent
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samples (two shown) confirm this trend of an increasing PLQY with time after sputtering on
the surface, this is understood as a real effect. A stabilisation of the PLQY with time could
be explained by the sputtered layer protecting the surface of the organic material from e.g.
oxygen. Some reports also have shown that the sputtering process need not necessarily de-
teriorate the luminescence properties.246 The continuing increase in PLQY, by contrast, is not
currently understood.
To summarise the investigations regarding the damage of the material over time and with
sputtering, a detrimental impact of both aspects is found. The damage over time by exposure
to air can be reduced by measuring samples soon after fabrication and storing them in an
oxygen-free environment (i.e., the glovebox). This was generally the followed protocol.
5.2.3 Q-factors of DBRs: calculations vs measurements
DBRs were fabricated from alternating SiO2 and Ta2O5 films by magnetron sputtering. DBRs
of high reflectivity can only be obtained if all films have a homogeneous thickness over the en-
tire surface, negligible surface roughness and all layers have a thickness of exactly λ04n . Here,
λ0 is the central wavelength of the stopband and n is the refractive index of the oxide lay-
ers. Any deviation from this ideal cavity will result in a reduction in Q-factor. The process,
once optimised, was set up for maximum reproducibility. This was obtained when using con-
stant sputtering power (instead of constant rates), always the same gas mixture and flows and
no heating of the substrate. Generally, for sputtering high quality or even crystalline films,
it is advised to keep the substrate at an elevated temperature, Ts > 300
◦C.247 However, as
mentioned before, sputtering at ambient temperature turned out to be necessary to avoid
degradation of the organic film, which requires two remarks. (1) The overall temperature on
the substrate was found to heat up by ∼ 15 ◦C during the sputtering process. The maximum
measured substrate temperature, Ts = 35 ◦C, is still well below the glass transition tempera-
ture of C545T at ambient temperatures (Tg = 100 ◦C)226, so that the properties of the film
were expected to be largely maintained throughout the sputtering process. In terms of reor-
ganisation of the sputtered particles on the surface of the substrate, the inherent increase in Ts
corresponds only to a small increase in kinetic energy (∼ 5%). Hence, the gradient of material
properties in the sputtered film appearing during the heating process over the first 10–20 nm
of the DBR stack is expected to be small. (2) The effect of lowering the sputtering tempera-
ture from 80 ◦C to ambient temperature (i.e., 35 ◦C) was investigated via the transmission of
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Figure 5.6: Comparison of Q-factors as a function of the number of DBR pairs: simulated vs
real microcavities. The black line shows transfer matrix simulations of empty cavities with
the mode positioned in the centre of the stop band. The grey dashed line shows the analytic
calculation from Equations 2.10 and 2.14, which describes the microcavity in the limit of a
large number of mirror pairs. Open symbols show the measured Q-factors from microcavities
containing 3% C545T (red) and 1% C545T where the cavity mode is far off the absorption
band (‘empty’, green). Solid red and green symbols represent the Q-factors obtained from
TMM calculations matching the spectra of the real cavities (i.e., assuming the presence of
absorbers inside the cavity and mode positions away from the centre of the stop band).
fully grown DBRs and the surface roughness of the top layer of these DBRs. Upon decreasing
the substrate temperature, the minimum of transmission in the stopband in comparable DBRs
increased by 27% (from 2.2% to 2.9% for DBRs with 7.5 mirror pairs). This confirms the
expectation of poorer film quality at lower substrate temperatures. At the same time, mea-
surements by atomic force microscopy of the surface roughness, for which I acknowledge Nils
Kronenberg, showed that the surface roughness barely increased upon lowering the tempera-
ture (1.5±0.4 nm vs 1.6±0.4 nm). Hence, the reason for the increase in transmittance is not
fully understood.
The quality of DBRs sputtered at room temperature was further assessed via the Q-factors
of microcavities. In ideal DBRs—consisting of only perfectly transparent, plane parallel films
of a thickness of exactly λ04n—the reflectivity in the stopband can be enhanced infinitely by
only increasing the number of layers (see Equation 2.10). However, any amount of absorption
or scattering inside the mirrors will reduce the coherence and thus the maximum reflectivity.
TMM simulations serve as ‘ideal’ microcavities to which the measured transmittance spectra of
real microcavities are compared in order to evaluate the performance of the DBRs, see Figure
119
Chapter 5. Photoluminescence from strongly coupled, organic microcavities
5.6. While the simulations take into account the potential absorption in SiO2 and Ta2O5 via
the measured refractive indices, they correspond to ideal microcavities as they assume perfect,
parallel interfaces and have the mode in the centre of the stop band. The analytic formulae
presented in Chapter 2.2 are also used to calculate the Q-factors expected from ideal DBRs.
Yet, these underestimate the Q-factor because they are only valid for a large number of mirror
pairs, as it can be seen from the convergence of the analytical and the TMM result for large N .
Additionally, Figure 5.6 compares experimentally measured Q-factors (open symbols) to Q-
factors from simulated cavities with corresponding structures (filled symbols). The difference
between these simulations and simulations of ideal cavities (black line) is the spectral position
of the cavity mode with respect to the stopband. Clearly, the experimental Q-factors are lower
than the simulated reference. The two sets of experimental microcavities illustrate two points
why an experimental approach might under-estimate the maximum Q-factor achievable with
these sputtered mirrors in an empty microcavity. It is important to acknowledge this differ-
ence because while the experimental approach is straight forward, the relevant quantity for
the properties of the uncoupled cavity photon is the Q-factor of an empty microcavity. In the
microcavities represented by red symbols, the cavity mode was in a spectral region of absorp-
tion of C545T although this only made up 3% of the material inside the microcavity. Once this
absorption was considered in the TMM calculations (red, filled symbols), the experimental Q-
factor nearly matched the simulation. These additional losses by absorption are not inherent
to the mirrors so that an experimental determination of the Q-factor is not appropriate here.
The second series of microcavities (green symbols) can be considered to be empty, since
the cavity mode was red-shifted with respect to the absorption of the material in the micro-
cavity. Here, however, the cavity mode was not centred in the stop band. Comparative TMM
calculations (green, filled symbols) were performed for cavities containing an adjusted thick-
ness of the cavity material so that the mode position coincided with that of the experimental
microcavity. Accounting for the mode position in the stop band reduced the Q-factor with
respect to the TMM calculation of an ideal cavity. This reduction in Q-factor is real—at the
position of the cavity mode, the mirrors are less reflective and hence, more energy is lost in
each round trip. It can be seen that a discrepancy between Q-factors from TMM simulations
and from measurements decreases when accounting for the offset between cavity mode and
centre of the stop band, but does not vanish. This will be due to the scattering introduced
by non-zero surface roughnesses and not perfectly identical optical thicknesses in the layers
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throughout the stack.
From Figure 5.6, two trends are deduced. First, the larger the number of DBR pairs and
the predicted Q-factor, the larger the deviation of the quality of the real microcavity with
respect to an ideal cavity. This is because the larger the number of layers in the DBR, the
larger the effect of any irregularity that introduces decoherence. Second, even though being
smaller than the values of ideal microcavities, Q-factors of real microcavities reached values
up to Q = 1, 600 (with 10.5 mirror pairs). Previous reports on polariton lasing using SiO2 and
Ta2O5 as materials for the DBRs use six mirror pairs on top and bottom (reporting Q = 600)
or six and nine mirror pairs for top and bottom mirrors (Q not specifed).60,61 The mirror
investigation shown here thus proves that the process established within this PhD produced
microcavities with properties that are compatible with polariton lasing.
5.2.4 Mode suppression in DBR-clad microcavities
The cavity mode in DBR-clad microcavities can be very narrow, δλC < 1 nm. The absorption
of C545T, by contrast, is very broad, δλX ≈ 90 nm. In order to understand how this broad
absorption affects the polariton modes, TMM calculations were performed on simulated toy
materials.
The optical constants of these hypothetical materials were defined to have a Lorentzian
absorption peak in k, with n obeying the Kramers-Kronig relation, see Figure 5.7a. They were
designed such that Materials A and B (blue and grey) have the same height of the absorption
peak, Materials A and C have the same width of the absorption peak (blue and green) and
materials B and C (grey and green) have the same integrated absorption. All three materials,
A, B and C, have the same background refractive index, n = 1.8
For these materials, the polariton modes are calculated as a function of thickness d of
a layer of the hypothetical material inside the cavity, as shown in Figure 5.7b–d. All three
materials show two distinct modes. For both narrow materials, Material A and Material C,
these modes clearly anticross, i.e., there is a range of thicknesses in which two modes appear
in the stop band. These can then be unambiguously identified with the LP and UP branch.
The extent of the splitting, as well as the range of thicknesses over which both UP and LP exist
is larger for Material C with the larger extinction coefficient. This indicates a larger coupling
strength in Material C, which is expected because its overall oscillator strength is larger (see
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Figure 5.7: The effect of broad absorbers inside a DBR-clad microcavity. (a) Extinction co-
efficients of three different, hypothetical materials representing Lorentzian absorbers. The
absorption is characterised by the maximum extinction value (‘weak’ or ‘strong’) and by the
width of the peak (‘narrow’ or ‘broad’). The Materials A (blue, ‘weak, narrow’) and B (grey,
‘weak, broad’) have the same maximum absorption, while B and C (green, ‘strong, narrow’)
have the same integrated absorption. (b–d) Transfer matrix calculations of the transmittance
over cavity thickness of Material A (b), Material B (c) and Material C (d).
Equations 2.1 and 2.27). When comparing Material B (weak and broad absorption) to A and
C, it is striking that there is no region of mode overlap, i.e., no range of thickness where two
modes are observed. Instead, Material B shows a region of thicknesses where no mode is
visible. It is thus difficult to identify the existing modes with UP and LP since the anticrossing
of modes, which is the key signature for strong light–matter coupling, is absent.
The peak of the extinction coefficient in C545T is roughly as large as that of Material C
(kmax ≈ 1) and wider than that of Material B (δλC545T ≈ 90 nm vs δλB ≈ 40 nm). The
observed effects are thus expected to be more pronounced than in Figure 5.7c: due to the
large coupling constant, the modes will be pushed further away from each other and at the
same time, the region without any visible mode will increase. Note that the vanishing of modes
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is not singular to C545T; other publications also report regions of suppressed modes instead
of their anticrossing.61,120
Further simulations show that this effect is stronger the larger the absorption (or concen-
tration) of the excitons is and the larger the number of DBR pairs—i.e., the larger the Q-factor.
The effect of mode suppression has also been observed in metal-clad microcavities of λ-type,
albeit to a smaller extent. Here, too, a major difference between cavities of type λ/2 and λ is
the increased Q-factor for λ cavities.
There are two possible ways to explain the disappearance of the modes: a lack of impedance
matching or additional absorption by detuned excitonic states. On the one hand, matched
impedances, that is, losses, are a condition for two oscillators to couple to each other.248
Since the impedances of photon and exciton correspond to their losses, not directly to their
linewidths, this effect is difficult to estimate. The impedance of the cavity photon is simply
the inverse of the Q-factor (10−3 for good microcavities), but for the exciton, the situation
is less clear. Nonetheless, the observation that the suppression of the modes is enhanced for
increasing Q-factors corroborates this mechanism to affect the light–matter coupling. On the
other hand, the vanishing of the modes could also be caused by absorption from uncoupled
excitons. The presence of excitonic levels over a large range of energies leads to a range of
detunings between the cavity photon and different excitons. As a consequence, some of those
excitonic states—those far from resonance—will not be strongly coupled to the cavity photon
and thus, will be able to absorb the energy stored in the polaritonic modes. Due to the ab-
sorption, there will no longer be many photons leaking from the polariton modes so that the
modes—although present in the system—will not be visible from the outside.
5.2.5 Inhibition of high exciton densities by bimolecular quenching
Bimolecular quenching processes become pronounced at high excitation levels or at high den-
sities of chromophores.249 This can be a problem for achieving the large densities of excitons
required for polariton condensation, as an extensive study by Akselrod et al. [250] revealed.
The system studied here consists of relatively densely packed C545T in order to achieve suffi-
cient absorption for the strong coupling regime. Moreover, aiming for polariton condensation,
the microcavities were highly excited (up to their damage threshold). Both aspects increase
the risk of bimolecular quenching. Therefore, the microcavities were tested for exciton–exciton
annihilation in two ways; the time-dependent exciton decay and the PL intensity as a function
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of the pump power were studied.
In ideal excitonic states with one radiative transition, a mono-exponential decay is ex-
pected.75 The appearance of several exponential decays with different time scales are an in-
dication for additional processes going on, e.g. for several different decay channels. When
exciton–exciton annihilation becomes dominant, a mono-exponential decay no longer de-
scribes the data well. Instead, a function of intensity over time can be deduced from the
knowledge of the rate equation for exciton–exciton annihilation (see Eq. 2.3):250
I(t) =
Iin
e
t
τ ·  1+ γτ2 · n0− γτ2 · n0 (5.1)
Equation 5.1 holds on the assumption of short pumping pulses with respect to the excitonic
lifetime τ. Here, Iin represents the pump intensity, γ the annihilation rate constant and n0
the exciton density at t = 0. Note that light–matter interactions are not taken into account in
Equation 5.1.
The exciton lifetime of bare organic films was measured in two ways; by time-correlated
single photon counting (TCSPC, not shown) and with the help of a streak camera. I acknowl-
edge M. Tariq Sajjad and Sai K. Rajendran for helping me with these measurements and Ifor D.
W. for access to his equipment. The two methods differ in the excitation power (single photon
level for TCSPC and ≥ 20 µW for the measurements with the streak camera) and in dynamic
range (104 for TCSPC and 102 for the measurement with streak camera). Qualitatively, both
measurements showed a similar trend: the higher the concentration of C545T in MADN, less
the time-resolved luminescence corresponded to the mono-exponential decay expected for a
simple emitting process. From the TCSPC measurement, the largest decay rate (shortest time)
increased steadily with increasing the concentration of C545T. This behaviour is an indica-
tion that for films with concentrated C545T, some relaxation happens via fast, non-radiative
processes already at extremely low excitation powers.
Figure 5.8 shows the time-resolved decay of PL from microcavities with different concen-
trations of C545T and at different pump powers measured with the streak camera. In order
to understand the underlying mechanisms, both mono-exponential decays (A · et/τ; orange,
dashed lines) and functions of the same form as Equation 5.1 (A · et/τ · (1+ c)− c−1; red,
dotted lines; referred to as XX fit in the following) were fitted to the time-resolved PL. At low
concentrations (3% C545T in MADN; Figure 5.8a) and low pump powers (black line), both
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Figure 5.8: Time-resolved decay of PL in microcavities measured by a streak camera after
excitation by a 180-fs laser pulse. The decay after excitation with low power (20µW, black line)
and high power (1 mW, blue line) is fitted with a mono-exponential decay (orange, dashed line)
and a function assuming exciton-exciton annihilation (red, dotted line). The microcavities
with 5.5 mirror pairs contain 3% C545T in MADN (a) and 43% C545T in MADN (b). Note the
different time scales of (a) and (b).
curves fit the measured data well and are barely distinguishable. The coefficient of determi-
nation is the same for both fits, R2 = 0.9986, despite more fit variables in the XX fit. It follows
that bimolecular quenching does not play a dominant role in the decay at these conditions.
The situation changes, however, upon increasing the pump power by a factor of 50. Now, τ
was fixed in the XX fit to the value obtained from the mono-exponential fit for the PL at low
power (τ = 1.5 ns) so that both fit functions had two variables. Nonetheless, XX fit describes
the time-resolved PL at high pumping values much better (R2XX = 0.9992 vs R
2
m−exp = 0.98).
The data are thus an example for bimolecular quenching driven by high pump intensities.
At much higher concentrations of C545T in MADN (43%), the mono-exponential decay
only provides a poor fit for the PL both at low and at high excitation densities (R220µW = 0.84
and R21mW = 0.85), see Figure 5.8b. The XX fit (τ = 1.5 ns fixed) for the 20 µW excitation
yields R2 = 0.92, which is smaller than the R2 values observed in the low-concentration sam-
ple. This might partly be due to the data being quite noisy due to the relatively low PLQY at
that concentration. However, it could also be an effect of the light–matter coupling, which is
expected to be strong at such high concentrations of C545T, but is not considered in the fit
equation. When increasing the pump power on the sample, the XX fit still provides an ade-
quate description of the PL data, R2 = 0.992. The study of time-resolved PL thus supports
the hypothesis of bimolecular quenching reducing the number of excitons. Yet, exponential
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decays with three terms (which have 6 fit parameters) also provide a satisfactory description
of the data. Additionally, further non-radiative processes attributed to concentration quench-
ing would be expected at concentrations of 43% of C545T, like the formation of non-radiative
excited states of coupled excitons. Moreover, the light–matter interaction is expected to play
a role—at least in the samples with high densities of C545T—, so that the applicability of
Equation 5.1 is debatable, despite the remarkably good fits to the data.
In order to confirm that exciton–exciton annihilation has a significant contribution to the
exciton population, the PL intensity was investigated as a function of pump power. Here, the
samples were pumped with a 5-ns-pulsed OPO at 420 nm. For dominant exciton–exciton an-
nihilation, a square root dependence is expected, PL∝ÆIpump. Results of two representative
microcavities are shown in Figure 5.9, one containing a film of low C545T concentration (3%,
blue symbols) and one of high C545T concentration (43%, black symbols). Clearly, the inten-
sity grows sublinearly with pump power in both samples. Power-law fits were applied to the
data (y = A · x b, dashed lines), yielding an exponent of b < 0.5 for both microcavities. This
suggests strong bimolecular quenching. Even though the exponent varied between different
samples with the same concentration of C545T, b was consistently highest for microcavities
with lowest C545T concentrations and vice versa. This exponent in high-concentration sam-
ples, which is smaller than 0.5, points to an additional pump-power dependent loss term with
increasing C545T concentration in MADN. Yet, its origin cannot be deduced from the presented
and performed measurements.
Both the time-dependent and the power-dependent study of the PL intensity are consistent
with the assumption of exciton–exciton annihilation as a dominant non-radiative loss channel.
The reduction in lifetime and in the ratio of input and output power was more pronounced
for samples with higher concentrations of C545T in MADN. For very low concentrations, the
expected effects of exciton–exciton annihilation are not yet visible at low pump powers. Since
bimolecular quenching is well-known to impede the build-up of large exciton populations, this
could well be one reason for the absence of polariton condensation. The extent of the impact
of bimolecular quenching could be investigated by studying microcavities containing a mate-
rial where the bimolecular annihilation rate γ is tunable and independent of other material
properties, although it is not clear what this should be. This was beyond the scope of this PhD.
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Figure 5.9: PL intensity as a function of pump power for a microcavity with 3.5 mirror pairs
containing 3% C545T (blue symbols and top x-axis) and for a microcavity with 5.5 mirror pairs
containing 43% C545T in MADN (black symbols). The data points are fitted with a power law
(dashed lines).
5.2.6 Photon lasing
The investigations described above have shown that the fabrication process established dur-
ing the course of this PhD should yield well functioning microcavities. Potential challenges are
the suppression of polariton modes and bimolecular quenching. The suppression of polariton
modes prohibits access to polaritons where largest coupling strengths are expected. Hence, it
is not possible to experiment with all different detunings for obtaining polariton lasing. More-
over, due to the lack of a second mode, it is difficult to determine parameters like photon or
exciton character or even to identify the existing modes with LP and UP. Bimolecular quench-
ing is a problem that scales with concentration of the chromophore, and thus with coupling
strength (see Equation 2.27). However, it should not dominate the relaxation dynamics at
very low concentrations. These findings could be jointly confirmed by the demonstration of a
photon laser using this material system and this fabrication process.
As outlined in Chapter 2, the requirements for photon lasing and polariton condensation
differ. While for polariton condensation, efficient relaxation to bottom of the LP is crucial,
photon lasing requires high PLQYs and an amplification of the mode in the spectral range
of optical gain.251 The build-up of a population inversion in turn relies on high Q-factors of
the resonators. This is manifested in thresholds for polariton and photon lasing that depend
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on the spectral position of the lasing mode. In particular, it has been observed that optimal
conditions for photon lasing are red-shifted with respect to those of polariton condensation.62
Thus, photon lasing will occur in a spectral range away from the absorption, so that the mode
suppression is not relevant. Finally, because the coupling to light does not need to be strong,
the concentration of the dye (C545T) in the matrix (MADN) can be reduced. This reduces
concentration quenching and exciton–exciton annihilation, so that a large PLQY can be main-
tained also at high pump powers. All these aspects point to the possibility of observing photon
lasing with C545T despite the elusiveness of polariton lasing.
The series of samples aiming for photon lasing consisted of 12 microcavities grouped in
three sets of four microcavities containing a C545T:MADN film with 1% doping concentration.
At this low doping concentration, the maximum PLQY was observed, Φ1%C545T = 0.7. Within
one set, the intended thickness of the organic film was varied between 154 and 179 nm, in
order to obtain cavity modes between 528 and 564 nm. Between the three different sets, the
number of DBR pairs was varied from 6.5 over 8.5 to 10.5 pairs. The DBRs were designed to be
centred around λc = 550 nm. The measured transmittance of these microcavities showed stop
bands centred around λ≈ 540 nm with mode positions between 540 and 573 nm. All modes
thus lie well in the region where gain is expected for C545T (500–570 nm)227, at wavelengths
higher than the absorption edge (530 nm) and within its luminescence band (470–620 nm).
Amplified spontaneous emission, which is an indicator of the gain region, was observed at
535 nm for C545T.252
All microcavities were pumped at 440 nm on the outside of the stop band with the set-up
described in Chapter 3.3 and measured in Fourier space. Most samples showed homogeneous
PL from the cavity modes (transverse electric and transverse magnetic), as seen in Figure
5.10a, across the entire range of pump energies. Figure 5.10d compares the PL of different
microcavities at the bottom of the cavity mode as a function of pump power. For all cavities
clad with DBRs of 8.5 mirror pairs or less (blue symbols), the PL increased steadily with pump
power. By contrast, for microcavities of 10.5 mirror pairs and a photonic mode at λm = 548 nm
or λm = 550 nm (black and grey symbols, respectively), a sharp increase in PL with pump
power is observed at 10 nJ and 25 nJ pump power (corresponding to ® 30 mJ/cm−2 and
® 80 mJ/cm−2), respectively. Fourier spectra of the cavity with λm = 548 nm at and above
the sharp increase are shown in Figure 5.10b and c. At the point of superlinear increase in
PL, an intense peak appears at the bottom of the cavity mode, which shows a large spread
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in angles with respect to the minimum of the cavity mode. The angular spread (half-angle
Θ) of the far-field diffraction pattern of a circular aperture at wavelength λ is limited by the
diameter D of the aperture: Θ ≈ 1.22λD .100 Since the luminescence from the lasing mode has a
much larger spread in k-space than the photon mode, this demonstrates that its spot size in real
space is much smaller. This, in turn, means that the photon lasing only occurs in a very small,
localised region within the pump spot, where the mode is confined e.g. by inhomogeneities of
the microcavity. Upon further increasing the pump energy (E = 64 nJ), the PL from the cavity
mode becomes weaker with respect to this intense peak. At the same time, the intensity of the
peak is only slightly increased with respect to its value at E = 16 nJ.
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Figure 5.10: Photon lasing with C545T. (a-c) Fourier spectra of a microcavity clad with 10.5-
pair DBRs and containing∼ 155 nm of MADN doped with 1% C545T (mode positionλm = 548
nm). The pump power increases from (a) to (c) as indicated in bottom left corner of each sub-
figure (energy per 5-ns pulse). (d) PL intensity at q‖ = 0 of the different microcavities as a
function of the energy of the pump pulse. All samples were measured up to the point of dam-
age. Blue symbols represent microcavities with 8.5 pairs of DBRs at different mode positions
(see legend), black symbols represent microcavities with 10.5 pairs of DBRs at different mode
positions.
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The sudden increase in PL and its localisation in the minimum of the cavity mode are both
indicators for photon lasing. Polariton lasing, which would have similar signatures, can be
ruled out because (1) the low concentration of C545T results in a very low coupling strength
according to Equation 2.27; (2) the cavity mode is so far red-shifted from the absorption peak
that any excitonic fraction would be negligible; and (3) polariton lasing is expected to be con-
comitant with a collapse of the PL in q-space,25 which is not observed here. Another signature
of photon lasing which should accompany the threshold-like behaviour in luminescence is a
significant reduction in linewidth.253 This, however, was not observed in the presented micro-
cavities. Just below threshold, a full width half maximum of δλ = 0.200± 0.009 nm and a
good agreement with a Lorentzian line shape was observed (R2 = 0.98). Above threshold,
the peak was less well described by a Lorentzian (R2 = 0.91), the linewidth only decreased
slightly to δλ = 0.17± 0.02 nm and actually increases at the highest measured pulse energy
(E = 64 nJ) to δλ= 0.26±0.02 nm. One potential reason for not observing a significant nar-
rowing could be that the values are close to the resolution of the spectrometer used (0.05 nm).
Also, the sample was probably not homogeneous over the probing spot, e.g. in composition
or thickness. The latter argument is supported by the fact that lasing in these samples was
not observed over the entire sample, that the emission from the lasing mode showed a large
spread in k-space and that the threshold showed a minor dependence on the local spot on the
sample. Furthermore, the pump spot had an area of ¦ 31 µm2, across which several inde-
pendent lasing modes at slightly different energies could be possible. Such an ensemble of
lasing modes could both explain why the spectral width of the PL does not reduce by much
and why the spectra above the threshold no longer have a strictly Lorentzian shape. More-
over, the persistence of luminescence from the cavity mode—albeit weaker at higher pump
energies—is another indicator that several coexisting, locally separated regions of no lasing
and lasing at different thresholds make up the observed spectrum. It is thus concluded that
the intense luminescence above a sample- and spot-dependent threshold corresponds to lasing
from a slightly inhomogeneous cavity.
The evidence for photon lasing presented in Figure 5.10 clarifies two aspects of the fab-
rication process. (1) As lasing threshold is sensitive to the gain of the organic material, the
observation of lasing proves that sputtering DBRs (first layer Ta2O5) on top of the organic
films does not fundamentally damage the organic films. (2) The Q-factors of the fabricated
microcavities are large enough to support lasing and play a crucial role in lowering the lasing
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thresholds below the damage threshold of the material.
5.3 Luminescence from organic polaritons in the linear pumping
regime
This section discusses the luminescence from strongly coupled, organic microcavities in the
linear pumping regime. It has been found by Ballarini et al. [41] that the PLQY of an organic
dye can be enhanced by placing it into the coupling regime. The up to ten-fold increase of
PLQY in the microcavity with respect to a bare film was attributed to an efficient, phonon-
assisted scattering mechanism from the exciton reservoir to the LP. However, this picture was
not unanimously confirmed. While Schwartz et al. [254] observed a much smaller increase in
luminescence efficiency (×2), Grant et al. [43] even reported a small decrease in efficiency in
the strong coupling regime. Such a large spread in results is likely due to the large spread in
material properties, e.g. in the PLQYs. The reports investigating the relationship between the
luminescence intensity and the strong coupling regime use blended films of a dye in a matrix.
This means that the complex excitation scheme in organic materials is further complicated by
additional excitonic states and the energy transfer between strongly coupled and uncoupled
exciton species.
Here, PL measurements from two different systems were studied. One type of microcavity
combined neat films of C545T with metal mirrors and the other combined blended films of
C545T in an MADN matrix with DBRs. Section 5.3.1 compares the PL from the OVL series,
a series of metal-clad microcavities with thin, neat films of C545T. In these samples, the cou-
pling strength is varied by changing the overlap of the organic molecules with the electric field
in the microcavity. Section 5.3.2 then compares the PL in DBR-clad microcavities, which are
filled with with films of different blending ratios of C545T and MADN. The data are quantita-
tively analysed, taking into account aspects like the the luminescence efficiency at the spectral
position of the polariton or photon mode. The results of the experiments are not conclusive,
but they emphasise the importance of taking the properties of the uncoupled film into account
when evaluating the impact of strong coupling on these properties.
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5.3.1 Photoluminescence from the metal-clad OVL series
In order to study the PL as a function of the coupling strength, the OVL series was revisited
(see Chapter 4.2). This was done because, while the coupling strength differs between the
different samples in the series, all other, uncoupled properties should be the same. The OVL
series consists of metal-clad microcavities of λ-type, i.e., the optical thickness is the same as
the wavelength of the exciton transition. Five cavities in the series contain thin films of pure
C545T of the same thickness (42 nm). With the help of SiO2 spacer layers, the position of the
organic film is controlled by changing the ratio of top and bottom SiO2 film in the microcavity
(see Figure 4.11a). The work discussed in Chapter 4.2 has shown that the mode splitting can
be increased from 0 to 0.5 eV only by changing the position of the film in the cavity. At the
same time, all uncoupled films show the same properties. This is why the OVL series is well
suited to understand the link between the PL properties of bare films and those of strongly
coupled microcavities.
Here, we investigate the PL of the microcavities of the OVL series upon pumping with an
intense halogen lamp filtered through an ultraviolet band-pass filter (λpump = 370 . . . 390 nm)
from the broad lamp spectrum. The microcavities were excited at an angle of 0◦ < Θ < 48◦
and the luminescence was likewise collected for 0◦ < Θ < 48◦ through the same objective (NA
= 0.75). For each sample, the PL was collected on the quadrant of the full microcavity and on
the quadrant of the bare organic film (see Chapter 3.5. The measured PL spectra, which where
acquired with the help of Marcel Schubert, are shown in Figure 5.11a. The spectra for the bare
films were comparable, as expected for organic films of the same thickness and concentration.
By contrast, the spectra of the microcavities differ strongly in maximum PL and in the
spectral position of the luminescence peak—as would be expected from the analysis of Chapter
4.2. From OVL0 to OVL3, a continuous red-shift of the luminescence is observed, which is
accompanied by an increase in PL intensity of the samples. The only exception is sample
OVL1b, which showed the weakest luminescence of all samples, despite being approximately
as far red-shifted as sample OVL2. In order to understand the nature of the luminescence
peak, the PL spectra are compared to reflectance spectra of the OVL series at 0◦ (see Figure
5.11b). Two aspects of the reflectance spectra should be noted: (1) The spectra of samples
OVL1 and OVL2 show a dip at the absorption of bare C545T (λ ∼ 480 nm). These features
stem most probably from the beam in reflectance partially hitting the bare organic quadrant
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Figure 5.11: PL spectra of the OVL series (see Chapter 4.2). All samples were pumped at the
same pump energy at λpump = 300 . . . 380 nm. (a) PL from microcavites OVL0 to OVL3 (solid
lines). Residual light from the excitation was fitted by an exponentially decaying function and
substracted from the raw data and the spectra were smoothed by a 5 point moving average.
The dashed line shows a normalised PL spectrum from a bare organic film in samples of the
OVL series averaged by 5 point moving average (right axis). (b) Reflectance spectra of OVL0
to OVL3 at 0◦, vertically shifted for clarity.
of the sample and they are not considered to be related to the response of the microcavity.
(2) More importantly, it can be observed that although the uncoupled dips at 360 nm are
all well aligned—indicating a similar cavity thickness for all microcavities—the dips at larger
wavelengths shift from 532 nm in OVL0 to 587 nm in OVL3. This mode shift is attributed to
the coupling of the photon mode to the exciton which absorbs at λ  520 nm. In contrast
to the reflectance spectra measured at large angles (see Figure 4.11), the UP is not visible
here, possibly because of its too low photonic fraction.∗ It follows from the increasing shift of
the modes around λ ∼ 550 nm from sample OVL0 to OVL3 that the coupling between light
and matter continually increases, in agreement with the results presented in Chapter 4.2. The
comparison of luminescence and reflectance spectra demonstrates that the peak positions of
the luminescence are dictated by the mode position of the samples.
Quantitatively, the PL of sample OVL3 is more than five times as intense as that of sam-
ple OVL0. Hence, the presented PL spectra seem to indicate that the light–matter interaction
enhances the luminescence efficiency of the material inside the microcavity. Yet, the peak in-
tensity of the microcavities also seems to roughly follow the PL spectrum of the bare organic
film (grey, dashed line in Figure 5.11). In order to evaluate the possible enhancement quanti-
∗Curiously, simulations show that in these λ-cavities—in contrast to λ2 -cavities of a comparable structure—show a
similar mode suppression to that observed in DBR-clad microcavites (see Section 5.2.4). Possibly, this is a result
of the higher Q-factor of the λ-cavity with respect to the λ2 -cavity.
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tatively, an estimate of the PL intensity as expected from weak coupling theory is performed.
For this, all quantities which differ between the cavities and which influence the luminescence
response—except for potential effects of the light–matter coupling—are measured or simu-
lated to calculate the expected relative luminescence intensity of the samples. Note that this
analysis does not aim to calculate the absolute PL intensity but rather the ratio of lumines-
cence between the samples. In order to predict a theoretically expected response, Itheo, the
efficiencies for pumping the film inside the cavity, ηpump, for the internal conversion, ηint, and
for coupling light out of the cavity, ηout, need to be considered:
Itheo∝
ηpump︷ ︸︸ ︷
Ipump(λ) · k(λpump) · T
 
λpump
 · A λpump, zC545T ·
ηint︷ ︸︸ ︷
Φ (λout) · A
 
λout, zC545T
 · ηout︷ ︸︸ ︷T (λout) .
(5.2)
ηpump is determined by the (measured) spectral shape of the pump light Ipump(λ), by the
corresponding extinction coefficient k(λpump), by the transmittance of the top mirror at the
pump wavelengths, T
 
λpump

= 1 − R(λpump), and by the magnitude of the electric field at
the pump wavelength, A. Since the pump light was spectrally broad, the absorbed light into
the cavity was calculated by first multiplying the spectrally resolved Ipump, k, and T and then
integrating over the thus calculated spectrally resolved absorption. The electric field, which
was evaluated at two different wavelengths of the absorbed light, depends on the position
inside the microcavity and needs to be evaluated at the position of the thin C545T film in the
cavity, zC545T. A was calculated for two different wavelength of the broad absorption spectrum
and averaged. In the weak coupling regime, the relative ηint can be obtained from the PL
intensity of the uncoupled organic film at the spectral position of the emitting wavelength,
Φ (λout). Moreover, the emission efficiency will depend on the overlap of the electric field at
the emission wavelength with the thin film of C545T. This is considered because an increased
amplitude of the field will correspond to an increased density of final states for the excitonic
transition and thus should increase the PL efficiency according to Fermi’s Golden Rule. While
the PL intensity is in principle also proportional to the Q-factor, the effect is not expected to
change the relative PL because the reflectance suggests similar Q-factors (∼ 20) for all samples
in the OVL series. Finally, the relative ηout is given by the transmittance of the microcavity at
the emitting wavelength, T (λout).
From evaluating Equation 5.2 at the mode position of the different samples, a theoretical
prediction for the peak PL, Itheo, can be obtained. It is emphasised that Itheo assumes the
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Figure 5.12: Comparison of measured PL of OVL series and expected PL. (a) Values for peak
PL from measured data (grey symbols) and calculations neglecting strong coupling effects with
indicated error estimation (blue symbols). (b) Ratio of peak measured PL versus calculated PL
as a function of the mode shift of the λ-mode (at λ ∼ 550 nm) with respect to that of sample
OVL0. The dashed line indicates the same ratio of calculated and measured PL as observed in
OVL0
internal PL efficiency to be that of the uncoupled C545T film—which we do not necessarily
expect to describe the strongly coupled microcavities. In Figure 5.12a, Itheo (blue symbols) is
compared to the measured peak PL, Imeas (black symbols), for the different samples. The large
error of the theoretical value (47%) is a result of depending on five different parameters, the
error for each of which was estimated to be between 10% and 30%. The comparison of the
measured and predicted values does not indicate a clear correlation to the measured values.
Even though both the theoretical and measured PL intensity are lowest for sample OVL1b, the
calculation predicts the highest value for OVL1, which is in fact only the third highest value
measured. While the calculated absorption of light into the cavity and T (λout) are similar for
all samples, A

λpump, zC545T

, A

λout, zC545T

and Φ(λout) each vary by more than a factor of
two between the samples.
In order to obtain a clearer picture of the relationship, Figure 5.12b plots the ratio of
measured to predicted PL (normalised to OVL0) for all samples of the OVL series. Note that
here, the x-axis denotes the shift of the mode atλ∼ 550 nm with respect to the mode of sample
OVL0. This unusual x-axis is chosen because it can serve as an indication for the light–matter
interaction in these samples. The mode splitting measured for the OVL series at larger angles
(Chapter 4.2) cannot serve as a meaningful measure here since the different coupling strengths
of the samples will result in a different energetic range over which photon and exciton will
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be mixed. It is emphasised that it is only possible to use the mode shift relative to OVL0 as
a measure for the exciton–photon coupling because the mode at λ ∼ 350 nm proves that the
photonic mode is expected to be at the same position for all samples. Figure 5.12b shows a
clear trend: all samples with a larger overlap of the organic film with the electric field than
OVL0 (i.e., all samples but OVL0) show a relatively increased PL signal. Moreover, the larger
the mode shift is with respect to OVL0, the larger is the observed enhancement of PL intensity—
up to a factor of 4.1 in OVL3. The similarity of the enhancement factor between OVL1 and
OVL1b is also remarkable; these two samples show a difference in absolute PL intensity by a
factor of three but have a similar mode shift with respect to the mode of OVL0. Note, however,
that the method of calculating the enhancement, though it is necessary for any meaningful
evaluation of the results, is highly sensitive to errors in each factor considered for calculating
Itheo.
The enhancement of the PL signal observed here is on the same order of magnitude as
that observed by Ballarini et al. [41] and Schwartz et al. [254]. A comparison to literature
indicates what the origin of the increased PL intensity might be. Herrera & Spano [255] predict
that in low-Q, metal-clad cavities, an enhancement in PL intensity is caused by an efficient
pumping of the polariton, from which the excitation can relax very efficiently via the photonic
fraction of the polariton. The efficient pumping into the LP occurs by radiative transitions
that involve at least one vibronic transition. Yet, this enhancement is expected to only set in
when the coupling strength is in the same range as the vibrational energy, g ≈ Evib. From
the analysis the extinction coefficient of C545T, Evib ≈ 0.16 eV is found (see Table 5.1). This
value is confirmed by Raman spectroscopy on a neat film of C545T, see Figure 5.13, where the
strongest Raman modes in the range between 1,400 cm−1 and 1,600 cm−1 correspond to an
energy Evib ≈ 0.19 eV. The spectrum was acquired on a custom-built setup by Mingzhou Chen
in the laboratory of Kishan Dholakia.
It is, however, not obvious how the coupling strength g should be evaluated. The Rabi
splitting is estimated from simulations for OVL0, OVL1, OVL2 and OVL3 to be ħhΩ = 0.14 eV,
0.31 eV, 0.46 eV and 0.53 eV, respectively. From this, one would expect for OVL1, OVL2 and
OVL3 to fall into the regime of vibronic enhancement, which is consistent with the results.
However, since the samples are off resonance, it is not evident if the Rabi splitting describes
the light–matter interaction adequately. Alternatively, the mode shift at Θ = 0◦ with respect
to the presumably uncoupled mode of OVL0 could be seen as an indication for the coupling
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Figure 5.13: Raman spectrum of a neat film of C545T.
strength. This hypothesis is supported by the fact that the enhancement of samples OVL1
and OVL1b, where the mode shift is only on the order of Evib/2, is only moderate (factor
1.3). Since the work by Herrera & Spano [255] does not specify which behaviour would be
expected away from resonance, it is difficult to prefer one of the methods to estimate the
coupling strength over the other. Nonetheless, the observed behaviour is consistent with the
theoretical prediction, showing a continuous enhancement of the PL intensity up to a factor of
four for the emission from polaritons (OVL1–OVL3) with respect to a largely photonic mode
(OVL0).
Moreover, the presented data demonstrate the importance of considering all effects that
might change the emission before jumping to a conclusion: while the PL spectra in Figure
5.11a suggest that e.g. OVL1 is two times as bright as OVL0; and OVL1b—with a similar mode
shift as OVL1—only half as bright as OVL0, the more careful analysis of Figure 5.12 shows that
both samples show a moderate, but similar PL enhancement with respect to sample OVL0.
5.3.2 Photoluminescence from broad absorbers in DBR-clad microcavities
A major advantage of DBRs over metal mirrors is their extensive tunability—both the position
and the reflectance of the stop band can be chosen at liberty (see Figure 5.6). This makes them
indispensable for microcavities of the high Q-factors necessary for observing non-linear pro-
cesses in strongly coupled microcavities. Yet, it has been observed that when these microcavi-
ties contain materials with a spectrally broad absorption, modes are suppressed at conditions
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where photon and exciton are on resonance (see Section 5.2.4). This renders the character-
isation in terms of light–matter coupling difficult. It is anticipated that this is not a problem
of DBRs in particular, but rather that the mode suppression stems from the unbalanced loss
of coherence between high-Q cavities and the material therein. This section will discuss a
method for determining the character of the mode—bare cavity or mixed light–matter—from
its Fourier image. For this method, microcavities with different blends of C545T and MADN
and with different Q-factors were compared. In the second part, the PL of these microcavities
is investigated and compared to predictions from weak coupling theory.
Fourier images of the PL from six different microcavities are compared in the following,
as shown in Figure 5.14. Microcavities with 3.5 or 5.5 mirror pairs (a–c and d–f, respec-
tively) filled with blended C545T:MADN films at concentrations of C545T ranging from 3%
(left column) over 19% (centre column) to 43% (right column). In the following, they will
be abbreviated according to the concentration C and the number of mirror pairs as C%-L and
C%-H for 3.5 and 5.5 mirror pairs (low and high Q-factor), respectively. The shape of these
spectra is analysed and compared to the parabolic shape of the dispersion expected for bare
cavity modes (Equation 2.8). This less straightforward method is necessary because the mode
position itself does not provide information about the mixed character of the mode: TMM
fits of transmittance spectra at 0◦ revealed an increasing thickness of the organic film with
increasing concentration of C545T, which could explain a mode shift to lower energies at least
qualitatively.
In order to still obtain information about the mixing of light and matter in the different
microcavities, the shape of the mode was analysed. With the help of a Matlab script, key
characteristics of the mode—like position, width and height—were extracted from the 2D
image by fitting the spectrum of each pixel with a Lorentzian curve. The due to a distortion of
the peak shape for higher angles, however, the mode position was better described by simply
finding the most prominent peak. Nonetheless, the data obtained from the Lorentzian fits are
important because they also give a measure for the mode width—which was confirmed as a
valid measure also for distorted peaks. The mode position of these six samples is plotted as a
function of q‖ in Figure 5.14g–i. The full width of the detector corresponds to approximately
−30◦ ® Θ ® 30◦, which is determined by the numerical aperture of the objective (0.55).
These modes were then fitted with parabolas in a small range around the minimum ( 1a ·
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x2 + E0 for −1.3 µm−1 < q‖ < 1.3 µm−1), where all minima could be approximated with
quadratic function to a satisfactory degree (R2 > 0.83 for all modes, which could be increased
by noise reduction via a 5-point moving average to R2 > 0.98). The shape of Bragg modes
was also analysed for comparison (not shown). Since the scaling factor a is proportional to
the inverse of the curvature of the mode, it is proportional to its effective band mass and will
in the following be referred to as mass factor.
Figure 5.14: PL from microcavities as a function of C545T concentration and Q-factor. Mi-
crocavities in the first, second and third column contain 3%, 19% and 43% C545T in MADN,
respectively. The first row (a–c) shows PL from microcavities with 3.5 mirror pairs, the second
row (d–f) from microcavities with 5.5 mirror pairs. Dashed boxes indicate the spectral region
shown in the third row. The third row (g–h) shows the modes extracted from images (a–f),
smoothed by a 5-point moving average. These are compared to parabolic functions ( 1a x
2+ E0,
orange, dashed lines) that were fitted in the region −1.3 µm−1 < q‖ < 1.3 µm−1 and then
plotted over the entire range of q‖. The unitless mass factor a′ = a/( eV−1µm−2), which is
proportional to the effective mass of the mode, is noted for each curve in the figure.
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This mass factor a, which is noted unitless as a′ = a/( eV−1µm−2) in Figures 5.14g–i,
ranged from a3%−H = 200 eV−1µm−2 to a43%−L = 351 eV−1µm−2. As a comparison, the
Bragg modes—which are supposed to be purely photonic—on average have a mass factor of
a = (220 ± 20) eV−1µm−2, slightly larger than the lightest mass observed of a mode in the
stopband. The similarity of values between 3%-H and the Bragg modes indicates that 3%-H
has a similar mass to that of a purely photonic mode and is thus mostly photonic. However,
it is not clear if the side fringes follow the same dispersion relation as the cavity mode, so
that the absolute values of a are rather compared to calculations of a purely photonic mode
according to Equation 2.8, from which it follows that a =
2E0·n2c
ħh2c2 . Evaluating this expression
for organic microcavities (nc ≈ 1.8) with a mode energy of E0 ≈ 2.45 eV yields a mass factor
of a ≈ 400 eV−1µm−2. It is not clear where this deviation of a factor of 2 stems from, so the
absolute values of the mass factor ought to be handled with caution.
Relatively between the samples, however, an interesting observation is made: there is a
general trend of a to be larger for higher concentrations of C545T and for lower Q-factors.
If all modes were purely photonic, the relationship aE0·n2c should be constant. Since the back-
ground refractive index of C545T and MADN is the same, so will that of different mixtures
of the materials be—i.e., nc ≈ constant (see Figure 5.1). Given that E0 also only varies
within 6%, the increase in mass factor from 3%-H to 43%-L by over 50% must be driven by
something else. An admixture of excitonic fraction into the photon mode would result in an
increase of the effective band mass, and hence the mass factor. This has been observed within
this PhD in previous experiments in Al-clad microcavities (not shown). For the samples pre-
sented here, films with a higher concentration of C545T (i.e., excitons) are expected to have
a larger coupling strength, and thus an increased excitonic fraction in the mode. Thus, the
increase of the mass factor a with higher concentrations is in agreement with the expectation
of a greater light–matter coupling. It is emphasised that this increase in mass factor (and
potentially increase in excitonic fraction) is observed with increasing concentration of C545T
although |E0(43%)−EX|> |E0(19%)−EX|> |E0(3%)−EX| (with exciton energy EX = 2.50 eV).
If all coupling strengths were the same, a decrease in excitonic fraction would be expected with
greater distance from the excitonic mode. Thus, the increase in excitonic fraction implies an
increase in coupling strength.
In the next step of the analysis, the parabolic fit of the restricted range was plotted over
the entire detector range (−5 eV−1µm−2 < q‖ < 5 eV−1µm−2) and compared to the mea-
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sured shape of the mode. Here, differences between the different samples become even more
pronounced. The only curve which is (slightly) narrower than the parabolic fit towards the
edges of the detector is 3%-H, the sample which had the steepest parabola, and for which the
lowest light–matter interaction is expected. All other modes tend to flatten away from the
parabola at large angles. For modes which are roughly at the same energy and concentration,
the flattening is generally more subtle for the modes in the high-Q microcavity. In the sample
containing an organic film with 43% C545T, the modes are offset by 0.03 eV, where the low-Q
sample 43%-L is found at lower energies and further away from the exciton. Assuming that the
broadening as well as the flattening of the parabola at large angles are caused by an increase
in light–matter interaction, this would imply a larger coupling strength for the low-Q cavities.
Both parts of the analysis of the mode shape thus yield results that agree with each other:
(1) The exciton fraction and coupling strength both increase with concentration of C545T,
which is consistent with Equation 2.27. It is emphasised that this is not obvious with only a
single visible mode (i.e., no clear anticrossing), nor is it clear from only looking at the Fourier
images of the luminescence (Figure 5.14). (2) The coupling strength appears to be larger for
microcavities with a lower number of mirror pairs (i.e., lower Q-factors), which is not expected.
Yet, comparing the mode distribution between cavities with high and low Q-factors, the mode
volume is found to be larger by a factor of 1.4 for microcavities with 5.5 mirror pairs. Since
g ∝ p1/V (see Equation 2.27), this would result in an increase in coupling strength from
high-Q to low-Q cavities by a factor of ∼ 1.2. Furthermore, the mass factor measured for the
modes of samples 19%-L and 19%-H, which are at approximately the same energy, differ by a
factor of 1.2. Thus, the smaller mode volume in low-Q cavities could explain the extent of the
increase in exciton fraction even quantitatively.
After the coupling inside these microcavities has been analysed, their measured PL in-
tensity is compared to theoretical predictions from weak coupling theory. In contrast to the
samples discussed in Section 5.3.1, the material properties in these DBR-clad microcavities
differ strongly from each other. The samples differ in concentration of C545T, C , (i.e., in PLQY
Φ and extinction coefficient k), in Q-factor of the cavity and in mode volume V . All these
parameters will have an impact on the luminescence of the cavity, which we would from weak
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Figure 5.15: PL intensity of DBR-clad microcavities versus theoretical predictions. (a) Peak
PL intensity (normalised to maximum) of samples presented in Figure 5.14, as measured (grey
symbols) and predicted PL intensity according to Equation 5.3 (normalised to maximum) (blue
symbols with error bars). (b) Ratio of measured over predicted PL intensity as a function of the
mass factor a (see Figure 5.14), normalised to the ratio at smallest a, i.e., 3%-H. The dotted
line indicates values where PLmeas/PLtheo = 1. The value for 43%-H is circled.
coupling theory expect to correspond to
PLtheo =
ηpump︷ ︸︸ ︷
T

λpump
 · dorg · k λpump ·
ηint︷ ︸︸ ︷
Φ(C) ·Φ (λm) · Q ·λ
3
m
V
ηout︷ ︸︸ ︷
T (λm) . (5.3)
As before, ηpump, ηint and ηout correspond to the pumping efficiency, the internal efficiency
and the outcoupling efficiency, respectively. Since the emission originates from a mode defined
by the microcavity, the PLQY is a function of both the concentration, Φ(C), and the spectral
efficiency, Φ (λm). Moreover, ηint takes into account the Purcell factor, FP ∝ Q·λ
3
m
V , which
depends on the Q-factor, the mode position λm and the mode volume V . Note that here,
the Q-factor is not determined for an empty cavity, but from the experimental spectrum. The
reason for this is that the increase of the radiative rate by the Purcell effect is a consequence
of the increased final density of states, which, in turn, depends on the Q-factor. However,
when an absorbing material is introduced into the microcavity, the coherence of the cavity
mode will be reduced and so will the final density of states be. Therefore, the losses inside the
microcavity by absorption should be accounted for when calculating the Purcell factor, which
is done by determining the Q-factor from the experimental width of the mode.
Figure 5.15a shows a comparison of the measured values of the peak PL (grey symbols) to
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the theoretical predictions explained above (blue symbols). The large error of the theoretical
PL intensity (38%) originates from the large number of different factors with conservatively
estimated, relative errors between 3% and 20% that contribute to the overall error. Both the
measured and the expected PL signal decrease when increasing the concentration of C545T in
the absorber or lowering the Q-factor.
In order to obtain a more quantitative understanding of the relationship between these
values, the ratio of the measured PL intensity over that of the predicted PL intensity is plotted
in Figure 5.15b as a function of the mass factor a. This x-axis is chosen in this way because the
previous analysis has suggested that a is directly linked to the light–matter mixing of the mode.
Hence, if there was a trend with light–matter interaction to be observed, it should appear along
a. However, the data in Figure 5.15b does not indicate any clear trend. Instead, most values
lie at ±50% around the PL ratio calculated for the presumably uncoupled mode of 3%-H. The
only outlier is the PL ratio of 43%-H, for which a three-fold increase with respect to the ratio
of 3%-H is observed. It is not clear from the data why the PL intensity of this microcavity
should be increased. Both the measured and the predicted value of 43%-H are small, so that
a small absolute error in the measurement of the PL intensity of 43%-H would correspond to
a large relative error. Since all five other samples show a similar trend, the value of 43%-H is
thus discarded. The remaining DBR-clad microcavities do not show any trend of increase in
PL signal with the mass factor a (which is linked to the coupling strength as discussed above).
At first glance, this result—i.e., no enhancement in PL with light–matter coupling—seems
contradictory to the steady increase of PL signal observed in the metal-clad microcavities in
Section 5.3.1. However, one should not forget that the nature of the metal-clad samples is very
different from those discussed here. The samples discussed in Section 5.3.1 are metal-clad
microcavities with a lower Q-factor and the bare material properties of the films are the same
throughout the entire sample series. Here, by contrast, the active material in the microcavities
consists of blended films of different concentrations and the cavities have different Q-factors. It
is difficult to directly compare the coupling strengths between the metal-clad and the DBR-clad
microcavities, since in both series, different indirect measures for the coupling strength were
used. In absolute terms, the higher concentration and the smaller mode volume in the metal-
clad cavities there needs to be weighed against the overall greater thickness of the organic
film here. It might simply be the case that the coupling strength in this DBR-clad series is too
small to enable the vibrationally assisted pumping of the LP branch. It is also possible that
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the Q-factors of the DBR-clad microcavities analysed here are too high (up to ∼ 130 when
considering intra-cavity losses and Q > 300 for calculations of an empty cavity) for the theory
of Herrera & Spano [179, 255] to hold, which was specified for low-Q microcavities.
From the investigations presented in this section, two lessons are learned: (1) Introducing
blended films into microcavities significantly increases the complexity of the system. Exper-
imentally, it would thus be preferable to either involve more samples, e.g. with different
thicknesses for each of the six sample categories presented here, or reduce the experimental
fluctuations (which accompany the greater freedom in design), e.g. with commercially ac-
quired DBRs. Nonetheless, most of the DBR-clad microcavities studied here did not show an
increase of PL intensity with coupling strength. (2) Analysing the shape of a single, visible
mode was found to be a method which could provide some information about its mixed light–
matter character. Even though this did not provide information like the absolute coupling
strength, relative coupling strengths could be deduced.
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Conclusions and outlook
To summarise, this thesis has presented experimental investigations of organic microcavities,
looking into basic relationships between the properties of the strongly coupled microcavity
and those of its uncoupled constituents. In contrast to previous reports addressing similar
questions, the work here has focussed on disordered organic materials which exhibit a pro-
nounced vibronic progression and has distinguished between the measured Rabi splitting and
the underlying coupling strength. In general, the results confirm the validity both of the form
of the coupling strength and of the coupled oscillator model, even for complex, disordered
materials. Studying the photoluminescence , a moderate increase with the coupling strength
was found in metal-clad microcavities, whereas no significant increase was found in DBR-clad
microcavities.
First, the optical properties of four different active materials (PF8, F8BT, BBEHP-PPV and
MEH-PBI) were compared in the uncoupled state (Chapter 4.1). Contrasting these values
with the Rabi splitting, which was measured for metal-clad microcavities containing the four
materials, only showed a correlation between the Rabi splitting and the absorption character-
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istics. No correlation was observed for any of the other investigated parameters, including the
linewidth of the transition and the Stokes shift. Hence, the results showed that the absorption
strength is the key property of all investigated material characteristics to define the coupling
strength, in agreement with predictions. An additional analysis tested the relationship be-
tween the Rabi splitting and the coupling strength by examining the three different terms for
the excitonic losses—assuming them to be predominantly of homogeneous or inhomogeneous
nature or assuming the entire band width of the transition to contribute to the losses. From
this, the coupling strength showed the clearest proportionality to the integrated absorption
coefficient when assuming the losses to be defined by the total width of the transition. In this
way, the results are shown to be consistent with the coupled oscillator model.
However, when changing the materials inside the microcavity, many parameters were
changed at the same time, which were partly shown to have a minor influence on the coupling
strength (like the width of the transition). Hence, two further sets of microcavities aimed to
isolate and vary one single parameter at a time and thus to access a possible onset of the strong
coupling regime more directly (Chapter 4.2). Again, a material with pronounced disorder and
vibronic progression was chosen for the investigations, namely C545T. From a variation of the
number of absorbers—in contrast to previous reports, at constant concentration—the coupling
strength was found to be proportional to the square root of the number of absorbers. In an
independent experiment, the overlap between a thin, organic film and the electric field was
controlled by controlling the position of the film inside the microcavity. This demonstrated the
coupling strength to be directly proportional to the electric field, so that both sample series
quantitatively confirm the predicted form of the coupling strength. In fact, the data agreed
so well with the expectation (R2 > 0.99 for both series) that the offset between the cou-
pling strength and the Rabi splitting could be determined. This offset, which corresponds to
a threshold for the onset of the strong coupling regime, was determined for both indepen-
dently fabricated and analysed sample sets to be gexpthr = 0.10 ± 0.03 eV. This experimentally
determined threshold was compared to the loss terms of photon and exciton, which determine
the threshold of the strong coupling regime according to the coupled oscillator model. Again,
three different scenarios were considered for the excitonic losses. Depending on the assump-
tion for the excitonic losses, theoretical values of g theothr = 0.06 . . . 0.19 eV were found for the
threshold. Even though the data did not allow for identifying the excitonic losses which de-
termine the threshold, the agreement in the order of magnitude clearly validated the coupled
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oscillator model also for materials with strong disorder and vibronic broading.
The second part of this thesis was dedicated to studying the photoluminescence from mi-
crocavities (Chapter 5.2). A large parameter space was scanned in order to find the best
conditions for polariton lasing in a blended host:guest material system. Yet, although the op-
tical properties of the blended film, the Q-factors of the microcavities, the detuning between
exciton and photon and excitation parameters were varied, polariton lasing was not achieved.
The reason for this was not the fabrication process, which was proven by the demonstration of
photon lasing in a separately designed microcavity. Instead, two other effects were identified
which potentially impede polariton lasing: (1) the disappearance of modes when photon and
exciton are on resonance (instead of their anticrossing) and (2) bimolecular quenching, which
hinders the build-up of large exciton densities. While the first is probably a consequence of the
present impedance mismatch, i.e., of the large difference between the excitonic and photonic
linewidth, the latter is unrelated to the linewidth of the exciton and only depends on its decay
dynamics.
These two aspects are compared to the publications by Daskalakis et al. [61] and Dietrich
et al. [62], which report polariton lasing with materials of a large bandwidth. The angle-
resolved reflectivity spectra of Daskalakis et al. [61] also do not show anticrossing over a
large angular range, though the effect is not as pronounced as in the present material. In
particular, there is only a single mode at Θ = 0◦, i.e., at the bottom of the lower polariton
branch. Yet, polariton lasing was observed in this broad absorber. Dietrich et al. [62] do
not observe a similar behaviour because they couple the broad excitonic absorption band to
a multitude of photonic modes by increasing the thickness of the organic film. The authors
emphasize, however, the role of the bimolecular quenching. Indeed, in both materials, the
exciton–exciton annihilation is shown to set in only above a certain threshold, which contrasts
with the materials here, where a sublinear optical response is observed even for the lowest
measured excitation powers. This difference indicates that the extent of strong bimolecular
quenching has a larger impact on polariton condensation than the disappearance of modes.
As mentioned, the non-linear, strongly coupled regime was not reached for the cavities
produced within this PhD. However, the photoluminescence intensity was probed in the linear
regime as a function of the coupling strength (Chapter 5.3). Yet, it follows from the discussion
above about the suppression of modes that the mode splitting can no longer act as an indicator
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for the coupling strength: there is only a single mode. In order to still determine the char-
acter of the modes observed in luminescence, their shape was analysed by fitting a parabola
to a small region restricted around the minimum of the mode. A correlation of the expected
light–matter interaction to the width of this parabola and to its deviation from the measured
mode at large angles was observed. Both trends are consistent with a larger excitonic fraction
of the mode. Hence, this method proves to be an indicator for the light–matter mixture of
the mode in the absence of anticrossing. When comparing the photoluminescence intensity of
these different modes to the predictions from weak coupling theory, no enhancement of pho-
toluminescence with coupling strength was observed in this cavity series. By contrast, a series
of metal-clad microcavities, in which the coupling strength is the only parameter modified
between samples, showed a clear increase of the luminescence with coupling strength up to a
factor of four. This enhancement of luminescence can possibly be explained by vibrationally
assisted scattering into the polariton branch when the coupling strength tunes into resonance
of twice the vibrational energy.256 This scattering is only predicted for low-Q, metal-clad cav-
ities, so that the absence of enhancement in the DBR-clad microcavities is not necessarily
contradictory to this hypothesis.
The work discussed in this thesis has brought some clarity into the description of strongly
disordered organic semiconductors—especially by experimentally confirming a non-zero thresh-
old for the onset of the strong coupling regime. Yet, more questions remain: (1) What quantity
of the excitonic transition determines the excitonic losses that influence the threshold for the
strong coupling regime? The presented data do not provide a conclusive picture, but indicate
that the excitonic losses are probably not defined by the homogeneous linewidth. An investi-
gation that systematically varies only the inhomogeneous broadening might shed more light
on the precise form the the excitonic losses. (2) Which parameters of the organic microcavity
are crucial for achieving polariton lasing? The discussion above has shown that one important
quality of the material is probably to maintain high quantum efficiencies up to high excitation
densities. This would have to be confirmed in a systematic comparison of materials with dif-
ferent quantum efficiencies in the highly excited strong coupling regime. (3) What effect does
the suppression of modes at resonance between the broad mode of an absorber and the nar-
row mode of a cavity have? Even though the absence of anticrossing suggests the absence of
efficient light–matter coupling, the analysis of the mode shape indicated an admixture of the
exciton onto the mode. Time-resolved measurements on the time-scale of the Rabi frequency
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could provide more insight into the interaction between the cavity photon and the exciton in
this ambiguous case.
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Appendix
In the following, the core of the Matlab script, which was developed in the course of this PhD
project and used for TM calculations, is presented. It is called by an external function, in which
all parameters of the stack (thickness, refractive index) and the wavelength of the light are
specified.
%% TM_core
% Func t ion to c a l c u l a t e r e f l e c t a n c e , t r a n sm i t t an c e or E− f i e l d d i s t r i b u t i o n
% over d e f i n e d s t a c k o f m a t e r i a l s u s ing matr ix o p t i c s with F r e sn e l ’ s
% equa t i on s and the phase s h i f t due to propagat ion .
% Equat ions adapted from P e t t e r s s o n e t a l . , JAP v o l . 86 (1999)
% Main t o o l s : T i f ( j j ) − Matrix to account f o r r e f l e c t a n c e / t r an s m i t t a n c e
% at i n t e r f a c e between l a y e r s j j −1 and j j ( eq . 1)
% Tps ( j j ) − Matrix to account f o r phase s h i f t wh i l e
% propagat ing through l a y e r j j ( eq . 5 , use i n v e r s e
% s i g n s due to s i g n conven t i on in n_c=n_r +− i ∗k)
% Tto t ( j j ) − combining e f f e c t o f a l l s c a t t e r i n g s /
% propaga t i on s up to l a y e r j j by matr ix m u l t i p l . ( eq
. 8)
% input : x − wave length / energy , at which r e f l / t ran are c a l c u l a t e d
% s ta ckd − s t a c k o f t h i c k n e s s e s o f d i f f e r e n t l a y e r s
% s ta ckn − s t a c k o f r e f r . i n d i c e s at t h i s wl/en o f each l a y e r
% xdep − s p e c i f i e r : wave length ’ la ’ or energy ’ en ’ ?
% th1 − ang l e o f i n c i d e n c e
% po l − ’ p ’ or ’ s ’ ?
%%
function [ outdata , d_ in l ]=TM_core (x , stackd , stackn , xdep , th0 , pol , datatype ,
posd )
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switch xdep
case ’ l a ’
l a=x∗1e−9;
case ’ en ’
l a=wl2en ( x )∗1e−9;
end
% adapt to n=n+i k in JAP
s tackn=conj ( s tackn ) ;
% reduce s t a c k s to l a y e r s where mat e r i a l a c t u a l l y e x i s t s , add a i r on both
% s i d e s ( t h i c k n e s s = 0 , n=1)
s tackd=[0; s tackd ; 0 ] ;
s tackn=[1; s tackn ; 1 ] ;
i f or ( s t rcmpi ( datatype , ’ r e f l ’ ) , s t rcmpi ( datatype , ’ t ran ’ ) )
Ttot=eye (2) ; %I n i t i a l i s e matr ix with un i t y matr ix
for j j =2: length ( s tackd )
% use f u n c t i o n s IF_r , IF_ t , p s fa c , q f a c as d e f i n e d below
T i f=[1, IF_ r ( j j −1, j j , pol , th0 ) ; IF_ r ( j j −1, j j , pol , th0 ) ,1] / I F _ t ( j j −1,
j j , pol , th0 ) ; % eq . 1
Tps=[exp(−1 i ∗ ps fac ( j j , th0 , l a )∗ s tackd ( j j ) ) ,0 ;0 , exp(1 i ∗ ps fac ( j j , th0 ,
l a )∗ s tackd ( j j ) ) ] ; % eq . 5
Ttot=Ttot ∗ T i f ∗Tps ; % eq . 8
end
%r e s u l t i n g matr ix i s o f the form [1/ t r ,− r e f / t r ;− r e f / t r ,1/ t r ] , where t r
%i s t r a n s m i s s i v i t y and r e f i s r e f l e c t i v i t y at t h i s wave length
i f strcmp ( datatype , ’ t ran ’ )
outdata=abs (1/ Ttot (1 ,1) )^2; % only t ru e i f n_0 = n_N
e l s e i f strcmp ( datatype , ’ r e f l ’ )
outdata=abs ( Ttot (2 ,1) /Ttot (1 ,1) )^2;
end
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e l s e i f s t rcmpi ( datatype , ’ E f i e l d ’ )
dsum=cumsum( s tackd ) ; %summed up t h i c k n e s s
outdata=zeros (1 , length ( posd ) ) ;
lno=1; % counte r f o r l a y e r number in s t a c k
for i pos=1: length ( posd )
% only i f a l a y e r border i s c r o s s ed , do r e c a l c u l a t e Tbef , Ta f t
i f posd ( ipos ) > dsum( lno )
% Mat r i c e s d e s c r i b i n g e f f e c t o f s t a c k on e l e c t r i c f i e l d b e f o r e
% and a f t e r l a y e r where f i e l d s t r e n g t h i s c a l c u l a t e d ,
r e s p e c t i v e l y .
Tbef=eye (2) ;
Ta f t=eye (2) ;
%in ca s e t h e r e are l a y e r s with 0 t h i c k n e s s in s t a c k .
while posd ( ipos ) > dsum( lno )
lno=lno+1;
end
% e f f e c t o f s t a c k b e f o r e c u r r e n t l a y e r : Tbe f
for j j = 2 : lno
T i f = [1 , IF_ r ( j j −1, j j , pol , th0 ) ; IF_ r ( j j −1, j j , pol , th0 ) ,1] /
I F _ t ( j j −1, j j , pol , th0 ) ; % eq . 1
Tps = [exp(−1 i ∗ ps fac ( j j −1, th0 , l a )∗ s tackd ( j j −1)) ,0 ;0 , exp(1 i
∗ ps fac ( j j −1, th0 , l a )∗ s tackd ( j j −1)) ] ; % eq . 5
Tbef = Tbef∗Tps∗ T i f ; % eq . 8
end
% e f f e c t o f s t a c k a f t e r c u r r e n t l a y e r : Ta f t
for j j = lno+1 : length ( s tackd )
T i f = [1 , IF_ r ( j j −1, j j , pol , th0 ) ; IF_ r ( j j −1, j j , pol , th0 ) ,1] /
I F _ t ( j j −1, j j , pol , th0 ) ; % eq . 1
Tps = [exp(−1 i ∗ ps fac ( j j , th0 , l a )∗ s tackd ( j j ) ) ,0 ;0 , exp(1 i ∗
ps fac ( j j , th0 , l a )∗ s tackd ( j j ) ) ] ; % eq . 5
Taf t = Taf t ∗ T i f ∗Tps ; % eq . 8
end
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end
% c a l c u l a t i n g f i e l d at p o s i t i o n i p o s a c co rd ing to eq . 21
d_ in l = posd ( ipos ) − dsum( lno−1) ; % t h i c k n e s s in c u r r e n t l a y e r
E_enum11 = Taf t (1 ,1) ∗ exp(−1 i ∗ ps fac ( lno , th0 , l a ) ∗( s tackd ( lno )−
d_ in l ) ) ;
E_enum21 = Taf t (2 ,1) ∗ exp(1 i ∗ ps fac ( lno , th0 , l a ) ∗( s tackd ( lno )−d_ in l
) ) ;
E_denom11 = Tbef (1 ,1) ∗ Taf t (1 ,1) ∗ exp(−1 i ∗ ps fac ( lno , th0 , l a )∗
s tackd ( lno ) ) ;
E_denom21 = Tbef (1 ,2) ∗ Taf t (2 ,1) ∗ exp(1 i ∗ ps fac ( lno , th0 , l a )∗
s tackd ( lno ) ) ;
outdata ( ipos ) = (E_enum11 + E_enum21) /(E_denom11 + E_denom21) ;
end
end
%% qfa c − f a c t o r ~ wave length ’ s t r e t c h i n g ’ due to non−ze ro ang l e and n > 1
( eq . 4)
% qa = na ∗ co s ( tha ) − r e f o rmu la t e v i a s n e l l s law as f u n c t i o n o f th0
% d i f f e r e n c e to P e t t e r s s o n : omit s s i n ^2, whereas 2^ should be t h e r e from
% d e r i v a t i o n (LB3 , p .136)
function qa = qfac (na , th0 )
qa=sqrt (na 2^−s tackn (1)^2∗(sin ( th0 ) )^2);
end
%% r e f l e c t i v i t y at i n t e r f a c e between s ta ckpo s1 and s t a c k p o s 2
function r = I F_ r ( stackpos1 , stackpos2 , pol , th0 )
n1=s tackn ( stackpos1 ) ;
q1=qfac (n1 , th0 ) ;
n2=s tackn ( stackpos2 ) ;
q2=qfac (n2 , th0 ) ;
i f strcmp ( pol , ’ s ’ ) % F r e s n e l r _ s = TE
r = (q1−q2) /(q1+q2) ; % eq . 2a
e l s e i f strcmp ( pol , ’ p ’ ) % F r e s n e l r_p = TM
r = (n1^2∗q2 − n2^2∗q1) /(n1^2∗q2 + n2^2∗q1) ; % −1∗(eq . 3a) −
e r r o r in paper !
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end
end
%% t r a n s m i s s i v i t y at i n t e r f a c e between s ta ckpo s1 and s t a c k p o s 2
function t=I F _ t ( stackpos1 , stackpos2 , pol , th0 )
n1=s tackn ( stackpos1 ) ;
q1=qfac (n1 , th0 ) ;
n2=s tackn ( stackpos2 ) ;
q2=qfac (n2 , th0 ) ;
i f strcmp ( pol , ’ s ’ ) % F r e s n e l t _ s = TE
t = 2∗q1/(q1+q2) ; % eq . 2b
e l s e i f strcmp ( pol , ’ p ’ ) % F r e s n e l t_p = TM
t = 2∗n1∗n2∗q1/(n2^2∗q1 + n1^2∗q2) ; % eq . 3b
end
end
%% phase− s h i f t f a c t o r depending on angle , r e f r a c t i v e index and k−v e c t o r /wl
( eq . 6)
function ps = ps fac ( stackpos , th0 , l a )
n1=s tackn ( s tackpos ) ;
q1=qfac (n1 , th0 ) ;
ps = 2∗pi/ l a ∗ q1 ;
end
end
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